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Abstract
In this work, we present a novel method for approximating a normal distribution with a weighted sum of normal distributions. The approximation is used for splitting normally distributed components in a Gaussian mixture filter, such that components have smaller covariances and cause smaller linearization errors when nonlinear measurements are used for the state update. Our splitting method uses weights from the binomial distribution as component weights. The method preserves the mean and covariance of the original normal distribution, and in addition, the resulting probability density and cumulative distribution functions converge to the original normal distribution when the number of components is increased. Furthermore, an algorithm is presented to do the splitting such as to keep the linearization error below a given threshold with a minimum number of components. The accuracy of the estimate provided by the proposed method is evaluated in four simulated single-update cases and one time series tracking case. In these tests, it is found that the proposed method is more accurate than other Gaussian mixture filters found in the literature when the same number of components is used and that the proposed method is faster and more accurate than particle filters.
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1 Introduction
Estimation of a state from noisy nonlinear measurements is a problem arising in many different technical applications including object tracking, navigation, economics, and computer vision. In this work, we focus on Bayesian update of a state with a measurement when the measurement function is nonlinear. The measurement value $y$ is assumed to be a $d$-dimensional vector whose dependence on the $n$-dimensional state $x$ is given by

$$y = h(x) + \epsilon,$$

where $h(x)$ is a nonlinear measurement function and $\epsilon$ is the additive measurement error, assumed to be zero mean Gaussian and independent of the prior, with nonsingular covariance matrix $R$. When a Kalman filter extension that linearizes the measurement function is used for the update, the linearization error involved is dependent on the measurement function and also the covariance of the prior: generally, larger prior covariances give larger linearization errors. In some cases, e.g., when the posterior is multimodal, no Kalman filter extension that uses a single normal distribution as the state estimate can estimate the posterior well.

In this paper, we use Gaussian mixtures (GMs) [1] to handle situations where the measurement nonlinearity is high. A GM is a weighted sum of normal distributions

$$p(x) = \sum_{k=1}^{m} w_k p_N(x|\mu_k, P_k),$$

where $m$ is the number of components in the mixture, $w_k$ is the component weight ($\sum w_k = 1, w_k \geq 0$), and $p_N(x|\mu_k, P_k)$ is the probability density function (pdf) of a multivariate normal distribution with mean $\mu_k$ and covariance $P_k$. The mean of a GM is

$$\mu = \sum_{k=1}^{m} w_k \mu_k$$

and the covariance is

$$P = \sum_{k=1}^{m} w_k \left[ P_k + (\mu_k - \mu)(\mu_k - \mu)^T \right].$$

Gaussian mixture filters (GMFs) work in such a manner that the prior components are split, if necessary, into smaller components to reduce the linearization error within a component. In splitting, it is desirable that the
mixture generated is similar to the original prior. Usually, the mean and covariance of the generated mixture are matched to the mean and covariance of the original component. Convergence properties are more rarely discussed, but, for example, in [2] a GM splitting that converges weakly to the prior component is presented.

We propose in this paper a way of splitting a prior component called Binomial Gaussian mixture (BinoGM) and show that when the number of components is increased, the pdf and cumulative distribution function (cdf) of the resulting mixture converge to the pdf and cdf of the prior component. Furthermore, we propose the Binomial Gaussian mixture filter (BinoGMF) for time series filtering. BinoGMF uses BinoGM in component splitting and optimizes the component covariance so that the measurement nonlinearity is kept small, while minimizing the required number of components needed to have a good approximation of the prior.

In our GMF implementation, we use the unscented Kalman filter (UKF) [3,4] for computing the measurement update. The UKF is used because the proposed splitting algorithm uses measurement evaluations that can be reused in the UKF update. To reduce the number of components in the GMF, we use the algorithm proposed in [5].

The rest of the paper is organized as follows. In Section 2, related work is discussed. Binomial GM is presented in Section 3, and BinoGMF algorithms are given in Section 4. Tests and results are presented in Section 5, and Section 6 concludes the article.

2 Related work

In this section, we present first the UKF algorithm that is used for updating the GM components and then five different GM generating methods that we use also in our tests section for comparison.

2.1 UKF

The UKF update is based on the evaluation of the measurement function at the so-called sigma points. The computation of the sigma points requires the computation of a matrix square root of the covariance matrix \( P \), that is, a matrix \( L(P) \) such that

\[
P = L(P)L(P)^T.
\]

This can be done using, for example, the Cholesky decomposition. The extended symmetric sigma point set is

\[
X_i = \begin{cases} 
\mu & i = 0 \\
\mu + \Delta_i & 1 \leq i \leq n \\
\mu - \Delta_i & n < i \leq 2n
\end{cases},
\]

where \( n \) is the dimension of the state, \( \Delta_i = \sqrt{2 + \xi} L(P)[:,i] \) \( (L(P)[:,i] \) is the \( i \)th column of \( L(P) \)), and \( \xi \) is a configuration parameter. The images of the sigma points transformed with the measurement function are

\[
Y_i = h(X_i),
\]

The prior mean \( \mu \) and covariance \( P \) are updated using

\[
\begin{align*}
\mathbf{z} &= \sum_{i=0}^{2n} \Omega_{i,m} Y_i \\
S &= R + \sum_{i=0}^{2n} \Omega_{i,e} (Y_i - \mathbf{z}) (Y_i - \mathbf{z})^T \\
C &= \sum_{i=0}^{2n} \Omega_{i,e} (X_i - \mu) (Y_i - \mathbf{z})^T, \\
K &= CS^{-1} \\
\mu^+ &= \mu + K (\mathbf{y} - \mathbf{z}) \\
P^+ &= P - KSK^T
\end{align*}
\]

where \( \mu^+ \) is the posterior mean, \( P^+ \) is the posterior covariance, \( \Omega_{0,m} = \frac{x}{\sqrt{F}}, \Omega_{0,e} = \frac{x}{\sqrt{F}} + (1 - \alpha^2_{UKF} + \beta_{UKF}), \Omega_{i,e} = \Omega_{i,m} = \frac{1}{\sqrt{F}}, (i > 0) \) and \( \xi = \alpha^2_{UKF}(n + \kappa_{UKF}) - n \). The variables with subscript UKF are configuration parameters [3,4].

When UKF is used to update a GM, update (8) is computed separately for each component. Each component's weight is updated with the innovation likelihood

\[
w_k^+ = w_k P_n(\mathbf{y}|\mathbf{z}_k, S_k),
\]

where \( k \) is the index of \( k \)th mixture component. Weights are normalized so that \( \sum_{k=1}^{m} w_k^+ = 1 \).

2.2 Havlak and Campbell (H&C)

In H&C [6], a GM is used to improve the estimation in the case of the nonlinear state transition model, but the method can be applied also to the case of the nonlinear measurement model by using measurement function in place of state transition function.

In H&C, a linear model is fitted to the transformed sigma points using least squares fitting

\[
\arg\min \sum (A X_i + \mathbf{b} - Y_i)^2.
\]

For computing the direction of maximum nonlinearity, the sigma points \( X_i \) are weighted by the norm of their associated residual \( ||A X_i + \mathbf{b} - Y_i|| \) and the direction of nonlinearity is the eigenvector corresponding to the largest eigenvalue of the second moment of this set of weighted sigma points.

In the prior splitting, the first dimension of a standard multivariate normal distribution is replaced with a precomputed mixture. An affine transformation is then
applied to this mixture. The affine transformation is chosen to be such that after transformation the split dimension is aligned with the direction of the maximum nonlinearity and such that the resulting mixture is a good approximation of the prior component.

2.3 Faubel and Klakow (F&K)
In [7], the nonlinearity corresponding to $i$th pair of sigma points is

$$\eta_i = \frac{1}{2} ||Y_i + Y_{i+n} - 2Y_0||. \quad (11)$$

If there is more than one component, the component next to be split is chosen to be the one that maximizes

$$\sqrt{w_i} \eta_i. \quad (12)$$

In the paper, there are two alternatives for choosing the direction of maximum nonlinearity. Better results with fewer components were obtained in [7] by using the eigenvector corresponding of the largest eigenvalue of matrix

$$\sum_{i=1}^{n} \frac{(X_i - X_{i+n})(X_i - X_{i+n})^T}{||X_i - X_{i+n}||^2}. \quad (13)$$

The splitting direction is chosen to be the eigenvector of the prior covariance closest to this direction, and the prior components are split into two or three components that preserve the mean and covariance of the original component.

2.4 Split and merge (S&M)
In the split and merge unscented Gaussian mixture filter, the component to be split is chosen to be the one that would have the highest posterior probability (9) with nonlinearity

$$\eta = \sum |Y_i + Y_{i+n} - 2Y_0|^2 \quad (14)$$

higher than some predefined value [8]. The splitting direction is chosen to be the eigenvector corresponding to the maximum eigenvalue of the prior covariance. Components are split into two components with equal covariances.

2.5 Box GMF (BGMF)
The Box GMF [2] uses the nonlinearity criterion

$$\frac{\text{tr} PH_i \Phi H_i}{\sqrt{R_{[i,i]}}} > 1, \text{ for some } i, \quad (15)$$

where $H_i$ is the Hessian of the $i$th component of the measurement equation. This criterion is only used to assess whether or not the splitting should be done.

If a measurement is considered highly nonlinear, the prior is split into a grid along all dimensions. Each grid cell is replaced with a normal distribution having the mean and covariance of the pdf inside the cell and having as weight the amount of probability inside the cell. It is shown that the resulting mixture converges weakly to the prior component.

2.6 Adaptive splitting (AS)
In [9], the splitting direction is computed by finding the direction of maximum nonlinearity of the following transformed version of criterion (15) for one-dimensional measurements:

$$\text{tr} PH_i > R. \quad (16)$$

It is shown that the direction of the maximum nonlinearity is aligned with the eigenvector corresponding to the largest absolute eigenvalue of $PH$. In [9], a numerical method for approximating the splitting direction that is exact for second-order polynomial measurements is also presented.

3 Binomial Gaussian mixture
The BinoGM is based on splitting a normal distributed prior component into smaller ones using weights and transformed locations from the binomial distribution.

The binomial distribution is a discrete probability distribution for the number of successes in a sequence of independent Bernoulli trials with probability of success $p$. The probability mass function for having $k_s$ successes in $m_s$ trials is

$$p_{B,m_s}(k_s) = \binom{m_s}{k_s} p^{k_s} (1-p)^{m_s-k}. \quad (17)$$

A standardized binomial distribution is a binomial distribution scaled and translated so that it has zero mean and unit variance. The pdf of a standardized binomial distribution can be written using Dirac delta notation as

$$p_{B,m}(x) = \sum_{k=1}^{m} \binom{m-1}{k-1} p^{k-1} (1-p)^{m-k} \delta \left( x - \frac{k - 1 - (m - 1)p}{\sqrt{(m-1)p(1-p)}} \right), \quad (18)$$

where, for later convenience we have used $m = m_s + 1$, the number of possible outcomes, and $k = k_s + 1$. By the Berry-Esseen theorem [10], the sequence of cdfs of (18) converges uniformly to the cdf of the standard normal distribution as $m$ increases with fixed $p$. In other words, the sequence of standardized binomial distributions converges weakly to a standard normal distribution as the number of trials is increased. The error of (18) as an approximation of a standard normal distribution is
of order $O\left(\frac{1}{\sqrt{m(1-p)p}}\right)$ [11]. This error is smallest when $p = 0.5$, in which case (18) simplifies to

$$p_{B,m}(x) = \sum_{k=1}^{m} \binom{m-1}{k-1} \left(\frac{1}{2}\right)^{m-1} \delta \left(2k - m - 1 \sqrt{\frac{m-1}{1-k}}\right).$$

(19)

If a random variable having a standardized binomial distribution is scaled by $\sigma$, then its variance is $\sigma^2$.

The BinoGM is constructed using a mixture of standard normal distributions along the main axes, with mixture component means and weights selected using a scaled binomial distribution. The mixture product is then transformed with an affine transformation to have the desired mean and covariance.

To illustrate, the construction of a two-dimensional GM is shown in Figure 1. On the left, there are two binomial distributions having variances $\sigma_1^2 = 1$ and $\sigma_2^2 = 8$ with probability mass distributed in $m_1 = 5$ and $m_2 = 3$ points. One-dimensional GMs are generated by taking point mass locations and weights from the discrete distributions as the means and weights of standard normal distributions. The product of the two one-dimensional GMs is a two-dimensional GM, to which the affine transformation (multiplication with an invertible matrix $T$) is applied.

A BinoGM consisting of $m_{\text{tot}} = \prod_{i=1}^{n} m_i$ components has a pdf of the form

$$p_{\text{BinoGM}}(x) = \sum_{l=1}^{m_{\text{tot}}} w_l p_N(x|\mu_l, P),$$

(20)

where

$$w_l = \prod_{i=1}^{n} \left(1 - \binom{m_i-1}{C_{li}-1} \left(\frac{1}{2}\right)^{m_i-1} \right);$$

$$\mu_l = T \left[ \begin{array}{c} \sigma_1^2 C_{l1} - m_1 - 1 \sqrt{\frac{m_1}{m_1-1}} \\ \sigma_2^2 C_{l2} - m_2 - 1 \sqrt{\frac{m_2}{m_2-1}} \\ \vdots \\ \sigma_n^2 C_{ln} - m_n - 1 \sqrt{\frac{m_n}{m_n-1}} \end{array} \right] + \mu$$

(21b)

and $C$ is the Cartesian product $C = \{1, \ldots, m_1\} \times \{1, \ldots, m_2\} \times \cdots \times \{1, \ldots, m_n\}$, (22) which contains sets of indices to binomial distributions of all mixture components. Notation $C_{li}$ is used to denote the $i\text{th}$ component of the $l\text{th}$ combination. If $m_k = 1$, the term $\frac{2C_{lk} - m_l - 1}{\sqrt{m_k-1}}$ in (21b) is replaced with 0.

We use the notation

$$x_{\text{BinoGM}} \sim \text{BinoGM}(\mu, T, \Sigma, m_1, \ldots, m_n),$$

(23)

where $\Sigma = \text{diag}(\sigma_1^2, \ldots, \sigma_n^2)$, to denote a random variable distributed according to a BinoGM. Parameters of the distribution are $\mu \in \mathbb{R}^n$, $T \in \mathbb{R}^{n \times n}$, $\Sigma \in \mathbb{R}^{n \times n}$, and $\det T \neq 0$ and $\forall i: 1 \leq i \leq n : m_i \in \mathbb{N}^+ \land \sigma_i \in \mathbb{R}^+$.

Matrix $T$ is a square root ($S$) of a component covariance $P$. We use notation $T$ instead of $L(P)$ here, because the matrix square root $L(P)$ is not unique and the choice of $T$ affects the covariance of the mixture (25). BinoGM could also be parameterized using prior covariance $P_0$ instead of $T$. In such case, $T$ should be replaced with $T = L(P_0)(\Sigma + I)^{-\frac{1}{2}}$. In this case, the component covariance is affected by the choice of $L(P_0)$.
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**Figure 1** Construction of a BinoGM.
We will next show that
\[
\mathbb{E}(x_{\text{BinoGM}}) = \mu \\
\text{cov}(x_{\text{BinoGM}}) = P_0 = T(\Sigma + I)T^T
\]
(24) (25)
\[
\lim_{m_1, \ldots, m_n \to \infty} \text{BinoGM}(\mu, T, \Sigma, m_1, \ldots, m_n) = N\left(\mu, T(\Sigma + I)T^T\right).
\]
(26)
The limit (26) for BinoGM is in the sense of the weak convergence and convergence of the pdf.

First, we consider a sum of a scaled standardized binomial random variable $x_{B,m}$ and a standard normal random variable $x_N$ that are independent,
\[
\sigma x_{B,m} + x_N.
\]
(27)
Because $x_{B,m}$ converges weakly to standard normal distribution, then by the continuous mapping theorem, $\sigma x_{B,m}$ converges weakly to normal distribution with variance $\sigma^2$ [12].

The pdf of a sum of independent random variables is the convolution of the pdfs, and the cdf is the convolution of the cdfs [13]. For (27), the pdf is
\[
g_m(x) = \int_{-\infty}^{\infty} p_{B,m}(y)p_N(x-y, 0, 1)dy = \sum_{i=1}^{m} w_i p_N(x | \mu_i, 1),
\]
(28)
where $w_i = \binom{m-1}{i-1}$ and $\mu_i = \sigma \frac{2i-m-1}{\sqrt{m-1}}$. This is a pdf of a GM whose variance is $\sigma^2 + 1$. For the weak convergence, we use the following result (Theorem 105 of [13]):

**Theorem 1.** If cdf $\Phi_m(x)$ converges weakly to $\Phi(x)$ and cdf $B_m(x)$ converges weakly to $B(x)$ and $\Phi_m$ and $B_m$ are independent, then the convolution of $\Phi_m(x)$ and $B_m(x)$ converges to the convolution of $\Phi(x)$ and $B(x)$.

Because the cdf of $\sigma x_{B,m}$ converges weakly to the cdf of a normal distribution with variance $\sigma^2$ and the sum of two independent normally distributed random variables is normally distributed, the cdf of the sum (27) converges to the cdf of a normal distribution.

Convergence of the pdf means that
\[
\sup_{x \in \mathbb{R}} |g_m(x) - p_N(x; 0, \sigma^2 + 1)| \to 0, \text{asm} \to \infty.
\]
(29)
For this, we consider the requirements given in [14] (Lemma 1).

1. The pdf $g_m$ exists
2. Weak convergence
3. $\sup_{x \in \mathbb{R}} g_m(x) \leq M(x) < \infty$, for all $x \in \mathbb{R}$
4. For every $x$ and $\varepsilon > 0$, there exist $\delta(\varepsilon)$ and $m(\varepsilon)$ such that $|x-y| < \delta(\varepsilon)$ implies that $|g_m(x) - g_m(y)| < \varepsilon$ for all $m \geq m(\varepsilon)$.

The pdf (28) exists and the weak convergence was already shown. The third item is satisfied because the maximum value of the pdf is bounded:
\[
g_m(x) = \sum_{i=1}^{m} w_i p_N(x, \mu_i, 1) \leq \max(p_N(x; 0, 1)) \leq \frac{1}{\sqrt{2\pi}} < \infty.
\]
(30)
Then from
\[
|g_m(x) - g_m(y)| \leq \sum_{i=1}^{m} w_i |p_N(x) - p_N(y)| \leq \frac{1}{\sqrt{2\pi}} \sum_{i=1}^{m} w_i |p_N(x) - p_N(y)| < \delta \max\left(|p_N(c)| + 1\right),
\]
(31)
we see that by choosing $\delta = \frac{\varepsilon}{\max|p_N(c)| + 1}$, the requirements of the fourth item are fulfilled and the pdf converges.

For convergence of a multidimensional mixture, consider a random vector $x$ whose $i$th component is given by
\[
x_{[i]} = \sigma x_{B,m} + x_{N,i},
\]
(32)
where $x_{B,m}$ has the standardized binomial distribution (19) and $x_{N,i}$ has the standard normal distribution. Let the components $x_{[i]}$ be independent. The variance of $x$ is
\[
\var x = \Sigma + I,
\]
(33)
where $\Sigma_{[i,i]} = \sigma_j^2$, and the multidimensional cdf and pdf are products of cdfs and pdfs of each component. As we showed, the approximation error in the one-dimensional case approaches 0 when the number of components is increased. Now the multidimensional pdf and cdf converge also because
\[
\prod_{i=1}^{n} \lim_{\varepsilon_i \to 0} f_i(x) + \varepsilon_i = \prod_{i=1}^{n} f_i(x),
\]
(34)
where $\varepsilon_i$ is an error term.

Let random variable $x$ be multiplied with a nonsingular matrix $T$ and be added to a constant $\mu$
\[
x_{\text{BinoGM}} = Tx + \mu.
\]
(35)
As a consequence of continuous mapping theorem [12], the cdf of $Tx + \mu$ approaches the cdf of a normal distribution with mean $\mu$ and covariance $T(\Sigma + I)T^T$. The transformed variable has pdf
\[
p_{x_{\text{BinoGM}}}(x_{\text{BinoGM}}) = p_x\left(T^{-1}(x_{\text{BinoGM}} - \mu)\right)\det T^{-1},
\]
(36)
Because $p_x$ converges to a normal distribution, $p_{x_{\text{BinoGM}}}$ converges also and as such the pdf of the multidimensional mixture (35), which is BinoGM (21), converges to a normal distribution.
4 Binomial Gaussian mixture filter

In this section, we present BinoGMF, which uses BinoGM for splitting prior components when nonlinear measurements occur. In Section 4.1, we propose algorithms for choosing parameters for BinoGM in the case of one-dimensional measurements. After the treatment of one-dimensional measurements, we extend the proposed method for multidimensional possibly dependent measurements in Section 4.2, and finally, we present the algorithm for time series filtering in Section 4.3.

4.1 Choosing the parameters for a BinoGM

The BinoGM can be constructed using (21), when numbers of components \( m_1, \ldots, m_n \), binomial variances \( \sigma_1, \ldots, \sigma_n \), and parameters of the affine transformation \( T \) and \( \mu \) are given. Now the goal is to find parameters for the BinoGM such that it is a good approximation of the prior, the nonlinearity is below a desired threshold \( \eta \) limit, and the number of components is minimized. In this subsection, we concentrate on the case of a one-dimensional measurement. Treatment of multidimensional measurements is presented in Section 4.2.

In splitting a prior component, the parameters are chosen such that the mean and covariance are preserved. The mean is preserved by choosing \( \mu \) in (21b) to be the mean of the prior component. If the prior covariance matrix is \( P_0 \) and it is split into smaller components that have covariance \( P \) (i.e., \( P_0 - P \) is positive semi-definite), matrices \( T \) and \( \Sigma \) have to be chosen so that

\[
TT^T = P \\
T \Sigma T^T + P = P_0.
\]

(37a) (37b)

It was shown in Section 3 that the BinoGM converges to a normal distribution when the number of components is increased. In practical use cases, the number of components has to be specified. We propose a heuristic rule to choose the number of components such that two equally weighted components that are next to each other produce a unimodal pdf. In Appendix 1, it is shown that unimodality is preserved if

\[
m \geq \sigma^2 + 1.
\]

(38)

Because we want to minimize the number of components and we can choose \( \sigma \) so that \( \sigma^2 \) is an integer, we will use the following relationship

\[
m = \sigma^2 + 1.
\]

(39)

In Figure 2, this rule is illustrated in the situation where a mixture consisting of unit variance components is used to approximate a Gaussian prior having variance \( \sigma_0 = 3 \). In this case, (27) gives \( \sigma^2 = 2 \). According to (39), the proposed number of components is three. The figure shows how the mixture with two components has clearly distinct peaks and that the approximation improvement when using four components instead of three is insignificant.

For the multidimensional case, the component number rule generalizes in a straightforward way to

\[
m_i = \Sigma_{[i,i]} + 1.
\]

(40)

Using this relationship, matrix \( \Sigma \) in (67) is linked to the total number of components by the formula \( m_{tot} = \prod m_i = \prod (\Sigma_{[i,i]} + 1) \).

To approximate the amount of linearization error in the update, we use

\[
\eta = \frac{\text{tr} \ PHPH}{R}
\]

(41)

as the nonlinearity measure, which is similar to the ones used in [2,9]. The Hessian \( H \) of the measurement function is evaluated at the mean of a component and treated as a constant. Analytical evaluation of this measure requires that the second derivative of the

Figure 2 Effect of the number of components on the prior approximation.

---
measurement function (1) exists. The optimal component size is such that the total number of components is minimized while (40) is satisfied and the nonlinearity (41) is below $\eta_{\text{limit}}$. Nonlinearity measure (41) is defined for one-dimensional measurements only. We present a method for handling multidimensional measurements in Section 4.2.

We show in Appendix 2 that if we neglect the integer nature of $m_i$, the optimal values for $m_i$ are 1 or satisfy the equation

$$\frac{\lambda_i^2}{m_i^2} = \frac{\lambda_j^2}{m_j^2}$$

(42)

with the conditions that $m_i \geq 1$ and $\frac{1}{2} \sum \frac{\lambda_i^2}{m_i^2} = \eta_{\text{limit}}$, where $\lambda_i$ is the $i$th eigenvalue in the eigendecomposition $V \Lambda V^T = L(P_0)^T H L(P_0)$.

The optimal $T$ matrix is

$$T = L(P_0) V \mathrm{diag} \left( \frac{1}{\sqrt{m_1}}, \ldots, \frac{1}{\sqrt{m_n}} \right)$$

(44)

and the component covariance is

$$P = L(P_0) V \mathrm{diag} \left( \frac{1}{m_1}, \ldots, \frac{1}{m_n} \right) V^T L(P_0)^T.$$  

(45)

Using (44) and (40), the component mean becomes

$$\mu_i = L(P_0) V \mathrm{diag} \left( \frac{1}{\sqrt{m_1}}, \ldots, \frac{1}{\sqrt{m_n}} \right) \begin{bmatrix} 2C_{i,1} - m_1 - 1 \\ 2C_{i,2} - m_2 - 1 \\ \vdots \\ 2C_{i,n} - m_n - 1 \end{bmatrix} + \mu.$$  

(46)

In (43), $L(P_0)^T H L(P_0)$ can be replaced with $\frac{1}{\gamma} Q$, where

$$Q_{i,j} = \begin{cases} h(x + \Delta_i) + h(x - \Delta_i) - 2h(x) & , i = j \\ \frac{1}{2} [ h(x + \Delta_i + \Delta_j) + h(x - \Delta_i - \Delta_j) - 2h(x) - Q_{i,i} - Q_{j,j} ] & , i \neq j \end{cases}$$

(47)

and $\Delta_i = \sqrt{\gamma L(P_0)} L_j$. If $\gamma$ is chosen as $\gamma = \sqrt{n + \bar{c}}$, then the computed values of the measurement function in (47) may also be used in the UKF [9]. The $Q$ matrix can also be used for computing the amount of nonlinearity (41), because $\text{tr} PHPH \approx \frac{QQ}{\gamma^2}$ [9]. Using the $Q$ matrix instead of the analytically computed $H$ takes measurement function values from a larger area into account, analytical differentiation of the measurement function is not needed, and the numerical approximation can be done for any measurement function (1) that is defined everywhere. Because the approximation is based on second-order polynomials, it is possible that when the measurement function is not differentiable, the computed nonlinearity value does not represent the nonlinearity well.

Figure 3 shows three different situations where second-order polynomials are fitted to a function either using Taylor expansion or sigma points. The analytical nonlinearity measure (43) can be interpreted as the use of the Taylor expansion for nonlinearity computation and (47) as a second-order polynomial interpolation at sigma points for nonlinearity computation. The figure shows how the analytical fit is more accurate close to the mean point, but the second-order approximation gives a more uniform fit in the whole region covered by sigma points. The two first functions in Figure 3 are smooth, but the third is piecewise linear, i.e., its Hessian is zero everywhere except at points
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where the slope changes, where it is undefined. The analytical fit of this function is linear, but the fit to the sigma points detects nonlinearity.

Our proposed algorithm for choosing the integer number of components is presented in Algorithm 1. At the start of the algorithm, the nonlinearity is reduced to $\eta_{\text{limit}}$, but if this reduction produces more than $m_{\text{limit}}$ components, the component covariance is chosen such that nonlinearity is minimized while having at most $m_{\text{limit}}$ components. The algorithm for splitting a Gaussian with component weight $w_0$ is summarized in Algorithm 2.

### Algorithm 1: Algorithm for choosing the number of components for a scalar measurement

1. $\eta \leftarrow R\eta_{\text{limit}}$ // Remaining nonlinearity scaled with scalar measurement variance $R$
2. $i \leftarrow 1$
3. Compute $V$ and $\Lambda$ of eigendecomposition $V\Lambda V^T = 1/y^2Q$ so that eigenvalues are sorted according to their absolute values. // $Q$ is a $n \times n$ matrix defined in (47)
4. while $i \leq n$
   5.   $m_i \leftarrow \max\left(\sqrt{J \frac{\eta}{\eta_{\text{limit}}}} |\lambda_i|, 1\right)$
      // Dimensions share of nonlinearity $\frac{\lambda_i^2}{m_i^2} \leq \frac{\eta}{\eta_{\text{limit}}}$
   6.   $\eta \leftarrow \eta - \frac{\lambda_i^2}{m_i^2}$ // Update remaining nonlinearity
   7. $i \leftarrow i + 1$
8. end
9. if $\prod_{i=1}^n m_i > m_{\text{limit}}$ then
   10.   $i \leftarrow 1$
    11.   while $\lambda_i = 0$ & $i \leq n$
    12.      $m_i \leftarrow 1$ // For linear dimension use 1 component
    13.      $i \leftarrow i + 1$
14. end
15. while $i \leq n$
16.   $m_i \leftarrow \max\left(\sqrt{J \frac{\eta}{\eta_{\text{limit}}}} |\lambda_i|, 1\right)$
17.   $i \leftarrow i + 1$
18. end
19. // If number of components exceeds the maximum

### Algorithm 2: Algorithm for splitting a Gaussian

1. Compute $n \times n$ matrix square root $L(P_0)$ // Use the same $L(P_0)$ in every step
2. Use $L(P_0)$ to compute $Q$ // (47)
3. $VAV^T = 1/y^2Q$ // Compute eigendecomposition (43)
4. Compute $m_1, \ldots, m_n$ using Algorithm 1
5. $T \leftarrow L(P_0)V\text{diag}\left(\frac{1}{\sqrt{m_1}}, \ldots, \frac{1}{\sqrt{m_n}}\right)$ // $n \times n$ transformation matrix (44)
6. $X \leftarrow \mathbb{R}^{n \times 1}$ // Initialize $X$ for orthogonal means
7. $w \leftarrow w_0$ // Prior weight
8. $m_X \leftarrow 1$ // Current size of $X$
9. for $k = 1 : n$
10.   $X \leftarrow [X, \ldots, X]$ // Catenate matrix $X$ $m_k$ times
11.   $w \leftarrow [w, \ldots, w]$ // Catenate $w$ $m_k$ times
12.   for $j = 1 : m_X$
13.      for $i = 1 : m_X$
14.         $X_{[k, m_j - i + 1]} \leftarrow 2j - m_k - 1$
15.         $w_{[m_j - i + 1]} \leftarrow \frac{m_k - 1}{2} w_{[m_j - i + 1]}$
16.      end
17.      $m_X \leftarrow m_X m_k$ // Number of components in the mixture so far
18.   end
19. end
20. // Parameters for components of the BinoGM ($1 \leq l \leq m_X = \prod m_i$)
21. $\mu_l \leftarrow TX_{[l]} + \mu$ // Mean (46)
22. $w_l \leftarrow w_{[l]}$ // Weight
23. $P_l \leftarrow TT^T$ // Covariance

Figure 4 shows the result of splitting a prior in a highly nonlinear case. To verify the relationship between $m$ and $\sigma^2$ (40) and determine which $\eta_{\text{limit}}$ should be used, we tested the splitting with different parameters ($\times$ tells how much was the number of components increased). In the figure captions, $m$ is the total number of components and KL is the Kullback-Leibler divergence [15]

$$\int \ln \left(\frac{p(x)}{q(x)}\right) p(x)dx,$$

(48)
where \( p(x) \) is the true posterior and \( q(x) \) is the approximated posterior estimate.

From the figure, we can see that if the number of components is quadrupled from \( 40 \), the KL divergence does not improve significantly. If the subfigures with the same numbers of components are compared, it is evident that subfigures with \( \eta_{\text{limit}} = 4 \) have clearly the worst KL divergence. Subfigures with \( \eta_{\text{limit}} = 0.25 \) have slightly better KL divergence than whose with \( \eta_{\text{limit}} = 1 \) but are by visual inspection more peaky. The KL divergence

**Figure 4** Effect of parameters on posterior approximation. Green dots are located at posterior component means, and red lines show where the measurement likelihood is highest. In subfigure captions, \( \eta_{\text{limit}} \) is the nonlinearity threshold for each component, \( \times \) is the number of components compared to proposed, \( m \) is the total number of components, and KL is the Kullback-Leibler divergence of the GM posterior approximation with respect to the true posterior.
reduces towards the bottom right corner, which indicates convergence.

4.2 Multidimensional measurements

To be able to use BinoGMF with possibly correlated multidimensional measurements, the nonlinearity measure (41) for scalar measurements cannot be applied directly. However, because we assume that the measurement noise is additive and nondegenerate Gaussian, the measurement can be decorrelated with a linear invertible transformation

\[ \hat{y} = L(R)^{-1}y = L(R)^{-1}h(x) + L(R)^{-1}\varepsilon. \]  

The covariance of the transformed measurements is \( L(R)^{-1}RL(R)^{-1} = I \). This kind of transformation does not change the posterior, which is shown for the UKF in Appendix 3.

The UKF update is an approximation of a Bayesian update of a prior, which can be written as

\[ p(x|y) \propto p(x)p(y|x), \]  

where \( p(x|y) \) is the posterior, \( p(x) \) is the prior, and \( p(y|x) \) is the measurement likelihood. If two measurements are conditionally independent, the combined measurement likelihood is the product of likelihoods

\[ p(y_1, y_2|x) = p(y_1|x)p(y_2|x). \]  

Thus, the update of prior with two conditionally independent measurements is \( p(x|y_1, y_2) \propto p(x)p(y_1|x)p(y_2|x) \), which can be done with two separate updates, first \( p(x|y_1) \propto p(x)p(y_1|x) \) and then, using this as the prior for the next update, \( p(x|y_1, y_2) \propto p(x|y_1)p(y_2|x) \). Thus, the measurements can be applied one at a time. Of course, when using an approximate update method, such as the UKF, the result is not exactly the same because there are approximation errors involved. Processing measurements separately can improve the accuracy, e.g., when \( y_1 \) is a linear measurement, then the prior for the second measurement becomes smaller and thus the effect of its nonlinearity is reduced.

4.3 Time series filtering

So far, we have discussed the update of a prior component with a measurement at a single time step. For the time series estimation, the filter requires in addition to Algorithms 1 and 2 a prediction step and a component reduction step.

If the state model is linear, the predicted mean of a component is \( \mu_{i(t)} = F\mu_{i(t-1)}^+ \), where \( F \) is the state transition matrix and \( \mu_{i(t-1)}^+ \) is the posterior mean of the previous time step. The predicted covariance is \( P_{i(t)} = FP_{i(t-1)}^+F^T + W \), where \( W \) is the covariance of the state transition error. The weights of components do not change in the prediction step. If the state model is nonlinear, a sigma point approach can be also used for the prediction [3].

For component reduction, we use the measure proposed in [5]

\[ B_{i,j} = \frac{1}{2}\left\{(w_i + w_j) \log \det P_{i,j} - w_i \log \det P_i - w_j \log \det P_j\right\}. \]  

where \( P_{i,j} = \frac{w_i P_i + w_j P_j}{w_i + w_j} + (\mu_i - \mu_j)(\mu_i - \mu_j)^T \). Whenever the number of components is larger than \( m_{\text{reduce}} \) or \( B_{i,j} < B_{\text{limit}} \), the component pair that has the smallest \( B_{i,j} \) is merged so that the mean and covariance of the mixture is preserved. The test for \( B_{\text{limit}} \) is our own addition to the algorithm to allow the number of components to be reduced below \( m_{\text{reduce}} \) if there are very similar components.

When the prior consists of multiple components, the value of \( m_{\text{limit}} \) for each component is chosen proportional to the prior weight so that they sum up to the total limit of components. Algorithm 3 shows the BinoGMF algorithm. A MATLAB implementation of BinoGMF is also available [see Additional file 1].

---

**Algorithm 3: Binomial Gaussian mixture filter**

1. for \( k = 1, \ldots, m \) do
2. Predict components
3. end
4. Compute \( m_{\text{limit}} \) for each component
5. \( \hat{y} \leftarrow L(R)^{-1}y /\text{// Make measurement error covariance unit diagonal by multiplying }d\text{-dimensional measurement } y \text{ with } L(R)^{-1} \)
6. \( \hat{h}(x) \leftarrow L(R)^{-1}h(x) /\text{// Define decorrelated measurement functions} \)
7. for \( i = 1, \ldots, d \) do
8. for \( k = 1, \ldots, m \) do
9. Compute \( L(P_0) \) for \( k \)th prior component
10. Use \( L(P_0) \) and \( \hat{h}(x) \) to compute \( \hat{Q}_i \)
11. if \( \text{tr} \hat{Q}_i \hat{Q}_i \geq \text{limit} \) then
12. Use Algorithm 2 to split the component
13. Update resulting components with UKF, Section 2.1
14. Update component weights (9)
15. else
16. Update component with UKF, Section 2.1
17. Update component weight (9)
18. end
19. end
20. Normalize weights
21. Reduce components
22. end
5 Tests
We evaluate the performance of the proposed BinoGMF method in two simulation settings. First, the splitting method is compared with other GM splitting algorithms in single prior component single measurement cases, and then BinoGMF is compared with a particle filter in a time series scenario. In all cases, a single-component UKF is used as a reference.

5.1 Comparison of GM splitting methods
To compare the accuracy of the proposed BinoGMF with other GM splitting methods presented in Section 2, we update a one-component prior with a nonlinear measurement. The accuracy of the estimate is evaluated with two measures: mean residual and the Kullback-Leibler divergence (48). The mean residual is the absolute value of the difference of the mean of the posterior estimate and the mean of the true posterior. The integrals involved in computing results were computed using Monte Carlo integration. Each simulation case was repeated 100 times. Cases are as follows:

- 2D range - a range measurement in two-dimensional positioning
- 2D second order - the measurement consists of a second-order polynomial term aligned with a random direction and a linear measurement term aligned with another random direction
- 4D speed - a speedometer measurement with a highly uncertain prior
- 10D third order - a third-order polynomial measurement along a random direction in a ten-dimensional space

For computation of sigma points and UKF updates, we used the parameter values $a_{\text{UKF}} = 0.5$, $\kappa_{\text{UKF}} = 0$, and $\beta_{\text{UKF}} = 2$. Detailed parameters of different cases are presented in Appendix 4.

For comparison, we use a UKF that estimates the posterior with only one component and the GMFs presented in Section 2. In our implementation, there are some minor differences with the original methods:

- For H&C, the one-dimensional mixture is optimized with a different method. This should not have a significant effect on results.
- For F&K, [7] gives two alternatives for choosing the number of components and for computing the direction of nonlinearity. We chose to use split into three components, and the direction of nonlinearity was computed using the eigendecomposition.
- In AS, splitting is not done recursively; instead, every split is done to the component with highest nonlinearity. This is done to get the desired number of components. This probably makes the estimate more accurate than with the original method.

Our implementation of UKF, H&C, F&K, and S&M might have some other inadvertent differences from the original implementations.

The nonlinearity-based stopping criterion is not tested in this paper. Splitting is done with a fixed upper limit on the number of components. We chose to test the methods with at most 3, 9, and 81 components for consistency with the number of components in BGMF. The number of components in BGMF is $(2N^2 + 1)^n$, where $N \in \mathbb{N}$ is a parameter that adjusts the number of components. Since BinoGMF does the splitting into multiple directions at once, the number of components of BinoGMF is usually less than the maximum limit.

Figure 5 shows the 25%, 50%, and 75% quantiles for each tested method in different cases. The figure shows how the proposed method has the best posterior approximation accuracy with a given number of components, except in the 4D speed case where AS has slightly better accuracy. This is due to large variations of the Hessian $H$ within the region where the prior pdf is significant. In the 2D range case, the posterior accuracy of AS and S&M does not improve when the number of components is increased from 9 to 81. This is caused by prior approximation error as the AS and S&M splitting does not converge to the prior.

In Table 1, the estimation of direction nonlinearity is tested in a two-dimensional case where the prior has identity covariance matrix and the measurement function is

$$y = e^{a^T x}. \quad (53)$$

The true direction of nonlinearity is $a$. AS and BinoGMF use the same algorithm for computing the direction of maximum nonlinearity. S&M uses the maximum eigenvalue of the prior component as the split direction, and in this case, it gives the same results as choosing the direction randomly. In the table, $\Delta \theta$ is the average error of the direction of maximum nonlinearity.

In two dimensions, choosing a random direction for splitting has a mean error of 45 degrees. The good performances of the proposed method and AS in Figure 5 are partly due to the algorithm for estimating the direction of maximum nonlinearity, because they have clearly the most accurate nonlinearity direction estimates. The 0.8 degree error of AS and BinoGMF could be reduced by choosing sigma points closer to the mean, but this would make the estimate more local. The BinoGMF was also tested with $a_{\text{UKF}} = 10^{-5}$. This resulted in splitting direction estimates closer than $10^{-5}$ degrees, but there was significant accuracy drop in the 4D speed case. With a
small value of $\alpha_{\text{UKF}}$, the computation of $Q$ does not take variations of the Hessian into account. This causes fewer problems with AS, because AS splits only in the direction of maximum nonlinearity and then re-evaluates the nonlinearity for the resulting components.

Table 2 shows the number of measurement function evaluations of each method assuming that the update is done with UKF using a symmetric set of sigma points.

BinoGMF does fewer measurement function evaluations than AS; it does significantly more than other methods only if $n \gg m$. Because BinoGMF evaluates the nonlinearity and does the splitting all at once, the computationally

Table 1 Average error on estimation of the splitting direction in degrees

|       | Random | F&K | H&C | BinoGMF |
|-------|--------|-----|-----|---------|
| $\Delta \theta$ | 45     | 22  | 23  | 0.8     |

Table 2 Number of measurement function evaluations

| Method     | Evaluations | Order    |
|------------|-------------|----------|
| H&C        | $(m + 1)(2n - 1)$ | $O(mn)$ |
| F&K        | $(m+1)(2n + 1)$  | $O(mn)$ |
| S&M        | $(2m - 1)(2n - 1)$| $O(mn)$ |
| BGGMF      | $m(2n + 1)$     | $O(mn)$ |
| AS         | $(m-1)(n^2 + n) + 2n + 1$ | $O(mn^2)$ |
| BinoGMF    | $\frac{n^2}{2} + m(2n + 1)$ | $O(n^2 + mn)$ |

Figure 5 Mean residuals and estimated mean and corresponding Kullback-Leibler divergences.
most expensive part of the algorithm is done only once and the update of the mixture can be done with UKF. Also, because the resulting components of a split have equal covariance matrix $P = T T^T$, $T(44)$ can be used as the matrix square root for UKF for all components.

5.2 Time series filtering
In the time series evaluation, we simulate the navigation of an aircraft. The route does circular loops with a radius of 90 m if seen from above. In the vertical dimension, the aircraft first ascends until it reaches 100 m, flies at constant altitude for a while, and finally descends. In the simulation, there are five ground stations that emit signals that the aircraft receives.

There are two kinds of measurements available:

- Time of arrival (TOA) [16]
  \[ y = \| \mathbf{r}_{\text{receiver}} - \mathbf{r}_{\text{emitter}} \| + \delta_{\text{receiver}} + \epsilon_{\text{receiver}} + \epsilon, \]
  (54)
  where $\mathbf{r}_{\text{receiver}}$ is the aircraft location, $\mathbf{r}_{\text{emitter}}$ is the location of a ground station, $\delta_{\text{receiver}}$ is the receiver clock bias, $\epsilon_{\text{receiver}}$ is an error caused by receiver clock jitter that is the same for all measurements, and $\epsilon$ is the independent error. The covariance of a set of TOA measurements is
  \[ R_{\text{TOA}} = I + 5^2 \mathbf{1}, \]
  (55)
  where $\mathbf{1}$ is a matrix of ones.

- Doppler [17]
  \[ y = \frac{v^T_{\text{receiver}} (\mathbf{r}_{\text{receiver}} - \mathbf{r}_{\text{emitter}})}{\| \mathbf{r}_{\text{receiver}} - \mathbf{r}_{\text{emitter}} \|} + \gamma_{\text{receiver}} + \epsilon_{\text{receiver}} + \epsilon, \]
  (56)
  where $v_{\text{receiver}}$ is the velocity of the aircraft and $\gamma_{\text{receiver}}$ is the clock drift. The Doppler measurement error covariance used is
  \[ R_{\text{Doppler}} = I + \mathbf{1}. \]
  (57)

The probability of receiving a measurement is dependent on the distance from a ground station, and a TOA measurement is available with 50% probability when a Doppler measurement is available. The estimated state contains eight variables, three for position, three for velocity, and one for each clock bias and drift. The state model used with all filters is linear. State model, true track, and ground station parameters can be found in Appendix 4.

We compare BinoGMF with three different parameter sets with UKF, a bootstrap particle filter (PF) that uses systematic resampling [18,19] with different numbers of particles, and a Rao-Blackwellized particle filter (RBPF) that is implemented according to [20]. The Rao-Blackwellized particle filter exploits the fact that when conditioned with position variables, the measurement functions become linear-Gaussian with respect to the remaining state variables. Consequently, position variables are estimated with particles, and for the remaining variables, there is a normal distribution attached to every particle. BinoGMF parameters are presented in Table 3.

Figure 6 shows 5%, 25%, 50%, 75%, and 95% quantiles of mean position errors of 1,000 runs. Because some errors are large, on the left, there are plots that show a maximum error of 200 m, and on the right, the maximum error shown is 20 m. In some test cases, all particles end up having zero weights due to finite precision in computation. In these cases, the particle filters are considered to have failed. This causes lines in the plot to end at some point, e.g., with 100 particles, the RBPF fails in more than in 50% of cases.

The UKF and BinoGMF results are located according to their time usage compared to the time usage of PFs. The figure shows how BinoGMF achieves better positioning accuracy with smaller time usage than the PFs. The 95% quantile of UKF and BinoGMF4 is more than 150 m, which is caused by multimodality of the posterior. In these cases, UKF and BinoGMF4 follow only wrong modes. The RBPF has better accuracy than the PF with a similar number of particles, but is slower. In our implementation, updating of one Rao-Blackwellized particle is 6 to 10 times faster than the UKF update depending on how many particles are updated. The RBPF requires much more particles than BinoGMF requires components. The bootstrap PF is faster than the RBPF, because our MATLAB implementation of the bootstrap PF is highly optimized.

The locations of the ground stations are almost coplanar, which causes the geometry of the test situation to be such that most of the position error is in the altitude dimension. Figure 7 shows an example of the altitude estimates given by BinoGMF4, bootstrap PF with $10^4$ particles, RBPF with 100 particles, and UKF. Both PFs are slower than the BinoGMF4.

The figure shows how the PF and BinoGMF4 estimates are multimodal at several time steps, but most of the time, BinoGMF4 has more weight on the correct mode. The RBPF starts in the beginning to follow a wrong mode and does not recover during the whole test. The UKF estimate starts out somewhere between the modes, and it takes a while to converge to the correct mode. UKF could also converge to a wrong node. In multimodal situations as in

| Table 3 Parameters used in filtering test for BinoGMF |
|-----------|--------|------|-----|-----|
| m_total  | m_reduce | y_limit | b_limit |
| BinoGMF4  | 4      | 2    | 4   | 0.1  |
| BinoGMF16 | 16     | 4    | 1   | 0.01 |
| BinoGMF64 | 64     | 16   | 0.25| 0.001|
Figure 6 Position estimate error comparison between BinoGMF, PF, RBPF, and UKF.

Figure 7 Altitude estimates of BinoGMF16, PF, RBPF, and UKF.
Figure 7, the comparison of the accuracy of the mean to the true route is not necessarily so relevant, e.g., in PF at time step 70, the mean is located in a low probability area of the posterior.

This simulated test showed that there are situations where the BinoGMF can outperform PFs. We found also that if the state transition model noise (87) was made smaller without changing the true track, then the number of required particles increased fast, while the effect on BinoGMF was small.

6 Conclusions

In this paper, we have presented the BinoGMF. BinoGMF uses a binomial distribution in the generation of a GM from a normal distribution. It was shown that the pdf and cdf of the resulting mixture converge to the prior when the number of components is increased. Furthermore, we presented an algorithm for choosing the component size so that the nonlinearity is not too high, the resulting mixture is a good approximation of the prior, and the number of required components is minimized.

We compared the proposed method with UKF and five different GMFs in several single-step estimation simulation cases and with UKF and PF in a time series estimation scenario. In these tests, the proposed method outperforms other GM-based methods in accuracy, while using a similar amount or fewer measurement function evaluations. In filtering, BinoGMF provided more accurate estimates faster than bootstrap PF or Rao-Blackwellized PF. BinoGMF can be used in suitable situations instead of PFs to get better estimation accuracy, if the measurement error can be modeled as additive and normally distributed.

Because BinoGMF performed well in all tests, we recommend it to be used instead of other GM splitting methods to get better estimation accuracy. It performs especially well in situations where there is more than a few dimensions and in cases where it is essential to have an accurate estimate of the posterior pdf.

Appendices

Appendix 1: Determining the component distance

Consider two equally weighted unit variance one-dimensional components located at an equal distance $\Delta \mu$ from the origin, with pdf

$$f(x) = \frac{w}{\sqrt{2\pi}} e^{-\frac{(x-\Delta \mu)^2}{2}} + \frac{w}{\sqrt{2\pi}} e^{-\frac{(x+\Delta \mu)^2}{2}}. \quad (58)$$

Due to symmetry, this function has a zero slope at the origin and so there is either a local minimum or maximum at the origin. Function (58) is unimodal when the origin is a maximum and bimodal if it is a local minimum. The function has a local minimum at the origin if $f''(0) > 0$. The second derivative of (58) is

$$f''(x) = \frac{w}{\sqrt{2\pi}} \left[ \left( (\Delta \mu - x)^2 - 1 \right) e^{-\frac{(x-\Delta \mu)^2}{2}} + \left( (\Delta \mu + x)^2 - 1 \right) e^{-\frac{(x+\Delta \mu)^2}{2}} \right]. \quad (59)$$

Evaluating this, we get the rule for having a local maximum at origin as

$$f''(0) \leq 0 \iff \frac{w}{\sqrt{2\pi}} \left[ (\Delta \mu^2 - 1)e^{-\frac{\Delta \mu^2}{2}} + (\Delta \mu^2 - 1)e^{-\frac{(\Delta \mu)^2}{2}} \right] \leq 0 \iff \Delta \mu^2 - 1 \leq 0 \iff \Delta \mu \leq 1 \quad (60)$$

Consider the mean of the $k$th component of a mixture generated using the standardized binomial distribution scaled with $\sigma$

$$\mu_{x_k} = \sigma \frac{2k - m - 1}{\sqrt{m-1}} \quad (61)$$

The distance between two components is

$$2\Delta \mu = \sigma \frac{2(k+1) - m - 1}{\sqrt{m-1}} - \sigma \frac{2k - m - 1}{\sqrt{m-1}} = \frac{2\sigma}{\sqrt{m-1}} \quad (62)$$

Using (60), we get

$$m \geq \sigma^2 + 1. \quad (63)$$

Appendix 2: Optimization of mixture parameters

In [9], it was shown that if a component covariance $P$ is computed as

$$P = P_0 - \beta L(P_0) V e_i^T T L(P_0) V^T, \quad (64)$$

where $e_i$ is the $i$th column of the identity matrix and $V$ and $\Lambda$ are computed from the eigendecomposition

$$V \Lambda V^T = L(P_0)^T H L(P_0), \quad (65)$$

where $H$ is the Hessian of the measurement function, then the nonlinearity associated with direction $L(P_0) V e_i$ changes from $\lambda_i^2$ to $(1 - \beta)^2 \lambda_i^2$.

It was also shown that the eigenvectors of (65) do not change in this reduction. Due to this, we can also do multiple reductions simultaneously

$$P = P_0 - L(P_0) V B V^T L(P_0)^T \quad (66)$$

where $B$ is a diagonal matrix having $\beta_1, \ldots, \beta_n$ on its diagonal.

A solution to (37) is to compute an eigendecomposition

$$U^T \Sigma U = L(P)^{-1} (P_0 - P) L(P)^{-T} \quad (67)$$

and choose

$$T = L(P) U. \quad (68)$$
We use the following matrix square root

\[ L(P) = L(P_0) V \text{diag} \left( \sqrt{1 - \beta_1}, \ldots, \sqrt{1 - \beta_n} \right). \] (69)

Using (66) and (69) in (67) produces

\[ L(P)^{-1}(P_0 - P)L(P)^{-T} = \sqrt{I - B}^{-1} V^T L(P_0)^{-1} L(P_0) V B^T I \]

\[ L(P)^{-1}V \sqrt{I - B}^{-1} = (I - B)^{-1} B = I I. \] (70)

From this, we get

\[ \sigma_i^2 = \beta_i \] (71)

and using relationship (40)

\[ m_i = \sigma_i^2 + 1 = \frac{1}{1 - \beta_i} \iff 1 - \beta_i = \frac{1}{m_i}. \] (72)

Now \( T \) (37) can be written using (69) and (72) as

\[ T = L(P_0) V \text{diag} \left( \frac{1}{\sqrt{m_1}}, \ldots, \frac{1}{\sqrt{m_n}} \right). \] (73)

The nonlinearity (41) after multiple reductions can be written as

\[ \eta = \frac{\text{tr} PH \Phi H}{R} = \frac{\sum (1 - \beta_i)^2 \lambda_i^2}{R}. \] (74)

The problem is to find \( B \) so that the nonlinearity decreases below a given threshold, i.e.,

\[ \frac{\sum (1 - \beta_i)^2 \lambda_i^2}{R} \leq \eta \text{limit} \] (75)

while the total number of components is as low as possible. Substituting (72) into (75), the nonlinearity becomes

\[ \eta = \sum \frac{(1 - \beta_i)^2 \lambda_i^2}{R} = \frac{1}{R} \sum \frac{\lambda_i^2}{m_i^2}. \] (76)

The optimization problem is to minimize

\[ \prod_{i=1}^n m_i \] (77)

with constraints

\[ \sum_{i=1}^n \frac{\lambda_i^2}{m_i^2} \leq R \eta \text{limit} \] (78a)

\[ m_i \geq 1, \forall i : 1 \leq i \leq n. \] (78b)

The Karush-Kuhn-Tucker conditions [21] for this problem are

\[ 0 = \nabla \prod m_i + \xi_0 \nabla \left( \sum \frac{\lambda_i^2}{m_i^2} - R \eta \text{limit} \right) \]

\[ + \sum \nabla \xi_i (1 - m_i). \] (79)

The \( j \)th partial derivative is

\[ 0 = \prod_{i \neq j} m_i - 2 \xi_0 \frac{\lambda_j^2}{m_j^2} - \xi_j \iff \prod m_i = 2 \xi_0 \frac{\lambda_j^2}{m_j^2} + \xi_j m_j. \] (80)

Due to the complementary slackness requirement, either \( m_j = 1 \) or \( \xi_j = 0 \). For all \( m_j \neq 1 \neq m_i \)

\[ \frac{\lambda_j^2}{m_j^2} = \frac{\lambda_i^2}{m_i^2}. \] (81)

This means that if the integer nature of \( m_i \) is neglected, the optimum \( m_i \) is either 1 or proportional to \( |\lambda_i| \).

Appendix 3: UKF update after a linear transformation is applied to measurement function

Let \( A \) be an invertible matrix and \( X_i \) UKF sigma points computed as explained in Section 2.1. The measurement transformed with \( A \) is

\[ \hat{y} = A y = Ah(x) + A \epsilon. \] (82)

If the original measurement error covariance is \( R \), then the transformed measurement error covariance is \( \hat{R} = \text{ARA}^T \). The transformed sigma points are:

\[ \hat{y}_i = Ah(X_i). \] (83)

The update becomes

\[ \hat{z} = \sum_{i=0}^{2n} \Omega_{2m} A \hat{y}_i = A \sum_{i=0}^{2n} \Omega_{2m} Y_i = Ax \]

\[ \hat{S} = ARA^T + \sum_{i=0}^{2n} \Omega_{2m} (A \hat{y}_i - Ax)(A \hat{y}_i - Ax)^T = ASA^T \]

\[ \hat{C} = 2n \sum_{i=0}^{2n} \Omega_{2m} (X_i - \mu) (\hat{y}_i - Ax)^T = CA^T, \]

\[ \hat{K} = \hat{CS}^{-1} = CA^T A^{-T} S^{-1} A^{-1} = KA^{-1} \]

\[ \hat{\mu} = \mu + \hat{K}(Ay - Ax) = \mu + K(y - z) = \mu^+ \]

\[ \hat{p} = P - \hat{K}SK^T = P - KA^{-1} ASA^{-T} K^T = P - KSK^T = P^+ \] (84)

and the posterior estimate is identical to the estimate computed with nontransformed measurement function.

Appendix 4: Simulation parameters

GMF comparison

The simulation parameters used to evaluate different methods for Figure 5 are below. The measurement variance was 1 in every case.

- 2D range
  - Prior mean: [5 0]^T
- Prior covariance:
  \[
  \begin{bmatrix}
  \cos \theta & \sin \theta \\
  -\sin \theta & \cos \theta
  \end{bmatrix} \begin{bmatrix} 10 & 0 \\ 0 & 1 \end{bmatrix}
  \begin{bmatrix}
  \cos \theta & -\sin \theta \\
  \sin \theta & \cos \theta
  \end{bmatrix},
  \]
  where \( \theta \sim U(0, 2\pi) \).
- Measurement function:
  \[ x_{[1]}^2 + x_{[2]}^2 \]

- 2D second order
  - Prior mean: \( \sim N(0, I) \)
  - Prior covariance: \( \begin{bmatrix} 5 & 2 \\ 2 & 5 \end{bmatrix} \)
  - Measurement function: \( (a_1^T x)^2 + a_2^T x \), where \( a_1 \sim N(0, I) \) and \( a_2 \sim N(0, I) \)

- 4D speed
  - Prior mean: \( \sim N(0, I) \)
  - Prior covariance: \( \begin{bmatrix} \frac{100^3}{I} & 0 \\ 0 & \frac{100^2}{I} \end{bmatrix} \)
  - Measurement function: \( \sqrt{x_{[3]}^2 + x_{[4]}^2} \)

- 10D third order
  - Prior mean: \( \sim N(0, I) \)
  - Prior covariance: \( I \)
  - Measurement function: 
    \( (k_1 a_1^T x)^3 + (k_2 a_1^T x)^2 + k_3 a_2^T x + k_1 \), where \( k_i \sim N(0, 1) \) (\( i = 1, \ldots, 4 \)) and \( a \sim N(0, I) \)

**Filtering example**

State model used in filters:

\[ x_{t+1} = F x_t + \varepsilon_t, \quad (85) \]

where

\[
F = \begin{bmatrix}
I_{3 \times 3} & I_{3 \times 3} & 0_{3 \times 2} \\
0_{3 \times 3} & I_{3 \times 3} & 0_{3 \times 2} \\
0_{2 \times 3} & 0_{2 \times 3} & 1 \\
0 & 1 & 0 \end{bmatrix}
\]

and

\[
\varepsilon_t = \begin{bmatrix}
I_{3 \times 3} & \frac{1}{2} I_{3 \times 3} & 0_{3 \times 2} \\
\frac{1}{2} I_{3 \times 3} & \frac{1}{3} I_{3 \times 3} & 0_{3 \times 2} \\
0_{2 \times 3} & 0_{2 \times 3} & \frac{1}{200} \end{bmatrix}
\]

The track is simulated on time indices from 1 to 400 and the true track is:

- Position:
  \[ x_{t}^t = \begin{bmatrix}
90 \sin \theta_t \\
90 \cos \theta_t \\
h_t
\end{bmatrix}, \quad (88) \]

where \( \theta_i = \frac{2\pi}{100} \) and

\[ h_i = \begin{cases} 
50 + 50 \cos \frac{i\pi}{100}, & i \leq 100 \\
100, & 100 < i \leq 300 \\
50 + 50 \cos \frac{i\pi}{200}, & 300 < i
\end{cases} \quad (89) \]

- Velocity: \( v_{t}^t = v_{t}^t - v_{t-1}^t \)
- Bias: \( \delta_t = \theta_{t+1} - \theta_t \)
- Drift: \( y_t = \delta_{t+1} - \delta_t \)

Ground station locations:

\[
\begin{bmatrix}
-100 \\
0 \\
-10 \end{bmatrix}, \quad \begin{bmatrix}
100 \\
0 \\
-10 \end{bmatrix}, \quad \begin{bmatrix}
0 \\
-20 \\
10 \end{bmatrix}, \quad \begin{bmatrix}
0 \\
0 \\
0 \end{bmatrix} \quad (90)
\]

**Additional file**

Additional file 1: binogmf.m—a MATLAB implementation of the BinoGMF algorithm.
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