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Abstract

Embodied computer vision considers perception for robots in general, unstructured environments. Of particular importance is the embodied visual exploration problem: how might a robot equipped with a camera scope out a new environment? Despite the progress thus far, many basic questions pertinent to this problem remain unanswered: (i) What does it mean for an agent to explore its environment well? (ii) Which methods work well, and under which assumptions and environmental settings? (iii) Where do current approaches fall short, and where might future work seek to improve? Seeking answers to these questions, we perform a thorough empirical study of four state-of-the-art paradigms on two photorealistic simulated 3D environments. We present a taxonomy of key exploration methods and a standard framework for benchmarking visual exploration algorithms. Our experimental results offer insights, and suggest new performance metrics and baselines for future work in visual exploration.

1. Introduction

Visual recognition has seen tremendous success in recent years that is driven by large-scale collections of internet data [43, 31, 50, 29] and massive parallelization. However, the focus on passively analyzing manually captured photos after learning from curated datasets does not fully address issues faced by real-world robots, who must actively capture their own visual observations. Embodied active perception [1, 8, 7, 54] tackles these problems by learning task-specific motion policies for navigation [58, 22, 21, 44, 4] and recognition [34, 27, 57] often via deep reinforcement learning (RL), where the agent is rewarded for reaching a specific target or inferring the right label.

In contrast, in embodied visual exploration [39, 45, 14, 42], the goal is inherently more open-ended and task-agnostic: how does an agent learn to move around in an environment to gather information that will be useful for a variety of tasks that it may have to perform in the future?

Intelligent exploration in 3D environments is important as it allows unsupervised preparation for future tasks. Embodied agents that have the ability to explore are flexible to deploy, since they can use knowledge about previously seen environments to quickly gather useful information in the new one, without having to rely on humans. This ability allows them to prepare for as yet unspecified downstream tasks in the new environment. For example, a newly deployed home-robot could prepare itself by automatically discovering rooms, corridors, and objects in the house. After this exploration stage, it could quickly adapt to instructions such as “Bring coffee from the kitchen to Steve in the living room.” See Fig. 1.

A variety of exploration methods have been proposed both in the reinforcement learning and computer vision literature. They employ ideas like curiosity [47, 39, 11], novelty [52, 9, 45], coverage [14], and reconstruction [28, 42] to overcome sparse rewards [9, 39, 11, 45] or learn task-agnostic policies [28, 14, 42] that generalize to new tasks. In this study, we consider algorithms designed to handle complex photorealistic indoor environments where a mobile agent observes the world through its camera’s field of view and can exploit common semantic priors from previously seen environments (as opposed to exploration in randomly generated mazes or Atari games).

Despite the growing literature on embodied visual exploration, it has been hard to analyze what works when
and how: how do different exploration algorithms work for different types of environments and downstream tasks? This difficulty is due to several reasons. First, prior work evaluates on different simulation environments such as SUN360 [42, 49], ModelNet [42, 49], VizDoom [39, 45], SUNCG [14], DeepMindLab [45], and Matterport3D [13]. Second, prior work uses different baselines, architectures, and reinforcement learning algorithms. Finally, exploration methods have been evaluated from different perspectives such as overcoming sparse rewards [39, 11], pixelwise reconstruction of environments [28, 41, 42, 49], area covered in the environment [14, 13], object interactions [40, 23], or as an information gathering phase to solve downstream tasks such as navigation [14], recognition [28, 42, 49], or pose estimation [42]. Due to this lack of standardization, it is hard to compare any two methods in the literature.

This paper presents a unified view of exploration algorithms for visually rich 3D environments, and a common evaluation framework to understand their strengths and weaknesses. First, we formally define the exploration task. Next, we provide a taxonomy of exploration approaches and sample representative methods for evaluation. We evaluate these methods and several baselines on common ground: two well-established 3D datasets [2, 12] and a state-of-the-art architecture [14]. Unlike navigation and recognition, which have clear-cut success measures, exploration is more open-ended. Hence, we quantify exploration quality along multiple meaningful dimensions such as mapping, robustness to sensor noise, and relevance for different downstream tasks. Finally, we highlight the strengths and weaknesses of different methods and identify key factors for learning good exploration policies.

Our main contribution is the first unified and systematic empirical study of exploration paradigms on 3D environments. In the spirit of recent influential studies in other domains [17, 33, 20, 36, 35], we aim first and foremost to provide a reliable, unbiased, and thorough view of the state of the art that can be a reference to the field moving forward. To facilitate this, we introduce technical improvements to shore up existing approaches, and we propose new baselines and performance metrics. We will publicly release all code to standardize the development and evaluation of exploration algorithms.

2. Empirical study framework

We define a framework for systematically studying different exploration algorithms. Exploration is sequential: at each time step, the agent takes as input the current view and history of accumulated views, updates its internal model of the environment (e.g., a spatial memory or map), and selects the next action (i.e., camera motion) to maximize the information it gathers about the environment. How the latter is defined is specific to the exploration algorithm, as we will detail in Sec. 3. This process may be formalized as a finite-horizon partially observed Markov decision process (POMDP). Next, we describe the POMDP formulation, the 3D simulators used to realize it, and the policy architecture that accounts for partial observability while taking actions.

2.1. The exploration POMDP

A partially observable Markov decision process consists of a tuple \((\mathcal{S}, \mathcal{O}, \mathcal{A}, \Lambda, T, R, \rho_0, \gamma, T_{\text{exp}})\) with state space \(\mathcal{S}\), observation space \(\mathcal{O}\), action space \(\mathcal{A}\), state-conditioned observation distribution \(\Lambda\), transition distribution \(T\), reward function \(R\), initial state distribution \(\rho_0\), discount factor \(\gamma\), and finite exploration episode length \(T_{\text{exp}}\). The agent is spawned at an initial state \(s_0 \sim \rho_0\) in an unknown environment.

At time \(t\), the agent at state \(s_t\) receives an observation \(o_t \sim \Lambda(.|s_t)\), executes camera motion action \(a_t \sim \pi(\hat{s}_t)\), receives a reward \(r_t \sim R(.|s_t, a_t, s_{t+1})\), and reaches state \(s_{t+1} \sim T(.|s_t, a_t)\). The state representation \(\hat{s}_t\) is obtained using the history of observations \(\{o_k\}_{k=1}^t\), and \(\pi\) is the agent’s policy.

The goal is to learn an optimal exploration policy \(\pi^*\) that maximizes the expected cumulative sum of the discounted rewards over an episode:

\[
\pi^* = \arg\max_{\pi} \mathbb{E}_{T\sim\pi}[\sum_{t=0}^{T_{\text{exp}}} \gamma^t r_t],
\]

where \(\tau\) is a sequence of \(\{(s_t, a_t, r_t)\}_{t=1}^{T_{\text{exp}}}\) tuples generated by starting at \(s_0 \sim \rho_0\) and behaving according to policy \(\pi\) at each time step. The reward function \(R\) captures the method-specific incentive for exploration (see Sec. 3). Next, we concretely define the instantiation of the POMDP in terms of photorealistic 3D simulators.

2.2. Simulators for embodied perception

In order to standardize the experimentation pipeline, we use simulators built on top of two realistic 3D datasets: (1) Active Vision Dataset [2] (AVD) and (2) Matterport3D [12] (MP3D). There are several other valuable 3D assets in the community [55, 30, 6, 51]; we chose MP3D and AVD for this study due to their complementary attributes (see Tab. 1).
Table 1. The contrasting properties of AVD and MP3D provide diverse testing conditions. Last 2 rows show the action magnitudes.

| Properties            | Active Vision [2] | Matterport3D [12] |
|-----------------------|-------------------|-------------------|
| View sampling         | Discrete          | Continuous        |
| Environment sizes     | Small             | Large             |
| Train / val / test splits | 9 / 2 / 4         | 61 / 11 / 18      |
| Large scale data      | No                | Yes               |
| Outdoor components    | No                | Yes               |
| Clutter               | Significant       | Mild              |
| Forward motion        | 0.3 m             | 0.25 m            |
| Rotation angle        | 30°               | 10°               |

The Active Vision Dataset [2] is a dataset of dense RGB-D scans from 15 unique indoor houses and office buildings. We simulate embodied motion by converting the dataset into a connectivity graph with discrete points and moving along the edges of the graph (similar to [5]). AVD offers realistic cluttered home interiors, which are lacking in real estate photos or computer graphics datasets.

Matterport3D [12] is a dataset of photorealistic 3D meshes from 90 indoor buildings. Some include outdoor components such as swimming pools, porches, and gardens which present unique challenges to exploration (as we will see in Sec. 5.3). We use the publicly available Habitat simulator [35], which provides fast simulation.

In these simulation environments, the state space \( S \) consists of the agent’s position and orientation within the environment. track the camera position, and a bump sensor to detect collisions. The action space \( A \) is discrete and has three actions: move forward, turn left, and turn right. The motion values are given in Tab. 1.

### 2.3. Policy architecture

To benchmark exploration algorithms, we train them with a common policy architecture [14] that is well-suited to these partially observed rich 3D environments. It incorporates a spatial occupancy memory and temporally aggregates information to facilitate long-term information storage and effective planning. Unlike traditional SLAM, such a learned spatio-temporal memory—popular in recent embodied perception approaches [21, 26, 14, 13]—allows the agent to leverage both statistical visual patterns as well as geometry to extrapolate what it learns to novel environments.

The spatial map is built by aggregating the RGB-D and odometer sensor readings over time (similar to [14]). At each time step, a local occupancy map is derived from the depth map, transformed to global coordinates using the odometer readings, and accumulated over time to generate an allocentric map (Fig. 3, top-left). Egocentric maps at two resolutions are generated given the agent’s current position (Fig. 3 red and orange boxes).

The RGB and occupancy maps are encoded using inde-
3.2. Novelty

While curiosity seeks hard-to-predict states, novelty [52, 9, 37, 53, 45] seeks previously unvisited states. Each \( s \in S \) is assigned a visitation count \( n(s) \). The novelty reward is inversely proportional to the square-root of visitation frequency at the current state:

\[
    r_t \propto \frac{1}{\sqrt{n(s_t)}}. \tag{3}
\]

For our experiments, we adapt the Grid Oracle method from [45]: we discretize the 3D environment into a 2D grid where each grid cell is considered to be a unique state, and assign rewards according to Eqn. 3. We define square grid cells of width 0.3m in AVD and 0.5m in MP3D, and consider all points within a grid cell to correspond to that state.

3.3. Coverage

The coverage paradigm aims to observe as many things of interest as possible—typically the area seen in the environment [14, 13]. Whereas novelty encourages explicitly visiting all locations, coverage encourages observing all of the environment. Note that the two are distinct: at any given location, how much and how far a robot can see varies depending on the nearby 3D structures.

The coverage approach from [14] learns RL policies that maximize area coverage. More generally, this idea can be exploited for learning to visit other things of interest such as objects (similar to the search task from [18]) and landmarks, as we define below. The coverage reward consists of the increment in some observed quantity of interest:

\[
    r_t \propto I_t - I_{t-1}, \tag{4}
\]

where \( I_t \) is the quantity of interesting things (e.g., area) visited by time \( t \). We consider several options for \( I \):

1. **area-coverage**: the number of filled cells in the agent’s allocentric map (green+blue regions in Fig. 3).
2. **objects-coverage**: We consider an object to be visited if the agent is close to it and the object is unoccluded within its field of view (see Supp. for the exact criteria).
3. **landmarks-coverage**: We mine a set of “landmark” viewpoints from the environment which contain distinctive visual components that do not appear elsewhere in that environment, e.g., a colorful painting or a decorated fireplace.
4. **random-view-coverage**: We sample random viewpoints in the environment and reward the agent for visiting them using the same visitation criteria. This method is similar to the “goal agnostic” baseline in [44].

3.4. Reconstruction

Reconstruction-based methods [28, 41, 42, 49] use the objective of active observation completion [28] to learn exploration policies. The idea is to gather views that best facilitate the prediction of unseen viewpoints in the environment. The reconstruction reward scores the quality of the predicted outputs:

\[
    r_t \propto -d(V(P), \hat{V}_t(P)), \tag{5}
\]

where \( V(P) \) is a set of true “query” views at camera poses \( P \) in the environment, \( \hat{V}_t \) is the set of view reconstructions generated by the agent after \( t \) time steps, and \( d \) is a distance function. Whereas curiosity rewards views that are individually surprising, reconstruction rewards views that bolster the agent’s correct hallucination of all other views.

Prior attempts at exploration with reconstruction are limited to pixelwise reconstructions on 360° panoramas and CAD models, where \( d(\cdot, \cdot) \) is \( \ell_2 \) on pixels. To scale the idea to 3D environments, we propose a novel adaptation that predicts concepts present in unobserved views rather than pixels, i.e., a form of semantic reconstruction. This reformulation requires the agent to predict whether, say, an instance of a “door” concept is present at some query location, rather than reconstruct the door pixelwise as in [28, 42].

We automatically discover these visual concepts from the training environments, which has the advantage of not relying on supervised object detectors or semantic annotations. Specifically, we sample views uniformly from training environments and cluster them into discrete concepts \( C = \{c_i\}_{i=1}^{K} \) using \( K \)-means applied to ResNet-50 features. Each cluster centroid is a concept and may be semantic (doors, pillars) or geometric (arches, corners).

Then, we reward the agent for acquiring views that help it accurately predict the dominant concepts in all query views \( V(P) \) sampled from a uniform grid of locations in
each environment. Let \( v(p_i) \in V(P) \) denote the ResNet-50 feature for the \( i \)-th query view. We define its true “reconstructing” concepts \( C_i = \{c_i^1, \ldots, c_i^J\} \subset C \) to be the \( J \) nearest cluster centroids to \( v(p_i) \), and assign equal probability to those \( J \) concepts. The agent has a multidial classifier that takes a query pose \( p_i \) as input—not the view \( v(p_i) \)—and returns \( C_i \), the posteriors for each concept \( c \in C \) being present in \( v(p_i) \). The distance \( d \) in Eqn (5) is the KL-divergence between the true concept distribution \( C_i \) and the agent’s inferred distribution \( \hat{C}_i \), summed over all \( p_i \in P \). The reward \( r_i \) thus encourages reducing the prediction error in reconstructing the true concepts.

4. Exploration evaluation framework

Having defined the taxonomy of exploration algorithms, we now define baselines and metrics to evaluate them.

4.1. Baseline methods

**Heuristic baselines:** We use four non-learned heuristics for exploration: (1) random-actions [42, 35] samples from a uniform distribution over all actions, (2) forward-action [35] always samples the forward action, (3) forward-action+ samples the forward action unless a collision occurs, in which case, it turns left, and (4) frontier-exploration [56] uses the egocentric map from Fig. 3 and iteratively visits the frontiers, i.e., the edges between free and unexplored spaces (see Supp.). This is closely related to area-coverage, but depends on hand-crafted heuristics and may be vulnerable to noisy inputs.

**Oracle graph exploration:** exploits the underlying graph structure in the environment (which reveals reachability and obstacles) to visit a sequence of sampled target locations via the true shortest paths. In contrast, all methods we benchmark are not given this graph, and must discover it through exploration. We define three oracles that visit (1) randomly sampled locations, (2) landmark views (see Sec. 3.3), and (3) objects within the environment. These oracles serve as an upper bound for exploration performance.

**Imitation learning:** We imitate the oracle trajectories to get three imitation variants [10, 19], one for each oracle above. Whereas the oracles assume full observability and therefore are not viable exploration approaches, these imitation learning baselines are viable, assuming disjoint training data with full observability is available.

Tab. 2 lists the assumptions on information availability made by different approaches. Methods requiring less information are more flexible. While we assume access to the full environment during training, there is ongoing work [9, 37, 45] on relaxing this assumption.

4.2. Evaluation metrics

A good exploration method visits interesting locations and collects information that is useful for a variety of downstream tasks. Different methods may be better suited for different tasks. For example, a method optimizing for area coverage may not interact sufficiently with objects, leading to poor performance on object-centric tasks. We measure exploration performance with two families of metrics:

(1) **Visiting interesting things.** These metrics quantify the extent to which the agent visits things of interest such as area [14, 56, 13, 18], objects [18, 23], and landmarks. Together, they capture different levels of semantic and geometric reasoning that an agent may need to perform in the environment. To account for varying environment sizes and content, we normalize each metric into \([0, 1]\) by dividing by the best oracle score on each episode.

(2) **Downstream task transfer.** These metrics directly evaluate exploration’s impact on downstream tasks. The setup is as follows: an exploration agent is given a time budget of \( T_{exp} \) to explore the environment, after which the information gathered must be utilized to solve a task within the same environment. More efficient exploration algorithms gather better information and are expected to have higher task performance. We consider three recent tasks from the literature which ask fundamental, yet diverse questions: (i) **PointNav:** how to quickly navigate from point A to point B? (ii) **view localization:** where was this photo taken? and (iii) **reconstruction:** what can I expect to see at point B?

In **PointNav** [3, 46], the agent is respawned at the original starting point after exploration, and given a navigation goal \((x, y, z)\) relative to its position. The agent must use its map to navigate to the goal within a maximum of \( T_{nav} \) time steps. Intuitively, for efficient navigation, an exploration algorithm needs to explore potential dead ends in the environment that may cause planning failure. We use an A* planner [24] that navigates using the spatial occupancy map built during exploration. While other navigation algorithms are possible, A* is a consistent and lightweight means to isolate the impact of the exploration models. We evaluate using Success rate normalized by Path Length (SPL) [3].

In **view localization** [42], the agent is presented with images sampled from distinct landmark viewpoints (cf. Sec. 3.3) and must localize them relative to its start-
5. Experiments

We next present the results organized by the visitation metrics (Sec. 5.1) and downstream tasks (Sec. 5.2).

Implementation details All policies are trained for $T = 200/500$ on AVD/MP3D for 2000 episode batches. We sample 100/342 episodes on AVD/MP3D uniformly from all test environments. For navigation, we generate 46/195 difficult test episodes on AVD/MP3D that require good exploration to navigate effectively. We learn exploration policies in two stages [15, 16, 14]. First, we pre-train the policy by imitating [10, 19] shortest-path oracle trajectories (cf. Sec. 4.1). Then we fine-tune the policy with the RL training objective using Proximal Policy Optimization (PPO) [48]. See Supp. for more implementation details.

5.1. Results on visitation metrics

We first evaluate the visitation metrics (cf. Sec. 4.2). For brevity, only the best of the three oracle and imitation variants on each metric are reported.

### How well do the four paradigms explore?

Fig. 5 shows the results on both datasets, and Fig. 6 shows examples. We compare the performance of different paradigms, where we select the best coverage variant individually per metric. We see two trends emerging:

- **AVD**: coverage > reconstruction ≥ novelty > curiosity
- **MP3D**: novelty > reconstruction ≥ coverage > curiosity

The trends on AVD and MP3D match except in two cases: (1) novelty performs significantly better in MP3D while coverage underperforms. This trend can be explained by our finding that novelty scales better than coverage when trained on more environments (see Sec. 5.3). (2) curiosity performs poorly on MP3D and is consistently outperformed by imitation and the other learned methods. curiosity needs a good state representation that accounts for partial observability, which is naturally harder in the large MP3D environments. While the memory architecture that we use is better for curiosity than using image features (see Supp.), better memory architectures may boost the performance further.

When compared to the baselines random-actions and forward-action, which were used in prior work [28, 42, 35], our proposed baselines forward-actions+ and imitation are significantly better on most metrics. forward-actions+ tends to get stuck circling a single room and saturates quickly. While learned methods generally outperform these baselines, frontier-exploration outperforms most learned methods on MP3D. However, it performs sub-par on AVD, possibly because depth inputs are noisier in AVD. Even in MP3D, noisy inputs deteriorate its performance, echoing past findings [14] (see Sec. 5.3).

### How well do the different coverage variants explore?

Next we unpack how the coverage variants compare to one another (see Supp. for plots). For each of the visitation metrics, we have one method that is optimized for doing well on that metric. For example, area-coverage optimizes for area visited, objects-coverage optimizes for
curiosity  novelty  coverage  reconstruction

Figure 6. Visualizing exploration behaviors: Exploration trajectories for each paradigm are visualized from the top-down view of the environment (AVD in first four, MP3D in last four). The best coverage variant is selected per dataset. Black and green locations represent unexplored and explored areas, respectively. The agent’s trajectory uses color changes to represent time. The behaviors are largely correlated with the quantitative performance of each paradigm in Sec. 5.1: better exploration methods cover larger parts of the environment.

objects visited, etc. As expected, on AVD we generally observe that the method optimized for a particular metric typically does better than most methods on that metric. Interestingly, random-views-coverage, a method that is not optimized for any of these metrics, generalizes well across the metrics and outperforms most of the other methods. This may be because random views are easy to encounter in small environments, providing denser rewards. However, on MP3D, we find that area-coverage dominates, while (landmarks,random-views)-coverage perform poorly on all metrics. We believe that this shift in the trend is due to optimization difficulties caused by reward sparsity: landmarks and randomly sampled views occur more sparsely in the large MP3D environments.

5.2. Task transfer results

Next we evaluate the relative success of the four paradigms for the three downstream tasks (see Fig. 8). We observe similar trends as reported in Sec. 5.1:

AVD: coverage > reconstruction ≥ novelty > curiosity

MP3D: novelty ≈ reconstruction > coverage > curiosity

All methods do significantly worse on view-localization in MP3D than AVD, indicative of increased task difficulty associated with large MP3D environments. Oracles exploit the underlying graph-structure to achieve high scores even in large environments (see Supp.). On both datasets, the trends in navigation differ when compared to other metrics. The gap between different methods are reduced, imitation closely competes with other paradigms, and much larger values of $T_{exp}$ are required to improve performance on MP3D. This hints at the inherent difficulty of exploring well to navigate: efficient navigation requires exploration agents to uncover potential obstacles that reduce path planning efficiency. Notably, existing exploration methods do not incorporate such priors into their rewards.

The radar plots in Fig. 7 concisely summarize results thus far along five skills: Mapping, Navigation, Object discovery, Localization, and Reconstruction. The metrics from above are normalized to $[0, 1]$ where 0 and 1 represent the performance of random-actions and oracle, respectively. See Supp. for the metrics to skills mapping. We pick the best coverage variant that works well across several skills.

1 In AVD, coverage dominates the other paradigms on most skills, closely followed by reconstruction. In MP3D environments, which tend to be large, different methods are stronger on different skills. For example, novelty performs best on object discovery, frontier-exploration dominates on localization and reconstruction, and both dominate on mapping.

5.3. Factors influencing performance

We now analyze some factors affecting exploration quality. Please see Supp. for further details on each point below.

How does dataset size affect learning? Next, we analyze how the exploration performance (area at $T = 1000$) of area-coverage and novelty varies with the training dataset size, i.e., the number of unique 3D environments in MP3D. We select these two methods as their behavior on

---

1AVD: random-views-coverage, MP3D: area-coverage
AVD, MP3D varies significantly. We train agents on 3 random subsets of \{1, 5, 10, 20\} MP3D environments. While both agents achieve reasonable performance with just 5 environments, performance climbs with the number of environments for \textit{novelty}, but saturates for \textit{area-coverage} (Fig. 9 left). We attribute this to \textit{novelty}’s smoother reward function that exponentially anneals rewards based on the visitation frequency, which may provide better training signals than the binary rewards in \textit{area-coverage}.

**How does environment size affect exploration?** Next we select the top 5 methods on MP3D and measure their performance as a function of testing environment size (see Fig. 9 right). First, we group test episodes based on area visited by the best oracle. Within each group, we report the % of episodes in which each method ranks in the top 3 out of 5. \textit{novelty} and \textit{reconstruction} are robust as they perform well on most groups. \textit{frontier-exploration} struggles in large MP3D environments with mesh defects as the agent gets stuck. Interestingly, \textit{area-coverage} performs fairly well in large, open environments, but gets stuck in small rooms with narrow exits. Please see Supp. for qualitative results demonstrating these cases.

**How does noisy occupancy affect exploration?** Noisy occupancy maps can result from mesh defects, noisy depth, and incorrectly estimated affordances\(^2\), especially outdoors. We characterize noise robustness as the ratio of the area visited by an agent with noisy and noise-free occupancy maps. On MP3D, noise robustness is close to 1.0 for all learned agents, but drops to 0.77 for a purely geometric method like \textit{frontier-exploration}.

**Is imitation learning pre-training important?** We find that it does not accelerate training compared to pure RL training from scratch, except for \textit{novelty}, despite the strong base performance.

### 6. Conclusions

We considered the problem of visual exploration in 3D environments. Prior work presents results on varying experimental conditions, making it hard to analyze what works when. Motivated by this, we presented a comparative study of four popular exploration paradigms. We benchmarked different methods under common experimental conditions: policy architecture, 3D environments, and learning algorithm. To enable this study, we introduced new metrics and baselines, and improved upon the existing reconstruction-based approaches to scale to 3D environments. Our analysis provides a comprehensive view of the state of the art and each paradigm’s strengths and weaknesses.

To recap some of our key findings: \textit{novelty} and \textit{frontier-exploration} are the strongest performers in large environments, and tend to dominate on different skills, highlighting the need for diverse evaluation metrics. Our proposed adaptation of \textit{reconstruction} successfully explores 3D environments and competes closely with the best methods on most settings. Two new easy-to-implement heuristics \textit{forward-action+} and \textit{imitation} significantly outperform baselines typically employed, and can serve as better baselines for future research. Also, a relatively simple method trained to cover random views in the environment outperforms all other methods in small environments. Our ablations indicate that \textit{coverage} does well with low data while \textit{novelty} scales better with more data; \textit{novelty} and \textit{reconstruction} are robust to different testing environments while \textit{frontier-exploration} collapses in the presence of mesh defects.

We hope that our study serves as a useful starting point and a reliable benchmark for future research in exploration. Code, data and models will be publicly released.
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