Spectroscopy and ion thermometry of C$_2^-$ using laser-cooling transitions
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A prerequisite for laser cooling a molecular anion, which has not been achieved so far, is the precise knowledge of the relevant transition frequencies in the cooling scheme. To determine these frequencies we present a versatile method that uses one pump and one photodetachment light beam. We apply this approach to C$_2^-$ and study the laser cooling transitions between the electronic ground state and the second electronic excited state in their respective vibrational ground levels, B$^2$Σ$^+_g$ (v = 0) $\leftrightarrow$ X$^2$Σ$^+_g$ (v = 0). Measurements of the R(0), R(2), and P(2) transitions are presented, which determine the transition frequencies with a wavemeter-based accuracy of $0.7 \times 10^{-3}$ cm$^{-1}$ or 20 MHz. The spin-rotation splitting is resolved, which allows for a more precise determination of the splitting constants to $\gamma' = 7.15(19) \times 10^{-3}$ cm$^{-1}$ and $\gamma'' = 4.10(27) \times 10^{-3}$ cm$^{-1}$. These results are used to characterize the ions in the cryogenic 16-pole wire trap employed in this experiment. The translational and rotational temperature of the ions cooled by helium buffer gas are derived from the Doppler widths and the amplitude ratios of the measured transitions. The results support the common observation that the translational temperature is higher than the buffer gas temperature due to collisional heating under micromotion, in particular at low temperatures. Additionally, a rotational temperature significantly lower than the translational is measured, which agrees with the notion that the mass weighted collision temperature of the C$_2^-$-He system defines the internal rotational state population.

I. INTRODUCTION

Nowadays laser cooling is a routine technique utilized in many laboratories to gain precise control over neutral and positively charged species. However, laser cooling has not been achieved for negatively charged atoms or molecules. This is due to the loosely bound excess electron in an anion which makes the system more fragile in comparison to cations. Hence, the basic requirement of multiple electronic states for efficient laser cooling are rarely met, one exception being dipole-bound states [1–4]. Since the energies of dipole-bound states are very close or even above the binding energy of the excess electron, a dissociation of the anion via autodetachment becomes likely. Consequently, these states are not feasible for a cooling scheme.

There are a few atomic anions with more than one stable electronic states below the detachment threshold [5–7], and most notably the molecular anion C$_2^-$. Due to the high electron affinity of the neutral C$_2$ molecule of about 3.3 eV [8–9], the anion is able to support three stable electronic states. In addition, the branching ratios of Franck-Condon factors are favourable [10–11], making C$_2^-$ a promising candidate for laser cooling a negative ion [12]. A laser cooled anion would enable sympathetic cooling of other anionic species, including antiprotons [13], which is also a proposed method to produce cold anti-hydrogen [14].

The molecule C$_2^-$ is among the most researched anions theoretically [11, 15–23]. Also experimentally it has a long spectroscopic history with first transitions observed by Herzberg and Lagerqvist in 1968 [24]. In the following decades B$^2$Σ$^+_u$ $\leftrightarrow$ X$^2$Σ$^+_g$ and A$^2$Π$^+_u$ $\leftrightarrow$ X$^2$Σ$^+_g$ transitions were studied by several groups with increasing precision and for different vibrational levels using fluorescence spectroscopy, photodetachment spectroscopy and photoelectron spectroscopy [8–10, 25–31]. Furthermore, the molecular anion C$_2^-$ has also been the focus of storage ring experiments, studying radiative lifetimes [32] and more recently radiative cooling mechanisms [33]. Atomic carbon anions have been studied by photodetachment following core-hole excitation [34]. C$_2^-$ is iso-electronic to N$_2^-$, which holds promise for precise vibrational spectroscopy experiments [35]. It has also been suggested that C$_2^-$ should be present in the interstellar medium due to the abundance of neutral C$_2$ [36–38], but evidence of its presence is still awaiting confirmation [39].

Although there are many studies on C$_2^-$, the reported term values lack the necessary precision for laser cooling. In this work we achieve a crucial step towards this goal by a precise determination of laser cooling transitions in the B$^2$Σ$^+_u$ $\leftrightarrow$ X$^2$Σ$^+_g$ system with an accuracy of about 20 MHz. This is slightly larger than the natural linewidth of about 2 MHz, corresponding to a lifetime of the excited state of 75 ns [18, 40]. The studied transitions are used to derive not only the translational, but also the rotational temperature of the ion ensemble in our newly developed cryogenic wire trap.

II. METHODS

The spectroscopic measurements rely on determining a loss of ions stored in the trap when irradiated by a light beam that matches the resonance of an electronic transition. The trap in which the C$_2^-$ anions are stored is a
linear radio-frequency (rf) multipole wire trap mounted on a cryostat kept at a temperature of roughly 6 K. The temperature can be adjusted by adding a heat load to the cryostat, which in our case is achieved via heater resistors located in the trap housing. The trap design is similar to the wire trap described in Ref. [41]. A schematic of the experimental setup, including a section view of the ion trap, is shown in Figure 1. The rf trap used in the experiment consists of 16 wires, with diameters of 100 µm, that are arranged on a circle of 1 cm diameter. The sinusoidal rf drive voltage applied for trapping the C$_2^-$ ions has an amplitude of 150 V and a frequency of 7.3 MHz. Axial confinement is created via two hollow end caps that have an inner diameter of 7 mm, are 0.5 mm thick, and are a distance of 31.5 mm apart. The static voltage applied to the inner end caps is -3 V. The shaping electrodes have
an inner diameter of 14 mm and are 1 mm thick. They can be used to further modify the shape of the ion cloud, however, for the present measurements they are kept at ground potential.

For the measurement scheme two distinct light beams are used. The photodetachment beam has a power of roughly 330 mW and is created from a UV-LED (IN-C39ATOU5) operating at 395 nm. The laser beam driving the electronic transitions is created via a DL pro laser from Toptica at 1082 nm which is frequency doubled to 541 nm through a crystal (MSHG 1080) from Covesion. To record and lock the laser frequency, the wavelength meter Angstrom WS Ultimate 2 by HighFinesse is used. During the measurements, the wavelength meter is calibrated several times using a diode laser that is locked on a rubidium D line with Doppler-free saturation spectroscopy. From this we estimate a systematic error on the wavelength measurements of 10 MHz or 0.34×10⁻³ cm⁻¹. For all the presented measurements the pump beam is passed into the trap through the hollow end caps, i.e. in axial direction, with a continuous power of up to 10 µW. The photodetachment beam is coupled into the trap from a side window.

The C₂⁺ ions are created from a plasma discharge source using acetylene seeded in argon and are selectively loaded into the trap via time-of-flight [42]. Once loaded into the trap, the anions' rotational and translational temperature thermalize with a helium buffer gas at a density of about 10⁻²⁸ cm⁻³. The ions are then exposed to a 541 nm laser beam for 10 s, driving the transition B²Σ⁺(ν = 0) ← X²Σ⁺(ν = 0) as depicted in the left panel of Figure 2. The various rotational transitions including the line splitting due to spin-rotation coupling are depicted in the right panel of Figure 2. From the B²Σ⁺(ν = 0) state the anions spontaneously decay to the transition rate via

\[ a(t) = C_0 e^{-k_0 t} + C_1 e^{-k_1 t}. \]

The measured ion signal as a function of the photodetachment beam exposure time is described as

\[ C_g = \frac{e^{k_0 t} - e^{k_1 t}}{P \rho}. \]

As the B²Σ⁺ state is short lived with a 75 ns lifetime [18,34], it can be safely assumed that no electronically excited anions are present due to the comparatively long experimental time scales. Since the lifetime of the trapped ions embedded in the helium buffer gas is about 20 hours, it can also be excluded from the analysis. The relative population of the ground state is then connected to the wavelength-dependent transition rate \( k(\lambda) \) via

\[ C_g = e^{-k(\lambda) P \rho 10^8}, \]

where \( P \) is the incoming photon flux and \( \rho \) is the geometric overlap between the 541 nm laser beam and the ion cloud. Thus, we can calculate a quantity proportional to the transition rate via \( k(\lambda) \propto -\ln(C_g)/P \), which in following figures is plotted as relative signal. As the overlap between the three-dimensional ion density distribution and the laser beam cannot be exactly determined, only the laser power is used for normalization. The geometric overlap is assumed to be constant. The error bars on the relative signal in the figures represent the 1-sigma uncertainties derived from the statistical fluctuations of the recorded ion signal, laser power, and time constants \( k_0 \) and \( k_1 \). Fluctuations in the laser-ion overlap would also appear as fluctuations of the signal and are thus incorporated in the statistical error.

So far it was assumed that our initial ion ensemble has a thermal distribution of the rotational levels and that the populations of the rotational \( N \) and vibrational \( v \) levels are then modified due to the pump laser (541 nm). However, in the experiment, the \( N \) levels are constantly redistributed due to collisions with the helium buffer gas. Note that this effect is negligible for the vibrational levels as the cross section for state-changing collisions between C₂⁺ and helium has been calculated to be many orders of magnitude smaller for vibrations than for rotations. [43,44]. If the optical transition rate is higher than or comparable to the redistribution rate, then the measurement will show a saturation effect when scanning over the transition. To circumvent this problem, the power of the 541 nm beam is reduced to a level of below a microwatt, such that the rate of the ions optically pumped...
into higher vibrational levels is small compared to the rate at which the rotational levels are redistributed.

The finite timescale for rotational redistribution causes an underestimation of the measured transition rate at too high laser powers as can be seen for the main peak of the R(0) transition in Figure 3. Only for laser powers below about 0.5 µW a constant plateau emerges, meaning that in this region the rotational redistribution is faster than the laser excitation rate. The timescale for rotational redistribution can be estimated from the buffer gas density and the calculated rotationally inelastic collision rate coefficients to about 100 µs. Thus, for about 0.5 µW a similar timescale for optical excitation can be expected. For the measurements presented, the laser power is adjusted so that we operate below this power in the region of the plateau. To obtain similar signal-to-noise ratios, the powers are varied between 0.3 and 0.4 µW.

III. RESULTS AND DISCUSSION

A. Spectroscopy of C\textsubscript{2}−

Applying the measurement scheme described in the previous section, we were able to measure the three rotational transitions R(0), R(2) and P(2) of B\textsuperscript{2}Σ\textsuperscript{+} (v = 0) ← X\textsuperscript{2}Σ\textsuperscript{+} (v = 0) which can be seen in Figure 4. In the figure two distinct peaks in the R(2) transition can be seen and a shoulder in R(0). This is caused by the line splitting of the rotational transitions which occurs because the electron spin couples to the rotation of the molecule in two ways, either increasing or decreasing the total angular momentum. Consequently, two different energy levels exist per rotational level N, except for N = 0. The additional energy levels allow for two distinct transitions from N = 0 and three distinct transitions from higher N values, also illustrated in the right panel of Figure 2. The naming convention of the transitions is taken from Ref. 45.

To describe the fine structure of the absorption profiles we fit them with the sum of either two (for R(0)) or three (for R(2) and P(2)) Gaussians. The fit function using the optimized fitting parameters is shown by the solid line in Figure 4, while the contribution of individual Gaussians is depicted via dashed lines. Each Gaussian is defined as

\[ f(\nu) = S_J A e^{-\frac{m c^2}{\hbar} \left(\frac{\nu - \nu_0}{\nu_c}\right)^2}. \]  

Here, S\textsubscript{J} is the Hön-London factor describing the intensity of the rotational transition, A is a scaling parameter for the amplitude, m is the mass of C\textsubscript{2}−, c the speed of light. Figure 4. Spectra of R(0), R(2) and P(2) which are transitions of the B\textsuperscript{2}Σ\textsuperscript{+} (v = 0) ← X\textsuperscript{2}Σ\textsuperscript{+} (v = 0) band. The dashed lines show individual Gaussians described by Equation (4), the solid line is the fit function defined as the sum of dashed functions. The different plots use the axis offset given below the graphs, respectively.
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Figure 3. Relative signal calculated via Equation (3) for the center of the R(0) transition as a function of the 541 nm laser beam power.
light, $k_B$ the Boltzmann constant, $T$ the temperature, and $v_c$ the center frequency of the transition. The Gaussians have individual $v_c$ parameters, but share $A$ and $T$ for each transition. The scaling parameter $A$ can be shared because the relative amplitudes of the individual functions are fixed via the theoretical line strength $S_J$. The value of $S_J$ depends on the initial and final rotational level and is described by one the following equations [45]

$$S_J^R(J') = \frac{(J'' + 1)^2 - \frac{1}{4}}{J'' + 1}, \quad (5a)$$

$$S_J^Q(J') = \frac{2J'' + 1}{4J''(J'' + 1)^2}, \quad (5b)$$

$$S_J^P(J') = \frac{J''^2 - \frac{1}{4}}{J''}. \quad (5c)$$

The observed transition frequencies of $B^2\Sigma_g^+(v = 0) \leftrightarrow X^2\Sigma_g^+(v = 0)$ for R(0), R(2) and P(2) are summarized in Table I along with previous measurements [28]. Besides the statistical error given in the table, the systematic error of $0.34 \times 10^{-3}$ cm$^{-1}$ from the wavelength meter calibration needs to be included. Based on the sum of the two errors, the combined overall accuracy of the measured transitions is better than $0.7 \times 10^{-3}$ cm$^{-1}$ or 20 MHz. Comparing the measured transition frequencies with work from [28] shows a systematic offset of roughly 0.01 cm$^{-1}$, which is attributed to the finite accuracy of the previous measurements.

From the partially resolved R(0) and R(2) transitions the spin-rotation splitting constants $\gamma'$ and $\gamma''$ can be derived, which correspond to the electronically excited state $B^2\Sigma_g^+(v = 0)$ and ground state $X^2\Sigma_g^+(v = 0)$, respectively. The splitting constant $\gamma'$ is directly obtained from the R(0) spectrum. It is then fed as a fixed parameter into the R(2) fit function, to fix the relative distance of the $^RQ_{21}$ transition. Then, $\gamma''$ is determined from the distance between the two visible peaks in R(2).

More explicitly, we first define the rotational term values [45]

$$F_1(K) = B_v N(N + 1) + \frac{1}{2} \gamma_N N, \quad (6a)$$

$$F_2(K) = B_v N(N + 1) - \frac{1}{2} \gamma(N + 1). \quad (6b)$$

Table I. Measured rotational transitions of $B^2\Sigma_g^+(v = 0) \leftrightarrow X^2\Sigma_g^+(v = 0)$ given in cm$^{-1}$. The statistical error and the systematic error from the wavelength meter calibration are given separately. Note that Ref. [28] does not give error estimates of the measured values.

| Transition | This Work (cm$^{-1}$) | Ref. [28] (cm$^{-1}$) |
|------------|-----------------------|-----------------------|
| $R_1(0)$   | 18487.75238(19)(34)   | 18487.764             |
| $^RQ_{21}(0)$ | 18487.74165(28)(34)   |                       |
| $R_1(2)$   | 18496.00878(11)(34)   | 18496.020             |
| $R_2(2)$   | 18495.99402(17)(34)   | 18496.010             |
| $P_{1(2)}, P_{2(2)}$ | 18477.31728(14)(34)   |                       |

Here $B_v$ is the rotational constant of vibrational level $v$, $\gamma$ the spin-rotation splitting constant and $N$ the rotational level quantum number. The subscript 1 defines levels of $J = N + \frac{1}{2}$, subscript 2 levels of $J = N - \frac{1}{2}$. Using these term values the four main branches are described by

$$R_1(N) = \nu_0 + F_1'(N + 1) - F_1''(N), \quad (7a)$$

$$R_2(N) = \nu_0 + F_2'(N + 1) - F_2''(N), \quad (7b)$$

$$P_1(N) = \nu_0 + F_1'(N - 1) - F_1''(N), \quad (7c)$$

$$P_2(N) = \nu_0 + F_2'(N - 1) - F_2''(N). \quad (7d)$$

Here $\nu_0$ is the frequency of the transition without taking rotations into account. Further, the the two satellite branches are described via

$$^RQ_{21}(N) = \nu_0 + F_1'(N + 1) - F_1''(N), \quad (8a)$$

$$^PQ_{12}(N) = \nu_0 + F_1'(N - 1) - F_2''(N). \quad (8b)$$

The spectrum of R(0) is fitted with a superposition of two Gaussians with the free fitting parameters being $A$, $T$, $v_c$, and $d_0$, where $d_0$ defines the distance between the two Gaussians. Using equations (6)-(8) we then calculate the splitting constant $\gamma'$ from $d_0 = ^RQ_{21}(0) - R_1(0) = -\frac{3}{2} \gamma'$. For the R(2) spectrum, the fit function is a superposition of three Gaussians with the free fitting parameters being $A$, $T$, $v_c$, $d_1$, and the constraint $d_2$. Here, $d_1$ defines the distance between two main peaks seen in the spectrum and $d_2$ uses $\gamma'$ as a parameter to fix the distance of the satellite transition relative to $R_1(2)$ via $d_2 = ^RQ_{21}(2) - R_1(2) = -\frac{5}{2} \gamma'$.

From the fit of R(2) we use the distance between the two peaks of the main branch and the previously obtained value of $\gamma'$ to calculate $\gamma''$ via $d_1 = R_1(2) - R_2(2) = -\frac{3}{2} \gamma' - \frac{5}{2} \gamma''$. For the P(2) transition no individual peaks can be resolved, but it is still fitted with a superposition of three Gaussians with the free fitting parameters $A$, $T$, $v_c$, and the two constraints $d_3$ and $d_4$. Using $\gamma'$ and $\gamma''$ obtained from the other two transitions we fix the distances between the various branches as $d_3 = P_{1(2)} - P_{2(2)} = \frac{3}{2} \gamma' - \frac{5}{2} \gamma''$ and $d_4 = ^PQ_{12}(2) - P_1(2) = \frac{5}{2} \gamma''$, which yields a consistent fit of the P(2) transition.

The calculated splitting-constants $\gamma'$ and $\gamma''$ corresponding to the $B^2\Sigma_g^+(v = 0)$ and $X^2\Sigma_g^+(v = 0)$ state are shown in Table II. Both values are in good agreement with previous measurements [28] but with an improved precision by about a factor of two.

Table II. Spin-rotation splitting constants $\gamma'$ and $\gamma''$ in units of cm$^{-1}$, corresponding to the electronic $B^2\Sigma_g^+(v = 0)$ and $X^2\Sigma_g^+(v = 0)$ state of $C_2^+$. | Splitting constant | This Work (cm$^{-1}$) | Previous meas. (cm$^{-1}$) |
|-------------------|------------------------|---------------------------|
| $\gamma' \times 10^{-2}$ | 7.15(19)               | 7.26(56) [28]             |
| $\gamma'' \times 10^{-3}$ | 4.10(27)               | 4.25(56) [20]             |
parameters of two transitions starting from different N levels for a temperature full width at half maximum of about 200 MHz at 6 K. which are negligible compared to an expected Doppler linewidth of the transition of 2 MHz [18, 40], both of broadenings are included as the only mechanism deemed pertinent parameter. For the fits of the Doppler width no line the ion ensemble is measured via the Doppler width of the various transitions and is directly obtained as a fit parameter. For the fits of the Doppler width no line broadenings are included as the only mechanism deemed relevant is the laser line width of 2 MHz and the natural linewidth of the transition of 2 MHz [18, 40], both of which are negligible compared to an expected Doppler full width at half maximum of about 200 MHz at 6 K.

The rotational temperature can be determined from the fits’ scaling parameters $A$. The ratio of the scaling parameters of two transitions starting from different $N$ levels equals the ratio of the populations of the corresponding $N$ levels. The population distribution of the $N$ levels for a temperature $T$ is given by the partition function via

$$p(N) = (2N + 1) \cdot e^{-B^\circ N(N+1)/k_B T}.$$  \hspace{1cm} (9)

Hence, taking the ratio of the partition function for rotational levels $N = 0$ and $N = 2$ and solving for temperature $T$ we obtain

$$T = \frac{6B^\circ_0 h}{k_B \ln \left( \frac{p(0)}{p(2)} \right)}.$$  \hspace{1cm} (10)

where the ratio $p(0)/p(2)$ is the observable ratio of the scaling parameters $A$ in the experiment and $B^\circ_0 = 1.74 \text{ cm}^{-1}$ the rotational constant calculated via $R_1(0) - P_1(2) = 6B^\circ_0$. Note that for simplicity the spin-rotation splitting and rotational distortion are ignored, since their effects are negligible for the calculation of the rotational temperature.

From the measurements we find a translational ion temperature of about 20 K, significantly larger than the buffer gas temperature of roughly 6 K. This increased temperature is caused by heating collisions of the ions with the buffer gas in the rf field, which results in an increased kinetic energy in the radial direction. This is repeatedly observed in rf traps theoretically [46, 48] and experimentally [49–52]. We can reproduce this heating effect in a molecular dynamics simulation using a 3D model of the wire trap (see Appendix A for details). This is shown in the left panel of Figure 4. Note that we use the notion of a temperature even though the resulting energy distributions in the simulations show a deviation from the Maxwell-Boltzmann distribution in the form of a high energy tail [47, 53].

An interesting feature is that the translational temperature increasingly breaks away from the buffer gas temperature at lower energies, which is correlated to the existence of local potential minima in the radio-frequency fields [54]. These minima arise since the end caps create an axially confining potential in the middle of the trap pushing the ions radially outwards. In a quadrupole ion trap this effect weakens the radial harmonic potential. In a multipole trap without a harmonic potential this causes a radial shift outwards, and in an ideal multipole trap creates a minimum in the shape of a ring. However, due to symmetry breaking, a discrete number of local minima is observed in practice [54–56]. The depth of these minima varies with different parameters such as the voltages applied to the end caps as well as geometrical imperfections of the trap and patch potentials, caused e. g. by impurities frozen to the electrodes. Imperfections and impurities are neglected in the simulations, as are Coulomb forces between the particles of the ion cloud, which may also result in an additional heating caused by the ions being pushed deeper into the rf field.

From the simulations, which assume an ideal wire trap, we find that the heating of the ions is only found in the radial direction as the rf field is negligible in the axial direction. However, in the experiment the excess energy is efficiently coupled into the axial motion. This can be seen by Doppler width measurements of the $R(0)$ transition performed at a cryostat temperature of 30 K (see Figure 6). Here, two measurements are shown, one with the pumping light aligned axially (through the hollow end caps), and one with the light aligned radially (from a side window through gaps in the wires). The same fitting routine as described previously is used, but the spin-splitting constant is not a free parameter and uses the value obtained from the higher resolution measurement. Both measurements yield the same temperature of about 50 K, also showing again a significant deviation from the buffer gas temperature. We assume that the efficient coupling between axial and radial motion is due to geometrical imperfections and stray electric fields.

For the internal degrees of freedom we derived a significantly lower temperature of about 6.6 K compared to 19 K of the translational temperature. This is in line with the notion that the internal rotational temperature is described by the mass weighted collision temperature

$$T = \frac{m_i T_{i} + m_b T_b}{(m_i + m_b)}.$$  \hspace{1cm} (11)

Here $m_i$ and $T_i$ are the mass and translational temperature of the ion $C_2^-$, while the variables $m_b$ and $T_b$
Figure 5. Left panel shows the translational, right panel the rotational temperature of C$_2^-$ anions colliding with helium buffer gas. The simulated rotational temperature is calculated according to Equation (11). The colors in the plots correspond to an end cap voltage of -3 V (orange) or -30 V (green) of the wire trap. The experimental points (blue) were taken with an end cap voltage of roughly -3 V.

correspond to the same quantities for the helium buffer gas. It is assumed that the neutral buffer gas thermalizes with the cryostat walls which were measured to hold a temperature of 6.3(3) K. Our simulations of the rotational ion temperature shown in the right panel of Figure 5 show how this temperature closely follows the buffer gas temperature. A significant deviation only occurs for very large discrepancies between the translational ion and buffer gas temperature below 3 K.

The fact that we reach low collision temperatures in our wire trap has already been demonstrated in previous work, where we investigated temperature sensitive three-body reactions [57], but the OH$^-$ rotational temperatures were not found to follow equation (11), but remained similarly high as the translational temperatures [58, 59]. A possible explanation might be the high trap offset voltage used for the 22-pole trap combined with grounded plates located nearby. Simulations suggest that this creates a single local minimum in the rf field, in which Coulomb repulsion could lead to additional translational heating. Another possibility might be that the permanent dipole moment of OH$^-$ couples more strongly than anticipated to black-body radiation that reaches inside the cryogenic ion trap.

IV. CONCLUSION

We measured the R(0), R(2), and P(2) transitions of the $B^2\Sigma_u^+ (v = 0) \leftrightarrow X^2\Sigma_g^+ (v = 0)$ band, which has a natural linewidth of 2 MHz, with an accuracy of about 20 MHz. This is suitable for potential future laser-cooling applications. We also resolved the spin-rotation line splitting in both the R(0) and R(2) transitions and determined the splitting constants with improved precision over previous work.

In the experiment, helium buffer gas at 6.3(3) K was used to thermalize the trapped ions. This resulted in a translational temperature of 18.8(7) K, derived from the Doppler width of the transitions. The internal rotational temperature was determined to be 6.6(5) K via the ratio of the transition strengths R(0)/R(2) and R(0)/P(2). This result supports the notion that the rotational temperature is defined by the collision temperature, i.e., the mass weighted temperature of the C$_2^-$-He system.

The presented measurement scheme only requires a single diode laser for driving the respective transitions as well as a photodetachment beam created by a UV-LED for neutralizing anions. It can be further extended
to transitions of higher vibrational levels by using different photodetachment beams, e. g. a 405 nm beam created by a Blu-ray diode for detaching \( v = 2 \) and higher. The measurement scheme presented here is able to measure transitions required for laser-cooling \( C_2^- \) with sufficient precision, which we demonstrated by measuring the cooling transitions between the electronic ground state \( X^2\Sigma_g^+ \) and the excited state \( B^2\Sigma_u^+ \) of \( C_2^- \).

As a next step, this method can be used to measure the transition frequencies of repump laser beams. By exciting ions from vibrationally excited levels in the ground electronic state into the \( B^2\Sigma_u^+ (v = 0) \) state they may spontaneously decay back to the vibrational ground level of the \( X^2\Sigma_g^+ \) state. Thus, one would observe a decrease of the relative ion loss induced by UV photodetachment. The method is also applicable for measuring transitions to the \( A^2\Pi_u^+ \) state of \( C_2^- \).

**ACKNOWLEDGMENTS**

We thank Barry Mant and Francesco A. Gianturco for many helpful discussions. This work was supported in parts by the Austrian Science Fund (FWF) through Project I3159-N36.

**Appendix A: Details on the molecular dynamics simulations**

To simulate the potential inside the trap a feature reduced model of the ion trap is used. The performed simulations follow a similar procedure as already described in [1] and use potentials calculated in the COMSOL Multiphysics 5.4 software in combination with our own ion trajectory molecular dynamics simulation.

Using the AC/DC module from COMSOL with its Electrostatics and Electric Currents submodules the potentials created by the electrodes are calculated utilizing the finite element method. Additionally, COMSOL's infinite element domain feature was employed to model a grounded sphere infinitely far away as a boundary condition. This allows for an overall smaller geometry required to be simulated. The electric field vectors calculated from the electrostatic potential are exported with a grid resolution of 300/mm. This is done since it is assumed that the axial change of the rf field is negligible and also enables a higher resolution to be used for the grid.

The calculated electric field vectors are exported from COMSOL and in a further step are loaded into a self-developed program for ion trajectory molecular dynamics simulations [10]. In the program the ion trajectory of a single ion is calculated by solving Newton's equations of motion. The radio-frequency field is modulated with a sine function with a frequency of 7.3 MHz and is superimposed with the constant electric field vectors from the static voltages. The ion is propagated using the well-known Verlet algorithm since it is time efficient to compute and is symplectic, i. e. it conserves phase space. Because only a discrete amount of electric field vectors are loaded into the program, the force acting on a particle is determined by linear interpolation of the nearby vectors.

The collisions with a helium buffer gas are modelled as random events. After each time step, a random number between zero and one is drawn. A collision occurred if the random number is smaller than \( \frac{\Delta t}{\tau} \exp\left(-\frac{\Delta t}{\tau}\right) \) with \( \Delta t \) being the magnitude of the time step and \( \tau \) the average time between collisions. Note that using Poisson's law offers the advantage that the mean number of events is equal to the rate of the the process. In case a collision is detected, the ion and the buffer gas are moved into the center-of-mass frame, with the buffer gas velocity vector components being drawn from 1D Maxwell-Boltzmann distributions. A hard sphere collision is calculated, and the velocity vector components of the ion are changed accordingly.

The time between two collisions with the buffer gas is on average 49 \( \mu \)s, the time-step size of the simulation is 3.2 ns. The position and velocity of the ion is recorded every 1 ns which corresponds to the time-average of 20 buffer gas collisions. In case the ion is lost from the trap, a new ion is added to the center of the trap and is initialized by waiting for 500 collisions. After 200,000 recordings the simulation is terminated and the temperature is calculated via \( T = \frac{\overline{\mu^2}}{8k_B} \), where \( m \) is the mass of the molecule, \( \overline{\mu} \) the mean velocity of the particle and \( k_B \) the Boltzmann constant. This formula is used to give the notion of a temperature even for the distributions that deviate from the classical Maxwell-Boltzmann distributions.
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