A Method for Improving Imputation and Prediction Accuracy of Highly Seasonal Univariate Data with Large Periods of Missingness
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Imputation of missing data in datasets with high seasonality plays an important role in data analysis and prediction. Failure to appropriately account for missing data may lead to erroneous findings, false conclusions, and inaccurate predictions. The essence of a good imputation method is its missingness-recovery-ability, i.e., the ability to deal with large periods of missing data in the dataset and the ability to extract the right characteristics (e.g., seasonality pattern) buried under the dataset to be analyzed. Univariate imputation is usually incapable of providing a reasonable imputation for a variable when periods of missing values are large. On the other hand, the default multivariate imputation approach cannot provide an accurate imputation for a variable when missing values of other correlated variables used for imputation occur at exactly the same time intervals. To deal with these drawbacks and to provide feasible imputations in such scenarios, we propose a novel method that converts a single variable into a multivariate form by exploiting the high seasonality and random missingness of this variable. After this conversion, multivariate imputation can then be applied. We then test the proposed method on an LTE spectrum dataset for imputing a single variable, such as the average cell throughput. We compare the performance of our proposed method with Kalman filtering and default method for multivariate imputation. The performance evaluation results clearly show that the proposed method significantly outperforms Kalman filtering and default method in terms of imputation and prediction accuracy.

1. Introduction

Cellular data usage over smartphones has resulted in an exponential increase in wireless traffic. To meet the ever-increasing traffic demands, LTE network operators must plan and run networks efficiently. To achieve this goal, it is necessary to measure and predict parameters of the LTE spectrum usage, such as average cell throughput. Forecasting the average cell throughput can play an important role in congestion control and network management. Cell congestion can be anticipated based on the cell throughput prediction and network reconfiguration can be triggered to shift the coverage and capacity to the expectedly affected areas before the users encounter diminished quality of service in those areas. Predicting spectrum usage via throughput can also enable regulators to ensure efficient spectrum management by helping decision makers to better plan spectrum allocations. This work endeavours to develop such capability and is part of the initiative toward the implementation of the Spectrum Environment Awareness (SEA) prototype system at the Communications Research Centre (CRC) Canada [1].

The problem of missing data or missingness is encountered in many types of research [2–5]. Missingness diminishes the quality of the data and adversely impacts the analysis carried out based on such data. This problem has led to extensive research on developing methods for missing data imputation. Data imputation attempts to restore the missing values in a dataset by analyzing the characteristics, rules, relationships, etc., hidden within the dataset. Inappropriate imputation of missing data could lead to incorrect data analysis, false conclusions, and erroneous predictions.

We experience the issue of missing data in LTE spectrum measurements collected in 2016 employing a Rohde & Schwarz R&S®TSMA mobile network scanner [6] placed in the downtown Ottawa area. Parameters such as the number
of user equipments (UEs), the downlink resource block usage percentage, and the average downlink cell throughput are included in the sensed LTE data among other parameters. Our main aim is to predict the average cell throughput for a week by using its time series values collected from the previous three weeks. To achieve this, we first impute the missing values of the average cell throughput that is shown in Figure 1.

We concentrate our study on the cell possessing physical cell ID (PCI) 65 operating at a 2117.5 MHz center frequency with a 15 MHz channel bandwidth, although the collected LTE data cover several frequency channels. This cell is selected because of the highest number of UEs observed in this cell by the scanner. A high degree of correlation is found between the average cell throughput, number of UEs, and the resource block usage percentage, which can be seen in Figures 1, 2, and 3, respectively. However, the data for these three variables are missing at exactly the same time intervals during the four weeks of July 2016 from July 4th to July 31st, which is clearly visible from Figures 1, 2, and 3.

Multivariate imputation by chained equations (MICE) [7] is a popular approach for imputation of missing data. In
case of three correlated variables X₁, X₂, and X₃, with X₁ having missing values, the default multivariate imputation methodology of MICE regresses the observed values of X₁ on the other two variables X₂ and X₃. The imputed values, which are simulated draws from the posterior predictive distribution of X₁, then replace the missing values of X₁ [8]. Although MICE is able to impute the missing values of the variable, average cell throughput in our case, by regressing its observed values on the other two variables, i.e., the number of UEs and the resource block usage percentage, the resulting imputation is not accurate, as the observed values of the average cell throughput are missing at exactly the same time intervals as the other two variables.

In this work, we propose a novel method of converting a single variable in the LTE spectrum dataset, i.e., the average cell throughput, into a multivariate form in order to successfully apply an existing multivariate imputation approach, such as MICE. To deal with large periods of missing data by exploiting the high seasonality and random missingness of this variable, our method breaks the average cell throughput over twenty-eight days into four separate weeks where each week is considered as a separate variable. These variables are then used as inputs to MICE. Preliminary work in this regard has been presented in [9].

We use our proposed method in combination with MICE and compare its performance in terms of imputation and prediction accuracy with Kalman filtering [10], which is a single imputation approach for single variate data available in the R-package imputeTS [11] as R-function na.kalman. We also compare the performance of our proposed method with the default multivariate imputation method of MICE, where imputations for average cell throughput are generated using the other two variables, i.e., number of UEs and resource block usage percentage. To compare performance in terms of prediction, we use the times series linear modeling with trend and seasonality components (TSLM) [12]. This prediction approach is available in the R-package forecast [13]. The imputation accuracy is measured in terms of the weekly mean of the average cell throughput and the standard error of weekly mean whereas the prediction accuracy is measured in terms of the mean absolute percentage error (MAPE) [14]. The results clearly indicate that the proposed method significantly outperforms the Kalman and default methods in terms of imputation accuracy as well as prediction accuracy.

The rest of the document is organized as follows. Section 2 discusses the related work on imputation and prediction approaches and prediction methods for LTE. Details of data collection, dataset parameters, and missing data analysis in the time period of interest are described in Section 3. The proposed method of converting univariate data into a multivariate form is presented in Section 4. Section 5 gives an in-depth performance evaluation. Section 6 concludes the work and provides some directions for future work.

2. Related Work

Data imputation techniques have long been considered for data analysis and prediction applications in biology [2], electrical power networks [3], city mobility studies [4], and wireless sensor networks [5]. Restoring the important characteristics of a dataset through the addition of plausible values in lieu of the missing data is the objective of data imputation [15]. Missing data mechanisms can be divided into three categories: missing completely at random (MCAR), missing at random (MAR), and not missing at random (NMAR), where most of the missingness scenarios, including our own, belong to MAR.

The missing value is replaced by a value based on the observed subject’s characteristics in single imputation. The imputed values are presumed to be the real values that would be there if the data had been complete [16]. A good review of single imputation techniques as well as their pros and cons can be found in [17].

Single imputation may lead to biased estimates of parameters, such as means and correlations. To take imputation uncertainty into consideration, the imputation process is repeated several times to produce multiple imputed datasets; this leads to the concept of multiple imputations. Different datasets are created based on a random draw from different estimated underlying distributions [18]. The uncertainty of the missing values is reflected by the differences between these datasets.

Time is, in fact, an implicit variable although univariate is considered as one column of observations. Single imputation techniques are applicable to univariate imputation. Due to its various tools’ development, potential to reduce biased results, and effectiveness in data imputation applications, multivariate multiple imputation has become a very popular approach for missing data analysis as compared to univariate imputation. It maintains the benefits of effective imputation while permitting the statistical uncertainty being carried. Well-known tools that have been developed for multiple imputations include MICE, multiple imputation (mi) [19], Amelia II [20], and Hmisc [21]. These tools function as containers to enable various imputation approaches to be administered separately to each individual variable (represented as one column of observations) aiming at generating plausible replacements for the missing values. Incorporated prevalent imputation approaches include predictive mean matching (PMM) [22], random forests (RF) [23], classification and regression trees (CART) [24], and linear regression prediction method (LRP) [7].

MICE has become known as a trustworthy tool for addressing missing data. In MICE, an imputation approach such as PMM, RF, or LRP is required to be defined for each incomplete variable. In this work, we use PMM for all variables, which is the default imputation approach in MICE. A useful feature of MICE is its capability to identify the set of predictor variables to be considered for each incomplete variable; this is accomplished by setting up the predictor matrix. MICE has been used for missing data imputation in several research areas including research on solar radiation [25], traffic sensing and monitoring [26], and galactic cosmic rays [27].

Prediction finds applications in various circumstances such as weather forecasting, economic trend analysis, dynamic spectrum management, road traffic monitoring, and power consumption estimation. Good imputation helps for a more feasible and accurate prediction. Existing prediction
approaches are numerous. Examples include exponential smoothing [28], Poisson process-based forecasting [29], and autoregressive integrated moving average (ARIMA) [30] with seasonal and nonseasonal models. A hybrid prediction approach in [31] models the periodic (or seasonal) component using a trigonometric regression function after the data is decomposed into periodic and residual parts. A probabilistic modeling approach for short-term prediction based on the space-time diurnal (ST-D) method is proposed in [32], which combines the spatial and temporal travel time information for short-term prediction of travel times. TSLM [12] is used to fit linear models to time series including trend and seasonality components. It allows having variables “trend” and “season”, which are created from the characteristics of the time series data. The variable “trend” is a simple time trend and “season” is a factor indicating the season, e.g., day, week, month, etc., depending on the frequency of the data. The prediction with TSLM is generated using R-function forecast on the fit generated using R-function tslm.

The LTE network produces huge amounts of measurements and diagnosis data. Research attention has been attracted to using existing approaches to evaluate, analyze, and predict the LTE network capacity and performance. A traffic-measurement-based modeling method has been proposed in [33] to look for relationships between LTE network resources and key performance indicators for resource-consumption forecasting based on traffic and service growth. The work in [34] uses ARIMA to forecast the average downlink throughput to anticipate cell congestion in LTE networks. Time series modeling is used in [35] to forecast LTE resource consumption to identify unused resources. Random forests are used in [36] to predict LTE link bandwidth by utilising past throughput and lower layer information. All above works dealt with complete data (without missingness) in parametric predictions and trend forecasts. In [37], a novel technique has been proposed for handling missing values in an LTE-like system for wireless telemetry applications. While this technique works in scenarios with a low percentage of missing data, its effectiveness has not been proven in cases with a high proportion of missing data. Missing data recovery, i.e., imputation, plays a key role in prediction and forecasting accuracy. Our work addresses the high-percentage-missing-data imputation problem and the prediction of LTE spectrum measurements data at the same time with a novel method of improving imputation and prediction accuracy for univariate LTE spectrum data.

3. LTE Spectrum Data

In order to obtain LTE spectrum usage data, we carried out a measurement campaign using a Rohde & Schwarz R&S®TSMA mobile network scanner [6]. This scanner was equipped with the R&S®ROMES4 software [38], to perform measurements over the frequency range of 350 MHz to 4400 MHz. The scanner is capable of detecting LTE cells with their center frequencies and corresponding channel bandwidths as well as measuring the usage of the cells. Following are some of the parameters that are reported as part of our LTE spectrum dataset: MCC (Mobile Country Code), MNC (Mobile Network Code), PCI (Physical Cell ID), number of UEs in the cell (i.e., number of unique RNTI (Radio Network Temporary Identifier) identified in the cell), resource block (RB) usage percentage of the cell, and average cell throughput in Mbps.

Although the LTE spectrum data was collected over several months in 2016, we focus our analysis on July, since it is discovered to be the month with the highest number of observations collected by the scanner. Table 1 exhibits the weekly mean, standard error of the weekly mean, 95% confidence interval (CI) of the weekly mean, and width of the CI, for the variable of interest in this work: average cell throughput of the cell (shown in Figure 1), having PCI 65 operating at 2117.5 MHz center frequency with a 15 MHz channel bandwidth, measured by the scanner during the time period from July 4th to July 31st. In this table, the parameter N indicates the number of observations that were collected in a week for the average cell throughput. The standard error of the weekly mean is computed as $\sigma / \sqrt{N}$, where $\sigma$ is the standard deviation of the average cell throughput in a week.

An aggregated value for the average cell throughput is obtained every 5 minutes, resulting in 288 total observations per day and 2016 total observations per week. An analysis of the weekly data for the average cell throughput is also displayed in Figure 4. As can be observed from Figure 4(a) as well as from column N of Table 1, Week 1 has the highest while Week 3 has the lowest amount of missing data. The percentage of the available data for the average cell throughput over the four weeks is discovered to be 77.16%; it is computed as the ratio of the sum of number of observations in four weeks divided by the product of four weeks and then multiplying this ratio by 100, i.e., $\left(\frac{1173 + 1411 + 1851 + 1787}{2016 + 2016 + 2016 + 2016}\right) \times 100$. The percentage of the missing data for the average cell throughput over the four weeks is therefore found to be 22.84%.

Figure 4(b) illustrates the pattern of the weekly data for the average cell throughput, where the blue cells show the availability (or presence) and the yellow cells show the missingness (or absence) of the data. The observed combinations of data presence and absence across the four weeks are displayed. For example, the bottom row represents the percentage of cases where the data was present for all the

| Week # | N   | Mean   | Standard Error of Mean | 95% CI for Mean – Lower | 95% CI for Mean – Upper | Width of CI |
|--------|-----|--------|------------------------|-------------------------|-------------------------|------------|
| Week 1 | 1173| 0.8562 | 0.0370                 | 0.7837                  | 0.9287                  | 0.1450     |
| Week 2 | 1411| 0.7878 | 0.0315                 | 0.7259                  | 0.8496                  | 0.1236     |
| Week 3 | 1851| 0.9079 | 0.0295                 | 0.8500                  | 0.9659                  | 0.1159     |
| Week 4 | 1787| 0.8634 | 0.0281                 | 0.8083                  | 0.9185                  | 0.1102     |

Table 1: Analysis of weekly data for average cell throughput [9].
weeks simultaneously, which constituted 46.23% of the data while the percentage of the cases when the data was missing for all the weeks simultaneously (represented by the top row) was 0.05%. Note that 0.05% equals to just one observation out of the total number of 2016 per week.

4. Proposed Method

In this section, first we discuss the imputation methodology of some well-known imputation approaches with respect to their application to the LTE dataset. These approaches include the univariate Kalman filtering and the classic multivariate default method of MICE. We then introduce our proposed imputation method.

Kalman filtering, defined as Kalman smoothing on the state space representation of an ARIMA model, is usually considered a good approach for imputation of highly seasonal univariate data [39]. The imputation methodology of Kalman filtering is shown in Figure 5. Kalman filtering is not able to provide a reasonable imputation for the variable average cell throughput due to the large periods of the missing values, although this variable has high daily and weekly seasonality as depicted in Figure 1.

On the other hand, the default method shown in Figure 6, which is a well-known multivariate imputation approach used by MICE, cannot provide an accurate imputation for the average cell throughput variable by using the number of UEs and the resource block usage percentage as the missing values of the average cell throughput occur at exactly the same time intervals as the other two variables. This has motivated us to develop a new method that provides better imputations for the average cell throughput when used in combination with the existing multivariate imputation mechanism of MICE. As illustrated in Figure 6, the multivariate multiple-imputation approach of MICE generates multiple different imputations for the average cell throughput.

Periods of missing data in a week are less probable to occur at the same time slots in other weeks considering the randomness of a univariate data such as the average cell throughput. This brings us the intuition of an appropriate method of using the powerful multivariate imputation technique such as MICE while being able to overcome the simultaneous data missing problem in multivariate imputation.
We propose a novel method of converting a single variable's data in the LTE spectrum dataset, such as the average cell throughput, into a multivariate form by exploiting the high weekly seasonality of this variable before applying multivariate imputation. Our method breaks the average cell throughput of 28 days into four separate weeks in order to make MICE applicable for imputation of this variable. Each week is considered a separate variable; this results in four variables, explicitly Week 1, Week 2, Week 3, and Week 4. These variables (or weeks) are highly correlated due to the high weekly seasonality of the average cell throughput and each of these variables has some missing values. They are then used as input to MICE for multivariate imputation where its default imputation approach, i.e., PMM, is selected for all four variables. The predictor matrix in MICE is set up such that Week 2, Week 3, and Week 4 are utilised to impute the missing values of Week 1; Week 1, Week 3, and Week 4 are utilised to impute the missing values of Week 2, and so on. The resulting imputed variables are combined together in the final step to produce a single imputed variable, culminating in the imputed average cell throughput. The imputation methodology of the proposed method is shown in Figure 7.

MICE incorporates four main steps for multivariate imputation as described in [40]:

**Figure 6:** Methodology of default method.

**Figure 7:** Methodology of proposed method.
Step 1. Each week’s missing data is first imputed using the mean observed value of that week as a temporary setting of the missing value.

Step 2. The imputed mean values of Week 1 are set back to missing.

Step 3. A linear regression of Week 1 projected by Week 2, Week 3, and Week 4 is acquired using all cases where Week 1 was observed.

Step 4. Imputations of missing Week 1 values are deduced from that regression.

At this stage Week 1 does not have missing values anymore. Steps 2–4 are then reiterated for Week 2. The imputed mean values of Week 2 are set back to missing and a linear regression of Week 2 predicted by Week 1, Week 3, and Week 4 is generated using all cases with observed Week 2. Imputations for missing Week 2 values are obtained from that regression equation. In a similar manner, imputations are obtained for the missing values of Week 3 and Week 4. The observed and the imputed values are finally combined into one complete data set.

5. Performance Evaluation

We compare the performance of our proposed method with Kalman filtering (a univariate imputation approach) and the default method (a classical multivariate imputation approach used by MICE) in terms of imputation and prediction accuracy. The variable in the LTE spectrum dataset that is imputed and predicted for this comparison is the average cell throughput of the cell operating at 2117.5 MHz center frequency as detailed in Section 3.

The proposed and the default methods use the multivariate multiple-imputation approach of MICE and its default imputation approach, i.e., PMM, to generate five different imputations for the average cell throughput. The efficiency of an estimate based on \( m \) imputations respective to the one based on an infinite number is calculated as \((1 + \lambda/m)^{-1}\) [41]; here \( \lambda \) denotes the rate of missing information and is 0.2284 in our case as derived in Section 3. An efficiency of 95.6% can be attained with five imputations. In other words, five imputations will generate estimates for mean, standard error of mean, and confidence interval of mean which are 95.6% as efficient (or accurate) as those based on an infinite number of imputations.

To demonstrate the imputation accuracy, we generate plots of the imputed average cell throughput by the three methods as well as tables exhibiting the weekly means of all five imputations of the average cell throughput, standard error of the weekly mean, 95% CI of the weekly mean, and width of the CI. We show plots for one imputation, i.e., imputation #3, for the sake of brevity. Better imputation accuracy is signified by a smaller variation in the weekly means and smaller standard errors of weekly means.

TSLM is the prediction approach that is used to compare the performance of Kalman, the default method, and the proposed method in terms of prediction. The prediction accuracy of the three methods is compared using MAPE, which is calculated as [42]:

\[
MAPE = \frac{1}{h} \sum_{t=1}^{h} \left| \frac{A_t - P_t}{A_t} \right| \times 100,
\]

where \( A_t \) is the actual value, \( P_t \) is the predicted value, and \( h \) is the number of predicted values. We use three weeks of imputed average cell throughput from the 4th of July, 2016 to the 24th of July, 2016 to predict the fourth week from 25th of July, 2016 to 31st of July, 2016. The prediction methodology is shown in Figure 8. For MAPE calculation, the imputed average cell throughput of the fourth week is used as the actual value, and \( h \) is set to 2016, which is the number of observations in a week. The prediction accuracy is also illustrated using plots showing actual (or imputed) vs. predicted average cell throughput.

5.1. Results – Imputation. The imputed average cell throughput generated using Kalman filtering is illustrated in Figure 9. Figure 10 displays one of the five imputations of the average cell throughput when using the default method and Figure 11 shows the same imputation of the average cell throughput when using the proposed method.
Figure 9: Imputed average cell throughput using Kalman filtering.

Figure 10: Imputed average cell throughput using default method.

Figure 11: Imputed average cell throughput using proposed method.
The weekly analysis of the imputation generated with Kalman filtering is listed in Table 2 in terms of the weekly mean of the imputed average cell throughput, the standard error of the weekly mean, the 95% CI of the weekly mean, as well as the width of the CI.

Table 3 shows this weekly analysis for all five imputations of the average cell throughput when using the default method. To generate this weekly analysis, we sequentially combine the five different imputations of the average cell throughput variable in one column, divide this column into four separate datasets representing four different weeks by selecting the appropriate values for the date and time column in the dataset, and then calculate the mean, the standard error of the mean, the 95% CI of the mean, and the width of the CI for the average cell throughput variable in each week.

Table 4 shows this weekly analysis for all five imputations of the average cell throughput when using the proposed method. For each of the four weekly variables, namely, Week 1, Week 2, Week 3, and Week 4, five different imputations are generated. After these imputations are sequentially combined in a single column for a week, the mean, the standard error of the mean, the 95% CI of the mean, and the width of the CI for the average cell throughput is calculated for that weekly variable.

5.2. Results – Prediction. Figures 12, 13, and 14 show the original vs. predicted average cell throughput when using TSLM with Kalman filtering, TSLM with the default method (DM), and TSLM with the proposed method (PM), respectively. By “original” average cell throughput in these figures, we mean
The average cell throughput imputed using Kalman filtering, the default method, and the proposed method, respectively. Three weeks of imputed average cell throughput from 4th to 24th of July, 2016, are used to predict the fourth week from 25th to 31st of July, 2016.

Table 5 shows the comparison of prediction accuracy for the Kalman filtering, default, and proposed methods in terms of MAPE. Note that for the default and proposed methods, the comparison of prediction accuracy was carried out for all five imputations generated. For the sake of brevity, the comparisons shown in Figures 12–14 and Table 5 are based on one imputation.

5.3. Discussion. Imputation using neither Kalman filtering nor the default method is able to recreate the daily seasonality of the average cell throughput and cannot recreate the missing daily peaks, as can be seen from Figures 9 and 10. Kalman filtering uses neighboring values of the missing values while the default method uses other variables for imputation. The proposed method performs significantly better than the Kalman and default methods as can be seen from Figure 11. By exploiting the weekly seasonality of the average cell throughput, it recovers the daily seasonal patterns and imputes the missing daily peaks.

Reflecting poor imputation accuracy, Table 2 exhibits a high variation in the weekly means of the average cell
throughput with Kalman imputation. A smaller variation of the weekly means is observed with the default method as can be seen from Table 3. The smallest variation of weekly means is achieved with the proposed method as shown in Table 4, which indicates that the proposed method clearly outperforms Kalman filtering and the default methods in terms of imputation accuracy. Lower values for the standard error of weekly mean are observed for the default method as well as the proposed method in comparison with Kalman, as can be seen from the corresponding values in Tables 3 and 4.

When Kalman filtering is used for imputation, the prediction accuracy of the prediction approach, namely, TSLM, is poor when compared with the proposed method, as can be seen from the higher value of MAPE for Kalman filtering in Table 5. TSLM is not able to provide a good fit for the predicted average cell throughput, which can be seen from Figure 12 due to poor imputation of the average cell throughput with Kalman filtering shown as “original” in this figure.

Compared to the proposed method, the prediction accuracy observed with the default method is very low, which is reflected by the high MAPE value of the default method in Table 5 and its poor fit with TSLM illustrated by the predicted average cell throughput in Figure 13. The proposed method provides the best prediction accuracy when compared with Kalman filtering and the default method, which is reflected by the lower MAPE value of the proposed method in Table 5. As can be seen from Figure 14, TSLM is able to provide a much better prediction with the proposed method, as compared to those with the Kalman and default methods.

6. Conclusions

We proposed a novel method for improving imputation and prediction accuracy that converts univariate data into a multivariate form applicable for multivariate imputation. The proposed method has been tested for imputing a single variable (having high seasonality and large periods of missingness) in an LTE spectrum dataset, i.e., the average cell throughput. The high weekly seasonality of this variable is leveraged by the proposed method as well as the fact that missing data is less likely to occur in different weeks at the same time. The results show that the proposed method significantly outperforms Kalman filtering and the default multivariate method in terms of imputation and prediction accuracy. This method can be useful for imputing any univariate data that is highly seasonal and has large periods of missingness. It provides an efficient way for automatic data imputation in big data analytics.

Imputation using neither Kalman filtering nor the default method is able to recreate the missing daily peaks whereas the proposed method reinstates these peaks by exploiting the weekly seasonality of the average cell throughput. The smallest variation of weekly means is achieved with the proposed method when compared with the Kalman and default methods, which highlights the imputation accuracy of the proposed method. The proposed method also provides the best prediction accuracy when compared with the Kalman and default methods, which is reflected by the lower MAPE value of the proposed method.

For future work, we plan to evaluate the prediction accuracy of our proposed method in the presence of other prediction approaches, such as, seasonal decomposition of time series by LOcally wEighted regrEssion Smoother (LOESS), a.k.a. STL [43]; trigonometric series for seasonality with Box-Cox transformation, autoregressive moving-average errors, trend and seasonal components (TBATS) [44]; and Holt-Winters filtering [45].

The proposed and the default methods use the multiple-imputation approach of MICE to generate five different imputations for the average cell throughput. For the sake of brevity, we showed plots of one of the five imputations to compare performance. Similarly, the results shown for comparison of prediction accuracy were based on the same imputation. Future work includes a plan to develop a method for imputation selection that can pick that imputation from among multiple imputations that may deliver the best prediction accuracy.
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