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Abstract: The speech recognition system plays a vital role in understanding the emotions of natural language. The identification of emotions from speech is a challenging task. The performance of the speech recognition system is affected by speech signals. The speech contains different emotions feelings. Many researchers introduced different emotion recognition techniques. However, these techniques achieved better performance but unsatisfied in identify emotion of natural languages. This paper proposed a novel speech recognition system, which identify the emotions based on the speech signals. The Mel Frequency Cepstral Coefficients (MFCC) features. On the resultant features of speech applied cross-validation using the test emotions.

The performance of the proposed system verify with the SVM and other two classifiers. The proposed emotion recognition system achieves better performance. The empirical results shows that the proposed system outperforms when compare with different classifiers and databases.
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I. INTRODUCTION

The information technology is more advanced in emotion recognition of speech. This technology is widely used in many emotion recognition applications. The speech is an essential communication medium in human life. The speech coder is used for emotion recognition of speech. The speech coder process the speech, analysis the speech and recognition speech. The speech coder converts the speech from analog to digital form. Which is better convenient for storage and transmission? The speech coder also converts a digital signal to analog. In the speech, technology implemented many applications and achieved improved performance. However, performance depends on the availability of training resources. Many applications are developed but the performance is limited by the area of resources or language of resources [1].

The emotion recognition applications are developed vastly. The awareness of emotion recognition in speech is widely improved. The speech of every human carries different emotions. The performance of an emotion recognition system is affected by extracting relevant information from the speech signals. Generally the emotion recognition had two phases, such as training phase and testing phase.

In the first training phase, here different emotions collected information from available resources and store in an emotion recognition database. Second is the testing phase, in which speech is taken to test with trained data. The emotion recognition depends on the features of speech signals. In emotion recognition of speech, the feature extraction mechanism plays a vital role [2].

The MFCC features extraction gives better performance in emotion recognition. Emotion recognition of every speaker is independent. The MFCC features differentiated with different classes. The consonants features are called class level spectral features. The consonants regions of speech have more emotional information compared to stressed or unstressed vowel regions.

Section II discusses previous research works related to proposed work while Section III gives details of research methodology. The experimental results and comparisons discuss in Section IV, the conclusion of research work and future work describe in Section V.

II. RELATED WORK

The performance of emotion recognition in speech depends on the features of speech signals. The different speech applications are tested by the features of linear prediction and cepstral for analysis and classification of emotions in speech.

Xiaoqing Lieut et al.[3] In this paper introduced a model for recognition of human emotional state, that is called a novel probabilistic information fusion model. The multi-model emotion recognition framework had rules of data analysis and modules of emotion recognition. In emotion recognition different modules available such as facial expressions, voice analysis, and body posture analysis. The multi-model framework purely works on fusing expression and vice analysis.[3]

Aswin K.M et al.[4] introduced the Human emotion recognition system to recognize the emotion using facial expression and speech signals. In the case of visual expression, the system converts videos into sequence of images the system dynamically detects the emotion of the person. In case of audio speech signals using MFCC, it converts into small frames and extracts the emotions.

A.Revathy et al.[5 ] introduced Hidden Markov Model Tool Kit for emotion recognizes using MFCC features. In this paper utilized additional noise removal techniques introduced. In the process of pre-processing different noise, techniques are used to remove the noise. Four different emotion recognition model was implemented.
The HMM tool kit achieved better performance in identifying different emotional. Even the proposed tool score good performance but without using the adaptive RLS filter noise removal techniques it degraded.

Yevgeniy Bodyanskiy et al [6] proposed a neo-fuzzy system for online emotion recognition. This system implemented learning algorithm to distribute the emotion data between the different emotion clusters. This system developed based on the entropy criteria and its improved emotion cluster properties also make easy of numerical implementation.

III. PROPOSED METHODOLOGY

Problem Statement:

Emotion Recognition in speech is the scope of many research works. Every research on speech participates in the identification of emotions which is realized to human emotions. The performance of emotion recognition depends on the information collected from the specific emotions and pattern extractions. In real-time speech applications, automatic identifications of emotions from speech signal of a person is necessary. The various classification algorithms and techniques play vital in classifications of these emotional patterns. Many researchers are introduced different algorithms and techniques for emotion to recognize in speech. Those techniques are performed well for international languages and no suitable techniques for linguistic languages.

Process Of Emotion Recognition:

The emotion recognition in speech involves different process. Those are pre-processing, feature extraction, test with trained data and classification. In process of emotion recognition in speech taking database input. The noise is remove from the speech data using MFCC features. The MFCC features works efficiently and accurately. This feature better represents The characteristics of speech signals. Based on the frequency level the main characteristics of speech are extracted. The linear filters at low frequencies and logarithmically at high frequencies. The Hidden Markov Model used for produce trained data. This model gives the maximum successful trained data and produce better accuracy percentage.

The input speech data is tested with trained data after completion of feature extraction by the MFCC feature extraction. The trained data is prepared by using HMM. The feature extracted speech is tested with trained data. Some of the emotions identified in the testing phase. The resultant identified emotions are necessary to classify. Here the classifier plays an important role.

Classification Of Emotions:

The accuracy of emotion recognition mainly depends on the selection of classifiers. The SVM gives better results even in case of limited trained data. The SVM classifier is used to classify the resultant emotions to detect which class of emotions. The proposed system works with different databases using different classifiers.

IV. RESULT ANALYSIS

In this research work proposed a novel emotion recognition system. The proposed system recognizes the different states of emotions. The results of the proposed system are compared with different classifiers on different databases. The implementation of the proposed system and the experiments have been done on a 1.1 GHz Intel Core 2 Duo laptop with 8 GB of RAM. The Python/Matlab programming language is used to implement a novel emotion recognition system. The proposed system achieved high performance. The results of the proposed recognition system are compared to different types of databases using different classifiers. Table I compares the different classifiers performance on the different type of databases.

| S No | Classifier Name | Type of Database |
|------|-----------------|------------------|
|      |                 | TESS             | RAVDESS        | SHEMO           |
| 1    | k-NN            | 63.57%           | 45.44%         | 49.53%          |
| 2    | LR              | 77.71%           | 47.88%         | 43.12%          |
| 3    | SVM             | 85.14%           | 52.11%         | 56.20%          |

As shown in Table I, the proposed system showed better performance with the TESS database compared to RAVDESS and SHEMO. The SVM classifier is showed better accuracy with comparisons of other classifiers.
The accuracy of emotion recognition using different databases is compared using classifiers. As shown in Fig 2 rate of emotion recognition of the proposed system using different classifiers. The proposed system achieved high accuracy results with the comparison of existing research work.

V. CONCLUSION

In this paper proposed a novel emotion recognition system. However, the demand for emotion recognition from the human speech is increasing, as well as its application area is also expanding. Many researchers are introduced different emotion techniques, but these techniques are limited to languages and sources. In this research work proposed a novel emotion recognition system using different speech databases. The proposed system finds different emotions from input speech data. The MFCC feature extraction used to extract the features from the pre processed speech data. The computed features data are going to the testing phase to identify the emotions. In this research work, much real-time speech data is used for emotion recognition. In this research work, different classifiers are used for the classification of emotions. In the future, this research work is expanded to identified more emotions in the speech signals and improve performance.
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