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Abstract. In this paper, we study the boundedness of the solutions of the system
\[ \ddot{x}_k = -F_k(x_k) \cdot \dot{x}_k - \sum_m a_{k,m} x_m, \quad k = 1, \ldots, n, \]
where \( x_k \in \mathbb{R}^d \), \( A = \{a_{i,j}\} \) is a positive semidefinite symmetric matrix, and \( F_k(x) = \nabla F_k(x) \) with \( F_k : \mathbb{R}^d \to \mathbb{R}^d \) given by \( F_k(x) = p_k(|x|)x \) with a continuously differentiable function \( p_k(z) \) satisfying \( p_k(z)z \to \infty \) as \( z \to \infty \). The phase space of the system splits into a family of invariant manifolds determined by the kernel of the matrix \( A \). By constructing a Lyapunov function for the system, we establish that this system is dissipative (or ultimately bounded) within each of these invariant manifolds. As a corollary, we obtain that the velocity and acceleration of solutions of the self-propelled swarming system
\[ \dddot{r}_k = -(p_k(|\dot{r}_k|)|\dot{r}_k|) \cdot \dot{r}_k - \sum_m a_{k,m} \cdot r_m, \quad r_k \in \mathbb{R}^d, \]
are ultimately bounded by some universal constant. We also include the proof of ultimate boundedness of velocities and accelerations for systems with bounded coupling such as in the Morse potential. The paper is motivated by applications to multi-particle/swarm dynamics.

1. Introduction

Our motivation for the paper stemmed from our interest in studying the stability of certain limit configurations [9] of the system
\[ \ddot{r}_k = (1 - |\dot{r}_k|^2) \dot{r}_k - (r_k - \bar{r}) \]
where \( \bar{r} = (r_1 + \cdots + r_n)/n \).

Here, \( r_k \in \mathbb{R}^d \) represents the position vector of the \( k \)-th particle and \( \dot{r}_k \) stands for the time derivative \( \frac{dr_k}{dt} \). Every agent accelerates based on a nonlinear function of its velocity, sometimes referred to as self-propulsion, and a linear attraction to the center of mass. This model has been studied before as a tool in collective/opinion dynamics with applications to pattern formation in robotics and biological systems [13] [18] [4].

Through numerical explorations it was observed that the velocity and acceleration of any solution \( r(t) \) of (1), regardless of the initial conditions, are ultimately bounded, in the sense that there is a universal constant \( C > 0 \) that only depends on the number of agents \( n \) such that \( |\dot{r}_k(t)| \leq C \) and \( |\ddot{r}_k(t)| \leq C \) for all large enough \( t \). The ultimate boundedness of the velocity and acceleration in (1) automatically implies that there is a constant \( K > 0 \) that only depends on \( n \) such that \( |r_k - \bar{r}| \leq K \) as \( t \to \infty \). In other words, the swarm converges to a spatially tight configuration around its center of mass, which is a desirable feature for many physical systems.

In recent years there has been a significant interest in understanding the collective behaviour of swarms consisting of non-identical agents, and of swarms whose communication topology is such that each member only senses the position of a fixed...
number of initial neighbors. In particular, recent studies include observing birds in natural settings (flocks of hundreds of Surf Scoters in [13] or thousands of European Starlings in [1]), where it was empirically established that each bird’s motion is controlled by at most seven neighbors, biomimetic explorations (autonomous mobile robots or air vehicles whose proximity sensors communicate with only two nearest neighbors in [12]), and hydrodynamic models describing the collective behavior of a continuum of agents [16].

The goal of the present paper is to provide rigorous proofs for the ultimate boundedness of the velocity and acceleration (and when applicable, the position) for swarm models consisting of self-propelled particles moving in \( \mathbb{R}^d \) whose position vectors \( r_k(t) \in \mathbb{R}^d \) satisfy

\[
\ddot{r}_k = -p_k(|\dot{r}_k|)\dot{r}_k + c_k(r_1, r_2, \ldots, r_n, \dot{r}_1, \dot{r}_2, \ldots, \dot{r}_n), \quad k = 1, \ldots, n, \tag{2}
\]

and \( \nabla F_k(x) \) with \( F_k : \mathbb{R}^d \to \mathbb{R}^d \) given by \( F_k(x) = p_k(|x|)x \) with a continuously differentiable function \( p_k(z) \) satisfying \( p_k(z)z \to \infty \) as \( z \to \infty \) and the coupling functions \( c_k, k = 1, \ldots, n \), satisfying one of the assumptions:

- **Linear coupling assumption:** \( c_k(r_1, r_2, \ldots, r_n, \dot{r}_1, \dot{r}_2, \ldots, \dot{r}_n) = -\sum_{m} a_{k,m} r_m \), for \( k = 1, \ldots, n \) where \( A = \{a_{i,j}\} \) is a positive semidefinite symmetric matrix.

- **Bounded coupling assumption** (sometimes referred to as weak coupling): for every \( k = 1, \ldots, n \), the range of the coupling function \( c_k \) is a bounded subset of \( \mathbb{R}^d \).

We note that swarms whose communication topology is predetermined to include only a few initial neighbors use a coupling matrix \( A \) that is sparse and positive semidefinite. For example, for the configuration of eight agents below, assuming that each agent adjusts its velocity based on its neighbors at most 1.5 units away (with weight \( w_1 \) if within 1 unit, and weight \( w_2 \) if within 1 to 1.5 units away)

\[
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one gets the matrix \( A \) whose first few rows are given below, where \( a_{k,k} = \sum_j a_{j,k} \):

\[
A = \begin{bmatrix}
a_{11} & -w_1 & -w_1 & -w_2 & 0 & 0 & 0 & 0 \\
-w_1 & a_{22} & -w_2 & -w_1 & 0 & 0 & 0 & 0 \\
-w_1 & -w_2 & a_{33} & -w_1 & -w_1 & -w_2 & 0 & 0 \\
-w_2 & -w_1 & -w_1 & a_{44} & -w_2 & -w_1 & 0 & 0 \\
0 & \ldots & & & & & & \\
\end{bmatrix}
\]

Although our results are formulated in the language of multi-agent ODEs and swarms, they have broader reach. For example, the functions \( x_k(t) \) can represent the spatial discretization of the solution to a damped nonlinear wave equation, with the positive definite matrix \( A \) being the finite difference approximation of the Laplacian. Establishing the existence of uniform bounds (which holds in the case of coupling with a nonsingular matrix \( A \)) for the position and velocity vectors is a required first step in understanding the global attractor for the system.

Note that Morse potential systems fall under the category of systems with bounded coupling.

Switching to the velocity-acceleration coordinates (setting \( x_k = \dot{r}_k \)) in System \( (2) \) with linear coupling, we can rewrite \( (2) \) as the system of coupled Liénard oscillators

\[
\ddot{x}_k = -\nabla F_k(x_k) \cdot \dot{x}_k - \sum_m a_{k,m} x_m, \quad k = 1, \ldots, n
\tag{3}
\]
where $F_k(x) = \nabla F_k(x)$ and $F_k(x) = p_k(|x|)x$, see the details in Section 2. We notice that in the case when $d = 1$, $(x_k \in \mathbb{R})$, in (3), we obtain a system of coupled van der Pol equations.

We would like to mention several papers in which systems similar to (1) have been studied. General second-order gradient-like systems $\ddot{r} = f(\dot{r}) - \nabla U(r)$ were studied in [6] and [7, Ch. 7], where it was shown that under some conditions on $f$ and the potential function $U$, most notably $f(\dot{r}) \cdot \dot{r} < 0$ if $\dot{r} \neq 0$, every bounded solution converges to a configuration that solves $\nabla U(r) = 0$. We note that the functions $-p_k(|\dot{r}_k|)\dot{r}_k^2$ in (2) need not be negative-definite and, thus, the results of [6] do not apply. Not imposing that $p_k > 0$ places our theorem outside of the purview of [19] (specifically their A2 assumption).

A comprehensive discussion of the asymptotic behavior of coupled dissipative systems whose coupling strength is amplified to infinity (loosely corresponding to our $\lambda$ being above a large threshold) can be found in [5]. Moreover, owing to several assumptions placed on the nonlinearities in first order systems (2.17 in [5]), and on nonlinearities for second order systems (4.1 in [5]), our results are not encompassed by [5].

Our approach has been informed by the ideas from [2], where the authors considered a boundedness condition for coupled 1D systems (their proof is incomplete and it is unclear whether the proof can be rectified based on the assumptions made in the paper.), see also a related discussion in [17]. The ultimate boundedness of some coupled 1D systems is also discussed in [8]. We note that the assumptions made in [2] or [8] do not apply to the systems discussed in the present paper.

In Theorem 2.1, we establish the ultimate boundedness of the velocity-acceleration coordinates for systems (2) with linear coupling. In Corollary 2.3, we show that systems (2) with linear coupling are ultimately bounded whenever the coupling matrix is invertible. In Corollary 2.3, we obtain the ultimate boundedness result for the parabolic potential model (1). For the sake of completeness, we also include the proof (Theorem 3.1) of ultimate boundedness for the velocities and accelerations of swarms with weak coupling. We note that unlike systems with linear coupling such systems may have positions that diverge away from the center of mass.
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2. Linear Coupling

For a (column) vector-valued function $F = (F_1, \ldots, F_d)^T$, $F_i : \mathbb{R}^d \to \mathbb{R}$, we will write $\nabla F(x)$ to denote the matrix

$$\nabla F(x) = \begin{pmatrix}
\frac{\partial F_1}{\partial x_1} & \frac{\partial F_1}{\partial x_2} & \cdots & \frac{\partial F_1}{\partial x_d} \\
\frac{\partial F_2}{\partial x_1} & \frac{\partial F_2}{\partial x_2} & \cdots & \frac{\partial F_2}{\partial x_d} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial F_d}{\partial x_1} & \frac{\partial F_d}{\partial x_2} & \cdots & \frac{\partial F_d}{\partial x_d}
\end{pmatrix}.$$  

In what follows, all vectors are assumed to be column-vectors. By $\cdot^T$ we will denote the regular matrix multiplication. For a matrix/vector $v$, $v^T$ will stand for its transpose. We will denote the standard Euclidean norm of $v \in \mathbb{R}^d$ by $|v|$. For a
matrix $L$, the $L^\infty$ operator norm, equal to the maximum absolute row sum of the matrix, will be denoted by $||L||_\infty$.

In the summations that follow, the summation index is assumed to run through the index set $\{1, \ldots, n\}$ unless stated otherwise.

Consider the dynamical system given by

$$
\begin{cases}
\dot{x}_k = y_k \\
\dot{y}_k = -\bar{F}_k(x_k) \cdot y_k - \sum_{m} a_{k,m} x_m
\end{cases}
$$

where $x_k, y_k \in \mathbb{R}^d$, $k = 1, \ldots, n$, the matrix $A = \{a_{i,j}\}$ is symmetric and positive semidefinite, $\bar{F}_k(x) = \nabla F_k(x)$, $F_k(x) = p_k(|x|)x$ and $p_k : [0, \infty) \rightarrow \mathbb{R}$ is a continuously differential function that satisfies $p_k(z) \rightarrow \infty$ as $z \rightarrow \infty$.

Before stating the main result of this section, we point out that in the case when the matrix $A$ is singular, the dynamical system (4) possesses invariant manifolds that constrain how close to the origin the trajectories can get. For example, if in (3) we sum over $k = 1, \ldots, n$, we get that $\sum_k \dot{x}_k + \bar{F}_k(x_k) \dot{x}_k = -\lambda \sum_k (x_k - \bar{x}) = 0$, thus $\sum_k \dot{x}_k + \bar{F}_k(x_k)$ does not change with time. That requires that we give a special consideration to the kernel of the matrix $A$.

Denote by $Q = \{q_{i,j}\}$ the matrix of the orthogonal projection onto the kernel of the matrix $A$. If the matrix $A$ is invertible, then $Q$ is the zero matrix. The projection $Q$ can be constructed as $Q = Q^T = K K^T$, where $K$ is an $n \times \dim(\ker(A))$-matrix whose columns form an orthonormal basis for the kernel of $A$. It follows from the fact that $A^T = A$ and $AQ = 0$ that $QA = 0$. Therefore, $\sum l, m \in \{1, \ldots, n\}$.

Thus, multiplying both sides of (4) by $Q$, we obtain that

$$
\sum_k q_{l,k} [\dot{y}_k + \bar{F}_k(x_k) \cdot y_k] = \sum_k q_{l,k} \sum_m a_{k,m} x_m = \sum_m \left(\sum_k q_{l,k} a_{k,m}\right) x_m = 0_d,
$$

the $d$-dimensional zero vector. Thus, for every $1 \leq l \leq n$, we obtain that

$$
\sum_k q_{l,k} [\dot{y}_k + \bar{F}_k(x_k)] = E_l = \text{constant}
$$

and, therefore, this vector equation defines $d$ invariant manifolds in the phase space. We will refer to the function defined in (4) as the energy of the system. Note that some rows of (3) are linear combinations of the others, resulting in fewer than $nd$ algebraically independent invariant manifolds. In the following result we will show that the system is dissipative within each constant energy manifold defined by (4).

**Theorem 2.1.** For any collection of vectors $E_1, \ldots, E_n \in \mathbb{R}^d$ for which the invariant manifold $M$ determined by $\sum_k q_{l,k} [y_k + \bar{F}_k(x_k)] = E_l$, $1 \leq l \leq n$, is non-empty, there are constants $a > 0$ and $b > 0$ such that for any solution $(x_k, y_k)$ of (4) with initial conditions lying in the invariant manifold $M$, we have that $|x_k(t)| \leq a$ and $|y_k(t)| \leq b$ for all $t$ large enough.

**Proof.** (1) Introduce the auxiliary “ramp” function $M : \mathbb{R}^d \rightarrow \mathbb{R}^d$ as follows:

$$
M(x) = \begin{cases} 
  x & \text{if } |x| \leq 1 \\
  \frac{x}{|x|} & \text{if } |x| > 1
\end{cases}
$$

The function $M(x)$ is globally Lipschitz continuous and it is smooth everywhere but $|x| = 1$. Using a slight abuse of notation, define

$$
\nabla M(x) = \begin{cases}
  \frac{1}{|x|^2} I_d & \text{if } |x| \leq 1 \\
  \frac{1}{|x|^2} \left[|x|^2 I_d - (x \cdot x^T)\right] & \text{if } |x| > 1
\end{cases}
$$

(6)

where $I_d$ is the $d \times d$ identity matrix. Notice that $\nabla M(x)$ coincides with the (conventional) gradient matrix of $M$ everywhere but $|x| = 1$ where the gradient does not exist in the classical sense.
Consider the matrix \( S = A + Q \) and denote its entries by \( S = \{ s_{i,j} \} \). Since the matrix \( A \) is symmetric, in view of the spectral theorem, it can be represented as \( A = \sum_{\lambda \in \text{Sp}(A)} \lambda Q \), where \( Q \) is an orthogonal projection onto the eigenspace corresponding to the eigenvalue \( \lambda \). Furthermore, these projections and eigenspaces are mutually orthogonal, which implies that \( S \) has the same eigenspaces and the corresponding eigenvalues as the matrix \( A \) except for the vectors in the null-space of \( A \) that become eigenvectors of \( S \) corresponding to the eigenvalue \( \lambda = 1 \). In particular, \( S \) is symmetric, positive-definite, and invertible.

Denote by \( \{ s_{i,j}^{-1} \} \) the coefficients of the matrix \( S^{-1} \) and by \( \{ \epsilon_{i,j} \} \) the coefficients of the identity matrix \( I \). Note that \( S(I-Q) = (A+Q)(I-Q) = A-AQ+Q-Q^2 = A \) since \( AQ = 0 \) and \( Q^2 = Q \). Therefore,

\[
S^{-1}A = I - Q. \tag{7}
\]

Consider the function

\[
V = \frac{1}{2} \sum_k x_k^T \cdot x_k + \frac{1}{2} \sum_{k,m} s_{k,m}^{(-1)} [y_k + F_k(x_k) - \delta W_k]^T \cdot [y_m + F_m(x_m) - \delta W_m],
\]

where \( a \) are \( \delta \) are some real numbers, with \( a > 1 \), \( 0 < \delta < 1 \), and

\[
W_k = \sum_l s_{k,l} M \left( \frac{x_l}{a} \right).
\]

Since the matrix \( S^{-1} \) is positive-definite, the function \( V \) is non-negative with \( V > 0 \) for all points except for the origin in \( \mathbb{R}^{2nd} \).

Our goal is to show that for some choice of the parameters \( a > 0 \) (large), \( 0 < \delta < 1 \) (small), and \( b > 0 \) (large), the function \( V \) decreases at a rate \( \dot{V} \leq -1 \) along the trajectories of \([3]\) in the complement of the box \( \{(x_k, y_k) : |x_k| \leq a, |y_k| \leq b, k = 1, \ldots, n\} \). The parameters \( a \) and \( \delta \) will be chosen so that that \( \dot{V} \leq -1 \) whenever \( |x_k| > a \) for at least one \( k \). The choice of the parameter \( b \) will guarantee that \( \dot{V} \leq -1 \) whenever \( |x_k| \leq a \) for all \( k \) and \( |y_k| > b \) for at least one \( k \). The result will then follow from an application of the Lyapunov method \([10]\).

We note that the function \( V \) is continuous and it is also smooth everywhere but the points with \( |x_k| = a \). Thus, we have to be extra careful in our treatment of the derivative of \( V \) along the trajectories of the system and we need to carefully explain in what sense this function is differentiable. Let \( \gamma(t) = (x(t), y(t)) \) be a \( C^2 \) solution of \([3]\), where \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_n) \). Consider the function \( t \mapsto V(\gamma(t)) \). Note that this function is locally Lipschitz. Denote by \( \dot{V} \) the weak derivative of this function. Our first objective is to justify that the weak derivative \( \dot{V} \) can be calculated using the standard differentiation rules and substituting \([3]\) for the gradient of \( M \).

Recall that for smooth functions, the weak derivative coincides with the conventional derivative. Expanding the function \( V \), we can represent it as the linear combination of pairwise dot products involving the functions \( x_k, F_k(x_k), y_k \), and \( M \left( \frac{x_k}{a} \right) \). Note that the terms that do not contain the function \( M \left( \frac{x_k}{a} \right) \) are smooth functions and, thus, can be differentiated using the standard product and chain rules for multivariate functions. The derivative of the terms involving the function \( M \left( \frac{x_k}{a} \right) \) has to be evaluated using the product rule for weak derivatives, followed by the standard chain rule for \( y_k \) and \( F_k(x_k) \) and the the chain rule for weak derivatives of \( M \left( \frac{x_k}{a} \right) \). We note that one has to be careful when applying the chain rule for weak derivatives as such a chain rule does not always hold. An interested reader can find a general discussion of the (weak derivative) chain rule for multivariate functions and some situations when it fails in \([11] \) Section 4.3. For our purposes,
we need to justify only why the weak derivative of $M(x(t))$ along the trajectory $\gamma(t) = (x(t), y(t))$ is equal to $\nabla M(x) \cdot y$.

We observe that the function $M(x)$ falls under the assumptions of Theorem 2.1 in [15] since the function $M(x)$ is (1) globally Lipschitz-continuous, (2) satisfies $M(0) = 0$, and (3) constructed by two $C^1$ functions $M_1$ and $M_2$ given by $M_1 : \{|x| \leq 1\} \rightarrow \mathbb{R}^d$, $M_1(x) = x$, and $M_2 : \{|x| > 1\} \rightarrow \mathbb{R}^d$, $M_2(x) = x/|x|$, that admit Lipschitz-continuous and $C^1$ extensions to all of $\mathbb{R}^d$. Therefore, applying [15, Theorem 2.1] for any interval $[t_1, t_2]$, we obtain that the function $t \mapsto M(x(t))$ belongs the Sobolev space $W^{1,\gamma}([t_1, t_2], \mathbb{R})$, for all $\gamma > 1$, and its weak derivative equals

$$\frac{dM(x(t))}{dt} = \nabla M(x(t)) \cdot y(t)$$

for almost every $t$.

Therefore, the function $t \mapsto V(\gamma(t))$ is differentiable almost everywhere and its weak derivative can be computed using the standard differentiation rules for almost all $t$. In what follows, when we talk about derivatives, we mean weak derivatives which exist for almost every $t$ and all the inequalities are assumed to hold for almost every $t$.

(III) Note that the (full) derivative of $y_m + F_m(x_m) - \delta W_m$ along the trajectories of (4) is equal to

$$-\nabla m(x_m) \cdot y_m - \sum_l a_{m,l}x_l + \nabla m(x_m) \cdot y_m - \delta W_m = -\sum_l a_{m,l}x_l - \delta \dot{W}_m,$$

where $\dot{W}_m$ is the full derivative of $W_m$.

Using the fact that the matrix $S^{-1}$ is symmetric, we obtain that the full derivative of $V$ is

$$\dot{V} = \sum_k y_k^T \cdot x_k + \sum_{k,m} s_{k,m}^{-1} [y_k + F_k(x_k) - \delta W_k]^T \left[ -\sum_l a_{m,l}x_l - \delta \dot{W}_m \right]$$

$$= \sum_k y_k^T \cdot x_k$$

$$+ \sum_k [y_k + F_k(x_k) - \delta W_k]^T \cdot \left[ -\sum_l \left( \sum_m s_{k,m}^{-1} a_{m,l} \right) x_l - \delta \sum_m s_{k,m}^{-1} \dot{W}_m \right].$$

(8)

It follows from (7) that

$$\sum_l \sum_m s_{k,m}^{-1} a_{m,l} x_l = \sum_l (\epsilon_{k,l} x_l - q_{k,l} x_l) = x_k - \sum_l q_{k,l} x_l.$$

Note also that

$$\sum_m s_{k,m}^{-1} \dot{W}_m = \sum_l \sum_m s_{k,m}^{-1} s_{m,l} \dot{M} \left( \frac{x_l}{a} \right) = \sum_l \epsilon_{k,l} \dot{M} \left( \frac{x_l}{a} \right) = \dot{M} \left( \frac{x_k}{a} \right).$$

Substituting these equations into (8), and distributing from right to left, we obtain that
\[ \dot{V} = \sum_k y_k^T \cdot x_k + \sum_k [y_k^T + F_k(x_k)^T - \delta W_k^T] \cdot \left[ -x_k + \sum_l q_{k,l} x_l - \delta M \left( \frac{x_k}{a} \right) \right] \]

\[ = -\delta \sum_k [y_k + F_k(x_k)] - \delta W_k^T \cdot \dot{M} \left( \frac{x_k}{a} \right) - \delta \sum_k W_k^T \cdot \left[ -x_k + \sum_l q_{k,l} x_l \right] + \sum_l \sum_k q_{k,l} [y_k + F_k(x_k)^T] \cdot x_l - \sum_k F_k(x_k)^T \cdot x_k \]

(9)

Recall that the matrix \( Q \) is symmetric. It follows from (10) that

\[ \sum_l \sum_k q_{k,l} [y_k + F_k(x_k)]^T \cdot x_l = \sum_l E_l^T \cdot x_l. \]

Thus, we can rewrite Equation (9) as

\[ \dot{V} = -\sum_k F_k(x_k)^T \cdot x_k + \sum_k E_k^T \cdot x_k - \delta \sum_k W_k^T \cdot \left[ -x_k + \sum_l q_{k,l} x_l \right] - \delta \sum_k [y_k + F_k(x_k)] - \delta W_k^T \cdot \dot{M} \left( \frac{x_k}{a} \right) \]

(10)

Fix an index \( k_1 \) such that \( |x_{k_1}| = \max_k |x_k| \). Then, using the Cauchy-Schwartz inequality we obtain that

\[ |\sum_k E_k^T \cdot x_k| \leq \left( \sum_k |E_k| \right) |x_{k_1}|. \]

Recall that the ramp function satisfies \( |M(x)| \leq 1 \) for all \( x \in \mathbb{R}^d \), so \( |W_k| \leq \sum_l |s_{k,l}| \leq ||S||_\infty \). It follows from the Cauchy-Schwartz inequality, that

\[ |\sum_k W_k^T \cdot (-x_k + \sum_l q_{k,l} x_l)| \leq ||S||_\infty \sum_k (|x_k| + |\sum_l q_{k,l} x_l|) \leq n ||S||_\infty (1 + ||Q||_\infty) |x_{k_1}|. \]

Combining the last two inequalities with Equation (10) and using the fact that \( \dot{M} \left( \frac{a}{x} \right) = \frac{1}{a} \nabla M \left( \frac{a}{x} \right) \cdot y_k \), we obtain that

\[ \dot{V} \leq -F_{k_1}(x_{k_1})^T \cdot x_{k_1} + C_1 |x_{k_1}| - \sum_{k \neq k_1} F_k(x_k)^T \cdot x_k + \]

\[ -\frac{\delta}{a} \sum_k [y_k + F_k(x_k)] - \delta W_k^T \cdot \nabla M \left( \frac{x_k}{a} \right) \cdot y_k, \]

(11)

where \( C_1 = (\sum_k |E_k|) + n ||S||_\infty (1 + ||Q||_\infty) \).

We need to rearrange the last sum in the right-hand side of the previous inequality according to whether \( |x_k| > a \). Using the definitions of \( M(x/a) \), \( \nabla M(x/a) \), and
For vectors $F(x)$, we obtain that those terms sum up to

$$Z = -\frac{\delta}{a} \sum_{|x_k| > a} [y_k + F_k(x_k) - \delta W_k^T \cdot \nabla M \left( \frac{x_k}{a} \right) \cdot y_k$$

$$= -\frac{\delta}{a} \sum_{|x_k| > a} \left[ (y_k + F_k(x_k))^T \cdot \nabla M \left( \frac{x_k}{a} \right) \cdot y_k - \delta W_k^T \cdot \nabla M \left( \frac{x_k}{a} \right) \cdot y_k \right]$$

$$= -\frac{\delta}{a} \sum_{|x_k| > a} \left[ \left( \sum_{|x_k| > a} a \left[ y_k^T + p_k(|x_k|) x_k^T \right] \cdot (|x_k|)^3 \cdot y_k \right) - \delta W_k^T \cdot \nabla M \left( \frac{x_k}{a} \right) \cdot y_k \right]$$

$$= -\frac{\delta}{a} \sum_{|x_k| > a} \left[ \left( \sum_{|x_k| > a} a \left[ x_k^T \right] \cdot (|x_k|)^3 \cdot y_k \right) - \delta W_k^T \cdot \nabla M \left( \frac{x_k}{a} \right) \cdot y_k \right].$$

(12)

For vectors $x$ and $y$ in $\mathbb{R}^d$ denote by $\text{ort}_x y$ the vector rejection of $y$ from $x$, that is,

$$\text{ort}_x y = y - \text{proj}_x y = y - \frac{y^T x}{|x|^2} x.$$  

Notice that

$$|\text{ort}_x y|^2 = |y|^2 - \frac{(y^T \cdot x)^2}{|x|^2} = \frac{|x|^2 |y|^2 - (y^T \cdot x)^2}{|x|^2}.$$  

Notice also that

$$\nabla M \left( \frac{x_k}{a} \right) \cdot y_k = \frac{a}{|x_k|} \left[ y_k - \frac{x_k^T \cdot y_k}{|x_k|^2} x_k \right] = \frac{a}{|x_k|} \text{ort}_x y_k.$$  

Thus, we can rewrite (12) as

$$Z = -\frac{\delta}{a} \sum_{|x_k| > a} \left[ \frac{a}{|x_k|} |\text{ort}_x y_k|^2 - \frac{\delta a}{|x_k|} W_k \cdot \text{ort}_x y_k \right]$$

$$= -\frac{\delta}{a} \sum_{|x_k| > a} \left[ |\text{ort}_x y_k|^2 - \delta \cos(\theta_k) W_k ||\text{ort}_x y_k|| \right].$$

(13)

where $\theta_k$ is the angle between $W_k$ and $\text{ort}_x y_k$. Notice that each term in (13) is a quadratic function in $|\text{ort}_x y_k|$. Recall that any parabola of the form $z^2 + dz$ attains its global minimum at $z = -d/2$. Thus, $z^2 + dz \geq -d^2/4$ for any $z \in \mathbb{R}$. Therefore, since $|W_k| \leq ||S||_\infty$ and $|\cos(\theta_k)| \leq 1$, there is a constant $C_2 > 0$ such that $Z \leq \delta^3 C_2 / a$.

Splitting the last term in (13) into two sums depending on whether $|x_k| \leq a$ and substituting $Z$ for the sum with indices satisfying $|x_k| > a$, we can simplify (11) as

$$\dot{V} \leq -F_{k_1}(x_k)^T \cdot x_{k_1} + C_1 |x_{k_1}| - \sum_{k \neq k_1} F_k(x_k)^T \cdot x_k$$

$$- \frac{\delta}{a} \sum_{|x_k| \leq a} [y_k + F_k(x_k) - \delta W_k^T \cdot y_k + \delta^3 C_2].$$

(14)

Since the functions $p_k(|x|)$ are continuous and $p_k(|x|)|x| \to \infty$ as $|x| \to \infty$, there is a constant $C > 0$ such that $p_k(|x_k|)|x_k|^2 \geq -C$ for every $k = 1, \ldots, n$ and every
$x_k \in \mathbb{R}^d$. Hence, there exists $C_3 > 0$ such that

$$\sum_{k \neq k_1} F_k(x_k)^T \cdot x_k = \sum_{k \neq k_1} p_k(|x_k|)|x_k|^2 \geq -C_3$$

for any $k_1$ and for any choice of the vectors $\{x_k\}$. This implies that

$$\dot{V} \leq -F_{k_1}(x_{k_1})^T \cdot x_{k_1} + C_1|x_{k_1}| + (C_3 + \delta^3 C_2) - \frac{\delta}{a} \sum_{|x_k| \leq a} \left| y_k + F_k(x_k) - \delta W_k \right|^T \cdot y_k.$$  \hspace{1cm} (15)

(IV) Now we are ready to select the parameters $a > 1$, $0 < \delta < \min\{1, 1/||S||_{\infty}\}$, and $b > 0$. Choose $a > 1$ large enough so that for every $k \in \{1, \ldots, n\}$, we have that

$$-p_k(z)^2 + C_1 z + (C_3 + \delta^3 C_2) < -2 \text{ whenever } z > a.$$  \hspace{1cm} (16)

In particular, since we assumed that $\delta$ is below $1/||S||_{\infty}$, we obtain that $\delta W_k < 1$. Set $D_k = F_k(x_k) - \delta W_k$. Given $y \in \mathbb{R}^d$, consider $[y + D_k]^T \cdot y$ as a function of $y$. It attains a global minimum at $y = -\frac{1}{\delta}D_k$. Therefore, $[y + D_k]^T \cdot y \geq -\frac{1}{\delta^2}D_k^2$. Since $F_k(x_k)$ is bounded whenever $|x_k| \leq a$, $|W_k| < ||S||_{\infty}$ and $\delta < 1$, we can find a constant $C_4 > 0$ (that depends on $a$) such that

$$[y_k + D_k]^T \cdot y_k \geq -C_4$$

for all $k$. Choose $0 < \delta < 1$ small enough so that

$$\frac{\delta}{a} \sum_{|x_k| \leq a} \left| y_k + F_k(x_k) - \delta W_k \right|^T \cdot y_k \geq -\frac{\delta a C_4}{a} > -1.$$  \hspace{1cm} (17)

If $|x_k| > a$ for some index $k$, then $|x_{k_1}| > a$. Therefore, substituting Inequalities (III) and (17) into (15), we obtain that $\dot{V} \leq -2 + 1 = -1$.

(III) The choice of $b$ is motivated by the need to address the case when $|x_k| \leq a$ for all $k$, but $|y_k| > b$ for some $k$.

Set

$$W_a = \max_k \max_{|x| \leq a} \left[ -F_k(x)^T \cdot x + C_1|x| + (C_3 + \delta^3 C_2) \right].$$

It follows from (15) that

$$\dot{V} \leq W_a - \frac{\delta}{a} \sum_{|x_k| \leq a} \left| y_k + F_k(x_k) - \delta W_k \right|^T \cdot y_k.$$  \hspace{1cm} (18)

Fix an index $k_2$ such that $|y_{k_2}| = \max_k |y_k|$. Assume $|x_k| \leq a$ for every $k$. Then there exists a constant $K_a > 0$ such that $|D_k| = |F_k(x_k) - \delta W_k| \leq K_a$ for any choice of vectors $\{x_1, \ldots, x_n\}$ provided that $|x_1| \leq a$. Thus, we can rewrite Inequality (15) as

$$\dot{V} \leq W_a - \frac{\delta}{a} \left[ |y_{k_2} + D_{k_2}|^2 \right]^T \cdot y_{k_2} - \frac{\delta}{a} \sum_{k \neq k_2} \left| y_k + D_k \right|^T \cdot y_k$$

$$\leq -\frac{\delta}{a} \left[ |y_{k_2}|^2 - |D_{k_2}| \cdot |y_{k_2}| \right] + W_a + \frac{\delta (n - 1) K_a}{4a} \hspace{1cm} (19)$$

Choose $b > 0$ large enough such that

$$\frac{\delta}{a} \left[ z^2 - K_a z \right] - W_a - \frac{\delta (n - 1) K_a}{4a} > 1 \text{ whenever } z > b.$$
Thus, combining this inequality with \(\{19\}\), we obtain that \(\bar{V} < -1\) whenever \(|x_k| \leq a\) for all \(k\), but \(|y_k| > b\) for some \(k\).

Thus, we have shown that the full weak derivative of the continuous function \(V\) is less than \(-1\) outside of the box \(B\). Since the function \(t \mapsto V(\gamma(t))\) is locally Lipschitz-continuous, it can be recovered from its weak derivative. Therefore, for any solution \(\gamma = (x, y)\) that lies outside the box \(B\) when \(t \in [t_1, t_2]\), we have that

\[
V(\gamma(t_2)) - V(\gamma(t_1)) = \int_{t_1}^{t_2} \bar{V}(\gamma(t)) dt \leq \int_{t_1}^{t_2} (-1) dt = -(t_2 - t_1).
\]

Notice also that \(V \to \infty\) as \(|x| + |y| \to \infty\). The result follows from the standard application of the Lyapunov method, see, for example, \([10, \text{Theorem XVI}]\). \(\square\)

**Remark 2.2.** In Theorem \(2.1\) we can slightly weaken the assumption that the function \(p_k\) is radial and instead assume that \(p_k = p_k(x)\) depends directly on the velocity and there is a function \(\phi_k : [0, \infty) \to \mathbb{R}\) such that \(p_k(x) \geq \phi_k(|x|)\) and \(\phi_k(z) z \to \infty\) as \(z \to \infty\). For example, the propelling capabilities of agents (say birds in \(\mathbb{R}^3\)) may be isotropic within the horizontal components, but different in the vertical direction.

Consider the system

\[
\bar{r}_k = -p_k(|\bar{r}_k|)\bar{r}_k - \lambda(r_k - \bar{r}),
\]

where \(\lambda > 0\), \(r_k \in \mathbb{R}^d\), and \(\bar{r} = (r_1 + \cdots + r_n)/n\). Then \(p_k(r) \to \infty\) as \(r \to \infty\). Setting \(x_k = \bar{r}_k\), \(y_k = \bar{r}_k\), and applying Theorem \(2.1\), we immediately obtain the following result.

**Corollary 2.3.** There are positive constants \(C_1, C_2, C_3,\) and \(C_4\) such that for any solution \(r(t)\) of System \(20\), we have that

\[
|r_k(t)| \leq C_1, \quad |\bar{r}_k(t)| \leq C_2, \quad |r_k(t) - \bar{r}(t)| \leq C_3, \quad \text{and} \quad |\bar{r}(t)| \leq C_4 t
\]

for all \(t\) large enough.

**Remark 2.4.** A flock whose agents satisfy \(20\) could have its center of mass move steadily away from the origin with \(|\bar{r}(t)| \geq C_5 t\). Thus, the estimate given in Corollary \(2.3\) is sharp. To illustrate that, consider two agents in \(\mathbb{R}^3\), propelled by a common function \(p(|\bar{r}|) = 1 - |\bar{r}|^2\). Let \(a, b\) be positive such that \(a^2 + b^2 = 1\). Then \(r_1(t) = (at, b \cos(\sqrt{\lambda}t), b \sin(\sqrt{\lambda}t))\), \(r_2(t) = (at, -b \cos(\sqrt{\lambda}t), -b \sin(\sqrt{\lambda}t))\) is a solution to \(20\) that has \(\bar{r}(t) = (at, 0, 0)^T\).

**Corollary 2.5.** Consider the system

\[
\bar{r}_k = -p_k(|\bar{r}_k|)\bar{r}_k - \sum_{m=1}^n a_{k,m} r_m,
\]

where \(A = \{a_{k,m}\}\) is symmetric and positive definite, \(r_k \in \mathbb{R}^d\), and \(p_k(r) \to \infty\) as \(r \to \infty\). There are positive constants \(C_1, C_2,\) and \(C_3\) such that for any solution \(r(t)\) of System \(21\), we have that

\[
|\bar{r}_k(t)| \leq C_1, \quad |\bar{r}_k(t)| \leq C_2, \quad |r_k(t)| \leq C_3
\]

for all \(t\) large enough.

Proof: The first two inequalities follow from setting \(x_k = \bar{r}_k\), \(y_k = \bar{r}_k\), and applying Theorem \(2.1\) for the collection of energies \(E_k = 0\) (recall that \(Q = 0\) when \(A\) is invertible). The last inequality follows from \(r_k = \sum_{j=1}^n a_{k,j}^{(-1)} [-y_j - p_j(|x_j|)x_j]\) where \(A^{-1} = \{a_{k,j}^{(-1)}\}\). \(\square\)
We note that when the matrix $A$ is singular, the projection operator $Q : \mathbb{R}^n \to \text{Ker}(A)$ can be viewed as the generalized center of mass of the system.

**Corollary 2.6.** Consider the system $(21)$ where $A = \{a_{k,j}\}$ is symmetric, positive semidefinite, with projection matrix onto its kernel denoted $Q$, and $r_k \in \mathbb{R}^d$, and $p_k(r) \rightarrow \infty$ as $r \rightarrow \infty$. There are positive constants $C_1, C_2$, and $C_3$ such that for any solution $r(t)$ of System $(21)$ we have that

$$|\dot{r}_k(t)| \leq C_1, \ |\ddot{r}_k(t)| \leq C_2, \ |r_k(t) - \sum_{j=1}^n q_{k,j} r_j(t)| \leq C_3$$

for all $t$ large enough.

**Proof.** The first two inequalities follow from setting $x_k = \dot{r}_k$, $y_k = \ddot{r}_k$, and applying Theorem 2.1. Note that by multiplying the last equation of $(21)$ with $Q$ we conclude that all the constant energies $E_k$ associated with the system in $(x,y)$ are zero. The last inequality uses $I - Q = (A+Q)^{-1}A$ to get $r_k(t) - \sum_{j=1}^n q_{k,j} r_j(t) = \sum_{j=1}^n s_{kj}^{-1} [-y_j - p_j(|x_j|)x_j]$ where $(A+Q)^{-1} = (s_{kj}^{-1})^T$.

## 3. Bounded Coupling

In this section, we establish the ultimate boundedness for systems with weak coupling.

**Theorem 3.1.** Consider the system

$$\ddot{r}_k = -p_k(|\dot{r}_k|)\dot{r}_k + c_k(r_1, r_2, \ldots, r_n, \dot{r}_1, \dot{r}_2, \ldots, \dot{r}_n), \quad (22)$$

where the coupling functions $c_k : \mathbb{R}^{2dn} \to \mathbb{R}^d$ are bounded and locally Lipschitz and the functions $p_k$ satisfy $p_k(r) \rightarrow \infty$ as $r \rightarrow \infty$. Then there exist constants $M_1$ and $M_2$ such that for any solution $r = (r_1, \ldots, r_n)$ of $(22)$ we have that $|\dot{r}_k(t)| \leq M_1$ and $|\ddot{r}_k(t)| \leq M_2$, for all large enough $t$.

**Proof.** To simplify the notation, we will simply write $c_k$ for the coupling functions. Choose $m > 0$ such that $|c_k| = |c_k(r_1, \ldots, r_n, \dot{r}_1, \ldots, \dot{r}_n)| \leq m$ for all $k$ and $r_1, \ldots, \dot{r}_n$. Note that

$$|\ddot{r}_k| \leq |p_k(|\dot{r}_k|)||\dot{r}_k| + |c_k| \leq |p_k(|\dot{r}_k|)||\dot{r}_k| + m.$$ 

Thus, the boundedness of the velocities automatically implies the boundedness of the accelerations.

For each $k$, consider the function from $[0, \infty)$ into $\mathbb{R}$ given by $s \mapsto s[p_k(s) - m]$. Note that $s[p_k(s) - m] \rightarrow \infty$ as $s \rightarrow \infty$. Therefore, there is a global minimum $q_k$ (necessarily $q_k \leq 0$). That is, $s[p_k(s) - m] \geq q_k$ for all $s \geq 0$. Set $Q = -\sum_k q_k$. Then for any index $k_1$ and any $s \geq 0$ we get

$$\sum_{k \neq k_1} [p_k(s)s^2 - ms] \geq -Q \quad (23)$$

Let $M_1$ be large enough such that for any $k = 1, \ldots, n$, we have that $s[p_k(s) - m] \geq Q + 1$ whenever $s \geq M_1$.

Consider the kinetic energy of the system $E = \frac{1}{2} \sum_k \dot{r}_k^T \cdot \dot{r}_k$. Assume that $|\dot{r}_{k_1}| \geq M_1$ for some index $k_1$. Differentiating the function $E$ along trajectories of
the system, we obtain that
\[ \dot{E} = \sum_{k} \left[ -p_k(|\dot{r}_k|)|\ddot{r}_k|^2 + \dot{r}_k^T \cdot c_k \right] \]
\[ \leq \sum_{k} \left[ -p_k(|\dot{r}_k|)|\ddot{r}_k|^2 + m|\dot{r}_k| \right] \]
\[ = \sum_{k} \left[ -p_k(|\dot{r}_k|)|\ddot{r}_k| - m|\dot{r}_k| + \sum_{k \neq k_1} \left[ -p_k(|\dot{r}_k|)|\ddot{r}_k| + m|\dot{r}_k| \right] \]
\[ \leq -(Q + 1) - \sum_{k \neq k_1} \left[ p_k(|\dot{r}_k|)|\ddot{r}_k| - m|\dot{r}_k| \right]. \]
Combining this inequality with (23), we obtain that \( \dot{E} \leq -1 \) whenever \( |\dot{r}_k| \geq M_1 \) for at least one index \( k \). Thus, using the function \( E \) as a Lyapunov function for the system, we can conclude that the velocities are ultimately bounded [10] Theorem XVI.

Remark 3.2. A flock whose agents satisfy the assumptions of Theorem 3.1 could disperse, in the sense that \( |r_1(t) - \hat{r}(t)| \) may go to infinity as \( t \to \infty \). Consider for example the two-agent flock in \( \mathbb{R} \) governed by
\[ \ddot{x}_1 = (1 - \dot{x}_1^2)\dot{x}_1 + f(x_1, x_2, \dot{x}_1, \dot{x}_2), \quad \ddot{x}_2 = (1 - \dot{x}_2^2)\dot{x}_2 - f(x_1, x_2, \dot{x}_1, \dot{x}_2) \]
where the \( C^1 \) function \( f \) satisfies: there exists \( M \) such that \( |f(x_1, x_2, v_1, v_2)| < m / 2 \) for all \((x_1, x_2, v_1, v_2)\) with \( \max\{|x_1|, |x_2|\} \geq M \) where \( -m \) denotes the minimum of cubic polynomial \( v^3 - v \) for \( v \in [0, \infty) \), \( m \approx 0.385 \) (attained when \( v = 1 / \sqrt{3} \)).

Consider the preimage of \([-m / 2, m / 2]\) under the polynomial \( v^3 - v \); denote the component containing 1 by \([v_a, v_b] \), thus \([v_a, v_b] \approx [0.885, 1.085] \).

Two agents starting with initial conditions opposite from each other remain opposite at all times, with \( x(t) = x_1(t) = -x_2(t) \) satisfying
\[ \ddot{x} = (1 - \dot{x}^2)\dot{x} - f(x, -x, \dot{x}, -\dot{x}). \]
Start with \( x(0) > M \) and \( \dot{x}(0) \) between \( v_a \) and \( v_b \). One can show that for all \( t > 0 \) we have \( x(t) > M \) and \( v_a < \dot{x}(t) < v_b \), therefore \( x(t) > M + v_a t \). (Assume, by contradiction, that there is a first time \( t_1 > 0 \) when \( x(t_1) \leq M \) or \( \dot{x}(t_1) \leq v_a \) or \( \ddot{x}(t_1) \leq v_b \). It must be that \( \dot{x}(t_1) = v_a \) or \( \ddot{x}(t_1) = v_b \) since while the velocity is in \([v_a, v_b] \) the position is increasing. Note that when \( x > M, \dot{x} = v_a, \ddot{x} = m / 2 + f(x, -x, v_a, -v_a) > 0 \) so \( \dot{x} \) is strictly increasing, meaning that \( t_1 \) could not have been the first time \( \dot{x} \) dropped below \( v_a \). Similarly, when \( x > M, \dot{x} = v_b \) we have \( \dot{x} < 0 \) so the velocity is decreasing, making it impossible for \( t_1 \) to be the first time \( \dot{x} \geq v_b \).)
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