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Abstract: We present a new approach for determining the strength of the dipolar solute-induced reaction field, along with the ground- and excited-state electrostatic dipole moments and polarizability of a solvated chromophore, using exclusively one-photon and two-photon absorption measurements. We verify the approach on two benchmark chromophores N,N-dimethyl-6-propionyl-2-naphthylamine (prodan) and coumarin 153 (C153) in a series of toluene/dimethyl sulfoxide (DMSO) mixtures and find that the experimental values show good quantitative agreement with literature and our quantum-chemical calculations. Our results indicate that the reaction field varies in a surprisingly broad range, 0–10^7 V cm^{-1}, and that at close proximity, on the order of the chromophore radius, the effective dielectric constant of the solute–solvent system displays a unique functional dependence on the bulk dielectric constant, offering new insight into the close-range molecular interaction.

The electronic properties of polar chromophores in solution are dominated by their interactions with the solvent environment. Understanding how the molecular electric dipole moment and polarizability behave in the ground and excited states is critical for optimizing solvent-dependent properties, including absorption and fluorescence spectra as well as photo-initiated charge separation. Furthermore, if the molecular dipoles and polarizabilities in the ground- and excited states could be accurately determined, then spectroscopic techniques would directly probe the intrinsic electric fields acting on the chromophore, thus providing important quantitative insight into solvation, catalysis, and other phenomena. Among available experimental methods, standard solvatochromism relies on several assumptions, which are typically valid only for a limited range of rigid systems. Electrochromism and microwave conductivity measurements require strong external electric fields and suffer from reduced fidelity in heterogeneous environments. Spectral hole-burning Stark spectroscopy offers higher selectivity and fidelity, but requires cooling of the samples to cryogenic temperatures to achieve narrow homogeneous line shapes, thus limiting its versatility, especially regarding biological systems. The vibrational Stark effect and vibrational absorption spectroscopy has been used to probe local electric fields, provided that the vibrational frequency shifts are calibrated with respect to external fields. In addition, currently available techniques suffer from ambiguity regarding the boundary separating the core chromophore from its immediate surrounding solvent thus complicating distinction between the intrinsic electric field versus the externally applied voltage.

Here we report an all-optical method that determines the strength of the dielectric reaction field (E_{reac}), the vacuum molecular electric dipole moment (\mu_{vac}) and polarizability (\alpha) in both the ground- (S_0) and lowest excited (S_1) singlet states, and provides quantitative estimate of the effective molecular size (a_e) for two benchmark polar chromophores, prodan and C153. Our approach combines solvatochromic one-photon absorption (1PA) and femtosecond two-photon absorption (2PA) experiments, where the latter serves as a versatile alternative to the Stark effect and related techniques.

Details of the spectroscopic procedures, spectral data analysis, and computational methods are given in the Supporting Information. Figure 1 shows the 1PA and 2PA spectra of prodan (left) and C153 (right) in three representative mixtures of toluene and DMSO. Both prodan and C153 show a systematic red-shift and broadening of the absorption band with increasing \epsilon. Gaussian decomposition of the 1PA spectrum yields the dependence of the peak frequency and the bandwidth of the lowest energy component (dashed-dotted line) on \epsilon. By extrapolating these dependencies to \epsilon = 1 we determined the vacuum peak transition frequency (\nu_{vac}) and the effective “vacuum” spectral bandwidth (\Delta\nu_{vac}; Table 1). Here and in the following, we refer to spectral parameters or band shape of the lowest-energy transition band only.

A two-level model has been shown to provide quantitative description of 2PA in the lowest-energy (0-0) component of S_0→S_1 transition of polar chromophores (see the Supporting Information for details), where the 2PA cross section,
\[ \Delta \mu_{\text{perm}} = \frac{2m(S_1)}{C_0} (S_0)(\text{in Debye}) \]

\[ \Delta \mu = 4.55 \times 10^4 \left( \frac{3}{\pi^2 + 2} \right) \sqrt{\frac{\sigma_{2\text{PA}}(2\lambda)}{\lambda \Delta \mu(\lambda)}} \]  

**Figure 1.** 1PA spectrum (blue line) and 2PA spectrum (pink symbols) in prodan (left) and C153 (right), each in three representative toluene:DMSO mixtures. Gaussian fit to the lowest energy band of the \( S_0 \rightarrow S_1 \) transition (dash-dotted line); measured \( \Delta \mu \) dependence (black symbols, inserted vertical scale); predicted \( \Delta \mu \) dependence (thick dotted line).

**Table 1:** Comparison of experimental, calculated, and literature parameter values. Literature computational values are given in italics.

| Parameter                        | Prodan | C153 |
|----------------------------------|--------|------|
| \( v_{\text{vac}} \) [\( \text{cm}^{-1} \)] | 6860 ± 200 | 23 505 ± 200 |
| \( \Delta v_{\text{vac}} \) [\( \text{cm}^{-1} \)] | 1190 ± 15 | 440 ± 10 |
| \( \alpha(S_0) \) [\( \text{A} \)] | 27 ± 3 | 27.9 ± 3 |
| \( \Delta \alpha \) [\( \text{A} \)] | 46.8 ± 4.7 | 36.4 ± 4.7 (vacuum) |
| \( \mu_{\text{vac}}(S_0) \) [\( \text{D} \)] | 5.8 ± 0.6 | 6.13 ± 4.02 (Toluene) |
| \( \Delta \mu_{\text{vac}} \) [\( \text{D} \)] | 12.8 ± 0.6 | 4.2 ± 4.02 (vacuum) |
| \( a_0 \) [\( \text{A} \)] | 6.5 ± 0.7 | 6.3 ± 0.7 |
| \( \rho \)                  | 0.65   | 0.08 |

\[ a_0(\omega) = 6.5 \pm 0.7 \]

\[ \Delta \mu = \mu(S_1) - \mu(S_0) \] (in Debye)

\[ \text{Equation (1)} \]

\[ \Delta \mu = 4.55 \times 10^4 \left( \frac{3}{\pi^2 + 2} \right) \sqrt{\frac{\sigma_{2\text{PA}}(2\lambda)}{\lambda \Delta \mu(\lambda)}} \]
where \( n \) is the solvent index of refraction, \( \lambda \) is the transition wavelength (nm), \( \varepsilon_0 \) is the molar extinction coefficient \((\text{m}^{-1} \text{cm}^{-1})\), and \( \sigma_{2pA} \) is the 2PA cross section, expressed in Göppert–Mayer units \((1 \text{ GM} = 10^{-50} \text{cm}^2 \text{photon}^{-1} \text{s}^{-1})\). We assume here and in the following that all vector and tensor quantities are aligned with their predominant component pointing along the same coordinate axis. The black symbols in Figure 1 give the values for change in polarizability, \( \Delta \nu_{\text{exc}} \), and \( \Delta \alpha \) (Table 1).

The solute static dipole polarizes the surrounding dielectric (solvent), which in turn creates a reaction electric field that shifts the energy levels of the chromophore via Stark effect, which then relates to the observed transition frequency change as given in Equations (2) and (3).

\[
v = \nu_{\text{exc}} - \frac{\Delta \mu_{\text{vac}}}{\hbar c} E_{\text{exc}} - \frac{\Delta \alpha}{\hbar c} E^3_{\text{exc}}
\]

\[
\Delta \nu = \Delta \nu_{\text{exc}} + \Delta \alpha E_{\text{exc}}
\]

where \( h \) is Planck’s constant, \( c \) is the velocity of light in vacuum, \( \Delta \mu_{\text{vac}} \) is the vacuum dipole moment change, \( \Delta \alpha = \alpha(S_1) - \alpha(S_0) \) is the change of polarizability, and \( E_{\text{exc}} \) is the solvent field created by \( \mu(S_0) \).

Figure 2 gives the experimental correlation between the peak transition frequency and the average \( \Delta \nu \). Fitting with Equations (2) and (3) gives the values of \( \Delta \nu_{\text{exc}} \) and \( \Delta \alpha \) (Table 1).

![Figure 2](image)

**Figure 2.** Dependence of \( \Delta \nu \) in prodan (empty squares) and C135 (full squares) on \( \nu_{\text{exc}} - \nu_c \). Extrapolation of the fits to \( \nu_c \) yields the vacuum dipole moment changes, \( \Delta \mu_{\text{vac}} = 12.8 \pm 0.6 \text{ D} \) for prodan (dashed line) and \( \Delta \mu_{\text{vac}} = 9.4 \pm 0.5 \text{ D} \) for C135 (solid line). The slopes of the fits then give the values for change in polarizability, \( \Delta \alpha = 46.8 \pm 4.7 \text{ A}^3 \) (prodan) and \( \Delta \alpha = -6.6 \pm 0.7 \text{ A}^3 \) (C135).

In order to obtain the vacuum ground-state dipole moment, \( \mu(S_0) \), and the ground-state polarizability, \( \alpha(S_0) \), we invoked a simple phenomenological model that treats the chromophore as a polarizable point dipole embedded in a dielectric continuum in the center of a spherical volume of radius \( a \). The strength of the reaction field acting on the dipole is given as Equation (4):[^7]

\[
E_{\text{exc}} = \frac{f \mu_{\text{exc}}(S_0)}{a^3} - \frac{f \alpha(S_0)}{a^3}
\]

where \( f \) represents the dependence on the dielectric constants outside and inside the volume. To account for unknown close-range solute–solvent interaction, while still complying with Maxwell’s equations, this function may be written in the form of Equation (5)

\[
f = \frac{2(e^2 - e^0)}{2k + e^0}
\]

and where the power dependence \((0 \leq p \leq 1)\) ensures that the direction of the reaction field energetically stabilizes the system while satisfying the vacuum limit [Eq. (6)].

\[
\lim_{e \to 1} E_{\text{exc}} = 0
\]

According to Equations (2) and (4), the transition frequency varies as given in Equation (7).

\[
v = \nu_{\text{exc}} - \frac{\Delta \mu_{\text{vac}}}{\hbar c} \left( \frac{f \mu_{\text{exc}}(S_0)}{a^3} - \frac{f \alpha(S_0)}{a^3} \right) + \frac{\Delta \alpha}{\hbar c} \left( \frac{f \mu_{\text{exc}}(S_0)}{a^3} - \frac{f \alpha(S_0)}{a^3} \right)^2
\]

Solvated chromophores experience heterogeneous and fluctuating solvent environments. We can quantify the local environments by a distribution of effective cavity size, \( P(a) \), which is related to the distribution of transition frequencies, \( P(v) \), as shown in Equation (8).

\[
P(a) = \left( \frac{3fa^3(S_0)}{h(c^2 + f\alpha(S_0))} \right)^{1/2} \left( 1 + \frac{f \Delta \alpha}{a^3 + f\alpha(S_0)} \right) P(v)
\]

The transition frequencies are assumed to follow a Gaussian distribution [see Eq. (9)],

\[
P(v) = e^{-(\nu - \nu_c)^2}
\]

where \( v_c \) and \( \Delta \nu \) are the center frequency and the half-width of the transition band, respectively. Combining Equations (7)–(9), and defining \( E_0 = E_{\text{exc}}(d_0) \) and \( E_0 = E_{\text{exc}}(d_0 + \Delta \alpha) \) as the reaction field values that correspond to the peak \( (v_c + \Delta \nu) \) and half-width \( (v_c + \Delta \nu) \) of the distribution, respectively, we arrive at the distribution of the cavity size \( a \) [Eq. (10)],

\[
P(a) = \left( \frac{3fa^3(S_0)}{h(c^2 + f\alpha(S_0))} \right)^{1/2} \left( 1 + \frac{f \Delta \alpha}{a^3 + f\alpha(S_0)} \right) \cdot \exp \left[ \frac{(\Delta \nu_{\text{Stark}} + \Delta \nu_{\text{exc}})^2}{(\Delta \nu_{\text{Stark}} + \Delta \nu_{\text{exc}})^2} \right]
\]

where \( \Delta \nu_{\text{Stark}} \) is defined by Equation (11).

\[
\Delta \nu_{\text{Stark}} = \frac{\Delta \nu_{\text{vac}}}{h c} (E_0 - E_{\text{exc}}) + \frac{\Delta \alpha}{h c} (E_0^2 - E_{\text{exc}}^2)
\]

Inserting our experimental values \( \Delta \nu_{\text{exc}}, \Delta \nu_{\text{Stark}}, \nu_{\text{exc}} \) and \( \Delta \nu_{\text{exc}} \) into the model and performing global fitting of the calculated 1PA profiles to the experimental shapes (see the Supporting Information for details), we obtain the remaining parameters,
$\mu_{\text{vac}}(S_0)$, $\alpha(S_0)$, $a_0$, $\Delta a$, and $p$ (Table 1). The experimental ground-state values $\mu_{\text{vac}}(S_0)$ and $\alpha(S_0)$ agree quantitatively with the corresponding calculated values and the literature data, both for prodan and C153. The experimental $\Delta \mu_{\text{rec}} = 12.8 \pm 0.6$ D for prodan and $\Delta \mu_{\text{rec}} = 9.4 \pm 0.5$ D for C153 agree well with previous measurements, however, are about a factor of two above our calculated values. In prodan the experimental polarizability change, $\Delta \alpha$, agrees very well with the calculated value, whereas in C153 the value is much smaller, making it effectively close to zero. Despite the fact that we calculated value, whereas in C153 the value is much smaller, our estimated average cavity size, $a_0$, agrees surprisingly well with the calculated molecular dimensions. For prodan, we calculated a molecular radius of $6.3 \pm 0.5$ Å [10] which compares well to our experimental value, $a_0 = 6.5 \pm 0.7$ Å. Similarly, for C153 we calculated the effective radius in the direction F--C--N--C--H to be $4.9 \pm 0.5$ Å, which is also very close to our experimental value, $a_0 = 4.7 \pm 0.5$ Å.

As a further independent check, we used Equations (2) and (3) to predict how $\Delta \alpha$ changes as a function of $\epsilon$ within the absorption band (thick dotted line in Figure 1). The results are in good agreement with the measured dependence, and demonstrate that $\Delta \mu$ is not necessarily constant, but may vary within the band.

Figure 3 shows the distribution of $E_{\text{rec}}$ which appears to vary in a broad range, $0-10^7$ V cm$^{-1}$, essentially caused by diverse local environments. Fluctuations of dielectric environment were previously used to explain temporal fluctuations of the fluorescence lifetime in single molecules [10]. Both prodan and C153 show increase of average $E_{\text{rec}}$ with increasing $\epsilon$, with the respective maximum values, $E_{\text{rec}} \approx 5.0 \times 10^6$ and $1.0 \times 10^7$ V cm$^{-1}$. The larger reaction field in C153 is due to the larger ground-state dipole moment as well as because of smaller $a_0$. Also, C153 lacks the flexibility of prodan’s propyl- and dimethylamino groups, which is reflected in its smaller $\Delta \alpha$ and narrower $E_{\text{rec}}$ distribution.

Finally, by equating $f$ to the well-known expression for the field enhancement factor in spherical volume [Eq. (12)],

$$f = \frac{2(\epsilon - \epsilon^2)}{2 \epsilon + \epsilon^2} = \left(\frac{1}{\epsilon_{\text{in}}}\right) \left(\frac{2(\epsilon - \epsilon_{\text{in}})}{2 \epsilon + \epsilon_{\text{in}}}\right)$$

we find functional form for the effective interior dielectric constant $\epsilon_{\text{in}}$ [Eq. (13)],

$$\epsilon_{\text{in}} = \left[\frac{1}{\epsilon + \epsilon_{\text{in}}} + \frac{2 \epsilon_{\text{in}}}{\epsilon_{\text{in}}}\right]^{1/2} = \left[\frac{1}{\epsilon + \epsilon_{\text{in}}} + \frac{2 \epsilon_{\text{in}}}{\epsilon_{\text{in}}}\right]^{1/2}$$

(13)

which may be viewed as dielectric continuum approximation of the solute–solvent system at close proximity, on the order of the chromophore radius. Figure 4 plots the resulting dependence of $\epsilon_{\text{in}}$ on $\epsilon$ for the experimental values of $\epsilon$ obtained for prodan (filled symbols) and C153 (open symbols). The range of bulk dielectric constant values used in our measurements, $\epsilon = 2.38-47.6$, lies between the dashed vertical lines, whereas the corresponding “internal” dielectric constant, $\epsilon_{\text{in}} = 1.5-2.4$ agrees well with the commonly assumed value, $\epsilon_{\text{in}} = n_{\text{sol}}^2 = 2.33$. We conclude that this new all-optical method provides an improved quantitative estimation of the average strength and distribution of the dielectric reaction field acting on a dipolar chromophore in different solvents, along with the values of solute dipole moment and polarizability in the ground- and excited electronic states, including the effective molecular radius. The technique is applicable at ambient temperatures, and does not rely on fluorescence emission or externally applied fields, making it a versatile alternative to standard techniques. A simple phenomenological model based on the continuum dielectric solution of Maxwell’s equations is in good quantitative agreement with experimental observations. Finally, our results indicate that the effective
dielectric constant near the chromophore exhibits a unique functional dependence on the bulk dielectric constant, which may yield valuable insight into local intermolecular interactions in solvated dipolar systems.
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