Jet models for black hole binaries in the hard spectral state
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ABSTRACT
This is part one of our study of models of jets with distributed electron acceleration. We present here our assumptions, basic equations, and their solutions for the steady-state electron distribution. We assume the shape of the rate of electron acceleration and the dependences of its normalization and the magnetic field strength on the height along the jet. Our focus is on the hard spectral state of black hole binaries, for which we take into account that their typical radio spectra are flat. This appears to require a constant dissipation rate per unit logarithmic length and conservation of the magnetic energy flux. Our electron kinetic equation includes adiabatic and radiative losses and advection, and our photon radiative transfer equation includes synchrotron absorption and emission and Compton emission. Apart from the self-Compton process, we take into account Compton scattering of stellar and accretion photons and absorption of very high energy γ-rays by pair production on soft photons. We present a general solution of the kinetic equation with advection and radiative and adiabatic losses and an analytic solution in the case of dominant synchrotron losses in conical jets. In the following paper, we present detailed spectra resulting from our equations as applied to Cyg X-1.
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1 INTRODUCTION
Radio-emitting jets are common in accreting black hole binaries. In their hard spectral state (see, e.g. Done, Gierliński & Kubota 2007), the jet is approximately steady and characterized by a flat, \( F(E) \sim E^2 \), radio spectrum (e.g. Fender et al. 2000). This property is well explained by the particle flux of the radio-emitting electrons (non-thermal with a power-law distribution) being maintained along the jet together with conservation of magnetic energy flux (Blandford & Königl 1979). Given the presence of substantial adiabatic and radiative losses, the observation of a flat radio spectrum appears to require a distributed dissipation along the jet.

In accreting binaries with a high-mass donor (e.g. Cyg X-1 and Cyg X-3), the jet is also irradiated by a strong flux of blackbody photons from the donor. The relativistic electrons Compton upscatter those photons at a rate proportional to the product of the electron number and the irradiating flux, which is approximately constant per unit length up to the height of the order of the binary separation. Observationally, hard-state jets extend, on one hand, to radii much above the binary separation (e.g. Stirling et al. 2001). On the other hand, the radio-emitting relativistic electrons are present in the jet at least down to the height of the order of the binary separation, as implied by the strong orbital modulation of the radio emission in the case of Cyg X-1 (Zdziarski 2012). Thus, hard-state jets (unless they are highly relativistic) can effectively emit Compton upscattered blackbody radiation (hereafter BBC) over very long lengths. Other optically thin radiative processes, namely synchrotron, synchrotron self-Compton (SSC) and upscattering of photons emitted by the accretion flow (hereafter XC) may dominate the jet emission close to the jet base. Furthermore, jet electrons lose energy adiabatically (see Appendix A).

There have been a large number of models proposed to account for global emission properties of the jets in active galactic nuclei (AGN) and black hole binaries. First, (i) the radiating part of a jet is approximated as one zone, even if the shape of the jet and the dependence of the magnetic field on height are sometimes taken into account, e.g. by Moderski, Sikora & Błazekowski (2003) and Ghisellini & Tavecchio (2009). Those models have been applied mostly to blazars. There have been a very large number of studies in this category, some recent papers are Dermer et al. (2009), Ghisellini & Tavecchio (2009) and Ghisellini et al. (2010). Then, another category of models consider jets with extended emission. In one class (ii) of such models, relativistic electrons are assumed to be accelerated exclusively at the jet base, and then their evolution is studied as they move along the jet (e.g. Hjellming & Johnston 1988;...
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Kaiser 2006; Pe’er & Casella 2009; Potter & Cotter 2012). However, reacceleration appears necessary, e.g. Malzac (2013). Then, another class (iii) of models assumes that the electron distribution is maintained along the jet by some unspecified process (e.g. Blandford & Königl 1979; Falcke & Biermann 1995; Bosch-Ramon, Romero & Paredes 2006; Heinz 2006; Zdziarski, Lubiński & Sikora 2012b, hereafter ZLS12; Malyshew, Zdziarski & Chernyakova 2013). In some of these studies, the effect of radiative cooling on the distribution is taken into account by including a cooling break in the electron distribution, at the Lorentz factor at which the rates of radiative and adiabatic losses are equal. The importance of cooling breaks in jets of black hole binaries was pointed out by, e.g., Heinz & Sunyaev (2003) and Heinz (2004). The presence of the cooling break is predicted in jets in which electron acceleration occurs in localized regions, which is the case, e.g. in the internal shock model (e.g. Malzac 2013). In many models, however, several simplifying assumptions, e.g. the electron cooling break constant being along the jet, are introduced (e.g. ZLS12). Yet another class (iv) of models assumes the rate of electron acceleration as a function of the height and Lorentz factor, and solves for the electron steady-state distribution (e.g. Kanguluyan, Aharonian & Bosch-Ramon 2008; Reynoso, Romero & Medina 2012; Vila, Romero & Casco 2012; Potter & Cotter 2013). Similarly to the models (ii), the equation governing that evolution includes radiative cooling together with advection along the jet. This work belongs to the class (iv). Different than the above studies (iv), we take into account the BBC and XC cooling and emission.

Generally, the rate of radiative losses strongly varies along the jet, and in high-mass binaries, this dependence is further complicated by the presence of the BBC losses. The relative importance of radiative cooling decreases with the jet height, which in effect increases the number of relativistic electrons at high energies with respect to that in models without a cooling break or with a uniform electron break Lorentz factor. This effect can strongly increase the BBC flux above the MeV energies.

Here, we present a jet model addressing the above issues in detail. We assume the rate of the electron acceleration to be a power-law function of the electron energy, with both low- and high-energy cutoffs. We also anticipate power-law scaling of the dissipation rate and of the magnetic field strength with the jet height. In most of the calculations, we make a simplifying assumption that the jet above certain height is conical and has a constant velocity. We formulate a kinetic equation for the electron distribution at each height taking into account the adiabatic and radiative losses and advection, and a radiative transfer equation taking into account the synchrotron and Compton processes. For both electron distribution and emission spectra, we take into account the effect of synchrotron self-absorption. We solve the resulting equations self-consistently taking into account the SSC, BBC and XC processes and photon–photon pair absorption of γ-ray photons. In the case of adiabatic, optically thin synchrotron and Thomson losses and advection, we find the analytical solution to the electron kinetic equation. We also introduce some approximate analytical solutions in Appendices B–D, and present a method of calculating the opacity to photon–photon pair production in the field of a star in Appendix E. We assume no efficient acceleration of ions, which process would lead to hadronic radiative processes, taken into account by, e.g. Vila et al. (2012) and Reynoso et al. (2012). We also neglect bremsstrahlung, which is usually inefficient in jets (e.g. Vila et al. 2012).

Our model is intended to account for the jet contributions to broad-band spectra of accreting sources, from radio to high and very high energy γ-rays. Radio emission is common in accreting X-ray binaries, but so far the only firm case of high-energy γ-ray emission detected from such systems is that of Cyg X-3, which has been detected by Fermi Large Area Telescope (LAT; Abdo et al. 2009) and by AGILE (Tavani et al. 2009). This emission has been well explained by Compton upscattering of the donor blackbody photons by relativistic electrons in a localized region of the jet (Dubus, Cerutti & Henri 2010a; Zdziarski et al. 2012a). This appears to be the only proposed explanation of the γ-ray emission that accounts for the observed (Abdo et al. 2009) strong orbital modulation of the γ-rays. It demonstrates that Compton upscattering of stellar blackbody photons by a jet in a high-mass X-ray binary is an observable process. In the soft state of Cyg X-3, electron acceleration in the inner parts of the jet occurs intermittently. On the other hand, radio data for high-mass black hole binaries in hard states reveal persistent acceleration along the entire jet body. Then, not only a detection but also upper limits on the γ-ray emission can constrain relativistic electron spectra in hard-state jets.

The second case of reported high and very high γ-ray emission from an accreting binary is that of Cyg X-1. A single short flare of the source has been reported in the TeV range (Albert et al. 2007). Recently, upper limits at >30 MeV and a tentative detection of a steady 0.1–10 GeV emission component in the hard state of Cyg X-1 have been found in the most recent accumulation of the Fermi LAT data (Malyshew et al. 2013). No emission has been found in the soft state. The presence of γ-ray emission in the hard state has been independently confirmed by Bodaghee et al. (2013), who reported 21 (low-significance) detections of Cyg X-1 by Fermi LAT on a daily time-scale. Out of those, 15 were in the hard state, five in an intermediate state, and only one event was in the soft state, in spite of a substantial exposure in that state. It is then highly unlikely that the hard/intermediate state detections were statistical fluctuations. This confirms the results of Malyshew et al. (2013).

2 THE MODEL SETUP

ZLS12 have developed a global jet emission model applied to Cyg X-1. Here, we extend this work by considering additional effects and processes, listed below: (i) Compton upscattering of stellar photons (BBC) by the jet. As discussed in Section 1, upscattering of blackbody photons is important in high-mass X-ray binaries. (ii) Compton upscattering of accretion-flow photons (XC). Only some general energetic constraints were given in ZLS12 for these two effects. (iii) The dependence of the shape of the electron distribution on the height along the jet, z, which was neglected in ZLS12. Also, the SSC process was considered by ZLS12 in a one-zone approximation only. (iv) Advection of electrons along the jet, which was neglected in ZLS12. The effects (i) and (ii) have been included in jet models of Cyg X-1 of Malyshew et al. (2013). The effects (ii)–(iv) may be important in both low- and high-mass X-ray binaries.

Table 1 lists the main symbols used in this work. In particular, we define the differential energy flux, F(E) ≡ dF/dE, as having the energy unit in F the same as the unit of E. As the two energy units cancel each other, the unit of F(E) is cm−2 s−1. This convention, adopted hereafter, simplifies substantially all the radiative formulae introduced in the paper. The integrated energy flux has then the unit of energy (either erg or keV) times cm−2 s−1. We express the height along the jet in units of zm, ξ ≡ z/zm, where zm is at the height of the onset of dissipation and emission. We then specify the coordinate system, which is needed to account for the anisotropy effects in the BBC, XC and pair-absorption processes in binaries. We assume that the jet and counterjet are perpendicular to the binary plane, i.e. along the z-axis, the orbit to be
Table 1. The main symbols used in this work.

| Symbol | Meaning |
|--------|---------|
| \( \beta_j \) | The jet bulk velocity in units of \( c \) |
| \( \Gamma_j \) | The jet bulk Lorentz factor |
| \( z \) | Height along the jet |
| \( r_j(z) \) | The jet radius |
| \( z_m \) | The onset of dissipation |
| \( z_m \) | The end of dissipation |
| \( \xi \equiv z/z_m \) | Dimensionless height |
| \( x \) | Distance from the jet axis perpendicular to \( z \) |
| \( r_s \) | The stellar radius |
| \( T_s \) | The stellar temperature |
| \( \Theta \) | The stellar temperature in the jet frame in unit of \( m_e c^2 \) |
| \( a \) | The separation between the stellar components |
| \( \phi \) | The orbital phase |
| \( D \) | Distance to the system |
| \( E \) | Observed photon energy |
| \( D_{ij} \) | The jet or counterjet Doppler factor |
| \( D_s \) | The Doppler factor of stellar radiation |
| \( D_d \) | The Doppler factor of the accretion radiation |
| \( \gamma \) | The Lorentz factor of either a jet electron or produced e\( ^\pm \) |
| \( \beta \) | The \( \beta \) factor corresponding to \( \gamma \) |
| \( \gamma_m \) | The minimum injected \( \gamma \) |
| \( \gamma_M \) | The injected \( \gamma \) corresponding to the high-energy cutoff |
| \( Q(y, \xi) \) | The injection rate per unit volume in radiating region |
| \( \hat{Q}(\xi) \) | The spatial dependence of \( Q \) |
| \( \hat{Q}_0 \) | The normalization of \( \hat{Q}(\xi, \gamma) \) |
| \( \hat{Q}(\gamma, \xi) \) | Dimensionless injection rate per unit jet length |
| \( n_{acc} \leq 1 \) | Scaling factor for the acceleration rate |
| \( \rho \) | The index of the injected electrons |
| \( s \) | The local index of the steady-state electrons |
| \( \gamma < 0 \) | The time derivative of \( \gamma \) in the jet frame |
| \( \gamma_{\text{\parallel}} \) | Components of \( \gamma \text{\ parallel}\) to the jet |
| \( \gamma_{\text{\perp}} \) | Components of \( \gamma \text{\ parallel}\) to the jet |
| \( N(y, \xi) \) | The steady-state electron distribution per unit volume |
| \( \hat{N}(\xi) \) | Dimensionless electron distribution per unit jet length |
| \( s_{\text{cut}}(y, \gamma_{\text{\parallel}}) \) | The shape of the cutoff of \( \hat{Q}(\gamma, \xi) \) |
| \( f_{\text{cut}}(y, \gamma_{\text{\parallel}}) \) | The shape of the cutoff of \( N(y, \xi) \) |
| \( \gamma_{\text{\parallel}} \) | The minimum \( \gamma \text{\ parallel}\) to which \( N(y, \xi) \) electrons are cooled |
| \( \gamma_{\text{\perp}}(\xi) \) | The cooling break |
| \( B_0 \) | The magnetic field strength at \( z_m \) |
| \( B_{cr} \) | The critical magnetic field |
| \( e \) | The jet frame dimensionless photon energy |
| \( e_0 \) | Dimensionless seed photon (e.g. blackbody) energy |
| \( n_0 \) | Seed photon density/distribution |
| \( \theta \) | Compton scattering angle in the jet frame |
| \( \chi \) | Energy flux \( df/dE \) (\( F \) energy unit = photon \( E \) unit) |
| \( \Theta_{\text{bb}} \) | The observed brightness temperature, \( \Theta_{\text{bb}} \equiv kT_{\text{bb}}/(m_e c^2) \) |
| \( \alpha \) | Energy spectral index, \( F(E) \propto E^{-\alpha} \) |
| \( F_{\text{eff}}(E) \) | Flux from a process; \( k = S, \text{SSC}, \text{BBC}, \text{XC} \) |
| \( F_{\text{ac}} \) | Flux from the accretion flow |
| \( \beta_{\text{eq}} \) | The plasma \( \beta \) parameter |
| \( \sigma_{\text{eq}} \) | The magnetization parameter |
| \( w \) | Enthalpy |
| \( \rho_k \) | Jet power; \( k = \text{inj, ad, S, SSC, BBC, XC, e, i, B} \) |
| \( j_k \) | Emissivity (per unit solid angle); \( k = S, \text{SSC, BBC, XC} \) |
| \( \alpha_{\text{SSC}} \) | Synchrotron absorption coefficient |
| \( \tau_{\text{ac}} \) | Synchrotron optical depth |
| \( E_{\text{obs}} \) | The observed turnover energy |
| \( \epsilon_{\text{obs}} \) | Jet frame dimensionless turnover energy at \( z_m \) |
| \( \epsilon_i \) | Jet frame dimensionless turnover energy at \( z \) |
| \( \tau_{\gamma\gamma} \) | Pair-absorption optical depth |

circular, the superior conjunction (compact object behind the star) corresponds to the orbital phase (= polar angle) of \( \phi = 0 \), and the \( x \)-axis points away from the star to the direction of the compact object at the superior conjunction. Then, the unit vectors pointing towards the observer, from the stellar centre to the compact object, along the jet and counterjet, from the stellar centre to the accretion disc closest to the observer, from the orbital phase (= superior conjunction) to the jet at the height \( \pm z \), and from a point on the jet at a distance \( r \) away from the observer, from the system frame is the same as above.

The system inclination \( \iota \) is the angle between the jet and the accretion disc. Then, the unit vectors pointing towards the observer, from the stellar centre to the compact object, along the jet and counterjet, from the stellar centre to the accretion disc closest to the observer, from the orbital phase (= superior conjunction) to the jet at the height \( \pm z \), and from a point on the jet at a distance \( r \) away from the observer, from the system frame is the same as above.

The separation between the stellar components \( \xi \) is the distance from the stellar centre to the emission location.

The system inclination \( \iota \) is the angle between the jet and the accretion disc. Then, the unit vectors pointing towards the observer, from the stellar centre to the compact object, along the jet and counterjet, from the stellar centre to the accretion disc closest to the observer, from the orbital phase (= superior conjunction) to the jet at the height \( \pm z \), and from a point on the jet at a distance \( r \) away from the observer, from the system frame is the same as above.

The separation between the stellar components \( \xi \) is the distance from the stellar centre to the emission location.

The system inclination \( \iota \) is the angle between the jet and the accretion disc. Then, the unit vectors pointing towards the observer, from the stellar centre to the compact object, along the jet and counterjet, from the stellar centre to the accretion disc closest to the observer, from the orbital phase (= superior conjunction) to the jet at the height \( \pm z \), and from a point on the jet at a distance \( r \) away from the observer, from the system frame is the same as above.
3 THE ELECTRON DISTRIBUTION

We assume continuous energy dissipation along the jet. We also assume that the outflow is composed of two types of regions, one characterized by efficient dissipation of the jet energy and conversion of it into electron acceleration, and the other dominated by electron energy loss processes (as, e.g. in the model of Kirk, Rieger & Mastichiadis 1998). In the former regions, which we assume to occupy only a small part of the jet, electrons undergo a diffusive acceleration/escape process limited solely by radiative losses. We discuss possible forms of the acceleration. Then we consider in detail the emission regions, taking into account injection of the accelerated electrons, electron energy losses and advection of electrons along the jet. The jet is launched at some height, $z_0$, and it is then accelerated. The dissipation is assumed to begin at some height $z_M > z_0$, and to end at $z_M > z_m$. Above $z_M$, the jet continues to propagate, and we follow the electron evolution until the electrons lose all their energies.

3.1 Acceleration region

Physical mechanisms resulting in the efficient electron acceleration within relativistic outflows are still hardly known, being subjected to the ongoing debate. It could be diffusive shock acceleration (e.g. Mimica & Aloy 2012; Malzac 2013), stochastic acceleration by turbulent magnetic field (e.g. Stawarz & Petrosian 2008; Asano et al. 2014) or direct electron energization within magnetic reconnection sites (e.g. Lyutikov 2006; Giannios, Uzdensky & Begelman 2009).

Given this lack of knowledge, we assume that the distribution of accelerated electrons forms a power law, $Q(y) \propto y^{-p}$, between low- and high-energy cutoffs, and we take $p$ to be a free parameter. We note that the non-thermal tails in the particle spectra formed due to diffusive shock acceleration in the case of relativistic outflows are expected to be approximately of a power-law form, with the energy index $\gamma > 2$ depending on the shock velocity, magnetic field orientation (with respect to the shock normal), and the turbulence conditions in the vicinity of a shock (see e.g. Niemiec & Ostrowski 2004; Sironi & Spitkovsky 2009, 2011).

The high-energy cutoff of the distribution, $\gamma_M$, is, most likely, related to the acceleration rate balanced by radiative losses within the acceleration region. The acceleration rate in the high-efficiency limit can be parametrized as $\dot{\gamma}_M \sim \eta_{acc} B$, where $m_e$ and $e$ are the electron mass and charge, respectively, and $\eta_{acc}$ is an efficiency factor, which has to be $\leq 1$ unless the electric field is $> B$. We then balance this rate by that of synchrotron losses (though we check the effect of inclusion of other losses). This gives $\gamma_M$ and the corresponding cutoff synchrotron photon energy

$$\gamma_M \simeq \left( \frac{9\eta_{acc} r_{acc}}{4\alpha r} \right)^{1/2} B \quad \epsilon_M \simeq \gamma_M^2 \frac{B}{B_\gamma} = \frac{9\eta_{acc}}{4\alpha r} \simeq 310 \eta_{acc},$$

where $\alpha = 2\pi e^2/(hc)$ is the fine-structure constant, $B_\gamma$ is the critical magnetic field, see Table 1, and $h$ is the Planck constant. We note that $\epsilon_M$ is independent of $B$ (Guilbert, Fabian & Rees 1983; de Jager et al. 1996). For conserved magnetic energy flux in a conical jet, equation (5), $\gamma_M \propto \xi^{1/2}$.

We note several caveats to the above relatively standard assumption. Electric field $> B$ seems to occur occasionally in the Crab nebula, and thus $\eta_{acc}$ can be $> 1$ (see e.g. Cerutti et al. 2012, 2013). On the other hand, the rate of the diffusive (and, in particular, the diffusive shock) acceleration is limited by the Larmor period, $2\pi r_\gamma / c$, where $r_\gamma = \gamma m_e c^2/(eB)$ is the Larmor radius, which constraint corresponds to $\eta_{acc} \leq 1/2\pi$. (This factor of $2\pi$ was included in the definition of $\eta_{acc}$ in ZLS12.) Then, the Larmor radius has to be less than the size of a single acceleration region, $R_{acc}$, which imposes an independent constraint of $\gamma_M \leq eBR_{acc}/(m_e c^2)$, and $\epsilon_M \propto B^3$. Furthermore, the acceleration process can be purely stochastic in nature, with the acceleration rate depending on the scale distribution of the turbulence energy density, usually parametrized by its power-law index, $q_{\text{syn}}$. In the Bohm limit of $q_{\text{syn}} = 1$, $\gamma_M$ is approximately given by equation (6), but the steady-state spectrum of the accelerated particles is expected to be flat, with $p = 0$ (e.g. Bogdan & Schlickeiser 1985; Stawarz & Petrosian 2008). On the other hand, a range of $p \geq 1$ can be obtained in the ‘hard-sphere’ limit of $q_{\text{syn}} = 2$ (Schlickeiser 1984; Park & Petrosian 1995), but then the acceleration time-scale is approximately constant, which implies $\gamma_M \propto B^{-2}$ (though still limited by the overall maximum of equation 6). This corresponds to $\epsilon_M \propto B^{-3}$. Finally, we note that the values of $B$ in the acceleration and energy loss regions can be different.

Since we do not know which acceleration process operates in jets, we cannot uniquely specify the shape of the high-energy cutoff in the acceleration rate. For example, in the stochastic case with $q_{\text{syn}} = 2$, it is given by equation 8 in Stawarz & Petrosian (2008). Fig. 1 shows a comparison of that solution to an $e$-folded power law for two values of $p$. We see that the $e$-folded spectrum strongly underestimates the solution. Thus, we introduce a symbolic function, $q_{\text{acc}}(\gamma_M)$, to denote the cutoff in the spectrum of the accelerated particles. However, since we use here a $\delta$-function approximation to the synchrotron emissivity, finding the accurate form of the electron cutoff is out of the scope of this paper.

At low energies, we also expect a cutoff at $\gamma_m > 1$, likely at $\gg 1$. For example, a quasi-Maxwellian electron distribution with $\gamma > 1$ has been found in particle-in-cell simulations of collisionless shocks (Spitkovsky 2008; Sironi & Spitkovsky 2011). In those simulations, an approximate energy equipartition between quasi-thermal electrons and ions is often observed, namely $\gamma \simeq (m_i / m_e) \gamma_i^2 - 1$, where $\gamma_i$ is the average Lorentz factor of the ions and $m_i$ is the ion mass. Acceleration then proceeds only from this distribution. Here, we approximate this situation by a sharp low-energy cutoff at $\gamma_m \simeq \gamma$. This differs, e.g. from the approach of Ghisellini & Tavecchio (2009), who assumed a hard injection below $\gamma_m$.

![Figure 1. The distribution of accelerated electrons in the case of quasi-linear stochastic acceleration with $q_{\text{syn}} = 2$ (Stawarz & Petrosian 2008) for $p = 1.8$ and 2.2 (red and blue solid curves, respectively) and $\gamma_M = 10^4$, compared with the corresponding $e$-folded power-law distributions (dashed curves). We see that the $e$-folded power laws strongly underestimate the actual rates around the cutoff. The normalization is to unity at $\gamma = 10$.](https://academic.oup.com/mnras/article-abstract/440/3/2238/1747643/Downloaded-from-https://academic.oup.com/mnras/article-abstract/440/3/2238/1747643/20381747643?guest=03_May_2019)
Thus, the form of the electron acceleration we use is

\[ Q(y, \xi) \simeq \begin{cases} 0, & y < y_m; \\ q(\xi) y^{-p} g_{\text{ad}}(y, \gamma_m), & y \geq y_m. \end{cases} \]

When \( q(\xi) = Q_{\text{th}} \xi^{-3} \), equation (5), we have a constant injected power per unit \( y \) per unit logarithmic interval of the height of a conical jet. Together with the conserved magnetic energy flux, this leads to the spectral index \( \alpha = 0 \) in the partially self-absorbed segment of the synchrotron spectrum independently of the value of the electron power-law index, \( p \) (Blandford & Königl 1979), which is approximately satisfied in the hard state of black hole binaries, in particular in Cyg X-1 (Fender et al. 2000). On the other hand, Vila et al. (2012) assumed \( q(\xi) = \text{const.} \), which corresponds to the power per unit \( \ln z \) being \( \propto \xi^{-3} \), i.e. most of it is injected around \( z_m \), which appears to us rather unlikely.

We note that the condition of \( q(\xi) \propto \xi^{-3} \) is somewhat different from the corresponding condition for the integrated power per \( \ln \xi \), \( \propto \int_\gamma c d\gamma \gamma Q(y, \xi) \), especially for \( p < 2 \) due to the dependence of \( y_M \propto \xi^{1/2} \) in conical jets with conserved magnetic energy flux, implying the integrated power is \( \propto \xi^{1-p/2} \). In this case, it is possible that \( y_M \) is limited not by synchrotron losses but by the available injected power, and thus \( y_M \) could be constant with \( \xi \). However, given theoretical uncertainties about the dissipation rate and the acceleration mechanism, we keep below the relation of equation (6). For \( p > 2 \), the leading dependence is on \( y_m \), which is likely to be constant with height. In that case, the dependences of \( Q(y, \xi) \) and \( \int_\gamma c d\gamma \gamma Q(y, \xi) \) on \( \xi \) are almost the same.

3.2 Emission region

3.2.1 Energy loss rates

The electron energy loss rate, \( \gamma \), in an expanding jet irradiated by a companion star and an accretion flow has in general five components. These are due to the adiabatic, synchrotron, BBC, SSC and XC processes, with the corresponding rates denoted below by \( \gamma_{\text{ad}}, \gamma_{\text{SY}}, \gamma_{\text{BBC}}, \gamma_{\text{SSC}} \) and \( \gamma_{\text{XC}} \), respectively.

The adiabatic loss rate (see also Appendix A) is given by

\[ -\gamma_{\text{ad}} = \frac{2}{3} \frac{d \ln r_j(\xi)}{d \xi} \frac{d \delta}{d \gamma} (1/\gamma - 1/\gamma_m), \]

where \( \delta \) is the time in the comoving frame. In a conical jet

\[ -\gamma_{\text{ad}} = A_{\text{ad}} \frac{\gamma - 1}{\xi}, \quad A_{\text{ad}} = \frac{2 \Gamma_j(\xi) c}{3 \gamma_m}. \]

The synchrotron loss rate can be written as

\[ -\gamma_{\text{SY}} \approx \sigma_\gamma B_j^2 (\gamma^2 - 1) \frac{1 - \exp[-\tau_\perp(y, \xi)]}{6 \pi m_e c} \tau_\perp(y, \xi), \]

\[ \tau_\perp(y, \xi) \equiv \sigma_\gamma(\gamma, \xi) z_m \tan \Theta_j, \]

where \( \tau_\perp \) is the radial (perpendicular to the jet axis) self-absorption optical depth, the absorption coefficient, \( \sigma_\gamma(\gamma, \xi) \), is given by equation (64), and we relate the synchrotron \( \epsilon \) and \( y \) by the \( \delta \)-function approximation, \( \epsilon = (B_j/R_j)^2 \). The term involving \( \tau_\perp \) follows from the equation of radiative transfer and the relation between \( \gamma_{\text{SY}} \) and the corresponding emissivity. The optical depth here should have been averaged over the jet cross-section and all directions, but here we use \( \tau_\perp \) for simplicity. The second term above can also be approximated in a simpler form as \((1 + \tau_\perp)^{-1} \). For \( B_j(\xi) = B_0(\xi) \), equation (5), we therefore rewrite the synchrotron energy loss rate as

\[ -\gamma_{\text{SY}} \approx \frac{A_{\text{SY}}(y^2 - 1)}{\xi^2 (1 + \tau_\perp(y, \xi))}, \quad A_{\text{SY}} = \frac{\sigma_\gamma B_j^2}{6 \pi m_e c}. \]

The loss rate due to Compton scattering of stellar blackbody photons is

\[ -\gamma_{\text{BBC}} = \frac{A_{\text{BBC}}(\xi)(y^2 - 1)}{1 + \xi^2 z_m^2 a^2}, \]

\[ A_{\text{BBC}}(\xi) = \frac{8 \pi^2 (k T_j)^2 \gamma^5 f_{\text{K}} \sigma_T n_0(y, \xi)}{45 m_e c^2 h^3} \left[ \frac{r_0}{a D_j(\xi)} \right]^2, \]

where \( f_{\text{K}} \) is the Klein–Nishina (KN) correction factor (=1 in the Thomson limit) and \( \sigma_T \) is the Thomson cross-section. This formulation of BBC losses uses \( \gamma \) averaged over all the directions of electrons, assuming the efficient particle isotropization (note that the electrons moving towards the star lose the energy faster than the ones moving in the opposite direction). We note here that \( A_{\text{BBC}} \), rather than being a constant, includes the dependence of \( D_j \), on \( \xi \). However, this dependence is monotonic, and weak as long as \( \beta_j \) is not close to 1.

\[ \frac{1}{\Gamma_j}\frac{d \xi}{d \tau} = 1 - \frac{\beta_j(\xi) z_m/a}{(1 + \xi^2 z_m^2 a^2)^{1/2}} \simeq \left\{ \begin{array}{ll} 1, & \xi \ll a/z_m; \\ 1 - \xi/z_m, & \xi \gg a/z_m. \end{array} \right. \]

Thus, it does not affect dominant functional dependence of \( \gamma_{\text{BBC}}(\xi) \).

Also, \( A_{\text{BBC}} \) includes the factor \( f_{\text{K}} \), which depends on \( \xi \) and \( \gamma \) outside the Thomson regime. We define it as the ratio of \( \gamma_{\text{BBC}} \) using the KN cross-section to that in the Thomson limit. For \( \gamma > 1 \), it can be obtained from integration of the KN loss rate of Jones (1968),

\[ -\gamma_{\text{KN}} = 3 \sigma_T c \gamma \int_0^\infty \frac{d e_0}{q} n_0(e_0, \xi) \left[ \left( \frac{q}{2} + \frac{6}{q} \right) \ln(1 + q) \right. \]

\[ - \left. \frac{11q^2/12 + 2q^2 + q}{(1 + q)^2} - 6 + 2 Li_2(-q) \right], \]

where \( q = 4\pi e_0, Li_2 \) is the dilogarithm, and \( n_0 \) is the density of seed photons at \( \xi \) and \( e_0 \) (in the jet frame). An approximate form of \( \gamma_{\text{KN}} \) for low \( \gamma \) can be obtained by multiplying it by \( 1 - \gamma^2 \), analogously to the case of the Thomson rate.

In the case of stellar emission, we approximate the star as a point source, in which case the photon beam arriving at the jet is monodirectional, in which case \( n_0 = n_0/c \). Stellar photons in the jet frame have a diluted blackbody distribution,

\[ n_{bh}(e_0, \xi) = \left( \frac{m_e c^3}{h} \right) \left( \frac{r_0}{a} \right)^2 \frac{2 \pi e_0^2 D_j^2}{\exp(e_0/\Theta) - 1} \text{ cm}^{-3}, \]

where \( \Theta \equiv k T_j/(m_ec^2 D_j) \). The geometric dilution factor with respect to the blackbody density is given by \( \Delta \Omega/4\pi = (r_0/2r_\gamma)^2 \), where \( \Delta \Omega \) is the solid angle subtended by the star; it can also be obtained from the relation between the flux at \( r \) and the specific intensity from a uniformly emitting sphere. In addition, the substitution (3) has been applied. Note that \( \Theta \), \( \Omega \) and \( D_j \) depend on \( \xi \).

In Fig. 2, we show \( f_{\text{K}} \) for the stellar temperature of the donor in Cyg X-1 at \( \xi > a/z_m \) (where the Compton cooling may dominate), in which case \( D_j = 2 \), and the photons have the temperature of \( T = T_\gamma/2 \) in the jet frame. We see that this \( f_{\text{K}} \) is very similar (within ±10 per cent in the considered range of \( \gamma \)) to that for monoenergetic photons at the average blackbody energy of 2.7kT. (Another approximation to \( f_{\text{K}} \) for blackbody photons is provided.)
by Bosch-Ramon & Khangulyan 2009.) We also see in Fig. 2 that the Thomson approximation for the above parameters is satisfactory for $\gamma \lesssim 10^4$.

Then, we use equation (16) to calculate $\gamma_{SSC}$. In this case, the seed photon density is that of synchrotron photons, $n_s$, as given by equation (72) below.

To calculate $\gamma_{SSC}$, we need to consider the emission of an accretion flow. That flow usually consists of an optically thick accretion disc and a hot flow. The local emission of an accretion disc corresponds to

$$\frac{d\epsilon_D(\epsilon, r_d)}{d\Omega} = \left( \frac{m_c c}{\hbar} \right)^3 \frac{1}{f^3} \exp \left[ \frac{2\epsilon_d^2}{f} \right] - 1 \text{ cm}^{-3} \text{ sr}^{-1},$$

where $\epsilon_d$ is the dimensionless photon energy in the rest frame, $\Theta_d \equiv kT_d / m_c c^2$ is the dimensionless local colour temperature and $f$ is the colour correction, which is typically $\approx 1.7-2$ (Shimura & Takahara 1995). The disc extends from $r_{in}$ to $r_{out}$, and the temperature depends on the radius, $r_d$,

$$T_D(r_d) = T_{in} \left( \frac{r_d}{r_{in}} \right)^{-3/4},$$

where $T_{in}$ is the maximum disc temperature. Here, we have neglected the inner boundary condition, which can be trivially taken into account for $R_{in}$ close to the innermost stable orbit. The observed flux is given by

$$F_D(E) = \frac{2\pi c E \cos i}{m_c c^2 D^2} \int_{r_{in}}^{r_{out}} d\epsilon D_{\epsilon}(\epsilon, r_d) \frac{d\epsilon_D(\epsilon, r_d)}{d\Omega},$$

whereas the disc blackbody photon density in the jet frame is

$$n_D(\epsilon_0, z) = 2\pi \int_{r_{in}}^{r_{out}} d\epsilon D_{\epsilon}(\epsilon, r_d) \frac{d\epsilon_D(\epsilon, r_d)}{d\Omega}, \quad r_d = z (\mu_d^{-1} - 1)^{1/2},$$

where $\mu_d$ and $\mu_{out}$ correspond to $r_{in}$ and $r_{out}$, respectively. We can then substitute equation (21) in equation (16). Note that the contribution to the jet-frame density from outer disc regions is, on one hand, reduced due to the small solid angle subtended per unit $r_d$ [as compared to the density of photons in the observer’s direction, for which equation (20) would have a factor of $\mu^{-3}$ if written as an integral over $\mu$], and, on the other hand, enhanced due to relativistic beaming. The disc emission in the jet frame has also been treated in a number of papers, e.g. Ghisellini & Tavecchio (2009) and Dermer et al. (2009).

Then we describe the emission of the hot flow by an $e$-folded power law with a Rayleigh–Jean form at low energies, which approximates thermal Comptonization of the inner disc emission,

$$F_X(E) = \frac{K_X}{\Gamma_X} \left( \frac{E}{\Gamma_X} \right)^{-\alpha_X} \exp \left( \frac{\Gamma_X}{E} \right),$$

where $\alpha_X$ is the energy index, $E_0 \sim kT_{in}$, $E_c$ is the $e$-folding energy and $K_X$ is the normalization. We assume the size of the hot flow is $\ll z_m$, in which case its emission forms a monodirectional beam incident on the jet from below, and the Doppler factor of equation (4) becomes $D_X = D_0(\mu_d = 0) = \Gamma_1(1 + \beta_1)$. Then, the seed photon density in the jet frame equals

$$n_X(\epsilon_0, \xi) = \frac{D^2}{c z_m^2 D_X \epsilon_0} F_X \left[ D_X \epsilon_0 m_c c^2 \right].$$

We note that Ghisellini & Tavecchio (2009) calculate instead the total energy density of the X-ray photons in the jet frame. That energy density can be used for calculating $\gamma$ only in the Thomson limit, whereas the X-rays are usually deep in the KN limit for the relativistic electrons responsible for high-energy jet emission.

### 3.2.2 The electron kinetic equation and its solutions

We assume that the steady-state electron distribution per unit volume in the emission region, $N$, follows the continuity equation in both spatial and energy dimensions with the injection of electrons at the rate of $Q(\gamma, z)$, distributed within the entire volume of a jet. We first consider a general case of an axially symmetric jet with arbitrary profiles $r_j(\xi)$, $\beta_j(\xi)$, and $\gamma(\gamma, \xi)$,

$$\frac{1}{z_m r_j(\xi)} \frac{d}{d\xi} \left[ \Gamma_j \beta_j(\xi) c r_j(\xi)^2 N(\gamma, \xi) \right] + \frac{\partial}{\partial \gamma} [\gamma(r_j(\xi)) N(\gamma, \xi)] = Q(\gamma, \xi).$$

The first term in equation (24), describing spatial advection, corresponds to the divergence in a spherical geometry, $\nabla \cdot \mathbf{v}$. The second term describes advection in the energy space due to energy losses (Kardashev 1962). The continuity equation (24) neglects spatial and momentum diffusion of the radiating particles, but these are relatively minor effects within the emission-dominated jet regions. We note that equation (24) can also be used for acceleration at the jet base only, in which case $Q$ is given by a $\delta$-function in $\xi$.

To solve this equation, it is convenient to introduce dimensionless distributions integrated over the jet cross-section,

$$\tilde{N}(\gamma, \xi) \equiv \pi \Gamma_j \beta_j(\xi) c z_m r_j(\xi)^2 N(\gamma, \xi),$$

$$\tilde{Q}(\gamma, \xi) \equiv \frac{\pi}{c} \Gamma_j \beta_j(\xi)^2 \beta_j(\xi) z_m c N(\gamma, \xi),$$

and the dimensionless loss rate per unit $\xi$,

$$\gamma_\xi = \frac{d\gamma}{d\xi} = \frac{\gamma z_m}{c \Gamma_j \beta_j(\xi)}$$

Then, equation (24) can be rewritten as

$$\frac{\partial}{\partial \xi} \tilde{N}(\gamma, \xi) + \frac{\partial}{\partial \gamma} \left[ \gamma_\xi \tilde{N}(\gamma, \xi) \right] = \tilde{Q}(\gamma, \xi),$$

which has the same form as corresponding equations in Moderski, Sikora & Bulik (2000), Moderski et al. (2003) and Stawarz et al. (2008).
A non-relativistic version of equation (27) was considered by Khangulyan et al. (2008). (However, it appears that the injection rate in their equation (17) should not be multiplied by the velocity.) Some versions of equation (27) have also been used by Vila et al. (2012) and Reynoso et al. (2012) to describe the evolution of the electron distribution per unit volume in a conical jet. They, however, appear incorrect, as then equation (24) should be used.

In solving equation (27), we use the fact that an electron with a Lorentz factor \( \gamma \) at a height \( \xi \) has a unique dependence at other heights, \( \xi' \), given by \( \gamma'(\gamma, \xi; \xi') \). Here, the first pair of arguments denote the reference values, and \( \xi' \) is the main argument of \( \gamma' \). It is given by the solution of the differential equation

\[
d\gamma' \over d\xi' = \gamma'(\gamma', \xi')
\]

with the boundary condition of \( \gamma' = \gamma \) at \( \xi' = \xi \). We note that there may be a minimum value of \( \xi' \geq 1 \) for which the above solution exists, which we denote as \( \xi_{\text{min}}(\gamma, \xi) \). The solution of equation (27) satisfying the null boundary condition at \( \xi = 1 \) can then be obtained using the method of characteristics (cf. Stawarz et al. 2008) as

\[
\hat{N}(\gamma, \xi) = \exp \left\{ -\int_{\xi_{\text{min}}(\gamma, \xi)}^{\xi} d\xi' \frac{\partial \gamma'(\gamma', \xi; \xi')}{\partial \gamma'} \right\} \times \int_{\xi_{\text{min}}(\gamma, \xi)}^{\xi} d\xi' Q[\gamma'(\gamma, \xi; \xi'), \xi'] \times \exp \left\{ \int_{\xi_{\text{min}}(\gamma, \xi)}^{\xi} d\xi' \frac{\partial \gamma'(\gamma, \xi; \xi')}{\partial \gamma'} \right\}. \tag{29}
\]

The derivative of \( \gamma' \) can be calculated analytically for adiabatic and synchrotron losses as well as for the KN losses on blackbody radiation approximated as monoenergetic radiation (see below). Then, the terms in \( \partial \gamma / \partial \gamma' \) corresponding to the adiabatic and synchrotron cooling may be integrated analytically, but the KN term needs to be integrated numerically. Thus, a numerical solution of equation (29) involves single and double numerical integrations over \( \gamma' \) also calculated numerically as the solution of the ordinary differential equation (28). In addition, \( \xi_{\text{min}} \) needs to be calculated numerically, but only once for given \( \gamma \) and \( \xi \). If KN cooling involves more complex soft photon spectra, e.g. of the accretion disc, there will be one additional internal numerical integration of the KN cooling rate (16) over that spectrum, i.e. the solution will involve a triple numerical integral. Alternatively, equation (27) can be solved numerically.

However, the solution can be greatly simplified in the case of adiabatic losses and radiative losses being only synchrotron and Thomson with arbitrary dependences on \( \xi \). For that, we use the results of Stawarz et al. (2008) given in their equations (A3)–(A8). From equation (8), \( \gamma_t \) for adiabatic losses is

\[
\gamma_{t, \text{ad}}(\gamma, \xi) = -\frac{2}{3} \frac{d}{d\xi} \ln r_t(\xi) (\gamma - 1/\gamma), \tag{30}
\]

and \( \gamma_t \) for optically thin synchrotron and Thomson losses equals

\[
\gamma_{t, \text{rad}}(\gamma, \xi) = -c_t(\xi) U(\xi)(\gamma^2 - 1), \quad c_t(\xi) \equiv \frac{4\pi\zeta_m}{3m_e c^2 T c(\xi)}. \tag{31}
\]

where \( U(\xi) \) is the sum of the radiation and magnetic energy densities. Equation (28) can then be solved for \( \gamma' - 1 \). Its somewhat simpler solution for \( \gamma' \gg 1 \) with the boundary condition of \( \gamma' = \gamma \) at \( \xi' = \xi \) is

\[
\gamma'(\gamma, \xi; \xi') = \frac{\gamma_0(\xi')}{1 - \gamma \int_{\xi}^{\xi'} d\xi' c_t(\xi) U(\xi') (\gamma(\xi') - \gamma(\xi))]^{1/3}. \tag{32}
\]

Then, equation (A8) of Stawarz et al. (2008) for the boundary condition of \( \hat{N}(\gamma, 1) = 0 \) gives the solution

\[
\hat{N}(\gamma, \xi) = \frac{1}{\gamma^2 r_t(\xi)^{1/3}} \int_{\xi_{\text{min}}(\gamma, \xi)}^{\xi} d\xi' Q[\gamma'(\gamma, \xi; \xi'), \xi'] \gamma'(\gamma, \xi; \xi')^2. \tag{33}
\]

From equation (32), \( \xi_m \) is the maximum of 1 and the solution of

\[
\gamma(\gamma, \xi; \xi') = \frac{\gamma_0(\xi')}{1 + 2\gamma'} \left\{ \frac{5 A_{\text{ad}}(\xi')}{2 A_0(\xi')^2} - 1 \right\}. \tag{34}
\]

\[
\gamma'(\gamma, \xi; \xi') = \gamma^2 \gamma_{\text{adv}}^{-2/3} \left\{ \frac{5 A_{\text{ad}}(\xi')}{2 A_0(\xi')^2} - 1 \right\}, \tag{35}
\]

where \( \gamma_r \) is the break Lorentz factor at which the steepening of the electron distribution due to radiative cooling occurs (though it can be <1), and \( \gamma_{\text{adv}} \) is the Lorentz factor at which a break occurs due to advection. This break occurs due to the presence of the boundary at \( \xi = 1 \), which changes the formula for the lower integration limit in equation (33) at \( \gamma_{\text{adv}} \).

As stated above, inclusion of radiative cooling causes values of \( \gamma \) at some \( \xi \) to become independent of those at low values of \( \xi' \). This is illustrated for the present case in Fig. 3. We see that a large enough value of \( \gamma(\xi) \), i.e. above the converging line in Fig. 3, cannot correspond to any \( \gamma' \) at \( \xi' = 1 \), and instead has to be due to the evolution of electrons injected at \( \xi' < \xi_m > 1 \).

We also consider in more detail a power-law injection, equation (7), for \( g(\xi) = Q_0 \xi^{-3} \),

\[
Q(\gamma, \xi) = \begin{cases} 0, & \gamma < \gamma_0; \\ \frac{Q_0 \xi^{-3} \gamma^{-p} r_{\text{car}}(\gamma, \gamma_0)}{1 - \gamma^{-p}}, & \gamma > \gamma_0, \end{cases} \tag{36}
\]

\[
Q_0 = \frac{\pi c T c}{\zeta_m} \tan^2 \theta_J Q_0. \tag{37}
\]

For \( \gamma > \gamma_m > 1 \), and neglecting the high-energy cutoff, equation (33) can be integrated to

\[
\hat{N}(\gamma, \xi) = \frac{Q_0(\xi)}{2(\gamma_0 - 1)} \times \left\{ \frac{\xi'/\xi}{(1 + 2\gamma')^{1/3}} \right\}^2 \times \left\{ \frac{2 - p - 2p}{5} - \frac{7 - 2p}{5} - \frac{(\xi'/\xi)^{-1}}{1 + \frac{2\gamma_m^2}{2p}} \right\} \left\{ \frac{\xi' - \xi_m}{\xi' - \xi} \right\}^2. \tag{38}
\]
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where $_2F_1$ is the Gauss hypergeometric function. When $A_S = 0$, i.e. there are only adiabatic losses, the solution simplifies to

$$\tilde{N}(\gamma, \xi) = \frac{3\tilde{Q}_0\gamma^{-2}}{2(p-1)} \left(1 - \xi^{2(p-1)}\right).$$

(41)

When $p = 2$, the solution with optically thin synchrotron losses simplifies to

$$\tilde{N}(\gamma, \xi) = \frac{3\tilde{Q}_0\gamma^{-2}}{2} \left(1 - \xi^{2/3}\right).$$

$$\gamma \leq \gamma_{\text{adv}}(\xi);$$

$$\gamma > \gamma_{\text{adv}}(\xi), \quad \upsilon_m \equiv \frac{\xi_m}{\xi}.$$

(42)

Note that the case of $\gamma \leq \gamma_{\text{adv}}$ is purely adiabatic, of equation (41). Except for $\xi \sim 1$, the case of $\gamma > \gamma_{\text{adv}}$ steepens to $\propto \gamma^{-3}$ in the cooled regime,

$$\tilde{N}(\gamma, \xi) \approx \frac{3}{2} \tilde{Q}_0\gamma^{3-p}, \quad \gamma \gg \gamma_b.$$  

(43)

Another case of interest is $p = 3$, for which the solution is

$$\tilde{N}(\gamma, \xi) = \frac{3\tilde{Q}_0\gamma^{-3}}{4} \left[1 - \xi^{3/5} + \frac{2\gamma}{5\gamma_b} \left(5 - 4\xi^{-1/3} - \xi^{4/3}\right)\right].$$

(44)

The hypergeometric function in equation (40) encounter complex infinity at $p = 7/2$; although the result after the subtraction is finite, this causes a numerical difficulty. To avoid this problem, equation (33) can be analytically integrated for this $p$, yielding a relatively simple formula.

The exact solutions of the kinetic equation discussed above can be compared to the local solution of equation (27), i.e. without the spatial advection term

$$N_0(\gamma, \xi) = \frac{-1}{\gamma(\gamma, \xi)} \int_\gamma^\infty d\gamma' Q(\gamma', \xi).$$

(45)

The effect of the synchrotron self-absorption process can in this case be taken into account using the approximations of equation (12). The equation for $N_0$ becomes then a quadratic one with the coefficients of

$$a' = -(\gamma_{\text{ad}} + \gamma_c)A_T, \quad b' = -\gamma_{\text{adv}} + c' A_T, \quad c' = -\int_\gamma^\infty d\gamma' Q.$$  

(46)

$$A_T = \frac{C_2\pi\sigma_l B_c z_m \tan \theta_l}{2\alpha_l (B\gamma)^{p-4}},$$

(47)

where $\gamma_c$ and $\gamma_{\text{adv}}$ are the energy loss rates for all the Compton processes and all the optically thin radiative and adiabatic processes, respectively, and $C_2$ is defined below, equation (64). Note that while $a' > 0$ and $c' < 0$ always, the sign of $b'$ changes between the optically thick and thin regimes. The effect of self-absorption on $N_0$ is important if $\gamma_b \gg \gamma$, the Lorentz factor corresponding to the turnover energy, equation (69).

For the injection parametrized as in equation (38) and the loss term with no synchrotron self-absorption as given by equation (35), the solution is

$$N_0(\gamma, \xi) = \frac{Q_0\max(\gamma, \gamma_{\text{m}})^{3-p} f_{\text{adv}}(\gamma, \gamma_{\text{m}})}{A_{\text{adv}}(p-1)\xi^{2/3}[1 + \gamma(\gamma_{\text{m}})]},$$

(48)

where $f_{\text{adv}}$ denotes the high-energy cutoff resulting from integration of $\gamma^{-2}Q_{\text{adv}}$. In the adiabatic case, i.e. $\gamma_b \gg \gamma_M$, and for $\gamma > \gamma_M$, this local solution is the same as the adiabatic one with advection, equation (41), except for the boundary term, $\gamma \equiv \xi^{-2}$. Thus, except for the vicinity of $z_m$, advection is not important for adiabatic cooling at $q \propto \xi^3$. When we increase the cooling by including radiative losses, we can also expect the two solutions to be ever closer to each other at high $\xi$. We confirm it numerically, and find that indeed advection plays an important role only for relatively low $\xi$ and low $\gamma$.

Fig. 4 presents a comparison of the exact solutions to the advection-losses kinetic equation with the local solutions, for various electron injection spectra. We see that the two solutions are rather close to each other at large enough $\xi$, roughly at $\xi \gtrsim 10$. At lower $\xi$, the null boundary condition at $\xi = 1$ causes the advective solution to be significantly lower than the cooling one at low $\gamma$. Then, the change of the formula for $\upsilon_m$ at $\gamma_{\text{adv}}$ leads to the appearance of a spectral break/kink in addition to the cooling break. The reason for it is the presence of the lower boundary of the dissipation region at $\xi = 1$. We see that $\gamma_{\text{adv}}$ decreases with increasing $\xi$. On the other hand, the cooling break scales with the jet height in the opposite way, namely $\gamma_b \propto \xi$. We find $\gamma_{\text{adv}} = \gamma_b$ at $\xi \approx 1.22$. Thus, $\gamma_{\text{adv}} < \gamma_b$ except for $\xi \sim 1$. At $\xi \gtrsim 10$ and $p = 2$, the local solution is higher than the advective one by at most $\sim 25$ per cent, and the agreement improves with increasing $p$. Even at low values of $\xi$, the advective solution approaches the cooling one at high values of $\gamma$ (which are important for high-energy emission), due to the increasing strength of cooling causing the solution to be increasingly more local. These considerations show that for our chosen form of $Q(\gamma, \xi)$, advection represents a relatively small correction.

In some cases, e.g. in the jet of Cyg X-1, $\gamma_{\text{SSC}}$ and $\gamma_{\text{XC}}$ are negligible (Zdziarski et al. 2014), but $\gamma_{\text{BBC}}$ is not. If $\xi_M \approx 1$ and self-absorption are negligible, the local solution is represented by equation (48) but with $\gamma_b$, given by

$$\gamma_b(\xi) \approx A_{\text{adv}} \xi \left[A_s + \frac{A_{\text{BBC}}(\xi)}{\xi^{-2} + \xi^2/\xi_M}\right]^{-1}.$$

(49)

If $1 \ll A_s/A_{\text{BBC}} \ll (a^2/z_m)^2$ (as, e.g. in the case of Cyg X-1; Zdziarski et al. 2014), we can roughly approximate $\gamma_b(\xi)$ as

$$\gamma_b(\xi) \approx \frac{\xi}{\xi_b}, \quad \xi_b \approx \frac{\xi}{\xi_b} \left\{\begin{array}{ll}
\xi \ll \xi_1 & [A_s/A_{\text{BBC}}(\xi) = 0]/\xi_1]; \\
\xi \approx \xi_1 & (1 - \beta_1^2)\xi/\xi_M/\xi_1; \\
\xi \gg \xi_1 & (\xi_1/\xi_2)^2\xi_2, \quad \xi_2 \ll \xi \ll \xi_1 \approx \xi_M \approx \xi_M/\xi_M.
\end{array}\right.$$

(50)
Figure 4. Comparison of the exact solutions to the advection-losses kinetic equation (solid curves) with the local solutions (dashed curves), for $A_S/A_{ad} = 0.03$. The index of the injected electrons is (a) and (b) $p = 2$, (c) $p = 1.5$ and (d) $p = 2.5$. The green and magenta (shown only for $p = 2$) and black, blue, red curves correspond to $\xi = 10^{1/3}, 10^{2/3}, 10^1, 10^2, 10^3$, respectively. The values of $\gamma_b$ are $\simeq 33\xi$, and those of $\gamma_{adv}$ are at the positions of the kinks in the distributions. The normalization corresponds to $\tilde{Q}_0 = 1$.

where $\gamma_{b0} \equiv A_{ad}/A_S$, and the dominant losses in the three distinct jet regions discerned in the above are synchrotron, approximately constant BBC, and spatially diluted BBC, respectively. We see that $\tilde{N}_0$ has an approximate form of a broken power law, with $\tilde{N}_0(\gamma, \xi) \propto \gamma^{-p}$ at $\gamma \ll \gamma_b$, and $\tilde{N}_0(\gamma, \xi) \propto \xi^{\gamma-1} \gamma^{-p}$ at $\gamma \gtrsim \gamma_b$. Note that if $\gamma_b$ is either $<1$ or $>\gamma_M$, the distribution becomes an approximate single power law with a cutoff.

3.2.3 Equipartition and jet power

We denote the pressure ratio between relativistic electrons and jet magnetic field by $\beta_{eq}$. Then

$$\beta_{eq}(\xi) \equiv \frac{u_e(\xi)/3}{p_B} = \frac{m_e c^2}{3 p_B} \int d\gamma (\gamma - 1) N(\gamma, \xi),$$

(51)

where $u_e$ is the energy density of the relativistic electrons, and the pressure of the magnetic field is given by

$$p_B = \begin{cases} \frac{B^2}{8\pi}, & \text{completely ordered } B; \\ \frac{B^2}{24\pi}, & \text{completely tangled } B. \end{cases}$$

(Leahy 1991). We also calculate the magnetization parameter,

$$\sigma_{eq} \simeq \frac{u_B + p_B}{w}, \quad w = u_i + \frac{4}{3} u_e \geq n_{e,rel} m_p c^2 + \frac{4}{3} u_e,$$

(53)

where $w$ is the proper particle enthalpy, $u_B = B^2/8\pi$ is the magnetic energy density, $u_i$ is the ion energy density including their rest mass, $m_p$ is the proton mass and $n_{e,rel} \equiv \int d\gamma N(\gamma, \xi)$ is the number density of the accelerated electrons. Hereafter we assume cold protons with negligible pressure, and ignore the electron inertia and possible presence of $e^\pm$ pairs. The equality above corresponds to the minimum possible ion number density, equal to that of the relativistic electrons. Hence, the number and energy densities of relativistic electrons determined from observations provide the upper limit on $\sigma_{eq}$. For $B \propto \xi^{-1}$ in conical jets, the minimum of $\sigma_{eq}$ corresponds to the maximum of $\xi^2 n_{e,rel}$, which is achieved at $\xi_M$.

The total rate in the observer frame at which relativistic electrons are injected into the jet+counterjet of constant velocity is

$$R_{inj} = 2\pi \zeta_{b0}^3 \tan^2 \Theta_j \int_{\xi_m}^{\xi_M} \xi^{2} \int_{\xi_m}^{\infty} d\gamma (\gamma - 1) Q(\gamma, \xi).$$

(54)

The corresponding injected power is

$$P_{inj} = 2\pi \zeta_{b0}^3 \tan^2 \Theta_j \Gamma m_p c^2 \int_{1}^{\xi_M} \xi^{2} \int_{\xi_m}^{\infty} d\gamma (\gamma - 1) Q(\gamma, \xi).$$

(55)
We can compare $R_m$ to the flux through the jet of electrons. The density of relativistic electrons per unit jet length is maximized at $z_m$, and thus the total electron number flux is given by

$$R_e \geq 2\pi(\xi z_m \tan \theta_e)^2 n_{vac}(\xi z_m)^2 \beta_e c,$$

where the $\geq$ sign accounts for a possible presence of electrons other than those in the accelerated distribution. If $R_m > R_e$, some of the electrons need to be accelerated more than once. This is possible since electrons injected with the distribution of $Q(\gamma, \xi)$ lose energy and may be reaccelerated. The rate (56) is related to a limit on the mass flow in the jet+counterjet,

$$\dot{M}_j \geq 2\pi(\xi z_m \tan \theta_e)^2 n_{vac}(\xi z_m)^2 \beta_e m_p c.$$  

The total power in a given radiative or adiabatic process is

$$P_h = -2\pi n_e^2 \Theta_e \beta_e c^2 \int_1^\infty \int_1^\infty d\xi \sin(2\pi \xi) N(\gamma, \xi) \frac{d\gamma}{d\xi},$$

where $\gamma_0$ gives either adiabatic, synchrotron, SSC, BBC or XC loss rate and $\gamma_0 > 1$ is the minimum Lorentz factor to which the electrons are cooled in the emission region, which can be $< \gamma_m$. For $\gamma_0 = \gamma$, $P_h = P_m$.

The jet+counterjet power stored in the relativistic electrons, $P_e$, the protons (not including their rest mass), $P_p$, and the magnetic field, $P_B$, are

$$P_h(\xi) = \frac{8\pi}{3} n_e(\xi) \beta_e c(\Gamma_\xi z_m \tan \theta_e)^2,$$

$$P_e(\xi) = \frac{M_j c^2 (\Gamma_\xi - 1)}{2\pi n_e(\xi) m_p c \beta_e (\Gamma_\xi z_m \tan \theta_e)^2},$$

$$P_B(\xi) = 2\pi n_e(\xi) \beta_e c(\Gamma_\xi z_m \tan \theta_e)^2,$$

where $P_B$ is independent of $\xi$ for $B = B_0/\xi$. The equations above can be generalized to abundances other than pure H. For example, for He systems (like Cyg X-3), $m_p$ above should be replaced by $2m_p$.

Note that the jet kinetic power in particles can be written as

$$P_h = P_e + P_p = A_j Q_0 \tan^2 \theta_j,$$

where $A_j$ follows from equations (59) and (60). This implies $Q_0 \propto \tan^{-2} \theta_j$. Then the optically thin part of $P_h$, see equations (58) and (10), is $\propto P_{\text{tot}}$, and thus independent of $\theta_j$. The same holds for the BBC process, where $P_{\text{BBC}} \propto Q_0 \tan^2 \theta_j \propto P_{\text{tot}}$. On the other hand, equations (70), (72) and (73) imply that $P_{\text{SSC}} \propto Q_0^2 \tan^3 \theta_j \propto P_j^2 / \tan \theta_j$, i.e. $P_{\text{SSC}}$ increases with decreasing $\theta_j$.

4 SPECTRA

4.1 Synchrotron

In the $\delta$-function approximation, $\epsilon \simeq \gamma^2 B / B_{cr}$, the synchrotron emissivity for a broad distribution of electrons is

$$j_s(\epsilon, \xi) \simeq \frac{C_s(z) \pi c \beta_e B_{cr}^2}{48 \pi^3} \left( \frac{B_{cr}}{B} \right)^{1/2} \left( \frac{\epsilon}{B_{cr}} \right)^{1/2} N \left( \sqrt{\frac{\epsilon B_{cr}}{B}} \xi \right),$$

where $C_s(z)$ is a (weak) function of the local power-law index, $x$, matching the corresponding ultrarelativistic formula for power-law electrons (ZLS12). Since $N$ is given by the solution of the kinetic equation including radiative cooling, we have $p \lesssim s \lesssim p + 1$.

The synchrotron emission is accompanied by self-absorption, where coefficient in the $\delta$-function approximation can be written as

$$\alpha_s(\epsilon, \xi) \simeq \frac{C_s(z) \pi c \beta_e B_{cr}}{24 \pi^3} B_{cr} \left( \frac{\epsilon}{B_{cr}} \right)^{1/2} N \left( \sqrt{\frac{\epsilon B_{cr}}{B}} \xi \right),$$

where $C_s(z)$ is a (weak) function of $s$ matching the corresponding ultrarelativistic formula for power-law electrons, analogously to the case of emission.

Hereafter, we assume a conical jet with constant speed and conserved magnetic energy flux, equation (5). We define the optical depth along the line of sight through the jet or counterjet

$$\tau_s(\epsilon, \xi, \psi) = \frac{2\pi n_e(\xi) z_m \tan \theta_e}{D_j \sin i} (1 - \epsilon^2)^{1/2},$$

where $\psi = x/(\tan \theta_j)$, $x$ is a coordinate perpendicular to $z$, and we note that $\sin(\pi - i) = \sin i$ for the counterjet. As a simplification, we calculate here $\tau_s$ along its path using the values of $N$ and $B$ at the height $h$, which is a good approximation for narrow jets.

In the case of the local solution, equation (45), the maximum of $\tau_s$ is reached at $\xi = 1$. However, the solution for $N$ including advection is obtained with the null boundary condition at $\xi = 1$, and thus $\tau_s(\xi = 1)$ is also null. The maximum is then achieved at slightly higher values of $\xi$. For example, for the advective solution with dominant adiabatic losses, equation (41), $\tau_s$ is maximized at

$$\xi_j = (7p + 8)/(3p + 12)^{3/2} \approx 1.25 - 1.41,$$

for $p = 3.5 - 1.5$. Addition of radiative losses reduces $\xi_j$. Thus, we find numerically $\xi_j$ for solutions with advection, while $\xi_j = 1$ for local solutions.

Note that due to the relativistic length transformation, $\tau_s$ is different for the jet and counterjet even for the same $\epsilon$. We thus define the turnover energy, $\epsilon_{\text{to}}$, for the jet,

$$\epsilon_{\text{to}} = D_j \epsilon_{\text{to}} m_e c^2,$$

based on an observed value of $\epsilon_{\text{to}}$.

The jet synchrotron flux taking into account both emission and absorption can be expressed as an integral over the synchrotron source function, $j_s / \alpha_s$, see Heinz (2006) and ZLS12. However, we need now to take into account that the electron distribution, $N$, is not a single power law. As follows from equations (63) and (64), $j_s / \alpha_s$ is independent of $N$. Thus, we only need to modify $\alpha_s$ to take into account the actual form of $N$. This results in the synchrotron flux from a conical jet or counterjet

$$F_s(E) = \left( \frac{m_e c}{h} \right)^3 c \frac{C_s(z) \pi c \beta_e B_{cr}^2}{3 \pi^3} \frac{1}{2} \sin i \left( \frac{B_{cr}}{B} \right)^{1/2} \times \int_{t_m}^{t_0} \int_{t_{m1}}^{t_{m2}} d\xi d\psi \left[ 1 - \exp \left\{ -\tau_s(\epsilon, \xi, \psi) \right\} \right],$$

where $\tau_s$ is given by equation (65). If $N$ is a single power law, $\tau_s$ is given by the simple form used by ZLS12. The photon energies $E$ and $\epsilon$ are related by equation (2). (Note that the variable $\xi$ in ZLS12 = $\xi / \epsilon_{\text{to}}$ in our notation.) The second term of the lower limit of the integral (67) expresses the condition of $\gamma > \gamma_0$ of the emitting electrons. It implies that photons at some low energies can be emitted only high up in the jet (in the $\delta$-function approximation to the synchrotron emissivity). Hereafter, the transformation from

\footnote{Notice that the treatment of the counterjet emission in ZLS12 contains some inaccuracies due to their neglect of the difference of the observed turnover energy between the jet and counterjet.}
the jet frame to the observer’s frame is for a continuous jet, see Sikora et al. (1997).

Based on equation (67), we can also determine the observed brightness temperature. We define it through the relation \( dF(E) = I(E)d\Omega \), where now \( d\Omega = d\varepsilon d\sin \theta d^2 \) and \( I \) is the specific intensity, which we set equal to the blackbody intensity at the temperature \( T_b \) in the Rayleigh–Jeans limit. This yields the brightness temperature in units of \( m_e c^2 \) of

\[
\Theta_b(E, \varepsilon, \psi) = \frac{C_1}{C_2} \frac{D_{\gamma,1} \gamma'(\varepsilon)}{6} \left[ 1 - \exp \left( -\tau_b(\varepsilon, \xi, \psi) \right) \right],
\]

where \( \gamma = (\varepsilon B_0^2 / B_0)^{1/2} \) is the Lorentz factor (for \( \gamma \gg 1 \)) corresponding to synchrotron emission at \( \varepsilon \). We can see that the maximum \( \Theta_b \) is reached close to the local turnover energy, \( \varepsilon(\xi, \varepsilon, 0) = 1 \). The Lorentz factor corresponding to \( \varepsilon_i \) is given by

\[
\gamma(\varepsilon) = \left[ \frac{B_0 \varepsilon_i(\xi)}{B(\xi)} \right]^{1/2},
\]

and \( \gamma > \gamma(\varepsilon) \). Since the synchrotron energy loss is suppressed below \( \gamma_0 \), equation (10), \( N(\gamma, \xi) \) will be adiabatically cooled in most cases, \( N(\gamma, \xi) \propto \xi^{-2} \gamma^{-p} \), which, with \( B \propto \xi^{-1} \), imply \( \varepsilon_i \propto \xi^{-1} \) and \( \gamma(\varepsilon) \propto \gamma_0 \). With these relations, we find that at \( \psi = 0 \), the maximum of \( \Theta_b \) is achieved at \( \gamma \approx (0.83–0.86) \gamma_0 \), for \( \gamma = 1.3–4.0 \), for which \( (C_1/C_2)[\gamma / \gamma_0] \approx 1 - \exp (\gamma - \gamma_0) \approx (0.39–0.095) \gamma_0 \).

When \( E / E_0 \gg 1 \), the effect of absorption can be neglected. An optically thin steady-state flux from any process for a continuous conical jet or counterjet with constant speed is given by

\[
F(E) = \frac{\pi D_{\perp,1}^2 \tan^2 \theta \Theta_b c^2}{m_e c^2 D^2} \int_1^{\infty} d\xi \xi^2 j(\varepsilon, \xi),
\]

where \( j \) can also depend on the direction of emission. The above equation can be obtained, e.g. by expanding equation (18) of ZLS12 for \( \tau \to 0 \).

Equations (67) and (70) readily yield vertical profiles of the synchrotron flux at a given energy. In the optically thin case, we use \( j(\varepsilon, \xi) \) and \( N(\gamma, \xi) \) of equations (63) and (48), respectively. The resulting slopes in three regimes are (for our assumed \( B \propto \xi^{-1} \))

\[
\frac{dF_s(E)}{d \ln \xi} \propto \begin{cases} \xi^{5/2}, & \text{self-absorbed;} \\ \xi^{(1-p)/2}, & \text{optically thin uncooled;} \\ \xi^{1-p/2}, & \text{optically thin cooled.} \end{cases}
\]

The electrons at \( \gamma \gtrsim \gamma_0 \) might approach a quasi-Maxwellian distribution due to equilibrium of synchrotron emission and absorption (de Kool, Begelman & Sikora 1989; Ghisellini, Haardt & Svensson 1998; Katarzyński et al. 2006; Belmont, Malzac & Marcowith 2008; Vurm & Poutanen 2009). However, that distribution is not achieved in the jet case since the electrons lose substantial energy adiabatically, and, depending on the parameters, in Compton upscattering. Thus, we do not consider that effect.

### 4.2 Compton

Optically thin steady-state flux from Compton scattering in a continuous conical jet or counterjet is given by equation (70). To calculate the emissivity due to this process, we need the electron distribution and the density of seed photons.

In the case of the SSC process, we need to determine the density of the synchrotron photons within the jet. Even if the magnetic field is uniform and tangled at a given \( z \), implying the synchrotron emission is locally uniform and isotropic, the synchrotron density will depend on the radius. However, we make a simplifying assumption that the density is uniform at a given \( z \), and given by

\[
n_0(\varepsilon_0, \xi) \approx 3m_e c^2 \frac{\sin \theta \varepsilon_0^2}{\varepsilon_0 \sin \theta \varepsilon_0^2 [1 + \tau_b(\varepsilon, \xi)]},
\]

where \( \tau_b \) is given by equation (11). Then, the SSC emission can be calculated exactly, using the KN formula for isotropic seed photons of Jones (1968). We use the notation of equation (17) of Zdziarski & Fjanka (2013), which yields for the first-order emission

\[
j_{\text{SSC}}(\varepsilon, \xi) = \frac{3m_e c^2}{16\pi} \int_{\gamma_0}^{\infty} d\gamma' N(\gamma, \xi) \int_{\varepsilon_0}^{\infty} d\varepsilon_0 n_0(\varepsilon_0, \xi) \left[ 1 - \frac{2\varepsilon_0^2}{\varepsilon_0^2 + \varepsilon_0^2} \right],
\]

To get all orders of Compton emission, we can replace \( n_0 \) by including the SSC photons, and solve this equation iteratively. Alternatively, we can calculate the SSC emissivity less accurately in a \( \delta \)-function approximation with the Thomson limit imposed as a step function. For that, we can use, e.g. equation (8) of ZLS12.

For the BBC and XC emission, we need to take into account the angular dependence of the emission (e.g. Jackson 1972; Dubus et al. 2010a). For BBC emission and scattering of the central X-ray source, we assume the seed photons arriving from a single direction, see Section 3.2.1. The KN rate for monoenergetic seed photons scattered from one direction into another is given by Aharonian & Atiyon (1981). We then integrate over the seed photon and electron distributions,

\[
j(\varepsilon, \xi) = \frac{3m_e c^2}{16\pi} \int_{\gamma_0}^{\infty} d\gamma' N(\gamma, \xi) \int_{\varepsilon_0}^{\infty} d\varepsilon_0 n_0(\varepsilon_0, \xi) \left[ 1 + \varepsilon m \chi + \frac{2\varepsilon_0}{\varepsilon_0^2 + \varepsilon_0^2} \right],
\]

where \( n_0 \) denotes the distribution of either blackbody or X-ray photons, given by equations (17) and (23), respectively, and \( \theta \) is the scattering angle in the jet frame. This scattering rate at a given \( \gamma \) can be analytically integrated over the blackbody spectrum, as given by equation (15) of Zdziarski & Fjanka (2013). In the case of scattering of disc photons, we also need to integrate \( n_d / \Omega \) over the solid angle subtended by the accretion disc, see Section 3.2.1.

The scattering angle in the jet (or counterjet) frame is given by

\[
\chi = \begin{cases} D_{\gamma,1} D_\psi (1 + \frac{\varepsilon_0}{\varepsilon_0} \cos \phi_0 \sin \theta \sin \phi_0 \sin \phi_0 \sin \phi_0), & \text{blackbody;} \\ D_{\gamma,1} D_\psi (1 + \frac{\varepsilon_0}{\varepsilon_0} \cos \phi_0 \sin \theta \sin \phi_0 \sin \phi_0), & \text{disc;} \\ D_{\gamma,1} D_\psi (1 \pm \cos \phi_0), & \text{X-ray source,} \end{cases}
\]

where the 0 and + sign is for the jet and counterjet, respectively, and the product of the Doppler factors was originally introduced by Dubus, Cerutti & Henri (2010b). The blackbody-integrated rate can then be integrated numerically over \( N(\gamma, \xi) \). In all cases, we integrate \( j \) over the jet length, equation (70). The SSC and XC emission are independent of the orbital phase. To get the time-average BBC emission, we integrate it over \( \phi_0 / 2\pi \).

Appendix B gives an analytical estimate of the average BBC flux in the case of Thomson-limit emission of power-law electrons. Appendices C and D give some analytical estimates of the synchrotron
and Compton emission in the Thomson limit taking into account the effect of cooling on the electron distribution.

5 PHOTON–PHOTON PAIR PRODUCTION

The jet spectrum will be attenuated in pair-producing photon–photon collisions, \( y \gamma \rightarrow e^+e^- \). There are several sources of photons potentially absorbing \( y \)-rays. One is accretion, which takes place close to the binary plane, and in which emission consists mostly of disc blackbody and Comptonization in a hot plasma [see Section 3, equations (22) and (23)]. This has been considered, e.g. by Zdziarski, Malzac & Bednarek (2009), who found that the optical depth to this process in Cyg X-1 is \( \lesssim 1 \) at any energy for \( z \gtrsim 10^3 \) cm, see their fig. 3. In the case of AGN, pair production on disc photons has been considered, e.g. by Dermer et al. (2009). Other photon sources are synchrotron and SSC (e.g. Ghisellini & Tavecchio 2009). In the case of AGN, we also need to consider absorption on photons from broad-line regions, and cosmic microwave and stellar background.

An important contribution to opacity in high-mass X-ray binaries is that from stellar photons. Pair production on those photons is important, e.g. in Cyg X-1, see Bednarek & Giovannelli (2007), Bosch-Ramon, Khangulyan & Aharonian (2008), Zdziarski et al. (2009) and Romero, Del Valle & Orellana (2010). We treat it using the formalism described in Appendix E. The optical depth, \( \tau_{y\gamma} \), strongly depends on both the orbital phase and the height along the jet. Furthermore, the BBC component is emitted anisotropically and with the emissivity strongly dependent on the height. We calculate the effect of pair absorption exactly, integrating the attenuated BBC emission over both the height and phase. On the other hand, the SSC and XC fluxes are independent of the orbital phase. Then, the SSC emission for \( p \gtrsim 2 \) and the XC radiation are emitted mostly at \( z \ll a \), and thus it can be calculated at the jet base, neglecting the dependence of \( \tau_{y\gamma}(z) \).

We note that the absorbed \( y \)-rays will produce pairs, which, in turn, may Compton upscatter the stellar radiation, thus initiating a spatially extended pair cascade, see, e.g. Bednarek (1997), Bednarek & Giovannelli (2007), Bosch-Ramon et al. (2008) and Zdziarski et al. (2009). This will give rise to emission at energies lower than those of the absorbed \( y \)-rays. However, for magnetic fields expected around a supergiant, the pairs may predominantly emit synchrotron (rather than Compton) emission (Bosch-Ramon et al. 2008). The synchrotron emission of the pairs is then negligible compared to other emission of the system. We neglect this effect in our treatment of pair absorption.

6 MODEL PARAMETERS AND SOLUTIONS

We have provided a set of equations allowing us to calculate emission of an extended jet with specified shape, magnetic field strength versus height, and the rate of acceleration of relativistic electrons as a function of the Lorentz factor and height. Some of our results are general, but most follow the assumptions given in equation (5), i.e. the jet is conical, has a constant speed, the magnetic energy flux is conserved and the power injected per unit logarithmic height is constant. Also, following equation (38), the electrons are accelerated with a power-law distribution above some minimum Lorentz factor and with a high-energy cutoff given by the balance of acceleration and synchrotron losses, equation (6). If we accept those assumptions, we can choose the parameters based on observational (e.g. radio maps, studies of binary parameters) and theoretical arguments: \( \Theta_1, \beta_1, z_m, \gamma_0 \) and \( D \).

The six free parameters of a model are then \( \eta_{\text{acc}}, Q_0, P_1, z_m, B_0 \) and \( \gamma_0 \), which can be fitted to an observed spectrum. A value of \( \gamma_0 \) can be chosen within some limits on the basis of theoretical considerations, see Section 3.1. If we have a broad-band spectrum of a jet, we can find the best fit of the parameters, and see how well the model describes the data. On the other hand, we need a minimum of five observables to determine the remaining five free parameters. As an example, we can take them as the flux in the self-absorbed part of the synchrotron spectrum, \( F_{\text{thin}}(E_{\text{thin}}) \), the turnover energy, \( E_{\text{th}} \), the energy of the high-energy cutoff in the optically thin synchrotron spectrum, \( E_\gamma \), an optically thin synchrotron flux, \( F_{\text{thin}}(E_{\text{thin}}) \), and the flux at a \( y \)-ray high energy, \( F_y(E_y) \). The solution can then be obtained using the following main relations.

(i) Equation (6), which relates \( \eta_{\text{acc}} \) to \( \rho \);
(ii) equation (66) at \( E_0 \), requiring \( \tau_{y\gamma}(E_0) = 1 \);
(iii) equation (67) for the synchrotron flux at \( E_{\text{thin}} \), requiring it equals \( F_{\text{thin}} \);
(iv) equation (70) for the flux at \( E_{\text{thin}} \), requiring it equals \( F_{\text{thin}} \);
(v) equations (73) and (74) at \( E_\gamma \), requiring the sum of the BBC, SSC and XC fluxes averaged over the orbital phase and photon–photon pair absorbed equals \( F_{\text{thin}} \).

We can solve these equations simultaneously or by iteration. Generally, the relation (i) yields \( \eta_{\text{acc}} \), (ii) gives an estimate of \( Q_0 \), (iii) relates \( B_0 \) to \( z_m \), (iv) \( F_{\text{thin}} \) strongly depends on \( p \) and \( F_y \) is strongly anticorrelated with \( B_0 \). In the absence of one of the observables, we can assume some form of equipartition, either \( \gamma_{eq} \sim 1 \) or \( \sigma_{eq} \sim 1 \). We can either use the exact formalism including electron advection, Section 3.2.2, or approximate \( N(\gamma, \xi) \) by its local form, equation (45).

If we have a solution, we can calculate its implied values of the equipartition parameters, \( \beta_{eq} \) and \( \sigma_{eq} \). These parameters define three regimes: (i) \( \beta_{eq} \lesssim 1 \), electron pressure dominates over that of the magnetic field, (ii) \( \beta_{eq} \lesssim 1 \) and \( \sigma_{eq} \lesssim 1 \), magnetic pressure dominates over that of the electrons but is not important for the jet dynamics and (iii) \( \sigma_{eq} \gtrsim 1 \), the magnetic field dominates the dynamics. Any efficient diffusive shock acceleration is expected to take place in the weak magnetization regime, \( \sigma_{eq} < 1 \).

Given the components of the jet power, Section 3.2.3, we check their physical self-consistency. For example, our assumption of a constant jet speed requires that the power injected in relativistic electrons, \( P_{\text{inj}} \) (approximately equal to the total radiated power), is \( \ll \) the jet power in particles and magnetic field, \( P_e + P_p + P_B \). The radiated power can be at the expense of the power in ions, and can be dissipated by shock acceleration, or at the expense of the magnetic field, dissipated by reconnection.

7 CONCLUSIONS

Our main results are as follows.

We have formulated a detailed model of a jet emitting in an extended height range, taking into account continuous electron acceleration along the outflow. Extended jets with distributed energy dissipation are likely to be present in the hard spectral state of black hole binaries. The synchrotron spectra from various heights are partially self-absorbed, and the superposition of them yields a radio spectrum with \( \alpha = 0 \).

Assuming power-law scaling of the electron acceleration rate, we derive the steady-state electron distribution along the jet, taking into account acceleration, adiabatic, synchrotron and Compton energy losses and advection. In the case of Compton losses being in the Thomson limit, we find the solution with advection in a form of a
single integral, and we find an analytical solution for the radiative losses dominated by optically thin synchrotron. For our general solution, we take into account the Compton losses with the KN cross-section and blackbody, synchrotron and accretion-flow seed photons.

We then derive self-consistently formulae for the photon spectra emitted locally by given steady-state electron distributions. The synchrotron spectra are calculated from the equation of radiative transfer, which gives the results valid from the self-absorbed to optically thin regimes. The condition of $\tau_s = 1$ together with the condition of excluding the flux as observed at the turnover energy relates the height and the magnetic field strength at the place of the onset of the jet emission.

Compton scattering in jets is usually in the optically thin regime, i.e. only single scattering is important. Compton spectra are derived for blackbody, synchrotron and accretion-flow seed photons. At high energies, the locally emitted spectra are attenuated by photon–photon pair production on stellar photons, taking into account the finite extent of the star. We then integrate the spectra over the jet height. Both Compton scattering on stellar photons and pair absorption depend on the orbital phase. To derive the orbit-average flux, the spectra need to be integrated over the phase.

Compton scattering of stellar blackbody photons by jets in the hard state of black hole binaries with a high-mass companion was found to be important by Malyshev et al. (2013) and Zdziarski et al. (2014). Those jets are extended, and all the electrons in the jet at least up to the height of the order of the binary separation can efficiently upscatter stellar blackbody photons. This situation is different from that for synchrotron seed photons, where emission is often dominated by the jet base. Thus, the flux from Compton upscattering of stellar photons can be quite high, and is likely to dominate the SSC flux. For standard estimates of the jet magnetic field and acceleration limited by radiative losses, this process is predicted to give substantial flux above the MeV range. We also find that KN effects substantially modify the electron distribution.

We also present details of the treatment of Bednarek (1997) of the optical depth due to photon–photon pair production in the field of a star, taking into account its finite extent. This calculation allows us to express it as a triple integral, compared to a quadruple one previously calculated.

The formalism developed in this work is applied to the hard state of Cyg X-1 in Zdziarski et al. (2014). We present there detailed spectra, electron distributions and cooling rates as functions of the jet height and the spectra integrated over the jet.
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APPENDIX A: ADIABATIC LOSSES

The presence of an external medium is often claimed to be required for adiabatic energy losses of an expanding plasma to occur. The expanding plasma then performs work on heating that medium, which causes the internal energy of the plasma to decrease. However, an adiabatic term is present in the hydrodynamic energy equation for thermal plasmas regardless of any external medium. It causes the internal energy of an outflow/inflow to decrease/increase. Two examples are compressional heating of a hot accretion flow on to a black hole, e.g. Yuan (2001), and adiabatic losses of stellar wind, e.g. Zdziarski (2012), which take place regardless of external media. In an outflow, the energy lost adiabatically increases the flow bulk motion, or, in an inflow, the adiabatic heating is at the cost of the bulk motion. Microscopically, when isotropically moving particles migrate into a larger volume, a part of their random velocities change into directed ones along the outflow.

In the framework of the model considered here, the jet energy flux consists predominantly of the electron internal energy, equation (59), and of the bulk motion dominated by ions, equation (60). Neglecting for simplicity radiative losses and the dynamic part of magnetic field, the sum of these two terms is conserved. When the electrons move up, increasing the volume per electron, their isotropic part of the energy decreases, equation (8), and they gain a velocity component along the jet. The electrons form a magnetohydrodynamic fluid together with protons and magnetic fields (even for very weak magnetic fields the mean free path of the charged particles, being determined by a multiple of their Larmor radii, is many orders smaller than the cross-sectional size of the flow). The energy lost adiabatically goes into the kinetic energy of the entire jet, i.e. the steady-state jet velocity increases with height. This acceleration is negligibly small if \( \beta_{j} \gg \beta_{ad} \); where the power lost adiabatically, \( P_{ad} \), is given by equations (8) and (58). In this work, we assume a constant jet velocity, but only as a simplification. If the above inequality is not satisfied, the increase of the bulk velocity with height should be taken into account. Also, if the ion sound speed is comparable to the bulk velocity, the jet opening angle will increase with height.

We note that some authors, e.g. Kaiser (2006), Pe’er & Casella (2009) and Potter & Cotter (2012) considered adiabatic losses as optional, studying jet models both with and without adiabatic losses. Also, Potter & Cotter (2012) argued that both the bulk velocity and the electron internal energy may remain constant in a conical jet of constant speed. However, as we discuss above, electrons always lose energy when the volume per electron increases, and this lost energy goes into another form, in particular into the jet bulk motion, see, e.g. Laing & Bridle (2004).

APPENDIX B: COMPTON UPSCATTERING OF STELLAR RADIATION IN THE THOMSON LIMIT

The BBC emissivity for power-law electrons, stellar photons approximated as coming from a point source and in the Thomson limit is given by equation A9 of Zdziarski et al. (2012a; see also Dubus et al. 2010a), with the dependence on the orbital angle \( \chi_{\Gamma}^{-\frac{1}{2}} + \rho^{\frac{1}{2}} \). For a perpendicular jet, its average, \( \langle f(z) \rangle \), over the orbital angle can be obtained in a closed form. Using equation (75), we obtain

\[
\left\langle \frac{\chi}{D \langle x(z) \rangle} \right\rangle = \left\{ \kappa \frac{1}{\rho^{\frac{1}{2}}} F_{1} \left( \frac{1}{2}, -1 - \frac{p}{2}, 1, -2 \sin \frac{i}{r_{\kappa}} \right), \quad \text{any } p; \right.
\]

\[
\left. 1 + \frac{r_{\kappa}^{2}}{r^{2}} \cos^{2} i + \frac{a^{2}}{r_{\kappa}^{2}} \sin^{2} i \mp \frac{2}{r} \cos i, \quad p = 3, \right.
\]

where \( \kappa \equiv 1 - \frac{a}{r} \sin i \mp \frac{z}{r} \cos i \),

\[ (B1) \]

where the + and signs are for the jet and counterjet, respectively. The total jet emission can be found numerically from equation (70).

We can also find a simple analytic estimate of the flux from the jet in the Thomson limit and neglecting the high-energy cutoff, advection and radiative cooling, i.e. \( N(\chi, \xi) \propto \xi^{-2} \rho^{p} \). We assume that the stellar blackbody irradiates the jet perpendicularly and the distance from the jet to the stellar centre equals \( a \). This holds for the close regions close to the jet origin, but we assume that it is valid up to \( z = a/2 \), and we neglect the emission from higher regions, where the blackbody flux becomes diluted. We then obtain the jet flux, equation (70), averaged over the orbital phase, as

\[
F_{BBC}(E) \approx \frac{2^{\frac{a_{11}}{2}} \pi \sigma_{1} K_{0}(z_{\infty}, \Theta, r_{\kappa})^{2} (kT_{\kappa})^{3}}{c^{2}h^{2}aD^{2}} \left[ \Gamma_{1}(1 - \beta \cos i) \right]^{-1/1} (1 - \sin i)^{-\frac{1}{2}} \left( 1 - \frac{1}{2}, -1 - \frac{p}{2}, 1, -2 \sin i \right)
\]

\[
\times \frac{1}{\rho^{\frac{1}{2}}} \left( \frac{1 + p}{2} \right) \frac{1}{\Gamma} \frac{1}{\xi^{\frac{1}{2}}} \left( \frac{E}{kT} \right)^{\frac{1}{2}},
\]

where \( \Gamma \) and \( \zeta \) are the Gamma and Riemann functions, respectively. In the range of \( p = (2-3.5) \) and \( i = (20-45) \), equation (B2) is accurate to within \( \lesssim 30 \) per cent compared to the jet emission integrated over the whole jet in the Thomson limit. Note that the accuracy of this approximation is independent of \( \beta_{j} \). We also note that \( N(\chi, \xi) \propto \xi^{-1} \) in the fully cooled regime, and thus the above formula does not apply to that case.
Equation (B2) strongly underestimates the counterjet emission, i.e. with the substitution of \(-\beta_j\) for \(\beta_j\), due to the much larger values of \(\chi\) for the counterjet, see equation (75). However, the actual counterjet contribution is still small if the jet velocity is even moderately relativistic; e.g. for the \(\beta_j = 0.6\) and \(i = 30^\circ\), the exact Thomson jet/counterjet ratio is 20 and 43 for \(p = 2\) and 3, respectively. Still, the approximation (B2) breaks down at low values of \(\beta_j\) due to the above reason.

**APPENDIX C: RADIATIVE LOSSES DOMINATED BY THE SYNCHROTRON PROCESS**

Here, we consider analytical estimates of spectra resulting in cases when the radiative losses are mostly synchrotron and advection can be neglected. Then, equations (49)–(50) imply

\[ j_b = \gamma_b \omega_1, \quad \epsilon_b = \epsilon_{b0} \omega_1, \]  

(C1)

where \(\epsilon_{b0}\) is the synchrotron energy emitted by electrons at \(\gamma_{b0}\). The normalization of the emission at \(\epsilon > \epsilon_b\) has an additional factor of \(\xi\), increasing the importance of high-energy emission at high-\(\gamma\). Using equations (5), (48), (63) and (C1), and neglecting the high-energy cutoff (which, if needed, can be included as \(f_{\text{cuf}}([0.1\xi B_{\text{iso}}/B_0]^{1/2}, \gamma_M(\xi))\)), the synchrotron emissivity can be written as

\[ j_b(\epsilon, \xi) = j_b(\epsilon_{b0}, 1) \left\{ \left( \frac{\epsilon}{\epsilon_{b0}} \right)^{-a-1} - \xi^{-a-3/2}, \quad \epsilon \leq \epsilon_{b0}\omega_1; \right. \]
\[ \left. \left( \frac{\epsilon}{\epsilon_{b0}} \right)^{-a-1/2} \xi^{-a-5/2}, \quad \epsilon \geq \epsilon_{b0}\omega_1. \right\} \]

(C2)

We can integrate this emissivity along the jet using equation (70),

\[ F_\Sigma(E) \propto \left\{ \begin{array}{ll}
\int \frac{d\xi}{\xi} \xi^{-a-1}, & E \leq E_{b0};
\int \frac{d\xi}{\xi} \xi^{-a-1} + \left( \frac{E}{E_{b0}} \right)^{-a} \int \frac{d\xi}{\xi} \xi^{-a-1}, & E \geq E_{b0},
\end{array} \right. \]

where \(E_{b0}\) is related to \(\epsilon_{b0}\) via equation (2). Here \(\xi_1\), giving the maximum jet height at which equations (C1)–(C2) apply, may be equal to \(\xi_M\) in the absence of BBC cooling. The lower and higher parts of the latter integration are over the radiatively cooled and adiabatically cooled emissivities, respectively. This yields

\[ F_\Sigma(E) \simeq \frac{F_\Sigma(E_{b0})}{1 - \xi_1^{-a}} \times \left\{ \begin{array}{ll}
\frac{1}{\xi_1^{-a}} \left( \frac{E}{E_{b0}} \right)^{-a}, & E \leq E \leq E_{b0};
\frac{1}{\xi_1^{-a+1}} - \frac{2a}{\xi_1^{-1/2}} \left( \frac{E}{E_{b0}} \right)^{-a-1/2} - \xi_1^{-a} \left( \frac{E}{E_{b0}} \right)^{-a}, & 1 \leq \frac{E}{E_{b0}} \leq \xi_1^{-1};
\frac{2a}{\xi_1^{-1/2}} \left( \frac{E}{E_{b0}} \right)^{-a-1/2} \left( \xi_1^{-1/2} - 1 \right), & \frac{E}{E_{b0}} \geq \xi_1^{-1}.
\end{array} \right. \]

(C3)

At photon energies satisfying \(1 \leq E/E_{b0} \ll \xi_1\), the contribution of the upper boundary of the upper region is negligible. Then, due to \(\gamma_M\) changing with height, the spectral steepening of the synchrotron spectrum due to radiative cooling is from \(\alpha\) to \(2\alpha\) at \(\alpha < 0.5\), and the usual one from \(\alpha\) to \(\alpha + 1/2\) occurs only for \(\alpha > 0.5\). This form of the cooling steepening was first found by Königl (1981).

The effect of the upper boundary is pronounced only in the highest energy range, \(E/E_{\text{b0}} > \xi_1\) at \(\alpha < 0.5\). In that case, the flux is increasing with increasing \(\xi_1\) as a power law, see equation (C4).

**APPENDIX D: RADIATIVE LOSSES FROM SYNCHROTRON AND THOMSON PROCESSES**

Here, we find some analytical estimates in the cases when both synchrotron and BBC in the Thomson limit are important processes, but advection and KN corrections can be neglected. The maximum Lorentz factor of the accelerated electrons, \(\gamma_M\), is only weakly affected by Compton scattering of blackbody photons. This is because \(\gamma_M\) is usually large enough for Compton scattering to be in the extreme KN limit. Then, its \(\gamma\) is strongly reduced with respect to the case of the Thomson scattering, see Fig. 2, and \(\gamma_M\) is still given by equation (6).

We first consider the synchrotron emission. In the first spatial region of equation (50), \(\xi < \xi_1\), it is described by equation (C4). Then we find the contribution from \(\xi_1 < \xi < \xi_\gamma\) is important only at the highest energies, \(E \gtrsim E_{\text{b0}}\xi_1\), and for \(\alpha < 1/2\). For example, inclusion of the middle region gives a somewhat higher coefficient at \(\xi_1^{-a+1/2}(E/E_{\text{b0}})^{-a-1/2}\) term, \(8\alpha/(3 + 2\alpha)(1 - 2\alpha)\). Furthermore, the upper region may actually give the highest contribution to the jet flux, though only for \(\alpha < 0.5\) and high values of \(\xi_M\). In comparison, the synchrotron flux is almost independent of \(\xi_M\) in the case of a power-law electron spectrum of a constant shape, see, e.g. ZLS12.

We then consider the BBC process. As in equation (50), we assume the irradiation to be constant up to \(\xi_2\), and geometrically diluted, \(\alpha(\xi_2/\xi)^2\) at higher radii. The local emissivity in the Thomson regime follows a broken power-law form with the break energy, \(\epsilon_B\), dependent on \(\xi\). The cooled emission usually dominates in the high-energy \(\gamma\)-ray region. The local \(j\) can be then written as

\[ j_{\text{BBC}} \simeq j_{\text{BBC}}(\epsilon_{b0}, 1)\xi^{-2} \min \left\{ \begin{array}{ll}
1, & \left( \frac{\epsilon_1}{\epsilon_0} \right)^2 \left( \frac{\epsilon}{\epsilon_0} \right)^{-a-1} \xi^{-a-3/2}, \quad \epsilon \leq \epsilon_0 = \epsilon_{b0} \left( \frac{\gamma_0}{\gamma_0} \right); \\
\left( \frac{\epsilon}{\epsilon_0} \right)^{-a-1/2} \xi^{-a-5/2}, & \epsilon \geq \epsilon_0.
\end{array} \right. \]

(D1)
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which is continuous at $\epsilon_{b0}$, and where $\epsilon_{b0} = \gamma_{b0}^2 \tilde{\epsilon}_{bb}$, and $\tilde{\epsilon}_{bb} \equiv 2.7 k T_\gamma / (D_\gamma m_e c^2)$ is the average dimensionless blackbody energy in the jet frame. We then normalize the emission to the flux at $E_{b0}$. Using equation (70) and integrating at $\xi \leq \xi_2$ and $\xi \geq \xi_2$, we obtain

$$F_{BBC}(E_{b0}) \simeq \frac{2\pi D_\gamma^2 \Theta_{1}^2 \epsilon_{b0} \xi_0}{m_e c^2 D^2}.$$  \hfill (D2)

Then, using equations (50) and (70), we find in the Thomson limit

$$F_{BBC}(E) \simeq F_{BBC}(E_{b0}) \times \begin{cases} \left( \frac{\epsilon}{\epsilon_{b0}} \right)^{-\alpha}, & E \leq E_{b0}; \\ \frac{E_{b0} \xi_1^2}{E} \max \left[ 1, \left( \frac{\xi_1}{\xi_M} \right)^2 / \xi_2^2 \right], & E \geq E_{b0} \xi_1^2 \end{cases},$$  \hfill (D3)

in the fully adiabatically cooled and fully radiatively cooled regimes, respectively. There are some intermediate dependences in between, which can be determined by integrating piecewise over the three different regimes of equation (50). We note that with increasing $\xi_M$, the fully cooled regime takes place for increasingly high energies. However, the applicability of the Thomson limit is required for the validity of the above formula, which roughly corresponds to $E \lesssim 10^9$ eV for $T_\gamma = 3 \times 10^4$ K.

APPENDIX E: THE OPTICAL DEPTH FOR PHOTON–PHOTON PAIR PRODUCTION IN THE FIELD OF A STAR

Dubus (2006) has calculated the optical depth to absorption in pair production by a $\gamma$-ray in the field of photons from a star, $\tau_{\gamma\gamma}$, taking into account its finite extent. In his method, the optical depth is given as a four-dimensional integral, over the blackbody distribution of stellar photons, the polar and azimuthal angles of their directions, and the path of a $\gamma$-ray. As noted by Bednarek (1997), it is possible to integrate over the azimuth analytically with a specific choice of the coordinate system. However, Bednarek (1997) did not provide any details, in particular the formula resulting from that integration. Then, Sierpowska-Bartosik & Torres (2008) described his result. Unfortunately, their description was rather unclear and it appears difficult to implement that algorithm based on their work. Thus, we present here these results explicitly. Our geometry is shown in Fig. E1. The $\gamma$-ray path is in the $(x, z)$ plane.

The differential optical depth is

$$d\tau_{\gamma\gamma} = \frac{d\sigma_{\gamma\gamma}(\epsilon_0)}{d\epsilon_0}(1 - \mu)\sigma_{\gamma\gamma}(\beta) d\epsilon_0 d\mu d\phi dl,$$  \hfill (E1)

where $d\Omega = d\mu d\phi$ is the solid angle of the arriving soft photons, $\beta$ is velocity of the produced $e^\pm$ in the centre of momentum frame, $l$ is the path along the $\gamma$-ray, $\mu$ is the cosine of the (polar) angle between the $\gamma$-ray and blackbody photon, $\phi$ is the azimuthal angle and $\sigma_{\gamma\gamma}$ is the

Figure E1. Geometry of pair absorption. A $\gamma$-ray is emitted at $I$ at an angle of $\Psi_0$ with respect to the direction to the stellar centre (at the distance of $d_0$). It travels a path of $l$ before colliding with a stellar photon at $P$, at which the angle with respect to the radial direction is $\Psi$. The stellar photon is emitted at $S$ and the cosine of its direction, $e_0$, with respect to the $\gamma$-ray is $\mu$. The dotted lines show the range of $\mu$ corresponding to angles subtended by the star, $\mu_1 - \mu_2$. The $z$-axis is along the $\gamma$-ray, the $x$-axis is in the plane of the drawing and the azimuthal angle, $\phi$, is measured away from this plane.
pair-production cross-section (Nikishov 1962; see also Gould & Schrёder 1967). The blackbody photon density per unit solid angle (i.e. the specific intensity divided by the ce) is given by

$$\frac{dn_0(e_0)}{dΩ} = \left(\frac{mc^2}{h}\right)^3 \frac{2\epsilon_0^2}{\exp(e_0/\Theta) - 1} \, \text{cm}^{-3}\text{sr}^{-1},$$  \hspace{1cm} (E2)

where $\Theta_e = kT_e/mc^2$. (Note that the blackbody normalization of Sierpowska-Bartosik & Torres 2008 is by a factor of $2\pi$ too large.) It is convenient to perform the integration over the blackbody photon energy changing variables from $e_0$ to $\beta$,

$$\epsilon_0 = \frac{2}{\epsilon(1 - \mu)(1 - \beta^2)}, \quad d\epsilon_0 = \frac{4\beta\,d\beta}{\epsilon(1 - \mu)(1 - \beta^2)^2}. \hspace{1cm} (E3)$$

A $\gamma$-ray is produced at a distance from the centre, $d_0$, at an angle, $\Psi_0$, see Fig. E1. These quantities are related to those at the interaction point by

$$d(\Psi) = d_0 \frac{\sin \Psi_0}{\sin \Psi},$$ \hspace{1cm} (E4)

where $\Psi$ is the angle between the direction of the $\gamma$-ray and the direction from the interaction point to the stellar centre and $d$ is the distance between the interaction point and the centre. The ranges of $\mu$ and $\phi$ from which blackbody photons arrive are limited by the solid angle subtended by the star as seen from the interaction point. The cosine of the polar angle is within the range $\mu_1 \leq \mu \leq \mu_2$ (see the dotted lines in Fig. E1),

$$\mu_1 = \begin{cases} 1, & \Psi_0 \leq \arcsin \frac{\beta}{d_0}; \\ \left(1 - \frac{\mu_1^2}{\beta^2}\right)^{1/2} \cos \Psi - \frac{\beta}{d_0} \sin \Psi, & \Psi_0 > \arcsin \frac{\beta}{d_0}, \end{cases}$$

$$\mu_2 = \begin{cases} 1, & \Psi_0 < \pi - \arcsin \frac{\beta}{d_0}; \\ \left(1 - \frac{\mu_2^2}{\beta^2}\right)^{1/2} \cos \Psi + \frac{\beta}{d_0} \sin \Psi, & \Psi_0 \geq \pi - \arcsin \frac{\beta}{d_0}. \end{cases} \hspace{1cm} (E5)$$

(Sierpowska-Bartosik & Torres 2008). The condition for a $\gamma$-ray not to hit the star is $\Psi_0 > \arcsin(r_*/d_0)$, but we can still use the presented formalism to calculate $d\tau_{\gamma\gamma}/dl$, needed for calculations of the distribution of the produced pairs. In the present coordinate system, $\mu$ is independent of $\phi$ (unlike the case in Dubus 2006). For a given $\mu$, we can thus linearly integrate over $\phi$. The range of integration is $-\Phi_s \leq \phi \leq \Phi_s$, where $\Phi_s$ equals (Bednarek 1997; Sierpowska-Bartosik & Torres 2008)

$$\Phi_s = \arccos \left[ \frac{1 - r_*/d_0^2}{1 - r_*/d_0^2 \cos^2 \Psi} \gamma, \right]. \hspace{1cm} (E6)$$

Thus, the integral over $\phi$ is replaced by $2\Phi_s$.

Given that formulae (E5)–(E6) depend on $\Psi$, it is convenient to integrate over it instead of $l$,

$$dl = d_0 \sin \Psi_0 \, d\Psi,$$ \hspace{1cm} (E7)

with which we write the final result as

$$\tau_{\gamma\gamma}(\epsilon, d_0, \Psi_0) = 12\sigma_T d_0 \left(\frac{mc^2}{h\epsilon}\right)^3 \sin \Psi_0 \int_{\Psi_0}^{\pi} \frac{d\Psi}{\sin^2 \Psi} \int_{\Psi(\Psi)}^{\Psi_0} \frac{d\mu}{\mu_1(\Psi, \mu)} \Phi_s(\Psi, \mu) \frac{d\beta}{f_{\gamma\gamma}(\beta, \epsilon, \mu)},$$ \hspace{1cm} (E8)

$$f_{\gamma\gamma} \equiv \frac{1}{(1 - \beta^2)^3} \frac{3 - \beta^2}{\ln(1 + \beta)} - 2\beta(2 - \beta^2)^2,$$ \hspace{1cm} (E9)

except in the case of $\Psi_0 = \pi$, where we keep integration over the length,

$$\tau_{\gamma\gamma}(\epsilon, d_0, \pi) = 12\pi\sigma_T r_0 \left(\frac{mc^2}{h\epsilon}\right)^3 \int_{d_0/r_0}^{\infty} \frac{d\delta}{\delta \gamma} \int_{1 + 2\beta - 2\gamma \beta}^{1} \frac{d\mu}{(1 - \mu)^2} \int_{0}^{1} d\beta \, f_{\gamma\gamma}(\beta, \epsilon, \mu).$$ \hspace{1cm} (E10)

If we want to calculate $d\tau_{\gamma\gamma}/dl$ (needed for the distribution of the produced pairs), we obviously do not use the variable change (E7).

When $d \gg r_*$, the blackbody emission can be approximated as coming from a point source. In that case, $\mu = -\cos \Psi$. Then, we need to integrate only over the $\gamma$-ray path and blackbody energies, see e.g. equation A.9 of Dubus (2006). The optical depth is given by

$$\tau_{\gamma\gamma}(\epsilon, d_0, \Psi_0) = \frac{6\pi\sigma_T r_0}{d_0 \sin \Psi_0} \left(\frac{mc^2}{h\epsilon}\right)^3 \int_{\Psi_0}^{\pi} \frac{d\Psi}{(1 + \cos \Psi)^2} \int_{0}^{1} d\beta \, f_{\gamma\gamma}(\beta, \epsilon, \mu).$$ \hspace{1cm} (E11)

In our case of emission from a jet perpendicular to the orbital plane and circular orbit, $d_0$ and $\Psi_0$ are related to the height along the jet, $z$, and the orbital phase, $\phi_0$, by

$$d_0^2 = z^2 + a^2, \quad \cos \Psi_0 = (a \sin i \cos \phi_0 - z \cos i)/d_0.$$ \hspace{1cm} (E12)