MONODROMY AND NORMAL FORMS

FABRIZIO CATANES

Abstract. We discuss the history of the monodromy theorem, starting from Weierstraß, and the concept of monodromy group. From this viewpoint we compare then the Weierstraß, the Legendre and other normal forms for elliptic curves, explaining their geometric meaning and distinguishing them by their stabilizer in \(\mathbb{PSL}(2,\mathbb{Z})\) and their monodromy. Then we focus on the birth of the concept of the Jacobian variety, and the geometrization of the theory of Abelian functions and integrals. We end illustrating the methods of complex analysis in the simplest issue, the difference equation \(f(z) = g(z + 1) - g(z)\) on \(\mathbb{C}\).
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Introduction

In Jules Verne’s novel of 1874, ‘Le Tour du monde en quatre-vingts jours’, Phileas Fogg is led to his remarkable adventure by a bet made in his Club: is it possible to make a tour of the world in 80 days?

Idle questions and bets can be very stimulating, but very difficult to answer when they deal with the history of mathematics, and one asks how certain ideas, which have been a common knowledge for long time, did indeed evolve and mature through a long period of time, and through the contributions of many people.

In short, there are three idle questions which occupy my attention since some time:
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(1) When was the statement of the monodromy theorem first fully formulated (resp. proven)?
(2) When did the normal form for elliptic curves
\[ y^2 = x(x - 1)(x - \lambda), \]
which is by nowadays’ tradition called by many (erroneously?) ‘the Legendre normal form’ first appear?
(3) The old ‘Jacobi inversion theorem’ is today geometrically formulated through the geometry of the ‘Jacobian variety \( J(C) \)’ of an algebraic curve \( C \) of genus \( g \): when did this formulation clearly show up (and so clearly that, ever since, everybody was talking only in terms of the Jacobian variety)?

The above questions not only deal with themes of research which were central to Weierstraß’ work on complex function theory, but indeed they single out philosophically the importance in mathematics of clean formulations and rigorous arguments.

At his point it seems appropriate to cite Caratheodory, who wrote so in the preface of his two volumes on ‘Funktionentheorie’ ([Car50]):

‘The genius of B. Riemann (1826-1865) intervened not only to bring the Cauchy theory to a certain completion, but also to create the foundations for the geometric theory of functions. At almost the same time, K. Weierstraß(1815-1897) took up again the above-mentioned idea of Lagrange’s [1], on the basis of which he was able to arithmetize Function Theory and to develop a system that in point of rigor and beauty cannot be excelled. The Weierstraß tradition was carried on in an especially pure form by A. Pringsheim (1850-1941), whose book (1925-1932) is extremely instructive.’

Then Caratheodory comments first on the antithesis:
‘During the last third of the 19th Century the followers of Riemann and those of Weierstraß formed two sharply separated schools of thought. [2]

and then on the synthesis: ‘However, in the 1870’s Georg Cantor (1845-1918) created the Theory of Sets. .. With the aid of Set Theory it was possible for the concepts and results of Cauchy’s and Riemann’s theories to be put on just as firm basis as that on which Weierstraß ’ theory rests, and this led to the discovery of great new results in the Theory of Functions as well as of many simplifications in the exposition.’

---

[1] whose bold idea was to develop the entire theory on the basis of power series; the definition of an analytic function as one which is locally the sum of a power series is due to Lagrange in [Lag797], please observe that Weierstraß started to develop the method of power series quite early, around 1841

[2] and things were made more complicated by some sort of direct rivalry between the Göttingen and Berlin schools of mathematics.
Needless to say, the great appeal of Function Theory rests on two aspects: the fact that classical functions of a real variable are truly understood only after one extends their definition to the complex domain, seeing there the maximal domain where the function extends without acquiring singularities.

And, even more, the variety of different methods and perspectives: polynomials, power series, analysis, and geometry, all of these illustrate several facets of the theory of holomorphic functions, complex differentiability, analiticity (local representation through a power series), conformality.

As a concrete example of the several souls which are indispensable in order to treat problems in Function Theory, I shall then illustrate a simple case of a crucial technical result in the theory of periodic functions, looking at the different methods which can be used:

given a holomorphic function \( f(z) \) on the entire complex plane \( \mathbb{C} \), does there exist a function \( g(z) \) solution of the following difference equation?

\[
(*) \quad g(z + 1) - g(z) = f(z).
\]

1. THE MONODROMY THEOREM

Curiously enough, there are several famous monodromy theorems, the classical one and some modern ones.

The classical one is easier to understand, it revolves around the concept of function, and distinguishes between a ‘monodromic’ (i.e., ‘single valued’) function, and a ‘polydromic’ (or ‘multiple valued’) function.

Typical examples of monodromic functions are the ‘functions’ in modern (Cantor’s) sense:

\[
z \mapsto z^2, \ z \mapsto e^z := \sum_n \frac{z^n}{n!}, \ z \mapsto \cos(z) := \frac{1}{2}(e^{iz} + e^{-iz}),
\]

examples of polydromic functions are

\[
z \mapsto \sqrt{z}, \ z \mapsto \sqrt{(1 - z^2)(1 - k^2 z^2)},
\]

\[
z \mapsto \ln(z) := \int_1^z \frac{dt}{t}, \ z \mapsto \arcsin(z) := \int_0^z \frac{dt}{\sqrt{(1 - t^2)}},
\]

\[
z \mapsto \mathcal{L}^{-1}(z) := \int_0^z \frac{dt}{\sqrt{(1 - t^2)(1 - k^2 t^2)}},
\]

where the last function is the Legendre elliptic integral.

The meaning of the two words is easily understood if we recall that in Greek \( \mu\nuo\sigma \) means ‘single’, \( \pi\alpha\lambda\gamma \) means ‘many’, and \( \delta\rho\omicron\epsilon\nu \) means ‘to run’. So, a function is polydromic if running around some closed path we end up with a value different from the beginning one.
In the first two examples, we have an algebraic function $y$, which means that there exists a polynomial equation satisfied by $z$ and $y$, such as, respectively:

$$y^2 = z, \quad y^2 = (1 - z^2)(1 - k^2 z^2),$$

and indeed in modern mathematics we view the algebraic function as defined by the second coordinate projection on the curve

$$f : C := \{(z, y) | y^2 = (1 - z^2)(1 - k^2 z^2)\} \to \mathbb{C}, f(z, y) := y.$$ 

Here, the reason for the multivaluedness of an algebraic function $y$, defined by an irreducible polynomial equation $P(z, y) = 0$, is explained more or less by algebra; since, if the degree of $P$ with respect to the variable $y$ equals $d$, then to each value of $z$ which is not a root of the

$$\delta(z) = \text{disc}_y(P)(z)$$

discriminant $\delta(z)$ of $p$ with respect to the variable $y$, there correspond exactly $d$ values of $y$.

The latter examples are deeper to deal with, their nature is transcendental, but in some sense are easier to understand: one sees indeed that going around the origin the value of the logarithm gets changed by a multiple of

$$\int_{|z|=r} \frac{dt}{t} = 2\pi i$$

for each tour $z = re^{i\theta}, 0 \leq \theta \leq 2\pi$, around the origin; hence the function is polydromic.

The monodromy theorem is deeply based on the concept of analytic continuation introduced by Weierstraß in his lectures ([Weier78, chapter 10, pages 93-97]). Weierstraß observes first that a power series defines inside its convergence disk $D$ a function which is analytic, i.e., it can be represented, for each point $c \in D$, as a local power series $\Sigma_n(a_n(z-c)^n)$; and then that, if two power series $f : D \to \mathbb{C}, g : D' \to \mathbb{C}$ yield the same local power series at some point $c \in D \cap D'$, then the same holds for each other point $c' \in D \cap D'$. Proceeding in this way, one can, given a path $\gamma$ and a series of disks $D_1, \ldots, D_r$ such that

$$D_i \cap D_{i+1} \neq \emptyset, \gamma \subset D := \bigcup_i D_i,$$

define the analytic continuation of $f := f_1$ along the path if there are power series $f_i$ on each disk $D_i$, such that there is a point $c_i \in D_i \cap D_{i+1}$ where the local power series developments coincide.

Writes then Hurwitz in his notes of Weierstraß ’ lectures (page 97):

‘Lässt sich für einen Punkt nur ein einziges Funktionenelement aufstellen, so heißt die Funktion eindeutig, in entgegengesetzten Falle mehrdeutig.’

The monodromy theorem gives a sufficient condition for the analytic continuation to be single valued (monodromic).

**Theorem 1.** (Monodromy Theorem, Der Monodromie Satz.)

Let two continuous paths $\gamma(s), 0 \leq 1$ and $\delta(s), 0 \leq 1$ be given, which
have the same end points $\gamma(0) = \delta(0), \gamma(1) = \delta(1)$ and which are homotopic, i.e., there is a continuous deformation of $\gamma$ and $\delta$ given by a continuous function $F(s,t), 0 \leq s,t \leq 1$ such that $F(s,0) = \gamma(s), F(s,1) = \delta(s)$. Then analytic continuation along $\gamma$ yields the same result as analytic continuation along $\delta$.

In particular, if we have a function $f$ which admits analytic continuation over the whole domain $\Omega$, and the domain $\Omega$, is simply connected, then $f$ extends to a monodromic (single valued) function.

Eberhard Freitag states clearly in his book ([Frei06]) that the monodromy theorem was first proven in the lectures of Weierstraß. Indeed, in section 17.2 (pages 136-138 ibidem) it is proven that analytic continuation along segments and triangles gives a single valued result, and something more is said in chapter 18 (pages 143-145), where it is written that ‘every analytic function can be made single valued after restriction of its domain of definition’: this amounts, in the explanation by Peter Ullrich (page xxxii of the foreword), to showing that, if we take the star of a point $p$ (union of all segments $[p,z]$ contained in the domain of definition), there any function is single valued. According to Ullrich, the full statement of the Monodromy theorem for simple connected domains is contained in the ‘Mitschrift’ of Killing (notes of the Weierstraß lectures in the summer term 1868), even if the proof is not given in a complete way.

However, the monodromy theorem does not appear either in Hurwitz (see [Hur19], which is without the addition by Courant), nor in Osgood’s treatise ([Osg07], and not even in Hermann Weyl’s ‘Die Idee der Riemannschen Fläche’ ([Weyl13]).

The first book source I was able to find the full statement and a complete proof is the book [Hur-C22], which appeared in 1922 (already in 1925 there was a second edition!). The book, which is entitled ‘Funktionentheorie’ has become and remained a classic, it is the third volume of the Springer series ‘Grundlehren’, and the monodromy theorem appears (page 348, in chapter 5, entitled ‘Analytic continuation and Riemann surfaces’) in the section ‘Geometrische Funktionentheorie’ added by Richard Courant (editor of the book) to the lectures by Adolf Hurwitz ‘Vorlesungen über allgemeine Funktionentheorie und elliptische Funktionen’.

It is clear that there are two main ingredients in the monodromy theorem: first, the concept of analytic continuation, second the topological idea of a simply connected domain. It is no coincidence that Courant formulates the theorem for Riemann surfaces: in our opinion the monodromy theorem represents the ideal marriage of the ideas of Weierstraß with those of Riemann.
1.1. Riemann domain and sheaves. The concept of analytic continuation is nowadays fully understood through the theory of sheaves, and especially the concept of the ‘espace étale’ of a sheaf.\footnote{‘schlicht Gebiet’ in German, jokingly called in Italian by one of my teachers: ‘spazio lasagnato’.}

Sheaves were invented by Leray during the second world war as a way to analyse the topological obstructions to determine global solvability once local solvability is no problem. For example, any differential form $\phi$ on a differentiable manifold $M$ which is closed (i.e., $d\phi = 0$) is locally exact (so called Poincaré’ lemma), i.e., locally there exist another form $\psi$ such that $d\psi = \phi$. The De Rham theory shows that in order to obtain a globally defined form $\psi$ such that $d\psi = \phi$ it is necessary and sufficient that the cohomology class of $\phi$ is zero: this means that the necessary condition

$$\int_N \phi = 0, \forall N, \text{s.t. } \partial N = \emptyset$$

is also sufficient.

Today even sheaves are considered by some mathematicians as elementary mathematics, and the new trend is to disregard the thorough treatment done in the 1950’s and 1960’s ([FAC55], [God58]) preferring the more general concept of derived categories (introduced by Grothendieck and Verdier, see [Verd67]).

However, the theory of sheaves associates to a topological space $X$ another topological space $\mathcal{F}$, with a continuous map $p$ onto $X$, which is a local homeomorphism. The points of $\mathcal{F}$ lying over a point $x \in X$ are germs of functions around $x$, which means equivalence classes of functions defined in some neighbourhood $U$ of $x$; where two germs $f_x, g_x$ are equivalent if there is a smaller neighbourhood $V$ of $x$ where the functions do coincide identically.

This applies in particular to holomorphic functions, which enjoy the special property that the locus where they coincide identically is both open and closed, and analytic continuation of a holomorphic function $f : U \to \mathbb{C}$ defined over a connected open set $U \subset X$ ($X$ is here a complex manifold) means that we consider first the open set $U_f$ in $\mathcal{F}$ given by the germs $f_x$, for $x \in U$, and then we take a larger connected open set $W \subset F$. The largest such open set (the connected component of $\mathcal{F}$ containing $U_f$ is called the Rieman domain $\tilde{U}_f$ of the function $f$; it is a complex manifold endowed with a locally biholomorphic map $p : \tilde{U}_f \to X$, an explicit biholomorphism $U \cong U_f$, and a holomorphic function $F : \tilde{U}_f \to \mathbb{C}$, which extends the holomorphic function determined by $f$ on $U_f$.

1.2. Monodromy or polydromy? As mentioned earlier, there are many monodromy theorems: but most of them deal with a concept,
monodromy, which should be instead called polydromy. In fact, in the modern use, when we talk about the monodromy of a covering space, say of an algebraic function, we talk about describing its polydromy, that is, its lack of monodromy.

All this started quite early: see as example for this use page 666 of the encyclopedia by Wirtinger and others ([Ency09], where the ‘monodromy’ of the branch points is being considered), chapter 81 of Bianchi’s book [Bia01], devoted to the monodromy group and the results of Hurwitz ([Hur91], where the second part is entitled: Monodromy groups). Frans Oort gave me the following explanation: the monodromy theorem had just become so famous that everybody felt it so great to talk about it, so that even in the cases where there was polydromy, they fell into the habit of only talking about monodromy. I have to admit that even nowadays there are slogans which take over so much in the imagination of mathematicians, that many would like to understand everything through a few slogans, forgetting about the complexity of the mathematical world.

For example, the theory of covering spaces was invented to clarify the concept of an algebraic function and its polydromy.

In the modern terminology one can describe an algebraic function $f$ on an algebraic curve $Y$ (equivalently, $Y$ is a compact Riemann surface) as a rational function $f$ on a projective curve $X$ which admits a holomorphic map $p : X \to Y$ (and we may assume that $f$ generates the corresponding extension for the respective fields of meromorphic functions $\mathbb{C}(Y) \subset \mathbb{C}(X)$).

The easiest example would be the one where $Y = \mathbb{P}^1 = \mathbb{P}^1_{\mathbb{C}}$ and $f = \sqrt{P}(x)$, $P$ being a square free polynomial.

$f$ is in general polydromic, i.e., many valued as a function on $Y$, and going around a closed loop we do not return to the same value. It is a theorem of Weierstraß (later generalized by Hurwitz in [Hur83]) that $f$ is a rational function on $Y$ if $f$ is monodromic, i.e., there is no polydromy.

We shall also adhere here to the prevailing attitude, to call monodromy what should really be called polydromy, and we explain it now in the particular example of algebraic functions (observe that even in the book by Bianchi [Bia01], where the author pays special attention

---

4 Fricke and Klein instead distinguish themselves by using the word ‘polymorphic’ for functions which are polydromic ([F-K912], vol. II, page 43).

5 Carl Ludwig Siegel wrote once to Weil: ‘It is completely clear to me which conditions caused the gradual decadence of mathematics, from its high level some 100 years ago, down to the present hopeless nadir... The influence of textbooks like those of Hasse, Schreier and van der Waerden, the new generation was seriously harmed, and the work of Bourbaki finally dealt the fatal blow.’ What would Siegel write today?
to distinguish monodromic and polydromic functions, as in page 254, chapter 81 is entitled: ‘Gruppo di monodromia’.

Given $p : X \to Y$ as above there is a finite set $\mathcal{B} \subset Y$, called the branch locus, such that, setting $Y^\ast := Y \setminus \mathcal{B}$, $X^\ast := p^{-1}(Y^\ast)$, then $p$ induces a covering space $X^\ast \to Y^\ast$ which is classified by its monodromy $\mu$. $\mu$ is a homomorphism of the fundamental group of $Y^\ast$, $\pi_1(Y^\ast, y_0)$ into the group of permutations of the fibre $p^{-1}(y_0)$. $\pi_1(Y^\ast, y_0)$ is the group introduced by Poincaré, whose elements are homotopy classes of closed paths beginning and ending in a fixed point $y_0$.

If $X$ is irreducible, and $d$ is the degree of $p$, then the image of the monodromy is a transitive subgroup of $\mathfrak{S}_d$, and conversely Riemann’s existence theorem asserts that for any homomorphism $\mu : \pi_1(Y^\ast, y_0) \to \mathfrak{S}_d$ with transitive image we obtain an algebraic function on $Y$ with branch set contained in $\mathcal{B}$.

Indeed one can factor the monodromy $\mu : \pi_1(Y^\ast, y_0) \to \mathfrak{S}_d$ through a surjection to a finite group $G$ followed by a permutation representation of $G$, i.e., an injective homomorphism $G \to \mathfrak{S}_d$ with transitive image. A concrete calculus to determine monodromies explicitly was developed by Hurwitz in his fundamental work [Hur91].

While one of the most striking results was obtained in [Schw73] by Hermann Amandus Schwarz (another student of Karl Weierstraß) who determined all the cases where the monodromy of the Gauss hypergeometric function is finite (hence algebraicity follows).

2. NORMAL FORMS AND MONODROMY

The name of Weierstraß will ever remain present in complex variables and function theory through terms like ‘Weierstraß infinite products’ (see [WeieWerke1-6], vol. 2, articles 8 and 11), ‘Weierstraß ‘preparation theorem’ (see [WeieWerke1-6], vol. 2, page 135, the article ‘Einige auf die Theorie der analytischen Functionen mehrerer veränderlichen sich beziehende Sätze), which paved the way to the theory of several complex variables (see [Sieg] for a classical exposition, starting from the preparation theorem and the unique factorization of holomorphic functions of several variables).

But also through a simple notation, for the Weierstraß ‘$\wp$’ function.

Let us recall the by now standard definition, which is contained nowadays in every textbook of complex analysis 6.

Let $\Omega$ be any discrete subgroup of $\mathbb{C}$, generated (i.e., $\Omega = \mathbb{Z}\omega_1 + \mathbb{Z}\omega_2$) by a real basis $\omega_1, \omega_2$ of $\mathbb{C}$. Then Weierstraß defined his $\wp$ function as:

$$\wp(z) := \frac{1}{z^2} + \Sigma'(\frac{1}{(z - \omega)^2} - \frac{1}{\omega^2}),$$

where $\Sigma'$ denotes summation over the elements $\omega \in \Omega \setminus \{0\}$.

6 even if the original definition, see [WeieWerke1-6], vol. 5, was based on the differential equation satisfied by it, and the relation with the $\sigma$-function.
Moreover, he proved that the meromorphic map given by

$$(\wp(z) : \wp'(z) : 1)$$

gives an isomorphism of the elliptic curve $E_\Omega := \mathbb{C}/\Omega$ with the curve of degree three in the projective plane, union of the affine curve in $\mathbb{C}^2$ defined by the equation

$$(*) \{ (x, y) | y^2 = 4x^3 - g_2x - g_3 \},$$

with the point at infinity with homogeneous coordinates $(1 : 0 : 0)$ (the image of the origin in $\mathbb{C}^2$). This point is the neutral element $0_E$ for the group law, where three points are collinear if and only if their sum is equal to $0_E$.

The equation

$$y^2 = 4x^3 - g_2x - g_3$$

is called the Weierstraß normal form of the elliptic curve. Here, an elliptic curve is a group, induced by addition on $\mathbb{C}$, in particular the datum of an elliptic curve yields a pair $(E, 0_E)$. The curve is smooth if the polynomial $4x^3 - g_2x - g_3$ has three distinct roots, equivalently, its discriminant $\Delta := g_3^2 - 27g_2^2 \neq 0$ (if $\Delta = 0$ we get a curve with a node, whose normalization is isomorphic to $\mathbb{P}^1$).

Moreover, up to a homotethy in $\mathbb{C}$, we can assume that $\Omega = \mathbb{Z} \oplus \mathbb{Z} \tau$, where $\tau$ is a point in the upper half plane $\{ \tau \in \mathbb{C} | \text{Im}(\tau) > 0 \}$.

The functions $g_2(\omega_1, \omega_2), g_3(\omega_1, \omega_2)$ (one writes $g_2(\tau), g_3(\tau)$ when one restricts to pairs of the form $(\omega_1, \omega_2) = (1, \tau)$) are the fundamental examples of Eisenstein series ([Eis], 7. IV, pages 213-335, published in Crelle, before 1847),

$$g_2 = 60 \cdot \sum' \frac{1}{\omega^4}, \quad g_3 = 140 \cdot \sum' \frac{1}{\omega^6},$$

as one learns as an undergraduate student (I read it in the book by Henri Cartan, [Cart]).

It is clear that a homothety, multiplying each $\omega \in \Omega$ by $c$, has the effect of multiplying $g_m$ by $c^{-2m}$, and that a change of basis in $\Omega$ has no effect whatsoever; this implies that $g_2, g_3$ are automorphic forms for the group of oriented changes of basis in $\Omega$: $\mathbb{PSL}(2, \mathbb{Z}) = \mathbb{SL}(2, \mathbb{Z})/\pm I$.

This group acts on the upper half plane

$$\phi := \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \mathbb{PSL}(2, \mathbb{Z})$$

by

$$\phi(\tau) = \frac{a\tau + b}{c\tau + d},$$

and then

$$g_m(\tau) = g_m(\frac{a\tau + b}{c\tau + d})(c\tau + d)^{-2m} = g_m(\phi(\tau))(c\tau + d)^{-2m}.$$
This transformation formula says that $g_m$ are automorphic forms of weight $m$, and indeed $g_2, g_3$ are the most important ones, since the graded ring of automorphic forms for $\mathbb{PSL}(2, \mathbb{Z})$ is the polynomial ring $\mathbb{C}[g_2, g_3]$.

In the Weierstraß normal form the origin of the elliptic curve is fixed (the neutral element for the addition law). It corresponds to the origin in $\mathbb{C}$, and to the point at infinity (i.e., the unique point with $w = 0$) of the projective curve of homogeneous equation

$$y^2w = 4x^3 - g_2(\tau)xw^2 - g_3(\tau)w^3.$$ 

The three intersection points with the $x$-axis correspond to the three half periods $\frac{1}{2}, \frac{\tau + 1}{2}$: these are exactly the points $P$ on the elliptic curve which are 2-torsion points (this means $2P \equiv 0(\text{mod } \Omega)$) and different from the origin. Observe that the 2-torsion points form a subgroup of $E$, isomorphic to $(\mathbb{Z}/2)^2$.

The Weierstraß normal form is quite elegant, moreover it shows that the elliptic curves are just the nonsingular plane cubics, the projective plane curves of degree 3 (since we have a field, $\mathbb{C}$, where 2, 3 are invertible). It has had therefore a profound influence in number theory, where one prefers the ‘normal form’

$$y^2 = x(x - 1)(x - \lambda), \lambda \neq 0, 1,$$

in which the three roots are numbered, and brought, via a unique affine transformation of $\mathbb{C}$, to be equal to 0, 1, $\lambda$. This normal form is essentially explained in [WeieWerke1-6], vol. 6, page 136; in chapter 13, which dedicated to the degree two transformation leading to the Legendre normal form: here fails only the letter $\lambda$ for the transform of the fourth root $a_4$ of a degree 4 polynomial $R(x)$.

The real issue is that the ‘Weierstraß normal form’ is not really a normal form! In the sense that two elliptic curves which are isomorphic do not have the same invariants $g_2, g_3$: these indeed, as we saw, change if one represents $E$ by another point $\tau$ in the upper half plane, say $\frac{a\tau + b}{c\tau + d}$.

Indeed, two elliptic curves are, as well known, isomorphic if and only if they have the same $j$-invariant. The $j$-function can be calculated in terms of the above forms (notice that the right hand side is automorphic of weight $6 - 6 = 0$, hence it is a well defined function of $\tau$).

$$(**) j(\lambda) = \frac{4}{27} \frac{(\lambda^2 - \lambda + 1)^3}{\lambda^2(\lambda - 1)^2} = \frac{g_2^3}{g_2^2 - 27g_3^3}.$$

The normal form used by Legendre was instead the normal affine form:

$$y^2 = (x^2 - 1)(x^2 - a^2), a \neq 1, -1.$$

Weierstraß explains clearly in his lectures (see [WeieWerke1-6], vol. 5, especially page 319) how to obtain form his normal form the Legendre
normal form, once one has found the roots of the polynomial $P(x) := 4x^3 - g_2x - g_3$. The same is also lucidly done in the book of Bianchi [Bia01], pages 433-436, for any polynomial $P(x)$ of degree 3 or 4.

As the Weierstraß normal form describes a plane curve isomorphic to the elliptic curve $E = \mathbb{C}/\Omega$, image through the Weierstraß $\wp$ function and its derivative, something similar happens with the Legendre normal form: there exists $L$, a Legendre function for $E$: $L: E \to \mathbb{P}^1$, a meromorphic function which makes $E$ a double cover of $\mathbb{P}^1$ branched over the four distinct ordered points: $\pm 1, \pm a \in \mathbb{P}^1 \setminus \{0, \infty\}$.

As explained by Weierstraß , and later in the book by Tricomi [Tric51], the Legendre normal form is very important for the applications of elliptic functions: and essentially because the coefficient $a$ is a well defined function of $\tau$, which has finite monodromy on the space of isomorphism classes of elliptic curves, parametrized by the invariant $j \in \mathbb{C}$. Indeed Weierstraß in [WeieWerke1-6], vol. 5, devotes a lot of efforts to show how one can pass from one normal form to the other.

Our point of view here is to relate these three normal forms (and a fourth one) with the monodromy point of view, in the sense of Fricke and Klein ([F-K912], and as well explained by Bianchi (who was a student of Klein) in [Bia01]; i.e., to see that certain functions of $\tau$ describe a quotient of the upper half plane by a well determined subgroup of $\mathbb{P}SL(2, \mathbb{Z})$.

Our interest is not merely historical: the Legendre normal form has played an important role in some discovery of new algebraic surfaces done by Inoue in [Ino94], and in our joint work with Bauer and Francforti (see for instance [BC11a] and [BCF15]).

Before we proceed, let us observe that the first fundamental theorem about projectivities states that, given distinct points $P_1, P_2, P_3, P_4$ in $\mathbb{P}^1$, there exists a unique projective transformation sending $P_1 \mapsto \infty, P_2 \mapsto 0, P_3 \mapsto 1$; and the image of the fourth point $P_4$ is the cross ratio

$$
\frac{P_4 - P_2}{P_4 - P_1} : \frac{P_3 - P_1}{P_3 - P_2}.
$$

In this terms, we obtain that $\lambda$ is the cross-ratio of the four points $p(0), p\left(\frac{1}{2}\right), p\left(\frac{1}{3}\right), p\left(\frac{1}{5}\right)$, where $p$ is the Weierstraß function.

And the $j$-invariant is just the only invariant for a group of four distinct points in the projective line (the cross-ratio is well defined for an ordered fourtuple, but permuting the four points has the effect of exchanging $\lambda$ with six values, $\lambda, \frac{1}{\lambda}, 1 - \lambda, \frac{1}{1 - \lambda}, 1 - \frac{1}{\lambda}, \frac{\lambda}{1 - \lambda}$).

The above equations $(\ast\ast)$ show easily that $j(\lambda) = 0 \iff \lambda^3 + 1 = 0, \lambda \neq 1$ $j(\lambda) = 1 \iff \lambda = -1$. Indeed the holomorphic map $\tau \to j(\tau)$ is the quotient map of the upper half plane for the action of the group $\mathbb{P}SL(2, \mathbb{Z})$, and over $\mathbb{C} \setminus \{0, 1\}$ it is a covering space (this leads, see for instance [Bia01], pages 359-362, or [[Rud70]], pages 324 and foll., to
a quick proof of Picard’s first theorem that any entire function which omits two values is necessarily constant).

Let us now consider the Legendre normal form \( y^2 = (x^2 - 1)(x^2 - a^2) \): since this is an elliptic curve \( E \), there exists a \( \tau \) in the upper half plane, such that \( E = E_{\tau} \), and a function \( \mathcal{L}: E \to \mathbb{P}^1 \) which is called a **Legendre function** for \( E \).

This function is a close relative of the Weierstraß function, and we can give this function in dependence of the parameter \( a \); in order however to see the symmetries of \( E \) related to the subgroup of 2-torsion points of \( E \), it is convenient to set \( a = b^2 \), i.e., to take a square root of \( a \).

The Inoue normal form is the normal form
\[
y^2 = (\xi^2 - 1)(\xi^2 - b^4).
\]

We have the following relations for the Legendre function (see [Ino 94], Lemma 3-2, and [BC11a, Section 1] for an algebraic treatment):
- \( \mathcal{L}(0) = 1, \mathcal{L}(\frac{1}{2}) = -1, \mathcal{L}(\frac{\tau}{2}) = a, \mathcal{L}(\frac{\tau + 1}{2}) = -a \);
- set \( b := \mathcal{L}(\frac{\tau}{4}) \): then \( b^2 = a \);
- \( \frac{d\mathcal{L}}{dz}(z) = 0 \) if and only if \( z \in \{0, \frac{1}{2}, \frac{\tau}{2}, \frac{\tau + 1}{2}\} \) since these are the ramification points of \( \mathcal{L} \).

Moreover,
\[
\mathcal{L}(z) = \mathcal{L}(z + 1) = \mathcal{L}(z + \tau) = \mathcal{L}(-z) = -\mathcal{L}\left(z + \frac{1}{2}\right),
\]

\[
\mathcal{L}\left(z + \frac{\tau}{2}\right) = \frac{a}{\mathcal{L}(z)}.
\]

The importance of this normal form is to describe explicitly, on the given family of elliptic curves, the action of the group \((\mathbb{Z}/2)^3\) acting by sending
\[
z \mapsto \pm z + \frac{1}{2} \omega, \; \omega \in \Omega/2\Omega \cong (\mathbb{Z}/2)^2.
\]

Observe, from the symmetry point of view, that the Weierstraß normal form clearly exhibits the symmetry \((x, y) \mapsto (x, -y)\): this symmetry corresponds to multiplication by \(-1\) on the elliptic curve (i.e., sending a point to its inverse).

On the elliptic curve in Legendre normal form \( y^2 = (x^2 - 1)(x^2 - a^2) \) we have the group \((\mathbb{Z}/2)^2\) of automorphisms consisting of
\[
g_1(x, y) = (-x, -y), \; g_2(x, y) = (x, -y) \; g_3(x, y) = (-x, y).
\]

The transformation \( g_1 \) corresponds to a translation by a point of 2-torsion, and indeed the quotient of \( E \) by \( g_1 \) is easily seen to be the elliptic curve of equation
\[
v^2 = u(u - 1)(u - a^2), \; u := x^2, \; v := xy.
\]
One can see more symmetry via algebra, considering the following 1-parameter family of intersections of two quadrics in the projective space $\mathbb{P}_3$ with homogeneous coordinates $(x_0 : x_1 : x_2 : x_3)$.

$$E(b) := \{x^2_1 + x^2_2 + x^2_3 = 0, \quad x^2_0 = (b^2 + 1)x^2_1 + (b^2 - 1)x^2_2 \},$$

where $b \in \mathbb{C} \setminus \{0, 1, -1, i, -i\}$.

On it the group $(\mathbb{Z}/2)^3$ acts in a quite simple way, multiplying each variable $x_i$ by $\pm 1$ (we get the group $(\mathbb{Z}/2)^3$ and not $(\mathbb{Z}/2)^4$, since these are projective coordinates, hence $(-x_0 : -x_1 : -x_2 : -x_3) = (x_0 : x_1 : x_2 : x_3)$).

The relation with the Legendre normal form is obtained as follows. We set 

$$(s : t) := (x_1 + ix_2 : x_3) = (-x_3 : x_1 - ix_2), \quad \xi := \frac{bs}{t},$$

and in this way the family of genus one curves $E(b)$ is the Legendre family of elliptic curves in Legendre normal affine form:

$$y^2 = (\xi^2 - 1)(\xi^2 - a^2), \quad a := b^2.$$

In fact (see [BCF15]):

$$x^2_0 = (b^2 + 1)x^2_1 + (b^2 - 1)x^2_2 = -(a + 1)^2(s^2 - t^2)^2 + (a - 1)^2(s^2 + t^2)^2 = 4[(a^2 + 1)s^2t^2 - a(t^4 + s^4)] = 4t^4 \left[ (a^2 + 1) \left( \frac{\xi}{b} \right)^2 - a \left( 1 + \left( \frac{\xi}{b} \right)^4 \right) \right] = -4t^4 \frac{1}{b^2} [(a^2 + 1)\xi^2 + (a^2 + \xi^4)] = \frac{-4t^4}{b^2} [(\xi^2 - 1)(\xi^2 - a^2)]$$

and it suffices to set

$$y := \frac{ibx_0}{2t^2}.$$

The group $(\mathbb{Z}/2)^3$ acts fibrewise on the family $E(b)$ via the commuting involutions:

$$x_0 \leftrightarrow -x_0, \quad x_3 \leftrightarrow -x_3, \quad x_1 \leftrightarrow -x_1,$$

which on the birational model given by the Legendre family act as

$$y \leftrightarrow -y, \quad \xi \leftrightarrow -\xi, \quad \xi \leftrightarrow \frac{a}{\xi}.$$

We want now to finish explaining the monodromy of these normal forms. To this purpose we consider the subgroup

$$\Gamma_{2,4} := \left\{ \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} \in \text{PSL}(2, \mathbb{Z}) \right\}$$

a subgroup of index 2 of the congruence subgroup

$$\Gamma_{2} := \left\{ \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} \in \text{PSL}(2, \mathbb{Z}) \right\}$$
To the chain of inclusions
\[ \Gamma_{2,4} < \Gamma_2 < \mathbb{P}SL(2, \mathbb{Z}) \]
corresponds a chain of fields of invariants
\[ \mathbb{C}(j) \subset \mathbb{C}(\lambda) = \mathbb{C}(\tau)^\Gamma_2 \subset \mathbb{C}(\tau)^\Gamma_{2,4}, \]
where the respective degrees of the extensions are 6, 2.

Here, \( \lambda \) is, as previously mentioned, the cross-ratio of the four points \( p(0), p(\frac{1}{2}), p(\frac{i}{2}), p(\frac{-1+i}{2}) \), where \( p \) is the Weierstraß function, and \( j(\lambda) = \frac{4}{27} \frac{(\lambda^2-\lambda+1)^3}{\lambda^2(\lambda-1)^2} \) is the \( j \)-invariant.

If \( \lambda(a) \) is the cross ratio of the four points \( 1, -1, a, -a \), then \( \lambda(a) = \frac{(a-1)^2}{(a+1)^2} \), hence \( a = \frac{1}{2}(1 - \lambda \pm 2\sqrt{\lambda}) \) and \( \mathbb{C}(a) = \mathbb{C}(\sqrt{\lambda}) \) is a quadratic extension. The geometric meaning is related to the algebraic formulae that we have illustrated in greater generality, which concretely explain the degree 2 field extension \( \sqrt{\lambda} \) as follows: on the elliptic curve in Legendre normal form \( y^2 = (x^2 - 1)(x^2 - a^2) \) we have the automorphism \( g_1(x, y) = (-x, -y) \); and the quotient by \( g_1 \), where we set \( u := x^2, v := xy, \lambda = a^2 \) is the elliptic curve of equation \( v^2 = u(u-1)(u-\lambda) \). Under this quotient map, a point of 4-torsion, \( \tau/4 \) on \( E_\tau = \mathbb{C}/\mathbb{Z} + \mathbb{Z}\tau \) is sent to a point of 2-torsion inside the curve \( E_{\tau/2}\mathbb{C}/\mathbb{Z} + \mathbb{Z}\tau/2 \).

Hence, unlike what looked to be superficially at the beginning, the two normal forms for which the four 2-torsion points are given an order are not the same; and the reason behind this is that in the Legendre normal form one describes the full action of the group \( (\mathbb{Z}/2)^3 \), without the asymmetry of treating the four 2-torsion points on a different footing (in the normal form with \( \lambda \) one needs a non affine transformation in order to exchange the point \( x = 0 \) with the point \( x = \infty \)).

Setting now \( b := \mathcal{L}(\frac{1}{2}) \), we have that \( a = b^2 \), hence \( \mathbb{C}(b) \) is a quadratic extension of \( \mathbb{C}(\tau)^\Gamma_{2,4} \).

In other words, the parameter \( b \in \mathbb{C} \setminus \{0, 1, -1, i, -i\} \) yields an unramified covering of degree 4 of \( \lambda \in \mathbb{C} \setminus \{0, 1\} \), hence the field \( \mathbb{C}(b) \) is the invariant field for a subgroup \( \Gamma_{2,8} \) of index 2 in \( \Gamma_{2,4} \).

By [Bia01, §182], \( b \) is invariant under the subgroup of \( \Gamma_2 \) given by the transformation such that \( \alpha^2 + \alpha \beta \equiv 1 \mod 8 \). Since \( \alpha \equiv 1 \mod 2 \), this equation is equivalent to require that \( \beta \equiv 0 \mod 8 \), i.e.:
\[ \Gamma_{2,8} := \left\{ \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} \in \mathbb{P}SL(2, \mathbb{Z}) \mid \begin{array}{c} \alpha \equiv 1 \mod 4, \quad \beta \equiv 0 \mod 8, \\ \gamma \equiv 0 \mod 2, \quad \delta \equiv 1 \mod 2 \end{array} \right\}. \]

In other terms, the family \( E(b) \) is the family of elliptic curves with a \( \Gamma_{2,8} \) level structure: it is the quotient of \( (\mathbb{C} \times \mathbb{H}) \), with coordinates \( (z, \tau) \), by the action of the group (a semidirect product) generated by \( (\mathbb{Z}^2) \) which acts by
\[ (m, n) \circ (z, \tau) = ((z + m + n\tau, \tau) \]
and by \( \Gamma_{2,8} \subset \mathbb{P}SL(2, \mathbb{Z}) \).
We have a family of ramified covers:
\[ (\ast) \quad \mathbb{C} \setminus \{0, 1, -1, i, -i\} \to \mathbb{C} \setminus \{0, 1\} \to \mathbb{C} \setminus \{0\} \to \mathbb{C}, \]
\[ \mathbb{C} \setminus \{0, 1, -1, i, -i\} \] with coordinate \( b \) maps to \( a = b^2 \in \mathbb{C} \setminus \{0, 1\} \), in turn we have another degree two map \( a \in \mathbb{C} \setminus \{0, 1, -1\} \to \lambda = (a-1)^2 \frac{(a+1)^2}{2} \mathbb{C} \setminus \{0, 1\} \), finally we have a degree 6 map \( j = \frac{4}{27} (\lambda^2 - \lambda + 1)^2 \lambda^2 (\lambda - 1)^2 \).

Denote by \( \mathbb{H} \) the upper half plane \( \mathbb{H} := \{ \tau | \text{Im}(\tau) > 0 \} \): identifying two such open sets of the complex line (as in (\ast)) as quotients \( \mathbb{H}/\Gamma \), \( \mathbb{H}/\Gamma' \), with \( \Gamma \subset \Gamma' \), the monodromy of \( \mathbb{H}/\Gamma \to \mathbb{H}/\Gamma' \) is the image of \( \Gamma' \) in the group of permutations of the set \( \Gamma'/\Gamma \) of cosets of \( \Gamma \) in \( \Gamma' \). Each such map in the diagram above is a Galois covering (but not all their compositions!)

In particular, the monodromy of \( \lambda \to j \) is the symmetric group \( S_3 \) in three letters permuting the three points 0, 1, \( \lambda \); it can be seen as the group of linear automorphisms of the subgroup \( E[2] \cong (\mathbb{Z}/2)^2 \) of 2-torsion points of \( E \), obtaining classical isomorphisms
\[ S_3 \cong GL(2, \mathbb{Z}/2) = \mathbb{PSL}(2, \mathbb{Z})/\Gamma_2. \]

This is the perhaps the reason why the normal form
\[ y^2 = x(x - 1)(x - \lambda), \lambda \neq 0, 1, \]
the normal form for elliptic curves given together with an isomorphism of the group of 2-torsion points with \((\mathbb{Z}/2)^2\), is the most used nowadays for theoretical purposes.

There is in fact no normal form which depends only upon the variable \( j \), since, varying \( j \), one would obtain a family of curves \( C_j \) which are isomorphic to the elliptic curve \( E_j \) when \( j \neq 0, 1 \), but for \( j = 0 \) (and similarly for \( j = 1 \)) one would get \( C_0 = \mathbb{P}^1 \), the quotient of the elliptic curve \( E_0 \) with invariant \( j = 0 \) by the cyclic group of order 3 of automorphisms acting by \( z \mapsto \eta z \), with \( \eta^3 = 1 \).

Moreover, this form is useful in arithmetic because of the method of 2-descent. This is related to the procedure, that we have just described algebraically, of being able to divide the elliptic curve by the points of 2-torsion. In fact, the affine curve \( C \) with equations
\[ w^2 = (x^2 - 1), t^2 = (x^2 - a^2) \]
admits a group of automorphisms given by the translations by points of 2-torsion, and generated by the two automorphisms
\[ h_1(x, w, t) = (x, -w, -t), \quad h_2(x, w, t) = (-x, w, -t). \]
Since the invariants are \( v := xwt, u := x^2 \), its quotient is the curve
\[ v^2 = u(u - 1)(u - a^2), \]
which is isomorphic to $C$, whereas the quotient by $h_1$ is, setting $y := wt$, the elliptic curve in Legendre normal form

$$y^2 = (x^2 - 1)(x^2 - a^2).$$

More general algebraic formulae for torsion points of higher order were found by Bianchi (see [Bia01]).

3. Periodic functions and Abelian varieties

Writes Reinhold Remmert on page 335 of his book [Rem84], in the section dedicated to short biographies of the creators of function theory, in alphabetical order Abel, Cauchy, Eisenstein, Euler, Riemann and Weierstraß:

‘Karl Theodor Wilhelm Weierstraß, born in 1815 in Ostenfelde, Kreis Warendorf, Westphalia...studied Mathematics in the years 1839-40 at the Academy of Münster, passed the State exam with Gudermann, 1842-1848, teacher at the Progymnasium in Deutsch-Krone, West Prussia, for Mathematics, calligraphy and gymnastic; 1848-1855, teacher at the Gymnasium in Braunsberg, East Prussia; 1854, publication of the ground breaking results he had gotten already in 1849, in the article ‘Zur theorie der Abelschen Functionen’ in vol. 47 of Crelle’s Journal, hence he receives a honorary PhD from the University of Königsberg...1864, ordinarius (full professor) at the Berlin University...1873-74, Rector of the Berlin University...he died in 1897 in Berlin.’

In fact, the groundbreaking results appeared in two articles on Crelle, [Weie54] and [Weie56], the first devoted to the general representation of abelian functions as convergent power series, and the second giving a full-fledged theory of the inversion of hyperelliptic integrals.

What are the Abelian functions? They are just the meromorphic functions on $\mathbb{C}^n$ whose group of periods

$$\Gamma_f := \{ \gamma \in \mathbb{C}^n | f(z + \gamma) = f(z), \forall z \in \mathbb{C}^n \}$$

is a discrete subgroup of maximal rank $= 2n$. In other words, such that $\Gamma_f$ consists of the $\mathbb{Z}$-linear combinations of $2n$ vectors which form an $\mathbb{R}$-basis of $\mathbb{C}^n$ as a real vector space.

In general $\Gamma_f$ is a closed subgroup, which can be uniquely written as the sum of a $\mathbb{C}$-vector subspace $V_1$ of $\mathbb{C}^n$ with a discrete subgroup $\Gamma_2$ of a supplementary subspace $V_2$ (i.e., $\mathbb{C}^n \cong V_1 \oplus V_2$). If $V_1$ is $\neq 0$, then the function $f$ is degenerate, i.e., it depends upon fewer variables than $n$. A central question of the theory of periodic meromorphic functions has been: given a discrete subgroup $\Gamma \subset \mathbb{C}^n$, when does there exist a nondegenerate function $f$ which is $\Gamma$-periodic?

---

7Weierstraß attended Gudermann’s lecture on elliptic functions, some of the first lectures on this topic to be given [O’C-R98].
In the case of \( n = 1 \), the answer is easy, the abelian functions are just the elliptic functions, and, fixed a discrete subgroup of rank = 2, the field of \( \Gamma \)-periodic meromorphic functions is the field of meromorphic functions on the elliptic curve \( E = \mathbb{C}/\Gamma \), generated by \( \wp \) and \( \wp' \), which satisfy the unique relation
\[
(\wp')^2 = 4\wp^3 - g_2\wp - g_3.
\]
So far, so good.

For \( n \geq 2 \), things are more complicated, and it took more than the ideas of Riemann and Weierstraß in this long and fascinating story!

An important contribution was given by the French school, for instance a basic theorem was the theorem of Appell-Humbert, also called the theorem on the linearization of the system of exponents, and proven by these authors for \( n \leq 2 \), and by Conforto in arbitrary dimension ([Con42], see also [Sieg], page 53, for an account of the history).

The starting point is a theorem due to Poincaré, showing that every meromorphic function \( f \) on \( \mathbb{C}^n \) can be written as the quotient of two relatively prime holomorphic functions:
\[
f(z) = \frac{F_1(z)}{F_0(z)}.
\]

The \( \Gamma \)-periodicity of \( f \), in view of unique factorization, translates into the same functional equation for numerator and denominator:
\[
F_j(z + \gamma) = k_\gamma(z)F_j(z),
\]
where the holomorphic functions \( k_\gamma(z) \) are nowhere vanishing, and satisfy the cocycle condition
\[
k_{\gamma_1 + \gamma_2}(z) = k_{\gamma_1}(z + \gamma_2)k_{\gamma_2}(z).
\]

Since \( k_\gamma(z) \) is nowhere vanishing, one can take its logarithm, and write \( k_\gamma(z) = \exp(\phi_\gamma(z)) \), and the functions \( (\phi_\gamma(z)) \) are called a system of exponents.

Since however the above factorization is unique only up to multiplying with a nowhere vanishing function \( \exp(g(z)) \), we see that we can replace the system of exponents by a cohomologous one
\[
\varphi_\gamma(z) := \phi_\gamma(z) - g(z + \gamma) + g(z).
\]

The main result of Appell-Humbert and Conforto is that one can find an appropriate function \( g(z) \) such that the resulting exponent \( \varphi_\gamma(z) \) is a polynomial of degree at most one in \( z \); from this it follows, by pure bilinear algebra arguments, that the system can be put into a unique normal form, the so called

---

\( \text{\textsuperscript{8}} \) writes Siegel (page 23, [Sieg]): this question leads to interesting and complicated problems, problems whose solutions were initiated by Weierstraß and Poincaré, continued by Cousin, and completed mainly by Oka.
Appell-Humbert normal form for the system of exponents:

\[ \hat{k}_\gamma(z) = \exp(\varphi_\gamma(z)) = \rho(\gamma) \cdot \exp(\pi H(z, \gamma) + \frac{1}{2} \pi H(\gamma, \gamma)), \]

where \( H(z, w) \) is a Hermitian form satisfying the

First Riemann bilinear relation: the imaginary part of \( H \) yields an alternating bilinear form with integer values on \( \Gamma \),

\[ \mathcal{E} := \text{Im}(H) : \Gamma \times \Gamma \to \mathbb{Z}, \]

and \( \rho : \Gamma \to S^1 := \{ w \in \mathbb{C} | |w| = 1 \} \) is a semicharacter for \( \mathcal{E} \), i.e., we have

\[ \rho(\gamma_1 + \gamma_2) = \exp(2\pi i \mathcal{E}(\gamma_1, \gamma_2))\rho(\gamma_1)\rho(\gamma_2). \]

Moreover, the functional equation

\[ (FE) : F_j(z + \gamma) = \hat{k}_\gamma(z)F_j(z) \]

has some nondegenerate solution if and only if the

Second Riemann bilinear relation is satisfied: \( H > 0 \), the Hermitian form \( H \) is positive definite on \( \mathbb{C}^n \). The Riemann bilinear relations allow then, after a change of variables, to assume that the group of periods can be put in a semi-normal form, similar to the one of elliptic curves:

\[ \Gamma = T\mathbb{Z}^n \oplus \tau\mathbb{Z}^n, \]

here \( T, \tau \) are \( n \times n \) matrices, \( T = \text{diag}(t_1, t_2, \ldots t_n), t_i \in \mathbb{N}, t_1 | t_2 | \ldots | t_n \) (the \( t_j \)'s are the elementary divisors of the matrix \( E \)), while \( \tau \) is a matrix in the Siegel generalized upper half space

\[ \tau \in \mathbb{H}_g := \{ \tau \in \text{Mat}(n, n, \mathbb{C}) | \tau =^t \tau, \text{Im}(\tau) > 0 \}. \]

This change of variables is crucial, since it allows to derive, after some algebraic manipulation, all the solutions of the functional equation \( (FE) \) from the Riemann theta function; indeed the solutions are linear combinations of the theta functions with characteristics \( a \in \mathbb{Q}^n \):

\[ \theta[a, 0](z, \tau) = \sum_{p \in \mathbb{Z}^n} \exp(\pi i (p + a)^t \tau (p + a) + 2i \tau p (p + a)). \]

Nowadays, see for instance the book by Mumford \cite{Mum70}, the theorem of Appell-Humbert is viewed as the consequence of the exponential exact sequence on the complex torus \( X := \mathbb{C}^n / \Gamma \):

\[ 0 \to H^1(X, \mathbb{Z}) \to H^1(X, \mathcal{O}_X) \to H^1(X, \mathcal{O}_X^*) \to H^2(X, \mathbb{Z}) \to H^2(X, \mathcal{O}_X) \to \ldots \]

Here \( H^2(X, \mathbb{Z}) \) is the space of alternating forms \( \mathcal{E} \) as above, the Hermitian form \( H(z, w) \) is the unique representative with constant coefficients of the first Chern form of the line bundle \( L \) which is associated to the cocycle \( k_\gamma(z) \) as follows: \( L \) is defined as the quotient of \( \mathbb{C}^n \times \mathbb{C} \) by the action of \( \Gamma \) such that

\[ \gamma(z, w) = (z + \gamma, k_\gamma(z)w). \]

\(^9\)the Riemann theta function is just the one with characteristic \( a = 0 \)
Finally, $H^1(X, \mathcal{O}_X^*) =: \text{Pic}(X)$ is the group of isomorphism classes of line bundles on $X$.

These new formulations through Kähler geometry, and Hodge theory, allowed a very vast generalization, the beautiful theorem by Kodaira [Kod54].

**Kodaira’s embedding theorem:**

A compact complex manifold $X$ is projective if and only if it has a positive line bundle, i.e., a line bundle $L$ admitting a Chern form which is everywhere strictly positive definite.

However beautiful Kodaira’s theorem, it did not completely solve the problem about the existence of nondegenerate $\Gamma$-periodic meromorphic functions, which had been dealt by Cousin ([Cou940]) for the case $n = 2$, a case which can be reduced, in the case where $X := \mathbb{C}^2/\Gamma$ is noncompact, to the theory of elliptic functions. Indeed, Cousin and Malgrange ([Malg75]) showed that the linearization for the system of exponents does not hold when $n \geq 2$ and we are in the noncompact case (where harmonic theory can no longer be used).

Nevertheless, in [CapCat91], we were able to show that the Riemann bilinear relations are always necessary and sufficient conditions on $\Gamma$ for the existence of nondegenerate $\Gamma$-periodic meromorphic functions. The lack of linearization of the system of exponents, however, make the description of the $\Gamma$-periodic functions not so simple as in the compact case.

This said, we have not yet explained what is the inversion of abelian integrals. We shall do it in modern terminology.

Let $C$ be a compact Riemann surface of genus $g$, so that the space $H^0(\Omega^1_C)$ of holomorphic one-forms has complex dimension equal to $g$, and $C$ is obtained topologically from a polygon with $4g$ sides

$$\alpha_1, \beta_1, \alpha_1^{-1}, \beta_1^{-1}, \ldots, \alpha_g, \beta_g, \alpha_g^{-1}, \beta_g^{-1}$$

gluing each side $\alpha_j$ with the side $\alpha_j^{-1}$, which is oriented in the opposite direction with respect to one chosen orientation of the boundary (and doing similarly for $\beta_j$ and $\beta_j^{-1}$).

**The Jacobian variety** $J(C)$ is nothing else than the quotient of the dual vector space $H^0(\Omega^1_C)\vee$ by the discrete subgroup $\Gamma$ generated by the integrals over the closed paths in $C$, $\alpha_j, \beta_j$. For an appropriate choice of the polygonal dissection and choice of a basis $\omega_1, \ldots, \omega_g \in H^0(\Omega^1_C)$ one obtains:

$$\int_{\alpha_i} \omega_j = \delta_{i,j}, \quad \int_{\beta_i} \omega_j = \tau_{i,j}, \quad (\exists \tau \in \mathbb{H}_g).$$

In fact the Riemann bilinear relations were discovered by Riemann exactly in the case of the period group of a compact Riemann surface (and then extended to the general case).
The Abel-Jacobi map (later generalized by Francesco Severi and Giacomo Albanese to the case of higher dimensional varieties) is the map

\[ a : C \to J(C), \quad a(P) := \int_{P_0}^P H^1(\Omega^1_C)^{\vee}/\Gamma. \]

This map can be extended to the Cartesian product \( C^m \) by

\[ a(P_1, \ldots, P_m) := \sum_{j=1}^m a(P_j) \]

and clearly its value is independent of the order of the points \( P_j \), hence, once we define the \( m \)-fold symmetric product \( C^{(m)} \) as the quotient \( C^m/\mathfrak{S}_m \), we have a similar Abel-Jacobi map \( a_m : C^{(m)} \to J(C) \). In these terms one can express the

**Jacobi inversion Theorem**: \( a_g : C^{(g)} \to J(C) \) is surjective and 1-1 on a dense open set.

As we already mentioned, Jacobi did not prove this theorem, just posed the problem in 1832, and Weierstraß proved it in the special case where \( C \) is a hyperelliptic curve, i.e., \( C \) is a double cover of the projective line, i.e., given by an equation

\[ y^2 = \Pi_{j=1}^{2g+2}(x - \lambda_j), \]

quite reminiscent of the standard equation for elliptic curves.

If however one looks at the older literature, statements are harder to follow because there the authors speak of abelian functions, abelian integrals, whereas nowadays the statement is made in terms of varieties, and in the language of algebraic geometry.

Hence our question: where and when did this geometrization process begin?

Certainly the French school gave a big impetus: they used the term ‘Hyperelliptic variety’ for a variety which is the quotient of \( C^n \) by a group \( \Gamma \) acting freely, but not necessarily a group of translations. Whereas the name ‘Picard variety’ was reserved for what we call now Abelian varieties (except that the Picard variety of an Abelian variety \( A \) is the dual of \( A! \)). The reader can find more details in the article by Kleiman [Klei04].

But, for the inversion of integrals, a problem which Appell and Goursat in their book ([A-G895], page 463) acknowledge as solved by Riemann and Weierstrass simultaneously, comes into play the Jacobian variety of a curve for a geometric formulation: the Jacobian variety \( J(C) \) of a curve of genus \( g \) is birational to the \( g \)-fold symmetric product of the curve \( C \).

The term ‘Variétá di Jacobi’ appears clearly in the title of the famous 1913 article by Ruggiero Torelli [Tor13], where he proved the famous

**Torelli’s theorem**: two curves are isomorphic if and only if their Jacobian varieties are isomorphic as polarized Abelian varieties.
Indeed, the term had been used a few years earlier by Enriques and Severi ([E-S907]), who spoke of the Jacobian surface of a curve of genus 2 while describing the classification of hyperelliptic surfaces. Mathematically, the inversion theorem had been proven, amidst other results, by Castelnuovo in [Cast93] as a consequence of the Riemann-Roch theorem for curves. However, at that time Castelnuovo did not yet speak of the ‘Jacobian variety’; rather, when his selected papers were reprinted in 1936, he added a note at the end of the paper: ‘the results of the paper can be stated in the simplest way introducing the concept of the $g$-dimensional Jacobian variety of the curve $C$.’

Research on Abelian varieties and on monodromy is still an active ongoing field (see [Kaw81], [Del70], [D-M86]...).

3.1. Cohomology as difference equations. It is difficult to give a flavour of the many intriguing questions which are involved in the development of the theory of Abelian functions and varieties, so I shall try with an elementary example, which is equivalent to the vanishing of the cohomology group $H^1(\mathbb{C}^*, \mathcal{O}_{\mathbb{C}^*}) = 0$, and which cannot be superseded by harmonic theory when $\Gamma$ is not of maximal rank.

**Lemma 2.** Let $f(z)$ be an entire holomorphic function on $\mathbb{C}$: then there exists another entire holomorphic function $g(z)$ on $\mathbb{C}$ such that

$$f(z) = g(z + 1) - g(z).$$

At first glance, it seems like that the correct approach would be to use that entire functions are just sums of a power series, converging everywhere on $\mathbb{C}$.

That is, we may write (keeping track that a constant for $g$ yields the result 0):

$$f(z) = \sum_{i=0}^{\infty} b_i z^i, \quad g(z) = \sum_{j=1}^{\infty} a_j z^j.$$

The inhomogeneous equations to solve are given by

$$b_i = \sum_{j=1}^{\infty} \binom{j}{i} a_j,$$

and are unfortunately given by an infinite sum.

However, if we restrict to the case where $f$ is a polynomial of degree $r$, then there exists a unique polynomial $g$ of degree $r + 1$, and with vanishing constant term $g(0)$, which yields the solution: since we have an upper triangular invertible matrix.

The hope that the unique solutions $g_{h+1}$ for the partial sums $f_h$ converge to a unique power series solution $g$ is discarded once we observe that the associated homogeneous equation $g(z + 1) - g(z) = 0$ has an infinitely dimensional space of solutions, given by all the holomorphic Fourier series $\sum_{h \in \mathbb{Z}} c_h w^h$, where we set $w = exp(2\pi iz)$.
However, (see Sieg, Theorem 2, pages 49-53) a very clever use of the Schwarz lemma and of the Weierstraß infinite products permits to reduce to the case where \( f \) is a polynomial, hence the solution can be found.

There is a second proof, which is most interesting, and based on the use of complex analysis to solve the difference equation (I am illustrating it since these methods played a pivotal role in complex analysis during the 20th century), as follows.

Step I. One can find first a \( C^\infty \)-solution \( g \), observing that indeed it suffices to find the solution for \( z \in \mathbb{R} \) (since, if we write \( z = x + iy \), then \( z + 1 = (x + 1) + iy \)). This is done observing that we may first determine \( g \) on the interval \([−\frac{1}{2}, \frac{1}{2}]\) choosing \( g \) identically zero in a neighbourhood of \(-\frac{1}{2}\), and equal to \( f(x − 1) \) identically in a neighbourhood of \( \frac{1}{2} \). Then we extend the definition of \( g \) on the other intervals \([−\frac{1}{2} + m, \frac{1}{2} + m]\) by using the derived formulae:

\[
g(z + m) = g(z) + f(z) + f(z + 1) + \cdots + f(z + m − 1).
\]

Step II. Since \( f \) is holomorphic, \( u := \partial g(z) = \partial g(z + 1) = u(z + 1) \), hence \( u \) is the pull-back of a \( C^\infty \) function \( U \) on \( \mathbb{C}^* \). It suffices to show that the equation \( U = \partial \Psi \) is solvable in \( \mathbb{C}^* \), since then \( \psi(z) := \Psi(exp(2\pi iz)) \) satisfies

\[
\partial g(z) = \partial \psi(z), \ \psi(z + 1) = \psi(z),
\]
hence \( g_2 := g − \psi \) is the desired holomorphic solution \( (\partial g_2(z) ≡ 0) \).

Step III. The equation \( U = \partial \Psi \) is solvable in \( \mathbb{C}^* \) when \( U = U_j \) has compact support, say contained in \( K_j = \{z | 1/j ≤ |z| ≤ j\} \), where \( j \) is an integer. It suffices to use the Bochner-Severi-Martinielli integral formula (see Hörmander, theorem 1.2.2, page 3)

\[
\psi_j(z) = \frac{1}{2\pi i} \int \frac{u_j(\zeta)}{(\zeta − z)} d\zeta d\bar{\zeta}.
\]

Step IV. Let \( \phi_j(z) \) be a function which is \( C^\infty \), identically \( \equiv 1 \) in a neighbourhood of \( K_j \), and with support \( \subset K_{j+1} \), and set \( v_j := \phi_j(z) − \phi_{j−1}(z) \).

Then by step III there is a function \( \tilde{\psi}_j \) such that \( \tilde{\partial} \tilde{\psi}_j = U_j := v_j U \). Since \( v_j \equiv 0 \) on \( K_{j−1} \), \( \tilde{\psi}_j \) is then holomorphic in a a neighbourhood of \( K_{j−1} \), hence there exists a global Laurent series \( \tilde{\psi}_j \) which approximates \( \psi_j \), say that

\[
|\tilde{\psi}_j − \psi_j| < 2^{−j} \text{ on } K_{j−1}.
\]

We finally define \( \psi := \Sigma\psi_j(\psi_j − \tilde{\psi}_j) \), where the series is convergent in norm over compact sets. In particular, the sum \( \Sigma\psi_j > h+1(\psi_j − \tilde{\psi}_j) \) is a holomorphic function in a neighbourhood of \( K_h \).

\[\text{[10]which, citing again Caratheodory's preface to } \text{Car50}, \text{ allows for new type of arguments such as were unknown prior to its discovery}\]
So, $\psi$ is $C^\infty$ and
\[
\bar{\partial}\psi = \Sigma_j \bar{\partial}(\psi_j - \tilde{\psi}_j) = \Sigma_j U_j = U(\Sigma_j v_j) = U.
\]
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