Fermionic Schwinger effect and induced current in de Sitter space
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Abstract. We explore Schwinger effect of spin 1/2 charged particles with static electric field in 1+3 dimensional de Sitter spacetime. We analytically calculate the vacuum expectation value of the spinor current which is induced by the produced particles in the electric field. The renormalization is performed with the adiabatic subtraction scheme. We find that the current becomes negative, namely it flows in the direction opposite to the electric field, if the electric field is weaker than a certain threshold value depending on the fermion mass, which is also known to happen in the case of scalar charged particles in 1+3 de Sitter spacetime. Contrary to the scalar case, however, the IR hyperconductivity is absent in the spinor case.
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1 Introduction

The Schwinger effect [1] is known as an intriguing example of non-perturbative phenomena of quantum field theory in a background field. It describes production of pairs of charged particles out of the quantum vacuum state due to a background electric field. It is still difficult to provide the electric field strong enough to cause the particle production due to Schwinger effect in a laboratory. However, we expect that such a strong electric field were naturally present in the primordial universe in the context of inflationary magnetogenesis which attempts to explain the origin of the observationally inferred large-scale magnetic fields [2–6] in terms of the primordial magnetic fields generated during inflation [7].

The observations of galactic and extra-galactic magnetic fields motivate the study of the origin of these magnetic fields and inflationary magnetogenesis is considered as a promising candidate as a way to achieve long enough coherent length. For instance, the kinetic coupling model (or $f^2FF$ model [10–13]), which is a well-studied model of inflationary magnetogenesis, predicts that very strong electric fields are inevitably produced during inflation, if it generates magnetic fields which are strong enough to leave observable signatures. It is also known that the model cannot explain the lower bound on the present magnetic field strength inferred by the blazar observation, because of the overproduction of the electric fields whose energy density spoils the inflationary background [14] or the observation of the cosmic microwave
background radiation [15].\(^2\) Nevertheless, no one has yet studied the model properly taking into account Schwinger effect, while it possibly changes the dynamics drastically. Therefore the Schwinger pair production could occur in the inflationary era and it is important to investigate it.

Regarding Schwinger effect in de Sitter spacetime, two nontrivial backgrounds are involved. These are electric field and gravitational field, both of which can cause the particle production from the vacuum state. This combination of the different production sources makes the problem challenging and interesting. Furthermore, the background fields are not completely static in realistic situations and the backreaction to the electric field is important especially in the context of magnetogenesis. Flowing through the electric field, the produced particles induce the electric current and it affects the background electric field. The induced electric current which characterizes the size of the backreaction can be quantitatively evaluated by the vacuum expectation value of the current operator. Note that the induced electric current is a well-defined physical quantity since it only requires to specify the in-vacuum state, while the Bogoliubov coefficients which can give the particle production rate depend also on the definition of the out-vacuum state.

Recently, a number of studies of this effect in de Sitter spacetime have appeared [19–24]. Their motivations diverge into many branches of quantum physics from false vacuum decay and bubble nucleation to a thermal interpretation of particle production or cosmological consequences including magnetogenesis. Schwinger effect and its induced current in de Sitter spacetime for a \textit{scalar} charged particle have been investigated both in the 1 + 1 dimension case [21], in the 1 + 2 dimension case [25] and the 1 + 3 case [23]. In those works, it is found that the scalar induced current is strongly enhanced for the small mass field and weak electric field regime. This phenomenon was called IR hyperconductivity and found in [21] for the first time. In [23], the authors reported a negative current which flows in a direction against the electric field in addition to the IR hyperconductivity. In the 1 + 3 dimensional case, it was also found the terms which are not suppressed by the exponential factor \(\exp(-\pi m^2/eE)\) or \(\exp(-2\pi m/H)\) appear in the massive field limit. These suppression factors are naturally expected from the semiclassical approximation. Thus it suggests the breakdown of the semiclassical description in the massive limit. For \textit{spinor} charged particle, however, the induced current has been calculated only in the case of 1+1 dimensional de Sitter spacetime [24]. In [24], the authors have shown that there is neither the IR hyperconductivity nor the negativity of the current.

To calculate the induced electric current in the real space, one has to address the divergence coming from vacuum contribution. In [23, 24], the adiabatic subtraction method [26, 27] was employed to remove the divergences in the vacuum expectation value of the induced current. It is known that the WKB (adiabatic) expansion for a fermionic field cannot satisfy the equation of motion while satisfying the normalization condition to all orders of the expanding parameter \(\hbar\). Nevertheless, the equivalence of the adiabatic and the DeWitt-Schwinger renormalization schemes was shown in [28], and there are applications of the adiabatic regularization of fermionic fields recently [29, 30].

In this paper, we calculate the induced current for spinor QED in 1 + 3 dimensional de Sitter space. We consider a static background electric field whose energy density is constant even in expanding de Sitter spacetime and employ the adiabatic subtraction as the regularization method. We analytically obtain the vacuum expectation value of the fermionic current

\(^2\)See however the recent works with extended models [16–18].
and compare it with the scalar particle case and the semiclassical approximation [31]. Furthermore, its weak/strong electric field limit and large mass limit are investigated in depth with the curious features found in the previous works in mind, such as the IR hyperconductivity, the negative current and the terms without the exponential mass suppression. We also discuss the stability of the background electric field considering the backreaction effect indicated by the electric current.

The rest of the paper is organized as follows. In section 2, we introduce the treatment of the Dirac spinor in curved spacetime with clarifying our notation and solve the Dirac equation in a background electric field. In section 3, the calculation of the induced current is described. The property of the renormalized current is investigated in section 4. Finally, section 5 is devoted to the conclusion. Technical details can be found in appendices.

2 Setups

2.1 QED action in curved spacetime

We start with the action for spinor quantum electrodynamics (QED) in curved spacetime,

\[
S = \int d^4x \sqrt{-g} \left\{ -\frac{1}{4} g^{\mu\alpha} g^{\nu\beta} F_{\mu\nu} F_{\alpha\beta} + \bar{\psi} (i\gamma^\mu D_\mu - m) \psi \right\},
\]

where the metric sign is chosen as \((-+++\)). The covariant derivative \(D_\mu\) is written in terms of U(1) gauge field \(A_\mu\) and spinor connection \(\Gamma_\mu\) as

\[
D_\mu(x) \equiv \partial_\mu + ieA_\mu(x) + \Gamma_\mu(x),
\]

which ensures the local gauge symmetry and covariance. \(F_{\mu\nu} = \nabla_\mu A_\nu - \nabla_\nu A_\mu\) is the gauge field strength.

Introducing the tetrads \(e^\mu_a\) \((a, b, c \cdots = 0, 1, 2, 3\) are indices for the Local Lorentz Transformation (LLT) and the Greek indices \(\mu, \nu \cdots\) are for spacetime) and the generators \(\Sigma_{ab}\) of the LLT which obey the algebra \([\Sigma_{ab}, \Sigma_{cd}] = (\eta^{ac}\Sigma_{db} - \eta^{bc}\Sigma_{da}) - (\eta^{ad}\Sigma_{cb} - \eta^{bd}\Sigma_{ca})\), one can write down the spinor connection as

\[
\Gamma_\mu = \frac{1}{2} \epsilon_\nu^\mu e_{bc/\mu} \Sigma_{ab}. \tag{2.3}
\]

\(\Gamma_\mu\) then satisfies the correct transformation rule under the infinitesimal LLT \(\Lambda^{ab}_b = \delta^{ab}_b + \omega^{ab}_b\),

\[
\Gamma_\mu(x) \to \bar{\Gamma}_\mu = \frac{1}{2} \Lambda_a^e \epsilon_\nu^e (\Lambda_b^d \epsilon_d^\nu)_{\mu} \Sigma_{ab} = \Gamma_\mu + \frac{1}{2} \omega_{ab}[\Sigma_{ab}, \Gamma_\mu] - \frac{1}{2} \omega_{ab}, \mu \Sigma_{ab}. \tag{2.4}
\]

Let \(D(\Lambda) = 1 + \frac{1}{2} \omega_{ab} \Sigma_{ab}\) be a representation of the infinitesimal LLT, then eq. (2.4) is rewritten as

\[
\bar{\Gamma}_\mu = D(\Lambda)\Gamma_\mu D^{-1}(\Lambda) - (\partial_\mu D(\Lambda)) D^{-1}(\Lambda), \tag{2.5}
\]

which gives a transformation nature

\[
e^\mu_a (\partial_\mu + \Gamma_\mu) \psi \to \Lambda^b_a e^\mu_b D(\Lambda)((\partial_\mu + \Gamma_\mu) \psi), \tag{2.6}
\]
as required.
For the Dirac spinor \( \psi \), which is the reducible \((\frac{1}{2}, 0) \oplus (0, \frac{1}{2})\) representation of the LLT, the generators are given by \( \Sigma^{ab} = -\frac{1}{4} [\gamma^a, \gamma^b] \). Here, the gamma matrices satisfy the anti-commutation relation \( \{\gamma^a, \gamma^b\} = -2\eta^{ab} \) with \( \eta^{ab} = \text{diag}(-1, 1, 1, 1) \) being the Minkowski metric.

In the spatially flat Friedman-Lemaître-Robertson-Walker spacetime \( ds^2 = a(\eta)^2(-d\eta^2 + dx^2) \), the action eq. (2.1) reduces to

\[
S = \int d^4x \left\{ -\frac{1}{4} \eta^{\mu\alpha} \eta^{\nu\beta} F_{\mu\nu} F_{\alpha\beta} + \xi (i\gamma^a \partial_a - eA_a \gamma^a - ma) \xi \right\},
\]

where \( \xi(\eta, x) \) is the canonical Dirac field \( \xi = a^{3/2} \psi \), and we have used the following equations hold in the FLRW metric:

\[
e_a^\mu = \frac{1}{a} \delta_a^\mu, \quad \gamma^a e_a^\mu \Gamma_\mu = \frac{3a'}{2a^2} \gamma^0, \quad \gamma^a e_a^\mu (eA_\mu) = \frac{1}{a} eA_a \gamma^a,
\]

where a prime denotes the derivative with respect to the conformal time \( \eta \). It is clearly shown that the conformal symmetry is recovered for massless fermion case, \( m = 0 \).

### 2.2 Dirac equation in EM background

The equation of motion for \( \xi \) field (the Dirac equation) is given by

\[
(i\gamma^a \partial_a - eA_a \gamma^a - ma)\xi(\eta, x) = 0.
\]

Substituting \( \xi = (i\gamma^a \partial_a - eA_a \gamma^a + ma)\zeta \) into eq. (2.9), we obtain the quadratic Dirac equation,

\[
\left\{ (\partial_a + ieA_a)^2 - m^2a^2 + i \left( ma'd^0 - \frac{e}{2} \gamma^a \gamma^b F_{ab} \right) \right\} \zeta(\eta, x) = 0,
\]

where all the indices should be contracted by the Minkowski metric \( \eta^{ab} \).

Hereafter we consider that a homogeneous electric background field \( A_\mu(x) = (0, 0, 0, A_z(\eta)) \) exists in de Sitter spacetime (i.e. \( a'/a^2 = H = \text{const.} \)). We also assume that the background field \( A_z \) is given by

\[
A_z = \frac{-E}{H(a - 1)} = \frac{-E}{H} \left( \frac{1}{1 - H\eta} - 1 \right),
\]

where \( E \) is a constant, the scale factor is taken as \( a = 1/(1 - H\eta) \) and the offset \(-1\) is introduced in \((a - 1)\) so that we can take Minkowski limit \((H \to 0)\) explicitly

\[
A_z \xrightarrow{H \to 0} -Et.
\]

Note that \( \eta = (1 - e^{-Ht})/H \xrightarrow{H \to 0} t \), and \( \eta \in (-\infty, 1/H) \) in our notation. The physical strength of electric field in de Sitter spacetime is given by \(-a^{-2}\partial_\eta A_z = E\), which yields a constant electromagnetic energy density.

Let us further manipulate eq. (2.10). It can be shown that \( i(ma'd^0 - \frac{e}{2} \gamma^a \gamma^b F_{ab}) = iH^2 a^2 \left( \frac{m}{H} \gamma^0 + \frac{eE}{H^2} \gamma^0 \gamma^3 \right) \) and

\[
\left( \frac{m}{H} \gamma^0 + \frac{eE}{H^2} \gamma^0 \gamma^3 \right)^2 = (M\gamma^0 + L\gamma^0 \gamma^3)^2 = (M^2 + L^2)1,
\]

\[
-4
\]
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where we have introduced two dimensionless parameters,

\[ M \equiv \frac{m}{H}, \quad L \equiv \frac{eE}{H^2}. \tag{2.14} \]

which are the mass and the electric field strength normalized by the Hubble parameter. We find there exist four time-independent eigenvectors \( w_s \) \( (s = 1, 2, 3, 4) \) of a matrix \( B \equiv (M^2 + L^2)^{-1/2}(M\gamma^0 + L\gamma^0\gamma^3) \),

\[ Bw_s = \lambda_s w_s, \tag{2.15} \]

which have eigenvalues \( \lambda_s = \pm 1 \) (for \( s = 1, 2 \)) or \( \lambda_s = \mp 1 \) (for \( s = 3, 4 \)) respectively. Note that \( B \) is traceless. The normalization and the completeness condition are given by

\[ w_s^\dagger w_{s'} = \delta_{ss'}, \quad \sum_{s=1}^4 w_s w_s^\dagger = 1. \tag{2.16} \]

Charge conjugation operator \( C \) is defined by

\[ C\gamma^\mu C^{-1} = -\gamma^\mu, \tag{2.17} \]

where \( \gamma^\mu \) denotes the transpose of the gamma matrices, and the Hermitian/anti-Hermitian properties of the gamma matrices \( (\gamma^\mu)^\dagger = \gamma^0\gamma^\mu\gamma^0 \) indicate that \( C B^*C^{-1} = C^t B C^{-1} = -B \). Then we find \( B(C w_s^*) = -\lambda_s(C w_s^*) \). We specify

\[ w_1 = -C w_3^*, \quad w_2 = -C w_4^*, \quad w_3 = C w_1^*, \quad w_4 = C w_2^*, \tag{2.18} \]

with \( C = -C^{-1} = C^* = -C^t \).

With the aid of the spatial homogeneity of the system we consider, we introduce the following decomposition of the solution for the Dirac equation:

\[ \zeta(\eta, x) = e^{-iLz}e^{ikx}\zeta_{k,s}(\eta)w_s, \tag{2.19} \]

where we add a gauge fixing phase factor \( e^{-iLz} \) for later convenience. The Schrödinger type equation for the mode function is then obtained as

\[ \left( \partial^2_\eta + \omega_k^2(\eta) - i\lambda_s\sigma(\eta) \right) \zeta_{k,s}(\eta) = 0, \tag{2.20} \]

where

\[ \omega_k^2(\eta) \equiv k^2 - 2aHLk_\eta + a^2H^2(M^2 + L^2), \quad \sigma \equiv a^2H^2\sqrt{M^2 + L^2}. \tag{2.21} \]

The two independent solutions for eq. (2.20) is obtained in terms of the Whittaker functions \( M_{\kappa,\mu}(z) \) and \( W_{\kappa,\mu}(z) \). The parameters are given by

\[ \kappa = -iL\frac{k_\eta}{k}, \quad \mu^+ = \frac{1}{2} + i\sqrt{M^2 + L^2}, \quad z = -2i\frac{k}{aH}; \tag{2.22} \]

for \( s = 1, 2 \) and

\[ \kappa = -iL\frac{k_\eta}{k}, \quad \mu^- = \frac{1}{2} - i\sqrt{M^2 + L^2}, \quad z = -2i\frac{k}{aH}; \tag{2.23} \]

for \( s = 3, 4 \) respectively. To determine the positive frequency mode in the in-region \( (\eta \to -\infty) \), we can make use of an asymptotic formula of the Whittaker function \[ W_{\kappa,\mu}(z) \sim e^{-z/2}z^\kappa, \]

and the positive frequency mode is given by

\[ \zeta_{k,s}^+ = \frac{e^{i\pi/2}}{\sqrt{2k}} \sqrt{\frac{1}{1 - \frac{L}{\sqrt{L^2 + M^2}} k_\eta}} W_{\kappa,\mu}(z) \xrightarrow{\eta \to -\infty, a \to 0, \kappa \to \infty} \frac{1}{\sqrt{2k}} \sqrt{\frac{1}{1 - \frac{L}{\sqrt{L^2 + M^2}} k_\eta}} e^{-ik\eta}(-2k\eta)^\kappa. \tag{2.24} \]
where normalization is chosen to satisfy the canonical quantization condition as seen below. We can also find the negative frequency mode as
\[
\zeta_{-k,s} = e^{i\pi k/2 \sqrt{\kappa}} \frac{1}{\sqrt{2k^2 + L^2 + M^2}} e^{-i\kappa \eta} (-2k\eta)^{-\kappa},
\]
\[
(2.25)
\]
The transformation nature under the complex conjugation is given by
\[
(\zeta_{\pm k,s})^* = \sqrt{1 \pm L \sqrt{L^2 + M^2}} \zeta_{\mp k,s} \quad (s = 1, 2).
\]
\[
(2.26)
\]
From eqs. (2.18) and (2.26), we can obtain four independent solutions for the Dirac equation eq. (2.9) and construct the mode expansion for the quantized Dirac field $\hat{\xi}$ as
\[
\hat{\xi}(\eta, x) = e^{-iHLz} \int \frac{d^3k}{(2\pi)^3} \sum_{s=1,2} \left[ \hat{b}_{k,s} u_{k,s}(\eta) e^{ik\cdot x} + \hat{d}_{k,s}^\dagger v_{-k,s}(\eta) e^{-ik\cdot x} \right],
\]
\[
(2.27)
\]
with
\[
u_{k,s} = \hat{D}_{k,s}^+ w_s, \quad v_{k,s} = C u_{k,s}^*, \quad \hat{D} = \gamma^0 \left( i\partial_\eta - k_i \gamma^0 \gamma^j + aH \sqrt{M^2 + L^2} B \right),
\]
\[
(2.28)
\]
where we only need $s = 1, 2$ components. The anti-commutation relations
\[
\{\hat{b}_{k,s}, \hat{b}_{k',s'}^\dagger\} = \{\hat{d}_{k,s}^\dagger, \hat{d}_{k',s'}\} = (2\pi)^3 \delta^{(3)}(k - k') \delta_{s,s'}, \quad \text{others} = 0,
\]
\[
(2.29)
\]
are imposed as usual. The conjugate momentum of the canonical Dirac field $\hat{\xi}$ is given by
\[
\hat{\pi}(\eta, x) = \frac{\delta S}{\delta \hat{\xi}} = i\hat{\xi}^\dagger. \quad \text{Therefore we obtain the conventional canonical quantization condition}
\]
\[
\{\hat{\xi}(\eta, \mathbf{x}), \hat{\pi}(\eta, \mathbf{y})\} = i\delta^{(3)}(\mathbf{x} - \mathbf{y}) \quad (\text{see also appendix A}).
\]

3 Schwinger-induced current

3.1 Vacuum expectation value of spinor current

The in-vacuum state $|0\rangle$ is defined as a state that satisfies the condition $b_{k,s}|0\rangle = d_{k,s}|0\rangle = 0$ for all $k$ and $s = 1, 2$. Then, using the mode decomposition eq. (2.27) and the anti-commutation relation eq. (2.29), the expectation value of the spinor current operator $J^3$ (along z-axis) is expressed as
\[
\langle J^3 \rangle = -e \left< 0 \left| \hat{\xi} \gamma^3 \hat{\xi} \right| 0 \right> = -e \int \frac{d^3k}{(2\pi)^3} \sum_{s=1,2} v_{k,s}^\dagger \gamma^0 \gamma^3 v_{k,s}.
\]
\[
(3.1)
\]

The spinors $v_{k,s}$ are defined in eq. (2.28). Since the matrix $B$ can be regarded as $1$ on $w_s$ or $-1$ on $Cu_s^*$ for $s = 1, 2$, the vacuum expectation value of the induced current can be
computed as
\[ -e \left\langle 0 \left| \hat{\xi}^3 \hat{\xi} \right| 0 \right\rangle = -2eL \sqrt{L^2 + M^2} \int \frac{d^3k}{(2\pi)^3} \left\{ \zeta^{++'} + i(\gamma k_z - F_k)(\zeta^{+} \zeta^{+''} - \zeta^{+'} \zeta^{+''}) + (2F_k^2 - \omega_k^2 - 2\gamma F_k k_z) |\zeta^+|^2 \right\} \]
\[ = -2eL \sqrt{L^2 + M^2} \int \frac{d^3k}{(2\pi)^3} \left\{ 1 + i\gamma k_z(\zeta^{+} \zeta^{+''} - \zeta^{+'} \zeta^{+''}) + 2(F_k^2 - \omega_k^2 - \gamma F_k k_z) |\zeta^+|^2 \right\}, \tag{3.2} \]

where
\[ \gamma \equiv \sqrt{L^2 + M^2} - L \sqrt{L^2 + M^2}, \quad F_k \equiv \frac{\omega_k \omega_k'}{\sigma} = aH \sqrt{L^2 + M^2} - \frac{Lk_z}{\sqrt{L^2 + M^2}}, \tag{3.3} \]

and we have used the normalization condition eq. (A.5) (see appendix A) in the last line. Clearly, this integral diverges in the ultraviolet (UV) region \((k \to \infty)\) and some renormalization procedure is required. In this paper, we apply the adiabatic subtraction method.

### 3.2 Adiabatic subtraction

The adiabatic subtraction is a renormalization scheme with which one subtracts the lower-order parts in the adiabatic (WKB) expansion of a quantity from its unrenormalized calculation result. The leading term in the adiabatic expansion of the expectation value of the current
\[ -e \left\langle 0 \left| \hat{\xi}^3 \hat{\xi} \right| 0 \right\rangle \]
imitates the divergence(s) in the UV (large \(k\)) region in the momentum space. Here, \(-e \left\langle 0 \left| \hat{\xi}^3 \hat{\xi} \right| 0 \right\rangle\) is obtained by replacing the mode function \(\zeta^+\) by the adiabatically (WKB) expanded counterpart \(\zeta^+^{(A)}\). Subtracting this quantity from the formally divergent expectation value \(-e \left\langle 0 \left| \hat{\xi}^3 \hat{\xi} \right| 0 \right\rangle\), one obtains the renormalized expectation value of the current operator. We perform these calculations in this subsection (see also appendix B).

In this subsection, we recover \(\hbar\) to make things much clearer. The equation of motion for \(\zeta = \zeta^+_{k, a=1, 2}\) is, again, given by
\[ (\hbar^2 \partial^2_\eta + \omega_k^2(\eta) - i\hbar \sigma(\eta)) \zeta(\eta) = 0. \tag{3.4} \]

Because the \(-i\sigma\) term in the equation above comes from first-order derivative, we have to assign \(\hbar^1\) in front of it. This odd order term is peculiar to the spinor case (does not appear in the scalar case), and the usual WKB ansatz, which is valid for the scalar mode function,
\[ \zeta = \frac{1}{\sqrt{\Omega_k(\eta)}} e^{-\frac{i}{\hbar} \int d\eta' \Omega_k(\eta')}, \tag{3.5} \]
is inappropriate (\(\Omega_k\) is a function to be determined as a power series of \(\hbar\)). Instead, the WKB ansatz for spinor should take the following form [28–30, 33] (see appendix B for the derivation),
\[ \zeta = \sqrt{\frac{\sigma}{2\omega^2(\sigma + \omega')}} (1 + \hbar F^{(1)} + \hbar^2 F^{(2)} + \ldots) e^{-i/\hbar \int d\eta'(\omega + \hbar \omega^{(1)} + \hbar^2 \omega^{(2)} + \ldots)}, \tag{3.6} \]
where $F^{(i)}$s and $\omega^{(i)}$s are (real) unknown functions to be determined by the equation of motion eq. (3.4) and the normalization condition

$$\hbar^2 \zeta'(\zeta^*)' - i h F_k(\zeta(\zeta^*)' - \zeta' \zeta^*) + \omega_k^2|\zeta|^2 = 1, \quad (3.7)$$

where we have recovered $\hbar$. Note that this normalization condition can be satisfied only perturbatively (in an order-by-order manner). More detailed explanation on this ansatz is shown in appendix B. We find all the odd order terms vanish, that is, $F^{(1)} = F^{(3)} = \cdots = 0$ and $\omega^{(1)} = \omega^{(3)} = \cdots = 0$. We can express $F^{(i)}$ and $\omega^{(i)}$ in terms of $\omega$ and $\sigma$. For example, at the second order they read

$$\omega^{(2)} = -\frac{\sigma + \omega' \sigma^2 + 2 \omega \sigma' - 5 \omega' \sigma}{8\sigma \omega^3}, \quad F^{(2)} = -\frac{\sigma + \omega' \sigma^2 - 2 \omega \sigma'}{16\sigma \omega^4}. \quad (3.8)$$

With the adiabatic subtraction method, the renormalized current is given by

$$\langle 0 \mid J^3 \mid 0 \rangle_{\text{ren}} = \langle 0 \mid J^3 \mid 0 \rangle - \langle 0 \mid J^3 \mid 0 \rangle^{(2)}, \quad (3.9)$$

where $|^{(2)}$ means that the second term in the right hand side includes the contribution up to adiabatic order two. We calculate the momentum integral in the following way. First we introduce a momentum cutoff $\Lambda$ to control the divergences. Second, the momentum integrals of the exact part (the first term in eq. (3.9)) and the adiabatic part (the second term) are computed separately. Third, the subtraction is done, while the momentum cutoff $\Lambda$ is kept finite. Finally, we take the limit $\Lambda \to \infty$ and obtain a finite result.

The detailed calculation of the integrals can be found in appendix C, and here we show the final results. The first term in eq. (3.9) is given by

$$\langle J^3 \rangle = -2eL(aH)^3 \lim_{\Lambda \to \infty} \left[ \frac{1}{6\pi^2} \left( \frac{\Lambda}{aH} \right)^2 - \frac{1}{6\pi^2} \ln \left( \frac{2\Lambda}{aH} \right) \right]$$

$$+ \frac{7}{72\pi^2} - \frac{L^2}{15\pi^2} - \frac{M^2}{12\pi^2} - \frac{3rM^2}{8\pi^2L^2} - \frac{3M^2r}{16\pi^2L^3} \log \left( \frac{r - L}{r + L} \right)$$

$$- \frac{r \csc(2\pi r)}{48\pi^5L^2} \left\{ (45 - \pi^2(11 - 12L^2 + 8r^2)) \cosh(2\pi L) \right. \left. - (45 - \pi^2(11 - 72L^2 + 8r^2)) \frac{\sinh(2\pi L)}{2\pi L} \right\}$$

$$+ \frac{3rM^2 \csc(2\pi r)}{32\pi^2L^3} \sum_{s = \pm} s e^{2\pi rs}(Ei(2\pi s(r + L)) - Ei(2\pi s(r - L)))$$

$$+ \frac{\csc(2\pi r)}{16\pi^4} \Re \left[ \int_{-1}^{1} dx(1 + r^2 - (1 + 3L^2 + 3r^2)x^2 + 5L^2x^4) \right.$$

$$\times \left. \sum_{s = \pm} s(e^{2\pi Lx} - e^{-2\pi rs})\psi(i(Lx + rs)) \right],$$

with $r = \sqrt{L^2 + M^2}$. $Ei(z)$ is the exponential integral function defined as $Ei(z) = -\mathcal{P} \int_{-\infty}^{z} \frac{e^{-t}}{t} dt$ ($\mathcal{P}$ denotes Cauchy’s principal value) and $\psi(z) = (\ln \Gamma(z))'$ is the digamma function. We can see there are the quadratic and the logarithmic divergences in momentum
cutoff $\Lambda$. The second term in eq. (3.9) (the subtraction term) is given by

$$\langle 0 \mid J^3 \mid 0 \rangle^{(2)} = - \lim_{\Lambda \to \infty} 2eL \left\{ \frac{(aH)^3}{6\pi^2} \left( \frac{2L^2 + 5M^2}{60\pi^2} \right) \left\{ \frac{4 - 3 \ln \left( \frac{2\Lambda}{aHM} \right)}{18\pi^2} \right\} \right\}$$

(3.11)

where $h$ is a constant which is taken to be a small expansion parameter in the adiabatic expansion and set to be unity after the truncation. It should be noted that the divergent parts of eqs. (3.10) and (3.11) are exactly the same. Therefore, after the subtraction, we obtain the renormalized expectation value of the induced current as

$$\langle J^3 \rangle_{\text{ren}} = eL \left( \frac{(aH)^3}{4\pi^2} \left[ 1 + \frac{4L^2}{15} + \frac{4}{3} \log M + 3\frac{M^2}{L^2} \left( 1 + \frac{r}{2L} \log \left( \frac{r - L}{r + L} \right) \right) \right] \right.$$
The renormalized spinor current (solid) and the doubled scalar current (dashed) induced by Schwinger effect in 1+3 de Sitter space are shown. The horizontal axis denotes the strength of the electric field $L \equiv eE/H^2$. The mass parameter of the charged particles are $M \equiv m/H = 10^{-3}$ (blue), $10^{-2}$ (orange), 1.5 (green) and 10 (red). The absolute value $|J|$ is plotted and its sign flips around $L \sim 10$ in the spinor case with any mass and the scalar case with a sufficiently small mass.

$M$. The spinor renormalized current is positive for $L > L_*$, and is negative for $L < L_*$. The negative spinor current is always (for any value of $M$) observed in the weak electric field regime in contrast with the bosonic case which shows the negative current only in the small mass regime $M_{\text{scalar}} \lesssim 0.003$.

Another striking difference between the bosonic and the fermionic current is the absence of the IR hyperconductivity which is the rapid growth of $|J|$ for smaller $L$. The hyperconductivity happens only in IR regime ($L < 1$ and $M < 1$). It was first found and discussed for the bosonic current in the 1+1 dimensional de Sitter spacetime [21] and that in the 1+3 dimensional de Sitter spacetime [23]. In figure 1, one can see it as the peak of the bosonic current (dashed line) at $L \approx 10^{-3}$ and $10^{-2}$ for $M = 10^{-3}$ and $10^{-2}$, respectively. Nevertheless, we find that there is not such a peak or the enhancement of the fermionic current in the IR regime except for a weak logarithmic divergence $\log m$ (see the next subsection for details). The absence of the hyperconductivity of the fermionic current in the 1+1 dimensional de Sitter spacetime is also reported in [24].

### 4.2 Strong and weak field limits

In the strong electric field limit, $L \gg 1, M$, the second line of eq. (3.12) dominates the expectation value and we obtain (for $L > 0$)\

$$J \sim \frac{L^2}{6\pi^3} e^{-\frac{\pi M^2}{L}} = H^{-4} \frac{(eE)^2}{6\pi^3} e^{-\frac{\pi m^2}{eE}},$$

(4.2)

where the famous suppression factor of Schwinger effect in Minkowski spacetime $\exp(-\pi m^2/eE)$ is reproduced. We can also find the quadratic behavior ($J \sim L^2$) of the
renormalized current which is the same as the scalar (bosonic) current. This strong electric field limit corresponds to the Minkowski (weak curvature) limit $H \to 0$. Thus, there is $H^{-1}$ divergence in $\langle J \rangle_{\text{ren}}$ in this limit. This is caused by the lack of cosmic dilution in this limit. The particle produced at $t = -\infty$ contributes to the current forever. If we regulate the $H^{-1}$ divergence by the cosmic time interval $(t - t_0)$ with $t_0$ being the turn-on time of the electric field, we obtain $\langle J \rangle_{\text{ren}} \sim e^3 E^2 (t - t_0) \exp(-\pi m^2 / eE)$. This linear growth in time is consistent with the previous work of Schwinger effect in Minkowski spacetime shown in [34].

In contrast to the intuitive behavior in the strong field limit, the strange negativity of the renormalized current appears in the weak electric field regime $L \ll 1$. In this limit, eq. (3.12) becomes

$$J \simeq \frac{L}{3 \pi^2} \left[ \log M - \Re \psi(iM) - \frac{\pi M (4M^2 + 1)}{3 \sinh(2\pi M)} \right].$$

We can define a dimensionless conductivity in the weak electric field limit as $\sigma(M) = \frac{J(L, M)}{L} |_{L \to 0}$ which is negative for all $M$. The massless limit of the conductivity is given by

$$\sigma(M) \xrightarrow{M \to 0} \frac{1}{3\pi^2} \log M + \frac{6\gamma_E - 1}{18\pi^2} + O(M^2),$$

where $\gamma_E$ is the Euler constant. There is no power-law IR enhancement but the logarithmic divergence for the spinor conductivity. On the other hand, the bosonic conductivity has a much faster enhancement in proportional to $M^{-2}$, which is called the IR hyperconductivity, in the small mass limit, $M \to 0$. The massive limit is given by

$$\sigma(M) \xrightarrow{M \to \infty} \left( -\frac{1}{36\pi^2 M^2} + O(M^{-4}) \right) - \frac{2}{9\pi} e^{-2\pi M} M (4M^2 + 1).$$

As expected, $\sigma(M)$ is suppressed in the massive limit. Schwinger mechanism cannot produce massive fermions effectively due to the suppression factor $\exp(-\pi m^2 / eE)$. The gravitational particle production is also suppressed by the factor $(\exp(2\pi M) + 1)^{-1} \sim \exp(-2\pi M)$. Thus we might be able to identify the latter term in eq. (4.5) as the effect of the gravitational particle production. Nevertheless, we do not have any satisfactory explanation for its negative sign. Moreover, the terms in the parenthesis in eq. (4.5) do not have exponential suppression factors and cannot be simply attributed to either of Schwinger or the gravitational particle production. Their origins are still unidentified but we further discuss it in the next subsection. Here, we note that the higher order adiabatic subtraction can remove some of these terms with the power-law dependence on $M$. For instance, the first term with $M^{-2}$ in eq. (4.5) can be removed by the adiabatic subtraction of order $\hbar^4$, while it adds a new $O(L^3/M^2)$ term to the induced current and changes the IR behavior of the current. Nevertheless, the higher order ($O(M^{-4})$) terms which are not suppressed by the exponential factor in (4.5) still remain even in this case.

4.3 Negativity of the induced current

It is questionable whether we should take the strange negativity of the current seriously. The range of wavelength which is short enough to verify the adiabatic subtraction depends on the particle mass, and only the modes with $(k/aH)^2 + M^2 \gg 1$ can imitate the correct behavior of the exact mode function. Thus, the adiabatic approximation is not necessarily correct for the long wavelength modes when $m \ll H$. A possible criticism is that the adiabatic expansion
Figure 2. Zero of the renormalized current $J(L, M)$ in $L$-$M$ plane. The upper region corresponds to the positive current $J > 0$ (negative feedback) and the lower region corresponds to the negative current $J < 0$ (positive feedback). The line shows positions of the stable points of the electric field-current system.

is inappropriate for fields with extremely small masses and the adiabatic subtraction scheme becomes invalid for the modes with $m/H \ll k/(aH) \ll 1$ though they are in the UV regime.

However, it has been confirmed in [35] that the point splitting renormalization scheme is in perfect accord with the adiabatic subtraction for the scalar current. This implies that the strange behaviors we have found in the previous section have nothing to do with the accuracy of the WKB expansion in infrared regime. Thus, it is worthwhile to investigate physical consequences of the result, eq. (3.12), in this section.

The semiclassical equation of motion for the gauge field is given by $F_{\mu\nu}^{\mu} = \langle J^\mu \rangle_{\text{ren}}$ in our convention. For the electric background field $E_z = -A_z'$, the equation of motion is given by

$$E_z' = -\langle J^3 \rangle_{\text{ren}}, \quad (4.6)$$

which can be regarded as a feedback system. It is easy to figure out the stability of the electric field-current system by looking at the signature of the renormalized current. The positive current reduces the background electric field while the negative current enhances it. The zeros of the current correspond to either a stable point or a saddle (unstable) point.

Surprisingly enough, the trivial zero $L = 0 \ (E = 0)$ is not a stable point but a saddle point. This situation is opposite of the case of the scalar current. Another zero $L = L_*>0$ is always a stable point. We plot $L_*$ as a function of $M = m/H$ in figure 2. This figure can be seen as a phase diagram of the system. The negative current occurs in the region below the blue line. A similar diagram for the scalar current is discussed also in [35]. Note that the negativity of the induced current is not past redemption even though it indicates the instability of the system. This is not a bottomless instability since the current becomes positive for a sufficiently strong electric field.
5 Conclusion

In this paper, we have investigated the fermionic current induced by Schwinger effect in 1 + 3 dimensional de Sitter spacetime. We have considered a homogeneous electric field eq. (2.11) which has the constant energy density in the expanding universe. Using the adiabatic subtraction, we obtained the renormalized expectation value of the current operator for the charged fermion. The analytic result eq. (3.12) was studied in detail and the similarity and difference from the bosonic (scalar) case were discussed.

With the aid of the analytic result eq. (3.12), we managed to investigate the behaviors of the induced current in both the weak and strong electric field limits. In the strong field limit, we obtained eq. (4.2) which coincides with the behavior of the bosonic current [23] as well as that of the current in flat spacetime [34]. Since the contribution to the induced current mainly comes from Schwinger pair production in strong field regime, the induced current in this regime carries the mass suppression factor for the Schwinger effect \( \exp(-\frac{\pi m^2}{eE}) \) as expected. On the other hand, in the weak electric field regime, we have found two remarkable features, namely the absence of the IR hyperconductivity and the negativity of the induced current. These features have been observed in the 1 + 1 dimensional fermionic case [24] and the 1 + 3 dimensional bosonic case [23], respectively. In our case, the negative current occurs for the electric field smaller than a certain value \( L_*(m/H) \) determined by the spinor mass as plotted in figure 2. Although the negativity of the current indicates the positive feedback which counter-intuitively enhances the background electric field, it does not mean an unbounded instability. The system is stable for electric field which is stronger than \( L_*(m/H) \) and thus the electric field is not enhanced beyond \( L_1 \) due to the instability. We also found the terms which do not carry any exponential mass suppression factor in the massive spinor limit of the conductivity eq. (4.5). If the particle is sufficiently heavy, the semiclassical description must be precise and it suggests that the exponential mass suppression factors such as \( \exp(-\frac{\pi m^2}{eE}) \) or \( \exp(-2\frac{\pi m}{H}) \) should appear. Thus, these terms indicate contributions beyond the semiclassical approximations. Further investigation is needed to clarify the origin or the physical interpretation of the negative current and the terms without the exponential mass suppression. It should be noted that the expression for the renormalized current eq. (3.12) apparently has a logarithmic divergence in the massless limit which has been introduced by the adiabatic subtraction, while the current vanishes in the massive limit without divergence.

Our result is a significant step towards understanding the electromagnetic response of the inflationary spacetime. However, we need further study to obtain general implications from Schwinger effect for inflationary magnetogenesis. This is because in this paper we have restricted ourselves to the following two points: (i) We have focused only on the specific background gauge field configuration which scales as \( A_i \propto (a-1) \), though the kinetic coupling model produces a gauge field with \( A_i \propto a^s \) (\( s \) is a real parameter of the model) [13] which may not be approximated by the setup in the present paper. (ii) We have not considered the realistic dynamics of the gauge field with the backreaction effect from the particle production.
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A Some formulae for spinor calculation

We need a spin sum formula to calculate the anti-commutation relation \( \{ \hat{\xi}(\eta, \mathbf{x}), \hat{\pi}(\eta, \mathbf{y}) \} \). What should be computed is a quantity \( \sum_{s=1,2} (u_{k,s} u_{k,s}^\dagger + v_{k,s} v_{k,s}^\dagger) \).

Let \( X \) be a matrix constructed from the eigenvectors \( w_s \) in eq. (2.15) as

\[
X \equiv \sum_{s=1,2} w_s w_s^\dagger, \tag{A.1}
\]

\( X \) should be a Hermitian matrix (\( X^\dagger = X \)) due to the orthogonality of the eigenvectors \( w_s \). The completeness condition reads \( X + CX^\dagger = 1 \). \( X \) also satisfies a condition \( BX = X \), where \( B \) is defined as \( B \equiv \frac{1}{\sqrt{M^2 + L^2}}(M\gamma^0 + L\gamma^3) \). One can show that the unique representation for \( X \) in terms of gamma matrices is

\[
X = \frac{1}{2} \left[ \frac{M}{2\sqrt{M^2 + L^2}} \gamma^0 + \frac{L}{2\sqrt{M^2 + L^2}} \gamma^3 \right] = \frac{1}{2} (1 + B). \tag{A.2}
\]

Equation (2.17) leads to \( CX^\dagger = \frac{1}{2}(1 - B) \), and the completeness condition is manifestly satisfied. After some algebra, one can find

\[
\sum_{s=1,2} (u_{k,s} u_{k,s}^\dagger + v_{k,s} v_{k,s}^\dagger) = \left[ \zeta'(\zeta^*)' - i F_k (\zeta(\zeta^*)' - \zeta'(\zeta^*)') + \omega_k^2|\zeta|^2 \right] 1, \tag{A.3}
\]

where \( \zeta \) is a shorthand notation for \( \zeta_{k,s=1,2}^+ \), the suffix \( s \) is indeed verbose since \( \zeta_{k,s=1}^+ = \zeta_{k,s=2}^+ \), and \( F_k \equiv \frac{\omega_k\omega_k'}{\sigma} \). Using the equation of motion eq. (2.20) and the normalization of eq. (2.24), we find that the large parenthesis in eq. (A.3) equals to unity. Therefore we obtain the spin sum formula as

\[
\sum_{s=1,2} (u_{k,s} u_{k,s}^\dagger + v_{k,s} v_{k,s}^\dagger) = 1. \tag{A.4}
\]

We can express this normalization condition for the mode function \( \zeta \) in a simpler way by introducing an auxiliary function \( \tilde{\zeta} \equiv (\omega_k^2 - F_k^2)^{-1/2}(\partial_\eta - i F_k)\zeta \) as

\[
|\zeta|^2 + |\tilde{\zeta}|^2 = \frac{1}{\omega_k^2 - F_k^2}, \tag{A.5}
\]

where \( \omega_k^2 - F_k^2 = k^2 - \frac{L^2}{L^2 + M^2} k_{z}^2 \) is a time independent constant. Note also that \( F'_k = \sigma \) and \( \zeta = -(\omega_k^2 - F_k^2)^{-1/2}(\partial_\eta + i F_k)\tilde{\zeta} \).

In our convention, the normalization condition for \( u, v \) spinors is expressed as

\[
u_{k,s} u_{k',s'} = \delta_{s,s'}, \tag{A.6}
\]

and we can also check the orthogonality condition for \( s, s' = 1, 2 \)

\[
u_{k,s} v_{k,s'} = v_{k,s'} u_{k,s} = 0. \tag{A.7}
\]

Let us also write down a useful formula which is needed in calculation of the expectation value of the current operator (3.2), for \( s = 1, 2 \),

\[
w_s^\dagger \gamma^3 \gamma^0 w_s = w_s^\dagger \left( B\gamma^3 \gamma^0 + \gamma^3 \gamma^0 B \right) w_s = -\frac{L}{\sqrt{L^2 + M^2}}, \tag{A.8}
\]

where we used \( B w_s = w_s \) for \( s = 1, 2 \) and \( B^\dagger = B \).
B Adiabatic expansion for spinor mode function

In order to find the consistent WKB expansion eq. (3.6) for the equation of motion eq. (3.4), we examine the most primitive WKB-type ansatz such as \( \zeta = \exp(\pm \hbar^{-1} \int^\eta d\eta' (X(\eta') + iY(\eta'))) \) where \( X \) and \( Y \) are real functions to be determined by the equation of motion. Substituting it into eq. (3.4), one finds

\[
X^2 - Y^2 \pm \hbar X' = -\omega^2, \quad 2XY \pm \hbar Y' = \hbar \sigma. \tag{B.1}
\]

Note that the equation of motion. Substituting it into eq. (3.4), one finds the first trivial term gives a divergent contribution with a cutoff in momentum. Here we describe the procedure to evaluate the integral eq. (3.2),

\[
C \quad \text{Integration of the Whittaker function}
\]

If we write \( Y \) in a power series of \( \hbar \) as \( Y = \sum_{n=0}^{\infty} \hbar^n \omega^{(n)} \) with \( \omega^{(0)} = \omega(=\omega_k(\eta)) \) and also rewrite \( \frac{\sigma}{2\pi} \) term in the exponential as \( \sqrt{\frac{2\pi}{\sigma + \omega}} \sum_{n=0}^{\infty} \hbar^n \omega^{(n)} \) with \( F^{(0)} = 1 \), we finally obtain the consistent expansion eq. (3.6). This expression gives correct asymptotic feature of the exact solution (the Whittaker function) as described in eq. (2.24). On the other hand, we can also find that the zeroth order ansatz for the negative frequency mode function \( \zeta^-(0) \) is given by \( \zeta^-(0) = \sqrt{\frac{\sigma}{2\pi(\sigma - \omega)}} e^{\pm \frac{\pi}{2} i \int d\eta' \omega} \), which is slightly different from the positive counterpart.

C Integration of the Whittaker function

Here we describe the procedure to evaluate the integral eq. (3.2),

\[
\langle J^3 \rangle = \frac{-2eL}{\sqrt{L^2 + M^2}} \int \frac{d^3k}{(2\pi)^3} \bigg\{ 1 + i\gamma k_z (\zeta^+ \zeta'^- - \zeta'^+ \zeta^-) - 2 \left( \omega_k^2 - F_k^2 + \gamma F_k k_z \right) |\zeta^+|^2 \bigg\}. \tag{C.1}
\]

with a cutoff in momentum \( \int_0^\infty dk \to \lim_{\Lambda \to \infty} \int_0^\Lambda dk \). The procedure is essentially the same as the previous works [21, 23, 24]. In the cylindrical coordinates, the above equation reads

\[
\frac{-2eL}{\sqrt{L^2 + M^2}} \lim_{\Lambda \to \infty} \int_0^\Lambda \frac{dk}{2\pi} \int_{-1}^1 \frac{dx}{2\pi} \int_0^{2\pi} \frac{d\varphi}{2\pi} \bigg\{ 1 + i\gamma k_x (\zeta^+ \zeta'^- - \zeta'^+ \zeta^-) - 2 \left( (1 - x^2)k^2 + aH \sqrt{L^2 + M^2} k x \right) |\zeta^+|^2 \bigg\}, \tag{C.2}
\]

and the first trivial term gives a divergent contribution

\[
\frac{-2eL}{\sqrt{L^2 + M^2}} \lim_{\Lambda \to \infty} \int_0^\Lambda \frac{dk}{2\pi} \int_{-1}^1 \frac{dx}{2\pi} \int_0^{2\pi} \frac{d\varphi}{2\pi} k^2 = \lim_{\Lambda \to \infty} \frac{-2eL\Lambda^3}{6\pi^2 \sqrt{L^2 + M^2}}. \tag{C.3}
\]
The positive frequency mode function \( \zeta^+ \) defined in eq. (2.24) is, again, given by

\[
\zeta_k^+(\eta) = \frac{e^{\frac{\pi Lx}{2k}}}{\sqrt{2k}} \frac{1}{1 - \frac{L}{\sqrt{L^2 + M^2}}x} W_{-iLx, \frac{1}{2} + i\sqrt{L^2 + M^2}} \left(-2i\frac{k}{aH}\right).
\]

(C.4)

For the remaining part, we can use the Mellin-Barnes type integral representation for the Whittaker function \( W_{\kappa,\mu}(z) \) as is done in the previous works,

\[
W_{\kappa,\mu}(z) = \int_{C_s} \frac{ds}{2\pi i} z^s e^{-z/2} \frac{\Gamma(s - \kappa)\Gamma(-s - \mu + \frac{1}{2})\Gamma(-s + \mu + \frac{1}{2})}{\Gamma(\frac{1}{2} - \kappa - \mu)\Gamma(\frac{1}{2} - \kappa + \mu)}
\]

where the contour \( C_s \) runs from \(-i\infty \) to \( i\infty \) and is taken to separate the poles of \( \Gamma(s - \kappa) \) \((s = \kappa - n, n = 0, 1, 2, \cdots)\) from the ones of \( \Gamma(-s - \kappa - \mu + \frac{1}{2})\Gamma(-s + \mu + \frac{1}{2})\). Using the complex conjugation nature \((W_{\kappa,\mu}(z))^* = W_{\kappa,\mu}^*(z^*)\), the differential property \( \frac{dz}{dz} W_{\kappa,\lambda}(z) = (\frac{1}{2} - \frac{s}{2}) W_{\kappa,\lambda}(z) - \frac{1}{2} W_{1+\kappa,\lambda}(z) \) and the reflection formula for the Gamma function, the integral is rewritten as

\[
-2\pi L \lim_{\Lambda \to \infty} \int_0^\Lambda dk \int_{-1}^1 dx \int_{C_s} \frac{ds}{2\pi i} \int_{C_t} \frac{dt}{2\pi i} e^{\frac{\pi Lx}{2k}} e^{\frac{\pi t}{4\pi^2}} (s + iLx) \Gamma(-s - i\nu) \Gamma(-s + i\nu + 1)
\]

\[
\times \Gamma(t - iLx) \Gamma(-t + i\nu) \sinh \pi(r - Lx) \sinh \pi(r + Lx) \frac{2k}{aH}^{s+t} + \frac{s+2}{s+1} \left(1 + \frac{1}{2} \left(1 + \frac{i(r - Lx)}{s + iLx - 1} + \frac{1}{t - iLx - 1}\right) \right) kx
\]

\[
(C.6)
\]

where \( r = \sqrt{L^2 + M^2} \) and \( \gamma = r/L - L/r \). The integration contours \( C_s \) and \( C_t \) run from \(-i\infty \) to \(+i\infty \). \( C_s \) sees the poles at \( s = -iLx - n \) \((n = 0, 1, 2, \cdots)\) on the left and the ones at \( s = -ir + n, ir + 1 + n \) on the right. \( C_t \) sees the poles at \( t = +iLx - n \) on the left and the ones at \( s = ir + n, -ir + 1 + n \) on the right.

Since \( C_s \) and \( C_t \) can be taken to ensure \( \Re(s + t) > 0 \), we can perform the \( k \)-integral explicitly to find \( O(\Lambda^{6+\nu+2}) \) and \( O(\Lambda^{6+\nu+3}) \) terms. We then perform the \( t \)-integral with closing the integration path positively (by a counterclockwise path). The residues from \( t = iLx - m \) \((m = 0, 1, 2, \cdots)\) and \( t = -s - 2, -s - 3 \) can contribute to the integral. Note that the contributions from \( m > 3 \) poles will vanish after taking the limit \( \Lambda \to \infty \). The \( s \)-integral can be similarly done for the contributions from \( m = 0, -1, -2, -3 \), and remains only the residues from the poles at \( s = -iLx, -iLx - 1, -iLx - 2, -iLx - 3 \). The non-vanishing contribution is calculated as

\[
-2\pi L \left(\frac{\Lambda^3}{6\pi^2 r} + \frac{aH}{6\pi^2} \Lambda^2 + 0 \times (aH)^2 \Lambda^1 - \frac{(aH)^3}{6\pi^2} \ln \left(\frac{2\Lambda}{aH}\right) + (aH)^3 O(\Lambda^0)\right).
\]

(C.7)

We find the cancelation of the \( \Lambda^3 \) divergence here and in eq. (C.3). The finite part \( O(\Lambda^0) \)
in eq. (C.7) is given by

\[
\mathcal{O}(\Lambda^0) = \frac{\gamma_E}{6\pi^2} - \frac{23}{144\pi^2} - \frac{7L^2}{120\pi^2} + \frac{L^4}{420\pi^2} - \frac{23M^2}{192\pi^2} - \frac{3M^2}{4\pi^2L^2} + \frac{L^2M^2}{144\pi^2} - \frac{5M^4}{576\pi^2} - \frac{3M^2r}{8\pi^2L^3} \log \left( \frac{r - L}{r + L} \right) + \frac{1}{12\pi} - \frac{1}{2\pi^2r} + \frac{121L^2}{216\pi^2} - \frac{91L^4}{144\pi^2r} + \frac{L^6}{2016\pi^2r} - \frac{65r}{144\pi^2} + \frac{89rL^2}{144\pi^2} - \frac{rL^4}{1120\pi^2} - \frac{41rM^2}{576\pi^2} - \frac{rM^2L^2}{144\pi^2} - \frac{rM^4}{576\pi^2}
\]

\[
+ \frac{1}{8\pi^2} \int_{-1}^{1} dx \left( 1 + r^2 - (1 + 3L^2 + 3r^2)x^2 + 5L^2x^4 \right) (\psi(iLx - ir) + \psi(iLx + ir)) \tag{C.8}
\]

where \( \psi(z) = (\ln \Gamma(z))' \) denotes the digamma function and \( \gamma_E \) is the Euler constant. The \( x \)-integral cannot be expressed in terms of simpler functions, but it is real since the imaginary part of the digamma function is given by \( 2\Im(\psi(iy)) = 1/y + \pi \coth(\pi y) \).

The other part (residues from \( t = -s - 2, -s - 3 \)) is calculated as

\[
-2eL(aH)^3 \int_{-1}^{1} dx \int_{C_s} ds \frac{e^{-ixs e^{\pi Lx}} \sinh(\pi(r - Lx)) \sinh(\pi(r + Lx))}{2\pi i \sin(\pi(s + iLx)) \sin(\pi(s - iLx))} f(s), \tag{C.9}
\]

where \( f(s) \) is meromorphic, and has only single poles located at \( s = -iLx + 1, -iLx, -iLx - 1, -iLx - 2, -iLx - 3 \). We further introduce a function

\[
g(s) = b_3(s + iLx)^3 + b_2(s + iLx)^2 + b_1(s + iLx) + \frac{c_0}{s + iLx} + \frac{c_1}{s + iLx + 1} + \frac{c_2}{s + iLx + 2} + \frac{c_3}{s + iLx + 3} \tag{C.10}
\]

to express \( f(s) \) as \( f(s) = g(s) - g(s + 1) + \frac{d}{s + iLx - 1} \). All the coefficients \( b_i, c_i, d \) have no \( s \)-dependence. The shift of the contour \( s \to s - 1 \) does not change the coefficient in front of \( f(s) \) in eq. (C.9), then we find that the \( (g(s) - g(s - 1)) \) part of (C.9)

\[
\int_{C_s} ds \frac{d}{2\pi i} \cdots (g(s) - g(s - 1)) = \left( \int_{C_s} - \int_{C_{s-1}} \right) \frac{ds}{2\pi i} \cdots g(s), \tag{C.11}
\]

is given by sum of the residues of the poles between \( C_s \) and \( C_{s-1} \), say, \( s = -ir - 1, s = ir \) and \( s = -iLx + 1 \). The contributing poles of the \( d \)-term of (C.9),

\[
\int_{C_s} ds \frac{e^{-ixse^{\pi Lx}} \sinh(\pi(r - Lx)) \sinh(\pi(r + Lx))}{2\pi i \sin(\pi(s + iLx)) \sin(\pi(s - iLx)) \sin(\pi(s + iLx))} \frac{d}{s + iLx - 1}, \tag{C.12}
\]

are \( s = -iLx + 2 + n, s = ir + n + 1 \) and \( s = -ir + n \) \( (n = 0, 1, 2, \cdots) \). These poles are negatively encircled by the integration path \( (C_s + \text{semicircle on the right half plane}) \), and the residue theorem gives

\[
-2eL(aH)^3 \int_{-1}^{1} dx \pi \sum_{n=0}^{\infty} \left\{ -\frac{1}{1 + n} + \frac{e^{\pi r + Lx}}{n + i(r + Lx)} \frac{\sinh(\pi(r - Lx))}{\sin(2\pi r)} + \frac{e^{-\pi r + Lx}}{n - 1 - i(r - Lx)} \frac{\sinh(\pi(r + Lx))}{\sin(2\pi r)} \right\}, \tag{C.13}
\]
Each sum \( \sum_{n=0}^{\infty} \frac{1}{n+\alpha} \) \((\alpha \neq 0)\) seems divergent, however, they are indeed finite, because using a series formula for the digamma function one can show

\[
\sum_{n=0}^{\infty} \left\{ \frac{1}{1+n} + \frac{e^{\pi(r+Lx)}}{n+i(r+Lx)} \frac{\sinh(\pi(r-Lx))}{\sinh(2\pi r)} + \frac{e^{-\pi(r-Lx)}}{n-1-i(r-Lx)} \frac{\sinh(\pi(r+Lx))}{\sinh(2\pi r)} \right\}
\]

\[
= \sum_{n=0}^{\infty} \left\{ e^{\pi(r+Lx)} \frac{\sinh(\pi(r-Lx))}{\sinh(2\pi r)} \left( \frac{1}{n+i(r+Lx)} - \frac{1}{n+1} \right) + e^{-\pi(r-Lx)} \frac{\sinh(\pi(r+Lx))}{\sinh(2\pi r)} \left( \frac{1}{n-1-i(r-Lx)} - \frac{1}{n+1} \right) \right\}
\]

\[
= e^{\pi(r+Lx)} \frac{\sinh(\pi(r-Lx))}{\sinh(2\pi r)} (-\gamma_E - \psi(\imath r + iLx)) + e^{-\pi(r-Lx)} \frac{\sinh(\pi(r+Lx))}{\sinh(2\pi r)} (-\gamma_E - \psi(-1 - \imath r + iLx)).
\]

(C.14)

This result is also achieved by just applying the (Hurwitz’s type) \( \zeta \)-function regularization technique to each of the sum.

The contribution of eq. (C.9) is given by \(-2eL(aH)^3\) times

\[
- \frac{\gamma_E}{6\pi^2} + \frac{37}{144\pi^2} - \frac{L^2}{120\pi^2} - \frac{L^4}{420\pi^2} + \frac{7M^2}{192\pi^2} + \frac{3M^2}{8\pi^2L^2}
\]

\[
- \frac{L^2M^2}{1440\pi^2} + \frac{5M^4}{576\pi^2} + \frac{3M^2\gamma_E}{16\pi^2L^2} \log \left( \frac{r-L}{r+L} \right) - i \text{ (imaginary part of (C.8))}
\]

\[
- \frac{r}{48\pi^6L^2 \sinh(2\pi r)} \left\{ (45 - \pi^2(11 - 12L^2 + 8r^2)) \cosh(2\pi L)
\]

\[
- (45 - \pi^2(11 - 72L^2 + 8r^2)) \frac{\sinh(2\pi L)}{2\pi L} \right\}
\]

(C.15)

\[
+ \frac{3rM^2}{32\pi^2L^3 \sinh(2\pi r)} \sum_{s=\pm} s e^{2\pi rs} (\text{Ei}(2\pi s(r + L)) - \text{Ei}(2\pi s(r - L)))
\]

\[
- \Re \left[ \int_{-1}^{1} dx \frac{(1+r^2 - (1+3L^2 + 3r^2)x^2 + 5L^2x^4)}{16\pi^2 \sinh(2\pi r)}
\]

\[
\times ((e^{2\pi Lx} - e^{2\pi r})\psi(i(Lx + r)) - (e^{2\pi Lx} - e^{-2\pi r})\psi(i(Lx - r))) \right].
\]

Finally, eqs. (C.7), (C.8) and (C.15) yield eq. (3.10).

References

[1] J. Schwinger, On gauge invariance and vacuum polarization, Phys. Rev. 82 (1951) 664.

[2] A. Neronov and I. Vovk, Evidence for strong extragalactic magnetic fields from Fermi observations of TeV blazars, Science 328 (2010) 73 [arXiv:1006.3504] [INSPR].

[3] I. Vovk, A.M. Taylor, D. Semikoz and A. Neronov, Fermi/LAT observations of 1ES 0229+200: implications for extragalactic magnetic fields and background light, Astrophys. J. Lett. 747 (2012) L14.
[4] K. Takahashi, M. Mor, K. Ichiki and S. Inoue, Lower bounds on intergalactic magnetic fields from simultaneously observed GeV-TeV light curves of the Blazar Mrk 501, *Astrophys. J. Lett.* **744** (2012) L7 [arXiv:1103.3855].

[5] D.H.F.M. Schmutzeler, The latitude dependence of the rotation measures of mss sources, *Mon. Not. Roy. Astron. Soc.* **409** (2010) L99 [arXiv:1011.0737].

[6] R. Beck, Magnetic fields in galaxies, *Space Sci. Rev.* **166** (2011) 215.

[7] M.S. Turner and L.M. Widrow, Inflation produced, large scale magnetic fields, *Phys. Rev. D* **37** (1988) 2743 [inSPIRE].

[8] A. Kandus, K.E. Kunze and C.G. Tsagas, Primordial magnetogenesis, *Phys. Rept.* **505** (2011) 1 [arXiv:1007.3891] [inSPIRE].

[9] K. Subramanian, The origin, evolution and signatures of primordial magnetic fields, *Rept. Prog. Phys.* **79** (2016) 076901 [arXiv:1504.02311] [inSPIRE].

[10] B. Ratra, Cosmological ‘seed’ magnetic field from inflation, *Astrophys. J.* **391** (1992) L1 [inSPIRE].

[11] K. Bamba and J. Yokoyama, Large scale magnetic fields from inflation in dilaton electromagnetism, *Phys. Rev. D* **69** (2004) 043507 [astro-ph/0310824] [inSPIRE].

[12] K. Bamba and J. Yokoyama, Large-scale magnetic fields from dilaton inflation in noncommutative spacetime, *Phys. Rev. D* **70** (2004) 083508 [hep-ph/0409237] [inSPIRE].

[13] J. Martin and J. Yokoyama, Generation of large scale magnetic fields in single-field inflation, *JCAP* **01** (2008) 025 [arXiv:0711.4307] [inSPIRE].

[14] V. Demozzi, V. Mukhanov, and H. Rubinstein, Magnetic fields from inflation?, *JCAP* **08** (2009) 025 [arXiv:0907.1030] [inSPIRE].

[15] T. Fujita and S. Yokoyama, Higher order statistics of curvature perturbations in iff model and its planck constraints, *JCAP* **09** (2013) 009 [arXiv:1306.2992] [inSPIRE].

[16] T. Kobayashi, Primordial magnetic fields from the post-inflationary universe, *JCAP* **05** (2014) 040 [arXiv:1403.5168] [inSPIRE].

[17] G. Domnech, C. Lin, and M. Sasaki, Inflationary magnetogenesis with broken local U(1) symmetry, arXiv:1512.01108 [inSPIRE].

[18] T. Fujita and R. Namba, Pre-reheating magnetogenesis in the kinetic coupling model, arXiv:1602.05673 [inSPIRE].

[19] J. Garriga, Pair production by an electric field in (1 + 1)-dimensional de Sitter space, *Phys. Rev. D* **49** (1994) 6343 [inSPIRE].

[20] J. Martin, Inflationary perturbations: the cosmological Schwinger effect, *Lect. Notes Phys.* **738** (2008) 193 [arXiv:0704.3540] [inSPIRE].

[21] M.B. Fröb et al., Schwinger effect in de Sitter space, *JCAP* **04** (2014) 009 [arXiv:1401.4137] [inSPIRE].

[22] R.-G. Cai and S.P. Kim, One-loop effective action and Schwinger effect in (anti-)de Sitter space, *JHEP* **09** (2014) 072 [arXiv:1407.4569] [inSPIRE].

[23] T. Kobayashi and N. Afshordi, Schwinger effect in 4D de Sitter space and constraints on magnetogenesis in the early universe, *JHEP* **10** (2014) 166 [arXiv:1408.4141] [inSPIRE].

[24] C. Stahl, E. Strobel and S.-S. Xue, Fermionic current and Schwinger effect in de Sitter spacetime, *Phys. Rev. D* **93** (2016) 025004 [arXiv:1507.01686] [inSPIRE].

[25] E. Bavarsad, C. Stahl and S.S. Xue, Scalar current of created pairs by Schwinger mechanism in de Sitter spacetime, arXiv:1602.06556 [inSPIRE].
[26] L. Parker and S.A. Fulling, *Adiabatic regularization of the energy momentum tensor of a quantized field in homogeneous spaces*, *Phys. Rev. D* **9** (1974) 341 [inSPIRE].

[27] P.R. Anderson and L. Parker, *Adiabatic regularization in closed Robertson-Walker universes*, *Phys. Rev. D* **36** (1987) 2963 [inSPIRE].

[28] A. del Río and J. Navarro-Salas, *Equivalence of adiabatic and De Witt-Schwinger renormalization schemes*, *Phys. Rev. D* **91** (2015) 064031 [arXiv:1412.7570] [inSPIRE].

[29] A. Landete, J. Navarro-Salas and F. Torrentí, *Adiabatic regularization and particle creation for spin one-half fields*, *Phys. Rev. D* **89** (2014) 044030 [arXiv:1311.4958] [inSPIRE].

[30] S. Ghosh, *Creation of spin 1/2 particles and renormalization in FLRW spacetime*, *Phys. Rev. D* **91** (2015) 124075 [arXiv:1506.06909] [inSPIRE].

[31] C. Stahl and S. Eckhard, *Semiclassical fermion pair creation in de Sitter spacetime*, *AIP Conf. Proc.* **1693** (2015) 050005 [arXiv:1507.01401] [inSPIRE].

[32] I.S. Gradshteyn and I.M. Ryzhik, *Table of integrals, series, and products*, 7th edition, Elsevier/Academic Press, Amsterdam, The Netherlands (2007).

[33] Y. Kluger et al., *Fermion pair production in a strong electric field*, *Phys. Rev. D* **45** (1992) 4659 [inSPIRE].

[34] P.R. Anderson and E. Mottola, *Instability of global de Sitter space to particle creation*, *Phys. Rev. D* **89** (2014) 104038 [arXiv:1310.0030] [inSPIRE].

[35] T. Hayashinaka and J. Yokoyama, *Point splitting renormalization of Schwinger induced current in de Sitter spacetime*, arXiv:1603.06172 [inSPIRE].