Convergence and stability of the semi-tamed Milstein method for commutative stochastic differential equations with non-globally Lipschitz continuous coefficients
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Abstract
A new explicit stochastic scheme of order 1 is proposed for solving commutative stochastic differential equations (SDEs) with non-globally Lipschitz continuous coefficients. The proposed method is a semi-tamed version of Milstein scheme to solve SDEs with the drift coefficient consisting of non-Lipschitz continuous term and globally Lipschitz continuous term. It is easily implementable and achieves higher strong convergence order. A stability criterion for this method is derived, which shows that the stability condition of the numerical methods and that of the solved equations keep uniform. Compared with some widely used numerical schemes, the proposed method has better performance in inheriting the mean square stability of the exact solution of SDEs. Numerical experiments are given to illustrate the obtained convergence and stability properties.
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1. Introduction
In many scientific fields, such as economics, finance and complex networked systems, stochastic differential equations (SDEs) are often used to model complex dynamics \cite{1,2}. It has become an important issue to develop numerical methods for SDEs since exact solutions of SDEs can rarely be obtained. In this work, we consider the numerical solution for the SDEs in the Itô sense

\begin{equation}
\frac{dX_t}{f(X_t)dt + g(X_t)dW_t}, \quad X_0 = \xi, \quad t \in [0, T].
\end{equation}

Here $f : \mathbb{R}^d \to \mathbb{R}^d, g = (g_1, g_2, \cdots, g_m) : \mathbb{R}^d \to \mathbb{R}^{dm}$. Assume that $g$ is global Lipschitz continuous and $f$ is globally one-sided Lipschitz continuous. Moreover, the drift coefficient $f$ has the form: $f(x) = \phi(x) + \varphi(x)$, where $\phi : \mathbb{R}^d \to \mathbb{R}^d$ is Lipschitz continuous, and $\varphi : \mathbb{R}^d \to \mathbb{R}^d$ is non-Lipschitz continuous. As usual, we assume that $W_t$ is an m-dimensional Brownian motion defined on the complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ equipped with an increasing
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filtration \( \{\mathcal{F}_t\}_{t \geq 0} \) satisfying the usual conditions. The initial data \( \xi \) is independent of the Brownian motion. Eq. (1.1) can be interpreted mathematically as the following integral equation

\[
X_t = X_0 + \int_0^t f(X_s)ds + \sum_{i=1}^m \int_0^t g_i(X_s)dW_i, \quad t \in [0, T],
\]

(1.2)

where \( g_i(x) = (g_{1,i}, g_{2,i}, \ldots, g_{d,i})^T \) for \( x \in \mathbb{R}^d, \ i \in \{1, 2, \ldots, m\} \) and the second integral is the Itô’s integral.

The work is concerned with the strong approximation of SDEs (1.1) and its convergence as well as the mean square stability. We establish a numerical approximation called semi-tamed Milstein method \( Y_n^N : \Omega \rightarrow \mathbb{R}^d, \ n \in \{0, 1, \ldots, N\} \) with \( Y_0^N = \xi \) on a uniform mesh with stepsize \( h = T/N \) defined by \( T^N : 0 = t_0 < t_1 < \cdots < t_N = T, \ N \in \mathbb{N} \). Its strong convergence order given by

\[
\left( \mathbb{E} \left( \sup_{t \in [0, T]} \| X_t - Y_t^N \|^p \right) \right)^{1/p} \leq C_{p,T} \cdot h, \quad h \in (0, 1], \quad C_{p,T} \geq 1, \quad p \in [1, \infty)
\]

(1.3)
is obtained. We also give the mean square stability of the numerical approximation, which shows better stability preservation of the underlying method under a stepsize restriction.

The strong approximation of SDEs (1.1) has been studied extensively. The classic explicit Euler-Maruyama (EM) method, proposed by Maruyama [8], investigated in [9] and [10], is strongly convergent with order one-half if the coefficients \( f, g \) satisfy the global Lipschitz continuous condition. Yuan and Mao [16] obtained the convergence rate with \( c \) the global Lipschitz continuous coefficients. Unfortunately, Hutzenthaler et al. [7, 8] showed that the explicit EM approximation for SDEs with superlinearly growing drift fails to converge strongly to the exact solution. Although the backward Euler scheme can hold the convergence in such a situation, it needs extra computational effort since it is implicit. To solve this problem, the “tamed” methods such as tamed Euler scheme [9] and tamed Milstein scheme [10] were proposed, which are explicit schemes and strongly convergent to exact solution of SDEs with non-Lipschitz continuous drift coefficients. Sabanis [11] proposed a “tamed” version explicit method for SDEs with superlinearly growing drift and diffusion coefficients and studied its convergence in probability and in \( L^p \) sense. Moreover, the “truncated” method such as the truncated Euler-Maruyama method in [12] and the truncated Milstein method in [13, 14] can also well resolve the super-linear growth of the coefficients.

The stability analysis of the numerical methods for SDEs plays an important role in computation and simulation. For exact solutions of SDEs, Mao [18] gave the concepts of \( T \)-stability, \( p \)-th moments stability et al. On the other hand, for the numerical solutions of nonlinear SDEs, the stability, especially the mean square stability has been widely studied for different numerical methods, e.g. see [15–17]. But there is few stability analysis of tamed version schemes.

Inspired by literature [10] and [15], we derive a semi-tamed Milstein method which is a non-Lipschitz term tamed approximation for SDEs (1.1)

\[
Y_{n+1}^N = Y_n^N + \phi(Y_n^N)h + \frac{\varphi(Y_n^N)h}{1 + \| \varphi(Y_n^N) \| h} + g(Y_n^N) \Delta W_n + \frac{1}{2} \sum_{j_1,j_2=1}^m L^{j_1} g_{j_2}(Y_n^N) (\Delta W_n^{j_1} \Delta W_n^{j_2} - \delta_{j_1,j_2}h),
\]

(1.4)

where \( f(x) = \phi(x) + \varphi(x) \) and \( L^{j_1} = \sum_{k=1}^d g_{k,j_1} \frac{\partial}{\partial x^k} \Delta W_n = W_{(n+1)h} - W_{nh} \) is the m-dimensional Brownian increment, \( \Delta W_n^{j_1}, \Delta W_n^{j_2} \) is the mutual independent Brownian increment for \( j_1, j_2 \in \{1, 2, \ldots, m\} \). Here, to propose a more computationally efficient Milstein-type method in this work, we only consider SDEs with diffusion matrix \( g \) fulfills the
so-called commutativity condition

\[ L^{j_1}g_{k,j_2} = L^{j_2}g_{k,j_1}. \]  

(1.5)

The underlying explicit method (1.4) is shown to have higher strong convergence order 1 and better mean square stability compared with some widely used numerical schemes.

The paper is organized as follows. Uniform boundness of ρth moments is presented in Section 2. Strong convergence order of the semi-tamed Milstein method is shown in Section 3. Exponential mean square stability of the method is given in Section 4. Numerical results are reported confirming convergence properties and comparing stability properties in Section 5.

2. Uniform boundedness of ρth moments

We use the following notations throughout this paper. Let \( N \in \mathbb{N} \) be the step number of the uniform mesh defined in the previous section. \( T \in (0, \infty) \) is a fixed real number and \( h = T/N \) is the stepsize. Moreover, we define \( ||x|| = (|x_1|^2 + \cdots + |x_k|^2)^{1/2} \), \( (x, y) = x_1 y_1 + \cdots + x_k y_k \) for all \( x = (x_1, x_2, \ldots, x_k), y = (y_1, \ldots, y_k) \in \mathbb{R}^k, k \in \mathbb{N}, \) and \( ||A|| = \sup_{x \in \mathbb{R}^k, ||x|| \leq 1} ||Ax|| \) for all \( A \in \mathbb{R}^{k \times k}, k, l \in \mathbb{N}. \)

Assumption 2.1. Let \( \varphi(x) \) and \( g_i(x), i \in \{1, 2, \ldots, m\} \) be continuously differentiable functions and there exist positive constants \( K \geq 1 \) and \( c \geq 1 \), such that for all \( x, y \in \mathbb{R}^d \), the following conditions hold:

\[ (x - y, f(x) - f(y)) \leq K ||x - y||^2, \]  

(2.1)

\[ ||g_i(x) - g_i(y)|| \leq K ||x - y||, \]  

(2.2)

\[ ||\phi(x) - \phi(y)|| \leq K ||x - y||, \]  

(2.3)

\[ ||\varphi'(x)|| \leq K ||x||^c, \]  

(2.4)

\[ \left\| L^{j_1}g_{k,j_2}(x) - L^{j_2}g_{k,j_1}(y) \right\| \leq K ||x - y||, j_1, j_2 \in \{1, 2, \ldots, m\}. \]  

(2.5)

Remark 2.1. Inequality (2.4) in Assumption 2.1, named as one-sided Lipschitz condition, has been widely used, for instance, in [18, 19]. Moreover, the drift coefficient of many stochastic models, such as stochastic Ginzburg-Landau equation [4, 20], stochastic Lorenz equation [21, 22] and volatility process [4, 20] has the form: \( f(x) = \phi(x) + \varphi(x) \), where the part \( \phi \) satisfies condition (2.3) and the part \( \varphi \) satisfies condition (2.4) respectively.

We introduce the dominating stochastic process \( D_n \) and appropriate sub-events \( \Omega_n \) to prove the uniform boundedness of \( \rho \)th moments of our numerical solution:

\[ D_n := (\lambda + ||\xi||) \exp(\lambda + \sup_{0 \leq n \leq N} \sum_{k=1}^{n-1} ||\Delta W_k||^2 + \alpha_n). \]  

(2.6)

\[ \Omega_n := \left\{ \omega \in \Omega : \sup_{0 \leq k \leq n-1} D_k(\omega) \leq N^{1/2c}, \sup_{0 \leq k \leq n-1} ||\Delta W_k|| \leq 1 \right\}, \]  

(2.7)

where

\[ \lambda = \left( 1 + 4TK + 2T(||\phi(0)|| + ||\varphi(0)||) + 2K + 2K \right) \]  

\[ + m^2(T + 1) \left( K + \max_{1 \leq j, j \leq m} \||L^{j_1}g_{k,j_2}(0)||\right)^2, \]  

(2.8)

and

\[ \alpha_n = \mathbb{1}_{||Y_n|| \geq 1} \left( \frac{Y_n}{||Y_n||} \cdot \mathbb{1}_{||Y_n|| \geq 1} \Delta W_n \right). \]
For convenience, we also make the following notation
\[
\tilde{\varphi}(x) = \frac{\varphi(x)}{1 + h\|\varphi(x)\|}.
\] (2.10)

**Lemma 2.1.** \( Y_n^n \), \( D_n \) and \( \Omega_n \) are defined in (1.3), (2.6) and (2.7). Then we have
\[
\mathbb{E}_{\Omega_n} \|Y_n^n\| \leq D_n, \quad \text{for all } n \in \{0, 1, \ldots, N\}. \tag{2.11}
\]

**Proof.** Firstly, by the definition of \( \Omega_n \), we can obtain that \( \|\Delta W_n\| \leq 1 \) on \( \Omega_{n+1} \) for all \( 0 \leq n \leq N - 1, N \in \mathbb{N} \). Then the Lipschitz continuity condition on \( g, \phi \) and \( L^j g_{j_2}, j_1, j_2 \in \{1, 2, \ldots, m\} \), and the polynomial growth bound condition on \( \varphi' \) imply that
\[
\|Y_{n+1}^n\| \leq \|Y_n^n\| + h\|\phi(Y_n^n)\| + h\|\varphi(Y_n^n)\| + \|g(Y_n^n)\|\|\Delta W_n\|
+ \frac{1}{2} \sum_{j_1, j_2=1}^m \|L^j g_{j_2}(Y_n^n)\|\|\Delta W_n\|\|\Delta W_n\| - \delta_{j_1, j_2} h
\leq 1 + h\|\phi(Y_n^n)\| + h\|\phi(0)\| + h\|\varphi(Y_n^n)\| - \varphi(0)\| + h\|\varphi(0)\| + \|g(0)\|\|\Delta W_n\| + \|g(Y_n^n)\|\|\Delta W_n\|
+ \frac{1}{2} \sum_{j_1, j_2=1}^m \left( \|L^j g_{j_2}(Y_n^n)\| - L^j g_{j_2}(0)\| + \|L^j g_{j_2}(0)\| \right) \times |\Delta W_n\|\|\Delta W_n\| - \delta_{j_1, j_2} h
\leq 1 + hK\|Y_n^n\| + h\|\varphi(0)\| + K\|\varphi(0)\| + K\|Y_n^n\|\|\Delta W_n\| + \|g(0)\|\|\Delta W_n\|
+ \frac{1}{2} \sum_{j_1, j_2=1}^m \left( K\|Y_n^n\| + \|L^j g_{j_2}(0)\|\right) \times |\Delta W_n\|\|\Delta W_n\| - \delta_{j_1, j_2} h
\leq 1 + hK(1 + \|Y_n^n\|^2)\|Y_n^n\| + h\|\varphi(0)\| + \|g(0)\| + K + \|g(0)\|
+ \frac{1}{2} (m + T) \left( K + \max_{1 \leq j_1, j_2 \leq m} \|L^j g_{j_2}(0)\|\right)
\leq 1 + 2TK + T\|\varphi(0)\| + \|g(0)\| + K + \|g(0)\|
+ \frac{1}{2} (m + T) \left( K + \max_{1 \leq j_1, j_2 \leq m} \|L^j g_{j_2}(0)\|\right)
\leq \lambda, \tag{2.12}
\]
on \( \Omega_{n+1} \cap \{\omega \in \Omega||Y_n^n(\omega)|| \leq 1\} \) for all \( 0 \leq n \leq N - 1 \). Moreover, using Cauchy-Schwarz inequality and the inequality \( a \cdot b \leq \frac{a^2}{2} + \frac{b^2}{2} \) for all \( a, b \in \mathbb{R} \), we can obtain that
\[
\|Y_{n+1}^n\|^2 = \|Y_n^n + \phi(Y_n^n)h + \varphi(Y_n^n) \| h + g(Y_n^n)\Delta W_n + A_n\|^2
= \|Y_n^n\|^2 + \|\phi(Y_n^n)\|^2 h^2 + \|\varphi(Y_n^n)\|^2 h^2 + \|g(Y_n^n)\|\Delta W_n\|^2 + A_n\|^2
+ 2h(Y_n^n, \phi(Y_n^n)) + 2h(Y_n^n, \varphi(Y_n^n)) + 2g(Y_n^n, g(Y_n^n)\Delta W_n) + A_n^2
+ 2(\phi(Y_n^n)h, \varphi(x)h) + 2(\phi(Y_n^n)h, g(Y_n^n)\Delta W_n) + 2(\phi(Y_n^n)h, A_n)
+ 2(\varphi(x)h, g(Y_n^n)\Delta W_n) + 2(\varphi(x)h, A_n) + 2(g(Y_n^n)\Delta W_n, A_n)
\leq \|Y_n^n\|^2 + 4\|\phi(Y_n^n)\|^2 h^2 + 4\|\varphi(Y_n^n)\|^2 h^2 + 4\|g(Y_n^n)\|\Delta W_n\|^2 + 4\|A_n\|^2
\]
\[
+ 2h(Y_n^N, \phi(Y_n^N)) + 2h(Y_n^N, \dot{\phi}(Y_n^N)) + 2(Y_n^N, g(Y_n^N)\Delta W_n) + 2(Y_n^N, A_n),
\]

(2.13)
on \Omega_n and \(0 \leq n \leq N - 1\). Here we denote
\[
A_n = \frac{1}{2} \sum_{j_1, j_2 = 1}^m L^{j_1} g_{j_2}(Y_n^N)(\Delta W_{j_1}^{j_2} - \delta_{j_1, j_2} h).
\]

(2.14)
The globally Lipschitz condition on \(g\) and \(L^j g_{j_2}\), and the one-sided Lipschitz condition on \(f\) imply that for \(||x|| \geq 1||\)
\[
||g(x)||^2 \leq (||g(x) - g(0)|| + ||g(0)||)^2
\]
\[
\leq (K||x|| + ||g(0)||)^2
\]
\[
\leq (K + ||g(0)||)^2 ||x||^2,
\]

(2.15)\]
\[
||L^j g_{j_2}(x)|| \leq (||L^j g_{j_2}(x) - L^j g_{j_2}(0)|| + ||L^j g_{j_2}(0)||)
\]
\[
\leq (K||x|| + ||L^j g_{j_2}(0)||)^2
\]
\[
\leq (K + ||L^j g_{j_2}(0)||)^2 ||x||^2,
\]

(2.16)\]
\[
\langle x, f(x) \rangle = \langle x, f(x) - f(0) \rangle + \langle x, f(0) \rangle
\]
\[
\leq K||x||^2 + ||x|| \cdot ||f(0)||
\]
\[
\leq (K + ||f(0)||)||x||^2.
\]

(2.17)
Additionally, the globally Lipschitz continuity condition on \(\phi\) gives that on \(||x|| \geq 1||\)
\[
||\phi(x)||^2 \leq (||\phi(x) - \phi(0)|| + ||\phi(0)||)^2
\]
\[
\leq (K||x|| + ||\phi(0)||)^2
\]
\[
\leq (K + ||\phi(0)||)^2 ||x||^2,
\]

(2.18)\]
\[
||\phi(x)|| \leq ||x||||\phi(x) - \phi(0)|| - ||x||||\phi(0)||
\]
\[
\leq K||x||^2 + ||\phi(0)|| ||x||
\]
\[
\leq (K + ||\phi(0)||) ||x||^2.
\]

(2.19)\]
From the polynomial growth bound condition on \(\dot{\phi}'\), we obtain that on \(1 \leq ||x|| \leq N^{1/2}\)
\[
||\dot{\phi}(x)||^2 \leq (||\dot{\phi}(x) - \dot{\phi}(0)|| + ||\dot{\phi}(0)||)^2
\]
\[
\leq (K||x|| + ||\dot{\phi}(0)||)^2
\]
\[
\leq (K + ||\dot{\phi}(0)||)^2 ||x||^{2(c+1)}
\]
\[
\leq N(K + ||\dot{\phi}(0)||)^2 ||x||^2.
\]

(2.20)
Combining (2.15)-(2.20) and the fact that
\[
2h(Y_n^N, \dot{\phi}(Y_n^N)) = \frac{2h(Y_n^N, \phi(Y_n^N))}{1 + ||\dot{\phi}(x)||h} = \frac{2h(Y_n^N, f(Y_n^N))}{1 + ||\dot{\phi}(x)||h} = \frac{2h(Y_n^N, \phi(Y_n^N))}{1 + ||\dot{\phi}(x)||h},
\]
we get from (2.13) that on \(|\omega \in \Omega|1 \leq ||Y_n^N(\omega)|| \leq N^{1/2}\)
\[
||Y_{n+1}^N||^2 \leq ||Y_n^N||^2 + 4h^2(K + ||\phi(0)||)^2 ||Y_n^N||^2 + 4h^2 N(K + ||\dot{\phi}(0)||)^2 ||Y_n^N||^2
\]
\[
\frac{1}{5}
\]
\[
||Y_{n+1}^N||^2 \leq ||Y_n^N||^2 + 4h^2(K + ||\phi(0)||)^2 ||Y_n^N||^2 + 4h^2 N(K + ||\dot{\phi}(0)||)^2 ||Y_n^N||^2
\]
\[
\frac{1}{5}
\]
Then using the mathematical induction like the proof of Lemma 3.1 in [9], and combining (2.12) and (2.23), we can establish Lemma 2.3.

Inserting (2.22) into (2.21), we obtain that on \( \Omega[1 \leq \|Y_n^N(\omega)\| \leq N^{1/2c}] \)

\[
\|Y_n^N\|^2 \leq \frac{4}{N} \left\{ 1 + 4h^2(K + \|\phi(0)\|)^2 + 4h^2N(K + \|\phi(0)\|)^2 + 4(K + \|\phi(0)\|)^2 \right\}
\]

For the last term \(\|A_n\|^2\), using the inequality \(\sum_{i=1}^m a_i^2 \leq m \left( \sum_{i=1}^m a_i^2 \right)\), we can obtain the estimate on \(\omega \in \Omega_{n+1} \cap \{ \omega \in \Omega \} \)

\[
\frac{m^2}{2} \left[ \left( K + \max_{1 \leq j \leq m} \|L^j g_j(0)\| \right) \right] + m^3 \left( K + \max_{1 \leq j \leq m} \|L^j g_j(0)\| \right) \frac{\|W_n\|^2}{N} + 2m \left( 2K + \|\phi(0)\| \right) \frac{\|W_n\|^2}{N} + 2m \left( K + \|\phi(0)\| \right) \frac{\|W_n\|^2}{N}
\]

Then using the mathematical induction like the proof of Lemma 3.1 in [9], and combining (2.12) and (2.23), we can establish (2.11). □

**Lemma 2.2.** For \( p \geq 1 \), we have

\[
\sup_{N \in \mathbb{N}, N \geq 2} \mathbb{E} \left[ \exp(p \lambda \sum_{k=0}^{N-1} \|W_k\|^2) \right] < \infty.
\]

**Proof.** The result is the same as Lemma 3.3 in [9], the only difference is the value of \( \lambda \). □

**Lemma 2.3.** \( \alpha_n \) is given by (2.9). Then for \( p \geq 1 \), we have

\[
\sup_{N \geq 1} \sup_{\|z\| \leq 1} \left[ \sup_{0 \leq n \leq N} \left( \sum_{k=0}^{n-1} a_k \right) \right] < \infty.
\]

**Proof.** The result is identical to Lemma 2.4 in [10]. □
Lemma 2.4. Let $D_n$ be given by (2.6). Then for all $N \geq 8\lambda pT$ and $p \geq 1$
\[
\sup_{N \in \mathbb{N}} \mathbb{E} \left[ \sup_{0 \leq n \leq N} |D_n|^p \right] < \infty. \tag{2.26}
\]

Proof. $D_n$ here shares the same form as that in [9], but only with different $\lambda$ and $\alpha_n$. With the help of Lemma 2.2 and Lemma 2.3, we can follow the proof of Lemma 3.5 in [9] to get the desired result. □

Lemma 2.5. Let $\Omega_N$ be given by (2.7) with $n = N$. Then for all $p \geq 1$
\[
\sup_{N \in \mathbb{N}} (N^p \mathbb{P}(\Omega_N)) < \infty. \tag{2.27}
\]

Proof. The proof is identical to the proof of Lemma 3.6 in [9]. □

Lemma 2.6. Let $k \in \mathbb{N}$ and $Z : [0, T] \times \Omega \to \mathbb{R}^{k \times m}$ be a predictable stochastic process satisfying $\mathbb{P}(\int_0^T \|Z_t\|^2 ds < \infty) = 1$. Then for all $t \in [0, T]$ and all $p \geq 2$
\[
\left\| \sup_{0 \leq s \leq t} \left\| \sum_{i=0}^{m} Z_i \Delta W_i \right\| \right\|_{L^p(\Omega, \mathbb{R}^m)} \leq p \left( \int_0^t \sum_{i=1}^{m} \|Z_i\|^2 ds \right)^{1/2}. \tag{2.28}
\]

Here, the vectors $e_i \in \mathbb{R}^m$ are orthogonal basis of the vector space $\mathbb{R}^m$.

Proof. Combining Doob’s maximal inequality and Lemma 7.7 in [22], we can obtain the desired result. □

Lemma 2.7. Let $k \in \mathbb{N}$ and let $Z : [0, T] \times \Omega \to \mathbb{R}^{k \times m}$, $l \in \{0, 1, \ldots, N - 1\}$ be a family of mappings such that $Z_l$ is $\mathcal{F}_{T/N}/\mathcal{B}(\mathbb{R}^{k \times m})$-measurable. Then for $p \geq 2$ and $0 \leq n \leq N$, we have
\[
\left\| \sup_{0 \leq s \leq t} \left\| \sum_{i=0}^{m} Z_i \Delta W_i \right\| \right\|_{L^p(\Omega, \mathbb{R}^m)} \leq p \left( \sum_{i=0}^{m} \sum_{i=1}^{m} \|Z_i\|^2 ds \right)^{1/2}. \tag{2.29}
\]

This is a discrete version of the Burkholder-Davis-Gundy inequality (2.28).

Theorem 2.1. $\mathbb{Y}_n$ is given by (1.4). Then for $p \geq 1$, we have
\[
\sup_{N \in \mathbb{N}} \left[ \sup_{0 \leq n \leq N} \mathbb{E}[\|Y_n^p\|^p] \right] < \infty. \tag{2.30}
\]

Proof. It follows from (1.4) that
\[
\|Y_n^p\|_{L^p(\Omega, \mathbb{R}^c)} \leq \|\Phi\|_{L^p(\Omega, \mathbb{R}^c)} + \left| \sum_{k=0}^{n-1} \phi(Y_k^\lambda) N \right|_{L^p(\Omega, \mathbb{R}^c)} + \left| \sum_{k=0}^{n-1} \lambda(Y_k^\lambda) N \right|_{L^p(\Omega, \mathbb{R}^c)} + \left| \sum_{k=0}^{n-1} g(Y_k^\lambda) \Delta W_k \right|_{L^p(\Omega, \mathbb{R}^c)} + \left| \sum_{k=0}^{n-1} A_k \right|_{L^p(\Omega, \mathbb{R}^c)}, \tag{2.31}
\]
where the notation $A_n$ is given in (2.14). Employing triangle inequality and Lemma 2.7, we obtain
\[
\left| \sum_{k=0}^{n-1} g(Y_k^\lambda) \Delta W_k \right|_{L^p(\Omega, \mathbb{R}^c)} \leq \left| \sum_{k=0}^{n-1} (g(Y_k^\lambda) - g(0)) \Delta W_k \right|_{L^p(\Omega, \mathbb{R}^c)} + \left| \sum_{k=0}^{n-1} g(0) \Delta W_k \right|_{L^p(\Omega, \mathbb{R}^c)}.
\]
Combining (2.31)-(2.37) gives that
\[
Y_k \Delta m \sum_{i=0}^\infty \frac{L}{N} \sum_{i=0}^\infty \frac{g_i(0)}{L(g_i(0))}
\]
+ \frac{p}{N} \frac{mK^2 h}{N} \sum_{i=0}^\infty \frac{Y_k}{L(g_i(0))} \right)^{1/2} + p \sqrt{TM} \|g(0)\|. \number{2.32}

From the independence of \(Y_k\) and \(\Delta W_k\), we obtain
\[
\left\| \sum_{k=0}^{n-1} A_k \right\|_{L^2(\Omega; R^d)} \leq \frac{1}{2} \sum_{k=0}^{n-1} \sum_{j, j=1}^{m} \left( (K) \|Y_k^{i} \|_{L^2(\Omega; R^d)} + ||L^j g_j\|_{L^2(\Omega; R^d)} \right) \times ||\Delta W_k^i \Delta W_k^j - \delta_{j-i, j} h|_{L^2(\Omega; R^d)}^i \right]. \number{2.33}

It follows from Lemma 2.7 and the mutual independence of \(\Delta W_k\) that
\[
\frac{1}{2} \sum_{j, j=1}^{m} \|\Delta W_k^i \Delta W_k^j - \delta_{j-i, j} h|_{L^2(\Omega; R^d)} \leq c_{p,m}h, \number{2.34}
\]
where \(c_{p,m} = \frac{m^2 - m}{2} p^2 + 2mp^2 + \frac{p^2}{2} \). Inserting (2.34) into (2.33) we obtain that
\[
\left\| \sum_{k=0}^{n-1} A_k \right\|_{L^2(\Omega; R^d)} \leq Kc_{p,m}h \sum_{k=0}^{n-1} \|Y_k^{i} \|_{L^2(\Omega; R^d)} + Tc_{p,m} \sup_{1 \leq j, j \leq m} \|L^j g_j\|_{L^2(\Omega; R^d)} \number{2.35}
\]
Additionally, we have
\[
\left\| \sum_{k=0}^{n-1} \bar{\phi}(Y_k^{i}) h \right\|_{L^2(\Omega; R^d)} \leq N, \number{2.36}
\]
\[
\left\| \sum_{k=0}^{n-1} \phi(Y_k^{i}) h \right\|_{L^2(\Omega; R^d)} \leq hK \sum_{k=0}^{n-1} \|Y_k^{i} \|_{L^2(\Omega; R^d)} + \frac{nT}{N} ||\phi(0)\|. \number{2.37}
\]
Combining (2.31)-(2.37) gives that
\[
\|Y_k^{i} \|_{L^2(\Omega; R^d)} \leq \|\xi\|_{L^2(\Omega; R^d)} + hK \sum_{k=0}^{n-1} \|Y_k^{i} \|_{L^2(\Omega; R^d)} + \frac{nT}{N} ||\phi(0)\| + N
\]
\[
+ Kc_{p,m}h \sum_{k=0}^{n-1} \|Y_k^{i} \|_{L^2(\Omega; R^d)} + Tc_{p,m} \sup_{1 \leq j, j \leq m} \|L^j g_j\|_{L^2(\Omega; R^d)}
\]
\[
+ p \left( mK^2 h \sum_{k=0}^{n-1} \|Y_k^{i} \|_{L^2(\Omega; R^d)} \right)^{1/2} + p \sqrt{TM} \|g(0)\|. \number{2.38}
\]
Taking square on both sides gives that
\[
\|Y_n^{i} \|_{L^2(\Omega; R^d)}^2 \leq 4 \left( \|\xi\|_{L^2(\Omega; R^d)} + T||\phi(0)\| + N + Tc_{p,m} \sup_{1 \leq j, j \leq m} \|L^j g_j\|_{L^2(\Omega; R^d)} + p \sqrt{TM} \|g(0)\| \right)^2
\]
\[
+ 4K^2c_{p,m}T \sum_{k=0}^{n-1} \|Y_k^{i} \|_{L^2(\Omega; R^d)} + 4p^2mK^2h \sum_{k=0}^{n-1} \|Y_k^{i} \|_{L^2(\Omega; R^d)}
\]
\[
+ 4K^2c_{p,m}T \sum_{k=0}^{n-1} \|Y_k^{i} \|_{L^2(\Omega; R^d)} + 4p^2mK^2h \sum_{k=0}^{n-1} \|Y_k^{i} \|_{L^2(\Omega; R^d)}
\]
Furthermore, Lemma 2.1 and Lemma 2.4 imply that

\[ \sup_{0 \leq s \leq T} \| Y^N_n(t) \|_{L^p(\Omega; \mathbb{R}^d)} \leq 2 \exp(C_1) (\| f \|_{L^p(\Omega; \mathbb{R}^d)}) + N + C_0. \]  

(2.40)

Employing Hölder’s inequality, Lemma 2.5 and the estimate (2.40), we obtain that

\[
\sup_{N \in \mathbb{N}} \sup_{0 \leq s \leq N} \| \mathbb{I}_{\Omega_s} Y^N_n \|_{L^p(\Omega; \mathbb{R}^d)} \leq \left( \sup_{N \in \mathbb{N}} \| \mathbb{I}_{\Omega_s} \|_{L^p(\Omega; \mathbb{R}^d)} \right) \left( \sup_{N \in \mathbb{N}} \| Y^N_n \|_{L^p(\Omega; \mathbb{R}^d)} \right) < \infty.
\]

(2.41)

Furthermore, Lemma 2.1 and Lemma 2.4 imply that

\[
\sup_{N \in \mathbb{N}} \sup_{0 \leq s \leq N} \| \mathbb{I}_{\Omega_s} Y^N_n \|_{L^2(\Omega; \mathbb{R}^d)} \leq \sup_{N \in \mathbb{N}} \sup_{0 \leq s \leq N} \| D_n \|_{L^2(\Omega; \mathbb{R}^d)} < \infty.
\]

(2.42)

Combining (2.41) and (2.42), we can obtain the desired results.\[ \square \]

3. Strong convergence order of the semi-tamed Milstein method

In this section, the generic constant \( C_{p,T} \) might vary in different places.

**Assumption 3.1.** Suppose that \( f(x) \) and \( g_i(x) \) are twice continuous differentiable. Furthermore, we suppose that there exist positive constants \( K, q \geq 1 \) such that for \( x \in \mathbb{R}^d \) and \( i \in \{1, 2, \ldots, m\} \)

\[
\| f''(x) \|_{L^q(\mathbb{R}; \mathbb{R}^d)} \leq K (1 + \| x \|^p),
\]

(3.1)

\[
\| g_i''(x) \|_{L^q(\mathbb{R}; \mathbb{R}^d)} \leq K,
\]

(3.2)

where, \( \| \Phi''(x) \|_{L^q(\mathbb{R}; \mathbb{R}^d)} = \sup_{(h_1, h_2) \in \mathbb{R}^d, \| h_1 \| \leq 1, \| h_2 \| \leq 1} \| \Phi''(x)(h_1, h_2) \| \) for \( \Phi : \mathbb{R}^d \to \mathbb{R}^d \) and \( \Phi''(x) : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d \) is a bilinear operator defined by (3.3).

In order to analyse the strong convergence of the semi-tamed Milstein method, we rewrite the scheme as

\[
Y^N_{n+1} = Y^N_n + \Delta t \left[ h \phi(Y^N_n) + \frac{h \phi(Y^N_n)}{1 + \| \phi(Y^N_n) \| \theta} + g(Y^N_n) \Delta W_n \right] + \sum_{j_{1},j_{2}=1}^{m} L^{j_{1}j_{2}} g_{j_{1}}(Y^N_{n}) \tilde{T}^{j_{1}j_{2}}_{n+1}.
\]

(3.3)

where \( \tilde{T}^{j_{1}j_{2}}_{n+1} = \int_{t_n}^{t_{n+1}} \int_{t_n}^{t_{m}} dW_{j_{1}}^m dW_{j_{2}}^m \). Note that under commutativity condition (3.1), (1.4) and (3.3) are equivalent.

Then we introduce time continuous interpolations of the time discrete numerical approximation, that is the time continuous approximation \( \tilde{Y}^N_s \) such that for \( s \in [t_n, t_{n+1}] \)

\[
\tilde{Y}^N_s := Y^N_n + (s-t_n) \phi(Y^N_n) + \frac{(s-t_n) \phi(Y^N_n)}{1 + \| \phi(Y^N_n) \| \theta} + g(Y^N_n)(W_s - W_n) + \sum_{j_{1},j_{2}=1}^{m} L^{j_{1}j_{2}} g_{j_{1}}(Y^N_{n}) \tilde{T}^{j_{1}j_{2}}_{n+1}.
\]

9
Here we give the derivative expression: for arbitrary $a \in \mathbb{R}$, where $\Phi(1) = \Phi'(1) = 0$, \(\Phi(0) = \Phi'(0) = 1\), and \(\Phi(0^+) = \Phi'(0^+) = 0\), we obtain that

\[
\Phi(Y^N_t) = \Phi(Y^N_{t_0}) + \int_{t_0}^t \Phi'(Y^N_{s-}) \, ds + \frac{1}{2} \sum_{i=1}^m \int_{t_0}^t \Phi''(Y^N_{s-}) \, ds' \, dW^i_s dW^i_s,
\]

where

\[
\int_{t_0}^t f(Y^N_{s-}) \, ds + \sum_{i=1}^m \int_{t_0}^t g_i(Y^N_{s-}) \, ds + \sum_{i=1}^m \int_{t_0}^t \int_{t_0}^s L_i^j(Y^N_{s-}) \, ds' \, dW^i_s dW^i_s
\]

\[
= Y^N_t + \int_{t_0}^t \int_{t_0}^s \phi(Y^N_{s-}) \, ds + \sum_{i=1}^m \int_{t_0}^s g_i(Y^N_{s-}) \, ds + \sum_{i=1}^m \int_{t_0}^s L_i^j(Y^N_{s-}) \, ds' \, dW^i_s dW^i_s.
\]

(3.4)

where

\[
\Phi(Y^N_t) = \Phi(Y^N_{t_0}) + \int_{t_0}^t \Phi'(Y^N_{s-}) \, ds + \frac{1}{2} \sum_{i=1}^m \int_{t_0}^t \Phi''(Y^N_{s-}) \, ds' \, dW^i_s dW^i_s.
\]

(3.5)

Obviously, \(\bar{Y}^N_t = Y^N_t, n = 0, 1, \ldots, N\). We can rewrite \(\bar{Y}^N_t\) as

\[
\bar{Y}^N_t = Y^N_t + \int_{t_0}^t \int_{t_0}^s f(Y^N_{s-}) \, ds + \sum_{i=1}^m \int_{t_0}^s g_i(Y^N_{s-}) \, ds + \sum_{i=1}^m \int_{t_0}^s L_i^j(Y^N_{s-}) \, ds' \, dW^i_s dW^i_s.
\]

(3.6)

The Taylor’s formula gives that: If a function \(\Phi : \mathbb{R}^d \to \mathbb{R}^d\) is twice differentiable, then

\[
\Phi(\bar{Y}^N_t) - \Phi(Y^N_{t_0}) = \Phi'(Y^N_{t_0})(\bar{Y}^N_t - Y^N_{t_0}) + R_1(\Phi),
\]

(3.7)

where \(R_1(\Phi)\) is the remainder term

\[
R_1(\Phi) = \int_0^1 (1-r) (1) \Phi''(Y^N_{t_0}) \, ds + \int_0^1 \Phi''(Y^N_{t_0}) \, ds + \sum_{i=1}^m \int_{t_0}^s \Phi''(Y^N_{s-}) \, ds' \, dW^i_s dW^i_s.
\]

(3.8)

Here we give the derivative expression: for arbitrary \(a, b_1, b_2 \in \mathbb{R}^d\)

\[
\Phi'(a)(b_1) = \sum_{i=1}^d \frac{\partial \Phi}{\partial x^i} b_1^i, \quad \Phi''(a)(b_1, b_2) = \sum_{i,j=1}^d \frac{\partial^2 \Phi}{\partial x^i \partial x^j} b_1^i b_2^j.
\]

(3.9)

Replacing \(\bar{Y}^N_t - Y^N_{t_0}\) in (3.7) with (3.4), we obtain that

\[
\Phi(\bar{Y}^N_t) - \Phi(Y^N_{t_0}) = \Phi'(Y^N_{t_0}) g(Y^N_{t_0}) (W_t - W_{t_0}) + \bar{R}_1(\Phi),
\]

(3.10)

here

\[
\bar{R}_1(\Phi) = \Phi'(Y^N_{t_0}) (s - t_{n_0}) \int_{t_0}^t \int_{t_0}^s L_i^j(Y^N_{s-}) \, ds' \, dW^i_s dW^i_s + R_1(\Phi).
\]

(3.11)
Replacing $\Phi$ by $g_i$ in (3.10), and considering $g'_i(x)g(x) = \sum_{j=1}^{m} L_j g'(x)$, we obtain that

$$\tilde{R}_i(g_i) = g_i(Y^N_i) - g_i(Y^N_i) - \sum_{j=1}^{m} L'_i g_i(Y^N_i)\Delta W^i_j. \quad (3.12)$$

Before giving Theorem 3.1 which presents the convergence of the underlying numerical scheme, we first give the following five lemmas, which will be used to prove the theorem.

**Lemma 3.1.** If Assumption 2.1 and the commutativity condition (1.5) hold, then for $1 \leq j_1, j_2 \leq m$ and $p \geq 1$, we have the following estimates

$$\sup_{n \in \mathbb{N}} \sup_{0 \leq t \leq \mathbb{N}} \left[ \mathbb{E}[\phi(Y^N_n)]^p \lor \mathbb{E}[\phi'(Y^N_n)]^p \lor \mathbb{E}[\phi(Y^N_n)]^p \lor \mathbb{E}[\phi'(Y^N_n)]^p \lor \mathbb{E}[\phi(Y^N_n)]^p \lor \mathbb{E}[\phi'(Y^N_n)]^p \right] < \infty. \quad (3.13)$$

**Proof.** It can be obtained easily by Assumption 2.1 and Theorem 2.1. \[ \square \]

**Lemma 3.2.** Let Assumption 2.1 and Assumption 3.1 hold, then for all $p \geq 1$,

$$\sup_{n \in \mathbb{N}} \sup_{0 \leq t \leq \mathbb{N}} \left[ \|X^n_t \|_{L^p(\Omega; \mathbb{R}^e)} \lor \|f(X^n_t)\|_{L^p(\Omega; \mathbb{R}^e)} \lor \|g(X^n_t)\|_{L^p(\Omega; \mathbb{R}^e)} \lor \|\tilde{Y}^N_t\|_{L^p(\Omega; \mathbb{R}^e)} \right] < \infty. \quad (3.14)$$

**Proof.** From conditions (2.1) and (2.2), we obtain that the exact solution $X_t$ satisfies $\sup_{t \in [0, T]} \|X^n_t\| < \infty$. The second estimate can be obtained by the globally Lipschitz condition on $\phi$, the polynomial condition on $\phi'$ and $f(x) = \phi(x) + \phi(x)$. The third estimate can be obtained by the globally Lipschitz condition on $g$. From (3.3) and Lemma 3.1, we can obtain the last estimate. \[ \square \]

**Lemma 3.3.** Let Assumption 2.1, Assumption 3.1, and the commutativity condition (1.5) hold. Then for $p \geq 1$, there exists a family of constants $C_{p,T} \geq 1$ such that

$$\sup_{n \in \mathbb{N}} \sup_{t \in [0, T]} \|\tilde{Y}^N_t - Y^N_n\|_{L^p(\Omega; \mathbb{R}^e)} \lor \sup_{n \in \mathbb{N}} \sup_{t \in [0, T]} \|f(X^n_t) - f(X^n_n)\|_{L^p(\Omega; \mathbb{R}^e)} \leq C_{p,T} \delta^{1/2}. \quad (3.15)$$

**Proof.** Let $n_i$ be the maximum integer such that $t_{n_i} \leq t$. From (3.4) we obtain

$$\tilde{Y}^N_t - Y^N_n = (t - t_{n_i})f(Y^N_n) + g(Y^N_n)(W_t - W_{n_i}) + \sum_{j_1, j_2=1}^{m} L_{j_1} g_{j_2}(Y^N_n) f_{j_1, j_2}. \quad (3.16)$$

The first estimate can be obtained follow a similar approach as the estimate of (2.11). One can obtain the second estimate similarly. \[ \square \]

**Lemma 3.4.** Let $p \geq 1$ and let the first estimate in Assumption 2.1 Assumption 3.1 and the commutativity condition (1.5) be fulfilled. Then for $i = 1, 2, \cdots, m$,

$$\|\tilde{R}(f)\|_{L^p(\Omega; \mathbb{R}^e)} \lor \|\tilde{R}(g)\|_{L^p(\Omega; \mathbb{R}^e)} \leq C_{p,T}h. \quad (3.17)$$

**Proof.** For the first estimate, considering equation (3.10) and (3.11), and replacing $\Phi$ by $f$, we can obtain that

$$\tilde{R}(f) = f'(Y^N_{n_i}) \left((t - t_{n_i})f(Y^N_n) + \sum_{j_1, j_2=1}^{m} L_{j_1} g_{j_2}(Y^N_n) f_{j_1, j_2} \right) + R_i(f). \quad (3.18)$$
From (3.8), using Hölder inequality and Lemma 3.3, we can obtain the estimate of $R_1(f)$

$$
\|R_1(f)\|_{L^p(\Omega;\mathbb{R}^d)} \leq \int_0^1 (1 - r) ||f''(Y_{n_1}^N + r(\bar{Y}_s^N - Y_{n_1}^N))(\bar{Y}_s^N - Y_{n_1}^N\bar{Y}_s^N - Y_{n_1}^N)||_{L^p(\Omega;\mathbb{R}^d)} dr
$$

$$
\leq \int_0^1 \left\|\left\|f''(Y_{n_1}^N + r(\bar{Y}_s^N - Y_{n_1}^N))\left\|_{L^p(\Omega;\mathbb{R}^d)} \cdot \|\bar{Y}_s^N - Y_{n_1}^N\|_p^2 \right\right\| dr
$$

$$
\leq K \left\|\left\|1 + \|\bar{Y}_s^N\|_p + \|\bar{Y}_s^N\|_p^2 \right\|_{L^p(\Omega;\mathbb{R}^d)} \cdot \|\bar{Y}_s^N - Y_{n_1}^N\|_p^2 \leq C_{p,T} h.
$$

The third inequality is derived by Jensen’s inequality. Hence by (3.18) and the definition of $\bar{f}(x)$

$$
\|\bar{R}(f)\|_{L^p(\Omega;\mathbb{R}^d)} \leq \|f'(Y_{n_1}^N)(s - t_n)\bar{f}(Y_{n_1}^N)\|_{L^p(\Omega;\mathbb{R}^d)} + \|R_1(f)\|_{L^p(\Omega;\mathbb{R}^d)}
$$

$$
+ \left\|\left\|f'(Y_{n_1}^N) \sum_{j_1,j_2=1}^m L^j g_{j_1}(Y_{n_1}^N) v_{j_2,h} \right\|_{L^p(\Omega;\mathbb{R}^d)} \right\|
$$

$$
\leq h \left\|\left\|f'(Y_{n_1}^N)(\bar{f}(Y_{n_1}^N) - \|\bar{f}(Y_{n_1}^N)\|_p \cdot \frac{|\bar{f}(Y_{n_1}^N)|}{1 + |\bar{f}(Y_{n_1}^N)|}) \right\|_{L^p(\Omega;\mathbb{R}^d)}
$$

$$
+ \frac{1}{2} \sum_{j_1,j_2=1}^m \left\|\left\|f'(Y_{n_1}^N)\left(L^j g_{j_1}(Y_{n_1}^N)(\Delta W^h_s \Delta W^h_s - \delta_{j_1,j_2})\right) \right\|_{L^p(\Omega;\mathbb{R}^d)}
$$

$$
+ \|R_1(f)\|_{L^p(\Omega;\mathbb{R}^d)}.
$$

Using Hölder inequality, we derive from Lemma 3.1 that

$$
\left\|\left\|f'(Y_{n_1}^N)(\bar{f}(Y_{n_1}^N) - \bar{f}(Y_{n_1}^N)) \right\|_{L^p(\Omega;\mathbb{R}^d)} \right\|
$$

$$
\leq \|f'(Y_{n_1}^N)\|_{L^p(\Omega;\mathbb{R}^d)} + \left\|\left\|f'(Y_{n_1}^N)\right\|_{L^p(\Omega;\mathbb{R}^d)} \right\|
$$

$$
\leq \|f'(Y_{n_1}^N)\|_{L^p(\Omega;\mathbb{R}^d)} \cdot \|f'(Y_{n_1}^N)\|_{L^p(\Omega;\mathbb{R}^d)} < \infty.
$$

Similarly, by (3.20) and Lemma 3.1, using Hölder inequality and the independence of $Y_{n_1}^N$, $\Delta W^h_s$, $\Delta W^h_s$, there exists a constant $C_{p,T}$

$$
\frac{1}{2} \sum_{j_1,j_2=1}^m \left\|\left\|f'(Y_{n_1}^N)(L^j g_{j_1}(Y_{n_1}^N)(\Delta W^h_s \Delta W^h_s - \delta_{j_1,j_2})\right) \right\|_{L^p(\Omega;\mathbb{R}^d)}
$$

$$
\leq \frac{1}{2} \sum_{j_1,j_2=1}^m \left\|\left\|f'(Y_{n_1}^N)L^j g_{j_1}(Y_{n_1}^N)\right\|_{L^p(\Omega;\mathbb{R}^d)} \cdot \|\Delta W^h_s \Delta W^h_s - \delta_{j_1,j_2} h\|_{L^p(\Omega;\mathbb{R}^d)}
$$

$$
\leq C_{p,T} h.
$$

Combining (3.20), (3.21) and (3.22) we derive

$$
\|\bar{R}(f)\|_{L^p(\Omega;\mathbb{R}^d)} \leq C_{p,T} h.
$$

Following the similar approach, we can derive the second estimate

$$
\|\bar{R}(g)\|_{L^p(\Omega;\mathbb{R}^d)} \leq C_{p,T} h.
$$
Lemma 3.5. Let $Z_1, \ldots, Z_N: \Omega \to \mathbb{R}$ be $\mathcal{F} / \mathcal{B}(\mathbb{R})$-measurable mappings with $\mathbb{E}\|Z_n\|^p < \infty$ for all $n \in \{1, \ldots, N\}$ and with $\mathbb{E}[Z_{n+1}|Z_1, \ldots, Z_n] = 0$ for all $n \in \{1, \ldots, N\}$. Then
\[
\|Z_1 + \cdots + Z_n\|_{L^2(\Omega, \mathbb{R})} \leq c_p \left( \|Z_1\|_{L^2(\Omega, \mathbb{R})}^2 + \cdots + \|Z_n\|_{L^2(\Omega, \mathbb{R})}^2 \right)^{1/2},
\]
for $p \geq 2$, where $c_p$ is independent of $n$, but dependent of $p$.

Theorem 3.1. Suppose conditions in Assumption 2.7, Assumption 3.1, and the commutativity condition 1.3 are fulfilled. Then, there exists a family of constants $C_{p, T} \geq 1$ and $p \in [1, \infty)$ such that
\[
\left( \mathbb{E} \left[ \sup_{t \in [0, T]} \|X_t - \tilde{f}_t^N\|^p \right] \right)^{1/p} \leq C_{p, T} \cdot h, \quad h \in (0, 1].
\]

Proof. Applying Itô’s formula to (3.30), we obtain that
\[
\|X_t - \tilde{f}_t^N\|^2 = 2 \int_0^t \langle X_s - \tilde{f}_s^N, f(X_s) - \tilde{f}(Y_s^N) \rangle \, ds
\]
\[
+ 2 \int_0^t \sum_{i=1}^m \int_0^t \langle X_s - \tilde{y}_s^N, g_s(X_s) - g_s(Y_s^N) - \frac{L^1 g_s(Y_s^N) \Delta W_s^j}{L^1 g_s(Y_s^N) \Delta W_s^j} \rangle \, dW_s^j
\]
\[
+ 2 \int_0^t \sum_{i=1}^m \int_0^t \left\| g_s(X_s) - g_s(Y_s^N) - \frac{L^1 g_s(Y_s^N) \Delta W_s^j}{L^1 g_s(Y_s^N) \Delta W_s^j} \right\|^2 \, ds
\]
\[
= 2 \int_0^t \langle X_s - \tilde{f}_s^N, f(X_s) - \tilde{f}(Y_s^N) \rangle \, ds + 2 \int_0^t \langle X_s - \tilde{f}_s^N, \|\phi(Y_s^N)\|\phi(Y_s^N)h \rangle \, ds
\]
\[
+ 2 \int_0^t \sum_{i=1}^m \int_0^t \langle X_s - \tilde{y}_s^N, g_s(X_s) - g_s(Y_s^N) - \frac{L^1 g_s(Y_s^N) \Delta W_s^j}{L^1 g_s(Y_s^N) \Delta W_s^j} \rangle \, dW_s^j
\]
\[
+ 2 \int_0^t \sum_{i=1}^m \int_0^t \left\| g_s(X_s) - g_s(Y_s^N) - \frac{L^1 g_s(Y_s^N) \Delta W_s^j}{L^1 g_s(Y_s^N) \Delta W_s^j} \right\|^2 \, ds.
\]

Employing the Cauchy-Schwarz inequality and the one-sided Lipschitz condition on $f$, we have that
\[
\langle X_u - \tilde{f}_u^N, f(X_u) - \tilde{f}(Y_u^N) \rangle \leq \langle X_u - \tilde{f}_u^N, f(X_u) - \tilde{f}(Y_u^N) \rangle + \langle X_u - \tilde{f}_u^N, f(Y_u^N) - \tilde{f}(Y_u^N) \rangle
\]
\[
\leq K\|X_u - \tilde{f}_u^N\|^2 + \langle X_u - \tilde{y}_u^N, f(Y_u^N) - \tilde{f}(Y_u^N) \rangle.
\]

For the integrand of the second term in (3.27), we have
\[
\langle X_u - \tilde{y}_u^N, \frac{\|\phi(Y_u^N)\|\phi(Y_u^N)h}{1 + \|\phi(Y_u^N)\|^2} \rangle \leq \frac{1}{2}\|X_u - \tilde{y}_u^N\|^2 + \frac{1}{2}\|\phi(Y_u^N)\|\phi(Y_u^N)h \|^2
\]
\[
\leq \frac{1}{2}\|X_u - \tilde{y}_u^N\|^2 + \frac{1}{2}\|\phi(Y_u^N)\|^2.
\]

Using (2.2) and notation given by (3.12), we obtain
\[
\left\| g_s(X_s) - g_s(Y_s^N) - \frac{L^1 g_s(Y_s^N) \Delta W_s^j}{L^1 g_s(Y_s^N) \Delta W_s^j} \right\|^2 \leq 2K^2\|X_s - \tilde{f}_s^N\|^2 + 2\|\tilde{f}_s^N\|^2.
\]
Inserting (3.28) - (3.30) into (3.27), we have

\[
\begin{align*}
\|X_s - \tilde{Y}^N_s\| &\leq (2K + 1 + 2mK^2) \int_0^\infty \|X_u - \tilde{Y}^N_u\|^2 \, du + h^2 \int_0^\infty \|\varphi(Y^N_u)\|^4 \, du \\
&+ 2 \sum_{i=1}^m \int_0^\infty \|\tilde{R}_1(\bar{g}_i)\|^2 \, ds + 2 \int_0^\infty \langle X_u - \tilde{Y}^N_u, f(\tilde{Y}^N_u) - f(Y^N_u) \rangle \, du \\
&+ 2 \sum_{i=1}^m \int_0^\infty \langle X_u - \tilde{Y}^N_u, g_i(X_u) - g_i(\tilde{Y}^N_u) + \tilde{R}_1(\bar{g}_i) \rangle \, dW^i_u.
\end{align*}
\]

Therefore,

\[
\begin{align*}
\sup_{0 \leq s \leq T} \|X_s - \tilde{Y}^N_s\|^2 &\leq (2K + 1 + 2mK^2) \int_0^\infty \|X_s - \tilde{Y}^N_s\|^2 \, ds + h^2 \int_0^\infty \|\varphi(Y^N_u)\|^4 \, ds \\
&+ 2 \sum_{i=1}^m \int_0^\infty \|\tilde{R}_1(\bar{g}_i)\|^2 \, ds + 2 \sup_{0 \leq s \leq T} \int_0^s \langle X_u - \tilde{Y}^N_u, f(\tilde{Y}^N_u) - f(Y^N_u) \rangle \, du \\
&+ 2 \sup_{0 \leq s \leq T} \sum_{i=1}^m \int_0^s \langle X_u - \tilde{Y}^N_u, g_i(X_u) - g_i(\tilde{Y}^N_u) + \tilde{R}_1(\bar{g}_i) \rangle \, dW^i_u.
\end{align*}
\]

For \( p \geq 4 \), we have

\[
\begin{align*}
2 \left\| \sup_{0 \leq s \leq T} \|X_s - \tilde{Y}^N_s\|_{L^2(\Omega; \mathbb{R})} \right\|^2 &= \left\| \sup_{0 \leq s \leq T} \|X_s - \tilde{Y}^N_s\|^2 \right\|_{L^2(\Omega; \mathbb{R})} \\
&\leq (2K + 1 + 2mK^2) \int_0^\infty \|X_s - \tilde{Y}^N_s\|^2 \, ds \\
&+ h^2 \int_0^\infty \|\varphi(Y^N_u)\|^4 \, ds + 2 \sum_{i=1}^m \int_0^\infty \|\tilde{R}_1(\bar{g}_i)\|^2 \, ds \\
&+ 2 \sup_{0 \leq s \leq T} \int_0^s \langle X_u - \tilde{Y}^N_u, f(\tilde{Y}^N_u) - f(Y^N_u) \rangle \, du \\
&+ 2 \sup_{0 \leq s \leq T} \sum_{i=1}^m \int_0^s \langle X_u - \tilde{Y}^N_u, g_i(X_u) - g_i(\tilde{Y}^N_u) + \tilde{R}_1(\bar{g}_i) \rangle \, dW^i_u.
\end{align*}
\]

It’s easy to obtain that

\[
\begin{align*}
2 \left\| \sup_{0 \leq s \leq T} \sum_{i=1}^m \int_0^s \langle X_u - \tilde{Y}^N_u, g_i(X_u) - g_i(\tilde{Y}^N_u) + \tilde{R}_1(\bar{g}_i) \rangle \, dW^i_u \right\|^2_{L^2(\Omega; \mathbb{R})} &\leq \frac{1}{4} \left\| \sup_{0 \leq s \leq T} \|X_s - \tilde{Y}^N_s\|^2 \right\|^2_{L^2(\Omega; \mathbb{R})} + 2p^2 m^2 K \int_0^\infty \|X_s - \tilde{Y}^N_s\|^2 \, ds \\
&+ 2p^2 m \sum_{i=1}^m \int_0^\infty \|\tilde{R}_1(\bar{g}_i)\|^2 \, ds,
\end{align*}
\]

and

\[
\begin{align*}
2 \left\| \sup_{0 \leq s \leq T} \int_0^s \langle X_u - \tilde{Y}^N_u, f(\tilde{Y}^N_u) - f(Y^N_u) \rangle \, du \right\|^2_{L^2(\Omega; \mathbb{R})} &= 2 \left\| \sup_{0 \leq s \leq T} \int_0^s \langle X_u - \tilde{Y}^N_u, f'(Y^N_u)(g(Y^N_u)\Delta W_u) + \tilde{R}_1(\bar{f}) \rangle \, du \right\|^2_{L^2(\Omega; \mathbb{R})} \\
&\leq M + 2 \left\| \sup_{0 \leq s \leq T} \int_0^s \langle X_u - \tilde{Y}^N_u, \tilde{R}_1(\bar{f}) \rangle \, du \right\|^2_{L^2(\Omega; \mathbb{R})}
\end{align*}
\]
\[
\leq M + \int_0^t \|X_s - \bar{Y}_N^t\|^2_{L^2(\Omega; \mathbb{R}^r)} ds + \int_0^t \|\bar{R}_t(f)\|^2_{L^2(\Omega; \mathbb{R}^r)} ds,
\]

where
\[
M = 2 \sup_{0 \leq s \leq t} \int_0^s \langle X_u - \bar{Y}_N^u, f'(Y_N^u)g(Y_N^u)\Delta W_u \rangle du \right\|_{L^{2}(\Omega; \mathbb{R})}. \tag{3.36}
\]

Furthermore, we have
\[
X_u - \bar{Y}_N^u = X_{u_0} - Y_{N_0}^u + \int_{u_0}^u f(X_r) dr - \int_{u_0}^u \bar{f}(Y_N^u) dr + \sum_{i=1}^m \int_{u_0}^u \left[ g_i(X_r) - g_i(Y_N^u) \right] \Delta W_d^i dr
\]
\[
= \int_{u_0}^u [f(X_r) - f(X_{u_0})] dr + \sum_{i=1}^m \int_{u_0}^u \left[ g_i(X_r) - g_i(Y_N^u) \right] \Delta W_d^i dr
\]
\[
+ \sum_{i=1}^m \int_{u_0}^u \bar{R}_t(g_i) dW_d^i + (u - u_0) f(X_{u_0}) - (u - u_0) \bar{f}(Y_N^u) + X_{u_0} - Y_{N_0}^u. \tag{3.37}
\]

Replacing \(X_u - \bar{Y}_N^u\) in (3.36) by (3.37), we obtain
\[
M \leq 2 \sup_{0 \leq s \leq t} \int_0^s \left\| \left[ f(X_r) - f(X_{u_0}) \right] dr, f'(Y_N^u)g(Y_N^u)\Delta W_u \right\|_{L^{2}(\Omega; \mathbb{R})} dr
\]
\[
+ 2 \sup_{0 \leq s \leq t} \int_0^s \left\| \sum_{i=1}^m \int_{u_0}^u \left[ g_i(X_r) - g_i(Y_N^u) \right] \Delta W_d^i dr, f'(Y_N^u)g(Y_N^u)\Delta W_u \right\|_{L^{2}(\Omega; \mathbb{R})} du
\]
\[
+ 2 \sup_{0 \leq s \leq t} \int_0^s \left\| \sum_{i=1}^m \int_{u_0}^u \bar{R}_t(g_i) dW_d^i, f'(Y_N^u)g(Y_N^u)\Delta W_u \right\|_{L^{2}(\Omega; \mathbb{R})} du
\]
\[
+ 2 \sup_{0 \leq s \leq t} \int_0^s \left\| X_{u_0} - Y_{N_0}^u, f'(Y_N^u)g(Y_N^u)\Delta W_u \right\|_{L^{2}(\Omega; \mathbb{R})} du
\]
\[
:= M_1 + M_2 + M_3 + M_4, \tag{3.38}
\]

where \(\xi_{u_0} \in F_{u_0}\) is defined by
\[
\xi_{u_0} = (u - u_0) f(X_{u_0}) - (u - u_0) \bar{f}(Y_N^u). \tag{3.39}
\]

By Hölder inequality, Lemma 3.3 and Lemma 3.5, we can establish the following estimate
\[
||f'(Y_N^u)g(Y_N^u)\Delta W_u||_{L^2(\Omega; \mathbb{R}^r)} \leq C_{p,T} h^{1/2}. \tag{3.40}
\]

By Lemma 3.3 and (3.40), we have
\[
M_1 \leq 2 \int_0^t \int_{u_0}^u \|f(X_r) - f(X_{u_0})\|_{L^2(\Omega; \mathbb{R}^r)} \cdot ||f'(Y_N^u)g(Y_N^u)\Delta W_u||_{L^2(\Omega; \mathbb{R}^r)} dr du
\]
\[
\leq C_{p,T} h^{1/2}. \tag{3.41}
\]

By Hölder inequality, (2.2) and (2.28), we obtain
\[
M_2 \leq 2 \int_0^t \left\| \sum_{i=1}^m \int_{u_0}^u g_i(X_r) - g_i(Y_N^u) \right\|_{L^2(\Omega; \mathbb{R}^r)} \cdot ||f'(Y_N^u)g(Y_N^u)\Delta W_u||_{L^2(\Omega; \mathbb{R}^r)} du
\]
Similarly, we have the following estimate for $M_o$

\[
\int_0^t \frac{1}{h} \left( \sum_{i=1}^m \int_{t_{i-1}}^{t_i} [g_i(X_u) - g_i(\hat{Y}_u)]dW_u \right)^2_{L^2(\Omega, \mathbb{R}^d)} du \
+ \int_0^t h\|f'(Y_u^n)g(Y_u^n)\Delta W_u\|^2_{L^2(\Omega, \mathbb{R}^d)} du \
\leq \frac{2p}{h} \int_0^t \sum_{i=1}^m \left\| g_i(X_u) - g_i(\hat{Y}_u) \right\|^2_{L^2(\Omega, \mathbb{R}^d)} du + C_{p,T}h^2
\]

\[
\leq \frac{2p}{h} \int_0^t \sum_{i=1}^m \left\| g_i(X_u) - g_i(\hat{Y}_u) \right\|^2_{L^2(\Omega, \mathbb{R}^d)} du + C_{p,T}h^2 
\]  

(3.42)

Similarly, we have the following estimate for $M_3$

\[
M_3 \leq 2 \int_0^t \left\| \sum_{i=1}^m \int_{t_{i-1}}^{t_i} R_i(g_i)dW_u \right\|_{L^2(\Omega, \mathbb{R}^d)} \cdot \|f'(Y_u^n)g(Y_u^n)\Delta W_u\|_{L^2(\Omega, \mathbb{R}^d)} du \
\leq 2p \int_0^t \left( \int_{t_{i-1}}^{t_i} \sum_{i=1}^m \left\| R_i(g_i) \right\|^2_{L^2(\Omega, \mathbb{R}^d)} dr \right)^{1/2} \cdot \|f'(Y_u^n)g(Y_u^n)\Delta W_u\|_{L^2(\Omega, \mathbb{R}^d)} du \
\leq C_{p,T}h^2. 
\]  

(3.43)

Furthermore,

\[
M_4 \leq 2 \left\| \sup_{0 \leq u \leq T} \sum_{k=0}^{n-1} \int_0^{t_{n+1}} \langle \xi_k, f'(Y_k^n)g(Y_k^n)\Delta W_u \rangle du \right\|_{L^2(\Omega, \mathbb{R})} \
+ 2 \left\| \sup_{0 \leq u \leq T} \int_0^{t_{n+1}} \langle \xi_n, f'(Y_n^n)g(Y_n^n)\Delta W_u \rangle du \right\|_{L^2(\Omega, \mathbb{R})} \\
:= M_{41} + M_{42}. 
\]  

(3.44)

Obviously, the discrete time process

\[
\{ \xi_k : 0 \leq k \leq N \} 
\]

is an $\{F_t : 0 \leq t \leq T\}$-martingale. Hence by Doob’s maximal inequality, Hölder inequality and Lemma 3.5, we obtain that for $p \geq 4$

\[
M_{41} \leq \frac{2p}{p-2} \left\| \sum_{k=0}^{n-1} \int_0^{t_{n+1}} \langle \xi_k, f'(Y_k^n)g(Y_k^n)\Delta W_u \rangle du \right\|^2_{L^2(\Omega, \mathbb{R})} \
\leq \frac{2p}{p-2} \left( \sum_{k=0}^{n-1} \left\| \int_0^{t_{n+1}} \langle \xi_k, f'(Y_k^n)g(Y_k^n)\Delta W_u \rangle du \right\|^2_{L^2(\Omega, \mathbb{R})} \right)^{1/2} \
\leq \frac{2p}{p-2} \left( \sum_{k=0}^{n-1} h \int_0^{t_{n+1}} \left\| f'(Y_k^n)g(Y_k^n)\Delta W_u \right\|^2_{L^2(\Omega, \mathbb{R})} du \right)^{1/2} \
\leq \frac{2p}{p-2} \left( \sum_{k=0}^{n-1} h \int_0^{t_{n+1}} \left\| f'(Y_k^n)g(Y_k^n)\Delta W_u \right\|^2_{L^2(\Omega, \mathbb{R})} du \right)^{1/2}. 
\]  

(3.46)

From Lemma 3.1 and Lemma 3.2, we have

\[
\|\xi_k\|_{L^2(\Omega, \mathbb{R}^d)} \leq h\|f(X_k)\|_{L^2(\Omega, \mathbb{R}^d)} + h\|f'(Y_k^n)\|_{L^2(\Omega, \mathbb{R}^d)} \leq C_{p,T}h. 
\]  

(3.47)
Combining (3.40), (3.46) and (3.47), we have

$$M_{41} \leq C_{p,T}h^2.$$  

(3.48)  

Furthermore, by Hölder inequality, (3.40) and (3.47), we obtain that for $p \geq 4$

$$\left(\frac{M_{42}}{2}\right)^{p/2} \leq \mathbb{E} \left(\sup_{0 \leq s \leq T} \left| \int_{t_s}^{t_{k+1}} \langle \xi_n, f'\left(Y^{N}_m\right)g\left(Y^{N}_m\right)\Delta W_n \rangle \, dt \right|^{p/2} \right)
\leq h^{p/2-1} \mathbb{E} \left(\sup_{0 \leq s \leq T} \int_{t_s}^{t_{k+1}} \left| \langle \xi_n, f'\left(Y^{N}_m\right)g\left(Y^{N}_m\right)\Delta W_n \rangle \right|^{p/2} \, dt \right)
\leq h^{p/2-1} \mathbb{E} \left(\sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \left| \langle \xi_n, f'\left(Y^{N}_m\right)g\left(Y^{N}_m\right)\Delta W_n \rangle \right|^{p/2} \, dt \right)
+ \int_{t_{n-1}}^{T} \mathbb{E} \left| \xi_n, f'\left(Y^{N}_m\right)g\left(Y^{N}_m\right)\Delta W_n \right|^{p/2} \, dt
\leq h^{p/2-1} \int_{0}^{T} \mathbb{E} \left| \xi_n, f'\left(Y^{N}_m\right)g\left(Y^{N}_m\right)\Delta W_n \right|^{p/2} \, dt
\leq h^{p/2-1} \int_{0}^{T} \mathbb{E} \left| \xi_n, f'\left(Y^{N}_m\right)g\left(Y^{N}_m\right)\Delta W_n \right|^{p/2} \, dt
\leq C_{p,T}h^{\frac{p}{2}-1}.$$  

(3.49)  

From (3.49), we obtain that, there exists a suitable constant $C_{p,T}$ such that

$$M_{42} \leq 2C_{p,T}h^{(5p-4)/2p} \leq C_{p,T}h^2,$$  

(3.50)  

for $p \geq 4$ and $h \in (0, 1]$. Combining (3.44), (3.48) and (3.50), we have that for $p \geq 4$

$$M_4 \leq C_{p,T}h^2.$$  

(3.51)  

Similarly, we split $M_5$ into two terms

$$M_5 \leq 2 \left\| \sup_{0 \leq s \leq T} \left| \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \langle X_n - Y^N_n, f'\left(Y^N_m\right)g\left(Y^N_m\right)\Delta W_n \rangle \, dt \right| \right\|_{L^2(\Omega; \mathbb{R})}
+ 2 \left\| \sup_{0 \leq s \leq T} \left| \int_{t_s}^{t_{k+1}} \langle X_n - Y^N_n, f'\left(Y^N_m\right)g\left(Y^N_m\right)\Delta W_n \rangle \, dt \right| \right\|_{L^2(\Omega; \mathbb{R})}
:= M_{51} + M_{52}.$$  

(3.52)  

Using the fact that $Y^N_k = Y^N_k$, $k = 0, 1, \ldots, N - 1$, we obtain the following estimate for $M_{51}$

$$M_{51} \leq \frac{2pc_{p/2}}{p-2} \left( \sum_{k=0}^{n-1} \left| \langle X_n - Y^N_n, f'\left(Y^N_m\right)g\left(Y^N_m\right)\Delta W_n \rangle \right|^2 \right)^{1/2}
\leq \sup_{0 \leq s \leq T} \left| \langle X_n - Y^N_n, f'\left(Y^N_m\right)g\left(Y^N_m\right)\Delta W_n \rangle \right|^2
\leq \frac{1}{4} \sup_{0 \leq s \leq T} \left| \langle X_n - Y^N_n, f'\left(Y^N_m\right)g\left(Y^N_m\right)\Delta W_n \rangle \right|^2 + C_{p,T}h^2.$$  

(3.53)
Furthermore,
\[
\left(\frac{M_{52}}{2}\right)^{p/2} \leq h^{p/2-1} \int_0^t \|X_s - Y^N_s\|_{L^p(\Omega;\mathbb{R}^d)}^{p/2} \cdot \|f'((Y^N_{s+})g(X^N_{s+}))\Delta W_s\|_{L^p(\Omega;\mathbb{R}^d)}^{p/2} \, du
\]
\[
\leq \sup_{0 \leq s \leq t} \|X_s - Y^N_s\|_{L^p(\Omega;\mathbb{R}^d)}^{p/2} \cdot C_{p,T} h^{(3p-4)/4}.
\]
Therefore
\[
M_{52} \leq 2 \sup_{0 \leq s \leq t} \|X_s - Y^N_s\|_{L^p(\Omega;\mathbb{R}^d)} \cdot C_{p,T} h^{(3p-4)/2} \leq \frac{1}{4} \sup_{0 \leq s \leq t} \|X_s - Y^N_s\|_{L^p(\Omega;\mathbb{R}^d)}^2 + 4C_{p,T} h^{(3p-4)/p}
\]
\[
\leq \frac{1}{4} \sup_{0 \leq s \leq t} \|X_s - Y^N_s\|_{L^p(\Omega;\mathbb{R}^d)}^2 + 4C_{p,T} h^{(3p-4)/p},
\]
which implies that for \( p \geq 4 \) and \( h \in (0, 1) \) there exists a suitable constant \( C_{p,T} \) such that
\[
M_{52} \leq \frac{1}{4} \sup_{0 \leq s \leq t} \|X_s - Y^N_s\|_{L^p(\Omega;\mathbb{R}^d)}^2 + C_{p,T} h^2.
\]
Combining (3.52), (3.53), and (3.56) we derive that
\[
M_5 \leq \frac{1}{2} \sup_{0 \leq s \leq t} \|X_s - Y^N_s\|_{L^p(\Omega;\mathbb{R}^d)}^2 + C_{p,T} h^2.
\]
Inserting (3.41), (3.42), (3.43), (3.51), and (3.57) into (3.38) yields
\[
M \leq mp^2 K^2 \int_0^\infty \sup_{0 \leq s \leq t} \|X_s - Y^N_s\|_{L^p(\Omega;\mathbb{R}^d)}^2 \, du + \frac{1}{2} \sup_{0 \leq s \leq t} \|X_s - Y^N_s\|_{L^p(\Omega;\mathbb{R}^d)}^2 + C_{p,T} h^2.
\]
Hence, combining (3.32)–(3.36) we obtain that
\[
\frac{3}{4} \sup_{0 \leq s \leq t} \|X_s - Y^N_s\|_{L^2(\Omega;\mathbb{R})}^2 \leq 2(K + 1 + mK^2 + p^2m^2K + \frac{1}{2}mp^2K^2)
\]
\[
\times \int_0^\infty \sup_{0 \leq s \leq t} \|X_s - Y^N_s\|_{L^2(\Omega;\mathbb{R}^d)}^2 \, ds
\]
\[
+ \frac{1}{2} \sup_{0 \leq s \leq t} \|X_s - Y^N_s\|_{L^2(\Omega;\mathbb{R}^d)}^2 + C_{p,T} h^2
\]
\[
+ 2(1 + p^2m) \sum_{i=1}^m \int_0^\infty \|\tilde{R}_i(g_i)\|_{L^2(\Omega;\mathbb{R}^d)}^2 \, ds
\]
\[
+ h^2 \int_0^\infty \|\varphi(Y^N_{s+})\|_{L^2(\Omega;\mathbb{R}^d)}^4 \, ds + \int_0^\infty \|\tilde{R}_1(f)\|_{L^2(\Omega;\mathbb{R}^d)}^2 \, ds.
\]
Additionally, from Lemma 3.4 and Lemma 3.4 we can obtain that
\[
2(1 + p^2m) \sum_{i=1}^m \int_0^\infty \|\tilde{R}_i(g_i)\|_{L^2(\Omega;\mathbb{R}^d)}^2 \, ds \leq 2(1 + p^2m) \int_0^\infty \|\tilde{R}_1(f)\|_{L^2(\Omega;\mathbb{R}^d)}^2 \, ds \leq C_{p,T} h^2,
\]
\[
h^2 \int_0^\infty \|\varphi(Y^N_{s+})\|_{L^2(\Omega;\mathbb{R}^d)}^4 \, ds \leq C_{p,T} h^2,
\]
\[
\int_0^\infty \|\tilde{R}_1(f)\|_{L^2(\Omega;\mathbb{R}^d)}^2 \, ds \leq C_{p,T} h^2.
\]
Thus, we can get by (3.59) that

$$\left\| \sup_{0 \leq s \leq T} \| X_s - \bar{Y}_t^N \|_{L^2(\Omega, \mathbb{R})} \right\|^2 \leq C_{r,T} \int_0^T \left\| \sup_{0 \leq u \leq s} \| X_u - \bar{Y}_u^N \|_{L^2(\Omega, \mathbb{R})} \right\|^2 ds + C_{r,T} h^2. \tag{3.63}$$

The Gronwall inequality gives the desired result for $p \geq 4$. The assertion for $1 \leq p < 4$ can be obtained by using Hölder inequality. To be precisely, for $1 \leq p < 4$, using Hölder inequality, we have

$$\left\| \sup_{0 \leq s \leq T} \| X_s - \bar{Y}_t^N \|_{L^2(\Omega, \mathbb{R})} \right\|^2 = \left\| \sup_{0 \leq s \leq T} \| X_s - \bar{Y}_t^N \|_{L^p(\Omega, \mathbb{R})} \right\|^2 \leq \left\| \sup_{0 \leq s \leq T} \| X_s - \bar{Y}_t^N \|_{L^p(\Omega, \mathbb{R})} \right\|_{L^2(\Omega, \mathbb{R})} \leq \cdots \leq \left\| \sup_{0 \leq s \leq T} \| X_s - \bar{Y}_t^N \|_{L^{2p}(\Omega, \mathbb{R})} \right\|. \tag{3.64}$$

This process can be continued until $2np \geq 4$, then following the same line in (3.33) can get the desired conclusion. Then the proof is complete. \hfill \blacksquare

**Remark 3.1.** Theorem 3.1 shows that the semi-tamed Milstein approximations (1.4) converge with the standard convergence order one to the exact solution of the SDEs (1.4) in the strong $L^p$ sense.

### 4. Exponential mean square stability of the semi-tamed Milstein method

In this section, we study the exponential mean square stability of the semi-tamed Milstein method. The following assumption is needed to get our stability theorem.

**Assumption 4.1.** Assume that $\phi(0) = \varphi(0) = g(0) = 0$, and there exist nonnegative constants $K, \rho, \theta, \bar{v}, \tilde{v}, \alpha > 1$ with $2\rho > \theta^2$ and $2v > \bar{v}$ such that

$$\langle x - y, \phi(x) - \phi(y) \rangle \leq -\rho \| x - y \|^2, \quad \| \phi(x) - \phi(y) \| \leq K \| x - y \|, \tag{4.1}$$

$$\langle x, \varphi(x) \rangle \leq -v \| x \|^{\alpha+1}, \quad \| \varphi(x) \| \leq \bar{v} \| x \|^\alpha, \tag{4.2}$$

$$\| g(x) - g(y) \| \leq \gamma \| x - y \|, \quad \| L^1 g(x) - L^1 g(y) \| \leq \beta \| x - y \|. \tag{4.3}$$

for all $x, y \in \mathbb{R}^d$.

**Theorem 4.1.** [1, 15] Let $f(x)$ and $g(x)$ satisfy the local Lipschitz condition. If there exists a positive constant $\gamma$ such that

$$2 \langle x, f(x) \rangle + \| g(x) \|^2 \leq -\gamma \| x \|^2, \quad \forall x \in \mathbb{R}^d, \tag{4.4}$$

then the solution of Eq. (1.1) satisfies

$$\mathbb{E} \| X_t \|^2 \leq \mathbb{E} \| \xi \|^2 e^{-\gamma t}. \tag{4.5}$$

Obviously, if Assumption 4.1 holds and $\gamma = 2\rho - \theta^2$, then (4.5) holds for (1.1) by Theorem 4.1.

**Theorem 4.2.** Let conditions (4.1) - (4.3) be fulfilled. Then there exists a stepsize $h^*$ such that for any $h < h^*$, the numerical approximation (1.4) has the following property

$$\mathbb{E} \| Y^N_n \|^2 \leq \mathbb{E} \| \xi \|^2 e^{-\gamma h}, \tag{4.6}$$

where $\gamma_h > 0$ and it satisfies $\lim_{h \to 0} \gamma_h = 2\rho - \theta^2$. 19
Proof. Taking square on both sides of (14) and using the notation $A_n$ given in (2.14), we obtain
\[
||Y_n^N||^2 = ||Y_n^N||^2 + ||\psi(Y_n^N)||^2 h^2 + \frac{||\phi(Y_n^N)||^2 h^2}{1 + ||\varphi(x)||h} + ||g(Y_n^N) \Delta W_n||^2 + ||A_n||^2 + 2h(Y_n^N, \phi(Y_n^N))
\]
\[
+ 2\left( Y_n^N + \phi(Y_n^N)h + \frac{\psi(Y_n^N)h}{1 + ||\varphi(x)||h}, g(Y_n^N) \Delta W_n \right) + 2\left( Y_n^N + \phi(Y_n^N)h + \frac{\psi(Y_n^N)h}{1 + ||\varphi(x)||h}, A_n \right) + 2(g(Y_n^N) \Delta W_n, A_n).
\]
(4.7)

From condition (4.2), we have
\[
\frac{2(Y_n^N + \phi(Y_n^N)h, \varphi(Y_n^N)h)}{1 + ||\varphi(x)||h} \leq 2 - \frac{||Y_n^N||^{r+1} h}{1 + ||\varphi(x)||h} + \frac{2||\phi(Y_n^N)|| + ||\varphi(Y_n^N)||^2 h^2}{1 + ||\varphi(x)||h} \leq 2 - \frac{r - K \bar{h} ||Y_n^N||^{r+1} h}{1 + ||\varphi(x)||h}.
\]
(4.8)

Additionally, we define $\bar{\Omega}_n = \{ \omega \in \Omega : ||Y_n^N|| \geq 1 \}$, then we obtain
\[
\mathbb{I}_{\bar{\Omega}_n} \frac{||\psi(Y_n^N)||^2 h^2}{1 + ||\varphi(x)||h} \leq \mathbb{I}_{\bar{\Omega}_n} \frac{||\varphi(Y_n^N)|| h}{1 + ||\varphi(x)||h} \leq \mathbb{I}_{\bar{\Omega}_n} \frac{||\varphi(Y_n^N)|^{r+1} h}{1 + ||\varphi(x)||h}
\]
(4.9)

and
\[
\mathbb{I}_{\bar{\bar{\Omega}}_n} \frac{||\varphi(Y_n^N)||^2 h^2}{1 + ||\varphi(x)||h} \leq \mathbb{I}_{\bar{\bar{\Omega}}_n} \frac{||\varphi(Y_n^N)|| h}{1 + ||\varphi(x)||h} \leq \mathbb{I}_{\bar{\bar{\Omega}}_n} \frac{||\varphi(Y_n^N)|^{r+1} h}{1 + ||\varphi(x)||h}.
\]
(4.10)

Define $h_1 = \frac{\dot{h}^2}{2\Lambda_T} \wedge \frac{h}{(2\pi + h)^2}$. Then for $h < h_1$, inserting (4.8)-(4.10) into (4.7), we have
\[
||Y_n^N||^2 \leq ||Y_n^N||^2 + ||A_n||^2 + ||\phi(Y_n^N)||^2 h^2 + ||g(Y_n^N) \Delta W_n||^2 + 2h(Y_n^N, \phi(Y_n^N))
\]
\[
+ 2\left( Y_n^N + \phi(Y_n^N)h + \frac{\psi(Y_n^N)h}{1 + ||\varphi(x)||h}, g(Y_n^N) \Delta W_n \right) + 2\left( Y_n^N + \phi(Y_n^N)h + \frac{\psi(Y_n^N)h}{1 + ||\varphi(x)||h}, A_n \right) + 2(g(Y_n^N) \Delta W_n, A_n).
\]
(4.11)

Moreover, using mutual independent of $\Delta W_n^j, \Delta W_n^j$ and the fact that $Y_n^N$ is independent of $\Delta W_n^j$, we have
\[
\mathbb{E}\left( Y_n^N + \phi(Y_n^N)h + \frac{\psi(Y_n^N)h}{1 + ||\varphi(x)||h}, A_n \right)
\]
\[
= \sum_{j_1, j_2 = 1}^m \mathbb{E}\left( Y_n^N + \phi(Y_n^N)h + \frac{\psi(Y_n^N)h}{1 + ||\varphi(x)||h}, \frac{1}{2} L^j h_{j_1}(Y_n^N) \Delta W_n^j \Delta W_n^j \right)
\]
\[
+ \sum_{j = 1}^m \mathbb{E}\left( Y_n^N + \phi(Y_n^N)h + \frac{\psi(Y_n^N)h}{1 + ||\varphi(x)||h}, \frac{1}{2} L^j h_{j_1}(Y_n^N)((\Delta W_n^j)^2 - h) \right)
\]
\[
= 0.
\]
(4.12)

Similarly, we have
\[
\mathbb{E}(g(Y_n^N) \Delta W_n, A_n) = 0,
\]
(4.13)

and
\[
\mathbb{E}|A_n|^2 \leq \frac{m^2}{4} \mathbb{E} \sum_{j_1, j_2 = 1}^m |L^j h_{j_1}(Y_n^N)|^2 |\Delta W_n^j | \Delta W_n^j - \delta_{j_1, j_2} h^2
\]
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\[
\text{(1.1)}
\]

square stability of the exact solution of the SDEs. Taking expectation on both sides of (4.11) and using (4.12), (4.13), (4.14) as well as Assumption (4.1), we obtain

\[
\begin{align*}
\mathbb{E}[|Y_N|]^2 &= \mathbb{E}[|Y_0|^2] - 2\rho h \mathbb{E}[|Y_0|^2] + Kh^2 \mathbb{E}[|Y_0|^2] + \theta^2 h \mathbb{E}[|Y_0|^2] + \frac{m^2}{4}(m^2 + m)\beta h^2 \mathbb{E}[|Y_0|^2] \\
&\leq \mathbb{E}[|Y_{N-1}|]^2 \left( 1 - 2\rho h + Kh^2 + \theta^2 h + \frac{m^2}{4}(m^2 + m)\beta h^2 \right) \\
&\leq \cdots \\
&\leq \left( 1 - 2\rho h + Kh^2 + \theta^2 h + \frac{m^2}{4}(m^2 + m)\beta h^2 \right)^{n+1} \mathbb{E}[|\xi|^2] \\
&\leq \mathbb{E}[|\xi|^2] e^{-\gamma_n(n+1)h},
\end{align*}
\]

for any \( h < h^* := h_1 \wedge \frac{2\rho - \theta^2}{\theta^2 + m\beta K} \). where \( \gamma_n = 2\rho - \theta^2 + (K + \frac{m^2}{4}(m^2 + m)\beta)h \) and \( \gamma_n > 0 \). The proof is complete. \( \square \)

**Remark 4.1.** Theorem 4.2 shows that the semi-tamed Milstein scheme (1.4) can reproduce the exponential mean square stability of the exact solution of the SDEs (1.1).

### 5. Numerical Result

This section is devoted to presenting numerical results that illustrate the above theoretical analysis. The corresponding Matlab source codes can be found on GitHub [23].

**Example 1.**

\[
\begin{align*}
\text{d}X_t &= (2X_t - X_t^3)\text{d}t + X_t\text{d}W_t, \\
X_0 &= 1. 
\end{align*}
\]

The drift coefficient \( f(x) = 2x - x^3 \) in (5.1) does not satisfy the global Lipschitz condition, but it can be divided into a Lipschitz continuous term \( \phi(x) = 2x \) and a non-Lipschitz continuous term \( \psi(x) = -x^3 \). It follows from Theorem 3.1 that the mean-square convergence order of the semi-tamed Milstein method applying to Eq. (5.1) equals 1. In Fig 1 the red solid line depicts the root mean-square errors (\( \mathbb{E} \left[ |X_T - Y_N|^2 \right] \)\(^{1/2} \)) of the semi-tamed Milstein as a function of the stepsize \( h \) in log-log plot, while the blue solid line is for the semi-tamed Euler method. The expectation here is approximated by the mean of 5000 independent realizations. Fig 1 shows that the semi-tamed Milstein method gives an error that decreases proportional to \( h \) as expected, while the semi-tamed Euler method gives errors that decrease proportional to \( h^{1/2} \). We test this by assuming the root mean square approximation errors \( e_b \) obey a power-law relation \( e_b = Ch^r \) for \( C > 0 \) and \( r > 0 \), that is, \( \log e_b = \log C + r \log h \). Then we do a least squares power law fit, and obtain \( r = 1.0288 \), \( \text{resid} = 0.0573 \) for the semi-tamed Milstein method, where \( \text{resid} \) is the least squares residual. The expected convergence rate is confirmed by these results.
Figure 1: Root mean approximation error versus stepsize $h$ to approxiamtion (1.4)

Figure 2: Root mean square approximation error versus runtime for $N \in \{2^{11}, \cdots, 2^{16}\}$

We present in Fig.2 the root mean square errors of the semi-tamed Euler method and the semi-tamed Milstein method as a function of the run-time when $N \in \{2^{11}, \cdots, 2^{16}\}$ to show the efficiency of the semi-tamed Milstein method. Both two methods are calculated on our Quad-Core Intel processor running at 3.5GHz. The expectation here is approximated by the mean of 1000 independent paths. In Fig.2 it turns out that $N = 2^{11}$ in the case of the semi-tamed Milstein method and that $N = 2^{16}$ in the case of semi-tamed Euler method achieve the desired precision $\epsilon = 0.001$. Furthermore, the semi-tamed Milstein method requires 2.5313s while the semi-tamed Euler requires 29.2656s to achieve the precision $\epsilon = 0.001$, that is the semi-tamed Milstein method has more advantages in computational efficiency than the semi-tamed Euler method.

Next we investigate the exponential mean square stability of the semi-tamed Milstein method (1.4). For simplicity, we consider a one-dimensional SDE.

**Example 2.**

\[
    dX_t = (-2X_t - X_t^2)dt + \sqrt{2}X_t dW_t, \quad X_0 = 1.
\]  

(5.2)
From Theorem 4.1, we can deduce that the exact solution of (5.2) is exponentially mean square stable, since
\[ 2x^T f(x) + |g(x)|^2 = -4x^2 - 2x^6 + 2x^2 \leq -2x^2. \] (5.3)

In order to test the mean square stability of the tamed Euler, semi-tamed Euler, tamed Milstein and semi-tamed Milstein methods, we take different stepsizes \( h = 1/4, 1/8, 1/16 \) and generate 5000 independent sample paths for each numerical scheme. From Fig.3 it’s found that the semi-tamed Euler method and semi-tamed Milstein method work better than other two schemes under stepsize \( h = 1/4 \). But our semi-tamed Mistein method has a higher convergence order than the semi-tamed Euler method as shown in Theorem 3.1 and Fig.1. In addition, the semi-tamed Milstein method is stable with stepsize \( h < h^* = 0.25 \) by Theorem 4.2. Fig.3 shows that the stability bound obtained in section 4 may be not optimal.

![Graphs showing numerical simulations](image)

Figure 3: Numerical simulation of \( E[X_t^2] \), using different schemes and different stepsizes.
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