UPPER EIGENVALUE BOUNDS FOR THE KIRCHHOFF LAPLACIAN ON EMBEDDED METRIC GRAPHS
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ABSTRACT. We derive upper bounds for the eigenvalues of the Kirchhoff Laplacian on a compact metric graph depending on the graph’s genus \( g \). These bounds can be further improved if \( g = 0 \), i.e. if the metric graph is planar. Our results are based on a spectral correspondence between the Kirchhoff Laplacian and a particular a certain combinatorial weighted Laplacian. In order to take advantage of this correspondence, we also prove new estimates for the eigenvalues of the weighted combinatorial Laplacians that were previously known only in the weighted case.

1. Introduction

The spectrum of quantum graphs – self-adjoint differential operators, typically Schrödinger operators, defined upon metric graphs – has been studied very actively in recent years. In this article, we are in particular interested in the spectral properties of the Kirchhoff Laplacian \( \Delta \). If the metric graph is equilateral, i.e. all edges have the same length 1 the spectral properties of \( \Delta \) are well-known: in [Bel85, Cat97] it was proved that the spectral problem of the Kirchhoff Laplacian on an equilateral metric graph can be reformulated explicitly as a spectral problem of the associated, so-called normalized Laplacian \( \mathcal{L}_{\text{norm}} \). A detailed discussion of the spectral properties of the normalized Laplacian can be found in [Chu97]. For instance, von Below proved that, if the metric graph is additionally connected and compact, the spectral gaps – the lowest positive eigenvalues – of \( \Delta \) and \( \mathcal{L}_{\text{norm}} \) are related via

\[
\lambda_2(\Delta) = \arccos(1 - \lambda_2(\mathcal{L}_{\text{norm}}))^2
\]

if \( \lambda_2(\mathcal{L}_{\text{norm}}) \in [0, 2) \). Unfortunately, the techniques leading to (1.1) cannot be extended to arbitrary graphs and no analogous expression for non-equilateral graphs is known. This is why one is particularly interested in estimates for the eigenvalues of \( \Delta \) on general compact metric graphs that depend on combinatorial or metric quantities of the graph. Several bounds on the eigenvalues of \( \Delta \) have been shown for general graphs since the Faber–Krahn-type bounds proved in [Nic87] for the spectral gap and [Fri05] for arbitrary eigenvalues: in [KKMM16] it was discussed which combinations of specific metric and combinatorial quantities allow for lower and upper bounds on the spectral gap of \( \Delta \); while many of these bounds are sharp, it is known that improved bounds hold for special classes of graphs, like trees [Roh16], highly connected graphs [BL17, BKKM17], or pumpkin chains [BCJ19].
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In this article, we discuss the spectral properties induced by the lowest genus $g$ of an oriented and closed surface the metric graph can be embedded in: if for instance $g = 0$, then the metric graph is planar, i.e. it can be drawn on the surface of a ball, or equivalently the Euclidean plane without self-crossings. More precisely, we are going to derive upper bounds for the eigenvalues of the Kirchhoff Laplacian on metric graphs of arbitrary genus.

While planar graphs are fundamental objects of topological graph theory (see for instance [MT01]), to the best of our knowledge the influence of planarity – or, more generally, embedding features – on the spectrum of quantum graphs has never been studied so far. This is in sharp contrast to the theory developed by Spielman and Teng in [ST96] and following work [Kel06, BLR10, KLPT11] – we refer especially to their bound

$$
\lambda_2(\mathcal{L}) \leq 8 \frac{d_{\text{max}}}{|V_G|}. 
$$

on the spectral gap for the unweighted Laplacian $\mathcal{L}$ on combinatorial planar graphs [ST07, Theorem 3.3] where $d_{\text{max}}$ is the maximum degree of the vertices of $G$. Their work had groundbreaking impact on numerical computing and machine learning and was followed by a vast amount of research [Kel06, BLR10, KLPT11, ACS18] extending their results to higher order eigenvalues and graphs of higher genus. As it is going to be important for later discussion, we specifically single out the spectral bound obtained by Amini and Cohen-Steiner in [ACS18]: they proved existence of a generic constant $C > 0$ so that

$$
\lambda_k(\mathcal{L}_{\text{norm}}) \leq C \frac{d_{\text{max}}(g + k)}{|V_G|}, \quad k = 1, \ldots, |V_G|.
$$

holds for the $k$-th ordered eigenvalue of the normalized Laplacian $\mathcal{L}_{\text{norm}}$ on a combinatorial graph of genus $g$ and a generic constant $C > 0$ and – as we will see in Remark 4.7 – their estimate can be seen as a normalized higher genus and higher order analogue of the estimate (1.2).

Before we are going to state our main results, let us also remark that eigenvalue bounds in dependence of the genus are also well-established in the spectral theory of Laplacians on manifolds: following previous works [Her70, YY80, Kor93], it was shown by Hassannezhad [Has11] that the $k$-th eigenvalue of the Laplace–Beltrami operator $\Delta_M = -\text{div}_M \circ \nabla_M$ on a Riemannian surface $(M, g)$ of genus $g$ admits the upper bound

$$
\lambda_k(\Delta_M) \leq C \frac{(g + k)}{\text{Vol}_g(M)},
$$

where $C > 0$ is a generic constant and $\text{Vol}_g(M)$ denotes the measure of $M$ with respect to the Riemannian metric $g$.

1.1. **Statement of the main results and structure of the article.** Let $\mathcal{G} = (G, \ell)$ be a compact and connected metric graph with underlying combinatorial graph $G = (V_G, E_G)$ and a weight function $\ell$ that assigns to each edge $e \in E_G$ its length $\ell_e$. For a vertex $v \in V_G$ let $E_v$ denote the set of edges initiating and terminating in $v$. The Kirchhoff Laplacian $\Delta_{\mathcal{G}}$ on $\mathcal{G}$ is the operator acting edgewise as the negative second derivative on the space of functions that are continuous and satisfy Kirchhoff conditions in every vertex $v \in V_G$; see Section 2.1
for details. We say that \( \mathcal{G} \) is of (topological) genus \( g \geq 0 \) if so is its underlying combinatorial graph \( \mathcal{G} \). If \( \mathcal{G} \) is of genus \( g \), we shall show that the first \(|V_G|\) eigenvalues \( \lambda_k(\Delta_G) \) of \( \Delta_G \) satisfy

\[
\lambda_k(\Delta_G) \leq C \frac{d_{\text{max}}(g + k)}{\ell_{\text{min}}^2 L}, \quad k = 1, \ldots, |V_G|,
\]

where \( C > 0 \) is some generic constant, \( \ell_{\text{min}} = \min_{e \in E_G} \ell_e \) is the minimal edge length of \( \mathcal{G} \), \( L = \sum_{e \in E_G} \ell_e \) is the total length of \( \mathcal{G} \) and \( d_{\text{max}} = \max_{v \in V_G} \sum_{e \in E_v} \ell_e \) is the maximal degree of the vertices of \( \mathcal{G} \) with respect to the edge lengths. We also derive an upper bound for the eigenvalues of \( \Delta_G \) of higher order: if \( \mathcal{G} \) is of genus \( g \) we shall show that

\[
\lambda_k(\Delta_G) \leq C \frac{d_{\text{max}}(\beta + k - 1)(g + k)}{L^2}, \quad k = \frac{L}{\ell_{\text{min}}} - \beta + 1,
\]

where additionally to the previously mentioned combinatorial and metric quantities \( d_{\text{max}} \) is the maximal combinatorial degree and \( \beta \) is the first Betti number of \( \mathcal{G} \), i.e., the number of independent cycles in \( \mathcal{G} \). The estimates (1.5) and (1.6) can be thought as quantum graph versions of the estimate (1.4) and, in fact, (1.4) will be an important ingredient for the proof of the estimates. They are going to be proved in Theorem 4.8 and Theorem 4.9 respectively.

We are particularly interested in the choice \( g = 0 \), i.e. \( \mathcal{G} \) is planar. Section 3 will be mainly devoted to proving, in the planar case, the stronger bound

\[
\lambda_2(\Delta_G) \leq C \frac{d_{\text{max}}^{[\mu]}}{L}
\]

for the spectral gap of \( \Delta_G \). Here \( d_{\text{max}}^{[\mu]} \) denotes the maximum degree of the vertices of \( \mathcal{G} \) with respect to the inverse weight \( \mu = \frac{1}{\ell} \), that is \( d_{\text{max}}^{[\mu]} := \max_{v \in V} \sum_{e \in E_v} \frac{1}{\ell_e} \). In the planar case, we are able to deliver an explicit estimate on \( C \), see Theorem 3.11. While our estimate on \( C \) is itself certainly not optimal, we show in Remark 3.12 that the asymptotic bound

\[
\lambda_2(\Delta_G) = O \left( \frac{d_{\text{max}}^{[\mu]}}{L} \right) \quad \text{as} \quad \frac{d_{\text{max}}^{[\mu]}}{L} \to \infty
\]

is sharp. Let us also point out that the maximum degree \( d_{\text{max}}^{[\mu]} \), which to our knowledge has not yet been considered as a parameter in spectral estimates for metric graphs, tends towards \( \infty \) when the length of one edge shrinks to 0. This suggests that our spectral estimate (1.7) is rather rough when the graph’s edge lengths vary strongly. However, in Section 3.3 we will discuss a number of examples to show that, in fact, (1.7) qualitatively improves known spectral estimates for some classes of metric graphs if the edge lengths are bounded from below.

In order to prove estimates (1.5), (1.6) and (1.7), we make use of a spectral correspondence between the Kirchhoff Laplacian and a particular weighted combinatorial Laplacian to reduce the spectral problem to the combinatorial case. This correspondence has been studied very extensively by Exner, Kostenko, Malamud and Neidhardt [EKMN17] in the case of infinite graphs. Although, for non-equilateral graphs, there this no explicit formula of the form (1.1) relating the eigenvalues of \( \Delta_G \) and this combinatorial Laplacian, there are estimates comparing their eigenvalues. Such an estimate was recently discovered by Kostenko and Nicolussi in [KN18] for the bottom of the spectrum of the Kirchhoff Laplacian on infinite graphs and,
in fact, we will improve and extend their result in Section 2.3. This will allow us to reduce the spectral estimates (1.5), (1.6) and (1.7) to spectral estimates for weighted combinatorial Laplacians.

The combinatorial setting we are going to consider is the following: given a finite graph \( G = (V, E) \), the weighted combinatorial Laplacian \( L_{m,\mu} \) associated with a vertex weight \( m \) and an edge weight \( \mu \) on \( G \) is the operator given by

\[
(L_{m,\mu} f)(v) = \frac{1}{m(v)} \sum_{e = \{u, v\} \in E_v} \mu(e)(f(v) - f(u)), \quad v \in V,
\]

defined on the space of functions \( f : V \to \mathbb{C} \) – see Section 2.2 for a short introduction to the weighted combinatorial Laplacian. We also refer to [BKW15] for Cheeger-type estimates, [LSS18] for estimates in dependence of the graphs diameter and references given therein for further recent research results on spectral estimates for weighted combinatorial Laplacians. If \( G \) is planar, we show in Theorem 3.9 that the spectral gap \( \lambda_2(L_{m,\mu}) \) satisifes the upper bound

\[
\lambda_2(L_{m,\mu}) \leq \frac{8d_{\mu,max}[m(V)]}{m(V)}
\]

provided \( m \) does not concentrate too strongly in small regions of \( G \); more precisely, we have to assume that

\[
2(m(u) + m(v)) < m(V)
\]

holds for any pair of adjacent vertices \( u, v \in V \) – here \( m(V) = \sum_{v \in V} m(v) \) denotes the total measure of \( G \) and \( d_{\mu,max}[m] = \max_{v \in V} \sum_{e \in E_v} \mu(e) \) denotes the maximum degree of the vertices of \( G \) with respect to the weight \( \mu \). The condition (1.9), which we regard as a kind of smoothness of the weight function \( m \), seems to be new in the literature. We will see that a spectral bound (3.8) cannot hold for general vertex weights (see Remark 3.10). However, in the special unweighted case \( m \equiv 1 \) and \( \mu \equiv 1 \) – where the estimate (1.8) coincides with the estimate (1.2) by Spielman and Teng [ST07, Theorem 3.3] – the condition (1.9) does not need to be imposed, as we will discuss in Remark 3.10. The proof of (1.8), which is strongly inspired by the techniques used in [ST07], uses a representation for planar graphs via so-called circle packings (see Section 3.1) on the unit sphere in \( \mathbb{R}^3 \). The main idea in the proof is to deform this circle-packing using a conformal map on the sphere to construct a sufficiently good test function in the Courant–Fischer Theorem for \( \lambda_2(L_{m,\mu}) \). During this deformation process our main task is going to be the identification of the condition (1.9) as a geometric condition for the existence of a certain type of circle packing that represents the weighted graph structure of \( G \) with the vertex weight \( m \) (see Lemma 3.5).

In the higher genus case – in Section 4 – we consider a special version of the weighted Laplacian \( L_{m,\mu} \): for an edge weight \( \omega \) on \( G \), we consider the weighted normalized Laplacian on \( G \) given by

\[
(L^\omega_{\text{norm}} f)(v) = \frac{1}{d\omega[v]} \sum_{e = \{u, v\} \in E_v} \omega(e)(f(v) - f(u)), \quad v \in V,
\]
where $d_v^{[w]} = \sum_{e \in E_v} \omega$ is the weighted degree of the vertex $v$ with respect to the edge weight $\omega$ – and show in Theorem 4.5 that its ordered eigenvalues $0 = \lambda_1(L_\text{norm}^w) < \lambda_2(L_\text{norm}^w) \leq \lambda_{|V_G|}(L_\text{norm}^w)$ satisfy

\begin{equation}
\lambda_k(L_\text{norm}^w) \leq C \frac{d^{[w]}_{\text{max}}(g + k)}{\sum_{e \in E} \omega(e)}, \quad k = 1, \ldots, |V_G|
\end{equation}

with the maximal degree $d^{[w]}_{\text{max}} = \max_{v \in V} d_v^{[w]}$ and a generic constant $C > 0$. In the proof of this estimate, we construct – inspired by the techniques used by Amini and Cohen-Steiner in [ACS18], and extending them to the weighted case – a Riemannian metric on a closed and oriented surface of genus $g$ and a certain topological double cover of the surface, so that the vicinity graph associated with this double cover (see Section 4.2 for details) reflects not only the combinatorial structure of $G$ but also the weighted structure induced by $\omega$. From there we can exploit a transfer principle that was introduced in [ACS18] to reduce the estimate (1.10) to the estimate (1.4) by Hassannezhad. The main difference in the construction compared with the one by Amini and Cohen-Steiner lies in the choice of the Riemannian metric, as we need to make sure that the Riemannian measure of the single double covering elements – which are chosen so that they are isomorphic to compositions of Euclidean triangles – correspond of the weight $\omega$ while still preserving a certain convexity condition of the covering elements – see Section 4.3 for this construction.

2. Preliminaries on combinatorial and metric graphs

2.1. **Compact metric graphs.** A compact metric graph $G$ is the object obtained after gluing the end points of a finite number of bounded intervals in a graph-like way – see [Mug19] for a rigorous definition. Usually, the set of intervals is referred to as the edge set of $G$ whereas the set of glued end points is referred to as the vertex set of $G$. As this gluing process naturally defines a combinatorial graph structure, we shall write $G = (G, \ell)$, where $G = (V_G, E_G)$ is a connected combinatorial graph with finite vertex set $V = V_G$ and finite edge set $E = E_G$ and $\ell : E \to (0, \infty)$, $e \mapsto \ell_e$ is a length function that assigns the length $\ell_e$ to a given edge $e \in E$. We point out that this representation of $G$ is not unique since adding vertices on the edges changes the underlying combinatorial graph whereas the metric graph remains the same. Throughout this paper we assume that $G$ is connected as a topological space since the study of disconnected graphs is usually reduced to the study of its connected components. For notational purposes we shall also fix an orientation on the combinatorial graph $G$ – let us however emphasize that the analytic and spectral properties of the objects considered in this paper do not depend on the choice of this particular orientation. For a given edge $e \in E$ we write $e_{\text{init}}$ for its initial vertex and $e_{\text{term}}$ for its terminal vertex and for each vertex $v \in V$ let $E_v^{\text{init}}$ and $E_v^{\text{term}}$ be the sets of edges initiating from $v$ and terminating in $v$ respectively. Then the metric degree $d_v^{[\ell]}$ of a vertex $v \in V$ is given by

$$d_v^{[\ell]} := \sum_{e \in E_v^{\text{init}}} \ell_e + \sum_{e \in E_v^{\text{term}}} \ell_e.$$
(Note that \(e_{\text{init}} = e_{\text{term}}\) holds if and only if \(e\) is a loop, so loops incident to \(v\) are counted twice in the sum above.) The Hilbert space of square-integrable functions on \(\mathcal{G}\) is 
\[
L^2(\mathcal{G}) := \bigoplus_{e \in E} L^2(0, \ell_e)
\]
equipped with the scalar product given by 
\[
(\varphi, \psi)_{L^2(\mathcal{G})} := \sum_{e \in E} \int_0^{\ell_e} \varphi_e(x_e) \bar{\psi}_e(x_e) \, dx_e
\]
for \(\varphi = (\varphi_e)_{e \in \mathcal{G}}\) and \(\psi = (\psi_e)_{e \in \mathcal{G}}\) in \(L^2(\mathcal{G})\). The Kirchhoff Laplacian \(\Delta_\mathcal{G}\) in \(L^2(\mathcal{G})\) is the operator acting edgewise as the negative second derivative, i.e.
\[
\Delta_\mathcal{G} \varphi = (-\varphi''_e)_{e \in \mathcal{E}}
\]
defined on the space of functions \(\varphi = (\varphi_e)_{e \in \mathcal{E}}\), so that \(\varphi_e \in H^2(0, \ell_e)\) for all \(e \in \mathcal{E}\) and the following two conditions are satisfied for every vertex \(v \in \mathcal{V}\):
\[
(2.1) \begin{cases} 
\varphi \text{ is continuous at } v, \\
\sum_{e \in E_{\text{term}}^e} \varphi'_e(\ell_e) - \sum_{e \in E_{\text{init}}^e} \varphi'_e(0) = 0.
\end{cases}
\]
The Kirchhoff Laplacian is a nonnegative self-adjoint operator in \(L^2(\mathcal{G})\) with discrete spectrum. The constant functions lie in the null space of \(\Delta_\mathcal{G}\) and, as \(\mathcal{G}\) is connected, \(0\) is an eigenvalue of \(\Delta_\mathcal{G}\) of multiplicity 1. For a proof of these facts and further information on the analytic properties of the Kirchhoff Laplacian we refer to the text books [BK13, Mug14]. We shall denote the ordered eigenvalues of \(\Delta_\mathcal{G}\), counted with multiplicities, by
\[
0 = \lambda_1(\Delta_\mathcal{G}) < \lambda_2(\Delta_\mathcal{G}) \leq \lambda_3(\Delta_\mathcal{G}) \leq \ldots \to \infty.
\]
The quadratic form \(Q_\mathcal{G}\) associated with \(\Delta_\mathcal{G}\) is given by 
\[
Q_\mathcal{G}(\varphi) = \sum_{e \in \mathcal{E}} \int_0^{\ell_e} |\varphi'_e(x_e)|^2 \, dx_e
\]
and its domain is the space consisting of all functions \(\varphi = (\varphi_e)_{e \in \mathcal{E}}\) with \(\varphi_e \in H^1(0, \ell_e)\) for all \(e \in \mathcal{E}\) that are continuous in every vertex \(v \in \mathcal{V}\).

2.2. Weighted combinatorial graphs. Let \(G = (\mathcal{V}, \mathcal{E})\) be a connected graph with finite edge and vertex sets. In the combinatorial setting we shall assume that the graph \(G\) is simple. This assumption simplifies some notation and is actually no restriction in the case of metric graphs, since – as we mentioned before – we may always add “dummy” vertices on loops or parallel edges to obtain a simple graph, which does not change the spectral properties of the Kirchhoff Laplacian (see [BK13, Remark 1.4.2]). We may thus identify each edge \(e \in \mathcal{E}\) with the two element set \(\{u, v\}\) of its incident vertices \(u, v \in \mathcal{V}\). Suppose \(m : \mathcal{V} \to (0, \infty)\) is a positive weight functions on the vertex set. We think of \((\mathcal{V}, m)\) as a finite measure space setting \(m(U) := \sum_{u \in U} m(u)\) for subsets \(U \subset \mathcal{V}\). Let \(\ell^2_m(\mathcal{V})\) denote the vector space of complex valued functions \(f : \mathcal{V} \to \mathbb{C}\) equipped with the weighted scalar product given by
\[
(f, g)_{\ell^2_m(\mathcal{V})} = \sum_{v \in \mathcal{V}} m(v) f(v) \overline{g(v)}.
\]
and its induced norm given by
\[
\|f\|_{\ell^2_m(V)}^2 = \sum_{v \in V} m(v)|f(v)|^2
\]
Moreover, let $\mu : E \to (0, \infty)$ be a positive weight function on the edge set. The weighted degree of a vertex $v \in V$ with respect to $\mu$ is $d_v^{[\mu]} = \sum_{e \in E_v} \mu(e)$ and we set $d_{\max}^{[\mu]} := \max_{v \in V} d_v^{[\mu]}$. On $\ell^2_m(V)$ we consider the nonnegative, self-adjoint operator $L_{m,\mu} : \ell^2_m(V) \to \ell^2_m(V)$ given by
\[
(L_{m,\mu}f)(u) = \frac{1}{m(u)} \sum_{e = (u,v) \in E_v} \mu(e)(f(u) - f(v))
\]
for $u \in V$. We refer to $L_{m,\mu}$ as the weighted combinatorial Laplacian. Its associated quadratic form $q : \ell^2_m(V) \to [0, \infty)$ is given by
\[
q(f) = \sum_{e = (u,v) \in E} \mu(e)|f(u) - f(v)|^2.
\]
The ordered eigenvalues of $L_{m,\mu}$, counted with multiplicities, shall be denoted by
\[
0 = \lambda_1(L_{m,\mu}) < \lambda_2(L_{m,\mu}) \leq \lambda_3(L_{m,\mu}) \leq \ldots \leq \lambda_{|V|}(L_{m,\mu}).
\]
(Note that 0 is an eigenvalue of $L$ of multiplicity 1, as $G$ is connected.) It will also be convenient to consider vector-valued functions. For $d \in \mathbb{N}$ let $\ell^2_m(V; \mathbb{C}^d)$ be the space of vector valued functions $f : V \to \mathbb{C}^d$. On $\ell^2_m(V; \mathbb{C}^d)$ we consider the norm $\| \cdot \|_{\ell^2_m(V; \mathbb{C}^d)}$ and the quadratic form $q$ given by the expressions in (2.2) and (2.4), where we replace the absolute value on $\mathbb{C}$ with the Euclidean norm on $\mathbb{C}^d$ respectively. For the spectral gap $\lambda_2(L_{m,\mu})$ of $L_{m,\mu}$ we have the formula
\[
\lambda_2(L_{m,\mu}) = \inf \left\{ \frac{q(f)}{\|f\|_{\ell^2_m(V; \mathbb{C}^d)}^2} \mid f \in \ell^2_m(V; \mathbb{C}^d) \setminus \{0\}, \sum_{v \in V} m(v)f(v) = 0 \right\}.
\]
For $d = 1$ this is the classical Courant–Fischer principle for the spectral gap of $L_{m,\mu}$. However, Spielman and Teng [ST07, Lemma 3.1] proved that this variational principle can be extended to vector-valued test functions in the unweighted case ($m \equiv 1$, $\mu \equiv 1$) and their proof can easily be generalized to the weighted case.

2.3. Spectral correspondence between metric and combinatorial graphs. For simplicity of notation we will again restrict ourselves to simple graphs in this section. As we mentioned in the introduction, the proof of our main results in this paper make use of the correspondence between Kirchhoff and a related combinatorial Laplacian. If the metric graph $G$ is equilateral ($l \equiv 1$), this duality is well-known [Bel85, Cat97], where the vertex and edge weights of the related Laplacian – the unweighted normalized Laplacian – are given by $m(v) = d_v = |E_v|$ and $\mu(e) = 1$. For general connected and compact metric graphs we consider the weighted combinatorial Laplacian $L_{m,\mu}$ with the weight given by
\[
m(v) = d_v^{[\mu]} = \sum_{e \in E_v} l_e, \quad \mu(e) = \frac{1}{l_e}.
\]
We can refer to [EKMN17, KN18] for further details on the common analytical and spectral properties of $\Delta_G$ and $L_{m,\mu}$. Our aim is to derive an optimal estimate that compares the
Proposition 2.1. Suppose $H_1, H_2$ are two Hilbert spaces and $J : H_1 \hookrightarrow H_2$ is an injective linear bounded operator. For $j = 1, 2$ let $A_j$ be a lower semibounded self-adjoint operator on $H_j$ with associated quadratic form $q_j$ and suppose that $A_2$ has discrete spectrum. Furthermore, we assume that there are constants $\alpha, \beta > 0$, so that

\begin{enumerate}[(i)]
  \item $\|Jx\|_{H_2}^2 \geq \alpha \|x\|_{H_1}^2$ for all $x \in H_1$,  
  \item $Jx \in D(q_2)$ and $q_2(Jx) \leq \beta q_1(x)$ for all $x \in D(q_1)$.
\end{enumerate}

Then $A_1$ has discrete spectrum and we have

\begin{equation}
\lambda_k(A_2) \leq \frac{\beta}{\alpha} \lambda_k(A_1), \quad k = 1, 2, \ldots
\end{equation}

for the ordered eigenvalues $\lambda_1(A_j) \leq \lambda_2(A_j) \leq \ldots$, counting multiplicities, of $A_j$ for $j = 1, 2$ respectively.

Proof. After restricting ourselves to the closed subspace $\tilde{H}_2 := J(H_1)$ and the self-adjoint operator $\tilde{A}_2$ associated with the quadratic form $\tilde{q}_2 := q_2|_{D(q_2) \cap \tilde{H}_2}$ on $\tilde{H}_2$ we may assume that $J$ is surjective and, thus, an isomorphism by (i). (Note that passing to $\tilde{H}_2$ and $\tilde{A}_2$ preserves the discreteness of the spectrum and only increases the eigenvalues of $A_2$.)

Then, by (i) and (ii),

\[
\begin{CD}
(D(q_1), \| \cdot \|_{q_1}) @> J_{D(q_1)} \circ I_1 \circ I_2 >> (D(q_2), \| \cdot \|_{q_2}) \\
(H_1, \| \cdot \|_{H_1}) @> J \sim \circ I_2 >> (H_2, \| \cdot \|_{H_2})
\end{CD}
\]

is a commutative diagram of linear bounded operators, where $\| \cdot \|_{q_j}$ denotes the norm induced by the quadratic form $q_j$ as well as the scalar product on $D(q_j)$ and $I_j : D(q_j) \to H_j$ is the canonical embedding for $j = 1, 2$ respectively. As $A_2$ has discrete spectrum, $I_2$ is a compact embedding. This implies – using the commutativity of the diagram above and the fact that $J$ is an isomorphism – that $I_1$ is compact, which in turn implies that $A_1$ has discrete spectrum. Finally, the eigenvalue estimate (2.7) follows from the Courant–Fischer Theorem for the eigenvalues of $A_1$ and $A_2$ and the injectivity of $J$. \hfill \Box

Corollary 2.2. Let $G = (G, \ell)$ be a connected, simple and compact metric graph. Let $\mathcal{L}_{m,\mu}$ be the weighted combinatorial Laplacian on $G$ with respect to the vertex weight $m$ and the edge weight $\mu$ defined in (2.6). Then the eigenvalues of $\Delta_G$ and $\mathcal{L}_{m,\mu}$ satisfy the inequality

\begin{equation}
\lambda_k(\Delta_G) \leq \frac{\pi^2}{2} \lambda_k(\mathcal{L}_{m,\mu}), \quad k = 1, \ldots, |V|.
\end{equation}

Proof. We consider the linear embedding $J : L^2_m(V) \hookrightarrow L^2(G)$ that assigns a given function $f \in L^2_m(V)$ the edgewise trigonometric function $Jf = (\varphi_e)_{e \in E} \in D(Q_G)$ given by

\[
\varphi_e(x_e) = \frac{f(e_{\text{init}}) + f(e_{\text{term}})}{2} + \frac{f(e_{\text{init}}) - f(e_{\text{term}})}{2} \cos \left( \frac{x_e \pi}{\ell_e} \right)
\]
EIGENVALUE BOUNDS FOR THE LAPLACIAN ON EMBEDDED METRIC GRAPHS

for \( e \in E \) and \( x_e \in [0, \ell_e] \). After deriving the respective \( L^2 \)-norms of \( \varphi_e \) and \( \varphi'_e \) one obtains

\[
\|Jf\|_{L^2(G)}^2 = \sum_{e \in E} \frac{\ell_e}{8} \left( 3|f(e_{\text{term}})|^2 + 2\Re \left( f(e_{\text{term}}) \overline{f(e_{\text{init}})} \right) + 3|f(e_{\text{init}})|^2 \right)
\]

\[
\geq \frac{1}{4} \sum_{e \in E} \ell_e \left( |f(e_{\text{term}})|^2 + |f(e_{\text{init}})|^2 \right) = \frac{1}{4} \sum_{v \in V} d^2(f(v)) \geq \frac{1}{4} \|f\|_{E^2(E)}^2
\]

and

\[
Q_G(Jf) = \frac{\pi^2}{2} \sum_{e \in E} \frac{1}{\ell_e} \|f(e_{\text{term}}) - f(e_{\text{init}})\|^2 = \frac{\pi^2}{8} q(f).
\]

We can hence apply Proposition 2.1 with the operators \( A_1 = \mathcal{L}_{m,\mu} \) and \( A_2 = \Delta_G \), and applying (2.7) with \( \alpha = \frac{1}{4} \) and \( \beta = \frac{\pi^2}{8} \) proves the claim. \( \square \)

Remark 2.3. (1) Our estimate (2.8) is in line with von Below’s formula (1.1). As \( \arccos(1-\lambda)^2 \leq \frac{\pi^2}{2} \lambda \) holds for each \( \lambda \in [0, 2] \), (1.1) implies that \( \lambda_2(\Delta_G) \leq \frac{\pi^2}{2} \lambda_2(\mathcal{L}_{\text{norm}}) \) if \( G \) is equilateral.

(2) A slightly weaker version of (2.8) was recently proved by Kostenko and Nicolussi [KN18, Lemma 2.10] in the setting of infinite metric graphs: they have showed that

\[
\inf \sigma(\Delta^F_G) \leq 6 \inf \sigma(\mathcal{L}^F_{m,\mu}) \quad \text{and} \quad \inf \sigma_{\text{ess}}(\Delta^F_G) \leq 6 \inf \sigma_{\text{ess}}(\mathcal{L}^F_{m,\mu})
\]

hold for the bottom of the (essential) spectra of the Friedrichs extensions \( \Delta^F_G \) and \( \mathcal{L}^F_{m,\mu} \) of compactly supported versions of the Kirchhoff Laplacian and discrete Laplacian respectively. To obtain this result they have chosen edgewise linear functions in the Courant–Fischer Theorem, rather than edgewise trigonometric functions. Our proof also applies to this case. Indeed, it can be shown that the estimates

\[
\inf \sigma(\Delta^F_G) \leq \frac{\pi^2}{2} \inf \sigma(\mathcal{L}^F_{m,\mu}) \quad \text{and} \quad \inf \sigma_{\text{ess}}(\Delta^F_G) \leq \frac{\pi^2}{2} \inf \sigma_{\text{ess}}(\mathcal{L}^F_{m,\mu})
\]

hold. Furthermore, the statement of Corollary 2.2 also holds for the eigenvalues of \( \Delta^F_G \) and \( \mathcal{L}^F_{m,\mu} \) on infinite graphs if \( \Delta^F_G \) has discrete spectrum.

(3) The estimate (2.8) is in fact sharp for all \( k \). In order to see, we this consider the equilateral star graph \( S_n \) with \( n \) edges of constant length \( \ell \equiv 1 \). The smallest \( n + 1 \) eigenvalues of \( \Delta_{S_n} \) are 0, \( \frac{\pi^2}{4} \) (of multiplicity \( n - 1 \)) and \( \pi^2 \). The eigenvalues of the corresponding normalized Laplacian are 0, 1 (of multiplicity \( n - 1 \)) and 2. Thus, equality is achieved in (2.8) for \( k = n + 1 \).

3. Eigenvalue bounds for Planar Graphs

3.1. A Technical Tool: Circle Packings for Planar Graphs. We recall that a finite graph \( G = (V, E) \) is called planar if there exists a drawing of \( G \) in the plane, such that every edge in \( E \) is represented by a Jordan curve and any two of these Jordan curves only intersect at their respective endpoints if the associated edges are incident. Although this classical definition of planarity is based on topological concepts, a purely combinatorial characterization of planarity is available: Kuratowski’s Theorem [Kur30] states that a finite graph \( G = (V, E) \) is planar if and only if a subgraph of \( G \) is a subdivision of the complete graph \( K_5 \) or of the complete bipartite graph \( K_{3,3} \). Here, a subdivision of some graph \( G \) is a graph obtained after successively inserting vertices on the edges of \( G \). A different, more geometric concept to
characterize planar graphs is stated in the Circle Packing Theorem by Koebe, Andreev and Thurston [Koe36, And70a, And70b, Thu80]:

**Theorem 3.1.** A simple, finite graph $G$ is planar if and only if there exists a family $(D_v)_{v \in V}$ of closed disks $D_v \subset \mathbb{R}^2$, such that the following holds for any two vertices $v \neq u$ in $V$:

(i) If $v$ and $u$ are adjacent, the disks $D_v$ and $D_u$ intersect in exactly one point.
(ii) If $v$ and $u$ are not adjacent, the disks $D_v$ and $D_u$ are disjoint.

In this case, we call $(D_v)_{v \in V}$ a univalent circle packing of $G$ in the plane.

Let us transfer the concept of circle packings to the unit sphere:

**Definition 3.2.** A subset $k$ of the unit sphere $S^2 \subset \mathbb{R}^3$ is called a circular line, if it is the non-trivial intersection of $S^2$ with a hyperplane $H \subset \mathbb{R}^3$. (By non-trivial we mean that $k$ is neither empty nor just one point). A connected, closed subset $C \subset S^2$ is called a spherical cap, if its boundary in $S^2$ is a circular line.

**Remark 3.3.** If $C$ is a spherical cap bounded by a circular line $k$, there exists exactly one point $p(C) \in C$ with equal Euclidean distance to any point in $k$. We call $p(C)$ the center and $r(C)$ the radius of $C$. Let us emphasize that $r(C)$ is the Euclidean distance in $\mathbb{R}^3$, not the geodesic distance on the sphere. The surface area of $C$ is given by $\pi \cdot r(C)^2$.

A circle packing in $S^2$ is a family $C = (C_v)_{v \in V}$ of spherical caps in $C_v \subset S^2$ over some finite index set $V$. It is called univalent if the interiors of the caps in $C$ are mutually disjoint. Given a circle packing $C = (C_v)_{v \in V}$ in $S^2$ we define its intersection graph as the simple graph $G = (V, E)$ with edge set

$$E = \{\{u, v\} \mid u, v \in V, u \neq v \text{ and } C_u \cap C_v \neq \emptyset\}.$$ 

The stereographic projection maps disks in the plane to spherical caps in the sphere and vice versa (see Section 3.1.1). Therefore, the Koebe–Andreev–Thurston Theorem can be reformulated by means of circle packings in the sphere in the following way:

**Corollary 3.4.** A simple, finite graph is planar if and only if it is the intersection graph of a univalent circle packing in the unit sphere.
This reformulation of the Circle Packing Theorem is a strong tool in the construction of good separators for planar graphs (see \cite{MTTV97,MTTV98}). In our case we will use the circle packing representation to construct a test function in the Courant–Fischer–Theorem (2.5). Note that the circle packing $C$ in Corollary 3.4 is certainly not unique, since any bijective and conformal map $f : S^2 \to S^2$ maps $C$ to a different circle packing with the same intersection graph $G$. We will benefit from this non-uniqueness, as it enables us to adjust the circle packing to the vertex weight $m$. The main task of this subsection will be the proof of the following technical lemma:

**Lemma 3.5.** Let $C = (C_v)_{v \in V}$ be a univalent circle packing in $S^2$ and let $m : V \to (0, \infty)$ be a positive weight function on $V$ with

$$2 (m(u) + m(v)) < m(V) \text{ for all } u, v \in V \text{ with } C_u \cap C_v \neq \emptyset.$$  

Then there exists a homeomorphism $f : S^2 \to S^2$, that maps spherical caps to spherical caps, such that the (univalent) image circle packing $\tilde{C} = (f(C_v))_{v \in V}$ satisfies

$$\sum_{v \in V} m(v)p(f(C_v)) = 0.$$  

3.1.1. **Circle-preserving maps and the proof of Lemma 3.5.** The aim of this section is to prove Lemma 3.5. We begin by introducing some notation: for $\beta \in S^2$ let $H_\beta$ denote the affine hyperplane in $\mathbb{R}^3$ tangential to the unit sphere $S^2$ at the point $\beta$, that is

$$H_\beta := \{ y \in \mathbb{R}^3 | \langle y - \beta, \beta \rangle = 0 \}.$$  

Furthermore, let $\pi_\beta : H_\beta \to S^2 \setminus \{-\beta\}$ be the stereographic projection of $H_\beta$ onto $S^2$, that is

$$\pi_\beta(y) = \frac{4}{|\beta + y|^2} (\beta + y) - \beta$$  

for $y \in H_\beta$ and

$$\pi_\beta^{-1}(z) = \frac{1}{1 + \langle z, \beta \rangle} (\beta + z) - \beta$$  

for $z \in S^2 \setminus \{-\beta\}$. Here $\langle \cdot, \beta \rangle$ denotes the Euclidean scalar product on $\mathbb{R}^3$. With the usual convention $\pi_\beta(\infty) = -\beta$ the projection $\pi_\beta$ extends to a homeomorphism $\pi_\beta : H_\beta \cup \{\infty\} \to S^2$. The stereographic projection is circle-preserving in the following sense:

1. (1a) If $k$ is a circular line in $H_\beta$, then $\pi_\beta(k)$ is a circular line in $S^2$.
   
   (1b) If $g$ is a straight line in $H_\beta$, then $\pi_\beta(g) \cup \{-\beta\}$ is a circular line in $S^2$.

2. (2) If $k'$ is a circular line in $S^2$, then either $\pi_\beta(k')$ is a circular line in $S^2$, if $-\beta \notin k'$, or $\pi_\beta(k') \setminus \{\infty\}$ a straight line in $H_\beta$, if $-\beta \in k'$.

A geometric proof of these facts can be found in \cite[§36]{HCV52}. Additionally, for $\lambda > 0$ we consider the dilation $D_\beta^\lambda$ on $H_\beta$ with centre $\beta$ and factor $\lambda$, i.e.

$$D_\beta^\lambda(y) = \beta + \lambda(y - \beta)$$  

for $y \in H_\beta$. Again we extend $D_\beta^\lambda$ to a homeomorphism $D_\beta^\lambda : H_\beta \cup \{\infty\} \to H_\beta \cup \{\infty\}$ via $D_\beta^\lambda(\infty) = \infty$, that maps straight lines to straight lines and circular lines to circular lines.
For arbitrary $\lambda > 0$ and $\beta \in S^2$ we set 

$$g^\lambda_\beta := \pi^{-1}_\beta \circ \Pi^\lambda_\beta \circ \pi_\beta : S^2 \to S^2.$$ 

Then $g^\lambda_\beta$ is a homeomorphism, that maps circular lines to circular lines. Moreover, the map 

$$(0, \infty) \times S^2 \times S^2 \to S^2$$

$$(\lambda, \beta, z) \mapsto g^\lambda_\beta(z)$$

is continuous. Next, we shall study the behavior of $g^\lambda_\beta$ as $\lambda \to 0$:

- For $\beta, z \in S^2$ with $z \neq -\beta$ and for sequences $(\beta_n)_n \subset S^2, (z_n)_n \subset S^2$ and $(\lambda_n)_n \subset (0, \infty)$ with 

$$(\beta_n, \lambda_n, z_n) \to (\beta, 0, z),$$

we have

$$g^{\lambda_n}_{\beta_n}(z_n) \to \beta$$

as $n \to \infty$.

- Contrariwise, for $z = -\beta$ we have $g^\lambda_\beta(z) = -\beta$ for all $\lambda > 0$.

Therefore we define the limit map $g^0_\beta : S^2 \to S^2$ for $\beta \in S^2$ by

$$g^0_\beta(z) = \begin{cases} 
-\beta, & \text{if } z = -\beta \\
\beta, & \text{else}
\end{cases}$$

for $z \in S^2$. With this extension the map $[0, \infty) \times S^2 \times S^2 \to S^2$, $(\lambda, \beta, z) \mapsto g^\lambda_\beta(z)$ is continuous on the relatively open subset $[0, \infty) \times S^2 \times S^2 \setminus \{(0, \beta, -\beta) \mid \beta \in S^2\}$. An immediate conclusion of this continuity is the following

**Lemma 3.6.** Let $K, L \subset S^2$ be compact subsets, such that $z \neq -\beta$ holds for all $(\beta, z) \in K \times L$, and let $\varepsilon > 0$. Then there exists a $\delta \in (0, 1)$ with

$$|g^\lambda_\beta(z) - \beta| < \varepsilon$$

for all $(\lambda, \beta, z) \in [0, \delta] \times K \times L$.

As we are primarily interested in circle packings in $S^2$, our next step will be to study the behavior of $g^\lambda_\beta$ on a fixed circular cap $C \subset S^2$. First, note that $g^\lambda_\beta(C)$ is a circular cap for $\lambda > 0$, since $g^\lambda_\beta$ is a circle-preserving homeomorphism, and therefore the centre $p\left(g^\lambda_\beta(C)\right)$ is well-defined. Because of the continuous dependence of $g^\lambda_\beta$ on $(\lambda, \beta) \in (0, \infty) \times S^2$ the centre 

$$p\left(g^\lambda_\beta(C)\right)$$

also depends continuously on $(\lambda, \beta)$. Moreover, applying Lemma 3.6 to $K = C$ and $L = \{\beta\}$ yields $p\left(g^\lambda_\beta(C)\right) \to \beta$ as $\lambda \to 0$ for $\beta \in S^2$ with $-\beta \notin C$. That is why we define

$$p\left(g^0_\beta(C)\right) := \begin{cases} 
\beta, & \text{if } -\beta \notin C, \\
-\beta, & \text{if } -\beta \in C.
\end{cases}$$

With this convention the map $[0, \infty) \times S^2 \to S^2$, $(\lambda, \beta) \mapsto p\left(g^\lambda_\beta(C)\right)$ is continuous on the set $[0, \infty) \times S^2 \setminus \{(0) \times -C\}$. Let us finally consider the maps 

$$f_\alpha = \begin{cases} 
g^{1\frac{-|\alpha|}{|\alpha|}}_\alpha, & \text{if } \alpha \neq 0, \\
\text{Id}_{S^2}, & \text{if } \alpha = 0.
\end{cases}$$
for $\alpha \in B^3$. The corresponding result for $g^3_\beta$ yields that $\alpha \mapsto p(f_\alpha(C))$ is continuous on $B^3 \setminus (\alpha)$. Also note that

$$p(f_\alpha(C)) = \begin{cases} \alpha, & \text{if } -\alpha \notin C, \\ -\alpha, & \text{if } -\alpha \in C \end{cases}$$

for $\alpha \in S^2$. The main tool of the proof of Lemma 3.5 is the following conclusion of the fixed-point theorem of Brouwer.

**Lemma 3.7.** Let $\Phi : B^3 \to \mathbb{R}^3$ be a continuous map and assume that for any $\alpha \in S^2$ the image $\Phi(\alpha)$ lies on the ray initiating at the origin and passing through $\alpha$. Then there exists some $\hat{\alpha} \in B^3$ with $\Phi(\hat{\alpha}) = 0$.

**Proof.** If there were no such $\hat{\alpha}$, the map $-\frac{\Phi}{|\Phi|} : B^3 \to B^3$ would be well-defined and continuous, but because of our assumptions on $\Phi$ it would not have any fixed point in $B^3$ -- a contradiction to the fixed-point theorem of Brouwer. □

Given a weight function $m : V \to (0, \infty)$ and a univalent circle packing $C = \{C_v\}_{v \in V}$ we would like to apply this Lemma to the map $\Phi$ given by

$$\Phi(\alpha) = \sum_{v \in V} m(v)p(f_\alpha(C_v)), \quad \alpha \in B^3,$$

and, in fact, one easily checks that $\Phi$ satisfies the ray condition required in the previous lemma provided that (3.1) holds; but unfortunately $\Phi$ will be discontinuous on $-C_v$ for $v \in V$. This is why we will smoothen $\Phi$ close to the caps $-C_v$ without changing $\Phi$ too much in the interior of $B^3$. The following lemma ensures that we have some kind of control of the behavior of the caps $f_\alpha(C_v)$ for $\alpha$ near $S^2$. Roughly speaking, it states that 'most' of the caps converge in some sense uniformly to $\alpha/|\alpha|$ as $\alpha$ gets closer to the boundary of $B^3$. To classify what we mean by 'most' we shall define the system

$$V_C := \left\{ U \subset V \mid \bigcap_{v \in U} C_v \neq \emptyset \right\}$$

Note that, since the circle packing is univalent, $V_C$ only consist of the one element subsets of $V$ and the two element subsets $\{u, v\} \subset V$ with $C_u \cap C_v \neq \emptyset$. In particular, (3.1) is equivalent to

$$2 \cdot m(U) < m(V) \text{ for all } U \in V_C.$$ 

**Lemma 3.8.** Let $\varepsilon \in (0, 1)$. Then we find some $\delta \in (0, 1)$, so that for any $\alpha \in B^3$ with $1 - \delta < |\alpha| < 1$ we have

$$V^2_\alpha := V \setminus V^1_\alpha \in V_C,$$

where

$$V^1_\alpha := \{v \in V \mid f_\alpha(C_v) \subset B_\varepsilon(\alpha/|\alpha|)\}.$$ 

**Proof.** For arbitrary $\beta \in S^2$ let $W_\beta \subset V$ be the set of $v \in V$ with $-\beta \notin C_v$ and let $L_\beta$ be the union of all the caps $C_v$ with $v \in W_\beta$. Note, that $V \setminus W_\beta \in V_C$. Since $L_\beta$ is compact we find an open neighbourhood $U_\beta \subset S^2$ of $\beta \in U_\beta$ with $(-U_\beta) \cap L_\beta = \emptyset$. We Lemma 3.6 to $L_\beta$ and $K_\beta = \overline{U_\beta}$ to find some $\delta_\beta \in (0, 1)$, such that $g^3_\lambda(L_\beta) \subset B_\varepsilon(\gamma)$ for all $\lambda \in (0, \delta_\beta)$ and all $\gamma \in U_\beta$.
In particular, \( f_\alpha(C_v) \subset B_\varepsilon(\alpha/|\alpha|) \) holds for \( v \in W_\beta \) and for all \( \alpha \in \mathbb{R}^3 \) with \( 1 - \delta_\beta < |\alpha| < 1 \) and \( \alpha/|\alpha| \in U_\beta \).

Using the compactness of \( S^2 \) we find finitely many \( \beta_i \in S^2 \), so that \( S^2 \) is the union of the associated neighbourhoods \( U_\beta \). We set \( \delta = \min \delta_i \). Now, for arbitrary \( \alpha \in \mathbb{R}^3 \) with \( 1 - \delta < |\alpha| < 1 \) there is some \( \beta_i \) with \( \alpha/|\alpha| \in U_\beta \). By construction
\[ W_{\beta_i} \subset \{ v \in V \mid f_\alpha(C_v) \subset B_\varepsilon(\alpha/|\alpha|) \} = V_\alpha^1 \]
holds. Since \( V_\alpha^2 = V \setminus V_\alpha^1 \) is a subset \( V \setminus W_{\beta_i} \in \mathcal{V}_C \), the set \( V_\alpha^2 \) is also in the system \( \mathcal{V}_C \).

**Proof of Lemma 3.5.** Let \( (C_v)_{v \in V} \) be a circle packing and \( m : V \to (0, \infty) \) be a positive function. We assume that (3.1) holds. As mentioned before, the main strategy of the proof is to insert a term in (3.4), that properly smoothens \( \Phi \) close to the boundary of \( B^3 \), and then apply Lemma 3.7 to this new function.

For (a yet to be chosen) \( \varepsilon \in (0, 1) \) choose \( \delta \in (0, 1) \) as in Lemma 3.8. For \( v \in V \) we consider the maximum distance function given by
\[
\text{dist}(\alpha, C_v) = \max_{z \in C_v} |\alpha - z| \text{ for } \alpha \in B^3.
\]
Moreover, we define the continuous function \( w_v : B^3 \to [0, 1] \) given by
\[
w_v(\alpha) = \begin{cases} 
\frac{2 - \text{dist}(\alpha, C_v)}{\delta}, & \text{if } \text{dist}(\alpha, C_v) \geq 2 - \delta, \\
1, & \text{else}.
\end{cases}
\]
Obviously the distance function can be bounded using
\[
(3.6) \quad \text{dist}(\alpha, C_v) \leq 1 + |\alpha|
\]
for any \( \alpha \in B^3 \setminus \{0\} \) and, more precisely, equality holds in (3.6), if and only if \( -\alpha/|\alpha| \) is in \( C_v \). Thus \( w_v(\alpha) = 0 \) for \( \alpha \in B^3 \), if and only if \( -\alpha \in C_v \). In particular \( w_v \) vanishes in the discontinuity points of the bounded map \( \alpha \mapsto p(f_\alpha(C_v)) \). Therefore, the assignment
\[
\alpha \mapsto w_v(\alpha)p(f_\alpha(C_v)), \quad \alpha \in B^3
\]
defines a continuous map on \( B^3 \) for any \( v \in V \) and the map \( \Phi : B^3 \to \mathbb{R}^3 \) given by
\[
\Phi(\alpha) = \sum_{v \in V} m(v)w_v(\alpha)p(f_\alpha(C_v)), \quad \alpha \in B^3,
\]
is continuous. Using (3.3) we get
\[
\Phi(\alpha) = \sum_{v \in V} m(v)w_v(\alpha)\alpha
\]
for all \( \alpha \in S^2 \), so \( \Phi(\alpha) \neq 0 \) is on the ray starting in 0 and passing through \( \alpha \). Applying Lemma 3.7 we conclude that there exists some \( \alpha \in \mathbb{R}^3 \) with \( |\alpha| < 1 \) and
\[
0 = \Phi(\alpha) = \sum_{v \in V} m(v)w_v(\alpha)p(f_\alpha(C_v)).
\]
Now, we shall prove that \( \alpha \) satisfies \( |\alpha| \leq 1 - \delta \) if we choose \( \varepsilon \) sufficiently small since – if this holds – we obtain
\[
\text{dist}(\alpha, C_v) \leq 1 + |\alpha| < 2 - \delta
\]
and thus \( w_v(\alpha) = 1 \) for all \( v \in V \). Using (3.6) this would imply
\[
0 = \sum_{v \in V} m(v)p(f_v(C_v)),
\]
so choosing \( f = f_\alpha \) would prove Theorem 3.5.

Let us contrarily assume that \( 1 - \delta < |\alpha| < 1 \) holds. Recall that \( V_\alpha^2 = V \setminus V_\alpha^2 \subset V_\varepsilon \) by the choice of \( \delta \) in Lemma (3.6). This follows from the fact that \( f_\alpha \) corresponds to a dilation on the hyperplane tangential to \( S^2 \) at \( \alpha/|\alpha| \). We thus obtain \( w_v(\alpha) \geq w_u(\alpha) \) for \( v \in V_\alpha^1 \) and \( u \in V_\alpha^2 \). Setting \( C_\alpha := \min_{v \in V_\alpha^1} w_v(\alpha) > 0 \), we obtain \( w_v(\alpha) \geq C_\alpha \geq w_u(\alpha) \) for \( v \in V_\alpha^1 \) and \( u \in V_\alpha^2 \). Note that
\[
\left| \frac{\alpha}{|\alpha|} - p(f_\alpha(C_v)) \right| \leq \varepsilon
\]
holds for all \( v \in V_\alpha^1 \), so we may estimate
\[
\left| \sum_{v \in V_\alpha^1} m(v)w_v(\alpha)p(f_\alpha(C_v)) \right| \geq \sum_{v \in V_\alpha^1} m(v)w_v(\alpha) - \left| \sum_{v \in V_\alpha^1} m(v)w_v(\alpha)\left( \frac{\alpha}{|\alpha|} - p(f_\alpha(C_v)) \right) \right|
\geq (1 - \varepsilon) \sum_{v \in V_\alpha^1} m(v)w_v(\alpha) \geq C_\alpha(1 - \varepsilon) \sum_{v \in V_\alpha^1} m(v)
\]
\[
= C_\alpha(1 - \varepsilon)m(V_\alpha^1)
\]
and
\[
\left| \sum_{v \in V_\alpha^2} m(v)w_v(\alpha)p(f_\alpha(C_v)) \right| \leq C_\alpha \sum_{v \in V_\alpha^2} m(v) = C_\alpha m(V_\alpha^2).
\]
The previous two estimates yield
\[
|\Phi(\alpha)| \geq \left| \sum_{v \in V_\alpha^1} m(v)w_v(\alpha)p(f_\alpha(C_v)) \right| - \left| \sum_{v \in V_\alpha^2} m(v)w_v(\alpha)p(f_\alpha(C_v)) \right|
\geq C_\alpha \left( (1 - \varepsilon)m(V_\alpha^1) - m(V_\alpha^2) \right)
\geq C_\alpha \left( m(V) - 2m(V_\alpha^2) - \varepsilon m(V) \right).
\]
We shall finally choose
\[
\varepsilon := \min_{U \in \nu_C} \frac{m(V) - 2m(U)}{2m(V)} > 0.
\]
Indeed, \( \varepsilon \) is positive due to the assumption (3.1). Using \( V_\alpha^2 \in \nu_C \) we conclude
\[
|\Phi(\alpha)| \geq C_\alpha \varepsilon \frac{m(V)}{2} > 0
\]
in contradiction to \( \Phi(\alpha) = 0 \). This completes the proof. \( \square \)
### 3.2. Bounds on planar combinatorial graphs

We are now in a position to prove the estimate (1.8):

**Theorem 3.9.** Let $G = (V, E)$ be a finite, simple, connected and planar graph. Let $m : V \to (0, \infty)$ be a vertex weight

\[ 2 (m(u) + m(v)) < m(V) \tag{3.7} \]

for any pair of adjacent vertices $u, v \in V$. Then, for any edge weight $\mu : E \to (0, \infty)$, the spectral gap $\lambda_2(L_{m,\mu})$ of the weighted combinatorial Laplacian $L_{m,\mu}$ associated with the weights $m$ and $\mu$ admits the spectral bound

\[ \lambda_2(L_{m,\mu}) \leq 8 \frac{d_{\max}}{m(V)}. \tag{3.8} \]

**Proof of Theorem 3.9.** Since $G$ is planar and the condition (3.7) is satisfied, we can apply Lemma 3.5 to choose a univalent circle packing $\mathcal{C} = (C_v)_{v \in V}$, so that $G$ is the intersection graph of $G$ and

\[ \sum_{v \in V} m(v)p_v = 0 \]

is satisfied for the centre points $p_v$ of $C_v$ for $v \in V$. For $v \in V$ let $r_v$ be the radius of $C_v$. We define the function $f : V \to S^2$ by means of $f(v) = p_v$. Then, $f$ is a viable test function in (2.5). It remains to estimate the quotient $q(f)/||f||^2_{L^2(V;\mathbb{C}^3)}$. First of all, since every centre point $p_v$ is in $S^2$, we have

\[ ||f||^2_{L^2(V;\mathbb{C}^3)} = \sum_{v \in V} m(v)|p_v|^2 = m(V). \]

Moreover, if $v$ and $u$ are adjacent, the caps $C_v$ and $C_u$ intersect, so $|p_v - p_u| \leq r_u + r_v$ holds by triangle inequality. Using the Young inequality implies $|p_v - p_u|^2 \leq 2(r_u^2 + r_v^2)$ and thus

\[ q(f) = \sum_{e = \{u,v\} \in E} \mu(e)|p_u - p_v|^2 \leq 2 \sum_{v \in V} \sum_{e \in E_v} \mu(e)r_v^2 \leq 2d_{\max}|V| \sum_{v \in V} r_v^2. \tag{3.9} \]

To estimate the last term we recall that the surface area of a cap $C_v$ is equal to $\pi r_v^2$. Furthermore, $\mathcal{C}$ is univalent, so the sum of the surface areas of the caps in $\mathcal{C}$ is at most equal to the total surface area of the unit sphere, i.e $\sum_{v \in V} \pi r_v^2 \leq 4\pi$. Plugging this into (3.9) yields $q(f) \leq 8d_{\max}|V|$ and altogether we obtain

\[ \lambda_2(L_{m,\mu}) \leq \frac{q(f)}{||f||^2_{L^2(V;\mathbb{C}^3)}} \leq 8 \frac{d_{\max}}{m(V)}. \]

This proves the claim. \qed

**Remark 3.10.** (1) The estimate (1.2) by Spielman and Teng in the unweighted case $\mu \equiv 1$ and $m \equiv 1$ is included in Theorem 3.9. In that case (3.1) states that $G$ has at least 5 vertices. If $G$ however has less then 5 vertices, (1.2) is trivially satisfied, since

\[ \lambda_2(L) \leq \frac{2|E|}{|V|-1} \leq \frac{d_{\max}|V|}{|V|-1} \leq 8 \frac{d_{\max}}{|V|}. \]

for $|V| = 2, 3, 4$. Therefore, Spielman and Teng neither had to impose the condition (3.1) nor had to consider it in their proof in [ST07], whereas it plays an important role in our proof of Lemma 3.5.

(2) Note that not every graph satisfies the condition (3.7): indeed, consider the edge and vertex weights $\mu$ and $m$ associated with the (unweighted) normalized Laplacian on $G$, i.e. $\mu(e) = 1$ and $m(v) = d_v = |E_v|$ for $e \in E$ and $v \in V$. Then (3.7) means that $d_u + d_v \leq |E|$ holds for any pair of adjacent vertices $u, v \in V$ which, for instance, is not satisfied for star graphs with at least two edges.

(3) The following example shows that the condition (3.7) cannot be omitted: let $K_4$ be the complete graph with vertex set $V_{K_4} = \{v_1, v_2, v_3, v_4\}$, constant edge weight $\mu \equiv 1$ and the vertex weight $m$ given by $m(v_1) = a$ for some constant $a \geq 1$ and $m(v_j) = 1$ for $j \neq 1$. The corresponding Laplacian has the eigenvalues $\lambda_1 = 0$, $\lambda_2 = \frac{a + 3}{a}$, $\lambda_3 = 4$, $\lambda_4 = 4$. Note that $m(V) = 3 + a$ and $d_{\text{max}}^μ = 3$, so for an estimate of the form (3.8) to hold, there must exist some constant $C > 0$ so that $\frac{a + 3}{a} \leq C \frac{3}{3+a}$ for all $a \geq 1$. Obviously such $C$ does not exist. And, in fact, the condition (3.7) is not satisfied since $2(m(v_1) + m(v_2)) = 2a + 2 \geq a + 3 = m(V)$ holds.

3.3. Bounds on planar metric graphs. Using the results of the previous section and Corollary we can finally prove our main theorem in the planar setting:

**Theorem 3.11.** Let $G = (G, \ell)$ be a connected, finite and compact metric graph, whose underlying combinatorial graph $\mathcal{G} = (V, E)$ is planar. Then, the first positive eigenvalue $\lambda_2(\Delta_\mathcal{G})$ of the Kirchhoff Laplacian satisfies the spectral estimate

$$\lambda_2(\Delta_\mathcal{G}) \leq \frac{C d_{\text{max}}^μ}{L}. \tag{3.10}$$

Here $L := \sum_{e \in E} \ell_e$ is the total length of $\mathcal{G}$, $d_{\text{max}}^μ$ is the maximal weighted degree corresponding to the inverse weight of $\ell$, that is

$$d_{\text{max}}^μ := \max_{v \in V} \sum_{e \in E_v} \frac{1}{\ell_e}, \tag{3.11}$$

and $C > 0$ is a generic constant that does not depend on the metric graph $\mathcal{G}$. In fact, we may choose $C = 16\pi^2$ for general planar metric graphs and $C = 2\pi^2$ if, additionally, $\mathcal{G}$ is simple and

$$d_u^{[\ell]} + d_v^{[\ell]} < L \tag{3.12}$$

holds for every pair of adjacent vertices $u, v \in V$.

**Proof.** Let us first assume that $G$ is simple and satisfies the inequality (3.12) for all pairs of adjacent vertices $u, v \in V$. We consider the combinatorial Laplacian $L_{m, \mu}$ associated with the weight functions given by (2.6). Note that we have

$$m(V) = \sum_{v \in V} d_v^{[\ell]} = 2L$$

with this choice of weights by the handshaking lemma. We conclude that the inequality $2(m(v) + m(u)) < m(V)$ is equivalent to $d_v^{[\ell]} + d_u^{[\ell]} < L$ for $u, v \in V$. So, we may apply
Figure 3. Subdivision of a non-simple graph. The old vertices are marked black, whereas the newly added vertices are marked white.

Theorem 3.9 to $L_{m,\mu}$. Together with Lemma 2.8, we obtain

$$\lambda_2(\Delta G) \leq \pi^2 2 \lambda_2(L_{m,\mu}) \leq 4\pi^2 \frac{d_{\max}^{[\mu]}}{m(V)} = 2\pi^2 \frac{d_{\max}^{[\mu]}}{L}.$$  

This proves the statement of Theorem 3.11 if $G$ is simple and (3.12) is satisfied. Now consider an arbitrary metric graph $G$, that is not necessarily simple or does not necessarily satisfy (3.12). Without loss of generality we may assume that $G$ has at least two edges. Otherwise $G$ is either an interval or a loop. Then the spectral gap would be either $\frac{\pi^2}{L^2} = \frac{\pi^2}{d_{\max}^{[\mu]}}$ or $4\pi^2 \frac{d_{\max}^{[\mu]}}{L^2} = 2\pi^2 \frac{d_{\max}^{[\mu]}}{L}$

and in both cases (3.10) holds for $C = 16\pi^2$.

Now, let $G' = (G', \ell')$ be the (metric) subdivision graph obtained after dividing each edge of $G$ into four edges of equal length (see Figure 3). We shall write

$$V_{G'} = V_{\text{old}} \cup V_{\text{new}},$$

where $V_{\text{old}}$ is the set of old vertices coinciding with $V_G$ and $V_{\text{new}}$ is the set of new vertices that are added on the interior of the edges. Note, that $G'$ is simple. Moreover, the total length of the graph and the spectral gap of the Kirchhoff Laplacian remain the same after subdividing the graph, since we only add vertices of degree 2. For $v \in V_G$ we have

$$d'_v^{[\ell]} = \begin{cases} \frac{d_v^{[\ell]}}{4}, & \text{if } v \in V_{\text{old}}, \\ \frac{\ell_e}{2}, & \text{if } v \in V_{\text{new}} \text{ and } v \text{ is on the edge } e. \end{cases}$$

Since $G$ has at least two edges, this implies $d'_v^{[\ell]} + d'_v^{[\ell']} < L$ for any adjacent vertices $u, v \in V_{G'}$, thus $G$ satisfies the condition (3.12). We conclude that $G'$ satisfies (3.10) for $C = 2\pi^2$, i.e.

$$\lambda_2(\Delta G') \leq 2\pi^2 \frac{d_{\max}^{[\mu']}}{L}$$

where $\mu'$ is the inverse weight of $\ell'$. Also, note that

$$d_v^{[\mu']} = \begin{cases} 4d_v^{[\mu]}, & \text{if } v \in V_{\text{old}}, \\ \frac{\mu}{\ell_e}, & \text{if } v \in V_{\text{new}} \text{ and } v \text{ is on the edge } e, \end{cases}$$

which yields $d_{\max}^{[\mu']} \leq 8d_{\max}^{[\mu]}$. Using this and the spectral bound for $G'$ we conclude

$$\lambda_2(\Delta G) = \lambda_2(\Delta G') \leq 16\pi^2 \frac{d_{\max}^{[\mu]}}{L},$$

which completes the proof. \qed
Let us finish this section by considering a number of examples to discuss the spectral estimate \((3.10)\) and to compare it with other known results.

**Example 3.12 (Star graphs).** The spectral gap of the Kirchhoff Laplacian on an equilateral star graph of total length \(L > 0\) with \(n\) edges is

\[
\lambda_2(\Delta_{S_n}) = \frac{\pi^2 n^2}{4L^2}.
\]

The maximal degree associated to the inverse weight is attained at the center vertex of the star and is given by

\[
d_{\text{max}} = \frac{n^2}{L},
\]

thus

\[
\lambda_2(\Delta_{S_n}) = \frac{\pi^2 d_{\text{max}}}{4L}.
\]

Therefore, for equilateral star graphs, the growth rate in \((3.10)\) with respect to \(\frac{d_{\text{max}}}{L}\) is correct up to the constant in front of the metric quantities on the right hand side.

**Example 3.13 (Complete graphs).** For \(n \in \mathbb{N}\) let \(K_n\) be the equilateral, complete graph on \(n\) vertices with edge weight \(l \equiv 1\). By Kuratowski’s Theorem [Kur30] the underlying combinatorial graph is not planar for \(n \geq 5\). The combinatorial graph has \(\frac{n(n-1)}{2}\) edges and, since the metric graph is equilateral, its total length is equal to the number of edges. Moreover, the degree of every vertex is \(n - 1\). The first positive eigenvalue of the associated normalized Laplacian is \(\frac{n}{n-1}\) for \(n \geq 2\), so we may use von Below’s formula \((1.1)\) to derive the spectral gap of the Kirchhoff Laplacian:

\[
\lambda_2(\Delta_{K_n}) = \arccos \left( \frac{1}{n-1} \right)^2 \to \frac{\pi^2}{4}, \text{ as } n \to \infty
\]

However,

\[
(3.13)
\]

\[
\frac{d_{\text{max}}}{L} = \frac{2}{n} \to 0, \text{ as } n \to \infty.
\]

Therefore an estimate of the form \((3.10)\) cannot hold for general metric graphs. More precisely, there exists no \(C > 0\), so that \((3.10)\) holds for any finite, compact and connected metric graph.

**Example 3.14 (Trees).** Rohleder [Roh16] has proved that the spectral gap of a compact metric tree \(T\) – a compact metric graph without cycles – admits the estimate

\[
\lambda_2(\Delta_T) \leq \frac{\pi^2}{\text{diam}(T)^2},
\]

where \(\text{diam}(T)\) denotes the metric diameter of the graph, which is the maximal distance between two points in \(T\). To compare this estimate with our spectral estimate \((3.10)\) we restrict ourselves to binary trees of exponential volume growth/decay.

Let \(B_h\) denote the (combinatorial) complete rooted binary tree of height \(h \in \mathbb{N}\), i.e. \(B_h\) is simple, \(B_h\) has only one vertex \(o \in V_{B_h}\) of degree 2, the so called root of \(B_h\) and every other vertex \(v \in V_{B_h}\) has either degree 1 or degree 3 and is connected to \(o\) via a unique path in \(B_h\) whose (combinatorial) length is at most \(h\). The length of this path is called the generation
we have

\[ l_g \text{ gives asymptotically a much sharper bound in the equilateral case.} \]

We consider two edge weights on \( B_h \). First, let \( B_h = (B_h, \ell) \) be the associated metric graph of equilateral length \( \ell \equiv 1 \). In this case the diameter of \( B_h \) is \( \text{diam}(B_h) = 2h \), the total length is \( L = 2(2^h - 2) \) and the maximal degree is \( d_{\max}^{[\mu]} = 3 \), so estimate (3.13) gives the upper bound \( \lambda_1(\Delta_{B_h}) \leq \frac{\pi^2}{4h} \), whereas our estimate (3.10) yields \( \lambda_2(\Delta_{B_h}) \leq \frac{36}{2^{2h - 2}} \). So, our estimate gives asymptotically a much sharper bound in the equilateral case.

Now, we consider the edge weight \( l \) given by \( l(e) = 2^{-\text{gen}(e)} \), i.e. \( l \) is of exponential decay with respect to generation of edges. Then we have \( \text{diam}(B_h) = 2(1 - 2^{-h}) \), \( L = h \) and \( d_{\max}^{[\mu]} = 5 \cdot 2^h \). From (3.13) we obtain \( \lambda_2(\Delta_{B_h}) \leq \frac{\pi^2}{2(1 - 2^{-h})} \), whereas our bound (3.10) leads to \( \lambda_2(\Delta_{B_h}) \leq \frac{120 \cdot 2^h}{h} \). Thus, (3.13) gives an asymptotically sharper bound for \( l(e) = 2^{-\text{gen}(e)} \), which supports the conjecture that the estimate (3.10) gives an asymptotically sharper bound, when the edge lengths do not vary too much.

4. Eigenvalue bounds for graphs of higher genus

4.1. The weighted normalized Laplacian. Let \( G = (V_G, E_G) \) be a simple finite graph and let \( \omega : E \to (0, \infty) \) be an edge weight. We recall that the normalized Laplacian \( \mathcal{L}_{\text{norm}}^\omega \) is the operator acting on the space of functions \( f : V_G \to \mathbb{C} \) given by

\[
(\mathcal{L}_{\text{norm}}^\omega f)(v) = \frac{1}{d_v^{[\omega]}} \sum_{e = \{u,v\} \in E_v} \omega(e)(f(v) - f(u)), \quad v \in V_G,
\]

so in the language of Section 2.2 we have \( \mathcal{L}_{\text{norm}}^\omega = \mathcal{L}_{m,\mu} \) with \( \mu(e) = \omega(e) \) for \( e \in E_G \) and \( m(v) = d_v^{[\omega]} \) for \( v \in V_G \). For our analysis it will be useful to understand the behavior of the spectrum of \( \mathcal{L}_{\text{norm}}^\omega \) under subdivision of the graph. Let \( G' = (V_{G'}, E_{G'}) \) be subdivision graph of \( G \) obtained after adding a new vertex on each edge, i.e.

\[
V_{G'} = V_G \cup E_G, \quad E_{G'} = \{\{v,e\} \mid v \in V_G, \ e \in E_v\}
\]

with the edge weight \( \omega' \) given by

\[
\omega'(\{v,e\}) = \omega(e), \quad v \in V_G, \ e \in E_v.
\]

Lemma 4.1. Let \( \lambda \in [0,2] \setminus \{1\} \). Then \( \lambda \) is an eigenvalue of \( \mathcal{L}_{\text{norm}}^\omega(G') \), if and only if \( R(\lambda) := 4\lambda - 2\lambda^2 \) is an eigenvalue of \( \mathcal{L}_{\text{norm}}^\omega(G) \). In that case, \( \lambda \) and \( R(\lambda) \) have the same multiplicity.

A proof in the unweighted case (\( \omega \equiv 1 \)) is given in [CXZ16] and it can easily be extended to the weighted case. The lemma immediately yields

\[
\lambda_k(\mathcal{L}_{\text{norm}}^{\omega}(G)) = 4\lambda_k(L_{\text{norm}}^{\omega'}(G')) - 2\lambda_k(L_{\text{norm}}^{\omega'}(G'))^2, \quad k = 1, \ldots, |V_G|,
\]

and, in particular,

\[
\lambda_k(\mathcal{L}_{\text{norm}}^{\omega}(G)) \leq 4\lambda_k(L_{\text{norm}}^{\omega'}(G')), \quad k = 1, \ldots, |V_G|.
\]
4.2. Measured manifolds and the Theorem of Amini and Cohen-Steiner. Let \( M \) be a closed, oriented, connected and compact smooth surface with a conformal class \( \mathfrak{c} \) of Riemannian metrics on \( M \). For \( \mathfrak{g} \in \mathfrak{c} \) let \( \mu_{\mathfrak{g}} \) denote the Riemannian measure on \( M \) induced by the metric \( \mathfrak{g} \) and let \( \nabla_{\mathfrak{g}} \) denote the gradient defined on the space of smooth functions on \( M \).

**Definition 4.2.** Let \( U \subset M \) be an open subset and let \( \mu \) be a finite Radon measure on \( M \) that is absolutely continuous with respect to \( \mu_{\mathfrak{g}} \) for some – or equivalently all – \( \mathfrak{g} \in \mathfrak{c} \). For \( k \in \mathbb{N} \) we define the generalized eigenvalues

\[
\lambda_k(U, \mu) := \inf_{\Lambda_k} \sup_{F \in \Lambda_k \setminus \{0\}} \frac{\int_U |\nabla_{\mathfrak{g}} F|^2 \, d\mu_{\mathfrak{g}}}{\int_U |F|^2 \, d\mu},
\]

where \( \Lambda_k \) varies over the family of \( k \)-dimensional subspaces of \( C^\infty(U) \cap L^2_{\mu}(U) \).

We point out that \( \int_U |\nabla_{\mathfrak{g}} F|^2 \, d\mu_{\mathfrak{g}} = \int_U |\nabla_{\mathfrak{h}} F|^2 \, d\mu_{\mathfrak{h}} \) holds for \( \mathfrak{g}, \mathfrak{h} \in \mathfrak{c} \), so the previous definition does not depend on the choice of the Riemannian metric \( \mathfrak{g} \in \mathfrak{c} \). Also, note that

\[
0 = \lambda_1(M, \mu) < \lambda_2(M, \mu) \leq \lambda_3(M, \mu) \leq \ldots \to \infty
\]

are in fact the eigenvalues of the Laplace–Beltrami operator \( \Delta_{\mathfrak{g}} = -\text{div}_{\mathfrak{g}} \circ \nabla_{\mathfrak{g}} \) on \( M \) if we choose \( \mu = \mu_{\mathfrak{g}} \) for \( \mathfrak{g} \in \mathfrak{c} \).

**Definition 4.3.** Let \( \mu \) be a finite and absolutely continuous Radon measure on \( M \). A double cover of \( M \) is a finite family \( (U_i)_{i \in I} \) of open and connected subsets \( U_i \subset M \), so that for almost every point \( p \in M \) there are two indices \( i_1 \neq i_2 \) in \( I \) with \( p \in U_{i_1} \cap U_{i_2} \) and \( p \notin U_j \) for \( j \notin \{i_1, i_2\} \). The vicinity graph \( \Gamma \) associated with \( (U_i)_{i \in I} \) is the simple graph with vertex set \( I \) where \( i_1 \neq i_2 \) are adjacent if and only if \( \mu(U_{i_1} \cap U_{i_2}) > 0 \). The measure \( \mu \) induces an edge weight on \( \Gamma \), which by abuse of notation shall be denoted with \( \mu \) as well, given by

\[
\mu(\{i_1, i_2\}) := \mu(U_{i_1} \cap U_{i_2}).
\]

Let \( \mathcal{L}^\mu_{\text{norm}} \) be the associated normalized Laplacian on \( \Gamma \).

The following theorem by Amini and Cohen-Steiner [ACS18] compares the generalized eigenvalues with the eigenvalues of the normalized Laplacian on the vicinity graph.

**Theorem 4.4.** Let \( \mu \) be a finite and absolutely continuous Radon measure on \( M \) and let \( (U_i)_{i \in I} \) be a double cover of \( M \). Then we have the eigenvalue estimate

\[
\lambda_k(\mathcal{L}^\mu_{\text{norm}}) \leq 2 \frac{\lambda_k(M, \mu)}{\eta}, \quad k = 1, \ldots, |I|,
\]

where

\[
\eta = \min_{i \in I} \lambda_2(U_i, \mu).
\]

It was already observed in [ACS18] that Theorem 4.4 also holds for double covers of metric graphs and the eigenvalues of the Laplacian on metric graphs. This idea was further developed by Mugnolo and the present author [MP19] and it turns out that, if one chooses suitable double covers of the graph, Theorem 4.4 generally provides sharper lower bounds for the eigenvalues of the Laplacian compared to previously known abstract results.
4.3. **Bounds on embedded combinatorial graphs.** Our main result of this section will be the following:

**Theorem 4.5.** Let $G = (V, E)$ be a finite, simple and connected graph of genus $g$ and let $\omega : E \to (0, \infty)$ be an edge weight. Then the corresponding normalized Laplacian satisfies

\[
\lambda_k(\mathcal{L}_{\text{norm}}^\omega) \leq C \frac{d_{\text{max}}(g + k)}{\sum_{e \in E} \omega(e)}
\]

for all $k = 1, \ldots, |V|$, where $C$ is a generic constant that does not depend on $G$.

This theorem improves the main result by Amini and Cohen-Steiner in [ACS18] to the weighted case. The main idea of their proof was to construct a double cover on a surface of genus $g$ that represents the combinatorial structure of $G$. To adapt their proof we recall this construction.

Consider an embedding of $G$ on a oriented, closed, connected and compact surface $M$ of genus $g$. For the sake of notation, we identify the vertices and edges of $G$ with their drawings on $M$. Let $F$ denote the set of (open) faces on $M$ enclosed by $G$. Since $M$ has the same genus as $G$, every face $f \in F$ is simply connected (see for instance [MT01, Prop. 3.4.1]). Thus, there exists a homeomorphism $\varphi_f : D_f \to f$ on the open unit disk that can be extended to a surjective and continuous map $\varphi_f : \overline{D}_f \to \overline{f}$, since the boundary of $f$ is the finite union of its incident edges in $E$. Let $z_f^1, \ldots, z_f^{N_f} \in \partial D_f$ be the preimages of the vertices of $G$ on the boundary of $f$ under the surjection $\varphi_f$ appearing in clockwise order and let $v_f^1, \ldots, v_f^{N_f}$ denote the associated vertices on $\partial f$. (Note there might be vertices of $G$ in this list that appear multiple times.) Finally, we can extend the graph $G$ to obtain a triangulation of $M$. We add the vertex $v_f = \varphi_f(0)$ and the edges $e_f^j = \{v_f, v_f^j\}$ for $j = 1, \ldots, N_f$ that are identified with the images of the lines connecting 0 and $z_f^j$. Let $H = (V_H, E_H)$ be the graph obtained from the described construction, i.e.

\[
V_H = V_G \cup \{v_f\}_{f \in F}, \quad E_H = E_G \cup \{e_f^j\}_{j = 1, \ldots, N_f}.
\]

By construction, the graph $H$ is embedded in $M$ and the boundary of each face enclosed by $H$ consists of three edges of $H$, where exactly one edge $e$ belongs to the original graph $G$. Let $T_e^i$, $i = 1, 2$ be the two faces that are incident to $e$; we think of $T_e^i$ as a triangle in $M$.
However, note that, in general, $H$ does not define a triangulation of $M$, as two faces may share multiple edges of $H$ (see Figure 4), but for our purpose the decomposition of $M$ given by $H$ is sufficient to define an appropriate Riemannian metric on $M$.

Following the construction in [Tro07], we can choose a flat Riemannian metric $h$ on $M \setminus V_H$ with conical singularities in the vertices of $V_H$ so that every triangle $T^i_e$ is isometric to an isosceles triangle in the Euclidean plane, where the edges of $T^i_e$ that do not correspond to $e$ have length 1 and the angle enclosed by $e$ and the two other edges is

$$\alpha_e = \frac{1}{2} \arcsin \left( \frac{\pi \omega_e}{2 d_{\max}} \right)$$

respectively (see Figure 5). For $v \in V_G$ let $\theta_v$ be the total angle of the corresponding conical singularity. We have

$$\theta_v = 2 \sum_{e \in E_v} \alpha_e = \sum_{e \in E_v} \arcsin \left( \frac{\pi \omega_e}{2 d_{\max}} \right) \leq \sum_{e \in E_v} \frac{\pi \omega_e}{d_{\max}} = \frac{\pi d_{\max}^{[\omega]}}{d_{\max}^{[\omega]} \mu} \leq \pi,$$

for all $v \in V$. Now, one can show that there exists a Riemannian metric $g$ on $M$ that is conformally equivalent to $h$ on $M \setminus V_H$ (we refer again to [Tro07] for details). Our aim is to apply Theorem 4.4 on $M$ with the conformal class $c$ generated by $g$ and the Radon measure $\mu = \mu_h$. It remains to define a double cover that represents the combinatorial structure of $G$.

For every $e \in E_G$ let $D_e$ be the diamond

$$D_e := T^1_e \cup T^2_e.$$

We decompose $D_e$ into two triangles by cutting through the diagonal of $D_e$ perpendicular to $e$. Every vertex $v \in V_G$ that is incident to $e$ is contained in exactly one of the mentioned triangles; let $S_{e,v}$ be this triangle. Finally, we define the cone

$$C_v := \bigcup_{e \in E_v} S_{e,v}.$$

**Lemma 4.6.** The family $(D_e)_{e \in E_G} \cup (C_v)_{v \in V_G}$ is a double cover of $M$. Moreover, two covering elements are adjacent in the corresponding vicinity graph $\Gamma$, if and only if one element is a diamond $D_e$ and the other one is a cone $C_v$, where $v$ is incident to $e$ in $G$. In particular, the
vicinity graph $\Gamma$ is the subdivision graph of $G$ obtained after adding one vertex on each edge of $G$. Finally, we have

$$\mu_h(D_e \cap C_v) = \mu_h(S_{e,v}) = \frac{\pi \omega_e}{4d_{\max}}$$

if $e$ is incident to $v$.

Proof. The claimed statements follow from the construction of the sets $D_e, C_v, S_{e,v}$. We point that the volume of $S_{e,v}$ is given by (4.5), since $S_{e,v}$ is an isosceles triangle where the two edges of equal length have length 1 and the angle enclosed by these two edges is $2\alpha_e = \arcsin\left(\frac{\pi \omega_e}{2d_{\max}}\right)$ by (4.3).

We are ready to complete the proof of Theorem 4.5. To do so, we apply Theorem 4.4 with the double-cover $(D_e)_{e \in E_G} \cup (C_v)_{v \in V_G}$. Let $L_{\mu_h}^{\mu_h}$ denote the normalized on the vicinity graph $\Gamma$ with respect to the edge weight induced by (4.5). We obtain

$$\lambda_k(L_{\mu_h}^{\mu_h}) \leq 2 \frac{\lambda_k(M, \mu_h)}{\eta}, \quad k = 1, \ldots, |V_G| + |E_G|$$

where

$$\eta = \min \left( \min_{v \in V_G} \lambda_2(C_v, \mu_h), \min_{e \in E_G} \lambda_2(D_e, \mu_h) \right).$$

As $\Gamma$ is the subdivision of $G$ and the edge weight given by (4.5) is a scalar multiple of $\omega$ (the normalized Laplacian is scale-invariant), (4.1) yields

$$\lambda_k(L_{\omega}^{\mu_h}) \leq 4 \lambda_k(L_{\mu_h}^{\mu_h}), \quad k = 1, \ldots, |V_G|.$$ 

It remains to estimate the right-hand side of (4.6). We start by cutting $C_v$ through one the new edges of $H$, that we previously added to $G$, we obtain a new open subset $P_v$ of $M$. Note that this procedure only decreases $\lambda_2$. The set $P_v$ is – by construction of the Riemannian metric $\h$ – isometric to a polygonal domain in the Euclidean plane. As the angle $\theta_v$ of the conical singularity $v$ is less or equal than $\pi$ (see (4.4)), this polygonal domain is convex (see Figure 7). Similarly, each $D_e$ is isometric to an actual diamond in $\mathbb{R}^2$ which again is convex. Moreover, by choice of the metric $\h$ all the side lengths of $P_v$ and $D_e$ are 1, so the diameter of $P_v$ and $D_e$ is bounded from above by 2. It is known that the spectral gap of the Laplacian (with Neumann boundary conditions) on convex domains of uniformly bounded diameter is uniformly bounded from below (see [PW60]). More precisely, we obtain

$$\lambda_2(C_v, \mu_h) \geq \frac{\pi^2}{4}, \quad \lambda_2(D_e, \mu_h) \geq \frac{\pi^2}{4}$$

for all $v \in V_G, e \in E_G$. Next, we consider $\lambda_k(M, \mu_h)$. A theorem of Hassanezhad [Has11, Cor. 1.2] yields

$$\lambda_k(M, \mu_h) \leq \tilde{C} \frac{g + k}{\mu_h(M)},$$

for some generic constant $\tilde{C} > 0$; we point out that the result in [Has11] was not stated in the setting of manifolds with a Radon measure, but – as it was already observed in [ACS18]...


Figure 7. Cutting and unfolding of the cone $C_v$ onto the Euclidean plane.

-- the proof given in [Has11] can be adapted to this setting. By choice of the metric $\mathfrak{h}$ we have

$$
\mu_\mathfrak{h}(M) = \sum_{v \in V_G} \sum_{e \in E_v} \mu_\mathfrak{h}(S_{v,e}) = \sum_{v \in V_G} \sum_{e \in E_v} \frac{\pi \omega_e}{4d_{\max}^{[\omega]}} = \sum_{e \in E_G} \frac{\pi \omega_e}{2d_{\max}^{[\omega]}}
$$

Plugging (4.7), (4.8), (4.9) and (4.10) into (4.6) we obtain

$$
\lambda_k(\mathcal{L}_{\text{norm}}^\omega) \leq C d_{\max}^{[\omega]}(g + k) \sum_{e \in E_G} \omega_e
$$

with $C = \frac{64\tilde{C}}{\pi}$, which finally proves the claim of Theorem 4.5.

**Remark 4.7.**

1. If one choose the weights given by $m(v) = d_v^{[\omega]}$ and $\mu(e) = \omega_e$ in Theorem 3.11 one obtains the estimate

$$
\lambda_2(\mathcal{L}_{\text{norm}}^\omega) \leq C \frac{d_{\max}^{[\omega]}(g + k)}{\sum_{e \in E_G} \omega_e}
$$

for planar $G$. Therefore, Theorem 4.8 generalizes Theorem 3.11 to higher genus and higher order eigenvalues in the normalized case.

2. To our knowledge, no explicit upper bounds are known for the constant $\tilde{C}$ appearing in Hassanezhad’s bound (4.9). This is why we cannot give any explicit upper bounds for the optimal constant $C > 0$ in (4.2) or the constants appearing in the following section.

**4.4. Bounds on embedded metric graphs.** In this final subsection we prove the estimates (1.5) and (1.6) mentioned in the introduction:

**Theorem 4.8.** Let $\mathcal{G} = (G, \ell)$ be a connected and compact metric graph of genus $g$. There exists a generic constant $C > 0$ that does not depend on $\mathcal{G}$, so that the ordered eigenvalues $\lambda_k(\Delta_\mathcal{G})$ of the Kirchhoff Laplacian on $\mathcal{G}$ satisfy the estimate

$$
\lambda_k(\Delta_\mathcal{G}) \leq C \frac{d_{\max}^{[\ell]}(g + k)}{\ell_{\min}^2 L}, \quad k = 1, \ldots, |V|,
$$

where $L := \sum_{e \in E} \ell_e$ is the total length of $\mathcal{G}$, $\ell_{\min} = \min_{e \in E} \ell_e$ is the minimal length of the edges of $\mathcal{G}$, and

$$
d_{\max}^{[\ell]} = \max_{v \in V} d_v^{[\ell]}
$$

is the maximal degree of the vertices of $\mathcal{G}$.
Proof. By a subdivision argument similar to the one in the proof of Theorem 3.11 we may assume that $G$ is simple. Let $L_{m,\mu}$ be the combinatorial Laplacian associated with the edge and vertex weights given by (2.6). Using the Courant–Fischer Theorem one can show that

$$\lambda_k(L_{m,\mu}) \leq \frac{1}{\ell_{\min}^2} \lambda_k(L_{\text{norm}}'), \quad k = 1, \ldots, |V|.$$ 

Thus, Corollary 2.2 and Theorem 4.5 yield that

$$\lambda_k(\Delta G) \leq \frac{\pi^2}{2\ell_{\min}^2} \lambda_k(L_{\text{norm}}') \leq C \frac{d_{\max}(g + k)}{\ell_{\min}^2 L}, \quad k = 1, \ldots, |V|.$$ 

This proves the claim.

□

Theorem 4.9. Let $G = (G, \ell)$ be a connected and compact metric graph of genus $g$ and let $\beta = |E_G| - |V_G| + 1$ be its first Betti number. There exists a generic constant $C > 0$, so that

$$\lambda_k(\Delta G) \leq C \frac{d_{\max}(\beta + k - 1)(g + k)}{L^2}$$

holds for all integers $k \in \mathbb{N}$ with $k \geq \ell_{\min} - \beta + 1$.

Proof. For given $k \in \mathbb{N}$ with $k \geq \ell_{\min} - \beta + 1$, we set $n := k + \beta - 1 = k + |E_G| - |V_G|$. Then, for $e \in E$ let $m_e$ be the unique integer with

$$m_e - 1 \leq \frac{n\ell_e}{L} < m_e$$

and let $m := \sum_{e \in E} m_e$. Let $\tilde{G} = (\tilde{G}, \tilde{\ell})$ be the metric subdivision graph obtained after dividing each edge $e$ into $m_e$ edges of the same length $\frac{\ell_e}{m_e}$. Note that, by the condition on $k$ and the choice of $n$, we have $\frac{n\ell_e}{L} \geq 1$. Therefore $m_e$ has to be at least 2. Then, by choice of $m_e$, we have $m - |E| \leq n < m$ and

$$\frac{m_e - 1}{m_e} \cdot \frac{L}{n} \leq \frac{\ell_e}{m_e} < \frac{L}{n},$$

The latter implies

$$\frac{L}{2n} \leq \frac{\ell_e}{m_e} < \frac{L}{n}$$

since $m_e \geq 2$ for $e \in E$. By construction, the underlying combinatorial graph $\tilde{G}$ of $\tilde{G}$ has $|V_{\tilde{G}}| = |V_G| + m - |E_G| > |V_G| + n - |E_G| = k$ vertices. Thus, we obtain

$$\lambda_k(\Delta G) = \lambda_k(\Delta \tilde{G}) \leq C \frac{d_{\max}[\tilde{\ell}] (g + k)}{\ell_{\min}^2 L}$$

by Theorem 4.8, where $\tilde{\ell}_{\min}$ is the minimal length and $d_{\max}[\tilde{\ell}]$ is the maximal degree of $\tilde{G}$. Using (4.13) we obtain $\ell_{\min} \geq \frac{L}{2n}$ and $d_{\max}[\tilde{\ell}] \leq d_{\max} L_{n}$, which again yields

$$\lambda_k(\Delta G) \leq 4C \frac{d_{\max} n(g + k)}{L^2} = 4C \frac{d_{\max}(\beta + k - 1)(g + k)}{L^2}.$$ 

As $k$ was arbitrary, this completes the proof. □
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