Abstract

We establish frame inequalities for signals in Paley–Wiener spaces on two specific families of graphs consisting of combinations of cubes and cycles. The frame elements are localizations to cubes, regarded as clusters in the graphs, of vertex functions that are eigenvectors of certain spatio–spectral limiting operators on graph signals. **keywords:** Graph product, Dirichlet eigenvector, graph Fourier transform
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1 Introduction

We investigate here, in the context of signals on graphs, extensions of two specific sampling methods that were mentioned in [3], namely generalized sampling of bandlimited signals (loc. cit. p. 68) cf., [2, 10, 11], and time and band limiting (loc. cit. p. 65), also known as spatio–spectral limiting in geometric contexts. The former is now well established in the context of sampling spectrum-limited signals on graphs while the latter has also been considered in relation to sampling on graphs [15], cf., [6,7].

We study inner products with eigenvectors of spatio–spectral limiting as generalized sampling measurements for two very specific families of finite graphs involving combinations of cubes and cycles, in which the cubes are regarded as clusters, and the cycle is regarded as a skeleton that connects the clusters. Of particular interest is how sampling inequalities—frame inequalities of the form $A\|f\|^2 \leq \sum |\langle f, \psi_j \rangle|^2 \leq B\|f\|^2$ where, for fixed $\{\psi_j\}$, $\langle f, \psi_j \rangle$ are regarded as measurements or generalized samples of vertex functions $f$ in the span of low–spectrum eigenvalues of the graph Laplacian—depend on how the cubes and cycles are combined. This study is motivated by recent work of I. and M. Pesenson [12] who established sampling inequalities on graphs involving a single sampling measurement per cluster. Our study seeks corresponding inequalities involving a number of measurements per cluster according to the number of spectral modes that can be concentrated in each cluster. The reason
to study the specific families of graphs examined here is that these graphs allow an analytic apparatus to estimate or count the number of such modes explicitly. Here is an outline of the contents.

In Sect. 2, we provide background, briefly reviewing generalized sampling in Paley–Wiener spaces on \( \mathbb{R} \) in Sect. 2.1 and time and band limiting and the role of prolate functions in generalized sampling in Sect. 2.2. Section 2.3 reviews basic concepts of spectral graph theory and a recent result of I. and M. Pesenson concerning cluster-wise sampling on graphs. We review particular properties of cubes and cycle graphs in Sect. 2.4.

Section 3 considers certain graphs that we denote by \( B_N \sqcup C_m \) in which a cube \( B_N \) is substituted for each vertex on a cycle \( C_m \). Each inserted cube is regarded as a cluster and is connected to two other cubes, each by a single edge, to form a cycle of clusters. In Sect. 3.1, eigenvectors (of the graph Laplacians) of these graphs are identified as having either Dirichlet type, supported on a single copy of \( B_N \), or Neumann-type. The latter are eigenvectors of a certain augmented Laplacian on \( B_N \) modulated by eigenvectors of the cycle. The structure of the eigenvectors of this graph is summarized in Thm. 7. Section 3.2 discusses a certain spatial-limiting operator \( \mathcal{L} \) that truncates a vertex function to a single \( B_N \)-cluster and a spectral-limiting operator \( \mathcal{P} \) that projects onto the span of the low-eigenvalue eigenvectors of the Laplacian on \( B_N \sqcup C_m \). Conjecture 8 describes the eigenvectors of \( \mathcal{P} \mathcal{L} \) and proposes a complete set of eigenvectors of shifted \( \mathcal{P} \mathcal{L} \)-operators whose eigenvalues should exceed 1/2, meaning that the corresponding low-spectrum eigenvectors are concentrated in a single copy of \( B_N \). Section 3.3 provides a specific example fixing the cube parameter \( N = 7 \) and cycle parameter \( m = 21 \).

Section 4 considers Cartesian products \( B_N \Box C_m \) of cubes and cycles. Here, each \( B_N \)-slice (fixed cycle coordinate) can be regarded as a cluster but, in contrast to \( B_N \sqcup C_m \), each vertex in a cluster is now adjacent to a unique corresponding vertex in each of the two adjacent clusters. Theorem 9 describes orthonormal bases (ONBs) for decompositions of Paley–Wiener spaces on these Cartesian products in terms of components localized on a single cubic slice, versus components that are distributed over all cubic slices. Section 4.1 provides a specific example fixing the same cube parameters \( N = 7 \) and cycle parameter \( m = 21 \) for the Cartesian case.

Finally, Sect. 5 discusses how our results for specific graph families might extend to other finite graphs. The Appendix establishes a condition for generalized sampling in the context of spatial and spectral limiting on (standard Cayley graphs of) finite abelian groups, which include \( B_N \Box C_m \). The observation is not central to the main theme here, but it provides a general context for an important aspect of the examples presented here. Throughout, notation will be introduced as needed to define quantities that use the notation.

### 2 Background

#### 2.1 Generalized sampling

Generalized sampling on \( \mathbb{R} \) in the sense of Papoulis [11] refers to sampling formulas of the form

\[
f(t) = \sum_{\nu=1}^{M} \sum_{k=-\infty}^{\infty} z_{\nu}(kT) p_{\nu}(t-kT), \quad f \in \text{PW}_\Omega(\mathbb{R})
\]  

(1)
where \( \tilde{z}_v(\xi) = \hat{f}(\xi)\tilde{h}_v(\xi) \), which implies that \( z_v(kT) = f \ast h(kT) = \langle f, h(\cdot - kT) \rangle \) for real filter functions \( h_v, v = 1, \ldots, M \). The uniform recovery condition developed in Brown [2] is a uniform lower bound on the determinant of the matrix \( A_{\nu\nu}(\omega) = \tilde{h}_v(\omega + \ell \sigma), \nu = 1, \ldots, M; \ell = 0, \ldots, M - 1 \) on the interval \(-\Omega \leq \xi \leq -\Omega + \sigma\) where \( \sigma = 2\Omega/M \). In this event the reconstruction functions \( p_v(t) \) have the form \( p_v(t) = \sum_{\ell=0}^{M-1} \int_{\Omega} b_{v\ell}(\xi) e^{2\pi i(\xi + \ell \sigma)t} d\xi \) where \( b_{v\ell} \) is the \((\nu, \ell)\)th element of the inverse of the matrix \( A \). A critical part of the argument is that the invertibility condition allows uniform reconstruction of the exponential \( e^{2\pi it \xi} \) on \((-\Omega, \sigma - \Omega)\), then on \((-\Omega, \Omega)\), in the form

\[
e^{2\pi it \xi} = \sum_{\nu=1}^{M} \tilde{h}_\nu(\xi) \sum_{n=-\infty}^{\infty} y_\nu(t - kT)e^{2\pi ikT \xi}; \quad \tilde{y}_\nu(\xi, t) = \sum_{\ell=0}^{M-1} e^{2\pi ik \ell \sigma} b_{v\ell}(\xi)
\]

which is a refinement of the original approach of Papoulis.

### 2.2 Time and band limiting, prolate functions, and prolate shift frames

A particular case of generalized sampling arises when the filter functions \( h_v \) above are eigenfunctions of time- and band-limiting operators. The bandlimiting operator \( P_{\Omega} \) projects onto the Paley–Wiener space \( \text{PW}_\Omega = \{ f \in L^2(\mathbb{R}) : \hat{f}(\xi) = 0, |\xi| > \Omega \} \) where \( \hat{f}(\xi) = \int_{-\infty}^{\infty} f(t) e^{-2\pi i t \xi} dt \) when \( f \in L^1 \cap L^2(\mathbb{R}) \). The time-limiting operator is \( (Q_T f)(t) = f(t) \) if \( |t| \leq T \) and \( (Q_T f)(t) = 0 \) if \( |t| > T \). Up to a dilation factor, the eigenfunctions of the operator \( P_{\Omega Q_T} \) are the prolate spheroidal wave functions (PSWFs) \( \psi_v \), with eigenvalues \( 1 > \lambda_0 > \lambda_1 > \cdots \), e.g., [4]. The eigenvalues of \( P_{\Omega Q_T} \) are the same as the concentrations of \( L^2 \)-norm on \([-T, T] \), that is, \( ||Q_T \psi||^2/||\psi||^2 \). The famous \( 2\Omega T \) theorem [9] states that the number of eigenvalues of \( P_{\Omega Q_T/\sqrt{2}} \) that are close to one is approximately \( 2\Omega T - O(\log(2\Omega T)) \) for large enough values of \( \Omega T \). This observation is tied to the spectral accumulation property of prolate, namely that \( \sum_{v=0}^{\infty} A_{\nu v} |\tilde{\psi}_v(\xi)|^2 = 1 \) on \([-\Omega, \Omega] \) (and vanishes for \( |\xi| > \Omega \)). Another useful property of prolates is that they are orthogonal on \([-T, T] \): \( \langle Q_T \psi_v, \psi_m \rangle = \lambda_n \delta_{n,m} \).

**Theorem 1** Let \( \psi_v \) denote the \( v \)th prolate bandlimited to \([-\Omega, \Omega] \) and time-concentrated in \([-1, 1] \). If \( N = 2\Omega \alpha \in \mathbb{N} \) then the functions \( \{ \psi_v(\cdot - \alpha k) \}_{v=0, k \in \mathbb{Z}}^{N-1} \) form a Riesz basis for \( \text{PW}_\Omega \). That is, there exist constants \( 0 < A \leq B < \infty \) such that for any sequence \( \{ c_{vk} \}_{v=0, k \in \mathbb{Z}}^{N-1} \) one has

\[
A \sum_{vk} |c_{vk}|^2 \leq \| \sum_{vk} c_{vk} \psi_v(\cdot - \alpha k) \|^2 \leq B \sum_{vk} |c_{vk}|^2.
\]

If \( N \geq \lceil 2\Omega \alpha \rceil \) then the functions \( \{ \psi_v(\cdot - \alpha k) \}_{v=0, k \in \mathbb{Z}}^{N-1} \) form a frame for \( \text{PW}_\Omega \): there exist constants \( 0 < A \leq B < \infty \) such that for any \( f \in \text{PW}_\Omega \) one has

\[
A \| f \|_{L^2}^2 \leq \sum_{v=0}^{N-1} \sum_{k \in \mathbb{Z}} |\langle f, \psi_v(\cdot - \alpha k) \rangle|^2 \leq B \| f \|_{L^2}^2.
\]

If \( N < \lceil 2\Omega \alpha \rceil \) then the lower frame bound fails.
The Riesz basis case follows along lines similar to the generalized sampling case as in \[2\], specifically by verifying the matrix invertibility criterion for generalized sampling. It is observed further in \[5\] that the frame or Riesz basis bounds are most snug when \(N \approx 4\Omega\), or \(\alpha \approx 2\) so the number of sampling functions used is approximately equal to the time–bandwidth product. In this event, \(\sum_{v \in 0}^{N-1} |\psi_v(\xi)|^2\) is smoothly bounded away from zero on \([-\Omega, \Omega]\) and the series approximation of \(e^{\pi it \xi}\) by shifted prolates along the lines of \[2\] is numerically effective.

2.3 Generalized sampling in Paley–Wiener spaces on graphs and clusters

Graphs and their Fourier transforms Let \(\mathcal{G}\) be a simple unweighted, undirected connected finite graph with \(n\) vertices \(V(\mathcal{G})\) and edges \(E(\mathcal{G}) \subset V(\mathcal{G}) \times V(\mathcal{G})\). Given an ordering \(v_1, \ldots, v_n\) of \(V(\mathcal{G})\), the adjacency matrix \(A\) has \((i,j)\)-entry equal to one if \((v_i, v_j) \in E(\mathcal{G})\) and equal to zero otherwise. We write \(v \sim w\) if \((v, w) \in E(\mathcal{G})\). When \(\mathcal{G}\) is fixed we will simply write \(V\) or \(E\) for \(V(\mathcal{G})\) and \(E(\mathcal{G})\) (and similarly for other quantities that refer to the graph \(\mathcal{G}\)). The space of functions \(f : V(\mathcal{G}) \to \mathbb{C}\) is denoted \(\ell^2(\mathcal{G})\). When referring to a graph Laplacian on \(\mathcal{G}\) we always mean the unnormalized Laplacian operator \(L(\mathcal{G})\) that maps a vertex function \(f \in \ell^2(\mathcal{G})\) to \((L f)(v) = \sum_{w \sim v} [f(v) - f(w)]\). If \(D\) is the diagonal degree matrix with \(i\)th diagonal entry \(D_{ii} = \#\{w : (v_i, w) \in E\}\) (called the degree \(\deg v_i\) of \(v_i\)) then \(L = D - A\). It is standard to refer to the eigenvalues of \(L(\mathcal{G})\) as the eigenvalues or spectrum of \(\mathcal{G}\). The operator \(L\) is nonnegative and symmetric. It has a single eigenvalue zero (with constant eigenvector) and norm at most \(\max\{|\deg v\}_{v \in V}\). We may write the eigenvalues of \(\mathcal{G}\) as \(0 = \lambda_0(\mathcal{G}) < \lambda_1(\mathcal{G}) \leq \cdots \leq \lambda_n(\mathcal{G})\). The graph Fourier transform \(F(\mathcal{G})\) is represented by the unitary matrix whose columns are the corresponding unit-normalized eigenvectors of \(L\). We assume that the columns are ordered by increasing Laplacian eigenvalue. Given \(\Omega > 0\) the space \(PW_\Omega\) is defined as the span of the Laplacian eigenvectors having eigenvalue at most \(\Omega\). If \(F_\Omega\) is the matrix consisting of the columns of \(F(\mathcal{G})\) with Laplacian eigenvalue at most \(\Omega\) then the orthogonal projection onto \(PW_\Omega\) is expressed by the matrix \(F_\Omega F_\Omega^*\).

A cluster sampling inequality of I. and M. Pesenson In \[12\], I. and M. Pesenson consider the problem of sampling and interpolation of low-spectrum information associated with clusters in undirected weighted graphs. Some notation is needed to describe a version of the result of \[12\] of greatest relevance here. Let \(\mathcal{G}\) be a connected finite unweighted graph and \(S = \{S_j\}_{j=1}^m\) a partition of \(V(\mathcal{G})\). Let \(L_j\) be the Laplace operator of the induced graph \(\mathcal{G}_j\) on \(S_j\) with first nonzero eigenvalue \(\lambda_{1,j}\) and \(\varphi_{0,j}\) its zero eigenfunction. Assume for each \(j\) a sampling function \(\psi_j \in \ell^2(\mathcal{G}_j)\) is supported in \(S_j\) and satisfies \(\langle \psi_j, \varphi_{0,j} \rangle \neq 0\). We assume that \(\|\psi_j\| = 1\) and set \(\theta_j = 1/|\langle \varphi_{0,j}, \psi_j \rangle|^2\), which is generally larger than one (and equal to one precisely when \(\psi_j\) is equal to \(\varphi_{0,j}\)). The Pesensons set \(\Lambda = \inf_j \lambda_{1,j}\) and \(\Theta = \sup_j \theta_j\) when the partition \(\{S_j\}\) and sampling vectors \(\{\psi_j\}\) are fixed. As a consequence of certain Poincaré inequalities, I. and M. Pesenson proved a result that we state as follows for the case considered here.
Theorem 2 For every \( f \in \text{PW}_\Omega \), where \( 0 < \Omega < \Lambda/\Theta \), the Plancherel–Polya inequalities

\[
\frac{(1 - \mu)\epsilon}{(1 + \epsilon)\Theta} \|f\|^2 \leq \sum_{j=1}^{m} |\langle f, \psi_j \rangle|^2 \leq C\|f\|^2
\]

hold for a fixed \( C > 0 \) provided \( \mu = (1 + \epsilon)\frac{\Theta}{\Lambda} < 1 \).

It is also proved that the coefficients \( \langle f, \psi_j \rangle \) identify \( f \in \text{PW}_\Omega \) uniquely.

The condition on \( \Omega \) which implies that \( \Omega < \Lambda/\Theta = \inf \lambda_{1,j} \inf |\langle \psi_j, \varphi_{0,j} \rangle|^2 \) is fairly restrictive since it implies that \( \Omega < \lambda_{1,j} \). The Pesensons raise the question how big is the admissible interval \([0, \Lambda/\Theta]\). In the limiting case of a disconnected graph, this interval contains only the zero eigenvalue of each cluster. In the weighted case, if one allows for very weak weighted connections between disjoint clusters, and accounts for continuity of the spectrum with respect to the weights, the admissible interval will then contain a number of eigenvalues equal to the number of clusters.

The Pesensons go on to give examples of sampling functionals defined by \( \psi_j \), including cluster averages, pointwise samples, and variational splines, explaining how the constants in (3) depend on these choices. They then raise the question whether similar results can be obtained for a segment of the spectrum strictly larger than the interval \([0, \Lambda/\Theta]\). This raises a broader question, whether sampling inequalities like (3) for clustered graphs can be extended beyond Paley–Wiener spaces that encode a single eigenvalue per cluster. Stated differently: for a given graph \( G \) and vertex partition \( S = \{S_j\} \), is there a frame for \( \text{PW}_\Omega \) in which each frame element is well concentrated in one of the \( S_j \)? In contrast to the case of a homogeneous setting like the real line in Thm. 1, how sampling or frame inequalities apply will depend on the geometry of the clusters relative to the whole graph. We will consider two similar looking, but structurally different examples in Sects. 3 and 4 to elaborate on this point. First, we make some general remarks about how local versus global geometry is reflected in the Laplacian.

Consistent with classical sampling theorems, in order to obtain sampling bounds for larger values of \( \Omega \), including values that account for larger eigenvalues of the cluster Laplacians, requires enough sampling functionals per cluster to account for larger cluster eigenmodes. The unnormalized graph Laplacian \( L \) can be expressed as \( L = \tilde{L} + \sum_{j} L_j \) where \( \tilde{L} \) accounts for connections between clusters. If \( v \) is an insulated vertex, meaning that all neighbors of \( v \) in \( G \) lie in \( S_j \), then \( \langle Lf \rangle(v) = (L_j f)(v) \). More generally, if \( \tilde{L} \) has small norm, it suggests that an inequality like (3) should hold on a subspace of \( \text{PW}_\Omega \) accounted by eigenvalues of separate \( L_j \) smaller than \( \Omega - \|\tilde{L}\| \), leaving the question how to account for global behavior encoded in \( \tilde{L} \).

### 2.4 Cycles and cubes

In Sects. 3 and 4 we study examples of graphs amenable to analytical methods to study concentration of low-spectrum components on relatively densely connected subsets of vertices. These graphs are combinations of cycles and cubes whose properties we outline now.

The \( m \)-cycle \( C_m \) is the graph whose vertices are the elements of \( \mathbb{Z}_m \) (we denote simply by \( \ell \) the vertex of the element \( \ell \in \mathbb{Z}_m \)) and adjacency is defined by \( \ell \sim \ell' \) if and only if \( \ell' = \ell \pm 1 \mod m \). The Laplacian \( L(C_m) \) of \( C_m \) is usually represented by the \( m \times m \) matrix \( 2I - A_m \) where \( A_m \) is the symmetric matrix with entries equal to \( A_m(k, k+1) = 1 = A_m(k-1, k) \) and
$A_m(k, \ell) = 0$ if $|(k - \ell) \mod m| \neq 1$ (here entries are indexed by $0, \ldots, m - 1$ with addition modulo $m$). The eigenvectors of $L(C_m)$ are, up to normalization, $E_k(\ell) = e^{2\pi i k \ell / m}$ with eigenvalue $2 - 2 \cos(2\pi k / m) = 4 \sin^2(\pi k / m)$. When $m = 2$ these eigenvalues are zero and two. The Fourier transform of $C_m$ is represented by the matrix with columns $E_k$. When $m = 2$ it is the Haar matrix $H = \begin{pmatrix} 1 & 1 \\ 0 & -1 \end{pmatrix}$.

The Cartesian product of two graphs $G$ and $H$ is the graph $G \square H$ with $V(G \square H) = V(G) \times V(H)$ and $E(G \square H)$ defined by $(u_1, v_1) \sim (u_2, v_2)$ if $u_1 \sim u_2$ and $v_1 = v_2$ or $u_1 = u_2$ and $v_1 \sim v_2$. The Laplacian $L(G \square H)$ is the Kronecker product $L(G) \otimes L(H)$ of $L(G)$ and $L(H)$ (if $A$ is $m \times n$ then $A \otimes B$ has $m \times n$ blocks, and $(k, \ell)$-th block equal to $a_{k\ell} B$) and therefore the eigenvalues of $L(G \square H)$ are sums of eigenvalues of $L(G)$ and $L(H)$ (with corresponding multiplicities).

The Boolean cube $B_N$ is the $N$-fold Cartesian product of $C_2$. It has vertices $\mathbb{Z}^N_2$ where two vertices $v = (e_1, \ldots, e_N)$ and $w = (e'_1, \ldots, e'_N)$ are adjacent precisely when $v - w = e_i$ (subtraction in $\mathbb{Z}^N_2$) for some $i \in \{1, \ldots, N\}$ where $e_i$ has one in the $i$th coordinate and zeros in the other coordinates. The unnormalized Laplacian eigenvalues are $0, 2, \ldots, 2N$ where $2k$ has multiplicity $\binom{N}{k}$. The Fourier transform of $B_N$ is a Hadamard matrix $H_N$ of size $2^N \times 2^N$ whose columns, up to redindexing (reordering of rows and columns) are those of the $N$th Kronecker product of the Haar matrix $H$. The Fourier transform of $\mathbb{Z}^N_2$ can also be indexed by elements $\gamma \in \mathbb{Z}^N_2$. In this case, if $h_\gamma$ is the column of $H_N$ corresponding to $\gamma \in \mathbb{Z}^N_2$ then $h_\gamma(v) = 2^{-N/2}(-1)^{(v, \gamma)}$. Further elaboration on these basic concepts on cubes relevant to following discussion can be found in [6][7].

3 Example 1: Sampling on Vertex substitution of cubes on cycles.

3.1 Vertex substitution of cubes on cycles

Spectral properties of edge substitution graphs were studied by Strichartz in [13] and in [14], where sampling properties were also established. In edge substitution, a copy of a fixed graph $H$ which has two designated vertices $v_0$ and $v_1$, is placed along each edge of a graph $G$ in such a way that $v_0$ and $v_1$ are identified with the terminals of each corresponding edge. In the case of a 2-regular graph (a cycle) it makes sense, instead, to substitute a fixed graph for each vertex of the cycle in such a way that $v_0$ and $v_1$ become terminals of successive edges. We denote such a substitution of $H$ for each vertex of $C_m$ by $H \triangleright C_m$. The symbol “$\triangleright$” is used to indicate the asymmetric roles of the component graphs.

Our first set of examples of structured graphs consisting of several connected clusters are the graphs $B_N \triangleright C_m$, in which each vertex of a cycle is replaced by a copy of $B_N$. We will denote by $B^k_N$ the copy of $B_N$ placed on the $k$th vertex of $C_m$ ($k = 0, \ldots, m - 1$) and by $v^{k}_0$ and $v^{k}_1$ the vertices of $B^k_N$ corresponding to the zero element $0 = (0, \ldots, 0)$ and ones-element $1 = (1, \ldots, 1)$ of $\mathbb{Z}^N_2$. Since the transformation that replaces $v = (e_1, \ldots, e_N) \in \mathbb{Z}^N_2$ by $\tilde{v} = (1 + e_1, \ldots, 1 + e_N) \in \mathbb{Z}^N_2$ is an isomorphism of $B_N$, it is not really critical whether we assign $v^{k}_0$ or $v^{k}_1$ as the neighbor of $v^{k-1}_1$ (resp. $v^{k+1}_0$), but for simplicity we always assign $v^{k-1}_1 \sim v^{k}_0$ and $v^{k}_1 \sim v^{k+1}_0$, see Fig. 1. Generically we will denote by $v^k$ the copy of $v \in V(B_N)$.
lying in \( V(\mathcal{B}_N^k) \). We refer to \( \mathcal{B}_N \oplus C_m \) as the vertex substitution of \( \mathcal{B}_N \) on \( C_m \). As in [13], we will use the term Dirichlet eigenvector to refer to an eigenvector of the Laplacian \( L(\mathcal{B}_N) \) that vanishes at \( 0 \) and \( 1 \).

Denote by \( \iota_k \) the mapping of a vertex function \( \varphi \) on \( \mathcal{B}_N \) to one on \( \mathcal{B}_N \oplus C_m \) such that \((\iota_k \varphi)(u^k) = \varphi(u), u \in V(\mathcal{B}_N) \) and \((\iota_k \varphi)(u^\ell) = 0, \ell \neq k \). Any vertex in \( V(\mathcal{B}_N \oplus C_m) \) that is not a copy of \( v_0 \) or \( v_1 \) will be called an insulated vertex. It is clear that, at any insulated vertex \( u^k \in V(\mathcal{B}_N^k) \), for any vertex function \( f \in l^2(\mathcal{B}_N) \), \((L(\mathcal{B}_N \oplus C_m))(\iota_k f)(u^k) = (\iota_k L(\mathcal{B}_N) f)(u^k) \). The following is then clear.

**Lemma 3** If \( \varphi \) is a Dirichlet eigenvector of \( L(\mathcal{B}_N) \) then \( \iota_k(\varphi) \) is an eigenvector of \( L(\mathcal{B}_N \oplus C_m) \) with the same eigenvalue as the \( L(\mathcal{B}_N) \)-eigenvalue of \( \varphi \), and vanishing outside \( \mathcal{B}_N^k \).

We will also refer to any function of the form \( \iota_k \varphi \), where \( \varphi \) is a Dirichlet eigenvector of \( L(\mathcal{B}_N) \), as a Dirichlet eigenvector (of \( L(\mathcal{B}_N \oplus C_m) \)).

![Figure 1: Graphic representation of \( \mathcal{B}_2 \oplus C_3 \)](image)

**Lemma 4** For each fixed \( K \) (\( 0 < K < N \)) the span of the \( 2K \)-Dirichlet eigenvectors on \( \mathcal{B}_N \oplus C_m \) has dimension \( m(\binom{N}{K} - 1) \).

**Proof.** There are \( \binom{N}{K} \) linearly independent (mutually orthogonal) Hadamard eigenvectors \( h_y \) with \( L(\mathcal{B}_N) \)-eigenvalue \( 2K \). Recall that \( h_y(v) = 2^{-N/2}(-1)^{(\gamma \cdot y)} \). In particular, \( h_y(0) = 2^{-N/2} \) for every \( y \) and \( h_y(1) = 2^{-N/2}(-1)^{(\gamma \cdot y = 1)} \) for each \( y \in \mathbb{Z}_2^N \). Therefore \( h_y(1) = 2^{-N/2}(-1)^K \) when \( \sum \gamma_i = K \) as is the case for each \( 2K \)-eigenvector of \( L(\mathcal{B}_N) \). An element of the span of the \( 2K \)-eigenvectors has the form \( \sum_{|y|=K} c_y h_y \). The closed subspace generated by coefficients \( \{c_y : \sum_{|y|=K} c_y = 0\} \) has one-dimensional orthocomplement \( (c_y \text{ constant}) \) and therefore has dimension \( \binom{N}{K} - 1 \). This subspace of the \( 2K \)-eigenspace of \( L(\mathcal{B}_N) \) evidently contains the Dirichlet eigenvectors of \( \mathcal{B}_N \). There is one isomorphic copy of this subspace associated with block \( \mathcal{B}_N^k \) in \( l^2(\mathcal{B}_N \oplus C_m) \). Since these copies have disjoint supports, the dimension of the direct sum of these copies is \( m(\binom{N}{K} - 1) \). \( \blacksquare \)

This raises the question of eigenvalues of \( L(\mathcal{B}_N \oplus C_m) \) that are not Dirichlet. It is clear from the proof of Lem. 4 that \( L(\mathcal{B}_N) \) itself has \( \binom{N}{K} - 1 \) Dirichlet eigenvalues equal to \( 2K \) (\( 0 < K < N \)), leaving one eigenvalue for each \( K \) that is not Dirichlet. We claim that the remaining \( 2K \)-eigenvalue of \( L(\mathcal{B}_N) \) has an eigenvector of the form \( \varphi = c_K \sum_{|y|=K} h_y \). We refer to such \( \varphi \) as the Neumann eigenvector of \( L(\mathcal{B}_N) \) with eigenvalue \( 2K \).

**Lemma 5** For each fixed \( K \) (\( 0 \leq K \leq N \)) the vector \( h_{n,K} = c_K \sum_{|y|=K} h_y \) (\( c_K \) is chosen to make \( \|h_{n,K}\| = 1 \)) is a Neumann eigenvector of \( L(\mathcal{B}_N) \). The vectors \( h_{n,K} \) are mutually orthogonal for different \( K \) and are orthogonal to the Dirichlet eigenvectors of \( L(\mathcal{B}_N) \).
Proof. Since each $h_{\gamma}$ with $|\gamma| = K$ is a 2K-eigenvector of $L(\mathcal{B}_N)$, the same holds for $\sum_{|\gamma| = K} h_{\gamma}$. Since the Hadamard vectors are orthogonal ($\langle h_{\gamma}, h_{\gamma}' \rangle = \delta_{\gamma, \gamma'}$), it follows that $\langle h_{n,K}, h_{n,K}' \rangle = 0$ if $K \neq K'$. Orthogonality between Dirichlet and Neumann eigenvectors for different $K$ follows in the same way. For the same $K$, if $\varphi = \sum_{|\gamma| = K} c_{\gamma} h_{\gamma}$ is such that $\sum_{|\gamma| = K} c_{\gamma} = 0$ then
\[
\langle \varphi, h_{n,K} \rangle = c_K \sum_{|\gamma| = |\gamma'| = K} c_{\gamma} \langle h_{\gamma}, h_{\gamma}' \rangle = c_K \sum_{|\gamma| = |\gamma'| = K} c_{\gamma} \delta_{\gamma, \gamma'} = c_K \sum_{|\gamma| = K} c_{\gamma} = 0.
\]
This proves that $h_{n,K}$ is orthogonal to any Dirichlet eigenvector and completes the proof of the Lemma.

Concatenating 2K-Dirichlet eigenvectors supported on $\mathcal{B}_N^k$, $k = 0, \ldots, m - 1$ results in a 2K-eigenvalue of $L(\mathcal{B}_N + C_m)$. Remaining eigenvectors of $L(\mathcal{B}_N + C_m)$ are formed by joining elements of Neumann eigenspaces on the $\mathcal{B}_N^k$ in such a way that the resulting vertex function on $\mathcal{B}_N + C_m$ is a global eigenvector of $L(\mathcal{B}_N + C_m)$. We do this by leveraging the exponential structure of eigenvectors of $L(C_m)$ to define augmented Laplacian operators on $\mathcal{B}_N$ whose eigenvectors can be concatenated to form eigenvectors of $L(\mathcal{B}_N + C_m)$.

For $\alpha \in \mathbb{C} \setminus 0$, define a corner matrix $C_{\alpha}$ of size $2^N \times 2^N$ such that
\[
C_{\alpha}(1, 1) = 1 = C_{\alpha}(2^N, 2^N), \quad C_{\alpha}(1, 2^N) = -\frac{1}{\alpha}, \quad \text{and} \quad C_{\alpha}(2^N, 1) = -\alpha
\]
and $C_{\alpha}(i, j) = 0$ otherwise. $C_{\alpha}$ has a single eigenvalue equal to two and all other eigenvalues equal to zero. Recall that we use lexicographic ordering on $\mathcal{B}_N$ so that for a $2^N \times 2^N$ matrix $A$ acting on $\ell^2(\mathcal{B}_N)$ and vertex function $f$, the first column of $Af$ is $f(0)$ times the first column of $A$ and the last column of $Af$ is $f(1)$ times the last column of $A$. Therefore, $C_{\alpha} f$ is the vector whose first entry is $f(0) - f(1)/\alpha$, whose last entry is $f(1) - \alpha f(0)$, and whose other entries are equal to zero. We now assume that $|\alpha| = 1$ and define the augmented Laplacian
\[
L_{\alpha}(\mathcal{B}_N) = L(\mathcal{B}_N) + C_{\alpha}.
\]
At any insulated vertex $v \in V(\mathcal{B}_N)$, $(L_{\alpha} f)(v) = (L f)(v)$ ($L = L(\mathcal{B}_N)$). In particular, any 2K-Dirichlet eigenvector of $L$ is also a 2K-eigenvector of $L_{\alpha}$. On the other hand, $(L_{\alpha} f)(0) = (L f)(0) + f(0) - f(1)/\alpha$ and $(L_{\alpha} f)(1) = (L f)(1) + f(1) - \alpha f(0)$. The non-Dirichlet eigenvectors of $L_{\alpha}$ can be regarded as perturbations of the Neumann eigenvectors of $L$. Since the norm of $C_{\alpha}$ is two and since the output vectors of $C_{\alpha}$ are zero in all but the first and last rows, whereas the Neumann eigenvectors are nonzero in all rows, the norm of $C_{\alpha}$ on the Neumann subspace of $\ell^2(\mathcal{B}_N)$ is strictly smaller than two, and each non-Dirichlet eigenvector of $L_{\alpha}$ can be regarded as a nonnegative perturbation of the Neumann eigenvector of $L$ having the closest eigenvalue. We summarize this analysis of Dirichlet and Neumann-type eigenvectors of $L_{\alpha}(\mathcal{B}_N)$ as follows.

Lemma 6 Let $|\alpha| = 1$. The operator $L_{\alpha}(\mathcal{B}_N)$ has a complete set of eigenvectors of the following form: (i) $h$ is a Dirichlet eigenvector of $L(\mathcal{B}_N)$ (with the same eigenvalue), or (ii) $h = \sum_{k=0}^N c_k(\alpha) h_{n,k}$. There are $N + 1$ mutually orthogonal eigenvectors of $L_{\alpha}(\mathcal{B}_N)$ of the second type.

Proof. The different eigenvectors of type (ii) have eigenvalue $2K + \epsilon_K$ ($\epsilon_K \in (0, 2)$) for different $K \in \{0, \ldots, N\}$ and are therefore mutually orthogonal. $\blacksquare$
Augmented Laplacians and eigenvectors of $L(\mathcal{B}_N + C_m)$ The eigenvectors of $L(C_m)$ are $E_v = \{e^{2\pi i \nu k/m}/\sqrt{m}\}_{k=0}^{m-1}$. For $f \in l^2(\mathcal{B}_N + C_m)$ one has

$$(L(\mathcal{B}_N + C_m)f)(v_0^k) = (L(\mathcal{B}_N)f)(v_0^k) + [f(v_0^k) - f(v_1^{k-1})]$$

and similarly

$$(L(\mathcal{B}_N + C_m)f)(v_1^k) = (L(\mathcal{B}_N)f)(v_1^k) + [f(v_1^k) - f(v_0^{k+1})],$$

while $(L(\mathcal{B}_N + C_m)f)(v) = (L(\mathcal{B}_N)f)(v)$ for any insulated vertex $v \in V(\mathcal{B}_N^k)$. Suppose now that the sample vectors $\{f(v_0^k)\}_{k=0}^{m-1}$ and $\{f(v_1^k)\}_{k=0}^{m-1}$ form eigenvectors of $L(C_m)$. Then there is a value $\nu \in \{0, \ldots, m-1\}$ such that $f(v_0^k) = e^{2\pi i \nu k/m} f(v_0^k)$. Assume that, for the same $\nu$, we also have $f(v_1^k) = e^{2\pi i \nu k/m} f(v_1^{k-1})$. In this event, for $\alpha = e^{2\pi i \nu k/m}$ one then has

$$(L(\mathcal{B}_N + C_m)f)(v_0^k) = (L(\mathcal{B}_N)f)(v_0^k) + [f(v_0^k) - e^{2\pi i \nu k/m} f(v_1^k)] = L_\alpha(\mathcal{B}_N)f)(v_0^k)$$

and similarly

$$(L(\mathcal{B}_N + C_m)f)(v_1^k) = (L(\mathcal{B}_N)f)(v_1^k) + [f(v_1^k) - e^{2\pi i \nu k/m} f(v_1^k)] = L_\alpha(\mathcal{B}_N)f)(v_1^k).$$

Suppose now that the restriction of $\varphi$ to $\mathcal{B}_N^0$ is an eigenvector of $L_\alpha(\mathcal{B}_N)$ where $\alpha = e^{2\pi i \nu k/m}$, in other words, this restriction has the form $t_0 f$ where $f$ is an eigenvector of $L_\alpha(\mathcal{B}_N)$, and suppose that the restriction of $\varphi$ to $\mathcal{B}_N^k$ is equal to $e^{2\pi i \nu k/m} t_0 f$ for the same $f$, for each $k = 0, \ldots, m$. We conclude from the observations above then that $\varphi$ is an eigenvector of $L(\mathcal{B}_N + C_m)$ whose eigenvalue is equal to the $L_\alpha(\mathcal{B}_N)$-eigenvalue of $f$ for $\alpha = e^{2\pi i \nu k/m}$. We can use Lem. 6 to describe a complete family of eigenvectors of $L(\mathcal{B}_N + C_m)$ as follows.

**Theorem 7** The eigenvectors $\varphi$ of $L(\mathcal{B}_N + C_m)$ have one of the following types:

(i) Dirichlet type: $\varphi$ is supported in $\mathcal{B}_N^k$ for some $k \in \mathbb{Z}_m$ and is a Dirichlet 2K-eigenvector of $L(\mathcal{B}_N^k)$ for a fixed value of $K \in \{0, 1, \ldots, N\}$, or

(ii) Neumann type: the sample vectors $\{\varphi(v_0^k)\}$ and $\{\varphi(v_1^k)\}$, $k = 0, \ldots, m-1$, are eigenvectors of $L(C_m)$ and the restriction of $\varphi$ to $\mathcal{B}_N^k$ is an eigenvector of $L_\alpha(\mathcal{B}_N^k)$, $\alpha = e^{2\pi i \nu k/m}$ for a fixed $\nu \in \mathbb{Z}_m$.

The number of linearly independent 2K-eigenvectors of Dirichlet type is $m (\binom{N}{k} - 1)$ for each $K = 0, \ldots, N$ and the number of linearly independent eigenvectors of Neumann type is $m(N+1)$, with values indexed by $K$ and $\nu$. Together, the linearly independent sets of eigenvectors of Dirichlet or Neumann type form a complete set of $m2^N$ eigenvectors of $L(\mathcal{B}_N + C_m)$.

It is worth mentioning that for each group $K = 0, \ldots, N$ there is a collection of $m$ eigenvectors of Neumann type whose eigenvalues are of the form $2\pi i \nu k/m$ for $\nu k \in (0, 2)$, see Fig. 2. These eigenvectors have the form $\sum_{k=0}^{N} c_k(\alpha) h_{n,k}^k$ on $\mathcal{B}_N^k$.

**of Thm. 7** By Lem. 6 there are $\binom{N}{K} - 1$ linearly independent Dirichlet 2K-eigenvectors of $L(\mathcal{B}_N)$. Since images $t_k \varphi$ of such eigenvectors for different $k$ have disjoint supports and since $(L(\mathcal{B}_N + C_m) t_k \varphi) = t_k (L(\mathcal{B}_N) \varphi) \varphi$ for a Dirichlet eigenvector, it follows that there are $m(\binom{N}{K} - 1)$ linearly independent eigenvectors of Dirichlet type. The total number of linearly independent eigenvectors of Dirichlet type is $\sum_{K=0}^{N} m(\binom{N}{K} - 1) = m(2^N - N - 1)$.
The analysis above shows that if $\varphi$ is an eigenvector of $L_{\alpha}(B^k_N)$ of norm one with $\alpha = e^{2\pi i v/m}$ then the vector whose values on $B^k_N$ are of the form $e^{2\pi i v k/m} 1_k \varphi$ are eigenvectors of $L(B^k_N + C_m)$. By Lem. 6 there are $N + 1$ linearly independent Neumann-type eigenvectors of $L_{\alpha}(B^k_N)$ for each such $\alpha$ and, when $\varphi_0, \ldots, \varphi_N$ is a linearly independent set of such vectors, the corresponding eigenvectors $e^{2\pi i v k/m} 1_k \varphi_j$ also form a linearly independent set of $m(N + 1)$ Neumann-type elements of $\ell^2(B^k_N + C_m)$. Since Dirichlet and Neumann type eigenvectors are linearly independent, adding the total numbers of eigenvectors of each type one obtains a collection of $m2^N = \dim(\ell^2(B^k_N + C_m))$ eigenvectors. Therefore these eigenvectors are complete in $\ell^2(B^k_N + C_m)$. \n
\section{Band limiting and block limiting on $B^k_N + C_m$}

On $B^k_N + C_m$ let $P_{\Omega}$ denote the operator that projects $f \in \ell^2(B^k_N + C_m)$ onto the span of the eigenvectors of $L(B^k_N + C_m)$ having eigenvalue at most $\Omega$ and let $Q$ denote the operator that truncates $f \in \ell^2(B^k_N + C_m)$ to $B^0_N$ by multiplying by zero outside $B^0_N$. Since $P_{\Omega}$ and $Q$ are orthogonal projections, the norm of $P_{\Omega}Q$ is at most one. Since any Dirichlet eigenvector of $L(B^0_N)$ having eigenvalue at most $\Omega$ is in the range of $P_{\Omega}$, there are nontrivial unit eigenvectors of $P_{\Omega}Q$ when $\Omega \geq 2$. Contrast this to the case of the real line where eigenvalues of the corresponding iterated project operator $P_{\Omega}(\mathbb{R})Q(\mathbb{R})$—where $P_{\Omega}(\mathbb{R})$ bandlimits elements of $L^2(\mathbb{R})$ to $[-\Omega, \Omega]$ and $Q(\mathbb{R})$ truncates elements of $L^2(\mathbb{R})$ to $[-1, 1]$—has all eigenvalues strictly smaller than one. On the other hand, if $f \in \text{PW}_{\Omega}(B^k_N + C_m)$ is in the span of the Neumann-type eigenvectors of $L(B^k_N + C_m)$ identified in Thm. 7 then $f$ is not supported in $B^0_N$ so, if it is an eigenvector of $P_{\Omega}Q$, then the eigenvalue is strictly smaller than one.

The analysis in Thm. 7 indicates that the dimension of $\text{PW}_{2K}$ is equal to

$$m \sum_{k=0}^{K} \left( \begin{array}{c} N \\ k \end{array} \right) - 1 + m \sum_{k=0}^{K-1} 1 = m \left( -1 + \sum_{k=0}^{K} \left( \begin{array}{c} N \\ k \end{array} \right) \right) = m(\dim K - 1)$$

where $\dim K = \sum_{k=0}^{K} \left( \begin{array}{c} N \\ k \end{array} \right)$ is the volume of the $K$-ball in $B^0_N$. The first terms in \ref{eq:5} come from Dirichlet eigenvectors that are perfectly localized on $B^k_N$ for each $k = 0, \ldots, m - 1$. Those localized on $B^0_N$ are also eigenvectors of $PQ$ having eigenvalue equal to one. Thus $PQ$ has $\sum_{k=0}^{K} \left( \begin{array}{c} N \\ k \end{array} \right) - 1$ eigenvalues equal to one. The second terms in \ref{eq:5} correspond to Neumann-type eigenvectors whose norms are equally distributed over all blocks $B^k_N$. The example below suggests that there should be $K$ Neumann-type eigenvalues of $PQ$ that are \emph{close to one}, see Conj. 8 whose proof requires showing that there are $K$ Neumann-type eigenvalues of $PQ$ larger than $1/2$. In turn, it requires proving that the vector consisting of the samples $\{\varphi(v^k)\}$ where $v^k$ is the $B^k_N$-representative of fixed $v \in B_M$, is nearly cardinal for the corresponding eigenvectors $\varphi$, with the zero-block value equal to at least half the $\ell^2$-norm of the sample vector.

The conjecture implies that when $\Omega = 2K \in 2\mathbb{N}$, there exists a basis of eigenvectors $\psi$ of $PQ$ for $\text{PW}_{2K}(B^k_N + C_m)$, most of whose eigenvalues are equal to one, and the rest having eigenvalues close to one. By associating an operator $PQ^{(k)}$ to each separate cluster $B^k_N$ then, the conjecture implies that there is a basis of $\text{PW}_{2K}(B^k_N + C_m)$ of vectors that are either perfectly or predominantly localized on a single cluster. For such a basis one will have inequalities of
the form
\[ \mu_K \|Q^{(k)}f\| \leq \sum_{j=1}^{\dim_K-1} |\langle Q^{(k)}f, \psi_{j,k} \rangle|^2 \leq \|Q^{(k)}f\|^2, \quad f \in \mathrm{PW}_{2K} \] (6)
uniformly in the block parameter \( k \), where \( \mu_K \) is the minimum eigenvalue of the Neumann-type eigenvectors of \( PQ \).

We compare these observations with Thm. 8, which identifies one measurement per cluster to provide a sampling criterion for \( \mathrm{PW}_\Omega \) on a generic graph \( G \), but requiring \( \Omega \) to be sufficiently small. While graphs \( \mathcal{B}_N \vdash C_m \) form an extremely specific family of graphs, a consequence of (5) is that on each block \( \mathcal{B}^k_N \) there is an orthonormal family of measurement vectors \( \psi_{j,k} \) in \( \mathrm{PW}_{2K} \) that are also orthogonal on \( \mathcal{B}^k_N \), such that \( \dim_K - (K + 1) \) of the vectors are fully supported in \( \mathcal{B}^k_N \), while the remaining \( K \) vectors are concentrated in \( \mathcal{B}^k_N \), and such that most of the \( \ell^2 \)-norm of \( f \in \mathrm{PW}_{2K} \) on \( \mathcal{B}^k_N \) is accounted for by the measurements \( \langle Q^{(k)}f, \psi_{j,k} \rangle \). In the specific case outlined in Sect. 3.3 the value of \( \mu_K \) in (6) is much larger than 1/2.

To describe the measurement vectors \( \psi_{j,k} \) we introduce the notation \( f \mapsto g \) for vertex functions \( f \) and \( g \) defined on \( C_m \) and \( \mathcal{B}_N \) respectively, to denote the function defined on \( \mathcal{B}_N \vdash C \) that takes the value \( f(k) \cdot g(v) \) at the image of \( v \) in \( \mathcal{B}^k_N \). Neumann type eigenvectors on \( L(\mathcal{B}_N \vdash C_m) \) described in Thm. 7 have the form
\[ E_v \mapsto \sum_{k=0}^{N} c_k(\alpha, K) h_{n,k} \equiv E_v \mapsto \varphi_{v,K,n} \] (7)
where \( \{h_{n,k}\}_{k=0}^{N} \) forms an ONB for the Neumann eigenvectors of \( L(\mathcal{B}_N) \) and \( \varphi_{v,K,n} = \sum_{k=0}^{N} c_k(\alpha, K) \varphi_{n,k} \) is an eigenvector of \( L_\alpha(\mathcal{B}_N) \) with \( \alpha = e^{2\pi i \nu/m} \) as described in Thm. 7. The index \( K \) in (7) indexes the \( L(\mathcal{B}_N \vdash C_m) \)-eigenvalue of \( E_v \mapsto \varphi_{v,K,n} \); as suggested by Thm. 7 for each \( K \in \{0, \ldots, N\} \), and each \( v \), there is a unique Neumann-type \( L(\mathcal{B}_N \vdash C_m) \)-eigenvalue \( 2K + \epsilon_v \) with \( \epsilon_v \in (0, 2) \) corresponding to the unique \( L_\alpha(\mathcal{B}_N) \)-eigenvalue of the form \( 2K + \epsilon \). Neumann-type eigenvectors of \( PQ \) then have the form
\[ \psi_{v,K,n} = \sum_{\nu} \sum_{k=0}^{K-1} \beta_{\nu,k} E_v \mapsto \varphi_{v,K,n} = \sum_{\nu} E_v \mapsto \sum_{k=0}^{K-1} \beta_{\nu,k} \varphi_{v,K,n} \equiv \sum_{\nu} E_v \mapsto \psi_{v,K} \]
where \( P \) is the orthogonal projection onto \( \mathrm{PW}_{2K}(\mathcal{B}_N \vdash C_m) \). Observe that in this case the \( \mathcal{B}_N \vdash C_m \) Neumann-type components \( \varphi_{v,K,n} \) contributing to \( \psi_{v,K,n} \) themselves lie in \( \mathrm{PW}_{2K}(\mathcal{B}_N \vdash C_m) \).

**Conjecture 8** Let \( 0 < K < N \) and let \( P, Q \) be defined as above. There are \( \dim_K - 1 \) eigenvalues of \( PQ \) larger than 1/2, including \( \dim_K - (K + 1) \) eigenvalues equal to one and another \( K \) eigenvalues in \((1/2, 1)\). The cyclic shifts of the corresponding eigenvectors are linearly independent in \( \ell^2(\mathcal{B}_N \vdash C_m) \). Therefore, these vectors form a basis for \( \mathrm{PW}_{2K} \) which has dimension \( m(\dim_K - 1) \).

That the Neumann-type \( PQ \) eigenvectors should have eigenvalues larger than 1/2 would rely on a sort of uniform cardinality property of the sequences of \( 2^N \)th samples of \( \psi_{v,k,n} = \sum_{\nu} E_v \mapsto \psi_{v,K} \), see Fig. 5 for the case \( N = 7, m = 21 \).
Figure 2: First 620 eigenvalues of $L(\mathcal{B}_7 \rhd C_{21})$

Figure 3: Eigenvalues of $PQ$ on $\mathcal{B}_7 \rhd C_{21}$. First 60 eigenvalues equal one, corresponding to Dirichlet eigenvectors of $L(\mathcal{B}_7)$
Figure 4: Eigenvectors of $PQ$ on $B_7 \triangleright C_{21}$ corresponding to eigenvalue indices 32, 62 and 64 whose respective $PQ$ eigenvalues are $1$, $0.9982$ and $0.0148$. The first three cycle lengths $(3 \cdot 128)$ are plotted on the left. Their Fourier coefficients are plotted on the right. Eigenvector 32 has its Fourier support in the Dirichlet eigenvalues while the other eigenvectors have their Fourier supports in the Neumann-type eigenvalues.

Figure 5: Sample values of eigenvectors of $PQ$ on $B_7 \triangleright C_{21}$ corresponding to eigenvalue indices 61–64. Each group plots the set of sample values $\varphi_{\nu}(k + 128 \cdot \ell), \ell = 0, \ldots, 20, k = 1, \ldots, 128$ cyclically shifted by a fixed amount for each $\nu = 61$ (left) to $\nu = 64$ (right). The samples are essentially cardinal (peak at the center and zeros elsewhere) for $\nu = 61$ and become less cardinal to the point of containing an oscillation for $\nu = 64$. 
3.3 Specific case \( N = 7, K = 3, m = 21 \) of \( \mathcal{B}_N \oplus C_m \)

When \( m = 21, N = 7 \) and \( K = 3 \) there are \( m(\dim_K - 1) = 21 \cdot (-1 + \sum_{k=0}^{3} (k)) = 21 \cdot 63 = 1323 \) eigenvalues of \( L(\mathcal{B}_N \oplus C_m) \) with value at most \( 6 \). Most of these come from the \( 21((\binom{7}{0} + \binom{7}{2} + \binom{7}{3}) - 3) = 21 \cdot 60 \) Dirichlet eigenvalues of \( L(\mathcal{B}_7 \oplus C_{21}) \) for \( K = 0, \ldots, 3 \). As shown in Fig. 2, the zero eigenvalue and groups of \( m((\binom{7}{0} - 1) = 21((\binom{7}{7} - 1) \) Dirichlet eigenvalues equal to \( 2k \) are punctuated by transition intervals of length \( 21 \) between the eigenvalues \( 2k \) and \( 2(k + 1) \) \( (k = 0, \ldots, 2) \). The eigenvalues of \( PQ \), where \( P \) is the projection onto \( \text{PW}_6 \), are plotted in Fig. 3. There are \( 60 \) Dirichlet eigenvalues of \( PQ \) equal to one, and three additional eigenvalues close to one. Typical eigenvectors for the eigenvalues equal to one, close to one, and close to zero, and their graph Fourier transforms, are plotted in Fig. 4. The eigenvalues close to one have eigenvectors whose samples \( \varphi(v^k) \), where \( v^k \in \mathcal{B}_N^k \) correspond to fixed \( v \in \mathcal{B}_N \), are nearly cardinal. These samples are plotted in Fig. 5.

The matrix whose columns are cyclic shifts of the Neumann-type \( PQ \)-eigenvectors numerically has full rank. Since these shifts are orthogonal to corresponding shifts of Dirichlet eigenvectors of \( PQ \), together these shifts form a basis for \( \text{PW}_6 \).

4 Example 2: Sampling on the Cartesian product of a cube and a cycle

![Diagram of \( \mathcal{B}_2 \oplus C_3 \)](image)

Figure 6: Graphic representation of \( \mathcal{B}_2 \oplus C_3 \)

In the Cartesian product \( \mathcal{B}_N \oplus C_m \) of a cube and a cycle, each copy of the cube can be regarded as a cluster (to which we refer as a \( \mathcal{B}_N \) slice). In contrast to the graphs formed by substituting cubes for vertices of a cycle, in the Cartesian product with a cycle, each vertex in a single cluster is connected to a vertex in each of two adjacent clusters, see Fig. 6. This prohibits Dirichlet eigenvectors of the Laplacian \( L(\mathcal{B}_N \oplus C_m) \). Nonetheless, \( \mathcal{B}_N \oplus C_m \) is \((N + 2)\)-regular with \( N \) neighbors coming from inside a cluster, so if \( N \) is large then most of the degree of each vertex is associated with neighbors within the cluster.

The eigenvalues of \( \mathcal{B}_N \oplus C_m \) are sums of eigenvalues of \( \mathcal{B}_N \) and of \( C_m \), thus have the form \( 2k_1 + 4 \sin^2(\pi k_2 / m) \), \( 0 \leq k_1 \leq N \), \( 0 \leq k_2 < m \). Suppose that \( K \geq 3 \). Since the
eigenvalues of $C_m$ are at most four, the $B_N \square C_m$-Laplacian eigenvalues that are less than or equal to $2K$ are sums of the form (i) a $B_N$-eigenvalue at most $2(K - 2)$ plus any $C_m$-eigenvalue; (ii) a $B_N$-eigenvalue at most $2(K - 1)$ plus any $C_m$-eigenvalue with value at most two, or (iii) a $B_N$-eigenvalue equal to $2K$ plus the zero eigenvalue of $C_m$. The $B_N \square C_m$-eigenvectors are tensor products of $B_N$-eigenvectors and $C_m$-eigenvectors of the corresponding types, whose eigenvalues add to at most $2K$. Formally, letting $\Lambda_\nu(G)$ denote the $\Lambda_\nu$-eigenspace of $L(G)$, we can write

$$\text{PW}_{2K} (B_N \square C_m) = \left[ \text{PW}_{2K-4} (B_N) \otimes \ell^2 (C_m) \right] \oplus \left[ \Lambda_{2K-2} (B_N) \otimes \text{PW}_2 (C_m) \right] \oplus \left[ \Lambda_{2K} (B_N) \otimes \Lambda_0 (C_m) \right]. \quad (8)$$

The dimension of the space $\text{PW}_{2K} (B_N \square C_m)$ is equal to the number of elements of a basis for $\text{PW}_{2K}$. In the next few paragraphs we count the dimensions of the three components in (8), and discuss the behavior of the operator $PQ$ that truncates a $B_N$ slice then bandlimits. Specifically, let $Q$ denote the operator that truncates a vertex function $f$ to the zero slice $B_N \square \{0\}$ of $B_N \square C_m$. That is, $(Qf)(v) = f(v)$ if $v = (u, 0)$ for some vertex $u$ of $B_N$, and $(Qf)(v) = 0$, otherwise. For a fixed $K \in \{1, \ldots, N - 1\}$, let $P$ denote the operator that bandlimits $f$ to $\text{PW}_{2K}$. That is, $Pf = \sum_{\ell \leq 2K} \sum_{j=1}^{\dim \Lambda_\ell} \langle f, h_{\nu,j} \rangle h_{\nu,j}$, where $\{h_{\nu,j}\}_{j=1}^{\dim \Lambda_\nu}$ is an orthonormal basis of eigenvectors of the $\Lambda_\nu$-eigenspace $\Lambda_\nu$ of $L(B_N \square C_m)$.

Since $L(C_m)$ has norm at most four, $\text{PW}_4(C_m) = \ell^2 (C_m)$. In particular, the delta function $\delta(\ell)$ on $C_m$ is in $\text{PW}_4(C_m)$. It follows that if a vertex function $f \in \text{PW}_{2K-4}$ is supported in the zero-$B_N$ slice of $B_N \square C_m$ then $PQf = f$. The space $\text{PW}_{2K-4}(B_N)$ has dimension $\dim_{K-2} = \sum_{k=0}^{K-2} \binom{N}{k}$. Since each $B_N$ slice contributes such a subspace of $\text{PW}_{2K}(B_N \square C_m)$, the component $\text{PW}_{2K-4}(B_N) \otimes \ell^2 (C_m)$ of $\text{PW}_{2K}(B_N \square C_m)$ in (8) has dimension $m(\dim_{K-2})$.

Next, consider the component $\Lambda_{2(K-1)}(B_N) \otimes \text{PW}_2(C_m)$ of $\text{PW}_{2K}(B_N \square C_m)$. For explicit calculations below we assume that $m$ has the form $4m' + 1$, but the stated results hold for other values of $m$. The factor $\text{PW}_2(C_m)$ has a basis of exponentials $\{e^{2\pi ik \ell/m}\}$ such that $|k \mod m| \leq [m/4]$. There are $[(m + 1)/2]$ such terms. Thus the space generated by corresponding tensor products has dimension $\lfloor (m + 1)/2 \rfloor \binom{N}{K-1}$.

Consider eigenvectors of $PQ$ that lie in this component. Those having the largest possible eigenvalue of $PQ$ are products of elements of $\Lambda_{2(K-1)}(B_N)$ and elements of $\text{PW}_2(C_m)$ having the largest possible value at zero. This value is that of the unit-normalized Dirichlet kernel defining $\text{PW}_2(C_m)$ by convolution in $\ell^2(C_m)$. Since $\{e^{2\pi ik \ell/m}\}_{\ell=0}^{m-1}$ has $L(C_m)$-eigenvalue $4 \sin^2(\pi k/m)$, the finite Dirichlet kernel

$$D_n(\ell) = \sum_{k=-n}^{n} e^{2\pi ik \ell/m} = \frac{\sin(2\pi(n + 1/2)\ell/m)}{\sin(\pi \ell/m)}$$

lies in $\text{PW}_2(C_m)$ provided that $n \leq [m/4]$. The $\ell^2(C_m)$-norm of $D_n$ is $m(2n + 1)$, so $\tilde{D}_n = D_n/\sqrt{m(2n + 1)}$ has unit norm and $\tilde{D}_n(0) = \sqrt{(2n + 1)/m}$. When $n = m' = (m - 1)/4$, one has $\tilde{D}_n \in \text{PW}_2(C_m)$ and $\tilde{D}_n(0) = \sqrt{1/2 + 1/(2m)}$. If $f(u, \ell) = \psi(u)\tilde{D}_m(\ell)$ is in the $(2K - 2)$-eigenspace of the $B_N$-Laplacian on $B_N \square \{0\}$, then $f \in \text{PW}_{2K}$ and $PQ(\tilde{D}_m \psi) = P_{2, \square C_m}(\delta_0, \ell)\tilde{D}_m(\ell)P_{2K-2, B_N} \psi(u) = \tilde{D}_m(0)\tilde{D}_m(\ell)\psi(u) = \tilde{D}_m(0)f$ where $\tilde{D}_m(0) = \sqrt{1/2 + 1/(2m)}$. and $P_{\lambda, G}$ denotes the projection of $\ell^2(G)$ onto $\text{PW}_f(G)$. The space of such $f$ has dimension
The subspace of $\ell^2(C_m)$ spanned by the cyclic shifts $D_n(\cdot - \ell)$ has dimension $2n + 1$ when $n \leq \lfloor (m - 1)/2 \rfloor$. To see this, observe that the Fourier transform of $D_n(\cdot - k)$ is $e^{-2\pi i \xi k/m} D_n(\xi) = e^{-2\pi i \xi k/m} \sum_{l \mod m \leq n} (\xi^l)$. Since $2n + 1 \leq m$, the span of the truncated exponentials $\{e^{-2\pi i \xi k/m} \sum_{l \mod m \leq n} (\xi^l)\}_k$ has dimension at most $2n + 1$ and so the same holds for the shifts $D_n(\cdot - k)$. In the case $n = (m - 1)/4$, $2n' + 1 = \lfloor (m + 1)/2 \rfloor$. The space generated by the cyclic shifts $\{D_{n'}(\cdot - \ell)\psi(\ell) : \psi \in \Lambda_2(K-1)(B_N)\}$ then has dimension $\lfloor (m + 1)/2 \rfloor (N_{K-1})$.

Finally, if the restriction of $f$ to $B_N \sqcap \{0\}$ is in the $2K$-eigenspace $\Lambda_2K$ of the $B_N$-Laplacian then the only way in which $f$ itself can lie in $PW_{2K}$ is if $f$ is the tensor product of its zero slice with the constant function equal to one on $C_m$: $f(u, \ell) = c \mathbb{1}_{C_m}(\ell)\psi(u)$. The space of such functions has dimension $(N_K)$. In this case, $PQf = P(\delta_0,\ell)f = cP_0,\psi(\ell)P_{2K,B_N}\psi = c\frac{1}{\sqrt{m}}\psi(u) = \frac{1}{\sqrt{m}}f$.

According to (8), combining bases for $PW_{2(K-2)}(B_N) \otimes \ell^2(C_m)$, for $\Lambda_2K-2(B_N) \otimes PW_2(C_m)$, and for $\Lambda_2K(B_N) \otimes PW_0(C_m)$, produces a basis for $PW_{2K}$. Its dimension is thus $m(\sum_{K=0}^{K-2}(N_K) + \lfloor (m + 1)/2 \rfloor (N_{K-1}) + (N_K)$. We collect the observations above.

**Theorem 9** For $0 < K < N$ the space $PW_{2K}(B_N \sqcap \{0\})$ is the orthogonal direct sum of the spaces (i) $PW_{2K-4}(B_N) \otimes \ell^2(C_m)$, (ii) $\Lambda_2K-2(B_N) \otimes PW_2(C_m)$, and (iii) $\Lambda_2K(B_N) \otimes \Lambda_0(C_m)$. One has the following:

1. The space $PW_{2K-4}(B_N) \otimes \ell^2(C_m)$ has dimension $m^2\sum_{K=0}^{K-2}(N_K)$. An orthonormal basis for this space consists of cyclic shifts of the vectors $\delta_0(\ell)\psi,\nu(\ell)$ where $\{\psi,\nu\}$ is an ONB for $\Lambda_2K(B_N)$. On the zero-$B_N$ slice, for any $f$ in this space one has
   \[ \|Qf\|^2 = \sum_{K=0}^{K-2} \left( \sum_{\nu=1}^{\dim \Lambda_2K} \langle f, \psi,\nu \rangle^2 \right). \]

2. The space $\Lambda_2K-2(B_N) \otimes PW_2(C_m)$ has dimension $\lfloor (m + 1)/2 \rfloor (N_{K-1})$ when $m$ has the form $m = 4m' + 1$. A basis of this space consists of the cyclic shifts $D_{n'}(\cdot - 2\ell)\psi_{K-1,\nu}$, $\ell = 0, \ldots, (m - 1)/2$, $\nu = 1, \ldots, \dim \Lambda_2K(K-1)$. On the zero-$B_N$ slice, for any $f$ in this space one has
   \[ \left( \frac{1}{2} + \frac{1}{2m} \right)\|Qf\|^2 = \sum_{\nu=1}^{\dim \Lambda_2K-2} \left( \sum_{\nu=1}^{\dim \Lambda_2K-2} \langle f, \psi_{K-1,\nu} \rangle^2 \right). \]

3. The space $\Lambda_2K(B_N) \otimes PW_0(C_m)$ has dimension $(N_K)$. An orthonormal basis of this space consists of $\frac{1}{\sqrt{m}}\mathbb{1}_{C_m}(\ell)\psi,\nu(\ell)$, $\nu = 1, \ldots, (N_K)$ where $\{\psi,\nu\}$ is an ONB for $\Lambda_2K(B_N)$. On the zero-$B_N$ slice, for any $f$ in this space one has
   \[ \frac{1}{m}\|Qf\|^2 = \sum_{\nu=1}^{\dim \Lambda_2K} \left( \sum_{\nu=1}^{\dim \Lambda_2K} \langle f, \psi,\nu \rangle^2 \right). \]

In contrast to the reconstruction functions $p_\nu$ in (9), the functions $Q\psi$ are not themselves in $PW_{2K}$ when $k = K-1$ or $k = K$. However, the $Q\psi,\nu$ are mutually orthogonal on $B_N \sqcap \{0\}$ and have unique extensions $\psi,\nu \in PW_{2K}$. 
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In comparison with Thm. 2, Thm. 9 identifies three separate regimes (localized on a slice, concentrated on a slice, and equally distributed over all slices)—in a very specific case, in which a graph $G$ might satisfy a Plancherel–Polya type inequality on each cluster, in each regime, but the corresponding constants $(1, 1/2 + 1/(2m))$ and $1/m$ respectively reflect the nature of the regime.

### 4.1 Specific case $N = 7, K = 3, m = 21$ of $\mathcal{B}_N \square C_m$

As we did in the case of $\mathcal{B}_N \triangle C_m$, we fix $N = 7$ and $K = 3$. The dimension of $\text{PW}_6(\mathcal{B}_7 \square C_{21})$ is

$$21 \left(\begin{array}{c} 3 \\ 0 \end{array}\right) + \left(\begin{array}{c} 3 \\ 1 \end{array}\right) + \lfloor (21 + 1)/2 \rfloor \left(\begin{array}{c} 7 \\ 2 \end{array}\right) + \left(\begin{array}{c} 7 \\ 3 \end{array}\right) = 21 \cdot 8 + 11 \cdot 21 + 35 = 434.$$

The corresponding Laplacian eigenvalues that are at most six are shown in Fig. 7. The 64 nonzero eigenvalues of $PQ$ are plotted in Fig. 8.

Consider, on the other hand, the eigenvalues of $PQ$ as described above. In the case $N = 7, K = 3$ and $m = 21$ there are 8 eigenvalues of $PQ$ equal to one, 21 equal to $1/2 + 1/42$, and 35 equal to $1/21$. The remaining eigenvalues are equal to zero.

![Figure 7: First 620 eigenvalues of $L(\mathcal{B}_7 \square C_{21})$. Eigenvalues of $L(\mathcal{B}_7 \triangle C_{21})$ are plotted (dashed) for comparison](image)

## 5 Discussion and conclusions

We have considered two simple families of graphs, $\mathcal{B}_N \triangle C_m$ and $\mathcal{B}_N \square C_m$ in which cubes $\mathcal{B}_N$ are thought of as clusters connected by a cycle. A very rough measure of clusteriness of a subgraph determined by a subset of vertices, most of whose neighbors are in the subset, is the ratio of the average number of neighbors within the cluster to the average number of neighbors in the whole graph. In the case of $\mathcal{B}_N \square C_m$ this ratio is $N/(N + 2)$ whereas in the case of $\mathcal{B}_N \triangle C_m$ the ratio is $(N2^N/(N2^N + 2) = N/(N + 2^{1-N})$, which is much closer to one.
Figure 8: Eigenvalues of $PQ$ on $B_7 \square C_{21}$. Corresponding eigenvalues of $PQ$ on $B_7 \uplus C_{21}$ are plotted (dashed) for comparison.

Figure 9: Eigenvectors of $PQ$ on $B_7 \square C_{21}$ corresponding to eigenvalue indices 1 (top), 11 and 30 (bottom) whose respective eigenvalues are 1, $1/2 + 1/42$ and $1/21$. The first three block lengths ($3 \times 128$) are plotted. The bottom eigenvector is periodic of period 128.
In the case of $B_N + C_m$, a majority of Laplacian eigenvectors are completely supported in a cluster. This allows for effective sampling inequalities in Paley–Wiener spaces in which samples are inner products with eigenvectors of spatio–spectral limiting $PQ$-operators.

In the case of $B_N \Box C_m$ there are three regimes: one in which eigenvectors of $PQ$ are completely localized in clusters, a second in which more than half of the energy of eigenvectors of $PQ$ is concentrated in a cluster, and one in which the corresponding eigenvectors of $PQ$ are equally spread over the full graph. (One could avoid this third regime by limiting the spectrum to Laplacian eigenvalues strictly smaller than $2K$ for some $K$.)

The measurement vectors in Thm. 9, which have the form $Q\psi$ for eigenvectors of $PQ$, thus are not all themselves in the Paley–Wiener space as they are in $\mathbb{R}$, but as localizations of eigenvectors of $PQ$, they are mutually orthogonal on the cluster.

We acknowledge that $B_N + C_m$ and $B_N \Box C_m$ are far from being graphs that occur in real networks. However, the three regimes governing concentration of elements of Paley–Wiener spaces on clusters in the example of $B_N \Box C_m$ should be a feature in graphs whose clusters have induced Laplacian eigenvalues that are separated in magnitude on the order of the norm of the skeleton graph in which each cluster is compressed down to a single vertex.

**Appendix: PQ on a finite abelian group and spectral accumulation**

In Sect. 2.1 it was observed that generalized sampling expansions involve expansion of the exponential Fourier kernel $e^{2\pi i \ell l}$ in terms of inversion of a matrix with entries indexed by Fourier transforms of sampling convolvers $\mathbb{R}$. The particular case when these convolvers are eigenfunctions of time and band limiting that we outlined in Sect. 2.1 has an analogous version in the more general setting of locally compact abelian groups, and we outline the case of finite abelian groups here.

Let $G$ be a finite abelian group. By the fundamental theorem of finite abelian groups, $G$ is a product $\prod_{\ell=1}^{N} \mathbb{Z}_{m_{\ell}}$ of cycles of lengths that divide the order $|G|$ of $G$. A Fourier basis consists of tensor products of normalized exponential vectors $\{e^{2\pi i k' \ell / m_{\ell}} / \sqrt{m_{\ell}}\}_{\ell=0}^{m_{\ell}-1}$ indexed by $k' = 0, \ldots, m_{\ell} - 1$. The Fourier transform elements form a dual group $\hat{G}$ under componentwise multiplication. $\hat{G}$ and $G$ are isomorphic. We make use of these facts to establish a spectral accumulation property of spatio–spectral localization operators on $G$ (see $\mathbb{R}$ for the case on $\mathbb{R}$, which is a well-known). In what follow we assume indexings of the vertex elements $s \in G$ and $\sigma \in \hat{G}$. We denote by $F(s, \sigma)$ the matrix of the Fourier transform of $G$ with respect to these indexings such that the columns (fixed $\sigma$) are pairwise orthonormal: $FF^* = \text{I}_{|G|}$. Since the entries are products of normalized exponentials, $|F(s, \sigma)|^2 = 1/|G|$.

Suppose that $S$ and $\Sigma$ are symmetric subsets of $G$, $\hat{G}$ (e.g., $S = -S$). Let $P$ be the orthogonal projection onto the span of the vectors $\{F(\cdot, \sigma) : \sigma \in \Sigma\}$ and let $Q$ be pointwise multiplication by the characteristic function of $S$. Then $PQ$ is self-adjoint and has rank equal to $|\Sigma|$ if $|S| \geq |\Sigma|$. Let $\mu_1 \geq \mu_2 \geq \cdots \geq \mu_{|\Sigma|}$ be an ordering of the nonzero eigenvalues $PQ$ with corresponding eigenfunctions $\varphi_{\mu}$ so that (by Mercer’s theorem) $K(s, t) = \sum_{\mu=1}^{\Sigma} \varphi_{\mu}(s)\varphi_{\mu}(t)$ is the kernel of
For each \( \sigma \in \Sigma \) one has

\[
F(s, \sigma) = \sum_{\nu} \langle F(\cdot, \sigma), \varphi_{\nu} \rangle \varphi_{\nu}(s) = \sum_{\nu} \mu_{\nu} \langle F(\cdot, \sigma), Q \varphi_{\nu} \rangle \varphi_{\nu}(s)
\]

since \( PQ \varphi_{\nu} = \mu_{\nu} \varphi_{\nu} \) and \( F(\cdot, \sigma)PQ \varphi_{\nu} = F(\cdot, \sigma)Q \varphi_{\nu} \) for \( \sigma \in \Sigma \).

Therefore,

\[
\sum_{\nu} \mu_{\nu} |F \varphi_{\nu}(\sigma)|^2 = \sum_{\nu} \mu_{\nu} |F(PQ \varphi_{\nu})(\sigma)|^2 = \sum_{\nu} \mu_{\nu} \|F(Q \varphi_{\nu})(\sigma)\|^2
\]

\[
= \sum_{\nu} \frac{1}{\mu_{\nu}} \|F(Q \varphi_{\nu})(\sigma)\|^2 = \sum_{\nu} \frac{1}{\mu_{\nu}} \sum_{\nu} \langle F(\cdot, \sigma), (Q \varphi_{\nu})(\cdot) \rangle \langle F(\cdot, \sigma), (Q \varphi_{\nu})(\cdot) \rangle
\]

\[
= \sum_{\nu} \langle F(\cdot, \sigma), (Q \varphi_{\nu})(\cdot) \rangle \varphi_{\nu}(Q(\cdot, \sigma)) = \sum_{\nu} \|F(s, \sigma)\|^2_{S}
\]

\[
= \frac{1}{|G|} \sum_{S \subseteq \Sigma} \|F(s, \sigma)\|^2_{S} = \frac{1}{|G|} \sum_{S \subseteq \Sigma} \|F(s, \sigma)\|^2_{S}
\]

using that \( Q \) is self adjoint. The group structure played a critical role in that the kernel of the Fourier matrix is made of elements of modulus equal to one.

We summarize the calculation above in the following.

**Proposition 10** Let \( G \) be a finite abelian group with dual \( \hat{G} \) and let \( S \) and \( \Sigma \) be symmetric subsets of \( G \) and \( \hat{G} \) respectively with \( |S| \geq |\Sigma| \). Denote by \( P \) the orthogonal projection onto the span of the Fourier vectors indexed by \( \Sigma \) and let \( (Qf)(s) = \chi_{S}(s)f(s) \) such that \( \mu_{1} \geq \cdots \geq \mu_{|\Sigma|} \) are the eigenvalues of \( PQ \) with eigenvectors \( \varphi_{1}, \ldots, \varphi_{|\Sigma|} \).

\[
\sum_{\nu} \mu_{\nu} |F \varphi_{\nu}(\sigma)|^2 = \frac{1}{|G|} \sum_{S \subseteq \Sigma} |S|
\]
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