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1. Introduction

Let \( N \) be the set of natural numbers \( n = 1, 2, \ldots \). For a sequence of real numbers \( \{c(n)\}_{n \in \mathbb{N}} \) and a real-valued locally integrable function \( g : (0, \infty) \to \mathbb{R} \), we consider a weighted summatory function

\[
h(x) = \sum_{n=1}^{\infty} c(n) g\left(\frac{n}{x}\right). \tag{1.1}
\]

Typical example of a weight function is the step function \( g_{st} \) which is defined by \( g_{st}(y) = 1 \) for \( 0 < y \leq 1 \), and \( g_{st}(y) = 0 \) for \( y > 1 \). In this case, we obtain the usual summatory function \( \sum_{n \leq x} c(n) \).

As is often the case with an arithmetically defined sequence \( \{c(n)\}_{n \in \mathbb{N}} \), a certain reasonable estimate \( h(x) = O(x^A) \) \( (x \to \infty) \) is a sufficient or an equivalent condition to the Generalized/Grand Riemann Hypothesis (GRH for short) for some zeta/L-function. On the other hand, the monotonicity of \( \int_c^x h(t) \, dt \) for large \( x \geq c > 0 \) may also be a sufficient or an equivalent condition to the GRH for some zeta/L-function.

In the present paper we study the latter type conditions for a family of weighted summatory functions with certain specific weights in terms of the sign of \( h(x) \), since the monotonicity of \( \int_c^x h(t) \, dt \) for large \( x \) is equivalent to the condition that \( h(x) \) has a single sign for large \( x \).

We mention two examples of the monotonic condition. The first one is Pólya’s conjecture. Let \( \lambda(n) = (-1)^{\Omega(n)} \) be the Liouville function, where \( \Omega(n) \) is the number of all prime factors of \( n \) counted with multiplicity. Pólya [15] conjectured that the value of the summatory function

\[
\sum_{n=1}^{\infty} \lambda(n) \cdot g_{st}\left(\frac{n}{x}\right) = \sum_{n \leq x} \lambda(n) \tag{1.2}
\]

is nonpositive for \( x \geq 2 \) and noted that it is a sufficient condition for the Riemann Hypothesis (RH for short), but it was disproved by Haselgrove [4]. However, recently, Pólya’s approach resurrected by Ram Murty [16] by considering an analogue of the Pólya conjecture to \( L \)-functions of elliptic curves.

The second example is Chebyshev’s conjecture. Let \( \varpi : \mathbb{N} \to \{0, 1\} \) be the characteristic function of odd prime numbers. Chebyshev [1] asserted that the weighted summatory function

\[
\sum_{n=1}^{\infty} (-1)^{\frac{n-1}{2}} \varpi(n) \cdot g\left(\frac{n}{x}\right) \quad (g(y) = \exp(-y)) \tag{1.3}
\]

is nonpositive for large \( x > 0 \) without a proof. Subsequently, Hardy-Littlewood [3] and Landau [10] proved independently that Chebyshev’s assertion is equivalent to the GRH for the Dirichlet \( L \)-function \( L(s, \chi_4) \) associated with the primitive non-principal Dirichlet
character $\chi_4 \mod 4$. Moreover, Knapowski-Turán [5] proved that the nonpositivity of the weighted summatory function
\[
\sum_{n=1}^{\infty} (-1)^{n+1} w(n) \log n \cdot g \left( \frac{n}{x} \right) \quad (g(y) = \exp(-\log y)^2))
\] (1.4)
for large $x > 0$ is also equivalent to the GRH for $L(s, \chi_4)$. In the later, Fujii [2] generalized Chebyshev’s equivalence condition to the weight function $g(y) = \exp(-y^\alpha)$ for every $0 < \alpha < \alpha_0$ ($\alpha_0 > 4$), and conjectured that it holds for all $\alpha > 0$. Furthermore, he proved that Knapowski-Turán’s equivalence condition still holds if their weight function is replaced by the inverse Mellin transform $2K_0(2\sqrt{y})$ of $\Gamma(s)^2$, where $K_n(x)$ is the $K$-Bessel function of index $n$ and $\Gamma(s)$ is the usual gamma function.

As mentioned in the final section of Fujii [2], we may replace the weight $g$ in (1.3) or (1.4) by a more general weight. Similarly, it is expected that we obtain various equivalence conditions of the RH by replacing the weight $g_{\text{int}}$ in (1.2) by other reasonable weights as an application of several standard techniques of analytic number theory.

The main subject of the present paper is a family of specific weighted summatory functions $h_{f,\omega}^{(k)} : (0, \infty) \rightarrow \mathbb{R}$ associated with general $L$-functions $L(f,s)$ in the sense of Iwaniec-Kowalski [6] §5.1 endowed with two parameters $0 < \omega < 1/2$ and $k \in \mathbb{N}$. It is introduced in Section 2. The main result is that, for arbitrary fixed $k \geq 2$, the monotonicity of $\int_1^x h_{f,\omega}^{(k)}(t) dt$ for large $x > 0$ for all $0 < \omega < 1/2$ is equivalent to the GRH of $L(f,s)$. It is stated precisely in Section 2 as Theorem 2.1 ~ 2.4 together with a little comment on a background of $h_{f,\omega}^{(k)}$. These results are proved in Section 4 using two basic facts stated in Section 3.
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2. Results

We start from two special cases of the main result (Theorem 2.4 in below) for the simplicity of statements. That are cases of the Riemann zeta function and Dirichlet $L$-functions. The main result will be stated after these two special cases and a brief introduction of general $L$-functions. We shall give a little comment on the main theorem and its background after Theorem 2.4.

2.1. Riemann zeta function. Let $\zeta(s)$ be the Riemann zeta function which is defined by the series $\sum_{n=1}^{\infty} n^{-s}$ for $\Re(s) > 1$ and extended to a meromorphic function on $\mathbb{C}$ with the unique pole of residue 1 at $s = 1$. We denote by $\gamma(s)$ the factor $\pi^{-s/2} \Gamma(s/2)$ of the Riemann xi-function $\xi(s) = s(s-1)\pi^{-s/2}\Gamma(s/2)\zeta(s)$. Let $B(z;p,q)$ be the incomplete beta function defined by
\[
B(z;p,q) = \int_0^z x^{p-1}(1-x)^{q-1} \, dx \quad (0 \leq z \leq 1, \Re(p) > 0, \Re(q) > 0). \tag{2.1}
\]
We use the notation
\[
\beta(z;p,q) := B(p,q) - B(z;p,q) = \int_z^1 x^{p-1}(1-x)^{q-1} \, dx. \tag{2.2}
\]
Let $0 < \omega < 1/2$. We define the real-valued function $g_\omega$ on $(0, \infty)$ by
\[
g_\omega(x) = \frac{4x^{-\omega}}{2\omega - 1} \frac{\pi^\omega}{\Gamma(\omega)} \left\{ x^{\omega - 1} \beta \left( x^2, \frac{3-2\omega}{2}, \omega \right) - \frac{2\omega + 1}{4\omega} x^{-1/2} \beta \left( x^2, \frac{5-2\omega}{4}, \omega \right) \right\}
\]
for $0 < x < 1$, and $g_\omega(x) = 0$ for $x \geq 1$. In addition, we define
\[
c_\omega(n) := n^\omega \sum_{d|n} \frac{\mu(d)}{d^\omega}
\]
for natural numbers $n$, where $\mu(n)$ is the Möbius function, i.e., $\mu(n) = 0$ if $n$ is not a square free number, and $\mu(n) = (-1)^k$ if $n$ is the product of $k$ distinct primes. $n^\omega c_\omega(n)$ is called Jordan’s totient function. Finally, we define the real-valued function $h_\omega$ on $(0, \infty)$ by
\[
h_\omega(x) = \frac{1}{\sqrt{x}} \sum_{n=1}^\infty c_\omega(n) g_\omega \left( \frac{n}{x} \right).
\]
Note that the sum on the right-hand side is finite for any $x > 0$, since $g_\omega$ is supported on $(0, 1]$ by its definition. Therefore $h_\omega$ is well-defined and supported on $[1, \infty)$.

**Theorem 2.1** Let $0 \leq \omega_0 < 1/2$.

1. Assume that there exists $x_\omega \geq 1$ for every $\omega_0 < \omega < 1/2$ such that $h_\omega$ is nonnegative on $(x_\omega, \infty)$. Then $\zeta(s) \neq 0$ in the right-half plane $\Re(s) > 1/2 + \omega_0$.

2. Assume that the RH is valid for $\zeta(s)$. Then there exists $x_\omega \geq 1$ for every $0 < \omega < 1/2$ such that $h_\omega$ is nonnegative on $(x_\omega, \infty)$.

In particular the validity of the RH is equivalent to the statement that there exists $x_\omega \geq 1$ for every $0 < \omega < 1/2$ such that $h_\omega$ is nonnegative on $(x_\omega, \infty)$.

**Remark** The function $g_\omega$ has only one zero $y_\omega$ in $(0, 1)$ which tends to zero as $\omega \to 0^+$, and $g_\omega(x) > 0$ on $(y_\omega, 1)$. Moreover, $\sqrt{x} g_\omega(x) \to 1$ uniformly on any compact subset of $(0, 1)$ as $\omega \to 0^+$. On the other hand, $c_\omega(n) > 0$ for all $n \in \mathbb{N}$ because of the Euler product formula of $\sum_{n \geq 1} c_\omega(n) n^{-s}$. Therefore $h_\omega(x) > 0$ for all $1 < x < y_\omega^{-1}$ without any assumptions. Hence the proper interest is in values of $h_\omega(x)$ for $x > y_\omega^{-1}$.

### 2.2. Dirichlet L-functions

Let $\chi$ be a real primitive Dirichlet character modulo $q$, and let
\[
\delta = \delta_\chi = \begin{cases} 
0 & \text{if } \chi(-1) = 1, \\
1 & \text{if } \chi(-1) = -1.
\end{cases}
\]
Let $L(s, \chi)$ be the Dirichlet L-function associated with $\chi$ which is defined by the series $\sum_{n=1}^\infty \chi(n) n^{-s}$ for $\Re(s) > 1$ and extended to an entire function on $\mathbb{C}$. We denote by $\gamma(s, \chi)$ the factor $\pi^{-s/2} \Gamma((s + \delta)/2)$ of the completed L-function $\Lambda(s, \chi) = q^{s/2} \pi^{-s/2} \Gamma((s + \delta)/2) L(s, \chi)$.

Let $0 < \omega < 1/2$. We define the function $g_{\chi, \omega}$ on $(0, \infty)$ by
\[
g_{\chi, \omega}(x) = \frac{\pi^\omega}{\Gamma(\omega)} \frac{\beta \left( x^2, \frac{1 + 2\delta - 2\omega}{4}, \omega \right)}{\sqrt{x}}
\]
for $0 < x < 1$, and $g_{\chi, \omega}(x) = 0$ for $x \geq 1$, where $\beta(z; p, q)$ is the function defined in 2.2.2.

By using (2.3), we define
\[
c_{\chi, \omega}(n) := \chi(n) c_\omega(n)
\]
for natural numbers $n$. Finally, we define the real-valued function $h_{\chi, \omega}$ on $(0, \infty)$ by
\[
h_{\chi, \omega}(x) = q^{-\omega} \frac{1}{\sqrt{x}} \sum_{n=1}^\infty c_{\chi, \omega}(n) g_{\chi, \omega} \left( \frac{n}{x} \right).
\]
As well as $h_\omega$ of (2.3), $h_{\omega, \chi}$ is well-defined and supported on $[1, \infty)$. 
Theorem 2.2 Let $0 \leq \omega_0 < 1/2$.

1. Assume that $L(s, \chi) \neq 0$ for real $s \in (1/2 + \omega_0, 1]$. Moreover assume that there exists $x_\omega \geq 1$ for every $\omega_0 < \omega < 1/2$ such that $h_{\chi, \omega}$ does not change sign on $(x_\omega, \infty)$. Then $L(s, \chi, \omega) \neq 0$ in the right-half plane $\Re(s) > 1/2 + \omega_0$.

2. Assume that the GRH is valid for $L(s, \chi)$. Then there exists $x_\omega \geq 1$ for every $0 < \omega < 1/2$ such that $h_{\chi, \omega}$ does not change sign on $(x_\omega, \infty)$. In particular the validity of the GRH for $L(s, \chi)$ is equivalent to the statement that there exists $x_\omega \geq 1$ for every $0 < \omega < 1/2$ such that $h_{\chi, \omega}$ does not change sign on $(x_\omega, \infty)$.

Remark We have $L(s, \chi) \neq 0$ for real $s$ if the series $\theta_s(x) = \sum_{n \in \mathbb{Z}} n^s \chi(n) e^{-\pi n^2 x/q}$ attached to $L(s, \chi)$ has a single sign on $(0, \infty)$ by the formula $\Lambda(s, \chi) = \int_0^\infty \theta_s(x^2) x^{s+\delta-1} dx$ which is valid for all $s \in \mathbb{C}$. We may check whether $\theta_s(x)$ has a single sign by an elementary way if the modulo $q$ is small.

2.3. General $L$-functions. In order to state the main result, we specify the meaning of “$L$-function” in the present paper according to Iwaniec-Kowalski [I, §5.1]. We say that $L(f, s)$ is an $L$-function with the symbol $f$ if we have the following data and conditions:

(L-1) A Dirichlet series with Euler product of degree $d \geq 1$

$$L(s, f) = \sum_{n=1}^\infty \frac{\lambda_f(n)}{n^s} = \prod_p \left(1 - \frac{\alpha_{f, 1}(p)}{p^s}\right)^{-1} \cdots \left(1 - \frac{\alpha_{f, d}(p)}{p^s}\right)^{-1}$$

with $\lambda_f(1) = 1, \lambda_f(n) \in \mathbb{C}$, and $\alpha_{f, i}(p) \in \mathbb{C}$. We assume that the series and the Euler product converges absolutely for $\Re(s) > 1$, and the local parameters $\alpha_{f, i}(p) (1 \leq i \leq d)$ satisfy $|\alpha_{f, i}(p)| < p$ for all prime numbers $p$.

(L-2) A gamma factor

$$\gamma(f, s) = \pi^{-ds/2} \prod_{j=1}^d \Gamma\left(\frac{s + \kappa_j}{2}\right)$$

with $\kappa_j \in \mathbb{C}$. We assume that the local parameters $\kappa_i (1 \leq j \leq d)$ are either real or come in conjugate pairs. Moreover $\Re(\kappa_j) > -1$.

(L-3) An integer $q(f) \geq 1$ such that $\alpha_{f, i}(p) \neq 0$ for $p \nmid q(f)$ and $1 \leq i \leq d$.

(L-4) The complete $L$-function defined by

$$\Lambda(f, s) = q(f)^{\frac{s}{2}} \gamma(f, s)L(f, s)$$

admits analytic continuation to a meromorphic function for $s \in \mathbb{C}$ of order 1, with at most poles at $s = 0$ and $s = 1$ with the same order $r \geq 0$. Moreover it satisfies the functional equation

$$\Lambda(f, s) = \varepsilon(f)\Lambda(f, 1-s),$$

where $\bar{f}$ is an object associated with $f$ (the dual of $f$) for which $\lambda_f(n) = \overline{\lambda_f(n)}$, $\gamma(\bar{f}, s) = \gamma(f, s)$, $q(\bar{f}) = q(f)$ and $\varepsilon(f)$ is a complex number of absolute value 1.

It is said that $L(f, s)$ satisfies the Ramanujan-Petersson conjecture if for any $1 \leq i \leq d$ we have $|\alpha_f(p)| = 1$ for all $p \nmid q(f)$ and $|\alpha_f(p)| \leq 1$ otherwise. This implies, in particular, $\lambda_f(n) \leq \tau_d(n) \leq n^r$ for the Dirichlet coefficients $\tau_d(n)$ of $\zeta^d(s)$. The Grand Riemann Hypothesis (GRH for short) refers to the statement that all zeros of $L(f, s)$ in the critical strip $0 < \Re(s) < 1$ lie on the critical line $\Re(s) = 1/2$.

The Riemann zeta function and Dirichlet $L$-functions are $L$-functions in this sense. Products $\zeta(s)^{k_0}L(s, \chi_1)^{k_1} \cdots L(s, \chi_l)^{k_l}$ $(k_j \in \mathbb{Z}_{\geq 0}, 0 \leq j \leq l)$ of them are also $L$-functions. Other typical examples of $L$-functions are $L$-functions $L(s, \phi)$ associated with
normalized Hecke eigen holomorphic cusp forms \( \phi \). As for the theory of holomorphic cusp forms, see Chapter 14 of [2], for example. We refer these examples as \( L \)-functions of the symbol \( f = 1 \), \( f = \chi \), and \( f = \phi \), respectively.

Now we generalize Theorems 2.1 and 2.2 to \( L \)-functions. An \( L \)-function \( L(f, s) \) is called self-dual if \( f = f \). Hereafter we assume that \( L(f, s) \) is self-dual. Then coefficients \( \lambda_f(n) \) are real for all \( n \) by definition of the dual \( \bar{f} \), and \( \varepsilon(f) \in \{ \pm 1 \} \). The Riemann zeta function and Dirichlet \( L \)-functions associated with real primitive characters are self-dual \( L \)-functions. An \( L \)-function attached to a normalized Hecke eigen holomorphic cusp form \( \phi \) satisfying \( W\phi = \phi \) for the Fricke involution \( W \) is also self-dual \( L \)-function.

Let \( 0 < \omega < 1/2 \). We define functions \( g_{f,\omega,j}, 1 \leq j \leq d \) on \((0, \infty)\) by

\[
g_{f,\omega,j}(x) := \frac{2^{2\omega}}{\Gamma(\omega)} x^{-\omega+\kappa_j} (1 - x^2)^{\omega-1}
\]  

for \( 0 < x < 1 \), and \( g_{f,\omega,j}(x) = 0 \) for \( x \geq 1 \). In addition, we define

\[
p_1(x) := \delta_1(x) - 2\omega(1-2\omega)x^{\omega-1} - 2\omega(1+2\omega)x^\omega
\]

for \( 0 < x < 1 \), and \( p_1(x) = 0 \) for \( x > 1 \), where \( \delta_1(x) \) is the delta function at \( x = 1 \), and

\[
p_r(x) := \int_0^1 \cdots \int_0^1 p_1 \left( \frac{x}{y_1 \cdots y_{r-1}} \right) p_1(y_1) \cdots p_1(y_{r-1}) \frac{dy_1}{y_1} \cdots \frac{dy_{r-1}}{y_{r-1}} (r \geq 2).
\]

By using these functions, we define

\[
g^{(0)}_{f,\omega}(x) := (p_r \ast g_{f,\omega,1} \ast \cdots \ast g_{f,\omega,d})(x),
\]

where \( r \geq 0 \) is the order of the pole of \( \Lambda(f, s) \) at \( s = 1 \) and \( \ast \) means the multiplicative convolution \((F \ast G)(x) = \int_0^\infty F(x/y)G(y) y^{-1} dy\). Note that \( g^{(0)}_{f,\omega}(x) = 0 \) for \( x > 1 \) by its definition. We define numbers \( \mu_f(n) \) by the Dirichlet coefficients of \( L(f, s)^{-1} \):

\[
\frac{1}{L(f, s)} = \sum_{n=1}^{\infty} \frac{\mu_f(n)}{n^s} = \prod_p \left( 1 - \frac{\alpha_{f,1}(p)}{p^s} \right) \cdots \left( 1 - \frac{\alpha_{f,d}(p)}{p^s} \right),
\]

and define the numbers \( c_{f,\omega}(n) \) by

\[
c_{f,\omega}(n) = n^{\omega} \sum_{d|n} \frac{\mu_f(d)\lambda_f(n/d)}{d^{2\omega}}.
\]

Moreover we define the function \( h^{(0)}_{f,\omega} \) on \((0, \infty)\) by

\[
h^{(0)}_{f,\omega}(x) = q(f)^{-\omega} \frac{1}{\sqrt{x}} \sum_{n=1}^{\infty} c_{f,\omega}(n) g^{(0)}_{f,\omega} \left( \frac{n}{x} \right).
\]

As well as \( \omega_{\omega} \) and \( \omega_{\omega} \), the right-hand side of (2.12) is a finite sum for any fixed \( x \geq 1 \) and vanishes for \( 0 < x < 1 \). Finally we define the function \( h^{(k)}_{f,\omega} \) for \( k \in \mathbb{N} \) by

\[
h^{(k)}_{f,\omega}(x) := \int_{1^+}^x h^{(k-1)}_{f,\omega}(y) \frac{dy}{y}.
\]

As proved in Lemma 4.1 below, \( h^{(k)}_{f,\omega} \) is a well-defined continuous function on \((0, \infty)\). We have

\[
h^{(k)}_{f,\omega}(x) = q(f)^{-\omega} \frac{1}{\sqrt{x}} \sum_{n=1}^{\infty} c_{f,\omega}(n) g^{(k)}_{f,\omega} \left( \frac{n}{x} \right)
\]

if we put

\[
g^{(k)}_{f,\omega}(x) := \int_{1^+}^x \sqrt{x} g^{(k-1)}_{f,\omega}(y) \frac{dy}{y}.
\]

As proved in Lemma 4.1 below, \( g^{(k)}_{f,\omega} \) is a well-defined continuous function on \((0, \infty)\).
The function $h_{f,\omega}^{(1)}$ is equal to (2.5) (resp. (2.4)) if $f = 1$ (resp. $f = \chi$) by Lemma 4.3 below. Now Theorems 2.1 and 2.2 are generalized as follows:

**Theorem 2.3** Let $0 \leq \omega_0 < 1/2$. Let $L(f, s)$ be a self-dual $L$-function in the sense of the above.

1. Assume that $L(f, s) \neq 0$ for any real $s \in (1/2 + \omega_0, 1]$. Moreover assume that the following condition holds for some natural number $k \geq 1$: there exist $x_{\omega,k} \geq 1$ for every $\omega_0 < \omega < 1/2$ such that $h_{f,\omega}^{(k)}$ of (2.13) does not change sign on $(x_{\omega,k}, \infty)$. Then $L(f, s) \neq 0$ in the right-half plane $\Re(s) > 1/2 + \omega_0$.

2. Assume that the GRH is valid for $L(f, s)$. Then there exists $x_{\omega,k} \geq 1$ for every natural number $k \geq 2$ and every real number $0 < \omega < 1/2$ such that $h_{f,\omega}^{(k)}$ does not change sign on $(x_{\omega,k}, \infty)$.

**Remark** Let $L(s, \phi)$ be a self-dual $L$-function attached to a normalized Hecke eigen holomorphic cusp form $\phi$ of weight $k$ and level $q$. If $\phi(iy)$ has a single sign on $(0, \infty)$, e.g. the Ramanujan delta function, $\Delta(z) = e^{2\pi iz} \prod_{n=1}^{\infty} (1 - e^{2\pi inz})^{24}$, we have $L(s, \phi) \neq 0$ for $s \in \mathbb{R}$ by the integral formula $L(s, \phi) = \int_{0}^{\infty} y^{s-1/2} \phi(iy)^{-1/2} y^{s-1} \, dy$.

By Kaczorowski-Perelli [14], the assertion of (2-b) for $k = 1$ is essentially (2) of Theorem 2.1 and 2.2. One of obvious advantage of cases of $d = 1$; the Riemann zeta function ($f = 1$) and Dirichlet $L$-functions ($f = \chi$), is that we can define functions $h_{f,\omega}^{(1)}$ by elementally ways only because of the simplicity of the coefficients $\lambda_f(n)$ and the gamma factor $\gamma(f, s)$.

It is not obvious whether the condition $k \geq 2$ in (2-a) is relaxed to $k \geq 1$ by a technical reason. However, we obtain the following result at least.

**Theorem 2.4** Let $L(f, s)$ be a self-dual $L$-function. Assume that the GRH is valid for $L(f, s)$. Then the function

$$R_{f,\omega}(x) := h_{f,\omega}^{(1)}(x) - \varepsilon(f) \cdot 1_{[1,\infty)}(x)$$  (2.16)

belongs to $L^2((1, \infty), x^{-1} \, dx)$ for every $0 < \omega < 1/2$, where $\varepsilon(f)$ is the sign of the functional equation in (L-4) and $1_{[1,\infty)}$ is the characteristic function of $[1, \infty)$. In other words, for large $x \geq 1$, $h_{f,\omega}^{(1)}$ has the definite sign $\varepsilon(f)$ in the sense of $L^2$.

Conversely, if (2.10) belongs to $L^2((1, \infty), x^{-1} \, dx)$ for every $\omega_0 < \omega < 1/2$, Then $L(f, s) \neq 0$ in the right-half plane $\Re(s) > 1/2 + \omega_0$.

In Theorem 2.3 we specified the special type function $g_{f,\omega}^{(k)}$ of (2.15) as a weight in (1.1). As found in (2.3) or (2.4), the weight $g_{f,\omega}^{(k)}$ has quite different form comparing with any other weights in the introduction and other usual weights studied in analytic number theory (see [11] §5.1, for example). One may consider that it is possible to extend Theorem 2.3 to more wide class of weights. Moreover one may wonder why we introduced the parameter $\omega$ (and $k$) which complicate the statements of results.

However we have a positive reason for the restriction of weights to the special $g_{f,\omega}^{(k)}$. It is in the connection between the weighted summatory functions $h_{f,\omega}^{(k)}$ and the theory of model subspaces of the Hardy space on the upper half plane generated by meromorphic inner functions. In this connection the case of $k = 1$ has a particular importance.

A model subspace is the orthogonal complement of some invariant subspace of the Hardy space. The theory of model subspaces is one of fruitful area of function analysis.
and operator theory (see [12,13], for example). The existence of such background is a remarkable advantage of our summatory functions with the special weights. In general, it is hard to prove the monotonicity of $fh$ if it is sufficient or equivalent to the GRH for some zeta-$L$-function. A reason of such difficulty may be in a situation that we can not reduce the monotonicity of $fh$ to other plausible problem inside/outside number theory, of course, except for an essential difficulty of the GRH itself. For example, as far as the author know, the monotonicity of primitive functions of (1.2), (1.3), and (1.4) are not reduced to other reasonable problems inside/outside number theory. See the forthcoming paper [17] for bridges between weighted summatory functions $h^{(k)}_{f,\omega}$ and the theory of model subspaces.

3. Preliminaries

Notation. We denote by $s = \sigma + it$ the complex variable with the real part $\sigma$ and the imaginary part $t$, and use $\varepsilon$ to express arbitrary small positive real number. For a positive valued function $g(x)$, we use Landau’s $f(x) = O(g(x))$ and Vinogradov’s $f(x) \ll g(x)$ as the same meaning in the usual sense. Also we use Landau’s $f(x) = o(g(x))$ for $x \to \infty$ in the meaning that for any $\varepsilon$ there exists $x_\varepsilon > 0$ such that $|f(x)| \leq \varepsilon g(x)$ for $x \geq x_\varepsilon$.

The following lemmas are used repeatedly in the later sections.

Lemma 3.1 (Stirling’s formula [1 A.4 of §5]) Let $-\infty < \sigma_1 < \sigma_2 < \infty$. We have

$$\Gamma(\sigma + it) = \sqrt{2\pi} |t|^{\sigma-1/2} e^{-((\pi/2)|t| - \text{sgn}(t)i(\pi/2)(\sigma-1/2)} (1 + O(|t|^{-1}))$$

(3.1)

for $\sigma_1 \leq \sigma \leq \sigma_2$ and $|t| \geq 1$.

Lemma 3.2 ([13 (5.35) of p.195]) For $\Re(s + \alpha) > 0$ and $\Re(\beta - \alpha) > 0$, we have

$$\frac{\Gamma(s + \alpha)}{\Gamma(s + \beta)} = \frac{1}{\Gamma(\beta - \alpha)} \int_0^1 x^{\alpha} (1-x)^{\beta-\alpha-1} x^s dx.$$  

(3.2)

4. On the first half of Theorem 2.3

In this section, we prove Theorem 2.3 (1). We define the entire function $\xi(f, s)$ by

$$\xi(f, s) := s^r(s-1)^r \Lambda(f, s),$$

where $r$ is the order of the pole of $\Lambda(f, s)$ at $s = 1$ (see (L-4)), and put

$$\Theta_{f,\omega}(s) := \frac{\xi(f, s - \omega)}{\xi(f, s + \omega)} = \left(\frac{s - \omega}{s + \omega}\right)^r \frac{\Lambda(f, s - \omega)}{\Lambda(f, s + \omega)}.$$  

(4.1)

Lemma 4.1 Let $0 < \omega < 1/2$ and $k \in \mathbb{N}$. Functions $g^{(k)}_{f,\omega}$ of (2.15) and $h^{(k)}_{f,\omega}$ of (2.13) are continuous functions on $(0, \infty)$ supported on $(0, 1]$ and $[1, \infty)$, respectively.

Proof. By (2.14), it is sufficient to prove that $g^{(k)}_{f,\omega}$ is a continuous function on $(0, 1]$ and $\lim_{x \to 1^-} g^{(k)}_{f,\omega}(x) = 0$. By (2.15), it is reduced to the case $k = 1$, and we have

$$\sqrt{x} g^{(1)}_{f,\omega}(x) = \int_x^1 \sqrt{y} g^{(0)}_{f,\omega}(y) \frac{dy}{y}.$$  

(4.2)

Because $L^1((0, 1), x^{-1}dx)$ is closed under the multiplicative convolution, $g^{(0)}_{f,\omega}$ belongs to $L^1((0, 1), x^{-1}dx)$ by definition (2.9) and the assumption $0 < \omega < 1/2$. Hence the right-hand side of (4.2) is a continuous function on $(0, 1)$ and tends to zero as $x \to 1^-$.  

□

Lemma 4.2 Let $0 < \omega < 1/2$ and $k \in \mathbb{N}$. We have

$$\int_1^\infty h^{(k)}_{f,\omega}(x) x^{\frac{1}{2} - s} \frac{dx}{x} = \frac{\Theta_{f,\omega}(s)}{(s - 1/2)^k}$$  

(4.3)
Lemma 4.3

The function

Hence, (2.14), (4.9), (4.10), and Fubini’s theorem derive the assertion we needed.

Proof. This is a simple consequence of (3.2) and [18, Theorem 44] by (2.1) and (2.2).

Proof of Theorem 2.3 (1).

the Dirichlet series (4.10) is relaxed to

we obtain by elementary ways. Applying Theorem 44 of [18] to (4.4) and (4.5) with definition (2.9), we obtain

Using (2.15) repeatedly, we have

while

Therefore, by applying Theorem 44 of [18] again to (4.6) and (4.8) with (4.7), we obtain

By definition (2.10) and (2.11), we have

as an equality of formal Dirichlet series. However all Dirichlet series in (4.10) converge absolutely if \( \Re(s) > 0 \) is sufficiently large, since we assumed \(|\alpha_{f,i}(p)| < p\) (see (L-1)).

Under the Ramanujan-Petersson conjecture, the region of the absolute convergence of the Dirichlet series (4.10) is relaxed to \( \Re(s) > 1 + \omega \), since \( \lambda_f(n) \ll n^\epsilon \) and \( \mu_f(n) \ll n^\epsilon \). Hence, (2.14), (4.9), (4.10), and Fubini’s theorem derive the assertion we needed. \( \square \)

Lemma 4.3 The function \( g_\omega \) of (2.3) (resp. \( g_{\chi,\omega} \) of (2.10)) is equal to \( g_{f,\omega}^{(1)} \) of (2.13) for \( f = 1 \) (resp. \( f = \chi \)).

Proof. This is a simple consequence of (4.2) and [18] Theorem 44 by (2.1) and (2.2). \( \square \)

Proof of Theorem 2.3 (1). We prove that \( \Lambda(f, s) \neq 0 \) for any \( s \in \mathbb{C} \) in the strip \( 1/2 + \omega_0 < \Re(s) < 1 \) by contradiction. Note that \( \Lambda(f, s) \neq 0 \) for \( \Re(s) > 1 \) by the Euler product of \( L(f, s) \) with its convergence condition and the assumption on the gamma factor \( \gamma(f, s) \). By the assumptions of Theorem 2.3 (1), a well-known theorem of Landau (see [20], §5 of Chap. II, for example) and formula (4.3) imply that \( \Theta_{f,\omega}(s) \) has no poles in the right-half plane \( \Re(s) > 1/2 \) for every \( \omega_0 < \omega < 1/2 \).

Suppose that there exists a zero \( \rho \) of \( \Lambda(f, s) \) such that \( 1/2 + \omega_0 < \Re(\rho) < 1 \) and \( |\Im(\rho)| > 0 \). We take some \( T > |\Im(\rho)| > 0 \). Then the set

\[ \mathcal{Z}_T := \left\{ s \in \mathbb{C} \mid \Lambda(f, s) = 0, \ 1/2 + \omega_0 < \Re(s) < 1, \ |\Im(\rho)| < T \right\} \]
is non-empty and finite. Therefore we may assume that \( \Re(\rho) \) is minimal in \( \mathbb{Z}_T \) by replacing \( \rho \) by another zero in \( \mathbb{Z}_T \) if necessary.

Obviously it is possible to take \((0 \leq \omega_0 < \omega < 1/2)\) such that
\[
\frac{1}{2} + \omega_0 < \frac{1}{2} + \omega < \Re(\rho) < \frac{1}{2} + \omega + (\omega - \omega_0).
\]
(4.11)
For such \( \omega \), we put \( \tilde{s} := \rho - \omega \). Then \( \Lambda(f, \tilde{s} + \omega) = \Lambda(f, \rho) = 0 \) with
\[
\frac{1}{2} < \Re(\tilde{s}) < \frac{1}{2} + \omega - \omega_0.
\]
(4.12)
This implies \( \Lambda(f, \tilde{s} - \omega) = 0 \), since \( |\Im(\rho)| > 0 \) and \( \Theta_{f,\omega}(s) \) has no poles on \( \Re(s) > 1/2 \).
By the functional equation, \( \Lambda(f, 1 - \tilde{s} + \omega) = \varepsilon(f)\Lambda(f, \tilde{s} - \omega) = 0 \). Hence \( 1 - \tilde{s} + \omega \) is a zero of \( \Lambda(f, s) \) having a nonzero imaginary part. For this zero, (4.12) implies
\[
\frac{1}{2} + \omega_0 < \Re(1 - \tilde{s} + \omega) < \frac{1}{2} + \omega < 1.
\]
This contradicts the choice of \( \rho \) by (4.11).
\[\square\]

5. ON THE LATTER HALF OF THEOREM 2.3 AND THEOREM 2.4

In this section, we prove Theorem 2.3 (2-a), (2-b), and Theorem 2.4. We start from the preparation of lemmas.

**Lemma 5.1** Let \( k \in \mathbb{N} \). Suppose that \( c_{f,\omega}(n) = O(\psi_{f,\omega}(n)) \) for some positive valued arithmetic function \( \psi_{f,\omega} \). If \( c > 0 \) and \( T > 0 \) are sufficiently large, we have
\[
h_{f,\omega}^{(k)}(x) = \frac{1}{2\pi i} \int_{c-iT}^{c+iT} \Theta_{f,\omega}(s) x^{s-\frac{1}{2}} ds + O\left(\frac{x^{-\frac{1}{2}}} {T^{k+\delta}(c-1-\omega)^{\varepsilon}}\right)
\]
\[
+ O\left(\frac{\psi_{f,\omega}(2x)}{T^{k+\delta}x^{1/2} \log x}\right) + O\left(\frac{\psi_{f,\omega}(x)}{T^{k+\delta}\sqrt{x}}\right)
\]
for \( x > 1 \) with \( x \not\in \mathbb{Z} \).

**Proof.** By the Stirling formula \((4.1)\), in any vertical strip of finite width, there exists \( T_0 \geq 1 \) such that
\[
\frac{\gamma(f, s - \omega)}{\gamma(f, s + \omega)} = (2\pi)^{\delta} |t|^{-\delta} e^{-\frac{it}{\sqrt{\log(|t|)}}} (1 + O(|t|^{-1})) \quad \text{for} \quad |t| \geq T_0.
\]
(5.1)
By (4.7) and the summability of \( |g_{f,\omega}^{(0)}(x)| \) on \((c, 1)\), \( g_{f,\omega}^{(k)} \) belongs to \( C^1(0, 1) \) and is of locally bounded variation. Therefore the Mellin inversion formula of (4.9) holds for \( 0 < x < 1 \) and \( c > 1 + \omega \) \((18\ \text{Theorem 28})\):
\[
g_{f,\omega}^{(k)}(x) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \frac{1}{(s-1/2)^{k}} \left[ \frac{(s-\omega)(s-\omega-1)}{(s+\omega)(s+\omega-1)} \right]^r \frac{\gamma(f, s - \omega)}{\gamma(f, s + \omega)} x^{-s} ds.
\]
Note that we may understand as \( T \geq T_0 \), since we assumed that \( T \) is sufficiently large. By (5.1), we have
\[
\frac{1}{2\pi i} \int_{c+iT}^{c+i\infty} \frac{1}{(s-1/2)^{k}} \left[ \frac{(s-\omega)(s-\omega-1)}{(s+\omega)(s+\omega-1)} \right]^r \frac{\gamma(f, s - \omega)}{\gamma(f, s + \omega)} x^{-s} ds
\]
\[
= x^{-c} (2\pi)^{\delta-1} e^{-\frac{i\delta}{2}} \int_{T}^{\infty} t^{-\delta} dt (1 + O(|t|^{-1})) x^{-it} dt
\]
\[
= x^{-c} (2\pi)^{\delta-1} e^{-\frac{i\delta}{2}} \int_{T}^{\infty} t^{k-\delta} \left( (c-1/2+it)^{k} x^{-it} dt + O\left( x^{-cT-k-\delta}\right)\right).
\]
The function \( t^{k-d\omega}/((c-1/2)^2+t^2)^k \) in the integral of the right-hand side decreases monotonically if \( |t| > T_1 \) for some \( T_1 > 0 \). Therefore

\[
\left| \int_T^\infty \frac{t^{k-d\omega}}{((c-1/2)^2+t^2)^k} x^{-it} \, dt \right| \leq \frac{4}{\log x ((c-1/2)^2+T^2)^k}
\]

by the first derivative test (see \([5, \S 2.1]\), for example) if \( T \geq \max\{T_0, T_1\} \). Hence

\[
g_{f,\omega}^{(k)}(x) = \frac{1}{2\pi i} \int_{c-iT}^{c+iT} \frac{1}{(s-1/2)^k} \frac{\Gamma(s+1) \Gamma(s+1)}{\Gamma(s)} \frac{\psi(f,s)}{\Gamma(s)} x^{-s} \, ds
\]

where the implied constant depends on \( c \) and the Phragmen-Lindelöf convexity principle. We have

\[
\left| \Theta_{f,\omega}(s) \right| \leq \frac{1}{\log x (T^{k-d\omega})} + O\left( \frac{1}{x^c \log x} \right).
\]

By \([2.12], (4.11), and (4.10)\), we have

\[
h_{f,\omega}^{(k)}(x) = \frac{1}{2\pi i} \int_{c-iT}^{c+iT} \frac{\Theta_{f,\omega}(s)}{(s-1/2)^k} x^s \, ds
\]

\[
+ O\left( \frac{x^{-1/2}}{T^{k-d\omega}} \sum_{n=1}^\infty \frac{|\psi_{f,\omega}(n)|}{n^c} \right) + O\left( \frac{x^{-1/2}}{T^{k-d\omega}} \sum_{n=1}^\infty \frac{|\psi_{f,\omega}(n)|}{n^c |\log(n/x)|} \right)
\]

since \( c \) is large. Sums in the error terms are estimated by a standard way (see \([19, \S 3.12]\), for example), and then we obtain the desired formula.

\[\square\]

**Lemma 5.2** Let \( 0 < \omega < 1/2 \). Assume that the GRH of \( L(f,s) \) is valid. Then we have \( |\Theta_{f,\omega}(s)| < 1 \) for \( \Re(s) > 1/2 \), and \( |\Theta_{f,\omega}(s)| = 1 \) for \( \Re(s) = 1/2 \).

*Proof.* Recall that \( \varepsilon(f) \in \{\pm 1\} \) by the self-duality of \( L(f,s) \). Applying Theorem 4 of \([9]\) to \( \xi(f,s) \), we obtain \( |\Theta_{f,\omega}(s)| < 1 \) for \( \Re(s) > 1/2 \). Using the functional equation \( \xi(f,s) = \varepsilon(f)\xi(f,1-s) \) in \([11]\), we obtain \( |\Theta_{f,\omega}(s)| = 1 \) on \( \Re(s) = 1/2 \).

\[\square\]

**Lemma 5.3** Assume that the Ramanujan-Petersson conjecture and the GRH for \( L(f,s) \). For any \( \epsilon > 0 \) we have

\[
L(f,\sigma+i\epsilon) \ll \begin{cases} |t|^{\Re(1/2-\sigma+\epsilon)} & \text{if } \sigma > 1/2, \ |t| \to \infty, \\ |t|^{\Re(1/2-\sigma)} & \text{if } \sigma < 1/2, \ |t| \to \infty, \end{cases}
\]

where the implied constant depends on \( f \) and \( \epsilon \). We can take \( \epsilon = 0 \) if \( \sigma > 1 \) or \( \sigma < 0 \). Moreover

\[
\frac{1}{L(f,\sigma+i\epsilon)} \ll |t|^{\Re(1/2-\sigma)} (|t| \to \infty)
\]

in the right-half plane \( \sigma \geq 1/2 + \epsilon \).

*Proof.* For \( 0 \leq \sigma \leq 1 \), the estimate for \( L(f,s) \) is a consequence of Corollary 5.20 of \([6]\) and the Phragmen-Lindelöf convexity principle. We have \( L(f,\sigma+i\epsilon) \ll 1 \) for \( \sigma > 1 \) by the absolute convergence of the Dirichlet series, and \( L(f,\sigma+i\epsilon) \ll |t|^{\Re(1/2-\sigma)} \) for \( \sigma < 0 \) by the functional equation and the Stirling formula \([3.1]\). The estimate for \( L(f,s)^{-1} \) is a consequence of Theorem 5.19 of \([3]\).

\[\square\]

**Proof of Theorem 2.2.3 (2-a).** Let \( 0 < \omega < 1/2, \ 0 < \delta < \omega, \) and \( T \geq \max\{T_0, T_1\} \), where \( T_0 \) and \( T_1 \) are positive real numbers appeared in the proof of Lemma 5.1.

We consider the positively oriented closed path consisting of the vertical line from \( c-iT \) to \( c+iT \), the horizontal line from \( c+iT \) to \( 1/2+iT \), the vertical line from \( 1/2+iT \) to \( 1/2+i\delta \), the counter-clockwise left-half circle \( C_\delta \) of radius \( \delta \) around \( s=1/2 \), the vertical line from \( 1/2-i\delta \) to \( 1/2-iT \), and the horizontal line from \( 1/2-iT \) to \( c-iT \). In the interior of the closed path \( \Theta_{f,\omega}(s)/(s-1/2)^k \) has no poles except for the pole of order \( k \geq 2 \) at \( s=1/2 \), since \( \Theta_{f,\omega}(s) \) has no poles in the right-half plane.
\[ \Re(s) > 1/2 - \omega \] by the GRH for \( L(f, s) \) and \( \Theta_{f, \omega}(1/2) = \varepsilon(f) \in \{\pm 1\} \) by the functional equation of \( \Lambda(f, s) \). Thus the residue theorem gives

\[
\frac{1}{2\pi i} \int_{c-iT}^{c+iT} \frac{\Theta_{f, \omega}(s)}{(s - 1/2)^k} x^{s - \frac{1}{2}} \, ds = P_k(\log x)
+ \frac{1}{2\pi i} \left( - \int_{c_1}^{1/2 + iT} + \int_{1/2 + iT}^{1/2 - iT} + \int_{1/2 - iT}^{c - iT} \right) \frac{\Theta_{f, \omega}(s)}{(s - 1/2)^k} x^{s - \frac{1}{2}} \, ds,
\]

where \( P_k \) is the polynomial of degree \( k - 1 \) with real coefficients such that

\[ P_k(\log x) = \text{Res}_{s=1/2} \left( \frac{\Theta_{f, \omega}(s)}{(s - 1/2)^k} x^{s - \frac{1}{2}} \right). \]

The leading term of \( P_k(\log x) \) is

\[ \Theta_{f, \omega}(1/2)(\log x)^{k-1} = \varepsilon(f)(\log x)^{k-1}. \]

By Lemma 5.2 the fourth and fifth integrals in the right-hand side of (5.2) are estimated as

\[
\left( \int_{1/2 + iT}^{c + iT} - \int_{1/2 - iT}^{c - iT} \right) \frac{\Theta_{f, \omega}(s)}{(s - 1/2)^k} x^{s - \frac{1}{2}} \, ds \ll T^{-k} \int_{1/2}^{c} x^{\sigma - \frac{1}{2}} \, d\sigma \ll \frac{x^{c-1/2}}{T^k \log x}.
\]

By Lemma 5.1, 5.2, and 5.3, we obtain

\[
h^{(k)}_{f, \omega}(x) = P_k(\log x) + \left( - \int_{c_1}^{1/2 + iT} \int_{1/2 - iT}^{1/2 + \delta} + \int_{1/2 - iT}^{1/2 - i\infty} \right) \frac{\Theta_{f, \omega}(s)}{(s - 1/2)^k} x^{s - \frac{1}{2}} \, ds
= P_k(\log x) - I_1 + I_2 + I_3
\]

say, by tending \( T \to \infty \) for fixed \( x \geq 1 \). Here the integrals \( I_2 \) and \( I_3 \) are absolutely integrable, since \( |\Theta_{f, \omega}(s)| = 1 \) on the line \( \Re(s) = 1/2 \) by Lemma 5.2 and \( k \geq 2 \). Therefore,

\[ I_2 + I_3 = o(1) \quad (x \to \infty) \]

as a function of \( x \) by the Riemann-Lebesgue lemma ([15, Theorem 1]). In addition, we have

\[ I_1 \ll \int_{0}^{\pi/2} x^{-\delta \cos \theta} \, d\theta \ll \frac{1}{\log x} \quad (x \to \infty). \]

Hence we obtain

\[ h^{(k)}_{f, \omega}(x) = \varepsilon(f)(\log x)^{k-1} \left( 1 + O((\log x)^{-1}) \right). \]

In particular \( h^{(k)}_{f, \omega} \) does not change sign for large \( x > 0 \). \( \square \)

**Proof of Theorem 2.3 (2-b).** It is sufficient to prove the case \( k = 1 \) only, since the other cases are proved by a similar way with the above.

Let \( 0 < \omega < 1/2, 0 < \delta < \omega \), and \( T \geq \max\{T_0, T_1\} \). We consider the positively oriented rectangle with vertices at \( c + iT, 1/2 - \delta + iT, 1/2 - \delta - iT \) and \( c - iT \). In this rectangle \( \Theta_{f, \omega}(s)/(s - 1/2) \) has no poles except for the simple pole at \( s = 1/2 \) with residue \( \varepsilon(f) \) by a similar manner with the above proof. Thus the residue theorem gives

\[
\frac{1}{2\pi i} \int_{c-iT}^{c+iT} \frac{\Theta_{f, \omega}(s)}{s-1/2} x^{s - \frac{1}{2}} \, ds
= \varepsilon(f) + \frac{1}{2\pi i} \left( \int_{1/2 - \delta - iT}^{1/2 - \delta + iT} + \int_{1/2 - \delta + iT}^{c + iT} - \int_{1/2 - \delta - iT}^{c - iT} \right) \frac{\Theta_{f, \omega}(s)}{s-1/2} x^{s - \frac{1}{2}} \, ds
= \varepsilon(f) + I_1 + I_2 - I_3,
\]
say. Recall that \(d = 1\). By Lemma \[5.3\] and the Stirling formula \[3.1\], we have
\[
I_1 \ll x^{-\delta} \int_{-T}^T \frac{|t|^\delta + \epsilon}{1 + |t|} \, dt \ll (x/T)^{-\delta} T^\epsilon, \tag{5.6}
\]
and
\[
I_2 - I_3 \ll T^{\epsilon} \int_{-T}^{1/2+\omega} \frac{(x/T)^{\sigma - \frac{1}{2}}}{|\sigma - 1/2 + iT|} \, d\sigma + T^{-\omega + \epsilon} \int_{1/2+\omega}^c \frac{x^{\sigma - \frac{1}{2}}}{|\sigma - 1/2 + iT|} \, d\sigma \tag{5.7}
\]
By Lemma \[4.1, 5.5, 5.6, \text{ and } 5.7\], we obtain
\[
h_{f,\omega}^{(1)}(x) = \varepsilon(f) + O \left( (x/T)^{-\delta} T^\epsilon \right) + O \left( \frac{(x/T)^{\omega - 1}}{T^{1-\epsilon} \log(x/T)} \right) + O \left( \frac{x^{\frac{1}{2} + \omega}}{T^{1+\omega}} \right) + O \left( \frac{\psi_f(x)}{T^{1+\omega} \sqrt{x}} \right).
\]
By the Ramanujan-Petersson conjecture we have \(\lambda_f(n) \ll_{\varepsilon} n^\epsilon\) and \(\mu_f(n) \ll_{\varepsilon} n^\epsilon\). Therefore we can take \(c = 1 + \omega + \varepsilon\) and \(\psi_f(x) \ll x^\epsilon\). Hence we have
\[
h_{f,\omega}^{(1)}(x) = \varepsilon(f) + O \left( (x/T)^{-\delta} T^\epsilon \right) + O \left( \frac{(x/T)^{\omega - 1}}{T^{1-\epsilon} \log(x/T)} \right) + O \left( \frac{x^{\frac{1}{2} + \omega + \epsilon}}{T^{1+\omega}} \right) + O \left( \frac{\psi_f(x)}{T^{1+\omega} \sqrt{x}} \right).
\]
By taking \(T = x^A\) for some \(((1/2) + \omega + \varepsilon)/(1 + \omega - \varepsilon) < A < \delta/(\delta + \epsilon)\) (roughly, for some \(2/3 < A < 1\) by \(\omega < 1/2\)), we obtain
\[
h_{f,\omega}^{(1)}(x) = \varepsilon(f) + O(x^{-B}) \quad (x \to \infty)
\]
for some small \(B > 0\). In particular \(h_{f,\omega}^{(1)}\) does not change sign for large \(x > 0\). \qed

**Proof of Theorem 2.4.** The first half of Theorem 2.4 is obvious by the proof of Theorem 2.4 (2-a). In fact, the integrand of integrals \(I_2\) and \(I_3\) in \[5.4\] is \(L^2\), and hence \(I_2 + I_3\) belongs to \(L^2((1, \infty), x^{-1} \, dx)\). In addition, as already found, \(I_1\) in \[5.4\] also belongs to \(L^2((1, \infty), x^{-1} \, dx)\).

We prove the latter half of Theorem 2.4. By \[4.3\], we have
\[
\int_1^\infty R_{f,\omega}(x) x^{s-\frac{1}{2}-} \frac{dx}{x} = \frac{\Theta_{f,\omega}(s) - \varepsilon(f)}{s - 1/2}
\]
for \(s \in \mathbb{C}\) with large \(\Re(s) > 0\). By \(R_{f,\omega} \in L^2((1, \infty), x^{-1} \, dx)\) and Theorem 10 of \[20\] Chap. II, we find that \((\Theta_{f,\omega}(s) - \varepsilon(f))/(s - 1/2)\) has no poles in the right-half plane \(\Re(s) > 1/2\). Then, by the argument of the proof of Theorem 2.3 (1), we arrive at the desired conclusion. \qed
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