Time-reversal symmetry breaking in frustrated superconductor Re$_2$Hf
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Geometrical frustration leads to novel quantum phenomena such as the spin-liquid phase in triangular and kagome lattices. Intraband and interband Fermi surface (FS) nesting can drive unique superconducting (SC) ground states with $d$-wave and $s^\pm$-pairing symmetries, respectively, according to the criterion that the SC gap changes sign across the nesting wave vector. For an odd number of FSs, when multiple interband nesting is of comparable strength, the sign-reversal criterion between different FS sheets can lead to frustration, which promotes novel SC order parameters. Here, we report the experimental observation of a time-reversal symmetry breaking pairing state in Re$_2$Hf resulting from FS nesting frustration. Furthermore, our electronic specific heat and transverse-field muon spin rotation experiments suggest a fully gapped pairing symmetry. The first-principles electronic structure calculation reveals multiple Fermi surface sheets with comparable interband nesting strength. Implementing the ab initio band structure, we compute spin-fluctuation mediated SC pairing symmetry which reveals an $s + i s'$-pairing state—consistent with experimental observations. Our investigation demonstrates an alternative SC state which provides a putative setting for both applied and fundamental study.
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I. INTRODUCTION

Conventional superconductivity is mediated by electron-phonon coupling, which induces an attractive interaction that results in a unique ground state of isotropic and fixed-sign pairing symmetry. The attractive interaction leaves little room for exotic pairing symmetries. On the other hand, unconventional superconductivity is yet to be fully understood, the possibility of having novel and exotic pairing symmetries due to the interplay of structural symmetries and Fermi surface (FS) topology make it an attractive topic of research [1].

The theory of spin-fluctuation mediated unconventional superconductivity requires a pairing symmetry that must change sign across the nesting wave vector [2–13]. In a single FS sheet, if the pairing symmetry changes sign between different parts of the same FS, it must go through a zero gap state. This gives rise to nodal superconductivity (SC), for example, $d$-wave gap symmetry in cuprates [2–10], in some of the heavy fermions [11,14–16], and other compounds [12,13,17]. In a multiband SC, if the FS nesting occurs between different FS sheets, the SC gap may possess an opposite sign between different FS sheets but a single sign on a single FS sheet. Such solutions lead to the $s^\pm$-pairing state, which is fully gapped (nodeless), as seen in pnictides [18–21] and proposed in some other systems [14,22]. It is interesting to ask what happens when there exists an odd number of FS sheets (say three), and the pairing interaction promotes an interband sign-reversal pairing symmetry. How do we fix the sign of the gap on the third FS sheet, as schematically shown in Fig. 1. For example, when the three interband FS nestings are of comparable strengths and promote an interband $s^\pm$-pairing state, any two FSs possess opposite SC gaps, while the third FS has the equal probability of having $\pm$SC gap. In such a frustrated SC phase, the lowest ground state can be a superposition state of both gaps, which gives a time-reversal breaking $s \pm i s'$-pairing state. So far, time-reversal symmetry breaking (TRSB) superconductivity have been reported in a very few materials, e.g., Sr$_2$RuO$_4$ [23,24] and (U, Tb)Be$_{13}$ [25–28], (Pr, La)$_{14}$Ru$_2$O$_{17}$ [29,30], PrPt$_4$Ge$_{12}$ [31], LaNiGa$_2$ [32], UP$_3$ [33], Lu$_5$Rh$_6$Si$_{18}$ [34], Re$_4$X [35–38], LaNiC$_2$ [39], La$_7$(Ir/Rh)$_3$ [40,41], and very recently in Sr$_5$Bi$_2$Se$_3$ [42], 4Hb-TaS$_2$ [43], and Ba$_{1-x}$K$_x$Fe$_2$As$_2$ [44]. In these materials, the TRSB superconductivity is often stabilized by mainly ferromagnetic fluctuations or spin-orbit coupling (SOC).

In this paper, we report the evidence of a TRSB SC ground state resulting from a mechanism of FS nesting frustrations in Re$_2$Hf. This constitutes an experimental observation of multiband superconductivity exhibiting frustration.

II. NORMAL AND SUPERCONDUCTING STATE PROPERTIES

Re-based binary compounds (Re-X) form centrosymmetric and noncentrosymmetric crystal structures depending on the Re/X stoichiometry ratio and most of these binary compounds are superconductors. Re$_2$Hf is another member of this family, forming a $C_{14}$ Laves phase with a centrosymmetric crystal structure. A hexagonal $C_{14}$-type Laves phase is a form
of well-known Laves phases with the general composition of $AB_2$, and the $B$ atoms often dominate the electronic properties of the Laves phases [45]. The Re$_2$Hf sample was prepared via the standard arc melting method. We characterized the compound by magnetization, resistivity, and specific heat measurements. The details of sample preparation and experimental techniques are given in the Supplemental Material [46]. These measurements confirm that Re$_2$Hf is a type-II superconductor with $T_{C}^{\text{mag}} = 5.7(1)$ K [Fig. 2(a)]. Zero resistance further confirms the superconductivity of the alloy [inset of Fig. 2(a)].

We estimated the lower critical field $H_{C1}(0)$ from the low-field magnetization curves $M(H)$ in the range of 0–30 mT taken at different temperatures as shown in the inset of Fig. 2(b). $H_{C1}(0)$ was estimated to be 12.7(1) mT by fitting the data in accordance with the Ginzburg-Landau (GL) equation $H_{C1}(T) = H_{C1}(0)[1 - (T/T_{C})^2]$. Magnetization measurements were done in different magnetic fields up to 1.0 T to calculate the second-order transition field $H_{C2}(0)$, as shown in the inset of Fig. 2(c). Since, in the case of a type-II material, the magnetic field can penetrate the sample and reduce the gap function, $T_{C}$ shifts to lower temperature with the increment of the applied field. Data were well fitted in the low-field region by using the GL formula $H_{C2}(T) = H_{C2}(0)[1 - (T/T_{C})^4]$, where $t = T/T_{C}$. In the high-field region, a concave nature of $H_{C2}(T)$ was observed in magnetization measurements. A similar behavior of $H_{C2}(T)$ was noted when calculated from specific heat and resistivity measurements. The data were well fitted with the two-gap model [47]. The dashed line gives a two-gap fit of the data in the whole region, indicating the possible multiband superconductivity in Re$_2$Hf compound. The estimated value of $H_{C2}^{\text{mag}}(0)$ is 1.17(2) T. We calculated the Ginzburg-Landau coherence length $\xi_{GL}(0) \approx 167$ Å from the relation $H_{C2}(0) = \frac{\Phi_{0}}{2\pi \xi_{GL}^2}$, where $\Phi_{0} = (2.07 \times 10^{-15}$ T m$^2$) is the magnetic flux quantum [48]. Since a Cooper pair breaks due to the applied magnetic field, more precise treatment of the second-order transition field $H_{C2}(0)$, including the Pauli paramagnetic and orbital diamagnetic effects together, has been given by Maki [49] in the limit of a very short mean free path. The Maki parameter $\alpha_{M}$ is the measure of the relative strengths of the orbital and Pauli limiting values of $H_{C2}$ and is given by $\alpha_{M} = \sqrt{2 H_{C2}^{\text{orbital}}(0)/H_{C2}^{\text{mag}}(0)}$. For BCS superconductors in the dirty limit, the orbital limit of the upper critical field $H_{C2}^{\text{orbital}}(0)$ can be calculated by the Werthamer-Helfand-Hohenberg (WHH) [50,51] expression $H_{C2}^{\text{orbital}}(0) = -\alpha_{M}T_{C}\frac{dH_{C2}(T)}{dT}|_{T=T_{C}}$, where $\alpha$ is the purity factor for dirty limit ($=0.693$) superconductors and the initial slope $-\frac{dH_{C2}(T)}{dT}|_{T=T_{C}}$ was calculated from the $H_{C2} - T$ phase diagram. The obtained value of $H_{C2}^{\text{orbital}}(0)$ is 0.73 T. The obtained value of $\alpha_{M} = 0.10$ for Re$_2$Hf indicates that the effect of the Pauli limiting field is negligible in the breaking of Cooper pairs. The penetration depth $\lambda_{GL}(0)$ and GL parameter $k_{GL}$ were estimated as 1742 Å and 10.38, respectively, for Re$_2$Hf by using relations (1) and (2):

$$H_{C1}(0) = \frac{\Phi_{0}}{4\pi\lambda_{GL}^2(0)} \left( \ln \frac{\lambda_{GL}(0)}{\xi_{GL}(0)} + 0.497 \right). \quad (1)$$

FIG. 2. (a) The temperature dependence of the magnetic susceptibility at 1 mT applied field. The inset shows the zero resistivity. (b) Temperature dependence of the lower critical field $H_{C1}$ was fitted using the Ginzburg-Landau relation. (c) $H_{C2}(0)$ was calculated via magnetization, resistivity, and heat capacity measurements. The dotted lines are two-gap fittings of the data. The inset shows the $M(T)$ curves for various applied magnetic fields.
The GL parameter \( k_{\text{GL}} = \frac{\lambda_{\text{GL}}(0)}{\xi_{\text{GL}}(0)} \).

The GL parameter \( k_{\text{GL}} \gg \frac{1}{\sqrt{T}} \), indicating that \( R_2Hf \) is a type-II superconductor. The thermodynamic critical field \( H_C \) is obtained around 0.08 T from the relation \( H_{C1}(0)H_{C2}(0) = H_C^2 \ln \frac{\xi}{\lambda} \).

The exact SC gap nature is investigated using specific heat measurements. Heat capacity measurements were performed at zero fields as well as at different fields to analyze the phonon properties and electronic density of states of the sample. The superconducting transition, which is manifested by a pronounced jump in the heat capacity data, is observed at 5.70 K [Fig. 3(a)]. We analyzed the low-temperature specific-state specific heat data by using the relation \( \frac{C}{T} = \gamma_n + \beta_n T^2 + \beta_s T^4 \), where \( \gamma_n \) is the Sommerfeld coefficient, \( \beta_n \) is the Debye constant, and \( \beta_s \) is the anharmonic contribution to the specific heat. The extrapolation of normal state behavior below \( T_C \), to the \( T \to 0 \) limit, allows for the determination of normal-state coefficients. From the \( \beta_n \) (\( =0.23 \)) values obtained experimentally, we calculated the Debye temperatures \( \theta_D \) of the compounds using the formula \( \theta_D = (\frac{1.43\times10^{12} \text{ eV f.u.}}{N} \), where \( N \) (\( =3 \)) is the number of atoms per formula unit, and \( R \) is the molar gas constant (\( =8.314 \text{ J mol}^{-1} \text{ K}^{-1} \)), which was based on the simple Debye model for the phonon contribution to the specific heat. The estimated \( \theta_D \) value was 294 K. For noninteracting fermions, the Sommerfeld coefficient \( \gamma_n \) is proportional to the density of states \( D_C(E_F) \) at the Fermi level which was calculated to be 4.71 states/eV f.u. from the relation \( \gamma_n = (\frac{\pi^2}{3}k_B^2)D_C(E_F) \), where \( k_B \approx 1.38 \times 10^{-23} \text{ J K}^{-1} \). The strength of the attractive interaction between the electron can be estimated by the electron-phonon coupling constant \( \lambda_{\text{e-ph}} \) in the McMillan equation \[ 52 \] \( \lambda_{\text{e-ph}} = \frac{1}{(1-0.62\mu^* \ln(\theta_D/1.45T_C)-1.04) \times 1.04 + 1.04 \ln(\theta_D/1.45T_C)-1.04} \), where \( \mu^* \) (\( =0.13 \) for many intermetallic superconductors) is the repulsive screened Coulomb parameter. The calculated value of \( \lambda_{\text{e-ph}} \approx 0.67 \) represents \( R_2Hf \) as a moderately coupled superconductor \[ 53,54 \].

The electronic contribution to the specific heat in the superconducting state \( C_{\text{el}} \) can be calculated by subtracting the phononic contribution from the measured data \( C \) by the relation \( C = C - \beta_n T^2 - \beta_s T^4 \). The electronic contribution to the specific heat was fitted using the \( \alpha \) model \[ 55 \] (detailed in the Supplemental Material \[ 46 \]). The data were well fitted with both \( s \) and \( s+s \) waves but two-gap models though the \( s+s \) model yield a better goodness of fit (\( \chi^2 \)) compared to the \( s \) model fit as shown in Fig. 3(b). In the case of the \( s+s \) model fit the values of the energy gap \( \Delta_n(0) \) are 1.85 and 1.60 with a weight factor of the second gap of 0.43. It is visible that the \( s+s \) model fits better over the whole temperature range than the \( s \) models. The inset of Fig. 3(b) shows the difference between the observed data and the theoretical model. The systematic deviation of the \( s+s \) model from the experimental data may suggest the effect from the polycrystalline nature of the sample. The deviation amplitude denotes the goodness of fit that shows the \( s+s \) model with a significant fraction of the second gap best fits the experimental results. The good agreement of the \( s+s \) model with observed data indicates the presence of multiple nodeless gaps on the FS. To quantitatively analyze the \( T \) dependence of the electronic contribution of the specific heat, the Sommerfeld coefficient \( \gamma_n \) was calculated by fitting the \( C_{\text{el}}/T \) vs \( T \) data with the equation \( C_{\text{el}} = \gamma_n + \frac{1}{T} \exp(-\frac{\Delta_n(0)}{k_B T}) \) for each field \[ 56 \]. The field dependence of the Sommerfeld coefficient \( \gamma \) is shown in Fig. 3(c), where \( \gamma \) and \( H \) are normalized by \( \gamma_n \) (\( =11.1 \text{ mJ mol}^{-1} \text{ K}^{-2} \)) and \( H_{C2}(0) \) (\( =1.17 \text{ T} \)). Here, we can observe that \( \gamma \) increases linearly with \( H \) in the lower-field region up to a crossover field \( H^* \approx 0.07H_{C2}(0) \), which is slightly less than the theoretical value 0.3\( H_{C2}(0) \) expected for the completely isotropic gap case \[ 56,57 \]. In the framework of the theory proposed by Nakai et al. \[ 57 \], \( \gamma \) is proportional to the number of field-induced vortices, i.e., \( \gamma \propto H \) for a fully gapped superconductivity whereas a nonlinear behavior \( \gamma \propto H^{0.5} \) is predicted for a highly anisotropic gap or a gap with nodes. At higher fields, interactions between the vortices result in the delocalization of quasiparticles, leading to a nonlinear increase in \( \gamma \), and the crossover field reduces with the degree of the gap anisotropy \[ 58 \]. The data were well fitted.
with $\gamma \propto 1.6H^{0.5}$, indicating a possible unconventional superconducting energy gap. The black dashed line guides the eye to two linear fits with different slopes, which can correspond to the two isotropic gaps on the FSs. A similar behavior of the Sommerfeld coefficient was observed for popular multigap superconductors such as MgB$_2$ [59,60] and 2H-NbSe$_2$ [61]. Such a nontrivial nature of $\gamma$ suggests the presence of an unconventional single-particle energy gap, as predicted by the theoretical results [56,57].

### III. MUON SPIN ROTATION AND RELAXATION MEASUREMENTS

The gap structure of the SC state is further probed by the transverse-field muon spin rotation (TF-\(\mu\)SR) measurements. Figure 4(a) shows the TF-\(\mu\)SR precessional signals for Re$_2$Hf collected above and below $T_C$. The normal-state spectra show a homogeneous field distribution throughout the sample, with a weak depolarization arising from the dipolar nuclear field. In contrast, the SC state spectra show a strong depolarization, indicating the formation of an inhomogeneous field distribution in the flux line lattice (FLL) state. The decaying multicomponent Gaussian oscillatory function best fitted the time domain of the transverse-field $\mu$SR spectra with an oscillatory background term that emerges from the muons implanted directly into the silver sample holder that does not depolarize,

$$G_{\text{TF}}(t) = \sum_{i=1}^{N} A_i \exp \left( -\frac{\sigma_i^2 t^2}{2} \right) \cos(\gamma_i B_i t + \phi) + A_{bg} \cos(\gamma_{bg} B_{bg} t + \phi),$$  \hspace{1cm} (3)

where $\phi, A_i, B_i, \sigma_i$, and $\gamma_i/2\pi = 135.5 \text{ MHz/T}$ are the initial phase of the initial muon spin polarization with respect to the positron detector, asymmetry, mean field (first moment) of the $i$th component of the Gaussian distribution, relaxation rate, and muon gyromagnetic ratio, respectively. $A_{bg}$ and $B_{bg}$ are the background contributions for the asymmetry and the field, respectively. The terms mainly arise from the muons that miss the sample and hit the sample holder or the cryostat walls. The
temperature dependence of effective depolarization rate $\sigma$ was calculated by the second moment method where the first and second moments are described as

$$\langle B \rangle = \sum_{i=1}^{N} A_i B_i,$$

$$\langle \Delta B^2 \rangle = \sum_{i=1}^{N} \frac{A_i[(\sigma_i/\gamma_i)^2 + (B_i - \langle B \rangle)^2]}{A_1 + A_2 + \cdots + A_N} = \frac{\sigma^2}{\gamma_{\mu}^2},$$ \hspace{1cm} (5)

The asymmetry spectra were fitted with three Gaussian components to maintain the quality of fit such that $\chi^2$ (normalized to the degrees of freedom) is close to 1. $\sigma$ is the incorporate of depolarization arising due to nuclear dipolar moments ($\sigma_N$) and the field variation across the flux line lattice ($\sigma_{\text{sc}}$) by the quadratic relation $\sigma^2 = \sigma_N^2 + \sigma_{\text{sc}}^2$. We have extracted $\sigma_{\text{sc}}$ from the above relation. The temperature dependence of the depolarization arising due to the field variation across the flux line lattice ($\sigma_{\text{sc}}$) is displayed in Fig. 4(b). The inset of Fig. 4(b) shows the difference between the experimental results and the theoretical model. The temperature dependence of $\sigma_{\text{sc}}$ is seen nearly constant below $\approx T_C/3$, indicating the absence of nodes in the SC energy gap at the FS. We have fitted the data with different models, while only a two-gap scenario with both gaps being nodeless gives good fitting over most regions. The details of the fitting functions are summarized in the Supplemental Material [46]. This suggests the dominating $s$-wave behavior in the compounds with an isotropic or nearly isotropic gap in the electronic density of states at the Fermi level. The two-gap model yields a value of the BCS ratio $\frac{\Delta(0)}{k_B T_C}$ as 1.89 and 1.82 with a weighting factor 0.21 to the second gap. While both single- and two-gap $s$-wave models yield good agreement, the two-gap fitting covers the whole temperature region with a better goodness of fit. The gap values are slightly higher than those estimated from specific heat values due to the applied field during measurement. The calculated value of $\frac{\Delta(0)}{\kappa_{\text{EL}}}$ is higher than the BCS predicted value of 1.76, indicating deviations from the weak coupling BCS pairing scenario. The fitting with the local London approximation in the clean limit yields $\lambda(0) = 1397(10) \text{ Å}$. 

FIG. 4. (a) TF-\(\mu\)SR asymmetry spectra collected above ($T = 7 \text{ K}$) and below ($T = 0.5 \text{ K}$) the transition temperature $T_C$ at $H = 30 \text{ mT}$ where solid lines represent the fit to the data using Eq. (3). (b) The temperature dependence of $\sigma_{\text{sc}}$ is fitted with different models. The inset shows the difference between the experimental results and theoretical model. (c) Temperature dependence of $\sigma_{\text{2F}}$ and the inset shows the time evolution of the spin polarization of muons under zero-field conditions.
To further investigate the occurrence of TRS breaking in Re$_2$Hf, a systematic zero-field (ZF) $\mu$SR was performed at different temperatures. The inset of Fig. 4(c) shows the ZF-$\mu$SR spin relaxation spectra, where there is an apparent change in the relaxation behavior of the spectra recorded above ($T = 9$ K) and below ($T = 0.1$ K) $T_C$. This indicates the presence of spontaneous magnetic fields in the SC state. We have fitted ZF-$\mu$SR data by a damped Gaussian Kubo-Toyabe (KT) function [62] with a background contribution associated with the muon stopping in the silver sample holder. The damped Gaussian Kubo-Toyabe (KT) function is given by

$$G(t) = A_1 \exp(-\Delta t) G_{\text{KT}}(t) + A_{bg}, \quad (6)$$

with

$$G_{\text{KT}}(t) = \frac{1}{3} + \frac{2}{3} (1 - \sigma_{ZT}^2 t^2) \exp \left( -\frac{\sigma_{ZT}^2 t^2}{2} \right), \quad (7)$$

where $A_1$ is the initial sample asymmetry, and $\sigma_{ZT}$ and $\Delta$ are the Gaussian and an additional relaxation rate, respectively. The temperature dependence of the Gaussian relaxation rate $\sigma_{ZT}$ is shown Fig. 4(c). $\sigma_{ZT}$ gradually increases below the superconducting transition temperature (the dotted line guides the eye), indicating a possible TRS breaking signal. We have also performed longitudinal-field (LF)-$\mu$SR measurements at 0.25 K of 15 mT, shown by the orange flat asymmetry spectra in Fig. 4(c). The applied field decouples the static internal field, excluding the possibility of an impurity-induced relaxation. The calculated value of the spontaneous field $B_{\text{mag}}$ in the SC region is 0.116 mT. The appearance of such spontaneous fields in the SC state provides strong evidence for a TRS broken pairing state. The internal field value is highest among all the TRS breaking superconductors, suggesting a distinctive SC state in this compound.

IV. ELECTRONIC PROPERTIES

From the general physics of the Laves phase elements as is Re$_2$Hf, it is expected that the electronic structure of Re plays a crucial role in superconductivity [45,63]. Re$_2$Hf belongs to the P6$_3$/mmc space group (No. 194) and has the hexagonal point group of $D_6$. We compute the electronic structure using the Vienna $ab$ initio simulation package (VASP) [64], and the Perdew-Burke-Ernzerhof (PBE) form for the exchange-correlation functional [65]. The lattice parameters are allowed to relax, and the values are found to be $a = 5.29$ Å, and $c/a = 1.63$, close to the experimental value [66]. To deal with the strong correlation effect of the $d$ electrons of Re atoms, we employed the local density approximation plus Hubbard $U$ (LDA+$U$) method with a standard database value of $U = 2.4$ eV. The spin-polarized calculation is performed to confirm that the material is nonmagnetic. Finally, the calculations are repeated with and without the spin-orbit coupling.

There are five FS sheets, as shown in Fig. 5(a) for the SOC split bands. All FSs show substantial three-dimensional behavior. Among all the FSs, FS 4 has the largest area and then FS 3 and so on. For all bands, we find intraband FS nesting is much weaker than the interband components, and expectedly, the FS nesting strength between FS 4 and others is stronger while those among the other FSs are equivalent, causing frustrations in the nesting profile [see Fig. 5(b)]. Without SOC, the topology of the FSs remains similar, but two additional small FSs appear. The following calculations of the SC pairing symmetry are repeated for the SOC-free band structures, and the results of the $s + is'$-pairing symmetry are found to be robust.

V. SPIN-FLUCTUATION MEDIATED SUPERCONDUCTIVITY

We consider a multiband Hubbard model with intraband and interband on-site interactions $U$ and $V$, respectively. The density-density fluctuation mediated pairing interaction $\Gamma(q)$ is obtained within the random phase approximation (RPA) by summing the so-called bubble and ladder diagrams [2,7,11,18], and the result is

$$\Gamma(q) = \frac{1}{2}[3U_s \chi_s(q) U_s - U_s \chi_s(q) U_s + U_s + U_s]. \quad (8)$$

The subscripts $s$ and $c$ denote spin and charge fluctuation channels, respectively. $U_{s/c}$ are the on-site interaction tensors for spin and charge fluctuations, respectively, whose diagonal terms involve intraband Hubbard $U$ and the off-diagonal components give the interband Hubbard $V$. $\chi_{s/c}$ are the RPA spin and charge susceptibilities computed by directly including the density functional theory (DFT) band structures. The details of the formalism are given in the Supplemental Material [46]. We compute the eigenvalue and eigenfunctions of the pairing interaction $\Gamma(q = \mathbf{k} - \mathbf{k}')$ on the three-dimensional (3D) FS by solving the following equation:

$$\Delta(k) = -\lambda \sum_{k'} \Gamma(k - k') \Delta(k'). \quad (9)$$
\( \Delta(k) \) is an \( N \)-component eigenvector at each \( k \), denoted by \( \Delta(k) = [\Delta_i(k)] \), where \( i = 1 - N \) with \( N \) being the total number of bands. To consider the intra- and interband nestings on equalfootings, we construct a pairing potential matrix \( \Gamma \) of dimension \( N' \times N' \), where \( N' = N \times N_0 \) with \( N_0 \) being the total number of coarse-grained Brillouin zone \( k \) points. \( \lambda \) is the overall pairing eigenvalue (proportional to the SC coupling strength). Since the pairing potential is repulsive here, the highest \( \eta \) eigenvalue, and the corresponding pairing symmetry can be shown to govern the lowest free-energy value in the SC state [7].

We numerically solve Eq. (9), and find several (nearly) degenerate solutions. We present one of the solutions by projecting the eigenstate \( \Delta(k) \) onto different band bases \( \delta_i(k) \) in Fig. 5(a) by the blue to red color (positive to negative value of the SC gap) on the FSs. We make several important observations. (i) All the degenerate gap solutions yield a negative gap on FS 4, while the sign of the gap is frustrated among the remaining four FSs. This is consistent with the fact that FS 4 has the largest volume and has comparable interband nestings with all other FSs. Therefore, the SC solution is favored for a sign reversal in all other bands with respect to FS 4. (ii) The other nesting channels have variable strength and nesting wave vectors. Several dominant (static) spin-fluctuation profiles are shown in Fig. 5(b). We observe that there are several interband nesting profiles which are nearly degenerate. For example, the nestings between FSs 2-4 are very much degenerate than that between FSs 3 and 4, 1-5, and 2-5. Therefore, for the negative gap in FS 4, the FS 1-5 and FS 2-5 nestings frustrate the sign on the FS 5 with respect to FS 1 and FS 2. Similarly, the similar nesting profiles between bands 1-4, 2 and 3, and 4 and 5 tend to frustrate the SC gap’s sign between FS 1 and FS 5. (iii) In all cases, we find that the intraband FS nesting strength is considerably small. This plays a key role in the absence of any \( k \)-space anisotropy of the gap within a given band.

VI. DISCUSSION OF THE SC GAP SYMMETRY

The origin of the TRS breaking complex pairing eigenstate is understood as follows. We express the gap functions as \( \Delta_i(k) = \eta_i g_i(k) \), where \( \eta_i \) is the gap value and \( g_i(k) \) incorporates the \( k \)-space anisotropy, and \( i \) is the band index. The sign reversal of the gaps can now occur either in \( \eta_i \) between different bands \( \text{sgn}[\eta_i] \neq \text{sgn}[\eta_{i,p}] \), and/or \( \text{sgn}[g_i(k)] \neq \text{sgn}[g_j(k + q)] \) for \( i = j \) (intraband) or \( i \neq j \) (interband), where \( q \) is the nesting vector. The hexagonal group \( D_{6h} \otimes T \), where \( T \) is the time-reversal symmetry, is split into the \( A_{1g} \) and \( E_{2g} \) irreducible representations [67]. This implies that \( g_i(k) \) can have \( s \)-wave or \( d \)-wave symmetries.

(i) In the limit when the intraband interactions are much smaller than the intraband components, Eq. (9) decouples to \( N \)-separate eigenvalue equations in the momentum space. Given that \( \lambda > 0 \), and \( \Gamma > 0 \), the only allowed solutions of Eq. (9) are those for which each \( g_i(k) \) component changes sign across the corresponding nesting vector. This means \( g(k) \in E_{2g} \). There is little possibility in this case to obtain any other exotic order parameter such as a TRSB complex order parameter.

(ii) In the other limit of \( \Gamma_{i,j} \gg \Gamma_{ii} \), generally both \( A_{1g} \) and \( E_{2g} \) symmetries may arise: \( \lambda_{ii} \) is preferable when the sign reversal occurs in \( \eta_i \) between two bands due to interband nesting without a preferential wave vector or if there are multiple nestings of comparable strengths causing frustration (our case). This gives an \( s^\pm \)-pairing symmetry. \( E_{2g} \) symmetry can arise here when the interband nesting promotes a sign reversal in both \( \eta_i \) and \( g_i(k) \). In both cases, one may obtain a TRSB combination such as an \( s + i\sigma \) or \( d + id \) for the reasons discussed below.

(iii) In the intermediate region where both intraband and interband nestings are comparable, both \( A_{1g} \) and \( E_{2g} \) symmetries are allowed, and since these two irreducible representations do not mix, a stable solution would require a TRSB combination, i.e., an \( s + i\sigma \) order parameter. Our numerical simulation predicts an \( s + i\sigma \)-pairing symmetry which belong to point (ii) above. Here, the origin of an \( s + i\sigma \) combination is interesting. Because of the \( s \)-wave nature in each band, \( g_i(k) = \pm 1 \). There arises an internal rotational symmetry \( SO(N) \) of the components of the order parameter \( \Delta = [\eta_j] \), as, for example, \( \eta_1 \rightarrow \eta_2, \eta_2 \rightarrow \eta_3, \ldots, \eta_N \rightarrow \eta_1 \). Therefore, we can Fourier transform the order parameters as

\[
\eta_p = \frac{1}{\sqrt{N}} \sum_{m=0}^{N-1} \eta_n \exp \left( \frac{2\pi p n}{N} \right).
\]

where \( n \) runs over the number of bands and \( p \in \mathbb{Z} \). Clearly, although the pairing amplitude \( \eta_n \) for each band is real, the Fourier component \( \eta_p \) is complex for \( p \neq 0 \), and breaks the TRS. The phases of the order parameter is clearly dictated by the total number of bands. For our five-band model, we have the order parameters which take the form \( \eta_1 = 1/\sqrt{5} \sum_{n=0}^{4} \eta_n \exp(i2\pi n/5) \). This multiband order parameter is consistent with the multigap behavior we observed in our experiments.

VII. CONCLUSIONS

To summarize, we have investigated Re2Hf. Zero- and longitudinal-field \( \mu \)SR data reveal the presence of spontaneous static magnetic fields below \( T_C \), confirming that time-reversal symmetry is broken in the superconducting state. Detailed theoretical work suggests the FS nesting frustration in the superconducting ground state leads to time-reversal symmetry breaking. This is an observation of frustrated multiband superconductivity. This work paves the way for further studies of many superconductors in the Re2X family in the hunt for unconventional behavior. Apart from the local magnetic moment corresponding to the TRSB SC as observed here, such an exotic order parameter has other interesting experimental signatures [68–72], and also induces other collective [73,74] and topological excitations [75–77].
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