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Abstract. Food recognition is one of the most important components in image-based dietary assessment. However, due to the different complexity level of food images and inter-class similarity of food categories, it is challenging for an image-based food recognition system to achieve high accuracy for a variety of publicly available datasets. In this work, we propose a new two-step food recognition system that includes food localization and hierarchical food classification using Convolutional Neural Networks (CNNs) as the backbone architecture. The food localization step is based on an implementation of the Faster R-CNN method to identify food regions. In the food classification step, visually similar food categories can be clustered together automatically to generate a hierarchical structure that represents the semantic visual relations among food categories, then a multi-task CNN model is proposed to perform the classification task based on the visual aware hierarchical structure. Since the size and quality of dataset is a key component of data driven methods, we introduce a new food image dataset, VIPER-FoodNet (VFN) dataset, consists of 82 food categories with 15k images based on the most commonly consumed foods in the United States. A semi-automatic crowdsourcing tool is used to provide the ground-truth information for this dataset including food object bounding boxes and food object labels. Experimental results demonstrate that our system can significantly improve both classification and recognition performance on 4 publicly available datasets and the new VFN dataset.
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1 Introduction

Many chronic diseases including cancer, diabetes, and heart disease, can be linked to diet. However, accurate assessment of dietary intake is an open and challenging problem. Conventional assessment methods including food records, 24-hour dietary recall, and food frequency questionnaires (FFQ) are prone to biased
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measurement and are burdensome to use \[51,66,59,45\]. In the last decade, there has been a growing popularity of using mobile and wearable computing devices to monitor diet-related behaviors and activities \[92,66,51\]. At the same time, advances in computer vision and machine learning has enabled the development of image-based dietary assessment systems \[91,58,26,33\] that can analyze food images captured by mobile and wearable devices to provide an estimate of dietary intake. Accurate estimation of dietary intake relies on the system’s ability to distinguish foods from the image background (i.e., localization), to identify (or label) food items (i.e., classification), to estimate food portion size, and to understand the context of the eating event. Although there are promising advancements, many challenges still remain in automating the assessment of dietary intake from images.

Recently, a series of breakthroughs in computer vision have been led by deep learning \[49\] techniques such as Convolutional Neural Networks (CNNs) \[47\] using data-driven approaches. The success of deep learning methods depends largely on the quantity and quality of data. The increased availability of online food images shared on social media and review forum has made the collection of large food image dataset possible. However, high quality ground-truth labels are equally, if not more important, for improving the performance of image-based dietary assessment systems. In this paper, we selected the most frequently consumed foods in the United States \[2\] as the food categories to build a new food image dataset, Viper FoodNet (VFN) Dataset. A semi-automatic image collection system and a web-based crowdsourcing tool \[71\] are implemented to collect and annotate those food images for the VFN Dataset.

Food classification \[37,88,43,55,85,54\] is the task of labeling food items in an image, which assumes the input image contains only a single food item. Thus, there is no need to output the pixel location of the foods in an image. Others have worked on food detection \[5,43,42\], which determines whether an image contains food or not. However, it is common for food images to contain multiple foods. In this paper, we define food recognition as the task of simultaneously localize and label foods present in an image. This task also provides value to subsequent tasks such as estimating food volume and portion size. Recently, \[9\] proposed a method to generate bounding boxes for food localization. However, the process is quite complex and many hand-crafted parameters are required, it is difficult to generalize to larger foods datasets or real-life food images.

In this work, we propose a two-step food recognition system that can localize and label multiple foods in an image and generalize to other food image datasets. Our system consists of food localization and food classification to handle multi-food images which are prevalent in daily life. Since many single food images also contain non-food objects such as human hands, menus, and tables, a well-designed food localization process can also remove background clutters to improve classification performance. Given the success of Faster R-CNN \[65\] for face detection \[40\] and hand detection \[22\], we implemented a version of it for the food localization task.
Labeling food categories for each region selected by food localization is a typical classification task. Many existing methods [38,36] have shown good performance for image classification of general objects. However, different food categories contain many hidden relations. For example, pancake and waffle are closely related compared to pancake and pork chop based on semantic meaning. In [85], instead of treating food classification as a flat fine-grained classification problem, a semantic-based hierarchical structure for food categories is proposed to improve the performance of classification. However, it is time-consuming and impossible to manually build such a hierarchical structure given that there are thousands of food categories in the world. It is also impractical to build a specific hierarchical structure for each available food image dataset since the same food may have different names or the same name may represent different foods in different regions of the world. In this paper, we proposed a method to automatically cluster visually similar foods and build a hierarchical structure for the food categories. We classify food regions by leveraging the hierarchical structure in a multi-task manner.

In summary, the contribution of this paper is twofold. We developed an image-based food recognition system consisting of food localization and hierarchical food classification, which can be used as building blocks for image-based automatic dietary assessment applications. We designed and constructed a new food image dataset, VIPER-FoodNet (VFN) dataset, which contains 15k real-life multi-food images of most frequently consumed foods in the United State. This dataset along with other publicly available food image datasets are used for evaluating the performance of our food recognition system.

The rest of the paper is organized as follows. In Section 2, we discuss and summarize related works to different components of our system. We discuss the design and construction of the VFN dataset in Section 3. Details of the food recognition system are presented in Section 4. In Section 5, we discuss experimental results on different datasets and compare our method to other food localization and classification methods. Discussion and Conclusion is provided in Section 6 and 7.

2 Related Work

2.1 Image-based Dietary Assessment

With the development of mobile and wearable technologies, a wide range of approaches using food images captured at the eating scenes have been proposed to assess dietary intake [11]. Many image-based approaches have been integrated into sensor systems and mobile devices with the goal of automating dietary assessment by reducing human input, e.g., mFR [92], eButton [75], FRapp [13], NuDAM [67], and [61]. The broad range of approaches can be classified into two main categories: active capture and passive capture.

Active capture requires the participant or a data collector to operate the device and capture images of food being consumed. A mobile device is typically used for image capturing. In addition to images, some methods include
other forms of inputs. For example, FRapp [13] captures text and voice as additional information. NuDAM [67] includes voice recording from the participant about the food consumed, leftovers, information about the meal occasion, and a follow-up call in the next day for making the adjustment. On the contrary, the mFR [92] provides an end-to-end solution based on capturing a pair of before and after eating scene images from a mobile device camera as the sole input to estimate food consumption using image analysis techniques [91,84,26,83].

**Passive capture** takes pictures or videos automatically in real time or semi-automatically at intervals. Compared to active capture, it may be more challenging to process collected data due to uncertainty of how food consumption is captured, and possible concerns about privacy. The eButton [75] is a chest-worn device that takes images at a preset rate during eating occasions. Food-specific models are used to estimate food volume [39]. Another approach [61] estimates food intake based on video of the eating scenario captured by a 360 camera. Mask R-CNN [34] is used to detect people and 13 food categories.

### 2.2 Food Detection and Food Localization

Food detection, which refers to the presence of foods in an image, is a binary classification problem [43,12,28,42,46]. On the other hand, Food localization aims to detect where the food is located in an image, commonly indicated by bounding boxes or pixel-level segmentation masks. It is also known as food region detection [57]. To avoid terminology confusion, we use food localization throughout this paper with more details about our method described in Section 4.1. Although we can extract spatial information about the foods in the image, localization will not return food categories associated with the spatial information. In this section, we will illustrate previous works of both food detection and food localization.

**Food detection**, traditionally, is solved based on handcrafted features, e.g., scale-invariant feature transform (SIFT) [52] and speeded up robust features (SURF) [7] for feature representations. Support vector machine (SVM) [20] is then used to do binary classification. A food logging system proposed in [46] performs automated food/non-food classification based on global features [29], e.g., circles detected by Hough transforms and the average value in color space. In 2015, a one-class SVM [14] for food detection was proposed in [28]. Without non-food images in the training dataset, this method still achieved promising performance. Given the success of Convolutional Neural Networks (CNNs) for image classification, authors in [43,28,42,74] fine-tuned existing CNN models for food detection by treating it as a binary classification task.

**Food localization** requires more information since its goal is to locate regions in a food image that corresponds to food. Local handcraft features [76] are adopted since it can provide more spatial information than global feature representation [29]. In [57], the Bag-of-Features representation [41] and local color features [76] are used to generate feature representations of the input image. The 2-class SVM [20] and Histogram Intersection [76] is then trained and applied for food localization. Class Activation Map (CAM) [90] proposed in 2016 showed
that CNNs trained for classification can also coarsely highlight objects’ positions in the image. A food activation map (FAM) [9] is proposed in 2017, which is a kind of CAM that is sensitive to food images based on modified GoogLeNet [78] for food localization.

2.3 Food Image Recognition

Food recognition plays a key role in image-based dietary assessment. The goal is to automatically detect pixels in an image corresponding to foods and label the type of foods. Food image recognition is similar to the task of object detection. However, it is much more challenging since it requires fine-grain recognition of different foods. Moreover, many foods have similar visual appearance and foods are generally non-rigid. There are two main categories of food recognition: single-food recognition and multiple-food recognition.

Single food recognition assumes that only one food is present in the image. Therefore, the problem can be viewed as food image classification. Unlike the general image classification problem, food classification is much more challenging due to intra-class variation and inter-class confusion [54]. Also, depending on personal preference, recipe used, and the availability of ingredients, the same food may have very different visual appearance. On the other hand, using the same cooking method may cause different foods to have a similar appearance, e.g., fried chicken breast and fried pork.

Earlier work [37] focuses on fusing different image features including SIFT, Gabor, and color histograms to classify food categories. Due to the success of using CNNs for feature representation, several groups have proposed different CNN backbone models that are pre-trained on ImageNet dataset [69], and fine-tuned these models for food image classification. For example, AlexNet [47] is used in [43], the Network in Network model [50] is fine-tuned in [79], and the Wide residual networks [89] is modified in [54]. Although the performance of food classification has been improved since, these methods use the same underlying concept, that is relying on one CNN model to extract image feature and perform classification.

In 2016, Wu et al proposed a new concept that uses semantic hierarchy to learn the relationship between food categories [85]. The advantage of this method is the classifier can make a better mistake, which has closer semantic meaning to the actual food category. However, the semantic hierarchical structure is manually generated and is designed for a specific dataset. Therefore, this hierarchical structure cannot be generalized to different food image datasets. In addition, the same food may have different names or the same name may represent different foods in different cultures. Thus, building a good and adaptive semantic hierarchical structure is quite challenging.

Multiple food recognition analyzes food images containing multiple foods which are more close to real-life scenario. Matsuda et al proposed a two-step solution which consists of regions proposal and region classification based on hand-crafted features [56]. Following this concept, a CNN-based two-step recognition system is developed in [72] which is assisted by Selective Search [80], bounding
box clustering \cite{72}, and GrabCut \cite{68}. The Selective Search and bounding box clustering are used to propose region candidates. Saliency maps corresponding to candidate proposals are estimated from a pre-trained CNN model by back-propagating loss to input images. Segments, generated by GrabCut based on saliency maps, were unified and integrated. A bounding box is adjusted to one segment as a final region proposal and the region inside is provided to another CNN model to generate a class label. The performance of this method is limited by the threshold used for the saliency map, and the quality of segmentation generated by GrabCut.

CNN features are used to generate a Food Activation Map (FAM) in \cite{9}, which places more weights to the food regions. The candidate regions are proposed based on the FAM and are fed to the other CNNs for classification. The size of FAM is 14 × 14. Although it can provide some spatial information to localize foods, much useful information may be lost using such a low resolution activation map. In addition, the food region generation depends on three parameters manually determined by cross-validation on UEC-256 \cite{44} and Ego-centricFood \cite{9}. Thus, it is difficult to generalize the performance of the method on other datasets.

Unlike the two-step method mentioned above, YOLO v2 \cite{64} is used in \cite{3} to recognize multiple foods in an image. To further improve the result, segmentation masks generated by the Fully Convolutional Neural Network (FCN) and the Non-maximum Suppression technique are used to remove wrong predictions. However, the test dataset, UNIMIB2016 \cite{19}, used in this work has fixed settings where each image includes a tray with several foods placed on plates. Faster R-CNN \cite{65} was adopted in \cite{23} for multiple food recognition. It is also a one-step method where the Faster R-CNN generates both bounding boxes and food labels simultaneously. The UEC-100 dataset \cite{56} is used for evaluation. However, the Faster R-CNN training process is not supervised by multiple food images since only single food images are used for training. The multiple food images, which is a small portion (9.2%) of UEC-100, are used for inference.

### 2.4 Food Image Datasets

The success of deep learning methods depends largely on the quantity and quality of data. Therefore, a large quantity and good quality of training data would, in general, improve the accuracy of training-based methods. Several publicly available food image datasets, as shown in Table 1, have been widely used to assess dietary intake based on deep learning approach.

Table 1 summarizes the characteristics of different datasets for both single food recognition and multiple food recognition. We report the size of each dataset (i.e., number of food images and food categories). To better understand the advantages and limitations of each dataset, we also report the food types included in the dataset and collection method (e.g., Free-living for unconstrained image capturing environment, or Controlled settings for fixed lighting conditions, dinnerware such as plates, glasses, and silverwares). Many datasets do not specify
the food type selection process and use constrained environments for image acquisition. The annotation can be categorized into three types: image-level label only, bounding boxes, and polygonal areas. Datasets contain image-level label only are designed for single food classification. For multiple food recognition datasets, we also report the percentage of multi-food images.

Although these datasets contain a large number of food images, they do not always meet the needs of different applications. The food categories in PFID [16] and Menu-Match [8] are limited to popular fast foods and foods from specific restaurant menus. Food-101 [10] and UPMC-101 [82] contain many noisy images which have incorrect food labels. Recipe1M [70], Recipe1M+ [53], and Vireo-172 [15] are three large image datasets designed for recipe retrieval and UNICT-FD889 [27] and FooDD [60] are designed for food classification. All of these datasets have no food location (i.e., bounding boxes or pixels corresponding to foods) information. UEC-100 [56] is collected from popular foods in Japan. Similarly, UEC-256 [54], the expansion of UEC-100, focus on asian foods only. Although both datasets have food location and category information, only small portion of them are multiple food images. In UNIMIB2015 [18] and UNIMIB2016 [19], food images are captured under controlled environment using the same canteen tray and plates. The Mixed-Dish [21] is a recently published dataset containing 164 different asian foods in Singapore restaurants. It is worth mentioning that all the category names in the datasets we’ve mentioned above are defined by their authors. Therefore, it is challenging to establish the associations between those semantic food categories and standard food nutrition database such as the FNDDS [1].

| Dataset Name     | # of Images | # of Cat. | Food Type | Study Type | Annotation | % of Multi-food |
|------------------|-------------|-----------|-----------|------------|------------|-----------------|
| PFID [16]        | 4,545       | 101       | Fast Food | Controlled | Label      | −               |
| Chen [17]        | 5,000       | 50        | −         | Free-living | Label      | −               |
| Food-101 [10]    | 101,000     | 101       | −         | Free-living | Label      | −               |
| UNICT-FD889 [27] | 3,583       | 889       | −         | Free-living | Label      | −               |
| UPMC-101 [82]    | 90,840      | 101       | −         | Free-living | Label      | −               |
| FooDD [60]       | 3,000       | 23        | −         | Free-living | Label      | −               |
| Menu-Match [8]   | 646         | 41        | Restaurants | Free-living | Label      | −               |
| Recipe1M [70]    | 887,706     | 1,047     | −         | Free-living | Label      | −               |
| Recipe1M+ [53]   | 13,735,679  | 1,047     | −         | Free-living | Label      | −               |
| Vireo-172 [15]   | 110,241     | 172       | Chinese   | Free-living | Label      | −               |
| UEC-100 [56]     | 12,746      | 100       | Japanese  | Free-living | BBox       | 9.2%            |
| UEC-256 [54]     | 28,897      | 256       | Asian     | Free-living | BBox       | 6.4%            |
| UNIMIB2015 [18]  | 2,000       | 15        | −         | Controlled | Poly       | 100%            |
| UNIMIB2016 [19]  | 1,027       | 73        | −         | Controlled | Poly       | 100%            |
| Mixed-Dish [21]  | 9,246       | 164       | Asian     | Free-living | BBox       | 100%            |
| VFN [1]          | 14,991      | 82        | American  | Free-living | BBox       | 26.1%           |

https://lorenz.ecn.purdue.edu/~vfn/
3 VIPER-FoodNet (VFN) Dataset

3.1 Food Categories

What We Eat In America (WWEIA) [2] provides two days of 24-hour dietary recall data which are collected through an initial in-person interview and a follow-up phone interview. It also shows the intake frequency of each food category during two-day 24-hour recall interviews. We selected food categories with high intake frequency to create a food image dataset that represents the most frequently consumed foods in the United States. These food categories have associated food codes created by the United States Department of Agriculture (USDA), which can be used to retrieve nutrient information through standard food nutrition database such as the FNDDS [1]. We selected 82 food categories from the WWEIA database, and used them as food categories in our VFN dataset.

3.2 Semi-Automatic Food Image Collection and Annotation

Collecting food images with proper annotations in a systematic way can be very time-consuming and tedious using existing tools (e.g. Amazon Mechanical Turk [12]). Therefore, we implemented a semi-automatic data collection system to efficiently collect large sets of relevant online food images [25].

Online sharing of food images has gained popularity in recent years on websites such as Facebook, Flickr, Instagram for social networking and Yelp, Pinterest for product review and recommendation. There are also websites dedicated to the sharing of food images, such as yummly[1] and foodgawker[2]. There are hundred-thousands of food images uploaded by smartphone users to these websites. Online food images also provide valuable contextual information which is not directly produced by the visual appearance of food in the image, such as the users’ dietary patterns and food combinations [83]. To quickly collect a large number of online food images, we implemented a web crawler to automatically search on the Google Image website based on selected food labels and download the retrieved images according to the relevant ranking on the Google Image.

However, some of these retrieved images are considered as noisy images which do not contain relevant foods. Following the method described in [71], we trained a Faster R-CNN [65] for food region detection to remove non-food images. Food images passed automatic noisy image removal step are assigned for further confirmation and food item localization in the online crowdsourcing tool. The crowds are asked to draw a bounding box around each food item in the image, and select the food category associated with each bounding box. Using this semi-automatic crowdsourcing tool, We created the VIPER-FoodNet (VFN) dataset which contains 82 food categories, 14,991 online food images and 22,423 bounding boxes.

[1] https://www.yummly.com/
[2] https://foodgawker.com/
4 Food Recognition System

Dietary assessment, which collects what an individual eats during the course of a day, can be time-consuming, tedious, and error-prone using traditional methods that rely solely on human memories and/or recordings. To improve the efficiency and accuracy of dietary assessment, we propose an automated image-based food recognition system shown in Fig. 1. Our system consists of two parts: food localization and food classification. The goal of food localization is to locate each individual food region in an image with a bounding box. Pixels within the bounding box are assumed to represent a single food, which is the input to the food classification. Food localization serves as a pre-processing step since it is common for food images in real-life to contain multiple foods. In addition, food localization can remove non-food background in the image to improve the classification performance. Without this step, the food classification task is much more challenging. Different from existing CNN based food classification systems, the visual-aware hierarchical structure is embedded in a multi-task CNN model in our food classification method. Our method first clusters visually similar food categories based on learned features, and then leverages the hierarchical structure and a multi-task CNN model to embed visual relations between different food categories and improve the classification performance. We describe the details of each component of our system in this section.

Fig. 1. Our proposed food recognition system. The food localization step, trained on Faster R-CNN, selects regions in an input image that contain food item. The selected regions, resized to 224 × 224, are fed into the food classification system. The visual-aware hierarchical structure is built based on the features extracted from a CNN model. Food label, cluster label and associated confidence scores can then be predicted for each selected region in a multi-task manner. The final output includes the bounding box and food label for each food in the input image.
4.1 Food Localization

We are interested in finding regions in a food image that contain foods, in particular, each region should contain just one food. Deep learning based methods such as Faster R-CNN [65] and YOLO [63] have shown success in many computer vision applications. Most mainstream CNN architectures such as VGG [73] and ResNet [35] can be used as the backbone structure for these methods. In our method, we use Faster R-CNN with VGG-16 as the backbone for food localization.

Faster R-CNN proposes potential regions that may contain the object with bounding boxes. It also assigns a confidence score to each bounding box. In our system, we call this confidence score the “foodness” score since it is the confidence score of food regions in the image. A high “foodness” score indicates a high likelihood that the region contains food. In our implementation, we estimate the “foodness” score threshold based on validation dataset’s performance. Regions with “foodness” score above that threshold is fed into the food classification step.

To train the Faster R-CNN, all different food categories in the dataset is treated as one category, i.e., food. For each food dataset, we selected 70% of the images as training data, the rest 10% is used for validation to determine the optimal hyper-parameter in Section 5.1, and 20% for testing the performance of food localization. The Faster R-CNN method consists of a Region Proposal Network (RPN) and a Classifier. A Non-Maximum Suppression (NMS) threshold is also selected to remove redundant regions.

Region Proposal Network (RPN) This network is used to suggest foreground object regions in the image. Before RPN, feature map is generated based on the last convolution layer. The RPN generates 9 different sized anchor boxes by sliding a small network over the feature map. Each anchor returns the foreground object confidence score and a set of bounding box coordinates. After Non-Maximum Suppression (NMS) in Section 4.1 features inside the anchor boxes are used by a classifier to determine whether it contains food or not.

Classifier Since different anchor boxes have different dimensions, the Region of Interest (RoI) pooling [31] is used to create the fixed size feature maps. The fully-connected layer, the classifier, will predict the generic labels and assign the confidence score for each selected region. The confidence score ranges from 0 to 1, and is the probability of the predicted label for each region. For example, if our system assigns 0.65 to a region of the input image, that means our system believes this region has 65% probability of containing food. In our case, this is a binary classification task, which identifies whether a region contains food or not. We label this confidence score as the “foodness” score. Ideally, the classifier should assign high “foodness” score to food regions and low score to non-food regions.

Non-Maximum Suppression (NMS) The RPN may propose regions that are highly overlapped. An example is shown in Figure 2. We adopt Non-Maximum
Suppression (NMS) to select the bounding box with the highest “foodness” score and remove other bounding boxes with significant overlap. Intersection Over Union (IoU) is used to measure how significant the overlap is. As shown in Equation 1, B1 and B2 correspond to two bounding boxes. Following [65], we set the IoU threshold to 0.7. In our implementation, if there are several bounding boxes with IoU value larger than 0.7, we retain the bounding box with the largest “foodness” score.

\[
\text{IoU} = \frac{B_1 \cap B_2}{B_1 \cup B_2}
\]  

(1)

4.2 Food Classification

Convolutional Neural Networks (CNNs) have been widely used in image classification applications. Instead of training a flat CNN structure using food image datasets, we propose a hierarchical structure to further improve the accuracy and to make better mistakes. For vanilla CNN-based image classification method, the feature map will densely connect to the top layer, whose length equal to the number of categories. Each ground-truth label will be encoded in the one-hot sequence for computing cross-entropy loss. One-hot representation of N class will have N binary bits with one single high (1) bit and all the others low (0). One-hot encoding makes the \( L_p \) distances between different category label equally. In other words, the distance between label “Bagel” and “Bread” is the same as that between “Bagel” and “Pork chop” in encoding space. To reduce the information loss in this encoding process, we proposed to embed the hierarchical structure to represent visual relationships between food categories. In [85], a pre-defined semantic hierarchical tree is proposed, which contains food clusters.

Fig. 2. An example of applying Non-Maximum Suppression (NMS) to proposed food regions. In the left image, all three regions have high confidence scores and the IoU is larger than 0.7. In the right image, NMS selects the region with the highest confidence score.
with semantic similar food categories. Results showed that using the hierarchical structure can improve the accuracy of classification and make better mistakes. However, the hierarchy is defined manually, and customized for Food-101 [10] and 5-Chain [85]. Most existing food image datasets [44, 56, 10, 86] contain different food categories. As a result, the semantic-aware hierarchical structure need to be rebuilt for different datasets. It is worth mentioning that same food may have different names, e.g. courgette and zucchini, and same word may refer to different foods, e.g. muffin in England and in America are different. It would be very time-consuming to define a specific semantic-aware hierarchical structure for each dataset. In this paper, we propose a method to cluster visually similar food categories and automatically generate a hierarchical structure to improve CNN based food classification.

**Food Similarity Measure** Many existing methods can cluster similar categories based on semantics. However, food categories with high semantic relations do not always share similar visual features. In addition, food categories vary in different regions of the world. The same food may have different names in different cuisine. Manually record each food category and compute semantic relation is expensive and not feasible for large datasets. Therefore, semantics structure is hard to build and the semantics correlation may mislead visual-feature based training process if semantic similar categories have distinctive visual appearances. CNNs are common used in image classification to extract visual features. These visual features can be used to identify correlations between different food categories. Based on the feature map of the convolutional layer, we can compute the visual similarity between food categories and cluster similar categories automatically.

In our system, we choose DenseNet-121 [38] model as our visual feature extractor. It consists of convolutional layers and full-connected layers. Convolutional layers are used to extract features from input images. Fully-connected layers are used to perform the classification task based on the features generated by convolutional layers. The output of the last convolution layer is treated as the feature map for each food image. Our feature map for each input image is a \(1 \times 1024\) space vector and represents one data point in the 1,024 dimensional feature space. We used the pre-trained model on the ImageNet [69] dataset and use a small learning rate to fine-tuning the pre-trained model to reduce training time. The learning rate is set to 0.0001. The model is flat trained on the food dataset and we used the cross-entropy loss as the loss function.

\[
\text{Cross Entropy Loss} = - \sum_{i=1}^{N} y_i \log(p_i) \quad (2)
\]

As shown in Equation [2], \(N\) is the total number of classes, \(y_i\) and \(p_i\) correspond to the \(i^{th}\) element in \(y\) and \(p\), whose length are \(N\). \(y\), the ground truth label, is encoded as one-hot sequence, and \(p\) is the confidence scores of each category predicted by networks. Once the loss is converged, the model then has the ability to extract meaningful visual features for food classification. If the model is well
trained, as show in Figure 3, each dimension of the feature map of one food category should have a Gaussian-like distribution. Therefore, we can generate a 1D Gaussian Probability Density Function to fit the distribution and compute their Overlap Coefficient (OVL) [81].

![Fig. 3.](image-url)
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Fig. 3. The feature map of the input image is a $1 \times 1024$ vector represents 1024 feature dimensions. Different food categories have different feature distributions. This figure shows histograms of 3 of 1024 feature dimensions for all training images of apple pie. All three features exhibit Gaussian-like distribution.

As shown in Figure 4, the OVL refers to the area under two probability density functions. It is a measure of the agreement between two distributions. Therefore, if two food categories have high OVL in one dimension of the feature map, that means both food categories are similar with respect to this feature dimension. As a result, we compute the OVLs in all 1,024 dimensions and normalize them to generate the similarity matrix. Figure 5a shows the similarity matrix of the Food-101 dataset food categories. We select three categories, as shown in Figure 5b, to show an example of the similarity measure between different food categories. For instance, baby back rib and prime rib show higher similarity (0.53) compared to apple pie (0.42).

As shown in Equation 2, cross-entropy uses one-hot sequence to encode the ground truth label. Due to the nature of one-hot encoding, each pair of labels has the same $L^p$ distance and there is no visual relations embedded. However, visually similar food categories obtain higher similarity score in our similarity matrix in Figure 5. We propose to cluster those similar categories and build a hierarchy to express their relations in the explicit way.

**Food Clustering and Hierarchical Structure** Hierarchical structure can represent the relations between food categories. In addition, it is the key to build the multi-task model for further improving the performance of the classification task. To generate the hierarchical structure for our system, we need to cluster similar food categories first. Based on the similarity matrix calculated above, many clustering methods can be applied. Although the existing method, such as K-means, can partition a dataset into K clusters efficiently and find the centroids of the K clusters accurately, it requires pre-defined number of clusters,
Fig. 4. The left two plots are distributions of two different food categories in one specific high-level feature. We fit Gaussian Probability Density Function (PDF) over this distribution. The overlap coefficient (OVL) is the overlapped area between the two PDFs.

Unlike K-means, Affinity propagation (AP) \cite{30} does not need to know the number of clusters a priori, instead, it can determine the optimal cluster number. In our implementation, we use AP to cluster the similar food category and generate a 2-level hierarchical structure. AP treats all food categories as candidates and selects m candidates as exemplars to represent m clusters separately. It iteratively refines the selection until it reaches the optimal solution. The input of AP is the similarity matrix (s) calculated in Section 4.2. We first define two matrices “Responsibility” (r) and “Availability” (a). Initially, both matrices are set to zero. Both matrices are then updated alternately as shown in Equation 3 and Equation 4.

\[
\begin{align*}
    r(i, k) &= s(i, k) - \max_{k' \neq k} (a(i, k') + s(i, k')) \\
    a(i, k)_{i \neq k} &= \min \left( 0, r(k, k) + \sum_{i' \neq \{i, k\}} \max(0, r(i', k)) \right) \\
    a(k, k) &= \sum_{i' \neq k} \max(0, r(i', k))
\end{align*}
\]

The three matrix: s, a, r, have size N x N, where N refers the total number of categories. In Equation 3, \( r(i, k) \) quantify how well-suited \( k^{th} \) category is to be the exemplar for \( i^{th} \) category, relative to other candidate exemplars. It is the information propagated from \( i^{th} \) category to \( k^{th} \) category. In Equation 4, \( a(i, k) \) quantify how appropriate for \( i^{th} \) category to pick \( k^{th} \) category as its exemplar, which is a feedback propagated from \( k^{th} \) category. If \( r(i, i) + a(i, i) > 0 \), \( x_i \) is selected as the exemplar. Each following iteration will update the selected
Fig. 5. Similarity matrix: (a) shows the entire similarity matrix of the Food-101 dataset. In (b), we select three categories: Apple pie, Baby back rib, and Prime rib. Apple pie is quite different from the other two categories. Prime rib and Baby back rib are visually similar, which indicated by higher similarity scores.

exemplars. If the selection does not change for more than 15 iterations, the result is said to reach the optimal solution. Once we formed the stable clusters, we can build a hierarchical structure based on the clustering result. Using the same strategy, similar clusters can be further grouped for generating three or higher-level hierarchy.

Multi-task Learning for Deep Neural Networks Multi-task models are employed for obtaining predictions for several related tasks simultaneously. Suppose the hierarchical structure generated from Section 4.2 has two levels, then there are two related tasks assigned to the multi-task model, i.e. 1st-level category prediction and 2nd-level cluster prediction. As shown in Figure 6, the multi-task deep learning model proposed in this paper contains two parts: feature extraction layers and output layers. Unlike the visual feature extractor trained by regular cross-entropy loss as described in Section 4.2, the feature extraction layers for joint feature learning are trained by multi-task loss back-propagated from output layers. The number of the output layers is equal to the number of levels in the hierarchy. The nodes in each layer correspond to labels of that level. All the output layers are fully-connected to the high-level features learned from joint feature learning for predictions.

Suppose we have a hierarchical structure $\psi = \{Y^{(t)}\}_{t=1}^{T}$ with $T$ levels, where $\{Y^{(t)}\}$ represent the $t^{th}$ level’s label set of the given $T$-level hierarchical structure. Each node in each level will be assigned a label, e.g. $\{y^{(1)}_{i}\}_{i=1}^{N_1}$ represents the original category set and $\{y^{(2)}_{i}\}_{i=1}^{N_2}$ represent the label set for the cluster in the
A two-level multi-task CNN architecture: The feature extraction layers for joint feature learning output the high-level features. Two separated output layers are fully connected to those features for category prediction (Task 1) and cluster prediction (Task 2) 

\[ L(w) = \sum_{t=1}^{T} \lambda_t \sum_{i=1}^{N_t} -\log p(y_i^{(t)}|x_i, w_0, w^{(t)}) \] 

where \( y_i^{(t)} \in Y^{(t)} \) is the corresponding class/cluster label for the \( t^{th} \) hierarchical level. \( w^{(t)} \) represent the network parameters for the \( t^{th} \) output layer, and \( w_0 \) compose the parameters for feature extraction layers. \( \lambda_t \) is the hyperparameter that controls the weight of the \( t^{th} \) level contribution in the given hierarchical structure. During the training process, the weights of the shared feature extraction layers are initialized using the values of the corresponding network pre-trained on ImageNet dataset [47], while the parameter \( w^{(t)} \) for the \( t^{th} \) output layer are learned from scratch. In addition, for the two-level hierarchy proposed in this paper, we set \( \lambda_1 = \lambda_2 = 0.5 \) in the multi-task loss.

5 Experimental Results

Our food recognition system consists of food localization and food classification. In this section, we first evaluated the performance of food localization and food classification separately, and then test the overall performance of the food recognition system. The datasets we used for our experiments include Food-101 [10], UPMC-101 [86], UEC-100 [56], UEC-256 [44] and our proposed VFN datasets. It is worth mentioning that only UEC-100, UEC-256, and VFN datasets contain
bounding box information for food images, which can be used for food localization and food recognition evaluation. For classification task, our hierarchy-based classification method is tested on Food-101, UPMC-101, which contain only single food images, and cropped single food images from UEC-100, UEC-256, and VFN datasets. The authors of Food-101 and UPMC-101 established the training and testing sets. We followed their splits and report the standard multi-class accuracy on each testing set. Following the setting for the recognition task in [9], we applied a random 70%/10%/20% split of images for training/validation/testing on each food category for UEC-100, UEC-256, and VFN datasets. The validation set of each dataset is used to determine the best “foodness” score threshold to optimize food localization performance. The cropped images from these datasets are used as training/validation/testing images for classification. Since testing sets are not revealed to both classification and localization, there is no overfitting occurred during the recognition evaluation. Although UEC-100 is the predecessor of UEC-256, which means it is a subset of UEC-256, many previous works [72,87,32] were evaluated on UEC-100, and the expanded 156 categories made UEC-256 quite different from UEC-100. Therefore, we evaluated our system on both datasets for comparison.

5.1 Food Localization

As mentioned in Section 4.1, food localization is trained on the training set of each food image datasets, i.e., UEC-100, UEC-256, and VFN datasets. The “foodness” score threshold is determined by the validation set. Localization performance on the testing sets of each dataset is reported in Table 2.

Precision and recall are the most common performance metrics used for localization evaluation. We define four related terminologies: True Positive (TP) means a food region is correctly detected; False Positive (FP) means a non-food region is incorrectly detected as a food region; True Negative (TN) means a non-food region is correctly detected; False Negative (FN) means a food region is incorrectly detected as a non-food region. We define a region is correctly detected if the IoU, defined in Equation 1, between it and the ground-truth is larger than 0.5. Based on these definitions, we can calculate precision (Equation 6) and recall (Equation 7).

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{6}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{7}
\]

As shown in Figure 7, we evenly sampled 21 points as “foodness” score thresholds in the range [0.0,1.0] and plot precision and recall for each threshold. High precision usually corresponds to low recall. In order to find the optimal combination of precision and recall, F-measure (Equation 8), which is the harmonic mean of precision and recall, is introduced. In Figure 7, we plot F-measure for each threshold and mark the highest value in black.

\[
\text{F-measure} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{8}
\]
Fig. 7. Precisions, Recall, and F-Measure corresponding to different “foodness” score threshold: (a) UEC-100 dataset has the highest F-Measure when “foodness” score threshold = 0.35. (b) UEC-256 dataset has the highest F-Measure when “foodness” score threshold = 0.55. (c) VFN dataset has the highest F-Measure when “foodness” score threshold = 0.80.

As shown in the Table 2, we report the selected “foodness” score threshold and all three performance metrics on the testing set of each food dataset. Precision measures the proportion of positive detection that is actually correct, and recall calculates the proportion of actual positives that is detected correctly. Therefore, we expect our system to have both high values in precision and recall. The VFN datasets has higher precision but relatively low recall. It is worth mentioning that about 6.4% of images in UEC-256 dataset and 9.2% of UEC-100 contain more than 2 bounding boxes, while the VFN dataset has more than 26% images with multiple bounding boxes, making it much more challenging. Due to these multiple food regions, False Negative is higher for the VFN dataset which causes lower recall.

Table 2. Performance of food localization on different food image datasets

| Dataset | UEC-100 | UEC-256 | VFN |
|---------|---------|---------|-----|
| Foodness Score Threshold | 0.35    | 0.55    | 0.80 |
| Precision  | 0.8159  | 0.9388  | 0.7926 |
| Recall     | 0.8604  | 0.8764  | 0.6372 |
| F-Measure  | 0.8376  | 0.9065  | 0.7064 |

5.2 Food Classification

In our system, classification is performed on food regions identified by food localization. Ideally, each food region should contain only one food item. We selected Food-101, UPMC-101, UEC-100, UEC-256, and VFN to evaluate the performance of proposed food classification. Among these datasets, Food-101 and UPMC-101 contain only single food images. Since the images in UEC-100, UEC-256, and VFN datasets contain multiple food items, we cropped food regions based on ground-truth bounding box information to generate single food
images to evaluated the performance of proposed food classification. We follow the selection of training and testing data as provided by the Food-101 and UPMC-101 datasets. For other three datasets, we select 70% for training, 10% for validation, and 20% for testing as standard practice. We report multi-class accuracy, the percentage of correctly classified images, on the testing set of each dataset.

There are many powerful deep learning models developed for food classification. It is worth mentioning that the use of more complicated Neural Networks models, such as Inception [77], ResNet [35] and DenseNet [38], can achieve higher accuracy. However, our proposed method is agnostic about the underlying CNN model used, so we want to show the improvement of the classification accuracy based on a hierarchical structure of the class labels. Therefore, the term flat classification is referred to tuning a CNN model for food classification, and hierarchical classification means a hierarchical structure generated by visual semantics among class labels is used for food classification.

We used DenseNet-121 as our backbone CNN model for this evaluation. The evaluation of classification task consists of three experiments. We trained the selected CNN model for flat classification (CNN-FC) at the learning rate of 0.0001, the same CNN model for hierarchical classification (CNN-HC) with the same learning rate at 0.0001, and fine-tuning the same CNN model for hierarchical classification (CNN-HC-FT) at a smaller learning rate of 0.00001. As discussed earlier, it is possible to replace DenseNet-121 with other CNN models to improve the performance of the baseline method, i.e., flat classification. Our CNN model is initialized with pre-trained weights on ImageNet, and uses batch size of 20.

To generate the hierarchical structure, we first train the DenseNet-121 for flat classification. Once the accuracy and loss converge, we extract the feature maps from each training image and compute the similarity score (OVL) among all categories to generate clusters using Affinity Propagation. As shown in Table 3, each dataset has a different number of clusters. We designed a 2-level hierarchical structure based on these clusters, i.e., the 1st-level (bottom-level) is food category and the 2nd-level (top-level) is food cluster.

| Category No. | Food-101 | UPMC-101 | UEC-100 | UEC-256 | VFN |
|---------------|----------|----------|---------|---------|-----|
| Cluster No.   | 101      | 101      | 100     | 256     | 82  |

There are two tasks assigned to our multi-task model, one is to classify the food cluster, and the other is to classify the food category. As shown in the Table 4 with fixed learning rate and batch size, hierarchical classification achieves better performance for top-1 accuracy. After fine-tuning the multi-task model with a smaller learning rate, the accuracy can be further improved.
From a nutrient perspective, visually similar foods may contain similar nutrition content, e.g., fried chicken and fried pork. Therefore, our proposed recognition system can minimize the impact of a mistake by clustering visually similar foods together. It is worth mentioning that top-5 accuracy is another performance metric often used in the classification task. However, top-5 accuracy cannot reflect how good or bad a mistake is. As a result, We define a new performance metric called “Cluster Top-1” accuracy to measure whether our system made a good or bad mistake. The proposed visual-aware hierarchical structure contains many clusters (top level) that consist of several visually similar foods (2nd level). Therefore, if the top-1 decision is a member of the cluster that the correct category belongs to, we consider it a correct “Cluster Top-1” decision. As shown in Table 5, the visual-aware hierarchical structure not only improves the top-1 accuracy, but can also improve the cluster top-1 accuracy. In other words, our proposed system is able to make a better mistake than flat classification methods.

| Table 4. Single Food Image Classification Top-1 Accuracy |
|-----------------|----------------|----------------|----------------|----------------|
|                 | Food-101        | UPMC-101       | UEC-100        | UEC-256        | VFN            |
| CNN-FC          | 0.7531          | 0.6483         | 0.7823         | 0.6708         | 0.6520         |
| CNN-HC          | 0.7625          | 0.6601         | 0.7940         | 0.6857         | 0.6784         |
| CNN-HC-FT       | 0.7978          | 0.6926         | 0.8081         | 0.7236         | 0.7181         |

There are many food images in UEC-100, UEC-256, and VFN datasets contain only a single food. As mentioned in Section 4, food localization can help remove the non-food background pixels to improve the classification performance. To show this benefit, we selected the single food images from UEC-100, UEC-256 and VFN datasets and compose two new datasets: (1) original images which contain single food and background (2) cropped images which contain food region cropped from single food images without background. Our split for these two datasets is under the constraint that each training/validation/testing image of (2) is cropped from corresponding image in (1). To compare the classification performances of these two dataset, we trained vanilla DenseNet-121 (flat classification) under the experiment settings mentioned at the beginning of this section for these datasets. As shown in Table 5, cropping the food regions in the image indeed improves the classification accuracy, especially for more complex images such as those in the VFN dataset.

| Table 5. Single Food Image Classification Cluster Top-1 Accuracy |
|-----------------|----------------|----------------|----------------|----------------|
|                 | Food-101        | UPMC-101       | UEC-100        | UEC-256        | VFN            |
| CNN-FC          | 0.8506          | 0.7426         | 0.8895         | 0.7839         | 0.7986         |
| CNN-HC          | 0.8512          | 0.7607         | 0.8944         | 0.8049         | 0.8217         |
| CNN-HC-FT       | 0.8782          | 0.7873         | 0.9020         | 0.8337         | 0.8481         |
Table 6. Classification Accuracy of Original Food Images and Food Regions

|                | UEC-100 | UEC-256 | VFN   |
|----------------|---------|---------|-------|
| Original Image | 0.7621  | 0.6354  | 0.5542|
| Cropped Image  | 0.7847  | 0.6560  | 0.6385|

5.3 Food Recognition

In this section, we report the evaluation of our overall system by combining the food localization and food recognition. For single food images, localization can help remove irrelevant background pixels. For multi-food images, localization can detect all food regions. Since UEC-100, UEC-256, and VFN datasets have ground-truth bounding box information, we use their test images to evaluate the performance of our food recognition system.

Since it is impossible for predicted bounding boxes from food localization to match exactly to the ground-truth, we followed the most common standards of practice for recognition task using precision and recall, which are described in Section 5.1. The difference is that we have multiple category labels instead of food/non-food. For example, the predicted bounding box is treated as True Positive (TP) when it is assigned the correct food label and the IoU between the predicted and ground-truth bounding box is larger than 0.5. Precision (Equation 6) and recall (Equation 7), are calculated the same way as illustrated in Section 5.1. For comparison, we also calculate the accuracy (Equation 9) defined in [9], which is different from the definition of multi-class accuracy for classification in Section 5.2.

\[
Accuracy = \frac{TP}{TP + FP + FN} \tag{9}
\]

As shown in Table 7, we compare our method with [9] on UEC-256 dataset. Reported precision, recall, and accuracy are solely based on label correctness and IoU metric, they do not consider the confidence score of each bounding box assigned by the localization step. Both precision and recall of our method are much higher than those reported in [9]. The reasons for the improvements include (1) the food localization step in our system is fully-supervised by bounding-box level annotations, which is stronger than the image level supervision used in [9] for region proposal. (2) the classification backbone network used in our system, DenseNet-121, is more powerful than GoogleNet [78] in [9]. (3) the hierarchical structure based on visual similarity further improves the classification performance as indicated in Section 5.2.

Table 7. Comparison With Other Method on UEC-256 dataset

|        | Precision | Recall | Accuracy |
|--------|-----------|--------|----------|
| Other Method [9] | 0.5433    | 0.5086 | 0.3684   |
| Our Method      | 0.6560    | 0.6124 | 0.4635   |
We also evaluated our system’s performance on all three datasets as shown in Table 8. To provide a more accurate and fair evaluation, we follow the mean Average Precision (mAP) metric used in PASCAL Visual Object Classes [24] and report our experimental results in Table 8. As we illustrated in Section 5.1, precision and recall vary as we change the confidence score threshold. Average Precision (AP) for each category is the average precision value for recall value over 0 to 1 for each food category, and mAP is the mean value of all APs of all categories.

6 Discussion

We evaluated the performance of various components of our system in Section 5. Table 3 shows that the proposed method of building the two-level hierarchical structure is applicable for different datasets. Tables 4 and Table 5 shows that by using the same CNNs model and the same learning rate, our proposed method can improve both top-1 accuracy and cluster top-1 accuracy. After fine-tuning with smaller learning rate, the result can be further improved. In addition, Table 6 illustrates that even for single food image, food localization can remove non-food background pixels and improve classification accuracy. Localization is particularly useful for complex images with background clutters such as those in the VFN dataset as indicated by the larger improvement. It is worth mentioning that for the results in both Table 4 and Table 6, the performance on VFN is lower than other public datasets due to several reasons. First, the VFN dataset contains many visually similar food categories, e.g. milk, ice cream, and yogurt. In addition, many categories in this dataset contain around 100 images, which is far less than other public datasets, e.g. Food-101 has 1000 images per category. In our future work, we plan to expand the VFN dataset by increasing the number of images per category.

Since UEC-100, UEC-256, and VFN datasets contain bounding box information, we use these datasets to test the performance of the overall recognition system. Our proposed system significantly outperforms previous method [9] as shown in Table 7. Table 8 shows that the mAP of VFN is lower than that of the other two datasets. Since the mAP highly depends on the confidence score of the class label assigned to the food region by the classification, the lower classification result of VFN leads to the low mAP value which is another indication that VFN is a more challenging dataset. Without taking into consideration the confidence score, Table 8 also reports our proposed method achieved high precision, recall and accuracy results on UEC-100 and UEC-256, and a reasonable performance.
results on VFN dataset. The low recall of the VFN is mainly caused by the errors in food localization, which may not detect all the food regions in images. This is a main challenge of the VFN dataset which contains significantly more multiple food images than the UEC-100 and UEC-256 datasets as described in Table [1]

7 Conclusion

In this paper, we developed a recognition system consisting of a food localization step to detect food regions in an image and a hierarchical food classification step that can cluster visually similar food categories to improve classification performance. We also introduced a high quality and challenging dataset, VIPER-FoodNet (VFN) dataset, which is based on the most commonly consumed foods in the United States and the images are sourced from the Internet including social media platforms such that they are closely related to daily life food images.

Our food recognition system is evaluated on several public datasets, including the new VFN dataset and showed improved performance. We also discussed opportunities to further improve the system performance on challenging dataset such as the VFN. As part of our future work, we will expand the VFN dataset by obtaining additional images for the existing categories, as well as adding more categories to the dataset.
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