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The Bayesian methodology described in this paper has the inherent capability of choosing, from calibration-type curves, candidates which are plausible with respect to measured data, expert knowledge and theoretical models (including the nature of the measurement errors). The basic steps of Bayesian calibration are reviewed and possible applications of the results are described in this paper. A calibration related to head-space gas chromatographic data is used as an example of the proposed method. The linear calibration case has been treated with a log-normal distributed measurement error. Such a treatment of noise stresses the importance of modelling the random constituents of any problem.

Introduction

The large number of papers dealing with problems of calibration (for example [1, 2 and 10]) shows the importance of calibration to any method of analytical measurement. The published literature addresses a variety of aspects of this complex and so far unsolved problem.

The Bayesian methodology applied in this paper proved to be an efficient tool for handling problems which are similar to those found in calibration. The method allows candidates which are plausible with respect to measured data, expert experience and theoretical models (including the nature of the measurement errors) to be highlighted in calibration curves. The potential of the Bayesian framework was recognized by the editorial board of the journal Technometrics, who started a discussion about its relevance to the calibration problem [3]. The discussion was, however, devoted mainly to the theoretical aspects of Bayesian calibration and only linear calibration with normally distributed measurement error was considered in depth.

The authors attempt to show here how the Bayesian approach can be used and to illustrate that it is a practical and powerful tool for solving calibration problems (see also [11]). This paper is complementary to Kárný and Hangos (1989, [9]).

The Bayesian view of the calibration problem

The problem of quantitative measurement can be described with a set of measured values

\[ Y = \{y_i, i = 1, \ldots, N\} \quad (1) \]

which corresponds to a given set of samples with concentrations

\[ X = \{x_i, i = 1, \ldots, N\}. \quad (2) \]

The calibration aims to estimate the mutual relation of measurements \( Y \) and concentrations \( X \) by evaluating measurements \( Y_c \) for known values of the so-called control samples \( X_c \).

Calibration is usually understood to be the fitting of a calibration curve of a given form \( y = F(x, \theta) \), parametrized by a multivariate parameter \( \theta \) to the data pairs \( (Y, X) = \{ (y_i, x_i), i = 1, \ldots, N \} \). A point estimate \( \hat{\theta} \) of \( \theta \) is then taken as the calibration result, i.e. measurements and (unknown) samples are supposed to be related by \( y = F(x, \theta) \).

The following drawbacks of such a calibration can be serious in difficult calibrations. (1) The method of fitting is often not adapted to the character of the measurement errors (for example least-squares estimation behaves poorly in the presence of outliers); (2) The information about the precision of the calibration is difficult to obtain (especially where few control samples are available); (3) The information content of the calibration data is often substantially reduced due to generic non-linearity of the performed data reduction. Thus the random measurement errors are transformed into a systematic error, cf. the analysis in reference [4].

The Bayesian methodology relies on the assumption that random and uncertain quantities have a probabilistic structure: they can be described by tools of probability theory. The relationship of measurements \( Y \) and concentrations \( X \) is expressed in the form of mutual probability density function (the term ‘probability density function’ will be abbreviated to p.d.f.) \( p(Y, X) \). A calibration is needed when this description is not completely known and when there is uncertainty about the value of a multivariate parameter \( \beta \). Within the Bayesian framework it means that p.d.f. \( p(Y, X|\beta) \) is specified. Using the elementary chain rule for p.d.f.s [6] this joint p.d.f. can be expressed in a form which is closer to the standard formulation

\[ p(Y, X|\beta) = p(Y|X,\beta)p(X|\beta)p(\beta) = p(Y|X,\beta)p(\beta). \quad (3) \]

The conditional probability density function (c.p.d.f.) \( p(Y|X,\beta) \) is a probabilistic counterpart of the parametrized calibration curve \( F \) for whole set of data pairs \( \{y_i, x_i\} \); the c.p.d.f. \( p(X|\beta) \) describes the ‘population’ of measured samples and \( p(\beta) \) expresses available knowledge (based on expert experience or previous data) about \( \beta \). The required p.d.f. relating concentrations and
measurements $p(Y,X)$ is found from the p.d.f. (3) as follows [6]

$$p(Y,X) = \int p(Y,X|\beta)\,d\beta.$$  (4)

The calibration data are used to modify (condition) this p.d.f. by the specific measured values $Y_c$ and $X_c$. Replacing particular quantities in equations (3) and (4) by their conditional versions gives the Bayesian solution of the calibration problem

$$p(Y,X|Y_c,X_c) = \frac{p(Y|X,\beta)p(X|Y_c,X_c)p(\beta|Y_c,X_c)}{p(Y,X)}$$  (5)

$$p(Y,X|Y_c,X_c) = \int p(Y,X|Y_c,X_c,\beta)\,d\beta.$$  (6)

Thus all the information about $\beta$ gained from the observed data $(Y_c,X_c)$ and from the expert knowledge $p(\beta)$ is contained in the p.d.f. $p(Y,X|Y_c,X_c)$, which can be simply derived from p.d.f. $p(Y_c,X_c|\beta)$ (see [7]). (In the remainder of this paper notation is often simplified by dropping the subscript c. The proper meaning will be clear from the context.)

The rather complex and general description above helps to combine all the available information (expert knowledge, theoretical models of deterministic relations, as well as of measurement errors and measured data) when solving different aspects of the calibration. The aim of this paper is to demonstrate how the principal term $p(Y,X|\beta)$ of the joint p.d.f. can be constructed and why it is generally necessary to extend parameters $\theta$ to $\beta$. The problems involved in quantifying in the expert knowledge by $p(\beta)$ is beyond the scope of this paper (for a discussion of this topic see [8]). The reader interested in further aspects of Bayesian statistics should consult [7].

It will help to start with a simple example.

**Example: The set and joint distribution of calibration parameters**

Let the control sample be non-random, i.e. there is neither a measurement nor a preparation error in it. The c.p.d.f. $p(X|\beta)$ is non-zero on the chosen values of concentrations $x = \{x_1, \ldots, x_N\}$, i.e.

$$p(X|\beta) = \delta(x-X),$$

where $\delta$ is the Dirac delta function.

Consequently, only $p(Y|X,\beta)$ has to be constructed. The theoretical calibration curve is assumed to be described by a deterministic function $F(x,\beta)$ and the measurement errors $\varepsilon_i$ of the particular measurements are independent and normally distributed with zero mean, i.e. only the random measurement error component is present. The variances of the random measurement errors $\varepsilon_i$ are concentration-dependent and this dependence is described by a known non-negative parametrized function of the form:

$$\text{var}(\varepsilon_i) = s(x_i,Q)R,$$

with $Q$ and $R$ unknown.

Under these assumptions the required c.p.d.f. is uniquely determined by the formulae

$$p(Y,X|\beta) = p(Y|X,\beta)\delta(x-X)$$  (7)

$$p(Y|X,\beta) = \prod_{i=1}^{N} \frac{1}{\sqrt{2\pi s(x_i,Q)R}} \exp \left( -\frac{(y_i - F(x_i,\beta))^2}{2s(x_i,Q)R} \right).$$  (8)

where parameter $\beta$ is the triple $(\theta,Q,R)$. Note that the conventional calibration curve is the (conditional) mean of the c.p.d.f. (8).

**Remarks**

(1) As the example shows, the parameters of the measurement error distribution enter into the set of calibration parameters. This supports the idea that conventional calibration results in information reduction: the neglected information about the character of the measurement error distribution is clearly relevant for optimum data handling. For instance, the detailed stochastic characteristics of the measured data which are lost due to the reduction are significant to any measurement diagnostics.

(2) If the measurement errors $\varepsilon_i$ also contain systematic error components (i.e. they have non-zero expectation), then the deviation of the conditional expectation of $y$ conditioned on $\beta$, taken as a function of $x$ from the theoretical calibration curve $F(x,\beta)$, is just this systematic error. The calibration can compensate for this difference if the measurement conditions, i.e. the properties of the measurement error, are kept constant during the calibration and measurement phases.

(3) Low dimensionality of the parameter $\beta$ is achieved by postulating the form (for example, Gaussian) of the measurement error distribution. This is, of course, restrictive. Including the discussed form in unknown quantities (so-called ‘non-parametric estimation’) would be preferable: it needs substantially more calibration measurements but provides more information about measurement errors.

(4) It is generally assumed that the measurement error has a Gaussian distribution. However, other distributions commonly found in practice [12] and other distributions will appear if there are any faults or failures in the measurement system or conditions.

(5) If it can be assumed that measurement errors are independent then the required c.p.d.f. modelling that measurement process has the following product form (this is known as a chain rule)

$$p(Y|X,\beta) = \prod_{i=1}^{N} p(y_i|x_i,\beta)$$  (9)

This case is often acceptable for correctly controlled analytical measurements so it is used for the rest of this paper. Also, concentrations and parameters are assumed to be independent, i.e. $\beta$ characterizes the measurement process only.

The general form of the chain rule [6] takes into account the fact that the result of a measurement can depend on the whole past measurement history. It
has to be used when some dependency is encountered.

Clearly, there is a practical need to test whether the autocorrelated measurement errors are present both in the preliminary stages of analytical measurement and during routine measurements. A method for detecting this type of measurement error component is covered in reference [5].

(6) The generic term of the product (9) is

$$p(y|x,\beta) = \Gamma_y[F(x,\theta),s(x,Q),R]$$

where $\Gamma_y(m,v)$ denotes Gaussian probability density function in argument $y$, with a given mean $m$ and variance $v$.

Bayesian calibration

The usual steps of Bayesian calibration

The complete form of a joint p.d.f. for calibration can be chosen from the theoretical models, and from knowledge and experience of experts in the field. However, it could be useful to sketch a common way of constructing a joint p.d.f. The usual steps are:

1. The form of calibration curve $\hat{y} = F(x,\theta)$ is chosen; this specifies the dependence of the expected value of a measurement in a parametrized way, and assumes that the measured concentration is $x$.

2. The distribution of the measurement errors is either guessed or estimated in a preliminary stage. The errors are assumed to be independent and zero mean (the systematic error is included in $F(x,\theta)$ mostly as an additive constant).

3. The forms of the distribution of measurement errors, as well as that of the calibration curve, are assumed to be invariant during the whole calibration and measurement process. This property, of course, should be tested. Note that steps (1) to (3) specify the form of $p(Y|X,\beta)$.

4. The distribution of sample preparation errors during control sample preparation is specified [adopting steps (1) to (3)]. This determines the form of $p(X|\beta)$ and, together with the form of $p(Y|X,\beta)$, the form of c.p.d.f. $p(Y,X|\beta)$ by the chain rule. For calibration the concentrations $X$ are mostly assumed to be error-free (see the Example).

5. Expert knowledge is often reduced to uniform distribution on the range of possible parameter values. Then a preliminary experience accumulation stage (preliminary Bayesian calibration) is performed, resulting in the routinely used prior p.d.f.

$$p(\beta) = p(\beta)$$

data in preliminary stage).

The required c.p.d.f. $p(Y,X|\beta)$ is determined by steps (1)–(5). These steps should be applied iteratively in order to ensure computational feasibility of the resulting evaluations. For example those distributions with low dimensional sufficient statistics for $\beta$ estimation are preferable.

The identification of the parameters in the joint c.p.d.f. $p(x,y|\beta)$ can be done following the standard Bayesian identification [7]. A Bayesian identification results in the c.p.d.f. of the unknown parameter $\beta$ conditioned on the past data $(x,y)$, i.e. $p(\beta|y,x)$. Having measured the data $(y,x)$ and having given the prior distribution $p(\beta)$, the Bayesian estimate can be written in the form

$$p(\beta|y,x) = \frac{p(y,x|\beta)p(\beta)}{\int p(y,x|\beta)p(\beta)d\beta}.$$  (10)

Utilization of the calibration results

The most important applications of the calibration results are as follows.

Evaluation of unknown concentrations

The aim of the measurement is to estimate the concentrations $(X)$ of unknown samples from their measured values $Y$. In the Bayesian framework the estimate of $X$ is given in terms of its c.p.d.f. $p(X|Y,y,x)$, which is easily calculated from the c.p.d.f. (6) using the chain rule. For a single measurement $y$ of an unknown sample $x$, the resulting formula can be written explicitly in terms of the calibration result $p(\beta|y,x)$, of the probabilistic model of the measurement process $p(y|x,\beta)$ and of the p.d.f. $p(x)$. The unknown sample population is then described as follows

$$p(x|y,x) = C p(x) \int p(y|x,\beta)p(\beta|y,x) d\beta$$  \hspace{1cm} (11)

where $C$ is a normalizing constant which is independent of $x$. This formula can be derived by applying elementary rules for p.d.f.s, following the restrictions setout in remark (5) of the section on the Bayesian view of the calibration problem.

Remarks

1. The p.d.f. $p(x)$ which describes the population of unknown samples is not (seemingly) found in other approaches to calibration. It can be shown, however, that the constant $p(x)$ over the range of possible concentration values is implicitly used. Assuming that there is an equal chance of all values occurring, then $p(x) = constant$. Bayesian methodology allows non-trivial information to be incorporated and thus to improve the quality of the results.

2. A suitable characteristic (for example expectation) given by the c.p.d.f. (11) can be taken as a (point) estimate of the unknown concentration $x$. At the same time, a description of the point estimate uncertainty [for example covariance matrix given by the c.p.d.f. $p(x|y,y,x)$] is available.

3. When calibrating, a balance has to be found between cost of the calibration and possible losses caused by imprecisely determined values of measured concentration. Clearly, any compromise must be based on information about the uncertainties of the treated quantities. The unique property of the Bayesian framework is the ability to supply this information, regardless of the amount of data available.
Measurement control

The quality of the calibration characterizing the measurement conditions is usually checked by standard hypothesis testing. The Bayesian calibration supports this stage because the information needed is contained in the c.p.d.f.s supplied. Solving two typical problems explains this situation:

(a) The control samples are used to judge whether the parameters \( \beta \) characterizing the measurement process are in a given acceptable range \( D_0 \). The probability of the hypotheses \( H_0: \beta \in D_0 \) (conditioned on results of measurements of control samples) can be directly computed from the c.p.d.f. given by equation (10)

\[
p(H|Y,X) = \int_{DB} p(\beta|Y,X) d\beta. \tag{12}
\]

(b) Any calibration relies on the assumption that some characteristics do not change during the calibration and measurement phases. This assumption has to be tested in order to gain reliable analytical results. This problem can also be handled using the Bayesian approach as a special case of Bayesian model comparison [7].

The problem is as follows: there are two sets of data, say \( D^i = (Y_i, X_i), i = 1, 2 \) with a common functional form c.p.d.f. \( p(Y_i, X_i|\beta) \), with prior p.d.f. \( p(\beta) \) it is possible to formulate two hypotheses:

\[ H_1: p(Y_i, X_i|\beta^1) = p(Y_i, X_i|\beta^2): \text{parameters did not change}; \]
\[ H_2: p(Y_i, X_i|\beta^1) \neq p(Y_i, X_i|\beta^2): \text{parameters changed}. \]

The hypothesis \( H \) has two possible values, \( H_1 \) and \( H_2 \) and becomes a random variable according to the Bayes methodology. Assigning prior probabilities, \( p(H_0) \) to \( H_0 \), it is simple to determine the posterior probability of \( H_1 \) (and thus \( H_2 \)) as

\[
p(H_1|D_1, D_2) = \frac{1}{1 + \left( \frac{1}{p(H_1)} - 1 \right)} \frac{\int p(D_1|\beta)p(\beta)d\beta \int p(D_2|\beta)p(\beta)d\beta}{\int p(D_1|\beta)p(D_2|\beta)p(\beta)d\beta}.
\]

A detailed derivation and analysis of the above formula is out of the scope of this paper; it should be, however, noted that the prior probability \( p(H_1) \) of the hypothesis \( H_1 \) is the only new item which has to be added.

It is natural that for linear models and normally distributed errors the evaluation deals with quantities similar to those in the ordinary t-test, but the use of \( p(H|D_1, D_2) \) relies neither on asymptotic results nor on the significance level.

Practical application of the Bayesian calibration

Experimental conditions

Equipment and materials

A Fractoven 4200 gas chromatograph with an HS-250 automatic head-space sampler (Carlo Erba, Milan, Italy) were used for the analyses. The samples were prepared by a Microlab M Diluter/Dispenser (Hamilton, Bonaduz, Switzerland). The chromatographic data were collected and evaluated by an HP-3394 B/C Laboratory Automation System (Hewlett-Packard, California, USA). The control samples were made of Alkohol-Standardslossung (Merck, Darmstadt, FR Germany). The stock solution of the internal standard was prepared in the authors’ laboratory from 0-45 g/l propan-1-ol (chromatographic grade, Carlo Erba, Milan, Italy) and 200 g/l sodium sulphate (analytical-reagent grade, Merck, Darmstadt, FR Germany) diluted in doubly distilled water.

Measurements

0.2-ml volume of the control sample and 0.2 ml of the stock solution were measured into a 5-ml sampling vial and the vial was sealed. The samples in vials were equilibrated at 50°C in the water-bath of the HS-250 for at least 20 min. Then a 0-8-ml gas sample was injected into the gas chromatograph by the HS-250 equipped with injection syringe 1001 LTSN (1 ml) (Hamilton, Bonaduz, Switzerland). The measurement was performed in sequences three times a day (at 9 a.m., 11 a.m. and 1 p.m.). In the sequence there were five samples of 0-5, 0-8, 1-0, 2-0 and 3-0 g/l ethanol content, all of which were measured in random order.

The chromatographic conditions were as follows: column, sililysed glass, 1.5 m long, 0.2 cm internal diameter filled with Carbopack C 800–100 mesh coated with 0.2% Carbowax, 1500; carrier gas, nitrogen, flow-rate 100 ml/min; detector, FID; injection septa, Tightsep 11 mm in diameter (Supelco, Bellefonte, Pennsylvania, USA). The temperatures used were: injection syringe, 95°C; injector, 125°C; detector, 125°C; and column oven, 80°C.

The quantitative evaluation was performed on the basis of the peak area and height ratio of ethanol and propan-1-ol.

Models for calibration

The models for calibration are derived using Bayesian calibration (see the section on the usual steps of Bayesian calibration). The necessary assumptions and models for head-space gas chromatography of liquid samples are as follows:

(1) The possible form of calibration curve is a line:

\[
j = F(x, \beta) = a + bx \tag{13}
\]

where \( a \) and \( b \) are unknown parameters forming the vector \( \theta \).

(2) The measurement error of the \( i \)th measurement \( \xi_i \) is assumed to have a log-normal distribution with concentration dependent variance, i.e. the measured values are

\[
x_i = (a + bx_i)\xi_i \tag{14}
\]

or equivalently

\[
\log(x_i) = \log(a + bx_i) + \varepsilon_i \tag{15}
\]
where \( \varepsilon_i \) has Gaussian distribution with zero mean and unknown variance \( \sigma^2 > 0 \). The measurement errors are assumed to have a genuinely random nature, i.e. the components \( \varepsilon_{i_1}, \varepsilon_{i_2}, \ldots \) are identically distributed and mutually independent.

The advantage of this model (14) includes (a) the higher the expected value of observations then the higher the variance is assigned to them by log-normal distribution. This feature matches all practical experience with the described case; (b) log-normal distribution models the observations with outliers so the calibration relying on it will be sound with respect to outlying data; (c) a linearized form of the (probabilistic) model (15) is easily tractable computationally [7].

(3) If the linearized form of (15) is time-invariant then the (linearized) calibration model is specified. For its description we use

\[
\begin{align*}
\xi_i &= \log \left( \frac{y_i}{x_i} \right) \\
u_i &= \frac{1}{x_i} \\
A &= \log(b) \\
B &= \frac{a}{b}
\end{align*}
\]

Then

\[
p(Z|U, \beta) = C \prod_{i=1}^{N} \Gamma_{z_i}(A + Bu_i, \sigma) \tag{20}
\]

with \( \beta = (A, B, \sigma) \). \tag{21}

(4) The concentrations of the control samples are assumed to be error-free, thus

\[
p(X|\beta) = \delta(x - X) \tag{22}
\]

and the calibration results can be computed according to equations (7) and (10).

(5) The prior distribution is chosen to be in the self-reproducing Gauss-Wishart form [7] characterized by \( a \) \( priori \) independent values of \( \beta = (A, B, \sigma) \) with prior expectation \( (0, 0, 10^{-2}) \). This choice is equivalent to the assumption that there will be zero offset and unit slope in (13) and measurement errors of the order \( 10^{-1} \). The variances were chosen to assign about 95% of prior probability to the assumption that the offset is in the range \((-0.5, 0.5)\) and the slope is in the range \((0.8, 1.2)\).

Calibration results

Typical sequences of measured data are shown in tables 1 and 2. Other series with outliers are shown in tables 3 and 4.

| Time of measurement | Ethanol concentration/gl⁻¹ |
|---------------------|-----------------------------|
|                     | 0.5 | 0.8 | 1.0 | 2.0 | 3.0 |
| 9 a.m.              | 0.4725 | 0.765 | 0.9754 | 2.0316 | 3.0588 |
| 11 a.m.             | 0.4621 | 0.7701 | 0.9709 | 2.0384 | 3.0229 |
| 1 p.m.              | 0.4611 | 0.7608 | 0.9848 | 2.0022 | 3.0751 |

| Time of measurement | Ethanol concentration/gl⁻¹ |
|---------------------|-----------------------------|
|                     | 0.5 | 0.8 | 1.0 | 2.0 | 3.0 |
| 9 a.m.              | 1.0649 | 1.7014 | 2.1633 | 4.4546 | 6.6793 |
| 11 a.m.             | 1.0376 | 1.7039 | 2.1425 | 4.5068 | 6.6214 |
| 1 p.m.              | 1.029 | 1.7092 | 2.1722 | 4.4374 | 6.7309 |

| Time of measurement | Ethanol concentration/gl⁻¹ |
|---------------------|-----------------------------|
|                     | 0.5 | 0.8 | 1.0 | 2.0 | 3.0 |
| 9 a.m.              | 0.6112 | 0.745 | 1.0964 | 1.9914 | 3.1132 |
| 11 a.m.             | 0.5888 | 0.7613 | 1.0026 | 2.0573 | 3.0901 |
| 1 p.m.              | 0.5162 | 0.9889 | 0.9707 | 2.0529 | 3.1411 |
Table 4. Typical data of peak height ratio obtained for three different sequences of control samples without outliers.

| Time of measurement | Ethanol concentration/gℓ⁻¹ |
|---------------------|----------------------------|
|                     | 0-5 | 0-8 | 1-0 | 2-0 | 3-0 |
| 9 a.m.              | 1-299 | 1-655 | 2-377 | 4-405 | 6-829 |
| 11 a.m.             | 1-307 | 1-703 | 2-226 | 4-516 | 6-751 |
| 1 p.m.              | 1-135 | 2-175 | 2-156 | 4-352 | 6-618 |

Table 5. The estimated parameters.

| Case No. | \( \hat{\sigma} \) (variance est.) | \( \hat{b} \) (slope est.) | \( \hat{a} \) (offset est.) | Remark          |
|----------|-----------------------------------|---------------------------|---------------------------|----------------|
| 1        | 5·806 \( \times 10^{-4} \)       | 1-021                     | -4·483 \( \times 10^{-2} \) | Peak area ratio, no outliers |
| 2        | 2·180 \( \times 10^{-2} \)       | 1-929                     | 1-370 \( \times 10^{-1} \)  | Peak height ratio, no outliers |
| 3        | 3·866 \( \times 10^{-3} \)       | 0-998                     | 4·862 \( \times 10^{-2} \)  | Peak area ratio with outliers |
| 4        | 2·330 \( \times 10^{-2} \)       | 1-897                     | 2·859 \( \times 10^{-1} \)  | Peak height ratio with outliers |

The estimated parameters for the four different cases are collected in Table 5.

Comparison of the results of corresponding cases 1, 3 and 2, 4 in Table 5 gives experimental support for the robustness claimed: the estimates in corrupted and uncorrupted cases do not significantly differ.

Figure 1 illustrates the results of the Bayesian calibration (for case 2). On the c.p.d.f. \( p(y|x,Y_c,X_c) \) drawn it can be seen that the probability of observing various values of \( y \) is not symmetrical and has a heavy tail which reflects the presence of outliers; and that these variance increases with increasing values of the measured concentration.

It is assumed that all values of concentration are equally probable in the population of unknown samples, the c.p.d.f. is proportional to \( p(x|Y_c,X_c) \) [cf. (11)]. Thus taking its section at a fixed measured value \( y \) the probability of concentrations which could cause this value can be seen.

Conclusion

The Bayesian calibration method has been described with emphasis on practical aspects of its application. In order to encourage its wider use, the basic steps of Bayesian calibration are reviewed and possible applications of the results are given.

The calibration related to head-space gas chromatographic data was described to show the advantages of Bayesian calibration. The linear calibration case has been treated with log-normally distributed measurement noise. This treatment of noise stresses the (often overlooked) importance of modelling random constituents in any problem.

The authors hope that the paper has demonstrated that Bayesian calibration is especially advantageous when used for measurement control because information about uncertainty in the results after calibration is supplied.
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