Let $S_{p,q}$ be the hypersurface in $\mathbb{R}^n$, where $n = p + q + 1$, defined by the following:

$$S_{p,q} := \left\{ (x_1, \ldots, x_n) \in \mathbb{R}^n \mid \left( \sum_{i=1}^{p+1} x_i^2 - a^2 \right)^2 + \sum_{j=p+2}^{n} x_j^2 = 1 \right\}$$

where $a > 1$. We show that $S_{p,q}$ is homeomorphic to the product $S^p \times S^q$.

We classify all degree one and two polynomial vector fields on $S_{p,q}$. We consider the polynomial vector field $X = (R_1, \ldots, R_{p+1}, R_{p+2}, \ldots, R_n)$ in $\mathbb{R}^{p+q+1}$ which keeps $S_{p,q}$ invariant. Then we study the number of certain invariant algebraic subsets of $S_{p,q}$ for the vector field $X$ if either $p > 1$ or $q > 1$.

1. Introduction

Let $R_1, \ldots, R_n$ be polynomials in $\mathbb{R}[x_1, \ldots, x_n]$. Then the following system of differential equations

$$\frac{dx_i}{dt} = R_i(x_1, \ldots, x_n)$$

for $i = 1, \ldots, n$ is called a polynomial differential system in $\mathbb{R}^n$. The differential operator

$$\mathcal{X} = \sum_{i=1}^{n} R_i \frac{\partial}{\partial x_i}$$

is called the vector field associated with the system (1.1). The degree of the polynomial vector field in (1.2) is defined to be $\max\{\deg(R_i) \mid i = 1, \ldots, n\}$.

When $n = 2$ in (1.1), this differential system has been studied since 1900 possibly because of the second part of the Hilbert sixteenth problem (see [6] and some references therein).

An invariant algebraic set for (1.2) is a subset $A \subset \mathbb{R}^p$ such that $A$ is the zero set of some $f(x_1, x_2, \ldots, x_n) \in \mathbb{R}[x_1, x_2, \ldots, x_n]$ and $\mathcal{X}f = Kf$ for some $K \in \mathbb{R}[x_1, x_2, \ldots, x_n]$. Here the polynomial $K$ is called the cofactor of $f$. 
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In the case of the torus $S^1 \times S^1$, the maximum number of invariant meridians and parallels are studied in [10] and [13]. Bounds on the number of invariant hyperplanes and co-dimension one spheres for polynomial vector fields in $\mathbb{R}^n$ are obtained in [9] and [2] respectively. In relation to the second part of Hilbert’s sixteenth problem, the maximum number of algebraic limit cycles of a polynomial vector field in $\mathbb{R}^2$ as a function of its degree has been studied in [11], [12], and [16]. The maximum number of straight lines that are invariant for a vector field in the real plane as a function of its degree has been studied in [1] and [15].

Inspired by the above works, we introduce an algebraic representation of $S^p \times S^q$ for any positive integers $p, q$ and study the number of invariant algebraic sets of a vector field on $S^p \times S^q$. We are primarily interested in the algebraic sets obtained by the intersection of $S^p \times S^q$ with hyperplanes. We classify all degree one and two polynomial vector fields on $S_{p,q}$. We obtain an upper bound of the number of possible invariant algebraic sets that are intersections of $S^p \times S^q$ with hyperplanes. Therefore, many other types of invariant hypersurfaces in $S^p \times S^q$ remain to be explored.

The paper is organized as follows. In Section 2, we recall the definition of the extactic algebraic polynomial associated to a vector subspace of the ring of polynomials and the given vector field. We also state some basic properties of the extactic polynomials.

In Section 3, we show that $S_{p,q}$ with the subspace topology is homeomorphic to $S^p \times S^q$. Then we classify all degree one and two polynomial vector fields on $S_{p,q}$.

In Section 4, we define meridians and parallels on $S_{p,q}$ analogously to their definitions given in [10] for $S^1 \times S^1$. We prove that meridians and parallels are connected if $p > 1$ and $q > 1$. We give an upper bound for the number of invariant meridians and parallels in Theorem 4.3. We compute an upper bound for the number of invariant meridians of degree one vector fields on $S_{p,q}$. The bound for the degree one vector fields on $S_{p,q}$ is attained. We demonstrate that the bounds in Theorem 4.3 are close to being tight for the cases $p = 2, 3$ and $\deg(\mathcal{X}) \geq 4$.

In Section 5, we show that the maximum number of invariant meridians on $S_{1,q} (\cong S^1 \times S^q)$ is $2(m - 1)$ where $m$ is the degree of $\mathcal{X}$ on $S_{1,q}$ and that this bound can be reached. We also discuss invariant parallels on $S_{1,q}$ and derive a bound on the number of invariant parallels. We show that there exists a vector field on $S_{1,q}$ with rational first integral.

In Section 6, we show that the maximum number of invariant parallels for $\mathcal{X}$ on $S_{p,1} := S^p \times S^1$ is $2(m - 2)$ where $m = \deg \mathcal{X}$. We also demonstrate that this bound can be attained. We also make a remark on an upper bound for the number of invariant meridians for $\mathcal{X}$ on $S_{p,1}$ and exhibit a vector field on $S_{p,1}$ with rational first integral.
2. Invariant Algebraic Sets and Extactic Polynomials

In this section, we recall the concept of invariant algebraic sets and extactic polynomials for polynomial vector fields on \( \mathbb{R}^n \) following [10]. Then we discuss some basic properties of extactic polynomials.

Let \( S \) be a hypersurface in \( \mathbb{R}^n \) defined by the zeroes of a non constant polynomial \( h \in \mathbb{R}[x_1, x_2, \ldots, x_n] \). We say that a vector field \( \mathcal{X} \) of the form (1.2) is defined on \( S \) if \((R_1, R_2, \ldots, R_n) \cdot \nabla h = 0\) for all points on the hypersurface \( S \). This is equivalent to saying that \( \mathcal{X} h = K h \) for some polynomial \( K \in \mathbb{R}[x_1, x_2, \ldots, x_n] \). Because \( h(a_1, a_2, \ldots, a_n) = 0 \) for all points \((a_1, a_2, \ldots, a_n) \) on the hypersurface \( S \). The hypersurface \( S \) is called a regular hypersurface if \( \nabla h \neq 0 \) for all points on \( S \). This hypersurface is called irreducible if \( h \) is irreducible. The degree of an irreducible hypersurface \( S \) is defined to be the degree of \( h \).

In order to study invariant algebraic sets on an algebraic hypersurface \( S \subset \mathbb{R}^n \), one may use the idea of extactic algebraic polynomial. We briefly recall this concept following [9]. Let \( W \) be a \( k \)-dimensional vector subspace of \( \mathbb{R}[x_1, x_2, x_3, \ldots, x_n] \) with basis \( \{v_1, \ldots, v_k\} \). Then the extactic algebraic polynomial of the vector field \( \mathcal{X} \) associated to \( W \) is given by

\[
\mathcal{E}_W(\mathcal{X}) = \det \left( \begin{array}{cccc}
v_1 & v_2 & \cdots & v_k \\
\mathcal{X}(v_1) & \mathcal{X}(v_2) & \cdots & \mathcal{X}(v_k) \\
\vdots & \vdots & \ddots & \vdots \\
\mathcal{X}^{k-1}(v_1) & \mathcal{X}^{k-1}(v_2) & \cdots & \mathcal{X}^{k-1}(v_k)
\end{array} \right),
\]

where \( \mathcal{X}(v_i) = \mathcal{X}(v_i) \) for \( i \geq 2 \). We note that the definition of the extactic algebraic set is independent of the choice of basis of \( W \), see Section 2 of [10]. In this paper we will work with \( W \) mostly of the form \( \{x_1, x_2, \ldots, x_n\} \) or \( \{1, x_1, x_2, \ldots, x_n\} \).

We recall the definition of the algebraic multiplicity of an irreducible algebraic set given by an irreducible polynomial \( f = 0 \) from [14].

**Definition 2.1.** The hypersurface given by \( f = 0 \) with \( f \in W \) has algebraic multiplicity, or simply, multiplicity \( m \) for \( \mathcal{X} \) if \( \mathcal{E}_W(\mathcal{X}) \neq 0 \) and \((f)^m \) divides \( \mathcal{E}_W(\mathcal{X}) \) and for \( m' > m \), \((f)^{m'} \) is not a factor of \( \mathcal{E}_W(\mathcal{X}) \). It has no defined algebraic multiplicity if \( \mathcal{E}_W(\mathcal{X}) = 0 \).

We note that, in this paper, we are interested in hypersurfaces with finite multiplicity which is accounted when we count the number of invariant algebraic hypersurfaces.

We shall use the following proposition whose proof can be found in [9, Proposition 1].

**Proposition 2.2.** Let \( \mathcal{X} \) be a polynomial vector field on \( \mathbb{R}^n \) and \( W \) a finite dimensional vector sub-space of \( \mathbb{R}[x_1, x_2, \ldots, x_n] \) with \( \dim(W) > 1 \). If \( \{f = 0\} \) is an invariant algebraic set for the vector field \( \mathcal{X} \) and \( f \in W \), then \( f \) is a factor of \( \mathcal{E}_W(\mathcal{X}) \).
We recall that a function \( g \) is called a first integral of the system (1.2) if \( Xg = 0 \). If \( g \) is a rational function then \( g \) is called a rational first integral. If the differential system (1.1) has a first integral, then the system possesses infinitely many invariant algebraic sets. A proof of this fact can be found on page 102 of [7]. We quote the following result from [8].

**Proposition 2.3.** Let \( S \) be a regular algebraic hypersurface of degree \( d \) in \( \mathbb{R}^{n+1} \). The polynomial vector field \( X \) on \( S \) of degree \( m > 0 \) admits \( (n+m) - (n+m-d) + n \) invariant algebraic hypersurfaces irreducible in \( \mathbb{C}[x_1,x_2,\ldots,x_{n+1}] \) if and only if \( X \) has a rational first integral.

3. Degree one and degree two vector fields on \( S^p \times S^q \)

In this section, we show that \( S^p \times S^q \) is homeomorphic to the zero set of a polynomial. Then we characterize degree one and degree two polynomial vector fields on it. For the remainder of the paper, we fix \( n = p + q + 1 \).

3.1. \( S^p \times S^q \) as a hypersurface and its meridians and parallels. We consider the following hypersurface in \( \mathbb{R}^{p+q+1} \) defined by the polynomial identity

\[
(x_1^2 + x_2^2 + \cdots + x_{p+1}^2 - a^2)^2 + x_{p+2}^2 + x_{p+3}^2 + \cdots + x_n^2 = 1,
\]

where \( a > 1 \). We denote this hypersurface by \( S_{p,q} \). We show that \( S_{p,q} \) is homeomorphic to the product \( S^p \times S^q \) of two spheres. Then we determine when the vector field \( X \) in (1.2) is defined on \( S_{p,q} \).

Let \( 0 \leq c \leq 1 \) and \( x_{p+2}^2 + x_{p+3}^2 + \cdots + x_n^2 = c \). Then

\[
x_1^2 + x_2^2 + \cdots + x_{p+1}^2 = \pm \sqrt{1 - c + a^2}.
\]

Let

\[
U_1 := \{(x_1,\ldots,x_{p+1},x_{p+2},\ldots,x_n) \in \mathbb{R}^n \mid \sum_{i=1}^{p+1} x_i^2 = a^2 + \sqrt{1-c}, \quad \sum_{j=p+2}^n x_j^2 = c, \quad 0 \leq c \leq 1\}
\]

and

\[
U_2 := \{(x_1,\ldots,x_{p+1},x_{p+2},\ldots,x_n) \in \mathbb{R}^n \mid \sum_{i=1}^{p+1} x_i^2 = a^2 - \sqrt{1-c}, \quad \sum_{j=p+2}^n x_j^2 = c, \quad 0 \leq c \leq 1\}.
\]

Observe that \( U_1 \) and \( U_2 \) are homeomorphic to \( S^p \times D^q \). They are identified along their boundary \( S^p \times S^{q-1} \) via the identity map, where

\[
S^p \times S^{q-1} = \left\{(x_1,\ldots,x_{p+1},x_{p+2},\ldots,x_n) \in \mathbb{R}^n \mid \sum_{i=1}^{p+1} x_i^2 = a^2, \quad \sum_{j=p+2}^n x_j^2 = 1\right\}.
\]

Thus

\[
S_{p,q} = \bigcup_{S^p \times S^{q-1}} U_1 \bigcup_{S^p \times S^{q-1}} U_2 = S^p \times D^q \bigcup_{S^p \times S^{q-1}} S^p \times D^q \cong S^p \times S^q.
\]

Note that the product \( S^p \times S^{q-1} \) in the above equation is a subset of \( \mathbb{R}^n \), whereas the representation of \( S^p \times S^{q-1} \) as in (3.1) says \( S^p \times S^{q-1} \) is a subset of \( \mathbb{R}^{n-1} \). These two representations of \( S^p \times S^{q-1} \) are different in two different ambient spaces.
Writing out the condition for \( \mathcal{X} \) to be invariant on the hypersurface \( S_{p,q} \), we get the following.

\[
(3.2) \quad 4 \left( \sum_{i=1}^{p+1} x_i^2 - a^2 \right) \left( \sum_{i=1}^{p+1} x_i R_i \right) + 2 \left( \sum_{j=p+2}^{n+1} x_j R_j \right) = K \left( \sum_{i=1}^{p+1} x_i^2 - a^2 \right)^2 + \sum_{j=p+2}^{n+1} x_j^2 - 1 ,
\]

for some \( K \in \mathbb{R}[x_1, \ldots, x_n] \). One defines the degree vector of the vector field \( \mathcal{X} \) to be \( \mathbf{m} := (m_1, m_2, \ldots, m_n) \) where \( m_i = \deg(R_i) \) for \( i = 1, 2, \ldots, n \).

**Definition 3.1.**

1. The intersection of \( S_{p,q} \) and the hyperplane \( \{ \sum_{i=1}^{p+1} a_i x_i = 0 \} \) where \( a_i \in \mathbb{R} \), for \( i = 1, \ldots, p + 1 \) is called a ‘meridian’ on \( S_{p,q} \).

2. The intersection of \( S_{p,q} \) and the hyperplane \( \{ \sum_{j=p+2}^{n+1} a_j x_j - c = 0 \} \) for some \( c \in (0, 1) \) where \( a_j \in \mathbb{R} \), for \( j = p + 2, \ldots, n \) is called a ‘parallel’ on \( S_{p,q} \).

We say that a meridian on \( S_{p,q} \) is invariant by the flow of the polynomial vector field \( \mathcal{X} \) on \( S_{p,q} \) if \( \mathcal{X}(\sum_{i=1}^{p+1} a_i x_i) = K(\sum_{i=1}^{p+1} a_i x_i) \) where \( a_i \in \mathbb{R} \) for \( i = 1, \ldots, p + 1 \) and for some \( K \in \mathbb{R}[x_1, \ldots, x_{p+1}, x_{p+2}, \ldots, x_n] \).

Similarly, one can define an invariant parallel on \( S_{p,q} \). We note that these definitions generalize the definitions of the invariant meridians and the invariant parallels on \( S^1 \times S^1 \) of [10].

**3.2. Degree one vector fields on \( S^p \times S^q \).** Let

\[
(3.3) \quad R_i = \sum_{j=1}^{n} c_{ij} x_j + c_{i0},
\]

where \( c_{ij} \in \mathbb{R} \) for all \( j \) and \( i = 1, \ldots, n \).

**Proposition 3.2.** Let \( \mathcal{X} = \sum_i R_i \frac{\partial}{\partial x_i} \) be a degree one vector field defined on \( S_{p,q} \) where \( R_i \)'s are given by (3.3). Then the matrix \( (c_{ij})_{p+1 \times p+1} \) is skew symmetric and \( c_{i0} = 0 \) for all \( i \in \{1, \ldots, n\} \).

**Proof.** For this case, we see that \( K \) in (3.2) is a constant since the degree of the expression on the left is four and the expression in brackets on the right already has degree four.

In fact, \( K \) vanishes since there is a constant term on the right of (3.2), but all terms on the left have degree at least one. So for linear vector fields, (3.2) becomes

\[
(3.4) \quad 4 \left( \sum_{i=1}^{p+1} x_i^2 - a^2 \right) \left( \sum_{i=1}^{p+1} x_i R_i \right) + 2 \left( \sum_{j=p+2}^{n+1} x_j R_j \right) = 0.
\]

Observe that in the expression for \( R_i \), \( i = 1, \ldots, p + 1 \), there can be no \( x_k \) for \( k > p + 1 \). Since if there was, then (3.4) will have terms of the form \( 4x_i^2 x_j x_k \), \( k > p + 1 \) which cannot be canceled out. Hence this will violate (3.4). Similarly, \( R_j \) cannot have any terms with \( x_i \)'s, where \( 1 \leq i \leq p + 1 \).
(for $j = p + 2, \ldots, n$). By similar reasoning we get that $c_{i0} = d_{j0} = 0$ for all $i$ and $j$.

Substituting $R_i$ from (3.3) in (3.4) and collecting coefficients of $x_{i0}$ for a fixed $i_0$, we have

$$4\left(\sum_{i=1}^{p+1} x_i^2 - a^2\right)\left\{R_{i_0} + \sum_{s=1}^{p+1} c_{si_0}x_s\right\} = 0. \quad (3.5)$$

Since $R_{i_0} = \sum_{j=1}^{p+1} c_{i_0j}x_j$, then (3.5) becomes

$$4\left(\sum_{i=1}^{p+1} x_i^2 - a^2\right)\left\{\sum_{j=1}^{p+1} c_{i_0j}x_j + \sum_{s=1}^{p+1} c_{si_0}x_s\right\} = 0.$$

Re-indexing and gathering coefficients of $x_j$, we get

$$(c_{i_0j} + c_{j_0i}) = 0,$$

since there is a dense open subset of $S_{p,q}$ with $\sum_{i=1}^{p+1} x_i^2 \neq a^2$. From this, we see that the real matrix determined by $\{c_{ij}\}$ is skew-symmetric.

**Remark 3.3.** We see that every first degree vector field defined on $S_{p,q}$ has a first integral by (3.4).

### 3.3. Degree two vector fields on $S^p \times S^q$

Assume that $X = \sum R_i \frac{\partial}{\partial x_i}$ is a degree two vector field. Then we have

$$R_i = \sum_{j \leq k} \beta_{ijk}x_jx_k + \sum_j \beta_{ij}x_j + \beta_{i0}, \quad (3.6)$$

where $\beta_{ijk}, \beta_{ij}, \beta_{i0}$ belong to $\mathbb{R}$ for $i, j, k \in \{1, 2, \ldots, n\}$ with $j \leq k$. Since this vector field $X$ satisfies (3.2), the polynomial $K$ has to be linear, say $K = a_1x_1 + a_2x_2 + \cdots + a_nx_n + a_0$ for some $a_1, \ldots, a_n \in \mathbb{R}$. We get $a_0 = 0$, as there is no constant term on the left of (3.2).

Since $R_i$s in (3.6) satisfy (3.2), equating the degree five terms and cancelling $\sum_{i=1}^{p+1} x_i^2$ we have

$$4 \left( x_1 \sum_{j \leq k} \beta_{1jk}x_jx_k + x_2 \sum_{j \leq k} \beta_{2jk}x_jx_k + \cdots + x_{p+1} \sum_{j \leq k} \beta_{p+1jk}x_jx_k \right) =$$

$$(\alpha_1x_1 + \alpha_2x_2 + \cdots + \alpha_nx_n)(x_1^2 + x_2^2 + \cdots + x_{p+1}^2).$$

Observe that in (3.7) there are no terms of the form $x_ix_jx_k$ for $i, j, k$ pairwise distinct on the right hand side, therefore such terms must sum to zero on the left hand side. This gives

$$4(\beta_{ijk} + \beta_{jik} + \beta_{kij}) = 0,$$

when $i, j, k \in \{1, \ldots, p + 1\}$. If one of $i, j, k$ is in $\{p + 2, \ldots, n\}$, say $k$, then

$$4(\beta_{ijk} + \beta_{jik}) = 0.$$
For the remaining terms, we have,

\[ 4\beta_{iii} = \alpha_i \text{ and } 4(\beta_{ijj} + \beta_{jij}) = \alpha_i \]

for \( i, j \in \{1, \ldots, p + 1\} \), and assuming without loss of generality that \( i < j \).

We also have \( 4(\beta_{ijk}) = \alpha_k \), for \( i \in \{1, \ldots, p + 1\} \) and \( k \in \{p + 2, \ldots, n\} \).

Observe that there cannot be terms of the form \( x_i x_j x_k \) with any two of \( i, j, k \) belonging to \( \{p + 2, \ldots, n\} \).

Notice that there are no degree four terms on the right hand side, this implies

\[ 4(x_1^2 + \cdots + x_{p+1}^2)(x_1 \sum_j \beta_{1j} x_j + \cdots + x_{p+1} \sum_j \beta_{p+1} x_j) = 0. \]

This gives

\[ \beta_{ij} + \beta_{ji} = 0 \quad (3.8) \]

for \( i, j \in \{1, \ldots, p + 1\} \).

Next, equating degree three terms gives

\[
4a^2 \left( x_1 \sum_{j \leq k} \beta_{1jk} x_j x_k + x_2 \sum_{j \leq k} \beta_{2jk} x_j x_k + \cdots + x_{p+1} \sum_{j \leq k} \beta_{p+1jk} x_j x_k \right) +
2x_{p+2} \sum_{j \leq k} \beta_{p+2jk} x_j x_k + \cdots + 2x_n \sum_{j \leq k} \beta_{njk} x_j x_k =
(\alpha_1 x_1 + \cdots + \alpha_n x_n) \left( -2a^2(x_1^2 + \cdots + x_{p+1}^2) + x_{p+2}^2 + \cdots + x_n^2 \right).
\]

We can rewrite this as, using (3.7),

\[
4(x_1^2 + \cdots + x_{p+1}^2)(x_1 \beta_{10} + \cdots + x_{p+1} \beta_{p+10}) +
2x_{p+2} \sum_{j \leq k} \beta_{p+2jk} x_j x_k + \cdots + 2x_n \sum_{j \leq k} \beta_{njk} x_j x_k =
(\alpha_1 x_1 + \cdots + \alpha_n x_n) \left( -a^2(x_1^2 + \cdots + x_{p+1}^2) + x_{p+2}^2 + \cdots + x_n^2 \right).
\]

In this equation, we see that

\[ 2\beta_{kii} = -a^2 \alpha_k, \]

for \( k \in \{p + 2, \ldots, n\} \) and \( i \in \{1, \ldots, p + 1\} \). Now we have

\[ 4\beta_{i0} = -a^2 \alpha_i \quad (3.9) \]

for \( i \in \{1, \ldots, p + 1\} \). If \( i, j, k \) are distinct and all belong to \( \{p + 2, \ldots, n\} \), then

\[ \beta_{ijk} + \beta_{jik} + \beta_{kij} = 0. \]

If one of \( i, j, k \), say \( j \), belongs to \( \{1, \ldots, p + 1\} \), then

\[ \beta_{ijk} + \beta_{kji} = 0. \]

In the remaining cases, we have
(3.10) \[ 2(\beta_{ijj} + \beta_{jij}) = \alpha_i, \] and \[ 2\beta_{iii} = \alpha_i. \]

Now equating degree two terms,
\[
-4a^2 \left( x_1 \sum_j \beta_{ij} + \cdots + x_{p+1} \sum_j \beta_{p+1j} x_j \right) + 2x_{p+2} \sum_j \beta_{p+2j} x_j + \cdots + 2x_n \sum_j \beta_{nj} x_j = 0.
\]

Then using (3.8), the above equation becomes
\[
2x_{p+2} \sum_j \beta_{p+2j} x_j + \cdots + 2x_n \sum_j \beta_{nj} x_j = 0.
\]

This implies that \( \beta_{kl} + \beta_{lk} = 0 \) when \( k, l \in \{p+2, \ldots, n\} \).

Finally, equating degree one terms, we have
\[
-4a^2 (x_1 \beta_{10} + \cdots + x_{p+1} \beta_{p+10} + 2x_{p+2} \beta_{p+20} + \cdots + 2x_n \beta_{n0}) = (a^4 - 1)(\alpha_1 x_1 + \cdots + \alpha_n x_n).
\]

This gives
\[
\beta_{i0} = \frac{(1 - a^4)}{4a^2} \alpha_i, \quad \text{and} \quad \beta_{j0} = \frac{(a^4 - 1)}{2} \alpha_j,
\]
when \( i \in \{q, \ldots, p+1\} \) and \( j \in \{p+2, \ldots, n\} \). We see that this is a contradiction to (3.9), hence
\[
(3.11) \quad \alpha_i = 0
\]
for \( i \in \{1, \ldots, p+1\} \).

Summarizing these computations, we obtain the following characterization.

**Proposition 3.4.** Let \( X = \sum R_i \frac{\partial}{\partial x_i} \) be a degree two vector field on \( S_{p,q} \), where \( R_i \)'s are given by (3.6). Let \( i, j, k \in \{1, \ldots, p+1\} \), and \( l, m, n \in \{p+2, \ldots, n\} \), all of them pairwise distinct. Then the cofactor in (3.2) is given by
\[
K = (\alpha_{p+2} x_{p+2} + \cdots + \alpha_n x_n),
\]
this means \( \alpha_1 = \alpha_2 = \cdots = \alpha_{p+1} = 0 \).

Also, the coefficients of degree two terms of \( R_i \)'s satisfy
\[
\beta_{ijk} + \beta_{jik} + \beta_{kij} = 0, \quad \text{and} \quad \beta_{lmn} + \beta_{mln} + \beta_{nml} = 0,
\]
\[
\beta_{ijl} + \beta_{jil} = 0, \quad \text{and} \quad \beta_{ijm} + \beta_{mji} = 0,
\]
\[
4(\beta_{ijj} + \beta_{jij}) = \alpha_i, \quad \text{and} \quad 2(\beta_{lmm} + \beta_{mlm}) = \alpha_l,
\]
\[
4\beta_{iii} = \alpha_i, \quad 2\beta_{lli} = -a^2 \alpha_l, \quad \text{and} \quad 2\beta_{lll} = \alpha_l.
\]
For the coefficients of degree one terms of $R_i$s, we have

$$\beta_{ij} + \beta_{ji} = 0, \quad \text{and} \quad \beta_{im} + \beta_{ml} = 0.$$ 

Moreover, the constant terms of $R_i$s satisfy

$$\beta_{i0} = 0, \quad \text{and} \quad \beta_{l0} = \frac{(a^4 - 1)}{2} \alpha_l.$$ 

4. Invariant hyperplanes on $S^p \times S^q$

In this section, we are interested in the number of invariant algebraic sets determined by the intersections of $S_{p,q}$ and hypersurfaces determined by polynomials of degree one. We compute an upper bound for the number of invariant meridians and parallels on $S_{p,q}$. We prove a result to compute the number of invariant meridians of a degree one vector field on $S_{p,q}$. We show that a degree 2 vector field on $S_{p,q}$ can have at most $p$ many invariant meridians. Then we discuss some vector fields with the number of invariant meridians close to an upper bound.

Let $X = (R_1, \ldots, R_n)$ be a polynomial vector field and $\deg(R_i) = m_i$. Without loss of generality, we may assume that $m_1 \geq m_2 \geq \cdots \geq m_{p+1}$ and that $m_{p+2} \geq m_{p+3} \geq \cdots \geq m_n$.

**Proposition 4.1.** Let $S^{n+1}$ be the standard unit $(n+1)$-sphere in $\mathbb{R}^{n+2}$ and $H$ a hyperplane passing through the origin. Then $S^{n+1} \cap H$ is homeomorphic to $S^n$.

**Proposition 4.2.** On $S_{p,q}$, with $p, q \geq 2$, the meridians and parallels are path connected.

**Proof.** Let $\sum_{i=1}^{p+1} a_ix_i = 0$ be the hyperplane $H$, which determines a meridian and

$$\sum_{j=p+2}^{n} x_j^2 = \alpha \in [0, 1].$$

Then (3.1) gives the following pair of spheres

$$\sum_{i=1}^{p+1} x_i^2 = a^2 \pm \sqrt{1 - \alpha}$$

unless $\alpha = 1$. By Proposition 4.1, the intersection of any of these spheres with the hyperplane $H$ is a $(p - 1)$ dimensional sphere for each $\alpha \in [0, 1)$. Thus, by a similar argument as in the proof that $S_{p,q}$ is homeomorphic to $S^p \times S^q$, one can show that $S_{p,q} \cap H$ is homeomorphic to $S^{p-1} \times S^q$. Therefore it is path connected since $p, q > 1$.

For the case of parallels, let $\sum_{j=p+2}^{n} b_jx_j = c$ be the hyperplane $H_2$ and

$$\sum_{i=1}^{p+1} x_i^2 - a^2 = \beta \in [-1, 1].$$
Then (3.1) can be written as
\[ \sum_{j=p+2}^{n} x_j^2 = 1 - \beta^2 \in [0, 1]. \]

By Proposition 4.1, the intersection of this sphere and \( H_2 - c \) is a \( q - 1 \) dimensional sphere unless \( \beta = \pm 1 \). If \( \beta = \pm 1 \), then this intersection is a point. Therefore, the intersection \( S_{p,q} \cap H_2 \) is homeomorphic to \( S^p \times S^{q-1} \) if \( \beta \neq \pm 1 \) since smooth homotopies preserve transversality, see Section 6 in [4, Chapter 1]. This is path connected since \( p, q > 1 \).

\[ \square \]

**Theorem 4.3.** Suppose that the polynomial vector field \( \mathcal{X} \) on \( \mathbb{R}^n \) has finitely many invariant algebraic hypersurfaces. If \( p, q \geq 2 \), then

1. the number of invariant meridians of \( \mathcal{X} \) in \( S_{p,q} \) is at most
\[ \left( \frac{p}{2} \right) (m_1 - 1) + \sum_{i=2}^{p+1} m_i + 1, \]

2. the number of invariant parallels of \( \mathcal{X} \) in \( S_{p,q} \) is at most
\[ \left( \frac{q}{2} \right) (m_{p+2} - 1) + \sum_{j=1}^{q-1} m_{p+j+1}. \]

**Proof.** For (1). An invariant meridian of \( \mathcal{X} \) is given by the intersection of a hyperplane of the form \( g := \sum_{i=1}^{p+1} a_i x_i = 0 \) with \( S_{p,q} \). By Proposition 2.2, if this hyperplane is invariant for the vector field \( \mathcal{X} \), then \( \sum_{i=1}^{p+1} a_i x_i \) is a factor of the exactric polynomial
\[ \mathcal{E}_{\{x_1, x_2, \ldots, x_{p+1}\}}(\mathcal{X}) = \text{det} \left( \begin{array}{cccc} x_1 & x_2 & \cdots & x_{p+1} \\ R_1 & R_2 & \cdots & R_{p+1} \\ \mathcal{X}(R_1) & \mathcal{X}(R_2) & \cdots & \mathcal{X}(R_{p+1}) \\ \vdots & \vdots & \ddots & \vdots \\ \mathcal{X}^{p-1}(R_1) & \mathcal{X}^{p-1}(R_2) & \cdots & \mathcal{X}^{p-1}(R_{p+1}) \end{array} \right). \]

Since we have chosen degrees of \( R_1, \ldots, R_{p+1} \) in decreasing order, we see that the term
\[ \mathcal{X}^{p-1}(R_{p+1}) \cdot \mathcal{X}^{p-2}(R_p) \cdots \mathcal{X}(R_3) \cdot R_2 \cdot x_1 \]
has the least degree in the polynomial \( \mathcal{E}_{\{x_1, x_2, \ldots, x_{p+1}\}}(\mathcal{X}) \). Now the degree of \( \mathcal{X}^{i-1}(R_{i+1}) \) is \( (i-1)(m_1 - 1) + m_{i+1} \) for \( 1 \leq i \leq p \). Therefore,
\[ \deg(\mathcal{X}^{p-1}(R_{p+1}) \cdot \mathcal{X}^{p-2}(R_p) \cdots \mathcal{X}(R_3) \cdot R_2 \cdot x_1) = \left( \frac{p}{2} \right) (m_1 - 1) + \sum_{i=2}^{p+1} m_i + 1. \]

The number of invariant meridians cannot exceed the degree of the polynomial in (4.1) since meridians are determined by linear homogeneous polynomials in \( \{x_1, \ldots, x_{p+1}\} \). This proves (1).
For (2). In this case, the vector space $W$ for $\mathcal{E}_W(X)$ is generated by \{\(x_{p+2}, \ldots, x_n, 1\)\}. Then the result follows using the same argument as in the first case. \qed

4.1. Invariant Meridians for degree one vector fields on $S^p \times S^q$.

In this subsection, we give a tight upper bound on the number of invariant meridians for degree one vector fields on $S^p_q$. For these vector fields, $X = \sum_i R_i \frac{\partial}{\partial x_i}$ where $\deg(R_i) \leq 1$ and at least one of them has degree one. Let $X$ be invariant on $\sum_{i=1}^{p+1} a_i x_i = 0$. So,

$$(4.2) \quad \sum_{i=1}^{p+1} a_i R_i = K'(\sum_{i=1}^{p+1} a_i x_i),$$

for some $K' \in \mathbb{R}[x_1, \ldots, x_{p+1}, x_{p+2}, \ldots, x_n]$. We get that $K'$ of (4.2) is a constant since the left hand side has degree one and the term in the brackets on the right has degree one.

Further substituting for $R_i$ from (3.3) in (4.2), we get

$$\sum_{i=1}^{p+1} a_i R_i = K'(\sum_{i=1}^{p+1} a_i x_i),$$

This can be written as

$$\sum_{i=1}^{p+1} \sum_{j=1}^{p+1} a_i c_{ij} x_j = K'(\sum_{s=1}^{p+1} a_s x_s).$$

Reindexing and equating coefficients of $x_j$, we have

$$(4.3) \quad \sum_{i=1}^{p+1} a_i c_{ij} = K' a_j.$$  

Thus, $(a_1, \ldots, a_{p+1})$ is an eigenvector for the real matrix $A := (c_{ij})_{1 \leq i, j \leq p+1}$ with the eigenvalue $K'$. Since the matrix $(c_{ij})$ is skew symmetric by Proposition 3.2, 0 is the only possible real eigenvalue (see Exercise 7.(g) in Section 6.6 of [3]). As a consequence, we get the following which helps to compute the number of invariant meridians of a degree one vector field on $S^p_q$.

**Theorem 4.4.** A degree one vector field defined on $S^p_q$ can have at most as many invariant meridians as there are linearly independent real eigenvectors of the matrix $A = (c_{ij})_{1 \leq i, j \leq p+1}$ formed by the coefficients of the polynomials in the vector field $X$.

**Remark 4.5.** The real skew symmetric matrix $A = (c_{ij})$ is normal, that is, it commutes with its adjoint (which, in this case, is the transpose). Hence by the Spectral Theorem (Theorem 2.5.4 in page 101 of [5]) $A$ is diagonalizable. So if all eigenvalues of $A$ are zero, $A$ is the zero matrix. Hence $A$ cannot have all eigenvalues zero, since $X$ is a non-zero vector field. Thus, we see that a degree one vector field on $S^p_q$ can have at most $(p - 1)$ invariant
meridians. In fact, we can readily construct a vector field with \((p - 1)\) invariant meridians starting with a \((p + 1) \times (p + 1)\) skew-symmetric matrix with \((p - 1)\) eigenvalues zero.

**Example 4.6.** Let \(p = 2\) in \(S_{p,q}\). Then \(\mathcal{X} = (-x_2, x_1 - x_3, x_2)\) is a vector field on \(S_{p,q}\). So

\[
A = \begin{pmatrix}
0 & -1 & 0 \\
1 & 0 & -1 \\
0 & 1 & 0
\end{pmatrix}.
\]

Note that the eigenvalues of \(A\) are \(\pm \sqrt{-2}, 0\). In this case, the unique eigenvector is \((1, 0, 1)\), and hence the corresponding invariant meridian is given by \(\{x_1 + x_3 = 0\}\). Further, we see that this matches with the bound in Remark 4.5 which is 1 in this case.

**4.2. General Case.** Now we look at the case of vector fields of degree greater than or equal to four.

**Theorem 4.7.** Assume \(m \geq 4\). We have the following.

1. There exists a vector field of degree \(m\) with \(3m - 10\) invariant meridians counted with multiplicity when \(p = 2\).
2. There exists a vector field of degree \(m\) with \(6m - 21\) invariant meridians when \(p = 3\).

**Proof.** First we construct \(R_j s, \) when \(j \in \{p + 2, \ldots, n\}\), for the invariant vector field \(\mathcal{X}\). Let \(R_j s\) be given by

\[
\begin{align*}
R_{p+2} &= x_1(x_{p+2}^2 - 1)H, \\
R_{p+3} &= x_1x_{p+2}x_{p+3}H, \\
R_{p+4} &= x_1x_{p+2}x_{p+4}H, \\
R_{p+5} &= x_1x_{p+2}x_{p+5}H, \\
R_{p+6} &= x_1x_{p+2}x_{p+6}H,
\end{align*}
\]

and \(R_n = x_1x_{p+2}x_nH\)

where \(H \in \mathbb{R}[x_1, \ldots, x_{p+1}, x_{p+2}, \ldots, x_n]\).

For (1): Let \(D := (\sum_{i=1}^{3} a_i x_i)^{m-3}\),

and

\[
R_1 = \frac{1}{2} x_4(x_1^2 - a^2)D, \quad R_2 = \frac{1}{2} x_4x_1x_2D \quad \text{and} \quad R_3 = \frac{1}{2} x_4x_1x_3D.
\]

Observe that the vector field \(\mathcal{X}\) determined by the above choices for \(R_1, R_2, R_3\) and \(R_4, \ldots, R_n\) is invariant on \(S_{p,q}\) if we let \(H = D\). To be precise, for these \(R_j s\), \(\mathcal{X}\) satisfies equation (3.2) with \(K = 2x_1x_4\). We shall prove that the vector field \(\mathcal{X}\), defined by these \(R_j s\) have \(\sum_{i=1}^{3} a_i x_i = 0\) as an invariant meridian with multiplicity \(3m - 10\) for \(\mathcal{X}\). The polynomial \(\sum_{i=1}^{3} a_i x_i\) belongs to the vector space \(W := \text{span}\{x_1, x_2, x_3\}\). We note that if \(\sum_{i=1}^{3} a_i x_i = 0\) gives an invariant meridian for this vector field \(\mathcal{X}\), then
The corresponding extactic polynomial is
\[ \sum_{i=1}^{3} a_i x_i \] is a factor of the corresponding extactic polynomial
\[ E_W(\mathcal{X}) = \det \begin{pmatrix} x_1 & x_2 & x_3 \\ \mathcal{X}(x_1) & \mathcal{X}(x_2) & \mathcal{X}(x_3) \\ \mathcal{X}^2(x_1) & \mathcal{X}^2(x_2) & \mathcal{X}^2(x_3) \end{pmatrix}. \]

In our case, this is the following
\[ (4.4) \quad \det \begin{pmatrix} x_1 & x_2 & x_3 \\ \frac{1}{2} x_4 (x_1^2 - a^2) D & \frac{1}{2} x_4 x_1 x_2 D & \frac{1}{2} x_4 x_1 x_3 D \\ g_1 D^2 + h_1 E & g_2 D^2 + h_2 E & g_3 D^2 + h_3 E \end{pmatrix} \]

where
\[ E := \frac{a_i x_i}{D} \]
for some permutation \( \sigma \) on \( \{1, 2, 3\} \), and \( g_i, h_i \in \mathbb{R}[x_1, \ldots, x_3, x_4, \ldots, x_n] \) for \( i \in \{1, 2, 3\} \). The third row consists of the terms like
\[ \mathcal{X}(\frac{1}{2} x_4 (x_1^2 - a^2) D) = \frac{1}{2} (x_4^2 - 1)(x_1^2 - a^2) D^2 + \frac{1}{2} x_1 x_4^2 (x_1^2 - a^2) D^2 + \frac{1}{2} x_1 x_4^2 (x_1^2 - a^2) E \]
which we have written as \( g_1 D^2 + h_1 E \). Since \( D^2 = \sum_{i=1}^{3} a_i x_i \), in the third row, one sees that \( (\sum_{i=1}^{3} a_i x_i)^{2m-6} \) is a common factor of each term in the third row of the matrix in (4.4). Also in the second row, \( D \) is a common factor, hence
\[ E_W(\mathcal{X}) = D \cdot E \cdot h'(x_1, x_2, x_3, x_4) = \sum_{i=1}^{3} a_i x_i \](3m-10) h(x_1, x_2, x_3, x_4) \]
for some polynomials \( h' \) and \( h \) in \( \mathbb{R}[x_1, x_2, x_3, x_4, \ldots, x_n] \). Thus (1) is proved, since \( (\sum_{i=1}^{3} a_i x_i) \) divides \( E_W(\mathcal{X}) \) with multiplicity \( 3m - 10 \).

For (2): Let \( R := (\sum_{i=1}^{4} a_i x_i)^{m-3} \) and
\[ R_1 = \frac{1}{2} x_5 (x_1^2 - a^2) R, \quad R_2 = \frac{1}{2} x_5 x_1 x_2 R, \quad R_3 = \frac{1}{2} x_5 x_1 x_3 R, \quad \text{and}, \quad R_4 = \frac{1}{2} x_5 x_1 x_4 R. \]

Observe that \( (\sum_{i=1}^{4} a_i x_i) \) is a polynomial in \( W = \text{span} \{ x_1, x_2, x_3, x_4 \} \) and the corresponding extactic polynomial is
\[ E_W(\mathcal{X}) = \det \begin{pmatrix} x_1 & x_2 & x_3 & x_4 \\ \mathcal{X}(x_1) & \mathcal{X}(x_2) & \mathcal{X}(x_3) & \mathcal{X}(x_4) \\ \mathcal{X}^2(x_1) & \mathcal{X}^2(x_2) & \mathcal{X}^2(x_3) & \mathcal{X}^2(x_4) \\ \mathcal{X}^3(x_1) & \mathcal{X}^3(x_2) & \mathcal{X}^3(x_3) & \mathcal{X}^3(x_4) \end{pmatrix}. \]

In order to compute \( E_W(\mathcal{X}) \) in this case, let us first determine
\[ T := \mathcal{X}(R) = (m - 3)(\sum_{i=1}^{4} a_i x_i)^{2m-7}(\sum_{i=1}^{4} a_i x_{\sigma(i)}), \]
where \( \sigma \) and \( \sigma' \) are some permutations on the set \( \{1, 2, 3, 4\} \). Then \( \mathcal{E}_W(\mathcal{X}) \) becomes

\[
(4.5) \quad \mathcal{E}_W(\mathcal{X}) = \det \begin{pmatrix}
\frac{x_1}{f_{11}R^1 + g_{11}T} & \frac{x_2}{f_{12}R^1 + g_{12}T} & \frac{x_3}{f_{13}R^1 + g_{13}T} & \frac{x_4}{f_{14}R^1 + g_{14}T} \\
\frac{x_2}{f_{21}R^2 + g_{21}T} & \frac{x_3}{f_{22}R^2 + g_{22}T} & \frac{x_4}{f_{23}R^2 + g_{23}T} & \frac{x_5}{f_{24}R^2 + g_{24}T} \\
\frac{x_3}{f_{31}R^3 + g_{31}T} & \frac{x_4}{f_{32}R^3 + g_{32}T} & \frac{x_5}{f_{33}R^3 + g_{33}T} & \frac{x_6}{f_{34}R^3 + g_{34}T} \\
\frac{x_4}{f_{41}R^4 + g_{41}T} & \frac{x_5}{f_{42}R^4 + g_{42}T} & \frac{x_6}{f_{43}R^4 + g_{43}T} & \frac{x_7}{f_{44}R^4 + g_{44}T}
\end{pmatrix}
\]

where the \( f_{ij}, g_{ik}, h_{st} \in \mathbb{R}[x_1, \ldots, x_4, x_5, \ldots, x_n] \) for \( i, l, s \in \{3, 4\} \) and \( j, k, t \in \{1, 2, 3, 4\} \).

Notice that \( R \) is a factor of each term of the second row, \( \left( \sum_{i=1}^{4} a_i x_i \right)^{2m-7} \) is a factor of each term of the third row, and \( \left( \sum_{i=1}^{4} a_i x_i \right)^{3m-11} \) is a factor of each term of the fourth row of the matrix in (4.5). Therefore, the extactic polynomial can be written as

\[
\mathcal{E}_W(\mathcal{X}) = \left( \sum_{i=1}^{4} a_i x_i \right)^{6m-21} . h(x_1, x_2, x_3, x_4, x_5)
\]

for some \( h \in \mathbb{R}[x_1, \ldots, x_4, x_5] \subset \mathbb{R}[x_1, \ldots, x_4, x_5, \ldots, x_n] \). This proves the claim (2), since \( \left( \sum_{i=1}^{4} a_i x_i \right) \) divides \( \mathcal{E}_W(\mathcal{X}) \) with multiplicity \( 6m - 21 \). \( \square \)

**Remark 4.8.** For \( p = 2 \) and \( p = 3 \), an upper bound given by Theorem 4.3 is \( 3m \) and \( 6m - 2 \) respectively.

**Example 4.9.** Suppose that the vector field \( \mathcal{X} \) is given by

\[
(4.6) \quad R_1 = \frac{1}{2} x_{p+2}(x_1^2 - a^2)G, \quad R_2 = \frac{1}{2} x_{p+2}x_1 x_2 G, \ldots, \quad R_{p+1} = \frac{1}{2} x_{p+2}x_1 x_{p+1} G,
\]

\[
R_{p+2} = x_1(x_{p+2} - 1)G, \quad R_{p+3} = x_1 x_{p+2}x_{p+3} G, \quad R_{p+4} = x_1 x_{p+2}x_{p+4} G,
\]

\[
R_{p+5} = x_1 x_{p+2}x_{p+5} G, \quad R_{p+6} = x_1 x_{p+2}x_{p+6} G, \ldots, \quad R_n = x_1 x_{p+2}x_n G,
\]

where \( G \in \mathbb{R}[x_1, \ldots, x_{p+1}, x_{p+2}, \ldots, x_n] \) is a polynomial of degree \( (\deg \mathcal{X} - 3) \). Consider the hyperplane given by \( x_i = c \) where \( c \) is a constant and \( -1 < c < 1 \). We want to look at the invariant algebraic sets formed by the intersection of these hyperplanes with \( S_{p,q} \). The number of connected components of \( \{x_i - c\} \cap S_{p,q} \) is one, since \( \{x_i - c\} \cap S_{p,q} \) is homeomorphic to \( S^{p-1} \times S^q \) for \( p \geq 2, \ q \geq 2 \). In this case, the extactic polynomial is

\[
\mathcal{E}_{\{x_i\}}(\mathcal{X}) = \det \begin{pmatrix} 1 & x_i \\ 0 & R_i \end{pmatrix} = R_i.
\]
We see that the maximum possible number of these invariant hyperplanes is \( m_i (= \deg R_i) \). In particular, letting \( G = \prod_{j=1}^{m_i-3} (x_i - c_j) \) in the vector field given by (4.6), and if we regard \( x_i = 0 \) as one of the invariant hyperplanes \( (x_1 - a = 0 \text{ and } x_1 + a = 0 \text{ if } i = 1) \), we see that we have \( m_i - 1 \) invariant algebraic sets of the form under consideration for this choice of the vector field.

Similarly, one can do the computation for \( x_j = c \), when \( j \in \{p+2, \ldots, n\} \), and an almost tight bound can be obtained.

5. Invariant Algebraic sets on \( S^1 \times S^q \)

In this section, we give a tight upper bound for the number of invariant hyperplanes of certain types for the vector fields on \( S^1 \times S^q \). In section 3, we showed that \( S_{1,q} \cong S^1 \times S^q \).

If the meridians on \( S_{1,q} \) are invariant algebraic sets, then \( a_1x_1 + a_2x_2 \) divides the extatic polynomial

\[
E_{x_1,x_2}(X) = \det \begin{pmatrix} x_1 & x_2 \\ \mathcal{X}(x_1) & \mathcal{X}(x_2) \end{pmatrix} = \det \begin{pmatrix} x_1 & x_2 \\ R_1 & R_2 \end{pmatrix} = x_1R_2 - x_2R_1.
\]

If the parallels on \( S_{1,q} \) are invariant algebraic sets, then \( \sum_{j=3}^{n} b_jx_j - c \) divides the extatic polynomial

\[
E_{\{1,x_3, \ldots, x_n\}} = \det \begin{pmatrix} 1 & x_3 & \cdots & x_n \\ 0 & \mathcal{X}(x_3) & \cdots & \mathcal{X}(x_n) \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \mathcal{X}^{q-1}(x_3) & \cdots & \mathcal{X}^{q-1}(x_n) \end{pmatrix}.
\]

Proposition 5.1. The numbers of connected components of the intersections \( \{a_1x_1 + a_2x_2 = 0\} \cap S_{1,q} \) and \( \{\sum_{j=3}^{n} b_jx_j = c\} \cap S_{1,q} \) are two and one respectively.

Proof. For the case \( \{a_1x_1 + a_2x_2 = 0\} \cap S_{1,q} \), put \( x_2 = -a_1x_1/a_2 \), if \( a_2 \neq 0 \), otherwise \( x_1 = -a_2x_2/a_1 \). Then (3.1) may have the following form.

\[
(x_1^2(1 + \frac{a_1^2}{a_2^2}) - a_2^2)^2 + \sum_{j=3}^{n} x_j^2 = 1.
\]

That is

\[
x_1^2(1 + \frac{a_1^2}{a_2^2}) = a_2^2 \pm \sqrt{1 - \sum_{j=3}^{n} x_j^2}.
\]

For a fixed value of \( x_1 \), we have that \( \sum_{j=3}^{n} x_j^2 \) is a constant, which means we get a copy of \( S^{q-1} \). Fixing the sign of \( x_1 \), we see that when the expression \( \sqrt{1 - \sum_{j=3}^{n} x_j^2} \) is zero, the copies of \( S^{q-1} \) corresponding to the plus and minus signs inside the radical on the right hand side coincide. This implies that they belong to the same component. The two different possible signs
for \(x_1\) give two distinct components since \(x_1\) cannot be equal to zero since \(a > 1\). The argument for the case of \((\sum_{j=3}^{n} b_j x_j = c) \cap S_{1,q}\) is similar to the proof of the second part of Proposition 4.2.

**Theorem 5.2.** Let \(\mathcal{X}\) be a polynomial vector field of degree \(m\) on \(S_{1,q}\) such that there are only finitely many invariant algebraic sets. Then we have the following.

1. There can be at most \(2(m - 1)\) invariant meridians.
2. There exists a polynomial vector field on \(S_{1,q}\) with exactly \(2(m - 1)\) invariant meridians if \((m - 1) \geq q\).

**Proof.** For (1): Let \(x_1 = r \cos \theta\), and \(x_2 = r \sin \theta\) where \(r \geq 0\) and \(\theta \in [0, 2\pi]\). With these choices of coordinates, the polynomial vector field becomes

\[
\mathcal{X} = \frac{1}{r}(R_1(r \cos \theta, r \sin \theta, x_3, \ldots, x_n)r \cos \theta \\
+ R_2(r \cos \theta, r \sin \theta, x_3, \ldots, x_n)r \sin \theta) \frac{\partial}{\partial r} \\
- \frac{1}{r^2}(R_1(r \cos \theta, r \sin \theta, x_3, \ldots, x_n)r \sin \theta \\
- R_2(r \cos \theta, r \sin \theta, x_3, \ldots, x_n)r \cos \theta) \frac{\partial}{\partial \theta} + \sum_{i=3}^{n} R_i \frac{\partial}{\partial x_i}.
\]

This implies that

\[
x_1 R_2 - x_2 R_1 = r^2 \dot{\theta} = (x_1^2 + x_2^2) \dot{\theta}.
\]

Observe that the maximum degree of the left hand side of (5.2) is \(m + 1\) and \(x_1^2 + x_2^2\) is irreducible over \(\mathbb{R}\). By Proposition 5.1, we know that the intersection \(\{a_1 x_1 + a_2 x_2\} \cap S_{1,q}\) has two connected components. Hence there can be at most \(2(m - 1)\) invariant meridians on \(S_{1,q}\). This proves the claim (1).

For (2): We consider the vector field \(\mathcal{X}\) on \(S_{1,q}\) given by

\[
R_1 = x_1 x_3 \cdots x_n - x_2 G, \quad R_2 = x_2 x_3 \cdots x_n + x_1 G,
\]

and

\[
R_j = \frac{2}{q} \left( -a^2(x_1^2 + x_2^2) + \sum_{s=3}^{n} x_s^2 - 1 \right) x_3 \cdots x_{j-1} x_{j+1} \cdots x_n
\]

for \(j = 3, \ldots, n\). Taking

\[
G = \prod_{i=1}^{m-1} (a_i x_1 + b_i x_2),
\]

one can see that \(G\) is a factor of \(\mathcal{E}_{x_1,x_2}(\mathcal{X})\) of (5.1). We know that the intersection \(\{a_1 x_1 + a_2 x_2\} \cap S_{1,q}\) has two connected components. Therefore, the number of invariant meridians for this vector field is \(2(m_1 - 1)\). \(\square\)
Remark 5.3. An upper bound for the number of invariant parallels for the vector field $\mathcal{X}$ on $S_{1,q}$ can be given by a similar calculation as in Theorem 4.3 (2). This upper bound is $(\frac{3}{4}) (m_{p+2} - 1) + \sum_{j=1}^{q-1} m_{p+j+1}$.

Example 5.4. Consider the vector field $\mathcal{X} = (R_1, \ldots, R_n)$ on $S_{1,q}$ given by

$$R_1 = \frac{x_1}{4} \left( \sum_{s=3}^{n} x_s \right), \quad R_2 = \frac{x_2}{4} \left( \sum_{s=3}^{n} x_s \right), \quad R_i = \frac{x_i}{4} \left( \sum_{s=3}^{n} x_s \right) - \frac{a^2}{2} (x_1^2 + x_2^2) + \frac{(a^4 - 1)}{4},$$

for $i = 3, \ldots, n$. One can check that this vector field satisfies (3.1) with cofactor $K = (x_3 + x_4 + \cdots + x_n)$. Notice that all meridians are invariant for this vector field, that is

$$\mathcal{X}(a_1 x_1 + a_2 x_2) = K(a_1 x_1 + a_2 x_2)$$

with $K = \frac{1}{4} (\sum_{s=3}^{n} x_s)$. Hence by Proposition 2.3, $\mathcal{X}$ has a rational first integral.

6. Invariant Algebraic sets on $S^p \times S^1$

In this section, we study invariant meridians and parallels of the vector fields defined on $S^p \times S^1$ for $p \geq 2$.

If a meridian in $S_{p,1}$ is an invariant algebraic set, then $\sum_{i=1}^{p+1} a_i x_i$ divides the extactic polynomial

(6.1) \quad \mathcal{E}_{\{x_1, \ldots, x_{p+1}\}}(\mathcal{X}) = \det \begin{pmatrix}
    x_1 & \cdots & x_{p+1} \\
    \mathcal{X}(x_1) & \cdots & \mathcal{X}(x_{p+1}) \\
    \vdots & \ddots & \vdots \\
    \mathcal{X}^p(x_1) & \cdots & \mathcal{X}^p(x_{p+1})
\end{pmatrix}.

If a parallel in $S_{p,1}$ is an invariant algebraic set, then $x_{p+2} - c$ divides the extactic polynomial

(6.2) \quad \mathcal{E}_{\{x_{p+2}\}}(\mathcal{X}) = \det \begin{pmatrix}
    1 & x_{p+2} \\
    \mathcal{X}(1) & \mathcal{X}(x_{p+2})
\end{pmatrix} = \det \begin{pmatrix}
    1 & x_{p+2} \\
    0 & R_{p+2}
\end{pmatrix} = R_{p+2}.

Proposition 6.1. The numbers of connected components of the intersections $\{ \sum_{i=1}^{p+1} a_i x_i = 0 \} \cap S_{p,1}$ and $\{ x_{p+2} = c \} \cap S_{p,1}$ are one and two respectively for $|c| < 1$.

Proof. The argument for the case of $\{ \sum_{i=1}^{p+1} a_i x_i = 0 \} \cap S_{p,1}$ is similar to the proof of the first part of Proposition 4.2.

For the case of $\{ x_{p+2} = c \} \cap S_{p,1}$, (3.1) becomes

$$\left( \sum_{i=1}^{p+1} x_i^2 - a^2 \right)^2 + c^2 = 1 \quad \text{or,} \quad \sum_{i=1}^{p+1} x_i^2 = a^2 \pm \sqrt{1 - c^2}.$$ 

Since $c$ is a fixed constant, this gives two different concentric spheres. Therefore $\{ x_{p+2} = c \} \cap S_{p,1}$ has two connected components, unless $|c| \geq 1$. \qed
We note that by the arguments in the proof of Theorem 4.3 (1) we know that the maximum number of invariant meridians is
\[ \left( \frac{p}{2} \right) (m_1 - 1) + \sum_{i=2}^{p+1} m_i + 1. \]

**Proposition 6.2.** Let \( \mathcal{X} \) be a vector field on \( S_{p,1} \) such that \( \mathcal{X} \) has only finitely many invariant algebraic sets. Then the maximum number of invariant parallels for \( \mathcal{X} \) is \( (m - 1) \) where \( m = \deg \mathcal{X} \). Moreover, there is a vector field on \( S_{p,1} \) with exactly \( (m - 1) \) invariant parallels in \( S_{p,1} \).

**Proof.** The vector field \( \mathcal{X} \) is invariant on \( S_{p,1} \). So, by definition, we have
\[ 4 \left( \sum_{i=1}^{p+1} x_i^3 - a^2 \right) + 2x_{p+2}R_{p+2} = K(x_1, \ldots, x_{p+1}, x_{p+2}) \left( \left( \sum_{i=1}^{p+1} x_i^3 - a^2 \right)^2 + x_{p+2}^2 - 1 \right). \]

If \( x_{p+2} - a_i = 0 \) gives a parallel, then \( x_{p+2} - a_i \) is a factor of \( R_{p+2} \) by Proposition 2.2 and (6.2). Then \( R_{p+2} \) must be of the form
\[ R_{p+2} = \prod_{i=1}^{\ell} (x_{p+2} - a_i) \cdot h(x_1, \ldots, x_{p+1}), \]
where \( 0 \leq \ell \leq \deg R_{p+2} \leq m \) and \( h \) has no factor of the form \( x_{p+2} - a \).

Suppose that \( \ell = m \). Then \( h \) is a constant, since \( \deg R_{p+2} \leq m \). Now putting \( x_1 = x_2 = \cdots = x_{p+1} = 0 \) in (6.3), we have the following.
\[ 2x_{p+2} \prod_{i=1}^{\ell} (x_{p+2} - a_i) \cdot h = K(0, \ldots, 0, x_{p+2}) (x_{p+2}^2 + a^4 - 1), \]
where \( a > 1 \). We see that the left hand side is non-zero. So, \( K(0, \ldots, 0, x_{p+2}) \) is also non-zero. The polynomial \( x_{p+2}^2 + a^4 - 1 \) is irreducible over \( \mathbb{R} \), since \( a > 1 \). But all factors in the left hand side have degree one. So, we arrive at a contradiction. Thus, we have that \( \ell \leq (m - 1) \) and the proof is complete for the first part.

Now, consider the vector field \( \mathcal{X} \) given by
\[ R_i = x_{p+2} \left( \sum_{i=1}^{p+1} x_i^3 - a^2 \right) H \]
\[ R_{p+2} = \left( \sum_{i=1}^{p+1} x_i \right) \left( x_{p+2}^2 - 1 \right) H, \]
where \( R_i \in \mathbb{R}[x_1, x_2, \ldots, x_{p+1}, x_{p+2}] \) for \( i = 1, \ldots, p + 1 \). Observe that \( \mathcal{X} \) is a vector field on \( S_{p,1} \). Let \( H := \prod_{i=1}^{m-3} (x_{p+2} - c_i) \) for \( c_i \in \mathbb{R} \) with \( |c_i| < 1 \). Then from (6.2), we see that \( (x_{p+2}^2 - 1)H \) divides the exactic polynomial \( E_{1, m_{p+2}}(\mathcal{X}) \). Therefore, the vector field given by (6.4) has \((m - 1)\) invariant parallels in \( S_{p,1} \). \( \square \)
We remark that there exists $2(m-3)+2 = 2(m-2)$ connected components in this case, since each parallel has two connected components if $-1 < a_i < 1$ by Proposition 6.1.

We note that when $p = q$, then $S_{p,1}$ and $S_{1,q}$ are homeomorphic. However, their equations say that they are different algebraic subsets of $\mathbb{R}^{p+2}$.

Example 6.3. Consider the polynomial vector field determined by

$$R_i = \frac{1}{4} x_i x_{p+2} \quad \text{and} \quad R_{p+2} = \frac{x_{p+2}^2}{2} - \sum_{i=1}^{p+1} \frac{a_i^2}{2} x_i^2 + \frac{(a^4 - 1)}{2}$$

for $i = 1, \ldots, p+1$. One can check that this vector field satisfies (6.3), with the cofactor $x_{p+2}$. Hence $\mathcal{X} = (R_1, \ldots, R_{p+1})$ is a vector field on $S_{p,1}$. Notice that all meridians on $S_{p,1}$ are invariant for this vector field, that is

$$\mathcal{X}(a_1 x_1 + \cdots + a_{p+1} x_{p+1}) = K(a_1 x_1 + \cdots + a_{p+1} x_{p+1}),$$

with $K = \frac{x_{p+2}}{4}$. Hence by Proposition 2.3, $\mathcal{X}$ has a rational first integral.
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