ON THE NODAL SET OF SOLUTIONS TO SOME SUBLINEAR EQUATIONS WITHOUT HOMOGENEITY

NICOLA SOAVE AND GIORGIO TORTONE

Abstract. We investigate the structure of the nodal set of solutions to an unstable Alt-Phillips type problem
\[-\Delta u = \lambda_+ (u^+)^{p-1} - \lambda_- (u^-)^{q-1}\]
where \(1 \leq p < q < 2\), \(\lambda_+ > 0\), \(\lambda_- \geq 0\). The equation is characterized by the sublinear inhomogeneous character of the right-hand side, which makes it difficult to adapt in a standard way classical tools from free-boundary problems, such as monotonicity formulas and blow-up arguments. Our main results are: the local behavior of solutions close to the nodal set; the complete classification of the admissible vanishing orders, and estimates on the Hausdorff dimension of the singular set, for local minimizers; the existence of degenerate (not locally minimal) solutions.

1. Introduction

The purpose of this paper is to study the structure of the nodal sets, and the local behavior nearby, of solutions to the following equations with sublinear nonlinearities, posed in a domain \(\Omega \subset \mathbb{R}^n, n \geq 2\):
\[
-\Delta u = \lambda_+ (u^+)^{p-1} - \lambda_- (u^-)^{q-1}, \quad \text{where } \lambda_+ > 0 \text{ and } 1 \leq p < q < 2,
\]
and
\[
-\Delta u = \lambda_+ (u^+)^{p-1}, \quad \text{where } \lambda_+ > 0 \text{ and } 1 \leq p < 2.
\]
Both problems are characterized by the asymmetric behavior of the positive and the negative parts, defined as usual as \(u^+ := \max\{u, 0\}\) and \(u^- := \max\{-u, 0\}\). In particular, the inhomogeneity of the right hand side in equation (1.1) prevents the existence of homogeneous solutions, and destroys any natural scaling in the equation. This challenging feature arises in different applications related to the composite membrane problem (see [12, 14, 15, 16, 34]) as well as in the case of solid combustion problems with ignition temperature (see [1, 10, 25, 39]). Since tools from free-boundary problems, such as monotonicity formulas and blow-up arguments, are usually obtained by exploiting the existence of such natural scaling, our analysis will need several new ingredients.

The motivation for our study comes from some recent results regarding the structure of the nodal sets of solutions to elliptic sublinear equations. It is well known that solutions to the (super)linear problem
\[
-\Delta u = f(x, u) \quad \text{in } \Omega,
\]
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where $f$ is a Caratheodory function satisfying
\begin{equation}
|f(x, t)| \leq C|t| \quad \forall (x, t) \in \Omega \times [-M, M], \quad \forall M > 0,
\end{equation}
obey the strong unique continuation principle (see e.g. [6, 21]); in particular, $u = 0$ in an open subset $\omega \subset \Omega$ implies that $u \equiv 0$ in the whole $\Omega$. Moreover, it was proved in [13] that any solution $u$ behaves like a homogeneous harmonic polynomial close to each point of its nodal set (see also [11]). As a consequence, one can shows that the Hausdorff dimension of its singular set $S(u) = \{u = 0 = |\nabla u|\}$ is at most $n - 2$, and the singular set is actually discrete when $n = 2$ [13] (the regular part $R(u) = \{u = 0, \nabla u \neq 0\}$ is obviously a smooth $(n - 1)$-dimensional hypersurface, by the implicit function theorem). The result was further generalized and refined in [23], where it is proved the full stratification of the singular set, even for more general equations in divergence form. Measure estimates on the nodal and singular set were investigated in [18, 24, 26] and in the more recent papers [17, 28] (see also the references therein).

If the linear growth condition (1.4) is replaced by a sublinear one, namely
\begin{equation}
|f(x, t)| \leq C|t|^\alpha \quad \forall (x, t) \in \Omega \times [-M, M], \quad \forall M > 0,
\end{equation}
for some $\alpha \in [0, 1)$, then even the unique continuation principle fails in general, as it is not difficult to construct dead-core solutions in dimension $n = 1$ (and hence in any dimension): for example, if $p \in (1, 2)$, then $u(x) = c_p(t^+)^{\frac{n}{p^q}}$ solves $u'' = |u|^p - 2u$ on $\mathbb{R}$ for an appropriate choice of the constant $c_p$, and has arbitrarily large nodal (actually singular) set.

However, it was recently observed in [37] that, if in (1.3) one imposes (1.5) and the additional sign-assumption
\begin{equation}
0 < f(x, s)s \quad \text{for all } s \in (-\varepsilon, \varepsilon) \setminus \{0\}
\end{equation}
(for some small $\varepsilon$), then the unique continuation principle holds; we refer to [37, Theorem 1.2] for the precise statement (the proofs in [37] make use of Almgren-type monotonicity formulas; we also refer to [33] for an alternative approach based on Carleman estimates). As a particular case, solutions to (1.1) with $p, q \in [1, 2)$ cannot vanish on an open subset of $\Omega$, unless $u \equiv 0$.

The validity of the unique continuation principle can be considered as the first step in the study of the geometric structure of the nodal set, and of the local behavior nearby. In [35], it is provided the full description for solutions to
\begin{equation}
-\Delta u = \lambda_+(u^+)^{p-1} - \lambda_-(u^-)^{p-1} \quad \text{in } \Omega, \quad \text{where } \lambda_-, \lambda_+ > 0, \quad \text{and } p \in [1, 2).
\end{equation}
More precisely, the authors characterized the admissible vanishing orders of the solutions, described the local behavior near the nodal set through a blow-up analysis, derived optimal Hausdorff dimension estimates on the singular set, and proved the existence and multiplicity of infinitely many homogeneous solutions with the same degree $2/(2-p)$ (this implies in particular the non-validity of measure estimates similar to those obtained in the linear setting).

The analysis in [35] crucially relies on the homogeneity of the problem, and on the fact that both $u^+$ and $u^-$ follow the same behavior (namely $p = q$ and $\lambda_\pm$ are both positive). It is natural to wonder what happens if one of these assumptions is removed, destroying the homogeneity and introducing an asymmetry in the behavior of the positive and negative parts. This consists precisely in considering (1.1) or (1.2). It will emerge that the behavior of solutions to these equations can be rather different with respect to those of (1.6). We also anticipate that equations (1.1) and (1.2) are strictly connected, since homogeneous solutions to (1.2) will appear as blow-up limits of solutions to (1.1) at some nodal points.

Before proceeding with the formal statement of our main results, we conclude this introduction by mentioning other results related to ours.

Concerning (1.2), we observe that it can be considered as a generalization of problem
\begin{equation}
-\Delta u = \lambda_+ \chi_{\{u > 0\}} \quad \text{in } \Omega, \quad \text{where } \lambda_+ > 0,
\end{equation}
which is known in the literature as the \textit{unstable obstacle problem}, studied in [3, 4, 5, 29]. This corresponds to the case $p = 1$ in (1.2). The word \textit{unstable} comes from the fact that solutions to (1.7) may not be locally minimal (i.e. stable), and this creates a number of interesting new features with respect to the classical (stable) obstacle problem, when the $-$ sign in front of the Laplacian is replaced by $+$: for instance, (1.7) admits solutions which are degenerate of second order, or solutions of class $C^{1, \alpha}$ for every $\alpha \in (0, 1)$, but not of class $C^{1,1}$, see [5]. Our results for (1.2) generalize part of the analysis in [5, 29] in the full range $p \in [1, 2)$, with some remarkable differences both in the statements, and in the proofs. Indeed, solutions to (1.7) are harmonic when negative, while solve the Poisson equation $-\Delta u = \lambda_+$ when positive. This allows to construct more or less explicit barriers, which are crucially employed to prove, for instance, the non-degeneracy of minimal solutions [29, Section 3], and the classification of the homogeneous ones [4, Remark 3.3]. The strategy to treat these issues for general $p \in (1, 2)$ will be completely different.

In light of the connection between stable and unstable problems, our results can be seen as an \textit{unstable Alt-Phillips type problem with inhomogeneity}. Starting from the seminal papers [2, 32], different groups of authors addressed, in the stable setting, the minimization problem associated to functionals of type

$$
\int_{\Omega} \left( \frac{1}{2} |\nabla u|^2 + \lambda_+ (u^+)^p + \lambda_- (u^-)^p \right) \, dx,
$$

with $p \in (0, 2)$, $\lambda_\pm \geq 0$.

Despite several contributions to the theory, some questions related to the singular set are still open, highlighting how the presence of a semilinear term complicates the analysis of the free boundary substantially: see [20] for the case $p \in (1, 2)$, and [19, 27] for $p \in (0, 1)$. As far as the unstable case is concerned (which corresponds to considering $-$ instead of $+$ in front of $\lambda_\pm$ in the functional), in addition to [35] ($p = q \in [1, 2]$) we also mention [36], which concerns the \textit{unstable singular case} $p = q \in (0, 1)$.

Moreover, analogue \textit{non-local} problems have been recently studied, see e.g. [38]. Both from the stable and the unstable case, this seems to be the first contribution where positive and negative parts have different powers.

Finally, regarding generalizations to the unique continuation properties in [33, 37], we mention that the first result in this direction was obtained in [31] for \textit{least energy solutions} of a Neumann boundary value problem; the proof in [31] strongly exploits the minimality. More recently, various results have been obtained for \textit{parabolic sublinear equations} [7, 9], and for a class of \textit{degenerate sublinear equations} [8].

\textbf{Main results and organization of the paper.} At first we show the existence of non-trivial weak solutions to (1.1) and (1.2) as minimizers of an associated functional in a space of functions with fixed traces. Let

$$
J(u, \Omega) := \int_{\Omega} \left( \frac{1}{2} |\nabla u|^2 - \frac{\lambda_+}{p} (u^+)^p - \frac{\lambda_-}{q} (u^-)^q \right) \, dx
$$

and, for $g \in H^1(\Omega)$, let

$$
\mathcal{A} := \left\{ u \in H^1(\Omega) : u - g \in H^1_0(\Omega) \right\}.
$$

\textbf{Theorem 1.1.} Let $\Omega$ be a bounded regular domain of $\mathbb{R}^n$, let $\lambda_+ > 0$, $\lambda_- > 0$ (resp. $\lambda_- = 0$), and suppose that $1 \leq p < q < 2$. Then there exists a solution to (1.1) (resp. (1.2)) obtained as minimizer of $J(\cdot, \Omega)$ in $\mathcal{A}$.

Once that the existence of weak solutions is established, we analyze their behavior close to the zero level set $\{ u = 0 \}$. Since the following results are of local nature, we suppose without loss of generality that $\Omega = B_1$ where, as usual, we let $B_r(x_0)$ denote the ball of center $x_0$ and radius $r$ in $\mathbb{R}^n$, and, in the frequent case $x_0 = 0$, we often write $B_r$ instead of $B_r(0)$, for the sake of brevity. By standard regularity theory, any weak solution to (1.1) or (1.2) is of class $C^{1, \alpha}(\Omega)$ for every $\alpha \in (0, 1)$, and even of class $C^2(\Omega)$ if $p > 1$. Therefore, it makes sense to consider the point-wise value of $u$ and of its gradient, and to split the nodal set into the regular part $R(u) = \{ u = 0, |\nabla u| \neq 0 \}$, which is a smooth $(n - 1)$-dimensional
hypersurface, and the singular set $S(u) = \{ u = 0 = |\nabla u| \}$. We introduce now the notion of vanishing order.

**Definition 1.2.** Let $u \in H^1_{\text{loc}}(\Omega) \cap C^{1,\alpha}(\Omega)$, and let $x_0 \in \{ u = 0 \}$. The vanishing order of $u$ at $x_0$ is defined as

$$\mathcal{V}(u, x_0) = \sup \left\{ \beta > 0 : \limsup_{r \to 0^+} \frac{1}{r^{n-1+2\beta}} \int_{\partial B_r(x_0)} u^2 \, d\sigma < +\infty \right\}.$$ 

The number $\mathcal{V}(u, x_0) \in \mathbb{R}^+ \cup \{+\infty\}$ is characterized by the property that

$$\limsup_{r \to 0^+} \frac{1}{r^{n-1+2\beta}} \int_{\partial B_r(x_0)} u^2 \, d\sigma = \begin{cases} 0 & \text{if } 0 < \beta < \mathcal{V}(u, x_0) \\ +\infty & \text{if } \beta > \mathcal{V}(u, x_0). \end{cases}$$

In terms of the vanishing order, the strong unique continuation property (SUCP) consists in the fact that non-trivial solutions cannot vanish with infinite order at any nodal point. This implies in particular that non-trivial solutions cannot vanish identically in any open subset of their reference domain, which is the classical weak unique continuation principle. The validity of the SUCP for solutions to both (1.1) and (1.2) is essentially known from [33, 35] (apart from some particular cases, discussed in Proposition 2.4 below) and it implies the existence of a finite vanishing order at every nodal point.

In the special case of equation (1.6), it is proved in [35] a much stronger fact: denoting by

$$(1.8) \quad \gamma_p := \frac{2}{2-p},$$

the critical exponent associated to $p$, and by $\beta_p \in \mathbb{N}$ the maximal positive integer strictly smaller than $\gamma_p$, that is

$$(1.9) \quad \beta_p := \begin{cases} \lfloor \gamma_p \rfloor, & \text{if } \gamma_p \not\in \mathbb{N} \\ \gamma_p - 1, & \text{if } \gamma_p \in \mathbb{N} \end{cases}$$

(where $\lfloor \cdot \rfloor$ is the integer part), then

$$(1.10) \quad u \text{ solves (1.6) and } x_0 \in \{ u = 0 \} \implies \mathcal{V}(u, x_0) \in \{ k \in \mathbb{N} : k \leq \beta_p \} \cup \{ \gamma_p \},$$

see [35, Theorem 1.3]. That is, for solutions to (1.6) there are only finitely many admissible vanishing orders, with a universal bound depending only on $p$. This is in contrast to what happens for solutions to linear or superlinear elliptic problems. For instance, the Laplace equation has solutions with any (arbitrarily large) integer vanishing order.

By carefully looking at the proof of (1.10), it emerges that both the fact that $\lambda_- > 0$ and the symmetry condition $q = p$ play important roles. Therefore, we wish to understand whether a similar property holds for solutions to (1.1) and (1.2) or not. In this generality, this remains an open problem. However, we can provide a full classification for a specific class of solutions, namely local minimizers.

**Definition 1.3.** We say that $u \in H^1_{\text{loc}}(\Omega)$ is a local minimizer of (1.1) or (1.2) if there exists $\varepsilon > 0$ such that

$$J(u, \Omega) \leq J(u + v, \Omega) \quad \forall v \in H^1_0(\Omega) \text{ with } \|v\|_{H^1(\Omega)} \leq \varepsilon.$$ 

Plainly, the solutions found in Theorem 1.1 are local minimizers.

**Theorem 1.4.** Let $u \in H^1_{\text{loc}}(\Omega)$ be a non-trivial local minimizer of equation (1.1) or (1.2), and let $x_0 \in \{ u = 0 \}$. Then

$$\mathcal{V}(u, x_0) \in \{ k \in \mathbb{N} : k \leq \beta_p \} \cup \{ \gamma_p \}.$$
It is remarkable that, despite the presence of two different exponents $p$ and $q$ in equation (1.1), and hence also of two different critical exponents $\gamma_p$ and $\gamma_q$ (with $\gamma_q \to +\infty$ as $q \to 2^-$), we only see the smaller one $\gamma_p$ in the classification of the admissible vanishing orders. Our proof exploits the local minimality in a crucial way, and proceeds as follows: with a preliminary study, valid for any solution to (1.1) or (1.2) (not necessarily locally minimal), we show that

$$\mathcal{V}(u, x_0) \in \{k \in \mathbb{N} : k \leq \beta_p\} \cup [\gamma_p, +\infty), \quad \forall x_0 \in \{u = 0\}. $$

Moreover, if $\mathcal{V}(u, x_0) \in \{1, \ldots, \beta_p\}$, then we have an expansion of type

$$u(x) = P_{x_0}(x - x_0) + \Gamma_{x_0}(x),$$

where $P_{x_0}$ is a non-trivial homogeneous harmonic polynomial of degree $\mathcal{V}(u, x_0)$, and $\Gamma_{x_0}$ is a higher-order remainder which can be conveniently controlled (see Proposition 2.1). This intermediate result implies that we can focus on those $x_0 \in \{u = 0\}$ with vanishing order $\mathcal{V}(u, x_0) \geq \gamma_p$ and, to this purpose, we introduce the following definition.

**Definition 1.5.** Let $u \in H^1_{\text{loc}}(B_1)$ be a non-trivial solution of (1.1) or (1.2), and let $x_0 \in \{u = 0\}$ such that $\mathcal{V}(u, x_0) \geq \gamma_p$. We say that $u$ is $\gamma_p$-non-degenerate at $x_0$ if

$$\liminf_{r \to 0^+} \frac{1}{r^{\gamma_p}} \sup_{B_r(x_0)} |u| > 0,$$

and it is $\gamma_p$-degenerate if the limit is 0. Moreover, we say that $u$ is a $\gamma_p$-non-degenerate solution if it is $\gamma_p$-non-degenerate at every nodal point such that $\mathcal{V}(u, x_0) \geq \gamma_p$.

As a second step in the proof of Theorem 1.4, we show in Proposition 3.1 below that any local minimizer is $\gamma_p$-non-degenerate.

Finally, Theorem 1.4 will be obtained by combining the $\gamma_p$-non-degeneracy with the following blow-up alternative (which is valid for every non-trivial solution, not necessarily locally minimal), based on the study of the monotonicity and oscillation properties of the *Weiss-type functional*

$$W_{\gamma_p, 2}(u, x_0, r) = \frac{1}{r^{n-2+2\gamma_p}} \int_{B_r(x_0)} \left( |\nabla u|^2 - 2 \left[ \frac{\lambda_+}{p}(u^+)^p + \frac{\lambda_-}{q}(u^-)^q \right] \right) \, dx$$

$$- \frac{\gamma_p}{r^{n-1+2\gamma_p}} \int_{\partial B_r(x_0)} u^2 \, d\sigma.$$ 

**Theorem 1.6.** Let $u \in H^1_{\text{loc}}(B_1)$ be a non-trivial solution of either (1.1), or (1.2), with $x_0 \in \{u = 0\}$. If the vanishing order $\mathcal{V}(u, x_0) \geq \gamma_p = 2/(2-p)$, then the following alternative holds:

(i) Either

$$(1.11) \quad \limsup_{r \to 0^+} \frac{1}{r^{n-1+2\gamma_p}} \int_{\partial B_r(x_0)} u^2 \, d\sigma < +\infty;$$

then $W_{\gamma_p, 2}(u, x_0, 0^+) > -\infty$ and, for every sequence $r \to 0^+$, there exists a subsequence $r_k \searrow 0^+$ such that

$$\frac{u(x_0 + r_k x)}{r_k^{\gamma_p}} \to \overline{u} \quad \text{in} \ C^{1,\alpha}_{\text{loc}}(\mathbb{R}^n),$$

for every $\alpha \in (0, 1)$, where $\overline{u}$ is a $\gamma_p$-homogeneous solution to (1.2), that is

$$-\Delta \overline{u} = \lambda_+(\overline{u}^+)^{p-1} \quad \text{in} \ \mathbb{R}^n.$$ 

Moreover

$$W_{\gamma_p, 2}(u, x_0, 0^+) \geq 0 \quad \iff \quad \overline{u} \equiv 0 \quad \iff \quad u \text{ is } \gamma_p\text{-degenerate at } x_0.$$
(ii) Or

\[
\limsup_{r \to 0^+} \frac{1}{r^{n-1+2\gamma_p}} \int_{\partial B_r(x_0)} u^2 \, d\sigma = +\infty;
\]

then \( W_{\gamma_p,2}(u, x_0, 0^+) < 0 \) (possibly \(-\infty\)) and \( V(u, x_0) = \gamma_p \). Moreover, there exists a subsequence \( r_k \searrow 0^+ \) such that

\[
u(x_0 + r_k x) \left( \frac{1}{r_k} \int_{\partial B_{r_k}(x_0)} u^2 \, d\sigma \right)^{1/2} \to \hat{u} \quad \text{in} \quad C^{1,\alpha}_{\text{loc}}(\mathbb{R}^n),
\]

for every \( \alpha \in (0, 1) \), where \( \hat{u} \) is a \( \gamma_p \)-homogeneous non-trivial harmonic polynomial. This alternative is possible only if \( \gamma_p \in \mathbb{N} \).

Roughly speaking, Theorem 1.6 says that, if the vanishing order \( V(u, x_0) \geq \gamma_p \), then: either \( u \) behaves like a \( \gamma_p \)-homogeneous non-trivial solution of (1.2) close to \( x_0 \) (case (i) with \( \hat{u} \not\equiv 0 \)), and in this case plainly \( V(u, x_0) = \gamma_p \); or \( u \) behaves like a \( \gamma_p \)-homogeneous non-trivial harmonic polynomial close to \( x_0 \), and again \( V(u, x_0) = \gamma_p \) (this case is possible only if \( \gamma_p \in \mathbb{N} \)); or else \( u \) is \( \gamma_p \)-degenerate at \( x_0 \).

Since any local minimizer is \( \gamma_p \)-non-degenerate (Proposition 3.1), Theorem 1.4 follows rather directly.

Statements similar to Theorem 1.6 already appeared in the literature [12, 29] when treating unstable-obstacle-type problems, to study the behavior of singular points with respect to quadratic scalings.

**Remark 1.7.** It is worth to point out that, for solutions to (1.1), where \( p < q \), the Weiss-type functional \( W_{\gamma_p,2}(u, x_0, \cdot) \) is not necessarily monotone. This fact, related to the inhomogeneity of the problem, is one of the obstruction towards the complete classification of the vanishing orders for \( \gamma_p \)-non-degenerate solutions.

We had to introduce a correcting additional term to obtain a monotone quantity. In this way, we could prove that the limit

\[
W_{\gamma_p,2}(u, x_0, 0^+) = \lim_{r \to 0^+} W_{\gamma_p,2}(u, x_0, r)
\]

does exist (not only up to a subsequence), see Lemma 2.5 below.

Note that we did not prove the uniqueness of the blow-up limit in general. However, the fact that \( W_{\gamma_p,2}(u, x_0, 0^+) \geq 0 \) implies that *any blow-up limit must vanish*, and hence in this case we do have uniqueness of blow-ups. If \( W_{\gamma_p,2}(u, x_0, 0^+) < 0 \), we can instead conclude that *any blow-up limit is non-trivial*.

The blow-up alternative is not only useful in the proof of Theorem 1.4, but ensures also the existence of *non-trivial homogeneous blow-up limits* at any nodal point, for \( \gamma_p \)-non-degenerate solutions. It is interesting that such blow-up limits only see the smaller power \( p \), since they either solve (1.2), or are \( \gamma_p \)-homogeneous harmonic functions, even if we start from a solution of (1.1).

At this point it is natural to investigate existence and properties of \( \gamma_p \)-homogeneous solutions to (1.2). This is the content of Section 5, where we obtain a complete classification in dimension \( n = 2 \) for any \( p \in (1, 2) \). The case \( p = 1 \) was previously treated in [4, Remark 3.3].

**Theorem 1.8.** Let \( p \in (1, 2) \). Then the number of the homogeneous solutions, modulo rotations, of equation (1.2) in \( \mathbb{R}^2 \) is the number of the positive integers in the interval \( (\gamma_p, 2\gamma_p) \). More precisely, for any \( k \in (\gamma_p, 2\gamma_p) \cap \mathbb{N} \), there exists precisely one \( \gamma_p \)-homogeneous solution with \( 2k \) zeros on the unit sphere \( \partial B_1 \), up to rotations.

This is very different to what happens both for linear equations (e.g. the Laplace equation has infinitely many homogeneous solutions with arbitrary integer degree), and for the sublinear equation (1.6) (which admits infinitely many \( \gamma_p \)-homogeneous solutions, see [35, Theorem 1.10]). Instead, it is a non-trivial generalization of what happens for the unstable obstacle problem (1.7), which admits a unique
2-homogeneous solution, modulo rotations; as shown in [4, Remark 3.3], this solution has exactly 6 zeros on the unit circle. Now notice that (1.7) is precisely (1.2) with \( p = 1 \); in such case, \( \gamma_p = 2 \), and there exists precisely one integer \( k = 3 \) in the interval \( (\gamma_p, 2\gamma_p) = (2, 4) \).

Once that homogeneous solutions in the plane are classified, it is rather standard to infer an optimal bound on the Hausdorff dimension of the singular set, via the dimension reduction principle.

**Theorem 1.9.** Let \( u \) be either a solution to (1.1), or a solution to (1.2), in \( \Omega \subset \mathbb{R}^n \). Suppose that \( u \) is \( \gamma_p \)-non-degenerate. Then the Hausdorff dimension of the singular set \( \mathcal{S}(u) = \Omega \cap \{ u = 0 = |\nabla u| \} \) is less than or equal to \( n - 2 \). Moreover, the singular set is discrete in dimension \( n = 2 \).

In particular, the thesis holds for local minimizers of (1.1) or (1.2).

Theorems 1.4–1.9 provide a complete description for local minimizers, and, more in general, for \( \gamma_p \)-non-degenerate solutions.

At this point it is natural to investigate the existence of \( \gamma_p \)-degenerate solutions. An adaptation of the strategy in [5, Corollary 4.4] (which concerns the case \( p = 1 \), \( \lambda_+ = 0 \)) allows us to prove the existence of \( \gamma_p \)-degenerate solutions for both (1.1) and (1.2).

**Theorem 1.10.** Let \( \lambda_+ > 0 \), \( \lambda_- > 0 \) (resp. \( \lambda_- = 0 \)), and \( 1 < p < q < 2 \). There exists a non-trivial solution \( u \) of (1.1) (resp. (1.2)) in \( B_1 \) which is \( \gamma_p \)-degenerate at the origin, that is

\[
\liminf_{r \to 0^+} \frac{1}{r^p} \sup_{B_r(0)} |u| = 0.
\]

The classification of the vanishing orders and the blow-up analysis for these degenerate solutions remain interesting open problems.

Note that the assumption \( p < q \) is crucial in Theorem 1.10, since in [35] it is showed that, when \( 1 \leq p = q < 2 \), then all solutions are \( \gamma_p \)-non-degenerate. This difference enters also in the blow-up analysis; thus, from this point of view, our analysis of (1.1) is somehow closer to the one carried out in [29] for the unstable obstacle problem, rather than to the one in [35].

**Remark 1.11.** Equations (1.1) and (1.2) could be also considered in the singular range, when \( p \in (0, 1) \) (and \( q \in (p, 2) \)). While our approach exploits the fact that \( p \geq 1 \) in several steps, it is natural to expect that for \( p \in (0, 1) \) a singular perturbation argument may lead to existence of solutions, and may allow to study the blow-up behavior. This is left as an open problem. See for instance [36] for a similar approach in the homogeneous case \( 0 < p = q < 1 \).

**Structure of the paper.** In Section 2, we present some results which are essentially known, or can be obtained by previous contributions with minor changes, and which will be frequently used in the rest of the paper. Section 3 is devoted to the existence of minimizers for the problem with fixed traces (Theorem 1.1), and to the \( \gamma_p \)-non-degeneracy of local minimizers (Proposition 3.1). The blow-up analysis is the content of Section 4, which contains the proofs of Theorems 1.4 and 1.6. Section 5 is devoted to the classification of homogeneous solutions to (1.2) (Theorem 1.8), and to the estimate on the Hausdorff dimension of the singular set for \( \gamma_p \)-non-degenerate solutions (Theorem 1.9). Finally, Section 6 contains the construction of the \( \gamma_p \)-degenerate solutions (Theorem 1.10).

2. Preliminaries

This section is devoted to some results which will be frequently used throughout the rest of the paper.

At first, we present a preliminary analysis on the local behavior of solutions to (1.1) or (1.2) close to the nodal set. Recall that \( \mathcal{V}(u, x_0) \) denotes the vanishing order, introduced in Definition 1.2, and that \( \gamma_p \) is defined in (1.8).

**Proposition 2.1.** Suppose that \( u \in H^1_{\text{loc}}(B_1) \) is a non-trivial solution to (1.1) or (1.2). Then, for any \( x_0 \in \{ u = 0 \} \) and \( r \in (0, 1 - |x_0|) \), the following alternative holds:
(i) either $\mathcal{V}(u, x_0) \in \{k \in \mathbb{N} \setminus \{0\} : k \leq \beta_p\}$ and there exist a non-trivial homogeneous harmonic polynomial $P_{x_0}$ of degree $\mathcal{V}(u, x_0)$ and a function $\Gamma_{x_0}$ such that

$$u(x) = P_{x_0}(x - x_0) + \Gamma_{x_0}(x) \quad \text{in } B_r(x_0)$$

with

$$\begin{align*}
|\Gamma_{x_0}(x)| &\leq C|x - x_0|^{\mathcal{V}(u,x_0) + \delta} \\
|\nabla \Gamma_{x_0}(x)| &\leq C|x - x_0|^{\mathcal{V}(u,x_0) - 1 + \delta}
\end{align*}$$

in $B_r(x_0)$ for some constants $C, \delta > 0$;

(ii) or $\mathcal{V}(u, x_0) \geq \gamma_p$ and for every $\varepsilon > 0$ there exists $C_\varepsilon > 0$ such that

$$\begin{align*}
|u(x)| &\leq C_\varepsilon |x - x_0|^{\gamma - \varepsilon} \\
|\nabla u(x)| &\leq C_\varepsilon |x - x_0|^{\gamma - 1 - \varepsilon}
\end{align*}$$

in $B_r(x_0)$.

**Proof.** The proposition is stated and proved in [35, Proposition 2.1] for equations (1.2) and (1.6). The proof can be repeated almost verbatim also if $u$ solves (1.1); it is sufficient to observe that, if $|u(x)| \leq C|x - x_0|^\alpha$ for some $\alpha > 0$, then

$$|\Delta u(x)| \leq C\lambda_+[x - x_0]^{(p-1)\alpha} + C\lambda_-|x - x_0|^{(q-1)\alpha} \leq C \max \{\lambda_+, \lambda_-\} |x - x_0|^{(p-1)\alpha},$$

whenever $|x - x_0| < 1$. Thus, the argument used in the proof only "sees" the smaller power $p < q$. □

Now, following [35], we introduce a family of Weiss-type functionals depending on two parameters. Precisely, let $u \in H^1_{\text{loc}}(B_1)$ be a solution to (1.1) or (1.2) and $x_0 \in \{u = 0\}$, $r \in (0, 1 - |x_0|)$. For $t > 0$, we consider the functionals

$$D_t(u, x_0, r) = \int_{B_r(x_0)} \left(|\nabla u|^2 - tF_{\lambda_+, \lambda_-}(u)\right) \, dx,$$

$$H(u, x_0, r) = \int_{\partial B_r(x_0)} u^2 \, d\sigma,$$

where

$$F_{\lambda_+, \lambda_-}(u) = F_{\lambda_+}(u) = \frac{\lambda_+}{p} (u^+)^p + \frac{\lambda_-}{q} (u^-)^q$$

(note that the definition of $F_{\lambda_\pm}$ slightly differs from the one in [35]; as a result, some of the next formulas present minor changes). Moreover, we consider the associated 2-parameters Weiss-type functionals

$$W_{\gamma,t}(u, x_0, r) = \frac{1}{r^{n-2+2\gamma}} D_t(u, x_0, r) - \frac{\gamma}{r^{n-1+2\gamma}} H(u, x_0, r)$$

**Remark 2.2.** We stress that both the definition of $D_t$ and of $W_{\gamma,t}$ depends also on the coefficients $\lambda_+$ and $\lambda_-$ appearing in (1.1) or (1.2). In particular, when we scale $u$, then in general also $\lambda_\pm$ change accordingly. Since however $\lambda_\pm$ are unambiguously determined by $u$, via the differential equation, we will not stress this dependence.

Now, by proceeding exactly as in [37, Section 2] and [35, Section 2], we can easily obtain the expression of the derivatives of $D_t$, $H$ and $W_{\gamma,t}$ with respect to $r$, for the whole range of parameters $t$ and $\gamma$.

**Proposition 2.3.** Let $u \in H^1_{\text{loc}}(B_1)$ solve (1.1) or (1.2) in $B_1$, and let $x_0 \in \{u = 0\}$, $r \in (0, 1 - |x_0|)$. Then

$$\frac{d}{dr} W_{\gamma,t}(u, x_0, r) = \frac{2}{r^{n-2+2\gamma}} \int_{\partial B_r(x_0)} \left(\partial_r u - \frac{\gamma}{r} u\right)^2 \, d\sigma + \frac{2 - t}{r^{n-2+2\gamma}} \int_{\partial B_r(x_0)} F_{\lambda_+}(u) \, d\sigma$$

$$- \frac{C_{n,t} - 2\gamma(t - p)}{p r^{n-1+2\gamma}} \int_{B_r(x_0)} \lambda_+ (u^+)^p \, dx - \frac{C_{n,t} - 2\gamma(t - q)}{q r^{n-1+2\gamma}} \int_{B_r(x_0)} \lambda_- (u^-)^q \, dx,$$

where $C_{n,t} = 2n - t(n - 2)$. In particular,
(i) if $u$ solves (1.1), then $r \mapsto W_{\gamma,2}(u, x_0, r)$ is monotone non-decreasing for $\gamma \geq \gamma_q = 2/(2 - q)$;
(ii) if $u$ solves (1.2) then $r \mapsto W_{\gamma,2}(u, x_0, r)$ is monotone non-decreasing for $\gamma \geq \gamma_p = 2/(2 - p)$,
and $W_{\gamma_p,2}(u, x_0, \cdot)$ is constant for $r \in (r_1, r_2)$ if and only if $u$ is $\gamma_p$-homogeneous in the annulus $B_{r_2}(x_0) \setminus B_{r_1}(x_0)$.

Proof. The expression of the derivative of $W_{\gamma,t}$ can be obtained exactly as in [35, Proposition 2.3]. The monotonicity properties in points (i) and (ii) of the thesis follows directly, observing that

$$C_{n,2} - 2\gamma(2 - p) \leq 0 \iff \gamma \geq \gamma_p, \text{ and } C_{n,2} - 2\gamma(2 - q) \leq 0 \iff \gamma \geq \gamma_q.$$ 

The case when $u$ solves (1.2) and $W_{\gamma_p,2}$ is constant in $r$ can be treated as in [35, Corollary 2.4].

As highlighted by [35], the monotonicity formulas associated to the parameters $\gamma \geq \gamma_p$, and $t = 2$ or $t = p$, play a major role in the local analysis of solution to (1.6) close to the nodal points such that $\mathcal{V}(u, x_0) \geq \gamma_p$.

For solutions to (1.1), where $p < q$, we only have the monotonicity of $W_{\gamma,2}$ when $\gamma \geq \gamma_q > \gamma_p$. This is not helpful in studying points with vanishing order in the “intermediate range” $[\gamma_p, \gamma_q]$. This lack of monotonicity makes the blow-up analysis for problem (1.1) more involved, and is one of the main obstructions towards a complete classification of vanishing orders for general (possibly $\gamma_p$-degenerate) solutions. In such case, at the moment we can only show that the SUCP holds.

**Proposition 2.4.** Let $u \in H^1_{\text{loc}}(B_1)$ be a non-trivial solution of (1.1) or (1.2) in $B_1$. Then the vanishing order $\mathcal{V}(u, x_0) < +\infty$ for every $x_0 \in \{ u = 0 \}$.

Proof. If $u$ solves (1.1) with $1 < p < q < 2$, or (1.2) in the full range $p \in [1, 2]$, then the thesis follows from [33, Theorem 3] or [35, Theorem 1.2], respectively. It remains to study the case when $u$ solves (1.1) with $p = 1$, which can be treated exactly as in [35, Theorem 1.2], once that we note that $W_{\gamma,2}(u, x_0, r)$ is monotone non-decreasing whenever $\gamma \geq \gamma_q$, thanks to Proposition 2.3.

In the proof of Theorem 1.6, when dealing with solutions to (1.1), we will exploit the following “partial monotonicity” result.

**Lemma 2.5.** Let $u \in H^1_{\text{loc}}(B_1)$ be a solution of (1.1), $x_0 \in \{ u = 0 \}$, and suppose that $\mathcal{V}(u, x_0) \geq \gamma_p$ (defined by (1.8)).

(i) If $\mathcal{V}(u, x_0) > \gamma_p$, then for every $\varepsilon \in (0, \mathcal{V}(u, x_0) - \gamma_p)$ there exists $C > 0$ such that

$$r \mapsto W_{\gamma_p,2}(u, x_0, r) + C r^{\gamma_p(q-p)+\varepsilon}$$

is monotone non-decreasing.

(ii) If $\mathcal{V}(u, x_0) = \gamma_p$, then for every $\varepsilon \in (0, \gamma_p(1 - p/q))$ there exists $C > 0$ such that

$$r \mapsto W_{\gamma_p,2}(u, x_0, r) + C r^{\gamma_p(q-p)-\varepsilon}$$

is monotone non-decreasing.

In particular, in both cases there exists the limit

$$W_{\gamma_p,2}(u, x_0, 0^+) = \lim_{r \to 0^+} W_{\gamma_p,2}(u, x_0, r).$$

Proof. Note that $C_{n,2} - 2\gamma_p(2 - p) = 0$, while $C_{n,2} - 2\gamma_p(2 - q) = 2\gamma_p(q - p) > 0$. Thus, by Proposition 2.3, we infer that

$$\frac{d}{dr} W_{\gamma_p,2}(u, x_0, r) \geq -\frac{2\gamma_p(q - p)}{q r^{n+2\gamma_p}} \int_{B_r(x_0)} \lambda_-(u^-)^q \, dx.$$ 

Now, if $\mathcal{V}(u, x_0) > \gamma_p$, let $\varepsilon \in (0, \mathcal{V}(u, x_0) - \gamma_p)$, and let $\beta = \gamma_p + \varepsilon$. If instead $\mathcal{V}(u, x_0) = \gamma_p$, let $\varepsilon \in (0, \gamma_p(1 - p/q))$, and let $\beta = \gamma_p - \varepsilon$. In both cases, being $\beta < \mathcal{V}(u, x_0)$, by definition of vanishing order we have that

$$H(u, x_0, r) \leq C r^{n-1+2\beta} \quad \forall r < r_0 := 1 - |x_0|,$$
where $C > 0$ is a positive constant independent of $r$. Therefore,
\[
\frac{1}{r^{n-1+2\gamma p}} \int_{B_r(x_0)} (u^{-})^q \, dx \leq \frac{1}{r^{n-1+2\gamma p}} \int_0^r t^{(n-1)(1-\frac{q}{p})} H(u, x_0, t)^{\frac{q}{2}} \, dt
\]
\[
\leq \frac{C}{r^{n-1+2\gamma p}} \int_0^r t^{n-1+q\beta} \, dt = Cr^{1-2\gamma p+q\beta},
\]
which, combing back to (2.4), gives
\[
\frac{d}{dr} W_{q,2}(u, x_0, r) \geq -Cr^{1-2\gamma p+q\beta} \quad \forall r < r_0.
\]
The thesis follows since, in both the cases we are considering, we have that $2 - 2\gamma p + q\beta > 0$ by our choice of $\varepsilon$ and $\beta$ (note also that $2 - 2\gamma p + q\beta = \gamma_p(q - p) \pm \varepsilon q$ if $\beta = \gamma_p \pm \varepsilon$).

\section{Existence and non-degeneracy}

We start this section by proving the existence of minimizers for the problem with fixed traces.

\textbf{Proof of Theorem 1.1.} By the Poincaré inequality
\begin{equation}
\int_{\Omega} u^2 \, dx \leq C_P \left( \int_{\Omega} |\nabla u|^2 \, dx + \int_{\partial\Omega} u^2 \, d\sigma \right),
\end{equation}
valid for every $u \in H^1(\Omega)$, we have that
\[
J(u, \Omega) \geq \frac{1}{2} \int_{\Omega} |\nabla u|^2 \, dx - \frac{\lambda_1}{p} C \left( \int_{\Omega} |\nabla u|^2 \, dx \right)^{\frac{q}{2}} - \frac{\lambda}{q} C \left( \int_{\Omega} |\nabla u|^2 \, dx \right)^{\frac{p}{2}} - C,
\]
for some constant $C > 0$ depending on the data, but independent of $u$. Since $1 \leq p < q < 2$, this gives at once the coercivity of $J(\cdot, \Omega)$, and the fact that $\inf_{A} J(\cdot, \Omega) > -\infty$. Therefore, the existence of a minimizer follows from the direct method of the calculus of variations (the weak lower semi-continuity of the functional is a standard consequence of the Sobolev embeddings).

Now we turn to the $\gamma_p$-non-degeneracy of local minimizers (recall Definition 1.5).

\textbf{Proposition 3.1.} Let $u \in H^1_{loc}(\Omega)$ be a local minimizer of (1.1) or (1.2). Then $u$ is $\gamma_p$-non-degenerate.

\textbf{Proof.} The proof is inspired by [31, Proposition 3.3]. Suppose by contradiction that there exists $x_0 \in \{u = 0\}$ and $r_k \searrow 0^+$ such that
\begin{equation}
\lim_{k \to \infty} \frac{1}{r_k^{\gamma_p}} \sup_{B_{r_k}(x_0)} |u| = 0.
\end{equation}
Since $p < 2$, there exists a non-negative function $w \in H^1_0(B_1)$ such that $J(w, B_1) < 0$. For every $k$, we define
\[
w_k(x) = \begin{cases} 
  r_k^{\gamma_p} w \left( \frac{x - x_0}{r_k} \right) & \text{in } B_{r_k}(x_0) \\
  0 & \text{in } B_1 \setminus B_{r_k}(x_0).
\end{cases}
\]
It is plain that $\|w_k\|_{H^1(\Omega)} \to 0$ as $k \to \infty$. Therefore, for sufficiently large $k$ the function $u + w_k$ is an admissible competitor in the definition of local minimality, whence it follows that
\begin{equation}
J(u, B_{r_k}(x_0)) \leq J(u + w_k, B_{r_k}(x_0)).
\end{equation}
Now,

\[ J(u + w_k, B_r(x_0)) = J(u, B_r(x_0)) + J(w_k, B_r(x_0)) \]

\[ + \int_{B_r(x_0)} \nabla u \cdot \nabla w_k \, dx + \lambda_+ \int_{B_r(x_0)} (g(u) - g(u + w_k)) \, dx \]

\[ - \lambda_+ \int_{B_r(x_0)} (f(u + w_k) - f(u) - f(w_k)) \, dx, \]

where \( f(t) := (t^+)^p/p \) and \( g(t) := (t^-)^q/q \). By the convexity of \( f \), we have that

\[ \int_{B_r(x_0)} (f(u + w_k) - f(w_k)) \, dx \geq \int_{B_r(x_0)} (w_k^+)^{p-1} u \, dx \]

(for \( p = 1 \), this inequality follows directly from the definition of positive part) and hence, using also the positivity of \( g \), we deduce that

\[ J(u + w_k, B_r(x_0)) \leq J(u, B_r(x_0)) + J(w_k, B_r(x_0)) \]

\[ + \int_{B_r(x_0)} \nabla u \cdot \nabla w_k \, dx + \frac{\lambda_+}{q} \int_{B_r(x_0)} (u^-)^q \, dx \]

\[ + \frac{\lambda_+}{p} \int_{B_r(x_0)} (u^+)^p - (w_k^+)^{p-1} u \, dx. \]

(3.4)

At this point we observe that \( J(w, B_r(x_0)) = r_n^{n+p\gamma p} J(w, B_1) \), by definition of \( w_k \), while, by using the degeneracy assumption (3.2), we have that

\[ \left| \int_{B_r(x_0)} \nabla u \cdot \nabla w_k \, dx \right| \leq \int_{B_r(x_0)} \left| \lambda_+ (u^+)^{p-1} w_k - \lambda_- (u^-)^{q-1} w_k \right| \, dx \]

\[ \leq C \left( \sup_{B_r(x_0)} |u|^{p-1} + \sup_{B_r(x_0)} |u|^{q-1} \right) r_n^{n+p\gamma p} \int_{B_1} |w| \, dx \]

\[ = C \left( o(r_n^{\gamma p(p-1)}) + o(r_n^{\gamma p(q-1)}) \right) r_n^{n+p\gamma p} = o(r_n^{n+p\gamma p}) \]

as \( k \to \infty \), where we used the fact that \( p < q \). Similarly,

\[ \int_{B_r(x_0)} (u^-)^q \, dx \leq o(r_n^{\gamma p(p-1)}) r_n^q = o(r_n^{n+p\gamma p}), \]

and

\[ \left| \int_{B_r(x_0)} (u^+)^p - (w_k^+)^{p-1} u \, dx \right| \leq o(r_k^{p\gamma p}) r_n^p + o(r_k^{\gamma p}) \int_{B_r(x_0)} (w_k^+)^{p-1} \, dx = o(r_k^{n+p\gamma p}), \]

as \( k \to \infty \). Finally, by collecting the previous estimates in (3.4), coming back to (3.3), and recalling that \( J(w, B_1) < 0 \), we infer that

\[ J(u, B_r(x_0)) \leq J(u, B_r(x_0)) + r_n^{n+p\gamma p} J(w, B_1) + o(r_k^{n+p\gamma p}) \]

as \( k \to \infty \), which gives a contradiction for \( k \) sufficiently large. \( \square \)
4. Blow-up analysis

In this Section we develop the blow-up analysis of the nodal set close to those points of \( \{ u = 0 \} \) such that \( \mathcal{V}(u, x_0) \geq \gamma_p \). For the sake of clarity, we split the proof in two different subsection, each of one treating a different case in Theorem 1.6.

Before proceeding with the proof of Theorem 1.6, we address the issue of the upper semi-continuity of the vanishing order with respect to the point \( x_0 \). This will be particularly useful in the second case of the theorem.

**Lemma 4.1.** Let \( 1 \leq p < q < 2 \), \( \lambda_{1,k} > 0 \), \( \lambda_{2,k} \geq 0 \), with \( \lambda_{i,k} \to \lambda_i \geq 0 \) as \( k \to \infty \), for \( i = 1, 2 \). Let \( v_k \in H^1_{\text{loc}}(B_3) \) be such that

\[
-\Delta v_k = \lambda_{1,k}(v_k^+)^{p-1} - \lambda_{2,k}(v_k^-)^{q-1} \quad \text{in } B_3.
\]

Suppose that \( x_k \in Z(v_k) \cap B_1 \) with \( \mathcal{V}(v_k, x_k) \geq \gamma_p \) for every \( k \), and that \( x_k \to \xi \) and \( v_k \to \varphi \) weakly in \( H^1_{\text{loc}}(B_3) \), as \( k \to +\infty \). Then

\[
\mathcal{V}(\varphi, \xi) \geq \gamma_p.
\]

**Proof.** This result can be proved by adapting the proof of [35, Proposition 5.1] in the present setting (this requires minor changes). However, we present a much simpler proof here (valid also for solutions to (1.6)).

Suppose at first that \( p = 1 \), when \( \gamma_p = 2 \). By weak \( H^1_{\text{loc}} \)-convergence of \( \{ v_k \} \) and elliptic regularity for equation (4.1), we have that \( v_k \to \varphi \) in \( C^{1,\alpha}(B_3) \), for every \( \alpha \in (0, 1) \). In particular, since \( v_k(x_k) = 0 = |\nabla v_k(x_k)| \) (since \( \mathcal{V}(v_k, x_k) \geq 2 \)), this implies that also \( \varphi(\xi) = 0 = |\nabla \varphi(\xi)| \).

Now, if at least one between \( \lambda_1 \) and \( \lambda_2 \) are positive, Proposition 2.1 implies that \( \mathcal{V}(\varphi, \xi) \in \{ 1 \} \cup [2, +\infty) \). However, since both \( \varphi \) and its gradient vanish in \( \xi \), the case \( \mathcal{V}(\varphi, \xi) = 1 \) is not possible, and hence the thesis follows.

If instead \( \lambda_1 = 0 = \lambda_2 \), then \( \varphi \) is a harmonic function vanishing in \( \xi \) together with its gradient. Since the admissible vanishing orders of harmonic functions are positive integers, this directly implies that \( \mathcal{V}(\varphi, \xi) \geq 2 \), as desired.

The case \( p > 1 \) is more involved. Recall from [35, Lemma 2.2] that, for any \( k \in \mathbb{N} \), it is possible to choose \( \delta_k \in \left[ 0, \frac{1}{2\pi} \right) \) such that the sequence

\[
\begin{cases}
\beta_1 := (p + 1) \\
\beta_k := (p - 1)\beta_{k-1} + 2 - \delta_k
\end{cases}
\]

satisfies

\[
\beta_k \notin \mathbb{N} \quad \text{for every } k, \quad \beta_k \nearrow \gamma_p \quad \text{as } k \to \infty.
\]

Observe also that by weak \( H^1_{\text{loc}} \)-convergence of \( \{ v_k \} \) and elliptic regularity for equation (4.1), we have that \( v_k \to \varphi \) in \( C^{2,\alpha}(B_3) \), for some \( \alpha \in (0, 1) \). Now the idea is to use the same argument in [35, Proposition 2.1] uniformly along the sequence \( \{ v_k \} \).

Since \( \mathcal{V}(v_k, x_k) \geq \gamma_p > 1 \), the sequences \( \{ \lambda_{i,k} \} \) \( (i = 1, 2) \) are bounded, and \( \{ v_k \} \) is bounded in \( C^{2,\alpha}(B_2) \), there exists \( C > 0 \) independent of \( k \) such that

\[
|\Delta v_k(x)| \leq \sup \{ \lambda_{1,k} \} |v_k(x)|^{p-1} + \sup \{ \lambda_{2,k} \} |v_k(x)|^{q-1} \\
\leq \sup \{ \lambda_{1,k} \} C|x - x_k|^{p-1} + \sup \{ \lambda_{2,k} \} C|x - x_k|^{q-1} \\
\leq \max \left\{ C, 2^{p-1} \right\} |x - x_k|^{p-1}
\]
for every $x \in B_1(x_k)$ (where we used the fact that $p < q$). Thus, by [13, Lemma 1.1] there exist harmonic polynomials $P_{1,k}$ of degree $|p - 1| + 2 = 2$, and functions $\Gamma_{1,k}$ such that

$$v_k(x) = P_{1,k}(x - x_k) + \Gamma_{1,k}(x) \quad \text{in } B_1(x_k),$$

with

$$|\Gamma_{1,k}(x)| \leq C_1|x - x_k|^{p+1} \quad \text{in } B_1(x_k),$$

for a positive constant $C_1 > 0$ independent of $k$ (indeed, $C_1$ depends only on upper bounds on $p$, $\|v_k\|_{W^{1,\infty}(\partial B_1(x_k))}$, $\lambda_{1,k}$ and $n$, and these quantities are all uniformly estimated in $k$). Now, the case $P_{1,k} \not\equiv 0$ is not possible, since it would give $\mathcal{V}(v_k, x_k) \leq 2 < \gamma_p$. Then $v_k = \Gamma_{1,k}$ for every $k$, and hence by the above estimates

$$|\Delta v_k(x)| \leq \sup \{\lambda_{1,k}, \lambda_{2,k}\}|v_k(x)|^{p-1} + \sup \{\lambda_{2,k}\}|v_k(x)|^{q-1}$$

$$\leq \sup \{\lambda_{1,k}\} C_1|x - x_k|^{(p+1)(p-1)} + \sup \{\lambda_{2,k}\} C_1|x - x_k|^{(p+1)(q-1)}$$

$$\leq \max \left\{C, 2^{(p-1)(p+1)} \right\} |x - x_k|^{(p-1)(p+1) - \delta_2}$$

for every $x \in B_1(x_k)$, with $(p + 1)(p - 1) - \delta_2 = \beta_2 - 2 \not\equiv \mathbb{N}$. As a consequence, we can apply again [13, Lemma 1.1]: letting

$$\alpha_2 := [(p - 1)(p + 1) - \delta_2] + 2,$$

there exist harmonic polynomials $P_{2,k}$ of degree $\alpha_2$, functions $\Gamma_{2,k}$, and a constant $C_2 > 0$ independent of $k$ such that

$$v_k(x) = P_{2,k}(x - x_k) + \Gamma_{2,k}(x) \quad \text{in } B_1(x_k),$$

and

$$|\Gamma_{2,k}(x)| \leq C_2|x - x_k|^\beta_2 \quad \text{in } B_1(x_k).$$

The case $P_{2,k} \not\equiv 0$ is possible only if $\beta_2 \geq \gamma_p$. If not, then $v_k = \Gamma_{2,k}$ and we can iterate the previous argument in the following way: for any $k \geq 3$ such that $P_{m-1,k} \equiv 0$, we let

$$\alpha_m := [(p - 1)\beta_{m-1} - \delta_m] + 2;$$

then there exist harmonic polynomials $P_{m,k}$ of degree $\alpha_m$, functions $\Gamma_{m,k}$, and constants $C_m > 0$ independent of $k$ such that

$$v_k(x) = P_{m,k}(x - x_k) + \Gamma_{m,k}(x) \quad \text{in } B_1(x_k),$$

and

$$|\Gamma_{m,k}(x)| \leq C_m|x - x_k|^{\beta_m} \quad \text{in } B_1(x_k).$$

Since $\beta_m \not\equiv \gamma_p$, and $\mathcal{V}(v_k, x_k) \geq \gamma_p$, we deduce that for any fixed $\varepsilon$ there exists $\bar{m} \in \mathbb{N}$ with $\gamma_p - \varepsilon \leq \beta_{\bar{m}} < \gamma_p$, and

$$|v_k(x)| = |\Gamma_{\bar{m},k}(x)| \leq C_{\bar{m}}|x - x_k|^\gamma_{\bar{m} - \varepsilon} \quad \text{in } B_1(x_k)$$

By taking the limit as $k \to +\infty$, by local uniform convergence we deduce that

$$|\varphi(x)| \leq C_{\bar{m}}|x - \xi|^\gamma_{\bar{m} - \varepsilon} \quad \text{in } B_{1/2}(\xi).$$

Since $\varepsilon > 0$ can be arbitrarily chosen, this implies that $\mathcal{V}(\varphi, \xi) \geq \gamma_p$, directly from the definition of vanishing order. \[\square\]
4.1. Proof of Theorem 1.6-(i). In this subsection, we focus on the first alternative in Theorem 1.6. Namely, we suppose that (1.11) holds, and we prove the thesis in point (i) of the theorem.

At first, we introduce some notation. We define the (natural) blow-up family centered at \( x_0 \) as the family of scaled functions

\[
(4.5) \quad u_{x_0,r}(x) = \frac{1}{r^{\gamma_p}} u(x_0 + rx) \quad \text{for } x \in B_{x_0,r} = \frac{B_1 - x_0}{r},
\]

where \( \gamma_p \) is defined in (1.8); note that

\[
(4.6) \quad -\Delta u_{x_0,r} = \lambda_+(u_{x_0,r}^+)^{p-1} - r^{(q-p)\gamma_p} \lambda_-(u_{x_0,r}^-)^{q-1} \quad \text{in } B_{x_0,r},
\]

where we used the fact that \( 2 - (2-q)\gamma_p = (q-p)\gamma_p \). Note that \( r^{(q-p)\gamma_p} \to 0 \) as \( r \to 0^+ \), since \( p < q \).

In this setting, recalling also Remark 2.2, the following identity holds for the Weiss-type functionals:

\[
W_{\gamma_p,2}(u_{x_0,r},0,\rho) = \frac{1}{\rho^{n-2+2\gamma_p}} \int_{B_\rho} \left( |\nabla u_{x_0,r}|^2 - 2F_{\lambda_+,r^{(q-p)\gamma_p} \lambda_-(u_{x_0,r})} \right) dx - \frac{\gamma_p}{\rho^{n-1+2\gamma_p}} \int_{\partial B_\rho} u_{x_0,r}^2 d\sigma
\]

\[
= W_{\gamma_p,2}(u, x_0, \rho r).
\]

In Lemma 2.5 (see also the discussion preceding it), we noticed that for solutions of both (1.1) and (1.2) there exists the limit \( W_{\gamma_p,2}(u, x_0, 0^+) \) at points \( x_0 \) with vanishing order \( V(u, x_0) \geq \gamma_p \). In the next lemma, we show that this limit can be \(-\infty\) only if we are in case (ii) of Theorem 1.6.

**Lemma 4.2.** Let \( x_0 \in \{ u = 0 \} \) be such that \( V(u, x_0) \geq \gamma_p \). If \( W_{\gamma_p,2}(u, x_0, 0^+) = -\infty \), then necessarily (1.12) holds, namely

\[
\limsup_{r \to 0^+} \frac{H(u, x_0, r)}{\rho^{n-1+2\gamma_p}} = +\infty.
\]

**Proof.** In terms of the scaled family \( u_{x_0,r} \) defined in (4.5), we can rephrase (1.12) as follows: there exists \( r_k \to 0^+ \) such that

\[
\lim_{k \to +\infty} \int_{\partial B_1} u_{x_0, r_k}^2 d\sigma = +\infty.
\]

Thus, by contradiction, suppose that \( W_{\gamma_p,2}(u, x_0, 0^+) = -\infty \) and there exists \( r_0, C > 0 \) such that

\[
(4.8) \quad \int_{\partial B_1} u_{x_0, r}^2 d\sigma \leq C, \quad \forall r < r_0 := 1 - |x_0|.
\]

By (4.7), we deduce that

\[
-\infty = \lim_{r \to 0^+} W_{\gamma_p,2}(u_{x_0,r},0,1)
\]

\[
\geq -C\gamma_p - \limsup_{r \to 0^+} \left( \frac{2\lambda_+}{p} \int_{B_1} (u_{x_0}^+)^p dx + \frac{2\lambda_-r^{(q-p)\gamma_p}}{q} \int_{B_1} (u_{x_0}^-)^q dx \right).
\]

By definition of \( V(u, x_0) \), for any \( \beta < V(u, x_0) \) there exists \( C > 0 \) such that

\[
\frac{H(u, x_0, r)}{\rho^{n-1}} \leq Cr^{2\beta} \quad \forall r < r_0.
\]
As a consequence, by choosing \( p \gamma_p / q < \beta < \mathcal{V}(u, x_0) \) (in such a way that \( 2 - 2 \gamma_p + q \beta > 0 \); note that this is possible, since \( \mathcal{V}(u, x_0) \geq \gamma_p > p \gamma_p / q \)), we obtain
\[
\int_{B_1} (u_{x_0,r})^q \, dx = \frac{1}{p^n - 2 + 2p} \int_{B_r(x_0)} (u^-)^q \, dx \\
\leq \frac{1}{p^n - 2 + 2p} \int_0^r \rho^{n-1} \left( \frac{1}{\rho^{n-1}} H(u, x_0, \rho) \right)^{\frac{q}{2}} \, d\sigma \\
\leq \frac{C}{p^n - 2 + 2p} \int_0^r \rho^{n-1 + q \beta} \, d\rho 
\leq Cr^{2 - 2 \gamma_p + q \beta} \to 0,
\]
which implies that necessarily
\[
\limsup_{r \to 0^+} \int_{B_1} (u_{x_0,r}^+)^p \, dx = +\infty.
\]
Thus, by collecting the \( L^p \)-norm of \( u_{x_0,r}^+ \) in the definition of \( \mathcal{W}_{\gamma_p,2}(u, x_0, r) \), we also obtain
\[
-\infty = \lim_{r \to 0^+} \mathcal{W}_{\gamma_p,2}(u, x_0, r) \\
= \lim_{r \to 0^+} \int_{B_1} (u_{x_0,r}^+)^p \, dx \left( \frac{\int_{B_1} |\nabla u_{x_0,r}|^2 \, dx}{\int_{B_1} (u_{x_0,r}^+)^p \, dx} - \frac{\lambda_+}{p} \right) \\
- \frac{\lambda_+(q-p) \gamma_p}{q} \frac{\int_{B_1} (u_{x_0,r}^+)^q \, dx}{\int_{B_1} (u_{x_0,r}^+)^p \, dx} - \gamma_p \frac{\int_{\partial B_1} u_{x_0,r}^2 \, d\sigma}{\int_{B_1} (u_{x_0,r}^+)^p \, dx} \\
= \lim_{r \to 0^+} \int_{B_1} (u_{x_0,r}^+)^p \, dx \left( \frac{\lambda_+ + o(1)}{p} \right),
\]
which implies that
\[(4.9) \quad \limsup_{r \to 0^+} \frac{\int_{B_1} |\nabla u_{x_0,r}|^2 \, dx}{\int_{B_1} (u_{x_0,r}^+)^p \, dx} \in \left[ 0, \frac{\lambda_+}{p} \right].
\]
Therefore, if we consider the normalized sequence
\[
v_r(x) = \frac{u_{x_0,r}(x)}{||u_{x_0,r}||_{L^p(B_1)}},
\]
such that \( ||v_r||_{L^p(B_1)} = 1 \), by the Poincaré inequality (3.1) we have that
\[
\lim_{r \to 0^+} ||v_r||_{H^1(B_1)}^2 \leq C \lim_{r \to 0^+} ||u_{x_0,r}^+||_{L^p(B_1)}^2 \left( \int_{B_1} |\nabla u_{x_0,r}|^2 \, dx + \int_{\partial B_1} u_{x_0,r}^2 \, d\sigma \right) \\
= \lim_{r \to 0^+} ||u_{x_0,r}^+||_{L^p(B_1)}^{2-p} \left( \int_{B_1} |\nabla u_{x_0,r}|^2 \, dx + \int_{\partial B_1} u_{x_0,r}^2 \, d\sigma \right) = 0
\]
where we used that \( p < 2 \), and the uniform bounds in (4.8) and (4.9). Thus, on one hand \( v_r \to 0 \) strongly in \( H^1(B_1) \). On the other hand, by definition of \( v_r \), we have
\[
1 = ||v_r||_{L^p(B_1)} \leq ||B_1||_{L^p(B_1)} ||v_r||_{L^2(B_1)},
\]
which gives a contradiction for \( r \) sufficiently small.

Now we analyze the degenerate case.
Lemma 4.3. The following equivalence holds: there exists \( r_k \to 0^+ \) such that \( u_{x_0,r_k} \to 0 \) uniformly in \( B_1 \) if and only if \( u \) is \( \gamma_p \)-degenerate at \( x_0 \), that is
\[
\liminf_{r \to 0^+} \frac{1}{r^{\gamma_p}} \sup_{B_r(x_0)} |u| = 0.
\]

Proof. The proof follows straightforwardly from the fact that
\[
\sup_{B_1} |u_{x_0,r_k}| = \frac{1}{r_k^{\gamma_p}} \sup_{B_{r_k}(x_0)} |u|.
\]

Now we proceed with the:

Proof of Theorem 1.6-(i). By Lemma 4.2, we already know that necessarily \( W_{\gamma_p,2}(u, x_0, 0^+) > -\infty \), since (1.11) holds.

Let \( \rho > 0 \) be fixed. In the first part of the proof, we show that \( \{u_{x_0,\rho}\} \) is bounded in \( H^1(B_\rho) \). To this end, we prove several estimates where \( C > 0 \) denotes a positive constant whose value may change from line to line, and which may depend on \( \rho, p, q, V(u, x_0) \), but is independent of \( r \in (0, r_0/\rho) \), with \( r_0 = 1 - |x_0| \). We will not stress such dependence, for the sake of brevity.

By the almost monotonicity of the Weiss-type functional \( W_{\gamma_p,2} \) in Lemma 2.5, there exists \( C > 0 \) such that
\[
W_{\gamma_p,2}(u, x_0, 0, \rho) = W_{\gamma_p,2}(u, x_0, \rho r) \leq W_{\gamma_p,2}(u, x_0, r_0) + C \leq C
\]
for every \( r \in (0, r_0/\rho) \). Now, by Hölder and Poincaré inequalities
\[
\frac{1}{\rho^n} \int_{B_\rho} (u_{x_0,\rho})^p \, dx \leq C \left( \frac{1}{\rho^n} \int_{B_\rho} u_{x_0,\rho}^2 \, dx \right)^{p/2}
\]
\[
\leq C \left( \frac{1}{\rho^{n-2}} \int_{B_\rho} |\nabla u_{x_0,\rho}|^2 \, dx + \frac{1}{\rho^{n-1}} \int_{\partial B_\rho} u_{x_0,\rho}^2 \, d\sigma \right)^{p/2}
\]
\[
\leq C \left( \frac{1}{\rho^{n-2}} \int_{B_\rho} |\nabla u_{x_0,\rho}|^2 \, dx \right)^{p/2} + C,
\]
where we also used (1.11). Analogously,
\[
\frac{1}{\rho^n} \int_{B_\rho} (u_{x_0,\rho})^q \, dx \leq C \left( \frac{1}{\rho^{n-2}} \int_{B_\rho} |\nabla u_{x_0,\rho}|^2 \, dx \right)^{q/2} + C.
\]
Recalling the expression of \( W_{\gamma_p,2}(u_{x_0,\rho}, 0, \rho) \) from (4.7), and using the above estimates and (1.11) into (4.10), we infer that
\[
\int_{B_\rho} |\nabla u_{x_0,\rho}|^2 \, dx \leq C + \left( \int_{B_\rho} |\nabla u_{x_0,\rho}|^2 \, dx \right)^{p/2} + C_{p, q/\gamma_p} \left( \int_{B_\rho} |\nabla u_{x_0,\rho}|^2 \, dx \right)^{q/2},
\]
for every \( r > 0 \) small. Since \( 1 \leq p, q < 2 \), this estimate, together with (1.11) gives the boundedness of \( \{u_{x_0,\rho}\} \) in \( H^1(B_\rho) \) for small \( r \).

This argument can be applied to every \( \rho > 0 \); thus, by a diagonal selection, there exists a subsequence \( \{u_{x_0,\rho_k}\} \) converging weakly in \( H^1_{loc}(\mathbb{R}^n) \) to a limit \( \bar{u} \in H^1_{loc}(\mathbb{R}^n) \); by taking the limit in the equation of \( u_{x_0,\rho} \), namely (4.6), we deduce that \( \bar{u} \) solves (1.2) on the whole space (notice in particular that the coefficient of the negative phase vanishes in the limit):
\[
-\Delta \bar{u} = \lambda_+ (\bar{u}^+)^{p-1} \quad \text{in} \quad \mathbb{R}^n.
\]
By elliptic regularity, this gives $C^{1,\alpha}_{\text{loc}}(\mathbb{R}^n)$ convergence for every $\alpha \in (0,1)$ (actually, if $p > 1$ then we also have $C^{2,\alpha}_{\text{loc}}$ convergence, for some $\alpha \in (0,1)$).

Now we show that $\overline{u}$ is $\gamma_p$-homogeneous. Recalling the existence of the limit $W_{\gamma_p,2}(u, x_0, 0^+)$ (see Lemma 2.5), equality (4.7), and using the $C^{1,\alpha}_{\text{loc}}$-convergence, we deduce that

$$W_{\gamma_p,2}(u, x_0, 0^+) = \lim_{k \to \infty} W_{\gamma_p,2}(u, x_0, \rho r_k) = \lim_{k \to \infty} W_{\gamma_p,2}(u_{x_0, r_k}, 0, \rho) = W_{\gamma_p,2}(\overline{u}, 0, \rho).$$

Since this is valid for every $\rho > 0$, Proposition 2.3 implies that $\overline{u}$ is $\gamma_p$-homogeneous in $\mathbb{R}^n$, as desired.

Finally, we observe that if $W_{\gamma_p,2}(u, x_0, 0^+) < 0$, then also $W_{\gamma_p,2}(\overline{u}, 0, \rho) < 0$, and hence $\overline{u} \not\equiv 0$. In particular, since the limit is the same for every sequence $r_k \to 0^+$, the fact that $W_{\gamma_p,2}(u, x_0, 0^+) < 0$ implies that $\overline{u} \not\equiv 0$ for any blow-up limit.

On the contrary, if $W_{\gamma_p,2}(u, x_0, 0^+) \geq 0$, equation (1.2) and the homogeneity of $\bar{u}$ give

$$0 \leq W_{\gamma_p,2}(u, x_0, 0^+) = W_{\gamma_p,2}(\overline{u}, 0, 1) = \left(1 - \frac{2}{p}\right) \lambda_+ \int_{B_1} (\overline{u}^+)^p \, dx \leq 0,$$

whence $\overline{u}^+ \equiv 0$ in $B_1$, and hence also in $\mathbb{R}^n$ by homogeneity. Therefore, $\overline{u}$ is a non-positive harmonic function in $\mathbb{R}^n$, vanishing at 0, and by the maximum principle it follows that $\overline{u} \equiv 0$, whence $W_{\gamma_p,2}(x_0, u, 0^+) = 0$. Again, this shows that $W_{\gamma_p,2}(x_0, u, 0^+) \geq 0$ implies that any blow-up limit must vanish. Moreover, as shown in Lemma 4.3, this fact is equivalent to the $\gamma_p$-degeneracy of $u$ at $x_0$. \hfill \Box

4.2. **Proof of Theorem 1.6-(ii).** Now we focus on the second alternative in Theorem 1.6. In this case it is convenient to introduce the normalized blow-up family centered at $x_0$ as

$$(4.12) \quad \overline{u}_{x_0,r}(x) = \frac{1}{h_r} u(x_0 + r x), \quad \text{where} \quad h_r := \sqrt{\frac{1}{r^{n-1} H(u, x_0, r)}},$$

once again defined in $B_{x_0,r}$. Note that $\|\overline{u}_{x_0,r}\|_{L^2(\partial B_1)} = 1$ for every $r$, and $\overline{u}_{x_0,r}$ satisfies

$$(4.13) \quad -\Delta \overline{u}_{x_0,r} = \lambda_+ \frac{r^2}{h_r^{p-2}} (\overline{u}_{x_0,r}^+)^{p-1} - \lambda_- \frac{r^2}{h_r^{q-2}} (\overline{u}_{x_0,r}^-)^{q-1} \quad \text{in} \quad B_{x_0,r} = \frac{B_1 - x_0}{r},$$

where

$$\frac{r^2}{h_r^{p-2}} = \left(\frac{r^{n-1+2\gamma_p}}{H(u, x_0, r)}\right)^{\frac{1}{p}}, \quad \frac{r^2}{h_r^{q-2}} = \left(\frac{r^{n-1+2\gamma_p}}{H(u, x_0, r)}\right)^{\frac{1}{q}}.$$

In this setting, recalling also Remark 2.2, we have

$$W_{\gamma_p,2}(\overline{u}_{x_0,r}, 0, \rho) = \frac{1}{\rho^{n-2+2\gamma_p}} \int_{B_\rho} \left(\|\nabla \overline{u}_{x_0,r}\|^2 - 2 F_{\frac{2}{h_r^{p-2}} \lambda_+ \frac{2}{h_r^{q-2}} \lambda_-} (\overline{u}_{x_0,r}) \right) \, dx$$

$$- \frac{\gamma_p}{\rho^{n-1+2\gamma_p}} \int_{\partial B_\rho} \overline{u}_{x_0,r}^2 \, d\sigma$$

$$= \frac{r^{n-1+2\gamma_p}}{H(u, x_0, r)} W_{\gamma_p,2}(u, x_0, \rho r).$$

**Proof of Theorem 1.6-(ii).** By (1.12), there exists a sequence $r_k \to 0^+$ such that

$$\lim_{k \to \infty} \frac{1}{r_k^{n-1+2\gamma_p}} \int_{\partial B_{r_k}(x_0)} u^2 \, d\sigma = +\infty.$$
Note that the equality (4.14) and the almost monotonicity in Lemma 2.5 imply that
\[
\int_{B_1} |\nabla \bar{u}_{x_0,r_k}|^2 \, dx \leq \frac{r_k^{n-1+2\gamma_p}}{H(u, x_0, r_k)} C + \frac{2}{p} \left( \frac{r_k^{n-1+2\gamma_p}}{H(u, x_0, r_k)} \right)^{\frac{1}{q}} \lambda_+ \int_{B_1} (\bar{u}_{x_0,r_k})^p \, dx \\
+ \frac{2}{q} \left( \frac{r_k^{n-1+2\gamma_q}}{H(u, x_0, r_k)} \right)^{\frac{1}{q}} \lambda_- \int_{B_1} (\bar{u}_{x_0,r_k})^q \, dx + \gamma_p \int_{\partial B_1} \bar{u}_{x_0,r_k}^2 \, d\sigma.
\]
(4.16)

By estimating the terms with the $L^p$ and $L^q$ norms of $\bar{u}_{x_0,r_k}$ exactly as in (4.11), and taking into account (4.15), we deduce that
\[
\int_{B_1} |\nabla \bar{u}_{x_0,r_k}|^2 \, dx \leq o(1) + o(1) \left( \int_{B_1} |\nabla \bar{u}_{x_0,r_k}|^2 \, dx \right)^{\frac{p}{2}} \\
+ o(1) \left( \int_{B_1} |\nabla \bar{u}_{x_0,r_k}|^2 \, dx \right)^{\frac{q}{2}} + \gamma_p,
\]
which gives the boundedness of $\{\bar{u}_{x_0,r}\}$ in $H^1(B_1)$, since $1 \leq p < q < 2$. Therefore, up to a further subsequence (still denoted by $\{r_k\}$) we have that $\bar{u}_{x_0,r_k} \rightarrow \bar{u}$ weakly in $H^1(B_1)$ and strongly in $L^2(\partial B_1)$ by compactness of the trace operator, and moreover $\bar{u} \not\equiv 0$, since $\|\bar{u}\|_{L^2(\partial B_1)} = 1$. By taking the limit in equation (4.13), and using again (4.15), we deduce that $\bar{u}$ is harmonic in $B_1$, and hence by elliptic regularity $\bar{u}_{x_0,r_k} \rightarrow \bar{u}$ in $C^{1,\alpha}(B_1)$, for every $\alpha \in (0, 1)$.

To prove the homogeneity of $\bar{u}$, we observe at first that Lemma 4.1 ensures that $\mathcal{V}(\bar{u}, 0) \geq \gamma_p$. Since $\bar{u}$ is harmonic, this implies that $D^\sigma \bar{u}(0) = 0$ whenever $|\sigma| \leq \beta_p$ (recall that $\beta_p$ is the maximal positive integer strictly smaller than $\gamma_p$, see (1.9)). Moreover, by taking the limit into (4.16), we deduce that
\[
\int_{B_1} |\nabla \bar{u}|^2 \, dx \leq \gamma_p \int_{\partial B_1} \bar{u}^2 \, d\sigma,
\]
and hence the homogeneity of $\bar{u}$ follows from [40, Lemma 4.2].

4.3. Classification of vanishing orders for local minimizer.

Proof of Theorem 1.4. Let $u$ be a local minimizer of (1.1) or (1.2) in $B_1$. If $x_0 \not\in \{u = 0\}$, then either Theorem 1.6-(ii) holds, and in this case $\mathcal{V}(u, x_0) = \gamma_p$ by definition of $\mathcal{V}(u, x_0)$, or Theorem 1.6-(i) holds. If this latter alternative occurs, then up to a subsequence $u_{x_0,r} \rightarrow \bar{u}$, where $\bar{u}$ is a $\gamma_p$-homogeneous solution to (1.2). Moreover, by Proposition 3.1, we deduce that $\bar{u} \not\equiv 0$ and this, by definition of $u_{x_0,r}$, implies that
\[
\frac{H(u, x_0, r)}{r^{n-1+2\gamma_p}} = H(u_{x_0,r}, 0, 1) \rightarrow H(\bar{u}, 0, 1) \in (0, +\infty).
\]
By definition of vanishing order, this is again possible only if $\mathcal{V}(u, x_0) = \gamma_p$. 

5. Homogeneous solutions in two dimensions and the Hausdorff dimension of the singular set

In this section we classify the global homogeneous solutions of (1.2) in the two-dimensional case (Theorem 1.8), and we derive the estimate for the Hausdorff dimension of the singular set for $\gamma_p$-non-degenerate solutions of (1.2) and (1.1) (Theorem 1.9).

We start with the proof of Theorem 1.8, which will follow from the combination of two results: at first, we prove existence of solutions with specific nodal properties (Proposition 5.3), and, afterwards, we show that there are no other solutions, modulo rotations (Proposition 5.4).
It is plain that $u$ is a global homogeneous solution to (1.2) in $\mathbb{R}^2$ if and only if $u(r, \theta) = r^{\gamma_p} \phi(\theta)$ and $\phi$ is a solution to

$$-\phi'' - \gamma_p^2 \phi = \lambda_+ (\phi^+)^{p-1} \quad \text{on the unit circle } S^1$$

(namely a solution on $[0, 2\pi]$, with periodic boundary conditions). We start by showing the existence of a solution to (5.1) in a subinterval with a prescribed number of zeros.

**Lemma 5.1.** Let $k \in \mathbb{N}$ be such that $k \in (\gamma_p, 2\gamma_p)$. There exists a unique (non-trivial) solution to

$$-\phi'' - \gamma_p^2 \phi = \lambda_+ (\phi^+)^{p-1} \quad \text{in } (0, T_k) \quad \text{with } T_k := \frac{2\pi}{k},$$

which changes sign exactly once in $(0, T_k)$, being negative for $\theta$ close to 0, and satisfies $\phi' (0^+) = -\phi' (T_k^-)$.

**Proof.** Since $\phi^+$ and $\phi^-$ solve different ODEs in their supports, we need to distinguish between these two cases, and classify the possible openings of the sets $\{\phi^+ > 0\}$ and $\{\phi^− > 0\}$. For the sake of simplicity we divide the proof in three steps.

**Step 1 - The negative part.** Let $\bar{\theta} \in (0, 2\pi)$ and suppose that

$$-\phi'' - \gamma_p^2 \phi = \lambda_+ (\phi^+)^{p-1} \quad \text{in } (0, \bar{\theta})$$

$$\phi(0) = 0 = \phi(\bar{\theta}).$$

Then, necessarily,

$$\bar{\theta} = \theta_p := \frac{\pi}{\gamma_p} \quad \text{and} \quad \phi(\theta) = -A \sin (\gamma_p \theta)$$

for some $A > 0$. Therefore, if $\phi$ changes sign in $(0, T_k)$ then

$$\theta_p < T_k \iff k < 2\gamma_p.$$

**Step 2 - The positive part.** In the remaining part of $(0, T_k)$ we construct a positive solution to

$$-\phi'' - \gamma_p^2 \phi = \lambda_+ \phi^{p-1} \quad \text{in } (\theta_p, T_k)$$

$$\phi(\theta_p) = 0 = \phi(T_k)$$

by addressing the associated minimization problem. Let

$$J(\theta_p, T_k)(\phi) = \int_{\theta_p}^{T_k} \left( \frac{1}{2} (\phi')^2 - \frac{\gamma_p^2}{2} \phi^2 - \frac{\lambda_+}{p} (\phi^+)^p \right) \, d\theta$$

be the associated functional defined in $H^1_0 ([\theta_p, T_k])$. By Sobolev embeddings, it is clear that $J$ is weakly lower semi-continuous and, by applying the Poincaré inequality on $(\theta_p, T_k)$, we obtain that

$$J(\theta_p, T_k)(\phi) \geq \frac{1}{2} \left( 1 - \frac{\gamma_p^2}{\Lambda_1} \right) \int_{\theta_p}^{T_k} (\phi')^2 - \frac{\lambda_+}{p} \frac{(T_k - \theta_p)^{2-p}}{\Lambda_1^{p/2}} \left( \int_{\theta_p}^{T_k} (\phi')^2 \right)^{\frac{2}{p}}$$

where $\Lambda_1$ denotes the first eigenvalue of the Dirichlet-Laplacian on $(\theta_p, T_k)$, namely

$$\Lambda_1 = \Lambda_1 (\theta_p, T_k) = \frac{\pi^2}{(T_k - \theta_p)^2}.$$

Since by a direct computation (using $T_k = 2\pi/k$ and $\theta_p = \pi/\gamma_p$) we have

$$-k^2 < \Lambda_1 \iff \frac{1}{\gamma_p} \geq 2 - \frac{2}{k} \iff k > \gamma_p,$$

we get

$$J(\theta_p, T_k)(\phi) \geq \frac{1}{2} \left( 1 - \frac{\gamma_p^2}{\Lambda_1} \right) \int_{\theta_p}^{T_k} (\phi')^2 - \frac{\lambda_+}{p} \frac{(T_k - \theta_p)^{2-p}}{\Lambda_1^{p/2}} \left( \int_{\theta_p}^{T_k} (\phi')^2 \right)^{\frac{2}{p}}$$

which is a contradiction since $\Lambda_1 < \gamma_p^2$ and $p < 2$. Therefore, there exists a unique solution $\phi$ to this minimization problem.
and the latter condition is in force, we deduce that $J$ is bounded from below and coercive in $H^1_0(\{\theta_p, T_k\})$. Thus, by the direct method of the calculus of variations there exists a minimizer $\phi$ which solves the first equation of (5.4) with the boundary conditions. Since $J(\theta_p, T_k)(|\phi|) \leq J(\theta_p, T_k)(\phi)$, with strict inequality if $\phi < 0$ on a subinterval, we have that any minimizer is non-negative; thus, the strict positivity follows by the maximum principle.

**Step 3 - Construction of a sign-changing solution.** Let $\phi \in H^1_0([0, T_k])$ be such that

$$
\phi(\theta) = \begin{cases} 
-A \sin(\gamma \theta) & \text{if } [0, \theta_p] \\
\phi_2(\theta) & \text{if } [\theta_p, T_k],
\end{cases}
$$

where $A > 0$ and $\phi_2$ is the solution to (5.4) of Step 2. In order to show that $\phi$ satisfies (5.2), by the previous steps we only need to check that it is of class $C^1$ in a neighborhood of $\theta = \theta_p$. This is true for the choice $A = \phi_2'(\theta_p^+)/\gamma > 0$. It remains to show that $\phi'(0^+) = \phi'(T_k^-)$. To this end, we note that the Hamiltonian function

$$(5.5) \quad H(\phi, \phi') = \frac{1}{2}(\phi')^2 + \frac{\gamma^2}{2} \phi^2 + \frac{\lambda}{p} (\phi^+)^p$$

is constant along solutions to the first equation of (5.2). Since $\phi(\theta) \to 0$ as both $\theta \to 0^+$ and $\theta \to T_k^-$, we deduce that $|\phi'(0^+)| = |\phi'(T_k^-)|$. The sign of $\phi$ finally implies that $\phi'(0^+) = -\phi'(T_k^-)$.

**Step 4 - Uniqueness of the solution.** Suppose by contradiction that there are two solutions $\phi_1, \phi_2$ with the desired properties. Note that the Hamiltonian function (5.5) is constant along solutions to (5.2):

$$(5.6) \quad \frac{1}{2}(\phi'(\theta))^2 + \frac{\gamma^2}{2} \phi^2(\theta) + \frac{\lambda}{p} (\phi^+)(\theta)^p = h \quad \forall \theta \in [0, T_k]$$

for some $h \geq 0$, and actually $h > 0$ unless $\varphi \equiv 0$. Then $\phi_1$ and $\phi_2$ are negative on $(0, \theta_p)$, and solve

$$
\begin{cases}
-\varphi'' - \gamma \varphi' = \lambda (\varphi^+)^{p-1} & \text{in } (\theta_p, T_k) \\
\varphi > 0 & \text{in } (\theta_p, T_k) \\
\varphi(\theta_p) = 0, \quad \varphi'(\theta_p) = 2h^{1/2},
\end{cases}
$$

for some $h_i > 0$. Although the sublinear term in the first equation of (5.7) is only Hölder continuous, by the shape of the Hamiltonian function (5.6) it is easy to check that (5.7) has exactly one solution $\varphi$ (any level curves of the Hamiltonian does not cross the origin in the phase plane, apart from the equilibrium point $0, 0$ itself). This means that, being $\phi_1 \neq \phi_2$, necessarily $h_1 \neq h_2$, say $h_1 < h_2$. On the other hand, the conservation of the Hamiltonian also gives

$$
(5.8) \quad T_k - \theta_p = 2 \int_0^{M_i} \frac{d\varphi}{\sqrt{2h - \gamma \varphi^2 - \frac{\lambda}{p} \varphi^p}} = 2M_i \int_0^1 \frac{dt}{\sqrt{2h - \gamma \varphi^2 + 2\lambda \varphi^p}},
$$

where $M_i > 0$ is the maximum value of $\varphi_1$ in $(\theta_p, T_k)$, which satisfies

$$(5.9) \quad \frac{\gamma^2}{2} M_i^2 + \frac{\lambda}{p} M_i^p = h_i.
$$

By combining (5.8) and (5.9), we further deduce that

$$(5.10) \quad T_k - \theta_p = T(M_i) := 2 \int_0^1 \frac{dt}{\sqrt{\gamma^2(1 - t^2) + \frac{2\lambda}{pM_i^p}(1 - t^p)}}, \quad \text{which implies that } T_k - \theta_p = T(M_i) \text{ is a continuous function, strictly increasing with respect to } M_i.
$$

By the inverse function theorem, the maximum value $M_i$ can be in turn seen as a continuous functions
\[ M_i = M_i(h_i), \] strictly increasing with respect to \( h_i \). Thus, on one hand
\[
h_1 < h_2 \implies M_1 < M_2 \implies T(M_1) < T(M_2),
\]
but on the other hand \( T(M_1) = T(M_2) = T_k - \theta_p \), since \( \phi_1 \) and \( \phi_2 \) both solve (5.4). This contradiction shows that (5.4) has a unique solution and, in turn, the solution constructed at Step 3 is unique. \( \square \)

**Remark 5.2.** From the previous proof, we learned that any connected component of \( \{ u < 0 \} \), when \( u \) is any non-trivial \( \gamma_p \)-homogeneous solution to (1.2), is a cone of opening \( \theta_p = \pi/\gamma_p \).

Note also that we could obtain a unique solution \( \tilde{\phi} \) in \([0, T_k]\) with \( \tilde{\phi}(\theta) > 0 \) for \( \theta \) close to 0. Thanks to the condition \( \phi'(0) = -\phi'(T_k) \), and the fact that equation (5.1) is invariant under translations, it is clear that \( \tilde{\phi}(\theta) = \phi(\theta_p + \theta) \).

By extending the previous solution by periodicity on the whole interval \([0, 2\pi]\), we obtain the existence of a \( \gamma_p \)-homogeneous solution to (1.2) in \( \mathbb{R}^2 \).

**Proposition 5.3.** Let \( k \in \mathbb{N} \) be such that \( k \in (\gamma_p, 2\gamma_p) \). Then, there exists a non-trivial solution to
\[
-\varphi'' - \gamma_p^2 \varphi = \lambda_+ (\varphi^+)^{p-1} \quad \text{in} \ S^1
\]
with \( 2k \) zeros in \( S^1 \), that is
\[
\varphi(iT_k) = 0 = \varphi(\theta_p + iT_k) \quad \text{for} \ i = 0, \ldots, k.
\]
This solution is unique modulo rotations, in the class of solutions with minimal period \( 2\pi/k \).

**Proof.** Let \( k \in \mathbb{N} \), \( T_k = 2\pi/k \) and let \( \phi \in H^1_0([0, T_k]) \) be the function constructed in Lemma 5.1, satisfying \( \phi'(0^+) = \phi'(T_k^-) \). By setting
\[
\varphi(\theta) = \begin{cases} 
\phi(\theta) & \text{in} \ [0, T_k] \\
\phi(\theta - T_k) & \text{in} \ [T_k, 2T_k] \\
\vdots \\
\phi(\theta - (k - 1)T_k) & \text{in} \ [2\pi - T_k, 2\pi]
\end{cases}
\]
we obtain a solution on the whole interval \([0, 2\pi]\), satisfying \( 2\pi \)-periodic conditions at the ends. The uniqueness follows directly from the uniqueness in Lemma 5.1 (one could also use the function \( \tilde{\phi} \) of Remark 5.2 instead of \( \phi \). But, since \( \tilde{\phi} \) is a translation of \( \phi \), in the end one would obtain the same solution). \( \square \)

Now we show that any \( \gamma_p \)-homogeneous solutions to (1.2) in \( \mathbb{R}^2 \) must be one of those constructed in Proposition 5.3.

**Proposition 5.4.** Let \( u \) be a non-trivial \( \gamma_p \)-homogeneous solution to (1.2). Then \( u(r, \theta) = r^{\gamma_p} \varphi(\theta) \), where \( \varphi \) is the \((2\pi/k)\)-periodic extension of the solution of Lemma 5.1 for some \( k \in (\gamma_p, 2\gamma_p) \).

**Proof.** Since any \( \gamma_p \)-homogeneous solution vanishes in 0, by the maximum principle it follows trivially that \( \varphi \) must change sign on \( S^1 \).

Now, from the conservation of the Hamiltonian function (5.5) on the interval \([0, 2\pi]\), we deduce that there exists \( h > 0 \) such that
\[
(5.11) \quad \varphi'(\theta) = \pm 2h^{1/2} \quad \text{for every zero point} \ \theta \in \{ \varphi = 0 \},
\]
Consider three consecutive zero points \( 0 \leq \theta_0 < \theta_1 < \theta_2 \leq 2\pi \) and suppose that \( \{ \varphi < 0 \} = (\theta_0, \theta_1) \) and \( \{ \varphi > 0 \} = (\theta_1, \theta_2) \). As observed in Remark 5.2, it is necessary that \( \theta_1 = \theta_0 = \theta_p \) with \( \theta_p = \pi/\gamma_p \). Therefore, by (5.11) we have
\[
\varphi(\theta) = -\frac{2h^{1/2}}{\gamma_p} \sin(\gamma_p(\theta - \theta_0)) \quad \text{in} \ [\theta_0, \theta_1],
\]
and this expression also holds, up to a translation, on any other interval \((\theta_i, \theta_{i+1})\) where \(\varphi < 0\) and \(\varphi(\theta_i) = 0 = \varphi(\theta_{i+1})\).

Similarly, on \((\theta_1, \theta_2)\) we have

\[
\begin{cases}
-\varphi'' - \gamma_p^2 \varphi = \lambda_+(\varphi^+)^{p-1} & \text{in } (\theta_1, \theta_2) \\
\varphi > 0 & \text{in } (\theta_1, \theta_2) \\
\varphi(\theta_1) = 0, \quad \varphi'(\theta_1) = 2h^{1/2},
\end{cases}
\]

and this Cauchy problem has a unique solution (see Step 4 in Lemma 5.1). But then, by (5.11) again, the function \(\varphi\) satisfies (5.12) in any interval \((\theta_j, \theta_{j+1})\) where \(\varphi > 0\) and \(\varphi(\theta_j) = 0 = \varphi(\theta_{j+1})\).

This means that \(\varphi\) is both \(2\pi\) and \((\theta_p + \theta_2 - \theta_1)\)-periodic, with \(\theta_p + \theta_2 - \theta_1 \leq 2\pi\), whence necessarily

\[
\theta_p + \theta_2 - \theta_1 = \frac{2\pi}{k} := T_k, \quad \text{for some } k \in \mathbb{N},
\]

and \(\varphi\) changes sign precisely once in \([0, T_k]\).

Now, if \(k \in (\gamma_p, \gamma_{2p})\), then by Proposition 5.3 we know that \(\varphi\) must coincide with a \(2\pi/k\)-periodic extension of a solution found in Lemma 5.1.

On the other hand, from the condition \(T_k > \theta_p\), we immediately deduce that in order to have a \(T_k\) periodic solution it is necessary that \(k < 2\gamma_p\).

In order to conclude the proof, we show that another necessary condition for the existence is \(k > \gamma_p\).

Let \(\varphi\) be a \(T_k\)-periodic solution to (5.1), and suppose that \(\varphi > 0\) in \((\theta_1, \theta_2)\). Arguing as in Step 4 of Lemma 5.1, we obtain that

\[
\theta_2 - \theta_1 = T(M) := 2 \int_0^1 \frac{dt}{\sqrt{\gamma_p^2 (1 - t^2) + \frac{2\lambda_+}{pM^{2-p}} (1 - t^p)}},
\]

where \(M\) is the maximum value of \(\varphi\) in \((\theta_1, \theta_2)\), characterized by

\[
\frac{\gamma_p^2}{2} M^2 + \frac{\lambda_+}{p} M^p = h.
\]

This implies that \(\theta_1 - \theta_2 = T(M)\) is a continuous function, strictly increasing with respect to \(M\). Since \(M \in (0, +\infty)\) and

\[
\lim_{M \to 0^+} T(M) = \lim_{M \to +\infty} 2M^{2-p/2} \int_0^1 \frac{dt}{\sqrt{\frac{2\lambda_+}{pM^{2-p}} (1 - t^p)}} = 0,
\]

\[
\lim_{M \to +\infty} T(M) = \frac{2}{\gamma_p} \int_0^1 \frac{dt}{\sqrt{1 - t^2}} = \frac{\pi}{\gamma_p} = \theta_p,
\]

we obtain that \(T(M) \in (0, \theta_p)\), for every \(M > 0\). Therefore, by (5.13),

\[
T_k - \theta_p = \theta_2 - \theta_1 = T(M) \in (0, \theta_p) \iff T_k < 2\theta_p \iff k > \gamma_p,
\]

which excludes the presence of \(T_k\)-periodic solution for \(k \leq \gamma_p\).

\(\Box\)

**Proof of Theorem 1.8.** The proof follows directly by combining Propositions 5.3 and 5.4.

Once that the classification of the \(2\)-dimensional solutions to (1.2) is settled, thanks to the blow-up Theorem 1.6 we can easily establish the partial regularity of the singular set for \(\gamma_p\)-non-degenerate solutions.

**Proof of Theorem 1.9.** Thanks to Theorems 1.6 and 1.8, and observing that the singular set of any \(\gamma_p\)-homogeneous solution has Hausdorff dimension at most \(n - 2\), the thesis follows in a rather standard way from the Federer dimension reduction principle. We refer the reader to the proofs of [29, Proposition 6.3].
and [29, Corollary 6.1] for the details (alternatively, it is also possible to adapt the proof of [35, Theorem 1.7]).

6. Construction of degenerate solutions in two dimensions

In what follows we construct $\gamma_p$-degenerate two-dimensional solutions for both equations (1.1) and (1.2). We focus on the case $p > 1$. If $p = 1$ in (1.2), then the same result was proved in [5, Section 4]. The case $p = 1$ in (1.1) could be treated adapting the argument we are going to explain, but requires a regularization as in [5], and we preferred to not insist on it for the sake of brevity.

Let $k \in \mathbb{N}$, $k \geq 2$, and let $\ell_0, \ldots, \ell_{k-1}$ be lines through the origin, with $\ell_i$ forming an angle $i\pi/k$ with the positive $x_1$-axis. Let also $T_i : \mathbb{R}^2 \to \mathbb{R}^2$ be the reflection with respect to $\ell_i$, and let us introduce the space of symmetric functions

\[
C_{S_k}^{m,\alpha}(\overline{B}_1) := \left\{ u \in C^{m,\alpha}(\overline{B}_1) : u(T_i x) = u(x) \quad \text{in } B_1, \forall i = 0, \ldots, k-1 \right\},
\]

\[
H_{S_k}^1(\overline{B}_1) := \left\{ u \in H^1(\overline{B}_1) : u(T_i x) = u(x) \quad \text{a.e. in } B_1, \forall i = 0, \ldots, k-1 \right\}.
\]

**Lemma 6.1.** Let $\lambda_+ > 0$, $\lambda_- \geq 0$, and $1 < p < q < 2$. For each $g \in C_{S_k}^{0,1}(\overline{B}_1)$ there exists $\kappa \in \mathbb{R}$ such that the problem

\[
\begin{cases}
-\Delta u = \lambda_+ (u^+)^{p-1} - \lambda_- (u^-)^{q-1} & \text{in } B_1 \\
u = g - \kappa & \text{on } \partial B_1
\end{cases}
\]

has a solution $u \in C_{S_k}^{2,\gamma}(\overline{B}_1)$, for some $\gamma \in (0,1)$, such that $u(0) = 0$.

**Proof.** For every $f \in C_{S_k}^{0,\gamma}(\overline{B}_1)$, it is classical that the problem

\[
\begin{cases}
-\Delta u = f & \text{in } B_1 \\
u = g & \text{on } \partial B_1
\end{cases}
\]

has a solution $u \in C_{S_k}^{2,\gamma}(\overline{B}_1)$; for instance, one can show the existence of a weak solution by minimizing the associated energy functional in the space of functions in $H_{S_k}^1(B_1)$ with prescribed trace. The existence of a minimizer can be shown as in the proof of Theorem 1.1. The fact that a minimizer in the space of symmetric functions is a solution to (6.1) follows from the principle of symmetric criticality [30], since $f$ and $g$ are assumed to be symmetric as well. The regularity theory ensures that any weak solution is in fact a classical $C^{2,\gamma}$ solution, up to the boundary.

In particular, given any $v \in C_{S_k}^{0,\alpha}(\overline{B}_1)$, we can consider $T(v)$ as the symmetric solution to (6.1) with $f(x) = \lambda_+ ((v(x) - v(0))^+)^{p-1} - \lambda_- ((v(x) - v(0))^-)^{q-1} \in C_{S_k}^{0,\gamma}(\overline{B}_1)$, for $\gamma = \alpha(p - 1)$.

Notice that $T(v) \in C_{S_k}^{2,\gamma}(\overline{B}_1)$. However, by thinking at $T(v)$ as a function in $C_{S_k}^{0,\alpha}(\overline{B}_1)$, we have an operator $T : C_{S_k}^{0,\alpha}(\overline{B}_1) \to C_{S_k}^{0,\alpha}(\overline{B}_1)$ which is compact, by Schauder estimates (see e.g. [22, Theorem 6.6]). At this point we aim at applying the Schauder fixed point theorem [22, Theorem 11.3] and, to this end, we have to check that there exists a positive constant $M$ such that

\[
\|u\|_{C_{S_k}^{0,\alpha}(\overline{B}_1)} \leq M \quad \text{for every } u \in C_{S_k}^{0,\alpha}(\overline{B}_1) \text{ satisfying } u = \sigma T(u), \text{ with } \sigma \in [0,1].
\]

The equation $u = \sigma T(u)$ can be rewritten as

\[
\begin{cases}
-\Delta u = \sigma \lambda_+ ((u - u(0))^+)^{p-1} - \sigma \lambda_- ((u - u(0))^-)^{q-1} & \text{in } B_1 \\
u = \sigma g & \text{on } \partial B_1.
\end{cases}
\]
Thus, the function \( w := u - \sigma g \) is in \( H^1_0(B_1) \) and solves
\[
-\Delta w = \sigma \lambda_+ ((u - u(0))^+)^{p-1} - \sigma \lambda_- ((u - u(0))^-)^q + \sigma g \quad \text{in } B_1.
\]
By the De Giorgi-Moser iteration for \(-\Delta w = f \in L^1(B_1)\) with \( w \in H^1_0(B_1) \), we deduce that for any \( t > 2 \)
\[
\|u\|_{L^\infty(B_1)} \leq \|u - \sigma g\|_{L^\infty(B_1)} + \|g\|_{L^\infty(B_1)}
\leq C\|\sigma \lambda_+ ((u - u(0))^+)^{p-1} - \sigma \lambda_- ((u - u(0))^-)^q + \sigma g\|_{L^1(B_1)} + \|g\|_{L^\infty(B_1)}
\leq C \left( \|u\|_{L^\infty(B_1)}^q + \|g\|_{C^{2,1}(\overline{B_1})} \right).
\]
In turn, since \( q < 1 \), this implies that \( \|u\|_{L^\infty(B_1)} \leq C_0 \), with \( C_0 \) independent of \( \sigma \); coming back to (6.3), this gives the desired uniform bound (6.2), via elliptic estimates.

At this point the existence of a fixed point \( \tilde{u} \in C^{0,0}_0(B_1) \) for \( T \) follows from the Schauder fixed point theorem [22, Theorem 11.3]. The fixed point \( \tilde{u} \) is a solution to (6.3) with \( \sigma = 1 \) and hence, by regularity theory, it is of class \( C^{2,\gamma} \) for some \( \gamma > 0 \). By taking \( u = \tilde{u} - \bar{u}(0) \), and letting \( \kappa = \bar{u}(0) \), the proof is complete. \( \square \)

**Proposition 6.2.** There exists a non-trivial solution \( u \in H^1_0(B_1) \) to (1.1) or (1.2) such that \( 0 \in \{ u = 0 \} \) and
\[
\liminf_{r \to 0^+} \frac{1}{r^n} \sup_{B_r(x_0)} |u| = 0,
\]
that is \( u \) is \( \gamma_p \)-degenerate at 0.

**Proof.** Under the notations of Lemma 6.1, let \( k \in \mathbb{N} \) be such that \( k > 2\gamma_p \), and consider
\[
g(r \cos \theta, r \sin \theta) = r^k \cos(k \theta).
\]
By Lemma 6.1, there exist a non-trivial \( u \in C^{2,\gamma}_{S_k}(\overline{B_1}) \) and \( \kappa \in \mathbb{R} \) such that
\[
\begin{cases}
-\Delta u = \lambda_+ (u^+)^{p-1} - \lambda_- (u^-)^{q-1} & \text{in } B_1 \\
u = g - \kappa & \text{on } \partial B_1,
\end{cases}
\quad \text{and } u(0) = 0.
\]
The idea is to use now Theorem 1.6 and Proposition 2.1 at 0, to show that \( u \) is \( \gamma_p \)-degenerate at 0. We divide the proof in three cases.

**Case 1.** If \( \mathcal{V}(u, 0) < \gamma_p \), by Proposition 2.1 there exists a non-trivial homogeneous harmonic polynomial \( P_0 \) of degree \( d = \mathcal{V}(u, 0) \) such that
\[
u(x) = P_0(x) + O(|x|^\mathcal{V}(u, 0) + \delta) \quad \text{in } B_{1/2},
\]
for some \( \delta > 0 \) sufficiently small. However, by construction, the polynomial must inherit the symmetries of \( u \) (i.e. \( P_0 \in C^\infty_{S_k} \)), which implies that it is homogeneous of degree \( d = k > 2\gamma_p \), in contradiction with the assumption \( d = \mathcal{V}(u, 0) < \gamma_p \);

**Case 2.** If \( \mathcal{V}(u, 0) \geq \gamma_p \) and
\[
\limsup_{r \to 0^+} \frac{H(u, 0, r)}{r^{n-1+2\gamma_p}} = +\infty
\]
then, by Theorem 1.6-(ii), there exists a subsequence \( r_k \searrow 0^+ \) such that
\[
\tilde{u}_{0,r_k} \to \tilde{u} \quad \text{in } C^{1,\alpha}_{\text{loc}}(B_1),
\]
for every \( \alpha \in (0, 1) \), where \( \tilde{u} \) is a \( \gamma_p \)-homogeneous harmonic polynomial. Therefore, the contradiction follows the same path of **Case 1**.
Case 3. If $\mathcal{V}(u, 0) \geq \gamma_p$ and

$$\limsup_{r \to 0^+} \frac{H(u, 0, r)}{r^{2p}} < +\infty,$$

then, by Theorem 1.6-(i), there exists a sequence $r_k \downarrow 0^+$ such that

$$u_{0, r_k} \to \mathcal{U} \quad \text{in} \quad C^{1,\alpha}_{\text{loc}}(\mathbb{R}^2),$$

for every $\alpha \in (0, 1)$, where $\mathcal{U}$ is a $\gamma_p$-homogeneous solution to (1.2) in $\mathbb{R}^2$, still symmetric with respect to any reflection $T$. If $\mathcal{U} \not\equiv 0$, by homogeneity and symmetry, any connected component of $\{ \mathcal{U} < 0 \}$ must be a cone of opening smaller than $2\pi/k$. Moreover, $2\pi/k < \theta_p$, since $k > 2\gamma_p$. As observed in Remark 5.2, this is however not possible. We conclude that necessarily $\mathcal{U} \equiv 0$ which, as stated in Theorem 1.6, is equivalent to the $\gamma_p$-degeneracy of $u$ at 0.

\[\square\]

Remark 6.3. It is interesting that the previous proof fails for solutions to (1.6) $(1 \leq p = q < 2$, with $\lambda_+ > 0$). In such case, there are infinitely many $\gamma_p$-homogeneous solutions, and the connected components of the positive and the negative parts can be arbitrarily small. We refer to [35, Section 8]. In fact, it is also known that all solutions to (1.6) are non-degenerate [35, Theorem 1.4]. Thus, the degeneracy is strictly connected to the asymmetric behavior of the positive and the negative parts in the right hand side of (1.1) and (1.2).
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