Small deviation estimates for the largest eigenvalue of Wigner matrices
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Abstract. We establish precise right-tail small deviation estimates for the largest eigenvalue of real symmetric and complex Hermitian matrices whose entries are independent random variables with uniformly bounded moments. The proof relies on a Green function comparison along a continuous interpolating matrix flow for a long time. Less precise estimates are also obtained in the left tail.
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1. Introduction and main result

The celebrated Tracy-Widom law [34, 35] describes the asymptotic distribution of the largest eigenvalue $\lambda_N$ of Gaussian random matrices as the dimension $N$ of the matrix tends to infinity. By well-established universality results [1, 8, 11, 12, 17, 20, 24, 25, 26, 29, 32, 33] the same limiting distribution holds for a large class of random matrices. The Tracy-Widom distribution is asymmetric and it has characteristic left and right tails. To what extent do the large deviation behaviour of the largest eigenvalue $\lambda_N$ reflect the tail behaviour of the Tracy-Widom tails?

Unsurprisingly, without additional strong decay condition on the distribution of the matrix elements, the large $N$ limit is not interchangeable with the large tail asymptotics. But even with additional conditions, standard techniques developed for the universality proofs are inadequate to handle the large deviation regime and the strongest existing large deviation results [3, 5, 14, 15, 18, 27] use very different approaches. In this work we study the small deviation regime with the Green function comparison method, originally developed for universality proofs. The advantage of our approach is twofold: (i) only the usual condition on finiteness of all moments for the matrix elements is required, and (ii) we prove a very accurate tail behavior; in fact, we can transfer the existing best results for Gaussian matrices to general Wigner matrices without any loss of precision. Under such weaker moment conditions, however, only the regime of not very large deviation can be handled; in this regime the scale of probability is only inverse polynomial in $N$ instead of the customary (sub)exponentially smallness in standard large deviation theory. In fact, an even larger regime was coined "small deviation" in [4] and [21]. However, in statistical applications the standard large deviation theory for the largest eigenvalue of a sample covariance matrix captures the regime where the miss probability is exponentially small in the number of samples, see e.g. Theorem 2 in [7] and Theorem 5.1 in [13], which may be impractically small. Our result enables formulating similar relations for polynomially small miss probabilities which may be more realistic in certain applications. On the methodological side, quite importantly, our result demonstrates that Green function comparison is able to handle events of arbitrary polynomially small probability.

Now we describe our setup more precisely, first by collecting the Gaussian results and some facts about the Tracy-Widom law. Consider a real symmetric random matrix $H$ of dimension $N$, whose entries are
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independent Gaussian random variables up to symmetry, i.e., for any \(1 \leq i \leq j \leq N\),
\[
\sqrt{N}H_{ij} \overset{d}{=} \mathcal{N}(0, 1), \quad \sqrt{N}H_{ii} \overset{d}{=} \mathcal{N}(0, 2), \quad H_{ij} = H_{ji}.
\] (1.1)

The resulting random matrix model is called the Gaussian Orthogonal Ensemble (GOE). The complex Hermitian version is called the Gaussian Unitary Ensemble (GUE), where the matrix entries are complex-valued Gaussian random variables with independent real and imaginary parts, i.e., for any \(1 \leq i \leq j \leq N\),
\[
\sqrt{N} \text{Re} H_{ij} \overset{d}{=} \mathcal{N}(0, 1/2), \quad \sqrt{N} \text{Im} H_{ij} \overset{d}{=} \mathcal{N}(0, 1/2), \quad \overline{H}_{ij} = H_{ji}, \quad \sqrt{N}H_{ii} \overset{d}{=} \mathcal{N}(0, 1). \] (1.2)

We will use the parameter \(\beta\) to indicate the symmetry class, i.e., \(\beta = 1\) for real symmetric and \(\beta = 2\) for complex Hermitian matrices. We also refer to these Gaussian ensembles as G\(\beta\)E for short.

The eigenvalues of the matrix \(H\) are denoted by \((\lambda_j)_{j=1}^N\) labelled in a non-decreasing order. The limiting distributions of the normalized fluctuations of the largest eigenvalue \(\lambda_N\) were identified by Tracy and Widom in [34, 35], i.e., for any fixed \(x \in \mathbb{R}\),
\[
\lim_{N \to \infty} \mathbb{P}^{G\beta\text{E}}(\frac{N^{2/3}(\lambda_N - 2)}{\sqrt{\delta N}} \leq x) = \mathcal{T}_{\beta}(x). \] (1.3)

The limiting distribution functions \(\mathcal{T}_{\beta}\) are given by
\[
\mathcal{T}_{\beta}(x) := e^{-\int_0^x (t-x)q^2(t)dt}, \quad \mathcal{T}_{\beta}(x) := \sqrt{N} \int_{-\infty}^{\infty} e^{-\frac{1}{2} \int_0^t q^2(s)ds} dt,
\] (1.4)
where \(q = q(x)\) is the solution to the Painlevé II equation with asymptotics given by the Airy function:
\[
q''(x) = qx(x) + 2q^3(x), \quad q(x) \sim \text{Ai}(x) \sim e^{-\frac{2}{3}x^{3/2}} \sqrt{\pi}, \quad x \to \infty. \] (1.5)

The right and left tail asymptotics of \(\mathcal{T}_{\beta}(x)\) are well known (see, e.g., Chapter 3 [2]).
\[
1 - \mathcal{T}_{\beta}(x) \sim x^{-\frac{1}{\beta} - \frac{3}{2}} e^{-\frac{2}{\beta}x^{3/2}}, \quad x \to +\infty; \quad \mathcal{T}_{\beta}(x) \sim |x|^{-\frac{1}{\beta} - \frac{3}{2}} e^{-\frac{2}{\beta}x^{3/2}}, \quad x \to -\infty. \] (1.6)

Inspired by (1.3), similar asymptotics of the Tracy-Widom distributions in (1.6) are expected to be valid for the tail distribution of the largest eigenvalue, at least if \(x\) is moderately large. In this paper, we focus on the small deviation regime, i.e., \(x = O((\log N)^{2/3})\) for the right tail and \(-x = O((\log N)^{1/3})\) for the left tail and study the precise asymptotics as indicated in (1.6). Much larger \(x\) regimes, but still well below the standard large deviation regime with exponential decay in \(N\), were also considered in [30] to prove a law of iterated logarithm for the largest eigenvalue of the GUE. Here a precise right-tail estimate for the largest eigenvalue was obtained, i.e., there are constants \(C > 0\) and \(\delta > 0\) so that for any \(1 \leq x \leq \delta N^{1/6}\),
\[
C^{-1}x^{-3/2}e^{-\frac{2}{\beta}x^{3/2}} \leq \mathbb{P}^{\text{GUE}}(\frac{N^{2/3}(\lambda_N - 2)}{\sqrt{\delta N}} \geq x) \leq Cx^{-3/2}e^{-\frac{2}{\beta}x^{3/2}}. \] (1.7)

Before that, less precise estimates for the tail distributions of the largest eigenvalue of the Gaussian ensembles were obtained in [23] for an even larger range of \(x\), see also [4] for the GUE and [21] for the GOE. In particular, for any \(0 < x \leq N^{2/3}\), there exists a numerical constant \(C_0 > 0\) such that
\[
C_0^{-1}e^{-C_0\beta x^{3/2}} \leq \mathbb{P}^{G\beta\text{E}}(\frac{N^{2/3}(\lambda_N - 2)}{\sqrt{\delta N}} \geq x) \leq C_0 e^{-\beta x^{3/2}}/C_0; \quad C_0^{-1}e^{-C_0\beta x^{3/2}} \leq \mathbb{P}^{G\beta\text{E}}(\frac{N^{2/3}(\lambda_N - 2)}{\sqrt{\delta N}} \leq -x) \leq C_0 e^{-\beta x^{3/2}}/C_0. \] (1.8)

We note that the sharp right tail asymptotics (1.7) has apparently been obtained only in the GUE case and not for the GOE. For completeness, using the uniform Plancherel-Rotach asymptotic estimates for Hermite polynomials [31], in the Appendix we give the proof of the following precise upper bound for the right tail of the GOE:

**Lemma 1.1.** For any \(1 \leq x \leq N^{1/4}\), there exists some constant \(C > 0\) such that
\[
\mathbb{P}^{G\beta\text{E}}(\frac{N^{2/3}(\lambda_N - 2)}{\sqrt{\delta N}} > x) \leq Cx^{-\frac{1}{\beta} - \frac{3}{2}} e^{-\frac{2}{\beta}x^{3/2}}. \] (1.9)

We remark that estimates for the left-tail distribution of the Gaussian ensembles in general are less accessible and may be obtained using refined Riemann-Hilbert analysis as discussed in [30] (c.f., [6]).

In particular, even the precise constants in the exponents in the second line of (1.8) are not known, in contrast to (1.7), where the polynomial prefactor is also precisely identified.

Beyond the Gaussian ensembles, the right-tail upper bound in (1.8) was extended to non-Gaussian matrices [12, 22] when the matrix entries have sub-Gaussian tails. An exponential upper bound \(e^{-cx}\)
for \( x = O((\log N)^{\log N}) \) was obtained in Theorem 2.2 of [11] for Wigner matrices whose entries have sub-exponential tails. A standard large deviation principle for \( x \sim N^{2/3} \) with speed \( N \) and an explicit rate function was established in [5, 14] for Wigner matrices whose entries have sub-Gaussian tails.

In this paper, we show that the right-tail small deviation estimates with precise power as in (1.9) can be extended to non-Gaussian matrices in the regime up to \( x = O((\log N)^{2/3}) \), under a weaker condition that the matrix entries have uniformly bounded moments. Less precise left-tail estimates can also be obtained in combination with (1.8) up to \(-x = O((\log N)^{1/3})\).

1.1. Main result. Let \( H_N \) be a real symmetric or complex Hermitian random matrix of size \( N \), whose entries are independent but not necessarily identically distributed random variables up to symmetry \( H_{ij} = \overline{H}_{ji} \). For real symmetric matrices, we assume that for any \( 1 \leq i < j \leq N \),

\[
\mathbb{E}[H_{ij}] = 0, \quad \mathbb{E}[\sqrt{N}H_{ij}]^2 = 1, \quad \mathbb{E}[H_{ii}] = 0, \quad \mathbb{E}[\sqrt{N}H_{ii}]^2 =: m_2 < \infty. \tag{1.10}
\]

For complex Hermitian matrices, we further assume that

\[
\mathbb{E}[|H_{ij}|^2] = 0, \quad 1 \leq i < j \leq N, \tag{1.11}
\]

that holds, e.g., if the real and imaginary parts of \( H_{ij} \) have the same distribution. We also assume that all moments of the entries of \( \sqrt{N}H_N \) are uniformly bounded, i.e., for any \( k \geq 3 \), there exists \( m_k \) independent of \( N \) such that

\[
\max_{i,j} \mathbb{E}[|\sqrt{N}H_{ij}|^k] \leq m_k. \tag{1.12}
\]

Note that we do not assume identical distribution for \( H_{ij} \), so our model is slightly more general than the customary Wigner ensemble, but for simplicity we will refer to as the Wigner ensemble. Our main theorem shows that the largest eigenvalue \( \lambda_N \) of \( H_N \) has the following small deviation estimates that exactly matches the best known Gaussian results:

**Theorem 1.2.** Fix \( M > 0 \). Let \( \lambda_N = \text{the largest eigenvalue of the real symmetric or complex Hermitian } H_N \) satisfying (1.10)–(1.12). Then for any \( 1 \leq x \leq M(\log N)^{2/3} \), there exists a constant \( C = C(M) > 0 \) such that

\[
\mathbb{P}(N^{2/3}(\lambda_N - 2) > x) \leq Cx^{-34}e^{-\frac{12}{25}x^{3/2}}, \tag{1.13}
\]

for sufficiently large \( N \geq N_0(M) \). Moreover, for any \( 1 \leq x \leq M(\log N)^{1/3} \), there exists \( C' = C'(M) > 0 \) such that

\[
\mathbb{P}(N^{2/3}(\lambda_N - 2) < -x) \leq C'e^{-\beta x^3/C_0}, \tag{1.14}
\]

for sufficiently large \( N \geq N_0'(M) \), where \( C_0 \) is the numerical constant in (1.8).

The proof is based on a Green function comparison method introduced in [11]. First, the tail distributions can be related to a properly chosen observable in terms of the imaginary part of the normalized trace of the Green function, see Lemma 2.3 below. Then it suffices to compare this observable with its Gaussian matrix counterpart using a continuous flow in (2.27) interpolating between the matrix \( H_N \) and an independent Gaussian matrix. We show in Theorem 2.4 that the difference along the flow for a long time is much smaller than the known small deviation estimates for the Gaussian ensembles. The key point is that we need to follow an event of quite small probability along the interpolation flow, i.e., the Green function comparison method is organized such that a factor with this quite small probability is systematically preserved in every term, see Remark 2.5 for more details.

In view of (1.6) and (1.9), the right-tail small deviation estimate in (1.13) of the largest eigenvalue of Wigner matrices is optimal, at least in a relatively small range of \( x = O((\log N)^{2/3}) \). This restriction is necessary under our finite moment conditions, since it ensures that the Tracy-Widom tails in (1.13) are polynomially small. The left-tail estimate is obtained from the upper bound in (1.8) and hence is less precise.

We remark that our current analysis based upon the Green function comparison method can be extended [29] to sample covariance matrices of the form \( X^*X \), where \( X \) is an \( M \times N \) matrix with independent entries and \( M/N \to \gamma \in (0, \infty) \). For the special Gaussian cases these are known as the Laguerre Orthogonal Ensemble (LOE) and Laguerre Unitary Ensemble (LUE) and tail estimates for the largest eigenvalue can be found in [23], c.f., (1.8). A sharp upper bound for the LUE with the precise constant 1/12 in the exponent for the left tail was obtained in [6], while the correct exponential constant \( 4/3 \) for the right tail can be obtained similarly using simpler arguments. With the help of the analogous
version of Theorem 2.4 for sample covariance matrices, corresponding small deviation estimates can easily be extended to non-Gaussian sample covariance matrices, assuming that matrix entries of \( X \) have uniformly bounded moments. We omit the details of these straightforward modifications.

**Notation:** We will use the following standard definition of stochastic domination; its standard arithmetic properties can be found in Proposition 6.5 in [10].

**Definition 1.3.** Let \( \mathcal{X} \equiv \mathcal{X}^{(N)} \) and \( \mathcal{Y} \equiv \mathcal{Y}^{(N)} \) be two sequences of nonnegative random variables. We say \( \mathcal{Y} \) stochastically dominates \( \mathcal{X} \) if, for all (small) \( \epsilon > 0 \) and (large) \( D > 0 \),

\[
P(\mathcal{X}^{(N)} > N^{1/2} \mathcal{Y}^{(N)}) \leq N^{-D},
\]

for sufficiently large \( N \geq N_0(\epsilon, D) \), and we write \( \mathcal{X} \prec \mathcal{Y} \) or \( \mathcal{X} = O_\prec(\mathcal{Y}) \).

Throughout the paper, we use \( c \) and \( C \) to denote strictly positive constants that are independent of \( N \). Their values may change from line to line. For \( X, Y \in \mathbb{R} \), we write \( X \ll Y \) if there exists a small \( c > 0 \) such that \( |X| \leq N^{-c}|Y| \) for large \( N \). Moreover, we write \( X \sim Y \) if there exist constants \( c, C > 0 \) such that \( c|Y| \leq |X| \leq C|Y| \) for large \( N \).

**Acknowledgment:** We thank Zhigang Bao and Rong Ma for discussion on the existing literature.

2. **Proof of Theorem 1.2**

We start by introducing the notations and preliminaries that will be used in the proof.

### 2.1. Local law of the Green function

For a probability measure \( \nu \) on \( \mathbb{R} \) denote by \( m_\nu \) its Stieltjes transform, i.e.,

\[
m_\nu(z) := \int_{\mathbb{R}} \frac{d\nu(x)}{x - z}, \quad z \in \mathbb{C}^+.
\]  

(2.1)

The Stieltjes transform of the semicircle distribution \( \rho_{sc}(x) := \frac{1}{\pi} \sqrt{4 - x^2} \) is denoted by \( m_{sc} \), which is the unique solution to

\[
1 + zm_{sc}(z) + m_{sc}^2(z) = 0,
\]

(2.2)

satisfying \( \text{Im} m_{sc}(z) > 0 \), for \( \text{Im} z > 0 \). It has the following quantitative properties, see e.g., [10]: for any \( z = E + i\eta \) with \( |E| \leq 5 \) and \( 0 < \eta \leq 10 \), we have

\[
|m_{sc}(z)| \leq 1; \quad \text{Im} m_{sc}(z) \sim \begin{cases} \frac{\sqrt{\kappa + \eta}}{\sqrt{\kappa - \eta}}, & \text{if } E \in [-2, 2], \\ \kappa := \min\{|E - 2|, |E + 2|\}, & \text{otherwise}, \end{cases}
\]

(2.3)

We define the resolvent or Green function of the matrix \( H_N \) and its normalized trace \( m_N \) by

\[
G(z) := \frac{1}{H_N - z}, \quad m_N(z) := \frac{1}{N} \text{Tr} G(z), \quad z \in \mathbb{C}^+.
\]

(2.4)

With these notations, we now recall the following local law for the Green function \( G \).

**Theorem 2.1** (Entry-wise local law [11]; Isotropic local law [19]). For any arbitrary small \( \epsilon > 0 \), define

\[
S \equiv S(\epsilon) := \{z = E + i\eta : |E| \leq 5, N^{-1+\epsilon} \leq \eta \leq 10\}.
\]

Then for any \( z \in S \), we have

\[
\max_{1 \leq i, j \leq N} |G_{ij}(z) - \delta_{ij}m_{sc}(z)| \leq \frac{\text{Im} m_{sc}(z)}{N\eta} + \frac{1}{N\eta}, \quad |m_N(z) - m_{sc}(z)| \leq \frac{1}{N\eta}.
\]

(2.6)

More generally, for any deterministic unit vectors \( \mathbf{v}, \mathbf{w} \in \mathbb{C}^N \), we have uniformly in \( z \in S \) that

\[
|\langle \mathbf{v}, (G(z) - m_{sc}(z)I)\mathbf{w} \rangle| \leq \sqrt{\frac{\text{Im} m_{sc}(z)}{N\eta} + \frac{1}{N\eta}}.
\]

(2.7)

For any \( 1 \leq j \leq N \), we define the classical location \( \gamma_j \) of the \( j \)-th eigenvalue \( \lambda_j \) by

\[
\frac{j}{N} = \int_{-\infty}^{\gamma_j} \rho_{sc}(x)dx.
\]

(2.8)

**Theorem 2.2** (Rigidity of eigenvalues [11]). For any \( 1 \leq j \leq N \), we have

\[
|\lambda_j - \gamma_j| \leq N^{-2/3} \left( \min\{j, N - j + 1\} \right)^{-1/3}.
\]

(2.9)
Next, we recall a lemma from [11] which links the tail distribution of $\lambda_N$ to the normalized trace of the Green function $m_N$.

### 2.2. Link of the tail distribution to the Green function.

Fixing a small $\epsilon > 0$, we set a truncation $E_L := 2 + N^{-2/3+\epsilon}$ for the largest eigenvalue $\lambda_N$. Using the rigidity of eigenvalues in (2.9), for any $E < E_L$, the right-tail distribution can be written as, for any large $D > 0$,

$$\mathbb{P}(\lambda_N \geq E) = \mathbb{P}(\text{Tr}_X(H) \geq 1) + O(N^{-D}), \quad \chi_E := \mathbb{1}_{[E, E_L)}.$$  \hfill (2.10)

Since $\text{Tr}_X(H)$ takes values at integers, we have

$$\mathbb{P}(\lambda_N \geq E) = \mathbb{E}[\mathbb{1}_{\text{Tr}_X(H) \geq 1}] + O(N^{-D}) = \mathbb{E}[F(\text{Tr}_X(H))] + O(N^{-D}), \quad \chi_E := \mathbb{1}_{[E, E_L)}.$$  \hfill (2.11)

where $F: \mathbb{R}_+ \rightarrow \mathbb{R}_+$ is a smooth and non-decreasing cut-off function such that

$$F(x) = 0, \quad \text{if} \quad 0 \leq x \leq 1/9; \quad F(x) = 1, \quad \text{if} \quad x \geq 2/9.$$  \hfill (2.12)

Similarly, the left-tail distribution can be written as

$$\mathbb{P}(\lambda_N < E) = \mathbb{E}[\tilde{F}(\text{Tr}_X(H))] + O(N^{-D}), \quad \tilde{F} := 1 - F.$$  \hfill (2.13)

For any $\eta > 0$, we define the mollifier $\theta_\eta$ by setting

$$\theta_\eta(x) := \frac{\eta}{\pi(x^2 + \eta^2)} = \frac{1}{\pi} \text{Im} \frac{1}{x - i\eta}, \quad \text{and we have}$$

$$\text{Tr}_X \ast \theta_\eta(H) = \frac{N}{\pi} \int_{E_L}^{E} \text{Im} m_N(y + i\eta) \, dy.$$  \hfill (2.14)

The following lemma in [11] shows that $\text{Tr}_X(H)$ can be approximated by $\text{Tr}_X \ast \theta_\eta(H)$ for $\eta \ll N^{-2/3}$.

**Lemma 2.3.** Fix any small $\epsilon > 0$. Set $\eta = N^{-2/3-\epsilon}$ and $l = N^{-2/3-\epsilon/9}$. There exist constants $c, C > 0$ such that for any $|E - 2| \leq N^{-2/3+\epsilon}$,

$$\text{Tr}_{X_{E+}l} \ast \theta_\eta(H) - N^{-1/9} \leq \text{Tr}_X(H) \leq \text{Tr}_{X_{E-}l} \ast \theta_\eta(H) + N^{-1/9}, \quad \text{with probability bigger than } 1 - N^{-D}.$$  \hfill (2.15)

Thus for any large $D > 0$, we have

$$\mathbb{E}[F(\text{Tr}_{X_{E+}l} \ast \theta_\eta(H))] - N^{-D} \leq \mathbb{E}[F(\text{Tr}_X(H))] \leq \mathbb{E}[F(\text{Tr}_{X_{E-}l} \ast \theta_\eta(H))] + N^{-D}. \quad \text{We first consider the right tail distribution in Theorem 1.2. Fixing a large } M > 0, \text{ for any } 1 \leq x \leq M(\log N)^{2/3}, \text{ we set}$$

$$E_+ \equiv E_+(x) = 2 + N^{-2/3} x.$$  \hfill (2.16)

From (2.11) and (2.17), we have an upper bound for the right-tail distribution

$$\mathbb{P}(N^{2/3}(\lambda_N - 2) \geq x) \leq \mathbb{E}[F(\text{Tr}_{X_{E_+l}} \ast \theta_\eta(H))] + O(N^{-D}).$$  \hfill (2.18)

Combining the first inequality in (2.17) (applied to the Gaussian ensembles and $E = E_+ - 2l$) and (2.11) with (1.9), the upper bound of the right-tail distribution in (2.19) can be bounded by

$$\mathbb{E}^{G_{ij}}[F(\text{Tr}_{X_{E_+l}} \ast \theta_\eta(H))] \leq \mathbb{E}^{G_{ij}}(\lambda_N \geq E_+ - 2l) + O(N^{-D}) = \mathbb{E}^{G_{ij}}(N^{2/3}(\lambda_N - 2) \geq x - 2N^{-1/9}) + O(N^{-D}) \leq Ce^{-\frac{2\pi}{3} e^{-\frac{2\pi}{3} e^{2/3}/2}}.$$  \hfill (2.20)

where we chose $D$ sufficiently large depending on $M$. In general, for any fixed integer $k \geq 1$, we have

$$\mathbb{E}^{G_{ij}}[F(\text{Tr}_{X_{E_+k}} \ast \theta_\eta(H))] \leq C_k x^{-\frac{2\pi}{3} e^{-\frac{2\pi}{3} e^{2/3}/2}}.$$  \hfill (2.21)

Next we consider the left-tail distribution in Theorem 1.2 similarly. For any $1 \leq x \leq M(\log N)^{1/3}$, set

$$E_- \equiv E_-(x) = 2 - N^{-2/3} x.$$  \hfill (2.22)

From (2.13) and (2.17), the left-tail distribution can be bounded by

$$\mathbb{P}(N^{2/3}(\lambda_N - 2) < -x) \leq \mathbb{E}^{\tilde{F}}(\text{Tr}_{X_{E_-l}} \ast \theta_\eta(H)) + O(N^{-D}), \quad \text{where we chose }$$

$$\mathbb{P}(N^{2/3}(\lambda_N - 2) < -x) \leq \mathbb{E}[\tilde{F}(\text{Tr}_{X_{E_-l}} \ast \theta_\eta(H))] + O(N^{-D}). \quad \text{From (2.13) and (2.17), the left-tail distribution can be bounded by}$$

$$\mathbb{P}(N^{2/3}(\lambda_N - 2) < -x) \leq \mathbb{E}^{\tilde{F}}(\text{Tr}_{X_{E_-l}} \ast \theta_\eta(H)) + O(N^{-D}), \quad \text{From (2.22) and (2.13), the left-tail distribution can be bounded by}$$
where \( \tilde{F} = 1 - F \). Using the second inequality in (2.17) (applied the Gaussian ensembles and \( E = E_{-} + 2l \)) with the Gaussian estimates in (1.8) and choosing \( D \) sufficiently large depending on \( M \), the upper bound for the left tail distribution in (2.23) can be bounded by
\[
E^{G, \psi} \left[ \tilde{F} \left( \text{Tr} \chi_{E_{-} + l} \ast \theta_{\eta}(H) \right) \right] \leq C e^{-\beta x^2/C_0},
\]
where \( C_0 \) is the numerical constant in (1.8). Similar estimates for \( E_{-} + l \) being replaced with \( E_{-} + kl \) for any fixed integer \( k \geq 1 \) also hold, \( \text{e.g.}, (2.21) \).

2.3. **Proof of Theorem 1.2.** To prove Theorem 1.2 using (2.19) and (2.23), it suffices to prove the following Green function comparison theorem using the Gaussian estimates in (2.21) and (2.24).

**Theorem 2.4.** Fix a large \( M > 0 \) and a small \( \epsilon > 0 \). For any \( 1 \leq x \leq M (\log N)^{2/\beta} \), set \( E_{+} = 2 + N^{-2/3} x, \eta = N^{-2/3-\epsilon} \), and \( l = N^{-2/3-\epsilon/9} \). Then there exists a constant \( C = C(M, \epsilon) > 0 \) such that
\[
\left| E \left[ F(\text{Tr} \chi_{E_{+} + l} \ast \theta_{\eta}(H)) \right] - E^{G, \psi} \left[ F(\text{Tr} \chi_{E_{+} + l} \ast \theta_{\eta}(H)) \right] \right| \leq C N^{-2/3+4\epsilon} e^{-2\beta x^3/2},
\]
for sufficiently large \( N \geq N_0(M, \epsilon) \). Moreover, for any \( 1 \leq x \leq M (\log N)^{1/3} \) and \( E_{-} = 2 - N^{-2/3} x \), there exists a constant \( C' = C'(M, \epsilon) > 0 \) such that
\[
\left| E \left[ \tilde{F}(\text{Tr} \chi_{E_{-} - l} \ast \theta_{\eta}(H)) \right] - E^{G, \psi} \left[ \tilde{F}(\text{Tr} \chi_{E_{-} - l} \ast \theta_{\eta}(H)) \right] \right| \leq C' N^{-2/3+4\epsilon} e^{-\beta x^2/C_0},
\]
for sufficiently large \( N \geq N_0(M, \epsilon) \), where \( C_0 \) is the numerical constant in (1.8).

**Remark 2.5.** We compare the above theorem to the Green function comparison in Theorem 6.3 of [11] that yielded an upper bound \( C N^{-1/6+\epsilon} \) for \( x = O(1) \). This upper bound was obtained by counting the number of off-diagonal Green function entries using the local law near the edges, \( \text{i.e.}, |G_{ij} - \delta_{ij}| \leq N^{-1/3+\epsilon} \).

In Theorem 2.4 we consider the small deviation regime of probability of order \( N^{-2/3+\epsilon} \), so just a few off-diagonal Green function entries are not sufficiently small to derive the desired upper bound. The key observation is that the size of the observable in terms of the function \( F \) (or \( \tilde{F} \)) that we compare is actually much smaller as the estimates in (2.21) and (2.24) indicate. We will keep tracking the quantities related to the function \( F \) (or \( \tilde{F} \)) in every term of the Green function expansion to ensure an upper bound with an additional factor \( x^{-2/3} e^{-2\beta x^3/2} \) (or \( e^{-\beta x^2/C_0} \) for the left tail estimate). An additional complication is that this smallness is explicit only for the Gaussian case, so we will need to transfer it to the Wigner case by a Gronwall argument.

**Proof.** For simplicity, we only consider the real case \( \beta = 1 \); the complex case \( \beta = 2 \) can be proved analogously. Moreover, we will only prove the first estimate (2.25) related to the right tail distribution, the other one can be obtained similarly. To simplify the notation, we set \( E \equiv E_{+} \).

We introduce the following matrix flow interpolating between the Wigner matrix \( H_{N} =: (h_{ab}^{(0)}) \) and its Gaussian counterpart, \( W_{N} \), \( \text{i.e.}, \)
\[
H(t) = e^{-t/2} H_{N} + \sqrt{1 - e^{-t}} W_{N}, \quad t \in \mathbb{R}^{+},
\]
where \( W_{N} =: (w_{ab}) \) is a GOE matrix defined in (1.1) which is independent of \( H_{N} \). We define the time-dependent Green function of the matrix \( H \equiv H(t) \) by
\[
G \equiv G(t, z) := \frac{1}{H(t) - z}, \quad m_{N} \equiv m_{N}(t, z) = \frac{1}{N} N \sum_{v=1}^{N} G_{vv}(t, z).
\]
In view of (2.15), we set
\[
\mathcal{X} \equiv \mathcal{X}(t) := \int_{E_{1}}^{E_{2}} N \text{Im} m_{N}(t, y + it) dy, \quad E_{1} := E - l, \quad E_{2} := 2 + N^{-2/3+\epsilon}.
\]
Recall the local laws in Theorem 2.1 and (2.3). Since \( H(t) \) is continuous in time, we obtain the following local law for \( G(t, z), \)
\[
\max_{i,j} |G_{ij}(t, z) - \delta_{ij} m_{sc}(z)| \leq N^{-1/3+\epsilon}, \quad \text{Im} m_{sc}(z) = O(N^{-1/3-\epsilon}),
\]
uniformly for \( t \in \mathbb{R}^{+} \) and any \( z \in S \) with \( |\text{Re} z - 2| \leq N^{-2/3+\epsilon} \) and \( \text{Im} z = N^{-2/3-\epsilon} \).
Taking the time derivative of $\mathbb{E}[F(\mathcal{X})]$ and using the following rules
\[
\frac{\partial G_{ij}}{\partial h_{ab}} = -\frac{G_{ia}G_{bj} + G_{ib}G_{aj}}{1 + \delta_{ab}}, \quad G_{ij} = G_{ji},
\]  
we have
\[
\frac{d}{dt}\mathbb{E}[F(\mathcal{X})] = \mathbb{E}\left[F'(\mathcal{X}) \sum_{v=1}^{N} \text{Im} \int_{E_1}^{E_2} \hat{h}_{ab}(t) \frac{\partial G_{vv}(y + i\eta)}{\partial h_{ab}} dy \right]
\]
\[
= -\mathbb{E}\left[F'(\mathcal{X}) \text{Im} \int_{E_1}^{E_2} \sum_{a,b=1}^{N} \hat{h}_{ab}(t) [G^2(y + i\eta)]_{ab} dy \right]
\]
\[
= -\mathbb{E}\left[F'(\mathcal{X}) \sum_{a,b=1}^{N} \hat{h}_{ab}(t) \Delta \text{Im} G_{ab} \right],
\]  
where in the last step we used that $\frac{dG(z)}{dz} = G^2(z)$ and the abbreviation
\[
\Delta \text{Im} G \triangleq (\Delta \text{Im} G)(t, E_1, E_2) := \text{Im} G(t, E_2 + i\eta) - \text{Im} G(t, E_1 + i\eta). \tag{2.33}
\]

We use the cumulant expansion formula (see, e.g. Lemma 3.1 in \[16\]).

**Lemma 2.6.** Define the $k$-th cumulant of a real-valued random variable $h$ to be
\[
e^{(k)}(h) := (-i)^k \left( \frac{d^k \log \mathbb{E}e^{ih}}{dt^k} \right)_{t=0}.
\]  
Let $f : \mathbb{R} \to \mathbb{C}$ be a smooth function and denote by $f^{(k)}$ its $k$-th derivative. Then for any fixed $l \in \mathbb{N}$, we have
\[
\mathbb{E}[hf(h)] = \sum_{k=1}^{l} \frac{1}{k!} e^{(k+1)} \mathbb{E}[f^{(k)}(h)] + R_{l+1},
\]  
where the error term satisfies
\[
|R_{l+1}| \leq C_l\mathbb{E}|h|^{l+1} \sup_{|x| \leq K} |f^{(l)}(x)| + C_l\mathbb{E}|h|^{l+1} |h|_\infty \|f^{(l)}\|_\infty, \tag{2.36}
\]
and $K > 0$ is an arbitrary fixed cutoff.

Note that from (2.27) we have
\[
\hat{h}_{ab}(t) = -\frac{e^{-t/2}}{2\sqrt{1 - e^{-t}}} \hat{w}_{ab} + \frac{e^{-t}}{2\sqrt{1 - e^{-t}}} \hat{w}_{ab}, \quad \frac{\partial G_{ij}}{\partial h_{0b}} = e^{-t} \frac{\partial G_{ij}}{\partial h_{ab}}, \quad \frac{\partial G_{ij}}{\partial w_{ab}} = \sqrt{1 - e^{-t}} \frac{\partial G_{ij}}{\partial h_{ab}},
\]  
where $\{\hat{h}_{ab}(0)\}$ and $\{\hat{w}_{ab}\}$ are independent, $e^{(2)}(\hat{h}_{ab}(0)) = e^{(2)}(\hat{w}_{ab}) = N^{-1}$ (a ≠ b), $e^{(2)}(\hat{w}_{aa}) = 2N^{-1}$, $e^{(3)}(\hat{h}_{aa}) = m_2 N^{-1}$ with $m_2$ given in (1.10), and $e^{(k)}(\hat{w}_{ab}) \equiv 0$ for $k \geq 3$. Applying (2.35) on the right side of (2.32) with $h = \hat{h}_{ab}(t)$ given in (2.37), since the second cumulant of the off-diagonal entries $\hat{h}_{ab}$ and $\hat{w}_{ab}$ are matched, we observe the precise cancellations of the resulting second order expansion terms and obtain that
\[
\frac{d}{dt}\mathbb{E}[F(\mathcal{X})] = \frac{1}{N} (m_2 - 2) \sum_{a=1}^{N} \mathbb{E} \left[ \frac{\partial (F'(\mathcal{X}) \Delta \text{Im} G_{aa})}{\partial h_{aa}} \right]
\]
\[+ \sum_{k+1=3}^{2D} \frac{1}{K! N^{(k+1)/2}} \sum_{a,b=1}^{N} s_{ab}^{(k+1)}(t) \mathbb{E} \left[ \frac{\partial^k (F'(\mathcal{X}) \Delta \text{Im} G_{ab})}{\partial h_{ab}^k} \right] + O(N^{-D})
\]
\[= :I_2 + \sum_{k+1=3}^{2D} I_{k+1} + O(N^{-D}), \tag{2.38}
\]
where
\[
s_{ab}^{(k+1)}(t) = e^{- \frac{t}{k+1}} c^{(k+1)}(\sqrt{N}) \hat{h}_{ab}(0), \quad k + 1 \geq 3
\]  
\[.\]
with $c^{(k+1)}(\sqrt{N}b_{0}^{(k)})$ are the $(k + 1)$-th cumulants defined in (2.34) of the normalized matrix entries of the initial matrix $H_N$. Here we truncated the cumulant expansions at the $2D$-th order and the last error term follows from the local law in (2.30) and the moment condition in (1.12).

Using the differentiation rule in (2.31), for any $k \in \mathbb{N}$, we have

$$\frac{\partial F^{(k)}(X)}{\partial h_{ab}} = - \frac{2F^{(k+1)}(X)}{1 + \delta_{ab}} \sum_{v=1}^{N} \text{Im} \left( \int_{E_1}^{E_2} G_{va} G_{vb} dy \right) = - \frac{2}{1 + \delta_{ab}} F^{(k+1)}(X) \Delta \text{Im} G_{ab},$$

with $\Delta \text{Im}$ defined in (2.33). Then the second order term on the right side of (2.38) can be written as

$$I_2 = - \frac{1}{N(N-2)} \sum_{a,b=1}^{N} E \left[ F'(X) \Delta \text{Im} \left( (G_{aa})^2 + (G_{bb})^2 \right) \right].$$

Using the definition of $\Delta \text{Im}$ in (2.33) and the local law in (2.30), we have

$$|I_2| \prec N^{-1/3+\epsilon}E|F'(X)| + N^{-2/3+2\epsilon}E|F''(X)|.$$  

From the definition of the function $F$ in (2.12), all the derivatives of $F$ are uniformly bounded, i.e., for any $k \in \mathbb{N}$, there exist $C_k$ such that

$$\sup_{x \in \mathbb{R}} |F^{(k)}(x)| \leq C_k.$$  

Moreover, the non-vanishing contributions to $F^{(k)}(X)$ come from the event where $X = \text{Tr}_{X_{E-L}} \ast \theta_{\eta}(H) \in [1/9, 2/9]$, thus

$$E[|F^{(k)}(X)|] \leq C_k \mathbb{P} \left( \text{Tr}_{X_{E-L}} \ast \theta_{\eta}(H) \in [1/9, 2/9] \right).$$  

Recall that the inequalities in (2.16) and the rigidity of eigenvalues in (2.9) imply that

$$\# \{j : \lambda_j \geq E \} - N^{-\epsilon/9} \leq \text{Tr}_{X_{E-L}} \ast \theta_{\eta}(H) \leq \# \{j : \lambda_j \geq E - 2l \} + N^{-\epsilon/9},$$

with probability bigger than $1 - N^{-D}$. If $\text{Tr}_{X_{E-L}} \ast \theta_{\eta}(H) \in [1/9, 2/9]$, then the largest eigenvalue $\lambda_N$ lies in $[E - 2l, E]$. Thus we have

$$E[|F^{(k)}(X)|] \leq C_k \mathbb{P} \left( \lambda_N \in [E - 2l, E] \right) + O(N^{-D})$$

$$\leq C_k E \left[ F \left( \text{Tr}_{X_{E-3l}} \ast \theta_{\eta}(H) \right) \right] + O(N^{-D}),$$

where in the last step we used (2.11) and the second inequality in (2.17). Therefore, combining (2.46) with (2.42), we have

$$|I_2| \prec N^{-1/3+\epsilon}E \left[ F \left( \text{Tr}_{X_{E-3l}} \ast \theta_{\eta}(H) \right) \right] + O(N^{-D}).$$  

Similarly, using the differentiation rules in (2.31) and (2.40), the third order term on the right side of (2.38) can be written as a linear combination of the following terms (we ignore the deviation caused by differentiating with diagonal entries in (2.31) and (2.40) for simplicity)

$$\frac{1}{N^2} \sum_{a,b} s_{ab}^{(3)}(t) E \left[ F'(X) \Delta \text{Im} \left( G_{aa} G_{bb} G_{ab} \right) \right],$$

$$\frac{1}{N^2} \sum_{a,b} s_{ab}^{(3)}(t) E \left[ F''(X) \Delta \text{Im} \left( (G_{aa})^2 \right) \right],$$

$$\frac{1}{N^2} \sum_{a,b} s_{ab}^{(3)}(t) E \left[ F'''(X) \Delta \text{Im} \left( G_{ab} \Delta \text{Im} \left( G_{aa} G_{bb} \right) \right) \right],$$

$$\frac{1}{N^2} \sum_{a,b} s_{ab}^{(3)}(t) E \left[ F''''(X) \Delta \text{Im} \left( (G_{ab})^2 \right) \right].$$

For example, the first term above can be estimated using the local law in (2.30) as

$$\frac{1}{N^{3/2}} \sum_{a,b} s_{ab}^{(3)}(t) E \left[ F'(X) \Delta \text{Im} \left( G_{aa} G_{bb} G_{ab} \right) \right]$$

$$= \frac{1}{N^{3/2}} \sum_{a,b} s_{ab}^{(3)}(t) E \left[ F'(X) \Delta \text{Im} \left( m_{aa}^2 G_{ab} \right) \right] + O_{\prec} (\sqrt{N} \Psi^2 |F'(X)|)$$

$$= O_{\prec} \left( (\Psi + \sqrt{N} \Psi^2) E |F'(X)| \right),$$

(2.49)
where in the last step we used the isotropic local law in (2.7) with \( w = N^{-\frac{2}{5}} (s_{a1}^{(3)}(t), s_{a2}^{(3)}(t), \ldots, s_{aN}^{(3)}(t)) \) and \( v = e_a \), i.e.,

\[
\frac{1}{\sqrt{N}} \sum_{b=1}^{N} s_{ab}^{(3)}(t) G_{ab} \sim N^{-1/3+\varepsilon},
\]

(2.50)

uniformly for any \( t \in \mathbb{R}^+ \) and any \( z \in S \) with \( |\text{Re} \ z - 2| \leq N^{-2/3+\varepsilon} \) and \( \text{Im} \ z = N^{-2/3-\varepsilon} \). The other terms in (2.48) can be estimated similarly by power counting using the local law in (2.30). Thus the third order term can be bounded by

\[
|I_3| \sim N^{-1/6+2\varepsilon} E[|F'(X)| + |F''(X)| + |F'''(X)|].
\]

(2.51)

Combining with the estimates in (2.46), we have

\[
|I_3| \sim N^{-1/6+2\varepsilon} E\left[F\left(\text{Tr} \chi_{E-3l} \ast \theta_\eta(H)\right)\right] + O(N^{-D}).
\]

(2.52)

In general, for any fixed \( k + 1 \geq 4 \), the term \( I_{k+1} \) on the right side of (2.38) is given by

\[
I_{k+1} = \frac{1}{N^{(k+1)/2}} \sum_{a,b=1}^{N} \frac{s_{ab}^{(k+1)}(t)}{k!} \sum_{s=0}^{k} \binom{k}{s} \left| \frac{\partial}{\partial h_{ab}} \right|^{k-s} \left( \Delta \text{Im} G_{ab} \right|^{s}.
\]

(2.53)

Since \( \partial/\partial h_{ab} \) and the operation \( \Delta \text{Im} \) in (2.33) commute, using the differentiation rules in (2.31) and (2.40), each resulting term can be written in the following form

\[
\frac{1}{N^{(k+1)/2}} \sum_{a,b=1}^{N} \frac{s_{ab}^{(k+1)}(t)}{k!} \sum_{s=0}^{k} \binom{k}{s} E\left[F'(X) \prod_{i=1}^{l} \Delta \text{Im} \left( \prod_{j=1}^{n_i} G_{x_j^{(i)} y_j^{(i)}} \right)\right],
\]

(2.54)

where \( l \) is an interger \( 1 \leq l \leq k + 1 \), \( \sum_{i=1}^{l} n_i = k + 1 \), and each \( x_j^{(i)} \) and \( y_j^{(i)} \) represents the index \( a \) or \( b \). Using the local law in (2.30), we have

\[
\left| \text{Im} \left( \prod_{j=1}^{n_i} G_{x_j^{(i)} y_j^{(i)}} \right) \right| \sim \left| \text{Im} G_{aa} + \text{Im} G_{bb} + \text{Im} G_{ab} \right| \sim N^{-1/3+\varepsilon}.
\]

(2.55)

Using the definition of \( \Delta \text{Im} \) in (2.33) and the estimates in (2.46), we have from (2.54) that

\[
|I_{k+1}| \sim N^{-\frac{2}{5} - \frac{2}{3} + 1/3+\varepsilon} \sum_{l=1}^{k+1} |F^{(l)}(X)|
\]

\[
\sim N^{-\frac{2}{5} - \frac{2}{3} + 1/3+\varepsilon} E\left[F\left(\text{Tr} \chi_{E-3l} \ast \theta_\eta(H)\right)\right] + O(N^{-D}).
\]

(2.56)

In fact, the additional \( N^{-1/3+\varepsilon} \) factor coming from considering the imaginary part in (2.55) is necessary only for \( k + 1 = 4 \); for \( k + 1 > 4 \), the factor \( N^{-\frac{2}{5} - \frac{2}{3}} \) alone would already be sufficient.

Therefore, combining (2.47), (2.52), (2.56) with (2.38), we have

\[
\frac{d}{dt} E\left[F\left(\text{Tr} \chi_{E-t} \ast \theta_\eta(H(t))\right)\right] \leq N^{-1/6+3\varepsilon} E\left[F\left(\text{Tr} \chi_{E-3l} \ast \theta_\eta(H(t))\right)\right] + O(N^{-D}).
\]

(2.57)

Since the function \( F \) in (2.12) is uniformly bounded by one, we integrate (2.57) over \([0, T]\) where \( T := 100 M^{3/2} \log N \) with \( M \) being fixed as given in Theorem 2.4 and obtain

\[
E\left[F\left(\text{Tr} \chi_{E-t} \ast \theta_\eta(H(t))\right)\right] - E\left[F\left(\text{Tr} \chi_{E-t} \ast \theta_\eta(H(T))\right)\right] = O(TN^{-1/6+3\varepsilon}).
\]

(2.58)

From the definition of \( H(t) \) in (2.27) and the moment condition in (1.12), we have \( \|H(T) - W\|_{\max} \sim N^{-50 M^{3/2}} \) with \( W = H(\infty) \) being the GOE matrix. Here \( \|A\|_{\max} := \max_{ij} |A_{ij}| \) for any \( A \in \mathbb{C}^{N \times N} \). Using \( \|A\|_{\max} \leq \|A\| \leq N \|A\|_{\max} \) and that \( \|G(E + i\eta)\| \leq \frac{1}{\eta} \), \( G(T, z) \) is close to the Green function of the GOE matrix \( W \), denoted by \( G^W \), i.e.,

\[
\|G(T, z) - G^W(z)\| \leq \|G(T, z)(H(T) - W)G^W(z)\| \leq \frac{N}{\eta^2} \|H(T) - W\|_{\max} \sim \frac{N^{7/3+2\varepsilon}}{N^{50 M^{3/2}}},
\]

(2.59)
Since $F$ is a smooth function with uniformly bounded derivatives, we have
\[
\begin{align*}
\left| E\left[ F\left( \text{Tr}X_{E-l} \ast \theta_{\eta}(H(T)) \right) \right] - E^{\text{GOE}}\left[ F\left( \text{Tr}X_{E-l} \ast \theta_{\eta}(H) \right) \right] \right| < \frac{N^{8/3+3\epsilon}}{N50M^{3/2}}.
\end{align*}
\] (2.60)

Therefore, combining (2.58) with (2.60), we obtain an initial estimate
\[
\left| E\left[ F\left( \text{Tr}X_{E-l} \ast \theta_{\eta}(H(0)) \right) \right] - E^{\text{GOE}}\left[ F\left( \text{Tr}X_{E-l} \ast \theta_{\eta}(H) \right) \right] \right| = O\left( T N^{-1/6+3\epsilon} + \frac{N^{8/3+4\epsilon}}{N50M^{3/2}} \right) =: \bar{E}_0,
\] (2.61)

where the second error term is much smaller than the target error in (2.25) for $1 \leq x \leq M (\log N)^{2/3}$.

We remark that the estimate in (2.57) holds true if we replace $E - l$ by $E - (2k + l)l$ for any fixed $k \in \mathbb{N}$. In general, for any fixed $k \in \mathbb{N}$, we have
\[
\frac{d}{dt} E\left[ F\left( \text{Tr}X_{E-(2k+1)l} \ast \theta_{\eta}(H) \right) \right] \leq N^{-\frac{k}{3}+3\epsilon} E\left[ F\left( \text{Tr}X_{E-(2k+3)l} \ast \theta_{\eta}(H) \right) \right] + O(N^{-D}).
\] (2.62)

For $k = 1$, integrating (2.62) as in (2.58)-(2.61) and using the Gaussian estimate in (2.21), we obtain that
\[
\begin{align*}
E\left[ F\left( \text{Tr}X_{E-3l} \ast \theta_{\eta}(H) \right) \right] &= O\left( \bar{E}_0 + x^{-\frac{3}{4}}e^{-\frac{3x}{2}} \right).
\end{align*}
\] (2.63)

Plugging (2.63) into (2.57), we have
\[
\begin{align*}
\left| \frac{d}{dt} E\left[ F\left( \text{Tr}X_{E-l} \ast \theta_{\eta}(H) \right) \right] \right| &= O\left( N^{-1/6+3\epsilon}\bar{E}_0 + N^{-1/6+3\epsilon}x^{-\frac{3}{4}}e^{-\frac{3x^{3/2}}{2}} + \frac{N^{8/3+4\epsilon}}{N50M^{3/2}} \right),
\end{align*}
\]
which further implies as in (2.61) that
\[
\begin{align*}
\left| \left( E - E^{\text{GOE}} \right)\left[ F\left( \text{Tr}X_{E-l} \ast \theta_{\eta}(H) \right) \right] \right| &= O\left( T N^{-1/6+3\epsilon}\bar{E}_0 + T N^{-1/6+3\epsilon}x^{-\frac{3}{4}}e^{-\frac{3x^{3/2}}{2}} + \frac{N^{8/3+4\epsilon}}{N50M^{3/2}} \right).
\end{align*}
\]

In this way, we have improved the initial estimate in (2.61) by an additional factor $T N^{-1/6+3\epsilon}$ with $T = 100M^{3/2}\log N$ plus two irrelevant additive terms much smaller than the target error in (2.25). We can clearly iterate this procedure to gain additional factors $T N^{-1/6+3\epsilon}$ in each step. In order to obtain the target error in (2.25), we start from considering (2.62) for $k = D_0$, where $D_0$ is chosen sufficiently large so that $(T N^{-1/6+3\epsilon})^{D_0-1} \ll x^{-3/4}e^{-3x^{3/2}}$. Since $1 \leq x \leq M (\log N)^{2/3}$ for a fixed $M > 0$, $D_0$ can be chosen a large constant depending on $M$ and $\epsilon$. Performing the above arguments iteratively, we obtain the desired upper bound in Theorem 2.4.

\[\square\]

3. Appendix: Proof of Lemma 1.1

Before giving the proof of Lemma 1.1, we recall some useful properties of the Gaussian ensembles, for references see [2] and [28]. In order to keep consistent with notations used before, we consider the rescaled Gaussian matrix $X_N = \sqrt{\frac{2}{N}} H$ with $H$ defined in (1.1) and (1.2). Denote the eigenvalues of the rescaled matrix $X_N$ by $\nu_j$ in non-decreasing order. The joint eigenvalue density is given by
\[
p(\nu_1, \ldots, \nu_N) = \frac{1}{Z_{N,\beta}} \prod_{1 \leq i < j} |\nu_i - \nu_j|^3 e^{\frac{1}{4} \sum_{i=1}^N \nu_i^2}, \quad \beta = 1, 2,
\] (3.1)

with $Z_{N,\beta}$ being the normalization constant. For $\beta = 2$, the distribution of the eigenvalues is well known to form a determinantal point process. Let $q_k$ be the $k$-th Hermite orthogonal polynomial given by
\[
q_k(x) := (-1)^k e^{x^2} \frac{d^k}{dx^k} e^{-x^2}, \quad \phi_k(x) := \frac{1}{\sqrt{2^k k! \sqrt{\pi}}} e^{-\frac{x^2}{2}} q_k(x).
\] (3.2)

Then the $n$-point correlation function of the eigenvalue process is given by
\[
p_n(\nu_1, \ldots, \nu_n) = \det[K_{N,2}(\nu_i, \nu_j)]_{1 \leq i, j \leq n},
\] (3.3)

where the correlation kernel can be written as (for a reference see e.g., [4])
\[
K_{N,2}(x, y) = \sqrt{\frac{N}{2}} \int_{0}^{\infty} \left[ \phi_N(x + z) \phi_{N-1}(y + z) + \phi_{N-1}(x + z) \phi_N(y + z) \right] dz.
\] (3.4)
Since $X_N = \sqrt{\frac{N}{2}} H$, we have
\[
\mathbb{P}^{\text{GUE}}(\lambda_N > 2 + N^{-2/3} r) = \mathbb{P}(\nu_N > \sqrt{2N} + \frac{r}{\sqrt{2N^{1/6}}}) \leq \mathbb{E}[\# \{ i : \nu_i > \sqrt{2N} + \frac{r}{\sqrt{2N^{1/6}}} \}]
\]
\[
= \int_{\sqrt{2N} + \frac{r}{\sqrt{2N^{1/6}}}}^{\infty} K_{N/2}(x)dx = \int_{r}^{\infty} \tilde{K}_{N/2}(\bar{x})d\bar{x},
\]
where in the last step we changed the variable $x = \sqrt{2N} + \frac{r}{\sqrt{2N^{1/6}}}$ and the rescaled kernel is given by
\[
\tilde{K}_{N/2}(x, y) := \frac{1}{\sqrt{2N^{1/6}}} K_{N/2}(\sqrt{2N} + \frac{x}{\sqrt{2N^{1/6}}}, \sqrt{2N} + \frac{y}{\sqrt{2N^{1/6}}}).
\]
Using the integral form in (3.4), we rewrite it as
\[
\tilde{K}_{N/2}(x, y) = \frac{1}{2\sqrt{2}} \int_{0}^{\infty} [f(x + z)g(y + z) + g(x + z)f(y + z)]dz,
\]
with
\[
f(x) := N^{1/2} \phi_N(\sqrt{2N} + \frac{x}{\sqrt{2N^{1/6}}}), \quad g(x) := N^{1/2} \phi_{N-1}(\sqrt{2N} + \frac{x}{\sqrt{2N^{1/6}}}).
\]
To estimate the function $f$ and $g$, we recall the uniform asymptotics of Hermite polynomials [31]
\[
g_N(\sqrt{2N} + 1t) = (2\pi)^{1/2}(2N + 1)^{N/2+1/6}e^{\frac{1}{2}(2N+1)(t^2-1)}(\frac{t}{t^2-1})^{1/4} \text{Ai}(2N + 1)^{2/3} \xi
\times (1 + O(N^{-1}(1 + t^2)^{-1})),
\]
where
\[
\xi = (3t^2 - 1 - \frac{3}{4}\text{arccosh}t)^{2/3} = 2^{1/3}(t - 1) + O((t - 1)^2), \quad t \geq 1,
\]
\[
\xi = (-3t^2 - 1 + \frac{3}{4}\text{arccosh}t)^{2/3} = 2^{1/3}(t - 1) + O((t - 1)^2), \quad t \leq 1,
\]
and $\text{Ai}$ is the Airy function with the following asymptotic behavior
\[
\text{Ai}(x) \sim e^{-\frac{2}{3}x^{3/2}} \quad x \to \infty.
\]
In view of (3.2) and (3.8), we set $\sqrt{2N + 1t} = \sqrt{2N} + \frac{x}{\sqrt{2N^{1/6}}}$ for any $1 \leq x \leq N^{1/4}$. Then we have $t = 1 + \frac{x}{2N^{1/6}} + O(\frac{1}{N})$ and thus from (3.10)
\[
(2N + 1)^{2/3} \xi = x + O(\frac{1}{N^{1/3}} + \frac{x^2}{N^{2/3}}).
\]
Combining with (3.2), (3.8), and (3.9), using the Stirling approximation, we have
\[
|f(x)| \leq C(\frac{x}{t^2+1})^{1/4} \text{Ai}((2N + 1)^{2/3} \xi) \leq C'x^{-1/4}e^{-\frac{2}{3}x^{3/2}}(1 + O(N^{-1/24})).
\]
The function $g$ can be estimated similarly. We hence obtain from (3.5) and (3.7) that
\[
\mathbb{P}^{\text{GUE}}(\lambda_N > 2 + N^{-2/3} r) \leq \frac{1}{\sqrt{2}} \int_{r}^{\infty} f(x + z)g(x + z)dzdx
\]
\[
= \frac{1}{\sqrt{2}} \int_{r}^{\infty} (s - r)f(s)g(s)ds \leq Cr^{-2}e^{-\frac{2}{3}s^{3/2}}.
\]
This proves Lemma 1.1 in the $\beta = 2$ case.
We next consider the GOE in a similar way. For $\beta = 1$ in (3.1), the resulting eigenvalue process is a Pfaffian point process. In view of (3.5), it suffices to estimate the corresponding one-point correlation function which can be written as (see equation (6.3.8) in [28])
\[
K_{N,1}(x, x) = K_{N,2}(x, x) + \sqrt{\frac{N}{2}} \phi_{N-1}(x) \int_{-\infty}^{\infty} \text{sgn}(x - t)\phi_N(t)dt + \frac{1}{2I_{N-1}}\phi_{N-1}(x)\mathbb{1}_{N=2m+1},
\]
where $K_{N,2}(x, x)$ is the one-point correlation function for $\beta = 2$ given in (3.4), and
\[
I_{2m} := \int_0^\infty \phi_{2m}(t)dt = \frac{2^{\frac{1}{2}} \sqrt{(2m)!}}{\pi^{\frac{1}{4}} 2^m m!} \sim m^{-\frac{1}{4}}, \quad I_{2m+1} := \int_0^\infty \phi_{2m+1}(t)dt = O(m^{-\frac{1}{4}}).
\] (3.14)

For notational simplicity, we only consider the case when $N$ is even, and the odd $N$ case can be estimated similarly. Since $N$ is even, the one point function can be written as
\[
K_{N,1}(x, x) = K_{N,2}(x, x) + \sqrt{2N} \phi_{N-1}(x)I_N - \sqrt{2N} \phi_{N-1}(x) \int_x^\infty \phi_N(t)dt.
\] (3.15)

Changing the variable as in (3.6), the rescaled one point correlation function can be written as
\[
\tilde{K}_{N,1}(x, x) := \tilde{K}_{N,2}(x, x) + N^{1/4}I_N g(x) - \frac{1}{\sqrt{2}} g(x) \int_x^\infty f(s)ds,
\] (3.16)

with $f$ and $g$ given in (3.8). Combining with the estimates in (3.11), (3.12) and (3.14), we have
\[
\mathbb{P}^{GOE}(\lambda_N > 2 + N^{-2/3}r) \leq \int_r^\infty \tilde{K}_{N,1}(x, x)dx \leq Cx^{-3/4}e^{-\frac{3}{8}r^{3/2}}.
\] (3.17)

We hence finished the proof of Lemma 1.1.
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