Infinite deflectometry enabling 2π-steradian measurement range
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Abstract: We present a novel deflectometry implementation termed Infinite Deflectometry. The technique provides a full aperture surface reconstruction sag map of freeform surfaces, including previously challenging to measure optics such as highly convex surfaces. The method relies on the creation of a virtual source enclosure around the tested optic, which creates a virtual 2π-steradian measurement range. To demonstrate the performance, a fast f/1.26 convex optical surface was measured with a commercial interferometer and with the Infinite Deflectometry system. After removing Zernike terms 1 through 37, the metrology tests resulted in absolute RMS surface values of 18.48 nm and 16.26 nm, respectively. Additionally, a freeform Alvarez lens was measured with the new technique and measured 22.34 μm of surface sag RMS after piston, tip/tilt, and defocus had been removed. The result deviated by 488 nm RMS from a profilometer measurement while standard interferometry failed to measure the Alvarez lens due to its non-nulled wavefront dynamic range limitation.
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1. Introduction

While freeform optics provide ever-growing possibilities in designing cutting edge optical systems, their fabrication and metrology remain challenging. Currently, a wealth of fabrication methods exists whose variety provide improved fabrication of freeform surfaces. Such methods include computer numeric controlled (CNC) machining using a diamond tip tool, sub-aperture polishing using a magnetorheological fluid (MRF), molded optics, precision polishing, and more [1–5]. In verifying the freeform shape generated, two commonly utilized non-contact optical metrology methods for a unit under test (UUT) are interferometry and deflectometry [6,7].

Interferometry, which offers high accuracy and precision in surface metrology, requires a null setup to obtain accurate test results of a UUT. Computer generated holograms (CGHs) are increasingly chosen as null components in interferometric tests for their abilities to precisely create a freeform null wavefront, and, in some cases, provide additional alignment features [8,9]. Unfortunately, CGHs can be prohibitively expensive and can only null a designed specific configuration. Alternatively, deflectometry is a non-null test method which has been shown to provide surface metrology accuracy similar to commercial interferometry systems for freeform optics [7,10–12]. The method relies on rays leaving a source, being deflected by a UUT, and then being recorded by a camera. In this way, the local slopes across the UUT are measured, which can be used to reconstruct the surface through integration.

One subset of optics that still is highly challenging to measure is convex optics, both standard in shape as well as freeform. There exist a variety of test methods, including interferometric approaches, swing arm profilometry, and the Hindle test [13–15]. Most methods typically require measuring sub-apertures of the unit, which are then ‘stitched’ together. Great improvements have been made in interferometry algorithms which lead to improved sub-aperture stitching results [14,16–18]. Unfortunately, having an interferometric setup and the required null optic is not always a viable option. Further, spatial sampling of the surface shape can be limited with other metrology techniques such as contact-type...
profilometers, negatively impacting the mid-to-high spatial frequency measurement capability.

While traditional deflectometry has been used as a 3D object reconstruction method for surfaces up to and including weak (i.e., large radius of curvature) convex surfaces, a full aperture optical precision test of a general convex surface has not been achieved. However, there have been successful methods which measure a plano-convex optic in transmission [19], as well as using a unique scanning laser deflectometry system to measure the departure from a sphere of convex aspheric surfaces [20]. The fundamental limitation to testing a surface using traditional deflectometry is satisfying a line of sight condition. When considered in reverse, if a ray from the camera can be traced to a point on the optical surface and, following the law of reflection, passes through the source area, the optical surface slope can be determined at said location. Traditionally, for a concave test using deflectometry, the source and camera will be placed as close to the center of curvature as possible [21,22]. This allows a small area on the source (e.g., small liquid crystal display [LCD] screen) to fully satisfy the line of sight condition. However, as the optical surface transitions from concave towards convex, the source area must increase to satisfy the line of sight condition. One work-around is instead to surround the optical surface with the screen. One implementation of this concept, known as ‘Cavlectometry’, has successfully been used to reconstruct low order surface shapes of objects such as the hood of an automobile and a teapot [23]. In this approach, a projector system was used to project phase-shifted fringes onto the walls of a room in which the tested object sat. The system is thus able to achieve an extremely large source area which encloses the UUT.

An array of projectors is not the only possible method for creating a source enclosure. While a projector array can nicely satisfy the need to create a source enclosure around the UUT, projectors systems suffer from lower resolution, optical aberrations, contrast uniformity, and more [24,25]. This in turn adds uncertainty to the deflectometry system, which can limit reconstruction accuracy. Modern digital displays possess characteristically higher resolution but are also limited by realizable source sizes. In a new configuration, a high-resolution source enclosure may be achieved by seating a UUT atop a precision rotation stage which clocks the UUT, while a digital screen and camera are mounted in place. Here, each clocked position generates a new ‘virtual’ deflectometry system, which is equivalent to rotating a single tilted display and camera about the UUT. By using multiple clocking positions, a series of ‘virtual’ screens can be created which entirely enclose the UUT, creating a tipi-shaped 2π-steradian measurement space. This is the fundamental concept of Infinite Deflectometry (ID).

In this paper we present a novel optical quality deflectometry method which generates a full aperture surface map of a unit under test. The method uses the ‘Cavlectometry’ model as inspiration, but instead creates a source enclosure around the UUT by means of a series of ‘virtual’ high resolution digital displays. This allows for high accuracy testing of fully freeform surfaces, including previously unachieved optical quality full-aperture surface metrology maps of convex surfaces using deflectometry. This method, termed ‘Infinite Deflectometry’, to reflect an ‘infinite’ dynamic range (practically limited by camera line of site), was used to measure both a highly convex spherical optic and an Alvarez lens. Results demonstrate a close match between full-aperture interferometric testing results for the convex spherical optic. Additionally, the Alvarez test results suggest this new branch of deflectometry expands the range of testable surfaces without necessitating a custom null component.

2. Background theory

2.1 Phase shifting deflectometry

Phase shifting deflectometry is a popular metrology method for testing optics [7,21,22,26–29]. The technique calculates the local slopes on a UUT using a camera and a digital display.
The camera is positioned to image the UUT surface. The camera pixels have their 3D location recorded, defined as $x_c$, $y_c$, $z_c$, and the pixels are mapped to the UUT surface. The mapped pixels represent discrete areas on the UUT where the local slopes will be calculated, known as ‘mirror pixels’. The 3D location of the UUT and specifically the precise location of the mirror pixels is determined for the test, defined as $x_U$, $y_U$, $z_U$. The digital source displays a sinusoid pattern in the x and y directions, using a minimum of 3 phase steps. The reflected light is captured by the camera and the recorded wrapped phase is acquired. The phase is unwrapped and the precise location on the source which successfully illuminated every camera pixel corresponding to its mirror pixel is determined. By relating these to the location of the display, the 3D location of the display points corresponding to the camera detector pixels is determined, known as $x_S$, $y_S$, $z_S$. Using these three data matrices, the local slopes in the x and y orthogonal directions of the UUT at the discrete ‘mirror pixels’ are calculated. Finally, the local slopes are integrated, typically using a zonal integration method such as a Southwell integration [30]. In this way, the surface is reconstructed from a deflectometry slope measurement.

2.2 Infinite deflectometry creating virtual source

The deflectometry test method as described is a non-null metrology method. Two key aspects limit the range of surface slopes that the system can practically measure. First, the camera must have a clear line of sight to the area on the UUT that is to be measured. Second, if the camera pixels are traced from the camera to the UUT surface and deflected, following the law of reflection, the rays must pass through the defined source (i.e., screen) area. While the traditional deflectometry method works well for most concave surfaces, as the required source area is small by performing the test near the center of curvature, it struggles to test optical surfaces as they move away from a concave shape. As the UUT surface has a wider range of slopes, typical for freeform surfaces, or as the surface moves towards a flat or convex shape, the required source area to cover the UUT rapidly becomes very large. One workaround proposed is to enclose the UUT with the source [23], thus allowing for testing a wider range of surface slopes. Figure 1 demonstrates the challenges associated with testing a convex surface with a traditional deflectometry setup and how a source enclosure could expand the testable surface range.

A modern LCD is a common source used in a deflectometry setup, desirable for their high resolution and stability. Depending on the system architecture and the optic under test there is a limit to the testable dynamic range of surface slopes for the UUT for given display size and
resolution. The testable dynamic range increases as the size of the display increases, but there is a limit to the size of display that can reasonably be obtained. While a monolithic box-shaped screen which encloses the UUT would be ideal, no such screen exists in practice. Utilizing a projector system is one alternative, but there are significant distortion, uniformity, and mapping challenges associated with projectors, which limit their usability for high precision nanometer scale optical tests.

Instead of increasing the size of the screen, a series of virtual screens has been generated in the Infinite Deflectometry system. In this way, the benefit of a small high-resolution display can be leveraged while at the same time creating a larger source area. To achieve this, a source display is positioned tilted over the UUT, with a camera positioned over the UUT to image the surface. To generate a virtual screen, the UUT is clocked by a fixed angular step, which presents new areas of the UUT to the screen and camera. After a full \(2\pi\) rotation of clocking steps, this can equivalently be thought of as generating a tipi-shaped virtual screen. This process is repeated to create overlapping virtual screens which entirely enclose the optic, thus allowing for the entire range of surface slopes to be tested. It should be noted that the ability to create the virtual screen enclosure is limited by the size of the UUT and the available source. For extremely large UUTs, even the largest commercially available screen will not be able to fully virtually enclose the UUT in the described configuration. Figure 2 demonstrates the setup concept, and how one high-performance screen which can test only a limited area on the UUT can be turned into six virtual screens to enclose the UUT.

![Fig. 2](image.png)

At each clocking position, a deflectometry measurement is performed which covers a partial section of the UUT. After recording the data, the local slopes are calculated for every virtual configuration. This is done by carefully determining the 3D positions of the camera, screen, and UUT in the default unclocked test position, which are described as matrices which contain the individual local x, y, z positions previously discussed and are referred to as \(C_0\), \(S_0\), and \(U_M\) respectively. It should be noted that \(U_M\) represents an accurate model of the UUT whose center position defines the global coordinate system. During processing, for the first clocked testing position, the camera and base screen position matrices are rotated about the UUT optical axis by the amount the UUT was clocked during the test, creating new 3D position matrices. The new virtual camera position matrix is referred to as \(C_1\) and following the phase unwrapping process the local screen positions are correlated to the global screen
position, and the new virtual screen position matrix, $S_1$, is determined. This process is
repeated for every clocking position, which for $N$ clocking positions of the UUT results in a
total of $N$ (0 to $N-1$) camera and source 3D position matrices. When this process is completed,
$N$ deflectometry test data sets exist, and the local slopes for every test are determined. This is
accomplished by tracing the camera pixels for every camera matrix $C_{0:N-1}$ to $U_M$, the UUT
model, to determine the local ray intercept locations. These local ray intercept points, which
are the $x_U$, $y_U$, $z_U$ coordinates for every clocking position, are stored in matrices $U_{0:N-1}$.
Knowing the final ray locations, which are recorded as the $x_S$, $y_S$, $z_S$ in screen matrices $S_{0:N-1}$,
the local slopes on the UUT model for every virtual test system in the global $x$ and $y$
directions are determined and recorded as $X_{0:N-1}$ and $Y_{0:N-1}$ respectively.

To combine the data into cohesive $x$ and $y$ local slope maps of the UUT, a multi-step
process is used. First, due to uncertainty in positioning of components, there exist some
uncertainties associated with the positions determined for all components in the system.
These errors most heavily dominate low spatial frequency shapes, particularly piston, tip and
tilt, defocus, and astigmatism. Therefore, these terms are removed from the local slope maps
by subtracting the mean values of the local slopes and then performing a best fit plane to the
data and subtracting this away as well. In the spatial domain, the mean of the local slopes
represents the tip/tilt (depending on if it is the $x$ or $y$ data) while the plane fit to the data
represents the first derivate of the surface, corresponding to the defocus and astigmatism of
the surface. It is worth mentioning that, fundamentally, this uncertainty can be reduced with
more thorough calibration and higher accuracy hardware components, which broadly is true
for all general stitching metrology system cases.

After this step, the data is combined by performing linear interpolation fitting which takes
the $x$ and $y$ UUT intercept locations and the adjusted local slope data for every test and
generates a single cohesive $x$ and $y$ slope map of the UUT. The $x$ and $y$ slope maps are
generated over a uniform grid. The local slopes were averaged for positions where the ray
intercepts overlapped for two or more sub-aperture local slope measurements. The local slope
maps in the $x$ and $y$ directions of the entire UUT surface are referred to as $T_x$ and $T_y$
respectively. It must be noted that because the subaperture local slope maps have the slopes
determined in the global coordinate system, all subaperture local slope maps are in the same
reference frame. A Southwell integration [30] is then performed on $T_x$ and $T_y$ which results
in a reconstructed surface sag map, referred to as $U_R$. It is important to acknowledge that the
unique value and novelty of the Infinite Deflectometry is in the enhanced dynamic range
enabled by the virtual tipi screen geometry, not in the general stitching performance related
treatments, which has been actively studied and reported by the stitching metrology
community. Figure 3 demonstrates the data processing flow from raw data acquisition to a
full aperture reconstructed surface map.
Infinite Deflectometry uses a traditional deflectometry system in a unique configuration combined with clocking the UUT, which results in $N$ virtual deflectometry system measurement sets, each measuring a subaperture area of the UUT. Each measurement outputs standard deflectometry outputs, resulting in global x,y,z coordinates for every test for the camera ($C_0:N-1$), UUT ($U_0:N-1$), and screen ($S_0:N-1$). Local slope maps in the global x and y directions for all subaperture tests are then determined, called $X_{0:N-1}$ and $Y_{0:N-1}$ respectively. A linear interpolation is used to fit the subaperture slope maps into full aperture x and y slope maps, called $T_X$ and $T_Y$ respectively, which are integrated using a Southwell integration to produce a full aperture reconstructed surface map of the convex UUT, called $U_R$.

This combined hardware and software process represents the Infinite Deflectometry technique. The method was used to test previously unmeasurable surfaces using traditional deflectometry, which demonstrate that the ID method can greatly extend the dynamic range of deflectometry to provide full aperture surface reconstruction of freeform surfaces, including flat or convex optics.

3. Experimental setup and measurements

3.1 Infinite deflectometry hardware configuration

To build and demonstrate the ID system a camera, source, and precision rotation stage were required. We utilized a Point Grey Flea3 camera (Model # FL3-U3-32S2M-CS), which has a 2.5 µm pixel pitch. This camera was utilized as its technical and mechanical data was well specified, and it had a high-resolution detector. For the source an Apple iPad Pro (Model # A1670) was utilized which measured 262.85 × 197.04 mm and had 2732 × 2048 pixels, with a 96.2 µm pixel pitch. The UUT was placed on a custom 3D printed mount, which fit into the rotation stage utilized for the test and centered the optic to the center of the rotation stage. The rotation stage was composed of a Klinger motorized rotary stage (Model # DP179), driven by a Leadshine digital stepper driver (Model # EM402).

The camera was mounted nearly centered above the UUT, while the screen was mounted in front of the UUT, and was tilted, such that the top edge of the screen slightly passed over the center of the UUT. The actual setup is shown in Fig. 3. All components were mounted on a breadboard to maintain position throughout testing. The edges of the camera body and the screen body were measured using a Coordinate Measuring Machine (CMM), accurate to ± 10 µm. Using technical drawings, the pixel positions were located relative to the camera body, while a plane was fit to the screen. The UUT body and center was measured as well, and the center of the UUT served as the global origin (0, 0, 0) coordinate. The z axis was defined as normal to the UUT and pointing up, away from the breadboard. The y axis was defined as pointing toward the screen from the UUT center, and the x axis was orthogonal to the z and y axis.

To determine the camera pointing vectors, a process previously performed was used [31,32]. The process relies on mounting the camera system such that it is pointed at a high precision monitor. The 3D position of the monitor and the camera are measured using a CMM. A line scan is performed on the monitor while the camera records. For every pixel on
the camera, the centroid of the measurement response is determined to precisely calculate which location on the screen was being measured by every camera pixel. The monitor was then translated along the optical axis of the camera and the process was repeated. In doing so, the precise ray vector for every camera pixel between the two screen positions could be calculated, which served as calibration of the camera ray pointing vectors. This process was performed for the camera used prior to it being mounted in the final ID system.

Once the overall assembly and the camera calibration had been performed, the ID system was used for metrology. For every clocking position, a 16-step phase shifting deflectometry (PSD) test was performed. This involved using 8 phase steps in the horizontal and vertical directions (defined by the screen) each. The entire system was shielded during all tests from stray background light by placing a heavy black cloth over the system. After a measurement was performed, the data for the clocking position was saved and then the rotation stage would rotate the UUT to the next clocking position automatically. This process was repeated until a total of $N$ rotations were performed. After all data was collected the local slopes at every clocking position were determined, and full aperture local slope maps in the X and Y directions were calculated using the method described previously. These local slope maps were integrated using Southwell integration and the final reconstructed surface map was acquired.

### 3.2 Fast convex mirror measurement case

To verify the performance of the system, a fast f/1.26 50 mm diameter convex sphere (UUT in Fig. 4) was measured using the ID setup described. Tests using 6, 45, 90, and 180 clocking positions were performed for comparison, which are referred to as ID$_R$ in the results section, where $R$ is the number of clocking positions used, and defines the number of virtual screens which enclosed the UUT. The clocking positions were equally spaced over a full 360° to ensure maximum exposure of the UUT surface to the virtual displays. This was used to determine the as-built reconstruction performance as a function of clocking steps used.

![Fig. 4. A fast f/1.26 convex spherical optic with a 50 mm diameter clear aperture was measured using the Infinite Deflectometry system (a). As a comparison, a Zygo Verifire™ MST interferometer was used to provide an independent measurement of the same optic (b), which measured a maximum 45.29 mm diameter aperture inside of the 50 mm clear aperture. The Infinite Deflectometry system was composed of a camera, source, and the UUT on a rotation stage, and all components were mounted in place and measured using a CMM (c).](image)

The test using a total of 180 clocking positions, whose reconstructed surface map is referred to as ID$_{180}$, served as the pseudo-ideal case representing the sufficient number of
clocking steps. As an independent reference, the optic was measured using a Zygo Verifire™ MST interferometer which provided a comparison sag map. Due to the available reference sphere and the as-manufactured shape of the UUT, the best null configuration tested only a 45.29 mm in diameter aperture inside of the 50 mm full diameter of the optic. This measured area is referred to as INT. In all final comparisons the surface root-mean-square (RMS) data is calculated only in the common 45.29 mm inner circle of the reconstructed sag maps. The raw data images from both setups are shown in Figs. 4(a) and 4(b).

3.3 Alvarez lens measurement case

An Alvarez lens was designed and manufactured from a PMMA 1-inch diameter disk, with the optical surface machined using a diamond turning machine to generate a 6 mm central aperture area inside of the PMMA disk. The ideal optical surface was generated to have 17 µm of Zernike term Z8, which represents horizontal coma, and −17 µm of Zernike term Z10, which represents 45° trefoil. This optic represents one half of an Alvarez lens pair. Due to the non-trivial freeform nature and wide dynamic range in the surface slopes, the full aperture had previously proven very difficult to measure. For example, without a custom nulling component, such as a CGH, the fringe density exceeded the measurable range of a commercial interferometer, as shown in Fig. 5. The ID system was utilized to measure the full 6 mm central aperture, and the surface was reconstructed, referred to as IDAlvarez.

Fig. 5. An Alvarez lens was generated in a 1-inch PMMA disk. The surface was designed to have a 6 mm inner optical aperture which had 17 µm of horizontal coma and −17 µm of 45° trefoil. The surface was measured using the ID system, which measured the full aperture (left), as well using the Zygo Verifire™ MST Interferometer using a reference flat without a custom CGH (right). Without a custom null optic, the fringe density exceeded the measurement capabilities of the interferometer, making it impossible to measure the central optical aperture.

As an alternative reference comparison measurement, a contact-type KLA-Tencor Alpha-Step D-500 profilometer was utilized to measure a surface profile of the Alvarez lens. The profile line was carefully chosen to measure a profile which passed through the middle of the lens and featured primarily the coma terms. A contact force of 10 mg was utilized for the measurement in order to prevent any damage or scratch on the PMMA surface (a trial test was performed with a higher force on a separate PMMA disk and resulted in a scratch on the surface). The height range of the profilometer was limited to a maximum height deviation of 100 µm with the 10 mg force limit. It is for this reason that the profile, which measured the middle of the lens in the horizontal direction was chosen, as this profile would ideally feature heights within the measurement range while also highlighting the part of the unique surface shape of the Alvarez lens. The same profile was taken from the IDAlvarez reconstructed map and compared. For both profiles, the mean values of the measurements were subtracted from the raw data, thereby setting the mean for both data sets to zero for direct comparison.
4. Infinite deflectometry performance

4.1 Metrology results for f/1.26 50 mm diameter convex sphere

For the comparison study, piston, tip/tilt, and defocus, corresponding to standard Zernike terms 1:4, were removed from both the interferometric and ID measurements, as they are blind to those terms. Additionally, more detailed comparisons were made after standard Zernike terms 1:6 were removed, after terms 1:21 were removed, and after terms 1:37 were removed. These are referred to for the ID maps as ID<sub>1:Z</sub> and for the INT map as INT<sub>1:Z</sub>, where Z refers to the highest number of standard Zernike terms removed. Finally, the surface sag root-mean-square (RMS) was calculated for the ID<sub>1:180</sub> and INT<sub>1:Z</sub> maps over the common 45.29 mm circular aperture area of the UUT.

The reconstructed surface maps ID<sub>1:Z</sub>, with Z standard Zernike terms removed and R clocking positions utilized, are presented in Fig. 6. As further clocking steps are utilized in the ID system, improved reconstruction accuracy is achieved. Particularly of note are the high spatial frequencies in the reconstructed sag maps. The stitching error is most clear at high spatial frequencies when few clocking steps were used, such as in ID<sub>1:37</sub> and ID<sub>1:45</sub>. It must be noted that for the as-built hardware used in the ID system presented here, the full test of the optic to gather the measurement data using 180 clocking is ~2 hours and 35 minutes. This does not include processing time. Thus, there is a clear tradeoff between reconstruction accuracy and time of acquisition.

Fig. 6. The infinite deflectometry method utilizes the clocking of the UUT to create a virtual 2π-steradian tipi-shaped source area which enclose the UUT. A deflectometry test is performed at each clocking position, and the local slopes at each clocking are calculated and then stitched together to create a full aperture local slope map of the UUT, which are integrated to generate the total sag map. The process was performed for a fast f/1.26 convex sphere for 6 (1st column), 45 (2nd column), 90 (3rd column), and 180 (4th column) clocking step positions, equally spaced over a full 2π rotation. Stitching errors are apparent for fewer clocking positions, and manifest clearly as Zernike terms 1:4 (1st row), 1:6 (2nd row), 1:21 (3rd row), and 1:37 (4th row) are removed from the surface map.

The reconstructed surface maps generated by the ID metrology with 180 clocking steps, ID<sub>180</sub>, and the Zygo Verifire<sup>TM</sup> MST interferometer, INT, are compared in Fig. 7 as a function of Z standard Zernike terms removed.
Fig. 7. A fast f/1.26 convex mirror UUT was tested using both the Infinite Deflectometry method (top row) which measured the full 50 mm diameter aperture of the UUT and a commercial Zygo Verifire™ MST interferometer (bottom row), which measured a limited measurement area of a 45.29 mm diameter aperture on the UUT. Due to uncertainties in both systems for the UUT piston, tip/tilt, and defocus, Zernike terms 1:4 were removed for both reconstruction maps (1st column). Additionally, to better compare the surface reconstruction across spatial frequencies, Zernike terms 1:6 (2nd column), 1:21 (3rd column), and 1:37 (4th column) were removed for both reconstruction maps.

The surface sag RMS values of the reconstructed maps \( \text{ID}_{180}^{1:Z} \) and \( \text{INT}^{1:Z} \), with Z standard Zernike terms removed, are calculated and reported in Table 1. The values were only calculated over the common 45.29 mm diameter central aperture, to match the 45.29 mm diameter aperture measured by the interferometer.

| Zernike Terms Removed | Surface RMS (nm) |
|-----------------------|------------------|
| 1:4 Removed           | 462.04           |
| 1:6 Removed           | 447.69           |
| 1:21 Removed          | 53.71            |
| 1:37 Removed          | 18.48            |

The \( \text{ID}_{180}^{1:Z} \) and \( \text{INT}^{1:Z} \) maps showed close agreement across spatial frequencies. Additionally, the RMS surface sag values were very similar. However, due to the overlapping areas tested and the slope stitching, it appears that the ID process performs a slight smoothing process in the reconstructed map. Additionally, some error inherent in phase-shifting deflectometry systems may be negatively impacting the reconstruction accuracy in the infinite deflectometry test. These errors, including positioning uncertainty, have been well explored for PSD based deflectometry measurements [29,33] although a more complete follow up study is required to fully understand the unique errors sources to the infinite deflectometry configuration. Finally, the ID process was readily able to achieve a full aperture reconstruction of the highly convex f/1.26 50 mm diameter optic, demonstrating increased testing capabilities for deflectometry.

4.2 Metrology results for Alvarez lens surface

The reconstructed map of the 6 mm optical area of the Alvarez lens as measured by the ID system, \( \text{ID}_{\text{Alvarez}} \), and a comparison theoretical (i.e., designed) surface map are given in Fig. 8. Additionally, the height profile as measured by the KLA-Tencor Alpha-Step D-500 profilometer, \( S_P \), and the height of the same profile taken from the \( \text{ID}_{\text{Alvarez}} \) map, \( S_{\text{ID}} \), are reported.
Fig. 8. An Alvarez lens represents a highly freeform surface which presents a unique metrology problem. Using a diamond turning machine a 6 mm diameter Alvarez lens with 17 µm of horizontal coma and −17 µm of trefoil was designed (top right) and manufactured. The final surface generated was measured using the Infinite Deflectometry system with 180 clocking positions (top left). To cross-check the measured data performance, a KLA Alpha-Step D-500 profilometer was used to measure a profile of the optic, shown as a black line in the surface map (top left). The surface height of the profile from the ID measurement, and the profilometer were compared (bottom left) and the difference was calculated (bottom right).

Standard Zernike terms 1:37 were fit to the ID Alvarez map, and the designed term values (i.e., ideal surface) are compared in Fig. 9. The RMS surface deviation from ideal design was 2.75 µm with Zernike terms 1:4 removed, 1.78 µm with terms 1:8 removed, 178 nm with terms 1:21 removed, and 160 nm with terms 1:37 removed.

Fig. 9. Using a CNC diamond turning process, a 6 mm diameter Alvarez lens was generated on a PMMA disk and measured. The infinite deflectometry surface map was fitted with standard Zernike terms 1:37 (black bars). This was compared to the Zernike terms representing the design values (checked bars).
The Infinite Deflectometry system was able to achieve a full aperture surface reconstruction of the Alvarez lens, a 6 mm diameter freeform generated in a PMMA disk. The surface had \(~148\) \(\mu\)m PV of surface height variation over it. The reconstructed map was similar to the ideal surface, however, the measurement reported small amounts of Zernike terms \(Z_5, Z_6,\) and \(Z_9,\) which represent vertical and 45-degree astigmatism and vertical trefoil respectively. Additionally, the magnitude of \(Z_8\) and \(Z_{10}\) in the reconstructed surface did not exactly match the designed surface. This is not unexpected for the manufacturing tolerance of machining performed for the surface. For an independent verification, a profilometer measurement of a profile of the surface was in close agreement to the same slight from the reconstructed ID surface, with \(488\) nm RMS difference.

5. Conclusion

While deflectometry historically has provided a powerful non-null metrology method for measuring concave optics, convex and even large flat optics have proven challenging to measure. This is due to the requirement that the source area in a deflectometry test must be large enough to allow for some light from the source to be collected by the camera, after it is deflected by the UUT. For flat to convex optics, or highly freeform optics, extremely large source areas are required to measure the full UUT area. As an alternative, we have presented Infinite Deflectometry, which utilizes a standard camera and digital display, along with a precision rotation stage which the UUT is placed upon, to create a series of virtual sources, thereby expanding the dynamic range of the slope measurement. When taken together, these virtual screens create a tipi shaped source which completely encloses the UUT and allows for testing a ‘infinite’ range of surface slopes.

A demonstration system successfully produced a high accuracy full aperture surface reconstruction map results of a highly convex \(f/1.26\) 50 mm diameter spherical optic, as well as testing a highly freeform Alvarez lens. The ID method represents another deflectometry system modality which extends the measurement capabilities of the deflectometry technique. We do not claim the ID method is superior to other precision metrology techniques such as interferometry. Instead, our goal is to improve the fundamental deflectometry technique to provide more value to the optics metrology community by providing multiple options and cross-checking metrology solutions.
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