Hybrid cavity mechanics with doped systems
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We investigate the dynamics of a mechanical resonator in which is embedded an ensemble of two-level systems interacting with an optical cavity field. We show that this hybrid approach to optomechanics allows for enhanced effective interactions between the mechanics and the cavity field, leading for instance to ground state cooling of the mechanics, even in regimes, like the unresolved sideband regime, in which standard radiation pressure cooling would be inefficient.
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I. INTRODUCTION

Functionalizing mechanical resonators in order to enhance their response to electromagnetic fields has enabled numerous applications such as force sensing in metrology or signal transduction and storage in telecommunication sciences. With the recent advances in the field of quantum optomechanics \cite{1}, hybrid opto- or electromechanical architectures interfacing atom or atomic-like systems with mechanical resonators represent an interesting platform for investigating the coupling of electromagnetic fields with mechanical motion at the quantum level. The rich nature of interactions between electromagnetic radiation, atomic systems and mechanics can be exploited for enhanced state preparation, readout or transfer between disparate physical systems \cite{2,3}. Various hybrid interfaces have been studied, in which single atoms or molecules \cite{4-9}, cold atomic ensembles \cite{10,12,14}, quantum dots \cite{23,25}, NV centers \cite{26,30}, defects \cite{31}, artificial superconducting atoms \cite{52,54}, can interact with movable mirrors, membranes, cantilevers, nanobeams, etc.

A prototypical hybrid optomechanical system, as considered e.g. in \cite{5,9,12,14}, consists in a single optical mode coupled, on the one hand, to a single mechanical mode via radiation pressure and, on the other hand, to a single (or ensemble of) two-level system (TLS). The interaction of a TLS with the field of the optical resonator indirectly modifies the optomechanical response of the mechanics, which may allow for enhanced optical mechanical cooling, coherent atom-photon-phonon interactions or the generation of multipartite nonclassical states.

We propose here an alternative hybrid optomechanics approach in which an ensemble of TLS which interacts with an optical cavity field is embedded directly into a macroscopic mechanical resonator. We show that the TLS effectively mediate interactions between the cavity field and the mechanics, which may result, for instance, in efficient cooling of the mechanics to the ground state, even in the unresolved sideband regime where standard radiation pressure cooling would be inefficient.

This approach may have several advantages: on the one hand, the TLS can provide narrow resonances and, thereby, a sharper dispersive optomechanical response for the mechanics. On the other hand, their integration into a massive resonator allows for operation in a highly-localized regime with respect to the optical field spatial period, and consequently, an enhanced light-matter interaction. This localization may allow e.g. for the generation or detection of large quantum superposition states \cite{29,30}. Fundamentally, this strategy thus potentially paves the way towards the realization of novel types of hybrid optomechanical interactions which can be exploited to extend the degree of control of the mechanics. Practically, it is naturally implementable for a wide range of resonators, such as nanomembranes, microspheres or cantilevers, and particularly relevant for resonators whose direct coupling to light via radiation pressure is weak.

The paper is outlined as follows: Sec. II presents the model, the effective interaction Hamiltonian and the calculation of the steady state covariance matrix following a standard linearized treatment. In Sec. III an analytical derivation of the effective mechanical susceptibility and noise terms affecting the mechanics is provided, followed by a discussion of various regimes of interest and numerical results.

II. MODEL

We consider the situation depicted in Fig. 1, in which a flexible membrane with thickness smaller than the relevant optical wavelengths is positioned inside an optical cavity \cite{35}. Owing to its intrinsic elastic properties and the boundary conditions imposed by the clamping geometry, the membrane exhibits a set of normal modes, denoted by the index \(s\), with effective frequencies \(\omega_{s}\), effective masses \(m_{s}\) and displacement fields \(u_{s}(\mathbf{r})\). We consider its motion along the (cavity) \(x\)-axis and denote the transverse position in the \((y,z)\)-plane by the vector \(\mathbf{r}\). After quantization, a general displacement operator in the direction of interest \(x\) can be expanded in terms of normal modes

\[
\hat{x}(\mathbf{r}) = \sum_{s} x_{r_{0}}^{s} u_{s}(\mathbf{r}) \hat{b}_{s} + \hat{b}_{s}^{\dagger},
\]
is much larger than the dopant linewidth tailored to fit vibrational patterns of the membrane and/or doped with two-level quantum emitters (TLS) consisting of a vibrating membrane inside an optical cavity and/or an ensemble $N$ atoms described by a collective spin operator $\hat{S}^{(0)}$. The second term, linear in the position operator, takes the form

$$\sum_{n,a} g_0 (\hat{S}^{(1,s,n)}_{a \dagger} \hat{a}_n + h.c.) (\hat{b}_s + \hat{b}_s^\dagger),$$

where, for each vibrational mode, the overlap between the doping pattern, the field mode spatial structure and the vibrational mode transverse oscillation profile defines the addressed collective spin operators.

**A. Simplified model**

Such a hybrid optomechanical system provides in principle a multitude of operational points defined by diverse mechanical and field mode patterns. We will now restrict our investigations to the situation where the membrane doping pattern matches a chosen vibrational mode. The cavity mode at frequency $\omega_c$ is driven optically via the side mirror with a laser of amplitude $\eta$ and frequency $\omega$. Moreover, we assume a weak driving of the TLS ensemble, which allows us to perform the usual linearization via the Holstein-Primakoff transformation $\hat{S}_z = -N/2 + \hat{c}^\dagger \hat{c}$ and $\hat{S}_- = \sqrt{N} \hat{c}$. In this simplified picture the interaction Hamiltonian reads ($\hbar = 1$)

$$H_{\text{int}} = g(\hat{q}, q_0)(\hat{a}^\dagger \hat{c} + \hat{a} \hat{c}^\dagger),$$

where the position dependent coupling $g(\hat{q}, q_0)$ includes the overlap integrals in Eq. (2) and is written in terms of the position quadrature $\hat{q} = (\hat{b} + \hat{b}^\dagger)/\sqrt{2}$. The collective coupling scales as $g_0 \sqrt{N}$, where $N$ represents the effective number of emitters involved in the interaction, given by the overlap integrals previously discussed. The free evolution (in a frame rotating at $\omega$) is governed by

$$H_0 = \frac{1}{2} \omega_m (\hat{p}^2 + \hat{q}^2) + \Delta_c \hat{a}^\dagger \hat{a} + \Delta_n \hat{c}^\dagger \hat{c},$$

where $\hat{p} = i(\hat{b}^\dagger \hat{b} + \hat{b} \hat{b}^\dagger)/\sqrt{2}$ and $\Delta_c = \omega_c - \omega$, $\Delta_n = \omega_n - \omega$ are the cavity and atomic detunings and $\omega_m$ the mechanical frequency (Fig. 1) and the conventions $[\hat{a}, \hat{a}^\dagger] = [\hat{c}, \hat{c}^\dagger] = 1$ and $[\hat{q}, \hat{p}] = i$ are used. The driving Hamiltonian is

$$H_L = i n (\hat{a}^\dagger - \hat{a}).$$

For a complete description of the dynamics the dissipation channels have to be accounted for. These consist of i) losses owing to the mechanical coupling to thermal environment at a rate $\gamma_m$. ii) cavity losses of

where $\hat{b}_s$ is the phonon annihilation operator for mode $s$, while its effective mass is given by $m_s = \rho \int d^2 r |u_s(r)|^2$ (assuming constant surface density $\rho$). The zero-point amplitude is defined as $x_{\text{ppm}} = \sqrt{\hbar / (m_s \omega_s)}$. For typical membranes vibrating at MHz frequencies with $\approx$ng effective mass it is of the order of fm and one can reasonably assume localization deep into the Lamb-Dicke limit even at room temperature.

We consider a poorly reflecting membrane whose dispersive optomechanical coupling with the cavity field is weak [this point is discussed further in Sec. IIIF]. We assume however that it is patterned with an ensemble $N$ two-level emitters whose density is low enough such the bare mechanical properties of the membranes are unchanged, but which interacts with the cavity field with the dynamics described by the standard Tavis-Cummings interaction. The $N$ two-level systems, with internal transition described by Pauli operators $\hat{S}^{(j)}_{z} = \hat{S}^{(j)}_{+} - \hat{S}^{(j)}_{-}$, are located at a set of positions $\{r_j, x_j\}$, with $j$ from 1 to $N$, according to a surface distribution function $h(r)\delta(r - r_j)$; in principle, they can interact with a multitude of cavity field modes with annihilation operators $\hat{a}_n$, frequency $\omega_n^{(n)}$ and spatial structure assumed of the form $f_n(r)t(x)$. The Tavis-Cummings interaction can then be written as

$$H_{\text{int}} = \sum_{n,j} \int dr_0 \left[ f_n(r) h(r) t(\tilde{x}(r)) \sigma^{(j)}_+ \hat{a}_n + h.c. \right] \delta(r - r_j),$$

where $g_0 = \sqrt{\hbar \omega_m^{(n)}/2\epsilon_0 V}$ is the vacuum Rabi frequency, $d$ is the transition dipole moment, $\epsilon_0$ the permittivity of the vacuum and $V$ the quantization volume.

Let us assume a fixed equilibrium position $x_0(r)$ of the membrane and look at the coupling of its vibrations along the $x$-axis to the light field via the TLS. One can perform the following expansion of any function of position: $t(\tilde{x}(r)) \simeq t(x_0(r)) + t'(x_0(r)) \tilde{x}(r) + \ldots$. The integral $\hat{S}^{(0,n)}_+ = \sum_{j} \int dr f_n(r) h(r) t(x_0(r)) \delta(r - r_j) \hat{S}^{(j)}_+$ and its hermitian conjugate are identified as the static contribution to the interaction due to the presence of collective spin operators $\hat{S}^{(0,n)}_+$ and $\hat{S}^{(0,n)}_-$, while the dynamical contribution involves the collective operators $\hat{S}^{(1,s,n)}_+ = \sum_{j} \int dr f_n(r) h(r) t'(x_0(r)) u_s(r) \hat{S}^{(j)}_+$ and its hermitian conjugate $\hat{S}^{(1,s,n)}_-$. The first part of the Hamiltonian simply describes the static atom-light interaction situation, $\sum_n g_0 (\hat{S}^{(0,n)}_+ \hat{a}_n + h.c.)$, for a collection of $N$ atoms described by a collective spin operator $\hat{S}^{(0)}_+$. The second term, linear in the position operator, takes the form $\sum_{n,a} g_0 \beta_n (\hat{S}^{(1,s,n)}_+ \hat{a}_n + h.c.) (\hat{b}_s + \hat{b}_s^\dagger)$, where, for each vibrational mode, the overlap between the doping pattern, the field mode spatial structure and the vibrational mode transverse oscillation profile defines the addressed collective spin operators.
functions at a rate $\kappa$ and iii) TLS decay at a rate $\gamma$. The corresponding Liouvillians are $\mathcal{L}_0[\rho] = \Gamma_0 D_0[\rho] = \Gamma_0(\hat{O}\rho\hat{O}^\dagger - \hat{O}^\dagger\hat{O}\rho - \rho\hat{O}\hat{O}^\dagger)$ with $\hat{O}$ and $\Gamma_0$ standing for the collapse operators $\hat{a}, \hat{b}, \hat{c}$ and their associated loss rates $\kappa, \gamma_m$ and $\gamma$, respectively.

We furthermore assume a linear optomechanical coupling, i.e.
\[
g(\hat{q}, q_0) = g^{(0)} + g^{(1)} \hat{q}
\]
where the static and linear couplings are $g^{(0)} = g_0 \sqrt{N} \sin(kq_0)$, $g^{(1)} = g_0 \sqrt{N} \beta_{\text{NL}} \cos(kq_0)$ with $\beta_{\text{NL}} = k x_{\text{ppm}}$, the Lamb-Dicke parameter and $\beta$ a geometrical factor coming from the overlap integrals previously defined. We choose a position $q_0$ of the membrane in the cavity such that both $g^{(0)}$ and $g^{(1)}$ are non-zero.

B. Equations of motion

Adding dissipation to the full Hamiltonian evolution given by Eqs. (3,4,5) yields the following Heisenberg-Langevin equations of motion
\[
\dot{\hat{a}} = - (\kappa + i\Delta_c)\hat{a} - i(g^{(0)} + g^{(1)} \hat{q})\hat{c} + \eta + \hat{a}_{in} \\
\dot{\hat{c}} = - (\gamma + i\Delta_c)\hat{c} - i(g^{(0)} + g^{(1)} \hat{q})\hat{a} + \hat{c}_{in} \\
\dot{\hat{p}} = - \gamma_m \hat{p} - \omega_m \hat{q} - g^{(1)}(\hat{a}^\dagger \hat{c} + \hat{c}^\dagger \hat{a}) + \xi \\
\dot{\hat{q}} = \omega_m \hat{p}
\]
where the field, atomic and mechanical input noise terms, $\hat{a}_{in}, \hat{c}_{in}$ and $\xi$, are zero mean-valued and have correlation functions $\langle \hat{a}_{in}(t)\hat{a}_{in}^\dagger(t') \rangle = 2\kappa \delta(t - t')$, $\langle \hat{c}_{in}(t)\hat{c}_{in}^\dagger(t') \rangle = 2\gamma \delta(t - t')$ and $\langle \xi(t)\xi(t') \rangle = \gamma_m(1 + 2n_m)\delta(t - t')$, respectively. For the thermal noise term, the standard Ohmic bath approximation has been made and $n_m$ represents the initial thermal occupation number of the mechanical mode considered.

C. Steady state and linearized equations

Denoting by $\hat{O} = \langle \hat{O} \rangle$ the steady state value of $\hat{O}$, and using $\hat{c}_{in} = 0, \hat{a}_{in} = 0$ and $\xi = 0$, one obtains the steady state mean values by solving the following set of equations
\[
0 = - (\kappa + i\Delta_c)\bar{a} - i(g^{(0)} + g^{(1)} \bar{q})\bar{c} + \eta + \bar{a}_{in} \\
0 = - (\gamma + i\Delta_c)\bar{c} - i(g^{(0)} + g^{(1)} \bar{q})\bar{a} \\
0 = - \omega_m \bar{q} - g^{(1)}(\bar{a}^\dagger \bar{c} + \bar{c}^\dagger \bar{a})
\]
which gives
\[
\bar{c} = - \frac{i(g^{(0)} + g^{(1)} \bar{q})}{\gamma + i\Delta_c} \bar{a} \equiv - \frac{ig}{\gamma + i\Delta_c} \bar{a}
\]
where, in order to make the connection with the standard cavity QED settings, we included the mean position shift in an effective atom-light coupling $g = g^{(0)} + g^{(1)} \bar{q}$. Typically, $g^{(1)}$ is small enough so that $g \approx g^{(0)}$ actually represents the standard collective coupling rate for a superemitter localized at position $q_0$. For not too high intracavity photon numbers, one can also reasonably assume that the optical spring-induced modification of the mechanical frequency is such that $\omega_m > 2g^{(1)}|\bar{q}|^2 \Delta_a/(\gamma^2 + \Delta_a^2)$. The mean position shift is then given by
\[
\bar{q} = \frac{2g^{(1)}|\bar{q}|^2 \Delta_a}{\omega_m - \Delta_a \Delta_a^* / (\gamma^2 + \Delta_a^2)}
\]
where we defined $G = g^{(1)} \bar{a}$ in analogy with the enhanced optomechanical coupling in the standard dispersive optomechanics in the linearized regime (see Sec. II E). $\bar{a}$ is solution of
\[
[\kappa + i\Delta_c + g^2 \Delta_a / (\gamma + i\Delta_a)] \bar{a} = \eta.
\]
Without loss of generality one can assume $\bar{a}$ real and positive. Let us note that, at high optomechanical coupling strengths, the previous equation may give rise to multi-stable solutions for the intracavity field photon number, since $g$ depends on $\bar{a}$ through $\bar{q}$. We assume in the following that we operate outside of this instability regime.

Assuming these static stability conditions met, we proceed with the usual linearization around steady state by decomposing each observable as the sum of its steady state mean values and its fluctuations $\hat{\phi} = \hat{\phi} + \hat{o}$. Neglecting second order terms for the fluctuations, we obtain
\[
\dot{\hat{a}} = - (\kappa + i\Delta_c)\hat{a} + G \frac{g}{\gamma + i\Delta_a} \hat{a} + a_{in} \\
\dot{\hat{c}} = - (\gamma + i\Delta_c)\hat{c} + g a - iG \hat{q} + c_{in} \\
\dot{\hat{p}} = - \gamma_m \hat{p} - \omega_m \hat{q} - G \left[ c + \frac{ig}{\gamma - i\Delta_a} a + \text{h.c.} \right] + \xi \\
\dot{\hat{q}} = \omega_m \hat{p}
\]
The dynamic stability of the system can thus be determined by examining the eigenvalues of the evolution matrix
\[
[A] = \begin{pmatrix}
-\gamma & \Delta_c & 0 & g & 0 & 0 \\
-\Delta_c & -\gamma & -g & 0 & -\sqrt{2}g & 0 \\
0 & g & -\kappa & \Delta_c & 0 & -\sqrt{2}g/\gamma + \Delta_c^2 \\
-g & 0 & -\Delta_c & -\kappa & g \Delta_a / (\gamma + \Delta_a^2) & 0 \\
0 & 0 & 0 & 0 & 0 & \omega_m \\
-G \sqrt{2} & 0 & -iGg / (\gamma + \Delta_a^2) & iGg / (\gamma + \Delta_a^2) & -\omega_m & -\gamma_m
\end{pmatrix}
\]
expressed in the basis of the quadratures ($X, Y, x, y, q, p$), where $X = (c + c^\dagger)/\sqrt{2}$, $Y = i(c^\dagger - c)/\sqrt{2}$, $x = (a + a^\dagger)/\sqrt{2}$, $y = i(a^\dagger - a)/\sqrt{2}$. When the real part of each eigenvalue is strictly negative the system is stable and the steady state covariance matrix of the system, $[V]$, can be calculated by solving the Lyapunov equation
\[
[A][V] + [V][A]^\dagger = -[D]
\]
where \( [D] = \text{diag} [\gamma, \gamma, \kappa, \kappa, 0, \gamma_m (1 + 2 n_m)] \) is the diffusion matrix.

D. Effective mechanical susceptibility, noise spectrum and final occupation number for the mechanics

In order to get some more insight into the dynamics of the system we analytically derive the effective mechanical susceptibility and the effective noise terms for the mechanics. To do so, we Fourier transform eqs. (17-20) and, after some algebra, obtain the expression of the Fourier transform of the position fluctuations \( q(\omega) \)

\[
\chi_m(\omega)^{-1} q(\omega) = \Lambda(\omega) c_i n + \Lambda^*(\omega) c_i n + \Upsilon(\omega) a_i n + \Upsilon^*(\omega) a_i n^\dagger + \xi
\]

where \( \chi_m(\omega)^{-1} \) is the effective mechanical susceptibility

\[
\chi_m(\omega)^{-1} = \chi_m(\omega)^{-1} + \Theta(\omega) + \Xi(\omega)
\]

with

\[
\chi_m(\omega)^{-1} = (\omega_m^2 - \omega^2 - i \gamma_m \omega) / \omega_m
\]

\[
\Theta(\omega) = -2 G^2 \Delta_a \gamma / (\gamma - i \omega)^2 + \Delta_a^2
\]

\[
\Xi(\omega) = -G^2 [\chi_c(\omega) A(\omega) + \chi_c^*(\omega) A^*(\omega)]
\]

\[
\chi_c(\omega)^{-1} = \kappa + i \Delta_a - i \omega + \frac{g^2}{\gamma + i \Delta_a - i \omega}
\]

\[
A(\omega) = \frac{i g^2}{\gamma^2 + \Delta_a^2} (2 \gamma + 2 i \Delta_a - i \omega)(2 i \Delta_a - i \omega)
\]

\[
B(\omega) = \frac{2 i \Delta_a - i \omega}{\gamma + i \Delta_a - i \omega}
\]

Eq. (23) shows that the mechanical oscillator fluctuations are given by the product of the effective susceptibility and the sum of fluctuations arising from three uncorrelated noise terms coming from the atoms, the incoming field and the coupling with the thermal reservoir, respectively. One can compute the steady state noise spectrum of the position observable by

\[
S_q(\omega) = |\chi_m(\omega)|^2 \left[ 2 \gamma |\Lambda(\omega)|^2 + 2 \kappa |\Upsilon(\omega)|^2 + \gamma_m (1 + 2 n_m) \right]
\]

As a figure of merit for cooling we will consider the final occupation number in the mechanics obtained by integration of the noise spectrum of the position observable

\[
n_f = \Delta q^2 - \frac{1}{2} = \int \frac{d\omega}{2\pi} S_q(\omega) - \frac{1}{2}
\]

Note that, strictly speaking, this occupation number should be defined as \((\Delta q^2 + \Delta p^2 - 1)/2\) [36], but, for the situations we will consider, the difference is negligible.

E. Standard dispersive radiation pressure optomechanics

Before exploring the dynamics of the doped system in various parameter regimes it is interesting to briefly recall the results for the standard radiation pressure optomechanics in the dispersive regime. Starting from the Hamiltonian \( H_{OM} = G_{OM} \hat{a} \hat{q} + \text{assuming a weak single-photon optomechanical coupling } G_{OM} \), the same linearization approach would yield an effective mechanical susceptibility \( \chi_m^{OM}(\omega) = \chi_m(\omega)^{-1} - \frac{2 G_{OM}^2 \Delta_c}{(\kappa - i \omega)^2 + \Delta_c^2} \) (35)

with \( G_{OM} = G \hat{a} \). For a high mechanical quality factor, the mechanics noise spectrum is still approximately that of a harmonic oscillator, but with an effective mechanical damping modified by the radiation pressure

\[
\gamma_m \rightarrow \gamma_m + \frac{2 G_{OM}^2 \Delta_c}{(\kappa - i \omega_m)^2 + \Delta_c^2}
\]

In the good cavity limit, \( \kappa \ll \omega_m \), driving the mechanics on the red sideband \( (\Delta_c = \omega_m) \) gives cooling of the mechanics with a rate \( \Gamma = G_{OM}^2 / \kappa \), while being resonant with the blue sideband can give rise to self-oscillations when \( G_{OM}^2 \gg 2 \kappa \gamma_m \). In the bad cavity limit, \( \kappa \gg \omega_m \), cooling is optimum for \( \Delta_c \sim \kappa / \sqrt{3} \), while self-oscillations also occur as soon as \( G_{OM}^2 \gg 2 \kappa \gamma_m \) for \( \Delta_c \sim -\kappa \). Ground state cooling is possible in the good cavity limit where, for \( \Delta_c = \omega_m \) and neglecting second order terms in \( (\kappa / \omega_m)^2 \), the final occupation number is given by

\[
n_f = \frac{\gamma_m}{\gamma_m + \Gamma} n_m
\]

F. Doped versus radiation pressure optomechanics

In principle, both the dopant-mediated coupling and the radiation pressure forces can affect the mechanics of the semi-transparent membrane. It is thus interesting to compare their magnitude in the linearized regime considered here. For a membrane with amplitude reflectivity coefficient \( r \), the single-photon optomechanical coupling in the standard dispersive optomechanics scenario discussed in the previous section is given by \( G = r (\omega/L) x_{zpm} \), where \( L \) is the cavity length. Including the term arising from the Hamiltonian \( H_{OM} \) in the dynamical equation for the intracavity field fluctuations \( [17] \) would modify it to

\[
\dot{a} = - (\kappa + i \Delta_c) a + \left[ \frac{G}{\gamma + i \Delta_a - i G_{OM}} \right] q + a_i n
\]

\[
\dot{a} = - (\kappa + i \Delta_c) a + \frac{G}{\gamma + i \Delta_a - i G_{OM}} (q + a_i n)
\]
where \( G = g^{(1)} \tilde{a} \) and \( G_{OM} = G_0 \tilde{a} \). Anticipating on the results in the next section, we set \( \Delta_a = 0 \) and compare the ratio of the modulus of the two terms in the square brackets: \((Gg/\gamma)/G_{OM}\), which essentially gives the ratio of the magnitude of the two optomechanical forces. Recalling that \( g^{(1)} \sim \gamma L D / \beta \sim g(\omega/c)x_{pm} \beta \) and assuming \( \beta \sim 1 \), this ratio becomes \[
\frac{gG/\gamma}{G_{OM}} \sim \frac{g^2 L}{\gamma c} = \frac{\alpha}{r}
\] (39)
where \( \alpha = g^2 L/(\gamma c) = \frac{3}{2} \lambda^2 \pi^2 N \) is the single-pass optical depth of the dopant ensemble (\( S \) being the beam cross section). This simple order of magnitude estimate shows that the doped optomechanical force can dominate over the dispersive radiation pressure force for poorly reflecting membranes and optically dense dopant.

In the following we will compare the effect of these forces acting separately on the mechanics, the extension to the situation where both forces simultaneously play a role being straightforward.

### III. RESULTS

#### A. Effective resolved sideband cooling with good dopant

Of particular interest is a dopant having a narrow resonance as compared to the cavity linewidth and the mechanical frequency, as it can allow for effective resolved sideband cooling of the mechanics.

For a bad cavity, i.e. for a cavity field decay rate \( \kappa \) much larger than the other relevant frequencies and rates, the field susceptibility \( \chi_c(\omega) \) is small, which means that one can neglect \( \Xi(\omega) \) in Eq. (24), and the effective mechanical susceptibility is dominated by the atomic response \( \Theta(\omega) \). The expression of \( \Theta(\omega) \) [Eq. (26)] is formally identical to the field response in the standard theory for dispersive radiation pressure optomechanics, with the atoms replacing the field [i.e. replacing \( \Delta_e \) by \( \Delta_a \) and \( \kappa \) by \( \gamma \) in Eq. (35)]. Indeed, for \( \gamma, g \ll \omega_m \ll \kappa \) and neglecting \( \Xi(\omega) \), driving the mechanics on the red sideband \( \Delta_n = \omega_m \) gives rise to optomechanical cooling with a rate \( \Gamma = G^2/\gamma \) and a cooling limit given by Eq. (37) in the effectively resolved sideband regime induced by the atoms. This is illustrated in Fig. 2a, which shows the final occupation number as a function of the atomic detuning for a ‘good’ dopant (\( \gamma/\omega_m = 0.01 \), blue dots) in a ’bad’ cavity (\( \kappa/\omega_m = 10 \)). For comparison, the red curve shows the result in the corresponding standard radiation pressure scenario (for the same cavity and comparable optomechanical coupling \( G_{OM} = G \)), which displays very inefficient cooling, as \( \Gamma \sim \gamma_m/10 \) in this case.

Let us now consider a cavity in the intermediate regime \( \omega_m \sim \kappa \gg g \), for which one can no longer neglect the contribution from the field susceptibility in \( \Xi(\omega) \). If one assumes that the cavity is also detuned to the red sideband \( (\Delta_c = \omega_m) \), one can neglect blue sideband contributions in the effective susceptibility as well as in the effective noise terms. Introducing the cooperativity parameter \( C = g^2/\kappa \gamma \), one has \( \chi_c(\omega_m) \sim 1/(\kappa + g^2/\gamma) = 1/(1+C) \) and the optomechanical damping becomes

\[
\Gamma = \frac{G^2}{\gamma (1+C)}.
\] (40)

The effective atomic and field noise terms reduce to \( [G/(1+C)]c_m \) and \( [\gamma G/\kappa \gamma (1+C)]a_m \), respectively. It follows that the final occupation number is formally given by Eq. (37) with \( \Gamma \) defined by Eq. (40). The increase in the effective cavity linewidth due to the coupling with the dopant thus effectively reduces the cooling rate.

The blue circles in Fig. 2 show the final occupation number as a function of the atomic detuning for a ‘good’ dopant in this intermediate cavity regime (\( \omega_m = \kappa \)). As expected, the dip occurring around \( \Delta_a = \omega_m \) corresponds...
to an effective resolved sideband cooling of the mechanics, which is slightly less efficient than in Fig. 2, although still noticeably better than the corresponding radiation pressure scenario (red dots). However, one also observes a second cooling ‘dip’, occurring for $\Delta_a = 0$, which we discuss in the next section.

B. Enhanced optomechanical interactions with resonant dopant

As observed in the previous section another interesting regime for enhancing the optomechanical interaction is to have the driving laser frequency resonant ($\Delta_a = 0$) with a doping medium which is in the resolved sideband regime ($\gamma \ll \omega_m$). In this case, the purely atomic contribution $\Theta(\omega)$ vanishes and only the fluctuations of the cavity field (dressed by the dopant) contribute to the effective mechanical susceptibility. With $A(\omega_m) \approx \frac{i(g/\gamma)^2}{\omega_m}$, the effective mechanical damping is given by

$$\gamma_m + 3 \left[ \frac{2G^2 \left( \frac{g}{\gamma} \right)^2 \Delta_c}{(\kappa - i\omega_m + \frac{g^2}{\gamma - i\omega_m})^2 + \Delta_c^2} \right]$$

This result is again reminiscent of the standard dispersive optomechanics result [Eq. (36)]. However, a first noticeable difference is that the optomechanical coupling rate $G$ is now multiplied by the ratio $g/\gamma$, which can be substantially larger than unity for a strongly coupled dopant. The other noteworthy difference is that the cavity susceptibility is dressed by the dopant, as evidenced by the term $g^2/(\gamma - i\omega_m)$ in the denominator of Eq. (41). Still assuming that $\gamma \ll \omega_m$, this implies that the sign and amplitude of the second term in Eq. (41) essentially depend on the quantity $\omega_m - g^2/\omega_m$. Two regimes can then be distinguished: (i) $g \ll \omega_m$: a ‘weak’ coupling regime with the dopant, for which optimal cooling is obtained with a cavity field tuned to the red sideband $\Delta_c \sim \omega_m$, and (ii) $g \gg \omega_m$: a ‘strong’ coupling regime with the dopant, for which cooling can be achieved with a blue detuned cavity field.

More precisely, if one imposes

$$\Delta_c = \Delta_0 \equiv \omega_m - \frac{g^2}{\omega_m},$$

one has that

$$\Xi(\omega_m) \approx -G^2 \left( \frac{g}{\gamma} \right)^2 \frac{2\Delta_0}{\kappa^2 - 2i\kappa \Delta_0}$$

In the good cavity limit ($\kappa \ll |\Delta_0|$), the effective cooling rate is given by

$$\Gamma = \frac{G^2}{\kappa} \left( \frac{g}{\gamma} \right)^2$$

As aforementioned, it is enhanced with respect to the standard rate by the factor $(g/\gamma)^2$. Moreover, one has $B(\omega) \approx 1$, $A(\omega_m) \approx \frac{iG(1+g^2/\kappa\gamma)}{\omega_m}$ and $\Upsilon(\omega_m) \approx \frac{iG(1+g^2/\kappa\gamma)}{\omega_m}$, which yields a final occupation number given by Eq. (37), plus an extra atomic noise contribution equal to $\frac{(1+G)^2}{C} \left( \frac{\gamma}{\omega_m} \right)^2$. This shows that ground state cooling is in principle possible, but, since $C$ increases with $g$, a too strong coupling with the dopant may increase the amount of added atomic noise. There is therefore a tradeoff between enhanced cooling rate and added extra atomic noise.

This result is illustrated in Fig. 3, in which the final occupation number as a function of the cavity detuning is shown in both regimes: $g/\omega_m = 0.1$ (blue dots) and $g/\omega_m = 3$ (yellow squares). The bare optomechanical coupling rate and parameters were chosen so that...
standard OM cooling (red circles) with an equivalent $G$ does not allow for reaching the motional ground state. Clearly, an improvement of about two orders of magnitude is possible for a weakly coupled doped system around $\Delta_c \sim \omega_m$. As a result of the enhanced optomechanical coupling, optomechanical instabilities for blue cavity detunings also occur comparatively sooner than in the standard OM situation. In the strong coupling regime (yellow squares), as expected from the previous discussion, instabilities are observed for red detunings, while efficient cooling to the ground state is achieved for a wide range of blue detunings around $\Delta_c \sim \Delta_0 \approx -8\omega_m$.

In the bad (dressed) cavity limit ($\kappa \gg |\Delta_0|$) and for a cavity detuned by $\Delta_c \sim \kappa$, the cooling rate is given by

$$\Gamma = \frac{G^2}{\kappa} \left( \frac{g}{\gamma} \right)^2 \frac{\omega_m}{\kappa}. \quad (45)$$

Similarly to the standard OM result, the cooling rate is decreased by a factor $\sim \omega_m/\kappa$ as compared to the good cavity limit, and the lowest achievable final occupation number of Eq. (45) has to be divided by the same factor. However, let us note that, in the strongly coupled dopant regime $g > \omega_m$, $\kappa$ should be compared to $g^2/\omega_m$ in the dressed susceptibility. This means that one can operate in the unresolved sideband regime for the bare system ($\omega_m < \kappa$), but effectively be in the resolved sideband regime for a strongly coupled doped system satisfying $g^2 > \omega_m\kappa$, and thereby still achieve ground state cooling.

This is illustrated in Fig. 3(b), in which the bad cavity regime for the bare system is explored ($\kappa/\omega_m = 10$). While standard OM cooling (red circles) is very inefficient, the enhanced optomechanical coupling with a weakly coupled dopant allows for better cooling at red cavity detunings $\Delta_c \sim \kappa/\sqrt{3}$, albeit not to the ground state (blue dots). With a strongly coupled dopant with $g/\omega_m = 4$ such that effective sideband resolution is achieved for the dressed system ($\Delta_0 \sim -1.5\kappa$) - ground state cooling is possible for blue detunings around $\Delta_c \sim \Delta_0$ (yellow squares).

### C. Polariton optomechanics

A natural picture for interpreting these results can be provided by introducing the atom-field mixtures – polaritons – which diagonalize the Hamiltonian $H_0 + H_{int}$. If one assumes for simplicity that the atomic and cavity detunings are kept equal ($\Delta_a = \Delta_c = \Delta$), the polaritons are symmetric combinations of the atomic and field modes

$$\hat{a} = 2\sqrt{2} \hat{q}, \quad \hat{v} = \frac{\hat{a} + \hat{c}}{\sqrt{2}},$$

which give the Hamiltonian

$$H = \frac{1}{2}\omega_m\hat{q}^2 + \frac{1}{2}\hat{a}^2 + \frac{1}{2}\hat{v}^2 + [\Delta + g(q_0, \hat{q})] \hat{a}^\dagger \hat{a} + [\Delta - g(q_0, \hat{q})] \hat{v}^\dagger \hat{v} \quad (47)$$

In the strong coupling regime, when the polaritons are well-resolved ($g \gg \kappa, \gamma$), optomechanical cooling is then obtained when one drives the polaritons’ red sideband, i.e. when $\Delta = \Delta_\pm = \pm g + \omega_m$. A detailed analysis shows that the effective cooling rate is given by $\tilde{\Gamma} = \frac{G^2}{\tilde{\kappa}}$, where $\tilde{\kappa} = (\kappa + \gamma)/2$ is the effective polariton decay
rate. The case $g/\omega_m = 6$ is illustrated in Fig. 4a, which clearly shows optomechanically induced cooling and heating around $\pm g + \omega_m$ and $\pm g - \omega_m$, respectively. A similar behavior is observed in Fig. 4b; for the weak coupling regime $g/\omega_m = 0.2$. However, remarkably, heating and cooling are also observed around $\Delta = 0$. This may seem surprising as both $\Xi(\omega_m)$ and $\Theta(\omega_m)$ vanish exactly on resonance $\Delta = 0$. Nevertheless, for small detunings, the asymmetrical coupling to both polaritons yields a non-zero effective mechanical damping (or antidamping). Indeed, assuming still $\gamma \ll \omega_m$ and expanding $\Xi(\omega_m)$ in Eq. (27) at first order in $\Delta$ gives an optomechanical damping/antidamping rate

$$\Gamma \simeq \left( \frac{Gg}{\gamma} \right)^2 \frac{4\kappa \Delta_0 \Delta}{(\kappa^2 - \Delta_0^2 + \Delta^2)^2 + 4\kappa^2 \Delta_0^2} \quad (48)$$

In the strong ($g \gg \omega_m$) and weak ($g \ll \omega_m$) coupling regimes, $|\Delta_0| > 1$ and the damping/antidamping is relatively small $\Gamma \propto (Gg/\gamma)^2 4\kappa \Delta / \Delta_0^3$, as shown in Figs. 4a and c. However, in the intermediate coupling regime ($g \sim \omega_m$), $\Delta_0$ becomes small and, for $\Delta \sim \Delta_0$, one retrieves the enhanced cooling rate of Eq. (44). This is illustrated in Fig. 4b, where $g/\omega_m = 0.8$ and ground state cooling is nearly achieved. The physical interpretation of this somewhat intriguing result is that, when $g \sim \omega_m$ and $\Delta \sim 0$, the lower polariton’s red sideband is close to resonance with the upper polariton’s blue sideband. The interference between the scattering amplitudes into the two sidebands gives rise to a strong dispersive optomechanical interaction, causing the observed enhanced optomechanical cooling/heating. Note that this effect does not originate from interference in the effective noise terms, but in the scattering amplitudes in the mechanical sidebands (imaginary part of the effective mechanical susceptibility). This is corroborated by the inset Fig. 4b, showing a variation of $\Gamma$ with the detuning which perfectly correlates with the variation of the final occupation number in the mechanics.

IV. CONCLUSION

We have investigated a hybrid approach to optomechanics in which the addressing of a mechanical resonator’s motion is achieved indirectly via the coupling of light with an embedded dopant comprised of an ensemble of TLS. We have shown that enhanced effective optomechanical interactions in the linearized regime can be achieved with both weakly- or strongly-coupled dopant. As an example we have shown that such interactions can be used to facilitate ground state cooling of mechanical modes of resonators for which direct coupling with light via radiation pressure is otherwise weak.

From a fundamental point of view, it is worth noting that the coupling studied in the present work, in contrast with similar schemes 9, is not provided by an effective two-body interaction where atom-mechanics coupling is obtained after tracing over the mediating field, but rather by an intrinsic tripartite interaction where mechanical operators are directly coupled to dressed light-matter states [Eq. 3]. For strong coupling between dopant and light, for instance, interesting dynamics between the mechanics and light-matter polaritons can be engineered.

From a more practical point of view, this approach can be beneficial for the design of mechanical resonators with e.g. low reflectivity – such as membranes 33, levitated submicron particles 34–36, molecule-embedded polymer layers 41, etc. The optimization of their mechanical properties can then to some extent be disentangled from the optical ones, since, by choosing the dopant, optical properties can then to some extent be disentangled from the mechanical ones. Moreover, the flexibility in matching doping patterns with vibrational and optical mode profiles may present a great advantage for multimode addressing of the system.
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