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Abstract

The problem of power and performance management captures growing research interest in both academic and industrial field. Virtualization, as an advanced technology to conserve energy, has become basic architecture for most data centers. Accordingly, more sophisticated and finer control are desired in virtualized computing systems, where multiple types of control actions exist as well as time delay effect, which make it complicated to formulate and solve the problem. Furthermore, because of improvement on chips and reduction of idle power, power consumption in modern machines shows significant nonlinearity, making linear power models (which is commonly adopted in previous work) no longer suitable. To deal with this, we build a discrete system state model, in which all control actions and time delay effect are included by state transition and performance and power can be defined on each state. Then, we design the predictive controller, via which the quadratic cost function integrating performance and power can be dynamically optimized. Experiment results show the effectiveness of the controller. By choosing a moderate weight, a good balance can be achieved between performance and power: 99.76% requirements can be dealt with and power consumption can be saved by 33% comparing to the case with open loop controller.

1 Introduction

In large scale computing systems, like data centers, huge power has been consumed and the consumption is increasing greatly each year ([1]). This gives rise to heavy pressure on environment and resource. Thus performance and power management has become more and more important and captured growing research attention in both industrial and academic fields.

As an advanced technology, virtualization can provide a promising approach to save power ([2]) and has become a basic architecture in most data centers today. In the virtualized systems, the services are enclosed in the virtual machines (VM). Many VMs can be hosted on one physical machine (PM) and the VMs can be created or destroyed or migrated between different PMs.
at little cost. Then, by consolidating many VMs to few PMs, the PMs with low workload, utilization or frequency can be shut down and power consumption can be reduced. Hence, in the virtualized computing systems, more control actions is feasible, including turning on/off the PMs, turning on/off the VMs, migrating the VMs between PMs, regulating the frequency of processor etc.. Additionally, control actions often have time delay. For example, turning on/off the PM needs several minutes and thus will influence performance and power consumption greatly. These factors make it complicated to design sophisticated and fine control to manage performance and power consumption.

Because of the significance and difficulty, researchers have been trying to solve the problem from different aspects. Usually, the first step is to build a model of energy consumption (called power model below for simplicity). In the literature, linear power model is often adopted. However, modern machines show significantly nonlinear features, which can be caught from data (see Section 2). Other modelling include fuzzy model etc., see e.g. [3, 4]. A review for power metering can be seen in [5]. With power model, the problem can be formulated in several ways. For example, we can maximize performance under power budget (e.g. [6]) or minimize power consumption when tracking performance or load balance between VMs (e.g. [7]), or optimize a newly defined objective, which integrates performance, power and the balance between different machines (e.g. [3][8]).

Based on the formulations, different kinds of solutions have been proposed, see [9] for a review of energy-efficient algorithms. Next we describe several specific ways. In [3][10], the authors use reinforcement learning, and in [3] the reinforcement learning method is used together with fuzzy rule bases to achieve a defined objective, which shows robust performance improvement. In [11], the authors take advantage of the min-max and shares features inherent in virtualization technologies to allocate resources to a VM based on available resources, power costs, and application utilities. In [12], a temperature-aware workload placement is proposed in data centers. In [13], game theory is applied to formulate the problem and optimize power and performance at each level of the hierarchy while maintaining scalability.

Since it can provide a unified framework as well as rigorous controller design and can deal with dynamic and uncertain environment, control theory has been applied more and more to solve the problem. For example, in [7], the self-tuning regulator (which is an adaptive controller) is utilized to track performance and then optimize the energy assumption based on linear power model; in [8] the authors designs optimal controller by integrating the SLA function, and introduces a two-level control with one level being faster and the other being slower; in [14] Kalman filter is introduced to track the CPU utilisations and update the allocations of CPU resources to VMs accordingly; in [15] PID controller is proposed to manage power consumption and CPU utilization; in [16] MPC controller is designed; in [6] both PID controller and MPC are adopted at the same time; in [17] the authors compare effects of different controllers and find that predictive controller performs better and has some self-learning behavior. Other recent related papers are referred to [18-22].

This paper aims to provide a predictive controller for the virtualized computing systems with significantly nonlinear features on power consumption. First, significant nonlinearity on energy consumption of newer servers are discovered from data. Especially, we find that the max utilization/workload does not correspond to the max performance-power ratio. This announces invalidation of linear power model, which was commonly adopted in the literature. To deal with the nonlinear features, we build a discrete system state model as well as the state transition graph. Then, performance and power, especially power, is defined on each state, which is more accurate than linear power model. Furthermore, turning on/off a PM becomes feasible control actions, and the time-delay effect can also be taken into account. Based on the discrete model, we design a predictive controller naturally and minimize the quadratic cost.
function (which integrates both performance and power) dynamically by searching on the feasible state space. During the control process, the time-varying workload is predicted using an AR model. By choosing a moderate prediction horizon, the search approach becomes feasible. Experiment results validate effectiveness of the controller: by choosing a moderate weight, performance requirement can be satisfied for more than 99% times; meanwhile, the power consumption can be saved by 33% compared to the system without predictive controller. Part of this paper is presented in [23].

The paper is organized as follows. After a brief review on power models, Section 2 shows novel features on energy consumption in modern machines, which make linear power model not suitable any more. Section 3 formulates the problem by building a discrete state model. Section 4 describes the design of predictive controller. Section 5 validates the effectiveness of the controller by experiments. And finally, Section 6 concludes the paper with some remarks.

2 Novel Features on Power Consumption

2.1 Linear Power Models in the Literature

In order to save power, a suitable power model, which catches the relationship between energy consumption per time unit (power, \( \text{kilo} \cdot \text{hour} \)) and physical parameters when running the machine, needs to be built. In the literature, linear power model is commonly adopted for simplicity and convenience, in which power consumption is modeled as a linear function with respect to certain system parameters, like CPU utilization, CPU frequency or number of VMs. Below we give some typical examples.

In [6], the VM’s power \( P_{VM} \) is assumed to be \( P_{VM} = c_{freq} \cdot u_{cpu} \) where \( P_{VM} \) denotes VM’s power, \( u_{cpu} \) is CPU utilization of the VM, and \( c_{freq} \) is a model parameter which is dependent on processor frequency.

In [8], the power (\( \text{kilo} \cdot \text{hour} \)) is assumed to be \( \text{Power} = P_{idle} + \alpha \cdot U_{cpu} \) where \( P_{idle} \) denotes the power consumption at idle state, \( U_{cpu} \) denotes CPU utilization and \( \alpha \) is a parameter which is dependent on the specific machine and application.

In [24], the speed(or frequency) of the server \( s(\text{GHz}) \) is assumed to be \( s = s_b + \alpha(P - b) \), where \( s_b \) (Hertz) denotes the speed of a fully utilized server running at \( b \) Watts, \( P \) (Watts) denotes the power allocated to the server, while the coefficient \( \alpha \) (units of \( \text{GHz per Watt} \)) is the slope of the power-to-frequency curve, which can be obtained by experiment.

In [25], the processor power is modeled as an approximately linear function with respect to the DVFS level within the limited DVFS adaptation range available in real multi-core processors, i.e., \( cp(k) = a(f(k + 1) - f(k)) + cp(k - 1) \), in which \( cp(k) \) denotes power consumption of the entire chip in the \( k \)-th control period, \( f(k) \) denotes total aggregated frequency of all cores on the chip in the \( k \)th control period and \( a \) denotes a generalized parameter that may vary for different chips and applications.

In most practical cases, linear power model is suitable and can provide convenience for utilization, see [8]. This causes nonlinear power models rare to be studied in the literature. However, linear power model has a defect, which can be seen from Fig 1. For the server Sun Netra x4250 and IBM x3450, power can be approximated by a linear function with respect to CPU load, where the positive power value when load equals zero denotes the idle power. However, when the machine is turned off, the system load is also zero, but the power value now is zero rather than idle power. Thus, linear power model cannot distinguish the state when the PM is shut down from the state when it holds zero workload, which makes turning on/off a PM deleted from the optional control action set in most previous work. As we have stated in Section 1, this does not fit the virtualized computing systems.
2.2 Nonlinear Features of New Machines

In recent years, server technology has developed swiftly, making processors more and more advanced. Along with the progress, linear power model encounters new problems, making it unable to reflect novel features of new machines, as stated below.

First, a significant progress is the considerable reduction of idle power. Meanwhile, other parameters, such as power at big load, do not change with it. This makes linear power model no longer accurate, as shown in Fig 1.

In Fig 1, power curves for the servers Sun Netra x4250 and IBM x3450 are basically in accordance with a line. However, for the server IBM x3650M2, the idle power is reduced significantly (from 86 to 75 in fact), which is far below the line while other points still fit with it. Apparently, linear power model is no longer suitable now and thus management based on linear model is no longer optimal.

On the other hand, power saving is far from being the sole objective or even a prior objective. A good performance-power ratio (performance obtained per unit of power) makes more sense, since in practice it is more important to complete a job in the given time or satisfying other requirements.
From this point of view, in a linear power model, the performance-power ratio peaks at 100% load: assume

\[
\text{Power} = P_{\text{idle}} + \frac{a}{C_1} \cdot \text{Load}
\]

then the performance-power ratio

\[
\frac{\text{Perf}}{\text{Power}} = \frac{\text{Load}}{a + \frac{P_{\text{idle}}}{\text{Load}}}
\]

is a strictly increasing function with respect to Load and peaks when Load = 100%.

However, the real case is different for new servers, as shown in Fig 2 below. Fig 2 draws the curve of performance-power ratio (defined as the requirements number that can be dealt with using one unit of power) with respect to load for the server IBM x3300M4 (data come from [26]).

From Fig 2, we can see that the biggest performance-power ratio occurs when the load is nearly 80% for some servers. Apparently, linear power model is not suitable any more and if we still use linear power model to simulate a modern server, we will miss the best choice. To deal with this, we will build a discrete-state-based power model in next section, which can include these nonlinear features.
3 Discrete State Model

In a virtualized computing system, there are some physical machines (PMs), denoted by $PM_i$, $i = 1, 2, ..., n$, which are homogeneous or heterogeneous. Virtual machines (VMs) are hosted on each PM and can be immigrated between different PMs. In this paper, we assume that at most one VM can be hosted on one processor of a PM.

Generally, the state of a PM describes whether the PM is turned on or off, the running frequency of its processors, and the VM number hosted on it. Thus, we define the state of $PM_i$ as

$$S_i = [\text{on}, \text{vms}, \text{freq}],$$

in which the variable $\text{on}$ is taken as $\text{on}$ or $\text{off}$, corresponding to $PM_i$ being turned on or turned off, $\text{vms}$ stands for the number of VMs running on $PM_i$, and $\text{freq}$ represents the current frequencies of the running processors (so $\text{freq}$ here is not a scalar).

In most situations, jobs allocated to one PM has the same type. Then, all influential factors are included in the state vector of a PM to complete the job. When different jobs are allocated to a PM, more factors, such as the architecture among the cores, must be considered, which is beyond the focus of this paper.

The time varying strength of a job is called workload and denoted by $\lambda(k)$ at time $k$. Suppose at time $k$, the state is $S_i(k)$, then the performance of $PM_i$, denoted by $\text{perf}_i(k)$, is defined to be the maximal workload which can be dealt with by $PM_i$. Obviously, if the allocated computing resource is not sufficient, it can happen that $\text{perf}_i(k) < \lambda(k)$. Here we assume that a requirement will be abandoned if it cannot be dealt with immediately, i.e., no aggregation effect exists here.

On the other hand, at time $k$, the power consumption of $PM_i$, denoted by $\text{power}_i(k)$, also is mainly determined by $S_i(k)$. In the experiment, $\text{power}_i(k)$ can be measured at each time.

Apparently, there is a tradeoff between high performance and low power consumption. Thus in practice, we usually aim to get a good balance between them. To this end, we will build a discrete state model of the system and then design predictive controller.

To simplify but without loss of generality, we describe the discrete model as we do in experiment. Let For $PM_i$, $S_i = [\text{on}, \text{vms}, \text{freq}]$ to be discrete and taken out of the following 6 typical values:

$$s^0 = [\text{off}, 0, \text{null}], s^1 = [\text{on}, 0, \text{null}],$$

$$s^2 = [\text{on}, 1, \text{1VM on low frequency}], s^3 = [\text{on}, 1, \text{1VM on high frequency}],$$

$$s^4 = [\text{on}, 2, \text{2VMs both on low frequency}], s^5 = [\text{on}, 2, \text{2VMs both on high frequency}]$$

which are abbreviated as $\text{Turn off}$, $\text{Turn on}$, $\text{1VM low frequency}$, $\text{1VM high frequency}$, $\text{2VM low frequency}$, $\text{2VM high frequency}$ respectively. Then, by regulating resource, one state can be transformed to another, as shown in Fig 3, in which each directed line represents a transition between the states with positive time delay. Transition without time delay, such as the transition between $s^2$ and $s^3$, between $s^4$ and $s^5$, are omitted in the figure.

Now, assume that a job $j$ is hosted on some PMs. Then, the performance and power at time $k$ is defined on the state as

$$\text{perf}_j^i(k) = \text{function}(S_i(k)) \in \{f^i(s^q), q = 0, 1, ..., 5\},$$

$$\text{power}_j^i(k) = \text{function}(S_i(k)) \in \{g^i(s^q), q = 0, 1, ..., 5\}.$$  

In practice, the value of $\text{perf}_j^i(k)$, $\text{power}_j^i(k)$ can be learnt by prior experiments.
For a system with $n$ PMs, define the performance and power at time $k$ as

$$\text{perf}(k) = \sum_{i=1}^{n} \text{perf}_i(k), \quad (3)$$

$$\text{power}(k) = \sum_{i=1}^{n} \text{power}_i(k), \quad (4)$$

which are reasonable in view of the meanings of $\text{perf}_i(k)$ and $\text{power}_i(k)$.

There are several advantages of the discrete state model:

1. By defining discrete states and transition between them, turning on/off a PM can be treated as a control action. To be specific, $s^0$ to $s^1$ stands for turning on the machine and the reverse stands for turning it off.

2. The idle state is also included in the model by state $s^1$, and thus it can be taken into account. Accordingly, the performance-power ratio is hidden in the model naturally and can be reflected in the cost function. Thus the discrete state model overcomes the drawbacks of linear power model and is suitable for new servers.

3. Time delay effect, which exists during turning on/off a PM, now is taken into consideration. Time delay effect were often neglected in the literature, partly because it is hard to add into the model, partly because the PMs are always turned on in the past. Here, by modelling the system state discretely, time delay can be studied in a straight way.

In fact, the state transition graph builds a Markovian chain between states. This property, together with time delay effect, leads us to design predictive controller to regulate resources.

Finally, we note that this model is a coarse approximation to the real nonlinear relationship between performance, power and the system resource allocation. Putting it in a broader background, the method is commonly used to deal with a significantly nonlinear function. In the future, it is necessary and possible to make fine solution in which the frequency of each processor, the share of each virtual CPU, the memory and computing load will be added into the state.
4 Model based Predictive Controller

4.1 Controller Design

As we reviewed in Section 1, performance and power management problem can be handled in different ways: we can minimize power consumption under performance requirement, or we can maximize the performance within energy budget. Here we will define a quadratic cost function which combines performance and power together. By optimizing the cost function, we try to get a good balance between performance and power. To take time delay effect into consideration, the cost function must cover a time interval, which acquires the controller to predict the state for several time steps. The model predictive controller can just fit our scenario, see [24] [25] for more introduction on the theory and applications of MPC.

Define the cost function at time $k$ as below:

$$
\text{cost}(k) = \text{cost}(S(k), u(k + 1), ..., u(k + P))
$$

$$
\triangleq \sum_{j=1}^{P} || \text{perf}(k + j|k) - \hat{\lambda}(k + j) ||^2_{Q_j} + \sum_{j=1}^{M} || \text{power}(k + j|k) ||^2_{R_j}
$$

$$
\triangleq \sum_{j=1}^{P} || \text{perf}(\hat{S} + (k + j)|S(k)) - \hat{\lambda}(k + j) ||^2_{Q_j} + \sum_{j=1}^{M} || \text{power}(\hat{S} + (k + j)|S(k)) ||^2_{R_j}
$$

where $j = 1, ..., P, P > 0$ is prediction horizon, $0 < M \leq P$ is control horizon, $u(k + j)$ is a feasible control action at time $k + j$; $\hat{\lambda}(k + j)$ is predicted workload at time $k + j$; $\hat{S}(k + j)$ is predicted state at time $k + j$ according to Fig 3 if the control actions are take as $u(k + 1), ..., u(k + j)$ sequentially from the state $S(k)$; $\text{perf}(k + j|k)$ and $\text{power}(k + j|k)$ are predicted performance and power at time $k + j$; $Q_j$ and $R_j$ are the weights (matrices if $\text{perf}(k + j|k)$ and $\text{power}(k + j|k)$ are vectors) between performance and power. Note that here we assume that there is only one PM and omit the subscript $i$ in $S_i(k)$, $\text{perf}_i(k)$, $\text{power}_i(k)$.

In Eq (5), the first part represents the quality of performance, $\hat{\lambda}(k + j)$, the prediction of workload, is the required performance at time $k + j$. Because of time delay and uncertainty, it is possible that current control cannot create the desired effect immediately. Therefore, the difference $\text{perf}(k + j|k) - \hat{\lambda}(k + j)$ can be treated as performance tracking error. And the quadratic term $||\text{perf}(k + j|k) - \hat{\lambda}(k + j)||^2_{Q_j}$ is the error with weight $Q_j$, $||\text{power}(k + j|k)||^2_{R_j}$ is the power value with its weight $R_j$. Here $\text{power}(k + j|k)$ contains the switching cost caused by time delay. For example, the idle power is actually included in Eq (5). The larger $Q_j$ and smaller $R_j$ mean that the controller cares performance more, and vice versa. Obviously, appropriate choice of $Q_j$ and $R_j$ is significant for control, otherwise it cannot lead to a good balance between performance and power. This point will be discussed in Section 5 with more details.

The predictive controller aims to minimize the cost function at each time while state transition graph defines constraints for control action $u(k + j)$:

$$
\min_{\{u(k+1), ..., u(k+P)\}} \text{cost}(k),
$$

subject to that $u(k + j), j = 1, ..., P$, coincides Fig 3.

and it works as below. At each time $k$, the system state $S(k)$ now is known. Then by choosing control action sequence $u(k + 1), ..., u(k + P)$, a predictive controller can predict the virtual state path $\hat{S}(k + 1), ..., \hat{S}(k + P)$ in the future $P$ steps according to the state model, i.e. Fig 3. Different control sequence $u(k + 1), ..., u(k + P)$ will lead to different state path $\hat{S}(k + 1), ..., \hat{S}(k + P)$, which will lead to different performance and power prediction too. Given the cost function
defined above, the optimal state path can be found and thus the optimal control sequence can be determined. Then, the optimal control action \( u(k + 1), \ldots, u(k + M) \), \( M \leq P \), in the future \( M \) steps can be determined, which will be adopted by PM at time \( k \).

When there are more jobs and more machines, performance and power in Eq (5) can be defined as a vector. Then \( Q_j \) and \( R_j \) are weight matrices and the element implies the weight between each job and each machine, which makes the calculation of cost \( (k) \) more complicated. However, the predictive controller can be designed in a similar way.

4.2 Prediction for Workload

From description above, prediction of future workload \( \hat{\lambda}(k + j) \) is needed for the controller to optimize the cost function. Here we assume that workload cannot wait and accumulate, thus its prediction is independent of controller. There are certain statistical models in the literature, in which the typical ones are ANOVA and AR model, or models combined with them. We refer to [17] for more details.

Briefly speaking, ANOVA model is suitable to analyze data for long time which have repeatable pattern, while AR model is suitable for prediction of data for shorter time. Since we only need the instant prediction and do not focus on data’s pattern, we will apply the AR(Auto-Regression) model to predict workload in this paper.

For a sequence \( \{x(k)\} \), an AR model with order \( r \), simplified as AR(\( r \)) model, is to utilize linear combination of history data to fit the sequence and predict future values, i.e., to assume that

\[
\hat{x}(k) = \sum_{i=1}^{r} a_i \cdot x(k-i) + e_k
\]

where \( e_k \) is noise and parameters \( a_i \) can be estimated off line or online.

By Eq (5), at each time \( k \), we need to get the prediction \( \hat{\lambda}(k + 1), \ldots, \hat{\lambda}(k + P) \). Take \( r = 2 \) in the model as an example. Then we have

\[
\hat{\lambda}(k) = a_1 \cdot \hat{\lambda}(k-1) + a_2 \cdot \hat{\lambda}(k-2).
\]

The parameters \( a_1, a_2 \) can be estimated by data fitting offline from history data. Then, at time \( k + 1 \), suppose we have \( \lambda(1), \ldots, \lambda(k) \), predictions for the future \( P \) steps are obtained by

\[
\begin{align*}
\hat{\lambda}(k + 1) &= a_1 \cdot \hat{\lambda}(k) + a_2 \cdot \hat{\lambda}(k-1); \\
\hat{\lambda}(k + 2) &= a_1 \cdot \hat{\lambda}(k + 1) + a_2 \cdot \hat{\lambda}(k); \\
&\quad \vdots \\
\hat{\lambda}(k + P) &= a_1 \cdot \hat{\lambda}(k + P - 1) + a_2 \cdot \hat{\lambda}(k + P - 2)
\end{align*}
\]

in the order.

4.3 Optimization

At time \( k \), suppose that we have predicted the future workload, we are at the place to choose control action sequence \( u(k + 1), \ldots, u(k + P) \) to solve the Eq (6), i.e., to optimize cost \( (k) \). Still the workload is assumed to be abandoned if it is not dealt with at current time. Note that the optimization cannot be finished directly by a Matlab function, as [18] did.

Due to the discrete state model, choice of \( u(k + 1), \ldots, u(k + P) \) seems a tough task. It is true for the worst case when the state transition graph Fig 3 is a complete directed graph, i.e., all the states can be transited to all the states in one step. At this case, the state of a single PM can be
taken from 6 different values, so the state space for \( P \) times has a volume of \( 6^P \), which will increase exponentially with state number and thus will be very huge when there are many states of a PM or CPU.

However, in the scenario of this paper, the state transition must satisfy physical constraints, which causes that Fig 3 is not a complete digraph and \( u(k + 1) \) can only be transited to certain states. This will shrink the state space greatly. On the other hand, considering the performance requirement in practice, the control actions which are far from being able to satisfy performance requirement, will also be abandoned first.

In this paper, we will search on the state space in the future \( P \) times. Then performance and power and thus the cost function \( \text{cost}(k) \) for each state path in the prediction horizon can be calculated according to the model. By choosing the path with minimal cost function, we can determine the control actions for the future \( M \) times.

**Remark 4.1:** For optimization Eq (6), another feasible sophisticated approach is to use dynamic programming. To do this, we need to draw the state transition graph for future \( P \) steps originating from current state, which is actually a tree. When the state space is huge and \( P \) is big, dynamic programming might be computationally efficient.

**Remark 4.2:** For large scale computing systems covering a large number of processors, e.g., more than 1000, the state space will amplify sharply which will result in great challenge on search algorithms. To deal with this, the usual method is to compute off line based on history data. On the other hand, there are often several batches of homogeneous machines in real systems, which can also simplify the problem highly by coarse grained modelling. Surely this brings about another tradeoff between coarse grained and finer grained modelling, which actually is a tradeoff between high-cost-optimal-outcome and low-cost-suboptimal-outcome.

## 5 Experiment Validation

In this section, experiments will be implemented to check the effectiveness of the predictive controller based on the discrete state model.

### 5.1 Test Bed

We will take \( n = 3, m = 2 \), i.e., the system is composed of 3 physical machines \( PM_1, PM_2, PM_3 \), and at most 2 virtual machines can be hosted on each physical machine. Configuration of the PMs are listed in Table 1.

The processors of \( PM_1, PM_2, PM_3 \) are Core i7, Xeon 5320, Core 2 Quad respectively, the OS is Fedora 16, and the virtualization software is KVM. Note that these PMs or processors are chosen to be different, which can happen usually in practice. The heterogeneity on PMs or processors can be easily handled in the experiment by choosing appropriate parameters in performance and power models; we will see that they will not influence the effectiveness of our controller, which implies extendibility of the method.

The parameters pertinent to performance and power during control process are measured from chosen servers and listed in Table 2 below, in which it is set \( 1^T = 5 \, \text{min} \), and perf, freq are abbreviations for performance, frequency.

| PM name | Core/thread | DVFS frequency | Idle power(w) | Max power(w) |
|---------|-------------|----------------|---------------|--------------|
| \( PM_3 \) (s-i7) | 4/8 | 1.60, 2.93GHz | 177 | 229 |
| \( PM_2 \) (s-cf) | 4/4 | 1.99, 2.49GHz | 138 | 176 |
| \( PM_1 \) (s-quad) | 4/4 | 2.00, 2.83GHz | 115 | 176 |

Table 1. Configuration of physical machines.

doi:10.1371/journal.pone.0134017.t001
Then the flow chart with predictive controller in the virtualized computer system is drawn in Fig 4.

The data of workload in our experiment can be seen in S1 File.

5.2 Choice of Control Parameters

By the definition of $cost(k)$ in Eq (5), four parameters will influence its value: the integers $P, M$ and the weights $Q, R$. Hence, they will influence the solution of optimization Eq (6) and thus the effect of controller. Additionally, $P, M$ influence complexity of the problem more heavily while $Q, R$ will influence the choice of control actions more significantly.

Now, we decide the prediction and control horizon $P$ and $M$ first. As we have stated above, long prediction horizon will lead to exponentially increasing search space for predicted state, which is not bearable for large scale servers. So $P$ cannot be very large. On the other hand, $P$ must be chosen according to the characteristics of workload so that prediction accuracy can be assured. With deeper prediction steps, prediction of workload will become less accurate. Based on these points, we take $P = 3$ in the experiment. $M$ is taken as 1 as in the literature to avoid the conflict between control actions at time $k$ and $k + 1$.

Then, we decide the weights $Q_j$ and $R$. First, we set $Q_j = 1, j = 1, 2, ..., P$, by which we mean that the cost resulting from performance tracking at each time are the same.

As to the power saving weight $R$ (denoted by $R$ since $M = 1$), it is important to choose a moderate value for it: different $R$ leads to different cost function and thus different optimal control

Table 2. Parameters of control actions about performance and power.

| Possible control action | Time delay | Power | Perf delay |
|-------------------------|------------|-------|------------|
| turning off a PM        | 1T         | max power | 0          |
| turning on a PM         | 2T         | max power | 0          |
| changing freq by DVFS   | 0          | determined by current freq | determined by new freq |
| turning on a VM         | 1T         | power after VM turning on | 0          |
| turning off a VM        | 0          | power before VM turning down | 0          |
| VM immigration          | 0          | determined by new PM | determined by new PM |

Then the flow chart with predictive controller in the virtualized computer system is drawn in Fig 4.

The data of workload in our experiment can be seen in S1 File.
action, and then different performance quality and power consumption. Moreover, it can be imagined that a moderate value of $R$ is dependent of jobs’ types. In the experiment, we will choose different $R$ for an identical workload sequence, and compare the results under each $R$.

5.3 Experiment Results

To test the effectiveness of predictive controller, we will compare performance and power of the system under control with the case without controller (or equally, with open loop controller). For the system with predictive controller, we will compare experiment results under different choice of $R$.

When the system is managed without controller, all physical machines will be always turned on so as to guarantee the performance requirement, thus turning on/off a PM is not an option of control actions in this case. This is just the practice for many data centers today.

We define several criteria as below:

$$PoU = \frac{\{k : perf(k) < \lambda(k)\}}{|k|} \cdot 100\%,$$

$$NNR = \text{mean}(\{\lambda(k) - perf(k) \cdot 1_{(perf(k) < \lambda(k))}\})$$

$$PoS = \left(1 - \frac{\sum_k^{\text{power}_{olc}(k)}}{\sum_k^{\text{power}_{pc}(k)}}\right) \cdot 100\%,$$

where $\text{mean}(x(k))$ is average of sequence $x(k)$, $\text{power}_{olc}(k)$ is the measured power without controller, and $\text{power}_{pc}(k)$ is the measured power with predictive controller. It is easy to see that $PoU$ stands for the percent of times under performance requirement (i.e., the performance is not satisfied), $NNR$ stands for the number of non-handled-request, and $PoS$ stands for the percent of power saving compared with the open-loop-controller case.

5.3.1 Basic Results. Table 3 below roughly shows the experiments results with different $R$:

From Table 3, we can see that the predictive controller can save power considerably compared to the system with open-loop controller while the performance tracking result is very different under different $R$. To be specific,

(1). When $R = 5$, $PoU$ is very small, being 0.23%, meaning that the performance requirement can be satisfied for almost all the times. Averagely, 1000 requests cannot be handled at each time. However, in this case, the power can be saved only by 21%, which is not bad but can be improved still.

(2). When $R = 50$, $PoU$ is also very small, being 0.24%, which is almost the same with $R = 5$ case. And now there are 3478 requests which will be abandoned at each time. On the other hand, power consumption can be saved by 33%, which is great progress to $R = 5$ case.

(3). When $R = 100$, $PoU$ now increases pretty highly, being 38%, implying that for more than one-third time, the performance requirement cannot be satisfied, which is very bad. And

| $R$ | PoU  | NNR  | PoS |
|-----|------|------|-----|
| 5   | 0.23%| 1000 | 21% |
| 50  | 0.24%| 3478 | 33% |
| 100 | 38.00%| 7911 | 35% |
| 200 | 50.20%| 11854| 38% |
| 500 | 74.48%| 35582| 51% |

doi:10.1371/journal.pone.0134017.t003
now the amount of requests that cannot be handled at each time is high, being 7911. At the same time, power is saved by only 35%, which is very near that of $R = 50$ case.

(4). When $R = 200$, $PoU$ now becomes 50.2%, implying that performance cannot be satisfied for more than half of the time, while power is saved by 38%, which is still near that of $R = 50$ case.

(5). When $R = 500$, $PoU$ now becomes 74.48%, implying a terrible performance. Power consumption is saved by 51%, which is a great progress to smaller $R$. Obviously, we cannot choose such a decision since performance is prior to power.

With respect to increasing $R$, results in Table 3 coincide with the physical meaning of $R$: with $R$ increasing, power saving holds a bigger weight in the cost function, and thus power saving can become better, while performance becomes worse. We can find that $R = 50$ is a suitable weight, which can achieve a good balance between performance tracking (99.76% requirement can be deal with) and power saving (energy consumption can be saved by 33%).

5.3.2 Control Process in Details. Next, we will present the detailed process of the predictive controller. To this end, curves of the state, performance and power for three PMs are shown in each of Fig 5, Fig 6, Fig 7 as below, which contains five pictures in them. The data is
measured for 24 hours every 5 minutes and the weight $R$ is taken as 5, 50, 500 respectively in three figures.

In Fig 5, Fig 6, Fig 7, the horizontal axis denotes time; the vertical axis of the first picture denotes number of requirements that are coming and handled; the vertical axes of the second, third and fourth pictures denote the frequencies of three PMs; the vertical axis of the fifth picture denotes total power of the system. In the first picture, black curve denotes the coming requirement while red curve denotes the handle requirement at each time. In the fifth curve, black curve denotes the power without controller while red curve denotes the power with predictive controller.

From the curves, control actions can be distinguished from the change of frequencies and power clearly. When the frequency is zero and the power is smaller than the sum of idle powers, we can see that PM under observation is indeed shut down. And we can also see that under open loop control, the power is always maximal.

From Fig 5, Fig 6, Fig 7, when $R = 5$, the action of turning on/off the PM is used rarely, and the performance can be satisfied well while power saving is not very good. When $R = 500$, one PM is always being turned off, the power saving is good, while the performance tracking is bad.

\[ \text{Fig 6. Performance, power and state transition in one day at } R = 50. \]

doi:10.1371/journal.pone.0134017.g006
\[ R = 50 \] is a moderate choice, which can lead to a good balance between performance and power. Meanwhile, at \( R = 50 \), VMs can be migrated between PMs, and power cycling is an effective control action.

To sum up, the choice of \( R \) is very crucial for control. If \( R \) can be taken moderately, such as \( R = 50 \), then a good balance between performance and power can be achieved: on one hand, the performance can be satisfied well; on the other hand, the power consumption can be saved considerably. In practice, \( R \) can be obtained by learning from experience, which depends on the specific system and jobs.

### 6 Conclusions and Future Work

In this paper, the power saving problem in the nonlinear virtualized computing system is studied. First, we present some novel nonlinear characteristics of newer servers which are found from data. Such nonlinear features make linear power model not suitable again for fine control. Then, we build a discrete system state model, in which all control actions such as turning on/off a PM (or a VM) can be included and time delay effect can be reflected too. Then, by defining a quadratic cost function which involves both performance and power, the predictive controller based on the discrete state model can be designed in a natural way. Thus the cost function can be optimized by regulating computing resources dynamically. Experimental
results show that with an appropriate weight of performance and power in the cost function, the predictive controller can achieve efficient performance and power management: almost 99.76% requirements can be dealt with and 33% power consumption can be saved compared with the case without controller.

In practice, the architecture of processors is also important and needs to be taken into account. Additionally, as we have noted before, the proposed discrete state model in this paper is still very rough. In order to get better effect, more sophisticated models need to be built so that more details can be included such as the share of VCPU, the frequency values of processors and so on. These will be left in the future work.

Finally, new technologies have been booming in control theory, such as the theory on multi-agent systems, in which massive agents with individual dynamics are contained and the consensus or special formations are often control objectives([26][27]). It can be surprisingly correlated with distributed computation, see [28][29]. Will such theory provide some inspirations to problems under study in the current paper? We do not know now while it might be interesting if new relations can be built.

Supporting Information

S1 File.
(XLS)

Author Contributions

Conceived and designed the experiments: CW. Performed the experiments: CW. Analyzed the data: YM. Contributed reagents/materials/analysis tools: YM. Wrote the paper: YM.

References

1. Koomey J. Growth in data center electricity use 2005 to 2010. 2011, Oakland, CA: Analytics Press. August 1. Available: http://www.analyticspress.com/datacenters.html.
2. Wen CJ, He J, Zhang J, Long X. PCFS: Power Credit Based Fair Scheduler Under DVFS for Multicore Virtualization Platform. Proceedings of the 2010 IEEE/ACM Int'l Conference on Green Computing and Communications & Int'l Conference on Cyber, Physical and Social Computing. 2010: 163–170.
3. Vengerov D. A reinforcement learning approach to dynamic resource allocation. Journal Engineering Applications of Artificial Intelligence. 2007, 20(3): 383–390. doi:10.1016/j.engappai.2006.06.019
4. Xu J, Zhao M, Fortes J, Carpenter R, Yousif M. On the use of fuzzy modeling in virtualized data center management. Proceedings of the IEEE Int'l Conference on Autonomic Computing 2007. 2007: 251–254. doi:10.1109/ICAC.2007.28.
5. Krishman B, Amur H, Gavrilovska A, Schwan K. VM power metering: feasibility and challenges. ACM SIGMETRICS Performance Evaluation Review archive. 2010, 38(3): 56–60. doi:10.1145/1925019.1925031
6. Lim H, Kansal A, Liu J. Power Budgeting for Virtualized Data Centers. Proceedings of the 2011 USENIX conference on USENIX annual technical conference. 2011: 5–15.
7. Wen CJ, Long X, Mu YF. Adaptive Controller for Dynamic Power and Performance Management in the Virtualized Computing Systems. PLoS ONE. 2012, 8(2): e57551. 10.1371/journal.pone.0057551. doi:10.1371/journal.pone.0057551.PMID: 23451241
8. Kusic D, Kephart JO, Hanson JE, Kandasamy N, Jiang GF. Power and Performance Management of Virtualized Computing Environments Via Lookahead Control. Journal Cluster Computing. 2009, 12(1): 1–15. doi:10.1007/s10586-008-0070-y
9. Albers S. Energy-efficient algorithms. Communications of the ACM. 2010: 53(5): 86–96. doi:10.1145/1735223.1735245
10. Tesfau G, Jong NK, Das R, Bennani MN. A hybrid reinforcement learning approach to autonomic resource allocation. Proceedings of the IEEE Int'l Conference on Autonomic Computing 2006. 2006: 65–73. 10.1109/ICAC.2006.1662383.
11. Cardosa M, Korupolu MR, Singh A. Shares and utilities based power consolidation in virtualized server environments. Proceedings of the 11th IFIP/IEEE International Symposium on Integrated Network Management. 2009: 327–334. doi:10.1109/INM.2009.5188832

12. Moore JD, Chase J, Ranganathan P, Sharma R. Making scheduling ‘cool’: temperature-aware workload placement in data centers. Proceedings of the Annual Conference on USENIX Annual Technical Conference 2005. 2005: 5–5.

13. Khargharia B, Hariri S, Yousef MS. Autonomic power and performance management for computing systems. Cluster Computing. 2008, 11(2): 167–181. doi:10.1007/s10586-007-0043-6

14. Kalyvianaki E, Charalambous T, Hand S. Self-adaptive and self-configured cpu resource provisioning for virtualized servers using kalman filters. Proceedings of the 6th International Conference on Autonomic Computing. ACM. 2009: 117–126.

15. Kjaer MA, Kihl M, Robertsson A. Resource allocation and disturbance rejection in web servers using SLAs and virtualized servers. IEEE Trans. Network and Service Management. 2009, 6(4): 226C239. doi:10.1109/TNSM.2009.04.090403

16. Xu CZ, Liu BJ, Wei JB. Model predictive feedback control for QoS assurance in webservers. Computer. 2008, 41(3): 66C72. doi: 10.1109/MC.2008.93

17. Xu W, Zhu Xy, Singhal S, Wang Zk. Predictive Control for Dynamic Resource Allocation in Enterprise Data Centers. The 10th IEEE/IFIP Network Operations and Management Symposium, Vancouver, Canada. 2006: 115–126.

18. Wang YF, Wang XR, Chen M, Zhu XY. Power-Efficient Response Time Guarantees for Virtualized Enterprise Servers. Proceedings of the 2008 Real-Time Systems Symposium. 2008: 303–312. doi: 10.1109/RTSS.2008.20

19. Ardagna D, Trubian M, Zhang L. SLA based resource allocation policies in autonomic environments. Journal of Parallel and Distributed Computing. 2007, 67(3): 259–270. doi: 10.1016/j.jpdc.2006.10.006

20. KagHAVendra R, Ranganathan P, Talwar V, Wang ZK, Zhu XY. No power struggles: Coordinated multi-level power management for the data center. ACM SIGARCH Computer Architecture News. 2008, 36 (1): 48–59. doi: 10.1145/1335354.1346289

21. Govindan S, Choi J, Urgaonkar B, Sivasubramaniam A, Baldini A. Statistical profiling-based techniques for effective power provisioning in data centers. Proceedings of the 4th ACM European Conference on Computer Systems. 2009: 317–330.

22. Kusic D, Kandasamy N, Jiang GF. Combined power and performance management of virtualized computing environments serving session-based workloads. IEEE Transactions on Network and Service Management. 2011, 8(3): 245–258. doi: 10.1109/TNSM.2011.0726.100045

23. Wen CJ, Long X, Mu YF. Power and performance management via model predictive control for virtualized cluster computing. Proceedings of the 32nd Chinese Control Conference. 2013: 2591–2596.

24. Gandhi A, Harchol-Balter M, Das R, Lefurgy C. Optimal power allocation in server farms. Proceedings of the 11th International Joint Conference on Measurement and Modeling of Computer Systems, ACM. 2009: 157–168.

25. Ma K, Li X, Chen M, Wang XR. Scalable power control for many-core architectures running multi-threaded applications. ACM SIGARCH Computer Architecture News. 2011, 39(3): 449–460. doi: 10.1145/2024723.2000117

26. Standard Performance Evaluation Corporation. The SPEC PowerSs2008 benchmark. available: http://www.spec.org/power_ssj2008/results/res2010q4/power_ssj2008-20100921-00294.html

27. Richalet J. Industrial applications of model based predictive control. Automatica. 1993, 29(5): 1251–1274. doi: 10.1016/0005-1098(93)90049-Y

28. Qin SJ, Badgwell TA. A survey of industrial model predictive control technology. Control Engineering Practice. 2003, 11: 733C764. doi: 10.1016/S0967-0661(02)00186-7

29. Wang L, Chen ZQ, Liu ZX, Yuan ZZ. Finite time agreement protocol design of multi-agent systems with communication delays. Asian Journal of Control. 2009, 11(3): 281–286. doi: 10.1002/asjc.104

30. Wang L, Sun SW, Xia CY. Finite-time stability of multi-agent system in disturbed environment. Nonlinear Dynamics. 2012, 67(3): 2009–2016. doi: 10.1007/s11071-011-0125-0

31. Tsinitskis JN, Bertsekas DP, Athans M. Distributed asynchronous deterministic and stochastic gradient optimization algorithms. IEEE Transactions on Automatic Control. 1986, 31(9): 803C812. doi: 10.1109/TAC.1986.1104412

32. Jadbabaie A, Lin J, Morse AS. Coordination of groups of mobile autonomous agents using nearest neighbor rules. IEEE Transactions on Automatic Control. 2003, 48(6):988C1001. doi: 10.1109/TAC.2003.812781
