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Abstract. In this paper, we provide a subgradient based algorithm to solve general constrained convex optimization without taking projections onto the domain set. The well studied Frank-Wolfe type algorithms also avoid projections. However, they are only designed to handle smooth objective functions. The proposed algorithm treats both smooth and nonsmooth problems and achieves an \( O(1/\sqrt{T}) \) convergence rate (which matches existing lower bounds). The algorithm yields similar performance in expectation when the deterministic subgradients are replaced by stochastic subgradients. Thus, the proposed algorithm is a projection-free alternative to the Projected subgradient Descent (PGD) and Stochastic projected subgradient Descent (SGD) algorithms.
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1. Introduction. In order to solve general convex optimization, many versions of Black-Box first-order algorithms have been proposed. However, most of those commonly used algorithms require a Euclidean \( (L_2) \) projection onto the domain set at each iteration, such as the famous Projected subgradient Descent (PGD) algorithm.\(^1\) Unless there is special structure, it is not always computationally easy to perform the projection steps. This can make PGD less attractive for large-scale constrained optimization problems. This paper develops an optimization algorithm that replaces projections with (computationally easier) Linear Optimization steps.

Specifically, let \( X \subseteq \mathbb{R}^n \) be a closed and convex set. The problem of this paper is to minimize a general convex function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) over all \( x \in X \). The Euclidean projection, i.e. \( L_2 \) projection, is defined as follows. Let \( X \) be a closed convex set. Define

\[
\pi_X (y) \overset{\text{def}}{=} \text{Argmin}_{x \in X} \| x - y \|, \quad \forall y \in \mathbb{R}^n
\]

We call \( \pi_X (y) \) the Euclidean projection of the point \( y \) onto the set \( X \) (as \( X \) is closed and convex, the projection exists and is unique). As our algorithm is similar to PGD, let us review PGD:

**Algorithm 1.1** Projected subgradient Descent (PGD)

1: Require \( T \in \{1, 2, \ldots \} \), \( \beta > 0 \), \( x_0 \in X \)
2: for \( k = 0 \cdots T - 1 \) do
3: Calculate \( g_k \in \partial f(x_k) \)
4: \( x_{k+1} = \pi_X (x_k - \beta g_k) \)
5: end for
6: return \( \bar{x} = \frac{1}{T+1} \sum_{k=0}^T x_k \)

It can be shown that the PGD’s update rule is equivalent to solve the following
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quadratic optimization problem:

\[ x_{k+1} = \pi_X(x_k - \beta g_k) = \text{Argmin}_{x \in X} \left\{ \langle g_k, x \rangle + \frac{1}{2\beta} \| x - x_k \|^2 \right\} \]

where \( \langle x, y \rangle \) is the inner product of \( x \) and \( y \) in \( \mathbb{R}^n \).

For a general convex set, the projection step may involve a numerical procedure that can be computationally expensive. Different algorithms to compute a projection of a point onto a convex set have been suggested \([20, 21, 12, 16]\). However, for many convex sets, a linear optimization, defined by the following equation:

\[ (1.1) \quad \min_{x \in X} \{ \langle g, x \rangle \}, \quad \text{for a given } g \in \mathbb{R}^n \]

can be carried out easier than a projection. Let us call sets \( X \) for which problems of the type Equation (1.1) can be solved more easily than a projection as Appropriate sets. Our algorithm works for any domain set that is convex. However, it shows its potential when the domain set \( X \) is an Appropriate set.

Many examples of Appropriate sets are known and studied. The work \([17]\) unifies many Appropriate sets under the umbrella of Atomic sets. One famous example is the set of matrices with bounded trace norm. The trace norm of a matrix \( A \), shown as \( \| A \|_* \), is the sum of its singular values. For a fixed \( \tau > 0 \), define set \( X \) as \( \{ A \in \mathbb{R}^{m \times n} : \| A \|_* \leq \tau \} \). The projection of matrix \( X \in \mathbb{R}^{m \times n} \) on the set \( X \) requires a Singular Value Decomposition (SVD) of \( X \) which costs \( O(mn \min\{m,n\}) \) time. Meanwhile, a linear optimization: \( \min_{X \in X} \langle P, X \rangle \), requires the calculation of the largest singular value and its respective singular vectors of the matrix \( P \). This calculation costs linear time in the number of non-zero entries in that matrix.

**1.1. Main Result.** Similar to Frank-wolf type algorithms that are projection-free but only work for smooth objective functions, this paper offers a projection-free algorithm for general convex programming. This is an alternative for PGD when the Equation (1.1) is easier than a projection. The algorithm is also compatible with stochastic (noisy) subgradients, which makes it an alternative for SGD.

**1.2. Application in network optimization.** In network optimization, the constraints model channel capacity limits which can be expressed as linear inequalities and equalities \([18, 5]\). The objective function, which describes utility and fairness \([4, 23]\), can be nonsmooth due to piecewise linearities and/or usage of \( \min[\cdot] \). For example, in multi-access networks, the objective function can be the minimum transmission rate dedicated to each user, and the goal is to maximize this minimum rate. These factors, linear constraints, and nonsmooth objective function make our algorithm suitable for this problem.

Consider the Network Utility Maximization (NUM) problem of the form:

\[ (\text{NUM}) \quad \max \{ u(x) : \langle a_j , x \rangle \leq b_j \forall j \in \{1,...,J\} \}. \]

where \( u \) is a concave utility function. The feasible set in this problem is

\[ X = \{ \langle a_j , x \rangle \leq b_j \forall j \in \{1,...,J\} \} \]

This set \( X \) is a polytope, which indeed is one of the cases where solving a linear optimization is much easier than a projection. Indeed, the linear optimization becomes a
Linear Programming (LP) problem for which there are a variety of efficient optimization methods [26]. It worth mentioning that another way to write this problem uses the exact penalty method [8],

\[(\text{NUM2}) \quad \min \{-u(x) + \gamma \max \{0, \langle a_1, x \rangle - b_1, \ldots, \langle a_J, x \rangle - b_J\}\}.
\]

This removes the inequality constraints by incorporating them into the objective function. This removes the need to project onto a feasible set \(X\). It can be proven that if there exists a Lagrange multiplier vector for the problem (NUM), then there exists a \(\gamma > 0\) such that the two problems (NUM) and (NUM2) are equivalent. The problem (NUM2) can be solved using common methods such as the subgradient descent algorithm. In order to compare the performance we should notice that the constant \(\gamma\) is typically of size \(O(J)\), and the Lipschitz coefficient of the objective function in (NUM2) is proportional to \(\gamma\). Thus, considering the lower bound of nonsmooth convex optimization is proportional to the Lipschitz coefficient of the objective function, we see that computational complexity of the second version is typically proportional to \(J\). Because our formulation can treat nonsmooth objectives and gracefully handles projections, it can be used to trade off the advantages of both (NUM) and (NUM2).

Specifically, fix a nonnegative integer \(J_1 \leq J\) and define \(J_2 = J - J_1\). We can use a new exact penalty function that includes only the first \(J_1\) inequality constraints, and a new set \(X_2\) that is defined by the remaining \(J_2\) constraints:

\[(\text{NUM3}) \quad \min \{-u(x) + \gamma \max \{0, \langle a_1, x \rangle - b_1, \ldots, \langle a_{J_1}, x \rangle - b_{J_1}\} : x \in X_2\}.
\]

1.3. History and Related Work. The original Frank-Wolfe algorithm [9] was introduced and analyzed for polyhedral domains in \(\mathbb{R}^n\), relying on line-search on a quadratic upper bound on \(f\). A general framework to analyze Frank-wolf type algorithms is achieved in [17] which also provides a comprehensive overview and comparison between many existing algorithms of that type. Using the idea of Variance-Reduced, [14] gets better bounds for both smooth convex functions and smooth strongly-convex functions while presenting another comparison of different variants of Frank-Wolfe algorithms.

Using randomized smoothing, [13] proposed a variant of Frank-Wolfe for online optimization of nonsmooth and smooth convex functions but not achieving the optimal convergence rates. This result has been improved in [15] using the so-called blocking technique.

In the case when the domain only consists of convex functional constraints \((X = \{x \mid h_i(x) \leq 0, \forall i \in \{1, \cdots, I\}\})\), [22] develops a unique algorithm with only one projection which (with high probability) achieves an \(O(1/\sqrt{T})\) rate for general convex optimization, and an \(O(\log(T)/T)\) rate for strongly convex optimization. Using similar assumptions (and adding an extra assumption of smoothness of constraint functions \(h_i\)), [19] achieves a one projection algorithm with \(O(1/\sqrt{T})\) regret for general online convex optimization, and an \(O(\log(T)/T)\) regret for online strongly convex optimization. Similar functional constraints are treated in [27] with \(O(1/T)\) convergence for general composite smooth convex and/or separable convex programs using knowledge of a Lagrange Multiplier bound, and [28] removes the need to know the Lagrange Multiplier bound.

In another line of work, [1] proposed a generalization of the conditional gradient algorithm achieving rates similar to the standard stochastic gradient algorithm using only zeroth-order information.
2. Preliminaries. \( \mathbb{R} \) denotes the set of real numbers, and \( \mathbb{R}^n \) is the usual vector space of real \( n \)-tuples \( x = (x^{(1)}, \ldots, x^{(n)}) \). The inner product of \( x \) and \( y \) in \( \mathbb{R}^n \) is expressed by

\[
\langle x, y \rangle \overset{\text{def}}{=} \sum_{i=1}^{n} x^{(i)} y^{(i)}
\]

In this paper the norm is standard Euclidean which is defined as:

\[
\|x\| \overset{\text{def}}{=} \sqrt{\sum_{i=1}^{n} (x^{(i)})^2} = \sqrt{\langle x, x \rangle}
\]

Consider an arbitrary function \( f \) defined on the set \( S \). Fix the point \( x \in S \). A vector \( g \) is called a subgradient of the function \( f \) at the point \( x \) if

\[
(2.1) \quad f(y) \geq f(x) + \langle g, y - x \rangle, \quad \forall y \in S
\]

The set of all subgradients of \( f \) at \( x \), \( \partial f(x) \), is called the subdifferential of the function \( f \) at the point \( x \). Function \( f \) is called \( G \)-Lipschitz continuous on the set \( S \) if

\[
(2.2) \quad |f(x) - f(y)| \leq G\|x - y\|
\]

A subset \( C \) of \( \mathbb{R}^n \) is said to be convex if \( (1 - \lambda)x + \lambda y \in C \) whenever \( x \in C \), \( y \in C \) and \( 0 \leq \lambda \leq 1 \). A function \( f \) is called convex on set \( C \) if \( C \) is a convex set and for all \( x, y \in C \) and \( \alpha \in [0,1] \) the following inequality holds:

\[
f(\alpha x + (1 - \alpha)y) \leq \alpha f(x) + (1 - \alpha)f(y).
\]

2.1. Extension of Convex Function. An important assumption used in this paper is that \( f \) is convex and \( G \)-Lipschitz continuous on the whole \( \mathbb{R}^n \). While this is a valid assumption in many practical cases, there are cases which can violate it.

The following theorem collects important parts from a larger McShane-Whitney extension theorem of [25]. It shows that if \( f \) is convex and \( G \)-Lipschitz continuous on the set \( X \), then \( f \) can be extended to a convex and \( G \)-Lipschitz continuous function on the whole of \( \mathbb{R}^n \).

**Theorem 2.1.** Let \( X \) be a convex set in \( \mathbb{R}^n \), \( f : X \to \mathbb{R} \) a convex \( G \)-Lipschitz continuous function defined on \( X \). Then the function \( \tilde{f} \) defined by:

\[
\tilde{f}(w) \overset{\text{def}}{=} \inf_{x \in X} \{ f(x) + G\|x - w\| \}
\]

satisfies the following:

(i) \( \tilde{f} \) is a real valued function.
(ii) \( \tilde{f} \) is a \( G \)-Lipschitz continuous function on \( \mathbb{R}^n \).
(iii) For any \( x \in \mathbb{R}^n \), any subgradient \( g \in \partial \tilde{f}(x) \) is bounded by \( G \): \( \|g\| \leq G \).
(iv) \( \tilde{f} \) is a convex function on \( \mathbb{R}^n \).
(v) \( f(w) = \tilde{f}(w), \forall w \in X \)

**Proof.** This theorem is a special case of the McShane-Whitney extension theorem and it is fully borrowed from different parts of [25]. However, for the sake of convenience, the proof is collected and presented at Appendix A. \( \square \)
2.2. Problem setup. We want to provide a projection-free algorithm to solve the following optimization:

\[
\min_{x \in \mathcal{X}} f(x)
\]

We assume that the set \( \mathcal{X} \) is contained in an Euclidean ball centered at \( x_1 \in \mathcal{X} \) and of radius \( R \). This has two consequences:

(2.3) \[ \|x - y\| \leq 2R, \quad \forall x, y \in \mathcal{X} \]

(2.4) \[ \|x - x_1\| \leq R, \quad \forall x \in \mathcal{X} \]

Furthermore we assume that \( f \) is convex and \( G \)-Lipschitz on \( \mathbb{R}^n \) (if not we can use its extension \( \tilde{f} \) according to the Theorem 2.1).

3. Projection-free Algorithm for Deterministic Optimization. We assume that the function \( f \) is represented by a Black-Box first-order oracle. This means that we can only get information by requesting the oracle to return a subgradient of the requested point \( x \) which we call \( g(x) \in \partial f(x) \). We provide the upper bound the on number of requests from the oracle to achieve a desired accuracy.

**Algorithm 3.1** Projection-free Algorithm

1. Require integer \( T \geq 1 \)
2. Choose constants \( \alpha > 0 \) and \( \eta > 0 \) and the initial point \( x_1 \in \mathcal{X} \)
3. Choose \( y_1 = x_1 \)
4. Choose \( Q_0 = 0 \)
5. for \( 1 \leq k \leq T - 1 \) do
6. Choose \( Q_k = Q_{k-1} + y_k - x_k \)
7. Choose \( g_k = g(y_k) \in \partial f(y_k) \)
8. Choose \( x_{k+1} \in \text{Argmin}_{x \in \mathcal{X}} \langle -Q_k, x \rangle \)
9. Choose \( y_{k+1} = \frac{1}{\alpha + \eta} (\alpha y_k + \eta x_{k+1} - \eta Q_k - g_k) \)
10. end for
11. return \( \bar{x} = \frac{1}{T} \sum_{k=1}^{T} x_k \)

**Theorem 3.1** (Convergence of Algorithm 3.1). Define \( x^* \in \text{Argmin}_{x \in \mathcal{X}} \{ f(x) \} \). Then with the following parameters,

\[
\alpha = \frac{G \sqrt{T}}{R} \\
\eta = \frac{G}{2R \sqrt{T}}
\]

the Algorithm 3.1 ensures

\[
f(\bar{x}) - f(x^*) \leq \frac{3RG}{\sqrt{T}}
\]

for any integer \( T \geq 1 \).

*Proof. See Appendix B.*

Let us remember the Algorithm 1.1 convergence too:
Theorem 3.2 (PGD convergence rate). Define \( x^* \in \text{Argmin}_x \{ f(x) \} \). With the following parameter,
\[
\beta = \frac{R}{G \sqrt{T}}
\]
the Algorithm 1.1 ensures
\[
f(\bar{x}) - f(x^*) \leq \frac{RG}{\sqrt{T}}
\]
for any integer \( T \geq 1 \).

Proof. See Theorem 3.2. from [7].

Upper bound on the error in both algorithms are of the same order (up to a constant) regarding the problem’s parameters. However, this does not mean that they will always perform similarly as these are only upper bounds. Simulations, provided on the section 5, compare these two algorithms numerically.

4. Projection-free Algorithm for Stochastic Optimization. In many applications, function \( f \) is represented by a first-order stochastic oracle. The oracle takes \( Y \) as input and returns \( \hat{g}(Y) \) such that \( \mathbb{E}\{\hat{g}(Y)|Y\} \in \partial f(Y) \), meaning we only have access to a noisy but unbiased version of a subgradient. We also need to add an extra condition:
\[
\mathbb{E}\{\|\hat{g}(Y)\|^2|Y\} \leq B^2
\]
for some known fixed \( B \geq G \) (this simply means that the noise must have a bounded variance). Surprisingly the algorithm works for this case too, only the \( g_k = g(y_k) \) in Line 13 of Algorithm 3.1 is replaced with \( g_k = \hat{g}(Y_k) \).

Theorem 4.1 (Convergence of Algorithm 3.1 with stochastic subgradient). Define \( x^* \in \text{Argmin}_x \{ f(x) \} \).

- Then with the following parameters,
\[
\alpha = \frac{B \sqrt{T}}{R} \quad \eta = \frac{G}{2R \sqrt{T}}
\]
the Algorithm 3.1 with stochastic subgradient ensures
\[
\mathbb{E}\{f(\bar{X})\} - f(x^*) \leq \frac{BR + 2GR}{\sqrt{T}}
\]
for any integer \( T \geq 1 \).

- Then with following parameters,
\[
\alpha = \frac{B \sqrt{T}}{R} \quad \eta = \frac{2B}{R \sqrt{T}}
\]
the Algorithm 3.1 with stochastic subgradient ensures
\[
\mathbb{E}\{f(\bar{X})\} - f(x^*) \leq \frac{3GD}{2\sqrt{T}}
\]
for any integer \( T \geq 1 \).
Proof. See Appendix C.

SGD algorithm is also very similar to PGD (Algorithm 1.1). The \( g_k = g(x_k) \) in Line 3 of Algorithm 1.1 is replaced with \( \hat{g}_k = \hat{g}(X_k) \).

**Theorem 4.2 (SGD convergence rate).** Define \( x^* \in \text{Argmin}_{x \in \mathcal{X}} \{ f(x) \} \). With the following parameter,
\[
\beta = \frac{R}{B \sqrt{T}}
\]
the SGD algorithm ensures
\[
E\{ f(\bar{X}) \} - f(x^*) \leq \frac{BR}{\sqrt{T}}
\]
for any integer \( T \geq 1 \).

*Proof. See Theorem 6.3. from [7].*

Upper bound of the average error in both algorithms are of the same order (up to a constant) regarding the problem’s parameters. However, if in addition to parameter \( B \) the parameter \( G \) is provided, unlike PGD/SGD, our algorithm is able to take advantage of it. Simulations, provided on the section 5, compare these two algorithms numerically.

**5. Numerical results.** In this section we provide two examples where our algorithm is compared with PGD and SGD.

**5.1. Hypercube domain with \( L_1 \)-norm objective function.** This example is a good case study to see the numerical accuracy of our algorithm as the exact minima is analytically calculable. However, this is not an example to illustrate the computational gains. Our domain set is a \( n \)-dimensional hypercube:
\[
\mathcal{X} = \{ x \in \mathbb{R}^n : |x^{(i)}| \leq 1, \forall i \in \{1, \cdots, n\} \}
\]
The set \( \mathcal{X} \) is inside the Euclidean ball with radius \( R = 2\sqrt{n} \) centered at \( x_1 = 0 \). Define the \( L_1 \)-norm as: \( \|x\|_1 = \sum_{i=1}^{n} |x^{(i)}| \). Let us choose the objective function \( f_\omega(x) = \|x-\omega\|_1 \). It is easy to see that this function is convex and Lipschitz continuous over \( \mathbb{R}^n \) with coefficient
\[
G = \sqrt{n}
\]
When the exact subgradient is given to us without any error, we choose the parameters as follows:
\[
\beta = \frac{R}{G \sqrt{T}}, \quad \alpha = \frac{G \sqrt{T}}{R}, \quad \eta = \frac{G^2}{2R \sqrt{T}}
\]
In order to simulate an inexact subgradient, we added a mean-zero normal distribution with covariance matrix \( \sigma^2 I_n \) to the exact subgradient, i.e., \( \hat{g}(y_k) = g(y_k) + N_k \) where \( \{N\} \) are i.i.d, \( n \) dimensional vector, samples of \( \mathcal{N}(0, \sigma^2 I_n) \). Thus,
\[
E\{ \|\hat{g}(x)\|^2 \} = G^2 + n\sigma^2
\]
so
\[
B = \sqrt{G^2 + n\sigma^2}
\]
We choose the parameters as following:
\[
\beta = \frac{R}{B \sqrt{T}}, \quad \alpha = \frac{B \sqrt{T}}{R}, \quad \eta = \frac{G}{2B \sqrt{T}}
\]
The experiments were done for different noise levels, \( \sigma \), different dimensions, \( n \), and for different values of \( T \). Two cases are considered in which the parameter \( \omega \) is
inside or outside of the domain set, $\mathcal{X}$. Clearly, in all of the figures, by increasing $T$, the error decreases monotonically for both algorithms.

Four first figure show the results of the simulations for $\omega \notin \mathcal{X}$. First observation from Figure 5.1 is that both algorithms are sensitive to the noise levels in low dimension (i.e. parameter $n$). Another observation is that our algorithm gives a slightly better result in high noise levels while the PGD/SGD works better in the low noises. In the case of no-noise, they have the same performance but our algorithm shows a more smooth convergence curve. By gradually increasing the dimension from 10 in Figure 5.1 to 500 in the next three figures: Figure 5.2, Figure 5.3, and Figure 5.4, both algorithms start to show less sensitivity to the noise levels. Still our algorithm gives a slightly better result in high noise levels while the PGD/SGD works better in the low noise levels.

The next four first figure show the results of the simulations for $\omega \in \mathcal{X}$. First observation from Figure 5.5 is that both algorithms are sensitive to the noise levels in low dimension (i.e. parameter $n$). While both algorithms perform similarly in the presence of the noise, PGD/SGD algorithm shows a very nonsmooth convergence curve in the absence of the noise. By gradually increasing the dimension from 10 in Figure 5.5 to 500 in the next three figures: Figure 5.6, Figure 5.7, and Figure 5.8, both algorithms perform similarly in the presence of the noise. PGD/SGD algorithm shows a nonsmooth and inferior convergence curve in the absence of the noise.
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Fig. 5.1. Dimension $n = 10$ and $\omega$ is outside the set $X$. Both algorithms show a lot of sensitivity to the noise levels in low dimension. Another observation is that our algorithm gives a slightly better result in high noise levels while the PGD/SGD works better in the low noises. In the case of no-noise, they have the same performance but our algorithm shows a more smooth convergence curve.
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Fig. 5.2. Dimension $n = 100$ and $\omega$ is outside the set $X$. Both algorithms show less sensitivity to the noise levels in a higher dimension. Again, our algorithm gives a slightly better result in high noise levels while the PGD/SGD works better in the low noises.
Fig. 5.3. Dimension $n = 250$ and $\omega$ is outside the set $X$. Both algorithms show less sensitivity to the noise levels in a higher dimension. Again, our algorithm gives a slightly better result in high noise levels while the PGD/SGD works better in the low noises.

Fig. 5.4. Dimension $n = 500$ and $\omega$ is outside the set $X$. Both algorithms show less sensitivity to the noise levels in a higher dimension. Again, our algorithm gives a slightly better result in high noise levels while the PGD/SGD works better in the low noises.
Fig. 5.5. Dimension $n = 10$ and $\omega$ is inside the set $X$. Both algorithms show a lot of sensitivity to the noise levels in low dimension. While both algorithms perform similarly in the presence of the noise, PGD/SGD algorithm shows a very nonsmooth convergence curve in the absence of the noise.

Fig. 5.6. Dimension $n = 100$ and $\omega$ is inside the set $X$. Again, both algorithms perform similarly in the presence of the noise, PGD/SGD algorithm shows a nonsmooth and inferior convergence curve in the absence of the noise.
Fig. 5.7. Dimension $n = 250$ and $\omega$ is inside the set $X$. Again, both algorithms perform similarly in the presence of the noise, PGD/SGD algorithm shows a nonsmooth and inferior convergence curve in the absence of the noise.

Fig. 5.8. Dimension $n = 500$ and $\omega$ is inside the set $X$. Again, both algorithms perform similarly in the presence of the noise, PGD/SGD algorithm shows a nonsmooth and inferior convergence curve in the absence of the noise.
5.2. Bounded nuclear norm domain with $L_1$-norm objective function.

The bounded nuclear norm domain, is a well known example in which the linear optimization has significant computational advantage over projection.

**Definition 5.1 (Singular Value Decomposition).** SVD of a real valued $m \times n$ matrix $A$ is a factorization of the form $A = U S V^\top$, where $U$ is an $m \times m$ orthogonal matrix, $S$ is an diagonal matrix with non-negative real numbers on the diagonal, and $V$ is an $n \times n$ orthogonal matrix. The diagonal entries $s_i = S_{i,i}$ are uniquely determined by $A$ and are known as the singular values of $A$. Also, let us call the $i$-th column of matrix $U$ by $u_i$ and the $i$-th column of matrix $V$ by $v_i$.

**Definition 5.2 (Nuclear norm).** Nuclear norm or Trace norm of a $m \times n$ matrix $A$ with SVD $A = U S V^\top$ is defined as:

$$\|A\|_* = \sum_{i=1}^{\min(m,n)} s_i$$

Now let us define the set $\mathcal{X}$ of all real valued $m \times n$ matrices with nuclear norm smaller that $\tau$. Fix $\tau > 0$,

$$\mathcal{X} \overset{df}{=} \{ A \in \mathbb{R}^{m \times n} : \|A\|_* \leq \tau \}$$

Until this section, algorithms were defined in the vector form. However, they can work for matrices just by rearranging the matrices into vector forms. Frobenius norm of a matrix is equal to its vector form $L_2$-norm.

**Definition 5.3 (Frobenius norm).** Frobenius norm can be defined as:

$$\|A\|_F = \sqrt{\sum_{i,j=1}^{m,n} |a_{i,j}|^2}$$

**Lemma 5.4.** Frobenius norm can be upper bounded by Nuclear norm:

$$\|A\|_F \leq \|A\|_*$$

**Proof.** See [11].

Now we are ready to come up with a enclosing Euclidean ball for the set $\mathcal{X}$. If we choose $X_1 = 0$ then

$$\|X_1 - Z\|_F = \|Z\|_F \leq \|Z\|_* \leq \tau, \quad \forall Z \in \mathcal{X}$$

Let us choose the objective function

$$f_W(X) = \sum_{i=1}^{m} \sum_{j=1}^{n} |X_{i,j} - W_{i,j}|$$

It is easy to see that this function is convex and Lipschitz continuous with coefficient

$$G = \sqrt{nm}$$

When the exact subgradient is given to us without any error, we choose the parameters as before: $\beta = \frac{R}{G \sqrt{T}}$, $\alpha = \frac{G}{R \sqrt{T}}$, $\eta = \frac{G}{2R \sqrt{T}}$. 

In order to simulate inexact subgradients, we added a mean-zero normal distribution with covariance matrix $\sigma^2I_{nm}$ to the exact subgradients, i.e., $\hat{g}(y_k) = g(y_k) + N_k$ where $\{N_k\}$ are i.i.d. $nm$ vectors, samples of $N(0, \sigma^2I_{nm})$. Thus,

$$E[\|\hat{g}(x)\|^2] = G^2 + nm\sigma^2$$

so

$$B = \sqrt{G^2 + nm\sigma^2}$$

Thus the parameters are:

$$\beta = \frac{R}{B\sqrt{T}}, \quad \alpha = \frac{R\sqrt{T}}{K}, \quad \eta = \frac{G}{2BR\sqrt{T}}.$$ 

We used the two following lemmas to implement our algorithm and PGD/SGD:

**Lemma 5.5** (Linear optimization on nuclear-norm ball). Fix a parameter $\tau > 0$. Let $A$ be a $m \times n$ matrix and consider its singular-value decomposition $A = USV^\top$. Then

$$\text{Argmin}_{\|X\|_* \leq \tau} (A, X)_F = \tau u_1v_1^\top$$

**Proof.** See [17].

**Lemma 5.6** (Projection onto the nuclear-norm ball). Fix a parameter $\tau > 0$. Let $A$ be a $m \times n$ matrix and consider its singular-value decomposition $A = USV^\top$. If $\|A\|_* \geq \tau$, then the Euclidean projection of $A$ onto the nuclear-norm ball is given by

$$\pi_{\|X\|_* \leq \tau} (A) = \sum_{i=1}^{\min(m,n)} \max(0, s_i - \lambda)u_iv_i^\top$$

where $\lambda \geq 0$ is the solution to the equation

$$\sum_{i=1}^{\min(m,n)} \max(0, s_i - \lambda) = \tau$$

**Proof.** See [2], [10].

The experiments were done for different noise levels, $\sigma$, different dimensions, and for different values of $T$. Two cases are considered in which the parameter $W$ is inside or outside of the domain set, $\mathcal{X}$. When $W$ is inside, it is the optimal point. However, when the $W$ is outside, then the optimal point is not calculable analytically (unlike the first experiment) so we only demonstrate the value of the function $f(\bar{x})$ instead of the error $f(\bar{x}) - f(x^*)$. Clearly, in all of the figures, by increasing $T$, the error decreases monotonically for both algorithms.

Four first figure show the results of the simulations for $W \notin \mathcal{X}$. First observation from Figure 5.9 is that PGD/SGD shows a superior result over our algorithm in the low noise levels. This superiority vanishes in the higher noise levels. By gradually increasing the dimensions in the next three figures: Figure 5.10, Figure 5.11, and Figure 5.12, PGD/SGD, still, shows a superior result over our algorithm in the low noise levels. This superiority vanishes in the higher noise levels and our algorithm starts to do a better job. Clearly, PGD/SGD is more sensitive to the noise level.

The next four first figure show the results of the simulations for $W \in \mathcal{X}$. First observation from Figure 5.13 is that in the absence of the noise, FGD/SDG does an inferior job. However, introducing small amount of noise improves the SGD/PGD performance dramatically. In other words, our algorithm is showing a superior result over PGD/SDG in the low noise levels, this superiority vanishes in the higher noise
levels. By gradually increasing the dimension in the next three figures: Figure 5.14, Figure 5.15, and Figure 5.16, still, in the absence of the noise, PGD/SDG does an inferior job. Again, this superiority vanishes in the higher noise levels. One more time, introducing small amount of noise improve the SGD/PGD performance dramatically.
Fig. 5.9. Parameters are $n = 5$, $m = 5$. $W$ is outside of the set $X$. PGD/SGD is showing a superior result over our algorithm in the low noise levels. This superiority vanishes in the higher noise levels.

Fig. 5.10. Parameters are $n = 5$, $m = 10$. $W$ is outside of the set $X$. PGD/SGD is showing a superior result over our algorithm in the low noise levels. This superiority vanishes in the higher noise levels.
Fig. 5.11. Parameters are $n = 10$, $m = 10$. $W$ is outside of the set $X$. PGD/SGD is showing a superior result over our algorithm in the low noise levels. This superiority vanishes in the higher noise levels and our algorithm does a better job. Clearly, PGD/SGD is more sensitive to the noise level.

Fig. 5.12. Parameters are $n = 10$, $m = 20$. $W$ is outside of the set $X$. PGD/SGD is showing a superior result over our algorithm in the low noise levels. This superiority vanishes in the higher noise levels and our algorithm does a better job. Clearly, PGD/SGD is more sensitive to the noise level.
Fig. 5.13. Parameters are $n = 5$, $m = 5$. $W$ is inside of the set $X$. In the absence of the noise, PGD/SDG does an inferior job. However, introducing small amount of noise improves the SGD/PGD performance dramatically. In other words, our algorithm is showing a superior result over PGD/SDG in the low noise levels, this superiority vanishes in the higher noise levels.
Fig. 5.14. Parameters are $n = 5$, $m = 10$. $W$ is inside of the set $X$. In the absence of the noise, PGD/SDG does an inferior job. However, introducing small amount of noise improve the SGD/PGD performance dramatically. In other words, our algorithm is showing a superior result over PGD/SDG in the low noise levels, this superiority vanishes in the higher noise levels.
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Fig. 5.15. Parameters are $n = 10$, $m = 10$. $W$ is inside of the set $X$. In the absence of the noise, PGD/SDG does an inferior job. However, introducing small amount of noise improve the SGD/PGD performance dramatically. In other words, our algorithm is showing a superior result over PGD/SDG in the low noise levels, this superiority vanishes in the higher noise levels.
Fig. 5.16. Parameters are $n = 10$, $m = 20$. $W$ is inside of the set $X$. In the absence of the noise, PGD/SDG does an inferior job. However, introducing small amount of noise improve the SGD/PGD performance dramatically. In other words, our algorithm is showing a superior result over PGD/SDG in the low noise levels, this superiority vanishes in the higher noise levels.
6. Conclusions and Open Problems. This paper addresses the problem of solving general constrained convex optimization without using projection. Prior works on projection-free algorithms focus mainly on smooth problems and/or problems with special constraint structure. The simulations and the convergence theorems show that our algorithm’s performance is comparable with the PGD/SGD algorithm, thus it can be a substitute for the PGD/SGD algorithm if projection-free algorithms are favoured.

An open problem is whether our algorithm can be modified to exploit the gains of mirror descent [6, 3]. A well known algorithm that replaces the Euclidean norm in PGD/SGD with a Bregman divergence which results in improved performance with respect to system dimension in certain cases (such as when the domain set is a probability simplex). Another question arises considering that PGD/SGD with time varying step-size reaches the improved rate, $O(1/T)$, for nonsmooth strongly convex optimization. It is unclear how to extend our algorithm in this scenario.

Appendix A. Proof of the Theorem 2.1.

Proof. This proof is collected from a larger McShane-Whitney extension theorem of [25] and presented in a condense format.

(i) Fix $w$ in $\mathbb{R}^n$. For fixed $z$ in the set $\mathcal{X}$ we have for every $x$ in the set $\mathcal{X}$:

\[
\begin{align*}
f(x) + G\|x - w\| &\geq f(z) - G\|z - x\| + G\|x - w\|, \quad \text{(By Lipschitz)} \\
&\geq f(z) - G\|z - x\| + G\|x - z\| - G\|z - w\|, \quad \text{(triangle inequality)} \\
&= f(z) - G\|z - w\|
\end{align*}
\]

Then taking the infimum over $x$ in the set $\mathcal{X}$ gives

\[
f(w) \geq f(z) - G\|z - w\| > -\infty
\]

(ii) Let $w_1, w_2 \in \mathbb{R}^n$ and $x \in \mathcal{X}$. Then $\|w_1 - x\| \leq \|w_2 - x\| + \|w_1 - w_2\|$, therefore

\[
\begin{align*}
f(x) + G\|w_1 - x\| &\leq f(x) + G\|w_2 - x\| + G\|w_1 - w_2\| \Rightarrow \\
\hat{f}(w_1) &\leq f(x) + G\|w_2 - x\| + G\|w_1 - w_2\| \Rightarrow \\
\hat{f}(w_1) - G\|w_1 - w_2\| &\leq f(x) + G\|w_2 - x\| \Rightarrow \\
\hat{f}(w_1) - G\|w_1 - w_2\| &\leq \hat{f}(w_2) \Rightarrow \\
\hat{f}(w_1) - \hat{f}(w_2) &\leq G\|w_1 - w_2\|
\end{align*}
\]

If we start from the inequality $\|w_2 - x\| \leq \|w_1 - x\| + \|w_1 - w_2\|$ and work as above, we get $\hat{f}(w_1) - \hat{f}(w_2) \leq G\|w_1 - w_2\|$ therefore $|\hat{f}(w_1) - \hat{f}(w_2)| \leq G\|w_1 - w_2\|$.

(iii) Fix $x$, and $g \in \partial f(x)$. For any $y$ We have

\[
\hat{f}(x) + \langle g, y - x \rangle \leq \hat{f}(y) \leq \hat{f}(x) + G\|y - x\|
\]

Now let $y = x + \epsilon g$ for $\epsilon > 0$, then

\[
\langle g, \epsilon g \rangle = \epsilon\|g\|^2 \leq G\|\epsilon g\|
\]

so

\[
\|g\| \leq G
\]
(iv) Let $w_1, w_2 \in \mathbb{R}^n$ and $0 \leq \theta \leq 1$

$$\theta \tilde{f}(w_1) + (1 - \theta) \tilde{f}(w_2)$$

$$= \theta \inf_{x_1 \in X} \{f(x_1) + G \|w_1 - x_1\|\} + (1 - \theta) \inf_{x_2 \in X} \{f(x_2) + G \|w_2 - x_2\|\}$$

$$= \inf_{x_1, x_2 \in X} \{\theta f(x_1) + \theta G \|w_1 - x_1\| + (1 - \theta) f(x_2) + (1 - \theta) G \|w_2 - x_2\|\}$$

$$\geq \inf_{x_1, x_2 \in X} \{f(\theta x_1 + (1 - \theta) x_2) + G \|\theta w_1 - \theta x_1 + (1 - \theta) w_2 - (1 - \theta) x_2\|\}$$

$$= \inf_{y \in X} \{f(y) + G \|\theta w_1 + (1 - \theta) w_2 - y\|\}$$

$$= \tilde{f}(\theta w_1 + (1 - \theta) w_2)$$

(v) We show that $\tilde{f}$ extends $f$. If $w \in X$, then

$$\tilde{f}(w) = \inf_{x \in X} \{f(x) + G \|w - x\|\} \leq f(w) + G \|w - w\| = f(w)$$

on the other hand, if $w \in X$, then

$$\tilde{f}(w) = \inf_{x \in X} \{f(x) + G \|w - x\|\} \geq \inf_{x \in X} \{f(w)\} = f(w)$$

where (a) is a direct use of Lipschitz continuity’s definition. Thus, $\forall w \in X$ we have $\tilde{f}(w) = f(w)$

**Appendix B. Proof of the Theorem 3.1.**

**Lemma B.1.** Let function $f$ be convex on the convex set $C$. Fix $\alpha > 0$, $x_0 \in C$. Suppose

$$x' = \text{Argmin}_{x \in C} \{f(x) + \alpha \|x - x_0\|^2\}$$

then $\forall z \in C$

$$f(x') + \theta \|x' - x_0\|^2 \leq f(z) + \theta \|z - x_0\|^2 - \theta \|z - x'\|^2$$

**Proof.** A special case of the Lemma 6 of [24].

**Lemma B.2.** In Algorithm 3.1, $\forall t \geq 1$ we have:

$$Q_t = \sum_{k=1}^{t} y_k - \sum_{k=1}^{t} x_k$$

**Proof.** Just combine Line 12 and Line 10 from Algorithm 3.1 and sum over time.

**Lemma B.3.** For any $a, b \in \mathbb{R}^n$ and $\theta > 0$,

$$\langle a, b \rangle + \frac{\theta}{2} \|a\|^2 \geq -\frac{\|b\|^2}{2\theta}$$

**Proof.** Combine Cauchy–Schwarz inequality:

$$\langle a, b \rangle \geq -\|a\| \|b\|$$

with

$$\frac{\theta}{2} \|a\|^2 + \frac{\|b\|^2}{2\theta} - \|a\| \|b\| = \left(\sqrt{\frac{\theta}{2} \|a\|} + \sqrt{\frac{1}{2\theta} \|b\|}\right)^2 \geq 0$$
Proof of the Theorem 3.1. It is easy to verify that Line 15 from Algorithm 3.1 can be written as:

\[ y_{k+1} = \text{Argmin}_{y \in \mathbb{R}^n} \left\{ \langle \eta Q_k + g_k, y \rangle + \frac{\alpha}{2} \| y - y_k \|^2 + \frac{\eta}{2} \| y - x_{k+1} \|^2 \right\} \]  

(B.1)

Notice the function:

\[ \langle \eta Q_k + g_k, y \rangle + \frac{\eta}{2} \| y - x_{k+1} \|^2 \]

is convex, thus Equation (B.1) satisfies the Lemma B.1 so we get:

\[ \langle \eta Q_k + g_k, y \rangle + \frac{\alpha}{2} \| y_{k+1} - y_k \|^2 + \frac{\eta}{2} \| y_{k+1} - x_{k+1} \|^2 \]

\[ \leq \langle \eta Q_k + g_k, x^* \rangle + \frac{\alpha}{2} \| x^* - y_k \|^2 + \frac{\alpha}{2} \| x^* - y_{k+1} \|^2 + \frac{\eta}{2} \| x^* - x_{k+1} \|^2 \]

We have \( \| x_{k+1} - x^* \| \leq 2R \) as \( x_{k+1}, x^* \in \mathcal{X} \),

\[ \langle \eta Q_k + g_k, y \rangle + \frac{\alpha}{2} \| y_{k+1} - y_k \|^2 + \frac{\eta}{2} \| y_{k+1} - x_{k+1} \|^2 \]

\[ \leq \langle \eta Q_k + g_k, x^* \rangle + \frac{\alpha}{2} \| x^* - y_k \|^2 + \frac{\alpha}{2} \| x^* - y_{k+1} \|^2 + 2\eta R^2 \]

Add \( \langle \eta Q_k, -x_{k+1} \rangle \) and \( \langle g_k, -y_k \rangle \) to both sides

\[ \langle \eta Q_k, y_{k+1} - x_{k+1} \rangle + \langle g_k, y_{k+1} - y_k \rangle + \frac{\alpha}{2} \| y_{k+1} - y_k \|^2 \]

\[ \leq \langle \eta Q_k, x^* - x_{k+1} \rangle + \langle g_k, x^* - y_k \rangle + \frac{\alpha}{2} \| x^* - y_k \|^2 + \frac{\alpha}{2} \| x^* - y_{k+1} \|^2 + 2\eta R^2 \]

An easy consequence of Line 14 from Algorithm 3.1 is: \( \langle Q_k, x_{k+1} \rangle \geq \langle Q_k, x^* \rangle \) for all \( x^* \in \mathcal{X} \), thus

\[ \langle \eta Q_k, y_{k+1} - x_{k+1} \rangle + \langle g_k, y_{k+1} - y_k \rangle + \frac{\alpha}{2} \| y_{k+1} - y_k \|^2 + \frac{\eta}{2} \| y_{k+1} - x_{k+1} \|^2 \]

\[ \leq \langle g_k, x^* - y_k \rangle + \frac{\alpha}{2} \| x^* - y_k \|^2 + \frac{\alpha}{2} \| x^* - y_{k+1} \|^2 + 2\eta R^2 \]

A simple conclusion from Equation Line 12 from Algorithm 3.1 is:

\[ \langle Q_k, y_{k+1} - x_{k+1} \rangle = \frac{1}{2} \| Q_{k+1} \|^2 - \frac{1}{2} \| Q_k \|^2 - \frac{1}{2} \| y_{k+1} - x_{k+1} \|^2 \]

so we get:

\[ \frac{\eta}{2} \| Q_{k+1} \|^2 - \frac{\eta}{2} \| Q_k \|^2 + \langle g_k, y_{k+1} - y_k \rangle + \frac{\alpha}{2} \| y_{k+1} - y_k \|^2 \]

\[ \leq \langle g_k, x^* - y_k \rangle + \frac{\alpha}{2} \| x^* - y_k \|^2 + \frac{\alpha}{2} \| x^* - y_{k+1} \|^2 + 2\eta R^2 \]

Using Lemma B.3 we get:

\[ \frac{\eta}{2} \| Q_{k+1} \|^2 - \frac{\eta}{2} \| Q_k \|^2 - \frac{\| g_k \|^2}{2\alpha} \]

\[ \leq \langle g_k, x^* - y_k \rangle + \frac{\alpha}{2} \| x^* - y_k \|^2 - \frac{\alpha}{2} \| x^* - y_{k+1} \|^2 + 2\eta R^2 \]
Sum from \( k = 1 \) to \( k = T - 1 \) to get

\[
\frac{\eta}{2} \|Q_T\|^2 - \frac{\eta}{2} \|Q_1\|^2 - (T - 1)2\eta R^2 - \frac{1}{2\alpha} \sum_{k=1}^{T-1} \|g_k\|^2 \\
\leq \sum_{k=1}^{T-1} \langle g_k, x^* - y_k \rangle + \frac{\alpha}{2} \|x^* - y_1\|^2 - \frac{\alpha}{2} \|x^* - y_T\|^2
\]

Combining Line 9 and (2.4) from Algorithm 3.1 gives us: \( \|x^* - y_1\| \leq R \), thus

\[
\frac{\eta}{2} \|Q_T\|^2 - \frac{\eta}{2} \|Q_1\|^2 - (T - 1)2\eta R^2 - \frac{1}{2\alpha} \sum_{k=1}^{T-1} \|g_k\|^2 \\
\leq \sum_{k=1}^{T-1} \langle g_k, x^* - y_k \rangle + \frac{\alpha R^2}{2} - \frac{\alpha}{2} \|x^* - y_T\|^2
\]

Combining Line 12 and Line 9 from Algorithm 3.1 gives us: \( Q_1 = Q_0 + y_1 - x_1 = 0 \), thus

\[
\frac{\eta}{2} \|Q_T\|^2 - (T - 1)2\eta R^2 - \frac{1}{2\alpha} \sum_{k=1}^{T-1} \|g_k\|^2 \\
\leq \sum_{k=1}^{T-1} \langle g_k, x^* - y_k \rangle + \frac{\alpha R^2}{2} - \frac{\alpha}{2} \|x^* - y_T\|^2
\]

Add and subtract \( \langle g_T, x^* - y_T \rangle \) to the right hand side,

\[
\frac{\eta}{2} \|Q_T\|^2 - (T - 1)2\eta R^2 - \frac{1}{2\alpha} \sum_{k=1}^{T-1} \|g_k\|^2 \\
\leq \sum_{k=1}^{T} \langle g_k, x^* - y_k \rangle + \frac{\alpha R^2}{2} - \frac{\alpha}{2} \|x^* - y_T\|^2 - \langle g_T, x^* - y_T \rangle
\]

Again using Lemma B.3 we get,

\[
\frac{\eta}{2} \|Q_T\|^2 - (T - 1)2\eta R^2 - \frac{1}{2\alpha} \sum_{k=1}^{T-1} \|g_k\|^2 \leq \sum_{k=1}^{T} \langle g_k, x^* - y_k \rangle + \frac{\alpha R^2}{2} + \frac{\|g_T\|^2}{2\alpha}
\]

Rearranging,

\[(B.2) \sum_{k=1}^{T} \langle g_k, x^* - y_k \rangle + \frac{\eta}{2} \|Q_T\|^2 \leq \frac{\alpha R^2}{2} + \frac{1}{2\alpha} \sum_{k=1}^{T} \|g_k\|^2 + (T - 1)2\eta R^2
\]

Using convexity of \( f \) we get

\[
\sum_{k=0}^{T} (f(y_k) - f(x^*)) + \frac{\eta}{2} \|Q_T\|^2 \leq \frac{\alpha R^2}{2} + \frac{1}{2\alpha} \sum_{k=1}^{T} \|g_k\|^2 + (T - 1)2\eta R^2
\]
Using $G$-Lipschitz continuity of $f$ we get
\[
\sum_{k=0}^{T} (f(y_k) - f(x^*)) + \frac{\eta}{2} \|Q_T\|^2 \leq \frac{\alpha R^2}{2} + T \frac{G^2}{2\alpha} + (T - 1)2\eta R^2
\]

Dividing by $T$ and using Jensen inequality
\[
f \left( \frac{1}{T} \sum_{k=1}^{T} y_k \right) - f(x^*) + \frac{1}{T} \frac{\eta}{2} \|Q_T\|^2 \leq \frac{\alpha R^2}{2T} + \frac{G^2}{2\alpha} + \frac{T - 1}{T} 2\eta R^2
\]
\[
\leq \frac{\alpha R^2}{2T} + \frac{G^2}{2\alpha} + 2\eta R^2
\]

Similar to Line 17 from Algorithm 3.1, define $\bar{y} = \frac{1}{T} \sum_{k=1}^{T} y_k$. Add and subtract $f(\bar{x})$ to the left hand side (LHS),
\[
f(\bar{x}) - f(x^*) + f(\bar{y}) - f(\bar{x}) + \frac{1}{T} \frac{\eta}{2} \|Q_T\|^2 \leq \frac{\alpha R^2}{2T} + \frac{G^2}{2\alpha} + 2\eta R^2
\]

Using Lemma B.2 and $G$-Lipschitz continuity of $f$ we get
\[
f(\bar{x}) - f(x^*) - G\|\bar{y} - \bar{x}\| + T \frac{\eta}{2} \|\bar{y} - \bar{x}\|^2 \leq \frac{\alpha R^2}{2T} + \frac{G^2}{2\alpha} + 2\eta R^2
\]

By completing the square we have
\[
f(\bar{x}) - f(x^*) \leq \frac{\alpha R^2}{2T} + \frac{G^2}{2\alpha} + 2\eta R^2 + \frac{G^2}{2\eta T}
\]

Choose
\[
\alpha = \frac{G\sqrt{T}}{R}
\]
and
\[
\eta = \frac{2G}{R\sqrt{T}}
\]
which means
\[
f(\bar{x}) - f(x^*) \leq \frac{3RG}{\sqrt{T}}
\]

**Appendix C. Proof of the Theorem 4.1.**

**Proof of the Theorem 4.1.** The analysis is the same up to Equation (B.2). Taking expectations of both sides of Equation (B.2):
\[
\frac{\eta}{2} \mathbb{E} \{\|Q_T\|^2\} - (T - 1)2\eta R^2 \leq \sum_{k=1}^{T} \mathbb{E} \{\langle g_k, x^* - Y_k \rangle\} + \frac{\alpha R^2}{2} + \frac{1}{2\alpha} \sum_{k=1}^{T} \mathbb{E} \{\|g_k\|^2\}
\]

Replacing $g_k = \hat{g}(Y_k)$,
\[
\frac{\eta}{2} \mathbb{E} \{\|Q_T\|^2\} - (T - 1)2\eta R^2 \leq \sum_{k=1}^{T} \mathbb{E} \{\langle \hat{g}(Y_k), x^* - Y_k \rangle\} + \frac{\alpha R^2}{2} + \frac{1}{2\alpha} \sum_{k=1}^{T} \mathbb{E} \{\|\hat{g}(Y_k)\|^2\}
\]
Using the following basic equivalence: \( \mathbb{E}\{A\} = \mathbb{E}\{\mathbb{E}\{A|B\}\} \)

\[
\frac{\eta}{2} \mathbb{E}\{\|Q_T\|^2\} - (T-1)2\eta R^2 \\
\leq \sum_{k=1}^{T} \mathbb{E}\{(\mathbb{E}\{\hat{g}(Y_k)|Y_k\}, x^* - Y_k)\} + \frac{\alpha R^2}{2} + \frac{1}{2\alpha} \sum_{k=1}^{T} \mathbb{E}\{\mathbb{E}\{\|\hat{g}(Y_k)\|^2|Y_k\}\} \\
\]

thus

\[
\frac{\eta}{2} \mathbb{E}\{\|Q_T\|^2\} - (T-1)2\eta R^2 \leq \sum_{k=1}^{T} \mathbb{E}\{\mathbb{E}\{\hat{g}(Y_k)|Y_k\}, x^* - Y_k\} + \frac{\alpha R^2}{2} + \frac{TB^2}{2\alpha} \\
\]

We know \( \mathbb{E}\{\hat{g}(Y_k)|Y_k\} = g(Y_k) \) so using convexity of \( f \) we get,

\[
\frac{\eta}{2} \mathbb{E}\{\|Q_T\|^2\} - (T-1)2\eta R^2 \leq \sum_{k=1}^{T} \mathbb{E}\{f(x^*) - f(Y_k)\} + \frac{\alpha R^2}{2} + \frac{TB^2}{2\alpha} \\
\]

Rearranging,

\[
\sum_{k=1}^{T} \mathbb{E}\{f(Y_k) - f(x^*)\} + \frac{\eta}{2} \mathbb{E}\{\|Q_T\|^2\} \leq \frac{\alpha R^2}{2} + \frac{TB^2}{2\alpha} + (T-1)2\eta R^2 \\
\]

Dividing by \( T \) and using Jensen inequality,

\[
\mathbb{E}\left\{ f\left(\frac{1}{T} \sum_{k=0}^{T} Y_k\right) - f(x^*)\right\} + \frac{1}{T} \frac{\eta}{2} \mathbb{E}\{\|Q_T\|^2\} \leq \frac{\alpha R^2}{2T} + \frac{B^2}{2\alpha} + 2\eta R^2 \\
\]

Add and subtract \( \mathbb{E}\{f(\bar{x})\} \) to the LHS,

\[
\mathbb{E}\{f(\bar{X}) - f(x^*) + f(\bar{Y}) - f(\bar{X})\} + \frac{1}{T} \frac{\eta}{2} \mathbb{E}\{\|Q_T\|^2\} \leq \frac{\alpha R^2}{2T} + \frac{B^2}{2\alpha} + 2\eta R^2 \\
\]

Use Lemma B.2 and G-Lipschitz continuity of \( f \) we get,

\[
\mathbb{E}\{f(\bar{X}) - f(x^*) + G\|\bar{Y} - \bar{X}\|\} + \frac{T\eta}{2} \mathbb{E}\{\|\bar{Y} - \bar{X}\|^2\} \leq \frac{\alpha R^2}{2T} + \frac{B^2}{2\alpha} + 2\eta R^2 \\
\]

By completing the square we have,

\[
(C.1) \quad \mathbb{E}\{f(\bar{X})\} - f(x^*) \leq \frac{\alpha R^2}{2T} + \frac{B^2}{2\alpha} + \frac{\eta D^2}{2} + \frac{G^2}{2\eta T} \\
\]

Choose

\[
\alpha = \frac{B\sqrt{T}}{R} \\
\]

and

\[
\eta = \frac{2G}{R\sqrt{T}} \\
\]

which means

\[
\mathbb{E}\{f(\bar{X})\} - f(x^*) \leq \frac{BR + 2RG}{\sqrt{T}} \\
\]
However, if we do not have access to $G$ independent from $B$ then replacing the inequality $G \leq B$ in Equation (C.1) we get,

$$
E \{ f(\bar{x}) \} - f(x^*) \leq \frac{\alpha R^2}{2T} + \frac{B^2}{2\alpha} + \frac{\eta D^2}{2} + \frac{B^2}{2\eta T}
$$

Choose

$$
\alpha = B\sqrt{T}
$$

and

$$
\eta = \frac{2G}{R\sqrt{T}}
$$

which means

$$
E \{ f(\bar{x}) \} - f(x^*) \leq \frac{3BR}{\sqrt{T}}
$$
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