ABSTRACT

It is well known that many machine learning systems demonstrate bias towards specific groups of individuals. This problem has been studied extensively in the Facial Recognition area, but much less so in Automatic Speech Recognition (ASR). This paper presents initial Speech Recognition results on “Casual Conversations” – a publicly released 846 hour corpus designed to help researchers evaluate their computer vision and audio models for accuracy across a diverse set of metadata, including age, gender, and skin tone. The entire corpus has been manually transcribed, allowing for detailed ASR evaluations across these metadata. Multiple ASR models are evaluated, including models trained on LibriSpeech, 14,000 hour transcribed, and over 2 million hour untranscribed social media videos. Significant differences in word error rate across gender and skin tone are observed at times for all models. We are releasing human transcripts of metadata, including age, gender, and skin tone. The entire corpus has been manually transcribed, allowing for detailed ASR evaluations across these metadata. Multiple ASR models are evaluated, including models trained on LibriSpeech, 14,000 hour transcribed, and over 2 million hour untranscribed social media videos. Significant differences in word error rate across gender and skin tone are observed at times for all models. We are releasing human transcripts of human-machine interactions might also be prone to similar shortcomings. In particular, in the context of Automatic Speech Recognition (ASR), several studies have analyzed gender, race and dialect bias. In articles appearing in various media outlets [2, 3, 4, 5, 6, 7], summarizing the findings, there are ASR performance differences across gender, race, and dialect which amplify the historical biases previously known to exist. This creates an impetus for the ML community to devise remedies, e.g. [2] explicitly states that “Everyone deserves their voice to be heard”.

The focus of this paper is to announce the release of publicly available data that can be specifically used to investigate some of these issues in the context of ASR, and present preliminary results investigating such issues. Specifically, we are augmenting the already released “Casual Conversations” dataset [8] with accurate manual transcriptions that can be used to evaluate existing models with respect to various potential biasing factors and also train new models directly from the dataset itself with respect to these factors.

“Casual Conversations” is composed of over 45,000 videos of approximately 1 minute duration each collected from a set of 3,011 participants, comprising approximately 846 hours of data. The videos feature paid actors who agreed to participate in the project. Participants casually speak about various topics and sometimes depict a range of facial expressions. They explicitly provided age and gender labels themselves. Also, a group of trained annotators labeled the participants’ apparent skin tone using the Fitzpatrick scale. The videos were recorded in the U.S. with a diverse set of adults in various age, gender and apparent skin tone groups. These videos were originally intended to be used for assessing the performance of already trained models in computer vision and audio applications for the purposes permitted in the data user agreement. The agreement prevents a user from developing models that predicts the values of these labels, but one may measure performance of an algorithm as a function of these labels.

The original data release of Casual Conversations did not contain any transcriptions, and thus could not be easily used to examine fairness issues in the context of speech recognition. As such, we have had the data manually transcribed to permit such an evaluation to take place, and also provide the transcriptions to the broader speech community. We then performed a preliminary evaluation of speech recognition performance across different speech recognition models as a function of gender, age and skin tone labels. While the phenotypical property of skin tone may not be as operative a variable in measuring comparative error for ASR as it is for computer vision, we opted to leverage the existing labels from the Casual Conversations dataset due to the likelihood skin tone may correlate with other characteristics that could be drivers of disparate ASR performance. The rest of the paper describes the transcription process followed, the models employed, presents recognition results, and draws some preliminary conclusions about bias and fairness in the context of the Casual Conversations data.

2. PREVIOUS WORK IN FAIRNESS IN SPEECH RECOGNITION

As machine learning systems have been utilized more frequently in decision making, biases or unfairness of the outcomes of these sys-
tems have become an active research area recently [9][10][11]. ASR which is one of the application areas of machine learning is also subject to these fairness concerns. For instance, it has been shown that there is a performance gap between male and female speakers [12] as well as black and white speakers [13]. The reason for unfairness in many of these cases is attributed to representation in the training data, i.e. having limited amounts of training data for certain groups of subjects, e.g. less female speakers than male speakers in a speech corpus [14]. A recent study [15] also confirmed the hypothesis that ASR systems can perpetuate the societal biases. In [16], a commonly used benchmark dataset, namely LibriSpeech [17], is subsampled to investigate the impact of the amount of training data on the ASR performance. The conclusion of [16] is that individual variability, irrespective of gender, affects the final performance more significantly, hence intra-variability within gender groups is also found to be an important factor to investigate. These studies mainly focused on analyzing the existing biases in ASR outputs. One approach to reduce ASR performance gaps between different sensitive groups is provided in [18] which builds on the counterfactual fairness idea proposed in [19].

Since most ASR datasets do not come with speaker attribute labels such as age, gender, dialect, etc. most of the previous studies evaluated fairness of the ASR systems on a limited number of corpora. There are recent efforts on curating data for under-represented groups such as African-Americans in speech studies [20] or for various demographic groups [21]. The “Casual Conversations” dataset provides data from a larger set of subgroups than [20], and also contains conversational speech rather than read speech as in [21].

3. DATA TRANSCRIPTION

In order to produce transcriptions usable by the community, verbatim transcriptions were produced with various mark-ups. Specifically, hesitations and disfluencies (“uh”, “um”...) and repeated words were kept as spoken. Colloquial wordings (“gonna”, “sorta”) were maintained. Non-speech sounds, like music and laughter, were tagged. Numbers were spelled out as words as spoken, as were emails and URLs. Common named entities made up of acronyms (e.g., NASA, USA) were left spelled as colloquially written, though.

In terms of metadata related to the transcription, the text was punctuated. Long pauses were all indicated with the tag <no-speech>. Speaker turns associated with primary speakers (the interviewee) and secondary speakers (the interviewer, and occasional third parties who were not the official interviewee) were marked and time-stamped. An example of a transcript produced following the above process is:

```
[0.000] [secondary,0.240,secondary] would you rather work from home, or in an office and why? [secondary,2.903,secondary/]<no-speech> [3.890] [primary,4.183,primary] um <no-speech> [7.345] I prefer a mix of both, because <no-speech> [11.170] I like to have the structure of the office, <no-speech> just to <colloquial> kinda <colloquial> create a routine, but I do prefer some days [18.010] being able to work from home, because it's just a <no-speech> [21.010] more convenient option, sometimes, when life gets busy. [primary,23.512,primary/][secondary,23.655,secondary] mhm. <no-speech> <spk_noise> al-right. [secondary,23.515,secondary/][25.560]
```

In total, 846.1 hours of manual transcriptions have been produced. Many of the recordings contain both speech from the primary speaker and the interviewer, and sometimes a third speaker as well. Since the metadata annotations refer to each primary speaker, we first remove videos with no primary speaker speaking. Second, we convert and segment each video into audio files via manual time stamps, such that each resulting segment only contains the primary speaker’s speech. This leaves in total 572.6 hours of audio from the original 846.1 hours. After segmentation, the longest utterance is about 224 seconds.

4. SPEECH RECOGNITION MODELS

We built a series of recurrent neural network transducer (RNN-T) [22] ASR models with respective sets of training data and configurations:

(i) LibriSpeech model: a full-context conformer transducer model [23][24] trained on LibriSpeech. RNN-T output labels consist of a blank label and 1023 wordpieces generated by the unigram language model algorithm from Sentence-Piece toolkit [25]. Four 80-dimensional log Mel filter bank features are concatenated with stride 4 to form a 320 dimensional vector, followed by a linear layer and mapped to a 512 dimensional input to encoder. Encoder has 17 conformer layers of embedding dimension 512, attention heads 8, feed-forward network (FFN) size 2048, and convolution kernel size 15. Following [26], we remove the original relative positional encoding, and reuse the existing convolution module for positional encoding by swapping the order of convolution and multi-head self-attention modules. Prediction network is a 2-layer LSTM of 512 hidden units and dropout 0.3. Joint network has 1024 hidden units, and a softmax layer of 1024 units for blank and wordpieces. The word error rate (WER) on test-clean and test-other are 2.4 and 5.5 respectively.

(ii) Video model, supervised: a streaming emformer model [27] trained on 14K-hour manually transcribed social media videos. The video dataset is a collection of public and de-identified English videos, and contain a diverse range of speakers, accents, topics, and acoustic conditions. The input feature stride is 6. Encoder network has 24 simplified emformer layers without memory bank, and each has embedding dimension 512, attention heads 8, and two macaron-like feed-forward network (FFN) modules [23] with FFN size 2048. Prediction and joint networks are the same as above, and 4095 wordpieces used instead. Model size is of about 140M parameters.

(iii) Video model, semi-supervised: a semi-supervised streaming emformer model trained on over 2 million hour social media videos. 14K hours are manually transcribed as above, and the rest are unlabeled data and decoded by progressively larger teacher models.

(iv) Video model, semi-supervised teacher: a final teacher model of one billion parameters and trained on over 2 million hour social media videos.

For all ASR training, we applied SpecAugment [28], alignment restricted training [29], to improve training throughput, and auxiliary chnenone prediction criteria to improve model convergence and performance [30]. For all neural network implementations, we used an in-house extension of the PyTorch-based fairseq [31] toolkit. All experiments used the Adam optimizer [32], tri-stage [23] learning rate schedule with peak learning rate 4e-4, multi-GPU and the mixed precision training supported in fairseq.
Table 1: WER results on the complete Casual Conversations dataset. Rel. gap either refers to the relative WER difference between female and male, or refers to the largest relative WER difference between all pairwise skin types, with the corresponding pair indicated in bold.

| model          | overall WER | gender | age | skin type | rel. gap |
|----------------|-------------|--------|-----|-----------|----------|
|                | female      | male   | other |           |          |
| LibriSpeech    | 34.3        | 31.8   | 37.1 | 60.0      | 16%      |
|                | 36.1        | 35.1   | 30.9 |           |          |
|                | 27.5        | 30.9   | 34.6 | 34.0      | 37.5     |
|                | 37.2        | 37%    |      |           |          |
| Video, supervised | 13.9    | 16.3   | 31.8 | 37%       |          |
|                | 13.9        | 13.9   | 13.8 |           |          |
|                | 11.2        | 13.1   | 14.0 | 13.7      | 15.0     |
|                | 14.8        | 34%    |      |           |          |
| Video, semi-supervised | 9.8     | 8.5    | 11.3 | 32%       |          |
|                | 9.7         | 9.8    | 9.8  |           |          |
|                | 7.8         | 9.3    | 10.4 | 9.9       | 10.1     |
|                | 10.0        | 33%    |      |           |          |
| Video, teacher | 8.6         | 7.5    | 9.9  | 33%       |          |
|                | 8.4         | 8.6    | 8.6  |           |          |
|                | 6.9         | 8.3    | 9.0  | 8.4       | 8.9      |
|                | 8.8         | 30%    |      | 8.8       |          |
| # of hours     | 573         | 312    | 249  | 0.2       |          |
|                | 198         | 188    | 174  | -         |          |

![Fig. 1](image_url): Confidence intervals of each test statistic \( \theta_{i,j} \) (Eq. 1) for pairwise skin types. Each red line indicates the WER difference between two subgroups statistically significant, and black line insignificant.

5. Bootstrap Confidence Interval Method

In most speech recognition systems, the test data remains fixed and the nature of the speech recognition model used for decoding is the critical variable. Typical tests for statistical significance utilized for such comparisons are described in [33][34]. However, in our case, the test data is different for each primary speaker. This implies a different test of statistical significance is needed. We decided to conduct significance tests using the bootstrap method [35], designed to compare data drawn from disparate populations that does not rely on the underlying assumption that the underlying data have a normal distribution.

Assume we would like to conduct statistical testing to determine whether a significant difference exists between the WERs of two subgroups \( i \) and \( j \), where \( i \) and \( j \) can denote female and male, or any two skin types, \( \forall i, j \in \{I, \ldots, VI\} \). WERs for subgroup \( i \) and \( j \) are denoted as \( \text{WER}_i \) and \( \text{WER}_j \). Then we define the test statistic \( \theta_{i,j} \) as the empirical WER ratio minus one:

\[
\theta_{i,j} = \frac{\text{WER}_i}{\text{WER}_j} - 1
\]  

In the bootstrap method [35], each bootstrap sample is generated by the following process:

1. subjects are repeatedly sampled with replacement from the original subgroups \( i \) and \( j \), and the number of samples are equal to the number of subjects in respective original subgroup. Then \( \text{WER}_i \) and \( \text{WER}_j \) are calculated on the samples.

2. a parameter estimate for \( \theta_{i,j} \) is then calculated by Eq. 1.

Thus we generate \( B \) (e.g., \( B = 1000 \)) random bootstrap samples, and all \( B \) bootstrap parameter estimates are ordered from the lowest to highest. Then the 95% percentile bootstrap confidence interval (CI) of the test statistic, denoted as \( (l_n, u_n) \), is obtained such that e.g., a 95% percentile bootstrap CI via 1,000 bootstrap samples is the interval between the 25th quantile and 975th quantile of 1,000 bootstrap parameter estimates. If CI \( (l_n, u_n) \) does not cover the point 0.0, we claim the WER difference between two subgroups is statistically significant. We apply the confidence interval method instead of hypothesis tests – not only for significance tests, but also for quantifying the uncertainty of the test statistic.

6. Results

The paper that introduced the Casual Conversations data reported on a number of aspects of the metadata: gender, age, skin tone, and lighting conditions [8]. We report on the same metadata categories except for lighting condition, which we did not expect to impact speech recognition performance. While skin tone, a purely visual characteristic, is unlikely to directly impact speech recognition performance (as for computer vision models), we expect that it correlates with other characteristics that may have such an impact, so we opt to report results along that dimension.

6.1. Evaluating off-the-shelf ASR models

We first decode the complete 281 hour Casual Conversation audios via each RNN-T model above (Section 4), and report overall WERs and WERs on each subgroup in Table 1. There appears to be a large performance gap between the female and male speakers with a definite bias towards female speakers, especially for the video models. We perform the significant tests, as described in Section 5 and the WER differences are significant for all models. We did not observe much difference across WER by age, except for slightly better performance for the older age category for the LibriSpeech model.

For skin type, we observed noticeable WER differences between various pairs, mostly frequently for the LibriSpeech model. Then we perform significant tests on the pairwise skin type WERs, and...
Table 2: WER results on a test split, after model fine-tuning on a train split. There is no subject of gender “other” present in this test subset.

| model                        | overall WER | gender male | rel. gap | I    | II   | III  | IV   | V    | VI   | rel. gap |
|------------------------------|-------------|-------------|----------|------|------|------|------|------|------|----------|
| Video, supervised           | 11.8        | 9.8         | 14.2     | 45%  | 9.7  | 11.7 | 12.4 | 12.6 | 11.0 | 11.8     | 30%      |
| Video, supervised + fine-tuning | 8.1        | 6.8         | 9.6      | 42%  | 6.7  | 8.1  | 8.9  | 8.5  | 7.3  | 7.8      | 33%      |
| Video, semi-supervised       | 8.4         | 7.1         | 9.8      | 37%  | 6.9  | 8.5  | 9.3  | 8.8  | 7.4  | 8.0      | 35%      |
| Video, semi-supervised + fine-tuning | 7.2        | 6.0         | 8.5      | 42%  | 6.0  | 7.2  | 8.0  | 7.6  | 6.4  | 6.9      | 34%      |
| # of hours                   | 295         | 161         | 128      | -    | 11   | 84   | 69   | 25   | 45   | 60       | -        |

compute the confidence interval (CI) for each test statistic $\theta_{i,j}$ (Eq. (1)) of respective subgroup $i$ and $j$ (Section 5). As shown in Figure 1, if the CI does not include point 0.0, we conclude the WER difference between a skin type pair is significant. Any narrower CI in Figure 1 indicates a smaller variance in the bootstrap parameter estimates, i.e., WER ratios. The further the complete CI away from point 0.0, the more significant performance difference is suggested.

We find that the LibriSpeech model has the most occurrences of significant WER differences between subgroups, and video models have the fewest. We believe that, for video models, the 2 million hour pseudo-label training data in addition to the transcribed social media videos are more heterogeneous datasets than LibriSpeech, which contains read speech from audiobooks. Therefore, the training data diversity in social media videos may have helped reduce WER differences between subgroups. Note that, although the video teacher model - trained on the same amounts of data as the video student model - provides better overall accuracies, it does not provide more evenly distributed error rates. Although we do not suggest that skin type has a direct effect on acoustic properties, it may be a proxy for other unobserved characteristics that result in disparate ASR performance.

6.2. Evaluating the fine-tuned ASR models with in-domain data

We further use the train/valid/test data split provided in the original dataset release [3], to investigate if the unevenly distributed WERs can be reduced by fine-tuning pretrained ASR models with in-domain data. The training data split is 248 hours in total, and the data size of skin type I to VI is 10h, 67h, 59h, 22h, 39h, 52h, respectively. The results and test data size are shown in Table 2.

For both video models of supervised and semi-supervised training, we observe large WER reductions after 2,000 fine-tuning updates. However, in either case, the relative WER differences between subgroups are not reduced, which suggests the model’s unbalanced accuracies may not be simply resolved by such in-domain fine-tuning processes. Since the relative amounts of data across our metadata categories are unknown for the video dataset, we cannot say that the WER differences between subgroups result from inadequate representation of certain categories of metadata in the broader training data. However, given (i) the large variability in the million hour video collection, and (ii) the available training data of each skin tone in each train split (used during fine-tuning), we still observe the unfairly distributed errors across metadata. This suggests there are more fundamental underlying variables associated with the speech styles in the Casual Conversations corpus that deserve additional investigation.

7. CONCLUSION

We have leveraged the existing metadata categories from the Casual Conversations dataset, and then performed an ASR performance evaluation across different models as a function of gender, age, and skin tone categories. Firstly, large accuracy gaps are consistently observed across gender, while no clear bias found towards any age group.

Secondly, we acknowledge that skin tone is a visual indicator which is suboptimal in measuring an auditory phenomenon. However, significant WER differences are observed in various comparisons across skin tone categories, suggesting skin tone may correlate with other characteristics that could drive performance differences between subgroups. The comparative error rates of various ASR models also indicate that, ASR models trained on sizable and potentially more diverse training data - i.e., the data that more likely contains a diverse range of attributes or subgroup representations - can provide more evenly distributed accuracies, but do not reduce the differences to zero.

The transcriptions will all be released to the community by the time of paper dissemination; we hope these interesting results inspire the community to continue these investigations to achieve a deeper understanding of the underlying variables affecting speech recognition performance, eventually permitting us to build robust speech systems without having to collect massive amounts of data from each and every target population.
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