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This paper describes applications of extrapolation for the computation of coefficients in an expansion of infrared divergent integrals. An extrapolation procedure is performed with respect to a parameter introduced by dimensional regularization. While this treats typical IR singularities at the boundaries of the integration domain, special care needs to be taken in cases where the integrand is singular in the interior of the domain as well as on the boundaries. A double extrapolation is devised for a class of massless vertex integrals. Quadruple precision results are presented, demonstrating high accuracy. The computations are supported by the use of general adaptive integration programs from the QUADPACK package, in iterated integrations with highly singular integrand functions.
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1. Introduction

For infrared (IR) divergent loop integrals, the integrand functions have non-integrable singularities through vanishing denominators. Based on dimensional regularization, the integral is expanded as a function of a parameter that approaches zero \[\varepsilon\].

In this paper we report numerical results for the leading coefficients obtained by convergence acceleration (extrapolation) of a sequence of integral approximations. The methods are explained in detail in [4], where also results are given using double precision arithmetic. In the present paper we give extensive results using quadruple precision and show that in many cases the accuracy can be improved to near the relative machine accuracy.

According to the asymptotic behavior of the integral, we can explore linear or nonlinear extrapolation techniques. The asymptotic expansion gives rise to linear systems of the form

\[
S_\ell = \sum_{k=0}^{n-1} a_k \varphi_k(\varepsilon_\ell), \quad 1 \leq \ell \leq n, \tag{1.1}
\]

where \(S_\ell\) is generally a scaled version of the integral \(I(\varepsilon)\), approximated numerically. A linear system solver or a linear extrapolation method can be used if the \(\varphi_k\) are known functions of \(\varepsilon_\ell\). Otherwise, a nonlinear extrapolation may be suitable, depending on the nature of the \(\varphi_k\) functions.

For (small) \(\varepsilon > 0\), the numerical integral approximation may be affected by singular integrand behavior which occurs at the boundaries and/or in the interior of the integration domain. The sample integrals in this paper pertain to classes of one-loop vertex integrals which are two-dimensional, over the unit triangle \(\{(x,y) \mid 0 \leq y \leq 1 - x \leq 1\}\). An iterated or repeated numerical integration can be performed efficiently with the general adaptive integration programs DQAGS/DQAG from QUADPACK [14].

The expansions derived symbolically in [9] generally involve hypergeometric functions. We calculate the hypergeometric function numerically in Section 3, using an extrapolation to handle the singularity in the integration interval. In Section 3 we present results for the case of one off-shell \((p_3^2 \neq 0)\) and two on-shell \((p_1^2 = p_2^2 = 0)\) particles. The coefficients of the divergent terms in the integral expansion are calculated with an extrapolation as the parameter \(\varepsilon\) introduced by dimensional regularization goes to zero. The integrals in the sequence have integrand singularities on the boundaries of the integration region.

Section 4 addresses IR divergent integrals with one on-shell and two off-shell particles, where integrand singularities may occur in the interior as well as on the boundaries of the integration domain. In this case, the integrals in the extrapolation sequence with respect to \(\varepsilon\) involves an extrapolation to deal with the interior singularity.

2. Extrapolation

For a sequence \(\{S(\varepsilon_\ell)\}\), which converges to the limit \(S = \lim_{\varepsilon_\ell \to 0} S(\varepsilon_\ell)\), an extrapolation may be performed with the goal of creating sequences which convergence faster than the given sequence, based on its asymptotic expansion

\[
S(\varepsilon) \sim S + A_1 \varphi_1(\varepsilon) + A_2 \varphi_2(\varepsilon) + \ldots \tag{2.1}
\]
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\[
\begin{array}{ccccccc}
\tau_0 \\
0 & \tau_0 \\
\tau_{10} & \tau_{11} & \tau_{12} \\
0 & \cdots & \cdots & \tau_{k-1,1} & \cdots & \tau_{k-1,2} \\
\tau_{k0} & \tau_{k1} & \cdots \\
0 & \tau_{k+1,0} \\
\end{array}
\]

\[
\tau_{k-1,1} = 0 \\
\tau_{k,0} = S_k \\
\tau_{k,\lambda+1} = \tau_{k+1,\lambda+1} + \frac{1}{\tau_{k+1,\lambda} - \tau_{k,\lambda}}
\]

Table 1: \(\epsilon\)-algorithm table

as \(\epsilon \to 0\). In the context of series convergence we consider the limit of its partial sums. Some extrapolation methods allow summing divergent series to a value referred to as anti-limit.

A linear extrapolation yields solutions to linear systems of the form

\[
S(\epsilon) = a_0 + a_1 \phi_1(\epsilon) + \ldots + a_v \phi_v(\epsilon), \quad \ell = 0, \ldots, v,
\]

of order \((v + 1) \times (v + 1)\) for increasing values of \(v\) \([12, 8]\). The sequence of \(\epsilon\) may be geometric or another type of sequence that decreases to 0. As an example, Romberg integration relies on the Euler-Maclaurin expansion of the integral as a function of the step size \(\epsilon = h\). Then (2.1) is assumed to be an expansion in even powers of \(h\), for the composite trapezoidal rule values \(S(h)\) with \(h = 2^{-\ell}, \ell \geq 0\). Values for \(a_0 \approx \mathcal{S}\) are obtained for successive \(v\) by solving the \((v + 1) \times (v + 1)\) systems of (2.2) implicitly using the Neville algorithm.

More general sequences of \(\epsilon\) include the sequence by Bulirsch, of the form \(1/b_\ell\) with \(b_\ell = 2, 3, 4, 6, 8, 12, \ldots\) (consisting of powers of 2, alternating with \(1.5 \times\) the preceding power of 2). The type of sequence selected influences the stability of the process, which was found more stable with the geometric sequence than with the harmonic sequence (with the Bulirsch sequence in between) \([23]\). On the other hand there is a trade-off with the computational expense of \(S(\epsilon)\), which may become prohibitive for fast decreasing \(\epsilon\). For the computations in subsequent sections we use scaled versions of \(b_\ell\), e.g., \(b_\ell/16\).

If the functions of \(\epsilon\) in the asymptotic expansion (2.1) are not known, a nonlinear extrapolation or convergence acceleration may be suitable \([17, 16, 11, 8]\). As an example of a nonlinear extrapolation method, the \(\epsilon\)-algorithm \([17]\) implements the sequence-to-sequence transformation by \([15]\) recursively; and can be applied when the \(\phi\) functions are of the form \(\phi_k(\epsilon) = \epsilon^{\beta_k} \log^{v_k}(\epsilon)\), under some conditions on \(v_k\) and \(\beta_k\) and if a geometric sequence is used for \(\epsilon\). The actual form of the underlying \(\epsilon\)-dependency does not need to be specified.

Table 1 gives the recurrence of the \(\epsilon\) algorithm for a sequence \(S_\kappa, \kappa = 0, 1, \ldots\) and depicts the layout of the computations in a triangular table.
Table 2: Integration and extrapolation results for \( _2F_1(l + 1, l + m, l + m + n + 1, z + i\delta) \) for relative integration error tolerance of \( 10^{-25} \) and the Bulirsch sequence for extrapolation.

### 3. Hypergeometric function

A representation of the hypergeometric function is given by the Gauss series

\[
F(a, b, c; z) = \sum_{k=0}^{\infty} \frac{\Gamma(a + k) \Gamma(b + k) \Gamma(c + k)}{\Gamma(k)} \frac{z^k}{k!}
\]

which has \(|z| = 1\) as its circle of convergence and has an analytic continuation defined by the Euler integral [1],

\[
_2F_1(a, b; c; z) = \frac{\Gamma(c)}{\Gamma(b)\Gamma(c - b)} \int_0^1 \frac{t^{b-1}(1-t)^{c-b-1}}{(1-tz)^a} \, dt,
\]

(3.1)

\( \Re c > \Re b > 0 \), which denotes a one-valued analytic function in the complex plane cut along the real axis from 1 to \( \infty \).

For a numerical computation where \( z \in \mathbb{R} \), we replace \( z \) by \( z + i\delta \) and evaluate the limit of \( _2F_1(a, b, c; z + i\delta) \) as \( \delta \to 0 \) by solving linear systems of the form (2.2) with \( \varphi_k(\delta) = \delta_k^k, \, k = 1, \ldots, v \) and \( S(\delta) = _2F_1(a, b, c; z + i\delta) \), \( \ell = 0, \ldots, v \).

Table 2 lists results for a problem set from [10] where \( a = l + 1, \, b = l + m, \, c = l + m + n + 1 \) at \( z = 10 \) (real). The relative error tolerances for the outer and inner integration are set at \( 10^{-25} \) and \( 10^{-26} \), respectively. Since \( b \) and \( c \) are positive integer, the numerator in the integrand is polynomial, so there are no end-point singularities. We use the general adaptive integrator DQAG of QUADPACK for the iterated integrations, with the 7-point Gauss and 15-point Kronrod rules applied on each subinterval in its adaptive partitioning strategy.

Note that the weights and abscissae of the integration rules in DQAG are given to 33 digits and the relative machine accuracy in quadruple precision is of about the same order. Table 2 gives quadruple precision results, extending the (10-digit) accuracy of the double precision calculations reported in [8]. As compiler we use the intel Fortran Composer XE with the -r16 flag. The calculations are run on a Macbook-Pro laptop with 3.06 GHz Intel Core 2 Duo processor and 8 GB memory (Mac OS X Version 10.6.4).

According to (2.2) we obtain \( \mathcal{S}^{(v)} \approx a_0 \) for the systems of order \((v + 1) \times (v + 1)\), \( v = 1, 2, \ldots \). The difference of successive results in \( E_a^{(v)} = |\mathcal{S}^{(v)} - \mathcal{S}^{(v-1)}| \) gives a measure of convergence.
Table 2 lists $l, m, n$ followed by the result $\mathcal{R}^{(v)}$, the relative measure of convergence $E_l^{(v)} = E_\alpha^{(v)} / |\mathcal{R}^{(v)}|$, the value of $v$ and the time taken (in seconds) for the integrals $S(\delta), \ell = 0, \ldots, v$, needed to obtain the result. The other times in the program are not taken into account, including the system solving time which was measured and found negligible compared to the integration times.

While we could have listed the result obtained after the error falls below $10^{-25}$, we instead listed the result with the smallest estimated relative error. As expected, better accuracy is obtained for the smaller values of $l, m, n$.

4. Asymptotics for one off-shell, two on-shell particles

We first address the IR divergent integral $J_3(p_1^2, p_2^2, p_3^2; n_x, n_y)$ from [13] with one off-shell ($p_3^2 \neq 0$) and two on-shell particles ($p_1^2 = p_2^2 = 0$), which we denote here by $J_3(p_1^2, p_2^2, p_3^2, n_x, n_y; \epsilon) = \frac{1}{4\pi^2} \mathcal{I}_3^{\mu_x, \mu_y}(\epsilon)$, with

$$
\mathcal{I}_3^{\mu_x, \mu_y}(\epsilon) = \frac{\epsilon \Gamma(-\epsilon)}{(4\pi \mu_R^2)^{\epsilon}} \int_0^1 dx \int_0^{1-x} dy \frac{x^{\mu_x} y^{\mu_y}}{(-p_3^2 xy - i0)^{1-\epsilon}}
$$

$$
= \epsilon \Gamma(-\epsilon) \left( -p_3^2 \right) \left( \frac{4\pi \mu_R^2}{\epsilon} \right) \frac{1}{-p_3^2} B(n_x + \epsilon, n_y + \epsilon)
$$

where $p_3^2 = p_3^2 + i0$ and $\mu_R^2$ is a renormalization constant (which we will replace by $\mu_R^2 \leftarrow e^{\gamma_E} / (4\pi)$, $\gamma_E$ is Euler’s constant). The introduction of the parameter $\epsilon$ pertains to the dimension regularization technique [13].

When $n_x = \eta \neq 0$ or $n_y \neq 0$, we have

$$
\mathcal{I}_3^{\eta,0}(\epsilon) \sim \frac{1}{p_3^2} \left( \frac{C_{-1}}{\epsilon} + C_0 + O(\epsilon) \right)
$$

with

$$
C_{-1} = \frac{1}{\eta}, \quad C_0 = -\frac{2}{\eta^2} + \frac{1}{\eta} \left( \ln(p_3^2) - \sum_{j=1}^{\eta-1} \frac{1}{j} \right).
$$

A linear extrapolation can be formulated using systems of the form (2.2) with $S_\ell(\epsilon_\ell) = \epsilon_\ell \hat{I}(\epsilon_\ell)$ where $\hat{I}(\epsilon_\ell) \approx \mathcal{I}_3^{\eta,0}(\epsilon)$ and $\varphi_\ell(\epsilon_\ell) = \epsilon_\ell^k$.

Table 3 displays results for the real parts of the coefficients $C_{-1}$ and $C_0$ in the expansion, for $n_x = \eta = 2$ and $n_y = 0$. In view of the integrand singularity along $y = 0$ through the factor $y^{1-\ell}$ where the exponent approaches -1, and a second derivative singularity along $x = 0$ through the factor $x^{1+\epsilon}$ in (4.1), we perform the calculation of $\hat{I}(\epsilon_\ell)$ with the program DQAGS of QUADPACK [14], which is equipped to deal with these end-point singularities. DQAGS uses the 7-point Gauss and 15-point Kronrod rule on each subinterval created in its adaptive subdivision strategy.

We set the requested relative accuracies to $5 \times 10^{-24}$ for the outer and $10^{-25}$ for the inner integral. Table 3 lists the sequence of extrapolation results and shows how much accuracy can be reached. (After that, the accuracy no longer improves; i.e., stagnates for a few steps and decreases). The difference between successive results provides a good estimate of the convergence. For this problem it usually gives a somewhat conservative bound for the actual error, in the sense that the difference with the result of the previous step is in fact a measure of the error in the previous step.
Table 3: Integration performance ($QAGS)^2$, for rel. integration error tolerances $5 \times 10^{-24}$ (outer), $10^{-25}$ (inner); $n_\epsilon = n = 2$, $n_y = 0$ and $p_3^2 = 100$. Extrapolated real values.

The final accuracy reached for $C_{-1}$ is about $2 \times 10^{-30}$ (absolute error), $4 \times 10^{-30}$ (relative error). The accuracy in $C_0$ lags behind and reaches about $4 \times 10^{-26}$ (absolute) or $3 \times 10^{-26}$ (relative error).

When $n_\epsilon = n_y = 0$ we have

$$I_3^0,0(\epsilon) \sim \frac{1}{p_3^2} \left( \frac{C_{-2}}{\epsilon^2} + \frac{C_{-1}}{\epsilon} + C_0 + O(\epsilon) \right)$$

with

$$C_{-2} = 1, \quad C_{-1} = \ln(-p_2^2), \quad C_0 = -\frac{\pi^2}{12} + \frac{1}{2} \ln^2(-p_2^2). \quad (4.3)$$

With relative tolerances of $10^{-26}$ for the outer and $5 \times 10^{-27}$ for the inner integrations, we obtain the best relative accuracies for $C_{-2}$, $C_{-1}$ and $C_0$ at $v = 15$, of 7.88e-25, 4.33e-22 and 4.0e-19, respectively. Note that the best accuracies for this problem obtained in double precision with integration tolerances of $10^{-13}$ (outer), $5 \times 10^{-14}$ (inner) are reported in [9] as 3.06e-12, 1.44e-10 and 7.99e-09 at $v = 11$. The latter can also be compared with our $10^{-26}$, $5 \times 10^{-27}$ quadruple precision result at $v = 11$, which yields 3.18e-14, 3.04e-12 and 5.24e-10, respectively.

5. Asymptotics for one on-shell, two off-shell particles

In the case of one on-shell ($p_1^2 = 0$) and two off-shell ($p_2^2 \neq 0$, $p_3^2 \neq 0$) particles, the IR divergent integral is

$$J_3(0, p_2^2, p_3^2; n_\epsilon, n_y; \epsilon) = \frac{1}{(4\pi)^2} J_3(0, 0, p_3^2; n_\epsilon, n_y; \epsilon) \, _2F_1(1, 1 - \epsilon, 2 + n_\epsilon; \frac{p_2^2 - p_3^2}{p_3^2}) \, n_\epsilon + \epsilon \bigg| \frac{n_\epsilon + \epsilon}{n_\epsilon + 1} \bigg| \quad (5.1)$$

$$= \frac{1}{(4\pi)^2} \frac{\epsilon^\Gamma(-\epsilon)}{(4\pi^2 \mu_R^2 \epsilon)^2} \int_0^1 dx \int_0^{1-x} dy \left( \frac{\epsilon}{(p_2^2 - p_3^2)xy - p_2^2y(1-y) - i0} \right)^{1-\epsilon}. \quad (5.2)$$
For \( n_x = n_y = 0 \) we use the expansion

\[
J_3(0, p_{z_1}^2, p_{z_2}^2; n_x, n_y; \varepsilon) \sim \frac{\tilde{C}_{-1}}{\varepsilon} + \tilde{C}_0 + O(\varepsilon)
\]  

(5.3)

with

\[
\tilde{C}_{-1} = -\frac{1}{(4\pi)^2 p_3^2} \frac{\ln(1-z)}{z}
\]

\[
\tilde{C}_0 = -\frac{1}{(4\pi)^2 p_3^2} \left( C_{-1} \frac{\ln(1-z)}{z} + \frac{\ln^2(1-z)}{2z} \right)
\]

with \( z = \frac{p_3^2 - p_2^2}{p_3^2} \) and the \( C_{-1} \) coefficient of \((4.3)\). In the subsections below we will give results for two methods for the computation of \( J_3(0, p_{z_1}^2, p_{z_2}^2; n_x, n_y; \varepsilon) \), the first based on \((5.1)\) and the second on \((5.2)\).

### 5.1 Computation of \( J_3(0, p_{z_1}^2, p_{z_2}^2; n_x, n_y) \) with hypergeometric function

We intend to perform an extrapolation with respect to the parameter \( \varepsilon \) for dimensional regularization. According to \((5.1)\), each term in the extrapolation sequence consists of a double integral multiplied with a hypergeometric function, both dependent on \( \varepsilon \). We calculate the hypergeometric function numerically using the \( \delta \) extrapolation of Section \( 3 \) to alleviate the characteristic non-integrable singularity on the real axis when it occurs inside the integration interval.

Here \( z = \frac{p_3^2 - p_1^2}{p_3^2} \) in the fourth argument of \( _2F_1 \) in \((5.1)\) is replaced by \( z + i\delta \). Thus in this process we need to evaluate sequences of hypergeometric functions of the form

\[
_2F_1(1, 1 - \varepsilon, 2 + n_x; p_3^2 - p_2^2 + i\delta_k), \quad k = 1, 2, \ldots
\]

for \( \varepsilon = 1, 2, \ldots \). The number of \( \kappa \)-values needed depends on the convergence for each (fixed) \( \varepsilon \). As the exponents \( b - 1 = -\varepsilon \) and \( c - b - 1 = n_x + \varepsilon \) in the integrand numerator \( t^{b-1}(1-t)^{c-b-1} \) of the Euler integral \((5.1)\) are non-integer, we use the QUADPACK program DQAGS to treat the integrand behavior at the end-points.

Extrapolated (real part) results for \( \tilde{C}_{-1} \) and \( \tilde{C}_0 \) in \((5.3)\) and actual absolute errors are listed in Table \( 4 \). By setting \( p_2^2 = 40 \), \( p_3^2 = -100 \), for the purpose of a numerical example, we have that \( Re(z) = 1.4 \), so that the hypergeometric function has an integrand singularity at \( t = 1/1.4 \) in the interior of the integration interval \((0, 1)\).

The relative error tolerances for DQAGS were \( 10^{-26} \) for the outer integration and \( 5 \times 10^{-27} \) for the inner integrals. The maximum number of subdivisions was set to 150 for \( J_3 \) in both directions and to 300 for \( _2F_1 \). For the dimensional regularization extrapolation, the Bulirsch sequence was used starting at 3, i.e., 3, 4, 6, \ldots.

For \( p_2^2 = -100 \), the integral in \((4.1)\) is real and is multiplied with the (complex) value of the hypergeometric function. The real and imaginary parts of the latter are currently computed separately which, for the real part, took between about 0.44 and 0.55 seconds, and for the imaginary part between 0.33 and 0.41 seconds. Thus the time for the hypergeometric function computation for each equation in the linear system is under a second and is dominated by the times for the
Table 4: Integration performance (DQAGS$^2$), for rel. integration error tolerances $10^{-26}$ (outer), $5 \times 10^{-27}$ (inner); vertex with one on-shell, two off-shell particles, $n_x = n_y = 0$ and $p^2_2 = 40$, $p^2_3 = -100$. Extrapolated real values and corresponding actual absolute errors.

| $\nu$ | Time | Extrapolation Results | $|\tilde{C}_1-\tilde{C}_0|$ | Error |
|-------|------|-----------------------|-----------------|-------|
| 4     | 3.47 | -4.219281266950192419664334e-05 | 7.47e-07 | -3.7121279333017303070237e-04 | 2.39e-05 |
| 5     | 3.47 | -4.13958940454600451180199e-05 | 5.04e-08 | -3.9751126098970774666184e-04 | 2.42e-06 |
| 6     | 3.41 | -4.144858465655427950037853e-05 | 2.21e-09 | -3.9493043562584577574728e-04 | 1.59e-07 |
| 7     | 3.39 | -4.1462083695957744975383e-05 | 7.16e-11 | -3.951004788769046993383e-04 | 7.45e-09 |
| 8     | 3.33 | -4.14672988182234264744066e-05 | 1.53e-12 | -3.950927950930457847498e-04 | 2.32e-10 |
| 9     | 3.30 | -4.1467274373266399007056e-05 | 2.43e-14 | -3.950932290225804391e-04 | 5.25e-12 |
| 10    | 3.53 | -4.1467274618579880198253e-05 | 2.56e-16 | -3.9509302696565529617250e-04 | 7.97e-14 |
| 11    | 3.86 | -4.14672746160121577145334e-05 | 2.01e-18 | -3.950930270471653811163e-04 | 8.86e-16 |
| 12    | 3.75 | -4.1467274616041823208114e-05 | 1.05e-20 | -3.950930270462724839080e-04 | 6.66e-18 |
| 13    | 3.81 | -4.14672746160417849957952e-05 | 4.14e-23 | -3.950930270471653811163e-04 | 3.67e-20 |
| 14    | 3.77 | -4.14672746160417891430927e-05 | 1.08e-25 | -3.950930270471653811163e-04 | 1.37e-22 |
| 15    | 3.81 | -4.14672746160417891322514e-05 | 3.19e-28 | -3.950930270471653811163e-04 | 5.44e-25 |
| 16    | 3.76 | -4.14672746160417891322881e-05 | 4.87e-29 | -3.950930270471653811163e-04 | 1.12e-25 |
| 17    | 3.82 | -4.14672746160417891322692e-05 | 1.39e-28 | -3.950930270471653811163e-04 | 3.69e-25 |
| 18    | 3.78 | -4.14672746160417891323096e-05 | 2.63e-28 | -3.950930270471653811163e-04 | 1.07e-24 |
| 19    | 3.82 | -4.14672746160417891322895e-05 | 2.63e-29 | -3.950930270471653811163e-04 | 1.40e-25 |

Ex: -4.14672746160417891322832e-05 -3.950930270471653811163e-04

Figure 1: $qq \rightarrow qgg$ diagram. The vertical gluon propagator carries $p^2_3$ and the u-quark emitting a gluon carries $p^2_2$.

integrations of $J_3$ in (4.1) (given in Table 3). The total time spent in the double integration is 68.3 seconds (including that of the first three steps, which are not shown).

A sample diagram for the vertex correction with one on-shell and two off-shell particles is depicted in Figure 1 for the in $qq \rightarrow qgg$ interaction. Here the vertical gluon propagator carries $p^2_3$ and the u-quark emitting a gluon carries $p^2_2$. Note that the vertical gluon propagator can be virtual so that the square of its momentum becomes negative.

5.2 Computation of $J_3(0, p^2_2, p^3_2; n_x, n_y)$ using direct integration

In this section we calculate the integral in (5.2) directly, which becomes highly singular at $y = 0$ as $\epsilon \rightarrow 0$ and non-integrable for $\epsilon = 0$, in view of the factor $y^{\epsilon-1}$ in the integrand $(-D)^{-1}$. It
can be seen that $(p_3^2 - p_2^2)x + p_2^2(1 - y) = 0$ along a line that goes through $(p_2^2 / (p_3^2 - p_2^2), 0)$ and $(0, 1)$. Thus for $p_2^2 = 40$, $p_3^2 = -100$, this line runs through the integration domain, where it causes a singularity that becomes non-integrable as $\varepsilon \to 0$.

According with previous work (e.g., [6, 7, 5, 18, 3]), we will replace $i\delta$ by $i\tilde{\delta}$ in the integrand denominator of (5.2). This leads to integrals of the form

$$I_3(\varepsilon, \delta) = \frac{1}{(4\pi)^2} \frac{\varepsilon \Gamma(-\varepsilon)}{(4\pi \mu_R^2)^\varepsilon} \int_0^1 dx \int_0^{1-x} dy \frac{x^\mu y^\nu}{(-(p_3^2 - p_2^2)xy - p_2^2y(1 - y) - i\tilde{\delta})^{1-\varepsilon}}$$

$$\sim \frac{\tilde{C}_{-1}(\delta)}{\varepsilon} + \tilde{C}_0(\delta) + \mathcal{O}(\varepsilon)$$

(5.4)

to be computed in an extrapolation as $\delta \to 0$, for each (fixed) value of the dimensional regularization parameter $\varepsilon$. The expansion (5.3) or (5.4) with respect to $\varepsilon$ justifies a linear extrapolation. However, a linear extrapolation as $\delta \to 0$ is not suited, as it cannot be assumed that the underlying expansion is in integer powers of $\delta$.

Preliminary results are shown in Tables 5-6 for the real and the imaginary parts, respectively. We employ a sequence of $\delta_k = 2^{-8-k}$, $k = 0, 1, \ldots$ in an extrapolation using the $\varepsilon$-algorithm of Wynn [15, 17]. The current implementation incorporates a simple strategy with an extrapolation sequence of fixed length ($= 18$), which should be improved with a termination criterion based on the estimated errors. Geometric sequences of $|\delta|$ with a smaller ratio should also be tested. For the extrapolation with respect to $\varepsilon$ the Bulirsch sequence 3,4,6,... is used.

| $\nu$ | $C_{-1}$ | $[\text{ERROR}]$ | $C_0$ | $[\text{ERROR}]$ |
|------|----------|----------------|------|----------------|
| 4    | -4.2192812666986e-05 | 7.47e-07 | -3.712172933292e-04 | 2.39e-05 |
| 5    | -4.1395889404493e-05 | 5.04e-08 | -3.975112609915e-04 | 2.42e-06 |
| 6    | -4.1448485840595e-05 | 2.21e-09 | -3.949340356225e-04 | 1.59e-07 |
| 7    | -4.1446205836943e-05 | 7.16e-11 | -3.951004758891e-04 | 7.45e-09 |
| 8    | -4.1446278988175e-05 | 1.53e-12 | -3.950927950079e-04 | 2.23e-10 |
| 9    | -4.1446277437321e-05 | 2.43e-14 | -3.950930229050e-04 | 5.24e-12 |
| 10   | -4.1446277461827e-05 | 2.23e-16 | -3.950930269725e-04 | 7.38e-14 |
| 11   | -4.1446277461600e-05 | 3.96e-18 | -3.950930270436e-04 | 2.69e-16 |
| Ex   | -4.1446277461604e-05 | 3.950930270463e-04 |

Table 5: Integration performance (DQAGS)\(^2\), for rel. integration error tolerances $10^{-15}$ (outer), $10^{-16}$ (inner); Vertex with one on-shell, two off-shell particles, $n_1 = n_2 = 0$ and $p_2^2 = 40$, $p_3^2 = -100$. Extrapolated real parts and actual absolute errors.

| $\nu$ | $C_{-1}$ | $[\text{ERROR}]$ | $C_0$ | $[\text{ERROR}]$ |
|------|----------|----------------|------|----------------|
| 1    | 0.7580104282109e-04 | 6.63e-05 | 9.62356140022e-04 | 4.38e-04 |
| 2    | 1.464854199104e-04 | 4.38e-06 | 4.67565500325e-04 | 5.66e-05 |
| 3    | 1.42036477897e-04  | 3.90e-08 | 5.25048537895e-04 | 4.91e-07 |
| 4    | 1.421000460091e-04 | 2.58e-09 | 5.24284175287e-04 | 8.47e-08 |
| 5    | 1.421026578481e-04 | 3.01e-11 | 5.24197984601e-04 | 1.48e-09 |
| 6    | 1.421026279375e-04 | 2.13e-13 | 5.24199448585e-04 | 1.55e-11 |
| 7    | 1.421026277585e-04 | 2.16e-15 | 5.24199464154e-04 | 2.32e-13 |
| 8    | 1.421026277612e-04 | 5.84e-16 | 5.24199463865e-04 | 5.64e-14 |
| Ex   | 1.421026277660e-04 | 5.24199463922e-04 |

Table 6: Integration performance (DQAGS)\(^2\), for rel. integration error tolerances $10^{-15}$ (outer), $10^{-16}$ (inner); Vertex with one on-shell, two off-shell particles, $n_1 = n_2 = 0$ and $p_2^2 = 40$, $p_3^2 = -100$. Extrapolated imaginary parts and actual absolute errors.
The requested accuracies for DQAGS are $10^{-15}$ for the outer and $10^{-16}$ for the inner integrations. The real and imaginary parts are calculated separately as the QUADPACK programs currently do not handle complex functions. The imaginary parts converge more quickly than the real parts for this problem. We list the steps 1 to 8; the last for a $9 \times 9$ system. The results do not improve after that. Note that it is not necessary to solve the previous systems, but the integrals need to be calculated to set up the system. Successive systems can be solved to provide an estimate of the error.

Conclusions

We use 1D integration programs from QUADPACK for the iterated integrations underlying the extrapolation processes for IR divergent vertex integrals. We give preliminary results in quadruple precision which demonstrate that the calculations result in high accuracy. For the vertex computation with one on-shell and two off-shell particles we devise a double extrapolation, since problems are introduced with integrand singularities in the interior of the domain as well as on the boundaries. Many integrals result, which makes the computation a good candidate for parallelization, especially when applied to more complicated diagrams and possibly in higher precision.

More work is needed for improvements and extensions of these strategies and analysis of the numerical methods and results. This computation is a step toward a more automatic numerical handling of various types of loop integrals, thereby circumventing the need for a precise knowledge of the location and structure of the singularities.
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