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Abstract—We develop a general framework to prove Kraft-type inequalities for prefix-free permutation codes for source coding with various notions of permutation code and prefix. We also show that the McMillan-type converse theorem in most of these cases does not hold, and give a general form of a counterexample. Our approach is more general and works for other structures besides permutation codes. The classical Kraft inequality for prefix-free codes as well as results about permutation codes follow as corollaries of our main theorem and main counterexample.
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I. INTRODUCTION

Non-volatile memory is a type of computer memory that can store information after the device has been turned off. Flash memory is a type of non-volatile storage device. Data is stored onto a flash memory device by injecting charges into memory cells. It is possible to increase the level of charge of a particular cell, but to decrease the level of charge it is required to erase and overwrite a large block of cells.

Over time the drift of electrical charges in memory cells might occur. Drift may occur at different rates for different cells, which makes sustaining required charge levels difficult, because charge levels in every cell would have to be monitored separately. Moreover, while increasing the charges, some cells might get overcharged, resulting in an overshoot error. Since reducing the charge levels is a complex process, the reliability of flash memory devices decreases over time.

To manage charge levels in memory cells more efficiently, multi-level memory cells are used. Single-level memory cells at any given time are either charged or empty, while in a multi-level cell system the charge of an individual cell can have more than two different levels. If the charge levels of cells in a block of cells are different, i.e. arranged as a permutation, the drift and overshoot errors become easier to detect. By coding each block of cells into permutations and managing injections of charges it is possible to reduce drift and overshoot errors, using the rank modulation scheme proposed in [9]. Permutation codes for error correction for flash memories which provide further robustness have been studied for example in [3], [7], [2], [15], [6], [8]. Permutation codes were also proposed for use in powerline communications, see for example [18].

In this work, we study a question of unique decoding of permutation codes. This question is important for understanding theoretical limits for optimal (source) coding of information stored in flash memories.

To this end, we prove a generalisation of the Bollobás-Lubell-Yamamoto-Meshalkin (LYM) [4], [13], [17], [20] and Kraft [11] inequalities, which works for certain graded posets. As corollaries of our main theorem we obtain that a Kraft-type inequality holds for prefix-free permutation codes in different contexts, where we give several definitions of permutation codes and several definitions of what it means to be a ‘prefix’. As corollaries to our general counterexample, we obtain that a McMillan-type converse theorem fails in most of these cases, but not for the case of the classical notion of prefix.

II. NOTATION

Denote \([k] := \{1, 2, \ldots, k\}\), \(n! := \{1, 2, \ldots\}\) and \(\mathbb{N}_0 := \{0\} \cup \mathbb{N}\). For a set \(S\), its cardinality is denoted \(#S\), sometimes also written \(|S|\).

An alphabet is a finite set \(S := \{s_i \mid i \in [n]\}\) of cardinality \(n \neq 0\). A symbol is an element \(s \in S\), a finite sequence of symbols \(s_1 \ldots s_k\) is a string. The length of a string is the number of symbols it consists of. Let \(S^j := \{s_1 \ldots s_j \mid s_j \in S\) for all \(j \in [l]\}\) denote the set of strings of length \(l\). Define \(S^0 := \{\varepsilon\}\) where \(\varepsilon\) is the unique string of length 0 called the empty string. Let \(S^* := \bigcup_{j \in \mathbb{N}_0} S^j = S^0 \cup S^1 \cup \ldots\) be the set of all finite strings. For strings \(t, u \in S^*\) where \(t = s_{i_1} s_{i_2} \ldots s_{i_k} \in S^k\) and \(u = s_{j_1} s_{j_2} \ldots s_{j_r} \in S^r\) their concatenation is \(tu = s_{i_1} \ldots s_{i_k} s_{j_1} \ldots s_{j_r} \in S^{k+r}\). A string \(t\) is a prefix to the string \(u\) if \(u = tw\) for some string \(w\). If \(w \neq \varepsilon\), then \(t\) is called a proper prefix of \(u\).

A permutation of the set \([k]\) is a bijection \(\sigma : [k] \to [k]\). To denote permutations \(\sigma : i \mapsto b_i (i \in [k])\) we use vectors \((b_1, \ldots, b_k)\) as well as strings \(b_1 \ldots b_k\). We also denote \(S_k := \{\sigma \mid \sigma : [k] \to [k]\text{ is a bijection}\}\) for the set (in fact, group) of permutations on \([k]\). For example \(\sigma = 2314 = (2, 3, 1, 4) \in S_4\) is the permutation \(\sigma(1) = 2, \sigma(2) = 3, \sigma(3) = 1, \sigma(4) = 4\).

We use notation \(T^l_k := \{(n_1, \ldots, n_l) \mid \forall j : n_j \in [k]; i \neq j \Rightarrow n_i \neq n_j\}\) for the set of \(l\)-element partial permutations on the set \([k]\),
We shall now state the Kraft inequality \cite{McMil1, McMil2}, see also \cite{McMil1} (Ch. 5) from classical source coding, which holds for all uniquely decodable classical codes, in particular for all prefix-free classical codes.

**Proposition III.1.** Let \( c : S_1 \rightarrow S_2^* \) be a uniquely decodable classical code with parameter sequence \((a_0, a_1, \ldots)\) and \( \#S_2 = r \). Then

\[
K_c := \sum_{i=0}^{\infty} \frac{a_i}{r^i} \leq 1. \tag{1}
\]

The number \( K_c \) is the Kraft number, also known as the Kraft sum or the Kraft-McMillan number. Note that Proposition III.1 states that the sum of densities of used codewords of a fixed length, over all lengths, is at most 1.

McMillan \cite{McMil2} proved the following strong converse of Proposition III.1 known as (the converse part of) McMillan Theorem. We remark that its proof is the construction of a code by picking vertices in the \( r \)-ary code tree greedily, starting with vertices closer to the root and going in the lexicographic order.

**Proposition III.2.** Let \( r \in \mathbb{N} \). If non-negative integers \( a_i \in \mathbb{N}_0 \cup \{0\}, i \in \mathbb{N}_0 \), are such that inequality (1) holds, then there exists a prefix-free code \( c : S_1 \rightarrow S_2^* \) with \( \#S_2 = r \) and parameter sequence \((a_0, a_1, \ldots)\).

IV. PERMUTATION CODES

We shall define permutation codes in two ways, by restricting the output space of classical codes.

**Definition IV.1.** Let \( S \) be an alphabet and \( k \in \mathbb{N} \). We define a permutation code as an injection \( c : S \rightarrow T_k \). Note that

\[
\#T_k = \sum_{l=1}^{k} \binom{k}{l} l!.
\]

We have \( \#S \leq \sum_{l=1}^{k} \binom{k}{l} l! \) because of the injectivity of \( c \). The parameter sequence of the code is then \((a_0, a_1, \ldots)\), where \( a_j := \#\{s \in S \mid c(s) \in T_k^j\} \), as for classical codes.

**Definition IV.2.** A more restrictive definition of a permutation code is an injection \( c : S \rightarrow \mathbb{T}_k \). Note that

\[
\#T_k = \sum_{l=1}^{k} l!.
\]

We have \( \#S \leq \sum_{l=1}^{k} l! \) because of the injectivity of \( c \). The parameter sequence of the code is then \((a_0, a_1, \ldots)\) where \( a_j := \#\{s \in S \mid c(s) \in S_j\} \).

A. Definitions of ‘prefix-freeness’ for permutation codes

Let us define the permutation constant of a permutation code \( c \) in these cases respectively as

\[
P_c := \sum_{l=1}^{k} \frac{a_l}{l!}, \quad \text{or} \quad P'_c := \sum_{l=1}^{k} \frac{a_l}{l!}.
\]

This is the analogue of the Kraft number from classical codes.
The extension, prefix-freeness and unique decodability of a permutation code \( c : S \rightarrow T_k \) or \( c : S \rightarrow T_k \) is understood as that notion for the same code viewed as a code \( c : S \rightarrow [k] \).

Now we give some notions analogous to prefix-freeness.

A permutation code \( c : S \rightarrow T_k \) or \( c : S \rightarrow T_k \) has \{subsequence-, substring-, pattern- or substring-pattern\}-free if there are no two different codewords \( c(s_1) \neq s(s_2) \) such that \( c(s_1) \) is respectively a \{subsequence, substring, pattern or substring pattern\} in \( c(s_2) \). These notions can also be defined for classical codes \( c : S_1 \rightarrow S_2 \), with the subsequence- and substring-freeness being perhaps the more natural notions.

We shall see that often for prefix-free, subsequence-free, substring-free, pattern-free or substring-pattern-free permutation codes, \( P_c \leq 1 \), or \( P_c \leq 1 \), i.e. the analogue of Proposition \( \text{III.1} \) holds. That is, the sum of densities of used codewords of fixed length, over all lengths, is at most 1.

However, we shall also see that \( P_c \leq 1 \), or \( P_c \leq 1 \) for given code parameters does not in general imply that a subsequence-free, substring-free, pattern-free or substring-pattern-free permutation code with these parameters exists. In some of these cases there is no analogue of Proposition \( \text{III.2} \).

V. A generalisation of the LYM and Kraft inequalities

We shall state the Bollobás-Lubell-Yamamoto-Meshalkin inequality, also known as the LYM inequality \([4, 13, 17, 20]\), see also \([10]\) (Ch. 8). Consider the set of all subsets of a finite set \([n]\), denoted by \( \mathcal{P}([n]) \), ordered by the subset relation \( \subseteq \). This is a poset. Denote \( [n]^{(k)} := \{ A \subseteq [n] : \# A = k \} \).

Proposition \( \text{V.1} \). Suppose \( A \subseteq \mathcal{P}([n]) \) is an antichain, i.e. \( A, B \in A \) and \( A \subseteq B \) implies \( A = B \). Then

\[
\sum_{i=0}^{n} \frac{\# (A \cap [n]^{(i)})}{\binom{n}{i}} \leq 1.
\]

That is, the sum of densities of \( A \) in each level, summed over all levels, is at most 1.

Now we shall prove a common generalisation of the Proposition \( \text{III.1} \) for prefix-free codes and Proposition \( \text{V.1} \). As consequences we obtain some analogues of Proposition \( \text{III.1} \) namely \( P_c \leq 1 \), and \( P_c \leq 1 \), for some of prefix-free, subsequence-free, substring-free, pattern-free and substring-pattern-free permutation codes. We remark that our theorem follows from the so-called AZ identity for general finite posets \([11]\) but our proof here is self-contained and more suited for the applications we have in mind. We also remark that our proof follows closely the known proof of the Proposition \( \text{V.1} \) via the Local LYM inequality, and our framework of level-regular graded posets, to be defined, is chosen so that this proof still works, while being general enough for the corollaries we have in mind.

We shall also investigate when a converse statement such as Proposition \( \text{III.2} \) can hold. For example for Proposition \( \text{V.1} \) such a converse statement does not hold in general.

A. Level-regular graded posets

We shall consider a special kind of graded posets. A partially ordered set or a poset is a set \( P \) together with a binary relation \( \leq \) that is reflexive, transitive and antisymmetric, i.e. for all \( a \in P \), \( a \leq a \), for all \( a, b, c \in P \), if \( a \leq b \) and \( b \leq c \) then \( a \leq c \) and for all \( a, b, c \in P \), if \( a \leq b \) and \( b \leq a \) then \( a = b \). Write \( a < b \) for \( a \leq b \) and \( a \neq b \). We say \( b \) covers \( a \) if \( a < b \) and there is no \( c \in P \) with \( a < c \) and \( c < b \). An element \( a \in P \) is minimal if there is no \( b \in P \) with \( b < a \). A graded poset is a poset \( P \) with a rank function \( \rho : P \rightarrow \mathbb{N}_0 \) satisfying \( \rho(c) = 0 \) for all minimal \( c \in P \), and, \( \rho(b) = \rho(a) + 1 \) if \( b \) covers \( a \), and, if \( a < b \) then \( \rho(a) < \rho(b) \).

A directed (multi)graph \( G = (V, E) \) is a set \( V \), called its vertex set, together with a multiset \( E \subseteq V \times V \) of ordered pairs of vertices, called its edge set (there may be multiple edges \((u, v)\) for fixed \( u, v \in V \)). An element \( v \in V \) is a vertex and an element \( e \in E \) is an edge. An edge \( e = (u, v) \) is directed from \( u \) to \( v \) or goes from \( u \) to \( v \). A vertex \( v \) is a neighbour of a vertex \( u \) if there is an edge \((u, v)\) or \((v, u)\). A directed graph is weakly connected, if its underlying undirected graph is connected, i.e., without regard to directions of edges, one can walk from any vertex to any other vertex along edges (we can walk from a vertex to any of its neighbours). The up-degree of a vertex \( u \) is \# \{ \( v \in E \mid \exists v \in V : e = (u, v) \} \), i.e. the number of edges directed from \( u \), and the down-degree of a vertex \( v \) is \# \{ \( e \in E \mid \exists u \in V : e = (u, v) \} \), i.e. the number of edges directed to \( v \). Sometimes the up- or down-degree is just called degree. For a graph \( G = (V, E) \) and a subset \( V' \subseteq V \), the graph \( G' = (V', E \cap (V' \times V')) \) is called an induced subgraph of \( G \), i.e. we keep all edges with both endpoints in \( V' \) and only them; then \( G' \) is induced by \( V' \).

The Hasse diagram of a graded poset \( P \) is a directed graph with vertex set \( P \), and an edge from \( a \) to \( b \) if and only if \( b \) covers \( a \); it is drawn with elements of the same rank on the same horizontal level and elements of higher ranks higher.

Example \( \text{V.1} \). See Figure 1 for the Hasse diagram of the poset of subsets of \( \{1, 2\} \) with the subset relation \( \subseteq \).

![Fig. 1. The Hasse diagram of the poset of subsets of \( \{1, 2\} \).](image)

Let us say a graded poset \( P \) is level-regular if the bipartite (multi)graph induced by any two consecutive levels of its Hasse diagram is bipartite — that is, all elements on the same level, i.e. with the same rank, are covered by an equal number of elements, and also cover an equal (perhaps different) number of elements (with multiplicity).

Let \( A \subseteq P \) be any set of elements of the same rank, i.e. \( \rho(a) = \rho(b) \) for all \( a, b \in A \). Then its upper shadow
\(\delta^+(A) := \{ b \mid \exists a \in A : b \text{ covers } a \} \) is the set of all elements covering some element of \(A\), and its lower shadow \(\delta^-(A) := \{ b \mid \forall a \in A : a \text{ covers } b \} \) is defined analogously.

An antichain is a subset \(A \subseteq P\) whose elements are pairwise incomparable, i.e. \(a \not\prec b\) for all \(a, b \in A\).

**B. A common generalisation of the LYM and Kraft inequalities**

Our main Theorem is the following generalisation of Proposition III.1 and Proposition III.2.

**Theorem V.2.** Let \(P\) be a level-regular graded poset and let \(A \subseteq P\) be an antichain. Denote \(P_i := \{ p \in P \mid \rho(p) = i \}\) and \(A_i := \{ a \in A \mid \rho(a) = i \}\). Assume all levels are finite, i.e. \(#P_i < \infty\) for each \(i \in \mathbb{N}_0\). Define the LYM number of the antichain as

\[ L_A := \sum_{i=0}^{\infty} \frac{\#A(i)}{\#P(i)}. \]

Then

\[ L_A \leq 1. \]

**Proof:** First let us assume that the poset \(P\) is finite. Then the LYM number is a finite sum. We shall proceed by induction on \(k := \max\{\rho(a) \mid a \in A\}\). If \(k = 0\) then \(#A^{(0)} = 0\) for all \(i > 0\) and

\[ \sum_{i=0}^{\infty} \frac{\#A(i)}{\#P(i)} = \frac{\#A^{(0)}}{\#P^{(0)}} \leq 1, \]

as needed. Let us define \(A' := \{ a \in A \mid \rho(a) < k \} \cup \{ p \in P \mid \rho(p) = k - 1, p \in \delta^-(A) \}\). We shall prove that, on replacing \(A\) by \(A'\), its LYM number does not decrease, i.e. \(L_A \leq L_{A'}\), and that \(A'\) is still an antichain. The claim now follows by induction, since \(L_{A'} \leq 1\) by the induction hypothesis.

Let \(a, b \in A'\). We shall prove that \(a \not\prec b\). If \(a, b \in A\) then \(a \not\prec b\) as \(A\) is an antichain. If \(a, b \in P\) with \(\rho(a) = \rho(b)\) then also \(a \not\prec b\) by the definition of a graded poset. Suppose for a contradiction that \(a \prec b\). The only way it might happen is with \(a \in A\) and \(b \in \delta^-(A)\) with \(\rho(b) = k - 1\). But since \(b\) is in the lower shadow of \(\{ a \in A \mid \rho(a) = k \}\), there exists \(c \in A\) with \(b \prec c\). By transitivity, \(a \prec c\) with \(a, c \in A\) — a contradiction with \(A\) being an antichain. Hence \(A'\) is an antichain.

Note that \(\delta^-(A^{(k)}) \cap A^{(k-1)} = \emptyset\), as \(A\) is an antichain. Hence, to prove that \(L_{A'} \geq L_A\), it is enough to show that

**Lemma V.3.**

\[ \frac{\#\delta(A^{(k)})}{\#P^{(k-1)}} \geq \frac{\#A^{(k)}}{\#P^{(k)}}. \]

This is the analogue of what is known as the Local LYM inequality, which reads that shadows have greater density.

**Proof:** We shall prove the Lemma by degree considerations of the Hasse diagram of levels \(k\) and \(k - 1\). Let the down-degree, i.e. the number of elements it covers, of each \(v \in P^{(k)}\) be \(d\), and the up-degree, i.e. the number of elements covering it, of each \(w \in P^{(k-1)}\) be \(u\). The number of edges between the sets \(P^{(k)}\) and \(P^{(k-1)}\) is \(d \cdot \#P^{(k)} = u \cdot \#P^{(k-1)}\). The number of edges in the subgraph induced by \(A^{(k)}\) and \(\delta^-(A^{(k)})\) is equal to \(d \cdot \#A^{(k)}\) on the one hand and at most \(u \cdot \#\delta^-(A^{(k)})\) on the other hand — a vertex of the original has \(d\) neighbours in the lower shadow and a vertex of the lower shadow has at most \(u\) neighbours in the original. Hence

\[ \frac{\#P^{(k)}}{\#P^{(k-1)}} = \frac{u}{d} \geq \frac{\#A^{(k)}}{\#\delta^-(A^{(k)})}, \]

and rearranging proves the Lemma.

This proves the Theorem if \(P\) is finite. To prove the infinite case, restrict the poset to levels up to \(N\), for every \(N \in \mathbb{N}\), and then by the finite case we have

\[ L_A = \sum_{i=1}^{\infty} \frac{\#A^{(i)}}{\#P^{(i)}} = \lim_{N \to \infty} \sum_{i=1}^{N} \frac{\#A^{(i)}}{\#P^{(i)}} \leq 1. \]

**VI. FAILURE OF THE CONVERSE MCMILLAN THEOREM**

We may ask about the analogue of Proposition III.2 in this general setting.

**Question VI.1.** Let \(P\) be an (infinite or finite) level-regular graded poset. Assume that all levels are finite, i.e. \(#P_i < \infty\) for each \(i \in \mathbb{N}_0\). Let \(a_i \in \mathbb{N}_0\) for each \(i \in \mathbb{N}_0\). Assume

\[ \sum_{i=1}^{\infty} \frac{a_i}{\#P^{(i)}} \leq 1. \]

Is it true that then there exists an antichain \(A \subseteq P\) with \(#A^{(i)} = a_i\) for each \(i\)?

The answer is in general “No” but “Yes” for example if the Hasse diagram is a tree. The next Theorem gives the general form of our counterexample to Question VI.1. We can hope for a counterexample only when Lemma V.3 is not tight, i.e. when \(#\delta^-(A^{(k)})/#P^{(k-1)} > #A^{(k)}/#P^{(k)}\).

**Theorem VI.2.** Consider two consecutive levels \(P^{(i)}\) and \(P^{(i+1)}\) of a level-regular graded poset \(P\). Suppose that the equal up-degrees from level \(i\) to level \(i + 1\) are \(u > 1\) and the equal down-degrees from level \(i + 1\) to level \(i\) are \(d > 1\), i.e. each element of \(P^{(i)}\) is covered by \(u\) elements of \(P^{(i+1)}\) and each element of \(P^{(i+1)}\) covers \(d\) elements of \(P^{(i)}\). Assume that the graph, induced by levels \(i\) and \(i + 1\) of the Hasse diagram, is weakly connected. Further assume that the greatest common divisor \(gcd(#P^{(i)}, #P^{(i+1)}) = g > 1\).

Define \(a_i := \frac{u-1}{g} #P^{(i)}; a_{i+1} := \frac{1}{g} #P^{(i+1)}; a_j := 0\) for \(j \neq i, i + 1\), and note that they are integers. Then

\[ \sum_{i=1}^{\infty} \frac{a_i}{#P^{(i)}} \leq 1 \]

but there is no antichain \(A\) with \(#A^{(j)} = a_j\) for all \(j \in \mathbb{N}_0\).

**Proof:** Fix any subset \(A^{(i+1)} \subseteq P^{(i+1)}\) with \(#A^{(i+1)} = a_{i+1} = \frac{1}{g} #P^{(i+1)}\). Consider the graph \(G_i = (V_i, E_i)\) induced by \(V_i := A^{(i+1)} \cup \delta^-(A^{(i+1)})\). It is a bipartite graph with parts \(A^{(i+1)}\) and \(\delta^-(A^{(i+1)})\), i.e. all edges \(e \in E_i\) are of the form \((v, w)\) with \(v \in \delta^-(A^{(i+1)})\) and \(w \in A^{(i+1)}\). The average of down-degrees of vertices in \(A^{(i+1)}\) is equal to \(d\) since all neighbours of vertices of \(A^{(i+1)}\) lying in the \(i\)-level
of the Hasse diagram of $P$ are contained in the graph $G_i$. The average of up-degrees of vertices in $\delta^-(A^{(i+1)})$, however, is strictly less that $u$. To see this, note that all degrees are at most $u$. But there is a vertex of degree less than $u$ since not all neighbours of all vertices of $\delta^-(A^{(i+1)})$ in the graph induced by $P^0(i) \cup P^{i+1}(i)$ (where all these degrees are $\nu$) lie in the set $A^{(i+1)}$. Indeed, otherwise the graph induced by $P^0(i) \cup P^{i+1}(i)$ would not be weakly connected, with $\delta^-(A^{(i+1)}) \cup A^{(i+1)}$ being disconnected from the rest of the graph. Hence,

$$\frac{\#\delta^-(A^{(i+1)})}{\#P^{i+1}(i)} > \frac{\#A^{(i+1)}}{\#P^{i+1}(i)}.$$ 

Thus $a_i > \#(P^{(i)} \delta^-(A^{(i+1)}))$ and we cannot pick $a_i$ elements to our antichain $A$ on level $P(i)$. Since the choice of $a_{i+1}$ elements comprising $A^{(i+1)}$ was arbitrary, there is no antichain $A$ with the required properties.

**Corollary VI.3.** The Kraft inequality [4], $K_c \leq 1$, holds for a classical code $c : S_1 \rightarrow S_2^*$, $\#S_2 = r$, if it is prefix-free, subsequence-free or substring-free. For $r \geq 2$ there exist parameter sequences $(a_0, a_1, \ldots)$ for which $K_c \leq 1$ but there is no subsequence-free or substring-free code $c : S_1 \rightarrow S_2^*$.

**Proof:** Consider the poset of all possible codewords, with the prefix, subsequence or substring relation. It is a graded poset: the rank of a codeword is its length. It is level-regular: the number of codewords $c \in S_2^{\#l+1}$ covering a codeword of length $l$ is $r = \#S_2$ for the prefix, $(l+1)r$ for the subsequence and $2r$ for the substring relation, and a codeword of length $l$ covers $1$ codeword of $S_2^{\#l}$ for the prefix, $l$ codewords for the subsequence and 2 codewords for the substring relation (with multiplicity: the addition or removal of a different symbol or in a different position may produce equal outputs). Hence Theorem [4] proves Kraft inequality [4] for these codes.

Conversely, for the subsequence and substring relations, note that level 1 of the poset has $r$ elements, level 2 has $r^2$ elements, with $\gcd(r, r^2) = r > 1$. The graph induced by levels 1 and 2 of the Hasse diagram is weakly connected: any string can be transformed into any other string of the same length by alternate adding and removing of symbols at the beginning or end. Hence Theorem [4] shows the analogue of Proposition [3] fails in these cases.

**Corollary VI.4.** We have $P_c \leq 1$ for \{prefix-, subsequence- or substring-free\} permutation codes $c : S \rightarrow T_k$ and $P_c \leq 1$ for \{prefix-, subsequence-, substring-, pattern- or substring-pattern-free\} permutation codes $c : S \rightarrow T_k$. For all $k \geq 3$, there are parameter sequences $(a_0, a_1, \ldots)$ with $P_c \leq 1$ but no subsequence-free or substring-free permutation codes $c : S \rightarrow T_k$, and, parameter sequences $(a_0, a_1, \ldots)$ with $P_c \leq 1$ but no pattern-free or substring-pattern-free codes $c : S \rightarrow T_k$.

**Proof:** Sketch. For the pattern- and substring-pattern relations we need a trick to obtain level-regularity: define a new poset, adding a new level between every pair of consecutive levels, i.e. look at the pattern relation in two steps: first pick a subsequence or substring in $T_k$ and then consider its pattern.

The subsequence relation has relevance to Ulam codes [19], [6], [18]. A permutation code $c : S \rightarrow T_k$ has minimum Ulam distance $d$ if and only if every string $s \in [k]^{d+1}$ is a subsequence in at most one codeword. For fixed-length codes this was explored for example in [12], [4], [6], [8].

**VII. Open problems**

Does the analogue of Kraft inequality [11] hold with definitions of ‘unique decodability’, expanding the fineness definitions, for classical or permutation codes? Does there exist an analogue of Huffman coding for these types of codes?
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