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We consider the effects of a polarization electric field on transient ion motion in a thin current sheet. Using adiabatic invariants, we analytically describe a variety of ion trajectories in current sheet configurations which include a local minimum or maximum of the scalar potential in the central region. Ions in the current sheet can either be trapped or ejected more efficiently than in an unpolarized current sheet, depending on the sign and magnitude of the polarization electric field. We derive an expression for the relative phase space volume filled by transient particles as a function of the electric field amplitude. This expression allows us to estimate the dependence of transient particle and current densities on the electric field. We discuss applicability of these results for current sheets observed in planetary magnetospheres.

I. INTRODUCTION

Spacecraft observations in Earth’s magnetotail and laboratory simulations demonstrate that the current sheet is a key element of plasma systems with high plasma pressure. But many details of current sheet configurations are unknown; specifically, current density generation in very thin current sheets has not yet been well described theoretically. Models of such current sheets include specific ion velocity distributions shaped by particles residing within the current sheet for a finite time interval. Although these models successfully describe many properties of current sheets observed in Earth’s magnetotail, significant discrepancies between model predictions and observations still exist. One of these discrepancies is the observed dominance of currents carried by cold electrons. To mitigate this, modern current sheet models include electrostatic fields (Hall electric fields) generated by decoupling of ion motions from electron motions within the strong magnetic field gradients of thin current sheets. These fields should induce drifts that redistribute currents between ions and electrons and make electron currents stronger, as observed by spacecraft.

And indeed, there is some observational and modeling evidence of such Hall electric fields in thin current sheets. In the coordinate system shown in Fig. 1 (right panel), the main Hall electric field component is directed along the normal to the current sheet’s neutral plane, $z = 0$. Because direct measurements of the $E_z$ field in the magnetotail current sheet are significantly complicated by spacecraft orientation, most measurements were performed for particular tilted current sheets with the neutral plane $y \approx 0$ (see Refs. [53] and [55]). In the absence of direct $E_z$ measurements, this electric field component can also be derived from accurate analysis of electron motion in the current sheet. Using such analysis, we reconstruct the profile of $E_z$ across the current sheet observed in Earth’s magnetotail (see Appendix for details). Figure 1 (left panel) demonstrates that the electric field amplitude can reach a few mV/m. Such strong electric fields certainly result in plasma drifts $E \times B / B^2$, which can increase the electron velocity and decrease the ion velocity. Therefore, for magnetized ions drifting in current sheet electromagnetic fields, the observed electric field can be responsible for the ion current density reduction.

However, unmagnetized transient ions make up a significant portion of the ion population in thin current sheets. Because these ions exhibit complex motion that includes meandering around the current sheet’s neutral plane, drift theory cannot describe their motion in an electric field $E_z$. For a typical magnetotail current sheet configuration, however, we can separate transient ion motion into fast and slow motions, providing an opportunity to apply adiabatic theory. In this study, we adopt adiabatic theory methods to describe transient ion dynamics in the current sheet with electric field $E_z$. Our main objective is to determine the dependence of transient ion currents on the electric field $E_z$. We consider individual particle motion and use adiabatic invariants to model the main characteristics of this motion. Next, we demonstrate how the boundary between transient and trapped ions in the phase space depends on the electric field $E_z$. Using this knowledge, we determine the dependence of transient ion current density on $E_z$ in thin current sheets. Further applications of our results are discussed in the final section.

II. BASIC EQUATIONS

Current sheet magnetic and electric fields shown in Fig. 1 can be approximated by a simple analytic model

$$B = B_0 \frac{z}{L} e_x + B_z e_z, \quad E = -E_0 \frac{z}{L} e_z$$  \hspace{1cm} (1)

where $L$ is the current sheet thickness. Model (1) captures the essential features of the current sheet configuration and allows us to carry out appropriate analysis of the particle trajectories: $B_z$ changes sign at the neutral plane...
(z = 0), \(B_z\) is constant across the sheet, and a polarizing electric field \(E_z\) is directed either outward (\(E_0 > 0\)) or inward (\(E_0 < 0\)) relative to the neutral plane. Model 1 approximates only the central current sheet region where a strong current density supports magnetic field gradients. At the current sheet boundary \(z = z_{\text{max}}\), the magnetic field \(B_z\) approaches constant values \(\pm B_0(z_{\text{max}}/L)\).

Electromagnetic fields given by Eq. (1) correspond to the following vector and scalar potentials

\[
\mathbf{A} = \left( B_z x - \frac{B_0 z^2}{2L} \right) \mathbf{e}_y, \quad \varphi = \frac{E_0 z^2}{2L} \tag{2}
\]

where the Coulomb gauge is used for the vector potential, \(\nabla \cdot \mathbf{A} = 0\), and the two magnetic field components are described by \(\partial A_y/\partial y = 0\). The Hamiltonian for a particle with charge \(q\) and mass \(m\) moving in the given electromagnetic fields then has the form

\[
\mathcal{H} = \frac{1}{2m} \left( \frac{\mathbf{p}^2}{L^2} + \frac{1}{2m} \left( p_y - q A_y(x, z) \right)^2 + q \varphi(z) \right)
\]

Here \(\mathbf{p} = p_x \mathbf{e}_x + p_y \mathbf{e}_y + p_z \mathbf{e}_z\) is the generalized particle momentum. Taking into account the conservation of \(p_y\) (due to \(\partial \mathcal{H}/\partial y = 0\)) and using Eq. (2), we obtain

\[
\mathcal{H} = \frac{p_x^2}{2m} + \frac{1}{2m} \left( qB_x x - \frac{q B_0 z^2}{2L} \right)^2 + \frac{q E_0 z^2}{2L} \tag{3}
\]

We introduce dimensionless variables \(x/l \to x, z/l \to z, \quad p_x/p_0 \to p_x, \quad p_z/p_0 \to p_z\); dimensionless Hamiltonian \(\mathcal{H} \to \mathcal{H}_0 / p_0^2\); and dimensionless time \(t p_0 / m \to t\), where \(p_0\) is a typical particle momentum (i.e., normalized value of \(\mathcal{H}\) equals to 1/2), \(l = \sqrt{L p_0}\), and \(p_0 = q B_0 / p_0\) is the particle Larmor radius. The new dimensionless Hamiltonian takes the form

\[
\mathcal{H} = \frac{1}{2} \left( \frac{p_x^2}{L^2} + \frac{1}{2} \left( \kappa x - \frac{1}{2} z^2 \right)^2 + \frac{1}{2} \alpha z^2 \right) \tag{4}
\]

where

\[
\kappa = \frac{B_z}{B_0} \sqrt{\frac{L}{p_0}} = \sqrt{\frac{R_z}{\rho_z}}, \quad \alpha = \frac{E_0 m}{B_0 p_0} = \frac{mv_d}{p_0} \tag{5}
\]

The \(\alpha\) parameter here, in Eq. (4), is proportional to sign(q); since we focus mainly on ion motion in this study, \(q\) remains positive. However, obtained results are applicable to electrons as well by merely changing \(\alpha \to -\alpha\).

Equation (4) shows that \(\kappa\) represents the ratio of the magnetic field curvature radius \(R_c = B_z L / B_0\) to the particle Larmor radius in the neutral plane \(p_z = p_0 B_0 / B_z\). \(\alpha\) represents the ratio of the \(E \times B\) drift velocity \(v_d\) to the typical particle velocity \(p_0 / m\); more specifically, \(\alpha\) is a parameter that denotes the amplitude of the electric field. The Hamiltonian (4) depends only on these two parameters: \(\kappa\) and \(\alpha\). There are three regimes of particle motion for various \(\kappa\) values (see Refs. 13, 15, and 26): \(\kappa \gg 1\) corresponds to well magnetized particles (the magnetic field inhomogeneous scale, \(R_c\), is much larger than the particle Larmor radius) described by the theory of drift motion; \(\kappa \sim 1\) corresponds to chaotic particle motion; \(\kappa \ll 1\) corresponds to separation of particle motion timescales in the \(x\) and \(z\) directions.

This latter regime of motion is typical for hot ions in planetary magnetotail current sheets. Particles with small \(\kappa\) move along transient orbits and carry significant currents. Ions in this region are the focus of our investigation. We begin with the well-explored case of zero electric field, \(\alpha = 0\), and then consider a more general one \(\alpha \neq 0\).

From Eq. (4), the Hamiltonian equations of motion can be written as

\[
\dot{z} = \frac{\partial \mathcal{H}}{\partial p_z} = p_z, \quad \dot{p}_z = -\frac{\partial \mathcal{H}}{\partial z} = z \left( \kappa x - \frac{1}{2} z^2 \right) \tag{6}
\]

\[
\kappa \dot{x} = \kappa \frac{\partial \mathcal{H}}{\partial p_x} = \kappa p_x, \quad \dot{p}_x = -\kappa \frac{\partial \mathcal{H}}{\partial \kappa x} = -\kappa \left( \kappa x - \frac{1}{2} z^2 \right)
\]

Note that from the Lorentz force, \(\dot{p}_x = \kappa \dot{y} \to p_x = \kappa y + \text{const}\). In other words, the particle momentum \(p_x\) is linearly proportional to the particle coordinate \(\kappa y\). We
then consider projections of particle trajectories to the phase plane \((p_x, \kappa x)\), which coincides with the neutral plane \(z = 0\). Solutions of Eqs. (6) represent trajectories in 4D phase space \((\kappa x, p_x, z, p_z)\). Because of energy conservation \((\partial \mathcal{H}/\partial t = 0)\), however, particle trajectories are confined in 3D space \((\kappa x, p_x, z)\), which then coincides with \((\kappa x, \kappa y, z)\).

A particle trajectory obtained from numerical integration of Eqs. (6) is shown in Fig. 2. For \(\kappa x > 0\), the charged particle moves along the magnetic field lines either toward or away from the neutral plane \(z = 0\); these two diverging particle trajectory elements can be seen branching out above and below the neutral plane. At some coordinate above/below \(z = 0\), the particle traveling away from the neutral plane turns around and starts moving back towards the neutral plane. It reaches the neutral plane at around \(\kappa x = 0\); then it makes a half rotation in the \(z = 0\) plane and escapes the neutral plane. When it escapes that plane, the particle can go to either positive \(z\) or negative \(z\). In Fig. 2 the particle has been traced for a sufficiently long time to move along both types of trajectories.

The projection of this trajectory onto the \((\kappa x, p_x)\) plane is shown in Fig. 3. Note that the particle does not move along a closed trajectory in the \((\kappa x, p_x)\) plane; rather, it drifts from one nearly closed trajectory to another one because of particle scattering around the neutral plane \(z = 0\). In a sufficiently long time interval, a single particle’s trajectory will fill nearly the entire \((\kappa x, p_x)\) plane. The rate of particle scattering is \(\sim \kappa\). When Fig. 3 and Fig. 4 are compared, a smaller \(\kappa\) can be seen to correspond to weaker particle scattering.

According to equations (6), the variation rate of \((z, p_z)\) is about \(O(1)\) (i.e., it does not depend on \(\kappa\)), whereas the variation rate of \((\kappa x, p_x)\) is about \(O(\kappa)\). Thus, \(\kappa x\) and \(p_x\) change at a much slower rate than \((z, p_z)\), which allows us to separate variables into slow \((\kappa x, p_x)\) and fast \((z, p_z)\). And, indeed, the \(z\)-oscillations in the trajectory shown in Fig. 2 are much faster than particle rotation in the \((\kappa x, p_x)\) plane. This separation of particle motion timescales permits application of adiabatic theory to the Hamiltonian system (4).

III. ADIABATIC INVARIANT

Separation of \((\kappa x, p_x)\) and \((z, p_z)\) variation timescales allows us to consider system dynamics in the \((z, p_z)\) plane with frozen slow variables \((\kappa x, p_x)\). For simplicity, we begin with \(\alpha = 0\) and write the Hamiltonian for the fast motion

\[
h_z = \mathcal{H} - \frac{1}{2} p_z^2 = \frac{1}{2} p_z^2 + \frac{1}{2} (\kappa x - \frac{1}{2} z^2)^2
\]

where \(\kappa x\) is a constant parameter. For each fixed value of \(\mathcal{H}\) and \(\kappa x\), a value of \(h_z\) determines the trajectory in the \((z, p_z)\) plane. Figure 5 shows two sets of particle trajectories plotted for \(\kappa x < 0\) and \(\kappa x > 0\). All trajectories are closed; from the Hamiltonian (7), we see that the particles oscillate within the effective potential well

\[
U = \frac{1}{2} (\kappa x - \frac{1}{2} z^2)^2
\]

Figure 6 demonstrates how a system with two symmetric potential wells \((\kappa x > 1)\) transforms to a system with a single potential well \((\kappa x < 1)\). Comparing Fig. 2 with Fig. 6 we note that particle oscillations within one of two potential wells correspond to particle motion below or above the neutral plane \(z = 0\), whereas particle oscillations within the single potential well correspond to particle oscillations within the neutral plane \(z = 0\).
FIG. 5. Level lines of the fast Hamiltonian that correspond to the two different trajectories of the ion in the z, p_z plane (different colors for different h_z values).

FIG. 6. Potential energy for various values of κx. The solid red line denotes the energy U level corresponding to change of particle motion from oscillations in one of two small potential wells to oscillations above these wells.

The periodicity of particle oscillations in the fast variable plane (z, p_z) allows us to introduce the adiabatic invariant of motion:

\[ I_z = \int p_z dz \] (9)

Definition (9) assumes that the adiabatic invariant should be calculated for fixed slow variables (κx, p_z = const), and the adiabatic invariant \( I_z \) equals the area enclosed by the trajectory in the (z, p_z) plane. Using Eq. (7), we rewrite Eq. (9) as

\[ I_z = 2(2h_z)^{3/4} \int_{\zeta_1}^{\zeta_2} \sqrt{1 - \left(s - \frac{1}{2}\zeta\right)^2} \, d\zeta \] (10)

where

\[ s = \frac{\kappa x}{\sqrt{2h_z}}, \quad \zeta = \frac{z}{(2h_z)^{1/4}} \] (11)

and \( \zeta_{1,2} = \pm \sqrt{2} \sqrt{s \pm 1} \). There are two cases: for s > 1 (i.e., \( \kappa x > \sqrt{2h_z} \)), there are four roots where \( p_z = 0 \) caused by two symmetrical trajectories in the (z, p_z) plane, whereas for s < 1 (i.e., \( \kappa x < \sqrt{2h_z} \)), there are just two roots (see Fig. 5). We introduce the function

\[ f(s) = \int_{\zeta_{\min}}^{\zeta_{\max}} \sqrt{1 - \left(s - \frac{1}{2}\zeta\right)^2} \, d\zeta \] (12)

and write the final equation for \( I_z = 2(2h_z)^{3/4} f(s) \). The limits of integration in Eq. (12) are \( \zeta_{\max} = \sqrt{2\sqrt{s - 1} \sqrt{s + 1} \sqrt{s + 1}} \), \( \zeta_{\min} = 0 \) for \( s < 1 \), and \( \zeta_{\min} = \sqrt{2\sqrt{s - 1}} \) for \( s > 1 \). Figure (7) shows the f(s) profile.

The invariant \( I_z \) depends on (κx, p_z); thus, conservation of \( I_z \) defines the set of particle trajectories in the slow variable plane. Figure (5) shows that the contour of \( I_z(\kappa x, p_z) = \text{const} \) looks very similar to projections shown in Figs. 3 and 4. \( I_z \) is well conserved (with an accuracy about κ, see Ref. 12 and 32) when (κx, p_z) and (z, p_z) timescales are separated. However, when particles change their motion from oscillations within one of two potential wells to oscillations within a single well, invariant \( I_z \) experiences random jumps with amplitude \( \alpha \). To demonstrate this effect, we calculate \( I_z \) given by Eq. (10) along numerically integrated particle trajectories (see Fig. 9). Each jump of the adiabatic invariant shown in this figure corresponds to a change in the type of particle motion (see more details about \( I_z \) destruction in Ref. 10 and 60). The amplitude of \( I_z \) jumps decreases when κ decreases.

As seen in the Hamiltonian (4), an electric field only adds a term \( \frac{1}{2} \alpha \kappa x z^2 \), where \( \alpha \) defines the electric field amplitude. To introduce this term into the adiabatic invariant, we rewrite the Hamiltonian (4) as

\[ \hat{H} = \frac{1}{2} (p_z^2 + \kappa x z^2) + \frac{1}{2} \left( \kappa x - \frac{\alpha^2}{2} \right)^2 + \alpha \kappa x - \frac{\alpha^2}{2} \] (13)

We use a tilde to denote the new term for \( \alpha \neq 0 \). The new fast Hamiltonian \( \hat{h}_z \) has the form

\[ \hat{h}_z = \hat{H} - \frac{1}{2} \alpha^2 \kappa x - \frac{1}{2} \alpha^2 = h_z - \alpha \kappa x + \frac{1}{2} \alpha^2 \] (14)
This new Hamiltonian $\tilde{h}_z$ depends on $z$ in the same way as $h_z$ does in Eq. (7). Thus, we can introduce a new parameter $\kappa \tilde{x} = \kappa x - \alpha$ and redefine the $s$ and $\zeta$ variables in Eq. (11) as follows

$$\tilde{s} = \frac{\kappa \tilde{x}}{\sqrt{2h_z}} = \frac{\kappa x - \alpha}{\sqrt{2h_z - 2\alpha \kappa x + \alpha^2}}$$

$$\tilde{\zeta} = \frac{z}{(2h_z)^{1/4}} = \frac{z}{(2h_z - 2\alpha \kappa x + \alpha^2)^{1/4}} \quad (15)$$

Using these new variables allows the adiabatic invariant $(10)$ to be recalculated as $I_z = 2(2h_z)^{3/4} \cdot f(\tilde{s})$. Note that the electric field does not change the form of the invariant $I_z$; rather, $I_z$ now depends on $(\kappa x, p_z)$ through $\tilde{s}$. Figure 10 shows that for $\alpha > 0$, trajectories become shorter; in contrast, for $\alpha < 0$, more ions escape the vicinity of $\kappa x \sim 0$ and move to larger $\kappa x$.

Deformation of particle trajectories in the $(\kappa x, p_z)$ plane for $\alpha \neq 0$ can be explained by taking into account the relation between the $\kappa x$ and $z$ particle coordinates. Ions trapped near the neutral plane will stay in the $(\kappa x, p_z)$ plane near $\kappa x < 1$; ions that escape from the neutral plane and reach large $|z|$ will move in the $(\kappa x, p_z)$ plane along trajectories that approach large $\kappa x$. This is illustrated by Fig. 10 which shows that for $\alpha > 0$ there are more ions trapped near the neutral plane while for $\alpha < 0$, the electric field ejects ions far from the neutral plane. And, indeed, Fig. 11 shows that $\alpha > 0$ corresponds to the scalar potential trapping positively charged ions, whereas $\alpha < 0$ corresponds to the scalar potential reflecting ions away from the current sheet.

**IV. PARTICLE $v_y$ VELOCITY**

Charged particles moving along closed trajectories in the $(\kappa x, p_z)$ plane (see Fig. 10) do not contribute to the
FIG. 11. The electric field and scalar potential; arrows represent the expected effect on ion motion for various $\alpha$.

The total current density in the system [35]. However, an electrostatic field $E_z$ causes a particle drift motion along the $y$-direction even with demagnetized particles. To estimate this effect, we consider the $v_y$ component of particle velocity, which is defined as (see Hamiltonian (4))

$$v_y = \frac{1}{2} z^2 - \kappa x$$  \hspace{1cm} (16)

Velocity $v_y$ depends on the fast coordinate $z$ and thus oscillates significantly around some relatively slowly changing value. To obtain this averaged value depending only on slow variables, we calculate $\langle v_y \rangle$

$$\langle v_y \rangle = \int v_y dt = \int \frac{v_y}{p_z} dz$$

We define the function

$$f_{v_y}(s) = \int_{\zeta_{\text{min}}}^{\zeta_{\text{max}}} \frac{\frac{1}{2} y'^2 - s}{\sqrt{1 - (s - \frac{1}{2} \zeta^2)^2}} d\zeta$$  \hspace{1cm} (17)

with the same $\zeta_{\text{min}}$, $\zeta_{\text{max}}$ as in Eq. (12).

For systems with $\alpha \neq 0$, the parameter $s$ in Eq. (17) should be replaced by $\tilde{s}$ given by Eq. (15). We must be careful to note that the definition of the particle velocity does not depend on $\alpha$, thus rewriting $\langle v_y \rangle$ as

$$\langle v_y \rangle = \int_{\zeta_{\text{min}}}^{\zeta_{\text{max}}} \frac{\frac{1}{2} \zeta'^2 - s^*}{\sqrt{1 - (s^* - \frac{1}{2} \zeta^2)^2}} d\zeta$$  \hspace{1cm} (18)

where $s^* = \kappa x / \sqrt{2} h_z$. Figure 12 shows the profile of $\langle v_y \rangle$ along the particle trajectory obtained via numerical integration of the Hamiltonian equations (4) for $\alpha = 0$. The averaged velocity, $\langle v_y \rangle$, is positive when the particle oscillates across the neutral plane ($\kappa x < 0$) and negative when the particle moves along magnetic field lines far from the neutral plane ($\kappa x > 1$). Particle scattering characterized by $I_z$ jumps coincides with $\langle v_y \rangle$ zero crossings. Thus, a change of particle motion (from oscillations in one of two possible potential wells to oscillations inside a single potential well, see Fig. 9) corresponds to $\langle v_y \rangle$ zero crossings. For particles with small enough $\kappa$, we can assume $I_z = \text{const}$ and consider a 2D map of $\langle v_y \rangle$ values in the $(\kappa x, p_z)$ plane. Figure 13 shows that $\langle v_y \rangle$ becomes more negative as $\alpha$ becomes more positive, whereas $\langle v_y \rangle$ becomes more positive as $\alpha$ becomes more negative. This is an effect characterized by the average particle $E \times B$ drift, which, unfortunately, does not coincide with spacecraft observations. This doubly averaged (both over fast $z$-oscillations and slow periodical motion in the $(\kappa x, p_z)$ plane) velocity $v_y$ should be zero for $\alpha = 0$ (see Ref. [35]), negative for $\alpha > 0$, and positive for $\alpha < 0$. However, particles moving along sufficiently stretched trajectories (along $\kappa x$) can escape from a realistic system with boundaries and do not have a chance to make a single closed trajectory in the $(\kappa x, p_z)$ plane. For such particles, the averaged $v_y$ is always positive for any $\alpha$. The important question is how $\alpha$ influences a number of such transient particles. Therefore, for an accurate estimation of the $E_z$ field effect on charged particle dynamics, we need to consider a magnetic field model that includes boundaries.

**V. PHASE SPACE VOLUME OCCUPIED BY TRANSIENT PARTICLES**

To investigate how the number of transient particles depends on electrostatic fields, we need to modify our...
magnetic field model to include current sheet boundaries where \( B_z \rightarrow \text{const} \). In a constant magnetic field, particles move freely along magnetic field lines. Thus, particles reaching the current sheet boundaries with \( p_x > 0 \) cannot return to the neutral plane and escape from the system. These particles are denoted as transient. Because of the openness of their orbits, transient particles can carry significant current density (the segments of particle trajectories with \( \langle v_y \rangle < 0 \) are much shorter than the segments with \( \langle v_y \rangle > 0 \)). Therefore, it is important to estimate the relative volume of the phase space occupied by transient particles.

To separate transient from trapped particles, we introduce the model parameter \( z_{\text{max}} \), which denotes the position of the current sheet boundary. The Hamiltonian contains the term \( (\kappa x - z^2/2)^2 \), whereas the total energy (Hamiltonian value) is conserved. Thus, for larger \( z_{\text{max}} \), the corresponding position of the current sheet boundary should be located around \( \kappa x_{\text{max}} \approx z^2_{\text{max}}/2 \). Particles with trajectories crossing \( \kappa x_{\text{max}} \) in the \((\kappa x, p_x)\) plane (see Fig. 10) escape from the current sheet and can be considered as transient, whereas particles with trajectories crossing \( p_x = 0 \) with \( \kappa x < \kappa x_{\text{max}} \) are trapped within the current sheet. To determine the area \( S_{\text{tran}} \) occupied by transient particles in the \((\kappa x, p_x)\) plane, we calculate the total area occupied by particle trajectories \( S_{\text{total}} \) for \( \kappa x < \kappa x_{\text{max}} \) and the area \( S_{\text{trapped}} \) occupied by trapped particles. Area \( S_{\text{total}} \) corresponds to the domain in the \((\kappa x, p_x)\) plane where

\[
h_z = H - \frac{1}{2} p_x^2 - \alpha \kappa x_{\text{max}} + \frac{1}{2} \alpha^2 > 0
\]

The value of \( S_{\text{trapped}} \) can be calculated as the area of the region surrounded by the ion trajectory touching \( \kappa x_{\text{max}} \) at \( p_x = 0 \). This condition works well for \( \alpha \geq 0 \). However, for \( \alpha < 0 \), ions are reflected from the current sheet by the electric field. In this case, the trapped ion region’s actual boundary can cross \( p_x = 0 \) with \( \kappa x < \kappa x_{\text{max}} \). For a system with \( \alpha < 0 \), we find the actual \( \kappa x_{\text{max}} \) to be equal to the maximum value of \( \kappa x \) that corresponds with a trapped trajectory (see Fig. 10).

The last trapped trajectory (closed trajectory with the largest \( \kappa x \) at \( p_x = 0 \)) corresponds to some value of the adiabatic invariant \( \tilde{I}_z \). This invariant equals \( I_z \) calculated at \( p_x = 0 \), \( \kappa x = \kappa x_{\text{max}} \) (for \( \alpha \geq 0 \)) and at \( \kappa x_{\text{max}} \) for \( \alpha < 0 \), where \( \kappa x_{\text{max}} \) corresponds to the position of \( f(\tilde{s}) \) minimum (see Fig. 14). To calculate \( \tilde{I}_z \), we use \( \tilde{s} \) evaluated at

\[
h_{z0} = \left. h_z \right|_{p_x = 0} = H - \alpha \kappa x_{\text{max}} + \frac{1}{2} \alpha^2
\]
so all particles with $I_z > \hat{I}_z$ are trapped.

We now define the relative area of transient particles as equal to $d_{\text{trans}} = 1 - d$ with $d = S_{\text{trap}}/S_{\text{total}}$. Figure 15 shows $d$ as a function of the current sheet boundary and the $\alpha$ value. For small $\kappa \varepsilon_{\text{max}}$, an increase in $\kappa \varepsilon_{\text{max}}$ results in a rapid increase in the relative number of trapped ions. The role of the current sheet width is apparent in Fig. 15. The black line represents the result for zero electric field ($\alpha = 0$). In this case, as $\kappa \varepsilon_{\text{max}}$ increases, the trapped ions occupy a little more than half of the available area; transient ions occupy nearly the other half. For $\alpha > 0$ (blue), the electric field more quickly traps ions within the current sheet (see Fig. 14) and thus $d$ rapidly approaches 1. If $\kappa \varepsilon_{\text{max}}$ and $\alpha$ are large enough, all ions can become trapped. For $\alpha < 0$ (red), ions are reflected from the current sheet and thus the area of trapped ions reaches a certain maximum value. Further $\kappa \varepsilon_{\text{max}}$ increases correspond with an $S_{\text{total}}$ increase, whereas $S_{\text{trap}}$ is conserved. Thus, $d(\kappa \varepsilon_{\text{max}})$ approaches zero for growing $\kappa \varepsilon_{\text{max}}$.

VI. CONTRIBUTION TO CURRENT DENSITY

Knowing the relative phase space volume occupied by transient particles ($d_{\text{trans}} = 1 - d$ with $d = S_{\text{trap}}/S_{\text{total}}$), we can estimate their contribution to the current density. We begin with the Maxwell-Boltzman isotropic distribution of particle energy $\varepsilon$

$$f_{\text{mb}}(\varepsilon) = C n_0 \varepsilon^{1/2} \varepsilon_0^{-3/2} e^{-\varepsilon/\varepsilon_0}$$

where $C = 2/\sqrt{\pi}$ is the normalization constant, $n_0$ the density of particles, and $\varepsilon_0$ is the thermal (typical) energy. We pick typical parameter values for Earth’s magnetotail current sheet: current sheet thickness $L \sim 1000$ km, $B_0 \sim 20$ nT, and $B_z \sim 2$ nT (i.e., $B_z/B_0 = 0.1$). The position of the current sheet boundary is modeled by the parameter $a = z_{\text{max}}/L$. Therefore, for $\kappa \varepsilon_{\text{bound}}$ we get

$$\kappa \varepsilon_{\text{bound}} = \frac{a^2 L}{2 \rho_0} = \frac{a^2}{2} \left( \frac{\kappa \varepsilon_0}{B_z} \right)^2$$

(20)

where $\kappa$ depends on $\varepsilon$ as: $\kappa \approx 0.21 \varepsilon^{-1/4}$ (we use the current sheet parameters listed above; energy $\varepsilon$ is in keV). Now, we can obtain $d(\varepsilon)$ and calculate a relative number of transient particles

$$N(a, \alpha) = \frac{n_{\text{trans}}}{n_0} = \frac{2}{\sqrt{\pi}} \int_{w_c}^{\infty} d_{\text{trans}}(w) \sqrt{w} e^{-w} dw$$

(21)

where $w = \varepsilon/\varepsilon_0$ and $w_c$ corresponds with the critical value $\kappa_c = 0.1$ (particles with $\kappa > \kappa_c$ cannot follow transient trajectories due to motion chaotization via scattering[10]). The transient particle velocity along the current density direction is approximately equal to the total particle velocity, i.e., when transient particles move along the $y$ direction in the neutral plane, almost all their energy is concentrated into $(v_y)$ (see typical velocity distributions of transient particles in Refs. 7, 17, and 64). Therefore, to estimate a transient particle current density, we can use an isotropic distribution and calculate particle flux

$$J(a, \alpha) = \frac{j_{\text{trans}}}{en_0 \nu_0} = \frac{2}{\sqrt{\pi}} \int_{w_c}^{\infty} d_{\text{trans}}(w) \sqrt{we^{-w}} dw$$

(22)

with $\nu_0 = \sqrt{2 \varepsilon_0/m}$. The same properties, $N$ and $J$, are also calculated for a power-law distribution often observed in space plasma systems[30]

$$f_{\text{pl}}(\varepsilon) = C n_0 \sqrt{\varepsilon_0} \left( 1 + \frac{\varepsilon}{\kappa \varepsilon_0} \right)^{-k-1}$$

(23)

with

$$C = \frac{2}{\sqrt{\pi}} \frac{\Gamma(k+1)}{k^{1/2} \Gamma(k-1/2)}$$

(24)

where $\Gamma$ is a Gamma function, and we use $k = 3$. Substituting Eq. (23) into Eqs. (21, 22), we obtain the corresponding $N$ and $J$.

Figures 16, 17 show profiles $N(\alpha)$, $J(\alpha)$ for three $\varepsilon_0$ values and two $\alpha$ values. There is very little difference between Maxwell and power-law distributions. The general trend is that positive values of $\alpha$ lead to ion trapping and thus a decrease in $N$ and $J$, whereas negative $\alpha$ corresponds to $d_{\text{trans}} = 1 - d$ growth (see Fig. 15) and a corresponding increase in $N$ and $J$. Even a strong inward-directed electric field ($\alpha > 0$) cannot reduce the population of hot transient ions ($\varepsilon_0 = 10$ keV) in a thin current sheet ($a = 1$) (red). While this electric field plays a more notable role in reducing cold ions ($\varepsilon_0 = 2$ keV) in the thin configuration (light blue), the boundary distance plays the most significant part in determining the current density. Regardless of hot or cold ions, thick current sheet configurations ($a = 3$) combined with a small
positive $\alpha \sim .1$ can result in total vanishing of the transient ion contribution to the current density.

We should mention that both density and current estimates of transient ions are performed for simplified Maxwell and power-law energy distributions. Moreover, we assume that the distributions are isotropic and thus have the same shape at the neutral plane $z = 0$ and at some distance away from this plane. However, in more sophisticated self-consistent models the electric field would modify particle distributions (this effect is more important for electrons, see, e.g., Refs. 4, 20, and 63). Therefore, our results provide a more qualitative picture of the $E_z$ role in transient particle dynamics.

VII. DISCUSSION AND CONCLUSIONS

The main estimates in this study are obtained with the assumption of $I_z$ conservation. Indeed, for small enough $\kappa$, jumps of the adiabatic invariant $I_z$ are small and of order $\sim \kappa$ (see Fig. 4 and Refs. 12 and 62). However, for long time intervals, these jumps result in $I_z$ destruction. Such long time intervals corresponds with many jumps and many periods of particle rotation in the $(kx, p_x)$ plane. Each such period takes $1/\kappa$ time and randomly changes $I_z$ by $\sim \kappa$. Over time, the sum of these jumps should equal zero, and only diffusion of $I_z$ with variance $\text{var}(\Delta I_z) \sim \kappa^2$ occurs. Thus, to significantly change $I_z$, we need to consider the time interval of $1/\kappa^3$, which is much longer than the time scale of the transient particles’ motion. Therefore, scattering and $I_z$ destruction cannot appreciably change transient particle dynamics ($\alpha < 0$). Trapped particle dynamics ($\alpha > 0$), on the other hand, can be influenced by this process; indeed, if the system contains a large population of trapped particles, the long term dynamics can result in particle ejection. In this study though, we focus on transient trajectories and leave the question of trapped particle dynamics for further investigation. However, we can estimate the effect of $E_z$ on the scattering rate, $\Delta I_z$, using the equations we derived.

Particles passing through the current sheet experience a jump in the adiabatic invariant with an amplitude $\Delta I_z \approx (2/\pi) \kappa p_x^*$, where $p_x^*$ is a solution of the equation $\hat{s} = 1$ (see, e.g., review 60 and references therein). The first equation in (15) for $\hat{s}$ gives the following solution for $p_x^*$: $2h_z = (kx)^2$. We substitute this solution into Eq. (14) and obtain: $2h_z = (\sqrt{2m_z - \alpha})^2 = (\sqrt{1 - (p_x^*)^2} - \alpha^2)$, where we use $2h_z = 2(\hat{H} - p_x^2)$ and $2\hat{H} = 1$. From the adiabatic invariant definition at $\hat{s} = 1$, $I_z = 2(\hat{I}_z)^{3/4}f(1)$, we obtain $2\hat{h}_z = (I_z/I_z^*)^{3/4}$ with $I_z^* = 2f(1)$. Therefore, we finally find $p_x^* = \sqrt{1 - (\alpha + (I_z/I_z^*)^{3/4})(\alpha^2)}$. For small $\alpha$ we get $p_x^* = p_x^0 = (I_z/I_z^*)^{3/8}/\alpha/p_x^*$, where $p_x^0 = \sqrt{1 - (I_z/I_z^*)^{3/4}}$ is $p_x^*$ for $\alpha = 0$. This expression shows that positive $\alpha$ decreases $p_x^*$ as well as the adiabatic invariant jumps.

One of the most interesting effects shown in our study is the role that the electric field $E_z$ plays in variation of transient particle current density. Indeed, in a plasma system with magnetized ions and electrons, an $E_z$ field cannot influence the total (ion plus electron) current density, because the $\mathbf{E} \times \mathbf{B}$ drift of ions compensates for $\mathbf{E} \times \mathbf{B}$ drift of electrons. However, in a thin current sheet with a transient ion population, the electric field $E_z$ directly influences the number of transient particles. Transient particles carry the maximum possible current in hot plasma systems (when bulk velocity is smaller than thermal velocity, e.g., in planetary magnetotails) because their $v_y$ velocity almost equals their thermal velocity. Thus, a decrease in transient particle density should significantly decrease the ion contribution to the total current density. This may explain why spacecraft observations in Earth’s magnetotail have shown electron currents to be
An electric field $E_z$ can play an essential role in ion energization within thin current sheets located near the reconnection region. In analogy with electron surfing acceleration $^{[12,20,63]}$, ions trapped near the neutral plane can be transported large distances along the $x$-axis by a convection electric field $E_x$. This transport in the 2D system (with $\partial/\partial x \neq 0$) results in ion heating and acceleration $^{[12,20]}$. For adiabatic particles with $\kappa \ll 1$, this effect can be considered in the future using the equations derived in our study and proposed in Ref. $^{[52]}$ and $^{[60]}$ for 2D current sheets without $E_z$.

In summary, we consider transient charged particle motion in the current sheet with a polarized electric field $E_z$. Using adiabatic invariants, we describe a role of $E_z$ in macroscopic current sheet characteristics:

1. Depending on its direction, $E_z$ results in particle trapping (if $E_z$ points towards the neutral sheet) or particle expulsion (if $E_z$ points away from the neutral sheet) from the current sheet. This effect respectively reduces or increases the relative phase space volume occupied by transient particles.

2. Variation of the phase space volume of transient particles significantly influences the relative number of transient particles in the current sheet and the corresponding current density.

3. In a current sheet with a significant contribution of transient ions to the total current density (i.e., in thin current sheets), an electric field $E_z$ directed toward the neutral plane can reduce the total current density through particle trapping and a corresponding reduction of the transient ion population. This effect and a simple $\mathbf{E} \times \mathbf{B}$ drift result in the transformation of an ion-dominated current sheet to an electron-dominated current sheet, where the main current density is carried by electrons.
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**Appendix A: Electric field estimates**

Direct measurements of the $E_z$ electric field component in the magnetotail are rather difficult to perform since the usual spacecraft orientation assumes that electric field antennas are located within the spacecraft plane $(x,y)$. However, $E_z$ can be derived from plasma and magnetic field measurements. We consider measurements of the THEMIS C spacecraft, which visited the Earth’s magnetotail around $-16$ Earth radii downtail in 2008$^{[2]}$. With an electrostatic analyzer$^{[21]}$ and solid-state telescope$^{[2]}$ onboard, THEMIS C provides ion and electron moments of distribution functions (density $n$, bulk velocity $u$, thermal pressure $p$); a fluxgate magnetometer provides magnetic field measurements$^{[2]}$.

THEMIS C profiled the current sheet’s structure as the sheet flapped (oscillated) across the spacecraft$^{[23]}$. Ion bulk velocity measurements made along the current sheet normal, $u_z$, are assumed to be close to the current sheet flapping velocity. This assumption can be checked by comparing the measured $u_z$ with the magnetic field rate of variation $dB_z/dt$. A good correlation between $u_z$ and $dB_z/dt$ allows us to reconstruct the current sheet’s spatial scale (thickness) and its corresponding current density $j_x \approx \mu_0 (dB_x/dt)/u_z$ (see, e.g., Ref. $^{[43]}$). We use three events that correspond to THEMIS C crossing the current sheet with a good correlation between $u_z$ and $dB_x/dt$ (all events are taken from statistics published in Ref. $^{[43]}$). Knowing the current density, $j_x \approx \mu_0 (dB_x/dt)/u_z$, within the current sheet, we can compare it with direct measurements of ion $j_{yi} = e n_i u_y$ and electron $j_{ye} = -e n_e u_y$ current densities (assuming that the quasi-neutrality condition $n_i \approx n_e$ is satisfied). We select events with $j_{yi} + j_{ye} \approx j_y$; thus, both $j_{yi}$ and $j_{ye}$ are measured reliably. We use the magnetic field $B_x$ as a measure of distance from the current sheet’s neutral plane $z = 0$; in other words, we compare profiles of $j_y(B_x)$, $j_{yi}(B_x)$, and $j_{ye}(B_x)$.

For the selected current sheets we thus obtain spatial distributions of ion and electron currents: $j_{yi}(B_x)$, and $j_{ye}(B_x)$. Ions, being demagnetized in the magnetotail, can move along rather complex orbits and generate current density due to the effects of the openness of their orbits (transient ion$^{[1]}$). Therefore, it is rather complicated to decompose sources contributing to ion currents. In contrast, the motion of magnetized electrons is well described by drift theory; this allows the electron current to be decomposed into contributions from various drifts. In the magnetotail, which is filled by anisotropic electrons, the electron current density $j_{ye}$ consists of three parts$^{[11]}$: 1) drift current due to electric field, $-e n_y (\mathbf{E} \times \mathbf{B})/B^2$; 2) diamagnetic current $\sim B_x (\partial p_{ie}/\partial z)/B^2$; and 3) current due to the anisotropy of electron pressure $\sim (p_{ie} - p_{ie}\gamma) (\partial B_x/\partial z)/B^2$ (where $p_{ie}$, $p_{ie\gamma}$ are components of the electric pressure tensor projected onto the magnetic field direction). Measurements of electron moments and the approximation $\partial/\partial z \approx u_z^{-1} (\partial/\partial t)$ allow us to estimate both diamag-
netic and anisotropic current. Thus, the difference between $j_{ye}$ and these two estimates provide the profile of the current density $\Delta j_{ye}(B_z)$ generated by the electron cross-field drift in electric and magnetic fields.

Assuming that the current sheet is 2D (i.e., exists in $(x, z)$ plane) and approximating the absence of gradients along magnetic field lines (see discussion of this approximation in Ref. [7], we obtain $E_z(B_z) \approx -\Delta j_{ye}(B_z)B_x/n_i(B_y)e$. The same estimates can be obtained from the ion current density (i.e., $E_z(B_z) \approx \Delta j_{yi}(B_z)B_x/n_i(B_y)e$, where $\Delta j_{yi}$ is due to ion drift motion). The difference $\Delta j_{yi}$, however, can only be estimated from analysis of ion distribution functions, which is much more complicated than the analysis of electron fluid motion providing $\Delta j_{ye}(B_z)$. Thus, we use $\Delta j_{ye}(B_z)$, which gives us a profile of the electric field across the current sheet (see Fig. [1]). Possible error in the electric field estimates has a magnitude of about $\Delta\phi/L$ across the current sheet (see Fig. 1). Possible error in the this approximation in Ref. [7], we obtain $E_z(B_z) \approx -\Delta j_{ye}(B_z)B_x/n_i(B_y)e$. The same estimates can be obtained from the ion current density (i.e., $E_z(B_z) \approx \Delta j_{yi}(B_z)B_x/n_i(B_y)e$, where $\Delta j_{yi}$ is due to ion drift motion). The difference $\Delta j_{yi}$, however, can only be estimated from analysis of ion distribution functions, which is much more complicated than the analysis of electron fluid motion providing $\Delta j_{ye}(B_z)$. Thus, we use $\Delta j_{ye}(B_z)$, which gives us a profile of the electric field across the current sheet (see Fig. [1]). Possible error in the electric field estimates has a magnitude of about $\Delta\phi/L$, where $\Delta\phi$ is a scalar potential drop along magnetic field lines and $L$ is the current sheet thickness (which can be estimated as the integral $\int du_z dt$). The maximum possible value of $\Delta\phi$ is about the electron temperature $p_{le}/n_i e$ (see, e.g., Refs. [7] and [20]). We have checked that this maximum value $\Delta\phi/L$ does not exceed 30% of estimated $E_z$ for our three events.
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