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Abstract

User attributes affect community (i.e., a group of people with some common properties/attributes) privacy in users’ data publishing because some attributes may expose multiple users’ identities and their associated sensitive information during published data analysis. User attributes such as gender, age, and race, may allow an adversary to form users’ communities based on their values, and launch sensitive information inference attack subsequently. As a result, explicit disclosure of private information of a specific users’ community can occur from the privacy preserved published data. Each item of user attributes impacts users’ community privacy differently, and some types of attributes are highly susceptible. More susceptible types of attributes enable multiple users’ unique identifications and sensitive information inferences more easily, and their presence in published data increases users’ community privacy risks. Most of the existing privacy models ignore the impact of susceptible attributes on user’s community privacy and they mainly focus on preserving the individual privacy in the released data. This paper presents a novel data anonymization algorithm that significantly improves users’ community privacy without sacrificing the guarantees on anonymous data utility in publishing data. The proposed algorithm quantifies the susceptibility of each attribute present in user’s dataset to effectively preserve users’ community privacy. Data generalization is performed adaptively by considering both user attributes’ susceptibility and entropy simultaneously. The proposed algorithm controls over-generalization of the data to enhance anonymous data utility for the legitimate information consumers. Due to the widespread applications of social networks (SNs), we focused on the SN users’ community privacy preserved and utility enhanced anonymous data publishing. The simulation results obtained from extensive experiments, and comparisons with the existing algorithms show the effectiveness of the proposed algorithm and verify the aforementioned claims.
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1 Introduction

Due to the popularization of the social networks (SNs), all SN service providers collect and store user’s data much like hospitals and banks. This data often contains information about the user’s demographics, finance, SN activities and preferences, hobbies, community affiliations, medical status, and relationships with other online users. Aside from the required information necessary to create an account, most users readily post other valuable data including popular songs, favourite talk shows, political and religious views, and interesting movies which third parties and analysts collect. Accordingly, this goldmine of data has attracted the attention of interested third parties who are interested in such data as part of their business strategy [1]. Such data is invaluable for understanding the social trends, users’ behaviours, opinions, contents recommendation, and targeted advertisement [2].

On the one hand, releasing user’s personal data is beneficial for extracting accurate, timely, detailed, and multifaceted insights about the users with advanced data mining tools and pattern analysis applications. On the other hand, the release of such data poses a potential privacy threat including identity disclosure, sensitive attribute disclosure, and membership disclosure [3]. Sweeney, in her study, determined that 87% people in the United States can be uniquely identified based only on five-digit zip code, gender, and date of birth [4]. Besides the individual’s privacy problems, an adversary can infer the sensitive information based on the users quasi identifiers’ values that can jeopardize the privacy of a specific community.
Privacy preserving data publishing (PPDP) provides a set of tools, models, and methods to safeguard against the privacy threats that emerge from the mining and sharing of this data. The original data about the users contains four types of attributes: explicit identifiers (i.e., name, SSN), quasi-identifiers (i.e., age, race, zip code, and gender), sensitive attributes (i.e., salary, disease, and political views), and non-sensitive attributes (i.e., height) [5]. In PPDP, the explicit identifiers and non-sensitive attributes are removed before the collected data is shared with third parties, while quasi-identifiers (QIs) are generalized or suppressed, and sensitive attributes (SA) are retained as it is for the analytical purposes. In general, those who have collected and mined this data are reluctant to share this data in any way, shape, or form because attackers often possesses strong background knowledge or have access to the excessive amount of auxiliary information necessary to breach safeguards used to protect user’s privacy [6].

The anonymization approaches used for preserving user’s privacy in released data are classified into two major categories, perturbation-based approaches and permutation-based approaches [7]. The former approaches use generalization and suppression techniques [8] to modify the QI’s original values to protect a user’s privacy and this category of techniques is also called relational anonymization. The later approaches apply the permutation to a graph structure (i.e., by either adding random nodes and edges or both) [9] to preserve user’s privacy and this category of techniques is called structural anonymization. k-anonymity [10], ℓ-diversity [11], t-closeness [12], slicing [13], anatomy [14], and their improved versions are well known relational anonymization techniques. Random walk [15], differential privacy [16], cluster based techniques [17], k-anonymity based techniques [18, 19], edge editing [20], k-degree anonymization [21], k-neighbourhood anonymization [22], k-isomorphism anonymization [23], k-automorphism anonymization [24], edge differential privacy [25], node differential privacy [26], vertex degree distribution and attribute value distribution [27, 28], and uncertainty semantics [29] are the most widely used structural anonymization techniques.

Most of the existing PPDP algorithms do not provide thorough insight into users’ community privacy protection, particularly regarding the susceptibility of QIs and the entropy of SA-based adaptive data generalization. Existing privacy models mainly focus on the individual privacy protection and they do not quantify the QIs impact on individual as well as community privacy. In addition, each user in a SN can be associated with a community identity [30]. The community identity of a user can be highly sensitive to the public due to the personal information (i.e., political activity group, friend group association, and online disease support group etc.) it contains. Therefore, it is mandatory to consider the QI’s susceptibility and SA’s entropy simultaneously in data anonymization to protect the users’ community privacy breaches. Recently, advances in machine learning tools and data availability have made multiple users identities and their SA revelation more easier [31]. An even greater source of concern is the need to protect the SA prediction from the published data [32], and algorithm-based disclosures [33]. The capability of machine learning tools is increasing rapidly, and they enable adversaries to alter algorithm parameters to compromise user’s privacy on a large scale. Therefore, considering the continually increasing capability of machine learning tools, and limitations of the existing work, the need to develop methods that use the capabilities of these tools to protect users’ community privacy has become more pressing than ever.

The remainder of this paper is structured as follows; Section 2 explains the background and related work regarding well-known PPDP algorithms. Section 3 presents the proposed anonymization algorithm and explains its principal steps. Section 4 discusses the experiments and simulation results. Finally, conclusions and future directions are presented in Section 5.

2 Background and related work

The protection of a user’s privacy in SN data publishing is an active area of research, resulting in numerous proposed solutions to solve this social problem. With the advancements in data mining tools, the scale and the scope of privacy breaches is expanding from the unique identification of an individual or SA disclosure to the behavioral advertising, online stalking, and users group identity theft [34]. Due to the information surge and maturity of the data mining tools, such privacy breaches in PPDP do occur more frequently. Protecting the privacy of the individual user and his/her community, and enhancing the anonymous data utility is a longstanding challenge in SN users’ data publishing [35]. According to the Pham et al. [36] there are three major privacy areas in SN that are shown in Fig. 1.

From Fig. 1, it can be observed that user’s privacy in SN can be breached through their activities (i.e., comments and posts), stored data in SN service providers database, and released anonymized data with the researchers/data analysts/3rd party applications. In this work, our focus is on the third area of privacy breaches. The k-anonymity [10] concept and its ramifications are a very popular privacy models within the PPDP research community. The k-anonymity [10] protects users’ privacy by placing at least k users in an equivalence class with same QI’s values. Hence, the probability of re-identifying someone from anonymized data becomes $\frac{1}{k}$. Due
to the conceptual simplicity, this model has been widely used in PPDP of SN users [37–40]. The $k$-anonymity privacy model overview is shown in Fig. 2.

The anonymized data given in Fig. 2b hides each user within a crowd of two users (i.e., $k = 2$). The probability of each user being identified in class $A$ is $\frac{1}{2} = 0.5$. Meanwhile, the equivalence classes (ECs) $B$ and $C$ have no diversity in SA values. Therefore, the probability of re-identification based on the background knowledge or in the presence of auxiliary information becomes 1, which violates the standard $k$-anonymity privacy protection threshold ($\frac{1}{k}$). The subsequent searches (e.g., $\ell$-diversity, $t$-closeness, and ($\alpha$, $k$)-anonymity) have considered this problem, but provide limited protection in preventing the release of SA disclosures. Generally, there are two settings of PPDP: non-interactive and interactive. In the former setting, the data owner, a trusted party, publishes the complete dataset in a sanitized form after applying some modifications to the original data and removing directly identifiable information (e.g., name). However, in the interactive setting the data owner does not publish the whole dataset in an anonymized form like the former setting. Instead, data owner provides an interface to the users through which they may pose different queries about the related data and get (possibly noisy) answers. In this paper, we focus on non-interactive setting of PPDP, and we extend the $k$-anonymity concept to accomplish the stated assertions.

Differential privacy (DP) [41] is a well-known state of the art method for protecting user’s privacy in interactive setting (i.e., in this setting data owner provides an interface for receiving queries and answer queries by respecting user’s privacy). Xie et al. [42] proposed a differentiated $k$-anonymity $\ell$-diversity social network anonymity algorithm. The main goals of the presented algorithm are to protect user’s privacy and enhance the anonymous data utility. Some research recommends the DP concept be used in recommendation in SN applications [43], high-dimensional PPDP [44], frequent sequence pattern mining without degrading user’s privacy [45], and privacy preserving collaborative filtering [46]. Researchers have extended the traditional anonymization concepts for anonymizing SN users’ graph $G$ by either guaranteeing $k$-degree, $k$-edges, vertex and edge modification, clustering, and $\ell$-diverse sensitive node label retention [17, 47–49]. Despite the success of these privacy techniques, in most cases, either individual user private information is inferred through the community’s detection, group membership, and friendship information, or users’ community privacy breached if a group of users largely share the same SA value.

A growing body of literature has examined the problems of privacy breaches based on the user attributes. Yin et al. [50] defined a new type of attack named, attribute couplet attack in SN data publishing, and they proposed a $k$-couplet anonymity concept to avoid this attack. Zhang et al. [51] proposed a user’s de-anonymization method from SN published data based on the user attribute similarity measure. The proposed method finds the significance values of attributes and utilize these values in re-identifying users uniquely through seed
node identification and propagation. Another study suggested that user’s privacy cannot be effectively protected by assuming that QIs and SAs are different. In some cases, the QIs can behave as SA and can jeopardize the privacy of the user [52].

Social identity linkage [53], users profile cloning [54], group affiliation link disclosure [55], and community identities disclosures [56], among others, are possible threats on SN users released data. Recently, many sophisticated tools in the form of open source libraries, frameworks, and prototypes have been developed for data anonymity (DA), privacy preserving data mining (PPDM), and privacy preserving utility mining (PPUM). Lin et al. [57] presented a unified privacy preserving and security framework (PPSF) for the DA, PPDP, and PPUM. The developed framework provides thirteen algorithms’ implementation. It provides a user-friendly interface for the algorithm’s respective parameters selection. PPSF is a practical tool in offering data security and providing results in a easily understood text file format. Zhang et al. [58] presented a (k, p)-anonymity framework to anonymize a dataset by considering the privacy needs of each user for multiple pieces of his/her sensitive information. The proposed (k, p) anonymity framework solves the sensitive information disclosure problems of the k-anonymity and t-diversity models. Several solutions have been proposed to sanitize transaction databases containing sensitive items [59–62]. PPDM allows the knowledge extraction from the dataset, while preserving a user’s privacy, and it has become an important research topic [63–65]. Jimmy et al. [66] proposed a method for hiding the user’s sensitive information based on density clustering in sanitized datasets. This proposed method achieves desirable results especially in a sparse dataset compared to the single objective algorithms. PPUM has also been extensively studied in the literature [67–69].

Few studies have explored closely related methods used for PPDP with superior privacy protection, the partial k-anonymity (PK) algorithm [70], chaos and perturbation based anonymization (CPA) algorithm [71], and the related weighted full domain anonymization (WFDA) algorithm [72]. The PK algorithm [70] combines the k-anonymity and randomization concepts to anonymize the data. This algorithm effectively preserves the privacy of a user and utility in PPDP. However, the proposed algorithm fails to quantify the QI’s susceptibility which enables the adversary to derive sensitive attribute inferences and thus, compromise the privacy of users’ community. The CPA algorithm [71] analyses the frequency of unique attribute values of QIs, determine crucial unique values based on the frequency analysis, and perform perturbation only for the crucial values using the chaotic function. The proposed algorithm yields superior performance in terms of utility and privacy. The proposed approach, however, does not consider the SA’s diversity, which makes private information disclosure and precise rules extraction easier. The WFDA algorithm [72] determines attribute weights based on information gain ratio, and uses these weights to determine the generalization order and level, and anonymizes data based on global generalization and suppression. However, the proposed algorithm does not consider the vulnerability of the QIs from a privacy point of view for an individual or a group of individuals (i.e., community) and generates an anonymous data which increases the privacy risks. Therefore, sanitized data produced by the existing algorithms have less privacy protection for the user. Accordingly, QI’s susceptibility and SA’s entropy have not been jointly used in SN users’ community privacy preserved and utility enhanced anonymous data publishing. The improvements and advantages of the proposed algorithm compared to the existing algorithms are summarized as: (1) it limits multiple users’ unique identifications caused by the highly susceptible QIs by identifying susceptible QIs from the user’s dataset, and by paying considerable attention to these susceptible QIs during their anonymization; (2) it limits SA disclosure about a specific users’ community; (3) it performs data generalization in an adaptive manner, whereas most of existing research performs data generalization in a uniform or fixed manner; (4) it enhances anonymous data usefulness by controlling unnecessary generalization; (5) it limits QIs couplet attack to safeguard multiple users’ privacy in data publishing; (6) it can be tailored with the data owner’s privacy and legitimate information consumers’ utility expectations.

The contributions of this research in the field of PPDP can be summarized as follows: (i) it proposes a novel data anonymization algorithm based on QI’s susceptibility and SA’s entropy that has the potential to significantly reduce multiple users’ unique identifications and sensitive information inferences without sacrificing guarantees on anonymous data utility in SN users’ data publishing; (ii) it quantifies the susceptibility of each QI using random forest to reduce the multiple users’ unique identifications caused by the highly susceptible QIs; (iii) it uses the information entropy concept to determine the uncertainty about SA categories’ values present in equivalence classes, and considerable attention is paid to low or no uncertainty classes to overcome the explicit disclosure of private information about a set of individuals; (iv) it performs data generalization adaptively (i.e., generalizes susceptible QIs to higher level of QI’s taxonomy in the equivalence classes having high privacy leakage score about users’ community privacy and vice versa.) to effectively resolve privacy and utility trade-off; (v) it can be used for the anonymization of any dataset, balanced or imbalanced.

3 The proposed anonymization algorithm

The QI susceptibility- and SA entropy-based SN users data anonymization algorithm is necessary to account for the users’ community privacy issues stemming from the highly
susceptible QIs and low entropy equivalence classes (ECs). This algorithm not only protects privacy of the users’ community privacy, it enhances anonymous data utility for legitimate information consumers by controlling over-generalization of less susceptible QIs in EC having high entropy values (i.e., more uncertainty for the attacker). Several kinds of threats to the privacy of individuals associated with publishing databases of customers, patients, subscribers, consumers, and SN users exist. The consequences of these potential privacy threats from published data analysis including identity and private information disclosures of multiple users through community clustering, discrimination about the specific ethnic people if a group of users largely share the same religion/race values, loan declining to multiple people if the analysis of customers’ previous ratings is not satisfactory, and political interference in an election from the spreading of false information or selectively withholding information etc. demand a theoretical and practical solution to thwart these threats. The novelty of our proposed anonymization algorithm lies in the ability to exploit the intrinsic characteristics of user’s attributes that may reveal private information to the adversaries during published data analysis to effectively protect the privacy of multiple users, something that previously proposed anonymization algorithms based on similar principles could not do. This section presents the conceptual overview of the proposed anonymization algorithm and outlines its procedural steps. Figure 3 shows the conceptual overview of our proposed anonymization algorithm.

To anonymize any SN user’s dataset $D$ containing $N$ users with multiple QIs and single SA, we introduced six principal concepts: (1) users attributes’ classification; (2) the concept of QI’s susceptibility; (3) ranking similar users, and formation of the ECs based on privacy parameter $k$; (4) calculating the entropy of SA values in ECs; (5) determining crucial unique values only for the highly susceptible QIs; and (6) adaptive data generalization considering both the susceptibility of the QIs and entropy of the SA simultaneously. All concepts are complimentary, and result in the generation of anonymous data $D'$. The proposed algorithm involves fewer parameter’s settings with the exception of step two where the RF model building and re-building requires alternate parameters to quantify the susceptibility weights of the QIs. In addition, the proposed algorithm does not enforce any hard constraints regarding SA’s values in ECs during anonymization. Brief details of each concept along with equations and procedures are presented below.

3.1 Users attributes classification and users’ data pre-processing

The original user’s dataset $D$ contains four types of attributes, explicit identifiers (EI), quasi identifiers (QIs), sensitive attribute (SA), and non-sensitive attributes (NSA). After getting the $D$ as an input, the proposed algorithm classifies users’ attributes into four types, and removes EI and NSA as a standard PPDP practice. After the removal of EIs and NSA, $D$
contains only two types of attributes, QIs and SA, represented as $D(\{Q, S\})$. We use set $Q = \{q_1, q_2, \ldots, q_p\}$ to denote the QIs present in $D$, where $q_p$ is one type of QI such as race or sex. Set $S$ represents the SA which can be of a single type (i.e., disease) or of multiple types (i.e., disease and salary) depending upon the scenario. In this paper, we consider the former case in which $D$ contains a single SA with $n$ distinct values, $S = \{s_1, s_2, \ldots, s_n\}$. Hence, each user $u_i$ has two types of the attributes in $D$, $Q_{u_i}$ and $S_{u_i}$, respectively.

Each user in $D$ referred as a tuple, denoted with $t$. For example, the Table given in Fig. 2a has six tuples, and each tuple has unique id. The original dataset about users can contain outliers, missing values for some QIs, and incomplete tuples. Therefore, the proposed algorithm pre-processes the user’s data before feeding it into the anonymization process. It removes the outliers present in the data which are not feasible for the analysis. Furthermore, it eliminates records with unknown (i.e., missing) values from the data. In some cases, the data processing model needs information in a specified format. Therefore, the proposed algorithm formats the data and performs enrichment if required for data processing. With the help of data pre-processing, a cleaned dataset can be obtained which contains complete information about each user.

### 3.2 Quantifying the susceptibility weights of the quasi identifiers present in users’ dataset

A number of studies have examined the QI’s effect on user privacy [50, 51, 53, 56, 71]. Some studies reported the attacks that can be launched by targeting the QIs having more unique values and quantifying the significance of QIs. However, most of the existing studies do not consider the susceptibility of the QIs in terms of SA inferences to be made based on QI’s values that may explicitly disclose private information about a set of users rather than an individual user from the released data. Hence, such susceptible QIs are risky for the users’ community privacy disclosure rather than identity or attribute disclosure of a single user. Susceptible QI refers to a user attribute having many similar values and it allows attacker to make user’s community based on these values, which is subsequently used to infer the SA of the users associated with that community. In this paper, we identify the susceptible QIs from $D$, and quantify their weights using random forest (RF) [73] to reduce the unique identifications of multiple users. The steps used to quantify the susceptibility weights of QIs are depicted in Fig. 4. RF [73] is a well-known machine learning algorithm, and it yields superior accuracy values among comparable algorithms. It builds an ensemble of classification and regression trees (CARTs) from samples of the training data, and provides accuracy values by averaging all trees errors or votes.

It provides many valuable statistics about the data used in the underlying process. It has two main parameters: the number of trees ($ntree$) and the number of variables (i.e., QIs) required at the tree node split ($mtry$)—so it is very easy to adjust them. The rationale for using the RF method is its ability to consider the impact of each QI individually as well as in multivariate interactions with other QIs. To provide a deeper insight into the underlying QI’s susceptibility weights computation process, we categorize the whole mechanism into five steps-the user’s data input, RF parameter ($s$) settings, building of the CARTs, accuracy values analysis, and data alteration and RF parameters tuning for the model re-building. The user’s data $D$, where $D = \{N, Q, S\}$ is provided as an input to the RF. The set $Q$ and $S$ are used as predictors and target class, respectively. We divide the $D$ into two partitions, two-thirds as training (e.g., the data on which the algorithm was trained) and one-third as testing (i.e., the data used for validation and testing purposes) data.

The RF parameters ($ntree$ and $mtry$) were chosen considering the data size. RF takes the training data, $ntree$ and $mtry$, formula (predictors and target class labels) and other required functions as an input, and starts building the CARTs $t_b$, with $b$
\( x_{qj} \) \( \in \{1, \ldots, ntree\} \). Later, prediction is carried out using the testing data and out-of-bag (oob) error \( \tau^{(o)} \) is recorded. If the \( \tau^{(o)} \) value is high, then RF parameter’s values are modified to lower the \( \tau^{(o)} \) value and to bring the accuracy \( Acc \) into an acceptable range. These values are then used as reference values in subsequent steps.

After obtaining the \( \tau^{(o)} \) reference value, the values of each QIs are permuted column wise. By doing so, the QI \( x_{qj} \) (a.k.a predictor variable) association with the target class (i.e., SA) \( Y \) is broken. Now, when the permuted \( x_{qj} \) is used together with the non-permuted QIs to predict the \( Y \), the prediction accuracy decreases significantly if \( x_{qj} \) was strongly associated with the \( Y \), and vice versa. Accordingly, the new out-of-bag (oob) \( \tau^{(o)} \) error increases. Thus, the difference in \( \tau^{(o)} \) (after permutation of \( x_{qj} \) values) and \( \tau^{(o)} \) (before permutation of \( x_{qj} \) values), averaged over all trees \( ntree \) can be used to quantify the susceptibility weight \( w_{qj} \) of the \( jth \) QI. This implies that all those QIs which have less unique values while each unique value frequency is very high will have very little effect on the prediction accuracy. Hence, such attributes are highly susceptible for the community privacy. Let \( \tau(b) \) is the oob error for a tree \( b \). Then the QI importance \( QII \) of the \( qj \) in tree \( b \) can be computed using Eq. 1.

\[
QII^b(q_j) = \frac{\sum_{i \in \text{test}} I( y_i = \hat{y}_i^{(b)} ) }{|\tau(b)|} - \frac{\sum_{i \in \text{test}} I( y_i = \hat{y}_i^{(b)} ) }{|\tau(b)|} 
\]

where \( \hat{y}_i^{(b)} \) is the predicted SA value for \( ith \) observation before permutation and \( \hat{y}_i^{(b)}_{x_{qj}} \) is the predicted SA value for \( ith \) observation after \( qj \) values permutation. The value \( V \) of the \( QII(q_j) \) in \( b \) can be of following two types.

\[
V(QII(q_j)) = \begin{cases} QII^b(q_j), & \text{if } q_j \notin b, \\ 0, & \text{otherwise}. \end{cases}
\]

The \( V(QII(q_j)) \) is zero when QI \( qj \) is not in tree \( b \) or having all similar values in a column. The \( QII \) for each QI is then calculated as the mean \( (x_{qj}) \) importance from all trees using Eq. 3.

\[
x_{qj} = \frac{\sum_{b=1}^{ntree} QII^b(q_j) }{ntree}
\]

where \( x_{qj} \) gives the mean score from all trees. The standard deviation \( s_{qj} \) and susceptibility weight \( w_{qj} \) can be computed using Eqs. 4 and 5, respectively.

\[
s_{qj} = \sqrt{\frac{1}{ntree-1} \sum_{b=1}^{ntree} \left( QII^b(q_j) - x_{qj} \right)^2}
\]

\[
w_{qj} = \frac{x_{qj}}{s_{qj}}
\]

Equation 5 gives the susceptibility weight \( w \) for the \( jth \) QI.

Through this process, we can compute the weights of all \( p \) QIs and can categorize the QIs into high, medium, and less susceptible QIs. Careful attention is paid to highly susceptible QIs because such QIs can enable unique identifications of multiple users more easily from ECs having low entropy values. We normalize the weight values to maintain the relative weight values’ range between 0 and 100, and obtain weight set \( W \) of QIs.

### 3.3 Ranking similar users and formation of the equivalence classes based on privacy parameter \( k \)

To effectively preserve the privacy of users’ community and minimize the loss of information in the anonymization process, each user in the EC must have nearly identical attributes. In this paper, we rank similar users based on QI values using the cosine similarity \( (Sim) \) measure. It is a very simple and reliable measure that ranges between [0, 1]. \( Sim \) value 1 means that two users are exactly similar, and 0 means that they are dissimilar. The similarity \( Sim \) value between two different users \( U_1 \) and \( V_1 \) can be calculated using Eq. 6.

\[
Sim(U_1, V_1) = \frac{\sum QI_{1(i)} \times V1_{1(i)}}{\sqrt{\left(\sum QI_{1(i)}\right)^2} \times \sqrt{\left(\sum V1_{1(i)}\right)^2}}
\]

where \( i \) are the QIs of user \( U_1 \) and \( V_1 \), and \( Q \) is the total of the QIs. With the help of Eq. 6, the similarity between all \( N \) users can be computed, and the resultant matrix \( M \) containing highly similar users is obtained. Later, the \( M \) is partitioned into set \( C \) of different EC, where \( C = \{C_1, C_2, C_3, \ldots, C_N\} \) based on the privacy parameter \( k \). The value of \( k \) is chosen by the data owner, and it can be any whole number (i.e., \( k > 1 \)). The number of ECs \( nc \) for \( N \) highly similar users can be determined using Eq. 7.

\[
nc = \frac{N}{k}
\]

The complete pseudo-code used to rank highly similar users based on QIs values, and formation of ECs using \( k \) value is presented in Algorithm 1.
In algorithm 1, users’ dataset $D$ and privacy parameter $k$ are provided as an input. The set $C$ of ECs are obtained as an output. The similarity values between users are computed and results are stored in a user matrix $M$ (Lines 6-13). Lines 14-16 determine the number of ECs and generate the users’ ECs with at least $k$ users in each class. Finally, set $C$ of ECs is returned (Line 19). These ECs will be used for further processing before the generalization of QI’s values.

### 3.4 Calculating entropy of the SA’s values in equivalence classes

After the ECs have been generated, the users of each class share a different proportion of the SA’s values. All users can share either similar or different SA’s category values in the EC. To prevent the explicit disclosure of private information about a set of individuals, the SA values in ECs must be shared on average. Meanwhile, in most cases, the SA values distribution is not uniform and existing methods such as $\ell$-diversity and $p$-sensitive $k$-anonymity etc. introduce constraints for the SA values in ECs. Meanwhile, making every EC $\ell$-diverse or $p$-sensitive is very challenging especially in an imbalanced dataset. Furthermore, it will cause significant information losses by introducing constraints regarding SA values in ECs. In this paper, we compute the entropy of SA values in each EC to quantify the level of uncertainty for explicit disclosure and careful attention is paid to those ECs having low entropy values. The following procedure is used to calculate the entropy $E$ of an $i$th EC $C_i$.

1. Identify the distinct SA category values, $S = \{s_1, s_2, \ldots, s_n\}$ present in $C_i$.
2. Calculate the total occurrences (i.e., frequency) of each category value $s$ in $(C_i)$, $F(S, C_i) = \{f_{s_1}, f_{s_2}, f_{s_3}, \ldots, f_{s_n}\}$.
3. Calculate the proportion $p$ of each SA’s category value in an EC. The proportion ($p_i$) of $i$th SA value given its frequency $f_{s_i}$ can be computed using Eq. 8.

$$p_i = \frac{f_{s_i}}{k}$$

(8)

4. The entropy $E$ of an EC $C_i$ can be computed using Eq. 9.

$$E(C_i) = -\sum_{i=1}^{S} p_i \log_2 p_i$$

(9)

The value of $E$ ranges between 0 and 1, $E[0, 1]$. An $E$ of 0 indicates that there is no uncertainty in the EC for the attackers regarding SA values because all users share the same SA value. In contrast, an $E$ value of 1 means that there is enough uncertainty for the attackers, and SA values are distributed on average among users. With an $E$ value of 0, the SA disclosure is easier, and the sensitive user information is easily seen. With an $E$ value of 1, this is ideal for protecting the privacy of the users. In our work, we take into account the $E$ values during data anonymization process to effectively protect the privacy of the users’ community and anonymous data utility, respectively.

### 3.5 Determining the crucial unique values for highly susceptible QIs in equivalence classes

With the help of the RF method, we can identify the highly susceptible QIs and can determine their susceptibility weights. Meanwhile, these weights represent the vulnerability of the QIs in relation with whole dataset. However, a very highly susceptible QI can be less vulnerable to the privacy concerns related to a users’ community if it contains large number of unique values in an EC. Therefore, in order to minimize the unwanted data disclosures and to control unnecessary QIs generalization, the crucial unique values that can allow an adversary/analyst to jeopardize the privacy of the users’ community are determined by analysing the frequency of those unique values. The crucial unique values are the particular QI values with high frequency, and which dominate the prediction results on SA, which can significantly impact the users’ community privacy from the published data. According to the authors in [71], the number of crucial unique values $r$ for each QI in EC can be calculated using Eq. 10.

$$r = \text{round}(\log_2 x_{q_i})$$

(10)

where $x_{q_i}$ represents the number of unique values for $i$th QI present in an EC. If the number of unique values are lower for
a highly susceptible QI, then the QI can reveal more information about the individuals identity. We employed a five-step process to determine the crucial unique values for each highly susceptible QI in the ECs. The steps are: identifying the unique values for each highly susceptible QI, computing the frequency of each unique value, sorting the unique values based on the frequency in ascending order, identifying the crucial unique values having high frequency value, and computing the proportion \( \beta_q \) of most crucial unique value \( c \). With the help of \( \beta_q \), we can determine the susceptibility score \( SS \) of the QI in EC. The \( SS \) value of an \( ith \) QI in \( C_i \) can be computed using Eq. 11.

\[
SS(q_i, C_i) = w_{q_i} \times \beta_{q_i}
\]

where \( w_{q_i} \) represents the susceptibility weight of the \( ith \) QI, and \( \beta_{q_i} \) denotes the proportion of the most crucial unique value \( c \) of a particular QI. The \( SS(q_i, C_i) \) gives the susceptibility score of the \( ith \) QI in \( C_i \). The main reason to take the maximum value of proportion in the \( SS \) computation process is to handle the worst cases effectively. We can compute the \( SS \) of each highly susceptible QI using Eq. 11. The \( SS \) of the \( ith \) EC can be computed by adding all susceptible QI’s \( SS \) using Eq. 12.

\[
SS(C_i) = \sum_{i=1}^{Q} SS(q_i, C_i) = \sum_{i=1}^{Q} \left( w_{q_i} \times \beta_{q_i} \right)
\]

where \( w \) and \( \beta \) are the susceptibility weights and proportion of the most crucial unique value \( c \) belonging \( ith \) QI, and \( Q \) is the total of susceptible QIs. The \( SS(C_i) \) denotes the score of the \( C_i \) containing at least \( k \) users. We use both \( SS(C_i) \) and \( E(C_i) \) values of each EC to determine the best generalization level from the QI’s generalization taxonomy in the generalization process.

### 3.6 Adaptive data generalization considering both the susceptibility of the QIs and entropy of the SA

Adaptive generalization selects the generalization level for each QI based on its susceptibility weight, crucial unique values’ proportion, and the corresponding class’s entropy value. Data generalization is used to replace the original QI values with less specific but semantically consistent values, and it is done by means of each QI’s taxonomy \( T \). The \( T \) of QI can be constructed by analysing the domain values of the QIs or it can be application specific. The levels of the \( T \) can be classified into three categories, lower, intermediate, and higher levels. Each level has a unique and specific impact on privacy and utility. A pictorial overview of the value \( T \) of a QI zip code with relevant details is shown in Fig. 5.

The privacy leakage risk is higher at lower levels of \( T \) and the utility is maximum. In contrast, there is no privacy risk at higher levels of \( T \) but the utility is very low. Hence, there exists a trade-off between privacy and utility which can be exploited by designing an adaptive data generalization algorithm that integrates the susceptibility weight of each QI and entropy of SA to address the privacy issues, while enhancing the anonymous data utility. The key principle of adaptive generalization is to retain the semantics of the original data as much as possible by utilizing the entropy and susceptibility statistics jointly to effectively preserve both users’ community privacy and anonymous data utility. For example, the higher levels of generalization are preferred when there exists a risk that would uniquely identify a multiple of users and their SA’s disclosure.

We consider both \( SS \) and \( E \) values, and compare them with the relevant thresholds \( (T_s \) and \( T_e) \) to decide the level of generalization for QI values in each EC. We used the \( T_s \) value of 0.75 and \( T_e \) value of 0.65 as threshold to determine the best generalization level during data sanitization. However, both these values can be adjusted according to the protection level the data owner wants, the target data analyzers, and the objectives for publishing the data. For example, if a bank wants to release its customer’s data to a data mining firm for classification analysis on loan return rating, but the bank does not want the firm to infer the rating ‘good’ no more than 75% based on bankruptcy state ‘Discharged’ using the attributes of job and country. So, in this case, the \( T_s \) and \( T_e \) values will be adjusted as per the data owner’s privacy requirement and any attributes’ combination that violates the privacy requirement must be protected.

The complete pseudo-code used to perform adaptive generalization is listed in Algorithm 2 where set \( C \) of ECs, QIs’ generalization taxonomies, and QI’s susceptibility weights set \( W \) are provided as an input. The anonymized dataset \( D' \) is obtained as an output. Lines 2-5 implement the \( SS \) and \( E \) values computation of each EC \( C_j \) (where every \( C_j \) contains at least \( k \) users, and each user \( U_i \) has \( Q \) QIs and single SA.) and comparison with the relevant thresholds \( (T_s \) and \( T_e) \), respectively. Lines 6 – 11 perform the lower levels generalization for the classes having low \( SS \) and high \( E \) values, and Lines 13 – 18 implement the higher/intermediate-level generalization for low entropy ECs. Lines 6 – 11 and 13 – 18 are the two blocks of if-else that separates the ECs based on \( SS \) and \( E \) statistics to meet the stated privacy requirements and to control over-generalization of users’ QIs. Finally, anonymous data \( D' \) is returned by combining both classes of anonymity (Lines 21 and 22).
4 Simulation results and discussion

This section presents the simulation results and key findings from the proposed concept. The improvements of the proposed algorithm were compared using two criteria: the improvements in privacy protection of users’ community, and anonymous data utility with the existing closely related algorithms. To benchmark the proposed algorithm, we compared the simulation results with the PK-anonymity algorithm [70], CPA algorithm [71], and the WFDA algorithm [72]. The simulation results were generated and compared on a PC running Windows 10, with a CPU of 2.6 GHz and 8.00 GB of RAM. The simulations were carried out with the help of two software MATLAB (version 9.4.0.81 (R2018a)) and R-tool (version 3.6.1). In simulations of the proposed PPDP algorithm, we consider a relational \( D \) having multiple QIs and a single SA about users. We present the detailed overview of the five datasets that were used in the experiments in Table 1. The first three datasets are publicly available [74, 75], and the last two were created synthetically by respecting the attributes values distribution and percentage in real SN [76]. We assigned two SA (political views and online disease community affiliation) with distinct values to synthetically created datasets.

To verify the proposed algorithm effectiveness, we created two replicas (i.e., \( R_1, R_2 \)) of adult’s dataset [74] considering salary and occupation as SA, respectively. Adults dataset has become a benchmark dataset for analysing the feasibility of k-anonymity based algorithms for PPDP. Table 2 shows the susceptibility weight values of different QIs present in users’ datasets listed in Table 1. The symbol \( '-' \) indicates that respective QI is not a part of that dataset. These measures were calculated with RF through a series of experiments. We selected the best combinations of the RF parameters while computing the QI’s susceptibility weights for each dataset. The following values of each parameters were chosen in order to determine the susceptibility weights of the QIs from Adults (\( R_1 \)) dataset: Number of trees (\( ntree \) ) = 495, QIs used to split the classification tree node (\( mtry \)) = 4, RF model type = classification, keep forest = true, variable importance = true, data = users - data, predictors = (age, gender, race, country) and target = salary. In adult datasets (\( R_1, R_2 \)), most records have the U.S.A. listed as the country value and the remaining records list many other countries that appear only when \( k \) is small. Therefore, the susceptibility weight of the country is very high. In addition, all those QIs whose values are not concentrated in a certain value have lower weights, respectively. Furthermore, we verified these weights by analyzing each QI values distribution in the original datasets.

**Algorithm 2: Adaptive data generalization algorithm to anonymize user’s data.**

| Input | \( C = \{C_1, C_2, \ldots, C_n\} \) and each \( E \) contains at least \( k \) users.
| \( T_{q_1}, T_{q_2}, \ldots, T_{q_p} \) \( \) are the susceptibility weights.
| Output | Anonymous dataset \( D' \)

**Procedure:**

1. Compute \( E \) of each \( C_i \) using Eq. 11 and 12.
2. For each equivalence class \( C_i \), where \( i = 1, 2, 3, \ldots, n \) do
3. Perform adaptive generalization \((d')\), Preferable at lower levels of \( T_{q_j} \).
4. Repeat: \( \forall QIs, q_1, q_2, q_3, \ldots, q_p \in C_i \),
5. Return \( C_i' \).
6. End for

**Fig. 5** Overview of the value generalization taxonomy of the QI zip code
4.1 Improvements in users’ community privacy protection

We first show the improvements in users’ community privacy protection provided by the proposed algorithm. The overall response to this metric is good, and the anonymous data produced by the algorithm is more resilient toward SA inference (SAI) breach as compared to existing algorithms. Multiple users’ identity revelation and their associated SAI are reduced via the adaptive generalization, which considers the entropy of the ECs and susceptibility weight of each QI simultaneously. We select the table with six records shown in Fig. 2a to highlight the difference in anonymization between proposed and existing works. In this small subset of data originally extracted from the adult’s dataset with political views as SA, the country was determined as highly susceptible for users’ community privacy compared to the age because most of the tuples belong to the same location and could leak the SA of a set of users explicitly. Country and age have relative susceptibility weight values of 78.01 and 1.79, respectively. These findings confirm that \( q_{\text{country}} \) needs considerable attention during anonymization due to very high susceptibility weight. Three ECs—\( C_1 \), \( C_2 \), and \( C_3 \) are considered, as mentioned in Fig. 2b. Determining EC entropy is equally important because it limits explicit disclosure of SAs about a set of individuals. \( C_1 \) has an entropy of 1, which is higher than the threshold, but \( C_2 \) and \( C_3 \) have 0 entropy.

This indicates that country can assist attackers in deriving SAI, which is helpful information when anonymizing data. This study performs higher levels generalization rather than suppression to yield superior data utility during published data analysis. \( D \) produced by the proposed algorithm using the original data from Fig. 2a is presented in Fig. 6, and three scenarios were chosen to show the improvements from community’s privacy protection point of view. In this paper, we employed the PS rules-based SAI, and probabilistic disclosures of the identities and SAs of an unknown users’ community to quantify the privacy of anonymization after applying the proposed algorithm.

The first two scenarios show the percentage of SAI that can be revealed using PS rules to invade privacy of users in an online or offline community from the anonymous data \( D \). The third scenario is about the prediction of an unknown community’s SA based on the information gained from the \( D’ \). The PS rule antecedents are QI’s values and consequent is SA value, respectively. It models the association between QIs and SA as, \( (q_1, q_2, q_3) \rightarrow s_1 \). The analysts/attackers can construct such PS rules by analyzing the QI’s domain values or based on the auxiliary information obtained from other sources to link multiple users’ identities. The very high percentage of SAI value of the existing algorithms put the privacy of many specific communities at risk because many such PS rules can easily be derived by the data mining firms or attackers. The ECs created by using large values of \( k \) with low entropy values are much more vulnerable to SAI extraction. A possible third scenario is assuming that users in a community \( \sigma \) are likely to share some common SAs. The SA values prediction of a user or multiple users of a community creates unanticipated privacy breaches.

| Sr. no. | Datasets | Quasi identifiers |
|--------|----------|-------------------|
|        |          | Age, Gender, Race, Country, Weight, Zip code, Job, DoB year, Work class, Martial status |
| 1      | Adults (\( R_1 \)) | 1.75, 1.2, 19.04, 78.01, –, –, –, –, –, – |
| 2      | Adults (\( R_2 \)) | 2.69, 2.77, 26.35, 68.19, –, –, –, –, –, – |
| 3      | Bkseq-data | 42.1, 37.8, –, –, 20.1, –, –, –, –, – |
| 4      | Synthetic Dataset 1 | 2.98, 32.89, 28.91, –, –, 30.08, 3.43, 1.71, –, – |
| 5      | Synthetic Dataset 2 | 63.94, 0.97, –, –, –, –, 34.05, –, –, 0.86, 0.18 |

Table 1 Description about the datasets used in simulations

| Datasets | No. of users (N) | No. of QIs | QIs names (Distinct values, Taxonomy tree levels) | SA name (Distinct values) |
|----------|-----------------|------------|-----------------------------------------------|--------------------------|
| Adults (\( R_1 \)) | 32,561 | 4 | Age (74,7), Gender (2,2), Race (5,3), Country (41,4) | Salary (2) |
| Adults (\( R_2 \)) | 32,561 | 4 | Age (74,7), Gender (2,2), Race (5,3), Country (41,4) | Occupation (14) |
| Bkseq-data | 16,160 | 3 | Age (30, 5), Gender (2,2), Weight (30, 3) | Result of Medical Exam (19) |
| Synthetic Dataset 1 | 5196 | 6 | Age (60,4), Gender (2,2), Race (5,3), Zipcode (10, 4), Job (7, 3), DoB year (86,5) | Political views (3) |
| Synthetic Dataset 2 | 10,000 | 5 | Age (30,3), Gender (2,2), Zipcode (2255, 5), Work Class (8,3), Martial Status (7,3) | Online Disease community Affiliation (5) |
If the SA’s values about multiple users are revealed to have a very high probability $P$ from $D$, then some unknown users’ SAs could also be accurately predicted. Consequently, implicit disclosure of SA of a specific users’ community can occur based on the knowledge gained from the $D$. Therefore, the $D$ must be resilient to both these attacks to protect the privacy of users’ in an online/offline community. The $D$ produced by our algorithm shows a 31% improvements in terms of the multiple users’ unique identifications and SAIs protection, and the probability of SA’s prediction about an unknown user is also close to the threshold (e.g., $1/k$) associated with standard $k$-anonymity privacy model.

4.2 Improvements in Anonymous Data Utility

During the anonymization of any dataset, information losses (IL) are inevitable. When data is sanitized, some specific values of QIs are always lost. On the other hand, data analysis applications want that anonymization algorithm must retain the data as original as possible to enhance anonymous data utility. However, this can only be achieved when the data owner is fully aware of the original data statistics (i.e., QIs having less susceptibility and ECs with sufficient entropy). The proposed algorithm provides such valuable statistics to the data owner prior to data sanitization. By making use of these statistics, over-generalizations can be significantly controlled to reduce IL, and the anonymous data preserve better utility compared to the existing PPDP algorithms. To evaluate anonymous utility, two criteria are used—information loss and classification/regression model accuracy. IL were calculated using two metrics—distortion measures (DM) and coverage of generalized values. Fung et al. [79] explained the comprehensive details about both these IL metrics. Both metrics’ values are computed by assessing the taxonomy levels on which QIs’ values are generalized during QI values generalization process. The value of DM can be calculated using Eq. 13.

$$DM = \sum_{n=1}^{N} \sum_{q=1}^{Q} \frac{l_i}{l_f} \times w_q$$

where $l_i$ is the level in the generalization taxonomy for which QI’s value is generalized, and $l_f$ represents the total number of
levels in a taxonomy of QI. \( w_q \) is the susceptibility weight of a QI.

All distortion values from each QI and tuple are summed for all users in the dataset. If the value of a particular QI is retained as an original in \( D \), the DM will be zero. The IL caused by generalizing a specific value \( v_g \) of a particular QI \( q_j \) to a general value \( v_g \) is computed as: \( IL(v_g) = \frac{|v_g|}{|T_{q_j}|} \) where \( |v_g| \) is the number of the domain values which are descendants of \( v_g \) in \( T_{q_j} \) and \( |T_{q_j}| \) denotes the number of domain values of the \( j \)th QI. The value of \( v_g \) can be equal to \( v_g \) in some ECs. Hence, the IL value of \( IL(v_g) \) can be of following two types depending upon the generalization of \( v_g \) in an EC.

\[
IL(v_g) = \begin{cases} 
    IL(v_g), & \text{if } v_g \neq v_g, \\
    0, & \text{otherwise.}
\end{cases}
\]  

(14)

\( IL(v_g) = 0 \) only if no modification was applied to the \( v_g \) during data generalization. The IL caused by the complete tuple \( t \) values generalization can be calculated using Eq. 15.

\[
IL(t^*) = \sum_{q \in Q} (IL(t^*, q_1) \times w_{q_1})
\]

(15)

where \( IL(t^*, q_1) \) is the IL caused by the coverage of the generalized values of a single QI, \( Q \) represents total of the QIs, and \( w \) is the susceptibility weight of a specific QI. One more summation is used to estimate the total value of this metric for whole \( D \).

Table 4 shows the IL comparison of the proposed algorithm with the existing algorithms using eight different values of \( k \) and five datasets (listed in Table 2). These results are the averaged results obtained from the ECs. The rise in \( k \) value causes an increase in IL for both the metrics due to increase in the records in each EC, and their corresponding generalized values. The proposed algorithm IL values are lower compared to existing algorithms in most cases because the proposed algorithm slightly distorts the original data. The rationale regarding better utility is derived from the fact that entropy and susceptibility are considered simultaneously during data sanitization. The proposed algorithm generalizes the values only for the highly susceptible QIs in ECs having less \( E \) values. All these values were computed by analysing the \( v_g \) of all QIs present in \( D \). From Table 4, it can be observed that the IL of the proposed algorithm is lower compared to the existing algorithms for the most values of \( k \). The proposed algorithm IL values are higher for a smaller \( k \) because most ECs have less uncertainty for the analysts (i.e., low \( E \) value) and degree of generalization is relatively higher to effectively protect users’ community privacy. However, with increasing \( k \) values, the proposed algorithm IL value in ECs is lower compared to the existing algorithms. The proposed algorithm, on average, lowers the IL by 22.95% compared to the existing closely related algorithms. The average IL
values calculated from all records of each dataset are shown in the Fig. 7a, b. From the results it can be observed that the proposed algorithm has lower ILs compared to the existing algorithms in all five datasets, and both IL metrics, respectively. Generally, a dataset having more number of tuples lead to the high ILs. This confirms to the theoretical analysis that a dataset having a high number of records is more prone to changes in the data semantics and therefore utility decreases. Meanwhile, the proposed algorithm incurs less ILs compared to the existing algorithms on all five datasets because it performs lower level generalization of less susceptible QIs in ECs having high entropy values.

Table 4 Information losses: proposed algorithm results comparison with three existing PPDP algorithms

| PPDP algorithms | Avg. IL values computed from the DM metric | Avg. IL values computed from the coverage of generalized values’ metric |
|-----------------|------------------------------------------|---------------------------------------------------------------------|
|                 | 5  | 10 | 20 | 25 | 35 | 40 | 5  | 10 | 20 | 25 | 35 | 40 | 5  | 10 | 20 | 25 | 35 | 40 |
| PK Algorithm    | 0.029 | 0.031 | 0.037 | 0.039 | 0.041 | 0.045 | 0.046 | 0.063 | 0.091 | 7.51 | 13.41 | 18.13 | 23.24 | 31.23 | 39.34 | 48.43 | 60.25 |
| WFDA Algorithm  | 0.019 | 0.026 | 0.044 | 0.061 | 0.064 | 0.069 | 0.082 | 0.15  | 2.25 | 7.47  | 19.32 | 27.98 | 31.8  | 43.75 | 51.5  | 65.75 |
| CPA Algorithm   | 0.018 | 0.028 | 0.036 | 0.048 | 0.052 | 0.061 | 0.078 | 0.098 | 2.05 | 5.75  | 14.95 | 26.25 | 33.75 | 40.35 | 51.5  | 67.24 |
| Proposed Algorithm | 0.021 | 0.027 | 0.032 | 0.035 | 0.037 | 0.039 | 0.042 | 0.047 | 2.75 | 4.27  | 6.19  | 10.69 | 18.5  | 24.25 | 30.45 | 34.75 |
| PK Algorithm    | 0.02 | 0.025 | 0.032 | 0.037 | 0.04 | 0.048 | 0.066 | 0.088 | 5.31 | 10.31 | 14.23 | 21.14 | 30.03 | 36.54 | 45.13 | 56.35 |
| WFDA Algorithm  | 0.011 | 0.02 | 0.039 | 0.059 | 0.063 | 0.071 | 0.085 | 0.12  | 0.25 | 4.45  | 15.92 | 25.08 | 30.18 | 40.95 | 49.75 | 61.15 |
| CPA Algorithm   | 0.009 | 0.022 | 0.031 | 0.046 | 0.051 | 0.064 | 0.081 | 0.095 | 0.51 | 2.95  | 10.85 | 23.15 | 32.95 | 43.75 | 51.5  | 63.54 |
| Proposed Algorithm | 0.012 | 0.019 | 0.027 | 0.033 | 0.036 | 0.043 | 0.044 | 0.046 | 0.45 | 1.27  | 4.19  | 8.99  | 17.75 | 21.35 | 27.5  | 31.35 |
| PK Algorithm    | 0.011 | 0.023 | 0.027 | 0.033 | 0.047 | 0.058 | 0.071 | 0.089 | 1.31 | 4.69  | 8.33  | 13.54 | 18.34 | 22.59 | 25.53 | 29.45 |
| WFDA Algorithm  | 0.008 | 0.026 | 0.031 | 0.039 | 0.048 | 0.059 | 0.072 | 0.91  | 0.36 | 3.45  | 9.22  | 16.98 | 18.18 | 21.54 | 24.95 | 30.15 |
| CPA Algorithm   | 0.011 | 0.021 | 0.025 | 0.031 | 0.049 | 0.058 | 0.074 | 0.092 | 0.43 | 3.05  | 8.85  | 15.25 | 19.95 | 23.52 | 24.15 | 31.34 |
| Proposed Algorithm | 0.007 | 0.015 | 0.019 | 0.024 | 0.037 | 0.045 | 0.058 | 0.079 | 0.37 | 2.27  | 6.39  | 11.75 | 15.95 | 21.58 | 27.45 |
| PK Algorithm    | 1.39 | 3.95 | 5.5 | 6.98 | 12.05 | 16.85 | 23.25 | 28.89 | 7.61 | 16.51 | 19.13 | 24.75 | 34.75 | 38.45 | 49.43 | 62.25 |
| WFDA Algorithm  | 1.42 | 5.12 | 5.75 | 7.35 | 13.1 | 19.25 | 27.15 | 34.75 | 7.95 | 13.97 | 20.52 | 28.98 | 39.85 | 45.75 | 53.75 | 68.95 |
| CPA Algorithm   | 1.38 | 4.16 | 5.69 | 7.25 | 12.25 | 17.12 | 24.81 | 31.57 | 7.85 | 12.75 | 19.95 | 25.51 | 35.57 | 41.55 | 52.57 | 70.84 |
| Proposed Algorithm | 1.41 | 3.58 | 4.98 | 6.07 | 11.87 | 15.51 | 21.55 | 26.57 | 7.75 | 10.21 | 16.82 | 21.54 | 29.75 | 36.75 | 45.95 | 53.75 |
| PK Algorithm    | 0.014 | 0.023 | 0.035 | 0.039 | 0.049 | 0.044 | 0.049 | 0.058 | 3.11 | 5.31  | 10.13 | 15.24 | 24.33 | 29.44 | 33.53 | 40.57 |
| WFDA Algorithm  | 0.016 | 0.025 | 0.039 | 0.051 | 0.059 | 0.067 | 0.072 | 0.092 | 5.75 | 9.46  | 14.42 | 19.48 | 27.88 | 32.75 | 37.75 | 44.76 |
| CPA Algorithm   | 0.016 | 0.027 | 0.037 | 0.045 | 0.051 | 0.059 | 0.069 | 0.078 | 3.65 | 6.75  | 10.49 | 16.95 | 25.56 | 31.35 | 36.65 | 41.21 |
| Proposed Algorithm | 0.012 | 0.019 | 0.024 | 0.026 | 0.029 | 0.034 | 0.038 | 0.045 | 2.25 | 3.21  | 5.95  | 9.69  | 17.55 | 23.75 | 29.55 | 35.52 |

Fig. 7 Comparison of IL of the proposed algorithm with the existing algorithms on three real-world and two synthetic SN users’ datasets.
Furthermore, experiments were performed to compare the IL of the proposed algorithm with three existing privacy models $k$-anonymity, $\ell$-diversity, and $t$-closeness. We used both real-world and synthetic datasets to compare the proposed algorithm performance. Results are shown in Tables 5 and 6. From the results, it can be seen that as $k$ value is increased, the IL values of both metrics also increase. The proposed algorithm yields less IL compared to the existing privacy models in most cases by controlling unnecessary generalization of less susceptible QI in ECs of high entropy. In contrast, the existing privacy models do not apply the concept of susceptibility and entropy to control unnecessary generalization, and thus produce a relatively higher IL’s values. Moreover, when the $k$ values are small, there is an inadequate heterogeneity in the SA’s values in most of the ECs, and proposed algorithm applies higher level generalization to protect users’ privacy.

Therefore, its IL’s values are marginally higher than $k$-anonymity privacy model. But the proposed algorithm still achieves better utility results compared to the existing privacy models in most cases.

Accuracy has been widely used to evaluate the anonymous data quality for data mining tasks. Generally, the accuracy values close to the original data are preferred for informative data analysis. For achieving better accuracy domain consistency is important while generalizing QI values. Accuracy values can be computed using machine learning methods (i.e., decision tree, RF, and SVM etc.) with the help of Eq. (16).

$$\text{Accuracy}(Acc.) = \frac{T_p + T_n}{N}$$

where $T_p$ is the number of true positives, $T_n$ is the number of true negatives, and $N$ is the total number of users in the $D$.

### Table 5 Information losses: proposed algorithm results comparison with the existing privacy models

| Datasets | $k$ values | $k$-anonymity | $\ell$-diversity | $t$-closeness | Proposed algorithm |
|----------|-----------|----------------|------------------|---------------|-------------------|
| Adults $R_1$ | 2 | 0.011 | 0.024 | 0.028 | 0.016 |
|           | 5 | 0.019 | 0.025 | 0.032 | 0.021 |
|           | 10 | 0.029 | 0.031 | 0.041 | 0.026 |
|           | 20 | 0.047 | 0.059 | 0.064 | 0.035 |
|           | 30 | 0.061 | 0.071 | 0.081 | 0.040 |
|           | 40 | 0.091 | 0.125 | 0.161 | 0.048 |
| Synthetic | 2 | 0.64  | 0.94  | 1.07  | 0.76  |
|           | 5  | 1.38  | 1.74  | 2.07  | 1.41  |
|           | 10  | 4.26  | 5.18  | 6.39  | 3.58  |
|           | 20  | 8.28  | 9.76  | 11.56 | 6.07  |
|           | 30  | 18.33 | 20.41 | 23.51 | 15.57 |
|           | 40  | 31.91 | 34.93 | 41.29 | 26.57 |

### Table 6 Information losses: proposed algorithm results comparison with the existing privacy models

| Datasets | $k$ values | $k$-anonymity | $\ell$-diversity | $t$-closeness | Proposed algorithm |
|----------|-----------|----------------|------------------|---------------|-------------------|
| Adults $R_1$ | 2 | 0.87 | 1.49 | 2.91 | 1.11 |
|           | 5 | 2.81 | 3.85 | 5.31 | 2.75 |
|           | 10 | 6.45 | 9.42 | 12.43 | 4.27 |
|           | 20 | 16.25 | 21.98 | 25.34 | 10.69 |
|           | 30 | 37.39 | 49.70 | 57.77 | 24.25 |
|           | 40 | 52.94 | 63.75 | 72.79 | 34.75 |
| Synthetic | 2 | 2.98 | 3.92 | 4.49 | 3.19 |
|           | 5 | 7.93 | 9.25 | 10.61 | 7.75 |
|           | 10 | 12.95 | 15.97 | 18.61 | 10.21 |
|           | 20 | 29.91 | 36.98 | 44.95 | 21.54 |
|           | 30 | 53.95 | 60.05 | 75.15 | 36.75 |
|           | 40 | 71.94 | 85.25 | 89.25 | 53.75 |
Figure 8a–c show the accuracy values of the proposed algorithm, and its comparison with the existing methods on three real-world datasets. Figure 9a–c shows the accuracy values obtained from two synthetic datasets and the averaged accuracy obtained from all datasets during the simulations, respectively. It can be observed from Figs. 8 and 9 that a rise in \( k \) value causes a decrease in accuracy for each dataset due to less modifications in the QI’s original values. The rationale regarding the better accuracy of the proposed algorithm compared to the existing methods is derived from the fact that domain consistency is maintained in the data anonymization process. The proposed algorithm yields superior accuracy values by generating the consistent levels of the generalization and original data statistics. All these values were obtained using the decision trees with R- programming (R-tool) scripts. Through extensive simulations and comparison with three existing algorithms, on average, our algorithm improves accuracy by 6.5% on both replicas \((R_1, R_2)\) of the adult’s dataset, 8.05% on the Bkseq-dataset, and 6.25% on the synthetic datasets. Furthermore, the proposed algorithm accuracy values are only marginally lower than the original dataset.

To further demonstrate the effectiveness of the proposed algorithm, accuracy values have been measured and compared with the result of three existing privacy models. Results are shown in Table 7. The proposed anonymization algorithm has produced higher accuracy values from the anonymous data than other privacy models. The reason is that proposed algorithm applies the concept of similarities in the ECs formation, and maintains the QI’s values domain consistency during the data generalization process to improve accuracy.

The simulation results obtained from five different datasets emphasize the validity of the proposed algorithm with respect to achieving better users’ community privacy protection and improved anonymous data utility. It effectively resolves the privacy and utility trade-off in PPDP. The proposed algorithm is an offline approach for user’s data anonymization. The time complexity of the proposed algorithm depends on the number of users \( N \), the number of QIs, the distinct values of SA, and the privacy parameter \( k \). The complexity of algorithm 1 lies in step 6 to step 12. The ‘for’ loops at Step 6 and Step 7 iterate \( O(n) \) times. There are \( O(\lambda) \) instructions to be executed in each iteration inside the inner ‘for’ loop. Meanwhile, \( \lambda \) has a constant upper bound. Thus the overall complexity of Algorithm 1 is \( O(n^2) \). Algorithm 2 complexity lies in Step 1 to Step 20. The ‘for’ loop at Step 1 iterates \( O(n) \) times, and in each iteration, \( O(\chi) \) instructions are executed. Hence, the overall complexity of algorithm 2 is \( O(n) \) since \( \chi \) has a constant upper bound. Meanwhile, the execution speed of the proposed mechanism is significantly reduced when we provide pre-computed ECs containing similar users, and SS and E scores of each EC to the data generalization algorithm (i.e., algorithm 2). In addition, due to less of the parameter’s setting and by not forcing any hard constraints as stated in Sec.3, the proposed mechanism requires less time and space complexity. The overall time complexity of the proposed mechanism is \( O(n^2) \) with pre-computed values of susceptibility weights of QIs, ECs containing similar users, and SS and E scores of ECs.

The proposed algorithm performs well with respect to protecting the privacy of users’ community and anonymous data utility for two reasons: (1) the susceptibility of QIs is
introduced, which helps to treat QIs according to their impact on users’ community privacy and it helps to effectively protects users’ community privacy; and (2) the adaptive data generalization, which considers both the susceptibility of the QIs and entropy of the SAs simultaneously, improves the anonymous data utility by controlling over-generalization of QIs in ECs having high $E$ value. It can handle both types (i.e., numerical and categorical) of QIs present in users’ dataset. Furthermore, it is applicable for anonymizing highly imbalanced (i.e., the datasets in which SA distribution is not uniform) datasets.

5 Conclusions and future work

In this paper, we have presented a user attributes’ susceptibility and entropy based anonymization algorithm for preserving the privacy of users’ data given or sold to analysts and researchers. We propose a mechanism for quantifying the susceptibility of each item of QIs using random forest to reduce the unique identifications of multiple users (i.e., users’ community) caused by the highly susceptible QIs. We adapt the information entropy concept for calculating the uncertainty about SA values in equivalence classes (ECs) to overcome the users’ community SA disclosure caused by the low uncertainty ECs. In addition, the proposed adaptive generalization algorithm anonymizes users’ data considering both the susceptibility of QIs as well as the entropy of SA simultaneously to effectively resolve the users’ community privacy and anonymous data utility trade-off. It resolves the users’ community privacy issues stemming from the highly susceptible QIs and low entropy ECs, and improves anonymous data utility by controlling over generalization of the less susceptible QIs. We conducted extensive experiments on different real-world

Table 7  Accuracies: proposed algorithm versus three privacy models

| Datasets | PPDP methods       | Avg. accuracy (%) |
|----------|--------------------|-------------------|
| Adults $R_1$ | $k$-anonymity Model | 85.36             |
|          | $\ell$-diversity Model | 84.70             |
|          | $t$-closeness Model | 83.17             |
|          | Proposed Algorithm | 87.78             |
| Adults $R_2$ | $k$-anonymity Model | 81.34             |
|          | $\ell$-diversity Model | 80.29             |
|          | $t$-closeness Model | 79.13             |
|          | Proposed Algorithm | 83.28             |
| Bkseq    | $k$-anonymity Model | 88.06             |
|          | $\ell$-diversity Model | 86.61             |
|          | $t$-closeness Model | 85.37             |
|          | Proposed Algorithm | 91.14             |
| Synthetic 1 | $k$-anonymity Model | 86.08             |
|          | $\ell$-diversity Model | 83.83             |
|          | $t$-closeness Model | 82.99             |
|          | Proposed Algorithm | 88.63             |
| Synthetic 2 | $k$-anonymity Model | 83.13             |
|          | $\ell$-diversity Model | 81.56             |
|          | $t$-closeness Model | 80.33             |
|          | Proposed Algorithm | 86.34             |
and synthetic social network users’ datasets to demonstrate the effectiveness of the proposed anonymization algorithm. The anonymous data produced by the proposed algorithm is more resilient towards multiple users’ unique identifications and their associated SA’ inferences, and it yields higher anonymous data utility for performing analyses and building classification models compared to the existing algorithms. Furthermore, it is potentially applicable for fulfilling the two competing requirements of users’ community privacy preservation and anonymous data utility enhancement of many data holders such as hospitals, banks, insurance companies, and analytics firms during their customers/subscribers data publishing. In future work, we plan to extend the proposed algorithm for multiple SAs scenarios. Furthermore, we also intend to investigate the other types of user privacy threats that emerge from publishing the dynamically evolving datasets.
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