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Abstract—Connected and automated vehicles (CAVs) can plan and actuate control that explicitly considers performance, system safety, and actuation constraints in a manner more efficient than their human-driven counterparts. In particular, eco-driving is enabled through connected exchange of information from signalized corridors that share their upcoming signal phase and timing (SPaT). This is accomplished in the proposed control approach, which follows first principles to plan a free-flow acceleration-optimal trajectory through green traffic light intervals by Pontryagin’s Minimum Principle in a feedback manner. Urban conditions are then imposed from exogeneous traffic comprised of a mixture of human-driven vehicles (HVs) - as well as other CAVs. As such, safe disturbance compensation is achieved by implementing a model predictive controller (MPC) to anticipate and avoid collisions by issuing braking commands as necessary. The control strategy is experimentally vetted through vehicle-in-the-loop (VIL) of a prototype CAV that is embedded into a virtual traffic corridor realized through microsimulation. Up to 36% fuel savings are measured with the proposed control approach over a human-modelled driver, and was found connectivity in the automation approach improved fuel economy by up to 26% over automation without. Additionally, the passive energy benefits realizable for human drivers when driving behind downstream CAVs are measured, showing up to 22% fuel savings in a HV when driving behind a small penetration of connectivity-enabled automated vehicles.

Index Terms—Intelligent vehicles, vehicle-to-infrastructure, cooperative systems, lagrangian functions.

I. INTRODUCTION

CooPerATION in the longitudinal control of automated vehicles has soon realizable potentials for boosting energy and flow performance of real traffic in part due to connected technology [1]. Vectors of cooperation are primarily enabled through vehicle-to-infrastructure (V2I) and vehicle-to-vehicle (V2V) communication, which both leverage a plethora of efficient mobility strategies that arise via feedback and optimal control, and have been thoroughly evaluated through representative simulation [2]. Though, V2V-connected technologies have seen the majority share of the experimental validation to this point, even if V2I-enabled (or consequently I2V) technologies have perhaps the greater potential for environmental and mobility benefits between the two cases [3]. In part, V2I technology is practically challenged by the cost of required retrofitting of existing infrastructure, though recent initiatives have looked to address the technological barriers and create validation studies [4]. To address this, this manuscript details the experimental performance of a prototype CAV that performs eco-driving via optimally-guided motion planning given access to the SPaT of a V2I-connected corridor of traffic lights, and contributes experimental findings in the fuel economy benefits for both automated and nearby human drivers given access to connectivity in urban settings. This is accomplished by introducing a vehicle-in-the-loop experimental architecture, in which the physical ego vehicle interacts in real-time with microsimulated vehicles and intersections in a living virtual corridor. The experimental vehicle is depicted in Fig. 1.

As connectivity and automation enters the market, significant performance benefits to an entire traffic scene are realizable under even partial connectivity and automation: while some CAVs have access to SPaT information and can directly optimize their motion, indirect performance benefits can extend to upstream traffic without said information by naturally responding to the motion of the CAV [5]. Typically, connected exchange of...
information allows the CAVs to anticipate downstream traffic patterns and drive in a traffic-stabilizing manner [6]. Such effects are well-studied through microsimulation of highway conditions: where increasing CAV penetrations in a merging scenario was shown to have a positive improvement on fleet fuel efficiency and traffic throughput [7], [8], and it was shown increasing CAV penetrations can reduce the number of braking events to suppress shockwaves that emerge in ordinary highway driving - which is directly beneficial to energy and fuel consumption [9], [10]. In urban settings, [11] shows a combined improvement to travel time and fuel economy in partial penetrations of CAVs equipped with learned eco-driving policies that net-benefit the entire fleet. Similarly, [12] studies network-wide traffic benefits for both HVs and CAVs that are optimally guided to improve fuel economy, and [13] then considers impedance due to traffic build up behind red lights. In common to many of these studies, there exists a critical penetration of CAVs before performance benefits are consistently realizable - and usually requires a larger share of the market when increasing traffic volume demands.

Importantly, realizing benefits in connected communication does not necessarily require automation in both vehicles. Connected exchange of information from human driven vehicles in a traffic scene have also been used to boost traffic awareness in otherwise out-of-sight information, which enables more energy efficient driving strategies in CAVs. In [14], experimentation of several communication topologies of a string of connected and unconnected HVs and a CAV are employed to improve energy economy and traffic harmonization through mitigation of braking events, which is then further upscaled through microsimulation [15]. Improved traffic harmonization and dissipation of traffic shockwaves via predictive braking are shown in [16] for heavy duty trucks, finding a significant fuel economy improvement. In all studies, it is suggested that the largest benefits come from scenarios with long-range communication. Additionally, V2I-enabled eco-driving algorithms can benefit human drivers by displaying suggested driving speeds during intersection approach. Passenger vehicles were shown to, on average, improve fuel economy in [17] when eco-approach speeds were suggested to the driver through a vehicle dashboard interface, whereas [18] improve fuel economy of public transit buses by suggesting driving speeds to drivers.

Choice of control strategy is additionally important to realize performance benefits in CAVs. Earlier work in automated vehicle driving strategies developed predictive optimal control to anticipate surrounding vehicle and traffic light disturbances on urban roads to reduce reactionary braking - thereby improving fuel economy [19], [20]. In [21], a combination of V2V and V2I communication is used to efficiently navigate a corridor of traffic lights, in which the strategy explicitly considers effects of ego vehicle motion on upstream traffic; and in [22] a similar concept is extended using optimal control to further boost efficiency. Analytically-based controllers are shown for energy-efficient approach to signalized and non-signalized intersections in [23], [24]. When traffic light timings are not explicitly known, [25], [26] leverage probabilistic constraints in an optimal control problem for reasoning around uncertain signal timings for more robust eco-approach to intersections.

In prototyping CAVs which rely on control strategies that leverage other connected infrastructure and vehicles, much testing burden can be placed on experimentation due to high hardware and labor costs. Vehicle-in-the-loop (VIL) testing can instead focus on instrumentation and control for a small subset of physical vehicles, and upscale the traffic scenario through virtual microsimulation to populate other agents in the traffic scenario - which would otherwise require budgeting the still-expensive automation and connectivity hardware required to produce additional CAVs and supporting infrastructure. Such VIL procedures additionally enable safe experimental testing: signal-less, autonomous intersections were first prototyped and implemented with an experimental CAV in a mixed reality fashion in [27], [28] - which can be otherwise dangerous to test if using multiple physical vehicles. Signalized intersections were studied in [29] with a suggestion-based controller that advises a human driver for the best intersection approach time in a virtual urban corridor, whereas [30] prototype a motion strategy in a variety of driving maneuvers to improve fuel economy inside of a corridor consisting fully of connected and automated vehicles (that leverages VIL testing capabilities developed in [31]). Eco-driving strategies in a mixed-traffic highway scenario were experimented on in [32] using VIL testing.

To this point, only a limited number of experimental studies involving CAVs equipped with V2I communication have been conducted: primarily, [33] novelty shows a 14% fuel benefit due to eco-driving a CAV informed with the SPaT of a connected intersection on a traffic-less road, whereas [34] show a 31% fuel benefit in a single intersection when introducing surrounding traffic, and [35] extend experimentation to multiple intersections in a single traffic corridor for again a 31% fuel benefit. As such, this paper aims to further study CAV capabilities in signalized traffic corridors. Multiple routes with varied traffic intersection positions and timings are considered - including those based on real data - and notably a wider variety of scenarios are tested by additionally introducing a partial penetration of CAVs in downstream traffic to assess their energy benefits on the experimental vehicle via smoothing. Additionally, this manuscript vets the effectiveness of an analytically-derived optimal controller via application of Pontryagin’s Minimum Principle - which has not seen much experimental use in vehicle motion planning, despite the technique’s effectiveness and low computational and hardware demands.

II. UPPER-LEVEL ECO-SPEED PLANNER WITH PONTRYAGIN’S MINIMUM PRINCIPLE

The energy-efficient motion planning for the ego vehicle is performed in a two-level approach that is solved in a shrinking horizon fashion: the economic speed planning level formulates a long-term optimization problem that avoids unnecessary stops at intersections by utilizing connected traffic signal timing information, whereas the car-following level formulates a short-term optimization problem that maintains a desired time headway from the preceding vehicle. The two levels are fused through an ensemble module.

The motion planning problem is performed over a large route and contains non-convex interior constraints on the entering
times through each intersection - both of which significantly increase the computational complexity. To deal with this, the optimal control problems are reformulated into bi-level optimizations, in which solutions to the newly-formed inner optimization have analytically-known explicit algebraic expressions via application of Pontryagin’s Minimum Principle (PMP). The outer optimization is then efficiently, numerically solved on this condition. This approach enables control implementation even on computationally-restricted hardware, and resulted in sub-millisecond solution times for the considered scenarios.

Fig. 2 illustrates the upper-level controller architecture. Commanded next-step vehicle velocity and acceleration then serve as reference states to be tracked using a low-level throttle and brake controller [32].

A. Long-Term Speed Planning Level

At the long-term speed planning level, there are three modules to: set the problem boundary conditions according to the available preview horizon, decide the feasible green light windows according to available SPaT from in-horizon intersections, and generate energy-efficient vehicle trajectories.

1) Preview Horizon: The preview horizon is depicted in Fig. 3, which connects $N$ signalized intersections within range $l_{\text{grpv}}$. The end of the long-term preview horizon, $s_{N+1}$, then depends on whether a stop sign exists after the last connected traffic light. If a stop sign exists, then $s_{N+1}$ is set as its position; otherwise, a virtual point $s_{N+1} = s_N + \Delta s_{s_{\text{sp}}}$. Correspondingly, $N + 1$ segments divide up the road. As the speed limit trajectory is piecewise-constant, the $i$-th road segment can consist of $n_i$ sub-segments. Accordingly, the maximum speed limit and length of the $j$-th sub-segment of the $i$-th road segment are defined as $v_{\text{max},i,j}$ and $l_{i,j}$, respectively.

2) Green Window Selector: In our previous work [36], the original green window selector module selects a series of green windows for each intersection that minimize an energy objective by path-search based on Dijkstra’s algorithm. We simplify this energy-optimal path search problem into a feasible path search problem so that additional computing resources are not required for any real-time implementation.

First, the selected green windows used to enter each intersection are computed to maintain the desired travel time, while also considering the known traffic light signal phase and timing (SPaT). The minimum and desired travel times for the $i$-th road segment are defined as

$$ t_{\text{des},i} = \frac{l_i}{v_{\text{des}}} $$

$$ \xi_{\text{min},i} = \sum_{j=1}^{n_i} v_{\text{max},i,j} $$

where $v_{\text{des}}$ is the desired constant speed, and $l_i = s_i - s_{i-1} = \sum_{j=1}^{n_i} l_{i,j}$. Then, the desired entering-time at the $i$-th traffic light, $l_{\text{des},i}$, can be sequentially computed starting from the current time $t_{\text{des},0} = t_0$. Here, note that $t_{\text{des},i}$ is set to the next initial green phase timing if it falls within the non-green phases. For $i = 1 \ldots N + 1$,

$$ t_{\text{des},i} = \begin{cases} t_{\text{des},i-1} + \xi_{\text{des},i} & \text{if } (\exists t_{\text{grn},i}) \Phi_1(t_{\text{grn},i}) \\ \{ t_{\text{grn},i} | \Phi_2(t_{\text{grn},i}) \} + \delta t_{\text{grn},0} & \text{else} \end{cases} $$

with the two predicates

$$ \Phi_1(x) = t_{\text{des},i-1} + \xi_{\text{des},i} \in [x + \delta t_{\text{grn},0}, x + \Delta t_{\text{grn}} - \delta t_{\text{grn},0}] $$

$$ \Phi_2(x) = t_{\text{des},i-1} + \xi_{\text{des},i} \in [x - \Delta t_{\text{cyc}}, x] $$

and where $t_{\text{grn},i}$ is an initial green phase timing, $\Delta t_{\text{cyc}}$ and $\Delta t_{\text{grn}}$ are the durations of the entire traffic light cycle and green phase, respectively, and $\delta t_{\text{grn},0}$ and $\delta t_{\text{grn},1}$ are the safety time margins at the beginning and end of the green phase, respectively.

The minimum and maximum limits, denoted feasible green windows, are sequentially computed in a forward way (from the current time, $t_{\text{min},0} = t_0$) and a backward way (from the desired arrival time at the end of the preview horizon, $t_{\text{max},N+1} = t_{\text{des},N+1}$), respectively:

$$ t_{\text{min},i} = \max (t_{\text{min},i-1} + \xi_{\text{min},i}, t_{\text{des},i}) $$

$$ t_{\text{max},i} = \min (t_{\text{max},i-1} - \xi_{\text{min},i+1}, t_{\text{des},i}) $$

In a heuristic and computationally-efficient manner, this module generates a series of feasible green windows from desired entering-times for later use in energy-efficient trajectory generation of the CAV. This is illustrated further in Fig. 4.

3) Reference Trajectory Generator: The long-term-horizon optimal control problem (OCP) is formulated assuming free-flow (FF) conditions and solved to generate the energy-efficient reference trajectory. To this end, interior-point constraints are first imposed by matching vehicle positions at each intersection’s entering-time, $t_{\text{ent},i}$, with $s_i$.

$$ s(t_{\text{ent},i}) = s_i, \quad i = 1 \ldots N $$

Fig. 3. Preview horizon diagram.
Traffic-related parameters, $\delta t_{\text{des}}$ and $\delta t_{\text{feas}}$, are introduced respectively to promote entering intersections early and to tighten the feasible green windows to prevent entering intersections last-second. These parameters are calibrated to prevent long travel times within road segments that can cause unnecessary upstream traffic build-up. Compared to our previous work [36] which introduced a traffic-related cost with a weighting factor that must be determined from batch simulation, these parameters are simplified to be intuitive and can be calibrated manually.

$$
\begin{align*}
    t_{\text{min},n,i} &= \max\left(t_{\text{des},i} - \delta t_{\text{des}}, t_{\text{min},i}\right), \\
    t_{\text{max},n,i} &= \min\left(t_{\text{min},n,i} + \delta t_{\text{feas}}, t_{\text{max},i}\right).
\end{align*}
$$

Finally, the long-term OCP is formulated by penalizing acceleration effort and using a double-integrator vehicle model.

$$
\begin{align*}
    \min_{\mathbf{u}} \quad & J = \int_{t_0}^{t_f} \frac{1}{2} \mathbf{u}^T \mathbf{u} \, dt \\
    \text{s.t.} \quad & \mathbf{x}(t_0) = [s_0, v_0]^T \\
    & \mathbf{x}(t) = \begin{bmatrix} \mathbf{x}(t) \\ \mathbf{v}(t) \end{bmatrix} \\
    & f_{\text{ent},i}(t) = \sum_{i=1}^{N} \int_{t_0}^{t_f} \frac{1}{2} \mathbf{u}_{\text{ent},i}^2 \, dt \\
    & x_{\text{ent},i}(t) - s_i = 0, i = 1 \ldots N \\
    & t_{\text{min},n,i} \leq t_{\text{ent},i} \leq t_{\text{max},n,i}, i = 1 \ldots N \\
    & t_{\text{ent},i} - t_{\text{ent},i-1} \geq \xi_{\text{min},i}, i = 1 \ldots N \\
    & \mathbf{x}(t_f) = [s_f, v_f]^T \\
    & \mathbf{y} = \mathbf{A} \mathbf{v}^* \\
\end{align*}
$$

where $\mathbf{x} := [s, v]^T$, $t_{\text{ent},0} = t_0$, and boundary conditions are set by final time $t_f = t_{\text{des},N+1}$, final position $s_f = s_{N+1}$, and final velocity $v_f$ as either 0 (a stop sign) or free.

The original OCP (6) is then reformulated into a bi-level optimization problem to facilitate analytical treatment. The inner OCP contains the trajectory optimization of the original OCP, while the outer optimization selects intersection entering-times that minimize the running cost of the inner OCP whilst satisfying its constraints.

$$
\begin{align*}
    \min_{t_{\text{ent},i}, \mathbf{u}^*} \quad & J = \sum_{i=1}^{N+1} \int_{t_0}^{t_{\text{ent},i}} \frac{1}{2} \mathbf{u}_{\text{ent},i}^2 \, dt \\
    \text{s.t.} \quad & t_{\text{min},n,i} \leq t_{\text{ent},i} \leq t_{\text{max},n,i}, i = 1 \ldots N \\
    & t_{\text{ent},i} - t_{\text{ent},i-1} \geq \xi_{\text{min},i}, i = 1 \ldots N \\
    & \mathbf{u}^* = \arg \min_{\mathbf{u}} \int_{t_0}^{t_f} \frac{1}{2} \mathbf{u}^2 \, dt \\
    & \mathbf{x}(t_0) = [x_0, v_0]^T \\
    & x_{\text{ent},i}(t) - s_i = 0, i = 1 \ldots N \\
    & \mathbf{x}(t_f) = [s_f, v_f]^T \\
\end{align*}
$$

where $t_{0,i} = \begin{cases} t_0 & \text{if } i = 1 \\
    t_{\text{ent},i-1} & \text{if } i = N + 1 \\
    t_{\text{ent},i} & \text{else} \end{cases}$ and $t_{\text{f},i} = \begin{cases} t_f & \text{if } i = N + 1 \\
    t_{\text{f},i-1} & \text{if } i = 1 \ldots N \end{cases}$.

The conventional, numerical way to solve the inner optimization could suffer from computational burdens. To this end, the optimal control policy for the inner OCP is shown to be a piece-wise linear function over $(N + 1)$ road segments through PMP analysis. The inner OCP is considered as a set of multiple unconstrained sub-OCPs with interior boundary conditions defined by $BC_{FF,i} = (v_{i-1}, v_i, l_i, \xi_i)$ and with $\xi_i = t_{\text{ent},i} - t_{\text{t},i}$. These then provide the slope and intercept for each sub-OCP solution. Overall, the optimal entering speeds $\mathbf{v}^* = [v_1^* \ldots v_N^*]^T$ are given as

$$
\mathbf{v}^* = \mathbf{A}^{-1} \mathbf{y}.
$$

More details are shown in Appendices A and B. The cost of the outer optimization is expressed as a function of $\mathbf{v}^*$ and $\mathbf{\xi}$, where $\mathbf{\xi} = [\xi_1 \ldots \xi_N]^T$. The bi-level optimization problem is finally converted into a parametric optimization problem.

$$
\begin{align*}
    \min_{\mathbf{\xi}} \quad & J = \sum_{i=1}^{N+1} J_i^* \\
    \text{s.t.} \quad & \mathbf{\xi} \geq \xi_{\text{min}} \\
    & \mathbf{y} = \mathbf{A} \mathbf{v}^* \\
\end{align*}
$$

where $J_i^* = 2(v_{i-1}^2 + v_i^2 + \xi_{i-1}^2 - 6l_i(v_{i-1}^2 + v_i^2)\xi_i - 6l_i^2\xi_i^2)$, and $\mathbf{A}_{\text{ineq}}$ is a lower unitriangular matrix.

The optimal travel times $\mathbf{\xi}^*$ are obtained by numerically solving the FF parametric optimization problem (9) which additionally provides $t_{\text{ent}}$. The equality constraint is used to compute $\mathbf{v}^*$ as in (8), and the optimized boundary condition of the $i$-th road segment is then defined as $BC_{FF,i}^* = (s_{i-1}, v_{i-1}^*, t_{\text{ent},i-1}^*, s_i, v_i^*, t_{\text{ent},i}^*)$ for $i = 1 \ldots N + 1$.
optimal acceleration trajectory of the \(i\)-th road segment is computed using \(BC_{FF,i}\), and each segment is stitched together to finalize the entire piece-wise linear function. At every time step, the long-term speed planning level provides the free-flow acceleration of the next step \(a_{FF,n}\).

B. Short-Term Car-Following Level

The short-term car-following level focuses on car-following (CF) conditions that are not considered at the long-term speed planning level. The following CF-OCP is formulated to minimize acceleration effort while maintaining the desired inter-vehicle distance gap, \(s_0 = v_{des} + s_{a}\). Here, \(s_{des}\) is the desired time gap, and \(s_{a}\) is a standstill distance stability.

\[
\min_u \ J = \int_{t_0}^{t_{st-prv}} \left[ (x_1 + x_2 s_{des} + s_a - sp) + 1/2 uu^2 \right] dt + \mu_1 (x_1(t_{st-prv}) - s_t)^2 + \mu_2 (x_2(t_{st-prv}) - v_t)^2
\]

s.t.
\[
\begin{align*}
\dot{x} &= [x_2, u]^T = [x_2, u]^T \\
x_1 + x_2 s_{des} + s_a - sp &\leq 0
\end{align*}
\]

where \(t_{st-prv} = t_0 + t_{st-prv}\), \(t_{st-prv}\) is a short-term preview horizon, \(sp\) is the position of the preceding vehicle, and \((u, \mu_1, \mu_2)\) is a weighting factor set.

Similarly, the original CF-OCP is reformulated into a bi-level optimization problem to optimize the final conditions \(s_f\) and \(v_f\).

\[
\begin{align*}
\min_{s_f,v_f} & \quad J = \int_{t_0}^{t_{st-prv}} 1/2 u^2 dt \\
\text{s.t.} & \quad \begin{align*}
s_f + v_f t_{des} + s_a - sp(t_{st-prv}) &= 0 \\
u^* &= \arg \min_u \int_{t_0}^{t_{st-prv}} 1/2 u^2 dt
\end{align*}
\end{align*}
\]

An analytical solution to the above inner unconstrained OCP can be derived in the same manner as the inner OCP in (7) and as shown in Fig. 14. Then, \(J\) is expressed as a function of \((s_f, v_f)\) following \(J_f^*\) as given in (9), where \(v_{i-1} = v_0, v_i = v_f, l_i = s_f - s_{a}\), and \(\xi_i = t_{st-prv}\). The bi-level CF-OCP (11) is reformulated into a constrained parametric optimization.

\[
\begin{align*}
\min_{s_f,v_f} & \quad J = c_0 + c_1 s_f^2 + c_2 s_f + c_3 s_f v_f + c_4 v_f + c_5 v_f^2 \\
\text{s.t.} & \quad s_f + t_{des} v_f + s_a - sp(t_{st-prv}) = 0
\end{align*}
\]

where

\[
\begin{align*}
c_0 &= \frac{2s^2}{t_{st-prv}} + 6s_a s_{des} + 6s^2_{des} \quad c_1 = \frac{6}{t_{st-prv}}, \\
c_2 &= \frac{12s}{t_{st-prv}} - \frac{6v}{t_{st-prv}}, \\
c_3 &= \frac{12s}{t_{st-prv}} - \frac{6s_{des}}{t_{st-prv}}, \\
c_4 &= \frac{6s_{des}}{t_{st-prv}} + 2\frac{v}{t_{st-prv}}, \\
c_5 &= \frac{2}{t_{st-prv}}.
\end{align*}
\]

To predict \(sp(t_{st-prv})\), we assume that the preceding vehicle (PV) maintains its current acceleration \(a_{p,0}\) but limits its speed to its maximum \(v_{des}\) or minimum (zero).

\[
v_f = \begin{cases} 
  v_{des} & \text{if } a_{p,0} > 0 \\
  0 & \text{otherwise}
\end{cases}
\]

III. Tunable Parameters of Eco-Speed Planner

There are several parameters for the planner, and these parameters are pre-defined or tuned - and some can also be adjusted in real-time. In this section, key parameters are introduced to explain their impact on trajectory generation.

A. Preview Horizon Length

The long-term preview horizon for the speed planning level is distance-based - as its length \(t_{lp,prv}\) is determined by the number of connected traffic lights within V2I communication range. This distance-based preview horizon is converted to a time-based preview horizon via desired arrival time in the green window selector. On the other hand, the short-term preview horizon for the car-following level is time-based, and its length is limited to avoid collisions that might be caused by prediction mismatch from the realized PV trajectory. Here, \(t_{st-prv} = 3s\) was chosen. Note that an advanced PV prediction algorithm or intent sharing communication with a V2V-connected PV can increase \(t_{st-prv}\) such that a smoother trajectory can be generated.

As the ego vehicle travels, each of the preview horizons are to be updated. The long-term speed planning level uses a mix of a receding horizon and shrinking horizon approach: if there are connected traffic lights, the position of the last one defines the end of the preview horizon, and so the preview horizon is shrinking; otherwise, the preview horizon is receding with a fixed length. Here, \(\Delta s_{prv} = 100\text{m}\) was set to enable eco-departure. On the other hand, the short-term car-following level always deploys the receding horizon methodology.
B. Desired Constant Speed

The final arrival time at the target destination is determined in the green window selector using parameter $v_{\text{des}}$. In general, the final arrival time can be shortened by increasing $v_{\text{des}}$, while it can also be influenced by catching green phases over multiple traffic signals regardless of $v_{\text{des}}$. In this paper, $v_{\text{des}}$ is selected as a ratio to the constant maximum speed limit, $r_{\text{des}} = v_{\text{des}} / v_{\text{max,c}}$, where $v_{\text{max,c}} = l_{\text{tr prv}} / \sum_{i=1}^{N} \xi_{\text{min,i}}$.

C. Traffic-Related Parameters

The reference trajectory generator provides the energy-optimal intersection entering-times, but these entering-times are additionally limited by the two calibration parameters, $\delta t_{\text{des}}$ and $\delta t_{\text{faa}}$. With downstream traffic, short desired travel times can activate the car-following level frequently - which can then reduce the activity of the long-term speed planning level and reduce its energy benefits. On the other hand, long travel times can cause upstream traffic to miss available green phases or incentivize frequent lane changes. These two parameters can be intelligently adjusted using knowledge of the traffic.

D. Discussion

Fig. 4 shows four different trajectories depending on the values ($r_{\text{des}}, \delta t_{\text{des}}, \delta t_{\text{faa}}$). The first three are high-speed cases: in the case of upstream traffic, the values are set to (0.9, 5, 2) so that the ego vehicle can plan to pass through the intersections quickly. In the case of having both upstream and downstream traffic, the pair is set to (0.9, 1, 2) so that the ego vehicle can meet the original desired entering times for each intersection. In the case without traffic, the pair is set to (0.9, 5, 20) to loosen the entering-time limit constraint so that the ego vehicle can drive economically. Finally, the last case depicts a low desired speed ratio of $r_{\text{des}} = 0.7$ under traffic-less driving which enables smoother acceleration and relaxed final travel time.

IV. EXPERIMENTAL PROCEDURE

Testing was performed by driving the ego vehicle on a closed test track with on-board computing resources that simulate nearby human vehicles (HVs), connected and automated vehicles ((C)AVs), and intersections to virtually populate a surrounding traffic scene. Specifically, a single-lane corridor is considered with 10 vehicles downstream of the ego vehicle and 4 intersections used for creating urban driving conditions. An additional red-to-green traffic light is placed at the start of the route, and a stop sign is placed at the end to create boundary conditions for each trial. In the cases where downstream traffic contains a mixture of HVs and CAVs, a CAV is placed as the leading vehicle in the string and one is placed as the vehicle 3 downstream of the ego. The total available road length is 1.5 km at the testing facility, and a maximal vehicle velocity of 17.8 m/s is enforced for matching urban driving conditions. Small performance differences (2.3% difference in fuel economy) were measured depending on direction of travel at the testing facility due to road grade and weather conditions, so each experiment was repeated along each direction of the test track, for a total of 2 trials, and the results averaged. The vehicle engine was kept warm between each test, and ambient air temperatures were within 10°F of each other between all tests.

Repeatability of the experiments is enforced by creating consistent boundary conditions between each trial of an experiment. A red-to-green traffic light is assigned at the beginning of the route and a stop sign is placed at the end of the track. The first traffic light starts red so that the string of vehicles can approach and come to a full stop. Then, fuel and travel time measurements are recorded in the interval between the first traffic light turning green and the ego vehicle travelling 99% of the distance to the end stop sign (the controllers brake at different comfort levels when approaching the stop sign). Fig. 5 depicts a scaled diagram of the traffic scenario used in experiments.

The VIL experimental testing was performed for a multitude of scenarios. Namely, the downstream traffic composition was varied, the control strategy of the physical ego vehicle was varied, the maximal connectivity range of the considered V2I capability was varied, and the route that affects traffic light placement and timings was varied. The itemized list of the independent variables for experimental testing and their values are thus listed next.

- The downstream traffic composition was either: 1) all humans drivers and so no CAVs, or 2) mixed traffic with partial (C)AVs - where positions 1 and 11 in the string are CAVs.
- The control strategy of the ego vehicle was: 1) an HV using Wiedemann 99 model [38], 2) an unconnected AV using car-following MPC with reactionary braking for traffic light interactions [32], or 3) a CAV using the hierarchal eco-speed planning and car-following MPC approach of Section II.
- The maximal V2I connectivity range the intersections can broadcast at was considered for cases of 0.15 km, 0.30 km, 0.60 km, and 1.20 km. Additionally, a scenario in which there is no V2I connectivity available was considered.
- The designated route affected the traffic light position and timings, and was either: 1) a synthetic route that used a randomly chosen set of positions and SPaT of each light, or 2) the Peachtree street route extracted from the NGSIM dataset of midtown Atlanta, Georgia, USA.
Fig. 6 depicts the Peachtree urban corridor traffic light timings as green, amber, and red intervals on a position versus time diagram. Additionally, the artificial first traffic light used to start each experimental trial and the stop sign placed at the end of the track are shown.

**A. Vehicle Instrumentation**

The experimental vehicle is a 2008 Mazda CX-7 that has been retrofitted to add autonomous capabilities. The vehicle hardware stack includes a localization module, a communications and computation module, and a perception module. For localization, a Novatel PwrPak7-E1 dual-antenna RTK-GNSS with integrated IMU is used. For all onboard computation, a Dell mobile workstation with a quad-core 2.8 GHz Intel i7 processor and 16 GB of memory is used. The mobile workstation communicates with the sensors over ethernet through a Cisco 3560 network switch, and the clocks of the sensors are synchronized together using a TimeMachine 2000B Precision Time Protocol (PTP) server. For perception, a Velodyne VLP-16 LIDAR, an Ouster OS2-128 LIDAR, and two Mako G-319 C cameras are used. It should be noted that the VIL testing procedure provides ground truth sensors for vehicle motion planning against the virtual traffic scene, and so the perception hardware is only used as an autonomous safety feature against possible real obstacles at the testing facilities - such as stray wildlife.

Additionally, automatic vehicle actuation is achieved externally through steering wheel and pedal deflection robots using DC motors with a Roboteq MDC2460 motor driver. Experimental fuel measurements are available from an onboard mass airflow meter. The vehicle used in testing is based on the experimental vehicle platform detailed previously in [32], and is depicted in Fig. 7.

**B. Vehicle Software**

For vehicle software, socket-based communication with the microsimulation, sensor fusion, high-level motion planning, and low-level actuation control are performed through a ROS network. Position, orientation, velocity, and acceleration measurements from the guidance and inertial sensors are fused with a Kalman filter to reduce the effects of their noise on the control performance. The pedal deflection controller leverages a combined neural network-based feedforward and PID feedback control scheme to track the desired acceleration commanded from the motion planning controller of Section II. The lateral controller tracks a waypoint map - that matches the virtual microsimulated road network - using a pure pursuit scheme with look-ahead time and gain schedules for turning maneuvers of different curvatures. The low-level controller in this work executes at a frequency of 35 Hz on the mobile workstation, whereas the high-level controller executes at a frequency of 10 Hz (though can execute at a control frequency of over 100 Hz).

Real-time microsimulation of the surrounding virtual traffic scene is conducted using PTV Vissim. The Driver Model interface is used to program AV and CAV model behavior for select virtual traffic in microsimulation, while the Signal Control interface is used to set the fixed timings of the traffic lights in simulation and to communicate their SPaT to the physical ego CAV using a server-client protocol. Primarily, VIL is enabled using the Driving Simulator interface to extract distance and velocity readings of surrounding vehicles, as well as distance and current state of upcoming traffic lights, execute the microsimulation, communicate with the ego vehicle, and place the ego vehicle into the microsimulation scene in real-time [32].

**V. RESULTS AND DISCUSSION**

For VIL experimentation, a control system on the prototype CAV is featured that processes communications from microsimulation, performs high-level motion planning for eco-driving, fuses and filters sensor information, and actuates external motors to control pedal deflection and steering angle. As such, control performance of the vehicle is first compared against a nominal simulation model of the vehicle to validate the efficacy of the deployed control strategy. Fig. 8 depicts the realized gap, velocity, and acceleration trajectories of the ego vehicle in the same scenario from simulation and experimentation. Overall,
the deployed physical vehicle control strategy strongly matches the predicted performance as from simulation.

Next, the different high-level controllers that perform motion planning are compared qualitatively in Fig. 9 to examine how intersection approach and departure affected fuel performance differences. It can be seen that the CAV case with highest connectivity range cut speeding the most, which resulted in the least-incurred aerodynamic drag losses and lessened fuel expenditure. On the contrary, the HV featured the most aggressive driving patterns and reached the highest peak velocities, so fuel usage was particularly high when departing from intersections. Automation without connectivity cut unnecessary acceleration and braking for partial fuel savings and performed between the HV and CAV cases.

The overall VIL experimental fuel savings and travel time improvements are summarized in Fig. 10, which reports savings for each case as compared to the HV baseline when driving in a traffic scene of all human drivers. In total, 62 experiments were run. It was found that increasing connectivity range improved fuel economy performance of both the ego vehicle when operating as a CAV and the ego vehicle when driving in mixed traffic scenarios - but was not necessarily automated or connected itself. Automation alone in the ego vehicle improved fuel economy between 13–15% for both routes chosen - and when the ego vehicle operated with connected information as well, fuel economy was improved between 19-36%. Travel time discrepancies were found to be within 3% of the HV baseline case in each trial (no more than 5 s), and negative travel time impact due to automation was primarily found in cases where the available connectivity range was limited (0.15 km case).

The presence of automation in a vehicle driving strategy has inherent energy benefits as compared to human driving behavior - due to smooth driving and reduction in unnecessary braking [32]. As such, we control for automation performance and examine energy benefits found due to the V2I-connected component of a CAV driving strategy over a native AV strategy. Fig. 11 expresses the fuel and travel time improvements of the eco-driving approach in the CAV case with respect to the unconnected AV case. Here, the fundamental benefits of exploiting SPaT preview in eco-driving are compared to an approach that is limited to be only reactionary to traffic lights. Overall, including SPaT preview in the motion planning of a CAV improved fuel economy between 4-26% over the preview-less AV case. When V2I connectivity range was at least 300 m (far enough to guarantee range of at least 1 intersection when travelling throughout the route), fuel improvement increased to between 13-26%. Travel time impact was limited to be within 3% of the AV case in each trial (no more than 5 s).

For the scenarios used, there was not a significant performance difference for the ego vehicle when driving in either the partial AV case versus no AV case - largely because the downstream AV penetration rate was too lean to significantly attenuate traffic-induced speed fluctuations that require the ego vehicle to brake. However, with the same number of downstream CAVs in the network, two effects can be noted: 1) if the ego vehicle is operating as an HV, downstream CAVs provide a significant fuel benefit by indirectly improving ego traffic light interactions, and 2) if the ego vehicle is operating as a CAV with limited connectivity range, presence of downstream CAVs can further improve fuel economy - as compared to if the ego CAV has a long connectivity range, it achieves strong fuel performance regardless of the presence of downstream CAVs.

A. Effects on Human Drivers

Next, it should be noted that the smooth driving of CAVs can extend significant benefits to surrounding traffic by creating
a positive impedance that encourages them to drive at more eco-friendly speeds. This is particularly demonstrated in Fig. 12, which contrasts the velocity and acceleration profiles of the ego HV when driving in the case with partial CAVs downstream to the case with no CAVs present. Overlaid over both profiles is the realized trajectories as if the ego vehicle was driven as a CAV: it can be seen that the HV itself followed the general shape of the optimal profile by driving behind CAVs. Overall, it is important for drivers to drive near the optimal eco-speeds, however deviation can be tolerated to still realize significant fuel benefits. As can be seen in Fig. 10, the ego HV performed with up to 22% fuel economy improvement in partial CAV scenarios. This result further depends on available connectivity range: when connectivity range is too limited, as in the 0.15 km case, fuel savings in the ego HV are limited between 2–7%. However, the fuel economy of the ego HV improved between 14–22% with increasing connectivity ranges up to 1.2 km. This study currently examines these positive benefits on surrounding traffic for single-lane scenarios, and so later studies should consider traffic impacts due to CAVs in multi-lane scenarios.

Finally, the fuel performance of each microsimulated vehicle is additionally estimated. Vehicle fuel and emissions estimation software Autonomie is used to trace the microsimulated drive cycles from traffic using a mid-size SUV combustion power-train [39]. Fig. 13 depicts the estimated fuel performance of each microsimulated vehicle for the Synthetic and Peachtree routes. Here, the fuel economy improvement for each of the 13 simulated vehicles is reported with respect to its corresponding performance in the scenario with all human drivers in the fleet. Vehicle ID 1 corresponds to the leader vehicle in the string, and vehicles 1 and 11 were the designated (C)AVs during experimentation when considering the partial CAVs case. Other vehicles were designated as simulated HVs in all scenarios. It can be seen that positive fuel improvements to human drivers were concentrated to those vehicles driving more immediately behind a CAV, and in some measured cases provided significant fuel improvements of up to 80%. It should be noted that the string fuel performance was largely unaffected in the 0 m V2I range case (mean fuel economies were within 1% of the baseline), and that drivers 7-9 had either neutral fuel performance in the

![Fig. 10. Measured energy (bar) and time (dot) performance of the ego vehicle control approaches compared to HV as baseline.](image)

![Fig. 11. Measured energy (bar) and time (dot) performance of the ego vehicle control approaches compared to AV as baseline.](image)
Fig. 12. Performance trajectories of the ego when operated as an HV. Overlaid is the vehicle trajectory if operated as a CAV. Downstream traffic is shown in black, with darker shades representing vehicles closer to the ego.

Peachtree route or worsened fuel performance by up to 10% in the Synthetic route when V2I range was limited to 150 m. Importantly, increasing V2I connectivity range had a positive fuel efficiency trend. Overall for each route, the mean fuel economy improvement of the average vehicle in the string increased between 40–50% when connectivity range was at least 300 m.

B. Future Work

In a system without noise or disturbances, we expect that increasing connectivity range in the CAVs will monotonically increase fuel economy. Experimentally, with traffic included in the testing scenarios, this trend was observed to be generally true except the outlier 0.3 km cases performed the best. Traffic disrupts the planned acceleration-optimal trajectories, which become more forward-looking with higher connectivity ranges that can conversely become more sensitive to traffic impacts. The eco-speed planner of Section II assumes free-flow conditions and adjusts intersection entering times with margin parameters ($\delta t_{\text{des}}$, $\delta t_{\text{feas}}$). In future work, assessing traffic inhibition and queueing effects in the speed planning stage would further improve fuel economy and provide more consistently beneficial results. Additionally, the speed planner may further benefit from directly penalizing fuel consumption of the ego vehicle, and future work could investigate performance differences between the acceleration penalty and a fuel penalty. Additionally, if considering multiple lanes in an urban corridor, surrounding traffic has the opportunity to overtake the (perceivingly) slow-moving CAVs, thereby negating some of the positive energy improvements forced by driving in an energy-efficient speed profile upstream of a CAV. Multi-lane corridors are to be considered in future work.

VI. CONCLUSION

The performance of eco-driving in urban corridors was presented through experimentation of a prototype connected and automated vehicle. Said eco-driving was informed by preview of upcoming SPaT as made available through V2I-connected communication with downstream traffic intersections. Eco-driving was posed as a bi-level optimization problem, in which the solutions to an inner, sub-optimization problem form the constraints on decision variables of an outer optimization. Pontryagin’s Minimum Principle was utilized to derive algebraic expressions for the solution to the sub-problem: which lead to
efficient, real-time compatible numerical solutions to the overall optimal control problem. Travel time was explicitly enforced as a boundary condition in the optimal control problem, and travel time differences of all trials were within 5 s of each other.

The prototype CAV was experimentally vetted through a vehicle-in-the-loop procedure, which allowed for efficiently and quickly testing in a variety of scenarios by simulating the nearby traffic scene. The fuel and travel time performance of the ego experimental vehicle was studied when varying: downstream traffic composition between all HVs and a mixture of HVs and CAVs, available connectivity range, and route that affected placement and timing of traffic lights. Several control strategies that considered the ego vehicle as a human driver, automated driver with no SPaT preview, and a connected and automated driver with SPaT preview were considered. Overall, between 19–36% fuel savings were measured with the proposed control approach over the human-modelled driver.

Additionally, automation itself provides an opportunity to improve fuel economy by enforcing smooth driving and reducing unnecessary braking: between 13–15% fuel savings were measured when using an automated vehicle strategy that was not V2I-connected.

Downstream traffic patterns also have a role in measured fuel economy of the ego vehicle by affecting its motion. When the ego vehicle was operated as a human driver but there were V2I-connected CAVs downstream, eco-driving benefits were measured over the CA V-less scenario. Autonomie simulation was conducted to estimate the network-wide fuel usage of the simulated vehicles downstream. Energy performance of individual human drivers when driving in an all-human scenario compared to a scenario with 15% CAVs improved by 50% on average with a connectivity range of at least 300 m. When driving in a scenario with AVs not equipped with connectivity, human drivers did not realize an average benefit in energy economy. Such findings suggest the potential for significant fuel savings at a network-wide level with the introduction of partial CAVs, and the critical importance that connectivity technology has on realizing said benefits.

APPENDIX A
MULTI-POINT BOUNDARY VALUE PROBLEM

The control Hamiltonian for a dynamical system $f(x, u)$ that minimizes a performance index $J = \int_0^T L(x, u)dt$ is given as $H = L + \lambda^T f$ - and for inner OCP (7) is further $H = 1/2 u^2 + \lambda_1 x_2 + \lambda_2 u$, with $\lambda_1$ and $\lambda_2$ as the position and speed co-states, respectively [37].

Deploying Pontryagin’s Minimum Principle, the inner OCPs in (7) can be transformed into a boundary value problem (BVP), and where the interior-point constraints result in a multi-point BVP. The resulting ordinary differential equation is expressed as

$$\frac{d}{dt} [s^*, v^*, \lambda_1, \lambda_2]^T = [v^*, -\lambda_2, 0, -\lambda_1]^T$$

with $\lambda_1(t_{ent,i}) = \lambda_1(t_{ent,i}^+) + \pi_{ent,i}$ for $i = 1 \ldots N$,

**Optimal Control Policy (No Constraints)**

![Optimal Control Policy](image)

**Optimal Control Policy w/ N Interior-Point Constraints**

![Optimal Control Policy](image)

where $\pi_{ent,i}$ is a jump parameter, which leads to an optimal control policy that is piece-wise linear, as illustrated in Fig. 14. The boundary values at $(N+2)$ points are

$$s(t_0) = s_0 \text{ and } v(t_0) = v_0,$$

$$s(t_{ent,i}) = s_i \text{ for } i = 1 \ldots N,$$

$$s(t_f) = s_f \text{ and } v(t_f) = v_f \text{ if } v(t_f) \text{ is fixed}$$

$$\lambda_2(t_f) = \lambda_2 = 0 \text{ if } v(t_f) \text{ is free}.$$

We obtain a system of $(N+2)$ nonlinear equations satisfying the $(N+2)$-point boundary conditions in $(N+2)$ unknowns (such as $\pi_{ent,i}$ for $i = 1 \ldots N + 1$ and two initial values of $\lambda_1$ and $\lambda_2$).

APPENDIX B
SERIES OF TWO-POINT BOUNDARY VALUE PROBLEMS

For further simplicity of computation, the multi-point BVP can then be converted to a series of two-point BVPs (TP-BVPs) in each sub-interval between points that search intersection entering-speeds and ensure the continuity of the $\lambda_2$ variable. The $i$-th TP-BVP is defined as a function of $(v_{i-1}, v_i, l_i, \xi_i)$, where $\xi_i = t_{i+1} - t_{0,i}$. As the optimal control policy is a linear function in time for the $i$-th TP-BVP (shown in Fig. 14), boundary values of the $\lambda$ variables at the two points are expressed as

$$\lambda_1(t_{0,i}) = \lambda_1^+, \lambda_1^{+,-} = -12l_i \xi_i^{-3} + 6(v_{i-1} + v_i) \xi_i^{-2},$$

$$\lambda_2(t_{0,i}) = \lambda_2^{+,+} = 6l_i \xi_i^{-2} + 2(2v_{i-1} + v_i) \xi_i^{-1},$$

$$\lambda_1(t_{i+1}) = \lambda_1^{+,+} = \lambda_1^{-,-},$$

$$\lambda_2(t_{i+1}) = \lambda_2^{+,+} = 6l_i \xi_i^{-2} - 2(v_{i-1} + 2v_i) \xi_i^{-1}.$$  

The $i$-th continuity condition for $\lambda_2$ is imposed by the final value of the $i$-th TP-BVP and the initial value of the $(i+1)$-th TP-BVP, as

$$\lambda_2 = \lambda_2^{+,-} \text{ for } i = 1 \ldots N.$$

In such a way, the original system of $(N+2)$ nonlinear equations can be transformed into the system of $N$ linear equations satisfying $N$ continuity conditions at $t_{ent,i}$ in $N$ unknowns (such
as $v_i$ for $i = 1 \ldots N$, as

$$
\begin{bmatrix}
  y_1 - 2v_0 \xi_1^{-1} \\
  y_2 \\
  \vdots \\
  y_{N-1} \\
  y_N - k_0
\end{bmatrix}
= \begin{bmatrix}
  a_1 & b_1 & 0 & \cdots & 0 \\
  b_1 & a_2 & b_2 & \cdots & 0 \\
  0 & b_2 & a_3 & \ddots & 0 \\
  \vdots & \vdots & \ddots & \ddots & \vdots \\
  0 & 0 & \cdots & b_{N-1} & a_N - k_1 \\
  0 & 0 & \cdots & 0 & v_N
\end{bmatrix}
\begin{bmatrix}
  v_1 \\
  v_2 \\
  \vdots \\
  v_{N-1} \\
  v_N
\end{bmatrix}
$$

where $A$ is a symmetric tridiagonal matrix with $a_i = 4(\xi_i^{-1} + \xi_{i+1}^{-1})$, $b_i = 2\xi_i^{-1} + 6\xi_i^{-1}+6\xi_{i+1}^{-1}$, and

$$
\begin{cases}
  (k_0, k_1) = (2v_0 \xi_1^{-1}, 0) & \text{if } v(t_1) \text{ is fixed} \\
  (k_0, k_1) = (3(\xi_{N+1}^{-2} \xi_{N+1}^{-1}), k_1) & \text{if } v(t_2) \text{ is free}.
\end{cases}
$$
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