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We study ion pair dissociation in water at ambient conditions using a combination of classical and ab initio approaches. The goal of this study is to disentangle the sources of discrepancy observed in computed potentials of mean force. In particular we aim to understand why some models favor the stability of solvent-separated ion pairs versus contact ion pairs. We found that some observed differences can be explained by non-converged simulation parameters. However, we also unveil that for some models, small changes in the solution density can have significant effects on modifying the equilibrium balance between the two configurations. We conclude that the thermodynamic stability of contact and solvent-separated ion pairs is very sensitive to the dielectric properties of the underlying simulation model. In general, classical models are very robust on providing a similar estimation of the contact ion pair stability, while this is much more variable in density functional theory-based models. The barrier to transition from solvent-separated to contact ion pair is fundamentally dependent on the balance between electrostatic potential energy and entropy. This reflects the importance of water intra- and inter-molecular polarizability in obtaining an accurate description of the screened ion-ion interactions.

I. INTRODUCTION

Electrolyte solutions are ubiquitous in nature, and are of great importance in many biological and industrial processes. As such, it is important to understand the nature of ion solvation and the effects that the ions have on the solvent. In so doing, more effective and efficient applications can make use of accurate solvation knowledge to improve a variety of already-existing technologies, including drug delivery mechanisms and crystallization methods.

Despite their prevalence, it is not completely understood the role that ions have in regards to structural changes to solvent particles, in particular water. X-ray spectroscopic results show that the alkali cations are generally chaotrophic (structure-breaking), having effects on water similar to that of increasing the solution temperature.1 Neutron diffraction studies similarly show chaotropic effects, where the ions act by collapsing the second hydration shell inwards as pressurizing the solution would do.2, 3 However, vibrational relaxation studies show increased mode lifetimes for Li+ and Na+ cations, indicating some level of cosmotropic (structure-making) effects for smaller alkali cations.4 A better understanding of the explicit solvation process will be beneficial in explaining the apparent discrepancies between experimental interpretations, and yield insight into what exactly structure “making” and “breaking” entails.

As the solvent is a critical component in any electrolyte solution, the choice of model for water alone is also a factor that will influence any simulated dynamics. Classical, empirically derived potentials for water molecules have been shown to be inadequate in reproducing experimental results for nonpolar, charged solute molecules, and the choice of charge localization in the model results in affects orientational dynamics in the solvation process.5 X-ray and neutron diffraction studies disagree on the Na–O distance of hydrated sodium ions by 0.1 Å, and ab initio simulations have a wide range of predictions for this value that typically predict values an additional 0.1 Å longer than experimental results.6 Coordination number has an effect on these predicted distances, from which ionic radii are estimated. Charge localization in classical water models will affect stable configuration geometry, thereby affecting coordination number. The inter-connectivity of all these model dependent processes lead to an ever more complex web of model choices and parameters that prevents reproducibility in simulations and can obscure physical results.

As it is the de facto method for examining system characteristics along a variable reaction coordinate, potentials of mean force (PMFs) are widely used. In particular, NaCl is frequently used as the model system due to the simplicity (monovalent constituent ions) and prevalence of the salt and its components in biological, industrial, and civilian usage. For NaCl PMFs in particular, there are three main features that characterize the solvation process, shown in Fig. 1. The contact ion pair (CIP, shown in Fig. 1a), is where the two ions are Coulombically bound and are surrounded by solvent molecules. The solvent-separated ion pair (SSIP, shown in Fig. 1b), is a stable state of solvation wherein the ions share a coordination shell of solvent between them. A transition barrier exists between these two states, typically attributed to the work required to separate (bring together) the ions and insert (remove) the intermediate solvent molecules. The height of this barrier allows us to characterize the relative stability of the separate solvation states, as we do in Tab. I.

There are a variety of studies that have been done to reconstruct the NaCl PMF with the reaction coordinate as the inter-ionic distance in different classical force fields.7–11 Ab initio treatments of systems vary, ranging from Car-Parrinello molecular dynamics (CPMD)12 to QM/EFP dynamics where fixed geometry fragments are assigned electrostatic parameters based on ab initio simulations,9 to a mix of both BOMD and CPMD for dif-
FIG. 1. (a) The contact-ion pair (CIP) solvation state. Here, the ions have no intermediate buffer molecules between them. (b) The solvent-separated ion pair (SSIP) state, where the ions share a solvent hydration shell. (c) The dissociated ion state, where the ions each have their own hydration shells.

Beyond the energetics, structural information is important to understand the physical processes that occur during the solvation process. Initial neutron diffraction analysis led to results indicating minimal affects beyond the first ion hydration shell, while later results showed that ion effects extend beyond the first solvation shell. Even further results suggested that cosmo/chaotropic effects have minimal bearing on molecular interactions between the solute and solvent, despite the changes in solvent structure. X-ray absorption studies have indicated cationic destabilization of the hydrogen bond network indicative of extended cationic effects on the solvent, while anionic effects from Cl$^-$ indicated insignificant structural effects. However, GGA-level ab initio simulations have suggested that Na$^+$ affects the solvent only locally (not beyond the first solvation shell), while Cl$^-$ has longer-range effects, directly contrasting with interpretations of experimental results. Moreover, nuclear quantum effects have been shown to be an important inclusion to yield more accurate Cl$^-$ solvation structures, and ionic polarizability also plays a significant role in whether solvation shells have the correct amount level of structure.

In our study, we examine the effects of solution density on the solvation state stability, to better understand how the solvent thermodynamic properties, which are strongly dependent on the underlying solvent model, affect the solvation process. We address this question in a two-step approach. Firstly, we investigate the PMFs obtained by different classical models for water. We evaluate separately the differences that can be associated to convergence and methodological approaches from those intrinsic to the model used to describe the water-water and water-ion interactions. Then, using convergence criteria established within the first half of the work, we study how a first principles treatment of the interactions modifies what can be learned from purely classical models. This is done within the formalism of density functional theory (DFT), using two different approximations to the exchange and correlation (XC) functional. Our choices are motivated by the need to compare to previously published results, aiming to make a fair assessment of similar, but not identical methodological approaches. However our choices are fundamentally driven because these two different ab initio models predict a rather distinct structural and dynamical description of liquid water. Hence, we can evaluate whether a model which predicts a low density liquid-type order of liquid water at normal conditions like PBE is more or less sensitive to ionic chaotropic/cosmotropic effects than a model which favors high density liquid-order type, like the van der Waals (vdW) XC functional vdW-cx.

Finally in the last part of the manuscript we discuss the fundamental differences observed between classical and DFT models. In the case of classical models, we analyze the entropic contributions to the free energy of solvation. We show that the contact ion pair potential depth is hardly dependent on the classical model for water or in small changes on the solvent density when using the same ion parameters. However the solvent-separated ion pair is, mostly due to small entropic
differences between the models.
This is not the case for DFT simulations with different XC potentials. Here both CIP and SSIP potential depths depend on the model and solvent conditions. We argue that the reasons are both enthalpic and entropic and fundamentally driven by changes in the polarizability and dielectric properties of the solvent water molecules.

II. METHODOLOGY

FIG. 2. Testing the convergence of the potential of mean force in different simulation ensembles with TIP4P water and the default OPLS-AA ion parameters in GROMACS. The agreement between the different ensembles is almost exact, with a CIP depth of $\sim$ 125 meV. Error estimates come from the bootstrapping techniques implemented in g-whatm. Temperatures in the Boltzmann factors for the NVE trajectories are the average temperatures of the simulation.

A. Potential of Mean Force

The potential of mean force (PMF) between two particles $U(r)$ is defined as:24

$$U(r) = -kT \ln g(r), \quad (1)$$

where $g(r)$ is the inter-particle radial distribution function. In simulations, the evaluation of $g(r)$ for charged particles in an implicit polar solvent like water is the computational bottleneck for calculating $U(r)$, because infinitely long trajectories are needed to completely explore the radial configuration space. In particular, electrostatic interactions make the hydration environments of some ionic species long-lasting,25 requiring biasing methods to force the exploration. One popular method in literature is to use umbrella sampling and reconstruct the PMF by weighted-histogram analysis.26 Another popular alternative to this procedure is to directly evaluate the PMF by integrating constraint forces between the two particles, along a discrete grid of interparticle distances. Both methods map the infinitely long trajectory problem into a finite set of finite time molecular dynamic simulations of constrained particles.

When sampling with constraints, they must be accounted for in the derivation of the free energy of separation between the particles. Drawing from the statistical mechanics identity relating the Helmholtz free energy $F$ to the canonical partition function $Z$

$$F = -kT \ln Z,$$

we can suppose a different free energy $W$ is related to a constrained probability distribution $P$ by

$$W(r_o) = -kT \ln P_{r_o}(r). \quad (2)$$

Here, $P_{r_o}(r)$ is the conditional statistical average given by

$$P_{r_o}(r) = \langle \delta(|r| - r_o) \rangle = \frac{1}{Z} \int d^{2N} r e^{-\beta G(r)} \delta(|r_1 - r_2| - r_o). \quad (3)$$

This new definition is necessary because in order to use different methods of PMF calculation, we must force the system into thermodynamically unfavorable configurations through $P$. We note that the definition in Eq. (3) implies that $P_{r_o}(r)$ is a constrained partition function, measuring the likelihood of the interionic distance $r$ taking a value of $r_o$. Constraints are assumed to only depend on particle positions, not momenta, hence the integration over only position-space.

In following through with relating the constrained free energy $W(r)$ to the PMF $U(r)$, the constraints bring about a correction factor $2kT/r$ that must be used to amend the average forces, yielding

$$\frac{dU(r)}{dr} = -f(r) + \frac{2kT}{r}, \quad (4)$$

FIG. 3. Testing the PMF convergence through different sampling methods, here shown with umbrella sampling and directly integrating holonomic constraints. The exact agreement allows for more controlled sampling of the configuration space in our $ab$ initio simulations. The solution used the TIP4P water model and default OPLS-AA ion parameters from GROMACS trajectories.
which is integrated to yield the PMF. This correction factor can be interpreted as an energy correction added back on to the free energy $W(r)$, arising from the constraints reducing the overall entropy of the available phase space of the system.\textsuperscript{27} Of further note is that this correction factor need only be applied to our \textit{ab initio} simulations, where we sample the physical forces on the ions (i.e. $-\partial_r \Phi(r)$). Since either alternative PMF construction methods are used in the classical simulations (e.g. the WHAM method), or holonomic constraint forces are used to integrate for the PMF, the correction factor is not needed, as these methods directly yield the free energy.\textsuperscript{28}

### III. CONVERGENCE TESTING

When initially determining production simulation parameters, the trade-off between efficiency and accuracy is key. In particular, it is not currently feasible to simulate \textit{ab initio} systems at the same speed (and therefore, total trajectory time) as classical force fields would allow for the same system. For this reason, we examined the simulation ensemble, sampling method, distance discretization, time step, and simulation length to try to find an appropriate balance between computationally efficient \textit{ab initio} simulations and accurate potential of mean force data.

Additionally, there is ambiguity in choice of simulation system physical parameters, most notably the number of waters and size of the simulation box. In pure water simulations of constant-volume, one typically chooses a box length from a constant-pressure equilibration that reproduces the bulk characteristics of the water system, for example the density of water at which temperature you equilibrate. For an infinite bulk system, introduction of ions into the solvent will have vanishing effect on this choice as a large bulk is overwhelmingly independent of any perturbing interactions from the solute. This is not so for smaller systems.

As \textit{ab initio} molecular dynamics are much more computationally intensive than classical force field dynamics, and since the reconstruction of a PMF often increases the expense by an at least an order of magnitude, we are forced to limit our system sizes to reasonable levels at the expense of bulk statistics. Since we are limited in size, it is not clear what physical characteristic we should choose in determining box size. Moreover, the density of liquid water and ice is known to be dependent on the concentration of dissolved salts,\textsuperscript{29,30} so choice of simulation parameters might then affect extrapolation to bulk characteristics. For this study we chose to solvate a single NaCl molecule in 96 H$_2$O molecules. We use a box size of 14.373 Å for the \textit{ab initio} simulations, chosen such that the number density of the system was close to that of liquid water, $n = 0.033$ Å$^{-3}$, corresponding to a solution concentration of 0.56 M. With this choice, we can investigate the local solvent changes near the ion interface while having the relatively limited bulk still approximate the infinitely dilute limit. Additionally, to investigate the effects of solution density on solvation state stability, we choose another cubic box length of 14.725 Å yielding a number density of 0.0306 Å$^{-3}$, slightly greater than that of ice, corresponding to a concentration of 0.52 M.

It should be noted that when comparing PMF predictions with different methods, it’s not straightforward what configuration should be used as the reference. Ideally, one would use the value of the PMF at very large interionic separations, where the bulk begins and the ions effectively have no knowledge of each other. The typical size of \textit{ab initio} simulation boxes limits achieving convergence at such large distances. We instead choose the zeroes of our PMFs to be the more stable of the CIP or SSIP minima. This alignment choice does not affect the evaluation of stability between the two states, because the state stability ordering arises from the energy difference between the two minima. This value is a relative value, and can be used to compare different PMF predictions. We present these values in Table I. We further present stabilities relative to the transition barrier, to better characterize what happens to the individual states as parameters change. When describing affects of parameter changes it is with respect to these values that are independent of the zero-point, but for completeness whenever a change is noted we specify that it with respect to the transition barrier.

#### A. Ensemble

For ensemble testing, a single NaCl pair was solvated with 96 TIP4P\textsuperscript{31} H$_2$O molecules using the GROMACS\textsuperscript{32} simulation suite. With a time step of 0.5 femtoseconds, each NVE and NVT trajectory was underwent a 25 picosecond NVT equilibration, while the NPT trajectory equilibrated with NPT conditions. Each trajectory then underwent a production run in the corresponding ensemble for 250 picoseconds. For any given ionic distance window, there were eight initial random seeds given to different equilibrations, resulting in 2 nanoseconds of total trajectory time for each window.

Since we are less limited by computational expense when using classical force fields, we first use umbrella sampling to reconstruct the PMF. Each restraining potential was centered on a reference ion distance starting at 2 Å and ending at 6 Å, in steps of 0.1 Å. With our harmonically constrained windows, the WHAM\textsuperscript{26} equations are used to reconstruct the free energy of solvation as the ions are separated. In particular, both the the $g$-\textit{wham} method\textsuperscript{33} implemented in GROMACS and the external \textit{wham} program\textsuperscript{34} were used and yielded consistent results. Error estimates for WHAM generated PMFs come from the bootstrapping method built into $g$-\textit{wham}, and are shown as windows around the average value lines in Fig. 2.

We note the almost exact agreement of all the results. With the agreement of the ensembles to within error, to optimize simulation efficiency in the \textit{ab initio} simulations we choose to use the NVE ensemble in our \textit{ab initio} simulations. This has further benefit by allowing us to sample the true dynamics of the systems we simulate.
B. Sampling Method

The WHAM method requires convergence of each sampled umbrella window histogram to properly converge the PMF. This means that windows centered around inter-ion distances nearing the completely solvated range will require much more time to accurately converge, as the configuration states in these windows are more or less equally likely. Rather than risk this computational bottleneck, we instead choose to directly constraint the distances in our \textit{ab initio} simulations. The results comparing the WHAM and direct integration methods are plotted in Fig. 3. Ion distances are constrained with the SHAKE\textsuperscript{35} algorithm, and the holonomic constraint forces are directly integrated to yield the same result as generated with umbrella sampling.

C. Distance Discretization

For direct constraints PMF simulations, me must choose a discretization of the mesh of inter ionic distances on which the PMF is integrated. A choice must be made between computational cost and accuracy, which can significantly affect the integrated potential results. Fig. 4 shows results for the directly constrained NVE PMF from 2 to 6 Å as parameterized by the distance mesh separating the two points.

The results exactly agree whether using distance steps of 0.1 Å or 0.2 Å. Some slight disagreement is seen when the step is increased to 0.3 Å and increasing to 0.4 Å completely ruins any convergence. For the purposes of our \textit{ab initio} simulations, we chose a distance step of 0.2 Å to have a more regular grid of sample points while keeping the number of necessary simulations at a reasonable level.

D. Simulation Length

With above parameters determined, we compared the total length of necessary trajectory sampling needed to converge to a consistent potential. For the given trajectories, increasing amounts of time steps were used to generate successive PMFs. The PMF of any given step was subtracted from the previous estimate, and the absolute value is taken. The maximum value of the current error between the two PMF estimates is taken as a convergence parameter. The results are shown in Fig. 5. We find that at 15,000 time steps the error between successive PMF estimates converges to sufficient accuracy, and that the convergence slows down considerably past this amount of trajectory. With less sampling, the results diverge more starkly and no longer agree within a reasonable tolerance. For this reason we choose our \textit{ab initio} sample size to be 20,000 snapshots at each reference distance, which, with a time step of 0.5 femtoseconds, yields 10 picosecond trajectories across the 21 distances at which we constrain the ions. We allow the system to equilibrate to \textit{ab initio} conditions and use the final 15,000 time steps in any analyses conducted.

E. \textit{Ab Initio} Simulation Convergence

In Born-Oppenheimer DFT \textit{ab initio} molecular dynamics, the time step of the simulation is determined by the need to accurately sample the shortest vibrational modes of the system. As classical models are usually rigid, classical molecular dynamic simulations can afford a longer time step than quantum mechanical simulations. Having a time step too large has been shown to affect the vibrational structure of the bulk system, thus changing the effective hydrogen bond strength between water molecules\textsuperscript{36,37} In particular, increasing the simulation...
time step has been shown to redshift the O−H stretching and, to a lesser extent, bending modes.

In the Supplementary Information, Fig. S1 shows the vibrational spectra of an ab initio simulation of the same box of 96 water molecules using the vdw-DF-cx exchange and correlation (XC) functional with time steps of 0.5 and 1.5 fs, for the same total amount of steps, as well as the peak resonances of intermittent time steps from 1.0 to 1.5 fs. The redshift of the vibrational modes is clearly evident as the time step increases, most notably for the O−H stretching modes. Redshifted stretching mode peaks correspond to water with a weaker hydrogen bond network, and thus less structure between water molecules. This is shown in Fig. S2, where we plot the O−O radial distribution functions for pure water for both 0.5 and 1.5 fs simulation time steps against experimental results.

A weaker bulk system could have significant effects on any reconstructed PMF in that system. In this case, as the ions are pulled apart from each other, there is less strength in the first hydration shell to resist the separation, which would effectively decrease the stability of the contact ion pair state. For this reason, we choose an ab initio time step of 0.5 femtoseconds, to accurately simulate the hydrogen bond network of the solvent. We believe that longer time step sizes can significantly compromise the comparison of results obtained with the same model.

We further note that there are many convergence properties of ab initio simulations which are basis-set dependent. In particular, the ab initio framework utilized in this work uses numerical atomic orbitals (NAOs), which, while more computationally efficient, lack clear systematic ways of improvement for a fixed basis size that plane-wave methods may employ. Such convergence tests have been explored in great detail, in particular for the liquid water bulk in our current system of interest. We do not discuss such properties in this work.

F. Single-/Multi-dimensional Reaction Coordinates

Previous works have shown that multidimensional reaction axes are necessary to accurately probe the transition dynamics and dynamic correction factors to rate constants. In particular, in addition to the ionic distance reaction coordinate, a coordinate involving the solvent structure nearby the ions might also be imposed. One way to achieve an accurate sampling of solvent configurations is to apply a harmonic constraint to a coordination number around a given ion – in our case, around the Na+ ion. To compare effects multidimensional sampling have on our calculated PMF, we used the \textsc{colvar} reaction coordinate from the \textsc{colvar} package implemented in \textsc{lammps}.

This reaction coordinate is defined as

$$C(G_1, G_2) = \sum_{i \in G_1} \sum_{j \in G_2} \frac{1 - \left( \frac{r_{ij}}{d_0} \right)^n}{1 - \left( \frac{r_{ij}}{d_0} \right)^m}$$

where $G_1$ and $G_2$ are atoms groups composed of the Na atom and O atoms in SPC/E water, respectively. Ion parameters were chosen to match that of the solvent model. The cutoff distance $d_0$ was chosen to be 3.0 Å, just before the end of the first solvation shell of the Na−O radial distribution function as seen in Fig. S10b. The exponents $n$ and $m$ maintained their default values of 6 and 12, respectively.

For the two dimensional FES reconstrucuted with umbrella sampling, the distance windows had centers from 2.0 to 6.0 Å, in steps of 0.2 Å. The coordination number reaction coordinate had window centers from 3.0 to 8.0 in increments of 0.25. The full two-dimensional free-energy heatmap is shown in Fig. 6. Of note is the much deeper CIP region than the SSIP, in agreement with our one-dimensional results. The SSIP shows to be less stable than the CIP by a value on the order of 60 meV.

Moreover, integrating out the extra degree of freedom to compare one-dimensional and two-dimensional PMFs shows no significant difference in the free energy change during solvation, as seen in Fig. 7. Indeed, while forcing the solvent configuration sampling to occur through use of a harmonic potential might speed up the process, a sufficient number of snapshots at a given reference distance should sample the second reaction coordinate space reasonably well, and without introducing potentially unphysical configurations by forcing too many waters to be close to a given ion. For this reasoning, we choose to focus on the one-dimensional PMFs generated through the interionic distance coordinate, to maximize efficiency in simulation expense while maintaining accuracy in our results.

G. Parameter Convergence Summary

So far we have evaluated how the PMF depends on primary simulation parameters, independently of the chosen water-water and water-ion interaction model. The previous classical and ab initio convergence tests give us insights as to what parameters are appropriate for our studied system. We use...
symplectic integrators for both classical and \textit{ab initio} simulations, with no temperature or pressure couplings, so that we can accurately simulate the true dynamics of the systems in an NVE ensemble. We choose to directly constrain the \textit{ab initio} interionic distances from 2 to 6 Å in steps of 0.2 Å, to have better control over the mean force sampling convergence. We use a 0.5 fs time step for our \textit{ab initio} simulations and a total time of 10 ps at each distance to be able to efficiently and accurately reconstruct the PMF.

IV. RESULTS: MODEL AND DENSITY-DEPENDENT POTENTIALS OF MEAN FORCE

The goal of our study is to understand the physical origin for the observed disparity of relative stabilities of CIP and SSIP obtained with different models.\textsuperscript{10,13} In particular we want to disentangle the effects from water-water and ion-water interactions. To do so we choose to evaluate separately classical and \textit{ab initio} models using two different molarities, both within the highly diluted limit. A summary table with PMF properties for all our simulations is presented in Table I. For both classical and \textit{ab initio} setups, we use two cubic boxes of NaCl+96H$_2$O, one with a side length of \(L = 14.373\) Å and one with \(L = 14.725\) Å, to reproduce the number densities previously mentioned. These lengths yield solution concentrations of 0.56 M and 0.52 M, respectively. For the different classical models we also obtain PMFs with different sets of Lennard-Jones parameters and water models to describe the ion-water interactions.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig7.png}
\caption{A comparison between the two-dimensional PMF after integrating out the coordination number reaction coordinate (dotted) and the one-dimensional PMF using just the interionic distance. The coordination number degree of freedom is integrated out using Boltzmann factor weighting across the sampled coordination numbers at a given distance.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig8.png}
\caption{The PMFs from the trajectories generated from directly constraining the ion distances in GROMACS. There is seemingly minimal effect of molarity on the classical CIP, as evidenced by the 0.56 M (red) and 0.52 M (blue) having the same overall structure, with a minima of comparable depths. The SSIP region is slightly affected, however, as the higher density predicts a marginally more stable state than the lower density simulation.}
\end{figure}

A. Classical PMFs

At the classical level, we use OPLS-AA\textsuperscript{46} force-field parameters included in GROMACS, with the ions solvated in TIP4P water.

With the previously mentioned system compositions, we reconstruct the NVE ensemble PMF of NaCl as shown in Fig. 8. We note the relatively equal depths (relative to the transition barrier) in both conditions for the CIP state, on the order of 125 meV, both of which are much more stable than the SSIP state as we would expect from the classical force field. We further note that the SSIP state in the 0.56 M solution is slightly more stable than that of the 0.52 M solution. Equivalently, the CIP state is slightly destabilized in the 0.56 M solution when compared to the 0.52 M solution. As noted by a previous study,\textsuperscript{13} increased pressure has the effect of stabilizing the SSIP through entropic contributions. Therefore it is to be expected that the smaller system has a more stabilized SSIP.

Fig. 9 shows the PMFs for the 0.56 M simulation box but with a combination of different water models and ion parameters. The OPLS-AA force field parameters are used to compare the effects of changing the water model from TIP4P to SPC/E.\textsuperscript{47} As shown in Table I, while for both models the CIP is the favored minimum, the SSIP is stabilized by 20 meV (relative to the barrier) in SPC/E. This stabilization must be due to the changes in the water model. We also evaluate how the change of ion parameters modify the stabilities. For the SPC/E simulations two different sets of ion parameters are used – the OPLS-AA parameters and parameters optimized by Joung and Cheatham (JC).\textsuperscript{45} The JC parameters further stabilize the SSIP (with respect to the barrier), while also shifting the location of the CIP. Both changes are expected because the JC parameters strengthen the water-ion interactions and change...
TABLE I. State transition barriers for classical and ab initio PMFs.

| Model | Concentration (M) | $V_{TS} - V_{CIP}$ (meV) | $V_{TS} - V_{SSIP}$ (meV) | $V_{SSIP} - V_{CIP}$ (meV) | log$_{10} K_a$ | log$_{10} K_e$ |
|-------|-------------------|--------------------------|--------------------------|--------------------------|---------------|---------------|
| TIP4P+OPLS-AA | 0.56 | 130.7 | 76.2 | 54.5 | 3.13 | 0.37 |
| TIP4P/2005+Madrid | 0.56 | 133.2 | 69.3 | 63.9 | 3.21 | 0.23 |
| SPC/E+OPLS-AA | 0.56 | 130.9 | 95.5 | 35.4 | 3.02 | 0.58 |
| SPC/E+JC | 0.56 | 128.7 | 122.6 | 6.1 | 2.89 | 1.17 |
| PBE | 0.56 | 180.7 | 181.3 | −0.6 | 3.47 | 0.90 |
| vDW-DF-cx | 0.56 | 116.1 | 129.0 | −13 | 3.21 | 1.40 |
| PBE$^{13}$ | 0.68$^a$ | 49.8 | − | −30.3 | − | − |
| | 0.68$^b$ | 79.8 | − | −28.1 | − | − |

$^a$ NPT, 400 K, 1 atm
$^b$ NPT, 1000 K, 11 GPa

The PMFs produced with different parameter choices in 0.56 M solution. Note the enhanced stability of the SPC/E (blue) SSIP states when compared to those in Fig. 8. Moreover, changing from the OPLS-AA parameters in the SPC/E solvent to the JC parameters (green) further enhances the stability of the SSIP, and affects the CIP location as well.

FIG. 9. PMFs generated with different parameter choices in 0.56 M solution. Note the enhanced stability of the SPC/E (blue) SSIP states when compared to those in Fig. 8. Moreover, changing from the OPLS-AA parameters in the SPC/E solvent to the JC parameters (green) further enhances the stability of the SSIP, and affects the CIP location as well.

In an effort to cover all feasible parameter changes, we simulated a system with the SPC water model and OPLS-AA ion parameters, shown in Fig. S3. The lack of drastic difference between the SPC and SPC/E simulations with the OPLS-AA ion parameters can be attributed to the minimal difference between the water models, as opposed to the more substantial change in the sizes of the ions. These results for the classical transition barriers are summarized in Table I. We also simulated a system with the SPC water model and OPLS-AA ion parameters, shown in Fig. S3. The lack of drastic difference between the SPC and SPC/E simulations with the OPLS-AA ion parameters can be attributed to the minimal difference between the water models, as opposed to the more substantial change in going from TIP4P to either of the SPC models.

Finally, we note that scaled charge models have produced various results that agree well with experimental values. In an effort to cover all feasible parameter changes, we simulate the 0.56 M system using scaled charge ion parameters$^{49}$ in a TIP4P/2005$^{50}$ solvent. For brevity, the resulting PMF is shown in the Supplementary Information section as Fig. S4. We note, however, that this model decreases the transition barrier between the two states relative to the other classical simulations presented here. In addition to this barrier weakening, the CIP and SSIP states are of relatively equal stability with respect to the transition barrier.

B. Ab initio PMFs

The DFT-based PMFs are computed using the SIESTA code, which uses numerical atomic orbitals as basis sets for valence electrons and norm-conserving pseudopotentials. For all atoms, we used double-$\zeta$+P basis sets. In all of the ab initio simulations, we do 10 picosecond NVE-ensemble runs with a time step of 0.5 femtoseconds, seeded with coordinates from the corresponding box’s classical simulations. For each box size, we do a set of simulations using the PBE exchange-correlation functional in the generalized-gradient approximation, and another set including van der Waals interactions through the vdw-DF-cx XC parameterization. We make this choice because we want to evaluate the differences in PMF using two models which clearly produce two very different types of liquid water structure. PBE is well known to produce an overstructured, low-density-type liquid, and its equilibrium density is $\approx 0.9 g/cm^3$. vdw-DF-cx on the other hand produces a high density liquid, with an equilibrium density of $\approx 1.1 g/cm^3$.

The distance between the Na-Cl ions was constrained from 2 to 6 Å, incremented in steps of 0.2 Å, and the PMF was reconstructed by integrating the mean force projection onto the vector separating the ions. Due to the fact that we sample the physical forces on the ab initio ions as opposed to holonomic constraint forces, the forces integrated in these SIESTA simulations include a Jacobian correction factor. After integrating Eq. 4, the Jacobian factor in the case of a two-atom distance constraint takes the form $2k_B T \ln r$, with $r$ the distance between ions, and can be interpreted as an entropic correction.

To seed the ab initio simulations, coordinates from the classical trajectory were chosen as initial configurations for the dynamics at each reference distance. Only the last 15,000 time steps are used in the analysis, to allow the systems time...
to equilibrate. *Ab initio* convergence figures analogous to that shown in Fig. 5 are presented in the Supplementary Information, in Fig. S5. The resulting data from the normal and low number density simulations are shown in Figs. 10a and 10b, respectively. The transition barrier energies are summarized alongside the classical results in Table I.

Contrary to the classical simulations, the DFT PMF stabilities show a much stronger dependence on the density of liquid water. In particular, the 0.52 M PBE solution predicts a much more stable SSIP state than CIP, whereas the higher concentration PBE solution has equally favorable state stabilities. The 0.52 M PBE solution is the only result here to have the favored SSIP, as predicted by others, and is indeed qualitatively similar to the behavior of a PMF generated using flexible SPC water molecules. However, one of these studies uses a time step of 1.5 fs in their simulations, which we have shown weakens the hydrogen-bond network, thereby enhancing SSIP stability. All other DFT simulation results here predict relatively equal stability for the solvation states, with the vdW-DF-cx simulations predicting a slightly more stable SSIP. Moreover, the vdW inclusive functional yields PMFs that seem to be more resistant than PBE to changes in molarity. It is, however, striking how much more sensitive the DFT PMFs are to small changes in the simulation density than classical results. This can originate from the very different compressibilities of the DFT pure liquids.

To explicitly show the network behavior in the different densities and XC functionals, we plot the O–O radial distribution functions for pure water in Fig. 11a. Average thermodynamic values for the systems plotted are given in Table SI for the ionic solutions, and in Table SIII for the pure solutions. We immediately see that the inclusion of the ions serves to structure both sets of system. However, the effect is similar for both XC functionals. This indicates that the reason behind the high sensitivity of the PBE PMF to small changes in density of water must be rooted in energetic and/or entropic reasons. We will explore this in the following section.

Finally, under the approximation that we are near the infinitely-dilute regime, we can reconstruct the ion-ion radial distribution function by inverting Eq. 1 for $g(r)$, which we will denote as $g^\infty(r)$ to emphasize the approximation. With this, we can find the ion-ion association constant and solvation state equilibrium constant. We adapt the referenced work’s equations for the radial cutoffs given in our simulations, yielding

$$K_a = 4\pi \int_0^{R_D} g^\infty(r) \cdot r^2 dr$$

$$K_e = \frac{\int_0^{R_T} g^\infty(r) \cdot r^2 dr}{\int_0^{R_T} g^\infty(r) \cdot r^2 dr},$$

where $K_a$ and $K_e$ are the association and equilibrium constants, respectively. $R_T$ and $R_D$ are the transition state barrier radius and maximum simulation constraint radius, respectively. Formally, the lower integration limit of 0 to cover the CIP state must be replaced by an artificial cutoff of 2.0 Å, which is the smallest constraint distance we utilize. In our simulations $R_D$ is 6.0 Å, while $R_T$ varies depending on the XC functional and density. The results for the constants generated from our simulations are shown in Table I. In all cases, the $K_e$ values predict a higher population of SSIP pairs, even when the CIP is more energetically favored as is the case in the simulations with OPLS-AA ion parameters. This is likely a result of the extended region over which the SSIP is stable. Through the larger volumetric probability, the ions are more likely to be found in the SSIP regime.

The $K_a$ values we calculate differ significantly from empirical fits to experimental values at lower solvent densities and higher temperatures, but behave consistently in that the
association constant is expected to increase as the temperature decreases and the ions can more readily overcome thermal fluctuations. We further note that our \textit{ab initio} $K_r$ values are less than those predicted by a QM/EFP study of the same system,\textsuperscript{9} but again are consistent in that the QM/EFP study thermostatted their system to 300 K, while ours equilibrated themselves to a higher temperature, thereby causing increased thermal fluctuation strength. We note that the $K_r$ value of 2.64 for the low density PBE simulation predicts an approximate ratio of 1:400 of CIP to SSIP solvation state population, in agreement with the steep decrease in CIP stability.

As structural changes induced by the ions are of considerable important in understanding the solvation process, we discuss the relevant results here but relegate a large amount of figures to the SI. Notably, we see in Fig. S10 the effects the ions have on the neighboring solution through the thermodynamically averaged radial distribution functions of the ion-oxygen pairs. The presence of a clear second shell in the Na−O distributions (Fig. S10b) is indicative of slightly extended perturbations on the surrounding solvent molecules, what one might see referred to as a “cosmotropic” effect in that it introduces structure into the surrounding solvent. An analogous effect is present in the Cl−O distributions (Fig. S10c), although not as strongly as is the case with the Na−O pair.

Additionally, indications of local cosmotropic effects are present in Table SIV, where the first hydration shell radius ($r_1$) for the Na−O RDF is notably pulled in to lower distances. Moreover, the PBE Na−O second coordination shell is markedly more contracted inwards than the vdW-DF-cx simulations, for both molarities. This indicates that the PBE solution is more prone to nonlocal cosmotropic perturbations induced by the Na\textsuperscript{+} cation. Table SIV further shows that the Cl−O RDFs show extended perturbation in solvation structure, in agreement with previous results.\textsuperscript{18} The solvation radii for both the first and second solvation shells ($r_1$ and $r_2$, respectively) are notably shifted to higher distances, indicative of a weakening of the hydrogen bond network in the vicinity of the Cl\textsuperscript{−} ion – a “chaotropic” response.

V. DISCUSSION

From all the previous results two main observations can be made:

(i) Classical PMFs using the same ion parameters reliably predict the same potential depth for the contact ion pair. The solvent-separated ion pair minimum and depth, on the other hand, is more dependent on the water model. Small changes in the density of the solution do not alter these results. These two outcomes are not totally unexpected. The CIP potential depth and position is mostly dependent on the ion sizes and their charges. For rigid, non-polarizable ion models one would expect them to not change, independently of the water force field. The change of the SSIP when the water model is changed is more complex. The reasons could be entropic, enthalpic or a combination of the two.

(ii) DFT results show that both CIP and SSIP are strongly dependent both on the exchange and correlation approximation and the density of the solution. The latter effect is particularly large for PBE. The fact that the CIP is so sensitive to the XC model indicates that the ion size and polarizability are strongly sensitive to the XC approximation, a conclusion supported by previous studies.\textsuperscript{59} Furthermore, the solvent dielectric properties will also be heavily dependent on the XC approximations employed, as well as the density and other thermodynamic conditions of the solution.\textsuperscript{59,60} The dependence with the density indicates that there is an additional contribution to this polarizability on the density of the surrounding water molecules. Hence these results point to the important role that the dielectric screening plays in shaping the PMF. Although in this study we do not aim to make an exhaustive study of how the dielectric screening of charges influences the PMF, we can gain some information of this by partitioning the free energy into entropic and enthalpic contributions.
In order to do this we can sample the potential energy of the configurations that produced the PMF. Because most of the system is composed of liquid water, large fluctuations dominate the potential energy and it is necessary to sample long trajectories to observe the ion-ion potential energy contribution. This limits our potential energy study to classical trajectories. Results are shown in Fig. 12b for TIP4P and SPC/E, both using the same ion parameters. As the simulations are done at constant volume, the enthalpy is obtained using the average potential energy \( U \). The free energy \( F \) is nothing else but the potential of mean force, from which we can extract the entropic component through \( F - U = -T \Delta S \), in a manner similar to previous studies.\(^\text{13}\) Thermostatting is required for this decomposition, otherwise we don’t get realistic energetic partitioning as the ions are separated, thus the partitioned simulations were done in the NVT ensemble.

Two interesting observations can be made. Firstly, the SSIP is more stable than the CIP when only the total potential energy (enthalpic) contribution is accounted for. This indicates the CIP stabilization at room temperature is dominated by the entropic contribution. Moreover, the entropy is relatively constant along larger interionic separation distances, up to the transition barrier region between the SSIP and the CIP states. Here, the two systems’ entropic contributions increase with similar slope. Note we plot \(-T \Delta S\) in the figure, thus the entropy is increasing in the regime between transition barrier peak inwards to the CIP. This entropic stabilization can be associated to the entropy increase of the liquid by the release of the water molecule(s) involved in the SSIP shared solvation shell. These results, obtained with models that only differ on their electrostatic description of water, indicate that the model-dependent dielectric screening of the ions significantly contributes to the PMF’s differences. We note that the dielectric constant of TIP4P water is \( \sim 50 \) while that of SPC/E water is \( \sim 70 \).\(^\text{61}\) Larger screening effects will soften the enthalpic contribution to the SSIP. At the same time, a larger dielectric constant will also result in a larger entropy increase, as seen in Fig. 12c, which shows that the SPC/E entropy is larger than that of TIP4P. Hence, this decomposition unveils that the stability of the two minima is a balance of opposite interactions, and small changes in the model can result in big differences in the PMF. This might be even more significant in polarizable models, explaining why DFT-based simulations are much more sensitive to small changes in simulation conditions and XC functionals.

It is not feasible to obtain an equivalent figure for the DFT simulations, given that one would need nanosecond length simulations to obtain a potential energy plot discernible from its fluctuations. It is possible to attempt to obtain an estimate of the entropic contribution using local connectivity fluctuations through Voronoi tessellations. We present such a study in the Supplementary Information, but notions of entropy in such characterizations are not readily connected to the physical entropies we produce above. Nevertheless, the behavior of local ionic volumes reveal markedly different behavior in classical and \textit{ab initio} systems, as shown in Fig. S6. Overall, these results indicate that the entropic effects are very similar for all models. The leading conclusion for this points to the importance of polarizability and overall dielectric properties of water as the source of the large variations of PMF energies observed across the models.

### VI. CONCLUSION

We have reconstructed potentials of mean force for NaCl solutions of different molarities using solvent number densities corresponding to normal and almost ice-like water, in both the classical and \textit{ab initio} regime. The goal of this study was to understand the differences observed in PMFs computed using different models, sampling methods, and simulation parameters. Overall we find that when simulation-based parameters are converged, classical, non-polarizable models produce similar PMFs when using the same ion parameters. In all classical simulations, the CIP solvation state is more stable than the SSIP state under the conditions chosen. Moreover, the depth of the CIP free energy minimum is independent of the specific water model. The choice of water model does, however, have a greater effect on the SSIP stability. By decomposing the free energy into entropic and enthalpic contributions we show that differences between models are likely rooted in the dielectric screening of the ions, which for non-
polarizable models mostly affects the SSIP. On the other hand, ab initio simulations have much more variability in the solvation state stabilities. In particular, the solvent density has a much more profound impact on the energetically preferred state. These results point to a much larger sensitivity of the polarizability and dielectric response in these models to the thermodynamic conditions. A detailed study of how the dielectric screening influences the ion pair association and stability will be the subject of a future research study.

VII. SUPPLEMENTARY MATERIAL

In the supplementary material, various analyses are presented. We analyze the bulk thermodynamic characteristics of the simulations in consideration and evaluate effects on the solution equilibrium caused by the ions. These results are presented in Table S1. In Tables S1 and SII, we present data from Voronoi tessellations that characterizes volumetric differences between the ions in different conditions, as well as analyze a type of entropy arising from the connectivity of the tessellation. Lastly, we discuss structural effects the ions have on the solvent beyond what is presented in the main body, with a numerical summary provided in Table SIV. Figures contained within the supplementary material include those related to the above mentioned analyses and those referenced in the main body of the text that were moved for formatting concerns. Template input files with all used parameters are available upon request.
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I. COMPLEMENT TO THE DISCUSSION SECTION

In addition to information contained in the PMFs, the different thermodynamic quantities tell us how the ions affect the bulk as a whole. As the different models have been parameterized to yield different behaviors, pressure changes between systems at different densities and between pure solvent and solution can tell us about the equilibrium states.

Moreover, when examining the discrepancies between models, it is important to investigate differences on a smaller scale than bulk thermodynamic values. Thus, micropscopic solvent characteristics can be investigated by examining the radial distribution functions between the ions and neighbor oxygen atoms. Local and long-range effects are apparent in the solvation shells that are defined by these distributions, and can tell us how the ions affect the solvent water.

In calculating system averages for the ion solutions, we use the calculated PMF values to thermodynamically average the mean system values across the ion separation range. That is, for a given simulation average $\langle X(r_i) \rangle$ at ion constraint distance $r_i$, we find the average across simulations as

$$\langle X \rangle = \frac{\sum_i^N e^{-\beta U(r_i)} \langle X(r_i) \rangle}{\sum_i^N e^{-\beta U(r_i)}} ,$$

where $U(r_i)$ is the PMF value at constraint distance $r_i$. This way, presented averages take into account the configurational preference towards the favored state.

A. Pressure

The mean pressure of the simulated systems gives key information as to the level of thermodynamic equilibrium we establish with our chosen parameters. The thermodynamically averaged pressures for the ion solution and pure water systems, $P_{\text{ions}}$ and $P_{\text{pure}}$, respectively, are given in Table I. Additionally, the differences in pressure between the same systems with and without the ion pair is included.

We see that there is minimal, though nonzero, effect in the change of TIP4P system pressure with the inclusion of the ions, whereby their presence would induce an expansion of the box size through the small positive pressure. However, the change in simulation density affects the pressure as we would expect. With an equilibrium mass density of 0.994 g cm$^{-3}$, decreasing the volume (and thus density) bring the system further from equilibrium, explaining the change in magnitude of pressure.

Analogous to the classical force field simulations, we see slight differences in adding the ion pair to $ab$ initio water systems. However, the equilibrium densities of PBE and the dispersion-inclusive liquid water systems are very different. The mass density of PBE water at mechanical equilibrium (zero pressure) is around 0.87 g cm$^{-3}$, whereas functionals that include dispersion corrections typically equilibrate to higher densities, on the order of 1.1 g cm$^{-3}$.

In this manner, inclusion of the ions again would increase seek the system volume for the PBE solutions to varying degrees, which our results confirm. Addition of the ions to both PBE systems increases the density of the box, bringing it further away from equilibrium, resulting in higher pressures for the ionic solutions. The 0.52 M system, already close to equilibrium, does not see a large pressure difference when the ions are included. This directly contrasts with the 0.56 M solution, which is further away from equilibrium and results in a pressure change an order of magnitude greater than the 0.52 M difference. This behavior is mirrored in the vdW-DF-cx liquid, where the 0.56 M solution is the closer to equilibrium and so reacts less to the ion addition/removal.

B. Voronoi Volume

Table II shows the thermodynamically averaged volumes for the Voronoi cells of the ions and water molecules. The water averages confirm what is shown in Fig. 6 – namely, that the models all predict the same occupied per H$_2$O molecule and its value is only dependent on the density of the system. On the other hand, the volumes of the Na and Cl ions are, within error, largely independent of density effects in both classical and $ab$ initio simulations, with the $ab$ initio volumes having slightly larger averages that agree between the different XC parameterization and molarity combinations. There is a small increase in the $ab$ initio ion Voronoi volume with decreasing solution volume, but between XC functionals the averages agree and are larger than the corresponding classical density.
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C. Voronoi Entropy

Tessellations like those generated in the Voronoi diagrams and their connectivity have a measure of information content. In particular, the partitions have an associated information entropy that characterizes their disorder.

We may use this fact to construct the information entropy of the Voronoi diagram at a given simulation step:

\[ S_{\text{Vor}} = -\sum_i P_i \ln P_i, \]

where \( P_i \) is the fraction of polyhedra with \( i \) faces. In two dimensions, the probability is chosen with respect to \( i \) edges of the Voronoi polygon,\(^5\) the only unambiguous connection between any two polygons in the tessellation. Analogously, in three dimensions, the unambiguous connectors between the polyhedra are their faces. It is for this reason we construct the probabilities in Eq. 2 with the face number of a polyhedron, as it is the direct measure of connectivity in the tessellation. The sum over \( i \) is taken from \( i = 4 \) faces to the maximal value of \( i \) faces for a given tessellation. In a completely ordered system (all polyhedra the same), \( S_{\text{Vor}} = 0 \), thus we expect increasing disorder with increasing value of the information entropy. It is important to note that this entropy is not the thermodynamic entropy, however they have been related in some models.\(^6\)

Fig. 8 shows the calculated average Voronoi entropies from the sampled 0.56 M configurations from each ab initio simulation, shifted by the average entropy from a trajectory of the corresponding system without the ions. A similar plot including the 0.52 M trajectories is shown in Fig. 8. We see that the 0.52 M simulations tend to have, on average, more disorder in the respective Voronoi diagrams than the corresponding high density solutions for the ab initio simulations. Moreover, for each density there tends to be marginally more disorder in the PBE simulations than in the vdW-DF-cx. Inclusion of the ions in the classical trajectories does not induce much variability in the average Voronoi entropies. Furthermore, we find the effect of increasing the box size has a noticeably greater effect on the average Voronoi entropies of the PBE system, varying by up to \( \sim 0.07 \), while density changes have a less pronounced effect on the vdW-DF-cx system. This corroborates the behavior of the drastic behavior change in the PBE PMF.

Table I contains the mean Voronoi entropies for the different pure water systems, \( S_{\text{Vor,pure}} \). The results indicate minimal difference within the same XC for different densities. However, we see that, despite the slightly more structured O−O radial distribution functions for PBE shown in Fig. 9a when compared to the vdW-DF-cx systems, the PBE Voronoi entropy is higher. This is surprising, given the ice-like nature of PBE water. This indicates more variability in the polyhedra generated by the Voronoi tessellation in PBE systems.

D. Radial Distribution Functions and Coordination Numbers

Insight into solute ion effects on the solvent can be gained from examining the ion-oxygen and oxygen-oxygen radial distribution functions (RDFs). Initial neutron diffraction analysis led to results indicating minimal affects beyond the first ion hydration shell,\(^7\) while later results showed that ion effects extend beyond the first solvation shell.\(^8\) Further results suggested that cosmo/chaotropic effects have minimal bearing on molecular interactions between the solute and solvent, despite the changes in solvent structure.\(^9\) X-ray absorption studies have indicated cationic destabilization of the hydrogen bond network indicative of extended cationic effects on the solvent, while anionic effects from Cl\(^-\) indicated insignificant structural effects.\(^10,11\)

However, GGA-level ab initio simulations have suggested that Na\(^+\) affects the solvent only locally (not beyond the first solvation shell), while Cl\(^-\) has longer-range effects,\(^12\) directly contrasting with interpretations of experimental results. Specifically, it was shown that the Cl\(^-\) ion weakens hydrogen bonding up to the third solvation shell. We summarize our simulation results in Table IV, where we list the coordination numbers and distances of the first two radial minima in the ion-oxygen and oxygen-oxygen RDFs at different ion separation distances and the thermodynamic averages.

Notably, we see in Fig. 10 the effects the ions have on the neighboring solution through the thermodynamically averaged radial distribution functions of the ion-oxygen pairs. The presence of a clear second shell in the Na−O distributions (Fig. 10b) is indicative of slightly extended perturbations on the surrounding solvent molecules, what one might see referred to as a “cosmotropic” effect in that it introduces structure into the surrounding solvent. An analogous effect is present in the Cl−O distributions (Fig. 10c), although not as strongly as is the case with the Na−O pair.

Additionally, indications of local cosmotropic effects are present in Table IV, where the first hydration shell radius \( (r_1) \) for the Na−O RDF is notably pushed in to lower distances. Moreover, the PBE Na−O second coordination shell is markedly more contracted inwards than the vdW-DF-cx simulations, for both molarities. This indicates that the PBE solution is more prone to nonlocal cosmotropic perturbations induced by the Na\(^+\) cation. Table IV further shows that the Cl−O RDFs show extended perturbation in solution structure, in agreement with previous results.\(^12\) The solvation radii for both the first and second solvation shells \( (r_1 \text{ and } r_2, \text{ respectively}) \) are notably shifted to higher distances, indicative of a weakening of the hydrogen bond network in the vicinity of the Cl\(^-\) ion—a “chaotropic” response.

Fig. 10a also shows the O−O pair distributions of the ionic solutions compared to experimental data. In all cases besides the TIP4P water model, the second shell is overstructured compared to experiment, further evidence for induced structural effects in ab initio simulations that might bring about conflicting results in the PMF energetic ordering. Bulk structural effects will influence the strength with which the solvent interacts with the solute ions, affecting the stability of either given solvation state.
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### SUPPLEMENTARY TABLE I. Thermodynamic averages of the Voronoi entropies, pressures, and temperatures of different systems.

| Model     | Molarity (M) | $S_{\text{Vor, ions}}$ (kBar) | $S_{\text{Vor, pure}}$ (kBar) | $\Delta S_{\text{Vor}}$ (kBar) | $P_{\text{ions}}$ (kBar) | $P_{\text{pure}}$ (kBar) | $\Delta P$ (kBar) | T (K)       |
|-----------|--------------|--------------------------------|--------------------------------|-------------------------------|--------------------------|--------------------------|-------------------|-------------|
| TIP4P     | 0.56         | 3.06 ± 0.02                    | 3.06 ± 0.02                    | 0 ± 0.03                      | −0.33 ± 1.2               | −0.50 ± 1.15          | 0.17 ± 1.6        | 298.3 ± 17.0 |
|           | 0.52         | 3.07 ± 0.02                    | 3.07 ± 0.02                    | 0 ± 0.03                      | −1.44 ± 1.1               | −1.42 ± 1.06          | −0.2 ± 1.5        | 298.0 ± 17.3 |
| PBE       | 0.56         | 2.86 ± 0.03                    | 2.86 ± 0.03                    | 0.00 ± 0.04                   | 2.72 ± 3.1                | 2.32 ± 5.16           | 0.4 ± 4.4         | 362.6 ± 14.5 |
|           | 0.52         | 2.90 ± 0.03                    | 2.88 ± 0.03                    | 0.02 ± 0.03                   | 0.25 ± 2.9                | 0.20 ± 3.14           | 0.05 ± 4.2        | 367.9 ± 15.1 |
| vdW-DF-cx | 0.56         | 2.84 ± 0.03                    | 2.84 ± 0.03                    | 0 ± 0.04                      | −3.75 ± 3.0               | −3.79 ± 2.99          | 0.04 ± 4.2        | 350.2 ± 14.8 |
|           | 0.52         | 2.88 ± 0.03                    | 2.84 ± 0.03                    | 0.04 ± 0.04                   | −5.71 ± 2.8               | −5.23 ± 3.05          | −0.48 ± 4.1       | 336.9 ± 15.8 |

Ion solution weighted averages are computed using Boltzmann factors weighted by the PMF values at a given distance. Individual trajectory averages for pressure and temperature values are calculated with time averaging 100 equally spaced subtrajectories to estimate error. The parameters for 0.56 M and 0.52 M simulations when used in the pure water simulations (no ions) correspond to 0.97 g·cm⁻³ and 0.90 g·cm⁻³, respectively.

### SUPPLEMENTARY TABLE II. Thermodynamically averaged Voronoi volumes for the atomic ions and water molecules.

| Model     | Molarity (M) | $\langle V_{\text{Vor, Na}} \rangle$ (Å³) | $\langle V_{\text{Vor, Cl}} \rangle$ (Å³) | $\langle V_{\text{Vor, water}} \rangle$ (Å³) |
|-----------|--------------|------------------------------------------|------------------------------------------|---------------------------------------------|
| TIP4P     | 0.56         | 17.2 ± 1.5                                | 15.1 ± 1.5                               | 30.592 ± 0.024                             |
|           | 0.52         | 17.9 ± 1.7                                | 15.8 ± 1.7                               | 32.906 ± 0.027                             |
| PBE       | 0.56         | 17.1 ± 1.2                                | 14.9 ± 1.4                               | 30.596 ± 0.019                             |
|           | 0.52         | 18.0 ± 1.6                                | 15.3 ± 1.4                               | 32.911 ± 0.024                             |
| vdW-DF-cx | 0.56         | 16.9 ± 1.1                                | 14.8 ± 1.5                               | 30.598 ± 0.021                             |
|           | 0.52         | 18.4 ± 1.6                                | 16.5 ± 1.7                               | 32.894 ± 0.026                             |

### SUPPLEMENTARY TABLE III. Average temperatures for the pure water systems.

| Model     | Concentration* (M) | $\rho$ (g·cm⁻³) | T (K)          |
|-----------|---------------------|-----------------|---------------|
| TIP4P     | 0.56                | 0.97            | 297.70 ± 19.69|
|           | 0.52                | 0.90            | 300.50 ± 18.61|
| PBE       | 0.56                | 0.97            | 399.50 ± 15.78|
|           | 0.52                | 0.90            | 423.25 ± 16.96|
| vdW-DF-cx | 0.56                | 0.97            | 379.02 ± 14.73|
|           | 0.52                | 0.90            | 382.24 ± 14.21|

*Concentrations are given to clarify that the box parameters used for the pure water simulations are the same as those of the given molarity when the ions are included.
**SUPPLEMENTARY TABLE IV.** Characteristics of the Cl—O, Na—O, O—O radial distribution functions at ion separations of 2.8, 4.8, and 6.0 Å and the thermodynamic averages of the values across all separations. *N* is the coordination number in the first solvation shell, while *r*₁ and *r*₂ are the minima (in Å) defining the first and second shell, respectively.

|         | Cl—O      | Na—O      | O—O     |
|---------|-----------|-----------|---------|
|         | 2.8 Å     | 4.8 Å     | 6.0 Å   | Avg. |
| Model   |           |           |         |      |
| TIP4P   |           |           |         |      |
| 0.56    | 3.63  5.87 5.36 | 3.85  5.93 7.30 | 3.88  6.03 7.30 | 3.79  5.95 6.62 |
| 0.52    | 3.68  5.92 5.46 | 3.88  6.01 7.21 | 3.88  6.12 7.08 | 3.85  5.98 6.58 |
| PBE     |           |           |         |      |
| 0.56    | 3.21  5.50 2.21 | 4.07  6.15 7.74 | 3.99  6.03 7.04 | 3.15  5.92 2.02 |
| 0.52    | 3.21  5.36 1.89 | 3.77  5.89 5.14 | 3.57  5.87 4.43 | 3.79  5.89 5.62 |
| vdW-DF-cx |          |           |         |      |
| 0.56    | 3.18  5.53 1.85 | 3.77  6.03 6.18 | 3.99  6.15 6.93 | 3.71  5.73 5.81 |
| 0.52    | 3.77  5.84 4.82 | 3.71  6.06 5.07 | 3.77  5.95 5.17 | 3.77  5.84 5.51 |
| TIP4P   |           |           |         |      |
| 0.56    | 3.32  5.53 4.67 | 3.23  5.53 5.94 | 3.29  5.53 5.97 | 3.26  5.53 5.13 |
| 0.52    | 3.23  5.53 4.46 | 3.35  5.56 5.89 | 3.23  5.59 5.84 | 3.23  5.53 4.86 |
| PBE     |           |           |         |      |
| 0.56    | 3.01  5.19 3.59 | 3.23  5.25 4.94 | 3.18  5.22 5.04 | 3.21  5.31 4.64 |
| 0.52    | 3.40  5.64 3.75 | 3.15  5.56 4.12 | 3.26  5.31 4.80 | 3.21  5.56 4.44 |
| vdW-DF-cx |          |           |         |      |
| 0.56    | 3.15  5.28 3.80 | 3.07  5.31 5.25 | 3.09  5.39 4.57 | 3.18  5.39 4.93 |
| 0.52    | 3.09  5.28 3.55 | 3.40  5.42 4.85 | 3.15  5.42 4.43 | 3.29  5.39 4.63 |
| Experiment¹³ | –         | –         | –       | –    |

¹³ – – – – – – – – – – 3.39  5.58 4.724
Timestep redshifting.

Supplementary Figure 1. (a): The vibrational spectra of water, simulated with a 0.5 fs timestep (blue) and a 1.5 fs timestep (red). (b): The resonance peak of the $\nu_2$ (HOH angle bending) mode as time a function of simulation timestep. (c): The resonance peak of the $\nu_{1+3}$ (stretching) modes as a function of the timestep. A large redshift is evident as the timestep increases.
**Supplementary Figure 2.** The O–O radial distribution functions for pure water simulated with different timesteps at the same mass density, plotted alongside experimental results. The first shell of the 1.5 fs simulation is clearly destructured compared to experiment, while the 0.5 fs shell accurately captures the first shell peak.

**Supplementary Figure 3.** PMFs generated with different parameter choices in 0.56 M solution. There is no significant difference in the predicted behavior between SPC/E and SPC solvents with the same ion parameters. Note the enhanced stability of the SPC/E (blue) and SPC (red) SSIP states when compared to those in main body TIP4P simulations. Moreover, changing from the OPLS-AA parameters in the SPC/E solvent to the JC parameters (green) further enhances the stability of the SSIP, and affects the CIP location as well.
**Supplementary Figure 4.** The PMF generated using ion parameters from a partial-charge classical force field using TIP4P/2005 solvent molecules. Of note is the almost equal stability of the CIP and SSIP states.

**Supplementary Figure 5.** Convergence figures for the PMFs of the ab initio systems. The maximum of the absolute error between successive PMF estimates is taken as a convergence parameter.
SUPPLEMENTARY FIGURE 6. (a-c) Voronoi volumes as a function of ionic distance for the 0.56 M TIP4P, PBE, vdW-DF-cx simulations. The red and blue lines correspond to Voronoi volume averages for Na and Cl, respectively. Average H$_2$O volumes are constant across the simulations and are not plotted, but are presented in Table II.

SUPPLEMENTARY FIGURE 7. (a-c) Voronoi volumes as a function of ionic distance for the 0.52 M TIP4P, PBE, vdW-DF-cx simulations. The red and blue lines correspond to Voronoi volume averages for Na and Cl, respectively. Average H$_2$O volumes are constant across the simulations and are not plotted, but are presented in Table II.

SUPPLEMENTARY FIGURE 8. (a-c) Voronoi entropies as a function of ionic distance for the 0.56 M TIP4P, PBE, vdW-DF-cx simulations. The solid and dashed lines correspond to Voronoi entropy averages for 0.56 M and 0.52 M solutions, respectively.
Supplementary Figure 9. (a) The O–O radial distributions functions of pure water using TIP4P, vdW-DF-cx, and PBE (green, red, and blue, respectively) with the box size that corresponds to the 0.56 M solutions with the ions removed. (b) The thermodynamically averaged O–O radial distributions functions of the ion solutions for the TIP4P, vdW-DF-cx, and PBE simulations with concentrations of 0.56 M. Both figures show experimental results at ambient conditions for comparison. The inclusion of the ions serves to increase the structure in the ab initio cases.
(a) O−O radial distribution functions.

(b) Na−O radial distribution functions.

(c) Cl−O radial distribution functions.

**Supplementary Figure 10.** Thermodynamically averaged X−O radial distribution functions for the 0.56 M solutions. In each, the vdw-DF-cx, PBE, and TIP4P solutions are red, blue, and green, respectively. (a) Plotted with the simulated O−O radial distribution functions is experimental data. (b) The Na−O radial distribution functions. Notable is the clear presence of a second shell, indicative of cosmotropic effects beyond the first solvation shell. (c) The Cl−O radial distribution functions, indicating the similar structural effects as seen in the Na−O case, although not as significant.