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Abstract. We define and investigate a family of permutations matrices, called shuffling matrices, acting on a set of $N = n_1 \cdots n_m$ elements, where $m \geq 2$ and $n_i \geq 2$ for any $i = 1, \ldots, m$. These elements are identified with the vertices of the $m$-th level of a rooted tree with branch indices $(n_1, \ldots, n_m)$. Each of such matrices is induced by a permutation of $\text{Sym}(m)$ and it turns out that, in the case in which one considers the cyclic permutation $(1 \ldots m)$, the corresponding permutation is the classical perfect shuffle. We give a combinatorial interpretation of these permutations in terms of lexicographic order of the vertices of the tree. This allows us to describe their fixed points. We show that our permutation matrices can be used to let the Kronecker product of matrices commute or, more generally, rearrange in an arbitrary order. Moreover, we show that the group generated by such permutations does depend only on the branch indices of the tree, but it is independent from their order. In the case in which such indices coincide, we prove that the corresponding group is a copy of $\text{Sym}(m)$ inside $\text{Sym}(n^m)$. Finally, we give an application of shuffling matrices in the context of the Discrete Fourier Transform.

Mathematics Subject Classification (2010): 05A05, 11A63, 15A69, 20B35, 65T50.

1. Introduction

A perfect shuffle is a very natural way of permuting $2n$ cards of a deck. The deck is divided in two parts and then the cards are reordered by interleaving the two decks in one of the two possible ways: one leaving the original top card on top (classical model), one leaving the original top card second from the top. This operation has a very easy mathematical description: one can number the cards from 0 to $2n - 1$ and write the permutation obtained after performing the shuffle. Diaconis, Graham and Kantor [9] were able to determine the structure of the group generated by the two permutations arising from the two perfect shuffles. What is interesting, it is the fact that Diaconis has been a magician and knew many card tricks based on perfect shuffles. If a talented magician is able to perform a perfect shuffle, he knows how the cards are distributed in the deck after the shuffle. The paper [9] contains a very nice section about the history of the perfect shuffle. We refer to that paper and references therein for a historical account on this interesting aspect. It is worth mentioning here the huge literature about shuffling cards and related probabilistic topics [11, 2, 10].
Rose [16] generalized this shuffle by interleaving in a suitable way two sets of size \( r \) and \( s \). The idea is very simple: consider \( rs \) objects grouped in \( r \) piles of size \( s \) so that they are disposed in an array with \( s \) rows and \( r \) columns. Then rearrange them in \( s \) piles of size \( r \) just by switching the rows with the columns. He used the permutation matrices arising from the perfect shuffle of two sets in order to give a method to compute the Discrete Fourier Transform, with an interesting application to the algorithm called Fast Fourier Transform (FFT). Fast Fourier Transforms are widely used for many applications in engineering, science, and mathematics and were described by Gilbert Strang as “the most important numerical algorithm of our lifetime” [19]. Rose noticed that its shuffle was somehow related to the Kronecker (tensor) product of two matrices. This product is, in general, non-commutative, but the commutation can be achieved up to multiplying with opportune permutation matrices of the shuffle. This correspondence was further generalized and exploited by Davio [8], who used simple properties of the algebra generated by the matrices arising from the shuffle in order to describe a wide class of switching circuits. Davio generalized the results of Rose by considering \( m \) subsets instead of just two, and used the mixed radix formalism for applications in network design. In [17], Ronse generalized further this construction by introducing generalized shuffling permutations, which contain the cases already studied by Rose and Davio, as particular cases.

Our paper can be framed into the context proposed by Davio and Ronse. More precisely, we define a family of permutation matrices, called *shuffling matrices*, associated with \( m \) integers \( n_1, \ldots, n_m \) and a permutation \( \sigma \in Sym(m) \): these matrices will be denoted by \( P_{\sigma}^{n_1, \ldots, n_m} \). We investigate the corresponding shuffling permutations on \( N = n_1 \cdot \ldots \cdot n_m \) elements, their action on rooted trees, and we study shuffling matrices in terms of their action on iterated Kronecker products of matrices, the conjugacy problem, and an explicit application to the Discrete Fourier Transform theory. More specifically, we consider \( m \) sets \( X_1, \ldots, X_m \) of size \( n_1, \ldots, n_m \), respectively, and identify their cartesian product with the vertices of the \( m \)-th level of a rooted tree whose branch indices are exactly \( n_1, \ldots, n_m \). The \( N \) elements of the product can be identified with words of length \( m \), whose \( i \)-th letter belongs to the alphabet \( X_i \). The \( N \) elements are naturally ordered lexicographically, so that the first letter (or coordinate) can be seen as the most important, and the \( m \)-th letter as the less important for the ordering. The motivation for this paper is the following observation: if we permute cyclically the \( m \) coordinates, by meaning that we permute cyclically their order of importance and consider the lexicographic order given by this rearrangement, we get a permutation which coincides with the perfect shuffle studied by Davio. This reduces to the cases of Rose (for \( m = 2 \)) and of Diaconis, Graham and Kantor (for \( m = 2 \) and \( n_2 = 2 \)). This suggests the idea that one can study the properties usually studied for the perfect shuffle matrices, when the full symmetric group \( Sym(m) \) (and not only cyclic permutations) is considered. Such “generalized shuffling permutations” were studied by Ronse in [17] by using the mixed radix formalism. In our paper, we adopt a matrix approach and we let these permutations act on rooted trees. This analysis leads to a number of natural questions. We were able to rephrase the results given by Rose and Davio in this more general setting and discussed some algebraic properties of the group of permutations on \( N \) objects generated by shuffling matrices. In the homogeneous case \( n_1 = \ldots = n_m = n \), this enables us to explicitly construct a subgroup of \( Sym(n^m) \).
isomorphic to $\text{Sym}(m)$. We plan to study, in a future work, products of shuffling matrices and their action on trees or more general combinatorial structures (in the spirit of [6, 7]), and to investigate the cutoff phenomenon for the associated Markov chains [11, 5, 12].

The paper is structured as follows. In Section 2, we introduce some basic notation and definitions about mixed radix representation of integers, rooted trees and branch indices, Kronecker products, permutation matrices, and we recall some properties and interpretations of the classical perfect shuffle studied by Rose and Davio. In Section 3 we introduce the central definition of the paper, represented by the notion of shuffling matrix, and we study some combinatorial and algebraic properties of such permutation matrices (Section 3.1); in Section 3.2 we focus our interest on the conjugacy property. In Section 4 the group generated by shuffling permutations is investigated; in particular, the Section 4.1 is devoted to the study of the group consisting of perfect shuffle permutations. Finally, the Section 5 describes an explicit application of the shuffling matrices to the Fast Fourier Transform theory. The main results can be summarized as follows:

- in Proposition 3.6 the image of any integer $x$ satisfying $0 \leq x \leq N - 1$ under the action of the permutation associated with the shuffling matrix $P_{n_1, \ldots, n_m}$ is explicitly described;
- in Theorem 3.12 we prove that shuffling matrices are able to rearrange the factors of an iterated Kronecker product of $m$ matrices, according with any new order induced by a permutation $\sigma \in \text{Sym}(m)$; in the square case, this action is achieved by conjugation, as shown in Theorem 3.13;
- in Theorem 4.3 we prove that the group generated by shuffling permutations does not depend on the order of the branch indices, and in Corollary 4.6 we deduce that, in the homogeneous case, such group is isomorphic to the symmetric group $\text{Sym}(m)$;
- in Proposition 4.10 we show that the group of perfect shufflings on $N$ elements is isomorphic to the multiplicative subgroup of invertible elements of $\mathbb{Z}_{N-1}$;
- in Theorem 5.1 we explicitly describe the block decomposition of the Discrete Fourier Matrix under the action by multiplication of a shuffling permutation matrix: such computation can be considered as the basis of an extended Fast Fourier Transform algorithm.

2. Preliminaries

Rose studied in [16] the perfect shuffle on a set of $n = rs$ elements. He proposed to represent the elements $x_0, x_1, \ldots, x_{sr-1}$ of such set in an $s \times r$ array

$$X = (X_{ij}) = \begin{pmatrix}
  x_0 & x_1 & \cdots & x_{r-1} \\
  x_r & x_{r+1} & \cdots & x_{2r-1} \\
  \vdots & \vdots & & \vdots \\
  x_{(s-1)r} & \cdots & \cdots & x_{sr-1}
\end{pmatrix}$$

according with the (unique) representation of each integer in $\{0, 1, \ldots, rs - 1\}$ as

$$ir + j, \quad 0 \leq i \leq s - 1, \quad 0 \leq j \leq r - 1,$$
so that $X_{ij} = x_{sr+j}$. The perfect shuffle consists in switching the role of $r$ and $s$, by passing to the representation

$$i's + j', \quad 0 \leq i' \leq r - 1, \quad 0 \leq j' \leq s - 1,$$

corresponding to the array

$$Y = (Y_{i'j'}) = \begin{pmatrix} x_0 & x_r & \cdots & x_{(s-1)r} \\ x_1 & x_{r+1} & \cdots & x_{(s-1)r+1} \\ \vdots & \vdots & \ddots & \vdots \\ x_{r-1} & x_{2r-1} & \cdots & x_{sr-1} \end{pmatrix} = X^T,$$

with $Y_{i'j'} = y_{i's+j'}$, where $y$ is the vector of length $n$ obtained from the vector $x = (x_0, x_1, \ldots, x_{r-1}, x_r, \ldots, x_{sr-1})$ by taking the entries of $X$ column by column. The transformation from the vector $x$ to the vector $y$ can be performed by an $n \times n$ permutation matrix denoted by $P_s^r$, that is, $y = P_s^r x$. The other way around is clearly obtained by the matrix $P_s^r = (P_s^r)^{-1}$. Rose gives an explicit description of such matrices and shows that they naturally appear in changing the order of the factors in the Kronecker product of two matrices (see [16], Proposition 1): given an $r \times r$ matrix $R$ and an $s \times s$ matrix $S$, it holds:

$$R \otimes S = P_s^r (S \otimes R) P_s^r.$$

Davio generalized the construction of Rose to the case in which $n$ is the product of more than two factors, that is, $n = b_{m-1} b_{m-2} \cdots b_0$, by using the mixed radix representation of integers in $\{0, 1, \ldots, n - 1\}$ with respect to the basis vector $[b_{m-1}, b_{m-2}, \ldots, b_0]$. Keeping the analogy with the Rose strategy, we can think that he disposes the $n$ elements in a $b_{m-1} \times (b_{m-2} \cdots b_0)$ array. He describes how the perfect shuffle is perturbed when one performs a cyclic shift of the factors and he is able to give a matrix representation of this phenomenon (see Theorems 4 and 5 in [8] and Section 3 below). The paper of Davio was very influential in literature because of its applications: he used his results in order to give a simple description of many switching circuits. In fact, the shuffle can be interpreted as a rearrangement of electrical connections and he gave an interpretation of the formulae arising from the algebraic structure behind the shuffling in terms of compositions of circuits (see Figure 1). The paper [17] generalized further his construction, in connection with applications to switching devices.

Notice that the $3 \times 4$ elements of the set $\{0, 1, \ldots, 11\}$ can be identified with the vertices of the second level of the rooted tree $T_{3,4}$ of branch indices $(3, 4)$ represented in Figure 2. In the first row, we can read the representation of the integers with respect to the basis vector $[3, 4]$; in the second row, they are listed in increasing order from 0 to 11; in the third row, we read the action of the shuffle permutation.

In this tree interpretation of the perfect shuffle, we can think that, from the subtree of depth 1 rooted at each vertex of the first level of $T_{3,4}$, we take the first element (that is, 0, 4, 8), then the second element (that is, 1, 5, 9), then the third element (that is, 2, 6, 10) and finally the fourth element (that is, 3, 7, 11), obtaining in this way the final configuration in the third row of Figure 2.
In order to generalize the constructions by Rose and Davio, we start by introducing some notation. Let $m \geq 2$ be a natural number and, for each $i = 1, \ldots, m$, let $X_i = \{0, 1, \ldots, n_i - 1\}$ be a finite alphabet of $n_i$ letters, with $n_i \geq 2$. We put $X = X_1 \times X_2 \times \cdots \times X_m$, so that an element $x = x_1 x_2 \ldots x_m$ of $X$ is a word of $m$ letters, whose $i$-th letter $x_i$ belongs to the alphabet $X_i$. Put $N = |X| = \prod_{i=1}^{m} n_i$.

Notice that, for every $j = 1, \ldots, m$, the elements of the set $X_1 \times X_2 \times \cdots \times X_j$ can be naturally identified with the vertices of the $j$-th level of the finite rooted tree $T_{n_1, \ldots, n_m}$ of depth $m$, with branch indices $(n_1, \ldots, n_m)$. In particular, the elements of the set $X$ are identified with the $N$ vertices of the $m$-th level of $T_{n_1, \ldots, n_m}$. Moreover, they can be naturally listed in the lexicographic order as shown in the example of Figure 3, where we have $m = 3$ and $n_1 = 4, n_2 = 3, n_3 = 2$.

It is worth mentioning that this identification and the associated lexicographic order agree with the classical notion of mixed radix representation of a nonnegative integer, which is recalled below.

Let $n_1, n_2, \ldots, n_m$, with $n_i \geq 2$ for every $i = 1, \ldots, m$, and let $n = [n_1, n_2, \ldots, n_m]$ be the
Figure 3. The rooted tree $T_{4,3,2}$.

associated basis vector. Now put

$$u_0 = 1; \quad u_i = \prod_{j=0}^{i-1} a_{m-j}, \ \forall i = 1, \ldots, m - 1.$$ 

It is known (see, for instance, [14]) that, given any integer $x$ such that $0 \leq x \leq N-1$, there exists a unique representation of $x$ with respect to the basis vector $\mathbf{n} = [n_1, n_2, \ldots, n_m]$, or with respect to the weight vector $\mathbf{u} = [u_{m-1}, u_{m-2}, \ldots, u_0]$, called mixed radix representation of $x$ with respect to $\mathbf{n}$, or with respect to $\mathbf{u}$, respectively, given by

$$x = \sum_{j=1}^{m} x_j u_{m-j} = x_1 n_2 \cdots n_m + x_2 n_3 \cdots n_m + \cdots + x_{m-1} n_m + x_m,$$

with $0 \leq x_j \leq n_j - 1$, for each $j = 1, \ldots, m$.

According with the mixed radix representation, the vertex of the $m$-th level of $T_{n_1, \ldots, n_m}$ which is labelled by $x = x_1 \ldots x_m$, with $x_i \in X_i$, is identified with the integer $\sum_{j=1}^{m} x_j u_{m-j}$ belonging to the set $\{0, 1, \ldots, N - 1\}$.

Example 2.1. The vertices of the third level of the rooted tree $T_{4,3,2}$ depicted in Figure 3 can be identified, from the left to the right, with the integers from 0 to 23, listed in increasing order. For instance, the vertex 211 corresponds to the integer $2 \cdot 6 + 1 \cdot 2 + 1 \cdot 1 = 15$, since we have $u_2 = 3 \cdot 2 = 6$, $u_1 = 2$, $u_0 = 1$.

Let us denote by $\mathcal{M}_{m \times n}(\mathbb{R})$ the set of matrices with $m$ rows and $n$ columns over the real field. For every $i = 1, \ldots, m$ and $j = 1, \ldots, n$, let $E^{i,j}_{m \times n}$ denote the $m \times n$ elementary matrix, with 1 at the entry $(i, j)$ at row $i$ and column $j$, and 0 elsewhere. Moreover, let us denote by $O_{m \times n}$ the zero matrix with $m$ rows and $n$ columns.
We recall that the Kronecker product of two matrices $A = (a_{ij})_{i=1,...,m; j=1,...,n} \in \mathcal{M}_{m \times n}(\mathbb{R})$ and $B = (b_{hk})_{h=1,...,p; k=1,...,q} \in \mathcal{M}_{p \times q}(\mathbb{R})$ is defined to be the $mp \times nq$ matrix

$$A \otimes B = \begin{pmatrix} a_{11}B & \cdots & a_{1n}B \\ \vdots & \ddots & \vdots \\ a_{m1}B & \cdots & a_{mn}B \end{pmatrix}. $$

Finally, recall that the Kronecker product of two matrices is, in general, not commutative, that is, $A \otimes B \neq B \otimes A$. On the other hand, the Kronecker product satisfies the following properties:

1. $A \otimes (B \otimes C) = (A \otimes B) \otimes C$ (associativity);
2. $A \otimes (B + C) = A \otimes B + A \otimes C; \quad (A + B) \otimes C = A \otimes C + B \otimes C$ (distributivity);
3. $(A \otimes B)^T = A^T \otimes B^T$ (transposition);
4. $(A \otimes B)^{-1} = A^{-1} \otimes B^{-1}$ (inversion);
5. $(A \otimes B)(C \otimes D) = (AC) \otimes (BD)$ (standard matrix multiplication).

**Lemma 2.2.** Let $E_{m \times n}^{i,j} \in \mathcal{M}_{m \times n}(\mathbb{R})$ and $E_{n \times q}^{h,k} \in \mathcal{M}_{n \times q}(\mathbb{R})$ be two elementary matrices. Then

$$E_{m \times n}^{i,j} \cdot E_{n \times q}^{h,k} = \begin{cases} O_{m \times q} & \text{if } j \neq h \\ E_{m \times q}^{h,k} & \text{if } j = h. \end{cases}$$

**Proof.** The proof is straightforward, and it uses the definition of elementary matrix and of standard matrix multiplication. \hfill \Box

**Lemma 2.3.** Let $E_{m \times n}^{i,j} \in \mathcal{M}_{m \times n}(\mathbb{R})$ and $E_{p \times q}^{h,k} \in \mathcal{M}_{p \times q}(\mathbb{R})$ be two elementary matrices. Then

$$E_{m \times n}^{i,j} \otimes E_{p \times q}^{h,k} = E_{mp \times nq}^{(i-1)p+h, (j-1)q+k}.$$

More generally, we have

$$E_{m_{1} \times n_{1}}^{i_{1},j_{1}} \otimes \cdots \otimes E_{m_{i} \times n_{i}}^{i_{i},j_{i}} = E_{\prod_{h=1}^{i} m_{h} \times \prod_{h=1}^{i} n_{h}}^{\sum_{h=1}^{i-1} (i_{h} - 1) \prod_{h=h+1}^{i} m_{h} + i_{i} \sum_{h=1}^{i-1} (j_{h} - 1) \prod_{h=h+1}^{i} n_{h} + j_{i}}.$$  

**Proof.** It is an easy induction following from the definition of Kronecker product and from the associativity property. \hfill \Box

We will denote by $I_{n}$ the identity matrix of size $n$. Moreover, let $e_{i}^{n}$ denote the column vector $(0,...,0,1_{j-th\text{\ place}},0,...,0)^{T}$ of length $n$, for every $j = 1,\ldots, n$.

**Lemma 2.4.** The following identities hold:

$$\sum_{i=1,...,n} (e_{i}^{n})^{T} \otimes e_{i}^{n} = I_{n};$$

$$e_{i}^{n} \otimes (e_{j}^{k})^{T} = E_{n \times k}^{i,j},$$

for each $i = 1,\ldots, n$ and $j = 1,\ldots, k$. 

Proof. It is an easy computation. □

In what follows, we will denote by Sym$(m)$ the symmetric group on $m$ elements. We recall that a permutation matrix of size $m$ is an $m \times m$ matrix that has exactly one entry equal to 1 in each row and each column and all 0’s elsewhere. Note that each such matrix represents a permutation $\sigma$ of $m$ elements and this correspondence is clearly bijective. More precisely, the permutation $\sigma \in \text{Sym}(m)$ corresponds to the permutation matrix $P_\sigma = (p_{ij})_{i,j=1,\ldots,m}$ such that $p_{ij} = 1$ if and only if $\sigma(j) = i$.

We will regard a permutation matrix as acting on column vectors of length $m$ whose entries are all 0’s except that in one position, where the entry is 1. More precisely, one has: $P_\sigma e_j = e_i$ if and only if $\sigma(j) = i$.

3. Shuffling matrices

In this section, we give the main definition of the paper, which extends the concept of perfect shuffle matrix studied by Rose and Davio. More precisely, we are going to define a family of permutation matrices, called shuffling matrices, obtained as linear combinations of iterated Kronecker products of elementary matrices. Such matrices are indexed by an $m$-tuple $n_1, \ldots, n_m$, with $n_i \geq 2$ for each $i$, and by a permutation $\sigma \in \text{Sym}(m)$; moreover, they can be regarded as acting on the vertices of the $m$-th level of a rooted tree $T_{n_1, \ldots, n_m}$ of branch indices $(n_1, \ldots, n_m)$ (see Section 3.1) or, equivalently, on vectors of length $N = n_1 \cdots n_m$. The permutations associated with these matrices will be called shuffling permutations, and they were studied by Ronse in [17] by merely using a mixed radix representation approach, without introducing permutation matrices. It turns that the choice $\sigma = (1 2 \ldots m)$ of $\text{Sym}(m)$ induces the perfect shuffle on $N$ elements. Our set of permutation matrices has very nice properties that we discuss in the next sections.

In particular, we highlight an interesting connection with the algebra induced by the Kronecker product of matrices (Section 3.2). We will examine the groups generated by shuffling permutations in Section 4 and finally, in Section 5, we will consider an interesting application to the Fast Fourier Transform.

3.1. Definitions and basic properties. Our aim is to associate, with every permutation $\sigma \in \text{Sym}(m)$, a permutation matrix of size $N$. We will denote by $\tilde{\sigma}$ the corresponding permutation of $\text{Sym}(N)$. Recall that the elements $\{0, 1, 2, \ldots, N - 1\}$ can be identified with the vertices of the $m$-th level of the rooted tree $T_{n_1, n_2, \ldots, n_m}$ with branch indices $(n_1, n_2, \ldots, n_m)$, as described in Section 2.

We move from the following simple remark. The perfect shuffle permutation matrix $P_r^s$, introduced by Rose in order to describe the perfect shuffle of a set of $rs$ elements, can be rewritten as

$$
P^s_r = \sum_{i=1,\ldots,r}^{(i-1)s+r} E^i_{r \times s} \otimes E^i_{s \times r} = \sum_{i=1,\ldots,r}^{(i-1)s+r} e^r_i \otimes I_s \otimes (e^s_i)^T,
$$
where the second equality follows from Lemma 2.3 and the third equality from Lemma 2.4.

More generally, the following proposition describes the perfect shuffle on $N = n_1 \cdots n_m$ elements (regarded as disposed in an $(n_1 \cdots n_{m-1}) \times n_m$ array).

**Proposition 3.1.** Let $T_{n_1, \ldots, n_m}$ be the rooted tree with branch indices $(n_1, \ldots, n_m)$. Then the permutation matrix

$$P = \sum_{i_m=1}^{n_m} e_{i_m}^{n_m} \otimes I_{n_1 \cdots n_{m-1}} \otimes (e_{i_m}^{n_m})^T$$

induces the perfect shuffle on $N$ elements.

**Proof.** First of all, notice that, by Lemma 2.4 and Lemma 2.3, and by using the properties of the Kronecker product, the matrix (1) can be rewritten as

$$P = \sum_{i_j=1}^{n_j} e_{i_j}^{n_j} \otimes (e_{i_1}^{n_1} \otimes e_{i_2}^{n_2}) \otimes \cdots \otimes (e_{i_{m-1}}^{n_{m-1}} \otimes e_{i_m}^{n_m})^T$$

Now let $(e_N^N)^T$ be the column vector with all 0’s, except for an entry equal to 1 at position

$$x = x_1 n_2 \cdots n_m + x_2 n_3 \cdots n_m + \cdots + x_{m-1} n_m + x_m$$

Then by using (2) we get $P e_x^N = e_y^N$, with

$$y = x_{n_1 \cdots n_{m-1}} + x_{n_2 \cdots n_{m-1}} + \cdots + x_{n_{m-2} n_{m-1} + n_{m-1}} + x_m.$$
Example 3.2. Let $m = 3$; $n_1 = n_2 = 2$ and $n_3 = 3$, so that we have $N = 12$. The matrix

$$P = \sum_{i,j=1,2,3} E_{3\times2}^{i_3,i_1} \otimes E_{2\times2}^{i_2,i_2} \otimes E_{2\times3}^{i_3,i_3} = \sum_{i,j=1,2,3} e_{i_3} \otimes I_4 \otimes (e_{i_3})^T$$

performs the perfect shuffle on 12 elements, identified with the vertices of the third level of the tree $T_{2,2,3}$ as in Figure 4. We say that the horizontal representation of the permutation

$$0 3 6 9 1 4 7 10 2 5 8 11$$

this corresponds to the permutation mapping 0 to 0, 1 to 4, 2 to 8, and so on. Moreover, its cyclic decomposition is $(0)(1 4 5 9 3)(2 8 10 7 6)(11)$, as it can be easily verified. In the tree interpretation, we can think that, from the subtree of depth 1 rooted at each vertex of the second level of $T_{2,2,3}$, we take the first element (that is, 0, 3, 6, 9), then the second element (that is, 1, 4, 7, 10), finally the third element (that is, 2, 5, 8, 11).

This analysis motivates to the following definition of shuffling matrix.

Definition 3.3. The shuffling matrix $P_{n_1,n_2,\ldots,n_m}^\sigma$ associated with the permutation $\sigma \in \text{Sym}(m)$ and the branch indices $(n_1, \ldots, n_m)$ is the $N \times N$ permutation matrix

$$P_{n_1,n_2,\ldots,n_m}^\sigma = \sum_{i,j=1,2,3} E_{3\times2}^{i_3,i_1} \otimes \cdots \otimes E_{3\times2}^{i_3,i_3}.$$

Example 3.4. Let $m = 3$; $n_1 = n_2 = 2$ and $n_3 = 3$, so that we have $N = 12$. Take the permutation $\sigma = (13) \in \text{Sym}(3)$. Then:

$$P_{2,2,3}^{(13)} = \sum_{i,j=1,2,3} E_{3\times2}^{i_3,i_1} \otimes E_{2\times2}^{i_2,i_2} \otimes E_{2\times3}^{i_3,i_3} = \sum_{i_3=1,2,3} E_{3\times2}^{i_3,i_1} \otimes I_2 \otimes E_{2\times3}^{i_3,i_3}.$$

We have represented the action of the permutation $\bar{\sigma}$ induced by $P_{2,2,3}^{(13)}$ on the third level of $T_{2,2,3}$ in Figure 5.
The horizontal representation of $\tilde{\sigma}$ is $0 6 3 9 1 7 4 10 2 8 5 11$; its cyclic decomposition is $\tilde{\sigma} = (0)(1 6)(2)(3 8)(4)(5 10)(7)(9)(11)$.

**Remark 3.5.** Notice that, if we let the same permutation $\sigma = (1 3) \in Sym(3)$ act on the rooted tree $T_{2,3,2}$, so that $n_1 = n_3 = 2$ and $n_2 = 3$ in this case, then we get the matrix permutation $P_{2,3,2}^{(13)} = \sum_{i_1,i_3=1}^{2} E_{2\times 2}^{i_3,i_1} \otimes I_3 \otimes E_{2\times 2}^{i_1,i_3}$, inducing the permutation $\tilde{\sigma} \in Sym(12)$ whose cyclic decomposition is $\tilde{\sigma} = (0)(1 6)(2)(3 8)(4)(5 10)(7)(9)(11)$, showing that the permutation of $N$ elements induced by $\sigma \in Sym(m)$ does depend on the order of the branch indices $(n_1, \ldots, n_m)$.

It can be seen that, in the example in Figure 4, the elements of the third level of the tree $T_{2,3,2}$ are reordered by $\tilde{\sigma}$ according with the following interpretation: in the starting configuration, the lexicographic order is indexed by the branch indices $(n_1, n_2, n_3)$, so that when we read the elements from the left to the right we have that the first coordinate which changes is the third one, then we have the second one, finally the first one: in fact, the first coordinate is equal to 0 for the first half of the elements. Alternatively, we can think that, in the mixed radix representation of the integer $x = x_1 x_2 x_3 \in \{0, \ldots, 11\}$, the “most important” coordinate is $x_1$, then we have $x_2$ and finally $x_3$, as the coordinate $x_3$ is the first to be changed.

In the new configuration of the twelve elements under the action of $\tilde{\sigma}$, with $\sigma = (1 2 3)$, we have, on the other hand, that the integers from 0 to 11 are rearranged according with a lexicographic order indexed by the branch indices $(n_3, n_1, n_2)$, so that now the third coordinate is the most important, then we have the first coordinate and finally the second coordinate becomes the less important.

A similar remark can be done in the case of Figure 5, where the most important coordinate after the action is the third coordinate, then we have the second coordinate, finally the first coordinate.

These are not special cases, as the analogous property holds in the general case. More specifically, the following proposition holds.
Proposition 3.6. Let $T_{n_1,\ldots,n_m}$ be the rooted tree with branch indices $(n_1,\ldots,n_m)$, and let $\sigma \in \text{Sym}(m)$. Let, as usual, $N = \prod_{i=1}^{m} n_i$. Order the integers from 0 to $N-1$ in the lexicographic order induced by the mixed radix representation with respect to the basis vector $[n_1,n_2,\ldots,n_m]$, so that the most important coordinate of the element $x = x_1 x_2 \ldots x_m$ is $x_1$, and the less important coordinate of $x$ is $x_m$. Then the image of the vertex of the $m$-th level of $T_{n_1,\ldots,n_m}$, which is identified with the integer $x = \sum_{j=1}^{m} x_j u_{m-j}$, under the action of $\tilde{\sigma}$ is

$$\tilde{\sigma}(x) = \sum_{j=1}^{m} x_{\sigma^{-1}(j)} \sigma^{-1}(u_{m-j}),$$

with $\sigma^{-1}(u_i) = \prod_{j=1}^{i-1} n_{\sigma^{-1}(m-j)}$ for every $i = 1,\ldots,m-1$ and $\sigma^{-1}(u_0) = u_0 = 1$. More explicitly:

$$\tilde{\sigma}(x) = x_{\sigma^{-1}(1)} n_{\sigma^{-1}(2)} \cdots n_{\sigma^{-1}(m)} + x_{\sigma^{-1}(2)} n_{\sigma^{-1}(3)} \cdots n_{\sigma^{-1}(m)} + \cdots + x_{\sigma^{-1}(m-1)} n_{\sigma^{-1}(m)} + x_{\sigma^{-1}(m)}.$$ 

Proof. Observe that the shuffling matrix $P_{n_1,\ldots,n_m}^\sigma$ defined in (3) can be rewritten as

$$P_{n_1,\ldots,n_m}^\sigma = \sum_{i_{j=1}^{n_1} \cdots j_{m}} E_{N \times N}^{\sum_{r=1}^{m} ((i_{r} - 1) \prod_{s=r+1}^{m} n_{\sigma^{-1}(s)} + i_{r} - 1) \sum_{h=1}^{m} ((i_{h} - 1) \prod_{k=h+1}^{m} n_{k}) + i_{m}},$$

according with Lemma 2. Now let

$$x = \sum_{j=1}^{m} x_j u_{m-j} = x_1 n_2 \cdots n_m + x_2 n_3 \cdots n_m + \cdots + x_{m-1} n_m + x_m$$

be the representation of $x$ with respect to the weight vector $[u_{m-1}, u_{m-2}, \ldots, u_0]$. We will determine the image of $x$ by computing the matrix multiplication of the matrix $P_{n_1,\ldots,n_m}^\sigma$ with the column vector $e_x^N$ of length $N$, having all entries equal to 0, except for the entry at position $x$, which is equal to 1.

Notice that this multiplication gives exactly one nonzero contribution, corresponding to the term where the equality $\sum_{h=1}^{m} ((i_{h} - 1) \prod_{k=h+1}^{m} n_{k}) + i_{m} = x$ is satisfied. We have only one such term, because of the uniqueness of the representation of the integer $x$ with respect to the weight vector $[u_{m-1}, u_{m-2}, \ldots, u_0]$. Therefore, such a term corresponds to the indices

$$i_1 - 1 = x_1; \quad i_2 - 1 = x_2; \quad \ldots; \quad i_{m-1} - 1 = x_{m-1}; \quad i_m = x_m.$$ 

Consequently, if $\sigma^{-1}(r) = \ell_r \in \{1,\ldots,m\}$, then it must be $i_{\sigma^{-1}(r)} = i_{\ell_r} = x_{\ell_r} + 1$, so that the matrix multiplication returns a column vector of length $N$, having all entries equal to 0, except for the entry at position

$$x_{\sigma^{-1}(1)} n_{\sigma^{-1}(2)} \cdots n_{\sigma^{-1}(m)} + x_{\sigma^{-1}(2)} n_{\sigma^{-1}(3)} \cdots n_{\sigma^{-1}(m)} + \cdots + x_{\sigma^{-1}(m-1)} n_{\sigma^{-1}(m)} + x_{\sigma^{-1}(m)}.$$ 

This gives the assertion. □
In other words, in the new configuration of the \( N \) elements under the action of \( \tilde{\sigma} \), we have that the integers from 0 to \( N - 1 \) are rearranged according with a lexicographic order indexed by the branch indices \((n_{\sigma^{-1}(1)}, n_{\sigma^{-1}(2)}, \ldots, n_{\sigma^{-1}(m)})\), so that now the \( \sigma^{-1}(1) \)-th coordinate is the most important, and the \( \sigma^{-1}(m) \)-th coordinate becomes the less important.

Remark 3.7. The action of the permutations associated with our shuffling permutation matrices coincides with that of the permutations defined by Ronse in [17]. Note that the choice \( \sigma = (1\ 2\ \ldots\ \ m) \) returns the perfect shuffle on \( N \) elements described in Proposition 3.1 (see also Remark 3.9 below). Moreover, the choice \( \sigma = (1\ m\ m-1\ \ldots\ 2) \) returns the perfect shuffle studied by Davio in [8]. In this last case, in order to determine the image of an element \( x = x_1 x_2 \ldots x_{m-1} x_m \) under the action of \( \bar{\sigma} \), it suffices to perform a cyclic permutations of the coordinates, from the right to the left, by obtaining \( \bar{\sigma}(x) = x_2 x_3 \ldots x_m x_1 \) with respect to the new basis vector \([n_2, n_3, \ldots, n_m, n_1]\) (see Theorem 4 in [8]).

Example 3.8. Consider the rooted tree \( T_{2,2,3} \) of depth 3 in Figure 5 of Example 5.4. The integers from 0 to 11 (in the second row) are listed in the corresponding lexicographic order (first row), that is, the mixed radix representation with respect to the weight vector \([6,3,1]\), associated with the basis vector \([2,2,3]\). The permutation \( \bar{\sigma} \) rearranges the elements in the lexicographic order given by the mixed radix representation with respect to the weight vector \([4,2,1]\), associated with the basis vector \([3,2,2] \) (fourth row). In the third row, we have the horizontal representation of the permutation \( \bar{\sigma} \).

Remark 3.9. In the tree representation that we adopt, the permutation on the \( N \) elements of the \( m \)-th level of \( T_{n_1,n_2,\ldots,n_m} \) induced by \( \sigma = (1\ 2\ \ldots\ \ m) \) has the following geometrical interpretation. Consider the \( N^m' = \prod_{i=1}^{m-1} n_i \) subtrees of depth 1 and size \( n_m \) constituting the last level of the tree, and rooted at the vertices of the \( (m - 1) \)-st level of \( T_{n_1,n_2,\ldots,n_m} \). If we identify such vertices with the set of words \( \{x_1 \ldots x_{m-1} : x_j \in X_j\} \), these subtrees can be naturally denoted by \( T_{x_1 \ldots x_{m-1}} \). Then, the new order given by the permutation \( \bar{\sigma} \) associated with the shuffling matrix \( P_{n_1,n_2,\ldots,n_m}^{(1\ 2\ \ldots\ m)} \) is obtained by starting from 0\(^m\), which is the first vertex of \( T_{0^{m-1}} \), corresponding to the integer 0 in the lexicographic order, and then performing jumps of size \( n_m \). In this way, we are consecutively reaching the first vertex of the second subtree \( T_{0^{m-2}} \), then the first vertex of the third subtree \( T_{0^{m-2}} \) and so on until we reach the first vertex of the last subtree \( T_{n_1-1,\ldots,n_m-1} \). After that, we pass to the second vertex of the first subtree \( T_{0^{m-1}} \), then to the second vertex of the second subtree \( T_{0^{m-1}} \) and so on by using the same method until we reach the last vertex of the last subtree. See, for instance, Figure 4 where we have \( n_1 = n_2 = 2, n_3 = 3 \) and \( \sigma = (1\ 2\ 3) \). This geometrical interpretation can be extended to the permutation associated with any \( \sigma \in \text{Sym}(m) \), by considering subtrees rooted at higher levels.

One can ask whether the action of the permutations of \( \text{Sym}(N) \) induced by the permutations \( \sigma \in \text{Sym}(m) \) have fixed points, that is, if there exists some integer \( x \in \{0,1,\ldots,N-1\} \) satisfying \( \bar{\sigma}(x) = x \), for every \( \sigma \in \text{Sym}(m) \).

Proposition 3.10. Let \( T_{n_1,\ldots,n_m} \) be the rooted tree with branch indices \((n_1,\ldots,n_m)\). Then, for every \( \sigma \in \text{Sym}(m) \), the integers \( \overline{x_0} = 0 \) and \( \overline{x_{N-1}} = N-1 \) are fixed points. Moreover,
in the homogeneous case where \( n_i = n \) for each \( i = 1, \ldots, m \), there are exactly \( n \) points which are fixed by any permutation \( \sigma \in \text{Sym}(m) \): they are given by the constant expansions 
\[
\bar{x}_0 = \underbrace{0 \ldots 0}_m, \quad \bar{x}_1 = \underbrace{1 \ldots 1}_m, \ldots, \bar{x}_{n-1} = \underbrace{n-1 \ldots n-1}_m.
\]

**Proof.** Order the integers from 0 to \( N - 1 \) in the lexicographic order induced by the mixed radix representation with respect to the weight vector \([u_{m-1}, u_{m-2}, \ldots, u_0]\). We know that the image of the vertex of the \( m \)-th level of \( T_{n_1, \ldots, n_m} \), which is identified with the integer 
\[
x = x_1 n_2 \cdots n_m + x_2 n_3 \cdots n_m + \cdots + x_{m-1} n_m + x_m
\]
is
\[
\tilde{\sigma}(x) = x_{\sigma^{-1}(1)} n_{\sigma^{-1}(2)} \cdots n_{\sigma^{-1}(m)} + x_{\sigma^{-1}(2)} n_{\sigma^{-1}(3)} \cdots n_{\sigma^{-1}(m)} + \cdots + x_{\sigma^{-1}(m-1)} n_{\sigma^{-1}(m)} + x_{\sigma^{-1}(m)}.
\]
In particular, for the integer 0, we have \( x_i = 0 \) for each \( i = 1, \ldots, m \), so that \( \tilde{\sigma}(0) = 0 \); similarly, for the integer \( N - 1 \), we have \( x_i = n_i - 1 \) for each \( i = 1, \ldots, m \), so that \( \tilde{\sigma}(N - 1) = N - 1 \).

In the homogeneous case, we have
\[
x = \sum_{i=1}^{m} x_i n^{m-i} \quad \tilde{\sigma}(x) = \sum_{i=1}^{m} x_{\sigma^{-1}(i)} n^{m-i}.
\]
Therefore, for every \( h = 0, \ldots, n - 1 \), the integer \( x = h \sum_{i=0}^{m-1} n^i = h \frac{u_{m-1}}{n-1} = h \frac{N-1}{n-1} \) corresponding to the constant expansions \( x_i = h \) for each \( i = 1, \ldots, m \), is a fixed point for every \( \sigma \in \text{Sym}(m) \).

**Remark 3.11.** Observe that, in general, there may be nontrivial fixed points even in the non homogeneous case. For instance, if we choose \( n_1 = n_3 = 2, n_2 = 3 \) and \( \sigma = (1\ 3) \in \text{Sym}(3) \) as in Remark 3.5, then the integers 2, 4, 7, 9 are fixed by the permutation \( \tilde{\sigma} \) associated with the matrix \( P_{2,3,2}^{(13)} \).

### 3.2. The conjugacy property.

In this section, we provide a generalization of Theorem 6 of [8] and Proposition 1 of [16], showing that the shuffling matrices that we have defined in Section 3.1 are able to rearrange the factors of an iterated Kronecker product of \( m \) matrices, according with any new order induced by a permutation \( \sigma \in \text{Sym}(m) \).

**Theorem 3.12.** For each \( i = 0, 1, \ldots, m - 1 \), let \( A_i = (a_i(p, q))_{p=0, \ldots, r_i-1 \atop q=0, \ldots, c_i-1} \in \mathcal{M}_{r_i \times c_i}(\mathbb{R}) \) and let \( \sigma \in \text{Sym}(m) \). Put 
\[
L = \sum_{i_j = 0, \ldots, r_j-1 \atop j = 0, \ldots, m-1} E_{r_{\sigma^{-1}(0)} \times r_0}^{i_{\sigma^{-1}(0)} j_0} \otimes E_{r_{\sigma^{-1}(1)} \times r_1}^{i_{\sigma^{-1}(1)} j_1} \otimes \cdots \otimes E_{r_{\sigma^{-1}(m-1)} \times r_{m-1}}^{i_{\sigma^{-1}(m-1)} j_{m-1}}
\]
and
\[
R = \sum_{j_h = 0, \ldots, c_h-1 \atop h = 0, \ldots, m-1} E_{c_{\sigma^{-1}(0)} \times c_0}^{j_{\sigma^{-1}(0)}} \otimes E_{c_{\sigma^{-1}(1)} \times c_1}^{j_{\sigma^{-1}(1)}} \otimes \cdots \otimes E_{c_{\sigma^{-1}(m-1)} \times c_{m-1}}^{j_{\sigma^{-1}(m-1)}}.
\]

Then
\[
(4) \quad L \cdot (A_0 \otimes A_1 \otimes \cdots \otimes A_{m-1}) \cdot R = A_{\sigma^{-1}(0)} \otimes A_{\sigma^{-1}(1)} \otimes \cdots \otimes A_{\sigma^{-1}(m-1)}.
\]
Proof. We will prove our claim by explicitly computing the entry \((p, q)\) of the matrices in both members of (4). Let
\[
p = \sum_{\ell=0}^{m-2} p_{\ell}r_{\sigma^{-1}(\ell+1)} \cdots r_{\sigma^{-1}(m-1)} + p_{m-1}
\]
and
\[
q = \sum_{\ell=0}^{m-2} q_{\ell}c_{\sigma^{-1}(\ell+1)} \cdots c_{\sigma^{-1}(m-1)} + q_{m-1}
\]
be the mixed radix representation of the integers \(R\) and \((p, q)\), respectively. Then it follows from the definition of Kronecker product that the entry \((p, q)\) of the matrix on the right-hand member of (4) is equal to
\[
(5) \quad a_{\sigma^{-1}(0)}(p_0, q_0) \cdot a_{\sigma^{-1}(1)}(p_1, q_1) \cdots a_{\sigma^{-1}(m-1)}(p_{m-1}, q_{m-1}).
\]
On the other hand, for the matrix on the left-hand member of (4) the entry \((p, q)\) is given by
\[
\sum_{k=0}^{\prod_{i=0}^{m-1} r_i - 1} \sum_{z=0}^{\prod_{i=0}^{m-1} c_i - 1} L(p, k)A(k, z)R(z, q),
\]
by definition of standard matrix multiplication. Here, we put \(A = A_0 \otimes A_1 \otimes \cdots \otimes A_{m-1}\). Notice that there exists a unique value \(k\) such that the entry \(L(p, k)\) is nonzero. By definition of the matrix \(L\), such a value \(\tilde{k}\) is equal to
\[
\tilde{k} = p_{\sigma(0)}r_1 \cdots r_{m-1} + p_{\sigma(1)}r_2 \cdots r_{m-1} + \cdots + p_{\sigma(m-2)}r_{m-1} + p_{\sigma(m-1)}.
\]
Similarly, it follows from the definition of the matrix \(R\) that the unique value of \(z\) such that the entry \(R(z, q)\) is nonzero is given by
\[
\tilde{z} = q_{\sigma(0)}c_1 \cdots c_{m-1} + q_{\sigma(1)}c_2 \cdots c_{m-1} + \cdots + q_{\sigma(m-2)}c_{m-1} + q_{\sigma(m-1)}.
\]
More specifically, we have \(L(p, \tilde{k}) = R(\tilde{z}, q) = 1\), so that the entry \((p, q)\) of the matrix on the left-hand member of (4) reduces to
\[
(6) \quad A(\tilde{k}, \tilde{z}) = a_0(p_{\sigma(0)}, q_{\sigma(0)}) \cdot a_1(p_{\sigma(1)}, q_{\sigma(1)}) \cdots a_{m-1}(p_{\sigma(m-1)}, q_{\sigma(m-1)}).
\]
The claim follows, if we observe that the expressions (5) and (6) coincide. \(\square\)

In the square case, we get the following conjugacy result.

Theorem 3.13. For each \(i = 0, 1, \ldots, m - 1\), let \(A_i \in \mathcal{M}_{n_i \times n_i} (\mathbb{R})\), and let \(\sigma \in \text{Sym}(m)\).
Put
\[
L = \sum_{i_j=0, \ldots, n_j-1 \atop j=0, \ldots, m-1} E_{n_0 \times n_0}^{i_0} E_{n_1 \times n_1}^{i_1} \cdots E_{n_{m-1} \times n_{m-1}}^{i_{m-1}}.
\]
Then
\[ L \cdot (A_0 \otimes A_1 \otimes \cdots \otimes A_{m-1}) \cdot L^{-1} = A_{\sigma^{-1}(0)} \otimes A_{\sigma^{-1}(1)} \otimes \cdots \otimes A_{\sigma^{-1}(m-1)}. \]

**Proof.** It suffices to take into account that any permutation matrix \( P \) is an orthogonal matrix, that is, its inverse coincides with its transpose. In formulae, we have \( P^T = P^{-1} \). Now we can observe that, if each matrix \( A_i \) is a square matrix, then the matrices \( L \) and \( R \) in Theorem 3.12 satisfy the equality \( R = L^T = L^{-1} \), because of the linearity of the transposition and of the properties of the Kronecker product. The claim follows. \( \square \)

In the case \( m = 2 \), when \( \sigma \) is the nontrivial permutation of the group \( Sym(2) \), we get the following results, recovering Theorem 6 in [8] and Proposition 1 in [16].

**Corollary 3.14.** Let \( A_0 \in M_{r_0 \times c_0}(\mathbb{R}) \) and \( A_1 \in M_{r_1 \times c_1}(\mathbb{R}) \). Put
\[
L = \sum_{i_0=0, \ldots, r_0-1}^{r_1} \sum_{i_1=0, \ldots, r_1-1}^{r_1} E_{r_1 \times r_0}^{i_1, i_0} \otimes E_{r_0 \times r_1}^{i_0, i_1}, \quad R = \sum_{j_0=0, \ldots, c_0-1}^{c_1} \sum_{j_1=0, \ldots, c_1-1}^{c_1} E_{c_0 \times c_1}^{j_0, j_1} \otimes E_{c_1 \times c_0}^{j_1, j_0}.
\]

Then
\[ L \cdot (A_0 \otimes A_1) \cdot R = A_1 \otimes A_0. \]
Moreover, if \( A_0 \) and \( A_1 \) are square matrices of size \( n_0 \) and \( n_1 \), respectively, we have
\[ C \cdot (A_0 \otimes A_1) \cdot C^{-1} = A_1 \otimes A_0, \]
with
\[ C = \sum_{i_0=0, \ldots, n_0-1}^{n_1} \sum_{i_1=0, \ldots, n_1-1}^{n_1} E_{n_1 \times n_0}^{i_1, i_0} \otimes E_{n_0 \times n_1}^{i_0, i_1}. \]

4. **Groups generated by shuffling permutations**

Perfect shuffles naturally appear in group theory. Suppose we have a deck of \( 2n \) cards and we want to perfectly shuffle it: first divide the deck in half and then interleave the two parts. If we number the cards from 0 to \( 2n - 1 \), we can choose that the first card on the top, after performing the shuffle, is 0 or \( n \). This gives rise to two different permutations of the set of the \( 2n \) cards. Diaconis, Graham and Kantor studied in [9] the structure of the subgroup of \( Sym(2n) \) generated by the two perfect shuffles described above. They gave a complete classification of such groups depending on \( n \). Medvendoff and Morrison [15] generalized the problem of determining the subgroup of the symmetric group generated by the shuffles in the case in which the deck of cards is divided into several equal piles that can be permuted. Golomb [13] studied the subgroup \( K \) of \( Sym(2n) \) generated by the shuffle together with the permutation induced by the usual cut of a deck of \( 2n \) cards (i.e., placing the top card on the bottom), showing that \( K = Sym(2n) \).
In what follows, we are interested in a similar problem (see also [17] for an analogous investigation). We consider the subgroup $K_{n_1,n_2,\ldots,n_m}$ of $\text{Sym}(N)$ generated by the permutations $\{\tilde{\sigma} : \sigma \in \text{Sym}(m)\}$, in formulae:

$$K_{n_1,n_2,\ldots,n_m} = \langle \tilde{\sigma} : \sigma \in \text{Sym}(m) \rangle \leq \text{Sym}(N).$$

Notice that $K_{n_1,n_2,\ldots,n_m}$ is always a proper subgroup of $\text{Sym}(N)$, since it fixes 0 and $N-1$. This also implies:

$$[\text{Sym}(N) : K_{n_1,n_2,\ldots,n_m}] \geq N(N-1).$$

Clearly, the permutations generating the subgroup $K_{n_1,n_2,\ldots,n_m}$ depend on the order of the branch indices $(n_1,\ldots,n_m)$, as shown in Remark 3.5. In particular, for any reorder $(n_i,\ldots,n_m)$ of the indices $(n_1,\ldots,n_m)$, we get a subgroup of $\text{Sym}(N)$. Notice that any reorder can be described by using a suitable permutation of $\text{Sym}(m)$: i.e., there exists $\sigma \in \text{Sym}(m)$ such that

$$(n_i,\ldots,n_m) = (n_{\sigma^{-1}(1)},n_{\sigma^{-1}(2)},\ldots,n_{\sigma^{-1}(m)}).$$

There are two interesting cases to be treated: the first one in which the branch indices are equal (homogeneous case), the second in which not all the branch indices coincide and we let them to be reordered (non homogeneous case). Surprisingly, in the non homogeneous case it turns out that the generated subgroup depends only on the branch indices and is independent from their order. These results enables us to give the description of the subgroup $K_{n,\ldots,n}$ in the homogeneous case.

The key ingredient of our claim is the following result about shuffling matrices, that can be seen as a generalization of Theorem 5 in [8].

**Proposition 4.1.** Let $T_{n_1,n_2,\ldots,n_m}$ be the tree with branch indices $(n_1,n_2,\ldots,n_m)$, and let $\sigma,\tau \in \text{Sym}(m)$. Then

$$P_{n_1,n_2,\ldots,n_m}^{\tau} \cdot P_{n_1,n_2,\ldots,n_m}^{\sigma} = P_{n_1,n_2,\ldots,n_m}^{\sigma \cdot \tau}.$$ 

**Proof.** We have

$$P_{n_1,n_2,\ldots,n_m}^{\tau} \cdot P_{n_1,n_2,\ldots,n_m}^{\sigma} = \sum_{i_1,\ldots,i_m} E^{i_{\sigma^{-1}(1)} \otimes \cdots \otimes E^{i_{\sigma^{-1}(m)}}}_{i_{\tau^{-1}(1)} \otimes \cdots \otimes E^{i_{\tau^{-1}(m)}}_{i_{\tau^{-1}(1)},\ldots,i_{\tau^{-1}(m)}}}_{n_{\sigma^{-1}(1)} \times \cdots \times n_{\sigma^{-1}(m)}} \cdot$$

$$\sum_{j_1,\ldots,j_m} E^{j_{\sigma^{-1}(1)} \otimes \cdots \otimes E^{j_{\sigma^{-1}(m)}}}_{n_{\tau^{-1}(1)} \times \cdots \times n_{\tau^{-1}(m)}}_{i_1,\ldots,i_m}.$$ 

According to Lemma 2.2, the claim follows. \qed
The previous proposition asserts that, if we reorder the branch indices in the form 
\((n_{\sigma^{-1}(1)}, n_{\sigma^{-1}(2)}, \ldots, n_{\sigma^{-1}(m)})\), then any permutation \(\tau \in \text{Sym}(m)\) induces a permutation of the \(m\)-th level of \(T_{n_{\sigma^{-1}(1)}, n_{\sigma^{-1}(2)}, \ldots, n_{\sigma^{-1}(m)}}\) that can be expressed in terms of permutations of the \(m\)-th level of \(T_{n_1, n_2, \ldots, n_m}\). From this analysis we deduce the following corollary.

**Corollary 4.2.** Let \(T_{n_1, n_2, \ldots, n_m}\) be the tree with branch indices \((n_1, n_2, \ldots, n_m)\), and let \(\sigma \in \text{Sym}(m)\). Then

\[
(P_{n_1, n_2, \ldots, n_m}^\sigma)^{-1} = (P_{n_1, n_2, \ldots, n_m}^\sigma)^T = P_{n_{\sigma^{-1}(1)}, n_{\sigma^{-1}(2)}, \ldots, n_{\sigma^{-1}(m)}}^\sigma
\]

The following theorem holds.

**Theorem 4.3.** For any \(\sigma \in \text{Sym}(m)\) the subgroups \(K_{n_1, n_2, \ldots, n_m}\) and \(K_{n_{\sigma^{-1}(1)}, n_{\sigma^{-1}(2)}, \ldots, n_{\sigma^{-1}(m)}}\) of \(\text{Sym}(N)\) coincide.

**Proof.** Let \(\sigma \in \text{Sym}(m)\) be the permutation inducing the reorder of the branch indices \((n_{\sigma^{-1}(1)}, n_{\sigma^{-1}(2)}, \ldots, n_{\sigma^{-1}(m)})\). We have to prove that, given any \(\tilde{\tau} \in K_{n_{\sigma^{-1}(1)}, n_{\sigma^{-1}(2)}, \ldots, n_{\sigma^{-1}(m)}}\), which is the permutation of the vertices of the \(m\)-th level of \(T_{n_{\sigma^{-1}(1)}, n_{\sigma^{-1}(2)}, \ldots, n_{\sigma^{-1}(m)}}\) induced by \(\tau \in \text{Sym}(m)\), one has \(\tilde{\tau} \in K_{n_1, n_2, \ldots, n_m}\). This shows that all the generators of \(K_{n_{\sigma^{-1}(1)}, n_{\sigma^{-1}(2)}, \ldots, n_{\sigma^{-1}(m)}}\) are contained in \(K_{n_1, n_2, \ldots, n_m}\), and, since \(\sigma \in \text{Sym}(m)\) is arbitrary, the groups \(K_{n_{\sigma^{-1}(1)}, n_{\sigma^{-1}(2)}, \ldots, n_{\sigma^{-1}(m)}}\) coincide for all \(\sigma \in \text{Sym}(m)\).

The action of \(\tilde{\tau}\) can be represented by the matrix \(P_{n_1, n_2, \ldots, n_m}^\tau\). By Proposition 4.1 one has

\[
P_{n_{\sigma^{-1}(1)}, n_{\sigma^{-1}(2)}, \ldots, n_{\sigma^{-1}(m)}}^\tau = P_{n_1, n_2, \ldots, n_m}^\tau \cdot (P_{n_1, n_2, \ldots, n_m}^\sigma)^{-1}
\]

The matrices on the right-hand side of Equation (7) correspond to the permutations \(\tilde{\tau} \sigma, \sigma^{-1}\) of \(K_{n_1, n_2, \ldots, n_m}\) associated with \(\tau \sigma, \sigma^{-1} \in \text{Sym}(m)\). In particular, \(\tilde{\tau} \in K_{n_1, n_2, \ldots, n_m}\).

The proof follows from the arbitrariness of \(\sigma\) and \(\tau\).

**Remark 4.4.** It is worth mentioning here that, in general, the map associating \(\tilde{\sigma}\) to \(\sigma\) is not an homomorphism from \(\text{Sym}(m)\) to \(K_{n_1, n_2, \ldots, n_m}\). This can be explicitly noticed in Example 4.5 (for instance, not all permutations induced by transpositions are of order two). As Corollary 4.1 shows, the non homogeneity of the tree \(T_{n_{\sigma^{-1}(1)}, n_{\sigma^{-1}(2)}, \ldots, n_{\sigma^{-1}(m)}}\) produces an obstruction to that. This can be interpreted as follows: from Proposition 4.1, by applying a permutation \(\sigma\), we pass from the lexicographic order of the \(m\)-th level of the tree \(T_{n_1, n_2, \ldots, n_m}\) to a new order of the elements of the \(m\)-th level that must be considered in the tree \(T_{n_{\sigma^{-1}(1)}, n_{\sigma^{-1}(2)}, \ldots, n_{\sigma^{-1}(m)}}\). This implies that the homomorphism does not hold because the structure on which we act is changed.

**Example 4.5.** Let \(m = 3\) and \(n_1 = n_2 = 2\) and \(n_3 = 3\), so that, we have \(N = 12\). Then one can check that:

- \((1 2) = (0)(1)(2)(3 6)(4 7)(5 8)(9)(10)(11);\)
• \( \widetilde{(1\ 3)} = (0)(1\ 4\ 6)(2\ 8\ 9\ 3)(5\ 10\ 7)(11) \);
• \( \widetilde{(2\ 3)} = (0)(1\ 2\ 4\ 3)(5)(6)(7\ 8\ 10\ 9)(11) \);
• \( \widetilde{(1\ 2\ 3)} = (0)(1\ 4\ 5\ 9\ 3)(2\ 8\ 10\ 7\ 6)(11) \);
• \( \widetilde{(1\ 3\ 2)} = (0)(1\ 2\ 4\ 8\ 5\ 10\ 9\ 7\ 3\ 6)(11) \).

In this case, by using GAP we found that \( K_{2,2,3} \simeq C_2 \times ((C_2 \times C_2 \times C_2 \times C_2) \rtimes A_5) \rtimes C_2 \) is a subgroup of order 3840 in \( Sym(12) \).

On the other hand, we get a precise description in the homogeneous case.

**Corollary 4.6.** The group \( K_{n,\ldots,n} \) is isomorphic to \( Sym(m) \).

**Proof.** Let \( \phi : Sym(m) \to M_{N \times N}(\mathbb{R}) \) be the map defined by \( \phi(\sigma) = P_\sigma^{n,\ldots,n} \). Clearly if \( \sigma \) is not trivial it induces a permutation matrix \( P_\sigma^{n,\ldots,n} \) that is not the identity matrix. Proposition 4.1 shows that this map is a homomorphism. This implies that \( \phi \) is an isomorphism. The claim follows by observing that the group \( \phi(Sym(m)) \) is isomorphic to \( K_{n,\ldots,n} \). \[ \square \]

**Remark 4.7.** In the homogeneous case, one can give an easy interpretation of the group \( K_{n,\ldots,n} \simeq Sym(m) \). Given a permutation \( \sigma \in Sym(m) \), one can easily deduce from the mixed radix representation that the corresponding permutation \( \tilde{\sigma} \in Sym(N) \) acts on the set of words of length \( m \) over the alphabet \( \{0, 1, \ldots, n-1\} \) by permuting their coordinates. More precisely
\[
\tilde{\sigma}(x_1 \ldots x_m) = x_{\sigma^{-1}(1)} \ldots x_{\sigma^{-1}(m)}.
\]

From this fact, it also follows an alternative proof of Corollary 4.6. Notice that such an interpretation does not hold in the general case: if we exchange \( x_i \) and \( x_j \) by the transposition \( (i\ j) \) it may happen that \( n_i \neq n_j \) and so the word \( x_1 \ldots x_{i-1}x_jx_{i+1} \ldots x_{j-1}x_ix_{j+1} \ldots x_m \) represents no element of the \( m \)-th level of \( T_{n_1,n_2,\ldots,n_m} \).

4.1. **The case of perfect shuffles.** There is another way to describe shuffles that can be considered. Let \( N = \prod_{i=1}^{m} n_i \) and let \( \mathbb{Z}_{N-1} \) be the ring of integers modulo \( N - 1 \). Notice that if \( N = N' \times n_m \), with \( N' = \prod_{i=1}^{m-1} n_i \) the perfect shuffle on \( N \) can be obtained by reordering the \( N \) elements \( \{0, 1, \ldots, N - 1\} \) in such a way that 0 is the first, and then we perform the sum with \( n_m \) modulo \( (N - 1) \) (see Proposition 3.4 and Remark 3.9). This means that the new order induced by the shuffle corresponds to the horizontal representation
\[
0, n_m \mod N - 1, 2n_m \mod N - 1, \ldots, N - 1.
\]

We denote by \( Sh_{n_m} \) such operation. In the setting described in the previous sections, this corresponds to act by the permutation \( \tilde{\sigma} \) induced by \( \sigma = (1\ 2\ \ldots\ m) \in Sym(m) \) on the rooted tree \( T_{n_1,n_2,\ldots,n_m} \), so that the new order can be regarded as the horizontal representation of the permutation \( \tilde{\sigma} \) (see Proposition 3.1 and Example 3.2).
For any \( k = 1, \ldots, N - 2 \), we can more generally define the operation \( Sh_k \) in an analogous way, just by performing the sum with \( k \) modulo \( N - 1 \). Notice that \( Sh_1 \) is the identity permutation on the set \( \{0, 1, \ldots, N - 1\} \). We want to study the cases in which the reordering of the \( N \) elements gives rise to a permutation of them, which fixes the first and the last elements (0 and \( N - 1 \)). Notice that this happens if and only if starting from 0 and considering its orbit under \( Sh_k \) we do find \( N - 1 \) distinct elements. The following simple result clarifies when this operation gives rise to a permutation.

**Lemma 4.8.** The orbit of 0 under the action of \( Sh_k \) contains \( N - 1 \) elements if and only if \( (k, N - 1) = 1 \).

**Proof.** It suffices to consider that the orbit of 0 under the action of \( Sh_k \) contains \( N - 1 \) elements if and only if \( k \) is a generator of the additive group \( \mathbb{Z}_{N-1} \). □

**Remark 4.9.** The perfect shuffle of Proposition 3.1 is obtained by setting \( k = n_m \). It is clear, in this case, that \( (n_m, N - 1) = 1 \).

The previous lemma states that only the \( Sh_k \)'s, with \( k \) coprime to \( N - 1 \), give rise to permutations of \( N \) elements. In the group theoretical view of the shuffle, one can ask what is the subgroup of \( Sym(N) \) generated by the permutations \( Sh_k \), where \( (k, N - 1) = 1 \). We denote such a group by \( G_{Sh,N} \). We have the following description.

**Proposition 4.10.** Let \( \mathbb{Z}_{N-1}^\times \) be the multiplicative subgroup of the invertible elements in \( \mathbb{Z}_{N-1} \). Then

\[
G_{Sh,N} \cong \mathbb{Z}_{N-1}^\times
\]

**Proof.** First notice that \( Sh_k \) acts on the ordered set \( \{0, 1, \ldots, N - 2\} \) by performing the multiplication by \( k \) modulo \( N - 1 \). In fact, the order induced by \( Sh_k \) is given by

\[
0, k \mod N - 1, 2k \mod N - 1, \ldots, (N - 2)k \mod N - 1
\]

which is exactly the multiplication by \( k \) in \( \mathbb{Z}_{N-1} \). Therefore, we can construct a map \( \phi : \mathbb{Z}_{N-1}^\times \to G_{Sh,N} \) such that \( \phi(k) = Sh_k \). Let us prove that \( \phi \) is an isomorphism by showing that it is an injective homomorphism. We have that \( \phi(hk) = Sh_{hk} \) is the multiplication by \( hk \) modulo \( N - 1 \). On the other hand \( \phi(h)\phi(k) \) is the multiplication by \( k \) modulo \( N - 1 \), followed by the multiplication by \( h \) modulo \( N - 1 \). The equality holds since

\[
hk \cdot x \mod (N - 1) = h \cdot (kx \mod (N - 1)) \mod (N - 1).
\]

It is moreover clear that \( \phi \) is injective, since the only action fixing everything is that induced by \( Sh_1 = \phi(1) \). □

As a consequence, we have \( |G_{Sh,N}| = |\mathbb{Z}_{N-1}^\times| = \varphi(N - 1) \), where \( \varphi \) denotes the Euler function.

**Example 4.11.** For \( N = 8 \) (see Table 1) and \( N = 15 \) (see Table 2), the groups \( \mathbb{Z}_7^\times \) and \( \mathbb{Z}_{14}^\times \) are both isomorphic to the cyclic group of 6 elements.
Table 1. The permutations induced by $Sh_k$ for $N = 8$.

$$
\begin{array}{ccccccccccccc}
N = 8 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\
Sh_1 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\
Sh_2 & 0 & 2 & 4 & 6 & 1 & 3 & 5 & 7 \\
Sh_3 & 0 & 3 & 6 & 2 & 5 & 1 & 4 & 7 \\
Sh_4 & 0 & 4 & 1 & 5 & 2 & 6 & 3 & 7 \\
Sh_5 & 0 & 5 & 3 & 1 & 6 & 4 & 2 & 7 \\
Sh_6 & 0 & 6 & 5 & 4 & 3 & 2 & 1 & 7 \\
\end{array}
$$

Table 2. The permutations induced by $Sh_k$ for $N = 15$.

$$
\begin{array}{ccccccccccccccc}
N = 15 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 \\
Sh_1 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 \\
Sh_3 & 0 & 3 & 6 & 9 & 12 & 1 & 4 & 7 & 10 & 13 & 2 & 5 & 8 & 11 & 14 \\
Sh_5 & 0 & 5 & 10 & 1 & 6 & 11 & 2 & 7 & 12 & 3 & 8 & 13 & 4 & 9 & 14 \\
Sh_9 & 0 & 9 & 4 & 13 & 8 & 3 & 12 & 7 & 2 & 11 & 6 & 1 & 10 & 5 & 14 \\
Sh_11 & 0 & 11 & 8 & 5 & 2 & 13 & 10 & 7 & 4 & 1 & 12 & 9 & 6 & 3 & 14 \\
Sh_{13} & 0 & 13 & 12 & 11 & 10 & 9 & 8 & 7 & 6 & 5 & 4 & 3 & 2 & 1 & 14 \\
\end{array}
$$

**Remark 4.12.** We address now the question about which permutations of type $Sh_k$ can be obtained by our shuffling matrix construction introduced in Section 3. If $N = n_1 \cdots n_m$, we have defined the shuffles $Sh_k$ where $(k, N - 1) = 1$. Notice that, each factor of $N$ is coprime to $N - 1$ and so it is an element of $\mathbb{Z}_{N-1}^\times$. Suppose that $N = hk$, with $h, k \neq 1$, then by considering an opportune rooted tree $T$ whose last level has branch index $k$ (actually, it is enough to consider the tree $T_{h,k}$ of depth 2 with branch indices $(h, k)$) we have that the permutation of $\text{Sym}(N)$ given by $Sh_k$ coincides with the perfect shuffle induced on the tree by choosing the cyclic permutation $\sigma = (1 2 \ldots)$ whose length is the depth of $T$. On the other hand, if $k$ is not a factor of $N$, but it is coprime to $N - 1$, then $Sh_k$ induces a permutation that cannot be represented through a shuffling matrix acting on $N$ elements, as defined in Section 3.

### 5. An application to the Discrete Fourier Transform

The Discrete Fourier Transform (DFT) is extensively used in a large number of fields, going from Pure mathematics (Number theory, Harmonic analysis, Partial Differential Equations) to several applications (Digital signal processing, including speech analysis and radar, or Image processing). The basic setting of finite Fourier analysis is represented by the multiplicative group $\mathbb{Z}_N^\times$ consisting of the $N$-th roots of the unity. Such group is the natural discrete approximation of the circle, as $N$ goes to infinity, and for this reason it is a very good candidate for the storage of information of any function on the circle, and for all the numerical applications involving Fourier series.

One of the most largely used way to compute the DFT is by means of the so called discrete Fourier transform matrix, which is a particular example of a Vandermonde matrix. Recall that the Vandermonde matrix $V(a_1, \ldots, a_N)$ is defined as the square matrix of size $N$ given
By
\[
V(a_1, \ldots, a_N) = \begin{pmatrix}
1 & 1 & \cdots & 1 \\
a_1 & a_2 & \cdots & a_N \\
a_1^2 & a_2^2 & \cdots & a_N^2 \\
\vdots & \vdots & \ddots & \vdots \\
a_1^{N-1} & a_2^{N-1} & \cdots & a_N^{N-1}
\end{pmatrix}.
\]

For each \( N \in \mathbb{N} \), the \( N \times N \) discrete Fourier transform matrix is defined to be the matrix
\[
F_N(\omega) = (f_{ij})_{i,j=0,\ldots,N-1},
\]
with
\[
f_{ij} = \omega^{ij}, \quad i, j = 0, 1, \ldots, N-1; \quad \omega = \exp \left( \frac{2\pi i}{N} \right).
\]

Then it can be easily seen that \( F_N(\omega) = V(1, \omega, \omega^2, \ldots, \omega^{N-1}) \). The DFT of an \( N \)-vector \( x = (x_0, x_1, \ldots, x_{N-1})^T \) is the vector \( y = (y_0, y_1, \ldots, y_{N-1})^T \) defined by the formula
\[
y_j = \sum_{k=0}^{N-1} x_k \omega^{jk}, \quad 0 \leq j \leq N-1,
\]
that is, by performing the standard multiplication \( y = F_N(\omega)x \).

The problem which naturally arises in numerical analysis, is to determine an algorithm minimizing the amount of time it takes a computer to calculate the Fourier coefficients of a given function on \( \mathbb{Z}(N) \). The Fast Fourier Transform (FFT) is a method developed with the aim of calculating efficiently such coefficients. For this reason, many numerical algorithms implementing the DFT usually employ FFT algorithms. In particular, the situation is quite interesting in the case \( N = 2^n \), since the computations of the Fourier coefficients in this case uses the fact that an induction in \( n \) requires only \( \log N \) steps to go from \( N = 1 \) to \( N = 2^n \), saving time in the practical applications. Roughly speaking, an FFT rapidly computes such coefficients by factorizing the DFT matrix into a product of sparse (mostly zero) blocks. Therefore, it manages to reduce the complexity of computing the DFT from \( O(N^2) \), which arises if one simply applies the definition of DFT, to \( O(N \log N) \), where \( N \) is the data size [3]. For these reasons, Fast Fourier Transforms are ubiquitously used for applications in several branches of Engineering.

In the seminal paper [4] by Cooley and Tukey, the authors start from (8) and map the integers \( j \) and \( k \) bijectively to ordered pairs \((p, q)\), with \( 0 \leq p \leq s-1 \) and \( 0 \leq q \leq r-1 \), with \( N = rs \), replacing (8) by a permuted double summation, showing that the resulting summation can be interpreted as a series of smaller DFT computations. Many variations and generalizations of this construction were obtained in the literature: the best-known FFT algorithms depend on the factorization of \( N \), even if there exist FFTs with \( O(N \log N) \) complexity also for prime \( N \); more general versions of FFT are applicable when \( N \) is composite and not necessarily a power of 2 (see, for instance, the Bluestein algorithm using a convolution approach [18]).

In the paper [16] by Rose, shuffling permutations are applied in the setting of Discrete Fourier Transform. More precisely, Theorem 1 shows the following fundamental identity,
called General radix identity, in the case \( n = rs \):

\[
F_n(\omega)P^r_s = (F_r(\omega^s) \otimes I_s)T^r_s(I_r \otimes F_s(\omega^r)),
\]

with \( T^r_s(\omega) = D_r(D_s(\omega)) \), and

\[
D_s(W) = \text{diag}(W^0, W^1, \ldots, W^{s-1}) = \begin{pmatrix}
W^0 & 0 & \cdots & 0 \\
0 & W^1 & \cdots & \\
& \ddots & \ddots & \ddots \\
& & \ddots & 0 \\
0 & \cdots & 0 & W^{s-1}
\end{pmatrix},
\]

where \( W^i \) denotes the \( i \)-th power of the square matrix \( W \). The Equation (9) is the basis of the Cooley-Tukey FFT and all its commonly used variants. It is easy to see that, in the case \( n = n_1n_2 \), with \( n_2 = 2 \), the identity above can also be rewritten as

\[
F_{2n_1}(\omega)(P_{n_1,2}^{(12)})^T = \begin{pmatrix} F_{n_1}(\omega^2) & D_{n_1}(\omega)F_{n_1}(\omega^2) \\
F_{n_1}(\omega^2) & -D_{n_1}(\omega)F_{n_1}(\omega^2) \end{pmatrix} = \begin{pmatrix} I_{n_1} & D_{n_1}(\omega) \\
I_{n_1} & -D_{n_1}(\omega) \end{pmatrix} \begin{pmatrix} F_{n_1}(\omega^2) & 0 \\
0 & F_{n_1}(\omega^2) \end{pmatrix}.
\]

The aim of this section is to generalize Equation (10) to any setting \( N = n_1n_2 \cdots n_m \), for any permutation \( \sigma \in \text{Sym}(m) \). The main result of this section is contained in the following fundamental theorem.

**Theorem 5.1.** Let \( N = n_1n_2 \cdots n_m \), and let \( P^\sigma_{n_1,n_2,\ldots,n_m} \) be the shuffling matrix defined as in (3), with \( \sigma \in \text{Sym}(m) \). Let \( \tilde{\sigma} \) be the permutation of the elements \( \{0, 1, \ldots, N - 1\} \) induced by \( P^\sigma_{n_1,n_2,\ldots,n_m} \). Put \( \omega = \exp(\frac{2\pi}{N}) \). Then:

\[
F_N(\omega)(P^\sigma_{n_1,n_2,\ldots,n_m})^T = \begin{pmatrix} B_{00} & B_{01} & \cdots & B_{0, n_m-1} \\
B_{10} & B_{11} & \cdots & \vdots \\
& \ddots & \ddots & \ddots \\
& & \ddots & \ddots \\
B_{n_m-1, 0} & B_{n_m-1, 1} & \cdots & B_{n_m-1, n_m-1}
\end{pmatrix}
\]

where, for each \( h, k = 0, \ldots, n_m - 1 \), one has \( B_{hk} = C_{hk}A_h \), with

\[
C_{hk} = \omega^\frac{hn_2}{n_m} \tilde{\sigma}^{-1}(\frac{hn_2}{n_m}) \cdot D_{N/n_m}(\omega^{\tilde{\sigma}^{-1}(\frac{hn_2}{n_m})})
\]

and \( A_h \) is the square matrix of size \( N/n_m \), whose entry \((i, j)\) is equal to \( \omega^{(i + \frac{hn_m}{n_m})\tilde{\sigma}^{-1}(j)} \), for each \( i, j = 0, 1, \ldots, \frac{N}{n_m} - 1 \).

**Proof.** We will prove our claim by showing that the entries \((i, j)\) of the matrices on both the members of (11) coincide. Let

\[
i = i_m n_1 \cdots n_{m-1} + i_1 n_2 \cdots n_{m-1} + \cdots + i_{m-2} n_{m-1} + i_{m-1}
\]

and

\[
j = j_m n_1 \cdots n_{m-1} + j_1 n_2 \cdots n_{m-1} + \cdots + j_{m-2} n_{m-1} + j_{m-1}
\]
be the representations of the integers \(i\) and \(j\), respectively, with respect to the vector basis \([n_m, n_1, n_2, \ldots, n_{m-1}]\). This implies that the entry \((i, j)\) of the matrix on the right-hand member of (11) belongs to the block \(B_{ikm} = C_{ikm}A_{km}\), since each square block \(B_{ik}\) has size \(n_1 \cdot \cdots \cdot n_{m-1}\) by definition. In this case, we have \(\frac{Nk}{n_m} = j_m n_1 \cdots n_{m-1}\), so that 
\[
\tilde{\sigma}^{-1}(Nk/n_m) = j_{\sigma(m)} n_{\sigma(1)} \cdots n_{\sigma(m-1)}
\]
Moreover, the term of the matrix \(D_{N/n_m}(\omega \tilde{\sigma}^{-1}(\frac{Nk}{n_m}))\) contributing to the entry \((i, j)\) of the matrix on the right-hand member of Equation (11) is its \((i n_2 \cdots n_{m-1} + \cdots + i_{m-2} n_{m-1} + i_{m-1})\)-th diagonal entry, given by 
\[
\omega^{i(n_2 \cdots n_{m-1} + \cdots + i_{m-2} n_{m-1} + i_{m-1})j_{\sigma(m)} n_{\sigma(1)} \cdots n_{\sigma(m-1)}}.
\]
Similarly, the entry of \(A_{km}\) contributing to \((i, j)\) is its entry at row \(i n_2 \cdots n_{m-1} + \cdots + i_{m-2} n_{m-1} + i_{m-1}\) and column \(j n_2 \cdots n_{m-1} + \cdots + j_{m-2} n_{m-1} + j_{m-1}\), which is given by 
\[
\omega^{i(n_2 \cdots n_{m-1} + \cdots + i_{m-2} n_{m-1} + i_{m-1})j_{\sigma(1)} n_{\sigma(2)} \cdots n_{\sigma(m-1)} + \cdots + j_{\sigma(m-2)} n_{\sigma(m-1)} + j_{\sigma(m-1)}}
\]
By taking the product of all contributions, we get the following value: 

\[
\sum_{\ell=0}^{N-1} \omega^{i\ell p_{j\ell}}
\]
where \(p_{j\ell}\) denotes the entry \((j, \ell)\) of the matrix \(P_{n_1, n_2, \ldots, n_m}^\sigma\). Now it is clear that there exists a unique index \(\ell\) such that the entry \(p_{j\ell}\) is nonzero. More precisely, the entry \(p_{j\ell}\) is nonzero and equals 1 if and only if 
\[
\ell = j_{\sigma(m)} n_{\sigma(1)} \cdots n_{\sigma(m-1)} + j_{\sigma(1)} n_{\sigma(2)} \cdots n_{\sigma(m-1)} + \cdots + j_{\sigma(m-2)} n_{\sigma(m-1)} + j_{\sigma(m-1)}.
\]
This ensures that the entry \((i, j)\) of the left-hand member of (11) equals 
\[
\omega^{i(j_{\sigma(m)} n_{\sigma(1)} \cdots n_{\sigma(m-1)} + j_{\sigma(1)} n_{\sigma(2)} \cdots n_{\sigma(m-1)} + \cdots + j_{\sigma(m-2)} n_{\sigma(m-1)} + j_{\sigma(m-1)})}
\]
and this completes the proof. \(\square\)

In the case \(\sigma = (1 \ 2 \ \ldots \ m) \in \text{Sym}(m)\), we get the following result.

**Proposition 5.2.** Let \(N = n_1 n_2 \cdots n_m\), and consider the permutation matrix \(P_{n_1, n_2, \ldots, n_m}^{(1 \ 2 \ \ldots \ m)}\). Put \(\omega = \exp \left(\frac{2\pi i}{N}\right)\). Then: 

\[
F_N(\omega) (P_{n_1, n_2, \ldots, n_m}^{(1 \ 2 \ \ldots \ m)})^T = \begin{pmatrix} B_{00} & B_{01} & \cdots & \cdots & B_0 & n_{m-1} \\ B_{10} & B_{11} & \cdots & \cdots & \vdots & \\ \vdots & \vdots & \ddots & \ddots & \vdots & \\ B_{nm-1} 0 & B_{nm-1} 1 & \cdots & \cdots & B_{nm-1} n_{m-1} \end{pmatrix}
\]
where $B_{hk} = \omega^{hk} \cdot D_{N/nm}(\omega^k) \cdot F_{N/nm}(\omega^{nm})$, for every $h, k = 0, \ldots, n_m - 1$.

Proof. It suffices to observe that, in the case $\sigma = (1 \ 2 \ \ldots \ m)$, we have $\tilde{\sigma}^{-1}(\frac{Nk}{n_m}) = k$, and that the entry $(i, j)$ of $A_h$ reduces to $\omega^{(i+\frac{Nj}{n_m})}n_m = \omega^{jn_m}$, since $\tilde{\sigma}^{-1}(j) = jn_m$ in this case. Therefore, the matrix $A_h$ reduces to the matrix $F_{N/nm}(\omega^{nm})$, for every $h$. □

Remark 5.3. Note that, if we put $k = 0$ in Theorem 5.1 then we get $B_{h0} = A_h$, for every $h = 0, \ldots, n_m - 1$. Similarly, if we put $k = 0$ in Proposition 5.2, we get $B_{h0} = F_{N/nm}(\omega^{nm})$, for each $h = 0, \ldots, n_m - 1$.

Moreover, the matrix in Equation (12) can be also reformulated as follows:

$$
\begin{pmatrix}
C_{00} & C_{01} & \cdots & C_{0, n_m - 1} \\
C_{10} & C_{11} & \cdots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
C_{n_m - 1 0} & C_{n_m - 1 1} & \cdots & C_{n_m - 1, n_m - 1}
\end{pmatrix}
\begin{pmatrix}
F_{N/nm}(\omega^{nm}) & 0 & \cdots & 0 \\
0 & F_{N/nm}(\omega^{nm}) & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & F_{N/nm}(\omega^{nm})
\end{pmatrix}
$$

with $C_{hk} = \omega^{hk} D_{N/nm}(\omega^k)$. Notice that, for every $h = 0, \ldots, n_m - 1$, we have $C_{h0} = I_{n_m}$. In particular, for $m = 2$, $n_2 = 2$ and $\sigma = (1 \ 2)$, we obtain Equation (10).

Example 5.4. Let $n_1 = n_2 = 2$ and $n_3 = 3$, so that $N = 12$. Choose the permutation $\sigma = (1 \ 3) \in Sym(3)$. Then we have

$$
P_{2,2,3}^{(1,3)} = \sum_{i=1, \ldots, n_2} E_{3\times2}^{i_1,i_3} \otimes E_{2\times2}^{i_2,i_2} \otimes E_{2\times3}^{i_1,i_3}
$$

$$
= E_{3\times2}^{1,1} \otimes I_2 \otimes E_{2\times3}^{1,1} + E_{3\times2}^{2,1} \otimes I_2 \otimes E_{2\times3}^{1,2} + E_{3\times2}^{3,1} \otimes I_2 \otimes E_{2\times3}^{1,3} + E_{3\times2}^{1,2} \otimes I_2 \otimes E_{2\times3}^{2,1} + E_{3\times2}^{2,2} \otimes I_2 \otimes E_{2\times3}^{2,2} + E_{3\times2}^{3,2} \otimes I_2 \otimes E_{2\times3}^{2,3}.
$$
For $\omega = \exp \left( \frac{2\pi i}{12} \right)$, let $F_{12}(\omega) = (\omega^{ij})_{i,j=0,..,11}$ be the Discrete Fourier Matrix of size 12. Then it holds:

$$F_{12}(\omega)(P_{2,2,3}^{(1,3)})^T = \begin{pmatrix} B_{00} & B_{01} & B_{02} \\ B_{10} & B_{11} & B_{12} \\ B_{20} & B_{21} & B_{22} \end{pmatrix}$$

$$= \begin{pmatrix} 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & \omega^6 & \omega^3 & \omega^9 & \omega^7 & \omega^4 & \omega^{10} & \omega^{11} \\ 1 & \omega^6 & \omega^6 & \omega^2 & \omega^2 & \omega^8 & \omega^8 \\ 1 & \omega^6 & \omega^9 & \omega^3 & \omega^9 & 1 & \omega^6 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & \omega^6 & \omega^6 & \omega^6 & \omega^6 & \omega^6 & \omega^6 & \omega^6 \\ 1 & \omega^6 & \omega^9 & \omega^3 & \omega^9 & 1 & \omega^6 \\ 1 & \omega^6 & \omega^3 & \omega^3 & \omega^9 & \omega^3 & \omega^9 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & \omega^6 & \omega^6 & \omega^6 & \omega^6 & \omega^6 & \omega^6 & \omega^6 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & \omega^6 & \omega^9 & \omega^3 & \omega^9 & 1 & \omega^6 \\ 1 & \omega^6 & \omega^3 & \omega^3 & \omega^9 & \omega^3 & \omega^9 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \end{pmatrix}$$

Here, we have $B_{hh} = C_{hh}A_h$, for all $h, k = 0, 1, 2$, where

$$C_{hh} = \omega^{4h\overline{\sigma}^{-1}(4k)} \cdot D_4(\omega^{9h\overline{\sigma}^{-1}(4k)})$$

and

$$A_0(i, j) = \omega^{i\bar{\sigma}^{-1}(j)} \quad A_1(i, j) = \omega^{i(4+\bar{\sigma}^{-1}(j))} \quad A_2(i, j) = \omega^{i(8+\bar{\sigma}^{-1}(j))}$$

for $i, j = 0, 1, 2, 3$, with $\bar{\sigma}^{-1}(0) = 0; \bar{\sigma}^{-1}(1) = 6; \bar{\sigma}^{-1}(2) = 3; \bar{\sigma}^{-1}(3) = 9$, since $\bar{\sigma} = (0)(1 4 6)(2 8 9 3)(5 10 7)\{11\}$. Observe that, in this special example, we get $A_0 = A_1 = A_2$, what is not true in general.
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