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Abstract. The plethora of digitalized historical document datasets released in recent years has rekindled interest in advancing the field of handwriting pattern recognition. In the same vein, a recently published data set, known as ARDIS, presents handwritten digits manually cropped from 15,000 scanned documents of Swedish church books and exhibiting various handwriting styles. To this end, we propose an end-to-end segmentation-free deep learning approach to handle this challenging ancient handwriting style of dates present in the ARDIS dataset (4-digits long strings). We show that with slight modifications in the VGG-16 deep model, the framework can achieve a recognition rate of 93.2\%, resulting in a feasible solution free of heuristic methods, segmentation, and fusion methods. Moreover, the proposed approach outperforms the well-known CRNN method (a model widely applied in handwriting recognition tasks).\[Cite as: Mengqiao Zhao, Andre G. Hochuli and Abbas Cheddad, End-to-End Approach for Recognition of Historical Digit Strings, to appear in the 16th International Conference on Document Analysis and Recognition (ICDAR 2021), LNCS, Springer, Lausanne, Switzerland.\]
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1 Introduction

Due to the rapid growth of document storage in modern society, handwriting recognition has become an important research branch in the field of machine learning and pattern recognition. In the context of handwriting digit strings recognition (HDSR), there are several application scenarios such as postcode recognition, bank checks, document indexing [3] and word spotting [1,4,14].

Most state-of-the-art approaches focus on the segmentation of connected components, followed by training a model to classify each component. However, the performance collapses when two or more digits are touching. Besides, variant approaches based on multiple segmentation algorithms have been proposed. For such algorithms, to generate a potential segmentation cut, a heuristic analysis
based on background and foreground information, contour, shape, or a combination of these is required to be implemented [26]. The over-segmentation strategy is frequently used to optimize the segmentation of touching components by over-segmenting the string. Although over-segmentation increases the probability of obtaining a plausible segmentation cut, it also increases the computational cost since the hypothesis space expands exponentially with the increase of the segmentation cuts. However, the use of heuristic to deal with touching digits has shown that performance degrades by the presence of noise, fragments, and the lack of context in digit strings, such as a lexicon and the string length.

To better address these issues and to take advantage of deep learning models, segmentation-free methods came to the surface, offering unique capabilities to the research community in the domain [2, 17, 19, 23]. Along this line, the proposed approaches rely on implicit segmentation through a deep model or a set of them. Recently, Hochuli et al. [18] evaluated object recognition models into the HSDR context. For that, a digit string is considered a sequence of objects. The advantage is that these models can encode the background, the shape, and the neighbourhood of digits efficiently. Nonetheless, the annotation of digit bounding boxes (ground-truth) is a drawback when synthetic data are not available. Finally, sequence-to-sequence approaches were proposed resulting in feasible end-to-end models [30] for word strings’ recognition. The primary strategy is to split the input string into fragments to feed a recurrent model (RNN), and then, a transcription layer determines the resulting string. As stated in [18, 23], due to the lack of context, this approach did not achieve outstanding results in HDSR; however, it produces a good trade-off between data annotation, training complexity and accuracy.

An essential aspect of the strategies mentioned above is that most of them have been proposed for modern handwritten digit strings recognition. There is still a lack of approaches in the context of historical (ancient) document recognition. The challenges are different from modern ones, such as paper texture deterioration, noise, ancient handwriting style, ink failure, bleed-through, and the lack of data [20]. Remarkably, the performance of the modern approaches applied to historical document context is a matter of discussion.

Recently, Kusetogullari et al. [20] released to the public the ARDIS dataset, composed of historical handwriting digit strings extracted from the Swedish church record. Their comprehensive analysis reveals that a model trained with modern isolated digits (MNIST, USPS, etc.) fails by a fair margin to correctly encode the isolated digit from ARDIS due to its unique characteristics. However, a comprehensive analysis using the historical digit strings of ARDIS dataset is missing. In light of this, we propose to assess two state-of-the-art approaches by adapting slight modifications into their architecture to better fit the ARDIS digit strings characteristics. Moreover, we introduce data augmentation techniques to represent the classes more efficiently. This work’s resulting analysis eventually proposes a baseline for the ARDIS strings dataset and pin-points, which efforts are needed to implement feasible solutions for historical digit strings recognition. Moreover, it highlights the research gaps for further investigations.
The rest of this document is organized as follows: The related work is presented in Section 2. The assessed approaches are described in Section 3, and then Section 5 provides a discussion around the experiments. Section 6 presents the conclusion and future directions.

2 Related Work

We surveyed the state-of-art and divided the related work into two main categories: (a) Segmentation-based and (b) Segmentation-free approaches. The related work is discussed in the following paragraphs.

Segmentation-based approaches: By segmenting the connected components as much as possible, we attain the concept of over-segmentation, which is the most commonly used strategy. It maximizes the probability of generating the optimal segmentation point. However, as mentioned earlier, it also increases the hypothesis space, resulting in a higher computational cost to classify all the candidates compared with a strategy based on single segmentation.

An implicit filter is proposed by Velasques et al. [32] to reduce the computational cost of over-segmentation, in which a Support Vector Machine (SVM) classifier is used to determine whether the cut produces reliable candidates. The proposed filter succeeded in eliminating up to 83% of unnecessary segmentation cuts in their experimental results.

In Roy et al. [27], a segmentation-based approach is devised to segment out destination address block for postal applications; a review of postal and check processing applications is warranted in [16].

Besides the strategies mentioned above, several segmentation algorithms were proposed in the last decade. Ribas et al. [26] assessed most of them considering their performance, computational cost, touching types, and complexity. This characterization aimed to identify the limitations of the algorithms based on a given pair of touching digits. Moreover, the work reveals that most of the heuristic segmentation strategies are biased towards the characteristic of the dataset’s characteristic under scrutiny; thus, a suitable method that works for all touching types is impractical.

Segmentation-free approaches: To the best of our knowledge, the first attempt along this line was proposed by Matan et al. [22]. A convolutional neural network (CNN) based model is displaced from left to right over the input. The proposed approach is termed SDNN (Space Displacement Neural Network), which reported 66% of correct classification on 3000 images of ZIP Codes. LeCun et al. [21], stated that SDNN is an attractive technique but has not yielded better results than heuristic segmentation methods.

Years later, Choi and Oh [7] presented a modular neural network composed of 100 sub-networks trained to recognize 100 classes of touching digits (00..99). The recognition rate of 1374 pairs of digits extracted from the NIST database reaches 95.3%. A similar concept was presented by Ciresan [10], in which 100-class CNN was trained with 200,000 images reporting a recognition rate of 94.65%.
An image-based sequence recognition was proposed by Shi et al. [29]. The end-to-end framework, named Convolutional Recurrent Neural Network (CRNN), naturally handles sequences in arbitrary lengths without character segmentation or horizontal scale normalization. The approach achieved outstanding performance on recognizing the scene text (text in the wild) and music scores.

To make handwriting digit recognition less dependent on segmentation algorithms, Hochuli et al. [19] proposed a segmentation-free framework based on a dynamic selection of classifiers. The authors postulate that a set of convolutional neural networks trained to (a) predict the size of touching components and (b) specific-task models to recognize up to three touching digits performs better than if the digits were segmented. However, this algorithm’s generalisation to other datasets needs further verification since there is a lack of diversity of the used datasets in the experimental protocol.

Cheng et al. [5] proposed a strategy based on the improved VGG-16 model to overcome the lack of texture features in handwriting digit recognition. The model was examined on the extended MNIST dataset, eventually achieved a high accuracy of 99.97%, which indicates that this VGG-based model has a robust feature extraction ability than traditional classifiers and can meet the requirements of handwriting digits classification and recognition. Besides, a VGG-like model with multiple sub classifiers was built to recognize CAPTCHAs. Although the CAPTCHA images for the test are featured by a lot of noise and touching digits, the model accuracy reached 98.26% without any pre-segmentation.

End-to-end approaches are frequently proposed in recent years, including those tackling writer identification [8] and document analysis and recognition [24,25]. Recently, approaches based on object recognition models have been exploited with the HDSR task [17,18]. Considering that a string is a sequence of objects, these models can efficiently encode the background, shape, and neighbourhood of digits, providing an end-to-end solution for the problem. Additionally, they reduce the restrictions imposed on the number of touching components or string length. However, the annotation of each digit bounding box (ground-truth) is a bottleneck when synthetic data are not applicable.

3 ARDIS dataset

The Arkiv Digital Sweden (ARDIS) Dataset comprises historical handwriting digit strings extracted from Swedish church document images written by different priests from 1895 to 1970. The dataset is fully annotated [20], including the digits bounding-boxes [17]. The sub-datasets of ARDIS are exemplified in Figure 1.

The dataset (I) is composed of 4-digit strings that represent the year of a record. Most of the samples were cropped with the size of 175 x 95 pixels from the document image and stored in its pristine RGB colour space. The dataset (I) contains 75 classes mapping to different years. However, due to insufficient samples, classes later than 1920 were not considered in this work. The class distribution used in this study is shown in Figure 2.
The historical digit strings pose several challenges to classification, including variations in terms of variability of handwriting styles, touching digits, ink failure, and noisy handwriting. Figure 3 demonstrates some of the aforementioned challenges. Moreover, as observed in Figure 2, the classes are not equally distributed.

The dataset (II) comprises cropped digits from the original digit strings, containing artefacts and fragments of the neighbour digits. In dataset (III), the isolated digits were manually cleaned. For completeness, a uniform distribution of each digit’s occurrences was ensured in the dataset (III), resulting in 7600 de-noised digit images in RGB colour space. For dataset (IV), the isolated digits are normalised and binarised.
Fig. 3. Challenging samples in ARDIS Dataset (I) representing noisy handwritten digits (i)(ii), ink failure (iii) and touching digits (iv).

3.1 Synthetic Data

Recently, data augmentation techniques in handwriting digit were proposed to generate a synthetic training set [2,19,30]. In order to improve the data representation of ARDIS strings (Dataset I), we propose the creation of synthetic data by permuting and concatenating several single digits from dataset III. Figure 4 depicts two synthetic samples. Although both digit strings belong to the label “1987”, the representation (e.g., style) is remarkably different.

Fig. 4. Synthetic strings creation from isolated digits of dataset III.

We combine synthetic data and real data from up to 1000 samples for each class during the training phase to balance the distribution of classes. The number of real and synthetic data are summarized in Table 1. Considering the limited amount of data in the ARDIS data set, it is relatively reasonable (closer to standard practice) to retain about 43% of the real data for testing (2651/(3474+2651)) and use the remaining 57% of the real data set for training. It is worth mentioning that the synthetic data was used only for training, which represents 88.8% of the training samples. In total, 31000 and 2651 images are used for training and testing, respectively. All the data used in this work are already publicly available through the ARDIS Website by the authors of [20].

4 Approaches for Historical Handwriting Digit String Recognition

As stated by [20] and [19], the segmentation problem has been overcome by segmentation-free approaches in the recent advances in deep learning models. In
Table 1. Training protocol using synthetic and real data

| Label | Training Samples Synthetic | Test Samples |
|-------|-----------------------------|--------------|
| 1890  | 1000                        | 0            | 15           |
| 1891  | 1000                        | 0            | 15           |
| 1892  | 1000                        | 0            | 15           |
| 1893  | 1000                        | 0            | 15           |
| 1894  | 1000                        | 0            | 15           |
| 1895  | 875                         | 125          | 100          |
| 1896  | 846                         | 154          | 100          |
| 1897  | 846                         | 154          | 100          |
| 1898  | 825                         | 175          | 100          |
| 1899  | 833                         | 167          | 100          |
| 1900  | 794                         | 206          | 100          |
| 1901  | 761                         | 239          | 100          |
| 1902  | 765                         | 235          | 100          |
| 1903  | 764                         | 236          | 100          |
| 1904  | 781                         | 219          | 100          |
| 1905  | 809                         | 191          | 100          |
| 1906  | 830                         | 170          | 100          |
| 1907  | 824                         | 176          | 100          |
| 1908  | 844                         | 156          | 100          |
| 1909  | 863                         | 137          | 100          |
| 1910  | 862                         | 138          | 100          |
| 1911  | 883                         | 117          | 100          |
| 1912  | 896                         | 104          | 100          |
| 1913  | 910                         | 90           | 100          |
| 1914  | 909                         | 91           | 100          |
| 1915  | 925                         | 75           | 100          |
| 1916  | 955                         | 45           | 100          |
| 1917  | 962                         | 38           | 100          |
| 1918  | 983                         | 17           | 100          |
| 1919  | 981                         | 19           | 100          |
| 1920  | 1000                        | 0            | 76           |
| Total | 27526                       | 3474         | 2651         |

light of this, we propose to evaluate two segmentation-free approaches on the ARDIS dataset to tackle the task of historical handwriting digit string recognition. The first approach (Section 4.1) is based on the well-known VGG-16 model. The second one (Section 4.2) is based on a sequence-to-sequence model.

Motivations on the choice of models: Given the VGG-16 model’s decent performance in other character recognition tasks, we consider it the baseline of this experiment to evaluate against other alternative models. The VGG network model [31] was proposed by the Visual Geometry Group (VGG) at Oxford University. When first created, the focus of this network was to classify materials by their textural appearance and not by their colour. Due to the excellent generalisation performance of VGG-Net, its pre-trained model on the ImageNet dataset is widely used for feature extraction problems [9,13] such as: object candidate frame (object proposal) generation [15], fine-grained object localization, image retrieval [34], image co-localization [35], etc. On the other hand, our new ap-
proach is based on modifying the concept of CRNN [29]. The CRNN is mainly used for end-to-end recognition of indefinite length text sequence. It does not require pre-segmentation on long continuous text.

4.1 Specific-Task Classifiers

In this new approach, we adapted the well-known VGG-16 model to the context of the ARDIS dataset, which is composed of 4-digit strings. Instead of using a dynamic selection of classifiers [19], we proposed to parallelize the classification task by adding four dense layers (classifiers) on the bottom of the architecture. The final architecture is depicted in Figure 5. With this simple modification, we produce an end-to-end pipeline avoiding both the heuristic segmentation and fusion methods.

![Fig. 5. Structure of the 4 Classifiers CNN framework](image)

The rationale here is that each specific-task classifier ($C_1$, $C_2$, $C_3$, and $C_4$) should determine the ten classes (0..9) for each digit of the 4-digit string. The prediction of input digit string is defined as follows:

Let $\mathcal{C}(x) = \max_{0 \leq i \leq 9} p_i^j(x)$ be the probability produced by the digit classifier (10-classes). Then, an input digit $x$ is assigned to the class $\omega_j$ ($j=0...9$) according to Equation 1.
\[ P(\omega_j|x) = \max(C) \]  

Considering that the input image \( I \) contains \( n = 4 \) digits, the most probable interpretation of the written amount \( M \) is given by Equation 2.

\[ P(M|I) = \prod_{i=1}^{n} P_i(\omega_j|x_i) \]  

## 4.2 CRNN

A Convolutional Recurrent Neural Networks (CRNN) \[12, 30, 33\] is a sequence-to-sequence model that can be trained from end to end. The pipeline for such a network is depicted in Figure 6. First, convolutional layers extract features from an input image, and then a sequence of feature vectors is extracted from feature maps.

![CRNN Architecture](image)

**Fig. 6.** CRNN architecture proposed by [30]: (a) the pipeline from convolutional layers to transcription layer and (b) the receptive field for each feature vector.

Since each region of the feature map is associated with a receptive field in the input image, each vector in the sequence is a descriptor of this image field, as illustrated in Figure 6. Next, this sequence is fed to the recurrent layers,
which are composed of a bidirectional Long-Short Term Memory (LSTM) \cite{28} network, producing a per-frame prediction from left to right of the image. Finally, the transcription layer determines the correct sequence of classes to the input image by removing the repeated adjacent labels and the blanks, represented by the character ‘-’. This solution is well suited when the past and future context of a sequence contributes to recognising the whole input. With the aid of contextual information, such as a lexicon, this approach achieves high text recognition performance. The application of this solution to handwriting digits is a matter of discussion since we have fewer classes (0..9) as compared to words, but there is no lexicon to mitigate possible confusion.

To address the context of historical digit string recognition, we propose a modification of the Recurrent Layers Architecture. Due to the lack of data, we replaced the LSTM with a Gated Recurrent Unit (GRU) \cite{6}. Since the latter has fewer parameters, besides reducing training time, the vanishing gradient’s impact is minimised. Moreover, we combined two identical GRU Layers to process the feature maps from left to right and vice-versa, and then, the output of both GRUs are merged. It is worth mentioning that the feature maps fed to the GRU are reshaped to vectors to provide a sequence of information. Further, another two identical GRUs repeat the process; however, their outputs are concatenated. Finally, a fully connected layer determines the class probabilities, and the connectionist temporal classification (CTC) layer determines the final prediction. The architecture and characterisation of our modified CRNN approach are depicted in Figure \ref{fig:architecture}.

5 Experiments

In this section, we assess all reported models in the context of HDSR. We also added to the comparison the native VGG16 model (i.e., without our modification). All metrics used to measure the performance are described in Section 5.1. The training protocol is presented in Section 5.2. Finally, the results are discussed in Section 5.3.

5.1 Evaluation Metrics

To better assess the performance of the proposed approaches, besides the well-known accuracy and F1-score, we propose using the Normalized Levenshtein Distance (NLD) and the Average Normalized Levenshtein Distance (ANLD).

The Normalized Levenshtein Distance (NLD) \cite{11} describes how close a predicted string is from the ground truth by eliminating the influence of string length on performance measurement. The NLD can be defined as follow:

\[
NLD(a_T, a_R) = \frac{LD(a_T, a_R)}{|a_T|}
\]

where $|a_T|$ presents the length of the string $a_T$ and LD represents the Levenshtein distance, which refers to the minimum number of editing operations of each
character (insert, delete, and substitute) to convert from one string to another. A zero value indicates a correct prediction.

Complementary to this, the Average Normalized Levenshtein Distance (ANLD) is a soft metric to evaluate the model performance:

\[ \text{ANLD} = \frac{\sum_{i=1}^{T} NLD\left(a^i_T, a^i_R\right)}{T} \]  

where \( T \) indicates the number of evaluated strings. Lower values represent a good performance.

5.2 Training

The models were fine-tuned using the data described in Table 1 which comprises real and synthetic data that sums up to 1000 training samples for each one of 31 classes (number of years in the selected period). All the classifiers were trained up to 100 epochs, and the over-fitting was prevented through early-stopping when
no convergence occurs after ten epochs. The training parameters are summarized in Table 2.

Table 2. Training Parameters

| Frameworks   | Batch Size | Loss Function | Reg.          | Opt. | Learning Rate | Batch Norm |
|--------------|------------|---------------|---------------|------|---------------|------------|
| Specific-Task| 32         | Cat. Crossentropy | Dropout (0.25) | Adam | $10^{-3}$     | TRUE       |
| CRNN         | 128        | CTC           | Dropout (0.25) | Adadelta | $10^{-3}$ | FALSE      |
| VGG-16       | 32         | Cat. Crossentropy | L2 ($5 \times 10^{-4}$) | Adam | $10^{-5}$     | FALSE      |

5.3 Results and Discussion

The performance of the evaluated models in this work is reported in Table 3. As described in Section 4.1, we modified the last layer of VGG-16 architecture by adding four classifiers instead of one. As stated in Table 3, this modification achieved the best performance since it can encode the string by implicit segmenting the digits with the specific-task classifiers. Comprehensive analysis reveals that the whole image’s information is difficult to encode in several cases by only one classifier (VGG-16) due to the handwriting variability. For example, let us assume that we have the following strings “1890” and “1819”. From a computational perspective, the global representation poses challenges in discriminating the digit ‘0’ and ‘9’ that mislead the classifier. However, for the specific-task approach, the information can be implicitly segmented according to each classifier’s domain space. Regarding this, the models $C_1$ and $C_2$ exhibit a reduced complexity when compared to the models $C_3$ and $C_4$ since the former two classifiers need to discriminate fewer classes ([1],[8,9]).

Table 3. Comparisons among the three frameworks in terms of different metrics

| Frameworks   | Accuracy | F1-score | ANLD |
|--------------|----------|----------|------|
| VGG-16       | 36.2     | 38.5     | 28.7 |
| CRNN         | 85.0     | 83.5     | 5.8  |
| Specific-Task| 93.2     | 90.8     | 2.3  |

Regarding the CRNN, we believe that the model suffers due to a lack of context. Contrary to the word recognition, the CTC layer missed the prediction since there is no lexicon to mitigate some confusions, such as fragment recognition and repeated labels. The issue is quite similar to the over-segmentation.
6 Conclusion and Future Work

In this work, we explored the recognition of historical digit strings. Based on this context, an image-based dataset containing 31 classes representing handwriting years ranging from 1890 to 1920 is utilised.

To this end, we proposed to evaluate three models implementing end-to-end solutions. The use of synthetic data was employed to overcome the lack of data.

The proposed approach that combines four specific-task classifiers achieved outstanding results. This promising performance can be explained by the implicit segmentation of the input string made by the domain space of each specific-task classifier. On the other hand, the approach based on a single classifier suffers due to the handwriting variability represented in a global perspective. Regarding the CRNN approach, it suffers from the lack of lexicon, as also stated in [18].

For future endeavours, once we have context information about the first and second digits, a reduced number of classifiers for the specific-task approach could be examined. Also, we will investigate a dynamic approach on VGG-16 that can implicitly handle different length of strings.
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