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Abstract. Buildings rarely achieve their energy targets defined in the planning phase. Due to a lack of time and money, operators frequently fail to identify and implement energy efficiency measures in control. Knowledge about the topology of the building energy system (BES) is important for the automatic identification of energy efficiency measures, but usually does not exist in a machine-readable form. In this paper, we present an approach to detect the topology of a BES using an unsupervised learning algorithm, called Takeshi. We apply the algorithm to real and simulated time series data of a multifunctional building. This algorithm relies on a data mining approach, in which four steps are conducted, preprocessing, partitioning, sequencing and rule detection. The results obtained using the real-life data were only partly satisfactory. The best F1 score was 43.3 %, whereby the used seasons of the year had a high influence. In order to demonstrate a broader range of applications, we applied the algorithm to the simulation data. In that case, the algorithm shows significantly better results and the F1 score reached 79.6 %. We evaluate reasons for the poor performance in the case of the real BACS data set and derive possible improvements to the methodology.

1. Introduction

According to a study, 90 % of the total floor area is controlled by faulty automation systems [1]. This shortcoming offers a high potential for energy savings. Building automation and control systems (BACS) provide a large amount of data about states of the building energy system (BES). The condition monitoring of the BES offers a high potential to convert faulty BACS into functioning and energy-saving BACS. For the detection of potential measures, a very high effort with a high level of system knowledge and a poor cost-benefit ratio is currently required.

Due to lower personnel expenses, algorithms on the basis of artificial intelligence (AI) could contribute to a rapid reduction of costs to implement energy saving measures. An important basis for the development of the measures is knowledge of the BES topology, i.e. how components of the BES are linked with each other. However, this knowledge rarely exists in a digital form. Therefore, it is necessary to use an algorithm for the preparation of the data.

Previous works have segmented BACS data according to find reoccurring patterns in the energy consumption of an entire building[2][3]. [4] and [5] shows that active control supports the detection of the connection between variable air volume (VAV) boxes and the supplied space.
To the authors’ knowledge, no previous approach has topology recognition in hydronic systems as its goal.

We present our algorithm Takeshi, based on unsupervised learning to detect the states of the BES in BACS data. Based on a general approach for BACS data [3], a 4-phase procedure is used to identify the relationships between data points in these states. We have applied suitable approaches for the respective phase that are suitable for topology detection.

Our algorithm detects the direct correlations between data points. For example, it detects which data point shows a change if a control command switches from off to on. These correlations can then be used in various advanced applications. We apply our algorithm to the real data and simulated data of the energy conversion of a multifunctional building [6].

We structure the paper as follows: first, we describe all four phases of our algorithm Takeshi and the used data sets. Afterwards, we show the results and possible future work.

2. Method
In this paper, we present our algorithm “Topology detection of Artificial intelligence based Knowledge discovery of Energy Systems and Hvac systems for energy measures Identification” (short: Takeshi) that is capable of detecting correlated sensors of a physical system in a data set, based only on the multivariate time series data of a BACS. We apply Takeshi to time series data of the control signals and sensors of thermal water systems.

As described before, the method is divided into four phases. In phase 1, the data is prepared in a preprocessing step. In phase 2, the time series are divided into clusters that constitute the states of the system and represented as a sequence database (see Figure 2). In phase 3, the sequences are then examined for association rules. Finally, phase 4 identifies which data points are contained in the individual rules.

The data sets consist of a set of data points. We use the following definition for data points: “a data point is an information carrier that continuously provides information about a state “ [6]. Each data point can represent either a control signal that operates the system or a sensor that monitors it. Each data point features a time series of observations. The resulting input data set is a matrix in which each row represents an observation at a single point in time and each column is the time series of a single data point.

In the creation of the method, we expected that the following three assumptions apply to a data set: First, the system alternates between different operation modes, that are determined by the configuration of control signals. Remaining in an operation mode causes the system to develop into a stationary state. Second, the changes and patterns of temperature and volume flow sensors are strongly correlated to the configuration of the control signals. Third, different control signals change their state independently and often enough, so that the caused effects can be observed in isolation.

The goal is to isolate the effect that is caused by the change of a control signal, and analyze it to detect the data points that correspond to the changing control signal. Figure 1 shows the whole process for topology detection. At the end, Takeshi gives the probability that a certain data point is correlated with another data point (see Figure 4). This means to what extent a ”switch on” of one data point affects another data point. A value higher than 50% is interpreted as correlated data point. We compared these correlated data points with connections between systems in the real construction plans.

2.1. Data preprocessing
In the preprocessing step, we identify the control signals of the data set and clean the data of outliers. BACS data usually contains a substantial amount of outliers which can impede the results of data mining techniques [3].
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Figure 1. Topology recognition process: four phases (preprocessing, partitioning, knowledge discovery and post mining) to transfer raw data to applications

We use the Hampel filter to remove outliers. The Hampel filter is a decision filter that analyzes a window of a given time series and replaces the central value with the median of the window if it is identified as an outlier [7]. We use the Hampel filter with a window size of 7 and a threshold of 3.

The second task is the normalization of the data. This is necessary to achieve comparability between different data points (e.g. volume flows and temperatures). Therefore, we use the min-max normalization method. Min-max normalization puts every data point in a margin between zero and one respective to their minimum and maximum values. [8]

2.2. Data partitioning

The main purpose of data partitioning is to divide the data set into smaller subsets, to improve the results and reduce the overall computational load[9]. Therefore, in a preliminary step, the data set is split into subsets according to its control signal configurations. Each subset represents the system in one of the possible operation points (e.g. a heat pump is switched on and a boiler is switched off). Figure 2 shows an example of data partitioning.

However, the subsets still comprise observations from the stationary state and each transition into it from another operation point. For the success of this method it is desirable to analyze the transition from one stationary state into another most isolated. To achieve that, we partition each of the previously obtained subsets with help of the k-medoids clustering algorithm in order to find the stationary and transient states for all operation points.

The k-medoids algorithm is a close relative of the more popular k-means clustering algorithm, but is different in that each center of a cluster is also an object of the data set itself. [8] It was implemented in the example by Bauckhage. [10] K-medoids does not necessarily find the best solution and can converge to local minima. Consequently, we implemented the Silhouette Cluster Validity Index (SCVI) to ensure finding a good result. [11] We use for the application of the
k-medoids algorithm a k-value of 2 for stationary and transition states and as distance the value of the SCVI.

After the application of the k-medoids algorithm the results are used to build a sequence database, which describes the temporal succession of operation points and states the system reaches. Each entry in the sequence database represents one of the clusters obtained by the previous step.

2.3. Knowledge discovery

In the knowledge discovery step, we intend to find typical transitions from one operation point to another. We analyze these transitions to determine which data points react to the change of a control signal in order to identify subsystems and how they relate to one another.

We use the TRuleGrowth algorithm [12] to examine the previously constructed sequence database for temporal association rules. These rules indicate which transitions from one operational point to another occur frequently in the system. We construct subsets that contain occurrences of a certain rule. In these subsets only those data points that correspond to the changing control signal change significantly and can be identified by their high variance.

For each rule, we iterate through all data points of the subset that occur in one rule. Then we can calculate the variance of the data point in this subset. If the variance does not exceed a predefined threshold it is discarded. The remaining data points are those that react to the change of the control signal described by the rule and are saved as a rule of correlating data points. The outcome is a rule of correlating data points for each of the temporal association rules found by the TRuleGrowth algorithm. We use the TRuleGrowth algorithm for all rules with a window size of 2, a minimum support of 0.2, a minimum confidence of 0.5, a maximum antecedent size of 1, a maximum consequent size of 1 and a variance threshold of 0.01.

2.4. Post mining

In the final step, we analyze and interpret the results. The rules of correlating data points are evaluated to determine the probability of connections between data points. This results in a co-occurrence matrix which can be used as a basis for a heat map or hierarchical clustering algorithm to visualize the topology of the system (see Figure 4). In case of a known Ground Truth, the results can also be evaluated by a F1 score, accuracy, recall and precision.

2.5. Data set

2.5.1. Real data set

The data set we use originates from a multifunctional building in which various types of energy conversion plants, distribution systems and room supply systems are installed. [6] gives an overview of the used data set and further information on the usage of the data set. We used the temperature and volume flow (discretized as control signal) of the energy conversion (boiler, combined heat and power (CHP), heat pump and chiller).

We sampled the data sets from five representative months in 2015 and 2017 and split them into their 4 weeks. This results into 19 data sets (as 1 has to be dropped due to too many missing values). Each data set consist of 20 data points with 10080 observations (1 week - 1 min resolution).

2.5.2. Simulated data set

We developed a simplified model of energy conversion that simulates the pipelines of the real building together with the technical equipment. It contains a source and a sink on the heat and cold side, which represent the energy usage in the building. A boiler, a CHP and a heat pump are implemented as technical components.

The motivation for using simulated data is to check whether topology detection achieves a better result in a controlled and undisturbed environment. We expect that the disturbance variables in a real BES have a high influence on the detection during normal operation.
We use control signals that are distributed alternately over the entire runtime. These switch
the technical systems on and off in repetitive patterns. Each data set consists of 16 data points
and 10080 observations (1 week - 1 min resolution).

3. Results

Figure 3. Results of real and simulated BACS data with average accuracy, precision,
recall and F1 score over all data sets.

Figure 4. Results of synthetic BACS data as confusion matrix with hierarchical clustering.
Each square visualizes the probability that a “switch-on” signal of one data point
influences another data point (black=100% and white=0%).

Figure 3 shows that our algorithm Takeshi achieves an accuracy [13] of up to 64.2% in real
data, while the F1 score only reaches a maximum of 43.3%. The average F1 score is 32.5%.
These results differ greatly from the simulation data.

Due to the external conditions, only one technical system was used for the supply in some
weeks. As a result, this system was not switched off. Therefore, the TRuleGrowth algorithm
is not able to generate a rule describing the change of the system (e.g. by the boiler switching
on and off). As a consequence the method can not find any sensor corresponding to the control
signal of the boiler because it does not appear in any rule as its variance is zero.

When a boiler is on continuously, temperatures of 75-80 °C occur. With min-max
normalization, these values are normalized as 0-1. Due to the incorrect found switch event,
rules incorrectly include the temperature sensors, because the variance filter is unable identify
them as irrelevant, since their normalized variances exceed the threshold.

In addition it occurs that components only switch on for a short interval or are constantly
switching on and off and the system does not reach stationary states. In some example weeks,
too few stationary states were found in the data. However, this is decisive for the method.
Apparently, the implemented control leads to technical systems either running for a very long
time (boiler) or changing their state very quickly (heat pump).

With simulative data, i.e. if we can determine the control of the BACS ourselves, Takeshi
achieves an average accuracy of 85.5% and an F1 score of 77.6%, as Figure 4 shows. The results
of the simulation data sets are very similar to each other.
4. Future work
First of all, in a data set with a time interval of one week, it often occurs that a component does not switch its state at all. The results of simulation data shows that a controlled undisturbed environment improves results. It only makes sense to investigate systems that change their status. Here, Takeshi would have to be preceded by a selection mechanism that selects beforehand whether a system with inclusion of further time series has changed.

In addition, the fact that a stationary state is rarely reached, depending on the system, is a problem for finding rules for connections. TRuleGrowth showed very good results in a controlled and undisturbed environment, but was not suitable for non-stationary conditions to find appropriate connections. An algorithm that does not need these stationary states to find suitable rules would be helpful here.

5. Conclusion
We were able to show that our 4-phase algorithm Takeshi (preprocessing, partitioning, knowledge discovery and post mining) based on Hampel filter, k-medoid, TRuleGrowth algorithm and hierarchical algorithm is suitable for finding connections between sensors. We concentrated on the thermal energy supply, that has not been selected before for topology detection. In this field, connection detection is particularly difficult to achieve due to thermal inertia. Nevertheless, we show with simulation models that Takeshi can achieve good results with an F1 score of 77.6%.

We were also able to determine what the biggest obstacles are to topology detection based on real data: no control actions and too many control actions. For good topology recognition, a good tradeoff must be found. Especially outside normal operation, this algorithm offers potential for improving energy efficiency of building automation and control systems.
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