Comparative Performance Analysis of Selected Routing Algorithms by Load Variation of 2-Dimensional Mesh Topology Based Network-On-Chip
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Abstract: Network-on-Chip (NoC) has been proposed as a viable solution to the communication challenges on System-on-Chips (SoCs). As the communication paradigm of SoC, NoCs performance depends mainly on the type of routing algorithm chosen. In this paper different categories of routing algorithms were compared. These include XY routing, OE turn model adaptive routing, DyAD routing and Age-Aware adaptive routing. By varying the load at different Packet Injection Rate (PIR) under random traffic pattern, comparison was conducted using a 4 × 4 mesh topology. The Noxim simulator, a cycle accurate systemC based simulator was employed. The packets were modeled as a Poisson distribution; first-in-first-out (FIFO) input buffer channel with a depth of five (5) flits and a flit size of 32 bits; and a packet size of 3 flits respectively. The simulation time was 10,000 cycles. The findings showed that the XY routing algorithm performed better when the PIR is low. In a similar vein, the DyAD routing and Age-aware algorithms performed better when the load i.e. PIR is high.
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1. INTRODUCTION

System-on-Chip (SoC) is a design paradigm in which heterogeneous blocks often called Intellectual Property (IP) cores, IP blocks, Processing Elements (PEs) or virtual components, pre-designed and pre-verified are obtained from internal sources, or third parties, and fabricated on a given single chip [1]. In the state-of-the-art SoC designs, the foremost problem is the interconnection between the components- IP cores (Figure. 1) or PEs [2]. Network-on-Chip (NoC) has been proposed as a viable solution to the communication challenges on SoCs ([3], [4]).

Routing algorithms plays a significant role in the overall network’s performance as it determines the path a packet follows from the source PEs to the destination PEs ([5],[6]). For a classical deterministic routing method such as XY routing, a given packet is transferred from the source PE to the destination PE through a specific predetermined path irrespective of traffic conditions. XY routing is deadlock free and relatively simple to implement with low power consumption ([7], [8]). However, as the number of nodes or PEs increases, congestion becomes inevitable because of busty and non-uniform traffics therefore; the packet may experience low throughput and high network latency.

Figure 1. Network-on-Chip Architecture using Mesh Topology.
shown that classical fully adaptive routing algorithm is prone to deadlock without Virtual Channels (VCs) ([9],[10]). [11] propose a routing algorithm called DyAD that combine the advantages of both deterministic and adaptive routing algorithms. In DyAD the router works in deterministic mode when there is no congestion in the network and it switches back to adaptive mode when there is congestion in the network. However, the addition of VCs comes with a significant increment in hardware required and complexity in the design of the routers, which potentially brings about increased hardware overhead, power consumption, and network latency [12]. To minimize the aforementioned problems, turn model was proposed [13].

In the turn model, a turn is a 90° change in the direction of a packet and there can either be clockwise or counterclockwise turn. Therefore, deadlock can be avoided if some turns are prohibited [13]. However, with turn prohibition based on global routing, the adaptiveness becomes highly uneven, some path between the source node and destination node have minimal adaptiveness while the remaining paths are fully adaptive. The performance of NoC may be affected due to this uneven adaptiveness because it limits the ability of the turn model to improve the congestion problem [14]. Towards alleviating this problem, [15] proposed a turn model called Odd-Even (OE) turn model that prohibits turns based on the column where the node is located instead of prohibiting certain turns arbitrarily. Additionally, the OE turn model is reported to have more paths to route packets than other turn models [16].

For a conventional OE turn model wherein odd and even columns appear alternatively, the model is limited to a relatively determined path. The conventional RR and other improved RR arbitration technique [17] typically used in NoC router provides a strong fairness from a single router point of view i.e local fairness. However, since packets traverse several routers on their way to their destination nodes, fairness is basically a global property and as such a mechanism for coordinating the individual routers to allocate output port based on global fairness is required. Consequently, [19] had proposed an Age-aware adaptive routing algorithm with OE turn model that considers the age of a packet as it traverses from source to destination node. With the age-aware adaptive routing, priority is given to the oldest packet in the stream and according to their findings, the algorithm produced better throughput with some traffic patterns including bit reversal and random traffic patterns.

As a key research area in NoC design, different routing algorithms are targeted at different applications hence it is important to evaluate the performance of existing algorithms in a bid to proffer better solution. A comprehensive revision of related works highlighted lack of in-depth analysis with regards to simplicity and inherent freedom from deadlock of routing algorithms [18]. In this present work different routing algorithm was evaluated for NoCs in a mesh topologies using random traffic pattern to evaluate their performances. Some of the simple and deadlock free routing algorithms include XY, Odd-Even turn model and Age-Aware adaptive routing evaluated in this present work.

2. ROUTING ALGORITHMS

In this section, two categories of routing algorithms were reviewed. These algorithms were deterministic and adaptive routing algorithms. Under the deterministic category, the XY was considered whereas the OE, DyAD, Age- Aware respectively were discussed under the adaptive algorithms.

2.1 XY Routing

[19] noted that in XY routing, packets are routed first in the horizontal (X) direction and then in the vertical (Y) direction. This algorithm is deterministic, uses a fixed routing path throughout the process, and is deadlock free as well as livelock free. This algorithm could be implemented for both for regular and irregular network topologies respectively. The XY algorithm is also called dimension order routing (DOR). Here, each node or router of NoC is identified by the (x, y) co-ordinates of that node in a 2D mesh. Accordingly, the data packets move in X-direction first and then in Y-direction towards the destination column. The packets cannot move in Y-direction first. As per turns, eight turns are possible generally, however, the XY algorithm permits 4 of these turns only i.e. West to North, East to South, West to South and East to North. Due to these restrictions, it is deadlock free. In this algorithm, the source router may be denoted by Cx, Cy whereas the destination router is denoted by Dx, Dy. The XY algorithm is as follows:

```
XY(Cx,Cy,Dx,Dy)
{
    Get Initial directions; if(Dx==Cx&&DY==Cy)
    Return (Cx,Cy);
    else if (Dx>Cx)
    Route towards East;
    else if (Dx<Cx)
    Route towards West;
    else if (Dy>Cy)
    Route towards South;
    else
    Route towards North;
}// end
```

In the algorithm the source router is compared with the destination router address and if both are equal then destination and source router are the same. If the destination router’s x-coordinate address is greater than the source router’s x-coordinate address then packets are routed towards east otherwise towards west. If the y-coordinate of the destination router address is greater than the current router y-coordinate address then packets are routed towards south otherwise towards north [4].

2.2 Odd-Even Routing

Here, more than one routing path can exist between source and destination node in this adaptive routing algorithm. Accordingly, one path is often selected for routing and the path chosen depends on the network congestion conditions. The OE algorithm is a distributed adaptive
routing algorithm, which is based on the odd-even turn model. This model does not need any virtual channel in 2D mesh topology [20]. In this algorithm, if the x dimension is even then that column is considered even and odd if the column’s x co-ordinate is an odd number. This algorithm proposes two theorems, which must be satisfied to avoid deadlocks.

Theorem 1: If a node is present on an even column the packets can’t take East to North turns and if a node is present on an odd column the packets can’t take North to West turns.

Theorem 2: If a node is present on an even column the packets can’t take East to South turns and if a node is present on an odd column the packets can’t take South to West turns. The summarized algorithm of the OE routing model is shown below:

```c
Algorithm DyAD (Cx,Cy,Dx,Dy)
{Get initial directions; int Ex=Dx-Cx; intEy=-(Dy-Cy);
If(Ex==0)
   
   If(Ey>0)
   Route towards North;
   Else
   Route towards South;

   else
   
   If(Ex>0)
   Route towards East;
   Else
   (If((Cx%2==1) || (Cx==Sx))
   Route to North;
   Else
   Route to South

} // end
```

2.3 DyAD Routing

DyAD stands for Dynamically Adaptive and Deterministic [11]. The DyAD routing algorithm is dynamic in nature in the sense that its operation is automatically adjusted based on the network traffic congestion. On the other hand, the traffic congestion threshold value depends upon user activities on the network. This algorithm uses two types of routing techniques: adaptive and deterministic. Each technique is designed to offer some advantages under particular situation. Deterministic routers work well when the packet injection rate (PIR) is low whereas if PIR increases, adaptive routing works well and gives good throughput. This is one kind of smart or intelligent routing algorithm [11]. Thus, in the DyAD routing, congested links are avoided by following other routing paths resulting in higher network throughput desired for NoC applications. It is free from deadlock and livelock due to mixed deterministic and adaptive routing modes into the same NoC. The algorithm for DyAD is as follows:

```c
Algorithm DyAD (Cx,Cy,Dx,Dy)
{Get initial directions;
If(Congestion = 0)
   
   Deterministic routing algorithm (XY Routing) Else
   Adaptive routing algorithm (OE Routing) Return directions;
} // end
```

2.4 Age-Aware Adaptive Routing Technique

The routing efficiency of NoC is dependent on the efficiency of the port selection technique employed on the router [22]. The port selection technique includes input-selection technique and output-selection technique. The technique employed for output-selection determines the output port that the flit is delivered. Input-selection technique on the other hand selects one of the input channels to be granted access to a given output port. For example, flit fo of input_0 and flit f1 of input_1 requesting output_1 the same time.

Two types of input-selection techniques mostly used in NoC architecture are First-Come-First-Served (FCFS) and RR input-selection arbitration techniques. Both techniques do not consider priority of the flits as one of the input ports is granted access to a given output port. Each of the aforementioned arbitration techniques is fair to each input port but the fairness is only limited from the perspective of the local ports. Notably, the flits might have encountered some contention against network resources on its path from source to destination and it is possible it did seek prioritization while competing for network resources at a given port which if granted could have helped improve the overall global fairness of the network [19].

3. METHODOLOGY

Some notable routing algorithms may need to be critically investigated not only to appreciate their inherent strengths in relation to network throughput but also to discover whether there be some gaps that may require redesign to enhance their features and thus widen their applicability. Primarily, in this paper, three different routing algorithms were compared by evaluating their performances at different Packet Injection Rate using the Noxim simulator. The selected algorithms were: XY routing, OE turn model adaptive routing, DyAD routing and Age-Aware adaptive routing.

In furtherance to strengthening the existing efforts toward improving the global fairness and the overall network performance, this research thereafter, proposes a comparative study of an age-aware adaptive routing with OE turn model to some selected routing algorithms through simulation. Age-aware adaptive routing is a hybridized model that implements an output-selection technique using alterable priority arbitration technique – an improved RR by [17] and an age-based arbitration technique for the input-selection technique. For the age-based arbitration technique, if more than one input port attempts to access an output port, the arbitration technique
compares the ages of flits vying for the same output port. The arbiter then selects the input port whose packet has stayed longest in the network. In a situation where two or more packets exhibit same age, the arbiter randomly selects one of the competing input ports. The algorithm for the age-based arbitration technique was first demonstrated by [19]. The approach adopted in this paper builds on [19]’s algorithm to produce an enhanced algorithm as presented below. This algorithm provides the basis for the simulation that follows.

Algorithm: Age-Based arbitration Technique

for ( ;; ) {

CL = no. of access request to jth output channel
for ( channel = i; channel < MAX_CHANNELS; channel ++ )
{ = no. of access request to jth output channel
AGE1 = no. of lost contentsions
M1 = AGE1;
}
for each competition in competitions do ( ;; ) {
if M1 > M1, Mk,... then
output channel granted to channel i
AGE1 = 0;
increment age of M1, Mk,...
if M1 == M1, then
if AGE1 > AGE1 then
i
grant the access to channel i;
AGE1 = 0;
increment age of M1, Mk,...
else if AGE1 < AGE1 then
0;
grant the access to channel j;
0;
AGE1 = 0;
increment age of M1, Mk,...
else
0;
grant the access to random channel WINNER
0;
AGEWINNER = 0;
increment age of other channels;
end
0;
}
0;
}

Simulation setup

To evaluate the performance of the chosen routing algorithms an improved cycle-accurate NoC simulator Noxim was used. The Noxim simulator is based on System C of Electric System Level (ESL). The NoC configuration parameters used for the simulation is listed in Table 1.

| Parameter                  | Value          |
|----------------------------|----------------|
| Network topology           | 4x4 Mesh       |
| Flit width                 | 32 bits        |
| Buffer size                | 5 flits        |
| Packet size                | 3 flits        |
| Switching technique        | Wormhole switching |
| Routing technique          | Age-aware adaptive routing, XY, OE, DyAD |
| Traffic pattern            | Random traffic |
| Packet inter-arrival       | Poisson distribution |
| Packet injection rate      | 0.1 to 0.45 step 0.05 |

4. RESULTS AND DISCUSSION

The performance of each routing algorithm was analyzed at different loads varied by steadily increasing the PIR in a 4X4 2D mesh. The two important performance metrics of average latency and throughput were evaluated. The average latency was computed as the average time it takes flits to reach their destination nodes. The computed time spans through the creation time, the queuing time at source nodes and the traversal time. The throughput on the other hand would measure the fraction of the maximum load a network is capable of handling. The formula for the average latency and throughput is expressed in equations 1 and 2 respectively [22].

\[
\text{Throughput} = \frac{\text{Total received flits}}{\text{Number of nodes} \times \text{Total cycles}}
\]

\[
T_{\text{average}} = \frac{1}{K} \sum_{i=1}^{K} T_i
\]

The spatial distribution of packets delivered from source node to destination nodes in the network is determined by the traffic patterns, random, transpose 1, transpose 2 and bit reversal traffic patterns are supported by Noxim simulator [23]. In random traffic pattern, packets are sent by each router to other routers in a random manner. The pair of source and destination nodes are also selected randomly. With source node (i,j) distributed onto the entire network, the performance metrics of routing algorithms were simulated, recorded, and plotted.

Simulation Results

The simulation results are shown in Table 2-3, Figure 2 and 3 respectively. The PIR was varied from 0.1 to 0.45 and the corresponding average latency and throughput were observed and plotted. The packet latencies of XY routing, OE turn model adaptive routing, DyAD routing and Age-Aware adaptive routing are shown in Figure 2 using random traffic pattern, with a packet size of 3 flits in a 4X4 2D mesh topology. It could be observed from Figure 2 that at low PIR, the XY routing performs slightly better than OE turn model, DyAD routing and Age-aware adaptive routing in terms of time taken for the flits to be delivered form source node to the destination node as indicated by lower average latency of XY routing algorithm. However, at medium and higher packet injection rates, an improved performance in terms of average latency was observed as in Figure 2 for DyAD routing and Age-aware adaptive routing. This might be due to the switching between modes due to level of contention.
in the network and packet age-based arbitration techniques implemented in DyAD routing algorithm and age-aware adaptive routing respectively. The age-aware adaptive routing slightly outperforms DyAD routing algorithm overall. The throughput of XY routing, OE turn model adaptive routing, DyAD routing and Age-Aware adaptive routing is shown in Figure 2 using random traffic pattern, with a packet size of 3 flits in a 4x4 2D mesh topology. It could be observed from Figure 3 that the XY routing algorithm performed better than the OE turn model adaptive routing, DyAD routing and Age-Aware adaptive routing at a low PIR which implies that at lower PIR more packets are delivered to the destination nodes when XY deterministic routing algorithm is employed. Accordingly, as more packets are injected into the network, the OE turn model adaptive routing, DyAD routing algorithm and age-aware adaptive routing improved throughput, which is in agreement with the work of [24], which stated that partially adaptive routing is good when the PIR is moderate.

### Table 2. Average Latency at different PIR for some selected routing algorithm

| S/No | PIR (Packet/Cycle/Node) | XY   | OE   | DyAD  | Age Aware |
|------|-------------------------|------|------|-------|-----------|
| 1    | 0.10                    | 11.01| 14.53| 13.92 | 14.85     |
| 2    | 0.15                    | 12.10| 16.21| 16.07 | 16.62     |
| 3    | 0.20                    | 19.09| 19.33| 19.23 | 19.47     |
| 4    | 0.25                    | 21.25| 21.41| 20.66 | 20.10     |
| 5    | 0.30                    | 25.09| 26.33| 24.75 | 24.90     |
| 6    | 0.35                    | 28.92| 28.50| 28.12 | 27.00     |
| 7    | 0.40                    | 31.52| 30.40| 29.43 | 27.99     |
| 8    | 0.45                    | 33.76| 31.62| 30.24 | 29.82     |

### Table 3. Throughput at different PIR for some selected routing algorithm

| S/No | PIR (Packet/Cycle/Node) | XY   | OE   | DyAD  | Age Aware |
|------|-------------------------|------|------|-------|-----------|
| 1    | 0.10                    | 0.054| 0.040| 0.047 | 0.048     |
| 2    | 0.15                    | 0.098| 0.096| 0.091 | 0.091     |
| 3    | 0.20                    | 0.229| 0.199| 0.201 | 0.210     |
| 4    | 0.25                    | 0.330| 0.220| 0.320 | 0.320     |
| 5    | 0.30                    | 0.361| 0.399| 0.381 | 0.380     |
| 6    | 0.35                    | 0.350| 0.362| 0.348 | 0.375     |
| 7    | 0.40                    | 0.340| 0.377| 0.330 | 0.369     |
| 8    | 0.45                    | 0.397| 0.369| 0.310 | 0.359     |

4. CONCLUSION

In this paper, the average latency and throughput of selected algorithms: XY routing, OE turn model adaptive routing, DyAD routing and Age-Aware adaptive routing were compared using simulation. It was discovered that the time taken by packets to be delivered using the XY routing algorithm is lower at a lower PIR than in the OE turn model adaptive routing, DyAD routing and Age-Aware adaptive routing respectively. Nonetheless, at a higher PIR the age-aware adaptive outperforms all other routing algorithms. Similarly, at low PIR, the throughput of XY routing is higher as packets are delivered to the destination nodes and as PIR steadily increases, the performance of DyAD and Age-Aware adaptive routing improved. The age-aware adaptive routing exhibits a higher performance at moderate PIR i.e. when there is medium network congestion. Conclusively, both DyAD and Age-Aware routing are considered suitable at high PIR i.e. on congested networks but not for a lower PIR network. Consequently, at a low PIR the XY routing and the OE turn model adaptive routing performs better in terms of throughput and latency when compared to Age-aware adaptive routing and DyAD routing The combination of these two algorithms may bring about optimum network throughput irrespective of any prevailing network congestion.
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