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Abstract. We analyze a semi-explicit time discretization scheme of first order for poroelasticity with nonlinear permeability provided that the elasticity model and the flow equation are only weakly coupled. The approach leads to a decoupling of the equations and, at the same time, linearizes the nonlinearity without the need of further inner iteration steps. Hence, the computational speed-up is twofold without a loss in the convergence rate. We prove optimal first-order error estimates by considering a related delay system and investigate the method numerically for different examples with various types of nonlinear displacement-permeability relations.
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1. Introduction

In this paper, we consider Biot’s quasi-static equations of poroelasticity, which couple a Darcy flow of an incompressible viscous fluid to the linear elastic behavior of the surrounding porous media [Bio41]. The setup is of particular importance for physical applications, e.g., in the field of geomechanics [Zob10], and more recently also found success in connection with medical applications [TV11, SEWC12, VCT16]. In this context, the extension of the classical Biot’s equations to a multiple-network case (see, e.g., [LPMR19, HKLP19]) has also gained increasing interest.

The poroelastic model relies on an averaging of the pressure and the displacement field on very small volumetric elements and assumes small strains and a quasi-static behavior, i.e., internal equilibria are preserved at any time. In the context of a constant permeability, the model is analyzed in [DC93, Sho00]. However, depending on the particular model configuration, the permeability may depend on the porosity, as, e.g., investigated by Kozeny [Koz27] and Carman [Car37, Car38]. In the context of poroelasticity, the porosity, in turn, depends (in a nonlinear way) on the displacement, which leads to a nonlinear poroelastic model as analyzed in [CCM13] and, in a more general setting, in [BGSW16].

Due to the present nonlinearity, linearization approaches are required to solve the nonlinear system that occurs in every time step of an implicit time discretization. A prominent example is the application of a Picard-type iteration as used, for instance, in [CCM13, BV16, FCM20]. For strong nonlinearities, where multiple inner steps are required, this leads to relatively expensive computations. One important aspect in this context is the coupling of the involved equations. In the context of linear problems, this can be overcome with a suitable decoupling. One approach is the so-called fixed-stress splitting scheme considered in [WG07, KTJ11b, MW13]. From a theoretical point of
view, the resulting numerical methods require an additional iteration in each time step, see, e.g., [SBK+19]. In practice, however, one can restrict the inner iteration to very few steps; cf. [KTJ11b]. The ideas of a 'fixed stress' have also been used in the context of a nonlinear poroelastic model in [BRKN18]. An approach without an inner iteration is presented in [CR18] and is similar to the here considered approach of a time delay, but uses additional stabilization terms in the decoupled equations.

In this contribution, we investigate the use of a semi-explicit time discretization scheme in the setting where the coupling between the two poroelastic equations is rather small; cf. the rigorous condition given in Assumption 2.3. We refer to this particular configuration as weak coupling, which is satisfied in many applications. Note that a semi-explicit discretization is related to the so-called drained splitting scheme (see, e.g., [AS92, KTJ11a]) if only one inner iteration step is computed. The advantage of a semi-explicit discretization for the classical (linear) poroelastic model was studied in [AMU21a]. Therein it was shown that a semi-explicit Euler discretization maintains the first-order convergence and at the same time decouples the system equations. This decoupling of the flow and the elasticity equations can enable a remarkable computational speed-up compared to a classical implicit discretization. In the here considered nonlinear setting, this speed-up is further enhanced by the fact that the semi-explicit discretization naturally leads to a linearization of the nonlinear term, which does not require additional inner iterations to handle the nonlinearity.

Since we are mainly interested in investigating the advantages of using a semi-explicit discretization, we put the theoretical focus on the temporal discretization. This means, in particular, that we present the convergence analysis of the semi-explicit scheme without spatial approximations. Note, however, that the given convergence proof can be extended to the fully discrete setting. For this, two separate Ritz projections with appropriate approximation properties need to be introduced. As we will indicate, the convergence proof then follows in a similar manner.

The remaining parts of the paper are structured as follows. In Section 2, we state the nonlinear poroelasticity model and introduce necessary assumptions. Moreover, several examples of displacement-dependent nonlinear permeabilities are discussed. We then investigate the semi-explicit discretization scheme, leading to (semi-discrete) error estimates in Section 3. For this, we introduce a related delay model, where the time delay equals the step size of the temporal discretization. We analyze the semi-explicit scheme based on the theoretical observation that it can be reinterpreted as an implicit discretization of the delay model. First-order convergence can then be shown under the assumption of the weak coupling condition, a sufficiently small step size, and a certain regularity of the solutions to the original and the delay system. Finally, we assess the scheme numerically in Section 4, where we consider several nonlinear permeability models.

**Notation.** Throughout the paper we write \( a \lesssim b \) to indicate that there exists a generic constant \( C \), independent of spatial or temporal discretization parameters, such that \( a \leq C b \). Further, we abbreviate Bochner spaces (especially when considering the norms) on the time interval \([0,T]\) for a Banach space \( \mathcal{X} \) by \( L^p(\mathcal{X}) := L^p(0,T;\mathcal{X}) \), \( W^{k,p}(\mathcal{X}) := W^{k,p}(0,T;\mathcal{X}) \), and \( H^k(\mathcal{X}) := H^k(0,T;\mathcal{X}) \), \( p \geq 1, k \in \mathbb{N} \).
2. Nonlinear poroelasticity

Let $D \subseteq \mathbb{R}^d$, $d \in \{2,3\}$, be a domain with Lipschitz boundary $\partial D$. Generally, the poroelastic equations seek the pore pressure $p: [0, T] \times D \to \mathbb{R}$ and the displacement field $u: [0, T] \times D \to \mathbb{R}^d$ up to a given final time $T > 0$ such that

\begin{equation}
-\nabla \cdot \sigma(u) + \nabla (\alpha p) = f \quad \text{in } (0, T] \times D, \tag{2.1a}
\end{equation}

\begin{equation}
\partial_t \left( \alpha \nabla \cdot u + \frac{1}{M} p \right) - \nabla \cdot \left( \kappa (\nabla \cdot u) \nu \nabla p \right) = g \quad \text{in } (0, T] \times D. \tag{2.1b}
\end{equation}

Here, $f$ is a volumetric load, $g$ the fluid source, and $\sigma$ denotes the stress tensor. The permeability $\kappa$ is the source of a possible nonlinearity that will be discussed in the following subsections. The remaining constants read $\alpha$ (Biot-Willis fluid-solid coupling coefficient), $M$ (Biot modulus), and $\nu$ (fluid viscosity); see [Bio41, Sho00] for further details. For simplicity, we consider homogeneous Dirichlet boundary conditions, i.e.,

\begin{equation}
u(\cdot, 0) = u_0, \quad p(\cdot, 0) = p_0 \quad \text{due to (2.1a).}
\end{equation}

2.1. Linear model and weak form. If the stress-strain constitutive law given by $\sigma$ is linear and the permeability $\kappa$ is constant, then system (2.1) is called linear poroelasticity. In this case, $\sigma$ has the form

$$\sigma(u) := 2\mu \varepsilon(u) + \lambda (\nabla \cdot u) \text{id},$$

where $\mu$ and $\lambda$ are the Lamé coefficients, id is the identity tensor, and

$$\varepsilon(u) = \frac{1}{2} \left( \nabla u + (\nabla u)^T \right)$$

is the symmetric strain gradient. Note that the Lamé coefficients may explicitly depend on the spatial variables, causing multiscale effects [BV16, FAC+19, ACM+20].

In view of the numerical approximation of the solution, we consider the corresponding weak formulation. For this, we introduce the Hilbert spaces

$$\mathcal{V} := [H^1_0(\Omega)]^d, \quad \mathcal{Q} := L^2(\Omega)$$

as ansatz spaces for $u$ and $p$, respectively. Accordingly, we define the two pivot spaces $\mathcal{H}_{\mathcal{V}} := [L^2(\Omega)]^d$ and $\mathcal{H}_{\mathcal{Q}} := L^2(\Omega)$ such that $\mathcal{V}, \mathcal{H}_{\mathcal{V}}, \mathcal{V}^*$ and $\mathcal{Q}, \mathcal{H}_{\mathcal{Q}}, \mathcal{Q}^*$ define Gelfand triples with dense embeddings, see [Zei90, Ch. 23.4]. The $L^2$-inner products corresponding to $\mathcal{H}_{\mathcal{V}}$ and $\mathcal{H}_{\mathcal{Q}}$ are simply denoted by $\langle \cdot, \cdot \rangle$.

As a second step, we introduce bilinear forms corresponding to the (differential) operators in (2.1). More precisely, we define $a: \mathcal{V} \times \mathcal{V} \to \mathbb{R}$, $b, c: \mathcal{Q} \times \mathcal{Q} \to \mathbb{R}$, and $d: \mathcal{V} \times \mathcal{Q} \to \mathbb{R}$ by

$$a(u, v) := \int_\Omega \sigma(u) : \varepsilon(v) \, dx, \quad b(p, q) := \int_\Omega \frac{\kappa}{\nu} \nabla p \cdot \nabla q \, dx,$$

$$c(p, q) := \int_\Omega \frac{1}{M} pq \, dx, \quad d(u, q) := \int_\Omega \alpha (\nabla \cdot u) q \, dx.$$
for \( u, v \in V \) and \( p, q \in Q \). Then, the weak formulation of system \((2.1)\) seeks abstract functions \( u: [0,T] \to V \) and \( p: [0,T] \to Q \) such that
\[
\begin{align*}
(2.2a) & \quad a(u,v) - d(v,p) = (f,v), \\
(2.2b) & \quad d(\dot{u},q) + c(\dot{p},q) + b(p,q) = (g,q).
\end{align*}
\]
for all test functions \( v \in V, q \in Q \). Results on the unique solvability of the system in terms of a strong solution are shown in [Sho00]. We will discuss the existence of weak solutions in Proposition 2.2 later on.

**Remark 2.1.** System \((2.2)\) can be interpreted as a coupled system of an elliptic and a parabolic equation such that a spatial discretization yields a coupled system of an algebraic and a differential equation. As a consequence, system \((2.2)\) equals a so-called partial differential-algebraic equation. Furthermore, one can show that the poroelastic equations \((2.2)\) have a port-Hamiltonian structure; cf. [AMU21b].

### 2.2. General setting
Before we introduce the displacement-dependent nonlinear permeability, the aim of this subsection is to gather properties of the introduced bilinear forms for the linear case. Further, we discuss the existence of weak solutions and the weak coupling assumption.

The bilinear form \( a: V \times V \to \mathbb{R} \) contains the linear elasticity model. Thus, by Korn’s inequality we know that \( a \) is elliptic with a constant \( c_a \) that is mainly characterized by \( \mu; \) cf. [Cia88, Sect. 6.3]. Further, \( a \) is symmetric and bounded in \( V \). This implies that \( \| \cdot \|_a := a(\cdot, \cdot)^{1/2} \) defines a norm, which is equivalent to the \( V \)-norm, namely
\[
c_a \| u \|_V^2 \leq \| u \|_a^2 = a(u,u) \leq C_a^2 \| u \|_V^2.
\]
Here, \( C_a \) denotes the continuity constant of \( a \). Similarly, with a constant and positive permeability \( \kappa \) one has in the linear model that \( b: Q \times Q \to \mathbb{R} \) is symmetric, elliptic, and bounded in \( Q \). The bilinear form \( b: Q \times Q \to \mathbb{R} \) equals a scaled variant of the \( L^2 \)-inner product. Hence, it is symmetric, elliptic, and bounded in the pivot space \( H_0^1 \). As a result, \( \| \cdot \|_b := b(\cdot, \cdot)^{1/2} \) defines a norm, which is equivalent to the \( H_0^1 \)-norm.

The bilinear form \( d: V \times Q \to \mathbb{R} \) describes the coupling of the elliptic and parabolic part of the poroelastic system. Since we may integrate by parts, there are two continuity estimates, namely
\[
d(u,p) \leq C_d \| u \|_V \| p \|_{H_0^1} \quad \text{and} \quad d(u,p) \leq \tilde{C}_d \| u \|_{H_0^1} \| p \|_{H_0^1}.
\]

With these assumptions we can prove the following existence result.

**Proposition 2.2** (Weak solution for the linear case). Consider initial data \( p^0 \in H_0^1 \) and right-hand sides \( f \in H^1(0,T; V^*) \), \( g \in L^2(0,T; Q^*) \). Under the above assumptions on the bilinear forms \( a, b, c, \) and \( d \), system \((2.2)\) has a unique weak solution
\[
p \in L^2(0,T; Q) \cap H^1(0,T; Q^*) \hookrightarrow C([0,T]; H_0^1), \quad u \in L^2(0,T; V).
\]

**Proof.** We only give the main ideas of the proof. For this, let \( A: V \to V^*, B, C: Q \to Q^* \), and \( D: V \to Q^* \) denote the operators corresponding to the bilinear forms \( a, b, c, \) and \( d \), respectively. Since \( A \) is invertible, we can differentiate the first equation in time and insert it into the second. This then yields the (linear) parabolic equation \((C+DA^{-1}D^*) \dot{p} + Bp = g - DA^{-1}f \). Hence, the existence of a unique solution \( p \) in the stated spaces follows by [LMT72, Ch. 3, Sect. 4]. The first equation finally yields the unique solution \( u \). \( \square \)
For the convergence analysis of Section 3 we need the assumption that the coupling is sufficiently weak in the following sense.

**Assumption 2.3** (weak coupling condition). We assume a weak coupling of the form

\[ C_d^2 \leq c \alpha c, \]

where \( c, c \) denote the ellipticity constants of the bilinear forms \( a, c \), respectively, and \( C_d \) the continuity constant of \( d \).

**Remark 2.4.** If the physical coefficients introduced in Section 2.1 are assumed to be constant and \( \| \cdot \|_V := \| \nabla \cdot \|_{L^2(D)} \), then the coupling condition in Assumption 2.3 may be rephrased as

\[ \alpha^2 M/\mu \leq 1, \]

see, e.g., [Cia88, Sect. 6.3]. We emphasize that this is essentially the coupling condition that is required for the drained splitting approach to be stable; cf. [KTJ11a].

Note that in the field of poroelasticity, the coefficient \( \alpha \) is generally bounded by 1. Furthermore, the quotient \( M/\mu \) is often of order 1 as well; cf. [DC93, Sect. 3.3.4]. Therefore, Assumption 2.3 is satisfied in certain applications as they appear, e.g., in the field of geomechanics.

In the following, we discuss a nonlinear extension of the poroelastic equations, where we allow the bilinear form \( b \) to depend on the displacement.

### 2.3. Nonlinear displacement-dependent permeability

We now leave the linear setting and assume that the permeability \( \kappa \) depends (in a possibly nonlinear fashion) on the divergence of the displacement. Thus, we replace the previously defined bilinear form \( b \) by

\[
(2.3) \quad b(u;p,q) := \int_{\Omega} \frac{\kappa(\nabla \cdot u)}{\nu} \nabla p \cdot \nabla q \, dx.
\]

Note that for fixed \( u \), \( b \) has the same structure as in the linear case. Here, however, we consider the nonlinear case, which leads to the system

\[
(2.4a) \quad a(u,v) - d(v,p) = (f,v),
\]

\[
(2.4b) \quad d(\dot{u},q) + c(\dot{p},q) + b(u;p,q) = (g,q)
\]

for test functions \( v \in V \), \( q \in Q \) and with the initial condition \( p(0) = p^0 \). For the nonlinearity, we make the following assumptions.

**Assumption 2.5** (nonlinear permeability). We assume that \( \kappa \) is Lipschitz continuous and bounded in terms of constants \( \kappa_- \) and \( \kappa_+ \), i.e.,

\[
(2.5) \quad 0 < \kappa_- \leq \kappa \leq \kappa_+ < \infty.
\]

This implies the existence of a positive constant \( L_b \) (depending on \( \nu, \kappa_+ \), and the Lipschitz constant of \( \kappa \)) such that \( b : V \times Q \times Q \to \mathbb{R} \) introduced in (2.3) satisfies

\[
(2.6a) \quad \|b(u;p,p) - b(u;q,p)\|_Q \leq L_b \|p - q\|_Q,
\]

\[
(2.6b) \quad \|b(u;p,p) - b(v;p,p)\|_Q \leq L_b \|p\|_Q \|u - v\|_V
\]

for all \( u, v \in V \) and \( p, q \in Q \). Furthermore, the lower bound of \( \kappa \) yields

\[
(2.7) \quad b(u;p,p) \geq c_b \|p\|_Q^2
\]

uniformly in \( u \in V \) and for all \( p \in Q \), where \( c_b \) depends on \( \nu \) and \( \kappa_- \).
We emphasize that the remaining bilinear forms $a$, $c$, and $d$ remain unchanged, i.e., we keep the assumptions from Section 2.1. Further note that Assumption 2.5 is a generalization of the linear case presented in Section 2.1, since the assumptions simplify to the continuity and ellipticity of the operator in the constant case $\kappa(\nabla \cdot u) \equiv \kappa$.

In the outlined setting, we can conclude the solvability of the nonlinear poroelasticity problem. Uniqueness is discussed afterwards.

**Proposition 2.6** (Solvability of the nonlinear system). Consider the setting of Section 2.1 with $b$ defined in (2.3) satisfying Assumption 2.5 and $f \equiv 0$. Further, let the initial data satisfy $p^0 \in H_Q$ and $g \in L^2(0,T;H_Q)$. Then, system (2.4) has a weak solution

$$u \in L^2(0,T;V), \quad p \in L^2(0,T;Q).$$

**Proof.** The existence of a solution has been shown in [CCM13, Th. 2.9] for the slightly more general case of $\kappa$ being continuous rather than Lipschitz continuous. □

**Remark 2.7** (Uniqueness of solutions). The uniqueness of a solution to (2.4) is investigated in [CCM13, Th. 2.10] and requires additional assumptions such as the Lipschitz continuity of $\kappa$. Further, it is asked for a condition, which is similar to our weak coupling condition stated in Assumption 2.3. Translated to our notion, the sufficient condition reads

$$C_P^2 \left(C_P C_{D^*} \frac{\kappa}{\kappa_c} - C_{D_1^* D^*} \kappa \right) < c_a c_c,$$

where $C_P$ equals the Poincaré constant within $\|q\|_{H^1(\Omega)} \leq C_P \|\nabla q\|_{L^2(\Omega)}$ for $q \in Q$ and $C_{D_1^* D^*}$ denotes the $H^1$-continuity constant of the operator $D A^{-1} D^*$ (using the notation from the proof of Proposition 2.2). Hence, we recover the weak coupling condition up to a constant factor, which depends on $\kappa$. The final condition for the unique solvability of (2.4) is an $L^\infty$-bound of $\nabla p$, which can be achieved considering sufficiently smooth data.

In the remainder of this paper, we will always assume the existence of a unique solution $(u,p)$ to (2.4) and concentrate on the numerical approximation of this solution.

2.4. **Particular choices of the displacement-dependence in the permeability.** To understand the explicit dependence of the permeability $\kappa$ on the divergence of the displacement, we emphasize that in many interesting configurations, the permeability may be assumed to depend on the porosity, which describes the volume fraction which is occupied by the fluid. A well-established and in many cases reliable hypothesis for the explicit dependence on the porosity is the so-called Kozeny-Carman relation, which traces back to Kozeny [Koz27] and was later on adjusted by Carman [Car37, Car38]. It couples the permeability in a nonlinear fashion to the porosity. For the particular case of a flow of a Newtonian fluid in the interstice between spherical particles in the context of poroelasticity, such a behavior is used and justified in [HC90]. The relation is further applied in [KP99] to derive a permeability-displacement dependence under the assumption that the solid grains are relatively incompressible compared to the solid skeleton of the porous medium. To achieve this, a relation of the porosity and the volume strain or dilatation is required. The dilatation expresses the change of volume of the fluid and (under the assumption of small strains) is given by $\nabla \cdot u$. This explains the specific form of the permeability given in (2.3), which is considered throughout this work.

A particular model for the permeability-displacement relation, which includes the Kozeny-Carman relation, is presented in the following example.
Example 2.8 (Kozeny-Carman-type permeability). A prominent case of a displacement-dependent permeability through the dilatation is the above-mentioned Kozeny-Carman-type permeability as considered in \[CCM13, BGSW16\] in the context of a poroelastic problem with linear stress-strain relations. The particular choice of $\kappa$ used therein reads

$$
\kappa(s) := \begin{cases} 
\kappa_-, & s \leq c_s, \\
\kappa_0 \frac{\rho^3(s)}{(1 - \rho(s))^2}, & c_s < s < C_s, \\
\kappa_+, & s \geq C_s,
\end{cases}
$$

where $\kappa_0$ is the initial saturated permeability and $\rho$ the porosity, i.e., the ratio between fluid volume and total volume given by

$$
\rho(s) = \rho_0 + (1 - \rho_0)s,
$$

where $\rho_0 \in (0, 1)$ is a given ground porosity. Further, $c_s$ and $C_s$ are some prescribed lower and upper bounds which fulfill

$$
\frac{\rho_0}{\rho_0 - 1} < c_s < C_s < 1
$$

and lead to

$$
\kappa_- = \kappa_0 \frac{\rho^3(c_s)}{(1 - \rho(c_s))^2}, \quad \kappa_+ = \kappa_0 \frac{\rho^3(C_s)}{(1 - \rho(C_s))^2}.
$$

We emphasize that this particular example satisfies Assumption 2.5 due to the explicit bounds and the Lipschitz continuity of $\kappa$.

Apart from the presented Kozeny-Carman relation, also other representations of the permeability exist, which might depend on the geometrical setup or the specific problem configuration; cf., e.g., the discussion in \[SRZ19\]. Another coupling of porosity and permeability is, for instance, considered in \[CGH14\] to model blood flow in the lamina cribrosa. Therein, the permeability depends quadratically on the dilatation, which turns out to be suitable to describe the flow of a Newtonian fluid through cylindrical pores. Finally, we also mention the network-inspired permeability as described in \[RLVM20\] and the exponential dependence on the displacement as investigated in \[LM80, HM90\], again in the context of biological tissues.

The network-inspired model is described in the following example with an artificially introduced lower bound to fulfill Assumption 2.5.

Example 2.9 (Network-inspired permeability). In network structures consisting of channels that can be open or closed, the flow rate depends on the number of channels that are open, see, e.g. [Bal87, Won88]. Considering the possibility of channels being randomly closed or open, a permeability-porosity relation is presented in \[RLVM20\] for an arbitrary network topology that reads

$$
\hat{\kappa}(s) := \begin{cases} 
0, & \rho(s) < \hat{\rho}, \\
\kappa_0 \frac{\rho(s) - \hat{\rho}}{\rho_0 - \hat{\rho}}, & \rho(s) \geq \hat{\rho},
\end{cases}
$$

where the porosity $\rho$ is given by

$$
\rho(s) = 1 - (1 - \rho_0) \exp(-s)$$
with \( \rho_0, \dot{\rho} \in (0,1) \) and \( \dot{\rho} < \rho_0 \). In order to fulfill the lower bound in Assumption 2.5, we artificially introduce a threshold in the permeability and define
\[
\kappa(s) = \hat{\kappa}(s) + \kappa_0 \delta
\]
with some small \( \delta > 0 \). This ensures that a flow through the medium is always possible.

**Remark 2.10 (Nonlinear thermoelasticity).** Besides the here considered poroelasticity models, the given framework also fits to problems in the field of thermoelasticity, which covers the displacement of a material due to temperature changes. Since linear poroelasticity and linear thermoelasticity are equivalent from a mathematical point of view [Bio56], the given setting also includes applications with a nonlinear heat conductivity. Note that, in order to satisfy Assumption 2.3, the thermal expansion coefficient needs to be much smaller than the stress tensor; cf. [CR14].

### 3. Time Discretization

This section is devoted to the temporal discretization of the nonlinear system (2.4) by a semi-explicit Euler scheme. We prove first-order convergence under the weak coupling condition of Assumption 2.3. The proposed approach decouples the system, which means that the two equations can be solved sequentially. At the same time, the system is automatically linearized such that no nonlinear solver is needed, leading to a remarkable boost of efficiency.

Throughout this section, we consider an equidistant partition \( 0 = t_0 < t_1 < \cdots < t_N = T \) with step size \( \tau \), i.e., \( t_n = n \tau \). For simplicity, we assume continuity of the right-hand sides, i.e., \( f \in C([0,T];V^*), g \in C([0,T];Q^*) \), and define \( f^n := f(t_n) \in V^* \), \( g^n := g(t_n) \in Q^* \). Note, however, that point evaluations may also be replaced by integral means if the right-hand sides are only square-integrable. Accordingly, we assume continuity of the solution pair \((u,p)\) and initial data \( p^0 \in Q \).

Before considering the semi-explicit approach, we shortly discuss the standard approach of a fully implicit Euler discretization applied to (2.4). This leads to the semi-discrete system
\[
\begin{align*}
(3.1a) \quad & a(u^n,v) - d(v,p^n) = (f^n,v), \\
(3.1b) \quad & d(D_{\tau}u^n,q) + c(D_{\tau}p^n,q) + b(u^n;p^n,q) = (g^n,q)
\end{align*}
\]
for test functions \( v \in V, q \in Q \). Here, \( D_{\tau}u^n := \tau^{-1}(u^n - u^{n-1}) \) denotes the discrete time derivative. The solvability of (3.1) for the case \( f^n = 0, g^n \in H_Q \) has been discussed in [CCM13, Lem. 2.4], i.e., given \( u^{n-1} \in V \) and \( p^{n-1} \in Q \), there exist \( u^n \in V \) and \( p^n \in Q \) that solve (3.1).

Note that (3.1) still marks a nonlinear system, which needs to be solved in every time step. Thus, a nonlinear solver which comprises an inner iteration is needed. Standard choices implement a Picard iteration; cf. [CCM13, BV16, FCM20]. This is a fixed point iteration and has the following form: Given \( u^{n-1} \in V, p^{n-1} \in Q \) as approximation at time \( t_{n-1} \), we first define \( u^n_0 := u^{n-1} \) and \( p^n_0 := p^{n-1} \). Then, we solve for \( j = 1,2,\ldots \) the linear system
\[
\begin{align*}
(3.2a) \quad & a(u^n_j,v) - d(v,p^n_j) = (f^n,v), \\
(3.2b) \quad & \tau^{-1}d(u^n_j - u^{n-1}, q) + \tau^{-1}c(p^n_j - p^{n-1}, q) + b(u^n_{j-1};p^n_j,q) = (g^n,q)
\end{align*}
\]
for all \( v \in \mathcal{V}, \ q \in \mathcal{Q} \). Obviously, a fixed point satisfies the nonlinear system (3.1). In practice, one defines \( u^n := u^n_j \) and \( p^n := p^n_j \) for some index \( j \), depending on a certain stopping criterion, e.g., the residual of the current iteration. For corresponding numerical tests we refer to Section 4.3.

### 3.1. Semi-explicit Euler scheme

We turn to the semi-explicit approach and consider the equidistant partition with step size \( \tau \) as before. Given the previous iterates \( u^{n-1} \in \mathcal{V} \) and \( p^{n-1} \in \mathcal{Q} \), we now aim to solve the system

\[
\begin{align*}
(3.3a) & \quad a(u^n, v) - d(v, p^{n-1}) = (f^n, v), \\
(3.3b) & \quad (D\tau u^n, q) + c(D\tau p^n, q) + b(u^n; p^n, q) = (g^n, q)
\end{align*}
\]

for all \( v \in \mathcal{V}, \ q \in \mathcal{Q} \). In order to be well-posed, we need to discuss the solvability of system (3.3), which turns out to be much more straightforward than in the fully implicit case.

**Lemma 3.1** (Well-posedness of the semi-explicit scheme (3.3)). Consider the setting from Section 2.1 with \( b \) defined in (2.3) satisfying Assumption 2.5. Further assume \( u^{n-1} \in \mathcal{V}, \ p^{n-1} \in \mathcal{Q}, \ f^n \in \mathcal{V}^*, \) and \( g^n \in \mathcal{Q}^* \). Then, system (3.3) attains a unique solution \( u^n \in \mathcal{V} \) and \( p^n \in \mathcal{Q} \).

**Proof.** For fixed \( p^{n-1} \), the term \( d(\cdot, p^{n-1}) \) defines a functional in \( \mathcal{V}^* \). Thus, by the assumptions on the bilinear form \( a \), equation (3.3a) provides a unique \( u^n \in \mathcal{V} \). With this in hand, equation (3.3b) can be rewritten as the linear variational problem

\[
\tilde{b}(p^n, q) = (\tilde{g}^n, q) := (g^n + \tau^{-1} c(p^{n-1}, q) - \tau^{-1} d(u^n - u^{n-1}, q)
\]

with \( \tilde{b}(p^n, q) := b(u^n; p^n, q) + \tau^{-1} c(p^n, q) \). The right-hand side satisfies \( \tilde{g}^n \in \mathcal{Q}^* \) and the form \( \tilde{b} : \mathcal{Q} \times \mathcal{Q} \rightarrow \mathbb{R} \) is elliptic, since

\[
\tilde{b}(p, p) = b(u^n; p, p) + \tau^{-1} c(p, p) \geq c_b \|p\|_\mathcal{Q}^2.
\]

Hence, there exists a unique \( p^n \in \mathcal{Q} \), which completes the proof. \( \square \)

In order to prove convergence of the semi-explicit scheme, we follow the idea first presented in [AMU21a] for the linear case and consider a delay system, which is closely related to the original system (2.4). This is the subject of the following subsection.

### 3.2. A related delay system

As an alternative point of view, one may regard the semi-explicit scheme (3.3) as the implicit Euler method applied to the delay system

\[
\begin{align*}
(3.4a) & \quad a(\bar{u}, v) - d(v, \bar{p}(\cdot - \tau)) = (f, v), \\
(3.4b) & \quad d(\bar{u}, q) + c(\bar{p}, q) + b(\bar{u}; \bar{p}, q) = (g, q)
\end{align*}
\]

for test functions \( v \in \mathcal{V} \) and \( q \in \mathcal{Q} \). Note that the time delay is exactly the temporal step size \( \tau \) and hence fixed. For such a delay system, one needs a prescribed history function for \( \bar{p} \) in \([-\tau, 0]\) rather than only an initial value. Since there is some freedom of choice regarding the history function, we set \( \bar{p}|_{[-\tau,0]}(t) = \Phi(t) \) and demand

\[
(3.5) \quad \Phi(-\tau) = \Phi(0) = \bar{p}^0, \quad \Phi \in C^\infty([0, \tau]; \mathcal{Q}).
\]

Note that one exemplary choice is given by \( \Phi \equiv \bar{p}^0 \). In any case, a history function satisfying (3.5) implies \( \bar{p}(0) = \Phi(0) = \bar{p}^0 \) and by equation (3.4a) we conclude \( \bar{u}(0) = u(0) \), since

\[
a(\bar{u}(0), v) = (f(0), v) + d(v, \Phi(-\tau)) = (f(0), v) + d(v, \bar{p}^0).
\]
Remark 3.2 (Solvability of the delay system). Assuming sufficient regularity of the right-hand sides $f, g$ and the history function $\Phi$, one can prove the unique solvability of (3.4). For this, one can apply Bellmann’s method of steps [BZ03, Ch. 3.4], which considers the intervals $[t_n, t_{n+1}]$ for $n = 0, \ldots, N - 1$ successively. W.l.o.g. we consider the first interval $[0, \tau]$, on which we need to solve the parabolic equation
\[
c(\bar{p}, q) + b_0(\bar{p}, q) = (\bar{g}, q)
\]
for all $q \in \mathcal{Q}$ with (using the operator notation from the proof of Proposition 2.2)
\[
\bar{g} := g - DA^{-1} \dot{f} - DA^{-1} D^* \dot{\Phi}(-\tau), \quad b_0(p, q) := \int_\Omega \kappa(\nabla \cdot A^{-1} D^* \Phi(-\tau)) \nabla p \cdot \nabla q \, dx.
\]
Note that $b_0: \mathcal{Q} \times \mathcal{Q} \to \mathbb{R}$ is linear, bounded, and (uniformly) elliptic such that [Wlo92, Th. 26.1] is applicable.

In order to use the interpretation of the semi-explicit discretization as an implicit discretization of the corresponding delay system, we need to show that the two systems (2.4) and (3.4) only differ by a term of order $\tau$. To show this, we need the following regularity assumption.

Assumption 3.3. Given $p^0 \in \mathcal{Q}$ and a history function $\Phi$ as in (3.5), let systems (2.4) and (3.4) be uniquely solvable. Further assume that the solutions are bounded in the sense that
\[
p \in L^\infty(0, T; \mathcal{Q}) \quad \text{and} \quad \bar{p} \in W^2(0, T; \mathcal{H}_\mathcal{Q}).
\]

The estimate of the differences $\bar{p} - p$ and $\bar{u} - u$ is subject to the following proposition.

Proposition 3.4 (Difference of original and delay system). Within the setting of Section 2.1 with $b$ defined in (2.3) satisfying Assumption 2.5, let $(u, p)$ denote the solution to (2.4) with $p(0) = p^0 \in \mathcal{Q}$ and $(\bar{u}, \bar{p})$ the solution to (3.4) for a history function satisfying (3.5). Then, given Assumption 3.3, we have the error bound
\[
\|\bar{u}(t) - u(t)\|_V^2 + \|\bar{p}(t) - p(t)\|_{\mathcal{H}_\mathcal{Q}}^2 + \int_0^t \|\bar{p}(s) - p(s)\|_{\mathcal{Q}}^2 \, ds \leq \frac{\tau^2}{c_0} (C_1 + C_2 t) \exp(C_3 t),
\]
where $c_0 := \min\{\frac{1}{2} c_a, c_b, c_c\}$, $C_1 := \frac{2}{c_0} \|\bar{p}\|_{L^\infty(\mathcal{H}_\mathcal{Q})}^2$, and $C_2 := C_a \|\bar{p}\|_{L^\infty(\mathcal{H}_\mathcal{Q})}^2$. Further, the constant in the exponential term is given by $C_3 := \frac{C_4}{c_a} + \frac{2 L^2}{c_a c_b} \|p\|_{L^\infty(\mathcal{Q})}^2$.

Proof. Let us introduce the differences $e_u := \bar{u} - u$ and $e_p := \bar{p} - p$ for which we know that $e_u(0) = 0$ and $e_p(0) = 0$ by the construction of the history function. Next, we consider a Taylor expansion of $\bar{p}$, namely
\[
(3.6) \quad \bar{p}(t - \tau) = \bar{p}(t) - \tau \dot{\bar{p}}(\xi_t)
\]
for some $\xi_t \in (t - \tau, t) \subseteq (-\tau, T)$. With this, we can derive
\[
(3.7a) \quad a(e_u, v) - d(v, e_p) = -\tau d(v, \dot{\bar{p}}(\xi_t))
\]
\[
(3.7b) \quad d(\dot{e}_u, q) + c(\dot{e}_p, q) + b(\bar{u}; \bar{p}, e_p) - b(u; p, e_p) = 0
\]
for all test functions $v \in \mathcal{V}$, $q \in \mathcal{Q}$. Summing up (3.7a) and (3.7b) with test functions $v = \dot{e}_u$ and $q = e_p$, we obtain
\[
(3.8) \quad a(e_u, \dot{e}_u) + c(\dot{e}_p, e_p) + b(\bar{u}; \bar{p}, e_p) - b(u; p, e_p) = -\tau d(\dot{e}_u, \dot{\bar{p}}(\xi_t))
\]
and thus
\[ \frac{1}{2} \frac{d}{dt} \| u(t) \|_a^2 + \frac{1}{2} \frac{d}{dt} \| p(t) \|_c^2 + b(\dot{u}; e_p, e_p) = -\tau d(\dot{u}, \dot{p}(\xi_t)) - b(\dot{u}; p, e_p) + b(u; p, e_p). \]
Integration over \([0, t]\) and a multiplication by 2 yields
\[
\| u(t) \|_a^2 + \| p(t) \|_c^2 + 2 \int_0^t b(\ddot{u}; e_p, e_p) \, ds
= -2\tau \int_0^t \int_\Omega (\nabla \cdot \dot{u}) \dot{p}(\xi_s) \, dx \, ds - 2 \int_0^t b(\ddot{u}; p, e_p) - b(u; p, e_p) \, ds
= 2\tau \int_0^t \int_\Omega (\nabla \cdot u) \frac{d}{ds}(\dot{p}(\xi_s)) \, dx \, ds - 2\tau \int_\Omega (\nabla \cdot u(t)) \dot{p}(\xi_t) \, dx
- 2 \int_0^t b(\ddot{u}; p, e_p) - b(u; p, e_p) \, ds,
\]
where we use integration by parts in the last step. For the derivative of \( \dot{p}(\xi_s) \) we now use the fact that
\[
\frac{d}{ds}(\dot{p}(\xi_s)) = \frac{\dot{p}(s) - \dot{p}(s-\tau)}{\tau} = \ddot{p}(\xi_s),
\]
where we use (3.6) for the first and the existence of an appropriate \( \xi_s \in (s-\tau, s) \subseteq (-\tau, T] \) by the mean value theorem for the second equality. By the ellipticity of \( b \) we conclude that
\[
\| u(t) \|_a^2 + \| p(t) \|_c^2 + 2 c_b \int_0^t \| p(s) \|_Q^2 \, ds
\leq 2\tau \int_0^t d(u, \dot{p}(\xi_s)) \, ds - 2\tau d(u, \dot{p}(\xi_t)) - 2 \int_0^t b(\ddot{u}; p, e_p) - b(u; p, e_p) \, ds.
\]
By Assumption 2.5 we have
\[
b(\ddot{u}; p, e_p) - b(u; p, e_p) \leq \tilde{L}_b \| p \|_Q \| e_u \|_V \| e_p \|_Q
\]
and thus, multiple applications of the weighed Young’s inequality [Eva98, App. B] yield
\[
\| u(t) \|_a^2 + \| p(t) \|_c^2 + 2 c_b \int_0^t \| p(s) \|_Q^2 \, ds
\leq C_d \tau^2 \| \dot{p} \|_{L^\infty(\mathcal{H}_Q)}^2 + C_d \int_0^t \| u(s) \|_V^2 \, ds + 2 \frac{C_a^2}{c_a} \tau^2 \| \dot{p} \|_{L^\infty(\mathcal{H}_Q)}^2
+ \frac{1}{2} \| u(t) \|_a^2 + c_b \int_0^t \| p(s) \|_Q^2 \, ds + \frac{L_p^2}{c_a} \| p \|_{L^\infty(\mathcal{Q})}^2 \int_0^t \| u(s) \|_V^2 \, ds.
\]
We can now absorb the first two terms in the last line to get
\[
\| u(t) \|_a^2 + \| p(t) \|_c^2 + c_b \int_0^t \| p(s) \|_Q^2 \, ds \leq \tau^2 (C_1 + C_2 t) + C_3 \int_0^t \| u(s) \|_a^2 \, ds
\]
with constants \( C_1 := 2 \frac{C_a^2}{c_a} \| \dot{p} \|_{L^\infty(\mathcal{H}_Q)}^2, C_2 := C_d \| \dot{p} \|_{L^\infty(\mathcal{H}_Q)}^2, \) and \( C_3 := 2 \frac{L_p^2}{c_a} \| p \|_{L^\infty(\mathcal{Q})}^2. \)
Hence, an application of Grönwall’s inequality yields
\[
\| u(t) \|_a^2 + \| p(t) \|_c^2 + c_b \int_0^t \| p(s) \|_Q^2 \, ds \leq \tau^2 (C_1 + C_2 t) \exp(t C_3).
\]
The assertion follows with the lower bounds of the bilinear forms.
3.3. Proof of convergence. After we have seen that the pairs \((u, p)\) and \((\tilde{u}, \tilde{p})\) only differ by a term of order \(\tau\), we now analyze the error caused by the implicit discretization of the delay system (3.4). For this, we assume that the weak coupling condition introduced in Section 2.2 holds.

**Proposition 3.5** (Semi-discrete error for the delay system). Consider once more the assumptions of Proposition 3.4 including Assumptions 2.5 and 3.3. Further consider the weak coupling condition from Assumption 2.3 as well as

\[
\tau < \frac{c_a c_b}{2 L_b^2 \|\tilde{p}\|_{L^\infty(Q)}}. \tag{3.8}
\]

Let \((\tilde{u}, \tilde{p})\) denote the exact solution to (3.4) and \((u^n, p^n)\) the sequence resulting from (3.3) for \(n \leq T/\tau\) and exact initial data. Then we have the error bounds

\[
\|\tilde{u}(t_n) - u^n\|_{V^2} + \|\tilde{p}(t_n) - p^n\|_{H^2_Q}^2 \leq \tau^2 \frac{C_1}{C_2} (\exp(C_2 t_n) - 1)
\]

and

\[
\sum_{k=1}^{n} \tau \|\tilde{p}(t_k) - p^k\|_{\tilde{Q}}^2 \leq \tau^2 C_1 t_n \exp(C_2 t_n),
\]

where \(C_1 := \frac{c_a C_d^2}{c_b L^2 \|\tilde{u}\|_{V_{L^\infty}}} + \frac{c_a C^2}{c_b L^2 \|\tilde{p}\|_{H^2_{L^\infty}}} \) and \(C_2 := \frac{2L_b^2}{c_a c_b \|\tilde{p}\|_{L^\infty}}\).

**Remark 3.6.** The step size restriction (3.8) is solely dependent on the problem at hand. In particular, this condition is not a CFL-type condition that would couple \(\tau\) to underlying spatial discretization parameters. Moreover, assuming sufficiently smooth data and a so-called splicing condition, it can be shown that \(\tilde{p}\) is bounded independently of \(\tau\); cf. [AMU21a, App.]. Hence, (3.8) displays a well-defined condition.

**Proof of Proposition 3.5.** The proof is based on [AMU21a] and follows the ideas of [EM09]. We set

\[
\eta_u^n := \tilde{u}^n - u^n \in V \quad \text{and} \quad \eta_p^n := \tilde{p}^n - p^n \in \tilde{Q}
\]

as well as

\[
\theta_u^{n+1} := \tilde{u}^{n+1} - \tilde{u}^n - \tau \tilde{u}^{n+1} \in V \quad \text{and} \quad \theta_p^{n+1} := \tilde{p}^{n+1} - \tilde{p}^n - \tau \tilde{p}^{n+1} \in \tilde{Q},
\]

where \(\tilde{u}^n := \tilde{u}(t_n)\) and \(\tilde{p}^n := \tilde{p}(t_n)\) are the (pointwise) solutions of (3.4) and \((u^n, p^n)\) the discrete solution of (3.3) at time point \(t_n = \tau n\). By the assumption on the initial data, we have \(\eta_u^0 = 0\) and \(\eta_p^0 = 0\). Using (3.3a) and (3.4a), we immediately obtain

\[
a(\eta_u^{n+1}, v) - d(v, \eta_p^{n+1}) = a(\tilde{u}^{n+1} - u^n + v) - d(v, \tilde{p}^n - p^n) - d(v, \eta_p^{n+1} - \eta_p^n) = -d(v, \eta_p^{n+1} - \eta_p^n)
\]

for all \(v \in V\). Further, it holds that

\[
\tau b(u^{n+1}; \eta_p^{n+1}, q) = \tau b(\tilde{u}^{n+1}; \tilde{p}^n, q) - \tau b(u^n; p^n, q) + \tau [b(u^{n+1}; \tilde{p}^n, q) - b(u^n; p^n, q)]
\]

for all \(q \in \tilde{Q}\). With (3.3b), (3.4b), and (3.10), we have that

\[
d(\eta_u^{n+1} - \eta_u^n, q) + c(\eta_p^{n+1} - \eta_p^n, q) + \tau b(u^n; \eta_p^{n+1}, q)
\]

\[
= d(\tilde{u}^{n+1} - \tilde{u}^n - \tau D_u u^n, q) + c(p^{n+1} - p^n - \tau D_p p^n, q) + \tau b(u^n; \eta_p^{n+1}, q) = d(\theta_u^{n+1}, q) + c(\theta_p^{n+1}, q) + \tau [b(u^{n+1}; \tilde{p}^n, q) - b(\tilde{u}^n; \tilde{p}^n, q)]
\]
for all $q \in Q$. Summing up (3.9) and (3.11) for the particular choices $v = \eta^{n+1}_u - \eta^n_u$ and $q = \eta^{n+1}_p - \eta^n_p$, we obtain

$$a(\eta^{n+1}_u; \eta^n_u) + c(\eta^{n+1}_u - \eta^n_p; \eta^{n+1}_p) + \tau b(u^{n+1}; \eta^{n+1}_p, \eta^{n+1}_p)$$

$$= -d(\eta^{n+1}_u - \eta^n_u, \eta^{n+1}_p - \eta^n_p) + d(\theta^{n+1}_u, \eta^{n+1}_p) + c(\theta^{n+1}_p, \eta^{n+1}_p)$$

$$+ \tau \left[ b(u^{n+1}; \tilde{p}^{n+1}, \eta^{n+1}_p) - b(u^{n+1}; \tilde{p}^{n+1}, \eta^{n+1}_p) \right].$$

In the following, we apply the identity $2a(u, u - v) = \|u\|_a^2 - \|v\|_a^2 + \|u - v\|_a^2$ and the corresponding formula for the bilinear form $c$. Hence, with (3.12) and Assumption 2.5 we further get

$$\|\eta^{n+1}_u\|_a^2 - \|\eta^n_u\|_a^2 + \|\tau D_{\tau} \eta^{n+1}_u\|_a^2 + \|\eta^{n+1}_p\|_c^2 = -2d(\tau D_{\tau} \eta^{n+1}_u, \tau D_{\tau} \eta^{n+1}_p) + 2d(\theta^{n+1}_u, \eta^{n+1}_p) + 2c(\theta^{n+1}_p, \eta^{n+1}_p)$$

$$+ 2\tau \left[ b(u^{n+1}; \tilde{p}^{n+1}, \eta^{n+1}_p) - b(u^{n+1}; \tilde{p}^{n+1}, \eta^{n+1}_p) \right].$$

Next, we consider a weighted version of Young’s inequality, which gives

$$-2d(\tau D_{\tau} \eta^{n+1}_u, \tau D_{\tau} \eta^{n+1}_p) \leq \frac{C^2}{c_b} \|\tau D_{\tau} \eta^{n+1}_u\|_a^2 + \|\tau D_{\tau} \eta^{n+1}_p\|_a^2.$$

For the second and third term on the right-hand side of (3.13) we similarly obtain

$$2d(\theta^{n+1}_u, \eta^{n+1}_p) \leq 2C_d \|\theta^{n+1}_u\|_{H_V} \|\eta^{n+1}_p\|_Q \leq \frac{C^2}{c_b} \frac{4}{\tau} \|\theta^{n+1}_u\|_{H_V}^2 + \frac{c_b}{\tau} \|\eta^{n+1}_p\|_Q^2$$

and with the continuity constant $C_{Q \rightarrow \mathcal{H}_Q}$ of the embedding $Q \hookrightarrow \mathcal{H}_Q$,

$$2c(\theta^{n+1}_p, \eta^{n+1}_p) \leq 2C_c \|\theta^{n+1}_p\|_{\mathcal{H}_Q} \|\eta^{n+1}_p\|_{\mathcal{H}_Q} \leq \frac{C^2}{c_b} \frac{4}{\tau} \|\theta^{n+1}_p\|_{\mathcal{H}_Q}^2 + \frac{c_b}{\tau} \|\eta^{n+1}_p\|_Q^2.$$

For the last term of the right-hand side in (3.13), we apply once more the weighted version of Young’s inequality. This leads to the estimate

$$2\tau \left[ b(u^{n+1}; \tilde{p}^{n+1}, \eta^{n+1}_p) - b(u^{n+1}; \tilde{p}^{n+1}, \eta^{n+1}_p) \right] \leq 2\tau L_b \|\tilde{p}^{n+1}\|_Q \|\eta^{n+1}_p\|_Q \|\tilde{p}^{n+1}\|_Q$$

$$\leq \frac{2\tau}{c_b} \|\eta^{n+1}_p\|_Q^2 + \frac{2\tau L^2_b}{c_b} \|\tilde{p}^{n+1}\|_Q^2 \leq \frac{2\tau}{c_b} \|\eta^{n+1}_p\|_Q^2.$$

We now combine the estimates (3.13)–(3.17) and absorb the terms $\|\tau D_{\tau} \eta^{n+1}_u\|_a^2$, $c_b \tau \|\eta^{n+1}_p\|_Q$, and $\|\tau D_{\tau} \eta^{n+1}_p\|_a^2$. For the latter, we use Assumption 2.3. In total, this yields

$$\|\eta^{n+1}_u\|_a^2 - \|\eta^n_u\|_a^2 + \|\eta^{n+1}_p\|_c^2 - \|\eta^n_p\|_c^2 + c_b \tau \|\eta^{n+1}_p\|_Q^2$$

$$\leq \frac{2\tau L^2_b}{c_b} \|\tilde{p}^{n+1}\|_Q^2 \|\eta^{n+1}_u\|_a^2 + \frac{4}{\tau} \left( \frac{C^2}{c_b} \|\theta^{n+1}_u\|_{H_V}^2 + C_c^2 H_{\rightarrow \mathcal{H}_Q} \|\theta^{n+1}_p\|_{\mathcal{H}_Q} \right).$$

Applying the mean value theorem, we estimate

$$\|\theta^{n+1}_u\|_{H_V} \leq \tau^2 \|\tilde{u}\|_{L^\infty(H_V)} \quad \text{and} \quad \|\theta^{n+1}_p\|_{\mathcal{H}_Q} \leq \tau^2 \|\tilde{p}\|_{L^\infty(\mathcal{H}_Q)}.$$

Hence, we obtain

$$\|\eta^{n+1}_u\|_a^2 - \|\eta^n_u\|_a^2 + \|\eta^{n+1}_p\|_c^2 - \|\eta^n_p\|_c^2 + c_b \tau \|\eta^{n+1}_p\|_Q^2 \leq \tau C_2 \|\eta^{n+1}_u\|_a^2 + \tau^3 C_1$$

with constants

$$C_1 := \frac{4}{c_b} \frac{C^2}{c_b} \|\tilde{u}\|_{L^\infty(H_V)} + \frac{4}{c_b} C_c^2 H_{\rightarrow \mathcal{H}_Q} \|\tilde{p}\|_{L^\infty(\mathcal{H}_Q)} \quad \text{and} \quad C_2 := \frac{2\tau L^2_b}{c_b} \|\tilde{p}\|_{L^\infty(\mathcal{H}_Q)}.$$

Due to the assumption on the step size (3.8), which now reads $\tau C_2 < 1$, we can apply a discrete Grönwall inequality to (3.18), see [Emm99, Prop. 3.1]. This yields

$$\|\eta^n_u\|_a^2 + \|\eta^n_p\|_c^2 \leq \frac{C^2}{C_2} \left( \exp(C_2 \tau n) - 1 \right).$$
On the other hand, the summation of (3.18) over \( n \) (using \( \eta_u^0 = 0 \) and \( \eta_p^0 = 0 \)) and using the previous estimate yields

\[
(3.19) \quad c_\gamma \tau \sum_{k=1}^n \| \eta_u^k \|_{Q}^2 \leq \tau C_2 \sum_{k=1}^n \| \eta_u^k \|_{a}^2 + \tau^2 C_1 t_n \leq \tau^2 C_1 t_n \exp(C_2 t_n)
\]

and hence the assertion. \( \square \)

Remark 3.7. In the case of non-homogeneous boundary conditions, estimate (3.15) needs to be adjusted. More precisely, \( \eta_u^{n+1} \) needs to be measured in the \( \mathcal{V} \)-norm, leading to a constant \( C_1 \), which depends on \( \| \tilde{u} \|_{L^\infty(\mathcal{V})} \) rather than \( \| \tilde{u} \|_{L^\infty(\mathcal{H}_V)} \).

3.4. Summary and main result. For the main result, which states first-order convergence of the semi-explicit method for poroelasticity with nonlinear permeability, we combine the two previous propositions. This then leads to the following statement.

**Theorem 3.8** (Convergence of the semi-explicit scheme). Consider the setting of Section 2.1 with \( b \) defined in (2.3) as well as Assumptions 2.3, 2.5, and 3.3. Let \((u, p)\) denote the exact solution to (2.4) with \( p(0) = p^0 \in Q \) and \((u^n, p^n)\) the sequence resulting from (3.3) for \( n \leq T/\tau \) with the same initial data. If the step size satisfies the restriction (3.8), then there exists a constant \( C \) (depending on \( p \) and \( \tilde{p} \)) such that

\[
\| u(t_n) - u^n \|_{\mathcal{V}}^2 + \| p(t_n) - p^n \|_{\mathcal{H}_Q}^2 \lesssim \tau^2 (1 + t_n) \exp(C t_n).
\]

**Proof.** One can easily define a history function satisfying (3.5). The assertion directly follows from the two previous Propositions 3.4 and 3.5 and the triangle inequality. \( \square \)

Recall that we have no pointwise estimates of the pressure variable in the \( Q \)-norm. To get an estimate in \( L^2(0, T; Q) \), let us define the piecewise constant function \( P \in L^2(0, T; Q) \) by

\[
P(0) := p^0, \quad P(t) := p^k \quad \text{for} \quad t \in (t_{k-1}, t_k].
\]

Then the combination of Propositions 3.4 and 3.5 shows

\[
\| p - P \|_{L^2(0, t_n; Q)} = \int_0^{t_n} \| p(t) - P(t) \|_{Q}^2 dt \lesssim \tau^2 (1 + t_n) \exp(C t_n).
\]

**Remark 3.9** (Spatial discretization). For practical computations, one would consider discrete spaces \( V_h \subseteq \mathcal{V} \) and \( Q_h \subseteq Q \), leading to approximations \( u^n_h \approx u(t_n) \) and \( p^n_h \approx p(t_n) \). Then, a similar convergence result can be shown based on spatial projections corresponding to \( a \) and \( b \), namely \( R_a : \mathcal{V} \to V_h \) and (for a fixed \( w \in \mathcal{V} \)) \( R^w_b : Q \to Q_h \), defined by

\[
a(R_a u, v_h) = a(u, v_h), \quad b(w; R^w_b p, q_h) = b(w; p, q_h)
\]

for all \( v_h \in V_h \), \( q_h \in Q_h \). Assuming approximation properties

\[
\| u - R_a u \|_{\mathcal{H}_V} \lesssim h \| u \|_{\mathcal{V}}, \quad \| u - R_a u \|_{\mathcal{Y}} \lesssim h \| \nabla^2 u \|_{\mathcal{H}_V}
\]

and

\[
\| p - R^w_b p \|_{\mathcal{H}_Q} \lesssim h \| p \|_{\mathcal{Q}}, \quad \| p - R^w_b p \|_{\mathcal{Q}} \lesssim h \| \nabla^2 p \|_{\mathcal{H}_Q}, \quad \| p - R^w_b p \|_{\mathcal{Q}} \lesssim h^2 \| \nabla^2 p \|_{\mathcal{H}_Q},
\]

uniformly in \( w \), we obtain an error estimate of the form

\[
\| u(t_n) - u^n_h \|_{a}^2 + \| p(t_n) - p^n_h \|_{c}^2 \lesssim (\tau^2 + h^2 + h^4/\tau) \exp(C t_n).
\]

Hence, in the (not critical) regime \( h^2 \lesssim \tau \) we have first-order convergence in \( \tau \) and \( h \). For the convergence proof one considers the (discrete) error terms \( \eta_u^n := R_a u^n - u^n_h \in V_h \) and
\( \eta_p^n := R_{bh}^n \bar{p}^n - p_h^n \in Q_h. \) Then, calculations similar to the ones presented in the proof of Proposition 3.5 combined with the assumed approximation properties of \( R_a \) and \( R_b^w \) as well as a step size restriction in the spirit of (3.8) yield the result.

We now turn to the numerical investigation of the semi-explicit scheme, considering three test cases.

4. Numerical Examples

Besides the numerical validation of the obtained convergence rates, this section is devoted to the following questions:

- performance of the semi-explicit scheme compared to implicit schemes,
- necessity of the weak coupling condition given in Assumption 2.3.

All computations are based on a finite element implementation in Python based on the computing platform FEniCS. Throughout this section, \( h \) denotes the spatial discretization parameter that corresponds to a classical first-order finite element approximation on a regular mesh. Moreover, we use equidistant time steps as mentioned in Section 3.

4.1. Network-inspired model. In this first example, we consider the network-inspired porosity-permeability relation as presented in Example 2.9 with \( \rho_0 = 0.4, \hat{\rho} = 0.2, \delta = 0.01, T = 1. \)

As computational domain we use the unit square \( D = (0,1)^2 \). The remaining parameters are based on the values for Boise sandstone (see [DC93, Sect. 3.3.4]) and are given by

\[
\lambda = 7.826 \cdot 10^8, \quad \mu = 1.826 \cdot 10^9, \quad \alpha = 0.85, \quad M = 7 \cdot 10^9, \quad \kappa_0/\nu = 8 \cdot 10^{-10}.
\]

The right-hand sides and the initial condition are given by \( f \equiv 0, \)

\[ g(x,t) = 30 \sin(\pi x_1) \exp(-t), \]

\[ p^0(x) = 50 (1 - x_1) x_1 (1 - x_2) x_2. \]

We emphasize that the coupling condition from Assumption 2.3 is slightly violated for this setup, since \( C_2^a = \alpha^2 = 0.725 \) and \( c_a c_c = \mu/M = 0.261 \). This, however, is not critical for the stability in this example.

To investigate the performance of the semi-explicit scheme, we compare the results for multiple mesh sizes \( h \) and time step sizes \( \tau \) with a reference solution computed with \( h_{\text{ref}} = 2^{-7} \) and \( \tau_{\text{ref}} = 2^{-8} \) and the implicit scheme (3.2), where the inner iteration is handled with a Picard-type approach. The inner iteration stops when a relative residual error of \( 10^{-9} \) is reached. For this model, we have observed that at most seven Picard steps were needed to converge for each point in time.

For a numerical comparison, we also present the approximations for different discretization parameters with an implicit approach coupled with an inner Picard iteration as for the reference solution. The stopping criterion for the inner iteration is a relative residual error of \( 10^{-9} \) and at most nine Picard steps were needed to reach this threshold. In Figure 4.1, we present the errors at the final point in time \( t = T = t_N \) measured in the norms \( \| \cdot \|_a \) (equivalent to the \( V\)-norm) and \( \| \cdot \|_c \) (equivalent to the \( H_Q\)-norm) for the variables \( u \) and \( p \), respectively. The mesh size \( h = 2^{-7} \) is chosen such that the temporal error dominates. Based on the above theory, we expect linear convergence in \( \tau \) for the semi-explicit scheme. This is observed for both variables \( p \) and \( u \). Note that the errors of the implicit scheme combined with a Picard iteration show the same convergence rate.
but are smaller by a factor 10 for $p$ and 100 for $u$. We would like to emphasize, however, that the semi-explicit scheme is very fast compared to the implicit one, which outweighs the higher error; cf. also the comparison in run times in Section 4.2. Let us also mention that the errors in the $H_V$-norm (for $u$) and the $Q$-norm (for $p$) show a very similar linear behavior in $\tau$ as well.

For completeness, we also present the errors of a simultaneous refinement in space and time in Figure 4.2. We observe first-order rates for both schemes in $u$ and $p$ when

**Figure 4.1.** Relative error in $p$ (left, measured in the $c$-norm) and $u$ (right, measured in the $a$-norm) in the example of Section 4.1 at the final time $T$ for fixed $h = 2^{-7}$ and varying $\tau$.

**Figure 4.2.** Relative error in $p$ (left, measured in the $Q$ and $H_Q$-norm) and $u$ (right, measured in the $a$ and $H_V$-norm) in the example of Section 4.1 at the final time $T$ for varying $\tau = h$. 

For completeness, we also present the errors of a simultaneous refinement in space and time in Figure 4.2. We observe first-order rates for both schemes in $u$ and $p$ when
measured in the $H^1$-norms. In particular, the schemes are very close due to the fact that the spatial error is more dominant compared to the temporal one. In such a scenario, the semi-explicit scheme is very beneficial. For the weaker $L^2$-norms, the plots indicate second-order convergence which – in the case of the semi-explicit scheme – reduces to a first-order rate once the temporal error takes the dominant part. The results are in line with classical approximation results of first-order finite element approximations in space.

4.2. Kozeny-Carman model. For our second example, we consider a Kozeny-Carman permeability as explained in Example 2.8. We set the involved coefficients as

$$
\rho_0 = 0.5, \quad c_s = -0.75, \quad C_s = 0.75, \quad \alpha = \lambda = \mu = \kappa_0 = \nu = M = T = 1.
$$

The right-hand sides $f$, $g$ and the initial data $p^0$ are chosen such that

$$p(x,t) = t \sin(\pi x_1) \sin(\pi x_2), \quad u(x,t) = \frac{1}{6} [1 \ 1]^T \exp(-t) \sin(\pi x_1) \sin(\pi x_2)$$
is the corresponding exact solution. In this case, we have $C_d^2 = \alpha^2 = 1$ and $c_a c_c = \mu/M = 1$ such that the coupling condition of Assumption 2.3 is only just fulfilled.

This setup is taken from the example considered in [CCM13], where only an implicit scheme in combination with a Picard-type iteration is used. Here, we compare our semi-explicit approach with three different implicit approaches, where either maximal one, two, or ten Picard iterations are performed for each time step. This means, the iteration either stops after the maximal amount of steps or when the relative residual tolerance of $10^{-9}$ is reached. Using the norms $\| \cdot \|_a$ and $\| \cdot \|_Q$ for the variables $u$ and $p$, respectively, we present in Figure 4.3 (top) the relative errors for these four methods and different values of $\tau$ for a fixed mesh size $h = 2^{-8}$. We observe a linear convergence behavior in $\tau$ for both $u$ and $p$, but the curves stagnate when the spatial error starts to dominate. The level of stagnation is similar for all curves due to the fact that the spatial errors behave similarly for these approaches as already observed in the first example (cf. Figure 4.2). Note that the semi-explicit scheme is closest to the implicit approximation with just one Picard step.

Apart from the behavior with respect to these stronger norms, we also present the errors in the $H_V$-norm and $H_Q$-norm, see Figure 4.3 (bottom). Due to the smaller spatial error in these weaker norms, the error curves do not show a stagnation and display a linear convergence behavior in $\tau$.

Finally, another important aspect with the semi-explicit approach is the speed-up due to the decoupling and the automatic linearization. To this end, we compare the run times of the semi-explicit scheme with the ones of the implicit Picard-type approaches with maximal one, two, or ten inner iteration steps. We emphasize that the semi-explicit scheme is significantly faster than any of the implicit schemes if the same time step $\tau$ is considered. However, as it can be observed in Figure 4.3, the implicit schemes with two or more Picard steps lead to smaller errors (e.g., up to roughly a factor 20 in $p$ and 100 in $u$, respectively, for the implicit approach with 10 Picard steps). Therefore, we do not compare these methods using the same time steps but rather choose different $\tau$ such that the relative errors measured in the norm $\|(v, q)\|^2 := \|v\|_a^2 + \|q\|_c^2$ are comparable.

We present the corresponding run times in Table 4.1. In this comparison, the semi-explicit scheme achieves the smallest error, still with faster run times compared to the other methods. Note that the computation time of the semi-explicit method can be heavily exploited for weaker coupling strengths. This can be observed in Table 4.2, which shows the run times and errors for the same problem when $\mu = 10$ and $M = 0.1$ are chosen instead. In this setup, the coupling strength of the equations is weaker and therefore the speed-up more apparent. Note that this effect can also be observed in the following example, where the differences between the implicit and the semi-explicit scheme become smaller when the coupling gets weaker.

### 4.3. Sharpness of the coupling condition

The third and final example is devoted to showing that the weak coupling condition in Assumption 2.3 is indeed necessary and rather sharp. For this, we consider a simple poroelasticity test with coefficients

$$
\lambda = \mu = \kappa_0 = \nu = M = T = 1.
$$

Moreover, we consider right-hand sides $f \equiv 0$, $g(x, t) = 5 \cos(0.5\pi t) + \sin(0.5\pi t)$ and varying $\alpha$ to assess the stability of the semi-explicit discretization. Since $C_d^2 = \alpha^2$ and
Table 4.1. Run time comparison (in seconds) for fixed $h = 2^{-8}$ and the coefficients given in Section 4.2.

| Method                              | $\tau$      | Error    | Run Time  |
|-------------------------------------|-------------|----------|-----------|
| semi-explicit                       | $2^{-6}$    | 0.00697  | 663.86    |
| implicit (max. 10 Picard steps)     | $2^{-1}$    | 0.00870  | 761.63    |
| implicit (max. 2 Picard steps)      | $2^{-4}$    | 0.00724  | 1334.73   |
| implicit (1 Picard step)            | $2^{-6}$    | 0.00823  | 2836.90   |

Table 4.2. Run time comparison (in seconds) for fixed $h = 2^{-8}$ and with adjusted coefficients $\mu = 10$ and $M = 0.1$.

| Method                              | $\tau$      | Error    | Run Time  |
|-------------------------------------|-------------|----------|-----------|
| semi-explicit                       | $2^{-4}$    | 0.00452  | 170.16    |
| implicit (max. 10 Picard steps)     | $2^{-1}$    | 0.00621  | 495.52    |
| implicit (max. 2 Picard steps)      | $2^{-2}$    | 0.00524  | 335.32    |
| implicit (1 Picard step)            | $2^{-6}$    | 0.00790  | 3008.32   |

c\_\_ = \frac{\mu}{M} = 1$, the coupling condition reads $\alpha \leq 1$. The quadratic nonlinear permeability in this example is given by

$$
\kappa(s) := \begin{cases} 
\kappa_0 c_s^2, & \rho(s) \leq c_s, \\
\kappa_0 (\rho(s))^2, & c_s < \rho(s) < C_s, \\
\kappa_0 C_s^2, & \rho(s) \geq C_s,
\end{cases}
$$

where $\rho(s) = \rho_0 + (1 - \rho_0)s$, $\rho_0 = 0.4$, $c_s = 0.01$, and $C_s = 0.75$.

In Figure 4.4, we present the errors between the implicit and the semi-explicit discretization for $h = 2^{-4}$, different time step sizes $\tau \in \{2^{-2}, 2^{-3}, 2^{-4}, 2^{-5}\}$, and multiple coefficients $\alpha \in [0.05, 5]$. Note that the implicit scheme is unconditionally stable. We observe that for $\tau = 2^{-5}$, the semi-explicit scheme becomes unstable for $\alpha \approx 2$ and slightly later for the other time step sizes. This is generally in line with Assumption 2.3, but it seems that, in practice, the condition may be slightly relaxed for larger $\tau$.

4.4. Discussion of results. In view of the results of the previous subsections, we can first record that the semi-explicit scheme shows the same order of convergence as an implicit one but – if the coupling condition is barely fulfilled or slightly violated – leads to larger errors for the same time step sizes. This, however, is outweighed by the speed-up that the semi-explicit scheme provides with its decoupling of the poroelastic equations. If the coupling between the equations is relatively weak, the semi-explicit scheme significantly outperforms the implicit ones, in general. Let us also emphasize that the semi-explicit discretization is very beneficial in a setting where $\tau$ and $h$ are refined simultaneously, since the spatial error seems to be rather dominant in such cases (cf. Figure 4.2).
Finally, we mention that a coupling condition as in Assumption 2.3 is indeed necessary when using the semi-explicit scheme as investigated in Section 4.3, but the condition appears to be less critical in practice.

5. Conclusions

Within this paper, we have proposed the use of a semi-explicit discretization scheme for the problem of nonlinear poroelasticity with displacement-dependent permeability. In the setting of a weak coupling of the two involved equations, the scheme allows a decoupling and, in particular, results directly in a one-step linearization approach to treat the nonlinearity. We have proven first-order convergence in time and illustrated the performance of the approach in multiple numerical examples. The semi-explicit method provides a speed-up compared to a classical implicit scheme with an inner iteration, especially for a relatively weak coupling of the equations.
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