Optimal Transponder Array and Survey Line Configurations for GNSS-A Observation Evaluated by Numerical Simulation
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The Global Navigation Satellite System-Acoustic ranging combination technique (GNSS-A) has enabled us to measure seafloor crustal deformation in the precision of centimeters, leading to numerous discoveries of subseafloor tectonic phenomena. The moving observation conducted by our research group allows us to measure both the horizontal and vertical absolute positions of a reference point on the seafloor. However, the observation frequency of our GNSS-A observation system is still insufficient to observe short-term phenomena. This paper focused on the possibility to reduce the observation time per a seafloor site by shrinking the seafloor transponder array size and the survey line radius, which were empirically defined to be equal to the seafloor site depth in the early research. We evaluated the effects of changing these sizes on the GNSS-A positioning accuracy by conducting a series of numerical experiments. The results of the numerical experiments indicated that for a seafloor site with a depth of 3,000 m, the positioning accuracy is rapidly degraded as the transponder array size and the survey line radius are reduced to less than 3,000 m. Additional experiments done for transponder array sizes and survey line radii around 2,000–4,000 m revealed that shrinking the survey line radius has a dominant effect on the decrease in positioning accuracy. Thus, shrinking the transponder array size and the survey line radius is not a suitable option for reducing observation time, and the empirically defined observation configurations are concluded to be quite optimal when regarding both the positioning accuracy and the observation time.
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INTRODUCTION

The Global Navigation Satellite System-Acoustic ranging combination technique (GNSS-A) has realized the precise measurement of a reference point on the seafloor, expanding the crustal observation network into the ocean (Spiess, 1985; Asada and Yabuki, 2001; Fujita et al., 2006). In the GNSS-A observation of the Japan Coast Guard (JCG), the precise position of a survey vessel sailing along a survey line is measured using kinematic GNSS positioning, and the distances between the onboard transducer and the mirror transponders installed on the seafloor are measured using acoustic ranging (Figure 1A). Combining these data with the vessel attitude data and XBT/XCTD observations, the global coordinates of the virtual reference point (the centroid of the transponders)
is precisely determined in the centimeter level. GNSS-A observation has revealed numerous tectonic phenomena such as the coseismic and postseismic movements of the 2011 Tohoku-oki earthquake ($M_w$ 9.0) (Sato et al., 2011; Watanabe et al., 2014), interplate coupling in the Nankai Trough region (Yokota et al., 2016a), and shallow slow slip events that occurred near the Nankai Trough axis (Yokota and Ishikawa, 2020).

The observation frequency has been a crucial matter for GNSS-A observation over the past 20 years, and we have been making significant efforts to improve the observation frequency. Despite the increase in the number of our seafloor sites, the observation frequency of the JCG group has improved from approximately one time per year per site in the early 2000s to 4 times per year per site by 2018 (Ishikawa et al., 2020). However, this frequency is still inadequate for observing tectonic phenomena with time scales less than few months (e.g. shallow short-term slow slip events).

One of the key factors that affects the observation efficiency is the size of the transponder array and the survey line, as shown in Figure 1B. In the early research by Spiess (1985), the proposed stationary observation system required at least three transponders, and the transponder array size has been defined that the circumdiameter of the transponder array should be approximately equal to the depth of the seafloor site.

However, the stationary system using a triangular transponder array proposed by Spiess (1985) was unable to detect the vertical displacement. To overcome this problem of detecting the vertical displacement, our research group has taken a different approach. We have developed an observation system that uses a vessel to perform a moving survey (Figure 1A), which is capable to detect both the horizontal and vertical displacements. In our system, although it is possible to detect the movement of only a single transponder, we deploy four transponders to form a square array as shown in Figure 1A to increase the positioning accuracy and stability. The transponder array size in our observation system is configured to be equal to the site depth, as done in Spiess (1985).

Regarding the survey line, theoretical studies by a research group in China have indicated that the optimal survey line radius is $\sqrt{2}$ times the depth of the seafloor site, which is the radius when the smallest geometric dilution of precision (GDOP) is achieved (Zhao et al., 2016). In the current observation system of our group, the survey line radius is set to be approximately equal to the depth of the seafloor site. Taking in account of the effects of vessel attitude and the seawater turbulence on the acoustic ranging, the maximum speed of the survey vessel during an observation is limited to approximately 6–7 knots. Therefore, deeper sites which have longer survey lines tend to take relatively longer observation times, and it is difficult to reduce the observation times of the deeper sites by increasing the vessel speed.

One possible approach to reduce the observation time for the deep sites is by reducing the transponder array size and the survey line radius which were empirically defined in the early studies (e.g. Spiess 1985). However, the effects of changing the transponder array size and the survey line radius on the accuracy of GNSS-A positioning have not been clearly investigated. In this study, we evaluated the effects of changing the transponder array size and the survey line radius on the accuracy of GNSS-A observation, by analyzing synthetically generated datasets.

We created a series of synthetic datasets with different transponder array sizes and survey line radii by using a numerical simulator (Yokota et al., 2016b) to evaluate the effects of changing these sizes on the positioning accuracy.
our numerical experiments, we assumed a simple square transponder array and assigned a symmetrical survey line. To focus only on the effects of changing the geometry of the observation system, we configured a simple sound speed structure with no horizontal and temporal variations. We analyzed these datasets like the actual GNSS-A datasets using the conventional linearized inversion method (Fujita et al., 2006).

**METHODS**

**The GNSS-A Simulator**

We used a numerical simulator that has been developed to create synthetic GNSS-A observation datasets (Yokota et al., 2016b). In the GNSS-A simulator, the synthetic travel times are calculated between the synthetic vessel positions and the preconfigured transponder positions, and the outputs are formatted to be analyzed like an actual GNSS-A observation dataset. The GNSS-A simulator requires the following input files (also shown in Figure 2):

(I-1) Transponder position and error configuration file
(I-2) Survey line configuration file
(I-3) Sound speed profile configuration file (for synthetic acoustic travel time data)
(I-4) Sound speed profile configuration file (as pseudo-XBT data used in analysis)

In our simulation, the three-dimensional position is expressed by local East-North-Up (ENU) coordinates, with the origin at the sea surface directly above the centroid of the transponder array. Configuration file (I-1) contains the three-dimensional positions of the transponders, which are written in the local ENU coordinates. The acoustic travel time error, pseudo-random walk of the GNSS, and Gaussian noise of the GNSS are also configured in this file. Survey line configuration file (I-2) contains the survey line geometry and size, number of acoustic shots and shot interval for each survey line, and the pseudo-random walk and Gaussian noises of the survey line (which express random distortions of the survey line geometry). In the sound speed profile configuration file for the theoretical ray path calculation (I-3), the spatiotemporal variation of the sound speed profile can be configured. There is also a sound speed profile configuration file (I-4) for the pseudo-XBT data used in the analysis. The sound speed profile in (I-3) and (I-4) are configured at several depth layers; the sound speed at depths between these configured depth layers are either linearly interpolated or extrapolated. Settings for the vessel attitude and the offset between the GNSS antenna and the transducer are not implemented in this simulator; thus, the calculated vessel positions are equivalent to the transducer positions.

The resulting outputs of the calculated data are the acoustic travel time file, vessel position file, and the sound speed observation file. These output files can be analyzed like an actual GNSS-A dataset using the method of Fujita et al. (2006), as described in Figure 2 and Analysis of the Synthetic Datasets.

**Configurations of the Numerical Experiments**

In our study, we mainly edited input files (I-1) and (I-2) to configure the transponder positions and the survey line radius for
each experimental run, and kept the settings in files (I-3) and (I-4) constant throughout all of the numerical experiments.

Since the focus of our study is on the possibility to reduce the observation times for the deep sites, we have set the depth of the sea floor site in file (I-1) to 3,000 m, which is a representative depth of the deepest sea floor sites installed by our research group. In our numerical experiments, the depths of all transponders were set to 3,000 m. This value was kept constant for all of the experimental runs. The transponder positions were set so that the transponders form a square array, with the centroid at position (0 m, 0 m, −3,000 m) in local ENU coordinates. For example, when we set the transponder array size to \( L \), we assigned the transponders at \((L/2, 0 m, −3,000 m)\), \((-L/2, 0 m, −3,000 m)\), \((0 m, L/2, −3,000 m)\), and \((0 m, −L/2, 3,000 m)\), in local ENU coordinates. The transponder array size was changed depending on the experimental run.

In the survey line configuration file (I-2), a symmetrical survey line configuration currently adopted in our GNSS-A observation, as shown in Figure 1B, is configured. Like the transponder positions, the survey line radius was also changed depending on the type of the experimental run. For each trial of data synthesis and analysis, a total of four sets with each having 784 acoustic shots were simulated to create a single GNSS-A dataset with a total of 3,136 shots. The acoustic shots were created at a constant time interval, to synthesize a geometrically well-balanced data, as we do in the actual observations. The number of acoustic shots per line and the shot intervals were tuned so that the total simulated acoustic shots is 3,136 for each trial, regardless of the survey line radius.

We configured a simple sound speed structure in files (I-3) and (I-4) that has no horizontal sound speed gradient nor temporal variation. Such a simplified sound speed structure was used instead of a more realistic model (e.g. Munk, 1974), since our focus is on how the GNSS-A positioning accuracy is affected by changing the transponder array size and the survey line radius. The configured values for the ray path calculation in (I-3) were 1,505.00 m/s at 0 m, 1,494.30 m/s at 400 m, and 1,490.00 m/s at depths below 600 m, as shown in the left of Figure 3A. The acoustic shots calculated using these values have round-trip travel times ranging roughly 4–10 s and takeoff angles ranging roughly from 100°–180°, depending on the transponder array size and the survey line radius. As shown in the right of Figure 3A, we configured values in (I-4) for the XBT data used in the analysis that were almost identical to the values configured in (I-3). Since the temporal variation estimated in SGOBS ver. 4.0.2 is much larger in magnitude compared to the XBT measurement errors, our settings of the XBT measurement errors should not affect the outcome of the simulation.

We created high-rate pseudo-GNSS noises using the Box-Muller’s method (Box and Muller, 1958). For the pseudo-GNSS
noise, we assigned a Gaussian noise and a random walk for the vertical and horizontal components. Gaussian noise and random walk were empirically known to be included in the GNSS noises (Bilich et al., 2008). The values of 1σ of the pseudo-GNSS noises, implemented in file (I-1), were 0.5 cm for the horizontal Gaussian noise, 1.5 cm for the vertical Gaussian noise, 2.5 cm for the horizontal random walk, and 7.5 cm for the vertical random walk. Sample waveforms of the random walk are shown in Figure 3B. To focus on how the transponder array size and the survey line radius affect the GNSS-A positioning accuracy, we have only added the pseudo-GNSS noises, and did not configure the travel time errors in our experiments.

We performed a series of experimental runs as shown in Figure 3C to evaluate the individual and the combined effects of changing the transponder array size and the survey line radius on the GNSS-A positioning accuracy. In our first experiment, only the transponder array size was changed from 1,000 m to 8,000 m at 1,000 m intervals, and the survey line radius was fixed to 3,000 m (EXP1 in Figure 3C). In our second experiment, only the survey line radius was changed from 1,000 m to 8,000 m at 1,000 m intervals, and the transponder array size was fixed to 3,000 m (EXP2 in Figure 3C). In the third experiment (EXP3 in Figure 3C), both the transponder array size and the survey line radius were simultaneously changed from 1,000 m to 8,000 m at 1,000 m intervals (e.g. when the transponder array size is configured to 8,000 m, the survey line radius is also configured to 8,000 m). Additionally, we have also performed an experiment with a transponder array size of 2,000 m and a survey line radius of 4,000 m, and another experiment with a transponder array size of 4,000 m and a survey line radius of 2,000 m, to closely examine the effects of transponder array sizes and survey line radii around 2,000–4,000 m. As stated above in this section, note that the site depth is fixed to 3,000 m for all experimental runs.

To evaluate the positioning accuracy, we conducted 300 trials of data synthesis and analysis for each experimental run. For each trial, we created pseudo-GNSS noises as assigned in file (I-1), and added the noises to the synthetic data, to create data variation among the trials.

Analysis of the Synthetic Datasets

For the analysis of the synthetic datasets, we used the analysis software SGOBS version 4.0.2, in which the method developed by Fujita et al. (2006) is implemented. SGOBS version 4.0.2 is regularly used in the observation and analysis routine of our group. In the method of Fujita et al. (2006), the sound speed structure and the three-dimensional transponder positions are alternately estimated using Bayesian inversion. As shown in the right of Figure 2, this algorithm first iterates to determine the positions of the seafloor transponders using the initial sound speed profile, and then the resulting residuals of the first loop are used in the second loop to determine the sound speed coefficient. Then, the transponder positions are determined again using the newly estimated sound speed coefficients, and so on. These iterations are repeated until both the sound speed and the transponder positions satisfy the convergence criteria. The centroid of the transponder positions is calculated from the final estimations of the transponder positions.

In the actual GNSS-A observations, acoustic shots with extremely small takeoff angles may be due to fake return signals, such as echoes from the seafloor. In order to remove such acoustic shots that may not be responses from the transponders, acoustic shots with takeoff angles less than 120° are removed in the algorithm of SGOBS version 4.0.2.

To evaluate the GNSS-A positioning accuracy, we defined three criteria as listed below:

1. The average horizontal error of the centroid ($\mu_{Ch}$)
2. The average horizontal error of the four transponders ($\mu_{Ch}$)
3. The average vertical error of the centroid ($\mu_{Cv}$)

The average horizontal error of the centroid ($\mu_{Ch}$) is defined as the average displacement of the horizontal centroid positions of the N trials from the “true” horizontal position of the centroid $C_0$. As explained in Configurations of the Numerical Experiments, the horizontal centroid position $C_0$ is always at (0 m, 0 m) regardless of the transponder array size. Let $C_i$ be the estimated horizontal position of the centroid of the $i$th trial, and $\mu_{Ch}$ can be calculated as follows:

$$\mu_{Ch} = \frac{1}{N} \sum_{i=1}^{N} |C_i - C_0|.$$  

$\mu_{Ch}$ is calculated by averaging the horizontal errors of the four transponders numbered $j (j = 1, 2, 3, 4$, corresponding to the transponder in the east, west, north, and south of the centroid). Let $M_i^j$ be the estimated horizontal position of the $i$th trial, and $M_{0j}$ be the “true” horizontal position of the $j$th transponder configured in file (I-1), and the average horizontal error of the four transponders for the $i$th trial $M_i$ is expressed as:

$$\bar{M}_i = \frac{1}{4} \sum_{j=1}^{4} |M_i^j - M_{0j}|.$$  

Thus, the average horizontal error of the four transponders for $N$ trials, $\mu_{Ch}$, can be simply calculated as the average of $\bar{M}_i$ for all trials:

$$\mu_{Ch} = \frac{1}{N} \sum_{i=1}^{N} \bar{M}_i.$$  

The average vertical error of the centroid $\sigma_{Cv}$ is calculated by averaging the absolute value of the anomaly of the $N$ trials from the “true” vertical position of the centroid, $d$, configured in file (I-1), which is constantly $d = 3,000$ m for all trials in all experimental runs. Thus, when the vertical position of the centroid for the $i$th trial is defined as $u_{Ci}$, $\mu_{Cv}$ is simply calculated as below:

$$\mu_{Cv} = \frac{1}{N} \sum_{i=1}^{N} |u_{Ci} - d|.$$  

In Results and Discussion, the results will be evaluated by calculating and plotting the values of $\mu_{Ch}$, $\mu_{Ch}$, $\mu_{Cv}$ of each experimental run. Since 300 trials were performed for each run, $N = 300$ in these equations above for this study.
RESULTS

Figures 4A–C indicate the values of $\mu_{Ch}$, $\mu_M$, and $\mu_Cv$ obtained from the numerical experiments, respectively. Figure 4A indicates that the horizontal positioning accuracy of the centroid decreases when the survey line radius is shrunk to less than 3,000 m. When the survey line radius is fixed to 3,000 m, the change in the values of $\mu_{Ch}$ is small, regardless of the transponder array size. Overall, the values of $\mu_{Ch}$ fluctuate within the range of few centimeters, indicating that changing the transponder array size and the survey line radius do not significantly affect the horizontal positioning accuracy of the centroid.

Meanwhile, the values of $\mu_M$ (Figure 4B) shows that the horizontal positioning accuracies of the individual transponders fluctuate in the order of decimeters. This indicates that unlike the centroid, the positioning accuracy of each transponder is clearly affected by changing the transponder array size and/or the survey line radius. $\mu_M$ is approximately 2 cm for an array size of 3,000 m, but when the transponder array size is shrunk to less than 3,000 m, $\mu_M$ becomes greater than 10 cm. The positioning accuracy is degraded even more when the survey line radius is shrunk to less than 3,000 m; $\mu_M$ becomes greater than 20 cm. $\mu_M$ also increases when the survey line radius is fixed to 3,000 m and the transponder array size is greater than 6,000 m, exceeding 20 cm when the transponder array size is 8,000 m.

Figure 4C shows that the average error of the vertical position $\mu_Cv$ generally increases as the transponder array size and/or the survey line radius decrease. When the transponder array size and/or the survey line radius become smaller than 3,000 m, $\mu_Cv$ rapidly increases, and the values exceed 20 cm. This result indicates that the vertical positioning becomes inaccurate and unstable as these sizes decrease. However, when the transponder array size and the survey line radius become larger than 3,000 m, $\mu_Cv$ rapidly converges to values less than 1 cm.

Figures 4D–F shows the histograms of the horizontal error of the centroid, the average horizontal error of the four transponders, and the vertical error of the centroid. All histograms indicate the frequency of errors in the range of 0–4 cm. Figures 4D, E show that the distribution peaks of the horizontal errors become generally sharper, and the peak gradually shifts to 0 cm as the transponder array size and the survey line radius increase. This indicates that the horizontal positioning accuracy generally improves as these sizes increase. In Figure 4F, the histograms of the vertical error, the distribution peak shifts toward 0 cm as the transponder array size and the survey line radius increase. This result shows that the vertical positioning accuracy also improves by increasing these sizes.

DISCUSSION

Effects of Changing the Transponder Array Size

Figure 4B indicates that $\mu_M$ increases rapidly as the transponder array size becomes greater than 6,000 m, when the survey line
radius is fixed to 3,000 m. Histograms in Figure 4E show that when the survey line radius is fixed to 3,000 m and the transponder array size becomes greater than 6,000 m, the distribution peak becomes wider and shifts away from 0 cm. These results imply that the horizontal positioning errors of each transponder becomes larger when the transponder array size becomes wider than the survey line radius. When the transponder array is larger than the area covered by the survey line, most of the acoustic shots will be taken from the inside of the transponder array. Since a geometrically well-balanced acoustic data is necessary for GNSS-A observation, such poorly balanced data would degrade the positioning accuracy, leading to the results shown in Figure 4B.

The values of $\mu_{\text{fl}}$ also increase when the transponder array size is shrunk to less than 3,000 m, as well as the vertical error $\mu_{\text{cv}}$ (Figure 4C). Shrinking the transponder array size would eventually converge as observing a single transponder at the centroid. The position obtained by observing only a single transponder is unstable compared to the position of the centroid obtained by observing a square array of four transponders, which may be the cause of the decrease in positioning accuracy when the transponder array size is decreased.

However, the values of $\mu_{\text{ch}}$ remain relatively stable throughout all array sizes when the survey line radius is kept constant at 3,000 m, each ranging between 6 and 10 mm (Figure 4A). The results of $\mu_{\text{ch}}$ imply that the horizontal positioning of the centroid is not significantly affected by shrinking the transponder array size, despite the fact that $\mu_{\text{fl}}$ significantly increases by shrinking the array. This indicates that rather than determining the position of an individual transponder as the position of a seafloor site, determining the centroid of a square transponder array is an effective method for reducing observation errors and stably positioning a seafloor site.

Effects of Changing the Survey Line Radius

In general, larger survey line radius enhances the variation of the takeoff angles of the acoustic shots, which leads to improved positioning accuracy, as shown in Figure 4. This is analogous to a good constellation geometry in GNSS positioning; it is better that the GNSS satellites spread out evenly across the sky rather than being confined in a very small area.

Shrinking the survey line radius would eventually converge as a stationary observation at the sea surface directly above the centroid. The takeoff angle variation of the acoustic shots decreases since the survey range is confined to a smaller area. Unlike the transponder arrangement proposed by Tomita et al. (2019), our square transponder array cannot determine the vertical displacement by stationary observation. Our results shown in Figure 4C indicate that $\mu_{\text{ch}}$ rapidly increases as the survey line radius is decreased below 3,000 m. The histogram (Figure 4E) also shows that the distribution peak gradually shifts away from 0 cm as the survey line radius decrease, implying the decrease in the positioning accuracy. $\mu_{\text{fl}}$ (Figure 4B) and the histograms (Figure 4E) indicate that the horizontal positioning of the individual transponders is degraded as well by decreasing the survey line radius. Nevertheless, the values of $\mu_{\text{ch}}$ when the survey line radius is less than 3,000 m are much smaller compared to the values of $\mu_{\text{fl}}$. This indicates that positioning the centroid of the seafloor transponders forming a square array is an effective method to reduce the horizontal positioning error.

When the survey line radius is increased, all of the errors tend to become very small. However, it must be noted that the availability of the acoustic data in the analyses for a very large survey line radius is very poor. For example, when the survey line radius is 8,000 m, the data availability is around 30–50%. This is due to the takeoff angle limitation in our GNSS-A observation to exclude acoustic signals transmitted from takeoff angles that are less than $120^\circ$, as explained in Analysis of the Synthetic Datasets. Thus, although very large survey line radii seem to perform well regarding the positioning accuracies, these radii are not suitable for the actual observation routine. Also, the improvement of the positioning accuracy when configuring a survey line radius larger than 3,000 m is small, improving only in order of millimeters, compared to the significant increase in the observation time, making the observation inefficient.

The Optimal Transponder Array Size and Survey Line Radius

We can imply from Figure 4 that when regarding the horizontal and vertical positioning accuracies, the transponder array size and the survey line radius should be as large as possible. However, due to the takeoff angle limitation explained in Effects of Changing the Survey Line Radius, the optimal transponder array size and survey line radius for our observation system is limited to approximately 3,000–4,000 m. When regarding both the observation time and the positioning accuracy, the transponder array size and survey line radius of 3,000 m, which is equal to the empirically defined sizes for a depth of 3,000 m, seems to be quite optimal. When the sizes are less than 3,000 m, the positioning errors become too large for crustal monitoring. When the sizes are greater than 3,000 m, the improvement of the positioning accuracy is small compared to the significant increase in the observation time. It can be concluded that the trade-off between the positioning accuracy and the observation time is well balanced at our empirically defined sizes. Also, it must be noted that in the real world, increasing the transponder array size and the survey line radius would increase errors due to the spatial variability of the sound speed structure.

Figure 4A has indicated that the horizontal positioning error of the centroid of the transponders remains stable when the transponder array size and/or the survey line radius is changed. This result implies that it is possible to obtain the horizontal positions of a site with a transponder array size and a survey line radius that is smaller than our empirically defined sizes. One of the limitations when installing a site is the seafloor topography; there are cases where we cannot install a site with the empirically defined transponder array size, due to the lack of a smooth seafloor. When regarding only the horizontal positioning accuracy, we can shrink the transponder array size to some degree, which would give us more valuable options when installing a site. Also, the result that the horizontal positioning
is not significantly affected by shrinking the survey line radius indicates a possibility that we can reduce the observation time. By reducing the observation time and increasing the observation frequency, we can improve the accuracy of the time series of the horizontal positions. An improved time series of the horizontal positions would provide us valuable information on the temporal variation of the seafloor crustal deformation.

Our simulation results may also be applied to the observations of other institutions, with different survey line geometry. As explained in Effects of Changing the Survey Line Radius, assigning a large survey line radius enables us to obtain acoustic data with larger variation of takeoff angles, which is necessary for achieving high positioning accuracies for both the horizontal and the vertical components. Thus, it may be possible that the optimal sizes indicated in our study can be applied to other types of survey line geometry, if the survey line geometry is configured to obtain acoustic data with large variation of the takeoff angles.

**Future Works**
The results of the numerical experiments indicated that the positioning accuracy is degraded rapidly assuming transponder array size and survey line radius of less than 3,000 m for a site with 3,000 m of depth. Thus, shrinking the transponder array size and the survey line radius is not a suitable solution for improving observation frequency. In fact, the empirically defined sizes, which is equal to 3,000 m in the experiments of our study, are quite optimal values when regarding both the positioning accuracy and observation efficiency.

GNSS-A observation has numerous error sources other than those focused in this study. One of the main error sources is the spatiotemporal variation of the sound speed structure, which has been investigated in numerous studies (e.g. Yasuda et al., 2017; Honsho et al., 2019; Yokota et al., 2019). Assessing the effects of the temporal change of the sound speed structure and the horizontal sound speed gradient on the GNSS-A accuracy is one of the main topics for our future research using the GNSS-A simulator. Numerical experiments using different transponder arrangements such as those proposed by Tomita et al. (2019) is an important topic as well, since there is a possibility that the positioning accuracy may improve by changing the arrangement of the transponders. Also, a new analysis software that directly estimates the sound speed structure using a Bayesian approach is being developed (Watanabe et al., 2020). We can utilize the simulator to validate the capability of this new software to accurately determine the transponder positions and to properly estimate the sound speed structure. We plan to further investigate the GNSS-A observation errors by taking the approach using numerical simulation, as done in this study.
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