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Abstract
A fundamental issue for federated learning (FL) is how to achieve optimal model performance under highly dynamic communication environments. This issue can be alleviated by the fact that modern edge devices usually can connect to the edge FL server via multiple communication channels (e.g., 4G, LTE and 5G). However, having an edge device send copies of local models to the FL server along multiple channels is redundant, time-consuming, and would waste resources (e.g., bandwidth, battery life and monetary cost).

In this paper, motivated by the layered coding techniques in video streaming, we propose a novel FL framework called layered gradient compression (LGC). Specifically, in LGC, local gradients from a device are coded into several layers and each layer is sent to the FL server along a different channel. The FL server aggregates the received layers of local gradients from devices to update the global model, and sends the result back to the devices. We prove the convergence of LGC, and formally define the problem of resource-efficient federated learning with LGC. We then propose a learning-based algorithm for each device to dynamically adjust its local computation (i.e., the number of local stochastic descent) and communication decisions (i.e., the compression level of different layers and the layer-to-channel mapping) in each iteration. Results from extensive experiments show that using our algorithm, LGC significantly reduces the training time, improves the resource utilization, while achieving a similar accuracy, compared with well-known FL mechanisms.

1 Introduction
Federated learning (FL) has emerged as an efficient solution to analyze and process distributed data for data-driven tasks (e.g., autonomous driving, virtual reality, image classification, etc.) in Mobile Edge Computing (MEC) (Niknam, Dhillon, and Reed 2020; Li et al. 2021; Verma, Julier, and Cirincione 2018; Wang et al. 2018; Yang et al. 2019).

By performing training tasks at edge devices (e.g., mobile phones and tablets) and aggregating the learned parameters at edge servers, FL significantly reduces the network bandwidth usage of machine learning applications, and protects the data privacy of edge devices (Bonawitz et al. 2019).

However, to practically deploy FL in edge networks still faces several difficulties. 1) The communication between devices and the server in dynamic edge networks may be frequently unavailable, slow, and expensive. 2) The resources (e.g., bandwidth and battery life) are always limited in the MEC system.

These issues can be alleviated by the fact that modern edge devices usually can connect to the edge FL server via multiple communication channels (e.g., 4G, LTE and 5G). However, having an edge device for sending copies of local models to the FL server along multiple channels is redundant, time-consuming, and would waste resources (e.g., bandwidth, battery life and monetary cost).

Several pioneering works have been proposed to manage system resources for efficient FL in edge networks (Wang et al. 2019; Tran et al. 2019; Chen et al. 2020). However, these studies focus on reducing resource consumption, hindering performance boost in resource utilization and training efficiency. A promising solution suggested in recent works is to incorporate gradient compression strategies into FL algorithms, which can considerably reduce the communication cost with little impact on learning outcomes (Stich, Cordonnier, and Jaggi 2018; Basu et al. 2019). However, these compression techniques are not tuned to the underlying communication channel, and may not utilize the channel resources to the fullest.

In this paper, to address the problem of how to efficiently utilize the limited resources at edge devices for optimal learning performance, we propose a novel FL framework called layered gradient compression (LGC). Motivated by the layered coding techniques in video streaming, in LGC, local gradients from a device are coded into several layers and each layer is sent to the FL server along a different channel. The FL server aggregates the received layers of local gradients from devices to update the global model, and sends the result back to the devices. We integrate gradient compression and multi-channel transmission into FL to alleviate communication and energy bottleneck. We prove the convergence of LGC, and formally define the problem of resource-efficient FL with LGC. To deploy LGC in dynamic networks and resource constrained MEC systems, we then propose a learning-based algorithm for each device to dynamically adjust its local computation (i.e., the number of local stochastic descent) and communication decisions (i.e., the compression level of different layers and the layer-to-channel mapping) in each iteration.

Our main contributions of this paper are as follows:

---
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To efficiently utilize the limited resources at edge devices for the optimal learning performance in dynamic edge networks, motivated by the layered coding techniques in video streaming, we propose a novel FL framework called layered gradient compression (LGC). To the best of our knowledge, we are the first to propose such a layered gradient compression FL framework.

We provide a convergence guarantee for LGC from a theoretical perspective, and formally define the problem of resource-efficient FL with LGC.

We then propose a learning-based control algorithm for each device to dynamically adjust its local computation and communication decisions in each iteration, subject to dynamic edge network and resource constraints.

We evaluate the performance of LGC with the proposed learning-based control algorithm. Results show that using our algorithm, LGC significantly reduces the training time, improves resources utilization, while achieving a similar accuracy, compared with the baseline.

The rest of this paper is organized as follows. In Section 2, we describe the framework of LGC, prove the convergence of LGC and define the problem of resource-efficient FL with LGC. In Section 3, we describe the design and implementation details of the learning-based control algorithm. We show the experimental results in Section 4, summary the related work in Section 5, and conclude this work in Section 6.

2 Framework Design

This section first reviews the typical framework of FL. Then, we describe our proposed LGC mechanism and prove its convergence. Finally, we put forward the problem formulation of resource-efficient FL with LGC.

2.1 Framework Overview

The framework of LGC follows the typical FL pattern and consists of two parts, an edge server and M edge devices. In LGC, M edge devices denoted by $\mathcal{M} = \{1, 2, \ldots, m, \ldots, M\}$ collaboratively train a learning model with an edge server by iterative computations and communication.

To alleviate the communication bottleneck, LGC compresses the local computed gradients before transmitting and sends them through multiple channels. Figure 1 gives and overview of LGC. In LGC, each device computes the local gradients (①), compresses the gradients by LGC compressor (②) and sends encoded layers of the compressed gradients to the edge server through multiple channels (③). The server waits until the gradients from all the clients are received. It then adds them up (④) and dispatches the results to all devices (⑤). Devices then uses them to update the local model. Multiple channels are indicated by different colors.

To compress the gradients, we consider Top-$k$ operator, an important example of sparsification operators in distributed training. And we extend it to LGC$_k$ for multiple communication channels. For any $\mathbf{x} \in \mathbb{R}^D$, $\text{Top}_k(\mathbf{x}) \in \mathbb{R}^D$ is equal to a $D$-length vector, which has at most $k$ non-zero components whose indices correspond to the indices of the largest $k$ components (in absolute value) of $\mathbf{x}$. Before giving the definition of LGC$_k$, we extend Top$_{\alpha, \beta}$ compressor to $\text{Top}_{\alpha, \beta}(1 \leq \alpha < \beta \leq D)$ compressor to take the sparsified top-$(\alpha, \beta)$ gradients. Specifically, for a vector $\mathbf{x} \in \mathbb{R}^D$, $\text{Top}_{\alpha, \beta}(\mathbf{x}) \in \mathbb{R}^D$ and the $i$-th $(i = 1, 2, \ldots, D)$ element of $\text{Top}_{\alpha, \beta}(\mathbf{x})$ is defined as

$$
\text{Top}_{\alpha, \beta}(x_i) = \begin{cases} 
    x_i, & \text{if } \alpha < |x_i| > \beta, \\
    0, & \text{otherwise},
\end{cases}
$$

where $x_i$ is the $i$-th element of $\mathbf{x}$ and thr$_{\alpha}$ is the $\alpha$-th largest absolute value of the elements in $\mathbf{x}$ and and thr$_{\beta}$ is the $\beta$-th largest absolute value of the elements in $\mathbf{x}$.

Modern edge devices usually can connect with multiple communication channels. Considering a device with $C$ channels connected to it, the traffic allocation among these channels is denoted by a vector $\mathbf{k} \in \mathbb{R}^c$. The device codes gradient elements into different layers with $\text{Top}_{\alpha, \beta}$ compressor and gets $\{\text{Top}_{\sum_{c=1}^{c-1} k_c, \sum_{c=1}^{c-1} k_c}(\mathbf{x})\}_{c=1}^C$. Then each layer is sent to server through different channels. The server collects gradients from all the channels, decodes them and gets LGC$_k(\mathbf{x})$. For a vector $\mathbf{x} \in \mathbb{R}^D$, LGC$_k(\mathbf{x}) \in \mathbb{R}^d$ and the $i$-th $(i = 1, 2, \ldots, d)$ element of LGC$_k(\mathbf{x})$ is defined as

$$
\text{LGC}_k(\mathbf{x}) = \sum_{c=1}^C \text{Top}_{\sum_{i=1}^{c} k_i, k_c}(\mathbf{x}).
$$

Unlike previous studies requiring an identical number of local computation and compression level across all the participants, we propose and analyze a particular form of asynchronous operation where the devices synchronize with the master at arbitrary times. We also allow the participating devices to perform gradient sparsification with different compression coefficients. This indeed helps to accommodate stragglers with poor channel conditions and thus mitigates the impacts of stale updates. By definition, we also allow devices to be equipped with different numbers and types of communication channels.

Let $\mathcal{I}_m \subseteq T = \{1, \ldots, T\}$ with $T \in \mathcal{I}_m$ denote a set of indices for which device $m \in \mathcal{M}$ synchronizes with the server. In our asynchronous setting, $\mathcal{I}_m$’s may be different for different devices. However, we assume that

![Figure 1: An overview of LGC.](image-url)
Algorithm 1: FL with Layered Gradient Compression

1: Initialize $w(0), \bar{w}(0), w_m(0), \hat{w}_m(0), e_m(0), \forall m \in M$. Suppose $\eta(t)$ follows a certain learning rate schedule.
2: for $t = 0 \rightarrow T - 1$
3:  On Edge Devices:
4:    for $m \in \mathcal{M}$ in parallel do
5:      Sampling a mini-batch $D_m(t)$ of size $b$ from $D_m$
6:      $\tilde{w}_m(t + \frac{1}{2}) \leftarrow \tilde{w}_m(t) - \eta(t)\nabla f_m(w_m(t); D_m(t));$
7:    if $t + 1 \in I_m$ then
8:      $u_m(t) \leftarrow e_m(t) + w_m(t) - w(t)$
9:      $g_m(t) = \text{LGC}(u_m(t))$
10:     Upload $g_m(t)$ by multiple channels
11:    end
12:  else
13:     $\hat{w}_m(t+1) \leftarrow \tilde{w}_m(t+1)$ and $w_m(t+1) \leftarrow w(t+1)$
14: end
15: At Central Server:
16: if $t + 1 \in I_m, \forall m \in \mathcal{M}$ then
17:   Collect $g_m(t), \forall m \in \mathcal{M}$ and $g(t) \leftarrow 1/M \sum_{m=1}^{M} g_m(t)$
18:   $\bar{w}(t+1) \leftarrow \bar{w}(t) - g(t)$ and broadcast $\bar{w}(t+1)$
19: else
20:   $\bar{w}(t+1) \leftarrow \bar{w}(t)$
21: end
22: Comment: $w_m(t+1)$ denotes an intermediate variable between iterations $t$ and $t + 1$

Assumption 2. (Bounded variances and second moment): For every $w_m(t) \in \mathbb{R}^d$ and $t \in \mathbb{Z}^+$, there exist constants $\sigma > 0$ and $G \geq \sigma$ such that:

$$E_{D_m(t) \subset D_m} \left[ \left\| \nabla f_m \left( w_m(t); D_m(t) \right) - \nabla f_m \left( w_m(t) \right) \right\|^2 \right] \leq \sigma^2, \forall m,$$

$$E_{D_m(t) \subset D_m} \left[ \left\| \nabla f_m \left( w_m(t); D_m(t) \right) \right\|^2 \right] \leq G^2, \forall m.$$  

To state our results, we need the following definition from [Stich, 2018].

Definition 1. (Gap). Let $I = \{ t_0, t_1, \ldots, t_k \}$, where $t_i < t_{i+1}$ for $i = 0, 1, \ldots, k - 1$. The gap of $I$ is defined as $\text{gap}(I) := \max_{i \in \{1, \ldots, k\}} (t_i - t_{i-1})$, which is equal to the maximum difference between any two consecutive synchronization indices.

We extend Lemma 4 in [Basu et al., 2019] and get the following lemma.

Lemma 1. (Memory contraction). Let $\text{gap}(I_m) \leq H, \forall m \in \mathcal{M}$ and $\eta(t) \leq \frac{\alpha}{a^2t}$, where $\alpha$ is a constant and $a > 4 H / \gamma$. Then there exists a constant $C \geq \frac{4a\gamma_m(1-\gamma_m^2)}{a^2m - 4H}$, the following holds for every $t \in \mathbb{Z}^+$ and $m \in \mathcal{M}$:

$$E \left[ \left\| \bar{w}(t) \right\|^2 \right] \leq \frac{4(\eta(t))^2}{\gamma_m^2} C G^2 H^2.$$  

We leverage the perturbed iterate analysis as in [Mania et al., 2015; Stich, Cordonnier, and Jaggi, 2018] to provide convergence guarantees for LGC. Under the above assumptions, the following theorems hold for Algorithm 1.

Theorem 1. (Smooth and strongly convex case with a decaying learning rate). Let $f_m(\cdot)$ be $L$-smooth and $\mu$-strongly convex, $\forall m \in \mathcal{M}$. Let $\{w_m(T)\}_{T=1}^{T}$ be generated according to Algorithm 1 with $C_m^{(t)}$, for step sizes $\eta(t) = 8/\mu(a + t)$ with gap $(I) \leq H$, where $a > 1$ is such that we have $a > \max\{4H/\gamma, 32\kappa, H\}$, $\kappa = L/\mu$. The following holds:

$$E[f(w(T))] - f^* \leq \frac{L a^3}{4S} \left\| w(0) - w^* \right\|^2 + \frac{8LT(T + 2a)}{\mu^2S} A + \frac{128LT}{\mu^4S} B,$$

where

$$C = \min_{m \in \mathcal{M}} \frac{4a\gamma_m(1-\gamma_m^2)}{a^2m - 4H},$$

$$C_1 = \frac{192}{M} \sum_{m=1}^{M} (4 - 2\gamma_m)(1 + C),$$

$$C_2 = \frac{8}{M} \sum_{m=1}^{M} (4 - 2\gamma_m)(1 + C),$$

$$A = \frac{\sum_{m=1}^{M} \sigma_m^2}{bH^2},$$

$$A = \frac{\sum_{m=1}^{M} \sigma_m^2}{bH^2}.$$
Since FL is typically deployed in highly dynamic edge networks, a learning-based method could be useful to adaptively adjust the local computation and communication decision, while satisfying the resource constraints at each epoch in MEC.

3 Control Algorithm Design

In this section, we propose a learning-based control algorithm for LGC to achieve resource-efficient FL. We first introduce the workflow of the deep reinforcement learning (DRL) algorithm and then describe how to transform the formulated problem into a DRL procession.

3.1 Deep Reinforcement Learning Mechanism

Different from some traditional approaches using predefined rules or model-based heuristics, the DRL based method aims to learn a general action set based on the current system state and the given reward. This is critical for deploying LGC in a highly dynamic environment.

The workflow of the DRL method is illustrated in Figure 2. At each epoch $t$, for each device $m$, it measures its state $s_m(t)$, computes the corresponding reward $r_m(t)$, and chooses its action $a_m(t)$ based on its policy $\pi_m(t)$. After device $m$ updates its state to $s_m(t+1)$ at the next epoch $t+1$, it puts the tuple $(s_m(t), a_m(t), r_m(t), s_m(t+1))$ in a replay buffer for experience accumulation. A critic network then reads from the replay buffer and updates the policy to $\pi_m(t+1)$ together with the optimizer. In particular, $\pi_m(t+1)$ is updated with the goal of maximizing the accumulative rewards $R_m(t) = \sum_{t=0}^{\infty} \gamma^t r_m(t)$, where $\gamma \in (0, 1)$ is a discount factor of future rewards.

![Figure 2: The workflow of the DRL algorithm.](image)

3.2 Model Design

To implement the formulated problem using DRL techniques, we first specify the state space, the action space and the reward function as below.

**State Space.** The state of each agent contains the current resource consumption of each type of resource. We denote the state space $S_m = \{s_m(t), \forall t \in T\}$. And we define $s_m$ as follows

$$s_m(t) = (E_{m,\text{comm}}(t), E_{m,\text{comp}}(t)),$$

where $E_{m,\text{comp}}$ is the total resource consumption for local computation of device $m$ for resource $r$ in round $t$ and $E_{m,\text{comp}}$ is the resource consumption factor for communication of device $m$ for resource $r$ in round $t$. $H_m(t)$ represents the number of local update steps at device $m$ in round $t$. $D_m(t)$ indicates the traffic allocation for channel $n$ at device $m$ in round $t$. $B_{m,r}$ represents the total budget for resource $r$ in device $m$. 

**Action Space.** The action space is defined by the tuple $(a_m(t), r_m(t))$ for device $m$ in round $t$.

**Reward Function.** The reward function for device $m$ in round $t$ is defined as

$$r_m(t) = \sum_{r \in R} \gamma^t r_m(t),$$

where $\gamma$ is a discount factor.

**Optimization Problem.** The optimization problem is formulated as

$$\min_{\{T, H_m(t), D_m(t)\}} f(w^{(T)}),$$

subject to,

$$\sum_{t=1}^{T} \left( E_{m,\text{comp}}(t) + \sum_{n=1}^{N} E_{m,\text{comp}}(t) D_{m,n}(t) \right) \leq B_{m,r},$$

$$\forall m \in M, \forall r \in R,$$

$$\sum_{n=1}^{N} D_{m,n}(t) \leq D, \forall m \in M, \forall t \in T,$$

$$H_m(t) \leq H, \forall m \in M, \forall t \in T,$$

where $E_{m,\text{comp}}$ is the total resource consumption for local computation of device $m$ for resource $r$ in round $t$ and $E_{m,\text{comp}}$ is the resource consumption factor for communication of device $m$ for resource $r$ in round $t$. $H_m(t)$ represents the number of local update steps at device $m$ in round $t$. $D_{m,n}(t)$ indicates the traffic allocation for channel $n$ at device $m$ in round $t$. $B_{m,r}$ represents the total budget for resource $r$ in device $m$. 

$$B = \left( \frac{3\mu}{2} + 3L \right) \left( \frac{12G^2 H^2}{\gamma^2} + C_1(\eta(t)^2 H^4 G^2) \right) + 2(1 + C_2 H^2) \sum \frac{LG^2 H^2}{\gamma^2},$$

$$w^{(T)} = \frac{1}{S} \sum_{t=0}^{T-1} \left( \frac{1}{M} \sum_{m=1}^{M} w_m(t) \right),$$

$$s(t) = (a + t)^2,$$

$$S = \sum_{t=0}^{T-1} s(t) \geq \frac{T^3}{3}. $$

**Corollary 1.** For $\text{gap}(T_m) \leq H$, $a > \max \{4H/\gamma, 32\kappa, H\}$, $\sigma_m = \max_{m \in M} \sigma_m$, if $\{w_m(t)\}_{t=0}^{T-1}$ is generated according to Algorithm 1 and using $E\|w^{(0)} - w^*\|_2^2 \leq 4G^2$ from Lemma 2 in [Rakhlin. Shamir, and Sridharan 2017], we have

$$E[f(x^{(t)})] - f^* \leq O \left( \frac{G^2 H^3}{\mu^2 \gamma^3 T^3} \right) + O \left( \frac{\sigma_m^2}{\mu^2 bRT^2} + \frac{H H^2}{\mu^2 bRT} \right) + O \left( \frac{G^2}{\mu^2 \gamma^2 T^2} (H^2 + H^4) \right).$$
where

\[
E^{(t)}_{m,\text{comm}} = (E^{(t)}_{m,1,\text{comm}}, \ldots, E^{(t)}_{m,r,\text{comm}}, \ldots, E^{(t)}_{m,R,\text{comm}}),
\]

\[
E^{(t)}_{m,\text{comp}} = (E^{(t)}_{m,1,\text{comp}}, \ldots, E^{(t)}_{m,r,\text{comp}}, \ldots, E^{(t)}_{m,R,\text{comp}}).
\]

The state variables are described as follows.

- \(E^{(t)}_{m,r,\text{comm}}\) represents consumption factor for communication of resource \(r\) at device \(m\) in round \(t\).
- \(E^{(t)}_{m,r,\text{comp}}\) represents total consumption for local computation of resource \(r\) at device \(m\) in round \(t\).

**Action Space.** Each device \(m\) has an action space denoted as \(A_m = \{a_m^{(t)}, \forall t \in T\}\). On receiving state \(s_m^{(t)}\), the agent \(m\) needs to choose its local computation and communication decisions. Specifically, an action can be represented as

\[
a_m^{(t)} = (H_m^{(t)}, D_m^{(t)}),
\]

where \(D_m^{(t)} = (D_{m,1}^{(t)}, \ldots, D_{m,n}^{(t)}, \ldots, D_{m,N}^{(t)}).

The action variables are described as follows.

- \(H_m^{(t)}\) represents the number of local iterations at device \(m\) in round \(t\).
- \(D_{m,n}^{(t)}\) represents the number of gradient entries sent through channel \(n\) at device \(m\) in round \(t\).

**Reward Function.** At each training epoch \(t\), the agent \(m\) will get a reward \(r(s_m^{(t)}, a_m^{(t)}; s_m^{(t+1)})\) under a certain state \(s_m^{(t)}\) after executing action \(a_m^{(t)}\). The objective function of this work is to minimize the global loss function \(\varepsilon^{(T)} = \sum_{m=1}^M \varepsilon_m^{(T)}\) under resource constraints. Hence, we minimize \(\varepsilon_m^{(T)}\) for each device \(m\) under its resource constraints. We first define the utility function over resource \(r\) at device \(m\) in iteration \(t\) as follows:

\[
U_{m,r}^{(t)} = \frac{\delta_m^{(t)}}{\varepsilon_m^{(t)}},
\]

where

\[
\delta_m^{(t)} = \varepsilon_m^{(t)} - \varepsilon_m^{(t-1)},
\]

\[
\varepsilon_m^{(t)} = \left( E_{m,r,\text{comp}} H_m^{(t)} + \sum_{n=1}^N E_{m,r,\text{comp}} D_{m,n}^{(t)} \right).
\]

Then we define the reward function as the weighted averaging utility function over \(R\) types of resources at device \(m\) in iteration \(t\) as follows:

\[
r(s_m^{(t)}, a_m^{(t)}; s_m^{(t+1)}) = \sum_{r=1}^R \alpha_r \frac{U_{m,r}^{(t+1)}}{U_{m,r}^{(t)}},
\]

where \(\alpha_r\) is the weight of utility function \(U_{m,r}^{(t)}\).

### 3.3 DRL Algorithm Details

In our framework, each device dynamically decides its number of local iterations, gradient compression ratio and traffic allocation among different channels based on the state-of-the-art Deep Deterministic Policy Gradient (DDPG) algorithm (Lillicrap et al. 2015). Specifically, the algorithm maintains a parameterized critic function and actor function. As shown in Fig. 3, the critic function \(Q(s_m^{(t)}, a_m^{(t)}; \theta_m^Q)\) is implemented by a Deep Q-Network (DQN) where \(\theta_m^Q\) denotes the weight vector of DQN. The actor function \(\pi(s_m^{(t)}; \theta_m)\) is implemented by DNN where \(\theta_m\) is the weight vector of the DNN. If the agent under state \(s_m^{(t)}\) takes an action \(a_m^{(t)}\) at epoch \(t\), the Q value of the critic function will be returned as follows

\[
Q(s_m^{(t)}, a_m^{(t)}) = E\left[ R_m | s_m^{(t)}, a_m^{(t)} \right],
\]

where \(R_m = \sum_{k=t}^T \gamma_m^{(t)} r(s_m^{(t)}, a_m^{(t)})\). Let \(y_m^{(t)}\) be the target value at epoch \(t\). It can be evaluated as

\[
y_m^{(t)} = r(s_m^{(t)}, a_m^{(t)}) + \gamma_m^{(t)} \max_{a_m^{(t+1)}} Q(s_m^{(t+1)}, \pi(s_m^{(t+1)}|\theta_m^\pi)|\theta_m^Q),
\]

where \(\gamma_m^{(t)}\) denotes the discount factor for future rewards at edge device \(m\) at epoch \(t\).

### 4 Evaluation

We describe the implementation of LGC and verify its performance in this section. We first clarify our environment settings, and then show the experimental results.

#### 4.1 Experiment Settings

**Baselines.** To illustrate the effectiveness of LGC, we implement LGC with a learning-based resource-efficient control algorithm, and we compare them with the following baseline FL mechanisms.

- **FedAvg** (McMahan et al. 2017) performs a fixed number of local computation in each round and aggregates the models in a centralized and synchronous paradigm.
- **LGC without DRL** performs fixed number of local computations and makes the same communication decisions for each round. We use this as a baseline to show the benefits of the learning-based control algorithm.

**Datasets and Models.** The experiments are conducted over three different models (i.e., LR, CNN and RNN which are implemented by open source FedML framework (He et al. 2020) and two real datasets (i.e., MNIST and Shakespeare).

**LR** (Gortmaker 1994) and **CNN** (Albawi, Mohammed, and Al-Zawi 2017) are trained over MNIST (LeCun et al. 1998), which is composed of 60,000 handwritten digits for training and 10,000 for testing.

**RNN** is trained over Shakespeare. Shakespeare includes 40,000 lines from a variety of Shakespeare’s plays.
Performance Metrics. In our experiments, we mainly adopt the following metrics to evaluate the performance of our proposed framework.

- **Training loss** measures the difference between the predicted values and the actual values. The performance of both the DRL and the training models are all evaluated.
- **Reward** of DRL is the return of the reward function during one DRL training episode.
- **Model accuracy** is the proportion of correctly classified samples to all samples in the dataset.
- **Energy consumption** caused by local computation and communication, which indicates the battery usage.
- **Money cost** denotes the money spent for the training procedure.

Hyperparameters Setting. For all experiments, we set the learning rate and batch size as 0.01 and 64. By default, we employ 3 devices and consider 3 different communication channels for FL. To quantify the energy cost for different channels, we adopt a Gaussian distribution with mean and standard deviation values (Wang et al. 2019). The parameters of this distribution are given in Table 1.

Table 1: Energy consumption for different communication channels.

| Channel Type | Mean (J/MB) | Standard Deviation |
|--------------|-------------|--------------------|
| 3G           | 2×1296      | 0.00033            |
| 4G           | 2.2×1296    | 0.00033            |
| 5G           | 2.5×2.2×1296| 0.00033            |

4.2 Experiment Results

Results of DRL Training. The DRL training is conducted simultaneously with the FL procedure. In Figure 5(a), we first observe the change of loss with the increasing episode in DRL. The loss decreases quickly in the earlier stages of DRL training, because the DRL agent has no information about network condition and the FL training leads to a large training loss. Thanks to the efficient exploration and the experience replay, the reward will rapidly decrease with the model training process. Figure 5(b) shows the change of reward. Specifically, the reward value increases with the epochs, because the DRL model can learn a better policy to achieve a better reward.

Results of Performance. We compare LGC to baselines with different datasets and models. The convergence curves of loss and model accuracy are shown in the first two plots of Figure 5. Figure 4 and Figure 6. We can find that LGC convergences with a similar rate with the baselines and LGC has very little impact on the best model accuracy. We also compare LGC to baselines with energy and money budgets. By the results from the last two plots of Figure 5, Figure 4 and Figure 6, LGC can greatly reduce the energy and money when achieving the target accuracy. The reason for the significant performance improvement of LGC under the resource budgets is that LGC performs communication compression and employs multi-channel communication between edge nodes and the edge server, and the DRL based control algorithm can dynamically adjust its local computation and communication decisions.

5 Related Works

These unique characteristics of FL lead to mainly two practical issues in FL implementation, i.e., (i) communication cost (ii) resource allocation. In this section, we review related works that address each of these issues.

5.1 Communication Cost

Local Computation. Some recent works propose to perform more computation on edge nodes before each global aggregation to reduce the number of communication rounds needed for the model training (McMahan et al. 2017; Yao, Huang, and Sun 2018; Liu et al. 2020). However, these approaches may increase computation cost and delay convergence if global aggregation is too infrequent. The tradeoff between these sacrifices and communication cost reduction thus has to be well-managed.

Gradient Compression. To reduce the traffic per communication round instead of the number of communication rounds, some other works let each participant communicate the compressed gradients rather than raw gradients for every global synchronization by quantization (Wen et al. 2017; Alistarh et al. 2017) or sparsification (Wangni et al. 2017; Stich, Cordonnier, and Jaggi 2018; Basu et al. 2019). However, these studies often ignored the heterogeneity among mobile devices (e.g., in computing capabilities and communication bandwidth) and required identical compression levels across all the participants and thereby exhibiting less flexibility.

5.2 Resource Allocation

Adaptive Aggregation. In recent works, adaptive adjustment of global aggregation frequency has been investigated to increase training efficiency subject to resource constraints (Sprague et al. 2018; Wang et al. 2019). Sprague et al. 2018) proposed asynchronous FL where model aggregation occurs whenever local updates are received by the FL server. (Wang et al. 2019) proposed to use adaptive global aggregation frequency based on resource constraints. While properly managing the system resources to enable FL in mobile edge networks, these studies overlook reducing resource consumption intrinsically in the essence of learning algorithm itself, thus hindering the substantial boost in training efficiency and resource utilization.

Joint Communication Techniques and Resource Management. Even though computation capabilities of mobile devices have grown rapidly, many devices still face a scarcity of radio resources (Jordan, Lee, and Yang 2018). Given that local model transmission is an integral part of FL, there has been a growing number of studies that focus on developing novel wireless communication techniques for efficient FL (Amiri and Gunduz 2020; Yang et al. 2020). However, signal distortion can lead to a drop in accuracy,
and the scalability is also an issue when large heterogeneous networks are involved. On a higher level, wireless technologies, such as IEEE 802.11a and 5G, provide multiple non-overlapping channels. The available network capacity can be increased by using multiple channels, and nodes can be equipped with multiple interfaces to utilize the available channels.

6 Conclusion

We tackle the diverse resource utilization issue of FL by proposing LGC, a multi-channel transmission and communication compression co-designed framework in a severely limited MEC scenario. We analyze a convergence upper bound on LGC results and design a learning-based control algorithm for per-device to dynamically decide dynamically its local computation and communication decisions in each epoch. The experimental results demonstrate that the LGC framework can perform better than baselines.
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7 Appendix

Inspired by the perturbed iterate analysis framework (Mania et al., 2015), we define virtual sequences for every device \( m \in \mathcal{M} \) and for all \( t \geq 0 \) as follows:

\[
\tilde{w}^{(0)}_m := \bar{w}^{(0)}_m, \quad \tilde{w}^{(t+1)}_m := \bar{w}^{(t)}_m - \eta^{(t)} v f_m(\tilde{w}^{(t)}_m; D^{(t)}_m)
\]

We also define

\[
Q^{(t)} := \frac{1}{M} \sum_{m=1}^{M} \nabla f_m(\tilde{w}^{(t)}_m; D^{(t)}_m)
\]

\[
\bar{Q}^{(t)} := \mathbb{E}_{D^{(t)}_M}[Q^{(t)}] = \frac{1}{M} \sum_{m=1}^{M} \nabla f_m(\tilde{w}^{(t)}_m)
\]

\[
\tilde{w}^{(t+1)} := \frac{1}{M} \sum_{m=1}^{M} \tilde{w}^{(t+1)}_m = \bar{w}^{(t)}_m - \eta^{(t)} Q^{(t)}
\]

\[
\tilde{w}^{(t)} := \frac{1}{M} \sum_{m=1}^{M} \tilde{w}^{(t)}_m, \quad \mathcal{T}_m = \left\{ t^{(i)}_m : i \in \mathbb{Z}^+, t^{(i)}_m \in \mathcal{T}, \left| t^{(i)}_m - t^{(j)}_m \right| \leq H, \forall |i-j| \leq 1 \right\}
\]

7.1 Proof of Theorem 1

Proof. Let \( \bar{w}^* \) be the minimizer of \( f(w) \), therefore we have \( \nabla f(\bar{w}^*) = 0 \). We denote \( f(\bar{w}^*) \) by \( f^* \). By taking the average of the virtual sequences \( \tilde{w}^{(t+1)}_m = \bar{w}^{(t+1)}_m - \eta^{(t)} \nabla f_m(\bar{w}^{(t)}_m; D^{(t)}_m) \) for each worker \( m \in \mathcal{M} \) and defining \( Q^{(t)} := \frac{1}{M} \sum_{m=1}^{M} \nabla f_m(\bar{w}^{(t)}_m; D^{(t)}_m) \), we get

\[
\tilde{w}^{(t+1)}_m = \bar{w}^{(t)}_m - \eta^{(t)} Q^{(t)}
\]

Define \( D^{(t)}_M \) as the set of random sampling of the minibatches at each worker \( \{ D^{(1)}_M, D^{(2)}_M, \ldots, D^{(M)}_M \} \) and let \( \bar{Q}^{(t)} := \mathbb{E}_{D^{(t)}_M}[Q^{(t)}] = \frac{1}{M} \sum_{m=1}^{M} \nabla f_m(\bar{w}^{(t)}_m) \). From (21) we can get

\[
\left\| \tilde{w}^{(t+1)}_m - \bar{w}^* \right\|^2 = \left\| \bar{w}^{(t)}_m - \eta^{(t)} Q^{(t)} - \bar{w}^* - \eta^{(t)} \bar{Q}^{(t)} + \eta^{(t)} \bar{Q}^{(t)} \right\|^2
\]

\[
= \left\| \bar{w}^{(t)}_m - \bar{w}^* - \eta^{(t)} Q^{(t)} \right\|^2 + \eta^{(t)}^2 \left\| Q^{(t)} - \bar{Q}^{(t)} \right\|^2
\]

\[
- 2\eta^{(t)} \left\langle \bar{w}^{(t)}_m - \bar{w}^* - \eta^{(t)} Q^{(t)}, Q^{(t)} - \bar{Q}^{(t)} \right\rangle
\]

(22)

Taking the expectation w.r.t. the sampling \( D^{(t)}_M \) at time \( t \) (conditioning on the past) and noting that last term in (22) becomes zero gives:

\[
\mathbb{E}_{D^{(t)}_M} \left\| \tilde{w}^{(t+1)}_m - \bar{w}^* \right\|^2 = \left\| \bar{w}^{(t)}_m - \bar{w}^* - \eta^{(t)} \bar{Q}^{(t)} \right\|^2
\]

\[
+ \eta^{(t)}^2 \left\| Q^{(t)} - \bar{Q}^{(t)} \right\|^2
\]

(23)

It follows from the Jensen’s inequality and independence that \( \mathbb{E}_{D^{(t)}_M} \left\| Q^{(t)} - \bar{Q}^{(t)} \right\|^2 \leq \frac{M}{b M^2} \mathbb{E}_{D^{(t)}_M} \left\| Q^{(t)} - \bar{Q}^{(t)} \right\|^2 \). This gives

\[
\mathbb{E}_{D^{(t)}_M} \left\| \tilde{w}^{(t+1)}_m - \bar{w}^* \right\|^2 = \left\| \tilde{w}^{(t)}_m - \bar{w}^* - \eta^{(t)} \bar{Q}^{(t)} \right\|^2
\]

\[
+ \eta^{(t)}^2 \sum_{m=1}^{M} \mathbb{E}_{D^{(t)}_M} \left\| Q^{(t)} - \bar{Q}^{(t)} \right\|^2
\]

(24)

Now we bound the first term on the RHS. Using \( \mu \)-strong convexity and \( L \)-smoothness of \( f \), together with some algebraic manipulations provided in Lemma 14 in (Basu et al., 2019), we arrive at

\[
\mathbb{E} \left\| \tilde{w}^{(t+1)} - \bar{w}^* \right\|^2 \leq \left( 1 - \frac{\mu \eta^{(t)}}{2} \right) \mathbb{E} \left\| \tilde{w}^{(t)} - \bar{w}^* \right\|^2
\]

\[
- \frac{\eta^{(t)} H}{2L} \mathbb{E} \left[ f \left( \tilde{w}^{(t)} \right) \right] - f^*
\]

\[
+ \eta^{(t)} \left( \frac{3M}{2} + 3L \right) \mathbb{E} \left\| \tilde{w}^{(t)} - \bar{w}^* \right\|^2
\]

\[
+ \eta^{(t)} \left( M \sum_{m=1}^{M} \mathbb{E} \left\| \tilde{w}^{(t)}_m - \bar{w}^* \right\|^2
\]

\[
+ \eta^{(t)}^2 \sum_{m=1}^{M} \mathbb{E} \left\| \tilde{w}^{(t)}_m - \bar{w}^* \right\|^2
\]

(25)

Now we have to bound the deviation of local sequences \( \mathbb{E} \sum_{m=1}^{M} \mathbb{E} \left\| \tilde{w}^{(t)}_m - \bar{w}^* \right\|^2 \) and the difference between the virtual and true sequences \( \mathbb{E} \left\| \tilde{w}^{(t)} - \bar{w}^* \right\|^2 \). We show these below in Lemma 2 and Lemma 3.

Lemma 2. (Contracting local sequence deviation). Let \( gap(\mathcal{T}_m) \leq H \) holds for every \( m \in \mathcal{M} \). For \( \tilde{w}^{(t)}_m \) generated according to Algorithm 7 with decaying learning rate \( \eta^{(t)} \) and letting \( \tilde{w}^{(t)}_m = \frac{1}{M} \sum_{m=1}^{M} \tilde{w}^{(t)}_m \), we have the following bound on the deviation of the local sequences:
\[
\frac{1}{M} \sum_{m=1}^{M} \mathbb{E} \left\| \hat{w}^{(t)} - \tilde{w}^{(t)} \right\|_2^2 \leq 8 \left( 1 + C'' H^2 \right) (\eta(t))^2 G^2 H^2 \tag{26}
\]

where \( C'' = \frac{s}{M} \sum_{m=1}^{M} (4 - 2 \gamma_m) \left( 1 + \frac{G}{\gamma_m} \right) \) and \( C \) is a constant satisfying \( C \geq \min_{m \in \mathcal{M}} \frac{4 \alpha \gamma_m (1 - \gamma_m)}{a \gamma_m - 4H} \).

**Lemma 3.** (Contracting distance between virtual and true sequence). Let gap \( (I_m) \leq H \) holds for every \( m \in \mathcal{M} \). If we run Algorithm 2 with a decaying learning rate \( \eta(t) \), then we have the following bound on the difference between the true and virtual sequences:

\[
\mathbb{E} \left\| \hat{w}^{(t)} - \tilde{w}^{(t)} \right\|_2^2 \leq C'(\eta(t))^2 H^4 G^2 + 12 C(\eta(t))^2 \frac{G^2 H^2}{\gamma^2} \tag{27}
\]

where \( C' = 192C'' = \frac{s}{M} \sum_{m=1}^{M} (4 - 2 \gamma_m) \left( 1 + \frac{G}{\gamma_m} \right) \) and \( C \) is a constant satisfying \( C \geq \min_{m \in \mathcal{M}} \frac{4 \alpha \gamma_m (1 - \gamma_m)}{a \gamma_m - 4H} \).

Substituting the bounds from (26) (27) into (25) yields

\[
\mathbb{E} \left\| \hat{w}^{(t+1)} - \tilde{w}^{*} \right\|_2^2 \\
\leq (1 - \frac{\mu \eta(t)}{2}) \mathbb{E} \left\| \hat{w}^{(t)} - \tilde{w}^{*} \right\|_2^2 \\
- \frac{\eta(t) \mu}{2L} \varepsilon(t) \\
+ \frac{\eta(t) (3\mu + 3L) [C'(\eta(t))^2 H^4 G^2 + 12 C(\eta(t))^2 \frac{G^2 H^2}{\gamma^2}]}{M} \\
+ \frac{3(\eta(t)L)}{M} [8 \left( 1 + C'' H^2 \right) (\eta(t))^2 G^2 H^2] \\
+ \frac{(\eta(t))^2 \sigma_m^2}{M^2} \tag{28}
\]

Employing a slightly modified result than Lemma 3.3 in [Stich, Cordonnier, and Jaggi 2018] with \( a(t) = \mathbb{E} \left\| \hat{w}^{(t)} - \tilde{w}^{*} \right\|_2^2 \), \( A = \sum_{m=1}^{M} \sigma_m^2 \) and \( B = (\frac{3\mu + 3L}{4}) (\frac{12CG^2 H^2}{\gamma^2} + C'(\eta(t))^2 H^4 G^2) + 24(1 + C_2 H^2) L G^2 H^2 \), we have

\[
a(t+1) \leq \left( 1 - \frac{\mu \eta(t)}{2} \right) a(t) - \frac{\mu \eta(t)}{2L} \varepsilon(t) + (\eta(t))^2 A + (\eta(t))^3 B.
\]

For \( \eta(t) = \frac{s}{\mu(a + t)} \) and \( s(t) = (a + t)^2, S = \sum_{t=0}^{T-1} s(t) \geq \frac{T^3}{3} \), we have

\[
\frac{\mu}{2L} \sum_{t=0}^{T-1} s(t) \varepsilon(t) \leq \frac{\mu a^3}{8S} a(0) + \frac{4T(T + 2a)}{\mu S} A + \frac{64T}{\mu^2 S} B.
\]

From convexity, we can finally write

\[
\mathbb{E} f\left( \hat{w}^{(T)} \right) - f^* \leq \frac{La^3}{4S} a(0) + \frac{8LT(T + 2a)}{\mu S} A + \frac{128LT}{\mu^3 S} B.
\]

Note that \( \tilde{w}^{(t_m)} = \hat{w}^{(t_m)} \), because at synchronization steps, the local parameter vector becomes equal to the global parameter vector. Using this, the Jensen’s inequality, and that \( \| I \{ j + 1 \in I_s \} g_{s(j)} \|_2^2 \leq \| g_{s(j)} \|_2^2 \), we can upper-bound (31) as

\[
\mathbb{E} \left\| \hat{w}^{(t_m)} - \tilde{w}^{(t_m)} \right\|_2^2 \leq \left( \frac{t_m - t_0}{M} \right) \sum_{s=1}^{M} \sum_{j=t_0}^{t_m} \mathbb{E} \left\| g_{s(j)} \right\|_2^2 \tag{32}
\]

**7.2 Proof of Lemma 2**

**Proof.** Fix a time \( t \) and consider any worker \( m \in \mathcal{M} \). Let \( t_m \in I_m \) denote the last synchronization step until time \( t \) for the \( m \)-th worker. Define \( t_0 := \min_{m \in \mathcal{M}} t_m \). We need to upper-bound \( \frac{1}{M} \sum_{m=1}^{M} \mathbb{E} \left\| \hat{w}^{(t)} - \tilde{w}^{(t)} \right\|_2^2 \). Note that for any \( M \) vectors \( u_1, \ldots, u_M \), if we let \( \bar{u} = \frac{1}{M} \sum_{i=1}^{M} u_i \), then \( \sum_{i=1}^{M} \| u_i - \bar{u} \|^2 \leq \sum_{i=1}^{M} \| u_i \|^2 \). We use this in the first inequality below.

\[
\frac{1}{M} \sum_{m=1}^{M} \mathbb{E} \left\| \hat{w}^{(t)} - \tilde{w}^{(t)} \right\|_2^2 \\
= \frac{1}{M} \sum_{m=1}^{M} \mathbb{E} \left\| \hat{w}^{(t)}_{m} - \bar{w}^{(t)}_{m} \right\|_2^2 - \left( \hat{w}^{(t)}_{m} - \bar{w}^{(t)}_{m} \right) \right\|_2^2 \\
\leq \frac{2}{M} \sum_{m=1}^{M} \mathbb{E} \left\| \hat{w}^{(t)}_{m} - \tilde{w}^{(t)}_{m} \right\|_2^2 + \frac{2}{M} \sum_{m=1}^{M} \mathbb{E} \left\| \tilde{w}^{(t)}_{m} - \bar{w}^{(t)}_{m} \right\|_2^2 \tag{29}
\]

We bound both the terms separately. For the first term:

\[
\mathbb{E} \left\| \hat{w}^{(t)}_{m} - \bar{w}^{(t)}_{m} \right\|_2^2 = \mathbb{E} \left\| \sum_{j=t_m}^{t-1} \eta(j) \nabla f_{D_{m,j}} \left( \hat{w}^{(j)}_{m} \right) \right\|_2^2 \\
\leq (t - t_m) \sum_{j=t_m}^{t-1} \mathbb{E} \left\| \eta(j) \nabla f_{D_{m,j}} \left( \hat{w}^{(j)}_{m} \right) \right\|_2^2 \\
\leq (t - t_m)^2 \eta_m \left\| \sum_{j=t_m}^{t-1} \eta(j) \right\|_2^2 G^2 \\
\leq 4(\eta(t))^2 H^2 G^2 \tag{30}
\]

The last inequality (30) uses \( \eta_m \leq 2(\eta(t)) + H \) and \( t - t_{m} \leq H \). To bound the second term of (38), note that we have

\[
\tilde{w}^{(t_m)} = \hat{w}^{(t_0)} - \frac{1}{M} \sum_{j=t_0}^{t_m} I \{ j + 1 \in I_s \} g_{s(j)} \tag{31}
\]

Note that \( \tilde{w}^{(t_m)} = \hat{w}^{(t_m)} \), because at synchronization steps, the local parameter vector becomes equal to the global parameter vector. Using this, the Jensen’s inequality, and that \( \| I \{ j + 1 \in I_s \} g_{s(j)} \|_2^2 \leq \| g_{s(j)} \|_2^2 \), we can upper-bound (31) as

\[
\mathbb{E} \left\| \hat{w}^{(t_m)} - \tilde{w}^{(t_0)} \right\|_2^2 \leq \frac{(t_m - t_0)}{M} \sum_{s=1}^{M} \sum_{j=t_0}^{t_m} \mathbb{E} \left\| g_{s(j)} \right\|_2^2 \tag{32}
\]
Now we bound \( \mathbb{E} \left\| g_s^{(j)} \right\|^2 \) for any \( j \in \{t'_0, \ldots, t_m\} \) and 
\( s \in M \): Since \( \mathbb{E} \left\| c_m^{(j)}(u) \right\|^2 \leq B \|u\|^2 \) holds for every \( u \), 
with \( B = (4 - 2\gamma_m)^2 \), we have for any \( s \in M \) that
\[
\mathbb{E} \left\| g_s^{(j)} \right\|^2 \leq 8B \left( 1 + \frac{C}{\gamma_m} \right) (\eta^{(t'_0)})^2 H^2 G^2
\] (33)

We can directly use Lemma 1 to bound the first term in (33) as \( \mathbb{E} \left\| e_s^{(s)} \right\|^2 \leq 4C (\eta^{(t)})^2 H^2 G^2 \). In order to bound the second term of (33), note that \( w_s^{(j)} = \tilde{w}_s^{(t)} \), which implies that \( \left\| w_s^{(j)} - \tilde{w}_s^{(j)} \right\|^2 = \left\| \sum_{t=t_s}^{t'_j} \eta^{(t)} \nabla f_{D_t}^{(t)} \left( \tilde{w}_s^{(s)} \right) \right\|^2 \). Taking expectation yields \( \mathbb{E} \left\| w_s^{(j)} - \tilde{w}_s^{(j)} \right\|^2 \leq 4(\eta^{(t)})^2 H^2 G^2 \leq 4(\eta^{(t)})^2 H^2 G^2 \), where in the last inequality we used that \( t'_0 \leq t_s \). Using these in (33) gives
\[
\mathbb{E} \left\| g_s^{(j)} \right\|^2 \leq 8B \left( 1 + \frac{C}{\gamma_m} \right) (\eta^{(t'_0)})^2 H^2 G^2
\] (34)

Since \( t'_0 \leq t \leq t'_0 + H \), we have \( \eta^{(t'_0)} \leq 2\eta^{(t'_0 + H)} \leq 2\eta^{(t)} \). Putting the bound on \( \mathbb{E} \left\| g_s^{(j)} \right\|^2 \) (after substituting \( \eta^{(t'_0)} \leq 2\eta^{(t)} \) in (34)) in (32) gives
\[
\mathbb{E} \left\| \tilde{w}_m^{(t_m)} - \tilde{w}_m^{(t'_0)} \right\|^2 \leq 32B \left( 1 + \frac{C}{\gamma_m} \right) \left( \frac{M}{M} \sum_{m=1}^{M} (4 - 2\gamma_m) \left( 1 + \frac{C}{\gamma_m} \right) \right)
\] (35)

Putting this and the bound from (30) back in (29) gives
\[
\frac{1}{M} \sum_{m=1}^{M} \mathbb{E} \left\| \tilde{w}_m^{(t)} - \tilde{w}_m^{(t'_0)} \right\|^2 \leq 8(\eta^{(t)})^2 H^2 G^2 + 64 \frac{1}{M} \sum_{m=1}^{M} (4 - 2\gamma_m) \left( 1 + \frac{C}{\gamma_m} \right) (\eta^{(t)})^2 H^4 G^2
\]
\[
\leq 8 \left[ 1 + 8 \frac{1}{M} \sum_{m=1}^{M} (4 - 2\gamma_m) \left( 1 + \frac{C}{\gamma_m} \right) \right] (\eta^{(t)})^2 H^2 G^2
\] (36)

This completes the proof of Lemma 2.

7.3 Proof of Lemma 3
Proof: Fix a time \( t \) and consider any device \( m \in M \). Let \( t_m \in I_m \) denote the last synchronization step until time \( t \).

\[\text{for the } m^{th} \text{ device. Define } t'_0 := \min_{m \in M} t_m. \text{ We want to bound } \mathbb{E} \left\| \tilde{w}_m^{(t)} - \tilde{w}_m^{(t)} \right\|^2. \] By definition \( \tilde{w}_m^{(t)} = \frac{1}{M} \sum_{m=1}^{M} \left( \tilde{w}_m^{(t_m)} - \tilde{w}_m^{(t'_0)} \right) \). By the definition of virtual sequences and the update rule for \( \tilde{w}_m^{(t)} \), we also have \( \tilde{w}_m^{(t)} - \tilde{w}_m^{(t'_0)} = \frac{1}{M} \sum_{m=1}^{M} \left( \tilde{w}_m^{(t_m)} - \tilde{w}_m^{(t'_0)} \right) \). This can be written as
\[
\tilde{w}_m^{(t)} - \tilde{w}_m^{(t'_0)} = \left[ \frac{1}{M} \sum_{m=1}^{M} \tilde{w}_m^{(t_m)} - \tilde{w}_m^{(t'_0)} \right] + \left[ \tilde{w}_m^{(t'_0)} - \tilde{w}_m^{(t'_0)} \right]
\] (37)

Applying Jensen’s inequality and taking expectation gives
\[
\mathbb{E} \left\| \tilde{w}_m^{(t_m)} - \tilde{w}_m^{(t'_0)} \right\|^2 \leq \left[ \frac{3}{M} \sum_{m=1}^{M} \mathbb{E} \left\| \tilde{w}_m^{(t_m)} - \tilde{w}_m^{(t'_0)} \right\|^2 \right] + 3 \mathbb{E} \left\| \tilde{w}_m^{(t'_0)} - \tilde{w}_m^{(t'_0)} \right\|^2
\] (38)

We bound each of the three terms of (38) separately. We have upper-bounded the first term earlier in (38), which is
\[
\mathbb{E} \left\| \tilde{w}_m^{(t_m)} - \tilde{w}_m^{(t'_0)} \right\|^2 \leq 32B \left( 1 + \frac{C}{\gamma_m} \right) (\eta^{(t)})^2 H^4 G^2
\] where \( B = (4 - 2\gamma) \). To bound the second term of (39), note that
\[
\tilde{w}_m^{(t')} = \tilde{w}_m^{(t'_0)} - \frac{1}{M} \sum_{m=1}^{M} \sum_{j=0}^{t_m-1} \mathbb{1} \{ j+1 \in I_m \} g_m^{(j)}
\] (40)

By applying Jensen’s inequality, using
\[\left\| \sum_{m=1}^{M} \mathbb{1} \{ j+1 \in I_m \} g_m^{(j)} \right\|^2 \leq \left\| g_m^{(j)} \right\|^2 \), and taking expectation, we can upper-bound (40) as
\[
\mathbb{E} \left\| \tilde{w}_m^{(t'_0)} - \tilde{w}_m^{(t')} \right\|^2 \leq \frac{(t_m - t'_0)}{M} \sum_{m=1}^{M} \sum_{j=0}^{t_m-1} \mathbb{E} \left\| g_m^{(j)} \right\|^2
\] (41)

Using the bound on \( \mathbb{E} \left\| g_m^{(j)} \right\|^2 \)’s from (35) gives
\[
\mathbb{E} \left\| \tilde{w}_m^{(t'_0)} - \tilde{w}_m^{(t')} \right\|^2 \leq 32B \left( 1 + \frac{C}{\gamma_m} \right) (\eta^{(t)})^2 H^4 G^2
\] (42)
To bound the last term of (38), note that

\[
\tilde{w}_m^{(t_m)} = \tilde{w}^{(0)} - \sum_{j=0}^{t_m-1} (\eta^{(j)}) \nabla f_{D_m^{(j)}} \left( \tilde{w}_m^{(j)} \right)
\]

From (40) and (43), we can write

\[
\tilde{w}^{(t)} - \frac{1}{M} \sum_{m=1}^{M} \tilde{w}_m^{(t_m)} = \frac{1}{M} \sum_{m=1}^{M} \left[ \sum_{j=0}^{t_m-1} \eta^{(j)} \nabla f_{D_m^{(j)}} \left( \tilde{w}_m^{(j)} \right) - \sum_{j=0}^{t_m-1} \{ j + 1 \in \mathcal{I}_m \} g_m^{(j)} \right]
\]

Let \( t_m^{(1)} \) and \( t_m^{(2)} \) be two consecutive synchronization steps in \( \mathcal{I}_m \). Then, by the update rule of \( \tilde{w}_m^{(j)} \), we have

\[
\tilde{w}_m^{(t_m^{(2)} - \frac{1}{2})} = \sum_{j=t_m^{(1)}}^{t_m^{(2)}-1} \nabla f_{D_m^{(j)}} \left( \tilde{w}_m^{(j)} \right)
\]

Since \( \tilde{w}_m^{(t_m^{(1)})} = \tilde{w}_m^{(t_m^{(2)})} \) and the devices do not modify their local \( w_m^{(t)} \)'s in between the synchronization steps, we have \( w_m^{(t_m^{(2)}-1)} = w_m^{(t_m^{(1)})} = \tilde{w}_m^{(t_m^{(1)})} \). Therefore, we can write

\[
w_m^{(t_m^{(2)}-1)} - \tilde{w}_m^{(t_m^{(2)} - \frac{1}{2})} = \sum_{j=t_m^{(1)}}^{t_m^{(2)}-1} \nabla f_{D_m^{(j)}} \left( \tilde{w}_m^{(j)} \right)
\]

Using (45) for every consecutive synchronization steps, we can equivalently write (44) as

\[
\tilde{w}^{(t)} - \frac{1}{M} \sum_{m=1}^{M} \tilde{w}_m^{(t_m)} = \frac{1}{M} \sum_{m=1}^{M} \left[ \sum_{j=0}^{t_m-1} \left( w_m^{(j)} - \tilde{w}_m^{(j + \frac{1}{2})} - g_m^{(j)} \right) \right]
\]

\[
= \frac{1}{M} \sum_{m=1}^{M} \mathbf{e}_m^{(t_m)}
\]

\[
= \frac{1}{M} \sum_{m=1}^{M} \mathbf{e}_m^{(t)}
\]

Putting the bounds from (89), (92), and (97) in (88) and using \( B = (4 - 2\gamma) \) give

\[
E \left\| \tilde{w}^{(t)} - \tilde{w}^{(t)} \right\|^2 \leq 192(4 - 2\gamma) \left( 1 + \frac{C}{\gamma^2} \right) (\eta^{(t)})^2 H^4 G^2 + 12C (\eta^{(t)})^2 G^2 H^2
\]

(48)

This completes the proof of Lemma 3.