Spontaneous Layer Polarization, Conducting Domain Walls, and Topological Transitions in Bilayer Graphene
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Bilayer graphene subjected to perpendicular magnetic and electric fields displays a subtle competition between different symmetry broken phases, resulting from an interplay between the internal spin and valley degrees of freedom. The transition between different phases is often identified by the closing of the gap and an enhancement of the conductance. Here, we formulate a criterion for the existence of robust conducting edge states at domain walls between different phases. For example, for a spontaneously layer polarized state at filling factor $\nu = 2$, domains walls between regions of opposite polarization carry conducting edge modes. A microscopic analysis shows that lattice-scale interactions can favor such a layer polarized state.

PACS numbers: 73.21.–b, 73.22.Gk, 73.43.–f, 73.22.Pr

Introduction.— Bilayer graphene (BLG) is a rich playground to explore many-body physics$^1$. At zero magnetic field, the energy bands exhibits a quadratic touching that can leads to a variety of many-body instabilities$^2$–$^9$. Signatures of a symmetry-broken ground state at $B = 0$ have been observed experimentally$^{10–14}$, although the precise nature of this state is still debated. When a magnetic field is applied perpendicular to the system, the Landau levels are highly degenerate, including spin, valley, and (for the zeroth Landau level) also an orbital degree of freedom$^{15}$. This degeneracy can be lifted by exchange interactions$^{11, 14, 16–18}$, leading to different kinds of broken symmetry states$^{19–21}$. Which state is favored depends on the nature of the lattice-scale interactions between electrons, which break the approximate SU(4) symmetry in spin and valley space.

In BLG, an electric field perpendicular to the plane couples to the valley degree of freedom of the Landau levels. Upon tuning the strength of the magnetic and electric perpendicular fields ($B$ and $E$, respectively) at a fixed filling fraction, transitions between different ordered states can be induced$^{11, 18}$. These transitions are identified by peaks in the conductance along lines in the $(E, B)$ plane. The mechanism for this enhanced conductance at the transitions remains unexplained. These transitions are expected to be of first order in the clean limit; they are described as a level crossing of different ground states, without closing of the energy gap above these two states, and hence there is no obvious reason for an enhancement of the conductance.

In this paper, we propose that the enhanced conductance at the transitions can result from the appearance of robust one-dimensional conducting modes at domain walls between different phases. The possibility of the appearance of such (non-chiral) modes, either at the edge of the sample or at domain walls, has been proposed in Refs. $^{22–31}$. These edge states are partially protected against backscattering by the approximate conservation of either the spin or pseudospin (valley) quantum numbers, and are robust in the presence of electron-electron interactions. Evidence for such edge state have been observed under a high in-plane magnetic field$^{32}$. We formulate a simple criterion for robust edge states between two quantum Hall ferromagnetic phases with the same filling fraction, based on their symmetry properties and their quantum numbers.

As an example, we analyze the case of $\nu = 2$ at $E = 0$. In this case, to leading approximation, the partially filled Landau levels have an SU(2) valley (pseudospin) degree of freedom$^{33, 34}$. This symmetry is broken either by an applied electric field or by lattice scale interactions. We argue that the experimental findings of Ref. $^{11}$ are consistent with a spontaneously layer polarized phase [an easy axis ferromagnet, in terms of the SU(2) pseudospin]. The domain walls between regions of opposite polarization support conducting edge modes$^{23, 27}$. At $E = 0$, the domain walls percolate, leading to an enhanced conductance. We present a Hartree-Fock analysis of a microscopic model, and demonstrate how such a layer polarized phase can arise. Interestingly, to obtain such a phase, it is essential to treat all the Landau levels explicitly, rather than projecting to the partially filled Landau level.

Setup.— We consider a BLG sheet in the Bernal stacking. The low-energy single particle effective Hamiltonian is written as$^{15}$

$$H_0 = -\frac{1}{2m} \begin{pmatrix} 0 & \left(\pi_x - i\tau^z\pi_y\right)^2 \\ \left(\pi_x + i\tau^z\pi_y\right)^2 & 0 \end{pmatrix}.$$  

(1)

Here, $m$ is the effective mass of the bands near zero energy, and $\pi_i = -i\partial_i - eA_i$ ($i = x, y$) where $\vec{A}$ is the vector potential. $\tau$ are Pauli matrices acting on the valley index, such that $\tau^z = \pm 1$ corresponds to the $\pm K$ point in momentum space, where $K = (0, 4\pi/3\sqrt{3}a_0)$, and $a_0$ is the inter-atomic spacing within each layer. We set the units such that $\hbar = c = 1$. The $2 \times 2$ Hamiltonian acts on the...
four-fold degenerate, with two possible valley labels, \( mV = U \nu \) over the orthogonal spinor splitting. In addition, the remaining four-fold degeneracy, favoring a spinor \(|\nu\rangle\) in spin and/or valley space, there is an additional orbital \((n = 0, 1)\) degeneracy, maximum exchange is gained by filling the \( n = 0, 1 \) orbitals together with the same state in \( \tau, s \) space \([33, 34]\). We will assume that this form of ”Hund’s rule” is obeyed below, although it is not essential for the general criterion for conducting edge states between different phases.

The filling fraction \( \nu \) is defined as the number of electrons per flux quantum, with respect to the charge neutral state. The \( \nu = 0 \) quantum Hall state is determined by two orthogonal spinors in spin/valley space, \( \chi_1 \) and \( \chi_2 \), such that of the eight degenerate zero-energy Landau levels, four are occupied: \(|\chi_i, n\rangle\) with \( i = 1, 2 \) and \( n = 0, 1 \) \([20]\). Similarly, the \( \nu = 2 \) state is determined by a single spin/valley spinor \( \chi \), such that of the \( E = 0 \) Landau level states, only the states \(|\chi, n\rangle\) \((n = 0, 1)\) are empty (see Fig. 1C). At a given filling fraction, there is a manifold of possible states; this degeneracy is lifted by the Zeeman field, and applied electric field perpendicular to the sheet (which breaks the degeneracy between the layers), and by the short-range exchange interactions.

**Condition for conducting modes at domain walls.**—As external parameters are varied at a fixed filling fraction, the system can undergo phase transitions between different ordered states in spin/valley space. If disorder effects are ignored, these transitions are generically of first order. At the transition point, we expect a phase mixture of two phases.

Consider a domain wall between two such phases. Here, we discuss a sufficient condition for the appearance of conducting edge states at the domain wall. Our condition is formulated as follows: suppose that the two phases on either side of the domain wall are invariant under a common \( U(1) \) symmetry generated by an operator \( \hat{G} \) in spin and/or valley space. (The symmetry could be generated by \( s^z, \tau^z \), or some combination of the two.) Define the weighted filling fraction \( \tilde{\nu} = \sum_{j \in \text{filled}} q_j \), where \( j \) runs over the filled states, and \( q_j \) is the charge of the state \( j \) under \( \hat{G} \). If \( \tilde{\nu} \) of the two phases is different, there is necessarily a gapless edge state at the domain wall between them. This edge state is robust in the presence of arbitrary interactions and disorder, as long as they preserve \( \hat{G} \). For instance, if \( \hat{G} = \tau^z \), the edge states will
be protected as long as we neglect lattice-scale disorder that causes inter-valley scattering, and the domain wall itself is sufficiently smooth. The conductance of the edge state is given by $\Delta \nu_e^2/2h$, where $\Delta \nu$ is the difference of $\nu$ between the two phases.

A simple way to understand the existence of a gapless edge state is to define the Hall conductance related to the conserved $U(1)$ charge under $G$. We introduce a vector potential $\hat{A}_G$ that couples to the charge under $G$, by substituting $-i\partial \rightarrow -i\partial - G\hat{A}_G$ in $H_0$. The response of the current $j_G = \partial H/\partial \hat{A}_G$ to an applied electric field in the plane, described by the “$\tilde{G}$ Hall conductance” $\sigma_{\tilde{G}}^0$, is quantized (this is analogous to the spin Hall conductance in a quantum spin Hall state with conserved spin [35, 36]). Phases with different $\nu$ correspond to different $\sigma_{\tilde{G}}^0$, and must have gapless edge states between them. This argument is expected to hold in the presence of arbitrary interactions and disorder, as long as the symmetry $\tilde{G}$ is preserved and the gap in the bulk of both phases is maintained.

For example, consider the state with filling factor $\nu = 2$, specified by the four-component spinor $\chi$ defined above. The Zeeman coupling favors a particular spin component, say $s' = 1$. To specify the state, the spinor $\chi$ in valley space remains to be determined. Lattice scale exchange interactions will select either a spontaneously layer-polarized state with $\langle \hat{\tau} \rangle \parallel \hat{z}$, or an in-plane polarized phase with $\langle \hat{\tau} \rangle \perp \hat{z}$. If the layer-polarized state is favored, then domain walls between the $\tau^\pm = \pm 1$ phases carry non-chiral edge states. These edge states are robust for arbitrary interactions, as long as we can neglect inter-valley scattering (which requires the domain wall to be smooth on the lattice scale). The edge states have conductance of $2e^2/h$ (where the factor of 2 is due to the orbital degeneracy). The in-plane state breaks a continuous symmetry; in this phase, there are no sharp domain walls. If weak inter-valley scattering disorder is present, the valley polarization is locally pinned by the disorder, and twists gradually in space.

Physically, the in-plane polarized state breaks translational symmetry spontaneously, while the valley polarized state breaks inversion symmetry. On the lattice scale, the former is described as a “staggered flux” (STF) state, and the latter is a “fully layer polarized” (FLP) state (see Fig. 1A,B).

**Hartree-Fock analysis for $\nu = 2$.**—The long-range part of the Coulomb interactions is symmetric in spin and valley space, and therefore it does not lift the degeneracy between the layer-polarized and the in-plane polarized states. The degeneracy is lifted by short-range (lattice scale) exchange interactions. In order to analyze the competition between these phases, we use the following form for the short-range exchange Hamiltonian:

\[
\hat{H}_{\text{ex}} = \int d^2r \left\{ V_0 n^2 + \sum_{\mu} \left[ \sum_{\tau} U n_{\mu \tau} n_{\mu \tau} + V_1 n_{\mu, K} n_{\mu, K'} - J_{H} \hat{S}_{\mu, K} \cdot \hat{S}_{\mu, K'} \right] + \sum_{\tau} V_2 n_{1, \tau} n_{-1, \tau} + V_3 \sum_{\mu} n_{\mu, K} n_{-\mu, K'} \right\},
\]

(3)

Here, $n_{\mu \tau s} = \psi_{\mu \tau s}^\dagger \psi_{\mu \tau s}$ ($\mu = \pm 1$, $\tau = K, K'$, $s = \uparrow, \downarrow$ are layer, valley, and spin indices, respectively, and we have suppressed the spatial argument $\vec{r}$ for brevity), $n_{\mu} = \sum_{\tau, \mu} n_{\tau \mu}$, $n = \sum_{\tau, \mu} n_{\tau \mu}$, and $[\hat{S}_{\mu \tau s,s'} = \psi_{\mu \tau s}^\dagger \hat{\sigma}_{s,s'} \psi_{\mu \tau s'}$, where $\hat{\sigma}$ are Pauli matrices. $V_0$ is the part of the Coulomb interactions which are isotropic in layer, valley, and spin space; $U$ is the strength of the interaction between two electrons in the same layer and valley; $V_1$ is an inter-valley, same-layer coupling constant; $J_H$ is an inter-layer Hund’s rule coupling constant; and the $V_2$ ($V_3$) terms describe inter-layer, intra- (inter-) valley interactions, respectively. For simplicity, we have assumed that the spatial overlap between wavefunctions of electrons in different layers is small, so we can neglect inter-layer exchange interactions. On general grounds, we expect the following relations between the interactions: $V_0 \gtrsim U \gtrsim V_1 > J_H > 0$, $U > V_2 \gtrsim V_3 > 0$. (For more discussion of the microscopics of the exchange interactions, see [37].)

We now proceed to perform a mean-field analysis on the Hamiltonian $\hat{H} = \hat{H}_0 + \hat{H}_2 + \hat{H}_{\text{ex}}$. Interestingly, upon projection to the partially filled Landau level, the exchange Hamiltonian (3) does not lift the degeneracy between the layer-polarized and the in-plane polarized states at $\nu = 2$. This is because the partially filled Landau level is fully polarized in spin and valley space; therefore, $\langle \hat{H}_{\text{ex}} \rangle = 0$ independent of the direction of polarization. In the following, we avoid projecting to the lowest Landau level, and treat the entire Landau spectrum. The contribution of the $n > 1$ Landau levels to the susceptibility in the particle-hole channel is divergent in the limit $B \rightarrow 0$, due to the quadratic band touching in the underlying dispersion. This implies that the contribution of the higher (occupied and unoccupied) states to the energetics is significant.

To estimate the ground state energies of the different states, we use a variational Hamiltonian of the form
\[ \hat{H}_{MF} = \hat{H}_0 + \hat{H}_Z - \int d^2r \sum_{\alpha, \beta, \zeta} \lambda_{\alpha \beta}^{(C)} \mu^{\alpha \beta} \frac{1 + \zeta \nu^2}{2} \Psi, \quad (4) \]

where \( \alpha, \beta = 0, x, y, z \) and \( \zeta = \pm 1 \). The parameters \( \lambda_{\alpha \beta}^{(C)} \) are chosen to minimize \( \langle \hat{H} \rangle_{MF} \).

Symmetry can be used to reduce the number of variational parameters. We assume that none of the candidate states break spin rotational symmetry around the \( z \) axis. The fully layer polarized (FLP) state breaks lattice inversion symmetry, represented by \( \hat{I} = \mu^z \tau^z \times (\hat{r} \rightarrow -\hat{r}) \), but preserves translational symmetry and three-fold rotational symmetry, \( R_{2\pi/3} = \exp(2\pi i \mu^z \tau^z/3) \times (\hat{r} \rightarrow R\hat{r}) \), where \( R \) is a \( 2 \times 2 \) rotation matrix \([37]\). The only mean-field terms that are consistent with these symmetries are: \( \{ \mu^z \tau^z, \mu^z \tau^z \}_{\text{FLP}} \). The staggered flux (STF) phase breaks translational symmetry, but preserves \( R_{2\pi/3} \) around a certain three-fold axis and \( \hat{I} \). The allowed mean-field terms in this phase are \( \{ \mu^z \tau^z, \mu^z \tau^z \}_{\text{STF}} \). Interestingly, the set of mean-field terms in the FLP phase are mapped onto those of the STF phase under a unitary transformation given by \( \hat{U} = \exp(i \pi \mu^z \tau^y) \), which also leaves \( \hat{H}_0 \) invariant. Therefore, interactions that are invariant under \( \hat{U} \) e.g. the \( V_0 \) term in \( (3) \), or long-range Coulomb interactions do not lift the degeneracy between the FLP and STF phases.

The explicit evaluation of \( \langle \hat{H} \rangle_{MF} \) and the minimization over \( \lambda_{\alpha \beta}^{(C)} \) is tedious but straightforward, and will be deferred to the SM \([37]\). We will quote some of the result here. The instability towards either an FLP or STF phase occurs for any non-zero strength of the interactions, as a result of the flatness of the Landau levels. The difference in ground state energy between the FLP and STF phases can be found analytically in the limit of weak interactions. In this limit, the energy difference per unit area \( \Delta E = E_{\text{STF}} - E_{\text{FLP}} \) is given by

\[ \Delta E = \frac{\lambda_0}{\ell_B} \left[ \left( \frac{V_0}{2} + \frac{U}{4} \right) J_H - \left( \frac{V_0}{2} + \frac{2V_2 - U}{4} \right) \Delta V \right] + \frac{1}{8} \left[ 2J_H^2 + (U - V_2)^2 - 2(\Delta V)^2 \right], \quad (5) \]

where \( \Delta V = V_1 - V_2 \), \( \ell_B = \sqrt{\hbar/eB} \), and \( \lambda_0 = m \sum_{n=2}^N \frac{\omega_n}{E_n^c} \) \( N = E_c/\omega_c \), where \( E_c \) is a high energy cutoff. The ground state is the FLP state when \( \Delta E > 0 \), which occurs when \( J_H \) is larger than a critical value of the order of \( \Delta V \).

Figure 1D shows the phase diagram as a function of \( J_H \) and \( \Delta V \). We have fixed the ratios between all the other coupling constants, and present results for different values of the dimensionless interaction parameter \( mV_0 \). For weak interactions [where Eq. \( (5) \) applies], the FLP phase is favored for large \( J_H \), whereas the STF phase is the ground state for small \( J_H \) and an intermediate range of \( \Delta V \). As the interaction strength increases, the region of the FLP phase expands. (A naive estimate of the realistic interaction strength gives \( mV_0 \sim 1 \)). These findings do not depend sensitively on the precise values of the other coupling constants.

In the above analysis, we have disregarded the long-range part of the Coulomb interaction, and treated only contact (exchange) interactions (whose range is of the order of the short distance cutoff, \( a \equiv 1/\sqrt{mE_c} \)). The \( 1/r \) part of the Coulomb interaction is symmetric in spin and valley space, and does not distinguish the FLP and STF phases. The dipole-dipole term, which falls as \( 1/r^3 \), favours the STF phase (since it opposes layer polarization). However, a simple estimate shows that the dipolar energy per unit area, \( E_d \sim e^2d^2/\ell_B^5 \) (where \( d \) is the inter-layer spacing), is suppressed by a factor of \( \sim d^2/\ell_B \ll 1 \) compared to the exchange energy difference between the two phases, Eq. \( (5) \) (taking \( e^2a \) as the typical magnitude of the exchange couplings). Therefore, the long-range dipolar interaction is typically negligible.

**Discussion and relation to experiments.** Experimentally, an enhanced conductance was found along a line in the \((E, B)\) plane for filling factor \( \nu = 0 \) \([11]\), and at \( E = 0 \) for filling factor \( \nu = 2 \) \([11, 18]\). We interpret this enhancement of the conductance as arising from gapless edge modes at domain walls between two phases at the transition point. If these phases satisfy the criterion described above, then they are topologically distinct as long as the common \( U(1) \) symmetry \( G \) is preserved; therefore, there is a sharp phase transition between the two phases, even in the presence of interactions and disorder. The transport near the transition is then described in terms of percolation of the domain walls between the two phases \([38–41]\).

For \( \nu = 2 \), as we have shown here, the enhanced conductance is readily explained if the \( E = 0 \) ground state is spontaneously layer polarized. Our microscopic analysis shows how such a state can arise from short-range exchange interactions. Such spontaneous layer polarization can be detected directly by capacitance measurements \([42]\).

At \( \nu = 0 \), the existence of an enhanced conductance at the finite \( E \) transition allows us to put constraints on the nature of the states on either side of the transition. We assume that the \( E = 0 \) ground state is a canted antiferromagnet \([20]\). Then, according to our criterion, a domain wall with a partially layer polarized state \([20]\), in which a coherent superposition of the two valley states is occupied, does not carry a protected edge mode, because the two phases do not have a common \( U(1) \) symmetry. An edge state with a fully layer polarized state, however, does have a conducting edge state, since the two phases have a common valley symmetry, and valley Hall conductance jumps across the domain wall.

**Acknowledgements.** We thank D. Abanin, A. H. Fer-
tig, B. I. Halperin, C. Kane, G. Murthy, M. S. Rudner, A. Yacoby, and A. Young for useful discussions. E. B. and E. S. were supported by the Israel Science Foundation (ISF) and the Israel-US Binational foundation (BSF). E. B. was also supported by the German-Israeli Foundation (GIF), the Minerva foundation, and a Marie Curie CIG grant.

[1] V. N. Kotov, B. Uchoa, V. M. Pereira, F. Guinea, and A. H. Castro Neto, Reviews of Modern Physics 84, 1067 (2012), URL http://link.aps.org/doi/10.1103/RevModPhys.84.1067. (document)

[2] K. Sun, H. Yao, E. Fradkin, and S. Kivelson, Physical Review Letters 103, 046811 (2009), URL http://link.aps.org/doi/10.1103/PhysRevLett.103.046811. (document)

[3] F. Zhang, H. Min, M. Polini, and A. H. MacDonald, Physical Review B 81, 041402 (2010), URL http://link.aps.org/doi/10.1103/PhysRevB.81.041402.

[4] O. Vafek and K. Yang, Physical Review B 81, 041401 (2010), URL http://link.aps.org/doi/10.1103/PhysRevB.81.041401.

[5] O. Vafek, Physical Review B 82, 205106 (2010), URL http://link.aps.org/doi/10.1103/PhysRevB.82.205106. S.IIA

[6] R. Nandkishore and L. Levitov, Physical Review B 82, 115124 (2010), URL http://link.aps.org/doi/10.1103/PhysRevB.82.115124.

[7] Y. Lemonik, I. L. Aleiner, C. Toke, and V. I. Fal’ko, Physical Review B 82, 201408 (2010), URL http://link.aps.org/doi/10.1103/PhysRevB.82.201408.

[8] Y. Lemonik, I. Aleiner, and V. I. Fal’ko, Physical Review B 85, 245451 (2012), URL http://link.aps.org/doi/10.1103/PhysRevB.85.245451.

[9] F. Zhang, H. Min, and A. H. MacDonald, Phys. Rev. B 86, 155128 (2012), URL http://link.aps.org/doi/10.1103/PhysRevB.86.155128. (document)

[10] J. Martin, B. E. Feldman, R. T. Weitz, M. T. Allen, and A. Yacoby, Physical Review Letters 105, 256806 (2010), URL http://link.aps.org/doi/10.1103/PhysRevLett.105.256806. (document)

[11] R. T. Weitz, M. T. Allen, B. E. Feldman, J. Martin, and A. Yacoby, Science (New York, N.Y.) 330, 812 (2010), URL http://www.ncbi.nlm.nih.gov/pubmed/20947726. (document)

[12] A. S. Mayorov, D. C. Elias, M. Mucha-Kruczynski, R. V. Gorbachev, T. Tudorovskiy, A. Zhukov, S. V. Morozov, M. I. Katsnelson, V. I. Fal’ko, A. K. Geim, et al., Science (New York, N.Y.) 333, 860 (2011), URL http://www.ncbi.nlm.nih.gov/pubmed/21836011.

[13] J. Velasco, L. Jing, W. Bao, Y. Lee, P. Kratz, V. Aji, M. Bockrath, C. N. Lau, C. Varma, R. Stillwell, et al., Nature nanotechnology 7, 156 (2012), URL http://www.ncbi.nlm.nih.gov/pubmed/22266634.

[14] P. Freitag, J. Trbovic, M. Weiss, and C. Schönemberger, Phys. Rev. Lett. 108, 076602 (2012), URL http://link.aps.org/doi/10.1103/PhysRevLett.108.076602. (document)

[15] E. McCann and V. Fal’ko, Physical Review Letters 96, 086805 (2006), URL http://link.aps.org/doi/10.1103/PhysRevLett.96.086805. (document)

[16] B. E. Feldman, J. Martin, and A. Yacoby, Nature Physics 5, 889 (2009), URL http://www.nature.com/doifinder/10.1038/nphys1406. (document)

[17] Y. Zhao, P. Cadden-Zimansky, Z. Jiang, and P. Kim, Physical Review Letters 104, 066801 (2010), URL http://link.aps.org/doi/10.1103/PhysRevLett.104.066801.

[18] J. Velasco, Jr., Y. Lee, F. Zhang, K. Myhr, D. Tran, M. Deo, D. Smirnov, A. H. MacDonald, and C. N. Lau, ArXiv e-prints (2014), 1403.0262. (document)

[19] J. Jung, F. Zhang, and A. H. MacDonald, Physical Review B 83, 115408 (2011), URL http://link.aps.org/doi/10.1103/PhysRevB.83.115408. (document)

[20] M. Kharitonov, Physical Review Letters 109, 046803 (2012), URL http://link.aps.org/doi/10.1103/PhysRevLett.109.046803. (document)

[21] M. Kharitonov, Physical Review B 86, 195435 (2012), URL http://link.aps.org/doi/10.1103/PhysRevB.86.195435. (document)

[22] T. Jungwirth and A. H. MacDonald, Physical Review Letters 87, 216801 (2001), cond-mat/0104334. (document)

[23] H. Fertig and L. Brey, Physical Review Letters 97, 116805 (2006), URL http://link.aps.org/doi/10.1103/PhysRevLett.97.116805. (document)

[24] I. Martin, Y. Blanter, and a. Morpurgo, Physical Review Letters 100, 036804 (2008), URL http://link.aps.org/doi/10.1103/PhysRevLett.100.036804.

[25] D. Abanin, P. Lee, and L. Levitov, Physical Review Letters 96, 176803 (2006), URL http://link.aps.org/doi/10.1103/PhysRevLett.96.176803.

[26] M. Killi, T. C. Wei, I. Affleck, and A. Paramekanti, Physical Review Letters 104, 216406 (2010).

[27] V. Mazo, E. Shimshoni, and H. a. Fertig, Physical Review B 84, 045405 (2011), URL http://link.aps.org/doi/10.1103/PhysRevB.84.045405. (document)

[28] V. Mazo, H. Fertig, and E. Shimshoni, Physical Review B 47405 (2012), arXiv:1207.2069v1, URL http://journals.aps.org/prb/abstract/10.1103/PhysRevB.86.125404.

[29] A. Vaezi, Y. Liang, D. H. Ngai, L. Yang, and E.-A. Kim, Physical Review X 3, 021018 (2013), URL http://link.aps.org/doi/10.1103/PhysRevX.3.021018.

[30] F. Zhang, A. H. MacDonald, and E. J. Mele, Proceedings of the National Academy of Sciences of the United States of America 110, 10546 (2013).

[31] D. A. Abanin, S. A. Parameswaran, S. A. Kivelson, and S. L. Sondhi, Physical Review B 82, 035428 (2010), URL http://link.aps.org/doi/10.1103/PhysRevB.82.035428. (document)

[32] P. Maher, C. R. Dean, A. F. Young, T. Taniguchi, K. Watanabe, K. L. Shepard, J. Hone, and P. Kim, Nature Physics 9, 154 (2013), URL http://www.nature.com/doifinder/10.1038/nphys2528. (document)

[33] Y. Barlas, R. Coté, K. Nomura, and A. MacDonald, Physical Review Letters 101, 097601 (2008), URL http://link.aps.org/doi/10.1103/PhysRevLett.101.097601. (document)

[34] D. Abanin, S. Parameswaran, and S. Sondhi, Physical Review Letters 103, 076802 (2009), URL http://link.aps.org/doi/10.1103/PhysRevLett.103.076802. (document)
S.I. SYMMETRIES OF THE BLG HAMILTONIAN

The non-interacting Hamiltonian of BLG in absence of external magnetic field has the following symmetries. Below we describe the behaviour of our wavefunctions $|\psi_{\tau_z=K',\mu_z=\pm 1,\sigma_z=A/B}(\vec{q})\rangle$ under the symmetry operations. ($\tau_z, \mu_z, \sigma_z$ represent Pauli matrices acting in valley, layer, and sub lattice space, respectively, and $\vec{K} = (-\frac{4\pi}{3\sqrt{3}a_0},0)$ where $a_0$ is the inter-atomic spacing in each layer. Other definitions as shown in the figure are $\vec{R}_1 = (0,-a_0), \vec{R}_2 = a_0(-\frac{\sqrt{3}}{2},\frac{1}{2}), \vec{R}_3 = a_0\left(\frac{\sqrt{3}}{2},\frac{1}{2}\right),$ $\vec{G}_1 = \frac{2\pi}{a_0}\left(\frac{1}{\sqrt{3}},\frac{1}{3}\right),$ $\vec{G}_2 = \frac{2\pi}{a_0}\left(\frac{1}{\sqrt{3}},\frac{1}{3}\right).$

1. Time reversal symmetry (TRS): $(q \rightarrow -q)i \hat{s}_y \tau_z \vec{K}$, ($\vec{K}$ represents complex conjugation).

2. Rotation by $2\pi/3$ around the A-sublattice of top layer (the stacking point):

$$J_{2\pi/3} \exp\left[\frac{2\pi i}{3} \tau_z \left(\frac{1+\mu_z}{2} + \frac{\sigma_z}{2}\right) - \frac{2\pi i}{3} \tau_z \left(\frac{1-\mu_z}{2} - \frac{\sigma_z}{2}\right)\right] \equiv J_{2\pi/3} \exp\left[\frac{2\pi i}{3} \tau_z \left(\frac{\sigma_z+\mu_z}{2}\right)\right].$$

(Under $J_{2\pi/3}$, $q_x \rightarrow q_x \cos(2\pi/3) - q_y \sin(2\pi/3), q_y \rightarrow q_x \sin(2\pi/3) + q_y \cos(2\pi/3))$

3. Translation by $\vec{R} = l_1\vec{n}_1 + l_2\vec{n}_2$ : $\exp[i\tau_z \frac{4\pi}{3\sqrt{3}a_0} R_x] \exp[-i\vec{q} \cdot \vec{R}]. \vec{n}_1$ and $\vec{n}_2$ are primitive vectors of the hexagonal lattice (see figure below).

4. Inversion Symmetry: $(q \rightarrow -q)\tau_x \mu_z \sigma_x$, with inversion center at mid point of the stacking bond between the two layers.

5. Mirror $x \rightarrow -x$ : $(q_x \rightarrow -q_x)\tau_x.$

Details of the symmetry transformations

Rotation by $2\pi/3$ for $|\psi_{K,A}(\vec{q})\rangle$:

$$\langle \vec{r}_1 | \psi_{K,A}(\vec{q}) \rangle \sim \exp[i(\vec{K} - \vec{q}).\vec{r}_1] \rightarrow \exp[iJ_{2\pi/3} (\vec{K} + \vec{q}).\vec{r}_1]$$

$$= \exp[-i\vec{G}_1 . \vec{R}_2] \langle \vec{r}_1 | \psi_{K,A}(\vec{q}) \rangle \sim \exp[iJ_{2\pi/3} (\vec{K} + \vec{q}).\vec{r}_1] \rightarrow \exp[iJ_{2\pi/3} (\vec{K} + \vec{q}).\vec{r}_1] = \exp(2\pi i/3) \langle \vec{r}_1 | \psi_{K,A}(\vec{q}) \rangle$$
Similarly at B sublattice,
\[ \langle \tilde{r}_i | J_{\mathbb{Z}} | \psi_{K,B}(\tilde{q}) \rangle \sim \exp[i J_{\mathbb{Z}} (\tilde{K} + \tilde{q}) \tilde{r}_i,B] = \exp[i \tilde{K} - \tilde{G}_1 + J_{\mathbb{Z}} \tilde{q} \cdot (\tilde{r}_i - \tilde{R}_3)] \]
\[ = \exp[i \tilde{G}_1 \tilde{R}_3] \langle \tilde{r}_i | \psi_{K,A}(J_{\mathbb{Z}} \tilde{q}) \rangle = \exp(-i2\pi/3) \langle \tilde{r}_i | \psi_{K,A}(J_{\mathbb{Z}} \tilde{q}) \rangle. \]

At \( K' \), we get \( \tilde{K}' = \tilde{K} + \tilde{G}_1 \) and the signs are reversed for A and B sublattices. Thus we get the above expression for the symmetry operation.

Translation by a lattice translation \( \tilde{R} \):
\[ \langle \tilde{r}_i | T_{\tilde{R}} \psi_{K,A/B}(\tilde{q}) \rangle = \langle T_{-\tilde{R}} \tilde{r}_i | \psi_{K,A/B}(\tilde{q}) \rangle \sim \exp[i (\tilde{K} + \tilde{q}) \cdot (\tilde{r}_i,A/B - \tilde{R})] \]
\[ = \exp[-i (\tilde{K} + \tilde{q}) \cdot \tilde{R}] \langle \tilde{r}_i | \psi_{K,A/B}(\tilde{q}) \rangle = \exp[i \frac{4\pi}{3\sqrt{3a_0}} R_x] \exp[-i\tilde{q} \cdot \tilde{R}] \langle \tilde{r}_i | \psi_{K,A/B}(\tilde{q}) \rangle. \]

Similarly at \( K' = -\tilde{K} \):
\[ \langle \tilde{r}_i | T_{\tilde{R}} \psi_{K',A/B}(\tilde{q}) \rangle = \exp[-i \frac{4\pi}{3\sqrt{3a_0}} R_x] \exp[-i\tilde{q} \cdot \tilde{R}] \langle \tilde{r}_i | \psi_{K',A/B}(\tilde{q}) \rangle. \]

### S.II. LOCAL INTERACTION HAMILTONIAN

To write the interaction Hamiltonian, we start from a tight binding model with the lattice structure of bilayer graphene. We are interested in the local part of the low-energy effective interactions, which are anisotropic in valley and layer space. We will assume weak coupling (small \( e^2/v \)), for which we can simply project the microscopic (Coulomb) interactions

\[ H_{\text{int}} = \sum_{s,a} \int d^3\bar{r} d^3\bar{r}' V(\bar{r} - \bar{r}') \varphi_s^d(\bar{r}) \varphi_s^d(\bar{r}') \varphi_{s'}^d(\bar{r}') \varphi_{s'}^d(\bar{r}), \] (S.1)

onto the low-energy subspace. Here, \( \varphi_s(\bar{r}) \) annihilates an electron at position \( \bar{r} \) with spin \( s \), and \( V(\bar{r} - \bar{r}') = e^2/|\bar{r} - \bar{r}'| \).

We choose a basis of states whose support in momentum space is in the regions \( |\vec{K} - \vec{K}'| < \Lambda \) and \( |\vec{K} - \vec{K}'| < \Lambda \), where \( \Lambda \) is a momentum cutoff. In real space, these wavefunctions are localized within a region of size \( a \sim 2\pi/\Lambda \). We assume \( a \) to be of the order of a few lattice constants.

Let us denote the basis functions by \( \Phi_{\mu\tau}(\bar{r} - \tilde{R}) \), where \( \tilde{R} \) is the center of mass of this orbital, \( \bar{r} \) is a continuous space variable, and \( \mu, \tau \) are the layer and valley indices. \( \psi_{\mu\tau} \) is an operator that annihilates an electron in orbital \( \Phi_{\mu\tau}(\bar{r} - \tilde{R}) \) with spin \( s \).

The low-energy part of the field operators is given by
\[ \varphi_s(\bar{r}) = \sum_{\tilde{R}, \mu, \tau} \Phi_{\mu\tau}(\bar{r} - \tilde{R}) \psi_{\mu\tau}(\tilde{R}). \] (S.2)

The interaction Hamiltonian takes the form
\[ H_{\text{int}} = \sum_{s,s',1,2,3,4} \left[ \int dr dr' V(r - r') \Phi_1^*(\vec{r} - \vec{R}_1) \Phi_2(\vec{r} - \vec{R}_2) \Phi_3^*(\vec{r} - \vec{R}_3) \Phi_4(\vec{r} - \vec{R}_4) \right] \]
\[ \times \psi_1^+(\vec{R}_1) \psi_2(\vec{R}_2) \psi_3^+(\vec{R}_3) \psi_4(\vec{R}_4). \] (S.3)

Here, we have used the short hand notation \( \{\mu_1, \tau_1, R_1\} \), etc. The object within the square bracket is the coupling constant of the particular operator \( \psi_1^+(\vec{R}_1) \psi_2(\vec{R}_2) \psi_3^+(\vec{R}_3) \psi_4(\vec{R}_4) \).

Calculating the values of the microscopic coupling constants from first principles is very difficult, because these coupling constants are strongly renormalized with respect to their bare values [43]. We will mostly treat them as phenomenological parameters. Below, we make some physically-motivated simplifying assumptions, in order to reduce the number of independent parameters.

**A. Simplifying assumptions and explicit form of** \( H_{\text{int}} \)

1. We assume that \( \vec{R}_1 = \cdots = \vec{R}_4 \). This assumption is justified if the orbitals \( \Phi(\vec{r} - \vec{R}) \) are sufficiently localized around \( \vec{R} \).

2. We consider two types of terms: intra-layer and inter-layer. We assume that the overlap between orbitals localized in the two layers is negligible; therefore, we will not consider terms that hop a pair from one layer to the other. Moreover, the inter-layer interaction terms are spin independent.

Within these assumptions, we get the following form for \( H_{\text{int}} \):

\[ H_{\text{int}} = H_{\text{intra}} + H_{\text{inter}} + V_0(\psi^\dagger \psi)^2 \] (S.4)

\[ H_{\text{intra}} = \sum_{\mu} U(n_{\mu K} n_{\mu K}^\dagger + n_{\mu K'} n_{\mu K'}^\dagger) + V_1 n_{\mu K} n_{\mu K'} - J_H \vec{S}_\mu \cdot \vec{S}_{\mu K'} \] (S.5)

\[ H_{\text{inter}} = V_2(n_{1,K} n_{-1,K} + n_{1,K'} n_{-1,K'}) + \sum_{\mu} V_3 n_{\mu,K} n_{-\mu,K'} \] (S.6)

with six parameters, \( V_0, U, V_1, J_H, V_2, V_3 \). On general grounds, we expect the following inequalities to hold:

\[ V_0 \gtrsim U \gtrsim V_1 > J_H, \]
\[ V_1 \gtrsim V_2 \gtrsim V_3. \] (S.7)

In addition to these local interactions, there are also long-range Coulomb (monopole-monopole and dipole-dipole) interactions.

**S.III. MEAN FIELD THEORY WITH LOCAL INTERACTIONS: GENERAL FORMULATION**

Consider the following Hamiltonian:

\[ H = H_0 + H_{\text{int}} - \mu(\psi^\dagger \psi - n_0), \] (S.8)

where \( H_0 \) is the single particle Hamiltonian of BLG, \( H_{\text{int}} \) is a local exchange interaction (Eq. S.4). The chemical potential \( \mu \) is chosen such that the density is \( \langle \psi^\dagger \psi \rangle = n_0 \).
We use a variational mean-field Hamiltonian:

\[ H_{MF} = H_0 - \sum_{a=1}^{15} \lambda_{a,s} \langle \psi \psi_s \rangle O_a \psi_s - \mu_{0s} \langle \psi \psi_s \rangle \psi_s. \]  

(9)

\(O_a\) are the following matrices in valley and layer space:

\[ O_{a=0,\ldots,15} = \{ 1, \mu^z \tau^z, \mu^x \tau^x, \mu^y \tau^y, \mu^x \tau^x, \mu^y \tau^x, \mu^z \tau^x, \mu^z \tau^y, \mu^z \tau^y \}. \]  

(10)

These form a complete basis of hermitian matrices in the layer and valley space. They satisfy

\[ \text{Tr} O_a O_{a'} = \delta_{a,a'}. \]  

(11)

The mean-field energy is

\[ E(\{ \lambda_a \}, \mu_0) = \langle H \rangle = \langle H_{MF} \rangle + \sum_{a=1}^{15} \lambda_{a,s} \langle \psi \psi_s \rangle O_a \psi_s + \mu_{0s} \langle \psi \psi_s \rangle + \langle H_{\text{int}} \rangle - \mu(\langle \psi \psi \rangle - n_0). \]  

(12)

A general spin diagonal quartic interaction term in \( \langle H_{\text{int}} \rangle \) can be written as

\[ \langle (\psi \psi \langle O_a \psi \rangle) \rangle = \langle \psi \psi \langle O_a \psi \rangle \rangle - \sum_{s} \langle \psi_{a,s} \psi_{a's} \rangle \langle \psi_{b,s} \psi_{b's} \rangle O_{a,a'}^\alpha O_{b,b'}^\beta \]  

(13)

Summation over repeated indices is implied. Let us write \( G^a_{a} = \langle \psi_{a,s} \psi_{a's} \rangle = \sum_a \phi_{a,s} O_{a,a'}^\alpha \), where \( \phi_{a,s} = \frac{1}{4} \text{Tr} O_a G_s = \langle \psi_{a,s} \psi_{a's} \rangle \). Then

\[ \langle \psi_{a,s} \psi_{b,s} \rangle \langle \psi_{b,s} \psi_{a's} \rangle O_{a,a'}^\alpha O_{b,b'}^\beta = \frac{1}{16} \sum_{c,d} \phi_{c,s} \phi_{d,s} O_{a,a'}^\alpha O_{b,b'}^\beta O_{c,c'}^\alpha O_{d,d'}^\beta \]  

(14)

For the general local \( H_{\text{int}} \) we will have \( a = b \) which gives \( c = d \). Then \( \text{Tr}[O_a O_c^a O_c^* O_a^*] = \pm 4 \) and

\[ \langle (\psi \psi \langle O_a \psi \rangle)^2 \rangle = \langle \psi \psi \langle O_a \psi \rangle \rangle - \frac{1}{4} \sum_{c,s} \phi_{c,s} \text{Sgn}[O_a O_c] \]  

(15)

Here \( \text{Sgn}[O_a O_c] = +1 \) if \( O_a, O_c \) commute and \(-1\) if they anti-commute. We can then collect and write all the terms in a compact way as

\[ \langle H_{\text{int}} \rangle = -\frac{1}{2} \sum_a \phi_a^T M_a \phi_a \]  

(16)

where \( M_a \)'s are \( 2 \times 2 \) matrices in spin label for each \( \phi_a \). The energy functional then becomes

\[ E(\{ \lambda_a \}, \mu_0) = \langle H_{MF} \rangle + \sum_{a=1}^{15} \lambda_{a,s} \langle \psi \psi_s \rangle O_a \psi_s + \mu_{0s} \langle \psi \psi_s \rangle - \frac{1}{2} \sum_{a=0}^{15} \phi_a^T M_a \phi_a - \mu(\langle \psi \psi \rangle - n_0) \]  

(17)

The saddle point equations are

\[ \frac{\partial E(\{ \lambda_a \}, \mu_0)}{\partial \lambda_{a,s'}} = \sum_{a=1}^{15} \left( \lambda_a^T - \phi_a^T M_a \right) \frac{\partial \phi_a}{\partial \lambda_{a,s'}} - \phi_a^T M_0 \frac{\partial \phi_a}{\partial \lambda_{a,s'}} + (\mu_0 - \mu) \frac{\partial \langle \psi \psi_s \rangle}{\partial \lambda_{a,s'}} = 0 \]  

(18)

\[ \frac{\partial E(\{ \lambda_a \}, \mu_0)}{\partial \mu_{0s'}} = \sum_{a=1}^{15} \left( \lambda_a^T - \phi_a^T M_a \right) \frac{\partial \phi_a}{\partial \mu_{0s'}} - \phi_a^T M_0 \frac{\partial \phi_a}{\partial \lambda_{a,s'}} + (\mu_0 - \mu) \frac{\partial \langle \psi \psi_s \rangle}{\partial \mu_{0s'}} = 0 \]  

(19)
\[
\frac{\partial E(\{\lambda_a\}, \mu_0)}{\partial \mu} = \langle \psi^\dagger \psi \rangle - n_0 = 0
\] (S.20)

This gives the following mean-field equations:

\[
\begin{align*}
\lambda_a &= M_a \phi_a \\
n_0 &= \langle \psi^\dagger \psi \rangle \\
\mu_{0s} &= \mu + M_0 \phi_0
\end{align*}
\] (S.21)

Substituting \( \phi_a = M_a^{-1} \lambda_a \) and \( \langle \psi^\dagger \psi \rangle = n_0 \) back into the expression for the energy, we get

\[
\tilde{E}(\{\lambda_a\}, \mu_0) = \langle H_{MF} \rangle + \frac{1}{2} \lambda_a^T M_a^{-1} \lambda_a + \frac{1}{2}(\mu_{0s} - \mu)(M_0^{-1})_{s,s'}(\mu_{0s'} - \mu) + \mu n_0
\] (S.23)

Note that this energy functional coincides with the original one at the saddle point, and its variation with respect to \( \lambda_a \) and \( \mu_0 \) gives the correct mean-field equations.

### A. Most general interaction Hamiltonian

For BLG, we can write all possible symmetry allowed local interactions making an analysis similar to that of Ref. [5]. There are 9 symmetry allowed spin diagonal terms. We write them in following particular form.

\[
\begin{align*}
I_1 &= \langle \psi^\dagger \psi \rangle^2 \\
I_2 &= \langle \psi^\dagger \mu^x \tau^y \psi \rangle^2 \\
I_3 &= \langle \psi^\dagger \mu^x \psi \rangle^2 + \langle \psi^\dagger \mu^y \tau^y \psi \rangle^2 \\
I_4 &= \langle \psi^\dagger \mu^y \psi \rangle^2 + \langle \psi^\dagger \mu^y \tau^y \psi \rangle^2 + \langle \psi^\dagger \mu^y \tau^x \psi \rangle^2 \\
I_5 &= \langle \psi^\dagger \tau^x \psi \rangle^2 + \langle \psi^\dagger \mu^x \tau^x \psi \rangle^2 + \langle \psi^\dagger \mu^x \tau^y \psi \rangle^2 \\
I_6 &= \langle \psi^\dagger \mu^x \tau^y \psi \rangle^2 + \langle \psi^\dagger \mu^y \psi \rangle^2 + \langle \psi^\dagger \tau^x \psi \rangle^2 + \langle \psi^\dagger \tau^y \psi \rangle^2 + \langle \psi^\dagger \mu^z \tau^y \psi \rangle^2 \\
I_7 &= \langle \psi^\dagger \mu^y \tau^y \psi \rangle^2 - \langle \psi^\dagger \mu^y \tau^x \psi \rangle^2 - \langle \psi^\dagger \mu^y \tau^y \psi \rangle^2 \\
I_8 &= \langle \psi^\dagger \tau^x \psi \rangle^2 - \langle \psi^\dagger \mu^x \tau^x \psi \rangle^2 - \langle \psi^\dagger \mu^x \tau^y \psi \rangle^2 \\
I_9 &= \langle \psi^\dagger \mu^x \tau^y \psi \rangle^2 + \langle \psi^\dagger \mu^x \psi \rangle^2 - \langle \psi^\dagger \tau^x \psi \rangle^2 - \langle \psi^\dagger \tau^y \psi \rangle^2 - \langle \psi^\dagger \mu^z \tau^x \psi \rangle^2 - \langle \psi^\dagger \mu^z \tau^y \psi \rangle^2
\end{align*}
\] (S.24)

These combinations of different terms are made such that the first six interaction terms above commute with the unitary the transformation \( \tilde{U} = \exp(i \pi \mu^x \tau^y) \), which maps FLP state order parameter to STF state. Thus, having only first 6 terms will not lift the degeneracy between FLP and STF ground states.

In addition, for a spin symmetric interaction, the allowed spin dependent terms are \( I_{1s} = \langle \psi^\dagger \vec{s} \psi \rangle^2, I_{2s} = \langle \psi^\dagger \mu^z \tau^x \vec{s} \psi \rangle^2, ... I_{9s} \).

We can use Fierz identities to find the number of independent interaction terms out of the above 18 terms. These identities can be written in terms of the 32 individual quartic terms appearing in \( I_1, ... I_9 \) and \( I_{1s}, ... I_{9s} \) as:

\[
\begin{align*}
\langle \psi^\dagger O_a \psi \rangle^2 &= -\frac{1}{8} \sum_b \text{Sgn}[O_a O_b] \left( \langle \psi^\dagger O_b \psi \rangle^2 + \langle \psi^\dagger O_b \vec{s} \psi \rangle^2 \right) \\
\langle \psi^\dagger O_a \vec{s} \psi \rangle^2 &= -\frac{1}{8} \sum_b \text{Sgn}[O_a O_b] \left( 3 \langle \psi^\dagger O_b \psi \rangle^2 - \langle \psi^\dagger O_b \vec{s} \psi \rangle^2 \right)
\end{align*}
\]

\( O_a = \{1, \mu^x \tau^x, \mu^x, \mu^y \tau^y, \mu^y, \mu^y \tau^x, \tau^z, \mu^x \tau^x, \mu^x \tau^y, \mu^x \tau^y, \mu^x \tau^x, \mu^y \tau^y, \mu^y \tau^y, \mu^z \tau^x, \mu^z \tau^y, \mu^z \tau^x, \mu^z \tau^y \} \)
Out of these 18 equations, only 9 are independent and therefore we can express $(\psi^\dagger O_\alpha \psi)^2$ terms in terms of $(\psi^\dagger O_\alpha \psi)^2$. Then $I_{1s}, I_{2s}, \ldots I_{9s}$ can be rewritten in terms of $I_1, I_2, I_9$ as $I_{is} = \sum \Gamma_{ij}I_j$, where

$$
\Gamma = \begin{pmatrix}
-\frac{3}{2} & \frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & 0 & 0 & 0 \\
-\frac{1}{2} & \frac{3}{2} & \frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & \frac{1}{2} & 0 & 0 \\
0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 \\
-\frac{3}{2} & -\frac{3}{2} & \frac{3}{2} & \frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & 0 & 0 \\
-\frac{3}{2} & \frac{3}{2} & -\frac{3}{2} & \frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
-\frac{1}{2} & \frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -2 & -1 \\
-\frac{1}{2} & \frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & 1 & -1 & -2 \\
0 & 1 & 0 & -1 & 0 & 2 & -2 & -1
\end{pmatrix}.
$$

(S.25)

The most general local interaction Hamiltonian for BLG can now be written as

$$
H_{\text{int}} = \sum_{i=1}^{9} g_i I_i
$$

(S.26)

**S.IV. MEAN FIELD ANALYSIS FOR $\nu = 2$ BLG**

For filling fraction $\nu = 2$, we consider two symmetry broken states and compare their ground state energies to find the favored state at zero electric field. Below we discuss the the mean field analysis for both of them.

**A. Layer polarized state**

We first consider a state in which inversion symmetry is broken, but translational and rotational symmetries are preserved. In such state, the following mean-field terms are allowed:

$$
O_{\alpha=\{1,2,3\}} = \{\mu^z, \tau^z, \mu^z\tau^z\}.
$$

(S.27)

Note that, since we have assumed a uniform state and these are local terms, they must be diagonal in the LL index $n$. We therefore write the mean-field Hamiltonian as follows:

$$
H_{MF} = H_0 - \sum_{\zeta=\pm 1,\alpha=1,2,3} \lambda_\alpha \psi^\dagger \frac{1 + \zeta s^z}{2} O_\alpha \psi - h \psi^\dagger s^z \psi - \mu_0 \psi^\dagger \psi,
$$

(S.28)

where $h$ is a Zeeman field. The Hamiltonian can be diagonalized and the spectrum is

$$
E_{n,s,\tau} = \begin{cases} 
-hs - \mu_0 - (\lambda_{1s} + \lambda_{2s})\tau - \lambda_{3s}, & n \leq 1 \\
-hs - \mu_0 - \lambda_{2s}\tau \pm \sqrt{\left(\lambda_{1s} + \tau\lambda_{3s}\right)^2 + E_n^2}, & n > 1
\end{cases}
$$

(S.29)

Filling all the Landau levels up to $\nu = 2$, the total energy is:

$$
E_{MF} = \sum_{\tau=\pm 1} (E_{0,\tau} + E_{1,\tau}) + E_{0,1,\tau=1} + E_{1,1,\tau=1} + \sum_{n=2}^{\infty} \sum_{\tau,s=\pm 1} E_{n,s,\tau}
$$

$$
= 2 [-h - 2\lambda_{3\uparrow} - \lambda_{1\downarrow} - \lambda_{2\downarrow} - \lambda_{3\downarrow}] - \sum_{n=2}^{\infty} \sum_{\tau,s=\pm 1} \sqrt{\left(\lambda_{1s} + \tau\lambda_{3s}\right)^2 + E_n^2}
$$

(S.30)

We first consider the weak interaction limit such that $\lambda \ll \hbar \omega_c$ and we can expand to second order in the $\lambda$’s. We get (ignoring the chemical potential terms)
where \( \chi \equiv \sum_{n=2}^{\infty} \frac{2}{E_n \ell_B^2} \frac{\omega}{\pi} \frac{1}{\sqrt{n(n-1)}} \) and \( E_0 = -4 \sum_{n=2}^{\infty} E_n \) (Note that these sums actually diverge, and a cutoff needs to be introduced). \( E_{MF} \) above is the energy per \( \ell_B^2 \) area of the system while \( \langle H_{int} \rangle \) terms are energy per unit area. Thus, collecting the different terms in Eq. (S.23) and matching the dimensions, we get (dropping constants)

\[
\tilde{E}(\lambda, \mu_0) = \frac{1}{\ell_B^2} \left( -4 \lambda_3 - 2 \lambda_{11} - 2 \lambda_{22} - 2 \lambda_{33} \right) + \frac{1}{2} \lambda^T \left( M_1^{-1} - \chi_0 \right) \lambda_1 + \frac{1}{2} \lambda^T \left( M_2^{-1} \right) \lambda_2 + \frac{1}{2} \lambda^T \left( M_3^{-1} - \chi_0 \right) \lambda_3
\]

(S.32)

This is conveniently written as

\[
\tilde{E}(\lambda, \mu_0) = -\frac{1}{\ell_B^2} Q^T \lambda + \frac{1}{2} \lambda^T \tilde{M}^{-1} \lambda,
\]

(S.33)

where \( \lambda^T = (\lambda_1, \lambda_{11}, \ldots, \lambda_{33}) \). Minimizing the energy over \( \lambda \) gives

\[
E_{\text{min}} = -\frac{1}{2\ell_B^2} Q^T \tilde{M} Q
\]

(S.34)

We can now calculate \( \langle H_{int} \rangle_{\text{FLP}} \), using the general interaction Hamiltonian in Eq. (S.26). In FLP, three \( \phi \)'s corresponding to the above \( O_3 \)'s are nonzero. Calculating \( \langle H_{int} \rangle_{\text{FLP}} \), we get the following \( M_i \) matrices in Eq. (S.32) for FLP phase:

\[
M_1 = \begin{pmatrix}
\frac{K_1}{2} - 2g_4 - 2g_7 & -2g_4 - 2g_7 \\
-2g_4 - 2g_7 & \frac{K_1}{2} - 2g_4 - 2g_7
\end{pmatrix},
\]

(S.35)

\[
M_2 = \begin{pmatrix}
\frac{K_2}{2} - 2g_5 - 2g_8 & -2g_5 - 2g_8 \\
-2g_5 - 2g_8 & \frac{K_2}{2} - 2g_5 - 2g_8
\end{pmatrix},
\]

(S.36)

\[
M_3 = \begin{pmatrix}
\frac{K_3}{2} - 2g_2 & -2g_2 \\
-2g_2 & \frac{K_3}{2} - 2g_2
\end{pmatrix},
\]

(S.37)

where

\[
K_1 = g_1 + g_2 - 2g_3 - 4 - 2g_6 + 3g_7 + 3g_8 - 6g_9 \\
K_2 = g_1 + g_2 + 2g_3 - 4 - 2g_6 + 3g_7 + 3g_8 + 6g_9 \\
K_3 = g_1 + g_2 - 2g_3 + 3g_4 + 3g_5 - 6 - 7 + 8 + 2g_9
\]

B. Staggered flux state

The second natural possibility for an ordered state (that lifts the degeneracy of the lowest Landau level) is a staggered flux (STF) state with a wavevector that connects \( K \) to \( K' \). This state preserves the three fold rotational symmetry \( \tilde{R}_{2\pi/3} = \exp(2\pi i \mu^2 \tau^2 / 3) \) around the aligned sites and the inversion symmetry, but breaks translational symmetry. The allowed mean fields in this state are
\[ O_{a=\{1,2,3\}} = \{\mu^x\tau^x, \mu^y\tau^y, \mu^z\tau^z\}. \] (S.38)

Now,
\[ H_{MF} = H_0 - \sum_{\zeta=\pm 1, a=1,2,3} \lambda_{ac} \psi^a \frac{1 + \zeta s^z}{2} O_a \psi - \hbar \psi^3 \psi - \mu_0 \psi^4 \psi \] (S.39)

which has the spectrum
\[ E_{n,s,\tau} = \begin{cases} -h_s - \mu_0 + (\lambda_{1s} - \lambda_{2s})\tau - \lambda_{3s} & n \leq 1 \\ -h_s - \mu_0 + \lambda_{1s}\tau \pm \sqrt{(\lambda_{2s} + \tau\lambda_{3s})^2 + E_n^2} & n > 1. \end{cases} \] (S.40)

Filling all the Landau levels up to \( \nu = 2 \), the total energy is:
\[ E_{MF} = \sum_{\tau = \pm 1} (E_{0,\tau} + E_{1,\tau} + E_{2,\tau}) + \sum_{n=2}^{\infty} \sum_{\tau, s=\pm 1} E_{n,s,\tau} = 2 [-h - |\lambda_{1s} - \lambda_{2s}| - 2\lambda_{3\uparrow} - \lambda_{3\downarrow}] - \sum_{n=2}^{\infty} \sum_{\tau, s, \pm 1} \sqrt{(\lambda_{2s} + \tau\lambda_{3s})^2 + E_n^2} \] (S.41)

Again considering the weak interaction limit and expanding to second order in the \( \lambda \)'s, we get
\[ E_{MF} \approx 2 [-h - |\lambda_{1\downarrow} - \lambda_{2\downarrow}| - 2\lambda_{3\uparrow} - \lambda_{3\downarrow}] - \frac{\lambda_0 \ell_B^2}{2} \sum_{s=\pm 1} (\lambda_{2s}^2 + \lambda_{3s}^2) - E_0 \] (S.42)

Taking \( (H_{int})_{STF} \), we get the following \( M_i \) matrices corresponding to the STF order parameters above
\[ M_{1S} = \begin{pmatrix} K_{1s}^2 - 2g_5 + 2g_6 & -2g_5 + 2g_6 \\ -2g_5 + 2g_6 & K_{1s}^2 - 2g_5 + 2g_6 \end{pmatrix}, \] (S.43)
\[ M_{2S} = \begin{pmatrix} K_{2s}^2 - 2g_4 + 2g_7 & -2g_4 + 2g_7 \\ -2g_4 + 2g_7 & K_{2s}^2 - 2g_4 + 2g_7 \end{pmatrix}, \] (S.44)
\[ M_{3S} = \begin{pmatrix} K_{3s}^2 - 2g_2 & -2g_2 \\ -2g_2 & K_{3s}^2 - 2g_2 \end{pmatrix}, \] (S.45)

where
\[ K_{1s} = g_1 + g_2 + 2g_3 - g_4 - g_5 - 2g_6 - g_7 - g_8 - 2g_9 \]
\[ K_{2s} = g_1 + g_2 - 2g_3 - g_4 - g_5 + 2g_6 - g_7 - g_8 + 2g_9 \]
\[ K_{3s} = g_1 + g_2 - 2g_3 + 3g_4 + 3g_5 - 6g_6 - g_7 - g_8 + 2g_9 \]

\[ \tilde{E}(\lambda_7, \mu_0) = \frac{2}{\ell_B} \left[ -h - (\lambda_{1\downarrow} - \lambda_{2\downarrow}) - 2\lambda_{3\uparrow} - \lambda_{3\downarrow} \right] \]
\[ + \frac{1}{2} \lambda_1^T M_{1S}^{-1} \lambda_1 + \frac{1}{2} \lambda_2^T (M_{2S}^{-1} - \chi_0) \lambda_2 + \frac{1}{2} \lambda_3^T (M_{3S}^{-1} - \chi_0) \lambda_3 \]
\[ = -\frac{1}{\ell_B} Q_{ST} \lambda + \frac{1}{2} \lambda^T M_S^{-1} \lambda, \] (S.46)
And after minimizing over $\lambda$

$$E_{\text{min}} = -\frac{1}{2r_B^2} Q_S^P \hat{M}_S Q_S. \quad (S.47)$$

Using equations (S.34) and (S.47), we can calculate the ground state energies of the two phases ($E_{\text{FLP}}$ and $E_{\text{STF}}$) and compare which phase has lower energy. We get

$$\Delta E = E_{\text{FLP}} - E_{\text{STF}} = \frac{4\chi_0}{r_B} (g_1 g_7 + g_2 g_7 - 2 g_3 g_7 - 13 g_4 g_7 - g_5 g_7 + 2 g_6 g_7 + g_7^2 - g_1 g_8 - g_2 g_8 + 2 g_3 g_8 + 5 g_4 g_8 + g_5 g_8 - 2 g_6 g_8 - g_7^2 + 2 g_1 g_9 + 2 g_2 g_9 - 4 g_3 g_9 - 10 g_4 g_9 - 2 g_5 g_9 + 4 g_6 g_9 + 4 g_8 g_9 - 4 g_9^2) \quad (S.48)$$

**S.V. Change of Variables from $V_0, U, V_{1,2,3}$ and $J_H$ to $g_1,...g_9$ in the Coulomb Hamiltonian**

We have found the ground state energies for the most general interactions in the weak coupling limit. We can now use our interaction Hamiltonian in Eq. (S.4) and read off the interaction parameters $g_1,..g_9$. Then we can obtain the difference in ground state energies of FLP and STF phases from Eq. (S.48) to determine which state is favored.

To write the $U$ term, we use the identity

$$\sum_{\mu} n_{\mu \uparrow} n_{\mu \downarrow} + n_{\mu K' \uparrow} n_{\mu K' \downarrow} = \frac{1}{4} \left[ \psi \frac{1 + \mu^z}{2} \tau^z \psi \right] \cdot \left[ \psi \frac{1 + \mu^z}{2} \tau^z \psi \right] + \left[ \psi \frac{1 + \mu^z}{2} \tau^z \psi \right] \cdot \left[ \psi \frac{1 + \mu^z}{2} \tau^z \psi \right]$$

that holds for a single orbital.

Up to a chemical potential term this gives,

$$\sum_{\mu} n_{\mu K \uparrow} n_{\mu K \downarrow} + n_{\mu K' \uparrow} n_{\mu K' \downarrow} = -\frac{1}{6} \left[ \psi \frac{1 + \mu^z}{2} \tau^z \psi \right] \cdot \left[ \psi \frac{1 + \mu^z}{2} \tau^z \psi \right] + \left( \psi \frac{1 + \mu^z}{2} \tau^z \psi \right) \cdot \left( \psi \frac{1 + \mu^z}{2} \tau^z \psi \right)$$

$$(\mu \rightarrow -\mu)$$

$$= -\frac{1}{6} \left[ \psi \frac{1 + \mu^z}{2} \tau^z \psi \right] \cdot \left[ \psi \frac{1 + \mu^z}{2} \tau^z \psi \right] + \frac{1}{4} \left[ \psi \frac{1 + \mu^z}{2} \tau^z \psi \right] \cdot \left[ \psi \frac{1 + \mu^z}{2} \tau^z \psi \right]$$

$$+ \frac{1}{4} \left[ \psi \frac{1 + \mu^z}{2} \tau^z \psi \right] \cdot \left[ \psi \frac{1 + \mu^z}{2} \tau^z \psi \right]$$

$$= -\frac{1}{24} \left( I_{1s} + I_{2s} + \frac{I_{4s} + I_{7s}}{2} + \frac{I_{5s} + I_{8s}}{2} \right) \quad (S.50)$$

Using the relations between $I_{1s}$ and $I_s$ in Eq. (S.25), we get

$$n_{\mu K \uparrow} n_{\mu K \downarrow} + n_{\mu K' \uparrow} n_{\mu K' \downarrow} = \frac{1}{8} \left( I_1 + I_2 + \frac{I_4 + I_7}{2} + \frac{I_5 + I_8}{2} \right) \quad (S.51)$$

**$V_1$ term:**

$$\sum_{\mu} n_{\mu K} n_{\mu K'} = V_1 \left[ \psi \frac{1 + \mu^z}{2} \tau^z \psi \right] \cdot \left[ \psi \frac{1 + \mu^z}{2} \tau^z \psi \right] + \left( \psi \frac{1 + \mu^z}{2} \tau^z \psi \right) \cdot \left( \psi \frac{1 + \mu^z}{2} \tau^z \psi \right)$$

$$(\mu \rightarrow -\mu)$$

$$= V_1 \left[ \psi \frac{1 + \mu^z}{2} \tau^z \psi \right] \cdot \left[ \psi \frac{1 + \mu^z}{2} \tau^z \psi \right] + \left( \psi \frac{1 + \mu^z}{2} \tau^z \psi \right) \cdot \left( \psi \frac{1 + \mu^z}{2} \tau^z \psi \right)$$

$$= \frac{V_1}{8} \left( I_1 + I_2 + \frac{I_4 + I_7}{2} + \frac{I_5 + I_8}{2} \right) \quad (S.52)$$
V_2 term:

\[ V_2(n_{-1K}n_{1K} + n_{-1K'}n_{1K'}) = V_2 \left( \left( \psi^\dagger \frac{1 + \mu^z 1 + \tau^z}{2} \psi \right) \left( \psi^\dagger \frac{1 - \mu^z 1 - \tau^z}{2} \psi \right) \right) \]
\[ = \frac{V_2}{2} \left( \left( \psi^\dagger \psi \right) - \left( \psi^\dagger \psi \right) + \left( \psi^\dagger \psi \right) - \left( \psi^\dagger \psi \right) \right) \]
\[ = \frac{V_2}{2} \left( I_1 - I_2 - \frac{I_4 + I_7}{2} + I_5 + I_8 \right). \] (S.53)

V_3 term:

\[ V_3(n_{-1K}n_{1K'} + n_{-1K'}n_{1K}) = V_3 \left( \left( \psi^\dagger \frac{1 + \mu^z 1 + \tau^z}{2} \psi \right) \left( \psi^\dagger \frac{1 - \mu^z 1 - \tau^z}{2} \psi \right) \right) \]
\[ = \frac{V_3}{8} \left( \left( \psi^\dagger \psi \right) - \left( \psi^\dagger \psi \right) \right) \]
\[ = \frac{V_3}{8} \left( I_1 + I_2 - \frac{I_4 + I_7}{2} - \frac{I_5 + I_8}{2} \right). \] (S.54)

J_H term:

\[ -J_H \sum_\mu \bar{s}_\mu K \cdot \bar{s}_\mu K' \]
\[ = -J_H \left( \left( \psi^\dagger \frac{1 + \mu^z 1 + \tau^z}{2} \psi \right) \left( \psi^\dagger \frac{1 - \mu^z 1 - \tau^z}{2} \psi \right) \right) \]
\[ = -J_H \left( \left( \psi^\dagger \bar{s}_\psi \right)^2 + \left( \psi^\dagger \mu^z \bar{s}_\psi \right)^2 - \left( \psi^\dagger \tau^z \bar{s}_\psi \right)^2 \right) \]
\[ = -J_H \left( I_{1s} - I_{2s} + \frac{I_{4s} + I_{7s}}{2} - \frac{I_{5s} + I_{8s}}{2} \right) \]
\[ = -J_H \left( -I_1 + I_2 - \frac{I_4 + I_7}{2} + \frac{I_5 + I_8}{2} - I_6 + I_9 \right). \] (S.55)

These give the following values of the interaction parameters.

\[ g_1 = V_0 + \frac{1}{8} (U + V_1 + V_2 + V_3 + J_H) \]
\[ g_2 = \frac{1}{8} (U - V_1 - V_2 + V_3 - J_H) \]
\[ g_3 = 0 \]
\[ g_4 = \frac{1}{16} (U + V_1 - V_2 - V_3 + J_H) \]
\[ g_5 = \frac{1}{16} (U - V_1 + V_2 - V_3 - J_H) \]
\[ g_6 = \frac{J_H}{8} \]
\[ g_7 = \frac{1}{16} (U + V_1 - V_2 - V_3 + J_H) \]
\[ g_8 = \frac{1}{16} (U - V_1 + V_2 - V_3 - J_H) \]
\[ g_9 = -\frac{1}{8} J_H \] (S.56)

Plugging these in Eq. (S.48), we get the difference in mean field ground state energies of FLP and STF phases for the weak interaction limit where we can expand the Mean Field energies to 2nd order in \( \lambda_0 \).
S.VI. LARGE INTERACTIONS

For the case when the interactions are large and above approximation doesn’t work, we numerically minimize the energy functionals $E(\{\lambda_a\}, \mu_0)$ w.r.t. $\lambda_a$. In Eq. (S.17), we use the MF equation $\phi_{as} = -\partial E_{MF}/\partial \lambda_{as}$ and find the minimum of the resulting energy functional.