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Deep Learning has achieved remarkable successes in many industry applications and scientific research fields. One essential reason is that deep models can learn rich information from large-scale training datasets through supervised learning. It has been well accepted that the robust deep models heavily rely on the quality of data labels. However, current large-scale datasets mostly involve noisy labels, which are caused by sensor errors, human mistakes, or inaccuracy of search engines, and may severely degrade the performance of deep models. In this survey, we summaries existing works on noisy label learning into two main categories, Loss Correction and Sample Selection, and present their methodologies, commonly used experimental setups, datasets, and the state-of-the-art results. Finally, we discuss a promising research direction that might be valuable for the future study.

The rest of the paper is organized as follows: Section 2 gives the preliminary knowledge of the noisy label problem. Section 3 lists the existing works in details. Section 4 introduces the public datasets commonly used in noisy label learning. Section 5 discusses the problems of the existing methods and possible solutions. Finally, Section 6 summaries this survey.

Preliminary Knowledge

In this survey, we define noisy label samples as samples whose given labels are not consistent with their true labels. Therefore, the noise only exists in labels rather than data themselves when using the technical term “noisy samples” or “noisy labeled data” in this survey.

Noisy labels in deep learning.—The goal of deep learning tasks under supervised learning is to learn a mapping \( f_\theta : x_i \rightarrow y_i \) from the dataset \( D = \{(x_i, y_i)\}_{i = 1}^n \), where \( \theta \) denotes a set of parameters of this mapping. In many cases, it is also called as the parameters of the deep model. Usually, an objective function (also called loss function), \( L(f_\theta(x_i), y_i) \), is designed for regularizing the learning process. Thus, the optimal mapping can be reached by finding the best \( \theta^* \) through the loss function:

\[
\arg\min_{\theta} \sum_{i=0}^{n} L(f_\theta(x_i), y_i). \tag{1}
\]

If the dataset \( D \) contains certain noisy labels \((x_i, \tilde{y}_i)\), \( \tilde{y}_i \neq y_i \), then they will mislead the mapping \( f_\theta \) to an incorrect loss function \( L(f_\theta(x_i), \tilde{y}_i) \). Therefore, the learned parameters \( \theta^* \) will differ from \( \theta^* \). To alleviate the harm caused by noisy labels, the essential idea is to enable deep models to find \( \theta^* \) through a noise-tolerant training strategy.

Sources and types of noisy label.—To better understand the nature of noisy labels, we firstly discuss the sources of noisy labels, then dig into their characteristics, finally group them into four categories.

Sources of noisy label.—

(1) Some data are mislabelled due to their own ambiguity and the cognitive bias of the annotators. When constructing a dataset, we usually use crowdsourcing. The annotators may give inconsistent labels to a sample due to their cognitive bias. Then, the “majority voting” is widely applied to obtain the final labels. However, the number of annotators is relatively few to
To construct a large-scale dataset, it is commonly to use web search engines to collect data from social networking sites. The labels usually come from the surrounding texts. Although this method is efficient and simple, it will naturally introduce a large amount of noisy labels due to the diversity and randomness of the surrounding texts. Some noisy labels are somewhat correlated with the data itself because of the semantic ambiguity. Such correlation will introduce out-of-vocabulary noisy into the dataset. For example, we expect the samples of ladybug category in the dataset to be the insect, whereas the search engine may give a result of animated characters.

Types of noisy label.—To facilitate the study of noisy label problem, many artificial noise types have been designed, such as pair noise (pair), symmetric noise (symmetric), asymmetric noise (asymmetric), real-world noise, etc. Please note that these artificial label noises are low-cost alternatives. As huge amounts of labor power would be consumed to verify real-world data labels, researchers designed these artificial noises on existing datasets to simulate the realistic noise in real world. Although unlikely to be perfectly, they are still valuable for evaluating the robustness of proposed methods.

Many AI research fields, such as computer vision, natural language processing, speech processing, etc., also encounter the similar noise types and noise patterns. For the visual classification problems, the input is a matrix and the label is a number representing the true class. For language and speech recognition problems, the input is a matrix and the label is a number representing the true class. For example, a clean sample in MINIST is replaced by an image in CIFAR with its true label, which is a class in CIFAR.

Symmetric Noise
Symmetric noise is also known as uniform noise. It keeps a certain percentage of original labels, and the rest are uniformly flipped to other categories. This noise type is designed to simulate the random noise in real world, which is often caused by random errors of web crawling or manual annotation. It does not take into account the similarity between classes. Figure 1b shows an example of symmetric noise with a noise rate of 50%. The first class (the first row) keeps 50% of the correct labels, and the other 50% of labels are equally distribute into the other four categories with the same proportion (12.5%). It is analogous to the other categories.

Asymmetric Noise
Asymmetric noise flips labels according to the given similar class-pairs. It is designed to better simulate the real-world noisy label. For example, class-pairs in CIFAR-10 dataset: TRUCK → AUTOMOBILE, BIRD → PLANE, DEER → HORSE; class-pairs in MNIST dataset: 2 → 7, 3 → 8, 7 → 1, and 5 → 6. Analogous to pair noise, this noise type was designed to simulate the noise label which is caused by sample ambiguity in real world. When annotators cannot well distinguish two classes during the label annotation, they might mislabel samples, e.g., one can easily mislabel a picture of dolphin as a whale. Figure 1c shows the examples. 60% of original labels in the first class are kept, and the other 40% of the labels are transferred to the third class. It is analogous to the other categories.

Real-world Noise
The real-world noise has 2 subcategories: in-distribution noise and out-of-distribution noise.

For in-distribution real-world noise, all data and their labels are in the scope of this dataset. For example, a sample comes from MNIST or CIFAR. If it is mislabeled, the true label of this sample still belongs to one of classes in MNIST or CIFAR.

For out-of-distribution real-world noise, the true label of the mislabeled sample is not included in the scope of original dataset. For example, a clean sample in MINIST is replaced by an image in CIFAR with its true label, which is a class in CIFAR.

Controlled Web Label Noise
The controlled web label noise is proposed to mimic the real-world noise. It firstly collects data with incorrect web labels by Google image search from two sources: text-to-image and image-to-image. Then, after deduplicating the images which are similar to the ones in the testing dataset, it replaces p% of the original training samples with the collected noisy data, where p ∈ [0, 100]. Similar to symmetric noise, p is uniform across classes. This noise type has a higher similarity to the true positive images and can freely control the noise rate.

Existing Methods of Noisy Label Learning
Thanks to the development of deep learning in recent years, many valuable studies for noisy label learning problem has been emerged. These methods have different ideas, perspectives and strategies. Each of them has its own advantages. In this survey, we categorize the major ideas in this area into the following groups: loss

Figure 1. Transition matrix of different noise type: (a) Pair, (b) Symmetric, (c) Asymmetric.
correction methods and sample selection methods. Each of them will be described in detail below. Furthermore, we summarize the pros and cons of those approaches in Table I.

**Loss correction.**—Loss correction methods are used to reduce the effect of noisy labels during network training stage by directly modifying (or adjusting) the losses through various methods. One of the advantages of these approaches is that they can be used in any model. Most of the methods treat the noisy samples and clean samples in the same way. They usually add a regularization item in loss function to penalize the low confident prediction, which may be related to noisy samples, or correct the network prediction by multiplying the estimated label transition matrix. This category includes: estimating the noise transition matrix, designing robust loss function for noisy label, designing robust network structure for noisy label, modifying the noisy labels (pseudo-labels), and adjusting the weights of the samples.

Estimating the noise transition matrix.—This kind of methods usually constructs a noise transfer matrix to determine the probability of noise transfer between different classes, which is applied when calculating the cross-entropy loss. It will adjust the loss by multiplying the estimated noise transition matrix with the softmax output during forward propagation. Several methods have been proposed to estimate the transition matrix. Patrini G, Rozza A, Krishna Menon A, Nock R and Qu L13 estimate this matrix using a pre-trained model. It firstly does a pre-train without loss correction, and estimates the noise transition matrix using the softmax output of the network. Then, it re-trains the model and carries out the loss correction according to the estimated noise transition matrix. Hendrycks D, Mazeika M, Wilson D and Gimpel K10 use a clean validation set to calculate the transition matrix, while Sukhbaatar S and Fergus R11 propose the use of the difference between the transition matrices calculated from clean and noisy data. Reed S E, Lee H, Anguelov D, Szegedy C, Erhan D and Rabinovich A12 uses a transition matrix combined with a regularized loss which uses both of the noisy labels and labels predicted by the model. Goldberg J and Ben-Reuven E13 use the expectation-maximization (EM) algorithm to find the optimal parameters of both network and the noise. The Dual-T method,14 on the other hand, estimates the noise transfer matrix in two steps to simplify the problem. Firstly, estimate the confusion transfer matrix from the clean labels to the intermediate category labels (network prediction labels), secondly estimate the confusion transfer matrix from the intermediate category labels to the noisy labels.

Robust loss function.—The purpose of designing noise-robust loss functions is to modify or lower the loss of samples whose labels may be incorrect while calculating the loss value. These methods focus on designing new loss functions that aim to mathematically lower the impact of noisy labels during backpropagation. Manmathu N and Sastry P S15 shows that 0-1 losses are more noise-tolerant than commonly used convex losses, such as Mean Absolute Error (MAE), Improved MAE (which is a weighted MAE). From perspective of math, it is a sufficient condition for a loss function in binary classification problem. Generalized Cross-Entropy (GCE)16 loss applies a Box-Cox transformation to probabilities (A power function of probability). Motivated by KL,17 the authors of Symmetric Cross-Entropy18 found that the traditional cross-entropy loss has the following problems: (1) The value of Cross-entropy only depends on the probability of true class. (2) Simple samples are more likely to be learned (and overfitted under high noise). To address this problem, the authors adds a reverse cross-entropy term to the conventional cross-entropy loss. APL,19 divides the existing loss functions into “Active” and “Passive”, which are separately used at different stages of training. In addition to the above distance-based loss function, the loss function based on information entropy also achieved good results. For example, the function L_DMI18 is not only monotonous in information, but also relatively invariant.

**Robust network structure.**—Noise-robust network structures deal with noisy labels by designing specific layers or branches, which can facilitate the network for identifying or rectifying noisy labels. Lee K H, He X, Zhang L and Yang L propose the CleanNet21 that uses a predefined reference subset. The visual features of the reference subset are extracted using auto-encoder and each new training sample is compared with the features from the reference set. Based on the distance, a weight is set for each training sample and the weighted cross-entropy is calculated. This method uses an auto-encoder to learn a prototype from each class. For each input, the distance between input and class prototype is calculated to determine its category. Meanwhile, the method can verify whether the input is noisy or not and gives a low weight for noisy one. MetaCleaner22 divides the traditional training process into two steps: (1) Estimate the confidence of each sample through the network. (2) Generate a set of clean training samples by aggregating the confidence scores. ClothingNet23 sets multiple tasks for the network. It requires the network is able to predict both the category and noise type of the input. Then, it will calculate the posterior probability of each sample based on the noise type prediction. Self-learning24 incorporates an additional clustering module to the network, which can estimate the class prototypes and relabel the training data depend on the similarity between the data features and class prototypes. SIGU25 cannot only estimate the noise transfer matrix, but also adjust the gradient of the clean label data in each batch to gradually reduce the learning rate of the noisy labeled data.

Correction of noisy labels.—This kind of methods aims to estimate the true label of each sample, and then replace the mislabeled labels by the estimated ones. Inspired by the cognitive continuity of neural networks, SELF24 considers that the noisy labeled data have the same feature distribution with the clean data. Thus, the noisy labels could be gradually corrected by the accumulated predictions of the model based on the training data in each epoch. In each iteration, an updated model is trained using the corrected labels. It uses the corrected labels for training and reduces the effect of noisy labels. P-correction (PENCIL)26 tries to obtain a more accurate pseudo label by treating the pseudo label (the corrected label) as an independent parameter, which is updated during training (just like the network parameters). However, this method targets at all training data during the updating. This makes the network often mistakenly "correct" true labels to incorrect pseudo labels. Joint-optimization27 uses a single network to simultaneously train and correct noisy labels. To lower the possibility of mistaken correction, it adds a regularization on the loss function. ELR28 reveals that the network does not overfit noisy labels in the early training stage, then adds a regularization to prevent the network from memorizing the noisy labels.

**Sample selection.**—Sample selection methods aim to directly modify (or adjust) the loss and lower the harm of noisy labels to the network. A distinctive characteristic of sample selection is that it will explicitly divide the training data into a clean subset and a noisy subset before training. Afterwards, the network is trained on two subsets separately. The commonly used criteria of dividing data are: Small-loss criterion,6 Gaussian mixture model GMM,29,30 Bayesian mixture model BMIM,31 etc. Based on the training strategy of the filtered subsets, sample selection methods can be further divided into 2 categories: Non-Combined and Combined methods.

Non-Combined.—This kind of methods focuses on utilizing the clean data for training. Decouple19 proposes to decouple the problem of "how to update" to "when to update" during training. Based on the inconsistent information of the network, the proposed update strategy first randomly initializes two networks and do updating only when the two networks disagree during the subsequent training process. Co-teaching19 is a representative method based on the idea of Co-training.32 This method will maintain two networks. During training, each network calculates the losses and selects a certain
| Approaches          | Methods                           | Advantages                                           | Disadvantage                                                                 |
|---------------------|-----------------------------------|-----------------------------------------------------|------------------------------------------------------------------------------|
| Loss Correction     | Estimate the noise transition matrix | Easy to implement.                                    | Difficult and complex to estimate the transition matrix in practice.           |
|                     | Robust loss function              | Easy to be added to most training models, and theoretically guaranteed. | Results are often not optimal. Other auxiliary methods are required.           |
|                     | Robust network structure          | Targeted structures can be designed for different noise types, with many selectable heuristic components. | Not applicable to all datasets.                                               |
|                     | Correction of noisy labels        | Able to fully use all training data.                 | The effectiveness of the label correction is not guaranteed. Incorrect relabeling may further affect models. |
| Sample Selection    | Non-Combined                      | Able to select clean samples.                        | Not competitive with state-of-the-arts due to the noisy samples are not used. |
|                     | Combined                          | Able to select clean samples. The state-of-the-art performance. | The partition criteria are mostly empirical, and lack of theoretical guarantee. |
number of small-loss samples. Then, one network feeds the selected samples to another network for further training. This method considers the data with smaller losses as clean data. It only uses the clean ones for training to avoid the negative effect of noisy labels. On the other hand, Mandal D, Bharadwaj S and Biswas S\textsuperscript{33} add the self-supervised idea to Co-teaching to improve the classification accuracy of clean data. This further improves the quality of the clean subset and results in a better performance of the model. Inspired by Co-teaching and Decouple, Jo-CoR\textsuperscript{34} introduces the “agreement” idea for two networks. It assumes that different models trained on the same dataset will agree on most of the clean samples but likely disagree on noisy labeled samples.\textsuperscript{35, 36} This idea improves the quality of data filtering. To regularize the “agreement”, a contrast loss (JS divergence) is applied between the two networks. Finally, it filters out the clean data based on the small-loss criterion. MentorNet\textsuperscript{37} applies the idea of course learning (Motivated by human learning models) to two networks (one teacher and one student) to achieve a progressive learning from easy data to difficult data that may have incorrect labels.

**Combined.**—Methods of this kind firstly divide the dataset into clean subset and noisy subset. Then, they are going to use both of them with different training strategies instead of dropping the noisy subset. Most of the training strategies for noisy subset are based on semi-supervised learning. It treats noisy labeled data as unlabeled data. As there have been many well developed semi-supervised learning methods, combined methods usually focus on more effective data-filtering algorithms to achieve better results. Also inspired by the Co-teaching,\textsuperscript{35} DivideMix\textsuperscript{38} uses Gaussian mixture model to separate clean samples and noise-labeled samples. It treats noise-labeled samples as unlabeled data and training them with MixMatch\textsuperscript{39} which is an excellent algorithm in semi-supervised learning for training. It firstly divides the training data into a clean subset and a noisy subset. Then, it applies semi-supervised learning for the noisy subset without using the given noisy labels. DSOS\textsuperscript{40} uses the entropy of the interpolation of prediction and given label to distinguish clean, in-distribution (ID) noise and out-of-distribution (OOD) noise. Then, it corrects the labels for ID samples and proposes a dynamic softening strategy for OOD samples to lower the harm of noisy labels.
Table II. Accuracy comparisons on CIFAR-10 and CIFAR-100 datasets with symmetric noise.

| Dataset      | CIFAR-10 | CIFAR-100 |
|--------------|----------|-----------|
| Method       | 20% | 50% | 80% | 20% | 50% | 80% |
| Standard CE  | 86.8 | 79.4 | 62.9 | 62.0 | 46.7 | 19.9 |
| Bootstrap(2015) | 86.8 | 79.8 | 63.3 | 62.1 | 46.6 | 19.9 |
| F-correction(2017) | 86.8 | 79.8 | 63.3 | 61.5 | 46.6 | 19.9 |
| Co-teaching+(2019) | 89.5 | 85.7 | 67.4 | 65.6 | 51.8 | 27.9 |
| P-correction(2019) | 92.4 | 89.1 | 77.5 | 69.4 | 57.5 | 31.1 |
| Meta-Learning(2019) | 92.9 | 89.3 | 77.4 | 68.5 | 59.2 | 42.4 |
| M-correction(2019) | 94.0 | 92.0 | 86.8 | 73.9 | 66.1 | 48.2 |
| DivideMix(2020) | 96.1 | 94.6 | 93.2 | 77.3 | 74.6 | 60.2 |
| ELR+(2020) | 95.8 | 94.8 | 93.3 | 77.6 | 73.6 | 60.8 |
| Co-learning(2021) | 92.5 | 84.8 | 63.5 | 66.7 | 55.0 | 36.2 |
| DSOS(2022) | 92.7 | 87.4 | 54.3 | 75.1 | 66.2 | 32.4 |

Table III. Accuracy comparison on Food-101N dataset.

| Food-101N | Methods | Acc. |
|-----------|---------|------|
| Standard CE | 84.03 | |
| CleanNet21 | 83.95 | |
| Decoupling31 | 85.53 | |
| Co-teaching6 | 61.91 | |
| Co-teaching47 | 81.61 | |
| JoCoR34 | 77.94 | |
| Jo-SRC50 | 86.66 | |
| Co-learning49 | 87.57 | |
| DSOS39 | 87.70 | |

Food101-N21 is a large image dataset containing about 310,009 training images and 25,000 testing images of food recipes classified into 101 classes. Similar to Clothing1M dataset, the images are resized to 256×256 for training. Its estimated noise rate is about 20%. For ease of comparison with other methods, the test subset only contains the first 50 classes.

Results of State-of-the-Art Methods

In Section "Existing Methods of Noisy Label Learning", we categorized the mainstream methods into six types and briefly summarized the pros and cons of each type. In this section, they are compared in terms of effectiveness on common datasets. As these methods used different backbones and datasets in their own papers, we try our best to carry out fair comparisons for the validation.

Table II shows the SOTA results of methods, which use PreActResNet18 (PRN18) as backbone, on CIFAR-10 and CIFAR-100. Table III and Table IV shows the SOTA results of methods, which use ResNet50 as backbone, on Food101N and Clothing1M. Table V shows the SOTA results of methods, which use Inception-Resne as backbone, on Webvision and ILSVRC12. For a fair comparison, methods45 and46 are excluded, because they need auxiliary clean validation sets. The source code used to reproduce the experimental results can be found in the original paper.

Table IV. Accuracy comparison on Clothing1M dataset.

| Clothing1M | Methods | Acc. |
|------------|---------|------|
| Standard CE | 69.21 | |
| F-correction | 69.84 | |
| Joint2 | 72.16 | |
| Meta-Learning46 | 73.47 | |
| P-correction26 | 73.49 | |
| DivideMix30 | 74.76 | |
| ELR+28 | 74.81 | |
| JNPL31 | 74.15 | |
| DSOS39 | 73.63 | |

Results listed in Table II show that the performances of noise label learning methods on symmetric label noise in CIFAR datasets has been gradually improved in recent years, not only on low noise rates but also high noise rates. Although the loss correction methods can theoretically guarantee the convergence of model training. The instability of model training significantly degrades their performances. Instead, the sample selection methods demonstrate a considerable effectiveness. More than half of the best methods belong to this kind of methods. It indicates that filtering out the noisy labeled data and improving the quality of clean subset before training are more effective strategies. In addition, another helpful strategy is to utilize the noisy subset using data augmentation, semi-supervised methods and unsupervised methods, and so on. Because these methods can also learn certain useful information from noisy labeled data to alleviate the overfitting to such data.

Tables III and IV show the results on the real-world noisy labeled datasets. One can observe that the difference in performance among these methods is not as great as the difference on the simulated noise types. As shown in the Fig. 2, the distributions of noise labels in real-world datasets are more complex than the symmetric noise. The simulated noise types usually create noisy labels regularly into other classes with well controlled rules. By contrast, the real-world noise is more random. In addition, the real-world noisy labels tend to appear in ambiguous data. There is a higher possibility of data between similar classes are mislabeled. Figure 3 shows the distributions of three similar class-pairs in CIFAR-100, we should consider that labels are more likely to be mistakenly flipped between similar class (e.g. maple_tree and oak_tree). As few existing methods can effectively handle such complicated cases, they often perform worse on real-world datasets than the simulated noise datasets, meanwhile, the difference in performance among them is not significant.

In conclusion, Bootstrap, F-correction, P-correction, DivideMix, ELR+28 do not distinguish training data into clean and noisy subsets. They may mistakenly rectify the losses of clean data and introduce new noisy labels into training data. Among them, Bootstrap uses a transition matrix approach. It works well on simulated noisy labels in small-scale datasets, but performs worse on real-world datasets. Co-teaching+47 uses the sample selection method. However, it only uses the selected clean data with smaller loss for training without utilizing the data with larger loss. Meanwhile, finding a feasible threshold, T, to define the small loss is very challenging. DivideMix divides clean labels and noisy labels by fitting a mixed Gaussian distribution, and uses both clean data and noisy labeled data for training. However, GMM may mistake the hard noisy labeled samples and the hard clean samples because of the little difference in their losses. We observed that the hard samples might be the bottleneck of existing sample selection methods to further improve their performances because the training losses of hard samples are neither small nor significantly different. Up to now, very few studies address this issue, no efficient and effective solution can handle it either.
We think in the future study on noisy label learning, it might be wise to focus more on these hard samples. We define "hard data" as data that distribute close to the decision boundary. As close to the decision boundary between no less than two categories, hard data have some shared features of these categories. Thus, they have relatively large losses whether their labels are clean or noisy. This inspires us to further divided training dataset into three subsets: clean subset, hard subset and noisy subset. There should exist an order of relatively large losses whether their labels are clean or noisy. This idea is to separate clean data and noisy labeled data, particularly in real-world applications. Furthermore, a robust noise label learning also impacts other heavy reliance of deep models on high quality training data.

Conclusions

Noise label learning aims to investigate how to use datasets with noisy labels for deep model training. Specifically, it focuses on how to minimize the negative impact of noise labels to deep models and help them to learn correct information from training data effectively. Its great value is that it could significantly reduces the cost of building large-scale datasets and lower the heavy reliance of deep models on high quality training data. Furthermore, a robust noise label learning also impacts other machine learning fields, such as semi-supervised and unsupervised learning. It can extend deep learning to a wider variety of applications.

In this survey, we summarize the existing methods and ideas for noise label learning problem. We categorize them into two major groups, loss correction and sample selection, and analyze their main ideas, advantages and disadvantages. Although these ideas focus on image classification task, they are quite general and can be transferred to other fields. Meanwhile, we have seen increasing achievements and interests in this problem, but there is still much room for improvement. For example, how to more accurately separate clean data and noisy labeled data, particularly in real-world noise datasets. For further research on this issue, we give a consideration on how to distinguish noisy hard samples from noisy labeled simples and use them in different ways. In addition, the out-of-distribution noisy labels should receive more attention in the future work.
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