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We study the fluctuation-induced interaction between two impurities in a weakly-interacting one-dimensional Bose gas using the field theoretical approach. At separations between impurities shorter and of the order of the healing length of the system, the induced interaction has a classical origin and behaves exponentially. At separations longer than the healing length, the interaction is of a quantum origin and scales as the third power of the inverse distance. Finite temperature destroys the quasi-long-range order of the Bose gas and, accordingly, the induced interaction becomes exponentially suppressed beyond the thermal length. We obtain analytical expressions for the induced interaction at zero and finite temperature that are valid at arbitrary distances. We discuss experimental realizations as well as possible formation of bound states of two impurities, known as bipolarons.

I. INTRODUCTION

One of the most peculiar predictions of quantum field theory is that the vacuum should be considered as a fluctuating entity. In 1948, Casimir predicted that two neutral large conducting plates placed in a vacuum should attract each other with a force depending on their relative separation [1]. This electromagnetic Casimir effect is a result of the modification of the ground state energy due to constraints on quantum fluctuations imposed by the plates. Early experimental attempts to show the existence of such effective interaction were only in qualitative agreement with the theoretical predictions [2]. It is rather recently that accurate quantitative results confirmed the predictions of Casimir [3–5]. More generally, the Casimir-like effect is studied in different fields of physics and refers to an effective interaction between external objects placed in a fluctuating medium. The effective interaction depends on the correlations of fluctuations. In superfluids for instance, where correlations are long-ranged, the effective interaction is also expected to be long-ranged [6].

Thanks to experimental progresses made in the manipulation of ultracold atoms, where various superfluids can now be realized [7], the interest in the effective Casimir-like interaction between impurities in a quantum liquid has been renewed [8–20]. The case of a one-dimensional weakly interacting Bose gas has been studied in Refs. [11, 12, 15, 17, 19]. Even though the system exhibits quasi long-range correlations due to its superfluid nature, in Refs. [11, 12, 17] was found a short-ranged attraction that decays exponentially with a distance. Recently, in Ref. [15] it was shown that the effective interaction is of a long-range nature. Namely, it was predicted that it decays algebraically as the third power of the inverse distance between impurities [15].

In Ref. [19] we were able to resolve this discrepancy present in the literature by providing an analytic expression for the induced interaction at zero-temperature valid at arbitrary distances between the impurities. Our study was based on a microscopic approach which accounted for the quantum corrections to the mean-field Gross-Pitaevskii equation, which naturally takes into consideration the nonlinearity of the excitation spectrum. We found that at short distances the interaction decays exponentially as predicted in Refs. [11, 12, 17], while at large distances it decays algebraically as found in Ref. [15]. We calculated analytically the interaction in the crossover region between these two limiting cases.

In this paper we revisit the problem of the induced interaction between the impurities in a one-dimensional Bose gas using a complementary method, which is a systematic field theoretical approach based on the path integral in imaginary time. We use a hydrodynamic description of the system where the density and the phase become the relevant degrees of freedom. The central quantity of our interest is the behavior of the Helmholtz free energy of the Bose gas as a function of the distance between the impurities. It is calculated here at one-loop order using the perturbation theory at weak interaction. We considered both cases of zero and finite temperature, in contrast to Ref. [15]. At zero temperature we find a result that is identical to the one found in Ref. [19]. At finite temperatures, we obtain the result for the induced interaction valid at arbitrary distances and in a wide range of temperatures. Thermal fluctuations tend to destroy the quasi long-range order in a one-dimensional superfluid and accordingly modify the quantum fluctuation-induced long range interaction turning it into an exponential one, which is in agreement with the general picture [6].

The paper is organized as follows. In Sec. II we introduce the model and the field-theoretical method used to describe the system. In Sec. III we then develop the perturbative framework, which we use in Sec. IV to calculate the Landau free energy of the system to one-loop order. In Sec. V, by performing a Legendre transformation of the Landau free energy we obtain the Helmholtz free energy. We then study its behavior with respect to the distance between impurities, and obtain the induced interaction in Sec. VI. We study both cases of zero and finite temperatures. Section VII contains the discussions and conclusions. Some more technical details and side results are presented in Appendices.

II. MODEL

We study one-dimensional bosons with contact repulsion in the presence of two impurities. The system is described by the
Hamiltonian
\[
H = \int dx \left[ \frac{\hbar^2}{2m} (\nabla \tilde{\psi})^2 (\nabla \psi) + \frac{g}{2} \tilde{\psi} \hat{\Delta} \psi \right] + G \left[ \hat{n} (-\ell/2) + \hat{n} (\ell/2) \right],
\]
where \( \tilde{\psi} \) and \( \hat{\psi} \) are the bosonic single-particle operators that satisfy the standard commutation relation \( [\hat{\psi}(x), \hat{\psi}^\dagger(x')] = \delta(x - x') \). In Eq. (1), \( m \) is the mass of bosonic particles, \( g > 0 \) denotes the strength of repulsive contact interaction between the bosons while \( \hbar \) is the reduced Planck constant. The two static impurities at positions \( \pm \ell/2 \) locally couple to the density of the Bose liquid \( \hat{n} = \hat{\psi}^\dagger \hat{\psi} \), where \( G \) is the coupling strength. At \( G = 0 \), the Hamiltonian (1) corresponds to the integrable Lieb-Liniger model [21].

Our goal is to compute the interaction energy between the two impurities mediated by bosonic excitations. In order to perform this calculation we will evaluate the Helmholtz free energy. We treat analytically the weakly-interacting Bose liquid using a hydrodynamic description. We represent the single-particle operators as
\[
\tilde{\psi}^\dagger = \sqrt{\hat{n}} e^{i\hat{\theta}}, \quad \hat{\psi} = e^{-i\hat{\theta}} \sqrt{\hat{n}},
\]
where the density \( \hat{n} \) and the phase \( \hat{\theta} \) satisfy the bosonic commutation relation \( [\hat{n}(x), \hat{\theta}(x')] = -i\delta(x - x') \). The Hamiltonian (1) can now be expressed as
\[
H = \frac{\hbar^2}{2m} \int dx \left[ \hat{n} (\nabla \hat{\theta})^2 + \frac{(\nabla \hat{n})^2}{4\hbar} \right] + \frac{g}{2} \int dx \hat{n}^2 + G \left[ \hat{n} (\ell/2) + \hat{n} (-\ell/2) \right] + h_0,
\]
where
\[
h_0 = -\Delta \mu \int dx \hat{n} + L \Delta \epsilon,
\]
\[
\Delta \mu = \frac{g}{2} \delta(x)|_{x \to 0}, \quad \Delta \epsilon = \frac{\hbar^2}{4m} \nabla^2 \delta(x)|_{x \to 0}.
\]
In the Hamiltonian (3) we accounted for the two terms given by Eq. (4a) that are formally divergent. They are usually neglected in studies of the excitations of the system. However, they are important for the ground state energy. The terms in \( h_0 \) arise from the commutation relations once one transforms the Hamiltonian (1) into the form (3). Notice that \( h_0 \) is formally divergent due to presence of delta functions and need to be regularized, e.g., by the substitution \( \delta(x) \rightarrow (1/L) \sum_{|k|<\Lambda} e^{ikx} \), where \( L \) is the size of the system, while \( \Lambda \) is a high-momentum cutoff.

We now employ the path integral formalism [22, 23] in order to evaluate the Landau free energy of the system \( F = -\ln Z/\beta \). Here \( \beta = 1/T \), where \( T \) is the temperature, while \( Z \) is the partition function. We set the Boltzmann constant to unity. The partition function is given as the functional integral
\[
Z = \int Dn(x, \tau) D\theta(x, \tau) e^{-S[n(x, \tau), \theta(x, \tau)]},
\]
where the (dimensionless) action is
\[
S = \frac{1}{\hbar} \int_0^{\beta} d\tau \int dx (\psi^* \hbar \partial_\tau \psi + H - \mu n).
\]
By \( \mu \) we denote the chemical potential of the system, \( H \) is the Hamiltonian density, while the complex field
\[
\psi(x, \tau) = \sqrt{n(x, \tau)} e^{-i\theta(x, \tau)}
\]
is periodic in imaginary time \( \psi(x, 0) = \psi(x, \hbar \beta) \).

Since we consider the weakly-interacting Bose gas and weakly-coupled impurities, we can assume that the density fluctuations are small. We thus parametrize the density as
\[
n(x, \tau) = \sigma_0 + \sigma(x, \tau),
\]
where the field \( \sigma(x, \tau) \) accounts for the density fluctuations around some constant value \( \sigma_0 \). We emphasize that we are working within the formalism of the grand canonical ensemble and that \( \sigma_0 = \sigma_0(\mu) \) is a function of the chemical potential, which will be be determined in a variational manner, as detailed in Sec. III. Since \( |\sigma| \ll \sigma_0 \), we can expand the square root in Eq. (7) and then regroup the terms of different smallness in the action (6):
\[
S = S_c + S_0 + S_1 + S_3 + S_4 + \cdots
\]
Here \( S_c \) does not contain fluctuating fields; \( S_0 \) contains the quadratic terms in the fluctuating fields \( \sigma \) and \( \theta \), while \( S_3 \) and \( S_4 \) are the cubic and quartic anharmonic corrections, respectively. \( S_1 \) is linear in \( \sigma \) and describes the interaction of the Bose gas with the impurities. We notice that under the parametrization (8), the partition function (5) becomes dependent on \( \sigma_0 \):
\[
Z[\sigma_0] = \int D\sigma(x, \tau) D\theta(x, \tau) e^{-S[\sigma_0, \sigma(x, \tau), \theta(x, \tau)]},
\]
The part of the action \( S_c \) could be conveniently split as \( S_c = S_c^{(0)} + S_c^{(1)} \), where \( S_c^{(0)} \) is the classical action. They take the form
\[
S_c^{(0)} = \beta L (g \sigma_0^2/2 - \mu \sigma_0) + 2\beta G \sigma_0,
\]
\[
S_c^{(1)} = \beta L [-\Delta \mu \sigma_0 + \Delta \epsilon].
\]
By \( L \) we denote the system size. We notice that the term \( h_0 \) from the Hamiltonian (3) produces the correction \( S_c^{(1)} \).

The quadratic part of the action describes the dynamics of free excitations and is given by
\[
S_0 = \int d\tau dx \left[ \frac{\hbar^2}{2m} \left( \nabla \theta \right)^2 + \frac{\left( \nabla \sigma \right)^2}{4\sigma_0^2} \right] + \frac{g}{2\hbar} \sigma_0^2 - i\sigma \partial_\tau \theta \right].
\]
Thanks to the invariance under the translation and the periodicity in the imaginary time of \( S_0 \), it is convenient to work in Fourier space where the fluctuating fields \( \sigma \) and \( \theta \) are given by
\[
\sigma(x, \tau) = \frac{1}{\sqrt{L\hbar \beta}} \sum_k e^{i(kx - \omega \tau)} \sigma_k,
\]
with
\[ \theta(x, \tau) = \frac{1}{\sqrt{L\hbar \beta}} \sum_k \epsilon_k e^{i(kx - \omega \tau)} \delta_{k}, \]  

(14b)

with \( k = (k, \omega) \) and where \( \omega \equiv \omega_j = 2\pi j / \hbar \beta \) \((j \in \mathbb{Z})\) is the bosonic Matsubara frequency. Since the density and phase fields are real in real space, one has \( \sigma_{-k} = \sigma_k^* \) and \( \theta_{-k} = \theta_k^* \) in Fourier space. We point out that in these summations, the \( k = 0 \) mode is removed such that all the \( x \)-independent part is contained in \( \sigma_0 \) [cf. Eq. (8)]. In principle one should impose a cutoff \( \Lambda \) on the momentum summation in order to prevent large fluctuations. It will be, however, explicitly displayed in the sums only when needed to regularize the divergent momentum summations. In Sec. III, the divergent terms are absorbed in the renormalization procedure and the limit \( \Lambda \to \infty \) then can be safely taken.

Using Fourier decomposition (14), the quadratic action (13) becomes

\[ S_0 = \frac{1}{2} \sum_{k,q} (\sigma_k, \theta_k) G^{-1}_{k,q} (\sigma_q, \theta_q). \]  

(15)

The propagator \( G \) encodes the correlation functions

\[ G_{k,q} = \frac{(\langle \sigma_k \sigma_q \rangle \langle \sigma_q \sigma_k \rangle)}{(\langle \theta_k \sigma_q \rangle \langle \theta_k \sigma_q \rangle)} = \frac{h^2 \omega_k^2 + \epsilon_k^2}{h \omega_k} \frac{-h\omega}{m \epsilon_k^2} \delta_{k+q,0}. \]  

(16)

Here the average \( \langle \ldots \rangle \) is with respect to the quadratic action

\[ \langle A \rangle = \frac{1}{Z_0} \int D\theta D\sigma e^{-S_0[\sigma_0, \sigma, \theta]}, \]  

(17)

where

\[ Z_0 = \int D\theta D\sigma e^{-S_0[\sigma_0, \sigma, \theta]}. \]  

(18)

The spectrum of elementary excitations in Eq. (16) has the Bogoliubov form

\[ \epsilon_k = \sqrt{g \sigma_0^2 \frac{h^2 k^2}{m} + \left( \frac{h^2 k^2}{2m} \right)^2}. \]  

(19)

Notice that the nonlinearity appearing in the Bogoliubov spectrum is due to the quantum pressure term \( \propto (\nabla \sigma)^2 \) in Eq. (13). This term is usually discarded in a low-energy description of the system, e.g., in a Luttinger liquid. However this term is of crucial importance for the correct description of the effective interaction between impurities at arbitrary distances.

In a consistent theory one must account for the anharmonic terms that describe the interaction between Bogoliubov quasi-particles [24, 25]. The cubic and quartic anharmonic terms in the action \( S \) are, respectively,

\[ S_3 = \frac{\hbar}{2m} \int d\sigma dx \left[ \sigma (\nabla \theta)^2 - \sigma (\nabla \sigma)^2 \frac{\nabla \sigma}{4 \sigma_0^3} \right], \]  

\[ S_4 = \frac{\hbar}{8m \sigma_0^3} \int d\sigma dx \sigma^2 (\nabla \sigma)^2. \]  

(20, 21)

In Fourier space, \( S_3 \) becomes

\[ S_3 = \sum_{k,q,p} \left[ \Gamma^0_q(p) \sigma_k \theta_p + \Gamma^0_q(k, q, p) \sigma_k \sigma_q \sigma_p \delta_{k+q+p,0} \right], \]  

\[ \Gamma^0_q(q, p) = -\frac{\sqrt{\gamma}}{2 \sqrt{\beta L}} \frac{q p}{m \sigma_0^2}, \]  

\[ \Gamma^0_q(k, q, p) = -\frac{\sqrt{\gamma} k^2 + q^2 + p^2}{\sqrt{\beta L}} \frac{48 \pi m \sigma_0^2}{}, \]  

(22)

while \( S_4 \) takes the form

\[ S_4 = \sum_{k,q,p,r} \Gamma_4(k, q, p, r) \sigma_k \sigma_q \sigma_p \sigma_r \delta_{k+q+p+r,0}, \]  

\[ \Gamma_4(k, q, p, r) = \frac{1}{\beta L} \frac{k^2 + q^2 + p^2 + r^2}{96 \pi m \sigma_0^2}. \]  

(23)

The part of the action that describes the interaction with the impurities has the form

\[ S_1 = \frac{G}{\hbar} \int d\sigma (\ell / 2, \tau) + \sigma (\ell / 2, \tau). \]  

(24)

Since \( \sigma_k = 0 \) at \( k = 0 \), the term involving \( \int dx \sigma(x, \tau) = 0 \) in \( S \) vanishes. In Fourier space on thus has

\[ S_1 = \sum_k \Gamma_1(k) \sigma_k \delta_{\omega,0}, \]  

\[ \Gamma_1 = \frac{2 \sqrt{\gamma}}{\sqrt{\beta L}} G \cos(\ell / 2). \]  

(25)

At weak interaction, one can use the scaling analysis [25] to show that \( S_0, S_3, \) and \( S_4 \) correspond to the first three terms of the expansion of the action with respect to the small parameter \( \gamma^{1/4} \), where \( S_0 \propto \gamma^0, S_3 \propto \gamma^{1/4}, \) and \( S_4 \propto \sqrt{\gamma} \). Here \( \gamma = mg / \hbar^2 \) \( \ll 1 \) and \( n \) is the mean boson density. At small boson-impurity coupling, \( G \ll g / \sqrt{\gamma} \), one can show that the depletion of the boson density due to impurities is small. All this enables us to evaluate the partition function using the perturbation theory. Effectively, we perform two expansions, one in \( \sqrt{\gamma} \) and another in \( G / \sqrt{\gamma} / g \) as we explain more precisely in the following sections. However the result for the induced interaction will cover all distances since we are dealing with asymptotically exact Bogoliubov dispersion (19).

III. LANDAU FREE ENERGY

In this section we explain how to formally evaluate the Landau free energy of the system using a perturbation theory at weak interaction. In the following sections we perform this calculation by first finding the Landau free energy at the mean-field level and then we account for its leading quantum correction. We finally perform the Legendre transform to obtain the (Helmholtz) free energy that depends on the density.

The partition function of a system allows us to obtain all the thermodynamic quantities. In particular, the Landau free energy \( F(\mu) \) is given by

\[ \beta F(\mu) = -\ln Z, \]  

(26)
where the partition function $Z$ is given by Eq. (5). After introducing the parameterization (8), the partition function becomes a functional of $\sigma_0$ [see Eq. (10)]. The grand potential $\Omega(\mu, \sigma_0)$ is defined by the relation

$$\beta \Omega(\mu, \sigma_0) = -\ln Z[\sigma_0],$$

where the partition function $Z[\sigma_0]$ is given by Eq. (10). Unlike the Landau free energy that depends on the chemical potential, the latter potential also depend on $\sigma_0$ [cf. Eq. (8)]. In the ground state, the physical value of $\sigma_0$ should be the one which minimizes the grand potential [23]. It is thus determined by the condition

$$\frac{\partial \Omega(\mu, \sigma_0)}{\partial \sigma_0} \bigg|_{\sigma_0 = \bar{n}} = 0,$$

where $\bar{n} \equiv \bar{n}(\mu)$ is actually a function of the chemical potential. Then the free energy is given by the grand potential evaluated at $\sigma_0 = \bar{n}$:

$$F(\mu) = \Omega(\mu, \bar{n}).$$

The quantity $\bar{n}$ corresponds to the mean density of the system, and is defined by the relation

$$\bar{n} = -\frac{1}{L} \frac{\partial F}{\partial \mu}.$$  

IV. FREE ENERGY IN LOOP EXPANSION

A. Zero-loop free energy

We start by the evaluation of the zero-loop free energy. As seen previously, one needs to evaluate the zero-loop grand potential first. It is given by

$$\beta \Omega_0(\mu, \sigma_0) = S_c - \ln Z_0 - \ln \langle e^{-\bar{n}(S_1 + S_3 + S_4)} \rangle,$$

where $\langle \ldots \rangle$ is given by Eq. (17). The challenging part here is the calculation of $\ln \langle e^{-\bar{n}(S_1 + S_3 + S_4)} \rangle$. It can be expressed using the cumulant expansion as

$$\ln \langle e^{-\bar{n}} \rangle = \sum_{n=1}^{\infty} \frac{(-1)^n}{n!} \langle \bar{n}^n \rangle_c,$$

where $\langle \ldots \rangle_c$ denotes the connected cumulants evaluated with respect to $S_0$. The first several connected cumulants are given by [26]

$$\langle A \rangle_c = \langle A \rangle,$$

$$\langle A^2 \rangle_c = \langle A^2 \rangle - \langle A \rangle^2,$$

$$\langle A^3 \rangle_c = \langle A^3 \rangle + 2\langle A \rangle^3 - 3\langle A \rangle \langle A^2 \rangle,$$

$$\langle A^4 \rangle_c = \langle A^4 \rangle - 6\langle A \rangle^4 - 3\langle A^2 \rangle^2 - 4\langle A \rangle \langle A^3 \rangle + 12\langle A \rangle^2 \langle A^2 \rangle.$$
calculate the quadratic order term, \( \propto G^2 \), which is the lowest order at which one observes an effective interaction between impurities. The first term in the right-hand side of Eq. (43) is simply given by the classical action \( S^{(0)}_0 \) [Eq. (11)]. This term accounts for the contribution of the Bose gas and the energy of the two uncorrelated impurities coupled with the Bose gas. The second term of Eq. (43) is given by

\[
-\frac{1}{2} \langle \langle S_1^2 \rangle \rangle_c = -\frac{1}{2} \sum_{k,k'} \Gamma_1(k) \Gamma_1(k') \langle \sigma_k \sigma_{k'} \rangle \delta_{\omega,0} \delta_{\omega',0} \\
= -\beta G^2 \sqrt{\frac{m \sigma_0}{\hbar^2 g}} \left( 1 + e^{-2\beta \omega_\delta} \right),
\]

where we take the thermodynamic limit and replace \( \sum_k (\cdots) \rightarrow (L/2\pi) \int \frac{dk}{\cdots} \). This contribution takes into account the correlation of the two impurities through real (as opposed to virtual) density fluctuations. We thus obtain

\[
\beta \Omega_0(\mu, \sigma_0) = \beta L \left( \frac{g \sigma_0^2}{2} - \mu \sigma_0 \right) + 2\beta G \sigma_0 \\
- \beta G^2 \sqrt{\frac{m \sigma_0}{\hbar^2 g}} \left( 1 + e^{-2\beta \omega_\delta} \right).
\]

Now that \( \Omega_0 \) has been determined to order \( G^2 \), one can obtain \( \bar{n}_0 \) from the minimization condition (40), which yields

\[
\bar{n}_0 = \frac{\mu - \frac{2G}{gL} + G^2 \frac{1}{2gL \xi_\mu} \left[ 1 + e^{-2\beta \omega_\mu} \left( 1 - \frac{2\ell}{\xi_\mu} \right) \right]}{g},
\]

where we introduced the length scale

\[
\xi_\mu = \hbar/\sqrt{m \mu}.
\]

Replacing \( \sigma_0 \) by \( \bar{n}_0 \) [Eq. (46)] in the zero-loop grand potential (45), one obtains the zero-loop free energy (41) to order \( G^2 \):

\[
F_0(\mu) = -\frac{L \mu^2}{2g} + \frac{2G \mu}{g} - \frac{G^2}{gL \xi_\mu} \left[ 1 + e^{-2\beta \omega_\mu} \right].
\]

Here and for the reminder of this paper, we do not consider terms scaling as \( 1/L, 1/L^2 \), etc. in the free energy since they vanish in the thermodynamic limit \( L \rightarrow \infty \). Similarly, in the density, the terms scaling as \( 1/L^2 \) and with higher powers of \( 1/L \) are discarded.

Calculating the density of the system using the Landau free energy (48) shows that \( \bar{n}_0 \) is indeed the zero-loop density of the system:

\[
-\frac{1}{L} \frac{\partial F_0(\mu)}{\partial \mu} = \bar{n}_0.
\]

Now, substituting \( \sigma_0 = \bar{n}_0 \) into Eq. (19) gives in the thermodynamic limit the well known Bogoliubov spectrum.

### B. One-loop free energy

We now proceed with the evaluation of the one-loop free energy. We first need to calculate the one-loop grand potential. It is given to order \( G^2 \) by

\[
\beta \Omega_1(\mu, \sigma_0) = S^{(1)}_c - \ln Z_0 + \langle S_1 S_3 \rangle_c \\
+ \frac{1}{2} \langle \langle S_1 \rangle^2 \rangle_c - \frac{1}{4} \langle \langle S_1 \rangle^2 \langle S_3 \rangle^2 \rangle_c + \ldots,
\]

where \( \ldots \) stands for one-loop terms containing higher powers of \( S_1 \). Note that contributions \( \langle S_1 S_1 \rangle_c = 0 \) and \( \langle S_1^2 S_3 \rangle_c = 0 \), since they contain odd number of fluctuating fields \( \sigma_k \).

We start by evaluating the contribution of bosons to the grand potential, i.e., \( -\ln Z_0 \), where \( Z_0 \) is given by Eq. (18). Since \( S_0 \) is quadratic, obtaining \( Z_0 \) only requires a Gaussian integration and one obtains

\[
-\ln Z_0 = \sum_{|k|<\Lambda} \frac{1}{2} \beta \varepsilon_k + \sum_k \ln(1 - e^{-\beta \varepsilon_k}),
\]

where we performed the summation over the Matsubara frequencies and regularized the divergence at zero temperature by a cutoff \( \Lambda \). It is instructive to isolate the divergent contributions in the limit \( \Lambda \to \infty \) from this expression. Replacing the summation by the integral \( \sum_k \rightarrow (L/2\pi) \int \frac{dk}{\cdots} \) in the first term on the right-hand side of Eq. (51), one has

\[
\frac{L}{4\pi} \int_{-\Lambda}^{\Lambda} \frac{dk}{\varepsilon_k} = \frac{L}{4\pi} \int_{-\Lambda}^{\Lambda} \frac{dk}{\varepsilon_k} \left( \varepsilon_k - g \sigma_0 - \frac{\hbar^2 k^2}{2m} \right) \\
+ \frac{L}{4\pi} \int_{-\Lambda}^{\Lambda} \frac{dk}{g \sigma_0 + \frac{\hbar^2 k^2}{2m}}.
\]

Notice that the first term is now finite in the limit \( \Lambda \to \infty \) while the second term contains linear and cubic divergences in \( \Lambda \). Taking the limit \( \Lambda \to \infty \) for the first term while keeping \( \Lambda \) finite for the second term, Eq. (51) becomes

\[
-\ln Z_0 = \frac{2L \beta \sqrt{m (g \sigma_0)^3}}{3\pi \hbar} + \frac{L \beta \sqrt{m (g \sigma_0)^3}}{\pi \hbar} f_0(\beta g \sigma_0) \\
+ \frac{L \beta g \sigma_0 \Lambda}{2\pi} + \frac{L \beta \Lambda^3}{12\pi m},
\]

where

\[
f_0(z) = \int_0^\infty dx \frac{1}{x} \ln \left( 1 - e^{-z \sqrt{2 + z^2 + \sqrt{4 + z^2}}/4} \right).
\]

One has \( f_0(z) = -\pi^2/6z^2 \) at \( z \to \infty \), corresponding to small temperatures in Eq. (53). The last two terms \( \propto \Lambda \) and \( \propto \Lambda^3 \) in Eq. (53) depend nonuniversally on the cutoff procedure. However they will cancel out with other contributions in Eq. (50), as we demonstrate below.

Concerning the third term on the right-hand side of Eq. (50), one can show that using the conservation of momentum \( \langle S_1 S_3 \rangle_c = 0 \) since \( \sigma_k \) does not contain \( k = 0 \) mode.
The remaining terms to be evaluated in Eq. (50) are
\[ \frac{1}{2} \langle (S_1^2 S_4)_c \rangle - \frac{1}{4} \langle (S_1^2 (S_3)^2) \rangle_c = g \frac{G^2 m}{h^2} \left[ \mathcal{F}^{(0)}(\ell) + \mathcal{F}^{(T)}(\ell) + \mathcal{F}_d(\ell) \right], \tag{55} \]
where (see Appendix A for the technical details)

\[
\begin{align*}
\mathcal{F}^{(0)}(\ell) &= -\frac{1}{2\pi} \left[ e^{-2\ell/\xi}(1 - 2\ell/\xi) + 1 \right] - \frac{2}{\pi^2} \int_0^\infty dx \cos^2 \left( \frac{\pi x}{2\ell} \right) \frac{2 \arctan \left( \frac{x}{2(1 + x^2)(2 + x^2)} \right)}{x(1 + x^2)(2 + x^2)} + \frac{x^2 \ln \left( 1 + \frac{2\sqrt{x^2 + 1}}{x} \right)}{(2 + x^2)\sqrt{4 + x^2}}, \tag{56} \\
\mathcal{F}^{(T)}(\ell) &= \frac{e^{-2\ell/\xi}}{\pi} \int_0^\infty dx \left[ 8e^{-2\ell/\xi} \cos(\ell x) \frac{2 \arctan \left( \frac{x}{2\ell} \right)}{x(2 + x^2)(4 + x^2)} - \frac{2 x}{x\sqrt{4 + x^2}} - \frac{(2\ell - 1)}{2\sqrt{4 + x^2}} \ln \left( \frac{2 + x^2}{\sqrt{x^2 + 1}} \right) \right] \bar{n}(x) \\
&\quad + \frac{1}{\pi} \int_0^\infty dx \left[ 8 \frac{x}{x(2 + x^2)(4 + x^2)} - 4 - \frac{x}{2x\sqrt{4 + x^2}} \right] \bar{n}(x) + \int_0^\infty dx \frac{x^2 \sin(2\ell x)}{\pi(2 + x^2)\sqrt{4 + x^2}} \bar{n}(x), \tag{57} \\
\mathcal{F}_d(\ell) &= \frac{\hbar \Lambda}{4\pi \sqrt{g\sigma_0 m}} \left[ 1 + e^{-2\sqrt{g\sigma_0 m}/\hbar} \left( 1 - \frac{2\ell}{\sqrt{g\sigma_0 m}} \right) \right]. \tag{58}
\end{align*}
\]

Here \( \bar{n}(x) = (e^{-g\sigma_0 \sqrt{x^2 + x^2}/T} - 1) \) and \( \xi = \hbar/\sqrt{mg\sigma_0} \).

Unlike the contribution obtained in Eq. (44), the latter contributions to the grand canonical potential arise due to the exchange of virtual excitation between the two impurities. We notice that Eq. (58) is nonuniversal and diverges with \( \Lambda \).

Let us now evaluate \( S^{(1)}_c \) in Eq. (50), which is given by Eq. (12). Regularizing the delta function, one obtains
\[
S^{(1)}_c = -\frac{L_2 g\sigma_0 \Lambda}{2\pi} - \frac{L_2 \hbar L^2 A^3}{12\pi m}. \tag{59}
\]
The latter term cancels the divergent contribution of \( -\ln Z_0 \) given by the second line of Eq. (53). Therefore, formally divergent contribution that arises from the initial Hamiltonian (1) upon using the commutation relations to transform it to the equivalent form (3) regularizes the divergence in the one-loop ground state energy of the Lieb-Liniger Bose gas \( (G = 0) \) and no counterterms in the field-theoretical description are needed at this step. However, we do need a counterterm due to the divergent contribution (58) in a system with impurities \( (G \neq 0) \), which we now discuss.

As we saw, the quantum field theory is characterized by ultraviolet divergences. In order to regularize the theory, one has to renormalize its parameters such that the divergences are absorbed. It is known that power law divergent terms (in the cutoff) depend on a regularization method and do not carry real physics in contrast to logarithmically divergent terms [22, 23]. In our case, only power law divergences appear.

The one-loop free energy is given by Eq. (42). In order to absorb the divergence in \( \Omega_1(\mu, \bar{n}_0) \) contained in Eq. (58), we need to renormalize the chemical potential. After the substitution \( \mu \to \mu + \delta \mu(\Lambda) \) in \( F_0(\mu) \) [Eq. (48)] and expansion of the zero-loop free energy in \( \delta \mu(\Lambda) \), to order in \( G^0 \), we get the one-loop counterterm to be
\[
\Delta F_1(\Lambda) = -\frac{L_\mu \delta \mu(\Lambda)}{g}. \tag{60}
\]

In order to remove the linear divergence of Eq. (58), one has to impose
\[
\delta \mu(\Lambda) = \frac{\Lambda \sigma G^2}{4\pi L \xi_\mu \mu^2} \left[ 1 + e^{-2\ell/\xi_\mu} \left( 1 - \frac{2\ell}{\xi_\mu} \right) \right], \tag{61}
\]
which renders the one-loop free energy \( F_1(\mu) = \Omega_1(\mu, \bar{n}_0) + \Delta F_1(\Lambda) \) finite.

Now that the one-loop free energy has been regularized, we split it into the zero temperature term \( F_1^{(0)}(\mu) \), and the finite temperature term \( F_1^{(T)}(\mu) \). To order \( G^2 \), we have thus obtained
\[
\begin{align*}
F_1(\mu) &= F_1^{(0)}(\mu) + F_1^{(T)}(\mu), \tag{62a} \\
F_1^{(0)}(\mu) &= -\frac{2 L_\mu}{3\pi \xi_\mu} + \frac{2Gm}{\pi \xi_\mu} + \frac{G^2 m}{\hbar^2} \mathcal{F}^{(0)}(\ell) \\
&\quad - \frac{G^2 m}{2\pi \hbar^2} \left[ 1 + e^{-2\ell/\xi_\mu} \left( 1 - \frac{2\ell}{\xi_\mu} \right) \right], \tag{62b} \\
F_1^{(T)}(\mu) &= \frac{L_\mu}{\pi \xi_\mu} f_0(\beta \mu) + \frac{G}{\pi \xi_\mu} f_1(\beta \mu) + \frac{G^2 m}{\hbar^2} \mathcal{F}^{(T)}(\ell) \\
&\quad - \frac{G^2 m}{4\pi \hbar^2} \left[ 1 + e^{-2\ell/\xi_\mu} \left( 1 - \frac{2\ell}{\xi_\mu} \right) \right] f_1(\beta \mu). \tag{62c}
\end{align*}
\]
Here we introduced
\[
f_1(z) = -2zf_0'(z) - 3f_0(z). \tag{63}
\]
At large \( z \), corresponding to small temperatures, both \( f_0(z) \) and \( f_1(z) \) behaves as \( -\pi^2/6z^2 \). We recall that functions \( \mathcal{F}^{(0)}(\ell) \) and \( \mathcal{F}^{(T)}(\ell) \) are given by Eqs. (56) and (57) respectively, as well as the definition (47). Therefore, the Landau free energy of the system to one-loop order is given by \( F_0(\mu) + F_1(\mu) \) where the corresponding contributions are given by Eqs. (48) and (62).
V. HELMHOLTZ FREE ENERGY

In this section we use the Landau free energy, which is a function of the chemical potential of the system, to calculate the Helmholtz free energy, which depends on the system density. The latter quantity will enable us to find the effective interaction between the two impurities in the following section.

The Helmholtz free energy is defined via Legendre transformation of the Landau free energy

\[ A(\bar{n}, \beta, \ell) = F(\mu, \beta, \ell) + \mu \bar{n} L. \]  

(64)

Here, \( \bar{n} L = N \) is the number of particles. We point out that in Eq. (64), the chemical potential on the right hand side of the equation should be considered as a function of the density, i.e., \( \mu \equiv \mu(\bar{n}) \). The expression of \( \mu(\bar{n}) \) can be obtained by inverting \( \bar{n}(\mu) \) given by Eq. (30). In our case, the Landau free energy is given to one-loop order as \( F = F_0 + F_1(0) + F_1(T) \) where these three terms are given to order \( G^2 \) by Eqs. (48), (62b) and (62c) respectively. Inverting Eq. (30) leads to the chemical potential of the system

\[ \mu(\bar{n}) = \mu_0 \left\{ 1 + \frac{2G}{L \mu_0} - \frac{G^2}{2 L \xi \mu_0^2} \left[ 1 + e^{-2\ell/\xi} \left( 1 - \frac{2\ell}{\xi} \right) \right] \right\} \]

- \( \frac{\sqrt{\gamma}}{\pi} \left( \left[ 1 + \frac{f_1(\beta \mu_0)}{3} \right] + \sqrt{\gamma} G^2 \right) \)

\[ \times \partial_{\sigma_0} \left[ \mathcal{F}(0)(\ell) + \mathcal{F}(T)(\ell) \right] \bigg|_{\sigma_0 = \bar{n}} + O(G^3), \]

(65)

where \( \mu_0 = g \bar{n} \). In Eq. (65),

\[ \xi = 1/\sqrt{\gamma} \]

(66)

denotes the healing length of the weakly-interacting Bose gas. Performing the Legendre transformation (64), the Helmholtz free energy reads to one-loop (i.e., to order \( \sqrt{\gamma} \) that denotes the first quantum correction) and to order \( G^2 \)

\[ A(\bar{n}, \beta, \ell) = \frac{\hbar^2 \bar{n}^2 N \gamma}{2m} \left\{ 1 - \frac{4}{3 \pi} \left[ 1 - \frac{3}{2} f_0 \left( \frac{h^2 \bar{n}^2 \beta^2 \gamma}{m} \right) \right] \right\} + O(\gamma) \]

+ \[ 2 \bar{G} \bar{n} \left[ 0 + 1 \right] \]

- \[ \frac{G^2 m}{\hbar^2 \sqrt{\gamma}} \left\{ 1 + e^{-2\ell/\xi} \right\} \]

- \[ \sqrt{\gamma} \left[ \mathcal{F}(0)(\ell) + \mathcal{F}(T)(\ell) \right] \]

+ \( O(G^3). \)

(67)

In the previous expression, \( \sigma_0 \) should be replaced by \( \bar{n} \) in expressions for the spectrum \( c_k \) that enter \( \mathcal{F}(0) \) and \( \mathcal{F}(T) \). At \( G = 0 \), Eq. (67) describes the one-loop free energy of the Lieb-Liniger Bose gas, as we discuss in Appendix C.

VI. EFFECTIVE INTERACTION BETWEEN IMPURITIES

In this section we calculate the effective interaction between impurities \( U(\ell, T) \) and obtain an analytic expression valid at arbitrary impurity separations \( \ell \). We consider both cases of zero temperature and finite temperature. The expression for \( U(\ell, T) \) will be given in terms of a single integral of an elementary function. The limiting cases are evaluated and discussed.

The effective interaction between two-impurities at separation \( \ell \) is extracted from the Helmholtz free energy (67) as

\[ U(\ell, T) = A(\bar{n}, \beta = 1/T, \ell) - A(\bar{n}, \beta = 1/T, \ell \rightarrow \infty). \]

(68)

Here we subtract the energy of two isolated impurities at \( \ell \rightarrow \infty \) in order to obtain the interaction term. Equation (68) can be split into a zero and finite temperature contribution,

\[ U(\ell, T) = U^{(0)}(\ell) + U^{(T)}(\ell). \]

(69)

The first term \( U^{(0)}(\ell) \) describes the interaction at zero temperature and originates from \( \mathcal{F}(0)(\ell) \) of Eq. (67), while the second term \( U^{(T)}(\ell) \) describes the effect of thermal fluctuations on the interaction and arises from \( \mathcal{F}(T)(\ell) \) of Eq. (67).

A. Zero temperature case

Substituting Eq. (67) into Eq. (68) at \( T = 0 \), one obtains the zero temperature interaction between two-impurities. At lowest nontrivial order (which is \( G^2 \)) it takes the form

\[ U^{(0)}(\ell) = - \frac{G^2 m}{\hbar^2 \sqrt{\gamma}} e^{-2\ell/\xi} \left\{ 1 + \frac{\sqrt{\gamma}}{2\pi} \left[ 1 - \frac{2\ell}{\xi} + J \left( \frac{2\ell}{\xi} \right) \right] \right\} \]

- \[ \frac{G^2 m}{\pi^2 \hbar^2} \int_0^\infty dx \frac{x^2 \ln \left( \frac{x}{2 + x^2} \right) \cos \left( \frac{2\ell x}{\xi} \right)}{2 + x^2 \sqrt{4 + x^2}}. \]

(70)

The function \( J(z) = \frac{4e^z}{\pi} \int_0^\infty dx \frac{\text{arctan} x \cos(z x)}{x(1 + x^2)(2 + x^2)} \) in Eq. (70) can be expressed as

\[ J(z) = \frac{e^{(1+\sqrt{2})z}}{2} \left[ Ei(-z \sqrt{2} - z) - \frac{e^{z(1-\sqrt{2})}}{2} Ei(z \sqrt{2} - z) \right] + \]

\[ e^{2z} Ei(-2z) - e^z Ei(-z) - e^{z(1-\sqrt{2})} \ln(1 + \sqrt{2}) + \ln(2z) + \gamma_E, \]

(71)

where \( \gamma_E \approx 0.5772 \) is the Euler constant, while the exponential integral is defined as \( Ei(z) = - \int_0^\infty dt \frac{e^{-tz}}{t} \). At small and large arguments, \( J(z) \) has the asymptotic behavior

\[ J(z) = \left\{ \begin{array}{ll} \ln(4 \sqrt{2} - 4) + \ln(4 \sqrt{2} - 4) z + O(z^2), & z \to 0 \\ \ln(2z) + \gamma_E - \frac{1}{2z} + O \left( \frac{1}{z^2} \right), & z \to \infty \end{array} \right. \]

(72)

while in the crossover region it monotonously increases.

For small values of \( \gamma \) (i.e., where our perturbation theory applies), the effective interaction (70) is attractive. One can
distinguish two regimes arising at different impurity separations. At short separations \( \ell \lesssim \xi \), the interaction decays exponentially according to the leading, zero-loop, first term of Eq. (70),

\[
U^{(0)}(\ell) = -\frac{G^2 m}{\hbar^2 \sqrt{\gamma}} e^{-2\ell/\xi}. \tag{73}
\]

This result is in accordance with various previous studies [11, 12, 17].

The form (70) contains the first quantum correction to the result (73) arising from one-loop contribution. It is smaller by a factor \( \sqrt{\gamma} \) from the classical contribution (73), however, at large distances the classical result is exponentially small and the quantum correction becomes the dominant one. Therefore, the second regime occurs at large distances where an algebraic decay of the quantum correction prevails. The effective interaction law can be determined in the following way. At large distances, \( \ell \gg \xi \), we expand the last term in Eq. (70), while keeping \( x\ell/\xi \sim 1 \). The large distance behavior is dictated by the logarithmic singularity of the integrand at small \( x \). One finds

\[
U^{(0)}(\ell) = -\frac{G^2 m}{\pi^2 \hbar^2} \int_0^\infty dx \frac{x^2 \cos (2x\ell/\xi) \ln x}{(2 + x^2)^{3/4} + x^2}
\]

\[
-\frac{G^2 m}{32 \pi \hbar^2} \frac{\xi^3}{\ell^3} \left[ 1 + \frac{15}{8} \frac{\xi^2}{\ell^2} + O(\xi^4/\ell^4) \right]. \tag{74}
\]

The last expression shows that the induced inter-impurity interaction decays as a cubic power law of the inverse distance, in accordance with previous studies [15, 19]. We point out that even though only the linear part of the Bogoliubov dispersion relation is needed to obtain the leading term of Eq. (74), the subleading term \( \propto 1/\ell^5 \) requires the leading correction to the linear dispersion, which is cubic in the momentum, i.e.,

\[
\varepsilon_k \approx \left( \hbar^2/\xi m \right) |k| + \left( \hbar^2 \xi / 8m \right) |k|^3.
\]

However, it is known that this spectrum is not valid when \( k \to 0 \) [27, 28]. Indeed, below a momentum \( k^* \sim \gamma^{1/4}/\xi \), the leading correction to the linear dispersion relation of quasiparticles in the one-dimensional quantum liquid is quadratic rather than cubic and the dispersion relation becomes \( \varepsilon_k \approx \left( \hbar^2/\xi m \right) |k| + \hbar^2 k^2 / 2m^* \) where \( m/m^* \sim \gamma^{1/4} \). This implies that the subleading correction in Eq. (74) is valid at distances \( \ell \ll \xi/\gamma^{1/4} \). This is still huge with respect to \( \xi \), since at weak interaction \( \gamma \ll 1 \).

One can define a crossover distance \( \ell_c^{(0)} \) at which the behavior of the induced impurity interaction changes from the exponential (73) to the algebraic decay (74). The crossover distance is obtained by solving \( \exp(-2\ell_c^{(0)}/\xi) = \xi^3 \sqrt{\gamma}/32\pi \left( \ell_c^{(0)} \right)^3 \), yielding

\[
\ell_c^{(0)} \approx \frac{\xi}{2} \ln(32\pi/\sqrt{\gamma}). \tag{75}
\]

This equation shows that the crossover scale depends weakly (logarithmically) on the interaction. Therefore, at distances \( \ell \lesssim \ell_c^{(0)} \), the impurity interaction is given by Eq. (73), while at large separations \( \ell \gg \ell_c^{(0)} \), it takes the form (74). At intermediate distances, where \( \ell \) is of the order of \( \ell_c^{(0)} \), one needs the full expression (70) to characterize the interaction.

The interaction between impurities at zero temperature was recently calculated in Ref. [19] using a complementary approach based on the Gross-Pitaevskii equation, see Appendix B. It leads to the expression (B1) that is seemingly different from Eq. (70). We have, however, shown that the two expressions are identical, as it must be the case.

### B. Finite temperature case

Let us now consider the effects of finite temperature on the induced interaction between impurities. We first notice that at high temperature the density fluctuations of a Bose gas become large and thus our starting point, in particular the assumption (8), is invalid. However, at \( T \ll \hbar^2 \gamma / m = \mu_0 / \sqrt{\gamma} \), a weakly-interacting one-dimensional Bose gas is characterized by small density fluctuations and remains in the quantum coherent quasi-condensate regime [29], which we consider in the following.

Already at the qualitative level we can distinguish different regimes of the induced interaction. Finite temperature introduces the thermal length

\[
\ell_T = \frac{\hbar v}{2\pi T}, \tag{76}
\]

where \( v \) is the sound velocity (see Appendix C). At distances longer than the thermal length, the quasi-long range order of the Bose gas is lost and the correlations decay exponentially. We thus expect that the induced interaction behaves in a similar way. At small temperature, \( \ell_T \) is large. The induced long-range interaction is thus practically not affected by the temperature as long as the impurity separation \( \ell \) is smaller than \( \ell_T \). By increasing the temperature \( \ell_T \) decreases and modifies the long-range interaction at \( \ell \gtrsim \ell_T \). The schematic diagram representing the characteristic behavior of the induced interaction and the boundaries between different regimes is shown in Fig. 1.

Using Eqs. (67) and (68), the finite temperature contribution to the induced interaction (70) is given by

\[
U^{(T)}(\ell) = \frac{G^2 m}{\hbar^2} \left[ \mathcal{F}^{(T)}(\ell) - \mathcal{F}^{(T)}(\ell)|_{\ell \to \infty} \right]. \tag{77}
\]

Here the function \( \mathcal{F}^{(T)}(\ell) \) is defined by Eq. (57). The induced interaction (69) at finite temperature we express as

\[
U(\ell, T) = -\frac{G^2 m}{\hbar^2 \sqrt{\gamma}} e^{-2\ell/\xi} + U_I(\ell, T). \tag{78}
\]

The first term on the right hand side is the classical result (73), while the second one represents the fluctuation contribution. Using the equivalent expression for \( U^{(0)}(\ell) \) of Eq. (70) that is given in Appendix B, we express the fluctuation contribution as

\[
U_I(\ell, T) = \frac{G^2 m}{2\pi \hbar^2} e^{-2\ell/\xi} f(\ell/\xi, T) + U_{\Omega}(\ell, T). \tag{79}
\]
Eq. (79) is given by the temperature effect on the long-range part of the interaction in part of the interaction given by the first line of Eq. (70). The function $U_i(dotted line)$ is given by Eq. (76). The different regimes of the induced interaction are: (i) the exponential decrease as $\exp(-2f/\xi)$ for $\ell \ll \ell_c$ (white), (ii) the power law $1/\ell^3$ decay for $\ell_c \ll \ell \ll \ell_T$ (blue), (iii) the exponential decrease as $\exp(-2f/\ell_T)$ for $\ell \gg \ell_T$ (gray). The high temperature region $T \gg \mu_0/\sqrt{\gamma}$ where the perturbation theory breaks down is represented in red and is not considered in this work.

Here the fluctuation correction of the exponential interaction is encoded in the function

$$f(z, T) = \int_0^\infty dx \left[ \frac{8e^{-z(\sqrt{4x^2+z^2}-2)}}{x(2+x^2)(4+x^2)} - \frac{2}{x(4+x^2)} \right] \times \left[ 1 + 2\tilde{n}_b(x, T) \right] + (2z - 1) \left[ 1 - \int_0^\infty dx \frac{x}{\sqrt{4+x^2}} \tilde{n}_b(x, T) \right],$$

where the occupation factor is

$$\tilde{n}_b(x, T) = \frac{1}{e^{(\mu_0/T)}\sqrt{x^2+z^2/4} - 1}.$$  

We recall the definition $\mu_0 = g\tilde{n}$. At zero-temperature, $f(z, T)$ describes the quantum correction to the exponential part of the interaction given by the first line of Eq. (79). The temperature effect on the long-range part of the interaction in Eq. (79) is given by

$$U_{i}(\ell, T) \approx \frac{G^2m}{16\pi} \int_0^\infty dx \frac{x^2 \sin(2\ell x/\xi)}{2+x^2} \left[ 1 + 2\tilde{n}_b(x, T) \right].$$

Let us analyze the case of distances $\ell$ longer than $\xi$. A numerical comparison of the two terms in Eq. (79) shows that $U_i(\ell, T) \approx U_{II}(\ell, T)$ at temperatures below $\mu_0/2\pi$. We notice that in that case $\ell_T > \xi$. At temperatures above $\mu_0/2\pi$ (and below $\mu_0/\sqrt{\gamma}$), the fluctuation induced part of the interaction $U_{II}(\ell, T)$ is determined by the first term in Eq. (79).

Consider the lowest temperatures and distances longer than $\xi$. The dominant term in the interaction is the second one of Eq. (79) given by Eq. (82). We first notice that the Bose-Einstein distribution weights the integrand in such way that the region $x \lesssim T/\mu_0 = \xi/2\pi\ell_T$ gives the main contribution. In addition, if $\xi/2\pi\ell_T$ is smaller than one, one can safely linearize the Bogoliubov dispersion and then express the Bose-Einstein distribution function as a series

$$\tilde{n}_b(x, T) = \sum_{j=1}^{\infty} e^{-2\pi j(\ell_T/\xi)x}.$$  

Using Eq. (83), and expanding the remaining part of the integrand for $\ell \gg \xi$, one can perform the integration over $x$ and then resum the series to obtain the leading contribution at large distances. This yields

$$U_{i}(\ell, T) \approx U_{II}(\ell, T) = -\frac{G^2m}{32\pi \hbar^2 \ell_T^3} \frac{\xi^3}{\ell_T} \cosh(\ell/\ell_T).$$

At zero temperature $\ell_T$ diverges and the induced interaction takes the form

$$U_{II}(\ell, T) = -\frac{G^2m}{16\pi \hbar^2 \ell_T^3} \frac{\xi^3}{\ell_T},$$

in agreement with Eq. (74). At high temperatures we have $\ell_T \ll \xi$. Since the quasi-long-range order in a one-dimensional system of bosons is lost at distances beyond $\ell_T$, one expects the absence of the long-range interaction between impurities. This is indeed true as Eq. (84) becomes [15]

$$U_{II}(\ell, T) = -\frac{G^2m}{8\pi \hbar^2 \ell_T^2} e^{-2\ell/\ell_T}.$$  

In the regime of intermediate temperatures ($\ell_T \sim \ell$) the induced interaction is given by Eq. (84).

The total interaction at $T$ smaller than $\mu_0/2\pi$ is obtained when the classical part (73) is added to $U_{II}(\ell, T)$. A comparison of the two contributions enables us to define the crossover distance $\ell_c$ below which the classical result dominates. At high temperatures ($\ell_T < \ell_c^{(0)}$) the crossover scale can be approximated by

$$\ell_c \approx \frac{\xi}{2} \frac{\ell_T}{\xi} - \frac{\ln \left( 8\pi \ell_T^2 \right)}{\xi^3}.$$  

At low temperatures ($\ell_c^{(0)} \ll \ell_T$) the crossover scale is the one of the zero-temperature case given by Eq. (75): $\ell_c = \ell_c^{(0)}$. The crossover distance $\ell_c$ is represented by the dotted line in Fig. 1.

At $T \gtrsim \mu_0/2\pi$ we need to evaluate the first term in Eq. (79). We can do it analytically in the case of large distances. Consider $f(z, T)$ of Eq. (80). The second integral in the expression (80) is a positive monotonic function of temperature that
behaves as $\pi^2 T^2/12 \mu_0^2$ at $T \gg \mu_0$ and as $\pi T/2 \mu_0$ in the opposite limit $T \ll \mu_0$. The temperature-independent part in the first integral is also monotonic that decreases from $-\ln 4$ at $z = 0$ to $-\ln z$ at large $z$. The temperature-dependent part in the same integral is again monotonic and behaves as $-\pi T z/\mu_0 + \ln z$ at large $z$. Interestingly, the logarithmic term cancels in the sum and we obtain

$$f(z, T) = \left\{ 2 - \frac{\pi T}{\mu_0} [1 + h(T/\mu_0)] \right\} z + O(z^0). \quad \text{(88)}$$

Here $h(0) = 1$ and $h(y \to \infty) = \pi/6y$. Therefore $f(z, T)$ changes the sign at some temperature, which we numerically find to be $T^* \approx 0.526 \mu_0$. At $T < T^*$ we obtained $f(z, T) > 0$, while $f(z, T) < 0$ at $T > T^*$. We recall that our approach is valid at $T \ll \mu_0/\sqrt{\gamma}$. Since $\gamma \ll 1$ at weak interaction, $T^*$ is within this region. We thus obtain the induced interaction at $T \gtrsim \mu_0/2\pi$ and at distances longer than $\xi$ to be

$$U(\ell, T) = -\frac{G^2 m}{\hbar^2 \sqrt{\gamma}} e^{-2\ell/\xi} \left[ 1 - \frac{\sqrt{\gamma}}{2\pi} f(\ell/\xi, T) \right]. \quad \text{(89)}$$

Equation (89) shows how the prefactor of the classical exponential term gets modified by the fluctuations. It resembles the first line of Eq. (70). However, in Eq. (70) that was not particularly important due to the existence of the long-range part. In the present case, the long-range part is suppressed by thermal fluctuations and the modification of the prefactor can, in principle, play an important role. The correction term $f(\ell/\xi, T)$ in Eq. (89) can even change the sign of the interaction as a function of the distance and the temperature, since $f(\ell/\xi, T)$ is positive at $T < T^*$ and grows linearly with $\ell$. However, the exponential term makes the interaction very small when it changes the sign. It would be thus interesting to explore the same question at strong coupling where the change of sign might occur at smaller $\ell$.

We finally study the induced interaction (78) at small distances $\ell \ll \xi$. We find the leading low temperature corrections

$$f(\ell/\xi, T) = -\ln 4 - 1 - \frac{\pi^2 T^2}{8\mu_0^2}, \quad \text{(90)}$$

$$U_{\ell}(\ell, T) = \frac{G^2 m}{2\pi \hbar^2} \left( \frac{\pi}{2} + \frac{\pi^4 T^4 \xi}{15\mu_0^4} \right). \quad \text{(91)}$$

We notice that $U_{\ell}(\ell, T)$ at small distances tends to a temperature-independent constant, while $f(\ell/\xi, T)$ decreases with the temperature. We therefore obtain

$$U(\ell \to 0, T) = -\frac{G^2 m}{\hbar^2 \sqrt{\gamma}} - \frac{G^2 m}{2\pi \hbar^2} \left( \ln 4 + 1 - \frac{\pi}{2} + \frac{\pi^2 T^2}{8\mu_0^2} \right) \quad \text{(92)}$$

at $T \ll \mu_0$. In the opposite limit $T \gg \mu_0$, we numerically obtained that the expression in parentheses in Eq. (92) changes and becomes proportional to $\sqrt{T}/\mu_0$. At the border of applicability where the temperature is of the order $\mu_0/\sqrt{\gamma}$, the fluctuation correction scales as $\gamma^{-1/4}$ and thus it is smaller than the classical term that scales as $\gamma^{-1/2}$.

### VII. CONCLUSIONS AND DISCUSSIONS

In this work we studied the effective Casimir-like interaction between two static impurities immersed in a weakly interacting one-dimensional Bose gas. We used a field-theoretical approach and developed a microscopic theory, which enabled us to calculate the effective interaction between impurities mediated by quasiparticles. At weak interaction they are described by the Bogoliubov spectrum, which is linear at low and quadratic at high momenta. Due to weak anharmonic terms in the Hamiltonian, Bogoliubov quasiparticles experience a residual interaction which is important in a consistent description of the Casimir-like interaction. Since we described the quasiparticles (practically) at all momenta, we were able to obtain the expression for the induced interaction valid at arbitrary distances between the impurities. At zero temperature, our results show that the problem does not contain intermediate regimes and that there is just one crossover scale in the problem that is the healing length $\xi$ (up to a weak logarithmic dependence on the interaction).

On the technical level, from the Helmholtz free energy, we evaluated the mean-field (zero-loop) interaction and its leading quantum correction (one-loop) that at zero temperature are given by Eq. (70). The former contribution is responsible for the short-range interaction decaying exponentially at distances longer than the healing length $\xi$ [see Eq. (73)]. At zero temperature, the leading quantum correction to the induced interaction becomes a dominant contribution since it decays algebraically at distances longer than $\xi$. We notice that in order to calculate the quantum correction the residual interaction between quasiparticles has to be taken into account [15]. In this paper we confirmed our recent zero temperature results obtained in Ref. [19] using a complementary approach. Here we also studied the effect of finite temperature on the effective interaction and obtained analytical expressions at all impurity distances [Eqs. (78)–(82)]. The different regimes of the induced interaction are shown in Fig. 1. As a side result, from our approach we were able to obtain the expressions for several thermodynamic quantities of the Lieb-Liniger model at weak interaction (see Appendix C), which agree with well established results for that integrable model.

In our treatment we studied the impurities that are weakly coupled to the Bose liquid, thus creating a small disturbance of the system density around impurity positions. The scaling $\propto 1/\ell^3$ of the induced interaction at large distances is, however, much more robust and also exists for an arbitrary coupling strength of impurities to the Bose gas [15]. However, unlike the phenomenological method of Ref. [15] that can study the induced interaction only at large distances $\ell \gg \xi$, our work does not have such limitation and covers all $\ell$, but is limited to the weak interaction between bosons. It might be possible to extend our study to the case of arbitrary coupling $G$ between bosons and the impurities. Namely, the Hamiltonian of the impurity is linear with respect to the boson density and in principle it could be diagonalized from the beginning, and not treated as a perturbation. We also notice that the limit $G = \infty$ is singular and thus could lead to a different scaling of the long-range interaction [12, 18]. If so, the crossover be-
tween large but finite $G$ and the case of infinite $G$ is another interesting problem. We leave these questions for future studies.

Throughout the paper we studied the case of two impurities that interact with the Bose gas with equal couplings. In a more general case of different coupling constants $G_1$ and $G_2$, which are both weak, the final result for the induced interaction has still the form Eq. (70) where $G^2$ should be replaced by $G_1 G_2$. At finite temperature one should use the same replacement in Eqs. (78)–(82).

Let us comment on different results for the present problem and the methods used in the earlier works. In Refs. [11, 12, 17] the calculation of the induced interaction was based on the mean-field Gross-Pitaevskii approach and leads to the classical result (73). On the contrary, in Ref. [15] is used a phenomenological low-energy mobile impurity approach within the Luttinger liquid theory which leads to $1/\ell^3$ result (74) at long distances but a delta function in the opposite limit. This is not surprising, since the quasiparticles of the liquid in Ref. [15] are well described only at low momenta when their spectrum is linear. On the contrary, the approaches of Refs. [11, 12, 17] describe well the quasiparticles at all momenta by the Bogoliubov spectrum (19), but treat the problem on the mean-field level and thus leads to the exponential interaction. In our recent work [19] we were able to account for the effect of quantum fluctuations within the Gross-Pitaevskii formalism, leading to the full crossover behavior of the induced interaction (see Appendix B) that contains both limits of short [Eq. (73)] and long impurity separation [Eq. (74)]. Finally, in this work we developed a field-theoretical approach that confirms the zero-temperature expression of Ref. [19] and gives the results at finite temperature. The zero-loop order in the present work corresponds to the mean-field exponential interaction, while one-loop order is necessary to obtain the result at long distances. One-loop order is thus necessary to describe the effect of quantum fluctuations.

We now discuss experimental realizations where our results could be tested. The role of impurities is typically played by neutral atoms of a different specie than the ones forming the Bose gas. Such neutral atoms do interact via another induced interaction of dipole-dipole type, which is of the electromagnetic origin and known as London-van der Waals or Casimir-Polder interaction, depending on the distances. The former decays as $\propto 1/\ell^6$ crossing over into $-\alpha_p n^3 g \sqrt{c/G}/\ell$ at large distances [30]. Here $C$ is a number of order unity, while $\alpha_p$ is the static polarisability of the impurities. By comparing our result (74) and the Casimir-Polder one, we find the distance

$$\ell_0/\xi = (32\gamma \alpha_p n^3 g \sqrt{c/G}/\ell)^{1/4}$$

where the two interactions are equal. Here $v$ is the sound velocity and $c$ is the speed of light. In a setup with Yb atoms as impurities, the polarisability is $\alpha_p \approx 21 \text{ A}^3$. Using the typical values for a $^{87}$Rb Bose gas [31]: $\gamma = 0.005$ and $n = 60 \mu \text{m}^{-1}$, we obtain $v = 0.32 \text{ cm/s}$ and $\xi = 0.24 \mu \text{m}$. For $G = 4g$ we find $\ell_0 \approx 0.1\xi$. Thus at distances longer than $\xi/10$, the Casimir-like interaction is the dominant one in the above example. For the two impurities at separation $\xi$, Eq. (70) gives the experimentally measurable value of 0.3 kHz, while the Casimir-Polder interaction has six orders of magnitude smaller value.

Finally, we notice that the attraction of two identical impurities (70) could cause the formation of their quantum-mechanical bound state known as a bipolaron [32–34]. To reach that state, the potential energy should exceed the kinetic energy of the relative particle. At separation $\ell_b$ between impurities, we estimate the typical kinetic energy of the relative particle to be $h^2/M\ell_b^2$, where $M$ is the impurity mass. This leads to the condition

$$h^2/M\ell_b^2 < G^2m/\gamma h^2, \ell_b^2$$

where we assumed $\ell_b \lesssim \xi$. Equation (94) shows that large $G$ makes the bipolaron radius smaller. At the border of applicability of our theory, $G = g/\sqrt{\gamma}$, we find the bipolaron radius to be $\xi \sqrt{m/G} \ell_b^2$ that is smaller than $\xi$ at weak interaction and not too light impurities. Our estimates neglect other interactions between impurities, such as van der Waals one, which might play some role. A more complete theory of formation of bipolarons in one-dimensional Bose gases requires a separate detailed study.
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**Appendix A: Calculation of the one-loop terms**

In this appendix we give technical details of the calculation of the terms of Eq. (55). The first term is given by

$$\frac{1}{2} \langle (S_1)^2 S_4 \rangle_c = \frac{1}{2} \sum_{k_1, \ldots, k_6} \frac{1}{\pi} \frac{\Gamma_1(k_1) \Gamma_1(k_2) \Gamma_4(k_3, k_4, k_5, k_6) \langle \Pi_{i=1}^6 \sigma_{k_i} \rangle_c \delta_{\omega_0,0} \delta_{\omega_2,0} \delta_{k_3+k_4+k_5+k_6,0}}{2\pi} \int \frac{dk'}{2\pi} \frac{k'^2}{\epsilon_{k'}} \int_{|k'|<\Lambda} \frac{dk'' k'^2 (k^2 + k''^2)}{2\pi} [1 + 2n_b(\epsilon_{k''})]$$

(A1)
where we used Wick’s theorem and the symmetry of $\Gamma_4$ to simplify $\langle \Pi_{i=1}^{6} \sigma_{k_i} \rangle_c = 12 (\sigma_{k_1} \sigma_{k_2}) \langle \sigma_{k_3} \sigma_{k_4} \rangle \langle \sigma_{k_5} \sigma_{k_6} \rangle$. The remaining term of Eq. (55) to be evaluated is $- (1/4) \langle (S_1^2)^2 S_3^2 \rangle_c$. For this we expand the term $\langle (S_1^2)^2 S_3^2 \rangle_c = \langle (S_1^2) (S_3^2) \rangle_c + 2 \langle (S_1^2) S_3^2 S_3^2 \rangle_c$, and evaluate each term individually. They are given by

$$
-\frac{1}{4} \langle (S_1^2) (S_3^2) \rangle_c = -\frac{1}{4} \sum_{k_1, \ldots, k_5} \Gamma_1(1) \Gamma_1(1) \Gamma_3(3) (k_3, k_1, k_5) \langle \Pi_{i=1}^{6} \sigma_{k_i} \rangle_c \delta_{\omega_1, 0} \delta_{\omega_2, 0} \delta_{k_3+k_1+k_5, 0}
$$

$$
= -\beta \frac{G^2 \hbar^{12}}{32 m^6} \int \frac{dk}{2\pi} \cos^2 \left( \frac{\hbar k}{2} \right) \frac{k^4}{\varepsilon_k} \int_{|k'| < \Lambda} \frac{dk'}{2\pi} (k^2 + k'^2) \frac{k^2 (k' - k)^2}{\varepsilon_{k-k'} \varepsilon_{k-k'}} \times \left\{ \frac{\varepsilon_{k-k'} [1 + 2 n_b(\varepsilon_{k-k'})]}{\varepsilon_{k-k'} - \varepsilon_{k-k'}} - \frac{\varepsilon_{k-k'} [1 + 2 n_b(\varepsilon_{k-k'})]}{\varepsilon_{k-k'} - \varepsilon_{k-k'}} \right\}
$$

(A2)

$$
= -\frac{1}{4} \sum_{k_1, \ldots, k_5} \Gamma_1(1) \Gamma_1(1) \Gamma_3(3) (k_3, k_1, k_5) (\sigma_{k_1} \sigma_{k_3} \sigma_{k_5}) (\sigma_{k_4} \sigma_{k_5} \sigma_{k_6}) \delta_{\omega_1, 0} \delta_{\omega_2, 0}
$$

$$
= -\beta \frac{G^2 \hbar^{12}}{32 m^6} \int \frac{dk}{2\pi} \cos^2 \left( \frac{\hbar k}{2} \right) \frac{k^4}{\varepsilon_k} \int_{|k'| < \Lambda} \frac{dk'}{2\pi} (k^2 + k'^2) \frac{k^2 (k' - k)^2}{\varepsilon_{k-k'} \varepsilon_{k-k'}} \times \left\{ \frac{\varepsilon_{k-k'} [1 + 2 n_b(\varepsilon_{k-k'})]}{\varepsilon_{k-k'} - \varepsilon_{k-k'}} - \frac{\varepsilon_{k-k'} [1 + 2 n_b(\varepsilon_{k-k'})]}{\varepsilon_{k-k'} - \varepsilon_{k-k'}} \right\}
$$

(A3)

$$
= -\frac{1}{2} \sum_{k_1, \ldots, k_5} \Gamma_1(1) \Gamma_1(1) \Gamma_3(3) (k_3, k_1, k_5) (k_3, k_1, k_5) \langle \Pi_{i=1}^{6} \sigma_{k_i} \rangle_c \delta_{\omega_1, 0} \delta_{\omega_2, 0}
$$

$$
= -\beta \frac{G^2 \hbar^{12}}{32 m^6} \int \frac{dk}{2\pi} \cos^2 \left( \frac{\hbar k}{2} \right) \frac{k^4}{\varepsilon_k} \int_{|k'| < \Lambda} \frac{dk'}{2\pi} (k^2 + k'^2) \frac{k^2 (k' - k)^2}{\varepsilon_{k-k'} \varepsilon_{k-k'}} \times \left\{ \frac{\varepsilon_{k-k'} [1 + 2 n_b(\varepsilon_{k-k'})]}{\varepsilon_{k-k'} - \varepsilon_{k-k'}} - \frac{\varepsilon_{k-k'} [1 + 2 n_b(\varepsilon_{k-k'})]}{\varepsilon_{k-k'} - \varepsilon_{k-k'}} \right\}
$$

(A4)

where using Wick’s theorem and the symmetries of $\Gamma_3$ and $\Gamma_5$, we had the following simplifications: $\langle \Pi_{i=1}^{6} \sigma_{k_i} \rangle_c = 36 (\sigma_{k_1} \sigma_{k_3}) (\sigma_{k_5} \sigma_{k_6}) (\sigma_{k_4} \sigma_{k_5}) (\sigma_{k_2} \sigma_{k_4}) (\sigma_{k_3} \sigma_{k_5}) (\sigma_{k_2} \sigma_{k_6})$ in Eq. (A2), $\langle \sigma_{k_1} \sigma_{k_3} \sigma_{k_5} \sigma_{k_6} \sigma_{k_3} \sigma_{k_6} \rangle_c = 4 (\sigma_{k_1} \sigma_{k_5}) (\sigma_{k_3} \sigma_{k_5}) (\sigma_{k_4} \sigma_{k_5})$ in Eq. (A3), and $\langle \sigma_{k_1} \sigma_{k_3} \sigma_{k_5} \sigma_{k_6} \sigma_{k_3} \sigma_{k_5} \sigma_{k_6} \sigma_{k_3} \sigma_{k_6} \rangle_c = 12 (\sigma_{k_1} \sigma_{k_3}) (\sigma_{k_5} \sigma_{k_3}) (\sigma_{k_5} \sigma_{k_6})$ in Eq. (A4). Summing contributions (A1) to (A4), one obtains Eq. (55) from the main text, where

$$
F^{(0)}(\ell) = \int \frac{dk}{2\pi} \cos^2 \left( \frac{\hbar k}{2} \right) \frac{k^4}{\varepsilon_k} \int \frac{dk'}{2\pi} \cos^2 \left( \frac{\hbar k'}{2} \right) \frac{k^4}{\varepsilon_k} \int_{|k'| < \Lambda} \frac{dk'}{2\pi} \frac{h^8 k^2 (k^2 + k'^2)}{4 m^5} - \frac{h^8 k^2 (k^2 + k'^2)}{4 m^5} - \frac{h^8 k^2 (k^2 + k'^2)}{4 m^5} - \frac{h^8 k^2 (k^2 + k'^2)}{4 m^5} - \frac{h^8 k^2 (k^2 + k'^2)}{4 m^5}
$$

$$
\times \left\{ \frac{\varepsilon_{k-k'} [1 + 2 n_b(\varepsilon_{k-k'})]}{\varepsilon_{k-k'} - \varepsilon_{k-k'}} - \frac{\varepsilon_{k-k'} [1 + 2 n_b(\varepsilon_{k-k'})]}{\varepsilon_{k-k'} - \varepsilon_{k-k'}} \right\}
$$

(A5)

$$
F^{(T)}(\ell) = \int \frac{dk}{2\pi} \cos^2 \left( \frac{\hbar k}{2} \right) \frac{k^4}{\varepsilon_k} \int \frac{dk}{2\pi} \cos^2 \left( \frac{\hbar k}{2} \right) \frac{k^4}{\varepsilon_k} \int_{|k'| < \Lambda} \frac{dk'}{2\pi} \frac{h^8 k^2 (k^2 + k'^2)}{4 m^5} - \frac{h^8 k^2 (k^2 + k'^2)}{4 m^5} - \frac{h^8 k^2 (k^2 + k'^2)}{4 m^5} - \frac{h^8 k^2 (k^2 + k'^2)}{4 m^5} - \frac{h^8 k^2 (k^2 + k'^2)}{4 m^5}
$$

$$
\times \left\{ \frac{\varepsilon_{k-k'} [1 + 2 n_b(\varepsilon_{k-k'})]}{\varepsilon_{k-k'} - \varepsilon_{k-k'}} - \frac{\varepsilon_{k-k'} [1 + 2 n_b(\varepsilon_{k-k'})]}{\varepsilon_{k-k'} - \varepsilon_{k-k'}} \right\}
$$

(A6)

By $n_b(\varepsilon_k) = 1/(e^{\beta \varepsilon_k} - 1)$ we denote the Bose-Einstein distribution function. After one integration one obtains the result given in the main text.

**Appendix B: Alternative expression for the effective interaction at zero temperature**

In our recent preprint [19], we obtained the induced interaction between impurities at zero temperature using the approach based on the Gross-Pitaevskii equation where we accounted for the effect of quantum fluctuations. Within this formalism, the interaction can easily be split in a long-range
and an exponentially decaying contribution as
\[ U^{(0)}(\ell) = U_h(\ell) + U_{\exp}(\ell). \] (B1)

The long-range part is
\[ U_h(\ell) = \frac{G^2 m}{2\pi l^2} \int_0^\infty dx \frac{x^2 \sin(2\ell x/\ell)}{(2 + x^2) \sqrt{4 + x^2}}, \] (B2a)

while the exponentially decaying contribution is
\[ U_{\exp}(\ell) = -\frac{G^2 m}{\hbar^2 \sqrt{\gamma}} e^{-2 \ell / \ell} \left\{ 1 + \frac{\sqrt{\gamma}}{2\pi} \left[ 1 - \frac{2\ell}{\xi} + J_1 \left( \frac{\ell}{\xi} \right) \right] \right\}, \] (B2b)

\[ J_1(z) = \int_0^\infty dx \left[ \frac{2}{x^4 + 2x^2 - \frac{8e^{-z(\sqrt{4z^2 - 2})}\cos(zx)}{x(2 + x^2)(4 + x^2)} \right]. \] (B2c)

We notice that \( J_1(z) \) is a monotonically increasing function with \( J_1(0) = \ln 4 \), while \( J_1(z) = \ln z \) at large \( z \). We were able to verify that the expression for the effective interaction \( U \) (B1) is identical to the result (70) of the main text.

The long-range part of the interaction \( U_{\exp}(\ell) \) has an asymptotic expansion
\[ U_h(\ell) = -\frac{G^2 m \xi^3}{12\pi \hbar^2} \sum_{n=0}^\infty \left( \frac{\xi}{2\ell} \right)^{2n} \left[ \Gamma(2n + 3) \right]^{2n+1/2}
- \frac{\Gamma(n + 3/2)^2}{\pi} 2F_1 \left( 1, n + \frac{3}{2}; n + 2; \frac{1}{2} \right). \] (B3)

Here the hypergeometric function is defined as
\[ 2F_1(a_1, a_2; b_1; z) = \sum_{k=0}^\infty \frac{(a_1)_k (a_2)_k}{(b_1)_k (k)!} z^k, \] (B4)

where \((a)_k = \Gamma(a + k)/\Gamma(a)\). One can now easily obtain
\[ U_h(\ell) = -\frac{G^2 m \xi^3}{12\pi \hbar^2} \left[ \frac{1}{8\ell^2} \frac{15 \xi^2}{\ell^2} + \frac{1935 \xi^4}{256 \ell^4} + \frac{55755 \xi^6}{1024 \ell^6}
+ \frac{40639725 \xi^8}{65536 \ell^8} + O(\xi^{10}/\ell^{10}) \right]. \] (B5)

We notice that the same asymptotic expansion (B5) is also obtained from Eq. (74). Let us mention that the two expressions for long-range interaction have identical asymptotic series, but they are not identical.

At small distances, \( \ell \to 0 \), naively one would use \( U_h(0) = 0 \). However the limit does not commute with the integral and the correct result is \( U_h(\ell \to 0) = G^2 m/4\hbar^2 \), which leads to
\[ U^{(0)}(\ell \to 0) = \frac{G^2 m}{\hbar^2 \sqrt{\gamma}} \left[ 1 + \frac{\sqrt{\gamma}}{\pi} \left( \ln 2 + \frac{1}{\pi} - \frac{1}{4} \right) \right]. \] (B6)

We obtained the same result using Eq. (70).

Appendix C: Bose gas in the absence of impurities

In the absence of impurity, i.e., for \( G = 0 \), the Hamiltonian (1) corresponds to the integrable Lieb-Liniger model [21]. Using the formalism of the main text here we provide several thermodynamic quantities to one-loop order at small temperature and compare them with the known results in the literature. The Landau free energy reads
\[ F(\mu) = -\frac{L\mu^2}{2g} - L\sqrt{m\mu^3/\pi} \left[ \frac{2}{3} - f_0(\beta\mu) \right], \] (C1)

which enables us to obtain the density of the Bose gas
\[ \bar{n}(\mu) = -\frac{\partial F(\mu)}{\partial \mu} = \frac{\mu}{g} + \frac{\sqrt{m\mu/\pi}}{2} \left[ 1 + \frac{f_1(\beta\mu)}{2} \right]. \] (C2)

We remind the reader that \( f_0 \) and \( f_1 \) are given by Eqs. (54) and (63), respectively, and \( \beta = 1/T \). Inverting the density \( \bar{n}(\mu) \), one obtains the chemical potential
\[ \mu(\bar{n}) = \frac{\hbar^2 \bar{n}^2 \gamma}{m} \left[ 1 - \frac{\sqrt{\gamma}}{\pi} \left[ 1 + \frac{1}{2} f_1 \left( \frac{\hbar^2 \bar{n}^2 \gamma}{mT} \right) \right] \right]. \] (C3)

where \( \gamma = gm/\hbar^2 \bar{n} \). From the chemical potential one can obtain the sound velocity
\[ v = \sqrt{\frac{\bar{n}}{m} \frac{\partial \mu}{\partial \bar{n}}} = \frac{\hbar \sqrt{\gamma}}{m} \left( 1 - \frac{\sqrt{\gamma}}{4\pi} \right). \] (C4)

Performing the Legendre transformation (64) of Eq. (C1) yields the Helmholtz free energy
\[ A(\bar{n}) = \frac{L\hbar^2 \bar{n}^2 \gamma}{m} \left[ \frac{1}{2} - \frac{\sqrt{\gamma}}{\pi} \left[ \frac{2}{3} - f_0 \left( \frac{\hbar^2 \bar{n}^2 \gamma}{mT} \right) \right] \right]. \] (C5)

At zero temperature, \( f_0 = f_1 = 0 \), and Eqs. (C3) \( \rightarrow \) (C5) are in agreement with Refs. [21, 35]. At small temperature \( T \ll \hbar^2 \bar{n}^2 \gamma/m \), one has
\[ f_{0,1} \left( \frac{\hbar^2 \bar{n}^2 \gamma}{mT} \right) = -\frac{\pi^2 T^2 m^2}{6\hbar^4 n^4 \gamma^2}. \] (C6)

In this limit, the chemical potential and Helmholtz free energy read
\[ \mu(\bar{n}) = \frac{\hbar^2 \bar{n}^2 \gamma}{m} \left( 1 - \frac{\sqrt{\gamma}}{\pi} \right) + \frac{\pi m T^2}{12 \hbar^2 n^2 4 \gamma}, \] (C7)
\[ A(\bar{n}) = \frac{L\hbar^2 \bar{n}^2 \gamma}{2m} \left( 1 - \frac{4 \sqrt{\gamma}}{3\pi} \right) - \frac{\pi L m T^2}{6 \hbar^2 n^2 \sqrt{\gamma}}. \] (C8)

The last two results are in agreement with Ref. [36].
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