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Abstract: Analysing and processing the EEG dataset is crucial. Countless actions have been taken to ensure that the researcher in brain studies always achieves informative data and produces notable findings. There are several standard procedures to produce an informative result in analysing the EEG data. However, the techniques used in each standard procedure might be different for the researcher or data analyst because they have their preferences to suit the purpose of their experiments to adapt with the dataset collected. Not only the current manual method is time-consuming, but the main challenges are that researchers need to analyse only a small portion of the brain signals that are the most relevant to be observed through the analysis of several bands such as Very low, Delta, Theta, Alpha-1, Alpha-2, Beta-1, Beta-2, and Gamma. Therefore, one of the best alternatives is to automate the process of classifying the eight bands and extract the most relevant features. Hence, this paper proposed an automated classification method and feature extraction method through hybridising Fast Fourier Transform (FFT) with three different machine learning methods (KNN, SVM, and ANN) that can improve the efficiency of EEG analysis. Based on the result, the FFT + SVM method gives a 100% accuracy and successfully classified the bands into different of eight EEG bands accurately.
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1.0 INTRODUCTION
Brain research has been conducted for decades and is still ongoing for a long time until today. Each year, different brain diseases and disorders affect millions of people, such as infections, seizures, trauma, tumours, masses, increased pressure, autoimmune conditions, and neurodegenerative conditions (Siuly et al., 2016). Even though brain studies are complicated, it gives people many advantages as the brain is an essential part of a human. Researcher in this field potentially
finds a cure, finding treatments to improve the quality of life or increase the revenue of the businesses. Hence, billions of dollars are granted in this field toward understanding the brain functions and their effects but the outcomes are scattered and inconclusive (Chu, 2017).

Towards the years of technology expanding era, brain research has integrated physiological and engineering innovations in experiments. In 1929, a German clinical neuropsychiatrist at the University of Jena, Hans Berger (Duffy, 1981), was the earliest person who recorded the electrical activity of the human brain and introduced the term electroencephalogram or EEG. The recorded EEG is from an electrical connection between the patient’s brain attached to an electrode, and the other end of the electrode is plugged into the Electrocardiogram (ECG) machine. In Berger's findings, brain electrical activity consists of a mixture of rhythmic like sinusoidal fluctuations in voltage having a frequency of about 1 to 60 oscillations per second. He has also introduced two types of rhythms called bands: Alpha and Beta. Alpha is examined when the frequency is about ten oscillations per second, if the frequency of waves is more than 15 oscillations per second, it is called Beta. Also, the mixture of rhythmic in EEG consists of different features in neurological disorders, and Berger was the first recorded epileptic seizure (Duffy, 1981).

The recorded EEG waveform is raw data that consists of unnecessary waves that the researcher does not need. For example, the initial EEG recorded of the rat brain will consist of the abnormal waveform. First, the rat might feel uncomfortable when the electrodes are placed in its brain, causing the rat to try to take off the electrodes from its brain. This abnormal waveform is called artefacts similar to noise data. After removing the artefacts by getting the correct time of EEG recording, analysing the data usually takes up hours or even days to complete. The difficulties of this experiment are; it is in a manual way where the standard EEG waveform is applied with the calculation of mean square values in excel and manually categories the bands into eight types of frequencies. The situation explained is a real-life situation and experiments taken by one of the students and researchers in the Center for Drug Research (CDR) of Universiti Sains Malaysia (USM). The group is currently experimenting with the drug habituation inside a body. The drugs used, such as morphine and methamphetamine, are used on the rats. The inconvenient problems faced by the group have motivated the researchers to categorise the eight types of frequency bands collected from real lab experiment data using machine learning classification techniques.

The current situation in CDR USM has led to an impractical method in analysing EEG data for drug habituation experiments due to time-consuming processes and takes approximately up to 2 months to complete the process. For the researcher to analyse the data, they will use the Fourier series analysis method. Mean square values are often used to express the component amplitude of Fourier Series analysis. The resulting plot of the data is called a power spectrum. It can then analyse the waveform of each frequency series into five types of bands: Delta, theta, Beta, alpha, and gamma band. These five bands will give a different type of analysis in brain studies by depending on the investigation or experiments that have been done to achieve the objectives.

Brain electrical activity consists of a mixture of rhythmic, sinusoidal-like fluctuations in voltage, having a frequency of about 1 to 60 oscillations per second. The frequency of brainwaves is below 1 Hz up to 100 Hz. Band categories may vary in the experiments conducted. Such as, a researcher in CDR USM are using eight bands in their research for drug habituation which is very low (0 – 1.24 Hz), Delta (1.25 – 4.5 Hz), theta (4.75 - 6.75 Hz), alpha-1 (7 – 9.5 Hz), alpha-2 (9.75 – 12.5), beta-1 (12.75 – 18.5 Hz), beta-2 (18.75 – 35 Hz) and Gamma (35.25 – 45 Hz). In analysing the EEG data, there are several standard procedures to produce an informative result (Al-Fahoum & Al-Fraihat, 2014). However, the techniques used in each standard procedure might be different for the researcher or data analyst because usually depending on the preferences to adapt with the dataset collected.

The procedure will usually start with data collection, where different tools or machines are used to record the EEG data. For example, if the experiments require data of the human brain, they must use the electrodes scalp to get the data, and if for the animal, a different tool will be used where the electrodes must be inside the animal brain. The typical tool used by researchers to record human brain EEG is an Emotiv EPOC headset (Balaji et al., 2017; Bastos et al., 2020; Chan et al., 2015; Murugappan et al., 2014; Murugappan et al., 2013). Meanwhile, to record an animal brain, such as rats or rabbits, the researcher usually uses similar tools for all animals: stainless steel electrodes placed inside the animal brain (Kortelainen et al., 2012). Minor
surgey is needed to open the outer layer of the head to the skull so that a plastic plug is placed in the skull and connected to the electrodes. The plastic plug and electrodes are fixed using dental cement. The animal then will be given time to rest for recovery before starting the EEG recording. Feature extraction is a process to reduce the loss of important information embedded in the signal (Al-Fahoum & Al-Fraihat, 2014).

The primary objective of feature extraction is to achieve pertinent information from the original data and represent it in a lower dimensionality space (Kumar & Bhatia, 2014). A recent study has shown many methods for extracting the features from EEG signals such as Fast Fourier Transform (FFT), Time-Frequency distribution (TFD), Wavelet Transform (WT), Auto-Regressive Method (ARM), and Eigenvector Methods (EM) (Al-Fahoum & Al-Fraihat, 2014; Asadur Rahman et al., 2020; Chao et al., 2020; Petrovska et al., 2020). These methods have their advantages and disadvantages, which give different purposes for different signal datasets. It depends on what feature needs to extract in a specific dataset.

The two most common algorithms used for the extraction wave dataset are Fast Fourier Transform (FFT) and Wavelet-based algorithm. The FFT algorithm is sophisticated and has become well-known due to its efficiency in calculating the Discrete Fourier transform (DFT) (Heideman et al., 1984), the formula for evaluating the N Fourier coefficients from a sequence of N numbers. While Wavelets are mathematical functions that represent data or other functions regarding the averages and differences of a prototype function (Murugappan et al., 2013) and is both a band-pass filter and a denoiser for decomposing and isolating EEG signals to obtain desired subbands, for example, extracting only alpha, beta, and gamma frequencies as they are more related to emotion elicitation.

Comparing FFT and Wavelet algorithm, even though Wavelet can consistently analyse irregular data patterns, Wavelet is difficult to find and select an actual mother wavelet. Wavelet is not suitable for the experiment related to the changes that affect drug habitation because its ability in extracting the small changes of the noise-corrupted signal is considered too detailed for the experiment. FFT, however, offer many benefits if compared to wavelet such as it can serve as a good tool for stationary signal processing and suitable for frequency domain analysis method, which is more appropriate for a narrowband signal such as a sine wave and has an enhanced speed over virtually all other available methods in real-time applications. Moreover, CDR USM has been used the FFT method to conduct the analysis. According to their standard guidelines, FFT is suitable for EEG in drug habituation. Its feature in the EEG signal extracts the raw time-domain signal into the frequency domain and finds the Power Spectral Density (PSD) with units of V²/Hz. This characteristic suits the primary purpose of our research that aimed to automate a laborious and time-consuming process.

Consequently, there are two detailed objectives of this research to be achieved, which are (i) To propose a hybrid of FFT and classification method and (ii) To investigate by experiment the effect of different classification using machine learning methods to improve the overall automated classification process. Many brain studies have combined machine learning techniques to achieve the objectives proposed as accurately as possible. Machine learning is an algorithm that allows the system to learn to predict the outcomes accurately (Mohammed et al., 2016). Moreover, most researchers have focused on the supervised classification method to classify the bands. There are different methods of classification such as k-Nearest Neighbor (KNN), Support Vector Machine (SVM), Decision trees, Naïve Bayes, and Neural Network (NN). Various past works related to classification and wave dataset was to categories epilepsy and non-epilepsy of brainwaves (Anwar et al., 2020; Sarmast et al., 2020; Si, 2020), categories in emotional states (Marsuroh et al., 2019; Selvaraj et al., 2013; Shu et al., 2020), classification in heart disease (Almustafa, 2020; Gárate-Escamila et al., 2020; Javeed et al., 2020), wave height prediction (Berbić et al., 2017; Li & Liu, 2020) and automatic sleep stage classification (Chriskos et al., 2017; Giannakaki et al., 2017).

For the past years, machine learning algorithms have helped in brain imaging and the computational neurosciences developed to signalise task-relevant brain states and distinguish them from non-informative brain signals (Barranco-Gutiérrez, 2020; Lemm et al., 2011; Michel et al., 2019). Hence, similar to the feature extraction explained above, different classification methods, as discussed previously, such as KNN, SVM, and ANN, will be experimented with and compared, and the best method will be the final method. As for EEG analysis, Fast Fourier will be the feature extraction method.
2.0 MATERIALS AND METHODS

This section discusses the implementation of the methodology used to achieve our objectives. The illustration of the methodology is shown in Figure 1.
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2.1 Pre-Phase

Data Collection

The data collection recorded from the rat's brain is provided by CDR USM. The wave pattern of the data is based on time-domain representation. The recording length is 90 minutes to testify before and after the rat consumes drugs, and only 10 seconds will be taken into the calculation for analysis. In this experimental study, data collected for one rat reading consists of 4 channel regions. The experiment used one rat to test the habituation effect such as addiction. Hence, the experiment will only need one rat. However, if more than one rat is involved, all rats from the same channel regions will be average to get the final reading. LabChart software is used to record the wave data from the four electrodes that were attached from the rats' brains. Major regions of the rat's brain are the Frontal Cortex, Parietal Cortex, Right Hippocampus, and Left Hippocampus, also called sensory (Kondo et al., 2001). The EEG data consists of time and amplitude, which made up the wave.

The data structure in LabChart software into the data input for classifier algorithm is mainly in waveform.

The recorded waves can be analysed based on their amplitude (microvolt), frequency (Hz/sec), duration and contour (spike, sharp, slow, arch, spike-wave, poly spike ) and their relation to different states of the wake-sleep cycle and age of the subject (rat).

Data Cleaning

In cleaning the data, the first strategy is eliminating noise or artefacts. Usually, this strategy avoided environmental noises such as AC power lines, lighting, and other sources from electronic equipment which produces electromagnetic. This equipment will be able to track the EEG recording. The rat will be placed in a black box without light for the experiment to imitate a rat habitat that always lives in a darker place. To avoid any distraction, the area of the experimental study prohibit any movement from human or anything hence no one is allowed to go to the experimental area as it will distract the nature of the rats.

However, since the rats are in pain due to the insertion of the electrode in their brain, the uncomfortable feeling, artefacts or noise are still tough to avoid. Usually, CDR USM will use visual inspection to reject the artefact. This method is one of the most useful methods and is preferred the most for the researchers in signal data. Meanwhile, an experiment was done by Lan et al. (2017) for emotion recognition using EEG, and they removed twenty-one EEG channels using this method due to the signal quality issues such as loose electrode contacts to the subject. Anusha et al. (2012) and Tzallas et al. (2017) use a similar method in the pre-processing stage for experiments to classify normal and epileptic EEG signals using Artificial Neural Network (ANN) and Brain-Computer Interface, respectively.

The way CDR USM identifies the noise data is based on the large and dense amplitude signal and the large spike shown in the EEG signal. Due to the expertise in identifying the noisy data, the CDR USM group usually manually monitors and studies the rats' movement while the EEG signal is recorded. Thus, after several experiments, the group successfully learned to remove the noise by visual inspection. As shown in Figure 2, waves that the group will use to analyse the data for their study, which is the verified time for the drug to habituate, affect the brain based on the group related work studies.

After choosing the specific time and the regular waves, the data type will be changed to a suitable format in numerical form as shown in Figure 3 and Figure 4, such
as the *.txt file that can be loaded into the RStudio. The loaded EEG dataset does not define the column correctly. Therefore, V3 until V5 column in Figure 21 shows the raw EEG dataset and the standard variables used in RStudio. The loaded raw EEG data consist of 794,555 entries which approximately 90 minutes of the experiment takes place, as shown in Figure 3.

Then, the columns were renamed based on the brain region as “Time”, FrontalCortex”, “ParietalCortex”, “RightHippocampus”, “LeftHippocampus”. Hence the outcome of the EEG dataset after the Pre-Phase is shown in Figure 4.

2.2 Phase 1: Preprocessing and Feature Selection
After the cleansing part, the FFT algorithm extracts the number of points in the raw EEG signal and transforms it from time-domain representation into frequency domain representation. The time-domain representation is shown in Figure 5.

Figure 6 is the frequency domain representation after we implemented FFT into the dataset in R. According to CDR USM, windowing functions reduce the importance of data at the edges of the window in waveform and prevent spurious peaks arising from edge effects. The outcome has changed to frequency-domain representation with a maximum frequency value of 500 Hz. The figure has four different colours, which shows four different brain regions. The green colour represents Frontal Cortex, the red colour represents Parietal Cortex, the blue colour represents Right Hippocampus, and the orange colour represents Left Hippocampus.

Figure 2: Example of the waves used for analysis.

Figure 3: An example of raw EEG dataset

Figure 4: An example of the outcome of EEG dataset after pre-phase.
2.3 Phase 2: Classification Phase
Support Vector Machine (SVM) is a supervised machine learning algorithm used for classification or regression problems. The SVM method came from the idea of splitting points of different classes in clouds of points with a line as the optimally distanced from the classes (Berbić et al., 2017). K-Nearest Neighbor (KNN) is another approach in wave dataset classification. KNN classifies objects based on the closest training examples in the feature space, also called a type of passive learning (Imandoust & Bolandraftar, 2013). This classification method has been used in many applications such as problem-solving, classification, and interpretation also for function learning and teaching and training (Jabbar et al., 2013; Al-Janabi et al., 2020, 2018). This is because KNN is a simple and straightforward algorithm for pattern recognition. Other than SVM and KNN, Artificial Neural Network (ANN) is also one of the most used classifier methods in the signal dataset. ANN is meant to be the simulation of the thinking process in the human brain in which the artificial neurons are interconnected (Maksimenko et al., 2018; Nguyen et al., 2019; Xiong et al., 2020). It is also called ANN as an extraordinary black box that is trained to achieve the expected intelligent process against the input and output information stream. As ANN is considered deep learning due to the layers of ANN, ANN is self-teaching, learning as it goes by filtering information through multiple hidden layers in a similar way to humans. The application of Artificial Neural Networks (ANN) in the classification of neural network signals may help even non-experts interpret the results (Dhanapal and Bhanu, 2020). There are other more advanced variants of ANN. However, for simplicity and due to only one rat is experimenting, ANN is quite a powerful algorithm where more advance deep learning can be used when the volume of data is much higher, and many rats need to experiment.

Before any of the classification methods were applied to the EEG dataset, we split the dataset into training...
and test datasets by using 70 to 30 ratios. The 70:30 ratio for splitting data was chosen because it is often used in data mining, and however, it may vary depending on the experiment to suit the requirement.

The first classification method that will be used is the KNN algorithm. KNN in data mining and predictive modelling refers to a memory-based (or instance-based) algorithm for classification and regression problems (Imandoust & Bolandraftar, 2013). However, in this experiment, we are also experimenting with various values for k, which varies from 1 to 50. This is because we can also investigate the performance of KNN by observing each possible k value to find the optimal performance. Value k was chosen up to 50 was adopted from a study done by Mustafa and Lokman (2014). We have also tried to use a k value less than 50, but it gave an error due to the data frame element of parameter training and the test dataset is not suitable for plotting value k less than 50.

After that, we proceed with SVM and ANN classification. For SVM classification, the library used in R is "e1071", which is for miscellaneous functions of the Department of Statistics, Probability Theory Group. The kernel is a function work by transforming the input state space to a higher-dimensional space, where the data can be linearly separated (Andre et al., 2013). However, before the SVM function was called, we tested the various cost values from 1 to 8 using the tune function. The result showed that the cost of tune function of value 7 gives high accuracy. Hence, value 7 is chosen. The 'tune' function from the 'e1071' package in R is to tune the hyperparameters of SVM using a grid search algorithm where it depends on the application.

The last classification, ANN, uses library "nnet" for feed-forward Neural Networks and Multinomial Log-Liner Models. The minimum number of neurons in the hidden layer was chosen to be eight because we need to classify eight bands of the EEG signal. Overall the layer of ANN implementation consists of input, eight hidden layers, and one output layer that will classify the band. Table 1 summarised the parameter set used in this experiment.

| Algorithm | Parameter | Value |
|-----------|-----------|-------|
| FFT       | Frequency | Min=0 Max=500 |
|           | Window Size | 512 |
| KNN       | k value   | 1 till 50 |
| SVM       | Cost      | 7 |
|           | Kernel    | Radial |
| ANN       | Hidden Layer | 8 |
|           | Decay     | 5e-4 |
|           | Maxit     | 200 |

3.0 RESULTS AND DISCUSSION

3.1 Result of FFT + KNN
In the FFT + KNN classification experiment, the results show that the highest accuracy for KNN is 29%, with k value is 1. As the k value increases, accuracy is depleted to zero value, and thus, the increasing k value is not valid. The statement above aligns with Xie (2012), where a smaller number of neighbours will produce more accurate but higher variance prediction and vice versa for a larger value. According to Kim et al. (2012), the main advantage of the KNN algorithm is that it performs well with multi-modal classes because the basis of its decision is based on a small neighbourhood of similar objects that still lead to good accuracy. However, in this experiment, KNN is not a good choice to perform eight bands classification because the data point signal value is too close to each other.

3.2 Result of FFT + SVM
The goal of SVM is to determine classes of observations and build boundaries to predict which future class observations belong to based on the measurements. Thus, the parameter used in SVM consists of two, which are using the kernel and the cost of misclassifications. The tune command was used to find the best-fitting value cost and calculate the accuracy for each value. We have set the tuning value from 1 to 8. The result turned out that the value cost 7 gave higher accuracy, which is 100%. Hence, we used the SVM command in training and test datasets with cost value 7 to classify the eight bands. Both give the same trend of 8 frequency bands result. Figure 7 and Figure 8 showed the result of FFT + SVM successfully classified accordingly the respective bands which are Very low (0 – 1.24 Hz), Delta (1.25– 4.5 Hz), theta (4.75 Hz), alpha (8−12 Hz), beta (13−20 Hz), and gamma (30−40 Hz).
- 6.75 Hz), alpha-1 (7 – 9.5 Hz), alpha-2 (9.75 – 12.5), beta-1 (12.75 – 18.5 Hz), beta-2 (18.75 – 35 Hz) and Gamma (35.25 – 45 Hz). To compute the graph below, we calculated the mean value of each classified band. Thus, the value showed in mV².

The result in the training dataset shows the Frontal Cortex gives a higher mean for Delta, while in the test dataset, Alpha-1 gave a higher mean. The Parietal Cortex and Right Hippocampus regions for both datasets show Delta band shows the highest mean value and the Gamma band is the lowest. Both showed almost the same trend. However, the trend changed in the Left Hippocampus region for both datasets. The top highest for the training dataset is Delta, Theta, and Beta-2. The top highest is Alpha-1, Theta, and Delta in the test dataset. The graph trend is expected to be different due to the random split data we set before implementing the classification step.

### 3.3 Result of FFT + ANN

The result of the EEG dataset applied with the FFT + ANN classification is shown in Figure 9. ANN consists of some neurons in hidden layers, which in this case, we use a value of eight because the purpose of classification must be in eight different bands. The black lines show the connections with weights. As mentioned previously, the ANN net is essentially a black box, so there is not much explanation on the fitting, the weights, and the model (Olden & Jackson, 2002).

The results showed 49.57%, which is almost 50%. Based on this, we conclude that a network of linear neurons did not exhibit significant performance with an accuracy of less than 50% for both datasets. The reason for combining different classification methods is to investigate its effect on the EEG dataset and at the same time automate the eight bands classification. Table 2 is the result that summarises all three classification methods that have been applied.
The main highlight in this experiment is the result achieved by the FFT+SVM method. This method successfully classifies the bands into eight bands with an accuracy of 100%. This is because SVM is regarded as a useful tool for effectively complementing the information gained. According to Auria and Moro (2011), SVM can produce accurate and robust classification results and conveniently evaluate relevant information. Hence, we can conclude that the problem of the article was successfully achieved by using the FFT+SVM method. From this result, we can help CDR USM analyse their EEG dataset in a shorter time by using the script we used in this experiment.

The approximate time they can complete the experiment is reduced to one month because they are still required to collect the EEG data from the rats for the drug habituation experiment but classifying the bands into eight only takes a few minutes to complete.

4.0 CONCLUSIONS

Brain studies have helped in many experiments research fields such as medical, business, entertainment, education, and technology. This is why for centuries, scientists and philosophers have been fascinated by the brain, but until recently, they viewed the brain as nearly incomprehensible. As CDR USM takes approximately two months to analyse the EEG data, it is impractical and time-consuming. Therefore, we present translational research in which we solve the problem faced by CDR USM by proposing a framework to automate the process of classifying the eight bands that consists of two main objectives that we have successfully achieved. The first objective is to hybrid the FFT and classification method. From the experiment that has been done, method FFT+SVM generated accuracy with 100% and successfully classified the EEG signals into eight bands. Besides that, the results of different accuracy reading from different classification methods proved an effect in different classification methods. Hence, from approximately two months of the process manually being done before CDR USM, the time is reduced to one month. CDR USM can use the script we implemented in this experiment to classify the bands accordingly. The script only takes a few minutes to complete. Moreover, the difference t this research portrayed compared to other past work is that this paper automatically classified the bands from a raw EEG signal. Other past works classify only certain labels they need to produce, and the data has been labelled accordingly. Lastly, the future work that can be done is to process more EEG datasets and experiment with more rats instead of one and observe any special features.

Conflicts of Interest: The author declares no conflict of interest.
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