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The measurement of dynamic correlation functions of quantum systems is complicated by measurement back-action. To facilitate such measurements we introduce a protocol, based on weak ancilla–system couplings, that is applicable to arbitrary (pseudo)spin systems and arbitrary equilibrium or nonequilibrium initial states. Different choices of the coupling operator give access to the real and imaginary parts of the dynamic correlation function. This protocol reduces disturbances due to the early time measurements to a minimum, and we quantify the deviation of the measured correlation functions from the theoretical, unitarily-evolved ones. Implementations of the protocol in trapped ions and other experimental platforms are discussed. For spin-1/2 models and single-site observables we prove that measurement backaction can be avoided altogether, allowing for the use of ancilla-free protocols.

I. INTRODUCTION

Dynamic correlation functions such as \( \langle O_1(t_1)O_2(t_2) \rangle \) relate the values of some observable \( O_1 \) at an early time \( t_1 \) to the value of another observable \( O_2 \) at a later time \( t_2 \). They play an important role in many theoretical approaches, including fluctuation-dissipation theorems and the Kubo formula [1], optical coherence [2], glassy dynamics and aging [3], and many more.

In a classical (non-quantum mechanical) system, a straightforward—at least in principle—protocol for determining dynamic correlations consists of measuring the observable \( O_1 \) at time \( t_1 \) and correlating the outcome with the measured value of \( O_2 \) at time \( t_2 \). In a quantum mechanical system, however, such a naive approach is in general thwarted by the measurement backaction, i.e., by the disturbing effect that a measurement of \( O_1 \) at the earlier time \( t_1 \) has, due to the collapse of the wave function, on the subsequent time evolution [4–6]. As a result of this disturbance, correlating the outcomes of measuring \( O_1 \) at time \( t_1 \) with that of \( O_2 \) at \( t_2 \) does not yield the desired dynamic correlation function. As an example, consider two spin-1/2 degrees of freedom, initially in a product state \( |\psi\rangle = (|\alpha\rangle + \beta |\beta\rangle) \otimes (|\alpha\rangle + \beta |\beta\rangle) \) with \( \alpha, \beta \in \mathbb{C} \), where \(|\alpha\rangle \) and \(|\beta\rangle \) denote eigenstates of the Pauli operator \( \sigma^z \) with eigenvalues +1 and −1, respectively. Assume the dynamics of the two spins to be governed by the Hamiltonian \( H = \sigma^x \otimes \sigma^x \). For this scenario, a simple calculation (reported in Appendix A) shows that

\[
\langle \psi | \sigma^x(t) \otimes \sigma^x(0) | \psi \rangle = \cos(2t) \left( |\alpha|^2 - |\beta|^2 \right)^2 - i \sin(2t) (\alpha^* \beta - \alpha \beta^*)^2
\]

in units where \( \hbar = 1 \). The above mentioned naive protocol for obtaining dynamic correlations by projective measurements, however, fails to reproduce this result; see Appendix A.

Due to this failure, measurements of dynamic correlations of quantum systems can be challenging. An interesting scheme, based on Ramsey interferometry and spin-shelving, for probing thermal equilibrium values of dynamic correlations has been put forward by Knap et al. [7]. This scheme requires certain symmetries of the Hamiltonian, and gives access only to the imaginary part of certain components of dynamic correlations, and to the real part of other components. Another protocol for measuring dynamic correlations, which is due to Romero-Isart et al. [8], proposes to weakly couple photons to ultracold atoms in an optical lattice, and store the information imprinted on the photons in a quantum memory. Reading out the correlations between the system and the quantum memory at a later time then gives access to the real part of the dynamic correlation function. Here we introduce a different method, also based on weak system–ancilla coupling, which does not require quantum memories, allows one to measure real as well as imaginary parts of two-time dynamic correlation functions, and applies to arbitrary quantum spin systems and arbitrary equilibrium or nonequilibrium initial states. The setting we have in mind is a spatially extended system, and for simplicity we focus on lattice models.

We consider dynamic correlation functions \( \langle O_i(t_1)O_j(t_2) \rangle \), where the observables \( O_i \) and \( O_j \) act nontrivially only on lattice sites \( i \) and \( j \).

Our first main result is a protocol for determining dynamic correlations \( \langle O_i(t_1)O_j(t_2) \rangle \) by means of noninvasive measurements. Noninvasive measurements have been around for some time and under various names, including nonprojective, generalized, unsharp, or weak measurements [9], and these names are used for slightly different concepts in some works, and interchangeably in others; see [10] for an introduction. The key idea of a noninvasive measurement is simple: Instead of making a measurement on the quantum system directly, a quantum mechanical ancilla is weakly coupled to it for a short period of time. By subsequently making a measurement on the ancilla, some information about the quantum system of interest is retrieved, but a full projection of the system’s state onto an eigenstate of the measured observable is
avoided. Noninvasive measurements play an important role in continuous measurements [11, 12] and quantum control [13], and they have also been used for quantum state estimation [14].

The basic idea behind the noninvasive measurement protocol, introduced in detail in Sec. II, is simple: The system of interest is let to evolve unitarily until the time $t_1$. At that time, an ancillary quantum system is weakly coupled to lattice site $i$ for a short period of time, after which a small amount of information about the system is retrieved by performing a projective measurement on the ancilla. Then, with the ancilla decoupled, the system is evolved unitarily until time $t_2$, at which $O_j$ is measured projectively. The novel technical finding here is to identify specific choices of the weak-coupling unitaries that give access to the real, respectively imaginary, parts of the correlation function. We show in Sec. III that the unitaries that give access to the real, respectively imaginary, parts of the correlation function can be obtained without the complications that arise from the use of an ancilla, while strictly avoiding any kind of backaction effects. From an experimental point of view this finding leads to a substantial simplification when dealing with spin-1/2 systems.

Our second main result, reported in Sec. VII, is specific to spin-1/2 systems: we prove for general spin-1/2 Hamiltonians that the real part of $\langle \sigma_1^a(t_1)\sigma_2^b(t_2) \rangle$ with $a, b \in \{x, y, z\}$ is not affected by measurement backaction. Hence, fully projective measurements can be used at times $t_1$ and $t_2$. This does mean that no collapse of the wavefunction takes place, only that its effect precisely cancels out in the real part. The imaginary part of $\langle \sigma_1^a(t_1)\sigma_2^b(t_2) \rangle$ can be obtained by a different kind of measurement protocol, reported in Sec. VIII, based on a local rotation of the spin at site $i$ at the early time $t_1$. Combining these two protocols, dynamic correlation functions can be obtained without the complications that arise from the use of an ancilla, while strictly avoiding any kind of backaction effects. From an experimental point of view this finding leads to a substantial simplification when dealing with spin-1/2 systems.

II. NONINVASIVE MEASUREMENT PROTOCOL

All protocols are derived and stated in the language of lattice spin systems with spin quantum number $s \in \mathbb{N}/2$, but generalizations to continuum systems should be possible. Our aim is to estimate dynamic correlations

$$C(t_1, t_2) = \langle S_i^a(t_1)S_j^b(t_2) \rangle$$

$$= \langle \psi | e^{iH_1} S_i^a e^{-iH_1} e^{iH_2} S_j^b e^{-iH_2} | \psi \rangle, \quad (2)$$

where $S_i^a$ denotes the $a$-component of a spin-$s$ operator at lattice site $i$, with $a \in \{x, y, z\}$. For notational simplicity the Hamiltonian $H$ is assumed to be time-independent, but this constraint can be released. $| \psi \rangle$ is the initial system state at time $t = 0$. Generalizations to correlations at more than two times and/or more than two lattice sites are possible and straightforward.

The possible outcomes of a projective measurement of either spin observable in (2) are $m_a, m_b \in \mathcal{F} = \{s, s - 1, \ldots, -s + 1, -s\}$. Performing such a measurement at times $t_1$ and $t_2$, the correlations between the early and the late measurement is given by

$$\mathcal{C}^{proj} = \sum_{m_a, m_b \in \mathcal{F}} m_a m_b P_{m_a m_b}, \quad (3)$$

where $P_{m_a m_b}$ denotes the joint probability to projectively measure eigenvalue $m_a$ and $m_b$ at times $t_1$ and $t_2$, respectively. Measuring such a correlation function by means of projective measurements at times $t_1$ and $t_2$ suffers from two difficulties (see Appendix A for a worked example). Firstly, the expectation value in (2) is in general complex, and therefore cannot be directly described by the real (non-complex) measurement outcomes and the corresponding probabilities as in (3). Secondly, as alluded to in the introduction, a projective measurement at the early time $t_1$ disturbs the unitary dynamics, and (2) and (3) therefore differ in general. The following protocol, based on noninvasive measurements, successfully deals with both these difficulties.

For the noninvasive measurement at time $t_1$, the protocol makes use of an ancillary spin-$s$ degree of freedom. The total Hilbert space is therefore

$$\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_S, \quad (4)$$

where the ancilla Hilbert space is $\mathcal{H}_A = \mathbb{C}^{2s+1}$ and the Hilbert space for a system of $N$ spin-$s$ degrees of freedom is $\mathcal{H}_S = (\mathbb{C}^{2s+1})^\otimes N$. The system Hamiltonian $H = 1_A \otimes H_S$, which is responsible for the unitary evolution in the dynamic correlation function (2), acts nontrivially on $\mathcal{H}_S$ only. The motivation for introducing the ancilla is that, by weakly coupling the ancilla to the system by means of a Hamiltonian that acts on the total Hilbert space $\mathcal{H}$, information about the system can be extracted by projectively measuring the ancilla, without causing a complete collapse of the system’s wave function.

The noninvasive measurement protocol consists of the following steps.
a. Initial state preparation. We assume ancilla and system to initially be in a product state,
\[ |Ψ⟩ = |φ⟩ ⊗ |ψ⟩ \equiv |φ, ψ⟩. \] (5)
While the system initial state |ψ⟩ is arbitrary (and determined by the physical situation under investigation), we will determine the optimal choice of the ancilla initial state |φ⟩ in (15).

b. Time evolution until time \( t_1 \). Time-evolve the initial state |Ψ⟩ up to the time \( t_1 \) with the system Hamiltonian \( H \),
\[ |Ψ(t_1)⟩ = |φ⟩ ⊗ e^{-iHt_1} |ψ⟩ \equiv |φ, ψ(t_1)⟩. \] (6)
The ancilla state |φ⟩ remains unaffected.

c. Weak coupling of ancilla and system site \( i \). Time evolution of |Ψ(t_1)⟩ with a coupling Hamiltonian \( B ⊗ A_i \) has the effect of generating entanglement between ancilla and system. The operator \( A_i \) is chosen such as to act nontrivially only on the spin at lattice site \( i \) for which, according to (2), correlations at time \( t_1 \) are to be determined. This choice is expected to be most conducive towards our goal of imprinting information specifically about the state of the spin at site \( i \) onto the ancilla. We assume that the corresponding time evolution operator
\[ \Psi(λ) = \exp(-iλB ⊗ A_i) \simeq 1 - iλB ⊗ A_i \] (7)
can be approximated to linear order in \( |λ||B ⊗ A_i| \). Here and in the following we use the symbol \( \simeq \) to denote validity up to linear order in \( λ \). Physically, the required condition \( |λ||B ⊗ A_i| \ll 1 \) can be satisfied either by implementing a Hamiltonian of weak interaction strength \( |B ⊗ A_i| \), and/or by choosing the coupling time \( λ \) sufficiently small. Here we will take the point of view that \( |λ| \ll 1 \) and choose, without loss of generality, coupling operators such that \( |A_i| = 1 \) and \( |B| = 1 \). At the end of the coupling procedure, one obtains
\[ |Ψ_λ(t_1)⟩ \simeq |φ, ψ(t_1)⟩ - iλ|Bφ, A_iψ(t_1)⟩. \] (8)
d. Measuring the ancilla. The state of the ancilla is then probed by projectively measuring the observable \( S^a \otimes 1_S \), i.e., for the ancilla spin, the same component \( a \) that occurs in the correlation function (2) at lattice site \( i \) is probed. We denote the \( 2s+1 \) eigenstates of \( S^a \) as \( |m_a⟩ \) with corresponding eigenvalues \( m_a \in S \). According to the Born rule, one measures \( m_a \) with probability
\[ P_{m_a} \simeq ⟨Ψ_λ(t_1)|⟨m_a| ⟨m_a| 1_S |Ψ_λ(t_1)⟩⟩ = |⟨m_a|⟩|^2 - iλ ⟨A_i(t_1)⟩_ψ (⟨φ|m_a⟩ ⟨m_a| B |φ⟩ - c.c.), \] (9)
where c.c. denotes the complex conjugate and \( ⟨A_i(t_1)⟩_ψ = ⟨ψ| U^†(t_1) A_i U(t_1) |ψ⟩ \). The post-measurement state is given by the normalized (and linearized with respect to \( λ \) projection onto the subspace corresponding to the outcome \( m_a \) of the measurement,
\[ |Ψ_{m_a}(t_1)⟩ \simeq \frac{|m_a⟩ ⟨m_a| 1_S |Ψ_λ(t_1)⟩}{||⟨m_a|⟩|^2} \simeq |m_a⟩ ⊗ |ψ_{m_a}(t_1)⟩ \] (10)
with
\[ |ψ_{m_a}(t_1)⟩ \simeq \left\{ \frac{|m_a⟩ |φ⟩}{|⟨m_a|⟩} - iλ \left[ \frac{⟨m_a| B |φ⟩}{|⟨m_a|⟩} A_i - \frac{⟨m_a|}{2 |⟨m_a|⟩^2} \right] \times (A_i(t_1))_ψ (⟨φ|m_a⟩ ⟨m_a| B |φ⟩ - c.c.) \right\} |ψ(t_1)⟩. \] (11)

Ancilla and system are again in a product state.

e. Time evolution until time \( t_2 \). Time-evolve the post-measurement state \( |Ψ_{m_a}(t_1)⟩ \) up to the time \( t_2 \) with the system Hamiltonian \( H_S \),
\[ |Ψ_{m_a}(t_2)⟩ \simeq |m_a⟩ ⊗ e^{-iH_S(t_2-t_1)} |ψ_{m_a}(t_1)⟩. \] (12)
The ancilla state \( |m_a⟩ \) remains unaffected.

f. Projective measurement at site \( j \). At the final time \( t_2 \), the disturbing effect due to a measurement is not of concern, and we can projectively measure the observable \( S_j^b \) at lattice site \( j \) without compromising the accuracy of the correlation function (2) which we wish to measure. The conditional probability of measuring the system in eigenstate \( |m_b⟩ \) of \( S_j^b \) after having obtained eigenvalue \( m_a \) when measuring the ancilla is
\[ P_{m_b|m_a} \simeq (|Ψ_{m_a}(t_2)| ⟨1_A ⊗ |m_b⟩ ⟨m_b| |Ψ_{m_a}(t_2)⟩) \]
\[ \simeq |⟨m_b| U(t_2) |ψ⟩|^2 - iλ \left\{ \frac{⟨φ|m_a⟩ ⟨m_a| B |φ⟩}{|⟨m_a|⟩^2} \right\} \]
\[ \times \left[ (ψ| U^†(t_2) |m_b⟩ ⟨m_b| U(t_2-t_1) A_i U(t_1) |ψ⟩ - ⟨A_i(t_1)⟩_ψ) |⟨m_b| U(t_2) |ψ⟩|^2 - c.c. \right\}. \] (13)

g. Correlating the measured outcomes. We use the probabilities (9) and (13) to calculate the correlation (3) between the measured ancilla spin at \( t_1 \) and the system spin \( j \) at \( t_2 \),
\[ γ(t_1, t_2) = \sum_{m_a, m_b \in S} m_a m_b P_{m_b|m_a} P_{m_a} \]
\[ = (S^a| φ) (S_j^b(t_2))_ψ \]
\[ - iλ \left[ (S^a B) φ (ψ| S_j^b(t_2) A_i(t_1) |ψ⟩ - c.c.) \right], \] (14)
where we have absorbed the summations via the spectral representations of \( S^a \) and \( S_j^b \). By setting \( A_i = S_j^a \), the last line in (14) is made to contain the desired correlation (2), which, in light of the fact that the ancilla has been measured projectively, is a remarkable finding.

Isolating this desired term requires exact knowledge of the value \( (S^a| φ) (S_j^b(t_2))_ψ \). Since the initial system state \( |ψ⟩ \) is generally unknown, the best strategy is to choose the initial ancilla state
\[ |φ⟩ = \sum_{m_a \in S} c_{m_a} |m_a⟩ \] (15)
such that
\[ \langle S^a \rangle_{\phi} = 0, \]  
(16)
which is satisfied if the coefficients \( c_{m_a} \) in (15) satisfy
\[ \sum_{m_a \in S, m_a > 0} m_a (|c_{m_a}|^2 - |c_{-m_a}|^2) = 0. \]  
(17)

Physically relevant states satisfying this condition are, for instance, spin coherent states, or equal superpositions where \( c_{m_a} = 1/\sqrt{2s+1} \) for all \( m_a \in S \). We choose the latter for our derivation, noting that other choices only lead to modified prefactors \( f^{(1)}, f^{(2)} \) in (20) and (22).

With condition (16) satisfied, (14) reduces to
\[ \mathcal{C}(t_1, t_2) \approx -\frac{2\lambda}{2s+1} \sum_{m_a, m'_a \in S} m_a \text{Im} \left( \langle m_a | B | m'_a \rangle C(t_1, t_2) \right), \]  
(18)
from which we can extract the real or imaginary part of \( C \) through suitable choices of \( B \). Choosing \( B \) Hermitian and symmetric renders (18) proportional to the imaginary part of \( C \). A physically natural choice is
\[ B = B^{(1)} = S^a, \]  
(19)
which yields
\[ \mathcal{C}^{(1)}(t_1, t_2) \approx -\frac{2\lambda f^{(1)}}{2s+1} \text{Im} \left( C(t_1, t_2) \right) \]  
(20)
with \( f^{(1)} = \sum_{m_a \in S} m_a^2 \). Choosing \( B \) Hermitian and anti-symmetric makes (18) proportional to the real part of \( C \). For \( S^a = S^z \) a physically appealing choice is \( B = S^y \) or, analogously for general \( a \in \{x, y, z\} \), the spin component
\[ B = B^{(2)} = -i \left( S^+ - S^- \right), \]  
(21)
where \( S^\pm \) denote spin-lowering or raising operators with respect to the \( m_a \)-eigenbasis. Then (18) reduces to
\[ \mathcal{C}^{(2)}(t_1, t_2) \approx -\frac{2\lambda f^{(2)}}{2s+1} \text{Re} \left( C(t_1, t_2) \right) \]  
(22)
with \( f^{(2)} = i \sum_{m_a, m'_a \in S} m_a \langle m_a | B^{(2)} | m'_a \rangle \). Inverting Eqs. (20) and (22), we can define
\[ C^\lambda(t_1, t_2) = -\frac{2s+1}{2\lambda} \left( \frac{\mathcal{C}^{(2)}(t_1, t_2)}{f^{(2)}} + i \frac{\mathcal{C}^{(1)}(t_1, t_2)}{f^{(1)}} \right), \]  
(23)
which approximates the exact correlation function \( C(t_1, t_2) \) for sufficiently small \( \lambda \).

Equation (23) is the first main result of this paper, demonstrating the validity of the proposed noninvasive measurement protocol. It shows that experimental implementation, discussed further in Sec. VI, will require two measurement samples, one for system–ancilla coupling \( B^{(1)} \otimes S^a \) and a second one for \( B^{(2)} \otimes S^a \), in order to construct the complex-valued correlation function (23). It is remarkable that the first-order (in \( \lambda \) ) approximation of the ancilla–system coupling \( \mathcal{C}^{(2)} \) leads to such a succinct relation between \( C(t_1, t_2) \) and \( C^0(t_1, t_2) \). The protocol can be applied to any spin model regardless of interaction type, spin number or dimensionality.

A number of measurement schemes discussed in the literature bear some superficial similarity to the above described protocol. In Ref. [15] two noninvasive measurements are made in succession, but not in a way suitable for, nor with the aim of, allowing for the full reconstruction of dynamical correlation functions. Other references use noninvasive measurements to show violations of Leggett-Garg inequalities, but the latter are inequalities for the dynamic correlations of (real) measurement outputs, so connecting the result to the (complex) dynamic correlation function (2) is not part of the agenda [16, 17].

### III. FINITE-SAMPLE ESTIMATORS AND ERRORS

The key formula (23) of the noninvasive measurement protocol contains the system–ancilla dynamical correlation function \( \mathcal{C} \) defined in (14), which in turn requires the knowledge of the outcome probabilities \( P^m_{\alpha} \) and \( P_{m\alpha|m'\alpha} \). An exact calculation of these probabilities, which involve the time-evolution under the many-body Hamiltonian \( H \), is in almost all cases impossible. Experimentally one can estimate the probabilities by doing multiple repetitions of the protocol of Sec. II, and then combine the estimated probabilities according to (14) to obtain estimators \( \mathcal{C}^m_n \) of the system–ancilla correlation function \( \mathcal{C}^m \) with \( m = 1, 2 \), where the subscript \( n \) indicates the use of a finite sample of \( n \) measurements.

Due to the finite sample size, the estimators will be error-prone, and this error propagates into the estimated dynamic correlation function
\[ C^\lambda_n(t_1, t_2) = \frac{2s+1}{2\lambda} \left( \frac{\mathcal{C}^{(2)}_n(t_1, t_2)}{f^{(2)}} + i \frac{\mathcal{C}^{(1)}_n(t_1, t_2)}{f^{(1)}} \right). \]  
(24)
From Eq. (24) it follows that the noise contained in the signal \( \mathcal{C}_n \) will be inherited by \( C^\lambda_n \) and, by standard error propagation, will be strongly amplified in the limit \( \lambda \to 0 \).

At this point an interesting optimization problem arises: The noninvasive measurement protocol of Sec. II was derived in linear order in \( \lambda \), and is hence accurate only for sufficiently weak system–ancilla couplings \( \lambda \), while larger \( \lambda \) will lead to systematic errors in the estimators \( \mathcal{C}^m_n \), and hence in \( C^\lambda_n \). The statistical errors discussed in the previous paragraph show the opposite tendency, becoming smaller with increasing \( \lambda \). The total error in \( C^\lambda_n \), given by the sum of systematic and statistical errors, is therefore expected to take on a minimum at some intermediate value \( \lambda^* \) of the ancilla–system coupling. Since the systematic error is independent of the sample size \( n \), while the statistical error decreases with increasing \( n \), we expect \( \lambda^* \) to decrease as \( n \) increases. Realistically, however, limited resources (man power or time or money), will cap the maximum sample size \( n \).

For the application of the noninvasive measurement protocol, the following optimization problem is therefore of rele-
vance: Given a finite sample size \( n \), what is the optimal \( \lambda \) such that the sum of systematic and statistical error becomes minimal?

In the remainder of this section we investigate this question by deriving a bound on the total error. For doing so, it may be convenient to recapitulate the different (estimators of) correlation functions that we have introduced.

**C:** Exact correlation function (2); this is the quantity we would like to extract by means of noninvasive measurements.

**C^\lambda:** Correlation function (23), defined in terms of the probabilities of system and ancilla measurement outcomes as in the second line of (14). Shown to be equal to \( C \) asymptotically in the limit of small \( \lambda \). In principle, an infinite number of measurements would be required to determine the exact probabilities.

**C^\lambda_n:** Correlation function (24), defined like \( C^\lambda \) in terms of system and ancilla measurement outcomes, but with probabilities replaced by relative frequencies. This is the quantity one actually obtains from a sequence of \( 2n \) measurements (\( n \) for each operator \( B^{(m)} \)).

The systematic, statistical, and total errors are then respectively given by

\[
\epsilon_{\text{sys}} = |C - C^\lambda|, \quad (25a)
\]

\[
\epsilon_{\text{stat}} = |C^\lambda - C^\lambda_n|, \quad (25b)
\]

\[
\epsilon_{\text{tot}} = |C - C^\lambda_n| \leq |\epsilon_{\text{sys}}| + |\epsilon_{\text{stat}}|. \quad (25c)
\]

The statistical error originates from the replacement of probabilities in the first line of (14) by the corresponding relative frequencies with which the different outcomes are measured in a sequence of \( n \) measurements. This replacement is most directly done in the non-conditional probabilities

\[
P_{m_a m_b} = P_m^a P_m^b |m_a, m_b|, \quad (26)
\]

which denote the joint probabilities of measuring \( m_a \) for the ancilla spin and \( m_b \) for the system spin at site \( j \). In a sample of \( n \) measurements, one will observe the \((2s + 1)^2\) possible outcome combinations \((m_a, m_b)\) with relative frequencies \( n_{m_a, m_b}/n \), such that

\[
\sum_{m_a, m_b} n_{m_a, m_b} = n \quad \text{and} \quad \lim_{n \to \infty} \frac{n_{m_a, m_b}}{n} = P_{m_a m_b}. \quad (27)
\]

For sufficiently large \( n \), one expects \( n_{m_a, m_b}/n \) to be Poisson-distributed with mean \( P_{m_a m_b} \) and standard deviation \( \sqrt{P_{m_a m_b}}/n \) [18]. Making use of \( n_{m_a, m_b}/n = P_{m_a m_b} \pm \sqrt{P_{m_a m_b}}/n \), we find

\[
\mathcal{E}_n = \sum_{m_a, m_b} m_a m_b \frac{n_{m_a, m_b}}{n} = \mathcal{E} + \sum_{m_a, m_b} m_a m_b \frac{\sqrt{n_{m_a, m_b}}}{n}. \quad (28)
\]

Substituting (24) and (23) into (25b) we find

\[
\epsilon_{\text{stat}} \leq \frac{2s + 1}{2|\lambda|} \left( \frac{|\mathcal{E}^2(2) - \mathcal{E}^2_n(2)|}{f(2)} + \frac{|\mathcal{E}^2(1) - \mathcal{E}^2_n(1)|}{f(1)} \right)
\]

\[
\leq \frac{2s + 1}{2|\lambda|} \sum_{m_a, m_b} |m_a m_b| \left( \frac{\sqrt{n_{m_a, m_b}}}{f(2)} + \frac{1}{f(1)} \right),
\]

where (28) and the triangle inequality were used. From this estimate we expect that, for a fixed sample size \( n \), the noise-to-signal ratio of the noninvasive measurement protocol diverges in the limit of small \( \lambda \).

Estimating the systematic error \( \epsilon_{\text{sys}} \) is much more challenging in general, as it involves the exact dynamic correlation function \( C \), which is usually unknown. One possible approach is to redo the calculations of Sec. II to next-to-leading order in \( \lambda \), from which we could estimate the linear (in \( \lambda \)) contribution to \( \epsilon_{\text{sys}} \) in the regime of small \( \lambda \). In the next section we will follow a different approach, trying to obtain an understanding of the interplay between systematic and statistical errors by discussing an exactly solvable minimal model, consisting of three spin-1/2 particles: one ancilla and two system degrees of freedom.

**IV. EXAMPLE: TWO SYSTEM SPINS, ONE ANCILLA**

As a minimal model for investigating spatio-temporal correlations by means of noninvasive measurements, we require a system consisting of two sites, plus a single ancilla spin. The resulting Hilbert space of three spin-1/2 degrees of freedom is eight-dimensional, and all calculations can be performed numerically with little effort.

We choose a Hamiltonian with Ising-type spin–spin coupling,

\[
H = \sigma^x_1 \sigma^x_2, \quad (30)
\]

and consider dynamics starting from an initial product state

\[
|\Psi\rangle = |\phi\rangle \otimes |\psi_1\rangle \otimes |\psi_2\rangle,
\]

where the system spin states are parametrized by angles \( \alpha_i \in [0, \pi/2] \) and \( \theta_i \in [0, 2\pi] \) as

\[
|\psi_i\rangle = \cos(\alpha_i)e^{-i\theta_i/2}|+z\rangle + \sin(\alpha_i)e^{i\theta_i/2}|-z\rangle
\]

for \( i = 1, 2 \), and the ancilla initial state \( |\phi\rangle \) is given by (15). Our aim is to apply the noninvasive measurement protocol for estimating the dynamical \( zz \) correlation function

\[
C(t_1, t_2) = \langle \psi_1 | \psi_2 \rangle \sigma_z(t_1) \sigma_z(t_2) \langle \psi_1 | \psi_2 \rangle
\]

\[
= \cos(2\alpha_1) \cos(2\alpha_2) \cos(2(t_2 - t_1)) + i \sin(2\alpha_1) \sin(2\alpha_2) \sin(\theta_1) \sin(\theta_2) \sin(2(t_2 - t_1)).
\]

To obtain the systematic error \( \epsilon_{\text{sys}} \) (25a) one needs the probabilities occurring in (14) as they arise in the protocol of
Sec. II, but without linear approximations in \( \lambda \). Calculating these probabilities for the Hamiltonian (30) and combining them according to the middle line of (14) we can to all orders in \( \lambda \) construct

\[
C^{\lambda}(t_1, t_2) = \frac{1}{2\lambda^2} \left( \cos(2\alpha_1) \cos(2\alpha_2) \sin(2\lambda) \cos(2(t_2 - t_1))
+ i \sin(2\alpha_1) \sin(2\alpha_2) \sin(\theta_1) \sin(\theta_2) \sin(2\lambda) \sin(2(t_2 - t_1)) \right)
\]

as defined in (23). Substituting (33) and (34) into (25a) we obtain the systematic error

\[
\epsilon_{\text{sys}} = \frac{1}{2\lambda^2} \left| (2\lambda - \sin(2\lambda)) \left[ \cos(2(t_2 - t_1)) \cos(2\alpha_1) \cos(2\alpha_2)
+ i \sin(2(t_2 - t_1)) \sin(\theta_1) \sin(\theta_2) \sin(2\alpha_1) \sin(2\alpha_2) \right] \right|.
\]

The systematic error \( \epsilon_{\text{sys}} \), which vanishes for \( \lambda \to 0 \), is shown in Fig. 1 (left, red line increasing from origin) for the example \( \alpha_1 = \alpha_2 = \pi/3 \) and \( \lambda \in [0, 1] \). In the same plot the upper bound (29) on the statistical error, which decreases with increasing \( \lambda \), is shown for various sample sizes \( n \) (black lines as indicated by the legend). For sufficiently large \( n \) the total error bound \( \epsilon_{\text{tot}} \) shows a minimum for some \( \lambda = \lambda^* \) (Fig. 1, center). Hence, assuming the bounds to be reasonably tight, \( \lambda = \lambda^* \) should be a good choice for the system–ancilla coupling when using a sample of \( n = 10^4 \) measurements. The corresponding error estimate is fairly large due to the conservative upper bound of the statistical error (29).

To check the tightness of the bounds, we numerically implemented the noninvasive measurement protocol of Sec. II, using the exact time evolution (without expanding in \( \lambda \)) and drawing samples of random numbers according to the ancilla- and system-spin outcome probabilities [19]. As expected, the results of the numerical implementation (red dots, Fig. 1 center) are smaller than the conservatively estimated analytical error bounds. The influence of the statistical and systematic errors is evident in the numeric data. For \( \lambda < \lambda^* \) the statistical error dominates, causing fluctuations whose sizes are of the same order as the total error. For \( \lambda > \lambda^* \) the measured errors exhibit smaller fluctuations, and follow the trend of the error bound, reflecting the increasingly dominant role of the systematic error at larger \( \lambda \). To consistently achieve good accuracies, the ancilla-system coupling at \( t_1 \) should be chosen close to, but not smaller than \( \lambda^* \).

The performance of the noninvasive protocol is characterized in Fig. 1 (right), where the minimum value \( \bar{\epsilon}_{\text{tot}}(\lambda^*) \) as well as the corresponding \( \lambda^* \) is shown for a range of sample sizes. The minimum error decays like a power law with increasing sample size, and so does the corresponding optimal coupling \( \lambda^* \). This plot answers, at least on the level of error estimates, the optimization question posed at the beginning of Sec. III. The conservative error estimates assume individual errors to not compensate each other, and experimental implementations are therefore expected to achieve smaller errors.

V. GENERALISATIONS

The noninvasive measurement protocol of Sec. II is based on two key ingredients: weak system–ancilla coupling to reduce measurement backaction, and multiple repetitions of the protocol to achieve a sufficient signal-to-noise ratio. To further improve the protocol, one may wonder whether measurement backaction can be further reduced by coupling (and then decoupling) an ancilla to the system at time \( t_1 \), but measuring the ancilla (step \( d \) in the protocol of Sec. II) only at time \( t_2 \) or even later. Such deferred measurements, recently suggested in [20], are shown in Appendix C to have no effect on our suggested protocol and lead to the exact same estimators and errors.

Another modification of the protocol could seek to make better use of experimental resources by performing multiple noninvasive measurements at times \( t_1, t_2, t_3, \ldots \) with the aim of extracting several dynamic correlation functions \( C(t_1, t_2), C(t_1, t_3), C(t_2, t_3), \ldots \) from the same sample of experimental runs. We show in Appendix D that such a protocol is feasible, but it turns out to be less efficient than separate noninvasive measurements for the desired dynamic correlation functions.

VI. IMPLEMENTATION IN LINEAR ION TRAPS

The noninvasive measurement protocol of Sec. II requires a high level of control, in particular the possibility to prepare an ancilla in a well-defined state and to couple it to and decouple it from the system. There are a number of experimental platforms based on trapped cold atoms, molecules, or ions with which quantum spin models can be emulated, and which hold the potential for implementing the protocol. Here we discuss in some detail a scheme suitable for trapped ions in linear radio-frequency traps (Paul traps) and show that all required steps can be implemented with current technology.

Choosing two hyperfine electronic states of a trapped ion as spin states \( |\pm\rangle \), one can drive transitions from one to the other with an oscillating field whose frequency is tuned to the energy gap of the two states [21]. As a result each ion can be modeled as an effective spin-1/2 particle. Furthermore, linear Paul traps confine ions along a single axis in real-space [22], thereby creating a one-dimensional array of \( N \) ions, which can be modeled as a chain of \( N \) spin-1/2 particles.

We propose to designate one of the \( N \) trapped ions as the spin-1/2 ancilla particle, which can be prepared in the required initial state (15) via single-ion laser addressing provided that the qubit transition is in the optical regime. The remaining ions form the system, and their dynamics under action of a desired Hamiltonian can be initiated and driven for some time \( t_1 \). To measure dynamic correlations between the ions at sites \( i \) and \( j \), it is not necessary for the ancilla ion to be adjacent to any of these sites; it may be located at any site, including the chain ends. To retain the initial ancilla state, one must exclude it from the dynamics. This can be achieved with a “spin-shelving” procedure [22], which involves placing the ancilla ion in a different external state such that the dynamics-generating driving field does not couple to that ion.
To realize step c. of the protocol in Sec. II, the system dynamics must be temporarily stopped at time $t_1$ by switching off the driving fields, and the ancilla spin must be coupled with only the $i$th lattice spin. Interactions between ions are mediated through collective phonon modes of the ion lattice. Restricting the interaction to a specific ion pair requires sophisticated but well-established techniques, as described in [23–26]. One suitable technique to generate the system–ancilla coupling (7) under Hamiltonian $H_c = B \otimes A_i$ is a method in which entangling gates are mediated by phonon modes transverse to the trap axis [26, 27]. For a linear ion trap, these transverse phonon mode gates can entangle the spin states of arbitrary ion pairs and for a chosen coupling strength $\lambda$, by producing a $\sigma^z\sigma^z$ interaction.

The system–ancilla coupling is then restricted to $\mathcal{H}(\lambda) = \exp(-i\lambda\sigma^z\otimes\sigma^z)$, which is sufficient for measuring the imaginary part of $\langle \psi | \sigma^z_i(t_1)\sigma^z_j(t_2) | \psi \rangle$ with $b \in \{x, y, z\}$, but not for other spin components. We show in Appendix F that appropriate rotations of the system and the ancilla allow us to extract estimators for real and imaginary parts of arbitrary dynamic correlations $\langle \psi | \sigma^z_i(t_1)\sigma^z_j(t_2) | \psi \rangle$.

VII. PROJECTIVE MEASUREMENT PROTOCOL FOR SPIN-1/2 MODELS

The noninvasive measurement protocol of Sec. II, which is valid for general spin models and observables, was introduced with the aim of reducing, and essentially eliminating, in the limit of small $\lambda$, the disturbing effect of measurement backaction at the early measurement time $t_1$. Surprisingly, for spin-1/2 models, but with otherwise general Hamiltonians, dynamic correlations

$$C(t_1, t_2) = \langle \sigma^z_i(t_1)\sigma^z_j(t_2) \rangle$$

(36)

can be obtained with strictly zero disturbance from measurement backaction. This can be achieved for the real part of $C$ by the following protocol, based on projective measurements, and for the imaginary part by a protocol based on local rotations, as put forward in Sec. VIII.

a. Time evolution until time $t_1$,

$$|\psi(t_1)\rangle = e^{-iHt_1} |\psi\rangle,$$

(37)

b. Projective measurement at site $i$. The state is probed by projectively measuring the observable $\sigma^z_i$. We denote the eigenstates of $\sigma^z_i$ as $|+_i\rangle$ and $|-_i\rangle$ with eigenvalues $+1$ and $-1$, respectively, and the corresponding projectors by $\Pi^+_i$ and $\Pi^-_i$. According to the Born rule, one measures $\pm i$ with probabilities

$$P^\text{proj}_{\pm i} = \langle \psi(t_1) | \Pi^\pm_i | \psi(t_1) \rangle,$$

(38)

and the corresponding post-measurement states are

$$|\psi^\pm_i(t_1)\rangle = \frac{\Pi^\pm_i | \psi(t_1) \rangle}{\| \Pi^\pm_i | \psi(t_1) \rangle \|},$$

(39)

c. Time evolution until time $t_2$. Time-evolve the post-measurement state $|\psi^\pm_i(t_1)\rangle$ up to the time $t_2$,

$$|\psi^\pm_i(t_2)\rangle = e^{-iH(t_2-t_1)} |\psi^\pm_i(t_1)\rangle,$$

(40)

d. Projective measurement at site $j$. The conditional probability of measuring the system in eigenstate $|\pm_j\rangle$ of $\sigma^z_j$ at time $t_2$ after having obtained $|\pm_i\rangle$ when measuring $\sigma^z_i$ at time $t_1$ is

$$P^\text{proj}_{\pm_j|\pm_i} = \langle \psi^\pm_i(t_2) | \Pi^\pm_j | \psi^\pm_i(t_2) \rangle,$$

(41)

e. Correlating the measured outcomes. Correlations are calculated according to

$$\mathcal{C}^\text{proj} = P^\text{proj}_{+_i+_j} + P^\text{proj}_{-_i-_j} - P^\text{proj}_{-_i+_j} - P^\text{proj}_{+_i-_j}.$$

(42)
where \( F^{\text{proj}}_{+\pm b} = P^{\text{proj}}_{+a} P^{\text{proj}}_{+a} \) denotes the joint probability to projectively measure outcome + for \( \sigma^a_i \) at time \( t_1 \) and outcome + for \( \sigma^b_j \) at time \( t_2 \) (and similarly for the other indices). Inserting (38) and (41) into (42) and after some algebraic manipulations (reported in Appendix B) we obtain the final result

\[
\mathcal{E}^{\text{proj}}(t_1, t_2) = C(t_1, t_2) + 2i \text{Im} \left[ \langle \psi | \Pi_{-a}^{t_1}(t_1) \sigma^a_j(t_2) \Pi_{+a}^{t_1}(t_1) | \psi \rangle \right],
\]

(43)

where we have abbreviated \( U^\dagger(t_1) \Pi_{+a}^{t_1} U(t_1) = \Pi_{-a}^{t_1}(t_1) \). \( \mathcal{E}^{\text{proj}} \) is real per its definition (42) and the second term on the right-hand side of (43) is purely imaginary. Hence it follows that

\[
\mathcal{E}^{\text{proj}}(t_1, t_2) = \text{Re} \left[ C(t_1, t_2) \right].
\]

(44)

For Hamiltonians beyond spin-1/2 and/or for general observables, such a projective measurement protocol does not yield the desired dynamic correlation functions. More precisely, we have shown that \( \text{Re} \left[ C \right] = \mathcal{E}^{\text{proj}} \) holds only if the operator

\[
\Gamma = \sum_{m_a} m_a \sum_{m_{a'}} \Pi_{m_a}(t_1) S_a^{m_a} S_{a'}^{m_{a'}}(t_1)
\]

(45)

is anti-hermitian; see Appendix B for a proof. This condition is satisfied for the spin-1/2 setting considered above, but is violated in most other cases, for example for spin-1 models (see Appendix B).

VIII. ROTATION-BASED MEASUREMENT PROTOCOL FOR SPIN-1/2 MODELS

For spin-1/2 models, the imaginary part of \( \langle \psi | \sigma^a_i(t_1) \sigma^a_j(t_2) | \psi \rangle \) can likewise be obtained without the use of ancillas and with strictly zero effect from measurement backaction. This is achieved by the following measurement protocol, based on local rotations.

a. Time evolution until time \( t_1 \).

\[
|\psi(t_1)\rangle = e^{-iHt_1} |\psi\rangle.
\]

(46)

d. Projective measurement at site \( j \). Projectively measure observable \( \sigma^a_j \), with the probability of measuring eigenvalue \( \pm 1 \) corresponding to eigenstate \( |\pm b\rangle \) given by Born’s rule

\[
F^{\text{proj}}_{\pm b} = \langle \psi_\theta(t_2) | \Pi^\pm_b | \psi_\theta(t_2) \rangle.
\]

(50)

e. Construct expectation value of \( \sigma^a_j \). Use the above probabilities to construct the expectation value

\[
\langle \psi_\theta(t_2) | \sigma^a_j | \psi_\theta(t_2) \rangle = \cos^2(\theta/2) \langle \sigma^a_j(t_2) \rangle_\psi + \sin^2(\theta/2) \langle \psi_\theta \rangle_\psi \sigma^a_j(t_2) \sigma^a_j(t_1) | \psi \rangle
\]

\[
\frac{1}{2} \sin \theta \left( -2i \text{Im} \left[ \langle \psi | \sigma^a_i(t_1) \sigma^a_j(t_2) | \psi \rangle \right] \right).
\]

(51)

The last term contains the desired imaginary component, while the first two are errors within this context.

f. Extract Im \( \langle \psi | \sigma^a_i(t_1) \sigma^a_j(t_2) | \psi \rangle \). We make use of the fact that the error terms are invariant under a change in parity of the rotation angle \( \theta \). By repeating steps \( a \) to \( e \) with \( \theta \rightarrow -\theta \), and subtracting the new expectation value from (51), we obtain

\[
\langle \psi_\theta(t_2) | \sigma^a_j | \psi_\theta(t_2) \rangle - \langle \psi_{-\theta}(t_2) | \sigma^a_j | \psi_{-\theta}(t_2) \rangle = -2 \sin \theta \text{Im} \left[ \langle \psi | \sigma^a_i(t_1) \sigma^a_j(t_2) | \psi \rangle \right].
\]

(52)

The imaginary term is then obtained by inverting the above result

\[
\text{Im} \left[ \langle \psi | \sigma^a_i(t_1) \sigma^a_j(t_2) | \psi \rangle \right] = \frac{-\langle \psi_\theta(t_2) | \sigma^a_j | \psi_\theta(t_2) \rangle - \langle \psi_{-\theta}(t_2) | \sigma^a_j | \psi_{-\theta}(t_2) \rangle}{-2 \sin \theta}.
\]

(53)

We have thus shown that \( \text{Im} \left[ \langle \psi | \sigma^a_i(t_1) \sigma^a_j(t_2) | \psi \rangle \right] \) can be measured purely by unitary state evolution, followed by a single projective measurement at the final time \( t_2 \). This protocol suffers no systematic errors, and statistical errors can be minimized by choosing the rotation angle to be \( |\theta| = 3\pi/2 \) such that \( -2 \sin \theta = 2 \).

Combining the protocols of Secs. VII and VIII, we arrive at our second main result: The dynamic correlation function \( C(t_1, t_2) = \langle \psi_\theta(t_2) | \sigma^a_i(t_1) \sigma^a_j(t_2) | \psi_\theta(t_2) \rangle \) of an arbitrary spin-1/2 model and for arbitrary (in general nonequilibrium) initial states can be measured without the use of ancillas, and with strictly no disturbance due to measurement backaction. This is achieved for the real part of \( C \) by a protocol based on projective measurements at times \( t_1 \) and \( t_2 \), and for the imaginary part of \( C \) by a protocol based on a local rotation at \( t_1 \) and a projective measurement at \( t_2 \). From an experimental point of view, ancilla-free measurement schemes are in general much easier to realize, and moreover require only a substantially smaller number of repetitions in order to accumulate sufficient measurement statistics. Systematic errors stemming from a weak coupling expansion are absent, and statistical errors are not amplified, leading to a higher accuracy of the protocol.
IX. CONCLUSIONS

We have presented a theoretical framework for measuring dynamic correlation functions \( C(t_1, t_2) \) of arbitrary quantum spin systems, valid in arbitrary equilibrium or nonequilibrium situations. Our first main result, based on Eq. (23), is to show that noninvasive measurements can be used to measure dynamic correlations of general quantum systems. The noninvasive measurement protocol developed in Sec. II uses a weakly coupled ancilla as a noninvasive probe at the earlier time \( t_1 \). While the use of weakly coupled ancillas is a standard technique to reduce measurement backaction, our main technical result here is that different choices of the system–ancilla coupling operators facilitate the separate measurement of the real and imaginary parts of the dynamic correlation function. In the idealized situation of infinitesimal system–ancilla coupling \( \lambda \) and infinite repetitions of the experiment, we show that the exact dynamic correlation function (2) is recovered. In the experimentally realistic situation of a finite number \( n \) of measurements, statistical as well as systematic errors occur. The error estimates of Sec. III and the example of Sec. IV provide guidance for optimizing experimental parameters.

Our second main result is specific to dynamic correlation functions \( C(t_1, t_2) = \langle \psi | \sigma_i^a(t_1) \sigma_j^p(t_2) | \psi \rangle \) of spin-1/2 models. In this setting, but for otherwise arbitrary Hamiltonians, we have shown measurement protocols that do not require the use of ancilla degrees of freedom and strictly do not suffer from measurement backaction. The real part of \( C \) can be obtained by the protocol of Sec. VII, which uses projective measurements at times \( t_1 \) and \( t_2 \) and correlates the relative frequencies of the outcomes. While the measurement at \( t_1 \) will influence the state of the system, the correlated outcomes nonetheless yield the correct real part of \( C \), with strictly no error due to measurement backaction. The imaginary part of \( C \) can be obtained by a protocol based on a local rotation at \( t_1 \) and a projective measurement at \( t_2 \), likewise without the use of an ancilla degree of freedom as described in Sec. VIII. Superficially this protocol resembles linear response theory, but, for our spin-1/2 setting, is valid to all orders in the rotation angle. These surprising results are valid for arbitrary spin-1/2 systems, single-site observables, and initial states (in and out of equilibrium), and greatly facilitate experimental measurements of quantum mechanical dynamic correlations: Ancilla-free measurement schemes are in general much easier to realize, and moreover require a substantially smaller number of repetitions for accumulating sufficient measurement statistics. Systematic errors stemming from a weak coupling expansion are absent, and statistical errors are not amplified, leading to a higher accuracy of the protocol.

Experimental implementations of the measurement protocols should be feasible in a variety of cold atom-based platforms. An experimental scheme for realizing the ancilla-based protocol of Sec. II in linear radio-frequency ion traps was discussed in detail in Sec. VI, concluding that all steps of the noninvasive measurement protocol can be implemented with current technology. The spin-1/2 protocols of Secs. VII and VIII do not necessitate the coupling and decoupling of an ancilla, but require single-site resolution and addressability. Experimental realizations should be feasible in quantum gas microscopes, Rydberg-dressed spin lattices [28], and linear ion traps [26, 27].
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Appendix A: Projective measurement protocol: example

We study the dynamic correlator (2) for a lattice consisting of two sites, \( i = 1 \) and \( j = 2 \), with a spin-1/2 degree of freedom attached to each of the sites. The dynamics is generated by the Hamiltonian

\[
\hat{H} = (\mathbf{n} \cdot \mathbf{\sigma})_1 (\mathbf{m} \cdot \mathbf{\sigma})_2
\]

with \( \mathbf{n}, \mathbf{m} \) being unit vectors. It follows from the series expansion of the time-evolution operator that

\[
U(t) = \exp(-i \hat{H} t) = \cos(t) - i \sin(t)(\mathbf{n} \cdot \mathbf{\sigma})_1 (\mathbf{m} \cdot \mathbf{\sigma})_2.
\]

For simplicity we choose \( t_1 = 0 \) and \( t_2 = t > 0 \), as well as a product initial state \( |\psi\rangle = |\psi_1 \psi_2\rangle = |\psi_1\rangle \otimes |\psi_2\rangle \). In this case one obtains

\[
C(0, t) = \langle \psi | \sigma_i^a U(t) \sigma_j^p U(t) | \psi \rangle = \cos^2 t \langle \psi_1 | \sigma_i^a | \psi_1 \rangle \langle \psi_2 | \sigma_j^p | \psi_2 \rangle + \sin^2 t \langle \psi_1 | \sigma_i^a | \psi_1 \rangle \langle \psi_2 | \sigma_j^p | \psi_2 \rangle
\]

\[
\times \langle \psi_2 | (\mathbf{m} \cdot \mathbf{\sigma})_2 \sigma_j^p (\mathbf{m} \cdot \mathbf{\sigma})_2 | \psi_2 \rangle - \frac{1}{2} \sin 2t \times \langle \psi_1 \rangle [\sigma_i^a (\mathbf{n} \cdot \mathbf{\sigma})_1 | \psi_1 \rangle \langle \psi_2 | [\sigma_j^p (\mathbf{m} \cdot \mathbf{\sigma})_2 | \psi_2 \rangle (A3)
\]

for the exact dynamic correlation function (2).

A naive measurement protocol for \( C(0, t) \) consists of two projective measurements, one at each time point. The measurement at \( t_1 = 0 \) is done in the eigenbasis of \( \sigma^a \), which we denote as \( \{|+a\rangle, |-a\rangle\} \), and the measurement at \( t_2 = t \) is done in the eigenbasis of \( \sigma^p \).

To construct the projective correlation (42), we require the probabilities \( P_{++}^{\text{proj}}, P_{+-}^{\text{proj}}, P_{-+}^{\text{proj}} \), and \( P_{--}^{\text{proj}} \). After the first projective measurement at time \( t_1 = 0 \), the system state is

\[
|\psi_{\pm a}\rangle = \left( |\pm a\rangle \otimes \mathbb{1} \right) |\psi_1 \psi_2\rangle
\]

\[
\sqrt{P_{\pm a}^{\text{proj}}}, (A4)
\]
where

\[ p_{\pm|a}^{\text{proj}} = \langle \psi_1 | \psi_2 \rangle (|\pm_a\rangle \langle \pm_a| \otimes \mathbf{1}) |\psi_1 | \psi_2 \rangle = |\langle \pm_a | \psi_1 \rangle|^2 \]  

(A5)

is the probability to measure \( + \) or \( - \), respectively, in the \( \sigma^a \)
eigenbasis \[ \text{[29]}. \] Evolving the system to time \( t \) we find the conditional probabilities for measuring site 2 in eigenstate \( |\pm_b\rangle \) of \( \sigma^b \), given that site 1 was measured in state \( |\pm_a\rangle \), to be

\[ p_{\pm|b|a}^{\text{proj}} = \langle \psi_{\pm a} | e^{iHT} (\mathbf{1} \otimes |\pm_b\rangle \langle \pm_b|) e^{-iHT} |\pm_{a}\rangle \rangle \]

\[ = \langle \pm_a | \psi_2 \rangle e^{iHT} (\mathbf{1} \otimes |\pm_b\rangle \langle \pm_b|) \times e^{-iHT} |\pm_{a}\rangle \rangle 
\]

\[ = \cos^2(t) (|\langle \pm_a | \psi_2 \rangle|^2 + \sin^2(t) (|\langle \pm_b | \sigma_2 | \pm_b\rangle | \psi_2 |)^2 
\]

\[ - \frac{i}{2} \sin(2t) \langle \pm_a | (\sigma \cdot \sigma) | \pm_a\rangle 
\]

\[ \times (\langle \psi_2 | \pm_b\rangle \langle \pm_b | (\sigma \cdot \sigma) | \psi_2 | - \text{c.c.}) . \]

(A6)

Combining these probabilities with (A5) according to (42), one obtains

\[
\mathcal{C}^{\text{proj}}(0, t) = \left( \cos^2 t \langle \psi_1 | \sigma^a | \psi_1 \rangle \langle \psi_2 | \sigma^b | \psi_2 \rangle + \sin^2 t \langle \psi_1 | \sigma^a | \psi_1 \rangle \langle \psi_2 | \sigma^b | \sigma^b | \psi_2 \rangle \right) 
\]

\[ - \frac{i}{2} \sin(2t) \left( \langle \psi_1 | \sigma^a | \psi_1 \rangle \langle \psi_2 | \sigma | \psi_2 \rangle \right) 
\]

\[ - \frac{i}{2} \sin(2t) \langle \pm_a | (\sigma \cdot \sigma) | \pm_a\rangle \langle \psi_2 | | \sigma^b | \cdot (\sigma \cdot \sigma) | \psi_2 | . \]

(A7)

Comparing this with (A3) we already see that the naively constructed correlation contains the real part of the dynamic correlation, but the imaginary parts do not match.

To clarify, we substitute the parameters for the simple case mentioned in the introduction, where we considered \( zz \) correlations, i.e., \( a = b = z \), and a Hamiltonian \( H = \sigma_1^z \sigma_2^z \), which corresponds to the choice \( n = m = (1, 0, 0) \). Parametrizing the initial state with respect to the \( \sigma^z \) eigenbasis,

\[ |\psi_i \rangle = \alpha | +z \rangle + \beta | -z \rangle \quad \text{for} \quad i = 1, 2, \]  

(A8)

with \( \alpha, \beta \in \mathbb{C} \setminus \{0\} \), the exact dynamic correlation function (A3) reduces to

\[ C(0, t) = \cos(2t) \left( |\alpha|^2 - |\beta|^2 \right)^2 
\]

\[ - \frac{i}{2} \sin(2t) (\alpha^* \beta - \alpha \beta^*)^2 , \]  

(A9)

whereas (A7) reduces to

\[ \mathcal{C}^{\text{proj}}(0, t) = \cos(2t) \left( |\alpha|^2 - |\beta|^2 \right)^2 = \text{Re}[C(0, t)]. \]  

(A10)

**Appendix B: General projective measurement protocol**

Here we report details of the derivation of Eq. (45). For \( s \in \mathbb{N}/2 \), we consider dynamic correlations of spin observables \( S_i^s \) and with eigenvalues \( m_a \in \mathcal{S} = \{-s, -s + 1, \ldots, s - 1, s\} \) and corresponding spectral decomposition \( S_i^s = \sum_{m_a \in \mathcal{S}} m_a \Pi_i^{m_a} \), where \( \Pi_i^{m_a} \) denotes the projector onto the eigenspace corresponding to \( m_a \). The projective correlation function (42) then generalizes to

\[
\mathcal{C}^{\text{proj}} = \sum_{m_a, m_b} m_a m_b P_{ma}^{\text{proj}} P_{mb}^{\text{proj}} . \]  

(B1)

Upon substituting

\[ p_{\pm|b|ma}^{\text{proj}} = \langle \psi | \Pi_i^{m_a} | (t_1) \Pi_i^{m_a} (t_2) | \psi \rangle / p_{\pm|b}^{\text{proj}} \]  

(B2)

into (B1) we obtain

\[
\mathcal{C}^{\text{proj}} = \sum_{m_a, m_b} m_a m_b \langle \psi | \Pi_i^{m_a} | (t_1) \Pi_i^{m_a} (t_2) \Pi_i^{m_a} | (t_1) \psi \rangle 
\]

\[ = \sum_{m_a} m_a \langle \psi | \Pi_i^{m_a} | (t_1) \Pi_i^{m_a} (t_2) | \Pi_i^{m_a} | (t_1) \psi \rangle . \]  

(B3)

Using the identity

\[ \Pi_i^{m_a} (t_1) = \mathbf{1} - \sum_{m_i \neq m_a} \Pi_i^{m_i} (t_1) \]  

(B4)

to replace the rightmost projector in (B3), we obtain

\[
\mathcal{C}^{\text{proj}} = \sum_{m_a} m_a \left( \langle \psi | \Pi_i^{m_a} | (t_1) S_j^b (t_2) | \psi \rangle 
\]

\[ - \sum_{m_i \neq m_a} \langle \psi | \Pi_i^{m_i} (t_1) S_j^b (t_2) \Pi_i^{m_i} (t_1) | \psi \rangle \right) 
\]

\[ = \langle \psi | S_i^a (t_1) S_j^b (t_2) | \psi \rangle 
\]

\[ - \sum_{m_a} m_a \sum_{m_i \neq m_a} \langle \psi | \Pi_i^{m_i} (t_1) S_j^b (t_2) \Pi_i^{m_i} (t_1) | \psi \rangle . \]  

(B5)

At this point it is convenient to define the operator

\[ \Gamma = \sum_{m_a, m_b} \Pi_i^{m_a} (t_1) S_j^b (t_2) \Pi_i^{m_a} (t_1) \]  

(B6)

with which (B5) can be expressed in terms of the exact correlation as

\[ \mathcal{C}^{\text{proj}} = C - \langle \psi | \Gamma | \psi \rangle . \]  

(B7)

Since \( \langle \psi | [S_i^a (t_1), S_j^b (t_2)] | \psi \rangle = 2i \text{Im} |C| \) we can write

\[ \text{Re}[C] = C - \frac{1}{2} \langle \psi | [S_i^a (t_1), S_j^b (t_2)] | \psi \rangle . \]  

(B8)

Therefore, equality between (B7) and (B8) holds when

\[ \langle \psi | [S_i^a (t_1), S_j^b (t_2)] | \psi \rangle = 2 \langle \psi | \Gamma | \psi \rangle . \]  

(B9)

If we express \( S_i^a (t_1) \) in the above commutator by its spectral decomposition and introduce the identity \( \mathbf{1} = \sum_{m_a} \Pi_i^{m_a} (t_1) \) at the right of \( S_j^b (t_2) \), we find that

\[ \langle \psi | [S_i^a (t_1), S_j^b (t_2)] | \psi \rangle = \langle \psi | \Gamma - \Gamma^\dagger | \psi \rangle . \]  

(B10)
Therefore, \( \text{Re}[C] = \mathcal{E}^{\text{proj}} \) holds if and only if
\[
(\Gamma - \Gamma^\dagger) = 2\Gamma, \tag{B11}
\]
i.e., if and only if \( \Gamma \) is anti-hermitian. This shows that validity of \( \text{Re}[C] = \mathcal{E}^{\text{proj}} \) depends on the spectra of the observables which are to be correlated.

For a spin-1/2 system, as in Sec. VII, we have
\[
2\Gamma_{1/2} = \Pi_{t}^{\dagger}(t_1)S_j^b(t_2)\Pi_{t}^{\dagger}(t_1)
- \Pi_{t}^{\dagger}(t_1)S_j^b(t_2)\Pi_{t}^{\dagger}(t_1) = -2\Gamma_{1/2}^{t}, \tag{B12}
\]
which satisfies (B11) and thus confirms (44).

In contrast, for a spin-1 system we have \( m_a, m_b \in \{0, \pm 1\} \) and
\[
\Gamma_{1} = \Pi_{t}^{\dagger}(t_1)S_j^b(t_2)\Pi_{t}^{\dagger}(t_1) + \Pi_{t}^{\dagger}(t_1)S_j^b(t_2)\Pi_{t}^{\dagger}(t_1)
- \Pi_{t}^{\dagger}(t_1)S_j^b(t_2)\Pi_{t}^{\dagger}(t_1) \not= -\Gamma_{1}^{t}. \tag{B13}
\]
Thus (B11) is not satisfied in general, and one can prove rigorously that \( \Gamma \) is anti-hermitian only when the observable to be correlated at \( t_1 \) has exactly two eigenvalues—which may be degenerate—of the same magnitude, but different sign.

Examples of such observables are single-site spin-1/2 observables which are a linear combination of the Pauli matrices, or multi-site spin-1/2 observables constructed by taking the tensor product of the aforementioned single-site observables.

**Appendix C: Deferred measurement approach**

In this appendix we show that deferral of the ancilla measurement to times \( t \geq t_2 \) does not further improve the performance of the noninvasive measurement protocol of Sec. II and gives the same results as the immediate ancilla measurement at time \( t_1 \).

Up to (and including) step c. of Sec. II, the protocol remains unchanged. Then, instead of projectively measuring the ancilla state at \( t_1 \), we keep the post-coupling state \( |\Psi_\lambda(t_1)\rangle \) of (8) unprojected, and proceed by time-evolving that state with the system Hamiltonian \( H_S \) until time \( t_2 \),
\[
|\Psi(t_2)\rangle \simeq \mathbb{1}_\Lambda \otimes e^{-iH_S(t_2-t_1)} |\Psi(t_1)\rangle. \tag{C1}
\]
The joint probabilities for the different combinations of measured outcomes are obtained by calculating
\[
P_{m_a,m_b} \simeq \langle \Psi(t_2)| \{ m_a \} \otimes \{ m_b \} |\Psi(t_2)\rangle, \tag{C2}
\]
where the \( m_a \)-projector acts on the ancilla, and the \( m_b \)-projector only on site \( j \) of the system. Combining these prob-

abilities according to (14) we obtain
\[
\mathcal{C} = \sum_{m_a,m_b \in} m_a m_b P_{m_a,m_b}
= \langle \Psi(t_2) | \sum_{m_a} | m_a \rangle \langle m_a | \otimes \sum_{m_b} | m_b \rangle \langle m_b | |\Psi(t_2)\rangle
= \langle \Psi(t_2) | S^a S_j^b |\Psi(t_2)\rangle
\simeq \langle S^a | \phi \rangle \langle S_j^b(t_2) | A_1(t_1) |\psi\rangle - \text{c.c..} \tag{C3}
\]
Expressing \( |\phi\rangle \) in the eigenbasis of \( S^a \) as in (15), Eq. (18) is reproduced, which confirms that immediate and deferred ancilla measurements give identical results to leading order in \( \lambda \). A more general calculation reveals that the two approaches are equivalent to all orders in \( \lambda \).

From a theoretical point of view deferred measurements have the advantage that no linearization of the post-ancilla-measurement system state (as in (11)) is required. We will exploit this advantage when deriving a protocol that involves multiple noninvasive measurements in Appendix E. Experimentally the advantage of one or the other protocol is less clear. One may imagine experimental platforms in which storing the ancilla state until later times is difficult (favoring immediate measurement), or other situations in which the immediate measurement of the ancilla generates unwanted noise (favoring deferred measurement).

**Appendix D: Multiple measurements**

The protocol of Sec. II describes a procedure to noninvasively measure a dynamic correlation function \( C(t_1, t_2) \) at a fixed pair of times \( (t_1, t_2) \). In physical applications, one will frequently be interested in more than one such pair, or even in the functional dependence of \( C \) over a range of times. In this section we will investigate and compare different strategies for noninvasively measuring dynamic correlation functions in that situation.

To keep the discussion simple, we consider a minimal model consisting of two spin-1/2 degrees of freedom, and focus on dynamic correlation functions
\[
C(t_1, t_2) = \langle \psi | \sigma_1^a(t_1) \sigma_2^a(t_2) |\psi\rangle, \tag{D1a}
C(t_1, t_3) = \langle \psi | \sigma_1^a(t_1) \sigma_2^a(t_3) |\psi\rangle, \tag{D1b}
C(t_2, t_3) = \langle \psi | \sigma_2^a(t_2) \sigma_2^a(t_3) |\psi\rangle, \tag{D1c}
\]
at three points in time, \( t_3 > t_2 > t_1 \geq 0 \). One obvious way of noninvasively measuring these correlations is by repeating the protocol of Sec. II separately for each of the three correlations (D1a)–(D1c). We refer to this procedure as the single-noninvasive measurement protocol (sNIMP), as it involves only one noninvasive measurement before the final projective one.

In an attempt to avoid multiple, possibly very large, data samples one might hope to develop a more efficient protocol
based on noninvasive measurements at \( t_1 \) and \( t_2 \), followed by a projective measurement at \( t_3 \), during each repetition of the experiment. We will refer to this protocol as the consecutive-noninvasive measurement protocol (cNIMP). While both protocols turn out to be feasible in principle, they differ in their efficiency. Here we assume that, like in many experiments, the number of repetitions of the experiment is a limiting factor, and we will investigate in the following whether the sNIMP or the cNIMP is more efficient at determining all three correlations (D1a)--(D1c) to a desired accuracy.

To implement the cNIMP we need two ancilla spins, one coupled to site 1 at \( t_1 \) with coupling time \( \lambda_1 \), the other to site 2 at \( t_2 \) with coupling time \( \lambda_2 \). This allows us to measure \( C_n^{\lambda_1}(t_1, t_2) \), while simultaneous projective measurements of sites 1 and 2 at \( t_3 \) allow us to measure \( C_n^{\lambda_2}(t_2, t_3) \) and \( C_n^{\lambda_1}(t_3, t_3) \), respectively. The derivation of the cNIMP estimators, the required coupling operators, and associated errors is similar to that of Sec. II and can be found in Appendix E. Most importantly, the cNIMP has to be executed only thrice to obtain all six estimators of the real and imaginary parts of correlations (D1a)--(D1c). Other choices of correlation functions than those in Eqs. (D1a)--(D1c) may require more than two ancillas, but derivations go along similar lines.

Since \( C_n^{\lambda_1}(t_1, t_2) \) is obtained from two consecutive noninvasive measurements, its estimator (E5) involves a division by both coupling parameters, \( \lambda_1 \) and \( \lambda_2 \). As a consequence, the associated statistical error will be amplified much stronger than in the sNIMP. Pushing this error below a certain desired level therefore requires large sample sizes \( n \), as shown in Fig. 3, and is the reason for the inferior performance of the cNIMP. The estimators \( C_n^{\lambda_1}(t_1, t_3) \) and \( C_n^{\lambda_2}(t_2, t_3) \) as given in (E7) and (E9) involve a division by only one of the coupling parameters \( \lambda_1 \) or \( \lambda_2 \), and so the resulting total errors, while still greater than in the sNIMP, are at least of the same order of magnitude (see Fig. 3, right plot). The reason why the errors for these two correlations are still larger is due to a larger systematic error which is incurred for non-zero \( \lambda_1 \) and \( \lambda_2 \).

To illustrate the discussed findings, and compare this protocol to the sNIMP, we revisit the example of Sec. IV with Ising-type Hamiltonian (30) and \( zz \) correlation functions, i.e., \( a = b = z \) in (D1a)--(D1c). Figure 2 shows the estimated total error \( \bar{\epsilon}_{\text{tot}} \) for the cNIMP as a function of both coupling times \( \lambda_1 \) and \( \lambda_2 \) for \( C_n^{\lambda_1}(t_1, t_2) \) and \( C_n^{\lambda_2}(t_2, t_3) \). For \( C_n^{\lambda_1}(t_1, t_2) \) a clear minimum deviation of 37% is indicated by the intersection of the black curves at \( (\lambda_1^*, \lambda_2^*) = (0.40, 0.41) \). Beyond this optimal coupling coordinate, the accuracy of the cNIMP estimator \( C_n^{\lambda_1}(t_1, t_2) \) is bad as the total deviation grows to be on the order of \( |C(t_1, t_2)| \). In the regime where either coupling time is small this large deviation is due to the above mentioned amplification of the statistical error brought about by the \( 1/(\lambda_1 \lambda_2) \) factor in (E5). For larger coupling times, systematic errors incurred with respect to both coupling parameters add up to yield a larger systematic error than in the sNIMP.

The estimator \( C_n^{\lambda_1}(t_1, t_3) \) is obtained in the cNIMP from measurements of the first ancilla at \( t_1 \) and of site 2 at \( t_3 \). At the intermediate time \( t_2 \) the cNIMP perturbs the system dynamics by coupling a second ancilla to site 2. This perturbation is reflected in the error bound of \( C_n^{\lambda_1}(t_1, t_3) \) (Fig. 2, right) which increases also with the coupling time \( \lambda_2 \). We omit the error bound of \( C_n^{\lambda_2}(t_2, t_3) \) as it reflects a similar behaviour, only with the roles of \( \lambda_1 \) and \( \lambda_2 \) interchanged.

To measure (D1a)--(D1c) with accuracies as in Fig. 2 one needs a total of three samples of \( n = 10^3 \) measurements. In Fig. 1 we showed that the sNIMP achieves similar accuracies for samples of \( n = 10^4 \) measurements per real and imaginary component. This is a first indication that the cNIMP is less efficient than the sNIMP due to its lower accuracy, which we attribute to the repeated perturbation of the system dynamics.

To test this expectation we calculated, for both protocols, the minima of the predicted estimator deviation \( \bar{\epsilon}_{\text{tot}} \) for increasing sample sizes (Fig. 3). Especially for the estimator

\[
\text{FIG. 2. Predicted upper bounds on the relative error } \bar{\epsilon}_{\text{tot}} \text{ for measurements of correlations } C(t_1, t_1) \text{ within the cNIMP for times } (t_1, t_2, t_3) = (0, 1, 10), \text{ initial system state parameters as in Fig. 1, and sample size } n = 10^3. \text{ Left: Estimated total relative error for measurements of } C_n^{\lambda_1}(t_1, t_2). \text{ The black curves are included to guide the reader’s eye, and their intersection indicates the minimum error of 37% at } (\lambda_1^*, \lambda_2^*) = (0.40, 0.41). \text{ Right: Corresponding prediction for measurements of } C_n^{\lambda_1}(t_1, t_3), \text{ exhibiting a minimum error of 25% at } (\lambda_1^*, \lambda_2^*) = (0.37, 0.00). \text{ Although measurement of this correlation is performed in the cNIMP by observing states of only the first ancilla (coupled to lattice-site 1 at } t_1 \text{) and the spin at site 2, the additional coupling of the second ancilla to site 2 at intermediate time } t_2 \text{ increases the systematic error, which causes the total error to increase with } \lambda_2. \text{ This reflects, and is due to, the fact that the cNIMP perturbs the system’s dynamics more strongly.}
\]

\[
\text{FIG. 3. Minimum total error } \min_{\lambda} \bar{\epsilon}_{\text{tot}}(\lambda) \text{ as a function of sample size } n. \text{ Times and system parameters are as in Fig. 2. Left: For } C_n^{\lambda_1}(t_1, t_2) \text{ the minimum error of the sNIMP (lower black line) decreases faster than that of the cNIMP (upper red line). As a result, to construct an estimator with a total error of } 10\% \text{ or less, sample sizes in the sNIMP must be at least } 10^7, \text{ which is about two orders of magnitude smaller than for the cNIMP. Right: For measurements of } C_n^{\lambda_1}(t_1, t_3) \text{ the minimum error of either protocol decreases at the same rate with the sample size, however the errors of the cNIMP (upper red line) are consistently larger than those of the sNIMP (lower black line). Results for } C_n^{\lambda_2}(t_2, t_3) \text{ are similar (not shown).}
\]
$C_n^\lambda(t_1, t_2)$, which requires two noninvasive measurements in the cNIMP, the sNIMP is much more efficient in the large $n$ regime (where the bound (29) is valid). The plot shows that for this correlation, the sNIMP error decreases at a faster rate than the cNIMP error such that an accuracy of 10% or less can be achieved in the sNIMP from $2 \times 10^6$ measurements, while in the cNIMP one would require $2 \times 10^8$ measurements. The minimum errors for the other two estimators decrease at the same rate in both protocols, but are consistently smaller in the sNIMP.

In summary, to measure correlations (D1a)-(D1c) with an accuracy of at least 10%, the cNIMP and sNIMP require, respectively, a net sample size $n_c = 3 \times 10^8$ and $n_s = 6 \times 10^6$. This example shows that multiple dynamic correlations are most efficiently measured with repeated implementations of the sNIMP.

Appendix E: Derivation of the cNIMP

As outlined in Appendix D, the consecutive-noninvasive measurement protocol (cNIMP) consists of two noninvasive measurements at times $t_1$ and $t_2$ (one at either time), followed by a projective measurement at $t_3$. To keep the calculations simple, we use the deferred measurement approach, which in Appendix C was shown to give the same results as immediate measurements. The joint probabilities for these measurements, which describe the system dynamics, the coupling to the first ancilla initial states $|\phi_1\rangle = ((|+a\rangle + |−a\rangle)/\sqrt{2}$ and $|\phi_2\rangle = ((|+b\rangle + |−b\rangle)/\sqrt{2}$ one obtains, to leading order in the couplings $\lambda_1$ and $\lambda_2$,

$$C(t_1, t_2) = \lambda_1 \lambda_2 \langle -a | B_2 | +b \rangle - \langle +a | B_2 | -b \rangle$$

$$\times \left[ \langle +a | B_1 | -a \rangle - \langle -a | B_1 | +a \rangle \right] \text{Re}[C(t_1, t_2)]$$

$$- i \left( \langle B_1 \rangle_+ - \langle B_1 \rangle_- \right) \text{Im}[C(t_1, t_2)] ,$$

(E4)

from which one can read off that $B_2 = i |−b\rangle \langle +b | − i |+b\rangle \langle −b |$ is a suitable choice to maximize the prefactor on the right-hand side of this equation. Similar to the sNIMP protocol of Sec. II, imaginary and real parts of $C(t_1, t_2)$ are obtained by using $B_1 = B^{(1)} = \sigma^a$ and $B_2 = B^{(2)} = i |−a\rangle \langle +a | − i |+a\rangle \langle −a |$, respectively. Taking all of this together, we can construct the estimator

$$C^\lambda(t_1, t_2) = \frac{\mathcal{C}^{(2)}(t_1, t_2) + i \mathcal{C}^{(1)}(t_1, t_2)}{4 \lambda_1 \lambda_2} ,$$

(E5)

where the superscripts indicate whether $B^{(1)}$ or $B^{(2)}$ has been used for $B_1$ in the system–ancilla coupling. We find by similar calculations that the estimator of $C(t_1, t_3)$ is obtained with $B_2$ chosen such that $\langle B_2 \rangle_{\phi_2} = 0$. Due to the above restrictions on the two initial ancilla states there are then two suitable choices of $B_2$

$$B_2 = |+b\rangle \langle +b | − |−b\rangle \langle −b | ,$$

(E6a)

$$B_2 = i |−b\rangle \langle +b | − i |+b\rangle \langle −b | .$$

(E6b)

Estimators of imaginary and real components are obtained with the same choices of $B_1$ as for (E5) and so

$$C^\lambda(t_1, t_3) = - \frac{\mathcal{C}^{(2)}(t_2, t_3) + i \mathcal{C}^{(1)}(t_2, t_3)}{2 \lambda_1} .$$

(E7)

Whereas the above estimator is obtained from the first weak measurement, the estimator of $C(t_2, t_3)$ is obtained from the second. Therefore, the roles of $B_1$ and $B_2$ are reversed and $C^\lambda(t_2, t_3)$ is obtained with

$$B_1 = |+a\rangle \langle +a | − |−a\rangle \langle −a | \text{ or }$$

(E8a)

$$B_1 = i |−a\rangle \langle +a | − i |+a\rangle \langle −a | .$$

(E8b)

Estimators for the imaginary and real parts then require $B_2 = B^{(3)} = |+b\rangle \langle +b | − |−b\rangle \langle −b |$ and $B_2 = B^{(4)} = i |−b\rangle \langle +b | − i |+b\rangle \langle −b |$ respectively, so that

$$C^\lambda(t_2, t_3) = - \frac{\mathcal{C}^{(4)}(t_2, t_3) + i \mathcal{C}^{(3)}(t_2, t_3)}{2 \lambda_2} .$$

(E9)

To summarize, the cNIMP requires

1. $A_1 = \sigma^a_1$ and $A_2 = \sigma^b_2$ and $|\phi_1\rangle = ((|+a\rangle + |−a\rangle)/\sqrt{2}$ and $|\phi_2\rangle = ((|+b\rangle + |−b\rangle)/\sqrt{2}$ for all measurements.

2. $C^\lambda(t_1, t_2): B_2 = i |−b\rangle \langle +b | − i |+b\rangle \langle −b |$ for both components and

   $\bullet$ $B_1 = B^{(1)} = \sigma^a$ for the imaginary component,
\[ B_1 = B^{(2)} = i | -a \rangle \langle +a | - i | +a \rangle \langle -a | \text{ for the real component.} \]

3. \( C^\lambda(t_1, t_3) \): two choices of \( B_2 \) (E6) and,

\[ B_1 = B^{(1)} = \sigma^a \text{ for the imaginary component,} \]
\[ B_1 = B^{(2)} = i | -a \rangle \langle +a | - i | +a \rangle \langle -a | \text{ for the real component.} \]

4. \( C^\lambda(t_2, t_3) \): two choices of \( B_1 \) (E8) and,

\[ B_2 = B^{(3)} = \sigma^b \text{ for the imaginary component,} \]
\[ B_2 = B^{(4)} = i | -b \rangle \langle +b | - i | +b \rangle \langle -b | \text{ for the real component.} \]

Due to the flexibility of \( B_1 \) and \( B_2 \) for estimators \( C^\lambda(t_1, t_3) \) and \( C^\lambda(t_2, t_3) \), one can measure multiple estimators of real and imaginary parts simultaneously, which is a potential advantage of the cNIMP over the sNIMP.

For the example of Appendix D where \( a = b = z \), we can measure all 6 components with 3 iterations of the cNIMP as follows:

1. \( B_1 = \sigma^z, B_2 = \sigma^y; \quad \varphi^{(1)}(t_1, t_2) \) and \( \varphi^{(1)}(t_1, t_3) \).
2. \( B_1 = \sigma^y, B_2 = \sigma^y; \quad \varphi^{(2)}(t_1, t_2) \) and \( \varphi^{(2)}(t_1, t_3) \) and \( \varphi^{(4)}(t_2, t_3) \).
3. \( B_1 = \sigma^y, B_2 = \sigma^z; \quad \varphi^{(3)}(t_2, t_3) \).

The fact that we can measure all 6 components from only 3 samples allows the cNIMP to potentially be more efficient than the sNIMP. Statistical errors of the estimators are calculated in the same manner as for the sNIMP.

Appendix F: Ancilla and system rotations for TPM coupling

When using the transverse phonon mode (TPM) coupling described in Sec. VI, a coupling Hamiltonian of type \( H_z = B \otimes A_i = \sigma^z \otimes \sigma_i^z \) is induced. The noninvasive measurement protocol of Sec. II requires more flexibility in order to obtain estimators of the real and imaginary parts of (2) as outlined in (18)–(23). By augmenting the TPM coupling with rotations of the ancilla and system spins, we show that all the required types of coupling Hamiltonians can be implemented, allowing one to measure dynamic correlations with any combination of \( a, b \in \{x, y, z\} \). To simplify the presentation we use the deferred measurement approach of Appendix C.

The overall ancilla-system state at \( t_z \) is then

\[
|\Psi_R(t_2)\rangle = U(t_2 - t_1)(R_A(\alpha, m) R_S(\theta, n))^i \Psi(\lambda) \\
\times R_A(\alpha, m) R_S(\theta, n) |\phi, \psi\rangle \quad (F1)
\]

where the rotations of the system and ancilla are respectively

\[
R_S(\theta, n) = \prod_{k=1}^{N} R_k(\theta, n) = \prod_{k=1}^{N} \exp \left( -i \theta \frac{1}{2} n \cdot \sigma_k \right),
\]

\[
R_A(\alpha, m) = \exp \left( -i \alpha \frac{1}{2} m \cdot \sigma \right). \quad (F2)
\]

Expanding (F1) and keeping \( B \otimes A_i \) general for now, we obtain

\[
|\Psi_R(t_2)\rangle = |\phi, \psi(t_2)\rangle - \lambda B(\alpha) |\phi\rangle \otimes U(t_2 - t_1) A_i(\theta) |\psi(t_1)\rangle, \quad (F4)
\]

where \( B(\alpha) = R_A^\dagger(\alpha, m) B R_A(\alpha, m) \) and \( A_i(\theta) = R_A^\dagger(\theta, n) A_i R_A(\theta, n) \). From a theoretical point of view, a local rotation of only the \( i \)th spin yields the same state as above. The decision of whether to perform a global or a local rotation of the system is then one which depends on the experimental set up at hand.

Combining probabilities \( P_{\pm a \pm b} \) as in (14) we get

\[
\begin{align*}
\varphi^{(t_1, t_2)} &\simeq \langle \sigma^a \rangle_{\phi} \langle \sigma^b \rangle_{\psi} \\
- i \lambda \left( \langle \phi \rangle \sigma^a B(\alpha) |\phi\rangle \otimes \langle \psi \rangle \sigma^b A_i(\theta) |\psi\rangle - \text{c.c.} \right),
\end{align*}
\]

where \( A_i(\theta, t_1) = U(t_1) A_i(\theta) U(t_1) \).

Recalling that \( B \otimes A_i = \sigma^z \otimes \sigma_i^z \), the estimators (20) and (22) can then be obtained if the ancilla rotation \( R_A(\alpha, m) \) is chosen such that \( B(\alpha) \) satisfies conditions (19) and (21), respectively.

For \( a = x, y \), the above is achieved when the system rotation axis is orthogonal to the \( az \) plane, while for \( a = z \) no system rotation is needed since \( A_i = \sigma_i^z \) is already fulfilled by the TPM coupling. The same is true for the ancilla rotation when measuring (20) with \( a = x, y \) whereas for \( a = z \) no rotation is needed since \( B = \sigma^z \) already fulfills condition (19). Estimators (22) are obtained for \( a = x, y \) by rotating the ancilla parallel to the \( o \) axis, while for \( a = z \) a rotation around the \( x \) axis is necessary. A summary of the appropriate rotations is given in Table I.

| \( \alpha \) Component | \( n \) | \( \theta \) | \( A_i(\theta) \) | \( m \) | \( \alpha \) | \( B \) |
|---------------------|-------|-------|------------|-------|-------|-------|
| \( x \)             | \( - \) | \( 0, 1, 0 \) | \( 3\pi/2 \) | \( \sigma_i^x \) | \( (1, 0, 0) \) | \( \pi/2 \) | \( \sigma^y \) |
| \( y \)             | \( - \) | \( 0, 1, 0 \) | \( \pi/2 \)  | \( \sigma_i^y \) | \( (0, 1, 0) \) | \( 3\pi/2 \) | \( \sigma^x \) |
| \( z \)             | \( - \) | \( 0, 1, 0 \) | \( \sigma_i^z \) | \( (1, 0, 0) \) | \( \pi/2 \)  | \( 0 \)   | \( \sigma^x \) |
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