Model Predictive Control approach to adaptive messaging intervention for physical activity
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Abstract—In this work, we have developed a framework for synthesizing data driven controllers for a class of uncertain switched systems arising in an application to physical activity interventions. In particular, we present an application of probabilistic model predictive control to design an efficient, tractable, and adaptive intervention using behavioral data sets i.e. physical activity behavior. The models of physical activity for each individual are provided for the design of controllers that maximize the probability of achieving a desired physical activity goal subject to intervention specifications. We have tailored the mixed-integer programming-based approach for evaluating the Model Predictive Control decision at each time step.

Index Terms—just-in-time adaptive intervention, mixed integer programming, control systems, behavior modification

I. INTRODUCTION

Physical inactivity is recognized as one of the major risk factors for many chronic diseases, including diabetes, cardiovascular diseases, stroke, and different types of cancer. It has also been identified as the fourth leading risk factor for global mortality (6% of deaths globally) [1]. While physical activity is widely recommended and is known to have multi-system benefits for health, most American adults fail to achieve recommended levels of physical activity [2]. Given the economic burden of physical inactivity on one hand and health issues caused by it on the other hand, intervention programs to increase physical activity and reduce the sedentary behavior are needed.

With the prevalence of smart phones and activity monitors, an effective method to increase physical activity has shown to be message interventions [3]. The fact that physical activity is a dynamic behavior and can be influenced by external factors such as weather conditions should be considered in interpreting the outcomes of the intervention [4]. Personalized dynamical models of physical activity based on message interventions developed by our group have shown a positive effect on increasing physical activity level [5], [6]. However, the change in physical activity differs for each individual as a function of the type of intervention message, temperature, precipitation, and day of week. These heterogeneous responses of people to different types of interventions a need for designing and implementing more efficient interventions, adaptive to each individual’s behavior and current context that balance the potential for achieving behavioral goals against the threat of disengagement from excessive intervention burden, as well as reducing the burden treatment.

In this regard, the objective of this paper is to develop a computationally tractable framework for synthesizing data-driven controllers for a class of uncertain switched systems arising in an application to increase physical activity level in individuals. We present a design of personalized behavior monitoring systems using control systems tools, aimed at maintaining desired levels of physical activity. In this regard, we use personalized models of physical activity described by a discrete-time dynamical system of the form

\[ y_k \triangleq f(y_{k-1}, y_{k-2}, \ldots, y_{k-n}, u_k, \ldots, u_{k-n}, w_k) \]

for \( k = 1, \ldots, T \) where \( y_k \in \mathcal{Y} \) is the system output, \( u_k \in \mathcal{U} \) is the control input and \( w_k \in \mathcal{W} \) is the process noise or disturbance, all at time step \( k \). The function \( f : \mathcal{Y} \times \mathcal{U} \times \mathcal{W} \rightarrow \mathcal{Y} \) are the input-output transition functions. The process noise trajectory \( (w_1, w_2, \ldots, w_T) \in \mathcal{W} \) is random, with a known distribution. In equation (1), the state \( y_k \) at time \( k \) is a function of \( n \) previous values of the state (order of the model), inputs \( u^*_k \in \mathcal{U} \), and uncertainties \( w_k \in \mathcal{W} \) at time \( k \). These dynamical systems that can model the physical activity behavior of an individual are provided as a basis for developing controllers to maintain optimal levels of physical activity volume.

In this paper, we use the developed model representing the dynamical behavior of a subject’s physical activity as a Picewise Affine (PWA) model. The dynamical models of
physical activity used in this paper were developed based on
the data recorded from the participants recruited for a 6-
month messaging intervention study with the aim to increase
their physical activity [5], [6]. A PWA model is obtained by
partitioning the state space into a finite number of regions and
associating each of these regions with an affine sub-model.
These sub-models describe possible continuous dynamics,
and are coupled via a discrete logic that determines which
subsystem is active at each time instant. PWA models are
tractable approximations of many non-linear phenomena [7]
and they can be used to approximate the behavior of any
complex dynamical system [8]. The PWA model to be used for
representing the physical activity of a subject has sub-models
of the form

\[
y_k = a_0^{\sigma(k)} + \sum_{i=1}^{n} a_i^{\sigma(k)} y_{k-i} + \sum_{j=1}^{m} \sum_{i=0}^{n} b_{ij}^{\sigma(k)} u_{k-i}^j + w_k, \tag{2}
\]

where the index \(\sigma(k)\) denotes the sub-model active at time
\(k\), \(u_k^j\) indicates what type of message is sent at time \(k\) (if
any), and \(w_k\) is noise. The active sub-model at each time \(k\) is
determined based on the current and past states of the subject
and external factors such as weather conditions, and day of
week. The larger the number of sub-models and order of them,
the more complex the PWA model becomes. The sub-models
provide information on controller design to deal with non-
linear moderators of intervention effects since they represent
different intervention responses under different conditions.

Drawing on these personalized models of physical activity,
the objective is to design controllers that maximize the
probability of achieving a desired physical activity goal subject
to intervention specifications. The effective operating regions
for these controllers are specified by the intervention window.
For the physical activity controller, the intervention window
is defined as the times when participants are likely to respond
to intervention, and it is obtained through the feedback in
the modeling phase. The source of feedback typically comes
from one of two sources: self-monitoring or sensors. Sensors
embedded in wearable and portable devices have emerged as
an attractive alternative to self-monitoring because they provide
more intensive data, participant burden, and are not
vulnerable to the same memory biases as self-monitoring [9].

### A. Probabilistic model predictive control

Once the identified model is given, a controller repeatedly
selects when and what type of intervention to apply in a given
window. Given the estimated distribution of the noise \(w_k\) and
information on the distributions of the external factors, at each
time \(k\) the controller determines a sequence of interventions
that maximizes the probability of achieving the goal while
avoiding undesirable situations such as overburden from applying
too many interventions. Hence, at every time instant, given
a look ahead horizon \(T\), the controller solves an optimization
problem of the form for \(k = 1, 2, \ldots, T\),

\[
\text{maximize} \quad \text{Prob} \{ \text{Desired Change in Physical Activity} \}
\]

\[
\text{subject to} \quad \text{Model & Intervention Constraints} \quad \text{Goal} \tag{3}
\]

However, this decision process of repeated interventions is
highly complex. Therefore, in this study, we use a Model
Predictive Control (MPC) approach as a way to design the
intervention algorithm since model predictive control can
efficiently handle such complexities [10], [11] and has
successfully implemented in intervention designs [13], [15].
In the MPC problem, the first step is predicting future behavior
of the system to be controlled using mathematical model of the
system along with uncertainty descriptions. The second step
consists of determining the sequence of control actions that
is optimal in terms of specified performance measure (e.g.,
maximizing the desired objective or minimizing the cost).
Finally, the first value of these control actions applies, then
this whole process repeats with the new measurements. In the
standard MPC, the horizon slides forward and for this reason
MPC is also called receding horizon control. However, because
of the nature of this intervention design, the intervention
window is predefined. In other words, the horizon of MPC
controller is reduced by one step at each time instant and is
referred as a shrinking horizon MPC [16].

The approach proposed here is aimed at providing intru-
vention design procedures that can handle large amounts of
stochastic uncertainty. Each step of MPC algorithm consists
of probability maximization problem or chance-constrained
optimization involving integer variables.

In our approach, we consider a sample-average approxima-
tion of the probability maximization problem [5] where the
probability function in the objective approximated by a sample
average estimates using Monte Carlo simulation. The resulting
problem involving a discrete distribution can be difficult to
solve [17]. Moreover, the solutions obtained by these methods
can be quite conservative. However, we consider a finite
(or shrinking) horizon MPC, therefore we only have a finite
number of randomly chosen instances of possible outcomes of
parameter values. Hence, the integer-programming approach
can be good candidate as a solution of the MPC problem.
Following the procedure proposed in [17], [18] we consider
integer-programming based approaches for evaluating such an
MPC control decision at each time step.

### II. Objectives and Constraints of the Intervention Design

In this problem, given the input-output description of the
model, we aim at finding an input policy \((u_1^j, u_2^j, \ldots, u_T^j)\),
i.e. when and which message to send, that maximizes the
probability of achieving the desired number of step count over
\(T - n\) periods subject to model and input constraints.

\[
\text{maximize} \quad \mathbb{P} \left\{ \sum_{k=1}^{k'-1} y_k + \sum_{k=k'}^{T} y_k \geq \text{Goal} \right\} \quad \text{subject to} \quad \text{(4a)}
\]

\[
y_k = f(y_{k-1}, y_{k-2}, \ldots, y_{k-n}, u_{k}^j, w_k) \quad \text{where} \quad u_k^j \in \mathcal{U} \quad \text{(4b)}
\]

where \(\mathcal{U}\) is the input constraint and the desired step count
\(\text{Goal}\) is determined by the historical data collected. At each
time period $k$, the algorithm determines the control action $u^j_k$. When the control action is taken at time $k^*$, the previous measurements $(y_1, \ldots, y_{k-1})$ are known; hence, the uncertainties until time $k^*$, $(w_1, \ldots, w_{k^*-1})$, are zero. However, the current period and future outputs $(y^*_k, \ldots, y^*_T)$ are still to be predicted and the uncertainties $(w^*_k, \ldots, w^*_T)$ are present in the model.

### A. Constraints on interventions

In this section, we quantify the constraints on the text message interventions (or control inputs). These constraints are aimed at addressing the intervention or treatment burden [19], [20]. In the intervention design phase, we elaborate algorithms that constrain the frequency and number of interventions. Using the feedback of participants in the study, these constraints on the text message interventions are specified mathematically as the input constraint set $U$

$$U \triangleq \{u^j_k \in \{0, 1\} : \sum_{j=1}^{k+1} \sum_{i=1}^{m} u^j_k \leq 1, \sum_{k=1}^{T} \sum_{j=1}^{3} u^j_k \leq \alpha, \sum_{k=1}^{T} \sum_{j=1}^{3} c_k u^j_k \leq \beta, j = 1, \ldots, m, k = 1, \ldots, T\}$$

where input $u^j_k$ can take values 0 or 1 representing either applying or not applying intervention at each time. Sum of two consecutive inputs is considered to be less than 1 preventing more than one intervention (of any types) within 30 minutes (two sampling time of 15 minutes). The number of interventions applied in the given period $T$ (intervention window or horizon) is constrained to be less than or equal to $\alpha$, that should be predefined. Total cost of interventions is less than $\beta$. Here, $c_k$ represents the cost of applying intervention $u^j_k$ at time $k$ for $j = 1, \ldots, 3$.

### B. Determining the costs on interventions

In this model, we use a progressive penalty function on the text message interventions (inputs). It is a composite based on the time of day (uniform and progressively lower cost for messages sent later in the day) and person-specific temporal patterning of physical activity (greater cost for messages at times when a person is typically more active). The cost function associated with the time of day is introduced to prevent pile-up of messages early in the day (depleting the bank of messages that might be sent later in the day). The cost function associated with temporal patterning of physical activity introduced as a constraint based on national data showing hourly patterns in physical activity.

More specifically we have sequence of cost functions $c^{time}_k$ and $c^{step}_k$ on input sequence $u^j_k$ for $k = n+1, \ldots, T$. The cost function $c^{step}_k$ is obtained from the historical data which is determined as the normalized hourly averages of step count of the participant for the specified intervention window (see Figure 1(a)). The function $c^{time}_k$ is chosen as monotonically decreasing function of a time to reflect the cost of applying intervention later in the day is lower (see Figure 1(b)). Then, the composite cost function is obtained as $c_k = c^{time}_k \times c^{step}_k$ for $k = n+1, \ldots, T$.

### III. Stochastic Model Predictive Control for Physical Activity Intervention Design

We now describe a general optimization problem and show how model predictive control can be implemented on the problem. At every time instant, given the last $k$ measurements, the controller repeatedly solves the optimization problem (4). Following the approach in [17], the problem (4) can be formulated as the following stochastic mixed-integer program over the time interval $k = n+1, n+2, \ldots, T$

$$\max \frac{1}{N} \sum_{s=1}^{N} p_s$$

subject to

$$\sum_{k=1}^{k^*-1} y_k + \sum_{k=k^*}^{T} y^*_k - Goal \geq M^s(p^s - 1)$$

$$y^*_k = a_0 + \sum_{i=1}^{n} a_i y^*_{k-i} + \sum_{j=1}^{m} \sum_{i=0}^{n} b_{ij} u^j_{k-i} + w^*_k$$

$$p_s \in \{0, 1\}$$

$$u^j_k \in U$$

for $s = 1, \ldots, N$ where $M^s$ is a large positive number such that $M^s \geq \max_{u^j_k \in U} \left( \sum_{k=1}^{k^*-1} y_k + \sum_{k=k^*}^{T} y^*_k - Goal \right)$.

#### Algorithm 1 Shrinking Horizon MPC algorithm

(0) Given the step count measurements $y_1, \ldots, y_{k^*-1}$, past input sequence $u^j_1, u^j_2, \ldots, u^j_{k^*-1}$, dynamical model $f$, desired step count Goal, the distribution of $w_k$

(1) Solve (SMIP-MPC) and obtain a future control sequence $u^j_1, u^j_2, \ldots, u^j_T$

(2) Apply $u^j_1$, as the current input.

(3) Set $k^* = k^* + 1$, and return to (1), till $k^* = T$

More specifically, at time $k^*$, we first collect the measurements $(y_1, y_2, \ldots, y_{k^*-1})$, and past input sequence
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In this section, we provide an implementation of the data
-driven approach to controller design for developing personal-
ized treatments aimed at improving physical activity volume as
measured by step counts. Dynamic model of physical activity
is provided as a 5-th order switched affine system with inputs
being binary variables indicating if a message of any type
was received or not, and output the current step counts. The
model consists of two sub-systems based on weekdays and
weekends. The process noise is normally distributed and \( \mu_w \)
and \( \sigma_k \) are known for each time step \( k \). The PWA model
of physical activity of an individual for weekdays is given as

\[
y_k = 80.51 - 0.0052 y_{k-1} + 0.0043 y_{k-2} + 0.0421 y_{k-3} - 0.0674 y_{k-4} + 0.4607 y_{k-5} - 20.418 u_k^1 + 33.621 u_{k-1}^1 - 9.370 u_{k-2}^1 + 9.534 u_{k-3} - 9.417 u_{k-4}^1 + 4.002 u_{k-5} + 2.383 u_k^2 - 4.976 u_{k-1}^2 + 5.695 u_{k-2}^2 + 25.936 u_{k-3}^2 - 1.737 u_{k-4}^2 + 19.616 u_{k-5}^2 - 14.345 u_k^3 + 14.103 u_{k-1}^3 + 25.980 u_{k-2}^3 + 32.900 u_{k-3}^3 - 17.978 u_{k-4}^3 - 61.739 u_{k-5}^3 - 9.769 w_k - 0.0155 \sigma_w - 268.679.
\]

where the disturbance \( w \) is assumed to be independent and
normal with a mean \( \mu_w \) and standard deviation \( \sigma_w \). These
parameters are also provided as a part of model identification
phase given as \( \mu_w = -0.0155 \) and \( \sigma_w = 268.679 \). Since the
model is a 5-th order affine system and sampling time is 15
minutes, inputs to the model are step count measurements and
intervention history in the last 75 minutes and process noise
at the current time.

The objective is to decide when and what type of messages
to be sent (input) based on the identified switched model
in order for the subject’s physical activity (state) to achieve
the desired objectives. Then at each time point during the
implementation of the intervention for a new individual, the
developed algorithm uses the data collected on the individual
to recommend an intervention for this individual at this
time. Unlike the model given in (7), the controller requires
step count measurements and intervention history from the
beginning of intervention window and noise trajectory until the
end of intervention window. The controller needs step count
measurements as an input because the objective requires total
number of step counts from \( k = 1 \) to \( k = T \) where \( T \) is
the final period of intervention window. Since the interventions
are subject to the constraints such as frequency and maximum
number of interventions in the intervention window, the neces-
sity for intervention history is clear. Given the model above,
we use the Algorithm 1, to solve this optimization problem.

In this application, the step count goal to be achieved is
obtained by analyzing the physical activity of last 30
days. More specifically, the goal is set to average number of
step counts taken in intervention window plus 500 steps
for this period. For example, the intervention window for
this subject is between 9:00am and 07:00pm. The average
number of step count for this window is obtained as 5516
steps from the available data. Hence, the goal is set to 6016
steps. Furthermore, the measured step counts are generated
using normal distribution with the mean \( \mu_{\text{window}} \) and standard
deviation \( \sigma_{\text{window}} \) of the step counts in intervention window.
These parameters are also estimated using the last 30 days
of activity. In these simulations, the controller performance is
analyzed for three different scenarios as regular, low and high
volume physical activity, shown in figures 2, 3, 4 respectively.

**Scenario 1: Regular physical activity**

In this scenario, the measurements of step counts are generated
using normal distribution with the mean \( \mu_{\text{window}} = 137 \) and
standard deviation \( \sigma_{\text{window}} = 51 \).

**Scenario 2 & 3: Low and high physical activity**

The measurements for low and high activity are generated
using normal distribution with the mean \( 0.3 \mu_{\text{window}} \) and
\( 1.5 \mu_{\text{window}} \) respectively, and standard deviation \( \sigma_{\text{window}} \) of
the step counts in intervention window.

Figure 3 that is related to low physical activity, shows that
although the maximum number of messages allowed is set to
6, controller sends 4 messages. This can be interpreted as con-
troller decides to stop sending messages since the probability
of achieving the desired step count goal is so low later in the
day. Similarly, figure 4 in the case of high physical activity,
controller only sends 3 messages out of allowing 6. Again,
this can be interpreted as controller decides to stop sending
messages since the probability of achieving the desired step
count goal is approaching to 1. Thus, this strategy optimizes
treatment to achieve the minimum discrepancy between future
Fig. 3: Text message interventions and the probability of achieving the desired goal for low physical activity.

Fig. 4: Text message interventions and the probability of achieving the desired goal for high physical activity.

activity and a desired step count (maximizing likelihood of goal attainment) with the fewest messages possible (minimizing burden).

V. CONCLUSION

This study contributes to design a model-based intervention MPC controller and an adaptation strategy that leads to implementing an efficient personalized adaptive messaging intervention for increasing physical activity, as well as reducing the burden of treatment. If successful, this strategy should help to sustain engagement and improve health and well-being.
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