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Abstract
The socialization of technology and the technicalization of society have accelerated the speed, scope and scale of human liberation from nature. In our past technological society, ‘liberation from nature’ mainly referred to people’s physical strength. An intelligent society, characterized by the wide application of the internet, big data and artificial intelligence (AI), will further liberate not only people’s physical strength, but also their mental power, greatly changing social forms and social operation modes, as well as people themselves. In the application of technologies and the design and manufacture of equipment on which the intelligent society depends, a new tension is formed between instrumental rationality and value rationality. While promoting the liberation of human beings, intelligent society will also cause humans to be dominated and enslaved by AI, which will lead to human alienation. Intelligent society is more in pursuit of how the invested capital and technology can multiply in the process of accumulation and circulation; meanwhile, it will ignore the moral responsibilities of relevant parties, such as researchers, manufacturers and users. In the process of developing an intelligent society, instrumental rationality should be regulated by value rationality, thus promoting the liberation of human beings and eliminating their alienation. As capital appreciation occurs, the moral responsibilities of relevant parties should be clarified.
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1. Introduction
In 1950, Alan Turing first asked the question ‘Can machines think?’ Since then, the application of artificial intelligence (AI) information technology in socio-economic development has received growing attention from governments around the world and generated widespread interest in academic communities. During the 1980s, researchers began to study the ethical issues of AI development. With a focus on interactions between humans and machines, those...
studies have clarified the relationship between humans and technologies, which includes three dominant views:

1. The development of AI will lead to the destruction of human beings, and intelligent machines will replace, control, and even destroy human beings in the future.
2. Human beings have intelligent brains and sharp minds; AI cannot exceed human intelligence; and AI development will make human life better.
3. Human–machine integration is the future of AI development.

From the perspective of system theory, the gap between AI and human intelligence is insurmountable because human intelligence is a product ‘representing the entire human system’ (Chen and Gao, 2019), not just a product of the human brain. Moreover, AI machines are programmed in advance by human intelligence, so they are not capable of doing anything beyond human intelligence. Thus, it seems that AI machines are never going to surpass human intelligence. Of course, it would also be wrong to deny the continuous development of AI based on this assumption.

Although scholars hold different views about the trend of AI development and the relationship between AI and human society, viewed from a longer perspective, AI machines will continue to progress. AI not only connects individual intelligent machines, but also links humans with technology. It involves the relationships between humans and technologies, between humans and machines, between instrumental rationality and value rationality, and between human emancipation and human alienation. If we blindly pursue the instrumentality and functionality of intelligent machines, people will become obsessed with machines and think like machines, and a whole range of problems will arise. In the research, development, design and manufacturing process of AI, we should not lose sight of the tension between instrumental rationality and value rationality, the human alienation that AI causes while promoting human emancipation, and the moral responsibility attribution and distribution dilemma caused by the single-minded pursuit of capital appreciation. We should also balance and coordinate ‘dataism’ with humanism to limit and regulate the development of AI and ensure that it retains the fundamental purpose of serving human society.

### 2. Tension between instrumental rationality and value rationality

Max Weber was the first thinker to propose the theory of rationality and address the relationship between instrumental and value rationalities. For him, value rationality is ‘determined by a conscious belief in the value for its own sake of some ethical, aesthetic, religious, or other form of behaviour, independently of its prospects of success’ (Weber, 1998: 56). In other words, value rationality is concerned with whether a person’s behaviour is consistent with a particular value concept rather than the consequences of one’s chosen actions. If we think instrumental rationality answers the question of ‘how to do’ and takes maximized benefits as the basis for successful behaviour, value rationality answers the question of ‘why to do’ and takes conformity to moral codes as the standard. In making choices of social behaviour, people should seek a combination of instrumental rationality and value rationality, as that is the only way to achieve real success.

With the further development of intelligent society, AI technology ‘studies the science and technology that aim to make machines more intelligent, especially the science or technology that seeks to realize or reproduce human intelligence on computers’ (Warwick, 1998: 1–2). First, AI as a technology relies on computers to achieve intelligence, which highlights its utility and functionality to human beings as an instrumental rationality. Second, the fundamental purpose of the development of AI technology is to create a better life for humankind, which inevitably needs to follow the basic requirements of value rationality. Finally, in the process of AI development, instrumental rationality and value rationality should play their own roles respectively. Instrumental rationality is at the service of value rationality, while value rationality is more fundamental. However, in the development of AI technology,
the tension between instrumental rationality and value rationality has often put the two in a state of paradox.

In the age of intelligence, the powerful instrumental rationality of intelligent machines has overwhelmed the value rationality that humans ought to have, such as compassion, reverence and many other human characteristics. As a result, the instrumentalization of humans has become a prevailing trend. AI technology, as a prominent representative of the fourth technological revolution, is applied in all aspects of human life through big data and intelligent analysis systems. With precision and quantification, it is fully capable of generating maximized benefits. In Marcuse’s view (2008: 71), ‘The legitimacy of technology has been translated into the legitimacy of society. The spread of technology worship is shaping such a transition: technological liberation—instrumentalization of things and objects—shackles of liberation—instrumentalization of man.’ Like previous technologies, AI has not escaped the dilemma of human dependence on technology, but its importance goes further. As purpose-oriented instrumental rationality expands, people lose through the curse of technology, and the instrumentalization of man follows. As described in A Brief History of Tomorrow, ‘even if these useless masses do nothing, it is likely that the society as a whole will be able to support and keep them alive. However, what could they use to kill time and gain satisfaction? … perhaps drugs and computer games is an answer’ (Harari, 2017: 293).

With the upgrade of AI technology systems and services, the productivity created by AI technology through robotics, voice recognition, image recognition, natural language processing and expert systems increases day by day. As the function of instrumental rationality becomes more powerful, the subjective needs of people are ignored and the function of value rationality is weakened. In the meantime, under the conditions of a market economy, people’s material desires grow stronger. Instrumental rationality expands infinitely and fills people’s minds, and factors such as utility, interest, and purpose always come first. In the pursuit of material desires and interests, people’s subjective needs disappear into the background, and value rationality dissolves.

In the course of AI development, the expanding instrumental rationality has obscured the value rationality of human behaviour and made it less relevant. In Weber’s view, with the evolution of society, human beings are destined to live in the prison of technological knowledge in the foreseeable future (Beck et al., 2001: 74). The immediate result of the continued development of instrumental rationality is the great success and enormous wealth creation of individual persons, especially in ‘how to do’ questions, such as the use of AI weapons and research on autonomous cars. However, when it comes to ‘why to do’ questions that have value implications, humanity has made little progress and even become more confused (Osiatynski, 1988: 192).

In the process of AI development, the deviation between instrumental rationality and value rationality is highlighted by the lack of a humanistic spirit in science and the neglect of ‘man as an end in itself’. For one thing, AI research without the humanistic spirit and the constraint of value norms will fall victim to plagiarism, idea theft and other forms of academic irregularities, and society as a whole will be devastated by the power of technology unleashed by human selfishness and greed. For another, the development of AI technology raises concerns about the risk of future society and leads people to reflect on the question of ‘man as an end in itself’.

At present, weak AI is everywhere in our society, and the era of strong AI has not yet arrived. In essence, the challenges created by weak AI are still in the category of ‘tools’ that have no human consciousness. For example, tasks such as facial recognition, autonomous driving, voice translation and intelligent interviewing are all realized through programming. In other words, until now, AI has mostly served the subjective needs of people and observed the moral code that sees ‘man as an end in itself, not a means to an end’ (Kant, 2003: 95). However, due to the utility and utilitarian nature of instrumental rationality, people think more about short-term benefits and immediate interests when they use AI technology. Therefore, from the very beginning, the application of AI technology has limited human rationality to solving only technical problems. The use of AI machines draws a beautiful picture of a leisurely life, but it also makes people lose the ability to think independently and increases
human dependence on intelligent technology. Instead of thinking about how to live a better and more meaningful life, people allow themselves to be dominated by instrumental rationality and take practicality and utility as the only criteria for making choices. With the purpose of humans erased, their value also becomes irrelevant.

In the future, strong AI is essentially a ‘super AI’ that ‘far exceeds the cognitive ability of humans in almost all fields’ (Bostrom, 2015: 29). If human beings continue to be influenced by the rationality of powerful AI technology and, in certain extreme cases, if some individuals ‘lose the values, compassion, and sense of reverence that define humanity’ (Liu et al., 2019), will human beings start to think like machines, and will super AI imitate greed, selfishness, desire for control and other human emotions, thus causing devastating consequences? In the era of AI, the value criteria set by the designers for intelligent machines are naturally influenced by the social systems and values of the times. Therefore, instrumental rationality and value rationality should be complementary in the course of AI development.

The ultimate purpose of AI development is to benefit humanity and serve society. The more AI resembles humanity and the closer it is to human life, the more vulnerable we humans may become. Humans are strong but also weak. We are strong because we can surmount any obstacle that stands in our way. We are weak because we cannot afford even the slightest damage caused by the intelligent machines of our own creation.

In 1989, Nikolai Gudkov, the Soviet chess champion, played against a robot chess player. After losing three straight games to Gudkov, the robot became furious. It attacked the human champion and knocked him down. The tragedy was caused not because the technology was running unchecked—as that would be an oversimplistic conclusion—but because the development of the technology was flawed.

The American scientist and popular science writer Isaac Asimov proposed the ‘Three Laws of Robotics’. The first law stipulates that intelligent machines may have a place in our society and provide conveniences for our lives, yet they cannot injure but must protect human beings. The second law builds on the first and stipulates that robots must obey orders given by human beings. The third law stipulates that robots may protect their own existence, but such protection shall not conflict with the first two laws. Therefore, even if intelligent machines in the future do become self-conscious, they still need to follow basic human values and norms, such as compassion and non-damage. When making intelligent machines, the developers must set value codes for them so that they can do no harm to humans either physically or mentally.

3. Promoting human emancipation while dissolving the state of human alienation

Human emancipation refers to the liberation of humans from the state of oppression and enslavement. For Karl Marx, the purpose of the emancipation of man is to liberate him from the state of alienation from things (nature), from other men and from himself (Zhang, 2019). In the future, intelligent machines will be able to expand the raw materials and enrich the production instruments while doing enslaved work for humans, allowing workers to move to new locations, choose new jobs and learn new types of work at any time, while receiving all-around development. This not only means that people will have more time to freely do their work, but also provides the prerequisite for their free and all-around development. At the same time, the basic content of man’s free and all-around development is the rationalization of all aspects of man’s social relations, which depends, to a great extent, on the abundance of free labour time that man enjoys (Guo and Tang, 2010).

Ever since humankind entered the 21st century, three interconnected yet distinctive new eras have emerged one after another: the internet era, the big-data era and the AI era (He, 2016). The ultimate goal of the evolution of human society is the complete emancipation of human beings, and the fourth technological revolution—led by new technological advances, such as the internet, big data, and AI—provides a realistic possibility for the realization of that goal. With the rapid development of AI technology, humans are increasingly inclined to improve their lives and dominate the natural world by
Harnessing technologies, which has further activated the role of AI technology in promoting the freedom and emancipation of humans. The development of AI technology liberates humans from high-intensity, high-workload, high-risk and high-pressure activities. It also notably prolongs the free labour time of human beings. AI-empowered machines can endure dirty working environments, tedious and repetitive tasks and non-stop working hours. They have the fine qualities of dedication, diligence and selflessness, and they do not need compensation for the value of their labour. These are all advantages to which human labour cannot compare. With its rapid technological advances, AI has not only replaced some of man’s physical work, but also undertaken certain mental labour with regular patterns. All this will increase people’s free labour time, thus creating favourable conditions for the emancipation and all-round development of humans.

While the development of AI technology helps humans to become emancipated and escape slavery, it also traps them in a state of alienation, creating the ethical problems of human emancipation and alienation.

First, the development of AI technology increases the risk of structural unemployment and intensifies the alienation of people in productive activities. The use of AI-powered machines liberates humans from tedious and dangerous manual labour. As machines become more human-like, they will take over many of our jobs. Such competition is not just about AI replacing humans, but also exists among humans themselves. More jobs will favour workers who understand AI technology, and thus structural unemployment will become inevitable.

Over the past three decades, the internet has disrupted the workplace, and AI is now poised to bring about a new transformation. Technology giants, such as Amazon, have been global leaders in the AI field. Now, companies of all sizes are using AI technology for job interviews. For example, L’Oreal has introduced two robots as interviewers. They can not only moderate question-and-answer sessions and review job applicants’ qualifications, such as academic performance, work experience and international visas, but also answer their questions about corporate culture and employee welfare. They are also learning to become less dependent on humans, which could notably save time in human resources departments. However, while enjoying the convenience, we cannot help but worry about some problems: Is the robot’s assessment of job applicants completely reliable? Will such a selection mechanism, which lacks sufficient human input, miss talented people who fail to pass the robots’ tests? Will robots replace humans, and will our interviews depend entirely on the ‘preferences’ of machines? Those concerns are not totally unjustified, but a price to pay for the invention and evolution of all new things. AI will perform much of the work that is currently undertaken by or involves humans and will do so at a speed unimaginable to humanity.

When the ‘singularity’ of AI surpassing human intelligence arrives, human work will face two possible outcomes. The positive outcome is that human labour becomes a free and conscious activity, and a need for survival and development. However, a worse outcome is also possible. As the development of AI continues, it will escalate conflicts in society and affect society as a whole, which may trigger a greater, cruel, social transformation. That will usher in a whole new era of intelligence in which pressure comes not just from unemployment, but also from the great psychological challenge of moving from work to labour. Essentially, the rapid development of AI will reduce the amount of human labour and stimulate massive structural unemployment, thus creating a ‘non-labour existence’, dissolving people’s subjective need and turning to alienation.

Second, the development of AI has led to the degradation of people’s spiritual world in the consumer era and intensified the alienation of humans in life in general. When humans are overdependent on intelligent machines, we become less willing to think, and our spiritual world deteriorates as a result. While the widespread application of smartphones lays the foundation for humans to learn and master various types of knowledge and skills, it ‘paradoxically’ turns some people into one-dimensional persons who cannot escape the addiction of smartphones’ (Jiang and Tan, 2019). As Ruan (2019) points out, ‘With the rapid development and application of AI, many people no longer obtain knowledge and ideas through personal experiences such as logical thinking and self-expression, but seek quick access to
their desired results through the ubiquitous presence of AI. For ‘one-dimensional addicts of smartphones’, AI machines will feel like a part of our bodies, and be like the air and water that are necessary for survival. Without them, we may suffocate and inevitably generate a sense of emptiness and boredom. The problem would be particularly serious for young people, as they may become world-weary, self-absorbed and reluctant to communicate with others when they are obsessed with AI machines.

Currently, the development of AI is dependent on big-data resources. With the widespread use of various types of data-collection devices, the big-data resources that are collected include traditional identity information, contact information, home addresses, biological characteristics, physiological features and other related information. Furthermore, a new generation of Asimov machines and mind-reading software can already determine the content of human thoughts. Although they are still in their infancy, and are currently only able to identify simple human thinking activities, the detection of human thinking will only become easier with the advance of AI technology. Ideas that are buried deep in human brains will have nowhere to hide when they face AI machines. This will create a complex and fluid world unlike any in the traditional era.

Finally, AI as a technology cannot change the alienation dimension. The development of AI technology results in the loss of human subjectivity and isolation between humans, thus trapping humans in the state of alienation. This is known as the alienation dimension of technology (Wu, 2019). As Marx put it:

In our time, everything contains its own opposite. We see that machines have the miraculous power to reduce human labour and make it more productive, yet they cause hunger and over-fatigue. The triumph of technology seems to have come at the cost of moral corruption. (Marx and Engels, 1995: 775)

With the development of the internet, the internet of things and cloud platforms, less communication and fewer exchanges take place between people, and the resulting isolation in turn leads to a deeper alienation of interpersonal interactions. In particular, while intelligent machines are growing smarter, with faster internet connections and an increasingly massive data flow, the human brain, which we have always taken great pride in, is becoming clumsy and somewhat overwhelmed. Through new forms of alienation phenomena, such as substitution, control, enslavement and exclusion, the intelligence-powered fourth technological revolution has belittled the free activities of humans as a means to happiness, and it is only inevitable that ‘the vast majority of people will be left behind and reduced to negligible dependents or components of a huge, complex intelligent machine system, or even slaves of intelligent machines’ (Sun, 2019). In the future, AI will dominate our work and think for us, and humans will not need to work anymore. People who lose their work will also lose the value and the meaning of life.

Over 60 years of AI development, from Samuel to Deep Blue to AlphaGo, AI systems have been upgraded and widely applied in expert systems, pattern recognition, problem solving, machine translation, machine learning and many other fields. Marcuse, a leading figure of the Frankfurt School, pointed out that the developed industrial society is fulfilling only people’s false needs, and their real needs have been completely cast aside. This is also true for the development of AI: the risks it brings to human beings should not be ignored.

First, structural unemployment in low-creativity, repetitive, and low-skilled industries caused by the substitution of AI for humans in much mental and physical work is just the first phenomenon. Being dominated and enslaved by the products of humans’ own creation will further reduce the need for work and exacerbate the trend of alienation. As people become increasingly dependent on technological products, they will no longer be actively engaged in creative work, but passively enjoy the mental satisfaction and pleasure fostered by certain functions of technological products. Humans will need AI to work and think for them, and there will simply be no need to work anymore. Yet people who lose their work will also lose their value and meaning of life and end up being the slaves of intelligent machines and AI’s subordinates.

Second, while leading to the alienation of human labour, intelligent machines also cause the mechanization of human thinking. What we should really fear is that people are becoming addicted to machines and
beginning to think like machines. With the help of AI technology, cellphones, the internet and intelligent tutoring machines have made our lives much more convenient and notably increased the free time we enjoy. Meanwhile, by making people obsessed and addicted, AI has rapidly taken up almost all free time outside the necessary labour time of human society, yet the all-round development of humans has been constrained to a limited range and has stopped progressing. People only need to focus on their own interactions with machines and compete for the most advanced intelligent machines. Because of their dependence on and obsession with intelligent products, human emancipation has been trapped in a state of alienation. Therefore, instead of leading to the free and all-round development of humankind, AI has caused a deeper human alienation and even the inversion of the subjectivity of humans and machines. In this sense, in the evolution of intelligent society, how to promote human emancipation while dissolving the alienated state of humans is an issue that deserves greater attention.

4. Capital appreciation with clear moral responsibility

Capital is required in the development of AI, either for the training of professionals or for the research and production of the hardware and software systems of high-tech products. Therefore, the sustainable development of AI requires substantial investments of capital. At the same time, the technological progress and innovative outcomes of AI can be realized only when driven by the appreciation of capital. The intrinsic nature of capital appreciation provides a strong impetus for the development of AI technology and makes it a core competitive force in industrial production. Driven by the logic of capital, the rapid development of AI and big data will take humans from the economic status of industrialized machine production to the status of a digital, information and knowledge economy. The efficiency of global production and labour productivity will grow at an epic speed, and the whole social system will become more automated, networked, intelligent and digitized. However, the logic of capital appreciation has been described as ‘a logic of blind development and tenacious accumulation’ (Beaud, 1986: 145). Driven by the logic of capital, the development of AI focuses mainly on the appreciation of invested capital in the process of accumulation and circulation, while ignoring the issue of moral responsibility that should be borne by the relevant stakeholders, such as developers, producers, and users.

In June 2019, the National Governance Committee for the New Generation of Artificial Intelligence released the Governance Principles for the New Generation Artificial Intelligence: Developing Responsible Artificial Intelligence, which puts forward the principle of shared responsibility and clearly states that:

AI developers, users and other stakeholders should have a high sense of social responsibility and self-discipline, and should strictly abide by laws, regulations, ethical principles, technical standards and social norms. AI accountability mechanisms should be established to clarify the responsibilities of researchers, developers, users and relevant parties. (China Daily, 2019)

In the development of AI, if we follow only the logic of capital and fail to develop responsible AI or adopt the attribution of prospective moral responsibility, we will fall into a responsibility dilemma in ethical practice. Specifically, in the analysis of responsibility for the negative consequences caused by intelligent machines, how is responsibility attributed and divided? Should intelligent machines be morally responsible? These are questions that cannot be avoided in the development of AI technology.

To answer the question of whether intelligent machines should bear moral responsibility, the key is to determine whether intelligent robots could enjoy great autonomy. In the future, as intelligent machines become fully autonomous, we should let them take moral responsibility and treat them as legal actors who are subject to punishment (Lin et al., 2008). As of now, most intelligent robots are not yet fully autonomous (Bekey, 2005: 1–2), and their behaviour is based on the software programs pre-set by their developers. Because of this, although intelligent robots can be exempted from moral responsibility, ‘robot designers, manufacturers and their organizations shall be held accountable for the
safety and reliability of the robots and shall not be exempted from their responsibilities’ (Du, 2017).

However, an issue that is more critical to the negative consequences caused by intelligent machines is how responsibility is attributed and divided among the parties involved. The concept of ‘organized irresponsibility’, introduced by Ulrich Beck in his book *Gegengifte*, refers to a coalition of corporations, policymakers and experts who create dangers in contemporary society and then build a discourse to ‘pass the buck’, but ultimately transform the dangers they have raised into some kind of risk (Xu and Zhou, 2016). Compared with the traditional means of punishing the person in charge, acts of infringement in the intelligent era are conducted via algorithms and electronic ports, which provide the technical support for people seeking maximized profits to disguise their acts of infringement and escape punishment. Intelligent machines cannot beat human intelligence, and the human is still the decisive factor in the act of infringement. In the future, rather than humans and machines fighting with each other in two camps, a more likely scenario is humans fighting against each other with their machines. In other words, the ultimate problem is still a problem about humans, not machines, and the confrontation and conflict between the parties involved are still essentially a conflict of economic interests. Therefore, the moral responsibilities of various stakeholders, in the development of AI, such as developers, manufacturers and users, should be clarified.

According to when intelligent machines are produced, we can divide the moral responsibility for the resulting negative consequences into prospective and retrospective responsibilities. During the development of AI, the developers shall be held accountable for the safety and reliability of intelligent machines and take on prospective moral responsibility. In other words, they must have a comprehensive understanding of the possible consequences of developing intelligent machines. Patrick Lin even proposed that designers should design robots with compassion and selflessness (Yan, 2019). If the developers voluntarily take on their prospective moral responsibility, that will help to significantly reduce the negative effects caused by intelligent products and will thus improve public acceptance of their products. For manufacturers, to make safe and reliable intelligent products is their most important moral responsibility. At the same time, they should also take prospective moral responsibility and test their products rigorously before launching them to avoid adverse consequences caused by the use of intelligent machines. Moreover, users should respect intelligent machines and treat them properly; that is, users should not abuse or misuse them. Therefore, users should bear retrospective moral responsibility for the consequences caused by the improper use of intelligent machines. In general, the developers, manufacturers, users and other stakeholders should bear moral responsibility for the negative consequences caused by intelligent products, but how such moral responsibility should be divided is still a difficult problem that can be solved only in future practice.

5. Conclusion

Ultimately, the development of AI must serve human society. We must use advanced AI technologies that conform to human values and norms to promote social development rather than hinder its progress. Therefore, we must ensure that new AI technologies contribute to the progress of human beings from the very beginning of the research. Like other technologies, AI has both advanced and backward aspects, and we must ensure that the development of AI technology is in line with the direction of social progress. Some experts point out that the danger of the abuse of AI technology is comparable to that of nuclear weapons. AI is not human intelligence in any real sense. We should remind ourselves that, however AI is designed, managed or controlled, issues such as the development of human society, the subjectivity of humans, and ethics and morality should not be left completely to intelligent machines.

From the perspective of Marx’s theory of practice, whether AI development will head in the direction of survival, destruction or integration is ultimately determined by practice, because ‘whether human thinking holds objective truth is not a question of theory, but a question of practice’ (Marx and Engels, 2009: 500). However, the crux of the matter is that the development of AI is a double-edged sword. While promoting human emancipation, it also traps humans in a state of alienation. It
facilitates the spread of the technology cult but puts humans in what Weber calls an ‘iron cage’, thus inverting the question of ‘man as an end in itself, not as a means to an end’. While contributing to the appreciation of capital, it also raises the issues of the attribution and division of moral responsibility. Therefore, the basic conclusions of this paper are as follows.

First, to make the most of the extended free labour time enabled by AI, we need to enrich our spiritual world, build our mental strength and satisfy our cultural needs through diversified means. In doing so, humans will not unconsciously become slaves of intelligent machines or even one-dimensional people, thus gradually saving humankind from the dilemma of alienation.

Second, in the process of AI development, we should move beyond instrumental rationality and the prisoner’s dilemma. We should underscore the value rationality of humans, cultivate the scientific and humanistic spirit of developers and encourage them to prioritize human subjectivity in AI research to lay the foundation for persevering with basic human values, such as compassion and reverence.

Third, the government and related organizations should actively respond to the adverse consequences created by AI machines. At the same time, they should deal with the attribution and division of moral responsibility among developers, manufacturers, users and other stakeholders and build an effective system of accountability based on the principle of shared responsibility.

In a nutshell, the vision of AI development is to continuously improve human intelligence through human–machine integration. AI development should focus on the issue of human subjectivity to provide ideas and methods for solving the above problems. These problems in the development of intelligent society cannot be solved just by enriching the spiritual world of humans or by relying on institutions and mechanisms. What we need to do is to work on both fronts.
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