Entanglement properties of the doping-driven Mott transition in the two-dimensional Hubbard model
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Tools of quantum information theory offer a new perspective to characterize phases and phase transitions in interacting many-body quantum systems. The Hubbard model is the archetypal model of such systems and can explain rich phenomena of quantum matter with minimal assumptions. Recent measurements of entanglement properties of this model using ultracold atoms in optical lattices hint that entanglement could provide the key to understanding open questions of the doped Hubbard model, including the remarkable properties of the pseudogap phase. These experimental findings call for a theoretical framework and new predictions. Here we approach the doped Hubbard model in two dimensions from the perspective of quantum information theory. We study the entanglement entropy and the total mutual information across the doping-driven Mott transition within plaquette cellular dynamical mean-field theory. We find that upon varying doping these two entanglement-related properties detect the Mott insulating phase, the strongly correlated pseudogap phase, and the metallic phase. Imprinted in the entanglement properties we also find the pseudogap to correlated metal first-order transition, its finite temperature critical endpoint, and its supercritical crossovers. Through this footprint we reveal an unexpected interplay of quantum and classical correlations. Our work shows that sharp variation in the entanglement properties and not broken symmetry phases characterizes the onset of the pseudogap phase at finite temperature.

I. INTRODUCTION

Quantum information theory [1, 2] provides new concepts, based on the nature of the entanglement, for characterising phases of matter and phase transitions in correlated many-body systems [3–6]. Entanglement properties can even describe new kinds of orders beyond the Landau theory, such as quantum-topological phases [7]. But entanglement properties are in general elusive for measurements. However, advances with ultracold atoms have removed this barrier: recent experiments have demonstrated the ability to directly probe entanglement properties in bosonic and fermionic quantum many-body systems [8–12].

In particular, the fermionic Hubbard model in two dimensions has a prominent role in the study of correlated many-body systems with ultracold atoms [13–25]. On the theory side, this is because this model captures the essence of the correlation problem on a lattice. Experimentally, this is because its behavior can be linked to the phenomenology of high-temperature cuprate superconductors [26].

Recent experimental work of Cocchi et al. [10] with ultracold atoms has probed key measures of quantum correlations in the two-dimensional fermionic Hubbard model, paving the way for probing the role of the entanglement in the description of the complex phases of the model. On the theory side, in our work of Ref. [27] using the cellular extension of dynamical mean-field theory (CDMFT), we showed that two indicators of entanglement - the local entropy and the mutual information - detect the first-order nature of the Mott metal-insulator transition, the universality class of the Mott endpoint, and the crossover emanating from it in the supercritical region. The local entropy is a measure of entanglement between a single site and its environment [3]. The mutual information measures the total (quantum and classical) correlations between a single site and its environment [2, 28].

However, the theoretical framework of Ref. [27] has so far been restricted to half filling. Hence, the exploration of the richer region of finite doping using entanglement properties remains an open frontier, one that bears relevance for the unconventional superconductivity problem in cuprates [26, 29, 30]. Indeed, upon hole-doping the Mott insulating state, electrons start to delocalise but correlations due to Mott physics persist up to large doping levels [31]. This gives rise to complex electronic behavior, epitomised by the pseudogap state.

Here we generalise the study of Ref. [27], using the same methodology, to the region of finite doping. By tuning the level of doping, we use local entropy and mutual information to characterise the Mott insulator, the strongly correlated pseudogap phase, and the metallic state. By tuning the temperature, we address the interplay between quantum and classical correlations, which is an open research challenge of growing interest [3–5, 28, 32] especially close to critical points [33–42]. Specifically, in CDMFT the pseudogap to metal transition induced by doping is first-order, terminates in a second-order endpoint at finite doping and finite tem-
temperature, and is followed by crossover lines in the supercritical region \cite{31, 43, 44}. We found that all these features are imprinted in the entanglement properties of a single site, without the need to look for area law properties or topological terms \cite{4}. Hence signatures at the level of entanglement persist from the low-temperature first-order quantum limit, up to the finite-temperature endpoint and beyond into the supercritical region. Our study corroborates the viewpoint that quantum and classical correlations resulting from Mott physics – and not a low-temperature symmetry-breaking order – are at the origin of the opening of the pseudogap at finite temperature \cite{44–46} that is observed, for example, in NMR experiments \cite{47}.

Even though our calculations are performed on the square lattice to minimize Monte Carlo sign problems, the phenomena would be best observed on frustrated lattices where they would not be masked by antiferromagnetic fluctuations \cite{48}.

We start in Sec. II by discussing the model and the quantum information tools we are using to characterize phases and phase transitions in the model. Then in Sec. III we briefly review the thermodynamic description of the normal-state phase diagram of the two-dimensional Hubbard model. This sets the stage for the information theory description of the doping-driven transition using entanglement entropy in Sec. IV, thermodynamic entropy in Sec. V, and mutual information in Sec. VI. We conclude with an outlook on the implications for the pseudogap problem in cuprates in Sec. VII.

II. MODEL AND METHOD

A. Solving the two-dimensional Hubbard model

We study the single band Hubbard model in two dimensions on a square lattice. The Hamiltonian describing the Hubbard model in two dimensions is

\[
H = - \sum_{\langle ij, \sigma \rangle} t_{ij} c_{i \sigma}^\dagger c_{j \sigma} + U \sum_i n_{i \uparrow} n_{i \downarrow} - \mu \sum_{i \sigma} n_{i \sigma},
\]

where \(t_{ij}\) is the nearest-neighbour hopping amplitude, \(c_{i \sigma}^\dagger\) and \(c_{i \sigma}\) are the creation and annihilation operators for an electron at site \(i\) with spin \(\sigma\), \(U\) is the Coulomb repulsion felt by an electron on site \(i\), the number operator is \(n_{i \sigma} = c_{i \sigma}^\dagger c_{i \sigma}\), and the chemical potential is \(\mu\).

We study this model using the cellular extension \cite{30, 49, 50} of dynamical mean-field theory \cite{51}. In this approach, the self-energy of the lattice Green’s function is obtained from that of a cluster immersed in a self-consistent bath of non-interacting electrons. The properties of the bath are determined by requiring that the lattice Green’s function projected on the cluster equal the cluster Green’s function. We solve the plaquette (i.e. \(2 \times 2\) cluster) in a bath problem as a quantum impurity problem. We use the continuous-time quantum Monte Carlo method \cite{52, 53} based on the hybridization expansion of the impurity action. We set \(t = 1\) and \(k_B = 1\) as our energy units.

We follow the numerical protocol described in Refs. \cite{27, 54}. In particular, we extract the occupation \(n\) and the double occupation \(D\) from the empty band up to half filling, in the temperature range \(1/100 \lesssim T \lesssim 1\), and in a broad \(U\) range. All the results in this paper were obtained with a small chemical potential step (down to \(\Delta \mu = 0.0025\)) so that derivatives can be easily calculated with the simplest finite difference.

B. Extracting entanglement properties

We focus on two entanglement properties, the local entropy and the mutual information between a single site and the rest of the lattice, averaged over all sites. Following our Refs. \cite{27, 54}, these two entanglement properties can be derived from the entanglement entropy, as explained below.

By partitioning the lattice sites in subsystem \(A\) and its complement \(B = \overline{A}\), the entanglement entropy associated to subsystem \(A\) is \(s_A = -\text{Tr}_A[\rho_A \ln \rho_A]\), where \(\rho_A\) is the reduced density matrix obtained by tracing the density matrix of the total system \(\rho_{AB} = \rho_A \otimes \rho_B\). In information theory language, \(s_A\) measures the uncertainty, or lack of information, in the state of subsystem \(A\). At zero temperature \(T = 0\), the entanglement between \(A\) and \(B\) is the source of that uncertainty, and \(s_A\) is a quantitative measure of the entanglement between \(A\) and \(B\), hence the name ‘entanglement entropy’. Instead, at finite temperature \(T \neq 0\), \(s_A\) contains thermal contributions and hence it is no longer a quantitative measure of the quantum entanglement alone \cite{55–57}.

At finite temperature, it is therefore useful to also consider the concept of mutual information between subsystems \(A\) and \(B\), which measures the total (quantum and classical) correlations shared between \(A\) and \(B\). The mutual information is defined as \(I(A : B) = s_A + s_B - s_{AB}\), where \(s_X\) is the entanglement entropy \cite{1, 2}. Subadditivity of the entropy implies that \(I(A : B)\) is non-negative. It equals 0 if and only if the subsystems \(A\) and \(B\) are uncorrelated, \(\rho_{AB} = \rho_A \otimes \rho_B\). Hence a non-zero value of \(I(A : B)\) means that the sum of the entropy of the subsystems is larger than the entropy of the total system. In information theory language, a non-zero value of \(I(A : B)\) means that the total system \(AB\) contains more information than the sum of its subsystems \(A\) and \(B\) – that is, \(A\) and \(B\) are correlated.

Entanglement entropy and mutual information can be used to identify and characterize phases in many-body systems, and their phase transitions \cite{3, 4}. For many-body systems on a lattice, a first step consists of calculating the entanglement entropy and mutual information between a single site (i.e. subsystem \(A\) is just a site) and the rest of the lattice. One goal is to identify and
characterize phase transitions while varying the tuning parameters of the phase transitions. A second step consists of analyzing how entanglement entropy and mutual information scale when the subsystem $A$ grows in size. One of the goals in this case is to characterize phases of matter as different structures in the correlations, and phase transitions as rearrangements of correlation patterns.

Here we confine our study to the first step, i.e. we analyze the behavior of the single-site entanglement entropy and the mutual information between a single site and the rest of the lattice upon doping the Mott insulator within the two-dimensional Hubbard model. This task has the advantage that it can be implemented readily in numerical simulations and in experiments with ultracold atoms in optical lattices.

First, let us discuss how to find the single-site entanglement entropy, which we shall call from now on ‘local entropy’ $s_1$ (since we study finite temperatures, and $A$ is just a single site $A = 1$). Particle and spin conservation require the reduced density matrix to be diagonal [58], $\rho = \text{diag}(p_0, p_1, p_1, p_1)$, where the $p_i$ are the probabilities of finding the site doubly occupied, occupied with a spin up or down particle, or empty. We have $p_{1\uparrow} = (n_{i\uparrow} n_{i\downarrow}) = D$, $p_1 = p_1 = (n_{i\uparrow} - n_{i\uparrow} n_{i\downarrow})$ and $p_0 = 1 - 2p_1 - p_{1\uparrow}$. Hence $s_1$ is

$$s_1 = - \text{Tr}_A[\rho_A \ln \rho_A]$$
$$= - \sum_i p_i \ln p_i. \quad (2)$$

Fig. 1 illustrates graphically the construction of $s_1$ using Eq. 2.

Hence knowledge of the occupancy $n$ and double occupancy $D$ suffice to determine $s_1$. Both $n$ and $D$ can be accurately calculated in numerical simulations [3, 58–60] and measured with ultracold atoms, thanks to advances in single site microscopy [67–75].

Next we turn to the calculation of the mutual information between a single site and the rest of the lattice. For the site $i = 1$, it is defined as $I(1 : \{>1\}) = s_1 + s_{\{>1\}} - s_{\{>0\}}$, where $\{>k\}$ is the set of sites with indices greater than $k$ (the set $\{>0\}$ means the whole lattice). We previously showed in our work of Refs. [27, 54] that further simplifications and comparison with experiments become possible if we consider the mutual information between a single site and the rest of the lattice, averaged over all sites. We called this quantity total mutual information. It is defined as

$$\bar{I}_1 = \frac{1}{N} \sum_{i=1}^{N} I(i : \{>i\}) = \frac{1}{N} \sum_{i=1}^{N} \left( s_1(i) + s_{\{>i\}} - s_{\{>i-1\}} \right). \quad (3)$$

Fig. 2 illustrates graphically the terms in the sum of Eq. 3. The first line of Fig. 2 is the standard definition of mutual information between the site $i = 1$ and the rest of the lattice. The second line is the mutual information between the site $i = 2$ and the rest of the lattice, but where the site $i = 1$ has been traced over to avoid double counting the correlations between sites 1 and 2. This correlation has already been taken into account in $I(1 : \{>1\})$. Note that the last term of the second line cancels the second term in the first line. This pattern repeats and the only terms in Fig. 2 that survive are $\bar{I}_1 = \left( \sum_{i=1}^{N} s_1(i) \right) / N - s$, where $s = s_{\{>0\}} / N$ is the thermodynamic entropy per site. In translationally invariant systems all $s_1(i)$ are equal, so $\bar{I}_1$ simplifies further to the difference of local entropy and thermodynamic entropy, $\bar{I}_1 = s_1 - s$. Since $s$ can be obtained using the Gibbs-Duhem relation (see Sec. V) from the knowledge of the occupancy $n(\mu)$, then $\bar{I}_1$ also can be readily computed in numerical simulations.

Since mutual information is always positive, the total mutual information $\bar{I}_1 = s_1 - s$ is a sum of positive terms. We have then an information-theoretic meaning for this quantity that was first proposed in an experimental context [10].

To illustrate our method, in Fig. 3a we compare our CDMFT results for the entropies $s_1$ and $s$ with the experimental data of Cocchi et al. [10] using ultracold atoms. The overall agreement is excellent over the whole range of chemical potential $\mu$. The shaded area indicates the total mutual information $\bar{I}_1 = s_1 - s$, and is shown in Fig. 3b.

III. PHASE DIAGRAM

The phase diagram of the two-dimensional Hubbard model is spanned by $U$, $\delta$ (or equivalently, $\mu$), and $T$. As a result of intense work [31, 43, 44], the main thermodynamic features of the plaquette CDMFT solution

![Fig. 1. Sketch visually showing how the local entropy $s_1$ is calculated. Shaded grey region indicates the degrees of freedom that are traced over to obtain $\rho_A = \text{Tr}_B(\rho_{AB})$. The red dot indicates the site where the density matrix is used to compute $s_A$, i.e. $\rho_A = \rho_1$.](image-url)
for the normal state are known. In contrast, the entanglement properties are largely unexplored. Let us briefly review the key thermodynamic features [31, 43, 44, 76]. As sketched in the $U - \delta$ low temperature cross-section of Fig. 4a, the system features a first-order phase transition (see thick cyan line) originating at half filling $\delta = 0$ and at a critical interaction $U_{\text{MIT}}$ and extending to progressively higher doping with increasing $U$ [31, 43]. The plaquette here constrains antiferromagnetic fluctuations to be short-range, as they would be in a frustrated lattice [48]. At $\delta = 0$ and on varying $U$, this phase transition is between a metal and a Mott insulator [54]. This is the $U$-driven Mott metal-insulator transition, and is indicated by a vertical double arrow in Fig. 4a. At constant $U > U_{\text{MIT}}$ and on varying $\delta$, this first-order phase transition is between two metallic phases: a strongly correlated pseudogap at low $\delta$ and a correlated metal at high $\delta$ [44]. These two phases share the same symmetry and are distinguished by their electronic density $n$ at the phase transition. Therefore, on varying $\delta$ for $U$ larger than the threshold $U_{\text{MIT}}$ for the Mott transition at $\delta = 0$, the system undergoes a continuous change between a Mott state and a pseudogap, and an abrupt (first-order) change between a pseudogap and a metal [44]. With further increasing doping, this metal progressively becomes less correlated, and eventually the system becomes a band insulator at $\delta = 1$ ($n = 0$, i.e. no particles). This sequence of phases realizes the $\delta$-driven Mott metal-insulator transition, and is indicated by a horizontal double arrow in Fig. 4a.

By adding the temperature axis, the first-order transition line in the $U - \delta$ phase diagram evolves into a first-order surface in the $U - \delta - T$ phase diagram. On increasing $T$, this transition surface is interrupted at a second-order critical line. Beyond this critical temperature, sharp crossovers emerge from the critical line. This is best shown by taking cross-sections of the $U - \delta - T$ phase diagram at constant $U$, for $U > U_{\text{MIT}}$, as shown in Figures 4b and 4c, which show our plaquette CDMFT results for $U = 6.2$ and $U = 7.2$. The system features a first-order transition bounded by spinodal lines $\delta_{c1}$ and $\delta_{c2}$, where the strongly correlated pseudogap and correlated metal disappear respectively. This transition ends in a second-order critical point at $(\delta_{c}, T_{c})$. 

FIG. 2. Sketch visually showing how the mutual information between a single site and the rest of the lattice, averaged over all sites (that we call total mutual information $I_1$), is calculated. Shaded grey regions indicate the degrees of freedom traced over to obtain $\rho_A = \text{Tr}_B(\rho_{AB})$. Red dots indicate the ensemble of sites where the density matrix $\rho_A$ is used to compute $s_A$. Each term in the sum of Eq. 3 is represented by a square lattice, starting with (left to right) $s_1(1), s_{(>1)}, s_{(>0)}$, and so on - finishing with $s_1(N), s_{(>N)} = 0$, and $s_{(>N-1)}$. We assume that the lattice is infinite.
FIG. 4. (a) $U - \delta$ phase diagram at low temperature, in the normal state. Cyan line indicates a first-order transition. It separates a metal from a Mott insulator (green line) at half filling ($\delta = 0$), and a strongly correlated pseudogap (shaded blue area) from a correlated metal at fixed $U > U_{MIT}$. The vertical and horizontal double arrows indicate the $U$-driven and $\delta$-driven transitions respectively. The focus of this work is on the entanglement properties of the $\delta$-driven transition. (b) $T - \delta$ phase diagram for $U = 6.2 > U_{MIT}$. The shaded blue region shows the pseudogap phase, and the vertical green line shows the Mott insulator at $\delta = 0$. The first-order pseudogap-metal transition in (b) is bounded by the spinodal lines $\delta_{1}$ and $\delta_{2}$, which are denoted by filled up and down triangles respectively. The first-order transition terminates in a second-order critical endpoint ($\delta_{c}, T_{c}$), indicated by the filled cyan circle. The Widom line $T_{W}(\delta)$, a sharp crossover emanating from the critical endpoint, is shown with blue open triangles and defined here by the maxima in the isothermal charge compressibility $\kappa(\delta)$ as shown in panel (d). Blue open circles indicate the high temperature precursor to the Widom line, known as the pseudogap temperature $T^*$, defined by the drop in the spin susceptibility $\chi_{0}(T)$ shown in panel (e). Open red squares show the crossover line $T_{s1}$ obtained from the positions of the inflection in $s_{1}(\mu)^{2}$, shown in Fig. 6 as a function of doping, which lies close to the Widom line. Orange diamonds denote the crossover line $T_{c}$ arising from tracking the doping level of the inflection point in $s(\mu)^{2}$. Green squares denote the crossover line $T_{T_{s}}$ arising from tracking the doping level of the inflection point showing the sharpest change in $T_{s}(\mu)^{2}$. Key findings of this work are the inflections leading to the second-order critical point moves to progressively larger doping and lower temperature with increasing $U$ [31, 43]: at $U = 7.2$ it is below the lowest temperature we can access because of the sign problem, but the Widom line is clearly visible. This is where the Widom line proves as a useful indicator: when the endpoint and the underlying first-order transition lie below some inaccessible region, the Widom line is a high temperature predictor of these phenomena. The low temperature region may be inaccessible because the sign problem prevents us from probing low temperatures, but also experimentally it could be inaccessible because ordered phases hide the transition, for example.

Beyond this, a sharp crossover emerges – this is $T_{W}(\delta)$, the so-called Widom line (shown as open blue triangles). It is defined as the locus of the maxima of the correlation length $[44, 77, 78]$. Extrema of thermodynamic response functions converge to the Widom line upon asymptotically approaching the endpoint. It has been shown that charge compressibility $[31, 43, 44]$, thermodynamic and nonlocal density fluctuations $[79]$, and specific heat $[76]$ all show anomalous enhancement upon crossing the Widom line. Operationally we define the Widom line using the doping level at which the isothermal compressibility $\kappa(\delta)$ peaks $[44]$, see Fig. 4d.

Note that the second-order critical point moves to progressively larger doping and lower temperature with increasing $U$ $[31, 43]$; at $U = 7.2$ it is below the lowest temperature we can access because of the sign problem, but the Widom line is clearly visible. This is where the Widom line proves as a useful indicator: when the endpoint and the underlying first-order transition lie below some inaccessible region, the Widom line is a high temperature predictor of these phenomena. The low temperature region may be inaccessible because the sign problem prevents us from probing low temperatures, but also experimentally it could be inaccessible because ordered phases hide the transition, for example.

The endpoint and the Widom line in the supercritical
region have a high temperature precursor, the so-called $T^*(\delta)$ line (open blue circles), which occurs for $\delta \leq \delta_c$ only. This crossover can be interpreted as the pseudogap temperature [45, 46]. Operationally it can be defined as the loci of the temperatures where, on reducing $T$, the spin susceptibility $\chi_0(T)_{\downarrow\uparrow}$ drops, or $c$-axis resistivity increases [45]. Since the finite doping first-order transition is continuously connected to the Mott transition at half filling, the pseudogap that arises because of the associated Widom line is a consequence of the Mott transition at half filling.

Overall the phase diagram of the two-dimensional Hubbard model shows many similarities with the phase diagram of hole-doped cuprates [44, 76, 80].

In Ref. [27] we showed that the local entropy and total mutual information detect the $U$-driven Mott transition of the half filled model, by showing characteristic inflections as a function of $U$. Now we generalize the study of these entanglement properties to the metallic phases at nonzero doping.

IV. LOCAL ENTROPY

We shall show that the local entropy $s_1$ defined in Sec. II B detects the first-order transition between pseudogap and metal, the second-order endpoint, and the crossover emerging from it.

A. Doping dependence of $s_1$

![FIG. 5. Local entropy $s_1$ versus $\delta$ at $T = 1/10$ for several values of $U$, bounded by the limiting cases $U = 0$ (cyan dotted line) and $U = \infty$ (cyan dashed line). Grey dotted lines indicate ln(2), ln(3), and ln(4).](image)

Figure 5 shows the local entropy $s_1$ as a function of $\delta = 1 - n$ for different values of $U$, at the intermediate temperature $T = 1/10$. To understand the behavior of $s_1(\delta)$ it is useful to consider the $U = 0$ (cyan dotted line) and $U = \infty$ limits (cyan dashed line).

For $U = 0$, the probability of double occupancy $p_{\uparrow\downarrow} = n^2/4$, and thus $s_1$ monotonically decreases with increasing $\delta$ from ln(4) to 0. Physically, less states become available with increasing $\delta$. In information theory language, the uncertainty about the site occupation decreases and hence its entropy decreases.

In contrast, for $U = \infty$, $D = 0$ and $s_1$ is non-monotonic with $\delta$. Exactly at half filling, the limit of $s_1$ is ln(2). This is the entropy of a free spin. Its value coincides with the entanglement entropy of a singlet. Then $s_1$ increases with increasing doping to ln(3), and subsequently decreases to zero. Indeed, $U$ suppresses the double occupancy and thus the number of available states on a single site and thus $s_1$, especially close to the Mott insulator at $\delta = 0$ ($n = 1$). In information theory language, the suppression of double occupancy leads to less uncertainty about the site occupation, and hence to a decrease of the local entropy upon approaching $\delta = 0$.

Therefore the behavior of the CDMFT data for $s_1(\delta)_T$ results from the competition between Fermi statistics and Mott localization. For $\delta \gtrsim 0.5$ CDMFT data are not very dependent on $U$, suggesting that Fermi statistics dominate at large $\delta$. At low $\delta$, for $U$ larger than the critical interaction, Mott localization leads to a decrease in $s_1$ with decreasing $\delta$.

B. $s_1$ detects the first-order transition between strongly correlated pseudogap and correlated metal

Next we investigate whether the pseudogap to correlated metal transition and its associated crossovers in the thermodynamic properties leave signatures in the local entropy. Figures 6a, b show the local entropy $s_1(\delta)_T$ across the pseudogap to correlated metal transition at $U = 6.2$ and for different temperatures – in other words, we are taking fixed $T$ cross sections of the phase diagram in Fig. 4b.

For $T < T_c$, the transformation between two correlated metals - a strongly correlated pseudogap and a correlated metal - is first-order, with an abrupt jump in the density $n(\mu)$ [31, 43]. This thermodynamic change is imprinted on the local entropy $s_1(\delta)_T$, which is also discontinuous: at $\delta_{c1}$ the pseudogap disappears, and at $\delta_{c2}$ the correlated metal disappears. The local entropy $s_1$ shows hysteresis as a function of the chemical potential $\mu$, as seen in Fig. 1b of the supplementary material [81]. We found $(s_1)^{\text{pseudogap}} < (s_1)^{\text{correlated metal}}$, since the double occupancy $D$ is smaller in the pseudogap (this result about $D$ can be obtained from Clausius-Clapeyron equation [43]).

Physically, in the strongly correlated pseudogap phase, doped holes (holons) move in a background of short-ranged singlet states caused by the superexchange mechanism. This is shown by the drop in the spin susceptibility $\chi_0(T)_{\downarrow\uparrow}$ (see Figs. 4e, f) and by analyzing the statistical
weight of the plaquette eigenstates [43, 44, 82]. At larger doping, in the correlated metal, the carriers are quasiparticles. In summary, the sudden change in the many-body state between two correlated metals is captured by the discontinuous change in the local entropy \( s_1 \) across the transition.

C. \( s_1 \) detects the critical endpoint and its Widom line

The first-order transition between two metals ends in a second-order endpoint at \((\delta_c, T_c)\), where thermodynamic response functions such as charge compressibility [31, 43, 44], density fluctuations [79], and specific heat [76] diverge. The local entropy \( s_1(\mu)T \) detects the endpoint by showing an inflection as a function of \( \mu \) with a vertical tangent. This can be understood by writing \( s_1(\mu)T \) using the chain rule as a function of \( n \), as \((\partial s_1/\partial n)(\partial n/\partial \mu)\), where \((\partial s_1/\partial n)\) is regular and \((\partial n/\partial \mu)\) is singular. The charge compressibility \( \kappa \) is proportional to \( \partial n/\partial \mu \) and indeed diverges at \((\delta_c, T_c)\) [44, 79], and hence so does \( s_1 \).

For \( T > T_c \), the singular behavior of the thermodynamic response functions is replaced by a sharp crossover, known as the Widom line. This thermodynamic signature also affects the local entropy \( s_1 \), which shows inflections versus \( \mu \) (that are not visible in \( s_1 \) versus \( \delta \)). The position of the inflections can be located by taking the derivative of \( s_1(\mu)T \) with respect to \( \mu \). Fig. 6c shows \( \partial s_1/\partial \mu \) as a function of \( \delta \) for several \( T \) above \( T_c \). The peaks narrow and sharpen as \( T \to T_c \) from above. This is the distinctive feature of the Widom line (see Figs. 5a, d of the supplementary material for \( s_1 \) and \( \partial s_1/\partial \mu \) versus \( \mu \)).

The loci of inflections of \( s_1(\mu)T \) and of \( \kappa(\mu)T \) are close and converge at \( T_c \) (see filled symbols in Fig. 6c showing the inflection points). Their location is represented as open red squares in the phase diagram of Fig. 4b. Similar results are obtained for \( U = 7.2 \) (see Fig. 4c for the \( T - \delta \) phase diagram at \( U = 7.2 \) and Fig. 2 of the supplementary material for the parallel to Fig. 6). Hence \( s_1 \) detects the critical endpoint of the first-order pseudogap-metal transition and its associated Widom line.

V. THERMODYNAMIC ENTROPY

The thermodynamic entropy per site is \( s = -\text{Tr}(\rho \ln \rho)/N \), where \( \rho \) is the density matrix. To find \( s \), we follow the protocol previously described in Refs. [10, 54]. It exploits the Gibbs-Duhem relation

\[
sdT - adP + ndd\mu = 0, \tag{4}
\]

where \( a \) is the area and \( P \) the pressure. At constant \( T \) and \( U \), it simplifies to \( nd\mu = adP \). Therefore we extract \( s \) by following three steps (as illustrated in Fig. 3 of the supplementary material). First we calculate the occupation \( n(\mu)T \), then we integrate it over \( \mu \) to obtain the pressure \( p(\mu)T \):

\[
p(\mu)T = \frac{1}{a} \int_{-\infty}^{\mu} n(\mu')T d\mu'. \tag{5}
\]

Finally, by differentiating the pressure with respect to temperature, we extract the thermodynamic entropy \( s(\mu)T = a(dP/dT)_\mu \).

A. Doping dependence of and maximum of \( s \)

Figure 7 shows the entropy per site \( s \) as a function of \( \delta \) at \( T = 1/10 \) for several values of \( U \). At small \( U \), \( s(\delta) \) is monotonically decreasing with increasing \( \delta \). In contrast,
for large values of $U$ (i.e. upon doping the Mott insulator), $s(\delta)$ increases until it reaches a maximum, and then decreases to 0 as $\delta \to 1$ ($n \to 0$). The increase of $s$ with increasing $\delta$ at large $U$ is due to the fact that in the Mott insulator charge fluctuations are suppressed and doping releases them, thereby increasing $s$. On the other hand, upon further increasing doping, $s$ decreases with increasing doping. This is because the effect of interactions becomes negligible at large doping where the band is almost empty, as can be seen by comparison with the non-interacting case (cyan dotted line). Note that the interactions almost always increase the entropy compared with the non-interacting case. Also, interactions lead to a maximum in entropy in a region of doping where, in cuprates, ordered states are found at low temperature.

Previous work with CDMFT [31, 43, 46] and other methods (such as the dynamical cluster approximation [83]) revealed the maximum in $s(\delta)$, which can also be found via Maxwell relations by the crossing of the isotherms $(\partial n / \partial T)_{\mu} = 0$. The maximum is also captured by the atomic limit, and is another manifestation of localisation/delocalisation physics.

### B. $s$ detects the critical endpoint of the first-order transition and its Widom line

Fig. 8a shows $s(\delta)_{T}$ for $U = 6.2$ and different temperatures. Because the procedure of extracting $s$ is computationally expensive and both the sign problem and the error propagation in calculating $s$ degrade with lowering $T$, we restrict our analysis to $U = 6.2$ only, and for $T \geq 1/50$.

As noticed in earlier work [43, 46], the maximum in $s(\delta)$ occurs at a doping larger than the transition $\delta_c$. The central feature that we reveal here is the inflection in $s$ as a function of $\mu$ (see vertical bar in Fig. 8b), where the entropy shows the largest variation with $\mu$. To locate the inflections, we perform the numerical derivative of $s$ with respect to $\mu$. Fig. 8c shows the result $\partial s / \partial \mu$ plotted as a function of $\delta$. Note that $s$ and $\partial s / \partial \mu$ are shown as functions of $\mu$ in Figs. 5b, e of the supplementary material. The position of the inflection in $s(\rho)_{T}$ is marked with a dashed vertical line in Fig. 8b as the inflection itself is not visible as a function of doping. The slope becomes steeper on approaching $T_c$ (see $\partial s / \partial \mu$ curves in Fig. 8c, where the minima become sharper and more negative). Thus we expect that the inflection becomes a vertical slope, hence $s$ shows singular behavior.

By tracking the doping level of the inflection point of $s(\delta)_{T}$ at different temperatures we obtain a crossover line in the $T - \delta$ diagram. This crossover is denoted by $T_s$ (orange diamonds in Fig. 4b). Although the precise location of $T_s$ in the $T - \delta$ diagram is affected by the uncertainty introduced by our method of extracting $s$, the important result we obtain is a crossover which extends into the supercritical region.

### C. $s$ detects the first-order transition between strongly correlated pseudogap and correlated metal

For $T < T_c$, the entropy will be discontinuous at the pseudogap to correlated metal transition. Using the Clausius-Clapeyron relation along the first-order transition, Refs. [31, 43] inferred that the entropy of the pseudogap is smaller than that of the correlated metal, $(s_{\text{pseudogap}}) < (s_{\text{correlated metal}})$. The error propagation prevents us from obtaining $s$ below $T_c$.

### VI. TOTAL MUTUAL INFORMATION

Next we turn to the total mutual information between a single site and its environment, which measures classical and quantum correlations. It is simply $I_1 = s_1 - s$.

#### A. Doping dependence of $I_1$

Figure 9 shows $I_1$ as a function of doping $\delta$ for several values of $U$ at $T = 1/10$. For large doping $\delta \gtrsim 0.5$, $I_1$ is governed by $s_1$, does not depend much on $U$, and decreases with increasing $\delta$. Physically, this reflects the decrease of quantum and classical correlations on approaching the full insulating hole band, or equivalently the empty electron band at $\delta = 1$. The dilution leads to a mutual information that does not depend on the interaction $U$.

For $\delta \lesssim 0.5$, $I_1$ develops a local minimum (at $\delta = 0$ or at finite $\delta$ depending on the interaction $U$) that occurs from the mismatch between the positions of the peaks in
FIG. 8. (a) Thermodynamic entropy per site $s$ versus $\delta$ at $U = 6.2 > U_{\text{MIT}}$ for different temperatures. We estimate $s$ at $T = 1/12, 1/20, 1/30, 1/40, 1/50$ by taking finite differences between pressures curves at $T = 1/10$ and $T = 1/12$, at $1/12$ and $1/20$, at $1/20$ and $1/30$, at $1/30$ and $1/40$, and at $1/40$ and $1/50$, respectively. (b) The same as (a) for the doping interval shaded in (a), and highlighting the positions of the inflections that can be seen in $s(\mu)_T$ (which are not visible as a function of $\delta$) with vertical dashed lines. (c) $\partial s/\partial \mu$ versus $\delta$ for different temperatures at $U = 6.2$, showing the minima which become sharper and more negative on approaching $T_c$. We have used the loci of these minima (see filled symbols) to obtain the crossover line $T_c$ in the $T - \delta$ phase diagram of Fig. 4b.

FIG. 9. Total mutual information $T_1 = s_1 - s$ versus $\delta$ at $T = 1/10$ for several values of the interaction strength $U$. The limiting case for $U = 0$ at $T = 1/10$ is shown by the cyan dotted line.

$s_1(\delta)$ and in $s(\delta)$. Physically, at large $U$ the minimum comes from the competing spin and charge correlations. On the right side of the minimum, charge correlations win because states become more extended, hence the density matrix does not factor in position space, and hence correlations encoded in $T_1$ increase with increasing $\delta$. In contrast, on the left side of the minimum, spin correlations win over charge correlations. This is because at large $U$ the superexchange coupling grows with decreasing $\delta$, hence $T_1$ increases on approaching the Mott insulator at $\delta = 0$.

Note that $T_1$ is non-zero in the Mott state at $\delta = 0$, implying non-zero correlations between a single site and its surroundings [10, 27]. Physically, this is due to the superexchange that locks the spins into singlet states.

Note that, again, at large doping the total mutual information returns to its non-interacting value (cyan dotted line). In addition, interactions decrease the total mutual information compared with the non-interacting case because they tend to make many-body states more localized, hence reducing the correlations between a site and its environment.

B. $T_1$ detects the critical endpoint of the first-order transition and its Widom line

Fig. 10a shows $T_1$ for $U = 6.2 > U_{\text{MIT}}$ at different temperatures. Overall, $T_1$ increases with decreasing $T$. Physically, this means that the correlations between a single site and its surroundings increase with decreasing $T$. The temperature dependence is stronger close to the Mott insulator at $\delta = 0$ and weakens at larger $\delta$, where electrons are more diluted in the lattice. This reveals that superexchange physics comes into play upon lowering $T$ close to the Mott state.

Next we turn to the behavior of $T_1(\delta)$ in the supercritical region emerging from the endpoint at $(\delta_1, T_1)$, see Fig. 10b. The position of the local minimum in $T_1(\delta)_T$ shifts to higher doping upon approaching the endpoint from above. Between the Mott insulator at $\delta = 0$ and the locus of the minimum, $T_1(\mu)_T$ develops an inflection as a function of the chemical potential $\mu$. The dashed vertical line in Fig. 10b indicates the doping level of the inflection in $T_1(\mu)_T$, as the inflection itself does not occur in $T_1(\delta)_T$. The inflection marks a rapid change of $T_1(\mu)_T$ in the vicinity of the endpoint and the Widom
line. This rapid variation reflects the slopes in $s_1(\mu)$ and $s(\mu)$, characterised by inflections, that become infinite slopes at $(\delta_c, T_c)$, as discussed in Fig. 6c and Fig. 8c.

To locate the inflections in $I_1(\mu)_T$, we perform the numerical derivative with respect to $\mu$—see $\partial I_1/\partial \mu$ plotted as a function of $\delta$ in Fig. 10c and as a function of $\mu$ in Fig. 5f of the supplementary material. Note that among the different inflections in $I_1(\mu)_T$ (or equivalently peaks in $(\partial I_1/\partial \mu)_T$), we have used the one showing the sharpest change in $\mu$ (i.e. the upward peak in Fig. 10c). Although the precise determination of the inflections suffers from the uncertainty in our evaluation of $s$, this choice for the inflection is also consistent with our analysis at half filling in Ref. [27].

Taking into account these limitations, the loci of these inflections marking the sharpest change in $I_1(\mu)_T$ at different temperatures define the crossover line $T_{T_c}$ in the $T - \delta$ phase diagram in Fig. 4b (green squares). The loci of infinite slopes in $s_1(\mu)$ and $s(\mu)$ coincide at the endpoint $(\delta_c, T_c)$, so that $I_1(\mu)$ also has an infinite slope at the endpoint. Therefore $I_1$ detects the pseudogap to correlated metal crossover emerging from the critical endpoint.

For $T < T_c$, $I_1(\delta)$ will be discontinuous. However, since we cannot reliably extract $s$ below $T_c$, we cannot conclude on whether $(I_1)_{\text{pseudogap}} \geq (I_1)_{\text{correlated metal}}$. A hint may come from the study of $I_1$ across the $U$-driven Mott transition as in Ref. [27]. At half filling, at the metal to Mott insulator transition we found $(I_1)_{\text{metal}} < (I_1)_{\text{Mott insulator}}$. Since the pseudogap to metal transition is connected to the $U$-driven Mott transition (see cyan line in the $U - \delta$ diagram of Fig. 4a), we can speculate that $(I_1)_{\text{correlated metal}} < (I_1)_{\text{pseudogap}}$, although further work is needed to investigate this.

C. Comparing the local entropy with and without tunneling to neighboring sites

We can compute a different kind of mutual information, by calculating $s_1 - s'_1$, where $s'_1$ is the entropy of an isolated site in the grand-canonical ensemble, which at this temperature and for this interaction range, is essentially independent of $U$. (b) $s_1 - s'_1$ for the same values as panel (a).

FIG. 11. (a) Entropies $s_1$ and $s'_1$ at $T = 1/10$ for different values of $U$. $s'_1$ is the entropy of an isolated site in the grand-canonical ensemble, which at this temperature and for this interaction range, is essentially independent of $U$. (b) $s_1 - s'_1$ for the same values as panel (a).

FIG. 10. (a) Total mutual information $I_1$ versus $\delta$ for $U = 6.2 > U_{\text{MIT}}$ and different temperatures. (b) The same as (a) for the doping interval shaded in (a), and highlighting the positions of the inflections that can be seen in $I_1(\mu)_T$ (which are not visible as a function of $\delta$) with vertical dashed lines. (c) $\partial I_1/\partial \mu$ versus $\delta$ for few temperatures at $U = 6.2$, showing the peaks which become more pronounced on approaching $T_c$. We have used the loci of the inflections that show the sharpest change in $I_1(\mu)$ to obtain the crossover line $T_{T_c}$ in the $T - \delta$ phase diagram of Fig. 4b.
importance of quantum mechanical correlations. In particular, note that tunneling is never turned off in the calculations of total mutual information in Fig. 9. That quantity is thus systematically larger than $s_1 - \frac{s}{2}$ which compares the entropy of a single site with and without tunneling to the neighbors.

VII. CONCLUSIONS

We studied two entanglement-related properties, the local entropy and the total mutual information, in the normal state of the two-dimensional Hubbard model solved with plaquette CDMFT. We considered a wide range of interaction strength, doping, and temperature. This allowed us to reveal a complex interplay of quantum and classical correlations.

Specifically we focused on the doping-driven Mott transition that contains a finite-$T$ and finite-$\delta$ endpoint between two compressible (metallic) phases: a strongly correlated pseudogap and a correlated metal \cite{31, 43, 44}. Upon doping the Mott insulator, we showed that the local entropy $s_1$, thermodynamic entropy $s$, and total mutual information $T_1$ all detect the pseudogap to correlated metal transition, its endpoint at finite temperature and finite doping, and its associated Widom line. Discontinuity below $T_c$ evolves into inflections (versus $\mu$) with a vertical tangent at $T_c$ and with a decreasing slope for $T > T_c$, up in the supercritical region. These sharp variations of correlations across the pseudogap to correlated metal transition indicate a dramatic electronic reorganisation, persisting up to high temperature.

On the theory side, our work is thus a contribution to the understanding of the behavior of entanglement properties across a first-order transition ending in a finite temperature critical endpoint. Probing entanglement at this type of phase transition \cite{27, 84} has received less attention than at transitions across quantum critical points \cite{3, 33, 40, 41, 61, 62, 85} and finite temperature continuous transitions \cite{34–39, 42}, although it may have an impact on our understanding of critical behavior of correlated many-body quantum systems.

Further work is needed to characterise the distribution of the entanglement with the system size. Here we considered only the entanglement between a single site and the rest of the lattice. Yet, we showed that $s_1$ and $T_1$ are a simple practical probe to characterise electronic phases in the Hubbard model.

Our results have the advantage that they could be tested with ultracold atom realisations of the two-dimensional fermionic Hubbard model \cite{74}. Specifically, the high-temperature doping dependence of $s_1$, $s$, and $T_1$ are compatible with the experimental findings of Ref. \cite{10}, and could be further explored with current experiments. On the other hand, at lower temperatures, a quantitative comparison may not be possible because some of the low temperature features revealed here may be hidden by long range orders like superconductivity and antiferromagnetism. However moderate frustration can reduce the ordered temperatures, hence qualitative comparison with experiments could be possible \cite{48}.

Finally, we comment on the implication of our analysis for the pseudogap problem in hole-doped cuprates. The driving mechanism of the pseudogap remains a central puzzle \cite{86}. In the plaquette CDMFT solution of the two-dimensional Hubbard model, the pseudogap originates from Mott physics plus short-range correlations locking electrons into singlets \cite{44, 82, 87}. Hence the pseudogap to metal transition is a purely electronic transition. Broken symmetry states \cite{88} may also occur but they are not necessary for the appearance of a pseudogap at finite temperature. Our work shows that the electronic rearrangement at the onset of the pseudogap is characterized by a sharp variation in the entanglement properties.
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Supplemental Material:
Entanglement properties of the doping-driven Mott transition in the two-dimensional Hubbard model
C. Walsh, P. Sémon, D. Poulin, G. Sordi, and A.-M. S. Tremblay

I. SUPPLEMENTARY MATERIAL FOR THE LOCAL ENTROPY $s_1$

FIG. 1. (a) Local entropy $s_1$ versus chemical potential $\mu$ at $T = 1/60$ for $U = 6.2$. Figure 6a of the main text shows the same data as a function of doping $\delta$. (b) $s_1$ versus $\mu$ for $U = 6.2$ and low temperatures in the narrow chemical potential interval shaded in (a). $T = 1/60$ is close to $T_c$, and $s_1(\mu)$ shows a drop marked by an inflection. $T = 1/100$ is below $T_c$ and the coexistence loop in $s_1(\mu)$ is visible. Arrows indicate the sweep direction. We have found $(s_1)_{\text{pseudogap}} < (s_1)_{\text{correlated metal}}$.

FIG. 2. The analog of Fig. 6 of the main text, but for $U = 7.2$. (a) $s_1$ versus $\delta$ at $T = 1/10$ for $U = 7.2$. (b) $s_1$ versus $\delta$ for $U = 7.2$ and low temperatures in the doping interval shaded in (a). (c) $\partial s_1/\partial \mu$ versus $\delta$ at $U = 7.2$. Upon approaching $(\delta_c, T_c)$, the peak in $\partial s_1/\partial \mu$ sharpens and narrows. The sign problem prevents us from accessing temperatures smaller than $T \approx 1/100$. The locus of the minimum of $\partial s_1/\partial \mu$ at $T = 1/100$ defines the crossover $T_{s_1}$ in Fig. 4c of the main text, which lies close to the Widom line.
II. SUPPLEMENTARY MATERIAL FOR THE THERMODYNAMIC ENTROPY $s$

FIG. 3. Illustrating the three steps in the construction of the thermodynamic entropy per site $s$. (a) Occupation $n$ versus $\mu$ at constant temperature. (b) Pressure $P$ versus $\mu$ at constant temperature, calculated by integrating $n$ over $\mu$. (c) Thermodynamic entropy $s$ versus $\mu$ at constant temperature, obtained by differentiating the pressure with respect to temperature. Data are for $U = 6.2$ and $T = 1/40$. The calculation exploiting the Gibbs-Duhem relation is shown in the main text, where we follow the procedure of our work of Ref. [54].

III. SUPPLEMENTARY MATERIAL FOR THE TOTAL MUTUAL INFORMATION $I_1$

FIG. 4. (a) Local entropy $s_1$ (blue squares) and thermodynamic entropy $s$ (green circles) as a function of the chemical potential $\mu$ for $U = 6.2$ and $T = 1/10$. The shaded area indicates the total mutual information $I_1 = s_1 - s$, which is also shown in panel (b). (b) Total mutual information $I_1$ as a function of $\mu$ for $U=6.2$ and $T=1/10$. 
IV. FINDING INFLECTIONS

FIG. 5. (a) Local entropy $s_1$ versus $\mu$ for $U = 6.2$ and several temperatures. (b) Thermodynamic entropy $s$ versus $\mu$. (c) Total mutual information $T_1 = s_1 - s$ versus $\mu$. The position of the inflections are marked by dashed lines. (d), (e), (f) Numerical derivatives with respect to $\mu$ of the quantities in (a), (b), (c). We use the position of the peaks to determine the inflection points in (a), (b), (c). The peaks become narrower and the magnitude increases upon approaching the critical temperature $T_c$. The loci of the inflection versus $\mu$ giving the sharpest change in $T_1$ was chosen to define a crossover line $T_{I1}$ in the phase diagram of Fig. 4b in the main text. All panels are for $U = 6.2$ and the same temperatures and color scheme as in (a).