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Abstract—This paper presents LMStream, which ensures bounded latency while maximizing the throughput on the GPU-enabled micro-batch streaming systems. The main ideas behind LMStream's design can be summarized as two novel mechanisms: (1) dynamic batching and (2) dynamic operation-level query planning. By controlling the micro-batch size, LMStream significantly reduces the latency of individual dataset because it does not perform unconditional buffering only for improving GPU utilization. LMStream bounds the latency to an optimal value according to the characteristics of the window operation used in the streaming application. Dynamic mapping between a query to an execution device based on the data size and dynamic device preference improves both the throughput and latency as much as possible. In addition, LMStream proposes a low-overhead online cost model parameter optimization method without interrupting the real-time stream processing. We implemented LMStream on Apache Spark, which supports micro-batch stream processing. Compared to the previous throughput-oriented method, LMStream showed an average latency improvement up to a maximum of 70.7%, while improving average throughput up to 1.74×.
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I. INTRODUCTION

Recently, many stream processing systems have used GPUs to accelerate stream query processing either over a dedicated or an integrated CPU-GPU architecture [2] [3] [4] [5] [6] [7] [8]. Especially, in a dedicated CPU-GPU architecture where memory is not shared and segregated per device, it has been known that there is data transition overhead (i.e., PCIe transfer time) between two different devices. Therefore, most previous works focused on a throughput-oriented approach that minimizes this overhead and increase GPU utilization [3] [4] [5] [6] [7] [8]. These studies buffer real-time input datasets for a certain period and then transfer them to the GPU at once. As a result, they improve the throughput but significantly impair dataset-specific latency. We found that the unconditional static buffering in the existing micro-batch streaming model even induces an unlimited increase in the latency. Stream processing systems must address this issue because streaming services are latency-sensitive and often have specific requirements in this regard [1] [9] [10].

Since latency and throughput performance are trade-offs with each other, improving both simultaneously is challenging. To achieve this goal, we have established three design challenges. (1) We need a dynamic micro-batch controlling mechanism to ensure bounded latency because unconditional static buffering causes a significant increase in the latency. (2) Since we need to reduce the total processing time to optimize latency and throughput simultaneously, an effective query planning mechanism is also required. (3) Additionally, when the stream processing application is first submitted, there is no prior information about the overall system performance based on the workload characteristics. Therefore, we need a mechanism to optimize parameters dependent on the resource configurations or workload types in an online manner. In this case, the running user application should not be interrupted.

This paper presents LMStream, a GPU-enabled distributed micro-batch stream processing system that ensures bounded latency while maximizing the throughput. Our system design is composed of three parts to handle all the three challenges mentioned above effectively. First, LMStream performs dynamic batching to determine the optimal batch size to process at once per every micro-batch. The system determines the optimal upper bound value of latency considering the characteristics of window operations essential for stream processing. Then, it adjusts the batch size so that the maximum latency of all micro-batches does not exceed this upper bound as much as possible. Controlling the micro-batch size reduces maximum latency significantly, leading to a bounded tail latency. Therefore, LMStream focuses on reducing the maximum latency to an appropriate value according to the system performance and application requirements. Second, LMStream performs an effective operation-level query planning to reduce the processing time as much as possible. It dynamically maps each query operation to an appropriate execution device (CPU or GPU). Dynamic device mapping is performed based on the pre-determined data size and device preference. Finally, LMStream conducts a low-overhead cost model parameter
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We implemented LMStream using Apache Spark [11] [12], one of the widely used distributed micro-batch stream processing systems. We integrated the cost models and algorithms proposed for LMStream into the original Spark and Spark-Rapids libraries [13]. To demonstrate the efficiency of LMStream, we conducted experiments under various real-world workloads using different data ingestion traffics. Compared to the previous throughput-oriented method, LMStream showed an average latency improvement up to a maximum of 70.7%, while improving average throughput up to 1.74×.

To summarize, this paper makes the following specific contributions.

- **LMStream** proposes a dynamic batching mechanism to ensure bounded maximum latency in the micro-batch streaming systems.
- **LMStream** presents an effective operation-level query planning to improve both throughput and latency by utilizing each operation’s dynamic device preference.
- **LMStream** performs system parameter optimization online without interrupting real-time streaming applications.
- We implement a working system on Apache Spark and demonstrate its effectiveness through various real-world stream processing benchmarks.

**II. BACKGROUND AND MOTIVATION**

In this section, we first present the overview of distributed micro-batch stream processing system. Then, we explain how previous works utilize GPUs in the micro-batch model and discuss the limitations of those works. Lastly, we report several observations to motivate the main ideas of LMStream’s design.

**A. Distributed Micro-batch Stream Processing Systems**

The stream processing system ingests indefinitely generated data in real-time from the input stream and sends the computing result directly to the output stream. The input stream data may consist of various datasets with one or more files or row records. When new data are received, the system immediately performs simple inline analysis (e.g., moving average) and returns the necessary results to the user in a short time. Therefore, the stream processing mainly consists of a combination of several query operations.

The stream processing systems follow either of the two execution models: event-driven model and micro-batch model. In the event-driven model, system pipelines query operations throughout the processing phase. The arriving data can be computed directly along the pipeline and thus each dataset has low latency. The execution unit is an individual dataset and this model achieves parallelism through pipelined computing. In the micro-batch model, the focus is on the throughput, and not the latency. Therefore, when the new data arrive, they first enter the buffering phase and waits for the data to be collected for a certain period. When a trigger occurs, the collection of the dataset is transferred to the processing phase.

The execution unit in the micro-batch model is a single micro-batch, which is a collection of several datasets. The system first partitions the micro-batch and distribute partitioned data to CPU cores to execute the same query operations set on different data. Generally, the number of data partitions is the same as the number of CPU cores used per application. The micro-batch model is superior in terms of throughput, however, the latency of the individual datasets is significantly compromised.

The micro-batch model sets the query execution plan in advance before performing actual query processing. After the compiler analyzes the query and composes the operation directed-assigned-graph (DAG), the system determines an appropriate execution function per each operation. The method of how GPUs are utilized in the micro-batch streaming systems is simple. That is, the system just needs to specify that each operation uses the GPU-aware execution function. Using GPUs in the micro-batch model enables the entire system to achieve higher throughput. However, it exacerbates the latency problem of the micro-batch model by performing unconditional buffering. We have further described the details in Section II-C.

**B. Previous Works**

**Throughput-oriented Approach.** Previous studies using GPUs in the stream processing systems have commonly focused on the throughput. They postponed the query execution by buffering datasets to fully utilize the GPUs [6] [7] [8]. Unconditional buffering causes the prolonged latency of individual datasets, which is fatal in streaming environments [9] [10]. Another feature found in the throughput-oriented approaches is that systems offload query operations to the GPU as much as possible [3] [4] [5] [6] to avoid data transition overhead caused by the data movement between different devices. However, it is well-known that distinct device preferences exist for each operation in the queries [2] [14]. Exploiting only a single device ignores those device preferences, thus failing to optimize the performance further.

**Approach Using Static Device Preference.** Recently, FineStream [2] suggested an operation-level query planning over an integrated CPU-GPU architecture. However, applying the proposed idea to a dedicated architecture with inherent data transition overhead is hard. In addition, FineStream did not consider device preference that varies depending on the size of the data processed by the operation. Systems must reflect dynamic device preferences to optimize performance in streaming environments where the input data traffic fluctuates over time [1] [2].

**C. Motivations**

**Faulty Pattern of Buffering: Endlessly Increasing Latency.** Although the micro-batch model focuses on the throughput optimization, the essence of streaming is real-time processing; it needs to satisfy the minimum requirement for latency. However, in the case of unconditional buffering, the latency of each dataset exhibits an unlimited increase. To demonstrate
As shown in Figure 1, the maximum of the latency values in each dataset per micro-batch continues to increase as the micro-batch processing progresses. This phenomenon occurs because buffering takes place without considering the size of the data to be processed in a micro-batch. If the data size of the micro-batch exceeds the processing capacity, the time required for the processing phase increases, and the trigger interval becomes longer; correspondingly, the buffering phase time increases that much. In this case, since the amount of data to be processed in the subsequent micro-batch increases, the processing time also increases. Figure 1 shows that, similar to the increase in the latency, the number of datasets processed per micro-batch gradually increases. While this vicious cycle continues, the latency of individual datasets continues to increase. This also happens when using a GPU. Although utilizing a GPU can reduce the time in the processing phase, it cannot alleviate the increasing latency because, generally, a longer buffering time is required to fully utilize the GPU. Therefore, the latency value of each dataset should be bound in the micro-batch model by adjusting the size of the data processed in a single micro-batch.

**Low PCIe Overhead for Small Data.** FineStream [2] advocated for an integrated CPU-GPU architecture because it can ignore the data transition overhead between different devices. However, we observed that the overhead is marginal if the data size is small.

Figure 2 shows the ratio of time required for the PCIe transmission to the total execution time, which is the leading factor of the data transition overhead. We used a synthetic select-project-join query for the following scenarios: (1) mapping all operations to the GPU, (2) mapping only a particular operation (i.e., filter or project) to the CPU and performing the rest on the GPU. We measured the PCIe transfer time using a GPU profiler called NVIDIA Nsight Systems. The graph shows that the PCIe overhead is minimal (i.e., less than 1%) when processing small data, regardless of the query operation types. This result is noteworthy because it suggests that no force buffering of small streaming data is required to overcome the disadvantage of a dedicated CPU-GPU architecture. However, the overhead becomes significant once it starts processing data above a specific size. Therefore, the data transition overhead must be handled differently according to the data size to be processed.

### III. Design

**A. Overview of LMStream**

A micro-batch execution in stream processing system consists of two phases: buffering phase and processing phase. The buffering phase waits for new data for a constant period. When the trigger occurs, the ingested data forms a single micro-batch, and the system moves the micro-batch to the processing phase to perform query executions. The execution unit is not a single dataset but a single micro-batch that contains a certain number of datasets. The trigger is a time value provided by the user, which indicates the interval of processing phase. The system idles actual query execution for the trigger time and composes a micro-batch, regardless of how early the previous execution ends.

In LMStream, we deprecate the trigger concept since its static buffering phase time deteriorates the overall system performance as shown in Section II-C. Therefore, LMStream works quite differently from the original micro-batch model. Figure 3 shows the overall system architecture of LMStream. The system consists of three core parts. First, we designed a micro-batch admission controller called ConstructMicroBatch (1) to bound the latency to the optimal value. Second, we designed an operation-level query planner called MapDevice (2) to perform with the optimal processing phase time. Lastly, LMStream optimizes several cost model parameters online, considering different system configurations and workload types (3).

1 Instead of using the trigger concept, LMStream runs the ConstructMicroBatch module such that the system can determine a suitable size of a micro-batch. The module uses cost models considering streaming window requirements set by users in the application. By adopting LMStream’s micro-batch controlling mechanism, the system can dynamically adjust the buffering phase time and the micro-batch size. If the ConstructMicroBatch module admits the micro-batch, the system passes the micro-batch to a MapDevice
Fig. 3: System overview of LMStream.

TABLE I: Parameters used in cost models. All parameters are visible through the entire LMStream system.

| Type                | Notation | Description |
|---------------------|----------|-------------|
| Specified by User   | SlideTime| Time value of window slide of a sliding window specified per query in user application. If the value is 0, it means the application uses a tumbling window. |
|                     | NumCores | A total number of CPU cores to process user application. Usually, this value is as same as the number of data partitions. |
| Defined in System   | NumDS<sub>i</sub> | Total number of individual dataset in micro-batch <i>i</i>. |
|                     | Buf<sub>j(i)</sub> | Size of <i>j</i>th data partition in micro-batch <i>i</i>. |
|                     | Proc<sub>i</sub> | Time consumed in processing phase in micro-batch <i>i</i>. (All dataset in a single micro-batch has the same value.) |
|                     | InFPT<sub>i</sub> | The value of inflection point used in micro-batch <i>i</i> execution. This value may vary for every micro-batch since it is optimized as stream processing continues. |
|                     | AvgThPut<sub>i</sub> | Average throughput throughout entire streaming query obtained after execution of micro-batch <i>i</i>. |
|                     | MaxLat<sub>i</sub> | Max value among the latency of each dataset within micro-batch <i>i</i>. |
|                     | EstMaxLat<sub>i</sub> | Estimated max value among the latency of each dataset within micro-batch <i>i</i> (Estimation of MaxLat<sub>i</sub>). |
|                     | CPU<sub>(i,j,o)</sub> | CPU execution cost of operation <i>o</i> to run <i>j</i>th data partition in micro-batch <i>i</i>. When the operation prefers the CPU, its value is lower than corresponding GPU execution cost (i.e., GPU<sub>(i,j,o)</sub>). |
|                     | GPU<sub>(i,j,o)</sub> | GPU execution cost of operation <i>o</i> to run <i>j</i>th data partition in micro-batch <i>i</i>. When the operation prefers the GPU, its value is lower than corresponding CPU execution cost (i.e., CPU<sub>(i,j,o)</sub>). |
|                     | Trans<sub>(i,j,o)</sub> | Data transition cost of operation <i>o</i> to run <i>j</i>th data partition in micro-batch <i>i</i>. This value exists when the current operation <i>o</i> runs on a different device than the previous operation <i>o</i> − 1. |

module to determine the operation-level query execution plans. On the other hand, if the ConstructMicroBatch module cancels the micro-batch, the involved datasets step back and wait for a re-request to the ConstructMicroBatch module. In our implementation, whenever there is no valid micro-batch, the ConstructMicroBatch module is called every ten milliseconds to pull data from the input data traffic and request new micro-batch admission.

2 In the following query planning process, LMStream runs a MapDevice module that creates an operation-level CPU-GPU execution plan. Device selection reflects the device preferences of each operation. These device preferences depend on the micro-batch data size. Since the data size of a single micro-batch varies among the fluctuating input data traffics, the device mapping results can be different for every micro-batch execution.

3 Initially, LMStream initializes the parameters used in cost models with the static values based on the pre-experimental results. As the stream processing continues, LMStream optimizes the parameter values using two types of information: performance history information and target performance information. The parameter optimization process is an asynchronous background process separate from the main micro-batch execution flow. This design can minimize the overhead imposed on the overall streaming system.

B. Problem Definition

The parameters used for the cost models and algorithms are summarized in Table I. Unlike previous throughput-oriented methods, the whole system goal of LMStream is to maximize the average throughput while keeping the latency bound to an appropriate value. Thus, our goal can be represented as below in Equation 1, 2, and 3.

\[
\max_i \text{AvgThPut}_i \quad (1)
\]

s.t. \[ \text{MaxLat}_i < \text{SlideTime} \quad (\text{SlideTime} > 0) \quad (2) \]

\[ \text{MaxLat}_i \leq \sum_{k=0}^{i-1} \frac{\text{MaxLat}_k}{i-1} \quad (\text{SlideTime} = 0) \quad (3) \]

To achieve this goal, LMStream updates \(\text{AvgThPut}_i\) and \(\text{MaxLat}_i\) after every execution of micro-batch \(i\). Each metric
The data size of a single micro-batch is bounded by the window size. To maximize the throughput, the system should maximize the optimal upper bound of maximum latency as the slide time of the window (\( \text{SlideTime} \)). If the slide time is greater than the trigger 5 seconds, then the input traffic has more than five datasets. Figure 4 shows the scenario through a simple example. Suppose that a single dataset is continuously coming in per second, and the slide time of the window is 3 seconds. Figure 4(a) is an default micro-batch model with a 5-second trigger. In this case, since the number of the performed dataset according to the slide time is smaller than the amount of data added in a new micro-batch, the data to be processed per micro-batch gradually increases as streaming progresses. As the data increases, the time required for step (1), and module MapDevices is for step (2).

### C. Construct Micro-batch

This section describes the cost models and algorithm in ConstructMicroBatch module to determine the optimal size of micro-batch per execution. The algorithm detail is shown in Algorithm 1. By default, ConstructMicroBatch polls unprocessed input datasets every ten milliseconds. If the new data has not arrived, the module returns an empty micro-batch immediately to the main progress to continue polling. If the new data exists, they (\( \text{newFiles} \)) are sorted by creation time and compose a temporary micro-batch (\( \text{tmpMicroBatch} \)). Temporary micro-batches include any pending data from previously canceled micro-batches (\( \text{bufferedFiles} \)). Temporary micro-batch is yet invalid, and ConstructMicroBatch starts deciding whether to validate it. If it judges that the system needs to process the corresponding data immediately, it admits the temporary micro-batch and passes it to the processing phase. Otherwise, it cancels the temporary micro-batch and continues polling to collect more data. In this case, a buffering phase time keeps increasing.

### Window slide time as deadline

In this paper, we set the optimal upper bound of maximum latency as the slide time of the window (\( \text{slideTime} \)). If the slide time is greater than 0, it means that the streaming application performs a sliding window operation. In this case, if the data amount per micro-batch is not adjusted properly, its size will gradually increase, and latency might be greatly impaired. Figure 4 shows the scenario through a simple example. Suppose that a single dataset is continuously coming in per second, and the slide time of the window is 3 seconds. Figure 4(a) is an default micro-batch model with a 5-second trigger. In this case, since the number of the performed dataset according to the slide time is smaller than the amount of data added in a new micro-batch, the data to be processed per micro-batch gradually increases as streaming progresses. As the data increases, the time required for step (1), and module MapDevices is for step (2).

### Algorithm 1: Control admission of micro-batch to determine optimal data size per execution.

#### Result:
- \(<\text{Boolean}>\) Admission request result, \(<\text{Micro-batch}>\) Admitted micro-batch, \(<\text{Micro-batch}>\) Canceled micro-batch

1. \textbf{Def} ConstructMicroBatch():
2. \quad \textbf{if} there is no new data then
3. \qquad /* do polling */
4. \qquad \textbf{return} (False, \&, \&)
5. \quad \textbf{Get} all new data in the source path as \( \text{newFiles} \)
6. \quad \textbf{Sort} \( \text{newFiles} \) by creation time
7. \quad \textbf{Load} \( \text{bufferedFiles} \)
8. \quad \textbf{tmpMicroBatch} = \( \text{bufferedFiles} \cup \text{newFiles} \)
9. \quad \textbf{if} \( \text{SlideTime} > 0 \) then // Sliding Window
10. \qquad /* process immediately */
11. \qquad \textbf{bufferedFiles} = \&
12. \qquad \textbf{return} (True, \text{tmpMicroBatch}, \&)
13. \quad \textbf{else} if \( \text{SlideTime} == 0 \) then // Tumbling Window
14. \qquad /* process immediately */
15. \qquad \textbf{bufferedFiles} = \&
16. \quad \textbf{return} (True, \text{tmpMicroBatch}, \&)
17. \quad /* do buffering */
18. \quad \textbf{bufferedFiles} = \text{tmpMicroBatch}
19. \quad \textbf{return} (False, \&, \text{tmpMicroBatch})

---

**Fig. 4:** Example scenario to demonstrate the need that the maximum latency of a micro-batch should be bound to the slide time of the window. [*] is for presenting a situation where additional\(_i\) occurs. In this figure, \( \text{proc}_0 \) is 1 second longer than the trigger 5 seconds, then the input traffic has more than five datasets.

For the processing phase (\( \text{Proc}_i \)) also increases, so additional data (additional\(_i\) in Figure 4) might be accumulated during that time, increasing the data to be processed further. As a result, the maximum latency (\( \text{maxLat}_i \)) per micro-batch increases rapidly. Figure 4 only shows the case where the input data rate is constant, but when the input data traffic becomes dynamic, this problem can become more severe. On the other hand, if the maximum latency of micro-batch is bound to the slide time of the window regardless of input data traffic, the latency value can be maintained as shown in Figure 4(b). Therefore, LMStream maintains the maximum...
latency of each micro-batch to be almost similar but less than the corresponding slide time when the slide time is greater than 0 (Equation 2). If the slide time is 0, it means that the streaming application performs a tumbling window operation. In this case, LMStream maintains the maximum latency of each micro-batch by converging to the average of its past results (Equation 3).

ConstructMicroBatch module estimates the maximum latency of a micro-batch and compares it with the latency value that the system targets to maintain. Then it decides whether to execute the micro-batch immediately or wait a little longer. The cost model to predict the maximum latency of micro-batch is as below Equation 6.

\[
EstMaxLat_i = \max_{j \in NumDS_i} \left( Buff_{(i,j)} \right) + \frac{\sum_{j=0}^{NumDS_i} Part_{(i,j)}}{AvgThPut_{i-1}}
\]

If \(EstMaxLat_i\) is larger or equal to \(slideTime\) or its average value, ConstructMicroBatch admits the temporary micro-batch and starts processing phase immediately to satisfy the constraints of Equation 2 and Equation 3. Otherwise, the temporary micro-batch will be canceled, and the module stores the data to be used in the next micro-batch admission judge round.

\[D. Map Device\]

This section describes the cost models and algorithm to map an optimal device (CPU or GPU) dynamically per operation according to the determined micro-batch data size. Before presenting the details of the mechanism, we first show the necessity of dynamic device preference by data size and a key concept named inflection point.

\[Necessity of Dynamic Device Preference.\]

Figure 5 shows the normalized execution times of a same synthetic query used in Section II-C in case of the following scenarios: (1) mapping all operations to the CPU, (2) mapping all operations to the GPU, (3) mapping only a particular operation (i.e., filter or project) to the CPU and performing all others on the GPU. The normalization was performed based on the execution time of the scenario (1). As shown in the bar graph, some operations prefer the CPU if the batch data size is smaller than a threshold value (i.e., around 15 KB to 150 KB). However, if it exceeds the threshold, all operations start to prefer the GPU. When the data size is too small (i.e., less than 15KB), it is best to use only the CPU. If the data size reaches a specific size (i.e., 150 KB), the performance is better when the CPU and GPU are mixed rather than using any single device. As the data size increases, CPU affinity drops sharply. Thus, it is appropriate to perform all operations on the GPU. Experiments on more diverse operations can be found in our previous work [14], which shows that dynamic device preference is essential. In particular, it is more critical in a streaming environment where the input data traffic varies continuously.

\[Inflection Point.\]

Mapping each operator differently to a CPU or GPU creates a performance branch according to specific data size. What’s more noteworthy is that the point where data transition overhead begins to surge is as same as the performance branch point. In this paper, the data size that initiates those branch points is called inflection point. We use the idea of specifying dynamic device preferences according to input data size contingent on inflection points. LMStream uses its initial value as 150 KB and optimizes gradually during stream processing running. We describe the detail of the online optimization process in Section III-E.

\[Dynamic Device Preference by Data Size.\]

To reduce processing phase time as much as possible, MapDevice module maps an optimal device (CPU or GPU) per operation according to the determined micro-batch data size. The algorithm detail is shown in Algorithm 2. First, the micro-batch streaming system expresses query operations as DAG according to the execution order and data dependencies. Then, MapDevice maps each operation to the execution function of the optimal device. Initially, all operations are mapped to the GPU. If a specific operation has the execution cost of CPU function smaller than that of GPU function, MapDevice changes the operation’s device mapping to the CPU.

Searching sequentially from the child node of DAG, it sets the base cost of each operations (\(baseCost_o\) in Equation 7 and Equation 8) and calculate execution cost of each device’s function. According to our prior work [14] to reveal general device preference per operation, we set base costs as Table II. In the table, initial preference is device preference of each operation when data size is as similar as inflection point. When MapDevice applies dynamic device preference according to the data size, the size of data processed per one CPU core is the size of the data partition, not the size of a single micro-

| Query Operation       | Initial Preference | Base Cost |
|-----------------------|--------------------|-----------|
| Aggregation (Hash)    | CPU                | 1.0       |
| Filtering             | CPU                | 1.0       |
| Shuffling             | CPU                | 1.0       |
| Projection            | Neutral            | 0.9       |
| Join (Hash)           | Neutral            | 0.9       |
| Expand                | Neutral            | 0.9       |
| Scan (CSV File)       | GPU                | 0.8       |
| Sorting               | GPU                | 0.8       |
Algorithm 2: Map suitable device per operation.

Result: <Query Plan> Query execution plan with optimal device mappings

1. **Def MapDevice():**
2. Get DAG of query operations as opDAG
3. Initially, map every operation in opDAG to the GPU and set as queryPlan
4. foreach o \in traverse(queryPlan) do
5. Calculate CPU\(_{(i,j,o)}\) and GPU\(_{(i,j,o)}\)
6. if (o is first operation) or (o is last operation) or (o \(- 1\) is running on the CPU) then
7.     GPU\(_{(i,j,o)}\) = Trans\(_{(i,j,o)}\)
8. else
9.     CPU\(_{(i,j,o)}\) = Trans\(_{(i,j,o)}\)
10. if GPU\(_{(i,j,o)}\) > CPU\(_{(i,j,o)}\) then
11.     Map o to run on the CPU
12. end
13. return queryPlan

batch. As shown in Figure 3, the micro-batch streaming system first partitions a single micro-batch as many as the number of CPU cores. Data partitions are distributed and processed parallelly. Therefore, each device function’s execution cost can be expressed as Equation 7 and Equation 8.

\[
CPU\_{(i,j,o)} = baseCost_{o} \times \frac{Part\_{(i,j)}}{Inf\_PT_{i}} \tag{7}
\]

\[
GPU\_{(i,j,o)} = baseCost_{o} \times \frac{Inf\_PT_{i}}{Part\_{(i,j)}} \tag{8}
\]

If the size of the data partition is bigger than Inf\_PT\(_{i}\), the GPU’s execution cost will be lower. On the contrary, if the size of the data partition is smaller than Inf\_PT\(_{i}\), the CPU’s execution cost will be lower. Each operation will eventually select the device with a lower execution cost.

While determining the current operation’s device selection, it is crucial to consider the previous operation’s device selection. Data transition overhead occurs when a previous operation and a current operation are running on different devices. As mentioned, this overhead begins to surge when the data size becomes bigger than the inflection point. Therefore, we define the data transition cost (Trans\(_{(i,j,o)}\)) as Equation 9 with the same mechanism as when determining dynamic device preference.

\[
Trans\_{(i,j,o)} = baseTransCost \times \frac{Part\_{(i,j)}}{Inf\_PT_{i}} \tag{9}
\]

We set initial baseTransCost as 0.1. If the operation is the leaf or root of the DAG, the system needs to fetch/load data from/to the CPU. Therefore, MapDevice adds Trans\(_{(i,j,o)}\) to GPU\(_{(i,j,o)}\). Also, if previous operation is mapped to the CPU, it adds Trans\(_{(i,j,o)}\) to CPU\(_{(i,j,o)}\). Otherwise, it adds Trans\(_{(i,j,o)}\) to CPU\(_{(i,j,o)}\). Finally, if the value of GPU\(_{(i,j,o)}\) is greater than CPU\(_{(i,j,o)}\), meaning that the execution cost of GPU is greater than that of the CPU, then MapDevice maps the operation to run on the CPU.

E. Parameter Optimization

Inflection point is initialized with the values derived from the experiments that are dependent on resource configurations or workload types. Since the CPU/GPU device mapping per operation mainly varies based on inflection point, LMStream should re-assign an optimal value within its system without blocking streaming applications. To this end, LMStream internally performs regression using the following Equation 10.

\[
Inflection\_Point = \beta_{0} + \beta_{1}\_Throughput + \beta_{2}\_Latency \tag{10}
\]

LMStream performs regression at the end of every micro-batch execution. Therefore, inflection point might be updated every micro-batch (Inf\_PT\(_{i}\)). \(\beta_{0}\), \(\beta_{1}\), and \(\beta_{2}\) are coefficients which are determined every end of micro-batch execution accordingly. We use the simplest yet powerful model with appropriate input data and target values to avoid interrupting real-time streaming applications. Input data are histories of average throughput per micro-batch and maximum dataset-specific latency per micro-batch. For this purpose, LMStream tracks the information of past micro-batches. In addition, LMStream dynamically sets target throughput and target latency according to the current system situation. It sets target throughput as the maximum value among previous data. It sets target latency to the window slide time (following Equation 2), or sets it to the average value among previous data (following Equation 3). These values become test inputs of regression so that the system can infer an optimal inflection point for the subsequent micro-batch execution.

LMStream handles the optimization process asynchronously. After the query execution completion, stream processing needs to run additional tasks such as check-pointing and state flushing. Since the optimization process is performed during this period, and because the results only need to be returned before the next processing phase (as shown in Figure 3), the optimization process rarely blocks real-time streaming applications. Its overhead does not significantly affect the overall performance of the stream processing system. However, assuming that stream processing continues indefinitely, the size of the historical data used for regression training will increase as much as that amount. Further studies can introduce various policies, such as periodic optimization or using only the latest \(N\) data for the regression training.

IV. IMPLEMENTATION

We have implemented LMStream on Apache Spark [11] that supports micro-batch type stream processing. In particular, Spark SQL [17], one of the native core modules, supports SQL-based optimized query processing [12]. Spark creates a single micro-batch of ingested input data for every trigger and creates a query plan. Query planning has two steps: (1) a logical planning step that creates a DAG of query operations, (2) a physical planning step that maps a specific function (algorithm) per operation. If the system uses GPUs, NVIDIA's Spark-Rapids library [13] maps the operation with a CPU.
TABLE III: Query details of real-world streaming workloads used in our experiments.

| Benchmark          | Notation | Window Type | Query Details |
|--------------------|----------|-------------|---------------|
| Linear Road [15]   | LR1S     | Sliding     | SELECT L.timestamp, L.vehicle, L.speed, L.highway, L.direction, L.segment FROM SegSpeedStr [range 30 (slide 5)] as A, SegSpeedStr as L WHERE (A.vehicle == L.vehicle) |
|                    | LR1T     | Tumbling    | SELECT L.timestamp, highway, direction, segment, AVG(speed) as avgSpeed FROM SegSpeedStr [range 30 slide 10] GROUPBY (highway, direction, segment) HAVING (avgSpeed < 40.0) |
|                    | LR2S     | Sliding     | SELECT L.timestamp, L.vehicle, L.speed, L.highway, L.direction, L.segment FROM TaskEvents [range 60 (slide 10)] GROUPBY category ORDERBY SUM(cpu) |
| Cluster Monitoring [16] | CM1S     | Sliding     | SELECT L.timestamp, category, SUM(cpu) as totalCpu FROM TaskEvents [range 60 (slide 10)] GROUPBY category ORDERBY SUM(cpu) |
|                    | CM1T     | Tumbling    | SELECT L.timestamp, L.vehicle, L.speed, L.highway, L.direction, L.segment FROM TaskEvents [range 60 slide 5] WHERE (eventType == 1) GROUPBY jobid |
|                    | CM2S     | Sliding     | SELECT L.timestamp, L.vehicle, L.speed, L.highway, L.direction, L.segment FROM TaskEvents [range 60 slide 5] WHERE (eventType == 1) GROUPBY jobid |

function in the physical planning stage. The Spark-Rapids library has implemented the GPU functions for almost all operations and manages the operation mapping process in connection with Spark. The default configuration designates the trigger as a static time interval (immutable during runtime) and maps possible GPU functions unconditionally to all query operations. That is, the primary mechanism of the original Spark is as same as the previous throughput-oriented method.

To implement LMStream, we first set the trigger value as zero to ignore the trigger concept and implemented the ConstructMicroBatch module into the original Spark. Next, we implemented the MapDevice module in the Spark-Rapids library. Finally, we made the online cost model optimization process triggered in Spark. The simple regression process runs asynchronously by using Scala’s ProcessBuilder and Future. We mainly used Scala to implement overall LMStream and wrote only the regression process in Python. The source codes are available at https://github.com/suyeon0506/LMStream.

V. EVALUATION

A. Experimental Setup

To show the LMStream’s efficiency, we first evaluated the overall performance compared to the Baseline. Then we performed a microanalysis of each of the three core mechanisms used in our design. Baseline is the default Spark with Spark-Rapids using the existing throughput-oriented method as described in Section IV. It has a trigger time of 10 seconds, which value is the same or slightly larger than the window slide size of the workload used in our experiments. We repeated three times for all experiments and used their average value as the final result value.

Configurations. For the experiment, we configured a Spark cluster consisting of one master node and two worker nodes. We placed two executors per worker node. Each executor uses 12 CPU cores, 24 GB host memory, 1 GPU, and 8 GB GPU device memory as resources. The types of CPU and GPU are the Intel Xeon Silver 4210 and the NVIDIA GeForce RTX 2080 Ti, respectively.

Workloads and Stream Traffic Types. The workloads used in the experiments are summarized in Table III. The Linear Road benchmark [15] and Cluster Monitoring benchmark [16] are real-world streaming benchmarks that perform various query operations, including filter, project, shuffle aggregate, join, etc. By modifying the query used in previous studies [2] [5], we varied the window slide size and added frequently used query operations such as sort. We used the following types of input data traffic for our experiments. Both traffic transfers enough data, fully loading the computing capacity of the cluster.

- Constant Traffic: Every second, 1000 data rows are ingested as one dataset. In the case of a linear road workload, the size of one dataset input every second is about 60~70 KB. In the case of cluster monitoring workload, the size of one dataset input every second is about 150~200 KB. We used the traffic for fair comparison when evaluating overall performance.
- Random Traffic: In a realistic streaming environment, input data traffic constantly fluctuates. We figured this traffic to show that dynamic batching and query planning of LMStream works practically in a real-world environment. Every second, a random number of data rows are ingested and form a dataset. These random numbers are generated every second, achieving a normal distribution of 1000 as an average point.

B. Overall Performance

This section compares the primary performance of LMStream with those of Baseline. After running long enough until the performance of LMStream converges to a specific value for each query execution, we measured the average dataset-specific end-to-end latency and the average throughput of each system. For a fair comparison, we used constant traffic.

Figure 6 shows the average value of end-to-end latencies of all datasets processed while executing each query. End-to-end latency refers to the time taken from the moment the dataset is entered into the system until the micro-batch execution is completed and goes out to the output stream. The result shows that the average latency of LMStream is much lower in almost all queries compared to Baseline. LMStream shows average latency that is reduced by up to 70.7% (i.e., in LR1T) compared to the existing method. In the case of Baseline, unconditional buffering causes latency to be consistently above a certain level. Also, the latency continues to increase due to the overall performance degradation caused by buffering (described in Section II-C and Section III-C). In contrast, LMStream dynamically adjusts the buffering phase time according to application type and system performance; therefore, it ensures the bounded latency. When the application performs a sliding window operation on LMStream, it bounds the maximum latency of each micro-batch to the window.
Fig. 6: Average end-to-end latency of all datasets during entire query execution for each workload.

Fig. 7: Average throughput during entire query execution for each workload.

slate time. Therefore, the average latency value is lower than that. The average latency is much lower when the application performs a tumbling window operation because the system maintains its average value as a minimum.

Figure 7 shows the average throughput per query in the same experiment. LMStream reduces latency effectively while showing similar or slightly higher throughput than Baseline that uses the throughput-oriented method. It is because efficient query planning can minimize the processing phase time by using dynamic device mapping considering the data size. However, Baseline degrades overall system performance over time due to unconditional buffering. In conclusion, LMStream improves throughput up to 1.74\times (i.e., LR1S) compared to Baseline.

When using a tumbling window like LR1T and CM1T, the latency value of Baseline may appear similar to the trigger time. The reason is that the amount of computation is relatively small, and the trigger time has a dominant influence on the latency. The results indicate that there is no need to use a throughput-oriented method through buffering because the amount of computation is small in the first place. Looking at LR1T and CM1T of Figure 7, it is shown that the throughput of Baseline and LMStream is bound equally to a specific value. Therefore, LMStream, which maintains both the optimal latency and throughput, is much more efficient. When using a sliding window, the system needs to process larger computation; in this case, unconditional buffering leads to unlimited increase in the latency. Consequently, compared to LR1S, LR2S, and CM2S performed on Baseline, both latency and throughput are further improved when LMStream performs the same query. Although CM1S uses a sliding window operation, the amount of computation was smaller than other queries. In addition, the trigger time of Baseline is the same as the slide time. Thus, Baseline operates with a mechanism similar to LMStream and both shows similar performance results.

C. Changes in Maximum Latency and Data Size Over Time

In this section, we take a closer look at how ConstructMicroBatch works. We selected each workload using the sliding window (LR1S) and the tumbling window (LR1T) and showed the maximum latency per micro-batch over time and the data size processed by the micro-batch. We used random traffic to show more realistic results. We demonstrated the experimental results for the initial 20 minutes run, and then we omitted the afterward results since each system converges in the same pattern.

Figure 8 shows the result when using the sliding window operation. Looking at Figure 8(b), since the input data traffic is variable, the size of the data processed for each micro-batch continuously varies in both systems. The difference is that in the case of Baseline, the size of data processed per micro-batch is much larger because it always performs ten seconds of buffering. For this reason, in Figure 8(a), the maximum latency per micro-batch of Baseline gradually increases. In contrast, LMStream adjusts the buffering phase time in consideration of the window size and system performance. As a result, maximum latency remains optimal.

Figure 9 shows the result when using the tumbling window operation. Similar to when using a sliding window, LMStream better controls the buffering phase time to keep maximum latency per micro-batch low. As mentioned in Section V-B, in the case of a workload using a tumbling window, the amount of computation is relatively small so that even Baseline might escape an unlimited increase in latency. However, if stream processing runs for a long time, the latency will eventually increase.

D. Effectiveness of Dynamic Device Preference

This section presents the efficiency of the query plan reflecting dynamic device preference, which is the core mechanism
of MapDevice. The method of reflecting device preference statically was suggested in FineStream [2], the most recent study on operation-level query planning in stream processing. To implement a similar method, we experimented with statically fixing the device preference according to Table II in the MapDevice module. We used random traffic but set the total amount of data to be the same. We averaged the processing phase time required for each micro-batch.

Figure 10 exhibits the result. The performance is better when LMStream reflects dynamic device preference in all queries. If the size of the data to be processed at once increases, all operations must select the GPU (described in Section III-D). Static device preference does not consider this, and several operations are preferentially placed on the CPU as long as there are available resources. This phenomenon is conspicuous in CM1S. As mentioned in Section V-B, CM1S operates in a similar way to Baseline. In other words, because data is buffered and processed in this case, the size of data processed in micro-batch increases; therefore, almost all operations must select the GPU. However, when static device preference is enabled, several operations are still executed on the CPU despite increasing data size. Consequently, when performing dynamic device preference during CM1S, performance is improved by up to 37.86% compared to when static device preference is enabled.

### E. Overhead Analysis

Finally, we analyzed the overhead caused by the three core mechanisms of LMStream. Table IV is the ratio of time required for each section measured in the experiment to compare overall performance in Section V-B. Buffering phase time and processing phase time are the times required by default in the micro-batch model, and only the remaining gray-colored rows are additional time spent in LMStream. Overall, the total time ratios occupied by the three mechanisms of LMStream is less than 1% in most workloads. Therefore, the overhead incurred by LMStream is negligible. For the CM1T, LMStream processes it with minor buffering (i.e., the buffering step of the CM1T takes only about 13.13% of the time). The shorter the interval at which MapDevice runs, the more often the application will be blocked if regression results have not yet arrived. Nevertheless, the proportion of the total execution time is insignificant at about 3.6%.

### VI. Conclusion

In this paper, we present LMStream that proposes dynamic batching and operation-level query planning for GPU-enabled distributed micro-batch stream processing systems. LMStream adjusts the data size of the micro-batch to an appropriate value by considering the window characteristics of the streaming application. As a result, the maximum latency of every micro-batch is bound to the optimal value, effectively reducing the overall latency. In addition, according to the determined micro-batch data size, query operations are dynamically mapped to the appropriate CPU or GPU. Through this, LMStream minimizes the time required for query processing, and as a result, it reduces latency while maximizing throughput. All steps generate minimal overhead and do not interrupt real-time streaming applications. Experimental results show that the mechanisms proposed by LMStream are much more efficient than those of existing methods.

### REFERENCES

[1] M. HoseinyFarahabady et al., “Q-flink: A qos-aware controller for apache flink,” in 2020 20th IEEE/ACM International Symposium on Cluster, Cloud and Internet Computing (CCGRID), 2020, pp. 629–638.
[2] F. Zhang et al., “Fine-grained multi-query stream processing on integrated architectures,” IEEE Transactions on Parallel and Distributed Systems, vol. 32, no. 9, pp. 2303–2320, 2021.
[3] Y. Yuan et al., “Spark-gpu: An accelerated in-memory data processing engine on clusters,” in 2016 IEEE International Conference on Big Data (Big Data). IEEE, 2016, pp. 273–283.
[4] C. Chen et al., “Gflink: An in-memory computing architecture on heterogeneous cpu-gpu clusters for big data,” IEEE Transactions on Parallel and Distributed Systems, vol. 29, no. 6, pp. 1275–1288, 2018.
[5] A. Koliousis et al., “Saber: Window-based hybrid stream processing for heterogeneous architectures,” in Proceedings of the 2016 International Conference on Management of Data, 2016, pp. 555–569.
[6] Z. Chen et al., “Gpu-accelerated high-throughput online stream data processing,” IEEE Transactions on Big Data, vol. 4, no. 2, pp. 191–202, 2016.
[7] T. De Matteis et al., “Gasser: An auto-tunable system for general sliding-window streaming operators on gpus,” IEEE Access, vol. 7, pp. 48 755–48 769, 2019.
[8] D. B. M Pinnecke and G. Saake, “Toward gpu accelerated data stream processing,” CEUR Workshop Proceedings, vol. 1366, pp. 78–83, 01 2015.
[9] V. Kalavri and J. Liagouris, “In support of workload-aware streaming state management,” in 12th USENIX Workshop on Hot Topics in Storage and File Systems (HotStorage 20). USENIX Association, Jul. 2020. [Online]. Available: https://www.usenix.org/conference/hotstorage20/presentation/kalavri
[10] L. Xia et al., “Move fast and meet deadlines: Fine-grained real-time stream processing with cameo,” in 16th USENIX Symposium on Networked Systems Design and Implementation (NSDI 21). USENIX Association, Apr. 2021, pp. 389–405. [Online]. Available: https://www.usenix.org/conference/nsdi21/presentation/xu
[11] M. Zaharia et al., “Apache spark: a unified engine for big data processing,” Communications of the ACM, vol. 59, no. 11, pp. 56–65, 2016.
[12] M. Armbrust et al., “Structured streaming: A declarative api for real-time applications in apache spark,” in Proceedings of the 2018 International Conference on Management of Data, 2018, pp. 601–613.
[13] C. McDonald et al. (2020) Accelerating apache spark 3.0 with gpus and rapids. NVIDIA. [Online]. Available: https://developer.nvidia.com/blog/accelerating-apache-spark-3-0-with-gpus-and-rapids

[14] S. Lee and S. Park, “Performance analysis of big data ETL process over cpu-gpu heterogeneous architectures,” in 2021 IEEE 37th International Conference on Data Engineering Workshops (ICDEW), 2021, pp. 42–47.

[15] A. Arasu et al., “Linear road: a stream data management benchmark,” in Proceedings of the Thirtieth international conference on Very large data bases-Volume 30, 2004, pp. 480–491.

[16] C. Reiss et al., “Google cluster-usage traces: format+ schema,” Google Inc., White Paper, pp. 1–14, 2011.

[17] M. Armbrust et al., “Spark sql: Relational data processing in spark,” in Proceedings of the 2015 ACM SIGMOD International Conference on Management of Data, ser. SIGMOD ’15. New York, NY, USA: Association for Computing Machinery, 2015, p. 1383–1394. [Online]. Available: https://doi.org/10.1145/2723372.2742797