Localization of correlated fermions in optical lattices with speckle disorder
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Strongly correlated fermions in three- and two-dimensional optical lattices with experimentally realistic speckle disorder are investigated. We extend and apply the statistical dynamical mean-field theory, which treats local correlations nonperturbatively, to incorporate on-site and hopping-type randomness on equal footing. Localization due to disorder is detected via the probability distribution function of the local density of states. We obtain a complete paramagnetic ground state phase diagram for experimentally realistic parameters and find a strong suppression of the correlation-induced metal insulator transition due to disorder. Our results indicate that the Anderson-Mott and the Mott insulator are not continuously connected due to the specific character of speckle disorder. Furthermore, we discuss the effect of finite temperature on the single-particle spectral function.
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I. INTRODUCTION

Anderson localization1,2 as well as strong correlation effects due to interactions3,4 have been studied intensely for decades in solid-state physics. The elaborate interplay between these two fundamental phenomena gives rise to challenging questions5–8 for both experiment and theory. Recent experiments with ultracold atoms in disordered lattices have opened an alternative route of investigation to gain a better understanding of this fundamental interplay.9,10 A high degree of tunability of the disorder and interaction strength is inherent to these experiments.

Three different ways of realizing disordered optical lattices have been proposed: (i) by loading an additional atomic species into the lattice and suppressing its mobility,11,12 thereby a binary disorder potential is realized due to the interatomic interaction; (ii) by superimposing two laser beams with incommensurate frequencies,13,14 thereby generating a stationary quasiperiodic lattice; and (iii) by using an optical speckle field15 superimposed onto an optical lattice.3,6,13

In general, particles in a disordered lattice are exposed to an on-site potential varying from site to site, which already gives rise to localization due to coherent backscattering.3 In tight-binding lattice models this randomness is termed diagonal disorder. Additionally in a tight-binding description, the hopping amplitude between two lattice sites depends on the specific disorder potential as well, giving rise to off-diagonal disorder.18–23 A complete description of particles in a disordered lattice should incorporate both diagonal and off-diagonal disorder, i.e., random on-site energies and hopping disorder already in a single-particle picture.

A realistic theoretical description of ultracold atoms in a speckle disordered optical lattice should be capable of describing interaction and disorder on equal footing, preferably nonperturbatively. Furthermore, it should incorporate diagonal and off-diagonal disorder and, last but not least, should be able to treat other experimental features, such as finite temperature and the presence of the harmonic trap. In the case of bosons, there have been several theoretical works24,25 combining some of these requirements. To the best of our knowledge, comparable studies have so far not been performed for fermions.

The aim of our paper is to close this gap and to provide a realistic description of strongly correlated fermions in a disordered optical lattice. For this purpose, we employ the statistical dynamical mean-field theory (DMFT) (Refs. 8 and 26–28) to solve the Anderson-Hubbard Hamiltonian numerically. The statistical DMFT incorporates both strong correlations and disorder-induced fluctuations and is known to give accurate results for high-dimensional systems, i.e., \( d = 3 \). We extend the statistical DMFT scheme to take hopping disorder into account. Realistic distributions for the Hubbard parameters, calculated by Zhou and Ceperley,29 are used to describe the speckle disorder potential.

As our main result we find that the paramagnetic ground-state phase diagram differs strongly from the phase diagram for pure diagonal box (homogeneous) disorder, as obtained within typical medium theory.20–33 In particular, the Mott insulator and the Anderson-Mott insulator are not continuously connected in case of speckle disorder. Our results are reappraised by a complementary investigation of the two-dimensional (2D) square lattice by means of real-space DMFT (RDMFT).26,34,35

II. MODEL OF CORRELATED FERMIONS IN SPECKLE DISORDERED OPTICAL LATTICES

Ultracold fermionic atoms, such as \(^6\)Li or \(^{40}\)K, in disordered lattices are described by the Anderson-Hubbard Hamiltonian

\[
H = -\sum_{ij\sigma} t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + \mu \sum_i n_i - \sum_\sigma (\epsilon - \epsilon_0) c_{i\uparrow}^\dagger c_{i\downarrow} + \sum_i U n_{i\uparrow} n_{i\downarrow},
\]

where \( c_{i\sigma}^\dagger \) (\( c_{i\sigma} \)) denotes the creation (annihilation) operator at a lattice site \( i \) with spin \( \sigma = \pm 1/2 \). The fermionic number
operator is given by \( n_{ij} = \alpha_i^\dagger \alpha_j \). The hopping amplitude between sites \( i \) and \( j \) is denoted by \( t_{ij} \), the local interaction potential is parametrized by \( U_i \), and the chemical potential is given by \( \mu \). In the following, we consider fermions on a bipartite lattice with a semieliptical model density of states (DOS), which is characterized by the connectivity \( K \). It is related to the lattice coordination number \( z \) via \( K = z - 1 \). The hopping amplitude \( t_{ij} \) is assumed to be only nonzero between nearest-neighbor sites \( i \) and \( j \).

In experiments with cold atoms, the speckle disorder potential is created by a coherent laser beam that is scattered by a diffusor plate. A statistical analysis of the scattering process shows that the probability distribution function (PDF) of the resulting light intensity pattern obeys

\[
p_I(\mathbf{r}) = \Theta(I) \exp(-I(\mathbf{r}))/\langle I \rangle,
\]

where \( I(\mathbf{r}) \) is the averaged light intensity and \( \Theta(x) \) denotes the Heaviside function. By superimposing the speckle light pattern onto the optical lattice, the atoms are subjected to a random optical dipole potential \( V_D(r) = I(r) \), which is attractive for red-detuned laser light or repulsive for blue-detuned laser light. We will consider the latter, i.e., a repulsive potential. Within the tight-binding model description this random potential gives rise to diagonal disorder, i.e., random on-site energies \( \varepsilon_i \), which are drawn from a PDF \( p_{\varepsilon}(\varepsilon_i) \) given by

\[
p_{\varepsilon}(\varepsilon) = \frac{1}{\Delta} \exp \left( -\frac{\varepsilon}{\Delta} \right) \Theta(\varepsilon),
\]

where \( \Delta \) denotes the disorder strength. We note that this PDF of the on-site energies is unbounded from above, in contrast to other typically used distributions, such as box or binary disorder. Furthermore, we assume that the on-site energies of all lattice sites are independently and identically distributed. Within a tight-binding model, the speckle disorder potential leads to off-diagonal disorder as well. This so-called hopping disorder manifests itself in the random hopping amplitudes \( t_{ij} \). For a given disorder distribution, inducing fluctuations in both the hopping and the on-site energies, the hopping coefficient \( t_{ij} \) at a neighboring pair of sites is correlated with the difference in on-site energies \( \Delta \varepsilon = \varepsilon_i - \varepsilon_j \) and a realistic description requires modeling using a joint PDF (Ref. 29)

\[
p_{\varepsilon t}(\Delta \varepsilon, t) \neq p_{\varepsilon}(\Delta \varepsilon)p(t).
\]

In our model in Eq. (1), the joint PDF \( p_{\varepsilon t}(\Delta \varepsilon, t) \) is incorporated based on the data by Zhou and Ceperley. We account for the dependence of these two random variables by a conditional PDF \( p_t(t|\Delta \varepsilon) \) for the hopping \( t \) after the on-site energies on the respective sites were sampled. The details are given within the introduction of the method in Sec. III C and the Appendix.

Furthermore, for a short-range interaction between particles the local Hubbard interaction parameter is proportional to the integral over the fourth power of the Wannier function on the same site, which in turn depends on the random lattice potential. Hence, the on-site interaction coefficient \( U \) is a random variable as well, and the joint PDF \( p_{\varepsilon U}(\varepsilon, U) \) of the on-site interaction and the on-site energies also needs to be taken into account.

Similar to the joint PDF of the difference in the on-site energies and the hopping coefficients, the joint PDF \( p_{\varepsilon t U}(\varepsilon, t, U) \) is incorporated based on data from Ref. 29 and accounted for by the conditional PDF \( p_{U}(U|\varepsilon, t) \). The methodical details are explained in Sec. III C and the Appendix. A one-dimensional illustration of the disordered lattice problem considered here is shown in Fig. 1.

In experimental realizations, the disorder strength \( \Delta \) is proportional to the speckle field strength \( s_D = V_D(\mathbf{r}) \) and can therefore be tuned. The proportionality constant scales monotonically with the ratio of the speckle field autocorrelation length to the typical spatial extend of the Wannier function and therefore depends on the experimental optical setup. In the experiment by White et al., the relation \( \Delta = 0.973 s_D \) was found. The mean value of the interaction strength \( U \) can be tuned by adjusting the \( s \)-wave scattering length \( a \) between the two fermionic components by a Feshbach resonance or by varying the dimensionless lattice depth \( s_L \), which in turn also influences the hopping amplitude. Therefore, keeping the lattice depth fixed, the disorder strength and the interaction strength can be tuned independently by varying the speckle field strength and the magnetic field. The relevant energy scale for the lattice depth \( s_L \) and the speckle field strength \( s_D \) is the recoil energy \( E_R = \hbar k^2/2m \), where \( k \) is the wave vector of the optical lattice and \( m \) is the atomic mass. Throughout this paper we work in energy units of the noninteracting bandwidth \( W_0 = 4\Gamma\sqrt{K} \) of the homogenous system, where the hopping amplitude \( t \) can be related to the lattice depth \( s_L \) by an exact band-structure calculation, as, for instance, performed by Greiner. The \( s \)-wave scattering length \( a \) is given in units of the Bohr radius \( a_0 \).

**III. METHODS FOR SOLVING THE MODEL**

Two conceptual approaches using DMFT to disordered systems, both referred to as statistical DMFT, were originally introduced in Ref. 26. In our opinion a distinction in
terminology is justified and useful: first, RDMFT, leading to a set of self-consistency equations for a fixed disorder realization or any inhomogeneity, thus constituting a deterministic approach. This method is applicable to any finite lattice structure and incorporates disorder or inhomogeneities non-perturbatively. Second, we refer to statistical DMFT as the intrinsically statistical approach to disordered systems on the infinite Bethe lattice. Here, the disordered system is investigated on a fully stochastic level and the self-consistency applies on a level of PDFs for the Green’s function. The statistical DMFT as well as the RDMFT are described in Secs. III A and III B. In Sec. III C we explain how we incorporate the joint PDFs of the Anderson-Hubbard model.

A. Statistical dynamical mean-field theory

The statistical DMFT (Ref. 26) is a self-consistent computational scheme for determining the PDF of the local single-particle Green’s functions, i.e., \( p[\mathcal{G}_{ij}(\omega)] \). Here, \( \mathcal{G}_{ij}(\omega) \) is the Fourier transform of the retarded Green’s function \( G_{ij}(\omega) = -i\Theta(\omega)\langle c_{ij}(t)c_{ij}(0)\rangle \rangle \), where \([\ldots]\rangle\) denotes anticommutator brackets. In the following, only paramagnetic solutions of the Anderson-Hubbard model are considered. Therefore the spin index \( \sigma \) is omitted hereafter.

In the absence of interactions, the renormalized perturbation theory\(^{45}\) shows that the local Green’s function can always be expressed as
\[
G_{ij}(\omega) = \frac{1}{\omega + \mu - \epsilon_j - \Gamma_i(\omega) + i\eta},
\]
where the hybridization function \( \Gamma_j(\omega) \) describes the coupling of site \( i \) to nearest-neighbor lattice sites. For numerical reasons we introduce a finite broadening factor \( \eta > 0 \). The limit \( \eta \rightarrow 0 \) is important to detect localization. An additional self-energy \( \Sigma_j(\omega) \) accounts for interaction effects and is defined via a Dyson equation. In the dynamical mean-field theory\(^{26}\) approximation the self-energy is local, i.e., \( \Sigma_j(\omega) \rightarrow \Sigma(\omega) \delta_{ij} \), and the local single-particle Green’s function given by
\[
G_{ii}(\omega) = \frac{1}{\omega + \mu - \epsilon_i - \Sigma(\omega) - \Gamma_i(\omega) + i\eta}.
\]
The local approximation for the self-energy becomes exact in infinite dimensions, as was shown by Metzner and Vollhardt,\(^{26}\) and is known to be a good approximation in three spatial dimensions. In a disordered system, translational invariance is broken and the local single-particle Green’s function varies randomly from site to site, giving rise to a PDF \( p[\mathcal{G}_{ir}(\omega)] \). Within statistical DMFT, this PDF is determined by an ensemble with a large number \( N \) of Green’s functions.

On the Bethe lattice, the hybridization function is given as sum over diagonal cavity Green’s functions \( G_{ij}^{(0)}(\omega) \),\(^{26,37,38,47}\) i.e.,
\[
\Gamma_j(\omega) = \sum_{i=1}^{z} r_{ij}^{(0)} G_{ij}^{(0)}(\omega) = \sum_{i} r_{ij}^{(0)} G_{ij}(\omega).
\]
The corresponding cavity hybridization functions \( G_{ij}^{(0)}(\omega) \) are given as a sum over \( z-1 \) cavity Green’s functions \( \mathcal{G}_{ij}^{(0)}(\omega) \). In this case, the exclusion of site \( i \) is no longer relevant, since the Bethe lattice is loop-free. In a similar manner, subsequent equations reproduce the structural dependence of a sum over \( K \) diagonal cavity Green’s functions. An approximation first successfully applied by Abou-Chacra \textit{et al.} and used in other works\(^{48,49}\) is that the cavity hybridization function is given by the hybridization function of the initial lattice
\[
\Gamma_j(\omega) = \sum_{i=1}^{K} r_{ij} G_{ij}(\omega)
\]
with the sum now extending over \( K \) Green’s functions.

The local self-energy \( \Sigma_j(\omega) \) is determined by the solution of the corresponding impurity problem, defined by the given hybridization \( \mathcal{G}_{ij}(\omega) \).\(^{26,36}\) Therefore, the statistical DMFT maps the original lattice model onto an ensemble of impurities, whose PDF has to be determined self-consistently.

In practice, the self-consistent calculation scheme consists of the following steps: The starting point is an initial PDF \( p[\mathcal{G}_{ij}(\omega)] \) and the calculation is performed by (i) drawing a random on-site energy \( \epsilon_j \) from the PDF \( p_\epsilon(\epsilon_j) \) given in Eq. (2) and a random on-site interaction \( U_j \) from the conditional PDF \( p_U(U|\epsilon) \) for each sample of the ensemble; (ii) for each sample \( i \) random hopping amplitudes \( t_{ij} \) are drawn from the conditional PDF \( p_t(t|\Delta \epsilon) \) depending on the difference \( \Delta \epsilon = \epsilon_j - \epsilon_i \) of the on-site energies \( \epsilon_j \) and \( \epsilon_i \) of the randomly determined nearest neighbor \( j \); (iii) the hybridization function \( \Gamma_j(\omega) \), with the local single-particle Green’s function \( G_{ij}(\omega) \) of the nearest neighbors randomly sampled from the PDF \( p[\mathcal{G}_{ij}(\omega)] \), is determined via Eq. (7) for each sample; (iv) the local self-energy \( \Sigma_j(\omega) \) is calculated from the solution of the local impurity problem by using an impurity solver; (v) the local single-particle Green’s function \( G_{ij}(\omega) \) is calculated using Eq. (5); and (vi) having calculated a completely new ensemble \( \{\mathcal{G}_{ij}(\omega)\} \), a new PDF \( p[\mathcal{G}_{ij}(\omega)] \) is obtained by construction of a histogram and we return to step (i). The algorithm is repeated until self-consistency for \( p[\mathcal{G}_{ij}(\omega)] \) is achieved. We note that this method incorporates spatial fluctuations, i.e., quantum interference effects, caused by disorder via step (iii). Schematically the computational procedure is presented in Fig. 2.

The relevant physical observable is the local density of states (LDOS), given by \( \rho_j(\omega) = -\frac{1}{\pi} \text{Im}[\mathcal{G}_{ij}(\omega)] \), which is a random quantity in disordered systems. The corresponding distribution \( p[\rho_j(\omega)] \) is obtained by counting all values of the LDOS for each frequency and by constructing a histogram. Statistical fluctuations are minimized by an artificial increase in the size of the ensemble after having reached self-consistency. This is done by constructing the histogram on the basis of typically 50–100 successive DMFT iterations. From this PDF the expectation value can be determined, i.e., the arithmetically averaged LDOS.
The self-energy within MPT is given by
\[
\Sigma(\omega) = U n + \frac{a \Sigma^{(2)}(\omega)}{1 - b \Sigma^{(2)}(\omega)},
\]
where \(\Sigma^{(2)}(\omega)\) is the second order perturbation contribution to the self-energy.\(^{54}\) Within the perturbation expansion, the nonrenormalized Hartree-Fock Green’s functions\(^{52}\)
\[
G_i^{HF}(\omega) = \frac{1}{\omega + \tilde{\mu} - \varepsilon_i - U(n_i) - \Gamma_i(\omega) + i\eta}
\]
are used as propagators. The parameter \(\tilde{\mu}\) is fixed by requiring \(\langle n_i \rangle = \langle n_i \rangle^{HF}\).\(^{52}\) The parameters \(a\) and \(b\) are determined such that the first three spectral moments
\[
M^{(m)} = \int_{-\infty}^{\infty} \omega^m \rho(\omega) d\omega
\]
with \(m=0,1,2\) are reproduced and that the atomic limit is recovered correctly.\(^{52}\) For further details, the reader is referred to the work by Potthoff et al.\(^{52}\) and our earlier work.\(^{28}\)

B. Real-space dynamical mean-field theory

Fermions with a semielliptic DOS in many ways exhibit qualitatively the same physics as fermions in three-dimensional (3D) lattices. It is however important to note that qualitative differences may arise in lower dimensions. For this reason we also investigate fermions on a square lattice within RDMFT.\(^{26,27,34,35}\) Besides describing the Mott-Hubbard metal-insulator transition and magnetic order, RDMFT is also capable of treating spatial inhomogeneities such as disorder. As in DMFT, each lattice site is mapped onto a single-impurity Anderson Hamiltonian within RDMFT, where the hybridization function has to be determined self-consistently.

Starting with an arbitrary hybridization function, the solution of each impurity problem is provided by MPT, as in statistical DMFT, and leads to a set of on-site self-energy functions \(\Sigma_i^{\delta_j}(i\omega_n)\). They determine the self-energy matrix in the real-space representation
\[
(\Sigma)_{ij} = \Sigma_i^{\delta_j}.
\]

Following the Dyson equation, the interacting lattice Green’s function is given by
\[
G(i\omega_n)^{-1} = G_0(i\omega_n)^{-1} - \Sigma(i\omega_n),
\]
where \(\omega_n\) are the Matsubara frequencies. The noninteracting Green’s function \(G_0(i\omega_n)\) in real-space representation is given by
\[
G_0(i\omega_n)^{-1} = (\mu + i\omega_n)1 - t - V,
\]
where \(1\) is the unity matrix, \(t\) is the matrix of hopping amplitudes, and \((V)_{ij} = \delta_{ij}\) denotes the matrix of random on-site energies. Together with Eq. (5) and the diagonal elements from inverted relation in Eq. (15) a set of local hybridization functions \(\Gamma^{(l)}(\omega)\) is extracted, which closes the self-consistency loop.
The Hubbard parameters used both in the statistical DMFT and the real-space DMFT simulations are randomly generated based on the distributions obtained by Zhou and Ceperley\textsuperscript{29} within an imaginary time evolution approach for the Wannier functions. Although these calculations were originally performed for bosonic \textsuperscript{87}Rb, the random parameters $\epsilon_i, U_i, t_{ij}$ depend only on the structure of the single-particle states and can thus also be used for fermionic systems after an appropriate rescaling.

The three sets of parameters for the Hubbard model under study are fluctuating. For the three-dimensional case with equal laser intensity along each of the three axes, all parameters are unique functions of $s_L$ and $s_D$ for a given atomic species, when expressed in units of $E_R$. This is not the case in the two-dimensional lattice, relevant for our RDMFT calculations. Here, the interaction parameter $U$ depends on the shape and strength of the axial trapping potential, which may vary significantly in different experiments. In this anisotropic case with fixed $a_r$, the lattice depth $s_L$ does not uniquely characterize the point in the phase diagram. Here we therefore give energies in units of the noninteracting bandwidth $W_0$.

The on-site energies $\epsilon_i$ and interaction parameters $U_i$ are sampled from the data given in Ref. 29 inherently containing correlations, as shown in Fig. 3. Up to a very good approximation, the on-site energies $\epsilon_i$ and tunneling parameters $t_{ij}$ are independent, however there is a significant correlation between the difference in on-site energies $\Delta \epsilon_{ij} = \epsilon_i - \epsilon_j$ and the tunneling parameter $t_{ij}$, as is shown in Fig. 4. These correlations are taken into account both within the statistical DMFT and the RDMFT simulations by sampling $t$ from a conditional distribution $p(t|\Delta \epsilon)$ for a given (previously sampled) $\Delta \epsilon$. More technical details of how the conditional PDFs are constructed are given in the Appendix.

\section{C. Joint probability distribution functions for the Hubbard parameters}

In our calculations we consider ultracold \textsuperscript{40}K atoms in a mixture of two hyperfine states in an optical lattice generated by a laser with a wavelength $\lambda_L = 738$ nm. The lattice depth is fixed to $s_L = 10E_R$. Moreover, we consider the half-filled case, i.e., band filling $\nu = \frac{1}{2} \sum_{\sigma} n_{i\sigma} = 1$, which is accomplished by adjusting the chemical potential $\mu$. For the statistical DMFT calculations, the lattice connectivity $K = 6$ was chosen.

Describing the physics of strongly correlated fermions in a speckle-disordered optical lattice necessitates a proper definition of the relevant phases. The \textit{Mott insulator} is incompressible and its spectrum is gapped. Its correlation gap is proportional to the interaction strength $U$. A gapped spectrum in turn means that the arithmetic average of the LDOS at the Fermi level vanishes $\langle \rho(\omega=0) \rangle_{\text{arith}} = 0$. A second insulating phase which we find here is the \textit{Anderson insulator} for zero interaction. This phase is compressible and its spectrum is pointlike, which can be attributed to an absence of diffusion.\textsuperscript{56} In the interacting case, we define a state to be localized or extended, if the spectrum of the single-particle Green’s function is pointlike or continuous, respectively. The \textit{Anderson-Mott insulator} is defined by localized single-particle excitations at the Fermi level. Recently, it was shown that localized single-particle excitations imply a vanishing conductivity in case of weak interactions.\textsuperscript{57} The detection of Anderson localization within statistical DMFT will be explained in the following Sec. IV A. Finally, the \textit{paramagnetic metal} is compressible and therefore has a nonvanishing LDOS $\langle \rho(\omega=0) \rangle_{\text{arith}}$ at the Fermi level, where the states are extended.

\section{A. Detecting Anderson localization within statistical DMFT}

The arithmetic and geometric averages of the LDOS obtained within statistical DMFT, which for the noninteracting
case reduces to the local distribution approach,\textsuperscript{47,49} exhibit different behavior with increasing disorder strength $\Delta$. Figure 5 displays the evolution of the arithmetically and geometrically averaged LDOS in the noninteracting case, when the speckle field strength is increased from 0 to $0.4E_R$. First of all, we note that with an increase in the speckle field strength, the spectra are broadened and long tails emerge at positive energies. A noticeable difference between the geometric mean and the arithmetic mean, is that the geometric mean, the spectra are broadened and long tails emerge at positive energies. A noticeable difference between the geometric mean and the arithmetic mean, is that the geometric mean of the LDOS converges to zero with increasing $\Delta$. This can be attributed to the transition from extended states to localized states, which is also observed within typical medium theory.\textsuperscript{30,31,33,50,51} However, not only averages, but also the full PDF $p(\rho)$ is accessible within the statistical DMFT, which enables a more accurate detection of localization than attributing it to a vanishing geometrically averaged LDOS. This approach will be explained in detail in the next paragraph. The PDFs $p(\rho)$ associated with the data shown in Fig. 5 are plotted in Fig. 6. As expected in the nondisordered case [cf. panel (a)], the PDF for each frequency is given by a delta function. For finite disorder strength, the PDFs extend over several orders of magnitude.

Within statistical DMFT, extended and localized states are characterized by different behavior of the PDF $p(\rho)$ in the limit of vanishing broadening $\eta \to 0$.\textsuperscript{28,49} This procedure is motivated by the fact that the extended states are given by a branch cut on the real axis of the single-particle Green’s function whereas the localized states are characterized by a dense distribution of poles in the thermodynamic limit.\textsuperscript{56} Let us consider a single particle initially located at site $0$ on a finite lattice and let $|\psi_n\rangle$ denote the complete set of single-particle energy eigenstates on the lattice with eigenenergies $E_n$. The local Green’s function then takes on the form\textsuperscript{58}

$$G_{00}(\omega) = \sum_n \frac{f_n}{\omega - E_n}.$$  

Here, $f_n(0) \langle \psi_n | \psi_n \rangle$ denotes the overlap of the eigenstate $n$ with the Wannier function on site 0. The return probability is given by $p_{0\to 0}(t\to \infty) = \sum_n f_n^2$.\textsuperscript{58} In case of an extended eigenstate, the residue $f_n$ is proportional to the inverse number of occupied lattice sites $N^{-1}$ and the return probability approaches zero in the limit of an infinite system. In contrast, for a localized state the spectrum is given by a dense distribution of poles in the allowed energy interval on the real $\omega$ axis. The residues approach a finite value but some will dominate the sum in Eq. (17). If their values were sorted by value, their contribution would decrease exponentially for spatially localized states. In particular, if we introduce a small coupling $\eta$ to a dissipative bath and consider a contour which encloses a small energy interval $\delta \epsilon$, then the most probable value of the sum of the residues of poles enclosed by the contour will decrease exponentially proportional to the ratio $\Delta / \delta \epsilon$. Accordingly, the most probable value of the imaginary part of the Green’s function is proportional to $\eta$.\textsuperscript{59} Hence, the LDOS will be highly fragmented in case of localized eigenstates, characterized by dominating well-separated resonances. In contrast, the arithmetically averaged spectral function, i.e., the DOS of the system, does not exhibit this high fragmentation, since the spectral weight must be located somewhere in the lattice for every energy. Consequently, the maximum of the PDF of the LDOS of an extended state saturates at a finite value for $\eta \to 0$ while an increasing amount of the PDF’s weight shifts to zero in the case of localized states.

In Fig. 7 the behavior of the PDFs at two speckle field strengths $s_D=0.4E_R$ and $s_D=0.7E_R$ is plotted for a sequence of decreasing broadening $\eta \to 0$. The different behavior of the extended and localized states allows us to distinguish between them and the mobility edges can be identified as shown in panel (d) for $s_D=0.4E_R$. The states between the mobility edges are extended whereas the ones outside are localized. We observe that the states at the Fermi level are extended for speckle field strength $s_D=0.4$ which is therefore metallic whereas for speckle field strength $s_D=0.7E_R$ the states at the Fermi level are localized. This can also be seen
B. Paramagnetic ground-state phase diagram of the interacting system within statistical DMFT

Now we will discuss the main result of our investigation, i.e., the paramagnetic ground-state phase diagram of interacting fermions exposed to speckle disorder (as a function of \(s^\text{\tiny \textit{s-wave}}\) scattering length \(a\) and speckle field strength \(s_D\)), as displayed in Fig. 9.

In the absence of disorder \((s_D=0)\), a Mott metal insulator transition is found at intermediate interaction strength. For the system considered here, we found the critical \(s^\text{\tiny \textit{s-wave}}\) scattering length for the Mott transition \(a_c=117.5a_0\). In the absence of interactions \((a=0)\), the Anderson transition occurs at \(s_D=0.65\). In a system with both speckle disorder and interactions, three separate phases exist: Mott insulator, disordered correlated metal and Anderson-Mott insulator.

In Fig. 10 the arithmetically and geometrically averaged spectral functions are given for two different speckle field strengths \(s_D\): in panel (a) for \(s_D=0.05E_R\) and in panel (b) for \(s_D=0.1E_R\). In both cases the interaction strength is increased from the bottom to the top. Remarkably, the spectral functions evolve very differently for the two disorder strengths. For speckle field strength \(s_D=0.05E_R\) a correlation-induced metal-insulator transition takes place at finite \(a\). For \(s_D=0.1E_R\) in the investigated regime up to \(a=350a_0\), no metal-insulator transition was found. Instead, the Kondo peak, i.e., the coherent low-energy excitations, are stabilized for higher interaction values, whereas the lower Hubbard band is shifted away from the Fermi level.

This behavior is caused by the redistribution of states into the Mott-Hubbard gap due to disorder. For sufficiently strong disorder, the gap is closed. The unbounded nature of the speckle disorder at any finite \(\Delta\) gives rise to states with very high energies, although their number is exponentially suppressed in \(\Delta^{-1}\). This means that the Mott transition at finite disorder strength, which is described here, might even be an artifact of the finite size \(N\) in the stochastic Green’s function ensemble. If this is the case, it would be an intrinsic feature of any finite-size optical lattice as well.
To gain further insight, we plotted the arithmetically averaged LDOS at the Fermi level as a function of the $s$-wave scattering length $a$ for speckle field strength $s_D = 0.05E_R$ in panel (a) and for speckle field strength $s_D = 0.1E_R$ in panel (b). Parameters are $\nu=1.0$ and $s_L = 10E_R$.

Fig. 11. (Color online) Arithmetically averaged local density of states at the Fermi level $\langle \rho(0) \rangle_{\text{arith}}$ for three different values of the speckle field strength $s_D$: $s_D = 0.05E_R$ (red solid line), $s_D = 0.2E_R$ (green dashed line) and $s_D = 0.2E_R$ (blue dotted line). For comparison the local density of states at the Fermi level of the homogeneous, noninteracting system $\rho_0(0) = 1.265$ is included. Parameters are $\nu = 1.0$ and $s_L = 10E_R$.

Fig. 12. (Color online) Arithmetically averaged spectral function for increasing interaction $U$ at fixed speckle field strength $s_D = 0.05E_R$ obtained via statistical DMFT with $K = 4$ (black solid line) and real-space DMFT (red dashed line). The spin-summed filling is given by $\nu = 1.0$ and the lattice size within the RDMFT calculations was $24 \times 24$.

It is interesting to compare the qualitative structure of the phase diagram in Fig. 9 with the counterpart of ultracold bosonic atoms in speckle disordered lattices. In the latter case, an arbitrarily weak speckle field leads to a vanishing of the excitation gap and the Mott insulator only exists in the homogeneous system without disorder, in contrast to the fermionic case where a Mott insulator may exist at $\Delta > 0$. Furthermore, the results presented here differ from the results obtained within typical medium theory for fermions with a semielliptical DOS, we performed complementary RDMFT calculations. An exemplary comparison of the arithmetically averaged spectral functions obtained by the two methods for identical parameters is given in Fig. 12. In these statistical DMFT calculations the connectivity $K = 4$ is chosen to obtain the same bandwidth as

C. Results within RDMFT

In order to investigate the speckle disordered square lattice and to assess our results obtained within statistical DMFT for fermions with a semielliptical DOS, we performed complementary RDMFT calculations. An exemplary comparison of the arithmetically averaged spectral functions obtained by the two methods for identical parameters is given in Fig. 12. In these statistical DMFT calculations the connectivity $K = 4$ is chosen to obtain the same bandwidth as
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FIG. 13. (Color online) Arithmetically (black solid) and geometrically (red dashed) averaged spectral function for increasing interaction strength $U$ at speckle field strength $s_D=0.01E_R$ in panel (a) and $s_D=0.05E_R$ in panel (b) obtained by RDMFT on a $24 \times 24$ square lattice. The spin-summed filling is given by $\nu=1.0$. 

on the square lattice. Throughout this section $U$ denotes the most probable value of the respective marginal PDF $p_U(U)=\int d\epsilon \rho_{\text{e}}(\epsilon,U)$. 

Both methods lead to qualitatively identical results. The differences in the spectral functions can be traced back to the differences of the simulated models. The statistical DMFT is employed for particles with a semielliptical DOS whereas RDMFT was applied for particles on the square lattice. Since the kinetic energy is connected to the lattice structure, the observed differences are pronounced when the kinetic energy dominates over the interaction energy. Consequently, deviations in the distributions of the spectral weights are larger for low and intermediate interaction strengths (Fig. 12 $U=1.0$ and $U=2.1$). On the other hand, the agreement is good for the strongly interacting case (Fig. 12 $U=3.3$ and $U=4.2$). 

Interestingly, a pseudogap at the Fermi level in the LDOS on the square lattice is found within RDMFT. This pseudogap arises for intermediate and strong interactions in the presence of disorder and is stable under variation in the system size. The pseudogap anomalies, also called zero bias anomalies, are a common feature in two-dimensional strongly correlated systems with disorder. A pseudogap anomaly was for instance found within a quantum Monte Carlo investigation of the Anderson-Hubbard Hamiltonian with box disorder. 

Arithmetically and geometrically averaged spectral functions calculated by RDMFT for two different disorder strengths, namely, $s_D=0.01E_R$ and $s_D=0.05E_R$, are displayed in Fig. 13. Qualitatively, the spectral functions show similar behavior as obtained within statistical DMFT, cf. Fig. 10. For weak disorder ($s_D=0.01E_R$), metallic solutions are obtained for weak interactions. Raising the interaction, a Mott insulating phase is found, analogous to the case of a homogeneous system. On the contrary, for larger speckle disorder ($s_D=0.05E_R$) the LDOS remains finite at the Fermi level $\omega=0$, even at strong interaction $U=4.2$. 

We note that within RDMFT for $U=3.1$ and $U=4.2$, the lower Hubbard-band shows a peaked structure at low disorder. This feature cannot be exclusively identified with physical properties of the system because of numerical uncertainties. Within RDMFT, an artificial broadening $\eta$ is applied, which is scaled proportionally to the system size, i.e., $\eta \propto 1/L^2$. Since the peaks are not fully recovered for other lattice sizes, we conclude that they are finite-size effects. 

The real space resolution of the LDOS gives us insight into localization effects of the system. In Fig. 14 the LDOS $\rho_\omega(\omega)$ is plotted for a $24 \times 24$ lattice and different interaction strengths, each for a different disorder realization. At $U=1.0$ and weak disorder $s_D=0.01E_R$ [Fig. 14 panel (a)] the spectral weight around the Fermi level $\omega=0$ remains finite at each lattice site. The vast majority of single-particle states are extended and the system is in the metallic phase. At $U=3.1$ [Fig. 14 panel (b)] Hubbard bands are formed and the spectrum exhibits a gap proportional to the interaction strength for all lattice sites, indicating that the system is in a Mott insulating state. However, as the speckle field strength is increased to $s_D=0.4E_R$, the states with spectral weight at the same frequency are spatially separated. In other words, the spectrum is highly fragmented and each local spectrum consists of isolated delta peaks, consistent with Anderson localized states in the infinitely large system [cf. Fig. 14 panel (c)].

D. Finite temperature 

Here, we investigated a system of fermions with a semielliptic DOS at finite temperature. The spectral functions are plotted in Fig. 15 for two parameter sets. Panel (a) displays the arithmetically averaged spectral functions for speckle...
disorder strength $s_D=0.05$ and scattering length $a=150a_0$ for various increasing temperatures. At zero temperature, this parameter set would correspond to the Mott insulator. In Fig. 15 we note that with increasing temperature, the gap initially grows and the incoherent excitations reveal a significant redistribution of the spectral weight, which is shifted away from the Fermi level. This is not observed in the homogeneous case, where the spectral transfer is weak. Panel (b) shows the corresponding behavior for stronger disorder, namely, $s_D=0.1$ and $a=150a_0$, which corresponds to the disordered strongly correlated metal at zero temperature. With increasing temperature, the coherent low-energy excitations are reduced, and for $k_BT=0.05$ the system enters a Mott insulating state.

In Fig. 16, the evolution of the arithmetically averaged spectral function with increasing temperature is displayed for two values of the speckle field strength $s_D=0.05E_R$ in panel (a) and $s_D=0.2E_R$ in panel (b)] and three different temperatures: $k_BT=0$, $k_BT=0.01$, and $k_BT=0.05$. We note the reduction in the spectral weight at the Fermi level due to finite temperatures. This leads to an enlargement of the Mott insulating phase. However, as can be seen in panel (b) of Fig. 16, a metal without a resonant peak at the Fermi level is stabilized a higher disorder strength. In this respect, our central finding at $T=0$, that the Mott and the Anderson-Mott insulators are not continuously connected in presence of the speckle disorder, also holds at finite temperature.

V. SUMMARY AND OUTLOOK

In conclusion, we have investigated a gas of ultracold fermions in an optical lattices subjected to an additional speckle disorder field using statistical DMFT and RDMFT. The presented DMFT schemes include off-diagonal hopping disorder and allow for a systematic inclusion of correlations between the difference in neighboring on-site energies and the hopping amplitude, as well as between the on-site energy and the local interaction strength, which are nontrivial in realistic experiments and have been calculated by Zhou and Ceperley.29

The complete paramagnetic ground-state phase diagram has been determined. It consists of a disordered metallic phase, as well as Mott insulating and Anderson-Mott insulating phases. A strong suppression of the correlation-induced metal insulator-transition by disorder is observed and a finite metallic phase is found, even in the strongly interacting regime. Hence, the Mott and Anderson-Mott insulators are not continuously connected, in contrast to the prediction by typical medium theory in the presence of bounded box disorder.

We have also investigated speckle-disordered fermions on a square lattice by means of RDMFT. We find that our main results for the case of high-dimensional systems also hold in two spatial dimensions. Moreover, a pseudogap was found, which should be investigated in detail in the future. Finally, we investigated the high-dimensional system at finite temperature, where the Mott insulating region is enlarged, but the separation of the Mott and the Anderson-Mott insulators persists.
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APPENDIX: SAMPLING THE HUBBARD PARAMETER DISTRIBUTIONS

The various Hubbard parameters in an optical lattice exposed to speckle disorder with a realistic autocorrelation length of 1 μm, such as realized in the experiments in the DeMarco group, for instance, Ref. 16, were calculated by Zhou and Ceperley\textsuperscript{16,29} at fixed disorder strength $s_D = 1E_R$ and lattice intensity $s_L = 14E_R$. Imaginary time evolution was used, calculating the parameters $U$, $\epsilon$, and $t$ for 1222 disorder realizations on a three-dimensional $6 \times 6 \times 6$ lattice. Based on these data, PDFs were constructed, which are sampled and scaled appropriately in our calculations for the various parameter regimes of interest.

This scaling behavior will shortly be elucidated in the following: The most likely value and lower bound for the on-site energy corresponds to regions of low intensity, where the on-site energy is to be expected in the perturbative limit. Thus, after an affine shift is not required due to the vanishing lower bound discussed above.

Since the on-site energy $\epsilon$ and interaction parameter $U$ are correlated, as can be seen from the histogram Fig. 3 (i.e., this two-dimensional PDF is not reconstructible as a product of two one-dimensional PDFs), a combined sampling from a two-dimensional distribution is used for $\epsilon$ and $U$. This is equivalent to first sampling $\epsilon$ from the marginal distribution $p_{\epsilon}(\epsilon)$ and subsequently $U$ from the conditional PDF $p_U(U|\epsilon)$. Furthermore, the standard deviation of the on-site interaction parameter $U$ [i.e., of the marginal distribution $p_U(U) = \int d\epsilon p_{\epsilon}(\epsilon)p_U(U|\epsilon)$] scales linearly with $s_D$, while the most probable value of $U$ remains unaffected by a variation in $s_D$ up to a good approximation. Therefore, the variation in $U$ in the two-dimensional distribution $p_{\epsilon,U}(\epsilon, U)$ is scaled by $s_D$ while the most likely value is set to the value of $U$ determined from a band-structure calculation of the Wannier functions in the pure case without disorder, as performed in Ref. 44, for instance.

In contrast to the local interaction parameter $U$, the nearest neighbor tunneling amplitude $t_{ij}$ exhibits only very weak correlation with the respective on-site energy while the correlation with the energy difference between the two sites $\Delta \epsilon_i = \epsilon_i - \epsilon_j$ is significant. Hence, the distribution for $\Delta \epsilon$ and $t$ cannot be sampled independently [i.e., $p(\Delta \epsilon, t) \neq p_\epsilon(\Delta \epsilon)p_t(t)$] and a conditional distribution function $p_t(t|\Delta \epsilon)$ for $t$, given a fixed value of $\Delta \epsilon$, was constructed from the data in Ref. 29: for 200 discrete values of $\Delta \epsilon$ a histogram approximating $p_t(t|\Delta \epsilon)$ was extracted, approximating the PDF. This PDF is integrated with respect to $t$, yielding the conditional PDF $F_t(t|\Delta \epsilon)$ and subsequently normalized for each fixed $\Delta \epsilon$ such that $\lim_{\Delta \epsilon \rightarrow \infty} F_t(t|\Delta \epsilon) = 1$. To randomly sample values in a numerically efficient manner from $p_t(t|\Delta \epsilon)$, the conditional cumulative PDF $F_t(t|\Delta \epsilon)$ is inverted with respect to $t$ on a linearly interpolated grid on $[0,1]$, consisting of 800 points. Given a fixed $\Delta \epsilon$, a randomly drawn value of the inverted cumulative distribution is thus distributed according to the initial conditional PDF $p_t(t|\Delta \epsilon)$, leading to the sought-after sampling routine.
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