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Abstract

A hybrid cloud computing architecture that places the mobile device or thin clients first is the logical choice especially in regions with low fixed broadband but high mobile penetration rates. The hybrid cloud model combines the benefits of computing resource elasticity in the public cloud whilst maintaining control of sensitive data and mission-critical applications mainly in a private cloud infrastructure. One industry that stands to benefit from extending mobile computing with hybrid cloud infrastructure is the healthcare industry where clinicians need the ability to access healthcare data from different locations and across multiple devices. This paper identifies a hybrid cloud architecture to support mobile device access and satisfy specific business requirements using the case of a selected hospital in Ghana. In the design of the hybrid cloud architecture the functional and non-functional viewpoints are considered using a case study where the selected hospital is used to conceptually define the requirements and set-up of a hybrid cloud architecture. The case study approach is used to illustrate the practical challenges and limitations for a hybrid cloud architecture in a developing country. The suitability of the design was validated using the metrics of availability, reliability, response time and throughput.
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1 Introduction

A hybrid cloud is a combination of two or more distinct cloud deployment models where the models are either public, private or community clouds [1]. In a state-of-the-cloud survey done by RightScale\(^1\) in January 2016, 95% of worldwide respondents – companies with over 1000 employees – were using cloud and 71% were hybrid cloud adopters [2]. According to RightScale the significant rise in hybrid cloud adoption was mainly due to public cloud users adding private cloud resource pools to their infrastructure. Gartner\(^2\) projected the public cloud services to grow to $208.6 billion in 2016 an increase of 17.2% on 2015 with a domination of hybrid cloud computing scenarios as many traditional IT organisations continued incorporating their existing datacentres into their overall cloud adoption [3]. Cloud implementations in the developing world is also expected to grow, mainly driven by the growing mobile phone penetration rates, especially in sub-Saharan Africa which is projected grow from 43% in 2015 to 51% of total population by 2020 [4–6] and this is signalling the need to make provision for mobile cloud during architectural planning and implementation.

Cloud computing wields great potential to facilitate the running of resource-intensive applications on mobile devices. Smart phones and tablets typically have limitations in memory, storage, computational power and energy capacity which negatively affect users experience when running resource-intensive tasks, specifically those that are computationally, communication or data intensive [7]. Cloud computing offers the possibility of offloading the resource intensive tasks in mobile applications for processing in the resource rich cloud and thereby improve user experience closer to that seen in the desktop computer [8, 9]. Mobile devices continue to grow more powerful in terms of processing power and memory capacity however the battery as a power source has lagged behind in development affecting the overall capacity of the mobile devices to meet user expectations in resource-intensive applications [10].

\(^1\)RightScale (http://www.rightscale.com) is a multi-cloud management solutions provider founded in 2006.

\(^2\)Gartner Inc. (http://www.gartner.com) is an IT related research and advisory firm founded in 1979.
One industry that stands to benefit from extending mobile computing with cloud infrastructure is the healthcare industry [11] where clinicians need the ability to access healthcare data from different locations and across multiple devices [12]. Mobile cloud is one way by which mobile devices could be used to access and process electronic health records of patients, to view diagnostic images in various resolutions or collect health data from patients [13]. In Ghana, as in other developing countries, cloud computing and mobile applications and policies are being utilised in the health care sector to mitigate the pressure on clinical facilities and personnel [14, 15]. With the promising potential of cloud computing in developing economies, studies [16–19] have been done to help shape cloud adoption but the appropriateness of a hybrid cloud architecture to meet specific business requirements have received little attention. In the healthcare industry, specific network requirements of availability [12, 20, 21], economic archive storage capacity [20, 22], mobile device accessibility [12, 13], regulatory compliance [20, 23] and security [24] demand particular characteristics [25] in the hybrid cloud. From the aforementioned trends, a hybrid cloud computing architecture that places the mobile device or thin clients first is the logical choice especially in regions with low fixed broadband but high mobile penetration rates. Further, Griebel et al. [26] categorised articles written on MEDLINE into six topics areas that include availability, storage, mobile access, compliance and security to be high on the list of networking requirements when considering the adoption of cloud computing.

This paper examines the key components of hybrid cloud architecture, specifically a public cloud and on-premise private cloud combination, for supporting mobile device access using the case of a selected hospital in Ghana. The cloud combination affords a level of flexibility which cannot be found in either the public cloud or on-premise private cloud alone: the advantage of elastic scaling out within the public cloud with maximum control of sensitive data in the private on-premise datacentre. In the design of the hybrid cloud architecture the functional and non-functional viewpoints are considered using a case study where the selected hospital is used to conceptually define the requirements and set-up of a hybrid cloud architecture. The case study approach is used to illustrate the practical challenges and limitations for a hybrid cloud architecture in a developing country. The business case for the hybrid cloud adoption is examined and tested against the selected architectural components. A summary of the key approach to designing a suitable hybrid cloud architecture in this paper is to:
• Review state-of-the-art in hybrid cloud architecture with a focus on the non-functional attributes of availability, reliability, response time and throughput.
• Identify the main business requirements (hospital processes) to be executed in the cloud, classify them as workloads and determine how to measure their non-functional requirements also known as quality attributes.
• Determine the architectural components that are needed to make the data in the processes highly available to both internal and external users of the information system.
• Verify that the designed hybrid cloud architecture satisfies the specified non-functional requirements categorised under availability, reliability, response-time and throughput.

The rest of the paper is structured as follows: Section 2 presents the state-of-the-art in hybrid cloud architecture describing work that has been done to improve the performance of hybrid clouds. Section 3 describes the functional and non-functional requirements for the selected case, laying out the criteria for selecting a cloud computing architecture. Section 4 discusses the results of the application of the selected architecture and Section 5 concludes the article.

2 State-of-the-Art in Hybrid Cloud Architecture

2.1 A. Hybrid Cloud Architecture

The hybrid cloud model combines the benefits of computing resource elasticity in the public cloud whilst maintaining control of their sensitive data and mission-critical applications in a private on-premise infrastructure [27–30]. The performance of the cloud combination is an interesting subject of on-going study by many researchers as well as proposed solutions by providers such as VMware, IBM and Microsoft [31–33]. There are a few studies that have yielded strategies and techniques to help improve the overall performance and manageability of hybrid cloud facilities: proactive workload management is a technique treated by Zhang et al. with the presentation of network architecture that handles workload spikes in the on-premise network by directing the excess into a shared or public network in the hybrid cloud [34]. Avresky et al. proposed a framework that used machine learning to manage computing resources especially when IaaS deployed software anomalies are detected [35]. The strategy of the framework they proposed was to continue to receive and redirect virtual workloads to other geographic areas for processing even
when deployment anomalies are detected. The afore-going proposed solutions are however not ideal for data-intensive applications in geographic locations where bandwidth costs are relatively high, such in sub-Saharan Africa [12].

Again, software and networking solutions have been put forth by cloud computing providers to improve the overall performance and manageability of the hybrid cloud, particularly to seamlessly bridge on-premise data centres with the public cloud infrastructure. Rackspace’s offering of Microsoft Azure [32], IBM’s Power8 architecture [31], VMware’s Cloud Computing Platform [33] and Amazon’s Hybrid Hosting package are some of the competing solutions targeted at large enterprises and SaaS providers however an analysis of the business processes and workloads are needed to determine their suitability in meeting specific business requirements such as in healthcare provider in need of a cold archiving solution. Further, frequent workload transfer between data centres is apt to cost more, both financially and in quality of service especially at regions where the cost of Internet bandwidth is yet reach globally competitive prices [37].

A study that incorporated information processing operations into the design of cloud computing network was done by Haung et al. [38]. They reasoned that analysing the logs of the information systems could offer insights into how to maintain the working efficiency of the cloud platform in general. It however did not address the specificity of the hybrid cloud consisting of an on-premise data centre tethered to a public cloud. Again, a cloud network topology [39] that is able to handle a few hundred ecommerce order entries per minute will not be suited for transactional processing of big data in the order of tens of thousands per second. In order to benefit from a hybrid cloud setup that incorporates the above strategies and techniques, a business must consider its own business processes and constraints laid on its network architecture.

Figure 1 shows a general architecture underlying various adoptions of the hybrid cloud model. The hybrid cloud will increasingly be a preferred deployment model in enterprises for the long term primarily due to the need to support various business operations such as legacy applications running from their already established datacentres [26–28]. Migrating to the cloud takes careful planning and strategy to avoid extensive downtime in production applications or interruptions in services to clients. The cautious approach to public cloud adoption also reflects the need to remain compliant with regulatory provisions such as the HIPAA [40], the HITECH [41] and Sarbanes-Oxley Act [42]. Bandwidth costs are also factors of consideration especially where software applications are data intensive or involve the routine time-sensitive storage and retrieval of large files such as high resolution images or other multimedia files.
Major providers of cloud computing services offer solutions which guarantee compliance with regulations and some level of interoperability between the on-premise data centre and the public cloud, the latter functioning just as an extension of the former. These hardware and software solutions are configurable to meet the data governance needs of businesses and help to route data to preferred storage locations within the hybrid cloud infrastructure. It can be said therefore that a hybrid cloud enables a business to maintain agility through public infrastructure provisioning and enjoy high utilisation in its on-premise facility [31–33].

Cloud computing architecture is often inspired by virtualisation and layerisation of its components that introduce flexibility in deployment to achieve intended purpose. Table 1 shows the basic layered architecture reported as consisting of clients, services, applications, platform, storage and infrastructure: where clients are the access devices; services, applications and platform represent the rendering of computing resources; and storage and infrastructure layers deliver the virtualisation environment [43]. For a hybrid cloud, the architecture is designed using a mix of components within layers, shown in Figure 2 and optimised to suit business goals.

| Layer           | Function                                      |
|-----------------|-----------------------------------------------|
| Clients         | End user devices                              |
| Services        | XaaS: SaaS, PaaS, IaaS                        |
| Applications    |                                               |
| Platform        |                                               |
| Storage         | Data centre network fabric, computing and storage |
| Infrastructure  |                                               |
A hybrid cloud architecture will generally support business goals if it has a design that meets both the functional and non-functional requirements of the organisation’s operations [44]. Figure 2 shows the location of the layers and the description of the relationships between them constituting the functional aspect of the network [44]. The functional view of the network architecture consists of the infrastructure, middleware and software that provide the basis upon which the components are drawn [45]. In deciding what architectural design to adopt, organisations and prospective providers usually base initial discussions on functional views of the required infrastructure.

The view as diagrams facilitates the discussion of concepts such as redundancy, replication, virtualisation and load balancing, all essential elements in making a cloud computing architecture more resilient. The functional view of cloud computing architecture is commonly represented using components grouped by functionality.

The cloud architecture likened to a giant computer is represented with groupings of components as shown in Figure 3. The server module can be thought of as the “brains” or processor of the computer [45]. It consists of virtual machines consolidated onto one or more physical computers. They are
interconnected using the internal datacentre network and managed through virtualisation technologies such as the virtual machine monitor or hypervisor. The storage module consists of hard disks arranged in various configurations such as in arrays and using technologies such as RAID to provide redundancy and resilience. Even though the storage module is connected to the server module via the storage-area network, it also connects directly to the internal datacentre network using fast links such as Fibre Channel over Ethernet (FCoE). The fabric module is the core network that integrates the FCoE and other ethernet connections and technologies including facilitating connections outside the datacentre. The WAN module can either be the intranet, extranet or Internet, facilitating connectivity of end-users to the datacentre. Depending on the type of connection, wired or wireless, the end-users can be grouped into the ones in fixed locations and mobile users respectively.

The non-functional view of the network consists of the architecturally significant requirements that must be considered in implementing a hybrid cloud. Because the hybrid cloud architecture facilitates the gradual adoption of cloud computing, constraints are placed on the architecture to ensure there is minimal disruption to existing essential IT services and also to specify non-negotiable requirements in the new network. The non-functional view highlights the architecturally significant requirements affecting the behaviour of the hybrid cloud in supporting specific business goals. For instance in building a hybrid cloud for high availability of data, non-functional specifications to generally consider are capacity and throughput, bandwidth utilisation, offered load,
accuracy, efficiency, latency, response and device CPU utilisation. Not all non-functional requirements directly affect the architecture and indicators include requirements that are strict, constraining, limiting or non-negotiable such as requirements associated with high biz value; requirements of high importance to stakeholders; requirements not addressed by existing components; QoS requirements; and requirements with potential for causing budget overruns.

Workload can be defined as a service or collection of code that can be executed or the amount of work that needs to be accomplished by computer resources in a certain amount of time [46]. There are five patterns of workload in cloud computing (shown in Table 2), each focused on achieving specific goals.

| Workload Type | Workload Pattern | Description | Focus or Goal | Time Sensitivity |
|---------------|------------------|-------------|---------------|-----------------|
| Batch workload | Periodic | Designed to operate in background eg. logs | Process large volumes of data in the background | Not time sensitive |
| Transactional workload | Unpredictable, Continuously Changing | Automation of business processes such as billing/order processing. If very complex, it is best to let it stay on-premise | Focuses on large volumes of current transactions | Typically requires real-time processing |
| High performance workload | Unpredictable, Continuously Changing | Used for scientific/technical and often complex operation. Environment usually must be optimised for them | Has scientific or technical focus | Requires high amounts of compute resources for normal processing |
| Analytic workload | Periodic, Static | Typically make sense of vast amounts of data across a complex hybrid environment in real-time | Affects large amounts of data for decision making | Depending on the business it could either be batch or real-time |
| Database workload | Continuously Changing | The most common type of workload. It must be tuned and managed to support the service using the data. | This is highly tuned to application needs | May require specialised hardware integration |
Depending on the type of cloud deployment model and architecture, workloads may be adjusted to achieve the required performance. Organisations could have a variety of workloads in their infrastructure which can benefit from a combination of cloud deployment models to save cost. The hybrid cloud can also provide resiliency to overall application availability and faster processing. It thus calls for well-architected and abstracted workloads consisting of multiple services in multiple locations.

The economics of cloud computing are very much affected by the workload requirements. Transactional workloads such as email, collaboration and messaging are well-suited for the public cloud due to features like standardisation, optimisation and scalability. Specialised workloads such the quarterly running of financial reports, a private datacentre is the most appropriate as it is likely the organisation has already invested in the datacentre and hence no special cost-savings moving the workload to the cloud.

Economic benefit can be delivered from the public cloud if there is a need for increased capacity for seasonal handling of workloads, or for software evaluation or system testing. Under these circumstances it will not be economically sound to just build infrastructure due to the short time duration [47]. It is simply better to be up and running within the shortest time and scale-in when the extra capacity is no longer needed. The economic impact and responsibility of running the cloud infrastructure also depends on the service model chosen to handle identified workloads. The service responsibility line in Figure 4 shows the level of economic investment and responsibility required for each cloud service model.

![Service Responsibility Line](image)

**Figure 4** Service Responsibility Line [27].
2.2 Specific Requirements

The business requirements of the hybrid cloud are categorised into the standard engineering requirements: network, archiving, backup and recovery, and compliance and regulatory requirements [27]. The network requirement states the hybrid cloud shall have access and offloading capabilities for mobile devices, wired connection of desktop computers and fibre and radio for WAN interconnection. The compliance and regulatory requirements state the hybrid cloud shall have all personally identifiable information (PII) stored in the private datacentre in compliance with the Data Protection Act 2012 of Ghana. This applies to both data at rest and data in transit. The archiving requirement states the hybrid cloud shall have the capacity to archive inactive records for a specified period of five years. The record in the archive shall be fully retrievable within 30 mins of initiating request. The backup and recovery requirement states the hybrid cloud shall have the capacity to make backup once a week and the system should be fully restored within four hours of the initiating the recovery process. On the mobile access and offloading requirement, the network architecture is further enhanced to support mobile computing where mobile devices offload resource intensive tasks to the hybrid cloud. The hybrid cloud is thus configured to provision resources in the public cloud whenever workloads in the datacentre exceed a maximum threshold. The functional requirements culminate in a hybrid cloud design whose suitability to meet the peculiar requirements of a healthcare computer network is determined by conducting metric measurements involving availability, reliability, response time and throughput [25]. To serve as a reference for the rest of the paper, metric as a term and the quality attributes of the hybrid cloud that is to be measured are introduced.

Metric is defined by NIST as “a standard of measurement that defines the conditions and the rules for performing the measurement and for understanding the results of a measurement” [48]. Availability refers to the capability for introduced redundancies to mask errors and failures that occur in the hybrid cloud system and ensure continuous running of processes [25]. Reliability “Refers to the ability to ensure a continuous process of the program without loss”. It is a measure of how reliably a system can recover after failure. The reliability metric category has as important measures the Mean Time To Recovery (MTTR) – how long it takes for a system to recover from failure, Mean Time Between Failures (MTBF) – amount of time that elapsed between failures and Recovery Time Objective (RTO) – determines how long the entire system is down [25]. Response Time: “This is defined as the time it takes for
any workload to place a request for work on the virtual environment and for
the virtual environment to complete the request” [49]. Other synonyms for
this metric are agility and adaptability [25]. Response time has a direct impact
on application performance and availability in the cloud.

Throughput “refers to the performance of tasks by a computing service or
device over a specific period” [49]. The metric category is used for measuring
rate of transactions as well as the rate of data transported – in bits per second.

The workload defined as the amount of work that needs to be accomplished
by computer resources in a certain amount of time [46] is used as the basis for
measuring the metrics.

In the next section, the high level requirements are discussed in terms of
the preceding networking requirements.

3 The Case of the Selected Hospital

This section describes the functional and non-functional requirements of a
hybrid cloud infrastructure that can support data access and clinical operations
of the case study. The process model (flow of data) of the hospital and
user characteristics is first presented to give an overview of the services
that depend on the cloud infrastructure. The networking requirements that
best support the process model are then determined with discussion of the
various components. The areas of networking requirements to be discussed are
availability, economic archive storage capacity, mobile device accessibility,
regulatory compliance and security.

3.1 The Hospital

The selected case in Ghana has nine facilities geographically spread across a
city. The clinics function as centres of primary healthcare and the hospitals
serve as referral facilities if further treatment is required. Patient records are
accessible from any facility location by authorised hospital and clinic staff. The
records are typically composed of bio-data, diagnoses information, laboratory
and radiology investigation results, prescriptions and billing information. The
radiology investigations result in the production of high resolution medical
images that need to be stored as part of the patient history. High resolution
videos are stored on the local network aside the patient records and used to
facilitate in-house training of staff. Some other workloads cover administrative
processes of the hospital such as human resources, accounting, maintenance
management and internal VoIP communication.
The network is accessible by external users for rendering various complementary services. In situations of referral of patients to any of the neighbouring national and regional hospitals, the external specialist is able to access the hospital’s corporate network to retrieve the patients’ medical history especially in an emergency where the physical folders are not immediately available. Medical insurance companies access a read-only version to vet the medical bills of patients who have policies with them. The general idea is to grant them minimal access to verify prescriptions and other treatment on the basis of the diagnoses given; and raise queries on any billing information that raises doubts about policy compliance. The ambulatory services whilst enroute to the hospital with a sick patient access their electronic records to improve emergency treatment. Access to the data is by a mix of desktop computers and mobile devices typically smartphones and tablets. The performance of the hospital information system in handling such workloads depends on the server workload and bandwidth especially for access outside of the corporate network.

The hospital information system is hosted on datacentre servers located in one of the Hospital buildings. The data centre consists of two rack-mount servers having a total RAM of 64 GB, 2 TB of hard drive space with an additional Network Attached Storage (NAS), and multi-core processors. A hypervisor installed manages four virtual servers that handle the hospital information system, HR, accounting information and database management systems, VoIP gateway services and network management tools. Laboratory and radiology equipment connect directly to the hospital information system via a multi-layer switch in a machine-to-machine communication.

High availability as a network requirement is embodied in the redundancies of the services and their provisioning from public providers with self-healing infrastructure [50, 51]. Availability ensures access to the patient and administrative data at all times taking into consideration the unpredictable nature of the public cloud access. Bandwidth remains a critical factor in connecting two or more clouds together. Significant data movement between the public cloud and the on-premise data centre constrains the corporate internet in terms of cost and bandwidth with the latter resulting in increased latency from transmission queues on the public cloud and overall unpredictable quality of service. The design of the hybrid cloud infrastructure must thus ensure minimal intervening equipment in the path of data packets to generally minimise the transmission times of its relaying or forwarding. On the software side, dynamic caching, compression and pre-fetching are some of the web acceleration technologies that help improve end user connectivity.
If an application however is chatty and requires loads of data transfer across clouds, then adopting cloud computing generally becomes a difficult decision.

Storage as a requirement facilitates the archiving of patient health records in the hybrid cloud design. The physical location of storage in a hybrid cloud is an essential factor in determining the overall cost of owning and maintaining the data. Though new technologies enable storage of more volumes of data at lower costs, the velocity of generating new data continues to rise with the prolific integration of IoT into business operations. Thus the preparation of the data centre for IoT will need high performance redundant connectivity with the LAN, making use of Fibre Channel or Fibre Channel over Ethernet as connections between the servers and SAN with the datacentre. In designing a hybrid cloud infrastructure, the possibility of having a backup and disaster recovery setup without the typical associated upfront costs is an advantage and a quick, reliable data backup and restoration plan lies at the heart of system availability. The cloud offers elastic resource provision that leaves hospital administrators to focus on the core business of providing healthcare. On which side of the hybrid cloud to store the information system data is one decision that impacts the overall performance of the system and is constrained by data governance policies of the organisation.

Regulation in Ghana [52] also enjoins healthcare institutions to keep archived electronic patient records for a minimum period of five years. This requires an archiving of old data to reduce the operational load on the central databases. Depending on the frequency of update of the archival data, active, cool and cold archiving may be chosen. The colder the archive the slower the retrieval and the less expensive it is. Block storage on the other hand is fast to access with low latency but also more expensive per megabyte of storage space and bandwidth. One other inexpensive option to archiving is to use the tape though it can be slow in both saving and retrieval of data.

Security was the next priority in the design that identified each user in the network for appropriate and authorised access whilst guarding against the loss and alteration of data. The measures of security: confidentiality, integrity, authenticity and availability were to be factored into the design using mechanisms and controls to safeguard or improve the security. The level of insecurity was to be measured using vulnerabilities, threats and risks of migrating the existing system to the hybrid cloud. Again the new network had to be evaluated for possible attacks from hidden threat agents such as the anonymous attacker, malicious service agent, the trusted attacker and the malicious insider. Security embodies the mitigation of possible threats and vulnerabilities that can arise if safeguards are not put in place. Compliance deals with the application
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of regulatory policies to electronic data transactions within the information system. For the hospital, health data was to be held private and confidential and especially ensuring personally identifiable information are protected.

The hybrid cloud introduces complexity into the corporate network and departs from the traditional singular application tools with which IT staff are familiar. The public cloud has a different set of management tools for monitoring, provisioning and decommissioning. It is highly desirable to reduce the cost of administration and increase staff efficiency by having one application that administrators can use but there are few management tools that can efficiently and effectively administer both the public and the private cloud.

Finally, to support mobile devices, the mobile cloud computing paradigm has to be factored into the overall design of the hybrid cloud architecture. The mobile devices offload heavy tasks into the cloud system in order to conserve its local resources especially its limited battery life [7, 8]. The connection to the cloud system is typically via Wi-Fi however other connection methods such as Bluetooth and the regular cellular data packages may be employed.

3.2 The Requirements for a Hybrid Cloud in the Hospital

For the selected case of the hospital, metric values are provided as thresholds for acceptable performance and to support mobile access. It is required that the hybrid cloud have a link availability of 99.90% which translates to 526 mins a year in downtime. Availability in the case of the Hospital is defined based on the weekly user experience of clinical staff interacting with the hospital information system and with a maximum allowable downtime of 10.11 mins per week. This in effect implies the information system should be available for access 99.9% of all the time within the year and any cumulative downtime of about 526 mins or more means the systems is below the required availability threshold. The hybrid cloud introduces more redundancies both at the network level (LAN and WAN) and the application level (Application server, Web server and Database server) to ensure services are available when needed.

Reliability in the hybrid cloud refers to the “engineered availability” [53] of the components and setup in terms of not failing for a period of time: Mean Time To Failure (MTTF); not failing frequently: Mean Time Between Failures (MTBF) and how long it takes to recover from failure: Mean Time To Recovery/Repair (MTTR). The “measured availability” is the actual measurement performed on the engineered setup and components: calculated as MTBF/(MTBF + MTTR) [53] and is required to have a value not less than 99.5% in the hospital network.
The response time is taken from the perspective of the application response time (ART) which is the sum of the network response time (NRT) and the transaction response time (TRT). By separating the time elapsed due to the network from that generated by the application itself, it is possible to determine the response time of the hybrid cloud network alone. Baseline measurements performed during peak and off-peak times in the WAN portion of the hybrid cloud facilitate more stable values due to greater control over the network components in the WAN and datacentre.

Throughput is measured as the quantity of data (bits) transmitted in one second between the hospital applications server and the client computer. The requirement in the hospital is to have the datacentre network deliver at close to gigabit LAN rates of 10 Mbps at non-busy periods and 5 Mbps at peak usage for over 500 users.

### 3.3 On-site Requirements Information

The connection of the hospital WAN to the public cloud resulted in a hybrid cloud shown in Figure 5 through which each hospital branch accesses both the internet and the intranet. The VPN through the internet has the datacentre dedicated bandwidth of 10 Mbps whilst the branches of the hospitals had dedicated bandwidths of 2 Mbps. During measurement of the selected metrics the Wireshark network protocol analyser was employed in measuring the throughput and Telerik Fiddler a web debugging tool was used to measure the response times of the network.

During the two month period of measurement, the network experienced downtimes on average every fourth day for an average period of 4 mins.
giving a measured availability of \((5760 \text{ mins} / (5760 + 4 \text{ mins})) = 99.9306\%\).

Figure 6 shows the average response time experienced in running the hospital applications: 1,092,692 bytes transferred from server in \(4.432 - 3.818 = 614\) milliseconds giving a throughput of about 1.69 Mbps. An average of 1.35 Mbps was experienced transferring small radiology images from the server to a client computer.

4 Results and Discussion of Hybrid Cloud Design

This section presents the architectural design resulting from the consideration of requirements that will support the peculiar business goals of the case study. The objectives of the architecture were to introduce elements of design that will give high availability, storage, mobile access, compliance and security to clinical data and operations using the hybrid cloud.

The measured quality metrics were well within the requirements validating the introduction hybrid cloud computing into the hospital network. To further ensure availability of services on the hybrid cloud, redundancy was built into the overall architecture, introducing an extra load balancer in the network,
multiple servers in an array and database replication apart from the snapshot backups taken at regular intervals.

Accessing and processing of healthcare data on mobile devices was facilitated by the server array which allows the spawning of application instances to handle tasks offloaded from resource poor mobile devices. The extra load balancer ensured that incoming requests for processing healthcare data are handled by a highly available server within the datacentre or requests are redirected to the public cloud when fixed resources are low on capacity.

Storage requirements were fulfilled with a combination of replication in the master database in the on-premise datacentre and a pay-per-use public cloud storage. The pay-per-use storage in the public cloud was introduced to cost-effectively archive old patient records and clinical history such that retrieval was achieved in minimal times. Bandwidth costs were thus saved when cold data was pushed into the cloud and more active was retained on the data centre servers. The cost savings were further augmented with a VPN tunnel to meet the security and compliance requirements of the hybrid cloud infrastructure.

5 Conclusion

The paper looked into how to architect a hybrid cloud infrastructure to enhance information sharing whilst supporting mobile device access. A case of a hospital in Ghana which had a unique need for hybrid cloud adoption was examined and the architectural redesign of their existing facilities was found to enhance support for clinical operations across all their facilities.

Hybrid cloud as a growing trend is expected to shape the cloud computing landscape as the interoperability challenges associated with its adoption are addressed. Inroads on Software Defined Networks (SDN) and Software Defined Storage (SDS) will further culminate in smoother hybrid cloud management and easier aggregation of control onto a single pane of glass. More and more software would be born cloud-ready to scale horizontally on demand and interoperate with other software via microservices architecture.

With adequate mobile device centred planning of hybrid cloud computing infrastructure, more organisations in the developing world can improve data sharing among its key stakeholders and the increasingly mobile-savvy clientele. Leveraging on cloud computing technology and the high mobile phone penetration rates is an interesting way to transform existing corporate data centres into data sharing platforms for socio-economic growth, especially in sub-Saharan African economies.
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