A NOTE ON PARISIAN RUIN UNDER A HYBRID OBSERVATION SCHEME
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Abstract. In this paper, we study the concept of Parisian ruin under the hybrid observation scheme model introduced by Li et al. [9]. Under this model, the process is observed at Poisson arrival times whenever the business is financially healthy and it is continuously observed when it goes below 0. The Parisian ruin is then declared when the process stays below zero for a consecutive period of time greater than a fixed delay. We improve the result originally obtained in [9] and we compute other fluctuation identities. All identities are given in terms of second-generation scale functions.

1. Introduction

Parisian ruin is a relaxation of the classical ruin since a delay is allowed before ruin occurs. More precisely, Parisian ruin occurs if the time spent below a pre-determined critical level for a consecutive period is greater than a pre-specified delay. Two types of Parisian ruin have been considered, one with fixed delays and another one with stochastic delays. Lkabous and Renaud [13] unified these two types of Parisian ruin into one called mixed Parisian ruin. In this case, ruin is declared the first time an excursion into the red zone lasts longer than an implementation delay with a deterministic and a stochastic component. Recently, more definitions of Parisian ruin have been proposed. Cumulative Parisian ruin has been proposed in [5] and [12]; in that case, the race is between a single deterministic clock and the sum of the excursions below the critical level. Moreover, in [4], Parisian ruin with an ultimate bankruptcy level for Lévy insurance risk processes was considered. This type of ruin occurs if either the process goes below a predetermined negative level or if Parisian ruin with deterministic delays occurs.

Recently, Poisson observations problems have attracted considerable attention. In this case, the risk process is monitored discretely at arrival epochs of an independent Poisson process, which can be interpreted as the observation times of the regulatory body, see Albrecher et al. [11] and Li et al. [9] among others. A new definition of ruin has been studied in a spectrally negative Lévy setup by Li et al. [9]. They introduced the idea of Parisian ruin under a hybrid observation scheme. More specifically, when the risk process is above 0, it is monitored discretely at Poisson arrival times until a negative surplus is observed. Then, the process will be observed continuously and a grace period is granted for the insurance company to recover to a solvable level \( a \geq 0 \). Otherwise, Parisian ruin occurs.

In this paper, we study a Parisian ruin under a hybrid observation scheme for a general Lévy insurance risk model as defined in [9]. We present a probabilistic analysis and simple resulting expressions for the two-sided exit problem, Laplace transform and the probability
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of Parisian ruin under a hybrid observation scheme in terms of the delayed scale functions introduced by Lkabous and Renaud [13]. Our approach is based on the expression of the Gerber–Shiu distribution at Parisian ruin with exponential implementation delays obtained in [2], combined with some results in [11].

The rest of the paper is organized as follows. In Section 2, we present the necessary background material on spectrally negative Lévy processes and classical scale functions, including delayed scale functions and some fluctuation identities with delays already available in the literature. The main results are presented in Section 3, followed by a discussion on those results. In Section 4, we derive new technical identities and then provide proofs for the main results. In the last section, we provide explicit computations of the probability of Parisian ruin under a hybrid observation scheme for Brownian risk model.

1.1. Parisian ruin under a hybrid observation scheme. First, we denote the first passage times of $X$ above $b$

$$
\tau^+_b = \inf \{ t \geq 0 : X_t \geq b \}. 
$$

For a standard Lévy insurance risk process $X$, the time of Parisian ruin, with delay $r > 0$, has been studied in [14]: it is defined as

$$
\kappa_r = \inf \{ t > 0 : t - g_t > r \},
$$

where $g_t = \sup \{ 0 \leq s \leq t : X_s \geq 0 \}$. Then, Parisian ruin occurs the first time an excursion below zero lasts longer than the fixed implementation delay $r$. Loeffen et al. [14] obtained a very nice and compact expression for the probability of Parisian ruin: for $r > 0$ and $x \in \mathbb{R}$, we have

$$
P_x(\kappa_r < \infty) = 1 - \left( \mathbb{E}[X_1] \right)_+ \frac{\int_0^\infty W(x + z) z \mathbb{P}(X_r \in dz)}{\int_0^\infty z \mathbb{P}(X_r \in dz)},
$$

where $(x)_+ = \max(x, 0)$ and $W$ is the so-called scale function of $X$ (see the definition in the next section).

Parisian ruin with stochastic delay has also been considered in [2, 7, 8]. In this case, the fixed delay $r$ is replaced by an independent exponential random and it occurs the first time when the length an excursion below 0 is longer than the exponential clock. It also corresponds to the first passage time when $X$ is observed at Poisson arrival times below 0, that is

$$
T_0^- = \min \{ T_i > 0 : X_{T_i} < 0, \ i \in \mathbb{N} \},
$$

where $T_i$ are the arrival times of an independent Poisson process of rate $\lambda > 0$. We will use the notation $T_0^-$ instead of $\kappa_\lambda$.

In [9], the time of Parisian ruin under a hybrid observation scheme with recover barrier $a \geq 0$ and a fixed delay $r > 0$ is defined as

$$
\tilde{\kappa}_{a,r}^\lambda = \inf \{ t \in (T_n, \tau^+_a \circ \theta_{T_n}) : X_{T_n} < 0 \text{ and } t - T_n \geq r, \ n \in \mathbb{N} \},
$$

where $\theta$ is the Markov shift operator $(X_s \circ \theta_t = X_{s+t})$. In other words, when the risk process is above the level $a \geq 0$, it is monitored discretely at Poisson arrival times until a negative surplus is observed. Then, the process will be observed continuously and a fixed delay $r$ is granted for the insurance company to recover to the solvable level $a$.

Li et al. [9] obtained the following expression for the probability of Parisian ruin under a hybrid observation scheme using a standard probabilistic decomposition and using the technique of taking Laplace transform with respect to the delay $r$. 
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Theorem 1. For $r, \lambda > 0$, $a \geq 0$ and $x \in \mathbb{R}$, we have
\[ P_x (\tilde{\kappa}^\lambda_{a,r} < \infty) = 1 - \psi'(0+) \frac{\Phi_{\lambda}}{\lambda} Z(x, \Phi_{\lambda}) - \psi'(0+) \frac{\Phi_{\lambda}}{\lambda} Z(a, \Phi_{\lambda}) - \int_{a}^{\infty} e^{t \lambda r} g_{x,a,\lambda}(s) \frac{\Phi_{\lambda}}{\lambda} \frac{Z(x, \Phi_{\lambda}) - Z(a, \Phi_{\lambda})}{1 - \lambda \int_{a}^{\infty} e^{t \lambda r} g_{x,a,\lambda}(s) \frac{\Phi_{\lambda}}{\lambda}} ds, \]
where
\[ g_{x,a,\lambda}(s) = \int_{a}^{\infty} e^{t \lambda r} \left( \Phi_{\lambda} Z(x, \Phi_{\lambda}) - W(x + z - a) \right) \frac{\tilde{g}_{s,\lambda}}{r} P(X_r \in dz). \]

We want to improve on this result by making it more close to Equation (2) using a probabilistic approach. Without loss of generality, we will assume that $a = 0$ and we will write $\tilde{\kappa}^\lambda_{0,r} = \tilde{\kappa}^\lambda_{r}$.

2. LÉVY INSURANCE RISK PROCESSES

We say that $X = \{X_t, t \geq 0\}$ is a Lévy insurance risk process if it is a spectrally negative Lévy process (SNLP) on the filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t, t \geq 0\}, \mathbb{P})$, that is a process with stationary and independent increments and no positive jumps. To avoid trivialities, we exclude the case where $X$ has monotone paths.

As the Lévy process $X$ has no positive jumps, its Laplace transform exists: for all $\lambda, t \geq 0$,
\[ \mathbb{E} \left[ e^{\lambda X_t} \right] = e^{\psi(\lambda)}, \]
where
\[ \psi(\lambda) = \gamma \lambda + \frac{1}{2} \sigma^2 \lambda^2 + \int_{0}^{\infty} \left( e^{-\lambda z} - 1 + \lambda z 1_{(0,1]}(z) \right) \Pi(dz), \]
for $\gamma \in \mathbb{R}$ and $\sigma \geq 0$, and where $\Pi$ is a $\sigma$-finite measure on $(0, \infty)$ called the Lévy measure of $X$ such that
\[ \int_{0}^{\infty} (1 \wedge z^2) \Pi(dz) < \infty. \]
Finally, note that $\mathbb{E} [X_1] = \psi'(0+)$. We will use the standard Markovian notation: the law of $X$ when starting from $X_0 = x$ is denoted by $P_x$ and the corresponding expectation by $\mathbb{E}_x$. We write $\mathbb{P}$ and $\mathbb{E}$ when $x = 0$.

We recall Kendall’s identity (see Corollary VII.3): on $(0, \infty) \times (0, \infty)$, we have
\[ r \mathbb{P}(r \in dz) = z \mathbb{P}(X_r \in dz) dz. \]
Finally, we have the well-known expression for the Laplace transform of the first passage time above $b$
\[ \mathbb{E}_x \left[ e^{-q x} 1_{\{x^+ < \infty\}} \right] = e^{q x} \Phi_q(x-b). \]

2.1. Scale functions. We now present the definition of the scale functions $W_q$ and $Z_q$ of $X$.

First, recall that there exists a function $\Phi : [0, \infty) \rightarrow [0, \infty)$ defined by $\Phi_q = \sup \{ \lambda \geq 0 \mid \psi(\lambda) = q \}$ (the right-inverse of $\psi$) such that
\[ \psi(\Phi_q) = q, \quad q \geq 0. \]

Now, for $q \geq 0$, the $q$-scale function of the process $X$ is defined as the continuous function on $[0, \infty)$ with Laplace transform
\[ \int_{0}^{\infty} e^{-\lambda y} W_q(y)dy = \frac{1}{\psi_q(\lambda)}, \quad \text{for } \lambda > \Phi_q, \]
\[ \int_{0}^{\infty} e^{-\lambda y} Z_q(y)dy = \frac{1}{\psi_q(\lambda)}, \quad \text{for } \lambda > \Phi_q. \]
where \( \psi_q(\lambda) = \psi(\lambda) - q \). This function is unique, positive and strictly increasing for \( x \geq 0 \) and is further continuous for \( q \geq 0 \). We extend \( W_q \) to the whole real line by setting \( W_q(x) = 0 \) for \( x < 0 \). We write \( W = W_0 \) when \( q = 0 \).

We also define another scale function \( Z_q(x, \theta) \) by

\[
Z_q(x, \theta) = e^{\theta x} \left( 1 - \psi_q(\theta) \int_0^x e^{-\theta y} W_q(y) dy \right), \quad x \geq 0,
\]

and \( Z_q(x, \theta) = e^{\theta x} \) for \( x < 0 \). For \( \theta = 0 \), we get

\[
Z_q(x, 0) = Z_q(x) = 1 + q \int_0^x W_q(y) dy, \quad x \in \mathbb{R}.
\]

Using (6), we can also re-write the scale function \( Z_q(x, \theta) \) as follows

\[
Z_q(x, \theta) = e^{\theta x} \int_\infty^0 e^{-\theta y} W_q(x + y) dy, \quad x \geq 0, \quad \theta \geq \Phi_q.
\]

It is known that, for any \( x \in \mathbb{R} \),

\[
\lim_{z \to \infty} \frac{W_q(x + z)}{W_q(z)} = e^{\Phi_q x},
\]

and for \( \theta > \Phi_q \),

\[
\lim_{x \to \infty} \frac{Z_q(x, \theta)}{W_q(x)} = \frac{\psi_q(\theta)}{\theta - \Phi_q}.
\]

For the sake of compactness of the results, we will use the following functions. For \( p, p + q \geq 0 \) and \( x \in \mathbb{R} \), we set

\[
W^{(p,q)}(x) = W_p(x) + q \int_a^x W_{p+q}(x - y) W_p(y) dy
\]

\[
= W_{p+q}(x) - q \int_0^a W_{p+q}(x - y) W_p(y) dy,
\]

where the second equation follows using the following identity obtained in [16]

\[
(s - p) \int_0^x W_p(x - y) W_s(y) dy = W_s(x) - W_p(x).
\]

For later use, note that we can show

\[
\int_0^\infty e^{-\theta z} W^{(p,s)}(a + z) dz = \frac{Z_p(a, \theta)}{\psi_{p+s}(\theta)}, \quad \theta > \Phi_{p+s}.
\]

Finally, we have the following useful identities taken from [11] and [10] and : for \( \theta, p, q \geq 0 \)

\[
(p - q) \int_0^a W_p(a - x) Z_q(x, \theta) dx = Z_p(a, \theta) - Z_q(a, \theta),
\]

and for \( s \geq 0, x > a \)

\[
(s - (p + q)) \int_a^x W_s(x - y) W^{(p,q)}(y) dy = W^{(p,s-p)}(x) - W^{(p,q)}(x).
\]
2.2. Delayed Scale functions. Introduced by Lkabous and Renaud [13], we use the \((r, s)\)-delayed \(p\)-scale function of \(X\) defined by

\[
\Lambda^{(p)}(x; r, s) = \int_{0}^{\infty} W^{(p+s, -s)}_{x}(z) \frac{z}{r} \mathbb{P}(X_{r} \in dz),
\]

and using \([12]\), we can rewrite \(\Lambda^{(p)}(x; r, s)\) in the form

\[
\Lambda^{(p)}(x; r, s) = \int_{0}^{\infty} W^{(p, s)}_{x}(z) \frac{z}{r} \mathbb{P}(X_{r} \in dz).
\]

When \(s = 0\), we recover the function \(\Lambda^{(p)}\) originally defined in \([15]\). To be more precise, when \(s = 0\), we have \(\Lambda^{(p)}(x; r, 0) = \Lambda^{(p)}(x, r)\), where

\[
\Lambda^{(p)}(x; r, 0) = \int_{0}^{\infty} W_{x}(z) \frac{z}{r} \mathbb{P}(X_{r} \in dz),
\]

and we write \(\Lambda = \Lambda^{(0)}\) when \(q = 0\).

The delayed scale function \([10]\) appeared in \([13]\) as the solution of two-sided exit problem for Parisian ruin with \textit{mixed delays} : for \(p \geq 0, b, r, \lambda > 0\) and \(x \leq b\)

\[
\mathbb{E}_{x}\left[e^{-pt_{b}^{+}} 1_{\{\tau_{b}^{+} < \kappa_{\lambda}^{r}\}}\right] = \frac{\Lambda^{(p)}(x; r, \lambda)}{\Lambda^{(p)}(b; r, \lambda)},
\]

where \(\kappa_{\lambda}^{r}\) is defined as

\[
\kappa_{\lambda}^{r} = T_{0}^{-} \wedge \kappa_{r}.
\]

In the main results, the functions \(S^{(q)}(x, r, \lambda)\) and \(\Theta^{(q)}(x, r, \lambda)\) are given by

\[
S^{(q)}(x, r, \lambda) = Z_{q}(x) + \Lambda^{(q)}(x, r, \lambda) - \Lambda^{(q)}(x; r, -q),
\]

\[
\Theta^{(q)}(x, r, \lambda) = e^{(\lambda+q) r} Z_{q}(x, \Phi_{\lambda+q}) + \Lambda^{(q)}(x; r) - \Lambda^{(q)}(x; r, \lambda),
\]

and we note \(\Theta^{(0)} = \Theta\) when \(q = 0\).

\textbf{Remark 2.} It is interesting to note that the function \(\Theta^{(q)}(x, r, \lambda)\) is expressed in terms of scale functions \(\Lambda^{(q)}(x; r, \lambda), \Lambda^{(q)}(x, r)\) and \(Z_{q}(x, \Phi_{\lambda+q})\) related to Parisian ruins \([20], [11]\) and \([3]\) respectively. It could be called the \textit{hybrid} scale function.

2.3. Parisian ruin exit problems. Here is a collection of known fluctuation identities for the spectrally negative Lévy processes in terms of their scale functions. From \([2]\), we have the following expression of the Gerber–Shiu distribution at Parisian ruin with exponential implementation delays

\[
\mathbb{E}_{x}\left[e^{-qT_{0}^{-}}, X_{T_{0}^{-}} \in dy, T_{0}^{-} < \tau_{a}^{+}\right] = \lambda \left(\frac{Z_{q}(x, \Phi_{\lambda+q})}{Z_{q}(a, \Phi_{\lambda+q})} W_{x}(\lambda, a - y) - W_{x}(\lambda, x - y)\right) dy,
\]

where \(y \leq 0\) and \(x \leq a\). When \(a \to \infty\), we obtain

\[
\mathbb{E}_{x}\left[e^{-qT_{0}^{-}}, X_{T_{0}^{-}} \in dy, T_{0}^{-} < \infty\right]
\]

\[
= \left(\Phi_{\lambda+q} - \Phi_{q}\right) Z_{q}(x, \Phi_{\lambda+q}) Z_{\lambda+q}(-y, \Phi_{q}) - \lambda W_{x}(\lambda, x - y)\right) dy.
\]

From Landriault et al. \([8]\), we have for \(x \leq a\),

\[
\mathbb{E}_{x}\left[e^{-q\tau_{a}^{+}}, \tau_{a}^{+} < T_{0}\right] = \frac{Z_{q}(x, \Phi_{\lambda+q})}{Z_{q}(a, \Phi_{\lambda+q})}.
\]
3. Main results

We now present our main results. First, we derive the two-sided exit problem when a Parisian delay is added as an improvement over Theorem 1. We present a probabilistic analysis and simple resulting expressions for the two-sided exit problem, Laplace transform and the probability of the Parisian ruin under a hybrid observation scheme.

Theorem 3. For \( q \geq 0, b, r, \lambda > 0 \) and \( x \leq b \), we have

\[
\mathbb{E}_x \left[ e^{-q(\tilde{\kappa}_r^+ - r)} 1_{\{\tilde{\kappa}_r^+ < r_b^+\}} \right] = \frac{\lambda}{\lambda + q} \left( S^{(q)}(x, r) - \frac{\Theta^{(q)}(x; r, \lambda)}{\Theta^{(q)}(b; r, \lambda)} S^{(q)}(b, r) \right), \tag{24}
\]

and

\[
\mathbb{E}_x \left[ e^{-q r_b^+} 1_{\{r_b^+ < \tilde{\kappa}_r^+\}} \right] = \frac{\Theta^{(q)}(x; r, \lambda)}{\Theta^{(q)}(b; r, \lambda)}, \tag{25}
\]

where

\[
\tilde{S}^{(q, \lambda)}(r) = \frac{q/\Phi_q - \int_0^\infty (Z(z, \Phi_q) - e^{\Phi_q z}) \frac{d}{dz}(X_r \in dz)}{e^{(\lambda+q)r} / (\Phi_{\lambda+q} - \Phi_q) - \int_0^\infty (Z_{\lambda+q}(z, \Phi_q) - e^{\Phi_q z}) \frac{d}{dz}(X_r \in dz)}.
\]

Setting \( q = 0 \) in \( (26) \), we obtain the following new expression for the probability of Parisian ruin.

Corollary 4. For \( x \in \mathbb{R} \) and \( \lambda, r > 0 \), we have

\[
\mathbb{P}_x \left( \tilde{\kappa}_r^+ < \infty \right) = 1 - \Theta(x; r, \lambda) \times \tilde{S}^{(0, \lambda)}(r). \tag{27}
\]

Remark 5. When \( \psi'(0+) > 0 \), we have

\[
\tilde{S}^{(0, \lambda)}(r) = \frac{\mathbb{E}[X_1]}{e^{\lambda r}/\Phi_\lambda - \int_0^\infty (Z_{\lambda}(z) - 1) \frac{d}{dz}(X_r \in dz)}.
\]

Then,

\[
\mathbb{P}_x \left( \tilde{\kappa}_r^+ < \infty \right) = 1 - \frac{\mathbb{E}[X_1]}{e^{\lambda r}/\Phi_\lambda - \int_0^\infty (Z_{\lambda}(z) - 1) \frac{d}{dz}(X_r \in dz)} \cdot \un. \tag{28}
\]

Our expression of the probability of Parisian ruin has a similar structure as Equation \( (2) \) and it is different than the one in Theorem 1 which is because in the proof in \( (9) \) they use a different approach.

3.1. Discussion on the results. The fluctuation identities in Theorem 3 have a similar structure as the Parisian fluctuation identities. Indeed, in Equation \( (26) \), the functions \( S^{(q)}(\cdot, r) \) and \( \Theta^{(q)}(\cdot; r, \lambda) \) play a similar role as the one played by the scale functions \( Z_q(\cdot) \) and \( Z_q(\cdot, \Phi_{\lambda+q}) \) respectively in the following Parisian fluctuation identity: for \( x \leq b \), we have

\[
\mathbb{E}_x \left[ e^{-q T_0^-} 1_{\{T_0^- < r_b^+\}} \right] = \frac{\lambda}{\lambda + q} \left( Z_q(x) - \frac{Z_q(x, \Phi_{\lambda+q})}{Z_q(b, \Phi_{\lambda+q})} Z_q(b) \right). \tag{29}
\]

First, we will show that the function \( S^{(q)}(\cdot, r) \) converges, as \( r \to 0 \), to the scale function \( Z_q(\cdot) \). Taking Laplace transforms in \( r \), together with Kendall’s identity, Tonelli’s theorem, \( (5) \) and \( (13) \), we have

\[
\int_0^\infty e^{-\theta r} \left( e^{-q r} A^{(q)}(x; r) \right) dr = \int_0^\infty e^{-\theta r} W_q(x + z) dz = \frac{Z_q(x, \Phi_{\lambda+q})}{\theta}.
\]
Lemma 6.

Thus, by the same steps, we can also show that for the following identity:

\[ p, q, b \]

where \( p, q, b \geq 0, x \leq b \) and \( W_p \) is the scale function of \( X \).

**Lemma 6.** For \( p, q, b \geq 0, \lambda, r, z > 0 \) and \( x \leq b \), we have

\[
\mathbb{E}_x \left[ e^{-qT_0^r} W_p \left( X_{T_0^r} + z \right) 1_{\{T_0^r < \tau^s_b\}} \right] = \frac{\lambda}{p - (q + \lambda)} \frac{Z_q(x, \Phi_{\lambda+q})}{Z_q(b, \Phi_{\lambda+q})} \left( \mathcal{W}_q^{(q,p-q)}(b + z) - \mathcal{W}_q^{(q,\lambda)}(b + z) \right) - \frac{\lambda}{p - (q + \lambda)} \left( \mathcal{W}_q^{(q,p-q)}(x + z) - \mathcal{W}_q^{(q,\lambda)}(x + z) \right),
\]

and

\[
\int_0^\infty e^{-\theta r} \left( e^{-q r} \Lambda(q)(x, r, -q) \right) dr = \frac{Z_q(x, \Phi_{\theta+q})}{\theta + q}.
\]

Then, using the Initial Value Theorem, we obtain

\[
\lim_{r \to 0} e^{-q r} \left( \Lambda(q)(x; r) - \Lambda(q)(x; r, -q) \right)
= \lim_{\theta \to \infty} \theta \int_0^\infty e^{-(\theta q) r} \left( \Lambda(q)(x; r) - \Lambda(q)(x; r, -q) \right) dr
= \lim_{\theta \to \infty} \frac{q}{\theta + q} Z_q(x, \Phi_{\theta+q}) = 0.
\]

where the last equality follows form the fact that

\[
\lim_{\theta \to \infty} \frac{q}{\theta + q} Z_q(x, \Phi_{\theta+r}) = \lim_{\theta \to \infty} \left( \frac{q}{\theta + q} \Phi_{\theta+q} \right) Z_q(x, \Phi_{\theta+q}),
\]

and

\[
\lim_{\theta \to \infty} \frac{\Phi_{\theta+q}}{\theta} Z_q(x, \Phi_{\theta+r}) = \lim_{\theta \to \infty} \Phi_{\theta+q} \int_0^\infty e^{-q_{\theta+q} y} W_q(x + y) dy = W_q(x),
\]

where the last equality follows from the Initial Value Theorem. Then,

\[
\lim_{r \to 0} e^{-q r} S^{(q,\lambda)}(x, r) = Z_q(x).
\]

By the same steps, we can also show that

\[
\lim_{r \to 0} \Theta^{(q)}(x; r, \lambda) = Z_q(x, \Phi_{\lambda+q}).
\]

Thus,

\[
\lim_{r \to 0} \mathbb{E}_x \left[ e^{-q r} \mathbb{1}_{\{\hat{\xi}_q^s < \tau^s_b\}} \right] = \mathbb{E}_x \left[ e^{-q r} \mathbb{1}_{\{T_0^r < \tau^s_b\}} \right].
\]

4. **Proofs**

The proofs of our main results are based on technical but important lemmas, as well as more standard probabilistic decompositions. We use the expression of the Gerber–Shiu distribution at Parisian ruin with exponential implementation delays in [21] and some results in [11] to obtain our key lemma (Lemma 6 below). First, our main interest is deriving a closed formula for the following identity

\[
\mathbb{E}_x \left[ e^{-q T_0^r} W_p \left( X_{T_0^r} + z \right) 1_{\{T_0^r < \tau^s_b\}} \right],
\]

where \( p, q \geq 0, x \leq b \) and \( W_p \) is the scale function of \( X \).
Lemma 8. For The following identities are new and crucial for the proof of our main results.

\[ E_x \left[ e^{-qT_0^-} W_p \left( X_{T_0^-} + z \right) 1\{T_0^- < \infty\} \right] \]

\[ = \frac{(\Phi_{\lambda+q} - \Phi_q)}{p - (q + \lambda)} Z_p (x, \Phi_{\lambda+p}) (Z_p (x + z, \Phi_q) - Z_{\lambda+q} (x + z, \Phi_q)) \]

\[ - \frac{\lambda}{p - (q + \lambda)} \left( W_x^{(q,p-q)} (x + z) - W_x^{(q,\lambda)} (x + z) \right). \quad (31) \]

Proof. Using (21), we have

\[ E_x \left[ e^{-qT_0^-} W_p \left( X_{T_0^-} + z \right) 1\{T_0^- < \tau^+_b\} \right] \]

\[ = \int_{-\infty}^{0} W_p (y + z) E_x \left[ e^{-qT_0^-}, X_{T_0^-} \in dy, T_0^- < \tau^+_b \right] \]

\[ = \frac{Z_q (x, \Phi_{\lambda+q})}{Z_q (b, \Phi_{\lambda+q})} \int_{-\infty}^{0} W_p (y + z) W_b^{(q,\lambda)} (b - y) dy \]

\[ - \lambda \int_{-\infty}^{0} W_p (y + z) W_x^{(q,\lambda)} (x - y) dy \]

\[ = \frac{Z_q (x, \Phi_{\lambda+q})}{Z_q (b, \Phi_{\lambda+q})} \lambda \int_{0}^{\infty} W_p (z - y) W_b^{(q,\lambda)} (b + y) dy \]

\[ - \lambda \int_{0}^{\infty} W_p (z - y) W_x^{(q,\lambda)} (x + y) dy \]

\[ = \frac{\lambda}{p - (q + \lambda)} \frac{Z_q (x, \Phi_{\lambda+q})}{Z_q (b, \Phi_{\lambda+q})} \left( W_b^{(q,p-q)} (b + z) - W_b^{(q,\lambda)} (b + z) \right) \]

\[ - \frac{\lambda}{p - (q + \lambda)} \left( W_x^{(q,p-q)} (x + z) - W_x^{(q,\lambda)} (x + z) \right). \quad (32) \]

where in the last equality we used identity [15]. The second identity follows using [22] and [14].

Remark 7. The last lemma generalizes the classical identity that can be found in numerous references (see [6] for more details on the convergence when \( \lambda \to \infty \)), see e.g. [16], that is: for any \( p, q \geq 0 \) and \( a \leq x \leq b \), we have

\[ E_x \left[ e^{-qT_0^-} W_p \left( X_{T_0^-} + z \right) 1\{T_0^- < \tau^+_b\} \right] = W_a^{(p,q-p)} (x + z) - \frac{W_q (x - a)}{W_q (b - a)} W_a^{(p,q-p)} (b + z). \quad (33) \]

Before presenting our main lemma below, we have the following identities taken from [11].

\[ E_x \left[ e^{-q\tau^+_0} 1\{\tau^+_0 < r\} \right] = e^{-qr} \Lambda^{(q)}(x, r), \quad x \leq 0, \quad (34) \]

and

\[ \Lambda^{(q)}(0, r) = e^{qr}. \quad (35) \]

The following identities are new and crucial for the proof of our main results.

Lemma 8. For \( p, q, b \geq 0, \lambda, r > 0 \) and \( x \leq b \), we have

\[ E_x \left[ e^{-qT_0^-} \Lambda(X_{T_0^-}, r) 1\{T_0^- < \tau^+_b\} \right] \]
\[
\frac{\lambda}{\lambda + q} \left( \Lambda^{(q)} (x; r, -q) - \Lambda^{(q)} (x; r, \lambda) - \frac{Z_q (x, \Phi_{\lambda+q})}{Z_q (b, \Phi_{\lambda+q})} \left( \Lambda^{(q)} (b; r, -q) - \Lambda^{(q)} (b; r, \lambda) \right) \right),
\]

(36)

and

\[
E_x \left[ e^{-qT_0^-} \Lambda^{(q)} (X_{T_0^-}, r) 1 \{ T_0^- < r_b^+ \} \right] = \Lambda^{(q)} (x; r, \lambda) - \frac{Z_q (x, \Phi_{\lambda+q})}{Z_q (b, \Phi_{\lambda+q})} \left( \Lambda^{(q)} (b; r, \lambda) \right). \quad (37)
\]

Proof. Using (30) for \( q = 0 \) and Tonelli’s theorem, we obtain

\[
E_x \left[ e^{-qT_0^-} \Lambda^{(q)} (X_{T_0^-}, r) 1 \{ T_0^- < r_b^+ \} \right] = E_x \left[ e^{-qT_0^-} \int_0^\infty W (X_{T_0^-} + z) \frac{z}{r} \mathbb{P} (X_r \in dz) 1 \{ T_0^- < r_b^+ \} \right]
\]

\[
= \frac{\lambda}{\lambda + q} \int_0^\infty \left( W_0 (q, -q) (x + z) - W_0 (q, \lambda) (x + z) \right) \frac{z}{r} \mathbb{P} (X_r \in dz)
\]

\[
- \frac{\lambda}{\lambda + q} \int_0^\infty \left( W_b (q, -q) (b + z) - W_b (q, \lambda) (b + z) \right) \frac{z}{r} \mathbb{P} (X_r \in dz).
\]

Also, using (31) with \( p = q \) and Tonelli’s theorem, we have

\[
E_x \left[ e^{-qT_0^-} \Lambda^{(q)} (X_{T_0^-}, r) 1 \{ T_0^- < r_b^+ \} \right] = E_x \left[ e^{-qT_0^-} \int_0^\infty W_q (X_{T_0^-} + z) \frac{z}{r} \mathbb{P} (X_r \in dz) 1 \{ T_0^- < r_b^+ \} \right]
\]

\[
= \int_0^\infty \left( W_0 (q, 0) (x + z) - W_0 (q, \lambda) (x + z) \right) \frac{z}{r} \mathbb{P} (X_r \in dz)
\]

\[
- \frac{Z_q (x, \Phi_{\lambda+q})}{Z_q (b, \Phi_{\lambda+q})} \int_0^\infty \left( W_b (q, 0) (b + z) - W_b (q, \lambda) (b + z) \right) \frac{z}{r} \mathbb{P} (X_r \in dz),
\]

and the result follows. \[\Box\]

4.1. **Proof of Theorem 3** The steps of the proof of Theorem 3 is based on the new Lemma 8 together with standard probabilistic decompositions. For \( x < 0 \), from the strong Markov property and the fact that \( X \) is skip-free upward, we have

\[
E_x \left[ e^{-q\tilde{\kappa}_{0}^+} 1 \{ \tilde{\kappa}_{0}^+ < r_b^+ \} \right] = e^{-qr} \mathbb{P}_x (\tau_0^+ > r) + \mathbb{E} \left[ e^{-q\tilde{\kappa}_{0}^+} 1 \{ \tilde{\kappa}_{0}^+ < r_b^+ \} \right] \mathbb{E} \left[ e^{-q\tau_0^+} 1 \{ \tau_0^+ < r \} \right]. \quad (38)
\]

Consequently, for \( 0 \leq x \leq b \), we get

\[
E_x \left[ e^{-q\tilde{\kappa}_{0}^+} 1 \{ \tilde{\kappa}_{0}^+ < r_b^+ \} \right] = E_x \left[ e^{-qT_0^-} E_{X_{T_0^-}} \left[ e^{-q\tilde{\kappa}_{0}^+} 1 \{ \tilde{\kappa}_{0}^+ < r_b^+ \} \right] 1 \{ T_0^- < r_b^+ \} \right].
\]

Injecting (38) in the last expectation, we have, for all \( x \in \mathbb{R} \)

\[
E_x \left[ e^{-q\tilde{\kappa}_{0}^+} 1 \{ \tilde{\kappa}_{0}^+ < r_b^+ \} \right] = e^{-qr} E_x \left[ e^{-qT_0^-} \mathbb{P}_{X_{T_0^-}} (\tau_0^+ > r) 1 \{ T_0^- < r_b^+ \} \right] \\
+ \mathbb{E} \left[ e^{-q\tilde{\kappa}_{0}^+} 1 \{ \tilde{\kappa}_{0}^+ < r_b^+ \} \right] E_x \left[ e^{-qT_0^-} E_{X_{T_0^-}} \left[ e^{-q\tau_0^+} 1 \{ \tau_0^+ < r \} \right] 1 \{ T_0^- < r_b^+ \} \right].
\]
\[ \begin{align*}
&= e^{-qr} \mathbb{E}_x \left[ e^{-qT_0^-} 1_{\{T_0^- < \tau_b^+\}} \right] \\
&\quad - e^{-q} \mathbb{E}_x \left[ e^{-qT_0^-} \Lambda(X_{T_0^-}, r) 1_{\{T_0^- < \tau_b^+\}} \right] \\
&\quad + e^{-q} \mathbb{E}_x \left[ e^{-qT_0^-} \Lambda(X_{T_0^-}, r) 1_{\{T_0^- < \tau_b^+\}} \right],
\end{align*} \]

where in the last equality we used identity (34). For \( x < 0 \) and using the last equation

\[ \mathbb{E} \left[ e^{-qT_0^-} 1_{\{\tilde{\kappa}_b^+ < \tau_b^+\}} \right] = \frac{e^{-qr} \mathbb{E} \left[ e^{-qT_0^-} 1_{\{T_0^- < \tau_b^+\}} \right] - e^{-q} \mathbb{E} \left[ e^{-qT_0^-} \Lambda(X_{T_0^-}, r) 1_{\{T_0^- < \tau_b^+\}} \right]}{1 - e^{-qr} \mathbb{E} \left[ e^{-qT_0^-} \Lambda(q)(X_{T_0^-}, r) 1_{\{T_0^- < \tau_b^+\}} \right]}, \]

From (35), (36) and (37), we have

\[ \mathbb{E} \left[ e^{-qT_0^-} \Lambda(X_{T_0^-}, r) 1_{\{T_0^- < \tau_b^+\}} \right] = \frac{\lambda}{\lambda + q} \left( 1 - e^{(\lambda+q)r} - \frac{\Lambda(q)(b; r, -q) - \Lambda(q)(b; r, \lambda)}{Z_q(b, \Phi_{\lambda+q})} \right), \]

and

\[ \mathbb{E} \left[ e^{-qT_0^-} \Lambda(q)(X_{T_0^-}, r) 1_{\{T_0^- < \tau_b^+\}} \right] = e^{qr} - e^{(\lambda+q)r} - \frac{\Lambda(q)(b; r) - \Lambda(q)(b; r, \lambda)}{Z_q(b, \Phi_{\lambda+q})}. \]

Plugging (41) and (42) in (40), we get

\[ \mathbb{E} \left[ e^{-qT_0^-} 1_{\{\tilde{\kappa}_b^+ < \tau_b^+\}} \right] = \frac{\lambda}{\lambda + q} \left( 1 - \frac{Z_q(b) + \Lambda(q)(b; r) - \Lambda(q)(b; r, -q)}{Z_q(b, \Phi_{\lambda+q})} \right), \]

We finally obtain the result by plugging the last expectation in (39) together with (35) and (37).

To prove (25), we use again the strong Markov property and spectral negativity of \( X \), we have for \( x < 0 \)

\[ \mathbb{E}_x \left[ e^{-q\tau_b^+} 1_{\{\tau_b^+ < \tilde{\kappa}_b^+\}} \right] = \mathbb{E} \left[ e^{-q\tau_b^+} 1_{\{\tau_b^+ < \tilde{\kappa}_b^+\}} \right] \mathbb{E}_x \left[ e^{-q\tau_0^+} 1_{\{\tau_0^+ < \tau_b^+\}} \right]. \]

For \( 0 \leq x \leq b \) and using (23) and (44), we get

\[ \mathbb{E}_x \left[ e^{-q\tau_b^+} 1_{\{\tau_b^+ < \tilde{\kappa}_b^+\}} \right] = \mathbb{E}_x \left[ e^{-q\tau_b^+} 1_{\{\tau_b^+ < \tau_0^+\}} \right] + \mathbb{E}_x \left[ e^{-qT_0^-} \mathbb{E}_{X_{T_0^-}} \left[ e^{-q\tau_b^+} 1_{\{\tau_b^+ < \tilde{\kappa}_b^+\}} \right] 1_{\{T_0^- < \tau_b^+\}} \right] \]

\[ = \frac{Z_q(x, \Phi_{\lambda+q})}{Z_q(b, \Phi_{\lambda+q})} \mathbb{E}_x \left[ e^{-qT_0^-} \Lambda(q)(X_{T_0^-}, r) 1_{\{T_0^- < \tau_b^+\}} \right]. \]
Setting \( x = 0 \), yields
\[
E \left[ e^{-q_0^+} 1_{\{\tau_0^+ < \kappa_0^+\}} \right] = \frac{1}{e^{\lambda r} + e^{-q_r} \Lambda^{(q)}(b r) - \Lambda^{(q)}(b r, \lambda)} = \frac{e^{q_r}}{\Theta(q)(b; r, \lambda)}.
\]
Then, putting all the pieces together, we have
\[
E_x \left[ e^{-q_0^+} 1_{\{\tau_0^+ < \kappa_0^+\}} \right] = \frac{Z_q(x, \Phi_{\lambda+q})}{Z_q(b, \Phi_{\lambda+q})} + \frac{\Theta(q)(x, r, \lambda)}{\Theta(q)(b; r, \lambda)}.
\]
To deal with the limit as \( b \to \infty \), we apply the same machinery using identity (31). We can also compute the limit directly using (10) and (11) and the fact that
\[
\lim_{b \to \infty} \frac{W^{(q, \lambda)}_z(b + z)}{W_q(b)} = e^{\Phi_{q z}} + \lambda \int_0^z \frac{W_q(b + z - y)}{W_q(b)} W_{q+\lambda}(y) \, dy
\]
\[
= e^{\Phi_{q z}} \left( 1 + \lambda \int_0^z e^{-\Phi_{q z} y} W_{q+\lambda}(y) \, dy \right) = Z_{q+\lambda}(z, \Phi_q).
\]
Then,
\[
\lim_{b \to \infty} \frac{S^{(q)}(b, r)}{\Theta(q)(b; r, \lambda)} = \lim_{b \to \infty} \frac{S^{(q)}(b, r)}{W_q(b)}
\]
\[
= \frac{q/\Phi_q - \int_0^\infty (Z(z, \Phi_q) - e^{\Phi_{q z}}) \tilde{\mathbb{P}}(X_r \in dz)}{\Theta(q)(b; r, \lambda)} = \frac{e^{(\lambda+q)r/\Phi_{\lambda+q} - \Phi_q} - \int_0^\infty (Z_{q+\lambda}(z, \Phi_q) - e^{\Phi_{q z}}) \tilde{\mathbb{P}}(X_r \in dz)}{e^{(\lambda+q)r/\Phi_{\lambda+q} - \Phi_q} - \int_0^\infty (Z_{q+\lambda}(z, \Phi_q) - e^{\Phi_{q z}}) \tilde{\mathbb{P}}(X_r \in dz)}.
\]

5. Example

We now present an example for which we can compute easily the probability of Parisian ruin as given in Equation (28). Note that, to use the formula in (28), one needs to have an expression for the scale function and the distribution of the underlying Lévy risk process \( X \).

5.1. Brownian risk process. Let \( X \) be a Brownian risk processes, i.e.
\[
X_t - X_0 = ct + B_t,
\]
where \( B = \{B_t, t \geq 0\} \) is a standard Brownian motion.

In this case, for \( x \geq 0 \) and \( q > 0 \), the scale functions are given by
\[
\Phi_\lambda = \sqrt{c^2 + 2\lambda - c}, \quad W_\lambda(x) = \frac{1}{c} (1 - e^{-2cx}), \quad W_\lambda(x) = \frac{1}{\Phi_\lambda + c} \left( e^{\Phi_\lambda x} - e^{-x(\Phi_\lambda + 2c)} \right),
\]
\[
Z_\lambda(x) = \frac{\lambda}{\Phi_\lambda + c} \left( \frac{e^{\Phi_\lambda x}}{\Phi_\lambda} + \frac{e^{-x(\Phi_\lambda + 2c)}}{\Phi_\lambda + 2c} \right), \quad Z(x, \Phi_\lambda) = \frac{\lambda}{c} \left( \frac{1}{\Phi_\lambda} - \frac{e^{-2cx}}{\Phi_\lambda + 2c} \right),
\]
Using (12), we have
\[ W^2_{(\lambda, -\lambda)}(x + z) = W(x + z) + \lambda \int_0^z W(x + z - y) W_\lambda(y) \, dy \]
\[ = e^{\Phi_\lambda z} \left( \frac{\lambda}{\Phi_\lambda (\Phi_\lambda + c)} - \frac{\lambda e^{-2cx}}{c (\Phi_\lambda + 2c) (\Phi_\lambda + c)} \right) + e^{-(\Phi_\lambda+2c)z} \left( \frac{\lambda}{c (\Phi_\lambda + c) (\Phi_\lambda + 2c)} - \frac{\lambda e^{-2cx}}{c \Phi_\lambda (\Phi_\lambda + c)} \right) \]
\[ = e^{\Phi_\lambda z} A_1(x) + e^{-(\Phi_\lambda+2c)z} A_2(x), \]
where
\[ A_1(x) = \frac{\lambda}{c \Phi_\lambda (\Phi_\lambda + c)} - \frac{\lambda e^{-2cx}}{c (\Phi_\lambda + 2c) (\Phi_\lambda + c)}, \]
\[ A_2(x) = \frac{\lambda}{c (\Phi_\lambda + c) (\Phi_\lambda + 2c)} - \frac{\lambda e^{-2cx}}{c \Phi_\lambda (\Phi_\lambda + c)}. \]

Making the change of variable \( y = \left( \frac{z - r \sqrt{c^2 + 2\lambda}}{\sqrt{r}} \right) \), we have
\[ \frac{1}{\sqrt{2\pi r}} \int_0^\infty e^{\Phi_\lambda z} \frac{z}{r} e^{-(z-cr)^2/(2r)} \, dz \]
\[ = \frac{1}{\sqrt{2\pi r}} e^{-rc^2/2 + r\lambda \Phi_\lambda (\Phi_\lambda + c)} N\left( \sqrt{r} (\Phi_\lambda + c) \right) \]
\[ = \Psi_1(c, r, \lambda), \quad (45) \]

and, setting \( y = -\left( \frac{z + r \sqrt{c^2 + 2\lambda}}{\sqrt{r}} \right) \), we get
\[ \frac{1}{\sqrt{2\pi r}} \int_0^\infty e^{-(\Phi_\lambda+2c)z} \frac{z}{r} e^{-(z-cr)^2/(2r)} \, dz \]
\[ = \frac{1}{\sqrt{2\pi r}} e^{-rc^2/2 - r\lambda \Phi_\lambda (\Phi_\lambda - c)} N\left( -\sqrt{r} (\Phi_\lambda - c) \right) \]
\[ = \Psi_2(c, r, \lambda), \quad (46) \]

where \( N \) is the cumulative distribution of the standard normal distribution. Using (15) and (16), we obtain
\[ E[X_1] \int_0^\infty W^2_{(\lambda, -\lambda)}(x + z) \frac{z}{r} \, dz = (X_r \in dz) = A_1(x) \Psi_1(c, r, \lambda) + A_2(x) \Psi_2(c, r, \lambda). \]

Also, we have
\[ E[X_1] \lambda(x, r) = \left( 1 - e^{-2cx} \right) \frac{e^{-c^2r/2}}{\sqrt{2\pi r}} + c N\left( \sqrt{r} c \right) \left( 1 + e^{-2cx} \right), \]

while the denominator of (27) is given by
\[ \int_0^\infty (Z_q(z) - 1) \frac{z}{r} \, dz = \frac{\lambda}{\Phi_\lambda (\Phi_\lambda + c)} \Psi_1(c, r, \lambda) + \frac{\lambda}{(\Phi_\lambda + c) (\Phi_\lambda + 2c)} \Psi_2(c, r, \lambda) \]
\[ - \left( \frac{1}{\sqrt{2\pi r}} e^{-c^2r/2} + c N\left( c \sqrt{r} \right) \right). \]
Putting all the pieces together, we get an expression for the probability of Parisian ruin in (27).
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