Abstract

Recent advances in natural language processing (NLP) have the ability to transform how classroom learning takes place. Combined with the increasing integration of technology in today’s classrooms, NLP systems leveraging question answering and dialog processing techniques can serve as private tutors or participants in classroom discussions to increase student engagement and learning. To progress towards this goal, we use the classroom discourse framework of academically productive talk (APT) to learn strategies that make for the best learning experience. In this paper, we introduce a new task, called future talk move prediction (FTMP): it consists of predicting the next talk move – an utterance strategy from APT – given a conversation history with its corresponding talk moves. We further introduce a neural network model for this task, which outperforms multiple baselines by a large margin. Finally, we compare our model’s performance on FTMP to human performance and show several similarities between the two.

1 Introduction

The field of natural language processing (NLP) has made rapid progress over the last few years (Wang et al., 2019). Success on natural language understanding, dialogue generation, and question answering tasks has spurred advances in NLP-based systems for educational applications. (McNamara et al., 2013; Litman, 2016; Burstein et al., 2020). Systems that can simulate human teachers in specific situations such as small-group discussions have the potential to aid learning by promoting student engagement.

Research has shown that deep conceptual learning is heightened when students are active participants in the classroom and contribute to discussions with their questions and ideas (McNamara, 2011; Bransford et al., 1999). However, large class sizes often make it difficult for all students to actively participate. Discussions in sub-groups increase each student’s speaking time, but, in turn, make it impossible for a single teacher to guide all individual conversations. In this paper, we present a first step towards a system that can solve this problem by taking the teacher’s role in facilitating sub-group discussions.

For this, we turn to a classroom discourse framework by Michaels et al. (2008) called academically productive talk (APT). This framework, which we describe in detail in Section 2, provides both teachers and students with a set of talk moves – a family of utterance strategies to use for productive and respectful in-class discussions. As a first step towards developing an NLP system that can guide academically productive discussions, we aim to design a model which can predict when which specific talk move is appropriate. Thus, we introduce the task of future talk move prediction (FTMP) – given a conversation history, the goal is to predict what the next teacher talk move should be. We formulate this as a multi-class classification problem, with the input being a sequence of previous utterances.
and their corresponding talk moves, and the label being the next talk move.

We further propose a model for FTMP, which we call 3-E. It consists of three recurrent neural network (RNN) encoders: one for individual utterances, one for utterance sequences, and one for talk move sequences. The model is trained on transcripts of classroom discussions where teacher utterances have been annotated for the talk moves they represent. We consider the actions of the teacher to be our gold standard data for FTMP. We show that our model strongly outperforms multiple baselines and that adding sentence representations from RoBERTa (Liu et al., 2019) or TOD-BERT (Wu et al., 2020) – a model trained on task-oriented dialogue – does not increase performance further.

Finally, we investigate the performance of human annotators on FTMP. Unlike the teacher, they do not have access to multi-modal signals, subject matter information, or knowledge of student behavior. This setting, which mimics the information available to our model, is significantly different from the teachers who generate the gold standard utterances captured in our data. We present a detailed analysis of their performance on a diagnostic test set, and highlight similarities to our model’s performance. Our findings indicate that our model produces acceptable predictions a majority of the time. However, a gap between model and human performance on this task shows that there is still room for improvement.

2 Academically Productive Talk

In this section, we provide an overview of the APT discourse framework and introduce a new task within the broader research area of NLP for educational applications: FTMP.

2.1 Background on APT

Research in cognitive science and psychology highlights the importance of active participation as opposed to passive listening for achieving deep conceptual learning (McNamara, 2011; Bransford et al., 1999; Chi and Wylie, 2014). This can take the form of reflection on the lesson, as well as generation of new ideas, such as asking and answering questions, connecting concepts, and coming up with explanations. Chapin et al. (2009); Goldenberg (1992); Cazden (1988) discuss the importance of classroom conversations in this process. Chapin (2003) present case studies that show how implementing structured discussions in classrooms over a period of two years results in measurable improvements in test scores in mathematics.

To formalize how such discussions can be facilitated, Michaels et al. (2008) present a classroom discourse framework called academically productive talk (APT; also called accountable talk). This includes strategies that teachers and students can use to promote engagement as well as deep conceptual learning through discussions.

Facets Michaels et al. (2008) present three facets of accountability that APT encompasses: accountability to the learning community, accountability to standards of reasoning, and accountability to knowledge. The first facet emphasizes the importance of listening to other students’ contributions, and, subsequently, building on top of them. The second facet promotes talk that is based on evidence and reasoning, and involves getting students to provide explanations for their claims. The last facet covers talk which involves factual knowledge – such as introducing a new concept, or challenging a student’s claim to correct misconceptions.

Teacher Talk Moves Michaels and O’Connor (2015) conceptualize the above facets as “tools” that can be used by teachers and students to engage in APT. For both teachers and students, these tools take the form of utterance strategies called talk moves, which they can employ in order to conduct meaningful discussions.

In this paper, we focus on the following six talk moves used by teachers: (1) Keeping Everyone Together refers to utterances that manage student interactions, and asks students to be active listeners; (2) Getting Students to Relate refers to utterances that ask a student to build on other students’ ideas by agreeing, disagreeing, or following up; (3) Restating occurs when a teacher repeats a student’s answer or claim verbatim with the purpose of ensuring it reaches the entire classroom; (4) Revoicing happens when a teacher paraphrases a student’s ideas, but adds or removes information in order to correct a student or convey new knowledge; (5) Pressing for Reasoning refers to utterances that ask a student to explain a decision or to connect multiple ideas; and (6) Pressing for Accuracy refers to utterances that prompt for answers to a factual question, e.g., about a method or
| Talk Move                  | Description                                      | Example                                                      |
|---------------------------|--------------------------------------------------|--------------------------------------------------------------|
| Keeping Everyone Together | Ask students to be active listeners              | Raise your hand if you know the answer                       |
| Getting Students to Relate| Ask students to contribute to another’s ideas    | Do you or agree or disagree with Michael?                    |
| Revoicing                 | Repeat what a student says with adding words or rephrasing | S: It had two T: So it had two edges                         |
| Restating                 | Repeat what a student says verbatim              | S: Hexagon T: Hexagon!                                        |
| Press for Accuracy        | Prompt for an answer                             | What is this called?                                         |
| Press for Reasoning       | Prompt for explanation of thinking               | How did you decide?                                         |
| None                      | Fits into none of the above                      | Good morning                                                |
| Wait                      | Teacher says nothing while student speaks        | S: It’s the same shape                                       |

Table 2: An overview of all teacher talk moves, their purpose and an example utterance. None and Wait are not APT talk moves, and represent generic utterances and teacher pauses during student utterances, respectively.

a result.

Keeping Everyone Together, Getting Students to Relate, and Restating are part of accountability to the learning community; Revoicing and Press for Reasoning are part of accountability to standards of reasoning, and Press for Accuracy falls under accountability to knowledge. Examples for all talk moves are shown in Table 2.

Student Talk Moves While we do not focus on student talk moves in this work, we summarize them here for completeness. Student talk moves can also be grouped into the same accountability facets as teacher talk moves (O’Connor and Michaels, 2019). Under accountability to the learning community, we have Relating to Another Student – building on a classmate’s ideas or asking questions about them, and Asking for more info – requesting help from the teacher on a problem. Under accountability to knowledge, there is Making a Claim – providing an answer or a factual statement about a topic. Under accountability to standards of reasoning, we have Providing Evidence/Explanation – explaining their thinking with evidence.

2.2 Future Talk Move Prediction

In order to build a system that can facilitate in-class discussion in the way a human would, we aim at automatically answering the question What would a teacher do? at each point within a classroom conversation. Specifically, we define the task of future talk move prediction (FTMP) as choosing the next appropriate teacher talk move to make, given the history of what has been discussed so far. Formally, the input for FTMP is a dialogue context $C = c_0, c_1, …, c_t$, with each context element consisting of an utterance $u_i$, a binary variable $s_i$ indicating if the speaker is different from the previous utterance, and a teacher talk move label $t_i$, i.e., $c_t = (s_t, u_t, t_t)$. The goal then is to predict the next teacher talk move $t_{t+1}$ out of the possible talk moves defined above. Note that the future utterances are unseen; the prediction of the next talk move is to be made only based on the conversation history.

3 Related Work

3.1 Promoting APT with NLP Systems

Ideas from APT have been incorporated with success into intelligent tutoring systems (Dyke et al., 2013; Tegos et al., 2016; Adamson et al., 2014). These systems provide an environment to simulate classroom discussions, for instance, as small groups collaboratively solving problems with a shared textual chat interface for communication. The intelligent agent then plays a role similar to a teacher – it monitors the conversations and makes decisions about when to intervene in order to pro-
mote student engagement and learning.

Adamson et al. (2014) study the effects of two specific interventions: using the Revoicing talk move as well as an Agree/Disagree talk move (which corresponds to the Getting Students to Relate talk move in our above categorization). These interventions are made by matching student utterances in the chat to an annotated set of concepts and misconceptions for the topic being taught. Through multiple case studies, they show that interventions by the agent have a positive effect on learning, as measured by test scores before and after using the system. The agent interventions also prove useful in increasing student talk frequency. Similarly, Tegos et al. (2015) find that an APT-based intervention called Linking Contributions, similar to Getting Students to Relate, improves explicit reasoning as well as learning outcomes in students.

The findings of the above work provide a strong motivation for building a conversational AI system that can produce academically productive talk. Unlike the above systems, which focused particularly on accountability to the learning community, we attempt to predict opportunities for intervention across all talk moves described in Section 2. Since we do not have access to gold annotations of statements corresponding to concepts and misconceptions, we make use of transcripts of classroom discourse with annotations for talk moves used by the teacher.

3.2 NLP for Educational Applications

Our work is a first step towards improving in-class discussions with the help of an NLP system and, thus, to improve student learning and engagement. Prior work in understanding classroom discourse using NLP includes Suresh et al. (2019) and Donnelly et al. (2016). They propose an application where feedback can be provided to teachers by automatically classifying their utterances into talk moves. Other applications of NLP to education include language learning assistance (Beatty, 2013; Carlini et al., 2014; Tetreault et al., 2014), writing assistance (Dahlmeier and Ng, 2011; Chollampatt and Ng, 2018; Chukharev-Hudilainen and Sarıcaoğlu, 2016), and automated scoring (Burstein et al., 1998; Farag et al., 2018; Beigman Klebanov and Madnani, 2020).

3.3 Dialogue Systems

Our work is further related to research on dialogue systems. Similar to talk moves, dialogue acts provide a categorization for utterances, but, in contrast to talk moves, they apply to general-purpose conversations (Stolcke et al., 2000; Calhoun et al., 2010). Examples include Statement, Question, Greeting, and Apology. Dialogue act tagging, which is sometimes called dialogue act prediction, is the task of classifying an utterance into the category it belongs to (Yu and Yu, 2019; Khanpour et al., 2016; Wu et al., 2020). Analogous to FTMP, future dialogue act prediction is the task of predicting what the next dialogue act should be, given a conversation history (Tanaka et al., 2019).

Pretrained models have been successfully adapted to the task of dialogue generation (Zhang et al., 2020; Wu et al., 2020; Adiwardana et al., 2020; Roller et al., 2020). However, if directly used in the classroom, these models could potentially produce harmful or unsuitable dialogue as they are trained on large datasets comprising conversations from the internet (Bender et al., 2021). Additionally, we want a system to facilitate structured conversations, and not cause further diversions – this is in contrast to many task-oriented or open-domain dialogue systems whose purpose is to entertain and appear personable to the user. Hence, we propose FTMP as a crucial first step towards an NLP system capable of facilitating classroom discussions.

4 Model

In this section, we describe our proposed model for FTMP, cf. Figure 1. Following Tanaka et al. (2019)’s model for future dialogue act prediction, its main components are three encoders. We hence name our model 3-E. Our model predicts the next teacher talk move $t_{t+1}$, given the last $w$ context elements $c_{t-w+1}, \ldots, c_t$.

Utterance Encoder The first encoder – the utterance encoder – is a single-layer gated recurrent unit (GRU; Cho et al., 2014). It processes the sequence of vector representations $v(w_1), \ldots, v(w_m)$ of the words $w_1, \ldots, w_m$ that each utterance $u_i$ consists of and computes the last hidden state as a vector representation of $u_i$:

$$\hat{a}_i = \text{GRU}(v(w_1), \ldots, v(w_m))$$  (1)

Each utterance representation is then concatenated with a representation $s_i$ of the speaker role. This representation is either 1 or 0, depending on if the speaker has changed from the previous utterance:

$$a_i = \text{cat}(\hat{a}_i, s_i)$$  (2)
Figure 1: Our proposed model for FTMP, consisting of separate encoders for utterances, past task moves, and the overall context.

**Dialogue Encoder** Next, the sequence of all $w$ utterance representations is passed to the dialogue encoder, which is also a single-layer GRU. The dialogue encoder processes the sequence, and we take the last hidden state as a representation of all utterances within our context window:

$$b_t = \text{GRU}(a_{t-w+1}, \ldots, a_t)$$ (3)

**Talk Move Encoder** The talk move encoder is a third single-layer GRU, which encodes the sequence of vector representations $v(t_{t-w+1}), \ldots, v(t_t)$ of talk moves $t_{t-w+1}, \ldots, t_t$:

$$d_t = \text{GRU}(v(t_{t-w+1}), \ldots, v(t_t))$$ (4)

We obtain our final context representation $r_t$ by concatenating the representation of all utterances and all talk moves within the context window:

$$r_t = \text{cat}(b_t, d_t)$$ (5)

Finally, we pass $r_t$ through a two-layer feed-forward network and a softmax layer to obtain a probability distribution over possible future talk moves.

**4.1 Adding a Pretrained Sentence Encoder**

**RoBERTa** Pretrained models define the state of the art on a large variety of NLP tasks (Wang et al., 2019). Thus, we additionally experiment with concatenating an utterance representation computed by RoBERTa (Liu et al., 2019) to the output of 3-E’s utterance encoder. Equation 2 then becomes:

$$a_t^* = \text{cat}(\tilde{a}_t, s_t, \text{RoBERTa}(w_1, \ldots, w_m))$$ (6)

We call the model with additional RoBERTa representations **3-E-RoBERTa**.

**TOD-BERT** Since there is a domain mismatch between the text that RoBERTa is trained on and our data, we further experiment with including a model trained on task-oriented dialogue, called TOD-BERT (Wu et al., 2020). TOD-BERT differentiates between user utterances and system utterances using two special tokens, [USR] and [SYS]. Correspondingly, we use the [USR] token to indicate student utterances and the [SYS] token to indicate teacher utterances. We then concatenate a context of $w$ utterances, marked by speaker tokens when there is a change in speaker, to obtain $c_{tod}$. Finally, we encode $c_{tod}$ using the pretrained TOD-BERT model and concatenate it with the output of the dialogue encoder and talk move encoder. Equation 5 then becomes:

$$r_t = \text{cat}(b_t, d_t, \text{TOD-BERT}(c_{tod}))$$ (7)

We call this model **3-E-TOD-BERT**. When pretrained sentence encoders are used, we use the respective BPE (Sennrich et al., 2016) tokenizer for each model.

**4.2 Computing the Loss**

We train all models using a cross-entropy loss. However, we observe a strong class imbalance in our training data, cf. Figure 2. Thus, we compute label weights inversely proportional to the frequency of a label’s occurrence in the data and use them to weight the loss for each training example.
5 Experiments

5.1 Dataset

For our experiments, we make use of the dataset from Suresh et al. (2019). It consists of 216 annotated transcripts of classroom discourse collected in public schools in the US. The topic of instruction is mathematics. The transcripts have been collected from classes from kindergarten to grade 12 and are all in English. Each row in the transcripts consists of an utterance, the name of the speaker, and the talk move realized by this utterance.

The annotations assign each teacher utterance to one of the 6 APT talk moves described in Section 2. Utterances that do not fit into any talk move category are coded as None. In addition, we designate the teacher talk move corresponding to utterances made by a student as Wait. This category is needed as we eventually want to be able to detect when an in-class NLP system should remain quiet. The original annotations contain two additional categories that we remove due to sparsity: Marking refers to repeated utterances, and we merge it with the Restating category. Some student utterances are annotated as Context, which we merge with the Wait category.

We create training, development and test data from 70%, 15%, and 15% of the available documents, respectively. Thus, we have 151 documents for training, and 32 documents for each of development and testing. Our training set consists of over 63k utterances, and the distribution of talk moves in the training set is shown in Figure 2.

Since 3-E’s utterance encoder operates on the word level, we split each utterance into words using the NLTK word tokenizer (Loper and Bird, 2002).

5.2 Baselines

We compare our model to three baselines.

Random Baseline (RB) This baseline randomly selects one of the 8 talk moves for each input.

Talk Move Bigram Model (TMBM) For this baseline, we compute the conditional probability of every talk move in the training set, given the talk move realized by the previous utterance. We then pick the talk move with the highest conditional probability.

Talk Moves Only (TM-only) We further train a GRU model exclusively on the sequences of prior talk moves, i.e., this baseline has no access to actual utterances. We implement two variants of this baseline, one with class weights for training (TM-only-w), and one without (TM-only-z).

5.3 Metrics

Since the classes in our dataset are highly imbalanced, we do not evaluate using accuracy. Instead, we report precision, recall, and F1 score for all models. We compute F1 for all 8 classes individually, and additionally calculate macro-average F1 as an overall score for our dataset.

5.4 Results

Table 2 shows the performance of our proposed model 3-E as well as of 3-E-TOD-BERT, 3-E-RoBERTa, and all baselines. Looking at the macro-average F1 scores, we see that 3-E performs best with an F1 of 29.84. 3-E-RoBERTa, with 27.62 F1, performs worse; however, given that this model has more parameters and includes a strong pretrained component, this is an unexpected result.\(^2\)

To reduce the domain mismatch between RoBERTa’s training data and our classroom dialogue data, we substitute RoBERTa with TOD-BERT, which is also trained on dialogue. We see that, while 3-E-TOD-BERT performs better than 3-E-RoBERTa, 3-E still outperforms it. We also observe that on most individual talk move classes, 3-E-TOD-BERT performs equal to or better than 3-E. However, it does poorly on a few classes that

\(^2\)We further experiment with directly finetuning RoBERTa on our task, but find its performance to be poor overall (around 17 F1). Hence, we do not report detailed results.
Table 3: Model and annotator performance on FTMP. Italics indicate results on a diagnostic test set of 300 examples taken from the development set.

| Model               | Prec. | Recall | F1    | None F1 | Wait F1 | Press Acc. F1 | Keep Together F1 | Revoicing F1 | Getting Students to Relate F1 | Restating F1 | Press Reasoning F1 |
|---------------------|-------|--------|-------|---------|---------|----------------|------------------|--------------|--------------------------------|---------------|-------------------|
| 3-E                 | 35.67 | 30.38  | 29.84 | 72.72   | 75.70   | 24.25          | 13.31            | 20.27        | 3.25                           | 18.45         | 10.77             |
| 3-E-ToD-BERT        | 31.10 | 28.92  | 28.51 | 73.05   | 77.67   | 25.18          | 13.81            | 18.89        | 0.00                           | 17.92         | 1.53              |
| 3-E-RoBERTa        | 33.81 | 28.04  | 27.62 | 69.89   | 73.34   | 20.48          | 14.68            | 20.31        | 1.57                           | 17.81         | 2.88              |
| TM-only-w          | 28.95 | 22.66  | 20.40 | 72.14   | 52.75   | 13.19          | 1.94             | 21.04        | 0.68                           | 0.00          | 1.45              |
| TM-only-z          | 18.38 | 18.81  | 16.43 | 71.60   | 52.14   | 0.22           | 0.00             | 7.47         | 0.00                           | 0.00          | 0.00              |
| RB                 | 12.25 | 11.74  | 10.35 | 15.50   | 19.82   | 10.52          | 2.93             | 2.81         | 11.58                          | 2.57          | 0.00              |
| Majority            | 6.46  | 12.50  | 8.52  | 68.16   | 0.00    | 0.00           | 0.00             | 0.00         | 0.00                           | 0.00          | 0.00              |
| TMBM               | 13.18 | 17.74  | 15.09 | 49.59   | 71.11   | 0.00           | 0.00             | 0.00         | 0.00                           | 0.00          | 0.00              |

Table 4: Performance of 3-E evaluated on facets.

| Label               | Prec. | Recall | F1    |
|---------------------|-------|--------|-------|
| Macro average       | 43.76 | 42.65  | 42.44 |
| None                | 68.30 | 77.76  | 72.72 |
| Wait                | 71.48 | 80.45  | 75.70 |
| Learning Community  | 29.59 | 14.10  | 19.10 |
| Content Knowledge   | 27.86 | 21.47  | 24.25 |
| Rigorous Thinking   | 21.56 | 19.44  | 20.45 |

Table 6 in the appendix, and we provide a summary of our findings here.

6.2 Window Size and Class Weights

We further investigate the effect of weighting the loss as described in Section 4.2 and the influence of different context window sizes. Full results on the development set can be found in Table 6 in the appendix, and we provide a summary of our findings here.

Varying the window size leads to small changes in F1. For smaller window sizes of 1 and 2, F1 is slightly lower at 28.64 and 27.62. When the window size is increased to 5, F1 increases to 29.83. However, when the window size is increased further to 7, F1 drops slightly, to 29.05. We thus choose a window size of 5 to train all our models, and conclude that very large window sizes are not beneficial. We hypothesize that this might be due to the most relevant information for FTMP being
Further, class weighting during training increases 3-E’s F1 score by 3, from 26.94 to 29.83. We thus, conclude that class weights are important to account for the label imbalance in our training set.  

### 6.3 Performance of Human Annotators

We further investigate (1) the difficulty of FTMP for human annotators, (2) the effect of multiple choices for the future talk move as opposed to a single answer, and (3) how annotator decisions differ from 3-E’s predictions. While our gold standard are actions of a teacher, who also represent human performance, an FTMP annotator is different from a teacher since the former is presented with the exact same information as our model. In contrast, we expect a teacher’s decisions to be informed by background knowledge about the students, knowledge about the content being discussed, and multi-modal information.

We recruit two annotators who have extensive experience with linguistic annotation tasks, and are familiar with talk moves. We present them with a diagnostic test set of 300 examples from the development set. Similar to the model input, each example consists of the past 5 utterances, the corresponding talk moves, and speaker information. Both annotators then provide (1) the most likely future talk move, referred to as the ‘primary’ option, and (2) a set of all acceptable future talk moves given the conversation history. As with our modeling setup, we consider the ground truth for the primary option to be the talk move made by the teacher in the classroom transcript. Each talk move is equally distributed in the ground truth, with 37 examples each of talk moves None, Wait, Restating, Revoicing, and 38 examples each of the other talk moves.

**Primary Option** The last 3 rows in Table 3 show the performance of our annotators’ primary option and the model on the diagnostic test set. There is a significant gap of 10 F1 and 15 F1 respectively between the performance of the model and the two annotators. However, there are similarities in the class-wise breakdown. Both the annotators and the model achieve a high F1 on the classes None, Wait,
and Restating, and perform poorly on Press for Reasoning and Getting Students to Relate. Press for Reasoning, and Getting Students to Relate are the least prevalent classes in the data. However, the annotators’ performance on these talk moves suggests that these classes are intrinsically more difficult to predict based on conversational cues alone. On the other hand, the model’s poor performance on categories like Revoicing and Keeping Everyone Together in comparison to the annotators indicates that there is still room for improvement for our model.

The similarities between the model’s predictions and the annotators’ primary option is further illustrated by the confusion matrices in Figure 3. Both the model as well as our annotators erroneously predict None when the true label is another category, both confuse Restating and Revoicing for each other, and both erroneously predict Keeping Everyone Together when the true category is Getting Students to Relate or Press for Reasoning.

Acceptable Options Table 5 shows the percentage of responses for which the annotators agree with each other, the ground truth, and the model’s predictions. On average, both annotators provide 3 acceptable options in addition to the primary—thus, roughly half the classes were viewed as acceptable for most examples. The impact of having a set of acceptable options in addition to a single correct option is evident here: while inter-annotator agreement is only around 46% on the primary option alone, the primary option of each annotator was one of the acceptable options by the other annotator in over 90% of the cases. Additionally, while agreement between the ground truth and the primary option is low with 29% and 33%, this increases to 72% and 79% when additional options are being considered.

Table 5 helps us contextualize our model’s performance. Interestingly, the annotators agree with the predictions made by the model more often than they agree with the ground truth. This indicates that the model might truly be grasping overall patterns and cues from the training data, but probably struggles with finer-grained distinctions between the talk move classes. This is further substantiated by our analysis of how often the model’s predictions featured in the set of acceptable options for each annotator. We find that the predictions were acceptable in 90% and 84% of all instances respectively for each annotator.

7 Conclusion

In this paper, we made use of the APT discourse framework to take a first step towards a system that can fill the role of a teacher in classroom discussions. We introduced the task of FTMP, which consists of predicting the next appropriate talk move given an in-class dialogue context. We then presented 3-E, a model for the task, which outperforms multiple baselines. Finally, we conducted an analysis of human performance on FTMP, and compared it to our model. Our results showed that, while the task is challenging, our model produces acceptable talk moves and can identify overall patterns, indicated by similarities with human performance.
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### A Tuning of the Window Size

| Configuration          | Prec. | Recall | F1   | Acc.  |
|------------------------|-------|--------|------|-------|
| No weighting, window 5 | 32.31 | 25.67  | 26.94| 63.44 |
| Class weighting, window 5 | 34.84 | 29.39  | 29.83| 62.24 |
| Class weighting, window 1 | 31.17 | 29.18  | 28.64| 62.61 |
| Class weighting, window 2 | 34.11 | 29.44  | 27.62| 62.85 |
| Class weighting, window 3 | 29.83 | 29.29  | 29.09| 58.07 |
| Class weighting, window 4 | 29.72 | 28.57  | 28.51| 61.65 |
| Class weighting, window 6 | 32.55 | 30.56  | 28.95| 63.76 |
| Class weighting, window 7 | 33.21 | 28.64  | 29.05| 58.27 |

Table 6: Tuning experiments on the development set

### B Training and Hyperparameters

3-E is implemented in PyTorch (Paszke et al., 2019). For training, we use an Adam optimizer (Kingma and Ba, 2014) with an initial learning rate of $1e^{-4}$ and train for 30 epochs. The utterance encoder has an embedding size of 256, and a hidden layer size of 512. The talk move encoder has an embedding size of 32 and a hidden layer size of 64. The dialogue encoder has a hidden layer size of 1025. Finally, the feedforward layer uses a hidden layer size of 32. We do not use pretrained word embeddings in the 3-E model.

For the 3-E-RoBERTa model, we use the pretrained parameters of the Fairseq library’s implementation of RoBERTa (Ott et al., 2019), and use representations with dimension 1024. For 3-E-RoBERTa, we further add dropout with a probability of 0.4 in two places to avoid over-fitting: on the layer where the two utterance representations are concatenated (c.f. Equation 6), and the layer where the utterance history and talk move history are concatenated (c.f. Equation 5).

For 3-E-TOD-BERT, we use the pretrained model provided by Wu et al. (2020) trained jointly on masked language modeling and response contrastive loss. We additionally add a dropout of 0.2 at the layer where the utterance representation is concatenated with talk move history (c.f. Equation 7).

The baseline models TM-only-w and TM-only-z are trained for 30 epochs using the same hyperparameters, with a batch size of 256 and a learning rate of 1e-4.