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ABSTRACT
In this study, we proposed a length-normalized representation learning method for speech and text to address the inherent problem of sequence-to-sequence models when the input and output sequences exhibit different lengths. To this end, the representations were constrained to a fixed-length shape by including length normalization and de-normalization processes in the pre- and post-network architecture of the transformer-based self-supervised learning framework. Consequently, this enabled the direct modeling of the relationships between sequences with different length without attention or recurrent network between representation domains. This method not only achieved the aforementioned regularized length effect but also achieved a data augmentation effect that effectively handled differently time-scaled input features. The performance of the proposed length-normalized representations on downstream tasks for speaker and phoneme recognition was investigated to verify the effectiveness of this method over conventional representation methods. In addition, to demonstrate the applicability of the proposed representation method to sequence-to-sequence modeling, a unified speech recognition and text-to-speech (TTS) system was developed. The unified system achieved a high accuracy on a frame-wise phoneme prediction and exhibited a promising potential for the generation of high-quality synthesized speech signals on the TTS.
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I. INTRODUCTION
Deep learning systems trained with a sufficient amount of data with accurate labels using supervised learning exhibit a high performance [1] [2] [3]. However, owing to the high cost required to obtain accurately labeled data, semi-supervised learning approaches have emerged as suitable alternatives for cases with a limited amount of labeled data [4]. These approaches extract latent space representations without utilizing external label information in the pre-training stage, after which the target task with a small amount of labeled data is subjected to a fine-tuning process. Nevertheless, either unsupervised [5] [6] [7] or semi-supervised [8] [9] [10] [11] learning approaches can be used in the pre-training.

Recently, self-supervised learning approaches that extract latent representations by training on the relationship between data and data-oriented supervision have attracted widespread attention [12] [13] because of their ability to extract high quality features without using label. An example of this approach is the modification of input data using pre-defined transforms or modifications, after which the network is trained to estimate or recover the original input.

A previous study employed a prediction-based self-supervision [14] method that utilizes the time-domain correlation of nearby samples to obtain representations for sequential data, such as speech and audio. This prediction method exhibited a significantly higher performance than conventional signal processing-based features in various voice interface applications [14] [15] [16]. In addition, another study [17] applied vector quantization to speech representations to obtain discretized outputs similar to word tokens in natural language processing.

Furthermore, the use of an encoder–decoder network with reconstruction loss has been utilized to obtain representations for sequential data. In addition, bidirectional encoder representations from transformers (BERT) [18], which obtains the latent space representations of word sequences while training under an auto-encoder framework, has been adopted for extracting speech representation features from spectrum inputs. Examples include MockingJay [19], audio ALBERT (AAL-BERT) [20], and transformer encoder representation from alteration (TERA) [21]. Similar to the cloze task in BERT, MockingJay and AALBERT initially distort an input spectrum using time–domain random masks, after which the models are trained to reconstruct the original input spectrum.
In contrast, TERA [21] extends the time–domain random masking technique to a frequency domain to provide more diverse variations to the input spectrum, which enables a deeper learning of internal representations.

However, the difficulties in modeling the dynamic or time-varying mapping relationship between the sequential data and its label information has remained a challenging issue for sequence-based applications (e.g., speech applications). For example, the duration required for the recognition of each phoneme/word in speech recognition varies depending on the type of phoneme, speaker, and speaking style. To solve this problem, a previous study proposed a sequence-to-sequence (S2S) model with attention [22]; however, the S2S model exhibited a slow inference speed owing to its auto-regressive generation process in the decoding step. This is because when the length of the output sequence is unknown, the model needs to determine which part of the input embedding to focus on at each decoding step; thus, resulting in a slow inference speed.

In this study, we investigated the application of a self-supervised learning method for obtaining regularized fixed-shaped latent representations from sequential data of variable lengths, particularly, for speech and text data. To this end, an arithmetic re-sampling process was integrated into, before, and after a conventional transformer-based representation learning method. This ensured that the length of the representations remained constant regardless of the length of the input signal without additional network parameters.

We also investigated the effect of a length-normalization process on various aspects of the learned representations, including the performance of the process on reconstruction task and other downstream tasks, such as speaker recognition and phoneme recognition. The appropriate length of the latent representation was determined by investigating the characteristics of the database. Lastly, we proposed a system that can reliably perform speech recognition and text-to-speech (TTS) tasks within a unified framework using the proposed representation method to demonstrate the strength of the method. The proposed method was expected to exhibit potential application to most transformation systems that utilize S2S modeling architectures, including, speaking style modification, and audio-visual applications, such as lip-to-speech.

The major contributions of this study are as follows; i) we proposed a versatile length-normalized (LN) self-supervised learning based representation extraction method that can encode any arbitrary length sequences into vectors of a constant shape. The effectiveness of this method was verified by evaluating the performance of the learned features on reconstruction and downstream tasks; ii) we proposed a fully feed-forward S2S framework, which utilized the proposed LN representation that overcomes the auto-regressive decoding process normally observed in S2S problems.

II. TRANSFORMER-BASED SELF-SUPERVISED LEARNING METHODS FOR SPEECH DATA

MockingJay [19] is a transformer-based speech representation learning method that utilizes frame-wise speech features, such as mel-filterbank energies and mel-frequency cepstral coefficients (MFCCs), as tokens for the BERT model. This method adopts a self-supervised learning framework that utilizes ground truth speech features as label information and masked features as inputs of the model. The model parameters were trained to minimize the reconstruction loss.

Fig. 1 shows a schematic illustration of the overall block diagram of the MockingJay architecture. First, the entire frequency region of the time–domain feature frames were randomly masked. After the masking process, positional encoding was added using simple sinusoidal functions. In addition, a multi-head attention layer was utilized to capture the internal relationships within the input sequence. Furthermore, the attention scores were calculated parallelly using the scaled dot-product attention method, which was achieved by dividing the input into queries, keys, and values depending on the number of heads [22], after which the scores were concatenated.

Subsequently, the final representation was obtained by passing the output of the multi-head attention layer through the activation and intermediate feed-forward layers. In the decoding process, the original spectrum was reconstructed from the obtained representations using feedforward layers. Speaker and phoneme recognition tasks were performed using MockingJay to demonstrate the effectiveness of the learned representations compared to conventional acoustic features, such as MFCCs and mel-filter bank energies [19]. Based on the MockingJay framework, AALBERT [20] utilizes the shared parameters across the transformer layers to reduce the number of parameters, while obtaining a similar performance as MockingJay on downstream tasks.

The aforementioned transformer-based self-supervised learning methods exhibited good pre-training performance using the learned representations on various downstream tasks. However, as these methods produced variable length representations depending on the length of the input sequence, an auto-regressive decoding process is required in an attention-based encoder–decoder framework. To implement a parallel decoding process in S2S applications, we proposed a method that ensures that the shape of the representation remains constant regardless of the length of the input sequence. To implement a parallel decoding process in S2S applications, the shape of the representation should remain constant regardless of the length of the input sequence. We proposed a method that ensures this.

III. METHOD AND APPLICATION OF LENGTH-NORMALIZED (LN) REPRESENTATIONS

A. METHOD

Fig. 2 shows the structure of the proposed LN representation model. Similar to the MockingJay model, an alteration process, which is a random masking technique in the time
FIGURE 1. Overall block diagram of MockingJay domain, was applied to the input features. Furthermore, conventional features, such as mel-filterbank energies and MFCCs, were utilized for the input feature of the representation model. In addition, positional information was provided to the transformer layers of the LN representation by adding pre-computed sinusoidal values to the input.

Subsequently, the position embedded feature was resampled to a pre-defined length (hereafter denoted as the time-axis dimension) using an algebraic interpolation method as neural network-based up-sampling or down-sampling layers can only change the sampling rate with a fixed ratio. It is important to note that no additional network parameters are required for the re-sampling process.

After the re-sampling process, the re-sampled features and its ratios were encoded into a fixed-shaped representation using the transformer layers. In addition, the self-attention module inside the transformer enabled the modeling of the internal relationships between input frames without recurrent network.

The extracted representation was decoded using fully connected feed-forward layers and was re-sampled to achieve the original length using the inverse of the encoded re-sampling ratio. Lastly, the entire network was trained to minimize the distance between the ground truth feature and the reconstructed feature from the representation model using:

\[ L_{rec} = \| D_X (E_X (M \cdot X)) - X \|_1, \]  

(1)

Where \( M \) is the masking matrix that is randomly generated in every sample, \( X \) is the two-dimensional input feature, such as a mel-spectrogram, and \( E_X \) and \( D_X \) are the encoder and decoder respectively. It is important to note that the length of the reconstructed feature was adjusted to the original input length before the loss was calculated.

Compared to conventional transformer-based self-supervised learning methods, the method proposed in this study has two advantages. First, owing to the fixed length of the representation in each domain, only a feed-forward network architecture (i.e., without using a recurrent architecture) was required to utilize the proposed representation in S2S applications. Second, similarly to data augmentation, this method automatically generalizes the capabilities of the learned representations because it handles various sets of time-scaled information owing to the re-sampling operation.

B. APPLICATION: TRANSFORMATION BETWEEN SPEECH SPECTRUM AND PHONEMES

To investigate the practicability of the LN representation extraction method proposed in this study, the method was applied to automatic speech recognition (ASR) and TTS applications, which are two of the most common S2S problems in the joint speech and text domains. Several studies have investigated the combination of ASR and TTS systems [23][24]. These unified systems are useful when labeled data are unavailable as pseudo-labeled information may be utilized by predicting them using ASR and TTS systems. To convert representations from one domain to the other, two auto-encoder and S2S models for speech and text domains are required. However, S2S processing leads to an auto-regressive decoding process, which decreases the prediction speed; thus, significantly increasing the computational complexity. On the contrary to the conventional algorithms, in this study, we demonstrated that the LN representation can be applied to ASR and TTS predictions in a feed-forward manner.

Fig. 3 shows the structure of the unified system that utilized the proposed representation learning method as a
baseline framework. The unified system consisted of two independent LN representation learning models for speech and text sequences. The speech and text representations were extracted from the encoder of each model. First, the LN representation model was independently trained on speech and text, after which a CycleGAN [25]-based conversion model was utilized for transformation: speech representations and text representations were utilized as the inputs and outputs of the ASR system, respectively, and vice versa for the TTS system. To model the text representation, frame-wise phoneme index sequences were converted into a two-dimensional encoded one-hot text embedding using the transcription information obtained from Montreal Forced Aligner [26]. Subsequently, the text feature was used as the input in the LN text representation model. An example of the text feature is shown in Appendix A.

For the ASR system, speech was encoded into LN speech representations and converted to text representations. Subsequently, the resulting text representations were decoded into text or phoneme sequences. For the TTS system, text was converted to text features using the transcription information and encoded into LN text representations. Subsequently, speech representations were generated and decoded into spectral features using the LN speech decoder. Lastly, speech waveforms were synthesized using a neural vocoder. As all the prediction processes do not utilize recurrent connections, predictions were performed parallelly.

Some previous studies have investigated the fusion of representations from different domains into the same embedding space [27] [28] [29]. In addition to the elaborately designed fusion method, a unified embedding space of visual-text or speech-text information was proposed to improve the performance of the representation. However, the fusing approach for audio and text representations was not considered in this model. This is because although the fusing approach may obtain optimal representations between two domains, an independent representation learning simplifies the training process and facilitates multi-domain learning by dividing the process into a representation learning and transformation between representation parts.

If $X_s$ and $Y_t$ represent speech and text representations, respectively, and the proposed framework consisted of a speech representation generator ($G_X$) and a text representation generator ($G_Y$), and $D_X$ and $D_Y$ corresponds to the discriminators for speech and text representation vectors, respectively, the entire loss function of the transformation model can be represented using:

$$L = (1 - \lambda_{\text{pred}})L_{\text{adv}} + \lambda_{\text{pred}}(L_{\text{cyc}} + L_{\text{pred}} + L_{\text{dec}}),$$

where $L_{\text{adv}}$ and $L_{\text{cyc}}$ are the adversarial loss and cycle consistency loss that are typically used for training CycleGAN, respectively. $L_{\text{pred}}$ and $L_{\text{dec}}$ are additional proposed loss terms for enhancing the performance of the model by minimizing the prediction error terms in the representation and decoded sequence domains, respectively. $\lambda_{\text{pred}}$ controls the importance of the prediction error terms and adversarial loss (it begins with a small value at the initial stages of training and increases as the training progresses).

The adversarial loss was defined using a zero-sum game between two competitive networks (i.e., generator and discriminator) [30]. The generator attempts to generate network outputs that can deceive the discriminator, whereas the discriminator attempts to classify the given input as a ground truth or a generated fake input. As the proposed model had two generator and discriminator pairs, the adversarial loss for each domain can be represented as follows:

$$L_{\text{adv}} = L_{\text{advX}} + L_{\text{advY}},$$

$$L_{\text{advX}} = |D_X(G_X(Y_t)) - 1| + |D_X(X_s)|,$$

$$L_{\text{advY}} = |D_Y(G_Y(X_s)) - 1| + |D_Y(Y_t)|.$$}

In addition, the feature matching loss term that minimizes the difference between the intermediate layer outputs of the discriminators was used for the training.

The cycle consistency loss measured the difference between the ground truth input and the re-generated input after two transformations. The cycle consistency loss can be mathematically expressed using:

$$L_{\text{cyc}} = L_{\text{cycX}} + L_{\text{cycY}},$$

$$L_{\text{cycX}} = |G_X(G_Y(X_s)) - X_s|,$$

$$L_{\text{cycY}} = |G_Y(G_X(Y_t)) - Y_t|.$$}

To further improve the performance of the generator, we proposed an additional prediction loss term compared to vanilla CycleGAN. This loss term minimized the prediction error between the ground truth and generator output in the representation domain as follows:

$$L_{\text{pred}} = L_{\text{predX}} + L_{\text{predY}},$$

$$L_{\text{predX}} = |G_X(Y_t) - X_s|,$$

$$L_{\text{predY}} = |G_Y(X_s) - Y_t|.$$
Similarly to the prediction loss, we propose a decoder loss to reduce the error in the decoded feature domains of the speech and text sequences. This minimized the error between decoded sequences from the ground truth representations and those of the generated representations as follows:

\[
L_{\text{dec}} = L_{\text{decX}} + L_{\text{decY}}, \quad (12)
\]

\[
L_{\text{decX}} = \|D_X(X_s) - D_X(G_X(Y_t))\|, \quad (13)
\]

\[
L_{\text{decY}} = \|D_Y(Y_t) - D_Y(G_Y(X_s))\|, \quad (14)
\]

where \(D_X\) and \(D_Y\) are the decoders of the LN representation models for speech and text, respectively. For the TTS task, a neural vocoder module was used to generate time domain waveforms from the generated spectral information. In addition, a pre-trained HiFi-GAN vocoder was utilized in this study [31].

### IV. EXPERIMENTS

In this study, several experiments were performed to verify the performance of the proposed LN representation model. First, the reconstruction error was investigated by utilizing speech spectra as inputs. Subsequently, the obtained representations were applied to various downstream tasks to evaluate their effectiveness, after which the relationship between the time–axis dimension and performance was investigated. Lastly, the results of the fully feed-forward unified ASR and TTS system that utilized the proposed latent representations from speech and text database were provided.

#### A. EXPERIMENTAL SETTINGS

The performance of the proposed representation model was compared to those of conventional ones using LibriSpeech [32]. LibriSpeech is a publicly accessible large-scale multi-speaker database consisting of 1,000 h of speech waveform sampled at 16 kHz, and the corresponding text transcriptions. To obtain representations using the self-supervised learning method, the entire train-clean100 subset was used for the training. For the downstream tasks, we utilized the data split settings used to evaluate contrastive predictive coding (CPC) [33], which divides the train-clean100 subset into train, development, and text sets at a ratio of 8:1:1.

Table 1 summarizes the hyper-parameter settings used for the representation modeling of speech signals. The representation learning models were trained by utilizing mel-filterbank energies as the input features, and the window length and shift length of the model were set to 25 and 10 ms, respectively. In addition, the MockingJay setting was utilized in the network architecture to ensure that the model focused on the effect of the proposed re-sampling processes. Furthermore, Adam [34], which exhibits a learning rate of 0.0002, was utilized as the optimizer, and a batch size of 10 was used for the training.

#### B. PERFORMANCE OF THE REPRESENTATION MODEL

Various experiments were conducted to investigate the effect of the time–axis dimension of the proposed model on its performance. In addition, the validity of the proposed LN representations was evaluated by comparing their reconstruction loss with those of the representations from MockingJay and AALBERT. Finally, the performance of the obtained representations on downstream tasks was compared to those of the two baseline methods to evaluate their capabilities.

1) **Effect of time-axis dimension**

The change in the performance of the method with a variation in the time–axis dimension was investigated. The setting utilized for the network architecture is described in Table 1. The distribution of the length of the sentences in the train-clean100 data is shown in Fig. 4. Considering the distribution of the data, the value of the time–axis dimension was adjusted between 192 and 1536 (approximately 1.9 and 15.4 s), while constraining the structure of the LN representation learning model.

Depend on the time-axis dimension setting and the length of the input, the proposed model differently operates in re-sampling blocks. In case of the samples whose length is smaller than time-axis dimension, up-sampling occurs at the first re-sampling block and down-sampling occurs at the second re-sampling block. Otherwise, re-sampling block behavior opposite way. To determine the effect of re-sampling blocks to reconstruction error, the utterances of the test set were divided into up-sampled and down-sampled utterances.

The reconstruction errors of the proposed model are summarized in Table 2. The results revealed that when the up-sampling conversion was applied after the down-sampling conversion, the reconstruction error for the “down-sampled” cases was significantly larger than that of the “up-sampled” cases when the down-sampling conversion was applied after up-sampling. This could be attributed to the fact that the information loss during the down-sampling process was larger than that of the up-sampling process. In addition, with an increase in the time–axis dimension, the ratio of the “up-sampled” sentences increased, resulting in a decrease in the overall reconstruction error.
TABLE 2. Change in the reconstruction errors with variations in the time-axis dimension

| Time-axis dimension | Total | Up | Down |
|---------------------|-------|----|------|
| 192                 | 0.891 | 0.320 | 0.892 |
| 384                 | 0.575 | 0.288 | 0.588 |
| 768                 | 0.380 | 0.247 | 0.401 |
| 1536                | 0.252 | 0.245 | 0.290 |

TABLE 3. Reconstruction loss and model specifications of conventional models and the model proposed in this study

|                      | MockingJay | AALBERT | Proposed |
|----------------------|------------|---------|----------|
| Recon. loss (speech) | 0.1824     | 0.2082  | 0.2519   |
| Hidden size          | 768        | 768     | 768      |
| Shared Layers        | No         | Yes     | Yes      |
| FF size              | 3072       | 3072    | 3072     |
| Rep. size            | (L/3, 768) | (L/3, 768) | (512, 768) |
| # of params.         | 22.23M     | 8.051M  | 8.051M   |

FIGURE 4. Histogram of the length of the train-clean-100h dataset (total 28539 sentences, minimum, maximum and mean length of sentences are 1.42, 24.53, and 12.69 s, respectively.)

2) Comparison of the reconstruction performance

The detailed network specifications of the three models and their reconstruction losses when their training was converged are summarized in Table 3. The time–axis dimension of the LN models was set to 1536, which was determined by considering the distribution of the sentence lengths in the LibriSpeech database and the reconstruction loss. As the representation learning model was trained using a self-supervised method, all the data were used for training; however, sentences longer than 1600 frames were excluded. Among the models, MockingJay exhibited the lowest reconstruction loss, which could be attributed to the fact that it had the largest number of parameters and non-shared parameters in the transformer layers. In addition, the model proposed in this study not only showed comparable reconstruction performances to representation of MockingJay and AALBERT model but also extracted regularized latent features from the input signal. As previously stated, in contrast to the MockingJay and AALBERT models, the input sentence length had no effect on the representation vector size of the model proposed in this study. Examples of the input, ground truth, and reconstructed speech features are provided in Appendix A.

3) Downstream task

**Effect of the time–axis dimension on downstream tasks.**

The effect of the time–axis dimension on the downstream tasks was investigated. For the experiments, 80 dimensional mel-filterbank energies were used as the input features. The speaker classification models were set as a single layer feed-forward network for all the cases using a Softmax function. The phoneme recognition task was performed using two simple feed-forward networks (i.e., a linear classifier and a feed-forward model with a single hidden layer). The LN process proposed in this study was not used in the frame-level inference of the phoneme recognition case to limit the amount of information and asynchronization between the frame-level labeled phoneme IDs. The results of the frame-level speaker recognition and phoneme recognition using a linear classifier and single hidden layer classifier are summarized in Table 4.

The experimental results revealed that there was a trade-off relationship between the accuracy of the speaker and phoneme recognition with a change in the time–axis dimension of the upstream models. As the time–axis dimension increases, the phoneme recognition accuracy increases. However, when the time–axis dimension was less than or equal to 384, phoneme recognition performance of the method proposed in this study degraded compared to that of AALBERT for both the linear and single hidden layer classifier classifiers. In contrast to the tendency observed in the phoneme recognition results, the accuracy of the speaker recognition task decreased with an increase in the time–axis dimension. In addition, the accuracy of the up-sampled case was lower than that of the down-sampled case.

This may be attributed to the following reasons: First, as the speaker information does not change within a single sentence, the model focused on the speaker information when long sequences were down-sampled into shorter representations. Second, as phonetic information changed faster than speaker information, the up-sampling process enhanced the encoding of those changes by the model. There was no significant difference between the accuracies of the "up-sampled" and "down-sampled" cases of the phoneme recognition task. In contrast, the accuracy for the "down-sampled" case of the speaker recognition task was significantly higher than that of the "up-sampled" case, indicating that the down-sampling process facilitated the modelling of the speaker information during the pre-training.

**Speaker classification.** A speaker recognition task was performed using conventional speech features and deep learning-based speech representations. For this, four types of features were compared: conventional 80 dimensional mel-
TABLE 4. Performance of downstream tasks with a change in the time-axis dimension (frame-level speaker recognition, phoneme recognition with one hidden layer classifier, and linear classifier)

| Time-axis dimension | Speaker Accuracy (%) | Phoneme Accuracy (%) | Phoneme Accuracy (%) |
|---------------------|----------------------|----------------------|----------------------|
|                     | Total                | Frame                | Hidden               |
|                     | 99.07                | 97.44                | 96.99                |
|                     | 92.88                | 92.88                | 92.88                |
|                     | 93.21                | 93.21                | 93.21                |

TABLE 5. Comparison of the speaker recognition accuracy (train-clean-100h)

|                       | Mel-80 | MockingJay | AALBERT | Proposed |
|-----------------------|--------|------------|---------|----------|
| Sentence (%)          | 81.09  | 99.82      | 99.71   | 99.82    |
| Frame (%)             | 9.14   | 92.51      | 93.21   | 99.07    |
| # of speakers         | 251    |            |         |          |

filterbank energies, representations learned from AALBERT, representations learned from MockingJay, and representation learned from the proposed LN representation model. The time-axis dimension of the LN representation model is set to 1536. Various experiments were conducted on sentence and frame level predictions using the 100 h clean subset of LibriSpeech (i.e., train-clean-100h) by dividing the subset into train, development, and test sets at a ratio of 8:1:1. For the sentence-level predictions, the obtained frame-based representations were averaged, after which the averaged feature was delivered into the speaker classification network. For the frame-level prediction, a speaker ID was predicted in each frame using the represented feature.

Table 5 shows the speaker recognition accuracy of each of the methods for the sentence- and frame-level cases. The time-axis dimension for the proposed model is set to 1536 which showed best performance in previous experiment. For the sentence case, all the systems exhibited high performance. In addition, the representations of the frame-level case from our proposed model achieved an accuracy of 99.07%, which was higher than those from the baseline methods and mel-filterbank features in the train-clean-100h dataset. This could be attributed to the fact that the re-sampling operation enabled the LN representation learning model proposed in this study to handle time-scaled information with various ratios. Consequently, the learned features exhibited better generalization properties in the speaker recognition task.

Fig. 5 shows the t-Distributed Stochastic Neighbor Embedding plot of 24 randomly selected speakers from the train-clean-100h dataset. Ten sentences were randomly selected for each speaker, and their latent representations and mel-filterbank features were averaged in the time domain, which is identical to the process used to obtain the input to the sentence-level speaker recognition task. The results revealed that the latent representations extracted from the proposed model exhibited better speaker separation compared to the mel-filterbank energy features. The latent representations from the same speaker ID from the proposed model were more closely clustered, which corresponded to the higher accuracy of the model on the speaker recognition task.

Phoneme classification. The performance of representations from the proposed model on a phoneme classification task was evaluated. For this, aligned phoneme labels and the train/test split setting from CPC [33] were utilized in the experiments. As the re-sampling operation changed the duration of each segment and resulted in an asynchronization between the frame-wise labeled phoneme IDs, this process was excluded during testing. The time-axis dimension of the proposed model was set to 1536, which provided the best performance in the phoneme recognition task, and the results are summarized in Table 6. Compared to AALBERT, the proposed model exhibited an enhanced performance, which could be attributed to its data augmentation effect. In addition, the model proposed in this study exhibited comparable performance to Mockingjay, which utilized a larger number of parameters, on a linear classifier, and an enhanced performance on the classifier with a single hidden layer.

C. APPLICATIONS: ASR & TTS

In this section, the performance of the unified ASR and TTS system introduced in Section III-B was discussed. The unified ASR and TTS system converted speech spectra into phonetic information in the ASR module and phonetic information into speech spectra in the TTS module in the LN representation domain. To demonstrate the feasibility of the proposed transformation model on a single speaker, experiments were conducted on the LJSpeech database [35], which consists of a 24 h speech recorded by a female English speaker.

For the unified system, first, LN text representations were obtained using the proposed model. Subsequently, the input features of the text representations were obtained using a
TABLE 7. Network architecture of discriminators and generators

| Block | Discriminators | Generators |
|-------|----------------|------------|
| 0     | Conv2d(1, 32, 3, 1, 1) | Down-sampling rate | 1 |
| 1     | Conv2d(128, 64, 3, 2, 1) | # of Layers | 3 |
| 2     | Conv2d(256, 128, 3, 2, 1) | # of attention heads | 12 |
| 3     | Conv2d(512, 256, 3, 2, 1) | Hidden size | 768 |
| 4     | Conv2d(1024, 512, 3, 2, 1) | FF size | 3072 |
| 5     | Conv2d(2048, 1024, 3, 2, 1) | Shared layers | True |

series of one-hot vectors. In addition, phoneme transcriptions predicted by the Montreal ForcedAligner were utilized [26]. The text representation model was trained using the same structure used for the speech representations. The length distribution of the LJSpeech consisted of 13100 sentences, wherein the minimum, maximum and mean length of the sentences were 1.11, 10.10, and 6.58 sec, respectively. Considering the distribution of the sentence lengths and the change in the performance with a change in the length, which was discussed in the previous section, the time-axis dimension of the representation was set to 768. Examples of the reconstructed text features are shown in Appendix A.

Neural vocoder & model setting. For the TTS module, we utilized the pre-trained HiFi-GAN vocoder [31] to synthesize speech waveforms using speech spectra as an auxiliary parameter. In addition, a 64 ms analysis window and 16 ms frame shift were utilized to estimate the spectra, and the minimum and maximum frequencies of the mel-filterbanks was set to 0 and 8000 Hz, respectively. The architectures of the discriminators and generators of the CycleGAN model are summarized in Table 7. The parameters of the convolution layer described in the table are the number of channels for the input, output, kernel size, stride, and padding size. The ASR and TTS generators consisted of three transformer layers that share parameters across the layers.

Because the decoded output of the reference representation was used for the loss, the parameters of the representation models were fixed while training the transformation network. Furthermore, the Adam optimizer with a learning rate of 0.0002 was utilized and trained with a batch size of 8. In addition, to enhance the performance of the model, a scheduled learning was applied to $\lambda_{pred}$. The $\lambda_{pred}$ value was increased from 0.1 to 0.5, then to 0.9, and finally to 0.99 at 10, 50, and 150 k steps, respectively. Furthermore, the setup was empirically determined based on various experiments when the prediction and decoder losses remained constant; however, there was an increase in the total losses owing to the loss term of the generator.

Examples of the representations and decoded speech and text outputs in the unified ASR–TTS system are shown in Fig. 6. In the ASR prediction of the system, the decoded text features from the reference and predicted text representations (Fig. 6 (c) and (d)) were almost identical. In addition, as discussed in the next section, this significantly increases the accuracy of the phoneme recognition in the ASR task. However, the comparison of the decoded mel-spectrograms from the reference and the predicted speech representations of the TTS prediction (Fig. 6 (a) and (b)) revealed the presence of two major artifacts in the predicted sample. One of the artifacts was a smoothed spectrum in high-frequency regions, and the other was an unstable F0 trajectory, particularly in the low F0 regions, which originated from the prediction error in the representation domain. These problems can be addressed by training the entire TTS system (i.e., both the representation learning model and the neural vocoder) in an end-to-end manner, or by adding more network layers to the text-to-spectrum representation prediction process. However, these methods were not included in this study.

Performance of the unified ASR–TTS system. The performance of the unified ASR and TTS model on the LJSpeech database is discussed in this section. The performance of the model for ASR task was evaluated by measuring the frame-wise phoneme error rate (PER). The CMU-based phoneme set [36] was used for training and testing. The
TABLE 6. Results of the ASR-TTS application (‘Extracted’ uses extracted speech or text features, ‘Reconstructed’ uses reconstructed mel-spectrograms or text feature using the proposed length normalized model, ‘Predicted’ uses decoded output from the predicted transformed speech or text representations.)

|                | F0RMSE (Hz) | V/UV Error (%) | LSD (dB) | PER (%) |
|----------------|-------------|----------------|----------|---------|
| **TTS**        |             |                |          |         |
| Extracted      | 3.09        | 0.88           | -        | 0.92    |
| Reconstructed  | 28.81       | 17.02          | 3.00     | -       |
| Predicted      | -           | -              | 3.40     | 1.84    |
| **ASR**        |             |                |          | 7.15    |
| Reconstructed  | -           | -              | -        | 1.84    |
| Predicted      | -           | -              | -        | 7.15    |

The performance of the model for TTS task was evaluated using log-spectral distance (LSD), F0 root mean-square error (F0RMSE), and V/UV classification error rate. LSD measured the distance between the original and predicted mel-spectrogram in a log-scale; F0RMSE measured the distance between the fundamental frequencies of the original and predicted speech; and V/UV error measured the classification accuracy of voice/unvoiced flags in each frame. The voiced/unvoiced error was measured from the V/UV flags obtained from the clean and generated speech, whereas the F0RMSE and LSD were measured using only voiced speech segments.

LSD is measured as follows:

$$D_{LS} = \sqrt{\frac{1}{TK} \sum_{t=1}^{T} \sum_{k=1}^{K} 10 \log_{10} \left( \frac{P(t, k)}{P(\hat{t}, k)} \right)^2},$$

where $P(t, k)$ and $\hat{P}(t, k)$ stand for the ground truth and generated power spectrum, and $t$ and $k$ represent the time and frequency bin index respectively.

F0RMSE is a Euclidean distance between the fundamental frequencies of reference and synthesized speech, and it can be obtained as follows:

$$F0RMSE[Hz] = \sqrt{\frac{1}{T} \sum_{t=1}^{T} (F0_x(t) - F0_{\hat{x}}(t))^2},$$

where $F0_x$ and $F0_{\hat{x}}$ denote the original and the estimated fundamental frequencies, respectively.

The results of the experiments are summarized in Table 8. The ASR module of the unified system achieved a PER of 1.84 and 7.15% on the reconstructed and predicted cases in the test set, respectively, which corresponded to a high phoneme recognition accuracy of 98.16 and 92.85% respectively. In addition, the F0RMSE and V/UV error rate of the TTS module were 5.49 Hz and 6.08%, respectively, when the ground truth mel-spectrograms were used for the pre-trained HiFi-GAN vocoder. The reconstructed mel-spectrogram input case that utilized the decoded output of the predicted representation model as a conditional input for the vocoder exhibited comparable performance to the reference case. In addition, owing to the significantly low reconstruction error of the proposed speech representation model, it had no significant effect on the synthesized speech quality. However, there was a degradation in the performance of the predicted mel-spectrogram case that utilized the decoded output of the predicted speech representation (i.e., 3.40 dB of LSD and increased F0RMSE and V/UV error rate), which could be attributed to the artifacts mentioned in the previous subsection.

To investigate the performance of the system in a multi-speaker environment, additional experiment was conducted on LibriSpeech dataset. The train-clean-100h database was used for the training and test-clean was used for testing. The performance of the multi-speaker TTS system was not measured because the speaker embedding layer is not included in the proposed framework. The frame-wise PER of the recognition model for the reconstructed and predicted cases was 1.07 and 22.32%, respectively, indicating a degradation in the performance of the model compared to the that of the LJSpeech case. However, owing to the fact that fewer training data were used in the system compared to typical ASR scenarios (960 h), and that a language model was not used, the performance of the system can be further enhanced.

Although the quality of the synthesized speech from the TTS module was not comparable to that of modern state-of-the-art systems, the results were expected owing to the experimental settings used in this study. In addition, as the parameters of HiFi-GAN were not updated jointly while training the ASR and TTS generators, we believe that there were significant mismatches between the characteristics of the generated mel-spectrograms and those of the ground truth auxiliary mel-spectrogram features that the neural vocoder was previously trained on. As previously stated, this performance degradation can be addressed by training the entire system, including the neural vocoder, in an end-to-end manner or by including additional network layers during the TTS prediction process. However, these measures were not employed in this study because this study was not aimed at achieving a state-of-the-art TTS performance. In contrast, this study aimed to demonstrate the practicability of the LN representation learning process proposed in the study on a unified S2S generation framework without using any recurrent processes.

V. CONCLUSION

In this study, we proposed a LN representation learning method that can encode arbitrary length sequences into fixed-shape representation vectors in a self-supervised manner. Unlike traditional attention-based encoder–decoder models, the proposed method can output representations for entire input sequences without using an auto-regressive process, which enabled the parallelization of the decoding process. The proposed method was applied to speech and text data, and it exhibited comparable performance to conventional transformer-based representation learning methods on a reconstruction task. In addition, the proposed representation achieved better performance on downstream tasks, such as speaker and phoneme recognition, which could be attributed to the effect of the augmentation effect from the training process on the time-scale of the input sequences. The representation vectors were applied to build a unified ASR and TTS system, which was trained using a CycleGAN style...
framework, which demonstrated a strong performance on the ASR part of the system and exhibited potential to generate high-quality synthesized speech on the TTS part.

**APPENDIX. EXAMPLES OF THE RECONSTRUCTION TASKS**

Fig. A.1 shows the masked, ground truth, and predicted mel-spectrogram outputs from the proposed model and AALBERT. These spectrogram examples are provided to visually compare the degree of difference in the reconstruction ability of both models. As shown in Fig. A.1 (a), which shows the input of the model, vertical masks that block the entire frequency band at specific times are randomly distributed. These masked regions are almost perfectly reconstructed from the remaining unmasked information in both proposed LN representation model and AALBERT model, as shown in the reconstructed spectrum. This indicates that there is no significant difference between Fig. A.1 (b) and (c), which show the ground truth and predicted output of the proposed model, respectively. In addition, considering the dynamic range of the speech features, the comparison of Fig. A.1 (c) and (d) reveal that there is no significant difference in the reconstruction loss of the two systems, which is listed in Table 3.

Fig. A.2 shows examples of the input, ground truth, and reconstructed text features. The text feature was derived from the phoneme transcription, which was predicted from the Montreal Forced Aligner. Subsequently, the feature is converted into a one-hot vector depending on the phoneme ID, as shown in the Fig. A.2 (b). The horizontal and vertical axes correspond to the frame index and phoneme class ID, respectively. When the time–axis dimension was 768, the reconstruction loss of the LN text representation learning model was 1.59e-3. Compared to the speech representation model, training was significantly harder in the proposed model owing to the discontinuous characteristics of the text features. Moreover, our preliminary experiments revealed that the details of the text features cannot be restored if the reconstruction loss is greater than 0.01. In these situations, only silence and vowels with long duration can be successfully reconstructed. In the final version of the text representation model, similarly to the results on speech representations, the proposed model enabled the accurate retrieval of the masked information in the reconstructed text features.
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