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Abstract

Massive data from software repositories and collaboration tools are widely used to study social aspects in software development. One question that several recent works have addressed is how a software project’s size and structure influence team productivity, a question famously considered in Brooks’ law. Recent studies using massive repository data suggest that developers in larger teams tend to be less productive than smaller teams. Despite using similar methods and data, other studies argue for a positive linear or even super-linear relationship between team size and productivity, thus contesting the view of software economics that software projects are diseconomies of scale.

In our work, we study challenges that can explain the disagreement between recent studies of developer productivity in massive repository data. We further provide, to the best of our knowledge, the largest, curated corpus of GitHub projects tailored to investigate the influence of team size and collaboration patterns on individual and collective productivity. Our work contributes to the ongoing discussion on the choice of productivity metrics in the operationalisation of hypotheses about determinants of successful software projects. It further highlights general pitfalls in big data analysis and shows that the use of bigger data sets does not automatically lead to more reliable insights.

1 Introduction

Empirical research across disciplines is nowadays driven by the availability of big data and methods to process and analyse them efficiently. In empirical software engineering, massive data from software repositories and online collaboration tools are widely used to investigate social and human aspects in software development. This intersects with computational social science, which uses big data to test hypotheses about individual and collective human behaviour originally developed in sociology, social psychology, or organisational theory. Data-driven studies of developer productivity in large software projects are an exemplary case of how research in empirical software engineering can advance computational social science. The question of how factors like, e.g., team size, influence the productivity of team members was already addressed by Maximilien Ringelmann [44] in 1913. In social psychology, his finding that individual productivity tends to linearly decrease with team size is known as the Ringelmann effect. In software project management, a similar observation is famously paraphrased as Brooks’
Here, the anecdote that "adding manpower to a late project makes it later" captures that the overhead associated with growing team sizes can reduce team efficiency. Studies of collaborative software projects found evidence for a strong Ringelmann effect for different team sizes, programming languages, and development phases [7, 13, 32, 36]. Other studies, however, found a positive linear or even super-linear relationship between the size of a team and the productivity of its members [31, 39, 49].

The fact that different works studying the same research question yield qualitatively different results, despite applying similar methods to data from similar or even identical sources, should concern us. Referring to the massive number of projects, commits, or developers covered in their studies, authors often corroborate their findings by the size of the data used to obtain them, thus implying that the analysis of bigger data automatically yields more reliable insights. This points to an important general issue relevant for empirical research beyond software engineering: Apart from advantages in terms of coverage, resolution, or statistical confidence, the use of big data also introduces new threats for the validity of results. To address this issue, in this work, we explore four challenges in the analysis of big data. We study those challenges in a massive GitHub data set and argue that they are likely to explain conflicting results on the Ringelmann effect that were reported in recent works.

A first challenge is the quality of big data that, rather than being carefully collected and curated to address a specific research problem, are often incidentally generated as "digital exhaust" of large online platforms. In empirical software engineering, this holds for massive data on software repositories harvested from online platforms like, e.g., GitHub or SourceForge. While massive repository data promise insights into universals of collaborative software development, they are known to suffer from various quality issues. These originate, e.g., from the inclusion of repositories that do not relate to software projects, projects whose development history is only partially represented in the data, or ambiguities that hinder the reliable identification of developers [6, 14, 26, 27]. This poses particular problems for studies addressing the effect of team size on developer productivity, which require reliable data on collaborative projects that provide a complete picture of development actions attributable to individual team members.

A second challenge is population validity, which determines whether findings obtained in a given data sample can be extrapolated to a larger population. On the one hand, for reasons of computational efficiency, researchers often base their results on a subset of the observations available in massive data, which can introduce biases that question population validity. On the other hand, we can not necessarily avoid such biases by using all available data since population validity depends on the population for which we want to answer a given research question. In massive repository data, using full information on all GitHub projects may be justified if we want to answer a question about the population of GitHub projects. However, if we use data on GitHub to obtain generalisable findings on how the size of software development teams affects the productivity of team members, we must carefully select projects to avoid biased samples in which either small or large teams are overrepresented.

A third challenge is construct validity, which includes the issue that rich and big data provide various options to operationalise research questions or hypotheses. Whether or not the specific operationalisation chosen by a study is valid to address a research question is an important issue that influences the validity of results. In the context of developer productivity, data on software repositories is an example of high-dimensional and time-resolved data. In such data, productivity can be measured in various ways, and analyses can be applied for
different levels of temporal aggregation, which is likely to affect the results.

Finally, **omitted-variable bias** is a fourth challenge that limits the reliability of findings if relevant variables are excluded from an analysis. Technically, this is a general challenge that is not due to the characteristics of big data. We nevertheless consider it in our work because high-dimensional data are likely to contain variables that can be used to address this issue. In the context of Brooks’ law, we can think of multiple explanations for an observed relationship between, e.g., the size of a team and the productivity of its members. One explanation could be a causal mechanism by which growing team size influences developer productivity, e.g., by reducing or increasing the motivation of team members. An alternative explanation could be an additional variable related to the size of a team and developers’ productivity, such as e.g., the collaboration structure of a team. A lack of control for such variables not only introduces biases in the inference of the actual relationship between variables of interest. It can also lead to the identification of spurious cause-effect relationships that negatively influence decision-making.

The four challenges summarised above question both the internal and external validity [9] of empirical research in software engineering, which can explain why works studying the same question in the same data arrive at different conclusions. Focusing on the operationalisation of Brooks’ law, in this work, we show how to address them in massive GitHub data. Our contributions are as follows:

- **To address the challenges of data quality and population validity**, we create a large, curated data corpus on Open Source Software (OSS) projects that facilitates the study of the influence of team size on both individual and collective productivity. The projects included in this corpus are systematically chosen based on (i) transparent filtering criteria that avoid common perils in GitHub mining [26] and (ii) a stratified sampling that supports unbiased analyses of the impact of team size on developer productivity. We make both our corpus and the pipeline to filter, sample, and process data based on GHTorrent [15], a database freely available for researchers.

- **To address construct validity**, we systematically compare metrics for developer productivity in the data corpus created above. Acknowledging that productivity is a multi-dimensional phenomenon, we select a set of eight code- and commit-based productivity measures. We study their cross-correlation to answer which of the measures are likely to be interchangeable and which capture independent dimensions of productivity.

- **Addressing omitted-variable bias**, we finally study to what extent changes in productivity can be causally explained by the collaboration structure of projects rather than team size. Building on a recently developed method to construct time-evolving co-editing networks based on git repositories [12], we investigate eight network metrics whose choice is rooted in social capital theory. We study the cross-correlation of those metrics to identify which of them capture independent dimensions.

- **We apply our methods to study the Ringelmann effect in collaborative software development based on the corpus and methods developed above.** We find a strong and significant negative relationship between team size and individual productivity that can be explained based on changes in the collaboration structure of software teams. We further show that a failure to account for the challenges outlined above can lead to spurious results that suggest a positive relationship.
In summary, we study challenges that can explain the disagreement between recent studies of developer productivity in massive repository data. We further provide, to the best of our knowledge, the largest, curated corpus of GitHub projects tailored to investigate the influence of team size and collaboration patterns on individual and collective productivity. Our work contributes to the ongoing discussion on the choice of productivity metrics in the operationalisation of hypotheses about determinants of successful software projects. It further highlights general pitfalls in big data analysis and shows that the use of bigger data sets does not automatically lead to more reliable insights.

2 Systematic Construction of Data Corpus

We first introduce a framework to select and mine projects from GitHub that can be used to address the first two challenges of data quality and population validity. We use it to systematically sample 201 OSS projects covering the entire range of team sizes on GitHub. We further extract time-stamped editing events that we use to investigate whether collaboration structures can explain team productivity.

2.1 Data quality

To select suitable projects from GitHub, we propose the project selection and sampling pipeline shown in Figure 1. As a first step, we need to gain access to the information required to apply our selection criteria. Because GitHub’s REST API is rate-limited to 5,000 requests per hour\(^1\), retrieving the metadata of more than 100 million repositories hosted on GitHub\(^2\) becomes untenable. We, therefore, use the database made available by the GHTorrent project\(^3\), which has crawled most of GitHub’s REST API using donated API keys. We use the latest available dump from June 2019 that contains data on a total of more than 125 million repositories.

As a second step, we determine which projects in the GHTorrent database are suitable to study collaborative OSS development. It has already been reported by the authors of \(^2\) that the majority of projects on GitHub are either personal, inactive, or very small and should be excluded when analysing collaborative software development. We adopt the filtering criteria proposed by the authors of \(^2\), namely excluding repositories with a single developer, fewer than 50 commits, or a span of fewer than 100 days between the first and last commit in the repository. The resulting data set reduces to around 4.5 million OSS projects, i.e., 3.6% of all GHTorrent repositories. In other words, following \(^2\), at least 96.4% of the repositories in the latest GHTorrent database are not suitable for studying collaborative software development.

As a second step, we determine which projects in the GHTorrent database are suitable to study collaborative OSS development. It has already been reported by the authors of \(^2\) that the majority of projects on GitHub are either personal, inactive, or very small and should be excluded when analysing collaborative software development. We adopt the filtering criteria proposed by the authors of \(^2\), namely excluding repositories with a single developer, fewer than 50 commits, or a span of fewer than 100 days between the first and last commit in the repository. The resulting data set reduces to around 4.5 million OSS projects, i.e., 3.6% of all GHTorrent repositories. In other words, following \(^2\), at least 96.4% of the repositories in the latest GHTorrent database are not suitable for studying collaborative software development.

As a second step, we determine which projects in the GHTorrent database are suitable to study collaborative OSS development. It has already been reported by the authors of \(^2\) that the majority of projects on GitHub are either personal, inactive, or very small and should be excluded when analysing collaborative software development. We adopt the filtering criteria proposed by the authors of \(^2\), namely excluding repositories with a single developer, fewer than 50 commits, or a span of fewer than 100 days between the first and last commit in the repository. The resulting data set reduces to around 4.5 million OSS projects, i.e., 3.6% of all GHTorrent repositories. In other words, following \(^2\), at least 96.4% of the repositories in the latest GHTorrent database are not suitable for studying collaborative software development.

As a second step, we determine which projects in the GHTorrent database are suitable to study collaborative OSS development. It has already been reported by the authors of \(^2\) that the majority of projects on GitHub are either personal, inactive, or very small and should be excluded when analysing collaborative software development. We adopt the filtering criteria proposed by the authors of \(^2\), namely excluding repositories with a single developer, fewer than 50 commits, or a span of fewer than 100 days between the first and last commit in the repository. The resulting data set reduces to around 4.5 million OSS projects, i.e., 3.6% of all GHTorrent repositories. In other words, following \(^2\), at least 96.4% of the repositories in the latest GHTorrent database are not suitable for studying collaborative software development.

We further improve on these filtering criteria in the following two ways. First, GitHub is frequently used for applications not related to software development, such as free file storage or web hosting \(^2\). Our own analysis revealed a substantial number of popular repositories\(^4\) not representative of collaborative software development, e.g., tutorials on git, code snippet repositories, or git-based "clocks", which are updated with a new commit every second. Excluding these repositories is crucial to avoid misleading results.

\(^1\) as of June 2020
\(^2\) popular judged by a high count of forks, commits, developers, or stars
Second, as a result of the functionality to fork any public repository, GitHub contains a substantial amount of repositories that are in large parts exact copies of other projects. We drop all repositories that are designated as forks to avoid biases from analysing the same commit history multiple times.

After applying these two additional filtering steps, we retain a list of around 1.8 million original and collaborative projects, which is only 1.4% of all repositories in GHTorrent. This underlines the importance of proper data selection when analysing collaborative software development on GitHub.

2.2 Population validity

Besides projects that are original and collaborative, our study on team productivity requires projects that fulfil additional conditions regarding their (i) activity, (ii) size, and (iii) purpose, i.e., collaborative projects for developing software (step 3 in Figure 1).

**Project activity.** To avoid issues that could arise from mixing active projects with those where development has ceded long in the past, we focus on projects that are actively developed at the time of our study. We regard a project as active if the last commit was made after May 2020. To ensure this, we take a two-fold approach: we first select projects from GHTorrent that have a recorded commit activity after May 2019. In a subsequent step, we then use the GitHub REST API to filter those projects that additionally have a recorded commit after May 2020.
Table 1: Number of projects with different team size ranges. All given team size ranges include the outer values. Team sizes are computed based on the data available in GHTorrent.

| Team Size | Projects | Tot. | Sel. |
|-----------|----------|------|------|
| 2 – 4     | 95,763   | 19.00|      |
| 5 – 8     | 33,027   | 27.00|      |
| 9 – 15    | 17,221   | 26.00|      |
| 16 – 30   | 10,027   | 27.00|      |
| 31 – 58   | 3,499    | 27.00|      |
| 59 – 115  | 1,476    | 25.00|      |
| 116 – 226 | 665      | 16.00|      |
| 227 – 443 | 231      | 13.00|      |
| 444 – 871 | 102      | 15.00|      |
| 872 – 1,711 | 28    | 6.00|      |

Project size. To facilitate an unbiased sampling of projects based on team size, we first need to determine the size of a development team. For OSS projects without formal team memberships, this is a challenging task. The authors of [46] found that the probability of making future contributions to an OSS project drops below 10% after an inactivity of approx. 42 weeks. Based on this finding, we compute the size of an OSS development team at time $t$ by counting all developers who committed within a moving time window of 294 days, i.e., between $t - 294$ days and $t$. Thus, to compute a team size, projects need to have existed for at least 294 days, increasing the requirements beyond the 100 days considered by the authors of [26].

Table 1 shows the number of projects for different team sizes, where team size is computed for the latest available 294-day time window. The project counts are reported for ten log$_2$-spaced strata, which yields a distribution where the team size roughly doubles for each consecutive stratum. The resulting distribution is right-skewed, where the vast majority of projects have small team sizes. A uniform sample from the complete set of projects would thus primarily select small projects, which would fail to cover a broad spectrum of team sizes. To remedy this, we sample 28 projects from each stratum, where 28 is the size of the stratum with the fewest projects.

While sampling, we ensure that all sampled projects are software development projects and continue to be actively developed at the time of mining. We further remove duplicate projects that originate from manual clones of other repositories. We achieve this by applying the following selection criteria:

Project purpose. To identify a project’s purpose, we query the GitHub REST API to obtain the most recent information on all considered projects. We first ensure that all sampled projects are software development projects and continue to be actively developed at the time of mining. We consider a project as a software development project if at least 75% of the code in the repository is written in the 17 programming languages supported by the code analysis tool lizard [62]. In total, the languages supported by lizard account for over 85% of the code submitted to GitHub [4].

Deduplication. Finally, our set of projects still contains duplicate repositories that originate from manual clones pushed to a different repository rather than using the fork mechanic recorded in the GHTorrent data. Removing these clones is an important challenge when selecting repositories for analysis, and independent data sets listing duplicate repositories have been developed [50]. Unfortunately, these data sets were not yet available.
at the time of our analysis. Therefore, we manually removed the clones, retaining the original project that was cloned.

The two selection criteria require us to query the GitHub REST API or perform manual filtering, respectively. Due to the API’s rate limit, this means that neither can be performed at large scale before sampling projects. Instead, they need to be performed during the sampling process. We treat all strata equally and apply the additional selection criteria to the sampled 28 projects from each stratum. As shown in the final column of Table 1, this yields between 6 and 27 projects for each of the ten strata, resulting in a total of 201 projects with a total of more than 100,000 developers and over 3 million commits (step 4 in Figure 1). Overall, we obtain relatively similar project counts for all strata, except for the strata with largest and smallest team sizes.

2.3 Mining co-editing networks from git repositories

We mine all edits and co-edits for the full history of the 201 projects using the Open Source Python tool git2net [12]. Besides co-editing relations, we also extract both commit- and code-based productivity measures. To this end, we apply lizard [62] and an optimised version of multimetric [57] to the source code before and after each change. Obtaining highly granular information on the development process of over 200 OSS projects requires substantial computational resources, in our case, over 1 million CPU-hours. Therefore, we perform all computations on 256 compute cores within a time frame of over six months on the ETH Zurich scientific compute cluster Euler.

An additional challenge in the analysis of git repositories is the need to disambiguate commit authors. This step is necessary as developers can make contributions using different credentials, e.g., due to spelling errors in usernames or the use of nicknames. Considering different aliases as different users would lead us to overestimate the team size and underestimate the productivity of developers with multiple aliases. We thus use the recently proposed tool gambit [14] to disambiguate all developers in all repositories.

Upon manual inspection, we found that some projects contain very large commits originating from code imports or automated code refactoring tools. Such, mostly automated, commits are not representative for the coordination requirements between developers. However, due to their size, they could lead to a bias our subsequent analysis. Therefore, as a final data cleaning step, we drop outliers by excluding all commits outside the 2.5th and 97.5th percentile regarding their total Levenshtein distance.

A complete list of projects as well as anonymised raw data of all projects considered in our analysis is archived on zenodo.org [3].

3 Operationalising Productivity and Collaboration Structure

To study how team size affects the productivity of OSS projects, we need to operationalise (i) the size of OSS teams, and (ii) the productivity of OSS teams. In addition, we aim to understand how coordination between different team members affects this relation. Therefore, we need to also operationalise (iii) the collaboration structure of OSS teams.

[3]https://doi.org/10.5281/zenodo.5294964
Table 2: Productivity measures considered in this paper. All measures are evaluated over a time window of length $\Delta t$ and normalised by the team size (TS).

| Measures      | Formula                                      |
|---------------|----------------------------------------------|
| Commit-Based  | Commins $/\Delta t / \text{TS}$             |
| Events        | Lines added, modified, or deleted $/\Delta t / \text{TS}$ |
| LevD          | Characters modified $/\Delta t / \text{TS}$  |
| Code-Based    | NLOC lines of code changed $/\Delta t / \text{TS}$ |
|               | Tokens change in number of tokens $/\Delta t / \text{TS}$ |
|               | Funcs change in the number of functions $/\Delta t / \text{TS}$ |
|               | CycC change in cyclomatic complexity $/\Delta t / \text{TS}$ |
|               | HalEff Halstead effort to make changes $/\Delta t / \text{TS}$ |

We base our operationalisations of all three concepts on the edits and co-edits observed within non-overlapping 42-week time windows. As discussed in Section 2.2, the choice of 42 weeks is motivated by [46] who found that after this time, the probability of a developer making future contributions to a project is less than 10%. Ensuring that the time window is divisible by full weeks is essential to ensure that the weekly productivity patterns present on GitHub [11] do not bias our results.

In the next three sections, we will discuss each of the operationalisations in detail.

3.1 Team size

OSS projects utilise the principles of open collaboration to create new software. This means that they rely on contributions of loosely coordinated participants, who differ significantly regarding the size of their contributions. Contributors can further join and leave the team at any time. Due to this method of collaboration, no organised ledgers listing the members of OSS teams exist. This makes operationalising the size of such teams non-trivial.

The consensus of prior literature is that all individuals contributing to an OSS project should be considered as team members [54]. With this work, we study the production of code artefacts. Therefore, we operationalise team size as the count of all individuals who contribute code to a project within a given time window. This includes all developers adding, modifying, or removing code from the project’s codebase.

3.2 Productivity measures

Before discussing how we operationalise team productivity, we need to precisely define this term. Productivity captures one aspect of the broader concept of team effectiveness. Here, team effectiveness is defined as (i) the productive output of the work group, (ii) the effectiveness of processes to maintain the team’s capability in the future, and (iii) the satisfaction of group member’s personal needs [18, p. 323]. With our study on team productivity, we focus on the first aspect. Specifically, we assess the input-output relation considering the size of the code changes made by an OSS development team as a function of the team’s size.

To operationalise team productivity, we need to define measures that allow us to capture the size of a change in a project’s codebase. For this, many different measures have been proposed in the literature. Addressing construct validity, we consider eight productivity measures and investigate the extent to which they provide independent
Figure 2: Productivity measures applied to three consecutive versions of an exemplary Python file. In the grey boxes, we report the productivity associated with creating each version of the file from scratch. In the green boxes, we show the productivity related to the changes observed between the versions. We assume that each new version was created in a single commit. All tokens are highlighted. Tokens that are operands and operators are printed in blue and red, respectively. All other tokens are printed in purple. Individual functions are indicated by yellow bars. For the computations in the example, we assume Δt = TS = 1.

information on the construct of productivity. We further carefully investigate and assess how these measures interrelate.

We categorise our eight productivity measures as commit- or code-based measures [42]. Commit-based metrics rely solely on the size of the changes within a repository, e.g., the number of commits, the number of changed lines, or the number of modified characters. Commit-based productivity measures require low computational effort and are independent of the programming language used in a repository. However, by not assessing the content of a repository’s code, they do not allow us to distinguish, e.g., between lines of code or comments that are added. Therefore, we also consider code-based measures that take these aspects into account. These include measures based on the number of modified lines of code (NLOC), the number of code tokens or functions, changes in McCabe’s cyclomatic complexity [55], or the Halstead effort [19]. We provide a complete overview of the productivity measures considered in our study in Table 2. We compute productivity for each time window and normalise the productivity by the respective team size (TS).

To illustrate how different productivity measures can introduce the challenge of construct validity, consider the exemplary Python code shown in Figure 2. We start with version one of a file that contains three lines of text with a total of 53 characters (whitespaces included). Creating this file from scratch would require three line modification events. We have highlighted all code tokens. To compute the Halstead effort, we need to distinguish between tokens that are operands and operators. These are highlighted in blue and red, respectively, whereas all other tokens are printed in purple. In total, we have 12 tokens. With a and b, the code contains ρ2 = 2 distinct operands that appear a total of N2 = 4 times. We further have N1 = 6 operators that are all different from each other (i.e. η1 = 6). The Halstead effort to create this file is thus defined as $E = (N_1 + N_2) \cdot \log_2(\eta_1 + \eta_2) \cdot \frac{\eta_2}{2} \cdot \frac{N_2}{N_1} = 180$. Finally, the file only has one function without any branches resulting in Functions = CycC = 1.

With the first modification, we add a second function implementing the multiplication of two values. The bottom-left green box in Figure 2 shows the productivity of this change. The code-based productivity measures
are computed as the productivity difference to create the two consecutive versions of the file. For the commit-based measures, the contents of the two files are compared directly. With the second modification, we merge the two functions into one. Despite the increase in characters, the token and function counts and the Halstead effort of version three are lower than those of version two. If measures such as the number of functions or the cyclomatic complexity were to only increase, this would make the code difficult to maintain and prone to bugs [3, 51]. Therefore, we also consider contributions reducing code complexity, e.g., by consolidating functions or refactoring code, as productive. We achieve this by computing the productivity of a modification as the absolute value of the productivity values to create the versions before and after the observed change.

This simple example shows that our eight productivity measures can yield considerably different results. This prompts the question of which measure we should use as a target variable that we seek to explain through the set of features identified above.

We address this question in an exploratory study analysing the 201 OSS repositories in our corpus. For this, we split time-series data into non-overlapping 42-week time windows. We then compute our productivity measures and drop all time windows in which a team was inactive, i.e., for which we observe a productivity of zero, yielding a total of 1,188 observations. We find that the distributions of all productivity measures are highly skewed. Therefore, we log-transform all skewed measures such that the resulting distributions resemble a normal distribution.

Figure 3a shows the Pearson correlation between all productivity measures. We find values larger than 0.9 between all productivity measures except for the number of commits and Halstead effort. This suggests that the change in both characters and tokens is similar to the change in lines. We further find that the number of functions and cyclomatic complexity are positively correlated, both changing with the number of lines. With values between 0.7 and 0.8, correlations are considerably smaller for the number of commits and Halstead effort. This indicates that commits differ considerably in terms of their size, i.e., with regard to the number of characters, lines, tokens or functions modified with the commit. Halstead effort is unique among the considered productivity measures as, next to the total amount of code, it also considers the size of the vocabulary used. Therefore, slower vocabulary growth compared to the total amount of code could explain the observed smaller correlation with other measures.

In conclusion, all considered productivity measures have different motivations. Some analyse the source code at various levels of detail while others aggregate information at the level of lines or commits. Despite those differences and the strong differences shown in the example in Figure 2 in our corpus of projects, and when computing average developer productivities across teams, all productivity measures are highly correlated.

### 3.3 Collaboration networks of OSS teams

Addressing the challenges of omitted-variable bias, we explore how the collaboration structure of teams might modulate team productivity. In this way, we capture team characteristics beyond mere team size, highlighting additional variables that we need to control for when studying Brooks’ law in rich data. The inclusion of additional measures capturing collaboration structure was motivated by [46], which found that a team’s network structure affects the slope of the relation in their data. Therefore, for this work, we consider network-based measures that fit this prior work. In addition, we also include software-engineering-specific measures.
Specifically, to capture characteristics of different aspects of the collaboration structures of development teams, we use measures that we compute on the co-editing network constructed for our non-overlapping 42-week time windows. In these co-editing networks, nodes represent different developers and edges $A \rightarrow B$ represent events where developer $B$ modifies a line of code last edited by $A$. The direction of the edge indicates the change of line ownership from $A$ to $B$. Multiple co-editing events between two developers are represented as multi-edges between nodes. Developers editing their own code are captured as self-loops. In the following, we present eight measures that can be used as control variables to explain the relation between team productivity and team size. For formal definitions, we refer to [40].

**Number of nodes (N).** The number of nodes in the co-editing network counts all developers that actively edited code or whose code was edited. The number of nodes is always greater than or equal to the team size.

**Number of edges (Edges).** The number of edges counts the co-editing events within a time window.

**Density (Dens).** The density captures the proportion of potential edges present in a network. We compute the density based on the flattened network, in which multi-edges between two nodes are substituted by a single edge.

**Diameter (Diam).** The network’s diameter is given by the length of the longest shortest path between any pair of nodes.

**Clustering Coefficient (ClustC).** A node’s local clustering coefficient is computed as the fraction of pairs of neighbours that are connected by an edge. The global clustering coefficient is obtained as the average local clustering coefficient across all nodes in the network. Networks with small diameter and large clustering coefficient exhibit the so-called small-world property. Links that connect different clusters in a network lead to low diame-

---

**Figure 3:** Results of exploratory study on team productivity and collaboration structure. a) Pearson correlation between the transformed productivity measures. b) Pearson correlation between the transformed network measures. Clusters between the measures are marked. c) Cross-correlation (Pearson) between the transformed network and productivity measures.
ters, even for networks with many nodes. The small-world property is directly related to navigability, knowledge transfer and social capital within social networks [16, 37].

**Mean Indegree (InD).** In the flattened co-editing network, the indegree of a node $i$ indicates the number of developers whose code has been edited by $i$.

**Mean Foreign Modification Ratio (FModR).** A recent work shows that the productivity of developers is significantly reduced if they edit code owned by other developers compared to editing their own code [13]. We account for this using the foreign modification ratio, which we compute as the fraction of all co-editing events where the developer edits code owned by another developer. We obtain the number of all co-edits of a developer $i$ as $i$’s indegree, and the number of co-edits where $i$ edit foreign code as the count of all edges to $i$ that are not self-loops. The mean foreign modification ratio of the team is obtained as the mean foreign modification ratio of all team members.

**Eigengap (EigG).** Finally, the eigengap, also referred to as spectral gap, of a network captures the efficiency of dynamical processes on the network. Networks with larger eigengaps support fast spreading, diffusion and synchronisation, which can be interpreted as a proxy for the efficiency of information exchange and consensus schemes. We compute the eigengap for the largest connected component of the network.

The definitions above enable us to capture the collaboration structure of software development teams in a multi-dimensional feature space. Similar to the productivity measures, we find that the distributions of some network measures are highly skewed. Therefore, we again apply logarithmic or square-root transformations. We report the applied transformation for all measures throughout the remainder of this manuscript.

We next aim to select a minimum set of features that capture independent dimensions of collaboration networks. For this, we study pair-wise correlations between all features, identify clusters of highly correlated features, and select one representative feature per cluster. While we could instead use dimensionality reduction techniques like principal component analysis, our approach provides the advantage that it allows us to analyse interpretable network features rather than principal components.

Figure 3b shows the Pearson correlation between all pairs of network measures. A first visible cluster in the upper-left quadrant contains team size, the number of nodes, and the network diameter, which all show a strong positive correlation. In addition, network density is strongly negatively correlated with all three. Thus, the relative number of co-editing interactions goes down for larger teams, leading to the distance between the two furthest team members in the co-editing network to increase. The second cluster contains clustering coefficient, mean indegree, and eigengap, which are all positively correlated. Thus, in teams where everyone interacts with many different team members we obtain a network structure in which information can spread more quickly throughout the team. The third cluster contains only the mean foreign modification ratio, which quantifies how much other developers’ code is edited within the team. For all downstream analyses, we select team size (TS), mean indegree (InD) and the foreign modification ratio (FModR) from the set of network measures, i.e., we use one measure from each cluster.
We finally consider cross-correlations between the network and productivity measures shown in Figure 3c. The results of this analysis confirm that all productivity measures exhibit very similar correlations to the network metrics.

Overall, with the results from our correlation studies, we confirm and extend the prior findings on the relations between social network measures for OSS projects [1, 53] and the relations between classical source code metrics [20, 28, 32, 58] for a broader set of measures and in our novel and significantly more extensive corpus of projects designed to study the productivity of OSS development teams.

4 Testing Brooks’ Law in Massive GitHub Data

We now address the ongoing scientific discourse on the relationship between team size and productivity [39, 47, 49]. For this, we apply linear and polynomial regression models to different productivity target variables, where we additionally use the network metrics identified in section Section 3.3 as control variables.

Figure 4a shows the productivity per team member as a function of team size, exemplified for a productivity measure based on cyclomatic complexity. We fit a linear (CycC ∼ TS) and a polynomial model with maximum degree two (CycC ∼ TS + TS^2) to our data. The linear model enables us to infer a possible relationship between team size and productivity. The model CycC ∼ TS + TS^2 is the basis to test for the existence of an optimal team size, which is captured by the existence of a global maximum of the quadratic function.

The linear model yields a significant negative relationship between TS and productivity, as reported in Table 3a. Similarly, as shown in Table 3b, we find a significant negative coefficient for TS^2 for the quadratic model. This means that, on average, individual productivity decreases with team size.

That said, all coefficients for TS in the quadratic models are positive, and the coefficients for CycC and HalEff are also significant. This means that these models can be represented as inverted parabolas, e.g., as shown by the red curve for CycC in Figure 4a. The maxima of the parabolas for CycC and HalEff provide some evidence for an optimal team size of 7 or 19 team members, respectively, which is roughly in line with the optimal team size of 9 suggested by [45]. However, we argue that the key insight of this result is not the exact team size for which the...
maximum is reached, which is likely an artefact of the simplified model used for our analysis. Instead, the key insight is the possible increase in individual productivity for very small teams—compared to the analysed range from 2 to 1,711 members—with decreases thereafter. Due to the large amount of remaining variance and the small slope of the parabola around the maximum, interpreting a specific number as optimal team size is likely to be misleading. We further note that for the regression analyses using the remaining productivity measures as target variables, the coefficient for team size is insignificant. Hence, despite the coefficients being consistently positive, these models do not provide sufficient statistical evidence to conclude an increase in individual productivity even in small teams, resulting in an overall negative relation between productivity and team size.

Importantly, the models considered so far only partially explain the variance in the relationship between productivity and team size. This can be seen from the low $R^2$ values of less than 15% in Table 3a and b. Moreover, Figure 4a shows that, especially for small teams, the productivity of team members varies over four decades. This suggests that additional aspects other than team size have a substantial influence on the productivity of developers. We thus consider regression models that additionally control for the network features identified in Section 3.3. Specifically, we add the mean number of interaction partners per team member (InD) and the average amount of edited foreign code (FModR) as additional variables in our regression models.

As shown by the $R^2$ values in Table 3c, the regression models that include InD and FModR explain close to half of the variance in the productivity observations. We further again find a negative relationship between team size and productivity for all five operationalisations. Assuming constant InD and FModR, the regression results suggest that by doubling the size of a development team, we reduce the average productivity of team members by between 22% and 30%. Notably, a higher mean indegree is accompanied by higher productivity. Moreover, the foreign modification ratio has a strong negative relationship with productivity.

Adding a quadratic term ($T S^2$) to the model, i.e.,

$$\text{PROD} \sim T S + T S^2 + \text{InD} + \text{FModR},$$

we find that contrary to before, the coefficient of team size remains negative and significant while team size squared is insignificant (see Table 3d). Thus, the non-linear relationship between productivity and team size found in Table 3b does not persist when accounting for the mean indegree and foreign modification ratio.

In conclusion, in a large-scale study using 201 collaborative GitHub projects sampled in a systematic and unbiased fashion across different strata of team sizes, we confirm the negative relationship between team size and productivity found by prior studies. This negative relationship is robust against the choice of productivity measure and persists when controlling for the team’s collaboration structure. Only considering team size as a predictor, our data provide some evidence for an optimal team size of 7 or 19 members for two of the eight operationalisations of productivity. However, for six out of eight productivity measures, the optimal productivity per team member is reached for a team size of one. This finding is further supported by the fact that the squared team size has no significant relationship when controlling for other network measures.

As mentioned above, our results suggest that the mean indegree of developers is positively related to productivity, while team size is negatively related to productivity. Importantly, the regression models considered so far assume that the effect of the team size on productivity is independent of the mean indegree and vice-versa, i.e., their effect is purely additive. However, it is reasonable to assume that the productivity of developers in a
team with dense collaboration structures is more strongly affected by team size, compared to a team where each developer collaborates, on average, with few other team members. This motivates a last experiment, where we include an interaction term that captures the combined effect of team size and mean indegree as an additional variable:

\[
\text{PROD} \sim \text{TS} + \text{InD} + \text{TS} \times \text{InD} + \text{FModR}
\] (2)

The results in Table 3 suggest a negative coefficient for this interaction term. However, the effect is only significant for Comms and NLOC. The analysis of the marginal effect of the mean indegree on the relationship between team size and productivity is shown in Figure 4b. In line with the positive coefficient of the mean indegree, we find that developers in teams with larger mean indegree tend to be more productive on average, i.e. lines corresponding to larger mean indegrees tend to have larger intercepts (but negative slopes). Moreover, as shown by the negative coefficient of the interaction term, the negative effect of team size on productivity grows with the mean indegree, i.e. lines corresponding to larger mean indegrees tend to have steeper negative slopes. The whisker plot in Figure 4c further reveals a positive relationship between the size of a team (x-axis) and the mean indegree of developers (y-axis), i.e. developers in larger teams tend to edit code of a larger number of other developers. This positive relationship specifically holds for smaller team sizes, while the mean indegree in larger teams with more than approximately 50 developers is similar. Importantly, the fact that (i) developers in larger teams tend to have a higher indegree and (ii) developers in teams with higher indegree tend to be more productive does not imply that developers in larger teams are, on average, more productive. This is confirmed by the negative coefficients of team size in all our regression models as well as the clear negative marginal effects shown in Figure 4b.

We note that the positive relationship between team size and the mean indegree could explain the positive coefficient for TS in Table 3 that suggests the existence of an optimal team size. We further conjecture that this non-trivial finding could be a reason why empirical studies that do not account for the distribution of team sizes in GitHub repositories, and thus inadvertently focus on projects with small team size, erroneously find a positive relationship between team size and productivity. Specifically, projects with small team sizes tend to have a small mean indegree, which corresponds to a line with smaller intercept (and negative slope) in Table 3. Conversely, teams with larger team sizes tend to have a larger mean indegree, which corresponds to a line with larger intercept (and negative slope) in Table 3. The failure to control for this effect can lead to a reversal of the relationship between productivity and team size, i.e., a wrong positive slope for the effect is erroneously found. This can be viewed as a specific instance of Simpson’s paradox, where the aggregate effect in a sample that combines data from different “groups” of projects—i.e., teams with different mean indegrees—can be positive, even though a negative relationship holds for each group separately.
Table 3: Regression models relating team size (TS) to five productivity measures. The results are based on 1,188 observations. All productivity measures are log-transformed. All coefficients are Bonferroni-corrected for multiple hypotheses testing.

### a) Linear relationship

|       | Comms | Events | LevD | CycC | NLOC | Tokens | Funcs | HalEff |
|-------|-------|--------|------|------|------|--------|-------|--------|
| (IC)  | 3.38*** | 7.75*** | 11.24*** | 5.22*** | 6.99*** | 9.02*** | 4.22*** | 15.82*** |
|       | (0.08) | (0.10) | (0.10) | (0.11) | (0.10) | (0.11) | (0.11) | (0.16) |
| TS (log) | -0.20*** | -0.31*** | -0.33*** | -0.31*** | -0.31*** | -0.34*** | -0.29*** | -0.22*** |
|       | (0.02) | (0.03) | (0.03) | (0.03) | (0.03) | (0.03) | (0.03) | (0.04) |
| R²    | 0.07   | 0.10   | 0.11   | 0.09   | 0.10   | 0.11   | 0.08   | 0.02   |
| Adj. R² | 0.07   | 0.10   | 0.11   | 0.09   | 0.10   | 0.11   | 0.08   | 0.02   |

### b) Quadratic relationship

|       | Comms | Events | LevD | CycC | NLOC | Tokens | Funcs | HalEff |
|-------|-------|--------|------|------|------|--------|-------|--------|
| (IC)  | 3.02*** | 7.06*** | 10.55*** | 4.18*** | 6.23*** | 8.11*** | 3.31*** | 14.10*** |
|       | (0.17) | (0.22) | (0.22) | (0.23) | (0.21) | (0.22) | (0.23) | (0.34) |
| TS (log) | 0.02     | 0.12     | 0.10     | 0.35*  | 0.17   | 0.24   | 0.28   | 0.86*** |
|       | (0.10) | (0.12) | (0.13) | (0.12) | (0.13) | (0.13) | (0.13) | (0.19) |
| TS² (log) | -0.03*** | -0.06*** | -0.06*** | -0.09*** | -0.06*** | -0.08*** | -0.08*** | -0.15*** |
|       | (0.01) | (0.02) | (0.02) | (0.02) | (0.02) | (0.02) | (0.02) | (0.03) |
| R²    | 0.08   | 0.11   | 0.12   | 0.11   | 0.11   | 0.13   | 0.10   | 0.05   |
| Adj. R² | 0.07   | 0.11   | 0.12   | 0.11   | 0.11   | 0.12   | 0.10   | 0.05   |

### c) Linear relationship controlling for network properties

|       | Comms | Events | LevD | CycC | NLOC | Tokens | Funcs | HalEff |
|-------|-------|--------|------|------|------|--------|-------|--------|
| (IC)  | 3.18*** | 7.62*** | 11.10*** | 5.22*** | 6.95*** | 8.93*** | 4.25*** | 15.78*** |
|       | (0.08) | (0.09) | (0.10) | (0.10) | (0.09) | (0.10) | (0.10) | (0.16) |
| TS (log) | -0.36*** | -0.49*** | -0.51*** | -0.48*** | -0.48*** | -0.52*** | -0.45*** | -0.45*** |
|       | (0.02) | (0.02) | (0.02) | (0.02) | (0.02) | (0.02) | (0.03) | (0.04) |
| InD (log) | 1.16*** | 1.45*** | 1.44*** | 1.46*** | 1.42*** | 1.49*** | 1.35*** | 1.90*** |
|       | (0.04) | (0.05) | (0.06) | (0.06) | (0.05) | (0.06) | (0.06) | (0.09) |
| FModR | -1.00*** | -1.90*** | -1.83*** | -2.65*** | -2.33*** | -2.19*** | -2.65*** | -3.26*** |
|       | (0.22) | (0.27) | (0.28) | (0.30) | (0.27) | (0.28) | (0.30) | (0.46) |
| R²    | 0.45   | 0.49   | 0.47   | 0.46   | 0.49   | 0.49   | 0.42   | 0.33   |
| Adj. R² | 0.45   | 0.49   | 0.46   | 0.46   | 0.49   | 0.49   | 0.42   | 0.33   |
Table 3: (continued) Regression models relating team size (TS) to five productivity measures. The results are based on 1,188 observations. All productivity measures are log-transformed. All coefficients are Bonferroni-corrected for multiple hypotheses testing.

| d) Quadratic relationship controlling for network properties | Comms  | Events | LevD  | CycC  | NLOC  | Tokens | Funcs | HalEff |
|-------------------------------------------------------------|--------|--------|-------|-------|-------|--------|-------|--------|
| (IC)             | 3.53***| 7.83***| 11.30***| 5.10***| 7.08***| 8.95***| 4.22***| 15.25*** |
| (0.14)           | (0.17) | (0.18) | (0.19) | (0.17) | (0.18) | (0.19) | (0.30) |
| TS (log)         | -0.58**| -0.63**| -0.64**| -0.41**| -0.56**| -0.53**| -0.42**| -0.10   |
| (0.08)           | (0.10) | (0.10) | (0.11) | (0.10) | (0.10) | (0.11) | (0.17) |
| TS² (log)        | 0.03   | 0.02   | 0.02   | -0.01  | 0.01   | 0.00   | -0.00  | -0.05   |
| (0.01)           | (0.01) | (0.01) | (0.01) | (0.01) | (0.01) | (0.01) | (0.02) |
| InD (log)        | 1.18***| 1.46***| 1.45***| 1.45***| 1.43***| 1.49***| 1.35***| 1.87***  |
| (0.04)           | (0.05) | (0.06) | (0.06) | (0.05) | (0.06) | (0.06) | (0.09) |
| FModR            | -1.04**| -1.93**| -1.85**| -2.64**| -2.34**| -2.19**| -2.65**| -3.20**  |
| (0.22)           | (0.27) | (0.28) | (0.30) | (0.27) | (0.28) | (0.30) | (0.46) |
| R²               | 0.45   | 0.49   | 0.47   | 0.46   | 0.49   | 0.49   | 0.42   | 0.34   |
| Adj. R²          | 0.45   | 0.49   | 0.46   | 0.46   | 0.49   | 0.49   | 0.42   | 0.33   |

| e) Linear relationship with controls and interaction effects | Comms  | Events | LevD  | CycC  | NLOC  | Tokens | Funcs | HalEff |
|-------------------------------------------------------------|--------|--------|-------|-------|-------|--------|-------|--------|
| (IC)             | 2.72***| 7.39***| 10.85***| 5.01***| 6.68***| 8.68***| 4.06***| 15.91*** |
| (0.11)           | (0.14) | (0.14) | (0.15) | (0.13) | (0.14) | (0.15) | (0.23) |
| TS (log)         | -0.22**| -0.43**| -0.44**| -0.42**| -0.40**| -0.45**| -0.39**| -0.48**  |
| (0.03)           | (0.04) | (0.04) | (0.04) | (0.04) | (0.04) | (0.04) | (0.06) |
| InD (log)        | 1.83***| 1.78***| 1.80***| 1.76***| 1.80***| 1.86***| 1.62***| 1.72***  |
| (0.12)           | (0.15) | (0.16) | (0.17) | (0.15) | (0.16) | (0.17) | (0.26) |
| TS* InD          | -0.18**| -0.09  | -0.10  | -0.08  | -0.10  | -0.10  | -0.07  | 0.05    |
| (0.03)           | (0.04) | (0.04) | (0.04) | (0.04) | (0.04) | (0.04) | (0.07) |
| FModR            | -0.92**| -1.87**| -1.79**| -2.62**| -2.29**| -2.15**| -2.62**| -3.28**  |
| (0.22)           | (0.27) | (0.28) | (0.30) | (0.27) | (0.28) | (0.30) | (0.46) |
| R²               | 0.47   | 0.49   | 0.47   | 0.46   | 0.50   | 0.49   | 0.43   | 0.34   |
| Adj. R²          | 0.46   | 0.49   | 0.47   | 0.46   | 0.49   | 0.49   | 0.42   | 0.33   |

***p < 0.001; **p < 0.01; *p < 0.05
5 Limitations and Threats to Validity

A first threat to the validity of our results could be the operationalisation of productivity. To guard against this, we have studied eight different measures that capture different notions of productivity. A common issue of productivity measures that are based on commit log data is that they do not account for the structure of contributed code. To guard against this issue and appropriately value commits that decrease the complexity of code and thus make it more maintainable, we consider measures that account for tokens, functions, and control structures.

A second aspect that could potentially influence our results is the method to assess the size of a software team. We compute the team size at a given time \( t \) by counting all developers who have made a commit up to 42 weeks before \( t \). This approach to infer the team size is necessary since there is no formalised notion of team size in GitHub. The specific choice of this time window is based on the inter-commit time distribution for GitHub projects found in [46]. We have tested the robustness of the results by choosing a different window size of two years. Due to the computational effort that is due to the recalculation of all network metrics, a comprehensive study of different window sizes was beyond the scope of our study but could be an interesting question for future work.

In Section 2.1 we identified project selection and data preparation as a major threat to the validity. We thus spent considerable effort to develop a general project selection pipeline as well as Open Source software tools to infer collaboration networks from commit data. Despite these efforts, there may be remaining issues, such as the possibility to manually modify the history of a git repository, which we can neither detect nor account for. Due to data issues related to some merge commits, we were further not able to process all commits of the Linux Kernel project\(^4\). We therefore excluded this project from our analysis.

Addressing the issue of omitted variables, our regression models explain roughly 50% of the variance in the relationship between team size and productivity, which considerably improves the variance explained by prior studies. Nevertheless, there is additional variance in the relationship that we cannot explain. This could either be due to the stochastic nature of the underlying process or the existence of additional variables that are not included in our models. To address this issue, future studies could additionally study data from issue trackers and mailing lists [2, 5, 17].

In our study, we considered 201 OSS projects sampled to represent the entire spectrum of team sizes present on GitHub. While our findings are representative for collaborative software development on GitHub, it is unclear whether they can be generalised to proprietary software projects or other Open Source collaboration platforms. Platforms like SourceForge or Bitbucket have different characteristics [22, 30, 60] that will require modifications to our selection pipeline, which is an interesting issue for future work.

6 Related Work

Our work touches on issues that have been studied in empirical software engineering, computational social science, network science, and organisational theory. Namely, how we can use repository log data to quantify

\[ \text{https://github.com/torvalds/linux} \]
productivity in software development, how the size of teams influences the productivity of its members, and how network models can be used to study social aspects in collaborative software projects. At a meta-level, our study further addresses common challenges and pitfalls in the analysis of big repository data, some of which have been previously highlighted in [6, 22, 26, 27].

A large body of works has investigated methods to measure the productivity of developers based on repository data [36, 52]. Commit-based productivity measures calculate productivity based on the number of commits [38, 49] or pushes [39]. While this approach does not require a detailed analysis of the committed source code, it has the problem that the amount of code changed with each commit can vary significantly both within and between projects [11, 42] found that productivity rankings based on commit-based measures only show low correlations with rankings obtained from team leaders. Therefore, more fine-granular measures such as the number of modified lines or the number of modified characters [40] have been proposed. Code-based productivity measures aim to overcome this limitation by analysing the code contained in a commit. Commonly used metric include the number of code lines [7, 10, 23, 41], function points [25, 55], or tokens [29] changed per time interval.

A large body of works in organisational theory, computational social science, and empirical software engineering have studied the question of how the size of a team is related to its performance. In the context of software development, [8] argues that the increased coordination requirements in larger teams lead to a reduction of developer productivity. While this proposed mechanism has been corroborated by quantitative studies [24, 46], other works suggest synergistic effects that lead to an increase in developer productivity as teams grow in size [39, 49]. The combination of these findings indicates that an optimal size for a software development team may exist, which is also discussed in the literature [21, 45]. A report cited by [45] suggests that for proprietary software development projects, an optimal team size with respect to productivity is achieved for nine team members.

Utilising a method to construct a network representation of co-editing relations from the commit-log history of a project, our work finally addresses questions that received attention from the network science and computational social science community. A number of works have investigated how the topology of communication, collaboration, or coordination networks is related to the performance [43, 59, 61], resilience [33, 63], or productivity [46] of teams in various contexts. In the context of research on developer productivity, recent studies found that a densification of co-editing networks due to shared code ownership can explain the decrease in productivity observed for larger teams [13, 46].

7 Conclusion

Massive data from software repositories and collaboration tools provide compelling new opportunities to study social aspects in software development. Within this context, the question of how the size and collaboration patterns of software development teams influence the productivity of developers has emerged as an important research question at the intersection of computational social science and empirical software engineering. Recent empirical studies using big data from software repositories have come to contradictory answers to this important research question, even though those studies used similar data sets and empirical methods.

Addressing common challenges and pitfalls in the analysis of big repository data, our work offers a possible explanation for this disagreement between recent works in empirical software engineering. To this end, we pro-
vide the, to the best of our knowledge, largest, curated corpus of GitHub projects that is specifically tailored to investigate the influence of team size and collaboration patterns on individual and collective productivity. The projects included in this corpus are systematically chosen such that we avoid common perils in GitHub mining. We use a stratified sampling that supports unbiased analyses of the impact of team size on developer productivity. We systematically compare a set of eight code- and commit-based productivity measures and study which of the measures are likely to be interchangeable and which capture independent dimensions of productivity. Building on a method to construct time-evolving co-editing networks from git repositories, we consider eight network metrics that capture different dimensions of the social organisation of software teams. We finally use those methods to study the Ringelmann effect in collaborative software development. Our results highlight a robust negative relationship between team size and developer productivity that can be explained based on the team’s collaboration structure. We argue that neglecting the highly skewed distribution of team sizes on GitHub can lead to a reversal of the relationship between team size and productivity, thus offering a possible explanation for recent contradictory results.

Apart from this, our work provides several insights that are relevant for the management of software projects: In particular, we find (i) an overall negative relation between individual productivity and team size, and (ii) a non-linear relationship that gives rise to an optimal team size for small teams. These findings can be useful to define advanced cost estimation models that incorporate the found non-linear relationship between team size and productivity, thus providing better estimates for the work force required to develop projects with a known (estimated) size of the code base. Our analysis further highlights additional factors that influence team productivity, such as the amount of foreign code that is edited and the number of interaction partners of developers. This insight not only allows us to further improve cost estimation models, it also points to factors that can possibly be optimised by project maintainers, e.g., by carefully decomposing the code base into modules addressed by different (sub-)teams or by optimising organisational structures of the development team.

In summary, our work contributes to the ongoing discussion on how the size and structure of teams influence productivity. Investigating the cross-correlations of productivity and network metrics in a systematically constructed corpus of software projects, we further contribute a valuable new resource for researchers in empirical software engineering and computational social science. By focusing on generic network measures, we further provide the perspective that our results can generalise beyond empirical software engineering. Highlighting pitfalls in the analysis of big data, our work finally demonstrates that the use of bigger data sets does not automatically lead to more reliable insights.

**Data Availability and Reproducibility**

To facilitate the reproduction of our results and enable future research based on the extensive data set mined for our study, we have archived both a reproducibility package and our full data sets on [zenodo.org](https://doi.org/10.5281/zenodo.5294015, Data sets: https://doi.org/10.5281/zenodo.5294964)
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