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Abstract—Anomaly detection is increasingly important to handle the amount of sensor data in Edge and Fog environments, Smart Cities, as well as in Industry 4.0. To ensure good results, the utilized ML models need to be updated periodically to adapt to seasonal changes and concept drifts in the sensor data. Although the increasing resource availability at the edge can allow for in-situ execution of model training directly on the devices, it is still often offloaded to fog devices or the cloud.

In this paper, we propose Local-Optimistic Scheduling (LOS), a method for executing periodic ML model training jobs in close proximity to the data sources, without overloading lightweight edge devices. Training jobs are offloaded to nearby neighbor nodes as necessary and the resource consumption is optimized to meet the training period while still ensuring enough resources for further training executions. This scheduling is accomplished in a decentralized, collaborative and opportunistic manner, without full knowledge of the infrastructure and workload. We evaluated our method in an edge computing testbed on real-world datasets. The experimental results show that LOS places the training executions close to the input sensor streams, decreases the deviation between training time and training period by up to 40% and increases the amount of successfully scheduled training jobs compared to an in-situ execution.

Index Terms—Edge computing, autonomic resource management, ad-hoc networks, decentralized scheduling, anomaly detection

I. INTRODUCTION

The advances in IoT and emerging sensor technologies drive the digital transformation in areas like Industry 4.0, smart cities, and digital health. Sensors continuously collect environmental data and produce data streams which are then processed – typically using machine learning (ML) models and algorithms – to analyze the current state of the overall environment and to allow appropriate decisions. One of the frequently occurring analysis goals in real-world applications is the detection of anomalies: An anomaly indicates that a system is functioning outside its usual parameters, also referred as "normal" state, and needs attention, for example a medical emergency, a security alert, or a failing IT component. Defining the "normal" state of a system is challenging, as the monitored state depends on multiple factors (incoming data, running tasks, complexity of the job, etc.) and thus ML model parameters are hard to specify a priori. Therefore, sensor data streams are used for learning the typical normal behavior of the device over time: Incoming data is clustered into normal states and serves as a foundation for building ML models and the subsequent continuous analysis of incoming events.

Additionally, sensor data is also affected by concept drifts, i.e. due to seasonal environmental changes, ageing hardware, or other variances in the surrounding of a sensor’s operation. Though anomaly detection models in general show promising results for detecting malicious samples in data streams [1]–[3], concept drifts require a retraining of the applied models to cope with the seasonality. Batch re-training can be used to repeatedly update the ML models, periodically learning new versions on batches of recorded data.

The training of the ML models is often executed on central cloud infrastructures, resulting in the necessity for frequent updates on all involved compute devices. Thus, current approaches [4], [5] in the edge-cloud continuum aim to place the training jobs closer to the respective data sources to prevent unnecessary model and data transfers. Ongoing work [6] in the area of distributed intelligence also proposes to leverage mesh networks for interconnection of edge devices, which on the one hand increases the scalability of the environment but can also have a negative impact on the network bandwidth between edge and cloud, due to multi-hop routing [7].

Given the dynamic nature of IoT environments, any global knowledge about the infrastructure is bound to become outdated quickly. Subsequently, a centralized scheduling requires continuous traffic-heavy synchronization of topology information to cope with node churns or alternating workload.

Therefore, the goal of our research is to keep the scheduling and execution of ML model training as local as possible, i.e. when specific sensor-equipped devices are about to be overloaded by training jobs, these jobs have to be offloaded to nearby resources in a decentralized manner. Typically, this requires substantial knowledge on the environment and nature of the tasks as well as a series of challenging scheduling decisions.

In this paper, we focus on the scheduling of periodic model training jobs in a mesh-based edge computing environment: Our approach builds upon existing proposals for efficient execution of continuous machine learning jobs on sensor data [8], [9], but considers necessary adjustments at runtime in light of the dynamic nature of the IoT in its connectivity, resource availabilities, and connected sensor streams. Thus, we designed an algorithm that neither assumes fully complete
nor perfectly accurate knowledge about the current status of resources, workload or input data and is able to schedule jobs without a central entity – in the direct neighborhood of the sensor streams.

The developed method, named Local Optimistic Scheduling (LOS), places the periodic model training jobs as close to sensor data sources as possible, yet offloads to near-by edge and fog resources if required. The scheduling assumes neither fully complete nor global information about the infrastructure, yet models current resource availabilities and job runtimes based on periodically exchanged information in a mesh network of resource-constrained edge nodes. In particular, current availabilities are exchanged among direct neighbors, while previous training traces of particular models are gossiped opportunistically through entire topologies over time. In case an in-situ execution is not possible, jobs are forwarded to a neighbor’s resources that are expected to be available for the job runtime. In addition, the resource usage limitations of jobs is optimized to meet the training period, in order to leave enough resources available for further executions while still finishing the training in time. This allows to make decentralized, opportunistic, collaborative, and self-managed decisions on whether the training jobs are handled in-situ or else forwarded, realizing local edge executions as much as possible.

The main contributions of our paper are the following:

- We describe a relevant problem in meshed edge computing and formulate a set of assumptions about the expected environment and anomaly detection tasks.
- We propose a novel method, which we call Local Optimistic Scheduling, including models for the resource availability and job runtime estimation.
- We introduce a prototypical implementation and edge cloud testbed utilizing an underlying ad-hoc mesh network and conduct an empirical evaluation using real-world datasets and relevant anomaly detection applications.

The remainder of this paper is organized as follows. Section II describes the related work whereas Section III introduces the research in more detail. In Section IV the main approach of the Local Optimistic Scheduling is discussed and Section V proposes our prototypical architecture. Finally, the experiment setup is described and the results are reviewed before the paper is concluded.

II. RELATED WORK

We categorized the related work into three areas: At first, we present conducted work in the area of applying AI and machine learning on small compute IoT devices. Secondly, we describe work on decentralized and opportunistic resource management. Finally, scheduling approaches for edge computing environments are discussed.

A. AI and Machine Learning on IoT Resources

Zhou et al. [9] recognise Edge Computing as an essential element for embedding AI into a wide diversity of objects and application scenarios by providing the advantages of affordability and proximity to the user. This work denominates Edge intelligence to the ability of exploiting all computing resources from the Edge to Cloud continuum in order to benefit AI workloads. In addition, a diversity of research works have recently explored the interaction among AI and Edge computing from diverse perspectives. Rausch et al. [10] investigate specific requirements for AI execution at the Edge; Deng et al. [4] study the research areas associated to the combination of Edge and AI; as well as Duc et al. [11] and Rodrigues et al. [12] analyse the application of AI techniques to Edge resource management.

Anomaly detection - as a specific case of AI workload at the Edge - was previously studied by Schneible and Lu [13]. They identify the benefits of execution of anomaly detection models directly at the Edge. The gained benefits include to avoid data transmission from the Edge devices to the Cloud for processing and analytics, therefore limiting the Edge to Cloud communication to notify anomaly observations to central processor in the Cloud. The paper analyses diverse scenarios for federated learning using a distributed approach based on auto-encoders. We share the approach of anomaly detection at the Edge and therefore its identified benefits. However, our approach does not utilize federated learning. This way, we avoid the hurdle of models merging although we acknowledge the interest it brings to certain usage scenarios.

B. Decentralized and Opportunistic Resource Management

With regards to the decentralized and opportunistic resource management approach, a number of existing works have analysed this area. In 2015, Dubois et al first presented their framework Mycocloud in 2015 [14]. It included a completely decentralized and self-organised approach for service placement in cloud computing. Mycocloud relied on a P2P network overlay to handle the nodes network and therefore maintained a global knowledge about the infrastructure. This supports handling alterations in nodes availability as well as resilience for node failure. More recently, a different approach was presented by Lera et al. [15]. The authors handle the dynamic node availability at the Edge by developing the concept of node communities. These describe as a set of mutually interconnected devices that collaborate to host a service. The community approach avoids handling individual node failures, but adds the burden of handling communities on top of Edge devices. Our approach avoids this additional complexity and similarly to Mycocloud relies on built-in capabilities of distributed storages, node availability prediction and migration procedures in case of node failure to address the node availability problem.

C. Scheduling in Edge Computing

In terms of task scheduling, a number of works in the area of Mobile Cloud Computing (MCC) have studied the use additional devices for off-loading of workloads in situations in which the device originating a task is constraint in the available resources to execute it. In MCC, the motivation for
offloading is typically the intent to preserve mobile device battery. Marinelli et al. [16] presented a precursor work in this approach called Hyrax. They deployed a Hadoop Cluster using available mobile devices while still relying on an external management layer located in a Cloud. Compared to our approach, they were also not considering the dynamic availability of mobile devices. In this context, Huerta-Canepa and Lee [17] developed an architecture that observed the amount of resources available in subrouters – other available mobile devices – to select the most adequate candidate to execute a task to be offloaded while observing dynamic resource availability. Guo et al. [18] developed a model for offloading among mobile devices and small cells in the context of Mobile Edge computing. Jošilo and Dán [19] instead rely on offloading to the Cloud. Both works leverage Game Theory to develop their approach and consider diverse candidates for off-loading. Closer to our approach is the work of Casadei and Viroli [20]. They provide a decentralised, self-organised, and spatial-partitioning approach which takes into consideration unreliability of edge nodes. In contrast to our work, they elect leaders in partitioned areas for management purposes. Our approach aims to avoid this by introducing optimistic scheduling which relies on recursively forwarding jobs between edge devices.

III. ANOMALY DETECTION ON SENSOR DATA STREAMS AND AD-HOC EDGE RESOURCES

In this section, the problem we are addressing with our method is introduced in more detail and central assumptions are discussed.

A. Problem Statement

Figure 1 illustrates the problem statement for the focused scenario usage: Several edge devices - marked as purple - are interconnected with an ad-hoc mesh network. In addition, the next layer in the hierarchy consists of fog devices depicted in green, and finally a cloud layer, represented in blue. Each of the edge devices has several connected sensors, for instance temperature sensors or cameras. These sensors in turn create data streams on the respective edge devices which are analyzed with stream-based ML models, i.e. an anomaly detection. Due to concept drifts and seasonal changes the applied models need to be frequently updated to maintain highly accurate prediction results. Similar scenarios are often found in use cases such as smart cities, where for instance the traffic, weather, or crowds are analyzed for anomalous behavior and require periodic updates of their ML models.

Considering the lightweight nature of edge devices, it is difficult and sometimes even not feasible to retrain the models directly on the respective edge device as this could interfere with running prediction jobs. Therefore, the model training is typically offloaded to more powerful cloud nodes which can cause heavy utilization of the network uplink. Especially in mesh networks, where nodes also route traffic for neighboring nodes, this introduces high response delays. The high latencies combined with the ad-hoc character also exacerbates the application of centralized scheduling approaches as well as the maintenance of a global perspective on the infrastructure.

Consequently, our research question derives to:

How to communicate, model, and schedule anomaly detection training jobs in heterogeneous and ad-hoc edge computing environments, where complete, global knowledge about resources and jobs can neither be assured nor assumed?

B. Assumptions

In order to address our research question, we make the following assumptions about the expected environment:

Sensor Data Streams: The stream ingestion rates can vary and sensors can be connected in an ad-hoc manner at any time to the edge devices, yielding additional streams. Consequently, the amount of sensor data ingested on a single device can vary significantly. Moreover, the data itself can change over time since there is a chance of concept drifts and other seasonal changes, i.e. due to the changing climate over the year or increased traffic due to roadworks somewhere in the city. Therefore, the models based on the data streams need to be retrained continuously.

Anomaly Detection Jobs: For each sensor stream on the edge devices, an anomaly detection job is started. The anomaly detection applies the prediction models with the lowest possible latency on the respective device themselves. The periodic training of the ML models can be executed on other devices as well and, therefore, needs to be scheduled. The ML models for anomaly detection inference are continuously updated through training in strict periodic intervals. In case it is not possible to execute a training, i.e. due to exhausted resources or because the previous training is still running, the newly triggered training job is dropped and retried in the next interval. Although it is preferable to retrain the models in each single iteration, an outdated model is still viable for the prediction with possibly less accurate results.

Ad-hoc Edge Cloud Infrastructures: We envision an infrastructure consisting of an edge, fog, and cloud layer. The edge devices are connected in a mesh network via peer-to-peer connections (depicted through the dotted lines in Figure 1), which vary in their bandwidth and latencies as devices might move. Furthermore, they can join and leave the network at any point in time. Some of the edge devices are connected to the fog layer and act as gateway devices, routing the traffic from the edge layer via a set of fog nodes to the cloud. The fog nodes are expected to be static in their position and equipped with stable uplink connections to virtual cloud resources. However, as some links between devices and the cloud may be shared by multiple devices, the available bandwidth for a particular data transmission might still vary.

IV. LOCAL OPTIMISTIC SCHEDULING OF ANOMALY DETECTION JOBS ON THE EDGE

The main idea of the Local Optimistic Scheduling (LOS) approach aims to enable an autonomous scheduling of ML training jobs in a heterogeneous edge environment for a self-optimized resource management. This includes decentralized...
decisions regarding resource allocation for ML job scheduling across ad-hoc edge clouds and multi-clouds. In order to propose a decision, the algorithm utilizes an availability model of compute resources for edge devices and cloud resources and a runtime model for the ML training jobs execution. The models are leveraged to examine the feasibility of training execution directly on the respective device or in the neighborhood. Additionally, we aim to balance the compute resources through a best-fit ranking.

The approach is twofold local optimistic: Firstly, the local execution of training jobs is assumed to be optimal and therefore preferred as long as enough resources are available. In case the local node is already fully utilized, jobs are optimistically forwarded to neighboring nodes, in the sense that the availability model of the respective neighbor might be already slightly outdated. Finally, if the expected resources on the node are not available anymore, the training job is recursively forwarded to another neighbor and eventually dropped when no feasible node was found.

### A. System Overview

On each node in the infrastructure, an edge manager is deployed to enable the LOS scheduling approach. In Figure 3, the main parts of the component are presented: The edge manager is responsible for collecting monitoring information about the local node which it exchanges with nodes in the neighborhood to create an availability model. The monitoring information consist of the utilized resources as well as information about the underlying mesh network, i.e. latencies and bandwidths to direct neighbor nodes. The sensor data streams arriving at the local node are analyzed with anomaly detection jobs which trigger a retraining of the applied ML model in recurring, periodic intervals at the local edge manager. After a training was triggered, the local edge manager first validates if it is feasible to execute the training on the same node, using the local runtime and availability model. The historic job runtime model is employed to examine if enough resource are available to finish the training while meeting the period. In case it’s not possible to schedule the training job locally - due to exhausted resources - the edge manager gathers the availability and runtime models of neighbor nodes in close proximity, based on metrics provided by the underlying mesh network and respective edge managers as depicted in Figure 2.

The scheduling algorithm running in the local edge manager employs the models to find a suitable node in the neighborhood but does not assume complete up-to-date knowledge since the resource data could already be slightly outdated. LOS optimistically forwards the training jobs to neighbor nodes which recursively apply the same algorithm with their direct neighbors when a local execution is not feasible.

Summarizing, the LOS scheduling algorithm – similar to swarm algorithms – first executes a local feasibility exploration before exploring the direct neighborhood feasibility, and optimistically as well as recursively forwarding jobs to neighbor nodes for further exploration.

### B. Availability Model

The availability model contains resource utilization information about a node in the infrastructure. The models are periodically exchanged between neighbor nodes and contain monitoring data about:

- Neighbors: Currently available edge devices in the direct neighborhood of the node
- Network: Bandwidth and latencies to neighbor nodes provided by the mesh network.
- Resource utilization: Available resources such as CPU and memory on the node

The mesh network protocol exposes the information about direct neighbors (nodes which are in close proximity and can directly be reached, without the need for multiple hops in the mesh) and other network metrics such as transmitted or lost
packages. In addition, the latencies and bandwidth to neighbor nodes are acquired and provided to the local edge manager as aggregated network metrics each time a training job needs to be scheduled. Therefore, the edge manager only considers the currently available neighbor nodes during the scheduling and hence adapts to the ever-changing infrastructure – due to node churn (a node leaving the environment) or newly joined nodes – in the ad-hoc network. The availability model is further extended by resource utilization metrics, collected on the nodes in frequent intervals. The applied availability model employs the latest scraped values to use as an optimistic forecast of the current availabilities.

C. Job Runtime Model

The historic job runtime model is broadcasted after each successful execution to corresponding nodes which execute the same ML model and includes the following key information:

- Job name and unique id of source data stream and applied ML model.
- Training interval (period) representing the time between triggering a retraining of the ML model.
- Train duration of previous executions.
- Resource limitations and utilization during previous executions.

While the training job is executed, the local monitoring agent is requested periodically to retrieve an overview of the job’s resource utilization and the node’s overall utilization. We expect, that the upper bound of the runtime is determined by the periodical interval of starting the job. Thus, training jobs should preferably finish before they are triggered again.

In case no historic runtime models for a job exist – which indicates the coldstart of a training job – the scheduling is optimistic and expects that the job is able to be executed at any node. A random node is chosen to create the initial runtime model for the job if the local resources are already utilized more than 85% percent.

The job’s runtime \( t_{\text{job}} \) is estimated via parametric logistic regression introduced by Gulenko et al. \([21]\):

\[
t_{\text{job}} := a \cdot (R + b)^{-c} + d
\]  

where \(a, b, c, \) and \(d\) represent the parameters to be learned and \(R\) denotes the utilized CPU shares.

The overall runtime \( t_{\text{complete}} \) is described by:

\[
t_{\text{complete}} := t_{\text{job}} + t_{\text{send}} + t_{\text{Cstart}} + t_{\text{Cstop}}
\]  

where \(t_{\text{send}}\) defines the time to send the model and data through the network (= 0 when execution on local node), \(t_{\text{Cstart}}\) represents the time needed to start the job container and \(t_{\text{Cstop}}\) the time to remove the job container.

The network and memory utilization of a job are expected to be rather stable as the number of training data and size of the model should be fixed or limited in size. Thus, we employ Gaussian modeling to derive a mean for the worst case values in order to compare those with the capacities from the availability models.

D. Resource Optimization

In addition to our scheduling, we implement resource optimization to bound the available resources for a job likewise to vertical-scaling of container resources. This helps to ensure resources for a job, but also defines further availabilities which are free to be used. In more detail, we limit the CPU shares for a job by utilizing the runtime model. The goal is to minimize the resources for a single job as much as possible to provide further availabilities to potential other jobs, but the job has to still meet the period before the next training is triggered for the same model.
The resource optimization runs as an iterative process over several training executions to find optimal configuration values through gradient adaptation by minimizing the residuals \( r_t \) between \( t_{\text{complete}} \) and the period \( t_{\text{period}} \) for each iteration \( i \):

\[
r_t = |t_{\text{complete}} - t_{\text{period}}|
\]

The training period \( t_{\text{period}} \) is configurable for each running prediction job in the infrastructure. For the first run on a node, we provide 85% of the available resources. During following runs, we adapt the limits by 10% less/higher, when the period was previously met/not met.

E. Scheduling Algorithm

Algorithm 1: Optimistic and opportunistic scheduling

Result: node: Edge-device to handle job execution

if locally feasible then

    optimize resource limits;

    return local node;

end if

\( N \leftarrow \) set of feasible neighbors;

if \( N \neq \emptyset \) then

    optimize resource limits;

    return best-fit \( N \);

else

    Node \( r \leftarrow \) best-fit (infeasible) neighbor;

    return request \( r \) for recursive execution;

end if


Algorithm 1 illustrates the pseudo-code of our optimistic scheduling. The scheduling is triggered on the local node, where the data stream’s source and the corresponding prediction model is applied.

The local edge-manager applies a local feasibility check by utilizing the availability model and runtime model. The local feasibility check estimates if enough resources are available to finish the training while meeting the training job period. In case this is true, the execution of the job is immediately started on the local node with the optimized resource limitation.

When the local execution is not feasible, a feasibility check is executed for all neighbor nodes. The feasible nodes are collected in the set \( N \). Based on this set, a ranking is applied through a multi-criteria optimization strategy to choose the closest node with the largest portion of resources available through equally balanced indexing:

\[
\min I_{\text{combined}} = \min (I_R + I_I)
\]

Where \( I_{\text{combined}} \) represents the combined (added) indexes of the resource utilization \( I_R \) and latency \( I_I \) lists, each sorted in ascending order. Currently we apply the same weight for both lists.

In case no feasible neighbor exists, the request is handed over to the closest node to recursively check the feasibility of its neighbors. A user defined number of maximal hops is applied to limit the search of nodes in depth. When the maximal number of hops is reached and no feasible node was found, the job is dropped. Additionally, tokens containing already tried nodes are forwarded in order to detect cycles. Detected cycles also lead to a drop of the job. Given that the historic job execution model is not populated yet, a unique distributed randomly chosen neighbor or the local node is selected in order to collect first knowledge, as mentioned in Section IV.

V. Prototypical Implementation and Architecture

The LOS method was implemented as a prototype in a system consisting out of an underlying ad-hoc mesh network and three main components:

- An edge manager, which runs on every edge device in the infrastructure
- Prediction steps, which apply anomaly detection models on data streams, directly on the edge devices
- Training steps, which are periodically triggered and train the anomaly detection models to adapt to seasonal changes

1) Network Layer: All the devices in the environment are connected via a multi-hop ad-hoc network based on the B.A.T.M.A.N-adv proactive routing protocol. In general, mesh networks offer self-forming, self-organizing and self-healing capabilities \([22]\) and are therefore a good fit for dynamic infrastructures such as edge environments. Each node in the mesh network maintains a routing table for direct neighbors which is updated periodically using broadcast messages. In addition, the nodes further act as a router for direct neighbors, forwarding incoming packets to devices the originator can’t directly reach. Aligning with the opportunistic approach of the LOS algorithm, single nodes are not aware of the full infrastructure and the routing table only contains routes to next-hop neighbors as well as in which direction packets for other nodes should be forwarded \([23]\).

2) Edge Manager: The edge manager is a service which runs on every node of the infrastructure and schedules anomaly detection jobs on data streams that appear on the local node. Such data streams can consist of sensor data, application data or any other time series data. In addition, the Edge Manager periodically triggers training jobs for the AI models used by the anomaly detection jobs on the local node, to adapt to seasonal changes in the data streams.

As depicted in Figure III the Edge Manager furthermore maintains an availability model and a job runtime model of the local node which is leveraged to decide if the local schedule of a training job is feasible. When the resources of the local node are already exhausted with other jobs, the edge manager utilizes information of the underlying mesh network to get a list of next-hop neighbors. The edge managers running on the neighbor nodes provide their availability models which in turn are used to decide to which node the training job should be offloaded. The availability and job runtime models as well as the scheduling algorithm are described in more detail in Section IV.
3) Prediction and Training Jobs: Two distinct types of jobs are supported, prediction and training jobs. Prediction jobs utilize an AI model on a given data stream to predict future data points and consequently detect anomalies in incoming data points. They run directly on the edge devices in order to avoid sending the data stream through a possibly unreliable network and to ensure fast response times.

In case a new data stream appears on the edge device, a prediction job for the stream is automatically started which involves the creation of the AI model in the model repository, if not already existing. Since sensor data often is subject to seasonal or contextual changes, the model gets periodically updated by a training job: After a configurable amount of samples in the data stream, the prediction job triggers a training job at the local edge manager. The edge manager tries to schedule the training job - using the LOS approach - on the local node or a nearby neighbor.

Training jobs first load the respective model from the model repository and then retrain it on a given amount of cached data points from the initial data stream. After the training is finished, the edge manager running on the node executing the training is informed and the updated model is again stored in the model repository. This process runs asynchronously, meaning the prediction jobs continue to detect anomalies after triggering the training job. Prediction jobs periodically check for updates of the applied AI model in the model repository and start using the latest update if existing.

VI. EVALUATION

The aforementioned components were implemented and provided as multi-arch docker images to enable the deployment and dependency handling across different environments. The lightweight Kubernetes distribution K3S\[1\] is leveraged as a container orchestration platform and deployed across a set of lightweight virtual machines in a cloud environment since edge devices are typically restricted in terms of processing power and memory \[24\]. We furthermore leverage the Bitflow framework \[21\] for the data processing in which we exchanged the scheduling component with our proposed edge manager and implemented the training on cached batch data.

A. Experiment Setup

The evaluation was conducted in a virtualized testbed, consisting of the following key parameters: As a cloud computing operating system we utilized OpenStack, deployed on commodity servers with Intel E3-1230 V2 3.30GHz CPUs and 16 GB Ram. We further created the instance flavors described in Table I. The infrastructure was divided into a cloud layer representing a public or private cloud (6 instances), a fog layer describing the intermediate infrastructure (4 instances) and an edge layer located the edge of the network (5 instances). All instances are connected via a B.A.T.M.A.N-adv mesh network\[2\] using the ethernet interfaces of the virtual machines. Leveraging virtual networks, only nodes inside of a layer are directly connected to each other and direct neighbors in the mesh. One instance of the fog respectively edge layer acts as a gateway instance and can route traffic upwards. Furthermore, a WAN network is simulated on the ethernet interfaces of the edge nodes with increasing/decreasing latencies - mimicking movement of the nodes. Figure 4 exemplary illustrates the latencies of one of the edge nodes to another node in the edge layer, a node in the fog layer as well as one of the cloud nodes during an experiment duration.

As representative sensor data, we used smart city datasets from Tönjes et al. \[25\]: They collected different real-world datasets from multiple sensors in Aarhus, Denmark\[3\]. We utilized the traffic and air pollution datasets, which are provided as data streams on several instances in the edge layer. The samples are provided in different frequencies in a range between 200ms and 800ms.

For each incoming data stream, we employ unsupervised anomaly detection models based on the IFTM paradigm introduced by Schmidt et al. \[2\], which uses neural network models to reconstruct the multivariate signal to detect abnormally high variations. Zhao et al. \[1\] and Ma et al. \[3\] showed the applicability of LSTM networks and Autoencoders to the domains of, respectively, traffic data reconstruction and

---

TABLE I: Cloud testbed flavor description and amount of instances used for the evaluation.

| Layer  | Instances | vCPU | Memory | Storage |
|--------|-----------|------|--------|---------|
| Cloud  | 6         | 2    | 4 GB   | 40 GB   |
| Fog    | 4         | 1    | 2 GB   | 20 GB   |
| Edge   | 5         | 1    | 1 GB   | 20 GB   |

---

\[1\] https://k3s.io/

\[2\] https://www.open-mesh.org/projects/batman-adv/wiki

---

http://iot.ee.surrey.ac.uk:8080/datasets.html
air pollution data reconstruction. Thus, we apply LSTM on the traffic data stream and an Autoencoder model on the air pollution data in the following experiments.

B. Resource Optimization Experiment

A crucial part of the scheduling aims to optimize the resource limitations. Therefore, we conducted an experiment to show that our resource optimization is able to minimize the deviations in time with respect to the training period. The CPU limits refer to Kubernetes CPU millicores in the following visual representations.

For each training iteration, LOS adapted the CPU limit by 10%, increasing it when the period was previously met and otherwise decreasing it. In total, 26 prediction jobs were deployed on the edge nodes to trigger training executions on the local node. The training periods vary between 3 and 5 minutes. 55 iterations were performed on each device, with a total of 1430 applied training jobs.

Figure 5 presents the results in three different diagrams: Figure 5a shows the behavior of average CPU-limits over time (iterations) for all devices. At first, the training jobs get a rather large CPU-limit of 400 millicores assigned. Since the average utilization of this limit is below 90%, it is optimized to a value around 130 after 32 iterations to reach a plateau. Through dynamic changes within the system (e.g. from software aging or virtualization-layer overhead), the optimization is adapted to higher limits again, which is indicated starting at iteration 46. Figure 5b represents the training time, which is influenced by the CPU-limits; Thus, the training time increases when the limit is reduced. Finally, Figure 5c illustrates the change of residuals over time. The y-axis describes the relative change of residuals (representing the time difference between training period and actual training time needed; normalized by their period), while the x-axis represents the optimization intervals to adapt the limits. The results show the expected behavior of minimizing residuals from 80% overhead towards 40% to meet the training period. This includes the optimization of resources, which frees resources for potential further job executions on the same device.

C. LOS Scheduling Experiment

We conducted an experiment to evaluate how close to the sensor streams the training jobs are scheduled when applying the LOS approach: The anomaly detection prediction jobs were configured to trigger a retraining of the applied machine learning models at the local edge manager after 1000 samples in the data stream have been analyzed (every 3 to 5 minutes in our setup). In case a training is triggered, the cached samples are transferred to the respective node (local or neighbor) and used to construct a model of the normal behaviour of the data stream, adapting to seasonal changes by re-training. We apply the aforementioned resource optimization and implement the same configuration of incoming data streams and ML models (LSTM for the traffic data set and Autoencoder for the air pollution data) as in the previous evaluation.

Although in-situ training of the model is preferable, it should not obstruct the real-time processing of the incoming data streams since the vital part is the running prediction of anomalies, even by utilizing perhaps slightly outdated ML models. Therefore, we chose a configuration of data streams/prediction jobs on edge devices that exhaust the resources enough to prevent a local training on the respective devices and thus require scheduling to nearby devices.

For the evaluation we initiated data streams on the edge nodes described in Table I starting with two streams on a single edge device and increased them by two further streams on each additional edge device. This simulates connecting new sensors to the edge devices. Consequently, we executed 5 attempts with 2, 4, 6, 8, and 10 streams - each for 4 hours. The experiment was repeated 5 times for each stream amount, resulting in 100 hours of experiment duration and more than 3,800 attempts to trigger training jobs.

Figure 6 shows the portion of attempts (indicated by the number of hops) to pass jobs to a neighbor in order to find a suitable spot to run the training. With 2 incoming streams on a single device, the execution can be performed in close proximity to the stream (1 hop), because the neighbor nodes are mostly idle. When increasing the number of data streams in the edge layer, training jobs have to be forwarded more often, due to more prediction jobs running in the edge: For 6 data streams, in average 31.13% of training jobs were forwarded two times until a suitable neighbor was found whereas for 8 data streams 36.63% of the jobs had to be forwarded two times and 16.7% three times. For 10 streams, the execution is triggered mostly 2 or 3 hops apart from the original sensor data source. In addition – due to the exhausted resources in the edge layer – training jobs are more often forwarded to the fog layer with increasing data streams in the edge.

Figure 7 shows the relative portion of dropped training jobs when leveraging the LOS approach to the given amount of data streams. Training jobs were dropped when no feasible
neighbor was found after 4 forwarding attempts or the previous training for the model was still running. As previously mentioned, two prediction jobs on the edge nodes already exhaust the resources and therefore prevent the scheduling of training jobs on the local node. Thus, the lack of available resources results in the dropping of each triggered training job (100% drop rate) in a scenario where training jobs can only be executed on the local node. In case of two running data streams on a single edge node, the average drop rate with LOS amounted to 14.37% in our experiment. After adding two further streams on a separate node in the edge layer, the drop rate increased to 26.62% in average - mainly due to training executions not meeting the period. For six simultaneous data streams in the edge layer the average drop rate of training jobs was 43.07%, since more than half of all available edge node were already fully occupied with prediction jobs. In case of an even higher utilization of the edge layer, with eight or ten running data streams and prediction jobs, the average drop rate increased to 69.70% respectively 78.26%. This is the case, since in our experiment setup only one of the edge nodes acted as a gateway node to the fog layer and was therefore able to forward received training jobs upwards.

Summarizing, the results show that the LOS approach is able to distribute training jobs in close proximity to the data streams. At the same time, the drop rate is significantly decreased compared to a situation in which the training is executed exclusively on the respective local nodes and could be further decreased by adding more gateway nodes in the edge layer. In addition, the training data does not need to be transferred to the cloud over a possibly unreliable mesh network.

VII. CONCLUSION

In this paper the LOS approach for scheduling of periodic ML training in an ad-hoc edge environment was introduced. The method includes a vertical scaling optimization combined with an optimistic and resource-aware scheduling to nearby neighbors. Direct neighbors in the ad-hoc mesh network are favored for job executions to reduce load on the crosslayer uplink connection. The evaluation on an edge testbed environment shows that compared to in-situ training, the collaborative LOS approach is able to increase the relative amount of executed training jobs by between 21.74% and 73.38%, while optimizing the resource usage to meet the training period. In the future, we plan to work on optimizing the scheduling to meet different jobs’ QoS requirements and enable prioritization. Further studies will be conducted with larger infrastructure scenarios in order to demonstrate realistic smart city use cases.
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