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Abstract
Interpretability techniques in NLP have mainly focused on understanding individual predictions using attention visualization or gradient-based saliency maps over tokens. We propose using $k$ nearest neighbor ($k$NN) representations to identify training examples responsible for a model’s predictions and obtain a corpus-level understanding of the model’s behavior. Apart from interpretability, we show that $k$NN representations are effective at uncovering learned spurious associations, identifying mislabeled examples, and improving the fine-tuned model’s performance. We focus on Natural Language Inference (NLI) as a case study and experiment with multiple datasets. Our method deploys backoff to $k$NN for BERT and RoBERTa on examples with low model confidence without any update to the model parameters. Our results indicate that the $k$NN approach makes the finetuned model more robust to adversarial inputs.

Introduction
Deep learning models are notoriously opaque, leading to a tremendous amount of research on the inscrutability of these so-called black-boxes. Prior interpretability techniques for NLP models have focused on explaining individual predictions by using gradient-based saliency maps over the input text (Lei, Barzilay, and Jaakkola 2016), Ribeiro, Singh, and Guestrin (2018), Bastings, Aziz, and Titov (2019) or interpreting attention (Brunner et al. 2020, Pruthi et al. 2020). These methods are limited to understanding model behavior for example-specific predictions.

In this work, we deploy $k$ Nearest Neighbors ($k$NN) over a model’s hidden representations to identify training examples closest to a given evaluation example. By examining the retrieved representations in the context of the evaluation example, we obtain a dataset-level understanding of the model behavior. Taking the NLI problem as an example (Figure 1), we identify the confidence interval where $k$NN performs better than the model itself on a held-out validation set. During inference, based on the model’s confidence score we either go forward with the model’s prediction or backoff to its $k$NN prediction. Our implementation of $k$NN can be used with any underlying neural classification models and it brings three main advantages:

- **Explaining model behavior.** Our $k$NN approach is able to explain a model’s prediction by tracing it back to the training examples responsible for that prediction. Although it looks similar with influence functions (Koh and Liang 2017), our approach is much simpler because it does not access the model parameters and is approximately $300 \times$ faster on small datasets ($< 2K$ examples) and the gap increases on bigger datasets.

- **Uncovering spurious associations.** We observe that our $k$NN model can learn more fine-grained decision boundaries due to its added non-linearity, which can make it more robust to certain kinds of spurious correlations in the training data. We leverage this robustness for studying where models go wrong, and demonstrate how retrieving the nearest neighbors of a model’s misclassified examples can reveal artifacts and spurious correlations. From our analysis, we also observed that $k$NN of misclassified test examples can often retrieve mislabeled examples, which makes this approach applicable to fixing mislabeled ground truth examples in training sets.

- **Improving model predictions.** Along with providing a lens into understanding model behavior, we propose an approach that interpolates model predictions with $k$NN for classification by identifying a more robust boundary between classes. We are the first to demonstrate this using $k$NN for both interpretability and for improving model performance.

In summary, we propose a $k$NN framework that uses hidden representations of fine-tuned models to explain their underlying behaviors, unveil learned spurious correlations and further improve the model predictions. Through $k$NN we shed light on some of the existing problems in NLI datasets.

Figure 1: Overview of our proposed approach on using $k$NN as backoff to improve fine-tuned classification models.
and deep learning models, and suggest some evaluation prescriptions based on our findings. To our knowledge, this is the first work that uses $k$NN in the representation space of deep neural models for both understanding and improving model behavior.

**Related work**

Our work is related to three main areas of research: approaches for interpretability in NLP, retrieval-based methods, and work on dataset artifacts and spurious associations.

**Interpretability methods in NLP.** Our approach of using $k$NN to retrieve nearest training examples as an interpretability technique is model-agnostic. LIME [Ribeiro, Singh, and Guestrin 2016] is another model-agnostic method that interprets models by perturbing inputs and fitting a classifier in the locality of the model’s predictions for those perturbations. It has been extended to identifying artifacts and biases in information retrieval [Singh and Anand 2018]. Alvarez-Melis and Jaakkola (2017) probe the causal structure in sequence generation tasks by perturbing the input and studying its effect on the output. The explanation consists of tokens that are causally related in each input-output pair.

Our method is closely related to the work on influence functions [Koh and Liang 2017] which has been recently extended by Han, Wallace, and Tsvetkov (2020) to neural text classifiers. Influence function are accurate for convex only when the model is strictly convex and so the authors approximation to the influence functions on BERT [Devlin et al. 2018]. The authors evaluate the effectiveness by comparing them with gradient-based saliency methods for interpretability. Our approach uses FAISS [Johnson, Douze, and Jégou 2019] to create a cache once and so is computationally efficient and scalable to very large datasets that deep learning models rely on.

Interpreting attention as a form of explanation for neural NLP models has been a topic of debate [Jain and Wallace 2019] Serrano and Smith 2019; Wiegreffe and Pinter 2019]. Zhong, Shao, and McKeown (2019) train attention to directly attend to human rationales and obtain more faithful explanations. Recent work has manipulated attention in Transformer [Vaswani et al. 2017] models in an attempt to make it more interpretable [Pruthi et al. 2020] [Brunner et al. 2020]. Gradient-based saliency maps are faithful by construction and hence have been applied in various forms to neural models for interpretability [Lei, Barzilay, and Jaakkola 2016 Ribeiro, Singh, and Guestrin 2018 Chang et al. 2019 bastings, Aziz, and Titov 2019].

**Retrieval-based approaches.** Many language generation methods use retrieval-based techniques at test time. Weston, Dinan, and Miller (2018) improve a dialogue response generation model by retrieving and refining similar instances from the training set. Gu et al. (2018) propose a Neural Machine Translation approach that fuses information from the given source sentence and a set of retrieved training sentence pairs. The neural cache Grave, Joulin, and Usunier 2017 and related unbounded neural cache Grave, Cisse, and Joulin 2017 retrieve similar instances from the sequence history to better adapt language models to the context. The recently introduced $k$NN language model ($k$NN-LM) extends on existing pre-trained language models by interpolating the next word distribution with a $k$NN model [Khandelwal et al. 2020]. The combination is a meta-learner that can be effectively tuned for memorizing and retrieving rare long-tail patterns. Our work adapts the $k$NN-LM to text classification by using the input example as context, in a similar way to how deep-$k$NN [Papernot and McDaniel 2018] applies $k$NN over neural network representations to the classification of images. We show that our approach outperforms fine-tuned models like BERT and RoBERTa [Liu et al. 2019] and is particularly good as a backoff for a model’s less confident examples.

In addition to $k$NN-LM style approaches that interpolate the next word distribution, there has also been work leveraging the $k$NN training examples of a test instance to fine-tune a pretrained model [Zhao et al. 2020], which avoids the need to create new model architecture and train from scratch. For example, [Li, Zhang, and Zong 2018] search for similar sentence pairs from the training corpus for each testing sentence, which are then used to finetune the model.

**Dataset artifacts and spurious associations.** Neural models have been very successful on various NLP tasks but a deeper understanding of these models has revealed that these models tend to exploit dataset artifacts. In Natural Language Inference (NLI), the hypothesis-only baseline is known to significantly outperform the majority baseline on both the SNLI [Bowman et al. 2015] and MNLI [Williams, Nangia and Bowman 2018] datasets [Gururangan et al. 2018; Poliak et al. 2018]. Pre-trained models like BERT rely on spurious syntactic heuristics such as lexical overlap for NLI [McCoy, Pavlick, and Linzen 2019]. Various forms of data augmentations and evaluations for robustness have been proposed to overcome these limitations. Kaushik, Hovy, and Lipton (2020) use counterfactual augmentation for SNLI to alleviate the bias from annotation artifacts. Their findings show that training on counterfactuals makes models more robust. We use $k$NN to study the shift in representations before and after the augmentation in terms of spurious signals. Our findings suggest that although counterfactual augmentation does help with reducing the effects of prominent artifacts like lexical overlap, it also inadvertently introduces new artifacts not present in the original dataset.

**Method**

Figure 1 shows an overview of our proposed approach that leverages $k$NN to improve an underlying classification model. Our implementation of $k$NN relies on caching the model’s output hidden representation of every training sequence. During inference, we query the cache to retrieve the nearest neighbors for a given example and make a prediction based on the weighted distance for each class.

**Learning hidden representations.** Our approach to $k$NN over hidden representations closely relates to $k$NN-LM implemented by [Khandelwal et al. 2020]...
but has an extra normalization step over hidden states and a different method for interpolating kNN and neural networks for classification.

Our implementation assumes that we have a training set of sequences where each sequence \( x^i \) is paired with a target label \( y^i \). Our algorithm maps each \( x^i \) to a hidden representation vector \( h^i \in \mathbb{R}^d \), where \( d \) is the hidden state dimension, using function \( f_\theta \) defined by a neural network with parameters \( \theta \):

\[
h^i = f_\theta(x^i)
\]

In this work, these hidden states are obtained from BERT or RoBERTa systems. They are crucial in determining the performance of our method. We found that the [CLS] representation of the last layer of BERT or RoBERTa performs the best. As prescribed in (Reimers and Gurevych 2019), we also experimented with other pooling strategies like mean and max pooling of hidden representations across all time steps but the improvements were smaller compared to the [CLS] representation. We also evaluated using the best layers identified for capturing input semantics in generation for various transformer models (Zhang et al. 2019). However, we found that the last layer worked best and so all our models use the [CLS] representation of the last layer.

Those hidden representations can be collected and cached with one forward pass through the training set. For scaling to larger data sets, FAISS implements data structures for storing the cache that allows for faster NN lookup and reduces memory usage. We then apply dataset-wise batch normalization (Ioffe and Szegedy 2015) to the hidden state vectors with means \( \mu \in \mathbb{R}^d \) and standard deviations \( \sigma \in \mathbb{R}^d \) over the hidden states, and obtain normalized hidden states using

\[
\tilde{h}^i = \frac{h^i - \mu}{\sigma + \epsilon},
\]

with a small \( \epsilon \) for numerical stability. We map each test sequence \( x' \) to a fixed-size hidden state \( \tilde{h}' \) with

\[
\tilde{h}' = \frac{f_\theta(x') - \mu}{\sigma + \epsilon}.
\]

When the training set is large, it is possible to estimate means and variances from a subset of training sequences.

**K nearest neighbors over hidden representations**

For \( K \) nearest neighbors, we first locate the set of indices \( K \) for \( i \) which leads to the smallest \( L_2 \) distances given by \( d^i = ||\tilde{h}' - \tilde{h}^i||^2 \). Next, we compute the weighted kNN probability scores \( w_{knn}(x^i, x') \) with a softmax over negative distances given by

\[
w_{knn}(x^i, x') = \begin{cases} 
\frac{\exp(-d^i/T)}{\sum_{j \in K} \exp(-d^j/T)}, & \text{if } i \in K \\
0, & \text{otherwise}.
\end{cases}
\]

where \( T \) is a temperature hyper-parameter that controls the sharpness of the softmax. The probability distribution over labels for the test sequence, \( p_{knn}(y|x') \) is then given by

\[
p_{knn}(y|x') = \sum_{j \in K} w_{knn}(x^j, x') \times e(y^j)
\]

where \( e(y^j) \) is a one-hot encoding of \( y^j \) equal to one at the index of \( y^j \) and zero at the index of all other labels. \( p_{knn}(y|x') \) can be used directly as a classifier or interpolated with the base neural network probability distribution \( p(y|x') \) in various ways.

In this work, we backoff to a kNN classifier depending on pre-defined criteria, such as when the model is less-confident in its predictions or if the model is known to perform poorly on certain types of inputs. Given some threshold hyper-parameter \( \tau \), our classifier prediction is given by

\[
y = \begin{cases} 
\arg \max_j p_\theta(y|x'), & \text{if } \max_j p_\theta(y|x') > \tau \\
\arg \max_j p_{knn}(y|x'), & \text{otherwise}
\end{cases}
\]

The hyper-parameters \( \tau \) and \( T \) are determined based on each model and the validation set. We tune the value of \( k \) on the validation set of each dataset, and use the same value for all models trained on that dataset.

**Experiments**

**Datasets**

We demonstrate the effectiveness of kNN on the natural language inference (NLI) task as a case study. The input to the NLI model is a pair of sentences—the premise and the hypothesis, and the task is to predict the relationship between the two sentences. The possible labels are ‘entailment’, ‘contradiction’, or ‘neutral’. This problem requires complex semantic reasoning of underlying models (Dagan, Glickman, and Magnini 2005).

Apart from the vanilla version of the task, we also compare to augmented and adversarial versions of the original datasets to gain a deeper understanding of how the model behavior changes.

- **SNLI**: The Stanford Natural Language Inference (SNLI) (Bowman et al. 2015) dataset is a widely used corpus for the NLI task. Recently, Kaushik, Hovy, and Lipton (2020) released a counterfactually augmented version of the SNLI. The new corpus consists of a very small sample of the original dataset (0.3%) called the original split. The original split is augmented with counterfactuals by asking crowdworkers to make minimum changes in the original example that would flip the label. This leads to three more splits – the revised premise wherein only the premise is augmented, the revised premise wherein only the hypothesis is augmented or the combined that consists of both premise and hypothesis augmentations along with the original sentence pairs.

We use the original and combined splits (referred to as augmented split) in our experiments that have training data sizes of 1666 and 8330 respectively. For validation and testing on the original split, we use the SNLI validation and test sets from Bowman et al. (2015) with sizes 9842 and 9824, respectively. For the combined split, we validate and test on the combined validation and test sets with sizes 1000 and 2000, respectively.

- **ANLI**: To overcome the problem of models exploiting spurious statistical patterns in NLI datasets, Nie et al. (2020)
released the Adversarial NLI (ANLI) dataset. 

**Table 1:** The first block shows an example from the original dev set that BERT predicts incorrectly as *contradiction* when trained on the SNLI original split but predicts correctly as *entailment* when trained with the counterfactual augmentations. Only showing top $k = 4$ examples. Bold text indicates uncovered likely spurious association between mention of colors and *contradiction*.

![Figure 2: LIME saliency map highlighting the top feature words in the BERT model’s prediction.](image)

Figure 2: LIME saliency map highlighting the top feature words in the BERT model’s prediction. The top figure shows that the model uses the occurrence of colors as important features, verifying the spurious pattern of associating colors with the contradiction class that is uncovered by kNN in Table [1](middle block). The bottom figure shows the contrast that after augmentation the model does not use color features and so is able to make the right prediction (entailment).

**System setup**

We focus on experimenting with two transformer models – the BERT and RoBERTa. For both models we only use their base versions with 110M and 125M parameters. More details about the hyper-parameters used for each of these models are mentioned in Appendix A.

**Results**

We use $k$NN as a lens into interpreting and understanding model behavior based on its learned representations. Specifically, we explore the effectiveness of $k$NN on uncovering spurious associations and identifying mislabeled training examples. In the following sections, we describe these application of $k$NN using NLI as a case study.

- **Explaining the model behavior using nearest training examples.** The most similar training examples retrieved by $k$NN provide context for a given input in the representation space of the model, thereby providing an understanding for why the model made a certain prediction. We run experiments to test at the dataset level if the retrieved training examples are actually the ones that the model relies on to learn its decision boundary. We do this by removing a percentage of the training examples most frequently retrieved by $k$NN (with $k = 16$) on the training set, retrain the model from initialization, and re-evaluate the model. We repeat this procedure and average results over three random seeds. On the original SNLI split, we find that on average BERT’s performance drops by 4.6% when the top 10% of the 1666 training examples are removed vs. 1.2% when an equal amount of random examples are removed. The performance further drops by another 6% when the percentage is increased to 30% vs. 4% for
random. This experiment verifies that a model’s prediction for a specific testing example is highly correlated with its neighboring examples in training set. Tables 2 and 3 show top (based on distance) influential training examples for a dev example.

**Uncovering spurious associations.** Spurious associations are caused by a model confounding the statistical co-occurrence of a pattern in the input and a class label with high mutual information between the two. For example, state-of-the-art models are known to associate high lexical overlap between the premise and the hypothesis with the label entailment (McCoy, Pavlick, and Linzen 2019). So models that rely on this association fail spectacularly when the subject and the object are switched. Counterfactual data augmentation alleviates this problem by reducing the co-occurrence of such artifacts and the associated class label.

$k$NN provides a tool for uncovering potential spurious associations. First, we examine the nearest neighbors of misclassified examples for possible spurious patterns. Next, we use feature-importance methods like LIME to verify the pattern by comparing it to the highest-weighted word features. Table 1 shows potential spurious association between mention of colors and contradiction label uncovered by $k$NN when BERT is trained on the original split. As shown, counterfactual augmentation helps in debiasing the model and BERT is then able to classify the same example correctly.

Surprisingly, through $k$NN we also find that counterfactual augmentation inadvertently introduces new artifacts that degrade model performance on certain data slices. Table 2 shows an example where BERT’s prediction goes from neutral to contradiction when trained on augmented data. The nearest neighbors reveal that BERT learns to correlate the occurrence of negation in the hypothesis with contradiction. LIME verifies that the most highly weighted feature is the occurrence of ‘not’ as shown in Figure 3. Quantitatively, we verify that the pattern ‘not’ occurs approximately $37\%$ and $60\%$ of times in the original and augmented training splits of SNLI respectively. The accuracy of BERT on identifying entailment examples that contain negation drops by $10\%$ when trained with augmented data versus without. Figure 3 shows the saliency map of words that were highly-weighted in BERT’s prediction using LIME. As expected, the model trained on augmented data learns to spuriously associate the occurrence of ‘not’ with the contradiction class.

**Identifying mislabeled examples.** Datasets used for training deep learning models are huge and may contain noisy labels depending on how the data was collected. Even crowd-sourced datasets can sometimes have mislabeled examples (Frénay and Verleysen 2013). $k$NN can be leveraged for identifying potentially mislabeled examples. We observed that $k$NN would sometimes retrieve mislabeled examples, and that these specific instances tended to occur when $k$NN’s prediction was different from the models prediction.

We experimented with this phenomenon by intentionally mislabeling $10\%$ of examples on the original training split of the SNLI dataset with 1666 examples, and using $k$NN based method to recover them by comparing with the model’s prediction as follows (based on the notations used in Section):

$$\arg \max p_0(y|x') \neq \arg \max p_{kNN}(y|x')$$
We collected a set of candidate mislabeled training examples by comparing BERT’s prediction on the dev set to the label of the immediate nearest neighbor (k=1) for that example. We found that our approach was extremely effective at identifying the mislabeled examples with both high precision and recall. We obtained precision, recall and F1 of 0.84, 0.73, and 0.78 respectively averaged over three random seeds.

We compared our results to a baseline that classifies training examples with the highest training loss as potentially mislabeled. Figure 4 shows a plot of the baseline with respect to the fraction of training data and the corresponding recall. Because our approach retrieves a set of candidate examples and there is no ranking, we directly plot the performance based on the size of the set. Our results indicate that kNN is extremely effective at identifying the mislabeled examples compared to the baseline that requires about 65% of the training data ranked by loss to get to the same performance. We applied our approach to the counterfactually augmented split of SNLI and found that our method effectively uncovers several mislabeled examples as shown in Table 3.

![Figure 4: Fraction of correctly retrieved mislabeled examples by our kNN approach compared to a baseline that considers examples with highest training loss as mislabeled. Our approach has high recall while retrieving a significantly smaller set of candidate mislabeled examples.](image)

Apart from explaining model behavior and identifying mislabeled examples, we explore mechanisms for leveraging kNN to further improve fine-tuned model predictions described in the next section.

- **KNN for improving model performance.** KNN has the ability to learn a highly non-linear boundary and so we leverage it to improve performance of fine-tuned models on examples which we know the model is not good at classifying. We deploy kNN as a backoff for low confidence predictions by learning a threshold on the validation set, below which the model’s predictions are very unreliable. Another criteria could be defining slices of data that satisfy a property on which the model is known to perform poorly. Examples include inputs that contain gendered words or fallible patterns for a model.

| Dataset     | BERT  | RoBERTa |
|-------------|-------|---------|
| SNLI original | 0.74  | 0.55    |
| SNLI augmented | 0.53  | 0.40    |
| ANLI         | 0.95  | 0.96    |
| HANS         | 0.84  | 0.62    |

Table 5: Threshold τ used for switching to kNN identified on the validation sets.

### Results on NLI.

For all our experiments we used kNN as a backoff for examples where the underlying fine-tuned model has low confidence in its prediction. These thresholds are identified on the validation splits for each of the evaluation datasets. We also experimented with different values of k (< 1% of the size of training data) and the temperature T for different training data sizes.

Table 4 shows the performance of BERT and RoBERTa compared to kNN used along with the underlying model. Numbers indicate accuracy. SNLI and ANLI are 3-way classification tasks while HANS is a 2-way classification task.

| Dataset     | BERT  | RoBERTa |
|-------------|-------|---------|
| SNLI Original | 0.53  | 0.70    |
| SNLI Augmented | 0.48  | 0.47    |
| ANLI         | 0.95  | 0.96    |
| HANS         | 0.84  | 0.62    |

Table 4: Results on NLI test sets for BERT and RoBERTa compared to kNN on the overall test set for three NLI datasets. Our method of combining kNN with the underlying model obtains beats the standard BERT/RoBERTa with big margins on both augmented SNLI and ANLI. We also
Figure 5: Visualization of RoBERTa’s representation using t-SNE on a small subset of the HANS constituent heuristic portion of the val set. Because kNN is highly non-linear, it is able to recover from some of the misclassifications of RoBERTa (highlighted using green box) for the difficult non-entail class. It makes the performance slightly worse on much smaller clusters (highlighted using orange box).

|                | Lexical overlap | Subsequence | Constituent |
|----------------|-----------------|-------------|-------------|
| BERT           | 23.3            | 30.6        | 18.2        |
| kNN-BERT       | 25.4            | 30.6        | 24.6        |
| RoBERTa        | 78.7            | 79.6        | 52.7        |
| kNN-RoBERTa    | 79.4            | 80.8        | 54.7        |

Table 6: Fine-grained performance on HANS test set for the more difficult not-entail class. kNN consistently outperforms the underlying model by itself.

To get a better insight into how kNN improves the fine-tuned models, we visualized RoBERTa’s learned representations over a sample of the HANS validation set. The sample is chosen from the particularly difficult constituent heuristic of HANS that assumes that a premise entails all complete sub-trees in its parse tree (McCoy, Pavlick, and Linzen 2019). Figure 5 illustrates how the predictions change when using just fine-tuned RoBERTa vs. in combination with kNN. Our approach does particularly well on the more difficult not-entail class as identified by McCoy, Pavlick, and Linzen (2019). Fine-grained quantitative results shows in Table 6.

We used t-SNE (Maaten and Hinton 2008) to project the representations into two dimensions for visualization.

**Analysis.** Our experiments indicate that kNN can improve the performance of state-of-the-art models especially on input types on which the model is known to perform poorly. In this paper, we only considered the model’s low confidence as an indicator for switching to kNN. The backoff criteria could be anything that is based on the input examples. Slicing the datasets based on the occurrence of certain patterns in the input text like mention of colors or criterion based on syntactic information such as part-of-speech tags or lexical overlap can give a deeper understanding of model behavior. Fine-grained evaluations on such slices on a validation set would highlight data slices where the model performs poorly. Example types that satisfy these criterion can then be classified by switching to kNN for the final prediction.

Based on our application of kNN for uncovering spurious associations, it is evident that high performance on data augmentation such as counterfactuals that are not targeted for pre-defined groups or patterns in examples does not indicate robustness on all slices of data (e.g. examples with the ‘not’ pattern). It is difficult to make any claims about robustness without performing fine-grained analysis using data slices. On the other hand, targeted augmentation techniques such as HANS work better for evaluating robustness on the pre-defined syntactic heuristic categories.

**Conclusion and future directions**

We leveraged kNN over hidden representations to study the behavior of NLI models, and find that this approach is useful both for interpretability and improving model performance. We find that the kNN for any test example can give useful information about how a model makes its classification decisions. This is especially valuable for studying where models go wrong, and we demonstrate how retrieving the nearest neighbors can reveal artifacts and spurious correlations that cause models to misclassify examples.

From our analysis, we also observed that kNN of misclassified test examples are often indicative of mislabeled examples, which gives this approach application to fixing mislabeled examples in training sets. By finding the most common nearest neighbors across the whole test set, we are also able to identify a subset of highly influential training examples and obtain corpus-level interpretability for the model’s performance.

Lastly, we examined the utility of backing off to kNN-based classification when the model confidence is low. Analysis of the decision boundaries learned by kNN over hidden representations suggest that kNN learns a more fine-grained decision boundary that could help make it more robust to small changes in text that cause the ground truth label, but not the model prediction, to flip. We find that this approach increases the robustness of models to adversarial NLI datasets.

Future work could extend the effectiveness of kNN to other applications such as identifying domain mismatch between training and test or finding the least influential examples in a training set. Other directions include extending kNN to other classification tasks as well as generation.
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