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Abstract

In this paper we introduce an agent-based model together with a particle filter approach for studying the spread of COVID-19. Investigations are performed on the metropolis of Tokyo, but other cities, regions or countries could have been equally chosen. A novel method for evaluating the effective reproduction number is one of the main outcome of our approach. Other unknown parameters and unknown populations are also evaluated. Uncertain quantities, as for example the ratio of symptomatic/asymptomatic agents, are tested and discussed, and the stability of our computations is examined. Detailed explanations are provided for the model and for the assimilation process.
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1 Introduction

The outbreak of COVID-19 had a huge impact on human society, and has also triggered an enormous scientific response. In this paper, we provide a rather detailed account of an agent-based model for the evolution of the disease involving data assimilation. Our data assimilation approach (particle filter) consists of two main steps, repeated on a regular basis: 1) Generate a prediction for the model’s state on the next time step based on the current model’s state, and move the time step forward; 2) Update the model’s state based on observations on the current time step. Since new data about COVID-19 are available on a daily basis, we regard one day as one time step in our model. In one experiment, numerous independent simulations are considered simultaneously, and consequently some quantities of interest can be estimated with a probability distribution. Examples of such quantities are unknown populations and unknown medical parameters.

The use of data assimilation for epidemiological investigations is not new, and several earlier references will be briefly mentioned below. However, up to the best of our knowledge, data assimilation has never been paired with an agent based model in epidemiology. For this reason and for completeness, we describe thoroughly the model and the assimilation process. Another important aim is to make our approach and results easily reproducible. Since some parameters in the model are location dependent, and in order to rely on a constant source of observations, our investigations are focusing on the metropolis of Tokyo. Though, the approach can be adapted to other cities, regions, or countries with little effort.

The effective reproduction number $R_t$ is one quantity of major importance for any epidemiologic studies. Since it works as an estimator of the number of secondary cases produced by a primary case at time $t$, it provides crucial information about the spread of the disease, allowing health services to evaluate previous interventions and forecast the evolution of the epidemic. However, its precise evaluation is very challenging, and several independent approaches exist or have been recently developed. As thoroughly investigated in [10], all these techniques suffer from some limitations or biases. In this context, our approach provides one new technique for the evaluation of $R_t$, with simple explanations about its definition and its estimation.

In Figure 1 we present our main result about the evaluation of the effective reproduction number $R_t$ for Tokyo, from March 6th, 2020, to August 14th, 2021. Our approach does not only provide a daily mean value but also confidence intervals based on the distribution of parameters from the individual simulations. In Section 4 we also discuss the stability of the mean value of $R_t$ with respect to the change of several uncertain parameters. A comparison with other estimations of the effective reproduction number for the metropolis of Tokyo is also discussed in Section 5.

As mentioned above, data assimilation has already been employed for epidemiological investigations. One of the earliest attempts to implement epidemiological observations with epidemic models through a variational data assimilation approach was published in [20]. In relation to COVID-19, already in March 2020 some investigations using a method called Ensemble Smoother with Multiple Data Assimilation (ES-MDA) appeared in a preprint format [25], quickly followed by other publications [1, 7, 12, 15]. An important work in this
Let us now describe the content of our paper. In Section 2 we precisely introduce our agent-based compartmental model (an extended version of the SEIR model): its compartments, the flows between these compartments, the probability of agents entering each flow, and the time agents spend in each compartment. Some of these values are fixed, in which case we provide a reference; other values are random variables, whose distributions are either provided by some references or will be evaluated during the experiments. The procedure for producing secondary cases is also described, and the computation of the effective reproduction number $R_t$ is explained.

In Section 3 the evolution process and the data assimilation technique are thoroughly introduced. The leading idea is to consider simultaneously numerous independent epidemics (called particles), and to associate to each of them a weight on a daily basis. The weights are assigned based on the proximity of the simulated epidemics to the observations. More precisely, since direct observations are only possible for three compartments of the model (the
agents under medical treatment, the agents who have recovered after medical treatment, and the deceased agents), we compare the number of agents in these three compartments to the corresponding observations, and compute the weights accordingly. Various plots illustrate the outcomes of our experiments, as for example the total number of asymptomatic agents. A resampling process necessary for our experiments is also introduced and discussed. In the final part of this section, we provide some estimations about two parameters evaluated during the experiments.

A discussion about the ratio of asymptomatic agents and the relative infectivity of symptomatic/asymptomatic agents, is presented in Section 4. Indeed, the ratio of symptomatic/asymptomatic agents for COVID-19 is still not precisely known, and contradictory ratios can be found in the literature, see for example [3, 11]. For this reason, we have tested our model with different ratios, and compared the resulting effective reproduction numbers. Similarly, it is not certain by how much asymptomatic agents are less infectious than symptomatic agents. Again, various numbers can be found in the literature [4], and for this reason we have tested our model for different relative infectivity. At a more technical level, we also discuss in this section the relation between the stability of the computations and the frequency of resamplings introduced in Section 3.

In the last section of this paper, we compare our results with similar results about Tokyo, and discuss the strength and the weakness of our approach. Some possible improvements are also presented, and future extensions are finally discussed.

2 Description of the model

The model consists of an extension of the well-known SEIR model, but is adapted in the context of an agent-based model. It is based on seven compartments, as shown in Figure 2, which can be described as follows:

\[ S \] The compartment of all susceptible agents, they do not play any role yet. The size of this compartment is irrelevant for the model, and thus a few parameters related to this compartment hold an index $\infty$.

\[ E \] The exposed agents. Right after infections, agents moved to $E$, and they are not infectious in this compartment. They are not recorded by health authorities.

\[ I_a \] The infectious agents that are unaware of their infectious condition or not taking special precautions. Some of these agents are asymptomatic (will never develop any symptoms), while some are pre-symptomatic or still weakly symptomatic. The asymptomatic agents are removed from the model after recovery. Symptomatic agents will move to $I_s$ as symptoms further develop. They are not recorded by health authorities yet.

\[ I_s \] The infectious agents are having clear symptoms and taking all necessary precautions. Most of these agents will receive medical support, but others will only quarantine themselves. The first cohort is moving to $H$ later, while the latter cohort will not be
identified by the medical system and will be removed from the model. They are not recorded by health authorities.

\(H\) The hospitalized agents, and more generally, the agents are undergoing treatment. These agents are treated in hospitals, at home, or in other facilities. They are recorded by health authorities.

\(D\) The deceased agents who were recorded by health authorities while in \(H\).

\(R\) The recovered agents who were recorded by health authorities while in \(H\).

\[
\begin{array}{cccc}
S & E & I_a & I_s \\
\downarrow P_{as} & & \downarrow P_{sh} & \text{produce secondary cases} \\
& \downarrow P_{a\infty} & \downarrow P_{s\infty} & \\
& & \downarrow P_{hd} & \\
& & \downarrow P_{hr} & \\
& & H & \\
& & \downarrow D & \\
& & R & \\
\end{array}
\]

Figure 2: The compartments and the probabilities of each path

As shown in Figure 2, should a compartment have multiple outflowing paths, its agent will enter different paths following certain probabilities. We provide in Table 1 the different values and the sources. Note that these values will be discussed again with additional experiments in Section 4. Note also that the probabilities \(P_{hd}\) and \(P_{hr}\) will be evaluated during the experiments, and therefore are time (\(\equiv\) day) dependent. Note also that, as the probability of self-quarantining without contacting any health authorities (\(P_{s\infty}\)) is not available for Tokyo, we use the result of the survey [17] conducted in Osaka.

| Name | Path | Probability of | value (%) | source |
|------|------|----------------|-----------|--------|
| \(P_{as}\) | \(I_a \rightarrow I_s\) | being symptomatic | 83 | [4] |
| \(P_{a\infty}\) | \(I_a \rightarrow S\) | being asymptomatic | 17 | [4] |
| \(P_{sh}\) | \(I_s \rightarrow H\) | contacting health authorities | 78 | [17] |
| \(P_{s\infty}\) | \(I_s \rightarrow S\) | not contacting health authorities | 22 | [17] |
| \(P_{hd}\) | \(H \rightarrow D\) | dying | Evaluated with observations |
| \(P_{hr}\) | \(H \rightarrow R\) | recovering after hospitalization | Evaluated with observations |

Table 1: Probabilities between compartments
In some of these compartments (Cpt), the number of days spent by agents is important. We list in Table 2 the necessary information about these durations and provide the sources. Some given distributions are provided in Table 3. Note also that the time duration $T_h$ (time in compartment $H$) will be evaluated during the experiments, and therefore is time dependent. Note that if any of the parameters are time dependent, the behavior of agents are determined by the parameters on the day they are enter their current compartments.

| Cpt | Name | Description | Value | source |
|-----|------|-------------|-------|--------|
| $E$  | $T_e$ | Incubation period | 3 days | Estimated period before becoming contagious |
| $I_a$ | $T_{as}$ | Time before moving to $I_s$ | Given in Table 3 | |
|     | $T_{a∞}$ | Time before recovering for asymptomatic | Given in Table 3 | [18] |
| $I_s$ | $T_{sh}$ | Time before moving to hospital | Given in Table 3 | |
|     | $T_{s∞}$ | Time before recovering | Irrelevant for the model | [14] |
| $H$  | $T_h$ | Time spent in hospital | Evaluated with observations | |

Table 2: Time spent in compartments

| days | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | $E$ |
|------|---|---|---|---|---|---|---|---|---|-----|
| $T_{a∞}$ | 0 | 0 | 0 | 0 | 0.05 | 0.2 | 0.5 | 0.2 | 0.05 | 7 |
| $T_{as}$ | 0 | 0.3 | 0.6 | 0.05 | 0.05 | 0 | 0 | 0 | 0 | 2.85 |
| $T_{sh}$ | 0 | 0.1 | 0.2 | 0.5 | 0.15 | 0.05 | 0 | 0 | 0 | 3.85 |

Table 3: Distribution for $T_{ar}$, $T_{as}$, and $T_{sh}$

In compartment $I_a$, asymptotic agents and symptomatic agents can spread the disease. A simplified daily offspring distribution $Od$ is provided in Table 4, and we refer for example to [26] for more details.
One delicate question is the relation between the transmission coefficient for asymptomatic agents and the transmission coefficient for symptomatic agents. For our investigations, we shall rely on the result of the systematic review [4] which asserts that the relative risk of asymptomatic transmission is 42% lower than that for symptomatic transmission. As a consequence, we shall fix that the relative infectivity coefficient $k$ is 0.58, which scales the asymptomatic agents’ transmission coefficient relative to the symptomatic agents’. This factor is slightly smaller but of a comparable scale compared to earlier investigations, see for example [3]. This factor will be discussed again with additional experiments in Section 4.

Let us set $r_t \in [0, 1]$ for a time dependent multiplicative factor which takes into account the real interaction between agents. This factor (updated on a daily basis) depends clearly on individual behavior but also on non-pharmaceutical interventions. As a consequence, for asymptomatic agents in $I_a$, the daily production of second generation infections is given by the daily offspring production with all #secondary cases $\geq 1$ entries’ probabilities multiplied by the factor $k \cdot r_t$. For symptomatic agents in $I_a$, the daily production of second generation infections is given by the same rule, but only with multiplicative factor $r_t$ instead of $k \cdot r_t$. Therefore, the effective reproduction number $R_t$ is given by the formula

$$
R_t = (k \cdot P_{a\infty} \cdot E(T_{a\infty}) + P_{as} \cdot E(T_{as})) \cdot E(s. c.) \cdot r_t
$$

$$
= (0.58 \cdot 0.17 \cdot 7 + 0.83 \cdot 2.85) \cdot 0.71 \cdot r_t
$$

$$
= 2.17 \cdot r_t.
$$

3 Evolution process, particle filter, and main results

The observation data for compartments $H$, $R$, and $D$ provided by health authorities for Tokyo start on March 6th, 2020. However, the epidemic had already started in January at the latest, since the departure of the Diamond Princess from Yokohama took place on January 20th, 2020. For this reason, and after several trials, we have fixed the following initial conditions for our experiment: January 17th, 2020.$^1$ This date corresponds to 49 days before the start of the observations available for Tokyo.

On a daily basis, some parameters have certain freedom to change their values. In order to describe their evolutions, let us use the notation $\text{TN}(\mu, \sigma; a, b)$ for the truncated normal distribution of mean $\mu$, variance $\sigma^2$, minimum value $a$ and maximal value $b$. For the evolution of $r_t$ with $t \geq 1$, we choose randomly its value according to the distribution

$^1$Long after having chosen this date as the most suitable one for the start of our simulations, we were informed that the first case of COVID-19 detected in Japan was on January 16th, 2020.

| # of s. c. | 0   | 1   | 2   | 3   | 4   | 5   | $E$(s. c.) |
|-----------|-----|-----|-----|-----|-----|-----|------------|
| Prob.     | $p_0 = 0.5$ | $p_1 = 0.35$ | $p_2 = 0.12$ | $p_3 = 0.01$ | $p_4 = 0.01$ | $p_5 = 0.01$ | 0.71 |

Table 4: Daily offspring distribution Od: number of secondary cases (s.c.)
Table 5: Initial conditions

| Description                        | Initial values                        |
|------------------------------------|---------------------------------------|
| Initial date                       | January 17, 2020                      |
| Initial number of infected agents  | Uniformly at random in $\{3, 4, 5, 6, 7\}$ |
| $r_0$                              | Uniformly at random in $[0, 1]$        |
| $T_h(0)$                           | 15 days, initial guess motivated by $[23]$ |
| $P_{hd}(0)$                        | Uniformly at random in $[0, 0.05]$     |

The evolution of $P_{hd}$ is also given by using a truncated normal distribution, namely, for $t \geq 1$ the value $P_{hd}(t)$ is chosen randomly according to the distribution $\text{TN}(P_{hd}(t - 1), 0.0025; 0, 0.05)$. Since the time spent in hospitals, $T_h$, is integer valued, its evolution is slightly more complicated, but nevertheless follows a scheme similar to the previous two parameters. The mean value $\mathbb{E}(T_h(t))$ of $T_h(t)$ is chosen randomly according to the distribution $\text{TN}(\mathbb{E}(T_h(t - 1)), 0.75; 4, 19)$, where the minimum and maximum values have been fixed according to some information provided by health authorities [14]. Then, one constructs a distribution supported on the greatest integer less than or equal to $\mathbb{E}(T_h(t))$ and the least integer greater than or equal to $\mathbb{E}(T_h(t))$, and such that its expectation is equal to $\mathbb{E}(T_h(t))$. The agents entering the compartment $H$ on that day are then assigned a time in $H$ chosen at random according to this distribution.

Each agent in the compartment $I_a$ will infect susceptible agents belonging to the compartment $S$ on a daily basis. We now describe this process. Let us denote by

$$
\text{MN}(x_j; n; p_j) \equiv \text{MN}(0, 1, 2, 3, 4, 5; n; p_0, p_1, p_2, p_3, p_4, p_5),
$$

the multinomial distribution for $n$ trials in the set of values $x_j \in \{0, 1, 2, 3, 4, 5\}$ with the probability of $x_j$ given by $p_j$. We also denote by the vector $X = (X_0, X_1, X_2, X_3, X_4, X_5)$ one realization of this distribution. For example, if $p_j$ is the the probability of having $j$ offsprings as given in Table 4, then one has $\sum_{j=0}^{5} X_j = n$, and the expectation value for $X_j$ is $np_j$ for any $j \in \{0, 1, 2, 3, 4, 5\}$.

On a given day $t$, assume that the compartment $I_a$ contains $n$ asymptomatic agents and $m$ symptomatic agents. Then, the $n$ agents will infect $\sum_{j=1}^{n} j X_j$ susceptible agents, where $X$ is one realization of the multinomial distribution $\text{MN}(x_j; n; p_j^a)$, with $p_j^a = k \cdot r_t \cdot p_j$ for $j \in \{1, 2, 3, 4, 5\}$ and $p_0^a = (1 - k \cdot r_t) + k \cdot r_t \cdot p_0$. Similarly, the $m$ agents will infect $\sum_{j=1}^{m} j Y_j$ susceptible agents, where $Y$ is one realization of the multinomial distribution $\text{MN}(x_j; m; p_j^s)$, with $p_j^s = r_t \cdot p_j$ for $j \in \{1, 2, 3, 4, 5\}$ and $p_0^s = (1 - r_t) + r_t \cdot p_0$.

As highlighted in Figure 2, three compartments $H$, $D$, and $R$, are associated with observations (collected from [24]). Some uncertainties must be attached to these observations, and these uncertainties are commonly called observation error and will be denoted by $\sigma$. For our experiments, we consider two of these observation errors constant over time, while one will be time dependent. In fact, since the daily variations of $H$ are quite important, the corresponding uncertainties will take them into account. More precisely, if we write $H(t)$ for
the number of hospitalized agents at time $t$, we set

$$\sigma_H(t) = \sqrt{(0.3H(t) + 4|H(t) - H(t-1)|)^2 + 400},$$
$$\sigma_R = 2000,$$
$$\sigma_D = 100.$$ 

These expressions for the errors have been chosen after several trials. As shown later, even if these values look very large, they lead to a successful selection process.

Let us now describe more precisely the experimental setup. We use a particle filter approach; namely we create a large number $N$ of independent simulations (particles) of the propagation of the epidemic in Tokyo in one experiment. Each of the simulations is a realization of the model, and involves all the daily random processes described above. Typically, we have chosen $N = 50'000$ or $N = 100'000$, and kept this number constant during each experiment. On a daily basis, a weight $w$ is assigned to each particle. Let $i$ denote the index of the particle, and let $H_i(t)$, $R_i(t)$, and $D_i(t)$ denote the number of agents in the three corresponding compartments for this particle at time $t$. At each time $t \geq 1$ one first computes the not normalized weight $W_i(t)$ by the formula

$$W_i(t) := w_i(t-1) \cdot \exp\left( -\frac{(H_i(t) - H(t))^2}{2\sigma_H^2} - \frac{(R_i(t) - R(t))^2}{2\sigma_R^2} - \frac{(D_i(t) - D(t))^2}{2\sigma_D^2} \right),$$

with the convention that $w_i(0) = \frac{1}{N}$. Then, the normalized weight for the particle $i$ is given by

$$w_i(t) := \frac{W_i(t)}{\sum_{j=1}^N W_j(t)}.$$

With these weights, one gets three distributions for the analyzed values of $H$, $R$, and $D$ at time $t$, respectively.

Now, if we keep computing weights with the formula described above, it will soon turn out that very few particles will concentrate almost all weights, and that nearly all other particles would end up with negligible weights. For dealing with this problem, a process called resampling is implemented: For a given time $t$, we take one realization $X$ of the multinomial distribution $\text{MN}(i, N; w_i(t-1))$ with $i \in \{1, \ldots, N\}$. Then, for a particle indexed $i$, we create $X_i$ copies of the particle and remove the original one. Finally, we assign a weight $1/N$ to all new particles. Clearly, some particles will appear several times, but their trajectories will diverge due to the randomness involved on a daily basis.

One still has to decide when resamplings are organized. For that purpose, let us set the effective number of particles

$$N_{\text{eff}}(t) := \frac{1}{\sum_{i=1}^N w_i(t)^2},$$

and observe that if $w_i = \frac{1}{N}$ for $i \in \{1, \ldots, N\}$, then $N_{\text{eff}} = N$, while if $w_i \approx 1$ for one $i$, and $w_j \approx 0$ for all $j \neq i$, then $N_{\text{eff}} \approx 1$. For this reason, $N_{\text{eff}}$ is often used as an indicator of the number of particles still playing a role in the process. As a consequence,
we shall use the following rule: If $N_{eff} < \frac{N}{10}$, then a resampling has to take place. As a practice to stabilize the experiments, a resampling is also performed if the most recent resampling took place 15 days ago. In Figure 3(a) we present a typical graph for $N_{eff}$ for a number of particles $N = 100’000$, while in Figure 3(b) we provide an indication about the time between the resamplings, namely whenever a resampling is taking place, we set $y = 1/(\text{number of days since the last resampling})$. We shall soon see that this information is playing a role for the stability of the predictions.

(a) 

(b) 

Figure 3: (a) $N_{eff}$, (b) Inverse of time between resamplings

Let us stress that the computation of the weights and the implementation of the resampling start only on day 50 of the simulation, namely on March 6. Indeed, as there is no observation available before this date, the particles just evolve freely and independently.

After running the experiment with observation data up to day $t$, we run the experiment for one more day without observation data. With the weight computed on day $t$ still assigned to each particle, one obtains the so-called forecast (or prior) values for $H_i$, $R_i$, and $D_i$, on day $t + 1$. These values generate the corresponding forecast distributions for $H$, $R$, and $D$. Then, by computing the weights $w_i(t + 1)$, as explained above, one obtains the analyzed values for the compartments, also called posterior values, and the corresponding analyzed distributions. Clearly, the forecast distributions and the analyzed distributions do not match in general. The relative difference between the mean values of the forecast and the analyzed distributions for $H$ can be visualized in Figure 4 (below part). Let us just emphasize that the weights are computed with three compartments, not only with $H$.

A representation of the three compartments with observations is also presented in Figure 4 (upper part) and in Figure 5. In these plots, the observations are represented in red, and the analyzed distributions are represented in green (confidence intervals) and in black (means). Similarly, we provide in Figure 6 the plot of the total number of asymptomatic agents in $I_a$. By the definition of asymptomatic agents, there is no observation corroborating these values.

As mentioned in Section 2, $P_{hd}$, $P_{hr}$, and $E(T_h)$ are evaluated during the experiments, which are respectively the probability of dying, the probability of recovering from $H$, and
Figure 4: Upper part: Observation value of $H$ (in red) and analyzed values with mean value (in black) and 68%, resp. 90%, confidence interval. Below part: relative difference for the mean values of 1-day forecast and analyzed $H$.

Figure 5: Observation value (in red) and analyzed values with mean value (in black) and 68%, resp. 90%, confidence interval: (a) Compartment $R$, (b) Compartment $D$. In (a), all curves are superposed.

the average time agents spend in $H$. With our approach, these quantities are provided with their distributions created by their values taken by the $N$ particles. Clearly, if more accurate medical information were available, these parameters could be directly implemented
in our model, but in their absence, we have to evaluate them from the observations. For the expected value of $P_{hd}$ shown in Figure 7(a), observe that the sudden increase visible between mid-February and mid-March 2021 is due to a conjunction of two factors: a large number of death, see Figure 5(b), and the rate for the number of agents recovering which takes a local minimum, see Figure 5(a). For the expected time $\mathbb{E}(T_h)$ spent in $H$, we provide in Figure 7(b) the distributions $\mathbb{E}(T_h)$ deduced from our investigations. The observed long-term trend of decay is expected to be due to the improvement of the medication and treatment for infected patients. Unfortunately, we can not deduce the difference of time spent in $H$ between patients with light symptoms and patients with serious symptoms from our model.

Figure 7: Mean and distribution with 68% and 90% confidence intervals for: (a) $P_{hd}$, (b) $\mathbb{E}(T_h)$
4 Parameters’ dependence and stability

As mentioned in Section 2, the relative infectivity \( k \) of the asymptomatic agents compared to the symptomatic agents is one very uncertain parameter. For most of our simulations, we have used \( k = 0.58 \) based on the information provided by the literature [4]. Since this ratio is quite uncertain, we compared the outcomes of simulations with all conditions the same but with \( k = 0.2, 0.58, \) and 1.0. The corresponding mean values for the effective reproduction number \( R_t \) are shown in Figure 8(a). The patterns are similar, but a larger \( k \) corresponds to a slightly larger value of \( R_t \), most of the time. This is not surprising since the factor \( k \) plays a role in the computation of the effective reproduction number, as shown in (1). On the other hand, with one noticeable exception around late August to early September 2020, the three curves cross the critical value \( R_t = 1 \) more or less simultaneously.

Similarly, the ratio between symptomatic and asymptomatic agents is also a somewhat controversial parameter. For our simulations, we have used the respective proportion of 83\% and 17\% from [4], but other sources mentioned a very different ratio [11]. Since asymptomatic cases are very difficult to detect, and since we can not be fully confident in this ratio, a sensitivity test has been performed. To do this, we have decreased the ratio of symptomatic to 50\% and to 20\% and performed the whole experiment while keeping all other parameters the same as the original ones. Compared to the original setting, more agents become asymptomatic and recover without showing any symptoms in these two new scenarios. On the other hand, the number of symptomatic agents is more or less constant since they are dominated by the number of agents hospitalized, which is compared and adjusted according to the observations on a daily basis. In Figure 8(b), the different curves for the mean \( R_t \) have similar patterns. However, we observe that a bigger proportion of asymptomatic agents leads to a slightly bigger \( R_t \). Indeed, more total infected agents have to be created in this scheme, which means that a larger \( R_t \) is necessary.
Let us still mention one observation linking the stability of the computation of $R_t$ with the frequency of resamplings. In Figure 9 we provide the mean value of $R_t$ for two independent experiments under exactly the same setting, each of them involves 100’000 particles. Clearly, these two curves are very similar, but at a few places, small differences are visible, as for example in September 2020, in February and first half of March 2021, and in August 2021. Note that the same kind of discrepancies can also be observed in Figure 8 (around the first 2 mentioned periods). Now, if we look back to Figure 3(b), it turns out that these three periods follow or coincide with periods of time when resamplings took place more frequently (local maxima of the curve presented in Figure 3(b)). Our understanding is the following: when abrupt changes in the observations are taking place, and/or when the model is not accurate enough, more resamplings are necessary to keep the experiment following the observation data since only a small portion of particles will have the correct behavior. As the weights concentrate on those particles, $N_{eff}$ drops rapidly, and more resamplings are triggered as a consequence. This process also quickly eliminates the short term diversity of particles: since most of the particles are sampled from that small portion of particles, they will share similar behavior for a few days. This could lead to the following two consequences in the short term: 1) the system is less capable of adapting to further rapid changes, 2) the randomness plays a more important role.

Figure 9: The mean values of the effective reproduction number obtained with two independent experiments, each involving 100’000 particles
5 Discussion and conclusion

The effective reproduction number $R_t$ is certainly one of the most important parameters for the study of an epidemic, but it suffers intrinsically from several weaknesses. Indeed, because of the delay between the infection of an agent and the appearance of symptoms, the effect of the current $R_t$ will only be visible in a few days. Accordingly, the current situation (number of agents in $I_a$, $I_s$, or in $H$) is related to some effective reproduction numbers which took place over the last few days. Also, since the infectious period lasts for several days, it is not possible (as for example mentioned in [10]) to shift $R_t$ by some days to get a better picture. These drawbacks are well-known, and are taken into account by medical institutions. Our approach does not solve this problem, but it provides an alternative way of estimating $R_t$, and makes it clear that $R_t$ is really the reproduction number taking place on day $t$. As emphasized in [10], this synchronicity is not shared by all methods estimating $R_t$.

In Figure 10 we compare our evaluation for $R_t$ with two other resources. One of them is provided by Toyokeizai, a book and magazine publisher based in Tokyo [24]. Their approach for the computation of $R_t$ is completely different from ours, and is based on a simplified version of a formula proposed by H. Nishiura [16]. The second resource is a companion paper [22] in which similar investigations are performed with a different approach: a continuous model is used for the simulation, and the data assimilation part is based on the ensemble Kalman filter. Clearly, in the first several months of the epidemic, these different methods lead to rather diverse values of $R_t$. This phenomena is expected to be due to inaccurate data, irregular release from $H$, and small numbers of agents. On the other hand, since mid-July 2020, the two curves from other studies and our mean $R_t$ share very similar patterns. From the figure, one can notice than our approach and the approach of [22] both provide a more stable $R_t$ estimation than the approach of [24]. Indeed, [24] uses the observations for the computation of $R_t$ directly, while our approach and the approach of [22] model that pandemic and use data assimilation to produce $R_t$ estimations. As a result, the rapid variations in $R_t$ estimations do not appear anymore.

We believe that our agent-based model, together with the particle filter approach, constitutes a rather simple method for studying the evolution of epidemics. However, it implicitly takes some assumptions into account, which might not always be satisfied. For example, we have assumed that the number of agents in $S$ is much larger than the cumulative number of agents who got infected. This is still true for Tokyo, with a population of about 14 millions, and a cumulated number of agents discharged from $H$ reaching a value around 0.3 million by the end of August 2021. If the ratio of (recovered agents)/(susceptible agents) is no longer negligible, it would be necessary to consider the compartment $S$ of a limited size.

Another drastic simplification is the absence of graph structure in our model. Indeed, we could have considered each agent located on a node of a large graph (for example homogeneous, random, or temporal) and implemented the interactions between agents by the edges of the graph. Such additional structures would have increased the complexity of the model, but is probably not necessary so far, given the current size of the epidemic in Tokyo. However, in the future or for a smaller susceptible population (or a bigger infected population), it might be necessary to consider them. Note however that though the model would have to
Figure 10: The effective reproduction number for Tokyo computed with different approaches: the black curve and the green confidence intervals are from our approach, the blue curve is provided by [22], the red curve is borrowed from [24]

be remade, the approach with the particle filter should still be valid.

Finally, new medical inputs could be implemented in our model: so far, the different variants of the virus have been disregarded, and the ongoing vaccination campaign is not considered. For an efficient implementation of these new factors, some of the current compartments should be subdivided or refined. However, the drawback of such a process would be the increase of the number of parameters, either provided by some medical services, or which have to be computed by the experiments. This could unexpectedly enlarge the uncertainty of the predictions made by the experiment, either by the errors of the parameters used, or by the excessive freedoms of the model. Our future plan is to work on these issues.
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