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Abstract

We study Compton scattering, $\gamma e \rightarrow \gamma e$, in the context of the recent proposal for Weak Scale Quantum Gravity (WSQG) with large extra dimensions. It is shown that, with an ultraviolet cutoff $M_S \sim 1$ TeV for the effective gravity theory, the cross section for this process at the Next Linear Collider (NLC) deviates from the prediction of the Standard Model significantly. Our results suggest that, for typical proposed NLC energies and luminosities, WSQG can be tested in the range $4$ TeV \lesssim M_S \lesssim 16$ TeV, making $\gamma e \rightarrow \gamma e$ an important test channel.

*Work supported by the Department of Energy, contract DE–AC03–76SF00515.
1 Introduction

It has recently been proposed that the fundamental scale of quantum gravity $M_F$ can be of the order of the weak scale $\Lambda_w$ if we assume that there are $n$ large spatial extra dimensions $[2]$. Gravitational data at macroscopic scales demand $n \geq 2$ $[3]$ and cosmological and astrophysical observations $[4]$ suggest that $M_F \gtrsim 100 \text{ TeV}$ for $n = 2$. However, the data from collider experiments at present energies, as well as cosmological and astrophysical considerations for $n \geq 3$, only yield $M_F \gtrsim 1 \text{ TeV}$. Once larger center of mass energies become available at future experimental facilities, the predictions of Weak Scale Quantum Gravity (WSQG) can be tested in the TeV regime, as demonstrated by various recent works on this subject $[5]$.

In this paper, we consider the possibility of testing WSQG at a future Next Linear Collider (NLC), using TeV-scale Compton scattering $\gamma e \rightarrow \gamma e$. It has been shown that a high energy and luminosity $e^+e^-$ collider can yield $\gamma$-beams comparable in energy and luminosity, using backward Compton scattering of laser photons from the $e^\pm$ beams $[6]$. We will show that given the proposed energies and luminosities of the NLC $[7]$, and assuming the above $\gamma$-beams can be obtained, the process $\gamma e \rightarrow \gamma e$ places strong bounds on the effective mass scale of WSQG.

The present work is organized as follows. In section 2, we present the tree level Standard Model (SM) and WSQG amplitudes for $\gamma e \rightarrow \gamma e$ and the formulas for calculating the relevant cross sections at the NLC. The results of our computations are given in section 3. Section 4 contains our concluding remarks. Finally, some of the formulas used in our calculations are given in the appendices.

2 Amplitudes and Cross Sections

Here, we present the tree level SM and WSQG amplitudes for the process $\gamma(k_1)e(p_1) \rightarrow \gamma(k_2)e(p_2)$, where $(k_1,p_1)$ are the 4-momenta of the initial state photon and electron and $(k_2,p_2)$ are the 4-momenta of the final state photon and electron, respectively. For the rest of this work, it is assumed that the fundamental scale of gravity $M_F \gtrsim 1 \text{ TeV}$ and that there are $n \geq 2$ compact extra dimensions of size $R$, even though there

---

$^1$For earlier related work see Ref. $[1]$.

$^2$The authors of Ref. $[3]$ propose a scenario in which $n = 1$ can be allowed.
are astrophysical and cosmological considerations \[4\] that suggest \( M_F \gtrsim 100 \text{ TeV} \) for \( n = 2 \). Then, Gauss’ law yields the relation \[2\]

\[
M_p^2 \sim M_F^{n+2} R^n,
\]

where \( M_p \sim 10^{19} \text{ GeV} \) is the Planck mass. The exact relation among \( M_p, M_F, \) and \( R \) is presented in the appendix and depends on the convention and the compactification manifold used. We will use the effective Lagrangian and the Feynman rules of Ref. \[8\].

Let \( s \equiv (k_1 + p_1)^2 \), \( t \equiv (k_1 - k_2)^2 \), and \( u \equiv (k_1 - p_2)^2 \), where \( k_1 + p_1 = k_2 + p_2 \). The SM contributes through the \( s \) and \( u \) channels with the amplitudes

\[
M_{SM}^{(s)} = -\left(\frac{4 \pi \alpha}{s}\right) \varepsilon^{*}_{\mu}(k_2) \varepsilon_{\nu}(k_1) \overline{\pi}(p_2) \gamma^{\mu}(2p_1^\nu + k_1 \gamma^{\nu}) u(p_1),
\]

and

\[
M_{SM}^{(u)} = -\left(\frac{4 \pi \alpha}{u}\right) \varepsilon^{*}_{\mu}(k_2) \varepsilon_{\nu}(k_1) \overline{\pi}(p_2) \gamma^{\mu}(2p_1^\nu - k_2 \gamma^{\nu}) u(p_1),
\]

respectively, where \( \alpha = 1/137 \). The 4-vector \( \varepsilon^{\mu}(k) \) denotes the polarization vector for a photon of 4-momentum \( k \), and \( u(p) \) denotes the Dirac spinor for an electron of 4-momentum \( p \).

The \( t \)-channel contribution of WSQG has the amplitude

\[
M_{WSQG}^{(t)} = -\left(\frac{\pi}{M_S^2}\right) D_n(t) \overline{u}(p_2) [\gamma_{\mu}(p_{1\nu} + p_{2\nu}) + \gamma_{\nu}(p_{1\mu} + p_{2\mu})] u(p_1)
\]

\[
\times [(k_1 \cdot k_2) C^{\mu\nu,\alpha\beta} + D^{\mu\nu,\alpha\beta}(k_1, k_2)] \varepsilon^{*}_{\beta}(k_2) \varepsilon_{\alpha}(k_1),
\]

where \( M_S \) is a momentum cutoff for the effective WSQG Lagrangian; we have taken \( M_S = M_F \) here. The function \( D_n(x) \) depends on \( n \) and is given by \[8\]

\[
D_n(x) \approx \ln \left(\frac{M_S^2}{x}\right) \text{ for } n = 2
\]

and

\[
D_n(x) \approx \left(\frac{2}{n-2}\right) \text{ for } n > 2.
\]

The expressions for \( C^{\mu\nu,\lambda\sigma} \) and \( D^{\mu\nu,\lambda\sigma}(k, p) \) are presented in Appendix A. Note that the expression for \( M_{WSQG}^{(t)} \) depends on the cutoff scale \( M_S \gg s, |t|, |u| \), introduced to regulate the divergent sum over the infinite tower of Kaluza-Klein states. The form
of this dependence is a result of our assumption that $M_S = M_F$. However, if $M_S$ is taken to be much smaller than $M_F$ then

$$D_n(x) \rightarrow \left( \frac{M_S}{M_F} \right)^{(n+2)} D_n(x) \quad \text{for} \quad n \geq 2,$$

resulting in a suppression [3].

The total tree level amplitude $\mathcal{M}^{(TOT)}$ for $\gamma e \rightarrow \gamma e$, including the contributions of both the SM and WSQG, is given by

$$\mathcal{M}^{(TOT)} = \mathcal{M}_{SM}^{(s)} + \mathcal{M}_{SM}^{(u)} + w \mathcal{M}_{WSQG}^{(t)},$$

where $w$ is an arbitrary constant reflecting our lack of knowledge of the fundamental theory of gravity, and hence the sign and magnitude of the lowest dimension contribution of the effective WSQG Lagrangian to Eq. (7). However, as long as one is only interested in an order of magnitude estimate of the size of the WSQG contribution, using $\mathcal{M}^{(TOT)}$ with $w = \pm 1$, as we do later, is reasonable.

As mentioned before, high energy and luminosity $\gamma$-beams can be achieved at the NLC, through backward Compton scattering of laser photons from the high energy $e^\pm$ beams [4]. The $\gamma$ beams that are obtained in this way have distributions in energy and helicity that are functions of the $\gamma$ energy and the initial polarizations of the electron beams and the laser beams. Laser beam polarization $P_l$ can be achieved close to 100%, however, electron beam polarization $P_e$ is at the 90% level. We take $|P_l| = 1$ and $|P_e| = 0.9$ for our calculations.

Let $E_e$ be the electron beam energy, and $E_\gamma$ be the scattered $\gamma$ energy in the laboratory frame. The fraction of the beam energy taken away by the photon is then

$$x = \frac{E_\gamma}{E_e}.$$  \hspace{1cm} (8)

We take the laser photons to have energy $E_l$. Then, the maximum value of $x$ is given by

$$x_{\text{max}} = \frac{z}{1 + z},$$  \hspace{1cm} (9)

where $z = 4E_e E_l/m_e^2$, and $m_e$ is the electron mass. One cannot increase $x_{\text{max}}$ simply by increasing $E_l$, since this makes the process less efficient because of $e^+e^-$ pair production through the interactions of the laser photons and the backward scattered $\gamma$ beam. The optimal value for $z$ is given by

$$z_{\text{OPT}} = 2 \left( 1 + \sqrt{2} \right).$$  \hspace{1cm} (10)
The photon number density $f(x, P_e, P_l)$ and average helicity $\xi_2(x, P_e, P_l)$ are functions of $x, P_e, P_l,$ and $z,$ however, we always set $z = z_{OPT}$ in our calculations. We give the expressions for these two functions in Appendix B.

Let $\mathcal{M}_{ijkl}, i,j,k,l = \pm,$ denote the helicity amplitudes for $\gamma e \rightarrow \gamma e,$ where $(i,j)$ are the helicities of the initial state $(\gamma, e),$ and $(k,l)$ are the helicities of the final state $(\gamma, e),$ respectively. We define $|\mathcal{M}_{ij}|^2$ by

$$|\mathcal{M}_{ij}|^2 \equiv \sum_{k,l} |\mathcal{M}_{ijkl}|^2,$$

(11)

where the summation is performed over the final state helicities. We find,

$$|\mathcal{M}_{ij}^{(TOT)}|^2 = \frac{-32\pi^2}{su} \left[ \alpha + w \left( \frac{su D_n}{2M_\gamma^4} \right) \right] \left[ s^2(1+j) + u^2(1-j) \right],$$

(12)

where $D_n$ is given by Eq. (5).

For various choices of $(P_{e1}, P_{h1})$ of the $\gamma$ beam and $P_{e2}$ of the electron beam, the differential cross section $d\sigma/d\Omega$ is given by

$$\frac{d\sigma}{d\Omega} = \frac{1}{(8\pi)^2} \int \frac{dx f(x)}{x s_{ee}} \left[ \left( \frac{1 + P_{e2} \xi_2(x)}{2} \right) |\mathcal{M}_{++}|^2 + \left( \frac{1 - P_{e2} \xi_2(x)}{2} \right) |\mathcal{M}_{+-}|^2 \right],$$

(13)

where $s_{ee} = 4E_e^2.$ Different choices of $(P_{e1}, P_{h1}),$ in $(f(x), \xi_2(x)),$ and $P_{e2}$ yield different polarization cross sections. We note that the expressions for $|\mathcal{M}_{++}|^2$ and $|\mathcal{M}_{+-}|^2$ are actually functions of the $\gamma e$ center of mass energy squared $\hat{s} = x s_{ee},$ and the center of mass scattering angle $\theta_{cm}.$ We also have $t \rightarrow \hat{t}$ and $u \rightarrow \hat{u},$ where $\hat{t} = -(\hat{s}/2)(1 - \cos \theta_{cm})$ and $\hat{u} = -(\hat{s}/2)(1 + \cos \theta_{cm}).$ In the following calculations, we use Eq. (13) and the cuts

$$\theta_{cm} \in [\pi/6, 5\pi/6] ; x \in [0.1, x_{\text{max}}]$$

(14)

to obtain the cross sections.

### 3 Results

In this section, we present our numerical results for the expected size of the WSQG effects at the NLC. However, before discussing the results, we would like to make a few remarks regarding our calculations. First of all, as mentioned before, we have assumed
$M_S = M_F$ in our calculations. The effects of departure from this assumption are given in Eq. (3). Secondly, the only dependence on the number of extra dimensions $n$ in our computations comes from Eq. (5). We only distinguish between the cases with $n = 2$ and $n > 2$. In the case with $n = 2$, in the limit $M_S^2 \gg s$, the WSQG amplitude is enhanced logarithmically compared to the case with $n > 2$. In our computations, for $n > 2$, we have $\ln(M_S^2/t) > 2/(n-2)$ over most of the parameter space considered. We choose $n = 4$ as a representative value for $n > 2$; other choices result in a rescaling of the effective value of $M_S$.

We present various cross sections with definite polarizations ($P_{e_1}, P_{l_1}, P_{e_2}$) and also the unpolarized cross sections, obtained by setting $P_{e_1} = P_{l_1} = P_{e_2} = 0$. Cases with $w = \pm 1$ will also be considered. We will see that the unpolarized gravity cross sections are smaller than the corresponding cross sections for a particular optimal polarization, which will turn out to be $(+, -, +)$. This is because the $(+, -, +)$ back-scattered $\gamma$-beam has a larger number of hard photons than the unpolarized beam [10]. Our results also show that the cross sections for $w = -1$ are larger than the ones for $w = +1$, as evident from Eq. (12). We will present some of our results using the choice $w = -1$, to demonstrate the effect of different signs of $w$ on the results. However, we note that it is more conservative to choose $w = +1$, in order to avoid an overestimate of the effects, and in any case, this is the choice that follows from a straightforward use of the low energy effective Lagrangian. In the following, we will present results indicating that the discovery reach of the NLC for the value of the parameter $M_S$ is approximately the same for $w = \pm 1$.

In Fig. (1), the unpolarized SM cross section and SM $\pm$ WSQG ($w = \pm 1$) cross sections with $M_S = 2$ TeV, $n = 4$, for $\sqrt{s_{ee}} \in [500, 1500]$ GeV are presented. The SM $+$ WSQG ($w = +1$) cross sections for $M_S = 2$ TeV, $n = 4$, and $\sqrt{s_{ee}} \in [500, 1500]$ GeV, with four independent choices of the initial polarization ($P_{e_1}, P_{l_1}, P_{e_2}$) are given in Fig. (2), where the largest high energy polarized cross section is that with the polarization $(+, -, +)$. In Fig. (3), using the polarization $(+, -, +)$, we compare the SM $+$ WSQG cross sections for $M_S = 2$ TeV and $n = 2, 4$ with the SM cross section, over the range $\sqrt{s_{ee}} \in [500, 1500]$ GeV. We see that, in Fig. (3), the cross section with $n = 2$ is larger than the cross section with $n = 4$, because of the aforementioned logarithmic enhancement. Considering the case $w = +1$ for $n = 4$ in Figs. (1), (2), and (3), we see that the largest departure from the SM result at high energies is
obtained by making use of the (+, −, +) polarization.

We present the unpolarized SM differential cross section and SM ± WSQG differential cross sections with $M_S = 2$ TeV, $n = 4$, at $\sqrt{s_{ee}} = 1500$ GeV, in Fig. (4). The differential cross sections with polarization (+, −, +) at $\sqrt{s_{ee}} = 1500$ GeV for SM, and SM + WSQG, with $M_S = 2$ TeV and $n = 2, 4$, are presented in Fig. (5). We see that at this value of $\sqrt{s_{ee}}$, the SM ± WSQG angular distributions for $\gamma e \rightarrow \gamma e$ are very different from the prediction of the SM. The SM + WSQG differential cross section with $n = 2$ is enhanced in the forward direction, since $\ln(M_S^2/t) \rightarrow \infty$ as $\theta_{cm} \rightarrow 0$. Comparing Figs. (4) and (5), we again note that the use of the (+, −, +) polarization results in an enhanced signal.

To obtain the reach, we have used the $\chi^2(M_S)$ variable given by

$$\chi^2(M_S) = \left( \frac{L}{\sigma_{SM}} \right) [\sigma_{SM} - \sigma(M_S)]^2,$$

where $L$ is the luminosity, $\sigma_{SM}$ is the SM cross section, and $\sigma(M_S)$ is the SM ± WSQG cross section as a function of $M_S$. We have taken $L = 100$ fb$^{-1}$ per year for our calculations. To get the reach, we demand $\chi^2(M_S) \geq 2.706$, corresponding to a one-sided 95% confidence level. The $M_S$ reach at the NLC with center of mass energies of 500 GeV, 1000 GeV, and 1500 GeV, for the (+, −, +) polarization choice, are shown in Fig. (6). The smallest reach in Fig. (6) is about 4 TeV for $n = 4$ and $\sqrt{s_{ee}} = 500$ GeV and the largest reach is about 16 TeV for $n = 2$ and $\sqrt{s_{ee}} = 1500$ GeV. Note that the reach for $n = 2$ at $\sqrt{s_{ee}} = 500$ GeV is about 7 TeV or approximately $14\sqrt{s_{ee}}$. According to Eq. (15), the reach can be improved by increasing the luminosity $L$. However, we have checked that using $L = 200$ fb$^{-1}$ per year does not improve the reach significantly.

Finally, we mention that the large $M_S$ behavior of the SM ± WSQG cross section, relevant to the calculation of the reach, can be inferred from the low energy behavior of the cross sections in Fig. (4). We thus conclude that at large $M_S$, the departure from the SM result which determines the reach in our calculations, should be roughly the same for $w = \pm 1$. We also expect the unpolarized beams to yield a lower reach than that obtained with the (+, −, +) polarization. These points are demonstrated in Fig. (7), where we present the unpolarized NLC reach for $n = 4$ and $w = \pm 1$ at $\sqrt{s_{ee}} = 1500$ GeV.
4 Concluding Remarks

In this work, we have shown that the NLC with the photon collider option can be effectively used to constrain theories of weak scale quantum gravity by measuring the scattering process $\gamma e \rightarrow \gamma e$ at TeV energies. The size of the expected effect depends on the choice of the electron and laser polarizations. The results of this paper suggest that studying $\gamma e \rightarrow \gamma e$ at the NLC, operating at $\sqrt{s_{ee}} \in [500, 1500]$ GeV and $L = 100$ fb$^{-1}$ per year, can constrain the scale $M_S$ at which quantum gravity becomes important, over the range $4 \text{ TeV} \lesssim M_S \lesssim 16$ TeV. This makes $\gamma e \rightarrow \gamma e$ one of the most promising discovery channels for weak scale quantum gravity at the NLC.
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Appendix A

In this appendix, we present the expressions that have been used in writing down the gravity amplitude in Eq. (4). The Feynman rules used to obtain Eq. (4) have been taken from Ref. [8], where more details can be found. The convention used in this paper for the relation between the fundamental mass scale $M_F$ of gravity and the size $R$ of the $n$ extra dimensions is given by [8]

$$\kappa^2 R^n = 16\pi (4\pi)^{n/2} \Gamma(n/2) M_F^{-(n+2)}, \quad (16)$$

where $\kappa = \sqrt{16\pi G_N}$; $G_N$ is the four dimensional Newton constant and $\Gamma$ represents the Gamma-function.

The expressions for $C_{\mu\nu,\lambda\sigma}$ and $D_{\mu\nu,\lambda\sigma}(k,p)$, used in Eq. (4), are given by [8]

$$C_{\mu\nu,\lambda\sigma} = \eta_{\mu\lambda}\eta_{\nu\sigma} + \eta_{\mu\sigma}\eta_{\nu\lambda} - \eta_{\mu\nu}\eta_{\lambda\sigma} \quad (17)$$

and

$$D_{\mu\nu,\lambda\sigma}(k,p) = \eta_{\mu\nu}k_{\sigma}p_{\lambda} - [\eta_{\mu\sigma}k_{\nu}p_{\lambda} + \eta_{\mu\lambda}k_{\sigma}p_{\nu} - \eta_{\lambda\sigma}k_{\mu}p_{\nu} + (\mu \leftrightarrow \nu)], \quad (18)$$

respectively, where $\eta_{\mu\nu}$ is the Minkowski metric tensor.
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In order to calculate various polarization cross sections from Eq. (13), we need the photon number density and the average polarization of the back-scattered γ beam. In this appendix, we provide the expressions for these distribution functions; the detailed properties of these functions are discussed in Ref. [6]. Let \( P_e \) and \( P_l \) be the polarizations of the electron beam and the laser beam, respectively. We define the function \( C(x) \) by

\[
C(x) \equiv \frac{1}{1-x} + (1-x) - 4r(1-r) - P_e P_l r z (2r - 1)(2-x),
\]

(19)

where \( r \equiv x/[z(1-x)] \). Then, the photon number density \( f(x, P_e, P_l; z) \) is given by

\[
f(x, P_e, P_l; z) = \left( \frac{2\pi \alpha^2}{m_e^2 z \sigma_c} \right) C(x),
\]

(20)

where

\[
\sigma_c = \left( \frac{2\pi \alpha^2}{m_e^2 z} \right) \left[ \left( 1 - \frac{4}{z} - \frac{8}{z^2} \right) \ln(z + 1) + \frac{1}{2} + \frac{8}{z} - \frac{1}{2(z + 1)^2} \right] + P_e P_l \left( \frac{2\pi \alpha^2}{m_e^2 z} \right) \left[ \left( 1 + \frac{2}{z} \right) \ln(z + 1) - \frac{5}{2} + \frac{1}{z + 1} - \frac{1}{2(z + 1)^2} \right].
\]

(21)

The average helicity \( \xi_2(x, P_e, P_l; z) \) is given by

\[
\xi_2(x, P_e, P_l; z) = \frac{1}{C(x)} \left\{ P_e \left[ \frac{x}{1-x} + x(2r - 1)^2 \right] - P_l (2r - 1) \left( 1 - x + \frac{1}{1-x} \right) \right\}.
\]

(22)
Figure 1: The unpolarized SM cross section and SM ± WSQG cross sections with $M_S = 2$ TeV and $n = 4$.

Figure 2: SM + WSQG cross sections with four independent initial electron and laser beam polarizations. Here, $M_S = 2$ TeV and $n = 4$. 
Figure 3: SM + WSQG and SM cross sections for the (+, −, +) polarization. Here, $M_S = 2$ TeV and $n = 2, 4$, for the WSQG contributions.

Unpolarized Differential Cross Sections

Figure 4: The unpolarized SM differential cross section and SM ± WSQG differential cross sections with $M_S = 2$ TeV and $n = 4$, at $\sqrt{s_{ee}} = 1500$ GeV.
Differential Cross Sections
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Figure 5: SM + WSQG and SM differential cross sections at $\sqrt{s_{ee}} = 1500$ GeV for the $(+, −, +)$ polarization. Here, $M_S = 2$ TeV and $n = 2, 4$, for the WSQG contributions.

NLC Reach for $(+, −, +)$ Polarization
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Figure 6: The solid and the dashed lines represent the $\chi^2$ as a function of $M_S$ for the cases $n = 2$ and $n = 4$, respectively, at three values of $\sqrt{s_{ee}}$ with polarization $(+, −, +)$. The numbers in the parentheses denote the value of $\sqrt{s_{ee}}$, in TeV, and $n$, respectively. The dot-dashed line marks the reach at the 95% confidence level.
Figure 7: The solid and the dashed lines, corresponding to $w = \pm 1$, respectively, represent the $\chi^2$ as a function of $M_S$ for unpolarized beams as a function of $M_S$, with $n = 4$, at $\sqrt{s_{ee}} = 1500$ GeV. The dot-dashed line marks the reach at the 95% confidence level.
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