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Abstract

In this survey, we first introduce quantum fields and open quantum systems, then we present continuous-mode single-photon states and discuss discrete measurements of a single-photon field. After that, we introduce linear quantum systems and show how a linear quantum system responds to a single-photon input. Then we investigate how a coherent feedback network can be used to manipulate the temporal pulse shape of a single-photon state. Afterwards, we present single-photon filter and master equations. Finally, we discuss the generation of Schrödinger cat states by means of photon addition and subtraction.
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1 Introduction

A light field is said to be in an $\ell$-photon state if it contains exactly $\ell$ photons. When $\ell = 1$, it is in a single-photon state. An optical or microwave photon, as an electromagnetic field, has discrete degrees of freedom like polarization; it also has continuous degrees of freedom, for example a photon can be viewed as a wavepacket with a continuous spectral or spatial envelope. In this review, we are interested in continuous-mode single-photon states. Due to their highly genuine quantum nature, single- and few-photon states hold promising applications in quantum communication, quantum computation, quantum metrology and quantum simulations. Recently, there has been a rapidly growing interest in the generation, communication, storage, and manipulation (e.g., pulse shaping) of few-photon states. Thus, a new burgeoning and important problem in the field of quantum engineering is: How to analyze and design quantum dynamical systems driven by few-photon states so as to achieve desirable control performance; for example, producing a single photon with pre-specified pulse shape? In this review, we investigate single-photon states from a control-theoretic perspective. For physical implementation of single photon generation, detection and storing, please refer to the physics literature [1–19] and references therein.

Interaction between a photon (flying qubit information carrier) and a two-level emitter (stationary qubit information carrier) is fundamental to quantum information processing and quantum physics. Efficient interaction is achieved when the incident photon has a well-defined temporal or frequency modal structure which matches that of the stationary qubit. For example, for atomic excitation by a single photon, it is well-known [20–22] that on resonance the optimal excitation by a single photon of a rising exponential pulse shape is achieved when $\gamma = \kappa$, where $\gamma$ is the full width at half maximum (FWHM) of the photon wave packet and $\kappa$ is the decay rate of the two-level atom. On the other hand, if the incident photon is of a Gaussian pulse shape, the optimal ratio is 0.8 which is achieved when $\Omega = 2 \times 1.46\kappa$, where $\Omega$ is the photon frequency bandwidth [20,21,23–25]. When a two-level atom is driven by two co-propagating photons of Gaussian pulse shape, numerical simulations in [26] show that the maximum excitation probability is around 0.88 attained at $\Omega = 2 \times 1.46\kappa$. Moreover, when a two-level atom is driven by two counter-propagating identical photons, it is shown in [27,28] that the maximum excitation probability is attained at $\gamma = 5\kappa$ for rising exponential pulse shapes, and $\Omega = 2 \times 1.46\kappa$ for the Gaussian pulse shapes.

The rest of this article is organized as follows. Open quantum systems are briefly introduced in Section 2. Continuous-mode single-photon states are presented in Section 3. The response of a quantum linear system to a single-photon input is discussed in Section 4. In Section 5 it
is shown how to use a linear coherent feedback network to shape the temporal pulse of a single photon. Single-photon filters and master equations are presented in Section 6. Schrödinger cat states generation is discussed in Section 7. Two possible future research problems are proposed in Section 8.

**Notation.** The reduced Planck constant \( \hbar \) is set to 1. \( |0\rangle \) stands for the vacuum (namely no photon) state of a free-propagating light field. Given a column vector of operators or complex numbers \( X = [x_1, \cdots, x_n]^\top \), the Hilbert space adjoint operator or complex conjugate of \( X \) is denoted by \( X^\dagger = [x_1^*, \cdots, x_n^*]^\top \). Let \( X^\dagger = (X^\#)^\top \) and \( \dot{X} = [X^\top, X^\dagger]^\top \). The commutator between operators \( A \) and \( B \) is defined to be \( [A, B] \triangleq AB - BA \). Given operators \( L, H, X, \rho \), define two superoperators

\[
\mathcal{L}_G X \triangleq -i [X, H] + \mathcal{D}_L X,
\]

\[
\mathcal{L}^*_\rho \rho \triangleq -i [H, \rho] + \mathcal{D}^*_L \rho,
\]

where \( \mathcal{D}_L X = L^\dagger XL - \frac{1}{2}(L^\dagger LX + XL^\dagger L) \), and \( \mathcal{D}^*_L \rho = L\rho L^\dagger - \frac{1}{2}(L^\dagger L\rho + \rho L^\dagger L) \). \( \omega_c \) is the system frequency such as the resonance frequency of a cavity mode (which is a quantum harmonic oscillator) or the transition frequency of a two-level system. \( \omega_o \) is the carrier frequency of an external field. \( \omega_d = \omega_c - \omega_o \) is the frequency detuning. \( \delta_{jk} \) is the Kronecker delta function and \( \delta(t - r) \) is the Dirac delta function. The Fourier transform of a time-domain function \( \xi \in L_2(\mathbb{R}, \mathbb{C}) \) generates

\[
\xi[i\nu] = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{i\nu t} \xi(t) \, dt
\]

in the frequency domain, whose inverse Fourier transform is

\[
\xi(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-i\nu t} \xi[i\nu] \, d\nu.
\]  

### 2 Open quantum systems

In this section, we briefly introduce open quantum systems, as shown in Fig. 1. Interested readers may refer to references [29–38] for more detailed discussions.

![Figure 1: A quantum system G with m input fields and m output fields](image-url)
2.1 Field

In quantum physics, a free propagating Boson field is mathematically modeled by a continuum of quantum harmonic oscillators, represented by their annihilation operators $b_\omega$ and creation operators $b_\omega^*$ (the Hilbert space adjoints of $b_\omega$). Here, $\omega$ stands for frequencies. These field operators satisfy singular commutation relations

$$[b_\omega, b_{\omega'}] = [b_\omega^*, b_{\omega'}^*] = 0, \quad [b_\omega, b_{\omega'}^*] = \delta(\omega - \omega').$$

(2.1)

Physically, $b_\omega$ annihilates a photon in the field. Hence, if there is no photon in the field, in other words, the field is in the vacuum state $|0\rangle$, then $b_\omega |0\rangle = 0$. The Hamiltonian of the field is

$$H_B = \int_0^\infty d\omega \, \omega b_\omega^* b_\omega.$$  
(2.2)

By (2.1), in the Heisenberg picture, the free evolution of $b_\omega$ is governed by

$$b_\omega(t) = e^{iH_B t} b_\omega e^{-iH_B t} = e^{-i\omega t} b_\omega.$$  
(2.3)

Hence,

$$H_B(t) = \int_0^\infty d\omega \, \omega b_\omega^*(t) b_\omega(t) = H_B,$$

(2.4)

i.e., the Hamiltonian of a free-evolution field is independent of time.

For open quantum systems, we are interested in the interaction between the field and the system of interest, starting from an initial time. In this paper, we use $t_0$ to denote the initial time. After the initial time, the field does not evolve on its own due to its interaction with the system. As a result, (2.4) does not hold any longer. Instead, the field will carry system’s information. It is because of this that the system can be read when the field is measured.

Remark 2.1. A quantum system has a characteristic frequency, e.g., the atomic transition frequency between energy levels of an atom, the resonant frequency of a quantum cavity resonator, or the Rabi frequency of a continuous-wave (cw) driving laser. When the system interacts with an input field (often called incident field in quantum optics), it is a standard assumption that only the field modes whose frequencies are near the characteristic frequency of the system contribute to the interaction with the system, while the influence of those modes whose frequencies are far away from the characteristic frequency of the system is negligible. In other words, it is often the case that the effective field is within a narrow sideband centered at this characteristic frequency. Under this assumption (narrow band approximation), the range of integral of (2.2) can be extended from $-\infty$ to $\infty$. More discussions can be found in, e.g., [39, 40].

In the input-output formalism of open quantum systems, the input field in the time domain is defined as (see e.g. [39, (4)], [40, (2.14)], [41, Sec. III])

$$b_{\text{in}}(t) \equiv \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} d\omega \, e^{-i\omega(t-t_0)} b_{\omega}(t_0), \quad t \geq t_0.$$  
(2.5)
where $b_\omega(t_0)$ denotes the quantum harmonic oscillator $b_\omega$ at the initial time $t_0$. It can be seen from (2.3) and (2.5) that $b_{in}(t)$ is a continuum of quantum harmonic oscillators $b_\omega$ for all frequencies. $b_{in}^*(t)$, the adjoint of $b_{in}(t)$, is obtained by conjugating both sides of (2.5),

$$b_{in}^*(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{i\omega(t-t_0)}b_{in}^*(t_0)d\omega, \quad t \geq t_0.$$  

By (2.1), we have the singular commutation relations for $b_{in}(t)$ and $b_{in}^*(t)$ in the time domain:

$$[b_{in}(t_1), b_{in}(t_2)] = [b_{in}^*(t_1), b_{in}^*(t_2)] = 0, \quad [b_{in}(t_1), b_{in}^*(t_2)] = \delta(t_1-t_2), \quad t_1, t_2 \geq t_0. \quad (2.6)$$

For the input field $b_{in}(t)$ in the time domain defined in (2.5), we define its Fourier transform as

$$b_{in}[i\omega] \equiv \frac{1}{\sqrt{2\pi}} \int_{t_0}^{\infty} dt \, e^{i\omega t} b_{in}(t), \quad \omega \in \mathbb{R}. \quad (2.7)$$

The adjoint $b_{in}^*[i\omega]$ of $b_{in}[i\omega]$ is obtained by conjugating both sides of (2.7); specifically,

$$b_{in}^*[i\omega] = \frac{1}{\sqrt{2\pi}} \int_{t_0}^{\infty} dt \, e^{-i\omega t} b_{in}^*(t), \quad \omega \in \mathbb{R}. \quad (2.8)$$

Noticing the identity

$$\lim_{t_0 \to -\infty} \frac{1}{2\pi} \int_{t_0}^{\infty} dt \, e^{i\omega t} = \delta(\omega),$$

it can be readily shown that

$$\lim_{t_0 \to -\infty} [b_{in}[i\omega], b_{in}^*[i\omega']] = \delta(\omega - \omega'), \quad \omega, \omega' \in \mathbb{R}. \quad (2.9)$$

**Remark 2.2.** For any fixed $t_0$, applying the inverse Fourier transform to (2.5) yields

$$b_\omega(t_0)e^{i\omega t_0} = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{i\omega t} b_{in}(t)dt, \quad t \geq t_0.$$  

This, together with (2.3), gives

$$b_\omega = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{i\omega t} b_{in}(t)dt, \quad t \geq t_0. \quad (2.9)$$

In the limit $t_0 \to -\infty$, (2.7) and (2.9) yield

$$b_{in}[i\omega] = b_\omega, \quad (2.10)$$

which confirms consistency between (2.1) and (2.8).

**Remark 2.3.** In the definition of $b_{in}(t)$ in (2.5), if we implicitly assume that $b_{in}(t) \equiv 0$ for $t < t_0$, then (2.7) becomes

$$b_{in}[i\omega] = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dt \, e^{i\omega t} b_{in}(t), \quad \omega \in \mathbb{R}, \quad (2.11)$$
which is the same as (2.9). As a result, (2.10) holds without taking the limit $t_0 \to -\infty$. Indeed, by (2.3) and (2.5), we have

$$b_{\text{in}}(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-i\omega t} b_{\omega} d\omega, \quad t \geq t_0. \quad (2.12)$$

Thus, under the assumption that $b_{\text{in}}(t) \equiv 0$ for $t < t_0$, Fourier transforming (2.12) yields (2.10), i.e.,

$$b_{\omega} = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dt \, e^{i\omega t} b_{\text{in}}(t) = b_{\text{in}}[i\omega], \quad (2.13)$$

where (2.11) has been used. In view of this, it appears meaningful to interpret the variable “$t$” in (2.5) as the real time under the assumption that $b_{\text{in}}(t) \equiv 0$ for $t < t_0$ where $t_0$ is the time when the system and the field start their interaction. This is fine as we are interested in the dynamics of open quantum systems, instead of free evolution of the system or the field itself. (This interpretation is different from that in [42, Sec. 2.2].) In the study of stochastic Schrödinger equations it is always assumed that $t_0 = 0$ or some finite value. On the other hand, in the study of photon scattering off a standing emitter, it is often assumed that $t_0 = -\infty$, i.e. the interaction starts in the remote past. Under the treatment proposed above, the specific value of the initial time $t_0$ is not important.

We end this subsection as a final remark.

**Remark 2.4.** In this review, we often omit the subscript “in” for the input fields. Thus $b(t)$ is the input field in the time domain while $b[i\omega]$ is the input field in the frequency domain. Clearly, $b[i\omega]$ and $b_{\omega}$ are different objects. However, as shown in (2.13), they can be the same under some condition.

### 2.2 System

The open Markovian quantum system $G$, as shown in Fig. 1, can be described in the so-called $(S, L, H)$ formalism [32,33,35,43]. In this formalism, $S, L, H$ are operators on the Hilbert space for the system $G$. Specifically, $S$ is a scattering operator that satisfies $S^\dagger S = SS^\dagger = I$ (the identity operator). For example, $S$ can be a phase shifter or beamsplitter, $L = [L_1, \ldots, L_m]^\top$ describes how the system $G$ interacts with its surrounding environment, and the self-adjoint operator $H$ denotes the inherent system Hamiltonian of $G$. The quantum system $G$ is driven by $m$ input fields. Denote the annihilation operator of the $j$-th Boson input field by $b_j(t)$ and the creation operator, the adjoint operator of $b_j(t)$, by $b_j^*(t)$, $j = 1, \ldots, m$. Then similar to (2.6), the fields satisfy the following singular commutation relations:

$$[b_j(t), b_k^*(r)] = \delta_{jk} \delta(t - r), \quad j, k = 1, \ldots, m, \quad \text{and} \quad t, r \geq t_0. \quad (2.14)$$
Denote a column of vectors $b(t) = [b_1(t), \cdots, b_m(t)]^\top$. The integrated input annihilation, creation, and gauge processes (counting processes) are given by

$$
B(t) = \int_{t_0}^t b(s)ds, \quad B^\#(t) = \int_{t_0}^t b^\#(s)ds, \quad \Lambda(t) = \int_{t_0}^t b^\#(s)b^\top(s)ds,
$$

(2.15) respectively. In this paper, the input fields are assumed to be canonical fields which include the vacuum, coherent, single- and multi-photon fields but not the thermal fields. Then these quantum stochastic processes satisfy

$$
dB_j(t)dB_k^\ast(t) = \delta_{jk}dt, \quad dB_j(t)d\Lambda_{kl}(t) = \delta_{jk}dB_l(t),
$$

$$
d\Lambda_{jk}(t)dB_l^\ast(t) = \delta_{kl}dB_j(t), \quad d\Lambda_{jk}(t)d\Lambda_{lm}(t) = \delta_{kl}d\Lambda_{jm}(t).
$$

According to quantum mechanics, the whole system in Fig. 1 evolves in a unitary manner. Specifically, there is a unitary operator $U(t)$ on the tensor product System $\otimes$ Field Hilbert space that governs the temporal evolution of this quantum system. It turns out that the unitary operator $U(t)$ is the solution to the Itô quantum stochastic differential equation (QSDE)

$$
dU(t) = \left\{-\left(iH + \frac{1}{2}L^\dagger L\right)dt + LdB^\dagger(t) - L^\dagger SdB(t) + \text{Tr}[S - I]d\Lambda(t)\right\}U(t)
$$

(2.16) with the initial condition $U(t_0) = I$. In particular, if $L = 0$ and $S = I$, then (2.16) reduces to

$$i\dot{U} = HU,$$

which is the Schrödinger equation for an isolated quantum system with Hamiltonian $H$.

Using the unitary operator $U(t)$ in (2.16), the dynamical evolution of system operators and the environment can be obtained in the Heisenberg picture. Indeed, the time evolution of the system operator $X$, denoted by

$$j_t(X) \equiv X(t) = U^\dagger(t)(X \otimes I_{\text{field}})U(t),
$$

(2.17) follows the Itô QSDE

$$
dj_t(X) = j_t(LGX)dt + dB^\dagger(t)j_t(S^\dagger[X,L]) + j_t([L^\dagger,X]S)dB(t) + \text{Tr}[j_t(S^\dagger XS - X)d\Lambda(t)].
$$

On the other hand, the dynamical evolution of the output field is given by

$$
\begin{align*}
 dB_{\text{out}}(t) &= L(t)dt + S(t)dB(t), \\
 d\Lambda_{\text{out}}(t) &= L^\#(t)L^\top(t)dt + S^\#(t)dB^\#(t)L^\top(t) \\
 &\quad + L^\#(t)dB^\top(t)S^\top(t) + S^\#(t)d\Lambda(t)S^\top(t),
\end{align*}
$$
where

\[
B_{\text{out}}(t) = U^\dagger(t)(I_{\text{system}} \otimes B(t))U(t),
\]

\[
\Lambda_{\text{out}}(t) = U^\dagger(t)(I_{\text{system}} \otimes \Lambda(t))U(t)
\]

are the integrated output annihilation operator and gauge processes, respectively.

**Example 2.1 (Optical cavity).** Let \( G \) be an optical cavity. Here we consider the simplest case: the cavity has a single intracavity mode (a quantum harmonic oscillator represented by its annihilation operator \( a \)) which interacts with an external light field represented by its annihilation operator \( b(t) \). Because \( a \) is a cavity mode, it and its adjoint operator \( a^\dagger \) satisfy the canonical commutation relation \([a, a^\dagger] = 1\), in contrast to the singular commutation relation (2.14) for free propagating fields. As introduced in the **Notation** part, let \( \omega_d \) be the detuned frequency between the resonance frequency of the internal mode \( a \) and the central frequency of the external light field \( b(t) \). Let \( \kappa \) be the half linewidth of the cavity. In the \((S,L,H)\) formalism, we have \( S = I \), \( L = \sqrt{\kappa}a \), and \( H = \omega_d a^\dagger a \). Then, the dynamics of this linear system can be described in the input-output form

\[
da(t) = -(i\omega_d + \frac{\kappa}{2})a(t)dt - \sqrt{\kappa}dB(t),
\]

\[
 dB_{\text{out}}(t) = \sqrt{\kappa}a(t)dt + dB(t).
\]

Applying the Laplace transform to (2.18) and omitting the influence of the initial state \( a(t_0) \) yield

\[
a[i\omega] = -\frac{\sqrt{\kappa}}{i(\omega + \omega_d) + \frac{\kappa}{2}}b[i\omega] = -T[i\omega]b[i\omega],
\]

where

\[
T[i\omega] \triangleq \frac{\sqrt{\kappa}}{i(\omega + \omega_d) + \frac{\kappa}{2}}
\]

is called the **amplitude transmission function** in optics literature; see e.g., [44]. \( T[i\omega] \) gives the relation between the intra-cavity mode and the input mode and is in the form of a Lorentzian lineshape function; see (3.6). Finally, the value \( T[0] = \frac{\sqrt{\kappa}}{i\omega_d + \frac{\kappa}{2}} \) in the neighborhood of the resonance of the cavity is commonly used in optics.

**Example 2.2 (Two-level system).** A two-level system residing in a chiral nanophotonic waveguide can be parametrized by the triple \( S = 1 \), \( L = \sqrt{\kappa}\sigma_- \), and \( H = \frac{\omega_d}{2}\sigma_z \). The two-level system has two energy states: the ground state \( |g\rangle \) and excited state \( |e\rangle \). \( \sigma_- = |g\rangle \langle e| \) and \( \sigma_+ = |e\rangle \langle g| \) are the lowering and raising operator respectively. We have \( \sigma_- |g\rangle = 0 \) and \( \sigma_+ |e\rangle = 0 \). \( \sigma_z = |e\rangle \langle e| - |g\rangle \langle g| \) is the Pauli Z operator. The scalar \( \omega_d \) is the detuning frequency between the transition frequency (between \( |g\rangle \) and \( |e\rangle \)) of the two-level system and the
central frequency of the external light field, and \( \kappa \) is the decay rate of the two-level system. The dynamics of the system are described by

\[
\begin{align*}
    d\sigma_-(t) &= -(i\omega_d + \frac{\kappa}{2})\sigma_-(t)dt + \sqrt{\kappa}\sigma_z(t)dB(t), \\
    dB_{\text{out}}(t) &= \sqrt{\kappa}\sigma_-(t)dt + dB(t).
\end{align*}
\]

It should be noted that this system is *bilinear* due to the presence of \( \sigma_z(t)dB(t) \), in contrast to the linear resonator in Example 2.1. However, if the two-level atom is initially in the ground state \( |g\rangle \) and the field is in the vacuum state \( |0\rangle \), as \( \sigma_z(t)|g0\rangle = -|g0\rangle \) (see e.g., [22, Lemma 3]), we have

\[
\begin{align*}
    d\sigma_-(t)|g0\rangle &= -(i\omega_d + \frac{\kappa}{2})\sigma_-(t)dt|g0\rangle - \sqrt{\kappa}dB(t)|g0\rangle, \\
    dB_{\text{out}}(t)|g0\rangle &= \sqrt{\kappa}\sigma_-(t)|g0\rangle dt + dB(t)|g0\rangle,
\end{align*}
\]

which is in the form of *linear* dynamics. Finally, rotations

\[
\sigma_-(t) \rightarrow e^{i\omega_d t}\sigma_-(t), \quad B(t) \rightarrow e^{i\omega_d t}B(t), \quad B_{\text{out}}(t) \rightarrow e^{i\omega_d t}B_{\text{out}}(t)
\]

put the above system into the following form

\[
\begin{align*}
    d\sigma_-(t)|g0\rangle &= -\frac{\kappa}{2}\sigma_-(t)dt|g0\rangle - \sqrt{\kappa}dB(t)|g0\rangle, \\
    dB_{\text{out}}(t)|g0\rangle &= \sqrt{\kappa}\sigma_-(t)|g0\rangle dt + dB(t)|g0\rangle.
\end{align*}
\]

**Remark 2.5.** In this section, the dynamics of a quantum system are given directly in terms of the system operators \( S, L, H \). This is unlike the traditional way where the starting point is a total Hamiltonian for the joint system-field system, see, e.g, [39]. Nevertheless, the \((S, L, H)\) formalism originates from and is a simplified version of the traditional approach [32]. An illustrative example can be found in [26, Example 1].

### 3 Continuous-mode single-photon states

In this section, we introduce single-photon states of a free propagating light field.

Denote \( |1_t\rangle = b^*(t)|0\rangle \). By (2.14) and \( b(t)|0\rangle = 0 \), we have \( \langle 1_t|1_t\rangle = \delta(t-t) \). A continuous-mode single-photon state of a light field having the temporal pulse shape \( \xi(t) \in L_2(\mathbb{R}, \mathbb{C}) \) can be viewed as a superposition of the continuum of \( |1_t\rangle \); in other words,

\[
|1_\xi\rangle \equiv B^*(\xi)|0\rangle \triangleq \int_{-\infty}^{\infty} \xi(t) |1_t\rangle dt.
\] (3.1)

Assume the \( L_2 \) norm \( \|\xi\| \equiv \sqrt{\int_{-\infty}^{\infty} |\xi(t)|^2 dt} = 1 \). (It is assumed that \( \xi(t) \equiv 0 \) for \( t < t_0 \) (the initial time) as we focus on the interaction between a system and a field.) Then \( \langle 1_\xi|1_\xi\rangle = 1 \).
Hence, the probability of finding the photon in the time interval \([t, t + dt]\) is \(|\xi(t)|^2 dt\). In the frequency domain, we use \(|1_\omega\rangle \triangleq b^*[i\omega] |0\rangle\). In the frequency domain (3.1) becomes

\[
|1_\xi\rangle = \int_{-\infty}^{\infty} \xi[i\omega] |1_\omega\rangle d\omega.
\] (3.2)

**Remark 3.1.** If we do not restrict \(\xi\) to be in \(L^2(\mathbb{R}, \mathbb{C})\), for example, let \(\xi[i\omega] = \delta(\omega - \omega_0)\) for some real \(\omega_0\); in other words, we have a monochromatic light field with frequency \(\omega_0\). Then from (3.2) we get

\[
|1_\xi\rangle = b^*[i\omega_0] |0\rangle = |1_{\omega_0}\rangle.
\]

Moreover, by (1.1) we get the temporal wave packet \(\xi(t) = \frac{1}{\sqrt{2\pi}} e^{i\omega_0 t}\) whose modulus is \(|\xi(t)| \equiv \frac{1}{\sqrt{2\pi}}\) for all \(t \in \mathbb{R}\).

If a field is restricted to be in the interval \([t_0, t]\), (3.1) becomes

\[
|1_\xi\rangle = \int_{t_0}^{t} \xi(r) |1_r\rangle dr.
\]

Similarly, an \(\ell\)-photon state of a field over the interval \([t_0, t]\) can be defined as

\[
|\ell_\psi\rangle = \int_{t_0}^{t} \cdots \int_{t_0}^{t} \psi(\tau_1, \ldots, \tau_\ell) |1_{\tau_1}\rangle \cdots |1_{\tau_\ell}\rangle d\tau_1 \cdots d\tau_\ell.
\] (3.3)

In other words, by means of a continuum of basis vectors \(|0\rangle, |1_{\tau_1}\rangle, \ldots, |1_{\tau_\ell}\rangle : \tau_1, \ldots, \tau_\ell \in [t_0, t]\}, any \(\ell\)-photon state can be expressed in the way given in (3.3). As photons are indistinguishable, the function \(\psi\) in (3.3) is permutation-invariant w.r.t. \(\tau_1, \ldots, \tau_\ell\).

Under the single-photon state \(|1_\xi\rangle\), the field operator \(b(t)\), which is a quantum stochastic process, has zero mean, and whose covariance function is

\[
R(t, r) \triangleq \langle 1_\xi | b(t) b^*(r) |1_\xi\rangle = \delta(t - r) \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} \xi(r)^* \xi(t) & 0 \\ 0 & \xi(r) \xi(t)^* \end{bmatrix}, \quad t, r \geq t_0.
\]

By (2.15), the gauge process is \(\Lambda(t) = \int_{t_0}^{t} n(r) dr\), where \(n(t) \triangleq b^*(t)b(t)\) is the number operator for the field. In the case of the single-photon state \(|1_\xi\rangle\) defined in (3.1), the intensity is the mean \(\bar{n}(t) \triangleq \langle 1_\xi | n(t) |1_\xi\rangle = |\xi(t)|^2\). Clearly, \(\int_{t_0}^{\infty} \bar{n}(t) dt = 1\), i.e., there is one photon in the field.

Next, we look at three commonly used single-photon states. Firstly, when \(\xi(t)\) is an exponentially decaying pulse shape

\[
\xi(t) = \begin{cases} \sqrt{\beta} e^{-(\frac{\beta}{2} - i\omega_0)t}, & t \geq 0, \\ 0, & t < 0, \end{cases}
\] (3.4)
the state $|1_\xi\rangle$ can describe a single photon emitted from an optical cavity with resonant frequency $\omega_o$ and damping rate $\beta$ or a two-level atom with atomic transition frequency $\omega_o$ and decay rate $\beta$ \cite{45,46}. The frequency counterpart of (3.4) is

$$\xi[i\omega] = \sqrt{\frac{\beta}{2\pi}} \frac{1}{\frac{\beta}{2} + i(\omega - \omega_o)}.$$  

Secondly, if $\xi(t)$ is a rising exponential pulse shape

$$\xi(t) = \begin{cases} \sqrt{\beta} e^{\left(\frac{\beta}{2} + i\omega_o\right)t}, & t \leq 0, \\ 0, & t > 0, \end{cases} \quad (3.5)$$

in the frequency representation it is

$$\xi[i\omega] = \sqrt{\frac{\beta}{2\pi}} \frac{1}{\frac{\beta}{2} - i(\omega - \omega_o)}.$$  

where $\omega_o$ is the carrier frequency of the light field, then on resonance the single-photon state $|1_\xi\rangle$ is able to fully excite a two-level system if $\beta = \kappa$, where $\kappa$ is the decay rate as introduced in Example 2.2, see, e.g., \cite{20–22,47}. The single photon with pulse shape (3.4) or (3.5) has Lorentzian lineshape function with the full width at half maximum (FWHM) $\beta$ \cite{46,48}, which in the frequency domain satisfies

$$|\xi[i\omega]|^2 = \frac{1}{2\pi} \frac{\beta}{(\omega - \omega_o)^2 + \left(\frac{\beta}{2}\right)^2},$$

which is \cite[(3.28)]{40} with $F = 1$ (the single-photon case).

Finally, the Gaussian pulse shape can be given by

$$\xi(t) = \frac{\Omega^2}{2\pi} \frac{1}{4} \exp\left(-\frac{\Omega^2}{4}(t - \tau)^2\right), \quad (3.7)$$

where $\tau$ is the photon peak arrival time. Applying Fourier transform to $\xi(t)$ in (3.7) we get

$$|\xi[i\omega]|^2 = \frac{1}{\sqrt{2\pi}} \frac{\Omega}{\sqrt{\Omega}} \exp\left(-\frac{\omega^2}{2(\Omega/2)^2}\right).$$

Hence, $\Omega$ is the frequency bandwidth of the single-photon wavepacket. Actually,

$$\xi[i\omega] = \frac{1}{(\frac{\pi}{4} \Omega^2)^{1/4}} \exp\left(\omega(i\tau - \frac{\omega}{\Omega^2})\right)$$

$$= \frac{1}{(\frac{\pi}{4} \Omega^2)^{1/4}} \exp\left(-\frac{\omega - i\pi\Omega/2}{\Omega} - \frac{(\tau\Omega)^2}{2}\right).$$
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Let \( \tau = 0 \) and \( \Omega = \sqrt{2} R \). Then (3.8) becomes
\[
\xi[i\omega] = \frac{1}{\pi^{1/4} \sqrt{R}} \exp \left( -\frac{(\omega/R)^2}{2} \right). \tag{3.8}
\]
Similarly, (3.7) becomes
\[
\xi(t) = \frac{\sqrt{R}}{\pi^{1/4}} \exp \left( -\frac{(Rt)^2}{2} \right). \tag{3.9}
\]
(3.8)-(3.9) are the form of the wavefunction of a vacuum state [29, Chapter 4]. In particular, if \( R \neq 1 \), (3.8)-(3.9) are in the form of the wavefunction of a squeezed vacuum state [49, Eqs. (5.3)-(5.4)]. This is not surprising because vacuum states and squeezed vacuum states are coherent states which have Gaussian wave-packets.

In contrast to the full excitation of a two-level atom by a single photon of rising exponential pulse shape (3.5), the maximal excitation probability of a two-level atom by a single photon of Gaussian pulse shape (3.7) is around 0.8 which is achieved at \( \Omega = 1.46\kappa \), see, e.g., [20–22, 26, 47].

For a mathematical theory of how to generate a single-photon of a prescribed temporal pulse, interested readers may refer to [50]. For physical generation of a single photon of rising exponential pulse shape, interested readers may refer to [14, 44].

**Remark 3.2.** It should be noted that a continuous-mode single-photon state \(|1\xi\rangle\) discussed above is different from a continuous-mode single-photon coherent state \(|\alpha\xi\rangle\) which can be defined as
\[
|\alpha\xi\rangle \triangleq \exp(\alpha B^*(\xi) - \alpha^* B(\xi)) |0\rangle, \tag{3.10}
\]
where \( \alpha = e^{i\theta} \in \mathbb{C} \). For \(|\alpha\xi\rangle\), although the mean photon number is
\[
\langle \alpha\xi | B^*(\xi) B(\xi) | \alpha\xi \rangle = |\alpha|^2 = 1,
\]
which is the same as the single-photon state \(|1\xi\rangle\), the mean amplitude is \( \langle \alpha\xi | B(\xi) | \alpha\xi \rangle = \alpha \). In contrast, the mean amplitude of the single-photon state \(|1\xi\rangle\) is \( \langle 1\xi | B(\xi) | 1\xi \rangle = 0 \). More discussions can be found in [51, Section 2.1], [35, Section 7.1.1]. Finally, continuum coherent states are defined in [40, (3.1) and (3.6)] and [21, (24)], which in our notation are of the form
\[
|\{\alpha[i\omega]\}\rangle = \exp \left( \int_{-\infty}^{\infty} d\omega \left( \alpha[i\omega] b[i\omega]^\dagger - \alpha[i\omega]^* b[i\omega] \right) \right) |0\rangle. \tag{3.11}
\]
Clearly, if \( \alpha[i\omega] = \alpha \xi[i\omega] \), (3.11) becomes (3.10). A time-domain discussion can be found in [47].

If an electromagnetic field is confined for example in a cavity, it will have discrete modes instead of a continuum of modes. Next, we introduce single-mode coherent states. If a laser is incident on the cavity, the cavity can be in a coherent state. Moreover, in quantum optics, laser is often assumed to produce a single-mode coherent signal. The reason is simple, if the pulse
\( \xi[i\omega] \equiv \gamma \delta[\omega_0] \) in (3.10), where \( \gamma \in \mathbb{R} \) and \( \omega_0 \) is the central frequency, then we have a single-mode coherent state

\[
|\beta\rangle = \exp(\beta b^*[i\omega_0] - \beta^*b[i\omega_0]) |0\rangle,
\]
where \( \beta = \alpha \gamma \in \mathbb{C} \). The single-mode coherent state \( |\beta\rangle \) can be rewritten as

\[
|\beta\rangle = e^{-\frac{1}{2}|\beta|^2} \sum_{n=0}^{\infty} \frac{\beta^n}{\sqrt{n!}} |n\rangle.
\]

Clearly, the vacuum state \( |0\rangle \) is a coherent state (\( \beta = 0 \) in (3.12)). Another type of single-mode coherent states, single-mode squeezed vacuum states, will be introduced in Section 7. Finally, it is worthwhile to point out that there is a slight abuse of notation in (3.12). In this survey, the annihilation operator of a free propagating field is denoted by \( b[^i\omega] \), while that for a cavity is denoted by \( a[^i\omega] \). However, as we want to show that the single-mode coherent state \( |\beta\rangle \) in (3.12) is an ideal approximation of the continuous-mode coherent state \( |\alpha\xi\rangle \) in (3.10), we feel it is good to use \( b[^i\omega] \) in both of these two equations.

More discussions on coherent states can be found in [29, Chapter 4].

**Remark 3.3.** The operator \( B^*(\xi) \) defined via (3.1) is called a discrete photon creation operator in the temporal modes theory of quantum optics; see e.g., [52, (2.14)] and [53, (7)]. Roughly speaking, under the *narrow-band approximation* as described in Remark 2.1, using \( b[^i\omega] \) we can define a time-spatial operator, [45, (7.3)],

\[
b(x,t) = e^{-i\omega_0(t-x/c)} \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} d\omega' b[^i\omega'] e^{-i\omega'(t-x/c)}.
\]

where \( \omega_0 \) is the carrier frequency of the free propagating field. Denote

\[
E^+(x,t) = ib(x,t),
E^-(x,t) = -ib(x,t)^* = (E^+(x,t))^*.
\]

Then in a simplified form, an electromagnetic field propagating along the positive \( x \) direction can be described as, [54],

\[
E(x,t) = E^+(x,t) + E^-(x,t) = i(b(x,t) - b(x,t)^*).
\]

Let \( \{\xi_j\} \) be an orthonormal basis of the space of the square-integrable pulse shapes \( \xi \). An example of \( \{\xi_j[i\omega]\} \) is the set of weighted Hermite polynomials [55, Chapter 8]. Define

\[
B_j \triangleq B(\xi_j) = \int_{-\infty}^{\infty} dt \ b(t)\xi_j^*(t) = \int_{-\infty}^{\infty} d\omega \ b[^i\omega]\xi_j^*[i\omega].
\]

Clearly, \( B_j^* |0\rangle \) generates a photon of pulse shape \( \xi_j \). Moreover, as \( \{\xi_j\} \) is an orthonormal basis, we have

\[
\sum_j \xi_j[i\omega]B_j = \int_{-\infty}^{\infty} d\omega' \ b[^i\omega'] \sum_j \xi_j[i\omega]\xi_j^*[i\omega'] \int_{-\infty}^{\infty} d\omega' \ b[^i\omega'] \delta(\omega - \omega') = b[^i\omega].
\]
Define a time-spatial function $\nu_j(x, t)$ which is associated with $\xi_j$ by

$$\nu_j(x, t) \triangleq ie^{-i\omega_o(t-x/c)} \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} d\omega' \xi_j[i\omega']e^{-i\omega'(t-x/c)}.$$ (3.16)

By (3.15)-(3.16), the positive-frequency part $\mathcal{E}^+(x, t)$ of an electromagnetic field defined in (3.14) can be re-written as

$$\mathcal{E}^+(x, t) = \sum_j \nu_j(x, t)B_j.$$ 

More discussions can be found in a recent review on temporal modes in quantum optics [53].

### 3.1 Discrete measurement of a continuous-mode single-photon state

In this subsection, we present a procedure of digitizing a continuous-mode single-photon state $|\xi\rangle$ as is proposed in [44].

Assume that the time interval $(-\infty, \infty)$ is partitioned into time bins of equal length $\Delta t$ and let $t_j = j\Delta t$ for $j = 0, \pm 1, \ldots$. When $\Delta t$ is sufficiently small, the value of $\xi(t)$ in the time bin $[j\Delta t, (j + 1)\Delta t)$ is well approximated by $\xi_{t_j}$. Then a continuous-mode single-photon state $|\xi\rangle$ can be approximately written as

$$|\xi\rangle = \int_{-\infty}^{\infty} \xi^*(t)b^*(t)dt |0\rangle = \sum_j \xi^*(t_j) \frac{1}{\Delta t} \int_{t_j}^{t_{j+1}} b^*(t)dt |0\rangle.$$ (3.17)

Denote

$$|1_j\rangle = c_j^* |0\rangle \equiv \frac{1}{\Delta t} \int_{t_j}^{t_{j+1}} b^*(t)dt |0\rangle.$$ (3.18)

Notice that

$$[c_j, c_k^*] = \frac{\delta_{jk}}{\Delta t}.$$ (3.19)

**Remark 3.4.** According to (3.19), $[c_j, c_k^*]$ becomes a Dirac delta function $\delta(t_j)$ in the limit $\Delta t \to 0$. This justifies the coefficient $\frac{1}{\Delta t}$ in the definition of $c_j^*$ in (3.18).

By means of (3.18), the approximated single-photon state in (3.17) can be re-written as

$$|\xi\rangle = \sum_j \xi^*(t_j) |1_j\rangle.$$ 

The corresponding density matrix is

$$\rho = |\xi\rangle \langle \xi| = \sum_{mn} \rho_{mn} |1_m\rangle \langle 1_n|,$$ (3.20)

where $\rho_{mn} = \xi^*(t_m)\xi(t_n)$. Define a quadrature $X_j$ for the $j$th time bin to be

$$X_j \triangleq \frac{c_j e^{-i\theta_j} + c_j^* e^{i\theta_j}}{\sqrt{2}}.$$ (3.21)
where
\[ \theta_j = \omega_d \cdot t_j + \theta_0 \]
with \( \omega_d \) being the frequency detuning between the central frequency of the signal (the single-photon state \( |1_\xi\rangle \)) and that of the local oscillator for homodyne measurement, and \( \theta_0 \) being the local oscillator’s relative phase at \( t = 0 \). As \( X_j = X_j^* \), \( X_j \) is an observable which can be measured in principle. Moreover, it can be shown that
\[ [X_j, X_k] = -\frac{i\delta_{jk}}{\Delta t} \sin((j - k)\omega_d \Delta t) = 0, \quad j \neq k. \]

The time series \( \{X_j\} \) can be measured in experiments.

**Remark 3.5.** Notice that the quadrature \( X_j \) defined in (3.21) can be re-written as
\[ X_j = \frac{c_j + c_j^*}{\sqrt{2}} \cos \theta_j + \frac{c_j - c_j^*}{i\sqrt{2}} \sin \theta_j \equiv Q_j \cos \theta_j + P_j \sin \theta_j, \]
where the quadratures \( Q_j = \frac{c_j + c_j^*}{\sqrt{2}} \) and \( P_j = \frac{c_j - c_j^*}{i\sqrt{2}} \) satisfy
\[ [Q_j, P_j] = \frac{i}{\Delta t}. \]

It can be calculated that
\[ X_k |_{1_m} = \frac{e^{-i\theta_k}}{\sqrt{2}} \delta_{km} |0\rangle + \frac{1}{\Delta t} \frac{e^{i\theta_k}}{\sqrt{2}} \int_{t_j}^{t_{j+1}} dt \int_{t_m}^{t_{m+1}} dr \int b^*(t) b^*(r) |0\rangle. \tag{3.22} \]

Therefore, we have
\[ \langle 1_n | X_j X_k | 1_m \rangle = \frac{1}{2} \left( e^{-i(\theta_k - \theta_j)} \delta_{km} \delta_{jn} + \delta_{jk} \delta_{mn} + e^{-i(\theta_j - \theta_k)} \delta_{jm} \delta_{kn} \right). \tag{3.23} \]

Let \( I(t_j) \) be the homodyne current for the \( j \)th time bin, which is proportional to \( X_j \). By (3.20) and (3.23), we have
\[ \langle I(t_j) I(t_k) \rangle \propto \langle X_j X_k \rangle \]
\[ = \text{Tr}[\rho X_j X_k] = \sum_{mn} \rho_{mn} \langle 1_n | X_j X_k | 1_m \rangle \]
\[ = \frac{1}{2} \left( e^{-i(\theta_k - \theta_j)} \rho_{kj} + \delta_{jk} + e^{-i(\theta_j - \theta_k)} \rho_{jk} \right) \]
\[ = \frac{1}{2} \delta_{jk} + \text{Re}[\rho_{jk}] \cos(\theta_j - \theta_k) + \text{Im}[\rho_{jk}] \sin(\theta_j - \theta_k) \]
\[ = \frac{1}{2} \delta_{jk} + \text{Re}[\rho_{jk}] \cos(\omega_d(t_j - t_k)) + \text{Im}[\rho_{jk}] \sin(\omega_d(t_j - t_k)), \]
which is \([44, (5)]\).

**Remark 3.6.** In an experiment, it is the homodyne photocurrent \( I(t) \) that is recorded, from which \( \langle X_j X_k \rangle \) is obtained by averaging over many trajectories. After getting \( \langle X_j X_k \rangle \), \( \text{Re}[\rho_{jk}] \) and \( \text{Im}[\rho_{jk}] \) can be retrieved, from which we can get a discrete approximation of \( \xi(t) \).
4 Linear systems’ response to single-photon states

Let the system $G$ in Fig. 1 be linear and driven by $m$ photons, one in each input field. Also, assume that $G$ is initialized in a coherent state. Single-mode coherent states are defined in (3.13), its multi-mode counterpart can be found in [56, Section II-E]. In this section, we present the state of the output fields.

Given two constant matrices $U, V \in \mathbb{C}^{r \times k}$, a doubled-up matrix $\Delta(U,V)$ is defined as

$$
\Delta(U,V) \triangleq \begin{bmatrix}
U & V \\
V^\# & U^\#
\end{bmatrix}.
$$

Let $I_k$ be an identity matrix and $0_k$ a zero square matrix, both of dimension $k$. Define $J_k = \text{diag}(I_k, -I_k)$. Then for a matrix $X \in \mathbb{C}^{2j \times 2k}$, define $X^\flat = J_k X^\dagger J_k$. In the linear case, the system $G$ can be used to model a collection of $n$ quantum harmonic oscillators that are driven by $m$ input fields. Denote $a(t) = [a_1(t) \cdots a_n(t)]^\top$, where $a_j(t)$ is the annihilation operator for the $j$th harmonic oscillator, $j = 1, \ldots, n$. In the $(S,L,H)$ formalism, the inherent system Hamiltonian is given by $H = (1/2)\dot{a}^\dagger \Omega \dot{a}$, where $a = [a^\top (a^\#)^\top]^\top$, and $\Omega = \Delta(\Omega_-, \Omega_+) \in \mathbb{C}^{2n \times 2n}$ is a Hermitian matrix with $\Omega_-, \Omega_+ \in \mathbb{C}^{n \times n}$. The coupling between the system and the fields is described by the operator $L = [C_- C_+] \dot{a}$, with $C_-, C_+ \in \mathbb{C}^{m \times n}$. Finally, the scattering operator $S$ is an $m \times m$ constant matrix such that $S^\dagger S = SS^\dagger = I_m$. The dynamics of the open quantum linear system in Fig. 1 are described by the following linear Itô QSDEs ([57, (26)], [56, (14)-(15)], [38, (5)-(6)], [58, 59], [37, Chapter 2]),

$$
d\dot{a}(t) = Aa(t)dt + Bd\dot{B}(t),
\quad d\dot{B}_{\text{out}}(t) = Ca(t)dt + Dd\dot{B}(t), \quad t \geq t_0,
$$

where

$$
D = \Delta(S,0), C = \Delta(C_-,C_+) , B = -C^\dagger \Delta(S,0), A = -\frac{1}{2}C^\dagger C - iJ_n \Delta(\Omega_-, \Omega_+).
$$

These constant system matrices are parametrized by the physical parameters $\Omega_-, \Omega_+, C_-, C_+$ and satisfy

$$
A + A^\dagger + BB^\dagger = 0, \quad B = -C^\dagger \Delta(S,0).
$$

(4.2a) is equivalent to

$$
[\dot{a}(t), \dot{a}^\dagger(t)] \equiv [\dot{a}(t_0), \dot{a}^\dagger(t_0)] = J_n, \quad \forall t \geq t_0.
$$

That is, the system variables preserve canonical commutation relations. On the other hand, (4.2b) is equivalent to

$$
[\dot{a}(t), \dot{B}_{\text{out}}^\dagger(r)] = 0, \quad t \geq r \geq t_0.
$$
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That is, the system variables and the output satisfy the non-demolition condition. In the quantum control literature, equations (4.2a)-(4.2b) are called physical realization conditions. Roughly speaking, if these conditions are met, the mathematical model (4.1) could in principle be physically realized ([60], [61]).

Let $X$ be an operator on the joint system-field space. Denote by $\langle X(t) \rangle$ the expected value of $X(t)$ with respect to the initial joint system-field state. Then (4.1) has a corresponding classical linear system of the form

$$
\begin{align*}
    d\langle \dot{a}(t) \rangle &= A\langle a(t) \rangle dt + Bd\langle \vec{B}(t) \rangle, \\
    d\langle \dot{B}_{\text{out}}(t) \rangle &= C\langle a(t) \rangle dt + Dd\langle \vec{B}(t) \rangle, \quad t \geq t_0,
\end{align*}
$$

(4.3)

By means of the classical linear systems theory, we can define Hurwitz stability, controllability and observability of a linear quantum system.

**Definition 4.1.** [34, Definition 1] The quantum linear system (4.1) is said to be Hurwitz stable (resp. controllable, observable) if the corresponding classical linear system (4.3) is Hurwitz stable (resp. controllable, observable).

Moreover, as in classical linear systems theory, the impulse response function for the system $G$ is defined as

$$
g_G(t) \triangleq \begin{cases} 
    \delta(t)D - Ce^{At}C^\dagger D, & t \geq 0, \\
    0, & t < 0.
\end{cases}
$$

(4.4)

It is easy to show that $g_G(t)$ defined in (4.4) has the following nice structure

$$
g_G(t) = \Delta (g_{G^\prime}(t), g_{G^\dagger}(t)),
$$

where

$$
g_{G^\prime}(t) \triangleq \begin{cases} 
    \delta(t)S - [ C_\ast \ C_\dagger ]e^{At} \begin{bmatrix} C^\dagger_\dagger \\ -C_\dagger \end{bmatrix} S, & t \geq 0, \\
    0, & t < 0,
\end{cases}
$$

$$
g_{G^\dagger}(t) \triangleq \begin{cases} 
    -[ C_\ast \ C_\dagger ]e^{At} \begin{bmatrix} -C^T_\dagger \\ C^T \end{bmatrix}, & t \geq 0, \\
    0, & t < 0.
\end{cases}
$$

Given a function $f(t)$ in the time domain, its two-sided Laplace transform [62, Chapter 10] is defined as

$$
F[s] \equiv \mathcal{L}_t \{ f(t) \}(s) \triangleq \int_{-\infty}^{\infty} e^{-st} f(t) dt.
$$

Applying the two-sided Laplace transform to the impulse response function (4.4) yields the transfer function

$$
\Xi_G[s] = \Delta (\Xi_{G^\prime}[s], \Xi_{G^\dagger}[s]),
$$
where $\Xi_G^{-}[s] = \mathcal{L}_b\{g_G^{-}(t)\}(s)$ and $\Xi_G^{+}[s] = \mathcal{L}_b\{g_G^{+}(t)\}(s)$.

If $C^+ = 0$ and $\Omega^+ = 0$, the resulting quantum linear system is said to be passive \cite{34,38,58}. Specifically, the Itô QSDEs for a passive linear quantum system are (e.g., see \cite{34}, Sec. 3.1),

$$da(t) = Aa(t)dt + BdB(t),$$
$$dB_{\text{out}}(t) = Ca(t)dt + DdB(t), \quad t \geq t_0,$$

(4.5)

where

$$A = -i\Omega_+ - \frac{1}{2}C_+^\dagger C_-, \quad B = -C_+^\dagger S, \quad C = C_-, \quad D = S.$$  

An equivalent way to characterize the structure of the passive linear quantum system (4.5) is by the physical realizability conditions

$$A + A^\dagger + BB^\dagger = 0, \quad B = -C_+^\dagger S.$$  

Moreover, in the passive case, $\Xi_G^{+}[s] \equiv 0$ and

$$\Xi_G^{-}[s] = S - C_- (sI + i\Omega_- + \frac{1}{2}C_+^\dagger C_-)^{-1}C_+^\dagger S.$$  

Hence, if a linear system is passive, then its dynamics are completely characterized by its annihilation operators. Moreover, it can be easily verified that

$$\Xi_G^{-}[i\omega]^{\dagger} \Xi_G^{-}[i\omega] \equiv I_m, \quad \forall \omega \in \mathbb{R}.$$  

Hence, an empty cavity does not change the amplitude of the input signal, but modifies its phase.

**Example 4.1** (Re-visit Example 2.1). For the cavity model in Example 2.1, clearly $C^+ = 0$, $\Omega^+ = 0$ and $S = 1$. In this case $\Xi_G^{+}[s] \equiv 0$ and

$$\Xi_G^{-}[s] = \frac{s + i\omega_d - \frac{\Xi}{2}}{s + i\omega_d + \frac{\Xi}{2}}.$$  

As a result, the input-output relation in the frequency domain is

$$b_{\text{out}}[s] = \frac{s + i\omega_d - \frac{\Xi}{2}}{s + i\omega_d + \frac{\Xi}{2}} b_{\text{in}}[s].$$  

Let the linear quantum system $G$ be initialized in the coherent state $|\eta\rangle$ and the input field be initialized in the vacuum state $|0\rangle$. Then the initial joint system-field state is $\rho_{0g} \triangleq |\eta\rangle \langle \eta| \otimes |0\rangle \langle 0|$ in the form of a density matrix. Denote

$$\rho_{\infty g} = \lim_{t \to \infty, t_0 \to -\infty} U(t, t_0) \rho_{0g} U(t, t_0)^\dagger.$$  
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Here, $t_0 \to -\infty$ indicates that the interaction starts in the remote past and $t \to \infty$ means that we are interested in the dynamics in the far future. In other words, we look at the steady-state dynamics. Define

$$\rho_{\text{field}, g} \triangleq \langle \eta | \rho_{\infty} | \eta \rangle.$$  \hspace{1cm} (4.6)

In other words, the system is traced off and we focus on the steady-state state of the output field.

The following result gives the response of a quantum linear system to a single-channel single-photon state.

**Theorem 4.1.** [56, Proposition 2] Assume there is one input field which is in the single photon state $|1_\xi\rangle$. Also, assume that $G$ is Hurwitz stable and is initialized in a coherent state $|\eta\rangle$. Then the steady-state output field state for the linear quantum system $G$ is

$$\rho_{\text{out}} = (B^*(\xi^-_{\text{out}}) - B(\xi^+_{\text{out}}))\rho_{\text{field}, g}(B^*(\xi^-_{\text{out}}) - B(\xi^+_{\text{out}}))^*, $$

where

$$\Delta(\xi^-_{[s]}, \xi^+_{[s]}) = \Xi_G[\xi_{[s]}],$$

and $\rho_{\text{field}, g}$, defined in (4.6), is the density operator for the output field with zero mean and covariance function

$$R_{\text{out}}[i\omega] = \Xi_G[i\omega]R_{\text{in}}[i\omega]\Xi_G[i\omega]^\dagger$$

with

$$R_{\text{in}}[i\omega] = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}.$$ 

In particular, if the linear system $G$ is passive and initialized in the vacuum state, then $\xi^+_{[s]} \equiv 0$ and $R_{\text{out}}[i\omega] \equiv R_{\text{in}}[i\omega]$. In other words, the steady-state output is a single-photon state $|1_{\xi^-_{\text{out}}}\rangle$.

**Example 4.2.** Let the optical cavity introduced in Example 2.1 be initialized in the vacuum state. Then, by Theorem 4.1, the steady-state output field state is also a single-photon state $|1_{\xi^-_{\text{out}}}\rangle$ with the pulse shape

$$\xi^-_{[i\omega]} = \frac{i(\omega + \omega_d) - \frac{\kappa}{2}}{i(\omega + \omega_d) + \frac{\kappa}{2}}\xi[i\omega].$$

**Remark 4.1.** It has been shown in [22] that the output field of a two-level atom initialized in the ground state and driven by a single-photon field $|1_\xi\rangle$ is also a single-photon state $|1_{\xi^-_{\text{out}}}\rangle$. Thus, although the dynamics of a two-level atom is bilinear, see Example 2.2, in the single-photon input case it can be fully characterized by a linear systems theory.

If the linear system $G$ is not passive, or is not initialized in the vacuum state, the steady-state output field state $\rho_{\text{out}}$ in general is not a single-photon state; as can be seen in Theorem...
This new type of states has been named “photon-Gaussian” states in [56]. Moreover, it has been proved in [56] that the class of “photon-Gaussian” states is invariant under the steady-state action of a linear quantum system. In what follows we present this result.

**Definition 4.2.** [56, Definition 1] A state $\rho_{\xi,R}$ is said to be a photon-Gaussian state if it belongs to the set

$$
\mathcal{F} \triangleq \left\{ \rho_{\xi,R} = \prod_{k=1}^{m} \sum_{j=1}^{m} \left( B_j^*(\xi_{jk}^-) - B_j(\xi_{jk}^+) \right) \rho_R \right\}.
$$

Moreover, we have

$$
\text{function } \xi = \Delta(\xi^-,\xi^+) \text{ and density matrix } \rho_R \text{ satisfy } \text{Tr}[\rho_{\xi,R}] = 1.
$$

**Theorem 4.2.** [56, Theorem 5] Let $\rho_{\xi_{in},R_{in}} \in \mathcal{F}$ be a photon-Gaussian input state. Also, assume that $G$ is Hurwitz stable and is initialized in a coherent state $|\eta\rangle$. Then the linear quantum system $G$ produces in steady state a photon-Gaussian output state $\rho_{\xi_{out},R_{out}} \in \mathcal{F}$, where

$$
\xi_{out}[s] = \Xi_G[s]|\xi_{in}[s]\rangle,
$$

$$
R_{out}[i\omega] = \Xi_G[i\omega]R_{in}[i\omega]\Xi_G[i\omega]^\dagger.
$$

Next, we present a result for the passive case, which is a special case of Theorem 4.2.

Let the $k$th input channel be in a single photon state $|1_{\mu_k}\rangle$, $k = 1, \ldots, m$. Thus, the state of the $m$-channel input is given by the tensor product

$$
|\Psi_\mu\rangle = |1_{\mu_1}\rangle \otimes \cdots \otimes |1_{\mu_m}\rangle.
$$

(4.7)

Denote $\mu = [\mu_1 \cdots \mu_m]^\top$.

**Corollary 4.1.** Assume that the passive linear quantum system (4.5) is Hurwitz stable, initialized in the vacuum state and driven by an $m$-photon input state $|\Psi_\mu\rangle$. The the steady-state output state is another $m$-photon $|\Psi_\nu\rangle$ whose pulse $\nu = [\nu_1 \cdots \nu_m]^\top$ is given by

$$
\nu[i\omega] = \Xi_G[-i\omega]\mu[i\omega].
$$

Response of quantum linear systems to multi-photon states has been studied in [63, 64]. In particular, the multi-photon versions of Corollary 4.1 can be found in [63, Corollary 11] and [64, Theorems 2-7]. Response of quantum nonlinear systems to multi-photon states has been studied in [22, 28, 54].

We end this section with a final remark.

**Remark 4.2.** To derive the output pulse shapes of a quantum linear system $G$ driven by continuous-mode single- or multiple-photon states, it is assumed in [56, 63, 64] that the system $G$ is Hurwitz stable. Actually, if the system $G$ is passive, the results also hold even if $G$ is marginally
Figure 2: Linear quantum coherent feedback network composed of an empty cavity and a beam-splitter. The input field $b_0$ is in the single photon state $|1_\xi\rangle$ and the output field $b_3$ is in the single-photon output state $|1_{\eta_3}\rangle$.

stable. The reason is the following. By [38, Corollary 4.1], a passive quantum linear system can only have a $co$ subsystem which is both controllable and observable, and a $\bar{co}$ subsystem which is neither controllable nor observable. Actually, the $\bar{co}$ subsystem is a closed system, and hence the modes related to the $\bar{co}$ subsystem will not affect system’s input-output behavior. As the system is passive, by [38, Corollary 4.1], the $\bar{co}$ subsystem exactly corresponds to the subsystem whose poles are on the imaginary axis, and all the poles of the $co$ subsystem lie on the open left half of the complex plane, which means that the $co$ subsystem is Hurwitz stable, and thus all the results in [56, 63, 64] still hold.

5 Single-photon pulse shaping via coherent feedback

In this section, based on the development in Section 4, we demonstrate how a quantum linear coherent feedback network can be constructed to manipulate the temporal pulse shape of a single-photon input state.

If a cavity, as given in Example 2.1, is driven by a single-photon state $|1_\xi\rangle$, by Example 4.2 the output pulse shape in the frequency domain is

$$\eta_1 = \frac{i(\omega + \omega_d) - \frac{\xi}{2}}{i(\omega + \omega_d) + \frac{\xi}{2}} i\omega.$$  (5.1)

Now we put the cavity into a coherent feedback network closed by a beamsplitter, as shown in Fig. 2. (Here, the word “coherent” indicates that no measurement is involved in the feedback...
loop and thus all the signals remain quantum). Let the beamsplitter be

$$S_{BS} = \begin{bmatrix} \sqrt{\gamma} & \sqrt{1-\gamma} \\ -\sqrt{1-\gamma} & \sqrt{\gamma} \end{bmatrix}, \quad 0 \leq \gamma \leq 1.$$ 

Clearly, the beamsplitter $S_{BS}$ is a special passive linear system (4.5) whose system parameters are

$$A = B = C = 0, \quad D = S_{BS}.$$ 

Thus, the input-output relation for the beamsplitter $S_{BS}$ is

$$\begin{bmatrix} b_3 \\ b_1 \end{bmatrix} = S_{BS} \begin{bmatrix} b_0 \\ b_2 \end{bmatrix}.$$ 

Clearly, the feedback network from input $b_0$ to output $b_3$ in Fig. 2 is still a quantum linear passive system that is driven by the single-photon state $|1_\xi\rangle$ for the input field $b_0$. By the development in Section 4, we can get the pulse shape for the output field $b_3$, which is

$$\eta_3[i\omega] = \frac{1 - \sqrt{\gamma}(\omega + \omega_d)i + \frac{\kappa}{2}}{1 + \sqrt{\gamma}(\omega + \omega_d)i + \frac{\kappa}{2}} \xi[i\omega].$$

Fix $\beta = 2$ for the exponentially decaying single-photon state in (3.4), and $\omega_d = 0$ and $\kappa = 2$ for the optical cavity in Example 2.1. The temporal pulse shapes $\xi(t)$, $\eta_1(t)$ and $\eta_3(t)$ are plotted in Fig. 3.

Fix $\tau = 0$ and $\Omega = 1.46$ for a Gaussian single-photon state in (3.7), and $\omega_d = 0$ and $\kappa = 1$ for the optical cavity. When $\xi(t)$ is of a Gaussian pulse shape (3.7) for the optical cavity in Example 2.1. The temporal pulse shapes $\xi(t)$, $\eta_1(t)$ and $\eta_3(t)$ are plotted in Fig. 4.

6 Single-photon filter and master equation

As discussed in Section 3, a single-photon light field has statistical properties. Therefore, it is natural to study the filtering problem of a quantum system driven by a single-photon field state. Single-photon filters were first derived in [24,65], and their multi-photon version was developed in [26,27,66]. In this section, we focus on the single-photon case. The basic setup is given in Fig. 5.

The output field of an open quantum system can be continuously measured, see for example Subsection 3.1; based on the measurement data a quantum filter can be built to estimate some quantity of the system. For example, we desire to know which state a two-level atom is in, the ground state $|g\rangle$ or the excited state $|e\rangle$. Unfortunately, it is not realistic to measure the state of the atom directly. Instead, a light field may be impinged on the atom and from the scattered
Figure 3: $|\xi(t)|^2$ is the detection probability of the input single photon, $|\eta_1(t)|^2$ is the detection probability of the output photon in the case of the cavity, and $|\eta_3(t)|^2$ are the detection probabilities of the output photon in the linear coherent feedback network (Fig. 2) with various beamsplitter parameter $\gamma$.

Figure 4: The same as those in Fig. 3.
light we estimate the state of the atom. Homodyne detection and photon-counting measurements are the two most commonly used measurement methods in quantum optical experiments. In this survey, we focus on Homodyne detection as discussed in Subsection 3.1. In Fig. 5, \( G \) is a quantum system which is driven a single photon of pulse shape \( \xi \). After interaction, the output field, represented by its integrated annihilation operator \( B_{\text{out}} \) and creation operator \( B_{\text{out}}^* \), is also in a single-photon state with pulse shape \( \eta \). Due to measurement imperfection (measurement inefficiency), the output field \( |1_\eta\rangle \) may be contaminated \([12,67]\). This is usually mathematically modeled by mixing \( |1_\eta\rangle \) with an additional quantum vacuum through a beam splitter, as shown in Fig. 5. The beam splitter in Fig. 5 is of a general form

\[
S_{\text{BS}} = \begin{bmatrix}
  s_{11} & s_{12} \\
  s_{21} & s_{22}
\end{bmatrix}
\] (6.1)

where \( s_{ij} \in \mathbb{C} \). As a result, there are two final output fields, which are

\[
\begin{bmatrix}
  B_{1,\text{out}} \\
  B_{2,\text{out}}
\end{bmatrix} = S_{\text{BS}} \begin{bmatrix}
  B_{\text{out}} \\
  B_v
\end{bmatrix},
\]

where \( B_v \) is the integrated annihilation operator for the additional quantum noise channel. The quadratures of the outputs are continuously measured by homodyne detectors, which are given by

\[
Y_i(t) = B_{1,\text{out}}(t) + B_{1,\text{out}}^*(t), \quad Y_2(t) = -i(B_{2,\text{out}}(t) - B_{2,\text{out}}^*(t)).
\] (6.2)

In other words, the amplitude quadrature of the first output field is measured, while for the second output field the phase quadrature is monitored. \( Y_i(t) (i = 1, 2) \) enjoy the self-non-demolition property

\[
[Y_i(t), Y_j(r)] = 0, \quad t_0 \leq r \leq t, \quad i, j = 1, 2,
\]

and the non-demolition property

\[
[X(t), Y_i(r)] = 0, \quad t_0 \leq r \leq t, \quad i = 1, 2,
\]

where \( t_0 \) is the time when the system and field start interaction. The quantum conditional expectation is defined as

\[
\pi_t(X) \triangleq \mathbb{E}[j_t(X)|\mathcal{Y}_t],
\]

where \( \mathbb{E} \) denotes the expectation with respect to the initial joint system-field state, \( j_t(X) \) is given in (2.17), and the commutative von Neumann algebra \( \mathcal{Y}_t \) is generated by the past measurement observations \( \{Y_1(s), Y_2(s) : t_0 \leq s \leq t\} \). The conditioned system density operator \( \rho(t) \) can be obtained by means of \( \pi_t(X) = \text{Tr}[\rho(t)X] \). It turns out that \( \rho(t) \) is a solution to a system of stochastic differential equations, which is called the quantum filter in the quantum control community or quantum trajectories in the quantum optics community. quantum filtering theory
Figure 5: Single-photon filtering. The system of interest $G$ is driven by a single-photon field state $|1_\xi\rangle$. The output single-photon state is denoted by $|1_\eta\rangle$. To account for the imperfectness of experiment [67], a beamsplitter is added which mixes $|1_\eta\rangle$ with a vacuum noise. Both of the signals in the output ports of the beamsplitter are measured to improving the filtering effect.

was pioneered by Belavkin in the early 1980s [68]. More developments can be found in [26, 27, 31, 35, 65, 66, 69–79] and references therein.

In the extreme case that $S_{BS}$ is a 2–by-2 identity matrix, the single-photon state $|1_\eta\rangle$ and the vacuum noise are not mixed and $|1_\eta\rangle$ is directly measured by “Measurement 1”. This is the case that the output of the two-level system $G$ is perfectly measured. In this scenario, a quantum filter constructed based on “Measurement 1” is sufficient for the estimation of conditioned system dynamics, as constructed in [24, 65]. However, for a general beam splitter of the form (6.1), the output of the two-level system $G$ is contaminated by vacuum noise, using two measurements may improve estimation efficiency, as investigated in [80].

The single-photon filter for the set-up in Fig. 5 is given by the following result.

**Theorem 6.1.** [80, Corollary 6.1] Let the quantum system $G = (S, L, H)$ in Fig. 5 be initialized in the state $|\eta\rangle$ and driven by a single-photon input field $|1_\xi\rangle$. Assume the output fields are under two homodyne detection measurements (6.2). Then the quantum filter in the Schrödinger picture
is given by

\[
\begin{align*}
&d\rho_{11}(t) \\
&= \{\mathcal{L}_{GP}\rho_{11}(t) + [S\rho_{01}(t), L^\dagger]\xi(t) + [L, \rho_{10}(t)S^\dagger]\xi^*(t) + (S\rho_{00}(t)S^\dagger - \rho_{00}(t))\xi(t)^2\} \, dt \\
&\quad + \left[is_{21}\rho_{11}^*(t)L^\dagger - is_{21}\rho_{11}(t) + is_{21}\rho_{10}(t)S^\dagger\xi^*(t) - is_{21}\rho_{01}(t)\xi(t) - \rho_{11}(t)k_1(t)\right] \, dW_1(t) \\
&\quad + \left[is_{21}\rho_{11}(t)L^\dagger + s_{11}\rho_{11}(t)L^\dagger + s_{11}\rho_{00}(t)\xi(t) - \rho_{10}(t)k_1(t)\right] \, dW_1(t) \\
&= \{\mathcal{L}_{GP}\rho_{11}(t) + [S\rho_{00}(t), L^\dagger]\xi(t)\} \, dt \\
&\quad + \left[is_{21}\rho_{10}(t)L^\dagger + s_{11}\rho_{10}(t) + s_{11}\rho_{00}(t)\xi(t) - \rho_{10}(t)k_1(t)\right] \, dW_1(t) \\
&\quad + \left[is_{21}\rho_{11}(t)L^\dagger - is_{21}\rho_{11}(t) - is_{21}\rho_{01}(t)\xi(t) - \rho_{11}(t)k_1(t)\right] \, dW_2(t), \\
&\rho_{11}(t) = (\rho_{10}(t))^\dagger, \\
\end{align*}
\]

(6.3)

where \(dW_j(t) = dY_j(t) - k_j(t) \, dt\) with

\[
\begin{align*}
k_1(t) &= s_{11}\text{Tr}[L\rho_{11}(t)] + s_{11}\text{Tr}[L^\dagger\rho_{11}(t)] + s_{11}\text{Tr}[S\rho_{01}(t)]\xi(t) \\
&\quad + s_{11}\text{Tr}[S^\dagger\rho_{01}(t)]\xi^*(t), \\
k_2(t) &= -is_{21}\text{Tr}[L\rho_{11}(t)] + is_{21}\text{Tr}[L^\dagger\rho_{11}(t)] \\
&\quad -is_{21}\text{Tr}[S\rho_{01}(t)]\xi(t) + is_{21}\text{Tr}[S^\dagger\rho_{01}(t)]\xi^*(t). \\
\end{align*}
\]

The initial conditions are \(\rho_{11}(0) = \rho_{00}(0) = |\eta\rangle\langle \eta|, \rho_{10}(0) = \rho_{01}(0) = 0\).

**Remark 6.1.** If the beamsplitter \(S_{BS}\) is a 2-by-2 identity matrix, the single-photon filter (6.3) in Theorem 6.1 reduces to

\[
\begin{align*}
&d\rho_{11}(t) = \{\mathcal{L}_{GP}\rho_{11}(t) + [\rho_{01}(t), L^\dagger]\xi(t) + [L, \rho_{10}(t)\xi^*(t)\} \, dt \\
&\quad + \left[\rho_{11}(t)L^\dagger + L\rho_{10}(t) + \rho_{01}(t)\xi(t) - \rho_{11}(t)k_1(t)\right] \, dW_1(t) \\
&d\rho_{10}(t) = \{\mathcal{L}_{GP}\rho_{10}(t) + [\rho_{00}(t), L^\dagger]\xi(t)\} \, dt \\
&\quad + \left[\rho_{10}(t)L^\dagger + L\rho_{00}(t) + \rho_{00}(t)\xi(t) - \rho_{10}(t)k_1(t)\right] \, dW_1(t), \\
&d\rho_{00}(t) = \mathcal{L}_{GP}\rho_{00}(t) \, dt + \left[\rho_{00}(t)L^\dagger + L\rho_{00}(t) - \rho_{00}(t)k_1(t)\right] \, dW_1(t), \\
&\rho_{01}(t) = (\rho_{10}(t))^\dagger, \\
\end{align*}
\]

(6.4)

where \(dW_1(t)\) and the initial conditions are the same as those in Theorem 6.1, and

\[
k_1(t) = \text{Tr}[(L + L^\dagger)\rho_{11}(t)] + \text{Tr}[\rho_{01}(t)]\xi(t) + \text{Tr}[\rho_{10}(t)]\xi^*(t). \\
\]

The filter (6.4) is the quantum single-photon filter first proposed in [24].
Quantum filters describe the joint system-field dynamics conditioned on measurement outputs; on the other hand, if the output field is traced out, we can get the master equation which describes the system dynamics. Master equations are regarded as unconditional system dynamics, see e.g., [24, 31, 73]. Setting $S = I$ and tracing over the noise terms (represented by $dW_1(t)$ and $dW_2(t)$) in the quantum filters (6.3) and (6.4), we get the single-photon master equations in the Schrödinger picture

$$
\dot{\varrho}^{11}(t) = L^*_G \varrho^{11}(t) + [\varrho^{01}(t), L^\dagger] \xi(t) + [L, \varrho^{10}(t)] \xi^*(t),
$$

$$
\dot{\varrho}^{10}(t) = L^*_G \varrho^{10}(t) + [\varrho^{00}(t), L^\dagger] \xi(t),
$$

$$
\dot{\varrho}^{00}(t) = L^*_G \varrho^{00}(t),
$$

$$
\dot{\varrho}^{01}(t) = (\varrho^{10}(t))^\dagger,
$$

with initial conditions $\varrho^{11}(t_0) = \varrho^{00}(t_0) = |\eta\rangle\langle\eta|$, $\varrho^{10}(t_0) = \varrho^{01}(t_0) = 0$, where

$$
\text{Tr}[\varrho^{jk}(t)^\dagger X] = \langle\eta\phi_j| j_i(X)|\eta\phi_k \rangle, \quad j, k = 0, 1
$$

with

$$
|\phi_j\rangle = \begin{cases}
|0\rangle, & j = 0, \\
|1\xi\rangle, & j = 1.
\end{cases}
$$

The dynamics of a two-level atom driven by a single photon input field of Gaussian pulse shape has been studied intensively in the literature. In particular, when the photon has a Gaussian pulse shape (3.7) with $\Omega = 1.46\kappa$, where $\kappa$ is the decay rate of the two-level atom; see Example 2.2, it is shown that the maximal excitation probability is around 0.8, see, e.g., [20], [23], [21, Fig. 1], [24, Fig. 8], and [25, Fig. 2]. Recently, the analytical expression of the pulse shape of the output single photon has been derived in [22], which is $\eta_1$ is (5.1). Assume the Gaussian pulse shape in (3.7) has parameters $\tau = 3$ and $\Omega = 1.46\kappa$. It can be easily verified that $\int_{-\infty}^{4} (|\xi(\tau)|^2 - |\eta_1(\tau)|^2) \, d\tau = 0.8$. Interestingly, the excitation probability achieves its maximum 0.8 at time $t = 4$ (the upper limit of the above integral). Therefore, the filtering result is consistent with that of the input-output response.

### 7 Schrödinger cat states generation

Discussions in the previous sections are for continuous-mode single-photon states. In this section, we briefly discuss multi-photon states. In fact, a beamsplitter, which is a very simple linear quantum system but extremely widely used in optics, is able to entangle two input photons (one in each input port) such that two photons can coexist in a single output port. In other words, a 2-photon state is generated. A general theory of multi-photon processing by quantum linear systems has been developed in [63, 64]. In this section, we show how this theory can be applied to generate Schrödinger cat states.
Single-mode coherent states are defined in (3.13). A Schrödinger cat state is a superposition state of two coherent states of opposite phase, $|\beta\rangle$ and $|-\beta\rangle$. For example, the odd cat state is

$$|\psi\rangle \triangleq \mathcal{N}_- (|\beta\rangle - |-\beta\rangle) = \mathcal{N}_- e^{-|\beta|^2/2} \sum_{n=0}^\infty \frac{2\beta^{2n+1}}{(2n+1)!} |2n+1\rangle,$$

where $\mathcal{N}_- = \frac{1}{\sqrt{2(1-e^{-|\beta|^2})}}$ normalizes the odd cat state $|\psi\rangle$, and the amplitudes

$$\gamma_{\text{cat}, n} \triangleq \mathcal{N}_- e^{-|\beta|^2/2} \frac{2\beta^{2n+1}}{\sqrt{(2n+1)!}}.$$

The bigger $|\beta|$ is, the larger the cat is. Applications of Schrödinger cat states in quantum teleportation, quantum computation, and quantum metrology can be found in e.g., [81–83]. A scheme for generating Schrödinger cat states is proposed in [67]. In what follows, we use the linear systems theory developed in [56, 63, 64] to derive the main equations in [67].

A single-channel continuous-mode $\ell$-photon state $|\psi_\ell\rangle$ can be defined as

$$|\psi_\ell\rangle \triangleq \frac{1}{\sqrt{N_\ell}} \prod_{k=1}^\ell B^* (\xi_k) |0\rangle,$$

where $N_\ell$ is the normalization coefficient. If $\xi_1(t) \equiv \cdots \equiv \xi_\ell(t) \equiv \xi(t)$, then this state is called continuous-mode Fock state which has been intensely studied, see e.g., [84, (3)]; [25, (13)]. If we forget the pulse shapes, we can use

$$|n\rangle = \frac{1}{\sqrt{n!}} (B^* (\xi))^n |0\rangle, \quad \|\xi\|_2 = 1$$

to denote an $n$-photon Fock state. In this manner, an $m$-channel multi-photon tensor product state is of the form

$$|\Psi\rangle = |n_1\rangle \otimes |n_2\rangle \otimes \cdots \otimes |n_m\rangle,$$

where the $j$th channel contains $n_j$ photons.

Consider a beamsplitter of the form

$$S = \begin{bmatrix} T & -R \\ R & T \end{bmatrix}, \quad (R, T \in \mathbb{R}, \quad R^2 + T^2 = 1).$$

By [63, Corollary 11 or Example 3], it can be derived that the beamsplitter (7.1) maps a product state $|n_1\rangle \otimes |n_2\rangle$ to an entangled output state

$$|\Psi_{\text{out}}\rangle \quad \text{(7.2)}$$

By [63, Corollary 11 or Example 3], it can be derived that the beamsplitter (7.1) maps a product state $|n_1\rangle \otimes |n_2\rangle$ to an entangled output state

$$|\Psi_{\text{out}}\rangle = \frac{1}{\sqrt{n_1 n_2}} \sum_{j=0}^{n_1} \sum_{k=0}^{n_2} \left( \begin{array}{c} n_1 \\ j \end{array} \right) \left( \begin{array}{c} n_2 \\ k \end{array} \right) (-1)^{k+j} T^{n_2-j-k} R^{n_1-j+k} \sqrt{(j+k)!(n_1+n_2-j-k)!} |j+k\rangle |n_1+n_2-j-k\rangle.$$
An ideal single-mode squeezed vacuum state can be expressed as

$$\hat{S}(\eta) |0\rangle = \frac{1}{\sqrt{\cosh \eta}} \sum_{n=0}^{\infty} \alpha_{2n} |2n\rangle,$$

(7.3)

where

$$\alpha_{2n} = \frac{\sqrt{(2n)!}}{2^n n!} (-e^{i\phi})^n \tanh^n \eta$$

with $\eta \in \mathbb{R}$ being the squeezing ratio. In this article, we choose the squeezing angle $\phi = \pi$ for simplicity. Then $\alpha_{2n} \in \mathbb{R}$. More discussions of squeezed states can be found in [46, Chapter 5], [29, Chapter 10], [49], [85], [86], and [87]. According to (7.2), the beamsplitter (7.1) maps $|\ell\rangle \otimes \hat{S}(\eta) |0\rangle$ to

$$|\Psi_{\text{out}}\rangle = \sum_{n=0}^{\infty} \frac{\alpha_{2n}}{\ell! (2n)!} \sum_{i=0}^{\ell} \sum_{j=0}^{2n} \binom{\ell}{i} \binom{2n}{2n-j} \sqrt{(\ell + j - i)! (2n + i - j)!} (-1)^j T^{2n+j-\ell-i-j} R^{\ell+i-j} |\ell + j - i\rangle \otimes |2n + i - j\rangle.$$

(7.4)

Let $\ell = 0$, i.e., the first input channel is in the vacuum state. In this case, $|\Psi_{\text{out}}\rangle$ in (7.4) in a density matrix form is

$$\hat{\rho} = |\Psi_{\text{out}}\rangle \langle\Psi_{\text{out}}|$$

(7.5)

$$= \sum_{n,b=0}^{\infty} \alpha_{2n} \alpha_{2b}^{*} \sum_{j_1=0}^{\min\{2n,2b\}} \sum_{j_2=0}^{\min\{2n,2b\}} \sqrt{\binom{2n}{2n-j_1} \binom{2b}{2b-j_2}} (-1)^{j_1+j_2} T^{2(n+b)-(j_1+j_2)} R^{j_1+j_2} |j_1\rangle |2n-j_1\rangle \langle 2b-j_2| \langle j_2|.$$

If $k$ photons are subtracted in the first output channel, then by (7.5) the unnormalized conditional state in the second output channel is

$$\text{Tr}_1\{\hat{\rho}\}$$

$$= \sum_{k=0}^{\infty} \langle k| \hat{\rho} |k\rangle$$

$$= \sum_{n,b=0}^{\infty} \alpha_{2n} \alpha_{2b}^{*} \sum_{k=0}^{\min\{2n,2b\}} \sqrt{\binom{2n}{2n-k} \binom{2b}{2b-k}} T^{2(n+b-k)} R^{2k} |2n-k\rangle \langle 2b-k|,$$

which is $\hat{\rho}_{t_1}$ in [67, (5)]. Actually, $\hat{\rho}_{t_1}$ is an impure squeezed vacuum state; which accounts for experimental imperfection when an ideal squeezed vacuum state (7.3) is used to generate a Schrödinger cat state; see the red box in [67, Fig. 1]. Next, we derive the output density matrix which is the output of the green box in [67, Fig. 1]. Define

$$\rho_{n,2} = |\ell\rangle \langle \ell| \otimes \hat{\rho}_{t_1}$$

$$= \sum_{n,b=0}^{\infty} \alpha_{2n} \alpha_{2b}^{*} \sum_{k=0}^{\min\{2n,2b\}} \sqrt{\binom{2n}{2n-k} \binom{2b}{2b-k}} T^{2(n+b-k)} R^{2k} |\ell\rangle |2n-k\rangle \langle 2b-k| \langle \ell|.$$
Remark 7.1. Let \( t_k = T^2_k \) and \( r_k = R^2_k, k = 1, 2. \) \( \langle m | \rho_{\text{out}, 2} | m \rangle \) in (7.6) becomes [67, (11)], whose normalized version is the output density matrix of the green box in [67, Fig. 1]. (The term \( T^{-2m}_2 \) is missing in [67, Fig. 1], which is a typo.)

Remark 7.2. Many schemes like those proposed in [88–97] that generate Schrödinger cat states can be described uniformly in the mathematical framework similar to that discussed above.
8 Concluding remarks

In this section, we discuss two possible future research directions.

In [54], Milburn investigated the response of an optical cavity to a continuous-mode single photon, where frequency modulation applied to the cavity is used to engineer the temporal output pulse shape. As frequency modulation involves a time-varying function, the transfer function approach in [56] is not directly applicable. However, it appears that the general procedure outlined in the proof of Proposition 2 and Theorem 5 in [56] can be generalized to the time-varying, yet still linear, case. For example, if the quantum linear passive controller $K$ in Fig. 6 is allowed to be time-varying, can the output single-photon pulse shape be engineered satisfactorily? This may be a future research direction.

In [98], the authors discussed how to use a single-photon input state to excite one of the two double quantum dot (DQD) qubits which are in a coherent feedback network; see Fig. 1 in [98]. A master equation of the form (6.5) is used to describe the reduced dynamics of the system. By tracing over the cavity and the 2nd DQD qubit, the reduced density operator for the target DQD qubit is given by

$$\rho_{\text{DQD}_1}(t) = c_2 \langle g_0 | \rho^{11}(t) | g_2 \rangle + \langle g_2 | \rho^{11}(t) | g_2 \rangle + \langle e_0 | \rho^{11}(t) | e_2 \rangle + \langle e_2 | \rho^{11}(t) | e_2 \rangle,$$

(8.1)

which is [98, (45)]. Let the initial state of the two DQD qubits be the ground states $|g_1\rangle$ and $|g_2\rangle$ and the cavity be initially empty. The purpose of control is to flip the first DQD qubit to its excited state $|e_1\rangle$ at some time instance $T$, by means of designing a single-photon pulse; in other words, the single-photon pulse $\xi(t)$ is used as the control input. As $\xi$ is the pulse shape of the single photon, it is in the space $L^2(\mathbb{R}, \mathbb{C})$ with additional constraint that is $L^2$ norm $\|\xi\| = 1$. The physical interpretation of this constraint can be found in Section 2.2 in [98]. The state of the first DQD qubit evolves according to the master equation (8.1). As $\rho_{\text{DQD}_1}$ in (8.1) is the reduced density matrix of the first DQD qubit, thus it is a $2 \times 2$ Hermitian matrix. For the
cost function, we may use the Frobenius norm \( \| \rho_{DQD_1}(T) - |e_1\rangle \langle e_1| \|_F^2 \). That is, we desire to steer the state of the first DQD qubit as close as possible to \( |e_1\rangle \) at a given time instance \( T \). Moreover, as discussed in [99], to get a sparse signal which is often desirable in experiments, we may also add an \( L^1 \) term \( \beta |\xi|_1 \) in the cost function. In summary, to fit into (4.1) in [99], we may choose the following cost function

\[
\| \rho_{DQD_1}(T) - |e_1\rangle \langle e_1| \|_F^2 + \beta \int_0^T |\xi(t)|_1 dt.
\]

As \( \xi(t) \) is the pulse shape of the single-photon state to be designed, quantum physics demands the \( L^2 \) norm \( \| \xi \|_2 \triangleq \sqrt{\int_0^T |\xi(t)|^2 dt} = 1 \). Thus, in the above formulation of the optimal control problem, the to-be-designed pulse shape is in the set \( C = \{ \xi : \|\xi\|_2 = 1 \} \). Clearly, this constraint makes the admissible set of \( \xi \) non-convex. In order to use quantum optimal control methods as those in [99–101], we have to remove this constraint. One possible way is the following: Firstly, we ignore the constraint imposed by \( C \) and solve the optimization problem by means of quantum optimal control methods such as those in [99–101]. Assume the obtained solution is \( \xi(t) \) over the time interval \([0, T]\). Then let \( \gamma = \|\xi\|_2 \). If \( \gamma = 1 \), it is perfect, nothing else is needed. Otherwise, define \( \eta(t) \triangleq \gamma \xi \left( \frac{t}{\gamma T} \right) \) over the time interval \([0, \gamma T]\). Then \( \|\eta\| = 1 \), we use \( \eta \), a scaled version of \( \xi \), instead of \( \xi \) as the pulse shape to designed. Clearly, \( \eta \) accomplishes the job at the terminal time \( \gamma T \). Solving this optimal control problem may be another future research direction.
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