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We investigate several control strategies for the transport of an excitation along a spin chain. We demonstrate that fast, high fidelity transport can be achieved using protocols designed with differentiable programming. Building on this, we then show how this approach can be effectively adapted to control a disordered quantum system. We consider two settings: optimal control for a known unwanted disorder pattern, i.e., a specific disorder realisation, and optimal control where only the statistical properties of disorder are known, i.e., optimizing for high average fidelities. In the former, disorder effects can be effectively mitigated for an appropriately chosen control protocol. However, in the latter setting the average fidelity can only be marginally improved, suggesting the presence of a fundamental lower bound.

I. INTRODUCTION

Robust, implementable control protocols are a necessary ingredient for many quantum devices. A particularly relevant task is the routing of quantum states and information over large distances [1, 2] and/or across a network of connected quantum registers [3, 4]. The use of spin chains with short range Heisenberg interactions to transmit quantum information presents a viable framework to accomplish this goal [5], applicable to a wide range of experimental platforms [6–10]. This task can be achieved via the use of an external magnetic field with a parabolic spatial profile which is adiabatically swept across the chain [11] alleviating the need for precise control over individual couplings [12]. However, a notable drawback is that such adiabatic protocols are inherently slow and hence susceptible to noise from the environment. This observation precipitated the development of non-adiabatic protocols such as analytically derived shortcuts to adiabaticity (STA) [13] and quantum optimal control methods [14–27].

While these approaches have been successfully applied in several settings, there remain drawbacks, for instance shortcut-to-adiabaticity approaches, such as the one employed in Ref. [13], often rely on simple model descriptions and/or approximations. In this work we augment traditional control techniques with differentiable programming (∂P) [28, 29] and critically examine their efficacy. Differentiable programming is an approach which is widely used in the context of deep learning [30] and has been recently applied in various quantum control setups, such as the transport of Majorana zero modes [31], the control of thermal machines [32], numerical renormalisation group [33], and interacting qubits [34]. The main advantage of ∂P is that it allows to efficiently obtain the required gradients [35], making gradient based optimization of complex quantum many-body problems computationally tractable.

We use ∂P with several different ansatzes drawn from other traditional quantum control methods, specifically the shortcut-to-adiabaticity protocol [13] and a finite Fourier basis inspired by the chopped random basis (CRAB) protocol [17]. A common difficulty which must be overcome is the inevitability of noise or imperfections in experimentally realised systems in form of spatial heterogeneities, i.e., disorder. For sufficiently large disorder, the system’s state tends to exponentially localize [36] and thus hinders transport of the state across the system. We establish that the presence of disorder is, in and of itself, not a limiting factor in achieving high fidelity control in the system, with ∂P strategies able to find a suitable control pulse efficiently. The drawback, however, is that the ∂P gradients implicitly depend on the exact disorder pattern, which therefore must be known. In the absence of this information, for a disordered-averaged gradient, we find that even with a high degree of optimization, there is little advantage gained over applying the best disorder-free protocols.

The remainder of the paper is organised as follows. In the subsequent section we outline the model and the state transfer goal. Then in Sec. III we introduce the various approaches used to design the dynamical control field. Following this, we demonstrate and compare the effectiveness of these methods for a clean (i.e., disorder-free) system in Sec. IV. These methods are then adapted in Sec. V to a disordered system. Finally, in Sec. VI we summarize our work and provide some outlook on future directions.

II. MODEL AND CONTROL SETUP

We consider a one-dimensional Heisenberg model of $N$ interacting spin-$\frac{1}{2}$ particles. The Hamiltonian ($\hbar = 1$) is

$$
\mathcal{H} = -\frac{J}{2} \sum_{i=1}^{N-1} \mathbf{\sigma}_i \cdot \mathbf{\sigma}_{i+1} + \sum_{i=1}^{N} B_i \sigma_i^z, \quad (1)
$$
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where $\sigma_i \equiv (\sigma_i^x, \sigma_i^y, \sigma_i^z)$ are the Pauli matrices for the spin at site $i$. The constant isotropic nearest-neighbour coupling $J$ describes exchange interactions between the neighbouring spins and open boundary conditions are considered.

For a single excitation transport problem we do not need access to the full many-body Hilbert space as this Hamiltonian preserves the total spin excitation number, i.e. $S_z = \sum_{i=1}^N \sigma_i^z$, since $[H, S_z] = 0$. We can divide the Hilbert space into separate disconnected sectors, each with a fixed total number of spin excitations $S = \langle S_z \rangle$. In what follows we focus on the single spin-excitation sector where one spin is up, denoted by $|\uparrow\rangle$, while all the other spins are down $|\downarrow\rangle$. In total we have $N$ such single-spin excitation states, which we label by $|n\rangle = |\uparrow\rangle \otimes \cdots \otimes |\uparrow\rangle \otimes \cdots |\downarrow\rangle$, where only the $n$-th spin is up.

The Hamiltonian Eq. (1) projected into this subspace becomes

$$H = \sum_{n=1}^N \left[ B_n - 2J \right] |n\rangle \langle n| + J \sum_{n=1}^{N-1} |n\rangle \langle n+1| + |n+1\rangle \langle n|,$$

which is an exponential reduction in dimension compared to the full many-body Hamiltonian.

Notice that there is a simple correspondence (up to some edge effects) between this single excitation Hamiltonian Eq. (2) and a discretized version of a single particle in a potential trap, whose continuum limit has the Hamiltonian

$$H_c = \frac{k^2}{2m} + V(x).$$

### A. Magnons and the Optimization Objective

For our optimization problem we aim to transport magnons, single spin excitations, from one position in the chain to another, see Fig. 1. Freely propagating magnons, i.e. without a confining magnetic field $B_n$, disperse over time throughout the chain. Therefore, an initially localized wave packet will delocalize across the chain as a direct result of the non-linear dispersion relation [37]. To counteract this spreading it is necessary to guide the magnon transport [11, 38] by imposing the external magnetic field $B_n(t)$. Various kinds of magnetic traps with different spatial profiles can be used for this, such as, the Pöschl-Teller [39] potential, a square well [37], or a harmonic trap [11].

Motivated by the correspondence with the single-particle Hamiltonian in Eq. (2) we focus on the parabolic profile

$$B_n(t) = -\frac{\omega^2}{4J} \left[ n - X_0(t) \right] \frac{\Delta x}{2} |n\rangle \langle n|.$$  \hspace{1cm} (4)

$X_0(t)$ is the position of the minimum of the trap, which will serve as our control parameter. This influences the position of the magnon. This functional form allows us to exploit known analytic optimal control pulses derived with STA methods [13, 40]. Note that we fix the lattice spacing as $\Delta x = 1$ hereafter.

For our magnon transport problem we initialize the parameters such that we have a Gaussian wave packet

$$|\psi_A\rangle = \frac{1}{\sqrt{\sum_n c_n(x_A)\Delta n}} \sum_n c_n(x_A) |n\rangle$$ \hspace{1cm} (5)

centred at a position $x_A$ in the chain, with $c_n(x) = \exp\left[-(n-x)^2/2\sigma^2\right]$. We vary $X_0(t)$ in such a way that we reach the target state

$$|\psi_B\rangle = \frac{1}{\sqrt{\sum_n c_n(x_B)\Delta n}} \sum_n c_n(x_B) |n\rangle$$ \hspace{1cm} (6)

after a total time $\tau$. This target state is the same magnon but now localized at a position $x_B = x_A + d$ with transport distance $d$. Note that $x_A, x_B$ are chosen sufficiently far from the boundaries to avoid any finite size effects.

The efficacy of our magnon transport protocol, parameterized by $X_0(t)$, can be quantified by the infidelity

$$I_\tau = 1 - \langle |\psi_B \rangle U(\tau) |\psi_A\rangle \rangle^2.$$  \hspace{1cm} (7)

Here, $U(\tau) = \mathcal{T} \exp\left[-i \int_0^\tau H(t)dt\right]$ is the unitary operator that solves the time-dependent Schrödinger equation with the single spin excitation Hamiltonian $H(t)$ and $\mathcal{T}$ is the Dyson time-ordering operator. This infidelity, $I_\tau$, forms the objective function which we minimize with respect to $X_0(t)$ to obtain the optimal transport control pulses. We remark that this objective function must be slightly adapted for the case of a disordered system as explained in Sec. V.

## III. CONTROL PROTOCOLS

To search for the optimal magnon transport protocols that minimize the infidelity, $I_\tau$, we compare and contrast several different optimization approaches and ansatzes. Specifically, we examine the performance of pulse profiles obtained with two “hybrid” $\partial P$ control approaches, where other methods are
augmented with $\partial P$, with those obtained with a standard $\partial P$
time-bin optimization. For reference we will also consider a
simple linear benchmark protocol
\begin{equation}
X_0(t) = x_A + \frac{x_B - x_A}{\tau} t, \tag{8}
\end{equation}
as considered in [11]. While Eq. (8) is comparatively easy
to implement experimentally, achieving high final target state
fidelities with this protocol typically requires long (adiabatic)
transport times $\tau$.

A. STA Protocol

Here, we briefly recapitulate the main idea of Ref. [13]
which forms the basis for the STA protocol ansatz we will
employ. We derive optimal control protocols for a particle in
a harmonic trap Eq. (3) with the inverse engineering method
based on Lewis-Riesenfeld (LR) invariants. As demonstrated
a harmonic trap Eq. (3) with the inverse engineering method
employ. We derive optimal control protocols for a particle in
which forms the basis for the STA protocol ansatz we will
consider in [11]. While Eq. (8) is comparatively easy
to implement experimentally, achieving high final target state
fidelities with this protocol typically requires long (adiabatic)
transport times $\tau$.

Note that this formalism can be extended to include a
time-dependent frequency.

B. Differentiable Programming ($\partial P$)

To optimize the transport of the wave packet in the clean
system, i.e. in the absence of disorder, we minimize the
fidelity with gradient based optimization algorithms. For this
we obtain the gradient of the fidelity with respect to the con-
trol parameters $\frac{dI}{dX_{\alpha}(t)}$ with differentiable programming [30].
This is achieved by writing the code for the fidelity $I$, in the
python library JAX [42] and exploiting its automatic differen-
tiation feature. Due to the use of back-propagation (widely
used in deep learning [43]), the gradient can be obtained very
efficiently, with similar computational complexity as forward
evaluation of the infidelity [44, 45]. This allows us to use
different control parameters and also to have flexibility
in the design of the cost functional, for example allowing for
the addition of penalty terms and the use of neural networks
[31, 34].

The gradient can be used in specific optimization algo-
rithms, which we will also refer to as update schemes. The
simplest is traditional gradient descent (GD) where the control
parameters are updated according to $X_{\alpha}(t) = X_{\alpha}(t) - \mu \nabla_{X_{\alpha}} I(t)$, for each iteration $i$ of the learning algorithm. The hyperparameter
$\mu$ is known as the learning rate and must be set manually be-
fore optimization. It is common practise to use specific decay
schedules for $\mu$. We empirically determine an approximation
to the optimal learning rate by scanning over a range of values
from $10^{-4}$ to $10^1$ and choose the value of $\mu$ corresponding to
the lower value of infidelity. Another, more elaborate, update
scheme we employ is known under the acronym ADAM [46]
and makes, amongst other things, use of an adaptive momen-
tum of the learning rate. We find that this generally leads to
faster convergence to the optimal protocols.

We will first consider the setting where no additional in-
formation or knowledge about the problem is used to con-
strain the control protocols; it starts from a random or linear
protocol, and we refer to this as “$\partial P$-free”. This approach
is useful for finding new unexpected protocols, for exam-
ple the jump-move-jump protocol in [31], since the learning
is not influenced by potential human biases, see also [47].
A clear drawback is that it can be computationally expen-
sive to find an optimal protocol in the large unconstrained,
and possibly non-convex, optimization landscape. Specifi-
cally, we discretize the control into $M$ individual time bins
$x_0(t) \mapsto \{x_0(t_1), x_0(t_2) \ldots x_0(t_M)\}$ of time width $\Delta t = \tau/M$
and we define $t_n = n\Delta t$ [48]. The optimization task now reduces to
finding the values for each $X_0(t_n)$ that minimize $I_{\tau}$.

Following from the demonstrations that hybrid control ap-
proaches can be highly effective [13, 49, 50], we consider the
performance of protocols which combine $\partial P$ and other control
methods to constrain the size of the search space. In particu-
lar, we consider a “$\partial P$-STA” approach where we use the an-
alytical control pulses provided by the mapping between the
single excitation spin chain and the single particle as seeds for
the optimization. With GD we then search over the restricted
class of STA protocols which generally allows for a very fast
optimization, however, as we will see, due to the restricted
search space this approach may fail where others are still ef-
efective.
For this hybrid-approach, in what follows, we define two control parameters \( C_1 = X_0(\tau/4) \) and \( C_2 = X_0(3\tau/4) \), which correspond to the positions of the trap at times \( \tau/4 \) and \( 3\tau/4 \), and obtain their derivatives, \( \frac{\partial C_1}{\partial \tau} \) and \( \frac{\partial C_2}{\partial \tau} \), with \( \partial P \). We remark that this can be generalized to an arbitrary number of control parameters without any significant additional computational cost for \( \partial P \). \( C_1 \) and \( C_2 \) can be used as control parameters by imposing them as additional constraints when solving the polynomial for \( a(t) \) in Eq. (11). The advantages are that imposing the STA protocol constraints need only be done once and the resulting fixed polynomial of \( C_1 \) and \( C_2 \) can be implemented as a differentiable function for \( \partial P \).

We consider the minimal polynomial \( a(t) = \sum_{n=1}^{N} b_n t^n \) that satisfies the boundary conditions Eq. (12) and fixes the values \( C_1 \) and \( C_2 \). This gives a whole family of STA protocols for \( X_0(t) \) in which each member corresponds to a specific configuration of the expansion coefficients, \( b_n \).

The final ansatz for the optimal protocols that we use we term “\( \partial P \)-Fourier”, where we aim to combine differentiable programming with optimal control based on a truncated Fourier basis and inspired by the CRAB ansatz [17, 51–53]. Specifically, to fulfill the boundary conditions \( X_0(0) = x_A \) and \( X_0(\tau) = x_B \), we define the Fourier ansatz to be the family of protocols parameterized as

\[
X_0(t) = x_A + (x_B - x_A) \frac{t}{\tau} + \sum_{n=1}^{N} A_n \sin \omega_n t. \tag{13}
\]

The control parameters we wish to optimize are now the Fourier coefficients \( A_n \) while we fix the frequencies \( \omega_n = \frac{\pi}{\tau} \) to be the first \( n \leq N \) harmonics. This cutoff on the maximum frequency of the protocol reflects constraints in the experimental implementation. Although often randomised frequency components are chosen to improve convergence, we remark that we do not find this necessary for our purposes.

To then find the optimal protocols in this restricted family we use \( \partial P \) to compute the derivatives \( \frac{\partial X_0}{\partial t} \) and employ them in standard gradient based optimization algorithms such as the GD algorithm defined before. The Fourier coefficients are updated from their initial values using a gradient descent update scheme with an adaptive step size. This can be done for a large number of coefficients since the gradient is calculated via differential programming. This involves the use of reverse mode automatic differentiation (back propagation) where the gradient is calculated using the chain rule in a reverse order. Due to back-propagation, we can scale to thousands of Fourier coefficients without significantly increasing the computational cost.

In what follows we will examine the efficacy of these ansatzes where throughout: \( \partial P \)-free refers to the case where no constraints on the functional form of the control pulse are enforced, \( \partial P \)-STA corresponds to optimising over the shortcut-to-adiabaticity protocols constrained by Eqs. (11) and (12), and finally \( \partial P \)-Fourier denotes the use of Eq. (13).

![FIG. 2. Disorder-free optimization results obtained with \( \partial P \). The three different ansatzes are free optimization i.e. no constraints (blue), Fourier series with \( N_f = \tau/2 \) (orange) and the STA protocol parameterized by \( C_1 \) and \( C_2 \) (green). The results are shown relative to the linear protocol for two operation durations. Fidelities and other operations times are reported in Table. I. The system parameters are chosen as \( N = 251, d = 50, \omega_0 = 0.5, \) and \( J = 1 \).](image)

### IV. OPTIMAL TRANSPORT IN A DISORDER-FREE CHAIN

We begin by exploring the effectiveness of these control protocols applied to transport in the “clean” chain, which has been extensively considered in the literature [14–27, 52–56]. This will allow us to first test the performance in an idealized setting, providing benchmark and reference protocols for when disorder is introduced in Sec. V. Furthermore, we establish that while the STA protocols have an effective speed limit [13], the \( \partial P \) method can achieve transport velocities close to the maximum magnon group velocity of \( v_g = 2J \).

Our aim is to minimize the infidelity of the magnon transport \( J_{\tau} \) in Eq. (7) and find the optimal control protocols for the trapping center \( X_0(t) \). For this task we apply \( \partial P \) in combination with the protocols described in the last section. To define the external constraints of the control problem we fix the total transport distance \( d = 50 \) and choose four different total transport times \( \tau = \{40, 60, 80, 100\}J^{-1} \). To obtain the optimal protocols we minimize with the gradient descent algorithm for a maximum of 200 update steps with an empirically determined learning rate. The minimization is stopped when an infidelity lower than \( O(10^{-3}) \) is reached.

The results for two operation times are shown in Fig. 2 and the corresponding infidelity values are reported in Table I. Notice that above the STA speed limit, which is \( \tau = 50 \) for these parameters [13], we are able to obtain protocols that achieve infidelities on the order of \( O(10^{-3}) \) for all three optimization methods, while the linear reference protocol has significantly larger infidelity values (we remark the reasonably good performance of the linear ramp for \( \tau = 80 \) is due to a special resonance effect [13]). In the continuum case, these spe-
specific operation times of high fidelity can be expressed analytically in terms of the Fourier transform of the velocity profile of the trapping potential [57]). For faster protocols, $\tau = 40$, the $\partial P$-Free and Fourier approaches are still able to achieve low infidelities, $O(10^{-2})$, whereas $\partial P$-STA breaks down due to the fact that we have a restricted search space, although we remark it is still significantly more effective than the simple linear ramp.

Naturally, the shape of the optimal protocols $X_0(t)$ themselves depends strongly on the method employed, cf. Fig. 2. The STA protocols are drastically different taking the form of a ramp up then down protocol for the velocity where they slowly accelerate to a finite velocity and then symmetrically decelerate again to zero. In contrast, the $\partial P$ Free and Fourier protocols start and end with a small quench in position and in the middle oscillate with a constant average velocity. The size of the position quenches grows with decreasing transport time while the oscillations tend to become smoother with increasing time.

In order to analyse the frequencies, $\omega_p$, of these oscillations in Fig. 3(a) we show velocity protocols $X_0(t)$ for several trapping frequencies $\omega_0$. In the main panel we observe that the protocol frequency $\omega_p$ tends to increase with increasing $\omega_0$. From the inset we can then see that the relationship is linear with a coefficient very close to one, i.e. $\omega_p \approx \omega_0$. While such an oscillatory behavior is common in Fourier based optimal control approaches, and often these oscillations can be excluded or suppressed without affecting the effectiveness of the protocol [58], here we find that these oscillations are crucial to the performance of the protocol, in their absence the infidelities rise significantly. Indeed, that the unconstrained $\partial P$-Free approach also converges to protocols with these characteristic oscillations indicate their importance in the protocol.

### A. Approaching the group velocity speed limit with $\partial P$

We can recover the speed limit for the STA protocols $\tau^* \approx d/J$ that was heuristically determined based on the original (unparameterized) STA protocol for magnon transport in [13]. This protocol is given by

$$X_0(t) - x_A = d \left[ 6s^3 - 15s^2 + 10s + \frac{s}{\omega_0^2} (1 - 3s + 2s^2) \right],$$  \hspace{1cm} (14)$$

where $s = t/\tau$. This protocol is a function of the total transport time $\tau$, the trapping frequency $\omega_0$ and the initial and target positions $x_A$ and $x_B$. In Fig. 4(a) we show the target state fidelity $F_\tau = 1 - I_\tau$ of this protocol for a specific range of values of $\tau$ and $\omega_0$. We observe a clear lightcone-like surface with a velocity of $v_g \approx d/J$. Below this velocity, a fidelity of at least $F_\tau > 0.5$ can be obtained whereas for faster protocols the fidelity drops quickly to zero. We see that this speed limit is still far away from the lightcones obtained by the group velocity $v_g = 2J$ and even further from the Lieb-Robinson velocity [59] $v_L = 6J$, which bounds the timescales on which quantum correlations can develop between different subsystems of a larger quantum system.

In order to demonstrate that we can improve on this speed limit with $\partial P$ we focus on one specific distance slice $d = 50$ and minimize $I_\tau$ for a range of different total times $\tau$ near the STA speed limit time $\tau^* = 50$. We use the Fourier ansatz with $N_\tau = 50$ frequency components and, to push the limits of our optimization methodology, we run 500 update steps with the ADAM update scheme. We stop the optimization when an infidelity of $O(10^{-5})$ is reached.

The resulting fidelity values as function of $\tau$ compared to the original STA protocol are shown in Fig. 4(b). Compellingly, we see that we can push the maximum velocity very close to the group velocity time $\tau_g = d/v_g$. Taking $F_\tau > 0.5$ to measure the speed limit we find $\tau_{50} \approx 29$ which corresponds to $v_{50} \approx 1.72J$, which is very close to the group velocity $v_g$. Below $\tau_g$ the fidelity quickly drops to zero with no noticeable improvement arising from further optimization. This is in accordance with the group velocity being the maximum speed of the magnons [38] and also with the speed limit found in [60] with the numerical Krotov [61] optimization method for the same system but with a different form of spin excitation.

| $\tau$ | $\partial P$-Free | $\partial P$-STA | $\partial P$-Fourier | Linear |
|-------|-----------------|-----------------|-----------------|--------|
| 40    | 0.03832         | 0.3614          | 0.0176          | 0.9845 |
| 60    | 0.0015          | 0.00013         | 0.0052          | 0.6780 |
| 80    | 0.0009          | 0.00023         | 0.0003          | 0.0791 |
| 100   | 0.0024          | 0.0002          | 0.0017          | 0.4414 |

TABLE I. Infidelity $I_\tau$ results for the clean system with $N = 251$, $J = 1$, $\omega_0$ and $d = 50$. The corresponding control protocols are shown in Fig. 2.

FIG. 3. Main panel: velocities of the magnon transport protocols $X_0(t)$ obtained with the $\partial P$ Free approach for 4 different trapping frequencies $\omega_0$. Inset: the characteristic frequency $\omega_p$ of the protocols in the main panel versus $\omega_0$. A linear relationship $\omega_p \approx \omega_0$ is observed. Other parameters: $\tau = 100$, $N = 251$, $J = 1$ and $d = 50$. The parameters for these simulations are the same as in Fig. 2.
V. MAGNON TRANSPORT IN THE PRESENCE OF DISORDER

We now consider the effects of disorder in the spin chain [11, 13, 37, 62, 63], which could arise either from inhomogeneities in applied fields or defects in fabrication processes, and generally leads to localization, significantly hindering the system’s controllability. We consider a site disorder corresponding to an inhomogeneous magnetic trapping field $B_n(t) \rightarrow B_n(t) + \epsilon_n$. Note that while the trapping field is time dependent for the control of the position of the magnon, the disorder itself is static and $\epsilon_n$ is uniformly distributed on the interval $[-\Delta, \Delta]$ with noise strength $\Delta$.

The main effect of the disordered magnetic field is a localization of the single spin excitation wave functions with the localization length scaling with the magnitude of the disorder, as shown in Fig. 5 for the lowest energy eigenstate of the disordered Hamiltonian $H$ for several disorder strengths. We observe that the localization length $\xi$ decreases approximately as $\xi \sim 1/\sqrt{\Delta}$. The wave function localization means that the transport fidelity is expected to increase when the magnon is moved a distance of at least a few disorder length scales $\xi$. From Fig. 5(b) we see that already for $\Delta \sim 0.05$ we have $\xi \sim 40$, thus even for this small disorder the transport distance ($d = 50$) is already greater than the localization length.

Based on the results from the previous section, we focus on $\partial P$ in combination with the Fourier ansatz in Eq. (13) and aim to find the optimal protocol(s) in two distinct and physically relevant scenarios. In the first, we focus on one specific fixed disorder realization and determine whether effective control can still be achieved. In the second, we optimize over an ensemble of different disorder realizations, to search for an optimal control strategy that on average works the best in all disordered cases with fixed magnitude.

A. Fixed disorder patterns

We consider a particular disorder realization $\epsilon^p = (\epsilon_1^p, ..., \epsilon_N^p)$ which we label by $p$. Notice that this is simply an $N$-dimensional random vector from the uniform distribution $[-\Delta, \Delta]$. For this pattern $p$ we then aim to minimize the fidelity $I_\tau^p$. This fidelity measure is the same as the standard target state infidelity $I_\tau$ used before but computed with the fixed disorder pattern $p$ added to the magnetic field $B_n(t) + \epsilon_n^p$ in the Hamiltonian. For the minimization we use $I_\tau^p$ as the cost functional and we compute its derivatives with respect to the control parameters with $\partial P$. These derivatives are then used in combination with ADAM to update the controls $A_n$ of the Fourier ansatz. We repeat the complete optimization process for several different disorder patterns $p$ and finally average the result $\langle I_\tau \rangle_s = \frac{1}{N_{\text{test}}} \sum_p I_\tau^p$, where the subscript ‘$s$’ indicates that the infidelity was optimized, individually, for each disorder pattern.

In Fig. 6(a) we show the results for these optimizations as a function of the disorder strength $\Delta$. We also show benchmark results of the optimal protocols obtained with the $\partial P$-STA and $\partial P$-Fourier methods in the clean system. We observe that the disorder $\partial P$ optimization method (green line) is able to keep the infidelity $\langle I_\tau \rangle_s$ close to zero (on the order of $10^{-3}$ and smaller). The infidelity $\langle I_\tau \rangle_s$ of the benchmark protocols (blue and orange lines) for the same fixed disorder patterns is found to be increasing approximately quadratically with disorder strength. This shows that our $\partial P$ optimization method is still able to obtain high fidelity control protocols in the presence of a specific disorder pattern.

This means that disorder in the setup itself is not immediately an issue as long as a suitable control protocol, designed for the specific disorder realization, is used. Note, however,
that to find these protocols the learning algorithms have used information about the exact disorder patterns, since the computed infidelity and the gradients implicitly depend on the disorder. As such, our $\partial P$ ‘model-based’ approach only works when the exact form of the pattern is known or can be derived from experimental measurements. That said, the fact that suitable control protocols exist directly motivates the use of other gradient-free optimization approaches. We refer to the conclusion for a further discussion on this.

To try to understand how the optimization method is able to achieve these low infidelity values despite the presence of disorder, we show in Fig. 6(b) the optimal velocity protocols $X_0(t)$ for three specific disorder patterns. The obtained optimal protocols $X_0(t)$ are different for each different disorder pattern. This implies that during the optimization process the machine indeed learns about the specific disorder realization and finds a way to correct for it. This is likely due to the fact that the information of a fixed pattern $p$ is directly encoded in the derivatives $\partial \mathcal{L} / \partial X_t$ that the optimizer gets. The strategies being different, however, also means that there is likely no universal strategy that obtains a low infidelity value for any disorder realization, which we elucidate in the following subsection.

B. Ensemble average disorder

In the second scenario we consider $\partial P$ optimization when we do not know the exact disorder realizations and only have access to the magnitude of the noise. For this we take the disorder averaged infidelity $\langle I_\tau \rangle_s$ as the figure of merit to minimize with $\partial P$ via batch gradient descent. We first fix a set of 200 different disorder realizations, divided up into 20 individual batches of 10 realizations. For each batch we compute the disorder averaged gradients $\partial \mathcal{L} / \partial X_t$ and use them to update the control protocol with ADAM. We do this cyclically which means we start from the first batch do an update and then move on to the second batch. When all batches have had one update we have completed one learning ‘episode’ and repeat the cycle. During this process $\langle I_\tau \rangle_s$ averaged over all the 200 disorder patterns goes gradually down until convergence is reached.

In Fig. 7(a) we show the resulting averaged infidelity $\langle I_\tau \rangle_s$ values for the optimal protocols obtained with batch gradient descent for 49.5 episodes. Note that we first optimized for 24.5 episodes on one fixed set of 200 disorder realizations and then 25 episodes on a different set of 200 disorder realizations. Here 0.5 episode means that we stopped after 100 out of the 200 disorder realizations. For these $\langle I_\tau \rangle_s$ values we have used a new set of disorder realizations which were not used during the optimization process. This gets rid of any optimization bias to particular disorder realizations and we can fairly evaluate the performance. We see that now the optimization method is not able to keep the infidelity close to zero for increasing disorder strength $\Delta$. Instead it increases quadratically similarly to the benchmark protocols, with the batch optimization method providing a negligible increase in performance compared to the other protocols. We remark this behavior is qualitatively consistent with previous studies focusing the effect of parameter fluctuations [56, 64].

As a final remark we note that although the batch optimization method does not give a significant improvement in infidelity compared to the STA protocols, the form of the pulses are different between the approaches. We show in Fig. 7(b) the optimal velocity protocol obtained at a disorder strength of $\Delta = 0.16$ compared to the optimal clean Fourier and STA protocols. We observe that the batch optimization protocol has much more rapid changes in the velocity and also obtains higher speeds, but nevertheless performs comparably to these protocols.
FIG. 7. (a) Disorder averaged infidelity $\langle I \rangle$ versus disorder strength $\Delta$ for protocols obtained with the $\partial P$ batch optimization method (green dashed line) compared to the optimal clean protocols. Results are averaged over 500 disorder realizations and all the model parameters are the same as in Fig. 5. The external constraints are set to $(\tau, d) = (100, 50)$. All the protocols increase approximately quadratically with disorder strength and the batch optimization slightly outperforms the benchmark protocols. (b) The optimal velocity protocol $X(t)$ (green line) obtained with the batch optimization method at $\Delta = 0.16$. We have also shown the optimal protocols for the disorder free system. The batch optimization protocol has much more drastic and rapid changes in velocity compared to the optimal clean protocols.

VI. CONCLUSION AND OUTLOOK

We have examined schemes to achieve high-fidelity transport of magnons in clean and disordered Heisenberg spin chains. For this optimization task we have exploited a hybrid numerical-analytical approach employing different types of analytical ansatz for the protocols, optimized with differentiable programming ($\partial P$). In the absence of disorder, effective control can be achieved with all techniques, however, certain limiting factors relating to the maximum speed emerge, with the $\partial P$-Fourier able to approach the maximum group velocity. The relevance of external physical parameters, in particular the frequency of the trapping potential used, was shown to manifest in the optimized protocols.

Introducing disorder, we showed that it is still possible to achieve near perfect optimal magnon transport for a fixed on-site disorder pattern, thus demonstrating that the presence of disorder is, in and of itself, not a limiting factor in using quantum systems for communication. However, we also established that even with optimization one cannot achieve a “one size fits all” protocol if only the disorder strength, and not the precise pattern, is known. We focussed explicitly on the common assumption of Gaussian initial states. While this is useful for the approximate STA protocol, it is not critical for the implementation of the other protocols. We expect that other initial states will not qualitatively change our results. These results naturally lead to the question if the same protocols (or protocols with same performance) can be found with non-gradient based optimization approaches, such as reinforcement learning [19, 65–68] or natural evolution strategies [31, 69]. This will be particularly intriguing for the fixed disorder pattern results, as this potentially eliminates the need to know the exact disorder pattern.

From an optimization perspective, several additional interesting avenues could be investigated. For example how the control landscape properties (smoothness, convexity, etc.) [70] for the different protocol ansatze changes with the presence of disorder. It is also relevant to explore potential relationships between the complexity of the pulse, e.g. in terms of its spectral bandwidth, and the disorder. However, to explore these kind of questions about the effects of disorder often many computationally expensive numerical simulations must be performed. To resolve this, and bring the computational complexity down, a final interesting question would be to see if one can train a neural network to predict the value of the cost function as was explored for a different problem in [71].
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