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Abstract
Spectral differences affect solar cell performance, an effect that is especially visible when comparing different solar cell technologies. To reproduce the impact of varying spectra on solar cell performance in the lab, a unique classification of spectra is needed, which is currently missing in literature. The most commonly used classification, average photon energy (APE), is not unique, and a single APE value may represent various spectra depending on location. In this work, we propose a classification method based on an iterative use of the k-means clustering algorithm. We call this method RISE (Representative Identification of Spectra and the Environment). We define a set of 18 spectra using RISE and reproduce the spectral impact on energy yield for various solar cell technologies and locations. We explore effects on yield for commercially available solar cell technologies (Si and CdTe) in four locations: Singapore (fully humid equatorial climate), Colorado (cold arid), Brazil (warm, humid, and subtropical), and Denmark (fully humid warm temperature). We then reduce our findings to practice by implementing the spectrum set into an LED current-voltage (IV) tester. We verify our performance predictions using our set of representative spectra to reproduce energy yield differences between Si solar cells and CdTe solar cells with an average error of less than 1.5 ± 0.5% as compared to over 5% when using standard testing conditions.
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INTRODUCTION

The performance of photovoltaic (PV) cells in outdoor operating conditions is affected by several environmental parameters. Two key parameters are solar irradiance and temperature, which have been studied in depth. Irradiance and temperature have been taken into account in solar testing in a variety of ways. For example, linear temperature coefficients can be used to account for temperature changes, and the number of sun hours per location or tabulated intensity in W/m² over time is used for varying intensities. A somewhat less studied effect is the variation in spectral composition of the available sunlight and its impact on PV performance. Spectral composition differs depending on time and location due to various environmental factors, including humidity, cloud cover, the surrounding albedo, and aerosols. An example of the different spectral shapes can be seen in Figure 1. Spectral variations also impact the performance of solar cells, an effect that is especially noticeable if solar cell technologies with different band gaps are compared. These performance effects on different solar cell technologies can be inferred from Figure 1, where the external quantum efficiencies (EQEs) are mapped against various spectral shapes. The ratio of available to total solar radiation varies seasonally by about 5%. These variations have been shown to account for annual spectral impact of up to 3.4% when compared to the standard spectra used in testing (AM 1.5). The amount of impact spectra have on performance is highly dependent on the type of technology. For example, larger band gap cells are affected more than smaller band gap cells. Yet many tools for PV energy yield (EY) predictions still neglect spectral effects. Moreover, while there are many proposed methods for capturing the spectral characteristics of a solar cell such as average photon energy (APE), mismatch factor, and other device independent parameters, there is still no standard method to reliably model or test for these spectral impacts.

The PV industry is always looking to improve EY predictions and to maximize return on investment for solar developers. Several industry-developed methods now exist to account for solar cell performance differences due to spectral variations. For example, First Solar is promoting the spectral characteristics of CdTe solar cells, which are less sensitive to light absorption of precipitable water than silicon due to a larger band gap. Lower spectral sensitivity gives CdTe a relative performance advantage in hot and humid climates when compared with other commercial solar cell technologies. Similar to the temperature coefficient, First Solar created a spectral correction factor in 2016, taking precipitable water and air mass into account for module performance predictions. This calculation can be used publicly in First Solars’ PlantPredict tool, and a similar method was adopted by PVSyst in October 2018. With the advent of LED-based IV-testers, it is now possible to establish spectral characteristics of different solar cell technologies in smaller labs also. One missing aspect here is a unique and unambiguous classification of solar spectra that is independent of time and location. Spectrum classification greatly simplifies the definition of a small and representative set of spectra for testing and comparing spectral conditions.

The most commonly used spectrum classification is the APE, which is calculated by integrating over the energy of all photons in the spectrum and dividing by the photon flux. APE is typically calculated in a certain wavelength range as seen in Equations (1) and (2).

![FIGURE 1](https://example.com/f1) Several spectra from different locations (humid Singapore and drier Colorado), and different times of day (morning and midday) demonstrate the various shapes that the spectra can take. EQE of several technologies are overlaid on the spectra to show how well these materials absorb and therefore how the different spectra can impact these technologies. [Colour figure can be viewed at wileyonlinelibrary.com]
where \( I(\lambda) \) is the intensity and \( \phi(\lambda) \) is the photon flux, both as a function of wavelength \( \lambda \), \( h \) is Planck’s constant, and \( c \) is the speed of light. APE describes red and blue shifts for a given location well but is insensitive to certain other types of variation. Relevant for this work is that APE is not unique, having an approximate uniqueness only in a limited wavelength range of approximately 450 to 900 nm. Furthermore, a single APE value represents spectra of different shapes in different locations. Nevertheless, APE can be used for EY calculations if these limitations are considered, as was demonstrated, for example, by Liu et al. in 2016. An alternative to using APE is to model the spectrum directly. The most commonly used tool for this is the Simple Model of the Atmospheric Radiative Transfer of Sunshine (SMARTS). With this tool, full spectra can be simulated if the relevant meteorological parameters are known. This approach can be used to model PV EY, as was shown on numerous occasions. Spectrum simulations, however, do not resolve the issue of a missing spectrum classification or answer the question of how to pick a representative set for spectral characterization of solar cells in the lab.

In this paper, we propose a unique method for classification of measured outdoor spectra to overcome the limitations of the described alternative classifications. Our method utilizes an iterative application of the k-means clustering algorithm. We use a two-step process to find representative spectra from measured data for accelerated solar testing and EY prediction for any PV technology. First, we describe the method and then define a representative set of 18 spectra out of millions of measured spectra that describe the spectral conditions of four locations in different climate zones. We then project the EY of different solar cell technologies based on these 18 spectra to compare with the “ground truth,” which is found using the full data set. To conclude, we reduce our method to practice by implementing the spectra into an LED IV-tester and compare our theoretical predictions with measured results.

2 | METHOD

2.1 | Spectrum classification

The Representative Identification of Spectra and the Environment (RISE) uses a clustering algorithm called k-means from sci-kit-learn in the open-source programming language of Python. The k-means algorithm takes measured data points from all the spectra and optimizes over the position of the means using a distance metric. In this work, the distance metric used is Euclidean distance, and different numbers of means (k-means parameters) are explored. Ripalda et al. proposed a spectra-clustering routine with similar features, focusing on tandem solar cell applications.

![Image](image.png)

The first step of the RISE method shown in Figure 2 is aligning all the meteorological and spectral data to have the same time steps and wavelength intervals. Step 2 is the clustering using k-means. The clustering is done in two parts. In Step 2a (k1-clustering), the raw spectral data are clustered. The leading effect in the resulting classification is a sorting by intensity. Due to the prevalence of spectra with low intensity, this classification will produce many bins with low intensities and few with high ones. As the latter are mainly contributing to yield, we have introduced an additional weighting. To implement this weighting, the k1-clustering step was modified so that the spectra are first binned by irradiance with half as many spectra allotted to each successively higher irradiance bin (k1-clustering–solar). Next, in Step 2b (k2-clustering), the spectra are normalized by total irradiance within each k1-clustering bin and reclustered. The leading effect in the second clustering step is a sorting by redshift and blueshift. For example, for the three k2 means of one k1 irradiance bin, the algorithm typically finds the average spectrum, one that is redshifted and one that is blueshifted. The average, redshifted, and blueshifted spectrum can be seen visually in the different shapes of the spectra within each irradiance cluster in Figure 4. Lastly, temperatures corresponding to the measured spectra are binned using the existing spectra clusters.

Step 3 also has two parts. In Step 3a, we find weights for each representative spectra. The weights are the number of spectra from the full data sets that are binned in that cluster. Then, the spectra and temperature clusters found in Step 2 are used to model PV device IV curves. Step 4 then uses these IV curves to predict EY and weighs these predictions by the weights for different locations and times to predict differences between EY for different technologies in, for example, Singaporean winter and summer in Colorado.

The workflow of this method is shown in Figure 2.

2.2 | Used spectrum data

To find a representative set, the used spectrum data should cover as many situations as possible. To test our method, we used four spectral data sets for four different climate zones worldwide: cold arid (BSk, Golden, Colorado), fully humid equatorial (Af, Singapore), humid subtropical oceanic climate with hot summer, (Cfa, Santa Catarina, Brazil), and fully humid warm temperate (Cfb, Denmark). Each data set covers 1 year and had a temporal resolution of one spectrum per 30 min or better. Comprehensive data sets of measured spectra worldwide for PVs are still scarce, and most research is done with simulated spectra. We believe that this data set is one of the most comprehensive in the scientific literature to date. This is one of the major differences between this work and the spectral clustering work done by Ripalda et al.

The cold arid (BSk) data set was measured by the National Renewable Energy Laboratory (NREL) in Golden, Colorado. Spectra from the entire year of 2018 were measured every 5 min by an EKO WISER system with an MS-711 spectroradiometer that is ISO 17025 accredited. The wavelength interval is 0.73 nm that has been interpolated to 1 nm, and the wavelength range is 290 to 1650 nm.
The fully humid equatorial (Af) data set was measured by the Solar Energy Research Institute of Singapore (SERIS) in Singapore. Spectra from the entire year of 2018 were measured every minute. The wavelength interval is around 3.3 nm, and the wavelength range is around 303 to 1145 nm.

The humid subtropical oceanic climate without dry season and with hot summer (Cfa) data set was measured by the Solar Energy Research Laboratory at the Universidade Federal de Santa Catarina in Florianópolis, Brazil. Spectra from the entire year of 2018 were measured every minute by an EKO WISER system with an MS-711 spectroradiometer. The wavelength interval is around 0.43 nm, and the wavelength range is around 285 to 1120 nm.

The fully humid warm temperate (Cfb) data set was measured by the Technical University of Denmark’s Department of Photonics Engineering. The spectra used in this work are from 2017, except a few months that were missing. The missing months are filled in by data from 2018, including 1 January through 14 March and 6 June to 7 July. Spectra were measured every 30 min with a wavelength interval of around 0.43 nm, and the wavelength range is around 285 to 1119 nm. The instruments used include an EKO MS-711 (direct normal irradiance) mounted on a dual axis tracker and an MS-711 that is continuously shaded by a 5° field of view shadow ball. The global horizontal spectrum is thus calculated by the summation of the diffuse and cosine-corrected beam spectral components as described in Riedel.33

To perform the classification method described in this paper, the data sets need to be matched in wavelength interval and range. The interval matching is done through linear interpolation using an interval that is approximately the average of the intervals of all the data: 1.5 nm. The data used in this work are shown in Figure 3. To further generalize this method, more spectra from more locations should be used. We hope that these will become available in the future.

3 | SPECTRUM SET AND FEATURES

The RISE method with a nonweighted Euclidean distance was first tried on a data set from Colorado. In Figure 4, k1-clustering and k2-clustering are shown for five k1-cluster and three k2-cluster centers. The k1-clustering step creates clusters according to irradiance, which is plausible because irradiance is the dominant feature in the spectral functions. The k2-step clusters according to slope differences. This is also plausible as spectra will have different slopes according to how much light of certain wavelengths are transmitted or absorbed by the atmosphere. As a consequence, k2-clustering sorts by a physically interpretable feature—a blueshifted spectrum (spectrum that has relatively more blue light) which has a more negative slope than a redshifted spectrum. The blueshift and redshift of the k2 clusters are seen clearly in Figure S1. Some of the features shown here have also been discussed in the work of Ripalda et al.31 Our findings largely agree with results there, even considering differences in the used data sets (we used measured spectra, whereas in Ripalda et al.,31 exclusively simulated spectra are considered). Discussion also differs as the focus of Ripalda et al.31 centers on the customization of band gaps for advanced solar cell technologies, whereas we concentrate on a method for EY prediction and measurement for commercially available single junction solar cells.
The ultimate goal of the RISE method is to find one set of representative spectra that can uniquely describe conditions anywhere in the world. With the available data set, we can find a representative set that describes conditions in the four climate zones used in this clustering. All four data sets from Singapore, Colorado, Denmark, and Brazil are aligned into one data set and clustered according to the procedure outlined in Figure 2. The results are shown in Figure 5. This clustering routine is done for $k_1$-clustering parameter $k_1 = 6$ (six means used in the first clustering) and $k_2$-clustering parameter $k_2 = 3$ (three means used in the second clustering). To visualize how these clusters capture the climatic conditions for different locations and times of year, a heat map or “fingerprint” is constructed as seen in Figure 5.

One feature of this binning method shown in Figure 5 is segmentation of clusters by location. In this segmentation, we expect to see the humid Singapore spectra separate from a dry climate like Colorado due to a shifted spectrum. For example, this expectation proves valid for Bins 9–11 (light blue, dark blue, and orange). Bin 9 has a majority
of spectra from Singapore, and as can be seen, it has lower irradiance values after 700 nm in the water absorption bands when compared to Bins 10 and 11. This segmentation demonstrates the differences that can arise between spectra in different locations both in intensity and shape.

This heat map can be used by weighting the performance prediction found for each representative condition by the number of spectra that are placed into that bin. For example, when calculating EY for Colorado, Bin 7 would be given a higher weight than Bins 6 or 8 as this shape is more likely to occur in Colorado. In this way, these weights will become important when calculating EY of a specific PV technology.

4  |  APPLICATION TO PV TECHNOLOGIES

4.1  |  PV modeling

The RISE method can be used for research, development, and testing of PV cells and modules. To use RISE for PV cells, we must consider more than just spectra as modeling inputs and will include temperature data. We use meteorological data that correspond to the spectral data in each cluster, resulting in a range of temperatures for each bin using parameter set $k_1 = 6, k_2 = 3$ as seen in Figure 6 with the 18 bins corresponding to those from Figure 5.

Like with the spectra, patterns emerge in the temperature binning, with higher temperatures corresponding to higher intensity spectra. Also, there is a segmentation of the temperature by location, for example, with differences between Clusters 6, 7, and 8. Also, at lower intensities, there is the largest variation of temperature, which is plausible as the most data points for morning, evening, and cloudy days of all seasons are within these bins.

The temperature used in EY calculations needs to be module temperature rather than ambient temperature. Therefore, module temperatures have been calculated from the ambient temperature using the following equation.\(^{34}\) In this case, $k$ is the Ross coefficient, which is between 0.02 and 0.04 \(\text{C}^1/\text{W}\). In this work, we use the original Ross coefficient of $k = 0.03$.\(^{35}\)

$$T_{\text{module}}[\text{C}] = T_{\text{ambient}} + k \times \left( \text{Irr}(\lambda) \right).$$

(3)

There are several ways temperature information can be used in EY calculations. The simplest is just using the average of each temperature cluster. This was implemented as a first approximation.

Now that we have the input spectrum and temperature sets, we model solar cell performance using a one-diode model shown below in Equation (4).

$$I = I_{\text{ph}} - I_0 \left( e^{(V + IR_S)/(n_k T)} - 1 \right) - (V + IR_S)/R_{\text{sh}},$$

(4)

with $I_{\text{ph}}$ as the photocurrent found using Equation (5), $I_0$ as the dark saturation current found using Equation (7), $q$ as the elementary charge \((1.602 \times 10^{-19})\), $V$ as voltage, $I$ as current, $R_S$ as series resistance, $n$ as ideality factor, $k_B$ as Boltzmann constant \((1.380 \times 10^{-23})/\text{K})$, $T$ as temperature, and $R_{\text{sh}}$ as shunt resistance.

$$I_{\text{ph}} = \sum \left( (\text{EQE}(\lambda) \times \text{Irr}(\lambda)) / E_{\text{ph}}(\lambda) \right),$$

(5)

with EQE as external quantum efficiency resolved by wavelength, $\lambda$, Irr is the irradiance falling on the cell resolved by wavelength, and $E_{\text{ph}}$ as the photon energy resolved by wavelength as found in Equation (6).
\[ E_{ph} = \frac{(hc \times 10^9)}{\lambda_{EQE}}. \]  

(6)

with \( h \) as Planck's constant \((6.626 \times 10^{-34} \text{Js})\), \( c \) as the speed of light \((3 \times 10^8 \text{m/s})\), and \( \lambda_{EQE} \) as the wavelength.

\[ I_0 = I_{0,STC} \left( \frac{T}{T_{STC}} \right)^3 e^{\left( \frac{E_g}{k_b T} \right) - \left( \frac{1}{T_{STC}} - 1/1 \right)}, \]  

(7)

with \( I_{0,STC} \) as the dark saturation current at standard testing conditions (STC), \( T \) as temperature, \( T_{STC} \) as the temperature at STC, \( q \) as the elementary charge \((1.602 \times 10^{-19} \text{C})\), \( E_g \) as the band gap of the material, \( n \) as the ideality factor, and \( k_b \) as Boltzmann constant \((1.380 \times 10^{-23} \text{J/K})\).

From these models in Equations (4)-(7), current–voltage (IV) curves are found with weather and spectral data of the representative clusters. These IV curves are used to determine power for both Si and CdTe solar cells. Then, a temperature coefficient is applied to the power output for each technology. A temperature coefficient of –0.41% per degree Celsius\(^3\) for silicon and –0.34% per degree Celsius\(^3\) for cadmium telluride were used. With the temperature coefficients taken into account, these new powers are used to calculate efficiency and then EY for each of the representative spectra using the following equation:

\[ \text{EY} [\text{Wh/m}\text{²}] = \sum_{i=1}^{N} \eta(\Delta n, T, P(\lambda), ...) P_{0i} t, \]  

(8)

with \( \eta \) as efficiency of the solar cell, which is dependent on minority charge carrier injection, \( \Delta n \), (number of electrons or holes injected due to excitation of electrons from photons hitting the material), temperature, \( T \), power per wavelength, \( P(\lambda) \), and more. \( P_{0i} \) is the total power into the cell in W/m\(^2\), which can be found by integrating \( \text{ln}(\lambda) \), where \( t \) is time in hours and \( N \) is total number of measured spectra evaluated over.

The Si and CdTe cells were modeled to have the same efficiency above and weight them using the weight matrices (shown by the heat maps) to calculate a weighted average. For example, in Figure 5, using the column for summer months in Singapore, we take a weighted average to find the total EY for the summer season. The formula for this weighted average is given in (9) with the number of spectra \((w_i)\) in each square multiplied by the EY of that cluster \((P_{out})\) and time \((t)\) and summed over all clusters. This can be done for any unit of time, and in this work, we use the common unit of kWh/m\(^2\) per year.

\[ \text{EY} [\text{kWh/m}\text{²}] = \sum_{i=1}^{N} \frac{w_i P_{out} t}. \]  

(9)

We calculated the EY for all four locations, using the clustering steps with parameters \( k_1 = 6, k_2 = 3 \) to find representative conditions, model PV devices, create IV curves for each scenario, and develop the EY heat map seen in Figure 7. The temperatures input into the model are averages of the temperatures within each individual cluster. With k1-clustering implemented favoring cluster centers at higher irradiances, there is less of a discrepancy between lower and higher intensity spectra in the heat map. The segregation of the locations and distinctions between seasons are again clearly evident. Figure 7 demonstrates the ultimate goal of the RISE method: a measurement procedure that enables EY prediction in any location (encompassed by the input data) with a limited number of measurements.
5 | EVALUATION OF METHOD FOR PV TESTING AND EY PREDICTIONS

5.1 | PV modeling results

We modeled the difference between CdTe and Si solar cells in different environments, Denmark, Colorado, and Singapore, showing that this representative set of 18 RISE IV curves accurately describes over half a million calculated IV curves ("ground truth") effectively with an average of less than 1 kWh/m² error, or 0.52 ± 0.2% when compared to ground truth. This is the accuracy of the method when no temperature coefficient is introduced. The average difference between RISE EY predictions and ground truth when temperature coefficients are taken into account is less than 5.5 kWh/m² or below 1.5 ± 0.5% of overall EY. When temperature coefficients are introduced, the errors increase due to the use of only one average temperature for each of the 18 binned RISE spectra as compared to the tens of thousands of temperatures used for the ground truth calculation. This error can be further reduced by using several temperatures for each spectrum rather than just the average. The RISE method is compared to STC results, which are calculated by using the simulated STC power multiplied by the number of cumulative sun hours in the year calculated from the measurements. The RISE errors are all much less than that of EY predictions using STC, which has an average error of over 17 kWh/m² per year, translating to over 5% error in overall EY as seen below in Figure 8. Furthermore, STC predicts the same EY for both CdTe and Si, whereas the RISE predictions capture the different effects of spectra and temperature on the different technologies.

We also find that, according to expectations, the RISE method captures that the largest differences in performance between CdTe and Si technologies occur in Singapore, smaller differences in Colorado, and no clear trend in Denmark. It should be noted that the temperature model assumptions do not include radiative cooling giving a general overestimate of module temperature, which is advantageous for CdTe. Several studies have compared CdTe and Si around the world. Hedegus et al. reviewed EY differences in literature between C-Si and thin film technologies including CdTe. The results in Figure 8 are in line with the reviewed literature.26,38-40

5.2 | Experimental verification

To verify that our approach can be used for indoor EY estimates, the 18 representative spectra from Figure 7 were programmed manually into a Wavelab Sinus 70 LED solar simulator. The Wavelab instrument has 21 different LEDs, the powers of which can be controlled to reproduce a certain solar spectra. The distribution of the LEDs over the spectral range is shown in Figure 9 alongside a fit of these LEDs to the representative spectrum of Bins 6, 7, and 8. To fit the spectra appropriately, the settings of each LED from the AM1.5G default spectra provided by Wavelab were used to calculate the appropriate settings for the 18 representative spectra. To do this, the power settings for the AM1.5G spectra were scaled given the ratio between the AM1.5G spectra and the RISE spectra that we were fitting. The fit of the LEDs to the spectra is much better than widely used Xenon or Halogen lamps and allows for fine adjustment to closely approximate a variety of spectra.

Two types of PV materials were tested: Si and CdTe. The Si cell used was a reference cell calibrated by CalLab at the Fraunhofer Institute for Solar Energy (FhISE), and the CdTe cells were fabricated at First Solar, Inc. To test each cell, electrical contact was made using an aluminum alloy wire and silver paste. Up to three IV curves were
measured for each spectra and for each solar cell technology. The different shapes of the spectra, shown in Figure 9, are captured visibly by the LED simulator.

From these IV measurements, we extract the short circuit current ($J_{sc}$). $J_{sc}$ is the parameter of interest as it captures the response of different solar technologies to variations in spectrum. Different spectra have a different spectral photon flux that, combined with variations in quantum efficiency, results in differences in $J_{sc}$. In Figure 10, a comparison of $J_{sc}$ normalized by STC AM1.5G for CdTe and Si technologies is shown for each of the 18 used spectra. In this figure, if the number on the x axis is positive, then Si has a higher normalized $J_{sc}$ for this particular spectrum than CdTe and vice versa. The performance advantages of CdTe in Singapore become apparent also from this figure; negative values are dominant over all spectra. For Denmark, there is more of a split between CdTe and Si $J_{sc}$s, matching the modeling results with no temperature coefficient.

It can also be seen that Si is shown to be the best in Colorado when only spectral effects through $J_{sc}$ are taken into account, which can be understood due to its relatively dry climate. However, these $J_{sc}$ differences do not exactly correspond to the power out of the cells as

---

**FIGURE 8** In this figure, we show the differences in performance of CdTe and Si cells due to spectral and temperature differences for different climate zones. The “ground truth” is the EY found when using every spectra and temperature measurement, and the RISE method is using only the 18 representative measurements and averaged temperatures [Colour figure can be viewed at wileyonlinelibrary.com]

**FIGURE 9** Left: 21 LEDs used by Wavelab Sinus 70. Right: fit of LED lights versus a desired representative spectra from RISE method [Colour figure can be viewed at wileyonlinelibrary.com]
temperature effects on voltage must also be taken into account. We can expect that in a hotter place like Singapore, the CdTe advantage would be even greater, and for places like Colorado, with many days where module temperatures are above STC of 25°C, CdTe would also have a voltage advantage over Si while still having a $J_{sc}$ disadvantage. For a climate like in Denmark with relatively colder temperatures, Si voltages would not be hurt and might even be helped in aggregate by temperature effects. As can be seen in Figure 8, these simulated trends demonstrate the combined spectral and temperature effects in different climate zones as CdTe performs better in Singapore and even surpasses Si in Colorado. A next step for this work is to measure these voltage effects during testing with temperature changes implemented in the experimental setup.

Capturing spectral difference in the $J_{sc}$ of CdTe and Si with indoor testing of solar modules demonstrates that we can realize and predict differences in EY due to spectra variations. This demonstrates the potential for these methods to be used within industry or academia in the future to test PV technologies for different climates zones.

6 | CONCLUSIONS AND FUTURE POSSIBILITIES

In this work, we present the RISE method for classifying solar spectra that overcomes the limitations of past spectral classifiers used in industry and academia. RISE is technology agnostic, and the two key parameters of RISE, $k_1$ and $k_2$, can uniquely classify all spectra worldwide, unlike the commonly used APE. Using RISE classification, we define a representative set of spectra and corresponding temperatures that describes conditions of all the input data from locations from the four climate zones used in this work. With this representative set, PV devices can be tested with a quick and simple procedure to produce EY estimates in the lab. For each condition in the representative set, one IV curve is recorded. Weighing factors are found for a given location as seen in the heat map in Figure 5, and yield is obtained through a weighted average shown in Equation (9). The advantage of these EY calculations is that each additional location or seasonal prediction can be done with the same set of measurements, only weighted differently per location or time. This enables a more efficient testing approach for research and development encompassing different climate zones and creating more data per unit testing time. We find that our 18 representative spectra correctly reproduce EY differences between Si and CdTe solar cells with an error of less than 1.5 ± 0.5% when compared to the ground truth. Also, the RISE method captures the differences between CdTe and Si technologies not captured by STC, increasing accuracy by over 5%.

We also demonstrate a proof of concept of EY testing using LED-based solar simulators that can capture relative spectral and intensity differences between different outdoor spectra. With this experimental setup, we capture the relative $J_{sc}$ differences between different band gap materials for the various spectra used. This is an improvement over the current STC that uses just one measurement and extrapolates to other conditions. The new LED-RISE method is a promising advance for PV cell and module testing for laboratory or industrial settings.

The next step in this work is the addition of adequate temperature controls to the testing method to emulate the EY modeling predictions in their entirety. Once the temperature ramping is in place, we plan to optimize the testing procedure to decrease overall testing time without losing quality results. This testing routine could then be used in laboratories tuning material designs for local environmental conditions or in industry to predict EY for different climate zones, two applications important for the advancement of PV technologies.
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