Corner charge and bulk multipole moment in periodic systems
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A formula for the corner charge in terms of the bulk quadrupole moment is derived for two-dimensional periodic systems. This is an analog of the formula for the surface charge density in terms of the bulk polarization. In the presence of a \( n \)-fold rotation symmetry with \( n = 3, 4, \) and 6, the quadrupole moment is quantized and is independent of the spread or shape of Wannier orbitals, depending only on the location of Wannier centers of filled bands. In this case, our formula predicts the fractional part of the quadrupole moment purely from the bulk property. The system can contain many-body interactions as long as the ground state is gapped and topologically trivial in the sense it is smoothly connected to a product state limit. An extension of these results to three-dimensional systems is also discussed. In three dimensions, in general, even the fractional part of the corner charge is not fully predictable from the bulk perspective even in the presence of point group symmetry.

I. INTRODUCTION

The “modern theory” of electric polarization\textsuperscript{1,2} succeeded in characterizing the surface charge of band insulators from the bulk polarization formulated in terms of the Berry phase of Bloch functions. Recently, multipole insulators that feature fractional charges localized not on the surface but around hinges and corners of a slab attracted significant attention.\textsuperscript{3,4} There have been several attempts\textsuperscript{5,6} in extending the theory of polarization to the theory of the multipole moments that predicts the hinge charge density and the corner charge in terms of the bulk multipole moments. However, the proposals\textsuperscript{5,6} contain several fundamental issues associated with the periodicity of the boundary condition.\textsuperscript{7} There are also several other recent proposals\textsuperscript{8,9} which characterized the corner charge using the third Chern-Simons form for an adiabatic pumping process, but this framework requires a smooth interpolation of the quadrupole insulator to a trivial insulator. Ref. 8 proposed a “bulk-and-edge to corner” correspondence, focusing on systems without rotation symmetry. However, in the presence of a rotation symmetry, the detailed information on the edge does not seem necessary.

Indeed, for two-dimensional band insulators with a rotation symmetry, formulas predicting corner charges in terms of the rotation representations of Bloch functions have been developed.\textsuperscript{10,11} This “symmetry-indicator”\textsuperscript{12,13} type approach fulfills the criterion of describing the corner charge purely based on the bulk property of band insulators. However, there remain three unsatisfactory points: (i) The relation to multipole moments is unclear. (ii) The formulas are incomplete in the sense that it is not always possible to predict the corner charge based on the rotation representations alone. Examples are given in Ref. 12. (iii) Rotation representations of Bloch functions are fundamentally affected by whether or not the spin-orbit coupling is taken into account and the time-reversal symmetry is assumed. Thus, in this approach, formulas must be derived separately for each setup. Both of the previous works\textsuperscript{10,11} assumed the time-reversal symmetry, and the more general case remains an open problem.

In this work, we develop a theory that improves all of these points and establish a “bulk-corner” correspondence. We first formulate the corner charge of two-dimensional periodic systems in general in terms of the bulk quadrupole moment [Eq. (19)] in a way the analogy to the modern-theory formula of the surface charge [Eq. (10)] is evident. We then add the \( n \)-fold rotation symmetry \( (n = 3, 4, \) and 6) to the problem and show that the general formula [Eq. (22)] reduces to a simpler one [Eq. (26)] formulated in terms of the U(1) charges localized at each Wyckoff position.\textsuperscript{14} This formula predicts the fractional part of the quantized corner charge based on bulk topological invariants protected by the particle number conservation, the rotation symmetry, and the lattice translation symmetry. The formula works when the bulk system is charge neutral and polarization free, and applies even to interacting systems. The assumption of the formula, in addition to the symmetries and the lack of the charge density and the bulk polarization, is that the ground state is topologically trivial in the sense it is adiabatically connected to an atomic limit.\textsuperscript{15} We also extend these results to three-dimensional systems, deriving formulas of the hinge charge density [Eq. (109)] and the corner charge [Eq. (111)] in terms of the quadrupole moment and the octupole moment.

II. SETTING AND DEFINITIONS

In this section we summarize the setup of our study. We consider U(1) invariant systems with a lattice translation symmetry in \( d \) spatial dimensions. In this work we are interested in \( d = 2 \) and 3. The reciprocal lattice vectors \( \mathbf{b}_i \)'s are defined by \( \mathbf{a}_i \cdot \mathbf{b}_j = \delta_{ij} \) (without \( 2\pi \)) for \( i, j = 1, \ldots, d \).

We consider a local charge density \( \rho_0(\mathbf{r}) \) that includes...
all electronic and ionic orbitals belonging to a unit cell:

$$\rho_0(\mathbf{r}) = \sum_{\alpha=1}^{\nu_{\text{el}}} \rho_{0\alpha}(\mathbf{r}) + \sum_{\beta=1}^{\nu_{\text{ion}}} \rho_{0\beta}(\mathbf{r}),$$  \hspace{1cm} (1)

where $\nu_{\text{el}} \in \mathbb{N}$ and $\nu_{\text{ion}} \in \mathbb{N}$, respectively, are the number of electrons and ions in the unit cell and $\alpha, \beta$ label orbitals. Both $\rho_{0\alpha}(\mathbf{r})$ and $\rho_{0\beta}(\mathbf{r})$ are assumed to be exponentially localized and are normalized to an integer multiple of the unit charge $e$ $(>0)$:

$$\int_{\mathbb{R}^d} d^d r \rho_{0\alpha}(\mathbf{r}) = -e, \quad \int_{\mathbb{R}^d} d^d r \rho_{0\beta}(\mathbf{r}) = m_\beta e. \hspace{1cm} (2)$$

Here, in the oblique coordinate system $\mathbf{r} = \sum_{i=1}^{d} r_i \mathbf{a}_i$,

$$\int_{\mathbb{R}^d} d^d r \equiv v \int_{-\infty}^{+\infty} dr_1 \cdots \int_{-\infty}^{+\infty} dr_d \hspace{1cm} (3)$$

and $v$ is the volume (or the area) of a unit cell. For band insulators, $\rho_{0\alpha}(\mathbf{r})$’s are constructed as Wannier orbitals\[25\] of filled bands (see Sec. [A] for more details\[31\,\text{a}2\] while $\rho_{0\beta}(\mathbf{r})$’s are usually simply given by atomic orbitals. Our general formulation treats electrons and ions on the equal footing.

For a function $F(\mathbf{r})$ of $\mathbf{r}$, we denote by $\langle F(\mathbf{r}) \rangle_0$ the spatial average of $F(\mathbf{r})$ with respect to $\rho_0(\mathbf{r})$:

$$\langle F(\mathbf{r}) \rangle_0 \equiv \int_{\mathbb{R}^d} d^d r \rho_0(\mathbf{r}) F(\mathbf{r}). \hspace{1cm} (4)$$

The charge neutrality implies $\nu_{\text{el}} = \sum_{\beta=1}^{\nu_{\text{ion}}} m_\beta$, so that

$$\langle 1 \rangle_0 = 0. \hspace{1cm} (5)$$

The total charge density of the system is given by the periodic arrangement of $\rho_0(\mathbf{r})$:

$$\rho_{\text{tot}}(\mathbf{r}) = \sum_{n_i \in \mathbb{Z}} \rho_0(\mathbf{r} - \sum_{i=1}^{d} n_i \mathbf{a}_i). \hspace{1cm} (6)$$

For systems with U(1) symmetry, $\rho_{\text{tot}}(\mathbf{r})$ is unambiguously defined as the ground-state expectation value of the charge density operator. Note, however, that the correspondence between $\rho_{\text{tot}}(\mathbf{r})$ and $\rho_0(\mathbf{r})$ is one-to-many. That is, there are multiple possible choices of $\rho_0(\mathbf{r})$ that give the same bulk charge density $\rho_{\text{tot}}(\mathbf{r})$, and there is no unique way of determining $\rho_0(\mathbf{r})$ based on $\rho_{\text{tot}}(\mathbf{r})$. Here we proceed with a given $\rho_0(\mathbf{r})$, paying attention to its ambiguity.

Let us introduce a corner by restricting the sum in Eq. (6) to $n_i \geq 0$ for every $i = 1, \ldots, d$:

$$\rho_{\text{tot}}(\mathbf{r}) \equiv \sum_{n_i \geq 0} \rho_0(\mathbf{r} - \sum_{i=1}^{d} n_i \mathbf{a}_i). \hspace{1cm} (7)$$

The corner is defined by surfaces normal to $\mathbf{b}_1, \ldots, \mathbf{b}_d$. Different choices of $\rho_0(\mathbf{r})$ for the same $\rho_{\text{tot}}(\mathbf{r})$ result in different types of terminations of the surfaces. In reality, the charge density near the surface may be reconstructed, but for now we neglect such an effect. We will revisit this point later.

Given $\rho_{\text{tot}}(\mathbf{r})$ in Eq. (7), one can compute the total charge $Q_\mathcal{R}$ in the region $\mathcal{R}$ illustrated in Fig. 1 (a). To properly characterize the corner charge, the boundary of the region $\mathcal{R}$ must be orthogonal to the boundary of the system. An example of invalid choice is the region $\mathcal{R'}$ in Fig. 1 (b). The distinction between $\mathcal{R}$ and $\mathcal{R'}$ remains important even when the surface and hinge charge density vanishes [see Fig. 1 (c) for the detail]. $\rho_0(\mathbf{r})$ is set to be a sum of delta functions.

FIG. 1. (a) The region $\mathcal{R}$ used in the calculation of the corner charge $Q_e$ in $d = 2$. A unit cell is shown by a gray parallelogram. (b) The region $\mathcal{R'}$. Each boundary is parallel to either $\mathbf{a}_1$ or $\mathbf{a}_2$. (c) The difference of $\mathcal{R}$ and $\mathcal{R'}$. (d) The contour plot of the coarse-grained density $\rho_{\text{tot}}(\mathbf{r})$ in Eq. (10) for honeycomb lattice in Fig. 4 (c) for $a_1 = a_2 = 1$, $\lambda = 5$, and $\epsilon = 1$. Some ions are shifted so that the bulk polarization vanishes [see Fig. 4 (c) for the detail]. $\rho_0(\mathbf{r})$ is set to be a sum of delta functions.
To avoid such subtlety, we perform coarse-graining of the charge density by a convolution integral with the Gaussian function \( G(r) \equiv (2\pi \lambda^2)^{-D/2} e^{-\frac{|r|^2}{4\pi \lambda^2}} \) (see Sec. 6.6 of [13]):

\[
\tilde{\rho}_{\text{tot}}(r) \equiv \int_{\mathbb{R}^d} d^d r' G(r - r') \rho_{\text{tot}}(r'),
\]

\[
\tilde{\rho}_0(r) \equiv \int_{\mathbb{R}^d} d^d r' G(r - r') \rho_0(r').
\]

Here, the parameter \( \lambda \gg a_i \) specifies the scale after coarse-graining, and the width \( W_i \) of the region \( R \) [see Fig. 1(a)] is assumed to be much greater than \( \lambda \). In contrast to the microscopic density \( \rho_0(r) \), the coarse-grained one \( \tilde{\rho}_0(r) \) is a slowly varying, smooth function of \( r \). This gives a legitimate, stable definition of the total charge in the region \( R \):

\[
Q_R \equiv \int_{R} d^d r \tilde{\rho}_{\text{tot}}(r).
\]

Finally, let us define \( \langle F(r) \rangle_0 \) as the spatial average of \( F(r) \) with respect to the coarse-grained density \( \tilde{\rho}_0(r) \):

\[
\langle F(r) \rangle_0 \equiv \int_{\mathbb{R}^d} d^d r \tilde{\rho}_0(r) F(r).
\]

Using \( G(r) = G(-r) \), we see that

\[
\langle F(r) \rangle_0 = \int_{\mathbb{R}^d} d^d r \int_{\mathbb{R}^d} d^d r' G(r - r') \rho_0(r') F(r) = \langle \tilde{F}(r) \rangle_0,
\]

where

\[
\tilde{F}(r) \equiv \int_{\mathbb{R}^d} d^d r' G(r - r') F(r').
\]

It can be readily verified that \( \langle 1 \rangle_0 = \langle 1 \rangle_0 = 0 \) and \( \langle r_i \rangle_0 = \langle r_i \rangle_0 \). However, in general, \( \langle F(r) \rangle_0 \) and \( \langle F(r) \rangle_0 \) do not agree. For example, in the case of \( F(r) = x^3 \), \( \langle x^3 \rangle_0 = \langle x^3 \rangle_0 - \langle x^3 \rangle_0 = 3 \lambda^2 \langle x \rangle_0 \). Nonetheless, we will see that the part of quadrupole moments and octupole moments relevant for hinge and corner charges exhibits the “coarse-graining invariance”

\[
F(r) = \tilde{F}(r)
\]

so that \( \langle F(r) \rangle_0 = \langle F(r) \rangle_0 \).

## III. TWO DIMENSIONS

In this section we present our results for two-dimensional systems.

### A. Formula for corner charge in two dimensions

Without loss of generality, the primitive lattice vectors \( a_i \) \( (i = 1, 2) \) can be set

\[
a_1 = a_1(1, 0), \quad a_2 = a_2(\cos \theta, \sin \theta) \quad (0 < \theta < \pi).
\]

For \( n \)-fold rotation symmetric systems, we set \( \theta = \pi - (2\pi/n) \). Thus the square lattice \( (n = 4) \) and the hexagonal lattice \( (n = 6) \) correspond to \( \theta = \pi/2 \) and \( \theta = 2\pi/3 \), respectively.

#### 1. Surface charge

When the bulk polarization does not vanish, \( Q_R \) in Eq. (12) is dominated by the contributions from the surface:

\[
Q_R = W_1 \sigma_2 + W_2 \sigma_1 + O(1).
\]

The surface charge density \( \sigma_i \) \( (\sigma_1 \text{ is per length } a_2 \text{ and } \sigma_2 \text{ is per length } a_1) \) is given by the bulk polarization, [12, 13]

\[
\sigma_i = -\langle P_i(r) \rangle_0 = -\langle P_i(r) \rangle_0.
\]

For band insulators, the electronic contribution to \( \langle P_i(r) \rangle_0 \) is given by the sum of the Berry phase of filled bands [see Eq. (A12) below [13]].

#### 2. Corner charge

When the bulk polarization vanishes, \( Q_R \) measures the charge bound to the corner

\[
Q_R = Q_c.
\]

The first main result of this work is the following formula for the corner charge:

\[
Q_c = \langle Q_{12}(r) \rangle_0 = \langle Q_{12}(r) \rangle_0,
\]

\[
Q_{12}(r) \equiv (b_1 \cdot r)(b_2 \cdot r)
\]

\[
+ \frac{a_2}{2a_1^2} (b_1 \cdot r)^2 + \frac{a_1}{2a_2^2} (b_2 \cdot r)^2
\]

\[
= r_1 r_2 + \frac{1}{2} \cos \theta \left( \frac{a_1}{a_2} r_1^2 + \frac{a_2}{a_1} r_2^2 \right)
\]

\[
= \frac{1}{a_1 a_2} \left( x^2 - y^2 \cos \theta + x y \sin \theta \right).
\]

The second line of Eq. (22) is for the oblique coordinate \( r = r_1 a_1 + r_2 a_2 \) and the third line is for the Cartesian coordinate \( r = (x, y) \). The quantity \( \langle Q_{12}(r) \rangle_0 \) can be interpreted as the bulk quadrupole moment. The same result for the square lattice and the cubic lattice has been derived before in Ref. [7] and our formula extends it to arbitrary lattices. Note that both \( P_i(r) \) and \( Q_{12}(r) \) satisfy the coarse-graining invariance [10]. We present the derivation of Eqs. (19) and (22) in Sec. III B. As shown there, the total charge in \( R' \), when \( \langle P_i(r) \rangle_0 = 0 \), is given by

\[
Q_{R'} = \langle (b_1 \cdot r)(b_2 \cdot r) \rangle_0.
\]
This is only a part of $Q_c$ in Eq. [22]. The origin of the discrepancy between $Q_R$ and $Q_{R'}$ can be understood by focusing on the profile of the charge density near the surface. In general, we have

$$Q_R = Q_{R'} + Q_A + Q_B + Q_C - Q_D - Q_E.$$  

In the example of the honeycomb lattice illustrated in Fig. 1 (c), $Q_A$ and $Q_B$ are negative and $Q_D$ and $Q_E$ are positive. $Q_C = 0$ due to the charge neutrality in the bulk. Consequently, $Q_{R'}$ should be larger than $Q_R$, and we indeed find $Q_{R'} = 5e/9$ and $Q_R = e/3$ in this example.

Note that the formulas in Eqs. (19) and (22) sensitively depend on the detailed shape of $\rho_0(r)$. In particular, the value of $\langle Q_{12}(r) \rangle_0$ can be smoothly changed without affecting the bulk polarization $\langle P_1(r) \rangle_0$. This observation implies that, in general, $\langle Q_{12}(r) \rangle_0$ for band insulators is ill-defined because of the gauge ambiguity in forming the Wannier orbitals that may affect their shape.

Furthermore, the above formula is designed for the particular termination of the system specified above. The corner charge as well as the surface charge density can be altered by decoration of the surface with lower dimensional objects with a nonzero charge or polarization as illustrated in Fig. 2.

### 3. Rotation symmetry

The issues mentioned just now can be suppressed in the presence of a rotation symmetry. Crucially, $\langle Q_{12}(r) \rangle_0$ depends only on the location of the “Wannier center,” and does not depend on the detailed shape of $\rho_0(r)$ as long as the rotation symmetry is properly implemented. This means that $\langle Q_{12}(r) \rangle_0$ becomes well-defined for band insulators under the rotation symmetry. Moreover, $\langle Q_{12}(r) \rangle_0$ is quantized and is robust against smooth deformation such as the surface reconstruction. The integer part of the corner charge can still be altered by symmetrically attaching a charged object to each corner [see Fig. 2 (a)], and cannot be predicted only from the bulk property.

The second main result of this work is the following formula of the fractional part of $\langle Q_{12}(r) \rangle_0$ in terms of the occupation of each Wyckoff position under $n$-fold rotation symmetry:

$$\langle Q_{12}(r) \rangle_0 = \begin{cases} \frac{1}{3}g_a = \frac{1}{3}q_b \mod e & (n = 4) \\ \frac{1}{3}g_a = \frac{2}{3}q_b + \frac{1}{3}q_c \mod e & (n = 6) \\ \frac{2}{3}g_a = \frac{1}{3}q_b - \frac{1}{3}q_c \mod e & (n = 3), \end{cases}$$

where $q_w$ is the total U(1) charge per site belonging to the Wyckoff position $w (= a, b, c)$. See Figs. 3 (a) and 4 (a), (b) for the illustration of Wyckoff position. Relations such as $q_a = q_b \mod 4e$ for $n = 4$ and $q_a = q_b = q_c \mod 3e$ for $n = 3$ follow by the requirement of the charge neutrality and the vanishing polarization. These relations make our formula (26) independent of the choice of the origin of unit cell. We present the derivation of Eq. (26) in Sec. III C. The above formula for band insulators was partially observed before in Refs. [14, 19] and [34] in some restrictive setting (e.g., ionic positions are fixed to be Wyckoff position $a$).

To explain how to use the formula, let us consider the case of $n = 6$. The Wyckoff position $w = a, b,$ and $c$, respectively, correspond to the triangular lattice, the honeycomb lattice, and the kagome lattice. When an electronic Wannier orbital sits at $w = b$ and two ions sit at $w = a$ [see Fig. 4 (c)], then one has $q_a = -e$ and $q_b = 2e$ so that $Q_c = \langle Q_{12}(r) \rangle_0 = e/3 (\mod e)$. Several other examples are shown in Figs. 3 and 4.

The quantities appearing in the right-hand side of Eq. (26) are purely bulk topological invariants in the sense that they can be fully determined by the (many-body) ground state $|\Phi_0\rangle$ for systems under the periodic boundary condition or for the infinite system without boundaries and that they are robust against smooth deformation [20]. For example, any topologically trivial band insulator can be almost uniquely decomposed into a stack of atomic insulators and $q_w$ represents the coefficients of the superposition. The undetermined part of $q_w$ arises from the “lattice homotopy” equivalence [21, 23]. Wyckoff positions with free parameters can be smoothly reduced to some of special positions, making $q_w$ well-defined only modulo some integers. For example, in the case of $n = 4$, $r_c^{(\ell)}$ in Eq. (54) reduces to $r_b^{(\ell)}$, $r_b^{(\ell)}$, and $r_c^{(\ell)}$ in Eqs. (51)–(53) by setting $(r_1, r_2) = (0, 0)$, $(1/2, 1/2)$, and $(1/2, 0)$, respectively. (Neglect the integer part and set $k = k' = 0$ for the purpose of the discussion on the bulk charge distribution here.) In general, if the site symmetry of the Wyckoff position is $m_w$, $n$-fold rotation, then $q_w$ is defined modulo $m_w e$. However, such an ambiguity does not affect the fractional part of Eq. (26) in two dimensions. In contrast, we will see in Sec. IV that the ambiguity of $q_w$ affects even the fractional part of $\langle Q_{123}(r) \rangle_0$ in three dimensions.

Given a many-body Hamiltonian $\hat{H}$ of the system, the easiest way of determining the U(1) charge $q_w$ of a Wyckoff position $r_w^{(\ell)}$ would be via the computation of the total U(1) charge of the ground state $|\Phi_0\rangle$ under an open
the rotation axis should be identical to those for the infinite system.

As an example, let us consider the charge configuration illustrated in Fig. 3 (b), (c), (d), and (e). They have the four-fold rotation symmetry \((m_{w=a} = 4)\) about the rotation axis \(r = r_{w=a}^{(e)}\). By the direct calculation, we find \(Q_{w=a} = 2e, 4e, -e, -e\) and \(Q_{w=\lambda} = 2e, 4e, 3e, -e\), respectively, for these panels, confirming the relation in Eq. (27).

**B. Derivation of the formula for two dimensions**

Here we present the derivation of our formula for \(\sigma_i\) and \(Q_e\) in Eqs. (19) and (22).

As noted before, the coarse-grained density \(\tilde{\rho}_0(r)\) is a smooth, slowly varying function of \(r = r_1a_1 + r_2a_2\). This makes it possible to approximate the summation in the total charge density by an integral:

\[
\tilde{\rho}_{tot}(r) \equiv \sum_{n_1, n_2 \geq 0} \tilde{\rho}_0(r - n_1a_1 - n_2a_2) 
\]

\[
\simeq \int_{-\frac{1}{2}}^{+\infty} dr'_1 \int_{-\frac{1}{2}}^{+\infty} dr'_2 \tilde{\rho}_0(r - r'_1a_1 - r'_2a_2) 
\]

\[
= \int_{-\infty}^{r_1 + \frac{1}{2}} dr'_1 \int_{-\infty}^{r_2 + \frac{1}{2}} dr'_2 \tilde{\rho}_0(r'_1a_1 + r'_2a_2). \tag{28}
\]

(The 1/2’s appear here as a result of the midpoint prescription and does not affect the final result.) The last expression implies, among other things, that \(\tilde{\rho}_{tot}(r)\) deep inside the bulk \((r_1, r_2 \gg \lambda)\) vanishes due to the charge neutrality,

\[
\tilde{\rho}_{tot}(r) \simeq \int_{-\infty}^{+\infty} dr'_1 \int_{-\infty}^{+\infty} dr'_2 \tilde{\rho}_0(r') = 0. \tag{29}
\]

We derive the expression for \(Q_R\) via Eq. (25). We compute \(Q_{R'}\) first and then take into account the difference of \(R\) and \(R'\). We have

\[
Q_{R'} \equiv \int_{R'}^R d^2r' \tilde{\rho}_{tot}(r') = v \int_{-\infty}^{W_1} dr'_1 \int_{-\infty}^{W_2} dr'_2 \tilde{\rho}_{tot}(r') 
\]

\[
= v \int_{-\infty}^{W_1} dr'_1 \int_{-\infty}^{W_2} dr'_2 \int_{r'_1 + \frac{1}{2}}^{r'_2 + \frac{1}{2}} dr_1 \tilde{\rho}_0(r) 
\]

\[
= v \int_{-\infty}^{W_1 + \frac{1}{2}} dr_1 \int_{-\infty}^{W_2 + \frac{1}{2}} dr_2 \int_{r_1 - \frac{1}{2}}^{r_2 - \frac{1}{2}} dr'_1 \tilde{\rho}_0(r) 
\]

\[
= \langle \rho_{w=0} \rangle \int_{r_1 - \frac{1}{2}}^{r_2 - \frac{1}{2}} dr'_1 \langle \rho_{w=0} \rangle_0 
\]

\[
= \langle (W_1 - r_1 + \frac{1}{2})(W_2 - r_2 + \frac{1}{2}) \rangle_0 
\]

\[
(30)
\]

In going to the fourth line, we approximated \(\int_{-\infty}^{W_i + \frac{1}{2}} dr_i\) by \(\int_{-\infty}^{+\infty} dr_i\), which can be verified for a sufficiently large \(W_i\).

Similarly, relying on the fact that \(\tilde{\rho}_{tot}(r)\) becomes independent of \(r_1\) when \(r_1 > W_1 \gg \lambda\), we have

\[
Q_A - Q_D = v \int_{-\infty}^{W_2} dr'_2 \int_{-\infty}^{W_1 + r_1 + \frac{1}{2}} dr'_1 \tilde{\rho}_{tot}(r') 
\]

\[
= v \int_{-\infty}^{+\infty} dr'_1 \int_{-\infty}^{W_2} dr'_2 \int_{r'_1 + \frac{1}{2}}^{r'_2 + \frac{1}{2}} dr_1 \tilde{\rho}_0(r) 
\]

\[
= \langle \rho_{w=0} \rangle \int_{r_2 - \frac{1}{2}}^{r_2 + \frac{1}{2}} dr'_2 \langle \rho_{w=0} \rangle_0 
\]

\[
= \frac{1}{2} c_{12} \langle (W_2)^2 - (r_2 - \frac{1}{2})^2 \rangle_0. \tag{31}
\]

Interchanging the superscripts 1 \(\leftrightarrow\) 2, we obtain

\[
Q_B - Q_E = \frac{1}{2} c_{21} \langle (W_1)^2 - (r_1 - \frac{1}{2})^2 \rangle_0. \tag{32}
\]

Finally, the charge neutrality in the bulk implies

\[
Q_C = 0. \tag{33}
\]

Plugging these expressions into Eq. (25), we find

\[
Q_R = -W_1 \langle r_2 \rangle_0 - W_2 \langle r_1 \rangle_0 + \langle (r_1 - \frac{1}{2})(r_2 - \frac{1}{2}) \rangle_0
\]

\[
- \frac{1}{2} c_{21} \langle (r_1 - \frac{1}{2})^2 \rangle_0 - \frac{1}{2} c_{12} \langle (r_2 - \frac{1}{2})^2 \rangle_0. \tag{34}
\]

When \(\langle r_1 \rangle_0 \neq 0\) or \(\langle r_2 \rangle_0 \neq 0\), this reproduces Eq. (19). When \(\langle r_1 \rangle_0 = \langle r_2 \rangle_0 = 0\), we find

\[
Q_R = \langle Q_{12}(\omega) \rangle_0 = \langle Q_{12}(\bar{\omega}) \rangle_0. \tag{35}
\]

verifying Eq. (22).

**C. Derivation of the formula under rotation symmetry**

Now we move on to the derivation of Eq. (20). Our task is to properly impose the rotation symmetry on
FIG. 3. (a): Wyckoff positions for $C_4$ symmetry. (b)-(e): Examples of $C_4$-symmetric systems without bulk polarization. Electronic (ionic) orbitals are represented by open (solid) circles. Colors correspond to Wyckoff positions in the panel (a). The repetition unit $\rho_0(r)$ is shown at the top-left of each panel. Integers next to circles represent the number of orbitals at the location.

FIG. 4. (a), (b): Wyckoff positions for $C_6$ symmetry [(a)] and for $C_3$ symmetry [(b)]. Coordinates are given in oblique systems $r = r_1 a_1 + r_2 a_2$. (c)-(f) Examples of $C_6$-symmetric [(c)-(e)] systems and a $C_3$-symmetric system [(f)] without bulk polarization. Electronic (ionic) orbitals are represented by open (solid) circles. Colors correspond to Wyckoff positions in the panel (a) or (b). The repetition unit $\rho_0(r)$ is shown at the bottom-left of each panel. Integers next to circles represent the number of orbitals at the location.
\( \rho_0(r) \). Note that the local charge density \( \rho_0(r) \) itself is not necessarily \( C_n \)-symmetric, while the total charge density \( \rho_{\text{tot}}^{(\text{bulk})}(r) \) in Eq. \( [6] \) must be \( C_n \)-symmetric:

\[
\rho_{\text{tot}}^{(\text{bulk})}(R_n^{-1}r) = \rho_{\text{tot}}^{(\text{bulk})}(r). \tag{36}
\]

Here and hereafter, we write the orthogonal matrix representing the \( m \)-fold rotation as

\[
R_m = \begin{pmatrix} \cos \phi_m & -\sin \phi_m \\ \sin \phi_m & \cos \phi_m \end{pmatrix}, \quad \phi_m = \frac{2\pi}{m},
\]

for \( m \in \mathbb{N} \).

To systematically study \( \rho_0(r) \) that properly encodes the symmetry requirement, suppose that there is an orbital centered at a position \( r = r^{(1)}_w \) with unit charge \( e \). When the site symmetry of the position \( r^{(1)}_w \) is \( m_w \)-fold rotation around \( r = r^{(1)}_w \) \((m_w \text{ must be a divisor of } n)\), the orbital must also be symmetric under \( m_w \)-fold rotation. Its contribution to \( \rho_0(r) \) can be written as

\[
e\rho_w(r - r^{(1)}_w), \tag{38}
\]

where \( \rho_w(r) \) is a \( C_{m_w} \)-symmetric unit density satisfying

\[
p_{m_w}(R_{m_w}^{-1}r) = p_m(r), \quad \int_{\mathbb{R}^2} d^2r p_{m_w}(r) = 1. \tag{39}
\]

The rotation invariance of \( \rho_{\text{tot}}^{(\text{bulk})}(r) \) in Eq. \( [36] \) requires that a \( (C_n)^{\ell-1} \)-rotation copy of the orbital at \( r = r^{(1)}_w \) must be placed at \( r = r^{(\ell)}_w \) for \( \ell = 2, \ldots, n_w \) \((n_w \equiv n/m_w)\), where

\[
r^{(\ell)}_w - R_n r^{(\ell-1)}_w = k_1^{(\ell)} a_1 + k_2^{(\ell)} a_2 \tag{40}
\]

for some integers \( k_1^{(\ell)} \) and \( k_2^{(\ell)} \). These orbitals altogether give contribution

\[
\rho_{0w}(r) \equiv e \sum_{\ell=1}^{n_w} p_w(R_n^{1-\ell}(r - r^{(\ell)}_w)) \tag{41}
\]

to \( \rho_0(r) \). Their contribution to \( Q_c \) can be written as

\[
\langle Q_{12}(r) \rangle_{0w} = e \int_{\mathbb{R}^2} d^2r \rho_{0w}(r) Q_{12}(r) \\
= e \int_{\mathbb{R}^2} d^2r \rho_w(r) \sum_{\ell=1}^{n_w} Q_{12}(R_n^{1-\ell}r + r^{(\ell)}_w). \tag{42}
\]

The condition \( [40] \) was imposed for the rotation invariance of the bulk charge density. We additionally require that the two surfaces normal to \( b_1 \) and \( b_2 \) must be related to each other by the \( n \)-fold rotation symmetry. For example, in Fig. \( [5] \), both panel (a) and (b) have the same bulk charge distribution, but the \( C_4 \) symmetry between the two surfaces is violated in (b).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig5}
\caption{The four-fold rotation symmetry between the surface along \( a_1 \) (blue) and the surface along \( a_2 \) (red). The symmetry is respected in panel (a) and (c), and is violated in (b) and (d). The repetition unit \( \rho_0(r) \) is shown at the bottom-left of each panel.}
\end{figure}

The symmetry of the surfaces can be implemented in the following way. On the one hand, the charge density at the surface along \( a_1 \) for \( r_1 \gg \lambda \) is given by

\[
\rho_{\text{tot}}^{(1)}(r) = \sum_{n_1 \in \mathbb{Z}} \sum_{n_2 \geq 0} \rho_0(r - n_1 a_1 - n_2 a_2). \tag{43}
\]

On the other hand, the charge density at the surface along \( a_2 \) for \( r_2 \gg \lambda \) is

\[
\rho_{\text{tot}}^{(2)}(r) = \sum_{n_1 \geq 0} \sum_{n_2 \in \mathbb{Z}} \rho_0(r - n_1 a_1 - n_2 a_2). \tag{44}
\]

If rotated by an angle \( \phi_n = 2\pi/n \) and shifted along \( a_1 \), \( \rho_{\text{tot}}^{(2)}(r) \) should coincide with \( \rho_{\text{tot}}^{(1)}(r) \):

\[
\rho_{\text{tot}}^{(2)}(R_n^{-1}(r - m a_1)) = \rho_{\text{tot}}^{(1)}(r). \tag{45}
\]

Using \( R_n a_1 = a_2 + 2\cos \phi_n a_1 \) and \( R_n a_2 = -a_1 \) (recall our choice of \( \theta = \pi - \phi_n \)), this condition can be rewritten as

\[
\sum_{n_1 \in \mathbb{Z}} \sum_{n_2 \geq 0} \rho_0(R_n^{-1}(r - n_1 a_1 - n_2 a_2)) \\
= \sum_{n_1 \in \mathbb{Z}} \sum_{n_2 \geq 0} \rho_0(r - n_1 a_1 - n_2 a_2), \tag{46}
\]

which means that the rotated pattern \( \rho_0(R_n^{-1}r) \) and the original pattern \( \rho_0(r) \) give the same charge distribution.
when translated along $a_1$. This requirement imposes additional constraints on $k^{(l)}_1$ in Eq. (40):

$$k^{(l)}_2 = 0 \quad (l = 2, \ldots, \nu_w) \quad (47)$$

and

$$r^{(1)}_w - R_n r^{(\nu_w)}_w = k^{(1)}_1 a_1 \quad (48)$$

for an integer $k^{(1)}_1$.

Using the rotation symmetry of $p_w(r)$ in Eq. (39) and conditions on $k^{(l)}_1$ in Eqs. (47) and (48), we find that $(Q_{12}(r))_{\nu_w}$ in Eq. (40) becomes

$$\langle Q_{12}(r) \rangle_{\nu_w} = e \sum_{\ell=1}^{\nu_w} Q_{12}(r^{(\ell)}_w). \quad (49)$$

That is, the contribution to $(Q_{12}(r))_{\nu_w}$ from a unit charge $e$ placed at $r^{(l)}_w$ does not depend on the detailed shape of the orbital $p_w(r)$.

The classification of distinct $r^{(\ell)}_w$s, satisfying Eqs. (10), (47), and (48), is related to the notion of Wyckoff positions. In the following, we summarize the possible choices of $r^{(1)}_w$ for $n = 4, 6$, and $3$ one by one.

So far we separately studied the contribution from orbitals generated from $r^{(1)}_w$. These building blocks must be carefully superposed in order to form $p_{\nu}(r)$ that satisfied the charge neutrality and has vanishing bulk polarization. Examples of valid superpositions can be found in Figs. 3 and 4.

1. $C_4$

For $C_4$ symmetry, we set $a_1 = a_2 = a$ and $\theta = \pi/2$. In this case $Q_{12}(r)$ in Eq. (22) reduces to

$$Q_{12}(r) = r_1 r_2 = \frac{xy}{a^2}. \quad (50)$$

As the choice of $r^{(\ell)}_w$, we have

$$r^{(1)}_a = k(a_1 + a_2), \quad (51)$$

$$r^{(1)}_b = (\frac{1}{2} + k)(a_1 + a_2), \quad (52)$$

$$r^{(1)}_c = (\frac{1}{2} + k)(a_1 + k'a_2), \quad (53)$$

$$r^{(1)}_d = r_1 a_1 + r_2 a_2, \quad (54)$$

We have

$$r^{(1)}_a = r_1 a_1 + r_2 a_2, \quad (55)$$

$$r^{(1)}_b = (\frac{1}{2} + k)(a_1 + a_2), \quad (56)$$

$$r^{(1)}_c = (\frac{1}{2} + k)(a_1 + k'a_2), \quad (57)$$

$$r^{(1)}_d = r_1 a_1 + r_2 a_2. \quad (58)$$

In these expressions, integers $k, k'$ (related to $k^{(1)}_1$) can be set freely. The standard convention of the Wyckoff position in Ref. 39 is recovered by setting $k = k' = 0$. We tabulate the value of $(P_3(r))_0$, $(P_2(r))_0$ and $(Q_{12}(r))_0$ originating from a unit charge placed at these positions in Table I. From this table, we see that $(Q_{12}(r))_0 = q_v/4$.

To generate a charge-neutral and polarization-free insulator, the U(1) charge per site $q_w$ at each Wyckoff position must satisfy

$$\sum_w \nu_w q_w = q_a + q_b + 2q_c + 4q_d = 0, \quad (50)$$

$$q_c \equiv q_b \mod 2e, \quad (51)$$

which imply

$$q_a = -3q_b \mod 4e. \quad (52)$$

Thus we obtain Eq. (20) for $n = 4$.

2. $C_6$

For $n = 6$, we set $a_1 = a_2 = a$ and $\theta = 2\pi/3$. In this case, Eq. (22) reads

$$Q_{12}(r) \equiv r_1 r_2 - \frac{1}{4}(r_1^2 + r_2^2) = \frac{x^2 + 2\sqrt{3}xy - x^2}{4a^2}. \quad (53)$$

We have

$$r^{(1)}_a = k(a_1 + a_2), \quad (54)$$

$$r^{(1)}_b = (\frac{1}{2} + k)(a_1 + (\frac{1}{2} + k)a_2), \quad (55)$$

$$r^{(1)}_c = k'(a_1 + (\frac{1}{2} + k)a_2), \quad (56)$$

$$r^{(1)}_d = r_1 a_1 + r_2 a_2. \quad (57)$$

In these expressions, integers $k, k'$ (related to $k^{(1)}_1$) can be set freely. The standard convention of the Wyckoff position in Ref. 39 is recovered by setting $k = k' = 0$. We tabulate the value of $(P_3(r))_0$, $(P_2(r))_0$ and $(Q_{12}(r))_0$ originating from a unit charge placed at these positions in Table I. From this table, we see that $(Q_{12}(r))_0 = q_v/4$.
and
\[ r_d^{(1)} = r_1 a_1 + r_2 a_2, \]
\[ r_d^{(2)} = (r_1 - r_2 + k) a_1 + r_1 a_2, \]
\[ r_d^{(3)} = -(r_2 - r - k') a_1 + (r_1 - r_2 + k) a_2, \]
\[ r_d^{(4)} = -(r_1 - k' - k'^2) a_1 - (r_2 - k - k') a_2, \]
\[ r_d^{(5)} = (r_2 - r_1 - k + k'' + k''' a_1 - (r_1 - k' - k'') a_2, \]
\[ r_d^{(6)} = r_2 a_1 + (r_2 - r_1 - k + k'' + k''') a_2 \] (62)
for integers \( k, k', k'', k''' \). We tabulate the value of \( \langle P_1(r) \rangle_0 = \langle P_2(r) \rangle_0 \) and \( \langle Q_{12}(r) \rangle_0 \) originating from a unit charge placed at these positions in Table II.

To prove Eq. (26), let us define vectors \( \vec{w}_i = (\nu_w, \langle P_i(r) \rangle_{0w}/e, \langle Q_{12}(r) \rangle_{0w}/e) \) mod \((0, 0, 1)\) for each \( w \):
\[ \vec{a}(k) = (1, k, \frac{1}{2}k), \]
\[ \vec{b}(k, k') = (2, 1 + k + k', \frac{1}{6} + \frac{1}{2}k + \frac{1}{2}k'), \]
\[ \vec{c}(k, k', k'') = (3, 1 + 2k + k', \frac{1}{2}k''), \]
\[ \vec{d}(k, k', k'', k''') = (6, k + 2k' + 2k'' + k''', \frac{1}{2}k + \frac{1}{2}k'''). \]

Subtracting \( \vec{a}(k) \) to annihilate the first and second entry, we find
\[ \vec{b} = \vec{b}(k, k') - \vec{a}(k) - \vec{a}(k' + 1) = (0, 0, \frac{2}{3}), \]
\[ \vec{c}' = \vec{c}(k, k', k'') - 2\vec{a}(k) - \vec{a}(k'' + 1) = (0, 0, \frac{1}{2}), \]
\[ \vec{d}' = \vec{d}(k, k', k'', k''') - 2\vec{a}(k') - 2\vec{a}(k'') - \vec{a}(k''') = (0, 0, 0). \] (69)

Any charge-neutral and polarization-free insulator can be decomposed into a superposition of \( \vec{b}', \vec{c}', \) and \( \vec{d}' \), and their occupation coincides with \( q_b, q_c, \) and \( q_d \):
\[ q_b \vec{b}' + q_c \vec{c}' + q_d \vec{d}' = (0, 0, \frac{2}{3} q_b + \frac{1}{2} q_c). \] (70)

Hence, we find \( \langle Q_{12}(r) \rangle_0 = (2/3) q_b + (1/2) q_c \) modulo \( e \).

Finally, the charge neutrality implies that
\[ \sum_w \nu_w q_w = a_0 + 2 q_b + 3 q_c + 6 q_d = 0. \] (71)

Thus,
\[ q_a = -2 q_b - 3 q_c = 4 q_b + 3 q_c \mod 6 e. \] (72)

These relations prove Eq. (26) for \( n = 6 \).

3. \( C_3 \)

For \( n = 3 \), we set \( a_1 = a_2 = a \) and \( \theta = \pi/3 \). In this case, Eq. (22) becomes
\[ Q_{12}(r) = r_1 r_2 + \frac{1}{4} (r_1^2 + r_2^2) = \frac{x^2 + 2\sqrt{3}xy - y^2}{4a^2}. \] (73)

We have
\[ r_a = k(a_1 + a_2), \]
\[ r_b = (\frac{1}{3} + k)(a_1 + a_2), \]
\[ r_c = (\frac{2}{3} + k)(a_1 + a_2), \]
and
\[ r_c^{(1)} = r_1 a_1 + r_2 a_2, \]
\[ r_c^{(2)} = -(r_1 + r_2 - k) a_1 + r_1 a_2, \]
\[ r_c^{(3)} = r_2 a_1 - (r_1 + r_2 - k) a_2 \] (77)
for an integer \( k \). We tabulate the value of \( \langle P_1(r) \rangle_0 = \langle P_2(r) \rangle_0 \) and \( \langle Q_{12}(r) \rangle_0 \) originating from a unit charge placed at these positions in Table III.

To generate a charge-neutral and polarization-free insulator, the U(1) charge \( q_w \) at the Wyckoff position \( r_w^{(l)} \) must satisfy
\[ \sum_w \nu_w q_w = a_0 + q_b + q_c + 3 q_d = 0, \]
\[ q_c = q_b \mod 3 e, \] (79)
which implies
\[ q_a = -2 q_b = q_b \mod 3 e. \] (80)
We define vectors $\vec{a}(k) = (1, k, \frac{1}{2} k)$, \hfill (81)

$\vec{b}(k) = (1, \frac{1}{3} k, \frac{1}{3} k + \frac{1}{2} k)$, \hfill (82)

$\vec{c}(k) = (1, \frac{2}{3} k, \frac{2}{3} k + \frac{1}{2} k)$, \hfill (83)

$\vec{d}(k) = (3, k, \frac{1}{2} k)$. \hfill (84)

Subtracting $\vec{a}(k)$ to partially annihilate the first and second entry, we find

$\vec{a}' = \vec{a}(k) - \vec{a}(k-1) = (0, 1, \frac{1}{2})$, \hfill (85)

$\vec{b}' = \vec{b}(k) - \vec{a}(k+1) = (0, -\frac{2}{3}, \frac{2}{3})$, \hfill (86)

$\vec{c}' = \vec{c}(k) - \vec{a}(k) = (0, \frac{2}{3}, \frac{2}{3})$, \hfill (87)

$\vec{d}' = \vec{d}(k) - \vec{a}(k) - 2\vec{a}(0) = (0, 0, 0)$. \hfill (88)

Taking superposition of these vectors with coefficients $q'_a$, $q_b$, $q_c$, and $q_d$, we get

\begin{align*}
q'_a \vec{a}' + q_b \vec{b}' + q_c \vec{c}' + q_d \vec{d}' &= (0, q'_a - \frac{2}{3} (q_b - q_c), \frac{1}{2} q'_a + \frac{2}{3} (q_b + q_c)) \\
&= (0, 0, \frac{1}{3} q_b) \mod (0, 0, e). \quad (89)
\end{align*}

In the last step we set $q'_a/e = (2/3e)(q_b - q_c) \in \mathbb{Z}$. Thus Eq. \[26\] for $n = 3$ is verified.

## IV. THREE DIMENSIONS

Let us generalize discussions above to three-dimensional systems. We will see that basically the same calculation applies. Our results are Eqs. \[109\] and \[111\] that give the charge density localized to the hinge and the corner in terms of the bulk quadrupole moment and the bulk octupole moment, respectively.

Extending Eq. \[25\] to $d = 3$, the coarse-grained total charge density at position $r = r_1 a_1 + r_2 a_2 + r_3 a_3$ can be expressed as

$$
\rho_{\text{tot}}(r) = \int_{-\infty}^{r_1 + \frac{1}{2}} \int_{-\infty}^{r_2 + \frac{1}{2}} \int_{-\infty}^{r_3 + \frac{1}{2}} \rho_0 (r'). 
\tag{90}
$$

The total charge in the region $R$, defined by Eq. \[3\], is thus given by

$$
Q_R \equiv \int_{R} d^3 r \rho_{\text{tot}}(r) = v \int_{-\infty}^{W_1} dr_1 \int_{-\infty}^{W_2} dr_2 \int_{-\infty}^{W_3} dr_3 \rho_{\text{tot}}(r). \quad (91)
$$

Here $c_{ij}$ is defined in Eq. \[9\]. We decompose this integral into eight distinct pieces.

\begin{align*}
v \left( \int_{-\infty}^{W_1} dr_1 + \int_{W_1}^{W_1+c_{12} r_2+c_{13} r_3} dr_1 \right) \left( \int_{-\infty}^{W_2} dr_2 + \int_{W_2}^{W_2+c_{21} r_1+c_{23} r_3} dr_2 \right) \left( \int_{-\infty}^{W_3} dr_3 + \int_{W_3}^{W_3+c_{31} r_1+c_{32} r_2} dr_3 \right) \rho_0 (r) \\
= Q_{R'} + Q_{R_1} + Q_{R_2} + Q_{R_3} + Q_{R_23} + Q_{R_31} + Q_{R_{12}} + Q_{R_{13}},
\tag{92}
\end{align*}

where

\begin{align*}
Q_{R'} &\equiv v \int_{-\infty}^{W_1} dr_1 \int_{-\infty}^{W_2} dr_2 \int_{-\infty}^{W_3} dr_3 \rho_{\text{tot}}(r), \quad (93)

Q_{R_1} &\equiv v \int_{-\infty}^{W_1} dr_1 \int_{-\infty}^{W_2} dr_2 \int_{-\infty}^{W_3+c_{13} r_1+c_{12} r_2} dr_3 \rho_{\text{tot}}(r), \quad (94)

Q_{R_2} &\equiv v \int_{-\infty}^{W_1+c_{12} r_2+c_{13} r_3} dr_1 \int_{-\infty}^{W_2} dr_2 \int_{-\infty}^{W_3+c_{23} r_2+c_{21} r_3} dr_3 \rho_{\text{tot}}(r), \quad (95)

Q_{R_3} &\equiv v \int_{-\infty}^{W_1+c_{12} r_2+c_{13} r_3} dr_1 \int_{-\infty}^{W_2+c_{21} r_1+c_{23} r_3} dr_2 \int_{-\infty}^{W_3} dr_3 \rho_{\text{tot}}(r), \quad (96)

Q_{R_{12}} &\equiv v \int_{W_1}^{W_1+c_{12} r_2+c_{13} r_3} dr_1 \int_{-\infty}^{W_2+c_{21} r_1+c_{22} r_2} dr_2 \int_{-\infty}^{W_3} dr_3 \rho_{\text{tot}}(r), \quad (97)

Q_{R_{13}} &\equiv v \int_{W_1}^{W_1+c_{12} r_2+c_{13} r_3} dr_1 \int_{-\infty}^{W_2+c_{21} r_1+c_{23} r_3} dr_2 \int_{-\infty}^{W_3+c_{31} r_1+c_{32} r_2} dr_3 \rho_{\text{tot}}(r). \quad (98)
\end{align*}

Other components of $Q_{R_i}$ and $Q_{R_{ij}}$ are defined similarly. Their concrete expressions can be generated by interchanging the superscript $1 \rightarrow 2 \rightarrow 3 \rightarrow 1$. The decomposition in Eq. \[92\] is the analog of Eq. \[25\] for two-dimensional systems.
In the same way as in Sec. [III B] we find

\[ Q_{R'} = \left\langle \int_{r_1 - \frac{1}{2}}^{W_1} dr_1' \int_{r_2 - \frac{1}{2}}^{W_2} dr_2' \int_{r_3 - \frac{1}{2}}^{W_3} dr_3' 1 \right\rangle_0 \]

\[ = \left\langle (W_1 - (r_1 - \frac{1}{2})) \times (W_2 - (r_2 - \frac{1}{2})) (W_3 - (r_3 - \frac{1}{2})) \right\rangle_0. \]

(97)

\[ Q_{R_3} = \left\langle \int_{r_1 - \frac{1}{2}}^{W_1} dr_1' \int_{r_2 - \frac{1}{2}}^{W_2} dr_2' \int_{0}^{c_{31} r_1' + c_{32} r_2'} dr_3' 1 \right\rangle_0 \]

\[ = \frac{1}{2} c_{31} \left\langle (W_1^2 - (r_1 - \frac{1}{2})^2) (W_2 - (r_2 - \frac{1}{2})) \right\rangle_0 \]

\[ + \frac{1}{2} c_{32} \left\langle (W_2^2 - (r_2 - \frac{1}{2})^2) (W_1 - (r_1 - \frac{1}{2})) \right\rangle_0. \]

(98)

We also have

\[ Q_{R_{123}} = 0 \]

(99)

because of the charge neutrality in the bulk.

It remains to evaluate \( Q_{R_{12}} \). This term can be expressed as

\[ Q_{R_{12}} = \left\langle \int_{r_3 - \frac{1}{2}}^{W_3} dr_3' A(r_3') \right\rangle_0. \]

(100)

where

\[ A(r_3') = \int_{0}^{c_{12}(r_3' + W_2) + c_{23} r_3'} dr_1' \int_{0}^{c_{21}(r_1' + W_1) + c_{32} r_1'} dr_2' 1 \]

is the area surrounded by four lines \( r_1' = r_2' = 0, r_3' = c_{12}(r_3' + W_2) + c_{13} r_3', \) and \( r_2' = c_{21}(r_1' + W_1) + c_{23} r_3' \). Using the property \( c_{12} c_{21} = \frac{(a_1 \cdot a_2)^2}{a_1^2 a_2^2} < 1 \), we find

\[ A(r_3') = \frac{c_{12} c_{21}(c_{21} W_1^2 + 2W_1 W_2 + c_{12} W_2^2)}{2(1 - c_{12} c_{21})} \]

\[ + \frac{c_{21}(c_{13} + c_{12} c_{23}) W_1 + c_{12}(c_{23} + c_{21} c_{13}) W_2}{2(1 - c_{12} c_{21})} \]

\[ \times \left( W_3^2 - (r_3 - \frac{1}{2})^2 \right)_0 \]

\[ + \frac{c_{12}(c_{23})^2 + 2c_{13} c_{23} + c_{21} (c_{13})^2}{6(1 - c_{12} c_{21})} \]

\[ \times \left( W_3^3 - (r_3 - \frac{1}{2})^3 \right)_0. \]

(102)

Therefore,

\[ \lambda_3 = \langle O_{12}(r) \rangle_0 = \langle O_{12}(r) \rangle_0 \]

(108)

\[ Q_{12}(r) = (b_1 \cdot r) (b_2 \cdot r) + \frac{a_1 \cdot b_1 \times a_2}{2a_1} (b_1 \cdot r)^2 \]

\[ + \frac{a_2 \cdot b_2 \times a_3}{2a_2} (b_2 \cdot r)^2 \]

\[ = r_1 r_2 \left( c_{21} + c_{23} \frac{c_{31} + c_{32} c_{21}}{1 - c_{23} c_{12}} \right) (r_1)^2 \]

\[ - \frac{1}{2} \left( c_{12} + c_{13} \frac{c_{32} + c_{31} c_{12}}{1 - c_{31} c_{13}} \right) (r_2)^2. \]

(109)

The expression for \( \lambda_1 = \langle O_{23}(r) \rangle_0 \) and \( \lambda_2 = \langle O_{31}(r) \rangle_0 \) can be found by interchanging the superscript 1 \( \leftrightarrow 2 \).
3 \to 1. Finally, when the surface charge density \( \sigma_i \) and the hinge charge density \( \lambda_i \) all vanish, the corner charge \( Q_c \) [Fig. 6(d)] becomes well-defined. It is given by the bulk octupole moment:

\[
Q_c = -\langle O_{123}(r) \rangle_0 = -\langle O_{123}(r) \rangle_0, \tag{110}
\]

\[
O_{123}(r) = r_1 r_2 r_3 - \frac{1}{2} [c_{23}(r_3)^2 + c_{32}(r_2)^2] r_1
- \frac{1}{2} [c_{31}(r_1)^2 + c_{13}(r_2)^2] r_2 - \frac{1}{2} [c_{12}(r_2)^2 + c_{21}(r_1)^2] r_3
+ \frac{c_{23}(c_{31})^2 + 2c_{21}c_{31} + c_{32}(c_{21})^2}{6(1 - c_{23}c_{32})} (r_1)^3
+ \frac{c_{31}(c_{12})^2 + 2c_{32}c_{12} + c_{13}(c_{32})^2}{6(1 - c_{31}c_{13})} (r_2)^3
+ \frac{c_{12}(c_{23})^2 + 2c_{13}c_{23} + c_{21}(c_{13})^2}{6(1 - c_{12}c_{21})} (r_3)^3. \tag{111}
\]

We find that all of \( P_i(r) \), \( Q_{ij}(r) \), and \( O_{123}(r) \) possess the property of the coarse-graining invariance in Eq. (16).

One should be able to discuss the quantization of \( \langle Q_{ij}(r) \rangle_0 \) and \( \langle O_{123}(r) \rangle_0 \) in the presence of point-group symmetry and derive their formulas in terms of Wyckoff positions. We will leave the comprehensive analysis of these important problems as future work. Here we instead discuss a single example of the cubic system with the space group symmetry \( 432 \) (No. 207).

For this space group, there are 11 Wyckoff positions \( r^{(w)}_w (w = a,b,\ldots,k) \) in total (see Ref. 39 for the detail). Four of them are with a maximal site symmetry:

\[
r^{(1)}_a = (0,0,0), \tag{12}
\]
\[
r^{(1)}_b = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}), \tag{13}
\]
\[
r^{(1)}_c = (0, \frac{1}{2}, \frac{1}{2}), \quad r^{(2)}_c = (\frac{1}{2}, 0, \frac{1}{2}), \tag{14}
\]
\[
r^{(3)}_c = (\frac{1}{2}, \frac{1}{2}, 0). \tag{15}
\]

Other seven Wyckoff positions have some free parameters. For example,

\[
r^{(1)}_f = (\xi, \frac{1}{2}, \frac{1}{2}), \quad r^{(2)}_f = (-\xi, \frac{1}{2}, \frac{1}{2}), \tag{16}
\]
\[
r^{(3)}_f = (\frac{1}{2}, \xi, \frac{1}{2}), \quad r^{(4)}_f = (\frac{1}{2}, -\xi, \frac{1}{2}), \tag{17}
\]
\[
r^{(5)}_f = (\frac{1}{2}, \frac{1}{2}, \xi), \quad r^{(6)}_f = (\frac{1}{2}, \frac{1}{2}, -\xi). \tag{18}
\]

Note that \( r^{(f)}_f \) reduces to six copies of \( r^{(1)}_b \) by setting \( \xi \to 1/2 \), and to two sets of \( r^{(2)}_f \) by setting \( \xi \to 0 \). This implies that \( q_b \) is defined only modulo 6e.

In fact, by the same analysis as in Sec. III C we find

\[
\langle O_{123}(r) \rangle_0 = \frac{1}{8} q_a = \frac{1}{8} q_b \mod \frac{1}{4} e. \tag{17}
\]

The \( e/4 \)-ambiguity follows immediately from the 6e ambiguity of \( q_b \). The same conclusion can also be reached from the perspective of surface decoration. If the system is symmetrically decorated, as illustrated in Fig. 3(b), with two-dimensional \( C_4 \)-symmetric quadrupole insulators with a quantized corner charge \( ne/4 \), then the corner charge of the three-dimensional system \( Q_c \) is changed by \( 3ne/4 \). This implies that \( Q_c \) is well-defined only modulo \( e/4 \). We learn an important lesson from this example: the corner charge is affected by surface decoration more severely in three dimensions and even the fractional part can be altered.

\section{V. DISCUSSIONS}

In this work, we developed a framework of describing the hinge charge density and the corner charge in terms of the bulk quadrupole moment and octupole moment. We derived expressions in Eqs. 22, 109, and 111 for the particular type of corners and hinges formed by planes normal to \( b_i \) \((i = 1,\ldots,d)\). We also discussed the rotation symmetric cases for two-dimensional systems and proved that the fractional part of the corner charge can be predicted solely from the bulk point of view using the formula in Eq. 26. In three dimensions, we focused on a cubic system with \( P432 \) symmetry and revealed that the corner charge \( Q_c \) has \( e/4 \) ambiguity.

In our formalism electrons and ions are treated on the same footing. One immediate implication is that when the sign of \( e \) is flipped, so is the sign of \( Q_c \). Recently, Ref. 28 discussed a \( C_{6g} \)-symmetric insulator in which an
ion sits at the honeycomb site (the Wyckoff position \( w = b \)) and two electrons are at the triangular lattice site (the Wyckoff position \( w = a \)). For this example, \( q_b = +e \) and \( q_a = -2e \) and we immediately get \( Q_c = 2q_b/3 = 2e/3 \) mod \( e \) from Eq. (26). This is well-anticipated in our formalism because the electron in which electrons and ions are interchanged [see Fig. 3 (c)] is known to have \( Q_c = e/3 = -2e/3 \) mod \( e \).

In the presence of both spin-orbit coupling and the time-reversal symmetry, all electronic orbitals must form Kramers’ pairs. If the same is true for all ions in the system, the charge unit is effectively doubled and one can replace \( e \) with \( e' = 2e \) in all formulas derived in this work. As an example, let us discuss the \( C_4 \)-symmetric insulator discussed in Ref. 35 for which the rotation representations are silent for the corner charge. In this example, four electrons occupy the Wyckoff position \( w = b \) (\( q_b = -2e' = -4e \)) and the same number of ions sit at the Wyckoff position \( w = a \) (\( q_a = +2e' = +4e \)) so that Eq. (26) predicts \( Q_c = q_b/4 = e'/2 = e \) mod \( e' = 2e \). Thus, our formula goes beyond the formalism based on the rotation representations of the Bloch functions. More generally, a symmetry-indicator type approach utilizes only restricted information (i.e., representations of the little group) of the Bloch functions and does not have the full resolution on the topological nature of the band insulator.

Note that the Kramers’ doubling does not necessarily apply to all ions in the problem. That is, in principle, it is allowed to consider a time-reversal invariant cation with a charge \( +e \) and an integer spin. The simplest example would be the deuterium ion (deuteron) \( ^2\text{He}^+ \) whose total angular momentum is 1. If this type of ions is taken into account, the charge unit remains \( e \) and the odd-integer corner charge can be annihilated by adding such a cation.

In retrospect, Eq. (26) has a simple interpretation associated to the filling anomaly.33 If the bulk of a \( C_n \)-symmetric insulating phase is charge neutral and polarization free, Eq. (26) suggests that the corner charge \( Q_c \) is given by the \( U(1) \) charge \( q \) bound to the \( n \)-fold rotation axis:

\[
Q_c = \frac{1}{n} - q \mod e. \tag{118}
\]

On the other hand, the corner charge \( Q_c \) is also given by the total \( U(1) \) charge \( Q \) in the entire system under an \( C_n \)-symmetric open boundary condition.27,34

\[
Q_c = \frac{1}{n} Q \mod e. \tag{119}
\]

These two expressions are consistent since the local charge \( q \) and the total charge \( Q \) can differ only by an integer multiple of \( ne \) as indicated by Eq. (24). These formulas can also be used to describe the corner charge of \( C_n \)-symmetric insulating phases without translation symmetry for arbitrary \( n \in \mathbb{N} \). Examples include quasi-crystals, disordered systems, and lattices with disclinations.13,27,34

Note added: After the completion of this work, we had email exchanges with the author of Ref. 33. According to the author, Eq. (24) of his work, if \( n_i \)'s and \( \delta_i \)'s in it are properly chosen, corresponds to Eq. (22) of ours.
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**Appendix A: Band insulators**

Here we derive the expression of \( \rho_0(\mathbf{r}) \) for band insulators. Let us consider a tight-binding model

\[
\hat{H} = \sum_{\mathbf{R}R\sigma\sigma'} \hat{c}_{\mathbf{R}\sigma}^\dagger (\mathbf{R} - \mathbf{R}') \sigma \sigma' \hat{c}_{\mathbf{R}'\sigma'}. \tag{A1}
\]

Here, \( \mathbf{R} = \sum_{i=1}^d n_i \mathbf{a}_i \) specifies a unit cell and \( \hat{c}_{\mathbf{R}\sigma}^\dagger \) is the creation operator of an electron with the orbital label \( \sigma \) at the position \( \mathbf{r} = \mathbf{R} + \mathbf{x}_\sigma \). In this section, we assume the periodic boundary condition and denote by \( N \) the total number of unit cells in the system. After the Fourier transformation

\[
\hat{c}_{\mathbf{R}\sigma}^\dagger = \frac{1}{\sqrt{N}} \sum_{\mathbf{k}} \hat{c}_{\mathbf{k}\sigma}^\dagger e^{-i\mathbf{k} \cdot (\mathbf{R} + \mathbf{x}_\sigma)}, \tag{A2}
\]

\[
(h_{\mathbf{R}'-\mathbf{R}} \sigma \sigma') = \frac{1}{N} \sum_{\mathbf{k}} (h_{\mathbf{k}\sigma\sigma'} e^{-i\mathbf{k} \cdot (\mathbf{R}' + \mathbf{x}_{\sigma'} - \mathbf{R} - \mathbf{x}_\sigma)}, \tag{A3}
\]

the Hamiltonian becomes

\[
\hat{H} = \sum_{\mathbf{k} \sigma \sigma'} \hat{c}_{\mathbf{k}\sigma}^\dagger (\mathbf{h}_{\mathbf{k}})_{\sigma\sigma'} \hat{c}_{\mathbf{k}\sigma} = \sum_{\mathbf{k} \sigma \sigma'} \hat{c}_{\mathbf{k}\sigma}^\dagger \hat{c}_{\mathbf{k}\sigma} \sum_{\mathbf{k} \sigma \sigma'} (h_{\mathbf{k}})_{\sigma\sigma'} e^{-i\mathbf{k} \cdot (\mathbf{R}' + \mathbf{x}_{\sigma'} - \mathbf{R} - \mathbf{x}_\sigma)}, \tag{A4}
\]

where

\[
\hat{\gamma}_{nk}^\dagger \equiv \sum_{\sigma} \hat{c}_{\mathbf{k}\sigma}^\dagger u_{nk\sigma}, \tag{A5}
\]

is the creation operator of a Bloch electron in the \( n \)-th band and \( u_{nk\sigma} \) is an eigenvector of \( (h_{\mathbf{k}})_{\sigma\sigma'} \) normalized as

\[
\sum_{\sigma} u_{nk\sigma}^* u_{nk'\sigma} = \delta_{nk'}. \tag{A6}
\]

is the creation operator of a Bloch electron in the \( n \)-th band and \( u_{nk\sigma} \) is an eigenvector of \( (h_{\mathbf{k}})_{\sigma\sigma'} \) normalized as

\[
\sum_{\sigma} u_{nk\sigma}^* u_{nk'\sigma} = \delta_{nk'}. \tag{A6}
\]
The electronic contribution of the total charge density is given by

$$\rho_{\text{tot}}^{(\text{el})}(r) = -\frac{e}{N} \sum_{R_\sigma} \sum_{n \in \text{oocc}} \sum_k |u_{nk\sigma}|^2 \delta^d(r - R - x_\sigma)$$

This quantity is gauge-invariant; i.e., is independent of the choice of the phase of \(u_{nk}\).

Let us switch to the Wannier basis by a unitary transformation

$$\hat{w}^\dagger_{nR_0} = \frac{1}{\sqrt{N}} \sum_k \hat{\zeta}_{nk}^\dagger e^{-ik \cdot R_0}$$

$$= \frac{1}{\sqrt{N}} \sum_{R_\sigma} \sum_{n \in \text{oocc}} \sum_k |u_{nk\sigma}| \hat{\zeta}_{nk}^\dagger (R - R_0),$$

where

$$w_{n\sigma}(R) = \frac{1}{\sqrt{N}} \sum_k u_{nk\sigma} e^{i(k \cdot (R + x_\sigma))} \quad (A9)$$

is the Wannier orbital belonging to the unit cell \(R_0 = 0\). In this basis, the ground state \(|\Phi_0\rangle\) and the total charge density \(\rho_{\text{tot}}^{(\text{el})}(r)\) can be written as \(|\Phi_0\rangle = \prod_{n \in \text{oocc}} \prod_{R_0} \hat{w}^\dagger_{nR_0}|0\rangle\) and

$$\rho_{\text{tot}}^{(\text{el})}(r)$$

$$= -\frac{e}{N} \sum_{R_\sigma} \sum_{n \in \text{oocc}} \sum_k |w_{n\sigma}(R - R_0)|^2 \delta^d(r - R - x_\sigma)$$

$$= -\frac{e}{N} \sum_{R_\sigma} \sum_{n \in \text{oocc}} \sum_k |w_{n\sigma}(R)|^2 \delta^d(r - R_0 - R - x_\sigma).$$

Therefore, we identify

$$\rho_{\text{tot}}^{(\text{el})}(r) = -\frac{e}{N} \sum_{R_\sigma} \sum_{n \in \text{oocc}} |w_{n\sigma}(R)|^2 \delta^d(r - R - x_\sigma)$$

$$= -\frac{e}{N} \sum_{R_\sigma} \sum_{n \in \text{oocc}} \sum_{kk'} u_{nk\sigma}^* u_{nk'\sigma} e^{i(k' - k) \cdot r} \delta^d(r - R - x_\sigma).$$

(A10)

This quantity depends on the choice of the phase of the Bloch function \(u_{nk}\). The electric polarization is given by

$$\langle P_i(r)^{\text{(el)}} \rangle_{0} \equiv \int d^d r \rho_{\text{tot}}^{(\text{el})}(r) r_i$$

$$= -\frac{e}{N} \sum_{R_\sigma} \sum_{n \in \text{oocc}} |w_{n\sigma}(R)|^2 b_i \cdot (R + x_\sigma)$$

$$= -\frac{i e}{N} \sum_{kk' \sigma} u_{nk\sigma}^* (b_i \cdot \nabla_k) u_{nk\sigma}.$$ (A12)

The gauge transformation \(u_{nk\sigma} \rightarrow e^{2\pi i \theta_{nk}^\sigma} u_{nk\sigma}\) changes \(\langle P_i(r)^{\text{(el)}} \rangle_{0} / e\) by an integer amount \(\theta_{nk+2\pi b_i - \theta_{nk}}\).

By analogy, it is tempting to express \(\langle Q_{ij}(r)^{\text{(el)}} \rangle_{0}^{\text{(el)}}\) using the proper combination of

$$\int d^d r \int d^d r' \rho_{0}^{(\text{el})}(r) r_i r_j$$

$$= -\frac{e}{N} \sum_{R_\sigma} \sum_{n \in \text{oocc}} |w_{n\sigma}(R)|^2 b_i \cdot (R + x_\sigma) b_j \cdot (R + x_\sigma)$$

$$= \frac{e}{N} \sum_{kk' \sigma} u_{nk\sigma}^* (b_i \cdot \nabla_k) (b_j \cdot \nabla_k') u_{nk\sigma}.$$ (A13)

However, computing \(\langle Q_{ij}(r)^{\text{(el)}} \rangle_{0}^{\text{(el)}}\) from this type of expression is dangerous, because it is difficult to properly implement the assumed rotation symmetry in the corresponding \(\rho_{0}^{(\text{el})}(r)\) in Eq. (A11). In practice, it is much easier and safer to use Eq. (26) instead.
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