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Abstract: An Indian electricity system with very high shares of solar photovoltaics seems to be a plausible future given the ever-falling solar photovoltaic (PV) costs, recent Indian auction prices, and governmental support schemes. However, the variability of solar PV electricity, i.e., the seasonal, daily, and other weather-induced variations, could create an economic barrier. In this paper, we analyzed a strategy to overcome this barrier with demand-side management (DSM) by lending flexibility to the rapidly increasing electricity demand for air conditioning through either precooling or chilled water storage. With an open-source power sector model, we estimated the endogenous investments into and the hourly dispatching of these demand-side options for a broad range of potential PV shares in the Indian power system in 2040. We found that both options reduce the challenges of variability by shifting electricity demand from the evening peak to midday, thereby reducing the temporal mismatch of demand and solar PV supply profiles. This increases the economic value of solar PV, especially at shares above 40%, the level at which the economic value roughly doubles through demand flexibility. Consequently, DSM increases the competitive and cost-optimal solar PV generation share from 33–45% (without DSM) to ~45–60% (with DSM). These insights are transferable to most countries with high solar irradiation in warm climate zones, which amounts to a major share of future electricity demand. This suggests that technologies, which give flexibility to air conditioning demand, can be an important contribution toward enabling a solar-centered global electricity supply.
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1. Introduction

Several drivers make the transition of the Indian electricity system toward high shares of solar photovoltaics (solar PV) a plausible future: (i) The falling solar PV capacity costs as reflected in recent Indian renewable electricity auction prices (37 USD per MWh [1]), (ii) government ambitions to ramp up renewable energy generation capacity to 500 GW by 2030 from 175 GW planned by 2022 [2], and (iii) the potential future role indicated by scenario results from global and national energy-economic models [3–6]. Using scenario data from six global models and limiting global warming to 2 °C, McCollum et al. [6] showed that the share of global low-carbon supply-side investments in the total supply-side investments has to reach 80% by 2050. For India, the share of solar generation in the final electricity demand has to reach levels of up to 66% in order to limit global warming to 2 °C by 2050.
However, a potential barrier to the transition to such a sustainable future are challenges related to the variability of solar PV generation [7], i.e., the seasonal, daily, and weather-induced variation of solar PV output. These physical and technical properties translate into mostly adverse economic impacts. Analytical, empirical, and modeling evidence shows that as the share of solar PV electricity in the total electricity demand increases, its economic value to the system decreases due to variability and, mostly, the temporal mismatch of solar PV supply and demand, especially in a system with only limited flexibility options [8–10]. In functioning power markets, the decrease in economic value translates to a decrease of the average price paid for electricity produced by a PV plant—also called PV market value or value of solar (VOS).

This decline has serious implications for the achievement of high solar shares, as it affects the profitability of solar investments, as well as total electricity system costs. The phenomenon of solar devaluation at higher shares has been well studied for developed power systems such as California [11], Germany [12], Italy [13], and Florida [14]. India-specific studies on the challenges and opportunities of high variable renewable energy (VRE) penetration levels are available in the grey literature [15–17], but there is still demand for more scientific publications on this topic.

A number of innovative strategies have been explored for integrating variable generation from solar PV, including shifting of electricity demand in time [18], deploying batteries [19,20], building integrated photovoltaics (BIPV) [21] and their coupling with micro-wind turbines [22], electrification of programmable consumption of private transport and space heating [23], solar PV output-shaping to align with wholesale electricity price profiles [24], and conversion of electrical power to heat using heat pumps and thermal storage [25,26].

For India, a promising DSM measure to mitigate the decline in the market value of solar PV generation is to make AC demand flexible with cool thermal energy storage (CTES) [27,28]. Electricity demand for space cooling with air conditioners (AC demand) is expected to increase significantly in the future, particularly in high-temperature countries like India due to increasing household income, urbanization and global warming [29–31], which will pose significant power challenges such as an increased need for expensive peaking power plants [32–35]. Thus, AC demand flexibility will meet both the need to integrate solar PV generation and reduce investments in peaking plants.

There are various CTES technologies with various performance characteristics and costs that can shift AC demand, including mechanical precooling the building thermal mass [36–39], chilled water or ice storage technologies [40–43], and phase change material such as hydrated salts [44]. Traditionally, AC demand flexibility measures have been exploited to shift AC demand to off-peak periods when electricity rates are low. Through these measures, peak demand is reduced by either advancing cooling energy a few hours during the day or shifting cooling energy to nighttime to chill water, make ice, or ventilate the building, benefiting from lower outside temperatures.

The use of AC demand with CTES to improve the mismatch between variable generation and electricity demand in addition to reducing peak demand has gained some attention [45–47] due to growth of variable generation. Van Asselt et al. [45] proposed a strategy to maximize a single building’s utilization of renewable electricity using a single storage tank holding stratified water. In the proposed strategy, renewable power (solar and wind) was utilized by the system chillers at all times unless renewable power dropped below the chiller minimum part-load ratio. Deetjen et al. [46] used CTES as part of a residential central utility plant that also included batteries, a microturbine, and a chiller to address grid operational difficulties due to solar PV generation. The dispatch and investment of the CUP was optimized using different exogenous electricity rate structures. They found that when solar PV did not exceed demand, CTES improved chiller operation and reduced net peak demand by charging during the night and early morning and discharging during net peak demand. However, when solar generation exceeded demand, CTES charged during the early afternoon and discharged during the net peak demand, thus reducing curtailment and net peak demand. Goldenberg at al. [47] analyzed the impact of several demand response measures—including AC-based demand flexibility via ice storage—on the wholesale electricity market in Texas, ERCOT, in 2050. Ice storage systems were
modeled to store cooling energy in ice during the hours with the lowest net load (total load minus generation from solar and wind) and discharge during the hours with the highest net load. They found that electric vehicles provided a large share of the demand response at low costs, and ice storage AC demand response provided the second largest share, but at substantially higher costs. However, their analysis was limited to one scenario with a relatively low PV and medium wind share of 18% and 42%, respectively, and did not detail the changes in revenues for PV plants specifically.

In this study, we used the open-source power sector model DIETER [48] to explore the potential of two AC-related demand side management options to facilitate the integration of solar PV in the Indian electricity system in 2040. We investigated the impact of precooling and chilled water storage on the economic value of solar PV and the resulting cost-optimal share of PV in the generation mix. We acknowledge the large uncertainties surrounding many input parameters due to technology and demand evolution, given that our analysis was concerned with a situation 20 years in the future. Accordingly, the focus of our analysis was not on determining exact values, but rather on estimating the type and rough magnitude of effects that either a short-period demand response option (precooling) or a longer-period demand response option (chilled water storage) can have on a future Indian power system and the challenge of PV integration.

2. Methodology

The flowchart (Figure 1) shows our methodology, i.e., the four main steps we took to estimate the impact of DSM on solar PV market values. These four steps are described in the four subsections of this methodology section. We first defined three scenarios that allowed us to compare the two DSM measures (precooling and CWS) with a reference case (noDSM) (Section 2.1). Second, we described the relevant data, parameter, and crucial assumptions, which were input to the numerical model (Section 2.2). Inputs include hourly AC and overall electricity demand, hourly demand, solar, wind and hydro generation profiles, fuel and CO\textsubscript{2} prices, and cost and performance characteristics of generation and DSM technologies. Then, we introduced the methodological core of our analysis: The open-source power sector investment and dispatch model DIETER (Section 2.3), with which we explored three scenarios of managing AC electricity demand. The main outputs of the DIETER model include the investments into and dispatching patterns of all power generation and DSM technologies, as well as overall electricity prices (Section 2.3). For the three scenarios and for a broad range of exogenous solar PV shares, DIETER endogenously adjusts capacity and operation of the power system, including generation and, particularly, DSM technologies. Finally, we conducted postprocessing and analyses based on the model outputs across scenarios (Section 2.4). Most importantly, using endogenous electricity prices from DIETER, we calculated the market value of solar PV generation, the expected levelized cost of electricity from solar PV plants, and an estimate of the cost-efficient shares of solar PV investments with and without DSM.

Figure 1. Modeling and analysis flow diagram.
2.1. Scenario Design

We explored three scenarios of managing AC electricity demand in a highly air-conditioned Indian electricity system in 2040. In all three scenarios, air conditioning made up 23% of the total electricity demand, in accordance with Levesque et al. (2017), and the peak AC demand was 350 GW (see Appendix A for information about the electricity demand calculations).

In the first scenario, noDSM, we assumed inflexible AC demand that did not react to electricity prices. This method of AC operation is the current default [49] and serves as a reference scenario to evaluate the value of flexibility of DSM. In this scenario, the temporal profile of AC demand closely corresponds to outdoor temperatures with some delay due to building thermal insulation and thermal mass.

In the second scenario, Precooling, AC demand was capable of responding to electricity prices with the help of a programmable thermostat. This is a rather short-period demand response option. The building's thermal mass functions as a storage medium to store cooling energy during low-price hours and release it when prices increase. Whereas shifting AC demand by precooling is a very simple measure that is easy to implement, the impact is limited as humans’ thermal comfort zone limits both the maximum cooling energy that can be stored, as well as the charge/discharge period. When cooling energy is stored in the building, room temperatures are below the point deemed comfortable by inhabitants. The optimal temperature range is one of the many user experience considerations of a number of field trials testing the deployment of precooling to reduce peak demand [50]. In this scenario, the only additional cost was the investment to replace conventional thermostats with programmable thermostats.

In the third scenario, the CWS scenario, AC demand could also react to electricity prices, but in this case, the shifting was enabled through the operation of cool thermal energy systems, namely chilled water storage (CWS) tanks. The installation of CWS tanks comes with higher cost than just the programmable thermostat in Precooling, but provides greater flexibility as more cooling energy can be stored, and the charge/discharge period can be longer.

DSM provision in Precooling and CWS varies with respect to investment cost, maximum DSM duration, and round-trip efficiency (Table 1). Precooling represents a very low-cost DSM measure that only requires equipping all buildings with a programmable thermostat [36], but it has its limitations. As previously mentioned, the thermal comfort of building occupants is affected by the necessity to overcool the space. Moreover, storing cold air in the building’s thermal mass is neither very efficient, nor does it allow for the temporal decoupling of the charging (cooling) period from the discharge (return to desired temperatures) period, since doing so would increase the time in which the occupants have to endure cooler-than-desired room temperatures. CWS mitigates the above limitations, as the water storage tank removes the inconvenience of overcooling and decouples charging from discharging for extended periods. However, chilled water storage tanks have higher investment costs and require space [45], which would be a constraint for some Indian buildings.

| DSM Parameter                      | noDSM (Reference Scenario: No Flexibility for Shifting Exogenous AC Demand) | Precooling (Only DSM Option 1) | CWS (Only DSM Option 2) | Unit |
|------------------------------------|-----------------------------------------------------------------------------|-------------------------------|------------------------|------|
| Overnight investment costs         | /                                                                           | 30                            | 100                    | USD/kW |
| Round-trip Efficiency              | /                                                                           | 70                            | 90                     | %    |
| Maximum DSM duration               | /                                                                           | 4                             | 8                      | Hours |

Table 1. Main assumptions of our demand-side management (DSM) scenarios.
2.2. Data and Parameters

Here, we discuss the data, parameters, and assumptions that are the main inputs to the economic modeling with the DIETER model, which is described in the next section. As a basis for the DIETER model, we projected the annual electricity demand and the future AC share for India in 2040 (Table 2). Based on projections by Levesque et al. (2019) [51], for the noDSM scenario, we assumed an AC electricity demand of 807 TWh and a total electricity demand of 3537 TWh for India in 2040. To compare, total electricity demand in 2010 was ~770 GWh [52]. The share of AC demand in total electricity demand is projected to increase from around 8% in 2010 to around 22% in 2040.

Table 2. Electricity demand (baseline and 2040).

| Parameter                              | Year 2010 | Year 2040 | Unit |
|----------------------------------------|-----------|-----------|------|
| Total load                             | 769       | 3535      | TWh  |
| Total AC demand                        | 57        | 807       | TWh  |
| Load factor (%)                        | 84        | 67        | %    |
| Peak load (GW)                         | 105       | 606       | GW   |
| Average load (GW)                      | 88        | 403       | GW   |
| Minimum load (GW)                      | 66        | 259       | GW   |
| Maximum peak-coincident AC demand (GW) | 25        | 350       | GW   |
| Time of total peak load                | 8:00 PM   | 5:00 PM   |      |
| Month of peak load                     | October   | May       |      |

To derive the hourly profile of total electricity demand in a highly air-conditioned India in 2040, we used a partial disaggregation approach similar to Boßmann et al. [53], focusing on the effect of the increase in AC’s share of demand on the hourly profile without assuming changes in other demand categories. Thus, the projected electricity demand curve captured the increase in AC demand, which peaked early in the evening. To ground our projections to empirical observations, we first estimated the hourly AC demand profile in 2010 using an extended degree-day method. Next, we disaggregated the 2010 total electricity demand profile into AC and non-AC demand, scaled each using their distinct growth rates to match the 2040 total electricity demand and the split given by Levesque et al. (2019), and summed the new rescaled profiles to arrive at the final 2040 hourly total electricity demand profile. The details of this procedure can be found in the appendix.

Hourly solar PV generation profile in MWh per MW of installed capacity for eight Indian state capitals that have the highest utility scale solar PV potential as estimated by U.S. National Renewable Energy Laboratory (NREL) [54] was simulated using NREL’s System Analysis Model (SAM 2017.1.17) [55] and averaged to represent hourly solar PV yield for India. Assumptions for the technical specification of PV plants considered in this study are the same as those described by the authors of [54]. Hourly solar PV yield for India was computed as a weighted average of hourly solar PV yield based on the potential of solar PV deployment in each of the eight states as estimated by the authors of [54] under the scenario of installing 60 GW of PV in India by 2022.

The hourly wind generation profile in MWh per MW of installed capacity was simulated using Renewables.ninja (https://www.renewables.ninja/), an online simulator of hourly wind power plant output. Table A1 in the appendix documents the locations of assumed wind farms for the calculation of hourly wind power yield in MWh per MW taken from https://www.thewindpower.net/. We simulated wind power output for a Suzlon S97 2100 wind turbine at a hub height of 100 m using the MERRA-2 (global) dataset for 2010. Based on our modeling, we estimated annual solar and wind capacity factors to be 20% and 31%, respectively.

For all scenarios, we assumed a CO$_2$ price of 50 USD/tCO$_2$ to represent a setting in which India implements a climate policy of medium stringency. We contend that this value falls within a plausible range for 2040, as Indian policymakers have formulated their intent of limiting climate change in
accordance with the Paris Agreement, but have also expressed that economic growth is a priority given its status as developing country.

Whereas the model can endogenously build hard coal, combined cycle gas, and combustion turbines, as well as nuclear power plants to meet the electricity demand in all scenarios, we assume a number of bounds on maximum/minimum capacities to represent limitations on resource potential, existing capacities or scale-up speeds:

- 20 GW of pumped hydro storage with 4 h of storage capacity and 40 GW of hydro capacity with a constant capacity factor of 35%. This amount of total hydro capacity (60 GW) is consistent with estimates of installed capacity of hydro by IEA WEO 2018 New Policies Scenario (NPS) for the next five years in India. Our assumption that hydro capacity will not grow in the next decades is consistent with the finding by Lawrenz et al. [3] that hydro capacity will stay almost constant between 2015 and 2050. Pumped hydro storage is dispatched endogenously, while the rest of the hydro capacity is available for dispatch at a constant capacity factor of 35% at all hours of the year, consistent with annual average hydro capacity factor reported by the authors of [56].
- A wind capacity of 209 GW, equivalent to 11% of wind electricity in final electricity demand, consistent with the IEA WEO 2018 New Policies Scenario (NPS)
- A minimum of 147 GW of standing hard coal capacity in 2040 to reflect the current heavy reliance of India on coal on one hand and the potential coal-phase out on the other.
- A maximum capacity limit of 47 GW for nuclear. This value is the maximum value for India in the 2018 IEA WEO scenarios, and seems very ambitious given the historically long build times of nuclear power plants in India, as well as the fact that the government target for 2031 is only 22 GW [57].
- Our assumptions about the 2040 technology parameters, fuel, and CO₂ prices were derived by assessing and combining information in [15,58–64] and are described in Tables A2 and A3 in the Appendix B.

2.3. Power Sector Model (DIETER)

With the open-source power sector investment and dispatch model DIETER [65], we explored the three scenarios of managing AC electricity demand. The main outputs of the DIETER model include investments into and dispatch of generation and DSM technologies, as well as electricity prices. The scenarios were calculated based on the above assumptions and a broad range of exogenously defined solar PV shares in electricity generation.

DIETER is a partial equilibrium model of the wholesale electricity market, focusing on both the supply and the demand side. DIETER minimizes total system costs over 8760 h of a full year, ensuring that power generation equals demand at all times. In its basic formulation, system costs comprise annualized investment costs, fixed operation and maintenance costs, and variable costs of dispatchable power generators (e.g., fuel and CO₂ costs), variable renewables, and demand-side management (DSM) technologies. We used the marginal of the demand balance equation, which represents the shadow price of hourly demand as a proxy for wholesale electricity prices. The resulting prices can be interpreted as the prices of an energy-only market with scarcity pricing in which all capacity investments can be recovered through revenues from electricity sales.

To implement the DSM technologies above defined in the model, we built upon a wholesale DSM model formulation suggested by the authors of [66], called here AC-DSM, which allowed different DSM technologies (Is) to participate in the wholesale electricity market. The main AC-DSM inputs (Table A4) include DSM investment and operation costs, DSM technical lifetime and efficiency, maximum DSM duration, maximum DSM installed capacity, recovery period between two DSM cycles, and an hourly AC demand profile. The most important outputs are the optimal DSM installed capacity and hourly wholesale load addition and reduction. In the following, the main equations used in the formulation of AC-DSM are explained.
As neither DSM measure is currently widely used in India, exact cost numbers were not available. Inferring from other regions, we assumed that, in the Precooling scenario, a programmable thermostat would cost about 30 USD per unit and that, by installing one, households could save 1 kW of electricity. We assumed that a programmable thermostat was capable of shifting the full electrical power consumption of a single-room AC unit. One kilowatt was our estimate for electrical power consumption of a typical room AC unit in India in 2040. This is consistent with the assumption of Phadke et al. [35], assuming 1.5 kW of electrical power consumption for a room AC unit in India in 2030. At present, in April 2020, one can purchase a programmable thermostat manufactured by Honeywell for $30 USD. In the CWS scenario, we assumed that a chilled water storage system with an 8-h tank would cost 100 USD per kW of AC electricity demand. This assumption for 2040 is consistent with the lowest range of current CTES power costs (100–1100 USD per kW) reported by Van Asselt et al. (2017) [45].

AC demand can be increased or decreased at any time during the day. However, each unit of electricity increased is decreased no later than the maximum shift duration accounting for efficiency. Maximum shift durations were assumed to be 4 h and 8 h in the Precooling and CWS scenarios, respectively. The amount of cooling energy that can be stored during low-price hours depends on how soon the stored energy is discharged. In the Precooling scenario, stored energy was discharged within 4 h. This means that, a fully cooled room at 10 a.m. would return to ambient temperatures by 2 p.m. Using chilled water tanks allowed us to increase this period to 8 h in the CWS scenario. This allowed for more flexibility in demand shifting.

AC-DSM always shifts AC demand to an earlier time. In other words, the model first increases AC demand when prices are low to either precool the building thermal mass or lower the temperature of water in the chilled water tank. The model then reduces system load in the subsequent hours to account for loads increased in previous hours, after correcting for process inefficiencies ($\epsilon_{\text{ls}}$) (1).

The total wholesale load reduction in an hour cannot be larger than the DSM installed capacity ($N_{\text{ls}}$) multiplied by the hourly AC profile ($\phi_{\text{AC}}$) (2). Including a temporal profile for the DSM installed capacity replicates the fact that not all AC units participating in the DSM program are turned on at every hour due to occupancy or temperature constraints.

In addition, total wholesale load addition in an hour cannot be larger than the difference between the maximum DSM capacity and the total wholesale reduction (3).

We made two assumption in the above equation. First, we assumed the DSM installed capacity to be 80% of the maximum DSM installed capacity. In other words, we assumed that not all ACs participating in the DSM program were operating at maximum capacity, and that their consumption could be increased to the maximum capacity when DSM is economically viable. Second, we assumed that all ACs participating in the DSM program were available to be turned on whenever called upon. This is no problem if buildings are not occupied. However, if buildings are occupied, it might hamper thermal comfort.

Finally, we limited the DSM installed capacity ($N_{\text{ls}}$) to a fixed exogenous capacity limit ($m_{\text{ls}}$), which was the overall peak AC demand seen in the power system (4). We assumed that the electricity
consumption of all of the air conditioners turned on in the peak hour was available to be shifted to an earlier time.

\[ N_{ls} = m_{ls} \tag{4} \]

In our scenarios, we assumed that all of the projected AC demand was available to be shifted, allowing us to estimate an upper limit to the potential effect of AC-based demand response. In reality, the share of participating ACs will likely be lower, as not all occupants will be willing to precool their apartment, and some buildings may not have enough space to install a chilled water tank.

2.4. Postprocessing

We estimated VOS by dividing the total wholesale revenues of solar plants by the total gross solar generation (“gross” meaning “generation before curtailment”) (5). Wholesale solar revenues were estimated by summing the product of wholesale electricity prices and solar feed-in over all the hours of the year. Here, we assumed all solar plants to be utility-scale and that these plants sell their generated electricity at the wholesale electricity price. The approach captures both the energy value and the capacity value since the wholesale price model includes scarcity pricing.

\[
\text{value of solar} = \frac{\sum_{h=1}^{8760} P_h G_{PV}}{\left(\sum_{h=1}^{8760} G_{PV} + \sum_{h=1}^{8760} C_{U_{PV}}\right)} \tag{5}
\]

where \( P_h \) is the hourly electricity price, \( G_{PV} \) the solar PV generation sold to the market, and \( C_{U_{PV}} \) the potential solar PV generation that was curtailed.

As a post-processing step, we estimated cost-efficient solar PV shares by comparing the VOS with the expected levelized cost of Electricity (LCOE) of solar PV. The upper value of the LCOE range represents the result of a 2019 solar PV auction in India (37 USD/kWh), the lower value assumes that technology costs are cut in half, resulting in an LCOE of 18 USD/kWh. To help guide the reader’s eye, we added a red line to show the middle value, 27 USD/kWh. We assume that the solar PV LCOE does not change with varying solar PV shares across the scenario runs.

3. Results and Interpretations

3.1. Cost-Efficient Solar PV Shares without DSM

In the noDSM scenario (Figure 2), we estimated that the VOS would decline from ~90 USD/MWh to less than 10 USD/MWh as the solar PV share increased from 1% to 60%. We estimated cost-efficient solar PV shares to be in the range of ~33–45% for the considered range of assumed 2040 LCOEs for solar PV, ~17–37 USD/MWh. At a solar PV LCOE of ~37 USD/MWh, which was achieved in a 2019 auction [1], and a future AC-heavy demand profile, the cost-efficient share of solar PV would be ~33%. Assuming that the 2040 LCOE of PV would decrease to half the current value due to continued technological learning would increase the cost-efficient share to ~45%. In a functioning market, solar PV plants would thus earn enough revenue to recover their investment costs at PV shares of up to 30–45%.

The reason for this sharp decline is known as the duck curve [14] (Figure 3). The midday residual load significantly dropped with increasing shares of solar PV due to the self-correlation of solar generation (noDSM scenario). At 20% share, residual load showed a pronounced evening peak, which could not be shaved by additional solar PV plants (without shifting demand or supply via DSM or electrical storage). Above a 20% solar PV share, PV generation began to exceed electricity demand (on some days of the year; the annual average only exhibits this effect beyond 30%). The average curtailment rates reached ~5% at 30% solar PV share, and ~17% at 40% solar PV share. Note that marginal curtailment rates were even higher.
During the midday dip of residual load, electricity prices declined and resulted in a decline of VOS. Figure 4 shows the price duration for the hours of the year in which solar PV plants were generating, i.e., revenues for solar PV operators. At a 20% share, additional solar generation reduced electricity prices by crowding out more expensive generation capacities (merit order effect) and consequently shifting the electricity price duration curve to the left. Beyond a 20% solar PV share, additional solar generation sometimes exceeded demand and, thus, solar plants became the marginal generator in some hours of the year. Zero-price hours increasingly occurred and average solar PV revenues declined significantly. At a 40% solar PV share in the noDSM scenario, ~50% of the solar-PV generating hours faced zero prices.
Figure 4. Duration curve of electricity prices for hours with solar PV generation (for different solar PV shares for the noDSM scenario).

3.2. Deployment of DSM

In this section, we show modeling results for both of the DSM options. Figure 5 shows how the cost-efficient deployment of each DSM option increased with the share of solar PV. In the Precooling scenario, all buildings used the DSM option at just 10% solar PV shares, while, in the CWS scenario, this only occurred beginning at a 40% solar share. CWS is more expensive and only cost-efficient at higher solar PV shares.

Figure 5. Investments in DSM capacity, which determines the converter capacity that is available to shift AC power demand in time. DSM capacity shows AC demand that is available to participate in the wholesale electricity market in the form of CTES power capacity.

This can further be better expressed in relative terms to solar PV capacity. DSM specific capacity started at ~14 kW and ~8 kW of DSM per kW of solar at 1% PV share in the Precooling and CWS scenarios, respectively. It quickly dropped to less than 1 kW DSM per kW solar at a 20% PV share and finally reached 0.33 kW DSM per kW solar at a 60% share of PV in both scenarios.

The share of shifted electricity in the total electricity demand in the CWS scenario increased with increasing solar share and reached ~10% at a 60% solar share, while, in the Precooling scenario, the highest mark of ~6% was achieved at 50%. The lower shifting potential of the Precooling scenario was due to shorter DSM cycle compared to the CWS scenario.
3.3. Cost-Efficient Solar PV Shares with DSM

Figure 6 shows the VOS for the Precooling and CWS scenarios (left) compared to the reference noDSM scenario (right). Both options increased the market value of solar PV, particularly when solar PV achieved at least a 20% share in the electricity mix. The cheaper and less flexible option of precooling was less helpful than the more expensive but more flexible CWS option. In both cases, the market value could be roughly doubled at a 40% solar share compared to the noDSM scenario. Further improvements could only be achieved with greater CWS deployment. In absolute terms, precooling increased VOS by 18 USD/MWh at a 40% solar share compared to the noDSM scenario. By allowing AC demand to be shifted across a wider time window, CWS increased VOS by 26 USD/MWh at a 40% solar share. With CTES shifting AC demand up to 4 h in the Precooling scenario, cost-efficient solar shares increased by ~10% compared to the cost-efficient solar shares in the noDSM scenario, reaching about 42–52%. Another 5% improvement was achieved by increasing the maximum time-shift to 8 h (CWS), increasing cost-efficient solar shares up to ~45–60%.

![Figure 6](image.png)

Figure 6. VOS at different solar PV shares in the scenarios with (Precooling and CWS) and without DSM (noDSM) (left) and relative increase of VOS compared to the noDSM scenario (right).

To understand the load-shifting mechanisms behind the VOS improvements, Figure 7A–C show the hourly residual demand during an average day for all three scenarios. Figure 7A shows the duck curve for the noDSM scenario (same as Figure 3). Curtailment decreased for a couple of hours early in the afternoon. Precooling (Figure 7B) slightly shaved the evening peak and flatten the midday dip, while the more flexible CWS was capable of completely eliminating the evening peak and significantly reduce the midday dip (Figure 7C). Figure 7D,E show how the DSM options shifted load from the evening peak to midday. At a 20% solar PV share, only CWS had the sufficient temporal freedom to flatten the residual load curve. At a 40% solar PV share, there was enough solar generation during early evenings such that precooling could also shave the residual load evening peak to some degree.
Figure 7. Annual average daily residual demand for different solar PV shares. Residual demand was calculated by subtracting gross solar PV generation from total electricity demand (electricity demand plus net load change due to DSM). (A–C) show the hourly residual demand during an average day for all three scenarios with increasing solar PV share. (D,E) compares the DSM options for two solar PV generation shares 20% (left) and 40% (right).

Figure 8 shows the electricity price duration curve corresponding to Figure 7D,E. At a 20% solar PV share, solar revenues were slightly increased mostly during a small fraction of hours on the right end of the duration curve. At a 40% solar PV share, solar revenues were significantly increased during what would be zero-price hours in the noDSM scenario by reducing solar PV curtailment. Precooling almost entirely resolved the negative portions of residual load (Figure 7D,E) such that the additional benefit of a more flexible DSM option (CWS) were only realized at solar PV shares higher than 40%.
4. Discussion and Conclusions

Managing electricity demand from air conditioners with precooling or chilled water storage reduces the impacts of solar PV variability (fluctuations due to weather and day/night cycles) and benefits the further adoption of solar PV generation. Both flexibility options can shift demand on diurnal time scales such that the challenges arising from the inflexibility of solar PV generation are strongly reduced. By shifting demand from evening to midday, both DSM options reduce the number of hours where PV generation sees very low or even zero market prices, and, accordingly, increases the revenues of PV plants.

For India, we found that, especially at solar PV shares above 40%, the economic value of solar PV in our modeling roughly doubled with demand flexibility, which increased the competitive and cost-optimal solar PV generation share at the assumed range of PV LCOE from 33–45% (without DSM) to ~45–60% (with DSM). Whereas the precooling of a building through simple programmable thermostats can already increase cost-optimal PV shares by ~7%, the longer storage period of chilled water tanks make this DSM option even more valuable for integrating PV, increasing the cost-optimal PV share by an additional 7%.

The economic value and, thus, the optimal shares depend on the assumed carbon price (here, 50 USD/t CO$_2$). Increasing the carbon price would increase costs of carbon-intensive generators and would thus increase the cost-competitiveness of solar PV. Even without flexibility measures, carbon pricing can somewhat counteract the adverse economic impacts of variability by ruling out other options and without actually decreasing integration costs. However, at high PV shares, when curtailment is high and the capacity credit of solar PV is near zero, it would require very high CO$_2$ prices to incentivize an additional PV plant if no flexibility measures exist. In a system with both growing flexibility measures and carbon pricing, the economic value of solar PV can be stabilized and high shares of solar PV are likely cost-efficient.

Other competing flexibility options, such as electricity storage (especially batteries) or flexibility from newly electrified load (for electric vehicles, industrial or buildings’ heat), can reduce the benefits of AC-related DSM. The main advantage of precooling and chilled water storage is that these are rather low-tech flexibility options with comparatively low costs. The main disadvantage of AC-related DSM might be that it is a very distributed and decentral source of flexibility and it requires a mature
electricity market with time-of-use or ideally real-time pricing for residential and commercial buildings to unlock the flexibility potential. Digitalization and new actors such as electricity aggregators and demand-side bidding mechanisms are likely to facilitate this transition.

In this paper, we focused on analyzing DSM without considering the interaction with batteries. Batteries can be installed independently of AC demand and are thus more flexible. Including this additional option (based on today’s costs) would likely lead to batteries being deployed when AC-related DSM reaches its potential deployment limits.

Our insights are transferable to most regions with high solar irradiation in warm climate zones such as Africa, Asia, Latin America, and the Middle East, which make up about 70% of the world’s population, while only a small share of the population currently own an AC (India: 4% of households). Both population and the adoption of ACs are projected to increase strongly, which benefits the demand-supply matching of solar PV and creates significant potential for AC-related demand flexibility by adding thermal storage. The synergies of AC and solar PV uptake have implications for policymakers, energy planners, regulators, and system operators. Considering this potentially massive and distributed source of flexibility can pave the way for a solar-heavy power supply for a major share of future electricity demand.
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Appendix A. Estimation of Hourly AC Demand

For the first step of the procedure to derive hourly total electricity demand, the estimation of hourly AC demand, we use an extended degree-day method similar to the one used by Gils (2014) [67] as comprehensive data on hourly AC demand in India does not exist. We start by estimating each day’s share of the annual AC demand using that day’s share of population-weighted cooling degree-days (CDDs) with a base temperature of 21 °C. Gridded daily ambient temperature and population data for India in 2010 is taken from the Inter-Sectoral Impact Model Intercomparison Project (ISIMIP) [68,69]. The daily AC demand modelling does not factor in the impact of humidity and the future growth of CDDs due to global warming. In addition, daily AC demand as estimated solely by CDDs might be overestimated for spring days, as AC demand is mainly concentrated in the summer [70]. Next, the daily AC demand is downscaled to hourly demand with the help of one representative daily AC demand shape. Evidence of aggregate daily AC demand profiles from India are not well documented in the literature. Faced with this lack of data, we resort to ERCOT’s average weekday residential Central Air Conditioning (CAC) demand profile in peak season (May–September) from EPRI’s Load Shape Library 5.0 [http://loadshape.epri.com/enduse], which peaks at 6 p.m., to represent the shape of daily AC demand curve in India in 2040. This choice is in line with the basic logic that as household incomes increase, AC usage becomes less cost-constrained: once an AC unit is installed, it is set to relatively constant temperatures because electricity costs make up a lower share of total income. Accordingly, as household income rises, AC power consumption grows increasingly related to temperature levels, mediated by building shell permeability and thermal mass, resulting in AC power demand peaking early in the evening, a few hours after peak temperatures (see Figure 2 in Stocker et al., 1980 [71]).
Appendix B. Power Sector Modeling

Table A1. Locations of assumed wind farms for the calculation of hourly wind power yield.

| State             | Wind Farm Site         | Latitude | Longitude |
|-------------------|------------------------|----------|-----------|
| Tamil Nadu        | Mupandal wind farm     | 8.25000  | 77.59000  |
| Gujarat           | Lamda Danida           | 21.91900 | 69.26300  |
| Rajasthan         | Jaisalmer Wind park    | 26.92000 | 70.90000  |
| Andhra Pradesh    | Beluguppa wind park    | 14.71528 | 77.13528  |
| Maharashtra       | Dhalgaon wind park     | 17.11722 | 74.98667  |
| Karnataka         | Acciona Tuppadahalli   | 13.91028 | 76.03056  |
| Madhya Pradesh    | Mamatkheeda            | 23.33306 | 75.03583  |

Table A2. Technical and cost assumptions on conventional generators, developed based on information in [15,58–64].

| Parameter                          | Nuclear | Hard Coal | CCGT | OCGT | Unit     |
|------------------------------------|---------|-----------|------|------|----------|
| Efficiency                         | 34.3    | 43        | 58   | 45.7 | %        |
| Carbon content                     | 0       | 0.354     | 0.202| 0.202| t/MWh    |
| Overnight investment costs         | 5500    | 1580      | 700  | 400  | USD/kW   |
| Annual fixed costs                | 140     | 55        | 25   | 20   | USD/kW   |
| Variable O&M costs                | -       | -         | -    | -    | USD/kWh  |
| Load change costs up and down     | 50      | 30        | 20   | 15   | USD/MW   |
| Technical lifetime                 | 40      | 35        | 25   | 25   | Years    |
| Interest rate                      | 7       | 7         | 7    | 7    | %        |
| Maximum capacity factor            | 85      | 85        | 85   | 85   | %        |
| Maximum load change for reserves  | 4       | 6         | 8    | 15   | % of capacity per minute |

Table A3. Fuel and CO₂ prices

| Fuel Type/CO₂ Price | Value | Unit       |
|---------------------|-------|------------|
| Hard coal           | 14    | USD/MWh-th |
| Gas                 | 34    | USD/MWh-th |
| Nuclear             | 3     | USD/MWh-th |
| CO₂ price           | 50    | USD/t CO₂  |

Table A4. Technical and cost assumptions on DSM measures, developed based on information in [15,35,37,45,69].

| Parameter            | Precooling | CWS | Unit  |
|----------------------|------------|-----|-------|
| Load shifting costs  | 1          | 1   | USD/MWh |
| Overnight investment costs | 30     | 100 | USD/kW   |
| Annual fixed costs  | -          | -   | USD/kW   |
| Interest rate        | 7          | 7   | %        |
| Technical lifetime   | 10         | 10  | Years    |
| Efficiency           | 70         | 90  | %        |
| DSM maximum duration | 4          | 8   | Hours    |
| DSM recovery time    | 1          | 1   | Hours    |
| Maximum installable capacity | 350,000 | 350,000 | MW      |
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