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ABSTRACT

This paper addresses the role of two auxiliary variables on both the occasions to improve the precision of estimates at current (second) occasion in two occasion successive sampling. Utilizing the readily available information on two auxiliary variables on both the occasions and information on the study variable from the previous occasion, an efficient estimation procedure of population mean on current (second) occasion has been envisaged. It is to be mentioned that out of the two auxiliary variables one auxiliary variable is positively correlated with the study variable while other is negatively correlated. Behavior of the proposed estimator has been studied and compared with the sample mean estimator, when there is no matching from the previous occasion and traditional successive sampling estimator, which is a linear combination of the means of the matched and unmatched portions of the sample at the current (second) occasion. Optimal replacement policy is also discussed. In addition, we support the theoretical results with the aid of numerical examples.
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1. Introduction

It is well recognized fact that the use of auxiliary information in estimating the parameters such as population mean or total improve the precision of estimates. If the survey is repetitive in nature, past values may also be used as auxiliary information to improve the precision of the current estimates. Jessen (1942) was the first who introduced the procedure of utilizing the information obtained on first occasion in improving the estimates of the current occasion. Estimation on more than two occasions is due to Patterson (1950). The theory of Patterson (1950) has been extended by Eckler (1955), Rao and Graham (1964), Cochran (1977), Sen
among others. In many situations of practical importance, information on an auxiliary variable may be readily available on the first as well as on the second occasion, for instance, see Singh and Vishwakarma (2007a, b, 2009), Singh and Kumar (2010), Kumar (2012) and Singh et al. (2013). The aim of this paper is to develop a procedure of utilizing the information on two auxiliary variables readily available on both the occasions. We have assumed a situation, where one auxiliary variable is positively correlated and the other auxiliary variable is negatively correlated with the study variable on the first and second occasions. In this situation, we have made an effort to propose an estimator of the population mean on current occasion using information on two auxiliary variates on both occasions in two occasion successive sampling besides the information on the study variable on the previous occasion. Theoretical properties of the suggested estimator have been discussed and numerical illustrations are given. Numerical results show the dominance of the suggested estimator over the sample mean estimator and the natural successive sampling estimator when no auxiliary information is used. Suitable recommendations have been made on the basis of numerical findings.

2. Development of the Estimator

Let \( U = (U_1, U_2, \ldots, U_N) \) be the finite population of \( N \) units, which has been sampled over two occasions. The variable under study is designated as \( x(y) \) on the first (second) occasion respectively. It is assumed that information on two auxiliary variables \( z_1 \) and \( z_2 \) (where population means \( \bar{Z}_1 \) and \( \bar{Z}_2 \) are known) readily available on the first as well as on the second occasion. It is assumed that the information on two auxiliary variable \( z_1 \) is positively correlated with \( x \) and \( y \) while the auxiliary variable \( z_2 \) is negatively correlated with \( x \) and \( y \). For instance, in estimating the mean yield \( (y) \) of rice per plant on current (second) occasion, the two auxiliary variables may be number of tillers \( (z_1) \) and percentage of sterility \( (z_2) \) such that \( y \) is correlated positively with number of tillers \( (z_1) \) and negatively with percentage sterility \( (z_2) \); see Sahoo and Swain (1980). For more examples the reader is referred to Singh (1967). A simple random sample of \( n \) units is drawn without replacement on the first occasion. A random sub-sample of \( m= n \lambda \) units is retained (matched) for its use on the second occasion, while a fresh sample of size of \( u= (n-m) = n \mu \) units is drawn without replacement on the second occasion from the population of \( (N-n) \) units. So that the sample size on the second occasion is \( n \) as well. The fractions of matched and fresh sample respectively are denoted by \( \lambda \) and \( \mu \) such that \( \lambda + \mu = 1 \).

In what follows, we shall use the following notations:
Improved Estimation of Current Population Mean Over Two Occasions

\( \bar{X}, \bar{Y}, \bar{Z}_1, \bar{Z}_2 \): The population means of the variables \( x, y, z_1 \) and \( z_2 \) respectively,

\( \bar{x}_n, \bar{x}_m, \bar{y}_u, \bar{y}_m, \bar{z}_{1u}, \bar{z}_{1n}, \bar{z}_{2u}, \bar{z}_{2n} \): The sample means of the respective variables of the sample size shown in suffices,

\( \rho_{yx}, \rho_{yq}, \rho_{yz_1}, \rho_{xz_2} \): The population correlation coefficients between the variables shown in suffices,

\( S_x^2 = (N-1) \sum_{i=1}^{N}(x_i - \bar{X})^2 \): The population mean square of the variable \( x \),

\( S_y^2, S_{z1}^2, S_{z2}^2 \): The population mean squares of the variables \( y, z_1 \) and \( z_2 \) respectively.

\( C_y, C_x, C_{z1}, C_{z2} \): The population coefficients of variation of the variables \( y, x, z_1 \) and \( z_2 \) respectively.

Utilizing information on two auxiliary variables, two different estimators of the population mean \( \bar{Y} \) on the current (second) occasion may be considered. One estimator is based on the fresh sample of size \( u \ (= n \mu) \) drawn on the second occasion defined by

\[
d_u = \bar{y}_u \exp \left( \frac{\bar{z}_1 - \bar{z}_{1u}}{\bar{z}_1 + \bar{z}_{1u}} \right) \exp \left( \frac{\bar{z}_{2u} - \bar{Z}_2}{\bar{z}_{2u} + \bar{Z}_2} \right)
\]  

(1)

The motivation in defining the estimator \( d_u \) is taken from Bahl and Tuteja (1991). The second estimator is based on the sample of size \( m (= n \lambda) \) common to both the occasions given by

\[
d_m = \bar{y}_m \left( \frac{\bar{x}_n}{\bar{x}_m} \right) \exp \left( \frac{\bar{z}_1 - \bar{z}_{1n}}{\bar{z}_1 + \bar{z}_{1n}} \right) \exp \left( \frac{\bar{z}_{2n} - \bar{Z}_2}{\bar{z}_{2n} + \bar{Z}_2} \right)
\]  

(2)

The estimator \( d_u \) may be used to estimate the population mean on each occasion, while the estimator \( d_m \) is suitable to estimate the change over occasions. To device suitable estimation procedures for both the problems simultaneously, a convex linear combination of \( d_u \) and \( d_m \) has been taken as a final estimator of the population mean \( \bar{Y} \) and is given by

\[
d = \phi d_u + (1-\phi)d_m,
\]  

(3)

where \( \phi (0 \leq \phi \leq 1) \) is a scalar to be determined such that the mean square error (MSE) of \( d \) is minimum.
3. Properties of the Proposed Estimator

To obtain the bias (B(.)) and mean square error (MSE(.)) of the estimator \( \hat{d} \), we write

\[
\bar{y}_u = \bar{Y}(1 + e_{yu}) \Rightarrow e_{yu} = (\bar{y}_u - \bar{Y}) / \bar{Y},
\]

\[
\bar{v}_m = \bar{V}(1 + e_{vm}) \Rightarrow e_{vm} = (\bar{v}_m - \bar{V}) / \bar{V}, \quad v = x, y;
\]

\[
\bar{x}_n = \bar{X}(1 + e_{xn}) \Rightarrow e_{xn} = (\bar{x}_n - \bar{X}) / \bar{X},
\]

\[
\bar{z}_{iu} = \bar{Z}_i(1 + e_{iu}) \Rightarrow e_{iu} = (\bar{z}_{iu} - \bar{Z}_i) / \bar{Z}_i, \quad i = 1, 2;
\]

\[
\bar{z}_{in} = \bar{Z}_i(1 + e_{in}) \Rightarrow e_{in} = (\bar{z}_{in} - \bar{Z}_i) / \bar{Z}_i, \quad i = 1, 2;
\]

such that

\[
E(e_{yu}) = E(e_{vm}) = E(e_{xn}) = E(e_{iu}) = E(e_{in}) = 0, \quad v = x, y; \quad i = 1, 2.
\]

- **Relative Variances**

\[
E(e_{yu}^2) = \left( (1/u) - (1/N) \right) C_{y}^2,
\]

\[
E(e_{vm}^2) = \left( (1/m) - (1/N) \right) C_{v}^2, \quad v = x, y;
\]

\[
E(e_{iu}^2) = \left( (1/u) - (1/N) \right) C_{zi}^2,
\]

\[
E(e_{in}^2) = \left( (1/n) - (1/N) \right) C_{zi}^2, \quad i = 1, 2;
\]

\[
E(e_{xn}^2) = \left( (1/n) - (1/N) \right) C_{x}^2.
\]

- **Relative Covariances**

\[
E(e_{yu}e_{xm}) = -(1/N)C_{y}C_{x},
\]

\[
E(e_{yu}e_{xm}) = E(e_{yu}e_{xn}) = -(1/N) \rho_{yx} C_{y}C_{x},
\]

\[
E(e_{yu}e_{iu}) = \left( (1/u) - (1/N) \right) \rho_{yz} C_{y}C_{zi},
\]

\[
E(e_{yu}e_{in}) = \left( (1/n) - (1/N) \right) \rho_{yz} C_{y}C_{zi},
\]

\[
E(e_{yu}e_{iu}) = E(e_{ym}e_{in}) = -(1/N) \rho_{yz} C_{y}C_{zi}, \quad i = 1, 2;
\]

\[
E(e_{ym}e_{in}) = E(e_{ym}e_{in}) = -(1/N) \rho_{yx} C_{x}C_{zi},
\]

\[
E(e_{xm}e_{iu}) = E(e_{xn}e_{iu}) = -(1/N) \rho_{xzi} C_{x}C_{zi},
\]

\[
E(e_{xm}e_{iu}) = E(e_{xn}e_{iu}) = \left( (1/n) - (1/N) \right) \rho_{xzi} C_{x}C_{zi},
\]

\[
E(e_{iu}e_{in}) = -(1/N)C_{zi}^2.
\]

\[
E(e_{ym}e_{xm}) = \left( (1/m) - (1/N) \right) \rho_{yx} C_{y}C_{x}.
\]
\[ E(e_{ym}e_{xn}) = \left( \frac{1}{n} - \left( \frac{1}{N} \right) \right) \rho_{yx} C_y C_x, \]

\[ E(e_{1u}e_{2u}) = \left( \frac{1}{u} - \left( \frac{1}{N} \right) \right) \rho_{z1z2} C_{z1} C_{z2}, \]

\[ E(e_{1n}e_{2n}) = \left( \frac{1}{n} - \left( \frac{1}{N} \right) \right) \rho_{z1z2} C_{z1} C_{z2}, \]

\[ E(e_{1u}e_{2n}) = E(e_{2u}e_{1n}) = -\left( \frac{1}{N} \right) \rho_{z1z2} C_{z1} C_{z2}. \]

### 3.1 The Bias and MSE of the Estimator \( d_u \)

Expressing \( d_u \) in terms of e’s we have

\[
d_u = \overline{Y}(1 + e_{yu}) \exp \left( \frac{-e_{1u}}{2 + e_{1u}} \right) \exp \left( \frac{e_{2u}}{2 + e_{2u}} \right)
= \overline{Y}(1 + e_{yu}) \exp \left( -\frac{e_{1u}}{2} \left( 1 + \frac{e_{1u}}{2} \right)^{-1} \right) \exp \left( \frac{e_{2u}}{2} \left( 1 + \frac{e_{2u}}{2} \right)^{-1} \right). \tag{4}
\]

Expanding the right hand side of (4), multiplying out and neglecting terms of e’s having power greater than two, we have

\[
d_u \cong \overline{Y}[1 + e_{yu} + (1/2)(e_{2u} - e_{1u}) + (1/2)(e_{yu}e_{2u} - e_{yu}e_{1u})
+ (1/8)(3e_{1u}^2 - e_{2u}^2 - 2e_{1u}e_{2u})]
\]

or

\[
(d_u - \overline{Y}) \cong \overline{Y}[e_{yu} + (1/2)(e_{2u} - e_{1u}) + (1/2)(e_{yu}e_{2u} - e_{yu}e_{1u})
+ (1/8)(3e_{1u}^2 - e_{2u}^2 - 2e_{1u}e_{2u})]. \tag{5}
\]

Taking expectation of both sides of (5) we get the bias of \( d_u \) to the first degree of approximation as

\[
B(d_u) = \overline{Y}((1/u) - (1/N))\left( \frac{1}{2} \right) (\rho_{yz2} C_y C_{z2} - \rho_{yz1} C_y C_{z1}
+ (1/8)(3C_{z1}^2 - C_{z2}^2 - 2\rho_{z1z2} C_{z1} C_{z2}) \right]. \tag{6}
\]

**Remark - 3.1** Since \( x \) and \( y \) denote the same study variable over two occasions, \( z_1 \) and \( z_2 \) are the stable auxiliary variables correlated the study variable \( x(y) \), therefore, looking on the stability nature of the coefficients of variation [Murthy (1967, p.325)] and following Cochran (1977) and Feng and Zou (1977), the coefficients of variation of the variables \( x, y, z_1 \) and \( z_2 \) are considered to be approximately equal (i.e. \( C_x \cong C_{z1} \cong C_{z2} \cong C_y \)). Thus under the Remark 3.1 the expression (6) reduces to:
\[ B(d_u) = \bar{Y}[(1/2u)[\theta + (1/2)(1 - \rho_{\xi_1\xi_2})] - (1/2N)\{\theta + (1/2)(1 - \rho_{\xi_1\xi_2})\}]C_y^2 \]

\[ = (\bar{Y}/2)[(1/u)\{\theta + (1/2)(1 - \rho_{\xi_1\xi_2})\} - (1/N)\{\theta + (1/2)(1 - \rho_{\xi_1\xi_2})\}]C_y^2, \quad (7) \]

where \( \theta = (\rho_{\xi_2\xi_1} - \rho_{\xi_1\xi_1}) \).

Squaring both sides of (7) and neglecting terms of e’s having power greater than two we have

\[ (d_u - \bar{Y})^2 \cong \bar{Y}^2[e_{yu}^2 + (1/4)(e_{2u}^2 + e_{1u}^2 - 2e_{1u}e_{2u}) + (e_{yu}e_{2u} - e_{yu}e_{1u})], \quad (8) \]

Taking expectation of both sides of (8) we get the MSE of \( d_u \) to the first degree of approximation as

\[ \text{MSE}(d_u) = ((1/u) - (1/N))\bar{Y}^2[C_y^2 + (1/4)(C_{\xi_1}^2 + C_{\xi_2}^2 - 2\rho_{\xi_1\xi_2}C_{\xi_1}C_{\xi_2})] \]

\[ + (\rho_{\xi_2\xi_1}C_{\xi_2} - \rho_{\xi_1\xi_1}C_{\xi_1}) \]  \quad (9)

Under the Remark 3.1 the \( \text{MSE}(d_u) \) in (9) reduces to:

\[ \text{MSE}(d_u) = ((1/u) - (1/N))S_y^2[(3/2) + \theta - (1/2)\rho_{\xi_1\xi_2}] \]

\[ = ((1/u) - (1/N))S_y^2\delta_3 \]  \quad (10)

where \( \delta_3 = [(3/2) + \theta - (1/2)\rho_{\xi_1\xi_2}] \).

Thus we have established the following theorem.

**Theorem 3.1** To the first degree of approximation, under Remark 3.1, the bias and MSE of \( d_u \) are respectively given by

\[ B(d_u) = (\bar{Y}C_y^2/2)((1/u) - (1/N))[\theta + (1/2)(1 - \rho_{\xi_1\xi_2})] \]  \quad (11)

and

\[ \text{MSE}(d_u) = ((1/u) - (1/N))S_y^2\delta_3. \]  \quad (12)

3.2 The Bias and MSE of the Estimator \( d_m \)

Expressing \( d_m \) in terms of e’s we have

\[ d_m = \bar{Y}(1 + e_{ym})(1 + e_{xm})^{-1}(1 + e_{xn})\exp\left(-\frac{e_{in}}{2 + e_{in}}\right)\exp\left(-\frac{e_{2n}}{2 + e_{2n}}\right) \]

\[ = \bar{Y}(1 + e_{ym})(1 + e_{xm})^{-1}(1 + e_{xn})\exp\left(-\frac{e_{in}}{2 + e_{in}}\right)\exp\left(-\frac{e_{2n}}{2 + e_{2n}}\right), \]  \quad (13)
Expanding the right hand side of (13) multiplying out and neglecting terms of e’s having power greater than two we have
\[ d_m \approx \bar{Y}[1 + e_{ym} - e_{xn} + (1/2)(e_{2n} - e_{ln}) - e_{ym}e_{xn} + e_{ym}e_{xn} \\
- e_{xm}e_{xn} + e_{xm}e_{xn} + (1/2)(e_{ym}e_{2n} + e_{xn}e_{2n} - e_{xm}e_{2n}) - (1/8)e_{2n}^2 \\
- (1/2)(e_{ym}e_{ln} + e_{xn}e_{ln} - e_{xm}e_{ln} + e_{ln}e_{2n}) + (3/8)e_{ln}^2] \\
or
\[ (d_m - \bar{Y}) \approx \bar{Y}[e_{ym} - e_{xm} + e_{xn} + (1/2)(e_{2n} - e_{ln}) - e_{ym}e_{xn} + e_{ym}e_{xn} \\
- e_{xm}e_{xn} + e_{xm}e_{xn} + (1/2)(e_{ym}e_{2n} + e_{xn}e_{2n} - e_{xm}e_{2n}) - (1/8)e_{2n}^2 \\
- (1/2)(e_{ym}e_{ln} + e_{xn}e_{ln} - e_{xm}e_{ln} + e_{ln}e_{2n}) + (3/8)e_{ln}^2]. \tag{14} \]

Taking expectation of both sides of (14) we get the bias of \( d_m \) to the first degree of approximation as
\[ B(d_m) = \bar{Y}(((1/m) - (1/n))(C_x^2 - \rho_{yx}C_yC_x) + ((1/n) - (1/N)) \\
\times [(1/2)(\rho_{y2}C_yC_{z2} - \rho_{y1}C_yC_{z1}) + (1/8)(3C_{z1}^2 - C_{z2}^2 - 4\rho_{z1z2}C_{z1}C_{z2})]], \tag{15} \]

Under the Remark 3.1 the bias of \( d_m \) in (15) reduces to:
\[ B(d_m) = \bar{Y}C_y^2 [((1/m) - (1/n))(1 - \rho_{yx}) \\
+ ((1/n) - (1/N))((1/2)\theta + (1/4)(1 - 2\rho_{z1z2})]] \\
= \bar{Y}C_y^2 [((1/m)(1 - \rho_{yx}) + (1/n){(-3/4) + \rho_{yx}} + (1/2)\theta - (1/2)\rho_{z1z2} - (1/N){(1/2)\theta + (1/4)(1 - 2\rho_{z1z2})}]. \tag{16} \]

Squaring both sides of (14) and neglecting terms of e’s having power greater than two, we have
\[ (d_m - \bar{Y})^2 \approx \bar{Y}^2[e_{ym}^2 + (e_{xm} - e_{xn})^2 + (1/4)(e_{2n} - e_{ln})^2 - 2(e_{ym}e_{xm} - e_{ym}e_{xn}) \\
+ (e_{ym}e_{2n} - e_{ym}e_{ln}) - (e_{xm}e_{2n} - e_{xm}e_{ln}) + (e_{xn}e_{2n} - e_{ln}e_{xn})]. \tag{17} \]

Taking expectation of both sides of (17) we get the MSE of \( d_m \) to the first degree of approximation as
\[ \text{MSE}(d_m) = \bar{Y}^2[((1/m) - (1/N))C_y^2 + ((1/m) - (1/n))(C_x^2 - 2\rho_{yx}C_yC_x) \\
+ ((1/n) - (1/N))((1/4)(C_{z1}^2 + C_{z2}^2 - 2\rho_{z1z2}C_{z1}C_{z2}) \\
+ (\rho_{y2}C_yC_{z2} - \rho_{y1}C_yC_{z1})]]. \tag{18} \]
Under the Remark 3.1 the \( \text{MSE}(d_m) \) in (18) reduces to:

\[
\text{MSE}(d_m) = S_y^2 \left\{ ((1/m) - (1/N)) + \left( (1/m) - (1/n) \right) (1 - 2 \rho_{yx}) + (1/n) - (1/N) \right\} \\
+ \left( (1/m) - (1/N) \right) \left( (1/2)(1 - \rho_{z_1z_2}) + \theta \right) \\
= S_y^2 \left\{ (1/m)(2 - 2 \rho_{yx}) + (1/n) \{- (1/2) + \theta - (1/2)\rho_{z_1z_2} + 2\rho_{yx} \} \\
- (1/N) \{(3/2) + \theta - (1/2)\rho_{z_1z_2}\} \right\} \\
= S_y^2 \left\{ (1/m) \alpha_1 + (1/n) \alpha_2 - (1/N) \alpha_3 \right\}, \tag{19}
\]

where \( \alpha_1 = \{2 - 2 \rho_{yx}\} \), \( \alpha_2 = \{- (1/2) + \theta - (1/2)\rho_{z_1z_2} + 2\rho_{yx}\} \) and \( \alpha_3 = \{(3/2) + \theta - (1/2)\rho_{z_1z_2}\} \)

Now we state the following theorem.

**Theorem 3.2** Under Remark 3.1, the bias and MSE of \( d_m \) to the first degree of approximation, are respectively given by

\[
\text{Bias}(d_m) = \overline{Y} C_y \left\{ (1/m)(1 - \rho_{yx}) + (1/n) \{- (3/4) + \rho_{yx} + (1/2)\theta - (1/2)\rho_{z_1z_2} \} \\
- (1/N) \{(1/4) + (1/2)\theta - (1/2)\rho_{z_1z_2}\} \right\} \tag{20}
\]

and

\[
\text{MSE}(d_m) = S_y^2 (1/m) \alpha_1 + (1/n) \alpha_2 - (1/N) \alpha_3. \tag{21}
\]

Now, we derive the expression for covariance between the two estimators \( d_u \) and \( d_m \) as

\[
\text{Cov}(d_u, d_m) = E[(d_u - \overline{Y})(d_m - \overline{Y})] \tag{22}
\]

\[
= \overline{Y}^2 E\left\{ (e_{yu} - (1/2)(e_{iu} - e_{2u}))\{e_{ym} - (e_{xm} - e_{xn}) - (1/2)(e_{in} - e_{2n})\} \right\} \\
= \overline{Y}^2 E\left\{ e_{yu} e_{ym} - (e_{yu} e_{xm} - e_{yu} e_{xn}) - (1/2)(e_{yu} e_{in} - e_{yu} e_{2n}) \right\} \\
- (1/2)(e_{ym} e_{iu} - e_{ym} e_{2u}) + (1/2)(e_{iu} e_{xm} - e_{iu} e_{xn} - e_{2n} e_{xm} + e_{2n} e_{xn}) \\
+ (1/4)(e_{iu} e_{in} - e_{iu} e_{2n} - e_{2u} e_{in} + e_{2u} e_{2n}) \right\} \\
= - (\overline{Y}^2/N)(C_y^2 + (\rho_{yx} C_y C_{z_2} - \rho_{yq} C_y C_{z_1}) \\
+ (1/4)(C_{z_1}^2 + C_{z_2}^2 - 2 \rho_{z_1z_2} C_{z_1} C_{z_2}) \right\}. \tag{23}
\]
Under the Remark 3.1, the expression (23) reduces to:

\[
\text{Cov}(d_u, d_m) = -(S_y^2 / N)\{(3/2) + \theta - (1/2)\rho_{u_2m_2}\} \\
= -(S_y^2 / N)\{(\alpha_1 + \alpha_2)\}.
\]

\(\text{(24)}\)

### 3.3. The Bias and MSE of the Combined Estimator ‘\(d\)’

Under the Remark 3.1, we state the following theorems.

**Theorem 3.3** Bias of the estimator ‘\(d\)’ to the first degree of approximation, is given by

\[
B(d) = \phi B(d_u) + (1 - \phi) B(d_m),
\]

where \(B(d_u)\) and \(B(d_m)\) are respectively given by (7) and (16).

*For proof see Appendix-I.*

**Theorem 3.4** The mean squared error of ‘\(d\)’ to the first degree of approximation is given by

\[
\text{MSE}(d) = \phi^2 \text{MSE}(d_u) + (1 - \phi)^2 \text{MSE}(d_m) + 2\phi(1 - \phi)\text{Cov}(d_u, d_m),
\]

where \(\text{MSE}(d_u)\), \(\text{MSE}(d_m)\) and \(\text{Cov}(d_u, d_m)\) are respectively given by (10), (18) and (24).

*For proof see Appendix-I.*

### 3.4. Minimum Mean Square Error of the Estimator ‘\(d\)’

Since the mean square error of the estimator ‘\(d\)’ in (26) is a function of unknown scalar \(\phi\), therefore, it is minimized with respect to \(\phi\) and subsequently the optimum value of \(\phi\), say \(\phi_{opt}\) is obtained as

\[
\phi_{opt} = \frac{[\text{MSE}(d_m) - \text{Cov}(d_u, d_m)]}{[\text{MSE}(d_u) + \text{MSE}(d_m) - 2\text{Cov}(d_u, d_m)]}.
\]

\(\text{(27)}\)

Substitution of the optimum value of \(\phi\) in (26) yields the optimum mean squared error of the estimator ‘\(d\)’ as

\[
\text{MSE}(d)_{opt} = \frac{[\text{MSE}(d_u)\text{MSE}(d_m) - \{\text{Cov}(d_u, d_m)\}^2]}{[\text{MSE}(d_u) + \text{MSE}(d_m) - 2\text{Cov}(d_u, d_m)]}.
\]

\(\text{(28)}\)
Further, putting the values of $MSE(d_u)$, $MSE(d_m)$ and $Cov(d_u, d_m)$ from the equations (10), (18) and (24) in (27) and (28) we get the simplified value of $\varphi_{opt}$ and $MSE(d)_{opt}$ respectively as

$$\varphi_{opt} = \frac{[\mu(\alpha_1 + \alpha_2) - \mu^2 \alpha_2]}{\alpha_3 + \mu \alpha_7 + \mu^2 \alpha_8}$$  \hfill (29)

and

$$MSE(d)_{opt} = \frac{(\alpha_4 + \mu \alpha_5 + \mu^2 \alpha_6) S_y^2}{\alpha_3 + \mu \alpha_7 + \mu^2 \alpha_8} \cdot \frac{1}{n},$$  \hfill (30)

where $\alpha_3 = (\alpha_1 + \alpha_2) = [(3/2) + \theta - (1/2) \rho_{y_1z_2}]$, $\alpha_4 = (\alpha_1 \alpha_3 + \alpha_2 \alpha_3 - f \alpha_3^2)$, $\alpha_5 = (-\alpha_1 \alpha_3 f - \alpha_2 \alpha_3 - \alpha_2 \alpha_3 f + f \alpha_3^2)$, $\alpha_6 = \alpha_2 \alpha_3 f$, $\alpha_7 = (\alpha_1 + \alpha_2 - \alpha_3)$, $\alpha_8 = -\alpha_2$ and $f = n/N$.

### 3.5. Optimum Replacement Policy

To obtain the optimum value of $\hat{\mu}$ (fraction of sample to be drawn a fresh on second occasion) so that the population mean $\bar{Y}$ may be estimated with maximum precision, we minimize the equation (30) with respect to $\mu$, which yields a quadratic equation in $\mu$:

$$A_1 \mu^2 + 2A_2 \mu + A_3 = 0,$$  \hfill (31)

where $A_1 = (\alpha_6 \alpha_7 + \alpha_2 \alpha_5)$, $A_2 = (\alpha_3 \alpha_6 + \alpha_2 \alpha_4)$ and $A_3 = (\alpha_3 \alpha_5 - \alpha_4 \alpha_7)$.

Solving equation (31) for $\mu$, we get

$$\hat{\mu} = \frac{-A_2 \pm \sqrt{(A_2^2 - A_1 A_3)}}{A_1}$$  \hfill (32)

It is obvious from equation (32) that the real values of $\hat{\mu}$ exist if $(A_2^2 - A_1 A_3) \geq 0$.

For any combination of correlations $\rho_{y_1}, \rho_{y_2}, \rho_{y_2} y_2$ and $\rho_{y_1 z_2}$ which satisfy the condition of real solution, two real values of $\hat{\mu}$ are possible. Hence, while selecting the values of $\hat{\mu}$, it is to be mentioned that $0 \leq \hat{\mu} \leq 1$, all other values of $\hat{\mu}$ are inadmissible. If both the values of $\hat{\mu}$ are admissible, lowest one is the best choice.

Substituting the admissible values of $\hat{\mu}$, say $\hat{\mu}_0$, from equation (32) into equation (30), we get the minimum value of $MSE(d)_{opt}$ in (30), as
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\[
\min \text{MSE}(d)_{\text{opt}} = \frac{(\alpha_4 + \mu_0 \alpha_5 + \mu_0^2 \alpha_6) S_y^2}{(\alpha_3 + \mu_0 \alpha_7 + \mu_0^2 \alpha_8) n}. \tag{33}
\]

4. Efficiency Comparisons

The percent relative efficiency of the proposed estimator ‘d’ with respect to (i) \( \bar{y}_n \), when there is no matching; (ii) \( \hat{Y} = a\bar{y}_u + (1-a)\bar{y}_{dm} \), when no auxiliary information is used at any occasion, where \( \bar{y}_{dm} = \bar{y}_m + \beta_{yx} (\bar{x}_n - \bar{x}_m) \), \([ \beta_{yx} \text{ is the population regression coefficient of } y \text{ on } x \text{ is known}] \) for various choices of \( \rho_{yx} \), \( \rho_{yz1} \), \( \rho_{yz2} \) and \( \rho_{z\mu2} \). Since \( \bar{y}_n \) and \( \hat{Y} \) are unbiased estimators of the population mean \( \bar{Y} \), following Sukhatme et al. (1984), the variance of \( \bar{y}_n \) and optimum variance of \( \hat{Y} \) are respectively given by

\[
Var(\bar{y}_n) = (1-f)\left(\frac{S_y^2}{n}\right) \tag{34}
\]

and

\[
Var(\hat{Y})_{\text{opt}} = [(1/2) \left(1 + \sqrt{1 - \rho_{yx}^2}\right) - f] \left(\frac{S_y^2}{n}\right). \tag{35}
\]

For numerical illustration, we have assumed that \( N=2000, n=200 \) and various choices of correlations. Table 1 - 4 depict the optimum values of \( \mu \) and percent relative efficiencies \( E_1 \) and \( E_2 \) of the proposed estimator \( d \) with respect to \( \bar{y}_n \) and \( \hat{Y} \) respectively, where

\[
E_1 = \frac{Var(\bar{y}_n)}{\min \text{MSE}(d)_{\text{opt}}} \times 100
\]

\[
= \frac{(1-f)(\alpha_3 + \mu_0 \alpha_7 + \mu_0^2 \alpha_8)}{(\alpha_4 + \mu_0 \alpha_5 + \mu_0^2 \alpha_6)} \times 100, \tag{36}
\]

\[
E_2 = \frac{Var(\hat{Y})_{\text{opt}}}{\min \text{MSE}(d)_{\text{opt}}} \times 100
\]

\[
= \frac{[(1/2) \left(1 + \sqrt{1 - \rho_{yx}^2}\right) - f] (\alpha_3 + \mu_0 \alpha_7 + \mu_0^2 \alpha_8)}{(\alpha_4 + \mu_0 \alpha_5 + \mu_0^2 \alpha_6)} \times 100 \tag{37}
\]
Table 1: Optimum values $\mu_0$ and PREs of $d$ with respect to $\hat{y}_n$ and $\hat{Y}$.

| $\rho_{zy_2}$ | $\rho_{yz_2}$ | $\rho_{yz}$ | $\rho_{y_2}$ | $\mu_0$ | $E_1$ | $E_2$ | $\mu_0$ | $E_1$ | $E_2$ | $\mu_0$ | $E_1$ | $E_2$ | $\mu_0$ | $E_1$ | $E_2$ |
|---------------|---------------|---------------|---------------|---------|-------|-------|---------|-------|-------|---------|-------|-------|---------|-------|-------|
| $\rho_{yx}$   | $\rho_{y_2}$  | $\rho_{y_2}$  | $\rho_{y_2}$  | $\mu_0$ | $E_1$ | $E_2$ | $\mu_0$ | $E_1$ | $E_2$ | $\mu_0$ | $E_1$ | $E_2$ | $\mu_0$ | $E_1$ | $E_2$ |
| $\rho_{yz}$   | $\rho_{y_2}$  | $\rho_{y_2}$  | $\rho_{y_2}$  | $\mu_0$ | $E_1$ | $E_2$ | $\mu_0$ | $E_1$ | $E_2$ | $\mu_0$ | $E_1$ | $E_2$ | $\mu_0$ | $E_1$ | $E_2$ |

Note: ‘NA’ stands for ‘not applicable’.
### Table 2: Optimum values $\mu_0$ and PREs of $d$ with respect to $\overline{y}_n$ and $\widehat{Y}$.

| $\rho_{z_1z_2}$ | 0.3   | 0.4   | 0.5   | 0.6   | 0.7   |
|------------------|-------|-------|-------|-------|-------|
| $\rho_{y|x}$     |       |       |       |       |       |
| $\rho_{y|z_1}$   |       |       |       |       |       |
| $\rho_{y|z_2}$   |       |       |       |       |       |
| $\rho_{y|z_1}$   |       |       |       |       |       |
| $\mu_0$          |       |       |       |       |       |
| $E_1$            |       |       |       |       |       |
| $E_2$            |       |       |       |       |       |
| $\mu_0$          |       |       |       |       |       |
| $E_1$            |       |       |       |       |       |
| $E_2$            |       |       |       |       |       |
| $\mu_0$          |       |       |       |       |       |
| $E_1$            |       |       |       |       |       |
| $E_2$            |       |       |       |       |       |
| $\mu_0$          |       |       |       |       |       |
| $E_1$            |       |       |       |       |       |
| $E_2$            |       |       |       |       |       |

Note: ‘NA’ stands for ‘not applicable’.
Table 3: Optimum values $\mu_0$ and PREs of $d$ with respect to $\hat{y}_n$ and $\hat{Y}$.

| $\rho_{xz}$ | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 |
|-------------|-----|-----|-----|-----|-----|
| $\rho_{yx}$ |     |     |     |     |     |
| $\rho_{yz}$ |     |     |     |     |     |
| $\rho_{xy}$ |     |     |     |     |     |
| $\rho_{yz}$ |     |     |     |     |     |
| $\rho_{xz}$ |     |     |     |     |     |

Note: ‘NA’ stands for ‘not applicable’.
Table 4: Optimum values $\mu_0$ and PREs of $d$ with respect to $\bar{y}_n$ and $\hat{\bar{Y}}$.

| $\rho_{y|x_2}$ | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 |
|----------------|-----|-----|-----|-----|-----|
| $\rho_{y|x}$  |     |     |     |     |     |
| $\rho_{y|x}$  |     |     |     |     |     |
| $\rho_{y|x}$  |     |     |     |     |     |

Note: ‘NA’ stands for ‘not applicable’.
From Table 1 to 4, it is observed that

(i) For fixed values of \((\rho_{yx}, \rho_{yq}, \rho_{zq})\), the values of \(\mu_0\) decrease as value of \(\rho_{yz}\) decreases while the values of \(E_1\) and \(E_2\) increase. Similar trends for \((\mu_0, E_1, E_2)\) are observed for fixed values of \((\rho_{yx}, \rho_{yz}, \rho_{zq})\) with increasing value of \(\rho_{yq}\) and also for fixed values of \((\rho_{yx}, \rho_{yq}, \rho_{zq})\) with increasing value of \(\rho_{zq}\).

(ii) For fixed values of \((\rho_{yq}, \rho_{yz}, \rho_{zq})\), the values of \(\mu_0\), \(E_1\) and \(E_2\) are increasing with increasing values of \(\rho_{yx}\). This behavior is in agreement with Sukhatme et al. (1984), results which explained that more the value of \(\rho_{yx}\), more the fractions of fresh sample required at the current occasion.

(iii) Minimum value of \(\mu_0\) is 0.1994 \((\approx 0.20)\), which shows that the fraction to be replaced at the current occasion is as low as about 20 percent of the total sample size leading to a reduction of considerable amount in the cost of the survey.

It is further observed from Table 1 to 4 that there is appreciable gain in efficiency by using the proposed estimator ‘\(d\)’ over usual unbiased estimator \(\bar{y}_n\) and the estimator \(\hat{Y}\). Thus we conclude that the use of auxiliary information at the estimation stage is highly rewarding in terms of the proposed estimator ‘\(d\)’.

5. Conclusion

In this article, we extend the current literature in two-occasion successive sampling using two auxiliary variables on both of the occasions and the information on study variable from the previous occasions one of which is positively correlated with the study variable while the other is negatively correlated. An efficient estimation procedure has been developed. Optimum replacement policy and the efficiency of the suggested estimator have been discussed. From the numerical study, it may be concluded that the proposed estimator is more beneficial in estimation of the population mean of the study variable at the current occasion in two occasion successive sampling.
Finally, looking on the nice performance of the envisaged estimator, our recommendation is to use the proposed estimator by the survey practitioners in practice.

Acknowledgements
Authors are thankful to the learned referees for their valuable suggestions regarding improvement of the paper.

References

1. Bahl, S. and Tuteja, R.K. (1991): Ratio and product type exponential estimators. *Information and Optimization Science, 13*: 159-163.
   DOI: 10.1080/02522667.1991.10699058
2. Cochran, W.G. (1977): Sampling Techniques. *Third Edition, Wiley Eastern Limited*.
3. Eckler, A.R. (1955): Rotation sampling. *Ann. Math. Statist. 26*: 664-685.
4. Feng, S. and Zou, G. (1977): Sampling rotation method with auxiliary variable. *Commun. Statist. Theo. Meth., 26*(6): 1497-1509.
   DOI:10.1080/03610929708831996
5. Jessen, R.J. (1942): Statistical investigation of a sample survey for obtaining form facts. *Iowa Agricultural Experiment Station Road Bulletin no. 304, Ames, IA*.
6. Kumar, S. (2012): Estimation of population ratio in presence of non response in successive sampling. *Jour. Statist. Theo. Appli., 11*(3): 293-310.
7. Murthy, M.N. (1967): Sampling theory and Method. *Statistical Publishing Society, Calcutta*.
8. Patterson, H.D. (1950): Sampling on successive occasions with partial replacement of unit. *Jour. Roy. Statist. Assoc, B, 12*: 241-255.
9. Rao, J.N.K. and Graham, J.E. (1964): Rotation design for sampling on repeated occasions. *Jour. Amer. Statist. Assoc.*, 59: 492-509.
   DOI:10.1080/01621459.1964.10482175
10. Sahoo, L.N. and Swain, A.K.P.C. (1980): Unbiased ratio-cum-product estimator. *Sankhya, 42, C, (1-2)*: 56-62.
11. Sen, A .R. (1971): Successive sampling with two auxiliary variables. *Sankhya, B*, 33: 371-378.

12. Sen, A .R. (1973): Theory and application of sampling on repeated occasions with several auxiliary variables. *Biometrics*, 29: 381-385.

13. Singh, G. N., Homa, F. and Maurya, S. (2013): Exponential method of estimation in two occasion successive sampling. *Int. Jour. Statist. Eco.* 12 (3):26-39.

14. Singh, H. P. and Vishwakarma, G.K. (2007a): Modified exponential ratio product estimators for finite population mean in double sampling. *Austrian Jour. Statist.* 36 (3): 217 – 225.

15. Singh, H.P. and Kumar, S. (2010): Estimation of population product in presence of non response in successive sampling. *Stat. Paper*, 51: 975-996.

16. Singh, H.P., Srivastava, M.K., Srivastava, N., Tarray,T.A., Singh, V., and Dixit, S. (2014): Chain regression-type estimator using Multiple auxiliary information in successive sampling. *Hac. Jour. Math. Statist.*, 45(6): 1-11.

   DOI: 10.15672/HJMS.2014287479

17. Singh, H.P. and Vishwakarma, G.K. (2007 b): A general class of estimators in successive sampling. *Metron*, 65(2): 201-227.

18. Singh, H.P. and Vishwakarma, G.K. (2009): A general procedure for estimating population mean in successive sampling. *Commun. Statist. Theo. Meth.*, 38:293-308.

   DOI: 10.1080/03610920802169594

19. Singh, H.P., Singh, H.P. and Singh, V.P. (1992): A generalized efficient class of estimators of population mean in two-phase and successive Sampling. *Int. Jour. Manage. Systems*, 8 (2): 173-183.

20. Singh, M.P. (1967): Ratio-cum- product method of estimation. *Metrika*, 12: 34-42.

   DOI: BF02613481

21. Sukhatme, P. V., B. V. Sukhatme, and C. Ashok. (1984): Sampling theory of surveys with applications, *3rd ed. Ames, IA, Iowa State University Press*. 


APPENDIX-I

• **Proof of the theorem 3.3:**

We have

\[ d = \phi d_u + (1-\phi)d_m \]  
(I.1)

Subtracting \( \bar{Y} \) from both sides of (I.1) we have

\[ d - \bar{Y} = \phi d_u + (1-\phi)d_m - \bar{Y} \]

or

\[ d - \bar{Y} = \phi(d_u - \bar{Y}) + (1-\phi)(d_m - \bar{Y}) \]  
(I.2)

Taking expectation of both sides of (I.2) we get the bias of \( d \) as

\[ B(d) = \phi B(d_u) + (1-\phi) B(d_m) \]

This proves the Theorem 3.3.

• **Proof of the theorem 3.4:**

Squaring both sides of (I.2) we have

\[ (d - \bar{Y})^2 = \phi^2 (d_u - \bar{Y})^2 + (1-\phi)^2 (d_m - \bar{Y})^2 + 2\phi(1-\phi)(d_u - \bar{Y})(d_m - \bar{Y}) \]  
(I.3)

Taking expectation of both sides of (I.3) we get the mean squared error of \( d \) as

\[ MSE(d) = \phi^2 MSE(d_u) + (1-\phi)^2 MSE(d_m) + 2\phi(1-\phi) Cov(d_u, d_m) \]

This proves the Theorem 3.4.