Forecast for cosmological parameter estimation with gravitational-wave standard sirens from the LISA-Taiji network
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LISA and Taiji are expected to form a space-based gravitational-wave (GW) detection network in the future. In this work, we make a forecast for the cosmological parameter estimation with the standard siren observation from the LISA-Taiji network. We simulate the standard siren data based on a scenario with configuration angle of 40° between LISA and Taiji. Three models for the population of massive black hole binary (MBHB), i.e., pop III, Q3d, and Q3nod, are considered to predict the events of MBHB mergers. We find that, based on the LISA-Taiji network, the number of electromagnetic (EM) counterparts detected is almost doubled compared with the case of single Taiji mission. Therefore, the LISA-Taiji network’s standard siren observation could provide much tighter constraints on cosmological parameters. For example, solely using the standard sirens from the LISA-Taiji network, the constraint precision of \( H_0 \) could reach 1.3%. Moreover, combined with the CMB data, the GW-EM observation based on the LISA-Taiji network could also tightly constrain the equation of state of dark energy, e.g., the constraint precision of \( w \) reaches about 4%, which is comparable with the result of CMB+BAO+SN. It is concluded that the GW standard sirens from the LISA-Taiji network will become a useful cosmological probe in understanding the nature of dark energy in the future.
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I. INTRODUCTION

The precise measurement of the cosmic microwave background (CMB) anisotropies initiated the era of precision cosmology [1, 2]. Constraining the standard cosmological model, i.e., the \( \Lambda \)CDM model, with the high-precision CMB observations enables cosmologists to have a comprehensive understanding of the evolution history of the universe. However, the accurate measurements also led to some puzzling issues. For example, there is a 4.4σ tension between the \( H_0 \) values inferred from the CMB observation [3] and the distance ladder measurement [4]. Essentially, the \( H_0 \) tension reflects an inconsistency of measurements between the early universe and the late universe [5, 6]. In addition to facing the challenge of the Hubble tension, the \( \Lambda \)CDM model also has some theoretical problems, such as the “fine-tuning” and “cosmic coincidence” problems [7–9], which implies that the \( \Lambda \)CDM model needs to be further adjusted. Therefore, the current development of cosmology can be divided into two main aspects: (i) further extending the standard \( \Lambda \)CDM model [10–24], and (ii) developing more low-redshift observation projects aimed at precisely measuring the late universe [25–29]. For the second aspect, the gravitational-wave (GW) standard siren method [30, 31] is one of the most promising options and has been widely discussed [31–64].

The amplitude of GW generated by the merger of compact binary encodes luminosity distance and chirp mass of the source. The absolute luminosity distance could be obtained if the amplitude is measured precisely, and the chirp mass could be inferred from the variation of GW frequency. The relation between luminosity distance \( d_L \) and redshift \( z \) can be established, once the electromagnetic (EM) counterpart of a GW source is detected by optical observatories. Since the \( d_L-z \) relation is determined by the expansion history of the universe, cosmological models could be constrained by this relation. This method is usually referred to as the “standard siren” method [30, 31]. GW170817 [65–67], the first detected binary neutron star (BNS) merger event with an EM counterpart (GRB 170817A), has provided an independent measurement of the Hubble constant, giving the result of \( H_0 = 70^{+12}_{-8} \) km s\(^{-1}\) Mpc\(^{-1}\) [68]. Recently, the event ZTF19abanhr [69] reported by the Zwicky Transient Facility is regarded as a candidate of the first plausible optical EM counterpart to the binary black hole (BBH) merger event GW190521 [70]. Chen et al. [71] and Mukherjee et al. [72] have given the constraints on the \( \Lambda \)CDM and \( \omega \)CDM models, assuming ZTF19abanhr is the actual EM counterpart to GW190521. Even if BBH merger events are expected to have no EM counterparts, these “dark sirens” could also be used in cosmological fits using the statistical method discussed in Refs. [73–80].

The potential of standard siren method in constraining cosmological parameters has been forecasted in Refs. [51–64], based on future ground-based GW detectors, e.g., Einstein Telescope [81, 82] and Cosmic Explorer [83, 84]. Several mechanisms for producing fast radio bursts
et al. using GW sources was detailedly discussed in Refs. [115, 116]. The GW sources detected by future ground-based GW detectors are BNSs or stellar-mass BBHs, which are mainly distributed at $z < 3$. In addition, the GWs produced by the massive black hole binaries (MBHBs) with EM counterparts are also expected to serve as standard sirens [31]. The MBHB standard sirens may be detected at the redshift up to $z \approx 10$ in the future [94], providing a promising method of measuring the expansion history of the universe back to a much earlier time. Space-based GW detection missions have been proposed and implemented to detect the GWs produced by MBHBs.

The Laser Interferometer Space Antenna (LISA) [95–100] is a European space-based GW observatory, with three identical drag-free spacecraft that form an equilateral triangle with arm length of $2.5 \times 10^6$ km. Taiji [101–103] and TianQin [104–109] are two space-based GW observatories proposed by Chinese researchers. Taiji is a LISA-like space-based GW observatory proposed by the Chinese Academy of Sciences, also with a triangle of three satellites but with arm length of $3 \times 10^6$ km. Some forecasts for the capability of LISA and Taiji in cosmological parameter estimation have been discussed in Refs. [110–112]. Multiple GW observatories can constitute a network to improve the measurement precision of source parameters [113, 114], by measuring phase differences and amplitude ratios of GWs in different detectors. LISA’s orbit is proposed to be at the ecliptic plane behind the Earth with a $20^\circ$ trailing angle, and Taiji is planned to be localized in front of the Earth with a $20^\circ$ leading angle, so that LISA and Taiji could form a space-based network aimed at detecting GW signals within an mHz range (i.e. $10^{-4}$ Hz to $10^{-1}$ Hz) [115–121].

Recently, the LISA-Taiji network’s capability of localizing GW sources was detailedly discussed in Refs. [115, 116]. Wang et al. [118] showed that within 5-year operation time, the LISA-Taiji network is able to constrain the Hubble constant within 1% accuracy via data sirens. Omiya and Seto [119] explored the detectability of vector and scalar polarization modes in a stochastic gravitational wave background (SGWB) around 1 mHz with the LISA-Taiji network. Orlando et al. [120] proposed that the chirality of an isotropic SGWB can be detected by cross-correlating the data streams of LISA and Taiji. Wang and Han [121] showed that the LISA-Taiji network could improve the observations on the anomalous polarization predicted by the theories beyond general relativity.

In this work, we focus on the LISA-Taiji network’s capability of improving the constraint accuracies of cosmological parameters. We first use the Fisher information matrix method to estimate the uncertainty of luminosity distance $d_L$, and then simulate 5-year standard siren data based on the LISA-Taiji network. Then, we constrain three typical dark-energy cosmological models, i.e., the $\Lambda$CDM, wCDM, and CPL models, using the standard siren (joint GW-EM detection) mock data. We mainly analyze the improvement on the constraint accuracy of equation of state (EoS) of dark energy, and show that the LISA-Taiji network will play an important role in exploring the properties of dark energy in the future.

The rest of this paper is organized as follows. In Sec. II.A, we describe the GW waveform and the detector response. In Sec. II.B, we describe the Fisher matrix analysis for GW parameter estimation. In Sec. II.C, we discuss the identifications of EM counterparts. In Sec. II.D, we introduce the methods of simulating the standard siren catalog. In Sec. III, we display the constraint results and make some discussions. The conclusion is given in Sec. IV. Unless otherwise specified, we adopt the system of units in which $c = G = 1$ throughout this paper.

II. SIMULATION OF STANDARD SIREN OBSERVATION

A. GW waveform and detector response

The GW signal from the inspiral of a non-spinning MBHB can be modeled by the restricted post-Newtonian (PN) waveform. The GW strain $h(t)$ can be described by two independent polarizations $h_+, h_\times$ in the transverse-traceless gauge,

$$h(t) = F_+(t; \theta, \phi, \psi)h_+(t) + F_\times(t; \theta, \phi, \psi)h_\times(t), \quad (1)$$

where $F_+, F_\times$ are antenna pattern functions, $(\theta, \phi)$ denote the source’s polar angle and azimuthal angle in the ecliptic frame, and $\psi$ is the polarization angle of GW. We can separate the antenna pattern function into a polarization angle part and a $D_+, D_\times$ part that describes the dependence of time,

$$F_+(t) = \frac{1}{2} \left( \cos(2\psi)D_+(t) - \sin(2\psi)D_\times(t) \right), \quad (2)$$

$$F_\times(t) = \frac{1}{2} \left( \sin(2\psi)D_+(t) + \cos(2\psi)D_\times(t) \right). \quad (3)$$

For the inspiral process, the specific forms of $D_+, D_\times$ with
the low-frequency approximation are given in Ref. [115],

\[
D_+(t) = \frac{\sqrt{3}}{64} \left[ -36\sin^2 \theta \sin(2\alpha(t) - 2\beta) + (3 + \cos(2\theta)) \\
\times \left( \cos(2\phi) \left( 9 \sin(2\beta) - \sin(4\alpha(t) - 2\beta) \right) + \sin(2\phi) \left( \cos(4\alpha(t) - 2\beta) - 9 \cos(2\beta) \right) \right) \\
- 4\sqrt{3} \sin^2(2\theta) \left( \sin(3\alpha(t) - 2\beta - \phi) - 3 \sin(\alpha(t) - 2\beta + \phi) \right) \right],
\]

where \( \alpha = 2\pi f_m t + \kappa \) is the orbital phase of the guiding center, and \( \beta \) is the initial orientation of the constellation. We simply set \( \beta = 0 \) in our simulation. The triangular GW detectors with three arms, such as LISA and Taiji, can be equivalent to two independent 90°-interferometers (i.e., “L-shaped” interferometers). The second interferometer is equivalent to the first one rotated by \( \pi/4 \) radians. The response functions of the two interferometers are \( F_+(t; \theta, \phi, \psi) \) and \( F_+(t; \phi - \pi/4, \psi) \) [122]. Here \( \kappa \) is the initial ecliptic longitude of the guiding center and \( f_m = 1/\text{yr} \). We assume that \( \kappa = 0 \) for LISA and \( \kappa = 40^\circ \) for Taiji, so that the separation angle between LISA and Taiji is 40°.

For the sake of describing GW signals in the Fourier space, the observation time \( t \) in Eqs. (4) and (5) is replaced by [123, 124]

\[
t(f) = t_c - \frac{5}{256} M c^{-5/3} (\pi f)^{-8/3},
\]

where \( t_c \) is the coalescence time of MBHB. The Fourier transformation of the strain can be obtained, i.e.,

\[
\tilde{h}(f) = -\left( \frac{5\pi}{24} \right)^{1/2} M c^{5/6} \left[ \frac{(\pi f)^{-7/6}}{D_{\text{eff}}} \right] e^{-i\Phi}.
\]

The effective luminosity distance, \( D_{\text{eff}} \), is defined as

\[
D_{\text{eff}} = d_L \left[ F_+^2 \left( \frac{1 + \cos^2 \iota}{2} \right)^2 + F_\times \cos^2 \iota \right]^{-1/2},
\]

where \( d_L \) is the luminosity distance to a GW source and \( \iota \) is the inclination angle between the orbital angular momentum and the line of sight. \( \Phi \) can be written to the second PN order as

\[
\Psi(f; M_c, \eta) = 2\pi f t_0 - 2\phi_0 - \frac{\pi}{4} + \frac{3}{128 \eta} \left[ \nu^{-5} + \frac{3715}{756} \right] + \frac{55}{9 \eta} \nu^{-3} - 16\pi \nu^{-2} + \left( \frac{15293365}{508032} \right) \nu^{-1} + \cdots,
\]

where \( t_0 = t_c + \tau(t) \) is the coalescence time at a detector. According to the forward modeling of LISA described in Ref. [125], to linear order in eccentricity, the time delay \( \tau(t) \) and the phase \( \phi_0 \) take the forms

\[
\tau(t) = -\frac{R}{c} \sin \theta \cos(\alpha - \phi) - \frac{1}{2} e \frac{R}{c} \sin \theta \left[ \cos(2\alpha - \phi - \beta) - 3 \cos(\phi - \beta) \right],
\]

\[
2\phi_0 = 2\phi_c - \arctan \left( \frac{F_+(\theta, \phi, \psi; t)}{F_+\tau(\theta, \phi, \psi; t)} \right) \frac{2\cos \nu}{1 + \cos^2 \iota},
\]

where \( R = 1 \text{ AU} \), and \( e \) is the eccentricity of detector’s orbit. In the observer’s reference frame, \( M_c = (1 + z) \eta \beta/3 M \) is the redshifted chirp mass. \( M = M_1 + M_2 \) is the total mass of MBHB with \( M_1 > M_2 \), and \( \eta = M_1 M_2/M^2 \) is the symmetric mass ratio.

B. Fisher matrix analysis for GW parameter estimation

For a network including \( N \) independent detectors, the Fisher information matrix can be written as

\[
F_{ij} = \left( \frac{\partial h(f)}{\partial \theta_i} \right) \left( \frac{\partial h(f)}{\partial \theta_j} \right),
\]

with \( h(f) \) being given by

\[
h(f) = \left[ \frac{\tilde{h}_1(f)}{\sqrt{S_n(f)}}, \frac{\tilde{h}_2(f)}{\sqrt{S_n(f)}}, \cdots, \frac{\tilde{h}_N(f)}{\sqrt{S_n(f)}} \right]^T,
\]

where \( \theta_i \) denotes nine parameters \( (d_L, M_c, \eta, \alpha, \iota, t_c, \phi_c, \psi, \psi) \) for a GW event. Here, \( S_n(f) \) is the noise power spectral density. The specific forms of \( S_n(f) \) for Taiji and LISA are obtained from Refs. [102, 126]. The bracket in Eq. (13) for two functions \( a(t) \) and \( b(t) \) is defined as

\[
\langle a | b \rangle = 4 \int_{f_{\text{low}}}^{f_{\text{up}}} \frac{\tilde{a}(f) \tilde{b}^*(f) + \tilde{a}^*(f) \tilde{b}(f)}{2} df,
\]

where “\( \sim \)” above a function denotes the Fourier transform of the function. The upper limit of the integral is set to the innermost stable circular orbit (ISCO) frequency \( f_{\text{ISCO}} = c^3/(6\sqrt{6\pi GM}) \) [127], and the lower frequency...
The cutoff is set to $f_{\text{low}} = 10^{-4}$ Hz. The signal-to-noise ratio (SNR) of a GW event is given by

$$\rho^2 = \langle h^2 \rangle,$$

and we consider the SNR threshold of 8 in our simulation.

The Fisher matrix of the LISA-Taiji network is the sum of the Fisher matrix of LISA and the one of Taiji, which can be expressed as

$$F_{\text{network}} = F_{LISA} + F_{Taiji}. \quad (17)$$

Then, the errors of GW parameters can be estimated by the Fisher information matrix,

$$\Delta \theta_i = \sqrt{(F^{-1})_{ii}}. \quad (18)$$

In our analysis, we take into account nine parameters ($d_L$, $M_\odot$, $\eta$, $\phi$, $\iota$, $t_c$, $\phi_c$, $\psi$) in the Fisher matrix. The error of luminosity distance, $\Delta d_L$, and the angular resolution, $\Delta \Omega$, could be calculated by the Fisher matrix. Here, $\Delta \Omega$ is given by

$$\Delta \Omega = 2 \pi \sin \theta \sqrt{\langle \Delta \theta^2 \rangle (\Delta \phi^2)} - \langle \Delta \theta \Delta \phi \rangle,$$

with $(\Delta \theta^2)$, $(\Delta \phi^2)$, and $(\Delta \theta \Delta \phi)$ being given by the inverse of the 9-parameter Fisher matrix [128]. Improving the angular resolutions of GW sources is helpful to identify EM counterparts, so $\Delta \Omega$ is important for determining the number of GW-EM events. In addition, $\Delta d_L$ could directly affect the constraint accuracies of cosmological parameters. Therefore, before making a cosmological analysis, it is necessary to study the reductions of $\Delta \Omega$ and $\Delta d_L$ made by the LISA-Taiji network.

For the sake of clearly showing the reductions of $\Delta \Omega$ and $\Delta d_L$, we plot $\Delta \Omega$ and $\Delta d_L$ as functions of redshift in Figure 1. In this figure, we simulate 500 GW events to show statistical distributions of $\Delta \Omega$ and $\Delta d_L$. We choose $\kappa = 0$ for LISA and $\kappa = 40^\circ$ for Taiji. The mass of MBHs, the sky location $(\theta, \phi)$, the binary inclination $\iota$, the polarization angle $\psi$, and the coalescence phase $\phi_c$ are randomly chosen in the ranges of $[10^4, 10^7] M_\odot$, $[0, \pi]$, $[0, 2\pi]$, $[0, \pi]$, $[0, 2\pi]$, and $[0, 2\pi]$, respectively. We can clearly see that the LISA-Taiji network could reduce $\Delta \Omega$ by several orders of magnitude compared with the single Taiji mission, which implies that the LISA-Taiji network could greatly improve the capability of locating GW sources, and thus could increase the detection number of GW-EM events. For the uncertainty of luminosity distance, $\Delta d_L$, it is not reduced as much as $\Delta \Omega$, but is still reduced by a factor of a few. We have a more specific analysis on these aspects in Sec. II.D.

Actually, $\Delta d_L$ estimated by the Fisher matrix is the instrumental error, $\sigma_{d_L}^{\text{inst}}$. The total measurement error of luminosity distance $\sigma_{d_L}$ also consists of the lensing error, the peculiar velocity error, and the redshift measurement error, which can be expressed as [105]

$$\langle \sigma_{d_L} \rangle^2 = (\sigma_{d_L}^{\text{inst}})^2 + (\sigma_{d_L}^\text{lens})^2 + (\sigma_{d_L}^\text{pv})^2 + (\sigma_{d_L}^\text{reds})^2. \quad (19)$$

The main systematic error caused by weak lensing is adopted from the fitting formula [110],

$$\sigma_{d_L}^\text{lens}(z) = d_L(z) \times 0.066 \left[1 - (1 + z)^{-0.25}\right]^{1.8}, \quad (20)$$

and the error caused by the peculiar velocity of a source should also be included [129],

$$\sigma_{d_L}^\text{pv}(z) = d_L(z) \times \left[1 + \frac{c(1 + z)^2}{H(z)d_L(z)} \sqrt{\langle v^2 \rangle} \right], \quad (21)$$

where the peculiar velocity $\sqrt{\langle v^2 \rangle}$ of the source with respect to the Hubble flow is roughly set to 500 km s$^{-1}$.

The error from the redshift measurement of the EM counterpart could be ignored if the redshift is measured spectroscopically. But when using photometric redshift for a distant source, this factor should be taken into account. We estimate the error on the redshift measurement as

$$\sigma_{d_L}^\text{reds} = \frac{\partial d_L}{\partial z}(\Delta z)_n, \quad (22)$$

with $(\Delta z)_n \simeq 0.03(1 + z_n)$ [130].
C. Identifications of electromagnetic counterparts

In addition to the luminosity distance obtained from the GW waveform, the realization of standard sirens also requires the redshift information. Moreover, the number of GW-EM events has a great impact on the estimations of cosmological parameters, so we give an analysis on the EM counterpart below.

In the process of the merger of MBHB with external magnetic fields, it is assumed that EM radiations could be emitted in both the radio and optical bands [131–138]. The radiation in the radio frequency band can be detected using SKA [139], to identify the host galaxy of the GW source. Subsequently, the radiation in the optical band can be measured spectroscopically or photometrically through optical/IR projects, such as the Vera C. Rubin Observatory [140] and the European Extremely Large Telescope (E-ELT) [141], to obtain the redshift information.

In practice, before the EM projects make observations, it is necessary to accurately locate the GW source. Because the fields of view of the EM projects, such as SKA and ELT, are about 10 deg$^2$ in our simulation, we choose those GW events with $\Delta\Omega < 10$ deg$^2$. From our analyses in Sec. II B, one can see that the most obvious advantage of a GW detection network over a single detector is that it can greatly improve the capability of locating GW sources, which is also discussed in Ref. [115]. It should be mentioned that we use a conservative scenario to estimate the location parameter by using only the inspiral phase [110]. A more optimistic scenario is to include the merger and ringdown phases, which could lead to more GW-EM events. We leave this issue for future research.

After locating the GW source within 10 deg$^2$ by the GW detectors, we need to further uniquely identify the host galaxy by the EM counterpart. Of course, if the host galaxy cannot be uniquely identified, statistical methods can also be applied in estimating cosmological parameters. We leave the relevant discussion in the future work. To simulate the EM counterpart, it is necessary to understand the formation mechanism of MBHB and its external environment. Regarding these aspects, different theoretical models have been proposed [126]. In this paper, we use an analysis method similar to that used in Refs. [110, 142]. Next, we briefly introduce this method. More details can be found in Ref. [110].

We first simulate the EM radiation in the radio band, which will be used to uniquely identify the host galaxy. The total luminosity $L_{\text{radio}}$ in the radio band is expected to be detected by SKA, and its host galaxy cannot be uniquely identified, statistical methods can also be applied in estimating cosmological parameters. We leave the relevant discussion in the future work. To simulate the EM counterpart, it is necessary to understand the formation mechanism of MBHB and its external environment. Regarding these aspects, different theoretical models have been proposed [126]. In this paper, we use an analysis method similar to that used in Refs. [110, 142]. Next, we briefly introduce this method. More details can be found in Ref. [110].

After locating the GW source within 10 deg$^2$ by the

\[
L_{\text{jet}} = \begin{cases} 
10^{42.7} \text{erg s}^{-1} \left( \frac{\alpha}{0.01} \right)^{-0.1} m_9^{0.9} (\frac{\hat{m}}{0.07})^{6/5} (1 + 1.1a_1 + 0.29a_1^2) \times 10^{-2} & \text{if } 10^{-2} \leq \epsilon_{\text{edd}} \leq 0.3, \\
10^{45.7} \text{erg s}^{-1} \left( \frac{\alpha}{0.01} \right)^{-0.1} m_9^{0.9} (\frac{\hat{m}}{0.07})^{6/5} (0.55f^2 + 1.5fa_1 + a_1^2) \times 10^{-2} & \text{otherwise.} 
\end{cases}
\]

We assume the Shakura-Sunyaev viscosity parameter $\alpha = 0.1$; $m_9$ is defined as $m_9 = M_1/(10^{9}M_\odot)$; $\hat{m}$ is the central accretion rate, which is calculated from Appendix A of Ref. [110]; $a_1$ is the spin parameter of the BH with the mass of $M_1$; $f$ and $g$ are dimensionless quantities regulating the angular velocity and the azimuthal magnetic field, respectively, and are set to $f = 1$ and $g = 2.3$ [137]. The total luminosity in the radio band is given by $L_{\text{radio}} = L_{\text{flare}} + L_{\text{jet}}$. For the GW event satisfying $L_{\text{radio}} \geq 4\pi d_{\text{Lmin}}^2 \nu_{\text{radio}}^3 P_{\text{sK}}$ [132], its EM radiation in the radio band is expected to be detected by SKA, thus its host galaxy could be uniquely identified. Here, $P_{\text{sK}} = \nu_{\text{Ska}} \nu_{\text{radio}}$ is the detector’s flux limit, with $\nu_{\text{Ska}} \simeq 1.4$ GHz and $P_{\text{sK}} \simeq 1$ mJy. It should be noted that we assume that the radio radiation is isotropic, according to Ref. [110]. Actually, the synchrotron emission within the jet is beamed along the jet, which makes it impossible to detect the events with jets being not towards the earth, thus reducing the number of GW-EM events. However, collimation also implies a larger flux for a given source luminosity, which makes some intrinsically fainter sources being observable, thus increasing the number of GW-EM events. Because these two factors have opposite effects on the number of GW-EM events, and may counteract each other, we assume that the radiation is isotropic for the purpose of simplification.
the following relationship can be measured by ELT, converting luminosity in the range of 1000–2400 nm (J for Deep Observations) on ELT will cover the wavelength magnitude. Actually, MICADO (Multi-AO Imaging Camera for Deep Observations) on ELT will cover the wavelength range of 1000–2400 nm (J-band to K-band), so we simply choose the highest limiting magnitude, 31.3, as the detection threshold. This simplification may lead to a very small overestimation of the detection threshold, but will have no an obvious effect on the number of GW-EM events and the cosmological analysis. Based on the above criterion, we can pick out the GW events whose redshifts can be determined. For the redshift error \( \sigma_{dz} \), the authors of Ref. [110] take into account it for the GW-EM events satisfying 7.2 < \( m_{\text{gal}} \) < 31.3, with 7.2 being the spectroscopic limiting magnitude of ELT. In Ref. [100], the authors use a more simple method, namely taking into account the redshift error for all the GW-EM events of \( z > 2 \). Namely, it is assumed that the redshifts of GW events with \( z < 2 \) are measured by spectroscopy, while those with \( z > 2 \) are measured by photometry, because the spectroscopic redshift in the range of \( z > 2 \) is usually unavailable [100, 145]. In this work, we adopt the simplified method in Ref. [100]. Actually, one can see from Figure 2 that most GW-EM events are at \( z > 2 \). Thus, in our analysis, the redshift error is actually considered for most data points.

D. Standard siren catalog

Based on the methods discussed in the previous sections, we construct the standard siren catalogs in preparation for cosmological parameter constraints. In this work, we discuss three population models of MBHB [146, 147], i.e., pop III, Q3d, and Q3mod, which are proposed [126] for the simulation of standard sirens, according to the birth mechanism of MBHs and whether there exists a delay between the mergers of MBHB and their host galaxies. For the total numbers of the MBHB merger events within 5 years, we estimate them based on the event rates given in Table I of Ref. [126]. Specifically, the numbers are 877, 41, and 610 for pop III, Q3d, and Q3mod, respectively. For the redshift distribution and the mass distribution of MBHBs, we give numerical fitting formulas of the curves shown in Figure 3 of Ref. [126]. The predicted MBHB merger rates as functions of redshift are given by

\[
R(z)_{\text{pop III}} = \begin{cases} 
2.11z, & 0 \leq z \leq 9, \\
-1.8z + 35.2, & 9 < z \leq 19, 
\end{cases} 
\]

\[
R(z)_{\text{Q3d}} = \begin{cases} 
0.43z, & 0 \leq z \leq 3.5, \\
-0.18z + 2.12, & 3.5 < z \leq 12, 
\end{cases} 
\]

\[
R(z)_{\text{Q3mod}} = \begin{cases} 
1.67z, & 0 \leq z \leq 6, \\
-0.69z + 14.62, & 6 < z \leq 19. 
\end{cases} 
\]

The predicted MBHB merger rates as functions of the total redshifted mass, \( M_z \), are given by

\[
R(M_z)_{\text{pop III}} = \begin{cases} 
10^{-10.6} \left( \frac{M_z}{M_\odot} \right)^{3.2}, & 10^3 M_\odot \leq M_z \leq 10^4 M_\odot, \\
10^{5.32} \left( \frac{M_z}{M_\odot} \right)^{-0.78}, & 10^4 M_\odot < M_z \leq 10^8 M_\odot, 
\end{cases} 
\]

\[
R(M_z)_{\text{Q3d}} = \begin{cases} 
10^{-4.4} \left( \frac{M_z}{M_\odot} \right)^{0.81}, & 10^4 M_\odot \leq M_z \leq 10^{6.3} M_\odot, \\
10^{6.65} \left( \frac{M_z}{M_\odot} \right)^{-0.94}, & 10^{6.3} M_\odot < M_z \leq 10^8 M_\odot, 
\end{cases} 
\]

\[
R(M_z)_{\text{Q3mod}} = \begin{cases} 
10^{-5.44} \left( \frac{M_z}{M_\odot} \right)^{1.2}, & 10^4 M_\odot \leq M_z \leq 10^{6.2} M_\odot, \\
10^{6.75} \left( \frac{M_z}{M_\odot} \right)^{1.25}, & 10^{6.2} M_\odot < M_z \leq 10^8 M_\odot, 
\end{cases} 
\]

with \( M_z = M(1 + z) \). \( R(z) \) and \( R(M_z) \) are in units of \( \text{yr}^{-1} \). The sky location (\( \theta, \phi \)), the binary inclination \( i \), the polarization angle \( \psi \), and the coalescence phase \( \phi_c \) are randomly chosen in the ranges of \([0, \pi]\), \([0, 2\pi]\), \([0, \pi]\), \([0, 2\pi]\), and \([0, 2\pi]\), respectively.
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Firstly, let us take the simplest ΛCDM model as an example to discuss the constraint results for the three MBHB models. From Figure 3, we find that the pop III model gives the best constraints because it has the maximal event number among the three MBHB models. The Q3nod model is similar with the pop III model, but the Q3d model gives the worst constraints because it has the fewest event number. Quantitatively, the pop III model gives the relative errors $\varepsilon(\Omega_m) = 7.8\%$ and $\varepsilon(H_0) = 1.3\%$, the Q3nod model gives $\varepsilon(\Omega_m) = 8.4\%$ and $\varepsilon(H_0) = 1.4\%$, and the Q3d model gives $\varepsilon(\Omega_m) = 21.2\%$ and $\varepsilon(H_0) = 4.9\%$, as shown in Table II. Here, we notice that solely using the standard sirens from the LISA-Taiji network could provide a tight constraint on $H_0$, with the precision close to 1\%, which is the standard of precision cosmology. Compared with the single Taiji mission, the LISA-Taiji network reduces the absolute errors of $\Omega_m$ and $H_0$ by 60.3\% and 63.8\%, respectively, which can be seen from Table III. This indicates that the GW detection network could provide a more accurate measurement of $H_0$ than a single detector, which is helpful for solving the Hubble constant tension.

Now let us have a look at the improvements of the constraints on the EoS parameter of dark energy. We first discuss the $w$CDM model that has only one dark-

### TABLE I. The numbers of the standard sirens simulated from Taiji and the LISA-Taiji network within 5-year operation time, based on the pop III, Q3d, and Q3nod models of MBHB population.

| Model      | Number of standard sirens |
|------------|---------------------------|
| pop III    | 25                        |
| Q3d        | 12                        |
| Q3nod      | 24                        |

FIG. 2. The standard siren catalogs simulated from Taiji and the LISA-Taiji network within 5-year operation time based on the pop III, Q3d, and Q3nod models.
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| Error            | Model         | Model     | Model     |
|------------------|---------------|-----------|-----------|
|                  | \( \Lambda \)CDM | \( w \)CDM | CPL       |
| \( \Omega_m \)   | pop III       | Q3d       | Q3nod     | pop III   | Q3d       | Q3nod     | pop III   | Q3d       | Q3nod     |
| \( \sigma(\Omega_m) \) | 0.025         | 0.073     | 0.027     | 0.036     | 0.078     | 0.037     | 0.054     | 0.099     | 0.056     |
| \( \sigma(H_0) \)  | 0.86          | 3.25      | 0.94      | 1.85      | 10.10     | 1.75      | 2.40      | 10.00     | 2.10      |
| \( \sigma(w) \)    | -             | -         | -         | 0.245     | 0.735     | 0.230     | -         | -         | -         |
| \( \sigma(w_0) \)  | -             | -         | -         | -         | -         | -         | -         | -         | -         |
| \( \xi(\omega_m) \) | 0.078         | 0.212     | 0.084     | 0.113     | 0.258     | 0.114     | 0.165     | 0.304     | 0.171     |
| \( \xi(H_0) \)     | 0.013         | 0.049     | 0.014     | 0.027     | 0.141     | 0.026     | 0.036     | 0.141     | 0.031     |
| \( \xi(w) \)       | -             | -         | -         | 0.229     | 0.525     | 0.215     | -         | -         | -         |
| \( \xi(w_0) \)     | -             | -         | -         | -         | -         | -         | -         | -         | -         |

Note also that here we use only the Planck full data of CMB power spectra.  

For the CPL model that has two dark-energy EoS parameters  \( w_0 \) and  \( w_a \), we also find that the LISA-Taiji network data give better constraints compared with the single Taiji mission. The detailed results are shown in Table III. For the parameter  \( w_0 \), Taiji gives the relative error  \( \varepsilon(w_0) = 65.1\% \), and the LISA-Taiji network gives the relative error  \( \varepsilon(w_0) = 37.8\% \). Compared with the single Taiji mission, the LISA-Taiji network can reduce the absolute error of  \( w_0 \) by 61.6%. For the parameter  \( w_a \), Taiji cannot constrain  \( w_a \) well, but the LISA-
Taiji network gives the absolute error $\sigma(w_a) = 2.05$. When the CMB data are combined, CMB+Taiji gives $\varepsilon(w_0) = 82.3\%$ and $\sigma(w_a) = 1.80$, and CMB+network gives $\varepsilon(w_0) = 24.2\%$ and $\sigma(w_a) = 0.67$. Compared with CMB+Taiji, CMB+network could reduce the absolute errors of $w_0$ and $w_a$ by 41.5\% and 54.9\%, respectively. This indicates that the future LISA-Taiji network combined with the CMB observation will play an important role in constraining the EoS parameter of dark energy.

It should be noted that we make some assumptions and approximations in this work. For the redshift distribution and the mass distribution of MBHBs, we use the numerical fitting formulas. For the redshift measurement, we assume that the redshifts of GW events satisfying $z > 2$ are measured by photometry, so we take into account the redshift errors for these events. In addition, we simply assume that the radio radiation in the EM counterpart is isotropic. We have discussed the rationalities of these assumptions in the previous sections. The main purpose of this work is to make a preliminary forecast on the capability of the LISA-Taiji network of improving the estimations of cosmological parameters, compared with a single GW detector. For this purpose, these assumptions do not affect our main conclusions. For a more specific investigation on these issues, we leave it for future works.
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**FIG. 3.** The two-dimensional marginalized contours (68.3\% and 95.4\% confidence level) in the $\Omega_m$–$H_0$ plane considering three MBHB models for the $\Lambda$CDM model.
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**FIG. 4.** The two-dimensional marginalized contours (68.3\% and 95.4\% confidence level) in the $\Omega_m$–$w$ and $w$–$H_0$ planes for the $w$CDM. The mock data of Taiji and the LISA-Taiji network are simulated based on the Q3nod model.

models, i.e., the $\Lambda$CDM, $w$CDM, and CPL models, are chosen as representatives. We find that the LISA-Taiji network could significantly improve the constraint accuracies of cosmological parameters compared with the single Taiji mission. This is mainly due to three aspects: (i) the LISA-Taiji network could increase the number of the GW-EM events; (ii) the LISA-Taiji network could detect the GW events at higher redshift; and (iii) the LISA-Taiji network could reduce the error of luminosity distance. Taking the Q3nod model as an example, the LISA-Taiji network increases the GW-EM number from 24 to 44, compared with the single Taiji mission. The redshifts of GW events detected by the LISA-Taiji network can reach to $z \sim 8$. The errors of luminosity distances are also reduced to some extent, which can be seen from the error bars in Figure 2.

For the simplest $\Lambda$CDM model, we find that the pop III model gives the best constraints due to its maximal event number among these three MBHB models. The Q3nod model is similar with pop III, but the Q3d model gives the worst constraints due to its fewest event number. The pop III model gives the relative errors $\varepsilon(\Omega_m) = 7.8\%$ and $\varepsilon(H_0) = 1.3\%$; the Q3nod model gives $\varepsilon(\Omega_m) = 8.4\%$ and $\varepsilon(H_0) = 1.4\%$; the Q3d model gives $\varepsilon(\Omega_m) = 21.2\%$ and

IV. CONCLUSION

In this work, we forecast the capability of the future space-based GW detection network to constrain cosmological parameters. We consider a detection network composed of the European LISA mission and the Chinese Taiji mission. The configuration angle between the LISA and Taiji is considered to be 40°. Three models for MBHB, i.e., pop III, Q3d, and Q3nod, are used to simulate the EM counterpart detection and estimate the number of GW-EM events. Three typical cosmological
$\varepsilon(H_0) = 4.9\%$. So, we find that solely using the standard sirens from the LISA-Taiji network, the constraint precision of $H_0$ could reach about 1%, which is the standard of precision cosmology. In addition, compared with the single Taiji mission, the LISA-Taiji network could reduce the relative error of $H_0$ by 63.8%. This indicates that the LISA-Taiji network is helpful in addressing the $H_0$ tension.

For the dark-energy EoS parameter, we first discuss it in the $w$CDM model. Taking the Q3nod model as an example, we find that the LISA-Taiji network reduces the absolute error of $w$ by 66.9% compared with the single Taiji mission. We also see that the LISA-Taiji network improves the capability of breaking the parameter degeneracies inherent in the CMB data. Specifically, the CMB+network data reduces the absolute error of $w$ by 56.7% compared with CMB+Taiji. The constraint precision of $w$ could reach 4.2% using the CMB+network data, which is comparable with the result of Planck TT,TE,EE+lowE+lensing+SNe+BAO. For the CPL model that has two dark-energy EoS parameters $w_0$ and $w_a$, the LISA-Taiji network can reduce the absolute error of $w_0$ by 61.6%, compared with the single Taiji mission. For the parameter $w_a$, Taiji cannot constrain $w_a$ well, but the LISA-Taiji network can give the absolute error $\sigma(w_a) = 2.05$. Compared with CMB+Taiji, CMB+network could reduce the absolute errors of $w_0$ and $w_a$ by 41.5% and 54.9%, respectively. This indicates that the future LISA-Taiji network combined with the CMB observation will play an important role in constraining the EoS parameters of dark energy.

In the next few decades, GW detectors are expected to form powerful detection networks. This allows researchers to use multiple detectors to jointly detect a GW source, thereby improving the measurement accuracies of source parameters. At the same time, the detections of different GW sources in multiple GW frequency bands can help us test the theory of gravity, and can also lead to a more comprehensive understanding of the properties of compact objects and the evolution history of the universe. We expect that the LISA-Taiji network could play an important role in these aspects, and we will further discuss them in depth in our future work.
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