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Abstract

The Poisson-Nernst-Planck equations with generalized Frumkin-Butler-Volmer boundary condi-
tions (PNP-FBV) describe ion transport with Faradaic reactions and have applications in a wide
variety of fields. In this article, we develop a variable step size implicit-explicit time stepping scheme
for the solution of the PNP-FBV equations. We test our numerical scheme on a simplified “toy” ver-
sion of the PNP-FBV equations, paying special care to the treatment of the coupled nonlinear terms
in the boundary condition. We evaluate various ways of incorporating the boundary condition into
the scheme and a method based on ghost points is chosen for its favorable numerical properties com-
pared to the alternatives. In fact, we observe that when the underlying dynamics is one that would
have the solutions converge to a steady state solution, the numerical simulation does not result in the
time-step sizes growing larger along with the expected convergence. We observe that the time-step
sizes threshold at a particular step size. By performing an A-stability analysis we demonstrate that
this thresholding does not appear to be due to a stability constraint. Using the developed numerical
method, we are able to run simulations with a large range of parameters, including any value of the
singular perturbation parameter $\epsilon$.
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1 Introduction

The Poisson-Nernst-Planck (PNP) equations describe the transport of charged species subject to diffusion
and electromigration. They have wide applicability in electrochemistry, and have been used to model
a number of different systems, including porous media [1, 2, 3, 4], microelectrodes [5, 6], ion-exchange
membranes \[7\] [8], electrokinetic phenomena \[9\] [10] [11], ionic liquids \[12\] [13], electrochemical thin films \[14\] [15] [16], fuel cells \[17\], supercapacitors \[18\], and many more.

The one-dimensional, nondimensionalized PNP equations for a media with 2 mobile species is

\[
\frac{\partial c_{\pm}}{\partial t} = -\frac{\partial}{\partial x} \left[ -\frac{\partial c_{\pm}}{\partial x} - z_{\pm} c_{\pm} \frac{\partial \phi}{\partial x} \right], \quad t > 0, \ x \in (0, 1),
\]

\[
-\epsilon^2 \frac{\partial^2 \phi}{\partial x^2} = \frac{1}{2} (z_+ c_+ + z_- c_-), \quad x \in (0, 1),
\]

where \(c_{\pm}\) and \(z_{\pm}\) are the concentration and charge number of the positive/negative ion, \(\phi\) is the potential and \(\epsilon\) is the ratio of the Debye screening length to the interelectrode width \(L\). The PNP equations are combined with generalized Frumkin-Butler-Volmer (FBV) boundary conditions\(^1\) on each species which describe charge transfer reactions at electrodes. For the simulations performed later in this article, we choose \(z_+ = -z_- = 1\) with two no-flux boundary conditions and two FBV boundary conditions for equation (1):

\[
- \left. \left( \frac{\partial c_{-}}{\partial x} - c_{-} \frac{\partial \phi}{\partial x} \right) \right|_{x=0} = \left. \left( -\frac{\partial c_{+}}{\partial x} - c_{+} \frac{\partial \phi}{\partial x} \right) \right|_{x=1} = 0
\]

\[
- \left. \left( \frac{\partial c_{+}}{\partial x} - c_{+} \frac{\partial \phi}{\partial x} \right) \right|_{x=0} = 4 k_{c,a} c_{+}(0, t) e^{-0.5 \Delta \phi_{\text{left}}} - 4 j_{r,a} e^{0.5 \Delta \phi_{\text{left}}},
\]

\[
- \left. \left( \frac{\partial c_{+}}{\partial x} - c_{+} \frac{\partial \phi}{\partial x} \right) \right|_{x=1} = 4 k_{c,c} c_{+}(1, t) e^{-0.5 \Delta \phi_{\text{right}}} - 4 j_{r,c} e^{0.5 \Delta \phi_{\text{right}}},
\]

where \(k_{c,a}, k_{c,c}, j_{r,a}, \) and \(j_{r,c}\) are reaction rate parameters; the second part of the subscripts \(a\) and \(c\) refer to the anode and cathode, respectively. Equations (4)–(5) model the electrodeposition reaction

\[
\text{C}^+ + e^- \rightleftharpoons \text{M}
\]

where \(\text{M}\) represents the electrode material. There is a compact layer of charge, called the Stern layer, that occurs in the electrolyte next to an electrode surface [19, 20]. In equations (3)–(5), \(\Delta \phi_{\text{left}}\) and \(\Delta \phi_{\text{right}}\) refer to the potential differences across the Stern layers that occur at the anode and cathode respectively.

Specifically,

\[
\Delta \phi_{\text{left}} = \phi_{\text{anode}} - \phi(0, t) = -\phi(0, t), \quad \Delta \phi_{\text{right}} = \phi_{\text{cathode}} - \phi(1, t) = v(t) - \phi(1, t)
\]

where the potential at the anode has been set to zero and \(v(t)\) denotes the potential at the cathode. In

\(^1\)written here, for example, for a reaction involving one ionic species and one electron
addition, the Poisson equation (2) uses a mixed (or Robin) boundary condition [14, 15, 16],

\[
-\epsilon \delta \frac{\partial \phi}{\partial x} \bigg|_{x=0} = \Delta \phi_{\text{left}} = -\phi(0, t), \tag{8}
\]

\[
+\epsilon \delta \frac{\partial \phi}{\partial x} \bigg|_{x=1} = \Delta \phi_{\text{right}} = v(t) - \phi(1, t), \tag{9}
\]

where \( \delta \) is the ratio of the compact layer thickness to \( L \). Finally, there is an ODE which ensures conservation of electrical current at the electrode [21, 22],

\[
-\frac{\epsilon^2}{2} \frac{d}{dt} \phi_x(t) = j_{\text{ext}}(t) - \left[ k_{e,c} c_+ (t) e^{-0.5 \Delta \phi_{\text{right}}} - j_{e,c} e^{0.5 \Delta \phi_{\text{right}}} \right], \tag{10}
\]

where \( j_{\text{ext}}(t) \) is the current through the device. We refer to the PNP equations with the generalized Frumkin-Butler-Volmer as the PNP-FBV equations.

The device is operated in two regimes — either the current or the voltage at the cathode is externally controlled. If the voltage at the cathode, \( v(t) \), is externally controlled then the the PNP-FBV equations (1)–(2) with boundary conditions (3)–(5) and (7)–(9) are numerically solved, determining \( c_\pm \) and \( \phi \). The current is found \textit{a postiori} using equation (10). If the current, \( j_{\text{ext}}(t) \), is externally controlled then equation (10) is numerically solved along with the PNP-FBV equations determining \( c_\pm \), \( \phi \), and \( v \) simultaneously.

Though many workers in the field have approximated solutions to the PNP-FBV equations using asymptotics [23, 24], a numerical method is needed to obtain a full solution. A key mathematical aspect of the PNP-FBV equations is that the parameter \( \epsilon \) acts as a singular perturbation to the system and results in the formation of boundary layers [25]. This makes numerical simulation of the PNP-FBV equations especially challenging.

In general, there are several properties of a numerical method that need to be established so as to allow the solver for the Poisson-Nernst-Planck equations to be stable, provide accurate results and converge quickly. The first is a nonuniform mesh in space, which is useful because the potential and concentration distributions near the electrode can change significantly over short distances. The mesh near the boundaries should be finer than the mesh in the middle of the domain, where the concentration and potential are nearly constant. Secondly, many electrochemical systems of interest are subject to sudden changes of forcing, with long periods of relaxation with constant or no forcing in between. This, along with the transient dynamics driven by the initial data, gives the problem more than one timescale.

One of the first contributions to the field of time stepping methods for the Poisson-Nernst-Planck equations, was by Cohen and Cooley [26], who used an explicit time stepping method with predictor-corrector time-step refinement to solve the electroneutral equations with constant current. The next contribution was by Sandifer and Buck [27], who solved a system of equations with time-independent
Nernst-Planck equations with constant current and an implicit, iterative method to step the displacement field. Brumleve and Buck [28] solved the full PNP equations with Chang-Jaffe boundary conditions using Backward Euler time stepping. In Brumleve and Buck’s method, time steps were allowed to be variable, but were not adjusted during each step; the method given in the original publication still sees use in more modern work [29]. Murphy et. al. [30] solved the full PNP-FBV equations with adaptive steps by treating the discretized parabolic-elliptic system as a differential-algebraic system of ODE’s and algebraic equations, and used a variable-order Gear’s method [31]. It is also worth mentioning here the work of Scharfetter and Gummel [32], who gave a numerical method to solve the drift-diffusion equations (an analogue of the PNP equations in semiconductor physics) using Crank-Nicolson time stepping.

One example of a recent work where the time-dependent PNP equations are solved is Soestbergen, Biesheuvel and Bazant [22] (with FBV) who used the commercial finite element software COMSOL, which uses BDF and the generalized-α method [33]. Another is Britz and Strutwolf [34], who simulate a liquid junction using BDF with constant time steps. Britz [35] also outlines various explicit and implicit multistep methods in his book on computational solutions to the PNP equations. Our present work differs from previous attempts (notably Murphy et. al.) by using a splitting method for the parabolic-elliptic system [1–2] rather than treating them as a system of DAE’s, and differs from other modern computational methods [36] by controlling time steps adaptively.

In this article, we develop and test an adaptive time-stepper for the PNP-FBV equations with error control. This will allow the time-stepper to automatically detect changes in time scales and vary the step size accordingly. The adaptive time-stepper is based on a second-order variable step-size, semi-implicit, backward differentiation formula (VSSBDF2) [37]. The second-order constant step-size semi-implicit, backward differentiation formula (BDF2) is used as a time-stepping scheme in a variety of fields in science, engineering and computational mathematics. Axelsson et. al. [38], for example, used BDF2 with constant steps to solve the time-dependent Navier-Stokes equations. Lecoanet et. al. [39] used a similar method to model combustion equations in stars, and Linde, Persson and Sydow [40] used it to solve the Black-Scholes equation in computational finance.

We also present our findings on using an adaptive multistep time stepping scheme to solve the PNP-FBV equations. First, we applied the scheme to a toy model of the PNP-FBV equations in order to study how error and step size control can be incorporated into the VSSBDF2 scheme for the PNP-FBV equations. We find two issues of interest. The first is the discretization of the nonlinear coupled boundary conditions: we test two ways of implementing these boundary conditions and find that incorporating the flux by applying the PDE at boundary points is numerically more favourable. The second is we observe that when the underlying dynamics is one that would have the solutions converge to a steady state solution, the numerical simulation does not result in the time-step sizes growing larger and larger. In fact, we observe that the time-step sizes threshold at a particular step size. By performing an A-stability
analysis we demonstrate that this thresholding does not appear to be due to a linear stability constraint. We also observe this “thresholding” behavior, in which time steps chosen by the adaptive algorithm are unable to rise above a threshold value, for the PNP-FBV equations. We study this thresholding behaviour with numerical experiments, and find that it is unrelated to the A-stability of the VSSBDF2 scheme. It must be due to a nonlinear instability of some sort. We find that with constant time steps, if the time steps are small enough, the solution converges to steady-state, but if the time steps are too large, the solutions blow up. This transition between converging and blowing up with constant time steps is related to the thresholding behavior we find in the adaptive time stepper.

Eckert et. al. [41] used an adaptive, variable step-size BDF2 algorithm, which is similar to the one we present, to model electroplasticity, but do not report any kind of instability or time step constraint. Rosam, Jimack and Mullis [42] also use an adaptive BDF2 algorithm to study a problem in binary alloy solidification. In their Figure 4, they appear to show time steps relaxing to a constant value (i.e. thresholding), but the reason is not given: they report that it is related to the tolerance set in the adaptive time stepper.

The article is structured as follows. Sections 2.1 and 2.2 present the spatial and temporal discretization, respectively, and in Sections 2.3 and 2.4 we describe our adaptive stepping and error control algorithm. Section 2.5 presents the splitting method we use to compute the parabolic and elliptic PDEs separately. In Section 3 we present a toy model for the PNP-FBV equations and discuss two methods for discretizing the boundary conditions. In Section 3.1 we present the A-stability analysis for VSSBDF2 time-stepping and discuss the observed thresholding for the toy model. In Section 3.2 we discuss the effect of changing the boundary conditions. In Section 4 we apply the scheme to the PNP-FBV equations and study its performance including the effect of the singular perturbation parameter $\epsilon$.

The numerical simulations in this work were written in MATLAB and run on a Windows PC with 4 cores and 16 GB of RAM.

2 The Numerical Method

2.1 Spatial Discretization

The geometry is divided into a non-uniform mesh, with $x \in [0, 1]$ and parameterized via

$$x(s) : [0, 1] \rightarrow [0, 1],$$

so that $x_i := x(s_i), 0 = x_1 < x_2 < \ldots < x_N = 1$ and $dx(i) := x(s_{i+1}) - x(s_i)$ where $s_i = (i - 1) ds, i = 1, 2, \ldots, N$ and $ds = 1/(N - 1)$. The function $x(s)$ may, for example, be piecewise linear with smaller slopes near the endpoints $x = 0, 1$ and a large slope around $x = 1/2$. This would result in a piecewise
uniform mesh that is finer near the endpoints. Alternatively, one might use a logistic function, for example, to create a mesh with smoothly varying nonuniformity as in

\[
x(s_i) = \begin{cases} 
0 & i = 1 \\
\frac{1}{1+e^{-\gamma(s_i-\frac{1}{2})}} & i = 2, \ldots, N-1 \\
1 & i = N.
\end{cases}
\] (12)

The larger the value of \(\gamma\), the finer the mesh near the endpoints. In practice, we used a piecewise constant mesh with three or five regions of uniform mesh.

For the discussion of spatial discretization of the PDE (1) and boundary conditions (4–5), we refer to a generic continuity equation \(u_t = -(J(u, u_x))_x\). The function \(u(\cdot, t)\) on the interval is approximated by a vector \(u(t) \in \mathbb{R}^N\) with \(u_i(t) \approx u(x_i, t)\). At internal nodes, the flux is approximated using a second-order center-differencing scheme

\[
\frac{du_i}{dt} \approx (u(t))_{x_i} = \frac{J(u, u_x)}{x_{i+1/2} - x_{i-1/2}} 
\] (13)

where \(x_{i+1/2}\) is the midpoint of \([x_i, x_{i+1}]\) and the approximations

\[
u_{i \pm 1/2} \approx \frac{u_{i+1} + u_i}{2}, \quad u_x \big|_{x_{i-1/2}} \approx \frac{u_i - u_{i-1}}{x_i - x_{i-1}}, \quad \text{and} \quad u_x \big|_{x_{i+1/2}} \approx \frac{u_{i+1} - u_i}{x_{i+1} - x_i} \] (14)

are used. At the boundary nodes, we use a three-node, second-order approximation for \(u_x\). For example, the approximation at the left hand boundary is

\[
u_x \big|_{x=0} \approx -\frac{2dx_1 + dx_2}{dx_1 (dx_1 + dx_2)} u_1 + \frac{dx_1 + dx_2}{dx_1 dx_2} u_2 - \frac{dx_1}{dx_2 (dx_1 + dx_2)} u_3. \] (15)

For the spatial discretization of (2) with boundary conditions (8)–(9), we refer to a generic Poisson equation, \(u_{xx} = f(u)\). In the interior, we again use a three point center-differencing scheme

\[
\frac{2u_{i+1}}{dx_i (dx_i + dx_{i-1})} - \frac{2u_i}{dx_i dx_{i-1}} + \frac{2u_{i-1}}{dx_{i-1} (dx_i + dx_{i-1})} \approx u_{xx} \big|_{x_i} = f(u) \big|_{x=x_i}. \] (16)

On the boundaries \(x = 0, 1\), we use a left or right-handed three point stencil to approximate any first derivatives that might appear in the boundary conditions.

Bazant and coworkers (i.e. in [15] and [16]), used a Chebyshev pseudospectral spatial discretization in their work, where we use a finite difference discretization. We wrote and tested a Chebyshev spectral version of the code using the chebfun package [43, 44] and found that, while the spectral and finite difference codes gave nearly identical results, the finite difference code ran orders of magnitude faster.
than the spectral code when using the same time stepping scheme.

2.2 Time Stepping

Multistep schemes such as backwards differentiation formulae, Adams-Bashforth, and Crank-Nicholson methods have long been applied in computational fluid mechanics to time step advection-diffusion equations (see Chapter 4.4 of [45]) where both the diffusion and advection terms are linear. Semi-implicit, or implicit-explicit schemes, are useful when PDEs contain both linear stiff terms and nonlinear terms which are difficult to handle using implicit methods. For our model, we use a second-order variable step-size implicit-explicit backwards differencing formula, VSSBDF2, introduced by Wang and Ruuth [37, 46]. To present the VSSBDF2 method, we consider

$$\frac{du}{dt} = f(u) + g(u)$$

where $f(u)$ is a nonlinear term (that is best handled explicitly) and $g(u)$ is a stiff linear term that is best handled implicitly to avoid numerical instability.

We use a superscript notation to denote time levels: $u^n$ approximates $u(t^n)$. Given the values $u^{n-1}$ at time $t^{n-1} = t^n - dt_{\text{old}}$ and $u^n$ at time $t^n$, the future value $u^{n+1}$ at time $t^{n+1} = t^n + dt_{\text{now}}$ is determined by equation 2.8 in [37]:

$$\frac{1}{dt_{\text{now}}} \left( \frac{1 + 2\omega}{1 + \omega} u^{n+1} - (1 + \omega)u^n + \frac{\omega^2}{1 + \omega} u^{n-1} \right) = (1 + \omega)f(u^n) - \omega f(u^{n-1}) + g(u^{n+1}),$$

(17)

where $\omega = dt_{\text{now}}/dt_{\text{old}}$. This scheme was shown to have favorable stability properties compared to the other IMEX and VSIMEX schemes based on numerical experiments on Burger’s equation [37].

2.3 Error Approximation and Extrapolation

If one is using a non-adaptive time stepper then the time steps $t^n, n = 0, 1, \ldots$ are chosen before computing $u^n, n = 0, 1, \ldots$. An adaptive time stepper chooses the time step size $dt_{\text{now}}$ based on already-computed values. For example, using the values $u^{n-1}, u^{n-\frac{1}{2}}$, and $u^n$ at times $t^n - dt_{\text{old}}, t_n - dt_{\text{old}}/2$ and $t_n$, respectively, we choose a time step size $dt_{\text{now}}$ so that the local truncation error (LTE) is “small enough” but not “too small”. This is done as follows. First, we choose a candidate time step: $dt_{\text{now}} = dt_{\text{old}}$, for example. We then take one “coarse” step from $t^n - dt_{\text{old}}$ and $t^n$ to $t^n + dt_{\text{now}}$, using $u^{n-1}$ and $u^n$ to create $u_c^{n+1}$. Next, we take one “fine” step from $t^n - dt_{\text{old}}/2$ and $t^n$ to $t^n + dt_{\text{now}}/2$, using $u^{n-1/2}$ and $u^n$ to create $u_f^{n+1/2}$ and take a second fine step from $t^n$ and $t^n + dt_{\text{now}}/2$, using $u^n$ and $u_f^{n+1/2}$ to create $u_f^{n+1}$. We use $u_c^{n+1}$ and $u_f^{n+1}$ to estimate the local truncation error; if the error is acceptable, then we advance in time. If the error is unacceptable, then we choose a new $dt_{\text{now}}$ and try again creating a new $u_c^{n+1}$ and $u_f^{n+1}$ pair. Values of $u$ at half steps are stored at each step in order to allow the next fine step. This scheme is shown in Figure [1]. Note that in the figure, $dt_{\text{now}} > dt_{\text{old}}$: this would happen in the first attempt if the local truncation error was too small.
Given the two approximations $u^{n+1}_c$ and $u^{n+1}_f$ of the solution at time $t^n + dt_{\text{now}}$, one can use them to approximate the local truncation error (see Appendix A):

$$
\epsilon_c = u^{n+1}_c - u(t^{n+1}) \approx \frac{8}{7} \frac{dt_{\text{old}} + dt_{\text{now}}}{dt_{\text{old}} + 5 dt_{\text{now}}} (u^{n+1}_c - u^{n+1}_f). \quad (18)
$$

We use this approximation of $\epsilon_c$ when testing whether to use $dt_{\text{now}}$ or to coarsen or refine it. If $dt_{\text{now}}$ has been accepted, we then use $u^{n+1}_f$ and $u^{n+1}_c$ to construct an approximation $u^{n+1}$ which has smaller truncation error (see Appendix A). Specifically, $u^{n+1}$ is a linear combination of the form

$$
u^{n+1} = \alpha u^{n+1}_c + \beta u^{n+1}_f \quad \text{with coefficients } \quad \alpha = -\frac{dt_{\text{old}} + 3 dt_{\text{now}}}{7 dt_{\text{old}} + 5 dt_{\text{now}}}, \quad \beta = \frac{dt_{\text{old}} + dt_{\text{now}}}{7 dt_{\text{old}} + 5 dt_{\text{now}}}. \quad (19)
$$

The local truncation error for $u^{n+1}$ is one order higher than the local truncation errors for $u^{n+1}_c$ and $u^{n+1}_f$. Note that if $dt_{\text{now}} = dt_{\text{old}}$ then equation (19) reduces to the classic Richardson extrapolation formula.

### 2.4 Adaptive Time Stepping

We now discuss how to use the approximate local truncation error (18) in the adaptive time stepping method. There are two parameters in the adaptive scheme: tol and range. The adaptive scheme seeks a time step $dt_{\text{now}}$ such that the local truncation error $\epsilon_c^{n+1} \in (\text{tol} - \text{range}, \text{tol} + \text{range})$. In practice, we have used a relationship such as $\text{range} = \text{tol}/3$ and $\text{tol} = 10^{-6}$.

1. Set the loop counter, $i$, to 1 and set $dt^1 = dt_{\text{old}}$, where $dt^i$ is the $i^{th}$ guess at a value for $dt_{\text{now}}$.

2. (a) Take coarse and fine steps to compute $u^{n+1}_c$ and $u^{n+1}_f$ and use (18) to approximate $\epsilon_c^i$. Use the multistep scheme for $n > 1$ and equation (17) with $\omega = 0$ (single-step) for the first time step.

(b) Compute $\epsilon_c^i$ and check if $|\epsilon_c^i - \text{tol}| < \text{range}$. If yes, go to step 5.
3. Check the loop counter. If \( i_{\text{max}} \) attempts have been made trying to find an acceptable value for \( dt_{\text{now}} \) and \( |\epsilon| > \text{tol} + \text{range} \), then set \( dt_{\text{now}} \) to \( dt_{\text{min}} \). Alternatively, if at any time \( dt_{\text{now}} > dt_{\text{max}} \), then set \( dt_{\text{now}} \) to \( dt_{\text{max}} \). Compute the resulting \( u^{n+1}_c \) and \( u^{n+1}_f \), and go to step 5.

4. Increment the loop counter by 1 and make a guess at \( dt_{\text{now}} \) based on equation (20) with \( p = 3 \) (the order of the local truncation error) and return to step 2

\[
dt^{i+1} = \min\left(\max\left(\frac{\text{tol}}{\epsilon_c}, \eta_{\text{min}}\right), \eta_{\text{max}}\right)
\]

(20)

5. Advance in time, setting \( dt_{\text{now}} = dt^{i} \), \( t^{n+1} = t^{n} + dt_{\text{now}} \) and use (19) to define \( u^{n+1} \).

\( i_{\text{max}} \) is the maximum number of allowed iterations per time step, and \( dt_{\text{min}} \) and \( dt_{\text{max}} \) are the minimum and maximum allowed time steps, respectively. \( dt_{\text{min}} \) is set so that the simulation completes in a reasonable period of time; we used values in the range \( 10^{-10} \) to \( 10^{-8} \) for runs up to around time 50.

Equation (20) is a carry-over from refinement strategies for single step schemes, where \( p \) is the order of the LTE. It is based on the idea that the LTE satisfies \( \epsilon \approx C (dt)^p \), so setting \( dt^{i+1} = \left(\frac{\text{tol}}{\epsilon_c}\right)^{1/p} dt^i \) will bring \( \epsilon^{i+1} \) closer to \( \text{tol} \). The role of \( \eta_{\text{min}} \) and \( \eta_{\text{max}} \) in (20) is to prevent \( dt^{i+1} \) from changing “too much” at once (\( \eta_{\text{min}} \leq dt^{i+1}/dt^i \leq \eta_{\text{max}} \)). For \( \eta_{\text{max}} \) and \( \eta_{\text{min}} \), we used values such as 1.2 and 0.8, respectively, as safeguards to guarantee that the adaptive stepper is able to converge. This type of error control strategy is discussed in Chapter II.4 of Hairer, Norsett and Wanner [47]. Since we’re using a two-step time stepping scheme, for the first time step, we use a first order IMEX scheme, i.e. (17) with \( \omega = 0 \), which has an LTE \( \sim O(dt^2) \) along with the error control that uses \( p = 2 \) in (20) and the extrapolation formula \( u^{n+1} = 2u_f - u_c \).

Above, we described the time-stepping for a single ODE according to the steps presented above. Given the system of ODEs that would arise from spatially discretizing a parabolic PDE, we use the same approach but define the local truncation error using the norm of \( u \). In our simulations, we chose the \( l^2 \) norm.

### 2.5 Splitting Method for the Parabolic-Elliptic System

The model presented in the Introduction has 2 parabolic PDEs (equation (1)) for the two species \( c_{\pm} \), one ODE (equation (10)) for the electric field at the cathode \( \phi_x \) (if there are current boundary conditions), and one elliptic PDE (equation (2)) for the potential \( \phi \). If the model is extended to include adsorption effects at the electrodes, there would be an additional ODE describing the dynamics of the fraction of surface coverage for each electrode [48]. If, in addition, the model included temperature and heat transport, there would be another PDE for the temperature [48]. In this work however, we limit ourselves to just the PNP-FBV system of equations.
We now describe how to time-step this system in a way that the global truncation error is $O(dt^2)$ when we take constant time steps ($dt_{\text{old}} = dt_{\text{now}} = dt$). Figure 2 shows the scheme for the first and second (and subsequent) time steps. The initial value $\phi_x(1,0)$ is denoted $\phi^1_1$. The initial data $c_{\pm}(x,0)$ is discretized resulting in initial vectors $c^1_\pm, c^1_\pm \in \mathbb{R}^N$. Given $c^1_\pm$ and $\phi^1_x$, we solve the elliptic PDE to determine $\phi^1 \in \mathbb{R}^N$. Using a first-order IMEX scheme on the two parabolic PDEs (1) and the ODE (10), we determine $c^2_\pm$ and $\phi^2_x$. We then solve the elliptic PDE (2) to determine $\phi^2$. The two-step method is then applied to determine $c^3_\pm$ and $\phi^3_x$ (and subsequent values of $c^n_\pm$ and $\phi^n_x$). In general, $\phi^{n+1}$ is solved for using $c^{n+1}_\pm$ and $\phi^{n+1}_x$. It is important for numerical accuracy that the correct $\phi$ is associated with the correct time level: not doing so reduces the global truncation error from $O(dt^2)$ to $O(dt)$. Furthermore, because $\phi$ at time $t^n$ is determined from the other quantities at time $t^n$ the elliptic equation does not factor into the computation of the local truncation error during adaptive time stepping.

3 Numerical Tests on Model Problem

We begin by exploring the numerical properties of the time-stepping scheme for a simple coupled parabolic-elliptic system which has many of the properties of the full system of equations (1)–(9). We consider the
“toy” model

\[ u_t = u_{xx} + (uv_x)_x = -(-u_x - u v_x)_x, \quad (21) \]
\[ v_{xx} = -u \quad (22) \]
on \( x \in (0, 1) \) with boundary conditions on the flux of \( u \)

\[ (-u_x - uv_x) \bigg|_{x=0} = F(t) := -u(0, t) e^{v(0,t)} + e^{-v(0,t)}, \quad (23) \]
\[ (-u_x - uv_x) \bigg|_{x=1} = G(t) := u(1, t) - 1. \quad (24) \]

We refer to the functions \( F(t) \) and \( G(t) \) as the “flux constraint functions”. Finally, there are Robin and Neumann boundary conditions on \( v \)

\[ v(0, t) - 0 = v_x(0, t), \quad (25) \]
\[ v_x(1, t) = 0. \quad (26) \]

This system shares two important properties with the PNP-FBV equations. First, the flux of \( u, -u_x - uv_x, \) is nonlinear and coupled to \( v \). Second, the flux constraint function, \( F(t) \) in (23), is nonlinear and coupled to \( v \). We refer to this boundary condition as “Butler-Volmer-like”, or “BV-like”.

In the interior of the domain, \( x \in (0, 1) \), we discretize in space using the methods outlined in Section 2.1 and time step using the time stepper, error control, and splitting methods outlined in Sections 2.2–2.5. At the interior nodes, \( x_2, \ldots, x_{N-1} \), the PDE (21) is temporally discretized using the VSSBDF2 scheme (17). The term \( u_{xx} \) in (21) is handled implicitly, like the term \( g(u) \), and the nonlinear term \( (u v_x)_x \) is extrapolated forward to time \( t^{n+1} \), like the nonlinear term \( f(u) \). This results in \( N - 2 \) equations involving the \( N \) unknowns, \( u_1^{n+1}, \ldots, u_N^{n+1} \). The boundary conditions provide two additional equations.

Above, we have described a strategy for updating the interior points in time. However, it is unclear how the boundary conditions on the flux of \( u \), equations (23)–(24), should be handled. A natural first approach is to extrapolate both the nonlinear term in the flux and the flux constraint function forward to time \( t^{n+1} \), using the equation

\[-(u_x)_1^{n+1} - (1 + \omega)(uv_x)_1^n + \omega(uv_x)_1^{n-1} = (1 + \omega) F^n - \omega F^{n-1} \quad (27) \]

to approximate the boundary condition (23), for example. Here, \( F^n = -u_1^n e^{v_1^n} + e^{-v_1^n} \); \( F^{n-1} \) is defined analogously. Similarly, the boundary condition (24) would be approximated as

\[-(u_x)_N^{n+1} - (1 + \omega)(uv_x)_N^n + \omega(uv_x)_N^{n-1} = (1 + \omega) G^n - \omega G^{n-1} \quad (28) \]
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where $G^n = u_N^n - 1$ and $G^{n-1} = u_N^{n-1} - 1$. We refer to equations (27) and (28) as the “direct” method of handling the boundary conditions. The $N$ equations are then solved, thus determining $u_1^{n+1}, \ldots u_N^{n+1}$.

The elliptic equation $v_{xx} = -u^{n+1}$ and the Robin and Neumann boundary conditions (25)–(26) are then discretized and solved, thus determining $v_1^{n+1}, \ldots v_N^{n+1}$.

As shown in Table 1 with constant time steps, we found the “direct” method to be second-order accurate in time if the boundary conditions on the flux of $u$ are replaced with homogeneous Dirichlet boundary conditions on $u$: $u(0, t) = u(1, t) = 0$. The method is first-order accurate in time with the BV-like boundary conditions, (27)–(28). Because the BV-like boundary conditions are nonlinear and coupled to the elliptic equation, we also considered boundary conditions of intermediate complexity. Specifically, the linear, coupled boundary conditions $u(0, t) = 0$ and $u(1, t) = v(1, t) - 1$ and the nonlinear, uncoupled boundary conditions $u(0, t) = 0$ and $u(1, t) = \cos(u(1, t)) - 1$. The method was found to be unstable with no-flux boundary conditions on $u$: $F(t) = G(t) = 0$ in (23)–(24).

| dt     | Homog. Dirichlet | linear coupled | nonlinear uncoupled | BV-Like |
|--------|-----------------|----------------|---------------------|---------|
| 0.001  | 4.01            | 3.58           | 2.05                | 2.43    |
| 0.001/2| 4.01            | 2.89           | 2.02                | 2.30    |
| 0.001/4| 4.01            | 4.79           | 2.01                | 2.18    |
| 0.001/8| 4.00            | 11.26          | 2.01                | 2.10    |
| 0.001/16| 4.02           | 1.14           | 2.00                | 2.06    |

Table 1: Convergence test on toy model. The boundary conditions are: homogeneous Dirichlet: $u(0, t) = u(1, t) = 0$, linear & coupled: $u(0, t) = 0$ $u(1, t) = v(1, t) - 1$, nonlinear & uncoupled: $u(0, t) = 0$ $u(1, t) = \cos(u(1, t)) - 1$, and BV-like: (27)–(28). We compute six solutions on a uniform mesh $dx = 1/20$ using constant time steps up to time $t = 1$. The $i^{th}$ solution $u_i$ is computed using $dt = 0.001/2^i$. The ratios are computed using the discrete solutions $u_i$ at the final time $t = 1$; the ratio is defined as $\|u_i - u_{i+1}\|/\|u_{i+1} - u_{i+2}\|$ with the $l^2$ norm. Ratios approaching 4 indicate second order accuracy in time, while ratios approaching 2 indicate first order accuracy. Note that, while we only show 5 values of $dt$ in the table, additional runs with $dt = 0.001/32$ and $dt = 0.001/64$ were necessary to create the ratios.

We found that with BV-like boundary conditions, the error control algorithm is unable to make the error arbitrarily small. Specifically, the adaptive time-stepper chooses the time steps so that the local truncation error is in the interval $(tol - range, tol + range)$ and we found that we could not take $tol$ to be smaller than .009.

If we take constant, small time steps, the simulation shows a smooth solution converging exponentially fast to a steady state solution: $u_t$ and the higher temporal derivatives are decaying exponentially fast to zero. The local truncation error (41) is proportional to $dt^2_{now}(dt_{now} + dt_{old})$ times a linear combination of $u_t$, $u_{tt}$, and $u_{ttt}$. As a result, if constant time steps are used the local truncation error should decay exponentially fast to zero; this is what we observe in our simulations with BDF2.

Based on this observation that the initial value problem has a solution that converges to a steady state, one would make the following prediction about what would happen when an adaptive time-stepper is used. Because $u_t$ and the higher temporal derivatives are decaying exponentially fast to zero and the local truncation error is constrained to stay within a fixed interval, $[tol - range, tol + range]$ with
\( tol - range > 0 \), one would expect that the time-step would grow in order to satisfy this constraint. The time-step would increase until it reaches the maximum time-step size \( dt_{\text{max}} \) (see Subsection 2.4) at which point it would stay at this maximum time-step size. Once \( dt \) reaches the maximum value \( dt_{\text{max}} \) the local truncation error is no longer forced to be greater than \( tol - range \). At this point in time, the local truncation error would decrease to zero exponentially fast.

In fact, this is precisely what one observes if one computes solutions of the diffusion equation with homogeneous Dirichlet or Neumann boundary conditions using either Backward Euler timestepping or the VSSBDF2 timestepping (see Figure 3.3 in [48]). In contrast, when using VSSBDF2 to compute solutions of the system (21)–(26) using the direct method (27)–(28) for the boundary conditions, we find that initially the solution starts to converge to the steady state and the time-step sizes grow in order to keep the local truncation error within the specified bounds. The time-step sizes do not increase to \( dt_{\text{max}} \) though — instead they “threshold” at some smaller value of \( dt \). Further, \( u_t \) and the higher derivatives stop decreasing in magnitude. We find that the threshold, \( dt_{\infty} \), does not depend on the mesh size when using a uniform mesh on \((0, 1)\).

The “direct method” for boundary conditions [27]-[28] has the undesirable properties of: the method is not second-order accurate in time for the BV-like boundary conditions, we cannot take the parameter \( tol \) to be arbitrarily small, and the time-step \( dt \) thresholds. For this reason, we used an alternative approach for the boundary conditions. We refer to it as the “ghost point” method (see Section 1.4 of Thomas [49]), since it assumes the PDE (21) holds at the two boundaries, \( x = 0, 1 \), and uses the same time stepping scheme at the boundaries as at the internal nodes \( x_2, \ldots, x_{N-1} \). Applying the PDE at \( x_1 \) and \( x_N \) requires the flux at neighbouring points; in a true ghost point method this flux would be located at “ghost points” outside the computational domain. Instead, we use the flux at \( x_1 \) and \( x_N \); there are no points outside the computational domain. The spatially discretized PDE at \( x = 0, 1 \) becomes the two ODEs

\[
\begin{align*}
\left. u_t \right|_{x=0} &= \frac{(u_x + uv_x) \big|_{x=dx_1/2} - F(t)}{dx_1/2} \\
\left. u_t \right|_{x=1} &= \frac{G(t) - (u_x + uv_x) \big|_{x=1-dx_{N-1}/2}}{dx_{N-1}/2}
\end{align*}
\]

(29) (30)

As shown in Table 2, when using BDF2 timestepping we found the ghost point method to be second-order accurate in time for BV-like boundary conditions [23]-[24]. This is as expected because the time stepping scheme is second-order accurate and the ghost point method steps the boundary points in the same manner as the interior points.

The ghost point method also performs better with the adaptive time stepper in that the local truncation error can be made arbitrarily small by decreasing \( dt \): we find that any value of \( tol \) above round-off is
admissible. However, the method does still have the thresholding behavior with adaptive time stepping and the threshold, $dt_{\infty}$, does not depend on the mesh size when using a uniform mesh on $(0, 1)$, nor do they depend on the value of $tol$. The left plot of Figure 3 presents data from a BDF2 simulation. The top plot shows that $\|u_t\|$ is decaying exponentially fast to zero. The middle plot shows that the local truncation error is also decaying exponentially fast to zero. The bottom plot shows the time-step size as a function of time. The right plot presents data from the adaptive time-stepper simulation based on the VSSBDF2 scheme. The top plot shows that $\|u_t\|$ decays exponentially fast, at first, but then plateaus at around $10^{-7}$. The middle plot shows that the local truncation error is in $(tol - range, tol + range)$; this is as expected as long as the time-step size is less than the maximum time-step size $dt_{\text{max}}$. The bottom plot shows that the time-step size has thresholded at a value of around $dt_{\infty} = .25$; this is less than $dt_{\text{max}} = 1$.
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Figure 3: Toy model with BV-like boundary conditions. $N = 40$ and the initial data is $u(\cdot, 0) = 1$. The figure on the left presents data from a simulation with BDF2 time-stepping with $dt = 0.01$. The figure on the right presents data from the adaptive scheme that uses VSSBDF2 time-stepping with $tol = 10^{-6}$ and $range = tol/3$. In both figures, the top plot is a plot of $\log_{10}(\|u_t(\cdot, t)\|)$ versus time. The middle plot is a plot of $\log_{10}(LTE)$ versus time where $LTE$ is the local truncation error. The bottom plot is a plot of $\log_{10}(dt)$ versus time.

It is natural to ask whether the thresholding behaviour still occurs with adaptive time stepping on a one-step time-stepping scheme. We considered a pair of one-step schemes for the toy model PDE (21):

$$
\begin{array}{c|c}
 dt & \text{Ratios} \\
 0.001 & 3.47 \\
 0.001/2 & 3.65 \\
 0.001/4 & 3.79 \\
 0.001/8 & 3.89 \\
 0.001/16 & 3.94 \\
\end{array}
$$

Table 2: Convergence Test on Toy Model with ghost point method and BV-like boundary conditions. See the caption of Table 1 for a full explanation. The mesh width is $dx = 1/20$ and the simulation ran to time $t = 1$. Ratios tending to 4 indicate second-order accuracy in time. Runs with $dt = 0.001/32$ and $dt = 0.001/64$ were necessary to create the ratios.
Forward Euler,
\[
\frac{u^{n+1} - u^n}{dt} = (u_{xx} + (uv_x)_x)^n, \tag{31}
\]
and the implicit-explicit scheme,
\[
\frac{u^{n+1} - u^n}{dt} = (u_{xx})^{n+1} + ((uv_x)_x)^n. \tag{32}
\]

For both time-steppers, we tried both the “direct” and ghost point methods for the boundary conditions, (27)-(28) and (29)-(30) respectively. Adaptive stepping is used, with the error at each step calculated via.
\[
\epsilon = |u_{\text{fine}} - u_{\text{coarse}}|. \]
All four schemes display the same behaviour as seen in the right plots of Figure 3: the time-step thresholds at a value less than \(dt_{\text{max}}\) (See Figure 3.9 in [48]). Additionally, the two schemes which used the direct method for the BV-like boundary conditions share the issue of a hard lower bound on the error (\(tol\) can’t be taken small) as was the case for the two-step direct scheme. For this reason, the implicit-explicit method with the ghost point approach to the boundary conditions was used to take the first time step before proceeding with the two-step VSSBDF2 scheme.

### 3.1 Adaptive Time Stepping and A-stability

A natural question is whether the time-steps are thresholding because there is a linear stability constraint on the time-step size. We consider A-stability; it considers how the scheme performs for the ODE \(u_t = \lambda u\) where \(\text{Re}(\lambda) < 0\).

To see how the adaptive time-stepper works for a time-stepping scheme that has stability constraints, we consider Forward Euler time-stepping on the diffusion equation \(u_t = u_{xx}\) with homogenous Dirichlet boundary conditions \(u(0,t) = u(1,t) = 0\). The A-stability analysis yields \(u^{n+1} = \rho u^n = (1 + dt\lambda) u^n\). Forward Euler is A-stable if \(|\rho| \leq 1\); that is if the time-step satisfies \(dt < -2\text{Re}(\lambda)/|\lambda|^2\). For the diffusion equation, one approximates the Laplacian and the boundary conditions using a matrix and then takes \(\lambda\) to be the negative eigenvalue with largest magnitude. Specifically, a three-point finite-difference approximation of the Laplacian on a uniform mesh yields a time-step A-stability constraint of
\[
dt < \frac{dx^2}{1 + \cos(dx\pi)} = \hat{dt}, \quad \hat{dt} = \frac{dx^2}{2} + \mathcal{O}(dx^4). \tag{33}
\]

The left plot of Figure 4 presents data from the adaptive time-stepper with Forward Euler time-stepping. The top plot presents the local truncation error as a function of time; it stays in the interval \((tol - range, tol + range)\). The middle plot presents the time-step as a function of time; it thresholds around the value \(3.310^{-4}\). This limiting value was always less than the A-stability constraint \(\hat{dt}\) and, of course, less than the maximum allowed time step size \(dt_{\text{max}}\). The bottom plot presents the root \(\rho\) as a function of time; it’s roughly at the stability threshold of \(|\rho| = 1\) at most times. We repeated the
Figure 4: Diffusion equation $u_t = u_{xx}$ with Dirichlet boundary conditions $u(0, t) = u(1, t) = 0$. $N = 40$ and the initial data is $u(x, 0) = \sin(\pi x)$. The figure on the left presents data from the adaptive scheme using Forward Euler time-stepping. The figure on the right presents data from the adaptive scheme using VSSBDF2 time-stepping. In both cases, $tol = 10^{-6}$, $range = tol/3$, and $dt_{\text{max}} = 1$. In both figures, the top plot is a plot of $\log_{10}(LTE)$ versus time where $LTE$ is the local truncation error. In both figures, the middle plot is a plot of $\log_{10}(dt)$ versus time. In the left figure, the bottom plot is a plot of the largest root $\rho^+$ from the A-stability analysis for Forward Euler. In the right figure, the bottom plot is a plot of the two largest roots $\rho_{\pm}$ from the A-stability analysis for VSSBDF2.

We now consider the A-stability of the VSSBDF2 scheme given by \((17)\) for the ODE $u_t = \lambda u$. In applying the scheme, we have no nonlinear term ($f(u) = 0$) and the linear term ($g(u) = \lambda u$) is handled implicitly. The two-step scheme has the general solution $u^n = c_1 \rho^n_+ + c_2 \rho^n_-$ where $\rho_{\pm}$ are the roots of the quadratic equation

$$1 + 2\omega_1 + \omega_2 \rho^2 - (1 + \omega) \rho + \frac{\omega^2}{1 + \omega} = \lambda dt_{\text{now}} \rho^2.$$ 

The roots are given by

$$\rho_{\pm} = \frac{1}{2 \left( \frac{1 + 2\omega}{1 + \omega} - \lambda dt_{\text{now}} \right)} \left( 1 + \omega \pm \sqrt{(1 + \omega)^2 - \frac{4\omega^2}{1 + \omega} \left( \frac{1 + 2\omega}{1 + \omega} - \lambda dt_{\text{now}} \right)} \right). \quad (34)$$

Recalling that $\omega$ is the time-step ratio ($\omega = dt_{\text{now}}/dt_{\text{old}}$), one can easily verify that $\rho_+$ is the essential root and $\rho_-$ is the spurious root: $\rho_+ \to 1$ and $\rho_- \to 0$ as $dt_{\text{now}} \to 0$.

In practice, the adaptive time-stepper has already determined $dt_{\text{old}}$ and the differential equation determines the value of $\lambda$. If $\lambda$ is nonzero and real-valued then

$$\rho_{\pm} \to -\frac{1}{2 \lambda dt_{\text{old}}} \left( 1 \pm \sqrt{1 + 4\lambda dt_{\text{old}}} \right) \quad \text{as } dt_{\text{now}} \to \infty. \quad (35)$$

If either of the limiting values has magnitude greater than one, then this will result in an A-stability constraint on $dt_{\text{now}}$; if $dt_{\text{now}}$ is too large then at least one of the roots will have a magnitude greater than
one. For example, if \( \lambda dt_{\text{old}} = -1/8 \), then the limiting values are \( 4 \pm 2\sqrt{2} \); in such a case there would be an A-stability constraint on \( dt_{\text{now}} \).

For \( \lambda = 0 \), A-stability is the same as zero-stability. In this case, there are two roots:

\[
\rho_+ = 1 \quad \text{and} \quad \rho_- = \frac{\omega^2}{1 + 2\omega}.
\]

The essential root \( \rho_+ \) corresponds to an exact solution of the ODE: \( u(t) = c \). As \( dt_{\text{now}} \to \infty \), the spurious root \( \rho_- \) increases to infinity; thus the spurious root can be a source of numerical instability. Indeed \[37\], the time-step constraint for zero-stability is \( dt_{\text{now}} \leq (1 + \sqrt{2}) dt_{\text{old}} \).

From our study on Forward Euler, the A-stability constraint on the time-step depended on the ODE or PDE only (via \( \lambda \)). The A-stability constraint on the time-step size stopped the time steps from growing arbitrarily large; there was a limiting time-step size. However, for the VSSBDF2 scheme whether or not a stability constraint comes into play depends on the value of \( dt_{\text{old}} \), and so one could imagine that if \( dt_{\text{old}} \) and \( dt_{\text{new}} \) could both grow large while the magnitudes of the roots, \( |\rho_\pm| \), remains less than 1. For example, using formula \[34\] one can check that if the time-steps are growing exponentially in time, \( t^n \sim \exp(\mu n) \), then the roots \( \rho_\pm \) will decay like \( 1/\sqrt{t^n} \) as \( n \to \infty \). We find a similar \( 1/\sqrt{t^n} \) rate of decay if the time steps are growing algebraically in time (\( t^n \sim n^\alpha \) for some fixed \( \alpha > 0 \)).

The right plot of Figure 4 presents results from the adaptive scheme with the VSSBDF2 time-stepper applied to the diffusion equation problem. The top plot shows that that the local truncation error is initially in the interval \((tol - range, tol + range)\) but, after a certain time, it begins to decrease exponentially fast. The middle plot shows that the time-step size increases until it reaches the maximum time-step size, \( dt_{\text{max}} \). It is precisely when the time-step is held at \( dt_{\text{max}} \) that the local truncation error is no longer constrained to be in the interval and it starts to decay exponentially. The simulation was done with \( N = 40 \) meshpoints and so the Laplacian with Dirichlet boundary conditions are approximated by a \( 38 \times 38 \) matrix. Its 38 eigenvalues result in 38 values for \( \rho_+ \) and 38 values for \( \rho_- \). The bottom plot presents the two roots of largest magnitude as a function of time; the magnitudes are always less than 1.

This demonstrates that although, in principle, there could be an A-stability constraint on the time-step size for VSSBDF2, it does not come into play for the diffusion equation. A natural question is whether it might come into play for the toy model with BV-like boundary conditions. The top-left plot of Figure 5 presents the time-step size versus time; it shows the thresholding time-step to be around \( dt = 0.25 \). If \( N = 40 \) then the Laplacian matrix for the ghost-point approach is a \( 40 \times 40 \) matrix; the resulting 40 eigenvalues yield 40 essential roots, \( \rho_+ \), and 40 spurious roots, \( \rho_- \). The bottom-left plot of the figure presents the six largest-magnitude roots. We note that one of the roots has magnitude equal to 1. This arises because when time-stepping the PDEs at the boundary, \[29\]–\[30\], the terms \( u_x \) are handled implicitly, just like the terms \( u_{xx} \) at the internal points. As a result, the Laplacian matrix comes
from discretizing the Laplacian with Neumann boundary conditions; this yields an eigenvalue \( \lambda = 0 \). The zero-stability analysis \( (36) \) gives the essential root \( \rho_+ = 1 \).

Figure 5: Toy model with BV-like boundary conditions implemented with “ghost point” method. \( N = 40 \) and \( u(x, 0) = 1 \). Left plot: the adaptive scheme is used with VSSBDF2 with \( tol = 10^{-6} \), \( range = tol/3 \), and \( dt_{\max} = 1 \). The top plot is a plot of \( \log_{10}(dt) \) versus time. The bottom plot is a plot of the magnitudes of the six largest roots \( \rho_\pm \) versus time. (There are two pairs of complex-conjugate roots; they have equal magnitude.) Right plot: An example of piecewise constant time-stepping. The time stepping is done using BDF2 with \( dt = 0.01 \) for \( t \leq 10 \) and \( dt = 1.5 \) for \( t > 10 \). The plot shows \( \log_{10}(LTE) \) versus time where LTE denotes the local truncation error. Note that \( dt = 0.01 \) is less than the limiting value of \( dt \) in the left plot and \( dt = 1.5 \) is larger than it.

The thresholding of the time-steps causes \( \omega \to 1 \) as \( dt \to dt_\infty \). For this reason, the roots \( \rho_\pm \) will converge to those of the A-stability for BDF2. Taking \( \omega = 1 \) in \( (34) \) yields the roots

\[
\rho_\pm = \frac{1}{3/2 - \sigma} \left( 1 \pm \frac{1}{\sqrt{2}} \sqrt{\sigma + 1/2} \right)
\]

where \( \sigma = \lambda dt \) and we have assumed \( \lambda < 0 \). If \(-1/2 \leq \sigma < 0\) then the roots are real-valued and have magnitude less than 1. If \( \sigma < -1/2 \) then the roots are complex-valued with magnitude equal to \((3 - 2\sigma)^{-1/2}\), which is less than 1. For this reason, it is impossible for the thresholding to be caused by an A-stability time-stepping constraint.

As an exploration of the thresholding of the time-steps, we performed simulations in which we use BDF2 with fixed small time steps, \( dt_{\text{small}} \), until the solution has relaxed to steady state (up to round-off error) and then changed to larger, fixed time steps, \( dt_{\text{large}} \), and continued to compute. The larger time steps were chosen to be larger than the threshold timestep, \( dt_\infty \), found by the adaptive time-stepper. The right plot of Figure 5 presents the local truncation error as a function of time. It appears to be growing exponentially fast in time. We have not yet discovered the cause of this instability. If one looks at graphs of the solutions, it appears that after the switch-over time, the value at \( x = 0 \), \( u_1 \) starts to increase from its near-steady-state value. This increase causes an increase at all values of \( v_i \) which then causes an increase at all values of \( u_i \) at the next time step. The value \( u_1 \) appears to be increasing faster than the
other values of \( u_i \). When \( u_1 \) becomes larger than approximately 710, MATLAB evaluates \( \exp(u_1) \) as “Inf” resulting in the BV-like flux constraint function \( F(t) \) in (23) being evaluated as Inf. Solving for \( u \) and \( v \) at the next time step yields “NaN”. If we define the time at which NaN is first observed as the blow-up time, we find that as the larger time-step, \( dt_{\text{large}} \), decreases the “blow-up” time increases. This suggests that the thresholding in the time-step size is caused by the adaptive time-stepper’s avoiding some sort of numerical instability at the \( x = 0 \) boundary. A related phenomenon is that when running the simulation with a fixed time step, we find that larger time steps result in slower relaxation² to steady-state. If the fixed time step is above the threshold time-step size, \( t_\infty \), the local truncation errors don’t decrease — they increase.

### 3.2 The Effect of Boundary Conditions

It is natural to ask whether the thresholding behaviour still occurs when simpler (homogeneous, uncoupled) boundary conditions are used. First, we tested the VSSBDF2 solver on the toy model with homogeneous Dirichlet boundary conditions on the left boundary, \( u(0,t) = 0 \), and inhomogeneous, time-dependent Dirichlet boundary conditions at the right boundary, \( u(1,t) = \exp(-t) \). We found that no thresholding occurs (see Figure 3.10 in [48]). This would seem to indicate that the thresholding does not occur simply due to solving a coupled parabolic-elliptic system of PDEs. Next, we tested the solver with various flux constraint functions in the boundary condition (24). We considered a) \( u(0,t) = 0 \) and \( G(t) = 0 \), b) \( u(0,t) = 0 \) and \( G(t) = v(1,t) - 1/10 \), and c) \( u(0,t) = 0 \) and \( G(t) = u(1,t) \exp(v(1,t)) - \exp(-v(1,t)) \). For all three sets of boundary conditions, we found that the time-step size thresholds (see Figure 3.11 in [48]).

These tests show that the thresholding comes about due to having the flux for \( u \) coupled to \( v \) and due to time stepping the boundary node. Even for the simplest BCs of \( u(0,t) = 1 \) and \( G(t) = 0 \) the term \( uvx \) in the flux must be extrapolated, and so any flux boundary condition involves extrapolating a coupled term regardless of the flux constraint functions \( F(t) \) and \( G(t) \). It is strange to blame the thresholding on this extrapolation, however, since the \( uvx \) term also gets extrapolated when time-stepping the values at interior points, but this extrapolation at interior nodes does not cause thresholding as demonstrated by the simulations with \( u(0,t) = 0 \) and \( u(1,t) = \exp(-t) \). But the extrapolation seems to cause an issue at the boundary, even though we are time stepping the two boundary nodes exactly the same way as interior nodes.

Ultimately, both the “direct” method (27)–(28) and the “ghost point” approach (29)–(30) have time-steps that threshold but the ghost point approach is superior to the direct method in other ways and so it is clearly the better alternative.

---

²We say that the solution has “reached” steady state when the local truncation error is approximately \( 10^{-14} \).
4 Numerical Tests on PNP-FBV Equations

Having studied the adaptive time stepper for the toy model (21)-(26), we now consider the problem of interest: the PNP-FBV equations. From the study of the toy model, we are confident that if the potential has voltage boundary conditions (3)–(4) then the time-stepper will be second-order accurate. For this reason, we consider current, rather than voltage boundary conditions. This requires time-stepping the additional ODE (10). Table 3 shows a convergence test using constant time steps. The scheme is at least second-order accurate, as expected.

| $dt$ | Ratios |
|------|--------|
| 0.005 | 4.43   |
| 0.005/2 | 4.23  |
| 0.005/4 | 4.44  |
| 0.005/8 | 4.71  |
| 0.005/16 | 4.94  |

Table 3: Convergence test on PNP-FBV equations (1)–(9) with current boundary conditions (10). The imposed external current is $j_{ext} = 0$. All model parameters were set to 1 except $\epsilon = 0.1$. See the caption of Table 1 for a full explanation. The mesh width is $dx = 1/300$ and the simulation ran to time $t = 0.1$. Runs with $dt = 0.001/32$ and $dt = 0.001/64$ were necessary to create the ratios.

We then considered the PNP-FBV equations with voltage boundary conditions. The voltage was chosen to be nearly piecewise constant in time; there are fast voltage increases at four times as shown in the left plot of Figure 6. Before the first voltage increase, the solution is relaxing to a steady state. The solution starts to relax to another steady state after each subsequent voltage increase. The time-steps chosen by the adaptive stepper are shown in the right plot of Figure 6. After a short transient, the adaptive time-stepper takes time steps that are near the threshold value and responds to each voltage step by sharply decreasing the time-step size followed by a coarsening of the step size. This is a demonstration of the value of adaptive time stepping versus constant time steps: a constant step method would require step sizes of $10^{-5}$ to resolve the imposed voltage $v(t)$ used here, whereas the adaptive stepper has step sizes larger than $10^{-2}$ for most of the duration of the simulation. The adaptiveness of the time-stepper allowed us to numerically explore certain standard experimental protocols, such as linear sweep voltammetry, in which a time-dependent voltage or current is applied [50].

Finally, we consider the singular perturbation parameter, $\epsilon$, which controls the dynamics of the boundary layers near the electrodes in the PNP-FBV equations (2). Figure 7 presents some steady state solutions for PNP-FBV equations (1)–(9) with current boundary conditions (10). The figure on the left presents the steady-state concentration of the positive species, $c_+(x)$, for three values of $\epsilon$. The smaller the value of $\epsilon$, the thinner the transition layer near $x = 0$ and $x = 1$ is. The figure on the right presents the corresponding steady-state potential, $\phi(x)$.

For simulations in which the solutions are converging to a steady-state solution, we find that the time step size thresholds to a limiting value, $dt_\infty$. Interestingly, compared to the behaviour for adaptive
time-stepping the diffusion equation with Forward Euler (see Figure 4), for which $dt_{\infty}$ depends on the meshwidth, we find for the PNP-FBV equations that $dt_{\infty}$ seems to depend only on $\epsilon$. We find that if one decreases $\epsilon$ by a factor of $a$ then the limiting time-step size decreases by $a^2$; see Table 4. The PNP equations (1)–(2) have been nondimensionalized. In doing this, a nondimensional time scale is introduced; it scales like $D\tau/L^2$ where $D$ is the diffusivity, $\tau$ is the dimensional time unit, and $L$ is the width of the cell. Also, $\epsilon = \lambda_D/L$ where $\lambda_D$ is the Debye screening length. As a result, $\epsilon$ scales with $1/L$ and $t$ (and therefore $dt$) scales with $1/L^2$. This explains why lowering epsilon by a factor of $a$ should result in $dt$ being smaller by a factor of $a^2$. 

Figure 6: PNP-FBV equations (1)–(9) with $N = 90$, $tol = 1e-6$, $range = tol/3$, all model parameters set to 1 except $\epsilon = 0.1$. The initial data for the concentrations is $c_+(x, 0) = 1 + .1 \sin(2\pi x)$. The left plot shows the time-dependent voltage $v(t)$. The voltage values are nearly 0, 0.1, 0.2, 0.3 and 0.4 with sharp transitions at times 7.5, 8, 8.5 and 9. The voltage is constructed using a sum of 1/20 ($\tanh(1000(t-t_0))+1$) functions with appropriately chosen values of $t_0$. The right plot presents the time-step sizes as a function of time.

Figure 7: Steady-state solutions for PNP-FBV equations (1)–(9) with current boundary conditions (10). The imposed external current is $j_{ext} = 0.5$. The simulations were run until time $t = 5$; the profiles at that time are shown here. Three values of $\epsilon$ were used. For $\epsilon = 0.1, 0.01$, a uniform-in-space mesh was used with $dx = 1/90$. For $\epsilon = 0.001$, a piecewise uniform-in-space mesh was used with $dx = 1/600$ in $[0, 0.1]$ and $[0.9, 1]$ and $dx = 1/75$ in $[0.1, 0.9]$. Left figure: concentration of positive species, $c_+$, versus $x$. Right figure: potential, $\phi$, versus $x$. 

(a) 

(b)
The PNP-FBV equations (1)–(9) are simulated with the applied voltage \( v(t) = 0 \). Six values of \( \epsilon \) are considered. We denote the limiting timestep size chosen by the adaptive stepper by \( dt_{\infty} \). We compute \( dt_{\infty} \) by averaging the time-step sizes, \( dt \), over a time interval of length 1 chosen late in the simulation.

| \( \epsilon \) | \( dt_{\infty} \) | \( dt_{\infty}/\epsilon^2 \) |
|-------------|-------------|---------------------|
| 0.1         | 0.0257      | 2.57                |
| 0.01        | 0.000241    | 2.41                |
| 0.001       | 3.70 \times 10^{-6} | 3.70            |
| 10^{-4}     | 2.48 \times 10^{-8} | 2.48            |
| 10^{-5}     | 2.25 \times 10^{-10} | 2.25           |
| 10^{-6}     | 2.37 \times 10^{-12} | 2.37          |

Table 4: The PNP-FBV equations \([1,2]\) are simulated with the applied voltage \( v(t) = 0 \). Six values of \( \epsilon \) are considered. We denote the limiting timestep size chosen by the adaptive stepper by \( dt_{\infty} \). We compute \( dt_{\infty} \) by averaging the time-step sizes, \( dt \), over a time interval of length 1 chosen late in the simulation.

In this way, by taking small enough time steps, our adaptive time-stepper is able to run with small values of \( \epsilon \). This is an important contribution, as previous work on time-dependent solutions to the PNP-FBV equations \([22,51]\) took comparably large values, \( \epsilon \geq 10^{-3} \), whereas in principle we are able to simulate with any value of \( \epsilon \).

## 5 Conclusions and Future Work

In this work, we considered the Poisson-Nernst-Planck equations with generalized Frumkin-Butler-Volmer reaction kinetics at the electrodes. We developed a solver that dynamically chooses the time-step size so that the local truncation error is within user-specified bounds. The spatial discretization can be nonuniform, allowing for the finer mesh needed near the electrodes to resolve the boundary layers. The adaptive time-stepping allows the solver to adaptively choose small time steps during the initial transient period during which the boundary layers may be forming quickly in response to the boundary conditions. The adaptive time-stepping also allows one to study physical situations in which the imposed voltage or current have sudden, fast changes. We paid careful attention to the rate of convergence in time and to the handling of boundary conditions. The numerical method was tested on a simplified “toy” model which retains some key features of the full model, and evidence for a nonlinear instability was found which appears to originate from the boundary conditions. Furthermore, for the PNP-FBV equations our numerical scheme was found to be able to operate with (arbitrarily) small values of the nondimensional parameter \( \epsilon \), although the smaller the value of \( \epsilon \) the smaller the resulting allowable time steps were and hence the longer the simulation time was.

For future work, the nonlinear instability at the boundary is worth investigating further, so as to determine the exact cause and potentially modify the scheme to remove it. Also, our method only automatically adjusts time steps; the spatial mesh is chosen before the simulation begins. Incorporating adaptive mesh refinement along with adaptive time stepping would further improve on the numerical method.
A Derivation of the Local Truncation Error Formula and the Extrapolation Formula

In this appendix, the error approximation and extrapolation formula used in Subsection 2.3 is derived.

We consider time stepping the ODE

$$\frac{du}{dt} = f(u) + g(u)$$

(37)

where the value of $u$ at time $n + 1$ is given by

$$\frac{1}{dt_{\text{now}}} \left( 1 + \frac{2\omega}{1 + \omega} u^{n+1} - (1 + \omega) u^n + \frac{\omega^2}{1 + \omega} u^{n-1} \right) = (1 + \omega) f(u^n) - \omega f(u^{n-1}) + g(u^{n+1})$$

(38)

By making the substitutions $u^{n+1} = u(t + dt_{\text{now}})$ and $u^{n-1} = u(t - dt_{\text{old}})$ and performing a multivariable Taylor expansion about $t$, the local truncation error is found to take the form

$$LTE = (u'(t) - f(u(t)) - g(u(t))) \, dt_{\text{now}} + (u''(t) - f'(u(t)) \, u'(t) - g'(u(t)) \, u'(t)) \, dt_{\text{now}}^2$$

$$+ \left( \frac{1}{2} f''(u(t)) \, u'(t)^2 + \frac{1}{2} f'(u(t)) \, u''(t) - \frac{1}{6} u^{(3)}(t) \right) \, dt_{\text{old}} \, dt_{\text{now}}^2$$

$$+ \left( -\frac{1}{2} g''(u(t)) \, u'(t)^2 - \frac{1}{2} g'(u(t)) \, u''(t) + \frac{1}{3} u^{(3)}(t) \right) \, dt_{\text{now}}^3 + O(dt^4)$$

(39)

where $O(dt^4)$ denotes terms where $dt_{\text{now}}$ and $dt_{\text{old}}$ combined appear four or more times. If $u(t)$ is a thrice-differentiable solution of (37), the $dt_{\text{now}}^2$ and $dt_{\text{now}}^3$ terms vanish and the cubic term can be simplified, resulting in

$$LTE = \left( \frac{1}{2} f''(u(t)) \, u'(t)^2 + \frac{1}{2} f'(u(t)) \, u''(t) - \frac{1}{6} u^{(3)}(t) \right) \, dt_{\text{old}} \, dt_{\text{now}}^2$$

$$+ \left( -\frac{1}{2} g''(u(t)) \, u'(t)^2 - \frac{1}{2} g'(u(t)) \, u''(t) + \frac{1}{3} u^{(3)}(t) \right) \, dt_{\text{now}}^3 + O(dt^4)$$

(40)

$$= \left( \frac{1}{3} u^{(3)}(t) - \frac{1}{2} g''(u(t)) \, u'(t)^2 + \frac{1}{2} g'(u(t)) \, u''(t) \right) \, dt_{\text{now}}^3 (dt_{\text{now}} + dt_{\text{old}}) + O(dt^4).$$

(41)

This means that if $u^{(3)}(t)$ is bounded, the local truncation error for the coarse step is

$$\epsilon_c = u^n_{n+1} - u^{t_{n+1}} \approx C dt_{\text{now}}^2 (dt_{\text{now}} + dt_{\text{old}})$$

(42)

To find the local truncation error for $u^n_{n+1}$, we find the local truncation error for $u^n_{f + \frac{1}{2}}$ by replacing $dt_{\text{now}}$ and $dt_{\text{old}}$ in (42) by $\frac{dt_{\text{now}}}{2}$ and $\frac{dt_{\text{old}}}{2}$, respectively. We then find the local truncation error for $u^n_{n+1}$ by setting both $dt_{\text{now}}$ and $dt_{\text{old}}$ to $\frac{dt_{\text{now}}}{4}$. Adding these local truncation errors yields the LTE for $u^n_{f + 1}$,

$$\epsilon_f = u^n_{f + 1} - u^{t_{n+1}} \approx \frac{C dt_{\text{now}}^2 (dt_{\text{now}} + dt_{\text{old}})}{8} + C \frac{dt_{\text{now}}^3}{4}$$

(43)
Using equations (42) and (43), we can approximate $C$ using $u_c$, $u_f$, $dt_{\text{now}}$ and $dt_{\text{old}}$ and then use this approximation in (42), resulting in

$$\epsilon_c \approx \frac{u_c - u_f}{\frac{5}{8} dt_{\text{now}}^3 + \frac{7}{8} dt_{\text{now}}^2 dt_{\text{old}}} dt_{\text{now}}^2 (dt_{\text{now}} + dt_{\text{old}})$$

(44)

Finally, we subtract $\epsilon_c$ from $u^{n+1}$ to create a more accurate approximation of $u(t^{n+1})$. This results in the extrapolation formula $u(t^{n+1}) \approx u^{n+1}_0 - \epsilon_c = u^{n+1}_c + \beta u^{n+1}_f$ where

$$\alpha = -\frac{dt_{\text{old}} + 3 dt_{\text{now}}}{7 dt_{\text{old}} + 5 dt_{\text{now}}}, \quad \beta = \frac{dt_{\text{old}} + 7 dt_{\text{now}}}{7 dt_{\text{old}} + 5 dt_{\text{now}}}.$$

(45)
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