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Abstract—We propose a generalization of the asymptotic equipartition property to discrete sources with an ambiguous alphabet, and prove that it holds for irreducible stationary Markov sources with an arbitrary distinguishability relation. Our definition is based on the limiting behavior of graph parameters appearing in a recent dual characterization of the Shannon capacity of graphs, evaluated at subgraphs of strong powers of the confusability graph induced on high-probability subsets. As a special case, our results give an information-theoretic interpretation of the graph entropy rate of such sources.

Index Terms—Asymptotic equipartition property, Markov processes, graph entropy, confusability graph.

I. INTRODUCTION

A DISCRETE stationary source over the alphabet $\mathcal{X}$ with entropy rate $h$ satisfies the asymptotic equipartition property if for every large $n$ there is a subset of $\mathcal{X}^n$ of size $2^{nh+o(n)}$ with total probability arbitrarily close to 1 and such that every sequence within the subset has probability $2^{-nh+o(n)}$ (typical set). Forming the basis of many results in information theory, the asymptotic equipartition property for a sequence of independent and identically distributed random variables was proved by Shannon [1] and subsequently extended to ergodic sources in the Shannon–McMillan–Breiman theorem [2], [3]. The most direct application of the asymptotic equipartition property is to source coding, as it implies that the simple coding scheme that assigns different codewords to the typical set. Forming the basis of many results in information theory, the asymptotic equipartition property for a sequence of independent and identically distributed random variables was proved by Shannon [1] and subsequently extended to ergodic sources in the Shannon–McMillan–Breiman theorem [2], [3]. The most direct application of the asymptotic equipartition property is to source coding, as it implies that the simple coding scheme that assigns different codewords to the typical set and an arbitrary sequence to the remaining ones, requires approximately $h$ bits per letter, and is asymptotically optimal.

In [4] Körner studied a coding problem for a discrete memoryless source that produces symbols which cannot be fully distinguished from each other. In this model, distinguishability is a symmetric relation on the alphabet, and two strings of equal length are distinguishable if they are distinguishable in at least one coordinate. The task is then to assign bit strings to the symbols emitted by the source in such a way that, with high probability, symbols that can be distinguished are mapped to different strings. If we encode the relation in a graph $G$ whose vertex set is the alphabet, and two symbols form an edge if they can be confused, then the confusability graph of $n$-letter strings will be $G^\otimes n$, the $n$-fold strong product of $G$ with itself. If the common distribution of the letters is $P$, then the number of bits required grows as $n H(G, P) + o(n)$, where $H(G, P)$ is the graph entropy of $G$. The graph entropy of the complement can be expressed either as the entropy function of a certain convex corner [5, 3.1 Lemma] (the vertex packing polytope), or as the limit of the (fractional) clique cover numbers $\chi_f$ of high-probability subsets of $G^\otimes n$ (in the complementary picture: chromatic numbers of such subsets of the conormal power of $G$) [4]:

$$H(G, P) = \lim_{n \to \infty} \min_{S \subseteq V(G)^n} \frac{1}{n} \log \chi_f(G^\otimes n[S]),$$

where $c \in (0, 1)$ is arbitrary and the square brackets around a subset of the vertex set denote the induced subgraph. In particular, the limit is independent of $c \in (0, 1)$ [4]. For more on the properties and generalizations of the graph entropy, we refer to the surveys [6], [7].

Ignoring for a moment the distribution and the asymptotics and considering the encoding of a single emitted letter, in this coding problem, the (fractional) clique cover number serves as a way to measure the effective size of a set of partially distinguishable symbols, in the sense that at least $\log \chi_f(G)$ bits are required to be able to map distinguishable symbols to distinct bit strings. More generally, given two alphabets with confusability graphs $G$ and $H$, we may consider encodings $\varphi : V(G) \to V(H)$ that map distinguishable pairs to distinguishable ones, i.e., require that $\varphi$ be a homomorphism $G \to H$. If such an encoding exists, then $\chi_f(G) \leq \chi_f(H)$. Moreover, since $\chi_f$ is multiplicative under the strong product (unlike $\chi$), this inequality remains true even if we only assume the existence of a homomorphism $G^\otimes n \to H^\otimes n$, i.e., a block-encoding. However, the inequality between the fractional clique cover numbers is not sufficient for the existence of block-encodings in general. In a recent work Zuiddam introduced the asymptotic spectrum of graphs [8], the set
of nonnegative real graph parameters that are multiplicative under the strong product, additive under the disjoint union, and monotone in the sense that \( f(G) \leq f(H) \) if there is a homomorphism from \( G \) to \( H \), and showed that if the inequality \( f(G) \leq f(H) \) holds simultaneously for all such functions, then there exist homomorphisms \( G^{2n+o(n)} \rightarrow H^{2n} \). Elements of the asymptotic spectrum of graphs, or spectral points, include the fractional clique cover number, the Lovász number [9], the complement of the projective rank \( \xi_f(G) = \xi_f \) [10], and the fractional Haemers bound \( H_f^{\mathbb{F}}(G) \) over any field \( \mathbb{F} \) [11], [12], [13] (see [14] for a construction of more elements). One may regard these as different ways to measure the effective size of the alphabet, which collectively characterize the possible encodings of large blocks.

From this point of view, (1) is a generalization of the asymptotic equipartition property, and for an edgeless graph, it is indeed equivalent to it. Therefore we make the following definition (see Definition 3.2 below). A source with an ambiguous alphabet, characterized by a finite graph \( G \) and a distribution \( \mu \) on \( V(G) \)\(^\infty \) satisfies the asymptotic equipartition property if for every element \( f \) of the asymptotic spectrum of graphs, the limit
\[
\lim_{n \rightarrow \infty} \min_{S \subseteq V(G)^n} \min_{\mu_{12...n}} \frac{1}{n} \log f(G^{2n}[S]) = c
\]
exists and is independent of \( c \) for \( c \in (0,1) \). In [14] it was shown that when \( \mu \) is the joint distribution of a sequence of independent random variables with common distribution \( P \), then this property holds. The value of the limit is \( F(G,P) \), where \( F \) is the (logarithmic) probabilistic refinement of \( f \). For certain spectral points, such as the Lovász number and the fractional clique cover number, the probabilistic refinement has a single-letter characterization.

In this work, we extend the asymptotic equipartition property in the above sense to ergodic Markov processes with an ambiguous alphabet. We characterize the limit in terms of the logarithmic probabilistic refinement evaluated at large blocks, in analogy with the entropy rate. In Section II we review the concept of a partially distinguishable alphabet and collect the relevant graph-theoretical notions, including the asymptotic spectrum of graphs and the properties of the probabilistic refinements of spectral points. In Section III we re-formulate the asymptotic equipartition property for an arbitrary source in a form that motivates our generalization to ambiguous alphabets. In Section IV we define and study a quantity analogous to the entropy rate, associated with the probabilistic refinement of a spectral point and a source with a partially distinguishable alphabet. Like the entropy rate, the new quantity exists for stationary sources, and is continuous with respect to the Ornstein distance. In Section V we prove our main result, that irreducible stationary Markov chains with an arbitrary distinguishability relation have the asymptotic equipartition property. In Section VI we study processes that arise from observing a function of the output of a (hidden) process, and relate the asymptotic equipartition property for the observed source to that of the hidden process equipped with an induced confusability relation.

II. AMBIGUOUS ALPHABETS

We consider finite alphabets with a fixed symmetric relation with the interpretation that pairs of letters may or may not be distinguishable. We adopt the convention that the relation is given by the confusability graph: the vertices of this graph are the letters in the alphabet, and there is an edge between two distinct letters if they are confusable, and no edge if they are distinguishable. Note that the opposite convention is also used in the literature – to translate the results, one needs to replace graphs with their complements, which interchange the disjoint union (⊔) with join (+), the strong product (⊗, also known as strong direct product, AND product, normal product) with the costrong product (+, disjunctive product, OR product, co-normal product), etc. We will use the notation \( g \simeq h \) to mean that the vertices \( g \) and \( h \) are either adjacent or equal, e.g., the strong product is defined as \( (g_1, g_2) \simeq (h_1, h_2) \iff g_1 \simeq h_1 \) and \( g_2 \simeq h_1 \).

A confusability relation on an alphabet \( X \) induces a similar relation on the set \( X^n \) of \( n \)-letter strings: two strings are distinguishable if there is at least one coordinate where they are distinguishable. In terms of the confusability graph \( G = (X,E) \), this relation is given by the power \( G^{2n} \) with respect to the strong product. We note that a different, more general approach would be to start with a confusability relation on the set of infinite strings, and define finite strings to be confusable if they can be extended to confusables of infinite strings (see [15, Section 5.3]). Assuming that the relation is shift-invariant, this leads to a sequence of confusability graphs \( G_n \) with vertex set \( V(G_n) = X^n \) subject to the compatibility condition \( G_m \boxtimes G_n \simeq G_{n+m} \). We do not explore this setting here, but remark that some of the results below remain true when \( G^{2n} \) is replaced with \( G_n \).

As a general rule, any coding problem where one is looking for an encoding, i.e., function \( \varphi : X \rightarrow Y \) subject to certain constraints may be generalized by equipping the input and output alphabets with a confusability relation and requiring the functions to map distinguishable pairs to distinguishable ones, i.e., that \( \varphi \) is a homomorphism between the complements of the graphs. In the case of block encodings we require that \( \varphi : H^{2n} \rightarrow G^{2n+o(n)} \) is a homomorphism for some coding rate \( R > 0 \). We will write \( H \leq G \) if there exists a homomorphism \( H \rightarrow G \).

In the special case when \( H \) has no edge (i.e., \( H \) is the complement of the complete graph \( K_d \) on \( d \) vertices for some \( d \geq 2 \)), the requirement is that distinct inputs are encoded as distinguishable outputs, i.e., we are essentially looking for large independent sets in \( G^{2n} \). This is the problem of zero-error communication through a discrete memoryless channel [16]. In the opposite situation, where \( H \) is arbitrary and \( G \) is edgeless, a homomorphism \( \varphi : H^{2n} \rightarrow G^{2n+o(n)} \) is essentially a covering of \( H^{2n} \) by \( |G|^{R+o(n)} \) cliques, which is possible precisely when the fractional clique cover number of \( H \) is at most \( |G|R \). In [4] Körner considered a stochastic version of this problem, where the input follows a (memoryless) distribution \( P^{2n} \) for some \( P \in P(V(H)) \) (a probability distribution on the vertex set \( V(H) \)), and one only needs to encode typical strings. In this case the rate is characterized by the graph entropy \( H(H,P) \).
The asymptotic spectrum of graphs $\Delta(\mathcal{G})$ is the set of $\mathbb{R}_{\geq 0}$-valued graph parameters $f$ satisfying the following properties [8]:

(i) $f(G \sqcup H) = f(G) + f(H)$;
(ii) $f(G \boxtimes H) = f(G)f(H)$;
(iii) if $H \leq G$, then $f(H) \leq f(G)$;
(iv) $f(\mathcal{K}_d) = d$.

Elements of $\Delta(\mathcal{G})$ are called spectral points. These properties imply that whenever a block encoding $\varphi : H^{2n} \rightarrow G^{2n}R_{n+\sigma(n)}$ exists for infinitely many block lengths $n$, then $f(H) \leq f(G)$ holds for every spectral point $f \in \Delta(\mathcal{G})$. Remarkably, the converse is also true in the sense that if $f(H) \leq f(G)$ holds for all spectral points $f$, then there exist block encodings $H^{2n} \rightarrow G^{2n}R_{n+\sigma(n)}$ for all $n$ [8, Theorem 1.1].

As mentioned in the introduction, a useful way to think about the spectral points is that they generalize, in various ways, the cardinality of the alphabet. With a stochastic model of a source in mind, one may consider an ambiguous alphabet together with a probability distribution on the letters, which gives rise to an i.i.d. source. In analogy with the coding problem leading to the graph entropy, one can then ask how the effective size of the typical sets grow as the block length increases. This is captured by the probabilistic refinement of the spectral points [14].

Before defining these functionals, let us briefly recall some ingredients of the method of types following [17, Chapter 2]. We will denote the set of probability distributions (identified with nonnegative vectors) on a finite set $\mathcal{X}$ by $\mathcal{P}(\mathcal{X})$. The type of a sequence $(x_1, \ldots, x_n) \in \mathcal{X}^n$ is the probability distribution $P(x) = \frac{1}{n}(|i \in [n]|x_i = x_i)$. The set of distributions arising in this way from length-$n$ strings is $P_n(\mathcal{X})$, and its elements are called $n$-types. These are precisely those distributions that to each symbol assign only probabilities that are multiples of $\frac{1}{n}$. If $P \in \mathcal{P}(\mathcal{X})$, the corresponding type class, i.e., the set of sequences of type $P$ in $\mathcal{X}^n$ is denoted by $T^n_P$ (this set is nonempty iff $P$ is an $n$-type).

A possible definition of the probabilistic refinement $F$ of $f \in \Delta(\mathcal{G})$ is the following. Let $G$ be a graph, $P \in \mathcal{P}(V(G))$ and $P^{(n)}$ a sequence of $n$-types converging to $P$, and for each $n$ consider the type class $T^{n}_{P^{(n)}} \subseteq V(G)^n$, i.e., the set of strings containing the symbol $g \in V(G)$ exactly $nP^{(n)}(g)$ times. In [14] it was shown that

$$F(G, P) := \lim_{n \to \infty} \frac{1}{n} \log f(G^{2n}[T^{n}_{P^{(n)}}])$$

is well-defined, i.e., the limit exists and depends only on $G$ and the limiting distribution $P$. Moreover, the spectral point $f$ may be recovered as $\log f(G) = \max_{P \in \mathcal{P}(V(G))} F(G, P)$ and the probabilistic refinements of spectral points are characterized by the following properties [14, Theorems 1.1 and 1.2]:

(i) $p \mapsto F(G, P)$ is concave;
(ii) if $P \in \mathcal{P}(V(G) \times V(H))$ with marginals $P_G$ and $P_H$, then

$$F(G \boxtimes H, P) \leq F(G \boxtimes H, P_G) + F(H \boxtimes P_H) \leq F(G \boxtimes H, P) + I(G : H)_P$$

where $I(G : H)_P = \text{H}(P_G) + \text{H}(P_H) - \text{H}(P)$ is the mutual information;
(iii) if $P_G \in \mathcal{P}(V(G))$, $P_H \in \mathcal{P}(V(H))$ and $p \in [0, 1]$, then

$$F(G \boxcup H, pP_G \oplus (1-p)P_H) = pF(G, P_G) + (1-p)F(H, P_H) + h(p),$$

where $h(p) = -p \log p + (1-p) \log(1-p)$;
(iv) property [it:F monotone if $\varphi : \mathcal{H} \to \mathcal{G}$ is a homomorphism and $P \in \mathcal{P}(V(H))$, then $F(H, P) \leq F(G, \varphi(P))$.

Here $\varphi(P)$ denotes the pushforward measure, i.e., $\varphi(P)(x) = \sum_{h \in \varphi^{-1}(x)} P(h)$.

We also note that the bound $f(G^{2n}[T^n_{P^{(n)}}]) \leq 2^n H(p^{(n)})$ implies that $F(G, P) \leq H(P)$ and that the map $P \mapsto H(P) - F(G, P)$ is concave as well [14, Proposition 3.3].

Example 2.1:

(i) The fractional clique cover number is an element of $\Delta(\mathcal{G})$. Its probabilistic refinement is the graph entropy of the complement.

(ii) The probabilistic refinement of the Lovász number is equal to the functional studied by Marton in [18].

It is not a coincidence that these properties of the probabilistic refinements (and some others, such as the continuity estimate [14, Proposition 3.3 (iv)]) resemble those of the Shannon entropy, and indeed these functionals arise as special cases of an entropy concept introduced in [5], the entropy function of a convex corner. One of the aims of the present paper is to strengthen the entropic interpretation of the functionals arising as probabilistic refinements of spectral points, and in particular to explore their properties in connection with sequences of dependent random variables over ambiguous alphabets. As an example, let us see how arguably the simplest such property of the Shannon entropy generalizes: that the joint entropy of a pair of random variables is not less than any of the individual entropies or, in other words, that the conditional entropy is nonnegative.

**Proposition 2.2:** Let $G, H$ be graphs and $P \in \mathcal{P}(V(G) \times V(H))$. Then $F(H, P_H) \leq F(G \boxtimes H, P_H)$.

**Proof:** If $\psi : V(H) \to V(G)$ is any function, then $\varphi^{(\psi)}(h) := (\psi(h), h)$ is a homomorphism $\mathcal{H} \to \mathcal{G}$, therefore $F(H, P_H) \leq F(G \boxtimes H, \varphi^{(\psi)}(P_H))$. $P$ is in the convex hull of $\{\varphi^{(\psi)}(P_H) : \psi : V(H) \to V(G)\}$ and $F$ is concave, therefore $F(H, P_H) \leq F(G \boxtimes H, P_H)$.

**Remark 2.3:** An alternative, “low-level” proof proceeds by first considering joint $n$-types $P \in P_n(V(G) \times V(H))$ and noting that $H^{2n}[T^n_{P_H}] \leq [G \boxtimes H^{2n}/T^n_{P_H}]$, which can be seen by mapping each $y \in T^n_{P_H}$ to $(x, y)$ for any $x$ such that the joint type of $(x, y)$ is $P$.

One may reasonably conjecture that the strong subadditivity (or submodularity) property also holds, but a proof has so far eluded us.

**Problem 2.4:** Is it true that for every triple of graphs $G, H, K$ and $P \in \mathcal{P}(V(G) \times V(H) \times V(K))$ the inequality

$$F(G \boxtimes H, P_{GH}) + F(H \boxtimes K, P_{HK}) \geq F(H, P_H) + F(G \boxtimes H \boxtimes K, P)$$

holds?
III. ASYMPTOTIC EQUIPARTITION PROPERTY

In the following, \( X \) is a finite set (alphabet) equipped with the \( \sigma \)-algebra \( 2^X \), and \( X^\infty \) denotes the set of infinite words \( x_1x_2\ldots \) over the alphabet \( X \) with the product \( \sigma \)-algebra. Let \( \mu \) be a probability measure on \( X^\infty \), and let \( \mu_1, \mu_2, \mu_{12}, \mu_{123}, \ldots \) denote its various marginals. We say that \( \mu \) has the asymptotic equipartition property if, considered as the joint distribution of the sequence of random variables \( X_1, X_2, \ldots \), the random variables

\[
\frac{1}{n} \log \mu_{12\ldots n}(X_1, X_2, \ldots, X_n)
\]

converge to a constant \( h \) (entropy rate) in probability. In detail, for every \( \epsilon > 0 \),

\[
\lim_{n \to \infty} \Pr \left( \left| \frac{1}{n} \log \mu_{12\ldots n}(X_1, X_2, \ldots, X_n) - h \right| > \epsilon \right) = 0.
\]

(7)

In [1] Shannon proved the asymptotic equipartition property for i.i.d. sources, while McMillan [2] and Breiman [3] showed that ergodic sources also have the asymptotic equipartition property.

An important consequence of the asymptotic equipartition property is that, for each \( n \), the strings in \( X^n \) can be divided into a typical subset \( A^{(n)} \) and its complement in such a way that \( |A^{(n)}| = 2^{nh+o(n)} \), \( \mu_1^{(n)}(A^{(n)}) = 1 - o(1) \) and every string in \( A^{(n)} \) has probability \( 2^{-n(h+o(n))} \). In the following we show that it is possible to reformulate the asymptotic equipartition property solely in terms of the cardinalities of such high-probability subsets, which will serve as a motivation for Definition 3.2 below. We believe that it must be known that a similar statement is true (especially the implication \( \text{i} \implies \text{ii} \)), which for i.i.d. sequences is [19, Theorem 3.3.1], but we have not found the equivalence as stated here in the literature.

Proposition 3.1: The following statements are equivalent:

(i) \( \mu \) has the asymptotic equipartition property with entropy rate \( h \);

(ii) \( \lim_{n \to \infty} \min_{S \subseteq X^n, \mu_1^{(n)}(S) \geq c} \frac{1}{n} \log |S| = h \) for all \( c \in (0, 1) \).

Proof: \( \text{i} \implies \text{ii} \): Suppose that \( \mu \) has the asymptotic equipartition property and let \( c \in (0, 1) \) and \( \epsilon > 0 \). Consider the set

\[
A^{(n)}_c = \left\{ x \in X^n \mid \mu_1^{(n)}(x) \in [2^{-n(h+\epsilon)}, 2^{-n(h-\epsilon)}] \right\}.
\]

Then \( \mu(A^{(n)}_c) \to 1 \), therefore for every sufficiently large \( n \) this probability exceeds \( c \). The total probability of \( A^{(n)}_c \) is at most 1, but also at least \( |A^{(n)}_c| 2^{-n(h+\epsilon)} \). It follows that

\[
\lim_{n \to \infty} \sup_{\mu_1^{(n)}(S) \geq c} \min_{S \subseteq X^n} \frac{1}{n} \log |S| \leq \limsup_{n \to \infty} \frac{1}{n} \log |A^{(n)}_c| \leq \limsup_{n \to \infty} \frac{1}{n} \log 2^{n(h+\epsilon)} = h + \epsilon.
\]

(9)

For a lower bound, split an arbitrary subset \( S \subseteq X^n \) into its intersection with \( A^{(n)}_c \) and its complement and bound the total probability of both parts as

\[
\mu_{12\ldots n}(S) = \mu_{12\ldots n}(S \setminus A^{(n)}_c) + \mu_{12\ldots n}(S \cap A^{(n)}_c) \leq \mu_{12\ldots n}(X^n \setminus A^{(n)}_c) + |S| 2^{-n(h-\epsilon)}.
\]

(11)

Note that the first term on the right hand side converges to 0. If \( \mu_{12\ldots n}(S) \geq c \), this inequality implies

\[
\left( c - \mu_{12\ldots n}(X^n \setminus A^{(n)}_c) \right) 2^{n(h-\epsilon)} \leq |S|,
\]

(12)

therefore

\[
\liminf_{n \to \infty} \min_{S \subseteq X^n, \mu_1^{(n)}(S) \geq c} \frac{1}{n} \log |S| \geq \liminf_{n \to \infty} \frac{1}{n} \log \left( c - \mu_{12\ldots n}(X^n \setminus A^{(n)}_c) \right) 2^{n(h-\epsilon)} = h - \epsilon.
\]

(13)

Since both the lower and the upper bound holds for every \( \epsilon > 0 \), the limit exists and is equal to \( h \), independently of \( c \).

\( \text{ii} \implies \text{i} \): In the other direction, suppose that for every \( c \in (0, 1) \) the equality

\[
\lim_{n \to \infty} \min_{S \subseteq X^n, \mu_1^{(n)}(S) \geq c} \frac{1}{n} \log |S| = h
\]

(14)

holds. Let \( \delta > 0 \) and for all sufficiently large \( n \), choose minimal-size subsets \( S(n), T(n), U(n) \subseteq X^n \) subject to \( \mu_{12\ldots n}(S(n)) \geq \delta, \mu_{12\ldots n}(T(n)) \geq 1 - 2\delta, \) and \( \mu_{12\ldots n}(U(n)) \geq 1 - \delta \). We may assume that each subset contains the highest-probability strings for a given cardinality and that, in addition, \( S(n) \subseteq T(n) \subseteq U(n) \) (which is an extra assumption if there are equal probabilities). Let \( s_0^{(n)} \in S(n) \) and \( t_0^{(n)} \in T(n) \) be one of the elements with the lowest probability, and let \( B^{(n)} = T(n) \setminus \{ s_0^{(n)} \} \) and \( C^{(n)} = U(n) \setminus \{ t_0^{(n)} \} \). Note that, by construction, \( s_0^{(n)} \) and \( t_0^{(n)} \) are one of the elements with the highest probability in \( B^{(n)} \) and \( C^{(n)} \), respectively.

By the minimality of \( |S(n)|, \mu_{12\ldots n}(S(n) \setminus \{ s_0^{(n)} \}) < \delta \) and therefore

\[
\mu_{12\ldots n}(B^{(n)}) = \mu_{12\ldots n}(T(n)) - \mu_{12\ldots n}(S(n) \setminus \{ s_0^{(n)} \}) = 1 - 3\delta.
\]

(15)

By a similar reasoning, we have \( \mu_{12\ldots n}(C^{(n)}) \geq \delta \).

The estimates

\[
\delta \leq |C^{(n)}| \max_{s \in C^{(n)}} \mu_{12\ldots n}(\{ s \}) \leq |U(n)| \mu_{12\ldots n}(\{ t_0^{(n)} \}) = |U(n)| \min_{s \in B^{(n)}} \mu_{12\ldots n}(\{ s \})
\]

(17)
imply that for all \( s \in B^{(n)} \) we have \( \delta |U^{(n)}|^{-1} \leq \mu_{12...n}(\{s\}) \leq |S^{(n)}|^{-1}, \) i.e.,

\[
- \frac{1}{n} \log \delta + \frac{1}{n} \log |U^{(n)}| \geq - \frac{1}{n} \log \mu_{12...n}(\{s\}) \geq \frac{1}{n} \log |S^{(n)}|.
\]  

(18)

By assumption, both the lower and the upper bound has limit \( h \). Therefore for every \( \epsilon > 0 \), the probability that \(- \frac{1}{n} \log \mu_{12...n}(X_1, X_2, ..., X_n) \) is in \([h - \epsilon, h + \epsilon]\) is at least \( \mu_{12...n}(B^{(n)}) \geq 1 - 3\delta \), for every sufficiently large \( n \). As \( \delta > 0 \) was arbitrary, the asymptotic equipartition property holds. \( \Box \)

Proposition 3.1 offers a way to generalize the asymptotic equipartition property to sources with an ambiguous alphabet by replacing the minimal-cardinality subset with the induced subgraph attaining the minimal value for each spectral point, subject to the probability constraint:

**Definition 3.2:** Let \( G \) be a graph (encoding the confusability relation of an ambiguous alphabet \( V(G) \)) and \( \mu \) a probability measure on \( V(G)^\infty \). The pair \( (G, \mu) \) has the asymptotic equipartition property if for every \( f \in \Delta(G) \) the limit

\[
\lim_{n \to \infty} \min_{S \subseteq V(G)^n} \frac{1}{n} \log f(G^{\otimes n}[S])
\]  

exists and is independent of \( c \in (0, 1) \).

**Example 3:**

(i) If \( G = K_d \) (every pair of distinct symbols is distinguishable) then \( f(G^{\otimes n}[S]) = |S| \) holds for every spectral point \( f \), therefore Definition 3.2 recovers the asymptotic equipartition property of \( \mu \) in the usual sense.

(ii) If \( G = K_d \) (all letters are confusable) then \( f(G^{\otimes n}[S]) = 1 \) for all nonempty \( S \subseteq V(G)^n \), therefore the pair \( (G, \mu) \) has the asymptotic equipartition property for every distribution \( \mu \), and the common limit is 0 for every spectral point.

(iii) If \( G \) is an arbitrary graph and \( P \in \mathcal{P}(V(G)) \), then \( (G, P^\infty) \) has the asymptotic equipartition property by [14, Proposition 3.4], and the common limit is equal to \( F(G, P) \) and also to \( \lim_{n \to 0} \frac{1}{n} \log f(G^{\otimes n}[F_{B_n}(P)]) \). The special case when \( f \) is the fractional clique cover number was proved in [4], identifying the common limit as the graph entropy (in the complementary picture).

**Remark 3.4:** The equivalent condition ii in Proposition 3.1 can be generalized in other ways than the one given in Definition 3.2. A strengthening would be to require that the convergence is uniform in \( f \) or even that a common sequence of subsets \( S_n \subseteq V(G)^n \) exists such that \( \mu_{12...n}(S_n) \to 1 \) and

\[
\lim_{n \to \infty} \frac{1}{n} \log f(G^{\otimes n}[S_n])
\]  

is equal to (19) for all \( f \). We do not know if these formally stronger conditions are equivalent to ours, but we mention that i.i.d. sources do satisfy the strongest of these variants as well.

On the other hand, we will see below in Proposition 5.5 that even this weak form suffices for ensuring that the graph entropy rate (see Definition 4.3) has an operational interpretation in analogy with the i.i.d. case.

For theoretical purposes it is sometimes convenient to rescale the time variable in the sense that we regard a block of output symbols as a single symbol in a product alphabet (e.g., when the dependence between the blocks is simpler than that between the individual random variables). For example, the induced process on sufficiently large blocks of a higher-order Markov chain is an ordinary (first-order) Markov chain. We show that this transformation does not affect the existence of the limit in Definition 3.2.

**Proposition 3.5:** Let \( G \) be a graph and \( \mu \) a probability measure on \( V(G)^\infty \). Then for every \( c \in (0, 1) \) and \( k \in \mathbb{N}_{>0} \) we have

\[
\liminf_{n \to \infty} \min_{S \subseteq V(G)^{kn}} \frac{1}{kn} \log f(G^{\otimes kn}[S]) = \liminf_{n \to \infty} \min_{S \subseteq V(G)^n} \frac{1}{n} \log f(G^{\otimes n}[S]) \geq c
\]  

and

\[
\limsup_{n \to \infty} \min_{S \subseteq V(G)^{kn}} \frac{1}{kn} \log f(G^{\otimes kn}[S]) = \limsup_{n \to \infty} \min_{S \subseteq V(G)^n} \frac{1}{n} \log f(G^{\otimes n}[S]) \leq c
\]

**Proof:** Consider the sequence \( a_n = \min_{S \subseteq V(G)^n} \log f(G^{\otimes n}[S]) \) and let \( 0 \leq m \leq n \). Let \( S \subseteq V(G)^m \) such that \( \mu_{12...m}(S) \geq c \) and \( a_m = \log f(G^{\otimes m}[S]) \). Then \( \mu_{12...n}(S \times V(G)^{n-m}) = \mu_{12...m}(S) \geq c \), therefore

\[
a_n \leq \log f(G^{\otimes n}[S \times V(G)^{n-m}]) = \log f(G^{\otimes m}[S]) f(G^{\otimes n-m}) = a_m + (n-m) \log f(G).
\]  

We use this inequality to estimate \( a_n/n \) in terms of the similar fractions with indices that are the closest multiples of \( k \):

\[
\frac{k}{n} \bceil{\frac{n}{k}} - \frac{k}{n} \frac{\log f(G)}{n} \leq \frac{a_n}{n} \leq \frac{k}{n} \bceil{\frac{n}{k}} - \frac{k}{n} \frac{\log f(G)}{n} + \frac{k}{n} \frac{\log f(G)}{n}.
\]  

(23)

The claim follows by taking the limit inferior and limit superior of these inequalities. \( \Box \)

**IV. F-RATE**

If \( \mu \) is ergodic, then the Shannon–McMillan–Breiman theorem states that

\[
\lim_{n \to \infty} \min_{S \subseteq V(G)^n} \frac{1}{n} \log |S| = \lim_{n \to \infty} \frac{1}{n} H(\mu_{12...n}) =: \overline{H}(\mu)
\]

(24)

for all \( c \in (0, 1) \), where the right hand side is the entropy rate of the stochastic process \( X_1, X_2, \ldots \) with joint distribution \( \mu \). In contrast, Definition 3.2 does not involve any other characterization of the limit. An obvious candidate for its value...
is the limit of $F(G^{\otimes n}, \mu_{12...n})/n$, assuming it exists, but in this generality we have only been able to establish a lower bound as follows (in Theorem 5.3 below we show the opposite inequality for irreducible Markov chains).

**Lemma 4.1:** Let $G$ be a graph, $P \in \mathcal{P}(V(G))$ and $S \subseteq V(G)$. Then

$$\log f(G[S]) \geq F(G, P) - (1 - P(S)) \log |V(G)| - 1. \quad (25)$$

**Proof:** Decompose $P$ as $P = pQ_1 + (1 - p)Q_2$ where $q = P(S)$ and $Q_1, Q_2$ are probability distributions such that $\text{supp} \, Q_1 \subseteq S$ and $\text{supp} \, Q_2 \cap S = \emptyset$. Then

$$F(G, P) \leq F(G[S] \cup G[V(G) \setminus S], qQ_1 + (1 - q)Q_2) \leq \log f(G[S]) + (1 - q) \log |V(G)| + 1, \quad (26)$$

which is equivalent to the stated inequality. □

**Corollary 4.2:** Let $G$ be a graph and $\mu$ a probability measure on $V(G)^\infty$. If $(G, \mu)$ has the asymptotic equipartition property, then for every $f \in \Delta(G)$ the inequality

$$\lim_{n \to \infty} \min_{S \subseteq V(G)^n, \mu_{12...n}(S) \geq c} \frac{1}{n} \log f(G^{\otimes n}[S]) \geq \limsup_{n \to \infty} \frac{1}{n} F(G^{\otimes n}, \mu_{12...n}) \quad (27)$$

holds (where $c \in (0, 1)$ is arbitrary).

**Proof:** Applying Lemma 4.1 to the graph $G^{\otimes n}$ and every subset $S \subseteq V(G)^n$ satisfying $\mu_{12...n}(S) \geq c$ gives

$$\min_{S \subseteq V(G)^n, \mu_{12...n}(S) \geq c} \frac{1}{n} \log f(G^{\otimes n}[S]) \geq \frac{1}{n} F(G^{\otimes n}, \mu_{12...n}) - (1 - c) \log |V(G)| - \frac{1}{n}. \quad (28)$$

We obtain the statement by taking the limit superior of both sides and using that the left hand side is a limit and independent of $c \in (0, 1)$. □

This bound motivates the following definition.

**Definition 4.3:** Let $G$ be a graph and $\mu$ a distribution on $V(G)^\infty$. Given a spectral point $f$ with probabilistic refinement $F$, the $F$-rate of $(G, \mu)$ is the limit

$$F(G, \mu) = \lim_{n \to \infty} \frac{1}{n} F(G^{\otimes n}, \mu_{12...n}), \quad (29)$$

assuming it exists.

**Problem 4.4:** Suppose that $(G, \mu)$ has the asymptotic equipartition property. Does this imply that $F(G, \mu)$ exists and is equal to the common limit in Definition 3.2?

### A. Stationary Sources

Next we restrict attention to stationary sources, i.e., assume that $\mu_{m+1,m+2,...,m+n} = \mu_{12...n}$ for all $m, n \in \mathbb{N}$. In complete analogy with the entropy rate, the value of $F$ on initial segments forms a subadditive sequence:

$$F(G^{\otimes (m+n)}, \mu_{12...m+n}) = F(G^{\otimes m} \otimes G^{\otimes n}, \mu_{12...m+n}) \leq F(G^{\otimes m}, \mu_{12...m}) + F(G^{\otimes n}, \mu_{m+1,m+2,...,m+n}) = F(G^{\otimes m}, \mu_{12...m}) + F(G^{\otimes n}, \mu_{12...n}), \quad (30)$$

where the inequality uses (4) and the second equality uses that $\mu$ is stationary. By the Fekete lemma, this proves the following:

**Proposition 4.5:** If $G$ is arbitrary and $\mu$ is stationary on $V(G)^\infty$, then the $F$-rate exists and is equal to the infimum:

$$F(G, \mu) = \lim_{n \to \infty} \frac{1}{n} F(G^{\otimes n}, \mu_{12...n}) \leq \inf_{n \geq 1} \frac{1}{n} F(G^{\otimes n}, \mu_{12...n}). \quad (31)$$

**Remark 4.6:** If Problem 2.4 has a positive answer, then for stationary $\mu$ the limit

$$\lim_{n \to \infty} \left( F(G^{\otimes n}, \mu_{12...n}) - F(G^{\otimes (n-1)}, \mu_{12...n-1}) \right) \quad (32)$$

exists and is equal to $F(G, \mu)$.

As a consequence of Proposition 4.5, we can bound the $F$-rate from above by determining (or estimating) $F(G^{\otimes n}, \mu_{12...n})$ for some $n$. For computational purposes it is desirable to have a sequence of lower bounds converging to the $F$-rate as well. Such a sequence can indeed be given provided that the entropy rate of $\mu$ is known. To this end, consider the sequence

$$b_n = H(\mu_{12...n}) - F(G^{\otimes n}, \mu_{12...n}) \geq 0. \quad (33)$$

It satisfies

$$b_{n+m} = H(\mu_{(m+1)...(m+n)}) - F(G^{\otimes (m+n)}, \mu_{12...m+n}) \leq H(\mu_{12...m+n}) - F(G^{\otimes m}, \mu_{12...m}) + F(G^{\otimes n}, \mu_{m+1,m+2,...,m+n}) + F(1, \ldots, m:m+1, \ldots, m+n) \mu \leq H(\mu_{12...m}) - F(G^{\otimes m}, \mu_{12...m}) + H(\mu_{m+1,m+2,...,m+n}) - F(G^{\otimes m}, \mu_{m+1,m+2,...,m+n}) = b_n + b_m \quad (34)$$

by (4) and using that $\mu$ is stationary. Therefore

$$F(G, \mu) = \overline{H}(\mu) - \lim_{n \to \infty} \frac{b_n}{n} \leq \overline{H}(\mu) + \inf_{n \geq 1} \frac{b_n}{n} \leq \sup_{n \geq 1} \left[ \overline{H}(\mu) - \frac{1}{n} (H(\mu_{12...n}) - F(G^{\otimes n}, \mu_{12...n})) \right]. \quad (35)$$

Equations (31) and (35) imply that the $F$-rate is computable whenever $F$, $\mu$ and the entropy rate are computable. However, as the following example indicates, one should not expect to find a simple formula for the limit (say, in terms of finitely many evaluations of $F$), even for seemingly simple graphs and processes.

**Example 4.7 (hidden Markov model):** Let $Z$ be a finite set and $\mu$ the distribution of a stationary Markov process $Z_1, Z_2, \ldots$ with state space $Z$. Let $\varphi : Z \to X$ be a function. Then $\varphi(Z_1), \varphi(Z_2), \ldots$ is a hidden Markov model with distribution $\varphi_\mu^x(\mu)$, with hidden states $Z_1, Z_2, \ldots$ and observed output $X_1, X_2, \ldots$ (the formally more general concept, when
Let $G$ be the graph with vertex set $Z$ and such that distinct vertices $z_1$ and $z_2$ form an edge iff $\varphi(z_1) = \varphi(z_2)$. Then $G^{\ominus n}$ is a disjoint union of cliques, therefore the probabilistic refinement of any spectral point $f$ is equal to the entropy of the induced distribution on the set of components, i.e., $F(G, P) = H(\varphi^\circ_n(P))$. This means that the $F$-rate of $(G, \mu)$ is equal to the entropy rate of $\varphi^\circ_n(\mu)$, for which no closed-form expression is known [20].

**B. Continuity**

The entropy rate of a stationary process is continuous with respect to the Ornstein distance [21], [22], [23], [24]. In this section we prove a similar continuity estimate for the $F$-rate of stationary processes, for a fixed graph $G$ and spectral point $f$. First we briefly recall the definition of the Ornstein distance [25], [26].

Given a metric $d$ on a finite set $\mathcal{X}$, the Wasserstein distance or Kantorovich metric induced by $d$ on $\mathcal{P}(\mathcal{X})$ is defined as

$$W_1(P, Q) = \min_{R \in \mathcal{P}(\mathcal{X} \times \mathcal{X})} \sum_{x, x' \in \mathcal{X}} R(x, x')d(x, x'),$$

(i.e., the minimum of the expected distance of the two components over all possible couplings of $P$ and $Q$).

Let now the set be of the form $\mathcal{X}^n$ for some finite alphabet $\mathcal{X}$ and $n \in \mathbb{N}_{>0}$, and consider the normalized Hamming distance

$$d_H(x, x') = \frac{1}{n} |\{i \in [n]|x_i \neq x'_i\}|.$$  

The Wasserstein distance induced by $d_H$ is called the Ornstein distance or d-bar distance, denoted by $\bar{d}$. In addition, if $\mu$ and $\nu$ are stationary probability distributions on $\mathcal{X}^\infty$, then we define their distance to be

$$\bar{d}(\mu, \nu) = \lim_{n \to \infty} d_H(\mu_{12...n}, \nu_{12...n}).$$

We note that the expected value of $d_H(X, X')$ when $X, X'$ are $\mathcal{X}^n$-valued random variables may also be written as

$$\frac{1}{n} \sum_{i=1}^n \Pr(X_i \neq X'_i),$$

and in the stationary case the distance is equal to the minimum probability that the first symbols are different over all stationary couplings of the two measures (see e.g., [22, Theorem 10.4.1]).

We start with a generalization of the continuity estimate with respect to the total variation distance $\delta = \frac{1}{2} \|P - Q\|_1$

$$\delta \leq \delta \log(|V(G)| - 1) + h(\delta) + 2\left(1 - h\left(1 + \frac{\delta}{2}\right)\right)$$

(see [14, Proposition 3.3 (iv)]) to what can be viewed as a conditional version of $F$ (although with no known direct information-theoretic interpretation). It will be convenient to introduce the function $\eta(t) = (1 + t)h(1/(1 + t))$, which is continuous, concave and increasing on $[0, 1]$, and satisfies $\eta(0) = 0$ and $\eta(1) = 2$.

**Lemma 4.8:** Let $G, H$ be graphs and $P, Q \in \mathcal{P}(V(G) \times V(H))$. Then

$$\delta \leq \frac{1}{2} \|P - Q\|_1$$

where $\delta = \frac{1}{2} \|P - Q\|_1$ and e.g., $P_G, P_H$ denote the marginals of $P$ on $V(G)$ and $V(H)$.

**Proof:** The idea of the proof is similar to those in [14, 27], and [28]. Consider the functions

$$A(P) = F(G \boxtimes H, P) + H(P_H) - F(H, P_H)$$

$$B(P) = H(P) - F(G \boxtimes H, P) + F(H, P_H).$$

Both functions are concave by [14, Proposition 3.3]. Note also that

$$0 \leq F(G \boxtimes H, P) - F(H, P_H) \leq F(G, P_G) \leq \log f(G)$$

by (4) and Proposition 2.2.

Let $P' = \delta^{-1}(P - Q)_-$ and $Q' = \delta^{-1}(P - Q)_+$ be the normalized negative and positive parts so that $P', Q' \in \mathcal{P}(V(G) \times V(H))$ and $\lambda P' + (1 - \lambda)Q = \lambda Q' + (1 - \lambda)P =: R$ with $\lambda = \delta/(1 + \delta)$. By concavity,

$$A(R) \geq \lambda A(P') + (1 - \lambda)A(P)$$

$$B(R) \geq \lambda B(Q') + (1 - \lambda)B(Q),$$

therefore

$$H(R) + H(R_H) \geq A(R) + B(R) \geq \lambda (A(P') + B(Q')) + (1 - \lambda)(A(P) + B(Q)).$$

We use $H(\lambda Q' + (1 - \lambda)Q) - \lambda H(Q') - (1 - \lambda)H(Q) \leq h(\lambda)$ and rearrange to get

$$2h(\lambda) \geq H(\lambda Q' + (1 - \lambda)Q) - \lambda H(Q') - (1 - \lambda)H(Q)$$

$$\geq -\lambda \log f(G)$$

in the last step using (44). Noting that the roles of $P$ and $Q$ are symmetric, this implies (41).
Corollary 4.9: Let $G, H$ be graphs and $P, Q \in \mathcal{P}(V(G) \times V(H))$ such that $P_H = Q_H$. Then

$$|F(G \otimes H, P) - F(G \otimes H, Q)| \leq \delta \log f(G) + 2\eta(\delta), \quad (49)$$

where $\delta = \frac{1}{2} \|P - Q\|_1$.

It is crucial that the bounds (41) and (49) do not depend on $H$. In contrast, a direct application of the continuity estimate from [14] would only give a bound of the form $\delta \log(\|V(G)\| \|V(H)\| - 1) + \eta(\delta)$ (or, by a slight modification, $\delta \log f(G \otimes H) + \eta(\delta)$).

Proposition 4.10: Let $G$ be a graph.

(i) If $P, Q \in \mathcal{P}(V(G)^n)$, then

$$\frac{1}{n} F(G^{\otimes n}, P) - \frac{1}{n} F(G^{\otimes n}, Q) \leq \bar{d}(P, Q) \log f(G) + 2\eta(\bar{d}(P, Q)). \quad (50)$$

(ii) If $\mu$ and $\nu$ are stationary probability measures on $V(G)^\infty$, then

$$|\mathcal{F}(G, \mu) - \mathcal{F}(G, \nu)| \leq \bar{d}(\mu, \nu) \log f(G) + 2\eta(\bar{d}(\mu, \nu)). \quad (51)$$

Proof: (i): Let $X_1, \ldots, X_n, Y_1, \ldots, Y_n$ be $V(G)$-valued random variables such that $P$ is the joint distribution of $X_1, \ldots, X_n, Q$ is the joint distribution of $Y_1, \ldots, Y_n$, and $\sum_{i=1}^n \Pr(X_i \neq Y_i) = n \bar{d}(P, Q)$. Let $R^{(i)}$ denote the joint distribution of $Y_1, Y_2, \ldots, Y_i, X_{i+1}, X_{i+2}, \ldots, X_n$ (in particular, $R^{(0)} = P$ and $R^{(n)} = Q$). Then

$$\frac{1}{2} \|R^{(i)} - R^{(i-1)}\|_1 \leq \Pr(X_i \neq Y_i)$$

and the joint distributions of the entries with indices $1, 2, \ldots, i-1, i+1, \ldots, n$ under $R^{(i)}$ and $R^{(i-1)}$ agree, therefore

$$\left| F(G^{\otimes n}, R^{(i)}) - F(G^{\otimes n}, R^{(i-1)}) \right| \leq \frac{1}{2} \left( \left\| R^{(i)} - R^{(i-1)} \right\|_1 \log f(G) + 2\eta \left( \frac{1}{2} \left\| R^{(i)} - R^{(i-1)} \right\|_1 \right) \right) \leq \Pr(X_i \neq Y_i) \log f(G) + 2\eta(\Pr(X_i \neq Y_i)) \quad (52)$$

by Corollary 4.9. This implies

$$\left| \frac{1}{n} F(G^{\otimes n}, P) - \frac{1}{n} F(G^{\otimes n}, Q) \right| \leq \frac{1}{n} \sum_{i=1}^n \left( F(G^{\otimes n}, R^{(i)}) - F(G^{\otimes n}, R^{(i-1)}) \right) \leq \frac{1}{n} \sum_{i=1}^n \left( \Pr(X_i \neq Y_i) \log f(G) + 2\eta(\Pr(X_i \neq Y_i)) \right) \leq \bar{d}(P, Q) \log f(G) + 2\eta(\bar{d}(P, Q)), \quad (53)$$

using the Jensen inequality for $\eta$.

(ii): We apply (50) to the initial segments $\mu_{12\ldots n}$ and $\nu_{12\ldots n}$:

$$\left| \frac{1}{n} F(G^{\otimes n}, \mu_{12\ldots n}) - \frac{1}{n} F(G^{\otimes n}, \nu_{12\ldots n}) \right| \leq \bar{d}(\mu_{12\ldots n}, \nu_{12\ldots n}) \log f(G) + 2\eta(\bar{d}(\mu_{12\ldots n}, \nu_{12\ldots n})). \quad (54)$$

The claim follows by taking the limit $n \to \infty$. \hfill $\square$

V. MARKOV CHAINS

The simplest stochastic processes with dependence are Markov chains, characterized by the property that the distribution of each symbol, conditioned on the immediately preceding one, is conditionally independent of all the earlier symbols. In this section we prove our main result (Theorem 5.3), which states that the condition of Definition 3.2 holds for every graph and irreducible stationary Markov chain.

The joint distribution of a stationary Markov chain is determined by the distribution of the initial state and the transition matrix. We will assume that the Markov chain is irreducible, in which case the stationary distribution is unique, therefore only the transition probabilities $W(b|a)$ ($a, b \in \mathcal{X}$) need to be specified. The same information is contained in the joint distribution of the first two symbols, which is often a more convenient parametrization: $P(a, b) = P_{12}(a, b) = P_1(a)W(b|a)$, where the first marginal $P_1$ is the stationary distribution (also equal to $P_2$). The corresponding stationary distribution on $\mathcal{X}^\infty$ will be denoted by $\mu^P$.

The probability of a particular string with respect to a time-invariant Markov chain depends only on the first symbol and the numbers of transitions between each pair of symbol.

We say that the second-order type of a string $x \in \mathcal{X}^n$ is $Q \in \mathcal{P}(\mathcal{X} \times \mathcal{X})$ if $Q$ is the joint type of the length-$(n-1)$ strings $(x_1, \ldots, x_{n-1})$ and $(x_2, \ldots, x_n)$, i.e., $Q(a, b) = 1/n \{ i \in [n-1] : x_i = a, x_{i+1} = b \}$. The probability of $x$ is

$$\mu_{12\ldots n}(x) = P_1(x_1) \prod_{i=1}^{n-1} W(x_{i+1}|x_i) = P_1(x_1) \prod_{a, b} W(b|a)^{n-1}Q(a, b)$$

using the similar notation for unions of first-order type classes.

The set of possible second-order types of length-$n$ sequences $x$ over the alphabet $\mathcal{X}$, with first and last letters $x_1 = a$ and $x_n = b$ will be denoted by $\mathcal{P}_n^{(2)}(\mathcal{X}, a, b)$, and for $Q \in \mathcal{P}_n^{(2)}(\mathcal{X}, a, b)$ we denote by $T_{Q,a,b}^{n,2}$ the set of strings $x$ having second-order type $Q$ and starting with $a$ and ending with $b$. The sets $T_{Q,a,b}^{n,2}$ are called (second-order) type classes [29]. The union of the sets $\mathcal{P}_n^{(2)}(\mathcal{X}, a, b)$ over $a, b \in \mathcal{X}$ will be denoted by $\mathcal{P}_n^{(2)}(\mathcal{X})$.

We denote by $\mathcal{P}^{(2)}(\mathcal{X})$ the set of probability distributions on $\mathcal{X}$ with equal marginals and such that the Markov chain $\mu^P$ is irreducible, when considered on the state space $\text{supp } P_1$.

For a subset $U \subseteq \mathcal{P}(\mathcal{X} \times \mathcal{X})$ we introduce the notation $T_{U,a,b}^{n,2} = \bigcup_{a,b \in \mathcal{X}} \bigcup_{Q \in \mathcal{P}_n^{(2)}(\mathcal{X}, a, b)} T_{Q,a,b}^{n,2}$ and use similar notation for unions of first-order type classes. In particular, the role of $U$ will be played by an $\epsilon$-ball $B_\epsilon(P)$ in $\mathcal{P}(\mathcal{X} \times \mathcal{X})$ with respect to the total variation distance.

The basic estimates for second-order type classes are summarized in the following lemma (see [30], [31], [32] for exact
values, and the review [29] on various type concepts and applications).

**Lemma 5.1:** Let \( X \) be a finite set, \( n \in \mathbb{N} \), and \( Q \in \mathcal{T}^{2}_{n}(X) \), \( a, b \in \text{supp} Q \).

(i) \( |\mathcal{T}^{2}_{n}(X,a,b)| \leq n|\mathcal{X}|^{2} \);

(ii) \( T_{Q,a,b}^{n}(2) = 2nH(1|Q)+o(n) \);

(iii) \( \mu^{2}_{<n}(T_{Q,a,b}^{n}) = 2^{-n}D(\nu_{2}||W)+o(n) \).

In the following we prove upper and lower bounds on the limit (superior and inferior) appearing in Definition 3.2 when the process \( \mu \) is Markov. The upper bound is \( F(G,P) \) (and holds in general for ergodic sources) and the difference between the upper and the lower bound is the mutual information between consecutive terms. Later we will combine this with the blocking technique, using that the mutual information is constant for a Markov chain, while the common \( F(G,P) \) term is extensive, therefore the difference between the two bounds becomes negligible.

**Proposition 5.2:** Let \( G \) be a graph and \( P \in \mathcal{P}^{2}(V(G)), f \in \Delta(G) \) and \( c \in (0,1) \).

(i) \( \limsup_{n \to \infty} \min_{S \subseteq V(G)^{n}} \left[ 1 \over n \right] \log f(G^{2n}[S]) \leq F(G,P) \),

(ii) \( \liminf_{n \to \infty} \min_{S \subseteq V(G)^{n}} \left[ 1 \over n \right] \log f(G^{2n}[S]) \geq F(G,P) - I(1:2)P \).

**Proof:** (i): By the law of large numbers (see e.g., [33], Corollary 1 in §1.15), but also follows from Lemma 5.1, for every \( \epsilon > 0 \), the set \( S = T_{B_{i},(P)}^{n} \) has probability 1 – \( o(1) \) under \( \mu^{2}_{<n} \), as \( n \to \infty \). This implies

\[
\limsup_{n \to \infty} \min_{S \subseteq V(G)^{n}} \left[ 1 \over n \right] \log f(G^{2n}[S]) \leq \lim_{\epsilon \to 0} \limsup_{n \to \infty} \left[ 1 \over n \right] \log f(G^{2n}[T_{B_{i},(P)}]) = F(G,P) \tag{56}
\]

by [14, Proposition 3.4].

(ii): Let \( c > 0 \), \( n \in \mathbb{N} \), and let \( S \subseteq V(G)^{n} \) such that \( \mu^{2}_{<n}(S) \geq c \).

Then

\[
\mu^{2}_{<n}(S \cap T_{B_{i},(P)}^{n}) \geq \mu^{2}_{<n}(S) - \left( 1 - \mu^{2}_{<n}(T_{B_{i},(P)}^{n}) \right) \geq c - o(1) \tag{57}
\]

by the law of large numbers. Choose \( a, b \in X \) and \( Q \in B_{i}(P) \) such that \( \mu^{2}_{<n}(S \cap T_{Q,a,b}^{n}) \) is maximal. Since \( \mu^{2}_{<n}(S \cap T_{B_{i},(P)}^{n}) \) is the sum of at most \( n|V(G)|^{2}|V(G)|^{2} \) such terms, the maximal probability is at least \( n^{-|V(G)|^{2}}|V(G)|^{-2}\mu^{2}_{<n}(S \cap T_{B_{i},(P)}^{n}) \). This implies that the part of this second-order type class covered by \( S \) is not too small:

\[
|S \cap T_{Q,a,b}^{n}| \over |T_{Q,a,b}^{n}| = \mu^{2}_{<n}(S \cap T_{Q,a,b}^{n}) \geq \mu^{2}_{<n}(S \cap T_{B_{i},(P)}^{n}) \over n|V(G)|^{2}|V(G)|^{2} \tag{58}
\]

where we used that the restriction of \( \mu^{2}_{<n} \) to \( T_{Q,a,b}^{n} \) is uniform.

Note that the first-order type of a string is a function of its second-order type and the first and last letter. More precisely, let \( \hat{Q} = \frac{n-1}{n}Q_{1} + \frac{1}{n} \delta_{0} \) where \( \delta_{0} \) is the Dirac measure concentrated at \( b \). Then \( T_{Q,a,b}^{n} \subseteq T_{\hat{Q}}^{n} \). Since \( G^{2n}[T_{Q,a,b}^{n}] \) is vertex-transitive, we can use [14, Lemma 3.1] to conclude

\[
G^{2n}[T_{Q,a,b}^{n}] \leq \overline{K}_{N} \otimes G^{2n}[S \cap T_{Q,a,b}^{n}], \tag{59}
\]

where

\[
N = \left[ \frac{|T_{Q,a,b}^{n}| \ln |T_{Q,a,b}^{n}|}{|S \cap T_{Q,a,b}^{n}|} \right] + 1 \leq \left[ \frac{|T_{Q,a,b}^{n}| \ln |T_{Q,a,b}^{n}|}{|S \cap T_{Q,a,b}^{n}|} \right] \frac{n|V(G)|^{2}|V(G)|^{2}}{2} - 1 \leq \frac{2nH(\hat{Q}) \ln |T_{Q,a,b}^{n}|}{c - o(1)} + 1 = 2n^{1/2}Q + o(n). \tag{60}
\]

Here the first inequality uses (58), and the second inequality uses (57). Lemma 5.1 and that \( |T_{Q,a,b}^{n}| \leq 2nH(\hat{Q}) \leq |V(G)|^{n} \), while the last equality uses that \( Q \to Q_{1} = Q_{2} \) as \( n \to \infty \). This implies

\[
\frac{1}{n} \log f(G^{2n}[T_{Q,a,b}^{n}]) \leq I(1:2)Q + o(1) + \frac{1}{n} \log f(G^{2n}[S]), \tag{61}
\]

therefore

\[
\liminf_{n \to \infty} \min_{S \subseteq V(G)^{n}} \left[ 1 \over n \right] \log f(G^{2n}[S]) \geq \min_{Q \in B_{i},(P)} \left\{ F(G,Q_{1}) - I(1:2)Q \right\}, \tag{62}
\]

using again that \( \hat{Q} \to Q_{1} \) as \( n \to \infty \). The inequality holds for every \( c > 0 \) and both \( F(G,\cdot) \) and the mutual information are continuous, therefore the stated inequality follows by taking the limit as \( c \to 0 \). \( \square \)

We can now prove our main result by considering large blocks of the Markov chain.

**Theorem 5.3:** Let \( G \) be a graph and \( P \in \mathcal{P}^{2}(V(G)) \). Then the pair \( (G,\mu^{P}) \) has the asymptotic equipartition property. More precisely, for every \( f \in \Delta(G) \), with probabilistic refinement \( F \), the equality

\[
\lim_{n \to \infty} \min_{S \subseteq V(G)^{n}} \left[ 1 \over n \right] \log f(G^{2n}[S]) = \overline{F}(G,\mu^{P}) \tag{63}
\]

holds for all \( c \in (0,1) \).

**Proof:** Let \( k \in \mathbb{N} \) be coprime to the period of \( \mu^{P} \) and consider blocks of \( k \) outputs from the source. The resulting distribution is of the form \( \mu^{P(k)} \) for some \( P(k) \in \mathcal{P}^{2}(V(G)^{k}) \), and satisfies \( I(1:2)P(k) = I(1:2)P \) by the Markov property, and \( \overline{F}(G^{2k},P(k)) = k\overline{F}(G,P) \). Using...
Propositions III.5 and V.2 we get
\[
\limsup_{n \to \infty} \min_{S \subseteq V(G)^n} \frac{1}{n} \log f(G^{2kn}[S]) = \limsup_{n \to \infty} \frac{1}{kn} \log f(G^{kn}[S]) \\
= \limsup_{n \to \infty} \min_{S \subseteq V(G)^n} \frac{1}{n} \log f(G^{2kn}[S]) \\
\leq \frac{1}{k} F(G^{2k}, P^{(k)}) \\
= \frac{1}{k} F(G^{2k}, \mu_{12\ldots k}^P) \tag{64}
\]

and
\[
\liminf_{n \to \infty} \min_{S \subseteq V(G)^n} \frac{1}{n} \log f(G^{2kn}[S]) \\
= \liminf_{n \to \infty} \min_{S \subseteq V(G)^n} \frac{1}{n} \log f(G^{kn}[S]) \\
\geq \frac{1}{k} F(G^{2k}, P^{(k)}) - \frac{1}{k} I(1 : 2) \mu_{12\ldots k}^P \\
= \frac{1}{k} F(G^{2k}, \mu_{12\ldots k}^P) - \frac{1}{k} I(1 : 2) \mu_{12\ldots k}^P \tag{65}
\]

As \( k \to \infty \), both bounds converge to \( F(G, \mu^P) \).

The result is easily extended to higher-order Markov chains by Proposition 3.5, using that the induced process on sufficiently large blocks is a first-order Markov chain. Alternatively, one may arrive at the same conclusion from Theorem 6.7 below, by converting a higher-order Markov chain to a first-order hidden Markov model. We expect that the statement is also true for every ergodic source, but we do not see how this can be proved. In particular, the method used in Proposition 5.2 cannot be generalized in any obvious way since there is no notion of type available for general ergodic processes.

As indicated in Example 3.3, in the memoryless case the value \( F(G, P^{\infty}) = F(G, P) \) can also be characterized as the limit \( \lim_{\epsilon \to 0} \lim_{n \to \infty} \frac{1}{n} \log f(G^{2n}[T^n_{B,\epsilon}(P)]) \). We do not know if the analogous expression for Markov chains is equal to the \( F \)-rate.

**Problem 5.4:** Is \( F(G, \mu^P) \) equal to the limit \( \lim_{\epsilon \to 0} \lim_{n \to \infty} \frac{1}{n} \log f(G^{2n}[T^n_{B,\epsilon}(P)]) \)?

A positive answer to this problem would show that Markov chains satisfy a stronger version of the asymptotic equipartition property suggested in Remark 3.4.

We conclude this section with a generalization of Körner’s coding theorem [4] to irreducible Markov chains with an ambiguous alphabet, identifying the graph entropy rate as the number of bits per letter required for an encoding that maps distinguishable symbols to distinct codewords. For clarity and to ease comparison with [4], where the i.i.d. case is considered, we use the complementary (relative to the rest of this paper) picture, where edges correspond to distinguishable pairs of symbols. Recall that the chromatic number of a graph has the coding interpretation as the minimal output cardinality for a valid encoding.

**Proposition 5.5:** Let \( G \) be a graph and \( P \in \mathcal{P}(V(G)) \). Then for every \( c \in (0, 1) \) the equality
\[
\lim_{n \to \infty} \min_{S \subseteq V(G)^n} \frac{1}{n} \log \chi_f(G^n[S]) = \lim_{n \to \infty} \frac{1}{n} H(G, \mu_{12\ldots n}^P).
\]

holds.

**Proof:** The graph entropy of the complement is the probabilistic refinement of the fractional clique cover number, therefore by Theorem 5.3 we have
\[
\lim_{n \to \infty} \min_{S \subseteq V(G)^n} \frac{1}{n} \log \chi_f(G^n[S]) \\
= \lim_{n \to \infty} \min_{S \subseteq V(G)^n} \frac{1}{n} \log \chi_f(G^{2n}[S]) \\
= \lim_{n \to \infty} \frac{1}{n} H(G, \mu_{12\ldots n}^P). \tag{66}
\]

The chromatic number and the fractional chromatic number are related as [34]
\[
\chi_f(H) = \chi(H) \leq \chi_f(H)(1 + \ln \alpha(H)) \leq \chi_f(H)(1 + \ln |V(H)|). \tag{68}
\]

This implies that
\[
\frac{1}{n} \log \chi_f(G^n[S]) \\
\leq \frac{1}{n} \log \chi(G^n[S]) \\
\leq \frac{1}{n} \log \chi_f(G^n[S]) + \frac{\log(1 + n \ln |V(G)|)}{n}, \tag{69}
\]

therefore
\[
\lim_{n \to \infty} \min_{S \subseteq V(G)^n} \frac{1}{n} \log \chi(G^n[S]) \\
= \lim_{n \to \infty} \min_{S \subseteq V(G)^n} \frac{1}{n} \log \chi_f(G^n[S]). \tag{70}
\]

VI. FUNCTIONS OF PROCESSES

In this section we elevate Example 4.7 to what appears to be the “right” generality within the present framework. We generalize in two ways: we will not put any restriction on the process \( \mu \), and allow the observed output to be partially distinguishable. The alphabet for the “hidden” states will be a finite set \( Z \), \( \mu \) is a probability measure on \( Z^\infty \), \( G \) is the confusability graph of the output alphabet, and \( \varphi : Z \to V(G) \) is the function that determines the output from the hidden state. The main observation is that this model is equivalent (in the precise sense formulated below) to allowing the hidden process to be directly observed, but equipped with a confusability relation determined by \( G \) and \( \varphi \). The details are as follows.

**Definition 6.1:** Let \( G \) be a graph and \( \varphi : Z \to V(G) \) a function from an arbitrary finite set \( Z \). We define the pullback \( \varphi^*(G) \) as the graph with vertex set \( Z \) and such that there is an
for proving that the complementary function $f(G[S]) \leq f(G[\varphi(T)]) = f(\varphi^*(G)[T])$, (75)
again using Corollary 6.2. Taking the minimum over $T$ gives the inequality $\leq$.

**Lemma 6.6:** Let $G_1, G_2$ be graphs and $\varphi_1 : Z_1 \rightarrow V(G_1)$, $\varphi_2 : Z_2 \rightarrow V(G_2)$ functions. Then $\varphi_1^*(G_1) \boxtimes \varphi_2^*(G_2) = (\varphi_1 \times \varphi_2)^*(G_1 \boxtimes G_2)$.

**Proof:** Let $z_1, w_1 \in Z_1$ and $z_2, w_2 \in Z_2$. Then

\[(z_1, z_2) \simeq (w_1, w_2) \text{ in } \varphi_1^*(G_1) \boxtimes \varphi_2^*(G_2) \iff (z_1 \simeq w_1 \text{ in } \varphi_1^*(G_1)) \text{ and } (z_2 \simeq w_2 \text{ in } \varphi_2^*(G_2)) \iff (\varphi_1(z_1) \simeq \varphi_1(w_1) \text{ in } G_1) \text{ and } (\varphi_2(z_2) \simeq \varphi_2(w_2) \text{ in } G_2) \iff (z_1, z_2) \simeq (w_1, w_2) \text{ in } (\varphi_1 \times \varphi_2)^*(G_1 \boxtimes G_2). \quad (76)
\]

**Theorem 6.7:** Let $Z$ be a (finite) alphabet, $G$ a graph, $\varphi : Z \rightarrow V(G)$ a function, and $\mu$ a probability measure on $Z^\infty$. Then

(i) $(G, \varphi_\infty(\mu))$ has the asymptotic equipartition property if $(\varphi^*(G), \mu)$ does;

(ii) if either $\mathcal{F}(G, \varphi_\infty(\mu))$ or $\mathcal{F}(\varphi^*(G), \mu)$ exists, then the other one exists as well and the two are equal.

**Proof:** i: For every $c \in (0, 1)$ and $n \in \mathbb{N}$ we have

\[
\min_{S \subseteq V(G) \atop \varphi_\infty(\mu)_1 \ldots (\mu)_n(S) \geq c} \frac{1}{n} \log f(\varphi_\infty^*(S)) = \min_{T \subseteq Z^n \atop \mu_{12 \ldots n}(T) \geq c} \frac{1}{n} \log f(\varphi^*(G)[T]). \quad (77)
\]

by Lemmas 6.5 and 6.6. The claim follows by taking the limit $n \rightarrow \infty$.

(ii) By Lemmas 6.5 and 6.6 we have

\[
F(G^\infty, \varphi_\infty(\mu)_{12 \ldots n}) = F(G^\infty, \varphi_\infty^*(\mu_{12 \ldots n})) = F(\varphi^*(G)^\infty, \mu_{12 \ldots n}) = F(\varphi_\infty^*(G)^\infty, \mu_{12 \ldots n}) \quad (78)
\]

for all $n \in \mathbb{N}$. After dividing by $n$ and taking the limit (if it exists), we obtain $\mathcal{F}(G, \varphi_\infty(\mu)) = \mathcal{F}(\varphi^*(G), \mu)$.

In particular, if $\mu$ is an irreducible stationary Markov chain, then $(G, \mu)$ has the asymptotic equipartition property, and the limit in Definition 3.2 is the $F$-rate by Theorem 5.3. From Theorem 6.7 we can conclude that the same is true when $\mu$ is a hidden Markov model such that the hidden process is irreducible and stationary.
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