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Abstract

In this article, we offer a novel parallel approach for the solution of elastohydrodynamic lubrication line and point contact problems using a class of total variation diminishing (TVD) schemes on parallel computers. A direct parallel approach is presented by introducing a novel solver named as projected alternate quadrant interlocking factorization (PAQIF) by solving discrete variational inequality. For one-dimensional EHL case, we use weighted change in Newton-Raphson approximation to compute the Jacobian matrix in the form of a banded matrix by dividing two subregions on the whole computation domain. Such subregion matrices are then assembled by measuring the ratio of diffusive coefficient and discrete grid length on the domain of the interest. The banded matrix is then processed to parallel computers for solving discrete linearized complementarity system using PAQIF algorithm. The idea is easily extended in two-dimensional EHL case by taking appropriate splitting in $x$ and $y$ alternating directions respectively. Numerical experiments are performed and analyzed to validate the performance of computed solution on serial and parallel computers.
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1 Introduction

Elastohydrodynamic Lubrication (EHL) problems had been studied by many researchers in last several decades. A milestone numerical computation on EHL are categorized by the authors (e.g. [1], [2], [3], [4], [5], [6], [7], [8], [10], [11], [12], [13], [14], [15]). In 1992, Venner [5] has introduced a low order discretization for EHL model (see ??) using multi-grid and multi-level multi-integration approach which is stable for larger range of load parameters. There are few other independent work also have been noticed by the authors e.g. differential deflection method by Cardiff group [13], Discontinuous Galerkin method by Leeds group [14] and FEM-based Newton method by INSA de Lyon group [15] (However, in this case, the deformation is modeled in PDE form ) etc. In 2013, a review work is presented by Lugt et al. [16] provide a rigorous detail on the current EHL development activities in the field. Recently, Peeyush et al. [8, 9] extended Venner idea into a class of total variation diminishing (TVD) approach by producing a class of splittings. Although there are several numerical works are presented in solving EHL problem on serial computer, application on parallel computation in this area is quite few see for example [34, 35]. Continuing in this direction, this article is devoted in numerical study of EHL problem using parallel computation. In 1999, S.C. S. Rao [33] introduced a direct parallel solution of the banded linear system by an alternate quadrant interlocking factorization (AQIF) algorithm which is different from Gaussian elimination algorithm as factor matrices are not triangular. He also proved that AQIF algorithm is stable for symmetric and diagonally dominated matrices (i.e.free from any blow up) and solve almost independently on parallel computers. Furthermore, in spite of its large complexity, the substantial speedup of algorithm, when implemented on parallel processor remains high. This is the main motivation for present study to adopt PAQIF algorithm using total variation diminishing (TVD) approach for the EHL model problem. Therefore, in this article an attempt has been made to develop a novel solver for EHL problem generalizing TVD concept efficiently.

The concept of TVD has been established by Harten and later by Sweby [20, 21, 22] to avoid unphysical wiggles in a numerical scheme. Harten also has given necessary and sufficient condition for a scheme to be TVD. To understand the concept, we first define the notation total variation \( TV \) of a mesh function \( u^n \) as

\[ TV(u^n) = \sum_{-\infty}^{\infty} |u^n_{j+1} - u^n_j| = \sum_{-\infty}^{\infty} |\Delta j_{j+1/2} u^n| \]  

having the following convention

\[ \Delta j_{j+1/2} u^n = u^n_{j+1} - u^n_j \]  

for any mesh function \( u \) is used. Harten’s theory is understood in the form of conservation laws

\[ u_t + f(u)_x = 0. \]  

The numerical approximation of Eq. [3] is said to be TVD if

\[ TV(u^{n+1}) \leq TV(u^n) \]  

Then Harten’s condition for any scheme to be TVD is explained below.

**Theorem 1.** Let a general numerical scheme for conservation laws Eq. [3] is of the form

\[ u^{n+1}_i = u^n_i - c^n_i (u^n_i - u^n_{i-1}) + d^n_i (u^n_{i+1} - u^n_i) \]  

over one time step, where the coefficients \( c_i^n \) and \( d_i^n \) are arbitrary value (In practice it may depend on values \( u^n_i \) in some way i.e., the method may be nonlinear). Then \( TV(u^{n+1}) \leq TV(u^n) \) provided the following conditions are satisfied

\[ c_i^n \geq 0, d_i^n \geq 0, c_i^n + d_i^n \leq 1 \quad \forall i \]
There has been a very well developed TVD theory available in literature for time dependent problem. Additionally, this concept is also extended for steady state convection-diffusion case in the form of M-matrix [23] using appropriate flux limiting schemes [17], [18], [19], [24]. However, very little attention have been paid in developing TVD schemes for EHL problems. In this article, our aim to investigate a class of splitting for EHL model which is robust and high order accurate (at least second order in smooth part of the solution) for larger range of load parameters. The rest of the article is organized as followed. In Section 2 few preliminaries are discussed about the parallel PAQIF algorithm and complexity of the algorithm. In Section 3.1 a series of splitting are constructed by imitating linear convection-diffusion model for applying PAQIF algorithm to solve the EHL model defined in Example 5 and Example 6. The convergence analysis of the splittings is also discussed. In Section 4 numerical experiments are conducted to check the performance of present splitting and its improvement to the EHL model. At the end of Section 5 overall conclusion is summarized.

2 Preliminaries

We first consider partitioning of the linear complementarity system, then to decouple the partitioned linear sub-complementarity system we introduce PAQIF and finally discuss the present method.

2.1 Partitioning of the Linear Complementarity System

Consider the linear complementarity problem

\[
LU(x) \geq f(x) \quad x \in \Omega \\
U(x) \geq 0 \quad x \in \Omega \\
U(x)^T [LU(x) - f(x)] = 0 \quad x \in \Omega \\
U(x) = g(x) \quad x \in \partial \Omega
\]

(7)

We now subdivide the linear complementarity problem into \( r \) blocks linear sub-complementarity problem each of size \( n \) along the main diagonal such that \( N = nr \), where \( r \) is the number of processors available. The linear complementarity problem Eqn. 7 is partitioned into

\[
L^{(m)}(x) + L_0^{(m-1)}(x) \geq f^{(m)}(x), \quad m = 1, 2, \ldots, r
\]

(8)

\[
U^{(m)}(x) \geq 0
\]

(9)

\[
U^{(m)}(x)^T (L_0^{(m-1)}(x) + L_0^{(m)}(x) + L^{(m)}(x) + L^{(m)}(x) - f^{(m)}(x)) = 0,
\]

(10)

where \( L^{(m)}_0 \) is the \( n \times n \) block diagonal coefficient matrix of each partition, \( L^{(m)} \) and \( U^{(m)} \) are \( n \times n \) accompanied left and right block matrices. \( U^{(m-1)}(x), U^{(m)}(x), U^{(m+1)}(x) \) and \( f^{(m)}(x) \) are \( n \times 1 \) vectors.

\[
L^{(1)} = O_{n \times n}, \quad L^{(r)} = O_{n \times n}; \quad U^{(0)}(x) = 0, \quad U^{(r+1)}(x) = 0;
\]

\[
L^{(m)}_+ = \begin{bmatrix} 0 & 0 \\ L^{(m)}_+ & 0 \end{bmatrix}_{n \times n}, \quad L^{(m)}_- = \begin{bmatrix} 0 & L^{(m)}_- \\ 0 & 0 \end{bmatrix}_{n \times n};
\]

\[
U^{(m)}(x) = \left[ U^{(m)}(x_1), ..., U^{(m)}(x_n) \right]^T, \quad f^{(m)}(x) = \left[ f^{(m)}(x_1), ..., f^{(m)}(x_n) \right]^T
\]
$L^{(m)}_-$ and $L^{(m)}_+$ are upper and lower triangular matrices, respectively. For each partition $r$, Eqn. 8 can be reformulated as

$$L^{(m)}_0 U^{(m)}(x) \geq f^{(m)}(x) - \begin{bmatrix} L^{(m)}_- t^{(m-1)}_L(x) & 0 & \cdots & 0 \\ & L^{(m)}_0 t^{(m+1)}(x) \end{bmatrix}_{n \times 1} \; := \; f^{(m)}(x), \; m = 1, \ldots, r$$  \quad (11)$$

where $t^{(m-1)}_L(x)$ and $t^{(m+1)}(x)$ are $\beta_v \times 1$ vectors picked up from the last and first $\beta_v$ components of the solution vector $U^{(m-1)}_L(x)$ and $U^{(m+1)}_L(x)$, respectively. Now, in order to decouple the sub-complementarity problem in Eqn. 11 so that they can processed in parallel, we first note the fact that in Eqn. 11 $f^{(m)}(x)$ differs from $f^{(m)}(x)$ only in its first $\beta_v$ and last $\beta_v$ components. In order to factorize $L^{(m)}_0$ into $W^{(m)}_0 Z^{(m)}_0$, we consider the space generated by $e_1, e_{n-i+1}; 1 \leq i \leq \beta_v$ (i.e. $\text{span}_{1 \leq \beta_v} \{e_i, e_{n-i+1}\}$) is invariant under the transformation $W^{(m)}_0$ (and so invariant under its inverse transformation $W^{-1}(m)_0$), where $e_j := (0, 0, \ldots, 0, 1, 0, \ldots, 0)$. Furthermore, the solution procedure with the matrix $Z^{(m)}_0$ moves from the first and last unknowns towards middle one.

### 2.2 Projected Alternate Quadrant Interlocking Factorization

This factorization is highly motivated by pioneer work of Rao [33] on AQIF and it is proved that the method is stable for nonsingular diagonally dominant matrices. PAQIF method has mild change in its procedure as projection is incorporated on convex set during computation. The elements $W^{(m)}_0$ and $Z^{(m)}_0$ are given by the relations

$$w_{i,j} = \begin{cases} 1, & i = j \\ 0, & \forall \; 1 \leq j \leq \lfloor n/2 \rfloor, (j + 1) \leq i \leq (n - j + 1) \\ 0, & \forall \; n + 1 - \lfloor n/2 \rfloor \leq j \leq n, n - j + 1 \leq i \leq (n - 1) \\ w_{i,j}, & \text{otherwise}; \end{cases} \quad (14)$$

$$z_{i,j} = \begin{cases} 0, & \forall \; 1 \leq i \leq \lfloor (n - 1)/2 \rfloor, (i + 1) \leq j \leq (n - i) \\ 0, & \forall \; n + 1 - \lfloor n/2 \rfloor \leq i \leq n, n - i + 2 \leq j \leq i - 1 \\ w_{i,j}, & \text{otherwise}; \end{cases} \quad (15)$$

where the symbol $\lfloor m \rfloor$ means for largest integer $\leq m$, $w_{i,j}$ and $z_{i,j}$ signify $(i,j)$th position elements of $W_0$ and $Z_0$ respectively. Here we introduce PAQIF for general matrix and exposition of banded matrix is treated as special case.

#### 2.2.1 The Factorization

Let $L^{(m)}_0$ be an even order matrix (say $n = 2s$). Assume that there exist $W_0$ and $Z_0$ matrices such that

$$L_0 = W_0 Z_0,$$
where

\[ W_0 = \begin{bmatrix} 1 & w_{1,2} & \cdots & \cdots & w_{1,n-1} & 0 \\ 1 & w_{2,3} & \cdots & w_{2,n-2} & 0 & 0 \\ \vdots & \vdots & \ddots & \cdots & \vdots & \vdots \\ 1 & 0 & \cdots & 0 & 1 \\ 0 & \cdots & 1 & 0 & 1 \\ 0 & \cdots & w_{n-1,n-2} & 1 & \cdots & \cdots & w_{n,n-1} & 1 \end{bmatrix} \]

\[ Z_0 = \begin{bmatrix} z_{1,1} \\ \vdots \\ z_{2,2} \\ \vdots \\ \vdots \\ z_{s,s} \\ \vdots \\ z_{n-1,2} \\ z_{n,1} \\ \vdots \\ z_{2,n-1} \\ \vdots \\ z_{3,n-2} \\ \vdots \\ \vdots \\ z_{s,s+1} \\ \vdots \\ z_{n-2,n-2} \\ \vdots \\ z_{n-1,n-2} \\ z_{n,n} \end{bmatrix} \]

### 2.2.2 Solution of the complementarity problem

The solution of complementarity problem in Eqn. is obtained by solving two alternate systems

\[ W_0Y = F \quad \text{and} \quad Z_0U = Y \]

and then projecting the computed solution \( U \) on convex set \( K \), where

\[ K = \{ U_0 | U_0 \text{ is solution of } L_0X = F \text{ and } U_0 \geq 0 \} \]

In order to solve \( W_0Y = F \), assume

\[ W_0Y = F = F^{(1)} \]

\[ y_{s-k+1} = b^{(k)}_{s-k+1} \]

\[ y_{s+k} = b^{(k)}_{s+k} \]

where

\[ b^{(k)} = b^{(k-1)} - y_{s-k+2}w_{s-k+2} - y_{s+k-1}w_{s+k-1}, \quad 2 \leq k \leq s - 1. \]

Also to solve another system \( Z_0U = Y \), we perform the following steps. At the kth \((1 \leq k \leq s)\) level we have to compute \( 2 \times 2 \) system.

\[ z_{k,k}x_k + z_{k,k}x_{n-k+1} = y^{(k)}_k \]

\[ z_{n-k+1,k}x_k + z_{n-k+1,k}x_{n-k+1} = y^{(k)}_{n-k+1} \]

where

\[ y^{(1)} = y \]

and

\[ y^{(k)} = y^{(k-1)} - x_kz_k - x_{n-k+1}z_{n-k+1}, \quad 2 \leq k \leq s - 1. \]
When $L_0$ is a banded matrix then PAQIF $W_0$ and $Z_0$ is rewritten as below.

$$W_0 = \begin{bmatrix}
1 & w_{1,2} & \ldots & w_{1,\beta_v} & w_{1,n-\beta_v+1} & 0 \\
1 & \ddots & \ddots & \ddots & \ddots & 0 \\
1 & \ddots & \ddots & \ddots & \ddots & 0 \\
0 & \ddots & \ddots & \ddots & 1 & 0 \\
0 & \ddots & \ddots & 1 & 1 & 0 \\
0 & \ddots & 1 & 1 & 1 & 0 \\
\end{bmatrix}$$

$$Z_0 = \begin{bmatrix}
z_{1,1} \\
z_{2,2} \\
z_{\beta_v+1,1} & z_{3,3} & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots \\
z_{n-\beta_v+1,1} & z_{n-2,3} & \ddots & 0 \\
z_{n-1,2} & \ddots & \ddots & 0 \\
z_{n,n} & \ddots & \ddots & 0 \\
z_{n,0} & \ddots & \ddots & 0 \\
\end{bmatrix}$$

### 2.2.3 Evaluation of $W_0$ and $Z_0$ Matrices

We illustrate at the outset of the $k$th level the matrix $L_0^{(k)}$, $1 \leq k \leq (s-1)$ with the components $l_{i,j}^{(k)}$, $1 \leq i, j \leq n$ as detailed below.

$$L_0^{(k)} = L_0 - \sum_{i=s-k+2}^{s} w_i z_i^T = \sum_{i=s+1}^{s+k-1} w_i z_i^T, \quad 2 \leq k \leq (s-1)$$

whose central $(2k-2)$ rows and columns are zeros. We compute $s-k+1, s+k$ rows of $Z_0$ as

For

$$(s-k-\beta_v+1) \leq j \leq (s-k+1),$$

$$(s+k) \leq j \leq (s+k+\beta_v-1),$$

$$z_{s-k+1,j} = l_{s-k+1,j}^{(k)}$$

and for

$$(s-k-\beta_v+2) \leq j \leq (s-k+1),$$

$$(s+k) \leq j \leq (s+k+\beta_v),$$

$$z_{s+k,j} = l_{s+k,j}^{(k)}$$

Also we compute $s-k+1, s+k$ columns of $W_0$ as

For

$$(s-k-\beta_v+1) \leq i \leq (s-k),$$

$$(s+k+1) \leq i \leq (s+k+\beta_v),$$

$$z_{s-k+1,s-k+1} w_{i,s-k+1} + z_{s+k,s-k+1} w_{i,s+k} = l_{i,s-k+1}^{(k)}$$

$$z_{s-k+1,s+k} w_{i,s-k+1} + z_{s+k,s+k} w_{i,s+k} = l_{i,s+k}^{(k)}$$

(19)
Finally, we derive the matrix
\[ L_{0}^{(k)} = L_{0} - w_{a-k+1} z^T_{a-k+1} - w_{a+k} z^T_{a+k}, \]  
(20)

Finally for computing \( z_{1,1}, z_{1,n}, z_{n,1} \) and \( z_{n,n} \) elements of the matrix \( Z_{0} \) for \( k = s \), we have to perform (24) and (25).

2.2.4 PAQIF method

At this moment, we look at the solution of the complementarity system (15)-(17). This comprise of solving for \( Y^{*}(m) \),
\[ W^{(m)}_{0} Y^{*}(m) = F^{*}(m), \quad 1 \leq m \leq r, \]  
and then computing for \( U^{*}(m) \),
\[ Z^{(m)}_{0} U^{*}(m) = Y^{*}(m), \quad 1 \leq m \leq r. \]  
Let
\[ Y^{(m)} = [y^{(m)}_{1}, ..., y^{(m)}_{n}]^T \]
and consider
\[ W^{(m)}_{0} Y^{(m)} = F^{(m)}, \quad 1 \leq m \leq r. \]  
(23)

From the definition of \( F^{*}(m) \) in Eqn (18), from Eqn (28) and Eqn (30) it deduces that
\[ Y^{*}(m) = Y^{(m)} - \begin{bmatrix} L^{(m)} Y^{(m-1)}(x) \\ 0 \\ \vdots \\ 0 \end{bmatrix}^{-1} \begin{bmatrix} L^{(m)} U^{(m-1)}_{L}(x) \\ 0 \\ \vdots \\ 0 \end{bmatrix}, 1 \leq m \leq r. \]  
(24)

Once \( Y^{(m)} \) are obtained from Eqn (30), the subsystem Eqn (29) may be rewritten as
\[ Z^{(m)}_{0} U^{(m)} = Y^{(m)} - \begin{bmatrix} L^{(m)} U^{(m-1)}_{L}(x) \\ 0 \\ \vdots \\ 0 \end{bmatrix}^{-1} \begin{bmatrix} L^{(m)} U^{(m+1)}_{F}(x) \\ 0 \\ \vdots \\ 0 \end{bmatrix}, 1 \leq m \leq r. \]  
(25)

Let the vectors \( U^{m} \) and \( Y^{m} \) be partitioned as below.
\[ U^{(m)} = \begin{bmatrix} U^{(m-1)}_{F} \\ U^{(m-1)}_{M} \\ U^{(m+1)}_{L} \end{bmatrix}, \quad Y^{(m)} = \begin{bmatrix} Y^{(m-1)}_{F} \\ Y^{(m-1)}_{M} \\ Y^{(m+1)}_{L} \end{bmatrix}, \]

where
\[ U^{(m)}_{F} = [U^{(m)}_{1}, ..., U^{(m)}_{\beta_{v}}], U^{(m)}_{M} = [U^{(m)}_{\beta_{v}+1}, ..., U^{(m)}_{n-\beta_{v}}], \quad \text{and} \quad U^{(m)}_{L} = [U^{(m)}_{n-\beta_{v}+1}, ..., U^{(m)}_{n}]. \]
Let $Z_0^{(m)}$ be partitioned as

$$Z_0^{(m)} = \begin{bmatrix}
Z_{11}^{(m)} & 0 & Z_{12}^{(m)} \\
Z_{21}^{(m)} & Z_{22}^{(m)} & 0 \\
0 & Z_{05}^{(m)} & 0 \\
Z_{07}^{(m)} & Z_{08}^{(m)} & 0 \\
Z_{03}^{(m)} & 0 & Z_{04}^{(m)}
\end{bmatrix},$$  

(26)

where $Z_{ii}^{(m)}, 1 \leq i \leq 8$ are $\beta_v \times \beta_v$ matrices and $Z_0^{(m)}$ is an $(n - 2\beta_v) \times (n - 2\beta_v)$ matrix. Let $W_0^{(m)}$ be partitioned as below.

$$W_0^{(m)} = \begin{bmatrix}
W_{01}^{(m)} & W_{02}^{(m)} & W_{03}^{(m)} \\
0 & W_0^{(m)} & 0 \\
W_{04}^{(m)} & W_{05}^{(m)} & W_{06}^{(m)}
\end{bmatrix},$$  

(27)

where $W_{ii}^{(m)}, 1 \leq i \leq 4$ are $\beta_v \times \beta_v$ matrices, $W_0^{(m)}$, $W_{06}^{(m)}$ are $\beta_v \times (n - 2\beta_v)$ matrices and $W_0^{(m)}$ is an $(n - 2\beta_v) \times (n - 2\beta_v)$ matrix (similar structure as that of $W_0^{(m)}$). We collect the first $\beta_v$ and last $\beta_v$ equation from each block in equation (33). These equations form a reduced system of order $2\beta_v r$ with semibandwidth $3\beta_v - 1$, which is of the form

$$\begin{bmatrix}
\bar{Z}_1^{(m)} & Z_{02}^{(m)} & C_1^{(1)} \\
\bar{Z}_2^{(m)} & Z_{03}^{(m)} & C_2^{(1)} \\
B_1^{(m)} & Z_{01}^{(m)} & Z_{02}^{(m)} & C_1^{(2)} \\
B_2^{(m)} & Z_3^{(m)} & Z_4^{(m)} & C_2^{(2)} \\
\vdots & \ddots & \ddots & \ddots \\
\bar{Z}_{18}^{(m)} & Z_{08}^{(m)} & Z_{09}^{(m)} & \vdots \\
\bar{Z}_{08}^{(m)} & Z_0^{(m)} & Z_{04}^{(m)} & \vdots \\
\end{bmatrix} = \begin{bmatrix}
U_F^{(1)} \\
U_F^{(2)} \\
U_L^{(1)} \\
U_L^{(2)} \\
U_F^{(r)} \\
U_L^{(r)} \\
\end{bmatrix},$$  

(28)

where

$$\begin{align*}
\bar{B}_1^{(m)} &= W_1^{(m)} \bar{B}_1^{(m)}, \quad \bar{C}_1^{(m)} = W_1^{(m)} \bar{C}_1^{(m)}, \\
\bar{B}_2^{(m)} &= W_1^{(m)} \bar{B}_2^{(m)}, \quad \bar{C}_2^{(m)} = W_1^{(m)} \bar{C}_2^{(m)}.
\end{align*}$$

The reduced system defined in equation (35) can be represented as

$$R_d U_d = F_d.$$  

(29)

At this stage we form

$$R_d^T R_d U_d = F_d.$$  

(30)

Since $R_d^T R_d$ is symmetric positive definite matrix and it can be solved using cholesky factorization method without use of any pivoting. First system (37) has been solved for $U_F^{(m)}, U_L^{(m)}, 1 \leq m \leq r$ and then the computed solutions has been projected to the convex set $K$. Now subsystem (32) is easily decoupled into

$$Z_0^{(m)} U_M^{(m)} = y^{(m)} - \begin{bmatrix}
Z_{05}^{(m)} U_F^{(m)} + Z_{05}^{(m)} U_L^{(m)} \\
0 \\
Z_{07}^{(m)} U_F^{(m)} + Z_{08}^{(m)} U_L^{(m)}
\end{bmatrix}, \quad 1 \leq m \leq r.$$  

(31)

Over all method is now outlined in brief as follows:

Step 1: For $m = 1, 2, ..., r$ factorize in parallel

$$L_0^{(m)} = W_0^{(m)} Z_0^{(m)}$$
Step 2: For \( m = 1, 2, \ldots, r \) compute \( Y^{(m)} \) in parallel
\[
W_0^{(m)}Y^{(m)} = F^{(m)}
\]

Step 3: For \( m = 1, 2, \ldots, r \) get inverse of \( 2\beta_v \times 2\beta_v \) matrix obtained by collecting first \( \beta_v \) and last \( \beta_v \) rows and columns of \( W_0^{(m)} \) in parallel.

Step 4: Solve the reduced system from the subsystem (32) by collecting first \( \beta_v \) and last \( \beta_v \) equations from each block. Then form normal equations (37). Solve system (37) for \( T_F^{(m)} \) and \( T_L^{(m)} \), \( m = 1, 2, \ldots, r \).

Step 5: Project \( T_F^{(m)} \) and \( T_L^{(m)} \), \( m = 1, 2, \ldots, r \) into convex set \( K \).

Step 6: For \( m = 1, 2, \ldots, r \) solve \( U^{(m)}_M \) in parallel from (38).

Step 7: Project \( U^{(m)}_M \), \( m = 1, 2, \ldots, r \) into convex set \( K \).

### 2.3 Complexity and speedup analysis of PAQIF

In this section, we will discuss complexity and speedup analysis of PAQIF method.

#### 2.3.1 Serial complexity

The serial count of the above algorithm is defined below.

**Factorization count of \( W_0 \) and \( Z_0 \) matrices.** The number of execution steps required to compute the elements of \( W_0 \) and \( Z_0 \) matrices is given by,
\[
T_{\text{fact}} = r(t - 1)(1 + 4\beta_v + 8\beta_v^2)T_{\text{add}} + r(t - 1)(2 + 8\beta_v + 8\beta_v^2)T_{\text{multi}} + r(t - 1)4\beta_vT_{\text{div}}.
\]

**Time to calculate \( Y \) elements.** The count of execution steps required to compute the elements \( Y \) is given by,
\[
T_Y = r(t - 1)4\beta_vT_{\text{add}} + r(t - 1)4\beta_vT_{\text{multi}}
\]

**Time to calculate inversion matrices.** The number of execution cycles required to compute the inversions matrices is given by
\[
T_{\text{inv}} = 4\beta_v^3T_{\text{add}} + 4\beta_v^3T_{\text{multi}}
\]

**Time to calculate accompanied matrices.** The number of execution cycles required to compute the \( B_1, B_2, C_1, C_2 \) matrices is given by
\[
T_{\text{comp}} = 4\beta_v^3(\beta_v - 1)T_{\text{add}} + 4\beta_v^3T_{\text{multi}}
\]

Formation of normal equations requires
\[
T_{\text{norm}} = (36r\beta_v^3 - 6r\beta_v^2)T_{\text{add}} + (36r\beta_v^3 - 6r\beta_v^2)T_{\text{multi}}.
\]

Solution of normal equations by Cholesky factorization requires
\[
T_{\text{chol}} = (36r\beta_v^3 - 6r\beta_v^2 - 10r\beta_v)T_{\text{add}} + (36r\beta_v^3 - 6r\beta_v^2 - 10r\beta_v)T_{\text{multi}}.
\]

**Time require to update \( Y_M \).** For updating \( Y_M \) requires
\[
T_{\text{update}} = (r(t - 1)(3 + 3\beta_v) - r\beta_v(3 + 3\beta_v))T_{\text{add}} + (r(t - 1)(6 + 3\beta_v) - r\beta_v(6 + 3\beta_v))T_{\text{multi}}
\]

#### 2.3.2 Parallel complexity

The parallel machine having \( r \) processors operation count of the PAQIF algorithm are given below.
Factorization count of \( W_0 \) and \( Z_0 \) matrices.

The number of parallel execution steps required to compute the elements of \( W_0 \) and \( Z_0 \) matrices is given by,

\[
T_{\text{fact}} = ((t - 1)(2 + 8\beta_v + 8\beta_v^2))T_{\text{op}}.
\]

Time to calculate \( Y \) elements.

The count of execution steps required to compute the elements \( Y \) is given by,

\[
T_Y = (t - 1)4\beta_v T_{\text{op}}.
\]

Time to calculate inversion matrices.

The number of execution cycles required to compute the inversions matrices is given by

\[
T_{\text{inv}} = 4\beta_v^3 T_{\text{op}}.
\]

Time to calculate accompanied matrices.

The number of execution cycles required to compute the \( \tilde{B}_1, \tilde{B}_2, \tilde{C}_1, \tilde{C}_2 \) matrices is given by

\[
T_{\text{comp}} = 4\beta_v^3 T_{\text{op}}.
\]

Formation of normal equations requires

\[
T_{\text{norm}} = (36\beta_v^3 - 6\beta_v^2)T_{\text{op}}.
\]

Solution of normal equations by Cholesky factorization requires

\[
T_{\text{chol}} = (36\beta_v^3 - 6\beta_v^2 - 10\beta_v)T_{\text{op}}.
\]

Time require to update \( Y_M \).

For updating \( Y_M \) requires

\[
T_{\text{update}} = (2 + 2\beta_v^2)T_{\text{op}}
\]

and its solution requires

\[
T_{\text{sol}} = r(t - \beta_v - 1)T_{\text{op}}.
\]

Overall algorithm requires \( O(4\beta_v^3/(N/r) + \beta_v(11 + 9r)) \) time steps on an ‘r’ processor machine. Moreover, on a serial machine to solve banded linear system of size \( N \) with semibandwidth \( \beta_v \) requires \( O(N\beta_v^2) \) time steps. Consequently, speedup

\[
S_p = \frac{1}{4l(1/r) + (\beta_v/N)(11 + 9r)}.
\]

2.3.3 Numerical experiment of PAQIF algorithm and its speedup performance

All numerical computations are performed on Dell Tower precision having processor specification Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz.

Table 1: PAQIF result from 4 processors and for matrix order \( 64 \times 64 \) bandwidth \( \beta = 2 \).

| MYID | CPU-time in Second | CPU-time in Hours |
|------|--------------------|------------------|
| 1    | 3.0376911163330078 \times 10^{-3} | 8.4380308787027993 \times 10^{-7} |
| 2    | 3.0376911163330078 \times 10^{-3} | 8.4380308787027993 \times 10^{-7} |
| 3    | 3.0376911163330078 \times 10^{-3} | 8.4380308787027993 \times 10^{-7} |
| 0    | 3.2024383544921875 \times 10^{-3} | 8.8956620958116323 \times 10^{-7} |
Table 2: PAQIF result from 4 processors and for matrix order $128 \times 128$ bandwidth $\beta = 2$.

| MYID | CPU-time in Second) | CPU-time in Hours) |
|------|----------------------|---------------------|
| 1    | $9.1495513916015625 \times 10^{-3}$ | $2.5415420532226563 \times 10^{-6}$ |
| 2    | $9.1459751129150391 \times 10^{-3}$ | $2.5405486424763998 \times 10^{-6}$ |
| 3    | $9.1507434844970703 \times 10^{-3}$ | $2.5418731901380750 \times 10^{-6}$ |
| 0    | $9.3822479248046875 \times 10^{-3}$ | $2.6061799791124132 \times 10^{-6}$ |
Table 3: PAQIF result from 4 processors and for matrix order 256 × 256 bandwidth $\beta = 2$.

| MYID | CPU-time in Sec.) | CPU-time in Hours) |
|------|-------------------|--------------------|
| 1    | 2.2377967834472656 × 10^{-3} | 6.2161021762420422 × 10^{-7} |
| 2    | 2.2346973419189453 × 10^{-3} | 6.2074926164415153 × 10^{-7} |
| 3    | 1.9750595097273438 × 10^{-3} | 5.4862764146592882 × 10^{-7} |
| 0    | 2.5713443756103516 × 10^{-3} | 7.1426232655843094 × 10^{-7} |

Table 4: PAQIF result from 8 processors and for matrix order 256 × 256 bandwidth $\beta = 2$.

| MYID | CPU-time in Sec.) | CPU-time in Hours) |
|------|-------------------|--------------------|
| 1    | 3.9653778076171875 × 10^{-3} | 1.1014938354492188 × 10^{-6} |
| 2    | 3.9479732513427734 × 10^{-3} | 1.0966592364841036 × 10^{-6} |
| 3    | 3.9269924163818359 × 10^{-3} | 1.0908312267727323 × 10^{-6} |
| 0    | 4.7206878662109375 × 10^{-3} | 1.3113021850585938 × 10^{-6} |
| 4    | 3.9708614349365234 × 10^{-3} | 1.1030170652601455 × 10^{-6} |
| 5    | 3.9658546447753906 × 10^{-3} | 1.101622902153863 × 10^{-6} |
| 6    | 3.9696693420410156 × 10^{-3} | 1.1026859283447266 × 10^{-6} |
| 7    | 3.9660930633544922 × 10^{-3} | 1.1016925175984701 × 10^{-6} |

3 Applications of PAQIF algorithm

The PAQIF algorithm is an important solver for solving wider class of problems if we do a careful treatment to the general linear and nonlinear elliptic as well as parabolic type PDEs. However, in this article, we restrict our attention in solving the problems related to variational inequality and its application to free boundary problems (in particular, in solving EHL problems).

3.1 Linear study for convection-diffusion problem

Our specific interest in this subsection is to develop a robust splitting for our EHL model. We consider well known convection-diffusion problem in 1-d and 2-d case as

Example 1.

\[ Lu = (a(x)u)_x - \epsilon u_{xx} = f(x) \quad \forall x \in \Omega \]

\[ u(x) = g(x) \quad \forall x \in \partial \Omega, \quad (32) \]

and

Example 2.

\[ Lu = (a(x,y)u)_x + (b(x,y)u)_y - \epsilon \Delta u = f(x,y) \quad \forall (x,y) \in \Omega \]

\[ u(x,y) = g(x,y) \quad \forall (x,y) \in \partial \Omega, \quad (33) \]

where $0 < \epsilon << 1$. Then discretization of convective term for $(au)_x$ is performed as

\[ (au)_x = \frac{a}{h}(u_i - u_{i-1}) =: L^1_1 \]

\[ (au)_x = \frac{a}{h}(u_{i,j} - u_{i-1,j}) =: L^2_1 \quad (34) \]
However, this scheme is only $O(h)$ accurate. Our interest here is to increase accuracy at least smooth part without contaminating any wiggle in solution. Consider the Van Leer’s $\kappa$-schemes [31] for discretization term $(au)_x$ (for $a = \text{const} > 0$) as

$$(au)_x = \frac{a}{h}[(u_i - u_{i-1}) - \frac{\kappa}{2}(u_i - u_{i-1}) + \frac{1 - \kappa}{4}(u_i - u_{i-1}) + \frac{1 + \kappa}{4}(u_{i+1} - u_i) - \frac{1 - \kappa}{4}(u_i - u_{i-2})]$$

\[= L_1^1 + L_2 \gamma + L_3 \delta \]

$$(au)_x = \frac{a}{h}[(u_{i,j} - u_{i-1,j}) - \frac{\kappa}{2}(u_{i,j} - u_{i-1,j}) + \frac{1 - \kappa}{4}(u_{i,j} - u_{i-1,j})$$

$$+ \frac{1 + \kappa}{4}(u_{i+1,j} - u_{i,j}) - \frac{1 - \kappa}{4}(u_{i,j} - u_{i-2,j})]$$

\[= L_4^1 + L_5^2 + L_6^2 + L_7^2 + L_8 \gamma + L_9 \delta \] (35)

(similar scheme can be constructed for $a < 0$). The resulting discrete model Example, [2] by $\kappa$-scheme (take $\kappa = 0$ here) is denoted by

$$[L_{\kappa=0}^1] = \frac{a}{h} [0.25 \ -1.25 \ 0.75 \ 0.25 \ 0] + \frac{\epsilon}{h^2} [-1 \ 2 \ -1]$$

(36)

$$[L_{\kappa=0}^2] = \frac{a}{h} [0.25 \ -1.25 \ 0.75 \ 0.25 \ 0] + \frac{b}{h} \left[ \begin{array}{c} 0 \\ 0.25 \\ 0.75 \\ -1.25 \\ 0.25 \end{array} \right] + \frac{\epsilon}{h^2} \left[ \begin{array}{c} 0 \\ -1 \\ 4 \\ -1 \\ 0 \end{array} \right]$$

(37)

In general, above discrete equation, [33] do not produces $M$-matrix and many iterative splitting on $L_{\kappa}$ diverge. Therefore, this problem is solved using TVD scheme with help of appropriate flux limiters to prevent a solution from unwanted oscillation. Now consider $\kappa = -1$ then the second-order upwind scheme looks like ($a > 0$) for one dimensional case

$$(au)_x = \frac{a}{h}[(u_i - u_{i-1}) + \frac{1}{2}(u_i - u_{i-1}) + \frac{1}{2}(u_i - u_{i-1}) - \frac{1}{2}(u_{i-1} - u_{i-2})] = L_1^1 + L_2^1 + L_3^1.$$

and for two-dimensional case

$$(au)_x = \frac{a}{h}[(u_{i,j} - u_{i-1,j}) + \frac{1}{2}(u_{i,j} - u_{i-1,j}) + \frac{1}{2}(u_{i,j} - u_{i-1,j}) - \frac{1}{2}(u_{i-1,j} - u_{i-2,j})]$$

\[= L_4^2 + L_5^2 + L_6^2 + L_7^2 \] (38)

We enforce Eqn. [38] to satisfy TVD condition by multiply limiter functions in the additional terms $L_{\alpha}, L_{\gamma}$ and $L_\delta$. Then following two type of discretization for convection term are presented here as

$$(au)_x = \frac{a}{h}[(u_i - u_{i-1}) + \frac{1}{2}\phi(r_{i-1/2})(u_i - u_{i-1}) - \frac{1}{2}\phi(r_{i-3/2})(u_{i-1} - u_{i-2})] = L_1^1 + L_2^1 + L_3^1$$

and

$$(au)_x = \frac{a}{h}[(u_i - u_{i-1}) + \frac{1}{2}\phi(r_{i-1/2})(u_i - u_{i-1}) + \frac{1}{2}\phi(r_{i-3/2})(u_{i-1} - u_{i-2})]$$

\[= L_1^1 + L_2^1 + L_3^1 + L_4^1, \]

where $r_{i-1/2} = \frac{(u_{i+1} - u_i)}{(u_i - u_{i-1})}$ and $r_{i-3/2} = \frac{(u_i - u_{i-1})}{(u_{i-1} - u_{i-2})}$. 
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\[(au)_x = \frac{\alpha}{h}[(u_{i,j} - u_{i-1,j}) + \frac{1}{2}\phi(r_{i-1/2})(u_{i,j} - u_{i-1,j}) - \frac{1}{2}\phi(r_{i-3/2})(u_{i-1,j} - u_{i-2,j})] = L_x^2 + L_\alpha^2 + L_\gamma^2 \tag{39}\]

and

\[\begin{align*}
(au)_x &= \frac{\alpha}{h}[(u_{i,j} - u_{i-1,j}) + \frac{1}{2}\phi(r_{i-1/2})(u_{i,j} - u_{i-1,j}) + \frac{1}{2}\phi(r_{i-3/2})(u_{i-1,j} - u_{i-2,j})] \\
&= L_x^2 + L_\alpha^2 + L_\beta^2 + L_\gamma^2,
\end{align*}\tag{40}\]

where \(r_{i-1/2} = (u_{i+1,j} - u_{i,j})/(u_{i,j} - u_{i-1,j})\) and \(r_{i-3/2} = (u_{i,j} - u_{i-1,j})/(u_{i-1,j} - u_{i-2,j})\).

In \cite{19} it represents graph of limiter function \((\alpha, \phi(\alpha))\) on which the resulting convection discretization term defined in Eqn. \cite{38} and Eqn. \cite{39} enforce to be TVD and higher order accurate. The discrete representation of Example \cite{2} using Van-Leer \(\kappa\)-scheme in 1-d and 2-d case are defined as

\[L_1^x u := \sum_{l_x \in I} C_{l_x}^{(\kappa)} u_{i+l_x}, \tag{41}\]

and

\[L_2^x u := \sum_{l_x \in I} \sum_{l_y \in I} C_{l_x l_y}^{(\kappa)} u_{i+l_x,j+l_y}. \tag{42}\]

Moreover, in stencil notation these are represented as

\[L_1^x := \begin{pmatrix} C_{-20}^\kappa & C_{-10}^\kappa & C_{00}^\kappa & C_{10}^\kappa & C_{20}^\kappa \end{pmatrix}, \tag{43}\]

and

\[L_2^x := \begin{pmatrix} C_{-20}^\kappa & C_{-10}^\kappa & C_{00}^\kappa & C_{10}^\kappa & C_{20}^\kappa \\
C_{-10}^\kappa & C_{00}^\kappa & C_{10}^\kappa & C_{20}^\kappa & C_{30}^\kappa \\
C_{00}^\kappa & C_{10}^\kappa & C_{20}^\kappa & C_{30}^\kappa & C_{40}^\kappa \\
C_{10}^\kappa & C_{20}^\kappa & C_{30}^\kappa & C_{40}^\kappa & C_{50}^\kappa \\
C_{20}^\kappa & C_{30}^\kappa & C_{40}^\kappa & C_{50}^\kappa & C_{60}^\kappa \end{pmatrix}. \tag{44}\]

Then the discrete matrix equation \(L^x_1 u = f^i, i = 1, 2\) are solved efficiently by the use of AQIF method. The related splitting is constructed by taking the matrix operator defined in Eqn. \cite{44} In particular case, the splitting in \(x\)-direction is scanned as forward (or backward direction depending on flow direction) lexicographical order and it is represented as \(S_x = S_{x/f}^\kappa \) (or \(S_{x/b}^\kappa\)). For matrix operator \(L_\kappa\), the forward splitting \(S_{x/f}^\kappa\) is defined as

\[L_\kappa = L_{\kappa,1/2}^x - (L_{\kappa,1/2}^x - L_\kappa) =: L_\kappa^+ + L_\kappa^0 + L_\kappa^-,
\]

where

\[L_{\kappa,2}^{x/2} = L_\kappa^+ + L_\kappa^0 = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
C_{0-1}^\kappa & C_{0-2}^\kappa & 0 & 0 & 0 \\
C_{0-2}^\kappa & 0 & 0 & 0 & 0 \\
C_{0-2}^\kappa & 0 & 0 & 0 & 0
\end{pmatrix} + \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
C_{-10}^{\kappa/2} & C_{00}^{\kappa/2} & 0 & 0 & 0 \\
C_{00}^{\kappa/2} & 0 & 0 & 0 & 0 \\
C_{00}^{\kappa/2} & 0 & 0 & 0 & 0
\end{pmatrix}.\]
and therefore overall splitting is
\[ L_{\kappa/2}^s u^{n+1} = (L_{\kappa/2}^s - L_{\kappa})u^n + f. \]

Now for a fixed \( x \)-line (\( m \)-grid points in \( X \)-direction)
\[ (i,j)_{1 \leq i \leq m} \]
we have the following
\[ L_0^u u^* = f + L_0^u u^n - (L_{-\kappa}^- + L_{\kappa}^+)u^n - L_{\kappa}^+ u^{n+1}. \]

\( L_0^u \) corresponds the operator to the unknowns \( u^* \) which are scanned simultaneously. \( L_{-\kappa}^- \) corresponds the operator to the old approximation \( u^n \), and \( L_{\kappa}^+ \) operator having updated values of \( u^{n+1} \). Now by applying under-relaxation constant \( \omega \) in above equation we have
\[ u^{n+1} = u^n \omega + u^n(1 - \omega), \]
therefore, splitting equation can be rewritten in corresponding change, \( \sigma^{n+1} = u^{n+1} - u^n \) form as
\[ L_0^u \sigma^{n+1} = f - (L_{-\kappa}^- + L_{\kappa}^+)u^n - L_{\kappa}^+ u^{n+1}, \]
\[ u^{n+1} = u^n + \sigma^{n+1} \omega. \]

Now we construct series of splitting for solving Eqn. [33] as below.

**Splitting : \( L_{s0} \)** This splitting is constructed by taking upwind operator \( L_1 \) plus a “positive” part of the second-order operators \( L_{\kappa} \) and \( L_{\beta} \) from Eqn. [40] and part of diffusion operator from Eqn. [44]
\[ L_0^u u = \left\{ - \frac{\epsilon}{h^2} + \frac{a}{4h}(5 - 3\kappa) \right\} u_{i-1,j} + \left\{ \frac{a}{h} \left( \frac{2 - \kappa}{2} + \frac{1 - \kappa}{4} \right) + \frac{4\epsilon}{h^2} \right\} u_{i,j} + \left\{ - \frac{\epsilon}{h^2} \right\} u_{i+1,j}, \]
\[ L_{\kappa}^- u = \left\{ \frac{\alpha}{h} \left( \frac{1 - \kappa}{4} \right) \right\} u_{i-2,j} + \left\{ \frac{\alpha}{h} \left( \frac{1 - \kappa}{4} \right) \right\} u_{i-1,j} + \left\{ - \frac{\alpha}{h} \left( \frac{1 + \kappa}{4} \right) \right\} u_{i+1,j} + \left\{ - \frac{\epsilon}{h^2} \right\} u_{i,j+1}. \]
\[ (45) \]

**Splitting : \( L_{s1} \)** This splitting is constructed taking upwind operator \( L_1 \) plus a “positive” part of the second-order operators \( L_{\kappa} \) from Eqn. [39] and part of diffusion operator from Eqn. [44]
\[ L_0^u u = \left\{ - \frac{\alpha}{h} \left( \frac{2 - \kappa}{2} \right) - \frac{\epsilon}{h^2} \right\} u_{i-1,j} + \left\{ \frac{\alpha}{h} \left( \frac{2 - \kappa}{2} \right) + \frac{4\epsilon}{h^2} \right\} u_{i,j} + \left\{ - \frac{\epsilon}{h^2} \right\} u_{i+1,j}, \]
\[ L_+^u u = \left\{ - \frac{\epsilon}{h^2} \right\} u_{i,j-1}, \]
\[ L_{-\kappa}^- u = \left\{ \frac{\alpha}{h} \left( \frac{1 - \kappa}{4} \right) \right\} u_{i-2,j} + \left\{ \frac{\alpha}{h} \left( \frac{1 - \kappa}{4} \right) \right\} u_{i-1,j} + \left\{ - \frac{\alpha}{h} \left( \frac{1 + \kappa}{4} \right) \right\} u_{i,j} + \left\{ - \frac{\epsilon}{h^2} \right\} u_{i,j+1}. \]
\[ (46) \]

**Splitting : \( L_{s2} \)** In this case splitting coefficients \( c_{\kappa}^+ \) correspond only to the first-order upwind operator...
The third splitting named as $L^0_σ$ plus diffusion operator.

\[ L^0_σ u = \left\{ \begin{array}{l l} \frac{a}{h} - \frac{\epsilon}{h^2} u_{i-1,j} + \frac{a + 4\epsilon}{h^2} u_{i,j} + \left\{ - \frac{\epsilon}{h^2} \right\} u_{i+1,j} \\ \frac{a}{h}, \frac{1 - \kappa}{4} u_{i-2,j} + \left\{ \frac{a}{h} \frac{1 - 3\kappa}{4} \right\} u_{i-1,j} + \left\{ \frac{a}{h} \frac{1 + 3\kappa}{4} \right\} u_{i,j} + \left\{ - \frac{\epsilon}{h^2} \right\} u_{i,j+1} \\ \frac{a}{h} \frac{1 + \kappa}{4} u_{i+1,j} + \left\{ - \frac{\epsilon}{h^2} \right\} u_{i,j+1} \end{array} \right. \]

\[ L^+_σ u = \left\{ - \frac{\epsilon}{h^2} \right\} u_{i,j-1} \]

\[ L^-_σ u = \left\{ \frac{a}{h} \frac{1 - \kappa}{4} \right\} u_{i+1,j} + \left\{ - \frac{\epsilon}{h^2} \right\} u_{i,j+1} \]

\[
\text{Splitting : } Lσ3 \text{ The third splitting named as } κ- \text{ distributive line relaxation is constructed by assuming a ghost variable } σ_σ \text{ (with the same cardinality as } σ) \text{ such that } σ = Dσ_σ, \text{ where matrix } D \text{ comes due to distributive change of the relaxation in other way we construct line-wise distributive splitting as}
\]

\[
u_{i,j}^{n+1} = u_{i,j}^{n} + \sigma_{i,j} - \frac{(σ_{i+1,j} + σ_{i-1,j} + σ_{i,j+1} + σ_{i,j-1})}{4} \]

(48)

This splitting is understood in the following way: First, discretize Example 2 by $κ$-scheme and get the equation of the form as

\[ L^κ_{σ/2} u_{n+1} = f', \text{ where } f' = (L^κ_{σ/2} - L_σ) u^n + f. \]

Now in the above splitting equation put the value of $u_{n+1}^n$ from Eqn. [48] and apply distributive splitting in the form of right preconditioner defined below.

\[ L^κ_{σ/2} σ_{n+1} = R^n \text{ and } L^κ_{σ/2} Dσ_σ^{n+1} = R^n, \]

where the updated change in pressure and residual equation are denoted as

\[ σ_{n+1} = Dσ_σ^{n+1} \text{ and } R^n = L^κ_{σ/2} u_{n+1} - f' \]

respectively. In other way, line distributive splitting consists of following two steps; In first step it calculates new ghost value approximation change $σ_{σ}^{n+1}$. Second step calculates new approximation change $σ_{σ}^{n+1}$.

Now applying above splitting along the $x$-direction in Example 2 the diffusive term is computed as

\[
-\epsilon \left\{ \frac{u_{i+1,j} + σ_{i+1} - \left( \frac{σ_{i+1} + σ_{i+2}}{4} \right)}{h^2} - \frac{u_{i,j} + σ_i - \left( \frac{σ_{i} + σ_{i+1}}{4} \right)}{h^2} \right\} \frac{\epsilon}{h^2} \\
-\epsilon \left\{ \frac{u_{i-1,j} + σ_{i-1} - \left( \frac{σ_{i-2} + σ_{i}}{4} \right)}{h^2} - \frac{u_{i,j} + σ_i - \left( \frac{σ_{i} + σ_{i+1}}{4} \right)}{h^2} \right\} \frac{\epsilon}{h^2} \\
-\epsilon \left\{ \frac{u_{i,j+1} - \left( \frac{σ_{i+1}}{4} \right)}{h^2} - \frac{u_{i,j} + σ_i - \left( \frac{σ_{i} + σ_{i+1}}{4} \right)}{h^2} \right\} \frac{\epsilon}{h^2}. \]

(49)

and convection term is computed as

\[
\frac{a_{i+1/2,j} (2 + \kappa)}{2h} \left\{ \frac{u_{i,j} + σ_i - \left( \frac{σ_{i} + σ_{i+1}}{4} \right)}{4} \right\} \\
- \frac{a_{i-1/2,j} (2 + \kappa)}{2h} \left\{ u_{i-1,j} + σ_{i-1} - \left( \frac{σ_{i-2} + σ_{i}}{4} \right) \right\} \]

(50)

Other part of convective term which comes from Van-leer discretization do not contain any distributive term as above explained and kept in right hand side during relaxation and overall splitting is written as
follows

\[
\frac{\epsilon}{4h^2} + \frac{a_{i-1/2,j}(2 + \kappa)}{8h} \sigma_{i-2} - \left( \frac{7\epsilon}{4h^2} + \frac{a_{i+1/2,j}(2 + \kappa)}{2h} + \frac{a_{i-1/2,j}(2 + \kappa)}{8h} \right) \sigma_{i-1} \\
+ \left( \frac{20\epsilon}{4h^2} + \frac{a_{i+1/2,j}(2 + \kappa)}{2h} + \frac{a_{i-1/2,j}(2 + \kappa)}{8h} \right) \sigma_i \\
- \left( \frac{8\epsilon}{4h^2} + \frac{a_{i+1/2,j}(2 + \kappa)}{2h} \right) \sigma_{i+1} + \frac{\epsilon}{4h^2} \sigma_{i+2} \\
= R_{i,j} + \left\{ \frac{1 + \kappa}{4} (u_{i+1,j} - u_{i,j}) - \frac{1 - \kappa}{4} (u_{i-1,j} - u_{i-2,j}) \right\} \\
\] (51)

after solving above equation for \( \sigma \) along \( x \) line direction updated solution \( u^{n+1} \) is evaluated as

\[
u_{i,j}^{n+1} = u_{i,j}^n + \sigma_{i,j} - \frac{(\sigma_{i+1,j} + \sigma_{i-1,j} + \sigma_{i,j+1} + \sigma_{i,j-1})}{4}.
\]

However, above splitting \( \text{Eqn. 51} \) is not robust and very rarely use in practice.

### 3.2 Application in solving Variational inequality and LCP

In the last section, we have shown a series of splittings for solving convection-diffusion type problems. This idea can be generalizing for more general variational inequality and LCP related applications. In this section, we will discuss convergence criterion for solving PAQIF algorithm for general variational inequality and LCP problems.

Let us consider domain \( \Omega \in \mathbb{R}^2 \) with boundary \( \partial \Omega \), and consider known functions \( f \) and \( g \). Then find \( u \) in a weak sense such that these inequalities hold

**Example 3.**

\[-(a(x,y)u)_x + \epsilon \Delta u \leq f(x,y) \quad \forall x, y \in \Omega \]

\[u(x,y) \geq 0 \quad \forall x, y \in \Omega,\]

\[u(x,y)[(a(x,y)u)_x - \epsilon \Delta u - f(x,y)] = 0 \quad \forall x, y \in \Omega,\]

\[u(x,y) = g(x,y) \quad \forall x, y \in \partial \Omega.\]

**Example 4.**

\[-(a(x,y)u)_x + \epsilon \Delta u \leq f(x,y) \quad \forall x, y \in \Omega \]

\[u(x,y) \geq 0 \quad \forall x, y \in \Omega,\]

\[u(x,y)[(a(x,y)u)_x - \epsilon \Delta u - f(x,y)] = 0 \quad \forall x, y \in \Omega,\]

\[u(x,y) = g(x,y) \quad \forall x, y \in \partial \Omega.\]

Therefore, discrete version of above problem (finite difference or finite volume) is written in the matrix form

\[
Lu \leq f, \\
u \geq 0, \\
u[Lu - f] = 0,
\] (52)

where \( L \) is a \( M \)-matrix of order \( m \times m \), \( u \) and \( f \) are \( m \times 1 \)-column vector. It is well known that solving
above discrete problem is equivalent to solving quadratic minimization problem of the form
\[
G(u) = \frac{1}{2} u^T L u - f^T u,
\]
subjected to the constraints
\[ u \geq 0. \]

**Theorem 2.** Let \( u^n \) and \( f^n \) are \( m \times 1 \)-column vectors achieved by splitting algorithm (*),
\[
L_n^0 \sigma^{n+1} = f - (L_n^- + L_n^0)u^n - L_n^+ u^{n+1},
\]
\[
\sigma^{n+1} = \max\{0, \sigma^{n+1}\},
\]
\[
u^{n+1} = u^n + \sigma^{n+1} \omega,
\]
where \( 0 < \omega < 1 \) then we have \( u^n \to u \) and \( f^n \to f \) such that \( u \) and \( f \) is a solution of LCP problem.

**Proof.** For the proof of this theorem we refer to see Cryer [32].

The following error estimates are easily established for LCP problem for algorithm described above.

**Lemma 3.** Let \( u \) is the exact solution of LCP problem define in Eqn. 52, also let \( u^{n+1} \) is approximate solution obtained by the splitting of the form
\[
L_n^0 \sigma^{n+1} = f - (L_n^- + L_n^0)u^n - L_n^+ u^{n+1},
\]
\[
\sigma^{n+1} = \max\{0, \sigma^{n+1}\},
\]
\[
u^{n+1} = u^n + \sigma^{n+1} \omega
\]
Then the following conditions hold
\[
\|u - u^{n+1}\|_2 \leq C_2 \|u^{n+1} - u^n\|_2
\]
\[
\|u - u^{n+1}\|_1 \leq C_1 \|u^{n+1} - u^n\|_1
\]
\[
\|u - u^{n+1}\|_\infty \leq C_\infty \|u^{n+1} - u^n\|_\infty.
\]

**Proof.** Proof is followed from Lemma 2.2 mentioned in [25].

### 3.3 Application in solving steady state EHL problem

Now, we illustrate splitting for compressible EHL model in the form of inequalities as

**Example 5** (Point contact case).

\[
(a(x, y)\mathcal{H}(u))_x - \epsilon \Delta u \geq f(x, y) \quad \forall x, y \in \Omega \]
\[
u(x, y) \geq 0 \quad \forall x, y \in \Omega.
\]
\[
\mathcal{H}(u) = \mathcal{H}_0 + \frac{x^2 + y^2}{2} + \frac{2}{\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{u(x', y') dx' dy'}{\sqrt{(x - x')^2 + (y - y')^2}}.
\]

The dimensionless force balance equation are defined as follows
\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} u(x', y') dx' dy' = \frac{3 \pi}{2} \quad \text{for point contact}
\]
Example 6 (Line contact case).

\[(a(x)H(u))_x - \epsilon u_{xx} \geq f(x) \quad \forall x \in \Omega \]
\[u(x) \geq 0 \quad \forall x \in \Omega, \]
\[u(x)\[(a(x)H(u))_x - \epsilon \Delta u - f(x)] = 0 \quad \forall x \in \Omega, \]
\[u(x) = g(x) \quad \forall x \in \partial \Omega, \]
\[H(u) = H_0 + \frac{x^2}{2} - \frac{1}{\pi} \int_{-\infty}^{\infty} \log \left(\frac{|x-x'|}{u(x')}\right) dx'. \quad (55)\]

The dimensionless force balance equation are defined as follows

\[\int_{-\infty}^{\infty} u(x') dx' = \frac{\pi}{2}, \text{ for line contact} \]

Here term \(\epsilon\) is defined as

\[\epsilon = \frac{\rho H^3}{\eta \lambda}, \]

where \(\rho\) is dimensionless density of lubrication, \(\eta\) is dimensionless viscosity of lubrication and speed parameter

\[\lambda = \frac{6\rho_0 u_s R^2}{a^3 p_H}. \]

The non-dimensionless viscosity \(\eta\) is defined according to

\[\eta(u) = \exp \left\{ \left( \frac{\alpha p_0}{z} \right) \left( -1 + \left( 1 + \frac{u p_H}{p_0} \right)^z \right) \right\}. \]

Dimensionless density \(\rho\) is given by

\[\rho(u) = \frac{0.59 \times 10^9 + 1.34 u p_H}{0.59 \times 10^9 + u p_H}. \]

For incompressible EHL, we take \(\rho = 1\) and \(\eta = 1\). (For the parameters details of above Example 5 and 6 see appendix A).

3.3.1 Film thickness Calculation

Case 1: Line Contact Let us define deformation integral \(D_f\) as

\[D_f(x) = \frac{1}{\pi} \int_{-\infty}^{\infty} \log \left(\frac{|x-x'|}{u(x')}\right) u(x') dx'. \quad (56)\]

We approximate the above integral Eqn. 7 taking pressure \(u\) as piecewise constant function namely \(u_h^i\) on sub-domain

\[\Omega^h = \left\{ (x) \in \mathbb{R} \mid x_i - h/2 \leq x \leq x_i + h/2 \right\}. \quad (57)\]

and discrete deformation

\[D_f = D_f(x_i) \approx \frac{1}{\pi} \sum_{i'=0}^{n_x} G_{i,i'}^{h} u_{i'}^{h}. \quad (58)\]
where the coefficients $G_{i,i'}$ is written as

$$G_{i,i'}^h = \int_{x_i' - \frac{h}{2}}^{x_i' + \frac{h}{2}} \log(|x - x'|) dx'$$

and evaluated analytically. Above integration are defined as

$$G_{i,i'}^h = \bigg\{ x_+ |(\log |x_+| - 1) - |x_-(\log |x_-| - 1) \bigg\},$$

where

$$x_+ = x_i - x_i' + \frac{h}{2}, \quad x_- = x_i - x_i' - \frac{h}{2},$$

Therefore, film thickness for line contact in discretized form is written as

$$H_i^h := H_0 + \frac{x_i^2}{2} - \sum_{i'} G_{i-i'}^h u_{i'}^h$$

**Case 2: Point Contact** Let us define deformation integral $D_f$ as

$$D_f(x, y) = \frac{2}{\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{u(x', y')}{\sqrt{(x-x')^2 + (y-y')^2}} dx' dy'. $$

We approximate the above integral Eqn. 62 taking pressure $u$ as piecewise constant function namely $u_{i,j'}^h$ on sub-domain

$$\Omega^h = \{ (x, y) \in \mathbb{R}^2 | x_i' - \frac{h}{2} \leq x \leq x_i' + \frac{h}{2}, y_j' - \frac{h}{2} \leq y \leq y_j' + \frac{h}{2} \}. $$

and discrete deformation

$$D_{f,i,j} = D_f(x_i, y_j) \approx \frac{2}{\pi^2} \sum_{i'} \sum_{j'} G_{i,i',j,j'}^h u_{i',j'}^h,$$

where the coefficients $G_{i,i',j,j'}^h$ is written as

$$G_{i,i',j,j'}^h = \int_{x_i' - \frac{h}{2}}^{x_i' + \frac{h}{2}} \int_{y_j' - \frac{h}{2}}^{y_j' + \frac{h}{2}} \frac{1}{\sqrt{(x-x')^2 + (y-y')^2}} dx' dy'$$

and evaluated analytically. Above integration Eqn. 65 yields nine different results for the cases that are defined as

$$x_i < x_i', x_i > x_i', x_i = x_i' \text{ and } y_j < y_j', y_j > y_j', y_j = y_j'.$$
respectively. The nine results are combined into one expression

\[
G^h_{i,i',j,j'} = \frac{2}{\pi^2} \left\{ |x_+| \sinh^{-1} \left( \frac{y_+}{x_+} \right) + |y_+| \sinh^{-1} \left( \frac{x_+}{y_+} \right) - |x_-| \sinh^{-1} \left( \frac{y_-}{x_-} \right) - |y_-| \sinh^{-1} \left( \frac{x_-}{y_-} \right) 
- |y_+| \sinh^{-1} \left( \frac{x_+}{y_+} \right) - |y_-| \sinh^{-1} \left( \frac{x_-}{y_-} \right) + |x_-| \sinh^{-1} \left( \frac{y_-}{x_-} \right) + |y_-| \sinh^{-1} \left( \frac{x_-}{y_-} \right) \right\},
\]

where

\[
x_+ = x_i - x_{i'}, + \frac{h}{2}, \quad x_- = x_i - x_{i'} - \frac{h}{2}, \\
y_+ = y_j - y_{j'} + \frac{h}{2}, \quad y_- = y_j - y_{j'} - \frac{h}{2}.
\]

Therefore film thickness in discretized form is written as

\[
\mathcal{H}^h_{i,j} := \mathcal{H}_0 + \frac{x_i^2}{2} + \frac{y_j^2}{2} + \sum_{i'} \sum_{j'} G^h_{i-i',j-j'} u^h_{i',j'}
\]

(67)

For incompressible EHL problem κ-line distributive Jacobi splitting is written as consider the convection term of above Example 5 as

\[
\frac{\partial h}{\partial x} = \frac{1}{h_x} \left[ (\mathcal{H}_{i,j} - \mathcal{H}_{i-1,j}) - \frac{\kappa}{2} (\mathcal{H}_{i,j} - \mathcal{H}_{i-1,j}) + \frac{1 + \kappa}{4} (\mathcal{H}_{i+1,j} - \mathcal{H}_{i,j}) - \frac{1 - \kappa}{4} (\mathcal{H}_{i-1,j} - \mathcal{H}_{i-2,j}) \right]
\]

(68)

Now we will consider the following **Splitting : LS4**

\[
-\epsilon \left\{ \left\{ u_{i+1,j} + \sigma_{i+1} - \frac{(\sigma_i + \sigma_{i+2})}{4} \right\} - \left\{ u_{i,j} + \sigma_i - \frac{(\sigma_{i-1} + \sigma_{i+1})}{4} \right\} \right\} / h_x^2
-\epsilon \left\{ \left\{ u_{i-1,j} + \sigma_{i-1} - \frac{(\sigma_{i-2} + \sigma_i)}{4} \right\} - \left\{ u_{i,j} + \sigma_i - \frac{(\sigma_{i-1} + \sigma_{i+1})}{4} \right\} \right\} / h_x^2
-\left\{ u_{i+1,j} - \frac{\sigma_i}{4} \right\} - \left\{ u_{i,j} + \sigma_i - \frac{(\sigma_{i-1} + \sigma_{i+1})}{4} \right\} \right\} / h_x^2
-\left\{ u_{i-1,j} - \frac{\sigma_i}{4} \right\} - \left\{ u_{i,j} + \sigma_i - \frac{(\sigma_{i-1} + \sigma_{i+1})}{4} \right\} \right\} / h_x^2
-\frac{1}{h_x} \left[ (\frac{2 - \kappa}{2}) \left( \sum_{k=i-1}^{i+1} \sigma G_{ikj} \sigma_k - \sum_{k=i-2}^{i-1} \sigma G_{ikj} \sigma_k \right) - \left\{ \frac{1 + \kappa}{4} (\mathcal{H}_{i+1,j} - \mathcal{H}_{i,j}) - \frac{1}{4} (\mathcal{H}_{i-1,j} - \mathcal{H}_{i-2,j}) \right\} \right] = f_{i,j}
\]

(69)

Another possibility is to consider the following splitting as

\[
\frac{\partial h}{\partial x} = \frac{1}{h_x} \left[ (\mathcal{H}_{i,j} - \mathcal{H}_{i-1,j}) - \frac{\kappa}{2} (\mathcal{H}_{i,j} - \mathcal{H}_{i-1,j}) + \frac{1 + \kappa}{4} (\mathcal{H}_{i+1,j} - \mathcal{H}_{i,j}) - \frac{1 - \kappa}{4} (\mathcal{H}_{i-1,j} - \mathcal{H}_{i,j}) \right]
\]

(70)
Hence overall equation is rewritten as **Splitting : Ls5**

\[-\epsilon \left[ \left\{ \frac{u_{i+1,j} + \sigma_{i+1} - (\sigma_i + \sigma_{i+2})}{4} \right\} - \left\{ u_{i,j} + \sigma_i - \left( \frac{\sigma_{i-1} + \sigma_{i+1}}{4} \right) \right\} \right] / h_x^2\]

\[-\epsilon \left[ \left\{ \frac{u_{i-1,j} + \sigma_{i-1} - (\sigma_{i-2} + \sigma_i)}{4} \right\} - \left\{ u_{i,j} + \sigma_i - \left( \frac{\sigma_{i-1} + \sigma_{i+1}}{4} \right) \right\} \right] / h_x^2\]

\[-\epsilon \left[ \left\{ \frac{u_{i,j+1} - \sigma_i}{4} \right\} - \left\{ u_{i,j} + \sigma_i - \left( \frac{\sigma_{i-1} + \sigma_{i+1}}{4} \right) \right\} \right] / h_x^2\]

\[-\epsilon \left[ \left\{ \frac{u_{i,j-1} - \sigma_i}{4} \right\} - \left\{ u_{i,j} + \sigma_i - \left( \frac{\sigma_{i-1} + \sigma_{i+1}}{4} \right) \right\} \right] / h_x^2\]

\[-\frac{1}{h_x} \left( \frac{2 - \kappa}{2} + \frac{1 - \kappa}{4} \right) \left( \sum_{i=1}^{i+1} \sigma G_{ikj} \sigma_k - \sum_{k=i-1}^{i+1} \sigma G_{i-kj} \sigma_k \right)\]

\[-\left\{ \frac{1 + \kappa}{4} (H_{i+1,j} - H_{i,j}) - \frac{1 - \kappa}{4} (H_{i,j} - H_{i-2,j}) \right\} = f_{i,j}. \quad (71)\]

More general discussion on convergence of these splittings are given in Section 3.3.

### 3.3.2 TVD Implementation in line and point contact model problem

In this section, we implement the splitting discussed in the last section and allow to extend it in EHL model. A hybrid splittings are presented here. These splittings are determined by measuring the value \(\min \left( \frac{e(x)}{h_x} \right)\) for one-dimensional EHL line contact case and \(\min \left( \frac{e(x,y)}{h_x}, \frac{e(x,y)}{h_y} \right)\) for two-dimensional point contact case. These values are treated as switching parameter to perform two different splitting together while moving \(x\) direction during the iteration. If the value of

\[\min \left( \frac{e(x)}{h_x} \right) > 0.6, \quad \text{for 1-d case}\]

\[\min \left( \frac{e(x,y)}{h_x}, \frac{e(x,y)}{h_y} \right) > 0.6, \quad \text{for 2-d case}\]

then we apply \(x\)-direction line splitting otherwise, \(x\)-direction weighted change line splitting is incorporated in other words

\[L_{hs1} = \begin{cases} 
L_{s1}\text{-splitting} & \text{If } \min \left( \frac{e(x,y)}{h_x}, \frac{e(x,y)}{h_y} \right) > 0.6 \\
L_{s4}\text{-splitting} & \text{If } \min \left( \frac{e(x,y)}{h_x}, \frac{e(x,y)}{h_y} \right) \leq 0.6.
\end{cases} \quad (72)\]

\[L_{hs2} = \begin{cases} 
L_{s0}\text{-splitting} & \text{If } \min \left( \frac{e(x,y)}{h_x}, \frac{e(x,y)}{h_y} \right) > 0.6 \\
L_{s5}\text{-splitting} & \text{If } \min \left( \frac{e(x,y)}{h_x}, \frac{e(x,y)}{h_y} \right) \leq 0.6.
\end{cases} \quad (73)\]

These constructions are well justified as the region where \(\epsilon\) tends to zero, we end up having an ill-conditioned matrix system in the form of dense kernel matrix appear in film thickness term.

In next section, we define these two splitting in more general form having limiter function involve in the splitting.
3.3.3 Limiter based Newton-Raphson method

EHL point contact problem is solved in the form of LCP and therefore in this Section we seek an efficient splitting for Reynolds equation iterate along $x$-line direction as well as $y$-line direction to obtain the pressure solution. Now by using Theorem 2 and Lemma 3 we prove the convergence of the EHL solution. This splitting is explained in the following way: First calculate updated pressure in $x$-line direction as $\hat{u}_{i,j} = \tilde{u}_{i,j} + \sigma_i$ keeping $j$ fix at a time for all $j$ in $y$-direction and then apply change $\sigma_i$ immediately to update the pressure $\hat{u}$. The successive pressure change $\sigma_i$ along the $x$-direction can be calculated as below

$$
\begin{align*}
\epsilon_i^{X} & \left[ \left( u_{i+1,j} + \sigma_i \right) - \left( u_{i,j} + \sigma_i \right) \right] + \epsilon_i^{-X} \left[ \left( u_{i-1,j} + \sigma_i \right) - \left( u_{i,j} + \sigma_i \right) \right] \\
& \quad + \epsilon^Y_{i,j+1/2} \left[ u_{i,j+1} - \left( u_{i,j} + \sigma_i \right) \right] + \epsilon^Y_{i,j-1/2} \left[ u_{i,j-1} - \left( u_{i,j} + \sigma_i \right) \right] \\
& = \frac{h_x}{h_y} \left[ \epsilon_i^{X} + \epsilon^Y_{i,j+1/2} \left( u_{i,j+1} - u_{i,j} \right) + \epsilon^Y_{i,j-1/2} \left( u_{i,j-1} - u_{i,j} \right) \right] \\
& = -h_y \left( (\rho \mathcal{H})^*_i - (\rho \mathcal{H})^{*}_i \right) = 0,
\end{align*}
$$

where terms read as

$$
\begin{align*}
\epsilon_i^{X} & \quad \text{def} \quad h_x \epsilon_i^{X}, \quad \epsilon^Y_{i,j+1/2} \quad \text{def} \quad h_y \epsilon_i^{Y}, \quad \epsilon_i^{Y} \quad \text{def} \quad \epsilon_i^{Y}, \\
\epsilon_i^{X} & \quad \text{def} \quad \epsilon_i^{X}, \quad \epsilon^Y_{i,j+1/2} \quad \text{def} \quad \epsilon_i^{Y}, \quad \epsilon_i^{Y} \quad \text{def} \quad \epsilon_i^{Y},
\end{align*}
$$

where

$$
\epsilon_i^{X} = \frac{\rho (i,j) \mathcal{H}(i,j)}{\eta(i,j)}.
$$

$$
\begin{align*}
(\rho \mathcal{H})^*_{i+1/2,j} & \quad \text{def} \quad (\rho \mathcal{H})_{i+1/2,j} + \frac{1}{2} \phi(r_{i+1/2})((\rho \mathcal{H})_{i+1,j} - (\rho \mathcal{H})_{i,j}) \\
(\rho \mathcal{H})^*_{i-1/2,j} & \quad \text{def} \quad (\rho \mathcal{H})_{i-1/2,j} + \frac{1}{2} \phi(r_{i-1/2})((\rho \mathcal{H})_{i-1,j} - (\rho \mathcal{H})_{i,j}),
\end{align*}
$$

where

$$
\begin{align*}
r_{i+1/2} & = \frac{(\rho \mathcal{H})_{i+1,j} - (\rho \mathcal{H})_{i,j}}{(\rho \mathcal{H})_{i,j} - (\rho \mathcal{H})_{i-1,j}} \quad \text{and} \quad r_{i-1/2} = \frac{(\rho \mathcal{H})_{i-1,j} - (\rho \mathcal{H})_{i-2,j}}{(\rho \mathcal{H})_{i-1,j} - (\rho \mathcal{H})_{i-2,j}}.
\end{align*}
$$

In above equation for each $i$,

$$
\mathcal{H}_{i,j} = \mathcal{H}_{i,j} + \sum_k \mathcal{G}_{i,k,j} \sigma_k
$$

It is observed that the magnitude of the kernel $\mathcal{G}_{i,k,j}$ in equation 78 diminishes rapidly as distance $|k - i|$ increase and therefore, we avoid unnecessary computation expense by allowing value of $k$ up to three terms. So updated value of film thickness is rewritten as

$$
\mathcal{H}_{i,j} = \mathcal{H}_{i,j} + \sum_{k=i-1}^{i+1} \mathcal{G}_{i,k,j} \sigma_k.
$$
Hence, Eqn. (74) is illustrated as

\[ C_{i+2,\phi} \sigma_{i+2} + C_{i+1,\phi} \sigma_{i+1} + C_{i,\phi} \sigma_i + C_{i-1,\phi} \sigma_{i-1} + C_{i-2,\phi} \sigma_{i-2} = R_{i,j,\phi}, \]

where \( R_{i,j,\phi} \) and \( C_{i,\phi} \) are residual and coefficients of matrix arising due to linearized form involving the limiter function. This setting leads to a band matrix formulation which is solved using PAQIF algorithm.

### 3.3.4 Limiter based Weighted change Newton-Raphson method

The underline philosophy of weighted change Newton-Raphson method is more physical than mathematical. When diffusive coefficient tends to zero, pressure becomes large enough and non-local effect of film thickness dominates in the region. Therefore, even a small deflection in pressure change produces high error in updated film thickness eventually leads blow up the solution after few iterations. This numerical instability is overcome by interacting with the neighborhood points during iteration. During this process the computed change of pressure at one point of the line are shared to its neighbor cells. In other words, a given point of a line new pressure \( \tilde{u}_{i,j} \) is computed from the summation of the changes coming from neighboring points plus the old approximated pressure \( \tilde{u}_{i,j} \)

\[
\tilde{u}_{i,j} = \tilde{u}_{i,j} + \sigma_{i,j} - \frac{(\sigma_{i+1,j} + \sigma_{i-1,j} + \sigma_{i,j+1} + \sigma_{i,j-1})}{4} \tag{81}
\]

In this case, changes are incorporated only at the end of a complete iteration sweep. Therefore, overall splitting is derived as below

\[
\begin{align*}
\epsilon_{i+1/2,j}^X [(u_{i+1,j} + \sigma_{i+1} - \frac{(\sigma_{i+1}+\sigma_{i+2})}{4}) - (u_{i,j} + \sigma_i - \frac{(\sigma_{i-1}+\sigma_{i+1})}{4})] \\
+ \epsilon_{i-1/2,j}^X [(u_{i-1,j} + \sigma_{i-1} - \frac{(\sigma_{i-1}+\sigma_i)}{4}) - (u_{i,j} + \sigma_i - \frac{(\sigma_{i-1}+\sigma_{i+1})}{4})] \\
+ \frac{\epsilon_{i,j+1}^Y}{h_y} [u_{i,j+1} - \frac{\sigma_i}{4} - (u_{i,j} + \sigma_i - \frac{(\sigma_{i-1}+\sigma_{i+1})}{4})] \\
+ \frac{\epsilon_{i,j-1}^Y}{h_y} [u_{i,j-1} - \frac{\sigma_i}{4} - (u_{i,j} + \sigma_i - \frac{(\sigma_{i-1}+\sigma_{i+1})}{4})] \\
- h_y (\rho H)_{i+1/2,j} - (\rho H)_{i-1/2,j} = 0. \tag{82}
\end{align*}
\]

The following notion used in Eqn. 82 defined as

\[
\begin{align*}
\epsilon_{i+1/2,j}^X & \overset{\text{def}}{=} h_y \epsilon_{i+1/2,j} \\
\epsilon_{i,j+1/2}^Y & \overset{\text{def}}{=} h_x \epsilon_{i,j+1/2} \tag{83}
\end{align*}
\]

\[
\begin{align*}
\epsilon_{i+1/2,j} &= 0.5 \left( \frac{\rho(i+1,j)H^3(i+1,j)}{\eta(i+1,j)\lambda} + \frac{\rho(i,1,j)H^3(i+1,j)}{\eta(i+1,j)\lambda} \right) \\
\epsilon_{i,j+1/2} &= 0.5 \left( \frac{\rho(i,j+1)H^3(i,j+1)}{\eta(i,j+1)\lambda} + \frac{\rho(i,j+1)H^3(i,j+1)}{\eta(i+1,j+1)\lambda} \right).
\end{align*}
\]
\[ (\rho \mathcal{H})_{i+1/2,j}^{*} \overset{\text{def}}{=} (\tilde{\rho} \mathcal{H})_{i,j} + \frac{1}{2} \phi (r_{i+1/2})((\tilde{\rho} \mathcal{H})_{i+1,j} - (\tilde{\rho} \mathcal{H})_{i,j}) \quad (84) \]

\[ (\rho \mathcal{H})_{i-1/2,j}^{*} \overset{\text{def}}{=} (\tilde{\rho} \mathcal{H})_{i-1,j} + \frac{1}{2} \phi (r_{i-1/2})((\tilde{\rho} \mathcal{H})_{i,j} - (\tilde{\rho} \mathcal{H})_{i-1,j}), \quad (85) \]

where

\[ r_{i+1/2} = \frac{(\tilde{\rho} \mathcal{H})_{i+1,j} - (\tilde{\rho} \mathcal{H})_{i,j}}{(\tilde{\rho} \mathcal{H})_{i,j} - (\tilde{\rho} \mathcal{H})_{i-1,j}} \quad \text{and} \quad r_{i-1/2} = \frac{(\tilde{\rho} \mathcal{H})_{i,j} - (\tilde{\rho} \mathcal{H})_{i-1,j}}{(\tilde{\rho} \mathcal{H})_{i-1,j} - (\tilde{\rho} \mathcal{H})_{i-2,j}}. \]

In the above equation, discretization of convection term defined same as x-direction splitting case. However, due to x-direction weighted change Newton-Raphson splitting, the updated value of the film thickness is described as

\[ \mathcal{H}_{i,j} = \mathcal{H}_{i,j} + \sum_k \sigma G_{i,k,j,j} \sigma_k, \quad (86) \]

where

\[ \sigma G_{i,i,j,j} = G_{i,i,j,j} - (G_{i,i,j,j} + G_{i,i+1,j,j} + G_{i,i,j,j-1} + G_{i,i,j,j+1}). \]

After few manipulation of Eqn. 82, we get system of band matrix which is solved using PAQIF approach.

The force balance equation is incorporated in our numerical calculation by updating the constant value \( \mathcal{H}_0 \). The updated value of \( \mathcal{H}_0 \) is performed according to

\[ \mathcal{H}_0 \leftarrow \mathcal{H}_0 - c \left( \frac{2\pi}{3} - h_x h_y \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} u_{i,j} \right), \quad (87) \]

where \( c \) is a relaxation parameter having range between 0.01 – 0.1.

### 3.4 Convergence criterion of hybrid splitting

In this section, we give a general criteria for the convergence study of hybrid schemes used in our EHL model problem. Let us reconsider linear system

\[ L_{\kappa} u = f, \]

where \([L_{\kappa}]_{m \times m}\) a regular matrix (for definition see [23]) and \( f \) and \( u \) are known values. For applying hybrid splitting in above equation matrix \( L_{\kappa} \) is understood as

\[ L_{\kappa} = L_{\kappa}^{\Omega} \cdot L_{\kappa}^{\Omega'}, \]

where \([L_{\kappa}^{\Omega}]\) and \([L_{\kappa}^{\Omega'}]\) are regular applied splittings in

\[ \Omega = \left\{ (x, y) \mid \min \left( \frac{\epsilon(x,y)}{h_x}, \frac{\epsilon(x,y)}{h_y} \right) > 0.6 \right\} \]

and

\[ \Omega' = \left\{ (x, y) \mid \min \left( \frac{\epsilon(x,y)}{h_x}, \frac{\epsilon(x,y)}{h_y} \right) \leq 0.6 \right\} \]
Then for above splitting our iteration is denoted as
\[ L_{k}^{\Omega} = M_{k}^{\Omega} - N_{k}^{\Omega}, \]
where \( M_{k}^{\Omega} \) is a regular easily invertible matrix and \( N_{k}^{\Omega} \) is a positive rest matrix. Then our splitting can be defined as
\[
u^{n+1} = u^{n} - (M_{k}^{\Omega})^{-1}(L_{k}^{\Omega} - f)
\]
Then above iteration will converge for any initial guess \( u^{0} \) if following theorem holds

**Theorem 4.** Let \( L_{k}^{\Omega} = M_{k}^{\Omega} - N_{k}^{\Omega} \) be a regular splitting of matrix \( L_{k}^{\Omega} \) and \( (L_{k}^{\Omega})^{-1} \geq 0 \), then we have
\[
\rho((M_{k}^{\Omega})^{-1}N_{k}^{\Omega}) = \frac{\rho((L_{k}^{\Omega})^{-1}N_{k}^{\Omega})}{1 + \rho((L_{k}^{\Omega})^{-1}N_{k}^{\Omega})} < 1
\]

**Proof.** For the proof of this theorem we refer to see Varga [23]. \(\square\)

Now we will prove other part of matrix splitting \( L_{k}^{\Omega} \). This part of matrix there is no straightforward splitting is available (see [23, 28]). Let \( L_{k}^{\Omega} \) is regular, but dense and the designing suitable splitting in the sense of Varga is complicated. Suppose if it is possible to construct nonsingular matrix \( L_{k}^{r} \) such that equation below
\[
L_{k}^{\Omega} L_{k}^{r} = M_{k}^{\Omega} L_{k}^{r} - N_{k}^{\Omega}
\]
is easy to solve and we can rewrite splitting as
\[
L_{k}^{\Omega} = (M_{k}^{\Omega} L_{k}^{r} - N_{k}^{\Omega}) L_{k}^{r}^{-1}
\]
Then for above splitting our iteration is denoted as
\[
u^{n+1} = u^{n} - L_{k}^{r}(M_{k}^{\Omega})^{-1}(L_{k}^{r} - f).
\]
Therefore above iteration will converge for any initial guess if following theorem holds

**Theorem 5.** Let \( (L_{k}^{\Omega})^{-1} \) be a regular splitting of matrix \( L_{k}^{\Omega} \) and \( (L_{k}^{\Omega})^{-1} \geq 0 \), then we have
\[
\rho(L_{k}^{r}(M_{k}^{\Omega})^{-1}N_{k}^{\Omega}(L_{k}^{r})^{-1}) = \frac{\rho((L_{k}^{r})^{-1}N_{k}^{\Omega}(L_{k}^{r})^{-1})}{1 + \rho((L_{k}^{r})^{-1}N_{k}^{\Omega}(L_{k}^{r})^{-1})} < 1
\]

4 Numerical Results

In Section [3.1] we have described TVD implementation for solving a large class problems (that is complementarity problem as well as EHL problems) using PAQIF algorithm. In this section, we investigate the performance of the mentioned splittings. However, in convection-diffusion problem projection on convex set is not required so in that case we use AQIF algorithm. For linear case study, we consider analytical solution as \( u = x^{4} + y^{4} \) from Oosterlee [19], diffusion coefficient \( \epsilon = 10^{-6} \) and \( \kappa = 0.0, 1/3, -1.0 \). The Dirichlet boundary is imposed for all test cases on domain \( \Omega = \{(x,y); -1 \leq x \leq 1, -1 \leq y \leq 1 \} \). Numerical tests are performed for the
Figure 3: Redual Decay of splittings $L_{De fC}, L_{s0}, L_{s1}$ corresponding value of $\kappa = 0.0$

Figure 4: Redual Decay of splittings $L_{De fC}, L_{s0}, L_{s1}$ corresponding value of $\kappa = 1/3$
Figure 5: Relative Error of splittings $L_{s0}$ corresponding value of $\kappa = 1/3$

Figure 6: Relative Error of splittings $L_{s0}$ corresponding value of $\kappa = 0.0$
Figure 7: Relative Error of splittings $L_{s0}$ corresponding value of $\kappa = -1.0$

Figure 8: Relative Error of splittings $L_{s1}$ corresponding value of $\kappa = 1/3$
Figure 9: Relative Error of splittings $L_{s1}$ corresponding value of $\kappa = 0.0$.

Figure 10: Relative Error of splittings $L_{s1}$ corresponding value of $\kappa = -1.0$. 
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Figure 11: Steady state line contact case for $G = 3500$, $U = 5.5 \times 10^{-11}$, $W = 1.0 \times 10^{-4}$, $Ls1$ for $\kappa = 1/3$

Figure 12: line contact pressure profile plots on grid size $h = 32, 64, 128, 256, 512$.,
Figure 13: Line contact pressure height on varying load conditions $W = 10.0 \times 10^{-4}, W = 20.0 \times 10^{-4}, W = 30.0 \times 10^{-4}$

Figure 14: Line contact film thickness $H$ on varying load conditions $W = 10.0 \times 10^{-4}, W = 20.0 \times 10^{-4}, W = 30.0 \times 10^{-4}$
Figure 15: Line contact pressure spike height on different grid size $h = 32, 64, 128, 256, 512$.

Figure 16: Point contact case EHL solution of pressure profile for $M = 20, L = 10$
problem given as example 2 using $Ls_0$ splitting, $Ls_1$ splitting. The relative error (in $L_\infty$, $L_1$, $L_2$) are plotted in figures (see fig [5-10]).

The $L_2$ norm error is evaluated in the following way

$$L_2(k, k-1) = \sqrt{H^d \sum \left( \tilde{u}^{k-1} - I_h \bar{u}^k \right)^2}, \quad (88)$$

where $H$ is the mesh size on grid $k-1$, $\tilde{u}^k$ is the converged solution on grid $k$ and $d$ denotes the dimension of the problem. The order of convergence is derived as

$$p_2 = \frac{\log L_2(k-1, k-2) - \log L_2(k, k-1)}{\log 2}, \quad (89)$$

where $p_2$ is the order of discretization in $L_2$ norm. $L_\infty$ and $L_1$-error are also computed in similar way. From the numerical experiments, we observe that splitting $Ls_0$ and $Ls_1$ always show fast residual decay compare to classical defect-correction. Fig. 3 and Fig. 4 present the residual decay results for $Ls_0$ splitting, $Ls_1$ splitting and classical defect-correction technique for $\kappa = 0.0, 0.8, 0.9$. Moreover, residual decay of splitting $Ls_1$ is more better than splitting $Ls_0$. On the other hand, we observe that splitting $Ls_0$ has larger range of robustness ($-1.0 \leq \kappa \leq 0.9$) than splitting $Ls_1$ ($-1.0 \leq \kappa \leq 0.8$).

For solving EHL case, we take hertizian pressure distribution as an initial pressure guess. We perform numerical experiments on EHL model defined in Section 3.3. We take Moes (11) dimensionless parameters $M = 20$ and $L = 10$. For the point contact case, a typical pressure profile and film thickness profile is shown in Fig[16] and Fig[17]. We fix the parameter $\alpha = 1.7 \times 10^{-8}$ over computational domain $\Omega = [-2.5, 2.5] \times [-2.5, 2.5]$. In all cases, we take finer grid points up to $(1024 + 1) \times (1024 + 1)$ and coarse grid points up to $(16 + 1) \times (16 + 1)$. Comparisons of relative error in $L_2$, $L_1$ and $L_\infty$ norms between $\kappa = 0.0, 0.8, 0.9$ splittings $L_{hs1}$ and $L_{hs2}$ (see section 3.3.2) are performed which are presented in Fig[18-23]. The solutions EHL line contact case (see example 6) is plotted in Fig[11-15]. It is observed that pressure peak get resolved when we increase the grid size of computational domain (see fig.[12,15]). It is also noted

Figure 17: Point contact case inverted film thickness profile for $M = 20, L = 10$
that as load parameter increases then pressure peak height and film thickness get suppressed (see Fig[13] and Fig[14]).

Figure 18: Relative Error of EHL case $M = 20, L = 10$ splittings $L_{hs1}$ corresponding value of $\kappa = 0.0$

Figure 19: Relative Error of EHL case $M = 20, L = 10$ splittings $L_{hs1}$ corresponding value of $\kappa = 1/3$
Figure 20: Relative Error of EHL case $M = 20, L = 10$ splittings $L_{hs1}$ corresponding value of $\kappa = -1.0$.

Figure 21: Relative Error of EHL case $M = 20, L = 10$ splittings $L_{hs2}$ corresponding value of $\kappa = 0.0$. 
Figure 22: Relative Error of EHL case $M = 20$, $L = 10$ splittings $L_{hs2}$ corresponding value of $\kappa = 1/3$.

Figure 23: Relative Error of EHL case $M = 20$, $L = 10$ splittings $L_{hs2}$ corresponding value of $\kappa = -1.0$. 
5 Conclusion

A PAQIF/AQIF parallel algorithm is introduced to solve a wider class of problems emerge in linear and nonlinear elliptic PDEs and, complementarity problems (In particular applications in tribology related EHL problems). The PAQIF algorithm provides the most natural, robust and systematic way to solve complementarity type problems (in particular EHL problems) on parallel computers once the Jacobian matrix of discretized system is reasonably approximated into a banded matrix system and then projecting the system solution onto a convex set. In the present work, a detail discussion is carried out to move forward in this direction by giving a class of splitting (in other word providing a suitable preconditioner for the original discrete problem). A convergence criteria of such approximated splitting is also discribed by giving a mathematical justifications. The key concept of using the mentioned splitting to accelerate artificial diffusion only in the region of steep gradient of solution profile and to enhance the accuracy on the other portion (smooth region of solution profile) of the domain. Additionally, the hybrid line splitting has been designed with help of a switcher which depends upon the magnitude of $\epsilon/h$. The derived switcher is important entity as it noticeably allows us to resolve the ill-conditioning of the discretized matrix. The robustness of the splittings are interpreted by carrying out a series of numerical experiments. As an application part, a limiter based direct parallel solver is introduced for solving EHL point and line contact problems in the form of LCP on parallel computers. An accurate pressure profile in EHL model is achieved by sweeping out the iterations in $x$ and $y$ direction alternatively. Numerical experiments confirm that the performance of direct parallel solvers are robust not only for linear cases but also for EHL models too. The above treatment can be easily extendable in time dependent EHL as well as Thermo-elastic Lubrication model.
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A Some Notation used in EHL model

$p_H$ → Maximum Hertzian pressure.
$\eta_0$ → Ambient pressure viscosity.
$H_{00}$ → Central offset film thickness.
$a$ → Radius of point contact circle.
$\alpha$ → Pressure viscosity coefficient.
$u_s = u_1 + u_2$, where $u_1$ upper surface velocity and $u_2$ lower surface velocity respectively.
$p_0$ → Constant ($p_0 = 1.98 \times 10^9$), $z$ is pressure viscosity index ($z = 0.68$).
$R$ → Reduced radius of curvature defined as $R^{-1} = R_1^{-1} + R_2^{-1}$, where $R_1$ and $R_2$ are curvature of upper contact surface and lower contact surface respectively.
$L$ and $M$ are Moes parameters and they are related as below.
$L = G(2U)^{\frac{z}{2}}, M = W(2U)^{-\frac{z}{2}}$, where
$2U = \frac{(\eta_0 u_s)}{(E' R)}$, $W = \frac{F}{E'R} P_H = \frac{(3F)}{(2\pi a^2)}$.
$\sigma^{n+1} = u^{n+1} - u^n$ denote as difference between latest approximation solution $u^{n+1}$ and its predecessor $u^n$. 
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