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Chapter

Latest Advances in Single and Multiwavelength Digital Holography and Holographic Microscopy

George Nehmetallah, Logan Williams and Thanh Nguyen

Abstract

In this Chapter, we discuss the latest advances in digital holography (DH) and digital holographic microscopy (DHM). Specifically, we study the different setup configurations such as single and multiwavelength approaches in reflection and transmission modes and the reconstruction algorithms used. We also propose two novel telecentric recording configurations for single and multi-wavelength digital holographic microscopy (TMW-DHM) systems. Brief theory and results are shown for each of the experimental setups discussed. The advantages and disadvantages of the different configurations will be studied in details. Typical configuration features are, ease of phase reconstruction, speed, vertical measurement range without phase ambiguity, difficulty in applying optical and numerical post-processing aberration compensation methods. Aberrations can be due to: (a) misalignment, (b) multiwavelength method resulting in Chromatic aberrations, (c) the MO resulting in parabolic phase curvature, (d) the angle of the reference beam resulting in linear phase distortions, and (e) different optical components used in the setup, such as spherical aberration, astigmatism, coma, and distortion. We conclude that telecentric configuration eliminates the need of extensive digital automatic aberration compensation or the need for a second hologram’s phase to be used to obtain the object phase map through subtraction. We also conclude that without a telecentric setup and even with post-processing a residual phase remains to perturb the measurement. Finally, a custom developed user-friendly graphical user interface (GUI) software is employed to automate the reconstruction processes for all configurations.

Keywords: digital holography, multi-wavelength digital holography

1. Introduction to digital holography (DH)

Digital holograms are generated by recording the interference pattern of two mutually coherent beams. These two beams are the object beam and the reference beam and the recording medium is usually a CCD [1]. The digital hologram recorded on the CCD due to the interference of the object beam \( E_O \) and the reference beam \( E_R \) is given by

\[
h(x,y) \propto I_H = |E_R|^2 + |E_O|^2 + E_R^*E_O + E_O^*E_R, \tag{1}\]


where the * notation denotes the complex conjugate. Traditionally, in analog holography the reconstruction is performed by illuminating a holographic film by the conjugate of the reference beam $E_R^*$, and the real image is obtained from the last term of Eq. (1): $|E_R|^2 |E_O|$. The first two terms on the right hand side and the third term contribute to the zero order and the virtual image, respectively. The digital reconstruction is generally performed by numerically propagating the field $E_R x(x, y)$ by the recording distance, $d$ or $-d$, to reconstruct either the real or virtual images. A typical schematic of the recording and reconstruction of DHs is shown in Figure 1. Several numerical reconstruction algorithms have been developed for DH, although the most common are the discrete Fresnel transform, the convolution approach, and reconstruction by angular spectrum. Each of these reconstruction algorithms will be subsequently briefly described.

1.1 Numerical reconstruction by discrete Fresnel transformation

The Fresnel Transform is based on the Fresnel approximation to the Huygens-Fresnel diffraction integral, and under the paraxial approximation, i.e., $d^3 > > (2\pi/\lambda) \left[ (\xi - x)^2 + (\eta - y)^2 \right]$, the reconstruction of the hologram can be approximated by the Fresnel transformation [1–6]:

$$\Gamma(\xi, \eta) = z(\xi, \eta) \mathfrak{F}_{x,y} \left[ h(x,y) E_R^*(x,y) w(x,y) \right]_{k_x=2\pi/\lambda d, k_y=2\pi/\lambda d},$$

$$w(x,y) = \exp \left[ -j \frac{\pi}{\lambda d} (x^2 + y^2) \right],$$

$$z(\xi, \eta) = \frac{j}{\lambda d} \exp \left( -j \frac{2\pi d}{\lambda} \right) \exp \left[ -j \pi (\xi^2 + \eta^2) \right],$$

where $\mathfrak{F}_{x,y}(\bullet)$ is the Fourier transform operator. The intensity is calculated by squaring the optical field, i.e., $I(\xi, \eta) = |\Gamma(\xi, \eta)|^2$ and the phase is calculated using $\phi(\xi, \eta) = \arctan (\text{Im} [\Gamma(\xi, \eta)] / \text{Re} [\Gamma(\xi, \eta)])$. Since $x, y$ are discretized on a CCD rectangular raster of $N_x, N_y$ pixels of sizes $\Delta x, \Delta y$, the reconstructed image resolution in the $\xi, \eta$ coordinates are given by [5–7].

$$\Delta \xi = \lambda d / N_x \Delta x, \Delta \eta = \lambda d / N_y \Delta y.$$ (5)

The image resolution given by Eq. (3) is considered to be “naturally scaled,” such that the value of $\Delta \xi$ is automatically equal to the physical resolution limit imposed by the CCD sampled signal bandwidth [2, 6].

Figure 1.
Coordinate system for DH recording and reconstruction.
A reflection type Fresnel DH setup based upon the Mach-Zehnder interferometer is schematically shown in Figure 2(a). Light from a Laser source is divided into two parts with a beam splitter. One of the beams forms the reference, while the other is reflected off the object, then both interfere on a CCD camera to form a Fresnel hologram. Figure 2(b) shows a Michelson type setup [8, 9]. An example of a recorded hologram of a Newport Logo recorded using an Argon laser @ 496.5 nm and its reconstruction using Fresnel transform method are shown in Figure 3(a) and (b), respectively.

1.2 Numerical reconstruction by the convolution approach

Since the diffracted field at a distance \( z = d \) from the hologram can be expressed as

\[
\Gamma(\xi, \eta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(x, y) E_R^* (x, y) g_{\text{PSF}}(x - \xi, y - \eta) \, dx \, dy, \tag{6}
\]
the convolution approach can be written as:

\[
\Gamma(\xi, \eta) = [h(\xi, \eta)E_k^*(\xi, \eta)] \ast g_{PSF}(\xi, \eta), \quad g_{PSF}(\xi, \eta) = \frac{\exp \left( -jk_0 \sqrt{d^2 + \xi^2 + \eta^2} \right)}{\sqrt{d^2 + \xi^2 + \eta^2}}. \tag{7}
\]

where the \( \ast \) denotes convolution. Eq. (5) can be written as

\[
\Gamma(\xi, \eta) = 3_{x,y}^{-1} \{ 3_{x,y} (h \cdot E_k^*) \cdot 3_{x,y} (g_{PSF}) \} \equiv 3_{x,y}^{-1} \{ 3_{x,y} (h \cdot E_k^*) \cdot (G_{PSF}) \}, \tag{8}
\]

where \( G_{PSF} = 3_{x,y} (g_{PSF}) \). Although the pixel sizes of the images reconstructed by the convolution approach are equal to that of the hologram, namely, \( \Delta \xi = \Delta x, \Delta \eta = \Delta y \), the physical image resolution remains according to Eq. (3) and is ultimately governed by physical diffraction [5–7].

1.3 Numerical reconstruction by the angular spectrum approach

In Fourier space and across any plane the various spatial Fourier components of the complex field distribution of a monochromatic wave can be considered as plane waves traveling in different directions away from that plane. The field amplitude at any other point can be calculated by adding the weighted contributions of these plane waves, taking into account of the phase shifts they have undergone during propagation [1]. Similar to the convolution approach above, the angular spectrum approach is based on direct application of the propagation of the angular spectrum

| Technique         | Advantages                                                                 | Disadvantages                                                                 |
|-------------------|-----------------------------------------------------------------------------|------------------------------------------------------------------------------|
| Fresnel           | Fast (uses one FFT)                                                        | Image pixel size depends on reconstruction distance and wavelength.          |
|                   | Used primarily for long distances. (Short distances possible with hologram  | Poor depth resolution for isolating adjacent hologram planes along the        |
|                   | upsampling prior to reconstruction.)                                        | propagation axis (compared to newer methods, e.g. compressive sensing).      |
|                   | May be used for larger objects.                                             | Not useful in inline holograms of scattering particles that have to be        |
|                   | Image resolution can be arbitrarily scaled by applying zero padding or      | evaluated on different depths                                                |
|                   | upscaling to the hologram.                                                  |                                                                               |
| Convolution       | Limited numerical image magnification is possible during reconstruction.     | Slower (Uses at least two FFT)                                               |
|                   | Image pixel size does not depend on distance and wavelength and is equal   | Used for small objects                                                        |
|                   | to hologram pixel size (Physical resolution still is governed by diffraction| Used for short distances.                                                    |
|                   | limit)                                                                       | Numerical image magnification does not improve object “resolution.”          |
|                   | Useful in inline holograms of scattering particles that have to be evaluated|                                                                               |
|                   | on different depths                                                         |                                                                               |
| Angular           | Image pixel size is typically equal to the hologram pixel size. (Physical    | Typically used for in-line holograms                                        |
| spectrum          | resolution still is governed by diffraction limit.)                         | Slower (Uses at least two FFT)                                               |
|                   | May be used for very short distances where Fresnel technique fails (No      | Used for smaller objects that do not exceed the lateral extent of the CCD for |
|                   | minimum distance required between object and CCD).                         | in-line.                                                                     |
|                   |                                                                              | Zero padding techniques do not alter resolution.                              |

Table 1.
Advantages and disadvantages of several digital holography reconstruction techniques.
of the field in the hologram plane. Accordingly, we define the angular spectrum of the field \( h \cdot E_R^* \) at the hologram plane as [1]:

\[
\tilde{E}_h(k_\xi, k_\eta) = \mathcal{F}_{x,y}(h \cdot E_R^*) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (h \cdot E_R^*) \exp \left( j(k_\xi \xi + k_\eta \eta) \right) d\xi d\eta
\]

where \( k_\xi, k_\eta \) are spatial frequency variables corresponding to \( \xi, \eta \). After propagating a distance \( z \), each plane wave component of the angular spectrum acquires an additional phase factor \( e^{jk_z z} \) where

\[
k_z = \sqrt{k_0^2 - k_\xi^2 - k_\eta^2},
\]

(10)

Therefore, the reconstructed field at a distance \( z = d \) becomes:

\[
\Gamma(\xi, \eta) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{E}_h(k_\xi, k_\eta) \exp \left[ -j \sqrt{k_0^2 - k_\xi^2 - k_\eta^2} \right]
\times \exp \left[ -j(k_\xi \xi + k_\eta \eta) \right] d\xi d\eta
\]

(11)

which is similar to Eq. (5) above.

Table 1 shows the advantages and disadvantages of the different reconstruction techniques discussed in this section.

2. Digital holographic microscopy (DHM)

DHM is usually applied to determine 3D shapes of small objects, with height excursions on the order of microns (or phase excursions on the order of a few radians). Since small objects are involved, a microscope objective (MO) is often used to zoom onto a small area of the object to enhance the transverse resolution. Holograms of microscopic objects recorded with DHM setups can be numerically reconstructed in amplitude and phase using the same DH reconstruction techniques discussed in Section 1. The phase aberrations due to the MO and the tilt from the reference beam have to be corrected to obtain the topographic profile or the phase map of the object [10–12]. Figure 4(a) and (b) show a Michelson DHM in reflection and transmission configurations, respectively.

For a reflective object on a reflective surface, the height profile on the sample surface is simply proportional to the reconstructed phase distribution \( \varphi(\xi, \eta) \), through [10]:

\[
h_z(\xi, \eta) = \left( \frac{\lambda}{4\pi} \right) \varphi(\xi, \eta).
\]

(12)

For a transmissive phase object on a reflective surface, its thickness can be calculated as:

\[
h_z(\xi, \eta) = \left( \frac{\lambda}{4\pi} \right) \frac{\varphi(\xi, \eta)}{\Delta n},
\]

(13)

where \( \Delta n \) is the difference of the index of refraction between the transparent object material and the surrounding medium (e.g. air).
For a transmissive phase object on a transmissive surface or between transmissive surfaces, the phase change (optical thickness) can be calculated as:

\[ h(\xi, \eta) = \frac{\lambda}{2\pi} \phi(\xi, \eta) \Delta n \]  

(14)

As stated above, in DHM we introduce a MO to increase the spatial resolution which was computed according to Eq. (3). Due to the magnification 'M' introduced by the MO the pixel size in the image plane, \( \Delta x_{\text{mag}} \) scales according to:

\[ \Delta x_{\text{mag}} = \frac{\Delta x}{M} = \frac{\lambda d}{N.A \cdot M}, \]  

(15)

which is simply the magnification predicted by geometric imaging. This is intuitively understood by realizing that the holographic recording is now simply a recording of the geometrically magnified virtual image located at distance \( d \) as shown in Figure 5. Thus, the pixel resolution is automatically scaled accordingly. We can enhance the transverse resolution approximately to be equal to the diffraction limit \( 0.61\lambda/N.A \) of the MO, where N.A is the numerical aperture of the MO.

Figure 4.  
Digital holographic microscope: (a) reflective setup, (b) transmissive setup.
The complete reconstruction algorithm is governed by the equation [9–14]:

\[
\Gamma (m, n) = A e^{i \frac{2\pi}{\lambda} \left( m^2 \Delta x^2 + n^2 \Delta y^2 \right)} z(m, n)
\]

where \( z(m, n) = \frac{i}{d} \exp \left( -j \frac{2\pi}{\lambda} \right) \exp \left( -j \pi \lambda d \left( \frac{m^2}{n_x \Delta x^2} + \frac{n^2}{n_y \Delta y^2} \right) \right),

\[
w(k, l) = \exp \left( -j \frac{\pi}{\lambda} \left( k^2 \Delta x^2 + l^2 \Delta y^2 \right) \right) \frac{1}{b} = \frac{1}{\sin \theta_x} \left( 1 + \frac{\Delta x}{d} \right),
\]

and the focal length of the MO is: \( f = \frac{1}{\sin \theta_x} + \frac{1}{\sin \theta_y} \).

Aberration compensation can be performed manually using a phase mask \( \Psi \) to cancel the effects of the quadratic phase due to the MO and the linear phase due to the reference tilt. The phase mask can be written as [11].

\[
\Psi = A \exp \left\{ j \frac{2\pi}{\lambda} \left( m \Delta x \sin \theta_x + n \Delta y \sin \theta_y \right) \right\} \times \exp \left\{ j \left[ \frac{\pi}{\lambda D} \left( m^2 \Delta x^2 + n^2 \Delta y^2 \right) \right] \right\},
\]

where \( \theta_x, \theta_y \) are the tilt angles of the reference beam and \( D \) is defined in Eq. (11).

A more robust technique is to perform automatic aberration cancelation by approximating the residual phase front due to aberration using Zernike polynomials as explained in details in Refs. [13, 14], and shown in Section 4 below.

Consider the transmission setup shown in Figure 4(b). A USAF 1951 resolution chart target is used as an object. The resolution of a USAF resolution chart is documented as:

\[
R_{lp/mm} = 2^{\left[ G + \frac{E-1}{4} \right]}.
\]

where \( R_{lp/mm} \) is resolution in line pair per millimeter, \( G \) is the group number, and \( E \) is the element number. (See Figure 6(a)). As an example, Group 4, Elements 3 and 4 has a resolution of 20.16 lp/mm, and 22.62 lp/mm, respectively. The wavelength used is \( \lambda = 488 \) nm, the reconstruction distance \( d = 0.202 \) m, \( D = 0.14 \) m, the magnification is \( M = 8.25 \), \( k_{x0}/k_0 = \sin \theta_x = 0.01307, k_{y0}/k_0 = \sin \theta_y = 0.01305 \). It should be noted that in practice, it is very difficult to obtain such precise parameter measurements in the laboratory. Typically, approximate measurements are made, then, varied slightly during numerical reconstruction to yield the "best focus" image. Such a process was followed to obtain the parameters listed above. In Section 4, we discuss the telecentric setups which mitigate these difficulties.
shows the recorded hologram. Figure 6(c) shows the reconstructed hologram amplitude. Figure 6(d) shows the reconstructed phase using approximate phase mask parameters (see the circular fringes). Figure 6(e) shows the reconstructed phase using exact phase mask parameters (no circular fringes). Figure 6(f) shows the residual phase aberration approximation using Zernike polynomials to be subtracted from (e).

3. Multi-wavelength digital holography (MWDH)

It is well known that one main application of holographic interferometry (HI) is the generation of a fringe pattern corresponding to contours of constant elevation with respect to a reference plane [2]. These contour fringes can be used to determine the shape of a macroscopic or microscopic three-dimensional object.

There exist three main techniques to create holographic contour interferograms: (a) The two-illumination-point method, (b) the two-refractive-index technique, which is generally not practical because we have to change the refractive index of the medium where the object is located, and (c) Multi-wavelength method, which was adopted in this section [6, 8, 11]. For large height profiles (larger than several microns) 2D topography using single wavelength holographic approach is not appropriate since phase unwrapping has limitations especially for sharp edge variations. As shown in Figure 7, the axial displacement of an image recorded with wavelength $\lambda_1$ and reconstructed with another wavelength $\lambda_2$, with respect to the image recorded and reconstructed with $\lambda_2$, is [2, 6, 15–23].

$$\Delta d_z = 2 \frac{|\lambda_1 - \lambda_2|}{\lambda_2}. \quad (19)$$
This means that the phase shift depends on the distance $z$ between the object and the hologram plane. The height jump between two adjacent fringes in the reconstructed image is

$$\Delta H = \pi \left( \frac{\lambda_1 \lambda_2}{2|\lambda_1 - \lambda_2|} \right) = \frac{\Lambda}{2}, \quad (20)$$

where $\Lambda$ is known as the synthetic wavelength. For larger deformations along the $z$ direction, the phase changes could be hundreds of multiples of $2\pi$. Such large fringe densities may lead to difficulty in determining the object phase using the single wavelength technique. However, multi-wavelength illumination encodes the object height in terms of $2\pi$ multiples of the synthetic wavelength, which is generally much longer than either fundamental wavelength. This allows larger object deformations to be measured by multi-wavelength illumination as if illuminated by the single wavelength method, where the “single” wavelength is now given by the synthetic wavelength $\Lambda$. Typically, synthetic wavelengths can range from few microns to 10’s of microns [16, 18]. The topographic resolution is typically on the order of 1/100 of $\Lambda$ and the vertical measurement range can reach several $\Lambda$’s by employing phase unwrapping for heights larger than $\Lambda$ [24]. However, much longer or shorter synthetic wavelengths to measure millimeter-scale features can also be performed. Figure 8 shows the advantages of using MWDH to extend the vertical measurement range without phase ambiguity [6]. MWDH may be used to quantify surface topography and displacement measurements for both fixed objects and time-varying objects [17, 18]. It is worth noting that DHM has a lot of applications in living cells [25–30], neural science [31], tissue analysis [32], particle tracking [33–36], and MEMS analysis [37–39].

In multiwavelength DH, both holograms are reconstructed separately at the correct fundamental wavelengths, $\lambda_1$ or $\lambda_2$. From the resulting reconstructed complex amplitudes $\Gamma_{\lambda_1}(\xi, \eta)$ and $\Gamma_{\lambda_2}(\xi, \eta)$ the phases are calculated as:

$$\varphi_{\lambda_1,2}(\xi, \eta) = \arctan \left( \frac{\text{Im} \Gamma_{\lambda_1,2}(\xi, \eta)}{\text{Re} \Gamma_{\lambda_1,2}(\xi, \eta)} \right). \quad (21)$$

The synthetic wavelength phase image is now calculated directly by pixel-wise subtraction of the fundamental wavelength hologram phases

$$\Delta \varphi = \begin{cases} 
\varphi_{\lambda_1} - \varphi_{\lambda_2} & \text{if } \varphi_{\lambda_1} \geq \varphi_{\lambda_2}, \\
\varphi_{\lambda_1} - \varphi_{\lambda_2} + 2\pi & \text{if } \varphi_{\lambda_1} < \varphi_{\lambda_2}.
\end{cases} \quad (22)$$

This phase map is equivalent to the phase distribution of a hologram recorded with the synthetic wavelength.
At normal incidence, a $2\pi$ phase jump corresponds to a height step of $\Lambda/2$, and the change in longitudinal distance or height $\Delta z$ is given by \[ \Delta z = \frac{\Delta \phi}{2\pi} \frac{\lambda_1 \lambda_2}{|\lambda_1 - \lambda_2|}. \] (23)

Note that the transverse resolution is the same as in DH namely, $\Delta \xi = \lambda d / N \Delta x$ is the reconstructed pixel size. Similar to DH, MWDH setup can be constructed using Mach-Zehnder or Michelson configuration as shown in Figure 9(a) and (b), respectively. According to Figure 9(c) and (d), we notice that the true height measurements in the Mach-Zehnder and Michelson configurations are:

\[ \Delta z_{\text{True, Mach-Zehnder}} = \left( \frac{\Delta \phi}{2\pi} \right) \frac{\lambda}{2} \cos \theta, \] (25)

\[ \Delta z_{\text{True, Michelson}} \approx \left( \frac{\Delta \phi}{2\pi} \right) \frac{\lambda}{2}, \] (26)

respectively.

One important detail that must be considered when applying the two wavelengths technique is pixel matching. Recall from Eq. (3) that the pixel resolution $\Delta \xi$ of each hologram is dependent upon the fundamental recording wavelength ($\lambda_1$ or $\lambda_2$). In order for the reconstruction to be successful, the subtraction described by Eq. (18) must be performed on a pixel-by-pixel basis, in which the pixel sizes match between each hologram (i.e. $\Delta \xi_1 = \Delta \xi_2$). This can be accomplished by zero-padding the holograms to alter the numerical resolution according to the following procedure: One hologram is zero-padded prior to reconstruction such that its value of $\Delta \xi$ matches that of the second hologram. The second hologram is then either zero-padded after reconstruction, or the first hologram (which is now larger) is...
cropped, such that the total sizes of each image are again equal. If it is assumed that \( \lambda_1 > \lambda_2 \) then the degree of padding applied to both the \( \lambda_1 \) hologram pre-reconstruction and the \( \lambda_2 \) hologram post-reconstruction is

\[
\text{pad size} = \text{round} \left[ \frac{N}{2} \left( \frac{\lambda_1}{\lambda_2} - 1 \right) \right],
\]

(27)

where pad size is the number of zero elements to be added symmetrically to each edge of the hologram matrix, rounded to the nearest integer value.

### 3.1 Experimental results for MWDH with and without spatial heterodyning (MWDH-SH)

An example of a 3D profile setup using the MWDH technique is shown in Figure 10. Since the two holograms are recorded sequentially for each wavelength, this technique needs two sequential CCD recordings (i.e. two “shots”). Obviously, this “two-shot” method will not work for dynamic objects. Figure 11(a) shows the
Newport logo test object while Figure 11(b) shows the reconstructed hologram of the Newport Logo at one of the wavelengths used ($\lambda_1 = 496.5$ nm). Figure 11(c) shows the wrapped phase and Figure 11(d) shows the unwrapped 3D surface profile.

Spatial heterodyning technique has the ability to capture both wavelength measurements in a single composite holographic exposure [6, 9, 21]. This is accomplished by introducing a different angular tilt to the $\lambda_1$ and $\lambda_2$ reference beams. These angular tilts in the spatial domain introduce linear phase shifts in the frequency domain of the recorded composite hologram. When reconstructed, the different phase shifts result in spatially separated object locations in the image that each correspond to their respective $\lambda_1$ and $\lambda_2$ recordings. One of these reconstructed images is cropped and digitally overlaid upon the other to perform the required phase subtraction. A typical recording configuration using MWDH-SH method is shown in Figure 12. Since the two holograms are recorded for each wavelength at the same time using spatial heterodyning this technique needs only one CCD exposure (i.e. “one-shot”) [6, 9, 21, 22]. This method is well suited for dynamic objects which change relatively quickly and only limited by the integration time of the CCD. Figure 13 shows the reconstructed Newport logo test object. The reconstructed image resolution $\Delta \xi = 32 \mu$m/pixel. Note that, two separate reconstructions are required ($\lambda_1$ and $\lambda_2$) from the single hologram, although only one reconstruction is shown here.

In order to align the two phase images, a block matching algorithm (BMA) is used. After cropping the two reconstructed holograms it is necessary to slide the reference image over the target image looking for best correlation, this is shown in Figure 14. Given the typically rapid variation in object phase, BMA algorithms can
Figure 12. Lab setup (Michelson configuration) for macroscopic, spatial heterodyne MWDH using coaxial beams and a single spatial filter and collimation lens. The collimation lens should ideally be achromatic at the $\lambda_1$ and $\lambda_2$ wavelengths. M1, M2: Mirrors, BS: Beam splitter, PBS: Polarizing beam splitter. The polarizer, P0, ensures $\lambda_1$ and $\lambda_2$ maintain orthogonal polarization [6, 23].

Figure 13. MWDH-SH hologram reconstruction.

Figure 14. BMA slides (a) reference image over (b) the target image, (c) correlation. The best correlation occurs at: $X_{\text{shift}} = 0$ and $Y_{\text{shift}} = -4$ pixels.
only match to within ½ pixel. Hence, BMA matching will generally underperform the two-shot method. After aligning the images, the phase difference is calculated by phase subtraction similar to the two-shot technique. The example shown in Figure 15 is for synthetic wavelength $\Lambda = 150 \mu m$.

An alternative method of matching the two images is to introduce a phase “tilt” to either one, or both holograms during reconstruction which causes lateral shifts in the position of each image. This is typically referred to as introducing a phase mask, $\Psi(m, n)$, during reconstruction, and in general can take any form, although the most commonly used are tilt phases and lens phases. Proper selection of the phase mask (typically found via multiple iterations) can position one hologram reconstruction directly over the other, and phase subtraction may then be performed in a matter analogous to the “two-shot” method previously described, including appropriate resolution matching via zero-padding. An example of phase due to tilt and due to the MO are given by Eq. (13). The hologram matrix is simply multiplied by the phase mask, $\Psi$, prior to reconstruction. Although the phase mask method is typically more difficult to implement, requiring multiple iterations to arrive at the correct phase mask, it does not suffer from the inherent mismatch error of up to ½ pixel, as the BMA process does. However, the overlap accuracy will now depend upon the accuracy of the modeled phase mask.

Figure 15. MWDH-SH phase reconstruction, (a) amplitude reconstruction, (b) phase difference, and (c) phase unwrapping for $\Lambda = 150 \mu m$.

Figure 16. (a) Custom fabricated micro-scale objects and (b) 1951 USAF resolution chart with a ~50 nm reflective molybdenum film sputtered on it.
3.2 Experimental results for multi-wavelength DHM (MWDHM) with and without spatial heterodyning (MWDHM-SH)

In this section, we show an example of using the MWDH technique using a microscopy setup similar to the single wavelength DHM shown in Figure 4. Thus, the technique would be abbreviated as (MWDHM). A series of micro-scale objects have been custom fabricated for this experiment as shown in Figure 16(a) and (b). Figure 17(a) shows a MWDHM setup with achromatic optics and can be operated in either the “one-shot” or “two-shot” Michelson configuration. Figure 17(b) is a photograph of the object consisting of 4 bars of photoresist (See element in red.
circle in Figure 16(a), each 50 μm wide, on a silicon wafer substrate. Figure 17(c) is the intensity reconstruction of the λ₁ hologram only. Figure 17(d) shows the wrapped phase difference between λ₁ and λ₂ reconstructions. Figure 17(e) shows the unwrapped phase (Ref. [24]) with the residual MO quadratic phase curvature and Figure 17(f) is the 3D topogram after removal of the MO phase using Eq. (13).

The relevant reconstruction parameters are: \( d = 22.7 \text{ cm} \), \( \lambda_1 = 632.8 \text{ nm} \), \( \lambda_2 = 488.0 \text{ nm} \), \( \Lambda = 2.13 \mu\text{m} \), \( \Delta x = 6.7 \mu\text{m} \), and \( N = 1024 \), and \( M = 2.75 \). Note that the phase rings are due to a slight mismatch in collimation between the \( \lambda_2 \) and \( \lambda_1 \) beams, which causes circularly symmetric phase beating since at least one wavefront is not well collimated. This situation arises often in physical lab setups in which both beams are coaxially aligned and filtered using the same pinhole prior to using a single collimation lens. Chromatic dispersion will prevent both wavelengths from being collimated simultaneously, unless an achromatic lens is used.

Here we show an example using the MWDHM technique with the microscopy setup of Figure 17(a), operated in the spatial heterodyne configuration (MWDHM-SH). The object is a set of 3 rectangular photoresist bars, each 75 μm wide, on a silicon wafer (See element in black circle in Figure 16(a)). In this case, the object is simultaneously illuminated by two wavelengths at normal incidence and only a single composite hologram is recorded by the CCD (i.e. “one-shot”). The single hologram is reconstructed twice, one at each fundamental wavelength, and the block-match algorithm is used to align the images prior to phase subtraction. Figure 18(a) shows the intensity reconstruction of the \( \lambda_1 \) hologram only, with the region of interest circled, Figure 18(b) shows the wrapped phase difference between \( \lambda_1 \) and \( \lambda_2 \) reconstructions after block matching and phase subtraction,
while Figure 18(c) shows the unwrapped phase with the residual MO quadratic phase curvature, and Figure 18(d) is the 3D topogram after removal of the MO phase and correction of phase errors. The relevant reconstruction parameters are: \( d = 23 \text{ cm} \), \( \lambda_1 = 632.8 \text{ nm} \), \( \lambda_2 = 488 \text{ nm} \), \( \Lambda = 2.13 \mu\text{m} \), \( \Delta x = 6.7 \mu\text{m} \), \( N = 1024 \), and \( M = 2.75 \).

4. Theoretical background of telecentric systems

In a conventional lens systems the magnification changes with object position change, the image has distortion, perspective errors, image resolution loss along the field depth, and edge position uncertainty due to object border lighting geometry. However, a telecentric system, such as the one shown in Figure 19, provides nearly constant magnification, virtually eliminates perspective angle error (Object with large depth will not appear tilted), and eliminates radial and tangential distortion. In a btelecentric system, both the entrance pupil (EP) and exit pupil (XP) are located at infinity. Given that double telecentric systems are afocal, shifting either the image or object does not affect magnification.

As shown in Sections 2 and 3, traditional DHM systems record a digital hologram using a MO. The object phase recovered from digital reconstruction using the Fresnel transform suffers from a parabolic phase factor introduced by the MO. The phase of the MO is superposed over the object phase, often obscuring it. Also, the phase tilt introduced by the reference beam results in linear fringes with high frequency that also obscure the real phase of the object. Numerical techniques as well as optical configurations are usually employed to compensate for both the parabolic phase curvature and the phase tilt. One well-known technique discussed in Section 2 is based on phase mask during reconstruction, which requires knowledge of the setup parameters [13, 14, 40–42]. If the object parameters are unknown a two-step method is used, in which the hologram of a flat reference surface is initially recorded, and upon reconstruction it is subtracted from that of the hologram of the real object [43]. In this section, we adopt two telecentric configurations in reflection and transmission modes to remove optically, instead of numerically, the phase curvature due to MO [44–46]. This telecentric setup can be used in a single wavelength or multiwavelength DHM configurations. It is worth noting that while operating in the nontelecentric mode, \textit{a posteriori} numerical methods will not eliminate the phase aberration completely, as it depends on sample location in the field of view (FOV) [45].

In traditional DHM, the recorded wavefront on the CCD includes the interference of the reference wavefront and the total object wavefront. The total object phase consists of the defocused object phase on the image plane as well as the

![Figure 19](image_url)  
\textit{A double telecentric system.}
spherical (quadratic in paraxial approximation) phase due to propagation of the object wave from the image plane to the CCD. The object phase is expressed as [11, 46]:

$$\varphi(x, y) = \frac{jk}{2R} (x^2 + y^2) + \varphi_{ob}(x, y),$$  \hspace{1cm} (28)

where $R$ is the radius of curvature of the spherical curvature.

Typical multivavelength DHM setups using telecentric configurations in reflection and transmission modes are shown in Figure 20(a) and (b), respectively. In each setup, the telecentric system is formed by employing two achromatic lenses and an aperture stop similar to Figure 19. The achromatic lenses are crucial to eliminate achromatic aberration due to the use of multi-wavelength illumination. The telecentric system is set in an afocal configuration, where the back focal plane of $L_1$ coincides with the front focal plane of $L_2$ ($f_1 \equiv f_2$), with the object placed at the front focal plane of $L_1$, resulting in the cancelation of the spherical phase curvature normally present in traditional DHM systems.

Hence, the 3D amplitude distribution in the image space will be a scaled defocused replica of the 3D amplitude distribution of the object space due to the
convolution with the PSF of the lens system. For each wavelength \(\lambda_1, \lambda_2\), the object wave recorded by the CCD can be expressed as [45]:

\[
O(x, y) = \frac{1}{M} \exp \left[ jk_{\lambda_1, \lambda_2}(2f_2 + f_1) \right] \times \left[ O'(\frac{x}{M}, \frac{y}{M}) \ast \tilde{P}(\frac{x}{\lambda_1, \lambda_2 f_2}, \frac{y}{\lambda_1, \lambda_2 f_2}) \right],
\]

(29)

where, \(O' \ast \tilde{P}\) is the convolution of the complex amplitude scattered by the object and the PSF, \(\ast\) is the convolution operator, and the magnification is \(M = \frac{f_2}{f_1}\) [47].

4.1 Experimental results for single wave telecentric DHM (TDHM)

Figure 21 shows a custom developed user-friendly graphical user interface (GUI) for the single wave reflection Telecentric DHM (TDHM) setup similar to that shown in Figure 20(a). The target object is shown in Figure 16(b).

The MATLAB GUI is connected to a Lumenra LU120M CCD camera using a USB cable. The GUI is equipped with all the parameters needed to adapt to different CCD camera pixel size, laser wavelength, reconstruction distance, reflection vs. transmission mode. In this example, the laser wavelengths used is \(\lambda = 488\) nm the CCD pixel size is 5.2 \(\mu\)m, the reconstruction distance is \(d = 20.2\) cm. The reconstructed height is around 120 nm. It’s worth noting that slight aberrations due to the optical components exist in the final computed phase. This can be automatically corrected by subtracting the reconstructed phase shape from the background phase using Zernike polynomial approximation of the residual phase as shown in the GUI.

The telecentric technique has a lot of advantages compared to a standard DHM system since the reconstruction parameters in a standard DHM are hard to obtain and need to be measured precisely to obtain the 3D phase information.

4.2 Experimental results for telecentric multi-wavelength DHM (TMWDHM)

Figure 22 shows the GUI for the reflection configuration shown in Figure 20(a). The target in this experiment is a transmissive object (PMMA) on a reflective Si background (See element in blue circle in Figure 16(a)). The laser wavelengths used...
are $\lambda_1 = 514.5\text{nm, } \lambda_2 = 488\text{nm}$. The synthetic wavelength is: $\Lambda = 9.6\mu\text{m}$ and the CCD pixel size is: $5.2\mu\text{m}$. The reconstruction distance is: $d = 20.2\text{ cm}$. It’s worth noting that a slight misalignment and/or achromatic aberration may result in one residual fringe to remain in the final computed phase. Although achromatic lenses were used, there still might be some remaining chromatic aberration, since the achromats are not perfect. That might be enough to cause the one remaining fringe of phase curvature. This can be automatically corrected by subtracting a the reconstructed phase shape from the background phase using Zernike polynomial approximation of the residual phase as shown in the GUI.

5. Simulation of coherent speckle on phase and intensity

Due to the use of coherent optical sources, the recorded holograms and reconstructed fields contain coherent speckle patterns, as seen in the inset in Figure 23(a). Speckle is produced by the coherent interference of a set of wavefronts. Mutual interference occurs when coherence is lost, where coherence is defined as the wavefront having constant phase at each frequency. A well-known mechanism for incoherence is optical roughness; when illuminated with monochromatic light the reflected (or scattered) wave consist of the contribution from many scattering points. Different scattering areas or small highlights on the object emit spherical wavelets which combine and interfere coherently resulting in a complex interference pattern known as speckle (Ref. [48–54]). This speckle generation mechanism also applies to transmission (scattering) through an optically rough phase object.

Due to variable phase shifts produced as the wavefront propagates through an optically rough object, the field leaving the object has a corrugated structure of interference. In addition, the presence of an optical diffuser before the object (which consists of small thickness variations) in transmissive configuration, has the same effect as a rough surface in reflective imaging. In this section, we seek to...
demonstrate an accurate representation of speckle in transmissive imaging through nearly transparent samples, valid for biological imaging applications. To simulate speckle, we consider the complex phasor amplitude

\[ E_O(r) = |E_O|e^{i\left(\vec{k} \cdot r + \phi(r)\right)} \]

given by a plane wave propagating through an object which induces a spatially dependent phase shift given by \( \phi(r) \). A spatially dependent phase shift \( \phi_{\text{rough}}(r) \) is introduced to the field at the object plane to account for optical roughness/diffuser. The optical roughness can then be represented by a combination of phasors at each location given by \( A_{\text{rough}}(r)e^{j\phi_{\text{rough}}(r)} \), such that the object complex amplitude wave with the inclusion of optical roughness is given by

\[ E_O(r) = E_O(r)A_{\text{rough}}(r)e^{j\phi_{\text{rough}}(r)} = |E_O|A_{\text{rough}}(r)e^{i\left(\vec{k} \cdot r + \phi(r) + \phi_{\text{rough}}(r)\right)}, \]

where the total phase is the sum of the phase derived from the height profile \( \phi(r) \) and the phase introduced by optical roughness. The amplitude contribution of speckle \( A_{\text{rough}}(r) \) is computed by integrating the absorption coefficient of the material along the optical path length of the roughness. We assume that the phase contribution from each phasor are statistically independent as well as statistically independent from all other phasors such that the phase induced by each surface patch is uniformly distributed over the interval \( (-\phi_{\text{max}}, \phi_{\text{max}}) \) (Ref. [49]). The maximum phase shift induced by optical roughness, \( \phi_{\text{max}} \), is derived from the maximum height deviation of the sample roughness. If the surface is rough relative to the optical wavelength, such that each phasor can produce phase shifts of many \( 2\pi \) multiples, the phase shift induced by each surface patch is uniformly distributed over the interval \( (-\pi, \pi) \) (Ref. [49]). The numerical propagation of the complex field then captures the coherent interference of the spherical wavelets emitted from the optically rough surface as the wavefront propagates in space.

As an example, we consider a USAF resolution target with a maximum thickness of 10 microns and random height deviations of 1 micron (10% of total height and \( 1.6\lambda \) for red light) due to roughness, imaged through a telecentric holographic configuration with 3x magnification. Figure 24 shows probability density functions.
computed using the phase reconstruction of simulated speckle patterns; the real and imaginary components of the complex speckle field \((A, B)\) are i.i.d. Gaussian random variables, such that magnitude and intensity \((C, D)\) are Rayleigh and \(\chi^2\) (negative exponential) distributed respectively, and the phase \((E)\) is uniform. The validity of the probability density functions in Figure 24 is well documented in the literature (Ref. [48–49]).

In a typical experiment speckle can be reduced using diversity in polarization, space, frequency, or time (Ref. [49]). One of the time domain techniques is through rotating a diffuser or by using a liquid crystal based electronic speckle reducer (Ref. [55]). Another technique is to average multiple holograms or reconstructions recorded by varying the optical path length of the reference beam relative to the object beam (Ref. [56]). Figure 25 show the reconstructed height profile averaged over increasing phase reconstruction frames, where the initial roughness distributions are assumed to be statistically independent from frame to frame due to the varying optical path length difference between the object and reference beam. Figure 26 shows the standard deviation of the phase and height profile contribution of simulated speckle as a function of increasing averaging frames. As expected, the standard deviation decreases as \(1/\sqrt{N}\) where \(N\) is the number of averaged frames.

In this section, we have demonstrated that the distributions of the simulated speckle phase and intensity are consistent with theory and observations in the limit when the optical roughness is large relative to the optical wavelength. In addition, we have shown that the reduction of speckle standard deviation associated with averaging is as expected. While we have demonstrated an accurate and robust numerical representation of optical speckle patterns in holographic imaging, we do not seek to address speckle mitigation techniques in detail. Our goal is to mimic experimentally recorded and reconstructed holograms for realistic machine learning training not to mitigate speckle, as shown in Section 6 below. In future work we seek to explore the sensitivity of speckle statistics to the roughness of the object relative to the optical wavelength.
6. Conclusion

In this Chapter, we developed the theory, the reconstruction algorithms, and discussed the different experimental configurations for digital holography and digital holographic microscopy. We also showed typical experimental setups for single and multiwavelength configurations. We concluded that single wavelength setups are used for heights that do not exceed few microns while multiwavelength-based setups are used for heights that can reach 100’s of microns depending on the synthetic wavelength used. We also discussed in details the two shot versus the one shot MWDH setup. Although hologram reconstruction using one-shot setup needs an extra digital correlation step, it is very well suited for dynamic objects which change relatively quickly. We also discussed briefly how Zernike polynomials are used to cancel the residual phase due to the different aberrations in the optical system. We also discussed the theory and experimental setups of novel reflection as well as transmission telecentric digital holographic microscopy configurations. The setup optically removes, without the need of any post-processing, the parabolic phase distortion caused by the microscope objective which is present in a traditional multi-wavelength digital holographic microscope. Without a telecentric setup and even with post-processing a residual phase remains to perturb the measurement. The telecentric technique has a major advantage since the reconstruction parameters needed and hard to obtain in a standard DHM do not need to be measured precisely to obtain the 3D phase information. Finally, a custom developed user-friendly GUI was employed to automate the recording and reconstruction process.
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