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Abstract

Let $\Omega$ be homogeneous of degree zero and have mean value zero on the unit sphere $S^{d-1}$, $T_\Omega$ be the homogeneous singular integral operator with kernel $\frac{\Omega(x)}{|x|^d}$ and $T_\Omega, b$ be the commutator of $T_\Omega$ with symbol $b$. In this paper, we prove that if $\Omega \in L(\log L)^2(S^{d-1})$, then for $b \in \text{BMO}(\mathbb{R}^d)$, $T_\Omega, b$ satisfies an endpoint estimate of $L \log L$ type.
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1 Introduction

In this paper, we will work on $\mathbb{R}^d$, $d \geq 2$. Let $T$ be a linear operator from $\mathcal{S}(\mathbb{R}^d)$ to $\mathcal{S}'(\mathbb{R}^d)$ and $b \in L^1_{\text{loc}}(\mathbb{R}^d)$. The commutator of $T$ with symbol $b$, is defined by

$$T_b f(x) = b(x) T f(x) - T(b f)(x).$$

A celebrated result of Coifman, Rochberg and Weiss [5] states that if $T$ is a Calderón-Zygmund operator, then $T_b$ is bounded on $L^p(\mathbb{R}^d)$ for every $p \in (1, \infty)$ and also a converse result in terms of the Riesz transforms. Pérez [18] considered the weak type endpoint estimate for the commutator of Calderón-Zygmund operator, and proved the following result.
Theorem 1.1 Let $T$ be a Calderón-Zygmund operator and $b \in \text{BMO}(\mathbb{R}^d)$. Then for any $\lambda > 0$,

$$|\{x \in \mathbb{R}^d : |T_b f(x)| > \lambda\}| \lesssim \int_{\mathbb{R}^d} \Phi\left(\frac{|f(x)|}{\lambda}\right)dx,$$

where and in the following, $\Phi(t) = t \log(e + t)$.

Let $\Omega$ be homogeneous of degree zero, integrable and have mean value zero on the unit sphere $S^{d-1}$. Define the singular integral operator $T_\Omega$ by

$$T_\Omega f(x) = \text{p. v.} \int_{\mathbb{R}^d} \frac{\Omega(y')}{|y'|^d} f(x - y)dy,$$

where and in the following, $y' = y/|y|$ for $y \in \mathbb{R}^d$. This operator was introduced by Calderón and Zygmund [2], and has been proved to be bounded on $L^p(\mathbb{R}^d)$, $1 < p < \infty$, under various assumptions on the homogeneous function $\Omega$. For instance, Calderón and Zygmund [3] proved that if $\Omega \in L \log L(S^{d-1})$, then $T_\Omega$ is bounded on $L^p(\mathbb{R}^d)$ for $p \in (1, \infty)$. Ricci and Weiss [20] improved the result of Calderón-Zygmund, and showed that $\Omega \in H^1(S^{d-1})$ guarantees the $L^p(\mathbb{R}^d)$ boundedness for $p \in (1, \infty)$. Seeger [21] showed that $\Omega \in L \log L(S^{d-1})$ is a sufficient condition such that $T_\Omega$ is bounded from $L^1(\mathbb{R}^d)$ to $L^{1, \infty}(\mathbb{R}^d)$. For other works about the mapping properties of $T_\Omega$, we refer to the papers [4, 7, 8, 14, 20] and the references therein.

We now consider the commutator of $T_\Omega$ with symbol in BMO$(\mathbb{R}^d)$. Let $p \in [1, \infty)$ and $w$ be a nonnegative, locally integrable function on $\mathbb{R}^d$. We say that $w \in A_p(\mathbb{R}^d)$ if

$$[w]_{A_p} = \sup_Q \left(\frac{1}{|Q|} \int_Q w(x)dx\right) \left(\frac{1}{|Q|} \int_Q w^{1 - p'}(x)dx\right)^{1 - p'} < \infty, \quad p \in (1, \infty),$$

the supremum is taken over all cubes in $\mathbb{R}^d$, $p' = p/(p - 1)$, and $w \in A_1(\mathbb{R}^d)$ if

$$\text{ess sup}_{x \in \mathbb{R}^d} \frac{Mw(x)}{w(x)} < \infty,$$

see [9, Chapter 9] for the properties of $A_p(\mathbb{R}^d)$. By the result of Duandikoetxea and Rubio de Francia [8] (see also [7]), we know that if $\Omega \in L^q(S^{d-1})$ for some $q \in (1, \infty)$, then for $p \in (q', \infty)$ and $w \in A_{p/q'}(\mathbb{R}^d)$

$$\|T_\Omega f\|_{L^p(\mathbb{R}^d, w)} \lesssim_{d, p, w} \|f\|_{L^p(\mathbb{R}^d, w)}.$$

This, together with [1, Theorem 2.13], tells us that if $\Omega \in L^q(S^{d-1})$ for $q \in (1, \infty)$, then for $b \in \text{BMO}(\mathbb{R}^d)$,

$$\|T_\Omega, b f\|_{L^p(\mathbb{R}^d, w)} \lesssim_{d, p, w} \|b\|_{\text{BMO}(\mathbb{R}^d)} \|f\|_{L^p(\mathbb{R}^d, w)}, \quad p \in (q', \infty), \quad w \in A_{p/q'}(\mathbb{R}^d).$$

Hu [10] proved that if $\Omega \in L(\log L)^2(S^{d-1})$, then $T_\Omega, b$ is bounded on $L^p(\mathbb{R}^d)$ for all $p \in (1, \infty)$, see also [11] for the $L^p(\mathbb{R}^d)$ boundedness of $T_\Omega, b$ when $\Omega$ satisfies another minimum size condition.

The weak type endpoint estimates of $T_\Omega, b$ are of interest. By Theorem 1.1, we know that if $\Omega \in \text{Lip}_\alpha(S^{d-1})$ with $\alpha \in (0, 1]$ and $b \in \text{BMO}(\mathbb{R}^d)$, then for any $\lambda > 0$,

$$|\{x \in \mathbb{R}^d : |T_\Omega, b f(x)| > \lambda\}| \lesssim \int_{\mathbb{R}^d} \Phi\left(\frac{|f(x)|}{\lambda}\right)dx.$$

Recently, Lan, Tao and Hu [15] established the weak type endpoint estimates for $T_\Omega, b$ when $\Omega$ satisfies only size condition. They proved that
Theorem 1.2 Let $\Omega$ be homogeneous of degree zero and have mean value zero on $S^{d-1}$, $b \in \text{BMO}(\mathbb{R}^d)$. Suppose that $\Omega \in L^q(S^{d-1})$ for some $q \in (1, \infty]$, then for any $\lambda > 0$ and weight $w$ such that $w^\varphi \in A_1(\mathbb{R}^d)$,

$$w \left( \{ x \in \mathbb{R}^d : |T_{\Omega, b} f(x)| > \lambda \} \right) \lesssim_{d, w} \int_{\mathbb{R}^d} \Phi \left( \frac{D |f(x)|}{\lambda} \right) w(x) dx,$$

with $D = \|\Omega\|_{L^q(S^{d-1})} \|b\|_{\text{BMO}(\mathbb{R}^d)}$.

The purpose of this paper is to give a weak type endpoint estimate of $T_{\Omega, b}$ when $\Omega$ satisfies certain minimum size condition. For a function $\Omega$ on $S^{d-1}$ and $\kappa \geq 0$, we say that $\Omega \in L(\log L)^{\kappa}(S^{d-1})$, if

$$\| \Omega \|_{L(\log L)^{\kappa}(S^{d-1})} := \int_{S^{d-1}} |\Omega(x')| \log(e + |\Omega(x')|) dx' < \infty.$$

Our main result can be stated as follows.

Theorem 1.3 Let $\Omega$ be homogeneous of degree zero, have mean value zero on $S^{d-1}$ and $\Omega \in L(\log L)^{2}(S^{d-1})$, $T_{\Omega}$ be the operator defined by (1.1). Then for $b \in \text{BMO}(\mathbb{R}^d)$ and $\lambda > 0$,

$$\{ x \in \mathbb{R}^d : |T_{\Omega, b} f(x)| > \lambda \} \lesssim \int_{\mathbb{R}^d} \Phi \left( \frac{|f(x)|}{\lambda} \right) dx.$$ (1.3)

Remark 1.4 For $r \in (1, \infty)$, let $\mathcal{M}_{r, T_{\Omega}}$ be the maximal operator defined by

$$\mathcal{M}_{r, T_{\Omega}} f(x) = \sup_{Q \ni x} \left( \frac{1}{|Q|} \int_Q |T_{\Omega}(f 1_Q)(\xi)|^r d\xi \right)^{1/r},$$ (1.4)

where the supremum is taken over all cubes $Q \subset \mathbb{R}^d$ containing $x$. This operator was introduced by Lerner [14], who proved that for any $r \in (1, \infty),

$$\| \mathcal{M}_{r, T_{\Omega}} f \|_{L^{1, \infty}(\mathbb{R}^d)} \lesssim r \| \Omega \|_{L^\infty(S^{d-1})} \| f \|_{L^1(\mathbb{R}^d)},$$ (1.5)

see [14, Lemma 3.3]. The crucial estimate in the proof of Theorem 1.2 is

$$\| \mathcal{M}_{r, T_{\Omega}} f \|_{L^{1, \infty}(\mathbb{R}^d)} \lesssim r \| f \|_{L^1(\mathbb{R}^d)},$$ (1.6)

when $\Omega \in L^q(S^{d-1})$ for some $q > 1$. However, the estimate (1.6) does not hold and the argument used in [15] does not apply when $\Omega \in L(\log L)^{2}(S^{d-1})$. In fact, as in the proof of Theorem 1.2 in [15], the estimate (1.6) implies the $L^p(\mathbb{R}^d, w)$ boundedness of $T_{\Omega}$ for large $p \in (1, \infty)$ and $w \in A_p(\mathbb{R}^d)$ for some $s \geq 1$, which is impossible when $\Omega \in L(\log L)^{2}(S^{d-1})$ (see [16, Theorem 1]). To prove Theorem 1.3, we will employ some ideas and estimates of Ding and Lai [6] (see also Seeger [21]). However, the estimate for $T_{\Omega, b} h$ is much more complicated and more refined than the estimate of $T_{\Omega} h$ in [6, 21], here $h$ is the bad part in the Calderón-Zygmund decomposition of function $f$. Some computations of Luxmberg norms, interpolation between Orlicz spaces, an observation of Hytönen and Pérez [12] and the interpolation with changes of measures, are involved in the estimate $T_{\Omega, b} h$; see Lemma 2.1, Lemma 4.1 and Lemma 5.2 for details.

Remark 1.5 Let $\widetilde{T}_{\Omega}$ be the operator defined by

$$\widetilde{T}_{\Omega} f(x) = \text{p.v.} \int_{\mathbb{R}^d} \Omega(x - y) K(x, y) f(y) dy.$$ (1.7)
Suppose that $\tilde{T}_\Omega$ is bounded on $L^2(\mathbb{R}^d)$. For $b \in \text{BMO}(\mathbb{R}^d)$, define the commutator of $\tilde{T}_\Omega$ by
\[
\tilde{T}_\Omega, b f (x) = b(x)\tilde{T}_\Omega f (x) - \tilde{T}_\Omega (bf) (x)
\]initially for $f \in \mathcal{S}(\mathbb{R}^d)$. Mimicking the proof of Theorem 1.3, we can prove the following result.

**Theorem 1.6** Let $\Omega$ be homogeneous of degree zero, have mean value zero on $S^{d-1}$ and $\Omega \in L(\log L)^2(S^{d-1})$, $\tilde{T}_\Omega$ be the operator defined by (1.7) and $\tilde{T}_\Omega, b$ be the commutator defined by (1.8). Suppose that $T_\Omega$ and $T_{\Omega, b}$ are bounded on $L^2(\mathbb{R}^d)$, $K$ satisfies the size condition that
\[
|K(x, y)| \lesssim \frac{1}{|x - y|^d},
\]
and the regularity that for some $\delta \in (0, 1]$,
\[
|K(x_1, y) - K(x_2, y)| \lesssim \frac{|x_1 - x_2|^\delta}{|x_1 - y|^{d+\delta}}, \quad |x_1 - y| \geq 2|x_1 - x_2|,
\]
\[
|K(x, y_1) - K(x, y_2)| \lesssim \frac{|y_1 - y_2|^\delta}{|x - y_1|^{d+\delta}}, \quad |x - y_1| \geq 2|y_1 - y_2|.
\]
Then for $b \in \text{BMO}(\mathbb{R}^d)$ and $\lambda > 0$,
\[
|\{x \in \mathbb{R}^d : |\tilde{T}_\Omega, b f (x)| > \lambda\}| \lesssim \int_{\mathbb{R}^d} \Phi \left( \frac{|f(x)|}{\lambda} \right) dx.
\]

As it was pointed out in [6], Theorem 1.6 is more general than Theorem 1.3.

This paper is organized as follows. In Section 2, we outline some known facts about Orlicz spaces, and give a lemma concerning the interpolation between Orlicz spaces. In Section 3, we reduce the proof of Theorem 1.3 to the proof of two key estimates (3.5) and (3.6). In Section 4 and Section 5, we prove (3.5) and (3.6) respectively.

Throughout this paper, $C$ always denotes a positive constant that is independent of the main parameters involved but whose value may differ from line to line. We use the symbol $A \lesssim B$ to denote that there exists a positive constant $C$ such that $A \leq CB$. Specially, we use $A \lesssim_{d, p} B$ to denote that there exists a positive constant $C$ depending only on $d, p$ such that $A \leq CB$. Constant with subscript such as $C_1$, does not change in different occurrences. For any set $E \subset \mathbb{R}^d$, $\chi_E$ denotes its characteristic function. For a cube $Q \subset \mathbb{R}^d$ and $\lambda \in (0, \infty)$, we use $\ell(Q)$ to denote the side length of $Q$, and $\lambda Q$ to denote the cube with the same center as $Q$ and whose side length is $\lambda$ times that of $Q$. For a local function $b$ and a cube $Q$, $\langle b \rangle_Q$ denotes the mean value of $b$ on $Q$.

## 2 Preliminary Results on Orlicz Spaces

In this section, we list some known facts about Orlicz spaces. These facts can be found in [19]. Let $\Psi : [0, \infty) \rightarrow [0, \infty)$ be Young function, namely, $\Psi$ is convex and continuous on $[0, \infty)$, $\Psi(0) = 0$ and $\lim_{t \to \infty} \Psi(t) = \infty$. We always assume that $\Psi$ satisfies a doubling condition, that is, $\Psi(2t) \leq C \Psi(t)$ for any $t \in (0, \infty)$. A Young function $\Psi$ is called an $N$-function, if $\Psi(t) = 0$ only in $t = 0$, and
\[
\lim_{t \to 0} \frac{\Psi(t)}{t} = 0, \quad \lim_{t \to \infty} \frac{\Psi(t)}{t} = \infty.
\]
Let $\Psi$ be a Young function, and $Q \subset \mathbb{R}^d$ be a cube. Define the space $L^\Psi(Q)$ as

$$L^\Psi(Q) = \{ f : f \text{ is measurable on } Q, \| f \|_{L^\Psi(Q)} < \infty \},$$

with $\| \cdot \|_{L^\Psi(Q)}$ the Luxemburg norm defined by

$$\| f \|_{L^\Psi(Q)} = \inf \left\{ \lambda > 0 : \frac{1}{|Q|} \int_Q \Psi \left( \frac{|f(x)|}{\lambda} \right) dx \leq 1 \right\}.$$ 

Then we have

$$\frac{1}{|Q|} \int_Q \Psi(|f(x)|) dx \leq 1 \iff \| f \|_{L^\Psi(Q)} \leq 1,$$

see [19, p. 54]. Also, we have that and

$$\| f \|_{L^\Psi(Q)} \leq \inf \left\{ \lambda + \frac{\lambda}{|Q|} \int_Q \Psi \left( \frac{|f(x)|}{\lambda} \right) dx : \lambda > 0 \right\} \leq 2\| f \|_{L^\Psi(Q)},$$

see [19, p. 69].

Let $\Psi$ be a Young function. We define its complementary function $\Psi^*$ on $[0, \infty)$ by

$$\Psi^*(t) = \sup\{st - \Psi(s) : s \geq 0\}.$$ 

Then $\Psi^*$ is also a Young function. We have that

$$t_1 t_2 \leq \Psi(t_1) + \Psi^*(t_2), \quad t_1, t_2 \in [0, \infty),$$

and consequently, the generalized Hölder inequality

$$\frac{1}{|Q|} \int_Q |f(x)h(x)| dx \leq \| f \|_{L^\Psi(Q)} \| h \|_{L^{\Psi^*}(Q)}$$

holds for $f \in L^\Psi(Q)$ and $h \in L^{\Psi^*}(Q)$. see [19, p. 6]. Also, we have

$$C \| f \|_{L^\Psi(Q)} \leq \sup_{\| h \|_{L^{\Psi^*}(Q)} \leq 1} \frac{1}{|Q|} \int_Q f(x)h(x) dx \leq \| f \|_{L^\Psi(Q)},$$

see inequality (18) in [19, p.62]. When the functions $\Psi$ and $\Psi^*$ are $N$-functions, the inequality

$$t \leq \Psi^{-1}(t)(\Psi^*)^{-1}(t) \leq 2t,$$

holds true for all $t > 0$, where $\Psi^{-1}(t)$ is the inverse of $\Psi(t)$ (see [19, p.13] for details).

Now let $p \in (1, \infty)$ and $\alpha \in \mathbb{R}$, set $\Phi_{p, \alpha}(t) = t^p \log^\alpha(e + t).$ Note that $\Phi_{p, p}(t) = (\Phi(t))^p.$ As it is well known, for $p \in (1, \infty)$ and $\alpha \in [0, \infty)$, the complementary function of $\Phi_{p, \alpha}$ is

$$\Phi^*_{p, \alpha}(t) \approx t^p \log^{-\alpha/(p-1)}(e + t),$$

see [17]. Usually, we denote $\| f \|_{L^{\Phi_{p, \alpha}}(Q)}$ as $\| f \|_{L^p(\log L)^\alpha, Q}.$ Observe that when $p \in (1, \infty), \Phi_{p, \alpha}(t)$ satisfies the doubling condition.

As it is well known, for $\Phi(t) = t \log(e + t)$, we have that $\Phi^*(t) \approx e^t - 1. \quad 1$. For a cube $Q \subset \mathbb{R}^d$, we also define $\| f \|_{\text{exp}L, Q}$ by

$$\| f \|_{\text{exp}L, Q} = \inf \left\{ t > 0 : \frac{1}{|Q|} \int_Q \Phi^* \left( \frac{|f(y)|}{t} \right) dy \leq 1 \right\}.$$ 

Let $b \in \text{BMO}(\mathbb{R}^d)$. The John-Nirenberg inequality tells us that for any $Q \subset \mathbb{R}^d$,

$$\| b - \langle b \rangle_Q \|_{\text{exp}L, Q} \leq \| b \|_{\text{BMO}(\mathbb{R}^d)}.$$ 
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This, together with the generalization of Hölder’s inequality, shows that
\[ \frac{1}{|Q|} \int_Q |b(x) - \langle b \rangle_Q| |h(x)| dx \lesssim \|h\|_{L^{1+\log L}, \bar{Q}} \|b\|_{\text{BMO}(\mathbb{R}^d)}. \] (2.3)

The following lemma will be used in the proof of Theorem 1.3.

**Lemma 2.1** Let \( Q \subset \mathbb{R}^d \) be a cube, \( p \in (1, \infty) \), \( \alpha \in [0, \infty) \) and \( C_1 \in (0, 1] \). Suppose that
\[ \frac{1}{|Q|} \int_Q |f(y)| dy \leq C_1, \quad \|f\|_{L^p(\log L)^{-\alpha}}, Q \leq 1. \]

Then for \( q \in (1, p), r \in (0, 1) \) such that \( 1/q = r + (1-r)/p \), and \( \varepsilon \in (0, r) \),
\[ \left( \frac{1}{|Q|} \int_Q |f(y)| q dy \right)^{\frac{1}{q}} \lesssim C_1^\varepsilon. \]

**Proof** At first, we claim that for \( q_1 \in (1, p) \),
\[ \left( \frac{1}{|Q|} \int_Q |h(y)| q_1 dy \right)^{\frac{1}{q_1}} \lesssim \|h\|_{L^p(\log L)^{-\alpha}}, Q. \] (2.4)
To prove this, we assume that \( \|h\|_{L^p(\log L)^{-\alpha}}, Q = 1 \), which means that
\[ \frac{1}{|Q|} \int_Q \Phi_{p,-\alpha}(|h(x)|) dx \leq 1. \]
Observe that when \( t \in [1, \infty) \), \( t^{\alpha p - p} \lesssim \log^{-\alpha}(e + t) \). Therefore,
\[ \frac{1}{|Q|} \int_Q |h(y)| q_1 dy \leq 1 + \frac{1}{|Q|} \int_{\{y \in Q : |h(y)| \geq 1\}} |h(y)| q_1 dy \]
\[ \lesssim 1 + \frac{1}{|Q|} \int_{\{y \in Q : |h(y)| \geq 1\}} \Phi_{p,-\alpha}(|h(y)|) dy \lesssim 1. \]
This verifies (2.4). For fixed \( q \in (1, \infty) \) and \( \varepsilon \in (0, r) \), we choose \( q_1 \in (1, p) \) such that \( 1/q = \varepsilon + (1-\varepsilon)/q_1 \). It then follows from (2.4) that
\[ \left( \int_Q |f(y)| q dy \right)^{\frac{1}{q}} \leq \left( \int_Q |f(y)| dy \right)^{\varepsilon} \left( \int_Q |f(y)| q_1 dy \right)^{\frac{1}{q_1}} \lesssim C_1^\varepsilon |Q|^{1/q}, \]
and then completes the proof of Lemma 2.1. \( \square \)

### 3 Proof of Theorem 1.3

In this section, we will start to prove Theorem 1.3. In particular, we reduces its proof to two estimates (3.5) and (3.6), which will be proved in Section 4 and Section 5 respectively.

To prove Theorem 1.3, we will employ the well known micro-local decomposition introduced by Seeger [21], see [6, Section 2] for its variant. For \( s > 3 \), let \( \mathcal{E}^s = \{e^s_{\nu} \}_{\nu \in \Lambda_s} \) be a collection of unit vectors on \( \mathbb{S}^{d-1} \) such that
(a) \( |e^s_{\nu} - e^s_{\nu'}| > 2^{-s} \gamma^{-4} \) when \( \nu \neq \nu' \);
(b) for each \( \theta \in \mathbb{S}^{d-1} \), there exists an \( e^s_{\nu} \) such that \( |e^s_{\nu} - \theta| \leq 2^{-s} \gamma^{-4} \),

\( \square \) Springer
where $\gamma \in (0, 1)$ is a constant. The set $\mathcal{E}^s$ can be constructed as in [6, Section 2]. Observe that $\text{card}(\mathcal{E}^s) \lesssim 2^{s\gamma(d-1)}$. Let $\zeta$ be a smooth, nonnegative, radial function, such that $\text{supp} \zeta \subset B(0, 1)$ and $\zeta(r) = 1$ for $|r| \leq 1/2$. Set

$$\widehat{\Gamma}_s^\zeta(\xi) = \zeta \left(2^{s\gamma} \left(\frac{\xi}{|\xi|} - e_\nu^s\right)\right)$$

and

$$\Gamma_s^\zeta(\xi) = \widehat{\Gamma}_s^\zeta(\xi) \left(\sum_{\nu \in \Lambda_s} \widehat{\Gamma}_s^\zeta(\xi)\right)^{-1}.$$ 

It is easy to verify that $\Gamma_s^\zeta$ is homogeneous of degree zero, and for all $s$,

$$\sum_{\nu \in \Lambda_s} \Gamma_s^\zeta(\xi) = 1, \xi \in S^{d-1}.$$ 

Let $\psi \in C_0^\infty(\mathbb{R})$ such that $0 \leq \psi \leq 1$, $\text{supp} \psi \subset [-4, 4]$ and $\psi(t) \equiv 1$ when $t \in [-2, 2]$. Define the multiplier operator $G_\psi^s$ by

$$\widehat{G_\psi^s f}(\xi) = \psi \left(2^{s\gamma} \langle \xi/|\xi|, e_\nu^s\rangle\right) \hat{f}(\xi),$$

where and in the following, for a suitable function $f$, $\hat{f}$ denotes the Fourier transform of $f$. Take a smooth radial nonnegative function $\phi$ on $\mathbb{R}^d$ such that $\text{supp} \phi \subset \{x: \frac{1}{2} \leq |x| \leq 2\}$ and $\sum_j \phi_j(x) = 1$ for all $x \in \mathbb{R}^d \setminus \{0\}$, where $\phi_j(x) = \phi(2^{-j}x)$.

Recall that, $\mathcal{D}$, the standard dyadic grid in $\mathbb{R}^d$ consists of all cubes of the form

$$2^{-k}([0, 1)^d + l), k \in \mathbb{Z}, l \in \mathbb{Z}^d.$$ 

For $j \in \mathbb{Z}$, let $\mathcal{D}_j = \{Q \in \mathcal{D}: \ell(Q) = 2^j\}$.

*Proof of Theorem 1.3.* By homogeneity, it suffices to prove (1.3) for the case of $\lambda = 1$. Applying the Calderón-Zygmund decomposition to $\Phi(|f|)$ at level 1, we can obtain a collection of non-overlapping closed dyadic cubes $S = \{Q\}$, such that $\|f\|_{L^{\infty}(\mathbb{R}^d \setminus \cup_{Q \in S} Q)} \lesssim 1$, and

$$\int_Q \Phi(|f(x)|)dx \lesssim |Q|, \sum_{Q \in S} |Q| \lesssim \int_{\mathbb{R}^d} \Phi(|f(x)|)dx.$$ 

Let $E = \cup_{Q \in S} 2^{200}Q$, it is obvious that $|E| \lesssim \int_{\mathbb{R}^d} \Phi(|f(x)|)dx$. Set

$$g(x) = f(x)\chi_{\mathbb{R}^d \setminus \cup_{Q \in S} Q}(x) + \sum_{Q \in S} (f)_Q \chi_Q(x),$$

and

$$h(x) = \sum_{Q \in S} h_Q(x), \text{ with } h_Q(x) = (f(x) - (f)_Q) \chi_Q(x).$$

It is easy to verify that for each cube $Q \in S$,

$$\|h_Q\|_{L^{\infty} \log L, Q} \lesssim 1.$$ 

By $L^2(\mathbb{R}^d)$ boundedness of $T_{\Omega, b}$, we have that

$$\{x \in \mathbb{R}^d: |T_{\Omega, b} g(x) > 1/2| \} \lesssim \int_{\mathbb{R}^d} |f(x)|dx.$$ 

(3.1)

Let

$$E_0 = \{x' \in S^{d-1}: |\Omega(x')| \leq 1\}$$

and

$$E_i = \{x' \in S^{d-1}: 2^{i-1} < |\Omega(x')| \leq 2^i\} (i \in \mathbb{N}).$$
Denote
\[ \Omega_0(x') = \Omega(x') \chi_{E_0}(x'), \quad \Omega_i(x') = \Omega(x') \chi_{E_i}(x') \quad (i \in \mathbb{N}). \]

Set \( K_j(x) = \frac{\Omega(x')}{|k|^d} \phi_j(x), \) \( K^i_j(x) = \frac{\Omega_i(x')}{|k|^d} \phi_j(x), \) \( K^{i,s}_j(x) = \frac{\Omega_i(x')}{|k|^d} \phi_j(x) \Gamma^s_v(x'), \) \( T_j \) be the convolution operators with kernel \( K_j, \) and
\[ T^i_j u(x) = K^i_j * u(x), \quad T^{i,s}_j u(x) = K^{i,s}_j * u(x). \]

Observe that for each fixed \( s, \) \( T^i_j u(x) = \sum_v T^{i,s}_j u(x). \) It is obvious that \( \text{supp} T_j h_Q \subset 2^{100} Q \) when \( Q \in \mathcal{S}_{j-s} \) with \( j \in \mathbb{Z} \) and \( s < 100. \) Set \( \mathcal{S}_j = \mathcal{D}_j \cap \mathcal{S}. \) For \( x \in \mathbb{R}^d \setminus E, \) we can decompose \( T_{\Omega, b} h \) as
\[ T_{\Omega, b} h(x) = \sum_Q (b - \langle b \rangle Q) T_{\Omega} h_Q(x) - T_{\Omega} \left( \sum_Q (b - \langle b \rangle Q) h_Q \right)(x). \]

Recall that \( T_{\Omega} \) is bounded from \( L^1(\mathbb{R}^d) \) to \( L^{1,\infty}(\mathbb{R}^d). \) An application of (2.3) tells us that
\[ \left\| \left\{ x \in \mathbb{R}^d : \left| T_{\Omega} \left( \sum_Q (b - \langle b \rangle Q) h_Q \right)(x) \right| > \frac{1}{4} \right\} \right\| \lesssim \sum_Q \| (b - \langle b \rangle Q) h_Q \|_{L^1(\mathbb{R}^d)} \lesssim \sum_Q |Q| \| h_Q \|_{L^{1,\infty}(\mathbb{R}^d)} \lesssim \int_{\mathbb{R}^d} \Phi(|f(x)|) dx. \quad (3.2) \]

With estimates (3.1) and (3.2) in hand, it suffices to prove that
\[ \left\| \left\{ x \in \mathbb{R}^d \setminus E : \sum_{s \geq 100} \sum_{j \in \mathbb{Z}} \sum_Q \left( b(x) - \langle b \rangle Q \right) T_j h_Q(x) \right| > \frac{1}{4} \right\| \lesssim \| f \|_{L^1(\mathbb{R}^d)}. \quad (3.3) \]

To prove (3.3), let
\[ U_1 h(x) = \sum_{i=0}^{\infty} \sum_{100 \leq s \leq N_0 i} \sum_{j \in \mathbb{Z}} \sum_Q \left( b(x) - \langle b \rangle Q \right) T^i_j h_Q(x), \]
\[ U_2 h(x) = \sum_{i=0}^{\infty} \sum_{s > N_0 i} \sum_{j \in \mathbb{Z}} \sum_Q \sum_{v} G^s_v \left[ \left( b - \langle b \rangle Q \right) T^{i,s}_j h_Q \right](x), \]
and
\[ U_3 h(x) = \sum_{i=0}^{\infty} \sum_{s > N_0 i} \sum_{j \in \mathbb{Z}} \sum_Q \sum_{v} \left[ \left( b(x) - \langle b \rangle Q \right) T^i_j h_Q(x) \right. \]
\[ - \sum_{v} G^s_v \left[ \left( b - \langle b \rangle Q \right) T^{i,s}_j h_Q \right](x) \].
where and in the following, \( N_0 \in \mathbb{N} \) is a constant which will be chosen in the estimate for \( U_2 \) and \( U_3 \), see (5.8) in Section 5. For \( x \in \mathbb{R}^d \setminus E \), we write

\[
\sum_{s \geq 100} \sum_{j \in \mathbb{Z}} \sum_{Q \in \mathcal{S}_{j-s}} (b(x) - \langle b \rangle_Q) T_j h_Q (x) = U_1 h(x) + U_2 h(x) + U_3 h(x).
\]

To estimate term \( U_1 \), we claim that for each cube \( Q \in \mathcal{S}_{j-s} \),

\[
\|(b - \langle b \rangle_Q) T_j h_Q \|_{L^1(\mathbb{R}^d)} \lesssim \left( 2^{-i} + (i + s) \| \Omega_i \|_{L^1(\mathcal{S}^{d-1})} \right) \| h_Q \|_{L^1(\mathbb{R}^d)}, \tag{3.4}
\]

To see this, let \( x_Q \) be the center of \( Q \). It is easy to see that \( \text{supp} \ T_j h_Q \subset B(x_Q, \ 10d2^j) \), and \( \| (b) - \langle b \rangle_Q \| \lesssim s \). Observing that for each \( y \in Q \) and \( \lambda > 0 \),

\[
\int_{B_Q} \frac{|\Omega_i(x - y)|}{\lambda} \log \left( e + \frac{|\Omega_i(x - y)|}{\lambda} \right) dx \lesssim 2^j \int_{\mathcal{S}^{d-1}} \frac{|\Omega_i(\theta)|}{\lambda} \log \left( e + \frac{|\Omega_i(\theta)|}{\lambda} \right) d\theta,
\]

we thus get that for \( y \in Q \),

\[
\| \Omega_i(\cdot - y) \|_{L^\infty \log L, B_Q} \lesssim \inf \left\{ \lambda > 0 : \| \Omega_i \|_{L^1(\mathcal{S}^{d-1})} \log \left( e + \frac{|\Omega_i(\cdot)|}{\lambda} \right) \leq 1 \right\}
\]

\[
\lesssim \| \Omega_i \|_{L^\infty(\mathcal{S}^{d-1})} + \| \Omega_i \|_{L^1(\mathcal{S}^{d-1})} \log(e + \| \Omega_i \|_{L^\infty(\mathcal{S}^{d-1})})
\]

\[
\lesssim 2^{-i} + i \| \Omega_i \|_{L^1(\mathcal{S}^{d-1})}.
\]

It then follows from inequality (2.3) that for each \( y \in Q \),

\[
\int_{B_Q} \left| K_j^i(x - y) \right| |b(x) - \langle b \rangle_Q| dx \leq 2^{-jd} \int_{B_Q} |\Omega_i(x - y)| |b(x) - \langle b \rangle_Q| dx + 2^{-jd} \int_{B_Q} |\Omega_i(x - y)| dx |(b) - \langle b \rangle_Q| \lesssim 2^{-i} + (i + s) \| \Omega_i \|_{L^1(\mathcal{S}^{d-1})}.
\]

This, via duality argument, verifies (3.4). Now we obtain from (3.4) that

\[
\| U_1 h \|_{L^1(\mathbb{R}^d)} \lesssim \sum_{i=0}^{\infty} \sum_{100 \leq s \leq N_0i} \sum_{j \in \mathbb{Z}} \sum_{Q \in \mathcal{S}_{j-s}} \| (b - \langle b \rangle_Q) T_j h_Q \|_{L^1(\mathbb{R}^d)}
\]

\[
\lesssim \sum_{i=0}^{\infty} \sum_{100 \leq s \leq N_0i} \left( 2^{-i} + (i + s) \| \Omega_i \|_{L^1(\mathcal{S}^{d-1})} \right) \int_{\mathbb{R}^d} |f(x)| dx
\]

\[
\lesssim \left( 1 + \| \Omega \|_{L(\log L)^2(\mathcal{S}^{d-1})} \right) \int_{\mathbb{R}^d} |f(x)| dx.
\]

Therefore,

\[
\left\{ \left| \int_{\mathbb{R}^d \setminus \{ x \in \mathbb{R}^d : |U_1 h(x)| > 1/12 \} } \right| \lesssim \int_{\mathbb{R}^d} |f(x)| dx.
\]

The proof of (3.3) is now reduced to proving that

\[
\left\{ \left| \int_{\mathbb{R}^d \setminus \{ x \in \mathbb{R}^d : |U_2 h(x)| > 1/12 \} } \right| \lesssim \int_{\mathbb{R}^d} |f(x)| dx, \tag{3.5}
\]

and

\[
\left\{ \left| \int_{\mathbb{R}^d \setminus \{ x \in \mathbb{R}^d : |U_3 h(x)| > 1/12 \} } \right| \lesssim \int_{\mathbb{R}^d} |f(x)| dx. \tag{3.6}
\]
The proofs of these two inequalities are long and complicated, and will be given in Sections 4 and 5 respectively.

4 Proof of Inequality (3.5)

Let \( \Omega \) be homogeneous of degree zero and \( \Omega \in L^\infty(S^{d-1}) \). For each \( j \in \mathbb{Z} \) and \( \nu \in \Lambda_j \), define operator \( T_{j,\nu}^s \) by

\[
T_{j,\nu}^s f(x) = K_{j,\nu}^s \ast f(x),
\]

where \( K_{j,\nu}^s(x) = \Omega(x')|x|^{-d}\phi_j(x)\Gamma_\nu^s(x') \). Let \( S \) be a collection of dyadic cubes with disjoint interiors. For \( m \in \mathbb{Z} \), let \( S_m = S \cap \mathcal{D}_m \). Then for each \( \nu \) and \( s \geq 3 \),

\[
\left\| \sum_j \sum_{Q \in \Omega_{j-s}} T_{j,\nu}^s h_Q \right\|^2_{L^2(\mathbb{R}^d)} \lesssim 2^{-2ys(d-1)}\|\Omega\|^2_{L^\infty(S^{d-1})} \sum_j \sum_{Q \in \Omega_{j-s}} \|h_Q\|_{L^1(\mathbb{R}^d)},
\]

where \( \Omega_{j-s} \subset S_{j-s} \), each \( h_Q \) is supported on cube \( Q \in \Omega_{j-s} \) and \( \|h_Q\|_{L^1(\mathbb{R}^d)} \leq |Q| \). This fact was proved in [6, p.1658] (also [21, p. 99]) and plays an important role in the weak type endpoint estimate for \( T_\Omega \).

To prove inequality (3.5), we need the following key lemma which can be considered as a refined version of the estimate (4.2).

Lemma 4.1 Let \( \Omega \) be homogeneous of degree zero and \( \Omega \in L^\infty(S^{d-1}) \), \( S \) be a collection of dyadic cubes with disjoint interiors. For each cube \( Q \in S \), let \( h_Q \) be an integrable function supported in \( Q \) satisfying \( \|h_Q\|_{L^1(\mathbb{R}^d)} \leq |Q| \). Then for \( b \in BMO(\mathbb{R}^d) \) and \( s \geq 100 \),

\[
\left\| \sum_j \sum_{Q \in \Omega_{j-s}} \sum_{\nu} G_\nu^s \left( (b - \langle b \rangle_Q)T_{j,\nu}^s h_Q \right) \right\|^2_{L^2(\mathbb{R}^d)} \lesssim \|\Omega\|^2_{L^\infty(S^{d-1})} 2^{-s\gamma/2} \sum_{Q \in S} \|h_Q\|_{L^1(\mathbb{R}^d)}.
\]

Proof For \( f \in L^2(\mathbb{R}^d) \), it follows from Cauchy-Schwarz inequality that

\[
\left| \sum_j \sum_{Q \in \Omega_{j-s}} \sum_{\nu} \int_{\mathbb{R}^d} G_\nu^s \left( (b - \langle b \rangle_Q)T_{j,\nu}^s h_Q \right) (x) f(x) dx \right|
\]

\[
= \int_{\mathbb{R}^d} \sum_{\nu} G_\nu^s f(x) \sum_j \sum_{Q \in \Omega_{j-s}} (b(x) - \langle b \rangle_Q)T_{j,\nu}^s h_Q(x) dx
\]

\[
\leq \left( \sum_{\nu} |G_\nu^s f|^2 \right)^{\frac{1}{2}} \left( \sum_{\nu} \left\| \sum_j \sum_{Q \in \Omega_{j-s}} (b - \langle b \rangle_Q)T_{j,\nu}^s h_Q \right\|^2_{L^2(\mathbb{R}^d)} \right)^{\frac{1}{2}}.
\]

Plancherel’s theorem, via the estimate

\[
\sup_{\xi \neq 0} \sum_{\nu} |\psi(2^{s\gamma} \langle e_\nu^s, \xi/|\xi| \rangle)|^2 \lesssim 2^{s\gamma(d-2)}
\]
(see [6, inequality (3.1)], implies that
\[
\left\| \left( \sum_{\nu} \left| G_{\nu} f \right|^2 \right)^{\frac{1}{2}} \right\|_{L^2(\mathbb{R}^d)}^2 = \sum_{\nu} \int_{\mathbb{R}^d} \left| \psi \left( 2^\nu \langle \xi / |\xi|, e_\nu^* \rangle \right) \right|^2 \left| \hat{f}(\xi) \right|^2 d\xi \\
\lesssim 2^{2\nu(d-2)} \left\| f \right\|_{L^2(\mathbb{R}^d)}^2.
\] (4.3)
Recall that \( \text{card}(E^s) \lesssim 2^{2s(d-1)} \). It suffices to prove that for each fixed \( \nu \in \Lambda_s \),
\[
\left\| \sum_j \sum_{Q \in S_{j-1}} (b - \langle b \rangle_Q) T_{j\nu}^s h_Q \right\|_{L^2(\mathbb{R}^d)}^2 \lesssim 2^{-s(2d-5)} \left\| \Omega \right\|_{L^\infty(\mathbb{R}^d)}^2 \left\| \sum_{Q \in S} h_Q \right\|_{L^1(\mathbb{R}^d)}.
\] (4.4)
By homogeneity, we may assume that \( \left\| \Omega \right\|_{L^\infty(\mathbb{R}^d)} = \left\| b \right\|_{\text{BMO}(\mathbb{R}^d)} = 1 \).

We now prove (4.4). Write
\[
\left\| \sum_j \sum_{Q \in S_{j-1}} (b - \langle b \rangle_Q) T_{j\nu}^s h_Q \right\|_{L^2(\mathbb{R}^d)}^2 \\
= \sum_j \sum_{Q \in S_{j-1}} \sum_{I \in S_{j-1}} \int_{\mathbb{R}^d} h_Q(x) T_{j\nu}^s ((b - \langle b \rangle_Q)(b - \langle b \rangle_I) T_{j\nu}^s h_I)(x) dx \\
+ 2 \sum_j \sum_{Q \in S_{j-1}} \sum_{i < j} \sum_{I \in S_{i-1}} \sum_{I \cap (x + R_{j\nu}^s) \neq \emptyset} \int_{\mathbb{R}^d} h_Q(x) T_{j\nu}^s ((b - \langle b \rangle_Q)(b - \langle b \rangle_I) T_{j\nu}^s h_I)(x) dx.
\] (4.5)
For each fixed \( j, \nu \) and \( s \), let
\[
\widetilde{R}_{j\nu} = \{ x \in \mathbb{R}^d : |\langle y, e_\nu^* \rangle| \leq 2^{j+2}, |y - \langle y, e_\nu^* \rangle e_\nu^*| \leq 2^{2j+2-s}, \}
\]
and
\[
R_{j\nu} = \widetilde{R}_{j\nu} + \check{R}_{j\nu}.
\]
As it was pointed out by Seeger [21, p. 99] (see also Ding and Lai [6, p. 1659]), when \( i \leq j \), we have that
\[
\sum_{I \in S_{i-1}} T_{i\nu}^s ((b - \langle b \rangle_Q)(b - \langle b \rangle_I) T_{i\nu}^s h_I)(x) \\
= \sum_{I \in S_{i-1}, I \cap (x + R_{j\nu}^s) \neq \emptyset} \int_{\mathbb{R}^d} K_{i\nu}^s (x - y)(b(y) - \langle b \rangle_Q)(b(y) - \langle b \rangle_I) T_{i\nu}^s h_I(y) dy.
\]
Observe that
\[
|x + 2R_{j\nu}^s| \lesssim 2^{j-\gamma s(d-1)}.
\]
For each fixed \( Q \in S_{j-s} \) and \( x \in Q \), we can find a cube \( R_{j,s}^x \) centered at \( x \), such that \( Q \subset R_{j,s}^x \), \( |R_{j,s}^x| \approx 2^{jd} \), and
\[
\bigcup_{i \leq j, I \in S_{i-1}, I \cap (x + R_{j\nu}^s) \neq \emptyset} I \subset x + 2R_{j\nu}^s \subset R_{j,s}^x.
\]
For each fixed \( i \leq j, I \in S_{i-1} \), let \( I^s = 2^{i+4}dI \). Then \( |\langle b \rangle_I - \langle b \rangle_{I^s}| \lesssim s \). Observe that for each \( r \in [1, \infty) \),
\[
\| b - \langle b \rangle_{I^s} \|_{L^{r'}(I^s)} \lesssim 2^{id/r'}, \| K_{i\nu}^s \|_{L^r(\mathbb{R}^d)} \lesssim 2^{-\gamma s(d-1)/r} 2^{-id/r'},
\]
Recall that \( \text{supp} K^s_{I_0} \subset \{ x : |x| \leq 2^{j+2} \} \). Thus for each \( I \in S_{I_0} \), \( \text{supp} T^s_{I_0} h_I \subset I^s \). A trivial computation involving Hölder’s inequality gives us that

\[
\begin{align*}
&\sum_{i \leq j} \sum_{I \in S_{I_0}, \text{ } |I| \leq 2^{j+2}} |b - \langle b \rangle \| T^s_{I_0} h_I \|_2 \|_2 \\
\lesssim & \sum_{i \leq j} \sum_{I \in S_{I_0}, \text{ } |I| \leq 2^{j+2}} (s \| T^s_{I_0} h_I \|_2 + \| (b - \langle b \rangle \| T^s_{I_0} h_I \|_2) \\
\lesssim & s 2^{-y s (d-1)} \sum_{i \leq j} \sum_{I \in S_{I_0}, \text{ } |I| \leq 2^{j+2}} \| h_I \|_2 \\
&+ \sum_{i \leq j} \sum_{I \in S_{I_0}, \text{ } |I| \leq 2^{j+2}} \| b - \langle b \rangle \|_2 \| L^s(I^s) \| K^s_{I_0} \| L^s(I^s) \| h_I \|_2 \\
\lesssim & 2^{-ys(d-1)/r} 2^{jd}.
\end{align*}
\]

(4.6)

Now we claim that for \( p \in (1, \infty) \),

\[
\begin{align*}
&\sum_{i \leq j} \sum_{I \in S_{I_0}, \text{ } |I| \leq 2^{j+2}} \| (b - \langle b \rangle \| T^s_{I_0} h_I \|_p \|_p \\
\lesssim & s.
\end{align*}
\]

(4.7)

To prove this, let \( f \subset R^s_{j,s} \) with \( \| f \|_{L^p(\log L)^s} = 1 \), namely,

\[
\int_{R^s_{j,s}} \Phi_p, p'(|f(z)|)dz \leq |R^s_{j,s}|.
\]

Let \( M \) be the Hardy-Littlewood maximal operator. A straightforward computation involving inequality (2.1) leads to that for \( I \in S_{I_0} \) and \( y \in I \),

\[
\begin{align*}
|K^s_{I_0} \ast (|b - \langle b \rangle \| f \|)(y) & \lesssim s |K^s_{I_0} \ast |f \| (y) + |K^s_{I_0} \ast (|b - \langle b \rangle \| f \|)(y) \\
& \lesssim |K^s_{I_0} \ast \exp \left( \frac{|b - \langle b \rangle \| f \|}{C |b||_{\text{BMO}(\mathbb{R}^d)}} \right)(y) + s |K^s_{I_0} \ast (\Phi(|f|))(y) \\
& \lesssim 1 + s \inf_{z \in I} M(\Phi(f))(z).
\end{align*}
\]

Recall that \( \text{supp} f \subset R^s_{j,s} \), we then have that

\[
\int_{R^s_{j,s}} M(\Phi(f))(y)dy \lesssim 2^{jd/p} \| M(\Phi(|f|)) \|_{L^p(\mathbb{R}^d)} \lesssim 2^{jd/p} \Phi(|f|) \|_{L^p(\mathbb{R}^d)} \lesssim 2^{jd}.
\]
Therefore,

\[
\sum_{i \leq j} \sum_{I \in S_{j,i}} \int_{R_{j,i}^s} |f(y)(b(y) - \langle b \rangle I)T_{iv}^s h_I(y)| dy \\
\leq \sum_{i \leq j} \sum_{I \in S_{j,i}} \|h_I\|_{L^1(\mathbb{R}^d)} \|K_{iv}^x \ast (|b - \langle b \rangle I|f)\|_{L^1(\mathbb{R}^d)} \\
\lesssim s \sum_{i \leq j} \sum_{I \in S_{j,i}} \|h_I\|_{L^1(\mathbb{R}^d)} + \sum_{i \leq j} \sum_{I \in S_{j,i}} |I| \inf_{z \in I} M(\Phi(f))(z) \\
\lesssim s 2^{-ys(d-1)} 2^{jd} + s \int_{R_{j,i}^s} M(\Phi(f))(y) dy \lesssim s 2^{jd}.
\]

This, via inequality (2.2), leads to (4.7).

Inequalities (4.6) and (4.7), via Lemma 2.1, state that for each fixed \( \varepsilon \in (0, 1) \), we can choose \( q \in (1, 2) \) which is close to 1 sufficiently, such that

\[
\left\| \sum_{i \leq j} \sum_{I \in S_{j,i}} |(b - \langle b \rangle I)T_{iv}^s h_I| \right\|_{L^q(R_{j,i}^s)} \lesssim 2^{jd/q} 2^{-2\varepsilon ys(d-1)}.
\]

Let \( j \in \mathbb{Z}, Q \in S_{j-\varepsilon} \) and \( x \in Q \). Another application of Hölder’s inequality yields

\[
\sum_{i \leq j} \sum_{I \in S_{j,i}} \left| \int_{\mathbb{R}^d} K_{jv}^x (x - y)(b(y) - \langle b \rangle Q)(b(y) - \langle b \rangle I)T_{iv}^s h_I(y) dy \right| \\
\lesssim 2^{-jd} \left( \int_{R_{j,i}^s} |b(y) - \langle b \rangle Q|^{q'} dy \right)^{1/q'} \left\| \sum_{i \leq j} \sum_{I \in S_{j,i}} |(b - \langle b \rangle I)T_{iv}^s h_I| \right\|_{L^q(R_{j,i}^s)} \\
\lesssim s 2^{-2\varepsilon ys(d-1)}.
\]

since \( |(b) Q - \langle b \rangle R_{j,i}^s| \lesssim s \). This, in turn, implies that

\[
\left\| \sum_{j} \sum_{Q \in S_{j-\varepsilon}} (b - \langle b \rangle Q)T_{jv}^s h_Q \right\|_{L^2(\mathbb{R}^d)} \lesssim s 2^{-2\varepsilon ys(d-1)} \sum_{Q} \|h_Q\|_{L^1(\mathbb{R}^d)}.
\]

We choose \( \varepsilon \in (0, 1) \) such that \( 2\varepsilon(d - 1) = 2d - 7/3 \). The last estimate, along with (4.5), establishes (4.4) and then completes the proof of Lemma 4.1.
Proof of the inequality (3.5) It follows from Lemma 4.1 that

\[
\begin{aligned}
|\{x \in \mathbb{R}^d \setminus E : |U_2 h(x)| > \frac{1}{12}\}| & \leq \|U_2 h\|^2_{L^2(\mathbb{R}^d)} \\
& \leq \left( \sum_{i=0}^{\infty} \sum_{s > N_0 i} \left\| \sum_j \sum_{Q \in S_{j-s}} \sum_v G^j_v \left[ (b - \langle b \rangle_Q) T^j_i h_Q \right] \right\|_{L^2(\mathbb{R}^d)} \right)^2 \\
& \lesssim \left( \sum_{i \geq 0}^{2^i} \sum_{s > N_0 i} 2^{-s^2/4} \left( \sum_Q \|h_Q\|_{L^1(\mathbb{R}^d)} \right)^{\frac{1}{2}} \right)^2 \lesssim \int_{\mathbb{R}^d} |f(x)| dx,
\end{aligned}
\]

if we choose \(N_0 \in \mathbb{N}\) and \(\gamma \in (0, 1)\) such that \(N_0 \gamma > 16\). This proves (3.5).

\[\square\]

5 Proof of Inequality (3.6)

To prove (3.6), we will employ some lemmas.

Lemma 5.1 Let \(m\) be a complex-valued bounded function on \(\mathbb{R}^d \setminus \{0\}\) such that

\[|\hat{m}(\xi)| \leq A|\xi|^{-|\alpha|}\]

for all multi indices \(\alpha\) with \(|\alpha| \leq [d/2] + 1\), where and in the following, \([d/2]\) denote the integer part of \(d/2\). Let \(T_m\) be the multiplier operator defined by

\[\overline{T_m f}(\xi) = m(\xi) \hat{f}(\xi)\]

Then for \(w \in A_2(\mathbb{R}^d)\), \(T_m\) is bounded on \(L^2(\mathbb{R}^d, w)\) with bound \(C_{d, |w|A_2}(\|m\|_{L^\infty(\mathbb{R}^d)} + A)\), and is bounded from \(L^1(\mathbb{R}^d)\) to \(L^{1, \infty}(\mathbb{R}^d)\) with bound \(C_d(\|m\|_{L^\infty(\mathbb{R}^d)} + A)\).

The boundedness of \(T_m\) on \(L^2(\mathbb{R}^d, w)\) with \(w \in A_2(\mathbb{R}^d)\) and from \(L^1(\mathbb{R}^d, w)\) to \(L^{1, \infty}(\mathbb{R}^d, w)\) with \(w \in A_1(\mathbb{R}^d)\) was proved by Kurtz and Wheeden [13]. Repeating the proof of Theorem 1 in [13], we can verify the bound of \(T_m\) on \(L^2(\mathbb{R}^d, w)\) (\(w \in A_2(\mathbb{R}^d)\)) is less than \(C_{d, |w|A_2}(\|m\|_{L^\infty(\mathbb{R}^d)} + A)\), while the bound from \(L^1(\mathbb{R}^d)\) to \(L^{1, \infty}(\mathbb{R}^d)\) is less than \(C_d(\|m\|_{L^\infty(\mathbb{R}^d)} + A)\).

Let \(\eta \in C^\infty_0(\mathbb{R}^d)\) be a radial function such that \(\text{supp } \eta \subset \{|\xi| \leq 2\}, 0 \leq \eta \leq 1\) and \(\eta(\xi) = 1\) when \(|\xi| \leq 1\). Define \(\varphi_k(\xi) = \eta(2^k \xi) - \eta(2^{k+1} \xi)\), then \(\text{supp } \varphi_k \subset \{2^{-k-1} \leq |\xi| \leq 2^{-k+1}\}\). Define multipliers operators \(V_k\) and \(W_k\) by

\[\overline{V_k f}(\xi) = \eta(2^k \xi) \hat{f}(\xi), \quad \overline{W_k f}(\xi) = \varphi_k(\xi) \hat{f}(\xi),\]

respectively. Observe that for any \(m \in \mathbb{Z}\), \(I = V_m + \sum_{k < m} W_k\).

Lemma 5.2 Let \(b \in BMO(\mathbb{R}^d)\). Under the same hypothesis and notations as in Lemma 4.1, we have that for \(m \in \mathbb{Z}\) and \(s \geq 100\),

\[
\left\| \sum_j \sum_v G^j_v b T^j_i H_{j-s} \right\|_{L^2(\mathbb{R}^d)}^2 \lesssim \|\Omega\|_{L^\infty(S^{d-1})}^2 2^{-s^2/2} \sum_Q \|h_Q\|_{L^1(\mathbb{R}^d)},
\]
where and in the following, $G^s_{\nu, b}$ is the commutator of $G^s_{\nu}$ with $b$, and for $j \in \mathbb{Z}$, $H_j(x) = \sum_{Q \in S_j} h_Q(x)$.

**Proof** For each fixed $f \in L^2(\mathbb{R}^d)$, we have by Cauchy-Schwarz inequality that

$$\left| \sum_{\nu} \sum_{j} \int_{\mathbb{R}^d} G^s_{\nu, b} T^s_{j\nu} H_{j-s}(x) f(x) dx \right|$$

$$= \left| \sum_{\nu} \sum_{j} \int_{\mathbb{R}^d} G^s_{\nu, b} f(x) T^s_{j\nu} H_{j-s}(x) dx \right|$$

$$\leq \left( \sum_{\nu} \left| G^s_{\nu, b} f \right|^2 \right)^{1/2} \left\| L^2(\mathbb{R}^d) \left( \sum_{\nu} \left| \sum_{j} T^s_{j\nu} H_{j-s} \right|^2 \right) \right\|^{1/2}_{L^2(\mathbb{R}^d)}.$$ 

It follows from (4.2) that

$$\left( \sum_{\nu} \left| \sum_{j} T^s_{j\nu} H_{j-s} \right|^2 \right)^{1/2} \left\| L^2(\mathbb{R}^d) \right\|^{2}_{L^2(\mathbb{R}^d)} \leq 2^{-(s\gamma)(d-1)} \Omega \left\| L^2(\mathbb{R}^d) \right\| \sum_{Q} h_Q \left\| L^1(\mathbb{R}^d) \right\|.$$ 

On the other hand, we have by Cauchy-Schwarz inequality that

$$\left| \sum_{\nu} \sum_{j} \int_{\mathbb{R}^d} G^s_{\nu, b} V_m T^s_{j\nu} H_{j-s}(x) f(x) dx \right|$$

$$\leq \left( \sum_{\nu} \left| G^s_{\nu, b} f \right|^2 \right)^{1/2} \left\| L^2(\mathbb{R}^d) \left( \sum_{\nu} \left| V_m \sum_{j} T^s_{j\nu} H_{j-s} \right|^2 \right) \right\|^{1/2}_{L^2(\mathbb{R}^d)}$$

$$\leq \left( \sum_{\nu} \left| G^s_{\nu, b} f \right|^2 \right)^{1/2} \left\| L^2(\mathbb{R}^d) \right\|^2_{L^2(\mathbb{R}^d)} \left( \sum_{\nu} \left| \sum_{j} T^s_{j\nu} H_{j-s} \right|^2 \right)^{1/2}_{L^2(\mathbb{R}^d)},$$

where in the last inequality, we have invoked Plancherel’s theorem and the fact that

$$\| V_m f \|_{L^2(\mathbb{R}^d)} = \| \overline{V_m f} \|_{L^2(\mathbb{R}^d)} = \| \eta (2^m \cdot) \hat{f} \|_{L^2(\mathbb{R}^d)} \leq \| f \|_{L^2(\mathbb{R}^d)}.$$ 

If we can prove that

$$\left( \sum_{\nu} \left| G^s_{\nu, b} f \right|^2 \right)^{1/2} \left\| L^2(\mathbb{R}^d) \right\|^2_{L^2(\mathbb{R}^d)} \leq 2^{s\gamma(d-1)-s\gamma/2} \| f \|_{L^2(\mathbb{R}^d)},$$

the inequalities (5.1) and (5.2) then follow from duality directly.

To prove (5.3), we will employ an observation of Coifman, Rochberg and Weiss (see [5, pp. 620-621]), which shows that certain weighted $L^p(\mathbb{R}^d)$ estimates for linear operators imply the $L^p(\mathbb{R}^d)$ estimates for the corresponding commutators, see also [12, Section 7]. We present the details here mainly to make the bound clearer. We can verify that

$$|\partial_{\xi}^\alpha \psi (2^{s\gamma} (\xi / |\xi|))| \leq 2^{s\gamma (1 + |\alpha|)} |\xi|^{-|\alpha|}, \ |\alpha| \leq \left\lfloor \frac{d}{2} \right\rfloor + 1$$

(5.4)
for all \( v \in \Lambda_s \). Let \( w \in A_2(\mathbb{R}^d) \) such that \( w^{1+\epsilon} \in A_2(\mathbb{R}^d) \) for \( \epsilon = 2d + 6 \). We then have by Lemma 5.1 that
\[
\sum_{v \in \Lambda_s} \| G_v^s f \|_{L^2(\mathbb{R}^d, w^{1+\epsilon})}^2 \lesssim d, [w^{1+\epsilon}]_{A_2} 2^{2^s \gamma (d-1) - \frac{2^{2^s \gamma (d-1) + 1}}{2} + 1} \| f \|_{L^2(\mathbb{R}^d, w^{1+\epsilon})}^2 \lesssim d, [w^{1+\epsilon}]_{A_2} 2^{2^s \gamma (d-1) + 1} \| f \|_{L^2(\mathbb{R}^d, w^{1+\epsilon})}^2. \tag{5.5}
\]
Note that \( f \to (\sum_v |G_v^s f|^2)^{1/2} \) is sublinear. Applying interpolation theorem of Stein and Weiss [22], we deduce from (4.3) and (5.5) that
\[
\left\| \left( \sum_v |G_v^s f|^2 \right)^{1/2} \right\|_{L^2(\mathbb{R}^d, w^{1+\epsilon})} \lesssim d, [w^{1+\epsilon}]_{A_2} 2^{2^s \gamma (d-1) + \frac{2^{2^s \gamma (d-1) + 1}}{2} + 1} \| f \|_{L^2(\mathbb{R}^d, w^{1+\epsilon})} \lesssim d, [w^{1+\epsilon}]_{A_2} 2^{2^s \gamma (d-1) + \frac{2^{2^s \gamma (d-1) + 1}}{2} + 1} \| f \|_{L^2(\mathbb{R}^d, w^{1+\epsilon})}. \tag{5.6}
\]
with \( t = \frac{1}{1+\epsilon} \). Now let \( b \in \text{BMO}(\mathbb{R}^d) \). [12, Lemma 7.3] tells us that there exists a constant \( c_d \) such that
\[
[e^{(1+\epsilon)2\text{Re} \theta b}]_{A_2} \leq \left( \frac{C}{2(1+\epsilon)} \right) b \| b \|_{\text{BMO}(\mathbb{R}^d)}. \]
For \( z \in \mathbb{C} \), let
\[
G_v^z_{\nu, s, b} f = e^{zb} G_v^s (e^{-zb} f).
\]
It is obvious that
\[
\| G_v^z_{\nu, s, b} f \|_{L^2(\mathbb{R}^d)} = \| G_v^s (e^{-zb} f) \|_{L^2(\mathbb{R}^d, e^{2z b})}.
\]
As in [12, inequality (7.7)], we choose \( \rho = \frac{e_d}{4(1+\epsilon)\| b \|_{\text{BMO}(\mathbb{R}^d)}} \), have that
\[
\left\| G_v^s f \right\|_{L^2(\mathbb{R}^d)} \leq \frac{1}{2\pi \rho^2} \int_{|z| = \rho} \left\| G_v^z f \right\|_{L^2(\mathbb{R}^d)} |dz| \leq \frac{1}{2\pi \rho^2} \left( \int_{|z| = \rho} \| G_v^z f \|_{L^2(\mathbb{R}^d)}^2 |dz| \right) \frac{1}{2}.
\]
It now follows from (5.6) (with \( w = e^{2z b} \)) that,
\[
\sum_v \left\| G_v^s f \right\|_{L^2(\mathbb{R}^d)}^2 \leq \frac{1}{4 \pi \rho^3} \int_{|z| = \rho} \sum_v \| G_v^s (e^{-zb} f) \|_{L^2(\mathbb{R}^d, e^{2z b})}^2 |dz| \lesssim 2^{2^s \gamma (d-\frac{3}{2})} \| f \|_{L^2(\mathbb{R}^d)}^2.
\]
This leads to (5.3) and then completes the proof of Lemma 5.2. \( \square \)

**Lemma 5.3** For fixed \( k, s, j, v \), let \( K^s_{k, j, v}(x, y) \) be the kernel of the operator \( (I - G_v^s)W_k T_{j}^s \), namely,
\[
(I - G_v^s)W_k T_{j}^s h(x) = \int_{\mathbb{R}^d} K^s_{k, j, v}(x, y) h(y) dy.
\]
Under the hypothesis of Theorem 1.3, we have that for each \( x, y \in \mathbb{R}^d \) and \( N_1 \in \mathbb{N} \),
\[
| K^s_{k, j, v}(x, y) | \lesssim N_1 2^{\gamma (N_1 + 2N_2)} 2^{-j + k} \| \Omega \|_{L^\infty(S^{d-1})} \times \int_{S^{d-1}} |\Gamma^s_v(\theta)| \int_{2^{j-k}}^{2^{j+1}} \frac{1}{(1 + 2^{-2k}|x - y - r\theta|^2)^N} dr d\theta,
\]
where and in the following, \( N = \lfloor d/2 \rfloor + 1 \).
Proof We follow the argument in [6, Section 4.2]. Let
\[ L_{k, s, \nu}(\xi) = (1 - \psi(2^{2^j} \langle \xi / |\xi|, e_{2^j}^s \rangle)) \varphi_k(\xi), \]
and write
\[ K_{k, j, \nu}^s(x, y) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{i(x - z, \xi)} L_{k, s, \nu}(\xi) d\xi K_{j, \nu}^s(z - y) dz \]
\[ = \frac{1}{(2\pi)^d} \int_{S^{d-1}} \Omega(\theta) \Gamma_{\nu}^s(\theta) \left\{ \int_{\mathbb{R}^d} \int_0^\infty e^{i(x - y - r\theta, \xi)} \phi(2^{-j} r) r^{-1} d\phi L_{k, s, \nu}(\xi) d\xi \right\} d\theta. \]
Recall that supp \( \phi \subset \{1/2 \leq |z| \leq 2\}. Integrating by parts with \( r \), we deduce that
\[ \int_0^\infty e^{i(x - y - r\theta, \xi)} \phi(2^{-j} r) r^{-1} d\phi = \int_0^\infty e^{i(x - y - r\theta, \xi)} (i \langle \theta, \xi \rangle)^{-N_1} (\phi(2^{-j} r) r^{-1})^{(N_1)} d\phi. \]
On the other hand, integrating by parts with \( \xi \) leads to that
\[ \int_{\mathbb{R}^d} e^{i(x - y - r\theta, \xi)} (i \langle \theta, \xi \rangle)^{-N_1} L_{k, s, \nu}(\xi) d\xi \]
\[ = \int_{\mathbb{R}^d} e^{i(x - y - r\theta, \xi)} \frac{(I - 2^{-2k} \Delta_{\xi})^N}{(1 + 2^{-2k}|x - y - r\theta|^2)^N} \left( L_{k, s, \nu}(\xi)(i \langle \theta, \xi \rangle)^{-N_1} \right) d\xi. \]
Therefore,
\[ K_{k, j, \nu}^s(x, y) = \frac{1}{(2\pi)^d} \int_{S^{d-1}} \Omega(\theta) \Gamma_{\nu}^s(\theta) \int_{\mathbb{R}^d} e^{i(x - y - r\theta, \xi)} \int_0^\infty (\phi(2^{-j} r) r^{-1})^{(N_1)} d\phi L_{k, s, \nu}(\xi)(i \langle \theta, \xi \rangle)^{-N_1} d\xi d\theta. \]
Since
\[ |(I - 2^{-2k} \Delta_{\xi})^N (i \langle \theta, \xi \rangle)^{-N_1} L_{k, s, \nu}(\xi)| \lesssim_{N_1} 2^{(s\gamma + k)N_1 + 2s\gamma N}, \]
see [6, (4.12)], we obtain that
\[ |K_{k, j, \nu}^s(x, y)| \lesssim_{N_1} 2^{(s\gamma + k)N_1 + 2s\gamma N} \int_{S^{d-1}} |\Omega(\theta)\Gamma_{\nu}^s(\theta)| \]
\[ \times \int_{2^{-k-1} \leq |\theta| \leq 2^{-k+1}} \int_0^\infty (\phi(2^{-j} r) r^{-1})^{(N_1)} dr \frac{1}{(1 + 2^{-2k}|x - y - r\theta|^2)^N} d\xi d\theta \]
\[ \lesssim_{N_1} 2^{(s\gamma + k)N_1 + 2s\gamma N} 2^{-j(N_1 + 1) - 2kd} \|\Omega\|_{L^\infty(S^{d-1})} \]
\[ \times \int_{S^{d-1}} |\Gamma_{\nu}^s(\theta)| \int_{2^{-j-1}}^{2^{j+1}} \frac{1}{(1 + 2^{-2k}|x - y - r\theta|^2)^N} dr d\theta. \]
This leads to our desired conclusion.
Lemma 5.4 For \( j, m \in \mathbb{Z}, \nu \in \Delta_s \) and \( s \in \mathbb{N} \) with \( s \geq 100 \), let \( F^s_{j,v,m}(x, y) \) be the kernel of the operator \( V^s_{j,v} \). Let \( Q \) be a cube with \( \ell(Q) = 2^{j-s} \). Then for any \( x \in \mathbb{R}^d, y, y_0 \in Q \),

\[
|F^s_{j,v,m}(x, y) - F^s_{j,v,m}(x, y_0)| \lesssim 2^{-s-m-md} \| \Omega \|_{L^\infty(S^{d-1})} \int_{S^{d-1}} \Gamma_v^s(\theta) \int_{2^{j-1}}^{2^{j+1}} \left[ \int_0^1 \frac{N2^{-m}|x - (ty + (1 - t)y_0) - r\theta| dt}{(1 + 2^{-2m}|x - (ty + (1 - t)y_0) - r\theta|^2)^{N+1}} + \frac{1}{(1 + 2^{-2m}|x - y - r\theta|^2)^N} \right] \phi_j(r) dr d\theta.
\]

Proof The proof is essentially given in [6, Section 4.3]. For the sake of self-contained, we include a concise proof. By integrating by parts, we write

\[
F^s_{j,v,m}(x, y) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{i(x - y - z, \xi)} \eta(2^m \xi) d\xi K^s_{j,v}(z) dz
\]

\[
= \frac{1}{(2\pi)^d} \Omega(\theta) \Gamma_v^s(\theta) \left\{ \int_0^\infty \int_{\mathbb{R}^d} e^{i(x - y - r\theta, \xi)} \times (I - 2^{-2m} \Delta \xi)^N \eta(2^m \xi) \frac{d\xi \phi_j(r) r^{-1} dr}{(1 + 2^{-2m}|x - y - r\theta|^2)^N} \right\} d\theta.
\]

Let

\[
D_1(x, y, y_0) = \frac{1}{(2\pi)^d} \Omega(\theta) \Gamma_v^s(\theta) \left\{ \int_0^\infty \int_{\mathbb{R}^d} (e^{i(y, \xi)} - e^{i(y_0, \xi)}) e^{i(x - y, \xi)} \times (I - 2^{-2m} \Delta \xi)^N \eta(2^m \xi) \frac{d\xi \phi_j(r) r^{-1} dr}{(1 + 2^{-2m}|x - y - r\theta|^2)^N} \right\} d\theta,
\]

and

\[
D_2(x, y, y_0) = \frac{1}{(2\pi)^d} \Omega(\theta) \Gamma_v^s(\theta) \left\{ \int_0^\infty \int_{\mathbb{R}^d} e^{i(x - y_0 - r\theta, \xi)} \times (I - 2^{-2m} \Delta \xi)^N \eta(2^m \xi) \frac{1}{\gamma(x, y, m)} - \frac{1}{\gamma(x, y_0, m)} \frac{d\xi \phi_j(r) r^{-1} dr}{(1 + 2^{-2m}|x - y - r\theta|^2)^N} \right\} d\theta,
\]

where \( \gamma(x, y, m) = (1 + 2^{-2m}|x - y - r\theta|^2)^N \). We then have that

\[
F^s_{j,v,m}(x, y) - F^s_{j,v,m}(x, y_0) = D_1(x, y, y_0) + D_2(x, y, y_0).
\]

By the facts that

\[
|e^{i(y, \xi)} - e^{i(y_0, \xi)}| \lesssim |y - y_0||\xi|
\]

and

\[
|(I - 2^{-2m} \Delta \xi)^N \eta(2^m \xi)| \lesssim \chi_{|\xi| \leq 2^{-m}}(\xi), \tag{5.7}
\]

it follows that

\[
|D_1(x, y, y_0)| \lesssim 2^{-s-m-md} \int_{S^{d-1}} |\Omega(\theta) \Gamma_v^s(\theta)| \int_0^\infty \frac{\phi_j(r) r^{-1} dr}{(1 + 2^{-2m}|x - y - r\theta|^2)^N} d\theta.
\]

\( \Box \) Springer
On the other hand, a trivial computation shows that

$$|\mathcal{Y}(x, y, m) - \mathcal{Y}(x, y_0, m)| = \left| \int_0^1 \langle (y - y_0, \nabla \mathcal{Y}(ty + (1 - t)y_0) \rangle \right|$$

$$\lesssim |y - y_0|^{2 - m} \int_0^1 \frac{N2^{-m}|x - (ty + (1 - t)y_0) - r\theta|}{(1 + 2^{-2m}|x - (ty + (1 - t)y_0) - r\theta|^2)^{N+1}} \, dt.$$ 

This, along with inequality (5.7), yields

$$|D_2(x, y, y_0)| \lesssim 2^{-j-m-md} \|\Omega\|_{L^{\infty}(S^{d-1})} \int_{S^{d-1}} \Gamma_k^\varepsilon(\theta) \int_{2^{j-1}}^{2^j} \int_0^1 \frac{N2^{-m}|x - (ty + (1 - t)y_0) - r\theta|}{(1 + 2^{-2m}|x - (ty + (1 - t)y_0) - r\theta|^2)^{N+1}} \, dt \, d\tau \, dr \, d\theta.$$ 

Combining estimates for $D_1(x, y, y_0)$ and $D_2(x, y, y_0)$ then finishes the proof of Lemma 5.4.

We are now ready to prove (3.6).

**Proof of the inequality (3.6)** We choose $\gamma \in (0, \frac{1}{6d})$, $N_0 \in \mathbb{N}$ such that

$$N_0 \gamma > 16, \quad \left[ \frac{1}{3} - \gamma (3d/2 + 1) \right] N_0 > \frac{3}{2}. \quad (5.8)$$

For $b \in \text{BMO}(\mathbb{R}^d)$ and $m = j - \lfloor \frac{d}{2} \rfloor$, write

$$(b(x) - \langle b \rangle_{\mathcal{Q}}) T_{j,\mathcal{Q}}^i h_{\mathcal{Q}}(x) = \sum_v G_v^i \left[ (b - \langle b \rangle_{\mathcal{Q}}) T_{j,\mathcal{Q}}^{i,v} h_{\mathcal{Q}} \right](x)$$

$$\quad = \sum_v (I - G_v^i) \left[ (b - \langle b \rangle_{\mathcal{Q}}) V_m T_{j,\mathcal{Q}}^{i,v} h_{\mathcal{Q}} \right](x)$$

$$\quad + \sum_v G_v^i b T_{j,\mathcal{Q}}^{i,v} h_{\mathcal{Q}}(x) - \sum_v G_v^i b (V_m T_{j,\mathcal{Q}}^{i,v} h_{\mathcal{Q}})(x)$$

$$\quad + (b(x) - \langle b \rangle_{\mathcal{Q}}) \sum_v (I - G_v^i) \left[ \sum_{k < m} W_k T_{j,\mathcal{Q}}^{i,v} h_{\mathcal{Q}} \right](x)$$

$$\quad =: U_{31,j}^{i,v} h_{\mathcal{Q}}(x) + U_{32,j}^{i,v} h_{\mathcal{Q}}(x) + U_{33,j}^{i,v} h_{\mathcal{Q}}(x) + U_{34,j}^{i,v} h_{\mathcal{Q}}(x).$$

As in the estimate for $U_2$, it follows from (5.1) in Lemma 5.2 that

$$\left\| \sum_{i=0}^\infty \sum_{s > N_0 i} \sum_{j \in \mathbb{Z}} \sum_{\mathcal{Q} \in S_{j-s}} U_{32,j}^{i,v} h_{\mathcal{Q}}(x) \right\| \geq \frac{1}{48}$$

$$\lesssim \left( \sum_{i=0}^\infty \sum_{s > N_0 i} \left\| \sum_{j \in \mathbb{Z}} \sum_{\mathcal{Q} \in S_{j-s}} G_v^i b T_{j,\mathcal{Q}}^{i,v} h_{\mathcal{Q}} \right\|_{L^2(\mathbb{R}^d)} \right)^2 \lesssim \int_{\mathbb{R}^d} |f(x)| \, dx, \quad (5.9)$$
and from (5.2) in Lemma 5.2 that
\[
\left\{ x \in \mathbb{R}^d \setminus E : \left| \sum_{i=0}^{\infty} \sum_{s > N_0 i} \sum_{j \in \mathbb{Z}} \sum_{Q \in S_{j-s}} U_{34}^{i,s,j} h_Q(x) \right| > \frac{1}{48} \right\} \]
\[
\lesssim \left( \sum_{i=0}^{\infty} \sum_{s > N_0 i} \left\| \sum_{j \in \mathbb{Z}} \sum_{Q \in S_{j-s}} \sum_{v} G_{v,ib} V_{m} T_{jv}^{i,s} h_Q \right\|_{L^2(\mathbb{R}^d \setminus E)} \right)^2 \lesssim \int_{\mathbb{R}^d} |f(x)| dx. \tag{5.10}
\]

We now estimate \( U_{34}^{i,s,j} h_Q \). For each cube \( Q \in S_{j-s} \), \( y \in Q \), \( 2^{j-1} \leq r \leq 2^{j+1} \), and \( \theta \in S^{d-1} \), denote by \( Q_{y+r\theta, k} \) the cube centered at \( y + r\theta \) and having side length \( 2^k \). We have that
\[
|b_Q - b_{Q_{y+r\theta, k}}| \lesssim |b_Q - b_{Q_{y+r\theta, j-s}}| + |b_{Q_{y+r\theta, k}} - b_{Q_{y+r\theta, j-s}}| \lesssim |k - j| + s.
\]
Recall that \( N = \lfloor d/2 \rfloor + 1 \). A trivial computation yields
\[
\int_{\mathbb{R}^d} \frac{|b(x) - b_{Q_{y+r\theta, k}}|}{(1 + 2^{-2k}|x - y - r\theta|^2)^N} dx \lesssim 2^{kd}.
\]
This, in turn, implies that
\[
\int_{\mathbb{R}^d} \frac{|b(x) - b_{Q_{y+r\theta, k}}|}{(1 + 2^{-2k}|x - y - r\theta|^2)^N} dx \lesssim \int_{\mathbb{R}^d} \frac{|b(x) - b_{Q_{y+r\theta, k}}|}{(1 + 2^{-2k}|x - y - r\theta|^2)^N} dx \lesssim 2^{kd}(|k - j| + s). \tag{5.11}
\]
From Lemma 5.3, we deduce that
\[
\| (b - b_{Q}) (I - G_{v}') W_{k} T_{jv}^{i,s} h_Q \|_{L^1(\mathbb{R}^d)} 
\lesssim 2^{(s+y+k)N_1 + 2sN} 2^{-j(N_1+1)} 2^{-kd} \| \Omega_i \|_{L^{\infty}(S^{d-1})} \int_{\mathbb{R}^d} \int_{S^{d-1}} |\Gamma_{v}'(\theta)| 
\times \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{|b(x) - b_{Q_{y+r\theta, k}}|}{(1 + 2^{-2k}|x - y - r\theta|^2)^N} dx dr d\theta \| h_Q \|_{L^1(\mathbb{R}^d)} dy 
\lesssim 2^{-s} 2^{y(d-1)} 2^{-j+k} N_1 2^{s} N_2 \| \Omega_i \|_{L^{\infty}(S^{d-1})} (|k - j| + s) \| h_Q \|_{L^1(\mathbb{R}^d)},
\]
since \( \| \Gamma_{v}' \|_{L^{\infty}(S^{d-1})} \lesssim 2^{-y s (d-1)} \). Note that for \( s \in \mathbb{N} \), \( s \lesssim 2^{y s} \). Then
\[
\left\{ x \in \mathbb{R}^d \setminus E : \left| \sum_{i=0}^{\infty} \sum_{s > N_0 i} \sum_{j \in \mathbb{Z}} \sum_{Q \in S_{j-s}} U_{34}^{i,s,j} h_Q(x) \right| > \frac{1}{48} \right\} 
\lesssim \sum_{i=0}^{\infty} \sum_{s > N_0 i} \sum_{j \in \mathbb{Z}} \sum_{Q \in S_{j-s}} \| (b - b_{Q}) (I - G_{v}') W_{k} T_{jv}^{i,s} h_Q \|_{L^1(\mathbb{R}^d)} 
\lesssim \sum_{i=0}^{\infty} \sum_{s > N_0 i} 2^{s} N_1 2^{y} N_2 \sum_{j} \sum_{k < m} 2^{(-j+k)N_1} (|j - k| + s) \sum_{Q \in S_{j-s}} \| h_Q \|_{L^1(\mathbb{R}^d)} 
\lesssim \sum_{i=0}^{\infty} \sum_{s > N_0 i} 2^{s} N_1 2^{y} N_2 \sum_{j} \sum_{k < m} 2^{(-j+k)N_1} (|j - k| + s) \| h_Q \|_{L^1(\mathbb{R}^d)} \lesssim \int_{\mathbb{R}^d} |f(x)| dx. \tag{5.12}
\]
provided we choose \( N_1 \in \mathbb{N} \) in Lemma 5.3 such that
\[
N_0(\frac{N_1/2 - \gamma N_1 - 2N\gamma - \gamma}{1}) > 1. 
\tag{5.13}
\]

It remains to consider term \((I - G_i^m)(b - \langle b \rangle Q)V_m T_{j,v}^{i,s} h_Q(x)\). For each cube \(Q \in \mathcal{S}_{j-\frac{1}{3}}\), let \(y_Q\) be the center of \(Q\). Applying Lemma 5.4 and the vanishing moment of \(h_Q\), we get that for each \(Q \in \mathcal{S}_{j-\frac{1}{3}}\),
\[
\| (b - \langle b \rangle Q)V_m T_{j,v}^{i,s} h_Q \|_{L^1(\mathbb{R}^d)} \\
\leq \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |F_{j,v,m}^x(x, y) - F_{j,v,m}^y(x, y_Q)||b(x) - \langle b \rangle_Q|dx |h_Q(y)|dy \\
\leq 2^{-s - m - md} \| \Omega_i \|_{L^\infty(\mathbb{R}^{d-1})} \int_{\mathbb{R}^d} \int_{\mathbb{R}^{d-1}} \Gamma_j^x(\theta) \int_0^\infty \\
\left\{ \int_{\mathbb{R}^d} |b(x) - \langle b \rangle_Q| \int_0^1 \frac{N^2 - m|x - (ty + (1 - t)y_Q) - r\theta|}{(1 + 2^{-2m}|x - (ty + (1 - t)y_Q) - r\theta|^2)^N + 1} dt dx \\
+ \int_{\mathbb{R}^d} \frac{|b(x) - \langle b \rangle_Q|}{(1 + 2^{-2m}|x - y - r\theta|^2)^N} dx \right\} \phi_j(r) dr d\theta |h_Q(y)|dy.
\]

As in inequality (5.11), we have that for each \(t \in [0, 1]\),
\[
\int_{\mathbb{R}^d} |b(x) - \langle b \rangle_Q| \frac{N^2 - m|x - (ty + (1 - t)y_Q) - r\theta|}{(1 + 2^{-2m}|x - (ty + (1 - t)y_Q) - r\theta|^2)^N + 1} dx \lesssim 2^{md} s.
\]

This, along with (5.11), gives us that
\[
\| (b - \langle b \rangle Q)V_m T_{j,v}^{i,s} h_Q \|_{L^1(\mathbb{R}^d)} \lesssim 2^{\frac{j}{2}} 2^{-s - r}(d-1) \| \Omega_i \|_{L^\infty(\mathbb{R}^{d-1})} \| h_Q \|_{L^1(\mathbb{R}^d)}.
\]

Let \(L_{v,m}^{i,s}(x) = \sum_{j \in \mathbb{Z}} \sum_{Q \in \mathcal{S}_{j-\frac{1}{3}}} (b - \langle b \rangle Q)V_m T_{j,v}^{i,s} h_Q(x)\). We then have
\[
\sum_{i=0}^\infty 2^{i/2} \sum_{s > N_0} 2^{j} \sum_{v} 2^{s\gamma(d-1)} 2^{r\gamma(\frac{d}{2} + 1)} \| L_{v,m}^{i,s} \|_{L^1(\mathbb{R}^d)} \\
\lesssim \sum_{i=0}^\infty 2^{\frac{j}{2}} 2^{-s - r} 2^{s\gamma(d-1)} 2^{r\gamma(\frac{d}{2} + 1)} \| h_Q \|_{L^1(\mathbb{R}^d)} \lesssim \| f \|_{L^1(\mathbb{R}^d)},
\]

since \(N_0\) and \(\gamma\) satisfies (5.8). It follows from the pigeonhole principle, inequality (5.4) and Lemma 5.1 that for some constant \(C_0\),
\[
\left\{ x \in \mathbb{R}^d \setminus E : \sum_{i=0}^\infty \sum_{s > N_0} \sum_{j \in \mathbb{Z}} \sum_{Q \in \mathcal{S}_{j-\frac{1}{3}}} U_{j, s, i}^{i, j} h_Q(x) > \frac{1}{48} \right\} \\
\lesssim \sum_{i=0}^\infty \sum_{s > N_0} \sum_{v} \left\{ x \in \mathbb{R}^d \setminus E : |(I - G_i^m) L_{v,m}^{i,s}(x)| > C_0 2^{-i/2} 2^{-s/6 - r\gamma(d-1)} \right\} \\
\lesssim \sum_{i=0}^\infty 2^{i/2} \sum_{s > N_0} 2^{j} \sum_{v} 2^{s\gamma(d-1)} 2^{r\gamma(\frac{d}{2} + 1)} \| L_{v,m}^{i,s} \|_{L^1(\mathbb{R}^d)} \lesssim \| f \|_{L^1(\mathbb{R}^d)}. \tag{5.14}
\]

Combining estimates (5.9), (5.10), (5.12) and (5.14) yields
\[
|\{ x \in \mathbb{R}^d \setminus E : |U_j h(x)| > \frac{1}{12} \}| \lesssim \| f \|_{L^1(\mathbb{R}^d)}.
\]

This completes the proof of (3.6).
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