Abstract

The Kolmogorov entropy allows to split the dynamical systems that have equivalent continuous spectrum into non-isomorphic subclasses. In this paper we make an attempt to generalise the concept of entropy that will allow to split the systems with equivalent continuous spectrum and equal Kolmogorov entropies into finer non-isomorphic subclasses. We will define and calculate the new metrical invariant for the hyperbolic automorphisms on a torus. The hyperbolic systems on a torus are perfect pseudorandom number generators for the Monte-Carlo (MC) simulations in high energy physics, and the new metrical invariant allows a finer characterisation of the MC generators when they have equal entropies.
1 Introduction

Hyperbolic dynamical systems $T$ defined on a torus have strong instability of their trajectories, as strong as it can be in principle [1]. In series of publications we proposed to use the Anosov hyperbolic C-systems on a torus to generate pseudorandom numbers for the Monte-Carlo simulation [2, 3]. The Kolmogorov entropy $h(T)$ [4, 5, 6, 7] allows to quantitatively characterise the pseudorandom number generators [2, 3] in a sense that the larger the entropies are the better the generators are [3, 8, 9]. At the same time we found that the random number generators with equal entropies may have essentially different stochastic properties and that there is a need for additional metrical invariant which will allow a finer characterisation of the MC generators when they have equal entropies.

As it is well known, the Kolmogorov entropy allows to classify and differentiate the dynamical systems that have equivalent continuous spectrum [4] (in mathematical literature: the systems with “countable Lebesgue spectrum”). In this paper we make an attempt to generalise the concept of entropy that will allow to differentiate the systems which have equivalent countable Lebesgue spectrum [10] and equal Kolmogorov entropies. That is in the cases when the unitary operators $U_1$ and $U_2$ associated with the hyperbolic systems $T_1$ and $T_2$ have countable Lebesgue spectrum and equal entropies $h(T_1) = h(T_2)$. It seems natural to think that the available source of information that will allow to distinguish these systems can lie in refined properties of the eigenvalues spectrum of the operator $T$. In the next section we will define the new invariant.

2 Extended Entropy

The hyperbolic dynamical systems are systems that have a uniform and exponential instability of their phase trajectories $u^{(n)} = T^n u^{(0)}$, where $T$ is an evolution operator. The exponential instability of the dynamical system $T$ takes place when the deviation of trajectories $\delta u^{(n)}$ has an exponential character. In such systems a distance between infinitesimally close trajectories increases exponentially and on a compact phase space $u \in M$ equipped with a positive Liouville’s measure $d\mu(u)$ leads to the uniform distribution of almost all trajectories over the whole phase space $M$.

For that reason the dynamical systems that have local and homogeneous hyperbolic instability of the phase trajectories have very extended and rich ergodic properties [1]. As
such they have mixing of all orders, countable Lebesgue spectrum, positive entropy and occupy a nonzero volume in the space of dynamical systems [1]. The important examples of the hyperbolic C-systems [1] are: i) the geodesic flow on the Riemannian manifolds of variable negative curvature [2] and ii) the hyperbolic automorphisms of tori.

Particular systems which we shall consider here are the automorphisms of a torus or of a unit hypercube in Euclidean space \( \mathbb{E}^N \) with coordinates \((u_1, ..., u_N) \mod 1\) [1, 2, 3, 9]:

\[
u^{(k+1)}_i = \sum_{j=1}^{N} T_{ij} u^{(k)}_j \mod 1, \quad k = 0, 1, 2, ... \tag{2.1}
\]

where the components of the vector \(u^{(k)}\) are defined as

\[u^{(k)} = (u^{(k)}_1, ..., u^{(k)}_N).
\]

The phase space of the system \([2.1]\) can also be considered as a \(N\)-dimensional torus appearing at factorisation of the Euclidean space \(\mathbb{E}^N\) with coordinates \(u = (u_1, ..., u_N)\) over an integer lattice \(\mathbb{Z}^N\). The dynamical system defined here by the integer matrix \(T\) should have a determinant equal to one \(\text{Det}T = 1\). In order for the automorphisms \([2.1]\) to fulfil the Anosov hyperbolicity C-condition (see Appendix B) it is necessary and sufficient that the matrix \(T\) has no eigenvalues on the unit circle \([1]\). Therefore the spectrum \(\{\Lambda = \lambda_1, ..., \lambda_N\}\) of the matrix \(T\) should fulfil the following two conditions:

1) \(\text{Det}T = \lambda_1 \lambda_2 ... \lambda_N = 1\), 2) \(|\lambda_i| \neq 1, \quad \forall \ i\). \tag{2.2}

Because the determinant of the matrix \(T\) is equal to one, the Liouville’s measure \(d\mu = du_1 ... du_N\) is invariant under the action of \(T\). The inverse matrix \(T^{-1}\) is also an integer matrix because \(\text{Det}T = 1\). Therefore \(T\) is an automorphism of the unit hypercube onto itself. The conditions \([2.2]\) on the eigenvalues of the matrix \(T\) are sufficient to prove that the system represents an Anosov C-system \([1]\) and therefore as such it also represents a Kolmogorov K-system \([1, 5, 7, 13, 14]\) with mixing of all orders and of nonzero entropy.

---

1 D.V. Anosov gave the definition of C-systems in his outstanding work [1]. The definition of C-systems uses such mathematical concepts as a tangent vector bundle, a derivative mapping, the contracting and expanding linear spaces, foliations and other concepts. The review of the C-systems [1], of the Kolmogorov entropy [4, 5, 7], the properties of its periodic trajectories can be found in the recent article [9] and in Appendix B.

2 The exponential instability of geodesics on Riemannian manifolds of constant negative curvature has been studied by Lobachevsky and Hadamard and by Hedlund and Hopf [30, 31].
Figure 1: The eigenvectors of the matrix \( T \{ e_{\alpha} \} \) and \( \{ e_{\beta} \} \) define two families of parallel planes \( X_\alpha \) and \( Y_\beta \), which are invariant under the automorphisms \( T \). The automorphism \( T \) is contracting the distances between points on the planes belonging to the set \( X_\alpha \) and expanding the distances between points on the planes belonging to the set \( Y_\beta \). The a) depicts the parallel planes of the sets \( X_\alpha \) and \( Y_\beta \) and b) depicts their positions after the action of the automorphism \( T \).

Let us recall how one can compute the entropy \( h(T) \) of the torus automorphisms (2.1) \( u^{(n)} = T^n u^{(0)} \) by using the eigenvalues of the matrix \( T \). The eigenvalues of the matrix \( T \) are divided into two sets \( \{ \lambda_{\alpha} \} \) and \( \{ \lambda_{\beta} \} \) with modulus smaller and larger than one:

\[
0 < |\lambda_{\alpha}| < 1 \quad \text{for } \alpha = d+1, \ldots, N \\
1 < |\lambda_{\beta}| < \infty \quad \text{for } \beta = 1, \ldots, d.
\]  

(2.3)

There exist two hyperplanes \( X_\alpha \) and \( Y_\beta \), which are spanned by the corresponding eigenvectors \( \{ e_{\alpha} \} \) and \( \{ e_{\beta} \} \). These invariant planes of the matrix \( T \), for which the eigenvalues are inside and outside of the unit circle respectively, define exponentially contracting and expanding invariant subspaces. The phase trajectories are expanding and contracting under the transformation \( T \) at an exponential rate (see Fig.1). The same is true for the inverse evolution that is defined by the matrix \( T^{-1} \). For the inverse evolution the contracting and expanding invariant spaces alternate their role.

A convenient way to calculate the entropy \( h(T) \) [1, 7, 14, 18, 19, 9] is to integrate over the whole phase space \( M \) the logarithm of the volume expansion rate \( \lambda(u) \) of an infinitesimal \( d \)-dimensional parallelogram (see Fig.1 and Fig.2) that is embedded into the expanding foliation \( Y_\beta \) with its edges along the corresponding eigenvectors \( e_{\beta} \), where

\[
T e_{\beta} = \lambda_{\beta} e_{\beta}, \quad \beta = 1, \ldots, d.
\]

For the automorphisms (2.1) the coefficient \( \lambda(u) \) does not depend on the phase space coordinates \( u \) and is equal to the product of eigenvalues \( \{ \lambda_{\beta} \} \) with modulus larger than
\[ \lambda(u) = \prod_{\beta=1}^{d} |\lambda_\beta|. \quad (2.4) \]

Thus the entropy of the automorphism (2.1) is equal to the sum:

\[ h(T) = \ln\left(\prod_{\beta=1}^{d} |\lambda_\beta|\right) = \sum_{\beta=1}^{d} \ln |\lambda_\beta|. \quad (2.5) \]

It is clearly from this expression that its value depends on the eigenvalues of the evolution matrix \( T \). The expression (2.5) for the entropy fulfils the Clausius conception of entropy to be extensive. Indeed, if the matrix \( T \) has a block diagonal form with the matrices \( T_1 \) and \( T_2 \) on the diagonal, then one can simply observe additivity of the entropy:

\[ h(T_1) + h(T_2) = \sum_{\beta_1=1}^{d_1} \ln |\lambda_{\beta_1}| + \sum_{\beta_2=1}^{d_2} \ln |\lambda_{\beta_2}| = \sum_{\beta=1}^{d} \ln |\lambda_\beta| = h(T). \quad (2.6) \]

The value of the Kolmogorov entropy \( h(T) \) allows to quantitatively characterise the pseudorandom number generators [2]. For a generator to pass a battery of statistical tests one should have a large enough entropy [3]. What we observed when studying these generators was that even when the generators have equal and large enough entropies, nevertheless they generate a substantially different quality of random sequences. The question is how to differentiate these systems quantitatively when they have identical entropies? Is there an additional metrical invariant which will allow to define a refined classification of systems that have equal Kolmogorov entropies?

In [2] it was conjectured that the generators based on hyperbolic systems (2.1) of high dimensionality \( N \) are advantageous compared to the low-dimensional ones. The argument, I quote, was: "The advantage of a pseudorandom number generator, given by a dynamical system (2.1), is that although the relaxation times \( \tau_0 = 1/h(T) \) (2.7) may be made equal, the "quality" of mixing in the systems (2.1) is higher owing to the fact, that in different directions the rate of instability is different and is proportional to the eigenvalues of the matrix \( T \), which are quite arbitrary. Such "many-scale" mixing of directions ensures a slower growth of the Kolmogorov discrepancy \( D_N(T) \)."

It is true that the eigenvalues represent the metrical invariants of a system, but it is unclear how to compare the eigenvalues of two independent hyperbolic systems. In order to
Figure 2: A three-dimensional parallelogram \((d = 3)\) embedded into the expanding foliation \(Y_\beta\). It is a simplex consisting of sites of lower-dimensional simplexes of dimension one, two and three. The one-dimensional simplexes are the \(\vec{e}_i, \ i = 1, 2, 3\), the two-dimensional are constructed by the pair of vectors \((\vec{e}_i, \vec{e}_j) \ i \neq j\) and the three-dimensional one by \((\vec{e}_1, \vec{e}_2, \vec{e}_3)\). The extended entropy \((2.10)\) is \(r_2(T) = \ln(|\lambda_1|) \ln(|\lambda_2\lambda_3|) + \ln(|\lambda_2|) \ln(|\lambda_3\lambda_1|) + \ln(|\lambda_3|) \ln(|\lambda_1\lambda_2|)\).

find a solution let us consider the low-dimensional subsystems that are naturally embedded into a large one, like in \((2.6)\). In that case we have the low-dimensional expanding foliations that are embedded into the expanding foliation \(Y_\beta\) of a large system. The entropy of a low-dimensional subsystem is equal the logarithm of the expansion rate of the volumes of the low-dimensional parallelograms and are equal to the product of the corresponding eigenvalues \((2.6)\). These quantities will characterise the entropies of the subsystems if a large system is factorised into a lower dimensional ones, that is when a matrix \(T\) has block diagonal form and we will have:

\[
h(T_1) + \ldots + h(T_m) = \sum_{\beta_1=1}^{d_1} \ln |\lambda_{\beta_1}| + \ldots + \sum_{\beta_m=1}^{d_m} \ln |\lambda_{\beta_m}| = h(T). \tag{2.8}\]

Now one should understand how to proceed if the matrix \(T\) does not have block diagonal form. In that case we still can consider lower-dimensional subsystems and calculate the corresponding entropies, but the reality is that there are many of them and none of them have any "privileged" position within a large system. In that case it seems natural to consider all subsystems simultaneously.

The \(d\)-dimensional parallelogram embedded into the expanding foliation \(Y_\beta\) is a geometrical simplex of dimension \(d\) consisting of sites of lower-dimensional simplexes: of dimension one, two and larger, up to the \(d\)-dimensional simplex (see Fig.2). The lowest-dimensional parallelograms will consist of \(d\) one-dimensional simplexes (edges) parallel to the eigenvectors \(e_i, \ i = 1, \ldots, d\). The logarithm of the expansion rate of the \(i\)-th parallelogram with give us the associated entropy \(h_i = \ln |\lambda_i|\). The two-dimensional parallelograms will have two
edges parallel to the eigenvectors \((e_{i_1}, e_{i_2})\) \(i_1 \neq i_2\) and its expansion rate will give the associated entropies \(h_{i_1 i_2} = \ln(\vert \lambda_{i_1} \lambda_{i_2} \vert)\). Considering the expansion rate of all possible distinct lower-dimensional parallelograms of increasing dimensionality we shall get the correspond ”sub-entropies”

\[
h_i = \ln \vert \lambda_i \vert, \quad h_{i_1 i_2} = \ln(\vert \lambda_{i_1} \lambda_{i_2} \vert), \quad \ldots \quad h_{i_1 \ldots i_m} = \ln(\vert \lambda_{i_1} \ldots \lambda_{i_m} \vert) \quad \ldots
\]  

(2.9)

The sum of all these entropies will give a quantity proportional to the standard entropy \((2.5)\), therefore it seems natural to construct a quantity that is quadratic in \(h_{i_1 \ldots i_m}\), that is, to define an extended entropy as a sum \(s(T) = h(T) + r_2(T) + \ldots + r_d(T)\), where

\[
r_2(T) \sim \sum_{1} \ln \vert \lambda_{i_1} \vert \cdot \ln \vert \lambda_{i_2} \ldots \lambda_{i_d} \vert +
\]

\[
+ \sum_{2} \ln \vert \lambda_{i_1} \lambda_{i_2} \vert \cdot \ln \vert \lambda_{i_3} \ldots \lambda_{i_d} \vert + \ldots
\]

\[
+ \sum_{[\frac{d}{2}]} \ln \vert \lambda_{i_1} \ldots \lambda_{i_{\frac{d}{2}}} \vert \cdot \ln \vert \lambda_{i_{\frac{d}{2}} + 1} \ldots \lambda_{i_d} \vert = C(d) \sum_{i_1 \neq i_2} \ln \vert \lambda_{i_1} \vert \cdot \ln \vert \lambda_{i_2} \vert.
\]  

(2.10)

and the sum \(\sum_m\) runs over all non equal permutations of \(i’s\). We will simply define

\[
r_2(T) = \sum_{i_1 \neq i_2} \ln \vert \lambda_{i_1} \vert \cdot \ln \vert \lambda_{i_2} \vert.
\]  

(2.11)

The extended entropy \(r_2(T)\) is a metrical invariant of the automorphisms \(T\). If the systems \(S\) and \(T\) are isomorphic \(S = QTQ^{-1}\), where \(Q\) is a unitary operator, then they have equal eigenvalues and \(r_2(S) = r_2(T)\). It follows from \((2.11)\) that spectrally equivalent dynamical systems \(U_S = QU_TQ^{-1}\) that have countable Lebesgue spectrum of the unitary operators \(U_S\) and \(U_T\) and equal Kolmogorov entropies \(h(S) = h(T)\) are not isomorphic when \(r_2(S) \neq r_2(T)\). We shall define the high order entropies as

\[
r_3(T) = \sum_{i_1 \neq i_2 \neq i_3} \ln \vert \lambda_{i_1} \vert \cdot \ln \vert \lambda_{i_2} \vert \cdot \ln \vert \lambda_{i_3} \vert
\]

\[
\ldots \ldots \ldots
\]

\[
r_{d-1}(T) = \sum_{i_1 \neq i_2 \ldots \neq i_{d-1}} \ln \vert \lambda_{i_1} \vert \cdot \ln \vert \lambda_{i_2} \vert \cdot \ldots \cdot \ln \vert \lambda_{i_{d-1}} \vert
\]

\[
r_d(T) = \ln \vert \lambda_1 \vert \cdot \ln \vert \lambda_2 \vert \cdot \ldots \cdot \ln \vert \lambda_d \vert.
\]  

(2.12)
The hyperbolic systems are not isomorphic even if all of these invariants are equal except one of them. In the next section we shall consider the relevant examples.

But before considering examples it will be interesting to know if there is an equivalent definition of the extended entropies $r(T)$ that can be given in terms of the information theory [4, 5, 6]. Let us in short recollect the construction of the Kolmogorov entropy $h(T)$. If $\alpha = \{A_i\}_{i \in I}$ (I is finite or countable) is a measurable partition of the phase space $M$, \( \mu(M \setminus \bigcup_{i \in I} A_i) = 0, \quad \mu(A_i \cap A_j) = 0, \ i \neq j \), then the entropy of the partition $\alpha$ is

$$h(\alpha) = - \sum_{i \in I} \mu(A_i) \ln \mu(A_i). \quad (2.13)$$

The refinement partition $\alpha = \alpha_1 \lor \alpha_2 \lor \ldots \lor \alpha_k$ of the collection of partitions $\alpha_1, \ldots, \alpha_k$ is the intersection of all their composing sets $A_i$: $\alpha = \{ \bigcap_{i \in I} A_i \mid A_i \in \alpha_i \ \text{for all} \ i \}$. The entropy of the refinement $\alpha \lor T\alpha \lor \ldots \lor T^{n-1}\alpha$ generated by iteration of the automorphism $T$ is the limit:

$$h(\alpha, T) = \lim_{n \to \infty} \frac{h(\alpha \lor T\alpha \lor \ldots \lor T^{n-1}\alpha)}{n}, \quad n = 1, 2, \ldots, \quad (2.14)$$

and the entropy of the automorphism $T$ is a supremum taken over all finite measurable partitions $\{\alpha\}$ of $M$ [4, 5, 7, 12, 13, 14]:

$$h(T) = \sup_{\{\alpha\}} h(\alpha, T). \quad (2.15)$$

In article [20] Tsallis suggested an extension of the standard expression for the entropy $h = \sum_{i=1}^{n} p_i \ln \frac{1}{p_i}$ by using $q$ deformation of the logarithmic function:

$$h_q = \frac{1 - \sum_{i=1}^{n} p_i^q}{q - 1} = \sum_{i=1}^{n} p_i \ln_q \frac{1}{p_i}, \quad \sum_{i=1}^{n} p_i = 1. \quad (2.16)$$

The standard entropy is recovered when the parameter $q \in R$ tends to one $\lim_{q \to 1} h_q = h$. By using the $q$ deformation of the logarithm one can suggest the generalisation of the entropy of a partition $\alpha$ in (2.13) to be promoted to the expression

$$h_q(\alpha) = \sum_{i \in I} \mu(A_i) \ln_q \frac{1}{\mu(A_i)}. \quad (2.17)$$

The entropy of the partition $\alpha$ with respect to the automorphisms $T$ is the limit

$$h_q(\alpha, T) = \lim_{n \to \infty} \frac{h(\alpha \lor T\alpha \lor \ldots \lor T^{n-1}\alpha)}{n}, \quad n = 1, 2, \ldots \quad (2.18)$$
and the generalised entropy of the automorphism \( T \) we shall define as a supremum:

\[
h_q(T) = \sup_{\{\alpha\}} h(\alpha, T). \tag{2.19}\]

The extended entropy \( h_q(T) \) is a metrical invariant. Indeed, it is formulated in terms of a measure that is invariant under automorphism transformations \( \mu(A) = \mu(TA) \). If two systems \( S \) and \( T \) are isomorphic \( S = QTQ^{-1} \), where \( Q \) is a unitary map between phase spaces \( K \) and \( M \), then to each measurable partition \( \alpha \) of \( M \) correspond a particular measurable partition \( \beta \) of \( K \), therefore isomorphic systems will have equal values of \( h_q \).

The new feature of the \( h_q(T) \) consists in the fact that for two independent automorphisms \( T_1 \) and \( T_2 \) we will have the expression which is quadratic in subsystems entropies:

\[
h_q(T) = h_q(T_1) + h_q(T_2) + (1 - q) h_q(T_1) h_q(T_2). \tag{2.20}\]

The last term is quadratic in the entropies of the subsystems and has a structure similar to the terms in the extended entropy \( r_2(T) \). We were unable to derive our formulas (2.11), (2.12) from the alternative definition (2.19). But it is appealing to conjecture that it is the \( q \) deformation logarithm of the volume expansion rate \( h_q(T) = \ln_q \lambda(u) \). That leads to the expression

\[
h_q(T) = \ln_q \left( \prod_{\beta=1}^{d} |\lambda_{\beta}| \right) = \sum_{i_1=1}^{d} \ln_q |\lambda_{i_1}| + (1 - q) \sum_{i_1 \neq i_2} \ln_q |\lambda_{i_1}| \cdot \ln_q |\lambda_{i_2}| + (1 - q)^2 \sum_{i_1 \neq i_2 \neq i_3} \ln_q |\lambda_{i_1}| \cdot \ln_q |\lambda_{i_2}| \cdot \ln_q |\lambda_{i_3}| + \ldots + (1 - q)^{d-1} \ln_q |\lambda_1| \cdot \ln_q |\lambda_2| \cdot \ldots \cdot \ln_q |\lambda_d|, \tag{2.21}\]

which is identical in structure with the linear sum \( s(T) = h(T) + r_2(T) + \ldots + r_d(T) \) (2.11), (2.12). It is a challenging problem to prove this relation.

\(^3\)The \( q \) deformation of the logarithm has the following property: \( \ln_q(xy) = \ln_q x + \ln_q y + (1-q) \ln_q x \ln_q y \).
3 Calculating Extended Entropy

We shall consider the MIXMAX matrix $T$ of the form [2 3]:

$$T(N, s) = \begin{pmatrix}
1 & 1 & 1 & 1 & \cdots & 1 & 1 \\
1 & 2 & 1 & 1 & \cdots & 1 & 1 \\
1 & 3 + s & 2 & 1 & \cdots & 1 & 1 \\
1 & 4 & 3 & 2 & \cdots & 1 & 1 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & N & N - 1 & N - 2 & \cdots & 3 & 2 
\end{pmatrix} \quad (3.22)$$

The matrix is constructed so that its entries are increasing together with the size $N$ of the matrix, and we have a family of matrices which are parametrised by the integers $N$ and $s$ and have determinant equal to one. It is defined recursively, since the matrix of size $N + 1$ contains in it the matrix of the size $N$. In order to generate pseudorandom vectors $u^{(n)} = T^n u^{(0)}$, one should choose the initial vector $u^{(0)} = (u_1^{(0)}, \ldots, u_m^{(0)})$, called the ”seed”, with at least one non-zero component to avoid fixed point of $T$, which is at the origin.

The eigenvalues of the matrices $T$ and $T^{-1}$ (3.22) are complex valued $\lambda_i = r(\phi_i) \exp(i \phi_i)$ and lie on the parabola and cardioid correspondingly when $N \to \infty$ [3 8]:

$$r(\phi) = \frac{1}{4 \cos^2(\phi/2)}, \quad r(\phi) = 4 \cos^2(\phi/2). \quad (3.23)$$

For finite $N$, the formula for the eigenvalues is

$$\lambda_j = \frac{1}{4 \cos^2(j \pi/2N)} \exp(i \pi j/N) \text{ for } j = -N/2..N/2 , \quad (3.24)$$

where the complex conjugate eigenvalues correspond to $\pm j$. The eigenvalues are widely dispersed and the spectrum is indeed ”multi-scale” as required [2] and is shown on Fig 3.

From the above analytical expression for eigenvalues it follows that the eigenvalues satisfying the condition $0 < |\lambda_\alpha| < 1$ are in the range $-2\pi/3 < \phi < 2\pi/3$ and the ones satisfying the condition $1 < |\lambda_\beta|$ are in the interval $2\pi/3 < \phi < 4\pi/3$.

The entropy of the system $h(T)$ can be calculated for large values of $N$ as an integral over eigenvalues (3.23) [8]:

$$h(T) = \sum_{-2\pi/3 < \phi_i < 2\pi/3} \ln(4 \cos^2(\phi_i/2)) \approx N \int_{-2\pi/3}^{2\pi/3} \ln(4 \cos^2(\phi/2)) \frac{d\phi}{2\pi} \approx 4.06 \left(\frac{N}{2\pi}\right) \quad (3.25)$$
and grows linearly with the dimension $N$ of the operator $T$. Let us now calculate the extended entropy (2.10) of the system $T$ (3.22):

\[
\begin{align*}
    r_2(T) &\geq \sum_{-2\pi/3 < \phi_m < 2\pi/3} \left( \sum_{2\pi/3 < \phi_i < \phi_m} \ln(4 \cos^2(\phi_i/2)) \right) \left( \sum_{\phi_m < \phi_i < 2\pi/3} \ln(4 \cos^2(\phi_i/2)) \right) \\
    &\approx N^3 \int_{-2\pi/3}^{2\pi/3} \frac{d\phi}{2\pi} \left( \int_{-2\pi/3}^{2\pi/3} \ln(4 \cos^2(\chi/2)) \frac{d\chi}{2\pi} \right) \left( \int_{\phi}^{2\pi/3} \ln(4 \cos^2(\omega/2)) \frac{d\omega}{2\pi} \right) \\
    &\approx 9.138 \left( \frac{N}{2\pi} \right)^3.
\end{align*}
\]

(3.26)

The extended entropy is growing as the cube of the matrix dimension $N$. The inequality appears due to the fact that not all of the permutations are taken into account in the integral representation (3.26).

In Table 1 we present the entropies of the operator $T(N, s)$ for the matrices of a large matrix size $N$. The third column represents the values of the Kolmogorov entropy $h(T)$ and the forth one the extended entropies $r(T)$, which are fairly large. This reflects the fact that the eigenvalues are large and are well distributed.

Let us also consider some of the other popular generators. In the case of RCARRY [32], which is a slight modification of a Fibonacci-like recurrence modulo $2^{24}$, its failure was related to the weak mixing properties of its underlying matrix, because the entropy is of order $h \approx 0.32$. Its extended entropy is $r \approx 1.25$. In case of the skipping procedure these
| Size | Magic | Entropy $h(T)$ | Extended Entropy $r_2(T)$ | Log of the period $q$ $\approx \log_{10}(q)$ |
|------|-------|----------------|--------------------------|-----------------------------------|
| $N$  | $s$   |                |                          |                                   |
| 256  | -1    | 164.5          | 618061                   | 4682                              |
| 7307 | 0     | 4676.5         | 1.4 $10^{10}$            | 134158                            |
| 20693| 0     | 13243.5        | 3.3 $10^{11}$            | 379963                            |
| 25087| 0     | 16055.7        | 5.8 $10^{11}$            | 460649                            |
| 28883| 1     | 18485.1        | 8.9 $10^{11}$            | 530355                            |
| 40045| -3    | 25628.8        | 2.4 $10^{12}$            | 735321                            |
| 44851| -3    | 28704.6        | 3.3 $10^{12}$            | 823572                            |

Table 1: Table of parameters of the operator $T(N,s)$ for large matrix size $N$. The third column is the value of the Kolmogorov entropy and the forth one of the extended entropy. The $\log_{10} q$ is logarithm of the period $q$.

parameters are increasing by number of skipping, which is about hundred, but still remain small. These invariants remain small also for the Mersenne Twister (MT) generators [33].

4 Conclusion

The efficient implementation of the C-system MIXMAX generators (2.1) for Monte-Carlo simulations can be found in the articles [3, 22]. The MIXMAX generators demonstrated excellent statistical properties, high performance and superior high quality output and became a multidisciplinary usable product. The main characteristics of the generators are: a) MIXMAX is an original and genuine 64-bit generator, is one of the fastest generators producing 64-bit pseudorandom number in approximately 4 nanoseconds, b) has very large Kolmogorov entropy of 0.9 per/bit, c) long periods of order of $10^{120} - 10^{5000}$, d) a new skipping algorithm generates seeds and guarantees that streams are not overlapping. The MIXMAX generators were integrated into the concurrent and distributed MC toolkit Geant4 [24], the foundation library CLHEP [23] and data analysis framework ROOT [25]. These software tools have wide applications in High Energy Physics at CERN, in CMS experiment [26, 27], at SLAC, FNAL and KEK National Laboratories and are part of the CERN’s active Technology Transfer policy. The generator is available in the PYTHIA
event generator \[28\]. The MIXMAX code can be downloaded from the GSL-GNU Scientific Library \[29\].
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6 Appendix A

The automorphism \(T\) of the phase spaces \(M\) is metrically isomorphic to the automorphism \(S\) on \(K\) if there exists the isomorphism \(Q\) of the spaces \(M\) and \(K\) such that \(S = Q^{-1}TQ\). The spectral properties of the automorphism \(T\) on the Hilbert space \(L_2(M)\) of functions \(\{f(u); u \in M\}\) is defined as the spectrum of the corresponding conjugate unitary operator \(U_T\) \[10\]:

\[
U_T f(u) = f(Tu), \quad u \in M. \tag{6.27}
\]

The automorphisms \(S\) and \(T\) are considered spectrally equivalent if the unitary operators \(U_S\) and \(U_T\) have identical spectrum, that is \(U_S = Q^{-1}U_TQ\).

7 Appendix B

The C-condition was formulated by Anosov in \[1\]. A cascade on the \(m\)-dimensional compact phase space \(W^m\) is induced by the diffeomorphisms \(T : W^m \to W^m\). The iterations are defined by a repeated action of the operator \(\{T^n, -\infty < n < +\infty\}\), where \(n\) is an integer number. The tangent space at the point \(w \in W^m\) is denoted by \(R^m_w\) and the tangent vector bundle by \(\mathcal{R}(W^m)\). The diffeomorphism \(\{T^n\}\) induces the mapping of the tangent spaces \(\tilde{T}^n : R^m_w \to R^m_{T^n w}\). The C-condition requires that the tangent space \(R^m_w\) at each point \(w\) of the \(m\)-dimensional phase space \(W^m\) of the dynamical system \(\{T^n\}\) should be decomposable into a direct sum of the two linear spaces \(X^k_w\) and \(Y^l_w\) with the following properties \[1\]:

\[
C1. \quad R^m_w = X^k_w \bigoplus Y^l_w \tag{7.28}
\]

The dynamical system \(\{T^n\}\) is such that:

\[
C2. \quad a) |\tilde{T}^n \xi| \leq a|\xi|e^{-cn} \text{ for } n \geq 0; \quad |\tilde{T}^n \xi| \geq b|\xi|e^{-cn} \text{ for } n \leq 0, \quad \xi \in X^k_w;
\]

\[
b) |\tilde{T}^n \eta| \geq b|\eta|e^{cn} \text{ for } n \geq 0; \quad |\tilde{T}^n \eta| \leq a|\eta|e^{cn} \text{ for } n \leq 0, \quad \eta \in Y^l_w,
\]
Figure 4: Any tangent vector $\omega \in R_w$ at the point $w \in \mathbb{E}^N$ is decomposable into the sum $R_w = X_w \bigoplus Y_w$, where the spaces $X_w$ and $Y_w$ are defined by the corresponding eigenvectors of the matrix $T$ ([2.1]). The automorphisms $T$ induce the mapping of the tangent spaces $TX_w = X_{T^w}$, $TY_w = Y_{T^w}$. It is contracting the distances on $X_w$ and expanding the distances on $Y_w$.

Figure 5: At each point $w$ of the C-system the tangent space $R^m_w$ is decomposable into a direct sum of two linear spaces $Y^l_w$ and $X^k_w$. The expanding and contracting geodesic flows are $\gamma^+$ and $\gamma^-$. The expanding and contracting invariant foliations $\Sigma^l_w$ and $\Sigma^k_w$ are transversal to the geodesic flows and their corresponding tangent spaces are $Y^l_w$ and $X^k_w$.

where the constants $a$, $b$ and $c$ are positive and are the same for all $w \in W^m$ and all $\xi \in X^k_w$, $\eta \in Y^l_w$. The length $|\ldots|$ of the tangent vectors $\xi$ and $\eta$ is defined by the Riemannian metric $ds$ on $W^m$. The linear spaces $X^k_w$ and $Y^l_w$ are invariant with respect to the derivative mapping $\tilde{T}^m X^k_w = X^k_{T^m w}$, $\tilde{T}^m Y^l_w = Y^l_{T^m w}$ and represent the contracting and expanding linear spaces (see Fig.5). The C-condition describes the behaviour of all trajectories $\tilde{T}^m \omega$ on the tangent vector bundle $\omega \in R^m_w$. Anosov proved that the vector spaces $X^k_w$ and $Y^l_w$ are continuous functions of the coordinate $w$ and that they are the target vector spaces to the foliations $\Sigma^k$ and $\Sigma^l$ which are the surfaces transversal to the trajectories $T^n w$ on $W^m$ (see Fig. 5).
Appendix C

Any C-cascade on a torus can be embedded into a certain C-flow \[1\]. Let us consider a C-cascade on a torus \(W^m\) (defined in section two) and increase its dimension \(m\) by one unit constructing a cylinder \(W^m \times [0, 1]\), where \([0, 1] = \{u \mid 0 \leq u \leq 1\}\), and identifying \(W^m \times \{0\}\) with \(W^m \times \{1\}\) by the formula: \((w, 1) \equiv (Tw, 0)\). Here \(T\) is diffeomorphism (2.1). The resulting compact Riemannian manifold \(W^{m+1}\) has a bundle structure with the base \(S^1\) and fibres of the type \(W^m\) (see Fig. 6). The manifold \(W^{m+1}\) has the local coordinates \(\tilde{w} = (w^1, ..., w^m, u)\). The C-flow \(T^t\) on the manifold \(W^{m+1}\) is defined by the equations [1]

\[
\frac{dw^1}{dt} = 0, \ldots, \frac{dw^m}{dt} = 0, \quad \frac{du}{dt} = 1. \tag{8.29}
\]

For this flow the tangent space \(R^m_{\tilde{w}}\) is a direct sum of three subspaces:

\[
R^m_{\tilde{w}} = X^k_{\tilde{w}} \oplus Y^l_{\tilde{w}} \oplus Z_{\tilde{w}}. \tag{8.30}
\]

The linear space \(X^k_{\tilde{w}}\) is tangent to the fibre \(W^m \times u\) and is parallel to the eigenvectors corresponding to the eigenvalues which are lying inside the unit circle \(0 < |\lambda_\alpha| < 1\) and \(Y^l_{\tilde{w}}\) is tangent to the fibre \(W^m \times u\) and is parallel to the eigenvectors corresponding to the eigenvalues which are lying outside of the unit circle \(1 < |\lambda_\beta|\). \(Z_{\tilde{w}}\) is collinear to the phase space velocity (8.29). Under the derivative mapping of the (8.29) the vectors from \(X^k_{\tilde{w}}\) and \(Y^l_{\tilde{w}}\) are contracting and expanding:

\[
|\tilde{T}_t e_\alpha| = \lambda^t_\alpha |e_\alpha|, \quad |\tilde{T}_t e_\beta| = \lambda^t_\beta |e_\beta|. \tag{8.31}
\]

This identification of contracting and expanding spaces proves that (8.29) defines a C-flow.

We are interested now to define a geodesic flow on the same Riemannian manifold \(W^{m+1}\). The geodesic flow on \(W^{m+1}\) was not studded in [1] and has dynamics which is different from (8.29). The equations for the geodesic flow on \(W^{m+1}\)

\[
\frac{d^2\tilde{w}^\mu}{dt^2} + \Gamma^\mu_{\nu\rho} \frac{d\tilde{w}^\nu}{dt} \frac{d\tilde{w}^\rho}{dt} = 0 \tag{8.32}
\]

are different from the flow equations defined by the equations (8.29). If all sectional curvatures on \(W^{m+1}\) are negative then geodesic flow defines a C-flow [1]. For simplicity we shall consider a two-dimensional case \(m = 2\) and the matrix

\[
T = \begin{pmatrix} 1 & 1 \\ 1 & 2 \end{pmatrix}. \tag{8.33}
\]
Figure 6: The identification of the fibres $W^2 \times \{0\}$ and $W^2 \times \{1\}$ is made by the formula $(w, 1) \equiv (Tw, 0)$ and the resulting manifold is a closed cylinder $W^2 \times [0, 1]$, where $[0, 1] = \{u \mid 0 \leq u \leq 1\}$. The resulting compact manifold $W^3$ has a bundle structure with the base $S^1$ and fibres $W^2 \times \{u\}$. The manifold $W^3$ has the local coordinates $\tilde{w} = (w^1, w^2, u)$. The metric on the $W^{m+1}$ is defined as:

$$ds^2 = e^{2u}[\lambda_1 dw^1 + (1 - \lambda_1)dw^2]^2 + e^{2u}[\lambda_2 dw^1 + (1 - \lambda_2)dw^2]^2 + du^2 = g_{\mu\nu}d\tilde{w}^\mu d\tilde{w}^\nu,$$

where $0 < \lambda_2 < 1 < \lambda_1$ are eigenvalues of the matrix $[8.33]$ and fulfil the relations $\lambda_1 \lambda_2 = 1$, $\lambda_1 + \lambda_2 = 3$. The metric is invariant under the automorphism $T$

$$w^1 = 2w^1 - w^2, \quad w^2 = -w^1 + w^2, \quad u = u' - 1 \quad (8.34)$$

and is therefore consistent with the identification $(w, 1) \equiv (Tw, 0)$. The metric tensor has the form

$$g_{\mu\nu}(u) = \begin{pmatrix}
\lambda_1^{2+2u} + \lambda_2^{2+2u} & (1 - \lambda_1)\lambda_1^{1+2u} + (1 - \lambda_2)\lambda_2^{1+2u} & 0 \\
(1 - \lambda_1)\lambda_1^{1+2u} + (1 - \lambda_2)\lambda_2^{1+2u} & (1 - \lambda_1)^2\lambda_1^{2u} + (1 - \lambda_2)^2\lambda_2^{2u} & 0 \\
0 & 0 & 1
\end{pmatrix} \quad (8.35)$$

and the corresponding geodesic equations take the following form:

$$\ddot{w}^1 + 2\frac{\lambda_1 - 1}{\lambda_1 + 1} \ln \frac{\lambda_1}{\lambda_1 + 1} \dot{w}^1 \dot{u} - 4\frac{\lambda_1 - 1}{\lambda_1 + 1} \ln \frac{\lambda_1}{\lambda_1 + 1} \dot{w}^2 \dot{u} = 0$$

$$\ddot{w}^2 - 2\frac{\lambda_1 - 1}{\lambda_1 + 1} \ln \frac{\lambda_1}{\lambda_1 + 1} \dot{w}^2 \dot{u} - 4\frac{\lambda_1 - 1}{\lambda_1 + 1} \ln \frac{\lambda_1}{\lambda_1 + 1} \dot{w}^1 \dot{u} = 0 \quad (8.36)$$

$$\ddot{u} + \frac{(1 - \lambda_1^{2u+4}) \ln \lambda_1}{\lambda_1^{2u+2}} \dot{w}^1 \dot{w}^1 + 2\frac{(1 + \lambda_1^{2u+3})(\lambda_1 - 1) \ln \lambda_1}{\lambda_1^{2u+2}} \dot{w}^1 \dot{w}^2 +$$

$$+ \frac{(1 - \lambda_1^{2u+2})(\lambda_1 - 1)^2 \ln \lambda_1}{\lambda_1^{2u+2}} \dot{w}^2 \dot{w}^2 = 0.$$
One can become convinced that these equations are invariant under the transformation (8.34). In order to study a stability of the geodesic flow one has to compute the sectional curvatures. We shall choose the orthogonal frame in the directions of the linear spaces $X_1, Y_1$ and $Z_1$. The corresponding vectors are: $e_1 = (\lambda_1 - 1, \lambda_1, 0)$, $e_2 = (\lambda_2 - 1, \lambda_2, 0)$, $e_3 = (0, 0, 1)$ and in the metric (8.35) they have the lengths:

$$|e_1|^2 = (\lambda_1 - \lambda_2)^2\lambda_2^2, \quad |e_2|^2 = (\lambda_1 - \lambda_2)^2\lambda_1^2, \quad |e_3|^2 = 1. \quad (8.37)$$

The corresponding sectional curvatures are:

$$K_{12} = \frac{R_{\mu\nu\lambda\rho}e_1^\mu e_2^\nu e_1^\lambda e_2^\rho}{|e_1 \wedge e_2|^2} = \ln^2 \lambda_1 > 0$$

$$K_{13} = \frac{R_{\mu\nu\lambda\rho}e_1^\mu e_3^\nu e_1^\lambda e_3^\rho}{|e_1 \wedge e_3|^2} = -\ln^2 \lambda_2 < 0 \quad (8.38)$$

$$K_{23} = \frac{R_{\mu\nu\lambda\rho}e_2^\mu e_3^\nu e_2^\lambda e_3^\rho}{|e_2 \wedge e_3|^2} = -\ln^2 \lambda_1 < 0.$$

It follows for the above equations that the geodesic flow is exponentially unstable on the planes (1,3) and (2,3) and is stable in the plane (1,2). This behaviour is dual to the flow (8.29) which is unstable in (1,2) plane and is stable in (1,3) and (2,3) planes. The scalar curvature is

$$R = R_{\mu\nu\lambda\rho}g^{\mu\lambda}g^{\nu\rho} = 2(K_{12} + K_{13} + K_{23}) = -2 \ln^2 \lambda_1 = -2h(T)^2, \quad (8.39)$$

where $h(T)$ is the entropy of the automorphism $T$ (8.33).
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