An Optimal Control Scheme for Load Bus Voltage Regulation and Reactive Power-Sharing in an Islanded Microgrid
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Abstract: This paper presents an optimal control scheme for an islanded microgrid (MG), which performs reactive power-sharing and voltage regulation. Two-fold objectives are achieved, i.e., the load estimation strategy, firstly, approximates the MG’s impedance and transmits this information through a communication link. Based on approximated impedance information, an optimal regulator is then constructed to send optimal control commands to respective local power controllers of each distributed generation unit. An optimal regulator is a constraints optimized problem, mainly responsible to restore the buses’ voltage magnitudes and realize power-sharing proportionally. The important aspect of this control approach is that the voltage magnitude information is only required to be transferred to each inverter’s controller. In parallel, a secondary control layer for frequency restoration is implemented to minimize the system frequency deviations. The MATLAB/Simulink and experimental results obtained under load disturbances show the effectiveness for optimizing the voltage and power. Modeling and analysis are also verified through stability analysis using system-wide mathematical small-signal models.
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1. Introduction

One of the important factors of autonomous MG is to drive the electrical network with high security and reliability at various operating conditions. Control of voltage and reactive power is a salient step in order to obtain a reliable smart network [1–3]. Such issues have been investigated by many researchers as it is considered one of the leading cause for voltage collapse, which may drive the power system blackout [4]. Voltage vulnerability can be defined as the failure of bus voltage to return at a nominal value under disturbance [5,6]. Most of the power shutdown came about from voltage uncertainty, which predominantly came up due to failure of the control system to draw out adequate reactive power to reinforce the voltage at fault-finding grid buses [7]. The issue principally emerged from depending on an on–off control facility, without using an automatic control system. The design of voltage control and the power-sharing layer was first set up by...
European countries and later propagated by the United States, Asia, and Africa, respectively [4]. Each country employed the control layers in accordance with their own methodology, which is sufficient to remove the voltage fluctuations and well address the reactive power sharing.

Three hierarchical control loops use to control the voltage and power sharing in islanded smart grids, i.e., primary, secondary, and tertiary controls layers [8–11]. The primary layer restores the autonomous MGs voltage magnitude while the secondary control is responsible for regulating the load buses voltage magnitude within an acceptable range. Wherein, the tertiary voltage control addresses the setting values of the pilot bus based on optimal power flow. The droop control schemes are widely used to obtain the power-sharing by using a communication channel. Power-sharing control schemes of DG units, based on communication, are master/slave [12,13], concentrated control [14,15], and distributed control [16,17]. In contrast, the control methodologies without using the communication channel are mainly based on the droop idea, which includes four leading categories: (1) virtual framework structure-based scheme [18–23]; (2) signal injection strategy [24]; (3) conventional and variants of the droop control [10, 25–29]; (4) “construct and compensate” based schemes [15,30,31].

The real power-frequency p-f and reactive power-voltage Q-V droop layers are employed to resolve the power control issues [6,32–35]. Authors presented an improved power sharing control strategy to regulate the load bus voltage but at the cost of inverter terminal voltage deviation [27]. A “Q-V dot droop” scheme was developed but the reactive power sharing was not evident when the local loads were added [36]. The droop control schemes based on virtual impedance are observed as an evident strategy to deal with reactive power-sharing problems [30,31,37,38]. The power sharing can be improved by virtual impedance techniques, but voltage droop and virtual impedance deteriorate the inverter terminal voltage quality [39,40]. Voltage control methods are presented in [35] in order to reduce the trade-off between bus voltage and reactive power. Such schemes develop additional voltage offset for compensation by depending on the communication link, which may lead to voltage instability due to time delay. A distributed voltage control scheme is developed to regulate system voltage without a communication link, but the reactive power-sharing performance has not. Recently, a Kalman filter-based state estimator scheme was used for reactive power sharing and bus voltage regulation, however, this strategy requires a high bandwidth data rate and thus increases complexity when generation units are located at long distances [41,42].

Power systems are predominantly working under stressed operating conditions due to speedy growing load demand. The voltage stability has set off vital concerns in present-day electrical power system operations which depends on the proportional realization of reactive power. Even the simplest version of the distribution system faces challenges such as load bus voltage restoration and at the same time minimizing the circulating reactive power in grid-forming nodes. Therefore, in this paper, an effort has been made to resolve such issues faced by an islanded MG distribution network. To the best of our knowledge, the simple quadratic optimized cost function-based techniques for optimizing the load bus voltage and power are not fully investigated and further research is required to enhance the existing studies. In some articles, various methods have been sought to achieve these aims by acquiring real-time signals at each load bus, however, it overburdens communication by taking up high communication bandwidth. On that account, this paper presents an optimal control method, an extension of previous work [34]. The presented method does not require accurate grid impedance information, eventually reduces the data bandwidth. We summarize the major contribution of this work as follows:

- This study is conducted in a radial feeder system accompanied by three load buses connected with two grid forming nodes.
- The approximated impedance information of all load-buses is estimated through local load agents, which reduces the bandwidth data requirement.
• An optimal regulator, an optimized cost function, is constructed to send optimal control commands to the inner layer of each DG unit. Moreover, the secondary control layer is responsible to restore the frequency deviations.

• The MATLAB/Simulink (R2018a, product registered with TJU, China) and experiment results show the effectiveness of the proposed methodology. For the stability analysis, separate Simulink and a linear analysis tool are considered to analyze the complex system by perturbing dynamical equations of the same.

The remainder of this paper is organized as follows. Section 2 presents the design procedure with details of the system used in the proposed study. Section 3 outlines the operation principle of the proposed optimal control strategy. Section 4 provides the derivations of the small-signal model for this MGs system with the employed controls. Section 5 elaborates the stability analysis of the system under the discussed controls. Further, it also presents the simulation and experimental results in detail with and without the proposed control scheme, and finally, Section 6 concludes the paper.

2. Design Procedure

This section details the general procedural design flow of the proposed methodology, which is primarily composed of load estimation and an optimal regulator, illustrated by Figure 1. In the load estimation strategy, the load impedance of $i^{th}$ ($i = 1, 2, 3$) bus is calculated through measured voltage and current at each bus node. Based on such impedance information, the grid impedance is approximated in terms of one node, as discussed in detail in Section 3.1. An optimal regulator sends the control commands $u_{c1}, u_{c2}$ to inner control layers, according to the received approximated grid impedance information. To adequately describe the problem and presented technique, we now systematically go about describing the mechanism of optimizing power and voltage, power flow control, and power steady-state equations with the necessary mathematical representations.

![Figure 1. Design procedures of the proposed control strategy.](image)

3. Proposed Optimal Control Strategy

This section describes the operation principle of the proposed methodology and details the associated MG setup employed in this research. For simulation studies, a radial type of feeder is used as shown in Figure 2, where two DG units are interfaced using three phase, three-wire power electronics inverters, feeding three load buses $V_{bus1}, V_{bus2},$ and $V_{bus3}$ through feeder impedances with connected loads, i.e., $Z_{load1}, Z_{load2},$ and $Z_{load3}$. The working principle of load estimation and an optimal regulator is discussed in Sections 3.1 and 3.2, respectively. System control parameters for the stability analysis, simulation, and experiment are given in Tables 1 and 2.
Figure 2. MG power network model and proposed control strategy.

Table 1. System parameters for simulation and experiment.

| Sr. | Components | Units | Components | Units |
|-----|------------|-------|------------|-------|
| 1   | Nominal frequency | 50 Hz | $L_{load1}/R_{load1}$ | 80 mH/60 Ω |
| 2   | Simulations $V_{ref}$ | 300 V | $L_{load2}/R_{load2}$ | 80.5 mH/61 Ω |
| 3   | Experiments $V_{ref}$ | 25 V | $L_{load3}/R_{load3}$ | 120 mH/80 Ω |
| 4   | Switching Frequency | 16 KHz | $L_{d1}/R_{d1}$ | - |
|     | $L_{d1}/R_{d1}$ | 1 mH/1 mH | $L_{d2}/R_{d2}$ | 10.5 mH/19 Ω |
|     | $L_{d2}/R_{d2}$ | 0.5 mH/0.75 Ω | $L_{d3}/R_{d3}$ | 9.5 mH/20.5 Ω |
|     | $L_{d3}/R_{d3}$ | 0.5 mH/0.75 Ω | - | - |
| 5   | $m_{r1}/m_{r2}$ | $1.5 \times 10^4/0.5 \times 10^2$ | $\omega_{b1}, \omega_{b2}, \omega_{b3}$ | 300, 500, 300 |
Table 2. System parameters for stability analysis and experimental prototype.

| Sr. No. | Control Parameters for Stability Analysis | Min | Max |
|---------|------------------------------------------|-----|-----|
| 1       | Droop gains                              | 0.02| 0.32|
|         | Frequency restoration                     |     |     |
| 2       | \(k_{pf}\)                                | 0.45| 2.9 |
|         | \(k_i\)                                  | 0.2 | 0.9 |
|         | Voltage restoration                       |     |     |
| 3       | \(k_{pf}\)                                | 0.3 | 2.5 |
|         | \(k_{if}\)                                | 0.08| 0.48|
| 4       | Time delay                                | 0   | 6   |

| Sr. No. | Control Parameters for Experimental Prototype |
|---------|-----------------------------------------------|
|         | Components | Units | Components | Units |
| 1.      | Operating frequency | 50 Hz | Sampling rate | 1ms |
| 2.      | DG units’ ratings | 3 A, 30 V | j\(X_{i1}\), j\(X_{i2}\) | 200 uH |
| 3.      | j\(X_{c1}\), j\(X_{c2}\) | 20 uF | j\(X_{g1}\), j\(X_{g2}\) | 60 uH |

3.1. Load Estimation: The Approximation of Grid Impedance

The load estimation strategy does not require the accurate grid impedance information of each load bus, as the computational complexity increases proportional to the number of load buses. In this presented study, three load buses connected in a radial configuration are considered, as illustrated in Figure 3. The technique, firstly sense the voltage \(V_{bus}\) and current \(I_{bus}\) at each local load node. Sinus-based park transformation is then employed from measured three-phase signals to a \(dq0\) rotating reference frame. The angular position of the rotating frame is given by input \(\vartheta_i\) in rad/s, which varies from 0 to 2\(\pi\). Deduce the \(dq0\) components from three-phase bus voltage signal by performing Clarke transformation, yielding:

\[
v_i = v_{d} + jv_{q}
\]

Similarly, deduce the \(dq0\) components from every \(i^{th}\) \((i = 1, 2, 3)\) load current, results:

\[
i_i = (i_d + j.i_q) = (i_d + j.\varphi).e^{-j(\varphi + \pi/2)}
\]

and:

\[
Z_{load} = (v_{d} + jv_{q}) / (i_{d} + j.i_{q})
\]

Once the load impedance of each bus is estimated through local node agents, then the impedance approximation procedure is adopted, expressed by Equations (4)–(7), and illustrated in Figure 3. Wherein, the two optimal control commands \(u_{c1}\) (\(u_{c2}\), \(u_{c3}\)) are the voltage inputs to the inner control layers of DG1 and DG2, as discussed in detail in Section 3.2. For the simulation studies, \(u_{c1}\) of DG1 has been considered as variable frequency while \(u_{c2}\) of DG2 only voltage magnitude is used. Knowing the parameters, e.g., \(S\), load bus...
impedance $Z_{\text{load}} (i = 1,2,3)$, and optimal control commands $u_i (i = 1,2)$, we can now approximate the three load buses impedances in term of 1 load node as a mathematical representation depicted in Figure 3.

\[ u_i = v_a + v_d; \quad u_{(i+1)} = v_{(i+1)} \]  
\[ Z_{\text{lo},i} = \left[ \sum_{i=1}^{3} \frac{1}{Z_{\text{load}}} \right]^{-1} \]  
\[ i_i = \text{conj} \left( \frac{2 \ast S}{u_d} \right) \]  
\[ V_{\text{line},i} = u_d - \text{conj} \left( \frac{2 \ast S}{u_i} \right) \left[ \sum_{i=1}^{3} \frac{1}{Z_{\text{load}}} \right]^{-1} \]  
\[ Z_{\text{line},i} = u_d - \text{conj} \left( \frac{2 \ast S}{u_i} \right) \left[ \sum_{i=1}^{3} \frac{1}{Z_{\text{load}}} \right]^{-1} i_i \]  

Where, the $Z_{\text{line},i}$ ($Z_{\text{line},1}$, $Z_{\text{line},2}$) and $Z_{\text{lo},i}$ ($i = 1$) are the approximated transmission lines and load impedances, respectively. Once the grid impedances are approximated then the optimal regulator, discussed in Section 3.2, is constructed to compute the control commands based on received impedance information.

![Figure 3. Proposed load estimation scheme. (a) Each load-bus impedance is estimated through local load node agents. (b) Representation of approximated grid impedance in term of 1 load-bus configuration.](image)

3.2. Optimal Regulator and Algorithm Flowchart

The proposed optimal regulator, an equality optimized cost function, computes control commands according to MG’s approximated load impedance information. To minimize cost of function, different optimization techniques are being employed, e.g., linear, quadratic, and higher-order optimization methods. Solvability of linear optimization is easier, but it only works with linear variables and its problem formulation is peculiar. The solutions of higher-order cost functions are inconvenient. Therefore, in this study, a constraints quadratic optimization problem is considered which is convenient for problem formulation and solvability. Some cost functions have constraints reactive power, i.e., $Q_1 = Q_2$ results in a tradeoff between real power and voltage magnitude. Since the reactive power requirement is not stringent, therefore, we considered real power equality con-
The desired control commands are acquired by computing the optimization cost function that minimizes the reactive power sharing error $\Delta Q_i$ and bus voltage error $\Delta V_i$, expressed by Equation (8).

$$\min J = \left( \sum_{j=1}^{n_b} \omega_{q,j} (V_{bus,j} - V_{ref})^2 \right) + \omega_{Q} (Q_i - Q_{i+1})^2$$

(8)

where $\omega_{q,j}$ and $\omega_{Q}$ are the weights of bus voltage and reactive power error, respectively. The term $V_{ref} = 300$ V ($j = 1, 2, 3$) is the nominal bus voltage, while $n_b = 3$ is the number of load buses that has been chosen for study, as shown in Figure 2.

Figure 4 shows the algorithm flow chart to find the minimum of optimized cost function and is expressed by Equation (9):

$$\Lambda(v_{1r}, v_{1q}, v_{2r}, \lambda) = f(v_{1r}, v_{1q}, v_{2r}) - \lambda_j (v_{1r}, v_{1q}, v_{2r})$$

$$f(v_{1r}, v_{1q}, v_{2r}) = \left( \sum_{j=1}^{n_b} \omega_{q,j} (V_{bus,j} - V_{ref})^2 \right) + \omega_{Q} (Q_i - Q_{i+1})^2$$

$$\lambda_j (v_{1r}, v_{1q}, v_{2r}) = P_i - P_{i+1} = 0$$

(10)

The minima of the augmented function $\Lambda (v_{1r}, v_{1q}, v_{2r}, \lambda)$ are located where all of the partial derivatives, i.e., $\partial \Lambda/\partial v_{1r} = 0$, $\partial \Lambda/\partial v_{1q} = 0$, $\partial \Lambda/\partial v_{2r} = 0$ and $\partial \Lambda/\partial \lambda = 0$, are equal to zero. As the minima “fvalue” of function and control inputs $u_c$, corresponding to different disturbance loads, are illustrated by Figure 4b,c. This algorithm numerically approximates partial derivatives as opposed to analytical evaluation. The important aspect of the numerical derivative strategy is that it can work for multiple variables without even changing the code. Computing the algorithm, the optimal regulator sends the required control commands $u_c$ ($u_{c1}$, $u_{c2}$) to respective power controllers of the DG units, and the system works the same until the upcoming sampling update. The term $u_c$ compensates bus voltage deviation and shares reactive power proportionally. Periodically, the optimal regulator revises its original control plan due to measurements feedback, in line with the latest approximated grid impedance information.
3.3. MG Power Flow Control

The complex power delivered is expressed in terms of network voltages and admittances. Single-phase power relations are utilized as all the quantities are assumed to be in per unit. Therefore, the complex power delivered to the $i$th bus is written as:

$$ S_i = V_i \left( \sum_{j=1}^{N} Y_{ij} V_j \right)^\prime = V_i \sum_{j=1}^{N} Y_{ij} V_j^* $$

(11)

where the term $V_i$ is a phasor term, and the magnitude and angle are expressed by $V_i = |V_i| \angle \phi_i$. The term $Y_{ij}$ is the admittance matrix element, define $G_{ij}$ and $B_{ij}$ as the real and imaginary parts, i.e., $Y_{ij} = G_{ij} + jB_{ij}$. By applying the algebraic multiplication to Equation (A6), and then collecting the real part $P_i$ and imaginary part $Q_i$ results in:

$$ P_i = \sum_{j=1}^{N} |V_i| |V_j| \angle (G_{ij} \cos(\phi_i - \phi_j) + B_{ij} \sin(\phi_i - \phi_j)) $$

(12)

$$ Q_i = \sum_{j=1}^{N} |V_i| |V_j| \angle (G_{ij} \sin(\phi_i - \phi_j) - B_{ij} \cos(\phi_i - \phi_j)) $$

(13)

Power angle $\phi$ in medium voltage lines are small, and we can assume $\sin \phi = \phi$ and $\cos \phi = 1$. Therefore, Equations (12) and (13) are re-expressed as:

$$ P_i = \frac{V_i V_j}{X_j} \sin \phi_j $$. 

(14)
where \( Q_i = X_i P_i / V_i \) and \( V_i = X_i Q_i / V_i \). Equations (14) and (15) illustrate a direct relationship among the real power \( P_i \) and power angle \( \varphi_i \) as well as reactive power \( Q_i \) and voltage magnitude \( (V_i) \).

### 3.4. Mechanism of Phasor Implementation and Reactive Power Sharing

The output \((u_D, u_Q)\) of the proposed optimal regulator is a set of voltage phasors. The direct implementation of voltage phasors of \( i^{th} \) inverter in MG requires very fast and reliable communication infrastructure. Nevertheless, in the proposed methodology, the phases have been adjusted through active power and frequency \((p-\omega)\) droop control loops, only voltage magnitudes are updated in accordance with optimal regulator output. This combination will realize real power proportionally, which is also considered as equality constraint \((P_i-P_{i+1} = 0)\) in an optimized cost function, thus the accurate phase angle will be automatically modified by the system.

The real power and frequency \((p-\omega)\) droop expression is illustrated by:

\[
\omega_i = \omega_{ref} + \delta \omega_i \quad (16)
\]

\[
\omega_i = \omega_{ref} - m_{PV} P_i \quad (17)
\]

where \( \omega_{ref} \) and \( m_{PV} \) are the nominal frequency and droop coefficients, respectively. The slope of frequency droop characteristic is controlled by \( m_{PV} \) parameters. Output frequency of inverter connected with dc power source is adjusted by real power and inner controller. Every \( i^{th} \) DG unit is composed in its \( d-q \) frame, depending on their angle. By transformation equations, shown in Equation (18), each inverter is transferred to the \( d-q \) frame. The proposed power controller is shown in Figure 5a, where the real power and frequency \((p-\omega)\) droop layer is responsible for sending the angle to the \( i^{th} \) inverter as given by Equation (19).

\[
\begin{bmatrix}
    f_D \\
    f_Q
\end{bmatrix}
= \begin{bmatrix}
    \cos(\theta_i) & -\sin(\theta_i) \\
    \sin(\theta_i) & \cos(\theta_i)
\end{bmatrix}
\begin{bmatrix}
    f_d \\
    f_q
\end{bmatrix}
\]

\[
\theta_i = \int (\omega_i) dt 
\]

The instantaneous real power \((P_i)\) can be expressed in \( d-q \) frame, yields by \( P_i = (\omega_i)(s + \omega_{cl}) \) and \( p_i = \omega_{cl} \dot{\theta}_i + \omega_{cl} \dot{\varphi}_i \). Here, the term \( \theta_i \) is the cutoff frequency of low pass filters. The \( \dot{\theta}_i \) and \( \dot{\varphi}_i \) are the measured voltage and current in the \( d-q \) frame.

Block diagrams of voltage and current control layers are illustrated in Figure 5b. The differential algebraic equations of voltage loop are expressed by:

\[
\begin{align*}
\dot{\tilde{v}}_{ad} &= v^*_{ad} - v_{ad} \\
\dot{\tilde{v}}_{aq} &= v^*_{aq} - v_{aq} \\
\dot{i}_{ad} &= F_{i_{ad}} \pm \omega_a C_f v_{ad} + K_{pv}(v^*_ad - v_{ad}) + K_{hv}(v^*_ad - v_{ad}) \\
\dot{i}_{aq} &= F_{i_{aq}} \pm \omega_a C_f v_{aq} + K_{pv}(v^*_aq - v_{aq}) + K_{hv}(v^*_aq - v_{aq})
\end{align*}
\]

where the term \( \dot{\tilde{v}}_{ad} \) is the auxiliary state variable and \( \omega_a \) is the nominal angular frequency. The differential algebraic equations of the current loop are written as:
\[
\begin{align*}
\ddot{\xi}_d &= i_{ld}^* - i_{ld} \\
\ddot{\xi}_q &= i_{lq}^* - i_{lq} \\
\dot{v}_{ld}^* &= -\omega L_i^* i_{lq}^* + K_{PC}(i_{lq} - i_{lq}^*) + K_{PC}(i_{lq} - i_{lq}^*) \\
\dot{v}_{lq}^* &= \omega_b L_i^* i_{ld}^* + K_{PC}(i_{ld} - i_{ld}^*) + K_{PC}(i_{ld} - i_{ld}^*)
\end{align*}
\]

(21)

where the \( \ddot{\xi}_d \) is the auxiliary state variable and \( i_{le} \) are the quadrature components of \( i_d \).

3.5. Secondary Layer: The Frequency Restoration Methodology

The aim of the secondary control layer is to observe and minimize the system frequency deviations. The frequency restoration technique is shown in Figure 1 and expressed by,

\[
\omega_{awg} = \frac{1}{N} \sum_{i=1}^{N} \omega_i
\]

\[
\dot{\omega}_i = \omega_{ref} - \omega_{awg}
\]

(22)

(23)

where the terms \( \omega_{ref} \) and \( \omega_{awg} \) are the nominal and measured frequencies, respectively. The frequency correction term \( \delta \omega_i \) is responsible for regulating the system frequency at scheduled values, i.e., 50 Hz, while \( K_{of} \) and \( K \) are the proportional and integral gains, respectively, for controllers.

4. Small Signal Analysis of the MG System

This section details the stability analysis of the system by varying \( P-w \) droop gain \( m_i \) and communication delay \( T_c \). The intermittent latencies and failures of component communication links may result in power imbalances, deviations in voltages, and frequency. For this purpose, we separately considered the MATLAB/Simulink and linear analysis tool to analyze the complex system by perturbing dynamical equations of the same.
The small-signal modeling strategy is based on three important sub-modules, i.e., inverter, network, and loads. State equations of the network and the connected loads with \( i \)th DG inverter are presented in the below sections.

### 4.1. Power Controller

In the proposed methodology, the conventional active power and frequency \((P-f)\) droop layer is used, where the instantaneous power \( p = \nu_{odi} \Delta v_{odi} + \nu_{odi} \Delta i_{odi} + \nu_{odi} \Delta v_{odi} + V_{odi} \Delta i_{odi} + V_{odi} \Delta i_{odi} \) is obtained from the measured voltage and current signals. The small-signal model of active power can be obtained by linearization, yielding:

\[
\Delta P = -\omega \Delta P + \omega (I_{odi} \Delta v_{odi} + I_{odi} \Delta i_{odi} + V_{odi} \Delta i_{odi} + V_{odi} \Delta i_{odi})
\]  

where \( \nu_{odi} = [\nu_{odi} \nu_{odi}]^T \) and \( \nu_{odi} = [\nu_{odi} \nu_{odi}]^T \). Since, the traditional reactive power and voltage magnitude \((Q-V)\) droop layer is replaced with “optimal regulator”, as discussed in Section 3.2. Therefore, the state equations for the modified layer of the power controller are described below, accordingly.

The small-signal modeling of optimized cost function approximates complicated multivariable function \( J \) near vector inputs \( V^* \). This task can be achieved more efficiently by quadratic approximation using the information provided by the second partial derivatives as compared to local linearization. The approximation of multi-dimensional input of function \( J \), Equation (9), is expressed by:

\[
Q_j(V) = q_j(V') + \nu_j(V'')(V - V') + \frac{1}{2} (V - V')^T H_j(V') (V - V')
\]  

where \( q_j(V'), \nu_j(V'')(V - V'), \) and \( \frac{1}{2} (V - V')^T H_j(V') (V - V') \) are the constant, linear and quadratic terms, respectively. Here, \( j \) is the multi-dimensional input with a scalar output function. The term \( \nu_j(V'') \) represents the function \( j \) gradient which is evaluated at optimal values \( V^* \). The gradient of multivariable function \( j(v_1, v_2) \) is presented as sign \( \nu_j \), where it contains information of all partial derivative into a vector form, as:

\[
\nu_j = \begin{bmatrix} \frac{\partial j}{\partial v_1} & \frac{\partial j}{\partial v_2} \end{bmatrix}^T
\]  

The term \( H_j(V') \) in Equation (25) represents the hessian matrix of function \( j \) which is evaluated at \( V^* \). The hessian matrix of a multivariable function \( j(v_1, v_2) \) contains all second partial derivatives into a matrix form. The object \( H_j \) is no ordinary matrix; it is the matrix with functions evaluated at optimal points \( (v_1', v_2') \), as represented by:

\[
H_j = \begin{bmatrix} \frac{\partial^2 j}{\partial v_1 \partial v_1} & \frac{\partial^2 j}{\partial v_1 \partial v_2} \\ \frac{\partial^2 j}{\partial v_2 \partial v_1} & \frac{\partial^2 j}{\partial v_2 \partial v_2} \end{bmatrix} \quad \text{and} \quad H_j(v_1', v_2') = \begin{bmatrix} \frac{\partial^2 j}{\partial v_1 \partial v_1}(v_1', v_2') & \frac{\partial^2 j}{\partial v_1 \partial v_2}(v_1', v_2') \\ \frac{\partial^2 j}{\partial v_2 \partial v_1}(v_1', v_2') & \frac{\partial^2 j}{\partial v_2 \partial v_2}(v_1', v_2') \end{bmatrix}
\]  

The vector \( V^* \) is the optimal values \( [v_1', v_2']^T \) while vector \( V \) are the variable inputs which have the same matrix size of vector \( V^* \). Finally, perturbation in \( \Delta v_1 \) and \( \Delta v_2 \) with respective to approximated load impedance variation \( \Delta Z_L \) can be achieved, as expressed by Equations (28)–(34), at optimal values of \( V^* \) and respective load impedance \( Z_L \).

\[
\Delta i_{li} = \frac{V_{ss}}{Z_{li}^2} \Delta Z_{li} + \frac{1}{\Delta Z_{li}} \Delta V_{s}
\]  

\[
\Delta i_{li} = \frac{V_{ss}}{Z_{li}^2} \Delta Z_{li} + \frac{1}{\Delta Z_{li}} \Delta V_{s}
\]
\[
\begin{align*}
\Gamma_1(\Delta v_1, \Delta v_2, \Delta Z_{ij}) &= \frac{\partial Q_i(V^*(Z_{ij}^* + \Delta Z_{ij}))}{\partial \bar{v}_1} \\
\Gamma_2(\Delta v_1, \Delta v_2, \Delta Z_{ij}) &= \frac{\partial Q_i(V^*(Z_{ij}^* + \Delta Z_{ij}))}{\partial \bar{v}_2}
\end{align*}
\]  

(29)  

\[
\Delta V = (H^{-1})^*( - \frac{\partial V}{\partial \bar{v}_2} \Delta Z_{ij})
\]  

(31)  

\[
\Delta V = \begin{bmatrix} \Delta v_1 \\ \Delta v_2 \end{bmatrix}
\]  

(32)  

\[
\begin{align*}
\Delta v_1 &= \left[ \Delta v_1(\cos(\delta_{s1}) + \sin(\delta_{s1})) \right] + \left[ v_{m1}((-\sin(\delta_{s1})\Delta \delta_{s}) + jv_{m1}(\cos(\delta_{s1})\Delta \delta_{s})) \right] \\
\Delta v_2 &= \left[ \Delta v_2(\cos(\delta_{s2}) + \sin(\delta_{s2})) \right] + \left[ v_{m2}((-\sin(\delta_{s2})\Delta \delta_{s}) + jv_{m2}(\cos(\delta_{s2})\Delta \delta_{s})) \right]
\end{align*}
\]  

(33)  

\[
\Delta \delta_{\text{avg}} = \frac{\Delta \delta_{s1} + \Delta \delta_{s2}}{2}
\]  

(34)  

where \( \Delta \delta_{s1} = \Delta \delta_{s} - \Delta \delta_{\text{avg}} \) and \( \Delta \delta_{s2} = \Delta \delta_{s} - \Delta \delta_{\text{avg}} \). In Equation (33), the terms \( \Delta \delta_{s1} \) and \( \Delta \delta_{s2} \) are steady-state reference voltages while \( \delta_{s1} \) and \( \delta_{s2} \) are the steady-state angle, calculated as

\[
\delta_{\text{avg}} = \frac{\delta_{s1} + \delta_{s2}}{2}; \quad \delta_{s1} = \delta_{s} - \delta_{\text{avg}}; \quad \delta_{s2} = \delta_{s} - \delta_{\text{avg}}
\]  

(35)  

Further, the mathematical modeling of grid side filter, complete model of \( N \) inverters, and network load model are given in Appendix C, Appendix D, Appendix E, and Appendix F, respectively.

4.2. Complete MG Model

The node voltages are used as inputs to every subsystem. In the assurance of a well-defined node voltage, a virtual resistor \( r_N \) is supposed among every \( m \) node and ground; its symbolic form is defined by

\[
[\Delta v_{\text{DQ}}] = R_N[M_{\text{DQ}}[\Delta i_{\text{DQ}}] + M_{\text{load}}[\Delta i_{\text{loadDQ}}]]
\]  

(36)  

Diagonal elements of matrix \( R_N \) are equal to \( r_N \) with a matrix size of \( 2 \times 2 \). The mapping matrix \( M_{\text{DQ}} \) and \( M_{\text{load}} \) are the size of \( 2 \times 2 \) and \( 2 \times 2 \) respectively. \( M_{\text{NET}} \) matrix maps the connecting transmission lines onto the network nodes having a size of \( 2 \times 2 \). Finally, the complete MG small-signal model is given below.

\[
\begin{bmatrix}
\Delta x_{\text{inv}} \\
\Delta i_{\text{loadDQ}} \\
\Delta i_{\text{loadDQ}}
\end{bmatrix} = A_{MG} \begin{bmatrix}
\Delta x_{\text{inv}} \\
\Delta i_{\text{loadDQ}} \\
\Delta i_{\text{loadDQ}}
\end{bmatrix}
\]  

(37)  

5. Stability, Simulation, and Experimental Verification

This section details the stability analysis, simulation, and experimental results. The simulations are conducted on MATLAB/Simulink on the circuit configuration shown in Figure 2. Wherein the two paralleled connected DG1 and DG2 units are feeding three load buses. In contrast, the experiments are conducted for three phases, 50 Hz scaled islanded MG prototype as depicted in Figure 6, where the system consists of two identical paralleled DG units with a maximum rating of 3 A, 30 V. Ethernet module USR TCP 232 is used.
for serial communication transmission of data amongst the data terminal equipment (DTE) and data communication equipment (DCE). The whole platform of islanded MGs is controlled by a desktop LabVIEW control system. The system and controller parameters that have been used for the proposed methodology are given in Table 2.

![Diagram of laboratory experimental prototype](image)

**Figure 6.** Live laboratory experimental prototype.

### 5.1. Stability Analysis Results

The complete model of the test system under the presented control scheme is used to analyze stability under varying communication latencies and control gains. MATLAB/Simulink and linear analysis tools have been used in order to obtain modeling results by analyzing the complex system through perturbing dynamical equations. Figure 7 shows the stability plot for the proposed control framework by varying real power droop gain $m_P$ to trace the network trajectory. The control values of the droop gain $m_P$ where system poles appear to be in the vicinity of the unit origin are considered to be maximum allowable limits. Therefore, using the poles-zero evolutions, the control gain sensitivity, and system stability are predicted. The maximum and minimum $m_P$ gain values used for the proposed control scheme are $1 \times 9.5^{-09}$ and $1 \times 9.5^{-05}$, respectively.

![Stability plot](image)

**Figure 7.** Effect of $m_P$ variation.

Figure 8 demonstrates the pole and zero traces resulting from the behavior of the MG system by varying the time delays with the presented study. Movement of system poles
is captured by starting with time delay $t_d = 0$ and increasing it step by step to maximum time delay of $t_d = 3$ s. From Figure 8, poles are observed in the stable region for the time delay values $0 > t_d < 1$ s and outside the unit circle for the $t_d > 1$ s which makes the MG system divergent and unstable.

**Figure 8.** Effect of the time delay $t_d$ on system stability.

### 5.2. Case Simulation Studies

The circuit and control parameters for simulation studies are shown in Table 1. The verification is composed of two cases to validate the effectiveness of the proposed control scheme. In case 1, disturbance load $L_{d1}/R_{d1}$ has been added at bus 2, and later in case 2, disturbance loads ($L_{d1}/R_{d1}$, $L_{d2}/R_{d2}$) have been added at bus 1 and bus 2, simultaneously.

#### 5.2.1. Case 1: Power Sharing and Bus 2 Voltage Control

The primary objective of this case study is to observe the power-sharing and load bus 2 voltage performance. The voltage magnitude of bus 2 should be at $V_{ref} = 300$ V, in the presence of load disturbance. Initially, the voltage error weights $w_{v1}$, $w_{v2}$, and $w_{v3}$ for three buses are set at a default value of 1. A disturbance load $L_{d1}/R_{d1}$ with values of $L_{d1} = 69mH$ and $R_{d1} = 9.9$ ohms is now added at bus 2 at 0.3 s. The behavior of voltage regulation, active, and reactive power sharing under disturbance load is shown in Figure 9. An obvious active, reactive power sharing error is observed once the $L_{d1}/R_{d1}$ is added as illustrated in Figure 9a,b, which is later compensated to almost zero once the proposed control scheme is activated at 0.3 s as depicted in Figure 9c,d. All three load buses voltage curve behavior is shown in Figure 9f. A rough average of 7 V voltage deviations are observed in Figure 9g which is compensated to almost zero once the proposed strategy is activated. The 6V voltage deviation occurs at bus 2 and even the proposed control scheme is activated, shown in Figure 9e by the red cure. This deviation is removed and bus 2 voltage is regulated by varying the respective voltage error weight $w_{v2}$ set from 1 to 300, as depicted in Figure 9g.
5.2.2. Load Variation at Bus 1 and Bus 2 Simultaneously

To further investigate the superior control performance of the proposed optimal control strategy two disturbance loads ($L_{d1} = 69$ mH, $R_{d1} = 9.9$ ohm, $L_{d3} = 69$ mH and $R_{d3} = 9.9$ ohm) are exerted at bus 1 and bus 3, simultaneously. It is observed that the disturbance leads to a heavy power-sharing error and respective bus voltage drop, shown in Figure 10. Active and reactive power response with conventional control scheme is demonstrated by Figure 10a,b. Such power-sharing errors are eliminated and compensated to almost zero, once the proposed methodology is activated at time 0.3 s, illustrated in Figure 10c,d. Three load buses voltage response and average voltage response with and without presented control schemes are depicted in Figure 10c,f, respectively. Figure 10e shows the
average of 5 V volts deviation at bus 1 and bus 3, and even the control strategy was activated. This deviation is improved and restored to a nominal voltage by varying both buses voltage error weights, set from default value 1 to 300 ($\omega_{b1} = 300$ and $\omega_{b3} = 300$) as demonstrated in Figure 10g.
Distributed secondary control strategy is used to regulate the system frequency. In Figure 11, it is noticed that activation of the proposed strategy at time 0.02 s, yields frequency restoration within an acceptable range of ±0.5 Hz.

5.3. Experimental Results

An accompanying experiment is conducted to validate simulation results, wherein the disturbance load \(L_d/R_d\) is exerted at bus 2 at time 0.02 s. Power-sharing error and voltage deviations caused by disturbance are depicted in Figure 12. Real and reactive power sharing curve response with conventional scheme is demonstrated by Figure 12a,b, respectively. From Figure 12c,d, the real and reactive power sharing errors are compensated almost to zero once the proposed optimal control methodology is activated. All three load buses voltage response curve are collectively shown by Figure 12e, where the initial conditions of parameters are same for both conventional and proposed control strategies. Figure 12f illustrates the average buses voltage response, where it is observed the average bus voltage deviation is restored to its original value (black curve) once the proposed control strategy is activated. Figure 13 shows the variation of optimal control commands \(u_{c1}\) (28.25-0.3 V) and \(u_{c2}\) (27.30 V), before and after the disturbance load exertion. Good agreement is observed by comparing the simulation and experimental results. The effectiveness of the proposed optimal control scheme is thus confirmed.
Figure 12. Experiments results. (a) Active power response without proposed control scheme. (b) Reactive power response without proposed control scheme. (c) Proportional active power sharing proposed control scheme. (d) Proportional reactive power sharing with proposed control scheme. (e) Three buses $V_{bus1}$, $V_{bus2}$ and $V_{bus3}$ response. (f) Average voltage response of $V_{bus1}$, $V_{bus2}$ and $V_{bus3}$ (g) $V_{bus1}$ and $V_{bus3}$ voltage response.
Figure 13. An optimal control inputs $\mathbf{u}(\mathbf{c})$ to lab-scaled distributed generation units (a) Variation of $\mathbf{u}(\mathbf{c})$ ($\mathbf{u}_1, \mathbf{u}_2$) under disturbance load at 0.02 seconds. (b) An imaginary part ($v_{1q}$) of $\mathbf{u}_1$ curve, in red, on smith chart.

6. Conclusions

In this paper, an optimal control technique is presented for islanded MG. This study performs two tasks: load estimation and an optimal regulator. The load estimation strategy approximated the grid impedance and transmitted the information through a communication channel. An equality constraints optimized problem, called an optimal regulator, sends optimal control commands to respective inner voltage control layers of each DG unit. In parallel, a secondary layer is implemented to regulate system frequency. To observe the effectiveness of the proposed methodology, we have exerted the disturbance loads at bus 2 as well as bus 1 and 2, simultaneously. In accordance with the proposed optimized cost function, the MG is at the optimum operating point as verified through the case simulation and hardware studies. Modeling and analysis of three-phase inverter-based MG was also verified through stability analysis using system-wide mathematical small-signal models.
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Appendix A

\[
\begin{align*}
    u_x &= \frac{2}{3}(u_a \sin(\varphi) + u_c \sin(\varphi - 2\pi/3) + u_b \sin(\varphi + 2\pi/3)) \\
    u_y &= \frac{2}{3}(u_a \cos(\varphi) + u_c \cos(\varphi - 2\pi/3) + u_b \cos(\varphi + 2\pi/3)) \\
    u_0 &= \frac{1}{3}(u_a + u_b + u_c)
\end{align*}
\]  

(A1)

where the \(u_{abc}\) are the bus voltage or current three-phase signal to \(dq0\) rotating reference frame.

**Transformation Matrices**

\[
K_{pq} = K_{qp} = \begin{bmatrix}
\sin(\varphi) & -\cos(\varphi) & 0 \\
\cos(\varphi) & \sin(\varphi) & 0 \\
0 & 0 & 1
\end{bmatrix}
\]  

(A2)

Appendix B. Transformation Matrices

\[
S_i = V \sum_{j=1}^{N} Y_{ij}^* V_j' = 1V_i |\angle \varphi \sum_{j=1}^{N} (G_{ij} + jB_{ij}) \left( |V_i |\angle \varphi \right) = 1V_i |\angle \varphi \sum_{j=1}^{N} (G_{ij} - jB_{ij}) (|V_i |\angle - \varphi)
\]  

\[
= \sum_{j=1}^{N} 1V_i |\angle \varphi \left( |V_i |\angle - \varphi \right) (G_{ij} - jB_{ij}) = \sum_{j=1}^{N} 1V_i |\angle |V_i |\angle (\varphi - \varphi)(G_{ij} - jB_{ij})
\]  

(A3)

By converting the phasor expression into a complex function of sinusoids, i.e., \(V = |V|\angle \varphi = |V|(\cos \varphi + j\sin \varphi),\)

\[
S_i = \sum_{j=1}^{N} 1V_i |\angle |V_i |\angle (\varphi - \varphi)(G_{ij} - jB_{ij})
\]  

(A4)

By converting the phasor expression into a complex function of sinusoids, i.e., \(V = |V|\angle \varphi = |V|(\cos \varphi + j\sin \varphi),\)

\[
S_i = \sum_{j=1}^{N} 1V_i |\angle |V_i |\angle (\varphi - \varphi)(G_{ij} - jB_{ij})
\]  

(A5)

\[
= \sum_{j=1}^{N} 1V_i |\angle |V_i |\angle (\cos(\varphi - \varphi) + j\sin(\varphi - \varphi))(G_{ij} - jB_{ij})
\]  

(A6)

\[
= P_i + jQ_i
\]  

(A7)

Appendix C. Grid Side Filter Model

The small-signal model of LC output filter and coupling inductance by assuming that voltage provided by the inverter is the same as the demand voltage is expressed as:

\[
\begin{align*}
\frac{di_{adj}}{dt} &= -\frac{R_i}{L_i}i_{adj} + \omega_i i_{adj} + \frac{1}{L_i}v_{adj} - \frac{1}{L_i}v_{adj} \\
\frac{dv_{adj}}{dt} &= -\omega_i v_{adj} + \frac{1}{C_i}i_{adj} - \frac{1}{C_i}I_{adj} \\
\frac{di_{adj}}{dt} &= -\frac{R_i}{L_i}i_{adj} + \omega_i i_{adj} + \frac{1}{L_i}v_{adj} - \frac{1}{L_i}v_{adj}
\end{align*}
\]  

(A8)

LC filter and coupling inductance, there linearization small signal equations represented in following equation, where \(w_o\)
\[
\begin{bmatrix}
\Delta i_{dq} \\
\Delta v_{adj} \\
\Delta i_{adj}
\end{bmatrix} = A_{\text{GSF}} \begin{bmatrix}
\Delta i_{dq} \\
\Delta v_{adj} \\
\Delta i_{adj}
\end{bmatrix} + B_{\text{GSF}1} [\Delta v_{adj}] + B_{\text{GSF}2} [\Delta v_{adj}] + B_{\text{GSF}3} [\Delta \omega] \tag{A11}
\]

**Appendix D. Complete Model of an ith Inverter**

The output currents are the output variables of \(i^{th}\) inverters which can be expressed in vector form \(\Delta i_{dq}, \Delta v_{adj}\) which is a small-signal output current, expressed as:

\[
[\Delta i_{dq}] = [T_\gamma] \cdot [\Delta i_{adj}] + [T_\zeta] \cdot [\Delta \delta] = \begin{bmatrix}
\cos(\delta) & -\sin(\delta) \\
\sin(\delta) & \cos(\delta)
\end{bmatrix} \begin{bmatrix}
\Delta i_{adj}
\end{bmatrix} + \begin{bmatrix}
-I_{dl} \cos(\delta) & -I_{dq} \sin(\delta) \\
I_{dl} \sin(\delta) & I_{dq} \cos(\delta)
\end{bmatrix} \begin{bmatrix}
\Delta \delta
\end{bmatrix} \tag{A12}
\]

\[T_\gamma = \begin{bmatrix}
\cos(\delta) & -\sin(\delta) \\
\sin(\delta) & \cos(\delta)
\end{bmatrix} \begin{bmatrix}
\Delta i_{adj}
\end{bmatrix} \quad ; \quad T_\zeta = \begin{bmatrix}
-I_{dl} \cos(\delta) & -I_{dq} \sin(\delta) \\
I_{dl} \sin(\delta) & I_{dq} \cos(\delta)
\end{bmatrix} \begin{bmatrix}
\Delta \delta
\end{bmatrix} \tag{A13}\]

Bus voltage on the common reference frame is the input signal to the \(i^{th}\) inverter model. Therefore, by using reverse transformation, the bus voltage can be converted into an \(i^{th}\) individual inverter reference frame.

\[
[\Delta u_{ld}] = [T_\gamma^{-1}] \cdot [\Delta u_{DQ}] + [T_{\sigma^{-1}}] [\Delta \delta], \quad \text{where,} \quad T_{\sigma^{-1}} = \begin{bmatrix}
-U_{d0} \sin(\delta) + U_{q0} \cos(\delta) \\
-U_{d0} \cos(\delta) - U_{q0} \sin(\delta)
\end{bmatrix} \tag{A14}
\]

By combining the aforementioned state-space models for three controllers of an \(i^{th}\) inverter the complete small-signal model can be obtained.

\[
[\Delta x_{\text{inv}}] = A_{\text{inv}} \cdot [\Delta x_{\text{ini}}] + B_{\text{inv}} \cdot [\Delta u_{DQ}] + B_{\omega_{\text{com}}} \cdot [\Delta \omega_{\text{com}}] \tag{A15}
\]

\[
\begin{bmatrix}
\Delta \omega \\
\Delta i_{DQ}
\end{bmatrix} = \begin{bmatrix}
C_{\text{invi}} \\
C_{\text{invci}}
\end{bmatrix} \cdot [\Delta x_{\text{inv}}] \tag{A16}
\]

where,

\[
[\Delta x_{\text{inv}}] = \left[\begin{array}{cccc}
\Delta \delta & \Delta P & \Delta Q & \Delta \phi_d & \Delta \phi_q & \Delta y_d & \Delta y_q & \Delta \zeta_d & \Delta \zeta_q & \Delta v_d & \Delta v_q & \Delta i_d & \Delta i_q & \Delta i_m
\end{array}\right]^T \tag{A17}
\]

\[
A_{\text{inv}} = \begin{bmatrix}
A_{p1} & 0 & 0 & B_{p1} \\
B_{p1} C_{p1} & 0 & 0 & B_{p1} \\
B_{\text{GSF}1} D_{\text{p1}} C_{p1} & B_{\text{GSF}1} C_{p1} & 0 & B_{p1} \left( D_{\text{p1}} + B_{p1} \right) \\
\left( T_{\text{inv}}^{-1} \right) 0 & B_{\text{GSF}3} C_{\text{inv}} & B_{\text{GSF}2} D_{\text{inv}} C_{\text{inv}} & B_{\text{GSF}2} C_{\text{inv}} & A_{\text{GSF1}} + B_{\text{GSF1}} \left( D_{\text{inv}} + B_{\text{inv}} \right)
\end{bmatrix}_{13 \times 13} \tag{A18}
\]

\[
B_{\text{inv}} = \begin{bmatrix}
0 \\
0 \\
B_{\text{GSF}2} T_{\text{inv}}^{-1}
\end{bmatrix}_{13 \times 2} \quad ; \quad C_{\text{inv}} = \begin{bmatrix}
C_{\text{p1}} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}_{13 \times 13} \quad i = 1 \tag{A19}
\]

\[
C_{\text{inv}} = \begin{bmatrix}
T_{\text{c}} & 0 & 0 \\
0 & 0 & T_{\text{s}}
\end{bmatrix}_{13 \times 3} \tag{A20}
\]
Appendix E. Combined Model of N Inverters

In MG, the N number of DG inverters may be operating as a source at variable distances among each other. In this section, our approach is to discuss the possible sub-models form of all individual $i^{th}$ to $k^{th}$ DG inverters and combine them to the existing corresponding network. The combined small-signal model of “N” number of DG inverters can be represented as:

$$[\Delta x_{\text{inv}}] = A_{\text{inv}}[\Delta x_{\text{inv}}] + B_{\text{inv}}[\Delta v_{\text{DQ}}]$$  \hspace{1cm} (A21)

$$[\Delta i_{\text{DQ}}] = C_{\text{inv}}[\Delta x_{\text{inv}}]$$  \hspace{1cm} (A22)

where,

$$[\Delta x_{\text{inv}}] = A_{\text{inv}}[\Delta x_{\text{inv}1},\Delta x_{\text{inv}2},...\Delta x_{\text{invN}}]^T$$  \hspace{1cm} (A23)

$$A_{\text{inv}} = \begin{bmatrix} A_{\text{inv}1} + B_{\text{inv}} \times C_{\text{inv}1} & 0 \\ 0 & A_{\text{inv}2} + B_{\text{inv}} \times C_{\text{inv}2} \end{bmatrix}_{12N \times 13N}$$

$$B_{\text{inv}} = \begin{bmatrix} B_{\text{inv}1} \\ B_{\text{inv}2} \end{bmatrix}_{13N \times 2}$$

$$[\Delta v_{\text{DQ}}] = [\Delta v_{\text{DQ1}},\Delta v_{\text{DQ2}},...\Delta v_{\text{DQN}}]^T$$  \hspace{1cm} (A24)

Appendix F. Network and Load Model

If an $i^{th}$ feeder line is connected between node $j$ and $k$, then algebraic equations can be presented as the following:

$$\frac{di_{\text{lineDi}}}{dt} = -\frac{R_{\text{linei}}}{L_{\text{linei}}} i_{\text{lineDi}} + \frac{1}{L_{\text{linei}}} v_j D_j - \frac{1}{L_{\text{linei}}} v_k D_k$$  \hspace{1cm} (A25)

$$\frac{di_{\text{lineDi}}}{dt} = -\frac{R_{\text{linei}}}{L_{\text{linei}}} i_{\text{lineDi}} - \frac{1}{L_{\text{linei}}} v_k Q_k + \frac{1}{L_{\text{linei}}} v_j Q_j$$  \hspace{1cm} (A26)

$$[\Delta i_{\text{lineDi}}] = A_{\text{LINE1}}[\Delta i_{\text{lineDi1}}] + B_{\text{LINE1}}[\Delta i_{\text{lineDi2}}] + B_{\text{LINE2}}[\Delta \omega]$$  \hspace{1cm} (A27)

$$\Delta \omega = \Delta \omega_{\text{com}}$$

$$[\Delta i_{\text{lineDi}1}] = [\Delta i_{\text{lineDi1}}, \Delta i_{\text{lineDi2}}, \ldots, \Delta i_{\text{lineDiN}}]^T$$  \hspace{1cm} (A28)

$$A_{\text{LINE1}} = \begin{bmatrix} A_{\text{LINE1}1} & 0 \\ 0 & A_{\text{LINE1}2} \end{bmatrix}_{2n \times 2n}$$  \hspace{1cm} (A29)

$$B_{\text{LINE1}} = \begin{bmatrix} B_{\text{LINE1},1} \\ B_{\text{LINE1},2} \end{bmatrix}_{2n \times 2m}$$

$$B_{\text{LINE1}} = \begin{bmatrix} B_{\text{LINE1}1} \\ B_{\text{LINE1}2} \end{bmatrix}_{2n \times 1}$$

$$A_{\text{LINE1}} = \begin{bmatrix} -\frac{R_{\text{linei}}}{L_{\text{linei}}} \alpha_i \\ -\alpha_i \frac{R_{\text{linei}}}{L_{\text{linei}}} \\ \frac{R_{\text{linei}}}{L_{\text{linei}}} \end{bmatrix}$$

$$B_{\text{LINE1}} = \begin{bmatrix} \frac{1}{L_{\text{linei}}} v_{\text{lineDi}} \\ 0 \end{bmatrix}$$

$$B_{\text{LINE1}} = \begin{bmatrix} 0 \\ \frac{1}{L_{\text{linei}}} \end{bmatrix}_{2 \times 2m}$$

The state equations for RL load connected via an $i^{th}$ node can be written as follows:

$$\frac{di_{\text{loadDi}}}{dt} = -\frac{R_{\text{loadi}}}{L_{\text{loadi}}} i_{\text{loadDi}} + \frac{1}{L_{\text{loadi}}} v_j D_j$$  \hspace{1cm} (A31)

$$\frac{di_{\text{loadDi}}}{dt} = -\frac{R_{\text{loadi}}}{L_{\text{loadi}}} i_{\text{loadDi}} - \frac{1}{L_{\text{loadi}}} v_j Q_j$$  \hspace{1cm} (A32)

Therefore, if there are $p$ load points available in a particular network then the small-signal model can be presented as:
\[ A_{\text{LOAD}} = \begin{bmatrix} A_{\text{LOAD1}} & 0 \\ 0 & A_{\text{LOAD2}} \end{bmatrix} \]

\[ B_{\text{LOAD}} = \begin{bmatrix} B_{\text{LOAD1}} \\ B_{\text{LOAD2}} \end{bmatrix} \]

where,

\[ A_{\text{LOAD1}} = \begin{bmatrix} -\frac{R_{\text{load}}}{L_{\text{load}}} & \frac{\omega}{L_{\text{load}}} \\ -\frac{\omega}{L_{\text{load}}} & -\frac{R_{\text{load}}}{L_{\text{load}}} \end{bmatrix} \]

\[ B_{\text{LOAD1}} = \begin{bmatrix} \frac{1}{L_{\text{load}}} \\ 0 \end{bmatrix} \]
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