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Abstract

Many available formal verification methods have been shown to be instances of a unified Branch-and-Bound (BaB) formulation. We propose a novel machine learning framework that can be used for designing an effective branching strategy as well as for computing better lower bounds. Specifically, we learn two graph neural networks (GNN) that both directly treat the network we want to verify as a graph input and perform forward-backward passes through the GNN layers. We use one GNN to simulate the strong branching heuristic behaviour and another to compute a feasible dual solution of the convex relaxation, thereby providing a valid lower bound.

We provide a new verification dataset that is more challenging than those used in the literature, thereby providing an effective alternative for testing algorithmic improvements for verification. Whilst using just one of the GNNs leads to a reduction in verification time, we get optimal performance when combining the two GNN approaches. Our combined framework achieves a 50% reduction in both the number of branches and the time required for verification on various convolutional networks when compared to several state-of-the-art verification methods. In addition, we show that our GNN models generalize well to harder properties on larger unseen networks.
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1. Introduction

Despite their outstanding performances on various tasks, neural networks are found to be vulnerable to adversarial examples (Goodfellow et al., 2015; Szegedy et al., 2013) — examples that are similar to real inputs but ones which the neural network misclassifies with a high probability. They are obtained by applying small but deliberately chosen perturbations that are often imperceptible to the human eye. The brittleness of neural networks can have costly consequences in areas such as autonomous vehicles (Bojarski et al., 2016) and personalized medicine (Weiss et al., 2012). When one requires robustness to adversarial examples, traditional model evaluation approaches, which test the trained model on a hold-out set, do not suffice. Instead, formal verification of properties such as adversarial robustness becomes necessary. For instance, to ensure self-driving cars make consistent correct decisions even when the input image is slightly perturbed, the required property to verify is that the underlying neural network outputs the same correct prediction for all points within a norm ball whose radius is determined by the maximum perturbation allowed.

Several methods have been proposed for verifying properties on neural networks. Bunel et al. (2018a) showed that many of the available methods can be viewed as instances of a unified branch-and-bound (BaB) framework. The BaB framework solves a mixed integer programming (MIP) formulation of the verification problem. In other words, the verification problem is formulated as the minimization of a linear objective under linear constraints over variables that can take real values or can be restricted to take only integral values. A BaB algorithm consists of two key components: branching strategies and bounding methods. Branching strategies decide how the feasible domain of the MIP is recursively split into smaller subdomains. For each subdomain the bounding method then computes an upper and a lower bound of the MIP objective. If the upper bound of a subdomain is less than the lower bound of another, the latter subdomain can be pruned thereby reducing the domain for the optimal solution.

Branching strategies have a significant impact on the overall problem-solving process, as they directly influence the total number of steps, and consequently the total time, required to solve the problem at hand. The quality of a branching strategy is even more important when neural network verification problems are considered, which generally have a very large domain. Each input dimension or each activation unit can be a potential branching option and neural networks of interest often have high dimensional inputs and thousands of hidden activation units. With such a large problem domain, an effective branching strategy could mean a large reduction of the total number of branches required, and consequently of the time required to solve a problem. Developing an effective strategy is thus of significant importance to the success of BaB based neural network verification. So far, to the best of our knowledge, branching rules adopted by BaB based verification methods are either random selection (Katz et al., 2017a; Ehlers, 2017a) or hand-designed heuristics (Wang et al., 2018b; Bunel et al., 2018a; Royo et al., 2019; Bunel et al. 2020b). Random selection is generally inefficient as the distribution of the best branching decision is rarely uniform. In practice, this strategy often results in an almost exhaustive search to make a verification decision. On the other hand, hand-designed heuristics often involve a trade-off between effectiveness and computational cost. For instance, strong branching is generally one of the best performing heuristics for BaB methods in terms of the number of branches, but it is computationally prohibitive as each branching decision requires an expensive exhaustive search over all possible options. The heuristics that are currently used in practice are either inspired by the corresponding dual problem when verification is formulated as an optimization problem (Bunel et al., 2018a; Royo et al., 2019) or incorporating...
the gradient information of the neural network (Wang et al., 2018b). These heuristics normally have better computational efficiency. However, given the complex nature of the problem domain, it is unlikely that any hand-designed heuristic is able to fully exploit the structure of the problem and the data distribution encountered in practice. As mentioned earlier, for large size neural network verification problems, a slight reduction in the quality of the branching strategy could lead to substantial increase in the total number of branches required to solve the problem. A computationally cheap but high quality branching strategy is thus much needed.

The bounding component of the BaB algorithm consists of two parts: finding upper and lower bounds. The former is efficient to compute as it involves evaluating the objective for any feasible solution. In contrast, the lower bound computation requires solving a large convex relaxation. Typically, the relaxation is solved using either commercial solvers such as Gurobi (Gurobi Optimization, 2020) or traditional optimization algorithms such as subgradient descent (Dvijotham et al. 2018b) or proximal minimization (Bunel et al., 2020a). However, neither approach scales elegantly with the size of the relaxation, which prevents current formal verification methods from being applied to deep state-of-the-art networks. In other words, lower bound estimation forms a computational bottleneck for BaB. A natural question that arises is why do traditional algorithms fail? We argue that by their very nature, they ignore the rich inherent structure of lower bound estimation for the problem of verification. Specifically, all lower bounds that one wishes to estimate across multiple subdomains of the same property, across multiple properties of the same network, and across multiple networks share the same form of variables, constraints and objectives. Furthermore, the coefficients of the objective and constraints are determined from network weights, which themselves are not random but are estimated using real data. Traditional optimization algorithms are agnostic to this complex high-dimensional structure as it is not “visible” to human intelligence.

The aforementioned arguments suggest that, in order to scale-up verification, we require computationally cheap methods that can exploit the inherent structure of the problem and the data. To this end, we propose a novel machine learning framework that can be used for designing a branching strategy and for the estimation of lower bounds. Our framework is both computationally efficient and effective, giving branching decisions that are of a similar quality to that of strong branching. Moreover, we use the same framework to return tighter lower bounds more quickly than other optimization methods. Specifically, we make the following contributions:

- We use a graph neural network (GNN) to exploit the structure of the neural network we want to verify. The embedding vectors of the GNN are updated by a novel schedule, which is both computationally cheap and memory efficient. In detail, we mimic the forward and backward passes of the neural network to update the embedding vectors. In addition, the proposed GNN allows a customised schedule to update embedding vectors via shared parameters. That means, once training is done, the trained GNN model is applicable to various verification properties on different neural network structures.

- We train two GNNs: one for branching and another for bounding. We provide ways to generate training data cheaply but inclusive enough to represent problems at different stages of a BaB process for various verification properties. With the ability to exploit the neural network structure and a comprehensive training data set, our GNNs are easy to train and converge quickly.
• Our learnt GNNs also enjoy transferability both horizontally and vertically. Horizontally, although trained with easy properties, the learnt GNNs give similar performance on medium and difficult level properties. More importantly, vertically, given that all other parts of BaB algorithms remain the same, the GNNs trained on small networks perform well on large networks. Since the network size determines the total cost for generating training data and is positively correlated with the difficulty of learning, this vertical transferability allows our framework to be readily applicable to large scale problems.

• Finally, we supply a dataset on convolutional neural network verification problems, covering problems at different difficulty levels over neural networks of different sizes. We hope that by providing a large problem dataset it could allow easy comparisons among existing methods and additionally encourage the development of better methods.

Since most available verification methods work on ReLU-based deep neural networks, we focus on neural networks with ReLU activation units in this paper. However, we point out that our framework is applicable to other neural network architectures using different non-linearities such as sigmoid or the hyperbolic tangent.

A preliminary version of this work appeared in the 2020 proceedings of the International Conference on Learning Representations, in which we focused on learning how to branch. We have extended the work to now also include learnt bounding algorithms. Moreover, we have merged the branching and the bounding methods to get a learnt complete verification algorithm that outperforms state-of-the-art solvers.

2. Background

Formal verification of neural networks refers to the problem of proving or disproving a property over a bounded input domain. Properties are functions of neural network outputs. When a property can be expressed as a Boolean expression over linear forms, we can modify the neural network in a suitable way so that the property can be simplified to checking the sign of the neural network output (Bunel et al., 2018a). Note that all the properties studied in previous works satisfy this form, thereby allowing us to use the aforementioned simplification. Mathematically, given the modified neural network \( f \), a bounded convex input domain \( C \), formal verification examines the truthfulness of the following statement:

\[
\forall x \in C, \quad f(x) \geq 0. \tag{1}
\]

If the above statement is true, the property holds. Otherwise, the property does not hold.

2.1 Branch-and-Bound

Verification tasks are often treated as a global optimization problem. We want to find the minimum of \( f(x) \) over \( C \) in order to compare it with the threshold 0. Specifically, we consider an \( L \) layer feed-forward neural network, \( f : \mathbb{R}^d \to \mathbb{R} \), with non-linear activations \( \sigma \) such that for any \( x_0 \in C \subseteq \mathbb{R}^d \), \( f(x_0) = \hat{x}_L \in \mathbb{R} \) where

\[
\hat{x}_{i+1} = W^{i+1}x_i + b^{i+1}, \quad \text{for } i = 0, \ldots, L - 1, \tag{2a}
\]

\[
x_i = \sigma(\hat{x}_i), \quad \text{for } i = 1, \ldots, L - 1. \tag{2b}
\]
The terms $W^i$ and $b^i$ refer to the weights and biases of the $i$-th layer of the neural network $f$. Domain $C$ can be an $\ell_p$ norm ball with radius $\epsilon$. In our case, we use the ReLU activation defined as $\sigma(x) = \max(x, 0)$ as it is widely used in machine learning in general (Krizhevsky et al., 2012; Maas et al., 2013) and in neural network verification in particular (Bunel et al., 2018b; Dvijotham et al., 2018a; Ehlers, 2017b). However, we note that our approach works for other non-linearities such as the sigmoid activation or the hyperbolic tangent (De Palma et al., 2021). See Appendix K for a more detailed description of using other non-linearities. Finding the minimum of $f$ is a challenging task, as the optimization problem is generally NP hard (Katz et al., 2017a). To deal with the inherent difficulty of the optimization problem itself, BaB (Bunel et al. 2018a) is generally adopted. In detail, BaB based methods divide the feasible domain defined by equation (2a) and (2b) for all $x \in C$ into sub-domains, each of which defines a new sub-problem (branching). They then compute a relaxed lower bound of the minimum on each sub-problem (bounding). The minimum of the lower bounds of all the generated sub-domains constitutes a valid global lower bound of the global minimum over $C$. As a recursive process, BaB keeps partitioning the sub-domains to tighten the global lower bound. The process terminates when the computed global lower bound is above zero (property is true) or when an input with a negative output is found (property is false). A detailed description of the BaB algorithm is provided in the appendices. In what follows, we provide a brief description of the two components, bounding methods and branching strategies, that is necessary for the understanding of our novel learning framework.

2.2 Bounding

The bottleneck of most BaB algorithms is the estimation of a lower bound on the output of the neural network we are trying to verify on a given subdomain. As the neural network is highly non-convex and thus hard to optimize over we use convex relaxations. Different linear-sized relaxations have been proposed in the literature such as naive relaxation, linear bounds relaxation, and Planet relaxation. In our work we use the Planet relaxation as it is the tightest relaxation as can be seen in Figure 1. Specifically, we focus on the decomposition based approach of Bunel et al. (2020a) which is described in more detail below.

**Planet Relaxation.** We denote the output of the $i$-th layer before the application of the ReLU as $\hat{x}_i$ and the output of applying the ReLU to $\hat{x}_i$ as $x_i$. Given the lower bounds $l_i$ and upper bounds $u_i$ of
the values of $\hat{x}_i$, we relax the ReLU activations $x_i = \sigma(\hat{x}_i)$ to its convex hull $\text{cvx hull}_\sigma(\hat{x}_i, x_i, l_i, u_i)$, defined as follows:

$$
\text{cvx hull}_\sigma(\hat{x}_i, x_i, l_i, u_i) \equiv \begin{cases} 
  x_{i[j]} \geq 0 & x_{i[j]} \geq \hat{x}_{i[j]} \\
  x_{i[j]} \leq \frac{u_{i[j]} - (\hat{x}_{i[j]} - l_{i[j]})}{u_{i[j]} - l_{i[j]}} & \text{if } l_{i[j]} < 0 \text{ and } u_{i[j]} > 0 \\
  x_{i[j]} = 0 & \text{if } u_{i[j]} \leq 0 \\
  x_{i[j]} = \hat{x}_{i[j]} & \text{if } l_{i[j]} \geq 0.
\end{cases} \quad (3)
$$

Here, $x_{i[j]}$ denotes the $j$-th element of $x_i$. Note that the computation of the convex hull requires the knowledge of the lower and upper bounds (i.e. $l_i$ and $u_i$) for each intermediate node. The bounds do not have to be optimal. However, the tighter the bounds are, the tighter the relaxation will be as well. There are different ways of computing said bounds that have been proposed in the literature (Gowal et al., 2018; Raghunathan et al., 2018; Wong and Kolter, 2018). In our experiments we use the method proposed by Wong and Kolter (2018). For the sake of clarity, we introduce the following notations for the constraints corresponding to the input and the $i$-th layer respectively:

$$
\mathcal{P}_0(x_0, \hat{x}_1) \equiv \begin{cases} 
  x_0 \in C \\
  \hat{x}_1 = W_1 x_0 + b_1
\end{cases} \quad \mathcal{P}_i(\hat{x}_i, \hat{x}_{i+1}) \equiv \begin{cases} 
  \exists x_i \text{ s.t.} \\
  l_i \leq \hat{x}_i \leq u_i \\
  \text{cvx hull}_\sigma(\hat{x}_i, x_i, l_i, u_i) \\
  \hat{x}_{i+1} = W_{i+1} x_i + b_{i+1}.
\end{cases} \quad (4)
$$

Using the above notation, the Planet relaxation for computing the lower bound can be written as:

$$
\min_{x, \hat{x}} \mathcal{P}_0(x_0, \hat{x}_1); \mathcal{P}_i(\hat{x}_i, \hat{x}_{i+1}) \text{ for } i \in [1, \ldots, L-1]. \quad (5)
$$

**Lagrangian Decomposition.** We often merely need approximations of the bounds rather than the precise values of them. We can therefore make use of the primal-dual formulation of the problem as every feasible solution to the dual problem provides a valid lower bound for the primal problem. Following the work of Bunel et al. (2020a) we will use the Lagrangian decomposition (Guignard and Kim, 1987). To this end, we first create two copies $\hat{x}_{A,i}, \hat{x}_{B,i}$ of each variable $\hat{x}_i$:

$$
\min_{x, \hat{x}} \mathcal{P}_0(x_0, \hat{x}_{A,1}) \mathcal{P}_i(\hat{x}_{B,i}, \hat{x}_{A,i+1}) \text{ for } i \in [1, \ldots, L-1]
\hat{x}_{A,i} = \hat{x}_{B,i} \quad \text{for } i \in [1, \ldots, L-1]. \quad (6)
$$

Next we obtain the dual by introducing Lagrange multipliers $\rho$ corresponding to the equality constraints of the two copies of each variable:

$$
q(\rho) = \min_{x, \hat{x}} \mathcal{P}_0(x_0, \hat{x}_{A,1}) \mathcal{P}_i(\hat{x}_{B,i}, \hat{x}_{A,i+1}) \text{ for } i \in [1, \ldots, L-1] \text{ s.t. } \mathcal{P}_0(x_0, \hat{x}_{A,1}) \mathcal{P}_i(\hat{x}_{B,i}, \hat{x}_{A,i+1}) \text{ for } i \in [1, \ldots, L-1]). \quad (7)
$$

Problem (7) is unconstrained with respect to $\rho$. In other words, any possible $\rho$ is a feasible solution and thus by duality provides a lower bound for the primal problem (6). We therefore aim to maximize $q(\rho)$ to get the tightest possible lower bound. Given an assignment to the dual variables, Bunel et al. (2020a) showed that the minimization over $x_0^\ast, \hat{x}_{A}^\ast, \hat{x}_{B}^\ast$ can be done efficiently. The supergradients can then be easily computed as $V_{\rho} q(\rho) = \hat{x}_{B}^\ast - \hat{x}_{A}^\ast$. This is used to come up with lower bounds via supergradient ascent (see appendix G for a more detailed explanation). Unfortunately, supergradient ascent is known to be quite slow. We therefore take a different approach that learns to estimate a better ascent direction, thereby providing larger lower bounds more efficiently.
2.3 Branching

Branching is of equal importance as bounding in the BaB framework. Especially for large scale networks \( f \), each branching step has a large number of putative choices. In these cases, the effectiveness of a branching strategy directly determines the possibility of verifying properties over these networks within a given time limit. On neural networks, two types of branching decisions are used: input domain split and hidden activation unit split.

Assume we want to split a parent domain \( \mathcal{D} \). Input domain split selects an input dimension and then makes a cut on the selected dimension while the rest of the dimensions remain the same. The common choice is to cut the selected dimension in half and the dimension to cut is decided by the branching strategy used. Available input domain split strategies are Bunel et al. (2018a) and Royo et al. (2019). The strategy of Royo et al. (2019) is based on a sensitivity test of the LP on \( \mathcal{D} \) while Bunel et al. (2018a) use the formula provided in Wong and Kolter (2018) to estimate final output bounds for sub-domains after splitting on each input dimension and selects the dimension that results in the highest output lower bound estimates.

In our setting, we refer to a ReLU activation unit \( x_{ij} = \max(\hat{x}_{ij}, 0) \) as ambiguous over \( \mathcal{D} \) if the upper bound \( u_{ij} \) and the lower bound \( l_{ij} \) for \( \hat{x}_{ij} \) have different signs. Activation unit split chooses among ambiguous activation units and then divides the original problem into cases of different activation phases of the chosen activation unit. If a branching decision is made on \( x_{ij} \), we divide the ambiguous case into two determinable cases:

- \( \{x_{ij} = 0, l_{ij} \leq \hat{x}_{ij} \leq 0\} \)
- \( \{x_{ij} = \hat{x}_{ij}, 0 \leq \hat{x}_{ij} \leq u_{ij}\} \).

After the split, the originally introduced convex relaxation is removed, since the above sets are themselves convex. We expect large improvements on the output lower bounds of the newly generated sub-problems if a good branching decision is made. Apart from random selection, employed in Ehlers (2017a) and Katz et al. (2017a), available ReLU split heuristics are Wang et al. (2018a) and Bunel et al. (2020b). Wang et al. (2018a) compute scores based on gradient information to prioritise ambiguous ReLU nodes. Bunel et al. (2020b) use scores to rank ReLU nodes that are computed with a formula developed on the estimation equations in Wong and Kolter (2018). We note that for both branching strategies, after the split, intermediate bounds are updated accordingly on each new sub-problem. For neural network verification problems, either domain split or ReLU split can be used at each branching step. When compared with each other, ReLU split is a more effective choice for large scale networks, as shown in Bunel et al. (2020b).

All the aforementioned existing branching strategies use hand-designed heuristics. In contrast, we propose a new framework for branching strategies by learning to imitate strong branching heuristics. This allows us to harness the effectiveness of strong branching strategies while retaining the computational efficiency.

3. GNN Framework

The bounding part of the BaB algorithm aims to estimate the lower bound for the final layer of the neural network. The strong branching strategy, that our branching method is based on, estimates the final lower bound for the two subdomains that splitting on any given node would create. It then chooses the node which leads to the subdomains with the smallest lower bounds. Both the branching and the bounding methods therefore rely on an accurate estimation of the final lower bound. Previously known lower bound computation techniques such as supergradient ascent and proximal maximization (Bunel et al., 2020a) can be thought of as performing forward-backward style passes through the network to update the dual variables. However, the exact form of the
passes is restricted to those suggested by standard optimization algorithms, which are agnostic to the special structure of neural lower bound computation. This observation suggests using a GNN framework to parameterize the forward and backward passes, and estimate the parameters using a training data set so as to exploit the problem and data structure more successfully.

Having motivated the use of a GNN we begin with a brief overview of our overall framework that our branching and bounding approaches are based on. Moreover, we provide a detailed description of its specialized implementation, first for the branching and then for the bounding problem.

### 3.1 GNNs for Verification

**Nodes and Edges.** A graph neural network $G_{GNN}$ is represented by two components: a set of nodes $V_{GNN}$ and a set of edges $E_{GNN}$, such that $G_{GNN} = (V_{GNN}, E_{GNN})$. The precise structure of $G_{GNN}$ depends on its input. We treat the neural network $f$ that we’re trying to verify as a graph $G_f = (V_f, E_f)$ and provide it as input to the GNN. The set of nodes in the GNN corresponds to the nodes in the original neural network. Specifically, they are either based on the primal or on the dual variables. The set $E_{GNN}$ consists of all edges connecting nodes in $V_{GNN}$, which are exactly the connecting edges in $f$. Edges are characterized by the weight matrices that define the parameters of the network $f$ such that for an edge $e_{jk}^t$ connecting $v_{i[j]}$ and $v_{i+1[k]}$, we assign $e_{jk}^t = W_{jk}^t$.

**Node Features.** For every node $v \in V_{GNN}$ we first compute a feature vector $\mathbf{z}$, which contains local information about the node and will depend on the task that we want to solve. There is an inherent trade-off between using simple and easily computable features and using more informative but complex ones. Our methods use simple node features and do not rely on extensive feature engineering. Instead we rely on the powerful GNN framework - in particular the forward-backward passes described below - to generate accurate solutions.

Figure 2: Illustration of our proposed GNN framework. An all zeros embedding network mimicking the neural network is initialised. Embedding vectors are updated via several rounds of forward backward passes using updating Eqs. (8) - (12). We obtain the final branching decision by calling a score function $g_s$ over all embedding vectors of the potential branching decision nodes.
**Embeddings.** We associate a \(p\)-dimensional embedding vector \(\mathbf{\mu}_v\) with each node \(v \in V_{\text{GNN}}\). All embedding vectors are initialised either as zero vectors or using a learnt function that takes the corresponding feature vectors as input.

**Forward and Backward Passes.** In general, a graph neural network learns signals from a graph by acting as a function of two inputs: a feature matrix consisting of the embedding vectors, and an adjacency matrix representing the graph structure. Under this formulation, all node embedding vectors are updated at the same time and there is no particular order between nodes. In this work, instead, we propose an update scheme where only the nodes corresponding to the same layer of the network \(f\) are updated at the same time. As described above, our approach is modelled on existing lower bound computation techniques: in order to pass information between the embedding vectors, we update them using a forward- and backward update schedule simulating runs through the original network. The update steps normally take as input the node feature vectors, the embedding vectors of all neighbouring nodes, as well as the edge values. At the end of the forward-backward updates, embedding vectors capture important information about the corresponding node, the structure of the neural network, and the state of the optimization algorithm. We point out that our forward-backward embedding vectors capture important information about the corresponding node, the structure of the neural network, and the state of the optimization algorithm.

During the forward update, for \(i = 1, \ldots, L - 1\), we have, for all possible \(j\),

\[
\mathbf{\mu}_{0[j]} \leftarrow F_{\text{inp}}(\mathbf{z}_{0[j]}; \Theta_0), \quad \text{if} \quad \mathbf{\mu}_{0[j]} = 0, \\
\mathbf{\mu}_{i[j]} \leftarrow F_{\text{act}}(\mathbf{z}_{i[j]}, \mathbf{\mu}_{i-1}, \mathbf{\mu}_{i[j]}, e_i^1; \Theta_1), \\
\mathbf{\mu}_{L} \leftarrow F_{\text{out}}(\mathbf{z}_L, \mathbf{\mu}_{L-1}, e_L^1; \Theta_2). \tag{8}
\]

During the backward update, for \(i = L - 1, \ldots, 1\), we have

\[
\mathbf{\mu}_{i[j]} \leftarrow B_{\text{act}}(\mathbf{z}_{i[j]}, \mathbf{\mu}_{i+1}, \mathbf{\mu}_{i[j]}, e_i^{+1}; \Theta_3), \\
\mathbf{\mu}_{0[j]} \leftarrow B_{\text{inp}}(\mathbf{z}_{0[j]}, \mathbf{\mu}_1, \mathbf{\mu}_{0[j]}, e_1^1; \Theta_4). \tag{12}
\]

In other words, both the forward and the backward passes are performed by functions \(F\) and \(B\) with parameters \(\Theta_0, \ldots, \Theta_4\), which can be estimated using a training data set. The structure of the functions \(F\) and \(B\) depends on the specific problem we are trying to solve.

**Output Function.** Once the embedding vectors have been updated using the forward-backward passes they are gathered and treated as inputs to a learnt output function \(g_z(\cdot; \Theta_5) : \mathbb{R}^P \rightarrow \mathbb{R}\). It transforms them into a solution to the problem we are aiming to solve: branching scores for every node, or a dual ascent direction. Our framework and the update steps are visualised in Figure 2.

We will train two different GNNs, one for branching and one for bounding. They are both based on the framework described above, but the exact design of the feature vectors, the update steps, the output functions, and the training procedures differ. We will first describe the components of the branching GNN before outlining the similarities and differences with the GNN used for bounding.

### 3.2 GNN for Branching

In the previous section we described a general GNN framework. We now explain how to specialize it for the branching problem. The aim of the branching GNN is to output the next ReLU node to branch on.
Nodes. The set of nodes $\tilde{V}_{\text{GNN}}$ is based on the primal variables including all input nodes $v_{0[j]}$, all hidden activation nodes $v_{i[j]}$ and the output node $v_L$. In our framework, we combine every pre-activation variable and its associated post-activation variable and treat them as a single node. Pre- and post-activation nodes together contain the information about the amount of convex relaxation introduced at this particular activation unit, so dealing with the combined node simplifies the learning process. In terms of Equation (2), let $x'_{i[j]}$ denote the combined node of $\hat{x}_{i[j]}$ and $x_{i[j]}$. The nodes $v_{0[j]}$, $v_{i[j]}$ and $v_L$ are thus in one-to-one correspondence with $x_{0[j]}$, $x'_{i[j]}$ and $x_L$. We note that $\tilde{V}_{\text{GNN}}$ is larger than the set of all potential branching decisions as it includes unambiguous activation nodes and output nodes.

Node Features. Different types of nodes have different sets of features. In particular, input node features contain the corresponding domain lower and upper bounds and the primal solution. For activation nodes, the node features consist of associated intermediate lower and upper bounds, the layer bias, primal and dual solutions and new terms computed using previous features. Finally, the output node has features including the associated output lower and upper bounds, the layer bias and the primal solution. We denote input node features as $\tilde{z}_{0[j]}$, activation node features as $\tilde{z}_{i[j]}$ and output node features as $\tilde{z}_L$. All embedding vectors are initialised as zero vectors.

Forward and Backward Embedding Updates. The forward and backward update steps are as described in equations (8 - 12). Update functions $\tilde{F}$ and $\tilde{B}$ take the form of multi-layered fully-connected networks with ReLU activation functions or composites of these simple update networks. The terms $\tilde{\Theta}_i$ denote the parameters of the networks. A detailed description of update functions is provided in appendix B.

Scores. At the end of the forward-backward updates, embedding vectors for potential branching decision nodes (all input nodes and ambiguous activation nodes) are gathered and treated as inputs of a score function $\tilde{g}_s(\cdot; \tilde{\Theta}_5) : \mathbb{R}^p \rightarrow \mathbb{R}$, which takes the form of a fully-connected network with parameters $\tilde{\Theta}_5$. It assigns a scalar score for each input embedding vector. The final branching decision is determined by picking the node with the largest score.

3.3 GNN for Bounding

The main structure of the GNN is similar to the branching GNN. The main difference being that once we have gotten a learnt representation of each node we will convert the embedding vectors into a dual ascent direction, which will be used to update the dual variables.

Nodes. We create a node $v_{i[j]}$ in our bounding GNN for every dual variable $\rho_{i[j]}$. Every dual variable corresponds to the output of the non-linear activation and the input to the next linear layer.

Node Features. For each node $v_{i[j]}$ we define a corresponding $d$-dimensional feature vector $\tilde{z}_{i[j]} \in \mathbb{R}^d$ describing the current state of that node as follows:

$$\tilde{z}_{i[j]} := (\rho_{i[j]}, \hat{x}_{A,i[j]}, \hat{x}_{B,i[j]}, \hat{x}_B,i[j] - \hat{x}_{A,i[j]})^\top.$$  \hspace{1cm} (13)

Here, $\rho_{i[j]}$ is the current assignment to the corresponding dual variable and $\hat{x}_{A,i[j]}$ and $\hat{x}_{B,i[j]}$ are the closed-form solutions to the inner minimization problem of the dual problem as explained above. The term $\hat{x}_B,i[j] - \hat{x}_{A,i[j]}$ corresponds to the supergradient of $q$. While more complex features could be included, we deliberately choose the simple features described above and rely on the power of GNNs to efficiently compute an accurate ascent direction.
Embeddings. For every node \(v_i[j]\) we compute a corresponding \(p\)-dimensional embedding vector \(\tilde{\mu}_{i[j]} \in \mathbb{R}^p\) using a learned function \(\tilde{\varepsilon}_{\text{init}} : \mathbb{R}^d \rightarrow \mathbb{R}^p\) that takes the feature vector as input:

\[
\tilde{\mu}_{i[j]} := \tilde{\varepsilon}_{\text{init}}(\mathbf{a}(i[j], \Theta_0)).
\]  

(14)

In our case \(\tilde{\varepsilon}_{\text{init}}\) is a multilayer perceptron (MLP).

**Forward and Backward Passes.** The bounding GNN does not have any nodes corresponding to the input nodes of the original network. We thus don’t have the update function \(F_{\text{inp}}\). We also treat all forward passes the same, i.e. \(\overline{F} := F_{\text{act}} = F_{\text{out}}\). Similarly, we only have a single update function for all backward passes: \(\overline{B}\). During the forward update, for \(i = 2, \ldots, L\), we have

\[
\tilde{\mu}_{i[j]} \leftarrow \overline{F}(\tilde{\mu}_{i-1[j]}, \tilde{\mu}_{i[j]}, \epsilon^{i}; \Theta_1),
\]  

(15)

and during the backward update, for \(i = L - 1, \ldots, 1\), we have

\[
\tilde{\mu}_{i[j]} \leftarrow \overline{B}(\tilde{\mu}_{i+1[j]}, \tilde{\mu}_{i[j]}, \epsilon^{i+1}; \Theta_2).
\]  

(16)

**Update Step and Output Function.** Finally, we need to reduce each \(p\)-dimensional embedding vector to a single value to get an ascent direction \(\tilde{\rho}^{i+1}\). We use an output function \(\tilde{\varepsilon}_{\text{out}}(\cdot ; \Theta_3) : \mathbb{R}^p \rightarrow \mathbb{R}\) with learnable parameter \(\Theta\) to get a set of dual variables: \(\tilde{\rho}^{i+1} = \tilde{\varepsilon}_{\text{out}}(\tilde{\mu}; \Theta_3)\). Ideally the GNN would output a new ascent direction that will lead us directly to the global optimum of equation (7). However, as the dual problem is complex this may not be feasible in practice without making the GNN very large, thereby resulting in computationally prohibitive inference. Instead, we propose to run the GNN a small number of times to return ascent directions that gradually move towards the optimum. Given a step size \(\eta^{i+1}\), previous dual variables \(\rho^i\), and the new ascent direction \(\tilde{\rho}^{i+1}\) we update the dual variables as follows:

\[
\rho^{i+1} = \rho^i + \eta^{i+1} \tilde{\rho}^{i+1}.
\]  

(17)

Similar to many iterative optimization methods we decay our stepsize as we want to take smaller steps the closer we get to the optimal solution. Given an initial step size \(\eta_0\), we define the step size at time \(t\) as follows: \(\eta^t = \eta_0 \ast \sqrt{t}\).

4. **Parameter Estimation for Branching**

Having described the structure of the GNNs we will now explain how to train them. Whereas the structure of the different GNNs was similar, the training procedure differs more strongly due to the difference in nature between the tasks they aim to solve. We will first outline how to estimate the learnable parameters for the branching GNN before doing the same for the bounding GNN.

**Training.** We train a GNN via supervised learning. To estimate \(\tilde{\Theta} := (\Theta_0, \Theta_1, \Theta_2, \Theta_3, \Theta_4, \Theta_5)\), we propose a new hinge rank loss function that is specifically designed for our framework. Before we give details of the loss, we introduce a relative improvement measure \(m\) first. Given a domain \(\mathcal{D}\), for each branching decision node \(v\), the two generated sub-problems have output lower bounds \(l_v^1\) and \(l_v^2\). We measure the relative improvement of splitting at the node \(v\) over the output lower bound \(l_v^0\) as follows

\[
m_v := \left( \min(l_v^1, 0) + \min(l_v^2, 0) - 2 \cdot l_v^0 \right) / \left( -2 \cdot l_v^0 \right).
\]  

(18)
Intuitively, \( m (0 \leq m \leq 1) \) measures the average relative sub-problem lower bound improvement to the maximum improvement possible, that is \(-L_{\mu}^b\). Any potential branching decision node \( v \) can be compared and ranked via its relative improvement value \( m_v \). Since we are only interested in branching nodes with large improvement measures, ranking loss is a natural choice. A direct pairwise rank loss might be difficult to learn for NN verification problems, given the large number of branching decision nodes on each domain \( \mathcal{D} \). In addition, many branching decisions may give similar performance, so it is redundant and potentially harmful to the learning process if we learn a ranking among these similar nodes. To deal with these issues, we develop our loss by first dividing all potential branching nodes into \( M \) classes (\( M \) is much smaller than the total number of branching decision nodes) through the improvement value \( m_v \) of a node. We denote the class label as \( Y_v \) for a node \( v \). Labels are assigned in an ascending order such that \( Y_j > Y_i \) if \( m_{j} > m_{i} \).

We then compute the pairwise hinge-rank loss on these newly assigned labels as

\[
\text{loss}_{\mathcal{D}}(\widehat{\Theta}) = \frac{1}{K} \sum_{i=1}^{N} \sum_{j=1}^{N} \phi(g_s(\mu_j; \widehat{\Theta}) - g_s(\mu_i; \widehat{\Theta})) \cdot \mathbf{1}_{Y_j > Y_i},
\]

where \( \phi(z) = (1-z)_+ \) is the hinge function, \( N \) is the total number of branching decision nodes and \( K \) is the total number of pairs where \( Y_j > Y_i \) for any branching decision nodes \( v_i, v_j \). The loss measures the average hinge loss on score difference \( (g_s(\mu_j; \widehat{\Theta}) - g_s(\mu_i; \widehat{\Theta})) \) for all pairs of branching decision nodes \( v_i, v_j \) such that \( Y_j > Y_i \). Finally, we evaluate \( \widehat{\Theta} \) by solving the following optimization problem:

\[
\widehat{\Theta} = \arg\min_{\Theta} \frac{1}{2} \| \Theta \|^2 + \frac{1}{n} \sum_{i=1}^{N} \text{loss}_{\mathcal{D}}(\widehat{\Theta}),
\]

where the \( \text{loss}_{\mathcal{D}} \) is the one introduced in Equation (19) and \( n \) is the number of training samples.

**Fail-safe Strategy.** We introduce a fail-safe strategy employed by our framework to ensure that consistent high-quality branching decisions are made throughout a BaB process. The proposed framework uses a GNN to imitate the behavior of the strong branching heuristic. Although computationally cheap, in some cases, the output decision by the learnt graph neural network might be suboptimal. When this happens, it could lead to considerably deteriorated performance for two reasons. Firstly, we observed that for certain problems, which requires multiple splits to reach a conclusion on this problem, if a few low-quality branching decisions are made at the beginning or the middle stage of the branching process, the total number of splits required might increase substantially. The total BaB path is thus, to some extent, sensitive to the quality of each branching decision apart from those made near the end of the BaB process. Secondly, once a low-quality decision is made on a given problem, a decision of similar quality is likely to be made on the two newly generated sub-problems, leading to exponential decrease in performance. Features for newly generated sub-problems are normally similar to those of the parent problem, especially in the cases where the branching decision of the parent problem is made on the later layers and loose intermediate bounds are used. Thus, it is reasonable to expect the GNN fails again on the resulting sub-problems.

To deal with this issue, we keep track of the output lower bound improvement for each branching decision, as introduced in Equation (18). We then set a pre-determined threshold parameter. If the improvement is below the threshold, a computationally cheap heuristic is called to make a branching decision. Generally, the back-up heuristic is able to give an above-threshold improvement and generate sub-problems sufficiently different from the parent problem to allow the learnt GNN to recover from the next step onwards.
5. Parameter Estimation for Bounding

Training. We now describe how to train the learnable parameters for the bounding GNN. We aim to maximize the dual values returned by the bounding GNN method. The dual value directly corresponds to the final layer lower bound for a given subdomain. In particular, if the dual value is strictly positive, then the corresponding lower bound is greater than zero as well and we can prune away that subdomain thereby reducing the size of the BaB tree.

Recall that we do not use the GNN to directly compute the optimum dual solution. Instead, we run it iteratively, where each iteration computes an update direction for the dual variables. In order for the training procedure to more closely resemble its behaviour at inference time, it is crucial to train the GNN using a loss function that takes into account the dual values across a large number of iterations $K$. In order to ensure that a single training sample does not dominate the loss by reaching a large positive value, we truncate the loss values for each sample. The natural point to clamp the individual losses at is the value returned by supergradient ascent ($q^{\text{SupG}}_i$) plus a small positive threshold $\kappa$. Inference time of our GNN is shorter than supergradient ascent as we run it for significantly fewer iterations (100 and 500 respectively); so as long as the duals returned by the GNN are as good as those returned by supergradient ascent, the GNN will outperform the baseline in the BaB setting. Given the $i$-th training sample $d_i$, the corresponding dual objective $q^i_i$, and the dual variables returned by the bounding GNN $\rho^{GNN}_i$, we define its loss to be:

$$L_i = -\sum_{t=1}^{K} q^i_i(\rho^{GNN}_i) \gamma^t \mathbb{1}_{q^i_i(\rho^{GNN}_i) < q^{\text{SupG}}_i + \kappa}$$  

Instead of maximizing over the dual value, we minimize over the negative dual instead. If the decay factor $\gamma \in (0, 1)$ is low then we encourage the model to make as much progress in the first few steps as possible, whereas if $\gamma$ is closer to 1, then more emphasis is placed on the final output of the GNN, sacrificing progress in the early stages. Readers familiar with reinforcement learning may be reminded by the discount rates used in algorithms such as Q-learning and policy-gradient methods.

We sum over the individual loss values corresponding to each data point to get the final training objective $L$:

$$L = \sum_{i=1}^{\mid D \mid} L_i.$$

Fail-safe Strategy. As our approach is based on learning, we do not have any convergence guarantees. For a few subdomains our GNN might diverge rather than improve on the value returned for its parent. We therefore introduce a fail-safe strategy that ensures our algorithm performs well even when our GNN fails. We compare whether the final bound of a given subdomain outputted by the GNN beats the bound returned for its parent domain by a given absolute threshold. If it fails to do so, then we add the subdomain into a second set of current subdomains. We use supergradient ascent to solve these subdomains on which our GNN performed poorly. This way we reduce the risk of our branch-and-bound algorithm timing out on certain properties.

Running Standard Algorithms using the GNN. As mentioned earlier, the motivation behind our GNN framework is to offer a parameterized generalization of previous methods for lower bound computation. We now formalize the generalization using the following proposition.

Proposition 1 Our GNN architecture can simulate supergradient ascent (Bunel et al., 2020a) (proof in appendix H).
6. Related Works

Learning has already been used in solving combinatorial optimization problems (Bello et al., 2017a; Dai et al., 2017) and mixed integer linear programs (MILP) (Khalil et al., 2016; Alvarez et al., 2017; Hansknecht et al., 2018; Gasse et al., 2019). In these areas, instances of the same underlying structure are solved multiple times with different data values, which opens the door for learning. Among them, Khalil et al. (2016), Alvarez et al. (2017), Hansknecht et al. (2018), and Gasse et al. (2019) proposed learnt branching strategies for solving MILP with BaB algorithms. These methods imitate the strong branching strategy. Specifically, Khalil et al. (2016) and Hansknecht et al. (2018) learn a ranking function to rank potential branching decisions while Alvarez et al. (2017) uses regression to assign a branching score to each potential branching choice. Apart from imitation, Anderson et al. (2019a) proposed utilizing Bayesian optimization to learn verification policies. There are two main issues with these methods. Firstly, they rely heavily on hand-designed features or priors and secondly, they use a generic learning structure which is unable to exploit the neural network architecture. The approach most relevant to ours is the concurrent work by Gasse et al. (2019). They managed to reduce feature reliance by exploiting the bipartite structure of an MILP through a GNN. The bipartite graph is capable of capturing the network architecture, but cannot exploit it effectively. Specifically, it treats all the constraints the same and updates them simultaneously using the same set of parameters. This limited expressiveness can result in a difficulty in learning and hence in a high generalization error for NN verification problems. Our proposed framework is specifically designed for NN verification problems. By exploiting the neural network structure, and designing a customized schedule for embedding updates, our framework is able to scale elegantly both in terms of computation and memory.

Most bounding methods create relaxations of the original problem. There are a variety of relaxations that have easily computable closed-form solutions such as Interval Bound Propagation (Gowal et al., 2018) or WK, the method introduced by Wong and Kolter (2018). However, these relaxations tend to be quite loose and therefore lead to bad estimates of the final layer output of a neural network. Hence different linear programming (LP) relaxations were proposed that provide tighter bounds: Planet introduced by Ehlers (2017b), Reluplex by Katz et al. (2017b), or the Anderson relaxation (Anderson et al., 2019b). However, these often require an iterative solver to optimize them, which tends to not scale well. We will therefore use machine learning approaches to come up with better bounds than the best current iterative methods. However, only limited work has been done on learning the bound computation in the BaB algorithm: Dvijotham et al. (2018a b) propose several different learnt methods: one that treats every layer separately, and another that uses a simple forward-backward architecture. Gowal et al. (2019) propose a method called predictor-verifier (PVT) that learns a robust training procedure and a verifier simultaneously. However, these methods end up beating Interval Bound propagation, a comparatively weak baseline, by a small margin only. There is thus a large scope for improvement which we explore in our work.

7. Experiments

We now validate the effectiveness of our proposed framework through comparative experiments against other available neural network verification methods. A comprehensive study of neural network verification methods has been done in Bunel et al. (2020b). We thus design our experiments based on the results presented in Bunel et al. (2020b).
We start by describing our new verification dataset, which consists of properties of varying levels of difficulty defined on three different network architectures. We show that our branching GNN approach beats the best available hand-designed branching strategy. We then run experiments highlighting that the bounding GNN method outperforms conventional lower bounding techniques. Finally, we combine our two GNNs to create a learnt branch-and-bound framework that beats the individual GNN methods as well as other state-of-the-art verification methods.

7.1 OVAL Verification Dataset

Many existing datasets consist of a neural network along with a set of inputs and a constant epsilon value (Balunovic and Vechev, 2020; Katz et al., 2017b, 2019). However, this results in a lot of properties being either SAT, meaning that a counter-example exists, or they are very easily verifiable. In both cases the property does not enable us to compare the lower bounding part of different verification methods in a meaningful way. In the former case the run-time and outcome are determined by the sub-routine that generates adversarial examples rather than the one that generates lower bounds, and in the latter case all verification methods verify the property very quickly. To alleviate this inefficiency, we provide a dataset where the allowed input perturbation is uniquely determined for every image in the dataset. This ensures that all properties can be verified but doing so is challenging enough that it highlights the difference in performance between different methods — we call it the OVAL verification dataset.

The OVAL benchmark consists of sets of adversarial robustness properties specifically designed for three adversarially trained CIFAR-10 convolutional neural networks with ReLU activations. Two networks are composed of 2 convolutional layers followed by 2 fully connected layers: a “Base” model, and a wider “Wide” model. A “Deep” model has 2 additional convolutional layers, with a width analogous to the “Base” model. All three models are trained robustly using the method introduced by Wong and Kolter (2018) to achieve robustness against $l_\infty$ perturbations of size up to $\varepsilon = 8/255$ (the amount typically considered in empirical works). We run our experiments on adversarially trained models, as standard trained networks are not robust for most images, and hence not suited as well for comparing verification methods.

Finally, we consider the following verification properties. Given an image $x$ for which the model correctly predicted the label $y_c$, we randomly choose a label $y_{c'}$ such that for a given $\varepsilon$, we want to prove $(e^{(c)} - e^{(c')})^T f'(x') > 0$, $\forall x'$ s.t $\|x - x'\|_\infty \leq \varepsilon$. Here, $f'$ is the original neural network, $e^{(c)}$ and $e^{(c')}$ are one-hot encoding vectors for labels $y_c$ and $y_{c'}$. We want to verify that for a given $\varepsilon$, the trained network will not make a mistake by labelling the image as $y_{c'}$. Since BaBSR (Branch-and-Bound with Smart branching on ReLUs, (Bunel et al., 2020b)) is claimed to be the best performing method on convolutional networks, we use it to determine the $\varepsilon$ values, which govern the difficulty level of verification properties. Small $\varepsilon$ values mean that most ReLU activation units are fixed so their associated verification properties are easy to prove while large $\varepsilon$ values could lead to easy detection of counter-examples. The most challenging $\varepsilon$ values are those at which a large number of activation units are ambiguous. We use binary search with BaBSR method to find the largest $\varepsilon$ values possible that result in true properties. We further include a few timed out properties, that with a high probability are true properties to make the dataset even more challenging which might be beneficial when comparing stronger verification methods in the future. The binary search process is simplified by our choice of robustly trained models. Since these models are trained to be robust over a $\delta$-ball, the predetermined value $\delta$ can be used as a starting value for binary search.
Properties are generated for the “Base” model using binary search with BaBSR and a 3600s timeout. We categorise verification properties solved by BaBSR within 800s as easy, between 800s and 2400s as medium and more than 2400s as hard. In total, we generated 467 easy properties, 773 medium properties and 426 hard properties. We use a larger timeout of 7200s to generate 300 properties for the “Wide” model and 250 properties for the “Deep” model.

7.2 Training Dataset

We now describe the training procedures for the branching and the bounding GNNs. Only the “Base” model is used for training the GNNs.

**Training Dataset for Branching.** In order to generate training data, we firstly pick 565 random images and for each image, we randomly select an incorrect class. For each property, the \( \varepsilon \) value is determined by running binary search with BaBSR and 800 seconds timeout, so the final set of properties consists of mainly easily solvable properties and a limited number of timed out properties. This is consistent with the easy properties from the OVAL verification dataset.

We collect training data along a BaB process for solving a verification property. We would like to mimic strong branching as it is the most accurate branching strategy, however, as it very slow in practice, we have come up with the following regime to create a training dataset: at each given domain, given the large number of potential branching decisions, we perform the strong branching heuristic on a selected subset of all potential branching decisions. The subset consists of branching decisions that are estimated to be of high quality by the BaBSR heuristic and randomly selected ones, which ensure a minimum 5% coverage on each layer.

To construct a training dataset that is representative enough of the whole problem space, we need to cover a large number of properties. In addition, within a BaB framework, it is important to include training data at different stages of a BaB process. However, running a complete BaB process with the strong branching heuristic for hundreds of properties is computationally expensive and considerably time consuming. We thus propose the following procedure for generating a training dataset to guarantee a wide coverage both in terms of the verification properties and BaB stages. For generated verification properties, we randomly select 25% of non-timeout property to conduct a complete BaB process with the strong branching heuristic. For the rest of the properties, we try to generate at least \( B = 20 \) training data for each verification property. Given the maximum number of branches \( q = 10 \) and an effective and computationally cheap heuristic, we first generate a random integer \( k \) from \([0, q]\). Then, we run a BaB process with the selected cheap heuristic for \( k \) steps. Finally, we call the strong branching heuristic to generate a training sample. We repeat the process until \( B \) training samples are generated or the BaB process terminated. A detailed algorithm is provided in appendix D.1. Generating the training dataset takes less than 24 hours if we run it on 10 CPUs in parallel, and training the GNN takes about 6 hours.

**Training Dataset for Bounding.** We would like to train the bounding GNN on the same samples that we will encounter during inference time. However, that is impossible as the structure and the elements of the BaB tree computed at test time depend on the lower bound computation and thus on the GNN. To resolve that problem we dynamically create a training dataset as follows. We first pick a fixed number of images from the training dataset used to train the branching GNN together with the corresponding properties that we are verifying our network against and epsilon values.
Table 1: Methods’ Performance on all three models. We compare methods’ average solving time, average number of branches required and the percentage of timed out properties. We use a timeout of 3600s for the “Base” model and a timeout of 7200s for the “Wide” and the “Deep” models. GNN-branching outperforms both baselines in all aspects.

| Method    | Base       | Wide       | Deep       |
|-----------|------------|------------|------------|
|           | time(s)    | subdomains| %Timeout   | time(s)    | subdomains| %Timeout   | time(s)    | subdomains| %Timeout   |
| BABS       | 1588.02    | 1340.08    | 10.57      | 4137.467   | 843.476    | 20.13      | 4016.336   | 416.824    | 9.20       |
| MIPPLANET  | 2036.65    | 36.40      | 5855.059   | 74.30      | 5426.160   | 60.80      |
| GNN-BRANCHING | 752.94    | 604.16     | 5.77       | 2367.693   | 387.403    | 12.70      | 2308.612   | 208.760    | 4.80       |

defining the input domain. We then create the first part of the training dataset by running a complete BaB algorithm on these properties using the supergradient method. We record the intermediate bounds and parent dual variables for each subdomain visited to create a dataset to train a first GNN on. Once we have finished training the first version of the GNN we extend the dataset by running another complete BaB algorithm on the same properties; this time using the first version of the GNN instead of supergradient ascent to compute the lower bounds. We subsequently resume training the first GNN on the extended dataset for a fixed number of epochs to get a second GNN. We then repeat this process of extending the dataset and further training the GNN for a fixed number of iterations. For most properties in the training dataset we acquire a large number of samples over the different iterations. To speed up training, we reduce the proportion of the training dataset on which we train our GNNs by only picking a small subset of the samples for each property. We make sure to pick subdomains from different stages of the BaB algorithm in order to get a more diverse training dataset. We train the GNN using the loss function described in the previous section. A more detailed description can be found in Appendix D.2. The total training time for the bounding GNN, including the generation of the training dataset is 72 hours. Similar to the branching GNN there is an additional cost associated with our approach, that is training a GNN on a similar structure that we wish to verify. However, we argue that the significantly improved performance compared to state-of-the-art attack methods shown in various experiments below far outweighs this. In most use cases we want to repeatedly verify a network, or run lower bounding methods as a subroutine to calculate robustness. The more often we run our method, the more the improved performance of the GNN that is not just quicker but also more powerful than other verification methods makes up for the one-time cost.

7.3 GNN Branching Only

We now demonstrate the practical performance of the branching GNN method. We compute intermediate bounds using linear bounds relaxations (Figure 1(b)). For the output lower bound, we use Planet relaxation (Figure 1(c)) and solve the corresponding LP with Gurobi. For the output upper bound, we compute it by directly evaluating the network value at the input provided by the LP solution. In terms of our branching strategy we focus on ReLU split only in our experiments. As shown in Bunel et al. (2020b), domain split only outperforms ReLU split on low input dimensional and small scale networks. Also, since one of the Baseline method BaBSR employs a ReLU-split heuristic, we consider ReLU split only for a fair comparison. However, we emphasize that our framework is readily applicable to work with a combined domain and ReLU split strategy.

Our method uses the branching GNN to return branching decisions. We compare against the following two baselines: (i) MIPplanet, a mixed integer solver backed by the commercial solver Gurobi (Bunel et al. 2018b); (ii) BaBSR, a BaB based method utilising a ReLU-split heuristic and using the same Gurobi based LP solver as the GNN Branching method (Bunel et al. 2020b). The
branching GNN method and BaBSR only differ in the branching strategy used making it a fair comparison. The two baselines using Gurobi are run on one CPU each. The implementation of our method is based on Pytorch (Paszke et al., 2017).

Results for the branching GNN are given in Table 1. Methods are compared in three perspectives: the average time over all properties, average number of branches required over the properties that are solved by all methods (we exclude timed out properties) and also the percentage of timed out properties. BaBSR and the branching GNN only differ in the branching strategy used.

On all three sets of properties, we see that our learned branching strategy has led to a more than 50% reduction in the total average number of branches required for a property. As a direct result, the average time required achieves at least a 50% reduction as well. We also provide a time cactus plot (Figure 3a) for all properties on the “Base” model. Time cactus plots for each category of properties can be found in the appendices. All these time cactus plots look similar. The branching GNN method is capable of giving consistent high quality performance over all properties tested.

For the two larger models, each LP called for solving a sub-problem output lower bound is much more time consuming, especially for the “Deep” model. This is reason that the average number of branches considered is much fewer that those of the “Base” model within the given time limit. The model learned on the “Base” network is tested on verification properties of large networks. Experimental results are given in the Table 1 and time cactus plots (Figures 3b, 3c) are also provided. All results are similar to what we observed on the “Base” model, which show that our framework enjoys vertical transferability.

7.4 GNN Bounding Only

We will now show the practical effectiveness of our bounding GNN model by comparing its performance with several state-of-the-art bounding methods. The bounding GNN method uses the hand-designed branching heuristic of BaBSR and the bounding GNN to return final lower bounds. Similar to the branching GNN experiments we compare to the Gurobi based baselines MIPplanet and BaBSR. We also compare against supergradient ascent together with Adam as proposed by Bunel et al. (2020a) (for a more detailed description see appendix G). We run supergradient ascent for 500 steps with a learning rate of 1e-4; both of these hyper-parameters have been optimized over
the validation dataset. Note that whereas BaBSR aims to solve the subdomains to optimality, the supergradient and bounding GNN methods aim to trade accuracy for speed. As they return estimated bounds faster they lead to a quicker BaB algorithm despite generating more subdomains.

To speed up the BaB algorithm we parallelize over the lower bound computation for the different subdomains. A detailed description of the parallelized BaB algorithm can be found in Appendix A. We run the bounding GNN with a batch-size of 200 and the supergradient ascent method with the highest batch-size possible for all experiments: 1600 on the “Base” model, 900 on the “Deep”, and 350 on the “Wide” model. For the baseline, the maximum possible batch-size for a given memory constraint depends on the size of the model we are trying to verify, and the computation of the intermediate bounds, as well as the gradient. The actual update step is more memory efficient and thus does not influence the batch-size. In case of the bounding GNN, if the embedding size $p$ is small, then the maximum embedding size is the same as for supergradient ascent. For larger embedding sizes, the maximum embedding size is significantly lower.

We run our GNN for 100 steps with an absolute fail-safe threshold of 0.05 for the “Base” experiment and a threshold of 0.1 for the larger models. We run both the supergradient baseline and the bounding GNN method on a single GPU and 4 CPUs each. One advantage of our combined method compared to off-the-shelf solvers is precisely that we can run it on GPUs and can therefore use more efficient parallelized implementations of mathematical operations.

Our method leads to an over 70% reduction in average time taken compared to BaBSR and MIPplanet (Table 2) and it times out on significantly fewer properties. Our bounding GNN also outperforms supergradient ascent. It leads to an over 20% reduction in both time taken and number of subdomains visited. Even though the GNN is trained on easy properties only it generalizes well to harder ones (see appendix J.3).

We show further the generalization performance of our GNN without the need to perform fine-tuning or online learning by testing it on the two larger neural networks. As shown in Figure 4 and Table 2 the GNN still outperforms all baselines on the unseen networks both in terms of average time taken and the percentage of properties that time out.

Figure 4: Cactus plots for the base, wide and deep models. For each, we compare the bounding methods and complete verification algorithms by plotting the percentage of solved properties as a function of runtime. Baselines are represented by dotted lines.
Table 2: We compare average (mean) solving time, average number of subdomains solved, and the percentage of properties that the methods time out on when using a cut-off time of 3600s. The best performing method for each subcategory is highlighted in bold.

| Method       | Base      |            | Base      |            | Base      |            |
|--------------|-----------|------------|-----------|------------|-----------|------------|
|              | time(s)   | subdomains | %Timeout  | time(s)    | subdomains | %Timeout   |
|              |           |            |           | time(s)    | subdomains | %Timeout   |
|              |           |            |           | time(s)    | subdomains | %Timeout   |
| Gurobi BaBSR| 1588.02   | 1340.08    | 10.57     | 2917.95    | 855.37     | 51.11      |
| MIPPLANET    | 2036.65   | 36.40      | 3108.50   | 79.37      | 2997.12    | 73.60      |
| SuperGradient| 277.22    | 8654.03    | 4.50      | 624.36     | 8885.64    | 12.87      |
| GNN-Bounding | 219.62    | 6427.10    | 2.94      | 513.63     | 5274.19    | 10.23      |

Table 3: We compare average (mean) solving time, average number of subdomains solved, and the percentage of properties solved for easy, medium, and hard properties on the base model. The best performing method for each subcategory is highlighted in bold (note that by definition Gurobi BaBSR doesn’t time out on easy and med experiments).

| Method     | Easy     |            | Medium    |            | Hard      |            |
|------------|----------|------------|-----------|------------|-----------|------------|
|            | time(s)  | subdomains | %Timeout  | time(s)    | subdomains | %Timeout   |
|            |          |            |           | time(s)    | subdomains | %Timeout   |
|            |          |            |           | time(s)    | subdomains | %Timeout   |
| Gurobi BaBSR| 550.48   | 580.43     | 0.00      | 1374.32    | 1408.75    | 0.00       |
| MIPPLANET  | 1499.35  | 16.49      | 2240.92   | 42.95      | 2255.53    | 46.35      |
| SuperGradient| 57.49   | 2529.30    | 0.21      | 82.66      | 592.12     | 0.39       |
| GNN-Branching| 272.69 | 285.68     | 0.21      | 592.12     | 583.21     | 0.39       |
| GNN-Bounding| 46.70   | 2201.70    | 0.00      | 78.85      | 4108.27    | 0.00       |
| GNN-Combined| 37.09   | 930.33     | 0.21      | 57.97      | 2481.79    | 0.00       |

7.5 Combined GNN Approach

Having shown that the branching GNN outperforms the branching heuristic and the bounding GNN beats supergradient ascent for the estimation of the lower bounds we now combine the two GNNs. We use the branching GNN as the branching strategy and the bounding GNN for the computation of the final lower bounds. We train a new branching GNN using the bounding GNN during the training procedure instead of the Gurobi based LP solver. We run the combined GNN method on the same number of GPUs and CPUs as the bounding GNN and the supergradient ascent baseline.

As shown in Table 3 the combined GNN method outperforms both the individual GNN methods as well as all other baselines on the “Base” model. Moreover, it achieves good horizontal transferability as it was trained on easy properties only. In fact it performs particularly well on the medium and hard properties. It reduces the number of properties timing out by over 65% compared to the best performing baseline.

Furthermore, the combined GNN also performs well on the unseen “Wide” and “Deep” models as shown in Table 4 and Figure 5. It times out on significantly fewer properties and reduces the average solving time by over 50%. Good generalisation performance from easy properties to difficult ones and from small networks to larger ones is beneficial as the complexity of training the GNNs depends on both the difficulty of the training properties and the size of the model. Moreover, it allows us to train a single pair of GNNs and use them for different verification tasks on various different networks.

More experimental results can be found in the appendices, including a more detailed analysis of our two GNNs (Appendices F and J), a comparison of our models with ERAN (Singh et al., 2020), another state-of-the-art complete verification method (Appendix J.5), and experiments on another CIFAR10 dataset that uses fixed constant epsilon values (Appendix J.4).
Figure 5: Cactus plots for the base, wide and deep models. For each, we compare the bounding methods and complete verification algorithms by plotting the percentage of solved properties as a function of runtime. Baselines are represented by dotted lines.

Table 4: We compare average (mean) solving time, average number of subdomains solved, and the percentage of properties that the methods time out on when using a cut-off time of 3600s. The best performing method for each subcategory is highlighted in bold.

8. Discussion

We have shown how to improve the complete verification procedure using GNNs that learn how to use the underlying structure of the problem to return better bounds more quickly and to improve branching strategies. We show that our method consistently beats the existing state-of-the-art algorithms. Our GNNs trained on easy properties on a small network show good generalization performance on harder properties and on larger unseen networks. We’ve taken an important step towards creating verification methods for larger state-of-the-art networks. Further work might include extending our approach to work on different relaxations, such as the one proposed by Anderson et al. (2019b), which is tighter than Planet but has significantly more constraints. Alternatively, one could learn a lazy verifier that only solves subdomains for which there is a high chance of pruning and further divides them into more subdomains otherwise.
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Appendix A. Branch-and-Bound Algorithms

The following generic Branch-and-Bound Algorithm is provided in Bunel et al. (2020b). Given a neural network \( net \) and a verification property \( problem \) we wish to verify, the BaB procedure examines the truthfulness of the property through an iterative procedure. During each step of BaB, we first use the \( \text{pick\_out} \) function (line 6) to choose a problem \( prob \) to branch on. The split function (line 7) determines the branching strategy and splits the chosen problem \( prob \) into sub-problems. We compute output upper and lower bounds on each sub-problem with functions \( \text{compute\_UB} \) and \( \text{compute\_LB} \) respectively. Newly computed output upper bounds are used to tighten the global upper bound, which allows more sub-problems to be pruned. We prune a sub-problem if its output lower bound is greater than or equal to the global upper bound, so the smaller the global upper bound the better it is. Newly calculated output lower bounds are used to tighten the global lower bound, which is defined as the minimum of the output lower bounds of all remained sub-problems after pruning. We consider the BaB procedure converges when the difference between the global upper bound and the global lower bound is smaller than \( \varepsilon \).

In our case, our interested verification problem Equation (1) is a satisfiability problem. We thus can simplify the BaB procedure by initialising the global upper bound \( \text{global\_ub} \) as 0. As a result, we prune all sub-problems whose output lower bounds are above 0. In addition, the BaB procedure is terminated early when a below 0 output upper bound of a sub-problem is obtained, which means a counterexample exits.

Algorithm 1 Branch and Bound

```python
1: function \( \text{BA}\text{B}(\text{net, problem}) \)
2: \( \text{global\_lb} \leftarrow \text{compute\_LB}(\text{net, problem}) \) \quad \triangleright \text{global lower bound}
3: \( \text{global\_ub} \leftarrow \text{compute\_UB}(\text{net, problem}) \) \quad \triangleright \text{global upper bound}
4: \( \text{probs} \leftarrow [(\text{global\_lb, problem})] \) \quad \triangleright \text{set of all current domains}
5: \text{while probs is not empty do}
6: \( (., \text{prob}) \leftarrow \text{pick\_out}(\text{probs}) \) \quad \triangleright \text{the pick\_out function picks an ambiguous ReLU to split on}
7: \( [\text{subprob\_1, subprob\_2}] \leftarrow \text{split(prob)} \)
8: \text{for } i = 1, 2 \text{ do}
9: \( \text{sub\_lb} \leftarrow \text{compute\_LB}(\text{net, subprob\_i}) \)
10: \( \text{sub\_ub} \leftarrow \text{compute\_UB}(\text{net, subprob\_i}) \)
11: \text{if } \text{sub\_ub} < 0 \text{ then}
12: \quad \text{return SAT} \quad \triangleright \text{we’ve found an adversarial example}
13: \quad \text{end if}
14: \text{if } \text{sub\_lb} < 0 \text{ then}
15: \quad \text{probs.append}((\text{sub\_lb, subprob\_i})) \quad \triangleright \text{if sub\_lb} > 0 \text{ then the subdomain gets pruned away}
16: \quad \text{end if}
17: \text{end for}
18: \text{global\_lb} \leftarrow \min\{\text{lb }| (\text{lb, prob}) \in \text{probs}\} \quad \triangleright \text{If probs is non-empty then global\_lb is negative}
19: \text{end while}
20: \text{return UNSAT} \quad \triangleright \text{all subproblems have a positive lower bound, therefore global\_lb is positive}
21: end function
```

We will now describe the parallelized version of the BaB algorithm for when we use supergradient ascent or the bounding GNN to compute final bounds. Compared to the standard BaB algorithm the number of times the \( \text{compute\_UB} \) and \( \text{compute\_LB} \) functions are called can be reduced by a
factor of \textit{batch size}, which can lead to a significant speed up as these two functions tend to be the bottleneck of the algorithm.

\begin{algorithm}
\caption{Branch and Bound — parallelized version}
\begin{algorithmic}[1]
\Function{BAB}{net, problem}
\State $global\_lb \leftarrow compute\_LB(net, problem)$ \Comment{global lower bound}
\State $global\_ub \leftarrow compute\_UB(net, problem)$ \Comment{global upper bound}
\State $probs \leftarrow [(global\_lb, problem)]$ \Comment{set of all current domains}
\While{$probs$ is not empty}
\State $s = \min\{\text{batch size}/2, \text{len}(probs)\}$
\For{$i = 1 \ldots s$}
\State $(\cdot, prob) \leftarrow \text{pick\_out}(probs)$ \Comment{the pick\_out function picks an ambiguous ReLU to split on}
\State $[\text{subprob}_i, \text{subprob}_{i_2}] \leftarrow \text{split}(prob)$
\State $\text{subproblems} \leftarrow \text{subproblems} + [\text{subprob}_i, \text{subprob}_{i_2}]$
\EndFor
\State $[\text{sublb}_{i_1}, \text{sublb}_{i_2}, \ldots, \text{sublb}_{i_n}, \text{sublb}_{i_2}] \leftarrow compute\_LBs(net, subproblems)$
\State $[\text{subub}_{i_1}, \text{subub}_{i_2}, \ldots, \text{subub}_{i_n}, \text{subub}_{i_2}] \leftarrow compute\_UBs(net, subproblems)$
\For{$i = 1 \ldots s$}
\For{$j = 1, 2$}
\If{$\text{subub}_{i_j} < 0$}
\State \Return SAT \Comment{we’ve found an adversarial example}
\EndIf
\EndFor
\If{$\text{sublb}_{i_j} < 0$}
\State $probs$.append($[\text{sublb}_{i_j}, \text{subprob}_{i_j}]$)
\EndIf
\EndFor
\EndWhile
\State $global\_lb \leftarrow \min\{lb \mid (lb, prob) \in probs\}$ \Comment{If probs is non-empty then global\_lb is negative}
\EndFunction
\end{algorithmic}
\end{algorithm}

\section*{Appendix B. Implementation of forward and backward passes for the branching GNN}

We give implementation details of forward and backward updates for embedding vectors for the model used in the experiments section. Choices of forward and backward update functions are based on the bounding methods used. In our experiments, we used linear bound relaxations for computing intermediate bounds and Planet relaxation for computing the final output lower bound. We start with a graph neural network mimicking the structure of the network we want to verify. We denote domain lower and upper bounds as $l_0$ and $u_0$ respectively. Similarly, we denote the intermediate bounds (pre-activation) for layers $i = 1, \ldots, L − 1$ as $l_i$ and $u_i$. Since an LP solver is called for the final output lower bound, we have primal values for all nodes of $V$ and dual values for all ambiguous nodes of $V$. Finally, let $W^1, \ldots, W^L$ be the layer weights and $b^1, \ldots, b^L$ be the layer biases of the network $f$, which we wish to verify.
B.1 Motivation for Forward and Backward Passes

We argue that the forward-backward updating scheme is a natural fit for our problem. In more detail, for a given problem \( \mathcal{D} \), each branching decision (an input node or an ambiguous activation node) will generate two sub-problems \( s_1 \) and \( s_2 \), with each sub-domain having an output lower bound \( l_{s_1} \) and \( l_{s_2} \) respectively, equal to or higher than \( l_D \) the lower bound that of \( \mathcal{D} \). Strong branching heuristic uses a predetermined function to measure the combined improvement of \( l_{s_1} \) and \( l_{s_2} \) over \( l_D \) and makes the final branching decision by selecting the node that gives the largest improvement. Thus, to maximise the performance of a graph neural network, we want a node embedding vector to maximally capture all information related to the computation of \( l_{s_1} \) and \( l_{s_2} \). For estimating \( l_{s_1} \) and \( l_{s_2} \) of splitting on a potential branching decision node \( v \), we note that these values are closely related to two factors. The first factor is the amount of convex relaxations introduced at a branching decision node \( v \), when \( v \) corresponds to an ambiguous activation node. The second factor considers that the impact that splitting node \( v \) will have on the convex relaxations introduced to nodes on layers after that of \( v \). Recall that, if there are no ambiguous activation nodes, the neural network \( f \) is simply a linear operator, whose minimum value can be easily obtained. When ambiguous activation nodes are present, the total amount of relaxation introduced determines the tightness of the lower bound to \( f \). We thus treat embedding vectors as a measure of local convex relaxation and its contribution to other nodes’ convex relaxation.

As shown in Figure 1 in the main paper, at each ambiguous activation node \( x'_{i[j]} \), the area of convex relaxation introduced is determined by the lower and upper bounds of the pre-activate node \( \hat{x}_{i[j]} \). We observe that intermediate lower and upper bounds of a node \( \hat{x}_{i[j]} \) are significantly affected by the layers prior to it and have to be computed in a layer-by-layer fashion. Based on the observation, we utilise a forward layer-by-layer update on node embedding vectors. This should allow these embedding vectors to capture the local relaxation information. In terms of the impact of local relaxation change to that of other nodes, we note that by splitting an ambiguous node into two fixed cases, all intermediate bounds of nodes on later layers will be affected, leading to relaxation changes at those nodes. We thus employ a backward layer-by-layer update to account for the impact the local change has over other nodes. Theoretically, by fixing an ambiguous ReLU node, intermediate bounds of nodes at previous layers and on the same layer might change as well. For a naturally trained neural network, the changes for these nodes should be relatively small compared to nodes on the later layers. To account for these changes, we rely on multiple rounds of forward-and-backward updates.

B.2 Implementation of the Forward Pass

Unless otherwise stated, all functions \( F_\ast \) are 2-layer fully connected network with ReLU activation units.

B.2.1 INPUT NODES

We update the embedding vectors of input nodes only during the first round of forward pass. That is we update \( \mu_{0[j]} \) when it is zero for all \( j \). After that, input nodes embedding vectors are updated only in backward pass. For each input node, we form the feature vector \( z_{0[j]} \) as a vector of \( l_{0[j]}, u_{0[j]} \) and its associated primal solution. The input node embedding vectors are computed as

\[
\mu_{0[j]} = F_{\text{inp}}(z_{0[j]}; \theta_0).
\]
B.2.2 Activation Nodes

The update function $F_{act}$ can be broken down into three parts: 1) compute information from local features 2) compute information from neighbourhood embedding vectors and 3) combine information from 1) and 2) to update current layer’s embedding vectors.

**Information from local features** Since we compute the final lower bound with the Planet relaxation (Figure 1(c)), we introduce a new feature related to the relaxation: the intercept of the relaxation triangle, shown in Figure 6. We denote an intercept as $\beta$ and compute it as

$$\beta_{i[j]} = \frac{-l_{i[j]} \cdot u_{i[j]}}{u_{i[j]} - l_{i[j]}}.$$  \hspace{1cm} (23)

The intercept of a relaxation triangle can be used as a measure of the amount of relaxation introduced at the current ambiguous node.

Therefore, the local feature vector $z_{i[j]}$ of an ambiguous node $x'_{i[j]}$ consists of $l_{i[j]}, u_{i[j]}, \beta_{i[j]}$, its associated layer bias value, primal values (one for pre-activation variable and one for post-activation variable) and dual values. We obtain information from local features via

$$R_{i[j]} = \begin{cases} F_{act}(z_{i[j]}, \theta^0_1) & \text{if } x'_{i[j]} \text{ is ambiguous,} \\ 0 & \text{otherwise.} \end{cases}$$  \hspace{1cm} (24)

where $R_{i[j]} \in \mathbb{R}^p$.

![Figure 6: Red line represents the intercept of the convex relaxation. It is treated as a measure of the shaded green area.](image)

![Figure 7: Depending on the value of $l_{i[j]}$ and $u_{i[j]}$, relaxed activation function can take three forms. The left figure shows the case where $l_{i[j]}$ and $u_{i[j]}$ are of different signs. In this case, for any input value between $l_{i[j]}$ and $u_{i[j]}$, the maximum output achievable is indicated by the red line. The middle figure shows the case where both $l_{i[j]}$ and $u_{i[j]}$ are no greater than zero. In this case, the activation function completely blocks all input information by outputting zero for any input value. The right figure shows the case where $l_{i[j]}$ and $u_{i[j]}$ are greater or equal to zero. In this case, the activation function allows complete information passing by outputting a value equal to the input value.](image)
**Information from neighbourhood embedding vectors** During the forward pass, we focus on embedding vectors of the previous layer only. To update an embedding vector on layer $i$, we first combine embedding vectors of the previous layer with edge weights via

$$E_{i[j]} = \sum_{k} W_{kj}^i \cdot \mu_{i-1[k]}.$$  

(25)

To compute the information from neighbourhood embedding vectors to an arbitrary activation node $x'_{i[j]}$, we consider each activation unit as a gate. We observe that the amount of the information from neighbourhood embedding vectors that remains after passing through a gate is dependent on the its lower bound $l_{i[j]}$ and upper bound $u_{i[j]}$. When $l_{i[j]}$ and $u_{i[j]}$ are of different signs, $x'_{i[j]}$ is an ambiguous node. With relaxation, for any input value between $l_{i[j]}$ and $u_{i[j]}$, the maximum output achievable after passing an activation unit is shown by the red slope in Figure 7(b). We have $\alpha = 0$ in this case. Finally, when $l_{i[j]}$ is no less than 0, the activation node $x'_{i[j]}$ completely blocks all information. For any input value, the output value is zero after passing the activation unit, as shown by the red line in Figure 7(b). We have $\alpha = 0$ in this case. Finally, when $l_{i[j]}$ is no less than 0, the activation node $x'_{i[j]}$ allows a complete passing of information and $\alpha = 1$. It is shown by the red line in Figure 7(c). We incorporate these observations into our evaluations and compute the information from neighbourhood embedding vectors as

$$N_{i[j]} = f_{act-nb}(\lfloor \alpha \cdot E_{i[j]}, \alpha' \cdot E_{i[j]} \rfloor; \theta_1^2),$$  

(27)

where $\alpha' = 1 - \alpha$ when $0 < \alpha < 1$ and $\alpha' = \alpha$ otherwise. Here, we use $[a, b]$ to denote the concatenation of two vectors $a, b \in \mathbb{R}^p$ into a vector of $\mathbb{R}^{2p}$. We introduce $\alpha'$ to be more informative. We do not consider the information that relate to the intercept $\beta_{i[j]}$ in the ambiguous case for the sake of simplicity. Improved performance could be expected if the $\beta_{i[j]}$ related information is incorporated as well.

**Combine previous information** Finally, we combine the information from local features and the information from neighbourhood embedding vectors to update the embedding vectors of activation nodes. Specifically,

$$\mu_{i[j]} = F_{act-com}(\lfloor R_{i[j]}, N_{i[j]} \rfloor; \theta_1^2).$$  

(28)

**B.2.3 OUTPUT NODE**

Embedding vectors of output nodes are updated in a similar fashion to that of activation nodes. We first compute information from local features.

$$R_{L} = F_{l-out-lf}(z_L; \theta_2^2)$$  

(29)

For output nodes, the vector of local features $z_L$ consists of output lower bound, output upper bound, primal solution and layer bias. $F_{out-lf}$ is a one-layer fully-connected network with ReLU activation.
units. We then compute information from neighbourhood embedding vectors. Since the output node does not have an activation unit associated with it, we directly compute the information of neighbourhood embedding vectors as

$$E_{L[j]} = \sum_k W^L_{k,j} \cdot \mu_{L-1[k]}.$$  (30)

Finally, we update the embedding vector of the output node as

$$\mu_{L,j} = F_{out-com}([R_{L[j]}, E_{L[j]}] ; \theta^1_L).$$  (31)

B.3 Implementation of the Backward Pass

During backward message passing, for \(i = L, \ldots, 1\), we update embedding vectors for activation nodes and input node. Again, all functions \(B_\ast\) are 2-layer fully-connected networks unless specified otherwise.

B.2.1 Activation Nodes

Similar to updates of embedding vectors carried out for activation nodes in a forward pass, we update embedding vectors of activation nodes using the same three steps in the backward pass, but with minor modifications.

Information from local features We use the same feature \(z_{i[j]}\) as the one used in the forward pass and compute the information from local features as

$$R^b_{i[j]} = \begin{cases} B_{act-lf_1}(z_{i[j]} ; \theta^0_3) & \text{if } x'_{i[j]} \text{ is ambiguous}, \\ 0 & \text{otherwise.} \end{cases}$$  (32)

We recall that a dual value indicates how the final objective function is affected if its associated constraint is relaxed by a unit. To better measure the importance of each relaxation to the final objective function, we further update the information from local features by

$$R^b_{i[j]}' = \begin{cases} B_{act-lf_2}([d_{i[j]} \odot R^b_{i[j]}, R^b_{i[j]}] ; \theta^1_3) & \text{if } R^b_{i[j]} \neq 0 \\ 0 & \text{otherwise.} \end{cases}$$  (33)

Here, \(d_{i[j]}\) is the vector of dual values corresponding to the activation node \(x'_{i[j]}\). We use \(\odot\) to mean that we multiply \(R^b_{i[j]}\) by each element value of \(d_{i[j]}\) and concatenate them as a single vector.

Information from neighbourhood embedding vectors During the backward pass, we focus on embedding vectors of the next layer only. In order to update an embedding vector on layer \(i\), we compute the neighbourhood embedding vectors as

$$E^b_{i[j]} = \sum_k W^{i+1}_{j,k} \cdot \mu_{i+1[k]}.$$  (34)

We point out that there might be an issue with computing \(E_{i[j]}\) if the layer \(i + 1\) is a convolutional layer in the backward pass. For a convolutional layer, depending on the padding number, stride number and dilation number, each node \(x'_{i[j]}\) may connect to a different number of nodes on the
layer $i+1$. Thus, to obtain a consistent measure of $E_{i[j]}$, we divide $E_{i[j]}^{b}$ by the number of connecting node on the layer $i+1$, denoted as $E_{i+1}^{b}$, and use the averaged $E_{i[j]}^{b'}$ instead. Let

$$E_{i[j]}^{b'} = \begin{cases} E_{i[j]}^{b} & \text{if layer } i+1 \text{ convolutional,} \\ E_{i[j]}^{b} & \text{otherwise.} \end{cases} \quad (35)$$

The following steps are the same as the forward pass. We first evaluate

$$N_{i[j]}^{b} = B_{act-\text{nb}}([\alpha \cdot E_{i[j]}^{b}, \alpha' \cdot E_{i[j]}^{b'}]; \theta_3^1), \quad (36)$$

and the update embedding vectors as

$$\mu_{i[j]} = B_{act-com}([R_{i[j]}^{b'}; N_{i[j]}^{b}]; \theta_3^1). \quad (37)$$

### B.2.2 Input Nodes

Finally, we update the input nodes. We use the feature vector $z_{0[j]}^{b}$, which consists of domain upper bound and domain lower bound. Information from local features is evaluated as

$$R_{0j} = B_{inp-lf}(z_{0[j]}^{b}; \theta_4^1). \quad (38)$$

We compute the information from neighbourhood embedding vectors in the same manner as we do for activation nodes in the backward pass, shown in Eq (35). Denote the computed information as $E_{0[j]}^{b}$. The embedding vectors of input nodes are updated by

$$\mu_{0[j]} = B_{inp-com}([R_{0j}^{b'}; E_{0[j]}^{b}]; \theta_4^1). \quad (39)$$

### Appendix C. Implementation of forward and backward passes for the bounding GNN

In our case $g$ is a multilayer perceptron (MLP), which is made up of a series of linear layers $\Theta_i$ and non-linear activations $\sigma$. We have the following set of trainable parameters:

$$\Theta_0 \in \mathbb{R}^{d \times p}, \quad \Theta_1, \ldots, \Theta_{T_1} \in \mathbb{R}^{p \times p}, \quad b_0, \ldots, b_{T_1} \in \mathbb{R}^p. \quad (40)$$

Given a feature vector $z$ we compute the following set of vectors:

$$\mu^0 = \Theta_0 \cdot z + b_0, \quad \mu^{i+1} = \Theta_{i+1} \cdot \text{relu}(\mu^i) + b_{i+1}. \quad (41)$$

We initialize the embedding vector to be $\mu = \mu^{T_1}$, where $T_1 + 1$ is the depth of the MLP.

The hyper-parameters for the GNN computation of the duals are the depth of the MLP ($T_1$), how many forward and backward passes we run ($T_2$), and the embedding size ($p$).

The forward pass consists of a weighted sum of three parts: the first term is the current embedding vector, the second is the embedding vector of the previous layer passed through the corresponding linear or convolutional filters, and the third is the average of all neighbouring embedding vectors:

$$\mu'_{i[j]} = \text{relu} \left( \hat{\Theta}_{1}^{\text{for}} \mu_{i[j]} + \hat{\Theta}_{2}^{\text{for}} (W_i \mu_{i-1} + b_{i-1}) [j] + \hat{\Theta}_{3}^{\text{for}} \left( \sum_{k \in N(j)} \mu_{i-1[k]} / Q_{i[j]}[j] \right) \right). \quad (42)$$
Both the second and the third term can be implemented using existing deep learning functions. Similarly, we perform a backward pass as follows:

$$
\mu_{ij} = \text{relu} \left( \hat{\Theta}_{\text{back}1} \mu'_{ij} + \hat{\Theta}_{\text{back}2} (W_{i+1}^T (\mu'_{i+1} - b_{i+1})) [j] + \hat{\Theta}_{\text{back}3} \left( \sum_{k \in \mathcal{N}'(j)} \mu'_{i+1[k]} / Q'_{i+j} \right) [j] \right). \tag{43}
$$

Here $\hat{\Theta}_{\text{for}1}, \hat{\Theta}_{\text{for}2}, \hat{\Theta}_{\text{for}3}, \hat{\Theta}_{\text{back}1}, \hat{\Theta}_{\text{back}2}, \hat{\Theta}_{\text{back}3} \in \mathbb{R}^{p \times p}$ are all learnable parameters. To ensure better generalization performance to unseen neural networks with a different network architecture we include normalization parameters $Q$ and $Q'$. These are matrices whose elements are the number of neighbouring nodes in the previous and following layer respectively for each node. We repeat this process of running a forward and backward pass $T_2$ times. The high-dimensional embedding vectors are now capable of expressing the state of the corresponding node taking the entire problem structure into consideration as they are directly influenced by every single other node, even if we set $T_2 = 1$.

### Appendix D. Algorithm for Generating the Training Dataset

**D.1 Branching**

Algorithm 3 outlines the procedure for generating the training dataset. The algorithm ensures the generated training data have a wide coverage both in terms of the verification properties and BaB stages while at the same time is computationally efficient. Specifically, we randomly pick 25% of all properties that do not timeout and run a complete BaB procedure on each of them with the strong branching heuristic to generate training samples (line 3-5). For the remaining properties, we attempt to generate $B$ training samples for each of them. To cover different stages of a BaB process of a property, we use a computationally cheap heuristic together with the strong branching heuristic. Given a property, we first use the cheap heuristic for $k$ steps (line 10-15) to reach a new stage of the BaB procedure and then call the strong branching heuristic to generate a training sample (line 16). We repeat the process until $B$ training samples are generated or the BaB process terminates.
Algorithm 3 Generating Training Dataset

1: Provided: total \( P \) properties; minimum \( B \) training data for each property; a maximum \( q \) branches between strong branching decisions
2: for \( p = 1, \ldots, P \) do:
3: \( \alpha \leftarrow \) random number from \([0, 1]\)
4: if \( p \) is not a timed out property and \( \alpha \leq 0.25 \) then
5: Running a complete BaB process with the Strong Branching Heuristic
6: else
7: \( b = 0 \)
8: while \( b \leq B \) do
9: \( k \leftarrow \) random integer from \([0, q]\)
10: while \( k > 0 \) do
11: Call a computationally cheap heuristic
12: if BaB process terminates then return
13: end if
14: \( k = k - 1 \)
15: end while
16: Call the strong branching heuristic and generate a training sample
17: if BaB process terminates then return
18: end if
19: \( b = b + 1 \)
20: end while
21: end if
22: end for

D.2 Bounding

We train our bounding GNN on 100 properties, taken from the training dataset used for the branching GNN. All of the training properties used are easy; that is BaBSR takes less than 800 seconds to solve them. We train the bounding GNN for three iterations, as explained above. For each iteration we train the GNN on 10,000 subdomains for a total of 50 epochs. At the start of each of the three iterations, we randomly select the subdomains to train on, choosing the same number of subdomains for each property. We aim to minimize the loss function (21) using a horizon of 100 and a decay factor \( \gamma = 0.99 \). We train the GNN using the Adam optimizer Kingma and Ba (2015) with a learning rate of \( 1e^{-2} \) and no weight decay; we manually decay the learning rate by a factor of 10 if the loss function doesn’t improve for two consecutive epochs. For the update step we use an initial step size of \( \mu = 1e^{-3} \), and decay it as explained above. We set the embedding size to be 32 for all GNNs. Moreover, we set \( T_1 = 1 \) and \( T_2 = 1 \). That is, we use a 2-layer MLP to initialize the embedding vectors and perform just one set of forward and backward passes. At the beginning of the first iteration we create the dataset by running the BaB algorithm using supergradient ascent and Adam to compute the lower bounds; we set the learning rate to be \( 1e^{-4} \). For the second and third iterations we further extend the dataset, this time using the current version of the GNN to compute the final lower bounds.
Appendix E. Experiment Details for the Branching GNN

All the hyper-parameters used in the experiments are determined by testing a small set of numbers over the validation set. Due to the limited number of tests, we believe better sets of hyper-parameters could be found.

E.1 Training Details

Training dataset To generate a training dataset, 565 random images are selected. Binary search with BaBSR and 800 seconds timeout are used to determine $\varepsilon$ on the Base model. Among 565 verification properties determined, we use 430 properties to generate 17958 training samples and the rest of properties to generate 5923 validation samples. Training samples and validation samples are generated using Algorithm 3 with $B = 20$ and $q = 10$.

For a typical epsilon value, each sub-domain generally contains 1300 ambiguous ReLU nodes. Among them, approximately 140 ReLU nodes are chosen for strong branching heuristics, which leads to roughly 200 seconds for generating a training sample. We point out that the total amount of time required for generating a training sample equals the $2^{*}$ (per LP solve time) * (number of ambiguous ReLU nodes chosen). Although both the second and the third terms increase with the size of the model used for generating training dataset, the vertical transferability of our GNN enables us to efficiently generate training dataset by working with a small substitute of the model we are interested in. In our case, we trained on the Base model and generalised to Wide and Deep model.

Training We initialise a GNN by assigning each node a 64-dimensional zero embedding vector. GNN updates embedding vectors through two rounds of forward and backward updates. To train the GNN, we use hinge rank loss (Equation (9)) with $M = 10$. Parameters $\Theta$ are computed and updated through Adam optimizer with weight decay rate $\lambda = 1e^{-4}$ and learning rate $1e^{-4}$. If the validation loss does not decrease for 10 consecutive epochs, we decrease the learning rate by a factor of 5. If the validation loss does not decrease for 20 consecutive epochs, we terminate the learning procedure. The batch size is set to 2. In our experiments, each training epoch took less than 400 seconds and the GNN converges within 60 epochs.

In terms of the training accuracy, we first evaluate each branching decision using the metric defined by Equation (18) $^1$. Since there are several branching choices that give similar performance at each subdomain, we considered all branching choices that have $m_v$ above 0.9 as correct decisions. Under this assumption, our trained GNN achieves 85.8% accuracy on the training dataset and 83.1% accuracy on the validation dataset.

E.2 Verification Experiment Details

We ran all verification experiments in parallel on 16 CPU cores, with one property being verified on one CPU core. We observed that although we specifically set the thread number to be one for MIPplanet (backed by the commercial solver Gurobi), the time required for solving a property depends on the total number of CPUs used. For a machine with 20 cpu cores, MIPplanet requires much less time on average for proving the same set of properties on fewer (say 4) CPU cores in parallel than on many (say 16) CPU cores in parallel (the rest of CPU cores remain idle). Since BaBSR, and the branching GNN both use Gurobi for the bounding problems, similar time variations.

---

$^1$ we have tried various other metrics, including picking the minimum of the two subdomain lower bounds and the maximum of the two lower bounds. Among these metrics, metric defined by Equation (18) performs the best.
depending on the number of CPU cores used, are observed. We ran each method in the same setting and on 16 CPUs in parallel, so our reported results and time are comparable. However, we remind readers to take the time variation into consideration when replicating our experiments or using our results for comparison.

**Fail-safe strategy** Since, to the best of our knowledge, the branching heuristic of BaBSR is the best performing one on convolutional neural networks so far, we choose it for our fail-safe strategy. The threshold is set to be 0.2. Every time when the relative improvement \( m_{\text{gmn}} \) of a GNN branching decision \( v_{\text{gmn}} \) is less than 0.2, we call the heuristic to make a new branching decision \( v_h \). We solve the corresponding LPs for the new branching decision and compute its relative improvement \( m_h \). The node with higher relative improvement is chosen to be the final branching decision.

### E.3 Baselines

We decided our baselines based on the experiment results of Bunel et al. (2020b). In Bunel et al. (2020b), methods including MIPplanet, BaBSR, planet (Ehlers, 2017a), reluBaB and reluplex (Katz et al., 2017a) are compared on a small convolutional MNIST network. Among them, BaBSR and MIPplanet significantly outperform other methods. We thus evaluate our methods against these two methods only in the experiments section. In order to strengthen our baseline, we compare against two additional methods here.

**Neurify (Wang et al., 2018a)** Similar to BaBSR, Neurify splits on ReLU activation nodes. It makes a branching decision by computing gradient scores to prioritise ReLU nodes. Since the updated version of Neurify’s released code supports verification, we conducted a comparison experiment between Neurify and BaBSR for inclusiveness. Neurify does not support CIFAR dataset. To evaluate the performance of Neurify, we obtained the trained ROBUST MNIST model and corresponding verification properties from Bunel et al. (2020b). We ranked all verification properties in terms of the BaBSR solving time and selected the first 200 properties, which are solved by BaBSR within one minute, as our test properties. For a fair comparison, we have restricted Neurify to use one CPU core only and set the timeout limit to be two minutes. Among all test properties, Neurify timed out on 183 out of 200 properties. BaBSR thus outperforms Neurify significantly. Combining with the results of Bunel et al. (2020b), BaBSR is indeed a fairly strong baseline to be compared against.

**MIP based algorithm (Tjeng et al., 2019)** We also compared our MIPplanet baseline against a new MIP based algorithm (Tjeng et al., 2019), published in ICLR 2019. To test these two methods, we randomly selected 100 verification properties from the CIFAR Base experiment with timeout 3600s. In terms of solving time, MIPplanet requires 1732.18 seconds on average while the new MIP algorithm requires 2736.60 seconds. Specifically, MIPplanet outperforms the new MIP algorithm on 78 out of 100 properties. MIPplanet is therefore a strong baseline for comparison.

As a caveat, we mention that the main difference between MIPplanet and the algorithm of (Tjeng et al., 2019) is the intermediate bound computation, which is complementary to our focus. If better intermediate bounds are shown to help verification, we can still use our approach to get better branching decisions corresponding to those bounds.
### E.4 Model Architecture

We provide the architecture detail of the neural networks verified in the experiments in the following table.

| Network Name | No. of Properties | Network Architecture |
|--------------|-------------------|----------------------|
| BASE Model   | Easy: 467         | Conv2d(3,8,4, stride=2, padding=1) |
|             | Medium: 773       | Conv2d(8,16,4, stride=2, padding=1) |
|             | Hard: 426         | linear layer of 100 hidden units |
|             |                   | linear layer of 10 hidden units |
|             |                   | (Total ReLU activation units: 3172) |
| WIDE         | 300               | Conv2d(3,16,4, stride=2, padding=1) |
|             |                   | Conv2d(16,32,4, stride=2, padding=1) |
|             |                   | linear layer of 100 hidden units |
|             |                   | linear layer of 10 hidden units |
|             |                   | (Total ReLU activation units: 6244) |
| DEEP         | 250               | Conv2d(3,8,4, stride=2, padding=1) |
|             |                   | Conv2d(8,8,3, stride=1, padding=1) |
|             |                   | Conv2d(8,8,3, stride=1, padding=1) |
|             |                   | Conv2d(8,8,4, stride=2, padding=1) |
|             |                   | linear layer of 100 hidden units |
|             |                   | linear layer of 10 hidden units |
|             |                   | (Total ReLU activation units: 6756) |

Table 5: For each CIFAR experiment, the network architecture used and the number of verification properties tested.
Appendix F. Additional Experiment Results — Branching GNN

F.1 Fail-safe heuristic dependence

In all our experiments, we have compared against BaBSR, which employs only the fail-safe heuristic for branching. In other words, removing the GNN and using only the fail-safe heuristic is equivalent to BaBSR. The fact that GNN significantly outperforms BaBSR demonstrates that GNN is doing most of the job. To better evaluate the GNN’s reliance on a fail-safe heuristic, we study the ratio of times that a GNN branching decision is used for each verification property of a given model. Results are listed in Table 6. On all three models, GNN accounts for more than 90% of branching decisions employed on average, ensuring the effectiveness of our GNN framework.

Table 6: Evaluating GNN’s dependence on the fail-safe strategy. Given a CIFAR model, we collected the percentage of times GNN branching decision is used and the percentage of times the fail-safe heuristic (BaBSR in our case) is employed for each verification property. We report the average ratio of all verification properties of the same model. To account for extreme cases, we also list the minimum and maximum usage ratios of the fail-safe heuristic for each model.

| Model | GNN(avg) | BaBSR(avg) | BaBSR(min) | BaBSR(max) |
|-------|----------|------------|------------|------------|
| BASE  | 0.934    | 0.066      | 0.0        | 0.653      |
| WIDE  | 0.950    | 0.050      | 0.0        | 0.274      |
| DEEP  | 0.964    | 0.036      | 0.0        | 0.290      |

F.2 GNN feature analysis

We evaluate the importance of different features used in GNN. We note that two types of features are used in GNN. The first type (including intermediates bounds, network weights and biases) can be collected at negligible costs. The other type is LP features (primal and dual values) that are acquired by solving a strong LP relaxation, which are expensive to compute but potentially highly informative. To evaluate their effect, we trained a new GNN with LP features removed and tested the new GNN on 260 randomly selected verification properties on the Base model. Among the selected properties, 140 are categorised as easy, 70 as medium and 50 as hard. We denote the model trained on all features as GNN and the newly trained model as GNN-R (we use R to indicate reduced features).

Table 7: Measuring the importance of features used by GNN. For easy, medium and difficult level verification properties, we compare methods’ average solving time, average number of branches required and the percentage of timed out properties.

| Easy | Medium | Hard |
|------|--------|------|
|      |        |      |
| Method | time(s) | branches | %Timeout | time(s) | branches | %Timeout | time(s) | branches | %Timeout |
| BaBSR  | 429.589 | 641.300  | 0.0      | 1622.669| 1504.366 | 0.0      | 2466.712| 1931.098 | 0.0      |
| GNN    | 268.592 | 319.386  | 0.0      | 724.883 | 529.070  | 0.0      | 1025.826| 772.667  | 0.0      |
| GNN-R  | 348.482 | 441.043  | 0.0      | 898.011 | 720.958  | 0.0      | 1340.559| 967.804  | 0.0      |

From Table 7, we observe that removing primal and dual information deteriorates the GNN performance, but GNN-R still outperforms the baseline heuristic BaBSR. We believe cheap features are the most important. Depending on the cost of LP, potential users can either remove expensive LP features or train a GNN with a smaller architecture.
Table 8: Methods’ performance on randomly selected properties. We show methods’ average solving time, average number of branches required and the percentage of timed out properties. We emphasize that MIPplanet branch number is not comparable with those of other methods.

| Method | Base |       |       |       | Wide |       |       |       | Deep |       |       |       |
|--------|------|-------|-------|-------|------|-------|-------|-------|------|-------|-------|-------|
|        | time(s) | branches | %Timeout | time(s) | branches | %Timeout | time(s) | branches | %Timeout | time(s) | branches | %Timeout |
| BABSR  | 1472.508 | 1420.839 | 0.067 | 2985.199 | 918.167 | 0.111 | 3811.712 | 482.167 | 0.111 |
| MIPPLANET | 1783.800 | 3780.408* | 0.258 | 5254.134 | 2949.625* | 0.556 | 4566.080 | 4332.375* | 0.407 |
| GNN    | 714.224 | 817.017 | 0.017 | 996.811 | 268.333 | 0.074 | 1893.081 | 201.500 | 0.0  |

F.3 LP solving time and GNN computing time

We mention that LP solving time is the main bottleneck for branch-and-bound based verification methods. Although both GNN evaluation time and LP solving time increase with the size of network, LP solving time grows at a significantly faster speed. For instance, in CIFAR experiments, GNN requires on average 0.02, 0.03, 0.08 seconds to make a branching decision on Base, Wide and Deep model respectively but the corresponding one LP solving time on average are roughly 1.1, 4.9, 9.6 seconds. GNN evaluation is almost negligible for large neural networks when compared to LP solving time.
Appendix G. Supergradient Method

We will now outline the supergradient ascent method used in Bunel et al. (2020a).

Algorithm 4 Supergradient method

1: function SUPERG_COMPUTE_BOUNDS(\{W_k, b_k, l_k, u_k\}_k=1..n)
2: Initialise dual variables \( \rho^0 \) using the duals of the parent domain or the algo of Wong and Kolter (2018)
3: for nb_iterations do
4: \( \hat{x}^*, \hat{x}_A^*, \hat{x}_B^* \leftarrow \) inner minimization as proposed by Bunel et al. (2020a)
5: Compute supergradient using \( \nabla_{\rho} g(\rho^t) = \hat{x}_B^* - \hat{x}_A^* \)
6: \( \rho^{t+1} \leftarrow \) Adam’s update rule Kingma and Ba (2015)
7: end for
8: return \( g(\rho) \)
9: end function

Appendix H. Regaining Supergradient Ascent

We show that our method is strictly more expressive than supergradient ascent by showing that it can simulate it exactly.

The supergradient ascent step is equivalent to update step
\[
\hat{\rho}_k^{t+1} = \hat{x}_{B,k} - \hat{x}_{A,k},
\]
(44)

Let \( \Theta_0 \) be the zero-matrix with non-zero elements \( \Theta_0[1,4] = 1, \Theta_0[2,4] = -1 \). Moreover, setting \( T_1 = 1, T_1 = 1 \) and \( b_0 = b_1 = 0 \), we get
\[
\mu_k^0 = (\hat{x}_{B,k} - \hat{x}_{A,k}, -\hat{x}_{B,k} + \hat{x}_{A,k}, 0, \ldots, 0)^	op,
\]
(45)
\[
\mu = ((\hat{x}_{B,k} - \hat{x}_{A,k})_+, -(\hat{x}_{B,k} - \hat{x}_{A,k})_-, 0, \ldots, 0)^	op.
\]
(46)

If we set \( \hat{\Theta}_2^{for} = \hat{\Theta}_3^{for} = \hat{\Theta}_2^{back} = \hat{\Theta}_3^{back} = 0 \) and \( \hat{\Theta}_1^{for} = \hat{\Theta}_1^{back} = 1 \), then the forward and backward passes don’t change the embedding vector. We now just need to set \( \hat{\Theta}_0^{out} = (1, -1, 0, \ldots, 0)^	op \) to get the final ascent direction:
\[
\hat{\rho}_k^{t+1} = (\hat{x}_{B,k} - \hat{x}_{A,k})_+ + (\hat{x}_{B,k} - \hat{x}_{A,k})_- = \hat{x}_{B,k} - \hat{x}_{A,k}.
\]
(47)

We have shown that we can simulate supergradient ascent using our GNN architecture.
Appendix I. Experiment Setup — Bounding GNN

We will now explain in greater detail how the experiments described in this paper were run including all hyperparameters used in the verification experiments.

I.1 Verification Experiments

For all verification experiments mentioned in this work we run the BaB algorithm outlined in appendix A. We run 100 iterations of the GNN compared to 500 when using supergradient ascent. This together with the significant reduction in subdomains visited in the BaB algorithm when using the GNN more than compensates for the fact that one iteration of the GNN takes longer than one iteration of supergradient ascent. If the GNN performs poorly on a subdomain and the fail-safe method is used, it is likely to also not do well on the child subdomains. We therefore use supergradient ascent to solve all subdomains that result from further subdividing the current one. For all experiment we use a batch-size of 300 for both the GNN and supergradient descent. For the base experiments we store all current subdomains in memory because it is quicker; for the deep and wide models we store them as files because the experiments are more memory expensive.

Appendix J. Further Experimental Results — Combined GNN

We will now compare our method with the different baselines in greater depth. We first use different statistics to more accurately explain the performances of the different methods.

J.1 Median

Unlike the arithmetic mean, the median is not skewed by outliers. The randomly picked threshold at which we stop experiments (3600s) has a larger impact on the mean than the median so as long as methods time-out on less than half of all images.

| Method               | Base time(s) | Base subdomains | Base %Timeout | Wide time(s) | Wide subdomains | Wide %Timeout | Deep time(s) | Deep subdomains | Deep %Timeout |
|----------------------|--------------|-----------------|---------------|--------------|-----------------|---------------|--------------|-----------------|---------------|
| GUROBI BABSR         | 1231.39      | 1034.00         | 10.57         | 3600.00      | 704.00          | 50.17         | 3600.00      | 364.00          | 54.00         |
| MIPPLANET            | 2045.19      | 36.40           | 3600.00       | 79.54        | 3600.00         | 73.60         | 3600.00      | 73.60           | 73.60         |
| ADAM                 | 71.04        | 3962.00         | 4.68          | 95.14        | 3452.00         | 13.20         | 62.72        | 3160.00        | 1484.00       |
| BRANCHING-GNN        | 419.73       | 396.00          | 5.77          | 330.00       | 20.79           | 1822.88       | 175.00       | 1162.00        | 20.80         |
| BOUNDING-GNN         | 64.42        | 2835.00         | 2.94          | 92.42        | 1910.00         | 55.45         | 1162.00      | 784.00          | 2.80          |
| COMBINED-GNN         | **53.63**    | 1506.00         | **1.44**      | **72.50**    | **1442.00**     | **5.61**      | **45.65**    | **784.00**     | **0.80**      |

Table 9: We compare average (median) solving time, average (median) number of subdomains solved, and the percentage of properties that the methods time out on when using a cut-off time of 3600s. The best performing method for each subcategory is highlighted in bold.
J.2 Geometric Mean

The geometric mean is less skewed than the arithmetic mean but still encapsulates a lot more information than the median, and is arguably the best suited measure to compare the different methods. The geometric mean of a set of numbers $x_1, \ldots, x_n$ is defined to be: $\left(\prod_{i=1}^{n} x_i\right)^{\frac{1}{n}}$. As shown in Table 10 the bounding GNN is about 20% faster than supergradient ascent and more than 6 times faster than GUROBI and MIPplanet when using the geometric mean. The combined GNN is almost twice as fast as all other baselines.

| Method        | Base  |         | Subdomains | %Timeout | Base  |         | Subdomains | %Timeout | Base  |         | Subdomains | %Timeout |
|---------------|-------|---------|------------|----------|-------|---------|------------|----------|-------|---------|------------|----------|
| GUROBI BABS   | 1222.41 | 1013.63 | 10.57      |          | 2724.47 | 698.59  | 50.17      |          | 2869.54 | 366.85  | 54.00      |          |
| MIPPLANET     | 1208.08 | 36.40   | 2681.10    | 79.54    | 2502.48 | 73.60   |            |          |        |          |            |          |
| ADAM          | 92.56  | 4142.24 | 4.68       | 163.99   | 3954.07 | 13.20   | 90.35      | 1690.18 | 4.00   |          |            |          |
| BRANCHING-GNN | 408.52 | 373.36  | 5.77       | 1258.83  | 301.92  | 20.79   | 1423.57    | 152.80  | 20.80  |          |            |          |
| BOUNDING-GNN  | 70.28  | 2734.70 | 2.94       | 130.13   | 2183.76 | 10.23   | 66.36      | 1133.28 | 2.80   |          |            |          |
| COMBINED-GNN  | **54.91** | 1296.13 | **1.44**   | **80.61** | 1176.62 | **5.61** | **47.39**  | 641.62  | 0.80   |          |            |          |

Table 10: We use the geometric mean to compare solving time, number of subdomains solved, and the percentage of properties that the methods time out on when using a cut-off time of 3600s. The best performing method for each subcategory is highlighted in bold.
J.3 Base Model Experiments

We now provide a more in-depth analysis of the results on the base model in Figure 8. The properties are separated into three sets based on the time $t_i$ it takes GUROBI BaBSR to solve them: “easy” ($t_i < 800$), “medium” and a “hard” ($t_i > 2400$). Both GNNs are trained on easy properties only, but the combined GNN method beats the baselines on all three types of properties thus showing good generalization performance.

![Cactus plots for the base model](image)

Figure 8: Cactus plots for the base model, separated into three different graphs based on the difficulty of the properties. We compare the different bounding methods by plotting the percentage of properties that have been solved for any given time.

| Method          | Easy time(s) | Easy subdomains | Easy timeout | Med time(s) | Med subdomains | Med timeout | Hard time(s) | Hard subdomains | Hard timeout |
|-----------------|--------------|-----------------|--------------|-------------|----------------|-------------|--------------|-----------------|-------------|
| GUROBI BaBSR    | 550.48       | 580.43          | 0.00         | 1374.32     | 1408.75        | 0.00        | 3129.08      | 2551.63         | 42.41       |
| MIPplanet       | 1499.35      | 16.49           | 2240.92      |             | 42.95          |             | 2555.53      | 22103.66        | 18.12       |
| SUPERGRADIENT   | 59.40        | 2528.48         | 0.21         | 87.71       | 5289.22        | 0.21        | 923.45       | 22103.66        | 18.12       |
| GNN Branching   | 272.69       | 285.68          | 0.21         | 592.12      | 583.21         | 0.39        | 1573.16      | 1098.28         | 21.65       |
| GNN Bounding    | **46.70**    | 2201.70         | **0.00**     | 78.85       | 4108.27        | **0.00**    | **380.15**   | 16442.30        | 11.53       |
| GNN Combined    | 50.61        | 1188.36         | 0.21         | **68.52**   | 2419.44        | **0.00**    | **8488.50**  | **5.41**        |

Table 11: We compare average (mean) solving time, average number of subdomains solved, and the percentage of properties solved for easy, medium, and hard properties on the base model. The best performing method for each subcategory is highlighted in bold (note that by definition Gurobi BaBSR doesn’t time out on easy and med experiments).
J.4 Constant Epsilon Experiments

We will now compare our method against the supergradient ascent method, the strongest baselines used in this paper on a new dataset with constant perturbation norms. We run both methods on 100 properties on the “Base” model. We set the epsilon value for all 100 properties to 0.1, 0.15, 0.2, and 0.25 and plot the percentage of properties successfully verified for each experiment. The smaller the perturbation value the more properties are verified by both methods. Our method outperforms the baseline for all four epsilon values demonstrating that the improved performance seen in the experiments above does not depend on whether we use constant or unique $\varepsilon$ values. We further note that our method generalizes well to perturbation norms that differ from the ones seen at training time.

![Cactus plots for the “Base” model and for different constant $\varepsilon$ values.](image)

Figure 9: Cactus plots for the “Base” model and for different constant $\varepsilon$ values. We compare our method against Supergradient BaBSR, the strongest baseline, by plotting the percentage of properties that have been solved for any given time.

J.5 Comparison against ERAN

We will now compare our results against ERAN (Singh et al., 2020), a state-of-the-art complete verification method. We run ERAN, the baselines described above, and our methods on a subset of the OVAL dataset used in the VNN-COMP competition (VNN-COMP, 2020). Our combined GNN method leads to a 50% reduction in verification time compared to ERAN. While ERAN times out on fewer properties on the “Base” model, the combined GNN method verifies more properties on the “Wide” model.
Figure 10: Cactus plots for the base model, separated into three different graphs based on the difficulty of the properties. We compare the different bounding methods by plotting the percentage of properties that have been solved for any given time.

| Method       | Base           | Wide           | Deep            |
|--------------|----------------|----------------|-----------------|
|              | time(s)        | subdomains %Timeout | time(s)        | subdomains %Timeout | time(s)        | subdomains %Timeout |
| Gurobi BaBSR| 2367.15        | 1313.41 36.00  | 2860.04        | 1072.58 48.98  | 2750.12        | 441.26 39.00 |
| MIPplanet    | 2849.10        | 68.00 2423.04  | 45.92 2302.79  | 48.98 2750.12  | 441.26 39.00  |
| Supergradient| 922.35 13738.41| 21.00 743.50 13184.12 | 13.27 348.59 3672.74 | 5.00 |
| ERAN         | 805.89         | 5.00 635.48 9.18  | 545.72        | 0.00 372.74 4.00  |
| GNN-BRANCHING| 1794.88        | 734.93 1360.97 | 397.77 1055.06 | 128.14 4.00   |
| GNN-BOUNDING | 758.28         | 9875.30 17.00  | 9371.14       | 10.20 285.25 3392.71 | 4.00 |
| GNN-COMBINED | **479.61**     | 10072.93 8.00  | **317.16**    | **6.12** **90.78** | **1471.12** |

Table 12: We compare average (mean) solving time, average number of subdomains solved, and the percentage of properties that the methods time out on when using a cut-off time of 3600s. The best performing method for each subcategory is highlighted in bold.

Appendix K. Extending our Method beyond Piece-wise Linearities

The Branch-and-Bound verification method with ReLU splitting is complete as the leaf nodes in the BaB tree form a convex problem. We note that in practice we run our method with a given timeout which makes our method incomplete. As complete neural verification is NP-hard it is unlikely that there exists an efficient algorithm that is complete for all cases when using a short timeout. Other versions of BaB including BaB with input domain splitting is also complete, as in most cases all the subdomains are small enough to make all ReLU nodes non-ambiguous thus making the problem
convex and easy to solve. In the worst case we end up evaluating the network at every single input point which is possible as there is a finite number of input points due to floating-point arithmetic.

Our bounding method can be extended to other non-linearities such as the sigmoid activation or the hyperbolic tangent. De Palma et al. (2021) and Zhang et al. (2018) provide suitable relaxations for both functions given a pair of lower and upper bounds which allows us to form a dual formulation. A GNN can then estimate better dual directions as it has done for the ReLU case. Similar to our bounding method, our branching approach can also be extended to work on all piece-wise convex/concave functions. Rather than splitting the ReLU into 2 linear pieces when branching on a particular node we split it into $k$ convex or concave pieces. We note that from a theoretical point of view the method is not complete anymore as the composition of a convex and a concave function is not guaranteed to be either convex or concave. However, if we allow repeatedly splitting on the same non-linear activations then our method stays complete.

In practice we don’t focus on whether verification methods are complete as all methods become incomplete when using a short timeout. Instead we care about the efficiency of different methods shown empirically.