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Abstract In this paper, we investigate adaptive zero-forcing uplink transmission for very large multi-user multi-antenna systems in Rayleigh fading environments. We assume that the number of antennas at the base station (denoted as $M$) is not less than the number of users (denoted as $K$) with each having single antenna, and power control can be done at the transmitter(s) as channel condition changes. Under constraints of individual rates and maximum transmit powers, we adopt the optimal transmit strategy of minimizing the total average transmit power (ATP). We derive and give individual ATP expressions for each link with short- and long-term rate constraints, respectively. Numerical results show that the individual ATP for each link with short term rate constraint is quite close to its long term counterpart when $M - K$ is large, and its corresponding outage probability can be designed to be nearly zero at the same time. Finally, we present two simple adaptive transmission schemes with constant transmit power satisfying short- and long-term rate constraints, respectively. Both of them are easy to implement, and asymptotically optimal when $M - K$ grows without bound.
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1 Introduction

Wireless transmission using multiple antennas has attracted much interest in the past couple of decades due to its capability to exploit the tremendous capacity inherent in MIMO channels. Various aspects of wireless MIMO systems have been studied intensively, especially the important capacity aspect [1]. Whilst single-user systems have been well investigated, multi-user systems including classical multiple access (MA) and broadcast (BC) systems nowadays have become the focus of theoretical analysis and practical design of MIMO communications [2]. Theoretically, the maximum-likelihood multiuser detector and “dirty paper coding” can be used to obtain optimal performance for the MA and BC systems, respectively. However, they induce a significant complexity burden on the system implementation, especially for a large multi-user multi-antenna (MUMA) system. Therefore, linear effective processing schemes, in particular zero-forcing (ZF) receiving or precoding, are of particular interest as low-complexity alternatives [3–5].

Recently, there exist a lot of interests in MUMA with a very large antenna array at the BS, which means a array comprising a few hundreds of antennas simultaneously serving tens of users [6–11]. These very large MIMO systems can offer higher data rates, increased link reliability, and potential power savings since the transmitted RF energy can be more sharply focused in space while many random impairments can be averaged out. The analysis and design of very large MIMO systems is at the moment a fairly new research topic [7]. In [8], ZF precoding performance is studied for measured very-large MIMO downlink channels. It is shown that there exist clearly benefits with an excessive number of BS antennas [8]. In [9,10] and [11], with ZF receivers authors give uplink capacity analysis of single-cell, single-cell distributed, and multi-cell very large MIMO systems, respectively, derive bounds on the achievable sum rate in both small and large-scale fading environments, and provide asymptotic performance results when the number of antennas grows without bound. It should be pointed out that all of ZF system schemes investigated in these three papers do not involve the adaptive transmission. Adaptive transmission techniques that can utilize the resources efficiently have always been of great interest in the field of wireless communications, especially for the current virtual MIMO systems [12]. Therefore, in this regard we will consider adaptive ZF processing with power control.

On the other hand, with explosive growth of high-data applications, more and more energy is consumed in wireless networks to guarantee QoS. Therefore, energy efficiency (EE) communications have been paid increasing attention under the back ground of limited energy resource and environment-friendly transmission behaviors [13,14]. As for the information-theoretic aspect, most literature about EE mainly focused on point-to-point scenarios and the impact of practical issues on EE is not fully exploited. Thus, research on EE needs to be extended to multi-user and/or multi-cell cases as well as considering the practical issues such as transmission associated circuit energy consumption, which is of great significance to practical system design. As for the advanced techniques that will be used in future wireless systems, such as OFDMA, MIMO and relay, existing research has proved that larger EE can be achieved through EE design. However, most work is still in the initial stage, and more effort is needed to investigate potential topics such as those listed in [13]. This motivates our study of adaptive ZF very large MUMA systems from the EE aspect.

Moreover, in [15–17], authors addressed beamforming transmission schemes in a MIMO broadcast or multiple access channel, and investigated such an optimization problem that minimizes the ATP under a set of given rate or signal-to-noise ratio constraints. In their discussion, however, the number of used antennas was assumed to be not large while the number of users could be allowed to be large enough for obtaining the multi-user gain.
Similar to [15–17], we will also pursue such an optimal strategy: minimizing the total ATP under given rate constraints. But obviously different from these papers, we will specially analyze the power benefits obtained from the large antenna array at the BS.

In this paper, we will consider two system optimization problems involving two different kinds of rate constraints respectively: short term and long term. The short term rate constraints are particularly relevant to delay-sensitive services such as speech, real-time video and network game [16]. On the other hand, the long term rate constraints are closely relevant to delay-insensitive services such as email and file transfer for data networks.

The rest of the paper is organized as follows. In Sect. 2, we describe the system model and present the optimization problems for short-and long-term rate constraints, respectively. In Sect. 3, we derive ATP expressions for short and long term rate constraints, respectively. Further, we provide some numerical results to make ATP comparisons. In Sect. 4, we provide two simple adaptive ZF transmission schemes based on the constant transmit power for short- and long-term rate constraints, respectively. Finally, in Sect. 5 we conclude the paper.

2 System Model and Optimization Formulation

2.1 System Model

We first consider a virtual MIMO system, concretely, a MUMA-MA system. The system includes one BS (or an access point) equipped with an array of $M$ antennas, and the BS serves $K \leq M$ users, each user having one antenna. These users transmit their data in the same time-frequency resource. The $M \times 1$ received vector at the BS is given by

$$\mathbf{y} = \mathbf{Hx} + \mathbf{n}. \quad (1)$$

where $\mathbf{H}$ represents the $M \times K$ channel matrix between the BS and the $K$ users; $\mathbf{x}$ is the $K \times 1$ vector of symbols simultaneously transmitted by the $K$ users; and $\mathbf{n}$ is a vector of additive white and zero mean complex Gaussian noise. Without loss of generality, we take the noise variance to be one. The channel $\mathbf{H} = [h_{mk}]$ models independent fast fading, geometric attenuation, and log-normal shadow fading [9]. Thus the channel coefficient between the $m$th antenna of the BS and the $k$th user can be written as

$$h_{mk} = g_{mk} \sqrt{z_k} \quad (2)$$

where $g_{mk}$ is the small-scale fading coefficient from the $k$th user to the $m$th antenna of the BS.

It is further assumed that $g_{mk}$ is independent and identically distributed (i.i.d) and follows complex Gaussian distribution of zero mean and unit variance. $\sqrt{z_k}$ models the geometric attenuation and shadow fading which is assumed to be independent over $m$ and be constant over many coherence time intervals and known a priori. As a large-scale fading coefficient, the value of $z_k$ changes very slowly over time. Now let $\mathbf{G} = [g_{mk}]$ and $\mathbf{Z} = \text{diag}(z_1, z_2, ..., z_K)$. Then $\mathbf{H} = \mathbf{GZ}^{1/2}$. Moreover, $\mathbf{x}$ can be rewritten as

$$\mathbf{x} = \mathbf{P}^{1/2}\mathbf{s} \quad (3)$$

where $\mathbf{P} = \text{diag}(p_1, p_2, ..., p_K)$ with $p_k$ being the transmitted power of the $k$-th user; and $\mathbf{s} = (s_1, s_2, ..., s_K)^T$ with $s_k$ being the corresponding transmitted signal with unit power, and $^T$ representing the transpose. We assume that the BS has perfect CSI, i.e., it knows $\mathbf{H}$, and it employs the linear ZF detection. Thus, after using the ZF detector the received signal vector is given by

$$\mathbf{r} = \mathbf{H}^\dagger\mathbf{y} \quad (4)$$
where \( H^\dagger = (HH^H)^{-1}H^H \), \( ^H \) represents the complex conjugate transpose and \( ^\dagger \) denotes the pseudo-inverse operation. From (1) the \( k \)th elements of \( \mathbf{r} \) can be written as

\[
 r_k = \sqrt{p_k s_k} + H^\dagger_k \mathbf{n}.
\]  

(5)

where \( H^\dagger_k \) is the \( k \)th row of \( H^\dagger \). Then the instantaneous signal to noise ratio (SNR) is given by [18]

\[
 \text{SNR}_k = p_k \lambda_k
\]  

(6)

where

\[
 \lambda_k = \frac{1}{[W^{-1}]_{kk}}
\]  

(7)

with \( W = H^H H \). The parameter \( \lambda_k \) can be interpreted as the effective channel gain to the \( k \)th user [4]. For adaptive transmission, under the time-varying channel conditions, all the \( K \) users will dynamically change their transmit power. In practice, depending on \( H \), the dynamical power allocation \( \{p_k, k = 1, 2, \ldots, K\} \) should be done at the BS rather than at the users, and then the BS forwards the value of \( p_k \) to the \( k \)th user. For \( \{p_k : k = 1, 2, \ldots, K\} \), our optimal power allocation policy is adaptive in time and involves the following statistical power measure

\[
 \mathcal{P} = \mathbb{E}\left\{\sum_{k=1}^{K} p_k\right\}
\]  

(8)

where \( \mathbb{E}[\cdot] \) stands for the expectation operator.

It should be noticed that the mentioned-above system model can be extended to the distributed MIMO one studied in [10], and the corresponding theoretical analysis is not difficult. However, in this regard, we are going to focus on the relationship among the total ATP, the numbers of BS antennas and users.

2.2 Optimization Formulation for Short Term Rate Constraints

We will investigate how to optimally design such a wireless MUMA system that is subject to the QoS requirements. As already mentioned before, we aim at minimizing the total ATP while each data stream achieves its individual satisfying rate. For the rate constraints, we will consider two cases of short and long terms, respectively. Moreover, we add the maximum transmit power constraints for practical applications since too high transmit power in communication systems poses a problem in designing power amplifiers or draining batteries at the transmitters [19]. For the case with short term rate constraints, the corresponding optimal problem can be formulated as

\[
 \begin{align*}
 \text{Minimize} & \quad \mathcal{P}; \\
 \text{Subject to} & \quad R_k = \log_2(1 + \text{SNR}_k) \geq \overline{R}(k); \\
 & \quad p_k \leq \overline{p}_{\max}(k), \quad 1 \leq k \leq K.
\end{align*}
\]  

(9)

Define

\[
 \overline{\text{SNR}}(k) = 2\overline{R}(k) - 1
\]  

(10)

and

\[
 \overline{\text{out}}(k) = \frac{\overline{\text{SNR}}(k)}{\overline{p}_{\max}(k)}.
\]  

(11)
Then based on (6), the optimal problem (9) can be translated into $K$ individual optimization problems, and each corresponds to one user:

$$\begin{align*}
\text{Minimize} & \quad \mathbb{E}\{p_k\}; \\
\text{Subject to} & \quad \lambda_k p_k \geq \text{SNR}(k), \\
& \quad \lambda_k \geq \lambda_{\text{out}}(k). 
\end{align*}$$ (12)

From (12) we can get such a conclusion that the adaptive power allocation policy should adopt the form of similar channel inversion, precisely,

$$p_k = \frac{\text{SNR}(k)}{\lambda_k}, \quad k = 1, 2, \ldots, K. \quad (13)$$

Moreover, when $\lambda_k < \lambda_{\text{out}}(k)$, it implies that $p_k > \bar{p}_{\text{max}}(k)$. At this time when the channel with the $k$th user is possibly in deep fading, in order to save transmit power, the system should let the $k$th user have a transmit outage temporarily.

It should be pointed out that the above optimization formulation with the short term rate or SNR constraints results in such a system design scheme which can also provide the MUMA system with stable and reliable detection performance all the time. This is specially convenient to further concatenate a constant rate channel code such as a powerful LDPC or Turbo code [12].

2.3 Optimization Formulation for Long Term Rate Constraints

For the situation with long term rate constraints, we will also introduce a transmit outage for the $k$th user when $\lambda_k < \lambda_{\text{out}}(k)$. Denote the transmit probability without outage by

$$P_0(k) = \int_{\lambda_{\text{out}}(k)}^{\infty} f_{\lambda_k}(\lambda_k) d\lambda_k \quad (14)$$

where $f_{\lambda_k}(\lambda_k)$ is the p.d.f. of the random variable $\lambda_k$. Then in this situation the optimal problem is formulated as

$$\begin{align*}
\text{Minimize} & \quad P; \\
\text{Subject to} & \quad p_k = 0 \quad \text{when} \quad \lambda_k < \lambda_{\text{out}}(k); \\
& \quad \frac{\mathbb{E}\{R_k\}}{P_0(k)} \geq \overline{R}(k), \quad 1 \leq k \leq K. 
\end{align*}$$ (15)

This optimization problem can be also translated into $K$ individual optimization problems, and each corresponds to one user:

$$\begin{align*}
\text{Minimize} & \quad \mathbb{E}\{p_k\}; \\
\text{Subject to} & \quad p_k = 0 \quad \text{when} \quad \lambda_k < \lambda_{\text{out}}(k) \\
& \quad \frac{\mathbb{E}\{R_k\}}{P_0(k)} \leq \overline{R}(k). \quad (16)
\end{align*}$$

Applying Lagrange multiplier method to each of the above individual optimization problems, we get the following family of unconstrained optimization problems parameterized by multipliers $\omega_k > 0$, $1 \leq k \leq K$:

$$\min_{p_k} \int_{\lambda_{\text{out}}(k)}^{\infty} [p_k - \omega_k (R_k - \overline{R}(k))] f_{\lambda_k}(\lambda_k) d\lambda_k \quad (17)$$
Applying $R_k = \log_2(1+\text{SNR}_k)$ and (6), we can easily obtain an optimum solution as follows:

$$p_k = \begin{cases} \omega_k k^{-1} & \text{for } \lambda_k > \lambda_0(k); \\ 0 & \text{for } \lambda_k \leq \lambda_0(k). \end{cases}$$ \hfill (18)

where $\lambda_0(k) = \max\{\omega_k^{-1}, \bar{\lambda}_{\text{out}}(k)\}$. We denote $\omega_k^{-1}$ by $\bar{\lambda}_{\text{out}}(k)$. $\bar{\lambda}_{\text{out}}(k)$ can be found by solving

$$\int_{\bar{\lambda}_{\text{out}}(k)}^{\infty} R_k f_k(\lambda_k)d\lambda_k = P_0(k)\overline{R}(k).$$ \hfill (19)

Now we define with the knowledge of calculus

$$\Upsilon(k) = \int_{\bar{\lambda}_{\text{out}}(k)}^{\infty} \log_2(1+\lambda_k) f_k(\lambda_k)d\lambda_k = \log_2 \hat{\lambda}_{\text{out}}(k).$$ \hfill (20)

Then with the help of (18) and (19), we obtain a simple expression of parameter $\bar{\lambda}_{\text{out}}(k)$

$$\bar{\lambda}_{\text{out}}(k) = 2^{\Upsilon(k)-\overline{R}(k)} = \frac{\hat{\lambda}_{\text{out}}(k)}{1 + \text{SNR}(k)}.$$ \hfill (21)

The above optimum solution will provide convenience for us to produce numerical results and make comparison with the short term counterpart.

### 3 Minimum Average Transmit Power and Outage Probability

#### 3.1 Adaptive Scheme Under Short Term Rate Constraints

In order to derive expressions for minimum average total transmit power and individual outage probability, we need to have the p.d.f. of the channel gains $\{\lambda_i, i = 1, 2, \ldots, K\}$.

For this reason, we first introduce the following useful lemma given in [18].

**Lemma 1** Throughout the paper, we let $\Psi = M - K$. Then

$$f_k(\lambda_k) = \frac{\lambda_k^\Psi e^{-\lambda_k/z_k}}{\zeta_k^{\Psi+1}}.$$ \hfill (22)

Obviously, when the $k$th channel gain $\lambda_k < \bar{\lambda}_{\text{out}}(k)$ (1 ≤ $k$ ≤ $K$), there exists a transmit outage for the $k$th data stream. The corresponding individual outage probability for the $k$th data stream is given by

$$P_{\text{out}}^{(k)} = \int_{0}^{\bar{\lambda}_{\text{out}}(k)} f_k(\lambda_k)d\lambda_k.$$ \hfill (23)

With the help of Lemma 1, we can derive $P_{\text{out}}^{(k)}$ and have the following proposition, which involves the incomplete gamma function.

**Proposition 1**

$$P_{\text{out}}^{(k)} = 1 - P_0(k) = \frac{\gamma(\Psi + 1, \bar{\lambda}_{\text{out}}(k)/z_k)}{\Psi!}$$ \hfill (24)

where $\gamma(q, x)$ is just the incomplete gamma function (see page 454 of [20]).

The derivation of the ATP $P$ in (8) involves the complementary incomplete gamma function. With the help of Lemma 1, we can easily derive the ATP and obtain the following result.
Proposition 2 Let $\rho_s^{(k)}(\overline{SNR}(k))$ denote the average needed transmit power for $k$th data stream achieving the receive SNR, $\overline{SNR}(k)$. Then

$$\rho_s^{(k)}(\overline{SNR}(k)) = \frac{\overline{SNR}(k) \Gamma(\Psi, \overline{\lambda}_{\text{out}}(k)/z_k)}{z_k \Psi}$$  \hspace{1cm} (25)

In particular, when $\overline{\lambda}_{\text{out}}(k) = 0$, the above equation can be simplified to

$$\rho_s^{(k)}(\overline{SNR}(k)) = \frac{\overline{SNR}(k)}{z_k \Psi}.$$  \hspace{1cm} (26)

In (25), $\Gamma(q, x)$ is just the complementary incomplete gamma function (see pages 454 and 456 of [20]).

Example 1 Let $K = 1$. Denote $\vartheta = \overline{\lambda}_{\text{out}}(1)/z_1$ and $\overline{SNR}(1)/z_1 = \overline{SNR}$ for short. Then

$$P_s = \begin{cases} \frac{\overline{SNR}}{(M-1)!} \sum_{j=0}^{M-2} \frac{\vartheta^j}{j!}, & \text{if } M \geq 2; \\ \overline{SNR}[\Gamma(0, \vartheta) e^{\vartheta}], & \text{if } M = 1. \end{cases}$$  \hspace{1cm} (27)

3.2 Adaptive Scheme Under Long Term Rate Constraints

For the case with long term rate constraints, the derivations of the average transmit power and individual outage probability are similar to the case with short term rate constraints. In particular, the corresponding expressions of individual outage probability are the same as in the short term rate case except that the symbol $\overline{\lambda}_{\text{out}}(k)$ in those equations is replaced by $\lambda_{\text{out}}(k)$. However, in order to make a good comparison between average needed transmit powers for the two adaptive schemes of long and short terms, and also in order to provide convenience for the system design, we revisit the derivation of optimum solution in Subsection II.C, and hope that the following constraint can be met: $\lambda_{\text{out}}(k) = \overline{\lambda}_{\text{out}}(k)$. From (21) this means that we must meet such a constraint condition:

$$\overline{SNR}(k) \geq \frac{\overline{\lambda}_{\text{out}}(k)}{\overline{\lambda}_{\text{out}}(k)} - 1.$$  \hspace{1cm} (28)

Here $\overline{\lambda}_{\text{out}}(k) = 2^{\Psi(k)}$, and $\Psi(k)$ is defined in (20). Again using Lemma 1, $\Psi(k)$ can be expressed as

$$\Psi(k) = \frac{\log_2 e \sum_{j=0}^{\Psi(k)} \Gamma(j, \overline{\lambda}_{\text{out}}(k)/z_k)/j!}{\Gamma(\Psi + 1, \overline{\lambda}_{\text{out}}(k)/z_k)/\Psi!} + \log_2 \overline{\lambda}_{\text{out}}(k).$$  \hspace{1cm} (29)

The above derivation is not difficult, but involves a process employing the following expression involving a special function [21]:

$$j_q(x) = \int_1^\infty \ln(t) t^{q-1} e^{-xt} dt = \frac{(q - 1)!}{x^q} \sum_{j=0}^{q-1} \frac{\Gamma(j, x)}{j!}.$$  \hspace{1cm} (30)

As long as the constraint condition (28) is satisfied, the expressions of individual outage probability for the long term scheme will be completely the same as in the short term case.

Now we consider to derive the average minimum transmit power with the constraint condition (28). After employing again Lemma 1, we can finally obtain the following result.
Proposition 3 Let \( \rho_1^{(k)} (\text{SNR}(k)) \) denote the average needed transmit power for the \( k \)th user achieving the received SNR, \( \text{SNR}(k) \). Then

\[
\rho_1^{(k)} (\text{SNR}(k)) = \begin{cases} 
\frac{P_1}{1 - \lambda_\text{out}(k)} - \frac{\Gamma(\Psi + 1, \frac{\lambda_\text{out}(k)}{z_k})}{z_k \Psi!}, & \text{if (28) holds;} \\
\frac{P_1}{1 - \lambda_\text{out}(k)} - \frac{\Gamma(\Psi, \frac{\lambda_\text{out}(k)}{z_k})}{z_k \Psi!}, & \text{otherwise.}
\end{cases}
\]

where \( P_1 = \Gamma(\Psi + 1, \frac{\lambda_\text{out}(k)}{z_k})/\Psi! \), \( \lambda_\text{out}(k) = 2^{\gamma(k) - R(k)} \) and \( \gamma(k) \) can be computed using (29). Moreover, it easily follows that \( P_0 = \Gamma(\Psi + 1, \frac{\lambda_\text{out}(k)}{z_k})/\Psi! \).

3.3 Numerical Results and Comparison

By numerical simulation we mainly observe the link performance behaviors for the MUMA system. For the \( k \)th link, we let \( \text{SNR}(k) = \text{SNR} \) and \( \lambda_\text{out}(k) = \lambda_\text{out} \) for simplicity.

We first simulate the individual outage probability (OP) for each user using Proposition 1. In order to provide convenience for making OP comparison between SUSA and MUMA systems, we firstly evaluate the OP \( P_{\text{out}} = 10^{-\nu} \) for SUSA systems by setting exponent \( \nu \). We call \( \nu \) as a SUSA outage exponent (OE). For example, we set \( \nu = 1 \) and \( \nu = 1.2 \), then \( P_{\text{out}} = 10^{-1} \) and \( P_{\text{out}} = 6.3 \times 10^{-2} \) for the SUSA system, respectively. Based on Proposition 1 we can compute the corresponding OPs \( P_{\text{out}} = 1.8 \times 10^{-4} \) and \( P_{\text{out}} = 4.4 \times 10^{-5} \) for the MUMA system with \( \Psi = 2 \), respectively. And for the MUMA system with \( \Psi = 6 \), the corresponding OPs become \( P_{\text{out}} = 2.6 \times 10^{-11} \) and \( P_{\text{out}} = 9.3 \times 10^{-13} \), respectively. Table 1 provides computed results for the MUMA system with \( \Psi = 2 \) and \( \Psi = 6 \) when \( \nu \) is set from 0.4 to 1.8. Table 1 shows that the MUMA system with \( \Psi = 6 \) almost has not system outage when \( \nu \geq 0.6 \). This implies also that the OP will be better if \( \Psi > 6 \). In addition, it can be found from the table that the corresponding \( \lambda_\text{out} \) is always appropriate for constraining the corresponding maximum transmit power. For this reason, in the following we will always set \( \lambda_\text{out} = 1.1 \times 10^{-1} \) whose corresponding OE is \( \nu = 1 \) if needed. It should be pointed out that the OP with \( \Psi = 2 \) is still relatively high as seen in Table 1.

We now observe the ATP behavior of the MUMA system that can be evaluated by Proposition 2. For the fixed OE \( \nu = 1 \) or letting \( \lambda_\text{out} = 1.1 \times 10^{-1} \), Fig. 1 plots the individual ATP under different numbers of \( \Psi = 1, 2, 6 \), and includes the corresponding ATP with \( \lambda_\text{out} = 0 \) for comparison. As expected, the individual ATP decreases as \( \Psi \) increases, and the ATP with \( \lambda_\text{out} > 0 \) is closer to the one with \( \lambda_\text{out} = 0 \) as \( \Psi \) increases. It can be found that when \( \Psi = 6 \) they are almost the same for various values of constraint SNR.

We now focus on the adaptive transmit scheme under the long term rate constraints. First of all, we should consider the constraint condition of SNR in optimization design which is given in (28). Still fix \( \lambda_\text{out} = 1.1 \times 10^{-1} \). The first figure in Fig. 2 plots the SNR under constraint condition for the MUMA system with various numbers of \( \Psi \). From this figure, the constraint SNR varies with \( \Psi \), and becomes gradually higher with increasing \( \Psi \). When \( \Psi = 8 \), SNR is equal to 19dB. For that, we fix the constraint SNR, \( \text{SNR} = 19 \text{dB} \) and in the second figure of Fig. 2 plot the individual ATP based on Proposition 3 with the constraint condition (28). It is obviously found from this figure that the individual ATP gradually becomes smaller as \( \Psi \) increases.

In order to make ATP comparison between the adaptive ZF scheme with short term rate constraints and the one with long term rate constraints, The first figure in Fig. 3 plots two individual ATP curves based on Propositions 2 and 3 under the condition of fixing SNR = 19 dB and \( \lambda_\text{out} = 1.1 \times 10^{-1} \). It is obviously found from this figure that the ATP curve with
Table 1  OP comparison between SUSA and MUMA systems

| SUSA OE | 0.4  | 0.6  | 0.8  | 1.0  | 1.2  | 1.4  | 1.6  | 1.8  |
|---------|------|------|------|------|------|------|------|------|
| $\lambda_{\text{out}}(k)$ | $5.1 \times 10^{-1}$ | $2.9 \times 10^{-1}$ | $1.7 \times 10^{-1}$ | $1.1 \times 10^{-1}$ | $6.5 \times 10^{-2}$ | $4.1 \times 10^{-2}$ | $2.5 \times 10^{-2}$ | $1.6 \times 10^{-2}$ |
| SUSA OP | $4.0 \times 10^{-1}$ | $2.5 \times 10^{-1}$ | $1.6 \times 10^{-1}$ | $1.0 \times 10^{-1}$ | $6.3 \times 10^{-2}$ | $4.0 \times 10^{-2}$ | $2.5 \times 10^{-2}$ | $1.6 \times 10^{-2}$ |
| $\Psi = 2$ OP | $1.5 \times 10^{-2}$ | $3.3 \times 10^{-3}$ | $7.5 \times 10^{-4}$ | $1.8 \times 10^{-4}$ | $4.4 \times 10^{-5}$ | $1.1 \times 10^{-5}$ | $2.7 \times 10^{-6}$ | $6.7 \times 10^{-7}$ |
| $\Psi = 6$ OP | $1.1 \times 10^{-6}$ | $2.6 \times 10^{-8}$ | $7.7 \times 10^{-10}$ | $2.6 \times 10^{-11}$ | $9.3 \times 10^{-13}$ | $3.5 \times 10^{-14}$ | $1.3 \times 10^{-15}$ | $1.1 \times 10^{-16}$ |
short term rate constraints is closer to the one with long term rate constraints as $\Psi$ increases. Especially, when $\Psi = 20$, they are nearly the same. For comparison, in the asymptotical case with $\lambda_{out} = 0$, the first figure also plots the individual ATP curve for the adaptive ZF scheme with short term rate constraints. As expected, it can be seen that the curve with $\lambda_{out} = 0$ is almost the same as the corresponding curve with $\lambda_{out} = 1.1 \times 10^{-1}$. On the other hand,
the two adaptive schemes possess possibly different outage probabilities. For this reason, the second figure in Fig. 3 plots the outage probability parameter (OPP) under the long term rate constraint $\lambda_{out}$. When $\Psi > 8$, the difference of $\lambda_{out} - \lambda_{out}$ gradually becomes large as $\Psi$ increases. Even although it still follows from Table 1 that $P_{out} \approx 0$ when $\Psi \geq 6$. Therefore, when the number of antennas is large enough, the two adaptive schemes will have the same power savings and near-zero outage probability.

Recently, [9] and [10] provided analysis results about the average achievable rate for very large MIMO systems with ZF detections. It should be noticed that in the discussion of [9] and [10], the transmit power is fixed without adaption. For this reason, we make comparison between our adaptive scheme and the traditional scheme with fixed transmit power. By using the ATP values given in Fig. 3 under short term rate constraints, Table 2 provides computed OP results for the traditional scheme. It can be found from Table 2 that the OP with the traditional scheme keeps quite high and slowly increases as $\Psi$ grows large while the OP with our adaptive scheme rapidly tends to zero. This implies that the traditional scheme with large antenna array can not be used in practice. Moreover, by using the ATP values given in Fig. 3 under long term rate constraints, Fig. 4 plots the average achievable rate for the traditional scheme. It can be seen from Fig. 4 that the average achievable rate slowly increases as $\Psi$ grows large, and is obviously smaller than the one with our adaptive scheme.

4 Adaptive Transmission Schemes with Constant Transmit Power

In this section, we will consider a very simple adaptive transmission scheme with one or two transmit power levels. This kind of transmission systems facilitates the use of the most power-efficient and cheap power amplifiers/analog components [22].
| $\Psi$ | 2   | 4   | 6   | 8   | 10  | 12  | 14  | 16  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| Adaptive scheme | $5.2 \times 10^{-3}$ | $1.8 \times 10^{-4}$ | $4.7 \times 10^{-6}$ | $9.9 \times 10^{-8}$ | $1.7 \times 10^{-9}$ | $2.6 \times 10^{-11}$ | $3.4 \times 10^{-13}$ | $4.1 \times 10^{-15}$ |
| Traditional scheme | $6.0 \times 10^{-1}$ | $7.6 \times 10^{-1}$ | $8.5 \times 10^{-1}$ | $9.0 \times 10^{-1}$ | $9.3 \times 10^{-1}$ | $9.5 \times 10^{-1}$ | $9.7 \times 10^{-1}$ | $9.8 \times 10^{-1}$ |
| $\rho_s$      | 15.97 | 12.98 | 11.22 | 9.97 | 9.00 | 8.21 | 7.54 | 6.96 |
4.1 Adaptive Scheme with Short Term Rate Constraints

In the short term case, for the $k$th user we now consider a very simple adaptive transmission scheme with two transmit power levels, in which the $k$th user only uses a couple of power levels: $p_{\text{con}}(k)$ and $p_{\text{max}}(k)$ when it transmits. In such a case, the feedback design will become quite simple: the BS needs at most 2-bit feedback power control information to the $k$th user. If the maximum transmit power $p_{\text{max}}(k)$ is fixed, then the individual optimization problem will be simplified to how to choose another power $p_{\text{con}}(k)$ to minimize the individual ATP. Still let $\lambda_{\text{out}}(k) = \frac{\text{SNR}(k)}{p_{\text{max}}(k)}$ and define $\lambda_{\text{con}}(k) = \frac{\text{SNR}(k)}{p_{\text{con}}(k)}$. Then the individual ATP is given by

$$
\mathbb{E}p_k = p_{\text{con}}(k) \int_{\lambda_{\text{con}}(k)}^{\infty} f_k(\lambda_k) d\lambda_k
$$

$$+ p_{\text{max}}(k) \int_{\lambda_{\text{out}}(k)}^{\lambda_{\text{con}}(k)} f_k(\lambda_k) d\lambda_k
$$

$$= \frac{\text{SNR}(k)}{\lambda_{\text{con}}(k)} (1 - F_k(\lambda_{\text{con}}(k)))
$$

$$+ \frac{\text{SNR}(k)}{\lambda_{\text{out}}(k)} (F_k(\lambda_{\text{con}}(k)) - F_k(\lambda_{\text{out}}(k))).
$$

(32)

where $F_k(\cdot)$ is the distribution function of $\lambda_k$. The optimization solution of $p_{\text{con}}(k)$ satisfies

$$
\frac{\partial \mathbb{E}p_k}{\partial \lambda_{\text{con}}(k)} = 0.
$$

(33)
By applying Lemma 1, (33) can be written as
\[
\sum_{i=0}^{M-K} \frac{\bar{\lambda}_{\text{con}}(k)^i}{z_k!} = \left( \frac{1}{\bar{\lambda}_{\text{out}}(k)} - \frac{1}{\bar{\lambda}_{\text{con}}(k)} \right) \frac{\bar{\lambda}_{\text{con}}(k)^{\Psi+2}}{z_k^{\Psi+1}}.
\]
(34)

This belongs to the problem of finding a root in a polynomial equation. When \(M = K\), we can easily get the solution as follows:
\[
\bar{\lambda}_{\text{con}}(k) = \frac{\bar{\lambda}_{\text{out}}(k)}{2} + \sqrt{z_k \bar{\lambda}_{\text{out}}(k) + \bar{\lambda}_{\text{out}}(k)^2/4}.
\]
(35)

On the other hand, if \(\Psi \to +\infty\), then we must have that \(\bar{\lambda}_{\text{con}}(k) \to +\infty\) or \(\bar{\lambda}_{\text{con}}(k) \to 0\). This means again that we can use only low enough power to communicate for a very large MIMO system.

Dependence on the concrete cases of \(\lambda_k\), the BS may allocate its feedback 2 bits as follows:
(a) When \(\lambda_k \in (\bar{\lambda}_{\text{con}}(k), +\infty)\), the BS feedback 1 bit “1”;
(b) When \(\lambda_k \in (\bar{\lambda}_{\text{out}}(k), \bar{\lambda}_{\text{con}}(k))\), the BS feedback 2 bits “01”;
(c) When \(\lambda_k \in (0, \bar{\lambda}_{\text{out}}(k))\), the BS feedback 2 bits “00”.

For the mentioned-above feedback scheme, the average bit amount of feedback is given by
\[
\bar{B} = 1 \cdot (1 - F(\bar{\lambda}_{\text{con}}(k))) + 2 \cdot (F(\bar{\lambda}_{\text{con}}(k)) - F(\bar{\lambda}_{\text{out}}(k))) + 2 \cdot F(\bar{\lambda}_{\text{out}}(k))
= 1 + F(\bar{\lambda}_{\text{con}}(k)).
\]
(36)

Obviously, \(\bar{B} \approx 1\) if \(F(\bar{\lambda}_{\text{con}}(k)) \approx 0\). This can be satisfied when \(\Psi \to +\infty\).

Finally, we simulate the simple adaptive scheme with a couple of transmit power levels in the following two figures. We set \(\lambda_{\text{out}} = 1.1 \times 10^{-1}\) and SNR = 10 dB for various \(\Psi\). Figure 5 plots the individual ATP with the simple adaptive scheme and the corresponding ATP expressed in Proposition 2 for comparison. As can be seen in Fig. 5, the ATP with
constant transmit power becomes lower and lower as $\Psi$ increases constantly, and is always worse than the counterpart without constant transmit power. But we still find from this figure that as $\Psi$ increases the ATP gap decreases from about 4–2 dB. It can be estimated that the ATP with the simple scheme will be asymptotically zero as the ATP with the optimal scheme when $\Psi \to +\infty$.

In addition to the ATP, the first figure of Fig. 6 plots the probability distribution of $\lambda_{out}$ which corresponds to the constant transmit power. As $\Psi$ increases, the probability becomes smaller and smaller. But it can be found by simulation that there exists a “floor” phenomena when $\Psi$ is very large. The second figure of Fig. 6 plots the needed feedback bits. It can be easily seen from this figure that for a very large MUMA system the amount of the needed feedback bits is almost 1 bit, which implies a good agreement with the theoretical analysis result.

4.2 Adaptive Scheme with Long Term Rate Constraints

Under long term rate constraints, we now consider the simplest transmit scheme in which each user only uses one transmit power level (denoted as $\overline{p}_{con}$) to communicate. In this case, the BS does not need to feedback the power control information to each user when the large scale fading parameter $\varepsilon$ is unchanged. For the $k$th user, let $\overline{p}_{max}(k) = \infty$. Then $\overline{\lambda}_{out}(k) = 0$. Further, its average achievable rate with constant transmit power $\overline{p}_{con}(k)$ can be given by

$$
\mathbb{E}R_k = \int_0^\infty \log_2(1 + \overline{p}_{con}(k)\lambda_k) f_k(\lambda_k) d\lambda_k
$$

$$
= \phi^{\Psi+1} \log_2 e \sum_{n=0}^{\Psi} (-1)^{\Psi-n} \left(\frac{\Psi}{n}\right) J_{n+1}(\phi)
$$

(37)
where \( j_q(x) \) is the special function defined in (30) and \( \phi = \frac{1}{z_k \overline{p}_{\text{con}}(k)} \). Given the constrained rate \( \overline{R}(k) = \log_2(1 + \text{SNR}(k)) \), with (37) we can only determine precisely \( \overline{p}_{\text{con}}(k) \) by numerical computation. In the following, by using Jensen’s inequality we give a simple lower bound for \( \overline{R}(k) \), which is very convenient for us to estimate the needed power \( \overline{p}_{\text{con}}(k) \).

\[
\overline{R}(k) = \mathbb{E}\{\log_2(1 + \overline{p}_{\text{con}}(k)\lambda_k)\} \\
\geq \log_2 \left\{ 1 + \frac{\overline{p}_{\text{con}}(k)}{\mathbb{E}\{\lambda_k^{-1}\}} \right\} \\
= \log_2(1 + \overline{p}_{\text{con}}(k)z_k \Psi). \quad (38)
\]

The last equality is derived by using the property \( \mathbb{E}\{\lambda_k^{-1}\} = \frac{1}{z_k \Psi} \), which is in fact the special case of (26). Therefore, if we make use of

\[
\overline{p}_{\text{con}}(k) = \frac{\text{SNR}(k)}{z_k \Psi}, \quad (39)
\]

we can satisfy the design requirement. It is interesting to find that the short term average transmit power for the \( k \)th user from Proposition 2 is just equal to

\[
\rho_s^{(k)}(\text{SNR}(k)) = \overline{p}_{\text{con}}(k) = \frac{\text{SNR}(k)}{z_k \Psi}. \quad (40)
\]

Under the constraint of \( \text{SNR} = 10 \text{dB} \), Fig. 7 plots the achievable average rate with constant transmit power and plots the lower bound for comparison. From Fig. 7 it can be seen that as \( \Psi \) increases, the achievable average rate gets slowly close to the lower bound.

It should be noticed that the simple adaptive scheme may be asymptotically optimal since it obtains the same optimal solution as the short term optimal scheme due to the fact that in Sect. 3 the optimal ATP with the short term scheme has been shown to be asymptotically the same as the one with long term scheme in term of the ATP when \( \Psi \) is large enough.
5 Conclusions

Adaptive transmission techniques in wireless communications can utilize the system resources efficiently and provide satisfying QoS. In this paper, for MUMA systems we have investigated adaptive ZF transmission technique with power control under the rate and power constraints. Mainly based on the statistics of effective channel gains, we have derived and presented expressions for the minimum ATP. Furthermore, we have developed two simple adaptive transmission schemes only using one or two transmit power levels. It is shown by our analysis that for a very large MUMA system, the system stable performance and user QoS (including outage probability) can always be met only by dynamically changing the number of antennas at the BS.
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