MINIMALLY CRITICAL REGULAR ENDOmorphisms of $\mathbb{A}^N$
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Abstract. We study the dynamics of the map $f : \mathbb{A}^N \to \mathbb{A}^N$ defined by
\[ f(X) = AX^d + b, \]
for $A \in \text{SL}_N$, $b \in \mathbb{A}^N$, and $d \geq 2$, a class which specializes to the unicritical polynomials when $N = 1$. In the case $k = \mathbb{C}$ we obtain lower bounds on the sum of Lyapunov exponents of $f$, and a statement which generalizes the compactness of the Mandelbrot set. Over $\mathbb{Q}$ we obtain estimates on the critical height of $f$, and over algebraically closed fields we obtain some rigidity results for post-critically finite morphisms of this form.

1. Introduction

The unicritical polynomials $f(z) = z^d + c$ have been a test-bed in complex holomorphic dynamics, in part because much in dynamics is determined by the orbits of the critical points, and these polynomials have the fewest possible critical points. Along similar lines, in studying regular polynomial endomorphisms of $\mathbb{C}^N$ (that is, polynomial maps which extend regularly to $\mathbb{P}_\mathbb{C}^N$) it makes sense again to consider those with the simplest possible critical locus, which in this case would consist of $N$ hyperplanes intersecting properly (ignoring multiplicity for now). After a suitable change of variables, such a map has the form
\[ f(X) = AX^d + b, \]
with $A \in \text{SL}_N(\mathbb{C})$ and $b \in \mathbb{C}^N$. We identify $f$ with its extension to $\mathbb{P}_\mathbb{C}^N$, and write $f|_H$ for the restriction of $f$ to the plane at infinity (which is the $d$th-power map followed by multiplication-by-$A$, a minimally critical endomorphism of $\mathbb{P}^{N-1}$ in the sense of [14]).

Write $L(f)$ for the sum of Lyapunov exponents of $f$ with respect to its invariant measure. It follows from general result of Bedford and Jonsson [1] on regular polynomial endomorphisms that
\[ L(f) - L(f|_H) \geq \log d, \]
and our first result is a similar lower bound which becomes arbitrarily large for certain parameters.

Theorem 1. For $f$ as in [1], we have
\[ L(f) - L(f|_H) \geq \frac{d - 1}{d} \log^+ \|b\| + O_A(1) \]
\[ \text{and} \]
\[ L(f) - L(f|_H) \leq N(N + 2) \log^+ \|b\| + O_A(1). \]

Explicit error terms, which are continuous and plurisubharmonic on $\text{SL}_N(\mathbb{C})$, are given in the proof.
Before we continue, note that by \[1\] Theorem 3.2 we have an equality,

\[
L(f) - L(f|_H) = \log d + \int G d\mu_C,
\]

where \(G\) is the Green’s function for \(f\), and

\[
\mu_C = \frac{1}{(2\pi)^N} \left( \frac{dd^c N}{d - 1} \log |\det Df| \right)^{-N-1} \wedge (dd^c G)^N
\]

is the critical measure of \(f\). The aforementioned bound of Bedford and Jonsson follows from the non-negativity of the integral. The locus of pairs \((A, b)\) where the integral in (2) vanishes is a natural generalization of the Mandelbrot set, and contains the image of \(SL_N(\mathbb{C})\) by \(A \mapsto (A, 0)\). The following corollary, then, gives a sort of generalization of the compactness of the Mandelbrot set.

**Corollary 2.** Let \(\mathcal{M} \subseteq SL_N(\mathbb{C}) \times \mathbb{C}^N\) be the set of pairs \((A, b)\) for which

\[
L(f) - L(f|_H) - \log d = \int G d\mu_C = 0,
\]

for \(f(X) = AX^d + b\). Then the projection \(\mathcal{M} \to SL_N(\mathbb{C})\) is proper.

In the arithmetic context, the critical height of a morphism \(f : \mathbb{P}^N \to \mathbb{P}^N\), denoted \(\hat{h}_{\text{crit}}(f)\), is the appropriate analogue of the sum of Lyapunov exponents. Extrapolating from a definition of Silverman [19, p. 101], we defined in [13] a critical height \(\hat{h}_{\text{crit}}(f)\) for an endomorphism \(f : \mathbb{P}^N \to \mathbb{P}^N\) defined over \(\mathbb{Q}\), with the property that PCF maps all have \(\hat{h}_{\text{crit}}(f) = 0\). Specifically, we set

\[
\hat{h}_{\text{crit}}(f) = \hat{h}_f(C_f),
\]

where \(C_f\) is the critical locus of \(f\), and \(\hat{h}_f\) is the canonical height function associated to \(f\) (constructed for subvarieties by Zhang [21], but note that our canonical height for divisors here and in [13, 14] is Zhang’s height times the degree of the divisor). Just as Silverman conjectured [19, p. 101] in dimension 1 that the moduli height is an ample Weil height away from the Lattès maps, confirmed in [11], it is natural to conjecture [13] that \(\hat{h}_{\text{crit}}\) is an ample Weil height away from some proper, Zariski closed subset of moduli space. Theorem 3, the arithmetic analogue of Theorem 1, proves this conjecture for fibres of the family (1) over \(SL_N\), with some uniformity as the fibre varies.

**Theorem 3.** For \(f : \mathbb{P}^N \to \mathbb{P}^N\) of the form (1) defined over \(\mathbb{Q}\) (with \(d \geq 2\)), we have explicit constants \(C_1\) and \(C_2\), depending just on \(N\) and \(d\), such that

\[
\hat{h}_{\text{crit}}(f) - \hat{h}_{\text{crit}}(f|_H) \geq \frac{d - 1}{d} h(b) - \frac{N(dN + 1)}{Nd} h(A) - C_1
\]

and

\[
\hat{h}_{\text{crit}}(f) - \hat{h}_{\text{crit}}(f|_H) \leq N(N + 2)h(b) + N(N + 1)h(A) + C_2.
\]

In particular, the critical height is a moduli height for algebraic families in which \(A\) is fixed.

Note that the error term in the lower bound comes from a slightly better error term involving both \(h(A)\) and \(h(A^{-1})\).
For our next statement, recall that an endomorphism \( f : \mathbb{P}^N \to \mathbb{P}^N \) is post-critically finite (PCF) if and only if the post-critical locus
\[
P_f = \bigcup_{n \geq 1} f^n(C_f)
\]
is algebraic, where \( C_f \) is again defined by the vanishing of the determinant of the Jacobian of \( f \).

**Corollary 4.** Fix \( B \geq 0 \). For \( A \in \text{SL}_N(\mathbb{Q}) \) with \( h(A) \leq B \), the set of \( b \in \mathbb{Q}^N \) for which (1) is PCF is a set of bounded height, with bound depending just on \( d, N \), and \( B \).

When \( N = 1 \), it is a result of Thurston [19, p. 93] that the only non-isotrivial families of PCF rational functions are the Lattès examples. The next result gives a statement in this direction for families of the form (1).

**Theorem 5.** Let \( k \) be an algebraically closed field of characteristic 0 or \( p > d \). There is no algebraic family over \( k \) of PCF maps of the form (1) with \( A \) constant, but \( b \) non-constant.

Compare with [14] Theorem 3], which proves a similar result for a broader class of maps, but with restrictions on the degree. There are also cases in which we know that the induced family \( f|_H(X) = AX^d \), if PCF, must be constant (or at least isotrivial), and in those cases we get more out of Theorem 5.

**Corollary 6.** On \( \mathbb{P}^N \) with \( N = 2 \) or \( d \geq N^2 - N + 1 \), any algebraic family of PCF maps of the form (1) is isotrivial.

In the same cases, Corollary 4 can also be improved.

**Corollary 7.** For fixed \( d \geq N^2 - N + 1 \) (or \( d \geq 2 \) if \( N = 2 \)), PCF maps \( f : \mathbb{P}^N \to \mathbb{P}^N \) of the form (1) have conjugacy representatives contained in a set of bounded height.

As alluded to above, this discussion fits into a larger framework. Let \( M_d^N \) be the moduli space of endomorphisms of \( \mathbb{P}^N \), and let \( P_d^N \subseteq M_d^N \) be the space of regular polynomial endomorphisms, that is, elements of \( M_d^N \) with an invariant hyperplane. Restriction to the hyperplane gives a surjective morphism \( \pi : P_d^N \to M_d^{N-1} \). Given that one always deserves a better understanding of \( M_d^{N-1} \) than one has of \( M_d^N \), it makes sense to approach \( P_d^N \subseteq M_d^N \) by looking at what happens in fibres of the restriction map, and then thinking about how that relative behaviour varies as we vary the fibre.

In relation to the discussion of Silverman’s Conjecture in [11] and [13], note that on the relative moduli space \( P_d^N \to M_d^{N-1} \) of regular polynomial endomorphisms, the function
\[
f \mapsto \hat{h}_{\text{relcrit}}(f) := \hat{h}_{\text{crit}}(f) - \hat{h}_{\text{crit}}(f|_H) = \hat{h}_{\text{crit}}(f) - \hat{h}_{\text{crit}}(\pi(f))
\]
gives a non-negative function interacting nicely with iteration,
\[
\hat{h}_{\text{relcrit}}(f^n) = n\hat{h}_{\text{relcrit}}(f),
\]
and vanishing precisely on those maps whose critical orbits are in some sense no more complex than they need be, given the behaviour at infinity. We offer a conjecture on this relative critical height which, while weaker than Silverman’s, is perhaps
also more approachable. A sufficiently precise version of this conjecture, combined with a version of Silverman’s Conjecture in dimension one lower, ought to allow one to conclude Silverman’s Conjecture for regular polynomial endomorphisms.

**Conjecture 8** (The relative critical height is a relative moduli height). For any ample Weil heights $h_{\mathbb{P}^d}$ and $h_{M^{N-1}_d}$ on $\mathbb{P}^N_d$ and $M^{N-1}_d$, we have

$$\hat{h}_{\text{relcrit}}(f) \asymp h_{\mathbb{P}^d}(f) + O(h_{M^{N-1}_d}(f|_H)).$$

Theorem 5 gives a result in this direction for morphisms of a certain form. Note also that a case of Conjecture 8 appears to follow from the results in [10], but unfortunately with an incompatible definition of the critical height. It remains to be seen if those results can be translated into the terms of the present article.

We conclude with a few more conjectures about the relative moduli space $\pi$:

**Conjecture 9.** Let $\pi : \mathbb{P}^N_d \to M^{N-1}_d$ be relative moduli space of regular polynomial endomorphisms, and let $M \subseteq \mathbb{P}^N_d$ be the locus where $L(f) = L(f|_H) + \log d$. Then $\pi : M \to M^{N-1}_d$ is proper.

From Conjecture 9 we can immediately conclude the complex case of the following conjecture on PCF maps.

**Conjecture 10 (Relative rigidity).** Let $k$ be an algebraically closed field of characteristic 0 or $p > d$. Then no algebraic curve in the PCF locus in $\mathbb{P}^N_d$ over $k$ is contained in a fibre of the projection $\pi : \mathbb{P}^N_d \to M^{N-1}_d$.

Of course, if $\Gamma \subseteq \mathbb{P}^N_d$ is an algebraic curve in the PCF locus, not contained in a fibre of $\pi$, then $\pi(\Gamma) \subseteq M^{N-1}_d$ is an algebraic curve of PCF maps. In the case $N = 2$, then, this conjecture states that any algebraic 1-parameter family of PCF regular polynomial endomorphisms of $\mathbb{P}^2$ restricts to the line at infinity as either an isotrivial family, or a flexible Lattés family. The likely rarity of PCF maps in several variables (see, e.g., [12]), in fact, makes it likely that a stronger statement is true.

It is somewhat illustrative to consider Conjecture 10 in the case $N = 0$. Note that $\mathbb{P}^0$ is a single point, and over an algebraically closed field so is $M^0_d$ for each $d \geq 2$. In particular, any curve in the PCF locus of $\mathbb{P}^1_d$ is contained in the unique fibre of the map $\mathbb{P}^1_d \to M^0_d$, and so Conjecture 10 simply asserts that there are no non-isotrivial families of PCF polynomials in one variable.

Similarly, the unique (up to conjugacy) endomorphism of $\mathbb{P}^0$ of degree $d$ has critical height 0, and so Conjecture 8 above asserts that the critical height is a moduli height for polynomials of one variable, which is also true [9].

Before proceeding, we briefly mention the connection between this paper and [14]. In [14] we show that the critical height is a moduli height for maps of the form $f(X) = AX^d$ in projective coordinates, and in the present paper we consider the subclass of these maps fixing one of the ramified hyperplanes. The main novelty in this special case is that we are able to conclude local results (i.e., over $\mathbb{C}$ and $\mathbb{C}_p$) which eluded us in [14]. At the same time, the results of Theorem 3 and 5 have the benefit of applying to all degrees, but the drawback of depending on the behaviour at infinity, while the results in [14] were absolute. These relative results can of course be combined with the results of [14] applied to the map restricted to the invariant hyperplane, and we have demonstrated that in various places. In
In general, the estimate needed to deduce the results in this note are somewhat more delicate than those in [14], and have at least the potential to be extended to regular polynomial endomorphisms in general.

In Section 2 we work over an algebraically closed field, complete with respect to some absolute value, and prove most of the technical lemmas. Section 3 introduces a “relative rate of escape” for a hypersurface under a map of the form (1), which we then use to prove Theorem 1 and Corollary 2, as well as a statement of good reduction. Section 4 contains the proofs of Theorem 3 and . Finally, in Section 5 we delve deeper into the case \( N = 2 \), boot-strapping some results from what is known about critical dynamics in one variable.

2. Estimates on pulling-back and pushing-forward

Let \( K \) be an algebraically closed field, complete with respect to some absolute value \(| \cdot |\). We write \( \| x_1, ..., x_n \| = \max\{|x_1|, ..., |x_n|\} \), and \( \log^+ x = \max\{\log x, 0\} \).

Note that the triangle and ultrametric inequalities combine to give the following estimate, of which we make liberal use:

\[
\log |x_1 + \cdots + x_n| \leq \log \| x_1, ..., x_n \| + \log^+ |n|.
\]

Note that an absolute value is non-archimedean precisely if \( \log^+ |n| = 0 \) for all \( n \in \mathbb{Z} \).

Before continuing, we comment on various numbered constants \( c_i \) that appear in the arguments below. Throughout, these constants have always been chosen to be non-negative, to simplify the manipulation of inequalities (sometimes at the cost of optimal bounds). Moreover, the constants \( c_i \) depend only on \( d \) (the degree of the endomorphisms \( f \) under consideration) and \( N \) (the dimension of the ambient space). Finally, these constants will all have value 0, except in the case of archimedean absolute values, or \( p \)-adic absolute values for \( p \leq d \).

Given a homogeneous form \( F \) with coefficients in \( K \), we set \( \| F \| \) to be the largest absolute value of a coefficient of \( F \), in other words the Gauß norm when \(| \cdot |\) is non-archimedean. In [13] we used the Mahler measure at the archimedean places, which is more natural, but turns out to be less convenient for the estimates in this note, which follows [14] closely.

**Lemma 11.** For \( 1 \leq i \leq n \), let \( F_i \) be a homogeneous form in \( N + 1 \) variables. Then

\[
-2N \sum_{i=1}^n \deg(F_i) \log^+ |2| \leq \log \left\| \prod_{i=1}^n F_i \right\| - \sum_{i=1}^n \log \| F_i \| \leq 2N \sum_{i=1}^n \deg(F_i) \log^+ |2|.
\]

Let \( F_{i,j} \) be homogeneous forms in \( N + 1 \) variables such that, for each \( 1 \leq i \leq n \), the form \( \prod_{j=1}^{m_i} F_{i,j} \) has degree \( \delta \). Then

\[
\log \left\| \prod_{i=1}^n \prod_{j=1}^{m_i} F_{i,j} \right\| \leq \max_{1 \leq i \leq n} \sum_{j=1}^{m_i} \log \| F_{i,j} \| + \log^+ |n| + 2N\delta \log^+ |2|.
\]

**Proof.** If \(| \cdot |\) is non-archimedean, then these claims follow from the Gauß Lemma and the ultrametric inequality (and note that the error terms vanish).

In the archimedean case, we recall the logarithmic Mahler measure of \( F \), defined as

\[
m(F) = \int \log |F|d\mu,
\]
where \( \mu \) is the usual normalized Haar measure in each variable. On the one hand, it is clear from the definition that \( m(FG) = m(F) + m(G) \). On the other, it turns out that the Mahler measure is not too different from \( \log \|F\| \), as pointed out by Mahler [15]. Specifically,

\[
(4) \quad m(F) - \frac{N}{2} \log(\deg(F) + 1) \leq \log \|F\| \leq m(F) + N \deg(F) \log 2.
\]

Notice

\[
\log \left\| \prod_{i=1}^{n} F_i \right\| \leq m \left( \prod_{i=1}^{n} F_i \right) + N \deg \left( \prod_{i=1}^{n} F_i \right) \log 2
\]

\[
= \sum_{i=1}^{n} m(F_i) + N \sum_{i=1}^{n} \deg(F_i) \log 2
\]

\[
\leq \sum_{i=1}^{n} \log \|F_i\| + N \sum_{i=1}^{n} \left( \frac{1}{2} \log(\deg(F_i) + 1) + \deg(F_i) \log 2 \right)
\]

\[
\leq \sum_{i=1}^{n} \log \|F_i\| + 2N \log 2 \left( \sum_{i=1}^{n} \deg(F_i) \right)
\]

using the estimates \( \log(1 + x) \leq x \), for \( x \geq 0 \), and \( \frac{1}{2} \leq \log 2 \).

The inequality in the other direction is derived similarly.

For (3), by the triangle inequality,

\[
\log \left\| \sum_{i \leq t \leq n} \prod_{j} F_{i,j} \right\| \leq \max_{1 \leq i \leq n} \log \left\| \prod_{j} F_{i,j} \right\| + \log n
\]

\[
\leq \max_{1 \leq i \leq n} m \left( \prod_{j} F_{i,j} \right) + N \delta \log 2 + \log n
\]

\[
= \max_{1 \leq i \leq n} \sum_{j} m_{i}(F_{i,j}) + N \delta \log 2 + \log n
\]

\[
\leq \max_{1 \leq i \leq n} \sum_{j} \log \|F_{i,j}\| + \max_{1 \leq i \leq n} \sum_{j} N \frac{1}{2} \log(\deg(F_{i,j}) + 1)
\]

\[
+ N \delta \log 2 + \log n,
\]

which gives the desired bound again using \( \log(1 + x) \leq x \) and \( \frac{1}{2} \leq \log 2 \). \( \square \)

Let \( H \) denote the hyperplane of \( \mathbb{P}^N \) defined by \( X_{N+1} = 0 \), and for any effective divisor \( D \) on \( \mathbb{P}^N \) intersecting \( H \) properly, and defined by \( F = 0 \), set

\[
\lambda(D) = \log \|F(X_1, ..., X_{N+1})\| - \log \|F(X_1, ..., X_{N}, 0)\|.
\]

This definition does not depend on the choice of homogeneous form \( F \) representing \( D \), and \( \lambda(D) \geq 0 \). For some intuition, observe that that on \( \mathbb{P}^1 \), we have

\[
\lambda([z]) = \log^+ |z|
\]

for the divisor \([z]\) corresponding to the point \( z \in \mathbb{P}_K^1 \setminus \{\infty\} \). We will also define, for a divisor \( D \) defined by the homogenous form \( F(X) = \sum_{i=0}^{\deg(F)} X_{N+1} F_i(X_1, ..., X_N) \)
the quantity
\[ \mu(D) = \min_{0 \leq k < \deg(F)} \frac{\log |F_{\deg(D)}| - \log \|F_k\|}{\deg(D) - k}, \]
provided that \( D \) does not contain \( H \) or \((0,0,...,1)\), in which case we have \( F_{\deg(D)} = F(0,0,...,1) \neq 0 \). Note that it follows immediately from the definitions that
\[ \mu(D) \leq \lambda(D), \]
but there is no bound in the other direction.

**Remark 12.** Although it is most efficient and transparent here to work in terms of homogeneous forms, it is worth noting that what we are doing fits into the framework of the geometry of arithmetic varieties as studied in arithmetic intersection theory. More concretely, if the absolute value on \( K \) is non-archimedean, then \( K \) has a ring of integers \( \mathcal{O} \subseteq K \), and the morphism \( f : \mathbb{P}^N_K \rightarrow \mathbb{P}^N_K \) extends to a rational map of schemes \( f : \mathbb{P}^N_{\mathcal{O}} \dashrightarrow \mathbb{P}^N_{\mathcal{O}} \). The homogeneous form \( F(X) \in \mathcal{O}[X_1, ..., X_{N+1}] \) now defines an effective divisor \( \mathbb{P}^N_{\mathcal{O}} \), specifically \( D - \log_v \|F\|_{\mathbb{P}^N_{\mathcal{O}}} \), where \( D \) is the Zariski closure of the divisor defined by \( F \) on the generic fibre, \( \mathbb{P}^N_{\mathcal{O}} \) is the special fibre, and \( \log_v \) is normalized so that \( \log_v |\pi| = -1 \) for any uniformizer \( \pi \) of the maximal ideal of \( \mathcal{O} \). Our estimates on how \( \log \|F\| \) changes under pulling-back by (some model of) \( f \) now correspond to estimates on the difference between \( f^*D \) and \( \overline{f^*D} \), for divisors \( D \) on the generic fibre (but there appears to be no simpler way of making these estimates than to reduce things to computations involving homogeneous forms). Our estimates on pushing-forward are somewhat more fraught in this context, since \( f : \mathbb{P}^N_{\mathcal{O}} \dashrightarrow \mathbb{P}^N_{\mathcal{O}} \) is generally not a morphism, but proceeding as in [13] we may work with integral models, and recover something similar. All of these subtleties are eliminated by taking this more elementary approach.

**Lemma 13.** For effective divisors \( D_i, 1 \leq i \leq n \), not containing \( H \) we have
\[ -4N \sum_{i=1}^{n} \deg(D_i) \log^+ |2| \leq \lambda \left( \sum_{i=1}^{n} D_i \right) - \sum_{i=1}^{n} \lambda(D_i) \leq 4N \sum_{i=1}^{n} \deg(D_i) \log^+ |2|, \]
and if the \( D_i \) do not contain the origin, we also have
\[ \mu \left( \sum_{i=1}^{n} D_i \right) \geq \min_{1 \leq i \leq n} \mu(D_i) - 2N \log^+ |2| - (n-1) \log^+ \left| \sum_{i=1}^{n} \deg(D_i) \right|. \]

Finally, if \( \mu(D) \geq 0 \), then
\[ \lambda(D) = \log |F_{\deg(D)}| - \log \|F_0\| \]
for any form \( F(X) = \sum_{i=0}^{\deg(F)} X_{N+1}^i F_i(X_1, ..., X_N) \) defining \( D \).

**Proof.** The claim (5) follows immediately from Lemma 11.

For (6) in the non-archimedean case, the proof is similar to that of the Gauß Lemma.
Specifically, let $D_i$ be defined by $F_i = 0$, with

$$F_i(X) = \sum_{j=0}^{\deg(F_i)} X_j^{N+1} F_{i,j}(X_1, \ldots, X_N),$$

and choose $k_i$ minimally so that

$$\mu(D_i) = \frac{\log |F_{i,\deg(F_i)}| - \log \|F_{i,k_i}\|}{\deg(F_i) - k_i}.$$ 

Now, for $\delta = \sum_{i=1}^n \deg(D_i)$ we have $\sum_{i=1}^n D_i$ defined by the vanishing of

$$\sum_{\ell=0}^{\delta} X_j^\ell G_\ell$$

where

$$G_\ell = \sum_{j_1 + \cdots + j_n = \ell} \prod_{i=1}^n F_{i,j_i}.$$ 

Note that the number of summands is the number of solutions to $j_1 + \cdots + j_n = \ell$ satisfying $0 \leq j_i \leq \deg(F_i)$ for all $0 \leq i \leq n$, which we crudely estimate as at most $(\ell + 1)^{n-1}$. Then we have by Lemma 11

$$\log \|G_\ell\| \leq \max_{j_1 + \cdots + j_n = \ell} \left( \sum_{i=1}^n \log \|F_{i,j_i}\| + 2N (\deg(D_i) - j_i) \log^+ |2!| \right)$$

$$+ (n - 1) \log^+ |\ell + 1|.$$ 

From this

$$\log |G_\delta| - \log \|G_\ell\| \geq \sum_{i=1}^n \left( \log |F_{i,\deg(F_i)}| - \log \|F_{i,j_i}\| \right)$$

$$- 2N \sum_{i=1}^n (\deg(D_i) - j_i) \log^+ |2| - (n - 1) \log^+ |\ell + 1|$$

$$\geq \sum_{i=1}^n \left( \mu(D_i) - 2N \log^+ |2| \right) (\deg(D_i) - j_i)$$

$$- (n - 1) \log^+ |\ell + 1|$$

$$\geq \left( \min_{1 \leq i \leq n} \mu(D_i) - 2N \log^+ |2| \right) \sum_{i=1}^n (\deg(D_i) - j_i)$$

$$- (n - 1) \log^+ |\ell + 1|$$

$$= \left( \min_{1 \leq i \leq n} \mu(D_i) - 2N \log^+ |2| \right) (\delta - \ell)$$

$$- (n - 1) \log^+ |\ell + 1|.$$ 

Dividing both sides by $\delta - \ell$ and taking the minimum over $0 \leq \ell < \delta$ gives

$$\mu \left( \sum_{i=1}^n D_i \right) \geq \min_{1 \leq i \leq n} \mu(D_i) - 2N \log^+ |2| - (n - 1) \max_{0 \leq \ell < \delta} \left( \frac{\log^+ |\ell + 1|}{\delta - \ell} \right).$$ 

Note that the maximum is attained at $\ell = \delta - 1$. 
The last claim is simply due to the fact that \( \mu(D) \geq 0 \) implies
\[
\log |F_{\deg(D)}| \geq \log \| F \|
\]
for all \( 0 \leq k < \deg(D) \), whence \( \log \| F \| = \log |F_{\deg(D)}| \). \( \square \)

We will fix a block matrix
\[
(7) \quad L = \begin{pmatrix} A & b \\ 0 & 1 \end{pmatrix},
\]
where \( A \) is \( N \times N \), \( b \) is \( N \times 1 \), and \( 0 \) is the \( 1 \times N \) zero vector, and use the same symbol to denote the resulting linear map \( L : \mathbb{P}^N \to \mathbb{P}^N \). Note that the inverse map/matrix is given by
\[
L^{-1} = \begin{pmatrix} A^{-1} & -A^{-1}b \\ 0 & 1 \end{pmatrix}.
\]

We will also write \( \phi \) for the power map of degree \( d \) on \( \mathbb{P}^N \), so that
\[
\phi(X_1, ..., X_{N+1}) = [X_1^d : \cdots : X_{N+1}^d].
\]
Note that endomorphisms of \( \mathbb{P}^N \) of the form under consideration, described in (1), are precisely those of the form \( f = L \circ \phi \).

We will be interested in the behaviour of the quantities \( \lambda \) and \( \mu \) under pushing-forward and pulling-back divisors by \( f \), and so consequently by \( L \) and by \( \phi \). First, the power map.

**Lemma 14.** For \( \phi \) as above, and any effective divisor \( D \),
\[
\lambda(\phi^* D) = \lambda(D) \quad \text{and} \quad \mu(\phi^* D) = \frac{1}{d} \mu(D),
\]
\[
|\lambda(\phi_* D) - d^N \lambda(D)| \leq 4N d^N \deg(D) \log^+ |2|,
\]
and
\[
\mu(\phi_* D) \geq d \mu(D) - 2dN \log^+ |2| - d(d^N - 1) \log^+ |d^N \deg(D)|
\]

**Proof.** Let \( F \) be some homogeneous form whose vanishing defines \( D \). For the pullback, notice that \( \phi^* D \) is defined by \( F(X_1^d, ..., X_{N+1}^d) \). The coefficients of this homogeneous form are exactly those of \( F \) (associated to different monomials), and so we certainly have \( \| F \| = \| F(X_1^d, ..., X_{N+1}^d) \| \). The claim about \( \lambda(\phi^* D) \) follows immediately, while the claim about \( \mu(\phi^* D) \) follows once we note that \( \phi^* D \) has degree \( d \deg(D) \).

Now consider the push-forward. For any tuple \( \zeta = (\zeta_1, ..., \zeta_N) \) of \( d \)th roots of unity, let \( D_\zeta \) be the divisor defined by the vanishing of \( F_\zeta(X_1, ..., X_{N+1}) = F(\zeta_1 X_1, ..., \zeta_N X_N, X_{N+1}) \), noting that
\[
\phi^* \phi_* D = \sum_{\zeta_1 = \cdots = \zeta_N = 1} D_\zeta.
\]
Also, note that \( \lambda(D_\zeta) = \lambda(D) \) and \( \mu(D_\zeta) = \mu(D) \), since the coefficients of \( F_\zeta \) are the coefficients of \( F \) multiplied by various roots of unity. By (5) of Lemma 13 and
the estimates for the pullback above, we have
\[
\lambda(\phi_* D) = \lambda(\phi^* \phi_* D)
\]
\[
= \lambda \left( \sum_{\zeta_1^d - \cdots - \zeta_N^d = 1} D_{\zeta} \right)
\]
\[
\leq \sum_{\zeta_1^d - \cdots - \zeta_N^d = 1} \lambda(D_{\zeta}) + 4N \sum_{\zeta_1^d - \cdots - \zeta_N^d = 1} \deg(D_{\zeta}) \log^+ |2|
\]
\[
= d^N \lambda(D) + 4Nd^N \deg(D) \log^+ |2|
\]
and, by the essentially the same calculation,
\[
\lambda(\phi_* D) \geq d^N \lambda(D) - 4Nd^N \deg(D) \log^+ |2|.
\]
Meanwhile,
\[
\mu(\phi_* D) = d\mu(\phi^* \phi_* D)
\]
\[
= d\mu \left( \sum_{\zeta_1^d - \cdots - \zeta_N^d = 1} D_{\zeta} \right)
\]
\[
\geq d \min \{\mu(D_{\zeta})\} - 2dN \log^+ |2| - d(d^N - 1) \log^+ \sum_{\zeta_1^d - \cdots - \zeta_N^d = 1} \deg(D_{\zeta})
\]
\[
= d\mu(D) - 2dN \log^+ |2| - d(d^N - 1) \log^+ |d^N \deg(D)|.
\]

Lemma 15 describes the behaviour certain quantities associated to divisors under pushing-forward or pulling-back by the power map, and now we present a corresponding result relative to linear maps. These estimates are very similar to those in the proof of [14, Lemma 10], but the precise bounds depend on the special form of the matrix \(L\).
Lemma 16. For
\[ c_1 = (2N - 1) \log^+ |2| \quad \text{and} \quad c_2 = \log^+ |4N(N + 1)|, \]
\[ L \text{ as in } [7], \text{ and any effective divisor } D, \text{ we have} \]
\[ -\deg(F) \left( \log \|L\| - \log \|A\| + \lambda(L) + c_2 \right) - c_1 \]
\[ \leq \lambda(L^*D) - \lambda(D) \]
\[ \leq \deg(F) \left( \log \|L\| - \log \|A\| + \lambda(A) + c_2 \right) + c_1 \]
\[ \text{and} \]
\[ -\deg(F) \left( \log \|L\| - \log \|A\| + \lambda(A) + c_2 \right) - c_1 \]
\[ \leq \lambda(L, D) - \lambda(D) \]
\[ \leq \deg(F) \left( \log \|L\| - \log \|A\| + \lambda(L) + c_2 \right) + c_1 \]
Proof. Any homogeneous form \( F(X) = \sum c_m m(X) \) is a linear combination of at most \( \binom{\deg(F) + N}{N} \) monomials of degree \( \deg(F) \), and so we have for any \( B \in \text{SL}_{N+1}(K) \)
\[ \log \|F(BX)\| = \log \left\| \sum c_m m(BX) \right\| \]
\[ \leq \max \|c_m m(BX)\| + \log^+ \left( \binom{\deg(F) + N}{N} \right) \]
\[ \leq \log \|F\| + \deg(F) \log \|B\| + \deg(F) \log^+ |N + 1| \]
\[ + \deg(F) \log^+ |B| + \deg(F) \log^+ |N + 1| \]
\[ + \deg(F) \log^+ |N + 1| + \deg(F) \log^+ |2| + N \log^+ |2| \]
by the triangle inequality. On the other hand, by (5) we have
\[ \log \|F\| = \log \|F(BB^{-1}X)\| \]
\[ \leq \log \|F(BX)\| + \deg(F) \log \|B^{-1}\| + \deg(F) \log^+ |N + 1| \]
\[ + \deg(F) \log^+ |2| + N \log^+ |2| \]
\[ \leq \log \|F(BX)\| + \deg(F) \lambda(B) - \deg(F) \log \|B\| \]
\[ + \deg(F) \log^+ |N + 1| + \deg(F) \log^+ |2| + N \log^+ |2| \]
Now for \( L \) of the form (7), note that if \( F|_H(X_1, ..., X_N) = F(X_1, ..., X_N, 0) \), then \( (F \circ L)|_H = (F|_H) \circ A \), so for \( D \) defined by \( F = 0 \) we have
\[ \lambda(L^*D) = \log \|F \circ L\| - \log \|F_0 \circ A\| \]
\[ \leq \log \|F\| + \deg(F) \log \|L\| + \deg(F) \log^+ |N + 1| \]
\[ + \deg(F) \log^+ |2| + N \log^+ |2| \]
\[ - \log \|F_0\| + \deg(F)\lambda(A) - \deg(F) \log \|A\| \]
\[ + \deg(F) \log^+ |N| + \deg(F) \log^+ |2| + (N - 1) \log^+ |2| \]
\[ = \lambda(D) + \deg(F) \left( \log \|L\| - \log \|A\| + \log^+ |4N(N + 1)| + \lambda(A) \right) \]
\[ + (2N - 1) \log^+ |2| \]
Lemma 17. For \( c = (c_1, \ldots, c_N) \in K^N \), let

\[
T_c(X_1, \ldots, X_{N+1}) = (X_1 + c_1 X_{N+1}, \ldots, X_N + c_N X_{N+1}, X_{N+1})
\]

be the translation-by-\( c \) map, let \( D \) be a divisor not containing \( H \) or the origin, and let

\[
c_3 = \begin{cases} 
\frac{\log p}{p-1} & \text{if } | \cdot | \text{ is } p\text{-adic,} \\
0 & \text{otherwise.}
\end{cases}
\]

If

\[
\mu(D) > \log^{+} \| c \| + c_3 + 2 \log^{+} |\deg(D)|,
\]

then \( T_c^* D \) also does not contain \( H \) or the origin, and we have

\[
\mu(T_c^* D) \geq \mu(D) - \log^{+} |\deg(D)| - \log^{+} |2|.
\]

Proof. If \( D \) is defined by the vanishing of

\[
F(X_1, \ldots, X_{N+1}) = F_0(X_1, \ldots, X_N) + X_{N+1} F_1(X_1, \ldots, X_N) + \cdots + X_{N+1}^{\deg(D)} F_{\deg(D)},
\]

then \( T_c^* D \) is defined by the vanishing of

\[
E(X_1, \ldots, X_{N+1}) = F(X_1 + c_1 X_{N+1}, \ldots, X_N + c_N X_{N+1}, X_{N+1}),
\]

which we would like to write as

\[
E(X_1, \ldots, X_{N+1}) = E_0(X_1, \ldots, X_N) + X_{N+1} E_1(X_1, \ldots, X_N) + \cdots + X_{N+1}^{\deg(D)} E_{\deg(D)}.
\]

With a view to computing \( \mu(T_c^* D) \), note that

\[
E_{\deg(D)} = E(0, 0, \ldots, 1) = F(c_1, \ldots, c_N, 1),
\]
and so
\[
\log |E_{\deg(D)} - F_{\deg(D)}| = \log |F(c_1, \ldots, c_N, 1) - F_{\deg(D)}| \\
= \log \left| \sum_{k=1}^{\deg(D)} F_{\deg(D) - k}(c) \right| \\
\leq \max_{1 \leq k \leq \deg(D)} \left( k \log \|c\| + \log \|F_{\deg(D) - k}\| + \log^+ \left( \left( \frac{\deg(F_{\deg(D) - k}) + N}{N} \right) \right) \right) + \log^+ |\deg(D)| \\
\leq \max_{1 \leq k \leq \deg(D)} \left( k\mu(D) - k c_3 - k 2 \log^+ |\deg(D)| \right) + \log^+ |\deg(D)| \\
< \log |F_{\deg(D)}| - c_3 - 2 \log^+ |\deg(D)| + (N + 1) \log^+ |2| + \log^+ |\deg(D)| \\
\leq \log |F_{\deg(D)}| - \log^+ |2|.
\]
So we get
\[
\log |E_{\deg(D)}| \geq \log |F_{\deg(D)}| - \log^+ |2|,
\]
and also $E_{\deg(D)} \neq 0$, which is equivalent to $T_c^* D$ not containing the origin.

In order to obtain a lower bound on $\mu(T_c^*)$, we now need an upper bound on $\|s\|$ for $s < \deg(D)$. We can expand each $F_{\ell} \circ T_c$ as a polynomial in $X_{N+1}$ in a fairly simple manner, namely by
\[
F_{\ell} \circ T_c(X) = \sum_{j=0}^{\deg(F_{\ell})} \frac{X_{j+1}^N}{j!} \left( \frac{\partial^j(F_{\ell} \circ T_c)}{\partial X_{N+1}^j} \right)_{X_{N+1}=0}.
\]
By the chain rule, if we write
\[
F_{i, k_1, \ldots, k_j} = \frac{\partial^j F_i}{\partial X_{k_1} \cdots \partial X_{k_j}},
\]
then
\[
(11) \quad \frac{\partial^j(F_{\ell} \circ T_c)}{\partial X_{N+1}^j}(X_1, \ldots, X_N, 0) = \sum_{k_1, \ldots, k_j=1}^N c_{k_1} \cdots c_{k_j} F_{\ell, k_1, \ldots, k_j}(X_1, \ldots, X_N).
\]
For any homogeneous form $H$,
\[
\log \left\| \frac{\partial^j H}{\partial X_{k_1} \cdots \partial X_{k_j}} \right\| \leq \log \|H\| + j \log^+ |\deg(H)|,
\]
and so each summand on the right-hand side of (11) satisfies
\[
\log |c_{k_1} \cdots c_{k_j} F_{\ell, k_1, \ldots, k_j}| \leq j \log \|c\| + \log \|F_{\ell}\| + j \log^+ |\deg(D) - \ell|
\]
Summing over all terms on the right in (11) then gives

\[
\log \left| \frac{1}{j!} \frac{\partial^j (F_\ell \circ T_c)}{\partial X_{N+1}^j} (X_1, ..., X_N, 0) \right| \\
\leq \log \| F_\ell \| + j \left( \log \| c \| + \log^+ | \deg(D) - \ell | + \log^+ | N | \right) + \log^+ \left| \frac{1}{j!} \right|
\]

At this point, we note that if \(| \cdot |\) is not a \(p\)-adic absolute value, for any prime integer \(p\), then \(\log^+ \left| 1/j! \right| = 0\). If \(| \cdot |\) is the \(p\)-adic absolute value, \(\log^+ \left| 1/j! \right| = \infty\) by Legendre’s formula, and so either way

\[
\log^+ \left| 1/j! \right| \leq j c_4,
\]

where

\[
c_4 = \begin{cases} \\
\log p/p - 1, & \text{if } | \cdot | \text{ is } p\text{-adic,} \\
0, & \text{otherwise.} \\
\end{cases}
\]

Now, comparing coefficients of \(X_{N+1}^s\), we have

\[
E_s(X_1, ..., X_N) = \sum_{j=0}^s \frac{1}{j!} \frac{\partial^j F_{s-j} \circ T_c}{\partial X_{N+1}^j} (X_1, ..., X_N, 0),
\]

whence

\[
\log \| E_s \| \leq \max_{0 \leq j \leq s} \left\{ \log \| F_{s-j} \| + j \left( \log \| c \| + \log^+ | \deg(D) | + \log^+ | N | + c_4 \right) \right\} \\
+ \log^+ | s + 1 |
\]

\[
\leq \max_{0 \leq j \leq s} \left\{ \log | F_{\deg(D)} | - (\deg(D) - s + j) \mu(D) \\
+ j \left( \mu(D) - c_3 - 2 \log^+ | \deg(D) | + \log^+ | \deg(D) | + \log^+ | N | + c_4 \right) \right\} \\
+ \log^+ | \deg(D) |
\]

(12) \leq \log | E_{\deg(D)} | - (\deg(D) - s) \mu(D) + \log^+ | \deg(D) |, \]

since

\[
c_3 \geq \log^+ | 2 | + \log^+ | N | + c_4
\]

But (12) for all \(0 \leq s < \deg(D)\) gives \(\mu(T_c^s D) \geq \mu(D) - \log^+ | \deg(D) | - \log^+ | 2 | \). \(\square\)

Lemma 17 effectively gives estimates on pushing-forward or pulling-back by \(L\), in the special case where \(A\) is the identity matrix. It turns out that, with a little more work, this special case gives us the general case.

**Lemma 18.** Let

\[
c_5 = \log^+ | N | + N \log^+ | 2 | + \frac{1}{N} \log^+ | N! | \geq 0,
\]
let $D$ be an effective divisor of degree at least 1, not containing the origin, and suppose that

\begin{equation}
\mu(D) > \log^+ \|b\| + c_3 + c_5 + \log \|A^{-1}\| + 2 \log^+ |\deg(D)|.
\end{equation}

Then

\begin{equation}
\mu(L_*D) \geq \mu(D) - \log^+ |\deg(D)| - \log^+ |2| - c_5 - \log \|A^{-1}\|
\end{equation}

and

\begin{equation}
\lambda(D) - \deg(D)(\log \|A^{-1}\| + \log^+ |2N|) - N \log^+ |2|
\leq \lambda(L_*D) - \deg(D)(\log \|A\| + \log^+ |2N|) + N \log^+ |2|
\end{equation}

\textbf{Proof.} Note that $L_* = (L^{-1})^*$, and that

$$
L^{-1} = \begin{pmatrix} A^{-1} & -A^{-1}b \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} A^{-1} & 0 \\ 0 & 1 \end{pmatrix} (I - b) =: L_0^{-1}T - b.
$$

So $L_0 = (L^{-1})^* = T^*_b(L_0^{-1})^*$.

First, note that $\mu((L_0^{-1})^*D)$ can be estimated as follows. If $D$ is defined by the vanishing of $F = \sum_{i=0}^{\deg(F)} F_iX_{N+1}$, then $(L_0^{-1})^*D$ is defined by the vanishing of $\sum_{i=0}^{\deg(F)} X_{N+1}F_i \circ A^{-1}$. From (10), we have for any $0 \leq k < \deg(D)$

$$
\log |F_{\deg(D)}| - \log \|F_k \circ A^{-1}\| \geq \log |F_{\deg(D)}| - \log \|F_k\| - \deg(F_k) \left( \log \|A^{-1}\| + \log^+ |N| + \log^+ |2| \right) - (N-1) \log^+ |2|
\geq (\deg(D) - k)\mu(D) - \deg(F_k)(\log \|A^{-1}\| + \log^+ |N| + N \log^+ |2|)
= (\deg(D) - k)(\mu(D) - c_5 - \log \|A^{-1}\|),
$$

whence

$$
\mu((L_0^{-1})^*D) \geq \mu(D) - c_5 - \log \|A^{-1}\|.
$$

Combined with (13) this gives

$$
\mu((L_0^{-1})^*D) \geq \mu(D) - c_5 - \log \|A^{-1}\| \geq \log^+ \|b\| + c_3 + 2 \log^+ |\deg(D)|,
$$

and so by Lemma 17 we have

\begin{equation}
\mu(L_*D) = \mu(T^*_b(L_0^{-1})^*D) \geq \mu((L_0^{-1})^*D) - \log^+ |\deg(D)| - \log^+ |2|
\geq \mu(D) - \log^+ |\deg(D)| - \log^+ |2| - c_5 - \log \|A^{-1}\| \geq 0
\end{equation}

proving (14).

Since $A^{-1} \in \text{SL}_N(K)$ we have

$$
c_5 + \log \|A^{-1}\| \geq c_5 - \frac{1}{N} \log^+ |N| \geq 0,
$$
and so by (13) we have $\mu(D) \geq 0$, hence $\lambda(D) = \log |F_{\deg(D)}| - \log \|F_0\|$. Similarly, by (16) we have

$$
\lambda(L \ast D) = \log |F_{\deg(D)}| - \log \|F_0 \circ A^{-1}\| \\
\geq \log |F_{\deg(D)}| - \log \|F_0\| - \deg(D) \log \|A^{-1}\| - \deg(D) \log^+ |2N| - N \log^+ |2| \\
= \lambda(D) - \deg(D)(\log \|A^{-1}\| + \log^+ |2N|) - N \log^+ |2|.
$$

Also,

$$
\lambda(L \ast D) = \log |F_{\deg(D)}| - \log \|F_0 \circ A^{-1}\| \\
\leq \log |F_{\deg(D)}| - \log \|F_0\| + \deg(D) \log \|A\| + \deg(D) \log^+ |2N| + N \log^+ |2| \\
= \lambda(D) + \deg(D)(\log \|A\| + \log^+ |2N|) + N \log^+ |2|.
$$

Also,

$$
\lambda(L \ast D) = \log |F_{\deg(D)}| - \log \|F_0 \circ A^{-1}\| \\
\geq \log |F_{\deg(D)}| - \log \|F_0\| - \deg(D) \log \|A^{-1}\| - \deg(D) \log^+ |2N| - N \log^+ |2| \\
= \lambda(D) - \deg(D)(\log \|A^{-1}\| + \log^+ |2N|) - N \log^+ |2|.
$$

3. The relative rate of escape

We continue in the context of the last section. That is, $K$ is an algebraically closed field, complete with respect to some absolute value $| \cdot |$.

Let $f$ be as in (1), and let $D$ be an effective divisor not containing $H$ or any point in the inverse orbit of the origin. We set

$$
\Delta_f(D) = \lim_{k \to \infty} \frac{\lambda(f_k \ast D)}{d^k N},
$$

whenever this limit exists, but we will prove that it always does (subject to the constraints above).

**Lemma 19.** The limit in (17) exists, is non-negative for effective divisors $D$, and we have

$$
\Delta_f(f \ast D) = d^N \Delta_f(D), \\
\Delta_f(f^* D) = \Delta_f(D),
$$

and

$$
\Delta_f(D + E) = \Delta_f(D) + \Delta_f(E),
$$

as well as

$$
- \frac{\deg(D)}{d - 1} \left( \log \|L\| - \log \|A\| + \log^+ |4N(N + 1)| \\
+ \lambda(A) + 4Nd \log^+ |2| - \left( \frac{2N - 1}{d^N - 1} \right) \log^+ |2| \\
\leq \Delta_f(D) - \lambda(D)
\right) \\
\leq \frac{\deg(D)}{d - 1} \left( \log \|L\| - \log \|A\| + \log^+ |4N(N + 1)| \\
+ \lambda(L) + 4Nd \log^+ |2| + \left( \frac{2N - 1}{d^N - 1} \right) \log^+ |2|.
$$

Furthermore, if $D$ is preperiodic for $f$, then $\Delta_f(D) = 0$. 

Proof. We will first show that the limit exists, for which we apply Lemmas 13 and 16. Specifically,

$$\left| \frac{\lambda(f, D)}{d^N} - \lambda(D) \right| \leq \left| \frac{\lambda(L, \phi_k D)}{d^N} - \frac{\lambda(\phi_k D)}{d^N} \right| + \left| \frac{\lambda(\phi_k D)}{d^N} - \lambda(D) \right|$$

$$\leq d^{-N} \deg(\phi_k D) (\log \|L\| - \log \|A\| + \lambda(L) + \lambda(A) + c_2)$$

$$+ d^{-N} c_1 + 4N \deg(D) \log^+ |2|$$

$$= \deg(D) \left( d^{-1} (\log \|L\| - \log \|A\| + \lambda(L) + \lambda(A) + c_2) + 4N \log^+ |2| \right) + d^{-N} c_1.$$

Since $\deg(f, D) = d^{N-1} \deg(D)$, a standard telescoping sum argument gives

$$\left| \frac{\lambda(f^k D)}{d^{Nk}} - \lambda(D) \right| \leq \sum_{j=0}^{k-1} \left| \frac{\lambda(f^{j+1} D)}{d^{N(j+1)}} - \frac{\lambda(f^j D)}{d^{Nj}} \right|$$

$$\leq \sum_{j=0}^{k-1} d^{-Nj} \deg(f^j D) \left( d^{-1} \left( \log \|L\| - \log \|A\| \right) + \lambda(L) + \lambda(A) + c_2 \right) + 4N \log^+ |2|$$

$$+ c_1 \sum_{j=0}^{k-1} d^{-N(j+1)}$$

$$= \left( \frac{1 - d^{-k}}{1 - d^{-1}} \right) \deg(D) \left( d^{-1} (\log \|L\| - \log \|A\| + \lambda(L) + \lambda(A) + c_2) + 4N \log^+ |2| \right) + c_1 \left( 1 - d^{-Nk} \right).$$

Replacing $D$ by $f_m^m D$ in this estimate, dividing both sides by $d^{Nm}$, and letting $k, m \to \infty$ shows that the sequence on the left-hand-side of (17) is Cauchy, and hence the limit exists. The above calculation, with slightly more care to distinguish the terms in the upper and lower bounds, and with $k \to \infty$, now gives (18).

For linearity, note that in the non-archimedean case $\lambda(D + E) = \lambda(D) + \lambda(E)$ by the Gauß lemma, and so $\Delta_f$ is linear as well. In the archimedean case, note that Lemma 13 gives

$$\Delta_f(D + E) = \lim_{k \to \infty} \frac{\lambda(f^k D + f^k E)}{d^{Nk}}$$

$$= \lim_{k \to \infty} \frac{\lambda(f^k D) + \lambda(f^k E) + O(\deg(f^k D + f^k E))}{d^{Nk}}$$

$$= \left( \lim_{k \to \infty} \frac{\lambda(f^k D)}{d^{Nk}} + \lim_{k \to \infty} \frac{\lambda(f^k E)}{d^{Nk}} + \lim_{k \to \infty} \frac{d(N-1)k O(\deg(D + E))}{d^{Nk}} \right)$$

$$= \Delta_f(D) + \Delta_f(E).$$

We have $\lambda(D) \geq 0$, for $D$ effective, and so $\Delta_f(D) \geq 0$. 
The formula $\Delta_f(f, D) = d^N \Delta_f(D)$ follows immediately from the definition and, now that we have linearity, we can compute

$$\Delta_f(D) = d^{-N} \Delta_f(d^N D) = d^{-N} \Delta_f(f^* D) = \Delta_f(f^* D).$$

For the final claim, suppose that $D$ is preperiodic and, without loss of generality, irreducible. Then for some $n \geq 0$ and $k \geq 1$, the divisors $f_n^{n+k} D$ and $f_n^n D$ are supported on the same irreducible hypersurface. Comparing degrees, we have

$$f_n^{n+k} D = d^{(N-1)k} f_n^n D.$$  

That in turn gives

$$d^{(k+n)N} \Delta_f(D) = \Delta_f(f_n^{n+k} D) = \Delta_f(d^{(N-1)k} f_n^n D) = d^{(N-1)k+Nn} \Delta_f(D),$$

by linearity, and so $\Delta_f(D) = 0$. \hfill $\Box$

**Remark 20.** In [14], we defined a homogeneous escape rate $G_F(\Phi)$ for homogeneous forms $\Phi$ and affine maps $F(X) = AX^d$. If we choose a lift $F$ for $f$, if $F_h$ is the homogenous part of $F$ (that is, with $b$ replaced by $0$), and $\Phi_h = \Phi(X_0, \ldots, X_{N-1}, 0)$, then we can check from the properties in Lemma 19 and [14, Lemma 10] that for $D$ defined by $\Phi = 0$, we have

$$\Delta_f(D) = G_F(\Phi) - G_{F_h}(\Phi_h).$$

One virtue of the function $\Delta_f$ is that it does not depend on choosing models of $f$ and $D$.

**Remark 21.** In some sense it is more natural, in the case $K = \mathbb{C}$, to work in terms of

$$\lambda_m(D) = \int \log \left| \frac{F(X_1, \ldots, X_{N+1})}{F(X_1, \ldots, X_N, 0)} \right| d\mu(X),$$

where $\mu$ is normalized Haar measure on the appropriate power of the unit circle, instead of $\lambda$ as defined above, naively in terms of the coefficients of a defining form. As noted in Lemma 11, using inequality 4 (due to Mahler 15), we have

$$\lambda(D) = \lambda_m(D) + O(\deg(D)),$$

with the implied constant depending only on $N$ and $d$. It then follows that, for fixed $D$,

$$\lambda(f^k D) = \lambda_m(f^k D) + O_{d,N,D}(d^{k(N-1)}).$$

So the limit 17 using either $\lambda_m$ or $\lambda$ defines the same function $\Delta_f$.

Along similar lines, still over $\mathbb{C}$, we can easily check, *post hoc*, that

$$\Delta_f(D) = \int \log \left| \frac{F(X_1, \ldots, X_{N+1})}{F(X_1, \ldots, X_N, 0)} \right| d\mu_f(X)$$

for any homogeneous form $F$ defining $D$, where $\mu_f$ is the invariant measure associated to $f$ (see, e.g., [14, Lemma 11]).

Lemma 19 gives an estimate of the form

$$\Delta_f(D) = \lambda(D) + O(\deg(D)),$$

where the implied constant is explicit, but depends on $L$. The next lemma shows that, once $\mu(D)$ is large enough, we can estimate $\Delta_f(D)$ from below in terms of $\lambda(D)$, with an error term that is much more uniform, depending only on the submatrix $A$. This submatrix represents the restriction of $L$ to the hyperplane at infinity, and so this can be seen as an assertion that all such maps with the same
Lemma 22. Let
\[ c_8 = \begin{cases} \frac{2(N-1)(d^{N+1}-d+1)}{(d-d^{N/2})} & \text{if } | \cdot | \text{ is archimedean} \\ 0 & \text{otherwise} \end{cases} \]
suppose that

\[ (d-1) \log^+ |b| > c_8(d^{1/2} - 1) + c_3 + c_5 + \log |A^{-1}| + d\xi(A) \]
\[ + (2dN + 1) \log^+ |2| + (2N - 2 + dN(d^N - 1)) \log^+ |d|, \]
and suppose further that \( D \) is non-zero effective divisor with
\[ \mu(D) \geq \log^+ |b| + c_8 \left(-1 + \deg(D)^{1/2(N-1)}\right) - \xi(A). \]

Then
\[ \Delta_f(D) \geq \lambda(D) - \frac{1}{d-1} \deg(D)(\log |A^{-1}| + \log^+ |2N|) - \frac{N}{dN-1} \log^+ |2| \]

Proof. Let \( S \) be the set of effective divisors of degree at least 1 meeting the condition (20), and let (for \( x \in \mathbb{R}^+ \))
\[ \psi(x) = dc_8(-1 + x^{1/2(N-1)}) - (d(d^N - 1) + 2) \log x. \]
Note that \( \psi(1) = 0 \), and we have chosen \( c_8 \) so that \( \psi'(x) \geq 0 \) for \( x \geq 1 \), whence \( \psi(x) \geq 0 \) for all \( x \geq 1 \). Similarly, let
\[ \omega(x) = dc_8(-1 + x^{1/2(N-1)}) - c_8(-1 + d^{1/2}x^{1/2(N-1)}) - (d^{N+1} - d + 1) \log x + c_8(d^{1/2} - 1), \]
and note that \( \omega(x) \geq 0 \) for \( x \geq 1 \).

Now, for \( D \in S \) not containing the origin, we have from Lemma 13
\[ \mu(\phi,D) \geq \mu(D) - d(d^N - 1) \log^+ |\deg(D)| - 2dN \log^+ |2| - dN(d^N - 1) \log^+ |d| \]
\[ \geq d \log^+ |b| + \deg(D)^{1/2(N-1)} - d\xi(A) \]
\[ -d(d^N - 1) \log^+ |\deg(D)| - 2dN \log^+ |2| - dN(d^N - 1) \log^+ |d| \]
\[ = \log^+ |b| + \omega(\deg(D)) + 2 \log^+ |\deg(D)| - d\xi(A) \]
\[ -2dN \log^+ |2| - dN(d^N - 1) \log^+ |d| \]
\[ \geq d \log^+ |b| + 2 \log^+ |d^{N-1} \deg(D)| - 2 \log^+ |d^{N-1}| - d\xi(A) \]
\[ -2dN \log^+ |2| - dN(d^N - 1) \log^+ |d| \]
\[ = \log^+ |b| + c_3 + c_5 + \log |A^{-1}| + 2 \log^+ |\deg(\phi,D)| \]
\[ + (d-1) \log^+ |b| - c_3 - c_5 - \log |A^{-1}| - d\xi(A) \]
\[ - (2N - 2 + dN(d^N - 1)) \log^+ |d| - 2dN \log^+ |2| \]
\[ > \log^+ |b| + c_3 + c_5 + \log |A^{-1}| + 2 \log^+ |\deg(\phi,D)| \]
given \cite{19}. It follows from this and Lemma \cite{18} that

\[
\mu(f_\ast D) = \mu(L_\ast \phi_\ast D) \\
\geq \mu(\phi_\ast D) - \log^+ |\deg(\phi_\ast D)| - \log^+ |2| - c_5 - \log \|A^{-1}\| \\
= d \mu(D) - (d^{N+1} - d + 1) \log^+ |\deg(D)| - (N - 1) \log^+ |d| \\
- (2dN + 1) \log^+ |2| - dN(dN - 1) \log^+ |d| - c_5 - \log \|A^{-1}\| \\
\geq d \log^+ \|b\| + dc_8(-1 + \deg(D)^{1/2(N-1)}) - d\xi(A) \\
- (d^{N+1} - d + 1) \log^+ |\deg(D)| - (2dN + 1) \log^+ |2| \\
- (dN(dN - 1) + (N - 1)) \log^+ |d| - c_5 - \log \|A^{-1}\| \\
= \log^+ \|b\| + c_8(-1 + \deg(\phi_\ast D)^{1/2(N-1)}) - \xi(A) \\
\geq c_8(d^{1/2} - 1) + (d - 1) \xi(A) + (2dN + 1) \log^+ |2| \\
+ (dN(dN - 1) + (N - 1)) \log^+ |d| + c_5 + \log \|A^{-1}\|.
\]

In other words, \(S\) is closed under the action of \(f_\ast\).

On the other hand, since \(\phi_\ast D\) satisfies the hypotheses of Lemma \cite{18} we also have

\[
\lambda(f_\ast D) = \lambda(L_\ast \phi_\ast D) \\
\geq \lambda(\phi_\ast D) - \deg(\phi_\ast D)(\log \|A^{-1}\| + \log^+ |2N|) - N \log^+ |2| \\
= d^N \lambda(D) - d^{N-1} \deg(D)(\log \|A^{-1}\| + \log^+ |2N|) - N \log^+ |2|.
\]

As \(S\) is closed under \(f_\ast\), we can iterate this, giving

\[
\frac{\lambda(f^k_\ast D)}{d^kN} \geq \lambda(D) - \frac{1 - d^{-k}}{d - 1} \deg(D)(\log \|A^{-1}\| + \log^+ |2N|) - \frac{N}{d^N - 1} \log^+ |2|
\]

for \(D \in S\) and \(k \geq 1\), from which the lower bound on \(\Delta_f(D)\) follows.

The next lemma, a lower bound on the relative escape rate of the critical divisor of \(f\), is the main ingredient in the results of this paper.

**Lemma 23.** Let \(f\) be as in \cite{11}, let \(C_f = \sum_{i=1}^{N} (d - 1)H_i\) be the finite part of the critical divisor, and let

\[
c_9 = \max \left\{ \frac{1}{N(d-1)} \log^+ |N!|, \frac{1}{d-1} \log^+ |2N| + \frac{N}{d^N - 1} \log^+ |2|, \\
\frac{c_8(d^{1/2} - 1) + c_3 + c_5 + (2dN + 1) \log^+ |2| + (2N - 2 + dN(dN - 1)) \log^+ |d|}{d - 1} \right\}.
\]

Then

\[
\Delta_f(C_f) \geq \frac{d - 1}{d} \log^+ \|b\| - \frac{1}{Nd} \lambda(A^{-1}) - \xi(A) - \frac{d - 1}{d} c_9.
\]
\textbf{Proof.} First, note that $\Delta_f(C_f), \lambda(A), \xi(A)$, and $c_9$ are all non-negative, and so our conclusion holds trivially if $\log^+ ||b|| = 0$. We will, therefore, assume throughout that $\log^+ ||b|| = \log ||b|| > 0$.

Let $B_i = L_i H_i = (L^{-1})^* H_i$, noting that the finite part of the branch locus of $f$ is supported exactly on the $B_i$. The hyperplanes $B_i$, for $1 \leq i \leq N$, are defined by the linear forms $g_i$ whose coefficients make up the first $N$ rows of $L^{-1}$, which we recall is given by

$$L^{-1} = \begin{pmatrix} A^{-1} & -A^{-1} b \\ 0 & 1 \end{pmatrix}.$$ 

Now, note that

$$\log ||b|| = \log ||A A^{-1} b|| \leq \log ||A^{-1} b|| + \log ||A|| + \log^+ |N|,$$

and so there is some $i$ such that the $i$th entry $b'_i$ of $b' = -A^{-1} b$ satisfies

$$\log ||g_i|| \geq \log |b'_i|$$

$$\geq \log ||b|| - \log ||A|| - \log^+ |N|.$$ 

On the other hand, $\log ||g_i||_H \leq \log ||A^{-1}||$, and so we have

$$\lambda(B_i) \geq \log ||b|| - \log ||A|| - \log ||A^{-1}|| - \log^+ |N| = \log ||b|| - \xi(A).$$

Note also $b'_i = g_i,_{deg(A)}$ in the notation of the definition of $\mu$, and so we also have

$$\mu(B_i) \geq \log ||b|| - \xi(A)$$

$$= \log ||b|| - \xi(A) + c_8 \left( -1 + \deg(B_i)^{1/2(N-1)} \right)$$

given that $\deg(B_i) = 1$. Evidently, condition (20) in Lemma 22 is met, and so if (19) is satisfied as well, then we have

$$\Delta_f(B_i) \geq \log||b|| - \frac{1}{N(d - 1)} \lambda(A^{-1}) - \frac{1}{N(d - 1)} \log^+ |N!| - \xi(A)$$

$$- \frac{1}{d - 1} \log^+ |2N| - \frac{N}{dN - 1} \log^+ |2|,$$

which is stronger than

$$\Delta_f(B_i) \geq \log||b|| - \frac{1}{N(d - 1)} \lambda(A^{-1}) - \frac{d}{d - 1} \xi(A) - c_9.$$ 

If, on the other hand, we fail to meet (19), then

$$(d - 1) \log||b|| - \frac{1}{N} \lambda(A^{-1}) - d \xi(A) \leq (d - 1) \log||b|| - \log||A^{-1}|| - d \xi(A)$$

$$\leq c_8(d^{1/2} - 1) + c_3 + c_5 + (2dN + 1) \log^+ |2|$$

$$+ (2N - 2 + dN(d^N - 1)) \log^+ |d|$$

$$\leq (d - 1)c_9,$$

in which case (21) is true simply because $\Delta_f(B_i) \geq 0$. 

This, combined with the non-negativity of $\Delta f$, gives

$$
\Delta f(C_f) = \sum_{j=1}^{N} (d-1)\Delta f(H_j)
\geq (d-1)\Delta f(H_i)
= \frac{d-1}{dN} \Delta f(f_i H_i)
= \frac{d-1}{dN} \Delta f(d^{N-1} B_i)
\geq \frac{d-1}{d} \log^+ \|b\| - \frac{1}{Nd} \lambda(A^{-1}) - \xi(A) - \frac{d-1}{d} c_9
$$

Although Lemma 23 is the key ingredient in our main results, one might wish to record the corresponding bound in the other direction, an immediate consequence of results already shown.

**Lemma 24.** There is a bound of the form

$$
\Delta f(C_f) \leq N(N + 2) \log^+ \|b\| + (N + 1)\lambda(A) + N \log^+ |(N + 1)!| + \log^+ |N!|
+ N \log^+ |4N(N + 1)| + \left(4N^2d + \frac{2N - 1}{dN - 1}\right) \log^+ |2|.
$$

**Proof.** Note that $C_f$ is defined by the monomial equation

$$
X_1^{d-1} \cdots X_N^{d-1} = 0,
$$

and so $\lambda(C_f) = 0$. By Lemma 19 or more precisely 18 therein, we have

$$
\Delta f(C_f) \leq \frac{\deg(C_f)}{d - 1} \left( \log \|L\| - \log \|A\| + \log^+ |4N(N + 1)|
+ \lambda(L) + 4Nd \log^+ |2|
+ \left(\frac{2N - 1}{dN - 1}\right) \log^+ |2| \right).
$$

Now, since $A \in \text{SL}_N(K)$, we have $-\frac{1}{d} \log^+ |N!| \leq \log \|A\|$, and so

$$
\log \|L\| - \log \|A\| \leq \log^+ \|A\| + \log^+ \|b\| - \log \|A\| \leq \log^+ \|b\| + \frac{1}{N} \log^+ |N!|.
$$

Also, we have

$$
\lambda(L) = (N + 1) \log \|L\| + \log^+ |(N + 1)!|
\leq (N + 1) \log^+ \|b\| + \frac{N + 1}{N} \log^+ |N!| + (N + 1) \log \|A\| + \log^+ |(N + 1)!|
= (N + 1) \log^+ \|b\| + \frac{N + 1}{N} \lambda(A) + \log^+ |(N + 1)!|.
$$

The claim follows, since $\deg(C_f) = N(d - 1)$. 

Thus, with a view to fixing $A$, we have

$$
\frac{d - 1}{d} \log^+ \|b\| - O_A(1) \leq \Delta(C_f) \leq N(N + 2) \log^+ \|b\| + O_A(1),
$$
which proves Theorem 1. Indeed, the error terms can be made explicit in terms of \( \lambda(A) \), \( \lambda(A^{-1}) \), and \( \xi(A) \), all non-negative functions on \( \text{SL}_N(K) \), which are plurisubharmonic and continuous when \( K = \mathbb{C} \). The following proposition also proves Corollary 2 noting that from [14, Lemma 11] and [1, Theorem 3.2] we have
\[
\Delta_f(C_f) = L(f) - L(f|_H) - \log d.
\]

**Proposition 25.** In the case \( K = \mathbb{C} \), the map
\[
\text{SL}_{N+1}(\mathbb{C}) \times \mathbb{C}^N \to \text{SL}_{N+1}(\mathbb{C}) \times \mathbb{R}
\]
by
\[
(A, b) \mapsto (A, \Delta_f(C_f))
\]
is continuous, plurisubharmonic, and proper. In particular, if \( M = \{(A, b) \in \text{SL}_{N+1}(\mathbb{C}) \times \mathbb{C}^N : L(f) = L(f|_H) + \log d\} \), then the projection \( \pi : M \to \text{SL}_{N+1}(\mathbb{C}) \) is proper.

**Proof.** Note that for any \( k \geq 0 \), the function \( (A, b) \mapsto \lambda(f^k C_f) d^{kN} \) is continuous and plurisubharmonic, since there is a homogeneous form defining \( f^k C_f \) whose coefficients are polynomials in the entries of \( A \) and \( b \). But from Lemma 19, these functions converge uniformly on compact subsets to \( \Delta_f(C_f) \), and so \( f \mapsto \Delta_f(C_f) \) is continuous and plurisubharmonic. This part of the result can also be accessed by work of Berteloot and Basanelli [3, Section 1.4] (see also [7]).

Now, on any compact \( E \subseteq \text{SL}_{N+1}(\mathbb{C}) \times \mathbb{R} \) the functions \( \lambda(A) \) and \( \xi(A) \) are bounded, and so Lemma 23 gives, for \( (A, b) \in M \),
\[
\log^+ \|b\| \leq \frac{d}{d-1} \Delta_f(C_f) + O_E(1) = O_E(1),
\]
for \( \Delta_f(C_f) \) in the projection of the second coordinate of \( E \). Since \( \text{SL}_{N+1}(\mathbb{C}) \times \mathbb{C}^N \to \text{SL}_{N+1}(\mathbb{C}) \times \mathbb{R} \) is continuous, it is also proper. \( \square \)

We end with a generalization of the observation that, if \( \varepsilon^d + c \) is PCF, then \( c \) is an algebraic integer.

**Proposition 26.** Let \( K \) be an algebraically closed field, complete with respect to a non-archimedean absolute value which is not \( p \)-adic for any \( p \leq \max\{d,N!\} \). Suppose that \( A \) has integral entries, and that \( \det(A) \) is a unit. Then any PCF map of the form \( 1 \) has good reduction.

Good reduction has various dynamical consequences. For example, if \( f : \mathbb{P}^N \to \mathbb{P}^N \) has good reduction, and \( f(P) = P \), then any eigenvalue \( \lambda \) of the action of \( f \) on the tangent space at \( P \) satisfies \( |\lambda| \leq 1 \) (so, in a strong sense, periodic points are non-repelling).

**Proof of Proposition 26.** Given our assumptions on the absolute value, we have \( \xi(A) = 0 \) and \( \log \|A^{-1}\| = 0 \), and Lemma 23 gives
\[
\Delta_f(C_f) \geq \frac{d-1}{d} \log^+ \|b\|.
\]
If \( f \) is PCF, and hence \( \Delta_f(C_f) = 0 \), it follows that \( \log^+ \|b\| = 0 \), and so the entries of \( b \) are integral. But then \( L \) has integral entries, and determinant \( \det(L) = \det(A) \) a unit, and so \( f \) has good reduction. \( \square \)
4. Global results

We now change context so that \( K \) is a field with a collection of inequivalent absolute values \( M_K \) with weights \( n_v \) such that the product formula holds for \( \alpha \in K^* \), that is,

\[
\sum_{v \in M_K} n_v \log |\alpha|_v = 0.
\] (22)

Our main example is when \( K \) is a number field, \( M_K \) is the standard set of absolute values, and \( n_v = [K_v : \mathbb{Q}_v]/[K : \mathbb{Q}] \). For any absolute value \( | \cdot |_v \) on \( K \) we may apply results from the previous section to an algebraic closure of a completion of an algebraic closure of \( K \), with respect to \( v \), and all quantities thereby obtained now acquire a subscript \( v \).

For a divisor \( D \) on \( \mathbb{P}^N_K \) defined by the vanishing of the homogeneous form \( F(X) \in K[X_1, \ldots, X_{N+1}] \), let

\[
h(D) = \sum_{v \in M_K} n_v \log \|F\|_v,
\]

that is, let the height of \( D \) be the height of the tuple of coefficients as a point in the appropriate dual projective space. Note that, by (22), this definition is independent of the choice of form defining \( D \), while (4) can be used to relate this height to the height used by Philippon [16], which we used in [13], and then to that of Faltings [8] (see [20]).

Then we see immediately that for \( D \) not containing \( H \),

\[
\sum_{v \in M_K} n_v \lambda_v(D) = h(D) - h(D|_H).
\]

Based on the notation in [14] [13], we then have

\[
\sum_{v \in M_K} n_v \Delta_{f,v}(D) = \hat{h}_f(D) - \hat{h}_f|_H(D|_H).
\]

Note that in [13], a different naive height was used on divisors, but since the heights differ by at most \( O(\deg(D)) \), the canonical height is the same (see Remark [21]). Also note the one subtlety here, that \( (f_*D)|_H = d(f|_H)_*D|_H \), so that \( \hat{h}_f|_H((f_*D)|_H) = d^N \hat{h}_f|_H(D|_H) \), despite \( \dim(H) = N - 1 \).

Note that since \( f^*H = dH \), it follows readily that for \( C_f \) as above, \( C_f + (d-1)H \) is the ramification divisor of \( f \), and \( \hat{h}_{\text{crit}}(f) = \hat{h}_f(C_f) \). In particular, we have

\[
\sum_{v \in M_K} n_v \Delta_{f,v}(C_f) = \hat{h}_{\text{crit}}(f) - \hat{h}_{\text{crit}}(f|_H).
\]

We may now proceed with the proofs of the global results.

Proof of Theorem [3]. Let \( K \) be a number field, and let \( f \) be as in [11], with coefficients in \( K \). At each place \( v \) of \( K \), with subscripts denoting dependence on the corresponding absolute value, we have from Lemma [23] that

\[
\Delta_{f,v}(C_f) \geq \frac{d-1}{d} \log^+ \|b\|_v - \frac{1}{Nd} \lambda_v(A^{-1}) - \xi_v(A) - \frac{d-1}{d} c_{\mathfrak{g},v}.
\]
Summing over all places, we obtain the desired bound once we note that
\[ \sum_{v \in M_K} n_v \log^+ \|b\|_v = h_{PGL}(b) \]
\[ \sum_{v \in M_K} n_v \lambda_v(A) = Nh_{PGL+1}(A) + \log N! \]
\[ \sum_{v \in M_K} n_v \xi(A) = h_{PGL+1}(A) + h_{PGL+1}(A^{-1}) + \log N \]
and
\[ h_{PGL+1}(A^{-1}) \leq (N - 1)h_{PGL+1}(A) \]
while \( \sum_{v \in M_K} n_v c_{9,v} \) is some explicit constant depending just on \( N \) and \( d \). Note that this last upper bound contains the sum \( \sum_{p \leq d} \frac{\log p}{p - 1} \), a sum over primes, which can be explicitly bounded above in terms of \( d \) using estimates of Rosser and Schoenfeld [17].

Similarly, the upper bound on \( \hat{h}_{\text{crit}}(f) - \hat{h}_{\text{crit}}(f|H) \) comes from summing the estimates in Lemma [24] over all places.

\[ \text{□} \]

Note that the terms \( \hat{h}_{\text{crit}}(f) \) and \( \hat{h}_{\text{crit}}(f|H) \) in Theorem [3] are independent of choice of coordinates, while the terms \( h(b) \) and \( h(A) \) are not. Indeed, it is possible to take \( h(b) \to \infty \) within a conjugacy class, which might seem troubling at first for a lower bound on an invariant of the class, but note that this would result in the error term increasing as well.

**Proof of Theorem [5].** Suppose our putative algebraic family is defined over the variety \( V/k \), and let \( K = k(V) \) be the function field, so that we may think of \( f \) as a single map with coefficients in \( K \). There exists a set \( M_K \) of inequivalent absolute values such that the elements of height zero are precisely the constants (namely, we can take \( M_K \) to be the collection of absolute values corresponding to vanishing of functions on irreducible divisors on any normal, projective variety \( V' \) birational to \( V \) [4, Lemma 1.4.10, p. 12]).

All of these absolute values are non-archimedean, and none are \( p \)-adic, and since \( A \) is constant we have by Proposition [26] that the entries of \( b \) are integral. In other words, given any irreducible divisor on \( V' \), the functions \( b_i \) do not have a pole along \( b_i \), and since the divisor was arbitrary, the \( b_i \) are all constant. \[ \text{□} \]

Finally, we note that the results in the previous sections allow for explicit estimates on the difference between the canonical height and the naive height of a divisor. Such results appear in [14], but here (and with regular polynomial endomorphisms in general) it seems to make more sense to think in terms of relative quantities.

**Proposition 27.** Let \( D \) be an effective divisor on \( \mathbb{P}^N \), and \( f \) as in (1). Also, write
\[ h_{\text{rel}}(D) = h(D) - h(D|H) \]
and
\[ \hat{h}_{\text{rel},f}(D) = \hat{h}_f(D) - \hat{h}_{f|H}h(D|H) \]
Then
\[ \hat{h}_{\text{rel},f}(D) = h_{\text{rel}}(D) + \deg(D)O_{d,N}(h_{PGL+1}(L) + 1). \]
Proof. Similar to the other results in this section, this is just a matter of summing (18) over all places. □

5. The cases \(d > N^2 - N + 1\) and \(N = 2\)

Here we make a few remarks on cases in which the relative results in the introduction become absolute, largely by leveraging the results in [14].

Proposition 28. Let \(d > N^2 - N + 1\) or \(N = 2\). Then the PCF maps of the form \((1)\) are set up bounded height, up to conjugation.

Proof. If \(f\) of the form \((1)\) is PCF, then so is \(f|_H\), which is a minimally critical endomorphism in the sense of [14]. If \(d > N^2 - N + 1 = (N - 1)^2 + (N - 1) + 1\), then the main result of [14] shows that \(f|_H\) is conjugate to a map of the form \(B\mathbf{X}^d\) with \(h_{PGL_N}(B)\) bounded in terms of \(d\) and \(N\). We can extend this change of coordinates to \(P^N\) and choose a lift of \(B\) to \(SL_N\), and thereby replace \(f\) by a map \(f(X) = Ax^d + b\) with \(h(A)\) bounded. But now Theorem 3 gives us that \(h(b)\) is bounded as well (in terms of \(d\) and \(N\)). In the case \(N = 2\) we may extend this to \(d = 2, 3\) by the main result of [2]. Here, \(f|_H\) is a minimally critical (bicritical) endomorphism of \(P^1\) which is PCF, and hence has bounded moduli height. It is not a priori obvious that this map will be conjugate to something of the form \(B\mathbf{X}^d\) with \(B \in PGL_2\) of bounded height, but this follows from [14, Lemma 15] and [19, Lemma 6.32, p. 102]. The rest of the argument is now the same. □

Remark 29. There are, of course, a bevy of examples of PCF endomorphisms of the form \((1)\) with \(b = 0\), but we expect examples with \(b \neq 0\) to be quite rare. As such, it would be interesting to compute exhaustive lists of examples defined over \(\mathbb{Q}\), say, which brings us to the question of how explicit the bounds in Proposition 28 can be made.

The bounds for \(h(b)\) can be made completely explicit, in terms of \(h_{PGL_2}(A)\), by a careful tracing through the proof of Theorem 3. In the case \(d = 2\), bounds are made concrete in [2], and so an exhaustive list a implied by Theorem ?? could actually be computed (but not easily). In the case \(d \geq 3\), the results in [2] do not imply anything quite so explicit, but we note that a more direct argument gives effective constants when \(d \geq 4\) (see [14]).

Proposition 30. Let \(d > N^2 - N + 1\) or \(N = 2\). Then there are no algebraic families of PCF maps of the form \((1)\) over \(\mathbb{C}\).

Proof. If \(d > N^2 - N + 1\), then again the results of [14] apply to the restriction \(f|_H\). So if \(f\) is a PCF family, then \(f|_H\) is also a PCF family, and by [14, Theorem 3] must be isotrivial. Extending this change of coordinates to \(P^N\), we may replace \(f\) by a conjugate family (perhaps after a finite extension of the function field) so that \(f|_H\) is constant. Theorem 3 now applies to show that all coefficients of \(f\) are constant. If \(N = 2\) the argument is the same, except now in the case \(d = 2, 3\) we must use Thurston’s result to conclude that the family \(f|_H\) of PCF endomorphisms of \(P^1\) is isotrivial. □

In positive characteristic, we may still apply the results of [14] and prove a version of Proposition 5 when \(d > N^2 - N + 1\). In the case \(N = 2, d = 3\) we are out of luck, but the remaining case \(N = d = 2\) can be treated in odd characteristic by the
exact same proof, and an appeal to the rigidity of PCF quadratic endomorphisms of $\mathbb{P}^1$ in odd characteristic [2].

**Proposition 31.** In characteristic $p \neq 2$, there are no algebraic families of quadratic PCF maps $f : \mathbb{P}^2 \to \mathbb{P}^2$ of the form (1).

**References**

[1] E. Bedford and M. Jonsson, Dynamics of regular polynomial endomorphisms of $\mathbb{C}^k$. *Amer. J. Math.* 122 (2000), no. 1, pp. 153–212.

[2] R.L. Benedetto, P. Ingram, R. Jones, and A. Levy, Attracting cycles in $p$-adic dynamics and height bounds for post-critically finite maps. *Duke Math. J.* 163 (2014), no. 13, pp. 2325–2356.

[3] G. Bassanelli and F. Berteloot, Bifurcation currents in holomorphic dynamics on $\mathbb{P}^k$. *J. Reine Angew. Math.* 608 (2007), pp. 201–235.

[4] E. Bombieri and W. Gubler, *Heights in Diophantine Geometry*, volume 4 of *New Mathematical Monographs*. Cambridge University Press, Cambridge, 2006.

[5] J.-B. Bost, H. Gillet, C. Soulé Heights of projective varieties and positive Green forms. *J. Amer. Math. Soc.* 7 (1994), no. 4, pp. 903-1027.

[6] G. Call and J. H. Silverman, Canonical heights on varieties with morphisms. *Compositio Math.* 89 (1993), no. 2, pp. 163-205.

[7] T.C. Dinh and N. Sibony, Dynamique des applications dallure polynomiale. *J. Math. Pures Appl.*, IX 82 (2003) no.4, pp. 367-423.

[8] G. Faltings, Diophantine approximation on abelian varieties. *Ann. of Math.* (2) 133 (1991), no. 3, pp. 549–576.

[9] P Ingram, A finiteness result for post-critically finite polynomials. *Int. Math. Res. Not.* 2012 no. 3 (2012), pp. 524–543.

[10] P. Ingram, Rigidity and height bounds for certain post-critically finite endomorphisms of $\mathbb{P}^N$. *Canadian J. Math.* 68 (2016), pp. 625-654.

[11] P. Ingram, The critical height is a moduli height. *Duke Math. J.* 167, no. 7 (2018), pp. 1311-1346.

[12] P. Ingram, R. Ramadas, and J. H. Silverman, Zariski non-density of certain PCF endomorphisms of $\mathbb{P}^N$. in preparation.

[13] P. Ingram, Explicit heights of divisors relative to endomorphisms of $\mathbb{P}^N$. (in preparation)

[14] P. Ingram, Minimally critical endomorphisms of $\mathbb{P}^N$. (arXiv:2006.12869)

[15] K. Mahler, On some inequalities for polynomials in several variables. *J. London Math. Soc.* 37 (1962) pp. 341-344.

[16] P. Philippon, Sur des hauteurs alternatives. I. *Math. Ann.* 289 (1991), no. 2, pp. 255–283.

[17] J. B. Rosser and L. Schoenfeld, Approximate formulas for some functions of prime numbers. *Illinois J. Math.* 6, Issue 1 (1962), pp. 64–94.

[18] J. H. Silverman, *The arithmetic of dynamical systems*, volume 241 of *Graduate Texts in Mathematics*. Springer, New York, 2007.

[19] J. H. Silverman, *Moduli Spaces and Arithmetic Dynamics*, volume 30 of *CRM Monograph Series*. AMS, 2012.

[20] C. Soulé Géométrie d’Arakelov et théorie des nombres transcendants. Astérisque No. 198-200 (1991), pp. 355–371.

[21] S.W. Zhang, Small points and adelic metrics. *J. Algebraic Geom.* 4 (1995), no. 2, pp. 281-300.

York University, Toronto, Canada