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Abstract. Weakly supervised localization aims at finding target object regions using only image-level supervision. However, localization maps extracted from classification networks are often not accurate due to the lack of fine pixel-level supervision. In this paper, we propose to leverage pixel-level similarities across different objects for learning more accurate object locations in a complementary way. Particularly, two kinds of constraints are proposed to prompt the consistency of object features within the same categories. The first constraint is to learn the stochastic feature consistency among discriminative pixels that are randomly sampled from different images within a batch. The discriminative information embedded in one image can be leveraged to benefit its counterpart with inter-image communication. The second constraint is to learn the global consistency of object features throughout the entire dataset. We learn a feature center for each category and realize the global feature consistency by forcing the object features to approach class-specific centers. The global centers are actively updated with the training process. The two constraints can benefit each other to learn consistent pixel-level features within the same categories, and finally improve the quality of localization maps. We conduct extensive experiments on two popular benchmarks, i.e., ILSVRC and CUB-200-2011. Our method achieves the Top-1 localization error rate of 45.17% on the ILSVRC validation set, surpassing the current state-of-the-art method by a large margin. The code is available at https://github.com/xiaomengyc/I2C.

1 Introduction

Deep learning has achieved great success on various tasks, e.g., classification [30,33], detection [13,26], segmentation [3,5,18,6] et al. In this paper, we focus on the Weakly Supervised Object Localization (WSOL) problem. Briefly, WSOL tries to locate object regions within given images using only image-level labels as supervision. Currently, the standard practice for this task is to train a convolutional classification network supervised by the given image-level labels. The convolutional operations can preserve relative positions of the input pixels so that activations from high-level layers can roughly indicate the position of target objects. Some previous works [46,42,43] have already explored how to produce object localization maps effectively. These methods obtain localization maps by
aggregating feature maps with a fully connected layer. Figure 1a shows the general pipeline for generating localization maps. Given an image of a bird, it is firstly fed into some convolution layers to yield the feature maps. These feature maps are then processed by a function \( f_\theta \) to get the localization maps of the right class using the methods in CAM [46], ACoL [42], ADL [8], etc. Ideally, the localization maps are expected to highlight all the object regions and depress the background. Unfortunately, only some sparse parts are highlighted and cannot cover the entire target objects, which is a major problem in practice. We try to alleviate this issue based on the following intuition. Theoretically, for a specific output score of a pixel, the input features of the function \( f_\theta \) may be various. However, there are two observations in practice, i.e., 1) convolution operations preserve the relative positions between the input and output feature maps [46,42]; 2) features of the same category objects tend to lie in the same clusters and similar input features produce similar output values [47]. Therefore, the root cause for this problem is that the network fails to learn consistent feature representations for pixels belonging to the object of interest. In Figure 1a, the low response scores in the localization maps (pink circles) of the bird are caused by the low-quality or non-discriminative features in the intermediate feature maps, while the high response scores (orange dots) are produced by the decent and discriminative features. Several efforts have been taken to alleviate this issue. MDC [39] attempt to learn consistent features of different parts by en-
larging receptive fields with dilated convolutions [4], but it is prone to draw into background noises. SPG [43] employs an auxiliary loss to enforce the consistency of object features using self-produced pseudo-masks as supervision. Nevertheless, the both methods only consider inter-pixel correlations within an image, and involve sophisticated network modules and many extra computational resources.

In this paper, we alleviate this issue by employing two constraints on the object pixels across images with the cost of negligible extra resources. Different from MDC and SPG, we argue that not only pixels within a object should keep close, but more importantly, object pixels of different images in the same category should also semantically keep consistent in the high-level feature space. In Figure 1b, different parts of the same category objects e.g., heads and bodies of the birds, the wheels and bodies of the vehicles, are highlighted in different images. The corresponding features of these highlighted pixels do not necessarily very close, but we force them to communicate with each other to learn more consistent and robust features, and thereby, produce better localization maps. We propose to realize the pixel-level communications by employing two constraints i.e., Stochastic Consistency (SC) and Global Consistency (GC). The two constraints act as auxiliary loss functions to train classification networks. With the training process, convolution networks are not only looking for discriminative patterns to support the classification purpose, but communicating between different object patterns for learning more consistent and robust features. Consequently, more accurate object regions will be discovered as we desired. Specifically, the proposed SC is to constrain the object features of the same category within a batch. We firstly feed training images through a classification network for obtaining localization maps. Then, we select several confident seed points among the pixels with high scores in the maps. Finally, features of these seed pixels can communicate with each other across images within the same category. We attain the inter-image communication by optimizing the Euclidean distance between high-level features of the seed pixels. In Figure 1b, given two images of the same class, different parts of the target objects are highlighted. Object features can reach consistencies by narrowing the distances between the seed points of different images. Notably, due to the lack of pixel annotations in our task, we firstly ascertain a portion of object pixels for each image. Pixels with high scores in localization maps usually lie in object regions with high confidence [42,43]. Meanwhile, it is also significant to avoid the influence from the background by only considering the confident object regions. Then, inter-image pixel-level communication can be explicitly accomplished.

Due to the limitation of the Stochastic Gradient Descent (SGD) optimization methodology, SC can only keep the semantic consistency within a batch. It cannot guarantee the class-specific consistency of the entire dataset. To tackle this issue, we further introduce the Global Consistency (GC) to augment SC by constraining images across the entire training set. As in Figure 1b, image features are forced towards their class-specific global centers. In detail, the class-specific centers are actively maintained. We adopt a momentum strategy to update the class centers. During each training step, class-specific centers are
updated using the seed features and memory centers. The ultimate goal of GC is to push object features approaching their global centers throughout the training set. GC constrains the object features across images. It is noticeable that the proposed SC constraint does not bring any extra parameters. GC brings a few parameters which is negligible compared to the backbone parameters.

We name the proposed method as Inter-Image Communication ($I^2C$) model. We conduct extensive experiments on the ILSVRC [9,27] and CUB-200-2011 [34] datasets. Our main contributions are three-fold:

– We propose to employ inter-image communication of objects in the same category for learning more robust and reliable localization maps under the supervision of image-level annotations.

– We propose two constraints. Stochastic consistency can keep the features of the same semantic within a batch close in the high-level feature space. Global consistency can learn a class-specific center for each category and keep the features of the same category close throughout the training set.

– This work achieves a new state-of-the-art with the localization error rate of Top-1 45.17% on the ILSVRC [9,27] validation set and 44.01% on the CUB-200-2011 [34] test set.

2 Related Work

**Weakly supervised segmentation** has a strong connection with our WSOL task [38,37,36,21,25,39,16,19,2,1]. It normally and firstly applies similar techniques to obtain pseudo masks, and then trains segmentation networks for predicting accurate masks. DD-Net [28] studies the method of generating pseudo masks from localization maps, and proposes to improve the accuracy by removing noises via self-supervised learning. OAA [19] accumulates localization maps with respect to different training epochs with the optimization process. ICD [12] utilizes an intra-class discriminator to learn better boundaries between classes. SEAM [35] proposes to use consistency regularization on predicted activation maps of various transforms as self-supervision for network learning.

**Weakly supervised detection and localization** aims to apply an alternative cheaper way by only using image-level supervision [31,23,24,11,48]. Recently, ADL [5] borrows the adversarial erasing idea from ACoL [42] to provide a more neat and powerful approach without bringing much more parameters and computational resources. CutMix [41] also explores the techniques of erasing patches of images. In addition to the erasing operation, CutMix mixes ground truth labels along with image patches. SEM [44] and [7] reformulate the evaluation of WSOL problem. SEM also proposes an enhancement alternative approach to produce high-quality localization maps.

3 Methodology

Figure 2 depicts the framework of the proposed approach. Given a pair of images $(I^y_i, I^y_j)$ sharing the same category $y$, we firstly forward them to obtain high-level
Fig. 2: The structure of the proposed approach. Given a pair of images \((I^y_i, I^y_j)\) of the same category \(y\), the localization maps \((M^y_i, M^y_j)\) can be obtained by forwarding them through the classification network \(f_\theta\). Object seed vectors \((V^y_i, V^y_j)\) are extracted from the high-level feature maps \((F_i, F_j)\) according to the confident regions in the maps. Finally, the SC loss is employed on the object seed vectors. Also, the GC loss is employed on the averaged object feature \(a^y\) from a batch and the global class-specific center \(w^y\). GAP refers to Global Average Pooling. AVG refers to the average operation.

feature maps \((F_i, F_j)\) and localization maps \((M^y_i, M^y_j)\). Then, we identify the reliable object regions according to the response scores in the produced localization maps. We randomly sample \(K\) representative seeds from the object regions. \(K\) object vectors of the seeds, denoted as \((V^y_i, V^y_j)\), are extracted from the high-level feature maps \((F_i, F_j)\) for each image according to the spatial localization. Next, we optimize the similarity between different object seed vectors using the Stochastic Consistency (SC) loss across images. Additionally, the Global Consistency (GC) loss is also employed to encourage the object representative vector of each minibatch to approach the global class-specific vector \(w^y\) throughout the training set. We will describe the details of constructing the object seed vectors, the SC and GC losses in the following sections.

3.1 Object Seed Vectors

Object seeds serve as the bridge for inter-image communication to narrow the distance between object pixels of the same category. Our target is to consistently highlight object pixels in localization maps, which is equivalent to get consistent high-level object features as the analysis in Section 1. The first obstacle we are facing is the lack of object pixel cues. Some previous works \([36,42,43]\) employ a trade-off strategy of mining the confident object regions according to
the scores in localization maps. We further randomly select some seed pixels as the object representation, and optimize the distance of the seeds across images. Such that intact object regions are high-lighted consistently, and robustness can be improved by exchanging information with different objects.

In detail, given an input image $I \in \mathbb{R}^{3 \times W_0 \times H_0}$ and its class label $y \in \{0, 1, \ldots, Y-1\}$, we pick out the localization map from the output of the last convolution layer corresponding to the category $y$ following the simplified method in [42], where $W_0$ and $H_0$ denote the width and height of the image, $Y$ is the number of total categories. Suppose the normalized map is $M^y \in [0, 1]^{W \times H}$ and the map before normalization is $M^{*y} \in \mathbb{R}^{W \times H}$, where $W$ and $H$ are the width and height of the localization map, we calculate the normalized map by following $M^y_{i,j} = \frac{M^{*y}_{i,j} - \min(M^{*y})}{\max(M^{*y}) - \min(M^{*y})}$, where $i$ and $j$ are the indices of the map. For each image in a batch, we extract $K \in [1, W \times H]$ object-related seeds within the object regions. The object regions can be identified according to the scores in the localization maps. To be specific, pixels whose corresponding values in localization maps are higher than a threshold $\delta \in (0, 1)$ are considered as reliable object regions. We randomly select $K$ pixels from the object regions as the object representation seeds of the image $I$. We denote the object seed vectors as $V \in \mathbb{R}^{K \times D}$ which is extracted from high-level feature maps, where $D$ is the dimension of the vectors, i.e., the number of the channels in the feature maps. In this way, we finally obtain $K$ vectors of the most discriminative object regions. Next, these vectors are employed to communicate with the other images in the same category.

### 3.2 Stochastic Consistency

Features of pixels belonging to the same category should be close. Although classification loss can drive networks to find the most discriminative patterns to produce correct classification scores, the learned features of the same objects are not necessarily similar due to the lack of pixel-level supervision. In other words, features between different pixels of objects are not consistent, which deviates from the requirement of highlighting integral object regions. We argue that more accurate localization maps can be obtained by keeping the consistency between features of objects in the same class. Object features of different images can communicate in a complementary approach, and thus the entire object regions can be consistently highlighted. We propose a Stochastic Constraint (SC) to drive the consistency of pixels from different objects of the same category in a minibatch. Given a batch $B = \{(I_i, y_i) | i = 0, 1, \ldots, N^B\}$ of randomly sampled images, we can find any two images $I_i$ and $I_j$ whose class labels are the same, namely, $y_i = y_j$, where $N^B$ is the batch size. After forwarding them through the network, we obtain the object seed vectors according to Section 3.1. We denote the object seed features as $V_i \in \mathbb{R}^{K \times D}$ and $V_j \in \mathbb{R}^{K \times D}$, respectively. We expect the two images can communicate by explicitly constraining the pixels belonging to the same category. Particularly, we propose a constraint to optimize
the L2-norm between the object features of $I_i$ and $I_j$ according to Eq. (1).

$$L_{sc} = \frac{1}{K} \sum_{k=0}^{K-1} ||v^k_i - v^k_j||^2_2,$$  \hspace{1cm} (1)

where $K$ is the number of randomly selected seeds, and $v^k \in \mathbb{R}^D$ is the $k_{th}$ row of $V$. Thus, object features can communicate with each other across images in a batch, and influences from the background is not involved.

### 3.3 Global Consistency

Deep networks are trained with the SGD based optimization algorithms, e.g., Adam [20], Adagrad [10] and RMSprop [14]. These methods construct mini-batches by randomly sampling images to perform training steps, which means SC can only constrain images within the same minibatch. To overcome this limitation, we propose to learn a global feature center for each category, so that features extracted from a batch can be optimized to approach the class-specific global centers. The object features of each class are hence gradually consistent with the global vectors.

We maintain a memory bank $W \in \mathbb{R}^{Y \times D}$. The $y_{th}$ row of $W$ denoted as $w_y$ is the global center of category $y$. For each batch, we obtain one representation vector for each category by averaging the object seed vectors sharing the same class labels. Formally, we denote $B^y = \{(I_i, y_i) | y_i = y\}$ and $\{V^y_k | k = 0, 1, ..., K|B^y|\}$ as the class-specific subset and the object seed vectors corresponding to the category $y$ in a batch, where $|B^y|$ is the image number in the subset $B^y$. We extract one representation vector $a^y$ for category $y$ from every minibatch. Formally, the representation vector $a^y$ of class $y$ in a batch is obtained according to Eq. (2).

$$a^y = \frac{1}{K|B^y|} \sum_{k=0}^{K|B^y|-1} V^y_k,$$  \hspace{1cm} (2)

Global vector $w_y$ w.r.t. class $y$ in a minibatch is updated during each training step. We do not update the memory bank during the backward process. We propose a simple yet effective updating procedure for learning the memory matrix. For the class $y$, its global representation $w_y$ is as in Eq. (3).

$$w^y = (1 - \eta^y_{t^y})w^y + \eta^y_{t^y}a^y, \hspace{0.5cm} 0 < \eta^y_{t^y} < 1,$$  \hspace{1cm} (3)

where $\eta^y_{t^y}$ is the updating rate of the class $y$ at step $t^y$. We adopt a class-specific updating rate as given in Eq. (4) for learning the global centers.

$$\eta^y_{t^y} = e^{-\alpha t^y}, \hspace{0.5cm} 0 < \alpha < 1,$$  \hspace{1cm} (4)

where $t^y$ counts the updating steps of class $y$, and $\eta^y_{t^y}$ is the update rate of the class $y$ at learning step $t^y$. Note the updating step $t^y$ is also class-specific and maintained throughout the training process, because the updated counters of
different categories are not the same due to the random sampling procedure of each batch. \(\alpha\) is a hyper-parameter for decaying the learning rate of the global representation \(w^y\). Thereby, \(w^y\) will be gradually stable with the training process.

The features of each batch can be optimized to approach the global representation as in Eq (5).

\[
L_{gc} = \frac{1}{|Y^B|} \sum_{y \in Y^B} ||a^y - w^y||_2^2,
\]

where \(Y^B\) is the label set of the mini-batch.

We further apply a typical cross-entropy loss for classification and denote it as \(L_{cls}\). In total, the optimization of our approach is a joint training process with three items following Eq. (6)

\[
L = L_{cls} + \lambda_1 L_{sc} + \lambda_2 L_{gc},
\]

where \(\lambda_1\) and \(\lambda_2\) are for trading-off the three loss items.

In testing, we simply feed testing images into the network, and obtain the localization maps w.r.t. the predicted class labels. The extracted localization map is then normalized and resized to the original size of the input image by the bilinear interpolation. Following the baseline methods [42, 43, 46], we leverage the same strategy in CAM [46] for generating the bounding boxes of the target objects. Specifically, we firstly binarize the localization maps by a threshold for separating the object regions from the background. Afterward, we draw tight bounding boxes that can cover the largest connected area of the foreground pixels. The thresholds for splitting the object regions are adjusted to the optimal values. For more details, please refer to [46].

4 Experiments

4.1 Experiment setup

Datasets We evaluate the proposed method following the previous methods, e.g., CAM [46], ACoL [42], SPG [43] and ADL [8]. Two datasets, i.e., ILSVRC [9, 27] and CUB-200-2011 [34] are applied to train classification networks for a fair comparison with the baselines. ILSVRC is a widely recognized large-scale classification dataset including 1.2 million images of 1,000 categories for training and 50,000 images for validation. Images in both the training and validation sets are well annotated with image categories and tight bounding boxes of objects. CUB-200-2011 [34] includes 11,788 images from 200 different species of birds. It is split into the training set of 5,994 images and the testing set of 5,794 images. Similarly, all images are annotated with class labels and tight bounding boxes. In our experiments, the proposed method is learned with the training sets using only image-level labels as supervision. The annotated bounding boxes on the validation set of ILSVRC and the testing set of CUB-200-2011 are employed for the evaluation.
Evaluation metrics We apply the recommended metric in [27] to evaluate the localization maps following the baseline algorithms [46,42,43,8]. To be specific, it calculates the percentage of the images that satisfy the following two conditions. First, the predicted classification labels match the ground-truth categories. Second, the predicted bounding boxes have over 50% IoU with at least one of the ground-truth boxes. In order to have a more explicit and pure comparison in localization ability, we calculate and compare the localization accuracy given ground-truth labels. We denote these results as the Gt-known localization accuracy. This Gt-known localization accuracy removes the influence of classification results and is much fairer in comparing the localization ability.

Implementation details We implement the proposed algorithm based on three popular backbone networks, e.g. VGG16 [30], ResNet50 [15] and InceptionV3 [33]. We make the same modifications on the networks to obtain localization maps following ACoL [42] and SPG [43]. We use the simplified method in ACoL [42] to produce localization maps, while the erasing branch is not applied. We enable the proposed constraints after finetuning the parameters for a few epoches to obtain a good initialization of the newly added parameters. In the ablation experiments, we compare a plain version network without SC and GC for comparison, named InceptionV3-plain. In order to assure that each batch contains images of the same category, we randomly draw 40 categories and then randomly sample two images from the selected categories, constructing the image batch size of 80. We apply multiple hyper-parameters i.e., $\lambda_1$, $\lambda_2$, $\delta$, $\alpha$ and $K$, and conduct extensive experiments for studying the impact of these variables. The global memory centers are randomly initialized. We set $\delta = 0.7$ following SPG [43].

4.2 Comparison with the state-of-the-arts

ILSVRC Table 1 compares the proposed method with various baselines on the ILSVRC validation set. \(I^2C\) surpasses all the baseline methods in Top-1 and Gt-known localization error. \(I^2C\) based on ResNet50 achieves the lowest error rate of 45.17%, significantly surpassing ADL by a large margin of 6.30%. It is notable ADL uses a stronger backbone network, i.e., ResNet50-SE. \(I^2C\) based on InceptionV3 significantly surpasses the current state-of-the-art method, ADL, by 4.40%. The results based on VGG16 are also notably better than the currently reported results by 1.58% in Top-1. Additionally, the classification errors of our \(I^2C\) method are competitive with all the counterparts based on the same backbones. As demonstrated in Section 4.1, the Gt-known localization metric can reflect the pure localization ability regardless the affect from classification results. The proposed method achieves the best localization ability among the existing methods. The lowest Gt-known localization error of \(I^2C\) is 31.50%, outperforming the SPG approach by 3.81%. The \(I^2C\) model based on VGG16 achieves 36.10% in Gt-known localization error, which is also better than the counterparts.

CUB We implement the proposed method on the CUB-200-2011 dataset following the baseline methods, e.g., ACoL [42], SPG [43] and CAM [46]. Incep-
### Table 1: Comparison of the localization error rate on ILSVRC validation set.

| Methods     | Backbone       | Loc Err.       | Cls Err.       |
|-------------|----------------|----------------|----------------|
|             |                | Top-1 | Top-5 | Gt-known | Top-1 | Top-5 |
| CAM [46]    | AlexNet [22]   | 67.19 | 52.16 | 45.01    | 42.6  | 19.5  |
| CAM [46]    | GoogLeNet [32] | 56.40 | 43.00 | 41.34    | 31.9  | 11.3  |
| CAM [46]    | GoogLeNet [32] | 54.53 | -     | 39.43    | 32.5  | -     |
| ACoL [42]   | GoogLeNet [32] | 53.28 | 42.58 | -        | 29.0  | 11.8  |
| DANet [40]  | GoogLeNet [30] | 52.47 | 41.72 | -        | 27.5  | 8.6   |
| Backprop [29] | VGG16 [30]   | 61.12 | 51.46 | -        | -     | -     |
| CAM [46]    | VGG16 [30]     | 57.20 | 45.14 | -        | 31.2  | 11.4  |
| CAM [46]    | VGG16 [30]     | 56.55 | -     | -        | -     | -     |
| CutMix [41] | VGG16 [30]     | 55.08 | -     | -        | 32.2  | -     |
| ACoL [42]   | VGG16 [30]     | 54.17 | 40.57 | 37.04    | 32.5  | 12.0  |
| I^2C-Ours   | VGG16 [30]     | **52.59** | 41.49 | **36.10** | 30.6  | 10.7  |
| CAM [46]    | ResNet50-SE [15, 17] | 53.81 | -     | -        | 23.44 | -     |
| CutMix [41] | ResNet50 [15]  | 52.75 | -     | -        | 21.4  | 5.92  |
| ADL [8]     | ResNet50-SE [15, 17] | 51.47 | -     | -        | 24.15 | -     |
| I^2C-Ours   | ResNet50 [15]  | **45.17** | **35.40** | **31.50** | 23.3  | 6.9   |
| CAM [46]    | InceptionV3 [33] | 53.71 | 41.81 | 37.32    | 26.7  | 8.2   |
| SPG [43]    | InceptionV3 [33] | 51.40 | 40.00 | 35.31    | 30.3  | 9.9   |
| ADL [8]     | InceptionV3 [33] | 51.29 | -     | -        | 27.2  | -     |
| I^2C-Ours   | InceptionV3 [33] | **46.89** | **35.87** | **31.50** | 26.7  | 8.4   |

Table 1: Comparison of the localization error rate on ILSVRC validation set. Classification error rates is also presented for reference.

### Table 2: Localization error on the CUB-200-2011 test set.

| Methods     | Top-1 | Top-5 |
|-------------|-------|-------|
| CAM [46]    | 56.33 | 46.47 |
| ACoL [42]   | 54.08 | 43.49 |
| SPG [43]    | 53.36 | 42.28 |
| DANet [40]  | 47.48 | 38.04 |
| ADL [8]     | 46.96 | -     |
| I^2C-Ours   | **44.01** | **31.66** |

Table 2: Localization error on the CUB-200-2011 test set. I^2C significantly surpasses all the baselines.

In summary, our method can successfully obtain better localization maps and accurate bounding boxes. I^2C surpasses
all the baseline methods on both ILSVRC and CUB-200-2011. We believe that there are two aspects accounting for the success of $I^2C$. First, the proposed two constraints can retain pixel-level consistent between object features of different images, so that images can benefit from each other to obtain better localization maps. Second, $I^2C$ can not only increase the localization accuracy, but can get competitive classification results.

4.3 Ablation study

In this section, we analyse the insights and effectiveness of the different modules in the proposed method. We conduct the ablation experiments based on InceptionV3. The experiments are on the most convincing large-scale dataset *i.e.*, ILSVRC, with the input resolution of 320 by 320, unless specifically specified. When testing the classification and localization results, we do *NOT* apply the ten-crop operation to enhance classification accuracies for convenience.

Does input resolution affect the localization ability? Table 3 depicts the Gt-known localization errors *w.r.t.* different resolutions of input images. We exclude the influences of classification results by comparing the Gt-known localization errors. We see that enlarging the resolutions can decrease the localization errors with other configuration unchanged. For ILSVRC, the gain is slight of only 0.46%, Dislike ILSVRC,

| DataSet | Resolution | Gt-known |
|---------|------------|----------|
| ILSVRC  | 224 × 224  | 31.50    |
|         | 320 × 320  | 31.04    |
| CUB     | 224 × 224  | 27.40    |
|         | 320 × 320  | 22.99    |

Table 3: Gt-known localization error with different input resolutions. Enlarging input resolution slightly improve the localization on ILSVRC, while dramatically boost the localization performance on CUB.

Fig. 3: Comparison of the predicted bounding boxes with ACoL [42]. Our method obtains better localization maps and better bounding boxes. *The predicted boxes are in green and the ground-truth boxes are in red.*
CUB is more sensitive to the resolution of input images and the Gt-known error drops significantly by 4.41%.

**Are SC and GC really effective?** Table 4 compares the localization errors of the proposed constraints to the plain version network. When using only the cross-entropy loss, the localization and the Gt-known localization errors are 53.71% and 37.32%, respectively. After adding the SC constraint, the localization accuracy is significantly improved and the error rate drops to 49.07%. The Gt-known localization error also decreases to 31.63% by a large margin of 5.69%. Furthermore, the localization performance can be boosted with the GC constraint. By adding the proposed two constraints simultaneously, the localization and Gt-known errors can finally be reduced to 48.45% and 31.30%, respectively. Moreover, to verify the superiority of the proposed updating strategy in GC, we conduct an experiment of updating the global memory matrix with the back-propagation process. The localization accuracies of such an updating method obtains 49.03% and 32.09% in localization and Gt-known error rates, respectively. The back-propagation updating strategy is worse than the proposed updating strategy. Moreover, although the global constraint introduces a vector for each class, these vectors only involve negligible computational resources. In particular, the number of parameters for the backbone network is 27M (InceptionV3). GC only increase 0.8M parameters by 2.9%. During the forward stage of training, the Flops is 21.42G. GC only gain 3K Flops which can be totally ignored. SC does not involve extra Flops nor parameters. During the testing phase, neither SC nor GC involve any extra Flops.

| Methods       | Plain | SC       | SC + GC  |
|---------------|-------|----------|----------|
| Loc.          | 53.71* | 49.07    | **48.08**|
| Gt-known Loc. | 37.32  | 31.63    | **31.04**|

Table 4: Localization error on ILSVRC validation set using different configurations of the proposed constraints. ( * indicates the numbers obtained with the classification results using the ten-crop operation.)

Is \( I^2C \) sensitive to \( \lambda_1, \lambda_2 \) and \( K \)? \( \lambda_1 \) controls the relative importance of SC in training. In order to maximize the performance of the proposed method and study the robustness to \( \lambda_1 \), we test the localization accuracy \( w.r.t. \) various values of \( \lambda_1 \). We remove the GC constraint and only add the SC constraint. Figure 5a illustrates the classification error, localization error and Gt-known localization errors when \( \lambda_1 \) changes in 40 times of scale from 0.002 to 0.08. We obtain the best results of 29.24%, 49.07% and 31.63% and the worst results of 32.13%, 50.82% and 34.44% in terms of the classification, localization and Gt-known localization error, respectively. In general, with the increase of \( \lambda_1 \), the classification ability is getting better while Gt. localization is getting worse. The localization errors with respect to the predicted labels achieve the best value of 49.07% at 0.008, because only the generated bounding boxes are counted as correct hits when the predicted labels of classification meet the ground-truth labels in this criterion. It is notable that the gap between the best and worst
values of the localization error is only 1.75% over the changes of 40 times in $\lambda_1$, which means the proposed method is quite robust to the values of $\lambda_1$.

$\lambda_2$ controls the relative importance of GC in training. According to Figure 5a, we leverage the best value of $\lambda_1 = 0.008$ to study the performance with $\lambda_2$ changing from 0.0001 to 0.1. Figure 5b shows the accuracies of the proposed model adding both SC and GC. The classification errors remain stable at around 30% after applying GC. The localization accuracy achieve lower error rates of 48.07% compared to only using SC, which reflects the effectiveness of the proposed global consistency strategy. As for the Gt-known localization metric, the error rates decrease to 31.04% by adding GC. It is also notable that the model is robust to the change of the hyper-parameter $\lambda_2$ in a large range of 1,000 times from 0.0001 to 0.1. The localization error only fluctuates within a range of 0.96%.

$K$ is the number of the chosen object seeds. For an input image with the resolution of 320 by 320, the networks downsample the resolution by a factor of 8 and obtain the corresponding localization maps of 40 by 40 with 1600 pixels. Following the recommended threshold in SPG [43], we set the threshold $\delta$ to 0.7 for discovering the object regions in each image. Figure 4 illustrates the histogram of the number of the identified object pixels on the ILSVRC training set. We observe that most of the images contain object pixels in the range from 1 to 60. Particularly, we choose $K = \{3, 20, 40, 60, 80, 100\}$ to study the performance changes with the variant number of sampled representative pixels in each image. Figure 5c shows the classification and localization accuracies with different $K$ values. The classification error is lower when the number of sampled pixels is relatively larger. The classification error rate reaches the lowest point of 28.40% at $K = 60$. On the contrary, the localization error increases when we adopt a larger value of $K$, and the localization error is lowest at $K = 3$. We believe the reason for this phenomenon is that the larger number may include more noises in the sampled object pixels, and more sampled pixels implicitly make the constraints stronger. The proposed $I^2C$ is robust to the change of seed.
numbers, and the localization accuracy only fluctuates within a small range of 0.46% with $K$ changing of 33 times from 3 to 100.

In total, we can summarize that the improvement of the proposed method mainly attribute to three aspects. First, SC can semantically drive the consistency between the object features in a batch, which improves the localization maps. Second, GC can further drive the consistency throughout the entire dataset by forcing the object features towards their class-specific centers. Third, the proposed updating strategy can effectively learn the class-specific centers with the training process. Also, we have studied the robustness of the hyper-parameters, $\lambda_1$ and $\lambda_2$ are for balancing the costs of SC and GC. The experiment results show that the network performs superiorly in a very large range. In addition, according to the changes of the localization performance w.r.t. the change of $K$. We can obtain satisfied accuracies just selecting a small value of $K$, e.g., $K = 3$.

5 Conclusion

We propose an Inter-Image Communication approach ($I^2C$) to improve the accuracy of localization maps through training classification networks. First, we randomly select several object seeds according to the activated area of localization maps. These seed points are further employed to extract representation vectors of class-specific objects. Second, the extracted vectors are leveraged to communicate between different objects of the same classes. Concretely, stochastic consistency (SC) is proposed to optimize the objects within a mini-batch. Global consistency (GC) is designed to keep consistency across minibatches. Also, a strategy is applied to update the global memory matrix. Finally, the proposed $I^2C$ approach achieves the Top-1 localization error rate of 45.17% on the ILSVRC validation set, surpassing the current state-of-the-art method.
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