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Abstract. Predicative analysis of recursion schema is a method to characterize complexity classes like the class FPTIME of polynomial time computable functions. This analysis comes from the works of Bellantoni and Cook, and Leivant by data tiering. Here, we refine predicative analysis by using a ramified Ackermann’s construction of a non-primitive recursive function. We obtain a hierarchy of functions which characterizes exactly functions, which are computed in $O(n^k)$ time over register machine model of computation. For this, we introduce a strict ramification principle. Then, we show how to diagonalize in order to obtain an exponential function and to jump outside deterministic polynomial time. Lastly, we suggest a dependent typed lambda-calculus to represent this construction.

1. Introduction

Predicative analysis of recursion comes from the works of Bellantoni and Cook [3] and Leivant [11]. This analysis is based on a ramification principle on data which is appealing because its concept is simple and purely syntactic and does not involve parts of its models. Each element of a computation has a tier, which determines its ability to run a recursion. The ramification principle states that a definition by recursion is ramified only if the tier of the recurrence parameter is strictly higher than the tier of the output. This analysis takes its root in the paper of Simmons [17] and Leivant [10]. The results mentioned above characterize the class of polynomial time computable functions using essentially two tiers of data ramification: one for recursion arguments and one for recursion outputs. In this work, we revisit the ramification principle by introducing a strict ramification principle which allows getting a characterization of a polynomial time hierarchy of functions. Functions which are defined with $k$ tiers are exactly functions which are computable in $O(n^k)$ steps. The hierarchy is not robust in the sense that it depends on the model of computation which is a register machine model here. So, the result that we suggest is really about intrinsic complexity of functions in the tradition of the recursion Theory. We have tried to understand the mechanism that underpins the suggested classification. Our analysis shows how functions are defined and how we can jump from one class of functions to another one by strict ramified recursion. This leads us to introduce a double recursion operator, which captures each level of the polynomial time hierarchy $\text{DTIME}(n^k)$ and escapes them. For
this, we define an exponential function by a diagonalization method, which reveals some analogies with Ackermann \[\text{[1]}\] construction as it is explained in Chapter 7 of Simmons book \[\text{[18]}\]. The construction that we propose is a kind of double recursion whose main ideas can be explained by considering the following example.

\[
f : \mathbb{N}(1), \mathbb{N}(0) \rightarrow \mathbb{N}(0)
\]

\[
f(0, y) = y + 1 \quad f(x + 1, y) = f(x, f(x, y))
\]

The function \( f \) is defined by nested recursion and satisfies the ramification principle. Indeed, the first argument may be of tier 1 and the second of tier 0. So, the output of \( f \) is of tier 0 and \( f \) is well typed. However \( f \) computes the exponential function: \( f(n, m) = 2^n + m \) for all \( n \) and \( m \). In \( f(x, f(x, y)) \), the leftmost occurrence of \( f \) calls itself which violates the essence of the ramification principle. Now, we ramify \( f \) by assigning to each occurrence of \( f \) a tier, and so we obtain the following function sequence.

\[
f_0(x, y) = y + 1 \\
f_{k+1}(0, y) = y \\
f_{k+1}(x + 1, y) = f_k(x, f_{k+1}(x, y))
\]

where \( f_1 \) computes the addition, and \( f_2 \) iterates the addition, and so on. We also see that the domain, or the type, of each \( f_k \) can be \( \mathbb{N}(k), \mathbb{N}(0) \rightarrow \mathbb{N}(0) \). If we transform the \( f_k \in \mathbb{N} \) sequence of functions into a three place function \( \phi(k, x, y) \), we are able to produce by a diagonalization argument a function which eventually dominates each \( f_k \). The type of \( \phi \) depends on its first argument and so would be \( \forall k : \mathbb{N}(k), \mathbb{N}(0) \rightarrow \mathbb{N}(0) \).

This example is just here to illustrate quickly the ideas that we develop in this paper, which is organized as follows. Section 2 presents the computational models and defines \( \text{DTIME}(n^k) \). Section 3 focuses on tiered recursion and Leivant’s characterization of \( \text{FPTIME} \). This Section contains well-known material, and so the paper is self-contained. Section 4 gives the characterization of the polynomial time hierarchy. Section 5 describes how to jump from \( \text{DTIME}(n^k) \) to \( \text{DTIME}(n^{k+1}) \) and how to diagonalize in order to escape \( \text{FPTIME} \). In the last section, an applied typed lambda-calculus, like in Simmons survey \[\text{[16]}\], with dependent types is proposed to represent the jump operator presented in the previous Section.

2. Computations and a polynomial time hierarchy

2.1. Register Machines. The set of binary words over the alphabet \( \{a, b\} \) is \( \mathbb{W} \). A register machine, abbreviated RM, works over words of \( \mathbb{W} \). A RM consists in

1. an alphabet \( \{a, b\} \).
2. a finite set \( \mathcal{S} = \{s_0, s_1, \ldots, s_k\} \) of states, including a distinct state BEGIN.
3. a finite list \( \mathcal{R} = \{R_1, \ldots, R_m\} \) of registers. Registers store words of \( \mathbb{W} \).
(4) a finite function \textsc{label} mapping states to commands which are

\[
\begin{align*}
R &= a(R) \quad \text{add the letter } a \text{ to } R \\
R &= b(R) \quad \text{add the letter } b \text{ to } R \\
R &= R' \quad \text{assign the value of } R' \text{ to } R \\
R &= \text{pred}(R) \quad \text{remove the first letter of } R \\
\text{branch}(R, s_\epsilon, s_a, s_b) \quad \text{switch to the label } s_i \text{ following the first letter of } R
\end{align*}
\]

A configuration of a RM \(M\) is given by a pair \((s, \sigma)\) where \(s\) is a state and \(\sigma : R \rightarrow W\) is an environment which stores register values. We guess that the above informal semantics should be enough to understand how register machines work. In particular, after executing one of the four first kinds of instruction, if the state is \(s_i\) and \(i < k\), then the next state is \(s_i+1\). Otherwise, if the state is \(s_k\), then \(M\) halts. Lastly, the next step of a branching instruction depends on the value of the register \(R\).

Throughout, we deal with functions which have a co-arity, that is function whose range is \(W^q\) for some \(q\). A function \(\phi : W^p \rightarrow W^q\) is computed by a register machine \(M\) if for all \(u_1, \ldots, u_p, p \leq m\) we have \(\phi(u_1, \ldots, u_p) = (v_1, \ldots, v_q)\) then the execution of \(M\) starting from the initial configuration \((\text{begin}, \sigma_0)\) ends to a configuration \((s, \sigma_f)\) such that: for \(i \leq p\), \(\sigma_0(R_i) = u_i\), otherwise \(\sigma_0(R_i) = \epsilon\) and for \(j \leq q\), \(\sigma_f(R_{m+1-j}) = v_j\).

2.2. A polynomial time hierarchy. The time measure corresponds to the number of steps to perform a computation on a register machine. We say that a function \(\phi : W^p \rightarrow W^q\) is computable in \(O(n^k)\) if the runtime is bounded by \(c.(n_1^k + \ldots + n_p^k) + d\) for some \(c\) and \(d\) and where for each \(i\), \(n_i\) is the size of the \(i\)th argument. The class \(\text{DTIME}(n^k)\) is the set of all functions which are computable in \(O(n^k)\). The class \(\text{FPTIME}\) of polynomial time functions is \(\bigcup_k \text{DTIME}(n^k)\).

In this work, we study the classes \(\text{DTIME}(n^k)\) which delineates a polynomial time hierarchy. It is well known that the class \(\text{FPTIME}\) is robust, which is not the case for polynomial time hierarchies. Indeed, the definition of \(\text{DTIME}(n^k)\) is not invariant with respect to another class of computational models. The reason lies on the fact that the simulation of a computational model by another may have a quadratic cost. For example, the runtime of simulations of a two-tape Turing machine by a one-tape Turing machine is quadratic. Such lower bound may be nicely obtained using Kolmogorov complexity. The reader may consult Jones’ book [9] for further informations. However, one may use k-tape Turing machines instead of register machines.

3. Ramified Primitive recursion

3.1. Functions on tiered domains. We are interested in computational complexity, that is why we focus immediately on words. The domain of reference is the set \(W\) of words over the alphabet \{\(a, b\}\}. It is generated from the empty word function \(0\) and two successors \(A\) and \(B\). As usual \(A(B(0))\) is the word \(ab\).

This domain is tiered by duplicating \(W\) into \(W(0), W(1), \ldots, W(i), \ldots\) where each \(W(i)\) is an identical copy of \(W\) at tier \(i\). Each domain \(W(i)\) is a set of words over the alphabet \{\(a_i, b_i\}\). As previously, there are an empty word function \(0_i\) and two successors \(A_i\) and \(B_i\).
In practice, we define functions by specifying their values with respect to tiered domain generators.

There are erasing bijections \( \kappa_k : \mathbb{W}(k) \to \mathbb{W} \) for each \( k \) which just erase the tier of words. For example, we may represent a function \( \phi : \mathbb{W} \to \mathbb{W} \) by \( f : \mathbb{W}(k) \to \mathbb{W}(0) \) for some tier \( k \) if for each \( u \in \mathbb{W}(k) \), \( \kappa_0(f(u)) = \phi(\kappa_k(u)) \). In this case, we shall just write \( f(u) = \phi(u) \).

We always reason with respect to an implicit downcasting principle, which yields that if \( u \in \mathbb{W}(k+1) \) then \( u \in \mathbb{W}(k) \). Hence, we shall write that \( f : \mathbb{W}(k+1) \to \mathbb{W}(0) \) is defined from \( h : \mathbb{W}(k+1), \mathbb{W}(k) \to \mathbb{W}(0) \) by \( f(x) = h(x, x) \) without mentioning that both occurrences of \( x \) are not of the same tier. Throughout, we shall reason with respect to erasing bijections and implicit downcasting without explicitly mentioning them.

We consider functions with co-arity. For this, we construct Cartesian product of domains of same tier. We abbreviate \( \mathbb{W}(i) \times \ldots \times \mathbb{W}(i) \) by \( \mathbb{W}(i)^p \). We have a pairing function \(( , )_i \) and both projections \( \pi_1^i \) and \( \pi_2^i \), for each tier \( i \).

We often leave out some brackets using familiar conventions and hence we abbreviate \( \tau_1 \to (\ldots (\tau_n \to \tau)) \) by \( \tau_1, \ldots, \tau_n \to \tau \). It is also convenient to have a normal presentation of functions, that we shall always use. We shall write \( f : \mathbb{W}(i_1)^{p_1}, \ldots, \mathbb{W}(i_n)^{p_n} \to \mathbb{W}(r)^q \) for an \( n \)-placed function in such a way that \( i_1 \geq \ldots \geq i_n \geq r \). We say that the tier of the \( j \)th argument of \( f \) is \( i_j \), and the output tier is \( r \). We write \( \vec{y} \) to mean \( y_1, \ldots, y_n \) where \( y_j \) is an element of \( \mathbb{W}(i_j)^{p_j} \). The size \( |u| \) is the number of letters of the word \( u \). In particular the size of the empty word \( e \) is 0. The size of pair of words is inductively defined as follows: \(|(u, v)_i| = |u| + |v| \) at any tier \( i \).

Conventions that we have described here will be extended to the typed lambda calculus that we suggest at the end in a natural manner.

3.2. Ramified primitive recursion.
A function \( f : \mathbb{W}(k+1), \mathbb{W}(i_1)^{p_1}, \ldots, \mathbb{W}(i_n)^{p_n} \to \mathbb{W}(r)^q \) is obtained by ramified primitive recursion from the functions \( h_c : \mathbb{W}(i_1)^{p_1}, \ldots, \mathbb{W}(i_n)^{p_n} \to \mathbb{W}(r)^q \) and \( h_a, h_b : \mathbb{W}(i_1)^{p_1}, \ldots, \mathbb{W}(i_n)^{p_n}, \mathbb{W}(r)^q \to \mathbb{W}(r)^q \) if

\[
(3.1) \quad f(0_{k+1}, \vec{y}) = h_c(\vec{y}) \\
(3.2) \quad f(A_{k+1}(x), \vec{y}) = h_a(\vec{y}, f(x, \vec{y})) \\
(3.3) \quad f(B_{k+1}(x), \vec{y}) = h_b(\vec{y}, f(x, \vec{y}))
\]

where conditions \( k+1 \geq i_j \) for any \( j \leq n \) and \( k \geq r \) hold. We call these last conditions the ramification principle based on Leivant’s [11]. The first argument is named the recursion argument and its tier is \( k+1 \). The ramification principle says that the recurrence tier \( k+1 \) is strictly greater than the output tier \( r \).

3.3. Ramified arithmetic. In order to compare function growth rate and to illustrate key notions, it is convenient to have an encoding of natural numbers. This encoding will be used in Sections 4.1 and 5.1.

We represent natural numbers by considering both successors \( A_i \) and \( B_i \) as the same. Hence, we have a single successor that we write \( S_i \), for each tier \( i \). It should be clear that this encoding is non-injective, which is sufficient because we are just interested in the size of the handling values. So in this representation, a word represents a natural number, which
corresponds to its size. Hence, $0_i$ will refer to zero at tier $i$, and $S_i(x)$ intuitively increases the size of $x$ by one, which corresponds exactly to the successor operation in unary notation.

We represent in ramified arithmetic an arithmetical function $\phi : \mathbb{N}^p \to \mathbb{N}$ by a function $f : \mathbb{W}(i_1), \ldots, \mathbb{W}(i_p) \to \mathbb{W}(r)$ if
\[
\phi(n_1, \ldots, n_p) = |f(u_1, \ldots, u_p)| \quad \text{for each } u_i \text{ such that } |u_i| = n_i \text{ and } i = 1, p.
\]

Now, we can define below the addition $add_k$ and the multiplication $mul_k$ at tier $k$.

$add_k : \mathbb{W}(k+1), \mathbb{W}(k) \to \mathbb{W}(k)$ and $|add_k(u, v)| = |u| + |v|$, for all $u$ and $v$.

$mul_k : \mathbb{W}(k+1), \mathbb{W}(k+1) \to \mathbb{W}(k)$ and $|mul_k(u, v)| = |u| \cdot |v|$, for all $u$ and $v$.

We see that we compute the arithmetical function $x^3$ by composing two multiplications. However, two copies of the multiplication $mul_k$ and $mul_{k+1}$ at different tiers are necessary. Notice also that the tier of the first argument, on the right handside, is lower, which is possible because of the use of a downcasting bijection. Actually, we may define $coerce_k$ by a simple ramified recursion. We may then use it instead of the implicit downcasting, $coerce_k : \mathbb{W}(k+1) \to \mathbb{W}(k)$

$coerce_k(0_{k+1}) = 0_k$
$coerce_k(S_{k+1}(x)) = S_k(coerce_k(x))$

On the other hand, the ramified principle allows also to define a cubic function $cube'_k : \mathbb{W}(k+1)^3 \to \mathbb{W}(k)$ using only two tiers as follows:

$mul'_k(0_{k+1}, y, z) = t$
$mul'_k(S_{k+1}(y), z, t) = add_k(z, mul'_k(y, z, t))$
$cube'_k(0_{k+1}, y, z) = 0_{k+1}$
$cube'_k(S_{k+1}(x), y, z) = mul'_k(y, z, cube'_k(x, y, z))$

3.4. Characterization of FPTIME. In 1994, Leivant published an elegant characterization of FPTIME, which provides a general framework to study complexity classes. We follow here the main line of his work. So, we begin by introducing a particular kind of recursion, named flat recursion.

A function $f : \mathbb{W}(r), \mathbb{W}(i_1)^{p_1}, \ldots, \mathbb{W}(i_n)^{p_n} \to \mathbb{W}(r)$ is obtained by flat recursion from the functions
$h_k : \mathbb{W}(i_1)^{p_1}, \ldots, \mathbb{W}(i_n)^{p_n} \to \mathbb{W}(r)$  and  
$h_a, h_b : \mathbb{W}(r), \mathbb{W}(i_1)^{p_1}, \ldots, \mathbb{W}(i_n)^{p_n} \to \mathbb{W}(r)$ if

\begin{align*}
  f(0, \vec{y}) &= h_a(\vec{y}) \\
  f(A_r(x), \vec{y}) &= h_a(x, \vec{y}) \\
  f(B_r(x), \vec{y}) &= h_b(x, \vec{y})
\end{align*}  

(3.4)  (3.5)  (3.6)

This kind of recursion should be viewed as a mere action on the pattern of the recursive argument. Hence and unlike the ramified principle, the tier of a recurrence argument is not strictly higher that the output tier. The use of flat recursion is essential to define a predecessor over $\mathbb{W}$ and conditional functions.

**Definition 3.1.** A function $f$ is in $\mathcal{L}_\omega(\mathbb{W})$ if it is obtained by a finite number of applications of composition, flat recursion and ramified primitive recursion beginning with basic functions $0_k, A_k, B_k, (\cdot, \cdot)_k, \pi^1_k$ and $\pi^2_k$ for each tier $k$.

Leivant demonstrated in [11] the following result:

**Theorem 3.2.** The class of functions $\mathcal{L}_\omega(\mathbb{W})$ is exactly the class $\mathsf{FPTIME}$ of the functions which are polynomial time computable.

In this presentation we use functions with co-arity, unlike Leivant which introduces simultaneous ramified recursion.

Actually, Leivant also showed that only two tiers are sufficient. More generally,

**Corollary 3.3.** Let $\mathcal{L}_k(\mathbb{W})$ be the class of functions restricted over $\mathbb{W}(0), \ldots, \mathbb{W}(k)$. For each $k$, the class of functions $\mathcal{L}_{k+1}(\mathbb{W})$ is exactly the class $\mathsf{FPTIME}$ of the functions which are polynomial time computable.

In the same paper, Leivant shows how to capture $\mathsf{DTIME}(n^k)$ by counting the degree of nested recursions.

3.5. **Other approaches.** The work of Bellantoni and Cook [3] is similar to the Leivant’s one. They characterize $\mathsf{FPTIME}$ by defining a function algebra in which functions have two kind of arguments: the normal ones which can be used as recursion parameters and the safe ones which cannot be used as recursion parameters.

As we have seen, only two tiers are necessary to characterize $\mathsf{FPTIME}$. Actually, this is also the essence of the characterization by simply typed lambda calculus of [13]. The tier 1 arguments are represented by Church-numerals, and the tier 0 are represented by constant terms of atomic type on which no recursion can be made.

4. **Strict ramified primitive recursion**

We present the notion *strict ramified primitive recursion* which is central in this study. A function $f : \mathbb{W}(k), \mathbb{W}(i_1)^{p_1}, \ldots, \mathbb{W}(i_n)^{p_n} \to \mathbb{W}(0)^q$ is obtained by $k$-ramified recursion from the functions
where the inequalities between tiers $k > i_j$ for each $j \leq n$ and $k > 0$ hold. We call this last condition the strict ramification principle.

Definition 4.1. A function $f$ is in $I_k(\mathbb{W})$ if it is obtained by a finite number of applications of composition, flat recursion and $i$-ramified recursion, beginning with basic functions $0_i$, $A_i$, $B_i$, $\langle \cdot , \cdot \rangle_i$, $\pi_1^i$ and $\pi_2^i$ for each tier $i \leq k$.

In particular, a function $I_0(\mathbb{W})$ is not defined by recursion. The notion of 1-ramified recursion was underlying in [14], and the notion of $k$-ramification is used in order to characterize the $NC^k$ hierarchy in [5].

The difference between the ramification principle and the strict ramification principle is the following:
(1) The recursion argument is strictly greater than the other argument tiers,
(2) and the output tier is 0.

Otherwise, we could define the function $x^5$ with 0, . . . , 4 tiers, that is by 4-ramified recursion and composition as follows:

$m_k : \mathbb{W}(k + 2), \mathbb{W}(k + 1) \rightarrow \mathbb{W}(k)$

$m_k(0_{k+2}, y) = 0_k$

$m_k(S_{k+2}(x), y) = add_k(y, m_k(x, y))$

The fact that the output tier of an recursion is 0 implies that we cannot defined $coerce_k$ functions. That is why we need to reason modulo downcasting bijections.

4.1. Strict ramified arithmetic. We use the same encoding of natural numbers that the one we present in Section 3.3 on ramified arithmetic. However, we slightly modify the way that we represent arithmetical functions to take into account the fact that outputs are of tier 0.

An arithmetical function $\phi : \mathbb{N}^p \rightarrow \mathbb{N}$ is represented in strict ramified arithmetic by a function $f : \mathbb{W}(i_1), \ldots, \mathbb{W}(i_p) \rightarrow \mathbb{W}(0)$ if

$\phi(n_1, \ldots, n_p) = |f(u_1, \ldots, u_p)|$ for each $u_i$ such that $|u_i| = n_i$, $i = 1, p$

The addition function defined in Section 3.3 is defined by 1-ramified recursion, setting $k = 0$. On the other hand, the definition of the multiplication proposed in 3.3 does not satisfy the strict ramification principle because both arguments are of the same tier.

Nevertheless, we can define any polynomial. For this, we present first a sequence $(F_k)_{k \in \mathbb{N}}$ of 3-placed monotonic functions from an initial 1-placed function $g : \mathbb{W}(0)^p \rightarrow \mathbb{W}(0)^p$. Intuitively, the function $g$ is iterated a number of steps bounded by a polynomial of degree $k$. This sequence will play a crucial role all along the paper.
$F_0 : \mathbb{W}(0), \mathbb{W}(0), \mathbb{W}(0)^p \to \mathbb{W}(0)^p$

$$F_0(t, x, y) = g(y)$$

$F_{k+1} : \mathbb{W}(k+1), \mathbb{W}(k), \mathbb{W}(0)^p \to \mathbb{W}(0)^p$

$$F_{k+1}(0_{k+1}, x, y) = y$$

$$F_{k+1}(S_{k+1}(t), x, y) = F_k(x, x, F_{k+1}(t, x, y))$$

It is worth noticing that $(F_k)_{k \in \mathbb{N}}$ is parameterized by the function $g$. Notice that we use implicitly a downcasting to lower the tier of the second argument on the right hand side of the last equation.

**Lemma 4.2.** For any $k, u, v$ and $w$, we have

$$F_{k+1}(u, v, w) = g^{m \cdot n^k}(w)$$

where $m = |u|$ and $n = |v|$.

**Proof.** The proof is by induction on $k$.

For $k = 0$, we have by recurrence on the size of the first argument:

$$F_1(0_1, v, w) = w$$

$$F_1(S_1(t), v, w) = F_0(v, v, F_1(t, v, w)) = g(g^{|t|}(w)) = g^{|t|+1}(w)$$

For $k > 0$, we have again by recurrence on the size of the first argument:

$$F_{k+1}(0_{k+1}, v, w) = w$$

$$F_{k+1}(S_{k+1}(t), v, w) = F_k(v, v, F_{k+1}(t, v, w)) = g^{n^k}(F_{k+1}(t, v, w))$$

by recurrence on $k$

$$= g^{n^k}(g^{|t| \cdot n^k}(w))$$

by recurrence on $t$

$$= g^{(|t|+1)n^k}(w)$$

The sequence of functions $(F_k)_k$ allows us to define polynomial length iterators over $\mathbb{W}(0)$.

**Lemma 4.3.** Let $P[X]$ be a polynomial of degree $k$ with natural coefficients and $g : \mathbb{W}(0)^p \to \mathbb{W}(0)^p$. There is a function $\hat{P} : \mathbb{W}(k), \mathbb{W}(0)^p \to \mathbb{W}(0)^p$ in $I_k(\mathbb{W})$ such that for each $x$ and $y$,

$$\hat{P}(x, y) = g^{P(|x|)}(y)$$

(4.4)

**Proof.** The proof is done by induction on the degree of the polynomial. The base case is trivial. Suppose that the degree of $P$ is $k + 1$. Hence, $P(x) = c.x^{k+1} + Q(x)$ where the degree of $Q$ is less or equal to $k$. Suppose that $\hat{Q}$ satisfies the induction hypothesis wrt $Q$. We define $T^c_{k+1}$ by composition as follows

$$T^0_{k+1}(x, y) = \hat{Q}(x, y)$$

$$T^{d+1}_{k+1}(x, y) = F_{k+1}(x, x, T^d_{k+1}(x, y))$$

$d < c$

We set $\hat{P}(x, y) = T^c_{k+1}(x, y)$. Here $T^c_{k+1}(x, y)$ is defined by $c$ compositions of $F_{k+1}$ where $c$ is given and fixed.
We show by an induction on $c$ that $\tilde{P}(x, y)$ satisfies\footnote{We just show the inductive step below.} \[\tilde{P}(x, y) = T_{k+1}^{d+1}(x, y) = F_k(x, x, T_{k+1}^{d}(x, y)) \] by dfn \[= F_k(x, x, g^{d.n^{k+1}+Q(n)}(y)) \] where $n = |x|$ \[= g^{n.n^k}(g^{d.n^{k+1}+Q(n)}(y)) \] by Lemma 4.2 = $g^{(d+1)n^{k+1}+Q(n)}(y)$ \[\square\]

**Lemma 4.4.** Any polynomial $P[X]$ with natural coefficients is represented in strict ramified arithmetics.

**Proof.** We set $\overline{P}(x) = \tilde{P}(x, 0)$ in which we replace $g$ by the successor $A_0$. So, we have $\overline{P}(x) = A_0^{P(x)}(0)$. \[\square\]

We say that a multivariate polynomial $P[X, \ldots, X_n]$ with $n$ distinct variables is simple if each monomial of $P$ is of the form $cX^d$ for some natural constants $c$ and $d$. For example $2x^2+3.y^2+4y$ is simple, but $2y^2+xy^2+y$ is not. The degree of a simple polynomial is the greatest exponent of $P$’s variables.

**Lemma 4.5.** Let $P[X_1, \ldots, X_n]$ be a simple polynomial of degree $k$ and let $g : \mathbb{W}(0)^p \to \mathbb{W}(0)^p$. There is a function $\tilde{P} : \mathbb{W}(k)^n, \mathbb{W}(0)^p \to \mathbb{W}(0)^p$ in $\mathbb{T}_k(\mathbb{W})$ such that for each $x_1, \ldots, x_n$ and $y$,

\[\tilde{P}(x_1, \ldots, x_n, y) = g^{P([x_1, \ldots, x_n])}(y) \quad (4.5)\]

**Proof.** The proof is done by induction on the number $n$ of variables. The base case is a consequence of Lemma 4.3. Suppose that the simple polynomial $P$ has $n+1$ variables $X_1, \ldots, X_n, X_{n+1}$. Since $P$ is simple, we write it as the sum $P(X_1, \ldots, X_n, X_{n+1}) = P(X_1, \ldots, X_n) + P'(X_{n+1})$. Suppose that $\tilde{P}' (\tilde{P}')$ satisfies the induction hypothesis wrt $P'$ (resp. $P''$). We define $\tilde{P}$ by

\[\tilde{P}(x_1, \ldots, x_{n+1}, y) = \tilde{P}'(x_1, \ldots, x_n, \tilde{P}''(x_{n+1}, y))\]

Indeed, we have

\[\tilde{P}(x_1, \ldots, x_{n+1}, y) = \tilde{P}'(x_1, \ldots, x_n, y^{P''([x_{n+1}])(y)}) = g^{P''([x_1, \ldots, x_n] + P''([x_{n+1}]))(y)} = g^{P([x_1, \ldots, x_{n+1}])}(y)\] \[\square\]

4.2. Characterizing a polynomial time hierarchy.

**Theorem 4.6.** The set of functions $\mathbb{T}_k(\mathbb{W})$ is exactly $\text{DTIME}(n^k)$. That is $\mathbb{T}_k(\mathbb{W}) = \text{DTIME}(n^k)$.

The demonstration of Theorem 4.6 is a consequence of Lemma 4.7 and 4.8 below.

**Lemma 4.7.** Let $\phi : \mathbb{W}^p \to \mathbb{W}^q$ be a function which is computable by a register machine $M$ in time $(c.\sum_{i=1}^n n_i^k) + d$ for some constants $c,d$ and $k$, where $n_i$ is the size of the $i$th argument. Then, there is a function $f : \mathbb{W}(k)^p \to \mathbb{W}(0)^q$ of $\mathbb{T}_k(\mathbb{W})$ such that for each $u$, $f(u) = \phi(u)$. 

Proof. A configuration of $M$ is encoded by a $m + 1$-plet of $\mathbb{W}(0)$ which represents the state and the value of the $m$ registers of $M$. Then, it is not difficult to design a function \( \text{next} : \mathbb{W}(0)^{m + 1} \to \mathbb{W}(0)^{m + 1} \), which given a configuration, produces the next configuration wrt $M$. The function \( \text{next} \) is based on nested flat recursions over $\mathbb{W}(0)$. To illustrate the construction of \( \text{next} \), consider that the register machine $M$ has just two registers $R_1$ and $R_2$. We define the function \( \text{next} \) for each state of $M$ by using flat recursion in order to match a state and to switch to the right transition. The next configuration depends on the finite function \text{LABEL} of $M$. For example if in state $s_i$, the value of $R_2$ is replaced by the value of $R_1$, and the next state is $s_j$, we define \( \text{next} \) by flat recursion such that \( \text{next}(s_i, R_1, R_2) = (s_j, R_1, R_1) \).

Now, we have to iterate \( \text{next} \) within the polynomial time bound. For this we use Lemma 4.5 since it is a simple polynomial.

Therefore, there is a function \( \text{loop} : \mathbb{W}(k)^p, \mathbb{W}(0)^{m + 1} \to \mathbb{W}(0)^{m + 1} \) such that

\[
\text{loop}(x_1, \ldots, x_p, y) = \text{next}^{(c. \sum_{i=1}^{p} |x_i|^k) + d(y)}.
\]

We conclude by taking \( f(x_1, \ldots, x_p) = \theta(\text{loop}(x_1, \ldots, x_p, \text{init})) \), where $\theta$ is a composition of projections and \( \text{init} \) is the initial configuration, that is \( \text{init} = (\text{BEGIN}, x_1, \ldots, x_p, 0_0, \ldots, 0_0) \).

Lemma 4.8. Assume that \( f : \mathbb{W}(k_1)^{p_1}, \ldots, \mathbb{W}(k_n)^{p_n} \to \mathbb{W}(r)^a \) is in $I_0(\mathbb{W})$. Then there is a polynomial $P$ of degree $k$, or less, such that for any $u_1, \ldots, u_n$, the computation of \( f(u_1, \ldots, u_n) \), on register machines, is performed in time bounded by

\[
P(\max\{|u_i| \text{ where the tier of } u_i \text{ is greater than } 0, \text{ that is } k_i > 0\})
\]

Proof. The proof goes by induction on $k$. Suppose that $f \in I_0(\mathbb{W})$. In this case, the definition of $I_0(\mathbb{W})$ claims that $f$ is not defined by strict ramified recursion. Hence, it is not hard to compute $f$ in constant time.

Now, suppose that $f \in I_{k+1}(\mathbb{W})$. There are two main cases that we are considering below.

First, $f$ is obtained by $k + 1$-ramified recursion. We compute a loop whose length is bounded by the length of the first argument $u_1$. We begin by evaluating $v_0 = h_e(u_2, \ldots, u_n)$. Next we compute $h_\alpha(u_2, \ldots, u_n, v_0)$ where $\alpha$ is the last letter of $u_1$. And, we repeat this process till we have consumed all letters of the recursion argument $u_1$. As usual with tiering system, the key point is that the runtime of the auxiliary functions $h_a$ and $h_b$ does not depend on tier 0 values. Hence we associate three polynomials $P_e$, $P_a$ and $P_b$ satisfying the induction hypothesis. The runtime of $f$ is bounded by $P_e(\max\{|u_i| \text{ where } k_i > 0\}) + |u_1| \times \max_{\alpha=a,b}(P_\alpha(\max\{|u_i| \text{ where } k_i > 0\}))$. Since $h_e, h_a$, and $h_b$ have domains which have strictly lower tiers than $k + 1$, it follows that degrees of the corresponding polynomials, $P_e$, $P_a$ and $P_b$ are at most $k$ by induction hypothesis. As a consequence, there is a polynomial which bounds $P_e(X) + X. \max_{\alpha=a,b}(P_\alpha(X))$ of degree at most $k + 1$. This polynomial is an upper bound on $f$’s runtime.

Second, $f$ is defined by composition. Say that \( f(\vec{x}) = h(\vec{x}, g(\vec{x})) \). There are two cases to consider. The first is when the output tier of $g$ is 0. In this case, the runtime of $f$ is bounded by the sum of the runtime of $g$ and $h$. The second is when the output tier of $g$ is strictly greater than 0. Then, the runtime of $g$ is constant because $g$ cannot be defined by recursion. It follows that the runtime of $f$ is bounded by the runtime of $h$ plus an additive constant (due to $g$).
5. Diagonalization with dependent tiers

In this section, we consider again the sequence \((F_k)_k\) parameterized by a strictly increasing function \(g\). Recall that, \(F_k\) iterates \(n^k\) times a function \(g\) and is in \(\mathcal{I}_k(\mathbb{W})\). Each function of \(\mathcal{I}_k(\mathbb{W})\) is eventually dominated by composition of \(F_k\) at tier 0. But, \(F_k\) is not in \(\mathcal{I}_{k+1}(\mathbb{W})\). This leads us to ask two questions: How to jump from \(\mathcal{I}_k(\mathbb{W})\) to \(\mathcal{I}_{k+1}(\mathbb{W})\)? And how to jump outside \(\cup_k \mathcal{I}_k(\mathbb{W})\)? In other words, this leads us to investigate jump operators, which allows to define \((F_k)_k\) sequence of functions by iteration and to diagonalize it in order to compute a function, which is not in \(\cup_k \mathcal{I}_k(\mathbb{W})\).

5.1. Jumping from \(\mathcal{I}_k(\mathbb{W})\) to \(\mathcal{I}_{k+1}(\mathbb{W})\).

In order to answer to the first question, we introduce an operator \(\Delta[\_]\) such that for each \(k\), \(\Delta[F_k]: \mathbb{W}(k+1), \mathbb{W}(k), \mathbb{W}(0) \rightarrow \mathbb{W}(0)\) and

\[
\Delta[F_k](0_{k+1}, x, y) = y
\]

\[
\Delta[F_k](S_{k+1}(r), x, y) = F_k(x, x, \Delta[F_k](r, x, y))
\]

From definitions, it is clear that \(\Delta[F_k](r, x, y) = F_{k+1}(r, x, y)\). Observe also, that the operator \(\Delta[\_]\) respects the strict ramification principle.

**Definition 5.1.** Let \(h: \mathbb{W}(k_1)^{p_1}, \ldots, \mathbb{W}(k_n)^{p_n} \rightarrow \mathbb{W}(r)^q\) be an \(n\)-placed function and let \(f: \mathbb{W}(k) \rightarrow \mathbb{W}(0)\) be a 1-placed function. We say that \(h\) is dominated by \(f\) if \(|h(x_1, \ldots, x_n)| \leq |f(x)|\) holds for all \(x_1, \ldots, x_n\) and \(x\) with \(x_1 \leq x, \ldots, x_n \leq x\).

**Proposition 5.2.** Each function \(h\) of \(\mathcal{I}_k(\mathbb{W})\) is dominated by \(f_k(x) = \Delta[F_k](a, x, b)\) for some \(a \in \mathbb{W}(k+1)\) and \(b \in \mathbb{W}(0)\).

**Proof.** Since \(\mathcal{I}_k(\mathbb{W}) = \text{DTIME}(n^k)\), there is \(a'\) and \(b'\) such that for all \(x_1, \ldots, x_n\),

\[
|h(x_1, \ldots, x_n)| \leq a' \left(\sum |x_i|^k\right) + b'
\]

Let \(a = A'_{k+1}(0_{k+1})\) and \(b = A''_0(0_0)\) be two words such that \(|a| = a'\) and \(|b| = b'\). It follows that for all \(x_1, \ldots, x_n\) and \(x\) with \(|x_1| \leq x, \ldots, |x_n| \leq x\), we have \(|h(x_1, \ldots, x_n)| \leq \Delta[F_k](a, x, b)\). Indeed,

\[
|h(x_1, \ldots, x_n)| \leq |g|^{|a|} |x|^k (b) | \quad \text{since } g \text{ is assumed strictly monotonic}
\]

\[
\leq |F_{k+1}(a, x, b)| \quad \text{by Lemma 4.2}
\]

\[
= |\Delta[F_k](a, x, b)| \quad \text{by dfn}
\]

\[\square\]

But, the important point here is that an operator like \(\Delta[\_]\) allows to escape \(\mathcal{I}_k(\mathbb{W})\) because \(\Delta[F_k] = F_{k+1}\) is not in \(\mathcal{I}_k(\mathbb{W})\). We now iterate \(\Delta[\_]\) starting from \(F_0\) in order to produce the chain of monotonic \(F_k\) functions, as follows:

\[
\Delta[0][F_0](r, x, y) = F_0(r, x, y)
\]

\[
\Delta[k+1][F_0](r, x, y) = \Delta[\Delta[k][F_0]](r, x, y)
\]

We say that the \(k\)th iterate of \(F_0\) is \(\Delta[k][F_0]\).

**Proposition 5.3.** For all \(k \in \mathbb{N}, r \in \mathbb{W}(k), x \in \mathbb{W}(k)\) and \(y \in \mathbb{W}(0)\), we have

\[
\Delta[k][F_0](r, x, y) = F_k(r, x, y)
\]
Proof. The proof goes by induction on $k$. The base case is immediate. Next,

$$
\Delta^{k+1}[F_0](r, x, y) = \Delta[\Delta^k[F_0]](r, x, y) \quad \text{by dfn}
$$

$$
= \Delta[F_k](r, x, y) \quad \text{Ind. Hyp.}
$$

$$
= F_{k+1}(r, x, y) \quad \text{by dfn}
$$

Therefore, the $k+1$th iterate of $F_0$ is in $I_{k+1}(W)$ but not in $I_k(W)$.

Remark 5.4. The jump operator $\Delta[\cdot]$ can be applied to any function of type $W(k), W(\max(k-1,0)), W(0) \rightarrow W(0)$.

5.2. Jumping outside $\bigcup_k I_k(W)$.

We define next a 4-placed operator $\Delta^\omega$ based on a double recursion. It is a nested recursion based on lexicographic ordering.

$$
\Delta^\omega[g](0, r, x, y) = g(y)
$$

$$
\Delta^\omega[g](k+1, 0_{k+1}, x, y) = y
$$

$$
\Delta^\omega[g](k+1, S_{k+1}(r), x, y) = \Delta^\omega[g](k, x, x, \Delta^\omega[g](k+1, r, x, y))
$$

Here, $\Delta^\omega$ is parameterized by $g$.

Proposition 5.5. For all $k, r, x$ and $y$, we have

$$
\Delta^\omega[g](k, r, x, y) = \Delta^k[F_0](r, x, y)
$$

Proof. By induction on $k$ and $r$.  

If we fix the first argument $k$, we iterate on the second argument $r$ of tier $k$ and we compute $F_k$. Now, if we fix the second argument $r$, we jump from tier to tier which allows to get outside each function set $I_k(W)$, computing the successive iterate of $F_0$. So, $\Delta^\omega$ allows us to jump outside each $I_k(W)$ for any $k$.

Proposition 5.6. The 4 placed function $\Delta^\omega[A_0]$ is not in $\bigcup_{k \in \mathbb{N}} I_k(W)$.

Proof. We set $\phi(x) = \Delta^\omega[A_0]([x], x, x, x)$ for all $x$. We have

$$
\phi(x) = \Delta^\omega[A_0]([x], x, x, x)
$$

$$
= \Delta[x][F_0](x, x, x) \quad \text{by Prop. 5.5 where } g = A_0
$$

$$
= F_{|x|}(x, x, x) \quad \text{by Prop. 5.3}
$$

$$
= A_0^{[x][x]}(x) \quad \text{by Prop. 4.2 when } |x| > 0
$$

We see that $|\phi(x)| = |x||x|+1 + |x|$ which is clearly not in $\bigcup_{k \in \mathbb{N}} I_k(W)$ in which each function is polynomially bounded as it has been established in Theorem 4.6. 

The operator $\Delta^\omega$ produces a function, which is not in $\bigcup_{k \in \mathbb{N}} I_k(\mathbb{W})$. That is, $\Delta^\omega[g]$ is not a ramified function in $\bigcup_{k \in \mathbb{N}} I_k(\mathbb{W})$ if $g$ is increasing. However, we may see that intuitively the “domain” depends on the first argument, and so we should write $\Delta^\omega[g] : \forall k \in \mathbb{N}. \mathbb{W}(k), \mathbb{W}(k), \mathbb{W}(0) \rightarrow \mathbb{W}(0)$. To formalize this idea, we now introduce a typed lambda-calculus with very restricted dependent types and arithmetical gadgets.

6. An applied lambda-calculus with dependent types

6.1. Types, terms, and rules. We propose a typed $\lambda$-calculus $\lambda D^\omega$ in which types depend on tiers. For this, we have a base type $\omega$ to denote tiers and a unary predicate $\mathbb{W}$ of kind $\omega \Rightarrow *$, which is intended to name words at each tier.

Raw expressions, Kinds, types and terms, are defined following the grammar rules:

\[
\begin{align*}
\text{(Type constructors)} & \quad \alpha ::= \omega \mid \mathbb{W} \\
\text{(Kinds)} & \quad \kappa ::= * \mid \tau \Rightarrow \kappa \\
\text{(Types)} & \quad \tau ::= \alpha \mid \tau \times \tau \mid \forall x.\tau \mid \tau M \\
\text{(Term constructors)} & \quad c ::= \diamond \mid S \mid 0 \mid A \mid B \mid \langle \_ \_, \_ \rangle \mid \pi_1 \mid \pi_2 \mid \text{flat} \mid \text{diag} \\
\text{(Terms)} & \quad M ::= c \mid x \mid (MM) \mid \lambda x.M
\end{align*}
\]

where $x$ is a variable.

The types assigned to type and term constructors are given in Figure 1. We may omit some brackets of a type or of a term using familiar Currying conventions.

A term $M$ is of type $\tau$, that we write $M : \tau$, if there is a derivation of $\vdash M : \tau$ following the typing rules of Figure 2. We note $\text{dom}(\Gamma)$ the set of (term) variables declared in $\Gamma$.

The one step (contextual) reduction $\triangleright$ is defined in Figure 3. The transitive closure of $\triangleright$ is $\triangleright^*$. Here $M[x \leftarrow N]$ means the usual substitution of all free occurrences of $x$ in $M$ by $N$.

**Remark 6.1.**

1. As usual, $\tau \Rightarrow \kappa$ and $\tau \rightarrow \tau'$ are short cuts for $\Pi x : \tau.\kappa$ and $\forall x : \tau.\tau'$, when $x$ is not occurring in $\kappa$ or $\tau'$.
2. There is no type variable (except type constructors).
3. In fact, we just consider two kinds $*$ and $\omega \Rightarrow *$, because we have no introduction rules for kinds.
4. The two previous points imply that in a judgment of the form $\Gamma \vdash M : \sigma$, if $(x : \tau)$ is in $M$, then $\tau$ is either $\omega$ or $\mathbb{W}(t)$ for some term $t$ of type $\omega$.

The system $\lambda D^\omega$ can be translated in the system $T$ of G"{o}del and so it has the Church-Rosser and strong normalization properties.

6.2. Function representation at a given tier.

A natural number $k$ is represented by $k$ thus:

\[
\begin{align*}
0 &= \diamond \\
Sx &= x + 1
\end{align*}
\]

And a word $u$ of $\mathbb{W}$ is represented by $u_k$ at tier $k$ thus

\[
\begin{align*}
\mathbb{E}_k = (0_k) & \quad a(x)_k = (A_k \overline{x}_k) & \quad b(x)_k = (B_k \overline{x}_k)
\end{align*}
\]
Type constructors

\[ \vdash \omega : * \]
\[ \vdash W : \omega \Rightarrow * \]

Terms of type \( \omega \)

\[ \vdash \diamond : \omega \]
\[ \vdash S : \omega \rightarrow \omega \]

Tiered words

\[ \vdash 0 : \forall k. W(k) \]
\[ \vdash A : \forall k. W(k) \rightarrow W(k) \]
\[ \vdash B : \forall k. W(k) \rightarrow W(k) \]

Pairing and projections

\[ \vdash (\cdot, \cdot) : \forall k. W(k) \rightarrow W(k) \rightarrow W(k) \times W(k) \]
\[ \vdash \pi^1 : \forall k. W(k) \times W(k) \rightarrow W(k) \]
\[ \vdash \pi^2 : \forall k. W(k) \times W(k) \rightarrow W(k) \]

Flat recursion

\[ \vdash \text{flat} : \forall k. \tau \rightarrow (W(k) \rightarrow \tau)^2 \rightarrow W(k) \rightarrow \tau \]

Double tiered recursion

\[ \vdash \text{diag}_p : (W(\diamond)^p \rightarrow W(\diamond)^p) \rightarrow \forall k. W(k) \rightarrow W(k) \rightarrow W(\diamond)^p \rightarrow W(\diamond)^p \]

Figure 1: Types of type and term constructors

**Definition 6.2.** Let \( \phi : W^p+p' \rightarrow W^q \). The function \( \phi \) is represented at tier \( k \) if there is a term \( M : W^k(p) \rightarrow W^k(p') \rightarrow W^k(q) \) such that for all \( u_1 \ldots u_p \) of \( W^p \) and for all \( v_1 \ldots v_{p'} \) of \( W^{p'} \)

\[ M \overset{u_1k \ldots u_{p}k \ldots v_10 \ldots v_{p'}0}{\supseteq} \phi(u_1, \ldots, u_p, v_1, \ldots, v_{p'}) \]

We define \( CI_k(W) \) as the set of functions which are represented at tier \( k \).

**Lemma 6.3.** Each function \( g : W(0)^p \rightarrow W(0)^q \) in \( I_0(W) \) is represented at tier 0, and so is in \( CI_0(W) \).

**Proof.** The proof is done by induction on the definition of \( g \). \[\Box\]

The construction of a polynomial length iterator in \( \lambda D^\omega \) follows closely the lines of the demonstration of Lemma 4.5. It is obtained by composition from \( F_k \) functions, which are representable at tier \( k \) following the Lemma below.

**Lemma 6.4.** For each \( k \), the function \( F_k \) parameterized by a function \( g : W(0)^p \rightarrow W(0)^p \), is represented at tier \( k \), and so is in \( CI_k(W) \).
Kinding rules
\[
\frac{\Gamma \vdash \phi : \tau \Rightarrow \kappa \quad \Gamma \vdash t : \tau}{\Gamma \vdash \phi t : \kappa} \Rightarrow \text{elim}
\]

Typing rules
\[
\frac{\Gamma \vdash \tau : *}{\Gamma, x : \tau \vdash x : \tau}\quad \text{Variable, } x \not\in \text{dom}(\Gamma)
\]
\[
\frac{\Gamma \vdash c : \tau}{\Gamma \vdash c : \tau}\quad \text{where } c \text{ is a type or a term constructor of type } \tau
\]
\[
\frac{\Gamma, x : \tau \vdash M : \sigma}{\Gamma \vdash \lambda x. M : \tau \rightarrow \sigma} \rightarrow \text{intro}
\]
\[
\frac{\Gamma \vdash M : \tau \rightarrow \sigma \quad \Gamma \vdash N : \tau}{\Gamma \vdash MN : \sigma} \rightarrow \text{elim}
\]
\[
\frac{\Gamma, x : \omega \vdash M : \tau \quad \forall \text{ intro, and } x \not\in \text{dom}(\Gamma)}{\Gamma \vdash \lambda x. M : \forall x. \tau}
\]
\[
\frac{\Gamma \vdash M : \forall x. \tau \quad \Gamma \vdash k : \omega}{\Gamma \vdash Mk : \tau[x \leftarrow k] \forall \text{ elim}}
\]

Weakening rule
\[
\frac{\vdash \tau : * \quad \Gamma \vdash M : \sigma}{\Gamma, x : \tau \vdash M : \sigma} \quad \text{Weakening, } x \not\in \text{dom}(\Gamma) \text{ and } M \text{ is a term or a type}
\]

Downcasting rule
\[
\frac{\Gamma \vdash M : W(S(t))}{\Gamma \vdash M : W(t)} \quad \text{Downcasting}
\]

Figure 2: Typing rules.

Proof. The previous lemma 6.3 gives a term \(N : W(\diamond)^p \rightarrow W(\diamond)^p\), which represents \(g\). Now, for each \(k\), we define a sequence of terms \((M_k)_k\) parameterized by \(N\) by
\[
M_k = \lambda x \lambda y \lambda z. (\text{diag}_p N_k x y z) \quad \text{of type } W(k) \rightarrow W(k) \rightarrow W(\diamond)^p \rightarrow W(\diamond)^p
\]
We can check that \(F_k\) is represented at tier \(k\) by \(M_k\) by induction on \(k\) and the first parameter of \(M_k\):
\[ \beta\text{-reduction} \]

\[ (\lambda x. M) N \triangleright M[x \leftarrow N] \]

\[ \text{projections} \]

\[ (\pi^1 k \ (M, N)_k) \triangleright M \]

\[ (\pi^2 k \ (M, N)_k) \triangleright N \]

\[ \text{flat recursion} \]

\[ (\text{flat } k h_a h_b \ (0 \ k)) \triangleright h_a \]

\[ (\text{flat } k h_a h_b \ (A \ k \ x)) \triangleright (h_a \ x) \]

\[ (\text{flat } k h_a h_b \ (B \ k \ x)) \triangleright (h_b \ x) \]

\[ \text{double recursion where } J = A, B \]

\[ (\text{diag}_p g \odot z \ x \ y) \triangleright (g \ y) \]

\[ (\text{diag}_p g \ (S \ k) \ 0 \ x \ y) \triangleright y \]

\[ (\text{diag}_p g \ (S \ k) \ (J \ k \ r) \ x \ y) \triangleright (\text{diag}_p g \ k \ x \ x \ (\text{diag}_p g \ (S \ k) \ r \ x \ y)) \]

Figure 3: Rules of computation

For \( k = 0 \) and for all \( u, v \) and \( w \), we have

\[ (M_0 \ u_0 \ v_0 \ w_0) = \left( \text{diag}_p N \ 0 \ u_0 \ v_0 \ w_0 \right) \]

\[ \triangleright \ (N \ u_0) = g(w)_0 = F_0(u, v, w)_0 \]

For \( k + 1 \), we proceed by induction on the first argument \( u \) of \( M_{k+1} \). First, for all \( v \) and \( w \), we have

\[ M_{k+1} \ v_{k+1} \ w_0 = \text{diag}_p N \ k + 1 \ v_{k+1} \ w_0 \]

\[ \triangleright w_0 = F_{k+1}(\epsilon, v, w)_0 \]

\[ M_{k+1} \ i(u)_{k+1} \ v_{k+1} \ w_0 = \text{diag}_p N \ k + 1 \ i(u)_{k+1} \ v_{k+1} \ w_0 \]

\[ \triangleright (\text{diag}_p N \ k \ v_k \ v_k \ (\text{diag}_p N \ k + 1 \ v_{k+1} \ v_{k+1} \ w_0)) \]

\[ = F_k(v, v, F_{k+1}(u, v, w)_0) = F_{k+1}(i(u), v, w)_0 \]

In conclusion, for all \( k, u, v \) and \( w \), we have

\[ M_k \ u_k \ v_k \ w_0 = F_k(u, v, w)_0 \]

It is also worth to see that by Lemma 4.2

\[ M_k \ u_k \ v_k \ w_0 = g_{|u|,|v|,|w|}^k(w)_0 \]

The following Lemma corresponds to Lemma 4.2
Lemma 6.5. Any polynomial $P[X]$ of degree $k$ with natural coefficients is represented at tier $k$ in $CI_k(\mathbb{W})$. More precisely, assume that $N : W(0)^p \rightarrow W(0)^p$. Then, there is a term $P_k : W(k), W(0)^p \rightarrow W(0)^p$ in $CI_k(\mathbb{W})$ such that for each $u$ and $v$,

$$P_k \ u_k \ v_0 \ \triangleright^* (N^{P([u_1, \ldots, u_n])} \ v_0) \quad (6.1)$$

Proof. The proof goes by induction. Suppose that the degree of $P$ is $k + 1$. Hence, $P(x) = c \cdot x^{k+1} + Q(x)$ where the degree of $Q$ is less or equal to $k$. Suppose that $M'$ satisfies the induction hypothesis wrt $Q$. We define $M'_{k+1}$ by composition as follows

$$M_{k+1}^d \ x \ y = (M' \ x \ y)$$

$$M_{k+1}^{d+1} \ x \ y = (M_{k+1} \ x \ x \ (M_{k+1}^d \ x \ y)) \quad d < c$$

where $(M_k)_k$ is the sequence of terms defined in the demonstration of the previous Lemma, and computes $(F_k)_k$. The type of $M_{k+1}^d$ is $W(k+1) \rightarrow W(0)^p \rightarrow W(0)^p$ for any $d$. We set $P_{k+1} = M'_{k+1}$. \hfill \square

As a direct consequence of the above Lemma, we have a result which is analogous to Lemma 4.5.

Corollary 6.6. Let $P[X_1, \ldots, X_n]$ be a simple polynomial of degree $k$.
There is a term $P : W(k)^n, W(0)^p \rightarrow W(0)^p$ such that for each $u_1, \ldots, u_n$, and $v$,

$$(P \ u_1, \ldots, u_n, v_0) \ \triangleright^* (N^{P([u_1, \ldots, u_n])} \ v_0)$$

where $N : W(0)^p \rightarrow W(0)^p$.

Proof. The proof is done by induction on the number of variables. The base case is a consequence of Lemma 6.5. Suppose that the simple polynomial $P$ has $n + 1$ variables $X_1, \ldots, X_n, X_{n+1}$. Since $P$ is simple, we write it as the sum $P(X_1, \ldots, X_n, X_{n+1}) = P'(X_1, \ldots, X_n) + P''(X_{n+1})$. Suppose that $P'$ ($P''$) satisfies the induction hypothesis wrt $P'$ (resp. $P''$). We define $P$ by

$$(P \ x_1, \ldots, x_{n+1}) = (P' \ x_1, \ldots, x_n (P'' \ x_{n+1} \ y))$$

\hfill \square

Theorem 6.7. The set of functions $\mathcal{I}_k(\mathbb{W})$ is exactly the set $C\mathcal{I}_k(\mathbb{W})$, that is the class $DTIME(n^k)$.

Proof. First, we establish that $DTIME(n^k) \subseteq C\mathcal{I}_k(\mathbb{W})$. For this, observe that the transition function $next$, which is defined in the proof of Lemma 4.7, is represented at tier 0, by a term of type $W(0)^{m+1} \rightarrow W(0)^{m+1}$. We iterate $next$ by using Corollary 6.6.

Conversely, we show that $C\mathcal{I}_k(\mathbb{W}) \subseteq \mathcal{I}_k(\mathbb{W})$. For this, let $f$ be a function represented at tier $k$ by a term $M$. In other words, there is a normal derivation $\triangledown$ such that $\vdash M : W(k)^p \rightarrow W(0)^q$. Observe that if $x$ is a variable of $M$, the type of $x$ is $W(k')^{p'}$, $k' \leq k$ and $p' \leq p$. So, a subterm $t$ of $M$ of type $\omega$ does not contain a variable (of type $\omega$) and so represents a natural number, that is $t = r$ for some $r$. Therefore, the term $M$ denotes a function of $\mathcal{I}_k(\mathbb{W})$. The proof is complete by Theorem 4.6. \hfill \square
6.3. Jumping outside. Let $\phi : W \rightarrow W$. The function $\phi$ is represented at tier $\omega$ if there is a term $M : \forall k. W(k)^9 \rightarrow W(\phi)^9$ such that for all $u$,

$$M \left\langle k \upharpoonright u_k \right\rangle \upharpoonright 0$$

where $k = |u|$

We define $CL_\omega(W)$ as the set of functions which are represented at tier $\omega$.

**Proposition 6.8.** There is a function represented at tier $\omega$ which is not representable at tier $k$, for any $k$. In other words, this function is not $\bigcup_k I_k(W)$.

**Proof.** The function $\Delta^\omega[A_0]$ is representable at tier $\omega$. As the consequence, we can define the exponential as follows: $E = \lambda k \lambda x. (\text{diag}_1(A \circ k x x) x x x)$ of type $\forall k. W(k) \rightarrow W(0)$. We have $E \left\langle u \upharpoonright u \right\rangle \upharpoonright e$ and $|e| \geq |u| + 1 + |u|$, for all $u$. \hfill $\square$

6.4. Other ways to jump. We have presented a manner of constructing an exponential function by diagonalizing functions defined by strict ramified recursion. There are other approaches. In [12], Leivant ramifies the system $T$ of Gödel [8] by introducing an atomic type constructor $\Omega(\tau)$ which allows to perform recursion over type $\tau$ terms. Thus, he obtains a characterization of $\text{FPTIME}$ and of the elementary functions.

Bellantoni and Niggl [4] characterized the Grzegorczyk hierarchy starting from the class $\text{FPTIME}$. For this, they define a rank function which, roughly speaking, is a bound on the number of nested recursions. The work of Caporaso, Covino and Pani seems also related to the research presented in this paper, see [6]. We are also aware of other related works like the one of Oitavem [15] or the one of Beckmann and Weiermann [2]. Finally, Danner [7] proposed a ramified Gödel system $T$ with a dependant typing system to study primitive recursive functions.
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