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Abstract

We investigate propagation of chaos for mean field Markov Decision Process with common noise (CMKV-MDP), and when the optimization is performed over randomized open-loop controls on infinite horizon. We first state a rate of convergence of order $M_N^\gamma N$, where $M_N$ is the mean rate of convergence in Wasserstein distance of the empirical measure, and $\gamma \in (0, 1]$ is an explicit constant, in the limit of the value functions of $N$-agent control problem with asymmetric open-loop controls, towards the value function of CMKV-MDP. Furthermore, we show how to explicitly construct $(\varepsilon + O(M_N^\gamma))$-optimal policies for the $N$-agent model from $\varepsilon$-optimal policies for the CMKV-MDP. Our approach relies on sharp comparison between the Bellman operators in the $N$-agent problem and the CMKV-MDP, and fine coupling of empirical measures.

1 Introduction

We consider a social planner problem with $N$ cooperative agents in a mean-field discrete time model with common noise over an infinite horizon. The controlled state process $X = (X^i)_{i \in [1,N]}$ of the $N$-agent model is given by the dynamical random system

\[
\begin{aligned}
X_0^i &= x_0^i, \\
X_{t+1}^i &= F(X_t^i, \alpha_t^i, \frac{1}{N} \sum_{j=1}^N \delta_{(X_t^j, \alpha_t^j)} \varepsilon_{t+1}^i, \varepsilon_{t+1}^0), \quad t \in \mathbb{N}.
\end{aligned}
\]

Here, $x_0^i$, $i \in [1,N]$, are the initial states valued in a compact Polish space $\mathcal{X}$ with metric $d$, $(\varepsilon_t^i)_{i \in [1,N]}$ is a family of mutually i.i.d. random variables on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$, valued in some measurable space $E$, and representing idiosyncratic noises, while $(\varepsilon_0^i)_{i \in [1,N]}$ is another family of i.i.d. random variables valued in some measurable space $E^0$, and representing the common noise (independent of idiosyncratic noise). The control $\alpha_t^i$ followed by agent $i$, is a process, valued in some compact Polish space $\mathcal{A}$ with metric $d_A$, and adapted with respect to the filtration $(\mathcal{F}_t^N)_{t \in \mathbb{N}}$ generated by $\varepsilon = ((\varepsilon_t^i)_{i \in [1,N]}, \varepsilon_t^0)_{t \in \mathbb{N}}$, and also completed with a family of
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mutually i.i.d. uniform random variables $U = (U^i_t)_{i \in [1,N], t \in \mathbb{N}}$ that are used for randomization of the controls. The mean-field interaction between the agents is formalized via the state transition function $F$ by the dependence upon the empirical measure of both state/action of all the other agents: here $F$ is a measurable function from $\mathcal{X} \times A \times \mathcal{P}(\mathcal{X} \times A) \times E \times E^0$ into $\mathcal{X}$, where $\mathcal{P}(\mathcal{X} \times A)$ is the space of probability measures on the product space $\mathcal{X} \times A$.

The objective of the social planner is to maximize over the set $\mathcal{A}$ of $A^N$-valued $(\mathcal{F}^N_t)_{t \in \mathbb{N}}$-adapted processes $\alpha = (\alpha^i_t)_{i \in [1,N], t \in \mathbb{N}}$ a criterion in the form

$$
V^\alpha_N(x_0) := \mathbb{E} \left[ \frac{1}{N} \sum_{t=1}^{\infty} \sum_{i=0}^{N} \beta^t f(X^i_t, \alpha^i_t, \frac{1}{N} \sum_{j=1}^{N} \delta_{(X^j_t, \alpha^j_t)}) \right],
$$

where we set $x_0 = (x^i_0)_{i \in [1,N]} \in \mathcal{X}^N$ for the initial state of the $N$ agent system. Here $\beta \in (0,1)$ is a discount factor, and $f$ is a bounded measurable real-valued function on $\mathcal{X} \times A \times \mathcal{P}(\mathcal{X} \times A)$. The value function for this optimization problem is defined on $\mathcal{X}^N$ as

$$
V_N(x_0) := \sup_{\alpha \in \mathcal{A}} V^\alpha_N(x_0),
$$

and we notice that problem (1.1)-(1.2) is a standard Markov Decision Process (MDP) with state space $\mathcal{X}^N$, action space $A^N$, and (randomized) open-loop controls, and is the mathematical framework for reinforcement learning with multiple agents in interaction.

Let us now formulate the asymptotic mean-field problem when the number of agents $N$ goes to infinity. This consists formally in replacing empirical distributions by theoretical ones in the dynamic system and gain functions. The controlled state process $X$ of the representative agent is given by

$$
\begin{align*}
X_0 &= \xi_0, \\
X_{t+1} &= F(X^\alpha_t, \alpha_t, \mathbb{P}^0_{(X^\alpha_t, \alpha_t)}, \varepsilon_{t+1}, \varepsilon_{t+1}), \quad t \in \mathbb{N},
\end{align*}
$$

where we have renamed the uniform random sequence $(U^i_t)_{t \in \mathbb{N}}$ and the noise $(\varepsilon^i_t)_{t \in \mathbb{N}}$ by $(U_t)_{t \in \mathbb{N}}$ and $(\varepsilon_t)_{t \in \mathbb{N}}$, and the initial state $\xi_0$ is a $\mathcal{G}$-measurable random variable, with $\mathcal{G}$ a $\sigma$-algebra independent of $(U_t)_{t \in \mathbb{N}}, (\varepsilon_t)_{t \in \mathbb{N}}, (\varepsilon^0_t)_{t \in \mathbb{N}}$, with distribution law $\mu_0 = \mathcal{P}(\mathcal{X})$ (the set of probability measures on $\mathcal{X}$). The control process $\alpha$ is an $A$-valued process, adapted with respect to the filtration generated by $\mathcal{G}$, $(U_t)_{t \in \mathbb{N}}, (\varepsilon_t)_{t \in \mathbb{N}}, (\varepsilon^0_t)_{t \in \mathbb{N}}$, denoted by $\alpha \in \mathcal{A}$. Here $\mathbb{P}^0$ and $\mathbb{E}^0$ represent the conditional probability and expectation knowing the common noise $\varepsilon^0$, and then, given a random variable $Y$, we denote by $\mathbb{P}^0_Y$ or $\mathbb{E}^0(Y)$ its conditional law knowing $\varepsilon^0$. The McKean-Vlasov (or mean-field) control problem consists in maximizing over randomized open-loop controls $\alpha$ in $\mathcal{A}$ the gain functional

$$
V^{\alpha}(\xi_0) := \mathbb{E} \left[ \sum_{t=0}^{\infty} \beta^t f(X_t, \alpha_t, \mathbb{P}^0_{(X_t, \alpha_t)}) \right].
$$

The value function to this optimization problem is defined on $\mathcal{P}(\mathcal{X})$ by

$$
V(\xi_0) := \sup_{\alpha \in \mathcal{A}} V^{\alpha}(\xi_0),
$$

and we recall from [16] that $V$ depends on $\xi_0$ only through its distribution (invariance in law), and we denote by misuse of notation: $V(\mu_0) = V(\xi_0)$. Problem (1.3)-(1.4) is called mean-field
Markov Decision Process with common noise, or conditional McKean-Vlasov Markov Decision Process (CMKV-MDP in short), with the peculiarity compared to standard MDP coming from the dependence of the state transition on the conditional distribution of the state/action. In view of propagation of chaos for particle systems usually derived for mean-field diffusion process (see [18]), it is expected that CMKV-MDP provides a mean-field approximation of the $N$-agent MDP model.

While the literature on mean-field control in continuous time, in particular the optimal control of McKean-Vlasov equations, is quite important, see the monograph [5] for an overview and related references, there are rather few papers devoted to the discrete time framework. One of the first works is [11] which studies the convergence of large interacting population process to a simple mean-field model when the state space is finite. The paper [17] studies a discrete-time McKean-Vlasov control problem with feedback controls on finite horizon, and derive the corresponding dynamic programming equation which is explicitly solved in the linear quadratic case. In [6], the authors consider mean-field control on infinite horizon with common noise with a discussion about connections between closed-loop and open-loop policies, and propose $Q$-learning algorithms. Our companion paper [16] deals with open-loop control and highlights the role of randomized controls with respect to standard Markov Decision Process (MDP). The value function is characterized as a fixed point Bellman equation defined on the space of probability measures, and existence of $\epsilon$-optimal randomized feedback controls is proved. The recent paper [1] studies mean-field control with deterministic closed-loop policies through the lens of MDP theory, and discusses the existence of optimal policies for the limiting mean-field problem as well as for the $N$-agent problem.

**Main contributions.** In this paper, we establish a quantitative propagation of result for the $N$-agent MDP towards the CMKV-MDP. Our contributions are twofold:

1. We show in Theorem 2.1 an explicit rate of convergence of the value functions under some assumptions to be precised later: there exists some positive constant $C$ (depending on the data of the problem) such that for all $\mathbf{x} = (x^i)_{i\in[1,N]} \in \mathcal{X}^N$,
   \[
   \left| V_N(\mathbf{x}) - V\left( \frac{1}{N} \sum_{i=1}^N \delta_{x^i} \right) \right| \leq CM_N^2,
   \]
   where $M_N$ is the mean rate of convergence in Wasserstein distance of the empirical measure (see [9]), and $\gamma \in (0, 1]$ is an explicit constant depending on $\beta$ and $F$.

2. We prove that any $\epsilon$-optimal randomized feedback policy for the CMKV-MDP (including the case $\epsilon = 0$, i.e., optimal randomized feedback policy whose existence is shown) yields either an approximate optimal feedback control or an approximate randomized feedback control for the $N$-agent MDP problem, in a constructive sense to be precised later with an explicit rate of convergence, see Theorems 2.2 and 2.3.

While the first statement for convergence of value function is important in theory, the second statement is particularly interesting in practice (but often less studied in the literature) since it means that if the McKean-Vlasov MDP is simpler to solve than the $N$-agent MDP (some examples and applications to targeted advertising are developed in the PhD thesis [15]), then one can compute an almost optimal randomized feedback policy for the McKean-Vlasov MDP, and then use it in the $N$-agent MDP: this will guaranty us to have an almost optimal control.
Related literature. The convergence of the $N$-individual problem to the limiting mean-field control problem has been first rigorously proved in [14] by tightness and martingale arguments for continuous-time controlled McKean-Vlasov equations. This result has been extended in [8] to the common noise case and when there is interaction via the joint distribution of the state and control. The paper [16] proved by viscosity solutions method via the characterization of the Hamilton-Jacobi-Bellman equation the convergence of the value function towards the $N$-agent problem to the value function of the mean-field control problem in the common noise case but without idiosyncratic noise. Rate of convergence of order $1/N$ has been stated in [12] by Backward Stochastic Differential Equations techniques but under the strong condition that there exists a smooth solution to the Master Bellman equation. The recent paper [4] removed this regularity assumption on the value function, and obtained an algebraic rate of convergence of order $N^{-\gamma}$ for some constant $\gamma \in (0,1]$. We mention also in the continuous-time framework the paper [7] which derived a rate of convergence of order $N^{-1/2}$ when the state space is finite.

The convergence of the value function in the $N$-agent problem in a discrete-time mean field framework has been studied in our companion paper [16]. However, it was assumed there that each agent used the same open-loop policy, applied to her own idiosyncratic noise and the common noise. In particular, agent’s controls cannot depend upon other agent’s idiosyncratic noises, and they have symmetric (or exchangeable) behaviours. This restriction was crucial for using propagation of chaos argument relying on a pathwise comparison between the state and control processes in the $N$-individual model and the McKean-Vlasov MDPs.

In this paper, we consider that the control of each agent can also depend upon the idiosyncratic noises of all the population, and that they can do so in a completely asymmetric way (i.e. each agent can use a different open-loop policy). This additional flexibility and generality in the definition of controls prevents us from coupling controls between the $N$-agent and the McKean-Vlasov MDPs in a one-to-one fashion as in [16]. In order to overcome this difficulty, we adopt quite different arguments by coupling the Bellman operators instead of the state/control process of the $N$-agent and CMKV MDPs. More precisely, the strategy of the proof is the following:

Idea of the proof.

(i) We first derive the Bellman equation for the $N$-agent MDP, with arguments similar to [16], i.e. we prove that $\mathcal{T}_N V_N = V_N$, where $\mathcal{T}_N$ is the operator defined by

$$\mathcal{T}_N W(x) := \sup_{a \in A^N} T_N^a W(x), \quad x \in \mathcal{X}^N,$$

with

$$T_N^a W(x) := \frac{1}{N} \sum_{i=1}^N f(x^i, a^i, \frac{1}{N} \sum_{j=1}^N \delta_{(x^j, a^i)} + \beta E[W\left(F(x^i, a^i, \frac{1}{N} \sum_{j=1}^N \delta_{(x^j, a^i)}), \epsilon_0\right)],$$

for $x = (x^i)_{i \in [1:N]} \in \mathcal{X}^N$, $a = (a^i)_{i \in [1:N]} \in A^N$. This property is obtained by seeing the $N$-agent MDP as a standard MDP on $\mathcal{X}^N$ with actions space $A^N$.

(ii) Then, we observe that the operators $T^a$ of the McKean-Vlasov MDP, derived in [16], are, formally, the limits of $T_N^a$ when $N \to \infty$, for $a \in L^0(\mathcal{X} \times [0,1], A)$ and $a \in A^N$ well coupled. Inspired by this formal observation, we “compare” $T_N^a$ to $T^a$ and prove that they are indeed “close” in some sense, for $N$ large. A key point is that $T_N^a$ is defined on $L^\infty_m(\mathcal{X}^N)$ (the set
of bounded measurable functions on $\mathcal{X}^N$, valued in $\mathbb{R}$) while $\mathbb{T}^a$ is defined on $L^\infty_m(\mathcal{P}(\mathcal{X}))$ (the set of bounded measurable functions on $\mathcal{P}(\mathcal{X})$, valued in $\mathbb{R}$). To compare both type of objects, we introduce a canonical way to associate to a function $W \in L^\infty_m(\mathcal{P}(\mathcal{X}))$ the function $\tilde{W} \in L^\infty_m(\mathcal{X}^N)$ by setting $\tilde{W}(x) = W\left(\frac{1}{N} \sum_{i=1}^N \delta_{x^i}\right)$.

(iii) Once the proximity between $\mathbb{T}^a$ and $\mathbb{T}^n$ is established in a general sense, we prove the proximity of the value functions $V_N$ and $V$ by seeing them as the unique fixed points of the Bellman operators $T_N = \sup_{\mathbb{P} \in \mathbb{P}(\mathcal{X}^N)} T^a$ and $T = \sup_{\mathbb{P}} L^\infty(\mathcal{X}^N)$, following the intuition that if two contracting operators are close, their unique fixed points should also be close.

(iv) Finally, we provide two procedures to build $O(\epsilon + M_N^a)$-optimal policies for the $N$-agent MDP from an $\epsilon$-optimal stationary randomized feedback policy for the McKean-Vlasov MDP. The idea is to view, for each MDP, any $\epsilon$-optimal policy as a policy satisfying the verification theorem, which is a property only linked to the Bellman operator, again following the intuition that if two Bellman operators are close, the policies satisfying their verification results should also be close.

Outline of the paper. The rest of the paper is organized as follows. We state the assumptions and we recall the dual Kantorovich-Rubinstein representation where $\mathbb{P}(\mathcal{X})$ is the set of Lipschitz functions on $\mathcal{X}$ with Lipschitz constant bounded by 1.

2 Main results

2.1 Notations and assumptions

The product space $\mathcal{X} \times A$ is equipped with the metric $d((x,a),(x',a')) = d(x,x') + d_A(a,a')$, $x,x' \in \mathcal{X}, a,a' \in A$. Likewise, we shall endow $\mathcal{X}^N$ with the metric $d_N(x,x') = \frac{1}{N} \sum_{i=1}^N d(x^i,x'^i)$ for $x = (x^i)_{i \in [1,N]}, x' = (x'^i)_{i \in [1,N]} \in \mathcal{X}^N$, $A^N$ with the metric $d_A,N(a,a') = \frac{1}{N} \sum_{i=1}^N d_A(a^i,a'^i)$ for $a = (a^i)_{i \in [1,N]}, a' = (a'^i)_{i \in [1,N]} \in A^N$, and $(\mathcal{X} \times A)^N$ with the metric $d_N((x,a),(x',a')) = \frac{1}{N} \sum_{i=1}^N d((x^i,a^i),(x'^i,a'^i))$ for $x,x' \in \mathcal{X}$ and $a,a' \in A$. When $(\mathcal{Y},d)$ is a compact metric space, the set $\mathbb{P}(\mathcal{Y})$ of probability measures on $\mathcal{Y}$ is equipped with the Wasserstein distance

$$W_d(\mu,\mu') := \inf \left\{ \int_{\mathcal{Y} \times \mathcal{Y}} d(y,y') \mu(dy,dy') : \mu \in \Pi(\mu,\mu') \right\},$$

where $\Pi(\mu,\mu')$ is the set of (coupling) probability measures on $\mathcal{Y} \times \mathcal{Y}$ with marginals $\mu$ and $\mu'$, and we recall the dual Kantorovich-Rubinstein representation

$$W_d(\mu,\mu') = \sup_{\phi \in Lip_1} \int_{\mathcal{Y}} \phi(y)(\mu - \mu')(dy), \quad (2.1)$$

where $Lip_1$ is the set of Lipschitz functions on $\mathcal{Y}$ with Lipschitz constant bounded by 1.

Given $x = (x^i)_{i \in [1,N]} \in \mathcal{X}^N$, and $a = (a^i)_{i \in [1,N]} \in A^N$, we denote by

$$\mu_N[x] := \frac{1}{N} \sum_{i=1}^N \delta_{x^i} \in \mathbb{P}(\mathcal{X}), \quad \mu_N[x,a] := \frac{1}{N} \sum_{i=1}^N \delta(x^i,a^i) \in \mathbb{P}(\mathcal{X} \times A),$$

where $\mathbb{P}(\mathcal{X})$ is the set of probability measures on $\mathcal{X}$.
and we recall that
\[ W_d(\mu_N[x, a], \mu_N[x', a']) \leq d_N((x, a), (x', a')). \] (2.2)

Given a random variable \( Y \) on \( (\Omega, \mathcal{F}, \mathbb{P}) \), we denote by \( \mathbb{P}_Y \) or \( \mathcal{L}(Y) \) its distribution law.

We make the following standing assumptions on the state transition function \( F \) and on the running reward function \( f \).

\((\text{HF}_{\text{lip}})\) There exists \( K_F > 0 \), such that for all \( a, a' \in A, e^0 \in E^0, x, x' \in \mathcal{X}, \mu, \mu' \in \mathcal{P}(\mathcal{X} \times A), \)
\[ \mathbb{E}[d(F(x, a, \mu, \varepsilon_1^0), F(x', a', \mu', \varepsilon_1^0))] \leq K_F(d((x, a), (x', a')) + W_d(\mu, \mu')). \]

\((\text{HF}_{\text{lip}})\) There exists \( K_f > 0 \), such that for all \( x, x' \in \mathcal{X}, a, a' \in A, \mu, \mu' \in \mathcal{P}(\mathcal{X} \times A), \)
\[ |f(x, a, \mu) - f(x', a', \mu')| \leq K_f(d((x, a), (x', a')) + W_d(\mu, \mu')). \]

**Remark 2.1** We stress the importance of making the regularity assumptions for \( F \) in expectation only. When \( \mathcal{X} \) is finite, \( F \) cannot be, strictly speaking, Lipschitz (or even continuous) unless it is constant w.r.t. its mean-field argument (\( \mu \) and \( \mu' \) in \((\text{HF}_{\text{lip}})) \). However, \( F \) can be Lipschitz in expectation, e.g. once integrated w.r.t. the idiosyncratic noise.

Under Assumption \((\text{HF}_{\text{lip}})\), we define the constant
\[ \gamma := \min\left[1, \frac{|\ln \beta|}{\ln(2K_F)} \right] \in (0, 1]. \]

In the sequel, we denote by \( \Delta_\mathcal{X} \) (resp. \( \Delta_A \) and \( \Delta_{\mathcal{X} \times A} \)) the diameter of the compact metric space \( \mathcal{X} \) (resp. \( A \) and \( \mathcal{X} \times A \)), and define
\[ M_N := \sup_{\mu \in \mathcal{P}(\mathcal{X} \times A)} \mathbb{E}[W_d(\mu_N, \mu)], \] (2.3)
where \( \mu_N \) is the empirical measure \( \mu_N = \frac{1}{N} \sum_{n=1}^N \delta_{Y_n} \), \( Y_n \) are i.i.d. random variables with law \( \mu \). It is known that \( M_N \to 0 \), and we recall from [9], and [3] some results about non asymptotic bounds for the mean rate of convergence in Wasserstein distance of the empirical measure.

- If \( \mathcal{X} \times A \subset \mathbb{R}^d \) for some \( d \in \mathbb{N}^* \), then: \( M_N = \mathcal{O}(N^{-\frac{1}{2}}) \) for \( d = 1 \), \( M_N = \mathcal{O}(N^{-\frac{1}{2}} \log(1 + N)) \) for \( d = 2 \), and \( M_N = \mathcal{O}(N^{-\frac{1}{2}}) \) for \( d \geq 3 \).
- If for all \( \delta > 0 \), the smallest number of balls with radius \( \delta \) covering the compact metric set \( \mathcal{X} \times A \) with diameter \( \Delta_{\mathcal{X} \times A} \) is smaller than \( \mathcal{O}\left(\left(\frac{\Delta_{\mathcal{X} \times A}}{\delta}\right)^\theta\right) \) for \( \theta > 2 \), then \( M_N = \mathcal{O}(N^{-1/\theta}) \).

In the sequel \( C \) will denote a generic constant that depends only on the data of the problem, namely \( \Delta_\mathcal{X}, \Delta_{\mathcal{X} \times A}, \beta, K_F \) and \( K_f \).
2.2 Convergence of value functions

Our first main result is to quantify the rate of convergence of the value function of the $N$-agent MDP towards the value function of the CMKV-MDP.

**Theorem 2.1** There exists some positive constant $C$ such that for all $x = (x^i)_{i \in [1,N]} \in X^N$,

$$|V_N(x) - V(\mu_N(x))| \leq CM_N^\epsilon.$$

2.3 Approximate optimal policies

Our next results are to show how to obtain approximate optimal control for the $N$-agent MDP from $\epsilon$-optimal control for CMKV-MDP, and to quantify the accuracy of this approximation.

First, let us recall from [10] the construction of $\epsilon$-optimal control for CMKV-MDP. The value function $V$ is characterized as the unique fixed point in $L^\infty_{\text{a}}(P(\mathcal{X}))$, the set of bounded measurable real-valued functions on $P(\mathcal{X})$, of the Bellman equation $V = TV$, where $T$ is the Bellman operator defined on $L^\infty(\mathcal{P}(\mathcal{X}))$ by

$$TW(\mu) := \sup_{a \in L^0(\mathcal{X} \times [0,1]; A)} T^a W(\mu),$$

with

$$T^a W(\mu) := E\left[ f(\xi, a(\xi, U), \mathcal{L}(\xi, a(\xi, U))) + \beta W(E_{\xi, a(\xi, U), \mathcal{L}(\xi, a(\xi, U); \varepsilon_1, \varepsilon_0) - s(\xi, U)}) \right],$$

for any $(\xi, U) \sim \mu \otimes \mathcal{U}([0,1])$ (it is clear that the right-hand side in (2.4) does not depend on the choice of such $(\xi, U)$, where $L^0(\mathcal{X} \times [0,1]; A)$ is the set of measurable functions from $\mathcal{X} \times [0,1]$ into $A$. Then, for all $\epsilon > 0$, there exists a randomized feedback policy $a_\epsilon$, i.e. a measurable function from $P(\mathcal{X}) \times \mathcal{X} \times [0,1]$ into $A$, denoted by $a_\epsilon \in L^0(\mathcal{P}(\mathcal{X}) \times \mathcal{X} \times [0,1]; A)$, such that for all $\mu \in \mathcal{P}(\mathcal{X})$:

$$V(\mu) - \epsilon \leq T^{a_\epsilon(\mu - \cdot)} V(\mu),$$

and we say that $a_\epsilon$ is an $\epsilon$-optimal randomized feedback policy for CMKV-MDP. By considering the randomized feedback control $\alpha^\epsilon \in \mathcal{A}$ defined by

$$\alpha^\epsilon_t = a_\epsilon(\mathbb{P}_{X_t}, X_t, U_t), \quad t \in \mathbb{N},$$

where $(U_t)_{t \in \mathbb{N}}$ is an i.i.d. sequence of random variables, $U_t \sim \mathcal{U}([0,1])$, independent of $\xi_0 \sim \mu_0$, and $\varepsilon$, this yields an $O(\epsilon)$-optimal control for $V(\mu_0)$, namely

$$V(\mu_0) - \frac{\epsilon}{1 - \beta} \leq V^{\alpha^\epsilon}(\xi_0).$$

Actually, we can even take $\epsilon = 0$, i.e., get optimal randomized feedback control. The proof for the existence of an optimal randomized feedback policy is inspired by the paper [3], which states the existence of an optimal policy in a closely related model, and is reported in Appendix A.

We now provide two procedures to construct approximate optimal control for the $N$-agent MDP from an $\epsilon$-optimal randomized feedback policy for CMKV-MDP. The first procedure gives a general approach for getting approximate feedback control for the $N$-agent MDP.
Theorem 2.2 Let \( \alpha_\varepsilon \) be an \( \epsilon \)-optimal randomized feedback policy for CMKV-MDP. Then, there exists a measurable function \( \pi^{\alpha_\varepsilon,N} \) from \( \mathcal{X}^N \) into \( A^N \), called feedback policy for the \( N \)-agent MDP, such that

\[
\pi^{\alpha_\varepsilon,N}(x) = \arg\min_{a \in A^N} \mathcal{W}_d(\mathcal{L}(\xi_x, a(\mu_N[x], \xi_x, U)), \mu_N[x, a]), \quad x \in \mathcal{X}^N, \tag{2.6}
\]

with \( (\xi_x, U) \sim \mu_N[x] \otimes \mathcal{U}([0,1]) \). This yields a feedback control \( \alpha^{\varepsilon,N} \in \mathcal{A} \) defined by

\[
\alpha^{\varepsilon,N}_t = \pi^{\alpha_\varepsilon,N}(X_t), \quad t \in \mathbb{N},
\]

which is \( O(\varepsilon + M_N^\gamma) \)-optimal control for \( V_N(x_0) \), namely:

\[
V_N(x_0) - C[\varepsilon + M_N^\gamma] \leq V_N^{\alpha^{\varepsilon,N}}(x_0).
\]

Theorem 2.2 provides a generic way to obtain a \( O(\varepsilon + M_N^\gamma) \)-optimal feedback policy for the \( N \)-agent MDP from an \( \varepsilon \)-optimal randomized feedback policy \( \alpha_\varepsilon \) for CMKV-MDP, simply by sending actions \( a = (a^i)_{i \in [1,N]} \) to the population so that, once in state \( x \), the state-action pair \((x, a)\) is empirically distributed as closely as possible to \( \mathcal{L}(\xi_x, a(\mu_N[x], \xi_x, U)) \). However, the computation of this argmin in \( (2.6) \) can be difficult in practice.

We propose a second approach which provides a more practical derivation of an approximate optimal control for the \( N \)-agent MDP. It will use randomized feedback policy for the \( N \)-agent model, defined as a measurable function from \( \mathcal{X}^N \times [0,1]^N \) into \( A^N \).

Theorem 2.3 Let \( \alpha_\varepsilon \) be an \( \epsilon \)-optimal randomized feedback policy for CMKV-MDP, assumed to satisfy the regularity condition

\[
\mathbb{E}[d_A(a_\varepsilon(\mu, x, U), a_\varepsilon(\mu, x', U))] \leq Kd(x, x'), \quad \forall x, x' \in \mathcal{X}, \mu \in \mathcal{P}(\mathcal{X}), \tag{2.7}
\]

(here \( U \sim \mathcal{U}([0,1]) \)) for some positive constant \( K \). Consider the randomized feedback policy in the \( N \)-agent model defined by

\[
\pi^{\alpha_\varepsilon,N}(x, u) := (a_\varepsilon(\mu_N[x], x^i, u^i))_{i \in [1,N]},
\]

for \( x = (x^i)_{i \in [1,N]} \in \mathcal{X}^N, u = (u^i)_{i \in [1,N]} \in [0,1]^N \). Then, the randomized feedback control \( \alpha^{\varepsilon,N} \in \mathcal{A} \) defined as

\[
\alpha^{\varepsilon,N}_t = \pi^{\alpha_\varepsilon,N}(X_t, U_t), \quad t \in \mathbb{N},
\]

where \( \{U_t = (U^i_t)_{i \in [1,N]}, t \in \mathbb{N}\} \) is a family of mutually i.i.d. uniform random variables on \([0,1]\), independent of \( \mathcal{G} \), \( \epsilon = (\xi^0_{\varepsilon,i})_{i \in [1,N]}, \xi^0_{\varepsilon,i} \) is an \( O(\varepsilon + M_N^\gamma) \)-optimal control for \( V_N(x_0) \), namely:

\[
V_N(x_0) - C(1 + K)(\varepsilon + M_N^\gamma) \leq V_N^{\alpha^{\varepsilon,N}}(x_0).
\]

Theorem 2.3 provides a simple and natural procedure to get an approximate policy for the \( N \)-agent MDP: it corresponds to using an \( \epsilon \)-optimal randomized feedback policy \( \alpha_\varepsilon \) of the CMKV-MDP, but instead of inputting the theoretical state distribution of the McKean-Vlasov MDP in its mean-field argument, we input the empirical state distribution of the \( N \)-agent MDP, and instead of inputting the McKean-Vlasov state in its state argument, we input the \( N \)-agent individual states, and moreover, we use a randomization by tossing a coin at any time and for any agent. Notice that the validity of this procedure requires the Lipschitz condition \( (2.6) \), which always holds true when the state space \( \mathcal{X} \) is finite. Indeed, in this case, the metric on \( \mathcal{X} \) is the discrete distance \( d(x, x') = 1_{x \neq x'} \), and \( (2.7) \) is clearly satisfied with \( K = \Delta_A \).
3 Proof of main results

This section is devoted to the proofs of Theorems 2.1, 2.2, and 2.3 about rate of convergence in the propagation of chaos between the N-agent MDP and the limiting conditional McKean-Vlasov MDP. Our approach relies on the Bellman operators of each MDP. By proving their proximity (in a sense to be precised), we will be able to prove on the one hand the proximity of their unique fixed points, hence the convergence of the value functions, and on the other hand that almost optimal randomized feedback policies are directly related to the Bellman operators via the verification result, which will give the convergence of the approximate controls.

3.1 Comparing the Bellman operators

We first introduce the following useful measurable optimal permutation for the coupling of empirical measures.

**Definition 3.1 (Measurable optimal permutation)** Let $(\mathcal{Y}, d)$ be a metric space. There exists a measurable map $\sigma : (\mathcal{Y}, \mathcal{Y}) \rightarrow \mathcal{S}_N$ (where $\mathcal{S}_N$ denotes the set of permutations on $[1, N]$) such that for all $(y, y') \in (\mathcal{Y})^2$, we have

$$W_d(\mu_N[y], \mu_N[y']) = d_N(y, y'_{\sigma, y'})$$

(3.1)

where we set $y'_{\sigma, y'} = (y^i_{\sigma, y'})_{i \in [1, N]}$ for $y' = (y^i_{\sigma, y'})_{i \in [1, N]}$.

**Proof.** It is a well known result (see [19]) that, given $(y, y') \in (\mathcal{Y})^2$, there exists a permutation $\sigma : \mathcal{Y} \rightarrow \mathcal{S}_N$ realizing an optimal coupling between $\mu_N[y], \mu_N[y'] \in \mathcal{P}(\mathcal{Y})$, i.e., s.t. (3.1) holds. Let us check that this optimal permutation can be represented as a measurable function of $(y, y') \in (\mathcal{Y})^2$. Let $n \in [1, N!] \rightarrow \sigma^n \in \mathcal{S}_N$ be some bijection. Notice that the function

$$y, y' \in \mathcal{Y} \rightarrow \left( d_N(y, y'_{\sigma^n}) \right)_{n \in [1, N!]} \in \mathbb{R}^{N!}$$

is continuous, hence measurable. Furthermore, it is clear that the function

$$z \in \mathbb{R}^{N!} \rightarrow \min \left[ \min_{n \in N!} z^n \right]$$

is measurable. Denoting by

$$n_{\min}(y, y') := \min_{n \in N!} \left[ \min_{n \in N!} d_N(y, y'_{\sigma^n}) \right],$$

it follows that the function $y, y' \in \mathcal{X}^N \rightarrow \sigma_{y, y'} = \sigma_{n_{\min}(y, y')}$ is a measurable representation of the optimal permutation. \hfill \Box

We now study the “proximity” between the Bellman operator of the CMKV-MDP given in (2.4), and the Bellman operator of the N-agent problem, viewed as a MDP with state space $X^N$, action space $A^N$, noise sequence $\varepsilon = (\varepsilon_t)_{t \in \mathbb{N}}$ with $\varepsilon_t := (\varepsilon^i_t)_{i \in [1, N]}$, valued in $E^N \times E^0$, state transition function

$$F(x, a, e) := \left( F(x^i, a^i, \mu_N[x], e^i, e^0) \right)_{i \in [1, N]}, \quad e = (e^i)_{i \in [1, N]}, e^0 \in E^N \times E^0,$$
and reward function

\[ f(x, a) = \frac{1}{N} \sum_{i=1}^{N} f(x^i, a^i, \mu_N[x, a]), \quad x = (x^i)_{i \in [1, N]}, \quad a = (a^i)_{i \in [1, N]} . \]

Denoting by \( L^\infty_m(X^N) \) the subset of measurable functions in \( L^\infty(X^N) \) (the set of bounded real-valued functions on \( X^N \)), the Bellman “operator” \( T_N : L^\infty_m(X^N) \rightarrow L^\infty(X^N) \) of the \( N \)-agent MDP is defined for any \( W \in L^\infty(X^N) \) by:

\[ T_N W(x) := \sup_{a \in A^N} \mathbb{T}_N^a W(x), \quad x \in X^N, \]

where

\[ \mathbb{T}_N^a W(x) := f(x, a) + \beta \mathbb{E}[W(F(x, a, \varepsilon_1))], \quad x \in X^N, \quad a \in A^N. \]

The characterization of the value function \( V_N \) and optimal controls for the \( N \)-agent MDP via the Bellman operator \( T_N \) is stated in Appendix [13].

We aim to quantify how “close” \( \mathbb{T}_N^a \) and \( \mathbb{T}^a \) are when \( a \) and \( a \) are close in a sense to be precised. Notice that the \( N \)-agent operator \( \mathbb{T}_N^a \) is defined on \( L^\infty_m(X^N) \) while the McKean-Vlasov operator \( \mathbb{T}^a \) is defined on \( L^\infty_m(\mathcal{P}(X)) \). There is however a natural way to compare them by means of an “unlifting” procedure. To any function \( W \in L^\infty_m(\mathcal{P}(X)) \), we associate the unlifted function \( \tilde{W} \in L^\infty_m(X^N) \) defined by

\[ \tilde{W}(x) := W(\mu_N[x]), \quad \forall x \in X^N. \]

We recall from [16] that the value function \( V \) of the CMKV-MDP is \( \gamma \)-Hölder:

\[ |V(\mu) - V(\mu')| \leq K_\gamma(W_d(\mu, \mu'))^{\gamma}, \quad \forall \mu, \mu' \in \mathcal{P}(X), \]

for some constant \( K_\gamma \) depending on \( K_F, \beta \) and \( \Delta_X \).

**Lemma 3.1** There exists some positive constant \( C \) such that for all \( a \in L^0(X \times [0, 1]; A), \ a \in A^N, \ x \in X^N \) and \( (\xi_x, U) \sim \mu_N[x] \otimes \mathcal{U}([0, 1]), \)

\[ |\mathbb{T}_N^a V(x) - \mathbb{T}^a \tilde{V}(x)| \leq C \left[ W_d(\mathcal{L}(\xi_x, a(\xi_x, U)), \mu_N[x, a])^{\gamma} + M_N^\gamma \right]. \]

**Proof.** For any \( a \in L^0(X \times [0, 1]; A), \) and \( a = (a^i)_{i \in [1, N]} \in A^N, \) we have

\[
\mathbb{T}_N^a V(x) - \mathbb{T}^a \tilde{V}(x) \\
= \mathbb{E} \left[ f(\xi_x, a(\xi_x, U), \mathcal{L}(\xi_x, a(\xi_x, U))) - \frac{1}{N} \sum_{i=1}^{N} f(x^i, a^i, \mu_N[x, a]) \right] \\
+ \beta \mathbb{E} \left[ V(F(0, a(\xi_x, U), \mathcal{L}(\xi_x, a(\xi_x, U)), r_1, r_2)) - V \left( \frac{1}{N} \sum_{i=1}^{N} \delta_F(x^i, a^i, \mu_N[x, a], r_1, r_2) \right) \right].
\] (3.3)

We write

\[ \mathbb{E} \left[ f(\xi_x, a(\xi_x, U), \mathcal{L}(\xi_x, a(\xi_x, U))) \right] - \frac{1}{N} \sum_{i=1}^{N} f(x^i, a^i, \mu_N[x, a]) = \hat{f}(\mathcal{L}(\xi_x, a(\xi_x, U))) - \hat{f}(\mu_N[x, a]), \]

10
where \( \hat{f}(\mu) = \int f(x', a', \mu) \mu(dx', da') \) for all \( \mu \in \mathcal{P}(\mathcal{X} \times A) \). Notice that for \( \mu, \mu' \in \mathcal{P}(\mathcal{X} \times A) \), we have

\[
\hat{f}(\mu) - \hat{f}(\mu') = \int f(x', a', \mu)(\mu - \mu')(dx', da') + \int (f(x', a', \mu) - f(x', a', \mu')) \mu'(dx', da') \\
\leq K_f \mathcal{W}_d(\mu, \mu') + K_f \mathcal{W}_d(\mu, \mu') = 2K_f \mathcal{W}_d(\mu, \mu'),
\]

from the Kantorovich-Rubinstein dual representation (2.1) and (Hfip). It follows that

\[
\mathbb{E} \left[ f(\xi, a(\xi, U), \mathcal{L}(\xi, a(\xi, U))) \right] - \frac{1}{N} \sum_{i=1}^{N} f(x^i, a^i, \mu_N [x, a]) \geq 0,
\]

(3.4)

Let us next focus on the second term in (3.3). As \( V \) is \( \gamma \)-Hölder with constant factor \( K_\gamma \), we have

\[
\mathbb{E} \left[ V(\mathbb{P}_0^F(\xi, a(\xi, U), \mathcal{L}(\xi, a(\xi, U)), x^i, a^i, \xi_1, \xi_0)) \right] - V \left( \frac{1}{N} \sum_{i=1}^{N} \delta_F(x^i, a^i, \mu_N [x, a], x_{i^1}, x_{i^0}) \right) \\
\leq K_\gamma \mathbb{E} \left[ \mathcal{W}_d(\mathbb{P}_0^F(\xi, a(\xi, U), \mathcal{L}(\xi, a(\xi, U)), x^i, a^i, \xi_1, \xi_0)) \right] \\
\leq M_N + \mathbb{E} \left[ \mathcal{W}_d \left( \frac{1}{N} \sum_{i=1}^{N} \delta_F(x^i, a^i, \mu_N [x, a], x_{i^1}, x_{i^0}) \right) \right] \\
\leq M_N + \mathbb{E} \left[ \mathcal{W}_d \left( \frac{1}{N} \sum_{i=1}^{N} \delta_F(x^i, a^i, \mu_N [x, a], x_{i^1}, x_{i^0}) \right) \right],
\]

(3.5)

by Jensen’s inequality. Let \( (\xi^i, U_0^i)_{i \in [1, N]} \) be \( N \) i.i.d. random variables, independent of \( \varepsilon_1 \), such that \( (\xi^i, U_0^i) \sim \mu_N [x] \otimes \mathcal{U}([0, 1]), i \in [1, N] \). For any i.i.d. random variables \( (\tilde{\varepsilon}_1^i)_{i \in [1, N]} \) such that

\[
((\xi^i, U_0^i, \tilde{\varepsilon}_1^i))_{i \in [1, N]} \overset{d}{=} ((\xi^i, U_0^i, \varepsilon_1^i))_{i \in [1, N]}, \quad (3.6)
\]

we have

\[
\mathbb{E} \left[ \mathcal{W}_d(\mathbb{P}_0^F(\xi, a(\xi, U), \mathcal{L}(\xi, a(\xi, U)), x^i, a^i, \xi_1, \xi_0)) \right] \\
\leq M_N + \mathbb{E} \left[ \mathcal{W}_d \left( \frac{1}{N} \sum_{i=1}^{N} \delta_F(x^i, a^i, \mu_N [x, a], x_{i^1}, x_{i^0}) \right) \right],
\]

(3.7)

by definition of \( M_N \) in (2.3). Let us now consider the random permutation \( \sigma(\xi^i, a(\xi^i, U_0^i))_{i \in [1, N]}, (x^i, a^i)_{i \in [1, N]} \) defined in Definition (3.1) that we shall, to simplify notations, simply denote by \( \sigma \). Notice that as \( (\xi^i, a(\xi^i, U_0^i))_{i \in [1, N]} \perp (\varepsilon_1)_{i \in [1, N]} \), we clearly see that \( (\tilde{\varepsilon}_1^i)_{i \in [1, N]} := (\varepsilon_1^{\sigma^{-1}})_{i \in [1, N]} \) satisfies the required condition (3.6). Therefore the above relation applies to \( (\tilde{\varepsilon}_1^i)_{i \in [1, N]} = (\varepsilon_1^{\sigma^{-1}})_{i \in [1, N]} \).
For such $(\tilde{\xi}^i)_{i \in [1,N]}$, we get
\[
\mathbb{E}\left[\mathcal{W}_d\left(\frac{1}{N} \sum_{i=1}^{N} \delta_{F(x^i,a^i)}(\tilde{\xi}^i,\tilde{\xi}^i), \mathcal{L}(x^i,a(x^i,U^i)), \varepsilon^i, \varepsilon^i) \right) \right] \\
= \mathbb{E}\left[\mathcal{W}_d\left(\frac{1}{N} \sum_{i=1}^{N} \delta_{F(x^i,a^i)}(\tilde{\xi}^i,\tilde{\xi}^i), \mathcal{L}(x^i,a(x^i,U^i)), \varepsilon^i, \varepsilon^i) \right) \right] \\
\leq \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left[ d(F(x^i,a(x^i,U^i)), \mathcal{L}(x^i,a(x^i,U)), \varepsilon^i, \varepsilon^i) \right] + \mathcal{W}_d(\mathcal{L}(x^i,a(x^i,U)), \mu_N] \right) \\
\leq K_F \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left[ d((\xi^i,a(\xi^i,U^i)), (x^i,a^i)), \mathcal{W}_d(\mathcal{L}(x^i,a(x^i,U)), \mu_N \right] \\
\leq K_F \left( M_N + 2\mathbb{E}\left[\mathcal{W}_d(\mathcal{L}(x^i,a(x^i,U)), \mu_N [x,a]) \right] \right),
\]
where the first inequality comes from (2.2), the second one is derived by conditioning w.r.t. \((\xi^i,U^i)_{i \in [1,N]}\) and using the regularity in expectation of \(F\) in \((\mathcal{H}\mathcal{F}_{lip})\), the last equality holds true by definition of the permutation \(\sigma\) realizing the optimal coupling (3.1), and the last inequality from the definition of \(M_N\). Recalling (3.7), we then have
\[
\mathbb{E}\left[\mathcal{W}_d\left(\mathcal{L}(\xi,a(x(U)), \mathcal{L}(x,a(x(U)), \varepsilon^i, \varepsilon^i) \right) \right] \\
\leq \left( 1 + K_F \right) M_N + 2K_F \mathbb{E}\left[\mathcal{W}_d(\mathcal{L}(x^i,a(x^i,U)), \mu_N [x,a]) \right] \]
which implies by (3.9)
\[
\mathbb{E}\left[ V\left(\mathcal{W}_d(\mathcal{L}(\xi,a(x(U)), \mathcal{L}(x,a(x(U)), \varepsilon^i, \varepsilon^i) \right) \right] \\
\leq K \left( 1 + K_F \right) M_N + 2K_F \mathbb{E}\left[\mathcal{W}_d(\mathcal{L}(x^i,a(x^i,U)), \mu_N [x,a]) \right] \]
Together with (3.3), and plugging into (3.3), we obtain finally
\[
\left| \tilde{T}_N V(x) - T_N \tilde{V}(x) \right| \\
\leq 2K_F \mathbb{E}\left[\mathcal{W}_d(\mathcal{L}(\xi,a(x(U)), \mu_N [x,a]) \right] + K \left( 1 + K_F \right) M_N + 2K_F \mathbb{E}\left[\mathcal{W}_d(\mathcal{L}(\xi,a(x(U)), \mu_N [x,a]) \right] \]
\leq C \left\{ \mathcal{W}_d(\mathcal{L}(\xi,a(x(U)), \mu_N [x,a]) \right\} + \left( \mathcal{W}_d(\mathcal{L}(\xi,a(x(U)), \mu_N [x,a]) \right)^\gamma + M_N^\gamma \}
(recall that \(\gamma \leq 1\), for some constant \(C\) depending only on \(K, K_F\), where we also use the fact that \(\mathcal{W}_d(\mathcal{L}(\xi,a(x(U)), \mu_N [x,a]) \right\) is bounded by a constant depending on the diameter of the compact set \(\mathcal{X} \times A\). This ends the proof.

3.2 Proof of Theorem 2.1

Lemma 3.1 means that given \(a \in \mathcal{L}^0(\mathcal{X} \times [0,1]; A)\), \(a \in A^N\), and for \(x \in \mathcal{X}^N\), the Wasserstein distance between the distribution law of \((\xi, a(\xi, U)) \) (where \((\xi, U) \sim \mu_N [x] \otimes U([0,1]))\), and
the empirical measure $\mu_N[x, a]$ is small (and $N$ large), then $T^N V \simeq T^N \tilde{V}$. It is thus natural to look for suitable choices of $a \in L^0(\mathcal{X} \times [0,1]; A)$, $a \in A^N$ so that the above Wasserstein distance is as small as possible. This is quantified in the following result.

**Lemma 3.2** Fix $x \in \mathcal{X}^N$. Then, for any $a \in L^0(\mathcal{X} \times [0,1]; A)$, there exists $a^a \in A^N$ such that

$$W_d(\mathcal{L}(\xi_x, a(\xi_x, U)), \mu_N[x, a^a]) \leq 2M_N,$$

where $(\xi_x, U) \sim \mu_N[x] \otimes \mathcal{U}([0,1])$. Conversely, for any $a \in A^N$, there exists $a^a \in L^0(\mathcal{X} \times [0,1]; A)$ such that

$$W_d(\mathcal{L}(\xi_x, a^a(\xi_x, U)), \mu_N[x, a]) = 0.$$

**Proof.** Fix $a \in L^0(\mathcal{X} \times [0,1]; A)$. Let us consider $\xi = (\xi^i)_{i \in [1,N]}$ i.i.d. with common distribution $\mu_N[x]$, independent from $U_0 = (U^i_0)_{i \in [1,N]}$ i.i.d. $\sim \mathcal{U}([0,1])$. We have

$$\mathbb{E}[W_d(\mathcal{L}(\xi_x, a(\xi_x, U)), \frac{1}{N} \sum_{i=1}^N \delta_{x^i, a(\xi^i_{\xi_x}, U^i_0)})] \leq \mathbb{E}[W(\mathcal{L}(\xi_x, a(\xi_x, U)), \frac{1}{N} \sum_{i=1}^N \delta_{\xi^i_{\xi_x}, a(\xi^i_{\xi_x}, U^i_0)}) + W_d(\frac{1}{N} \sum_{i=1}^N \delta_{x^i, a(\xi^i_{\xi_x}, U^i_0)})] \leq M_N + \mathbb{E}[\frac{1}{N} \sum_{i=1}^N d(\xi^i_{\xi_x}, x^i)] \leq 2M_N,$$

where we used the definition of $M_N$ and (2.2) in the second inequality, and definition of $\sigma_{\xi, x}$ in the last inequality. It follows that

$$\mathbb{P}[W_d(\mathcal{L}(\xi_x, a(\xi_x, U)), \frac{1}{N} \sum_{i=1}^N \delta_{x^i, a(\xi^i_{\xi_x}, U^i_0)}) \leq 2M_N] > 0,$$

which implies that there exists a vector $a \in A^N$ such that

$$W_d(\mathcal{L}(\xi_x, a(\xi_x, U)), \mu_N[x, a]) \leq 2M_N.$$

On the other hand, given such an $a \in A^N$, there clearly exists $a^a \in L^0(\mathcal{X} \times [0,1]; A)$ such that $\mathcal{L}(\xi_x, a^a(\xi_x, U)) = \mu_N[x, a]$; indeed, by considering $(\tilde{\xi}, \tilde{a}) \sim \mu_N[x, a]$, it suffices to choose $a^a$ as a kernel for simulating the conditional distribution of $\tilde{a}$ knowing $\tilde{\xi}$. We then have

$$W(\mathcal{L}(\xi_x, a^a(\xi_x, U)), \mu_N[x, a]) = 0.$$

By combining the general comparison of Bellman operators in Lemma 3.1 with the coupling result in Lemma 3.2 we can now prove the propagation of chaos of value functions.

**Proof of Theorem 2.1** From the fixed point equation for $V$ with Bellman operator $T$ in (2.4), we have

$$\tilde{V}(x) = \mathcal{F}^N(\tilde{V}(x)) = \sup_{a \in L^0(\mathcal{X} \times [0,1]; A)} \mathcal{T}^a \tilde{V}(x) \leq \sup_{a \in L^0(\mathcal{X} \times [0,1]; A)} \mathcal{T}^a_N \tilde{V}(x) + CM_N^\gamma \leq T_N \tilde{V}(x) + CM_N^\gamma,$$
where we used Lemma 3.1 and Lemma 3.2 in the first inequality, and the definition of \( \mathcal{T}_N \) in the last one. Since \( V_N \) is a fixed point of \( \mathcal{T}_N \) (see Proposition 3.2), we then have:

\[
(\tilde{V} - V_N)(x) \leq (\mathcal{T}_N \tilde{V} - \mathcal{T}_N V_N)(x) + CM_N^γ,
\]

and thus by definition of \( \mathcal{T}_N \),

\[
(\tilde{V} - V_N)(x) \leq \beta \sup_{x' \in \mathcal{X}^N} (\tilde{V} - V_N)(x') + CM_N^γ,
\]

which implies

\[
\sup_{x \in \mathcal{X}^N} (\tilde{V} - V_N)(x) \leq CM_N^γ.
\]

Likewise, by Lemma 3.1 and Lemma 3.2 we have

\[
\tilde{V}(x) = \tilde{\mathcal{T}} V(x) = \sup_{a \in L^0(\mathcal{X} \times [0,1]; A)} \tilde{\mathcal{T}} a \tilde{V}(x) \geq \sup_{a \in \mathcal{A}^N} \tilde{\mathcal{T}} a \tilde{V}(x)
\]

\[
\geq \sup_{a \in \mathcal{A}^N} \mathcal{T}_N \tilde{V}(x) - CM_N^γ = \mathcal{T}_N \tilde{V}(x) - CM_N^γ,
\]

and using the fact that \( V_N \) is a fixed point of \( \mathcal{T}_N \), we obtain similarly

\[
\sup_{x \in \mathcal{X}^N} (V_N - \tilde{V})(x) \leq CM_N^γ,
\]

which concludes the proof.

### 3.3 Proof of Theorem 2.2

We start with a general result estimating the efficiency of a feedback policy for the \( N \)-agent MDP by “comparing” it to an \( \epsilon \)-optimal randomized feedback policy for the CMKV-MDP.

**Lemma 3.3** Let \( a_{\epsilon} \) be an \( \epsilon \)-optimal randomized feedback policy for the CMKV-MDP, and \( a \in \mathcal{A}^N \). Then, there exists some positive constant \( C \) (depending only on \( \Delta_{\mathcal{X}, A}, \beta, K_F, K_f \)) such that for all \( x \in \mathcal{X}^N \),

\[
\mathcal{T}_N^a V_N(x) \geq V_N(x) - \epsilon - C \left[ W_\delta \left( L(\xi, a_{\epsilon}(\mu_\epsilon[x], \xi, U)), \mu_\epsilon[x,a] \right)^\gamma + M_N^\gamma \right].
\]

**Proof.** Fix \( x \in \mathcal{X}^N \), \( a \in \mathcal{A}^N \), and define \( a_\epsilon \in L^0(\mathcal{X} \times [0,1]; A) \) by \( a_\epsilon(x,u) = a_{\epsilon}(\mu_\epsilon[x], x, u) \) for \( x \in \mathcal{X}, u \in [0,1] \). By Theorem 2.1 and the \( \beta \)-contracting property of \( \mathcal{T}_N^a \), we have

\[
|\mathcal{T}_N^a V_N(x) - \mathcal{T}_N^a \tilde{V}(x)| \leq \beta \| V_N(x) - \tilde{V}(x) \|_{\mathcal{X}^N} \leq CM_N^\gamma,
\]

and so

\[
\mathcal{T}_N^a V_N(x) \geq \mathcal{T}_N^a \tilde{V}(x) - CM_N^\gamma.
\]

Together with Lemma 3.1 this yields

\[
\mathcal{T}_N^a V_N(x) \geq \tilde{\mathcal{T}}_a \tilde{V}(x) - C \left[ W_\delta \left( L(\xi, a_{\epsilon}(\xi, U)), \mu \epsilon[x,a] \right)^\gamma + M_N^\gamma \right].
\]
Denote by \( \alpha^* \) the randomized feedback control associated via \((\ref{def:randomized})\) to the randomized feedback policy \( a_\cdot \). Then, notice that the gain functional \( V^{\alpha^*}(\xi) \) depends on \( \xi \) only through its law \( \mu = \mathcal{L}(\xi) \), and we set \( V^{\alpha^*}(\mu) = V^{\alpha^*}(\xi) \) when \( \xi \sim \mu \). Since \( V \geq V^{\alpha^*} \), and by the monotonicity of \( T^a_{\pi} \), we have

\[
T^a_{\pi} V(\mu_N[\mathbf{x}]) \geq T^a_{\pi} V^{\alpha^*}(\mu_N[\mathbf{x}]) = V^{\alpha^*}(\mu_N[\mathbf{x}]) \geq V(\mu_N[\mathbf{x}]) - C \epsilon
\]

by recalling that \( V^{\alpha^*} \) is a fixed point of \( T^a_{\pi} \), and using the fact that \( a_\cdot \) is an \( \epsilon \)-optimal randomized feedback policy for the CMKV-MDP. From Theorem \((\ref{thm:feedback})\) this implies that

\[
T^a_{\pi} V(x) \geq V_N(x) - C[\epsilon + M_N^r],
\]

which proved the required result when combined with \((\ref{eq:second-proof})\). \( \square \)

Let us denote by \( L^0(\mathcal{X}^N; A^N) \) the set of measurable functions from \( \mathcal{X}^N \) into \( A^N \). Given a feedback policy \( \pi \in L^0(\mathcal{X}^N; A^N) \) for the \( N \)-agent problem, the associated feedback control is the unique control \( \alpha^*\pi \) defined by \( \alpha^*\pi = \pi(\mathbf{X}_t), t \in \mathbb{N} \) by misuse of notation, we denote \( V^\pi_N = V^\alpha^*N \). Let us then introduce the operator \( T^\pi_N \) on \( L^0_{\mu}(\mathcal{X}^N) \), defined by

\[
T^\pi_N W(x) = f(x_\cdot, \pi(x_\cdot)) + \beta \mathbb{E}[W(F(x_\cdot, \pi(x_\cdot), \epsilon_1))], \quad x \in \mathcal{X}^N.
\]

**Proposition 3.1** Let \( a_\cdot \) be an \( \epsilon \)-optimal randomized feedback policy for the CMKV-MDP, and consider any feedback policy \( \pi \) for the \( N \)-agent MDP. Then, the feedback control \( \alpha^*\pi \) is

\[
O(\epsilon + \sup_{\mathbf{x} \in \mathcal{X}^N} \mathcal{W}_d(\mathcal{L}(\xi, a_\cdot(\mu_N[\mathbf{x}], \xi_\pi, U)), \mu_N[\mathbf{x}, \pi(\mathbf{x})])^\gamma + M_N^r ) \text{ -optimal for } V_N(x_0),
\]

where \( (\xi_\pi, U) \sim \mu_N[\mathbf{x}] \otimes \mathcal{U}([0, 1]) \), namely

\[
V_N(x_0) - C[\epsilon + \sup_{\mathbf{x} \in \mathcal{X}^N} \mathcal{W}_d(\mathcal{L}(\xi, a_\cdot(\mu_N[\mathbf{x}], \xi_\pi, U)), \mu_N[\mathbf{x}, \pi(\mathbf{x})])^\gamma + M_N^r] \leq V^\pi_N(x_0).
\]

**Proof.** Fix \( x \in \mathcal{X}^N \), and let \( a = \pi(x) \in A^N \). By definition, we have \( T^\pi_N V_N(x) = T^\pi_N V_N(x) \). By Lemma \((\ref{lem:approx})\) we thus have

\[
T^\pi_N V_N(x) \geq V_N(x) - \epsilon - C[\sup_{\mathbf{x} \in \mathcal{X}^N} \mathcal{W}_d(\mathcal{L}(\xi, a_\cdot(\mu_N[\mathbf{x}], \xi_\pi, U)), \mu_N[\mathbf{x}, a])^\gamma + M_N^r],
\]

and we conclude by the verification result in Lemma \((\ref{lem:verification})\). \( \square \)

Proposition \((\ref{prop:feedback})\) has an important implication: it means that a feedback policy \( \pi \) for the \( N \)-agent MDP yields the better performance whenever it assigns for each state \( \mathbf{x} \) the action \( \pi(\mathbf{x}) \) that achieves the minimum of

\[
a \in A^N \rightarrow \mathcal{W}_d(\mathcal{L}(\xi, a(\mu_N[\mathbf{x}], \xi_\pi, U)), \mu_N[\mathbf{x}, a]).
\]

Let us check that one can choose a measurable version of this argmin.

**Lemma 3.4** Let \( a \in L^0(P(\mathcal{X}) \times \mathcal{X} \times [0, 1]; A) \). Then, there exists a measurable function \( \pi^* : \mathcal{X}^N \rightarrow A^N \) such that

\[
\pi^*(\mathbf{x}) \in \arg\min_{a \in A^N} \mathcal{W}_d(\mathcal{L}(\xi, a(\mu_N[\mathbf{x}], \xi_\pi, U)), \mu_N[\mathbf{x}, a]), \quad \mathbf{x} \in \mathcal{X}^N.
\]
Proof. Notice that the function
\[
    h(x, a) := \mathcal{W}_d(\mathcal{L}(\xi_x, a(\mu_N [x], \xi_x, U)), \mu_N [x, a])
\]
is such that for \( a \in A^N \), \( h(\cdot, a) \) is measurable, and for \( x \in X^N \), \( h(x, \cdot) \) is continuous. Let us then show that one can measurably select argmin \( h(x, a) \) w.r.t. \( x \). Consider a dense sequence \((a_n)_{n \in \mathbb{N}} \subset A^N \) (its existence is guaranteed by the fact that \( A^N \) is a compact metric space), and define by recursion the sequence of measurable functions \( \pi_n : X^N \rightarrow A^N \) as
\[
    \pi_0(x) = a_0 \\
    \pi_{n+1}(x) = \begin{cases} 
    \pi_n(x) & \text{if } h(x, \pi_n(x)) \leq h(x, a_{n+1}) \\
    a_{n+1} & \text{else.}
    \end{cases}
\]
The measurability of \( \pi_n \) is easily established by induction on \( n \): For \( n = 0 \), it is clear. Assuming that \( \pi_n \) is measurable, and denoting
\[
    g_n(x) = h(x, \pi_n(x)) - h(x, a_{n+1}), \forall x \in X^N,
\]
notice that for any measurable set \( B \subset A^N \), we have
\[
    [\pi_{n+1}]^{-1}(B) = \begin{cases} 
    [\pi_n]^{-1}(B) \cap g_n^{-1}(\mathbb{R}^-) & \text{if } a_{n+1} \notin B, \\
    [\pi_n]^{-1}(B) \cap g_n^{-1}(\mathbb{R}^-) \cup g_n^{-1}(\mathbb{R}^+) & \text{if } a_{n+1} \in B,
    \end{cases}
\]
which is clearly a measurable set, and proves the induction. Then, let us consider an embedding \( \phi : A^N \rightarrow [0, 1] \) such that \( \phi \) and \( \phi^{-1} \) are uniformly continuous (see Lemma C.2 in [16]). Then, \( (\phi \circ \pi_n)_{n \in \mathbb{N}} \) denotes a sequence of measurable functions from \( X^N \) to \( \phi(A^N) \subset [0, 1] \). It is well known that the function \( \liminf_{n \in \mathbb{N}} (\phi \circ \pi_n) \) is then measurable from \( X^N \) to \( \phi(A^N) \) (we here use the fact that \( \phi \) is continuous and \( \phi(A^N) \) is closed, which ensures that the \( \liminf \) takes its values in \( \phi(A^N) \)). Finally, let us denote \( \pi^* : X^N \rightarrow A^N \) defined by
\[
    \pi^* = \phi^{-1} \circ \liminf_{n \in \mathbb{N}} (\phi \circ \pi_n).
\]
\( \pi^* \) is then measurable by composition. Furthermore, for any \( x \in X^N \), \( \phi \circ \pi^*(x) = \liminf_{n \in \mathbb{N}} (\phi \circ \pi_n(x)) \) is an accumulation point of the sequence \( (\phi \circ \pi_n(x))_{n \in \mathbb{N}} \), which implies, by continuity of \( \phi^{-1} \), that \( \pi^*(x) \) is an accumulation point of \( (\pi_n(x))_{n \in \mathbb{N}} \). Given the definition of \( \pi_n(x) \), it is clear by induction that for any \( n \in \mathbb{N} \), \( h(x, \pi_n(x)) \leq \min_{m \leq n} h(x, \pi_m^*) \), and thus \( h(x, \pi^*(x)) \leq \min_{n \in \mathbb{N}} h(x, \pi_n) \). By density of \( (a^n)_{n \in \mathbb{N}} \) and by continuity of \( h(x, \cdot) \), this implies that \( h(x, \pi^*(x)) = \min_{a \in A} h(x, a) \) for all \( x \in X^N \), i.e. \( \pi^*(x) \in \arg\min_{a \in A} h(x, a) \). We conclude that \( \pi^* \) is thus a measurable selection of argmin \( h(\cdot, a) \).

By Lemma 3.2, there exists a randomized feedback policy \( \pi_{a^*, N} \) s.t.
\[
    \mathcal{W}_d(\mathcal{L}(\xi_x, a_*(\mu_N [x], \xi_x, U)), \mu_N [x, \pi_{a^*, N}]) = \inf_{a \in A^N} \mathcal{W}_d(\mathcal{L}(\xi_x, a(\mu_N [x], \xi_x, U)), \mu_N [x, a]),
\]
and the r.h.s. of the above equality is bounded by \( 2M_N \) from Lemma 3.2. Together with Proposition 3.1 this proves Theorem 2.2.
3.4 Proof of Theorem 2.3

Given a randomized feedback policy \( \pi_r \in L^0(\mathcal{X}^N \times [0, 1]^N; A^N) \), the set of measurable functions from \( \mathcal{X}^N \times [0, 1]^N \) into \( A^N \), the associated feedback control is the unique control \( \alpha^p \) given by \( \alpha^p_t = \pi_r(X_t, U_t), \ t \in \mathbb{N} \), where \( \{U_t = (U^i_t)_{i \in [1,N]}, t \in \mathbb{N}\} \) is a family of mutually i.i.d. uniform random variables on \([0, 1]\), independent of \( \mathcal{G}, \varepsilon \). By misuse of notation, we denote \( V^\pi_N = V^\alpha^p_N \).

For \( \pi_r \in L^0(\mathcal{X}^N \times [0, 1]^N; A^N) \), we introduce the operator \( T_N^\pi \) on \( L^p_\mathcal{F}(\mathcal{X}^N) \), defined by

\[
T_N^\pi W(x) := \mathbb{E}[f(x, \pi_r(x, U_0)) + \beta W(F(x, \pi_r(x, U_0), \varepsilon_1)], \ \forall x \in \mathcal{X}^N,
\]

where \( U_0 = (U^i_0)_{i \in [1,N]} \) is a family of i.i.d. \( \sim \mathcal{U}([0,1]) \), independent of \( \mathcal{G}, \varepsilon \).

We adapt Proposition 3.1 to the case of randomized feedback policies.

**Proposition 3.2** Let \( \alpha^* \) be an \( \varepsilon \)-optimal randomized feedback policy for the CMKV-MDP, and consider any feedback policy \( \pi_r \) for the \( N \)-agent MDP. Then, the feedback control \( \alpha^\pi_r \) is \( \mathcal{O}(\varepsilon + \sup_{x \in \mathcal{X}^N} \mathbb{E}[w_d(\mathcal{L}(\xi_x, a_r(\mu_N[x], \xi_x, U)), \mu_N[x, \pi_r(x, U_0)])^\gamma + M_N^\gamma]) \)-optimal for \( V_N(x_0) \), namely

\[
V_N(x_0) - C(\varepsilon + \sup_{x \in \mathcal{X}^N} \mathbb{E}[w_d(\mathcal{L}(\xi_x, a_r(\mu_N[x], \xi_x, U)), \mu_N[x, \pi_r(x, U_0)])^\gamma + M_N^\gamma]) \leq V^\pi_N(x_0).
\]

Here \((\xi_x, U) \sim \mu_N[x] \otimes \mathcal{U}([0,1]) \), and \( U_0 = (U^i_0)_{i \in [1,N]} \) is a family of i.i.d. \( \sim \mathcal{U}([0,1]) \), independent of \( \varepsilon \).

**Proof.** Fix \( x \in \mathcal{X}^N \), and let \( a = \pi_r(x, U_0) \) be the random variable valued in \( A^N \). By definition, we have \( T_N^\pi V_N(x) = \mathbb{E}[T_N^\alpha V_N(x)] \). By Lemma 3.3 we have

\[
T_N^\pi V_N(x) \geq V_N(x) - C(\sup_{x \in \mathcal{X}^N} \mathbb{E}[w_d(\mathcal{L}(\xi_x, a_r(\mu_N[x], \xi_x, U)), \mu_N[x, \pi_r(x, U_0)])^\gamma + M_N^\gamma])
\]

Taking the expectation, and by Jensen’s inequality, we then get

\[
T_N^\pi V_N(x) \geq V_N(x) - C(\sup_{x \in \mathcal{X}^N} \mathbb{E}[w_d(\mathcal{L}(\xi_x, a_r(\mu_N[x], \xi_x, U)), \mu_N[x, \pi_r(x, U_0)])^\gamma + M_N^\gamma]),
\]

and we conclude by the verification result in Lemma 3.3. \( \square \)

Compared to Proposition 3.1, Proposition 3.2 means that with a randomized feedback policy \( \pi_r \), one can obtain a “good” performance whenever it produces empirical state-action distributions that are close to the theoretical state-action distribution generated by \( a_r \) on average, i.e., that makes the quantity

\[
\mathbb{E}[w_d(\mathcal{L}(\xi_x, a_r(\mu_N[x], \xi_x, U)), \mu_N[x, \pi_r(x, U_0)])^\gamma + M_N^\gamma]
\]

as small as possible. More precisely, if we can design a randomized policy \( \pi_r \) such that

\[
\mathbb{E}[w_d(\mathcal{L}(\xi_x, a_r(\mu_N[x], \xi_x, U)), \mu_N[x, \pi_r(x, U_0)])] \leq CM_N,
\]

then by Proposition 3.2, this will prove the statement of Theorem 2.3. The next result shows how it can be achieved.
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Lemma 3.5 Let \( a : \mathcal{P}(\mathcal{X}) \times \mathcal{X} \times [0,1] \rightarrow A \) be any (if it exists) randomized feedback policy for the CMKV-MDP such that
\[
E[d_A(a(\mu, x, a(\mu, x', U)), a(\mu, x', U)))] \leq K d(x, x'), \quad \forall \mu \in \mathcal{P}(\mathcal{X}), \quad x, x' \in \mathcal{X},
\]
(here \( U \sim U([0,1]) \)) for some positive constant \( K \). Consider the randomized feedback policy for the N-agent MDP defined by
\[
\pi_{\sigma}^{a,N}(x, u) = \left( a(\mu_\sigma [x], x', u') \right)_{i \in [1,N]}, \quad x = (x')_{i \in [1,N]} \in \mathcal{X}^N, \quad u = (u')_{i \in [1,N]} \in [0,1]^N.
\]
Then,
\[
E \left[ \mathcal{W}_d (\mathcal{L}(\xi, a(\mu_\sigma [x], \xi, U)), \mu_\sigma [x], \pi_{\sigma}^{a,N}(x, U_0)) \right] \leq (2 + K) M_N,
\]
where \( (\xi, U) \sim \mu_\sigma [x] \otimes U([0,1]) \).

Proof. Fix \( x \in \mathcal{X}^N \), and set \( a_\sigma(x, u) = a(\mu_\sigma [x], x, u) \) for \( (x, u) \in \mathcal{X} \times [0,1] \). Let us consider a family \( \xi = (\xi^i)_{i \in [1,N]} \) of \( N \) i.i.d. random variables such that \( \xi^i \sim \mu_\sigma [x] \), and independent of \( U_0 \). Let us consider \( \sigma^{\xi, x} \), the optimal permutation defined in Definition 3.1 between \( \xi \) and \( x \). We have
\[
\mathcal{W}_d (\mathcal{L}(\xi, a(\mu_\sigma [x], \xi, U)), \mu_\sigma [x], \pi_{\sigma}^{a,N}(x, U_0))
\]
\[
= \mathcal{W}_d (\mathcal{L}(\xi, a_\sigma(\xi, U)), \frac{1}{N} \sum_{i=1}^N \delta_{i,a_\sigma(\xi^i, U_0^i)})
\]
\[
\leq \mathcal{W}_d (\mathcal{L}(\xi, a_\sigma(\xi, U)), \frac{1}{N} \sum_{i=1}^N \delta_{i,a_\sigma(\xi^i, \pi_{\sigma}^{a,N}(x, U_0^i))} + \mathcal{W}_d (\frac{1}{N} \sum_{i=1}^N \delta_{i,a_\sigma(\xi^i, \pi_{\sigma}^{a,N}(x, U_0^i))}, \frac{1}{N} \sum_{i=1}^N \delta_{i,a_\sigma(\xi^i, U_0^i)})
\]
\[
\leq \mathcal{W}_d (\mathcal{L}(\xi, a_\sigma(\xi, U)), \frac{1}{N} \sum_{i=1}^N \delta_{i,a_\sigma(\xi^i, \pi_{\sigma}^{a,N}(x, U_0^i))}) + d_N ((\xi^{\sigma^{\xi, x}}, \pi_{\sigma}^{a,N}(x, U_0)), (x, \pi_{\sigma}^{a,N}(x, U_0)))
\]
where we set \( \xi^{\sigma^{\xi, x}} = (\xi^{\sigma^{\xi, x}_i})_{i \in [1,N]} \), and use [2.2] in the last inequality. Taking the expectation, we then obtain under condition [3.1]
\[
\mathcal{W}_d (\mathcal{L}(\xi, a(\mu_\sigma [x], \xi, U)), \mu_\sigma [x], \pi_{\sigma}^{a,N}(x, U_0))
\]
\[
\leq M_N + (1 + K) E [d_N (\xi^{\sigma^{\xi, x}}, x)]
\]
\[
= M_N + (1 + K) E [\mathcal{W}_d (\mu_\sigma [\xi], \mu_\sigma [x])] \leq (2 + K) M_N,
\]
where we use [3.1] in the last equality. This concludes the proof. \( \square \)

We now apply Lemma 3.5 with an \( \varepsilon \)-optimal randomized feedback policy \( a_\varepsilon \) for the CMKV-MDP, and combined with Proposition 3.2, this proves the required result in Theorem 2.3.

A Existence of optimal randomized control for CMKV-MDP

Recall from Proposition 4.1 in [16] that the Bellman operator \( \mathcal{T} \) of the CMKV-MDP is written in the lifted form as
\[
[\mathcal{T} W](\mu) = \sup_{a \in A} \left\{ \tilde{f}(\mu, a) + \beta E [W(\tilde{F}(\mu, a, \varepsilon))] \right\}, \quad \mu \in \mathcal{P}(\mathcal{X}),
\]
(A.1)
for $W \in L^2_\mu(\mathcal{P}(\mathcal{X}))$, where $\mathbf{A} = \mathcal{P}(\mathcal{X} \times A)$, $\hat{F}$ is the measurable function on $\mathcal{P}(\mathcal{X}) \times \mathbf{A} \times \mathcal{E}^0 \rightarrow \mathcal{P}(\mathcal{X})$ defined by

$$\hat{F}(\mu, a, e^0) = F(\cdot, \cdot, p(\mu, a), \cdot, e^0) \ast (p(\mu, a) \otimes \mathcal{L}(\varepsilon_1)),$$

and $\tilde{f}$ is the measurable function on $\mathcal{P}(\mathcal{X}) \times \mathbf{A}$ defined by

$$\tilde{f}(\mu, a) = \int_{\mathcal{X} \times A} f(x, a, p(\mu, a))p(\mu, a)(dx, da).$$

Here $\ast$ is the pushforward measure notation, $p$ is a measurable coupling projection from $\mathcal{P}(\mathcal{X}) \times \mathbf{A}$ into $\mathbf{A}$: $p(\mu, a) = p(\mu, p(\mu, a))$, satisfying $pr_1 \ast p(\mu, a) = \mu$, and $p(\mu, a) = a$ if $pr_1 \ast a = \mu$ (where $pr_1$ is the projection function on the first coordinate). Since $\tilde{f}$ and $\hat{F}$ depend upon $a$ only through $p(\mu, a)$, it is clear that the supremum in (A.1), for each $\mu \in \mathcal{P}(\mathcal{X})$, can be taken actually over the the subset $\Gamma_\mu := \{a : (\mu, a) \in \Gamma \} \subset \mathbf{A}$, where $\Gamma := \{(\mu, a) \in \mathcal{P}(\mathcal{X}) \times \mathbf{A} : pr_1 \ast a = \mu\}$ is closed in $\mathcal{P}(\mathcal{X}) \times \mathbf{A}$ from the continuity of $a \mapsto pr_1 \ast a$. Moreover, since $V$ is continuous (see (3.2)), it is straightforward to prove that

$$(\mu, a) \in \Gamma \rightarrow \tilde{f}(\mu, a) + \beta E\left[V(\hat{F}(\mu, a, e^0))\right] = \int_{\mathcal{X} \times A} f(x, a, a)(dx, da) + \beta E\left[V(F(\cdot, \cdot, \cdot, e^0) \ast (a \otimes \mathcal{L}(\varepsilon_1)))\right]$$

is continuous and thus upper continuous on $\Gamma$. Therefore, by [2], Proposition 7.33, there exists a measurable function $\phi : \mathcal{P}(\mathcal{X}) \rightarrow \mathbf{A}$ whose graph is included in $\Gamma$ and such that

$$\tilde{f}(\mu, \phi(\mu)) + \beta E\left[V(\hat{F}(\mu, \phi(\mu), e^0))\right] = \sup_{a \in \Gamma_\mu} \left\{ \tilde{f}(\mu, a) + \beta E\left[V(\hat{F}(\mu, a, e^0))\right] \right\} = [TV](\mu) = V(\mu), \quad \forall \mu \in \mathcal{P}(\mathcal{X}), \quad (A.2)$$

where the last equality follows from the fixed point equation of $V$. By the universal disintegration theorem (see [13], Corollary 1.26), there exists $\kappa : \mathcal{X} \times \mathcal{P}(\mathcal{X} \times A) \times \mathcal{P}(\mathcal{X}) \rightarrow \mathcal{P}(A)$ such that for all $a \in \mathcal{P}(\mathcal{X} \times A)$, $\mu \in \mathcal{P}(\mathcal{X})$ with $pr_1 \ast a = \mu$, we have $a = \mu \otimes \kappa(\cdot, \mu)$ (where $\otimes$ denotes the probability-kernel product). Furthermore, by Blackwell-Dubins Lemma, there exists a measurable function $\rho : \mathcal{P}(A) \times [0, 1] \rightarrow A$ such that for all $\pi \in \mathcal{P}(A)$, if $U$ denotes a uniform random variable, then $\rho(\pi, U) \sim \pi$. We can then define the randomized feedback policy

$$a^0(\mu, x, u) = \rho(\kappa(x, \phi(\mu), \mu), u),$$

which satisfies by construction $\mathcal{L}(\xi, a^0(\mu, \xi, U)) = \phi(\mu)$ for $(\xi, U) \sim \mu \otimes \mathcal{U}([0, 1])$ so that

$$\tilde{f}(\mu, \phi(\mu)) = \mathbb{E}\left[f(\xi, a^0(\mu, \xi, U), \mathcal{L}(\xi, a^0(\mu, \xi, U)))\right]$$

$$\hat{F}(\mu, \phi(\mu), e^0) = \mathbb{E}_{F(\xi, a^0(\mu, \xi, U), \mathcal{L}(\xi, a^0(\mu, \xi, U)), e^0_1, e^0_2)}.$$

Recalling notation in (2.4), and by (A.2), this shows that

$$T^{a^0}_{t \mu}(\cdot)V(\mu) = V(\mu).$$

According to the verification result (Proposition 4.3 in [16]), this ensures that the randomized feedback control $a^0 \in \mathcal{A}$ defined by

$$a^0_t = a_0(\mathbb{P}^0_{\xi_t}, X_t, U_t), \quad t \in \mathbb{N},$$

where $(U_t)_{t \in \mathbb{N}}$ is an i.i.d. sequence of random variables, $U_t \sim \mathcal{U}([0, 1])$, independent of $\xi_0 \sim \mu_0$, and $\varepsilon$, is an optimal control for $V(\mu_0)$. 19
B Bellman equation for the N-agent MDP

In this section, we study and rigorously state properties on the Bellman equation for the N-agent problem, viewed as a MDP with state space $\mathcal{X}^N$, action space $A^N$, noise sequence $\epsilon = (\epsilon_t)_{t \in \mathbb{N}}$, with $\epsilon_t := ((\epsilon^i_t)_{i \in [1,N]}, \epsilon^0_t)$ valued in $E^N \times E^0$, state transition function

$$F(x, a, e) := \left(F(x^i, a^i, \mu_N(x, a), e^i, e^0)\right)_{i \in [1,N]}, \quad e = ((e^i)_{i \in [1,N]}, e^0) \in E^N \times E^0,$$

and reward function

$$f(x, a) = \frac{1}{N} \sum_{i=1}^{N} f(x^i, a^i, \mu_N(x, a)), \quad x = (x^i)_{i \in [1,N]}, \quad a = (a^i)_{i \in [1,N]}.$$

With respect to standard framework of MDP, we pay a careful attention when dealing with possibly continuous state/action spaces $(\mathcal{X}, A)$, and optimizing in general over open-loop controls.

Let us consider the set $\mathcal{V}$ of sequences $\nu = (\nu_t)_{t \in \mathbb{N}}$ with $\nu_0$ a measurable function from $([0,1]^N)^N$ into $A^N$, and $\nu_t$ a measurable function from $([0,1]^N)^N \times (E^N \times E^0)^t$ into $A^N$ for $t \in \mathbb{N}$. For each $\nu \in \mathcal{V}$, we can associate a control process $\alpha^\nu \in \mathcal{A}$ given by

$$\alpha^\nu_t := \nu_t(U, (\epsilon_s)_{s \in [1,t]}), \quad t \in \mathbb{N},$$

(with the convention that $\alpha^\nu_0 = \nu_0(U)$ when $t = 0$), where $U = (U^i_t)_{i \in [1,N], t \in \mathbb{N}}$ is a family of mutually i.i.d. uniform random variables on $[0,1]$, independent of $\epsilon$, and conversely any control $\alpha \in \mathcal{A}$ can be represented as $\alpha^\nu$ for some $\nu \in \mathcal{V}$. We call $\mathcal{V}$ the set of randomized open-loop policies. By misuse of notation, we write $V_N^\nu = V_N^{\nu^*}$.

Let us denote by $L^\infty(\mathcal{X}^N)$ the set of bounded real-valued functions on $\mathcal{X}^N$, and by $L^\infty_m(\mathcal{X}^N)$ the subset of measurable functions in $L^\infty(\mathcal{X}^N)$. We then introduce the Bellman “operator” $T_N : L^\infty_m(\mathcal{X}^N) \rightarrow L^\infty(\mathcal{X}^N)$ defined for any $W \in L^\infty_m(\mathcal{X}^N)$ by:

$$[T_N W](x) := \sup_{a \in A^N} T_N^a W(x), \quad x \in \mathcal{X}^N,$$

where

$$T_N^a W(x) := f(x, a) + \beta \mathbb{E}[W(F(x, a, \epsilon_1))], \quad x \in \mathcal{X}^N, \quad a \in A^N.$$

Notice that the sup can apriori lead to a non measurable function $T_N W$. Because of this, $T_N$ is not an operator on $L^\infty_m(\mathcal{X}^N)$ in the strict sense. To see $T_N$ as an operator, we have to find a subset in $L^\infty(\mathcal{X}^N)$ that is preserved by $T_N$. The next result introduces such subset.

Lemma B.1 Let $\mathcal{M}$ be the set in $L^\infty_m(\mathcal{X}^N)$ defined by

$$\mathcal{M} := \left\{ W \in L^\infty_m(\mathcal{X}^N) : |W(x) - W(x')| \leq 2Kf \sum_{t=0}^{\infty} \beta^t \min\left\{[(2Kf)^t d_N(x, x'), \Delta_X], \forall x, x' \in \mathcal{X}^N\right\} \right\}.$$

(B.1)

Then $\mathcal{M}$ is a complete metric space under the $\| \cdot \|$ norm, and $T_N$, for all $a \in A^N$, and $T_N$, preserve $\mathcal{M}$: $T_N^a \mathcal{M} \subset \mathcal{M}, T_N \mathcal{M} \subset \mathcal{M}$. 
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Proof. It is clear that $\mathcal{M}$ is closed in $L^\infty_\mathcal{w} (\mathcal{X}^N)$, and is therefore a complete metric space for $\| \cdot \|$.
Let $W \in \mathcal{M}$. Fix $x, x' \in \mathcal{X}^N$, and $a \in A^N$. Let us start with two preliminary estimations: under (Hf\textsubscript{lip}), and recalling (2.2), we clearly have

$$|f(x, a) - f(x', a)| \leq 2K_f d_N(x, x').$$

Similarly, under (HF\textsubscript{lip}), for $e^0 \in E^0$, we have

$$E[d_N(F(x, a, (\varepsilon^i_1)_{i \in [1, N]}, e^0), F(x', a, (\varepsilon^i_1)_{i \in [1, N]}, e^0))] \leq 2K_F d_N(x, x').$$

(B.3)

Thus, denoting by $X_1 = F(x, a, (\varepsilon^i_1)_{i \in [1, N]}, e^0)$ and $X'_1 = F(x', a, (\varepsilon^i_1)_{i \in [1, N]}, e^0)$, we have, by Jensen’s inequality and then (B.3),

$$E \left[ \sum_{t=0}^{\infty} \beta^t \min \left[ (2K_F)^t d_N(X_1, X'_1), \Delta_X \right] \right] \leq \sum_{t=0}^{\infty} \beta^t \min \left[ (2K_F)^t E[d_N(X_1, X'_1)], \Delta_X \right] \leq \sum_{t=0}^{\infty} \beta^t \min \left[ (2K_F)^t+1 d_N(x, x'), \Delta_X \right].$$

(B.4)

The definition of $T_N^a$ combined with (B.2), the fact that $W \in \mathcal{M}$, and (B.4), implies that

$$|T_N^a W(x) - T_N^a W(x')| \leq 2K_f d_N(x, x') + \beta 2K_f \sum_{t=0}^{\infty} \beta^t \min \left[ (2K_F)^t+1 d_N(x, x'), \Delta_X \right] \leq 2K_f \sum_{t=0}^{\infty} \beta^t \min \left[ (2K_F)^t d_N(x, x'), \Delta_X \right].$$

which shows that $T_N^a W \in \mathcal{M}$, i.e. $T_N^a$ preserves $\mathcal{M}$. Furthermore, we have

$$|T_N W(x) - T_N W(x')| \leq \sup_{a \in A^N} |T_N^a W(x) - T_N^a W(x')| \leq 2K_f \sum_{t=0}^{\infty} \beta^t \min \left[ (2K_F)^t d_N(x, x'), \Delta_X \right],$$

which also shows that $T_N W \in \mathcal{M}$. \hfill $\square$

Lemma (B.1) implies that by restricting $T_N$ and $T_N^a$ to $\mathcal{M}$, we can see $T_N$ and $T_N^a$ as operators on $\mathcal{M}$, that is, $T_N : \mathcal{M} \rightarrow \mathcal{M}$ and $T_N^a : \mathcal{M} \rightarrow \mathcal{M}$. However, the property defining the functions in $\mathcal{M}$ (see (B.1)) is not very natural and practical. The following result provides a more convenient property satisfied by all functions in $\mathcal{M}$.

Lemma B.2 There exists $K_* \in \mathbb{R}$ such that any function $W \in \mathcal{M}$ is $\gamma$-Hölder with constant factor $K_*$, i.e.

$$|W(x) - W(x')| \leq K_* d_N(x, x')^\gamma, \ \forall x, x' \in \mathcal{X}^N.$$

Proof. We have

$$|W(x) - W(x')| \leq 2K_f \sum_{t=0}^{\infty} \beta^t \min \left[ (2K_F)^t d_N(x, x'), \Delta_X \right] =: 2K_f S(d_N(x, x')).$$
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where \( S(m) = \sum_{t=0}^{\infty} \beta^t \min\{(2K_F)^t m, \Delta \chi\} \). If \( 2\beta K_F < 1 \), we clearly have
\[
S(m) \leq m \sum_{t=0}^{\infty} (\beta 2K_F)^t = \frac{m}{1 - \beta 2K_F},
\]
and so \( W \) is \( \gamma \)-Hölder. Let us now study the case \( 2\beta K_F > 1 \). In this case, in particular, \( 2K_F > 1 \) since \( \beta \in (0, 1) \), thus \( t \mapsto (2K_F)^t \) is nondecreasing, and so
\[
S(m) \leq \sum_{t=0}^{\infty} \int_t^{t+1} \beta^s \min\{(2K_F)^s m, \Delta \chi\} \, ds
\]
\[
\leq \frac{1}{\beta} \sum_{t=0}^{\infty} \int_t^{t+1} \beta^s \min\{(2K_F)^s m, \Delta \chi\} \, ds = \frac{1}{\beta} \int_0^\infty e^{s \ln \beta} \min\{me^{s \ln (2K_F)} , \Delta \chi\} \, ds.
\]
Let \( t_* = t_*(m) \) be such that \( me^{t_* \ln (2K_F)} = \Delta \chi \), i.e. \( t_* = \frac{\ln(\Delta \chi/m)}{\ln(2K_F)} \). Then,
\[
\int_0^\infty e^{s \ln \beta} \min\{me^{s \ln (2K_F)} , \Delta \chi\} \, ds \leq m \int_0^{t_*} e^{s \ln (2K_F \beta)} \, ds + \Delta \chi \int_{t_*}^\infty e^{s \ln \beta} \, ds
\]
\[
= \frac{m}{\ln(2K_F \beta)} \left[ e^{t_* \ln (2K_F \beta)} - 1 \right] - \frac{\Delta \chi}{\ln \beta} (\ln \beta)^{t_*}
\]
\[
= \frac{m}{\ln(2K_F \beta)} \left[ (\frac{\Delta \chi}{m})^{\ln (2K_F \beta)} - 1 \right] - \frac{\Delta \chi}{\ln \beta} \left( \frac{\Delta \chi}{m} \right)^{\ln \beta (\ln (2K_F \beta))}
\]
\[
= \Delta \chi \left( \frac{1}{\ln (2K_F \beta)} - \frac{1}{\ln \beta} \right) \left( \frac{\Delta \chi}{m} \right)^{\ln \beta (\ln (2K_F \beta))} - \frac{m}{\ln(2K_F \beta)}
\]
\[
\leq C m^{\min\left\{ 1, \frac{\ln \beta (\ln (2K_F \beta))}{\ln(2K_F \beta)} \right\}} = C m^\gamma,
\]
for some positive constant \( C \) depending on \( K_F, \beta \) and \( \Delta \chi \). This implies that \( W \) is \( \gamma \)-Hölder with a constant factor \( K_* \) that is clearly independent of \( W \in S \). This concludes the proof. \( \square \)

The consequence of Lemmas B.1 and B.2 is that the set \( \mathcal{M} \subset L^\infty_m(\mathcal{X}) \) is a closed set, preserved by \( \mathcal{T}_N \) and contains only functions that are \( \gamma \)-Hölder with factor \( K_* \). We are now able to get the existence of a unique fixed point to the Bellman operator \( \mathcal{T}_N \).

**Proposition B.1** (i) The operator \( \mathcal{T}_N \) is monotone increasing: for \( W_1, W_2 \in L^\infty_m(\mathcal{X}^N) \), if \( W_1 \leq W_2 \), then \( \mathcal{T}_N W_1 \leq \mathcal{T}_N W_2 \). (ii) Furthermore, it is contracting on \( L^\infty_m(\mathcal{X}^N) \) with Lipschitz factor \( \beta \), and admits a unique fixed point in \( L^\infty_m(\mathcal{X}^N) \), denoted by \( V_N^* \), hence solution to:
\[
V_N^* = \mathcal{T}_N V_N^*.
\]
Moreover, \( V_N^* \in \mathcal{M} \), and thus \( V_N^* \) is \( \gamma \)-Hölder with constant factor \( K_* \).

**Proof.** (i) The monotonicity of \( \mathcal{T}_N \) is clear. (ii) The \( \beta \)-contraction property of \( \mathcal{T}_N \) is obtained by standard arguments, which implies the uniqueness of a fixed point (but not the existence). Let us prove the existence of a fixed point. As \( \mathcal{M} \) is preserved by \( \mathcal{T}_N \), and is closed for \( \| \cdot \| \), and therefore complete (as a closed subset of the complete space \( L^\infty_m(\mathcal{X}^N) \)), by the Banach fixed point theorem, \( \mathcal{T}_N \) admits a unique fixed point \( V_N^* \) in \( \mathcal{M} \). By Lemma B.2, this implies that \( V_N^* \) is \( \gamma \)-Hölder with constant factor \( K_* \), and concludes the proof. \( \square \)
Remark B.1 Notice that the above arguments would not work if we considered, instead of \( \mathcal{M} \), directly the set of \( \gamma \)-Hölder continuous functions. Indeed, while it is true that such set is stabilized by \( \mathcal{T}_N \) (it essentially follows from (B.2) and (B.3)), the set of \( \gamma \)-Hölder continuous functions is not closed in \( L^\infty_T(\mathcal{X}^N) \) (and thus not a complete metric space): there might indeed exist a converging sequence of \( \gamma \)-Hölder continuous functions with multiplicative factors (in the Hölder property) tending toward infinity, such that the limit function is not \( \gamma \)-Hölder anymore.  

As a consequence of Proposition [B.1] we can show the following relation between the value function \( V_N \) of the \( N \)-agent MDP, and the fixed point \( V_N^* \) of the Bellman operator \( \mathcal{T}_N \).

Lemma B.3 For all \( x \in \mathcal{X}^N \), we have \( V_N(x) \leq V_N^*(x) \).

Proof. For any \( x \in \mathcal{X}^N \), \( \nu \in \mathcal{V} \), we have

\[
\mathbb{E}\left[ f(x, \nu_0(U)) + \beta V_N^*(F(x, \nu_0(U), \varepsilon_1)) \right] = \mathbb{E}\left[ f(x, \nu_0(U)) + \beta \mathbb{E}[V_N^*(F(x, \nu_0(U), \varepsilon_1))] \right]_{u=U} = \mathbb{E}\left[ \mathcal{T}^{\nu_0(U)} V_N^*(x) \right] \leq \mathcal{T} V_N^*(x) = V_N^*(x). \tag{B.5}
\]

For any \( \nu(t) = (u(t), e(t)) \in ([0, 1]^N \times (E^N \times E^0), \nu(t+1) = (u(t+1), e(t+1)) \in ([0, 1]^N)^t \times (E^N \times E^0)^t, t \in \mathbb{N} \).

Standard Markov arguments imply the following flow property for randomized open-loop policies:

\[
V_N^\nu(x) = \mathbb{E}\left[ f(x, \nu_0(U)) + \beta V_N^{\nu_{t+1}}(F(x, \nu_0(U), \varepsilon)) \right]
\]

Together with (B.5), we then get

\[
V_N^*(x) - V_N^\nu(x) \geq \beta \mathbb{E}\left[ V_N^*(F(x, \nu_0(U), \varepsilon_1)) - V_N^{\nu_{t+1}}(F(x, \nu_0(U), \varepsilon_1)) \right] \geq \beta \inf_{x \in \mathcal{X}^N, \nu \in \mathcal{V}} \{V_N^*(x) - V_N^\nu(x)\}.
\]

Taking the infimum over \( x \in \mathcal{X}^N \), \( \nu \in \mathcal{V} \) on the left hand side of the above inequality, and since \( \beta < 1 \), this shows that \( V_N^*(x) \leq V_N^\nu(x) \) for all \( \nu \in \mathcal{V} \). We conclude that \( V_N^* \leq V_N^\nu \).  

We aim now to prove rigorously the equality \( V_N = V_N^* \), i.e., the value function \( V_N \) of the \( N \)-agent MDP satisfies the Bellman fixed point equation: \( V_N = \mathcal{T}_N V_N \), and also to show the existence of \( \varepsilon \)-optimal (randomized) feedback control for \( V_N \).

A feedback policy (resp. randomized feedback policy) is an element \( \pi \in L^0(\mathcal{X}^N; \mathcal{A}^N) \) (resp. \( L^0(\mathcal{X}^N \times [0, 1]^N; \mathcal{A}^N) \)), the set of measurable functions from \( \mathcal{X}^N \) (resp. \( \mathcal{X}^N \times [0, 1]^N \)) into \( \mathcal{A}^N \). The associated feedback control is the unique control \( \alpha^\pi \) given by \( \alpha^\pi_t = \pi(X_t) \), (resp. \( \pi_t(X_t, U_t) \), \( t \in \mathbb{N} \), where \( \{U_t = (U^t_i)_{i \in [1, N]} : t \in \mathbb{N} \} \) is a family of mutually i.i.d. uniform random variables on \([0, 1] \), independent of \( \mathcal{G}, \varepsilon \). By misuse of notation, we denote \( V_N^\pi = V_N^{\alpha^\pi} \).

Given \( \pi \in L^0(\mathcal{X}^N; \mathcal{A}^N) \) (resp. \( L^0(\mathcal{X}^N \times [0, 1]^N; \mathcal{A}^N) \)), we introduce the operator \( \mathcal{T}_\pi^N \) on \( L^\infty_m(\mathcal{X}^N) \), defined by

\[
\mathcal{T}_\pi^N W(x) := f(x, \pi(x)) + \beta \mathbb{E}[W(F(x, \pi(x), \varepsilon_1))], \quad x \in \mathcal{X}^N,
\]
\[ T_N^\beta W(x) := \mathbb{E}[f(x, \pi(x, U_0)) + \beta W(F(x, \pi(x, U_0), \varepsilon_1)], \quad \forall x \in \mathcal{X}^N, \]

where \(U_0 = (U_i^0)_{i \in [1, N]}\) is a family of i.i.d. \(\sim U([0, 1])\), independent of \(G, \varepsilon\).

We have the basic and standard properties on the operator \(T_N^\beta\):

**Lemma B.4** Fix \(\pi \in L^0(\mathcal{X}^N; A^N)\) (resp. \(L^0(\mathcal{X}^N \times [0, 1]^N; A^N)\)).

(i) The operator \(T_N^\beta\) is \(\beta\)-contracting on \(L^\infty(\mathcal{X}^N)\), and \(V_N^\pi\) is its unique fixed point.

(ii) Furthermore, it is monotone increasing: for \(W_1, W_2 \in L^\infty(\mathcal{X}^N)\), if \(W_1 \preceq W_2\), then \(T_N^\beta W_1 \preceq T_N^\beta W_2\).

We state the standard verification type result for the \(N\)-individual MDP, by means of the Bellman operator.

**Lemma B.5 (Verification result)**

Fix \(\varepsilon \geq 0\), and suppose that there exists an \(\varepsilon\)-optimal (randomized) feedback policy \(\pi^*\) for \(V_N^\pi\) in the sense that

\[ V_N^\pi \leq T_N^\beta V_N^\pi + \varepsilon. \]

Then, \(\alpha^* \in A\) is \(\frac{\varepsilon}{1-\beta}\)-optimal for \(V_N\), i.e., \(V_N^\pi \geq V_N \geq V_N^\pi - \frac{\varepsilon}{1-\beta}\), and we have \(V_N \geq V_N^\pi - \frac{\varepsilon}{1-\beta}\).

**Proof.** Since \(V_N^\pi = T_N^\beta V_N^\pi\), and recalling from Lemma B.3 that \(V_N^\pi \geq V_N \geq V_N^\pi\), we have for all \(x \in \mathcal{X}^N\),

\[ (V_N - V_N^\pi)(x) \leq (T_N^\beta V_N(x) - T_N^\beta V_N^\pi(x)) + \varepsilon \leq \beta(V_N - V_N^\pi) + \varepsilon, \]

where we used the \(\beta\)-contraction property of \(T_N^\beta\) in Lemma B.4. We deduce that \(|V_N - V_N^\pi| \leq \frac{\varepsilon}{1-\beta}\), and then, \(V_N \geq V_N^\pi \geq V_N - \frac{\varepsilon}{1-\beta}\), which combined with \(V_N^\pi \geq V_N\), concludes the proof. \(\square\)

We finally conclude this section by showing the existence of an \(\varepsilon\)-optimal (randomized) feedback policy for \(N\)-agent MDP on \(\mathcal{X}^N\), and obtain as a by-product the corresponding Bellman fixed point equation for its value function.

**Proposition B.2** For all \(\varepsilon > 0\), there exists a (randomized) feedback policy \(\pi^\varepsilon\) that is \(\varepsilon\)-optimal for \(V_N^\pi\). Consequently, the control \(\alpha^\varepsilon \in A\) is \(\frac{\varepsilon}{1-\beta}\)-optimal for \(V_N\), and we have \(V_N = V_N^\pi\), which thus satisfies the Bellman fixed point equation.

**Proof.** We prove the result for \(\varepsilon\)-optimal feedback policy (the case of \(\varepsilon\)-optimal randomized feedback policy is dealt with similarly). Fix \(\varepsilon > 0\), and given \(\eta > 0\), consider a quantizing grid \(M^\eta = \{x_1, \ldots, x_{N^\eta}\} \subset \mathcal{X}^N\), and an associated partition \(C^\eta_k\), \(k = 1, \ldots, N^\eta\), of \(\mathcal{X}^N\), satisfying

\[ C^\eta_k \subset B^\eta(x_k) := \left\{x \in \mathcal{X}^N : d_N(x, x_k) \leq \eta\right\}, \quad k = 1, \ldots, N^\eta. \]

For any \(x_k, k = 1, \ldots, N^\eta\), there exists \(a^\varepsilon_k \in A^N\) such that

\[ V_N^\pi(x_k) \leq T_N^\beta V_N^\pi(x_k) + \frac{\varepsilon}{3}. \] (B.6)
From the partition $\mathcal{C}_k^\eta$, $k = 1, \ldots, N_\eta$, of $\mathcal{X}^N$, associated to $\mathcal{M}^\eta$, we construct the function $\pi^\epsilon : \mathcal{X}^N \to A^N$ as follows: we define, for all $x \in \mathcal{X}^N$,

$$\pi^\epsilon(x) = a_k^\epsilon, \text{ when } x \in \mathcal{C}_k^\eta, \ k = 1, \ldots, N_\eta.$$  

Such function $\pi^\epsilon$ is clearly measurable. Let us now check that such $\pi^\epsilon$ yields an $\epsilon$-optimal feedback policy for $\eta$ small enough. For $x \in \mathcal{X}^N$, we define $x_\eta = x_k$, when $x \in \mathcal{C}_k^\eta$, $k = 1, \ldots, N_\eta$. Observe that $\kappa = \min_{x \in \mathcal{X}^N} \eta$ feedback policy for $\pi$, such function $x \mapsto \kappa(x)$ is clearly measurable. Let us now check that such $\eta(x) \mapsto \kappa(x)$ is $\mathcal{F}_{\pi^\epsilon}$-measurable. For all $x \in \mathcal{X}^N$,

$$\left[ T_N^{\pi^\epsilon} V_N^\epsilon(x) \right] - V_N^\epsilon(x) = \left( \left[ T_N^{\pi^\epsilon} V_N^\epsilon(x) \right] - \left[ T_N^{\pi^\epsilon} V_N^\epsilon(x_\eta) \right] \right) + \left( \left[ T_N^{\pi^\epsilon} V_N^\epsilon(x_\eta) \right] - V_N^\epsilon(x_\eta) \right) + \left( V_N^\epsilon(x_\eta) - V_N^\epsilon(x) \right) \geq \left( \left[ T_N^{\pi^\epsilon} V_N^\epsilon(x) \right] - \left[ T_N^{\pi^\epsilon} V_N^\epsilon(x_\eta) \right] \right) - \epsilon - \epsilon/3. \quad (\mathcal{B.7})$$

where we used (B.6) and the fact that $|V_N^\epsilon(x_\eta) - V_N^\epsilon(x)| \leq \epsilon/3$ for $\eta$ small enough by uniform continuity of $V_N^\epsilon$ in Proposition[B.1]. Moreover, by observing that $\pi^\epsilon(x) = \pi^\epsilon(x_\eta) = a_\eta$, we have

$$\left[ T_N^{\pi^\epsilon} V_N^\epsilon(x) \right] = \mathbb{E}\left[ f(x, a) + \beta V_N^\epsilon(F(x, a, \epsilon_\eta)) \right],$$

$$\left[ T_N^{\pi^\epsilon} V_N^\epsilon(x_\eta) \right] = \mathbb{E}\left[ f(x_\eta, a) + \beta V_N^\epsilon(F(x_\eta, a, \epsilon_\eta)) \right].$$

Under (HF_{lip})-(HF_{fip}), and by using the $\gamma$-Hölder property of $V_N^\epsilon$ with constant $K_\gamma$ in Proposition[B.1] we then get

$$\left| \left[ T_N^{\pi^\epsilon} V_N^\epsilon(x) \right] - \left[ T_N^{\pi^\epsilon} V_N^\epsilon(x_\eta) \right] \right| \leq 2K_\gamma d_N(x, x_\eta) + \beta K_\gamma \mathbb{E}\left[ d_N(F(x, a, (\epsilon_{i_1})_{i \in [1, N]}, \epsilon), F(x_\eta, a, (\epsilon_{i_1})_{i \in [1, N]}, \epsilon)) \right]_{c = \epsilon_\eta} \leq \epsilon/3,$$  

for some constant $C$. Therefore, $\left| \left[ T_N^{\pi^\epsilon} V_N^\epsilon(x) \right] - \left[ T_N^{\pi^\epsilon} V_N^\epsilon(x_\eta) \right] \right| \leq \epsilon/3$, and, plugging into (B.7), we obtain

$$\left[ T_N^{\pi^\epsilon} V_N^\epsilon(x) \right] - V_N^\epsilon(x) \geq -\epsilon,$$

for all $x \in \mathcal{X}^N$, which means that $\pi^\epsilon$ is $\epsilon$-optimal for $V_N^\epsilon$.

The rest of the assertions in the Theorem follows from the verification result in Lemma[B.5].
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