As the health care industry adopts artificial intelligence, machine learning, and other modeling techniques, it is seeing benefits to both patient outcomes and cost reduction; however, it needs to be cognizant of and ensure proper management of the risks, including bias. Lessons learned from other industries may provide a framework for acknowledging and managing data, machine, and human biases that arise while implementing AI.

As the benefits of artificial intelligence (AI) begin to permeate various areas of health care, the levels of excitement and expectations continue to grow [1, 2]. In fact, over the last few years, there have been several headline-grabbing examples in which AI has augmented our ability to provide better health care through image analysis, robot-assisted surgery, and drug discovery as well as ways to reduce cost through workflow improvements and better claims processing. The initial excitement of augmenting health care workers with more information has been both beneficial and detrimental. While information overload has become a topic of conversation in almost all areas of health care, AI and its champions have worked to consolidate much of the information into a single score that the decision-makers may use to make a decision. While this may work well in reducing the amount of information pushed at a provider, it can also hide nuance and result in different decisions than if all the information was available to the physicians. In addition, AI is also spreading fear as both mistakes and bias are showing up in AI implementations across different industries [3-5]. This has led to both fear in utilizing AI [6] and acknowledgement that we need to do better [7, 8]. Indeed, health care is not immune from bias [9, 10]. Thus, there is a real risk that AI (or any) models based upon historical data will have bias built in. Note bias can generally be defined mathematically; however, fairness has a social context and is often the term utilized in public conversations.

What Health Care Can Learn from Finance

A very well-documented process that requires “fairness” is consumer lending in the financial industry. There was obvious bias against African Americans in the middle of the 20th century that led to legislation requiring consumer and mortgage lending to be “fair” [11] and transparent [12]. Over the decades, this area has seen widespread adoption of algorithmic modeling, forcing the financial industry to develop methods and tools that avoid the pitfalls and biases that may arise in consumer lending. I believe the health care industry can benefit from the adoption of some of these methods and tools.

When modeling an individual to determine whether they are creditworthy, a model goes through many checks and risk evaluations. First, the input data are scrutinized to eliminate all variables that are directly related to areas where fairness must be ensured (aka, the model is blind to these variables). All race, ethnicity, gender, and age variables may not be used (this is very different from other industries, including health care). However, as the industry matured and adopted broader datasets and more complex mathematics of AI, it became clear that even when all known variables related to the protected classes were eliminated from the input, biased outcomes were still possible, and often likely. Thus, the financial regulators and the industry moved to measuring the outcomes of the models and processes. One must not only have unbiased inputs, but also unbiased outputs. So, techniques have been developed to watch and monitor the outcomes, codifying best practices for model validation and monitoring into what is called model risk management (MRM) [13-15].

The health care industry is well behind in its adoption of these concepts. As I have talked with and advised providers and payers in health care, I have noticed a general lack of knowledge about why and how to implement MRM. I have been told of providers adopting models straight from the literature of other providers. When asked about expected benefits and whether the input data was representative, or if the outcomes show any bias, there are only blank stares. I am not implying that the models developed in the literature or at other systems won’t drive benefit, are biased, or are not representative; I am a firm believer that questions of benefits, bias, and appropriateness need to be asked and answered. For health care firms, achieving a sound capability to identify
these issues should come first, quickly followed by a model monitoring process to ensure continued performance. The financial industry has spent years working to address these issues, while others are jumping straight into AI and are learning the lessons the hard way.

**Driving Benefits with Augmented Intelligence**

Human interaction with the machine and “joint” decision making can generally produce a better outcome than either machine or human alone. Many health providers are taking this approach, and I have often heard that the models will recommend or provide a score to a physician, who then uses the model's recommendation to make the final decision. This is a perfect example of augmented intelligence. However, we need to ensure that we include human decisions, and not just the machine’s recommendations, when measuring the outcome of the process, as feeding a fair recommendation into a biased human does not ensure a fair outcome any more than the reverse would. Thus, we need to ensure the process, and not just the model, is as fair as possible. This combined human/model process outcome was often measured in credit decisions where the human credit officers would “override” the model’s recommendations. Generally (but not always) this results in a more accurate outcome, but requires extra diligence for monitoring the overrides themselves [16]. It is the situations in which human intervention does not increase accuracy and fairness that are the most important cases for health care information utilizers to examine.

Two cases where human augmentation through AI is being adopted within the world of health care are radiology and claims processing. In both of these cases, AI improves efficiency and accuracy. In radiology, image AI is able to detect many issues, but difficult/edge cases are forwarded to a radiologist [17]. The models are not only predicting the outcome, but also identifying the specific areas on an image for examination and showing the level of confidence in the prediction. This allows the radiologist to quickly move through routine images and focus on the more difficult
cases. In a very different area of the business of health care, AI models are enhancing claims processing and removing many of the claims that, while not trivial, rely on a larger knowledge base of claims processing employees [18]. Similar to the radiology case, this allows the claims processing employees to focus on the more difficult cases where the model is not certain of the outcome. The vast majority of AI implementations to date in health care have resulted in utilizing resources more effectively and augmenting human decisions. In both of these examples, overall decision effectiveness was improved through the human-machine interactions.

Managing Bias in the Application of AI in Health Care

I tend to think about applications of AI for health care in three main groups: care, claims, and marketing.

Care-based AI is the most obvious case where we want to eliminate bias and treat people fairly within the diverse set of fairness viewpoints. In fact, biases have been recognized and research targeted to resolve the gaps. Whether inspired by the 2004 founding of Go Red for Women by the American Heart Association or more recent work in genetic disease risk-detection algorithms [10], both the public and the research community are more aware of potential biases and are asking the next set of questions. However, I have not yet seen much attention to the potential bias in claims and payments.

Unfortunately, there is a correlation between wealth, ethnicity, and health [19]. Let’s try a hypothetical thought experiment where we want to maximize the efficiency of our claims/payment processing. As we build our model and optimization engine, we would naturally focus on processing the claims most likely to be approved and have the highest payment. This type of model may easily result in biased outcomes, as the claims being paid first may be those of patients with the highest-quality health plans, who are likely to be primarily wealthy and white. Thus, our model will likely
have biases against poor ethnic minorities. Obviously, this is not the intended result, but it is a potential result, as shown in similar analyses of credit modeling [20].

While marketing models have the same potential wealth/payment/ethnicity outcomes, they also have a more deviant way to drive biases into your systems. If your marketing is successful in delivering a high return on investment (ROI), but your patients are not representative of all the diversity in your community, then future models built on your data-sets will not be representative either. In that case, not only did the marketing models drive a disparate impact favoring those who can pay, but there is also a secondary impact on your data such that without careful consideration and processes future modeling and AI will be biased.

Special Case: Social Determinants of Health

The ability to get a ride to a health care facility or to afford to fill a prescription influences the health of individuals. Physicians can recommend to a patient that they eat fresh vegetables and other produce, but if they don’t have access to grocery stores that carry those things, can’t afford to purchase them, or don’t have a stove or microwave to cook in, they are less likely to “comply” with the physicians’ directions. As health care systems move to include data on place, economics, education, and social context in health care data systems (whether collected directly or through partnerships with integrated data systems [IDS] [21]), many of these variables are highly correlated with age, ethnicity, gender, and
other classes of diversity and/or protected groups. How and when these data are utilized in modeling and AI and for what purpose will need to be transparent, actively debated, and only included when societal norms align since the complexity and potential for unintended bias will add additional risk to any implementation. Most large metropolitan areas and many mid-size areas are forming IDS groups to manage just this data that will need to be utilized. Further research with the combination of IDS and health data is required to begin to understand the impact of all the social determinants. For example, utilizing AI to understand how a child’s housing status and the frequency of its change impact education success and health would build a base to test interventions and drive additional preventive services. Measuring the impact of these potential interventions would enable those on the front lines to direct more resources to the best solutions. Working through the necessary practices for implementing AI within the realm of social determinants of health must be done with openness and include a wide diversity of viewpoints such that results are implemented in ways that recognize the benefits while acknowledging the limitations of the human-managed AI systems.

Recommendations

First and foremost is the need for health care to continue to adopt modeling and AI techniques such that the benefits to both individuals and society may be realized. However, care must be taken and lessons learned from other industries. The immediate next step is to adopt processes in which there is active debate on bias, fairness, and benefits during model development. In addition, the ability to continuously monitor a process with embedded AI for performance, potential bias, and fairness linked to societal norms is critical to gaining the trust of not just the patients, but also physicians, nurses, insurance providers, regulators, and all stakeholders of our health care system. NCMJ
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