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Abstract—Integrated sensing and communication (ISAC) is studied in the airborne domain, where Unmanned Aerial Vehicles (UAVs) act as communication base stations and radars simultaneously. The UAV transmits signals to users while leveraging these signals to localize targets. This research focuses on jointly improving communication and sensing (C&S) performances by designing the UAV trajectory and allocating user’s bandwidth. Since UAV’s sustainability is determined by its onboard battery, energy supply is considered as a constraint in the trajectory design. Communication performance is evaluated by total transmitted data, while sensing performance is assessed through Cramér-Rao bound (CRB). A tradeoff objective is formulated with normalization. To achieve a flexible tradeoff between C&S, the trajectory design is formulated as a weighted sum optimization problem. To improve the formulation accuracy of trajectory design, a multi-stage trajectory design (MSTD) is proposed. While the resultant design problem is difficult to solve directly, an iterative algorithm is developed to obtain a local optimal solution of UAV trajectory. Finally, numerical results are presented to show UAV trajectories determined by the tradeoff between C&S and the energy supply. Benefits of ISAC-based UAV scenarios are highlighted by comparing the single-functional UAV scenarios.
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I. INTRODUCTION

A. Background and Motivation

NEXT-GENERATION wireless networks are expected to go beyond traditional communication services, offering highly accurate and robust sensing, including localization, tracking and navigation [1], [2]. In conventional wireless systems, communication and sensing (C&S) functionalities are typically treated as separated objectives, leading to an inefficient resource utilization. To resolve such issues, designing C&S systems in a joint manner enabling the sharing of hardware and signals, is a promising solution to reduce the cost and improve spectral efficiency, leading to the emergence of integrated sensing and communication (ISAC) technology [1], [2], [3]. As a promising technology for future 6G, ISAC has been extensively investigated across wireless applications, such as Wi-Fi based indoor localization and cognitive recognition [4], cooperative C&S in unmanned aerial vehicle (UAV) networks [5] and joint vehicle tracking and communication [6].

UAV-based networks are vital components of future wireless systems, providing flexible topology and offering on-demand connectivity, particularly in emergency scenarios [7]. However, the separate deployment of C&S systems inevitably incurs a substantial payload carried by UAVs, thereby resulting in performance degradation in terms of UAV maneuverability. To mitigate these challenges, ISAC is envisaged as an available solution to minimize UAV payload and reuse hardware between C&S [8]. Furthermore, a common waveform can be leveraged for both functionalities, which significantly enhances spectral/energy efficiency of UAV networks. In the subsequent sections, we provide a concise overview of ISAC technology and its applications in UAV-based communication and sensing.

B. ISAC Technology

Recently, there has been a dramatically growing research interest in ISAC. The initial research effort was on establishing an appropriate integration framework, from sensing-communication coexistence, enabling the harmonic cohabitation of two systems in the same frequency band without interference [1], to dual-functional radar-communication (DFRC) system, which designs joint systems capable of simultaneously performing C&S [1], [9]. State-of-the-art DFRC research has witnessed the development of sophisticated techniques, including coding [10], [11], [12], waveform design [13], [14], [15] and beamforming [6], etc., to facilitate the utilization of a common signal for accomplishing dual tasks.

The performance evaluation of ISAC encompasses both C&S aspects. Communication metrics are derived from information theory, e.g., channel capacity and symbol error rate [1], [9]. For sensing functionalities, estimation-theoretic metrics like mean-square error (MSE) and Cramér-Rao Bound (CRB)
In some works, C&S performance metrics could be possibly improved simultaneously. However, in most cases, there exists fundamental tradeoffs between C&S due to the shared utilization of wireless and hardware resources, resulting in conflicting design objectives. Hence, it is of particular importance to reveal such performance bounds and to design bound-achieving strategies for ISAC systems. One representative approach to beamforming proposed in [16], focused on minimizing CRB for target sensing while ensuring Quality of Service (QoS) for downlink communications. This specific tradeoff of waveform design serves as the foundation of our trajectory design work.

C. UAV Research on C&S

Unlike conventional cellular networks where base stations (BSs) are fixed on the ground, UAV offers additional design flexibility in terms of positioning optimization [17]. By optimizing the UAV position and its flying status, UAV-based communication/sensing platform provides an additional degree of freedom to enhance the propagation channel for communication users (CUs) and sensed targets (STs), resulting in improvements in communication/sensing services.

UAV position design can be broadly divided into static deployment and moving trajectory. Static UAV deployment in communication determines UAV hovering positions in space to enhance performances. Single-UAV optimizes communication coverage by determining its altitude [18], [19], [20]. Multi-UAV exploits topology and cluster for improving coverage and energy efficiency [21], [22], [23]. Static UAV deployment in sensing typically involves at least three UAVs, where everyone senses distances/angles between itself and targets. Based on different measurements, the target location can be determined [24]. In contrast to static UAVs, moving UAVs can fly closer to points and link directions can evolve with time, thereby improving channel diversity and benefiting both C&S. Since UAV flying time is constrained by its battery capacity, energy-efficient design has received considerable attentions in communications. Energy efficiency is considered in designing trajectories while ensuring satisfactory communications [25], [26], [27]. In terms of sensing, trajectory design for single-UAV was investigated in [28], which included a three-dimensional model with a closed-form solution of UAV path. Angle-of-arrival (AoA) measurement was applied to multi-UAV trajectories in [29] and [30].

Existing research also explores the integration of C&S in UAV systems. A power allocation was proposed for a static multi-UAV network to maximize a utility performance for C&S in [5], where UAV deployment was determined using a clustering approach. In [31] and [32], a single-UAV senses multiple targets and transmits data to a ground BS for data updating. The goal was to minimize the maximum average peak age of information (PAoI) from targets by jointly optimizing UAV trajectory, task scheduling, time allocation and power allocation. A periodic ISAC framework was proposed in [33], where sensing is periodically performed alongside continuous communication. The authors aimed to maximize communication performance by optimizing sensing instant, UAV trajectory and beamforming. Authors in [34] considered a scenario where one UAV sends communication signals to multiple users and senses potential targets in specific areas. The objective was to maximize the throughput by jointly optimizing moving UAV positions and transmit beamforming, subject to sensing requirements and transmission power constraints. In the aforementioned works on ISAC in moving UAVs, the emphasis was on improving communication performance while adhering to the sensing beampattern gain requirements [33], [34]. However, although beampattern gain is a sensing performance metric, it does not accurately capture the specific sensing performance, such as the estimation error of target location. This serves as a catalyst for our study, where we focus on CRB which directly indicates estimation performance [5], [35].

D. Contributions

In this paper, we focus on an ISAC-based UAV scenario, aiming to simultaneously provide C&S functionalities using the shared platform and signal resource. By utilizing a common signal, both communication with CUs and sensing for STs are achieved. The UAV provides downlink transmissions for ground CUs using the pre-designed signal. To ensure the data transmitted between UAV and CUs kept secret from STs, secret key generation scheme can be adopted in the PHY layer [36], [37]. In the meantime, the UAV transmits the downlink signal to STs and receives echoes reflected by these STs, based on which, ST locations are estimated.

We design UAV trajectory, including UAV’s flying waypoints, hovering points (HPs) and flying velocities, and allocate bandwidth to CUs. Our objective is to jointly improve communication capacity for CUs and localization accuracy for STs. It is worth noting that existing works [33], [34], have only considered the UAV energy consumption related to signal transmission, neglecting the significant energy consumed during UAV’s flying [26], [38]. Therefore, by considering the UAV onboard battery capacity, we impose an energy constraint in our ISAC scenario.

The main contributions of this paper are as follows:

- We build a performance optimization problem to jointly increase the total transmitted data for CUs and decrease the CRB for STs through UAV trajectory design, bandwidth allocation and ST estimations. We consider the C&S performance tradeoff with a weighting factor and formulate a weighted sum optimization function. By tuning the weighting factor, the UAV trajectory design can flexibly adjust its priority between C&S.
- Since ST locations are initially unknown, to construct an accurate problem formulation of UAV trajectory design, we propose a multi-stage trajectory design (MSTD) approach to obtain more accurate ST locations in a gradual manner, where the UAV trajectory design can be built upon more accurate formulations.
- Solving the formulated optimization problem is challenging due to the nonconvex objective function and constraint. Therefore, we propose an iterative algorithm for the formulated problem. Specifically, a gradient based method is introduced to find the ascent direction of the joint C&S performance in the objective function, so that...
to obtain a local optimal solution of the UAV trajectory design. Successive convex approximation (SCA) method is then utilized to find the convex bound for the nonconvex part in the constraint.

The remainder of this paper is organized as follows. Section II introduces the system model and derives the performance metrics for C&S. Section III formulates the UAV trajectory design and bandwidth allocation problem. Section IV proposes an iterative algorithm to address the formulated problem and the ST’s coordinate estimation is developed. In Section V, the proposed approaches are evaluated with numerical results. Finally, the paper is concluded in Section VI.

II. SYSTEM MODEL AND PERFORMANCE METRICS

In this section, we firstly describe the ISAC-based UAV scenario and the proposed MSTD approach. We then elaborate on performance metrics for C&S respectively.

A. Proposed Scenario, MSTD Approach and UAV Trajectory Model

As shown in Fig. 1, we consider an ISAC-based UAV scenario comprising 1) a single rotary-wing UAV equipped with one transmit antenna and one receive antenna, 2) $M$ CUs, who receive signals from the UAV, and 3) $K$ STs localized by the UAV. We consider a rectangular area on the ground with a dimension $L_x$ by $L_y$. One charging base is located at $(x_B, y_B) \in \mathbb{R}^2$ for the UAV to charge its battery before departure. The UAV is dispatched from $(x_B, y_B)$ and then flies at a constant altitude $H$. The $m$-th CU’s location ($m = 1, 2, \ldots, M$) is denoted by a two-dimensional coordinate $[x^c_m, y^c_m] \in \mathbb{R}^2$. $[x^c_m, y^c_m]$ are known a priori via Global Navigation Satellite System. Locations of STs are unknown, which are estimated by the UAV sensing function. We denote the $k$-th ST’s location ($k = 1, 2, \ldots, K$) by $[x^t_k, y^t_k] \in \mathbb{R}^2$. We denote it in a vector as $u_k = [x^t_k, y^t_k]^T$ for later use.

The UAV trajectory design and bandwidth allocation are determined by the distribution of CUs and STs. Since $u_k$ ($k = 1, 2, \ldots, K$) are initially unknown, trajectory design should be dependent on estimates of ST locations, which are denoted by $\widehat{u}_k = [\widehat{x}^t_k, \widehat{y}^t_k]^T$ ($k = 1, 2, \ldots, K$). Note that there may exist a large gap between $u_k$ and $\widehat{u}_k$, leading to a worse solution of UAV trajectory due to the inaccurate formulation. In order to progressively improve the accuracy of trajectory design formulation, we propose a MSTD approach. This approach splits the UAV trajectory design problem and ST location estimation into several stages, allowing for a gradual refinement of ST estimates and UAV trajectory.

Next, we elaborate details about the MSTD approach. Before UAV’s departure, we acquire a coarse estimate of $u_k$ ($k = 1, \ldots, K$), denoted by $\widehat{u}_{k,0} = [\widehat{x}^t_{k,0}, \widehat{y}^t_{k,0}]^T$, via three sensing points near $(x_B, y_B)$. Then, the UAV flying process enters to the 1st stage. The UAV trajectory design for the 1st stage is based on $[x^c_m, y^c_m]^T$ ($m = 1, \ldots, M$) and $\widehat{u}_{k,0}$ ($k = 1, \ldots, K$). After the trajectory design, the UAV starts its flying from $(x_B, y_B)$ following the 1st stage’s trajectory designed above and continuously broadcasts the downlink signal containing valuable information to CUs. We allocate bandwidth to ensure that all CUs can receive data without interference. During the flying, UAV selects some positions in the trajectory as HPs to pause and perform sensing. Specifically, at one HP, the UAV simultaneously broadcasts the downlink signal to both CUs and STs. Subsequently, echoes of this signal are reflected by all STs and received at that HP by the UAV. STs reflect the signal across the whole band. By observing the propagation delays between the downlink signal and its echoes, the distances between that HP and all STs are measured. At the end of the 1st stage, distance measurements across all HPs regarding the $k$-th ST ($k = 1, \ldots, K$) are combined via estimation method, e.g., maximum likelihood estimation (MLE), to update a location estimate denoted as $\widehat{u}_{k,1} = [\widehat{x}^t_{k,1}, \widehat{y}^t_{k,1}]^T$.

Now, the UAV flying process updates to the 2nd stage. Before the UAV continues its flying in the 2nd stage, the UAV trajectory for the 2nd stage should be designed. The formulation of UAV trajectory design for the 2nd stage is based on $[x^c_m, y^c_m]^T$ ($m = 1, \ldots, M$) and $\widehat{u}_{k,1}$ ($k = 1, \ldots, K$). The UAV starts its 2nd stage flying from the final position of the 1st stage. The C&S process is same with the 1st stage. Once the UAV completes its 2nd stage’s flying, all distance measurements across the first HP in the 1st stage to the final HP in the 2nd stage regarding the $k$-th ST ($k = 1, \ldots, K$) are combined to update an estimate $\widehat{u}_{k,2} = [\widehat{x}^t_{k,2}, \widehat{y}^t_{k,2}]^T$.

The MSTD approach is repeated by estimating ST locations, designing UAV trajectory, and performing C&S functions. As shown in Fig. 2, we designate $j$ (where $j = 1, 2, \ldots$) as the stage index. At the end of the $j$-th stage, the distance measurements across the first HP in the 1st stage to the final HP in the $j$-th stage regarding the $k$-th ST ($k = 1, \ldots, K$) are combined to estimate the ST location. The estimation after the $j$-th stage’s flying is denoted by $\widehat{u}_{k,j} = [\widehat{x}^t_{k,j}, \widehat{y}^t_{k,j}]^T$. The multi-stage flying continues until UAV battery capacity, denoted as $E_{\text{tot}}$, runs out.

Since a UAV trajectory is characterized by geographical positions together with the flying velocity corresponding to the UAV path, the UAV trajectory is a continuous-time model. Consequently, the trajectory design is a continuous-time
optimization which is difficult to solve directly. Therefore, in each stage, we seek an approximate solution of the continuous-time optimization through discretizing the UAV’s flying time by a sequence of time slots. In the $j$-th stage, the number of time slots is $N_j^f$. The UAV flying duration in each slot is $T_f$, which is constant and pre-determined. Subsequently, the UAV continuous path can be approximated into a sequence of line segments aligned with time slots. We then employ $N_j^f$ waypoints to denote these lines. Specifically, the $n$-th waypoint $(n = 1, 2, \ldots, N_j^f)$, denoted by $s_{n,j} \in \mathbb{R}^2$, represents the final position of the $n$-th line segment. And then, the UAV flies following the $(n+1)$-th line segment with a duration $T_f$ to the $(n+1)$-th waypoint, denoted by $s_{n+1,j} \in \mathbb{R}^2$.

We concatenate all waypoints in the $j$-th stage in a matrix $S_j = [s_{1,j}, \ldots, s_{N_j^f,j}] \in \mathbb{R}^{2 \times N_j^f}$.

As aforementioned, there are some HPs in each stage for UAV to hover and perform sensing. Therefore, we select some points from $S_j$ as the HPs. Specifically, after the UAV flies over $\mu$ line segments ($\mu$ is a given integer), it hovers at the final position of these line segments with a duration $T_h$ to perform sensing. The number of HPs in the $j$-th stage is $N_j^h$, so that $N_j^h = \text{floor}\left(\frac{N_j^f}{\mu}\right)$. We use index $\{\gamma,j\}$ to denote the $\gamma$-th HP in the $j$-th stage as

$$[x_{\gamma,j}^h, y_{\gamma,j}^h]^T = s_{\gamma,j}, \quad \gamma = 1, 2, \ldots, N_j^h. \quad (1)$$

HPs in the $j$-th stage are denoted by vectors $x_j^h = [x_{1,j}^h, \ldots, x_{N_j^h,j}^h]^T$ and $y_j^h = [y_{1,j}^h, \ldots, y_{N_j^h,j}^h]^T$.

We assume that $N_j^f(j = 1, 2, \ldots)$ is pre-determined as a constant $N_{stg}$. Since the energy consumption in one stage is unknown before designing the trajectory in this stage, the number of stages is unknown. Similarly, the total flying duration and distance are undetermined before UAV’s departure. In this case, before we formulate the trajectory design problem for the $j$-th stage, we need to calculate the UAV remaining energy. The remaining energy is the available energy supporting UAV trajectory in the $j$-th stage, denoted as $E_j$, equalling to $E_{\text{tot}}$ minus total energy consumption from the 1st stage to the $(j - 1)$-th stage. If $E_j$ is insufficient to support a flying with $N_{stg}$ line segments, we designate the $j$-th stage as the ending stage, which is denoted by index $J$. Then, the UAV calculates the permissible number of line segments in the $J$-th stage based on $E_J$, and denotes it by $N_{\text{lst}}$, so that $N_J^f = N_{\text{lst}}$.

Meanwhile, there are $N_j^y = \text{floor}\left(\frac{N_{\text{lst}}}{\mu}\right)$ HPs in the ending stage.

The velocity in a line segment is a constant, expressed as

$$v_{n,j} = \begin{cases} \frac{s_{n,j} - s_{n-1,j}}{T_f}, & n = 2, \ldots, N_j^f, j = 1, \ldots, J, \\ \frac{s_{n,j} - s_{N_{stg},j}}{T_f}, & n = 1, j = 2, \ldots, J, \\ \frac{s_{1,j} - [x_{B}, y_{B}]^T}{T_f}, & n = 1, j = 1. \end{cases} \quad (2)$$

Matrix $V_j = [v_{1,j}, \ldots, v_{N_j^f,j}] \in \mathbb{R}^{2 \times N_j^f}$ is used to represent UAV velocities in the $j$-th stage.

It is important to note that there may exist reflections from the ground, causing clutters to echoes. To tackle this issue, we propose in the following a simple and efficient echo association approach. Meanwhile, the following proposed approach can also be used to distinguish echoes reflected by different STs.

At the $\gamma$-th HP in the $j$-th stage, the UAV receives $K$ echo signals plus $N_{\text{clt}}^\gamma$ signals caused by ground clutter. The time delay measurements from all signals above is denoted by a set $\tilde{\tau}_{I,\gamma,j} = \{\tau_{1,\gamma,j}^{\text{all}}, \ldots, \tau_{I,\gamma,j}^{\text{all}}\}$, comprising $I = K + N_{\text{clt}}^\gamma$ measurements. In the $j$-th stage, we have obtained the estimate of the $k$-th ST through former stages, which is $\hat{u}_{k,j-1}$ presented before, thus, given $\hat{u}_{k,j-1}$, the time delay of the echo from the $k$-th ST at the $\gamma$-th HP can be predicted as $\hat{\tau}_{k,\gamma,j}$. The prediction $\hat{\tau}_{k,\gamma,j}$ can be obtained via prediction approaches such as the Kalman filter [39]. Therefore, by using
the fact that time delay prediction \( \tau_{k,\gamma,j} \) and its corresponding measurement \( \hat{\tau}_{k,\gamma,j} \) should be “close” to each other, the UAV can distinguish the echo reflected by the \( k \)-th ST from all received signals. The index of the \( k \)-th ST’s echo in \( \hat{\tau}_{k,\gamma,j} \) is denoted as \( i_{k,\gamma,j} \). The UAV calculates the “distance” between \( \hat{\tau}_{k,\gamma,j} \) and each element in \( \tau_{k,\gamma,j}^{\text{all}} \), and associates \( \tau_{k,\gamma,j}^{\text{all}} \) with the prediction \( \hat{\tau}_{k,\gamma,j} \) that yields the smallest “distance”, which can be expressed in the form

\[
i_{k,\gamma,j} = \arg \min_{i=1,\ldots,I} \| \tau_{k,\gamma,j}^{\text{all}} - \hat{\tau}_{k,\gamma,j} \|, \quad k = 1, 2, \ldots, K. \tag{3}
\]

By doing so, the UAV can update the location estimates using the correct measurement with a high probability. Additionally, by leveraging the strong similarity among the electromagnetic responses from the ground, separating the ground reflections from ST reflections equals to basically separating constant from nonconstant valued signals across different HPs, which can be accomplished by applying a proper spatial filter [40].

Following the MSTD approach, we will illustrate C&S performance metrics used in the UAV trajectory design formulation in each stage through the following subsections.

### B. Communication Model

We assume that the propagation channel is dominated by the light-of-sight (LoS) link [26]. The free-space path loss model is applicable to C&S. Given the limitation in UAV velocity and with the appropriate choice of \( T_i \), the line segment between two consecutive waypoints satisfies \( \| s_{n-1,j} - s_{n,j} \| \ll H \). Therefore, the transmission distance between the UAV and a CU within one line segment remains nearly constant. Thus, when UAV flies from \( s_{n-1,j} \) to \( s_{n,j} \), a CU’s communication rate is nearly unchanged. In this case, a CU’s communication rate across the \( n \)-th line segment nearly equals to the rate at the \( n \)-th waypoint.

Let \( d_{m,n,j} \) denotes the distance from the UAV at the \( n \)-th waypoint to the \( m \)-th CU in the \( j \)-th stage as

\[
d_{m,n,j}^c = \sqrt{H^2 + \| s_{n,j}^c - [x_m^c, y_m^c]^T \|^2}. \tag{4}
\]

Thus, the channel power gain from the UAV to the CU is

\[
h_{m,n,j} = \frac{\alpha_0}{d_{m,n,j}^c}, \tag{5}
\]

where \( \alpha_0 = \frac{G_T G_a c^2}{48\pi^2} \) is the channel power at the reference distance \( d_{1,1,1}^c = 1 \text{m} \). \( G_T \) is the UAV transmit antenna gain. \( G_a \) is the CU receive antenna gain and \( \lambda \) is the wavelength. The signal-to-noise ratio (SNR) from the UAV to the CU can be expressed as

\[
SNR_{m,n,j}^c = \frac{P_t h_{m,n,j}}{\sigma_0^2}, \tag{6}
\]

where \( P_t \) is the transmitting power. \( \sigma^2 \) is the noise power at the receiver.

The \( m \)-th CU’s communication rate across the \( n \)-th line segment in the \( j \)-th stage is

\[
R_{m,n,j} = B_{m,j} \log_2 \left( 1 + \frac{P_t h_{m,n,j}}{\sigma_0^2} \right), \tag{7}
\]

where \( B_{m,j} \) is the channel bandwidth allocated to the \( m \)-th CU in the \( j \)-th stage and \( \sum_{m=1}^M B_{m,j} \leq B \). We denote \( B_j = [B_{1,j}, \ldots, B_{M,j}]^T \) for later use.

We use the sum of the transmitted data, as the communication performance metric when formulating UAV trajectory design problem. After the UAV completes the \( j \)-th stage, the total transmitted data for the \( m \)-th CU, can be expressed via \( R_{m,n,j} \) at all waypoints from the 1st stage to the \( j \)-th stage, which is

\[
\psi_m^c(j) = \sum_{j'=1}^{j} \sum_{n=1}^{N_1^c} T_1 R_{m,n,j'} + \sum_{j'=1}^{j} \sum_{\gamma=1}^{N_2^c} T_{\gamma} R_{m,\gamma,j'} \tag{8}
\]

We use \( j' \) to denote stages across the 1st to the \( j \)-th stage, because the current stage is with the index \( j \) and we need to make a difference between them.

To guarantee the fairness among CUs, the UAV communication in a stage aims to improve the lower bound of total transmitted data among all CUs, which is

\[
\Psi^c(j) = \min \{ \psi_1^c(j), \ldots, \psi_{M}^c(j), \ldots, \psi_M^c(j) \}, \tag{9}
\]

### C. Sensing Model

We use \( d_{k,j}^n = [d_{k,1,j}, \ldots, d_{k,\gamma,j}, \ldots, d_{k,N_{\gamma,j}}]^T \) to represent true distances between the \( \gamma \)-th ST and all HPs in the \( j \)-th stage, where \( d_{k,\gamma,j} \) is the distance from the \( \gamma \)-th HP to the \( k \)-th ST as

\[
d_{k,j}^n = \sqrt{H^2 + \| s_{\gamma,j}^n - [x_k^n, y_k^n]^T \|^2}, \tag{10}
\]

which is obtained from

\[
\tau_{k,\gamma,j} = \frac{\tau_{k,\gamma,j} \cdot c}{2}, \tag{11}
\]

where \( c \) is the speed of light. \( \tau_{k,\gamma,j} \) is the two-way propagation delay of the signal from the UAV at \( s_{\gamma,j}^n \) to the \( k \)-th ST and reflected by the ST to the UAV. The measurement of \( d_{k,\gamma,j}^\tau \) is

\[
\bar{d}_{k,\gamma,j} = d_{k,\gamma,j} + w_{k,\gamma,j}^\tau, \tag{12}
\]

where \( w_{k,\gamma,j}^\tau \) denotes the Gaussian noise with zero mean and variance \( \sigma_{k,\gamma,j}^2 \). We set a vector \( \bar{d}_{k,j}^n = [\bar{d}_{k,1,j}^n, \ldots, \bar{d}_{k,\gamma,j}^n, \ldots, \bar{d}_{k,N_{\gamma,j}}^n]^T \) for convenience.

Note that \( \sigma_{k,\gamma,j}^2 \) is inversely proportional to the echo SNR from the \( k \)-th ST to the \( \gamma \)-th HP [41], [42]. The SNR is formulated as

\[
SNR_{k,\gamma,j}^\tau = \frac{P_g \cdot G_p \cdot g_{k,\gamma,j}}{\sigma_0^2}, \tag{13}
\]

where \( P_g \) is the signal processing gain at the UAV receive side. \( g_{k,\gamma,j} \) is the two-way channel power gain between the \( k \)-th ST and the \( \gamma \)-th HP, which is formed as

\[
g_{k,\gamma,j} = \frac{\beta_0}{\| d_{k,\gamma,j}^\tau \|}. \tag{14}
\]
\[ \beta_0 = \frac{G_T \cdot G_s \cdot \sigma_{\text{RCS}} \cdot \lambda^2}{(4\pi)^3}, \]  
(15)

where \( G_s \) is the ST receive antenna gain and \( \sigma_{\text{RCS}} \) is the Radar Cross-Section (RCS).

Finally, we remark \( (\sigma^2_{\gamma,j}) \) as

\[ (\sigma^2_{\gamma,j}) = \frac{a\sigma^2_0}{P_t \cdot G_p \cdot G_{\alpha,j}}. \]  
(16)

\( a \) is associated with the transmission environment noise.

To assess the performance of an estimator, MSE, where \( \mathbb{E} = \mathbb{E} \left[ \| \mathbf{u}_k - \hat{\mathbf{u}}_{\mathbf{k},j} \|^2 \right] \), is a commonly used metric. However, obtaining the MSE in closed-form is often arduous and minimizing MSE is almost intractable. In this case, we cannot directly use the MSE of \( \hat{\mathbf{u}}_{\mathbf{k},j} \) \( (k = 1, \ldots, K \) and \( j = 1, \ldots, J) \) as the sensing performance metric in the trajectory design formulation. Instead, for an unbiased parameter estimator, CRB can provide a lower bound for the MSE \( [39] \). Therefore, we resort to CRB as the metric.

Now, we formulate the CRB of \( \hat{x}_{k,j}^r \) and the CRB of \( \hat{\theta}_{k,j} \) \( (k = 1, \ldots, K \) and \( j = 1, \ldots, J) \). According to \( [39] \), the CRB of the \( p \)-th element belonging to a vector \( \mathbf{u} \) corresponding to the \( p \)-th diagonal element of the CRB matrix of \( \mathbf{u} \). Therefore, our first step is to compute the CRB matrix of \( \hat{\mathbf{u}}_{\mathbf{k},j} \), expressed as \( \text{CRB}^{\mathbf{u}_k} (j) \), which can be attained through

\[ \text{CRB}^{\mathbf{u}_k} (j) = [J^k_{\mathbf{u}} (j)]^{-1} \in \mathbb{R}^{2 \times 2}, \]  
(17)

where \( J^k_{\mathbf{u}} (j) \in \mathbb{R}^{2 \times 2} \) is the Fisher information matrix (FIM) of \( \mathbf{u}_k \).

In most cases, if computing FIM with respect to some certain parameters is difficult, we can first compute the FIM of other related parameters. Then, we can exploit the mathematical relationship between two FIMs to derive the former FIM. For \( J^k_{\mathbf{u}} (j) \), we can first construct FIM with respect to distances between the \( k \)-th ST and the UAV, denoted by \( J^s_{k,j} \). As aforementioned, after the \( j \)-th stage, estimation on the \( k \)-th ST’s location is performed by measurements from the 1st stage to the \( j \)-th stage, thereby, \( J^s_{k,j} \) is a matrix with size \((N^h_1 + \ldots + N^h_j) \times (N^h_1 + \ldots + N^h_j) \). Then \( J^k_{\mathbf{u}} (j) \) can be derived by using the chain rule in the form of

\[ J^k_{\mathbf{u}} (j) = Q_k (j) J^s_{k,j} (j) [Q_k (j)]^T. \]  
(18)

\( Q_k (j) \in \mathbb{R}^{2 \times (N^h_1 + \ldots + N^h_j)} \) is a Jacobian matrix shown in \( (19) \), at the bottom of the next page, where

\[ \frac{\partial [d_{k,j}^r]}{\partial \mathbf{u}_k} = \begin{bmatrix} x_{k,j} - x_{k,j} \ldots x_{k,j} - x_{k,j} \\ y_{k,j} - y_{k,j} \ldots y_{k,j} - y_{k,j} \\ d_{k,j}^r - d_{k,j}^r \ldots d_{k,j}^r - d_{k,j}^r \end{bmatrix} j' = 1, \ldots, J. \]  
(20)

\( J_{k,j} (j) \) can be separated into \( j \) FIMs with respect to \( d_{k,j}^r \) \( (j' = 1, \ldots, J) \). The FIM of \( d_{k,j}^r \) is denoted as \( \Lambda_{k,j} \in \mathbb{R}^{N^h_j \times N^h_j} \). Similarly with the communication performance metric, we use \( j' \) to denote stages across the 1st to the \( j \)-th stage. From \( (12)-(16) \), we observe that the mean of \( \bar{d}_{k,j}^r \) is \( d_{k,j}^r \) and the covariance of \( d_{k,j}^r \) is \( d_{k,j}^r \) which are both dependent on \( d_{k,j}^r \). Thus, \( d_{k,j}^r \) follows the distribution as

\[ d_{k,j}^r \sim \mathcal{N} (d_{k,j}^r, C_{k,j}^r), \]  
(21)

where \( C_{k,j}^r \) is a diagonal matrix as the form of

\[ C_{k,j}^r = \frac{a\sigma^2_0}{P G_p \beta_0} \text{diag} \left( [d_{k,1,j}^r]^4, \ldots, [d_{k,N^h_j,j}^r]^4 \right). \]  
(22)

For every parameter in a vector, if its measurement’s mean and covariance both depend on a same argument, we can obtain the FIM of that vector via eq. 3.31 in \( [39] \). Following \( [39] \) (eq. 3.31), we acquire \( \Lambda_{k,j} \) as \( (23) \), shown at the bottom of the next page. In accordance with \( (23) \), we observe that \( \Lambda_{k,j} \) is a diagonal matrix. So that \( J_{k,j} (j) \) is still a diagonal matrix constructed by \( \Lambda_{k,j} \) \( (j' = 1, \ldots, J) \) as

\[ J_{k,j} (j) = \text{diag} \left( \Lambda_{k,1}^j, \ldots, \Lambda_{k,J}^j \right), \]  
(24)

Finally, substituting \( (19) \) and \( (24) \) into \( (18) \), the CRB matrix of \( \hat{\mathbf{u}}_{\mathbf{k},j} \) can be expressed as

\[ \text{CRB}_{k,j} = [J^k_{\mathbf{u}} (j)]^{-1} = \frac{1}{\Theta_k^j (j) \Theta_k^j (j) - (\Theta_k^j (j))^2} \begin{bmatrix} \Theta_k^j (j) \Theta_k^j (j) \\ \Theta_k^j (j) \Theta_k^j (j) \end{bmatrix}, \]  
(25)

\( \Theta_k^j (j) \), \( \Theta_k^j (j) \) and \( \Theta_k^j (j) \) are shown in \( (26)-(28) \), at the bottom of the next page. The CRB of \( \hat{x}_{k,j}^r \) and the CRB of \( \hat{\theta}_{k,j} \) are diagonal elements of \( \text{CRB}_{k,j} \) \( (j) \), which are given by

\[ \text{CRB}_{k,j}^h = \frac{\Theta_k^j (j)}{(\Theta_k^j (j) + \Theta_k^j (j))^2}, \]  
(29)

\[ \text{CRB}_{k,j}^h = \frac{\Theta_k^j (j)}{(\Theta_k^j (j) + \Theta_k^j (j))^2}. \]  
(30)

We adopt the sum of \( \text{CRB}_{k,j}^h \) and \( \text{CRB}_{k,j}^h \) as the sensing performance metric, which is

\[ \Psi^j (j) = \frac{\Theta_k^j (j) + \Theta_k^j (j)}{(\Theta_k^j (j) + \Theta_k^j (j))^2}. \]  
(31)

As mentioned above in Subsection A, since \( x_k^r \) and \( y_k^r \) are unknown, following the MSTD approach, when formulating the UAV trajectory design problem in the \( j \)-th stage, \( x_k^r \) and \( y_k^r \) in \( (31) \) should be substituted by \( \bar{x}_{k,j-1}^r \) and \( \bar{y}_{k,j-1}^r \).

To guarantee the fairness between STs, the sensing objective is to minimize the upper bound of the CRB among all STs, expressed as

\[ \Psi^j (j) = \max \{ \Psi_1^j (j), \ldots, \Psi_n^j (j), \ldots, \Psi_K^j (j) \}. \]  
(32)
III. THE FORMULATION FOR UAV TRAJECTORY DESIGN AND BANDWIDTH ALLOCATION

The UAV power consumption includes power for transmitting signals and for supporting mobility. Transmission power consumed is usually significantly lower compared to the power required for propulsion. Therefore, we choose to ignore the transmission power. The propulsion power consumption can be modeled as the function of speed $V$ [26], which is shown as

$$P_{\text{max}}(V) = P_0 \left( 1 + \frac{3V^2}{U_{\text{tip}}} \right) + P_t \left( \sqrt{1 + \frac{V^4}{4v_0^4}} - \frac{V^2}{2v_0^2} \right)^{\frac{3}{2}} + \frac{1}{2} D_0 \rho S A V^3. \quad (33)$$

To account for the difference in units between total transmitted data and CRB, we introduce performance increment as the metric. Additionally, we normalize these two performance increments to ensure a fair comparison between them. The problem formulation of UAV trajectory design and bandwidth allocation for the $j$-th stage is

$$P(j) : \max_{\{s, v_j, b_j\}} \frac{\eta}{\Psi^s (j - 1)} (\Psi^s (j - 1) - \Psi^s (j)) + \frac{(1 - \eta)}{\Psi^c (j - 1)} (\Psi^c (j) - \Psi^c (j - 1))$$

s.t. (1) and (2),

$$\|v_{n,j}\| \leq V_{\text{max}}, n = 1, \ldots, N_f^j, \quad 0 \leq s_{n,j}, (2), \quad 0 \leq s_{n,j}, (2) \leq L_y, \quad n = 1, \ldots, N_f^j,$$

$$0 \leq v_{n,j} \leq V_{\text{max}}, n = 1, \ldots, N_f^j, \quad 0 \leq s_{n,j}, (2) \leq L_y, \quad n = 1, \ldots, N_f^j.$$ (34a)

$$0 \leq v_{n,j} \leq V_{\text{max}}, n = 1, \ldots, N_f^j, \quad 0 \leq s_{n,j}, (2) \leq L_y, \quad n = 1, \ldots, N_f^j.$$ (34b)

$$\sum_{n=1}^{N_f^j} T_i \sum_{n=1}^{N_f^j} P_{\text{max}}(\|v_{n,j}\|) + T_h N_j^h P_{\text{uav}}(0) \leq E_j, \quad (34c)$$

$$\sum_{m=1}^{M} P_{m,j} \leq B. \quad (34d)$$

We apply a weighting factor $\eta(0 \leq \eta \leq 1)$ to obtain a tractable tradeoff between C&S. Larger $\eta$ indicates that the UAV trajectory design assigns higher priority on sensing. $V_{\text{max}}$ is the maximum UAV flying speed. Constraint (34b) restricts that the UAV should fly in the designated area. Constraint (34c) means that the UAV energy consumed in the $j$-th stage should be no more than its current remaining energy.

Since (9) and (32) are non-differentiable, we consider to use log-sum-exp (LSE) in the objective function of $P(j)$ as smooth approximations to $\Psi^c (j)$ and $\Psi^s (j)$. A lower-bound of (9) and an upper-bound of (32) are shown respectively as

$$\min \{ \psi_1^s (j), \ldots, \psi_{M}^s (j) \}$$

$$\geq \log (\exp (\psi_1^s (j))) + \ldots + \exp (-\psi_{M}^s (j)))$$

$$\geq \min \{ \psi_1^s (j), \ldots, \psi_{M}^s (j) \} - \log (M), \quad (35)$$

and

$$\max \{ \psi_1^s (j), \ldots, \psi_{K}^s (j) \}$$

$$\leq \log (\exp (\psi_1^s (j))) + \ldots + \exp (\psi_{K}^s (j)))$$

$$\max \{ \psi_1^s (j), \ldots, \psi_{K}^s (j) \} + \log (K). \quad (36)$$

The first inequality is strict unless $M(K) = 1$. The second inequality is strict unless all arguments are equal. In addition, we can scale (35) and (36) to make bounds tighter, then

$$\min \{ \psi_1^s (j), \ldots, \psi_{M}^s (j) \}$$

$$\geq \frac{1}{L} \log (\exp (-t\psi_1^s (j))) + \ldots + \exp (-t\psi_{M}^s (j)))$$

$$\geq \frac{1}{L} \log (\exp (-t\psi_1^s (j))) + \ldots + \exp (-t\psi_{M}^s (j)))$$

$$\leq \frac{1}{L} \log (\exp (-t\psi_1^s (j))) + \ldots + \exp (-t\psi_{M}^s (j)))$$

(23)
\[ \geq \min \{ \psi_1^c(j), \ldots, \psi_M^c(j) \} - \frac{\log(M)}{t}, \]  

(37)

and

\[ \max \{ \psi_1^c(j), \ldots, \psi_K^c(j) \} \]
\[ \leq \frac{1}{t} \log (\exp (t \psi_1^c(j)) + \ldots + \exp (t \psi_K^c(j))) \]
\[ \leq \max \{ \psi_1^c(j), \ldots, \psi_K^c(j) \} + \frac{\log(K)}{t}, \]  

(38)

where \( t > 0 \). Finally, we can substitute (9) and (32) in the objective function of \( P(j) \) by the middle term of (37) and (38) respectively, and denote the modified objective function as \( f(S_j, B_j) \).

Finally, \( P(j) \) is rewritten as

\[ P'(j) : \max_{\{S_j, V_j\}} f(S_j, B_j) \]
\[ \text{s.t.} \quad (1), (2), (34a) - (34d). \]

IV. PROPOSED ALGORITHM FOR SOLVING \( P'(j) \) AND ESTIMATIONS FOR ST LOCATIONS

Due to \( f(S_j, B_j) \) and constraint (34c) in \( P'(j) \) are nonconvex, we divide \( P'(j) \) into two subproblems, which optimize \( \{S_j, V_j\} \) and \( B_j \) respectively, and address them in order repeatedly. The two subproblems are given by

\[ P'_1(j) : \max_{\{S_j, V_j\}} f(S_j) \]
\[ \text{s.t.} \quad (1), (2), (34a) - (34c). \]

\[ P'_2(j) : \max_{B_j} f(B_j) \]
\[ \text{s.t.} \quad (34d). \]

\( P'_2(j) \) is a convex problem solved directly via CVX in Matlab. This section aims to addressing \( P'_1(j) \).

A. Proposed Iterative Algorithm for \( P'_1(j) \)

Since \( f(S_j) \) is nonconvex, an ascent direction search method is used to find the local optimal solution of \( P'_1(j) \).

Firstly, let us approximate \( f(S_j) \) by its first-order Taylor expansion near \( S_j^* = [s_{1,j}^*, \ldots, s_{N_j^f,j}^*] \in \mathbb{R}^{2xN_j^f} \) to obtain its ascent direction as

\[ f(S_j) \approx f(S_j^*) + \sum_{n=1}^{N_j^f} \nabla f_{s_{n,j}}(s_{n,j}^*) (s_{n,j} - s_{n,j}^*) \]
\[ + \sum_{n=1}^{N_j^f} \nabla f_{s_{n,j}}(s_{n,j}^*) (s_{n,j}^* - s_{n,j}^{(2)}) \]  

(39)

where \( \nabla f_{s_{n,j}}(s_{n,j}) \) and \( \nabla f_{s_{n,j}}(s_{n,j}^*) \) represent the gradient of \( f(\cdot) \) with respect to \( s_{n,j}(1) \) and \( s_{n,j}(2) \) respectively. By maximizing the right-hand-side (RHS) of (39), we can find the ascent direction of \( f(S_j) \). This maximizing process focuses on the last two terms of the RHS, as the first term is fixed.

The ascent direction search is conducted iteratively, allowing us to gradually approach the local optimal solution for \( P'_1(j) \). We reformulate \( P'_1(j) \) to an iterative form as

\[ Q(j) : \max_{\{S_j, V_j\}} \quad g(S_j) \]
\[ = \sum_{n=1}^{N_j^f} \nabla f_{s_{n,j}}(s_{n,j}^*) (s_{n,j} - s_{n,j}^*) \]
\[ + \sum_{n=1}^{N_j^f} \nabla f_{s_{n,j}}(s_{n,j}^*) (s_{n,j}^* - s_{n,j}^{(2)}) \]
\[ \text{s.t.} \quad \delta_{n,j} \geq 0, n = 1, \ldots, N_j^f, \]

(40)

where (41) above is equivalent to

\[ \frac{\|v_{n,j}\|^2}{\ell_0^2} = \frac{1}{[\delta_{n,j}]^2} - [\delta_{n,j}]^2, n = 1, \ldots, N_j^f. \]  

(43)

Then, (34c) can be rewritten by (42), (43) and the following inequality

\[ E_j \geq T_l \sum_{n=1}^{N_j^f} \left( P_0 \left( 1 + \frac{3}{U_{tip}} \right) + \frac{1}{2} D_0 \rho s A \|v_{n,j}\|^2 \right) \]
\[ + T_l \sum_{n=1}^{N_j^f} P_1 \delta_{n,j} + T_h \cdot N_j^h \cdot (P_0 + P_1). \]  

(44)

With the above manipulations, \( Q(j) \) can be rewritten as

\[ Q'(j) : \max_{\{S_j, V_j, \xi_j\}} \quad g(S_j) \]
\[ \text{s.t.} \quad \frac{\|v_{n,j}\|^2}{\ell_0^2} \geq \frac{1}{[\delta_{n,j}]^2} - [\delta_{n,j}]^2, n = 1, \ldots, N_j^f. \]  

(45)

Note that \( Q'(j) \) is obtained by replacing (43) with an inequality constraint (45), which does not affect the availability of \( Q(j) \). Specifically, once constraints (42), (44) and (45) are satisfied, constraint (34c) is satisfied.

We introduce variables \( \xi_j = \{\xi_{1,j}, \ldots, \xi_{N_j^f,j}\} \) and rewrite constraint (45) as

\[ \frac{\|v_{n,j}\|^2}{\ell_0^2} \geq \frac{1}{[\delta_{n,j}]^2} - \xi_{n,j}, n = 1, \ldots, N_j^f. \]  

(46)
\[ (\delta_{n,j})^2 \geq \xi_{n,j}, n = 1, \ldots, N_f^j, \]
\[ \xi_{n,j} \geq 0, n = 1, \ldots, N_f^j. \]  
(47)
(48)

We observe that (47) is established following a similar process of (43). Once (46)-(48) are satisfied, (45) is satisfied.

Now, constraints (46) and (47) can be handled using the SCA method. Specifically, by utilizing the property that any convex expansion is globally lower-bounded by its first-order Taylor expansion at any point [43], and by noting that the left-hand-side (LHS) of (46) and (47) are both convex, we can approximate the LHS of (46) and (47) around points \( \mathbf{V}_j^{l-1} = \{v_{1,j}^{l-1}, \ldots, v_{N_f^j,j}^{l-1}\} \) and \( \delta_j^{l-1} = \{\delta_{1,j}^{l-1}, \ldots, \delta_{N_f^j,j}^{l-1}\} \) from the previous iteration. The LHS of (46) is approximated as
\[
\frac{\|v_{n,j}\|^2}{v_0^2} \geq \left\| \frac{v_{n,j}^{l-1}}{v_0^2} \right\|^2 + \frac{2}{v_0^2} \left( v_{n,j}^{l-1} - v_{n,j} \right)^T \left( v_{n,j} - v_{n,j}^{l-1} \right). 
\]  
(49)

Then, we approximate the LHS of (47) as
\[
(\delta_{n,j})^2 \geq (\delta_{n,j}^{l-1})^2 + 2\delta_{n,j}^{l-1} (\delta_{n,j} - \delta_{n,j}^{l-1}). 
\]  
(50)

Thus, we find the lower bounds for the LHS of (46) and (47). Now, we reformulate \( Q'(j) \) to acquire \( S_j' \) as
\[
Q''(j) : \max_{\{s_j, v_j, \delta_j, \xi_j\}} g(S_j)
\]
\[
\text{s.t.} \quad \left\| \frac{v_{n,j}^{l-1}}{v_0^2} \right\|^2 + \frac{2}{v_0^2} \left( v_{n,j}^{l-1} - v_{n,j} \right)^T \left( v_{n,j} - v_{n,j}^{l-1} \right) \geq 1 - \xi_{n,j}, n = 1, \ldots, N_f^j, \]
\[
[\delta_{n,j}]^2 + 2\delta_{n,j} (\delta_{n,j} - \delta_{n,j}^{l-1}) \geq \xi_{n,j}, n = 1, \ldots, N_f^j. 
\]  
(51a)
(51b)
(1), (2), (34a), (34b), (42), (44) and (48).

Note that due to the lower bounds in (51a) and (51b) obtained from SCA, if all constraints in \( Q''(j) \) are satisfied, then constraints in \( Q(j) \) are guaranteed to be satisfied as well. We then need to prove that all possible points of \( \{S_j, V_j\} \) following \( S_j' - S_j^{l-1} \) are from the feasible region of constraints in \( P_1'(j) \). The proof is illustrated in Appendix.

After obtaining UAV flying waypoints and HPs, the bandwidth allocated to each CU can be solved directly in \( P_2'(j) \). The iterative process of the ascent direction search method needs the initial inputs \( S_j^0, V_j^0 \) and \( \delta_j^0 \) for iteration index \( l = 1 \) to start the iterative process. To determine reasonable initial inputs, we design a hypothetical initial trajectory as follows. To initialize the ascent direction search method for the \( j \)-th stage’s trajectory design, i.e., \( P_1'(j) \), the hypothetical trajectory is from the final waypoint in the \((j-1)\)-th stage toward to the point \([L_x, L_y] \) straightly with a fixed flying velocity. Based on the hypothetical trajectory design, the initial inputs can be calculated. The ascent direction search method for \( P_1'(j) \) is shown in Algorithm 1.

**Algorithm 1** The Ascent Direction Search Method for \( P_1'(j) \)

**Initialization:** Obtain \( S_j^0, V_j^0 \) and \( \delta_j^0 \) via the hypothetical trajectory design; \( l = 1 \);
1: repeat
2: Formulate \( Q''(j) \); Obtain \( S_j^l \) via CVX in MATLAB;
3: For \( \omega_j = 0 : \Delta \omega_j : 1 \);
4: Obtain \( f(S_j) \), where \( S_j = \omega_j (S_j' - S_j^{l-1}) + S_j^{l-1} \);
5: End
6: Find \( \omega_j \) that maximizes \( f(S_j) \) and denote it as \( \omega_j^* \);
7: Obtain \( S_j^l \) via (40); calculate \( V_j^l \) and \( \delta_j^l \);
8: Update \( l = l + 1 \);
9: until \( f(S_j^{l-1}) < f(S_j^{l-2}) \);
10: \( S_j = S_j^{l-2} \) and \( V_j = V_j^{l-2} \).

As discussed in Section II, the UAV trajectory design problem is a multi-stage process. At the end of the \( j \)-th stage, the distance measurements of the \( k \)-th ST contains \( N_b^k + \ldots + N_b^j \) elements, which is expressed as
\[
\hat{D}_k(j) = \left[ \delta_{1,k,j}, \ldots, \delta_{N_f^j,k,j} \right]^T .
\]
The likelihood function of \( u_{k,j} \) with respect to \( \hat{D}_k(j) \) is shown in (52), at the bottom of the next page. The MLE of \( u_{k,j} \) is expressed as
\[
\left[ \hat{x}_{k,j}^*, \hat{y}_{k,j}^* \right]^T = \arg \left\{ \max_{[x_k^*, y_k^*]^T} \left[ \log p \left( \hat{D}_k(j); [x_k^*, y_k^*]^T \right) \right] \right\}.
\]  
(53)

Since a closed-form solution is unobtainable for the MLE, a grid search is applied in function (52) to find \( \hat{u}_{k,j} = \left[ \hat{x}_{k,j}^*, \hat{y}_{k,j}^* \right]^T \) that maximizes \( p \left( \hat{D}_k(j); [x_k^*, y_k^*]^T \right) \). Finally, the MSE is assessed through Monte Carlo simulation. The complete MSTD approach is outlined in Algorithm 2. \( \bar{E}_{\min} \) is the minimum required energy for a UAV trajectory with \( N_{\text{stg}} \) waypoints.

**C. Extension on the Proposed ISAC-Based UAV Scenario:**

**Moving STs and Multiple UAVs**

In this subsection, we consider about sensing moving STs within the UAV trajectory design problem and explore potential solutions to extend the ISAC-based UAV scenario to a multi-UAV case.

Unlike static STs, where the coordinate estimates are obtained by the distance measurements between HPs and STs, moving STs necessitate the additional measurement of Doppler frequency for estimating velocities. Furthermore, due to the mobility of STs, predicting coordinates of STs in each stage is essential to formulate the trajectory design problem. Various approaches, e.g., Kalman filtering [39] and factor graph based message passing algorithms [44] can be employed to predict and estimate ST states at each stage.

The ISAC-based UAV scenario with moving STs can be formulated as follows. There are several UAVs in the given area, where one UAV is similar to the UAV considered in our scenario, used to broadcast downlink signals, and others
are hovering UAVs receiving the echoes reflected by all STs. There are transmission links between UAVs to share information and realize synchronization. Since the scenario involving moving STs applies multiple UAVs, when using the proposed MSTD approach, we cancel HPs in the UAV trajectory and set only one sensing point (SP) in each stage. The moving UAV broadcasts signals continuously to CUs in each stage. Subsequently, at the moment when it passes the SP, the receive antennas of hovering UAVs receive echoes reflected by all STs. Then, the echoes reflected by the same ST are used together to estimate that ST’s state parameters. Since STs are moving, the time duration in each stage should be shorter to realize a more frequent state evolution, especially when the moving speed of STs is high. Meanwhile, the number of stages will be increased after this adjustment.

The state parameters associated with one ST comprise the two-dimensional coordinate and the two-dimensional velocity. Similar to the MSTD approach outlined in the static scenario, the tracking process for moving STs initiates with a coarse estimation of state parameters. Through the repetition of 1) state prediction, 2) UAV trajectory design, 3) C&S performing and 4) state estimation, the UAV network can simultaneously track moving STs while communicating with CUs. The specific process is as follows. By leveraging estimates of state parameters obtained after the \((j-1)\)-th stage, the system predicts the \(j\)-th ST’s state parameters \((k = 1, 2, \ldots, K)\) associated with the \(j\)-th stage. Subsequently, sensing performance metrics \(\psi_k^j (j) (k = 1, 2, \ldots, K)\) are derived and the UAV trajectory design for the \(j\)-th stage is formulated using the predicted state parameters. During the \(j\)-th stage, the UAV follows the designed trajectory and broadcasts signals. Meanwhile, hovering UAVs receive signals reflected by STs when the moving UAV passes the SP. Echoes from the same ST are used together to obtain distance and Doppler frequency measurements, refining the predicted state parameters of that ST to updated state estimates. These updated estimates are then served as inputs for predicting that ST’s state parameters associated with the \((j+1)\)-th stage for formulating the trajectory design problem in that stage.

Since the estimation of state parameters for one ST is based not only on distance and Doppler frequency measurements but also includes the state prediction, the CRB applied in \(P (j)\) differs from the one presented in (25). The CRB including prediction requires to derive both the CRB of measurements and the CRB of state prediction, leading to a posterior CRB (PCRB) [41].

In scenarios with multiple UAVs, the signal transmissions may cause collisions. To address this issue, UAV clustering is a commonly employed method, wherein ground STs and CUs are divided into several clusters, with each UAV is assigned to serve a specific cluster. After the UAV clustering, each UAV flies straightly to its corresponding cluster and performs C&S functions within that cluster.

A crucial problem in UAV clustering is the sustainability of UAVs. As each UAV needs to fly a long distance to arrive its cluster, the energy consumed covering this flying is considerable which cannot be ignored. The leftover energy of each UAV constrains the C&S performances in the respective clusters. In this case, the effective management of UAV clusters is necessary. Energy saving strategies and considerations of fairness in clustering methods, as discussed in [45] and [46], are employed for UAV clustering before designing each UAV’s trajectory in its cluster.

V. NUMERICAL RESULTS

This section provides numerical results to evaluate performances of the MSTD approach in the ISAC-based UAV scenario. We set \([x_B, y_B]^T = [0, 0]^T\). The locations of STs and CUs are generated using a uniform point distribution in the simulation. The MSE of a ST’s coordinate estimate is evaluated through Monte Carlo simulation with 100 runs. The simulation parameters are provided in Table I.

We compare C&S performances in ISAC-based UAV scheme with a traditional UAV scheme where the designated area contains two UAVs, which are dedicated to communication or sensing respectively. This allows us to assess the energy
TABLE I SIMULATION PARAMETERS

| parameter | value | parameter | value |
|-----------|-------|-----------|-------|
| $P_0$ | 80 W | $P_1$ | 88.6 W |
| $U_{th}$ | 120 m/s | $v_0$ | 4.03 m/s |
| $D_0$ | 0.6 s | $s_0$ | 0.05 m/s |
| $\rho$ | 1.225 kg/m$^3$ | $A$ | 0.503 m$^2$ |
| $\xi_0$ | 50 dB | $\gamma_0$ | -49 dB |
| $N_0$ | -170 dBm/Hz | $\sigma^2_0$ | N0-bandwidth |
| $P_t$ | 20 dBm | $\beta$ | 10 MHz |
| $G_T$ | 0.15 | $V_{max}$ | 30 m/s |
| $H$ | 200 m | $T_h$ | 1.5 s |
| $\omega_\nu$ | 100 | $\mu$ | 5 |
| $L_x$ | 1500 m | $L_y$ | 1500 m |
| $\eta_j$ | 1 s | $a$ | 200 |

efficiency of the ISAC scheme in comparison to this baseline scheme. We define the following terms used in this section:

1) “ISAC”: The scheme with one ISAC-based UAV, where the UAV trajectory and HPs are determined by addressing $P_1' (j)$, and the bandwidth of each CU is set as $B_{m,j} = B'_{M} (m = 1, 2, \ldots, M)$;

2) “ISAC + BA”: The scheme with one ISAC-based UAV, where the UAV trajectory and HPs are determined by addressing $P_2' (j)$, and the bandwidth of each CU is determined via $P_2' (j)$;

3) “Separate”: The baseline scheme. One UAV trajectory is determined by addressing $P_1' (j)$ with $\eta = 0$, focusing on transmitting signals to CUs. One UAV trajectory is determined by addressing $P_1' (j)$ with $\eta = 1$, focusing on localizing ST locations;

Meanwhile, we consider two simple UAV trajectories as performance bounds to illustrate the enhancements achieved through the proposed trajectory design approach. Referring to [47] and [48], we introduce the following two widely used trajectories in UAV wireless scenarios:

4) “Straight”: The UAV follows a straight path without any specialized design, which is similar with the initial inputs applied in Algorithm 2. The UAV flies with a constant speed of $V_{max}$, traveling directly from $[x_B, y_B]^T$ to $[L_x, L_y]^T$ and retraces the same path until its energy runs out. The UAV performs C&S functions during its flying.

5) “Circle”: The UAV follows a circular path with the center located at $[0.5L_x, 0.5L_y]^T$ and a radius of $0.25L_x$. The UAV maintains a constant speed of $V_{max}$ along the circular path until its energy is exhausted. The UAV performs C&S functions during its flying.

We begin by studying the convergence behavior of the iterative algorithm proposed for $P_1' (j)$. In Fig. 3, we show the convergence of C&S performance metrics for the 1st stage’s trajectory design in a randomly-generated scenario. It can be observed that the iterative algorithm exhibits a fast convergence rate, highlighting the effectiveness of the ascent direction search method. We notice that the CRB value does not always decrease with iteration index increase, because a weighted sum optimization objective is adopted in $P_j$, and the communication performance is the dominant metric of the optimization process in this randomly-generated scenario. As long as the objective function value of $P_j$ consistently increases with the index increase, it is meaningful to employ the proposed algorithm for $P_1' (j)$.

In Fig. 4, we give the sensing performance trend of each ST following stages in a randomly-generated scenario. The “MSE+ISAC” means the MSE of ST’s coordinate estimates via MLE. “CRB+ISAC” is the CRB of ST’s coordinate estimates. It is shown that the sensing performance improves as the UAV progresses to the next stage. This improvement is attributed to the accumulation in $\hat{D}_k (j)$. In Fig. 4, the CRB is a loose lower bound for the MSE, which happens because of the reason as follows. Since the observations are time delays between the ST and HPs, whereas the estimates are locations, this results in a nonlinear relationship between measurements and estimates. In the CRB derivation in (18), a linear approximation is employed to transform the CRB of distance measurements into the CRB of coordinates.
Therefore, the MSE of coordinates can asymptotically achieve the approximated CRB with large number of random and independent measurements, as well as the variance of measurements should be enough low. Subsequently, HPs in the designed trajectory are not randomly generated, which are intentionally arranged and positioned contiguously, as well as the measurement amount is not large enough, the coordinate measurements cannot be generated strictly randomly and independently. Given the inability of UAV paths to generate a random distribution of HPs in abundance, the CRB performing the loose bound of MSE cannot be solved. Nevertheless, the trends of CRB and MSE are similar, which can make the optimization process being meaningful.

The above reason also explains the necessity of considering angle diversity concerning sensing points in location estimation, as coordinate estimation involves utilizing one-dimensional measurements to acquire a two-dimensional estimate.

A. The C&S Performances of the ISAC Scheme Compared With Other Schemes

Fig. 5 illustrates the improvement on C&S performances of the proposed trajectory design, as well as compares the ISAC-based UAV scheme with the “separate” scheme. To ensure the fairness between ISAC scheme and “separate” scheme, we set that in the “separate” scheme, \( E_{\text{tot}} \) of the UAV for communication and \( E_{\text{tot}} \) of the UAV for sensing are both the half value of x-axis, while for the UAV in the ISAC scheme, \( E_{\text{tot}} \) is equal to the value of x-axis. This ensures that the energy supply provided for the ISAC-based UAV and for the scenario with two “separate” UAVs is same. The results show that with the same energy supply, the ISAC scheme with the trajectory design outperforms the “separate” scheme in terms of C&S performances. Bandwidth allocation results in a performance improvement on communication, where an increase of at least 0.5 Gbits transmitted data can be achieved.

We should notice that even though the growth of energy supply results in a performance improvement in both C&S, the CRB decreases slowly when \( E_{\text{tot}} \) is large. This is because the relationship between CRB and the number of distance measurements is nonlinear. Once we have enough distance measurements with adequate spatial diversity, additional measurements become redundant as they are just a repeat of former ones. Furthermore, it is obvious that, comparing with the UAV flying without trajectory design, both the C&S performances from the proposed trajectory are improved. UAV flying with a circle path is better than the straight path, since the straight path brings less sensing angle diversity.

Fig. 6 compares the ISAC-based UAV trajectories under different \( E_{\text{tot}} \) to illustrate why a larger \( E_{\text{tot}} \) can achieve better C&S performances. Specifically, the UAV covers a longer distance and more HPs with a larger \( E_{\text{tot}} \), which means more distance measurements obtained. This leads to a decreased CRB. The larger \( E_{\text{tot}} \) also enables more data transmission during longer flying duration, thereby increasing total transmitted data. We can additionally observe that in Fig. 6 (a), in such a distribution of STs and CUs, because of the C&S tradeoff, the UAV initially flies approaching to the upper right area where three points are allocated. However, with more energy supply in Fig. 6 (b), to maintain fairness.
between two STs, the UAV then adjusts its trajectory towards the upper left ST and alternates between two areas.

Fig. 7 demonstrates the UAV energy consumption of the ISAC scheme compared to the “separate” scheme under different C&S requirements. The data values in Fig. 7 indicate that when the CRB on the x-axis is satisfied, the corresponding total transmitted data should also be satisfied. Fig. 7 confirms that under the same C&S requirements, the ISAC scheme consumes less energy compared to two UAVs flying for C&S respectively. This indicates a higher energy efficiency with the ISAC scheme in UAV scenario. Furthermore, using bandwidth allocation can contribute to energy savings.

B. The C&S Performances With Various Numbers of CUs and STs

Fig. 8 (a) depicts the upper bound of CRB among all STs with varying numbers of STs. It can be observed that in the ISAC scheme, CRB increases considerably when the number of STs increases from 1 to 2. That is because when the STs become more concentrated in a particular area, the distance between STs definitely influences sensing. In particular, for example, when two STs are located at a large distance from each other, the UAV may be unable to fly closely to both of them. Nonetheless, for the “separate” scheme, the CRB remains nearly unchanged when the number of STs increases from 1 to 2. That is because in the ISAC scheme, the UAV trajectory must consider both STs and CUs in the area. Consequently, besides the large distance between two STs, in the ISAC scheme, the distance between STs and CUs also has an impact on sensing. In contrast, for the “separate” scheme, the CRB on the x-axis is satisfied, the corresponding total transmitted data exhibits a decreasing trend as the number of CUs increases, resulting from the smaller bandwidth allocated to each CU. Nevertheless, as the number of CUs continues to increase, the trend stabilizes. This occurs because when the CUs are densely distributed, the UAV does not need to spend excessive energy flying around the region. Consequently, it can improve the duration for transmission.

C. The Tradeoff Between C&S in ISAC-Based UAV Trajectories

Fig. 9 aims to illustrate the performance tradeoff between C&S by tuning the weighting factor $\eta$. It can be seen that there exists a tradeoff between the total transmitted data and CRB. The weighting factor has a more significant impact on sensing compared to communication. Specifically, the CRB with $\eta = 0.1$ is nearly 10 times higher than CRB when $\eta = 0.9$, while the total transmitted data only increases by approximately 0.6 Gbits in both “ISAC” and “ISAC+BA” when $\eta$ decreases from 0.9 to 0.1. Fig. 9 (b) and (c) present the UAV trajectories with different $\eta$. It can be observed that with a higher $\eta$, where the sensing metric carries more weight in the objective function, the UAV trajectory is more focused on optimizing sensing. For example, in Fig. 9 (b) and (c), the UAV flies closer to STs when $\eta = 0.8$, enabling more accurate measurements and leading to improved estimation performance.

At the end of the section, we discuss some practical aspects focusing on the computational complexity of the proposed MSTD approach. We observe that the complexity is primarily determined by the number of stages and the number of variables need to be optimized in each stage. Referring to Algorithm 1 and 2, it is evident that $N_{\text{stg}}$ impacts both the total number of stages and the number of variables optimized in each stage. Additionally, $\mu$ impacts the number of variables optimized in each stage. Increasing $N_{\text{stg}}$ means that energy consumption in each stage is increased, resulting in fewer stages, potentially reducing the optimization processing time on repeating stages, but it simultaneously increases the number...
of variables in each stage, potentially increasing the processing

time in each stage. On the other hand, smaller $\mu$ increases

the number of variables in each stage, but enhancing sensing

performance because of obtaining more distance measure-
ment. Therefore, it is an obvious tradeoff relationship existed

in 1) the values of parameters, i.e., $N_{\text{stg}}$ and $\mu$, 2) sensing

performance and 3) computational complexity, thus specific

experiments can be made in real scenarios based on different

C&S requirements, to discover the appropriate values for $N_{\text{stg}}$

and $\mu$, seeking for a higher performance-to-complexity ratio.

VI. CONCLUSION

In this paper, we have addressed the problem of UAV

trajectory design, bandwidth allocation and ST estimations in

an ISAC-based UAV scenario. Firstly, we proposed a multi-

stage trajectory design approach to assure accurate formulation

for UAV trajectory design. Then, we formulated a weighted

sum optimization problem to achieve a flexible performance

tradeoff between C&S. We further developed an iterative

algorithm to address the formulated optimization problem.

The numerical results have demonstrated that the UA V energy

tradeoff between C&S. We further developed an iterative

sum optimization problem to achieve a flexible performance

for UA V trajectory design. Then, we formulated a weighted

stage trajectory design approach to assure accurate formulation

an ISAC-based UA V scenario. Firstly, we proposed a multi-

trajectory design, bandwidth allocation and ST estimations in

6) the performance priority have significant impact on

supply and the performance priority have significant impact on

C&S. Moreover, our ISAC scheme has shown considerable

improvements in C&S performances and energy efficiency

compared to single-functional UA V scenarios.

APPENDIX

THE PROOF ABOUT THE FEASIBILITY OF $\{S_j, V_j\}$

SOLUTIONS AFTER CONSTRAINT (34C) APPLIES SCA

Since we seek the local optimal solution of $\{S_j, V_j\}$ in

$P'_1(j)$ by following the ascent direction obtained via $Q''(j)$,

it is necessary to prove that all available points belonging to the

ascent direction obtained after SCA can satisfy all constraints

in $P'_1(j)$. We rewrite $P'_1(j)$ as

$$
\max \{S_j, V_j, \delta_j, \xi_j\}
$$

s.t. (1), (2), (34a), (34b), (42), (44) and (48),

$$
\|v_{n,j}\|^2 \geq \frac{1}{\|\delta_{n,j}\|^2} - \xi_{n,j}, n = 1, 2, \ldots, N^f_j,
$$

$$
[\delta_{n,j}]^2 \geq \xi_{n,j}, n = 1, 2, \ldots, N^f_j.
$$

It is readily observed that the two constraints above need to use SCA in $Q''(j)$. Hence, we aim to demonstrate that in the $l$-th iteration, all possible solutions of $\{V_j, \delta_j, \xi_j\}$ following the ascent direction still fulfill this two constraints.

First of all, we split the first constraint into two sub constraints as follows

$$
\|v_{n,j}\|^2 \geq A_{n,j}, n = 1, 2, \ldots, N^f_j,
$$

(54)

$$
A_{n,j} \geq \frac{1}{\|\delta_{n,j}\|^2} - \xi_{n,j}, n = 1, 2, \ldots, N^f_j.
$$

(55)

In Fig. 10, we assume that the region of $\|v_{n,j}\|$ satisfying constraint (54) in the $l$-th iteration is $Z_a$ and $Z_b$. After applying the first-order Taylor expansion in the LHS of constraint (54), the available region of $\|v_{n,j}\|$ in the $l$-th iteration is $Z_c$. Since the ascent direction is a part of $Z_c$, and $Z_c$ is encompassed by $Z_b$, all possible solutions following the ascent direction satisfies (54). Now we can prove that the first constraint in $P'_1(j)$ rewritten above can be addressed with SCA. The second constraint has a similar proof, omitted here for brevity.
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