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Abstract

Background: ACMG/AMP and AMP/ASCO/CAP have released guidelines for variation interpretation, and ESHG for diagnostic sequencing. These guidelines contain recommendations including the use of computational prediction methods. The guidelines per se and the way they are implemented cause some problems.

Methods: Logical reasoning based on domain knowledge.

Results: According to the guidelines, several methods have to be used and they have to agree. This means that the methods with the poorest performance overrule the better ones. The choice of the prediction method(s) should be made by experts based on systematic benchmarking studies reporting all the relevant performance measures. Currently variation interpretation methods have been applied mainly to amino acid substitutions and splice site variants; however, predictors for some other types of variations are available and there will be tools for new application areas in the near future. Common problems in prediction method usage are discussed. The number of features used for method training or the number of variation types predicted by a tool are not indicators of method performance. Many published gene, protein or disease-specific benchmark studies suffer from too small dataset rendering the results useless. In the case of binary predictors, equal number of positive and negative cases is beneficial for training, the imbalance has to be corrected for performance assessment. Predictors cannot be better than the data they are based on and used for training and testing. Minor allele frequency (MAF) can help to detect likely benign cases, but the recommended MAF threshold is apparently too high. The fact that many rare variants are disease-causing or -related does not mean that rare variants in general would be harmful. How large a portion of the tested variants a tool can predict (coverage) is not a quality measure.

Conclusion: Methods used for variation interpretation have to be carefully selected. It should be possible to use only one predictor, with proven good performance or a limited number of complementary predictors with state-of-the-art performance. Bear in mind that diseases and pathogenicity have a continuum and variants are not dichotomic i.e. either pathogenic or benign, either.
1 | BACKGROUND

Variation interpretation has become the bottleneck of using genetic information. Sequencing methods are highly efficient and increasingly accurate. Guidelines and standards have been published for the use and interpretation of variation data by the American College of Medical Genetics and Genomics, and the Association for Molecular Pathology (ACMG/AMP) (Richards et al., 2015) and of AMP, the American Society of Clinical Oncology, and the College of American Pathologists (AMP/ASCO/CAP) (Li et al., 2017). The European Society for Human Genetics (ESHG) has released guidelines for diagnostic next-generation sequencing and they include also variation interpretation (Matthijs et al., 2016). These guidelines for systematic schemes and especially the ACMG/AMP guideline, although an American recommendation, are widely followed in many countries and laboratories.

Variation interpretation is a difficult task that brings together many and different kinds of data, methods, and expertise. Computational methods have been used for many years to predict the disease relevance, pathogenicity, or tolerance of variants. Computational solutions are essential due to the vast numbers of variants and as with experimental methods it is impossible to investigate significance of all the millions of variants that every genome contains in relation to a reference genome sequence.

Since their release, a number of changes have been suggested to the ACMG/AMP guidelines including changes to criterion PVS1 (Abou Tayoun et al., 2018), to the entire process (Nykamp et al., 2017), allele frequency thresholds (Kelly et al., 2018; Kobayashi et al., 2017; Nykamp et al., 2017; Rim et al., 2019; Whiffin et al., 2017), etc.

Here, I discuss problems related to the recommendations about the use of computational methods, including problems with the schemes per se and problems on how they are implemented in practice. The way the guidelines are implemented and followed today hampers optimal variation interpretation and thereby does not serve the best of the patients as the full power of predictions, together with other evidence, is not taken into account. Therefore, pathogenicity of a substantial portion of the variants is not considered due to overly conservative recommendations and practices.

2 | GUIDELINES FOR USE OF COMPUTATIONAL PREDICTORS IN VARIATION INTERPRETATION

In this article, the focus is on the use of prediction methods for variation interpretation. The ACMG/AMP guidelines for using computational and predictive data are shown in Figure 1. In the scheme, the criteria are divided into two categories for benign (supporting and strong) and into four categories for pathogenic classification (supporting, moderate, strong, and very strong). Of the items listed in Figure 1, only BP4, BP7, and PP3 require and use computational predictors. According to the guidelines, prediction methods should be considered as supporting, when multiple lines of computational evidence support the effect. Furthermore, predictions should be used carefully and not as a sole source of evidence to make a clinical assertion. Quotations from the guidelines are indicated in italics, along with the source. This one is from ACMG/AMP.

Some available prediction methods are listed in all three guidelines, in ACMG/AMP in Table 2, in AMP/ASCO/CAP in Table 2, and in ESHG guidelines in Supplementary Table S1. These methods include predictors for amino acid substitutions, splice sites, and sequence conservation.
3 | PROBLEMS WITH THE GUIDELINES AND IN THEIR IMPLEMENTATION

According to the guidelines, multiple predictors should agree, and if they do not, prediction methods should not be used at all for the assessment of that variant. This recommendation opens for severe problems. First, the methods with the poorest performance get the largest impact. Second, clinical and research laboratories are not necessarily experts in bioinformatics and thereby the choice of the methods has often not been optimal and even been problematic. Third, computational tools mentioned in the guidelines have been considered as recommendations when clearly better tools are available. Fourth, if the same or similar methods are used together, the outcome is biased. Fifth, the schemes implicitly promote an idea of dichotomous distribution of variations either to the benign or the pathogenic class.

3.1 | Poor methods overrule good ones

Critical Assessment of Genome Interpretation (CAGI, https://genomeinterpretation.org/) challenges have shown that prediction methods tend to agree with each other more than with the reality. On the other hand, analysis of the concordance of predictors indicated that 18 tested methods agreed on ClinVar data only for about 5% of benign cases and 39%–47% of pathogenic cases, depending on the dataset (Ghosh, Oak, & Plon, 2017). In a benchmark study of 10 methods with about 40,000 variants there was not a single variant that all the methods agreed upon (Thusberg, Olatubosun, & Vihinen, 2011). In another analysis with almost 60,000 variants, 10%-45% of predictions were contradictory depending on the choice of methods (de la Campa, Padilla, & Cruz, 2017).

The more methods, the smaller are the chances that they all agree. Thereby the coverage of variants that can be predicted reduces quickly when several methods are used together.

The most important outcome of the guidelines is that they give the decision power to the poorest methods (Figure 2). The methods with low-performance disagree most often with the well-performing ones and therefore they drag the overall performance down. Thus, the requirement for the predictors to agree overemphasizes the significance of poor methods and prevents the use of predictions for cases on which the high-quality methods agree, but which are not correctly predicted by the poor one(s).

3.2 | Lacking expertise in method choice and use

Amino acid substitutions have been the most studied variation type, and there are well over 100 predictors described in literature. Services like dbNSFP (Liu, Jian, & Boerwinkle, 2011) and VarCards (Li et al., 2018) contain predictions for more than 20 tools making it easy to obtain the predictions. Domain knowledge is required to choose the best tools. The most widely used methods are about 10 or 20 years old. Nobody would use 20-year-old sequencer, but the same people happily resort to old prediction methods, although the advancements have been even bigger in the interpretation field than in sequencing technology. The old methods are simply old methods and far behind in the performance in comparison to many new ones. As the benchmark studies mentioned above have indicated, there are 30% or even larger differences between the state-of-the-art tools and some others. In no other field in medicine it is possible to use methods with such low performance.

Therefore, when using multiple predictors (see Figure 2), one has to choose methods that have state-of-the-art performance and which are not based on too similar principles. To do this in a best way, it is necessary to understand how the methods work and how they have been implemented and trained. This expertise is lacking in many diagnostic laboratories.

3.3 | Named methods are considered as recommendations

Many laboratories seem to consider the methods mentioned in the guidelines as recommendations. This has apparently,
or at least hopefully, not been the intention. One could even question how the listed methods have been chosen as many of them did not represent the state of the art at the time that the guidelines were published, or not even when the methods were released.

3.4 | Problematic majority vote

A further complication emerges when the predictions are combined. The majority vote approach, as implemented in the guidelines, may introduce problems, see Vihinen (2014). If similar or the same predictions are combined, the outcome is biased. In addition to including constituent methods and meta-predictors that utilize the same predictions, this may appear when methods with similar foundations are combined. For example, if one combines evolutionary data-based predictions together, the outcome will likely be concordant but definitely biased.

Methods are often chosen ad hoc, or taking those mentioned in the guidelines as recommendations, or using the same method as last time, or for last 10 years. Popularity does not equal performance. It requires expertise to pick the best-performing methods and combinations that do not suffer from bias. As the field is moving fast, it is not relevant to name methods in here, instead to refer to benchmark studies (see below).

3.5 | Pathogenic-benign binarism

“Efforts to resolve the classification of the variant as pathogenic or benign should be undertaken” (ACMG/AMP) and “A community activity is needed to collect and share the available information, with the aim to definitely classify the variants into pathogenic or benign” (ESHG, Statement 28) indicate the common but flawed thinking to divide variants into binary, mutually exclusive categories of benign and pathogenic. The reality is that in every condition there is a continuum, discussed, and described in a pathogenicity model (Vihinen, 2017). There are variations that cannot be placed in either category because of variable phenotype, incomplete penetrance, and other factors. This heterogeneity means that some variants can be benign for an individual but pathogenic or unclassifiable for another or pathogenic for an individual at later time. Therefore, it will not be possible to group all variants into only the two groups.

ACMG guidelines state that Most tools … are not reliable at predicting missense variants with milder effect. This is indeed a more difficult prediction task than distinguishing pathogenic from neutral variants, but this area has obtained attention and the first tool is available for generic variant phenotype severity prediction, called PON-PS (Niroula & Vihinen, 2017).

4 | COMMENTS TO ESHG GUIDELINES

Supplementary guidelines, Statement 18: The bioinformatics pipeline must be tailored for the technical platform used. During pipeline validation the diagnostic specifications must be measured by assessing analytical sensitivity and specificity. This is a good recommendation, however, not sufficient for complete performance assessment; see the discussion below about measures to be used for performance assessment. More comprehensive analysis of the performance should be made.

Statement 20: The diagnostic laboratory has to validate all parts of the bioinformatics pipeline (public domain tools or commercial software packages) with standard datasets whenever relevant changes (new releases) are implemented. This recommendation is reasonable and necessary. There are a number of issues to be considered when testing and there are guidelines for doing that (Vihinen, 2012, 2013). The dataset used for testing should not contain cases used for training the included methods; this should be checked every time the assessment is done. Furthermore,
these kinds of datasets are valuable but laborious to generate, therefore they should be made available, preferably via the VariBench database (Nair & Vihinen, 2013; Sarkar, Yang & Vihinen, 2020). Some methods utilize sequence conservation information based on blasting of sequence databases, which are changing constantly. In such cases, evaluations should be done at frequent intervals.

5 | HOW TO TEST AND BENCHMARK PREDICTORS?

The first issue when using prediction methods is to choose suitable tools because for many variation types and effects numerous tools are available and based on many different principles. For example, for amino acid substitutions there are three wide categories of tools including evolutionary conservation-based approaches, machine learning methods, and meta-predictors, see Niroula and Vihinen (2016). The choice of methods should be based on their proven performance. For this purpose a number of benchmark studies have been performed for different types of variations and predictors including protein substitution tolerance/pathogenicity (Bendel et al., 2014; Grimm et al., 2015; Masica & Karchin, 2016; Niroula, Urolagin, & Vihinen, 2015; Riera, Padilla, & Cruz, 2016; Thusberg et al., 2011; Sarkar et al., 2020), variants affecting protein stability (Khan & Vihinen, 2010; Potapov, Cohen, & Schreiber, 2009), protein localization (Laurila & Vihinen, 2009), protein disorder (Ali, Urolagin, Gurarslan, & Vihinen, 2014), protein solubility (Yang, Niroula, Shen, & Vihinen, 2016), benign variants (Niroula & Vihinen, 2019), variants in transmembrane proteins (Orioli & Vihinen, 2019), alternative splicing (Desmet, Hamroun, Collod-Beroud, Claustres, & Beroud, 2010; Jian, Boerwinkle, & Liu, 2014), and phenotypes of amino acid substitutions (Anderson & Lassmann, 2018).

Benchmark studies have shown huge differences in performances. A recent analysis of benign variants indicated that the best tool had accuracy of about 0.96 while some other widely used methods misclassified one of three cases (Niroula & Vihinen, 2019). Similar results have been obtained in other benchmark studies.

Benchmark studies have to be based on gold standard cases with known, experimentally studied outcome. Such datasets are available in VariBench (Nair & Vihinen, 2013) and VariSNP (Schaafsma & Vihinen, 2015) and have been widely used. Recently, VariBench was updated with 419 new datasets (Sarkar et al., 2020). Benchmarks have to fulfill a number criteria including relevance, representativeness, nonredundancy, containing experimentally verified cases both with positive and negative effect, and be scalable and reusable (Nair & Vihinen, 2013).

To obtain a full picture of performances of binary prediction methods at least six measures have to be provided and many other reporting requirements have to be fulfilled when publishing such methods (Vihinen, 2012, 2013). These guidelines are also followed outside bioinformatics and medicine, that is, in technology. The recommendations include reporting method description, used datasets, performance assessment, and implementation. If the same or similar data are used for both method training and testing, the performance is inflated. Circularity (Grimm et al., 2015) has been common in publications. Method assessments have to be based on a substantial number of cases. Performance assessments are statistical in nature, therefore, a handful of instances are not sufficient.

6 | PROBLEMS IN METHOD PERFORMANCE ASSESSMENT AND SELECTION

Despite the guidelines for performance assessment at available, misconceptions and wrong practices are common. The number of features used for method training or the number of variation types predicted by a tool does not tell anything about its performance. Many gene, protein, or disease-specific benchmark studies suffer from too small dataset rendering the results useless. In the case of binary predictors, there should be equal number of positive and negative cases or the imbalance has to be corrected.

6.1 | Number of features and predictions

The number of features used in a predictor or a number of predictions made does not correlate in any way with the performance of the method. Machine learning methods are trained on features that are related to the investigated phenomenon. Method developers do not initially know which features are relevant, therefore, feature selection step usually is implemented. During this process the most important features are identified and then used to train the final predictor. There are even some tools for which feature selection has not been made.

The reason for performing feature selection is that the number of informative features is typically rather small. With an increasing number of features comes the so-called curse of dimensionality. The more there are features, the larger dataset is needed to represent the space of all possible combinations of features. The number of required cases grows exponentially along with the number of features. Therefore, it is beneficial to use the smallest possible number of relevant features. It makes also the predictions faster and more reliable as many weak and less informative features can reduce the method performance.

The number of prediction types made is no quality indicator, either. It is possible to include large numbers of
predictions, however, from the end-user point of view it is relevant how good those predictions are and whether they have been systematically benchmarked. There are only a few variation prediction areas where systematic analyses have been conducted and have been possible. The limiting factor is the availability of suitable test datasets.

6.2 | Too small datasets

During the last few years there has been a flurry of papers where variant prediction methods have been tested on individual genes/proteins/diseases or on small groups of diseases. Most of these studies do not have any predictive power since the tests have been based on too small numbers of cases. The smallest number this author has seen was nine cases! As benchmarking is a statistical approach, a substantial number of cases is needed; the actual number depends on the application and test. In practice, there has to be at least in the order of 100 variants of certain effect/type to achieve reasonable performance and reliability, see the analysis of Riera et al. (2016).

Often the same authors who analyses method performance use the same too small dataset to train a novel predictor. The best generic tolerance/pathogenicity predictions are most of the time better than gene/protein-specific predictors (Riera et al., 2016). However, the performance of predictors varies for different genes/proteins, and there are examples where specific predictors are better. There are a number of reasons for generic methods to outperform specific tools. They are based on larger datasets and thereby can generalize more reliably. The mechanisms of variation effects are similar in all genes and proteins and thereby generic methods have a benefit of including variations in different contexts.

As an example we can look at single amino acids substitutions. There are altogether 380 alterations of which 150 (39.5%) are possible by a single nucleotide change and are thus much more likely to occur. These variants appear in many different contexts in proteins and have different effects. Thus, ideally each variant type should be included several times and in different environments, diseases, and sequence/structure contexts. This means that for most genes and proteins there are not large enough datasets available.

6.3 | Imbalance of positive and neutral variants

Disease-causing variants are in many instances in minority compared with all the possible variants. When developing machine learning methods, the positive (having effect) and negative (not having an effect) cases should appear in equal numbers (Wei, Wang, Wang, Kruger, & Dunbrack, 2010). When testing method performance, there should be either equal numbers of positive and negative cases or the difference has to be somehow mitigated. Some of the performance scores are sensitive for class imbalance and can give highly misleading scores if not taken care of (Vihinen, 2012). It is quite common in literature that the class imbalance has not been mitigated when method performances are compared. Thereby some scores may be severely affected.

7 | OTHER PROBLEMS AND ISSUES IN COMPUTATIONAL VARIATION INTERPRETATION

There are several other issues related to variation interpretation in general, not just about the guidelines. These are described and justified briefly. Predictors cannot be better than the data they are based on and used for training and testing. Minor allele frequency (MAF) can help to detect likely benign cases. The recommended MAF threshold is apparently too high. The fact that many rare variants are disease-causing or -related cannot be extrapolated to mean that rare variants in general would be harmful. How large a portion of the tested variants a tool can predict (coverage) is not a quality measure. Finally, the clinical and research communities should pay more attention to the language used for describing and naming variations.

7.1 | Training data quality

Prediction methods cannot be better than the data they are based on. High-quality variant datasets of substantial size are laborious and costly to collect as typically many manual steps are needed. Most of the existing variation datasets are available in VariBench (Nair & Vihinen, 2013; Sarkar et al. 2020) and VariSNP (Schaafsma & Vihinen, 2015).

As discussed above, representativeness is one of the criteria for benchmark data. Representativeness means that cases in a dataset cover the possible space. None of the 24 tested datasets used for training machine learning methods were well representative when analyzing distribution and coverage of cases in chromosomes, protein structures, CATH domains and classes, Pfam families, Enzyme Commission (EC) categories, and Gene Ontology annotations (Schaafsma & Vihinen, 2018). By considering representativeness it would be possible to achieve better predictor performance by covering the event space of variations better.

Relevance of a dataset means that the cases are indeed for the investigated phenomenon. The datasets used in the representativeness analysis contained <2% of disease-causing variants among the benign training sets (Schaafsma &
Vihinen, 2018). A minor allele frequency between 0.01 and 0.25 in any of the ExAC populations (Lek et al., 2016) was used to reveal benign variants.

7.2  |  Variant data quality

Variation interpretation does not increase the quality of sequencing data, therefore, variant calls have to be reliable. Sequencing methods have their problems and biases. It all starts with the quality of the sample (Chen, Liu, Evans, & Ettwiller, 2017).

Recently an approach was presented for blacklisting variants common in private cohorts but not in public databases (Maffucci et al., 2019). This is an intriguing idea, however, their approach does not detect many such variants; instead, it cleans sequencing and data processing errors, mainly in low complexity regions and repeats, where disease-related variants are rather rare. It is a useful addition to filtering approaches and facilitates identification of several pathogenic variants. It may be necessary to recalibrate blacklists once changes are made to sequencing techniques or data management and analysis pipelines, as the sequencing artifacts may not remain the same.

7.3  |  Minor allele frequency

Frequent variants in populations are considered to be benign. Allele frequency is the most often used criteria in variation interpretation (Amendola et al., 2016). ACMG/AMP guidelines suggest a threshold of 0.05 to distinguish frequent and thus likely not disease-related variants. This threshold is ultraconservative. In many studies, including variation tolerance predictor development, a threshold of 0.01 has been used (see Niroula & Vihinen, 2019).

Lower allele frequencies have been suggested based on numerous publications, see, for example, the study of BRCA1 and BRCA2 variants as well as alterations in additional 77 genes (Kobayashi et al., 2017), hearing loss-related genes (Rim et al., 2019), and cardiomyopathy variants (Kelly et al., 2018). There is even a scheme to calculate the threshold (Whiffin et al., 2017), and for taking the quality and abundance of the data and inheritance pattern into account (Nykamp et al., 2017). Common to all these papers is that the allele frequency threshold could be safely significantly lower than the recommended 0.05.

7.4  |  Rare variant ≠ disease-causing variant

It has been claimed that most rare amino acid substitutions would be disease related (Kryukov, Pennacchio, & Sunyaev, 2007). Rare variants contain disease-related alterations more often than frequent alleles (Marth et al., 2011). However, both experimental studies and predictions indicate that in many genes many variants, which are mainly rare, are benign or do not have a strong phenotype (Schaafsma & Vihinen, 2017). Massively parallel reporter assays have been used to investigate almost all variants or a large portion of them in some genes and proteins and found that there is always a large portion of variants that are benign or without phenotype, for example, in PPARG (Majithia et al., 2016) and BRCA1 RING domain (Starita et al., 2015).

7.5  |  Coverage of predictions

None of the existing prediction methods is capable of predicting all possible variants and even if they could the quality and performance would suffer. There are numerous reasons for the paucity of predictions, most often due to some essential parameter missing. This is typical in the case of variants in genes or proteins that are either unique for humans or shared only with a small number of other organisms. Evolutionary data, which practically all methods use, cannot be obtained in such cases.

High coverage is not indicative of high performance, either. Methods that classify variants to more than two categories can be more realistic and take the continuum of pathogenicity into account (Vihinen, 2017). In the end, only highly reliable data, including predicted outcomes, can be used for clinical assertion. This applies to any parameter used for the assessment and means that it will not be possible to predict and assert all variants.

7.6  |  Terminology

ACMG/AMP guidelines have largely contributed toward terminology. Specifically, “variation” is now widely used instead of the fuzzy and often negative “mutation” that has several meanings which can confuse a meaning. The same applies to “polymorphism”. However, all the guidelines are still using some problematic wording, such as missense when describing amino acid substitutions (the sense in missense refers to RNA variation). Other common problematic terms, include nonsense, frameshift, indel, and functional variation. For the problems and their remedies, see Vihinen (2015a).

8  |  SUGGESTIONS

The ACMG/AMP, AMP/ASCO/CAP, and ESHG guidelines are useful and allow harmonization of variation interpretation over numerous laboratories and countries, as they are
followed in many places. However, as indicated in several contributions before and in the discussion above, there are certain issues that would benefit from amendments. As prediction methods along with allele frequency information are the most widely used criteria (Amendola et al., 2016) in variation interpretation, it is important that these data are used in the most efficient and best possible way.

The major issue concerning computational predictions according to ACMG/AMP and AMP/ASCO/CAP guidelines is the requirement that multiple predictors have to agree. This means that usually the poorest performing method dictates the outcome of the assessment. Furthermore, tools based on the same or similar characteristics usually agree. Thereby it is not a surprise that evolutionary methods have high concordance, however, it does not mean that the prediction would be correct. When using many similar methods the outcome is biased.

The requirement for concordant predictions does not serve and benefit the patient, not at least in the way the guidelines are most often implemented. The situation is analogous to US National Comprehensive Cancer Network guidelines for genetic testing, which, according to a recent study, miss up to 50% of actionable variants (Beitsch et al., 2019).

My suggestion is therefore that even just one predictor, with proven good performance, could be used. Alternatively, a limited number of predictors could be used. Each of them should represent state-of-the-art performance and should be complementary, not based on the same principles and reusing the same data and predictions (Vihinen, 2014). Details for method development as well as the used data should be available. This is often a problem with commercial solutions, which typically do not reveal details and performance and essentially sell a pig in a poke (Vihinen, 2015b). Authorities should refrain from mentioning prediction and other methods as better methods will be released during years. However, if tools are mentioned, they should represent the best current performance instead of methods that may be widely used but which have poor performance.

The choice of the prediction method(s) should be based on systematic benchmarking studies reporting all the relevant performance measures. Laboratories should consult bioinformaticians when choosing prediction methods and this should happen rather frequently as new and improved methods are published every now and then. In addition to amino acid substitutions and splice site variants, there are now tools for many other types and effects of variations. The spectrum of predicted features and variation types will expand in the near future along with the availability of increasing experimental information.
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