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Abstract. Multirate methods have been used for decades to temporally evolve initial-value problems in which different components evolve on distinct time scales, and thus use of different step sizes for these components can result in increased computational efficiency. Generally, such methods select these different step sizes based on experimentation or stability considerations. Meanwhile for problems that evolve on a single time scale, adaptivity approaches that strive to control local temporal error are widely used to achieve numerical results of a desired accuracy with minimal computational effort, while alleviating the need for manual experimentation with different time step sizes. However, there is a notable gap in the publication record on the development of adaptive time-step controllers for multirate methods. In this paper, we extend the single-rate controller work of Gustafsson (1994) to the multirate method setting. Specifically, we develop controllers based on polynomial approximations to the principal error functions for both the “fast” and “slow” time scales within infinitesimal multirate (MRI) methods. We additionally investigate a variety of approaches for estimating the errors arising from each time scale within MRI methods. We then numerically evaluate the proposed multirate controllers and error estimation strategies on a range of multirate test problems, comparing their performance against an estimated optimal performance. Through this work, we combine the most performant of these approaches to arrive at a set of multirate adaptive time step controllers that robustly achieve desired solution accuracy with minimal computational effort.
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1. Introduction. Multirate methods are numerical time integration algorithms used to approximate solutions to ordinary differential equation (ODE) initial-value problems (IVP),

\[ y'(t) = f(t, y) = f^s(t, y) + f^f(t, y), \quad y(0) = y_0, \]

in which some portion of the right-hand side function \( f(t, y) \) evolves on a slower time scale (and can therefore be evaluated less frequently) than the rest of the function. Multirate methods typically split \( f(t, y) \) additively into two parts, \( f^s \), the slow function, which is evaluated less frequently, and \( f^f \), the fast function, which is evaluated more frequently. For many large-scale applications, multirate methods become particularly attractive when \( f^s \) has significantly larger computational cost than \( f^f \), and thus a method that minimizes calls to \( f^f \) may achieve significant gains in computational efficiency for achieving a desired solution accuracy.

A variety of families of multirate methods have been proposed, including MrGARK [6], MIS [18, 24], MRI-GARK [15], IMEX-MRI-GARK [2], MERK [10], MERB [11], and others. In this work, we focus on so-called infinitesimal-type methods, which include all of the above methods except MrGARK. Generally speaking, an infinitesimal method for evolving a single time step \( y_n \approx y(t_n) \) to \( y_{n+1} \approx y(t_n + H) \), with embedding \( \tilde{y}_{n+1} \approx y(t_n + H) \), proceeds through the following sequence of steps.

\[ \tilde{y}_{n+1} = G(t_n, y_n), \]

\[ y_{n+1} = H_n \tilde{y}_{n+1} + y_n, \]

\[ T = |y_{n+1} - y_n|, \]

\[ y_{n+1} = y_{n+1} + T N, \]

where \( G \) is the embedding function, \( H_n \) is the step size, \( T \) is the local error, and \( N \) is the correction term. This procedure is repeated for each time step until the end of the integration interval is reached.
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1. Let: \( Y_1 = y_n \)
2. For \( i = 2, \ldots, s \):
   (a) Solve: \( v'(\theta) = C_i f^i(\theta, v(\theta)) + r_i(\theta) \), for \( \theta \in [\theta_{0,i}, \theta_{F,i}] \) with \( v(\theta_{0,i}) = v_{0,i} \).
   (b) Let: \( Y_i = v(\theta_{F,i}) \).
3. Solve: \( \tilde{v}'(\theta) = C_s f^s(\theta, \tilde{v}(\theta)) + \tilde{r}_s(\theta) \), for \( \theta \in [\theta_{0,s}, \theta_{F,s}] \) with \( \tilde{v}(\theta_{0,s}) = \tilde{v}_{0,s} \).
4. Let: \( y_{n+1} = Y_s \) and \( \tilde{y}_{n+1} = \tilde{v}(\theta_{F,s}) \).

In the above, the multirate method is uniquely defined by its choice of leading constant \( C_i \), fast stage time intervals \([\theta_{0,i}, \theta_{F,i}]\), initial conditions \( v_{0,i} \), forcing functions \( r_i(\theta) \), and embedding forcing function \( \tilde{r}_s(\theta) \). These forcing functions are typically constructed using linear combinations of \( \{f^x(\theta_{F,j}, Y_j)\} \), that serve to propagate information from the slow to the fast time scales.

As seen in step 2a above, computation of each stage in an infinitesimal method requires solving a secondary, inner, IVP. Typically, these inner IVPs are not solved exactly, and instead they are approximated through another numerical method using inner time step size \( h \ll H \). In this work, we consider these inner IVPs to be solved using a one-step method that “subcycles” the solution using step sizes \( h = \frac{H}{M} \), where \( M \) is an integer multirate ratio that describes the difference in dynamical time scales between \( f^s \) and \( f^f \).

Adaptive time step control is the technique of changing the time step size throughout a solve with the goal of producing a solution which is accurate to a given tolerance of the true solution. This topic has been thoroughly researched with numerous algorithms developed for single-rate methods, i.e., methods that use a shared step size \( H \) for all components of \( f(t, y) \) [5, 20, 21, 22]. Savcenco and collaborators developed a component-wise multirate adaptivity strategy designed for use with single-rate methods [17]; however, minimal work has been done in developing multirate controllers for use with multirate methods. Specifically, to our knowledge, the only published work on error-based multiple time step adaptivity for multirate methods was developed by Sarshar and collaborators [16]. The two simple adaptivity schemes proposed in that work were designed for MrGARK methods, and were not a primary focus of the paper.

To address the need for a wider ecosystem of algorithms for multirate time step adaptivity, in Section 2 we develop a family of simultaneous controllers for both \( H \) and \( M \), following the techniques of Gustafsson [5], derived using constant and linear approximations of the principal error function. We additionally introduce two methods that modify our derived controllers so that they more closely emulate the structure of standard single-rate PI [9, 8, Chapter IV.2] and PID [9, 20] controllers.

All of the proposed controllers update both the values of the slow step size \( H \) and the multirate ratio \( M \) because single-rate adaptivity of just \( H \) while keeping \( M \) static may lead to an unnecessary amount of computational effort when \( H \) is small, or stages with insufficient accuracy when \( H \) is large. Conversely, single-rate adaptivity of only \( h = H/M \) while holding \( H \) static inhibit the solver flexibility, again either resulting in excessive computational effort or solution error, particularly for problems where the dynamical time scales change throughout the simulation.

Each of our proposed controllers strive to achieve a target overall solution accuracy. However, errors in infinitesimal multirate approximations can arise from both the choice of \( H \) and \( M \), where the former determines the approximation error arising from the slow time scale, and the latter determining the error that results from approximating solutions in step 2a of the above algorithm. We thus propose a set of options for estimating the errors arising from each of these contributions in Section 3.

Then in Section 4 we outline the metrics that we will use to test the performance of
our proposed controllers and error estimation strategies. Of particular importance in these tests is that we appropriately normalize the performance of each method, since the number of fast and slow time steps required to achieve a given solution accuracy depends strongly on both the IVP under consideration, and the infinitesimal multirate method used. To this end, we construct a “brute force” algorithm to determine the optimal $H$-$M$ pairs required for a given IVP, multirate method, and tolerance, so that controller performance can be normalized against these best-case $H$-$M$ pairs.

Finally, in Section 5 we identify a variety of test problems and a range of infinitesimal multirate methods to use as a testing suite. We then use this test suite to examine the performance of our proposed algorithms for infinitesimal multirate error estimation, followed by a comparison of the performance of our proposed controllers.

2. Control-theoretic approaches for multirate adaptivity. The error in an infinitesimal multirate method at the time $t_n$, $\varepsilon_n := \|y(t_n) - y_n\|$, can be bounded by the sum of the slow error $\varepsilon_n^s$, inherent to the method itself (which assumes that stages in step 2a are solved exactly), and the fast error $\varepsilon_n^f$ caused by approximating these stage solutions using some other “inner” solver, i.e.,

$$\varepsilon_n = \|y(t_n) - y_n\| = \|y(t_n) - y_n^* + y_n^* - y_n\| \leq \|y(t_n) - y_n^*\| + \|y_n^* - y_n\| = \varepsilon_n^s + \varepsilon_n^f.$$

Here, we use $y_n^*$ to denote the “imagined” solution in which each stage is solved exactly. We can express the above error contributions over the time step $t_n \rightarrow t_{n+1} = t_n + H_n$ as

$$\varepsilon_{n+1}^s = \phi_n^s H_n^p$$

$$\varepsilon_{n+1}^f = \phi_n^f \left( \frac{H_n}{M_n} \right)^p H_n,$$

where $P$ and $p$ are the global orders of accuracy for the multirate method embedding and inner method embedding, respectively. We use the embedding orders of accuracy (as opposed to the order of the main methods) since those will be used in Section 3 for computing our estimates of $\varepsilon^s$ and $\varepsilon^f$. The above expression for $\varepsilon^f$ is the global error for a one-step method with step-size $H_n/M_n$ over a time interval of size $H_n$ [7, Chapter II.3]. We note the introduction of the subscript “$n$” to indicate that these values only apply to the single multirate time step, and that these will be adaptively changed as the simulation proceeds. The principal error functions $\phi^s$ and $\phi^f$ are functions of $t$ that are unknown in general, as they depend on the specific test problem and method used; however, they do not depend on the step size $H_n$ or multirate ratio $M_n$. We note that, by convention, $H_n$, $M_n$, $\phi_n^s$, and $\phi_n^f$ give rise to errors $\varepsilon_{n+1}^s$ and $\varepsilon_{n+1}^f$, i.e., at the following time step $t_{n+1}$.

We additionally note that the fast stage solves in multirate methods typically occur over intervals of size smaller than $H_n$. However, each stage’s time interval will not exceed a size of $H_n$, and the inner time step size $h_n$ is still defined as $H_n/M_n$ regardless of the stage’s specific interval size, with the last step of the stage computation reduced to ensure the inner method does not overshoot the desired point in time. Therefore we use $H_n$ as an approximation for the stage interval size in general, with the inner step size $H_n/M_n$ for the purposes of error estimation.

Solving the error expressions (2.1) for $\log(H_n)$ and $\log(M_n)$ gives

$$\log(H_n) = \frac{\log(\varepsilon_{n+1}^s) - \log(\phi_n^s)}{P}$$

$$\log(M_n) = \frac{(p+1)(\log(\varepsilon_{n+1}^s) - \log(\phi_n^s)) - P(\log(\varepsilon_{n+1}^f) - \log(\phi_n^f))}{Pp}.$$
We wish to choose values of $H_n$ and $M_n$ such that the resulting error $\varepsilon_{n+1}$ is equal to $\text{tol}$, the desired tolerance for the numerical solution to approximate the true solution of the IVP. Since $\varepsilon_n$ has contributions from both $\varepsilon^f$ and $\varepsilon^s$, we enforce that these contributions contribute equally to the total error, i.e., we set $\varepsilon^s_{n+1} = \varepsilon^f_{n+1} = \frac{1}{2}\text{tol}$:

$$\log(H_n) = \frac{\log\left(\frac{1}{2}\text{tol}\right) - \log(\phi_n^s)}{P}$$

$$\log(M_n) = \frac{(p + 1)(\log\left(\frac{1}{2}\text{tol}\right) - \log(\phi_n^s)) - P(\log\left(\frac{1}{2}\text{tol}\right) - \log(\phi_n^f))}{Pp}.$$

Because the principal error function values are generally unknown, we must approximate $\log(\phi_n^s)$ and $\log(\phi_n^f)$ with some $\log(\hat{\phi}_n^s)$ and $\log(\hat{\phi}_n^f)$. Assuming sufficiently accurate approximations of the principal error functions, we insert these in place of the exact principal error functions above to arrive at our final log-space formulation for the update functions,

$$\log(H_n) = \frac{\log\left(\frac{1}{2}\text{tol}\right) - \log(\hat{\phi}_n^s)}{P}$$

$$\log(M_n) = \frac{(p + 1)(\log\left(\frac{1}{2}\text{tol}\right) - \log(\hat{\phi}_n^s)) - P(\log\left(\frac{1}{2}\text{tol}\right) - \log(\hat{\phi}_n^f))}{Pp}.$$

2.1. Approximations for $\log(\phi_n)$. In [5], Gustafsson developed a single-rate controller by approximating $\log(\phi_n)$ with a piecewise linear function. We extend this work by approximating $\log(\phi_n^s)$ and $\log(\phi_n^f)$ with piecewise constant functions and reiterate Gustafsson’s piecewise linear derivation with further details on motivations throughout. As with Gustafsson’s work, we introduce the shift operator $q$, defined as $q^a \log(\phi_n) = \log(\phi_{n+a})$: this is a common operator used in control theory to derive algebraic expressions in terms of a single iteration index [13].

2.1.1. Piecewise Constant $\log(\phi_n)$ Approximation. If we assume $\log(\phi_n)$ is constant in time, then $\log(\hat{\phi}_n) = \log(\hat{\phi}_{n-1})$. We can convert this to a piecewise constant by adding a corrector based on the true value of $\log(\phi)$, via an “observer” in the control [3, Chapters 11,13]. Introducing the observer with free parameter $k > 0$ gives

$$\log(\hat{\phi}_n) = \log(\hat{\phi}_{n-1}) + k(\log(\phi_{n-1}) - \log(\hat{\phi}_{n-1}))$$

$$= (1 - k)q^{-1} \log(\phi_n) + k \log(\phi_{n-1}),$$

which we solve for $\log(\hat{\phi}_n)$ to arrive at the piecewise constant approximation,

$$\log(\hat{\phi}_n) = \frac{qk}{q + k - 1} \log(\phi_{n-1}).$$

2.1.2. Piecewise Linear $\log(\phi_n)$ Approximation. In this section we reproduce the derivation of Gustafsson, albeit with additional details that were lacking from [5]. Thus, assuming that $\log(\phi)$ is linear (and it’s time derivative is constant), we have

$$\log(\hat{\phi}_n) = \log(\hat{\phi}_{n-1}) + \nabla \log(\hat{\phi}_{n-1}),$$

$$\nabla \log(\hat{\phi}_n) = \nabla \log(\hat{\phi}_{n-1}).$$
We rewrite the system as

\[ \hat{x}_n = A\hat{x}_{n-1} \]

\[ \log(\hat{\phi}_n) = C\hat{x}_n \]

where

\begin{align*}
\hat{x}_n &= \begin{bmatrix} \log(\hat{\phi}_n) \\ \nabla \log(\hat{\phi}_n) \end{bmatrix}, \\
\hat{x}_{n-1} &= \begin{bmatrix} \log(\hat{\phi}_{n-1}) \\ \nabla \log(\hat{\phi}_{n-1}) \end{bmatrix}, \\
A &= \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}, \\
C &= \begin{bmatrix} 1 & 0 \end{bmatrix}.
\end{align*}

Again inserting a corrector based on the true values of \( \log(\phi) \) and \( \nabla \log(\phi) \), via an observer with free parameter vector \( K = [k_1 \ k_2]^T \) in the control (here both \( k_1, k_2 > 0 \)), we have

\[ \hat{x}_n = A\hat{x}_{n-1} + K(\log(\phi_n) - \log(\phi_{n-1})) = (A - KC)\hat{x}_{n-1} + K\log(\phi_n). \]

Using a backwards difference approximation for \( \nabla \), applying the shift operator to convert all approximate \( \log(\hat{\phi}) \) terms to the same iteration, summing the equations, and solving for \( \log(\hat{\phi}) \) in terms of \( \log(\phi_{n-1}) \) leads to the piecewise linear approximation for \( \log(\phi) \),

\[ \log(\hat{\phi}_n) = \frac{(k_1 + k_2)q^2}{2q^2 + q(k_1 + k_2 - 4) + 2} \log(\phi_{n-1}). \]

We note that this approximation will lead to \( H\cdot M \) controllers with the following structure, which depend on the two most recent values of \( H \), but only on the most recent error term:

\[ H_{n+1} = H_n^{\gamma_1}H_{n-1}^{\gamma_2}\left(\frac{\text{TOL}}{\varepsilon_{n+1}}\right)^{\alpha} \]

This short error history was expected for our earlier piecewise constant derivation, but, because the controller now depends on a longer history of \( H \), it is typical to convert this to depend on an equal history of error terms. We follow Gustafsson’s derivation by enforcing the additional condition

\[ k_1 \log(\hat{\phi}_{n-1}) = k_1 \log(\phi_{n-1}) \]

that enforces continuity in the piecewise approximation. Subtracting this from (2.5), we may arrive at the modified approximation for \( \log(\phi) \),

\[ \log(\hat{\phi}_n) = \frac{(k_1 + k_2)q^2 - k_1 q}{2q^2 + q(k_1 + k_2 - 4) + 2 - k_1} \log(\phi_{n-1}). \]

\[ 2.1.3. \text{Expression for } \log(\phi_{n-1}).\] Both the piecewise constant and piecewise quadratic approaches above resulted in approximations (2.4) and (2.7) that depend on the true values of the principal error function at the previous step, \( \log(\phi_{n-1}) \). Although these principal error function values are generally unknown, they may be approximated using estimates of the error at the end of the previous step. Depending on whether \( \log(\phi^s) \) or \( \log(\phi^f) \) is being approximated, we may estimate the principal error function at the previous time step by rearranging (2.2),

\[ \log(\phi^s_{n-1}) = \log(\varepsilon^s_n) - P q^{-1} \log(H_n) \]
\[ \log(\phi^f_{n-1}) = \log(\varepsilon^f_n) - (p + 1) q^{-1} \log(H_n) - q^{-1} p \log(M_n), \]
2.2. H-M Controllers. At this point we have all of the requisite parts to finalize controller formulations for $H_n$ and $M_n$. To this end, we insert the expressions (2.8) into the approximations (2.4) or (2.7). We then insert the resulting formulas into the log-space formulation of the update functions (2.3), apply the shift operator, and solve the resulting equations for $\log(H_{n+1})$ and $\log(M_{n+1})$ in terms of known or estimated values of $\log(H_n)$, $\log(M_n)$, $\log(\varepsilon_s^n)$, and $\log(\varepsilon_f^n)$. We then finalize each controller by taking the exponential of these log-space update functions.

For simplicity of notation, we introduce the “oversolve” factors, $\eta_s^n := \left(\frac{1}{2} \text{tol} \right) / \varepsilon_s^n$ and $\eta_f^n := \left(\frac{1}{2} \text{tol} \right) / \varepsilon_f^n$. The values of these factors reflect the deviation between the achieved errors and their target (in this case, half of the overall solve tolerance), where a value of one indicates an optimal control.

There are four potential combinations of our two piecewise approximations for each of $\log(\phi_s^n)$ and $\log(\phi_f^n)$. While using differing order approximations is valid in theory, we have not found this useful in practice. In particular, due to the coupled nature of the general controllers (2.3), the eventual $M_n$ update will depend on an error history given by the higher-order approximation of $\log(\phi_s^n)$ and $\log(\phi_f^n)$, and thus it makes little sense to use a lower-order approximation for $\log(\phi_f^n)$ than $\log(\phi_s^n)$. Additionally, we expect the fast time scale (associated with $M$) to vary more rapidly than the slow time scale for multirate applications, so we also rule out cases where the approximation order for $\log(\phi_f^n)$ exceeds $\log(\phi_s^n)$.

2.2.1. Constant-Constant Controller. When using a piecewise constant approximation for both $\log(\phi_s^n)$ and $\log(\phi_f^n)$, we follow the procedure outlined above to arrive at the following equations for $\log(H_n)$ and $\log(M_n)$,

$$\log(H_n) = \frac{k_1 q}{p(q-1)} \log(\eta_s^n),$$
$$\log(M_n) = \frac{(p+1)k_1 q}{pp(q-1)} \log(\eta_s^n) - \frac{k_2 q}{pp(q-1)} \log(\eta_f^n).$$

These give the controller pair

$$H_{n+1} = H_n \left(\eta_{n+1}^s\right)^\alpha,$$
$$M_{n+1} = M_n \left(\eta_{n+1}^s\right)^{\beta_1} \left(\eta_{n+1}^f\right)^{\beta_2},$$

where

$$\alpha = \frac{k_1}{P}, \quad \beta_1 = \frac{(p+1)k_1}{PP}, \quad \text{and} \quad \beta_2 = \frac{-k_2}{p}.$$

2.2.2. Linear-Linear Controller. Similarly, using a piecewise linear approximation for both $\log(\phi_s^n)$ and $\log(\phi_f^n)$, and solving for $\log(H_n)$ and $\log(M_n)$, we have

$$\log(H_n) = \frac{(k_{11} + k_{12})q^2 - k_{11}q}{2P(q^2 - 2q + 1)} \log(\eta_s^n),$$
$$\log(M_n) = \frac{(p+1) \left( (k_{11} + k_{12})q^2 - k_{11}q \right)}{2Pp(q^2 - 2q + 1)} \log(\eta_s^n) - \frac{(k_{21} + k_{22})q^2 - k_{21}q}{2p(q^2 - 2q + 1)} \log(\eta_f^n).$$
This results in the controller pair

\[
H_{n+1} = H_n^2 H_{n-1}^{-1} \left( \eta_{n+1}^s \right)^{\alpha_1} \left( \eta_n^s \right)^{\alpha_2},
M_{n+1} = M_n^2 M_{n-1}^{-1} \left( \eta_{n+1}^s \right)^{\beta_{11}} \left( \eta_n^s \right)^{\beta_{12}} \left( \eta_{n+1}^f \right)^{\beta_{21}} \left( \eta_n^f \right)^{\beta_{22}},
\]

where

\[
\alpha_1 = \frac{k_{11} + k_{12}}{2p}, \quad \alpha_2 = -\frac{k_{11}}{2p},
\beta_{11} = \frac{(p+1)(k_{11} + k_{12})}{2Pp}, \quad \beta_{12} = -\frac{(p+1)k_{11}}{2Pp},
\beta_{21} = -\frac{(k_{21} + k_{22})}{2p}, \quad \beta_{22} = \frac{k_{21}}{2p}.
\]

2.3. A Note on Higher Order \(\log(\phi_n)\) Approximations. Following the preceding approaches, it is possible to form controllers based on higher order polynomial approximations to \(\log(\phi_n)\). While we have investigated these, we did not find such multirate \(H-M\) controllers to have robust performance. For example, a “Quadratic-Quadratic” controller that uses piecewise quadratic approximation for both \(\log(\phi_n^s)\) and \(\log(\phi_n^f)\) depends on an extensive history of both \(H\) or \(M\) terms, and by design attempts to limit changes in \(H\) and \(M\) to ensure that these vary smoothly throughout a simulation. In our experiments, we found that this over-accentuation of smoothness rendered the controller to lack sufficient flexibility to grow or shrink \(H\) or \(M\) at a rate at which some multirate problems demanded. The Quadratic-Quadratic controller thus exhibited a “bimodal” behavior, in that for some problems it failed quickly, whereas for others it performed excellently, but we were unable to tune it so that it would provide robustness across our test problem suite. Since our goal in this paper is to construct controllers with wide applicability to many multirate applications, we omit the Quadratic-Quadratic controller, or any other controllers derived from a higher order \(\log(\phi_n)\) approximations, from this paper.

However, to address the over-smoothness issue we introduce two additional controllers, one that results from a simple modification of the Linear-Linear controller above, and the other that extends this idea to include additional error estimates.

2.4. PIMR Controller. The “PI” controller, popular in single-rate temporal adaptivity, has a similar qualitative structure to the Linear-Linear controller (2.10), albeit with a reduced dependence on the history of \(H_n\) as in [9] and [8, Chapter IV.2],

\[
H_{n+1} = H_n \left( \frac{\text{tol}}{\varepsilon_{n+1}} \right)^{\alpha_1} \left( \frac{\text{tol}}{\varepsilon_n} \right)^{\alpha_2}.
\]

We thus introduce a “PIMR” controller by eliminating one factor of both \(H_n/H_{n-1}\) and \(M_n/M_{n-1}\) from (2.10):

\[
H_{n+1} = H_n \left( \eta_{n+1}^s \right)^{\alpha_1} \left( \eta_n^s \right)^{\alpha_2},
M_{n+1} = M_n \left( \eta_{n+1}^s \right)^{\beta_{11}} \left( \eta_n^s \right)^{\beta_{12}} \left( \eta_{n+1}^f \right)^{\beta_{21}} \left( \eta_n^f \right)^{\beta_{22}},
\]

where \(\alpha_1, \alpha_2, \beta_{11}, \beta_{12}, \beta_{21}\) and \(\beta_{22}\) are defined as in (2.11).
2.5. PIDMR Controller. The higher-order “PID” controller from single-rate temporal adaptivity has a similar qualitative structure to the PI controller, but includes dependence on one additional error term [9, 20],

\begin{equation}
H_{n+1} = H_n \left( \frac{\text{tol}}{\varepsilon_{n+1}} \right)^{\alpha_1} \left( \frac{\text{tol}}{\varepsilon_n} \right)^{\alpha_2} \left( \frac{\text{tol}}{\varepsilon_{n-1}} \right)^{\alpha_3}.
\end{equation}

The parameters in PID controllers typically alternate signs, with \( \alpha_1 > 0, \alpha_2 < 0 \) and \( \alpha_3 > 0 \), where each takes the form of a constant divided by the asymptotic order of accuracy for the single-rate method.

We thus introduce an extension of the PIMR controller to emulate this “PID” structure, resulting in the “PIDMR” controller. We strive to make this extension as natural as possible – we thus introduce new free parameters \( k_{13} \) and \( k_{23} \), adjust the coefficient in the denominator of the exponents from 2 to 3, and assume that the exponents alternate signs. We thus define the PIDMR controller as

\begin{equation}
H_{n+1} = H_n \left( \eta_{n+1}^s \right)^{\alpha_1} \left( \eta_n^s \right)^{\alpha_2} \left( \eta_{n-1}^s \right)^{\alpha_3},
\end{equation}

\begin{equation}
M_{n+1} = M_n \left( \eta_{n+1}^r \right)^{\beta_{11}} \left( \eta_n^r \right)^{\beta_{12}} \left( \eta_{n-1}^r \right)^{\beta_{13}} \left( \eta_{n+1}^f \right)^{\beta_{21}} \left( \eta_n^f \right)^{\beta_{22}} \left( \eta_{n-1}^f \right)^{\beta_{23}},
\end{equation}

where

\[
\alpha_1 = \frac{k_{11} + k_{12} + k_{13}}{3P}, \quad \alpha_2 = -\frac{(k_{11} + k_{12})}{3P}, \quad \alpha_3 = \frac{k_{11}}{3P},
\]

\[
\beta_{11} = \frac{(p+1)(k_{11} + k_{12} + k_{13})}{3Pp}, \quad \beta_{12} = -\frac{(p+1)(k_{11} + k_{12})}{3Pp}, \quad \beta_{13} = \frac{(p+1)k_{11}}{3Pp},
\]

\[
\beta_{21} = \frac{-(k_{21} + k_{22} + k_{23})}{3p}, \quad \beta_{22} = \frac{k_{21} + k_{22}}{3p}, \quad \beta_{23} = -\frac{k_{21}}{3p}.
\]

3. Infinitesimal multirate method error estimation. In infinitesimal methods, the embedded solution is only computed in step 3, i.e., as with standard Runge–Kutta methods the embedding reuses the results of each internal stage computation (step 2). Thus to measure \( \varepsilon^f \) we will use a standard last-stage embedding of the infinitesimal method, e.g., \( \varepsilon_n^r \approx \|y_n - \hat{y}_n\| \). However, estimation of \( \varepsilon_n^f \) is less obvious.

Within each of the fast IVP solves in steps 2a and 3, one must employ a separate IVP solver. For these, we assume that an embedded Runge–Kutta method is used which provides two distinct solutions of differing orders of accuracy for the fast IVP solution. There are a number of ways to utilize the embedded fast Runge–Kutta method to estimate \( \varepsilon^f \). We outline five potential approaches with a range of computational costs here, and will compare their performance in Section 5.

3.1. Full-Step (FS) strategy. Our first approach for estimating the fast time scale error runs the entire infinitesimal step twice, once with a primary fast method for all fast IVP solves (producing the solution \( y_n \)) and once with the fast method’s embedding (to produce the solution \( \hat{y}_n \)). We use the difference of these to estimate the fast error, \( \varepsilon^f \approx \|y_n - \hat{y}_n\| ; \)

1. Let: \( Y_1 = y_n \)
2. For \( i = 2, \ldots, s \):
   
   (a) Solve with primary fast method: \( v'(\theta) = C_i f^f(\theta, v(\theta)) + r_i(\theta) \), for \( \theta \in [\theta_0,i, \theta_F,i] \) with \( v(\theta_{0,i}) = v_{0,i} \).
   
   (b) Solve with embedded fast method: \( \hat{v}'(\theta) = C_i f^f(\theta, \hat{v}(\theta)) + \hat{r}_i(\theta) \), for \( \theta \in [\theta_0,i, \theta_F,i] \) with \( \hat{v}(\theta_{0,i}) = \hat{v}_{0,i} \).
(c) Let: \( Y_i = v(\theta_{F,i}) \) and \( \hat{Y}_i = \hat{v}(\theta_{F,i}) \).

3. Let: \( y_{n+1} = Y_s \) and \( \hat{y}_{n+1} = \hat{Y}_s \).

4. Let: \( \varepsilon^f = \|y_{n+1} - \hat{y}_{n+1}\| \).

While this is perhaps the most accurate method for estimating \( \varepsilon^f \), it requires two separate computations of the full infinitesimal step, including two sets of evaluations of the slow right-hand side function, \( f^s \).

3.2. Stage-Aggregate (SA) strategy. As above, we consider two separate fast IVP solves for each stage, once with the primary fast method and once with its embedding. However, here both fast IVP solves use the results from the primary method for their initial conditions and the forcing terms \( r_i(\theta) \). Here, we estimate the fast error by aggregating the norms of the difference in computed stages, denoted as

\[
\varepsilon^f \approx \text{aggregate}(\|Y_i - \hat{Y}_i\|, i = 2, \ldots, s),
\]

where \( Y_i \) are the stages computed using the primary fast method, and \( \hat{Y}_i \) are the stages computed using the fast method’s embedding. We consider aggregating by mean and max, and refer to these as Stage-Aggregate-mean (SA-mean) and Stage-Aggregate-max (SA-max), respectively:

1. Let: \( Y_1 = y_n \)

2. For \( i = 2, \ldots, s \):
   (a) Solve once using primary fast method and once using embedded fast method: \( v'(\theta) = C_i f^s(\theta, v(\theta)) + r_i(\theta) \), for \( \theta \in [\theta_{0,i}, \theta_{F,i}] \) with \( v(\theta_{0,i}) = v_{0,i} \).
   (b) Let: \( Y_i = v(\theta_{F,i}) \) when using primary fast method.
   (c) Let: \( \hat{Y}_i = v(\theta_{F,i}) \) when using embedded fast method.

3. Let: \( y_{n+1} = Y_s \).

4. Let: \( \varepsilon^f = \text{aggregate}(\|Y_i - \hat{Y}_i\|, i = 2, \ldots, s) \).

Because this estimation strategy solves the same IVP at each stage using two separate methods, the number of \( f^s \) evaluations is cut in half compared to the Full-Step strategy.

3.3. Local-Accumulation-Stage-Aggregate (LASA) strategy. Our final \( \varepsilon^f \) measurement strategy is designed to minimize the overall algorithmic cost. As with the Stage-Aggregate approaches above, we solve a single set of fast IVPs, however instead of using the embedded method solution as a separate fast solver, we evolve only the primary fast method and use its embedding to estimate the temporal error within each fast sub-step. To estimate the overall error within each slow stage, we sum the fast sub-step errors, i.e., for the slow stage \( i \) and fast step \( j \), we define \( d_{j,i} = \|v_{j,i} - \hat{v}_{j,i}\| \) as the norm of the difference between the primary fast method and its embedding. Then as with the Stage-Aggregate strategy, we aggregate the stage errors to estimate

\[
\varepsilon^f \approx \text{aggregate}(\|Y_i - \hat{Y}_i\|, i = 2, \ldots, s) \\
\approx \text{aggregate} \left( \sum_{j=1}^{M} d_{j,i}, i = 2, \ldots, s \right).
\]

We again consider aggregating by mean and max, and we refer to the corresponding estimation strategies as Local-Accumulation-Stage-Aggregate-mean (LASA-mean) and Local-Accumulation-Stage-Aggregate-max (LASA-max), respectively:
1. Let: $Y_1 = y_n$

2. For $i = 2, \ldots, s$:
   a. Solve: $v'(\theta) = C_i f^f(\theta, v(\theta)) + r_i(\theta)$, for $\theta \in [\theta_{0,i}, \theta_{F,i}]$ with $v(\theta_{0,i}) = v_0,i$.
      i. Let: $v_{j,i}$ be the step solution using the primary fast method at sub-step $j$, $j = 1, \ldots, M$.
      ii. Let: $\tilde{v}_{j,i}$ be the step solution using the embedded fast method at sub-step $j$, $j = 1, \ldots, M$.
      iii. Let: $d_{j,i} = \|v_{j,i} - \tilde{v}_{j,i}\|$.
      iv. Use $v_{j,i}$ as the initial condition for the next step.

   b. Let: $Y_i = v(\theta_{F,i})$

   c. Let: $\|Y_i - \tilde{Y}_i\| \approx \sum_{j=1}^M d_{j,i}$.

3. Let: $y_{n+1} = Y_s$.

4. Let: $\varepsilon^f = \text{aggregate}(\|Y_i - \tilde{Y}_i\|, i = 2, \ldots, s)$.

Here, since all fast IVPs use the same set of $f^s$ evaluations, then this approach uses half as many slow right-hand side evaluations as the Full-Step strategy. Additionally, since each fast IVP is solved only once, then it uses approximately half the number of $f^f$ evaluations in comparison to both the Full-Step and Stage-Aggregate strategies.

In Section 5.4, we compare the performance of these five strategies, based on both how close their solutions come to the desired tolerance, and on the relative computational cost of each strategy.

4. Estimation of optimal multirate step sizes. In order to compare the performance of our proposed adaptive controllers and error estimation algorithms, we create a baseline set of “optimal” cost values. We first define “optimality” in this context, since the most computationally efficient values of $H_n$ and $M_n$ will depend on a number of factors, including: the IVP itself, the multirate method under consideration, the desired solution accuracy, and even the relative computational cost of evaluating the slow and fast right-hand side functions, $f^s$ and $f^f$. Furthermore, even these optimal values of $H_n$ and $M_n$ will vary as functions of time throughout the simulation, particularly for nontrivial multirate problems.

We therefore define the optimal performance to be the set of $H$-$M$ pairs at each step that result in local error estimates that achieve the chosen tolerance, and with each step locally optimal with respect to a prescribed computational efficiency measurement. For the sake of simplicity, we define this efficiency measurement as

\begin{align}
\text{efficiency} &= \frac{H_n}{\text{cost}}, \\
\text{cost} &= \text{slowWeight} \cdot f^s_{\text{evals}} + f^f_{\text{evals}},
\end{align}

where $f^s_{\text{evals}}$ is the total number of $f^s$ evaluations for the multirate time step, and $f^f_{\text{evals}}$ is the total number of $f^f$ evaluations for the step. Here, “slowWeight” provides a problem-specific factor that encodes the relative costs of $f^s$ and $f^f$. We note that for any given simulation, this value could itself depend on numerous un-modeled factors, such as the IVP under consideration, its numerical implementation and even the computational hardware. However, irrespective of the “slowWeight” value used, for a given slow step size $H_n$, a method that results in a smaller overall “cost” corresponds with increased efficiency.

We chose this definition of efficiency because, in the goal of achieving the cheapest possible solve of a given IVP to a given tolerance, we want as large of step sizes as possible, and as small of costs as possible. If a step is rather expensive, e.g. if the value of $M_n$ is high, the step can still achieve a high efficiency if the step size was...
large. Eventually, once the errors arising from the fast time scale are sufficiently small for a given method or problem, additional increases to $M_n$ will not improve the overall accuracy and will thereby lead to decreased efficiency. Similarly, $H_n$ will be bounded from above due to accuracy considerations, and although decreasing $H_n$ below this bound may allow for a smaller $M_n$, the overall efficiency could decrease.

With our definitions (4.1)-(4.2) for both the computational efficiency and cost of a multirate method in place, our approach to find the optimal set of $H-M$ pairs is shown in Algorithms 4.1 and 4.2. This is essentially a brute-force mechanism to rigorously determine the best-case values for multirate adaptivity algorithms. The function “ComputeReferenceSolution” is a black box that computes the reference solution at a desired time $t_i + H$ and is assumed to be more accurate than the “ComputeStep” function. The function “ComputeStep” is a black box function that takes one step with the given method from $t_i$ to $t_i + H$ and returns the total slow and fast function calls, the error in the step’s solution, and the solution itself. For a given IVP, initial condition, and initial time, the algorithm iterates over increasing values of the integer multirate ratio $M_n$ and uses the given multirate method to find the maximal step size $H_n$ for each $M_n$ which gives an error close to the chosen tolerance via a binary search process, stopping when the interval width is smaller than a relative tolerance $H_{tol}$ of the midpoint of the interval. Once the efficiency from increasing $M_n$ decreases below some relative tolerance $\text{eff}_{rtol}$ of the maximum so far found, the solution is moved forward based on the most efficient $(H_n, M_n)$ pair and repeats, iterating until the algorithm reaches the end of the given time window $[t_0, t_f]$.

Our algorithm is rather costly and the results from one run are specific to the IVP, method, and other parameters. For consistency, we always run the algorithm with the parameters $\text{slowWeight} = 10$, $H_{fine} = 10^{-10}$, $H_{tol} = 10^{-5}$, $H_{interval} = 10^{-1}$, $M_{max_{iter}} = 400$, $M_{min_{iter}} = 10$, $\text{eff}_{rtol} = 10^{-1}$. See Section 5 for more information on our testing set of IVPs, methods, and tolerances. We further note that the resulting “optimal” $H-M$ pairs found by this algorithm achieve a cost that is nearly impossible for a time adaptivity controller to reach in practice, and should thus be considered a best possible scenario.

5. Numerical results. We assess performance for our five measurement strategies and four multirate controllers. We base these assessments both with respect to how well their resulting solutions match the desired tolerance, and also how close their computational costs were to the “optimal” costs resulting from Section 4. All of the codes used for these computational results are available in the public GitHub repository: https://github.com/fishac/AdaptiveHMControllerPaper.

5.1. Test problems. We assessed the performance of both our fast error estimation strategies and multirate controllers using a test suite comprising seven multirate test problems. For each problem, we compute error using analytical solutions when available; otherwise we use MATLAB’s $\text{ode15s}$ with tight tolerances $\text{AbsTol} = 10^{-14}$ and $\text{RelTol} = 2.5 \times 10^{-14}$ to compute reference solutions at static points, and a sixth order explicit RK method [23] with small time steps for reference solutions at dynamic points, such as in the optimal $H-M$ search Algorithms 4.1 and 4.2.
Algorithm 4.1 Optimal H-M Search Algorithm

Result: Optimal $H$ array $H_{opt}$, Optimal $M$ array $M_{opt}$, Total $f^s$ evaluations $f_{evals,opt}^s$, Total $f^f$ evaluations $f_{evals,opt}^f$.

Given an IVP, multirate method, error tolerance $tol$, weight factor $slowWeight$, initial condition $y_0$, time interval $\{t_0,t_f\}$, minimum step $H_{fine}$, binary search $H$ tolerance $H_{tol}$, binary search $H$ interval width $H_{interval}$, $M$ maximum $M_{max,iter}$, $M$ minimum $M_{min,iter}$, and relative efficiency tolerance $eff_{rtol}$:

\[
\begin{align*}
  f_{evals,opt}^s &\to 0, \quad f_{evals,opt}^f \to 0, \quad i \to 0, \quad t \gets t_0, \quad y_i \gets y_0 \\
  \text{while } t + H_{fine} < t_f \text{ do} \\
   &\quad \text{empty } H_{array}, M_{array}, eff_{array}, f_{evals, array}^s, f_{evals, array}^f, y_{array} \\
   &\quad M \gets 1 \\
   &\quad \text{while } M < M_{max,iter} \text{ do} \\
   &\quad \quad H, eff, f_{evals}^s, f_{evals}^f, y_{temp} \leftarrow \text{FindH}(\text{IVP, method, tol, slowWeight, } y, t, H_{fine}, M_{new}, H_{tol}, H_{interval}) \\
   &\quad \quad \text{if } \frac{\text{eff}_{array, max()} - \text{eff}_{array, max()}}{\text{eff}_{array, max()}} > eff_{rtol} \text{ and } M > M_{min,iter} \text{ then} \\
   &\quad \quad \quad \text{break} \\
   &\quad \quad \text{else} \\
   &\quad \quad \quad \quad \text{M}_{array, append}(M) \\
   &\quad \quad \quad \quad \text{H}_{array, append}(H) \\
   &\quad \quad \quad \quad \text{eff}_{array, append}(eff) \\
   &\quad \quad \quad \quad \text{f}_{evals, array, append}(f_{evals}^s) \\
   &\quad \quad \quad \quad \text{f}_{evals, array, append}(f_{evals}^f) \\
   &\quad \quad \quad \quad \text{y}_{array, append}(y_{temp}) \\
   &\quad \quad \text{opt_idx} \leftarrow \text{eff}_{array, indexOf}(\text{eff}_{array, max()}) \\
   &\quad \quad \text{H}_{opt, append}(\text{H}_{array}[\text{opt_idx}]) \\
   &\quad \quad \text{M}_{opt, append}(\text{M}_{array}[\text{opt_idx}]) \\
   &\quad \quad f_{evals, opt}^s \leftarrow f_{evals, opt}^s + f_{evals, array}[\text{opt_idx}] \\
   &\quad \quad f_{evals, opt}^f \leftarrow f_{evals, opt}^f + f_{evals, array}[\text{opt_idx}] \\
   &\quad \quad t \leftarrow t + H_{array}[\text{opt_idx}] \\
   &\quad \quad y \leftarrow y_{array}[\text{opt_idx}] \\
\end{align*}
\]

5.1.1. Bicoupling. The Bicoupling problem is a nonlinear and nonautonomous multirate test problem proposed in [11],

\[
\begin{bmatrix}
  u' \\
  v' \\
  w'
\end{bmatrix} = \begin{bmatrix}
  \gamma v - w - pt \\
  -\gamma u - aw - \frac{aw}{al+b\gamma} - \frac{aw}{al+b\gamma}^2 - p \left( v - \frac{bw}{al+b\gamma} - \frac{bpt}{al+b\gamma} \right)^2 \
  -lw - lpt - p \left( u - \frac{aw}{al+b\gamma} - \frac{aw}{al+b\gamma}^2 - p \left( v - \frac{bw}{al+b\gamma} - \frac{bpt}{al+b\gamma} \right)^2 \right)
\end{bmatrix},
\]

for $t \in [0,1]$, with initial conditions $u(0) = 1 + a$, $v(0) = b$, $w(0) = al + b\gamma$ and parameters $a = 1$, $b = 20$, $\gamma = 100$, $l = 5$, and $p = 0.01$. This IVP has true solution

$u(t) = \cos(\gamma t) + ae^{-lt}$, \quad $v(t) = \sin(\gamma t) + be^{-lt}$, \quad $w(t) = (al + b\gamma)e^{-lt} - pt$.

We apply the same multirate splitting of the right-hand side function as [11], that used $f^s = \begin{bmatrix} \gamma v & -\gamma u & 0 \end{bmatrix}^T$ and $f^f = f - f^s$. 
Algorithm 4.2 FindH Algorithm

Result: Maximal step size $H$ giving error close to $tol$, efficiency of computation $eff$ using step size $H$, number of $f^s$ evaluations $f^s_{evals}$, number of $f^f$ evaluations $f^f_{evals}$, computed solution $y_{i+1}$ using step size $H$.

Given an IVP, multirate method, error tolerance $tol$, weight factor slowWeight, initial condition $y_i$, initial time $t_i$, minimum step $H_{fine}$, multirate factor $M$, binary search $H$ tolerance $H_{tol}$, and binary search $H$ interval width $H_{interval}$:

$y_{ref} \leftarrow \text{ComputeReferenceSolution}(IVP, y_i, t_i, H_{fine})$

$err, f^s_{evals}, f^f_{evals}, y_{i+1} \leftarrow \text{ComputeStep}(IVP, method, y_i, t_i, H_{mid}, M, y_{ref})$

$cost \leftarrow \text{slowWeight} \cdot f^s_{evals} + f^f_{evals}$

$eff \leftarrow H/cost$

if $err < tol$ then

$H_{right} \leftarrow 0$

while $err < tol$ and $t_i + H_{right} < t_f$ do

$H_{left} \leftarrow H_{right}$

$H_{right} \leftarrow \min(H_{right} + H_{interval}, t_f - t_i)$

$H_{mid} \leftarrow \frac{1}{2}(H_{left} + H_{right})$

$y_{ref} \leftarrow \text{ComputeReferenceSolution}(IVP, y_i, t_i, H_{right})$

$err, f^s_{evals}, f^f_{evals}, y_{i+1} \leftarrow \text{ComputeStep}(IVP, method, y_i, t_i, H_{right}, M, y_{ref})$

$cost \leftarrow \text{slowWeight} \cdot f^s_{evals} + f^f_{evals}$

$eff \leftarrow H/cost$

$n \leftarrow n + 1$

if $err > tol$ then

while $(H_{right} - H_{left})/H_{mid} > H_{tol}$ do

$H_{mid} \leftarrow \frac{1}{2}(H_{left} + H_{right})$

$y_{ref} \leftarrow \text{ComputeReferenceSolution}(IVP, y_i, t_i, H_{right})$

$err, f^s_{evals}, f^f_{evals}, y_{i+1} \leftarrow \text{ComputeStep}(IVP, method, y_i, t_i, H_{mid}, M, y_{ref})$

$cost \leftarrow \text{slowWeight} \cdot f^s_{evals} + f^f_{evals}$

$eff \leftarrow H/cost$

if $err \leq tol$ then

$H_{left} \leftarrow H_{mid}$

else

$H_{right} \leftarrow H_{mid}$

else

$H \leftarrow H_{left}$

else

Failure ($H_{fine}$ was insufficiently small).

5.1.2. Stiff Brusselator ODE. The Brusselator is an oscillating chemical reaction problem which is widely used to test multirate, implicit, and mixed implicit-explicit methods. We define the problem with the same parameters as in [10],

$$
\begin{aligned}
\begin{bmatrix}
  u'
  \\
  v'
  \\
  w'
\end{bmatrix}
&=egin{bmatrix}
  a + (w + 1)u + u^2v \\
  uw - u^2v \\
  b - w \\
  \epsilon - uw
\end{bmatrix},
\end{aligned}
\begin{aligned}
\begin{bmatrix}
  u(0)
  \\
  v(0)
  \\
  w(0)
\end{bmatrix}
&=egin{bmatrix}
  1.2
  \\
  3.1
  \\
  3
\end{bmatrix}
\end{aligned}
$$

\[\]
for \( t \in [0, 2] \), and using the parameters \( a = 1 \), \( b = 3.5 \), and \( \epsilon = 0.01 \). As we are unaware of an analytical solution to this IVP, we compute reference solutions as described above.

We apply the same multirate splitting of the right-hand side function as in [10],

\[
f^s = \begin{bmatrix} a + (w + 1)u + u^2v \\ uw - u^2v \\ b - uw \\ \frac{b}{\epsilon} - uw \end{bmatrix}, \quad f^f = \begin{bmatrix} 0 \\ 0 \\ -\frac{w}{\epsilon} \end{bmatrix}.
\]

5.1.3. Kaps. The Kaps problem is an autonomous nonlinear problem with analytical solution that has been frequently used to test Runge–Kutta methods, presented in [19],

\[
\begin{bmatrix} u' \\ v' \end{bmatrix} = \begin{bmatrix} -(\mu + 2)u + \mu v^2 \\ -v^2 + u - v \end{bmatrix}, \quad \begin{bmatrix} u(0) \\ v(0) \end{bmatrix} = \begin{bmatrix} 1 \\ 1 \end{bmatrix},
\]

for \( t \in [0, 2] \), where we use the stiffness parameter \( \mu = 100 \). This IVP has true solution

\[
u(t) = e^{-2t}, \quad v(t) = e^{-t},
\]

and we split the right-hand side function into slow and fast components as

\[
f^s = \begin{bmatrix} 0 \\ -v^2 + u - v \end{bmatrix}, \quad f^f = \begin{bmatrix} -(\mu + 2)u + \mu v^2 \\ 0 \end{bmatrix}.
\]

5.1.4. KPR. The KPR problem is a nonlinear IVP system with analytical solution, with variations that have been widely applied to test multirate algorithms. We use the same formulation as in [2],

\[
\begin{align*}
\Lambda &= \begin{bmatrix} \lambda^f & 1 - \frac{\epsilon}{\alpha} (\lambda^f - \lambda^s) \\ -\alpha \epsilon (\lambda^f - \lambda^s) & \lambda^s \end{bmatrix}, \\
\begin{bmatrix} u' \\ v' \end{bmatrix} &= \Lambda \begin{bmatrix} \frac{-3 + u^2 \cos(\beta t)}{2u} \\ \frac{-2 + v^2 \cos(t)}{2v} \end{bmatrix} - \begin{bmatrix} \frac{\beta \sin(\beta t)}{2u} \\ \frac{\sin(t)}{2v} \end{bmatrix}, \\
\begin{bmatrix} u(0) \\ v(0) \end{bmatrix} &= \begin{bmatrix} 2 \\ \sqrt{3} \end{bmatrix},
\end{align*}
\]

for \( t \in [0, 5\pi/2] \), and with the parameters \( \lambda^s = -1 \), \( \lambda^f = -10 \), \( \alpha = 1 \), \( \beta = 20 \), and \( \epsilon = 0.1 \). This IVP has true solution

\[
u(t) = \sqrt{3 + \cos(\beta t)}, \quad v(t) = \sqrt{2 + \cos(t)},
\]

and we split the right-hand side function component-wise as in [2, 15],

\[
f^s = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} \Lambda \begin{bmatrix} \frac{-3 + u^2 \cos(\beta t)}{2u} \\ \frac{-2 + v^2 \cos(t)}{2v} \end{bmatrix} - \begin{bmatrix} 0 \\ \frac{\beta \sin(\beta t)}{2u} \end{bmatrix},
\]

\[
f^f = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \Lambda \begin{bmatrix} \frac{-3 + u^2 \cos(\beta t)}{2u} \\ \frac{-2 + v^2 \cos(t)}{2v} \end{bmatrix} - \begin{bmatrix} \frac{\beta \sin(\beta t)}{2u} \\ 0 \end{bmatrix}.
\]
5.1.5. Forced Van der Pol. We consider a forced version of the widely-used Van der Pol oscillator test problem, defined in [12],

\[
\begin{bmatrix}
  u' \\
  v'
\end{bmatrix} = \begin{bmatrix}
  v \\
  -u - 8.53(u^2 - 1)v + 1.2\sin\left(\frac{\pi t}{5}\right)
\end{bmatrix}, \quad \begin{bmatrix}
  u(0) \\
  v(0)
\end{bmatrix} = \begin{bmatrix}
  1.45 \\
  0
\end{bmatrix}
\]

for \( t \in [0, 25] \). As this IVP does not have an analytical solution, we compute reference solutions as described above.

We split the right-hand side function into linear and nonlinear slow and fast components, respectively,

\[
f_s = \begin{bmatrix}
  v \\
  -u
\end{bmatrix}, \quad f_f = \begin{bmatrix}
  0 \\
  -8.53(u^2 - 1)v + 1.2\sin\left(\frac{\pi t}{5}\right)
\end{bmatrix}.
\]

5.1.6. Pleiades. The Pleiades problem is a special case of the general N-Body problem from [7, Chapter II.10], here comprised of seven bodies in two physical dimensions, resulting in fourteen position and fourteen velocity components (\( p \) and \( v \)). This problem has initial conditions

- \( p_1(0) = \begin{bmatrix} 3 & 3 \end{bmatrix}, \quad p_2(0) = \begin{bmatrix} 3 & -3 \end{bmatrix}, \quad p_3(0) = \begin{bmatrix} -1 & 2 \end{bmatrix}, \quad p_4(0) = \begin{bmatrix} -3 & 0 \end{bmatrix}, \quad p_5(0) = \begin{bmatrix} 2 & 0 \end{bmatrix}, \quad p_6(0) = \begin{bmatrix} -2 & 4 \end{bmatrix}, \quad p_7(0) = \begin{bmatrix} 2 & 4 \end{bmatrix} \)
- \( v_1(0) = \begin{bmatrix} 0 & 0 \end{bmatrix}, \quad v_2(0) = \begin{bmatrix} 0 & 0 \end{bmatrix}, \quad v_3(0) = \begin{bmatrix} 0 & 0 \end{bmatrix}, \quad v_4(0) = \begin{bmatrix} 0 & -1.25 \end{bmatrix}, \quad v_5(0) = \begin{bmatrix} 0 & 1 \end{bmatrix}, \quad v_6(0) = \begin{bmatrix} 0 & 1.75 \end{bmatrix}, \quad v_7(0) = \begin{bmatrix} 0 & -1.5 \end{bmatrix} \)

and solutions were considered on the interval \( t \in [0, 3] \).

This IVP has no analytical solution, so we approximate reference solutions as described previously. We split the right-hand side function component-wise, such that \( f_s \) contains the time derivatives of the positions, and \( f_f \) contains the time derivatives of the velocities.

5.1.7. FourBody3D. The FourBody3D problem is another special case of the general N-Body problem, with four bodies in three spatial dimensions, defined in [12]. This problem has initial conditions

- \( p_1(0) = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}, \quad p_2(0) = \begin{bmatrix} 4 & 3 & 1 \end{bmatrix}, \quad p_3(0) = \begin{bmatrix} 3 & -4 & -2 \end{bmatrix}, \quad p_4(0) = \begin{bmatrix} 3 & 4 & 5 \end{bmatrix}, \quad v_1(0) = v_2(0) = v_3(0) = v_4(0) = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix} \)

and solutions were considered on the interval \( t \in [0, 15] \).

This IVP has no analytical solution, and so reference solutions are approximated appropriately. As with the Pleiades problem, we split the right-hand side function so that \( f_s \) contains the time derivatives of the positions, while \( f_f \) contains the time derivatives of the velocities.

5.2. Testing Suite. We evaluated the performance of each of the five proposed fast error estimation strategies, \( FS, SA\text{-}mean, SA\text{-}max, LASA\text{-}mean, \) and \( LASA\text{-}max \), over the above test problems, over the tolerances \( \{10^{-3}, 10^{-5}, 10^{-7}\} \), and using each of
the Constant-Constant, Linear-Linear, PIMR, and PIDMR controllers. When using controllers with extended histories, we used the Constant-Constant controller until a sufficient history had built up. Because we consider integer values of $M$, we take the $\text{ceil}$ of the value from the $M$ update functions for the updated $M$ value.

MRI-GARK [15] is the only family of infinitesimal methods we are aware of that has available embeddings for temporal error estimation. For our testing set we used:

- MRI-GARK-ERK33, a four-stage third-order MRI-GARK method with a second-order embedding, which is explicit at each slow stage.
- MRI-GARK-ERK45a, a six-stage fourth-order MRI-GARK method with a third-order embedding, which is explicit at each slow stage.
- MRI-GARK-IRK21a, a four-stage second-order MRI-GARK method with a first-order embedding, which is explicit in three slow stages, and implicit in one.
- MRI-GARK-ESDIRK34a, a seven-stage third-order MRI-GARK method with a first-order embedding, which is explicit in four slow stages, and implicit in three.

We chose these methods because they cover a range of orders of accuracy, and include an equal number of explicit and implicit methods. A post-publication correction was made to the method MRI-GARK-ERK45a [14], where the embedding coefficient row of the $\Gamma^0$ matrix is replaced with

$$\hat{\Gamma}^0_6 = \begin{bmatrix} -1482837 & 175781 & -790577 & 47 \\ 759520 & 1139280 & 47 & 0 \\ 71205 & -71205 & 1139280 & 47 \\ 175781 & -71205 & 56964 & 96 \\ -790577 & 56964 & 47 & 96 \\ -790577 & 1139280 & -790577 & 47 \\ 759520 & 71205 & 759520 & 1139280 \\ 175781 & 71205 & 175781 & 71205 \\ -790577 & -71205 & -790577 & -71205 \\ 759520 & 71205 & 759520 & 71205 \end{bmatrix}.$$  

We used the corrected coefficients in our tests.

In our numerical tests, we pair each MRI-GARK method with a fast explicit Runge–Kutta method of at least the same order. Specifically, for MRI-GARK-IRK21a we use the second-order Heun–Euler method, for MRI-GARK-ERK33 and MRI-GARK-ESDIRK34a we use the third-order Bogacki–Shampine method [1], and for MRI-GARK-ERK45a we use the fourth-order Dormand–Prince method [4].

5.3. Controller Parameter Optimization. Each of the controllers derived in Section 2 depend on a set of two to six free parameters. To compare the “best case” for each controller and error measurement strategy, we first numerically optimized the controller parameters across our testing suite of problems, methods, tolerances, and fast error measurement strategies.

To measure the quality of a given set of parameters, we computed two metrics. We first define the “Error Deviation” arising from a given adaptive controller on a given test $\tau$ as

$$\text{(Error Deviation)}_{\tau} = \frac{\log_{10}(\varepsilon)}{\log_{10}(\text{TOL})},$$

where $\varepsilon$ is defined as the maximum absolute error over ten equally spaced points in the test problem’s time interval. Here, a method that achieves solution accuracy close to the target $\text{TOL}$ will have $(\text{Error Deviation})_{\tau}$ close to one.

Our second metric is the “Cost Deviation” achieved for a given test $\tau$,

$$\text{(Cost Deviation)}_{\tau} = \frac{\text{slowWeight} \cdot f^s_{\text{evals}} + f^f_{\text{evals}}}{\text{slowWeight} \cdot f^s_{\text{opt}} + f^f_{\text{opt}}},$$

where a method that achieves cost close to the “optimal” value arising from Algorithms 4.1 and 4.2 will have $(\text{Cost Deviation})_{\tau}$ close to one, although typically these values are significantly larger.
To accommodate the fact that these metrics have different units, and to severely penalize parameter values that led to a lack of controller robustness, we defined an optimization objective function to be

\[
E(k) = \sum_{\tau \in \text{test set}} E_{\tau}(k),
\]

(5.3)

\[
E_{\tau}(k) = \begin{cases} 
(Cost \text{ Deviation})_{\tau} + 100(\text{Error Deviation})_{\tau}, & \text{if } \tau \text{ finished} \\
10^{10}, & \text{if } \tau \text{ failed.}
\end{cases}
\]

Thus the contribution to the objective function for a particular test \( \tau \) is small if the computed error is close to the target tolerance, and if the computational cost is not much larger than the “optimal” value.

Due to the lack of differentiability in \( E(k) \) due to failed solves and integer-valued \( M \), we performed a simple optimization strategy consisting of an iterative search over the two- to six-dimensional parameter space. We performed successive mesh refinement over an \( n \)-dimensional mesh \([0, 1]^n\), with an initial mesh using a spacing of \( 0.2 \). After evaluating the controller’s performance on all sets of the parameters in the initial mesh, we refined the mesh around the parameter point having smallest objective function value with a mesh width of \( 0.4 \) in all \( n \) directions, and a spacing of \( 0.04 \). Then after evaluating the controller’s performance on all of the parameters in this refined mesh, we refined the mesh a final time around the parameter point having smallest objective function value, with a mesh width of \( 0.08 \) in all \( n \) directions and a spacing of \( 0.02 \).

5.4. Fast error estimation strategy performance. Our primary question for the quality of each of our fast error estimation strategies is how well it can estimate the solution error arising from approximation of each fast IVP. Thus for each fast error measurement strategy, we define the average error deviation from the target tolerance as the average value of \( (\text{Error Deviation})_{\tau} \) over \( \tau \) in a test set comprised of all combinations of our seven test problems, four IVP methods, three tolerances, and four controllers. We plot these results in Figure 1, where we see that although each strategy followed a drastically different approach for error estimation, all led to solutions that did an excellent job at attaining the target solution accuracy.

Given that each fast error estimation strategy is able to obtain results of desirable accuracy, our second question focuses on the efficiency of using each approach in practice. We thus define the relative cost of each fast error estimation strategy as the average value of \( (\text{Cost Deviation})_{\tau} \) over \( \tau \) in the same test set comprising all combinations of our seven test problems, four IVP methods, three tolerances, and four controllers. We provide these plots in Figure 2, where we see that all of the fast error estimation strategies had average cost within a factor of two from one another; however, the “LASA-mean” strategy provided the closest-to-optimal cost by a significant margin. This was expected, since the two LASA strategies were designed to minimize computational cost, yet their error estimates were sufficiently accurate. We are uncertain as to why LASA-mean outperformed LASA-max over this testing suite. However, due to the apparent superiority of LASA-mean over the other fast error estimation strategies, in all subsequent numerical results we restrict our attention to the LASA-mean strategy alone.

5.5. Optimized Controller Parameters. After refining our focus to only the LASA-mean fast error estimation strategy, we re-ran the optimization approach described in Section 5.3 to determine an “optimal” set of parameters for each \( H-M \)
controller. These final parameters were:

- Constant-Constant controller (2.9):
  \[(5.4) \quad k_1 = 0.22, \quad k_2 = 0.18.\]

- Linear-Linear controller (2.10):
  \[(5.5) \quad K_1 = \begin{bmatrix} 0.82 & 0.38 \end{bmatrix}^T, \quad K_2 = \begin{bmatrix} 0.50 & 0.88 \end{bmatrix}^T.\]
• PIMR controller (2.13):

\[
\begin{align*}
K_1 &= \begin{bmatrix} 0.88 & 0.36 \end{bmatrix}^T, \\
K_2 &= \begin{bmatrix} 1.0 & 0.58 \end{bmatrix}^T.
\end{align*}
\]

• PIDMR controller (2.15):

\[
\begin{align*}
K_1 &= \begin{bmatrix} 0.34 & 0.94 & 0.14 \end{bmatrix}^T, \\
K_2 &= \begin{bmatrix} 0.34 & 0.74 & 0.42 \end{bmatrix}^T.
\end{align*}
\]

5.6. Controller performance. With our chosen fast error estimation strategy and re-optimized parameters in place, we now focus on performance comparisons between each of our newly-proposed $H$-$M$ controllers. For these tests, we utilized a subset of the testing suite above – namely, for each controller we considered all seven test problems, all four IVP methods, and all three accuracy tolerances.

In Figure 3, we plot the average error deviation (5.1) for each controller. We can see that all controllers again lead to solutions with error deviation essentially equal to one, implying the achieved errors for all approaches are very close to their target tolerances. However, we note that although the differences are small, the Linear-Linear controller provides solutions with errors furthest from TOL, with a mean error deviation of 0.94, indicating that the solution had error approximately $1.5 \times 10^{-3}$ when $\text{TOL} = 10^{-3}$, or $2.6 \times 10^{-7}$ when $\text{TOL} = 10^{-7}$, which are still well within range of the target tolerance.

The efficiency of the controllers, however, differ considerably. In Figure 4, we plot the average cost deviation for each controller, over all of the combinations of test problems, methods, and tolerances. We see that the Constant-Constant has the furthest-from-optimal cost with an average deviation of about 12. The Linear-Linear and PIMR controllers perform about equally better than the Constant-Constant controller, and the best-performing controller was the PIDMR controller with a mean cost deviation of just over 8. As noted in Section 4, the “optimal” costs are unattainably low for a controller in a practical setting, so these cost deviation values indicate quite close performance to the optimal.
We further note from this result that by allowing additional error history within these higher-order multirate controllers we are able to improve their performance, with the Linear-Linear controller performing about 27% more efficiently on average than the Constant-Constant controller. We also see that our simplifications to the structure of the Linear-Linear controller to form the PIMR controller did not deteriorate performance, which supports the idea of considering the PIDMR controller. Finally, although the PIDMR controller’s performance was an improvement over the Linear-Linear and PIMR controllers, this improvement was much less significant than their improvements over the Constant-Constant controller, thus we see little motivation to extend these controllers to include a longer error history.

6. Conclusions. We followed the technique of Gustafsson [5] to develop controllers that approximate the fast and slow principal error functions for infinitesimal multirate methods. To this end, we developed piecewise constant and linear approximations for each principal error function. We then combined these approximations using pairs of piecewise polynomial approximations to the principal error functions with like degree to construct Constant-Constant and Linear-Linear controllers for both the slow time step size $H$ and the multirate ratio $M$, within infinitesimal multirate methods.

To assess the reliability and to measure the efficiency of these proposed controllers, we devised a large testing suite encompassing seven multirate test problems, four MRI methods and three accuracy tolerances. In order to measure method efficiency, we developed an algorithm to determine the best-case pair of $H_n$ and $M_n$ values for each testing combination.

In our initial tests, however, we found that controllers with polynomial approximations of degree two or larger to the principal error function tended to constrain step size changes too tightly, leading to a large number of solver failures. To address this issue, we introduced the PIMR controller, formed by taking the Linear-Linear controller and removing dependence on $H$ and $M$ terms before the most recent, and
the PIDMR controller, an extension to the PIMR controller with an increased error history. These controllers were developed to have similar structures to the existing single-rate PI and PID controllers. Through these modifications, the PIMR and PIDMR controllers can react more swiftly to a problem’s influences on the multirate step size(s).

While estimation of the slow error $\varepsilon^s$ is straightforward for multirate methods with embeddings, we developed multiple strategies to estimate the fast error value $\varepsilon^f$, including the Full-Step, Stage-Aggregate, and Local-Accumulation-Stage-Aggregate strategies. These strategies trade off differing levels of computational effort with the expected accuracy in their estimation. However, when examining the performance of these approaches over our testing suite, we found that the Local-Accumulation-Stage-Aggregate strategy with mean aggregation offered an ideal combination of low cost and reliable accuracy to the target tolerance, and we therefore recommend it for practitioners.

We then evaluated the performance of each controller over our testing set, finding that the Constant-Constant, Linear-Linear, PIMR, and PIDMR controllers each tended to achieve solutions close to the target tolerance. Thus although each of these controllers showed strong reliability, their relative costs contrasted more starkly. Specifically, we found that the PIDMR controller was the most efficient, with the Linear-Linear and PIMR controller close behind. The Constant-Constant controller under-performed, likely due to its simplistic nature and shorter history.

Significant work remains in the area of temporal adaptivity for multirate methods. MRI-GARK is the only infinitesimal method family we have found that includes embeddings. Thus, embedded methods from other infinitesimal multirate families need to be derived, along with a greater ecosystem of embedded MRI-GARK methods that focus more specifically on performance in a temporally adaptive context.

We additionally note that controllers which update $H$ and $M$ for each slow multirate step may not be the most efficient choice. We focused on $H-M$ controllers, as those give $H$ values that are an integer multiple of $h$ values and result in a simpler method implementation; however, controllers may be created instead for $H$ and $h$ by trivially following the steps outlined in this paper, replacing $\frac{H}{M}$ with $h$ in the early steps. Perhaps the increased flexibility arising from real-valued $h$ could lead to efficiency improvements over the integer-valued $M$ approaches here.
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