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\textbf{ABSTRACT} Cables of cable-stayed bridges are gradually damaged by weather conditions, vehicle loads, and corrosion of materials. Stayed cables are an essential factor closely related to the stability of a cable-stayed bridge. Damaged cables might lead to the bridge collapse due to tension capacity lost. Therefore, it is necessary to develop structural health monitoring (SHM) techniques that check the cable conditions. Besides, the sensor network system development has contributed to the state analysis, such as damage detection and structural deformation, by allowing us to collect large-scale SHM data. However, the collected SHM data might include abnormal data due to device malfunctioning or unexpected environmental inconstancies. Furthermore, since data anomalies interfere with accurate structural evaluation, we need to identify anomalies and treat them appropriately in the data preprocessing stage. However, the cause of anomalies may be either temporary errors or actual structural deformation. Anomalies caused by structural damage or sensor device failure are informative data that must not be replaced or deleted. In this paper, we distinguish between anomalies as inaccurate data and anomalies related to the state of structures or sensor devices and propose a framework to identify each of them. We train a Long Short Term Memory (LSTM) network based Encoder-Decoder architecture that processes multivariate time series and learn temporal correlation. The trained LSTM network discovers anomalies by calculating anomaly scores. We determine the anomalies emerging intermittently as errors and correct the erroneous data. If the anomalies persist, we recognize the data as generated by bridge damage or sensor device failure. We evaluate the proposed technique with cable tension data from an actual cable-stayed bridge.

\textbf{INDEX TERMS} SHM, LSTM, anomaly detection, time series, deep learning.

\section*{I. INTRODUCTION}

The importance of structural health monitoring (SHM) is increasing to ensure the safety and durability of large structures such as tunnels, buildings, infrastructure, and bridges. The key to SHM is to detect damages within structures and avoid socio-economic losses such as infrastructure collapse. In cable-stayed bridges, the structures tend to be damaged and even collapsed due to various causes such as weather conditions, vehicle loads, and material corrosion. Stayed cables are an essential part of the cable-stayed bridge, which significantly influences the structural integrity as it transmits the load of the bridge deck to the pylons. Damaged cables may deteriorate the bridge condition due to the loss of load-carrying capacity [1]. Therefore, a strategy is needed to evaluate and analyze the cable condition accurately. The development of the sensor network system allows us to accumulate a vast amount of SHM data. Also, large-scale time-series data accumulated over time from the SHM system serves as the basis for structural assessment and is broadly
used in SHM technology. However, the SHM data contains anomalies, which are inaccurate values recorded for various reasons. In particular, anomalies caused by system malfunctions, data transmission problems, harsh environments, or sensor faults might cause distorted structural analysis and interfere with damage detection, which leads to inevitable data cleaning [2]. We can detect anomalies during the data preprocessing stage and manage detected anomalies by deleting or replacing them. However, some anomalies can be indispensably valuable data. For example, due to structural changes, sensor devices failure, environmental changes such as earthquakes, or material damage, the SHM data may be collected differently from the patterns when the structure and sensor devices are in a healthy state. Anomalies due to structural damage or sensor device failure are essential data that should not be deleted. However, there is no clear criterion to distinguish whether anomalies are caused by data collection system malfunction or structural damage. Therefore, detecting anomalies and appropriate handling is still a significant problem.

Since it is challenging to collect labeled data, and it is very inefficient to label all anomalous data manually, data preprocessing such as anomaly detection is an expensive task that requires high-level expertise and consumes time and labor. Moreover, it is complicated to detect or identify anomalies in time series data because there are fewer abnormal data than normal data. In particular, a multivariate time series such as data from an SHM system having many sensors increases the complexity of modeling for anomaly detection. Many researchers have proposed model-based SHM techniques that evaluate the structure state and diagnose anomalies using statistical models and machine learning to resolve these challenges.

Some researchers have extracted Damaged Sensitive Features (DSFs) to detect structure damages using time series models such as Autoregressive Moving Average Model (ARMA) [3], [4] and AutoRegressive Moving Average models with eXogenous inputs (ARMAX) [5]. Outliers could be either a single data that does not match the data set or a cluster [6]. The clustering, one of the outlier estimation methods in wireless sensor networks, has the advantage of not requiring prior knowledge about distribution in multivariate data [7]. The clustering-based outlier detection involves creating a grouped data set and determining outlier clusters [8]. For example, we can classify outliers by calculating anomaly scores based on the distances in the k-means clustering method [9]. Alamdarly et al. [10] propose a modified k-means clustering to identify the difference between the normal and distorted signals using the Spectral Moments (SMs). Diez et al. [11] apply the clustering technique to classify damaged group substructures or joints for bridges.

Deep learning models are tools for training complex non-linear correlations within datasets. When sufficient data is available for the network training, the deep learning models perform best in various tasks such as nonlinear feature extraction, classification, regression, and anomaly detection. Deep learning is also widely applied to detect structural damages. Pathirage et al. [12] train a deep autoencoder (DAE) to predict the steel frame structure state with modal information such as frequencies and mode shapes. They generate training data with an updated finite element model and predict the stiffness parameters representing the impairment state by supervised learning. They show that the proposed method enables efficient dimension reduction and accurate damage prediction. We can also detect outliers even in time-series data using deep learning models. Malhotra et al. [13] propose a Long Short-Term Memory Networks (LSTM) based Encoder-Decoder architecture for Anomaly Detection (EncDec-AD) that detects anomalies in multi-sensor time-series such as data collected from sensors mounted on mechanical devices. EncDec-AD is trained to reconstruct target sequence data identical to the input sequence data. Since they train the EncDec-AD with a ‘normal’ time-series that do not contain outliers, they detect sections with high reconstruction errors as anomalous sequences. However, they only detect when an outlier occurs but do not identify which sensor causes the outlier. Zang et al. [14] propose a Multi-Scale Convolutional Recurrent Encoder-Decoder (MSCRED) that diagnoses outliers in multivariate time-series data. They create a signature matrix representing the inter-correlations of two time-series pairs as input data for MSCRED. MSCRED consists of a convolutional encoder that captures a spatial pattern of signature matrices, an attention-based convolutional LSTM [15] that catches temporal dependencies, and a convolutional decoder that reconstructs the same signature matrix as the input data. The trained MSCRED detects in which time steps it contains outliers. Given the detection results, they rank the anomaly scores of each time series using the prediction error. Furthermore, they identify specific ranking series as sensors causing outliers. As presented in previous studies [13], [14], we can train a deep learning model and identify data with high prediction errors as anomalies.

In SHM, machine learning techniques have been proposed to detect anomalous data due to sensor system malfunction in time series data. Bao et al. [16] propose a two-step outlier detection method that converts time series data into images and trains deep learning classifiers. They divide the acceleration data of the long-span bridge into sections and plot each section to create an image. Moreover, they break the anomalies pattern into six categories: missing, minor, outlier, square, trend, drift, and manually label the visualized categorized data patterns. Then, they train the deep learning classifier to classify multi-pattern anomalies by the graphical characteristics of images. To further complement the study of Bao et al. [16], Tang et al. [17] converts raw time-series data into time response domain and frequency response domain by Fast Fourier Transform (FFT), and visualize both domains to make the time-domain characteristics abundant. Besides, they secure the ratio of each anomaly type to be the same by random selection to obtain a balanced training set. Furthermore, instead of the autoencoder neural network proposed by Bao et al. [16], Tang et al. [17] have a convolutional neural
network (CNN) learn representations of anomalies features. However, to train a classifier with supervised learning, labels for outliers are necessary. However, these labels are difficult to obtain, and all of them must be manually sorted if there is no label. Mao et al. [18] point out the class imbalance and incompleteness of anomalous patterns of the dataset as a difficulty of supervised methods for anomaly detection. They propose an unsupervised learning technique that combines the generative adversarial networks (GAN) and autoencoders (AE). They convert acceleration data collected from 14 vertical accelerometers installed on a long-span bridge into Gramian Angular Field images for network training. They improve the accuracy by transferring the structure and weights of the generator of the GANs to the AE decoder. Anomaly detection method from the viewpoint of safety analysis for structural condition evaluation and damage detection has also been proposed. Ni et al. [19] introduce a two-step framework consisting of anomaly detection and data compression. They first design a one-dimensional CNN and classify abnormal data from acceleration data of steel box girder suspension bridge in China. They note that abnormal data should be stored without compression since abnormal data is related to the structure state. Moreover, they compress the autoencoder network using only normal data and show that data can be recovered with high accuracy. Sarmadi and Karamodin [20] propose an anomaly detection method using adaptive Mahalanobis-squared distance and one-class kNN rule to detect early damage in various environments. Nguyen and Goulet [21] define anomaly as a change in structure behavior. They propose a combination of Bayesian Dynamic Linear Models and the Switching Kalman Filter and consider both a prior probability of an anomaly and transition probabilities between a normal and an abnormal state. The proposed technique is semisupervised learning and does not require normal and abnormal labels. They apply the proposed technique to the horizontal displacement data collected from the dam to identify anomalies caused by refection work. Gu et al. [22] propose a multilayer artificial neural network (ANN) that detects structural damages through unsupervised learning. To eliminate the effect of temperature on fluctuations in frequencies, they utilize the frequencies and temperature data into the ANN input data. Target data has the same frequencies as the input data, and they calculate the Euclidean distance between the ANN output and the target data for the anomaly detection. The ANN is trained only with data extracted from the undamaged structure. Therefore, when the Euclidean distance increases, it is possible to distinguish data from the damaged structure. In this way, it is possible to train a deep learning model for anomaly detection with an unsupervised approach without anomaly labels. Currently existing techniques do not distinguish between anomalies caused by temporary error and anomalies induced by structural damage or sensor malfunctioning. In this paper, we propose a framework for processing anomalies generated by two causes by training a deep learning model with multiple signals. As illustrated in Figure 1, the proposed method consists of anomaly detections in two stages. We train the LSTM with the normal data, which can process multivariate time series and learn temporal correlation. (a) is the first process to detect a damaged condition and inaccurate data. In the first anomaly detection step, the trained LSTM network computes anomaly scores of the test dataset containing abnormal data. We detect when anomalies occur based on the anomaly score and test the anomaly persistence. If anomalies continuously persist, we conclude that the data must be investigated since the structure condition is abnormal or the sensor device is defective. However, the proposed method does not distinguish whether the continuous outlier is caused by the bridge condition or the sensor device problem, which is a challenging subject to be investigated in the future. For temporarily fallacious errors, we treat them as intermittent outliers and we judge intermittent outliers as inaccurate data that interferes with the structure state analysis. We apply the interpolation to replace the detected inaccurate data and proceed into
the second anomaly detection step, as shown in Figure 1 (b). In the second outlier detection step, we check whether the inaccurate data is appropriately managed. If inaccurate data is correctly classified and replaced with appropriate values in the first outlier detection step, most outliers must have been eliminated in the second outlier detection step.

II. PROPOSED METHODOLOGY

In this section, we present our proposed method to detect anomalies for data preprocessing and anomalies for structural condition evaluation. Figure 1 illustrates the framework of the proposed method. We detect anomalies twice with a deep learning model trained with the multivariate time series tension data. In the first anomaly detection step, the deep learning model is employed to determine when the structure damages occur and discover when random inaccurate anomalies appear. In the second anomaly detection step, we apply the deep learning model again with the preprocessed time series to check if inaccurate outliers are handled properly. In this section, we investigate Long Short Term Memory (LSTM) network-based Encoder-Decoder for anomaly detection.

A. LONG SHORT TERM MEMORY NETWORKS BASED ENCODER-DECODER SCHEME FOR ANOMALY DETECTION

Long Short Term Memory (LSTM) networks [23] are recurrent neural networks (RNNs) that are widely adopted for time-series data training by catching complex temporal correlations through adjusting the information flow of sequence data, such as power plant data, multi-sensor engine data, space shuttle data, etc. Figure 2 present the LSTM structure. The input data \( x_t \) is the \( t \)-th \( m \)-dimensional vector of the input sequence. The LSTM computes the input gate \( i_t \), forget gate \( f_t \), and output gate \( o_t \) to update the cell state \( c_t \) and the hidden state \( h_t \). The equation of the LSTM is as follows.

\[
i_t = \sigma(W_{ix}x_t + W_{ih}h_{t-1} + b_i) \quad (1)
\]

\[
f_t = \sigma(W_{fx}x_t + W_{fh}h_{t-1} + b_f) \quad (2)
\]

\[
o_t = \sigma(W_{ox}x_t + W_{oh}h_{t-1} + b_o) \quad (3)
\]

\[
c_t = f_t \odot c_{t-1} + i_t \odot \tanh(W_{xc}x_t + W_{hc}h_{t-1} + b_c) \quad (4)
\]

\[
h_t = o_t \odot \tanh(c_t) \quad (5)
\]

where \( \odot \) is Hadamard product, \( \sigma \) is sigmoid function, and \( \tanh \) is the hyperbolic tangent. \( W \) and \( b \) represent the weight parameter and the bias respectively.

Sutskever et al. [24] proposes an Encoder-Decoder network composed of LSTM layers and shows that the long-term dependency can be trained. Figure 3 shows the Encoder-Decoder structure. The input data is a time-series with length \( L \), \( X = [x_1, x_2, \ldots, x_L] \), which is also the target data. When \( X \) is applied to the encoder, the hidden state of LSTM, \( H^E_L = [h^E_1, h^E_2, \ldots, h^E_L] \), is updated. Here, the dimension of \( h^E_t \) is the number of LSTM units. The encoder maps the input sequence to a hidden state, which is a vector of fixed dimensions. For the information transfer from the encoder to the decoder, the decoder hidden state is initialized to the last hidden state of the encoder. We have hidden states, \( H^D = \{h^D_1, h^D_2, \ldots, h^D_L\} \), and use the \( H^D_0 \) to obtain the prediction, \( X' = [x'_1, x'_2, \ldots, x'_L] \), of the target sequence. Therefore, the decoder plays the role of reconstructing the vector represented by the encoder as a sequence again. The Encoder-Decoder structure is employed for tasks in various fields such as machine translation, speech recognition, and multiple predictions as it can take a sequence and reconstruct a sequence. Malhotra et al. [13] propose an outlier detection technique using an LSTM based Encoder-Decoder network. They train LSTM network so that the encoder receives the sequence and reconstructs the input sequence in the decoder. Since only normal sequences are used for the LSTM network training, they remark that the reconstruction error will be higher than that of the normal sequences given anomalous sequences. Therefore, they calculate the anomaly score with the network error and detect the segments containing outliers.

B. DATA PREPROCESSING AND DAMAGE DETECTION USING ANOMALY SCORES

As shown in Figure 1, we first train the LSTM network with the normal tension data. Then, we compute the anomaly score by the trained network with the test dataset, including abnormal tension data. We utilize the anomaly score to discover...
when anomalies occur, which is called anomaly detection. The anomaly score $a_i$ at point $i$ for anomaly detection is defined as the log of the probability density function of the multivariate normal distribution as follows

$$a_i = -\log \left( \frac{1}{\sqrt{(2\pi)^d \det \Sigma}} \times \exp \left( -\frac{1}{2} (x_i - \mu)^T \Sigma^{-1} (x_i - \mu) \right) \right),$$

(6)

where $e_i$ is the reconstruction error, $|x_i - x'|$, and $m$ is the dimension of $X$. $\mu$ and $\Sigma$ are the parameters of the normal distribution, $N(\mu, \Sigma)$. We approximate $\mu$ and $\Sigma$ with the maximum likelihood estimation using randomly sampled data from the training set. The anomaly is the point, $\{ i | a_i > \gamma \}$, where the anomaly score $a_i$ is greater than the threshold $\gamma$. Then, we check whether anomalies are transient or continuous and presume the transient anomalies as inaccurate data.

We consider the data with continuous anomalies as abnormal signals caused by the bridge structure damage or defective sensor devices. To process the inaccurate data, we classify which cable tension causes the anomalies within the data that contains transient anomalies, which is called anomaly identification. We identify the cable with the largest prediction error as the anomaly at the point $i$ where the anomaly score is greater than the threshold $[14]$. Therefore, we pay attention to the tension data of the cable whose reconstruction error $e_i$ is the maximum. We replace the abnormal tension data of the associated cable with interpolated values to obtain the preprocessed time series data. We manage the inaccurate data utilizing the spline interpolation. We again calculate the anomaly score using the LSTM network with the preprocessed time series data. Finally, we evaluate the suitability of interpolation by checking how many outliers have been removed in the preprocessed data.

### III. EVALUATION OF THE PROPOSED ANOMALY DETECTION METHOD

In this section, we analyze the performance of the proposed anomaly detection method utilizing tension data from the actual cable-stayed bridge. In the first anomaly detection step, we present that the proposed framework successfully evaluates the bridge condition by the damage detection. Then, we examine the inaccurate data detection and anomaly identification accuracy. In the second step, we confirm that inaccurate data is appropriately managed with the preprocessed time series data.

### A. DATA DESCRIPTION

This study utilizes the data provided by the International Project Competition for Structural Health Monitoring (IPC-SHM2020). Cable tension was monitored at a double tower and double cable-plane cable-stayed bridge in China. This cable-stayed bridge consists of 168 cables, and each cable is given a name according to the rules. The cables are numbered as 1-21 toward the direction of the bank and river from the tower. N or S is assigned depending on whether it is North or South, and A or J is assigned according to whether it is on the bank or river side. Moreover, S or X is assigned according to whether it is up or downstream. The tension data were collected from the 14 cables, SJS08 to SJS14 and SJX08 to SJX14. The data were captured for ten days, 2006-05-13 to 2006-05-19, 2007-12-14, 2009-05-05, and 2011-11-01. The data sampling frequency was 2 Hz, and 172,800 tension data records were stored per day from one cable.

Table 1 shows a summary of statistics for the tension data of each cable. We observe that the tension data of the SJS13 cable contains negative numbers. Also, the maximum value of the SJS13 data is substantially compared to the maximum value of other cables. Since the first quartile, median, and third quartile of SJS13 are not very different from other cables, we assume that the SJS13 data contains a few outliers, whose values are either too large or too small. We also suspect the sensor is defective in the 2011-11-01 data, where the tension of the SJS13 cable is much smaller than the others. There is a technique to detrend the data with domain knowledge. Li et al. [25] evaluate the bridge state after excluding the effects of external load, sensor error, and zero-shift of sensors from the data decomposed.

| cable  | min   | Q1    | median | mean  | Q3    | max  | std  |
|--------|-------|-------|--------|-------|-------|------|------|
| SJS08  | 2119.005 | 2181.019 | 2185.262 | 2183.009 | 2191.802 | 2404.355 | 23.827 |
| SJS09  | 2307.982 | 2386.797 | 2391.532 | 2394.551 | 2402.281 | 2715.739 | 38.86  |
| SJS10  | 2396.246 | 2467.282 | 2474.061 | 2473.07  | 2481.431 | 2697.429 | 23.216 |
| SJS11  | 1991.049 | 2433.727 | 2473.528 | 2466.52  | 2533.458 | 2540.727 | 2545.953 |
| SJS12  | 2466.52  | 2533.458 | 2540.727 | 2545.953 | 2552.87  | 2805.937 | 24.205 |
| SJS13  | -13657.9 | 2830.562 | 2838.355 | 2837.763 | 2846.436 | 18372.76 | 68.837 |
| SJS14  | 2907.944 | 2980.916 | 2990.826 | 2990.452 | 2999.101 | 3218.309 | 23.904 |
| SJX08  | 68.427  | 2206.922 | 2277.202 | 2046.559 | 2282.758 | 2456.852 | 660.242 |
| SJX09  | 2071.368 | 2147.378 | 2351.79  | 2290.97  | 2337.832 | 2534.484 | 108.17 |
| SJX10  | 2352.811 | 2387.504 | 2444.887 | 2427.888 | 2447.813 | 2540.863 | 33.637 |
| SJX11  | 1826.704 | 2403.631 | 2523.213 | 2417.343 | 2478.397 | 2487.014 | 2487.468 |
| SJX12  | 2417.343 | 2478.397 | 2487.014 | 2487.468 | 2494.771 | 2773.543 | 21.998 |
| SJX13  | 1071.588 | 2839.545 | 2857.981 | 2679.686 | 2864.968 | 3075.099 | 536.118 |
| SJX14  | 2799.36  | 2974.378 | 2988.092 | 2978.416 | 3004.666 | 3224.864 | 52.035 |

1. http://sstl.cee.illinois.edu/ipc-shm2020/
FIGURE 4. Tension data of 14 cables on (a) 2006-05-15, (b) 2006-05-18, (c) 2007-12-14, (d) 2009-05-05, and (e) 2011-11-01. (a) and (b) are normal data, and (c) and (d) contain inaccurate data. (e) is the data with the bridge damage. In (c) and (d), the red boxes indicate the enlarged outlier data segment. We see that ten outliers occurred consecutively, which means that the outliers persist for 5 seconds.

with a low-pass filter. However, the proposed technique is a data-based outlier detection that does not require domain knowledge. In the future, we plan to investigate LSTM results with the detrended tension data. Figure 4 shows the tension data on (a) 2006-05-15, (b) 2006-05-18, (c) 2007-12-14, (d) 2009-05-05, and (e) 2011-11-01. Unlike the 7-day data in 2006, anomalies such as Figure 4 (c) and (d) appear on 2007-12-14 and 2009-05-05. All of these anomalies are found in the data from the cable SJS13. In the case of the SJS13 data on 2007-12-14, negative values are found at 21,600, 25,200, 46,800, 54,000, 61,200, 79,200 seconds, all of which are accurately divided by 3,600 seconds. Since there is a negative value exactly every hour, we judge the data as inaccurate data generated by an unusual circumstance. We manually label inaccurate data on 2007-12-14 and 2009-05-05 to evaluate the proposed method. Our first evaluation aims to detect inaccurate data and identify cables with abnormal tension values, such as SJS13. Meanwhile, one of 14 cables is known as damaged on 2011-11-01. We verify whether our deep learning model can classify the data on 2011-11-01 as a damaged condition in the first anomaly detection step, as described in Section II. Although it is presumed that there is a sensor anomaly in the 2011-11-01 data, our model does not distinguish whether the cause of the persistent outlier is a sensor failure or damage to the bridge. Therefore, the 2011-11-01 data is labeled as damaged.

B. TRAINING LSTM NETWORK
Normal data are utilized for training a deep learning model in the studies [13], [14], [22], and the test set includes both normal and abnormal data. In this study, we use the normal data in 2006-05-13 to 2006-05-16 as a training set. We randomly sample 25% of the training set to estimate \( \mu \) and \( \Sigma \) in Equation (6). The data on 2006-05-17 and 2007-12-14 are set to the validation set, which includes both inaccurate data and normal data to determine the anomaly score threshold. In the validation set, we set the threshold \( \gamma \) to the larger score between the average anomaly score in the normal data and the average anomaly score in the abnormal data. We use the data on 2006-05-18, 2006-05-19, 2009-05-05, and 2011-11-01 as a test set to contain all of the normal data, inaccurate data, and damaged bridge data. Then, there are 691,200 training set, 345,600 validation set, and 691,200 test set. Moreover, in order to input each dataset into the LSTM network, we divide the data for ten days into 120 length intervals. Therefore, the dataset consists of sequences with 14-dimension with length 120. Also, we scale the data in the range between 0 and 1 with the Min-Max normalization.

As shown in Figure 3, we configure the encoder and decoder as two LSTM layers each and set the dimension of hidden states to 16. We train the model to minimize the mean absolute error of the network using the ADAM optimizer [26] with a learning rate of 0.0001. We set the number of epochs to 100 and the batch size to 128. We implement the network using the Pytorch library [27].

C. RESULTS
We determine the data as an anomaly when the anomaly score is greater than the threshold \( \gamma \) set to 4,084.859, which is the
average of the anomaly scores for abnormal data on 2007-12-14 in the validation set. Figure 5 presents anomaly scores for 10 days including normal data in (a) to (g), inaccurate data in (h) and (i), and damaged condition data in (j). As shown in Figure 5 (a) to (g), the anomaly scores of the training set, validation set, and test set are less than threshold $\gamma$. However, in (h) and (i), we observe that the anomaly scores are relatively low most of the time but significantly high at some times. We notice that in (i), the anomaly scores exceed the threshold $\gamma$ only at the sudden high anomaly scores. Since the abnormality and normality are repeated in the data on 2007-12-14 and 2009-05-05, we assume that anomalies identified by our deep learning model occur intermittently. As mentioned earlier, data on 2007-12-14 and 2009-05-05 are labeled as inaccurate data in Section III-A. We, therefore, verify that it is possible to classify inaccurate data from predicting intermittent anomalies. Similarly, in (j), intermittently high anomaly scores and relatively low anomaly scores are seen, but overall anomaly scores are further increased. In (j), the minimum anomaly score is 731,282.984, and the anomaly scores for the damaged condition data are always greater than the threshold $\gamma$. The data in 2011 contain signals for both damaged data and inaccurate data. The entire data on 2011-11-01 are labeled as abnormal data. We observe a series of anomalies in the data on 2011-11-01 when the bridge is damaged. From Figure 5, which shows the anomalies detected in the first step, the anomalies in the damaged condition are persistent.

Figure 6 shows the prediction performance for the first anomaly detection. (a) presents the receiver operating characteristic (ROC) curve, and the area under the curve (AUC) is 0.9905. The ROC curve is employed for the quantitative evaluation of the model by plotting the FP rate against the TP rate for several thresholds. Since the AUC is close to 1, we can tell that the proposed anomaly detection method is very efficient. (b) reveals the confusion matrix when the
FIGURE 7. (a) is raw tension data and (b) is the preprocessed data after the first anomaly detection step. The red box is the zoomed-in part of the SJS13 cable.

TABLE 2. Classified results for anomaly identification.

| No | SJS08 | SJS09 | SJS10 | SJS11 | SJS12 | SJS13 | SJS14 | SX08 | SX09 | SX10 | SX11 | SX12 | SX13 | SX14 |
|----|-------|-------|-------|-------|-------|-------|-------|------|------|------|------|------|------|------|
| 0  | 0     | 0     | 0     | 0     | 0     | 261   | 0     | 0    | 27   | 0    | 0    | 0    | 0    |

threshold $\gamma$ is determined using the validation set. (c) presents a part of the actual outliers and detected outliers in the data of the cable SJS13. As shown in (c), only one outlier sample is not correctly classified. TN and TP are the numbers of samples for which normal data and anomalies are correctly classified, respectively. FP is the number of samples for which the detection model incorrectly classifies normal data as anomalies. FN is the number of samples for which the detection model does not classify abnormal data as anomalies. Precision, recall, accuracy, and F1 scores are computed as follows.

\[
\text{precision} = \frac{TP}{TP + FP} \tag{7}
\]

\[
\text{recall} = \frac{TP}{TP + FN} \tag{8}
\]

\[
\text{accuracy} = \frac{TP + TN}{2TP + TN + FN + FP} \tag{9}
\]

\[
F1 = \frac{2TP}{2TP + FP + FN} \tag{10}
\]

In the anomaly detection results, precision, recall, accuracy, and F1 scores are 0.9568, 0.9201, 0.9998, and 0.9381, respectively, and all are above 0.9. For the anomaly identification, we distinguish the cable with the highest anomaly score in the interval where the anomaly detection prediction is the same as the actual label. Table 2 shows the number of samples identified as data causing anomaly for each cable. As discussed in Section III-A, the cable containing inaccurate data is always SJS13. To check the classification accuracy for anomaly identification, we classify the cables only for the actual anomaly labels. Note that we do not reflect the predicted labels. As seen in Table 2, most samples on SJS13 are classified as inaccurate data and the accuracy is 0.90625.

We have preprocessed the raw tension data by substituting the data predicted as anomalies with the interpolated values. In Figure 7, (a) and (b) are the tension data before and after the preprocessing, respectively. The sharp increase or decrease in (a) does not appear in (b). From Figure 7, it is visually confirmed that most outliers have disappeared in the preprocessed data. The preprocessed data is applied in the second anomaly detection step to check whether the outliers have been appropriately handled. If inaccurate data occur frequently, the quality of the data deteriorates. Also, it is not easy to analyze the structure state properly. Hence, it is necessary to make sure that inaccurate data must be suitably treated and replaced. The anomaly scores are computed with the LSTM network in the second anomaly detection step after replacing the outliers with the interpolated values. Similar to the first step, anomalies are classified with anomaly scores greater than the threshold $\gamma$. In Figure 8, (a) and (b) show 2009-05-05 data classified as outliers in the first anomaly detection step and the second anomaly detection step, respectively. The anomaly score in (b) has been generally reduced, and the number of outliers has been significantly reduced. To be precise, the number of outliers classified before and after the data preprocessing is 301 and 35, respectively. Outliers still occur after the preprocessing step. The problem could be flaws in the misclassified data and interpolation in the first outlier detection stage. Also, the years in which the training set and the test set were collected are different. The training set contains data collected only in 2006, and the test set contains data in 2006, 2009, and 2011. Different data collecting years could make accurate outlier classification more complicated. Although there are errors, we notice that most outliers are removed compared to the first step.

Figure 9 (a) and (b) present the number of aggregated anomalies by 5 seconds within the data on 2009-05-05 in the first anomaly step and the second anomaly step, respectively. The red dot indicates the point where all of ten tension data samples for 5 seconds are classified as outliers. From the data...
on 2009-05-05, we recognize data samples where the outliers continue to occur for 5 seconds. As confirmed in Figure 8, most outliers have been deleted after the data preprocessing, and accordingly, most outliers lasting for 5 seconds disappear. In particular, the number of red dots representing the data samples where the outliers persist for 5 seconds decreases from 20 to 1. Since the data collection period was 24 hours, we could easily separate the days containing inaccurate data from the days when the bridge was damaged. We classify data on 2011-11-01 containing continuous outliers for 24 hours as the damaged state in the first outlier detection step. Moreover, we classify the data on 2009-05-05 as inaccurate data rather than classifying it as damaged. However, depending on the structure domain knowledge, the judgment on the outlier duration in the damaged state can be very diverse. Setting a threshold for the length of successive outliers will be a challenging task. Training data containing two labels may be required to distinguish between inaccurate data and damage conditions accurately. Alternatively, we can use the outliers detected in the second anomaly detection step. In this study,
outliers lasting about 5 seconds could be resolved simply by the interpolation. However, even though the interpolation error is low, if there are many data samples whose outliers are not well processed in the second step, it may be wrong to classify the data as incorrect data. We will work on classifying the two labels in the future.

**IV. CONCLUSION**

In this paper, we introduced an anomaly detection method based on deep learning to examine outliers in SHM data. We designed a multilayered LSTM and applied multi-sensor time-series data from multiple cables into the network. We classified abnormal data by calculating anomaly scores with the reconstruction errors through the LSTM network trained only with normal data. We verified the network performance trained by the unsupervised learning method using tension data measured on 14 cables of an actual cable-stayed bridge. In the first anomaly detection step, we checked the persistence of outliers to discover damaged conditions and inaccurate data and confirmed that the proposed method achieved high accuracy. If data in 2011, when the bridge was actually damaged, was applied into the network, all data samples were classified as outliers. In this way, it is possible to identify continuous outliers as alarms in the SHM system for the structural condition evaluation. Meanwhile, we considered intermittent outliers as inaccurate data. We searched for the cable locations that caused outliers to manage inaccurate data. We applied the interpolation method to replace inaccurate data, and then in the second anomaly detection step, we checked whether the outliers of the interpolated data were processed correctly. Most of the inaccurate data were converted to normal data in the second step, despite obstacles such as interpolation error and different collection periods. However, the proposed method does not differentiate the exact cause of outliers. The causes of outliers include structural damage, system malfunctions, data transmission problems, harsh environments, and sensor device failure. In the future, we will investigate the true source of outliers by capturing data trends and patterns that vary depending on the cause of outliers and the persistence of outliers. Moreover, we will study the outlier persistence further. We have shown that we can classify the damage status and inaccurate data based on outlier persistence. Since the length of continuous outliers is either around 24 hours or 5 seconds, we could easily separate the outlier intervals in our dataset. However, the degree of outlier persistence can vary depending on the dataset and the cause of outliers. Therefore, we will examine the degree of persistence and the data pattern while identifying the cause of the outliers.
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