Comparison of Approaches for Data Analysis of Multi-Parametric Monitoring Systems: Insights from the Acuto Test-Site (Central Italy)
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Abstract: This paper deals with monitoring systems to manage the risk due to fast slope failures that involve rock masses, in which important elements (such as infrastructures or cultural heritages, among the others) are exposed. Three different approaches for data analysis were here compared to evaluate their suitability for detecting mutual relations among destabilising factors, acting on different time windows, and induced strain effects on rock masses: (i) an observation-based approach (OBA), (ii) a statistics-based approach (SBA) and (iii) a semi-empirical approach (SEA). For these purposes, a test-site has been realised in an abandoned quarry in Central Italy by installing a multi-parametric monitoring sensor network on a rock wall able to record strain effects induced by natural and anthropic forcing actions (like as temperature, rainfall, wind and anthropic vibrations). The comparison points out that the considered approaches allow one to identify forcing actions, responsible for the strain effects on the rock mass over several time windows, regarding a specific size (i.e., rock block dimensional scale). The OBA was more suitable for computing the relations over short- to medium time windows, as well as the role of impulsive actions (i.e., hourly to seasonal and/or instantaneous). The SBA was suitable for computing the relations over medium- to long time windows (i.e., daily to seasonal), also returning the time lag between forcing actions and induced strains using the cross-correlation statistical function. Last, the SEA was highly suitable for detecting irreversible strain effects over long- to very long-time windows (i.e., plurennial).
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1. Introduction

Monitoring of slopes that are potentially involved in gravity-induced deformations has become a relevant topic in the last decades. The challenge is generally related to the transmission of alarm signals for early warning in the case of exposed infrastructures (such as railway, highways, pipelines and aqueducts) or natural and cultural heritage, as typically no significant deformations are detectable before failure occurrence. The recognition of failure precursors by multi-parametric monitoring systems, which is a sensor network able to monitor several kinds of parameters, in natural contexts as well as of the forcing actions that generate deformations is an important target in addressing this challenge. It is well known that changes in the stress conditions of rock masses due to impulsive or viscous deformations can cause rapid and violent failures able to widely affect slopes and generate landslides [1]. Furthermore, the ongoing deformational processes, which lead to failures of rock masses, represent a complex geomechanical topic because the jointing conditions, as well as
the effective stress field, can strongly constrain precursors, such as microstrains or microcracks, which are also associated with acoustic or vibrational emissions [2–7].

Multi-parametric monitoring systems linked to early-warning procedures appear to be a very good solution for use in prevention plans and risk mitigation. Multi-parametric monitoring offers a temporary strategy to ensure public safety prior to implementing more definitive vulnerability reduction actions. Due to the recent developments in the computer science disciplines, monitoring system can benefit from the concept of cloud monitoring [8], which is devoted to early warning that requires huge data sets to be managed in very short time by (semi)automatic data flow-to-data processing analyses. The main peculiarities of cloud parametric monitoring systems (CPMS) are: (i) redundancy of the measurement data; (ii) secondary relevance of the a priori understanding of cause-to-effect relations of the monitored phenomena; (iii) reconstruction of the ex-post relations between destabilising causes and/or forcing factors and induced effects; and (iv) quantification of the alert levels and connected control index for infrastructure management. In this way, CPMS can be designed as part of a wireless sensors network (WSN) for real-time data transmission [9,10].

The setup of a multi-parametric monitoring system for an identified landslide hazard requires the identification of the most relevant factors with respect to the physical mechanisms, which potentially lead to slope failure to classify them into a hierarchy according to their role, impact, chronology and causality effects relative to the considered phenomenon [11]. Gunzburger et al. [12] divided these factors, which contribute to making a rock mass prone-to-failure, into three different categories: (i) predisposition factors are characteristic of the typology of the slope. Some slopes are, in fact, more susceptible than others to rock fall activity due to background factors, such as topography, vegetation, lithological parameters, and fracture geometry and density; (ii) preparatory factors are the cause of medium- to long-term changes in resistance. For monitoring to be efficient, their small and almost imperceptible effects must accumulate until rupture; (iii) trigger factors change over the short- to medium time frame and constitute the most direct causes of failure. Unlike preparatory and trigger factors, which are defined by their action period, predisposition factors do not exhibit any evolution over time. Detecting these factors before failure occurrence presents a challenge in multi-parametric system design [13]. Furthermore, these factors are strictly connected to the assessment and prediction of landslide hazards in the framework of a multi-parametric scenario. In this regard, the development of monitoring strategies devoted to take into account the numerous parameters which control the rock mass behaviour for assessing their influence on the slope stability provides a useful tool to mitigate geological risks [14,15].

Two methods have been widely used for natural hazard control and for managing the related risks. The first method, more focused on hazards, consists of monitoring the precursors of rock failures by a multi-parametric monitoring system mainly composed of seismic or micro-seismic devices, as well as acoustical emission [16–21]. The second method, equally focused on hazard and on vulnerability, consists on the observation of landslide source areas as well as of threatened infrastructures by using optical or interferometric devices for detecting fast morphological changes that are hazardous to the monitored infrastructures [22–26]. Several authors [27–29] have tried to combine these two strategies by using innovative devices, such as terrestrial laser scanners (TLS) and interferometric radar (GBInSAR), which are capable of inspecting an unstable slope with high spatial and temporal frequency, coupled with microseismic monitoring systems that provide deeper insight into the stress conditions within the rock mass. Multi-parametric monitoring systems devoted to risk mitigation involving strategic infrastructures (such as highways, railway and aqueducts) or workplaces (like mines and yards for underground excavation) are also of great relevance. Important examples can be found in mine work areas, where multi-parametric monitoring systems are installed with the aim of safe and reliable operations in the mining area [30,31]. To ensure post-mining risk management and public safety, several real-time microseismic monitoring systems and remote sensing networks have been installed to detect the ongoing jointing of rock masses as precursor events of an increasing strain rate that could anticipate slope collapse [32,33].

Where specific meteorological conditions exist, the surface temperature in outcropping rock masses fluctuates naturally under the influence of local weather conditions and can be sensitive to
thermal forcing related to cyclic expansion and contraction that can act over a long time, inducing cumulative deformations. These effects can influence the long-term behaviour of fractured rock masses, operating as a thermal fatigue process [34] and leading the joints of a rock mass to evolve towards failure [12,35–39]. Due to daily and seasonal temperature changes [40], rock failures can also occur when impulsive trigger factors (such as precipitation, seismic activity and freezing) are not effective. To address this issue, multi-parametric monitoring systems can be installed to evaluate the influence of thermo-mechanical effects [41–43] with particular attention to contexts where infrastructures are exposed to geological risk. Remote sensing techniques are, instead, suitable for recognizing the surficial temperature of rock masses through infrared thermography (IRT) applications [44–46]. Multi-parametric monitoring systems coupled with numerical modelling studies, focused on rock mass temperature and related rock strain, have also been applied for the preservation of relevant sites, also elected as natural heritage [47–49].

Several approaches have already been proposed in the literature for data analysis. The most widespread conventional approach is, undoubtedly, the deterministic approach (i.e., data-driven analysis), wherein relations among monitored data are physically based. The main fields of application of this approach include among others landslide susceptibility [50,51], microzonation studies [52], hydrogeology [53], and the study of rainfall-induced shallow landslides [54]. The stochastic model (in other words, the probabilistic one) is often opposed to the deterministic approach in the same field of application, especially in geological risk mitigation [55,56], as these types of models take into consideration all the possible variables that influence a given physical process. Considering instead time-dependent processes of very long duration, i.e., creep-driven deformations, the empirical method proposes to forecast the time of failure of complex geological phenomena [57–59]. The applications of statistical methods and, more in particular, of cross-correlation techniques are less common in the earth sciences field, which concern above all seismology or seismic and microseismic applications [60,61], palaeontology and ecology studies [62]. Several examples of test-sites worldwide are shown in literature, devoted to describing how several types of destabilising actions can lead rock masses to failure, analysing datasets using mainly data-driven approaches, also considering apparently unperturbed conditions [40,41,63,64].

Within the general framework just presented, the following of the paper shows the results of a comparison on the ability of three different approaches of data analysis to detect some mutual relations between destabilising factors and their related strain effects for implementing a multi-parametric data management through CPMS: an observation-based approach (OBA), a statistics (in cloud analysis)-based approach (SBA), and a semi-empirical approach (SEA). More in particular, the suitability of these approaches to provide specific relations as cause-to-effect link or statistical cross-correlations from environmental records (such as air temperature, rock temperature, rainfall, wind, induced vibration, and strains) was evaluated to better constrain the time windows suitable for driving rock mass deformations towards failure or general slope collapse. Even if these approaches are well known in literature and widely applied to analyse environmental datasets from monitoring systems they were never systematically compared, based on the authors' knowledge, by considering the same dataset in order to evaluate their suitability to detect deformative processes, involving rock masses at different time windows, since its start until the failure.

2. Multi-Parametric Monitoring of the Acuto Test-Site

To provide a dataset suitable to be analysed by the aforementioned approaches, a multi-parametric monitoring system was installed in an unstable quarry wall located close to the Acuto village in Central Italy, where densely jointed limestone is stressed under natural (temperature, rainfall and wind) and forced (induced vibrations) conditions.

The quarry is located in the western sector of the Simbruini-Ernici Mts. ridge where Mesozoic limestone outcrops [65]. The unstable rock wall extends almost 500 m in length and up to 50 m in height: it is SE-exposed and corresponds to the NW abutment of the quarry area.

Five main joint sets (S0 to S4) were recognized: S0 (93/4; dip direction/dip), S1 (131/82), S2 (91/64), S3 (4/80), S4 (198/86) that predispose the rock mass to failure with rock planar and wedge slide, rock
fall and rock topple mechanisms with respect to the quarry wall attitude (100/88) [66,67]. The joint roughness coefficient (JRC) and the joint compressive strength (JCS) of the main joint sets were also estimated using a standard Barton profilometer and a Schmidt sclerometer, respectively [68] and the values of the intact rock friction angle ($\phi_b$) were attributed based on the tilt test [69] (Table 1). The average uniaxial compression strength (UCS) of the rock was 130 MPa while the Young modulus of approximately $6 \times 10^4$ MPa, according to the Deere and Miller chart. The rock mass quality was established through RMRb classification, which assigned to the Mesozoic limestone a score of 68.

Table 1. Main geomechanical features of the joint sets recognized through remote and direct surveys.

| Set | Dip Dir. (°) | Dip (°) | JCS (MPa) | JRC | $\phi$ (°) |
|-----|--------------|---------|-----------|-----|-------------|
| 0   | 93           | 4       | 180       | 3   | 53          |
| 1   | 131          | 82      | 120       | 8   | 54          |
| 2   | 91           | 64      | 130       | 3   | 49          |
| 3   | 4            | 80      | 110       | 4   | 49          |
| 4   | 198          | 86      | 140       | 5   | 50          |

A rock block of about 20 m$^3$ was selected as target of the multi-parametric monitoring system. The block is bounded by an open joint, which separates the backside from the rock mass behind, and hosts several fractures so providing a high number of discontinuities to be instrumented. Moreover, it protrudes with respect to the adjacent rock wall on the quarry square below.

The installed multi-parametric monitoring system consists of (see Figure 1): (i) a weather station (equipped with an air thermometer, hygrometer, rain gauge and anemometer for wind speed and direction) installed at the top of the slope; (ii) a rock thermometer (type-k thermocouple) to measure the rock mass temperature, installed at the centre of the monitored rock block; (iii) six HBM strain gages and foue extensometers, installed on micro-fractures and open-joints both on the frontal face of the block and on the backside face; and (iv) an optical cam (artificial intelligence camera prototype-AiCP) connected to a customized artificial intelligence (AI) system [24]. The recorded data, which are acquired each minute, are stored in a local CR1000 data logger (Campbell Scientific, Logan, UT 84321-1784, USA) and are automatically sent every 4 h to a local server through a GPRS antenna.
During specific experimental activities, the rock wall was stressed by dynamic actions to investigate its strain response. To this aim, the monitoring system was implemented through six on-rock mono-axial FBA11 accelerometers from KINEMETRICS (Pasadena, CA 91107, USA), three placed on the rock block and three on the rock wall, cable-connected to a KINEMETRICS K2 datalogger equipped with a tri-axial accelerometer placed at the slope foot and continuously acquired data a sampling rate of 250 Hz. The dynamic input was reproduced using a vibrodyne electro-mechanical excitation device, which is able to produce vibrations at a fixed frequency and amplitude in a range from 5 Hz to 25 Hz [70,71] (Figure 2). A vibrodyne was located on a concrete base at the foot of the instrumented rock block and was operated to induce frequencies in a range between 5 Hz and 25 Hz with an incremental step of 5 Hz. After each shaking sequence of variable duration to transmit the same amount of energy to the slope system, the experiment was interrupted for at least one hour with the aim to restore undisturbed vibrational conditions within the rock wall.
Figure 2. Devices installed at the Acuto test-site for the dynamic excitation experiments. The rock block is highlighted (b) with the disposition of the mono-axial accelerometers on the rock wall (black dashed circles) and on the rock block (red dashed circles). The mono-axial accelerometers installed on the ground (blue dashed circles) are shown in the main picture (a) with the vibrodyne device (c).

Table 2 summarises all the instrumental features of the devices composing the multisensor and multi-parametric monitoring system.

| Device                        | Measuring Range     | Precision   | Repeatability | Resolution | Linearity | Natural Frequency |
|-------------------------------|---------------------|-------------|---------------|------------|-----------|-------------------|
| Air Thermometer               | −40/+60 °C          | ±0.1 K      | ±0.1 °C       | -          | -         | -                 |
| Hygrometer                    | 0–100% RH           | ±0.8% RH    | >5% RH        | -          | -         | -                 |
| Wind Speed                    | 1.5/79 m/s          | ±1.5 m/s    | -             | 0.1 m/s    | -         | -                 |
| Wind Direction                | 0–352°              | ±7°         | -             | -          | -         | -                 |
| Rain Gage (standard WMO)      | -                   | ±0.2 mm     | -             | 0.2 mm     | H2O       | -                 |
| Rock Thermometer              | −30/+100 °C         | -           | -             | 0.1 °C     | ±0.15 °C  | -                 |
| Strain Gage (1-LY41-50/120)   | 50 mm (measurement base) | -           | -             | 1 µstrain  | -         | -                 |
| Extensometer                  | 25 mm (measurement base) | -           | -             | 0.01 mm    | 0.5%      | -                 |
| Accelerometer (KINEMETRICS FBA11) | ±1 g         | -           | -             | -          | -         | 50 Hz             |
3. Approaches Compared for Multi-Parametric Data Analysis

Information about the evolution of a slope physical environment can be deduced carrying out a data analysis on multi-parametric monitoring system dataset. The design stage of the multi-sensors system architecture is based on a detailed engineering geological model, defined by direct-survey and remote-sensing techniques.

The data collected from the Acuto test-site were managed through the design of an appropriate cloud database and analysed following one of the three approaches described in the following part of this chapter (OBA, SBA, SEA), either one-by-one or by combining two or more together, to forecast the slope evolution. The goal is to evaluate the suitability of these compared approaches in establish relations between forcing actions and induced strain effects in different time windows, thus providing alert levels and fixing threshold values of the monitored parameters to improve the response time for interventions in the infrastructure management [72] (Figure 3).

![Figure 3](image)

**Figure 3.** Flow chart showing the role of data management approaches in the frame of geological risk mitigation activities. The data from a multi-parametric monitoring system are processed through the proposed approaches for mitigation of the geological risk by a real-time early warning system. The continuous-line box indicates the themes and activities carried out in the frame of this research. The dashed-line box indicates the future calibration of an early warning system based on the results of the compared approaches (modified from Bozzano et al. [72]).

3.1. Observation-Based Approach

The OBA is based on searching for objective cause-to-effect relations among forcing actions and the induced strain effects. The OBA assumes that events are chained according to “cause-to-effect” logic relations based on a well-constrained geological-engineering and evolutionary model of the slope; therefore, site-specific knowledge is requested for the considered slope system.

Usually, continuous and discontinuous data are generally recorded by monitoring system. Continuous parameter recording represents a dataset that is monitored over time without null values but may be constant over a certain period, such as temperature. On the contrary, discontinuous parameter represents a dataset referring to transient or paroxysmal events related to impulsive actions featuring a certain intensity at a certain time, such as rainfall or wind. To search for objective cause-to-effect relations among the recorded datasets, the discontinuous data include the effects of triggers that are effective over an instant or short period, while the continuous data are related to longer and continuously forcing actions, the effects of which are visible over a medium-to-large time
window. In this framework, OBA appears particularly suitable for investigating destabilising factors that induce a deformative response in the slope during a short- or medium to long-time window, with particular regard to impulsive destabilising factors.

3.2. Statistics-Based Approach

The SBA adopts, in our case, cross-correlation functions among different parameters and their rate variation to point out statistical relationships between two independent time series by testing the reciprocal dependence. More in particular, the cross-correlation measures the similarity of two series as a function of the time lag (LAG), which indicates the time delay between two signals and outputs a statistical coefficient (i.e., correlation function; CF) whose value increases at increasing coincidence between the time series.

The analysis presented herein was performed on the different time series using R open-source software [73], which returns a correlogram graph (i.e., CF vs. LAG). The LAG value indicates the time delay between two signals and is expressed as a multiple of the sampling step. After calculating the cross-correlation between the two signals, the maximum CF (a-dimensional) corresponds to the time at which the signals are best correlated. Two dotted lines are also depicted and represent the statistical significance threshold of the level of correlation (Figure 4).

The SBA was applied to the data series, expressed as the rate of monitored values: temperature, rainfall and wind with related strain series. The rate can: (i) increase, when transgressive processes can evolve towards a paroxysmal episodes; (ii) decrease, when regressive processes can reduce the failure occurrence taking into account a short and/or medium time window; (iii) remain constant, when stationary processes cannot evolve towards critical phases close in time, but could do it considering a long-time windows [74,75]. The rate of discontinuous data, as well as rainfall, can be analysed by accumulating them to derive typical ramp-and-flat variation curves. The ramps correspond to event occurrences; the flats indicate events did not occur. This analysis returns zero to non-null values in cases of occurrence or non-occurrence of triggering episodes. The rate of continuous data, as well as temperature, can be obtained by carrying out a linear regression analysis to detect a suite of events, as well as their variations over time.

![Figure 4](image-url)

Figure 4. Sketch explaining how to read the correlogram and the interpretation of the peak (a) and an example of a correlogram obtained with R software (b). On the y-axis is shown the cross-correlation coefficient value and on the x-axis is shown the LAG value: y(t) anticipates the x(t) of a LAG time equal to 1 (that corresponds to the sampling step of the series) (b). The dashed lines indicate the values of statistical significance of the results.
In outputting possible response delays of the system with respect to different kinds of forcing actions, a correlation coefficient ($R^2$) can be attributed at each value of the rate, evaluating the effectiveness of a trend within a selected time window that must consist of at least 3 points. If the datasets are strongly scattered, the analysis return very low values of $R^2$, indicating an aleatory variation of the considered variable. At the contrary, if the data are aligned the analysis return $R^2$ values up to 1, indicating a well-delineated trend of the considered variable. In our specific case, $R^2 \geq 0.75$ was considered as a reliable correlation coefficient value of both transgressive and regressive trend [76].

The rates of different datasets were here computed using a customised seismic analysis code (SAC) and FORTRAN UNIX scripts that firstly perform some pre-processing operations applied to each time histories of continuous (like as smoothing tool) and discontinuous (like as cumulative tool) monitored data. Successively, the linear regression, the $R^2$ factors and the rates of several time series within a specific time window were calculated (Figure 5). The time series of rates were cross correlated to determine which series influence the others and over what time range.

![Flow chart illustrating the tools of the compiled script for rate analysis of the Acuto dataset, propaedeutic to cross-correlation statistical analysis of the obtained time series of rates.](image)

**Figure 5.** Flow chart illustrating the tools of the compiled script for rate analysis of the Acuto dataset, propaedeutic to cross-correlation statistical analysis of the obtained time series of rates.

### 3.3. Semi-Empirical Approach

The SEA is used to try to predict the time-to-failure of a physical system based on the hypothesis that such a failure represents the final stage of a creeping process, assuming simplified rheological models with their time-by-time calibration based on long-time monitoring time series. Such an approach does not necessarily need of a geologically based model of the slope, since it is not based on cause-to-effect relations. Moreover, it may allow for the temporal prediction of the slope failure, but it could fail for slope processes affected by relevant temporal changes of the controlling and triggering factors.

For slope stability applications, the SEA was originally experienced by Fukuzono [77] and based on results from laboratory tests that output relation between the velocity and the acceleration of displacement during the tertiary creep under stress and temperature constant conditions. Further semi-empirical methods known as material failure forecasting methods (FFMs) were developed to forecast the time-to-failure that induce hazardous events in a physical system [78]. Those methods
are distinguished in: (i) graphical [77]; (ii) log rate vs. log acceleration [78]; (iii) linearized least square [76]; and (iv) non-linear least square [78]. These techniques take into account datasets from new monitoring technologies, such as SAR interferometry [79] and geotechnical devices [80], on which the inverse velocity model can be applied to forecast the time-to-failure of large-scale rock landslides [57].

To apply the SEA, a very long displacement dataset must be available to detect the transition to the tertiary creep phase as well as the definition of a rheological model of the physical slope system that is connected to a well-defined long-term mechanical response to external forces (e.g., deformation responses of the rock mass driven by viscous rheology or by thermomechanical processes). To define the most correct rheological models two approaches can be followed: (i) assuming a mechanical behaviour based on the typology of the natural system and its composition; (ii) perform a machine learning through the recorded big-to-mega data from the monitoring system itself [81,82]. These models must be able to justify any long-term drifts in the rock mass deformation that can be interpreted as changes in the trend and, therefore, in the temporal evolution of a deformation process. In our case, we present preliminary results from only a 3 years of strain dataset, which, at most, can provide suggestions on the long-term evolution of the monitored process but not yet able to predict the failure time because the strain time series does not show deviations from their trend.

4. Results

The results obtained from the data recorded by the multi-parametric monitoring system installed at the Acuto test-site for comparing the three aforementioned approaches are presented in the following sections. The data acquisition was carried out starting from April 2016, and it was split in two phases: Phase A, in which weather and strain monitoring were carried out by continuous recording to detect daily and seasonal changes in rock behaviour due to natural forcing actions, and Phase B, carried out from 18th July to 21st July 2016, in which the rock block was forced by dynamic actions to induce strain effects under controlled conditions.

4.1. OBA Analysis

Weather conditions and induced strains were monitored by continuous data recording, detecting daily and seasonal changes due to temperature, rainfall and wind that can cause rock mass deformations. The air temperature, considered as the main possible continuous preparatory factor (sensu Gunzburger et al. [12]), showed daily and seasonal cyclic oscillations (Figure 6a) typical of the latitude and climatic zone in which the test-site is located. During the Summer season, the air temperature can exceed 30 °C, while in Winter, it may drop below 0 °C. The daily thermal excursion follows a similar trend to that of the average air temperature, showing the highest values (up to 16 °C) in the Spring and Summer seasons. The lower values (down to 2 °C) were concentrated in the Autumn and Winter seasons. The air temperature directly influences the rock temperature (Figure 6a), as its trend follows that of the air temperature very well. This occurs on both a daily and seasonal trend, revealing that the temperature is the main external forcing that continuously acts on the rock mass deformation (Figure 6a–blue line). Similarly to the trend of the air temperature, during the summertime, the rock temperature (Figure 6a) can exceed 40 °C thanks to the influence of direct solar radiation, while in wintertime, it may drop to ~5 °C. The daily thermal excursion follows a more different trend relative to that of the average rock temperature. In fact, the highest values (up to 19 °C) were recorded in the Spring and Autumn seasons, and the lower values (down to 2 °C) were concentrated in the Summer and Winter seasons (Figure 6a–red line). The low Winter temperatures may give rise to freezing effects in the rock block, which are considered a trigger factor for micro-fracture propagation. The rock temperature, as well as the resulting deformation, is influenced not only by the air temperature but also primarily by the direct action of solar radiation, as shown by Fiorucci et al. [44]. In fact, the rock temperature value is greater than the air temperature value, also presenting the peak of the thermal maximum of each daily cycle generally anticipated with respect to that of the air temperature because
of their different thermal conductivities. The role played by rainfall can be considered a *preparatory factor* in the case of regular occurrence or as a *trigger factor* in the case of intense and concentrated episodes. The rainfall regime (Figure 6b) also shows a seasonal trend, with frequent and intense rain concentrated in the Autumn and Spring months, during which the possibility of rock strain is highly. During the monitoring period, a total of 2034 mm of rain was cumulated, with a maximum daily precipitation of 82 mm/day that occurred in September 2017 (Figure 6b). Unlike the temperature that acts continuously and cyclically on the rock mass strain, the rainfall shows an aperiodic (or non-cyclical) behaviour. In addition, windstorms can be occasionally considered as a *trigger factor* for joint opening. Only events with the wind direction in an azimuth range between N 10° and N 190°, which is the same aspect of the rock wall, can be taken into account. During the monitoring period, six strong windstorms occurred, characterised by wind speeds higher than the average value (15 m/s for each winter storm). In the considered case, a very small scatter in rock mass deformation trend occurred immediately after storm phenomena in the period during which rainfall was absent and the thermal input was constant, but, in principle, the wind does not seem to be a forcing able to make appreciable deformations in the natural system (Figure 6c). The values of strain sensors (both strain gages and extensometers) installed on the rock block show that a continuous deformational trend is ongoing both in micro fractures (monitored through strain gauges) and in open joints (monitored through extensometers). The sensor, which measured the highest displacement values both on daily time-window and in seasonal one, is the SG06 installed on the outer edge of the slope in very high release conditions. The rock mass strain is a direct expression of the cyclic temperature behaviour over both the daily and the seasonal time window. In fact, it shows the same 365/366 short-period daily and one long-period seasonal cycles characterised by large long-term oscillations (due to seasonal temperature fluctuations), which are overlapped with other smaller entities (due to daily thermal cycling; Figure 6d,e).

At the Acuto test-site, the daily thermal oscillation is considerable, especially during mid-seasons, therefore influencing the long-term behaviour of the rock mass [44,83], in addition to the daily deformation cycles that operate as a thermal fatigue process [34,84,85] and act as a continuous *preparatory factor* for rock failure and for displacement variation in open joints.
Figure 6. Data from the multi-parametric monitoring system: average daily values of the air temperature and rock temperature (a), daily rainfall and cumulated rainfall (b), average monthly wind speed with wind gusts (c), daily strain records from all strain gages (d) and from extensometers (e).

During each daily thermal cycle, a temperature heating phase is followed by a related cooling phase. The first phase, starting with sunrise until about midday, is due to direct solar radiation, and the second phase follows the first when the rock block progressively moves into shadow. The average monthly durations of the rock heating ramps are generally between approximately 5 and 7 h, while the average monthly durations of the air heating ramps are generally approximately 10 h. This time duration difference is due to the exposition to the East of the front face of the rock block, where the thermocouple is installed, which goes into shadow starting at 11:00 a.m. On the contrary, the average monthly durations of the air-cooling ramps are approximately 13 h, while the rock cools on average over a time window of approximately 18 h. The hour thermal rate, both for the air and for the rock, is greater for the heating ramp than for the cooling ramp. The maximum of the hour thermal rate values is reached during the Summer, while the minimum occurs during the Winter. The daily cyclic displacement reveals an almost thermo-elastic behaviour of the rock strain that represents the almost instantaneous response of the rock mass to the action of a continuous thermal stress. The values of the daily strain cycles are between 130 μstrain and 250 μstrain, depending on the considered season. As is the case for the temperature cycles, the amplitude of the strain cycles reach the maximum during the Summer season and the minimum during the Winter season. The heating ramp is always shorter than the related cooling ramp due to the effect of direct and strong solar radiation. In fact, the heating ramp presents an average monthly duration from 6 to 8 h, while the cooling ramp has an average monthly duration between 16 and 19 h. The average monthly strain rate related to the heating ramp presents higher values than those related to the cooling ramp, regardless of the month considered. The cooling phase is divided in two parts: the first occurs immediately after the rock goes into shadow, and the second occurs during the night. In the first part, the rock loses heat quickly, and the slope of the line is high. In the last daily part of the cooling phase, the rock loses heat more slowly, depending on the heat capacity value, and the slope of the line is lower than the previous slope (Figure 7).

By applying the OBA to induced forcing actions, it was possible to determine the dynamic behaviour of the rock block (assumed as the receiver site) with respect to the rock wall behind (assumed as the reference site). A standard spectral ratio (SSR) analysis [86] was carried out by taking into account the spectra obtained on the protruded rock block and on the rock wall behind, using the accelerometers above presented. This analysis points out an amplification in the block at 25 Hz in the cases of both 15 Hz and 20 Hz dynamic inputs. Moreover, time-to-frequencies analysis carried out on the recorded signals shows that at the lowest generated frequencies (5 and 10 Hz), no energy was received by the rock block, and, consequently, no significant induced vibration was detected. Instead, starting from the 15 Hz vibration, a very low response was detected for the rock block (Figure 8).
Figure 7. Example of the daily strain cycles over 10 days within the rock mass due to cyclic thermal input during the Summer season.

Figure 8. Fast Fourier transform, FFT (a), and block/wall SSR (b) obtained for the 15 Hz and 20 Hz shaking tests. The rock block dynamic amplification response at 20 Hz is visible (blue line–b). Dashed lines indicate the standard deviation values. Time-frequency analyses and spectral analyses obtained for the 15 Hz (c) and 20 Hz (d) shaking tests: on the rock block (up) and on the rock wall behind (bottom). Markers on the spectrograms indicate frequencies due to Vibrodyne excitation (A) and to the power unit supply (B). For the 20 Hz excitation, the possible dynamic response of the monitored rock block can be distinguished.
4.2. SBA Analysis

According to the SBA, the cross-correlation functions were defined between the time series of rate of the air temperature and the rock temperature, revealing very high correlation values. The time series of rate of the air temperature always anticipates the time series of rate of the rock temperatures by approximately 10 min.

The cross-correlation function was also carried out to compare the time series of rate of the rock temperature and the time series of rate of the cumulative rainfall and wind speed to verify whether these last two forcing actions can influence the temperature of the rock block, thus changing the deformation response in the heating or cooling phases of daily or seasonal thermal cycles. The results of the statistical analysis show a slight influence of rainfall on the rock temperature, returning very low cross-correlation coefficient. No significant cross-correlation was found between the time series of rate of the wind speed and the time series of rate of the rock temperature (Figure 9).

![Figure 9.](image)

The cross-correlation analyses were performed taking into account the time series of rate acquired over the entire monitoring period, during which several meteorological conditions (i.e., high or low rock temperatures, intense or absent rainfall, and strong wind speeds) were detected, representing potential destabilising actions for the stability of the monitored rock block. In accordance with the SBA, cross-correlations were carried out among the time series of rate of each considered forcing action, which were assumed as preparatory factors [12], and the time series of rate of the strain recorded along joints or micro-fractures. The obtained results show that rainfall and wind speed are always poorly or very poorly correlated with the rock mass strain. On the contrary, the rock temperature reveals a very good cross-correlation with the rock mass strain, demonstrating a significant influence on the rock mass deformation. In this case, no significant lag between the thermal action and the induced strain effect was observed, i.e., the high rock temperature can be regarded as the main forcing factor, which can cause a response of the jointed rock mass within a short to very short time.

The obtained results confirm that temperature pulsation is the most influencing factor for the strain effects induced in the outcropping rock mass. In this regard, all the strain devices return rate series that are always cross-correlated with the time series of rate of the rock temperature, and the CF value is always high and above the threshold of statistical significance, as it varies in a range from
−0.3 in the Winter season, when the thermal input into the rock mass is low, to −0.8 in the Summer season, when the thermal input into the rock mass is higher (Figure 10).

Figure 10. Correlograms indicating examples of cross-correlations between: (a) the rate series of the rock temperature and the strain; (b) the rate series of the rainfall and the strain; (c) the rate series of storm wind and the strain. The LAG value is expressed as a multiple of the sampling step of R2 (equal to 10 min in our case).

4.3. SEA Analysis

During the total monitoring period (three years), the instrumented joints and micro-fractures did not show significant variation of the strain rates, which signifies that no changes of the rheological behaviour occurred that could lead the rock block to failure closely in time. However, the collected data demonstrated that cyclical temperature changes influence the strain rate measured in the rock mass, as they are responsible for the slight and regular accumulation of irreversible strain (plastic vs. elastic strain aliquots). In fact, part of the deformation due to thermal input occurs under elastic conditions, and it will be completely recovered at the end of the thermal cycle, while a very residual part of the deformation occurs under inelastic conditions; therefore, it will not be recovered at the end of the thermal cycle. For this reason, after each daily thermal cycle, the monitored rock mass could accumulates a slight net strain when two consecutive thermal cycles that have the same thermal excursion imply two consecutive strain cycles that present a very marked different amplitudes (i.e., the strain does not return to the starting value unlike the temperature). Such a net strain can be cumulated after a “critical” thermal cycle in the rock mass, in which the deformation cannot be recovered. The total cumulative strains recorded so far, due to inelastic effects, range from 55 up to 500 μstrain depending on the considered sensors (Figure 11).

Figure 11. Net deformation value (εp), daily cumulated for each strain device.
Considering the cumulative value of net strains cumulated in the rock mass over a large (pluri-seasonal) time window, which are due to inelastic joint deformations, a steady creep-like behaviour results for the rock mass. Nevertheless, by decreasing the analysed time windows (i.e., tending to daily time window or, at most, pluri-diurnal), the observed time-dependent effect properly expresses a thermal fatigue phenomena, known as thermomechanical creep, acting on the monitored rock mass over long time windows; thermomechanical creep can lead towards failure conditions, as it could occur after accelerating creep. The preliminary SEA analysis, carried out in order to obtain the long period daily net deformation rate series on which will apply the FFM methods, show that the maximum amplitude of this value and the higher frequency of peaks are concentrated in Spring and Autumn seasons. During these seasons, the following two main factors affected the amplitude of the net strain response: i) the daily thermal excursion is higher than other seasons and ii) the maximum and minimum thermal variations between two consecutive days is often not negligible.

5. Discussion

The three considered approaches to data analysis (OBA, SBA and SEA) have been compared here to evaluate their reliability for analysing and deducing relations among preparatory factors and the related strain effects, on micro-fractures and open joints of the outcropping rock mass, through different time windows (taking into account already well-known relations with the aim to testing these approaches with expected results). To this aim, each forcing action (i.e., temperature, rainfall, wind and induced vibrations) has been related to the induced rock mass strains using the three proposed approaches deriving inferences considering different time windows.

The OBA allows clearly deriving cause-to-effect relations due to continuous or impulsive forcing actions and related strain effects (Figure 12). The temperature shows a cyclical behaviour at different wavelengths over daily and seasonal time windows, whereas rainfall is characterised by cyclical recurrence over a seasonal time window only. The actions of these preparatory factors are reflected in a composed cyclic trend of the strain that, little by little, accumulates inelastic deformation (due to the daily net strain rate) over a longer time window (several seasons). For each daily thermal cycle, the OBA allowed outputting of the elastic contributions due to thermomechanical behaviour of the rock mass and defining and characterising the heating and cooling phases over daily and seasonal time windows.

![Figure 12](image-url) Results from the OBA experienced at the Acuto test-site with the associated severity levels from objective cause-to-effect relations.
Regarding the impulsive actions, objective cause-to-effect relations have also been deduced according to vibrations generated under controlled conditions (i.e., regularly emitted by engines), since the strain effects of the rock mass were evident in terms of the dynamic mobility and block resonance. On the contrary, impulsive but irregular forcing actions due to wind did not allow objective cause-to-effect relations with the strain effects measured in the rock mass, except for very intense events such as storms. By the OBA, the highest severity levels which could correspond to alert signals are related to the strongest and clearest cause-to-effect objective evidence, as in the cases of the air-to-rock temperature, rock temperature-to-strain, and man-induced vibrations-to-strain.

The SBA was carried out to define which rate series are cross correlated with each other over medium- to long time windows (i.e., daily tending towards seasonal). The main benefit of such a statistical approach is to automatically verify the occurrence of correlations among several data series, also allowing the estimation of the time lag over which two rate series are cross-correlated. All the data series of forcing actions have been cross correlated by considering the resulting rates of strain values to point out the redundancy of transgressive series, which can detect conditions leading towards failure. The results demonstrated that very high correlations exist between continuous and regular forcing actions and the induced strains, such as for rock temperature and thermomechanical effects over daily time windows, tending to seasonal. On the other hand, the data series are poorly cross correlated in the cases of irregular and discontinuous forcing actions, such as for rainfall or wind and the induced rock mass strain. The results show a high cross-correlation between the air temperature and the rock temperature, which implies a relevant correlation between the rock temperature rate and the strain rates, indicating the main role of heating and cooling cycles in destabilising the rock mass monitored at the Acuto test-site (Figure 13).

Based on the analysed dataset, the highest severity levels that could correspond to alert signals are also related to the strongest and clearest cross-correlation evidence in the case of the SBA, such as in the cases of the air-to-rock temperature, rock temperature-to-strain, and, secondly, man-induced vibrations-to-strain.

![Figure 13. Results from the SBA experienced at the Acuto test-site with associated severity levels determined by cross-correlating causative forcing actions and the induced effects.](image)

Therefore, the OBA and SBA output the same screening severity levels. Nevertheless, the advantage of the SBA with respect to the OBA is automatically providing the temporal lag, during
which time a destabilising factor influences the deformational response of the rock mass. Thus, the OBA allows justification of the observed cause-to-effect relations in terms of a physical model of the monitored system, i.e., by associating specific actions (such as temperature or vibrations) relative to the realistic elements (such as rock mass joints) that record the induced effect (i.e., strain).

The SEA was revealed to be more suitable for evaluating long-term behaviour, taking into account cumulative inelastic strain effects due to several destabilising actions (i.e., considered as the net resulting effect over time of predisposing and preparatory factors, sensu Gunzburger et al. [12]) which singularly act over specific time windows at the block-to-slope scale. In particular, at the Acuto test-site, the long-term behaviour mainly results as an effect of loading/unloading thermal cycles acting on the rock mass and the accumulating inelastic strains along joints as the sum of daily net deformations.

Based on the comparison analysis performed on dataset by the multi-parametric monitoring system at the Acuto test-site, the three considered approaches for multi-parametric data analysis can be regarded as more suitable and effective for different time windows, over which several forcing actions can induce objective rock mass strains. The OBA was more suitable for recognizing deformations induced over a shorter time window, i.e., those due to continuous or cyclical forcing actions, as well as impulsive and dynamic input (i.e., hourly to seasonal and instantaneous). The SBA was more suitable for recognizing continuous or cumulative trend variations responsible for strains over time, highlighted by differences in the cross-correlation coefficient or by a lack of it taking into account the same forcing actions, of the deformation response over medium- to long time windows (i.e., daily tending towards seasonal). The SEA was more suitable for detecting deformational trends over very long time windows (i.e., plurennial), i.e., those due to the cumulative effects of different forcing actions characterised by cyclical or continuous occurrence (Figure 14).

![Figure 14. Summary table showing the applicability of the proposed approaches for detecting factors influencing the rock mass stability at the Acuto test-site. The clocks indicate the time windows (i.e., from short- to long-term) over which specific factors are effective. The loop arrows indicate that the considered processes are cyclical.](image-url)
By considering a long-time window, the cumulative effects of several continuous, cyclic or transient forcing actions can generate a deformative response of the rock mass that leads the physical system, whether a natural or anthropogenic rock slope, towards failure conditions. These strain effects can occur in a rock mass both through the simultaneous action of several forcing actions and through the continuous action over the time of the same forcing. The existent relations among the forcing actions and the directly related deformative responses can be investigated by applying a specific data analysis approach from those presented above. For each considered forcing action, the efficiency of each approach was evaluated in terms of its ability to detect the related strain effects. In particular, the strain due to the cyclic action of temperature daily fluctuations in the rock was detected by all presented approaches, thus confirming the severity of thermal input in affecting rock mass deformation. On the contrary, all approaches verified that there were no deformations in the rock mass due to the action of the wind, confirming its scarce ability to induce rock mass deformations. Considering the rainfall forcing, only one approach detected a possible rock deformation because of this action. In this case, the non-occurrence of the redundancy of the same result by the application of the three approaches confirms the lesser role of rainfall in rock mass deformations. In other words, if a single forcing action contributing to induce rock mass deformations is detected by several approaches, the severity of the considered cause-to-effect relation will be greater, and vice versa (Figure 15).

**Figure 15.** Flow chart illustrating the suitability of the compared approaches for data analysis based on the data recorded by the multi-parametric monitoring system installed at the Acuto test-site with the aim of mitigating the geological risk related to several destabilising actions which induce strain effects on the monitored rock-mass. The continuous-line box indicates the themes and activities carried out in the frame of this research. The dashed-line box indicates the future calibration of an early warning system based on the results of the compared approaches.
6. Conclusions

To provide a more reliable risk mitigation strategy, three commonly applied data analysis approaches were compared in this study to evaluate their suitability for detecting well-known causative co-relations among forcing actions and induced effects over different time window. The OBA was revealed to be more suitable for the detection of cyclical and impulsive events, i.e., those with regular and continuous recurrence over a shorter time window. The SBA was appeared to be more suitable for detecting transgressive series of causing factors and the induced effects, which are cross correlated over a medium to long time window so returning the lag time of influence. The SEA was demonstrated to be powerful for detecting the strain rate variation due to rheological behaviours over long- to very long-time windows.

In particular, for the considered case study of the Acuto test-site (i.e., considering the time of occurrence of destabilising factors here monitored), the temperature was demonstrated to be the main preparatory factor (sensu Gunzburger et al. [12]) in rock mass deformation due to its daily and seasonal oscillation (results obtained mainly by the OBA), which triggered a deformation response of the monitored joints and micro-fractures over a period of 10 min when the daily thermal cycle was considered (results obtained mainly by the SBA). Considering a very long-time window, the daily thermal input involves net strains accumulated in the rock mass due to thermal fatigue phenomena that can lead the rock block towards failure conditions (results obtained by the SEA). Seasonal cycles accumulating over several months, i.e., over a long-time window, result in an inelastic strain which causes a creep-like trend over a multi-season time window. On the contrary, impulsive destabilising actions, such as intense rainfall and windstorms, did not regularly induce strain effects that were objectively linked to causative actions. The results here presented were obtained by considering the size of the Acuto rock block, but the efficiency of the considered approaches can be transposed both to smaller and larger sizing (i.e., by rock sample to rock wall or rock slope size).

The approaches discussed herein will be efficiently combined to provide a warning strategy for landslide risk mitigation by stressing their redundancy to: (i) identify precursor signals, so minimising the time for interventions, analysing cause-to-effect relations between forcing actions and strains over short to medium time windows; (ii) compute, through the cross-correlation function, time lags between forcing actions and the resulting strain effects over medium to long time windows; and (iii) detect long-term irreversible strain effects over long- to very long time windows.
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