Anomaly Detection in Image Datasets Using Convolutional Neural Networks, Center Loss, and Mahalanobis Distance
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Abstract—User activities generate a significant number of poor-quality or irrelevant images and data vectors that cannot be processed in the main data processing pipeline or included in the training dataset. Such samples can be found with manual analysis by an expert or with anomalous detection algorithms. There are several formal definitions for the anomaly samples. For neural networks, the anomalous is usually defined as out-of-distribution samples. This work proposes methods for supervised and semi-supervised detection of out-of-distribution samples in image datasets. Our approach extends a typical neural network that solves the image classification problem. Thus, one neural network after extension can solve image classification and anomalous detection problems simultaneously. Proposed methods are based on the center loss and its effect on a deep feature distribution in a last hidden layer of the neural network. This paper provides an analysis of the proposed methods for the LeNet and EfficientNet-B0 on the MNIST and ImageNet-30 datasets.

Index Terms—anomaly detection, novelty detection, outlier detection, deep feature space, EfficientNet

I. INTRODUCTION

Convolutional neural networks as an image processing approach show the best performance for the image classification problem. However, the usage of neural networks in real-life applications has a number of practical challenges. Primarily, these challenges are related to datasets: small size of the training dataset, train-test leakage, sample imbalance, and others. Other problems are related to user behavior. For example, these are irrelevant and poor quality of user-produced data.

Detection of unusual, irrelevant, or adversarial data is important both for the creation of a proper training dataset and for filtering irrelevant samples during the inference. Several formal definitions are proposed for these problems, such as anomaly detection, novelty detection, outlier detection, or out-of-distribution detection. In this work, we use terms definitions from [1]. An anomalous detection is a general term for the detection of any unusual or unwanted data. An out-of-distribution (OOD) detection is a more specific problem. This is the detection of samples that are included in the distribution of test samples (inference samples) but are not included in the distribution of training samples. OOD detection problem assumes that detected samples unintentionally appear in the test dataset and their inclusion in the training dataset is not required after detection. That problem focus differentiates OOD detection from adversarial attack detection and novelty detection, respectively.

According to [1], OOD detection approaches may be trained with supervised, semi-supervised, or unsupervised learning. In the first case, the algorithm observes in-distribution and OOD samples with proper markup. Thus, OOD detection is equivalent to a binary classification problem. Semi-supervised learning uses only the in-distribution samples. Unsupervised learning does not use any data markup. Evaluation of OOD detection methods requires the main dataset with in-distribution samples and anomalous dataset with proper out-of-distribution samples.

There are a lot of methods for anomaly and OOD detection in vector datasets: the local outlier factor, Mahalanobis distance, isolation forest, one-class support vector machine, autoencoder, variational autoencoder [2], [3], gaussian mixture model for variational autoencoder, and others. Most of them are implemented in open-source libraries [4], [5]. Methods for anomaly detection in image datasets are also proposed. For example, this is a convolutional autoencoder. Recent studies propose methods based on contrastive learning [6], and variations of a RotNet [7].

All listed approaches focus only on anomalous or OOD detection problems. However, these problems are rarely the main goals of data processing and, usually, they are only small parts of a bigger data processing workflow. Neural networks are a computationally expensive approach. For this reason, an extension of neural networks is preferable to adding one more neural network to the workflow.

This study proposes two methods which extend convolutional neural networks for image classification problem. The extended networks solve classification and OOD detection problems simultaneously. Thus, methods reduce time and computational cost for the training and inference of neural networks. The first proposed method is a semi-supervised approach that combines Mahalanobis distance and a center...
loss \[8\]. The second method is a supervised OOD detection approach based on multi-layer perception as the second head of the neural network. Both approaches were evaluated with MNIST \[9\], FashionMNIST \[10\], and ImageNet30 \[7\] datasets using LeNet \[11\] and EfficientNet-B0 \[12\] neural networks.

II. METHODS

Fig. 1 shows a typical convolutional network that solves a classification problem \[13\]. The neural network obtains a mini-batch of images \( \{X_i\}_{i=0}^M \) and produces a set of predicted classes \( \{\hat{y}_i\}_{i=0}^M \). A set of true classes is \( \{y_i\}_{i=0}^M \). The last hidden layer provides a set of deep feature vectors \( \{x_i\}_{i=0}^M \). Our approaches to OOD detection extends such neural networks.

![Fig. 1. The typical convolutional neural network for image classification.](image)

Semi-supervised OOD detection method compliments cross-entropy loss with a center loss:

\[
L = L_S + \lambda L_C = \sum_{i=1}^{m} \log \frac{e^{W_{y_i}^T x_i + b_{y_i}}}{\sum_{j=1}^{n} e^{W_{j}^T x_i + b_{j}}} + \frac{\lambda}{2} \sum_{i=1}^{m} ||x_i - c_{y_i}||_2^2 ,
\]

where \( L \) denotes a complex loss function; \( L_S \) denotes a softmax function with a cross entropy; \( L_C \) denotes the center loss function; \( \lambda \) is a balancing coefficient; \( n \) and \( m \) denote a number of class and a size of mini-batch, respectively; \( x_i \in \mathbb{R}^d \) denotes the \( i \)th deep feature, belonging to the \( y_i \)th class; \( d \) is a feature dimension; \( W_{y_i} \in \mathbb{R}^d \) denotes the \( i \)th column of the weights \( W \in \mathbb{R}^{d \times n} \) in the last fully connected layer and \( b \in \mathbb{R}^n \) is the bias term; \( c_{y_i} \in \mathbb{R}^d \) denotes the \( y_i \)th class center of deep features.

Training of neural network for classification problem is performed with the main training dataset. After the training, all samples \( X_i, i \in [1, M] \), \( i \in \mathbb{N} \) passed to the neural network and this generates deep feature vectors \( x_i = T(X_i) \). Each vector belongs to one given class \( \{(x_i, y_i)\}_{i=1}^M \). Let us denote subset of deep features that relates to \( y_i \)th class as \( \{x_i^{(y_i)}\} \). Each subset of deep features determines a mean vector \( \mu^{(y_i)} \) and covariance matrix \( S^{(y_i)} \). Obtained vectors determine Mahalanobis distances for each class:

\[
D_M^{(y_i)}(x) = \sqrt{(x - \mu^{(y_i)})^T (S^{(y_i)})^{-1} (x - \mu^{(y_i)})},
\]

Distances of deep features obtained for \( y_i \)th determines \( \theta^{(y_i)} \) that is a threshold criteria. We choose threshold as 97.5% percentile:

\[
\theta^{(y_i)} = \text{percentile}\{D_M^{(y_i)}(x)|x \in \{x_i^{(y_i)}\}_{i=1}^M\}, 0.975.
\]

Training with center loss provides a deep feature space, where \( x_i^{(y_i)} \) groups around proper centroids. We assume that OOD samples \( X^{(-1)} \) transformed to deep feature vector \( x^{(-1)} \) that are far from any centroids. The following criteria are used to differentiate OOD and normal sample:

\[
P(X) = Q(T(X)),
\]

\[
Q(x) = \bigvee_{i=1}^{n} (D_M^{(y_i)}(x) \leq \theta^{(y_i)}),
\]

where \( P(X) \equiv \text{False} \) for OOD samples, and \( P(X) \equiv \text{True} \) for normal samples.

Supervised OOD detection method also uses the center loss but analysis of the deep features vectors are performed with the multi-layer perceptron instead of the Mahalanobis distance criteria. The multi-layer perceptron includes three fully connected layers with 256, 256, and 1 neuron respectively. Two layers use ReLU as the activation function, and the last layer uses the sigmoid function. The second head is trained with the binary cross-entropy loss function.

Training of the neural network is performed in two-stage. The first stage is training for the classification problem with the main training dataset. The backpropagation algorithm here uses complex loss \( L = L_S + \lambda L_C \) and propagates a prediction error from the main head to the general part of the neural network. The second stage is a training of the second head for OOD prediction, using samples from the anomalous dataset as the zeros class and samples from the main dataset as the first class. This problem is equivalent to binary classification, where the zeros class is OOD samples, and the first class is normal samples.

Analysis of the proposed method were performed using modified LeNet \[11\] and EfficientNet-B0 \[12\] neural networks. The modified LeNet have the same structure as the network from the original work \[11\], but we replace average pooling layers with max-pooling layers and replace hyperbolic tangent activation functions with rectifier linear unit functions \[13\]. These changes aim to increase of the training and inference performance. The EfficientNet-B0 \[12\] were adopted from \[12\] without change.

This study uses datasets of the handwritten digit (MNIST), images of clothing (FashionMNIST), and images of real-world objects (ImageNet30, \[7\]). The MNIST and FashionMNIST consist of grayscale images with the size of 28x28 px. The ImageNet30 dataset consists of RGB-images with size of 256x256 px. Datasets of main data and anomaly data were obtained using splitting of MNIST dataset into MNIST-0 and MNIST-1..9 datasets according to the zero and other digits. MNIST and MNIST-1..9 were used as the main datasets, the FashionMNIST and MNIST-0 as the anomaly dataset. We experimented with 3 different splits of ImageNet-30: ImageNet-30a consists of images from 0 to 9 classes, ImageNet-30b consists of images from 10 to 19, and ImageNet-30c consists of images from 10 to 19. In computational experiments, one of three datasets become the main dataset and another one becomes the anomalous dataset.
III. RESULTS

Fig. 2 shows F1-score for the classification problem. The LeNet network on MNIST and MNIST-1..9 showed the F1-score in a range from 0.9852 to 0.9915. The EfficientNet-B0 on the ImageNet-30a, ImageNet-30b, ImageNet-30c showed F1-score in range from 0.9897 to 0.9989. The performance of EfficientNet in the last case was better because this neural network includes more hidden layers. The value of the balancing coefficient $\lambda$ significantly affected the classification accuracy and F1-score. Usage of the center loss improved the classification accuracy of the LeNet in all experiments. The center loss also improved results for ImageNet-30 in one of three experiments. The worst decrease of classification accuracy and F1-score caused by center loss did not overcome 0.0052 and 0.005295 respectively. Thus, we suppose that usage of the center loss is appropriate in real-life applications. According to ranges of F1-scores, the optimal value of the balancing coefficient $\lambda$ was 0.1 or 1. Fig. 3 shows the performance of anomaly detection with the proposed semi-supervised OOD detection method. As can be seen, the center loss improved the F1-score in all five experiments. The F1-score raised more than 0.03 points in three cases. According to ranges of F1-scores, the optimal value of the balancing coefficient $\lambda$ is 0.1 or 1. Analysis of results for supervised classification provided opposite results. As shown in Fig. 4 the best F1-score for OOD detection was reached without the center loss ($\lambda = 0.0$). The OOD detector performance was decreased by 0.19 points in the worst case. This effect is more significant for datasets with real-world objects and for deeper neural networks. OOD detection for the supervised method was better than for the unsupervised. F1-score for semi-supervised approach was in range $[0.8695, 0.9913]$ for the LeNet and was range $[0.7172, 0.8149]$ for the EfficientNet. Supervised approach shows F1-score in ranges $[0.9881, 0.9990]$ and $[0.8083, 0.9727]$, respectively. Thus, we conclude that the supervised method is preferable in real applications. According to obtained results, the center loss is suitable for the semi-supervised method, but cannot bring advantages in supervised OOD detection. These were be studied more precisely using ROC curve analysis. Fig. 5 shows ROC for both methods under $\lambda = 0$ or $\lambda = 1$. ROC curves for semi-supervised method were built by simultaneous variation of all thresholds $\theta_{(y)}$ in range $[0, 6]$. ROC curves for the supervised method were obtained using a variety of thresholds in the sigmoid function. The plots show that the increase of $\lambda$ affected two methods in opposite directions. High $\lambda$ improved the semi-supervised approach, but the center loss decreased area under the curve for the supervised one. Above in the text, we introduce criteria for OOD detection assuming that normal samples are localized near the centroids. Fig. 6 proves this assumption. Without centroids OOD and normal samples form an unstructured distribution with mean near to the zero vector.
IV. DISCUSSION

In this study, we propose supervised and semi-supervised methods for anomaly detection in image dataset (out-of-distribution samples detection). The proposed approaches extend a typical convolutional neural network that solves the problem of image classification. Thus, the modified network performs classification and OOD detection simultaneously. The semi-supervised approach is based on the usage of the center loss to build the suitable distribution of deep vectors and usage of Mahalanobis distance for analysis of this distribution. The supervised approach is based on the second head that analyzing deep features.

The semi-supervised method is more agile because it does not require a dataset with anomaly samples for training. Usage of the center loss affects the image classification accuracy insignificantly but strongly affects the deep feature distributions. Normal samples are grouped near the centroids while out-of-distribution samples are grouped near the zero vector. Then, criteria (4) separates OOD and normal samples from image datasets. Increasing the balancing coefficient $\lambda$ improves the accuracy and area under the ROC curve for OOD detection.

The supervised approach shows better performance than the semi-supervised. That makes it favorable for real application. However, this approach is strongly dependent on the choice of a proper anomalous dataset. The center loss should not be used with the supervised approach.
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