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Abstract

Removing adverse weather conditions like rain, fog, and snow from images is an important problem in many applications. Most methods proposed in the literature have been designed to deal with just removing one type of degradation. Recently, a CNN-based method using neural architecture search (All-in-One) was proposed to remove all the weather conditions at once. However, it has a large number of parameters as it uses multiple encoders to cater to each weather removal task and still has scope for improvement in its performance. In this work, we focus on developing an efficient solution for the all adverse weather removal problem. To this end, we propose TransWeather, a transformer-based end-to-end model with just a single encoder and a decoder that can restore an image degraded by any weather condition. Specifically, we utilize a novel transformer encoder using intra-patch transformer blocks to enhance attention inside the patches to effectively remove smaller weather degradations. We also introduce a transformer decoder with learnable weather type embeddings to adjust to the weather degradation at hand. TransWeather achieves significant improvements across multiple test datasets over both All-in-One network as well as methods fine-tuned for specific tasks. TransWeather is also validated on real world test images and found to be more effective than previous methods. Implementation code can be found in the supplementary document. Code is available at https://github.com/jeya-maria-jose/TransWeather.

1. Introduction

Weather conditions like rain, fog, and snow reduce the visibility and corrupt the information captured by an image. This drastically affects the performance of many computer vision algorithms like detection, segmentation and depth estimation [3, 5, 41, 52, 59] which are important parts of autonomous navigation and surveillance systems [28, 34–36]. Hence, it is essential to remove adverse weather effects from images in order to make these vision systems more reliable. Also, a clean image without any weather degradation is desired in photography. Early methods for weather removal involve modelling priors for weather conditions using empirical observations [13, 45, 46]. These priors have to be modelled separately for each weather condition and a common prior modelled for all weather conditions is not effective. Recently, Convolutional Neural Networks (CNNs) based solutions have been explored extensively for deraining [11, 37, 53, 56, 61, 63, 69, 70, 76], dehazing [8, 19, 41, 57, 69, 71, 72], desnowing [29, 44, 73] and raindrop removal [37, 40, 66]. Transformer-based methods have also been explored for weather removal tasks achieving better performance than CNNs [38, 48, 74]. Most of these methods just focus on one task at hand or fine-tune the model separately for each task. Although they achieve excellent performance, these are not generic solutions for all adverse weather removal problems as the networks have to trained separately for each task. This makes it difficult to adopt them for real-time systems as there have to be multiple models making it computationally complex. Also, the
system would have to decide and switch between a series of weather removal algorithms (Figure 1 (a)) making the pipeline more complicated.

Recently, Li et al. [23] proposed an All-in-One bad weather removal network which was the first work to propose an algorithm that takes in an image degraded by any weather condition as input and predicts the clean image. All-in-One network was tested across 3 datasets of rain, fog, and snow removal and achieved better or comparable performance than the previous methods which were tuned individually on separate datasets. All-in-One network is CNN-based and uses multiple encoders. In particular, it uses separate encoders for the different weather degradation at hand and uses neural architecture search to find the best network to address the problem (Figure 1 (b)). This network is still computationally complex as there are multiple encoders. To the best of our knowledge, no other methods apart from All-in-One network [23] have been proposed for a generic adverse weather removal in the literature. Although recent methods like MPR-Net [67], U-former [55], Swin-IR [27] have been proposed as generic restoration networks validated on multiple datasets, they are still fine-tuned on the individual datasets and do not use a single model for all the weather removal tasks.

In this work, we propose a single encoder-single decoder transformer network, called TransWeather, to tackle all adverse weather removal problems at once. Instead of using multiple encoders, we introduce weather type queries in the transformer decoder to learn the task (Figure 1 (c)). Here, the multi-head self attention mechanisms take in weather type queries as input and match it with keys and values taken from features extracted from the transformer encoder. These weather type embeddings are learned along with the network to understand and adjust to the weather degradation type present in the image. The decoded features and the hierarchical features obtained form the encoder are fused and projected to the image space using a convolutional block. Thus, TransWeather just has one encoder and one decoder to learn the weather type as well as produce the clean image. Transformers are good at extracting rich global information when compared to CNNs [9]. However, we argue that when the patches are large like in ViT [9], we fail to attend much to the information within the patch. Weather degradations like rain streak, rain drop and snow are usually small in size and so multiple artifacts can occur within a single patch.

To this end, we propose a novel transformer encoder with intra-patch transformer (Intra-PT) blocks. Intra-PT works on sub-patches created from the original patches and excavates features and details of smaller patches. Intra-PT thus focuses on attention inside the main patches to remove weather degradations effectively. We use efficient self-attention mechanisms to calculate the attention between sub-patches to keep the computational complexity low. From our experiments, we find that introducing Intra-PT blocks enhances the performance of transformer and helps it adapt better to weather removal tasks. We train our network on a similar configuration as All-in-One and obtain superior performance across multiple test datasets for rain removal, snow removal, fog removal and even a combination of these weather degradations. We also outperform the methods designed specifically for these individual tasks which are finetuned on those datasets. We also show that TransWeather is fast during inference. Finally, we also test TransWeather on real-world weather degraded images, achieving excellent performance compared to the previous methods. TransWeather can act as an efficient backbone in the future for generic weather removal frameworks.

The key contributions of this work are as follows:
- We propose TransWeather - an efficient solution for all adverse weather removal problem with just a single encoder and a single decoder using transformers. We propose using weather type queries to efficiently handle the All-in-One problem.
- We propose a novel transformer encoder using intra-patch transformer (Intra-PT) blocks to cater to fine detail feature extraction for low-level vision tasks like weather removal.
- We achieve state-of-the-art performance on multiple datasets. We also validate the effectiveness of the proposed method on real-world images.

2. Related Works

Adverse weather removal problems like deraining [16, 21, 25, 51, 61, 65, 76], dehazing [1, 2, 10, 22, 42, 69], desnowing [29, 44, 44, 73] and rain drop removal [37, 39, 40, 66] have been extensively explored in the literature.

Rain Streak Removal: Yang et al. [61] used a recurrent network to decompose rain layers to different layers of various streak types to remove the rain. Zhang et al. [70] proposed using a conditional GAN for image deraining. Yasarla et al. [68] explored using Gaussian processes to perform transfer learning from synthetic rain data to real-world rain data. Quan et al. [39] used a complementary cascaded network to remove rain streaks and raindrops in a unified framework. A more detailed survey of various rain removal methods can be found in [62].

Fog Removal: Li et al. [18] proposed a CNN network considering both atmospheric light and transmission map to perform dehazing. Ren et al. [45] proposed pre-processing a hazy image to generate multiple inputs thus introducing color distortions to perform dehazing. Zhang and Patel [68] proposed a pyramid CNN network for image dehazing. Zhang et al. [72] proposed a hierarchical density aware network for image dehazing.

Rain drop Removal: You et al. [66] proposed using temporal information to perform video-based raindrop removal. Qian et al. [37] used an attention GAN to remove raindrop
and also introduced a new dataset. Quan et al. [40] used a
dual attention mechanism to remove effects of raindrops.

**Snow Removal:** Desnow-Net [29] was one of the first
CNN-based methods proposed to remove snow from an image. Li et al. [20] proposed a stacked dense network for
snow removal. Chen et al. [6] proposed JSTASR in which a
size and transparency aware method was proposed to re-
move snow. Recently, DDMSNet [72] proposed a deep
dense multiscale network using semantic and geometric pri-
ors for snow removal.

**All-in-One Weather Removal:** All-in-One Network [23]
was proposed to handle multiple weather degradations us-
ing a single network. All-in-One uses a generator with mul-
tiple task-specific encoders and a common decoder. It uses
a discriminator to classify the degradation type and only
backpropagates the loss to specific encoders. It also uses
neural architecture search to optimize the feature extraction
from the encoder.

**Transformers in low-level vision:** Since the introduc-
tion of Vision Transformer (ViT) [9] for visual recogni-
tion, transformers have been widely adopted for various
computer vision tasks [12, 31, 49, 60, 75]. Especially for
low-level vision, Image processing transformer [4] shows
how pretraining a transformer on large-scale datasets can
help in obtaining a better performance for low-level ap-
lications. U-former [55] proposed a U-Net based trans-
former architecture for restoration problems. Swin-IR [27]
adopted Swin Transformer [30] for image restoration. Zhao
et al. [74] proposed a local-global transformer specifically
for image dehazing. A multi-branch network [48] for de-
washing was also proposed based on swin transformer. In
ETDNet [38], an efficient transformer block to extract fea-
tures in a coarse to fine way for image deraining was pro-
posed.

Unlike the above methods, we propose a transformer-
ated single-encoder single-decoder network to solve all
adverse weather removal tasks using a single model in-
stance. Our Transformer encoder is also modified to cater
to low-level tasks with the introduction of intra-patch trans-
former block. Our transformer decoder is trained with
weather type queries to learn the task and uses that infor-
mation to restore the clean image.

### 3. Proposed Method - TransWeather

In the literature, different weather phenomena have
been modelled differently with regards to the underlying
physics involved. Rain drop [37] is modelled as

\[
I = (1 - M) \odot B + R, \tag{1}
\]

where \( I \) is the degraded image, \( M \) is the mask, \( B \) is the back-
ground and \( R \) is the raindrop residual. Heavy rain with rain
streaks and fog effect [21] is modelled as

\[
I = T \odot (B + \sum_{i} R_i) + (1 - T) \odot A, \tag{2}
\]

where \( T \) is the transmission map produced by scattering ef-
fect, and \( A \) is the atmospheric light in the scene. According to [29], snow is generally modeled as

\[
I = M \odot S + M \odot (1 - z), \tag{3}
\]

where \( z \) is a mask indicating snow and \( S \) corresponds to
snow flakes. All-in-One method [23] generalizes the ad-
verse weather removal problem as

\[
B = D(E_p(I_p)), \tag{4}
\]

where \( E \) corresponds to the encoder and \( D \) corresponds to
the decoder. \( p \) represents the weather type present in the
image. Note that for each weather type a different encoder
is used. In this work, we follow a similar formulation of all
adverse weather removal as

\[
B = T(I_p), \tag{5}
\]

where \( T \) corresponds to TransWeather which consists of a
weather agnostic encoder and decoder network unlike All-
in-One Network. The weather type queries are learnt along
with the parameters of \( T() \) thus making the problem setup
more generic. We motivate this setup because a problem as
generic as weather removal cannot be addressed by merely
seeking for perfection on solving individual tasks. This for-
mulation not only makes the process computationally ef-

cient, but also helps in using complimentary information
between the tasks to further improve the performance. Fur-
thermore, it is also grounded with regards to how human vi-
sion works as our visual cortex can perform multiple tasks
without any difficulty. This view is widely agreed in neuro-
biology as the visual cortex does not have different modules
for different perception tasks [24, 32].

### 3.1. Network Architecture

Given a degraded image \( I \) of size \( H \times W \times 3 \), we first
divide it into patches. We then feed forward the patches
to a transformer encoder containing transformer blocks at
different stages. Across each stage, the resolution is re-
duced to make sure the transformer learns both coarse and
fine information. We then use a transformer decoder block
that uses the encoded features as keys and values while using
learnable weather type query embeddings as queries. The
extracted features are then passed through a convolu-
tional projection block to get the clean image of dimensions
\( H \times W \times 3 \). An overview of the network architecture of
TransWeather can be found in Figure 2. In the following
sections, we describe these components in detail.

#### 3.1.1 Transformer Encoder

We generate a hierarchical feature representation of the in-
put image by extracting multi-level features in the trans-
former encoder. The features are extracted at different
Figure 2. Overview of the proposed TransWeather network. A degraded image is forwarded to transformer encoder to extract hierarchical features. The encoder has intra-patch transformer blocks to extract features from smaller sub-patches created from the main patch. The transformer decoder has learnable weather type queries to obtain the task feature. Then, the hierarchical features from encoder as well as the task feature from decoder are forwarded to a convolutional projection block to obtain the clean image.

stages in the encoder thus facilitating extraction of both high-level and low-level features. Across each stage, we perform overlapped patch merging [59]. Using this we combine overlapping feature patches to get features of the same size as that of non-overlapped patches before passing the features to the next stage.

**Transformer Block:** In each transformer block, we use multi-head self-attention layers and feed forward networks to calculate the self-attention features. The computation can be summarized as:

\[ T_i(I_i) = FFN(MSA(I_i) + I_i), \]  

where \( T() \) represents the transformer block, \( FFN() \) represents the feed forward network block, \( MSA() \) represents multi head self-attention, \( I \) is the input and \( i \) represents the stage in the encoder. Similar to the original self-attention network, the heads of queries (\( Q \)), keys (\( K \)) and values (\( V \)) have same dimensions and are calculated as:

\[ \text{Attn}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d}} \right) V, \]

where \( d \) represents the dimensionality. Note that we have multiple attention heads in each transformer block and that this number is a hyper-parameter which we vary across each stage in the transformer encoder. More details regarding the hyper-parameter settings can be found in the supplementary document. We reduce the complexity of the original self-attention from \( O(N^3) \) to \( O(N^2) \) by introducing a reduction ratio \( R \) [54]. We reshape the keys into a dimension from a dimension of \((N, C)\) to a dimension of \( (\frac{N}{R}, C.R)\). We then use a linear layer to get the second dimension back to \( C \) from \( C.R \). Hence, the keys get a dimension of \( \frac{N}{R} \times C \) thus reducing the complexity while calculating the self-attention. The self-attention features are then passed to a FFN block. The FFN block used here has a slight variation from ViT as we introduce using depth-wise convolution to MLP inspired from [26, 58, 59]. Using depth-wise convolution here helps bring locality information and provide positional information for transformers as shown in [59]. The computation in the FFN block can be summarized as follows:

\[ FFN_{i}(X_{i}) = MLP(GELU(DWC(MLP(X_{i})))) + X_{i}, \]

where \( X \) refers to self-attention features, \( DWC \) is depth-wise convolution [7], \( GELU \) is Gaussian error linear units [14], \( MLP \) is multi-layer perceptron, \( i \) indicates the stage.

**Intra-Patch Transformer Block:** The intra-patch transformer blocks are present in between each stage in the transformer encoder. These blocks take in the sub-patches created from the original patches as the input. These sub-patches are fixed in dimensions half of height and width of the original patch. Intra-PT also utilizes a similar transformer block as explained above. We use a high \( R \) value to make the computation very efficient in the Intra-PT block. Intra-PT block helps in extracting fine details helpful in removing smaller degradation as we operate on smaller patches. Note that the Intra-PT block creates patches at the feature level except at the first stage where it is done at the image level. The output self-attention features from the Intra-PT block are added to the self-attention features from the main block across the same stage. The formulation of feed forward process in our transformer encoder can be summarized as follows:

\[ Y_i = MT_i(X_i) + IntraPT_i(P(X_i)) \]

where \( I \) is input to the transformer across each stage, \( Y \) is the output across each stage, \( MT() \) is the main transformer block, \( IntraPT \) is the intra-patch transformer block, \( P() \) corresponds to the process of creating sub-patches from the input patches and \( i \) denotes the stage.

### 3.1.2 Transformer Decoder

In the original transformer decoder [50], an autoregressive decoder is used to predict the output sequence one element at a time. Detection transformer (DETR) [3] uses
object queries to decode the box coordinates and class labels to produce the final predictions. Inspired from them, we define weather type queries to decode the task, predict a task feature vector and use it to restore the clean image. These weather type queries are learnable embeddings which are learnt along with the other parameters of our network. These queries attend to the feature outputs from the transformer encoder. The transformer decoder here operates at a single stage but has multiple blocks. We illustrate the transformer decoder block in Figure 3. These transformer blocks are similar to encoder-decoder transformer blocks [50]. Unlike self-attention transformer block where Q, K and V are taken from the same input, here Q is weather type learnable embedding while K and V are the features taken from the last stage of the transformer encoder. The output decoded features represent the task feature vector and are fused with the features extracted across the transformer encoder at each stage. All of these features are forwarded to the convolutional tail to reconstruct the clean image.

![Figure 3. Configuration of the transformer block in the decoder.](image)

**3.1.3 Convolutional Projection Block**

The set of hierarchical transformer encoder features and task features from the transformer decoder are passed through a set of 4 convolutional layers to output the clean image. We also use an upsampling layer before every convolutional layer to get back to the original image size. We also have skip connections across each stage in the convolutional tail from the transformer encoder. We also use a tanh activation function in the final layer.

**3.2. Loss**

Our network is trained in an end-to-end fashion using a smooth L1-loss between the prediction (\(\hat{I}\)) and the ground truth (\(G\)) defined as follows:

\[
L_{\text{smooth}L_1} = \begin{cases} 
0.5E^2 & \text{if } |E| < 1 \\
|E| - 0.5 & \text{otherwise}
\end{cases},
\]

where E = \(I - G\). We also add a perceptual loss that measures the discrepancy between the features of prediction and the ground truth. We extract these features using a VGG16 network [47] pretrained on ImageNet. We extract features from the 3rd, 8th and 15th layers of VGG16 to calculate the perceptual loss. The perceptual loss is formulated as follows:

\[
L_{\text{perceptual}} = L_{\text{MSE}}(VGG_{3,8,15}(\hat{I}), VGG_{3,8,15}(G)).
\]

The total loss can be summarized as follows

\[
L_{\text{total}} = L_{\text{smooth}L_1} + \lambda L_{\text{perceptual}},
\]

where \(\lambda\) is a weight that controls the contribution of \(L_{\text{perceptual}}\) and L1-loss on the overall loss.

**4. Experiments**

We conduct extensive experiments to show the effectiveness of our proposed method. In what follows, we explain the datasets, implementation details, experimental settings, results and comparison with state-of-the-art methods.

**4.1. Datasets**

We train our network on a combination of images degraded from a variety of adverse weather conditions similar to All-in-One Network [23]. We follow the same training set distribution used in All-in-One for fair comparison. The training data consists of 9,000 images sampled from Snow100K [29], 1,069 images from Raindrop [37] and 9,000 images of Outdoor-Rain [21]. Snow100K has synthetic images degraded by snow, raindrop has real raindrop images and Outdoor-Rain has synthetic images degraded by both fog and rain streaks. We term this combination of training data as “All-Weather” for better representation.

We test our methods on both synthetic and real-world datasets. We use the Test1 dataset [21, 23], the RainDrop test dataset [37] and the Snow100k-L test set [29] for testing our method. In addition, we also evaluate on real-world images degraded by rain streaks and rain drops.

**4.2. Implementation Details**

We implement our method using Pytorch framework [33] and train it using an NVIDIA RTX 8000 GPU. We use an Adam optimizer [17] and a learning rate of 0.0002. We use a learning rate scheduler that anneals the learning rate by 2 after 100 and 150 epochs. The network is trained for a total of 200 epochs with a batch size of 32. Other hyperparameters regarding the TransWeather architecture can be found in the supplementary document.

**4.3. Comparison with state-of-the-art methods**

First, we compare our method with state-of-the-art methods which are designed specifically for each task: rain drop removal, snow removal and rain+haze removal. For rain drop removal, we compare the performance with state-of-the-art methods like Attention GAN [37], Quan et al. [40], and complementary cascaded network (CCN) [39]. For snow removal, we compare with Desnow-Net [29], JSTASR [6] and Deep Dense Multi-Scale Network (DDMSNet) [73]. For rain+fog removal, we compare with HRGAN [21], Details-Net [11], Recurrent squeeze-and-excitation context network [31], Luis et al. [38], and DehazeNet [7].
Table 1. **Quantitative Comparison on the Test1 (rain+fog) dataset based on PSNR and SSIM.** DHF represents De-Hazing First and DRF represents De-Raining First. † means higher the better.

Table 2. **Quantitative Comparison on the SnowTest100k-L test dataset based on PSNR and SSIM.** † means higher the better.

Table 3. **Quantitative comparison on the RainDrop test dataset based on PSNR and SSIM.** † means higher the better.

4.3.1 Referenced Quality Metrics

We use PSNR and SSIM to evaluate the performance of different models. We tabulate the quantitative results in terms of PSNR and SSIM in Tables 1, 2, and 3 while evaluating on the Test1 (fog+rain removal), Snow100K-L (snow removal) and RainDrop (rain drop removal) test datasets, respectively. As Test1 has both fog and rain, we sequentially apply deraining and dehazing methods for fair comparison on this dataset. For example, while using Details-Net and RESCAN for deraining, we apply Multi-scale boosted dehazing network (MSBDN) [8] for dehazing. Note that from our experiments we found MSBDN to be the best performing network for dehazing. We compare the performance while applying deraining first, then dehazing and also vice-versa. We train Swin-IR and MPRNet directly on “Outdoor-Rain” (training split of Test1) and test it on Test1 for fair comparison. Similarly, Swin-IR was trained on Snow100K dataset, RainDrop and tested on SnowTest100k-L, RainDrop test datasets respectively. It can be noted that some recent methods like CCN and DDMSNet when fine-tuned on the individual datasets outperform All-in-One. TransWeather is observed to achieve an observed performance when compared to these methods.

4.3.2 Visual Quality Comparison

**Synthetic Images** We illustrate the predictions from synthetic test datasets like Test1 and Snow100k-L in Figures 4 and 5. It can be seen that TransWeather achieves visually pleasing results compared to the previous methods. It works very well in removing both fog and rain streaks as can be seen in Figure 4 while other methods including All-in-One fail to remove at least one of the degradations. It can be seen from Figure 5 that our method removes even the snow particles which are very small in structure while All-in-One has hard time removing them.

**Real-World Images** We illustrate the predictions from real test datasets like RainDrop and Real-World images in Figures 6 and 7. It can be seen in both the figures that TransWeather removes even the finest rain streaks or drops when compared to the previous methods.

5. Discussions

**Ablation Study:** We conduct an ablation study to understand the contributions of individual components proposed in the TransWeather architecture. We start with a base trans-
former encoder architecture and a conv tail. We call this configuration Transformer Base. We then convert the transformer encoder to hierarchical transformer (HE) encoder to extract both high-level and low-level features where we perform patch merging between each stage in the transformer encoder. We then add the intra patch transformer block (Intra-PT) in the encoder. Then we add learnable weather type queries and a transformer decoder block to learn the task embeddings. This configuration corresponds to the TransWeather architecture. All of these models are trained on All-Weather and tested on the Raindrop test dataset. The results of ablation study can be found in Table 4. It can be observed that each individual contribution of this work helps in improving the performance.

| Method                      | PSNR  | SSIM  |
|-----------------------------|-------|-------|
| Transformer Base            | 30.12 | 0.8512|
| + HE                        | 31.62 | 0.8671|
| + HE + Intra-PT             | 32.37 | 0.9463|
| + HE + Intra-PT +Weather Queries | 34.55 | 0.9502|

Table 4. Ablation Study on the RainDrop test dataset. HE denotes converting to hierarchical transformer encoder and Intra-PT represents intra-patch transformer blocks.

What do the weather queries learn? The weather queries are embeddings which learn what type of degradation is present in the image. These queries help in predicting the corresponding task vector which is helpful to inject the task information to get a better prediction. To show this, we visualize the attention maps of eight random queries (out of 512) for three images corresponding to different weather degradations in Figure 8. It is interesting to observe that queries $Q_1$, $Q_3$, and $Q_6$ activate highly for foggy image. They attend throughout the image to all the places afflicted by the fog. Queries $Q_2$, $Q_4$ and $Q_8$ are observed to activate highly for rainy images and the attention maps are sparse corresponding to the rain details. Similarly, queries $Q_5$ and $Q_7$ activate to snow images more when compared to images with rain and fog. This shows that different queries activate for different weather degradations helping TransWeather learn the underlying weather condition and give better predictions. It can also be noted that when an image is degraded by multiple weather conditions, multiple task type queries activate to encode specific tasks. This can be observed from the middle row of Figure 8 where queries that attend to both fog and rain activate as the image is degraded by both of these conditions.

Inference Time: In Figure 1 (bottom row), we compare the inference speed in terms of seconds. The time reported in the table corresponds to the time taken by each model to feed forward an image of dimensions $256 \times 256$ during the inference stage. We note that our method is faster (with just 0.14 seconds per image) during inference when compared to the previous weather removal methods. TransWeather has 31 M parameters which are less than that of All-in-One Network which has 44 M parameters.

Differences from All-in-One: As the All-in-One network [23] is the first method to look into using a single model instance for all weather removal problems, we present clear differences of our method from All-in-One. First, All-in-One is a CNN-based method while TransWeather uses a transformer backbone built specifically for low-level vision tasks with an extra focus on operating on smaller patches. All-in-One uses multiple encoders while TransWeather utilizes a single encoder. All-in-One uses adversarial training and neural architecture search while TransWeather just uses a combination of L1 and perceptual loss making the training more stable. TransWeather also has a faster inference speed, lesser number of parameters while obtaining better quantitative and qualitative performance.

Limitations: Although TransWeather achieves better performance than previous methods, there are still some open
problems that TransWeather does not solve. TransWeather does not perform well in some real world images afflicted by high intensity rains. This can be understood as sometimes real-rain is very different in terms of streak size and intensity and are difficult to model. Moreover, if the intensity of rain is high, it creates a splattering effect when it hits the surface of objects or people in the scene. Removing this splattering effect is still a limitation by all methods including TransWeather. A sample limitation is illustrated in Figure 9.

6. Conclusion

In this work, we proposed TransWeather - an efficient transformer-based solution for the all adverse weather removal problem. We focus on building a single model instance which can remove any weather degradation present in the image. We build a single encoder-decoder network for restoration while using learnable weather type queries in the decoder to learn the type of weather degradation and use that information for the weather removal process. We also propose a novel transformer encoder architecture base which work on sub-patches thus aiding transformers to remove small weather degradations more efficiently. We extensively experiment on multiple synthetic and real-world datasets where we use a single model instance to get good results while also obtaining a faster inference speed. We also obtain better visual results when tested on real-world adverse weather images.
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