A Method of Image Target Tracking based on Multi Target Algorithm
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\textbf{Abstract.} The target tracking is an important part of video target analysis, and the video target analysis also includes the processing of the image sequence, so as to explore the law of the video moving target, or to test the early warning of semantic and non semantic support in tracking system, including target detection, environment detection, target classification, behavior understanding, target tracking and so on. In this paper, a random finite set framework based on probability hypothesis density algorithm is applied to video target tracking, the image after background subtraction is taken as the observed value, and the clutter is filtered. And also the data association algorithm is applied to associate the target positions at different time points to get the complete target trajectory information, and meanwhile, the number of targets at each moment is estimated. This algorithm can effectively deal with the changes in the number of targets caused by the appearance and disappearance of the target in the scene.

\textbf{Introduction}

As technology advances, improving the accuracy of image target tracking is extremely important for medicine, aerospace and military, industry and agriculture. Image target tracking usually apply the method of manual extraction, which is not only a waste of time and power, but also has many difficulties in extraction. However, multi target algorithm can make up for its shortcomings, and multi target algorithm develops from underlying characteristics to multi-level, abstract features in the form of data. In recent years, the application of multi target algorithm in image target tracking field has become the focus of research, which has huge development space.

\textbf{Image Target Tracking based on Multi Target Algorithm}

In the multi-target tracking problem, the random set is actually the number of elements and a set of random variables. When the number of targets is unknown or changing, the number of targets is a discrete random variable, the dimension of the state space will be different with the target value of the number of changes, so the multi target state model and observation model can be expressed as random finite sets form.

The dynamic model and observation model of multi-objective system are described below. Assuming that the \(t-1\) time RFS \(\Xi_{t-1}\) has been obtained, the multi-objective system state at \(t\) time can be expressed as follows,

\[\Xi_t = S_t(X_{t-1}) \cup N_t(X_{t-1})\]  

(1)

\[N_t(X_{t-1}) = B_t(X_{t-1}) \cup \Gamma_t\]  

(2)

Among them, \(S_t(X_{t-1})\) represents a random finite set of targets that continue to appear at the \(t\) moment, and \(N_t(X_{t-1})\) represents a random finite set of new targets at the \(t\) time.
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The above stochastic finite set includes all kinds of behaviors of targets in multi-objective systems, for example, the number of targets changes with time, the emergence and splitting of single targets, and the interaction between targets. The observational model of the time is as follows

$$\sum_{i} = \Theta_{i}(X_{i}) \cup C_{i}(X_{i})$$  \hspace{1cm} (3)

Among them, $\Theta_{i}(X_{i})$ is the RFS produced by $X_{i}$, and $C_{i}(X_{i})$ is the RFS of the observed clutter.

It is assumed that the change of the target state between each frame of the video is small, and the motion of each target is independent. The state transfer equation of a single target is

$$x_{k} = x_{k-1} + v_{k} + w_{k}$$  \hspace{1cm} (4)

Background subtraction or target detection algorithm, such as Adaboost algorithm can be used to get the target's background to detect the target, and the centroid is as the observation value to update the PHD filter. Its likelihood function is set as

$$p(y|x_{i}) = \frac{1}{2\pi |M|^2} \exp[-\frac{1}{2}(y - x_{i})^{T} M^{-1}(y - x_{i})]$$  \hspace{1cm} (5)

The implementation of the target association is as follows

Step 1. Initialization of the set of particles, weight and the number of initial targets.

Step 2. Forecast. Prediction markers for particle distribution is

$$L_{i}^{p}(x_{i}^{(i)}) = L_{i-1}(x_{i-1}^{(i)})$$  \hspace{1cm} (6)

Definition of prediction division is

$$\{P^{p}_{t,1},...,P^{p}_{t,T_{t+i}}\} = \{P^{p}_{t-1,1},...,P^{p}_{t-1,T_{t+i}}\}$$  \hspace{1cm} (7)

New particle distribution markers is

$$L_{i}^{p}(x_{i}^{(i)}) = L_{NEW}$$  \hspace{1cm} (8)

Step 3. Update and define repartition.

$$\{P^{u}_{t,1},...,P^{u}_{t,T_{t+i+1}}\} = \{P^{p}_{t,1},...,P^{p}_{t,T_{t+i}}\} \cup P^{p}_{t,NEW}$$  \hspace{1cm} (9)

Step 4. Resampling. if $x_{i}^{(i)} \in child(x_{i}^{(i)})$, its corresponding mark is

$$L_{i}^{r}(x_{i}^{(j)}) = L^{u}_{i}(x_{i}^{(i)})$$  \hspace{1cm} (10)

The definition is based on the division of the resampling.

Step 5. State estimation. State estimation $\{(x_{t-1},S_{t-1}),...,(x_{t,T},S_{t,T})\}$ marks the new division

$$\{P_{t,1}^{E},...,P_{t,T_{t+i+1}}^{E}\}.$$  \hspace{1cm} (11)

Step 6. Data Association. Create matrix A and matrix C, if $|\{i:x_{i}^{(i)} \in P_{t}^{R} \cap P_{t,k}^{E}\}| \geq \epsilon_{i}N, A_{j,k} = 1.$

$$C_{j,k} = |\{i:x_{i}^{(i)} \in P_{t,j}^{R} \cap P_{t,k}^{E}\}|$$  \hspace{1cm} (11)

If $\sum_{i} A_{j,k} = 0$, $L_{i,j}$ is deleted and the declared goal disappears.

If $\sum_{i} A_{j,k} = 1$, associate $P_{t,j}^{R}$ with $L_{t,k}$. 
if $\sum_j A_{j,k} > 1$, let $k = \arg \max_k C_{j,k}$ and associate $P_{i,j}^R$ with $L_{i,k}$.

Based on the above analysis, this paper constructs the architecture of block diagram of image target tracking, as is shown in Figure 1.

The architecture of block diagram of image target tracking is divided into seven layers, and three input images can be obtained after image data pre-processing; the first layer, the third layer and the fifth layer are convolution layers, realizing feature extraction from lower level to higher level; the second layer, the fourth layer and the sixth layer are lower sampling layers, used for feature dimension reduction, and the seventh layer is the output layer, which is the final extraction feature. Input sample is the pre-selected region extracted by using selective search, the architecture is applied to extract feature, and the multi target algorithm is applied to conduct pattern classification for features. In order to obtain pre-selected region with higher quality and higher recall rate, selective search algorithm is applied. The sizes of convolution layer filter are 9×9, 5×5 and 3×3 respectively, and the output layer is whole connection layer.

**Experimental Results and Analysis**

In the scene, there are vehicles and pedestrians as experimental targets. The background subtraction is used to get the moving target area as the observation value.

Fig. 3 is the tracking result after using PHD filter and track correlation. The 618th frames and 651 frames in the video sequence are selected respectively. It can be seen that the filtering algorithm can eliminate the false alarm target in background subtraction effectively. The continuous trajectory of the target can be obtained by data association.
Figure 3. Finite The tracking results using PHD filtering and trajectory correlation

For better separation, two separate pedestrians on the right can get a complete trajectory tracking. The coincidence of the target has been divided into three parts as shown in Figure (a) and (b), and the track correlation tracking is the only part. The trajectory associated effect of new generation of the target is not ideal, as shown in Figure (a). This algorithm can effectively reduce the false alarm rate in multi-target tracking and improve the tracking accuracy.

Summary

The multi target algorithm has the ability to extract image features independently, and also can extract abstract features. And if the data scale is larger, the extracted feature has better recognition ability. Based on deep convolution updating network, this paper builds target tracking framework. On the basis of the analysis on in-depth architecture error transmission, it proposes parameter tracking method of image features. Simulation results show that compared with traditional method, this method has higher accuracy and low loss rate. And compared with homologous error optimization algorithm, it has faster convergence speed and smoother convergence curve.
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