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Wireless sensor networks (WSN) are infrastructure-less and fully distributed systems of self-configurable and self-organizing nodes that wish to share the IoT devices’ data over the air. WSN consists of homogeneous/heterogeneous sensors dispersed in a particular area to monitor phenomena, such as volcanoes, pressure, sound, temperature, and pollution, then transfer their data to a central location for analysis and decision-making. The deployment of WSNs is often used in difficult places, such as disaster areas, battlefields, conflict zones, and volcanic zones, which require efficient data collection. However, WSNs face many challenges, such as latency, multitasks, and data quality. This paper proposes an efficient solution for multiple data collection tasks exploiting mobile edge computing (MEC) technique-enabled WSN in war field and disaster areas. Firstly, we integrate WSN and MEC to produce a novel data collection framework (WSN). Secondly, we modelled the data collection process, including multiple sensors and tasks. Thirdly, determine the best way to deploy sensors in the targeted area (e.g., military areas, isolated areas, and areas infested with terrorists) to cover the whole destination area, based on set values for data quality. Finally, find an appropriate technique for routing by choosing the routing protocol to improve their capabilities performance and decrease the energy consumption to increase the life of the WSN. Furthermore, the security of WSN is one of the key parameters, especially in the routing protocol, since it is critical to ensure the security of transmitted data and how it is transmitted securely to mitigate the attacks. The framework which works as a simulation tool shows a good result and has been proven the efficient interaction between the MEC and WSN. We compare the results with traditional methods, which proved to outperform them.

1. Introduction

Wireless sensors networks can be viewed as fully distributed, infrastructure-less, and self-configurable systems and self-organizing nodes for sharing data over the air. Nodes could be PCs, mobile phones, printers, and so on. WSN consists of homogeneous/heterogeneous sensors dispersed in a particular area to monitor phenomena, such as pressure, pollution, temperature, and sound, then transfer their data to a central location for analysis and decision-making. There are several challenges with WSN, such as their characteristics (variable capacity, dynamic topology, limited computing, infrastructure-free, and battery life). WSN also deploys in places such as volcanic zones and battlefields where it is not easy to reach and without access to power, which presents yet another challenge.

We present most concepts of WSN and how they work and discuss how deployment, routing protocols, clustering, fault tolerance, and a designed WSN simulation tool will be used to understand the WSN’s capabilities and limitations and help students learn how the WSN application work. Additionally, increasing the WSN capabilities by integrating them with MEC. Many challenges face the WSN to the site management of sensors; most protocols suppose the sensor contains GPS to find out more about their locations and can achieve the accuracy of the site, and it is not cost-effective,
which is equipped with every sensor with a GPS receiver. In order to achieve the deployment strategy, we will reduce the sensors’ numbers required due to the issues associated with getting the sensors to change or recharge their batteries. There are two problems that will be highlighted by this challenge: first, coverage hole, which means the sensor radius will not cover some areas. The second is a connectivity hole, which means some nodes cannot connect and reach the sink. Characteristic of network: the connection between all nodes and the sink could be direct or indirect, depending on the network’s structure. Scalability: any WSN consists of hundreds of nodes, so routing protocols should work with this quantity of nodes [1]. Requirements of sensing application: in this situation, the sensor will be classified depending on the application. The information collected by the sensors in WSNs may contain duplicate data (redundancy).

Wireless Sensor Networks (WSNs) are one of the IoT types since they use the Internet to communicate with several sensors. Smart gateway applications, for instance, are capable of providing services to the user on the Internet via sensors, gateways, and mobile interfaces. The security of WSN is one of the key parameters, especially in the routing protocol, since it is critical to ensure the security of transmitted data and how it is transmitted securely to mitigate the attacks. In [2], the authors proposed a WSN-based industrial monitoring system with high reliability while low power consumption. The medical application market has seen explosive growth over the past few years with the population increase. As a result of the widespread application of emerging technologies in the medical field, high-quality healthcare has been improved.

The main contribution of this work is a proposed WSN and MEC (WSNEC) framework. We aim to find an appropriate method for deploying sensors in the interested area (e.g., areas infested with terrorists and isolated areas militarised) by using an efficient algorithm. The main objectives are to enhance WSN performance mobility and reduce energy consumption. We integrated the MEC with WSN to find a suitable model for routing by selecting the suitable routing protocol communicating with relevant edge nodes to reduce the response time and provide more processing capabilities. Cloud computing is extended to the edge of the network by edge computing nodes [3].

This study is organized as follows. Section 2 introduces the related work. Section 3 presents the system model architecture. Some light is shed on the proposed framework model in Section 4. Afterward, Section 5 discusses the result analysis. Finally, we present the conclusion and future work.

2. Related Work

The growing interest in WSN is due to the MEMS (microelectromechanical system) technology. A sensor node consists of a data processing unit, a sensing unit, and a transfer unit. Sensors today are becoming more energy-efficient and low-cost. Sensor node networks are created due to the large size of the node, and sensors can communicate and correspond with each other [1].

There are many applications for WSN, like military applications; the sensors are widely used in military applications because sensor nodes are low-cost. Besides that, the following features are suitable for military application: robustness, self-regulation, and making error sensor networks correction [4]. Army monitoring, equipment, and ammunition, on the battlefield, cannot monitor the situation of the leaders of their armies, ammunition, and equipment from the reported data, which are collected continuously by sensor nodes and sent to the leaders [3]. Surveillance of enemy, the sensor node deploying heterogeneous groups of sensors capable of monitoring and reporting on many dynamic properties of the terrain, is crucial in a timely way. The report’s information from sensor network fields is periodic and various onboard [3]. Sensors Applications in Environment. Many wireless sensor applications, such as flood detection and forest fire detection. Detection of Flood. Special sensors are equipped with sensors that alert rainfall, water levels, and weather-sensing capabilities, according to the dissemination of data over wireless connections for the sight of the light-sensitive site to the sink [4]. Detection of Forest Fire. Sensor network is deployed heavily as many sensor nodes scattered in a forest area and cooperate via the wireless connection. Such sensors are usually powered by solar energy produced from cells that can be used for a long time. If any node detects a fire, it immediately sends information to the sink. Home automation systems can utilize tiny sensor nodes to observe the operation of several appliances such as the refrigerator, AC, and water heater. These sensors can communicate with each other wirelessly. The system usually provides remote access and external connection to enable the control of these sensors via satellite networks or the Internet [3]. Open Secure Office. Sensors could be connected to most expensive office equipment such as laptops, printers, and PDAs so that when someone tries to steal them, the sensor sends a warning to the local sink that will immediately send a command to the camera to get a photo of that office [5].

David J. Stein and Esq designed the WSN simulator [6]. The network must be deployed during simulation, and simulation must be run. Before deploying the network, set the network parameters, including the number of sensors, sensor period, sensor radius, transmit cost, and cost, receive cost, transmitter period, and directed or random routing [7].

David J. Stein and Esq [6] designed the simulator and its deployment method, which limited the density of sensors; only 400 can be used. The area is fixed that cannot be changed. The sensors will start focusing on a specific area when the number of sensors decreases. It does not matter whether the sensor radius increases or decreases; the number of sensors remains the same, which leads to data redundancy and energy waste.

The simulator proposed in [6] was written by MS C#.NET 2003. Several ideas were taken from this simulator and its operation method. To identify the location of each sensor, we added an ID number for each sensor (Active or Dead). We have developed a numbering algorithm in the deployment method and found several appropriate sensors based on the available sensors and the interesting area. We
have added the flooding technique and gossiping technique for the routing approach.

The concept of edge computing is a new paradigm for IoT data processing that transfers complex computations from the cloud to the edge of networks and devices [8]. Cloud computing cannot replace edge computing as it focuses on balancing communications latency with accurate computations across the wider Internet of things hierarchy [9]. The edge nodes can support local sensing with data preprocessing capabilities and rapid reaction times in the direction of accessing the cloud. Data aggregated, filtered, and preprocessed is sent selectively to the cloud depending on application needs [10]. By distributing access to a wide variety of applications under the macrocontrol of the cloud, edge nodes can deploy a broad range of applications under the cloud’s control. In addition to reducing response time in IoT communications and upload bandwidth to the cloud, edge computing enables real-time interaction at the edge and cloud-based predictive analysis [11].

MEC computing approaches lack improved interoperability between future 5G wireless sensor networks (WSN) and current wireless sensor networks (MEC). With the 5G-MEC paradigm, the author proposes an interoperable architecture that combines a wireless sensor network with a functional but outdated wireless sensor network [12]. As a result, MEC and end-users will take advantage of low latency and high transmission speeds. On the other hand, alternative transmission methods will continue to be used where 5G will not be available (white areas) or where the conditions are more difficult. The authors propose a new paradigm to improve data processing efficiency at the sensor, network, and end-user device levels by making better local resources [12].

This system collects bioinformation, as well as other relevant details such as patient image and environmental temperature. Lastly, WSN connectivity and RFID technology were used to develop a fall monitoring and accurate positioning system for the elderly [13].

3. Framework Architecture

The system architecture consists of the WSN architecture and the MEC architecture. We will detail each part respectively. The WSN and MEC are considered two separate networks, and each network is connected to the other through the gateways. The sensors gateway is linked to the MEC gateway, which guarantees the connection and communication between the two networks.

3.1. Wireless Sensor Networks Architecture. The nodes in WSN can be separated into two types, sensor node and base station node (sink), as shown in Figure 1. Firstly, sensor nodes are a set of nodes that move freely to monitor the physical environment, produce a packet of data, and send it to the BS (sink). Secondly, the sink node gathers the collected data from sensor nodes, and the users use this data packet to analyze the objectives and decision-making.

![Figure 1: Wireless sensor node structure.](image)

The components of the sensor [4] are divided into two parts, as shown in Figure 2, the main components and optional components. The main components include the processing unit, which is responsible for processing the received data and sending it to the sensor’s transceiver unit. Transceiver unit is responsible for receiving and sending data. The sensing unit is responsible for the motion-sensing of the sensor’s environment. The power unit, an essential component in the node, is considered one of the main aims for the researcher to increase the lifetime of the sensor. The location finding system is an optional component used to determine the sensor’s location. Mobilizer is responsible for controlling the movement of the sensor from one location to another. And the power generator is used to recharge the sensor energy to increase the lifetime of the sensor, such as solar.

3.2. MEC Architecture. A distributed MCC system embeds computing resources within the RAN, close to the user’s device. Figure 2 illustrates the proposed framework to integrate WSNs and MEC. The MEC hosts are computing equipment installed at or near base stations (BS) in this framework. The mobile edge host provides local virtual machines (VMs) with lower latency than the remote cloud centers. The MEC consists of a gateway that connects the main gateway of the WSN, which receives the data collected from the sensors field and directs it to the BS, which processes stores, and sends it to the monitoring unit. Each sensor node consists of the sensing unit responsible for sensing the data in the target field, the processing unit filtering the sensed data, the transmission unit to transfer data to the sensor gateway, and providing the power to the sensor node by the power unit.

Additionally, the sensor node location is determined by the position finding unit. In MEC hosts, the virtualization infrastructure within mobile edge hosts supports mobile edge applications running as VMs. The computational jobs are executed, radio network information is provided, bandwidth is managed, and UE positions are reported.

3.3. Clustering Approach. Clustering is a technique used to organize the nodes into groups to provide a suitable framework for developing essential features (i.e., mobility, bandwidth, allocation, routing, and topology management). Cluster heads (CH) are determined by selecting a single node...
A WSN can be arranged into groups using clusters, with each group directly linked to the CH. Cluster sensors can connect directly with their corresponding CH without intermediate sensor nodes. The CHs can transmit gathered data back to the MEC through the sensor gateway, as shown in Figure 3. As a result of the clustering of sensor nodes, a consolidated set of sensed data is generated, energy consumption is reduced, and traffic and contention between clusters are reduced [15].

In clustering, the goal is to build interconnected clusters covering the entire node population. Distributed clustering algorithms can be divided into two families. According to the lowest ID algorithm, the CH is selected as the neighborhood node with the lowest ID. The second algorithm (degrees of connectivity) has the highest level of connectivity. In this status, a neighborhoods’ highest degree of connectivity (degree) becomes a CH. Clustering must consider stability. The cluster must update its CH each time a node with the lowest ID moves into other clusters with the most mobility. Furthermore, when a node with the highest connectivity moves into other clusters, the cluster must reelect its CH [14].

3.3.1. Mobility-Based Clustering Protocol (MBC). MBC is a recent protocol on clustering for WSN. It is based on the algorithm of mobility hierarchical clustering that may produce variable-size clusters based on the mobility characteristic of the nodes [15]. As previously stated, MBC proposes that sensor nodes elect themselves as CHs depending on their mobility and remaining power. Non-cluster-head nodes aim to establish links with cluster heads as soon as possible based on estimated connection times during clustering. According to a time division multiple address system (TDMA), a timeslot is allocated for each node that is not a cluster head. Sensor nodes transmit their sensed information in their timeslot to join a new cluster phase in the steady state if their connection to the previous cluster has been lost with CH; this avoids more packet loss. In addition, this protocol is designed to reduce energy usage, average control overhead, and packet loss and better adapt to highly mobile environments [16]. MBC protocol is divided into the state phase and the setup phase. To increase the successful packet delivery rate in the setup phase, a non-cluster-head node seeks a stable link to a CH.

In the setup phase, the framework attempts to increase the success rate of packet delivery by searching for a stable link to a CH. The sensor node broadcasts a joint request message in the steady-state phase to reduce packet loss when the connection time between a cluster-head and a non-cluster-head ends. In [15], the MBC steps to maintain and construct the several clusters, which are shown in Figures 4 and 5.
Step 1. (dissemination of mobility information).

Nodes periodically communicate their velocity information \( v(m, t) \) to their neighbors, where \( v(m, t) \) is the velocity vector at time \( t \) of node \( m \).

Step 2. (mobility metrics calculation). Based on the moving information of a neighboring node \( m \) at time \( t \), each node computes its relative mobility between nodes \( n \) and \( m \).

\[
v(m, n, t) = v(m, t) - v(n, t).
\]

In this case, whenever two adjacent nodes are near one another, the relative mobility will be updated periodically.

Step 3. (construction of initial cluster).

1. Each node’s mobility varies concerning a mobility threshold \( TH_{mob} \), compared to that threshold.

Step 4. (merging of the cluster).

1. If \( TCH_1 \) is to be included in another \( TCH_2 \) to Step 3.
2. With its current members, child \( TCH_1 \) joins parent \( TCH_2 \).
3. After merging the \( TCH \), there will be new \( TCH \) for the clusters.
4. All nodes in the new cluster will receive routing information using the new \( CH \).

Step 5. (cluster reconstruction/maintenance).

1. The relative mobility between a node in one cluster and the cluster head \( CH < TH_{mob} \) will not change if the node moves into a different cluster; otherwise, Step 5 will be repeated.

4. System Model

Sensors are assumed to have a unique ID, a range for communication, a radius for sensing, and a coordinate for the region of each sensor. Additionally, each sensor also belongs to a single area.

4.1. WSN Parameters. A framework model begins with setting the parameters for the deployment of the sensors and determining their distance from each other. A specific equation will determine how many sensors will be deployed in this area, so the nodes’ number must be appropriate and cover the entire area. The following parameters will be considered in the proposed framework: the sensors number in the network, the network size, and the number of sensors available. If the number of nodes is high value, this increases the network’s density and the number of connections. Sensor range represents the range or the radius of the sensor, which a sensor can detect events and movement Figure 6. Detection delays the delay period between detection events; if the value is set low, the detection process will be almost continuous, affecting the energy, which will lead to more energy consumption. If the value is set as large, the detection process will be at wide intervals, leading to the loss of many events. So, the appropriate value must be set to avoid this problem. Detection energy is the consumed energy during the detection process, and the communication range is the range in which two nodes in the network are able to communicate with each other to exchange data. Transmission time is required to send data packets from one node to another. Setting a high value allows the user to monitor the process of the exchange of packets on the network. Transmission energy is the amount of energy consumed in
sending a data packet. The amount of consumed energy in the received data packet is receiving energy.

4.2. WSN Attribute. The parameter as mentioned earlier will be considered when selecting the sensors; moreover, there are several attributes that we should take into account, which appear in the below tables (Table 1 2).

The proposed frameworks offer flexibility in selecting parameters for sensors, including sensor radius, communications range, and sensor period.

4.3. WSN Deployment Strategies. Deployment of sensors is a critical issue because efficient sensors could reduce costs and enhance the wireless sensor network performance.

WSN deployment strategies have to meet different requirements, such as maintaining network connectivity, maximizing remote sensing coverage, and minimizing the use of sensor nodes. Moreover, it must be deployed in an excellent way to cover the entire field to be monitored and maintain connectivity between every sensor and the rest [17].

Deployment of sensors in the target domain directly determines the network topology, which will affect the coverage and efficiency in the WSNs to avoid two main problems of monitoring coverage (coverage hole and connectivity hole). A good deployment will increase the efficiency of resource allocation in the network and enable better performance in the collection of information and communication. At the same time, preserving topology turns out to be a difficult task because of the failure of any sensor due to the depletion of energy or the destruction of [18]. Every deployment approach focuses on the implementation and maintenance of coverage and connectivity. In this section, we present some of the deployment approaches.

4.3.1. Random Deployment. Placement of the sensor nodes at random is the most efficient method. Random deployment is often desirable to achieve a fairly satisfactory coverage when the destination area is not accessible or prior knowledge is not available for that destination. The random deployment process for wireless network sensor nodes is feasible and practical in the military applications that throw them from airplanes [18]. In our framework, we use random deployment; we assume deployment in the military space.

Challenge. There is no assurance of the coverage for the whole area we require to monitor in the random deployment. There is a possibility of uncovering parts of the area or the whole area, leading to a coverage hole problem [1]. On the other hand, some nodes are discounted or sink. This situation is called a connectivity hole [15]. The density of node can be given by [19]

$$\gamma = \frac{N}{A}$$

where $\gamma$ represents the sensor density in area $A$ if the $N$ indicates the number of nodes. Therefore, the deployment of highly dense sensors helps guarantee that the network connectivity and the coverage will be satisfied [15].

4.3.2. Coverage Strategies. There are three kinds of sensor coverage: coverage of the area, point coverage, and barrier coverage [17]. Firstly, the range of area is where every position of the field of remote sensing must be covered. Secondly, the point coverage is limited to a particular set of target points in the region of interest. Thirdly, barrier coverage minimizes the likelihood that the body passes through the checkpoint or barrier without being detected.

In our proposed framework, we want to monitor the covered interested area with a suitable number of sensors

Area (Width * Length), we calculate the sensors’ number as given:

$$\text{Network Size} = \left( \frac{A}{R^2} \right).$$

Where $A = \text{Width} \times \text{Length}$. (Area),

where $R$ is the sensor radius.

The approach of deployment is randomly depending on random algorithm 1, where $X$ and $Y$ are the coordinates of nodes (randomly placing), and ListSensor[i] is an array of sensors (network nodes).

The sensors are deployed based on the monitoring area, and we set approximately the length and width of the

Figure 6: WSNEC framework model.
destination area. The number of sensors is calculated based on the network size, considering the radius of each sensor, as equation (3). The transmission radius is considered double the sensor radius to ensure complete coverage of the whole area to be monitored, according to the analysis and results that we get from the simulation.

There is a relationship between the transmission radius for the sensor and the number of neighbors associated with this sensor; whenever the transmission radius value is significant, the number of neighbors associated with it is more, and reduce the possibility of data loss, but on the other hand that leads to increase data redundancy.

We encountered two major problems in our sensor’s random deployment: connectivity and coverage problems, as illustrated in Figure 7 8. There are a few coverage holes, and another issue is the whole connectivity problem, which is almost nonexistent and much smaller than the coverage hole problem. We will reduce these problems by determining the number of the appropriate sensors based on the monitoring region and radius of the sensor. Due to the sensor’s radius, coverage holes will be reduced.

Additionally, the transmission radius must be increased to reduce connectivity holes. The proposed framework is designed to automatically set the number of the sensor, allowing for a wide range of sensor configurations. Based on the entered area and the radius of each sensor, the framework automatically computes the number of sensors. There is the manual option in the framework to set any number of sensors for deployment as the other method.

### 4.4. Routing Techniques

Routes in WSNs are different from those in other traditional networks, such as computer networks. Moreover, dynamic topologies of WSN can be in various stages. This model assumes that the nodes are in a fixed location and that the deployment was random. The sensors field sends data packets to the base station (uplink zone) using routes. There are two methods: gossiping and flooding. We also used random techniques, as described in [6]. Using the random method [6], each node is connected downstream by choosing a random path from the sensing zone to the base station until all the data packets are received. The proposed framework uses the flooding technique when the data is collected in the WSN fields and the gossiping technique when the collected data is sent to the MEC center.

#### 4.4.1. Gossiping Technique

In the gossiping technique [1], nodes communicate with randomly chosen neighbors to reduce the computational load. Algorithm 2 shows that in a beginning route, messages are deployed from a sink or a node to the nearest neighbor node [20]. When the neighbor node receives this message, the node confirms the intended receiver. The routing will stop there, and if they are not the intended receiver, it chooses another neighbor node to receive this message; thus, the process is repeated recursively. All visited nodes are permanently listed using this process, preventing the message’s route from becoming infinite. Figure 9 shows a red route; this route of the data is passed down from one node to another until it reaches the uplink zone. Specific parameters determine gossiping, such as residual energy, initial energy, and routing delay. The residual energy emphasizes the nodes’ residual energy in making routing decisions. The initial energy emphasizes the initial energy of the nodes in routing decisions. The routing delay means the time between communication cost and packet-routing decision updates.

| NodeID | Position | PowerLevel | Status |
|--------|----------|------------|--------|
| 0      | (102, 342) | 1000       | Active |
| 1      | (114, 356) | 1000       | Active |
| 2      | (205, 300) | 1000       | Active |
| 3      | (208, 405) | 1000       | Active |
| 4      | (210, 476) | 1000       | Active |
| 5      | (237, 360) | 1000       | Active |
| 6      | (239, 621) | 1000       | Active |
| 7      | (302, 381) | 1000       | Active |
| 8      | (356, 616) | 1000       | Active |
| 9      | (379, 402) | 1000       | Active |
| 10     | (399, 402) | 1000       | Active |

#### 4.4.2. Flooding Technique

Flooding [1] deploys the data packets according to a traditional method, as illustrated in Algorithm 3. Flooding occurs when a packet control is transmitted from the node or the sink to each neighboring
node. This packet is sent by any node that receives it to all its neighbors. As a result, the message is sent to all neighbors nodes that receive it, causing the data to be repeated at each node, leading the nodes to collide. The intended recipient is the only party who knows the message’s information, including the “successful” delivery status. Each node sends the same message to another, repeating the process endlessly. By maintaining all visited nodes list that received the packets, the system will prevent a message’s route from forever recirculating.

4.5. Power Consumption. WSN’s energy management has a considerable impact on their lifetime. Sensor power depletion occurs during the primary sensor’s activities (sensing, communication process, and computation). The sensors consume the most energy during the communication and sensing process. This section computes the energy consumption of communication operation (data transmission and reception) in [21]. Energy can be consumed in

```
Random_deployment( )
ListSensor[i];
While (Count (ListSensor[i] < NetworkSize)
    While (Count (ListSensor[i] < NetworkSize)
        X Random(0,Width);
        Y Random(0,Height);
        Node(X,Y)
        Initial I = 0
        While (i < Count (ListSensor[i])
            If (Sensor(X,i)>NewSensor(X,i))
                Insert (NewSensor(X,i), ListSensor[i]);
                I+=1;
            End While
            If (i = ListSensor[i])
                Insert (NewSensor(X,i), ListSensor[i]);
            End While
        End While
End
```

Algorithm 1: Algorithm of Random Node Deployment

![Figure 7: Coverage hole problem.](image)

![Figure 8: Connectivity hole problem.](image)

![Figure 9: The operation of gossiping.](image)
many sensor activities, such as transmitting the message, processing data, sensing, receiving. The amount of consumed energy can be calculated as shown below [21]:

\[ E_{tx}(d) = (ed^{2\alpha} + E_{elec})k, \]  

(4)

where \( d \) is the size bits of message over a distance, \( \epsilon \in \{\epsilon_{fs}, \epsilon_{mp}\} \) is an amplifier of the transmitter in the free space (\( \sum fs \)) or model of the multipath (\( \sum mp \)), and \( \alpha \) is the path-loss exponent.

Therefore, the total power for each node is given as

\[ E = E_{int} - E_{total}. \]  

(6)

The leading causes of power loss and undesirable in the sensors network are the transfer of energy, collisions, hearing, listening to idle, and the control packages, over-processing nodes. The solutions to eliminate or reduce energy loss are choosing the suitable routing protocol, network design, nodes’ synchronization, scheduling, and management or control capabilities implemented in each sensor [22].

Figures 10 and 11 illustrate how the framework evaluates power consumption. Figure 10 shows the monitoring process at the beginning. This field displays the field power level, which indicates how much energy the sensors consumed, and the field status shows whether the sensors were active. The values decrease sequentially until they become zero. As illustrated in Figure 11, when the value equals zero, the sensor cannot perform any tasks (Death) since the amount of power is insufficient to accomplish any sensing, computation, or communication tasks.

5. Results Analysis

This section will discuss the results that appeared through the running of the simulation with our varying assumptions and parameters settings. We divided the problems into two parts: first, connectivity, coverage, and power consumption problems; second, deployment problem.

5.1. Connectivity, Coverage, and Power Consumption Problems. We divided these settings and assumptions into four stages. Parameter values were changed according to their impact on the power consumption and the sensor’s operation, such as the range of communications and the sensor’s radius, as well as the other assumption that is stated in each stage.

Stage 1. We assume that radius of the sensor’s = 10, radius of the communication = 10, detection cost = 2 dB, sending cost = 5 dB, receiving cost = 2 dB, initial power = 1000 dB, and average time of each iteration (2 minutes).
Table 3 illustrates the problems of connectivity hole, coverage hole, and consumption of power in different interesting areas at a specific time, according to the assumptions mentioned in the first stage. We show that the connectivity problem is entirely nonexistent, which confirms the success of the proposed operation to solve the three problems facing the WSN. As for the coverage, the problem appeared when the area was 6 km, which is considered a safe mode. On the other hand, energy consumption is relatively little except when the destination area is 2 km. In this case, energy consumption reaches 53%, in the worst case; also, this is a good result in the proposed method. Figure 12 also illustrates that.

Stage 2. We assume that the communication radius equal 10 m, the radius of sensor’s = 20 m, detection cost = 2 dB, initial power = 1000 dB, sending cost = 5 dB, and receiving cost = 2 dB.

In the second stage, we observed an increase in power consumption when the radius of the sensor was increased, as well as a decrease in coverage, which had reached 11% to 15% because the number of sensors was reduced to less than half of what it was in the first stage with a radius of 20. This is illustrated in Table 4 and Figure 13. Therefore, that means the proposed model produces efficient results and confirms the success of the proposed operation to the three problems facing the WSN.

Stage 3. We assume that the radius of communication = 20, the radius of sensor’s = 10, sending cost = 5 dB, detection cost = 2 dB, receiving cost = 2 dB, and initial power = 1000 dB.

Table 5 shows that when the communication radius of sensors is increased to 20, the coverage problem does not occur. The sensor radius was reduced by about 50% from Table 5 (Stage 2). Consequently, the energy consumed is lower than that in Table 4 (Stage 2). As sensors’ communication radius increased, the connectivity problem disappeared. Figure 14 shows the proposed model produces efficient results and confirms the success of the proposed operation to the three problems facing the WSN.

Stage 4. e assume that the radius of communication = 20, radius of sensor’s = 20, sending cost = 5 dB, detection cost = 2 dB, receiving cost = 2 dB, and initial power = 1000 dB.

In Table 6, we notice that increasing the sensor and communication radius led to a significant increase in power consumption. As a result, coverage problems and connectivity issues have since disappeared. In addition, Figure 15 shows the proposed model produces efficient results and confirms the success of the proposed operation to the three problems facing the WSN.

Table 7 shows a comparison between the four-stage results. As a result of our simulation, it was determined that a
Table 3: A connectivity problem, coverage problem, and power consumption (stage 1).

| Area (K) | Net.Size | Conn.Problem | Cov.Problem | Avg.PC (%) |
|----------|----------|--------------|-------------|------------|
| 2        | 20       | 0            | (1–5%)      | 53         |
| 4        | 40       | 0            | (1–5%)      | 34         |
| 6        | 60       | 0            | (6–10%)     | 35         |
| 8        | 80       | 0            | (1–5%)      | 35         |
| 10       | 100      | 0            | (1–5%)      | 34         |

Figure 12: Representation of the data mentioned in stage 1.

Table 4: A connectivity problem, coverage problem, and power consumption (stage 2).

| Area (K) | Net.Size | Conn.Problem | Co. Problem | Avg.PC (%) |
|----------|----------|--------------|-------------|------------|
| 2        | 5        | 0            | (1–5%)      | 88         |
| 4        | 10       | 0            | (6–10%)     | 65         |
| 6        | 15       | 0            | (6–10%)     | 55         |
| 8        | 20       | 0            | (11–15%)    | 55         |
| 10       | 25       | 1            | (11–15%)    | 41         |

Figure 13: Representation of the data mentioned in Stage 2.

Table 5: A connectivity problem, coverage problem, and power consumption (Stage 3).

| Area (K) | Net.Size | Conn.Problem | Cav.Problem | Avg.PC (%) |
|----------|----------|--------------|-------------|------------|
| 2        | 20       | 0            | (1–5%)      | 46         |
| 4        | 40       | 0            | (1–5%)      | 42         |
| 6        | 60       | 0            | (1–5%)      | 39         |
| 8        | 80       | 0            | (1–5%)      | 39         |
| 10       | 100      | 0            | (1–5%)      | 37         |
radius of sensors = 10 and a communication radius = 20 provide the optimal settings for the sensors networks in Stage 3 and reduce connectivity and coverage hole problems and energy consumption.

According to the simulation results, the sensor closer to the uplink zone consumes a lot more power than those farther away. Since these sensors’ death, they remain inactive in the target area. We developed an efficient algorithm in our proposed framework, which led to less energy consumption in these sensors.

5.2. Deployment Problem. Figure 16, Figure 17, Figure 18, Figure 19, Figure 20, Figure 21, and Figure 22 show that different sensor numbers can be deployed based on the area and the sensor’s radius. Sensors with a wide radius require fewer
sensors, so coverage in a target area is better, reducing costs. Figure 16 shows, for example, a monitoring area of about 2 km around a sensor radius of 10 m; 20 sensors are necessary to cover the monitoring area. This same area is illustrated in Figure 17; however, the radius of the sensor is 5 m, which means that 80 sensors are needed, and so on for Figures 18 and 19.
Figure 19: Sensor deployment with area = 4K, radius = 5, and NetSize = 80.

Figure 20: Sensors’ deployment when the sensors’ radius = 10 m.

Figure 21: Sensors’ deployment when the sensors’ radius = 5 m.
6. Conclusion

Wireless sensor networks (WSNs) are self-configuring, self-organized, infrastructure-free, and entirely dispersed networks. WSNs consist of heterogeneous/homogeneous sensors dispersed in a particular area to monitor phenomena such as pressure, pollution, sound, and temperature; then they transfer their data to a central location for analysis and decision-making. In this work, we combine WSN and MEC to produce a novel data collection framework (WSNEC). Therefore, we modelled the data collection process, including multiple sensors and tasks. As a result, we find an appropriate technique for deploying sensors in the interested area (e.g., military areas, isolated areas, and areas infested with terrorists) to cover the whole destination area based on set values for data quality. Finally, find an appropriate method for routing by selecting the routing protocol to improve their capabilities performance and decrease consumption of the energy to increase the life of the WSN. The framework which works as a simulation tool shows a good result and has been proven the efficient interaction between the MEC and WSN. We compare the results with traditional methods, which proved to outperform them.
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