Design of Adaptive Fuzzy-Neural-Network-Imitating Sliding-Mode Control for Parallel-Inverter System in Islanded Micro-Grid

YAN YANG\textsuperscript{1,2} AND RONG-JONG WAI\textsuperscript{1}, (Senior Member, IEEE)

\textsuperscript{1}Department of Electronic and Computer Engineering, National Taiwan University of Science and Technology, Taipei 106, Taiwan
\textsuperscript{2}Faculty of Automation, Huaiyin Institute of Technology, Huai'an 223003, China

Corresponding author: Rong-Jong Wai (rjwai@mail.ntust.edu.tw)

This work was financially supported in part by the Ministry of Science and Technology of Taiwan under Grant MOST 108-2221-E-011-080-MY3, and in part by the Natural Science Research Project of Huaiian under Grant HAB201905.

\textbf{ABSTRACT} In this study, an adaptive fuzzy-neural-network-imitating sliding-mode control (AFNNISMC) is developed for a parallel-inverter system in an islanded micro-grid (MG) via a master-slave current sharing strategy. For ensuring the system-level stability, an entire dynamic model is constructed by viewing the parallel-inverter system as a whole. First, a total sliding-mode control (TSMC) scheme, and the TSMC plus an adaptive observer to form an adaptive TSMC (ATSMC) framework are designed for the parallel-inverter system. Then, a four-layer fuzzy neural network (FNN) is investigated to imitate the TSMC law to improve the system robustness, overcome the drawback of the dependence on detailed system dynamics, and deal with the chattering phenomena caused by the TSMC. According to the Lyapunov stability theorem and the projection algorithm, network parameters in the FNN are regulated online by employing the approximation error between the FNN and the TSMC law to ensure the convergence of the network and the stability of the control system. Thereby, the performance of high power quality and high-precision current sharing between inverters can be guaranteed even if system uncertainties exist. Moreover, the proposed AFNNISMC system can achieve the seamless disconnection and re-connection of slave inverters from and into an energized parallel-inverter system, which improves the redundancy and operation flexibility. In addition, numerical simulations and experimental results are given to demonstrate the feasibility and effectiveness of the proposed AFNNISMC scheme. Furthermore, performance comparisons with the ATSMC strategy and a conventional proportional-integral control (PIC) framework are provided to verify the superiority of the proposed scheme.

\textbf{INDEX TERMS} Total sliding-mode control (TSMC), fuzzy neural network (FNN), adaptive control, parallel-inverter system, islanded micro-grid (MG), master-slave current sharing.

\textbf{I. INTRODUCTION} For the feature of low emissions and high energy efficiency, distributed generation sources (DGs) (e.g., wind generator, photovoltaic, etc.) have attracted great attention as renewable sources [1], [2]. Power inverters are essential to integrate DGs and energy storage systems as a micro-grid (MG), which can connect to the utility grid as well as supply for local loads [3], [4]. With the scale expansion of renewable power generations, the parallel operation of small-scale inverters is used to build a large-capacity MG system by considering switching stresses and system redundancy [5], [6]. Moreover, different DGs are integrated into the point of common coupling (PCC) by their interface inverters to be usually operated in parallel [7].

An islanded MG can provide continuous and reliable power supply for loads, even under the failure of utility grids. In the past, several islanded MG projects had been put into operation for solving the problem of power supply in remote areas and helping to optimize the allocation of power resources [8]. The critical goal of the parallel-inverter system in the islanded MG is to maintain high power quality in the PCC, and improve the dynamic performance and reliability under different load conditions, especially for nonlinear...
loads. Simultaneously, in order to avoid the over-heating of the electronic devices and delay inverters aging, proportional current/power sharing by the inverter capacity is a vital problem in the parallel-inverter control system [9]. Moreover, system uncertainties in a MG including the fluctuation of the DC voltage, the variation of circuit parameters and external loads, and the system structure alteration caused by disconnection and re-connection of parallel inverters will adversely affect the control performance and system stability. Thus, robust and high-performance control schemes by considering system uncertainties are mandatory to guarantee the robustness of the islanded MG system [10], [11].

The control methods of a parallel-inverter system in an islanded MG can mainly divide into two categories including non-communication-based and communication-based mechanisms. The droop control is a typical non-communication-based strategy, and its flexible plug-and-play function facilitates DGs accessing the MG. However, the voltage control accuracy and power/current sharing are contradictory due to the strong randomness, frequent load variations and nonlinear loads in the MG. Besides, the characteristic of output impedance has a great influence on the control performance, and the additional harmonic droop for nonlinear loads may result in the voltage amplitude drop and oscillation. Various improvement methods are studied in recent years to improve the performance of power quality and current/power sharing. Zhong et al. [12] proposed an uncertainty and disturbance estimator (UDE) to estimate and compensate the model non-linearity and system uncertainties in droop controllers to improve the accurate proportional power sharing for inverters in parallel operation. Huang et al. [13] presented a decentralized control strategy to achieve both the superior voltage regulation and the power sharing accuracy for a multi-parallel system, and used a coordination control layer to update weight coefficients for realizing the arbitrary power sharing ratio. However, the complexity of the control system increases in [12], [13]. The communication between a parallel-inverter system and a MG central controller (MGCC) was utilized to improve the steady-state and transient performance in [14], [15]. Unfortunately, the communication is always required in [14], [15].

The master-slave control is one of the communication-based strategies in commercial applications especially for remote areas and MGs, because of the superior performance in the power/current sharing and voltage regulation, and insensitivity to line impedance parameters. In the master-slave control method, a voltage controller is usually used in the master inverter to adjust the output voltage and obtain the grid-forming function of a parallel-inverter system, and a local current controller in each slave inverter track the current command provided by the master inverter through a current sharing bus. In view of the rapid development of modern communication technology, some low-cost communication equipment has been adopted for MGs [16]–[19]. Power line communication (PLC) and wireless communication technology have realized the reliable transmission of signals successfully. In general, those model communications reduce the cost greatly, and provide a broader application prospect for the master-slave control method.

In a conventional master-slave control architecture, a proportional-integral control (PIC) is always adopted in the double closed-loop structure for the output voltage and current control in the master inverter, and proportional-integral (PI) current controllers are generally utilized in each slave inverter to track current commands [4]. Although the traditional PIC is simple and easy to realize, the poor tolerance ability to system uncertainties may reduce the control performance due to the existence of system uncertainties in a parallel-inverter system including the DC voltage fluctuation, the external load disturbance, and the structure variation.

To solve the aforementioned problems, Delghavi and Yazdani [11] presented a sliding-mode control (SMC) method by considering an output voltage error and an inductor current error to obtain the high-quality voltage and current protection under external faults. However, if the system uncertainties occur in the reaching phase of the SMC, the designed control system in [11] will lose its robustness. Besides, the prior knowledge of the mathematical model and the corresponding uncertainty bound should be involved in the design, which are difficult to be captured from a practical parallel-inverter system. Tan et al. [20] investigated a model-free recursive probabilistic wavelet fuzzy neural network (RPWFNN) for the master inverter to improve the control performance of the output voltage in the master inverter under load variations or external disturbances. Unfortunately, a PI controller was still used for the power regulation in the slave inverter, and the structure uncertainty of a parallel-inverter system was not considered in [20]. Partial inverters will be disconnected from the parallel-inverter system when faults occur, and they will be re-connected after reparation. This will lead to the structure change. From the system modeling viewpoint, the disconnection and re-connection of partial inverters will change the number of poles and zeros of a parallel-inverter system such that the corresponding model-based control systems may be unworkable [21]. On the other hand, the impedance ratio between power sources and practical loads in a parallel-inverter system has a relationship to the number of slave inverter units, which will affect the stability of the whole system. If the number of slave inverter units makes the impedance ratio dissatisfied with the Nyquist stability criterion, the output voltage of the master inverter unit will be unstable [22].

In the previous literatures, the controller is always designed based on the mathematical model of each inverter to meet its stability requirement in a single operation. However, the control performance may be degraded or even unstable in the parallel operation [23] due to the interaction between parallel inverters. It is an effective idea to design a control framework by viewing a parallel-inverter system including a master inverter and n-1 slave inverters as a whole. Moreover, the output voltage of the master inverter and inductor currents of slave inverters are selected as system states.
TABLE 1. Research comparisons of different control methods.

| Control methods                                      | Main contributions                                                                 | Potential limitations                                                                 |
|-------------------------------------------------------|-------------------------------------------------------------------------------------|----------------------------------------------------------------------------------------|
| Uncertainty and disturbance estimator (UDE)-based robust droop control [12] | ✓ Accurate proportional reactive power sharing<br>✓ Robustness to nonlinear load and system uncertainties | ● Dynamic performance to be further improved<br>                                        |
| Decentralized control strategy [13]                  | ✓ Voltage regulation and proportional power sharing<br>✓ Improvement on transient performance<br>✓ Robustness to structure change | ● Requirement of low bandwidth communication for proportional power sharing<br>● Dependence on mathematical model<br>                                        |
| Droop control combining with a central controller [14]-[15] | ✓ Equal power-sharing and voltage amplitude restoration<br>✓ Improvement on system frequency and phase performance during transient process | ● Complex control structure<br>● Communication-based scheme<br>                            |
| Cooperative control combining PI-based master-slave control and droop control [4] | ✓ Rapid load sharing response and voltage regulation<br>✓ Simple controller structure<br>✓ Steady-state error of nonlinear system | ● Poor dynamic performance and robustness<br>● Communication-based scheme<br>              |
| Robust control-based method with master-slave control [22] | ✓ Robustness of system voltage to structure change | ● Complexity on weighted-function design<br>                                              |
| Sliding-mode control with master-slave control [11]   | ✓ Fast and stable control on voltage and frequency<br>✓ Protection of power-electronic interface to external faults | ● Dependence on mathematical model<br>● Without robustness to uncertainties in reaching phase of SMC<br>● Control design to obtain stability of individual inverter<br> |
| RPWFNN control-based method with master-slave control [20] | ✓ Improvement on transient and steady-state responses of voltage control under load variations or external disturbances | ● Without considering structure change<br>● Difficult to tune PI control gains in slave inverter |

and the parallel-inverter control is considered as a comprehensive problem to achieve the control goal and system stability. The major contributions and potential limitations of the previous researches in [4], [11]–[15], [20] and [22] are summarized in Table 1. The motivation of this study is to design a model-free control strategy for the parallel-inverter system with a master-slave current sharing scheme in an islanded MG, realize the accurate voltage tracking and current sharing both under the occurrence of parameter variations and structure uncertainties, and ensuring the system-level stability with global robustness.

A total sliding-mode control (TSMC) is an effective method to deal with system uncertainties and has global robustness without the reaching phase in the conventional SMC. As for a parallel-inverter system, each state error is always used to construct an element of the sliding-surface vector, which generates the control effort of each inverter. However, it is hard to capture accurate bounds of system uncertainties in an actual parallel-inverter system, which makes the desired control performance difficult to achieve. Besides, the chatting phenomenon is an inherent defect due to the utilization of a sign function with a large coefficient to cope with dynamics caused by system uncertainties. Li et al [24] designed an adaptive SMC scheme to estimate bounds of nonlinear terms and external disturbances online to reduce the chattering phenomena for a Markov jump nonlinear system. But the dependence on the prior knowledge of system parameters remains unresolved.

By considering system uncertainties, an intelligent-based estimator could be an alternative scheme with merits of self-learning, capability of approximating any unknown smooth functions, and relief from system models. Zhong et al. [25] developed an adaptive fuzzy algorithm for a friction compensator by combining the TSMC to improve the robust ability of a multi-axis motion system. Haq et al. [26] designed a neural network (NN) to estimate uncertainties for a global SMC framework to suppress the chattering phenomena in a variable-speed wind-turbine control system.

In recent years, various machine learning (ML) algorithms have received more attention, especially for the data science community. ML models, which are usually expected to learn from big data, can be used to inform future decisions for prediction and classification. In general, the model training and operation of ML are carried out off line on computers, which require a high processing power. A NN is essentially a part of deep learning, which in turn is a subset of ML. The mathematical representation of the NN is helpful for combining the system dynamic model to prove the system stability, and the on-line learning ability of the NN is more suitable for real-time control applications than other ML algorithms. In the last few decades, the concept of incorporating fuzzy logic into a NN has been grown into a popular research topic [27]. In contrast to a pure NN or a fuzzy system, a fuzzy neural network (FNN) possesses both their advantages. The FNN combines the capability of fuzzy reasoning in handling uncertain information and the capability of artificial neural networks in learning from process [28]. It has been proven that the FNN can approximate a wide range of nonlinear functions to any desired degree of accuracy under certain condition [29]. Chu et al. [29] adopted a double hidden-layer feedback NN to approach the unknown part in the designed controller for an active power filter (APF), and improved the response.
characteristic and power quality under parameter variations and external disturbances. Hou and Fei [30] developed a meta-cognitive FNN (MCFNN) framework to estimate the uncertain term for the global sliding-mode control (GSMC) law, and the control performance was verified on an APF. Moreover, a recurrent feature selection neural network (RFSNN) was proposed to mimic the uncertain compensation current in an APF system in [31]. The RFSNN in [31] combining with the GSMC can reduce the computational burden of NN with full parameters adjustment and assure a high-performance current control. An adaptive type-2 FNN control system with an uncertainty compensator was proposed to enhance the ability representing system uncertainties and the performance of power quality improvement for an APF in [32]. However, intelligent strategies in [28]–[31] just work as auxiliary controllers to approximate unknown functions or estimate system uncertainties for improving the control performance, and an extra compensation controller is required in [32]. As a result, the complexity of the whole control system will be increased.

A FNN-based control method has the learning and reasoning ability due to the combination of fuzzy logic and NN. In [20], the output voltage errors and their changes were taken as inputs for a FNN to obtain the robustness of the output voltage to load variations. However, in high-order or multi-state systems, the number of fuzzy rules (i.e., the FNN size) is an important issue that has to be faced. Integrating the SMC technique with the FNN can significantly reduce the computational burden of NN with full parameters adjustment and assure a high-performance current control. An adaptive fuzzy-neural-network (AFNNISMC) scheme is developed by considering the non-linearity and uncertainties of a parallel-inverter system with a master inverter and other slave inverters as a whole to obtain the total sliding-surface vector. In addition, a FNN is taken as the main controller to imitate the TSMC without the requirement of an auxiliary controller. The elements in sliding-surface vector are selected as the input signals for the FNN to reduce the network size, and network parameters in the FNN are trained online to improve the voltage tracking and current sharing precision even in the presence of system uncertainties. Furthermore, the network structure is unnecessary to change with the disconnection and re-connection of partial slave inverters. The proposed model-free AFNNISMC scheme can effectively improve the robustness of the parallel-inverter system against system uncertainties. The major contributions of this study are summarized as follows: 1) The entire dynamic model of a parallel-inverter system in an islanded MG is constructed by viewing this parallel-inverter system with a master inverter and other n-1 slave inverters as a whole to obtain the system-level design. 2) The proposed AFNNISMC framework with online learning mechanisms has robustness against system uncertainties for relaxing the requirement of detailed system dynamics, and alleviating the chattering phenomena in the voltage tracking and current sharing. 3) The FNN structure in the proposed AFNNISMC system is unnecessary to change when the connection structure of parallel inverters is varied, so that one can guarantee robustness against parameter variations and structure uncertainties. Moreover, the proposed AFNNISMC system enhances the scalability, redundancy, and operational flexibility of slave inverters.

Following the introduction, system descriptions and dynamic models of a parallel-inverter system in an islanded MG are introduced in Section II. The detail design process of the designed ATMSC and the proposed AFNNISMC for the voltage tracking and current sharing are investigated in Section III and IV, respectively. The feasibility and effectiveness of the proposed AFNNISMC framework are demonstrated by numerical simulations and experimental verifications in Section V. Finally, Section VI draws some conclusions of this study.

II. SYSTEM DESCRIPTIONS

A parallel-inverter system is connected to a common AC load including n single-phase PWM full-bridge inverters in an islanded micro-grid (MG) as shown in Fig. 1. This parallel-inverter system consists of a master inverter and n-1 slave inverters. The master inverter is equipped with four power switches (T_A1+, T_A1-, T_B1+, T_B1-) and an LC low-pass filter composed by an inductor (L/f_1) and a capacitor (C_f_1). The n-1 slave inverters have the same circuit structure as the master inverter. All inverters are connected in parallel-inverter and other slave inverters.

FIGURE 1. Framework of parallel-inverter system in islanded micro-grid under master-slave current sharing strategy.
parallel to a common connection point, and supply power for an equivalent load \((Z_2)\).

In Fig. 1, \(V_{dc1}\), \(V_{AB1}\), \(v_{L1}\) and \(v_{C1}\) are the voltages of DC bus, the inverter, the filter inductor, and the filter capacitor in the master inverter terminal, respectively; \(V_{dc2}\), \(V_{AB2}\), \(v_{L2}\) and \(v_{C2}\) are the corresponding voltages of the slave inverter, and the subscript \(k\) \((k = 2, \cdots, n)\) indicates the \(k\)th inverter. \(i_{L1}\) and \(i_{C1}\) are the inductor and capacitor currents in the master inverter, respectively; \(i_{Lk}|_{k=2,\cdots,n}\) and \(i_{Ck}|_{k=2,\cdots,n}\) are the corresponding inductor and capacitor currents in the \(k\)th inverter. \(i_o\) and \(v_o\) denote the output current and voltage of the parallel-inverter system for the load. The external disturbance incurred by load variations or unpredictable uncertainties is emulated by the current source \((i_{ld})\).

By viewing the parallel-inverter system with a master inverter and \(n-1\) slave inverters as a whole, the mathematical model of the parallel-inverter system in Fig. 1 can be derived. In this derivation, the equivalent resistors of inductors and capacitors are small enough to be ignored. According to the Kirchhoff current law (KCL) in the node of the load \((Z_2)\), one can obtain

\[
i_L + \sum_{k=2}^{n} i_{Lk} - \sum_{k=1}^{n} i_{Ck} - i_o + i_{ld} = 0 \quad (1)
\]

Because the relationship of voltages and currents in filter capacitors can be expressed as \(i_{Ck} = C_k \dot{v}_{Ck}\) \((k = 1, \cdots, n)\), and the capacitors in each module are parallel to the load \((Z_2)\), the capacitor voltage equals the output voltage \(v_{Ck} = \dot{v}_{o}\), and \(\sum_{k=1}^{n} i_{Ck} = (\sum_{k=1}^{n} C_k) \dot{v}_{o} = C \dot{v}_{o}\), in which \(C = \sum_{k=1}^{n} C_k\) is the summation of filter capacitors in each module.

According to the Kirchhoff voltage law (KVL) in the filter loop of each inverter, it can yield

\[
i_L = \frac{1}{L_1} (D_1 V_{dc1} - v_{C1}) \quad (2a)
\]

\[
i_{Lk} = (D_k V_{dc2} - v_{Ck})|_{k=2,\cdots,n} \quad (2b)
\]

where \(D_1\) and \(D_k\) are the duty cycles of the power switches in the master inverter and other \(n-1\) slave inverters under the unipolar sinusoidal pulse-width-modulation (SPWM), respectively. By defining a sinusoidal control signal \((v_{con})\) as the modulation signal of the master inverter and selecting a triangular wave with the amplitude of \(\dot{v}_{tri}\) as the carrier signal, the duty cycle of the master inverter can be expressed as \(D_1 = v_{con}/\dot{v}_{tri}\), and the corresponding power gain of the master inverter can be represented as \(K_{PWM1} = V_{dc1}/\dot{v}_{tri}\). By using the aforementioned definitions to \(n-1\) slave inverters, the representations of \(D_k\), \(v_{conk}\), and \(K_{PWMk}\) with the subscript \(k\) \((k = 2, \cdots, n)\) can be obtained, respectively. By substituting \((2a)\) to the time derivative of \((1)\), the dynamic model of the parallel-inverter system in an islanded MG can be represented as

\[
\begin{bmatrix}
\dot{v}_o \\
\dot{i}_{L2} \\
\vdots \\
\dot{i}_{Ln}
\end{bmatrix} = \begin{bmatrix}
-1/Lf_1 & 0 & \cdots & 0 \\
-1/Lf_2 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-1/Lfn & 0 & \cdots & 0
\end{bmatrix} \begin{bmatrix}
v_o \\
i_{L2} \\
\vdots \\
i_{Ln}
\end{bmatrix}
\]

\[
\text{diag}(K_{PWM1} / Lf_1, K_{PWM2} / Lf_2, \cdots, K_{PWMn} / Lfn)
\]

\[
\begin{bmatrix}
1/C & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0
\end{bmatrix} \begin{bmatrix}
z_1 \\
0 \\
\vdots \\
0
\end{bmatrix}
\]

\[
\begin{bmatrix}
\phi \\
0 \\
\vdots \\
0
\end{bmatrix}
\]

\[
(3)
\]

where \(z_1 = (\sum_{k=2}^{n} i_{Lk}) - i_o, \phi = i_{ld}/C, \) \(\text{diag}(\cdot)\) denotes a \(n \times n\) diagonal matrix, in which the numbers in parentheses are the elements on the diagonal of the diagonal matrix.

As for the master-slave current sharing scheme, the master inverter works as the voltage source to regulate the output voltage and provide the reference current signal. Moreover, \(n-1\) slave inverters act as current sources to track the corresponding reference currents. The output voltage \((v_o)\) and the inductor currents of slave inverters \((i_{Lk}|_{k=2,\cdots,n})\) are selected as system states; \(v_{con1}\) and \(v_{conk}|_{k=2,\cdots,n}\) are control efforts to be designed later for the master and slave inverters.

In practical applications, system parameters are hard to precisely obtain. Besides, the fluctuation of the DC voltage caused by distributed generation systems (DGs), and the disturbance of load variations also should be considered.

Because the coefficients in \((3)\) can be divided into the nominal part and the uncertain part, the dynamic model of the parallel-inverter system can be rewritten as

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\vdots \\
\dot{x}_n
\end{bmatrix} = A_p x + B_p u + C_p z + \varphi
\]

\[
\begin{bmatrix}
A_{p1} \\
A_{p2} \\
\vdots \\
A_{pn}
\end{bmatrix} \begin{bmatrix}
0 & \cdots & 0 \\
0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 0
\end{bmatrix} \begin{bmatrix}
0 & \cdots & 0 \\
0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 0
\end{bmatrix} \begin{bmatrix}
\varphi \\
0 & \cdots & 0 \\
0 & \cdots & 0 \\
\vdots & \cdots & \vdots \\
0 & \cdots & 0
\end{bmatrix} = A_p \begin{bmatrix}
0 & \cdots & 0 \\
0 & \cdots & 0 \\
\vdots & \cdots & \vdots \\
0 & \cdots & 0
\end{bmatrix}
\]

where \(u = [v_{con1}, v_{con2}, \cdots, v_{conn}]^T \in \mathbb{R}^{n \times 1}\); \(z = [z_1, 0 \cdots 0]^T \in \mathbb{R}^{n \times 1}\); \(\varphi = [\phi, 0 \cdots 0]^T \in \mathbb{R}^{n \times 1}\); \(A_p, B_p, C_p, \varphi \in \mathbb{R}^{n \times n}\); \(\alpha_p = 1/(L_{f1} C), \alpha_p = 1/L_{f2}, \) and \(\alpha_p = 1/L_{fn}\), in which the nominal matrix of \(A_p\) can be represented as

\[
\begin{bmatrix}
\alpha_{p1} & 0 & \cdots & 0 \\
\alpha_{p2} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{pn} & 0 & \cdots & 0
\end{bmatrix} \in \mathbb{R}^{n \times n},
\]
and its uncertain matrix can be expressed as

\[
\Delta A_p = \begin{bmatrix}
\Delta a_{p1} & 0 & \cdots & 0 \\
\Delta a_{p2} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\Delta a_{pn} & 0 & \cdots & 0 
\end{bmatrix} \in \mathbb{R}^{n \times n},
\]

\[
B_p = \text{diag}(b_{p1}, b_{p2}, \ldots, b_{pn}) \in \mathbb{R}^{n \times n}
\]

with \(b_{p1} = K_{PWM1}(L_{f1}), b_{p2} = K_{PWM2}(L_{f2}), \text{ and } b_{pn} = K_{PWMn}(L_{f1})\), in which the nominal matrix of \(B_p\) can be represented as

\[
B_{pn} = \text{diag}(b_{pn1}, b_{pn2}, \ldots, b_{pnm}) \in \mathbb{R}^{n \times n},
\]

and its uncertain matrix can be expressed as \(\Delta B_p = \text{diag}(\Delta b_{p1}, \Delta b_{p2}, \ldots, \Delta b_{pn}) \in \mathbb{R}^{n \times n}\).

\[
C_p = \begin{bmatrix}
c_{p1} & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 
\end{bmatrix} \in \mathbb{R}^{n \times n},
\]

with \(c_p = 1/C\), in which the nominal matrix of \(C_p\) can be represented as

\[
C_{pn} = \begin{bmatrix}
c_{pn1} & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 
\end{bmatrix} \in \mathbb{R}^{n \times n},
\]

and its uncertain matrix can be expressed as

\[
\Delta C_p = \begin{bmatrix}
\Delta c_{p1} & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 
\end{bmatrix} \in \mathbb{R}^{n \times n},
\]

where \(e(o)\) is the initial value of \(e(t)\); \(s(0) = 0 \in \mathbb{R}^{n+1} \times 1\); \(J_e = \text{diag}(J_{e1}, J_{e2}) \in \mathbb{R}^{(n+1) \times (n+1)}\) with

\[
J_e = \begin{bmatrix}
k_{e1} & k_{e2} \\
1 & 0 
\end{bmatrix} \in \mathbb{R}^{2 \times 2}
\]

where \(j\) is the sampling instant, and \(T_s\) is the sampling period. The sampling period \(T_s\) is not infinitesimal, e.g., it is equal to 0.05ms due to the sampling frequency of 20kHz. Therefore, the time derivative term \(\Delta C_p[\sum_{k=2}^{n} i_{xk} j_{xk}(i-1) - i(o)i(o)(i-1)]\) is bounded. In addition, the current source \(i_{ld1}\) for representing unpredictable uncertainties in a real worktable system also will be bounded. Thus, the lumped uncertainty vector in (5) can be reasonably assumed to be bounded by a positive constant for a real system.

An appropriate control effort \((u)\) will be designed to force the state vector \((x)\) to track the reference vector \((x_{\text{ref}})\) as

\[
s(t) = [v_{o}, i_{L2}, \ldots, i_{Ln}]^T = f(e) - f(e_0) + \int_0^t \frac{df}{de} J_e d\tau
\]

where \(e = [e_1, e_2, \ldots, e_n]^T \in \mathbb{R}^{n+1} \times 1\); \(e_0\) is the initial value of \(e(t)\); \(s(0) = 0 \in \mathbb{R}^{n+1} \times 1\); \(J_e = \text{diag}(J_{e1}, J_{e2}) \in \mathbb{R}^{(n+1) \times (n+1)}\) with

\[
J_e = \begin{bmatrix}
k_{e1} & k_{e2} \\
1 & 0 
\end{bmatrix} \in \mathbb{R}^{2 \times 2}
\]

where \(j\) is the sampling instant, and \(T_s\) is the sampling period. The sampling period \(T_s\) is not infinitesimal, e.g., it is equal to 0.05ms due to the sampling frequency of 20kHz. Therefore, the time derivative term \(\Delta C_p[\sum_{k=2}^{n} i_{xk} j_{xk}(i-1) - i(o)i(o)(i-1)]\) is bounded. In addition, the current source \(i_{ld1}\) for representing unpredictable uncertainties in a real worktable system also will be bounded. Thus, the lumped uncertainty vector in (5) can be reasonably assumed to be bounded by a positive constant for a real system.

An appropriate control effort \((u)\) will be designed to force the state vector \((x)\) to track the reference vector \((x_{\text{ref}})\) as

\[
s(t) = [v_{o}, i_{L2}, \ldots, i_{Ln}]^T = f(e) - f(e_0) + \int_0^t \frac{df}{de} J_e d\tau
\]

where \(e = [e_1, e_2, \ldots, e_n]^T \in \mathbb{R}^{n+1} \times 1\); \(e_0\) is the initial value of \(e(t)\); \(s(0) = 0 \in \mathbb{R}^{n+1} \times 1\); \(J_e = \text{diag}(J_{e1}, J_{e2}) \in \mathbb{R}^{(n+1) \times (n+1)}\) with

\[
J_e = \begin{bmatrix}
k_{e1} & k_{e2} \\
1 & 0 
\end{bmatrix} \in \mathbb{R}^{2 \times 2}
\]
and $\mathbf{J}_k = \text{diag}(k_{i1}, \cdots, k_{in}) \in \mathbb{R}^{(n-1) \times (n-1)}$, in which $k_{i1}, k_{i2}, \ldots, k_{in}$ are positive constants.

$$
\frac{\partial f}{\partial \mathbf{e}^T} = \begin{bmatrix}
    b_{pm1}^{-1} & 0 & \cdots & 0 \\
    0 & b_{pm2}^{-1} & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \cdots & b_{pmn}^{-1}
\end{bmatrix} \in \mathbb{R}^{n \times (n+1)}.
$$

By taking the differential of (8) with respect to time, one can obtain

$$
\dot{s}(t) = \frac{\partial f}{\partial \mathbf{e}^T} \dot{\mathbf{e}} + \frac{\partial f}{\partial \mathbf{e}^T} \mathbf{e} = 0 \quad (9)
$$

**Theorem 1:** If the parallel-inverter system shown in (4) is controlled by the TSMC law described in (10), the objective of the voltage tracking and the current sharing can be achieved, and the system stability can be ensured even in the presence of system uncertainties.

$$
\mathbf{u}_{\text{TSMC}} = \mathbf{u}_b + \mathbf{u}_c, \quad \mathbf{u}_b = -\mathbf{B}_{pm}^{-1}(\mathbf{A}_{pm} \mathbf{x} + \mathbf{C}_{pm} \mathbf{z} - \mathbf{x}_{ref}) + \frac{\partial f}{\partial \mathbf{e}^T} \mathbf{e} \quad (10a)
$$

$$
\mathbf{u}_c = \mathbf{B}_{pm}^{-1}[\rho \text{sgn}(\mathbf{s}) + \mathbf{K}_s \mathbf{s}] \quad (10c)
$$

where $\mathbf{u}_{\text{ATSMC}} = [\mathbf{u}_{\text{TSMC}}; \mathbf{u}_{\text{ATSMC}}; \cdots, \mathbf{u}_{\text{ATSMC}}]^T \in \mathbb{R}^{n \times 1}$, $\rho$ is the gain of the curbing control law to be designed later; $\text{sgn}(\cdot)$ is the sign function operator, $\mathbf{K}_s = \text{diag}(k_{s1}, k_{s2}, \cdots, k_{sn}) \in \mathbb{R}^{n \times n}$.

**Proof:** By defining the first Lyapunov function candidate $V_s = s^T \mathbf{s}/2$, one can obtain its derivative as

$$
\dot{V}_s = s^T \dot{s} = s^T \mathbf{B}_{pm}^{-1}[-\rho \text{sgn}(\mathbf{s}) - \mathbf{K}_s \mathbf{s} + \mathbf{\psi}] 
\leq -s^T \mathbf{B}_{pm}^{-1} \mathbf{K}_s \mathbf{s} - \|s^T \mathbf{B}_{pm}^{-1}\|_1 (\rho - \|\mathbf{\psi}\|_1) \quad (11)
$$

As long as the condition of $\rho > \|\mathbf{\psi}\|_1$ holds, (11) can be rewritten as

$$
\dot{V}_s \leq -s^T \mathbf{B}_{pm}^{-1} \mathbf{K}_s \mathbf{s} \leq 0 \quad (12)
$$

From (11) and (12), it is obvious that the first Lyapunov function $V_s > 0$ and its derivative $\dot{V}_s \leq 0$, which means that the TSMC system can be guaranteed to be stable. This finishes the proof of Theorem 1. However, the chatting phenomena will be inevitable due to the conservative selection of a large value for the control gain $\rho$ to cope with system uncertainties.

Generally speaking, the issue of chattering with oscillations of finite amplitude and very high frequency to be appeared in the control input has a detrimental effect on the life of the control actuator. Fortunately, the term of $\mathbf{B}_{pm}^{-1} \mathbf{K}_s \mathbf{s}$ introduced into the curbing control law (10c) is helpful to reduce the chattering phenomena caused by the sign function. It is because the increasing of the gain matrix (Ks) properly can dominate the fact that $V_z \leq -s^T \mathbf{B}_{pm}^{-1} \mathbf{K}_s \mathbf{s} \leq 0$, even the worst case $\rho < \|\mathbf{\psi}\|_1$ happens. Therefore, the upper bound (\rho) of the lumped uncertainty vector could be conservatively selected to avoid the increasing of the chattering phenomena caused by the sign term $\mathbf{B}_{pm}^{-1} \rho \text{sgn}(\mathbf{s})$ in (10c).

**Theorem 2:** If the curbing controller $\mathbf{u}_c$ in (10a) is replaced by $\mathbf{u}_{ca}$ in (13a) with an adaptive observer for the bound of the system uncertainty vector designed in (13b), the stability of the designed ATSMC system with the control law $\mathbf{u}_{\text{ATSMC}} = \mathbf{u}_b + \mathbf{u}_{ca}$ for the parallel-inverter system with the master-slave current sharing control scheme can be guaranteed.

$$
\mathbf{u}_{ca} = \mathbf{B}_{pm}^{-1}[\hat{\mathbf{\rho}} \text{sgn}(\mathbf{s}) + \mathbf{K}_s \mathbf{s}] \quad (13a)
$$

$$
\hat{\mathbf{\rho}}(t) = \frac{1}{\lambda} \|s^T \mathbf{B}_{pm}^{-1}\|_1 \quad (13b)
$$

where $\hat{\mathbf{\rho}}$ is the estimated value of $\mathbf{\rho}$ in (10c); $\lambda$ is an adaptive learning rate.

**Proof:** By defining an estimated error as $\mathbf{\hat{\rho}} = \mathbf{\rho} - \mathbf{\hat{\rho}}$, and the second Lyapunov function as $V_{sa} = s^T \mathbf{s}/2 + \lambda \mathbf{\hat{\rho}}^2/2$, one can obtain its derivative as

$$
\dot{V}_{sa} = s^T \dot{s} + \lambda \mathbf{\hat{\rho}} \dot{\mathbf{\hat{\rho}}} = s^T \mathbf{B}_{pm}^{-1}[-\mathbf{\hat{\rho}} \text{sgn}(\mathbf{s}) - \mathbf{K}_s \mathbf{s} + \mathbf{\psi}] - \lambda(\mathbf{\rho} - \mathbf{\hat{\rho}}) \dot{\mathbf{\hat{\rho}}} 
\leq -s^T \mathbf{B}_{pm}^{-1} \mathbf{K}_s \mathbf{s} - \lambda \|s^T \mathbf{B}_{pm}^{-1}\|_1 (\mathbf{\rho} - \|\mathbf{\psi}\|_1) \quad (14)
$$

As long as the condition of $\mathbf{\rho} > \|\mathbf{\psi}\|_1$ holds, (14) can be rewritten as

$$
\dot{V}_{sa} \leq -s^T \mathbf{B}_{pm}^{-1} \mathbf{K}_s \mathbf{s} \leq 0 \quad (15)
$$

From (14) and (15), the second Lyapunov function for the ATSMC system $V_{sa} > 0$ and its derivative $\dot{V}_{sa} \leq 0$. Because the result of $V_{sa}(t), \dot{V}_{sa}(t) \leq V_{sa}(0), \dot{V}_{sa}(0)$ can be satisfied, it means that $V(t)$ of $\mathbf{\hat{\rho}}(t)$ is bounded functions. According to the Lyapunov stability theory and the Barbalat’s lemma [33], it can conclude that the sliding-surface vector $s(t)$ will converge to zero as $t \rightarrow \infty$. Thus, the system stability of the paralleled-inverter system controlled by the ATSMC scheme can be guaranteed even in the presence of system uncertainties. This finishes the proof of Theorem 2.

Note that, only system uncertainties including parameter variations, DC voltage fluctuations, and load disturbances are considered in the dynamic model (4). If the kth slave inverter disconnects from or reconnects to the parallel-inverter system, the implementation of the ATSMC algorithm just needs to remove or add the corresponding kth line of the vectors $(\mathbf{x}, \mathbf{x}_{ref}, \mathbf{z}, \mathbf{s}, \mathbf{e}, \mathbf{u}_b, \mathbf{u}_c, \mathbf{u}_{ca})$, the corresponding kth line and the kth column of matrices $(\mathbf{A}_{pm}, \mathbf{B}_{pm}^{-1}, \mathbf{C}_{pm}, \mathbf{K}_s)$, and the corresponding kth line and the (k + 1)th column of $\mathbf{J}$ in (10) and (13). Then, the corresponding derivations remain valid such that the parallel-inverter system with the ATSMC scheme is still stable under the occurrence of structure uncertainties.

The designed ATSMC scheme achieves global robustness for the parallel-inverter system, and the chattering caused by the sign function in the TSMC can be relieved by the adaptive gain. However, detailed dynamic information of the parallel-inverter system is mandatory to ensure a favorable control property. Moreover, the control parameters of
FIGURE 2. (a) Block diagram of designed ATSMC system; (b) Block diagram of proposed AFNNISMC scheme; (c) Structure of four-layer FNN.
the sliding-surface vector in (10) should be selected by a trial-and-error process. An adaptive fuzzy-neural-network-imitating sliding-mode control (AFNNISM) strategy by using a fuzzy neural network (FNN) to imitate the TSMC law will be further developed for the parallel-inverter system in this study. The implementation of the proposed AFNNISM strategy will be independent of detailed system information. Moreover, network parameters can be adjusted via adaptive laws, which can significantly eliminate the chattering phenomena in the TSMC and improve the robust characteristic of the parallel-inverter system no matter system uncertainties exist or not. The design of the proposed AFNNISM framework will be described in the following section.

IV. AFNNISM DESIGN

This section constructs an adaptive fuzzy-neural-network-imitating sliding-mode control (AFNNISM) framework for a parallel-inverter system shown in Fig. 2(b). A four-layer fuzzy neural network (FNN) structure in Fig. 2(c) to be used for the proposed AFNNISM scheme comprises input, membership, rule, and output layers. In order to possess all information of error and its derivative, and reduce the network size, the elements in the sliding-surface vector are selected as the input signals of the FNN in this study to replace the input signals of the parallel-inverter system no matter system uncertainties. The implementation of the proposed AFNNISM strategy by imitating sliding-mode control (AFNNISM) strategy by using a fuzzy neural network (FNN) to imitate the TSMC law (14) to the powerful approximation ability of the FNN. Then, the TSMC law (14) can be rewritten as

\[
\hat{u}_{\text{TSMC}} = u^*_{\text{AFNNISM}}(q, \hat{W}, m, \hat{c}) + \epsilon_s
\]

Assumption 2: There are optimal weight matrix \((W^*)\), mean vectors \((m^*)\), and standard deviation vectors \((c^*)\) for an FNN \((u^*_{\text{AFNNISM}})\) to approximate the TSMC law \((u_{\text{TSMC}})\) in (10) due to the powerful approximation ability of the FNN. Then, the TSMC law \((u_{\text{TSMC}})\) can be rewritten as

\[
\epsilon_s = \text{minimum reconstructed-error vector between } u^*_{\text{AFNNISM}} \text{ and } u_{\text{TSMC}}.
\]

The actual control law of the proposed AFNNISM to imitate the TSMC law \((u_{\text{TSMC}})\) is designed as

\[
\hat{u}_{\text{AFNNISM}}(q, \hat{W}, \hat{m}, \hat{c}) = \hat{W} \hat{I}
\]

where \(\hat{W}, \hat{m}, \text{ and } \hat{c}\) are the estimated values of \(W^*, m^*, \text{ and } c^*, \) respectively, with the adaptive online learning ability to
be designed later; \( \tilde{l} \) is the estimated vector of \( l^* \). By subtracting (22) from (21), the approximation error (\( \bar{u}_s \)) can be expressed as

\[
\bar{u}_s = u_{TSMC} - \tilde{u}_{AFNNISMC} = u_{AFNNISMC} + \varepsilon_s - \tilde{u}_{AFNNISMC}
\]  

(23)

For ease of stability analyses, the activation and membership functions of the FNN are transformed into partially linear forms by the Taylor series expansion in this study. The corresponding approximation error in (23) can be represented as

\[
\tilde{u}_s = \begin{bmatrix}
\frac{\partial \tilde{u}_{AFNNISMC}}{\partial \tilde{w}_s} |_{\tilde{w}_s = w_s^*} (w_s^T - \tilde{w}_s^T) + h_{ws1} \\
\vdots \\
\frac{\partial \tilde{u}_{AFNNISMC}}{\partial \tilde{w}_{N_s}} |_{\tilde{w}_{N_s} = w_{N_s}^*} (w_{N_s}^T - \tilde{w}_{N_s}^T) + b_{wsN_s}
\end{bmatrix} + \begin{bmatrix}
\frac{\partial \tilde{u}_{AFNNISMC}}{\partial \tilde{c}_s} |_{\tilde{c}_s = c^*} (c^* - \tilde{c}) + h_{mc}
\end{bmatrix}
\]

\[
= Y_{ws} \tilde{w}_s + U_{ls} \tilde{l} + v_s
\]  

(24)

where \( \tilde{w}_s = w_s^* - \hat{w}_s = [\hat{w}_1^T, \ldots, \hat{w}_{N_s}^T] \in R^{N_s \times 1} \), in which \( \hat{w}_s = w_s^* - \hat{w}_s \hat{w}_o \in R^{1 \times N_s} \) and \( N_s = N_s \times N_s \); \( \hat{l} = l^* - \hat{l} \in R^{N_s \times 1} \); \( w_s^* \) and \( l^* \) are the optimum vectors of \( w_s \) and \( l \), \( \hat{w}_s \) and \( \hat{l} \) are the estimated vectors of \( w_s^* \) and \( l^* \); \( h_{ws} \in R^{N_s \times 1} \) and \( h_{ls} \in R^{N_s \times 1} \) are higher order terms in Taylor series; \( Y_{ws} = \text{diag}(y_{ws1}, y_{ws2}, \ldots, y_{wsN_s}) \in R^{N_s \times N_s} \); \( U_{ls} = [u_{ls1}, u_{ls2}, \ldots, u_{lsN_s}] \in R^{N_s \times N_s} \); \( v_s = h_{ws} + h_{ls} + \varepsilon_s \).

Moreover, the linear form of \( \tilde{l} \) can be expressed as

\[
\tilde{l} = \begin{bmatrix}
\tilde{l}_1 \\
\tilde{l}_2 \\
\vdots \\
\tilde{l}_{N_s}
\end{bmatrix} = \begin{bmatrix}
\frac{\partial \tilde{l}_1}{\partial \tilde{m}} \\
\frac{\partial \tilde{l}_2}{\partial \tilde{m}} \\
\vdots \\
\frac{\partial \tilde{l}_{N_s}}{\partial \tilde{m}}
\end{bmatrix} |_{\tilde{m} = m^*} (m^* - \hat{m})
\]

\[
= \begin{bmatrix}
\frac{\partial \tilde{l}_1}{\partial \tilde{c}} \\
\frac{\partial \tilde{l}_2}{\partial \tilde{c}} \\
\vdots \\
\frac{\partial \tilde{l}_{N_s}}{\partial \tilde{c}}
\end{bmatrix} |_{\tilde{c} = c^*} (c^* - \tilde{c}) + h_{mc}
\]

\[
\equiv l_{ms} \hat{m} + \tilde{l}_s \hat{c} + h_{mc}
\]  

(25)

where

\[
l_{ms} = \begin{bmatrix}
\frac{\partial \tilde{l}_1}{\partial \tilde{m}} \\
\frac{\partial \tilde{l}_2}{\partial \hat{m}} \\
\vdots \\
\frac{\partial \tilde{l}_{N_s}}{\partial \hat{m}}
\end{bmatrix} |_{\tilde{m} = m^*} \in R^{N_s \times N_s}, \hat{m} = m^* - \hat{m},
\]

\[
\tilde{l}_s = Y_{ws} \tilde{w}_s + U_{ls} I_{ms} \hat{m} + U_{ls} l_{cs} \hat{c} + y_s'
\]  

(26)

where \( y_s' = v_s + U_{ls} h_{mc} \).

\textbf{Theorem 3:} For the parallel-inverter system in (4), if the proposed AFNNISMC law is designed as (22) with the corresponding adaptation laws for FNN parameters in (27)-(29), the total sliding-surface vector will converge to zero asymptotically. Moreover, the convergence of the network parameters and the system stability of the proposed AFNNISMC scheme can be assured.

\[
\text{If } (\| \tilde{w}_s \| < b_{ws} ) \text{ or } (| \tilde{w}_s | < b_{ws} ) \text{ and } s^T Y_{ws} \tilde{w}_s \leq 0 \\
\hat{w}_s = \eta_{ws} (s^T Y_{ws} \tilde{w}_s)^T
\]

(27a)

\[
\text{If } (\| \tilde{w}_s \| = b_{ws} ) \text{ and } s^T Y_{ws} \tilde{w}_s > 0 \\
\hat{w}_s = \eta_{ws} (s^T Y_{ws} \tilde{w}_s - (s^T Y_{ws} \tilde{w}_s) / \| \tilde{w}_s \|^2) \| \tilde{w}_s \|^2
\]

(27b)

\[
\text{If } (\| \hat{m} \| < b_{ms} ) \text{ or } (| \hat{m} | < b_{ms} ) \text{ and } s^T U_{ls} m \hat{m} \leq 0 \\
\hat{m} = \eta_{ms} (s^T U_{ls} m \hat{m})^T
\]

(28a)

\[
\text{If } (\| \hat{m} \| = b_{ms} ) \text{ and } s^T U_{ls} m \hat{m} > 0 \\
\hat{m} = \eta_{ms} (s^T U_{ls} m \hat{m} / \| \hat{m} \|^2)^T
\]

(28b)

\[
\text{If } (\| \hat{c} \| < b_{cs} ) \text{ or } (| \hat{c} | < b_{cs} ) \text{ and } s^T U_{ls} c \hat{c} \leq 0 \\
\hat{c} = \eta_{cs} (s^T U_{ls} c \hat{c})^T
\]

(29a)

\[
\text{If } (\| \hat{c} \| = b_{cs} ) \text{ and } s^T U_{ls} c \hat{c} > 0 \\
\hat{c} = \eta_{cs} (s^T U_{ls} c \hat{c} / \| \hat{c} \|^2)^T
\]

(29b)

where \( \eta_{ws}, \eta_{ms}, \) and \( \eta_{cs} \) are positive learning rates; \( b_{ws}, b_{ms}, \) and \( b_{cs} \) are given positive bound values; \( \| \cdot \| \) denotes the Euclidean norm operator. In Fig. 2(b), \( \eta_s = \eta_{ws} \eta_{ms} \eta_{cs} \) is a given positive learning-rate vector; \( b_s = [b_{ws} b_{ms} b_{cs}] \) is a given positive bound vector.

\textbf{Proof:} Define a third Lyapunov function as

\[
V_{AFNNISMC}(s, \tilde{w}_s, \hat{m}, \hat{c}) = \frac{1}{2} s^T s + \tilde{w}_s^T \tilde{w}_s + \hat{m}^T \hat{m} + \hat{c}^T \hat{c}
\]

(30)

By substituting (9) into the derivative of (30), substituting the actual control law of the AFNNISMC (\( \tilde{u}_{AFNNISMC} \)) in (22) into the control effort (\( u \)) in (4), and using adaptation laws for network parameters in (27)-(29), one can obtain

\[
\dot{V}_{AFNNISMC}
\]

\[
\leq s^T B_{pp}^{-1} [-\rho \text{sgn}(s) - K_s s - \psi + B_{pp} y_s'] + V_{ws} + V_{ms} + V_{cs}
\]

\[
\leq -s^T B_{pp}^{-1} K_s s - \| s^T B_{pp}^{-1} \| \rho - \| B_{pp} y_s' - \psi \|_1
\]

\[
\leq -s^T B_{pp}^{-1} K_s s \leq 0
\]  

(31)
where \( V_{ws} = s^T Y_{ws} \hat{w}_{is} - \frac{s^T \hat{w}_{is}}{\eta_{ws}} \) and \( V_{ms} = s^T U_{ls} l_{ms} \hat{m} - \frac{s^T \hat{m}}{\eta_{ms}} \), and \( V_{cs} = s^T U_{ls} l_{cs} \hat{c} - \frac{s^T \hat{c}}{\eta_{cs}} \). The detailed derivation process of (31) can be referred to the Appendix. From (31), the derivative of the third Lyapunov function \( \dot{V}_{AFNNISMC}(s, \hat{w}_{is}, \hat{m}, \hat{c}) \) is a negative semi-definite function because of \( \dot{V}_{AFNNISMC}(s, \hat{w}_{is}, \hat{m}, \hat{c}) \leq 0 \), i.e., \( \dot{V}_{AFNNISMC}(s(t), \hat{w}_{is}, \hat{m}, \hat{c}) \leq \dot{V}_{AFNNISMC}(s(0), \hat{w}_{is}, \hat{m}, \hat{c}) \). It indicates that \( s, \hat{w}_{is}, \hat{m}, \) and \( \hat{c} \) are bounded functions. According to the Lyapunov stability theory and the Barbalat’s lemma [33], it can conclude that \( \dot{V}(t) \), \( \hat{w}_{is}, \hat{m}, \) and \( \hat{c} \) will converge to zero as time tends to infinity. Thus, the stability of the proposed AFNNISMC system for the parallel-inverter system can be guaranteed without auxiliary compensators in conventional intelligent control. This finishes the proof of Theorem 3.

Note that, when the disconnected signal of the slave inverter is detected, the input signal from the disconnection-inverter for the FNN is set to zero, and the output of the corresponding neuron in the membership layer of the FNN remains unchanged. Disconnection or re-connection of someone slave inverter does not change the structure of the network in the proposed AFNNISMC. Therefore, the AFNNISMC system can work well even under the occurrence of the structure change in the parallel-inverter system.

**V. NUMERICAL SIMULATIONS AND EXPERIMENTAL VERIFICATION**

In this study, numerical simulations and experimental examinations of a parallel-inverter system with two single-inverter units are carried out to demonstrate the superiority of the proposed adaptive fuzzy-neural-network-imitating sliding-mode control (AFNNISMC) system. The nominal values of circuit parameters in this parallel-inverter system are summarized in Table 2.

The main objective of the proposed AFNNISMC system for the parallel-inverter system is to obtain the robust property of high-precision voltage tracking and current sharing under system uncertainties. The input signals of the fuzzy neural network (FNN) are the elements of the sliding-surface vector \((s_v, s_{q2})\), i.e., \(q_1 = s_v\) and \(q_2 = s_{q2}\) \((n = 2)\). Moreover, the FNN outputs are control efforts \((u_{AFNNISMC1}\) and \(u_{AFNNISMC2}\)) for the master inverter and the slave inverter, respectively \((N_v = 2)\). The fuzzy sets for each input signal in this study are equally divided into three parts by the Gaussian function \((N_{p1} = N_{p2} = 3)\). The total number of nodes in the rule layer is nine \((N_l = 9)\). Thus, there are 2, 6, 9, and 2 neurons in the four-layer FNN structure. In general, initial values of network parameters in the FNN are roughly set based on expert knowledge.

In order to facilitate the selection of controller parameters for obtaining better control performance, state variables are normalized to eliminate the influence of two inputs in different levels (i.e., the voltage sliding surface and the current sliding surface, \(S_v\) and \(S_{q2}\)). Because initial values of network parameters can be adjusted by online adaptation laws, initial weight vectors \((w_1\) and \(w_2\)) in the FNN are set to zero; initial mean vectors \((m_1\) and \(m_2\)) are all set as \([-30 0 30]\), and initial standard deviation vectors \((\xi_1\) and \(\xi_2\)) are all selected as \([30\ 30\ 30]\). Moreover, control parameters in the proposed AFNNISMC are selected as follows:

\[
J_v = [0.803; 10], \quad J_i = [1.1080; 0.02]
\]

\[
\eta_{w1s} = 0.258, \quad \eta_{m1s} = \eta_{c1s} = 1.15 \times 10^{-6}
\]

\[
\eta_{w2s} = 2.503, \quad \eta_{m2s} = \eta_{c2s} = 1.55 \times 10^{-6}
\]

(32)

An adaptive total sliding-mode control (ATSMC) scheme in Section III is also performed for a comparison with the proposed AFNNISMC strategy. In fairness, control parameters of the designed ATSMC are determined to obtain a similar control performance with that of the proposed AFNNISMC at the nominal case. The conservative selection of \(J_v = [8 \times 10^7 \times 5 \times 10^3; 10]\) and \(J_i = [4.2 \times 10^3; 0.42 \times 10^3]\) in the designed ATSMC are set to cope with the coefficients of state equations \((A_{pn}, B_{pn}, C_{pn})\), which are different from the vectors in the model-free AFNNISMC scheme. Moreover, the value of \(K_v = [15000; 0.1015]\) in (13a) is chosen to ensure the stability of the designed ATSMC system, even for the worst case of \(x < \|\psi\|\). In addition, the value of \(\lambda = 200\) is selected for the adaptation in (13b).

By taking a parallel-inverter system with a master inverter and a slave inverter as example, four kinds of disturbances are considered in this study. According to the parameters in Table 2, the upper bound \((\rho)\) of the lumped uncertainty vector can be roughly calculated according to (5). By considering the load variations from \(R_l = 12.5\Omega\) to \(R_l = 25\Omega\), the structure uncertainty of the slave inverter to be reconnected into the master inverter, the input voltage fluctuation of the slave inverter \((V_{dc1} = 200\text{V}; V_{dc2}\text{changes from 200V to 180V})\), and the values of filter inductors \((L_f1\) and \(L_f2))\) deviated by –10%, theoretical upper bounds \((\rho)\) of the lumped uncertainty vector can be roughly obtained for the above four variations to be about 24.6, 26.2, 3.44, and 2.29, respectively.

Although the upper bound \((\rho)\) of the lumped uncertainty vector can be conservatively selected as 26.2, it will result in a serious chattering control effort. Thanks to the introduction of \(B_{pn}^{-1}K_{ps}\) into the curbing control law (10c), the conservative
selection of the gain matrix \((K_s)\) to cover an insufficient upper bound (i.e., a smaller value \(\rho\)) is helpful to reduce the chattering phenomena introduced by the sign function.

The control performance of the designed ATSMC and the proposed AFNNISMС are examined by the following normalized-mean-square-error (NMSE) values of the voltage tracking and current sharing:

\[
NMSE(x) = \frac{1}{x_{\text{max}} T} \sum_{n=1}^{T} x^2(n) \tag{33}
\]

where \(x\) is the voltage tracking error \((e_1)\) or the current sharing error \((e_2)\); \(x_{\text{max}}\) is the maximum value of the sinusoidal voltage or current command; \(T\) is the sampling interval.

### A. NUMERICAL SIMULATIONS

The numerical simulation model of a parallel-inverter system in an island micro-grid (MG) is built by the Matlab software. The current command of the slave inverter is equal to the current of the master inverter. The superiority in voltage tracking and current sharing by the proposed AFNNISMС will be validated by comparing with the performance of the designed ATSMC. Four simulated conditions are considered:

1. Two inverters are operated in parallel at the beginning \((R_l = 25\Omega, V_{dk1} = V_{dk2} = 200V, L_{f1} = L_{f2} = 2\text{mH})\), and the load is varied at 0.172s \((R_l\) changes from 25\(\Omega\) to 12.5\(\Omega\) or from 12.5\(\Omega\) to 25\(\Omega\));
2. The slave inverter disconnects from the master inverter at 0.1125s and re-connects at 0.304s;
3. The input voltage of the slave inverter fluctuates at \(t = 0.171\) \((V_{k1} = 200V; V_{dk2} \text{ changes from 200V to 180V});
4. The value of the filter inductance is deviated \(\pm 10\%\) of the nominal value \(2\text{mH}\) in the slave inverter.

Figure 3 displays adaptive adjustment curves of network parameters in the proposed AFNNISMС. The weight vectors \((w_1\) and \(w_2)\), the mean vectors \((m_1\) and \(m_2))\), and the standard deviation vectors \((c_1\) and \(c_2))\) update online to steady-state values for obtaining satisfactory system responses, even though their values are roughly initialized. As can be seen from Fig. 3, it demonstrates that the proposed AFNNISMС scheme has good self-regulation ability.

The state trajectories in the parameter training process of the output voltage in the parallel-inverter system by the proposed AFNNISMС under the occurrence of system uncertainties are depicted in Fig. 4, where each trajectory is a circle centered at \((0,0,0)\). The states deviate from the circle trajectory when the system uncertainties occur, and the corresponding state trajectories can return to the circle eventually. Moreover, the circle is dramatically decreased via the online training process. The black arrows point to the convergence direction of the output voltage state.

Figure 5 exhibits the simulated results of the voltage tracking and current sharing error of the parallel-inverter system by the proposed AFNNISMС and the designed ATSMC. As can be seen from Fig. 5, the errors by the designed ATSMC are similar to the ones by the proposed AFNNISMС during the steady state as shown in Fig. 5(a) and 5(d). Because of the shorter settling times and lower overshoots at startup by the proposed AFNNISMС, there are 59.7\% and 92.8\% improvement by the proposed AFNNISMС in the NMSE values of voltage tracking errors \((0.0119)\ by the ATSMC and 0.0048 by the AFNNISMС) and current sharing errors \((6.66 \times 10^{-4})\ by the ATSMC and 4.80 \times 10^{-5}\ by the AFNNISMС), respectively.

The transient tracking responses by the designed ATSMC scheme are more susceptible to load disturbances with larger overshoot and more chattering in the output voltage and filter inductor currents. As can be seen from Fig. 5(b) and 5(c), the NMSE values \((0.0352\ and 0.0366)\ of the voltage tracking error by the designed ATSMC can be reduced to
FIGURE 4. Output voltage state trajectory in parameter training of parallel-inverter system by AFNNISMC under system uncertainties: (a) Load variations from 25Ω to 12.5Ω; (b) Load variation from 12.5Ω to 25Ω; (c) Slave inverter disconnection and re-connection; (d) Input voltage variation of slave inverter (DC bus voltage changes from 200V to 180V).

FIGURE 5. Simulated results of voltage tracking error and current sharing error of parallel-inverter system by AFNNISMC and ATSMC: (a) Tracking error of output voltage under $R_l = 25\Omega$; (b) Tracking error of output voltage under load changes from 25Ω to 12.5Ω; (c) Tracking error of output voltage under load changes from 12.5Ω to 25Ω; (d) Current sharing error under $R_l = 25\Omega$; (e) Current sharing error under load variation from 25Ω to 12.5Ω; (f) Current sharing error under load variation from 12.5Ω to 25Ω.

(0.0063 and 0.0051) by the proposed AFNNISMC under the occurrence of loading and unloading disturbance at $t = 0.172s$. By observing Fig. 5(e) and 5(f), the NMSE values (0.0028 and 0.0032) of the current sharing error by the designed ATSMC can be reduced to $(2.26 \times 10^{-4}$ and $1.084 \times 10^{-4}$) by the proposed AFNNISMC system. While the errors by the designed ATSMC are greater than the ones by the proposed AFNNISMC under a heavy load ($R_l = 12.5\Omega$) as shown in Fig. 5(b) and 5(c), it verifies that the control performance of the proposed model-free AFNNISMC is insensitive to load variations.

The simulated results of the parallel-inverter system by the designed ATSMC and the proposed AFNNISMC under the occurrence of disconnection and re-connection of the slave inverter are depicted in Fig. 6. The master inverter still can supply power solely after the slave inverter disconnects, and the parallel-inverter system remains workable, even the disconnection and re-connection operates at the worst case, e.g., the peak value or the valley of the output voltage. The corresponding NMSE value under disconnection and the cumulative NMSE value after the re-connection of the slave inverter are (0.015 and 0.049) by the designed ATSMC, and
The simulated results of the parallel-inverter system controlled by the proposed AFNNISMC and the designed ATSMC under the filter inductance deviation $\pm 10\%$ from the nominal value of 2mH in the slave inverter are depicted in Fig. 8. As can be seen from Fig. 8, the NMSE and THD values of the output voltage keep constant, and only the NMSE values of the current sharing errors have a slight increase with the increase of the inductance. It means that both the designed ATSMC and the proposed AFNNISMC strategies are less sensitive to the inductance variations.

### B. EXPERIMENTAL VERIFICATION

In order to further verify the functionality of the proposed AFNNISMC strategy in practical applications, a platform with two parallel inverters is established, and its photo is depicted in Fig. 9. The DC-bus voltage of the master inverter is supplied by a DC supply (62100H-600S) manufactured by Chroma, and the voltage of the slave inverter is provided by an uncontrolled rectifier circuit with an AC voltage supplied by a voltage regulator. Moreover, full-bridge inverters are constructed with four FQA24N50F power MOSFETs, and

(0.0052 and 0.0055) by the proposed AFNNISMC. By comparing simulated results in Fig. 6, the parallel-inverter system controlled by the proposed AFNNISMC exhibits better robustness against structure uncertainties with fewer control overshoots and no chattering phenomena.

Figure 7 depicts the simulated characteristics of the output voltage regulation and current sharing of the parallel-inverter system by the designed ATSMC and the proposed AFNNISMC under the input DC voltage fluctuation of the slave inverter from 200V to 180V. The output voltage of the parallel-inverter system is depicted in Fig. 7(a) under the DC-bus voltage variation at $t = 0.171$. The voltage tracking and current sharing errors are depicted in Fig. 7(b) and 7(c), respectively. By comparing with the ATSMC framework, the proposed AFNNISMC system yields better robustness against the DC voltage variation, and provides more favorable transient performance with lower voltage tracking errors. In Fig. 7, the NMSE values for voltage tracking errors are 0.0120 by the designed ATSMC, and 0.0048 by the proposed AFNNISMC. Moreover, the NMSE values for current sharing errors are 0.0012 by the designed ATSMC and $1.243 \times 10^{-4}$ by the proposed AFNNISMC.
FIGURE 8. Simulated results of parallel-inverter system by AFNNISMC and ATSMC under filter inductance deviation ±10% from nominal value of 2mH: (a) NMSE value of output-voltage tracking error; (b) NMSE value of inductor-current sharing error; (c) THD value of output voltage.

FIGURE 9. Practical photo of experimental equipment.

FIGURE 10. Steady-state experimental results of parallel-inverter system under resistive load: (a) PIC; (b) ATSMC; (c) AFNNISMC.

the corresponding driving circuit is designed based on an IC chip of TLP250.

Isolation amplifiers (AD202JN) sense terminal AC-bus voltages, and series Hall current sensors (LA 55-P) detect inductor currents inside two inverters for the feedback circuit. In addition, a TMS320F28335 series digital-signal-processor (DSP) is used to carry out a conventional proportional-integral control (PIC), the designed ATSMC, and the proposed AFNNISMC methodologies, in which the sampling frequency and switching frequency are 20kHz. The pulse-width-modulation (PWM) module in the DSP generates control signals for power switches in two inverters, and the dead times are selected as 0.5ns to avoid short-through between upper and lower MOSFETs in the same bridge. Experimental waveforms are displayed on an oscilloscope manufactured by the YOKOGAWA company, and the voltage and current probes are used to measure the output voltage and two inductor currents in the parallel-inverter system. Furthermore, the WT500 power analyzer manufactured by the YOKOGAWA company implements the harmonic analysis for the output voltage to obtain the total-harmonic-distortion (THD) value.

With the development of microelectronics and large-scale integration technologies, the performance of microprocessors has been improved unprecedentedly and the cost has been broadly reduced. Today high-performance microprocessors and DSP can be effectively used to realize advanced control schemes. A TMS320F28335 32-bit floating-point DSP with 150 MHz is used in this study.

In order to implement the proposed AFNNISMC framework easily, the function approximation or look-up table method can be used to carry out Gaussian functions instead of calling math-functions codes in the code composer studio (CCS), which is helpful to decrease the execution time significantly. Moreover, some heuristics or expert knowledge can be used to pre-set the means and standard deviations of Gaussian functions for reducing the parameter training time in reality to shorten the transient training performance of the FNN. The execution time of the proposed AFNNISMC framework in the TMS320F28335 32-bit floating-point DSP with 150 MHz can be measured about 40µs, which is smaller than the sampling interval of the control loop with 0.05ms (20kHz).

In the experimentations, two inverters with the same capacity are considered, and the output voltage command of the parallel-inverter system is set as a commercial power (110V@60Hz). Moreover, the current command of the slave inverter is given by the current of the master inverter. For a fair comparison, suitable control parameters for the conventional PIC framework are selected via the Bode-plot analysis [34] to
get a control response to be similar to the one controlled by
the designed ATSMC and the proposed AFNNISMC at the
nominal case.

The steady-state experimental results of the parallel-
inverter system controlled by the PIC, the designed ATSMC,
and the proposed AFNNISMC under a resistive load
\((R_l = 12.5\Omega)\) are depicted in Fig. 10. The waveform of output
voltage \((v_o)\) and filter currents \((i_L,1\) and \(i_L,2)\) are recorded.
By observing Fig. 10(a), the THD of the output voltage by
the traditional PIC is 2.54\%, and the corresponding NMSE
of the current sharing error between two parallel inverter
is 0.315. The THD and the NMSE values recorded in
Fig. 10(b) are respectively reduced to 1.62\% and 0.0752 by
the designed ATSMC. As for the experimental result by
the proposed AFNNISMC in Fig. 10(c), the THD and NMSE
values are 1.041\% and 0.0153, which are lower than the ones
by the conventional PIC and the designed ATSMC. Although
the output voltage of the parallel-inverter system can be stably
controlled to the command by all three control strategies, the
proposed AFNNISMC framework yields superior responses
with a lower THD in the output voltage and a lower NMSE
in the current sharing.

The steady-state experimental results of the parallel-
inverter system controlled by the PIC, the designed ATSMC,
and the proposed AFNNISMC under a nonlinear load com-
posed of a resistor \((12.5\Omega)\), a capacitor \((1100\mu F)\) and a
diode rectifier \((KBPC3506P)\) are depicted in Fig. 11. The
THD and NMSE values \((3.58\% \text{ and } 0.416)\) by the PIC
in Fig. 11(a) can be reduced to be \(2.46\% \text{ and } 0.0934\) by
the designed ATSMC in Fig. 11(b), and to be \(1.37\% \text{ and }
0.0283\) by the proposed AFNNISMC in Fig. 11(c). It can
conclude that high power quality and precise current shar-
ing of the parallel-inverter system controlled by the pro-
posed AFNNISMC also can be achieved under a nonlinear
load.

The transient performance and the robustness against load
variations by the proposed AFNNISMC are further tested
here. The transient experimental results under load variations
from 1kW \((R_l = 12.5\Omega)\) to 500W \((R_l = 25\Omega)\) are depicted
in Fig. 12, and the ones under load variations from 500W
\((R_l = 25\Omega)\) to 1kW \((R_l = 12.5\Omega)\) are depicted in Fig. 13.
The NMSE values by the conventional PIC in Fig. 12(a) and
Fig. 13(a) are 0.438 and 0.385, respectively. The NMSE
values by the designed ATSMC in Fig. 12(b) and Fig. 13(b) are
reduced to 0.0904 and 0.0837, respectively. By the proposed
AFNNISMC, the NMSE values in Fig. 12(c) and Fig. 13(c) are
reduced to 0.0252 and 0.0232, respectively. Moreover, the
transient time by the PIC for the parallel-inverter system is
about 8ms. The transient times are about 4ms and less than
1ms by the designed ATSMC and the proposed AFNNISMC,
respectively. It is worth noting that the control performance
of the parallel-inverter system deteriorates under the condi-
tion of a light load \((R_l = 25\Omega)\) without manual re-tuning
of control parameters in the PIC. The parallel-inverter sys-
tem can return to stability after a short transition pro-
cess with small chattering phenomena automatically by the
designed ATSMC, and the chattering phenomena can be elim-
ninated by the proposed AFNNISMC.

For a practical parallel-inverter system, the investigation
of the performance with fault-inverter units is helpful and
significant. The fault-inverter units should be isolated in time
against accidents and re-connected to the master inverter
after reparation. During the disconnection and re-connection
process, the parallel-inverter system should remain work-
able and stability. The transient experimental results of the

![FIGURE 11. Steady-state experimental results of parallel-inverter system under nonlinear load: (a) PIC; (b) ATSMC; (c) AFNNISMC.](image)

![FIGURE 12. Transient experimental results of parallel-inverter system under load variations from 1kW to 500W: (a) PIC; (b) ATSMC; (c) AFNNISMC.](image)
parallel-inverter system under disconnection and re-
connection of the slave inverter are depicted in Figs. 14 and 15, respectively. In Fig. 14, the current ($i_{L2}$) decreases to zero after the faulty slave inverter is disconnected from the red arrow. The master inverter can supply power to remain the output voltage as the same as the normal case, and the rated output power performs by doubling the output current of the master inverter at the front of Fig. 14. The output voltage fluctuation caused by the disconnection of the slave inverter in Fig. 14(c) is smallest by the proposed AFNNIMSC by comparing with the waveforms in the transit process of the conventional PIC and the designed ATSMC in Fig. 14(a) and 14(b).

By observing Fig. 15(a), the parallel-inverter system loses its stability when the slave inverter re-connects to the master inverter after the red arrow. Because the re-connection of the slave inverter changes the impedance characteristics of the parallel-inverter system, the controller parameters in the traditional PIC are no longer suitable for the stable operation. Thus, the parallel-inverter system controlled by the PIC may be unstable if the controller parameters aren’t re-tuned by manual. Favorable voltage tracking and current sharing between parallel inverters can be obtained by the designed ATSMC and the proposed AFNNIMSC in Fig. 15(b) and 15(c). Despite the sudden disconnection or re-connection of the fault inverter occurred around the trough of the output voltage, the transient time is minimal and the output voltage is less influenced without chattering phenomena in the model-free AFNNIMSC, which dramatically improves the availability and reliability of the parallel-inverter system.

Because DC sources in the parallel-inverter system always come from different distributed generations, DC voltages are not identical to each other due to the influence of environmental factors. The experimental result of the parallel-inverter system with different DC sources for the master and slave inverters controlled by the proposed AFNNIMSC is depicted in Fig. 16. In Fig. 16, the DC voltage for the slave inverter is intentionally set to 180V from the red arrow. The THD value of the output voltage is 1.067%, and the NMSE value of the current sharing error is 0.0164. This evaluation shows that
the voltage tracking and current sharing performance by the proposed AFNNISMC is less sensitive to the difference of input DC voltages.

According to previous report in [35], the tolerance for high-quality commercial inductors is about 10%, and the filter impedance variation due to manufacturing tolerances is inevitable. Figure 17 illustrates the experimental result of the parallel-inverter system controlled by the proposed AFNNISMC under asymmetrical inductance parameters condition ($L_1 = 2mH, L_2 = 1.8mH$). In Fig. 17, the filter inductance of the slave inverter is intentionally decreased by ~10% from the nominal value of 2mH. It can be seen that the THD value of the output voltage is 1.064%, and the NMSE value of the current sharing error is 0.0275 under the condition of asymmetrical inductances. As a result, it confirms that the quality of the output voltage and the current-sharing error introduced by the filter impedance deviation can be removed in the proposed AFNNISMC strategy.

Figure 18 illustrates the experimental results of the parallel-inverter system with a 2:1 current sharing ratio under the resistive load to further confirm the effectiveness of the proposed AFNNISMC. In Fig. 18, the command of the inductor current in the slave inverter is set as $i_{L2}^{ref} = 0.5 \times i_{L1}$. As can be seen from Fig. 18, the proportional current sharing between the master and slave inverters can be accurately performed to be 2:1, and the output voltage also can be regulated to the command with a low THD value (1.06%).

VI. CONCLUSION

In this study, a model-free adaptive fuzzy-neural-network-imitating sliding-mode control (AFNNISMC) with a master-slave current sharing strategy is proposed for a parallel-inverter system in an islanded micro-grid (MG). First, the entire dynamic model is analyzed for the controller design and the system-level stability analysis by viewing parallel inverters containing a master inverter and $n-1$ slave inverters as a whole. Then, a total sliding-surface vector composed of the elements of the voltage-tracking error and the current-sharing error is designed. Moreover, an adaptive total sliding-mode control (ATSMC) law for the parallel-inverter system with global robustness can be obtained by combining an adaptive observer for the control gain of the curbing controller into the total sliding-mode control (TSMC). In addition, the elements of the total sliding-surface vector are taken as the inputs of the designed fuzzy neural network (FNN) to imitate the TSMC law. Furthermore, self-tuning laws of network parameters in the AFNNISMC are derived from system stability analyses. The function of the proposed AFNNISMC framework is not affected by the disconnection and re-connection of partial slave inverters, and the system stability also can be ensured under the occurrence of structure uncertainties. Thus, the robustness of the voltage tracking and current sharing can be obtained both under the occurrence of parameter variations and structure uncertainties. By comparing a conventional proportional-integral control (PIC), the designed ATSMC, and the proposed AFNNISMC frameworks at different operating conditions to be implemented on the same microprocessor, it is proved that the proposed AFNNISMC system is feasible and effective, and the corresponding performance analytic results are summarized in Table 3.

As can be seen from Table 3, the total-harmonic-distortion (THD) value of the voltage tracking, and the normalized-mean-square-error (NMSE) of the current sharing in the designed ATSMC are smaller than those controlled by the conventional PIC; but larger than those controlled by the proposed AFNNISMC under the same operational conditions. Moreover, the designed ATSMC and the proposed AFNNISMC both have good robustness under system uncertainties. However, the number of poles and zeros in the parallel-inverter system may be changed due to the disconnection and re-connection of some slave inverters. If control parameters in the conventional PIC scheme are not manually adjusted, the system will be unstable under the occurrence of structure change. Even though the adaptive ability is introduced into the ATSMC for identifying system uncertainties to improve the transient response performance, the detailed system dynamic is always required in this
remains unchanged with the disconnection or re-connection of partial slave inverters to guarantee the robustness against structure uncertainties. But, the parameters with respect to slave inverters are still updated online even though partial slave inverters disconnect from the parallel-inverter system, which will increase the computation burden. It is worthy to study a variable-structure neural network or adaptive-feature-selection-based schemes in the control of a parallel-inverter system. In addition, in order to obtain the better imitating performance, a recurrent framework involving feedback connections can be adopted to enhance the generalization property of FNN in the future research.

APPENDIX

By taking the derivative of (30) with respect to time, one can obtain

\[ \dot{V}_{\text{AFNNISMC}}(s, \tilde{w}_{1s}, \tilde{m}, \tilde{c}) = s^T \dot{s} - \frac{\dot{w}_{1s}^T \dot{w}_{1s}}{\eta_{ws}} - \frac{\dot{m}^T m}{\eta_{ms}} - \frac{\dot{c}^T c}{\eta_{cs}} \]  

(A1)

To rewrite (23) by replacing \( u_{\text{TSMC}} \) with (10) and \( \tilde{u}_s \) with (26), the proposed adaptive fuzzy-neural-network-imitating sliding-mode control (AFNNISMC) law can be formulated as follows:

\[ \dot{u}_{\text{AFNNISMC}} = u_{\text{TSMC}} - \tilde{u}_s \]

\[ = [-B_{pm}^{-1}(A_{pm}x + C_{pm}z - \dot{x}_d) + \frac{\partial f}{\partial e}Tfe] + B_{pm}^{-1} \rho \text{sgn}(s) \]

\[ + K_s[s] - (Y_{ws} \tilde{w}_{ls} + U_{ls} I_{ms} \tilde{m} + U_{ls} I_{cs} \tilde{c} + y_s') \]  

(A2)

By substituting \( \dot{u}_{\text{AFNNISMC}} \) in (A2) into the control effort (u) in (4), the differential of the total sliding-surface vector in (9) can be rewritten as

\[ \dot{s} = -B_{pm}^{-1} \rho \text{sgn}(s) + K_s[s + \psi] \]

\[ + (Y_{ws} \tilde{w}_{ls} + U_{ls} I_{ms} \tilde{m} + U_{ls} I_{cs} \tilde{c} + y_s') \]  

(A3)

By substituting (A3) into (A1), one can obtain

\[ \dot{V}_{\text{AFNNISMC}} = s^T B_{pm}^{-1}[-\rho \text{sgn}(s) - K_s[s - \psi]] \]

\[ + s^T (Y_{ws} \tilde{w}_{ls} + U_{ls} I_{ms} \tilde{m} + U_{ls} I_{cs} \tilde{c} + y_s') \]

\[ - \frac{\dot{w}_{1s}^T \dot{w}_{1s}}{\eta_{ws}} - \frac{\dot{m}^T m}{\eta_{ms}} - \frac{\dot{c}^T c}{\eta_{cs}} \]

\[ = s^T B_{pm}^{-1}[-\rho \text{sgn}(s) - K_s[s - \psi - B_{ps}y_s']] \]

\[ + (s^T Y_{ws} \tilde{w}_{ls} - \frac{\dot{w}_{1s}^T \dot{w}_{1s}}{\eta_{ws}}) + (s^T U_{ls} I_{ms} \tilde{m} - \frac{\dot{m}^T m}{\eta_{ms}}) \]

\[ + (s^T U_{ls} I_{cs} \tilde{c} - \frac{\dot{c}^T c}{\eta_{cs}}) \]

\[ = s^T B_{pm}^{-1}[-\rho \text{sgn}(s) - K_s[s - \psi - B_{ps}y_s']] \]

\[ + V_{ws} + V_{ms} + V_{cs} \]  

(A4)
where \( V_{WS} = \frac{s}{\eta_{WS}} Y_{ws} \hat{w}_{ts} - \frac{z}{\eta_{WS}} T \hat{w}_{ts}/\eta_{WS} \), \( V_{MS} = \frac{s}{\eta_{MS}} Y_{ls} \hat{m}_s - \frac{z}{\eta_{MS}} T \hat{m}_s \) and \( V_{CS} = s \frac{T}{\eta_{CS}} \hat{c}_s - \frac{z}{\eta_{CS}} T \hat{c}_s \).

If the adaptation law for the weights in the proposed AFNNISMC is designed as (27), \( V_{WS} \) can be represented as

By (27a):

\[
\dot{V}_{AFNNISMC} = s^2 T B_p^{-1} [ -\rho \text{sgn}(s) - K_s s - \psi + B_{pp} y_p ] + V_{ws} + V_{ms} + V_{cs} \\
\leq -s^2 T B_p^{-1} K_s s - s^2 T B_p^{-1} \rho \text{sgn}(s) \\
\leq -s^2 T B_p^{-1} K_s s - \left[ s^2 T B_p^{-1} [ \rho - B_{pp} y_p - \psi ] \right] (A7)
\]

If the gain condition of \( \rho > \| B_{pp} y_p - \psi \| \) is designed, the result of \( \dot{V}_{AFNNISMC} \leq -s^2 T B_p^{-1} K_s s \leq 0 \) can be satisfied.
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