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Abstract

We study methods for reconstructing Bayesian uncertainties on dynamical mass estimates of galaxy clusters using convolutional neural networks (CNNs). We discuss the statistical background of approximate Bayesian neural networks and demonstrate how variational inference techniques can be used to perform computationally tractable posterior estimation for a variety of deep neural architectures. We explore various model designs and statistical assumptions impact prediction accuracy and uncertainty reconstruction in the context of cluster mass estimation. We measure the quality of our model posterior recovery using a mock cluster observation catalog derived from the MultiDark simulation and UniverseMachine catalog. We show that approximate Bayesian CNNs produce highly accurate dynamical cluster mass posteriors. These model posteriors are log-normal in cluster mass and recover 68% and 90% confidence intervals to within 1% of their measured values. We note how this rigorous modeling of dynamical mass posteriors is necessary for using cluster abundance measurements to constrain cosmological parameters.

Unified Astronomy Thesaurus concepts: Cosmology (343); Galaxy dynamics (591); Astrostatistics (1882); Galaxy clusters (584)

1. Introduction

Galaxy clusters are the most massive gravitationally bound systems in the universe, consisting of hundreds of luminous galaxies and hot gas embedded in dense dark matter halos. The distribution of cluster masses dominates the sensitive high mass regime of the halo mass function (HMF) and is a useful probe of large-scale structure. Measurements of cluster abundance as a function of halo mass and redshift are a major method for constraining cosmological models, but such analyses require large, well-defined cluster samples and robust mass measurement methods (e.g., Voit 2005; Allen et al. 2011; Mantz et al. 2015; Planck Collaboration et al. 2016). As the number of high-quality cluster observations is expected to radically increase with current and upcoming cosmological surveys such as the Dark Energy Spectroscopic Instrument (DESI), the Vera C. Rubin Observatory, and Euclid (Dodelson et al. 2016), the need for precise and efficient cluster mass estimators is imperative.

Dynamical mass estimators are a class of cluster measurements which leverage information from spectroscopic observations of member galaxies in order to infer cluster masses. The theoretical foundations of dynamical methods are grounded in the $M - \sigma$ relation, a fundamental power-law relationship which connects the mass of a stable, isotropic cluster system to the line-of-sight (LOS) velocity dispersion of its constituent galaxies. Such methods were famously used to produce the first inference of the existence of dark matter in the Coma cluster (Zwicky 1933). Despite this historical significance, vanilla applications of the $M - \sigma$ relation produce significant biases and scatter in realistic cluster mass predictions, owing to drastic departures from the idealistic assumptions for which the $M - \sigma$ holds. Gravitational instabilities (O1d et al. 2018) and member galaxy selection effects (Wojtak et al. 2018) are prime examples of complex systems which violate $M - \sigma$ assumptions and introduce error into dynamical cluster mass estimates. Considerable work has been done toward quantifying and mitigating the uncertainties caused by these systematics (e.g., Wojtak et al. 2007; Mamon et al. 2013; Farahi et al. 2016, 2018; Abdullah et al. 2018). This proper modeling of cluster systems is crucial to the use of cluster abundance measurements for constraining cosmology.

Deep neural networks (DNNs; LeCun et al. 2015) are extremely versatile machine-learning tools for modeling complex, nonlinear relationships in data-rich environments such as cosmological analyses. In recent years, DNN modeling has met a large variety of useful applications, both broadly in physics (e.g., Carleo et al. 2019) and specifically in cosmology (e.g., Hoyle 2016; Lanusse et al. 2018; Ntampaka et al. 2019). In Ho et al. (2019), we showed that DNNs are able to mitigate systematics of dynamical cluster measurements to produce mass predictions with remarkably low bias and scatter. In addition, DNNs were computationally efficient to evaluate and robust to variations in sample richness, both requisite qualities for modern cluster mass estimators. In our comparative analysis, DNNs outperformed both simple and idealized $M - \sigma$ analyses as well as other modern machine-learning approaches (Ntampaka et al. 2015, 2016; Calderon & Berlind 2019).

While the increasingly precise inferences produced in Ho et al. (2019) prove effective for the task of point mass inference, a natural extension would be to ask how one can quantify the uncertainty of our predictions. Estimates of measurement confidence are vital to recovering Bayesian constraints on cosmological parameters. Estimating Bayesian uncertainties of deep learning models has been an exceedingly active field of study in recent years (e.g., Neal 2012; Gal 2016; Caldeira & Nord 2020). While theoretically sound, the exact calculation of deep learning uncertainties is numerically intractable due to the necessary integration over hundreds of thousands of parameter posteriors. However, by assuming specific conjugate priors over
neural network weights (e.g., Blundell et al. 2015; Gal & Ghahramani 2016), the computational complexity of this calculation can be drastically reduced. These approximate Bayesian uncertainties have been shown to accurately recover empirical variance in a wide variety of real data sets (e.g., Kendall & Gal 2017; Möller & de Boissière 2020), with particularly strong performance in modeling out-of-sample inputs (e.g., Gal & Ghahramani 2016).

In this paper, we seek to apply deep learning uncertainty estimation techniques to the cluster mass inference models presented in Ho et al. (2019). We discuss deep learning models in a Bayesian context and how assumptions of parameter priors can be used to tractably perform weight marginalization. Using a synthetic catalog of realistic cluster observations, we measure how well deep learning models can recover confidence intervals of dynamical cluster mass estimates. We investigate how choices of predictive distribution and parameter priors impact the quality of these deep learning predictions, both for individual clusters and for cosmological analyses. This paper is organized into the following sections: in Section 2, we describe the generation of the mock cluster catalog. In Section 3, we detail the theoretical considerations for Bayesian deep learning as well as the specific designs of the presented models. In Section 4, we evaluate model performance empirically and discuss the results. We summarize conclusions in Section 5. The code developed for this analysis is made publicly available on Github.

2. Data Set

In this section, we summarize important properties of the mock cluster observations used in this analysis. The mock catalog is a new realization of the contaminated mock observation procedure described in Ho et al. (2019). The catalog generation code is made available on Github (see footnote 3) and pregenerated catalogs are available upon request.

The catalog is generated from a \( z = 0.117 \) snapshot of the MultiDark Planck 2 N-body simulation (MDPL2; Klypin et al. 2016), which assumes a ΛCDM cosmology consistent with 2013 Planck data (Planck Collaboration et al. 2014). Host halos and subhalos are identified in the MDPL2 simulation using the ROCKSTAR halo finder (MDPL2 Rockstar; Behroozi et al. 2013). We model clusters as host halos in the MDPL2 Rockstar catalog with spherical overdensity masses of \( M_{200c} \geq 10^{13.5} M_{\odot} \). Galaxies are painted onto subhalos via the UniverseMachine galaxy assignment procedure (Behroozi et al. 2019) and restricted to \( M_{\text{stellar}} \geq 10^{9.5} M_{\odot} \). Clusters and galaxies in our sample inherit mass, position, and velocity from their respective halos in the MDPL2 Rockstar and UniverseMachine catalogs. Throughout the paper, we use the shorthand \( m \) to denote logarithmic spherical overdensity cluster masses,

\[
m \equiv \log_{10}[M_{200c}(h^{-1}M_{\odot})].
\]  

The dynamical observables reported for each mock cluster are the LOS velocities \( v_{\text{los}} \) and sky-projected radial positions \( R_{\text{proj}} \) of its selected member galaxies. For a given LOS, \( v_{\text{los}} \) and \( R_{\text{proj}} \) are calculated for all galaxies in a large neighborhood around each simulated cluster from the perspective of a \( z = 0 \) observer. Member galaxies are then selected around each cluster in dynamical phase space \( (v_{\text{los}}, R_{\text{proj}}) \) via a large cylindrical selection.

3. Method

In this section, we discuss the deep learning models and uncertainty estimation techniques used to reconstruct cluster masses from member galaxy dynamics. Due to the variety of possible treatments of this problem, we seek to implement several model designs and investigate how they perform in the context of cluster mass estimation. We present a suite of 12 models, each with a different combination of input type, predictive distribution, and weight priors.

3.1. Input

The models presented in this paper infer cluster masses from one of two member galaxy distributions: the univariate distribution of LOS velocities, \( \{v_{\text{los}}\} \), or the joint distribution of LOS velocities and projected radial distances, \( \{v_{\text{los}}, R_{\text{proj}}\} \). We refer to these input types as one-dimensional (1D) or two-dimensional (2D) inputs, respectively. In Ho et al. (2019), we showed that the inclusion of \( R_{\text{proj}} \) information significantly improved the prediction performance of deep learning models. Here, we seek to investigate the impact of additional input dimensions on mass uncertainty estimation.

We use Kernel Density Estimators (KDEs; Scott 2015, chap. 6) to preprocess each cluster’s member galaxy observables (i.e., \( v_{\text{los}} \) and \( R_{\text{proj}} \)) into image representations of their distributions in dynamical phase space. For an unknown random variable, KDEs can generate a non-parametric estimate of the probability density function (PDF) given independent samples from its distribution (Equation (2) in Ho et al. 2019). In our application,
we use KDEs to “smooth” each cluster’s list of discrete $v_{\text{los}}$ and $R_{\text{proj}}$ data points into a continuous estimated PDF. The nature and scale of this smoothing is determined by a chosen kernel function which, in our case, is a Gaussian kernel with a fixed bandwidth scaling factor of $h_0 = 0.25$. The KDE smoothing allows our model inputs to be more robust to fluctuations in sample richness, a desirable property for galaxy-based cluster observations.

We create input images by evaluating each cluster’s KDE-generated PDF at regular intervals across the dynamical phase space. 1D inputs are generated querying $v_{\text{los}}$ PDFs at 48 evenly spaced points along the range $|v_{\text{los}}| \leq v_{\text{cut}}$. 2D inputs are derived from joint $(v_{\text{los}}, R_{\text{proj}})$ PDFs evaluated on a regular grid of $48 \times 48$ points spanning the area defined by $|v_{\text{los}}| \leq v_{\text{cut}}$ and $0 \leq R_{\text{proj}} \leq R_{\text{aperture}}$. Here, $v_{\text{cut}}$ and $R_{\text{aperture}}$ define the bounds of the cylinder cut for the mock catalog (Section 2). Example 1D and 2D inputs are shown in Figure 1. For more information on our preprocessing and a background on KDEs, refer to Ho et al. (2019).

### 3.2. Deep Neural Networks

Deep neural networks (DNNs; LeCun et al. 2015) are a class of parametric ML models which are commonly used for learning nonlinear relationships in rich, complex data sets (e.g., Carleo et al. 2019). Within a DNN, input and output are related through a series of layered neural connections. Evaluation of a DNN involves passing input values through this sequence of neural layers, with each layer pass representing tensor multiplication with a weight matrix followed by an element-wise, nonlinear activation function. DNNs can be viewed as a functional mapping $y = f(x; \theta, \eta)$ between inputs $x$ and outputs $y$, which is parameterized by weight matrices $\theta$ and hyperparameters $\eta$ (e.g., choices of neural architecture, activation function, etc.). In general and in this application, hyperparameters $\eta$ are assumed to be fixed, though algorithms for optimizing these have been explored in recent literature (e.g., Zoph & Le 2016). For a more detailed explanation of DNNs and their evaluation, see Ho et al. (2019).

Classically, training a DNN involves attempting to find the optimal weight parameters $\theta^*$ which produce the best mapping of inputs to outputs. The metric chosen to dictate model performance is called an objective loss function $\mathcal{L}$. Given a training set of example data $D := \{(x_i, y_i)\}_{i=1}^M$, we seek to minimize this loss function over the space of possible parameters $\Theta$.

$$\hat{\theta} = \arg \min_{\theta \in \Theta} \sum_{i=1}^M \mathcal{L}(y_i, f(x_i; \theta, \eta))$$

Supervised training of DNNs then becomes an optimization problem, whose solution can be found from stochastic gradient descent. Common choices of objective loss functions include mean squared error (for regression problems) and categorical cross-entropy (for classification problems). The power of neural networks arises from the fact that this optimization is numerically tractable, despite their highly nonlinear structure and thousands to millions of free parameters.
3.3. Bayesian Uncertainties

As DNNs prove to be powerful and versatile tools for point regression and classification tasks, considerable work has gone into modeling their uncertainties (e.g., Gal 2016). Broadly, Bayesian uncertainties of deep learning models can be characterized as either aleatoric or epistemic. Aleatoric uncertainties capture intrinsic scatter in input-output relationships, wherein information encoded in input data is insufficient to precisely estimate true outputs, even given an ideal model. For example, the loss of 3D dynamical information inherent in projected cluster observations introduces aleatoric uncertainties. Epistemic uncertainties occur when training data or model flexibility is limited, such that we are unable to tightly constrain model parameters around the optimal setting, $\theta^\text{opt}$. In the context of deep learning cluster mass estimates, epistemic uncertainties would typically arise from insufficient network depth, training time, or training catalog diversity. Specific design choices and approximations must be made for proper, computationally tractable modeling of these uncertainties. In this paper, we investigate several of these choices in the context of deep learning cluster mass estimates.

To capture aleatoric uncertainties, the functional output of a DNN can be used to dictate a distribution of outputs $p(y|x, \theta, \eta)$ (e.g., Bishop 1994). For example, we can train a DNN to predict parameters of a univariate Gaussian. The final layer of the network would output estimates of means and variances, $f(x; \theta, \eta) = (\mu, \log \sigma) \in \mathbb{R}^2$. This framework would allow neural networks to express not only what output predictions they can make, but also the statistical confidence that they have in those predictions. The type of predictive distribution is a design choice and should be closely representative of the true conditional distribution, $p(y|x)$. Under ideal modeling conditions (i.e., infinite model flexibility, training data, and training time), aleatoric uncertainties are entirely sufficient for Bayesian modeling with DNNs.

However, under realistic modeling conditions, it is important to consider impacts of epistemic uncertainty on prediction. In traditional DNN training, we seek to find a single parameter setting $\hat{\theta}$ which optimizes some loss metric $L$ for the training data $D$. However, even with an idealized training procedure, the recovered setting $\hat{\theta}$ is often highly degenerate over the parameter space $\Theta$. When training data is limited, it is possible to recover parameter settings which minimize loss over the training set but are not representative of the data at large. To model epistemic uncertainties, we marginalize predictive distributions over the conditional probability of all possible weight parameters given the training data.

$$p(y|x, \eta, D) = \int p(y|x, \eta)p(\theta|\eta, D)d\theta,$$

where $p(y|x, \eta, D)$ is the weight-marginalized posterior distribution, $p(y|x, \theta, \eta)$ is the chosen predictive distribution, and $p(\theta|\eta, D)$ is the distribution of weight parameters informed by training data. The weight parameter distribution can be derived from Bayes rule,

$$p(\theta|\eta, D) \propto p(D|\theta, \eta)p(\theta|\eta),$$

where $p(D|\theta, \eta) = \prod_{i=1}^{n} p(y_i|x_i, \theta, \eta)$ and $p(\theta|\eta)$ is a chosen weight prior. Equation (3) represents exact Bayesian inference, incorporating both aleatoric and epistemic uncertainties.

3.4. Variational Inference

Unfortunately, the full calculation of Equation (3) is numerically intractable for large DNNs. The integration over the space of hundreds of thousands of DNN weights is not feasible, even with highly efficient Monte Carlo methods. Variational inference is an alternative approach which instead interprets the posterior inference problem as an optimization. In this approach, we approximate the true weight distribution $p(\theta|\eta, D)$ with a variational distribution $q(\theta|\phi)$ whose form is chosen to simplify the integration in Equation (3). The optimal variational parameters $\phi$ can then be found by minimizing the metric distance (i.e., Kullback–Leibler divergence) between distributions $p(\theta|\eta, D)$ and $q(\theta|\phi)$.

$$\mathcal{F}(D, \phi) = \text{KL}[q(\theta|\phi)||p(\theta|\eta, D)]$$

$$= \mathbb{E}_{q(\theta|\phi)}[p(D|\theta, \eta)] + \text{KL}[q(\theta|\phi)||p(\theta|\eta)]$$

where $\mathbb{E}_{q(\theta|\phi)}[\cdot]$ represents the expectation over $q(\theta|\phi)$. Equipped with the analytic forms of $q(\theta|\phi)$, $p(y|x, \theta, \eta)$, and $p(\theta|\eta)$, we can minimize the objective loss in Equation (5) over the space of $\phi$’s using optimization techniques such as gradient descent. Under this variational technique, Bayesian posterior inference then reduces to a two-step process: a training stage wherein the optimal variational parameters $\phi$ are determined from data and an inference stage which folds $q(\theta|\phi)$ into Equation (3).

The functional forms of variational distributions $q(\theta|\phi)$ and priors $p(\theta|\eta)$ are design choices. Several forms of variational distributions have been implemented in the literature (e.g., Gal & Ghahramani 2016; Blundell et al. 2015), but there lacks a consensus for an ideal choice. The most trivial variational distribution is a delta function with $q(\theta|\phi) = \delta(\theta - \phi)$. Here, we assume epistemic uncertainty to be negligible, as Equation (3) reduces to the chosen predictive distribution with $\theta = \hat{\phi}$. If we set the predictive distribution to be a fixed-mean Gaussian or a multinomial, the objective loss simplifies to the classical mean squared error or categorical cross-entropy, respectively. Furthermore, the inclusion of Gaussian or Laplacian priors $p(\theta|\eta)$, respectively, adds L2 or L1 regularization penalties to weight parameters in the loss function.

Another common choice of weight prior is a multivariate Bernoulli distribution. Gal & Ghahramani (2016) investigated the nature of a Bernoulli-distributed $q(\theta|\phi)$ with a zero-mean, diagonal Gaussian $p(\theta|\eta)$. In their implementation, they utilized the popular regularization technique, Dropout, to perform stochastic integration (Equation (3)). In both the training and inference stages, Dropout layers are allowed to randomly set some fraction, $p_d \in [0, 1]$, of the weight parameters equal to 0. The Dropout layers are stochastic, causing each functional evaluation of the model to use a different weight configuration. During training, this acts to regularize the iterative updates of stochastic gradient descent (Srivastava et al. 2014). During inference, one can average many realizations of the Dropout layers to effectively produce a Monte Carlo estimate of the model output. Gal & Ghahramani (2016) showed that such a training and evaluation procedure approximates a Gaussian Process and is able to accurately recover uncertainties for both in- and out-of-sample data.
has been suppressed. We use the notation \( \mathcal{F}(m_x, \theta, \eta) \), predictive distributions \( p(m_x, \theta, \eta) \), and variational weight distribution \( q(\theta|\phi) \). For Point models, \( \sigma_\theta^2 \) is equal to the mean squared error of model predictions after training. For clarity, the dependence of functional outputs \( \mu, \sigma \), and \( g \) on \( (x; \theta, \eta) \) has been suppressed. We use the notation \( D(x; p_1, p_2, ...) \) to denote an evaluation of the PDF of distribution \( D \) with parameters \( (p_1, p_2, ...) \) at \( x \). \( S(.) \) denotes the softmax function.

### 3.5. Models

The models presented in this paper attempt to infer logarithmic cluster mass, \( m \) (Equation (1)), from mappings of dynamical phase space, \( x \) (Section 3.1). All models are set up with a fixed neural architecture, \( \eta \), and trained with a labeled set of mock cluster observations, \( D := \{(x_i, m_i)\}_{i=1}^n \). Using the approximate Bayesian inference techniques described in Section 3.3, each model outputs a posterior distribution over logarithmic cluster masses, \( p(m|x, \eta, D) \).

We investigate the impact of various design choices on the performance of our models. We implement a suite of 12 models, each with a different configuration of input type \( x \), predictive distribution \( p(m|x, \theta, \eta) \), and variational distribution \( q(\theta|\phi) \). For modeling aleatoric uncertainty, we choose one of three predictive distributions: a fixed-width Gaussian (Point), a variable-width Gaussian (Gauss), and a 50-bin Categorical distribution spanning \( 13 \leq m \leq 16 \) (Class). For modeling epistemic uncertainty, we implement two forms of variational distributions: a standard Dirac delta function and a Bernoulli distribution (Gal & Ghahramani 2016). Models implementing Dropout marginalization with a Bernoulli variational distribution are named with the suffix “-d”. Table 1 contains a list of each model and its respective configuration. A schematic of each model’s architecture is shown in Figure 1. The posterior distributions and objective loss functions derived for each model are tabulated in Table A1, respectively.

Model architectures and other hyperparameters \( \eta \) are the same for all models. The core architecture of each model is a convolutional neural network (CNN; LeCun et al. 1998). CNNs are widely recognized as a gold standard for solving image recognition and computer vision problems in machine learning (LeCun et al. 2015). Their strong performance is made possible by their use of convolutional filters, neural layers which can learn patterns in localized subregions of input data. The motivation behind our use of CNNs is based in the fact that effects which add error to dynamical mass estimates, e.g., groups of interloping galaxies, halo environments, and cluster mergers, also tend to produce artifacts in the distribution of galaxy observables. Whereas other methods attempt to directly remove or mitigate the effects of these artifacts (e.g., Wojtak et al. 2007; Mamon et al. 2013; Farahi et al. 2016), we intend to use CNNs to autonomously detect, account for, and even utilize these artifacts to produce improved mass estimates. While the specifics of these calculations are hidden in deep learning machinery, we show in Ho et al. (2019) that these CNNs evaluated on our catalog can outperform even idealized \( M-\sigma \) measurements. The CNN architectures applied here are the same as those introduced in Ho et al. (2019) and are depicted in Figure 1.

Model weight priors \( p(\theta|\eta) \) are also held constant. For each model, we use a zero-mean, diagonal Gaussian prior on all \( \theta \), \( \sigma_\theta^2 \), and \( g \) on \( (x; \theta, \eta) \) has been suppressed. We use the notation \( D(x; p_1, p_2, ...) \) to denote an evaluation of the PDF of distribution \( D \) with parameters \( (p_1, p_2, ...) \) at \( x \). \( S(.) \) denotes the softmax function.

### 3.6. Implementation

For models using a delta function variational distribution, training and inference are exactly equivalent to classical DNN models. Since this distribution assumes \( \theta = \phi \), optimization reduces to solving Equation (2) via gradient descent for the loss functions shown in Table A1. Inference simplifies to an evaluation of our chosen predictive distribution at the optimized parameterization, \( p(m|x, \eta, D) = p(m|x, \theta, \eta) \).

We follow the procedure detailed in Gal & Ghahramani (2016) to implement weight marginalization for models using
Bernoulli variational distributions. During both model training and inference, we include Dropout layers after all existing neural layers in the core network architecture (Figure 1). Dropout layers do no tensor operations, but instead randomly set some prescribed fraction of values from their input tensor equal to 0. This effectively makes the functional output of our neural network stochastic, as each pass includes random realizations of the several Dropout layers. Gal & Ghahramani (2016) showed that using gradient descent to minimize the loss functions in Table A1 under these stochastic evaluation conditions solves Equation (5). To perform inference, we approximate marginalization over the variational distribution by combining the network outputs of many realizations of the Dropout layers (Table A1). In our implementation, we set our dropout rate to \( p_d = 0.1 \) and take \( T = 100 \) realizations of the neural evaluation to produce inference.

We use a 10-fold cross-validation scheme to train and evaluate our models. For a given fold, we train on 9/10 of the cluster candidates in our catalog and test on the remaining, independent 1/10. This process cycles for 10 folds until predictions have been made for the entire test set. Cluster candidates are grouped along with their rotated LOS duplicates in the training-test split, such that we are never training and testing on the same cluster from different LOSs. This ensures independence of training and testing data for each fold. On average, there are \( \sim 10,000 \) training and \( \sim 7000 \) test cluster candidates for a given fold.

During training, we use the Adam optimization procedure (Kingma & Ba 2014) with a learning rate of \( 10^{-3} \) and a batch size of 100. We achieve loss convergence within 40 epochs of training. All models are implemented using the Keras\(^5\) deep learning library with a Theano\(^6\) backend.

### 4. Results

We quantify the validity of our uncertainty estimation techniques in the context of astronomical and cosmological analyses. The objectives of our analysis are twofold. First, we confirm that these models accurately reproduce the point prediction performance presented in Ho et al. (2019). Second, we characterize the nature of our uncertainty predictions, including how well our predictive distributions match the empirical distribution of cluster masses. All analyses are conducted on the contaminated cluster catalog described in Section 2 wherein true masses are known. Model predictions are made using the 10-fold training and inference procedure described in Section 3.5.

#### 4.1. Point Predictions

We evaluate the accuracy and Gaussianity of point predictions made by our models. In this context, we define point predictions to be the mean of the estimated posterior distribution for logarithmic cluster mass (Equation (1)).

\[
\mathbb{E}[m|x, \eta, D] := \int m \, p(m|x, \eta, D) \, dm.
\]

(6)

Following from this definition, we utilize the following characterization of the point residual \( \epsilon \) as the difference between the point prediction and true logarithmic mass,

\[
\epsilon := \mathbb{E}[m|x, \eta, D] - m_{\text{true}}.
\]

(7)

It is self-evident that, for this choice of point prediction, the models utilizing constant-variance Gaussian predictive distributions, 1DPoint and 2DPoint, are functionally equivalent to the models presented in Ho et al. (2019) and should have equivalent performance. We also note that other choices of cumulative statistics such as the median or mode of the predictive distribution are also valid point predictors of cluster mass, though they are not considered here.

Our analysis shows that point residuals produced by each model in our suite have low scatter, demonstrate very low statistical bias, and are roughly Gaussian-distributed when averaged over the test data set. This is shown in Figure 2 and Table 2 where we have calculated the empirical distributions of point residuals and their cumulative statistics. The scatter of point estimate residuals for 1D and 2D models is approximately equal to those described in Ho et al. (2019), where 1D and 2D scatters were recorded to be 0.174 dex and 0.132 dex, respectively. The difference in predictive scatter between 1D and 2D models is motivated by the inclusion of supplemental \( R_{\text{proj}} \) information in 2D inputs. In addition, measurements of skewness \( \gamma \) and excess kurtosis \( \kappa \) of the residual distributions are consistent with near-Gaussianity.

#### 4.2. Uncertainty Estimation

Figure 3 shows posteriors produced by all investigated models for four randomly selected mock clusters. In the examples shown, all models are able to accurately recover true cluster masses to within a 90% confidence interval. Each model assigns probabilities to small, localized regions of logarithmic masses roughly centered at \( m_{\text{true}} \). Classification models only assign a non-zero probability to mass bins where there exists training data (i.e., \( 13.5 \leq m \leq 15.3 \)). For a given input type,
model posteriors are strongly consistent. Classification models, whose posterior family is highly flexible, produce posteriors which are near-Gaussian, lending to the fact that assumptions of Gaussian predictive distributions for Point and Gauss models are well-founded.

To compare recovered uncertainties, we approximate each model posterior as a point estimate with Gaussian noise of variance \( \text{Var}[m|x, \eta, D] \). Here, we define posterior variance as:

\[
\text{Var}[m|x, \eta, D] = \mathbb{E}[m^2|x, \eta, D] - \mathbb{E}[m|x, \eta, D]^2.
\]

The distribution of posterior variances across our test set is shown in Figure 4.

We observe that estimated posterior variances are non-
constant for all models except 1DPoint and 2DPoint, whose variances are fixed by construction. For 1DPoint-d and 2DPoint-d models, posterior variances are largely independent of true mass. Scatter in these variance estimates arises entirely from the stochastic estimates of epistemic uncertainty. For Gauss and Class models, the estimated posterior variance exhibits a noticeable dependence on true mass. For these models, posterior variance is low for clusters at the edges of our test mass range and high for clusters around \( m_{\text{true}} \sim 14 \). This dependence is contrary to expectations of galaxy-based cluster mass estimators, where scatter is expected to decrease with increasing cluster richness and mass (Wojtak et al. 2018). However, the mass-dependence of our models’ posterior variances is likely biased by the mass cut placed on our training set (i.e., \( m_{\text{true}} \geq 13.5 \)). Because of this mass cut, models are trained to minimize any probability assigned to mass estimates lower than \( m = 13.5 \). This cut thereby removes a considerable amount of variability in low mass cluster predictions. This same reasoning applies to posterior variances of high mass clusters, and its reduction effects can be observed in Figure 4. However, in the safe inner range of cluster masses (\( 14 \leq m_{\text{true}} \leq 15 \)), posterior variance decreases with increasing cluster mass, as expected. To mitigate the impact of the mass cut biases, future work could explore solutions such as lowering the training mass cut or reweighting low mass posteriors.

Design choices such as input type and variational distribution directly impact the magnitude of recovered posterior variances (Table 2). On average, the posterior variance estimated by 2D models is 69% that of 1D models. This is expected, as the additional \( R_{\text{proj}} \) information given to 2D models allows recovery of tighter constraints on cluster mass (Ho et al. 2019). Alternatively, the use of a Bernoulli variational weight distribution over a delta function increases posterior variance by 17% on average. This difference amounts to inclusion of epistemic uncertainties, which are assumed to be negligible when using a delta function.

To validate posterior recovery, we compare the posterior distributions predicted by our investigated models to the empirical distribution of true masses in the test set. To do so, we compare predictive percentiles \( \hat{r} \) recovered by our model posteriors to the corresponding empirical percentiles \( \hat{r} \) present in the data (Gneiting et al. 2007). We first define the predictive quantile \( m_q(r; x, \eta, D) \) as the logarithmic mass which satisfies:

\[
r = \int_{m_q(r; x, \eta, D)}^\infty p(m|x, \eta, D) \, dm,
\]

for a percentile \( r \) and posterior \( p(m|x, \theta, \eta) \). We then define empirical percentile \( \hat{r}(r) \) as the fraction of clusters in our test set \( D_{\text{test}} = \{(x_i, m_i)\}_{i=1}^{N_{\text{test}}} \) with masses less than or equal to the predictive quantile:

\[
\hat{r}(r) = \frac{1}{N_{\text{test}}} \sum_{i=1}^{N_{\text{test}}} \mathbb{1}[m_i \leq m_q(r; x, \eta, D)],
\]

where \( \mathbb{1}[\cdot] \) is the indicator function. Under this construction, a perfectly calibrated posterior would produce predictive percentiles which exactly match empirical percentiles, \( \hat{r}(r) = r \) for \( r \in [0, 1] \). A model posterior which consistently biases toward low masses would produce \( \hat{r}(r) \leq r \) for \( r \in [0, 1] \), and vice versa for high mass biasing. If a model posterior is unbiased but underestimates variance, then \( \hat{r}(r) \geq r \) for \( r \in [0, 0.5] \) and \( \hat{r}(r) \leq r \) for \( r \in [0.5, 1] \), and vice versa for overestimation. This metric allows us to compare, on average,
how well our models recover percentiles and confidence intervals of the true cluster mass distribution. Figure 5 shows empirical percentiles for all investigated models. To demonstrate mass-dependent biases, we show separate lines for empirical percentiles calculated from low ($m_{\text{true}} < 14$), medium ($14 \leq m_{\text{true}} < 15$), and high ($15 \leq m_{\text{true}}$) clusters. We observe noticeable mean reversion for model predictions on the edges of our training set. All model posteriors tend to bias toward the middle of our mass range, meaning that clusters with high true masses are assigned lower mass posteriors and vice versa. This mean reversion is an inherent artifact of the interpolating behavior of machine-learning models. As non-analytic models, the DNNs implemented in this analysis struggle to extrapolate predictions to the edges of our data set, but perform well in the inner regions. This systematic bias was also observed for point estimate masses in Ntampaka et al. (2016) and Ho et al. (2019).

For observed clusters in the reliable inner mass range ($14 \leq m_{\text{true}} < 15$), predictive percentiles closely resemble empirical percentiles with a slight bias toward low mass predictions. We characterize this bias by the median empirical percentile $\hat{r}(0.5)$, as tabulated in Table 2. We find that median empirical percentiles are less than 50% by at least 1.2% ($2D\text{Gauss-d}$) and at most 9.4% ($2D\text{Point-d}$). As a result, model predictions of median cluster mass can be expected to fall, on average, between the 40th and 49th percentile of the true distribution, $p(m|x)$. This slight negative bias echoes the findings of the point prediction analysis (Section 4.1) in Figure 2 and Table 2.
We construct a metric to quantify our models’ calibration of predictive confidence intervals. We define the \( R_1 \)–\( R_2 \) empirical percentile range (EPR) as the fraction of true masses captured between the \( R_1 \) and \( R_2 \)th quantiles of our predictive posteriors. This quantity is equivalent to \( \hat{f}(R_1 \%) - \hat{f}(R_2 \%) \) and should equal \( R_2 \% - R_1 \% \) for an ideal model. Table 2 tabulates the empirical percentile ranges for 16–84 and 5–95 confidence intervals. Despite median biases, model posteriors are able to recover empirical confidence intervals with a high degree of accuracy. All models are able to recover both 16–84 and 5–95 confidence intervals to within \( \pm 10\% \) of their empirical value, with 2/3 of models estimating confidence intervals to within \( \pm 5\% \). The best performing models, 1DGauss and 2DClass, are able to reproduce both 16–84 and 5–95 confidence intervals to within 1% of their empirical range. The 16–84 and 5–95 EPRs of a majority of models (2/3) tend to be greater than their fiducial values, suggesting that these models are slightly overpredicting predictive variance.

By a small margin, Point models report the worst recovery of empirical percentiles among the various choices of predictive distributions. Apart from the 16–84 EPR calculated for 1DPoint, performance metrics for Point models appear to deviate the most from fiducial values. The performances of Gauss and Class models appear to be roughly equal, with both model classes reporting the best recovery of empirical percentile ranges (i.e., 1DGauss and 2DClass, respectively). This suggests that the added variance parameter of Gauss posteriors is well-utilized in our cluster mass estimation task. However, further flexibility (e.g., non-Gaussian posteriors in Class models) does not necessarily improve our predictive performance.

For the metrics reported in Table 2, there is little to no model performance improvement from the inclusion of a Bernoulli variational distribution. In all cases, models with Bernoulli-distributed weight priors have larger and further deviated 16–84 and 5–95 EPRs than their delta function weight prior counterparts. The inclusion of Bernoulli weight priors seems to
consistently overestimate predictive uncertainties. This suggests that our training data set is sufficiently large to tightly constrain weight parameters and that epistemic uncertainties can be safely assumed to be negligible. Other applications of Bernoulli-distributed weighting have found that improvements are very model dependent and should be tested empirically before practical application (Gal & Ghahramani 2015; Caldeira & Nord 2020).

5. Conclusion

This paper is an extension of Ho et al. (2019) in which we implement modern Bayesian uncertainty reconstruction techniques for deep learning mass estimates of galaxy clusters. The deep learning models learn logarithmic cluster mass \( m = \log_{10}(M_{500h}(h^{-1} M_{\odot})) \) from dynamical cluster observables such as LOS velocities \( (v_{\text{los}}) \) and projected radial distances \( (R_{\text{proj}}) \) of member galaxies. We seek to estimate posterior distributions \( p(m|x, \eta, D) \) over cluster masses given dynamical inputs \( x \), network architectures \( \eta \), and training data \( D \). We review methods for deep learning uncertainty estimation and investigate several configurations of model design choices in our implementation. The full list of models and their respective designs is given in Table 1.

We train and evaluate our models using a mock cluster observation catalog derived from a single redshift snapshot of a dark matter simulation. The mock catalog is designed to incorporate physical and selection systematics which impact real dynamical observations of galaxy clusters. We use a 10-fold cross-validation scheme to train and test our models. We measure performance metrics which characterize how well each model can both predict point estimates of cluster mass as well as recover full mass posteriors. The findings of our analysis are as follows:

1. To enable reconstruction of mass posteriors, we introduce additional complexity to the models first presented in Ho et al. (2019). We find that this additional complexity does not diminish our ability to estimate point masses efficiently and precisely. All model implementations produce point mass estimates with Gaussian scatter at the same level as that reported in Ho et al. (2019).

2. Mass posteriors from all models in our suite are mutually consistent and assign probability to a small, localized region of cluster masses centered at the true cluster mass. The highly flexible posteriors of Class models converge to a near-Gaussian shape, suggesting that model assumptions of a Gaussian predictive distribution are well-founded.

3. Inclusion of \( R_{\text{proj}} \) information in model inputs reduces predictive variance by 31% on average. Modeling epistemic uncertainties with the Dropout approximation (Gal & Ghahramani 2016) increases predictive variance by 17% on average.

4. Model predictions at the edges of our test set exhibit a noticeable mean-reversion effect, biasing mass posteriors toward the center of our mass range. In the inner region of our test set, model posteriors are slightly biased toward low masses on average.

5. All models are able to recover both 16–84 and 5–95 confidence intervals on cluster mass to within 1% of their empirical value.

6. Modeling of epistemic uncertainties does not improve posterior recovery of our models. The impacts of epistemic uncertainties are negligible relative to posterior variances introduced by aleatoric uncertainties. This suggests that our mock catalog and training procedure are sufficient to fit the mass-observable relation.

We note that the results presented here are only tested for the simplistic mock catalogs described in Section 2 and may not necessarily hold in the presence of other realistic observational systematics such as complex survey selection functions, cluster miscentering, and fiber collisions. It will be necessary to investigate the impacts of these additional systematics before this method can be applied to wide-field surveys for constraining cosmology. We also remark that the approximate Bayesian technique described here is not the only method for reconstructing uncertainties from DNNs. An alternative method introduced by Kodi Ramanah et al. (2020) utilizes neural flows to infer prediction uncertainties and achieves promising results. In addition, they apply their method on spectroscopic data from the the NASA/IPAC Extragalactic Database to make preliminary dynamical mass estimates of several real galaxy clusters.

In conclusion, we design and investigate a numerical procedure for performing approximate Bayesian inference on DNNs for galaxy cluster mass estimation. We find that this procedure is capable of recovering point estimates and confidence intervals of dynamical masses to a remarkably high degree of fidelity. The development of these uncertainty estimation techniques is a vital step toward constraining cosmology with deep learning cluster abundance measurements. Future work involving this method would investigate how more complex model inputs (e.g., 3D dynamical phase space, multi-wavelength observations), finer tuning of hyperparameters (e.g., model architecture, KDE bandwidth), and alternative choices of variational weight distributions (e.g., Blundell et al. 2015) might improve recovery of mass posteriors. In addition, it will be important to study how mean-reversion biases for clusters on the low- and high-mass ends of our training catalog can be mediated in cluster abundance measurements.
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Appendix

This appendix contains Table A1, which details explicit loss functions and output posteriors used for practical application of each investigated model.
Table A1
Explicit Loss Functions and Posteriors of Investigated Models

| Model Name | \(\mathcal{L}(\theta, D)\) | \(p(\eta|\eta, D)\) |
|------------|-----------------|-----------------|
| Point      | \(1 \over 2 \sum_{i=1}^{n} (m_{i} - \mu(x; \theta))^{2} + \lambda ||\theta||^{2}\) | \(\mathcal{N}[\mu(\eta; \theta), \sigma_{\eta}^{2}]\) |
| Point – d  | \(1 \over 2 \sum_{i=1}^{n} (m_{i} - \mu(x; \theta_{d}))^{2} + \lambda ||\theta||^{2}\) | \(\mathcal{N}[\mu(\theta_{d}; \hat{\theta}), \sigma_{\theta}^{2} + \text{Var}[\mu(x; \hat{\theta})]\)] |

Gauss – d

| Gauss      | \(1 \over 2 \sum_{i=1}^{n} \left[(m_{i} - \mu(x; \theta)) / \sigma(x, \theta)\right]^{2} + \log \sigma(x, \theta) + \lambda ||\theta||^{2}\) | \(\mathcal{N}(\mu(x; \hat{\theta}), \sigma(x; \hat{\theta})^{2})\) |
| Gaus – d   | \(1 \over 2 \sum_{i=1}^{n} \left[(m_{i} - \mu(x; \theta_{d})) / \sigma(x; \theta_{d})\right]^{2} + \log \sigma(x, \theta_{d}) + \lambda ||\theta||^{2}\) | \(\mathcal{N}(\mu(\theta_{d}; \hat{\theta}), \text{Var}[\mu(x; \hat{\theta})])\) |

Class – d

| Class      | \(- \sum_{i=1}^{n} \sum_{j=1}^{50} \left[\sum_{i \in C_{j}} \ln g(x; \theta) + \sum_{i \notin C_{j}} \ln [1 - g(x; \theta)]\right] + \lambda ||\theta||^{2}\) | \(\text{Categorical}[m; S(g(x; \theta))]\) |
| Class – d  | \(- \sum_{i=1}^{n} \sum_{j=1}^{50} \left[\sum_{i \in C_{j}} \ln g(x; \theta_{d}) + \sum_{i \notin C_{j}} \ln [1 - g(x; \theta_{d})]\right] + \lambda ||\theta||^{2}\) | \(\text{Categorical}[m; S(\hat{\theta}_{d}[g(x; \hat{\theta})])]\) |

Note. Losses and posterior forms are identical for 1D and 2D variants of the above models. For clarity, the dependence of functional outputs \(\mu\), \(\sigma\), and \(g\) on the fixed \(\eta\) have been suppressed. We train and evaluate our models using a labeled training data set, \(D = \{\{x_{i}, m_{i}\}\}_{i=1}^{n}\). For constant-variance models, \(\sigma_{\eta}^{2} = \frac{1}{n} \sum_{i=1}^{n} ||m_{i} - \mu(x; \hat{\theta})||^{2}\). To express Dropout regularization, we define the stochastic variable \(z:=(z_{i} \sim \text{Bernoulli}(\rho_{i}))\). The operator \(\hat{\theta}\) represents element-wise multiplication. The operators \(\hat{\theta}_{d}\) and \(\text{Var}[\mu(x; \hat{\theta})]\) represent empirical expectations and variances over \(T = 100\) i.i.d. samples of \(x\), respectively. \(S(\cdot)\) denotes the softmax function. \(C_{j}\) is the \(j\)th bin of 50 regular classification bins spanning the mass range 13 \(\leq m \leq 16\).
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