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ABSTRACT

The CTC-based automatic speech recognition (ASR) models without the external language model usually lack the capacity to model conditional dependencies and textual interactions. In this paper, we present a Gated Interlayer Collaboration (GIC) mechanism to improve the performance of CTC-based models, which introduces textual information into the model and thus relaxes the conditional independence assumption of CTC-based models. Specifically, we consider the weighted sum of token embeddings as the textual representation for each position, where the position-specific weights are the softmax probability distribution constructed via inter-layer auxiliary CTC losses. The textual representations are then fused with acoustic features by developing a gate unit. Experiments on AISHELL-1 [1], TEDLIUM2 [2], and AIDATATANG [3] corpora show that the proposed method outperforms several strong baselines.

Index Terms— automatic speech recognition, gated interlayer collaboration, auxiliary loss

1. INTRODUCTION

The end-to-end automatic speech recognition (E2E ASR) system has become increasingly popular due to its simpler architecture and outstanding performance. A variety of E2E ASR models have been explored in the literature, which can be categorized into three main approaches: attention-based encoder-decoder systems [4–7], transducer models [8–10], and Connectionist Temporal Classification (CTC) models [11–16]. The attention-based systems solve the ASR problem as a sequence mapping from speech feature sequences to texts using an encoder-decoder architecture. The transducer network extends CTC by additionally modeling the dependencies between outputs at different timesteps. The CTC method introduces the blank label to identify the no-output positions and utilizes frame-wise label sequences to obtain the alignments between the input and output sequences. In contrast to the attention-based and the transducer-based models, the CTC models only involve with the encoder module and naturally provide a non-autoregressive manner to generate sentences in a fast and straightforward way.

However, both the attention-based and transducer-based models have often shown better performance than the CTC-based model equipped without the external language model (LM) [9]. The inferior performance of a CTC system stems from two aspects. First, CTC imposes the conditional independence constraint that the output prediction at each position is independent of each other, which is illogical for ASR tasks. Second, CTC only relies on the acoustic feature to generate sentences, while attention-based models utilize both the acoustic and textual features.

In this study, we focus on improving the performance of CTC-based models by addressing the issues mentioned above. To achieve this, we need to consider two problems: (1) how to introduce the textual information into the models during the training process, and (2) how to fuse both the textual and the acoustic features. We present a Gated Interlayer Collaboration (GIC) mechanism, which consists of (1) an embedding layer to introduce the textual information into the CTC-based model by utilizing the sequence of soft labels of intermediate layer predictions, and (2) a gate unit to fuse the textual and acoustic features. Specifically, we train the model with the intermediate auxiliary CTC loss calculated by the interlayer output of the model. The probability distributions of the intermediate layers naturally serve as soft labels, which are also used to obtain the textual embedding at each position. We conduct extensive experiments to compare our methods with previous works on various ASR datasets, including AISHELL-1, AIDATATANG, and TEDLIUM2. GIC sets the new state-of-the-art among several strong baselines. Specifically, our method achieves 4.3% on the AISHELL-1 test set, 4.1% on the AIDATATANG test set, and 7.1% on the TEDLIUM2 test set, respectively. These improvements demonstrate the effectiveness of introducing the GIC mechanism into CTC-based models.

2. RELATED WORK

Many works have explored the improvements of auxiliary tasks for CTC models [17–24]. Intermediate CTC [21] utilize intermediate auxiliary CTC losses of the encoder module to improve the performance of CTC-based models. Self-conditioning CTC [22] and hierarchical conditional CTC [23] improve the performance of CTC-based models by condition-
Fig. 1. Illustration of our method. We compute intermediate CTC losses for some particular encoder layers. Then, GIC blocks introduce the textual information into the model generating by intermediate predictions.

The final prediction on the intermediate predictions. In addition, integrating the external LM for shallow fusion brings performance improvements for CTC-based models [12, 13]. Our method differs from the previous literature [17–24] in a number of ways, including the method of introducing textual features into the CTC model and the method of gate-based feature fusion.

3. PROPOSED METHOD

In the training process, we use the feature sequence $X = \{x_1, x_2, ..., x_T\}$ and the text sequence $Y = \{y_1, y_2, ..., y_n\}$ to train the network parameters. Figure 1 shows the framework of the proposed method, which takes Transformer as the backbone for example. In experiments, we adopt both the Transformer [6] and Conformer [25] as backbones for comparison with strong baselines.

3.1. Baseline Model Architecture

Transformer encoder. An encoder layer of the Transformer [6] comprises two main sub-layers: a self-attention layer followed by a feed-forward network. Formally,

$$h'_{l} = h_{ln} + \text{SAN}(Q_l, K_l, V_l),$$

$$h'_{l+1} = h_{l} + \text{FFN}(\text{LN}(h'_{l})), \quad (1)$$

where $h'_{ln}$ and $h_{l}$ are the input and output of $l$-th layer. LN$(\cdot)$, SAN$(\cdot)$ and FFN$(\cdot)$ are layer normalization [26], attention mechanism, and feed-forward networks respectively. $(Q_l, K_l, V_l)$ are query, key and value vectors that are transformed from the normalized $l$-th encoder layer input, that is LN$(h'_{ln})$.

Conformer encoder. Conformer [25] combines Transformer and convolutional neural network layers to efficiently learn both global and local representations. An encoder block of Conformer is composed of four modules, i.e., a feed-forward module, a self-attention module, a convolution module, and a second feed-forward module. Formally,

$$h'_{ln} = \frac{1}{2} \text{FFN}(h'_{ln}),$$

$$s_l = h'_{l} + \text{SAN}(Q_l, K_l, V_l),$$

$$o_l = s_l + \text{Convolution}(s_l),$$

$$h'_{l+1} = \text{LN}(o_l + \frac{1}{2} \text{FFN}(o_l)). \quad (2)$$

Connectionist Temporal Classification. CTC [11] optimizes the model by maximizing the likelihood of all valid frame-wise alignments $\beta^{-1}(Y)$. Formally,

$$q_L = \text{Softmax}(\text{Linear}_{d_m \rightarrow |V|}(\text{LN}(h_L))),$$

$$P_{ctc}(Y|h_L) = \sum_{\alpha \in \beta^{-1}(Y)} \prod_{l=1}^{T} q_{L}^l[\alpha_l], \quad (3)$$

where $q_L$ is the probability distribution of each frame over the vocabulary $V$, and $d_m$ is the dimension of the attention layer. $q_L^l$ denotes the $l$-th column of $q_L$, and $q_L^l[\alpha_l]$ denotes the $\alpha_l$-th symbol of $q_L^l$. $h_L$ is the output of the encoder module, and $L$ indicates the number of encoder layers. The CTC loss is defined as the negative log-likelihood as:

$$L_{ctc} = - \log P_{ctc}(Y|h_L). \quad (4)$$

Intermediate CTC. Intermediate CTC [21] utilizes the representations of intermediate encoder layers to calculate the auxiliary CTC losses to further improve the performance of the models. We train the model with a total of $K$ intermediate layers to calculate the inter-layer CTC losses. The total loss function is a linear combination of the final layer CTC loss $L_{ctc}$ (Eq.4) and the intermediate CTC losses. Formally,

$$L = (1 - \lambda) L_{ctc} + \lambda \frac{1}{K} \sum_{i=1}^{K} L_{ctc}^i. \quad (5)$$

The intermediate CTC loss $L_i$ is calculated with the output of the $l$-th encoder layer ($h_l$) as:

$$L_i = - \log P_{ctc}(Y|h_l). \quad (6)$$

3.2. Gated Interlayer Collaboration Mechanism

Figure 1 shows the framework of the proposed method. We propose a gated interlayer collaboration (GIC) mechanism to make CTC-based models have access to textual information generating by intermediate predictions of the encoder module. The GIC block first introduces an embedding layer that is
used to get the position-specific textual representation by a weighted-combination of all token embeddings. Formally,

\[ e^i_l = \sum_k [q^i_l] k e^i_k, \]

where \( e^i_k \) represents the \( i \)-th column of the embedding matrix. \( q^i_l \) indicates the \( i \)-th probability mass in the soft labels at the \( j \)-th frame, where the soft label is calculated by a softmax activation given the hidden state \( h^j_l \) of the \( j \)-th frame

\[ q^i_l = \text{Softmax}(\text{Linear}_{d_m \rightarrow |V|}(\text{LN}(h^j_l))). \]

In Eq.8, \( l \) is one of the particular intermediate layers and the output of the \( l \)-th layer \( h^j_l \) is used to calculate the intermediate CTC loss in Eq.6. Then, a gate unit combines the acoustic features \( l \) and the textual features \( e^i_l \) by a \textit{sigmoid} activation:

\[ g^i_l = \text{Sigmoid}(W_1 h^j_l + W_2 e^i_l + b), \]

\[ h^{i+1}_l = g^i_l \odot h^j_l + (1 - g^i_l) \odot e^i_l. \]

The gated combination \( h^{i+1}_l \) is then fed into the next encoder layer, and thus our approach benefits from both the textual and the acoustic interactions.

4. EXPERIMENTS

We conduct experiments on three ASR corpora: AISHELL-1 (178 hours, Chinese) [1], AIDATATANG (200 hours, Chinese) [3], and TEDLIUM2 (207 hours, English) [2]. We apply speed perturbation [27] and SpecAugment [28] to the training data. For all experiments, the input speech features are 80-dimensional filterbank (FBank) features with 3-dimensional pitch features computed on 25ms windows with 10ms shifts. The vocabulary includes 4231 characters for AISHELL-1, 3943 characters for AIDATATANG, and 500 subwords for TEDLIUM2, respectively.

4.1. Experimental Setup

We conducted experiments using ESPnet [33]. We adopt two CNN-based downsampling layers followed by an 18-layer encoder for our experiments. For both Transformer and Conformer backbones, the dimension of the attention layer is 256 with 4 split heads, and the dimension of the feed-forward layer is 2048. Specifically, the kernel size is 15 for Conformer. We use a single-LSTM-layer decoder for the transducer-based models with the same 18-layer encoder. The Adam optimizer [34] with 25000 warmup steps are used for training. We train the models for 100 epochs on both AISHELL-1 and TEDLIUM2, and 50 epochs on AIDATATANG. We conduct experiments to compare our method with previous CTC-based models under the same model scale, including CTC [11], intermediate-CTC training with the intermediate CTC loss [21], and SC-CTC training with the intermediate CTC loss and the self-conditioning mechanism [22]. The results are obtained by either CTC greedy decoding without the external LM or beam search (beam size = 10) with a 4-gram LM.

Figure 2 shows the effect of different numbers of \( K \) and different values of \( \lambda \) in Eq.5. We found that \( K = 5 \) and \( \lambda = 0.5 \) achieve better results. Therefore, we set \( K = 5 \) (interlayer set of \( \{3, 6, 9, 12, 15\} \)) and \( \lambda = 0.5 \) for our experiments.

4.2. Results

Table 1 shows the results of different methods on AISHELL-1 based on the Conformer backbone. In addition to re-
Recently published CTC models [24], we compare our method with a few state-of-the-art models, including the hybrid CTC/Attention model [29] and the transducer-based method [30]. Our model sets the start-of-the-art results among all Conformer-based models. Specifically, our method achieves CER of 4.0%/4.4% on AISHELL-1 dev/test sets using CTC greedy decoding without the external LM, outperforming the hybrid systems and other CTC models with slightly overhead parameters, and outperforming the transducer-based models while having the benefit of non-autoregressive decoding manner. Furthermore, our method performs better to alleviate the conditional independence hypothesis of CTC-based models compared with the LM shallow fusion and the transducer network. Our method achieves CER of 4.0%/4.3% on AISHELL-1 dev/test sets with a 4-gram LM for shallow fusion. The external LM brings less boost since the proposed method introduced text interactions in the training process.

Table 2 and Table 3 show the results of different methods with the Conformer backbone on TEDLIUM2 and AIDATATANG, respectively. GIC achieves WER of 7.9%/7.3% with the CTC greedy search method and WER of 7.7%/7.1% with a 4-gram LM for shallow fusion on TEDLIUM2 dev/test sets, outperforming the results in recent literature [23,31,32]. The results show that GIC is also effective on the English dataset. Moreover, GIC achieves CER of 3.8%/4.4% on AIDATATANG dev/test sets without the external LM.

Table 4 shows the results on AISHELL-1 and AIDATATANG datasets, using the Transformer backbone. Our method is also effective for the Transformer network and achieves the lowest CER (i.e., 5.1% on the AISHELL-1 test set without LM) among all other Transformer-based models.
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