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ABSTRACT

Voice anti-spoofing systems are crucial auxiliaries for automatic speaker verification (ASV) systems. A major challenge is caused by unseen attacks empowered by advanced speech synthesis technologies. Our previous research on one-class learning has improved the generalization ability to unseen attacks by compacting the bona fide speech in the embedding space. However, such compactness lacks consideration of the diversity of speakers. In this work, we propose speaker attractor multi-center one-class learning (SAMO), which clusters bona fide speech around a number of speaker attractors and pushes away spoofing attacks from all the attractors in a high-dimensional embedding space. For training, we propose an algorithm for the co-optimization of bona fide speech clustering and bona fide/spoof classification. For inference, we propose strategies to enable anti-spoofing for speakers without enrollment. Our proposed system outperforms existing state-of-the-art single systems with a relative improvement of 38% on equal error rate (EER) on the ASVspoof2019 LA evaluation set.

Index Terms— anti-spoofing, one-class classification, speaker attractors, cluster representation learning, deepfake detection

1. INTRODUCTION

Automatic speaker verification (ASV) systems are essential for voice-based authentication that can recognize individuals through speech. With the rise of advanced voice conversion and speech synthesis techniques, ASV technologies are susceptible to possible spoofing attacks, especially logical access (LA) attacks with synthetic speech [1, 2]. To tackle such vulnerability in ASV systems, a growing focus has been paid to spoofing countermeasure (i.e., CM or anti-spoofing) systems that often instrument deep learning models to differentiate speech spoken by humans (i.e., bona fide speech) and synthesized speech (i.e., spoofing attacks) [2].

Existing research on speech anti-spoofing investigated different embedding extractions. Recent end-to-end models have shifted from hand-crafted features such as LPCC [3] and CQCC [4, 5] to raw waveforms, achieving state-of-the-art performance [6, 7, 8, 9]. Other efforts have focused on training strategies, such as data augmentation [10, 11] and multi-task learning [12]. Despite the impressive results, the main challenge remains on the generalization ability to unseen attacks, i.e., spoofing attacks generated by speech synthesis techniques that are not used in generating training data [1]. While this is a pressing issue due to the rapid development of speech synthesis techniques, most cutting-edge anti-spoofing systems do not explicitly address this problem.
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To address this generalization problem, in our prior work, we proposed the one-class learning approach [13] that tries to compact the bona fide speech into a cluster in the learned embedding space while pushing away spoofing attacks from this cluster. This approach has shown significant improvement in the generalization ability to unseen spoofing attacks [13]. However, due to the variety of timbre and speaking traits of different speakers, we have found that the bona fide speech of different speakers naturally forms multiple clusters in the embedding space. We argue that compacting different speakers into one cluster according to our original formulation [13] may have caused some misclassification of the spoofing attacks [14]. For instance, as shown in Figure 1(a), unseen spoofing attacks may lie in between multiple naturally separated clusters of bona fide speech, and compacting bona fide speech into a cluster is likely to coerce the spoofing attack samples into the cluster as well. It would make more sense to maintain the natural clustering of bona fide speech while pushing away spoofing attacks, as shown in (b).

In this work, we propose speaker attractor multi-center one-class learning (SAMO) to model speaker diversity while maintaining the generalization ability brought by one-class learning. We aim to find a speech representation for anti-spoofing that not only discriminates bona fide speech from spoofing attacks but also clusters bona fide speech according to speakers. After training, this model can be deployed to test speakers with or without enrollment utterances: With enrollment, the test utterance can be compared to the enrollment utterances for being classified into bona fide or spoofing attacks; Without enrollment, the test utterance can be compared to the learned attractors from training. The proposed system achieves notable improvements over state-of-the-art single systems on the ASVspoof2019 LA dataset, suggesting the effectiveness of our proposed SAMO scheme.

Fig. 1. Comparison between one-class learning and our proposed SAMO method.
Our contributions are as follows: 1) We propose a novel multi-center one-class learning objective for anti-spoofing to respect the acoustic diversity of bona fide speech of different speakers, while discriminating bona fide and synthetic speech under the one-class learning paradigm. 2) We propose an algorithm with different optimization schedules to co-optimize the above-mentioned aspects of the objective. 3) The proposed approach achieves the flexibility of deploying to speakers with or without enrollment utterances. Our work is reproducible with code at https://github.com/sivannavis/samo.

2. RELATED WORK

2.1. Speaker attributes in anti-spoofing

Existing research explored the idea of leveraging speaker attributes in anti-spoofing. There are mainly three categories. Some investigated the person-of-interest approach, where in [15], a pre-trained anti-spoofing model is calibrated on bona fide and fake speech of the known identity. In [16], anti-spoofing is formulated as a speaker verification problem, and one-class strategies are employed to show promising in-the-wild generalization ability. However, they are limited to known identities whose bona fide speech is available during testing. Some used speaker embedding from speaker verification to assist anti-spoofing, either by concatenating the speaker embedding and the spoof embedding [17] or in a multi-objective learning fashion [12, 18]. Some designed a joint system to integrate anti-spoofing with speaker verification, i.e., spoofing-aware speaker verification to optimize both objectives [19, 20].

We propose a novel way to leverage the speaker attributes without requiring a reference set of bona fide speech for known identities in the test scenario. Our method also has better simplicity with only one speech embedding extractor.

2.2. Preliminary work on one-class learning

One-class classification is to address the classification scenario where the normal class is well represented in the training set but the anomaly class is not [21]. With the distribution mismatch between training and test for spoofing attacks, specifically unseen synthetic attacks, the anti-spoofing problem fits the one-class classification setting. The idea of one-class learning goes beyond one-class classification by jointly learning the embedding space and classifier. It was proposed in [13] to learn an embedding space for anti-spoofing using neural networks. It uses the One-Class-Softmax (OC-Softmax) loss function as the training objective:

\[
L_{\text{OCS}} = \frac{1}{N} \sum_{i=1}^{N} \log \left( 1 + e^{\alpha(y_i - w^T \hat{x}_i)(-1)^{y_i}} \right),
\]

where \( \hat{x}_i \in \mathbb{R}^D \) represents the normalized speech embedding corresponding to the \( i \)-th utterance in a batch of \( N \) samples, and \( y_i \in \{0, 1\} \) is the label. \( y_i = 0 \) indicates that the utterance is bona fide and \( y_i = 1 \) indicates that the utterance is a spoofing attack. \( m_{y_i} \) refers to the boundary margins for the bona fide and spoof, respectively. \( m_0, m_1 \in [-1, 1] \) and \( m_0 > m_1 \). Around the center vector \( \hat{w} \in \mathbb{R}^D \), \( m_0 \) compacts the distribution of the bona fide speech, while \( m_1 \) pushes away the spoofing attacks, and \( \alpha \) is a scale factor.

While this approach significantly improves the generalization ability to unseen attacks, it does not consider the acoustic diversity of bona fide speech from different speakers, channels, and recording environments. Such diversity naturally forms multiple clusters of bona fide speech. By squeezing bona fide speech embeddings into a single cluster, OC-Softmax faces the risk of misclassifying unseen spoofing attacks that would naturally lie in between those dense regions of bona fide speech.

3. METHODOLOGY

In this section, we describe our proposed method SAMO to address the abovementioned limitation of OC-Softmax [13]. The idea is to compact bona fide speech into multiple clusters instead of one, while pushing away spoofing attacks from all clusters. These clusters are formed based on speaker identity during training, and the cluster centers are called attractors. During inference, we measure the cosine similarity between the test utterance and the nearest speaker attractor (if no enrollment data) or the target speaker’s enrollment speech (if there is enrollment data) to classify it as bona fide or spoof.

3.1. Speaker attractors

Extensive studies have manifested the intrinsic speaker diversity of bona fide speech in speech processing tasks, such as source separation [22, 23], text-to-speech [24], and speaker diarization [25]. This diversity naturally forms multiple clusters of bona fide speech in speech embedding spaces, where utterances from the same speaker tend to be close to each other. Leveraging this idea, we define a speaker attractor as a speaker-specific anchor in the embedding space to attract bona fide speech embeddings of the same speaker during training. To compute and update such anchors, we simply average the embeddings of each speaker’s bona fide speech as a speaker attractor. Through training, the network weights and the embedding space are updated, and so do the attractors. However, the update of attractors does not happen in each iteration of the training; instead, it happens on a schedule explained in Section 3.3.

Ideally, these attractors respect the natural clustering effect caused by the acoustic diversity of speakers while achieving good coverage of bona fide distribution for one-class learning. In the next section, we propose a loss function to achieve this goal. After training, the learned attractors are fixed during inference. If the test speaker has no enrollment utterances, then the test utterance can be compared to these speaker attractors through the inner product to compute a score indicating whether it is bona fide or spoof. If the test speaker has enrollment utterances, then the test utterance can be compared to the enrollment utterances for the classification. The inference score is defined as

\[
S_{\text{SAMO}} = \begin{cases} 
\hat{w}_s \cdot \hat{x}_i & \text{if } s_i \text{ is enrolled} \\
\max_s (\hat{w}_s \cdot \hat{x}_i), s \in S_{\text{train}} & \text{otherwise}
\end{cases},
\]

where \( \hat{x}_i \in \mathbb{R}^D \) is the normalized speech embedding of the \( i \)-th test utterance, \( s_i \) is the corresponding speaker, and \( \hat{w}_s \in \mathbb{R}^D \) is the average embedding of their enrolled utterances if any. \( \hat{w}_s \) are learned attractors of speaker \( s \) in the training set.

3.2. Loss function for multi-center one-class learning

In Eq. (1), bona fide speech embeddings are compacted to a single cluster around the center \( \hat{w} \). Here we replace this single cluster with multiple clusters, each of which is around one attractor corresponding to one speaker in the training set, leading to the proposed SAMO loss function:

\[
L_{\text{SAMO}} = \frac{1}{N} \sum_{i=1}^{N} \log \left( 1 + e^{\alpha(m_{y_i} - d_i)(-1)^{y_i}} \right),
\]
where \( d_i \) is calculated by

\[
d_i = \begin{cases} 
\hat{w}_s \cdot \hat{x}_i & \text{if } y_i = 0 \\
\max_s (\hat{w}_s \cdot \hat{x}_i), s \in \mathcal{S}_{\text{train}} & \text{if } y_i = 1.
\end{cases}
\]  

(4)

Here \( \hat{x}_i \) is the normalized speech embedding of the \( i \)-th utterance in the batch and \( y_i \) is the corresponding label. \( s \) is the corresponding speaker and \( \hat{w}_s \) is the normalized speaker attractor. \( \alpha \) is the scale factor. \( m_0 \) and \( m_1 \) are the margins for the bona fide and spoof classes, respectively. \( N \) is the number of utterances in the batch. \( d_i \) is calculated as the cosine similarity to measure how similar the feature embeddings are to speaker attractors. As in Eq. (4), for a bona fide sample, the similarity is calculated between its normalized embedding \( \hat{x}_i \) and its nearest speaker attractor among all training speakers. Conversely, for spoofing utterances, this is different from OC-Softmax in Eq. (1), where all the training utterances are attracted to or pushed away from only one center \( \hat{w}_s \).

It is noted that the idea of multi-center has been employed in other tasks, such as face recognition [26] and language recognition [27] to better capture the local neighbor relationship of the embedding space. However, their centers are randomly assigned to samples of each class. Our proposed SAMO leverages the auxiliary speaker information in defining the clusters and only uses multiple centers for the bona fide class to enhance diversified compactness for one-class learning in the context of anti-spoofing.

### 3.3. SAMO training algorithm

The proposed SAMO loss essentially has two sub-objectives: compacting the bona fide utterances spoken by the same speaker and pushing away spoofing utterances from all speaker attractors. Both sub-objectives use the attractors in the calculation. By definition in Section 3.1, each attractor is computed as the average embedding of the bona fide speech of each speaker, which changes as the embedding space changes. However, if the attractors are updated every time the embedding space updates (i.e., a mini-batch in network training), it may harm the convergence of the second sub-objective, i.e., pushing away spoofing utterances from all bona fide clusters.

This is because any update of the attractors will change the optimization directions for the spoofing utterances. Empirically, we do find that frequently updating the attractors makes it difficult for the loss to converge.

We propose to update speaker attractors every \( M \) epochs during training. The relative frequency of updates between the network weights (hence embedding space) and attractors is thus \( M \) times the number of mini-batches in each epoch. In this way, the attractors serve as relatively stable anchors for attracting bona fide utterances and pushing away spoofed ones. In Section 4, we study how \( M \) affects the system performance. At the beginning of training, we initialize speaker attractors as one-hot vectors in the embedding space. However, their centers are randomly assigned to \( \hat{w}_s \).

| Algorithm 1: SAMO Training Algorithm |
|-------------------------------------|
| **Require:** \( T \): Total number of epochs \( M \): speaker attractor update interval (# epochs) |
| 1. Initialize network \( F \) with random weights |
| 2. Initialize speaker attractors \( \hat{w}_s \) as one-hot vectors |
| for \( i \leftarrow 1 \) to \( T \) do |
| 4. if \( i \mod M = 0 \) then |
| 5. Update \( \hat{w}_s \) as the average bona fide embedding for each speaker \( s \in \mathcal{S}_{\text{train}} \) |
| 6. end if |
| 7. Update \( F \) by \( \mathcal{L}_{\text{SAMO}} \) with mini-batches \( \triangleright \) Eq. (3) |
| 8. end for |
| 9. return Optimized network \( F \) and speaker attractors \( \hat{w}_s \) |

#### Table 1. Summary of the dataset used in our experiments, which is the target-only portion of the ASVspoof2019 LA corpus.

| Partition | # Speakers | # Enrollment Uts | # Bona Fide Uts | # Spoofing Attacks |
|-----------|------------|------------------|----------------|-------------------|
| Train     | 20         | -                | 2,580          | 22,800            |
| Dev       | 10         | 142              | 1,484          | 22,296            |
| Eval      | 48         | 696              | 5,370          | 63,882            |

**Dataset.** We use utterances from ASVspoof2019 LA [28] as our data in all experiments. We use the same train/dev/eval splits as ASVspoof2019 LA. All attack types in the evaluation set are different from those in the training and development sets. Regarding speakers, we only keep the target speakers in the development and evaluation sets and discard the non-target speakers from these sets; The non-target speakers do not have enrollment data to support the scenario where enrollment data is used during inference, hence are adverse to our comparison between the two scenarios, both of which our method is able to deal with. Details of our dataset are shown in Table 1.

**Evaluation metrics.** We use equal error rate (EER) and the minimum tandem detection cost function (min t-DCF) as the metrics for all experiments. The EER metric is defined as the identical false acceptance rate and false rejection rate with a certain threshold of the inference score. Along with EER, min t-DCF evaluates all types of errors in speaker verification when the CM system is integrated into the “common” automatic speaker verification (ASV) system provided by the ASVspoof2019 challenge [29]. As the ASV system is fixed, it can be viewed as a metric for the CM system when deployed to a speaker verification application [30].

**Comparison methods.** We compare SAMO with two state-of-the-art anti-spoofing methods: AASIST [9] and OC-Softmax [13]. AASIST is a model based on graph neural networks with integrated spectro-temporal attention. It uses the softmax loss in training. We train AASIST with its reported configurations in [9]. In [13], OC-Softmax uses a backbone network based on deep residual network ResNet-18 with one-class learning loss mentioned in Section 2.2. To remove the effect of backbone network architecture, we change the network backbone to AASIST but maintain the OC-Softmax loss function, using \( \alpha = 20, m_0 = 0.5 \), and \( m_1 = -0.2 \).

**Implementation details.** For all experiments, we use the architecture of AASIST [9] as our speech embedding network. A 160-d embedding vector is computed from the last hidden layer. For our proposed SAMO, we set the update interval \( M = 3 \); the scale factor
Table 2. Comparison of our proposed SAMO with Softmax and OC-Softmax on the target-only portion of the ASVspoof2019 LA evaluation set. All the systems use AASIST [9] backbone. The average (best) results across 3 trials with random training seeds are shown.

| Method                        | EER(%) | min t-DCF |
|-------------------------------|--------|-----------|
| Softmax                       | 1.74 (1.25) | 0.0583 (0.0425) |
| OC-Softmax                    | 1.25 (1.17) | 0.0415 (0.0393) |
| SAMO (test w/o enrollment)    | 1.09 (0.91) | 0.0363 (0.0306) |
| SAMO (test w/ enrollment)     | 1.08 (0.88) | 0.0356 (0.0291) |

Table 3. Ablation experiments for SAMO. Results of test scenarios without and with enrollment data are both presented.

| Setup | Configuration | Test w/o enroll (w/ enroll) | EER(%) | min t-DCF |
|-------|---------------|-----------------------------|--------|-----------|
| 1     | SAMO          | 1.09 (1.08)                 | 0.0363 (0.0356) |
| 2     | one-hot and fixed attractors | 47.93 (49.50) | 0.9999 (0.9980) |
| 3     | w/o speaker attractor update | 1.54 (1.55) | 0.0504 (0.0503) |
| 4     | update every epoch (M=1)    | 1.33 (1.33) | 0.0442 (0.0437) |
| 5     | update every 10 epochs (M=10)| 2.36 (2.77) | 0.0792 (0.0868) |

\[ \alpha = 20; \] the margins \( m_0 = 0.7, \) and \( m_1 = 0. \) We train all systems on a single NVIDIA GTX 1080 Ti GPU with Adam optimizer [31] and a learning rate of \( 10^{-4} \) with cosine annealing learning rate decay for 100 epochs and save the model in each epoch. We choose the model that achieves the lowest EER on the development set in the scenario where enrollment data is used.

4.2. Results and discussions

Comparison with state-of-the-art methods. Table 2 shows the EER and min t-DCF comparisons between SAMO and the two comparison methods on the target-only portion of the ASVspoof2019 LA evaluation set. We report the average results with 3 different random seeds for all models and report the best results in parentheses. We can see that: 1) The results of our proposed method SAMO with two inference strategies both demonstrate advantages over other comparison methods with notable margins, e.g., SAMO with enrollment decreases EER of Softmax and OC-Softmax by relative 38% (1.08% vs 1.74%) and 14% (1.08% vs 1.25%), respectively. 2) Compared to Softmax, OC-Softmax improves the system performance by 28% relatively, which agrees with the advantages of one-class learning over the binary classification reported in [13]. 3) Compared to OC-Softmax, SAMO further improves the performance by 14% relatively, indicating the advantage brought by the multi-center modeling of bona fide speech in SAMO.

Ablation studies. Table 3 investigates the effects of important components and parameters of our proposed SAMO system. We report average results for all setups with 3 random seeds. To see the effects of leveraging bona fide speech data in speaker attractors, Setup 2 initializes the speaker attractors as one-hot vectors in the embedding space without further updates during training. Results show that this setup does not learn a meaningful embedding space. Setup 3 initializes the attractors as one-hot vectors first, then only updates attractors once at the beginning of the second epoch. Compared with Setup 2, this setup shows that simply including bona fide speaker information in attractors without any training schedule helps with learning a useful embedding space. Compared with SAMO, it also shows that a proper update schedule is essential for achieving desirable results. To see the effects of our training algorithm in terms of the speaker attractor update interval \( M \) (epochs) in Algorithm 1, we vary its value in Setups 4 and 5. Their results show that speaker attractor update interval has a crucial impact on the anti-spoofing performance in both test scenarios. Compared to SAMO (\( M = 3 \)), Setup 4 (\( M = 1 \)) updates the speaker attractors more frequently, and the model might not have optimized the embedding space well enough before an attractor update, while Setup 5 (\( M = 10 \)) updates them less frequently, and the model might not have updated the attractors adequately for facilitating the embedding space learning.

Embedding visualizations. To comprehend the effects of speaker attractors in the embedding space, we pick three speakers in the training set and transform their 160-D embedding vectors to 2-D in Figure 2 with t-SNE [32]. From the visualization, we can see that the bona fide utterances are grouped in a small region at the right side of the figure, while the spoofing attacks are pushed away from this region, occupying a large area on the left. This shows that SAMO follows the general one-class learning framework. Within the bona fide utterance region, we can also see that utterances of the three speakers are generally clustered according to speaker identity. This shows that SAMO models the bona fide class as speaker clusters. Both observations show that the SAMO algorithm performs as expected as the objective function Eq. (3).

The current training set only contains 20 speakers. We believe that with a larger variety of speakers in the training set, the benefit of SAMO could be demonstrated even more since the speaker attractors will better represent the bona fide embedding space.

5. CONCLUSION

We proposed speaker attractor multi-center one-class learning (SAMO) as a novel representation learning framework for voice anti-spoofing. It models speaker diversity in bona fide speech to build compact speaker-specific clusters in the embedding space. The approach is to compact bona fide speech around speaker attractors and isolate spoofing attacks from all attractors. Experiments show that SAMO improves anti-spoofing performance over state-of-the-art methods, including AASIST and OC-Softmax. For future work, we plan to extend the SAMO idea to model other speech attributes, such as device [33] and codec variations [34].
6. REFERENCES

[1] Md Sahidullah, Héctor Delgado, Massimiliano Todisco, Tomi Kin
nunen, Nicholas Evans, Junichi Yamagishi, and Kong-Aik Lee, “In-
troduction to voice presentation attack detection and recent advances,” Handbook of Biometric Anti-Spoofing, pp. 321–361, 2019.

[2] Andreas Nautsch, Xin Wang, Nicholas Evans, Toni H Kinnunen, Ville Vestman, Massimiliano Todisco, Héctor Delgado, Md Sahidullah, Ju-
nichi Yamagishi, and Kong Aik Lee, “ASVspoof 2019: spoofing counter-
measures for the detection of synthesized, converted and replayed
speech,” IEEE Transactions on Biometrics, Behavior, and Identity Sci-
ence, vol. 3, no. 2, pp. 252–265, 2021.

[3] Tanvina B Patel and Hernant A Patil, “Combining evidences from mel cepstral, cochlear filter cepstral and instantaneous frequency features for
detection of natural vs. spoofed speech,” in Proc. 16th Annual Con-
ference of the International Speech Communication Association, 2015.

[4] Massimiliano Todisco, Héctor Delgado, and Nicholas WD Evans, “A new feature for automatic speaker verification anti-spoofing: Constant Q cepstral coefficients,” in Proc. The Speaker and Language Recogni-
tion Workshop (Odyssey), 2016, vol. 2016, pp. 283–290.

[5] Massimiliano Todisco, Héctor Delgado, and Nicholas Evans, “Con-
stant Q cepstral coefficients: A spoofing countermeasure for automatic
speaker verification,” Computer Speech & Language, vol. 45, pp. 516–
535, 2017.

[6] Hemlata Tak, Jose Patino, Massimiliano Todisco, Andreas Nautsch, Nicholas Evans, and Anthony Larcher, “End-to-end anti-spoofing with rawnet2,” in Proc. IEEE International Conference on Acous-
tics, Speech and Signal Processing (ICASSP), 2021, pp. 6369–6373.

[7] Guang Hua, Andrew Beng Jin Teoh, and Haijian Zhang, “Towards end-
to-end synthetic speech detection,” IEEE Signal Processing Letters,
vol. 28, pp. 1265–1269, 2021.

[8] Quchen Fu, Zhongwei Teng, Jules White, Maria E Powell, and Dou-
glas C Schmidt, “Fastaudio: A learnable audio front-end for spoof
speech detection,” in Proc. IEEE International Conference on Acous-
tics, Speech and Signal Processing (ICASSP), 2022, pp. 3693–3697.

[9] Jee-woon Jung, Hye-Soo Heo, Hemlata Tak, Hye-jin Shim, Joon Son
Chung, Bong-Jin Lee, Ha-Jin Yu, and Nicholas Evans, “AAISTS: Au-
dio anti-spoofing using integrated spectro-temporal graph attention
networks,” in Proc. IEEE International Conference on Acoustics,Speech and Signal Processing (ICASSP), 2022, pp. 6367–6371.

[10] Hemlata Tak, Madhu Kamble, Jose Patino, Massimiliano Todisco, and
Nicholas Evans, “Rawboost: A raw data boosting and augmentation
method applied to automatic speaker verification anti-spoofing,” in Proc.
IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP), 2022, pp. 6382–6386.

[11] Ariel Cohen, Inbal Rimon, Eran Affalo, and Haim H Permuter, “A study
on data augmentation in voice anti-spoofing,” Speech Communication,
vol. 141, pp. 56–67, 2022.

[12] Yichuan Mo and Shilin Wang, “Multi-task learning improves synthetic
speech detection,” in Proc. IEEE International Conference on Acous-
tics, Speech and Signal Processing (ICASSP), 2022, pp. 6392–6396.

[13] You Zhang, Fei Jiang, and Zhiyao Duan, “One-class learning towards
synthetic voice spoofing detection,” IEEE Signal Processing Letters,
vol. 28, pp. 937–941, 2021.

[14] Zahra Ghafoori and Christopher Leckie, “Deep multi-sphere support
vector data description,” in Proc. SIAM International Conference on
Data Mining, 2020, pp. 109–117.

[15] Diego Castan, Md Hafizur Rahman, Sarah Bakst, Chris Cobo-Kroenke,
Mitchell McLean, Martin Graciarena, and Aaron Lawson, “Speaker-
targeted synthetic speech detection,” in Proc. The Speaker and Lan-
guage Recognition Workshop (Odyssey), 2022, pp. 62–69.

[16] Alessandro Pianese, Davide Cozzolino, Giovanni Poggi, and Luisa Ver-
doliva, “Deepfake audio detection by speaker verification,” arXiv preprint arXiv:2209.14098, 2022.

[17] Tianxiang Chen and Elie Khoury, “Spoofprint: a new paradigm for
spoofing attacks detection,” in Proc. IEEE Spoken Language Technol-
yogy Workshop (SLT), 2021, pp. 538–543.

[18] Jiahui Pan, Shuai Nie, Hui Zhang, Shulun He, Kanghao Zhang, Shan
Liang, Xueliang Zhang, and Jianhua Tao, “Speaker recognition-assisted robust audio deepfake detection,” in Proc. Interspeech, 2022,
pp. 4202–4206.

[19] Jee-woon Jung, Hemlata Tak, Hye-jin Shim, Hye-Soo Heo, Bong-Jin
Lee, Soo-Whan Chung, Ha-Jin Yu, Nicholas Evans, and Tomi Kin-
nunen, “SASV 2022: The first spoofing-aware speaker verification
challenge,” in Proc. Interspeech, 2022, pp. 2893–2897.

[20] You Zhang, Ge Zhu, and Zhiyao Duan, “A probabilistic fusion frame-
work for spoofing aware speaker verification,” in Proc. The Speaker
and Language Recognition Workshop (Odyssey), 2022, pp. 77–84.

[21] Y anxiong Li, Wucheng Wang, Mingle Liu, Zhongjie Jiang, and Qian-
hua He, “Speaker clustering by co-optimizing deep representation
learning and cluster estimation,” IEEE Transactions on Multimedia,
vol. 23, pp. 3377–3387, 2020.

[22] Shehroz S Khan and Michael G Madden, “One-class classification:
taxonomy of study and review of techniques,” The Knowledge Engi-
neering Review, vol. 29, no. 3, pp. 345–374, 2014.

[23] Yi Liao, Zhuo Chen, and Nima Mesgarani, “Speaker-independent
speech separation with deep attractor network,” IEEE/ACM Transac-
tions on Audio, Speech, and Language Processing, vol. 26, no. 4, pp.
787–796, 2018.

[24] Fei Jiang and Zhiyao Duan, “Speaker attractor network: Generalizing
speech separation to unseen numbers of sources,” IEEE Signal Pro-
cessing Letters, vol. 27, pp. 1859–1863, 2020.

[25] Ninghao Gou and Tatsuya Harada, “SATTs: Speaker attractor
text to speech, learning to speak by learning to separate,” in Proc.
Interspeech, 2022, pp. 1203–1207.

[26] Xianhong Li, Wucheng Wang, Mingle Liu, Zhongjie Jiang, and Qian-
hua He, “Self-training of speaker attractor networks in spoofed and fake
audio detection,” in Proc. Interspeech, 2019, pp. 1008–1012.

[27] Jiankang Deng, Jia Guo, Tongliang Liu, Mingming Gong, and Stefanos
Zafeiriou, “Sub-center arcface: Boosting face recognition by large-
scale noisy web faces,” in Proc. European Conference on Computer Vision (ECCV). Springer, 2020, pp. 741–757.

[28] Minghang Ju, Yanan Xu, Dengfeng Ke, and Kaile Su, “Masked multi-
center angular margin loss for language recognition,” EURASIP Jour-
nal on Audio, Speech, and Music Processing, vol. 2022, no. 1, pp.
1–22, 2022.

[29] Xin Wang, Junichi Yamagishi, Massimiliano Todisco, Héctor Delgado,
Andreas Nautsch, Nicholas Evans, Md Sahidullah, Ville Vestman, Tomi
Kinnunen, Konik Aik Lee, et al., “ASVspoof 2019: A large-scale public
database of synthesized, converted and replayed speech,” Computer
Speech & Language, vol. 64, pp. 101114, 2020.

[30] Massimiliano Todisco, Xin Wang, Ville Vestman, Md. Sahidullah, Héctor Delgado, Andreas Nautsch, Junichi Yamagishi, Nicholas Evans,
Tomi H. Kinnunen, and Kong-Aik Lee, “ASVspoof 2019: Future hori-
zons in spoofed and fake audio detection,” in Proc. Interspeech, 2019,
pp. 1008–1012.

[31] Tomi Kinnunen, Konik Aik Lee, Hector Delgado, Nicholas Evans, Mas-
similiano Todisco, Md Sahidullah, Junichi Yamagishi, and Douglas A.
Reynolds, “t-DCF: a detection cost function for the tandem assess-
ment of spoofing countermeasures and automatic speaker verification,” in Proc. The Speaker and Language Recognition Workshop (Odyssey), 2018, pp. 312–319.

[32] Diederik P Kingma and Jimmy Ba, “Adam: A method for stochastic
optimization,” arXiv preprint arXiv:1412.6980, 2014.

[33] Laurens Van der Maaten and Geoffrey Hinton, “Visualizing data using
t-SNE,” Journal of Machine Learning Research, vol. 9, no. 11, 2008.

[34] You Zhang, Ge Zhu, Fei Jiang, and Zhiyao Duan, “An empirical study
on channel effects for synthetic voice spoofing countermeasure sys-
tems,” in Proc. Interspeech, 2021, pp. 4300–4313.

[35] Yuechen Liu, Xin Wang, Md Sahidullah, Jose Patino, Héctor Del-
gado, Tomi Kinnunen, Massimiliano Todisco, Junichi Yamagishi,
Nicholas Evans, Andreas Nautsch, et al., “ASVspoof 2021: Towards
spoofed and deepfake speech detection in the wild,” arXiv preprint arXiv:2210.02437, 2022.