Review

Back to the new beginning: Mitotic exit in space and time

Paola Vagnarelli

College of Medicine, Health and Life Science, Centre for Genomic Engineering and Maintenance (CenGEM), Brunel University London, Uxbridge UB8 3PH, UK

A R T I C L E  I N F O

Keywords:
Mitotic exit
Anaphase
Phosphatases
Nuclear envelope
Chromosome segregation

A B S T R A C T

The ultimate goal of cell division is to generate two identical daughter cells that resemble the mother cell from which they derived. Once all the proper attachments to the spindle have occurred, the chromosomes have aligned at the metaphase plate and the spindle assembly checkpoint (a surveillance mechanism that halts cells form progressing in the cell cycle in case of spindle – microtubule attachment errors) has been satisfied, mitotic exit will occur. Mitotic exit has the purpose of completing the separation of the genomic material but also to rebuild the cellular structures necessary for the new cell cycle. This stage of mitosis received little attention until a decade ago, therefore our knowledge is much patchier than the molecular details we now have for the early stages of mitosis. However, it is emerging that mitotic exit is not just the simple reverse of mitotic entry and it is highly regulated in space and time. In this review I will discuss the main advances in the field that provided us with a better understanding on the key role of protein phosphorylation/de-phosphorylation in this transition together with the concept of their spatial regulation. As this field is much younger, I will highlight general consensus, contrasting views together with the outstanding questions awaiting for answers.

Cell division (mitosis) is a fundamental process that is at the basis of our existence. From the single cell of a zygote, about 37.2 trillion cells are generated to make up an adult human being. Divisions need to occur in an extremely accurate manner not only to produce daughter cells that are healthy and viable but also to set up the topological cues for differentiation and organ geometry. Defects in cell division have been shown to be at the basis of several human pathologies. For this reason, the process is highly regulated and surveillance points (checkpoints) are present in order to arrest progression to next phase until the previous one is correctly completed. Lots of research has been conducted to study early mitosis progression (prophase, prometaphase and metaphase) and its checkpoint (the spindle assembly checkpoint) that arrests cells from exiting this stage until all the chromosomes are attached to the mitotic spindle; however, much less is known on the molecular mechanisms that are in place to ensure that the events occurring during the late stages of mitosis (anaphase, telophase) and cytokinesis are coordinated to finally generate a fully functional G1 nucleus ready to support the next cell cycle.

Here, I will review the current knowledge on these late mitotic stages and the molecular bases of their coordination.

1. Inactivation/re-activation of the protein phosphatases network

Once the Spindle Assembly Checkpoint (SAC) has been satisfied (for a recent review on this aspect please refer to [1]), the progression of the cell cycle from mitosis to G1 is a no-return process that is highly regulated in space and time. Since the discovery of cyclins we have acknowledged that protein degradation is fundamental to drive this transition [2,3] but only more recently has the need for protein de-phosphorylation become more appreciated.

Before starting to analyse these regulations, we need to understand how the major protein phosphatas involved at this stage of cell division Protein Phosphatase 1 (PP1) and Protein Phosphatase 2A (PP2A) work. Both are serin/threonine phosphatases, and they are present in the cells as multi-subunit enzymes. The catalytic subunit of PP1 assembles into different holoenzyme complexes by binding with other proteins called RIPPOs (Regulatory Interactor of Protein Phosphatase One [4]) and it is estimated to be able to generate around 650 different complexes [5]; each RIPPO contains a distinct combination of PP1 binding motives and presents a specific localization pattern [6–9]. The catalytic subunit itself also exists as different isoforms (PP1α, PP1β) two splice variants of PP1γ: PP1γ1 and PP1γ2), thus increasing the plethora of different phosphatase holoenzymes that can be generated.

PP2A is instead a trimeric complex composed of a catalytic subunit...
PP2A inactivation is also achieved via a Cdk1 mediated phosphorylation but it is mediated by another protein kinase: MASTL/Greatwall. Using Xenopus egg extracts, it was shown that Greatwall depletion promoted exit from mitosis even at high cyclin B/Cdk1 level and caused dephosphorylation of mitotic substrates [16]. Cdk1 activates MASTL-/Greatwall kinase through phosphorylation of Cdk1 sites in MASTL. Upon phosphorylation, MASTL autoprophosphorylates, resulting in activation of the kinase [13,17,18]. This activated kinase then phosphorylates two small proteins ENSA and ARPP19 which bind PP2A-B55 and act as inhibitors of the phosphatase [19–21].

It therefore emerges that Cdk1 not only triggers the major protein phosphorylation events to execute mitosis but also inactivates (directly or indirectly) the main counteracting phosphatases, thus ensuring that a mitotic status is sustained until the SAC is satisfied.

Although both ENSA and Arpp19 can fulfill the role of inhibiting PP2A-B55, in mammalian embryonic division, they seem to perform different functions. Only Arpp19 is required throughout mouse embryonic development and its ablation leads to aberrant mitosis and premature dephosphorylation of key proteins involved in mitotic exit. On the contrary, ENSA knockout mouse embryos are normal up to stage E8.5 but ENSA appears to be involved in S phase regulation [22]. Interestingly, the levels of Arpp19 are very modest in cells and raise the possibility that a small fraction of this phosphatase is actually fully inactive.

There are also some more subtle and local regulations of the phosphatase activities. The local regulation is more dependent on the phosphorylation of the target substrates rather than the catalytic one and could explain local rheostat activities which are necessary for the fine tuning of the error-free mitotic execution. In this review we will not enter into the details of these but provide a few examples. Upon Cdk1 activation, other kinases are fully activated or their substrate recognition depends on a Cdk1 phosphorylated site. Among those, Aurora B, Aurora A, Polo like kinase 1 (Plk1) are of particular interest for this aspect. Some of these kinases are also concentrated at specific sites within the mitotic cell; for example, Aurora B is enriched at the centromeres, Plk1 at the centrosomes and kinetochores and Aurora A at the centrosomes. One of the major PP1 binding motif which is found in several PP1 targeting substrates or RIPPOs (Regulatory Interactor of Protein Phosphatase One) is the RVXF motif with common variants such as RV[S/T]F motives (21% S and 18% T of the RIPPOs). These latter sites are hyper-phosphorylated in mitosis with Aurora B being the primary kinase for their phosphorylation [23]. We and others have shown that phosphorylation of residues outside of the core RVxF region can inhibit PP1 binding [24–26] together with the possibility that the negatively

![Diagram of Cdk1 activity and protein phosphatase regulation during mitosis.](image-url)

Live cell imaging of HeLa cells expressing H2B:mRFP and GFP:Tubulin. The panel shows (from left to right): prophase, prometaphase, metaphase, anaphase, late telophase. On the right are represented the fully active PP1 and PP2A. Figure created in Biorender.
charged surface around the RVxF motif can mediate many electrostatic interactions that could lead to a very high percentage of the PP1 holoenzymes that are phospho-regulated.

The importance of these local inactivations is critical for specific functions. For example, Repo-Man (CDC2A) is a PP1 targeting subunit [27] that is a substrate of several mitotic kinases. Cdk1 mediated phosphorylation (at several positions around the RVTF motif) [24,25] weakens PP1 binding to Repo-Man (this can be considered a global inactivation of the complex that occurs at mitotic entry); however, Aurora B also phosphorylates Repo-Man at the RVTF motif thus further weakening PP1 binding [26]. Because of the local concentration of Aurora B at the centromeres, the proportion of active Repo-Man/PP1 at the centromere would be the lowest, thus ensuring that one of the major Repo-Man/PP1 substrates, H3T3ph is preserved at this chromosome site; this is essential for the error correction mechanisms as it contributes to maintaining the chromosomal passenger complex (CPC) at the site of action [28,29].

Interestingly, some recent work has shown that, in contrast to PP1, the interaction between PP2A-B56 and the LxxIxE motifs can be enhanced by phosphorylation [30–32]. Therefore, PP1 and PP2A-B56 phosphatases seem to have evolved to respond to specific kinases in an opposite manner leading to very distinct signaling roles at least in some specific pathways [33]. These examples show that besides a general regulation of phosphatase activities, local fine tuning of different sub-complexes is essential for a timely regulation of mitotic progression and that the general ON/OFF concept needs to be considered with caution when dealing at molecular scales. How can we get out of this inhibition?

As soon as the SAC is satisfied, degradation of Cyclin B will occur thus leading to a decrease in CDK1 activity. At this point, in order to move switch from a low level of phosphatase activity to a high level one, it is necessary that the phosphatase activity prevails; this could be achieved either by tipping the balance between a previously active complex that is no longer counteracted by an active kinase or by a self-activation mechanism. The latter appears to be the case for PP1; in fact, PP1 catalytic activity is required for Thr 320 dephosphorylation (a Cdk1 phosphosite) and pre-phosphorylated PP1 can be dephosphorylated in vitro in the absence of any cofactor, suggesting that PP1 can auto-dephosphorylate. The removal of the second inhibitory lock (Inhibitor-1) is less clear. Some data suggest that PP1 is required for inhibitor-1 Thr 35 dephosphorylation, while others indicate that PP1 may not directly dephosphorylate Thr 35. Then, in terms of re-activating each different holoenzyme, there are few studies that have addressed this aspect. We can envisage that once Cdk1 activity decreases, the dynamic association of PP1c catalytic subunit with the RIPPOs in early mitosis (due to the phosphorylation of these latter) [24,26,34–36] will lead to the binding of the self-reactivated PP1c that, in turn, could dephosphorylate the targeting subunit and therefore stabilise the re-activated holoenzyme.

In order to reactivate PP2A-B55, MASTL/Greatwall must be dephosphorylated. This appears to be driven by PP1. PP1 dephosphorylates the activating site (Ser675) of greatwall. In fact, dephosphorylation of PP1 from meiotic Xenopus egg extracts maintains phosphorylation of Ser675 and the kinase activity, thus resulting in a block of mitotic exit [37,38]. As a consequence, PP2A activity is maintained for a slightly longer time after Cyclin B degradation compared to PP1. PP2A-B55 then dephosphorylates and slowly releases ENSA [39]. However, ENSA is in excess over PP2A-B55 therefore this stoichiometry and dependence can lead to an order of substrate de-phosphorylation.

In addition to these mechanisms, another and unexpected PP1/P2A regulatory cascade was discovered in fission yeast [40]. In early mitosis, PP1 can directly bind to PP2A-B55 and PP2A-B56. This binding is independent from the binding of ENSA/Arpp19. When Cdk1 becomes inactive, the PP2A-B55-associated PP1 self-dephosphorylates and releases from the PP2A-B55. In a second stage, the freed PP2A-B55 removes a phosphate group from the PP1-binding site on PP2A-B56. This latter is a Plk1 phosphosite and Plk1 is active until late mitosis.

Only when Plk1 gets degraded and its activity drops, then PP1 will be efficient in conducting a strong de-phosphorylation of the B56 subunit leading to the release of PP1. In this model, PP1 is still upstream of PP2A activation upon exiting mitosis but implies both the existence of an extra mechanism that will put the activation of PP2A-B56 as the last step of the phosphatases activation cascade and that the B subunits of PP2A play an additional role in PP2A inactivation in early mitosis. Built into this model there is also the assumption that some structural conformational changes occur in these phosphatases during mitosis in order to allow for the binding sites for PP1 (normally embedded in the crystal structures available) to be exposed [41].

Just as a matter of comparison, it is important to notice that, contrary to what we have so far described, in Saccharomyces cerevisiae, inactivation of CDK1 and de-phosphorylation of its substrates is accomplished by the dual-specificity phosphatase Cdc14. From G1 to metaphase, Cdc14 is sequestered in the nucleolus by Net1/Cfi1 [42], then is released in two steps: in early anaphase it leaves the nucleolus and re-localises in the nucleoplasm and then, in late anaphase, it moves to the cytoplasm [43]. The initial release is supported by the Cdc14 early anaphase (FEAR) pathway, which promotes Net1/Cfi1 phosphorylation by both the polo-like kinase Cdc5 and Cdc28/Cdk1, and the final release is dependent on the mitotic exit network (MEN) pathway, a signalling cascade that is initiated by the GTPase Tem1 and that finally promotes the phosphorylation of the NLS in Cdc14 by the Dbf2-Mob1 kinase, thus favouring its cytoplasmic liberation in the late stages of anaphase [44,45]. Interestingly, although higher eukaryotes do have Cdc14 (actually they have 2 genes coding for CDC14A and CDC14B respectively) the single and double-knockouts of CDC14A and CDC14B in RPE1 and chicken DT40 cells indicate that both phosphatases are not important for the timing of mitotic phases, cytokinesis and cell proliferation [46,47].

2. Temporal and spatial clues in mitotic exit execution: clocks and rulers

2.1. Molecular clocks

The phosphatase reactivation models described in the previous section could potentially co-exist in cells and the different and complex phosphatase re-activation mechanisms are in place to allow a gradual and sequential wave of phosphatases thus leading to a specific timing of substrates de-phosphorylation and ordering the cascade of events during mitotic exit. In addition, specific phosphatases are enriched at particular locations of the cells. In early mitosis, PP1 is enriched at kinetochores and on the spindle. PP1α also localises at centrosomes at all cell cycle stages. During the metaphase-to-anaphase transition, there is a dramatic recruitment of PP1γ to chromosomes where the protein remains throughout telophase. At telophase and cytokinesis both PP1α and PP1γ also show accumulations at the cortex and midbody [48].

From the point when mitotic exit starts, the execution of the process requires a very organised series of events that must occur in a sequential fashion but also takes into consideration the topology of the cell. In fact, the sister chromatids released from their cohesion ties will migrate first toward the opposite poles (Anaphase A) then the poles themselves will move further apart and the cell elongates (Anaphase B), the cell membrane will ingress in the middle position, and finally the connection between the two daughter cells will be severed (Cytokinesis) giving rise to the final product of mitosis: two identical daughter cells ready for the new cell cycle. From this picture it emerges the need for some biochemical clues to regulate this temporal progression but also to provide some local control that can delay events until the previous one is completed. In this chapter we will explore the concept of "Clocks" (regulation based on time) and "Rulers" (regulation controlled in space) and why they are important for the progression of mitotic exit.

What are the key characteristics of a molecular clock? First of all, it must contain a trigger event that is not reversible; this will lead to biochemical reactions that are ordered in terms of affinity and
abundance of the substrates: this way there is an established temporal progression of events. The ordered sequence will occur independent of the topology. In contrast, a ruler will monitor reactions locally and delay the next event until the previous one is fully completed. An example of the latter in the mitotic exit context could be delaying the occurrence of cytokinesis until the DNA has successfully been separated in the daughter cells. Let’s now examine these concepts separately.

In biochemical terms (and relevant to mitotic exit) the trigger for the clock is the activation of the APC. Therefore, protein degradation is certainly an important component of the clock. However, from what we discussed in the previous section, protein de-phosphorylation is also triggered by the same proteolytic event: this could also constitute another aspect of a molecular clock. Inactivation of Cdk1 is an absolute requirement for segregating the chromosomes. In fact, releasing the cohesion ties without Cdk1 inhibition is not sufficient to achieve a correct chromosome segregation: kinetochore-microtubule attachments are rapidly destabilized. Metaphase chromosomes undergo a bona-fide anaphase only when cohesion cleavage is combined with Cdk1 inhibition [49] that, in normal mitotic progression, occurs via proteolysis of cyclin B. The need for Cdk1 inactivation in order to complete mitotic exit correctly is also demonstrated by the fact that, in Drosophila, the overexpression of non-degradable forms of cyclin B allows anaphase transition, but chromosome movement is slow and anaphase B spindle elongation does not occur; conversely, stable cyclin B3 overexpression prevents normal spindle maturation and chromosome decondensation but chromosome disjunction, anaphase B, and cytokinesis occur. This evidence points to the fact that cells have imbedded a molecular clock which can monitor where and when the timing of mitotic exit has clearly revealed that PP1 is re-activated before cytokinesis that contribute to the full reduction of Cdk1 activity [54].

Although these data could be compatible with a major role of proteolysis in driving progression of mitotic exit, the experiment by Oliveira [49], seems to argue that once cohesion has been removed and Cdk1 inactivated, mitotic exit can progress even in the absence of a functional APC; however, these latter experiments need to be interpreted with caution as, in a normal cell cycle progression, degradation of cyclin B is not acute but more gradual [55].

Decreased levels of Cdk1 leads to the re-activation of protein phosphatases PP1 and PP2A that will initiate the de-phosphorylation process of several mitotic phosphoproteins. Global phosphoproteomic studies have tried to address the sequence of de-phosphorylation events to understand both the specificity for the different phosphatases and also if this process could represent a branch of the clock for mitotic exit. Interestingly, it was shown that the order and extent of protein dephosphorylation in a “mitotic exit like” situation where prometaphase/metaphase human cells were treated with a Cdk1 inhibitor in the presence of the APC inhibitor MG132, remained unchanged [56]. This strongly suggests that the de-phosphorylation branch of the clock is independent from the protein degradation one and biochemically support the previous observation conducted in Drosophila where a normal mitotic exit progression could be obtained just with Cdk1 inhibition in the absence of APC activity [49]. Therefore, the de-phosphatase cascade seems to be a major driver for the molecular clock.

Analyses of global de-phosphorylation at high resolution time points during mitotic exit has clearly revealed that PP1 is re-activated before PP2A where the inhibitory pT320 on PPIc is removed almost 5 min earlier than the PRC1-pT48 which is a PP2A-B55 model substrate [56]. Comparing the timing of de-phosphorylation of several residues during mitotic exit, four major categories could also be identified: early substrates (these are de-phosphorylated within 5-10 min and represents 21% of the phosphosites), middle (15-30 min, 26%), late (40-60 min, 26%) and stable (these phosphosites still maintain phosphorylations after 60’, 27%) [56]. This suggests the existence of a clear sequential programme. But what is driving this order?

Several studies have tried to identify if a specificity/affinity for substrates could explain these ordered de-phosphorylation events. Normally, global TP sites are rapidly lost during mitotic exit compared to SP sites [57]. Interestingly, if the phosphoside in PRCl, a PP2A-B55 substrate, is converted to serine, this protein is de-phosphorylated less rapidly, but the introduction of an upstream aromatic/acid motif rescues the timely de-phosphorylation [58]. In fact, the amino acids surrounding the phosphosite are also extremely important for the timing of de-phosphorylation where TPP motives are highly stable, whereas TPG ones are more efficiently dephosphorylated [57]. This suggests that combinatorial motives play a key role in ordering the de-phosphorylation events during mitotic exit. The analyses of PP1 substrates provided similar results: for early dephosphorylated sites PP1 has a modest preference for Thr upstream of a basic patch, for the intermediate sites Thr are less preferred with surrounding sequence preferences similar to the early class while the late cluster shows an exclusion of Thr and a minimal sequence selectivity for the surrounding environment [56]. All this evidence therefore indicates that the protein dephosphorylation rate is linked to their sequence characteristics and explains how a dephosphorylation cascade driven by PP1 and PP2A provides a clock mechanism for the order of events during mitotic exit. The identification of the molecular basis for this progression also explains the early studies showing that both yeast and human cells are blocked in anaphase upon okadaic acid treatment [59,60].

Fig. 2 (middle panel) illustrates the concept of molecular clocks.

2.2. Topological rulers

At the onset of mitosis, together with CDK1, other mitotic kinases essential for the execution of cell division are activated as well. Among those, we focus our attention on two major players: Aurora B and PLK-1. At anaphase onset these kinases are not subjected to inactivation as it is for CDK1 however they do change spatial localisation while still maintaining full activity; Aurora B translocates from the inner centromere to the spindle midzone where a pool of PLK1 also accumulates. The concentration of these kinases in specific subcellular locations is extremely important for the faithful execution of mitotic exit. For example, by using phosphorylation sensors targeted either to the chromosomes or the centromeres it was shown that an Aurora B mediated phosphorylation gradient is established within the anaphase cells, and this is linked to the position of the chromatin relative to the midzone rather than the time elapsed from anaphase onset (clock – independent) [61]. These initial observations have put forward the concept that not only a single clock mechanism is important for the timely execution of mitotic exit but also that since they have embedded “rulers” that can monitor where and when the next step in the mitotic exit cascade can occur. These rulers are important for coordinating different pathways and that can also monitor where and when the next step in the mitotic exit cascade can occur. These rules are important for coordinating different pathways and that can also monitor where and when the next step in the mitotic exit cascade can occur. These rules are important for coordinating different pathways and that can also monitor where and when the next step in the mitotic exit cascade can occur. These rules are important for coordinating different pathways and that can also monitor where and when the next step in the mitotic exit cascade can occur. These rules are important for coordinating different pathways and that can also monitor where and when the next step in the mitotic exit cascade can occur. These rules are important for coordinating different pathways and that can also monitor where and when the next step in the mitotic exit cascade can occur. These rules are important for coordinating different pathways and that can also monitor where and when the next step in the mitotic exit cascade can occur. These rules are important for coordinating different pathways and that can also monitor where and when the next step in the mitotic exit cascade can occur.
regulated by Cdk1 \cite{67} via the kinesin-6/Mklp2 \cite{68}. Therefore, the ruler mechanism appears to be controlled by the clock trigger. Moreover, very detailed quantifications of Cyclin degradation also revealed that, although the majority of Cyclin B is degraded just before the onset of anaphase, some residual levels are maintained and its degradation continues during mitotic exit \cite{55,69,70}. As mentioned in the chapter above, failure to degrade B-type cyclins still allows for some anaphase programme to take place but blocks cells at different stages (depending on the type of cyclin) and prevents chromosome de-condensation. On the contrary, inactivation of Cdk-1 in early mitosis (e.g. in nocodazole arrested cells) leads to some levels of chromosome de-condensation and triggers the reformation of the Nuclear Envelope in a spatially non-regulated fashion \cite{63,71} (see next section for more explanations). This seems at least partially mediated by the re-activation of some Protein Phosphatases and also implies that the residual level of Cyclin B1 in anaphase could be important for the “ruler” spatial control. In agreement with this, it was recently shown that some Cyclin B1-Cdk1 persists over, very detailed quantifications of Cyclin degradation also revealed-
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3. The link between chromosome re-organisation and nuclear envelope re-formation during mitotic exit

The ultimate goal of cell division is to generate two identical daughter cells with the DNA separated from the cytoplasm by a permeable membrane, the Nuclear Envelope (NE), and the chromatin organised and compartmentalised to resume the cellular programme identical to the one of the mother cell. As chromatin is re-organised into the mitotic chromosomes and the NE disassemble upon entry into mitosis to facilitate the separation of sister chromatids, these two structures need to be reset to their respective interphase status in order for the next cell cycle to commence. Therefore, during mitotic exit both chromosome de-condensation and NE reformation take place and they are almost completed before cytokinesis occurs. As with the many other aspects occurring within this cell division stage, these latter are also regulated both in space and time during mitotic exit. In this section we are going to review the current knowledge and models for their regulation. Since these aspects have been less studied, there are currently several hypotheses, but more research is still required to really nail down the details of the process.

When sister chromatids migrate to the poles, they need to maintain their compaction in order to allow for the completion of separation to occur before cytokinesis, therefore it is important that condensation is maintained until later in mitotic exit. Chromosome condensation is established and maintained by condensins but careful measurement of chromatin compaction has revealed that the maximum compaction occurs in anaphase \cite{53,76}. Once the chromatids have separated, an axial shortening occurs beginning in mid-anaphase and finishing during late anaphase; this leads to the overall maximal compaction of chromatin in late anaphase. The shortening is independent of the size of the chromosomes and is conserved in mammals. The molecular effectors of this phenomenon are still not fully understood but two elements are important: 1) Aurora B catalytic activity 2) the presence of dynamic microtubules which are essential for the localisation of Aurora B at the central spindle. Interestingly, the axial shortening is not linked to cytokinesis in fact, it can still occur even if the cleavage furrow progression has been blocked. Therefore, although some similarity with the NoCut pathway could be identified (e.g. presence of lagging chromatin and Aurora B dependence) \cite{64,66}, its independence form the furrowing process places this event upstream and maybe more linked to the chromosome separation checkpoint described before \cite{63}. It is also possible that Aurora B could sustain the phosphorylation status of other
not yet identified chromatin components that are de-phosphorylated by a phosphatase which is inhibited by Aurora B; this would allow the compaction to continue in time (and importantly, locally - spatial regulation) into anaphase until the chromatin has been cleared from the midzone. Interfering with this process, leads to abnormally shaped nuclei, thus suggesting that anaphase chromosome shortening is required for the formation of smooth nuclei and therefore could function as a rescue mechanism for chromosome segregation defects [76].

After clearing the central spindle from the segregating chromosome arms, each individual chromosome does not remain as a discrete entity but must participate to the formation of a single nucleus which entraps all the chromosome complement. Using image-based screening of human cells, barrier-to-autointegration factor (BAF) was discovered as key factor guiding membranes to form a single nucleus [77]. BAF is de-phosphorylated by PP2A/LEM4/ANKLE2 during mitotic exit [78]; de-phosphorylated BAF can bind with high-affinity to DNA, mediates DNA bridging and generates a compact and stiff chromatin surface that is essential for both producing a continuum nuclear subphase and a diffusional barrier at the surface of chromatin that prevents access of macromolecular objects in the size-range of membrane tubules. Clearly, avoiding entrapping cytoplasmic structures is an important aspect that the cells need to take care of before resealing the nuclear envelope and this mechanism seems to help in this sense. However, it is still not clear how this process relates to another cytoplasmic exclusion barrier, Ki-67, acting at the end of mitosis. Ki-67 is a master regulator of the mitotic chromosome layer [36], essential for the maintenance of chromosome individuality in early mitosis [79]. A recent study revealed that, during mitotic exit, chromosome tight clustering mediated by Ki-67-regulated surface adhesion contributes also to the nuclear-cytoplasmic compartmentalization in vertebrate cells [80]. The link between these two mechanisms has not been investigated. Why cells need two separate mechanisms for clustering and crosslinking chromatin at the end of mitosis? Are the two systems interconnected? All these questions will require some more probing in order to obtain a clear picture of this important process.

When mitosis is completed, a sealed but permeable nuclear membrane separates the G1 chromatin from the cytoplasm. However, this complex barrier is not just appearing at the surface of the chromatin after mitotic exit is complete, but it is actually built during this stage in a progressive manner and its assembly starts as early as anaphase A. The first detectable sign of deposition of NE components around the segregating chromosomes seems also to be quite asymmetric (Fig. 2A). Some Nucleoporins and Importin-β are deposited first at the side of chromatin towards the spindle poles; then they extend laterally, finally invading the chromatin region facing the midzone. Other components are less so: for example, Lamin A is deposited later but in a more homogeneous manner in both chicken and human cells (Fig. 3A). Its appearance around the segregating chromatin is more dependent on the time from anaphase onset rather than other spatial clues. On the contrary, some NPC components and Importin-β are highly biased in their distribution thus responding somehow to some topological constrains. The nature of these constrains is still an open debate and different hypotheses have been put forward. All these models are based on the analyses of either chromatin bridges in anaphase/telophase or lagging chromosome/ chromosome fragments. Although a recent analysis has shown that anaphase lagging chromosomes are often transient and rarely form.

Fig. 3. Link between Nuclear Envelope reformation and chromosome segregation. A) Top panel: live cell imaging of HeLa cells expressing mRFP:Importin-β. Importin-β starts assembling at the chromosome periphery in the regions towards the poles (image 4 from the left – white arrowheads), then it expands laterally still leaving a gap at the chromosome region towards the central spindle (images 5–7 yellow arrowheads). Middle and bottom panels: live cell imaging of HeLa cells expressing H2B:mRFP and GFP:Lamin A. Lamin A assembles on the chromosomes later than Importin-β and does not follow a preferential deposition site (image 6 from the left – white arrowheads). B) Anaphase cell with a lagging chromosome (white arrowhead): GFP:Lamin A assembles around the lagging chromosome and the main segregated chromatin at the same time. C) Cells in cytokinesis with a mis-segregated chromosome in the middle (arrowheads). This chromosome shows NE defects as it contains Lamin A (green) but not the nucleoporin NUP153 (red) (yellow arrowhead).
micronuclei [81], occasionally they end up becoming a micronucleus in G1 and do not assemble a functional NE [63,71,82]. These laggards can efficiently recruit Lamin A, Emerin, LAP2α, LAP2β, BAF at the correct time as the main segregating nuclei (Fig. 3 B, Q) [71,82], but they cannot properly assemble all the FG-NUPS recognised by mAb414, Importin-β [71], Nup133, LBR, ELYS, TPR [82] (Fig. 3 C). The altered NE of the micronuclei will have major consequences as the chromatin within these structures will encounter replication/repair errors, will become a source of genomic instability leading to the phenomenon of chromothripsis thus playing a major role in cancer evolution [83]. However, in normal condition, a p53-dependent and cGAS-STING-dependent mechanism eliminates micronucleated cells [84], thus safeguarding cells from these potentially hazardous situations. Interestingly, the recent finding that Aurora B-mediated phosphorylation of chromatin-associated cGAS prevents its premature activation during mitosis [85], could potentially link the Aurora B-dependent ‘chromosome separation checkpoint’ to the clearance of micronucleated cells.

Why are these aberrant NE assemblies occurring? One model is based on a midzone surveillance mechanism that is sustained by Aurora B kinase [86]. This model implies that chromatin lagging in the midzone would be recognised by the chromosome segregation checkpoint that delays the anaphase to telophase transition thus providing an opportunity for the lagger to rejoin the main nucleus. According to this model, Aurora B at the spindle midzone establishes a phosphorylation gradient that locally delays the degradation of residual Cyclin B1 (and possibly B3) at the spindle midzone [55]. Consequently, as chromosomes separate and move away from the spindle midzone, Cdk1 activity decreases, allowing the PP1/PP2A-mediated dephosphorylation of Cdk1 and Aurora B substrates necessary for mitotic exit. This model would explain the differential loading of NUPs and Lamin B according to the position of chromatin. However, this model links the chromatin organisation to the NE reformation. This link does not seem so clear as it is possible to recruit NE components on condensed chromatin also in early mitosis by targeting to chromosomes a hyperactive phosphatase complex (without de-condensing chromatin [24]); moreover, in MCHP1 patients, chromosomes fail to de-condense until G1 but nevertheless the NE is correctly reformed [87]. In line with this, a similar model also includes the role of Plk1 [71]. Active Plk1-1 is also present at the midzone and its activity depends on Aurora B [71]. It was recently shown that Plk1 inhibition delays Nuclear Pore dissolution at mitotic entry and that Plk1 phosphorylation of NUP98 [88] and NUP53 [89] are essential for the process. Interestingly, Plk1 was shown to be recruited to DNA tethers of acenitic chromatin during cell division [90] and the overexpression of Plk1 in HeLa cells, produced a significant reduction of NPC at micro-nuclei [71]. We can then hypothesise that maintaining Plk1 activity (via Aurora B [71,74]) at the midzone also delays the process of NPC re-assembly. At the same time, the local activity of CDR-1 and Aurora B will maintain at least PP1 key holoenzymes in a local inactive status (see the section “inactivation/re-activation of the protein phosphatases network” on how the regulation of the homocomplexes is achieved), thus ensuring that the NE reassembly is delayed at the midzone.

In agreement with this, a global phosphoproteomic mapping of early mitotic exit in human cells revealed that the amount of dephosphorylation during mitotic exit tightly corresponds with the order of recruitment of POM121, NUP53, NUP93, and NUP188 to the reforming nuclear pore [57].

On the contrary, some components such as Lamin A can load onto the chromosomes in a timely fashion independent of topological clues; this is more reminiscent of a control that exclusively is dependent on molecular clocks. In fact, upon Cdk-1 decrease in activity, when the overall threshold is achieved, Lamin A will load onto chromatin. Of course, Lamin A needs to be de-phosphorylated but there are hundreds of phosphatase holocomplexes that can be differentially regulated. For example, we can explain these differences considering that the phosphatase responsible for Lamin A de-phosphorylation is only regulated by Cdk-1 (and not Aurora B or Plk1); this complex will re-activate earlier during mitotic exit and will not be subjected to the local inhibition of high level of Aurora B or Plk1.

This model will explain both the normal progression of NE reformation and accounts for the defects seen on the lagging chromatin.

One open question is still if this system indeed represents a checkpoint and how robust this checkpoint is; the SAC can arrest cells for up to 20 h, but it is not known how long the chromosome separation checkpoint will last for in physiological condition. The fact that there are several cancer cells with many micronuclei and NE defects would suggest that the system is not very robust or that it depends on proteins commonly mutated in several cancers. Therefore, there is still the need to understand what is the nature of the signal that is detected by the checkpoint, which are the targets and why the system appears to be more error-prone than the SAC.

A completely different mechanism has also been proposed [82]. In this latter one, the polarised assembly of NE components around chromatin during mitotic exit is explained by spatial restriction where the spindle would form a selective barrier to certain populations of ER membranes. Although very simple and potentially very effective, the molecular details are not very clear. It also does not explain why some components (such as the FG NUPs) are prevented from loading onto the chromatin facing the midzone but they can at the chromatin towards the poles: both regions are highly dense in microtubules. Moreover, targeting a hyperactive phosphatase to the mitotic chromosomes allows the recruitment of some NUPs even in regions of high density of spindle microtubules [24]. It is however possible that this mechanism is important for a subset of membranes that assemble first laterally on the segregating chromatin.

Clearly, it emerges that major details on these proposed models are still lacking and the links between dynamic microtubules, Aurora B, Plk1 and phosphatases needs to be separated in order to obtain a clear picture of how this process is regulated in space and time.

3.1. Future perspective

In the last few years, the analysis of mitotic exit execution has revealed some very interesting aspects of cell biology and has brought together several disciplines. We have just started the journey towards understanding how it is executed and its key regulatory steps. However, several questions are still outstanding. The identification of pathways and regulation of the de-phosphorylation events during this transition is of paramount importance. It would also be necessary to employ strategies that allow the separation between specific topological problems and kinase/phosphatase activities. Therefore, approaches such as rapid protein degradation, knock-sideways and optogenetics together with specific mutants will need to be employed as preferred tools over the use of inhibitors. The conservation and divergence (if any) in different cell types would also be an essential aspect to address that may explain some of the discrepancies currently in the arena. Finally, more computational studies should be advocated to generate useful models allowing prediction and intervention on this important last step of cell division.
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