Abstract

Forecasting accuracy is reliant on the quality of available past data. Data disruptions can adversely affect the quality of the generated model (e.g., unexpected events such as out-of-stock products when forecasting demand). We address this problem by pastcasting: predicting how data should have been in the past to explain the future better. We propose Pastprop-LSTM, a data-centric backpropagation algorithm that assigns part of the responsibility for errors to the training data and changes it accordingly. We test three variants of Pastprop-LSTM on forecasting competition datasets, M4 and M5, plus the Numenta Anomaly Benchmark. Empirical evaluation indicates that the proposed method can improve forecasting accuracy, especially when the prediction errors of standard LSTM are high. It also demonstrates the potential of the algorithm on datasets containing anomalies.

1 Introduction

In Machine Learning (ML), data is at the core of any modelling task. With the increase in the amount of data and its complexity, modelling this data became a challenge. ML models are often evaluated by accuracy, fairness and robustness. The quality of a model is, usually, a reflection of the quality of the underlying data, e.g., noises, anomalies, and additional adversarial perturbations. Therefore, one of the promising ways to improve the quality of the models is to improve the quality of the dataset [21]. However, depending on the algorithms used, the description of data quality varies. For instance, some researchers have demonstrated the positive influence of adding noise when classifying the data using deep learning [22]. That is to say, the data quality does not depend only on the data itself but also on the learning nature of the underlying model. Therefore, giving the models the power to change the data seems to be another promising way to improve the quality of our models. Forecasting is an ML task that counts several algorithms that are highly dependent on the data quality [25] such as Recurrent Neural Networks (RNNs) [19]. Attempts to improve the quality of these models mainly revolved around changing the architecture of the network ([19], [8]) or improving the optimization component of the algorithm [27]. Deep learning-based RNN such as LSTM performs better in long term prediction problems [24] when compared to traditional statistical methods. In contrary to this latter, RNNs can extract non-linear components from the data [23] which makes them crucial with today’s increase of complexity in data. As a side effect, this makes the model sensitive to the occurrence of disruptions in data. For instance, in retail, past sales data are used to estimate future demand. Unexpected increase or decrease of sales of a certain product caused by lack of stock or customer behaviour will disturb complex sequential models such as RNN. During the learning, the recurrent network will try to map this information, which can mislead the overall understanding of data. It is worth noting that an increase and decrease in sales for a particular period (e.g. Christmas season) should not be considered disruptions. The
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Motivated by these issues, we address the general problem of data disruptions by making RNN detect unexpected events in past data and reconstruct them accordingly. We refer to this as pastcasting. We propose Pastprop, which consists of modifying the backpropagation algorithm of an RNN variant, namely, Long Short Term Memory (LSTM) [8], to reconstruct the disruptions in data, so reducing their effect on forecasting accuracy. The idea is to make the learning process estimate the contribution of training data to the outputted errors. In other words, the responsibility of errors is shared not only among network weights but also with the data. Hence, instances in the training data should also be updated in the direction that minimizes error.

The main contributions of our work:

• a data-centric RNN using an adaptive backpropagation to improve data quality as part of the learning process;

• three variants of Pastprop;

• empirical study of the approach on benchmark datasets and real world dataset.

2 Related Work

For some machine learning algorithms, short data size with high quality can lead to better models than data with large size and low quality. In spite of this, the task of cleansing data and learning models are essentially done independently.

2.1 Data-centric Machine Learning

Data-centric Machine Learning focuses on improving the quality of the machine learning models through the improvement of the quality of data (e.g. [21]). Often data used in machine learning are interconnected, i.e. every input depends on others (e.g. timeseries). Hence, issues on one input may harm the overall understanding of the model. To eliminate problems in data, practitioners usually precede the learning with data preparation. For example, anomaly detection ([17],[15]) or/and data reconstruction [11]. The detection process used is, often, data-driven. Data-driven pre-processing uses statistics derived from the data to eliminate or detect a problem. Most of the time, these techniques change the data independently from the model to be used. Although effective, these techniques can fail as many problems in data do not exceed any statistical boundaries – for instance, they may have values that are statistically normal, but are unusual at the specific time that they occur [4]. Also, data effects on the model depends on each algorithms (See: [22]). On the other hand, Data-centric ML suggests using feedback from a ML model to detect problems in data [21]. For example, RNN-based Anomaly Detection methods. Authors in [16] have used a stacked LSTM network to detect problems in data [21]. For example, RNN-based Anomaly Detection methods. Authors in [16] have used a stacked LSTM network to detect deviations from normal behaviour. They achieve this by combining LSTM with recurrent hierarchical processing layers. [5] and [13] used the errors on the predictions to detect novelty. They apply a threshold on the prediction error sequences or the transformed error sequences. In the literature, two methods are commonly used to determine the threshold. The first method consists of choosing a fixed threshold using Gaussian distribution of errors [14],[18]. Because of the fixed nature of the threshold, these methods are often violated. In ([10],[9]), authors used exponential weighted moving average (EWMA) for a dynamic approach of selecting thresholds. They apply EWMA on the error sequence, obtaining the smoothed error sequence based on which the dynamic threshold is selected. This method does not require prior knowledge about error distribution or anomalous samples to determine the threshold. In the majority of the existing RNN-based AD methods, the thresholds are set based on, solely, one kind of information which describes the characteristic of the individual anomaly candidate: either the error sequence [14],[18], or the transformed error sequence [9],[28]. Although proven to act better than methods using threshold directly on the data, the majority of these methods are limited due to lack of consideration of the data changes over time, so this leads to false alarms. RNN-based methods that address data quality improvement are limited, and most of them were proposed to deal with missing data such as [2],[3]. Although ML models have been already involved in data cleansing, most methods tend to separate the task of correcting data from the learning. In this work, we assume that the models need to learn and correct data simultaneously. Hence, allowing the model to avoid data errors that may propagate during the time.
2.2 Long Short Term Memory

Long-Short Time Memory (LSTM) is a type of Recurrent Neural Network (RNN). RNNs differ from feed-forward neural networks due to the recurrent connections which allow them to learn from sequential data. They attempt to model and remember temporal dependencies in sequences. However, RNNs have been criticized due to the vanishing and exploding gradient problem [6]. Because of this, RNNs are not suited to learn long dependencies in time series data. In fact, they are not effective at learning relationships in data more than 5 to 10 time steps apart [26]. [7] proposed LSTM, an RNN based on a gating mechanism.

The LSTM architecture is composed of blocks, each of them containing an input gate, forget gate, output gate (Eq. 1a-Eq.1c) and memory cell (Eq. 1e). The purpose of the gates is to control which inputs are more relevant. A gate is a sequence of nodes with sigmoid activation functions that are connected to their inputs through learnable weights. The memory cell holds information from previous inputs. The forget gate (Eq. 1c) learns which information should be kept in memory. Finally, the output gate (Eq. 1b) controls which information should be passed to the following block.

The learning of an LSTM is done through a forward and backwards pass. In the forward pass, the input $x_t$ is concatenated with the hidden state $h_{t-1}$ from the last block plus a bias value $b_i$. This is called the hidden input (Eq. 1a). The hidden state from previous time steps $h_{t-1}$ is transported to all the gates, which are then sigmoid activated (Eq. 1a-Eq.1c).

The cell state is calculated by adding two parcels (Eq. 1e). The first is the product of the new candidate memory cell $C_t$ and the input gate’s activation $i_t$. The second parcel is the product of the previous cell state $C_{t-1}$ with the forget gate’s activation $f_t$. Finally, the hidden output is obtained by multiplying the tanh of activated cell state $C_t$ with the output gate’s activation $o_t$ (Eq. 1b). The new hidden state is then passed to the next block, which will also receive a new input sample. The process is repeated until the last block of the LSTM’s architecture is reached. There, the hidden state $h_t$ goes through a final layer of weights to produce the predicted output (Eq. 1g) (or through multiple layers if we want to predict more than one value). After this, the predicted output is compared to the real output and an error measure is obtained. The backwards pass starts by deriving the error with respect to the final layer’s weights. This gradient will be used to modify them accordingly. Updating the input, forget and output gates requires using the chain rule of derivatives. First, the derivative of the hidden output with respect to the error is calculated. This is used to calculate the output gate’s and the cell state’s derivative. The former leads to the input gate’s derivative. In conjunction with the previous cell’s derivative, it also leads to the forget gate’s derivative. This process is repeated for all of the LSTM’s blocks. The gradient deltas that will update the gates at each block are finally obtained by multiplying that block’s hidden output by each of the gate’s derivatives.

$$i_t = \sigma(W_i \cdot h_{t-1} + V_i \cdot x_t + b_i) \tag{1a}$$
$$o_t = \sigma(W_o \cdot h_{t-1} + V_o \cdot x_t + b_o) \tag{1b}$$
$$f_t = \sigma(W_f \cdot h_{t-1} + V_f \cdot x_t + b_f) \tag{1c}$$
$$\tilde{C}_t = \tanh(W_c \cdot h_{t-1} + V_c \cdot x_t + b_c) \tag{1d}$$
$$C_t = i_t \cdot \tilde{C}_t + f_t \cdot C_{t-1} \tag{1e}$$
$$h_t = o_t \cdot \tanh(C_t) \tag{1f}$$
$$z_t = h_t \tag{1g}$$

3 Pastprop

As discussed earlier, correction of data issues is usually done separately from learning the model. We propose Pastprop, an adaptation of backpropagation for that purpose. It consists of reworking the backpropagation algorithm so that error responsibility is extended to data. The premise is that those data issues (e.g. anomalies) have a significant responsibility for the errors made by the model they are used to train. Furthermore, it is assumed that it is not possible to change the model weights to adequately compensate for those errors. As such, similarly to the network weights, input data is corrected in the direction that minimizes the error of the model it is being used to train, with a magnitude proportional to its contribution to that error. The goal is that the corrections improve the overall quality of the training data and, thus, lead to better models.

---

1[https://kdd-milets.github.io/milets2020/papers/MiLeTS2020_paper_18.pdf]
Pastprop-RNN: improved predictions of the future by correcting the past

3.1 Calculating deltas

The key variables used by pastprop are the deltas. In a similar manner to how the input, forget and output gate’s gradients are obtained, we can also calculate a gradient for the LSTM’s hidden input at each block. This is done by simply multiplying the gate’s derivatives with their respective weights. Since the hidden input \( i_t \) is composed of the input sample \( x_t \), previous hidden state \( h_{t-1} \) and a bias value \( b_t \), we subset the gradient to just the part that respects to the input sample. The deltas to be added to the input samples are calculated from this gradient and the data correction rate constant, a Pastprop specific hyperparameter which serves as a learning rate for data instead of weights. The following is the expression we are looking for:

\[
\frac{\partial \text{Error}_t}{\partial h_{in}_t} = \frac{\partial \text{Error}_t}{\partial (h_{in}W_i)} W_i + \frac{\partial \text{Error}_t}{\partial (h_{in}W_f)} W_f + \frac{\partial \text{Error}_t}{\partial (h_{in}W_o)} W_o + \frac{\partial \text{Error}_t}{\partial (h_{in}W_g)} W_g
\]

(2)

Since the hidden input is composed of the input sample, previous hidden output and a bias value

\[ h_{in}_t = \{X_t, h_{out}_{t-1}, b\} \]

We subset the gradient to just the part that respects to the input sample.

\[ \frac{\partial \text{Error}_t}{\partial h_{in}_t}[X_t] \]

3.2 Pastprop variants

The following subsections explain the implementation of three different Pastprop variants.

3.2.1 Epoch-wise Pastprop

In this version, the corrections are applied to the whole time series – all at once – after each epoch has been completed. During an epoch, the "deltas" to be added to each data sample are calculated and stored until the end of the epoch. Right before starting the new epoch, the deltas and time series are added together. This means that every epoch deals with a different version of the data. It also means that the first epoch produces exactly the same weights that a normal LSTM would (in case the initial weights are the same).

Figure 1 illustrates the described mechanism in a simplified way. We can see that most time steps have overlapping deltas associated with them. In those cases, an average of the corresponding deltas (not their sum) is used to build the final corrections array. This is done to make the amount of data corrections less dependent on the sample size.

3.2.2 Instance-wise Pastprop

This variant differs from the "Epoch-wise" one in the sense that deltas are added to data over the course of epochs. As soon as they are obtained, deltas are first adjusted to compensate for overlapping and then added to samples.
Contrary to the Epoch-wise variant, each epoch deals with progressively different time series. For this reason, the weights differ from those produced by an LSTM right from the first epoch.

### 3.2.3 Selective Pastprop

This variant is built upon the Epoch-wise variant and introduces a new feature. Pastprop should only try to correct data issues that affect the quality of the model. We introduce the correction threshold, $t_c$, that prevents the algorithm from making small changes, which are probably useless. For the same reason, we introduce a neighborhood mechanism, that increases the likelihood of a data point being corrected if its neighbors also are estimated to be affected by the same data issue. This mechanism is controlled by the neighborhood size, $s$, parameter. Since standard NN use random initial weights, data correction should only start after some model learning (i.e. weight adaptation) has taken place. We introduce epoch embargo, $e$, an additional hyperparameter, that determines the number of epochs that are executed before the data correction mechanism starts. Keeping the time series unchanged for the first few epochs is an attempt at reducing the impact of the LSTM’s random weight initialization on data corrections. As mentioned previously, the calculation of deltas is dependent on weights. This implies that deltas obtained early in the first epoch are based on very close to random weights. Waiting for the completion of some initial epochs $e$ before applying corrections makes it more likely for the weights to reach a meaningful state. The rationale behind the thresholding is to avoid unnecessary changes to data. Maintaining only the most significant deltas from the corrections array is an effort to achieve this. Moreover, the inclusion of neighbor deltas in the ranking system incentivizes the preservation of deltas associated with anomalous zones. In turn, single point anomalies are not as targeted by the system.

### 4 Experimental setup

In order to evaluate Pastprop, we have compared its performance with standard LSTM on multiple timeseries. In these experiments, it is assumed that the algorithms receive an univariate time series as training data. During the learning process, multi time step samples are used to predict multi time step labels. At the end of training, the outputs are both the network’s weights and the corrected time series. Since, Pastprop has been designed for improving data quality, we have, also, tested the ability of the algorithm on reconstructing anomalies that were systematically introduced in M5 dataset.

#### 4.1 Research questions

We identify the following as the main research questions of our empirical study:

- Can Pastprop improve time series forecasting accuracy ?
- How effective is Pastprop at reconstructing anomalies in data ?
- Do other algorithms benefit from using the improved training data ?

#### 4.2 Hyperparameters

The LSTM related hyperparameters required for the Pastprop methods are the: sample size = 5; label size=1; number of hidden units for each LSTM gate = 200; learning rate=0.001; number of epochs=50. The only Pastprop specific hyperparameter common to all implementations is the data correction rate $t_c$. The Selective version also needs the: number of waiting epochs $e$; number of highest ranked deltas to keep on the corrections array; number of previous and subsequent time steps to consider when ranking deltas.

#### 4.3 Methodology

The pastprop variants were implemented based on a publicly available Python implementation of an LSTM [20]. For a given time series and a complete set of parameters, a single experiment consisted of performing multiple operations. The first step was to generate random initial weights compatible with the problem at hand. For the sake of fairness in comparison, all tested methods worked with these same starting weights. The methods were a simple LSTM, all three Pastprop variants tuned with equal hyperparameters. Besides forecasting accuracies on test data, a few other results were registered. These included similarity measures between each corrected series and the original data, the correlation between the timeseries length and accuracy, and finally the correlation between the accuracy of Pastprop variants and the scale of errors made by standard LSTM.
Table 1: Descriptive analytics of M4 and M5 Forecasting Competition Datasets.

|                | M5       | M4       |
|----------------|----------|----------|
| Timeseries     | 205      | 100      |
| Average Length | 1939     | 558      |
| Mean           | 0.9147   | 2978     |
| Standard Deviation | 1.419 | 688      |

Table 2: Descriptive analytics of Numenta Anomaly Benchmark Datasets.

|                | NAB      |
|----------------|----------|
| Timeseries     | RKC 7    |
| Average Length | 9872     |
| Mean           | 40.18    |
| Standard Deviation | 6.88  |

4.4 Baseline algorithms

The procedure just described was the main methodology developed to conduct our study. However, additional experiments were needed to study all research questions. Other algorithms, traditionally used in forecasting tasks, were chosen as references. Those were the following:

- Autoregressive integrated moving average (ARIMA)
- Exponential smoothing state space model (ETS)

The baseline algorithms were executed with anomalous data. Their results were compared to the forecasting accuracies obtained by the Pastprop implementations. Lastly, the same algorithms were run with the corrected time series outputted by Pastprop. The results were then compared to those obtained earlier, while using the original anomalous data.

4.5 Datasets

The research was performed on 855 timeseries (Tables 1 and 2) taken from M4 and M5 forecasting competition datasets and Numenta Anomaly Benchmark [12]. Parameters were kept constant throughout all experiments. For each train data from M4 datasets, its corresponding test data was used. As for M5 and NAB, the training data consisted of the first 70% of the time series and the last 30% were used for testing. Furthermore, the learning rate was always 0.001 and the number of hidden units was always 200. Lastly, all time series were normalized between 0 and 1.

Artificial Anomalies In order to study the ability of Pastprop on reconstructing missing data/anomalies, we have artificially inserted anomalies to M5 datasets. Anomalies were inserted with three different levels of magnitude. The first, level 0, simply substitutes the data by a sequence of zeros. The other two levels function in a different way. The anomaly zone is divided in evenly sized chunks. It is randomly chosen whether each chunk should add or subtract from the original data. The value of change at a given time step is the maximum between 0.1 and a percentage of the time series’ original value. The possible percentages are 25 and 50 which correspond to the magnitude levels 25 and 50. The minimum absolute change value of 0.1 was chosen in the context of data being normalized between 0 and 1.

4.6 Evaluation Metric

We measure the performance of standard LSTM and Pastprop using the commonly used metric MSE.

\[
MSE = \frac{1}{n} \sum_{t=1}^{n} e_t^2
\]  

As the timeseries in NAB datasets have different scales, we have normalized the MSEs for comparison by dividing the values by the average of target values.
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Table 3: Mean Squared Error of standard LSTM and Pastprop variants on M4 and M5 competition dataset.

|                  | M4       | Mean | Standard Deviation |
|------------------|----------|------|--------------------|
|                  | Hobbies  |      |                    |
| LSTM             | 0.028    | 0.040|                    |
| Epoch-wise       | 0.028    | 0.073|                    |
| Instance-wise    | 0.028    | 0.057|                    |
| Selective        | 0.024    | 0.017|                    |
|                  | Day      | 0.032|                    |
| LSTM             | 0.023    | 0.019|                    |
| Epoch-wise       | 0.032    | 0.326|                    |
| Instance-wise    | 0.041    | 0.335|                    |
| Selective        | 0.017    | 0.029|                    |
|                  | Hour     | 0.125|                    |
| LSTM             | 0.125    | 0.014|                    |
| Epoch-wise       | 0.206    | 0.326|                    |
| Instance-wise    | 0.206    | 0.335|                    |
| Selective        | 0.014    | 0.104|                    |
|                  | Month    | 0.294|                    |
| LSTM             | 0.125    | 0.109|                    |
| Epoch-wise       | 0.295    | 0.128|                    |
| Instance-wise    | 0.295    | 0.128|                    |
| Selective        | 0.049    | 0.084|                    |
|                  | Quarter  | 0.294|                    |
| LSTM             | 0.125    | 0.109|                    |
| Epoch-wise       | 0.295    | 0.128|                    |
| Instance-wise    | 0.295    | 0.128|                    |
| Selective        | 0.049    | 0.084|                    |
|                  | Year     | 0.294|                    |
| LSTM             | 0.125    | 0.109|                    |
| Epoch-wise       | 0.295    | 0.128|                    |
| Instance-wise    | 0.295    | 0.128|                    |
| Selective        | 0.049    | 0.084|                    |
|                  | Week     | 0.19  |                    |
| LSTM             | 0.101    | 0.103|                    |
| Epoch-wise       | 0.109    | 0.103|                    |
| Instance-wise    | 0.128    | 0.148|                    |
| Selective        | 0.084    | 0.08  |                    |

Table 4: Mean and standard deviations of Normalized Mean Squared Error of standard LSTM and Pastprop variants on Numenta Anomaly Benchmark dataset.

|                  | Art      | LSTM    | ±      | AWS     | LSTM    | ±      | ART    | RKC     | LSTM    | ±      | Tweets | LSTM    | ±      |
|------------------|----------|---------|--------|---------|---------|--------|--------|---------|---------|--------|--------|---------|--------|
|                  |          | 0.0049  | ±0.02  | 0.0024  | ±0.013  |        |        |         | 0.016   | ±0.005 |        | 0.0005  | ±0.001 |
| Epoch-wise       | 0.012    | ±0.063  |        | 0.020   | ±0.02   |        |        |         | 0.034   | ±0.048 |        | 0.014   | ±0.015 |
| Instance-wise    | 0.007    | ±0.982  |        | 0.0016  | ±0.013  |        |        |         | 0.410   | ±0.003 |        | 0.0102  | ±0.013 |
| Selective        | 0.017    | ±0.159  |        | 0.007   | ±0.017  |        |        |         | 0.079   | ±0.021 |        | 0.014   | ±0.015 |

5 Results

Pastprop evaluation was, mainly, performed to test whether giving part of responsibility of errors to data can improve forecasting on time series with and without known problems in data. Additionally, Pastprop has been tested on its reconstruction ability. Finally, we analyzed the performance of ARIMA and ETS algorithms using the reconstructed data and compare them to the performance of Pastprop.

5.1 Can Pastprop improve time series forecasting accuracy?

For a given data correction rate of 1, Selective Pastprop has been the best performing among the variants with 48% MSE decrease over standard LSTM (Table 3). The performance of other variants was either equal to standard LSTM or worst. This can be explained by the fact that Epoch-wise and Instance-wise are both correcting data without being supervised. That is to say, these variants are taking every disruptions, be them small or large, into account which may lead to error accumulation and propagation during time. Selective Pastprop minimizes this side effect through the thresholding strategy explained previously. Also, we have used a correction rate of 1, a smaller rate would provide a better performance in these variants. Finally, a more sophisticated backend implementation of LSTM would provide more confidence in assigning responsibility of errors to the input sequence.

As for NAB, Instance-wise Pastprop performed better by winning over LSTM and other variants on two datasets AWS and Traffic. Epoch-wise Pastprop slightly decreased the errors in Tweets dataset. In contrary to the first experiment, Selective Pastprop was the worst performing Pastprop (see: Table 4).

![Figure 2: The evolution of Pastprop errors gains with corresponding Mean Squared Errors of LSTM. The red line shows the standard LSTM errors; The blue line shows the decrease produced by Pastprop over standard LSTM.](image-url)
Motivated by [1], the correlation between the timeseries lengths and accuracy of Pastprop was measured. It is commonly known that LSTM performance is highly dependent on the input sequence length. In our experiments, Pearson standard correlation coefficient between LSTM predictions accuracy and the timeseries length shows 41% positive. This means that the larger the series are, the better is the accuracy. In the other hand, we had 33.79%, 10.5% and 11.51% positive for Epoch-wise, Instance-wise and Selective Pastprop resp. Further investigations have been carried out using the best performing Pastprop (i.e. Selective). The evolution of the gains over M4 dataset shows that the gains are higher when LSTM MSEs are higher (see: Figure 2).

5.1.1 Sensitivity Analysis

The previous experiments were run using a correction rate equals to 1. In order to test the sensitivity of Pastprop variants to this hyperparameter, we run another experiments using M5 dataset with a correction rate of 0.01 (see: Table 5). In addition, we additionally compared the performance of these variants against ARIMA, ETS, and standard LSTM using MSE. ARIMA was the best performing algorithm with an average MSE of 0.01435 followed closely by Instance-wise Pastprop achieving 0.01449, as well as Epoch-wise Pastprop with 0.01474. Both of these variants were able to improve the accuracy achieved by LSTM in 9 out of 12 time series, with a combined average MSE decrease of 13%. In contrary to results from the first experiment, where Selective Pastprop gave the best score, in this experiment Selective provided a lower but a considerable accuracy gain of 3%. It still overpassed LSTM results in 8 occasions. Moreover, Pastprop is highly dependent on the model performance. Since the corrections are only made after the model predicts, a very bad performance will lead to insignificant corrections. Thus, it is recommended that Pastprop uses a good implementation of LSTM on its backend.

5.2 Do other algorithms benefit from using the corrected time series as training data?

The process of studying this question was based on a selected subset of time series from M5 dataset with artificially inserted anomalies. The ARIMA and ETS algorithms were used for comparison. Each of these algorithms produced one forecast for each of those anomalous data. Then, we gathered the respective Pastprop corrected M5 timeseries that were produced during the main experiments. These timeseries were given to ARIMA and ETS and their forecasts were registered. We also retrieved the accuracies of the LSTM with the corrected series as training data that had been registered on the main experiments. Finally, the algorithms’ results per time series were averaged by Pastprop version.

The results showed that the corrections had, practically, no effect on the forecasting ability of ETS. Regarding ARIMA, the changes to accuracy were negative yet minimal. The Epoch-wise and Selective Pastprop corrected time series had a negative impact of 0.5% on ARIMA's forecasting accuracy. The series corrected by Instance-wise Pastprop produced 0.2% worse forecasts. Finally, the results on LSTM were a bit more significant. This time, on average, all series corrected by Pastprop versions proved to be beneficial over the original anomalous data. The Instance-wise and Selective variants achieved the best results, both with 6.6% gains, while Epoch-wise Pastprop still achieved 2.5%. It should be noted that the LSTMs which were given the corrected time series were initialized with the same weights as the Pastprop implementations that produced them. This could be relevant for the achieved results. To conclude, the correction made by Pastprop seem to be necessary for LSTM. Based on these results, we can say that the corrections made by Pastprop are carried out on input that are disturbing the model itself and can not, necessarily, be considered as anomalies.

5.3 How effective is Pastprop at reconstructing anomalies in data?

The anomaly reconstruction ability was calculated by resorting to two metrics: the distance between the corrections and the original data; the distance between the anomaly and the original data. The former was divided by the latter and the result was subtracted from 1. As such, a positive reconstruction ability indicates the corrections were able to push the anomalous zone closer to the original data. On the other hand, a negative value means the anomaly was accentuated even further. The distance between corrections and original data was also measured while excluding the anomalous part. This will be referred to as the outside loss. Therefore we want this value to be as low as possible. When considering other types of data, this measure loses some of its meaning since corrections may be beneficial even outside of the anomaly. Analyzing the experiments on the M5 benchmark dataset, the global averages were of 4% reconstruction ability in the first two Pastprop versions and 1.5% in the Selective one. The respective outside losses were around 0.01 and 0.0005. Figure 3 shows one of the runs of a particular experience done on that time series, in which missing data reconstruction achieved 81%.
Table 5: Forecasting accuracies (MSE) of the baseline, LSTM and Pastprop algorithms on M5 data that was previously affected by anomalies. Bold and underline are best and second best resp.

| M5     | Magn. | ARIMA | ETS   | LSTM Epoch-wise | Instance-wise | Selective |
|--------|-------|-------|-------|-----------------|---------------|-----------|
| Foods  | 0     | 0.01105 | 0.01304 | 0.00892 | 0.00809 | **0.00763** | 0.00833 |
| Foods  | 50    | 0.01292 | 0.01304 | 0.00823 | **0.00823** | 0.00847 | 0.00848 |
| Hobbies| 0     | 0.01059 | 0.01214 | 0.0269  | 0.02083 | 0.0208  | 0.02582 |
| Hobbies| 50    | 0.01093 | 0.01214 | 0.02916 | 0.0222  | 0.0215  | 0.02716 |
| Household| 0     | 0.01252 | 0.01589 | 0.01539 | **0.01351** | 0.01414 | 0.01356 |
| Household| 50    | 0.01284 | 0.01633 | 0.0137  | 0.01327 | 0.01283 | 0.01454 |

Figure 3: Missing data reconstruction example. Orange line represents the missing data, blue consists of the true values and green are the reconstructions.

6 Conclusion

We show that the data quality depends not only on the data itself but also on the underlying machine learning model. In this work, we show that by giving LSTM models the power of changing the data during their learning, they can increase their prediction accuracy. Also, we demonstrate that these changes cannot be generalized for improving other forecasting algorithms. As the algorithm developed in this work was designed to correct disrupting data, the experiments also show the potential of this algorithm in reconstructing anomalies or missing data.
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