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Abstract: This paper investigates a non-intrusive approach of retrieving electric space heater (ESH) power profiles from a residential aggregated signal. In cold-climate regions with heating appliances controlled by electronic thermostats, an accurate non-intrusive recognition of power profiles is a challenging task. Accordingly, a robust disaggregation approach based on the difference factorial hidden Markov model (DFHMM) and the Kronecker operation is contributed. The proposed method aims to uncover the underlying stochastic two-state models of ESHs using their common prior knowledge. The major advantage of the developed load-monitoring architecture consists of modeling simplicity and inference as well as load-detection efficacy in the presence of perturbations from other unknown loads. The experimental results prove the effectiveness of the method in manipulating the challenging case of multiple two-state loads with a high event overlapping probability.
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1. Introduction

Several countries with cold climates are using electric baseboards as household heating systems. These appliances, which consume a high amount of energy, require an energy management structure to monitor and control their power demands without jeopardizing users’ comfort. The approach of non-intrusive load monitoring (NILM) in the context of the smart grid paradigm is a promising way to manage electric baseboards’ operation in terms of natural convection space heaters. NILM is an important key in smart grid applications such as customer energy consumption feedback, self-management strategies, appliance diagnostic and efficiency assessment, as well as high-resolution load forecasting.

To the best knowledge of the authors, the literature lacks the relevant works that non-intrusively estimate these appliances’ power consumption. Indeed, most reported studies have focused on estimating heating-system demand through modeling the residential building’s thermal behavior [1–3]. In this regard, inverse modeling approaches based on prior knowledge of the environmental and household interior temperatures have been considered. However, it is well known that these approaches are sensitive to disturbances such as additional heat generated by other household devices, generally domestic appliances for cooking. Furthermore, in the cold season, opened entries, that is,
doors and windows, can significantly affect the effectiveness of the inverse modeling approach. In this case, it is possible to investigate the heat lost through windows and doors by monitoring the electronic thermostat signals by means of load disaggregation. Therefore, disaggregating household power consumption can help to identify each space heater’s operation more accurately. However, this desirable process is highly challenging because of the type of the electronic thermostats involved in the space heaters’ control system. These devices generate a pulse width modulation (PWM) signal at time periods of less than 16 s. Because a typical house in winter is likely to use several space heaters, the observed aggregated power profile is a combination of PWM signals. In addition, the load monitoring task becomes more complex with the use of similar heaters, that is, with the same electronic thermostats and power levels. As a matter of fact, load disaggregation approaches based on event detection regarding power changes as the considered feature face a large rate of simultaneous events, which also depends on the sampling rate.

Generally, NILM approaches can be classified into two main categories, which are machine learning (ML) and optimization methods. Nevertheless, combined approaches are among the other solutions for the NILM problem proposed in the literature. The optimization technique tries to match the observed aggregated power measurement to a possible combination of individual appliances’ power consumption listed in a database to reduce the matching error on the basis of a knapsack problem [4]. On the other hand, ML methods utilize pattern recognition algorithms to classify appliances by analyzing observed features. These techniques iteratively learn from data and allow the procedure to look for hidden insights without being explicitly programmed where to look. The requirement of a labeled database leads the ML concept to fall into supervised and semi/unsupervised learning classes, which apply their solutions to load disaggregation problems using discriminative and generative techniques. Discriminative models aim to directly map input data to output classes through learning process [5] using artificial neural networks (ANNs), support vector machines (SVMs), the k-nearest neighbors algorithm (k-NN), and other rule-based expert systems [6–10]. On the other hand, generative models employ class-conditional distributions and prior probabilities to draw their inference on the basis of Bayes rule [11–16]. All these methods require further development in order to improve scalability and to tackle the complex problem of disaggregating several electric space heater (ESH) power profiles with similar signatures [17].

2. Related Works

The disaggregation of the household power consumption profile including space heaters with electronic thermostats has been rarely considered in research [18]. The majority of approaches have less emphasis on ESHs. Although the space heating elements belong to the type I family of appliances, that is, on/off devices, which has been discussed in literature [6,10,19–21], a high number of ESH instances are capable of generating challenging load disaggregation as a result of a high switching frequency and overlapping events [22]. These challenges are difficult to address using traditional NILM methods. It should be noted that the type I load disaggregation task is still a problematic NILM practice when rated power consumptions are similar [13,17]. Indeed, the presence of multiple electronic thermostats with high switching rates is representative of such a situation, which makes it a difficult case for load disaggregation.

From the feature extraction viewpoint, appliance recognition systems are classified into low- and high-frequency data acquisition [9,23]. A low-frequency data sampling rate can be executed using existing metering infrastructure without additional installation, whilst high-frequency data acquisition can provide more information and assist in a more accurate and precise analysis. However, this method undergoes difficulties, for example, high set-up costs and a more complex signature database to manage [23,24]. Features based on a high-frequency sampling rate cannot be considered for analyzing linear resistive loads such as ESHs [14,25] because of the similarity between voltage and current waveforms. Therefore, a macroscopic analysis of the active power (and/or reactive power) using a low-frequency sampling rate is more promising to disaggregate these appliances [26,27]. Most of these kinds of loads
have on–off behavior, and their operational states can be optimally inferred by probabilistic algorithms in which their observed macroscopic features make them statistically different. These algorithms generally model a stochastic finite-state machine (FSM), such as hidden Markov models (HMMs).

HMM-based NILM tackles the disaggregation problem through the variants of HMM, which are capable of modeling the additive nature of the total power consumption presented as factorial HMMs (FHMMs) [11,16,21,28,29]. The robustness and applicability of these models in supervised and unsupervised NILM solutions have been largely demonstrated. However, one of the main drawbacks of factorial models is related to the time complexity of dynamic programming procedures for optimal hidden sequences’ inference. In fact, for a set of $M$ underlying two-state HMMs, the time complexity of the Viterbi forward–backward procedures of a corresponding FHMM is $O(2^{2M}K)$ [30], with $K$ as the length of the sequence. This exponential complexity can be reduced by alternative techniques, which need to be carefully studied according to the nature of targeted loads and acceptable assumptions. In this regard, three main techniques are considered in NILM literature: (1) stochastic simulation by Monte Carlo methods; (2) variational approximative inference; and (3) reduction of forward–backward procedures by sparsity and one-at-a-time assumptions.

Stochastic simulation by Markov chain Monte Carlo (MCMC) methods is generally used in the Bayesian framework to infer the latent variables in a large searching space. The proposed MCMC techniques generally used to decode the hidden states are simulated annealing [11], Gibbs sampling [31], and reversible Jump MCMC (RJMCMC) [32]. These methods are preferred because of their ability to simplify the setting-up sampling schema. However, strong correlations between the aggregated event emissions and joint state transitions need to be studied in order to avoid local minima or excessive sampling iterations [33].

Variational approximate inference based on integer programming was introduced in [28]. This method performs the maximum a posteriori probability (MAP) estimate of aggregated emissions through an additive Factorial Approximate MAP (AFAMAP). The authors illustrated the efficiency of this method by applying it to the both synthetic data and high frequency sampled experimental data. However, the main issue with this approach lies with the assumption that just one appliance can change state at the same sampling period (one-at-a-time). In fact, regarding their proposed aspect for which low-sampling-frequency data has been considered, an overlapping transition is highly probable, particularly with several ESHs installed in each house. For instance, in our case, the baseboards are equipped with thermostats with a 16 s switching period. Likewise, the one-at-a-time assumption was exploited in [34] on the basis of a truncated Viterbi algorithm. In this study, the authors claimed an improved convergence ratio compared to the AFAMAP-based approach. In order to evaluate the consequences of such an assumption, a comparative study is proposed in Section 6.2. We aim to demonstrate the dramatic decrease of the NILM algorithm’s performance on the basis of the one-at-a-time assumption in the presence of several electronic thermostats. Indeed, most of the state-of-art approaches have not been evaluated under complicated scenarios including high-event-rate devices. Additionally, the reduction of forward–backward procedures by the sparsity of combined state transition matrices as proposed by [35] is non-applicable for multiple two-state ESH elements. This is due to the fact that underlying two-state transition matrices of thermostats that are independent and periodic cannot be sparse. Therefore, the construction of FHMMs as a super-state HMM does not provide any sparsity. In fact, the nature of space heaters’ operation avoids such prior assumptions, and thus, the ESH super-state HMM is always a matter of time complexity. Moreover, similar power demands and a high overlapping probability can override event transitions, which leads to producing a cancellation effect in event emission. Nonetheless, these situations are neglected by the sparse Viterbi algorithm, for which only non-zero elements are considered.

According to the above discussion, this work contributes the following:

1. It provides a robust algorithm to estimate the ESH power consumption in a house regarding the fact that the ESH multi-state profile is a composition of underlying two-state elements.
2. It proposes a compositional Markovian analysis for multiple thermostatic loads on the basis of the Kronecker product and sum, which requires only a few tuning parameters and operates at a low sampling frequency of less than 10 Hz.

3. It provides a simple sampling schema for a factorial structure with a high event overlapping probability in the context of factorial Markovian models.

3. ESH Power Profile Disaggregation Methodology

According to the number of operational states, household appliances are divided into three main categories [36]. Type I presents on–ff appliances having two states, type II describes FSM devices having multiple operation states, and type III stands for continuously variable loads [37,38]. The most energy-intensive home appliances are finite-state loads, which can be decomposed as a combination of elementary profiles of type I appliances. Accordingly, the necessary number of on–ff profiles to represent a FSM with \( N_s \) states is at least \( N_m = \lceil \log_2(N_s) \rceil \). The FSM of a multi-state load profile resulting from individual two-state sub-profiles can be characterized using the following equation:

\[
x_k = uz_k + e_k
\]

At discrete time \( k \), \( x_k \) denotes the FSM load profile; \( z_k = [z_{1,k}, z_{2,k}, \ldots, z_{N_{m,k}}]^T \), which is a column vector presenting the on–off state sub-profiles, that is, 1 for the on-state and 0 for the off-state; the vector \( u = [u_1, u_2, \ldots, u_{N_{m}}] \) indicates the power consumption of sub-profiles; and \( e_k \) is the noise.

The observed signal is acknowledged to be an additive mixture of power profiles from all operating appliances, and thus, the total load profile can be expressed as follows:

\[
y_k = x_k^{esh} + x_k^{oal} + e_k
\]

where \( x_k^{esh} \) is the total ESH power consumption, \( x_k^{oal} \) is the overall power demand by other electric appliances and \( e_k \) is the measured noise.

The disaggregation problem consists of the overall ESH power consumption separation in order to uncover individual ESH power profiles. The profile \( x_k^{esh} \) is considered as a FSM power profile constructed according to Equation (1). It represents the heating demand of a finite set of baseboards, where all of them are governed by electronic thermostats. Furthermore, the following constraints are taken into account:

- \( x_k^{oal} \) is unknown;
- baseboards can have similar power signatures;
- the sampling time is low (less than 10 Hz).

4. Combination of Underlying Hidden Markov Models

In a HMM, a sequence of observations \( x_1, x_2, \ldots, x_T \) is modeled as being generated probabilistically from a discrete-valued stochastic process \( z_1, z_2, \ldots, z_T \). In a two-state Markov model, the hidden variable \( z_k \) takes values from a countable set \( S = \{0, 1\} \) representing possible states. The aggregation of emissions and the estimation of underlying sequences of hidden states is a problem treated in NILM literature by the FHMM [21]. In fact, in FHMM, the aggregated emission \( y_k \) is an additive combination of the power consumption of all appliances. In other words, each configuration in the FHMM is the composition of hidden states of an individual HMM. A thorough description about FHMM and learning algorithms has been presented in [30,39]. Furthermore, a FHMM can be represented as a super-state HMM. Each sub-profile of a type I load has a transition matrix \( A_m \in \mathbb{R}^{2 \times 2} \) describing the state transition probabilities \( P(z_k = i | z_{k-1} = j) \), \( i, j \in S \). As a result, the compositional transition matrix of \( M \) sub-profiles can be calculated by the Kronecker product of individual transition matrices [40,41] expressed by

\[
A_a = \bigotimes_{m=1}^{M} A_m
\]
This leads to a Markov model having $2^M$ states, which present the number of possible combinations of individual operating states. In the same way, the emission distribution in terms of power consumption rates corresponding to each hidden state is a continuous probability density function (PDF) given by $b_i(x_k) = p(x_k|z_k = i)$. This PDF is normally approximated in NILM approaches with a Gaussian distribution $b_i(x_k) = \mathcal{N}(x_k; \mu_i, \nu_i)$, where $\mu_i$ and $\nu_i$ are the mean and variance of the power consumption related to the $i$th state [42]. Accordingly, the compositional emission distribution is also Gaussian with parameters estimated using the Kronecker sum of the individual power mean $u_m = [\mu^m_0, \mu^m_1]$ and variance $v = [\nu^m_0, \nu^m_1]$ vectors expressed by

$$u_m = \bigoplus_{m=1}^M u_m,$$

$$v_m = \bigoplus_{m=1}^M v_m$$

(4)

The FHMM utilized for aggregated load modeling can undergo a major drawback. The FHMM is sensible to perturbations from unknown loads or non-stationary noise [16]. In fact, the aggregated power levels can easily fall out of super-state HMM conditional distributions in the presence of unknown constant power levels or low-frequency disturbances. To avoid this defect, the difference hidden Markov model (DHMM) is investigated to model events corresponding to the load’s state changes [16,28]. The DHMM infers the probability of a change in the aggregated power signal between two consecutive states related to an individual appliance state transition $\Delta x_k = x_k - x_{k-1}$. In this perspective, the distribution of power changes conditioned by appliance state changes is given by $b_{ij}(\Delta x_k) = p(\Delta x_k|z_k = i, z_{k-1} = j)$. Utilizing the DHMM significantly reduces the effect of unknown loads, as the aggregation effect, that is, power addition, can only appear in state transitions, and the rest of the time the power differences are close to zero. Similarly to the super-HMM representation of FHMM, it is possible to construct a super-DHMM by Kronecker operations. In this regard, the aggregated emission of consecutive differences $\Delta y_k = y_k - y_{k-1}$ is defined as super-states of Gaussian PDFs with parameters estimated by the following:

$$U = u_a - u_a^T$$

(5)

$$V = v_a + v_a^T$$

(6)

These matrices preallocate the power mean and variance of a combination of super-state transitions. Accordingly, the aggregated power difference has the likelihood $p(\Delta y_k|z_k, z_{k-1}) = \mathcal{N}(\Delta y_k : U_{[q_k q_{k-1}], V_{[q_k q_{k-1}]}},)$ where $z^1_k = \{z_k^1, z_k^2, \ldots, z_k^M\}$ and $q_k$ corresponds to the integer representation of $z^1_k$:

$$q_k = \sum_{m=1}^M z_k^m 2^{m-1}$$

(7)

**Inferring Hidden States by Sampling the Posterior of Combined-State Transitions**

As mentioned above, the problem of inferring hidden states of multiple two-state processes is due to the natural application of FHMMs. In this study, we resort to stochastic simulation by a MCMC method, specifically, by using the Gibbs sampler as proposed in [30] in order to infer the set of underlying ESH hidden states. Gibbs sampling is suitable because of its simplicity and compatibility with Kronecker calculations of joint and overlapped transitions. In addition, no auxiliary variables or regularizing parameters are required. The main prerequisite of the Gibbs sampling procedure is to provide an adequate simulating schema for the posterior probabilities of individual hidden states. Generally, for a given underlying state, the sampling process is performed considering the posterior $P(z_k^n | z_{k-1}^n, z_{k+1}^n, y_k)$ [39]. A Gibbs sampler can become stuck in a local minimum when the emission strongly correlates with coupled decisions. In such cases, a combined transition instead of some individual state change is required to jump out of some state combinations. However, these collaborative decisions are not considered by the posterior. Nonetheless, combined transitions are
necessary during the operation of multiple thermostats having high switching frequencies. As a matter of fact, the Gibbs sampler performs adequately when the one-at-a-time hypotheses can be accepted. In order to avoid minimal local state configurations, it is possible to simulate the joint posterior of combined states. Accordingly, the joint posterior of a set of hidden states at time \( k \) is given by the application of Bayes rule described by Equation (8):

\[
P(z_k | z_{k-1}, z_{k+1}, \Delta y_k) = \frac{P(\Delta y_k | z_k, z_{k-1}, z_{k+1})P(z_{k+1} | z_k, z_{k-1})}{P(z_{k+1} | z_k, \Delta y_k)}
\]

(8)

In Equation (8), the factor \( P(\Delta y_k | z_k, z_{k-1}) \) corresponds to the likelihood of the aggregated emission difference, and the terms \( P(z_{k+1} | z_k) \) and \( P(z_k | z_{k-1}) \) are extracted from the aggregated transition matrix according to the elements \( A_{q,q+1} \) and \( A_{q-1,q} \), respectively. This sampling schema reduces the time complexity to infer the coupled hidden structure of \( O(LK) \), where \( L \) is the number of iterations for convergence. In order to verify the fast convergence of the Gibbs sampling procedure in the estimation of joint hidden states, we simulated different aggregation scenarios of DHMMs in a 1 h interval. Accordingly, in this simulation study, a low sampling frequency of 2 Hz was used, and the commutation period of the underlying process was fixed at 16 s. We sequentially increased the dimension of DHMMs set from 2 to 12 for a total of 10 simulations per set. Consequently, the average value and the standard deviation of the number of iterations for the entire sequence were calculated. The results of this simulation are illustrated in Figure 1. We can corroborate the fast convergence of the Gibbs sampling even when the number of underlying DHMMs is high. A more detailed study about the convergence of Gibbs samplers has been described in [43].

5. Constructing a DFHMM Structure from Individual Thermostats Dynamics

Seeking a robust and adaptive method that supports the dynamics of electric heaters, we propose a combined DHMM with a reduced number of parameters. This approach introduces a method to estimate the underlying transition matrices in order to optimally create a combined Markov model using general prior information related exclusively to the heating loads. Accordingly, the analysis is started with an elementary Markov chain modeling a two-state electric load and is extended to account for several instances operating simultaneously. Regarding the fact that ESHs are periodic stochastic loads, we use the concept of a duty cycle in order to describe the proportion of energy demand during a period of time \( t_c \). In fact, the duty cycle referred to as \( \theta \) is related to the fraction of time spent by a load

![Figure 1. Number of iterations until convergence of a Gibbs sampler for joint hidden states.](image-url)
in the ON-state, in such a way that the ON-time is $\theta t_c$. Consequently, the state transition probabilities of the corresponding Markov chain can be expressed by the following transition matrix:

$$A_m = \begin{bmatrix} 1 - \frac{\lambda}{\lambda - \theta_m} & \frac{\lambda}{\lambda - \theta_m} \\ \frac{\theta_m}{\lambda - \theta_m} & 1 - \frac{\theta_m}{\lambda - \theta_m} \end{bmatrix}$$

(10)

where $\lambda = \frac{\Delta t}{t_c}$ is the ratio between the sampling period $\Delta t$ and the commutation period of the load $t_c$. It should be mentioned that Equation 10 is valid when some commutations have occurred during the time windows of analysis. This means that the electronic thermostat is cycling but is not continuously in the same on (saturate mode) or off (idle mode) state, which in turn results in the constraint $\lambda < \theta_m < 1 - \lambda$. As the duty cycle of each thermostat is a hidden variable, we use an initial random value of $\theta_m$ drawn from a uniform distribution. Subsequently, the estimation is improved with the disaggregation performed in each iteration. In this regard, the duty cycle of thermostats is updated as follows:

$$\hat{\theta}_m = \frac{1}{K} \sum_{k=1}^{K} z^m_k$$

(11)

In order to model baseboards’ active power consumption, we refer to our previous studies about the power variation of resistive loads [44]. This has resulted in an approximation of the power variance $\nu$ as the multiplication of a constant $\gamma$ with the nominal power $\mu$ of the heating element as $\nu \approx (\mu \gamma)^2$, where $\gamma \approx 0.045$ is the power coefficient of the variation of convective electric heaters. Hence, the power mean and variance of each HMM emission density is defined by the vectors $u_m = [\mu^0_m, \mu^1_m]$ and $v_m = [\nu^0_m, (\gamma \mu^1_m)^2]$, respectively, where $\mu^0_m$ is the average power consumption of thermostats during the OFF-state and $\nu^0_m$ is their related variance. It should be pointed out that electronic thermostats have a small power consumption of around 6 W necessary for the operation of embedded electronics circuits.

Algorithm 1 summarizes the proposed procedure for tracking the power consumption of a set of ESH elements on the basis of Gibbs sampling and Kronecker operations. In this process, all the Kronecker product were changed by Kronecker sums of log-probabilities and -likelihoods in order to avoid calculating underflows. In fact, the logarithm estimation of each transition allows us to define a termination criterion according to the variation of the log-likelihood average of the sampled sequence. Therefore, for $\xi_i$ as the average log-likelihood of the sampled sequence at iteration $i$, the sampler stops when $|\xi_{i-1} - \xi_i| < \epsilon$, where $\epsilon$ is a small threshold.
Algorithm 1: ESH power tracking using Gibbs sampling.

Input: \( \{y_k\}_{k=1...K}, \{u_m, v_m\}_{m=1...M}, \gamma, \varepsilon \)

Output: ESH inferred power profile: \( \{\hat{x}_k\}_{k=1...K} \)

1. Estimate aggregated parameter vectors: \( u_a = \sum_{m=1}^{M} u_m; \quad v_a = \sum_{m=1}^{M} v_m \)
2. Estimate aggregated parameter matrices: \( U = u_a u_a^T; \quad V = v_a v_a^T \)
3. Sample initial combined states: \( \{q_k \sim \mathcal{U}(0, 2^M - 1)\}_{k=1...K} \)
4. Sample initial duty cycles: \( \{\theta_m \sim \mathcal{U}(\lambda, 1 - \lambda)\}_{m=1...M} \)
5. \( \hat{\xi}_0 = 0 \)
6. \( i = 0 \)
7. repeat
   8. Construct transition matrices using Equation (10): \( \{A_m\}_{m=1...M} \)
   9. Estimate aggregated transition matrix: \( A = \sum_{m=1}^{M} A_m \)
   10. for \( k = 2, ..., K - 1 \) do
       11. Compute log-likelihood of emission: \( B = \log(\mathcal{N}(y_k - y_{k-1}, q_{k-1, :}, \mathcal{V}[q_{k-1, :}])) \)
       12. Construct the non-normalized posterior: \( p = \exp(A[q_{k-1, :}] + A[\theta_m, \theta_{m+1} + B]) \)
       13. Sample a state from normalized posterior: \( q_k \sim \frac{p}{\sum_{q} p} \)
       14. Save the log-likelihood of sampled \( q_k \): \( \varphi_k = A[q_{k-1, :}, q_k] + A[q_k, \theta_{m+1} + B[q_k]] \)
       15. Convert integer states \( q_k \) to binary states: \( \{z_k = \text{BCD}(q_k)\}_{k=1...K} \)
       16. Update duty cycles: \( \{\theta_m = \frac{1}{K} \sum_{k=1}^{K} z_k[m]\}_{m=1...M} \)
       17. \( i = i + 1 \)
   18. Compute the average log-likelihood: \( \hat{\xi}_i = \frac{1}{K} \sum_{k=1}^{K} \varphi_k \)
   19. until \( |\hat{\xi}_{i-1} - \hat{\xi}_i| < \varepsilon \)
   20. for \( k = 1, ..., K \) do
       21. \( \hat{x}_k = \sum_{m=1}^{M} u_{z_k[m]} \)
   22. return

6. Experiments

We examined the efficiency of the proposed approach using experimental data of a public database and our measurement system. Particularly, the purpose of this experiment was to validate the following:

- the electric heater power profile disaggregation using the proposed DFHMM model and the Gibbs sampling algorithm;
- the impact of the sampling frequency on disaggregation precision;
- the robustness of the approach in the presence of strong perturbations.

Our experimental analysis concerned the utilization of real data of ESHs. Therefore, a test bench with four electric baseboards controlled individually by electronic thermostats was built, and the combined power profiles were recorded. This test-bench was constructed on the basis of the National Instruments acquisition system including one root-mean-square (RMS) transducer for main voltage, one alternative current (AC) transducer for aggregated current, and four AC current transducers for each electronic thermostat. The heating system total load consisted of electricity demand from the four electric heating resistances controlled by four electronic thermostats with a switching period of 16 s. The aggregated and non-aggregated RMS currents were measured at a 32 Hz sampling rate, and subsequently, the aggregated and individual power consumption were recorded at 8, 4, 2, and 1 Hz sampling frequencies. Two groups of baseboards were considered in such a way that the first had two baseboards with 400 W of nominal power and the second comprised another two baseboards with 800 W of nominal power. The prior knowledge about the ESH usage is summarized in Table 1. We can verify that this approach requires the prior information of a small number of parameters commonly made available by manufacturers.
Table 1. Parameter set-up of electric space heater (ESH) disaggregation practice.

| Parameter                        | Value            |
|----------------------------------|------------------|
| Commutation period, $t_c$        | 16 s             |
| Baseboards’ power at 240 Volts   | {400, 400, 800, 800} W |
| Off-state average power          | 6 W              |
| Off-state power standard deviation| 6 W              |
| Coefficient of variation, $\gamma$| 0.015            |
| Stopping Gibbs sampling, $\epsilon$| 0.01             |

On the other hand, we take advantage of the currently available public dataset to create an emulated background of household power consumption. Accordingly, the Electricity Consumption and Occupancy (ECO) data as a publicly available dataset intended for load disaggregation studies has been exploited. Subsequently, the power profiles of ESH measured data were added to the public real dataset in order to construct the full aggregated signal. We have evaluated different aggregation scenarios during 1 h time windows of ESH operation. In order to avoid biased statistics, we have constructed 100 different aggregated power profiles by taking random data slices from the ECO dataset at different times of the day, as conventional loads of ECO data have operation activities that strongly depend on the time of the day. As a result, the influence of different conditions on the performance of the proposed approach to ESH disaggregation can be evaluated. These conditions are the hours with low activities, such as the off-peak, and the time with high load operations, such as mid/on-peaks, during which large perturbations are created by major appliances such as stoves.

The accuracy of the ESH estimated power profile is evaluated using the following metric according to [45]:

$$ A_P = 1 - \frac{\sum_{k=1}^{K} |\hat{x}_k - x_k|}{2\sum_{k=1}^{K} x_k} $$

(12)

where $\hat{x}_k$ denotes the reconstructed electric heater power profile and $x_k$ presents the ground-truth electric heater overall power profile.

6.1. Experimental Result

As shown in Figure 2, the aggregated power signal is generated by adding considerable power disturbances to the power consumption of the space heaters. Considering our approach to identifying ESHs, the disturbance is an unconcerned information level to uncover, presented in the aggregated signal that challenges the load disaggregation ambition. Accordingly, the unwanted information in terms of disturbances can be utilized to evaluate the robustness of the exploited mechanism to achieve an acceptable ESH power consumption estimation as the fruit of the disaggregation process. In our case study, the considered disturbance is a real aggregated signal of a house with several appliances accounting for an extensive number of events, which can itself be an exhausting NILM problem. Consequently, such a signal is suitable to be added to the ESH total aggregated load for examining the algorithm’s robustness. As a result, we utilized the ECO database and consider the data of a day with a high event rate of appliances, including one refrigerator, one freezer, one dishwasher, and one stove, as well as other minor appliances [46]. Subsequently, the ECO aggregated data was added to the ESH power profiles measured during one day. It is noted that the provided disturbance suggests a high power consumption that is comparable with the ESH’s notable energy usage.
In Figure 3, it can be observed that the disaggregated ESH power profile defined by the red curve is close to the measured ground-truth power profile, even if several other appliances are included in the original aggregated signal. In fact, the computed accuracy metric $A_P$ is higher than 95% at 8 Hz. This result suggests the effectiveness of the proposed DHMM parameter estimation process.

The impact of the sampling frequency on the disaggregation accuracy is demonstrated in Figure 4. It can be seen that the $A_P$ value increases with respect to the sampling frequency. With four electric heaters, the $A_P$ value is greater than 92% while the sampling frequency is higher than 1 Hz according to the red curve. These results indicate the promise of the proposed approach to achieve a valid disaggregation practice even if the power profile is complex, with several electronic thermostats.
6.2. Comparative Study for Evaluating the One-at-a-Time Assumption

Moreover, our experimental and comparative study aims to provide the weaknesses of commonly used NILM approaches based on the well-known Hart method \cite{10, 19} in order to highlight the contribution of the DHMM aspect. Using the same method of combining the ECO-dataset aggregated power profile with electric heater power profiles (see Figure 2), we have performed the disaggregation of the refrigerator power profile. With no electric heater power profile and using the NILM method presented in \cite{10}, the refrigerator power is close to the ground-truth power profile during the steady-state operation. For this comparative study, the disaggregation accuracy metric (Equation (12)) was used. Additionally, we calculated the performance of the ESH power profile detection using the F-score measure \cite{10}:

$$ F_1 = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}} \quad (13) $$

The accuracy of the disaggregated electric energy consumption is also estimated by the ratio between the estimated energy $\hat{E}_{esh}$ and ground-truth energy $E_{esh}$ using the following equation:

$$ A_E = 1 - \frac{|\hat{E}_{esh} - E_{esh}|}{E_{esh}} \quad (14) $$

Figure 5 illustrates that the computed $A_P$ metric is greater than 98% when only conventional loads are presented in the aggregated profile. However, as the number of electric heater power profiles involved in the aggregated power profile increases, the disaggregation performance decreases exponentially and $A_P$ reaches 45% with only four heaters, defined by the red curve. On the other hand, as shown in Figure 4, the proposed DHMM approach utilized to disaggregate the ESH load profile can maintain a remarkable performance of 95% at an 8 Hz sampling frequency. The conducted scenario demonstrates the impracticality of recent NILM approaches based on the one-at-a-time assumption when low sampling frequencies are used.
7. Conclusions

In this work, we have presented a probabilistic approach to non-intrusively disaggregate ESH power profiles. The proposed disaggregation system uses a difference factorial hidden Markov model (DFHMM) to process active power changes in the aggregated signal. Furthermore, we have used a compositional Markovian modeling aspect based on the Kronecker representation, which allows us to construct ESH super-state models. Because underlying transition matrices involved in the overall DHMM framework were required, we proposed a simple and intuitive method to integrate the prior ESH parameters in the modeling process. The validation was performed using experimental data from our laboratory and the public ECO dataset. In addition, the comparative study between our approach and a commonly used Hart-based concept has indicated the efficacy of our proposed method to significantly improve the ESH power profile disaggregation performance. Finally, we have demonstrated the impact of the sampling frequency on the disaggregation performance as well as the robustness and efficacy of the proposed approach.
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Abbreviations

The following abbreviations are used in this manuscript:

- NILM: Non-intrusive load monitoring
- HMM: Hidden Markov model
- DHMM: Difference HMM
- FHMM: Factorial HMM
- DFHMM: Difference FHMM
- ESH: Electric space heating
- RMS: Root-mean-square
- AC: Alternative current
- ML: Machine learning
- ECO: Electricity Consumption and Occupancy
- MAP: Maximum a Posteriori
- AFAMAP: Additive Factorial Approximate MAP
- MCMC: Markov chain Monte Carlo
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