Deep Feature Generation for Author Identification
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Abstract

Identifying the authors of a given set of text is a well addressed and complicated task. It requires thorough knowledge of different authors' writing styles and discriminating them. As the main contribution of this paper, we propose to perform this task using machine learning and deep learning methods, state-of-the-art algorithms, and methods used in numerous complex Natural Language Processing (NLP) problems. We used a text corpus of daily newspaper columns written by thirty authors to perform our experiments. The experimental results proved that document embeddings trained via neural network architecture achieve cutting edge accuracy in learning writing styles and identifying authors of given writings even though the dataset has a considerably unbalanced distribution. We represent our experimental results and outsource our codes for interested readers and natural language processing (NLP) enthusiasts as a GitHub repository. They can reproduce and confirm the results and modify them according to their own needs.
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1. Introduction

The rapid increase in the number of digital texts has triggered academic research to identify and verify the authors from a given set of a text corpus. By applying computational learning approaches, authors’ writing styles and their thematic interests can be captured with an accuracy comparable with human-level performance (HLP). For a predefined set of given authors, determining the most probable author for the given text is author identification [1] that can be considered as a multi-class text categorization problem from a machine learning (ML) and deep learning (DL) perspective [2]. The author identification is generally performed in a closed domain. However, the numbers of texts from selected authors do not always have to be balanced [3]. ML/DL based author identification can effectively be used in disputed authorship cases [4] and literary analysis studies [5]. Like in any other DL study, the heterogeneous distribution of sample data is a problem for author identification. This problem is addressed thoroughly in [6]. Despite the significant amount of work devoted to author identification of a text, researchers still struggle to deal with cross-domain texts and imbalanced datasets.

One of the fundamental steps in author identifications is stylometry, which refers to discovering the most specific features representing an author’s writing characteristics [7]. Earlier approaches focused on generating metrics to describe function word or part-of-speech frequencies to assess the vocabulary’s diversity. A detailed review of these approaches is represented in [8] to highlight the importance of extracting features. In this study, the author identification framework is proposed to generate a text’s specific features by combining ML and DL methods commonly used in natural language processing (NLP) literature. The author identification procedure is performed by discovering features, thematic interests, unique characteristics of an author, and writing styles. Most accurate results are achieved with Doc2Vec D-BOW [9,10] model with a C-SVC [11] classifier.

The rest of the paper is organized as follows: Section 2 describes the materials and methods applied for this study. Experiments and results are presented in Section 3. Section 4, as the final section, conclusions and future research suggestions are given.
2. Materials and Methods

2.1 Dataset

A famous Turkish news portal, subsuming more than 50 authors, has been scrutinized to build a corpus. The authors are of different ages, genders. Moreover, their writing themes are from different genres, such as politics, sports, health, and literature. We randomly picked 30 of the authors. Figure 1 shows the number of articles per author, which represents an unbalanced distribution. We intentionally kept the author names hidden and used numbers representing Author IDs. After selecting the authors, we scraped the website and gathered all of their articles labeled with author IDs.
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Figure 1. The number of articles per author can be seen in this figure. Authors’ names are intentionally hidden and represented as ID numbers.

2.2 Data Preprocessing

Data pre-processing is an essential step in NLP methods since it is vital to use clean text data that is free from characters and symbols that may introduce bias and errors during the learning process. The data is scraped directly from the news portal website; hence, it has punctuation symbols and many HTML related tags. There are various text pre-processing methods, including but not limited to converting capital letters to lowercase letters (case folding), clearing symbols, and punctuation marks [12]. We used a 70-30 split scheme for training and validation data sets after the data pre-processing operations.

2.3 Doc2Vec Embeddings

Usage of using Doc2Vec for text classification tasks has gained well-deserved popularity in NLP literature. We used the Gensim [13] implementation of the Doc2Vec method [14]. The method can generate the same embedding sizes for input text with different sizes. The method relies on two main learning models: Distributed Memory (DM) and Distributed Bag of Words (D-BOW). In our experiments, we used both models and compared their performances in the results section.

2.3.1 Distributed Memory (DM)

DM model, depicted in Figure 2a., has a similarity with the Skip-Gram method of Word2Vec [14]. The CBOW model can predict a center word based on the context words in a small neighborhood. DM uses a similar approach to randomly sample some context words from an article and predict a word using both the context words and the article ID.

2.3.2 Distributed Bag of Words (D-BOW)

D-BOW model, depicted in Figure 2b., uses the whole article as input and tries to predict consecutive Word chunks from the article having a meaningful context. One advantage of the D-BOW model is that it requires less memory during training time. Activation function weights are enough to be stored for D-BOW to operate.
2.4 Classifiers

With either model, DM, and D-BOW, the Doc2Vec method generates a fixed-size embedding vector for each article. These vectors can capture the meaning, syntax, writing style, and other linguistic features of a given text in hyperdimensional space.

Together with the author ID information, the embeddings can be used to train a classifier. In this study, we preferred two different classifiers. Conventionally logistic regression classifier (LRC) is a common choice for the classification of multidimensional data [15]. LRC is proven to be an adequate method, especially for binary classification problems where the number of classes is limited (i.e., N = 2). On the other hand, our problem is a multi-class classification problem with 30 classes (i.e., N > 2). Multinomial logistic regression classifier MLRC [16] generalizes the binary classification idea of standard LRC to multi-class classification. Once the coefficients are determined after running the MLRC, the probability of predicting an author’s class can be done using Equation 2.1, where k is the class number, x is the embedding vector, and βk is the coefficient vector of class k. Hence, MLRC models the probability of a given data belonging to a class using log-likelihood estimation as given in Equation 2.1.

\[ L = \log P(y = k \mid x_i) \]  
where  
\[ P(y = k \mid x_i) = \frac{\exp^{\beta_k x_i}}{1 + \sum_{k=1}^{K-1} \exp^{\beta_k x_i}} \]  

Equation 2.1

We used MLRC as our first classifier, and it achieved good accuracies on both training and validation datasets. However, we repeated our experiments also by using support vector machines (SVM) based classifier (C-SVC) [11]. This classifier creates hyperplanes in a multidimensional space that can be efficient for classification and regression tasks. It finds the best hyperplane that demonstrates the largest segregation between the two classes. The error of this classifier is correlated with the size of the margin [11]. C-SVC uses kernels with different mathematical models. For this study, we used the linear kernel, in Equation 2.2, where K is the kernel function, D is the decision function, yk, b, and αi are indicator vector, equation constant, and dual parameter, respectively. C-SVC classifier achieved even better results than MLRC,

\[ K(x_i, x_j) = x_i^T x_j \]  
\[ D = \text{sgn} \left( \sum_{i=1}^{\text{\# classes}} y_i \alpha_i K(x_i, x) + b \right) \]  

Equation 2.2

2.5 F1 Score as an Accuracy Metric

To better identify the algorithms’ classification accuracy, we calculated the F1 Score for each class. F1 Score, which calculates harmonic mean between recall

\[ Pr = \frac{TP}{TP + FP} \]  
\[ Re = \frac{TP}{TP + FN} \]  
\[ F1 = 2 \times \frac{Pr \times Re}{Pr + Re} \]  
\[ F_{avg} = \frac{2 \times P_M \times R_M}{P_M + R_M} \]  

Equations 2.3, 2.4, and 2.5

Figure 2. a) Distributed Memory model, where classifier predicts a word as an output parameter and words concatenate as word vectors and paragraph vector. b) Distributed Bag of Words model, where paragraph vector is trained to predict the words inside a small window.
and precision values, can be calculated using Equation 2.4; in this equation, TP, FP, and FN represent true positive, false positive, and false negative values, respectively. Definition of Precision (Pr), Recall (Re) can be calculated using Equation 2.3. The F1-Average score can be calculated using Equation 2.5 for each class. In this equation, macro average values are represented with M. Hence, PM and RM represent macro averaged precision and recall values.

3 Results and Discussion

From the NLP perspective, the classification task becomes challenging where the number of classes exceeds 20. Moreover, the data’s unbalanced nature makes it even harder for an ML/DL-based algorithm to achieve a good generalization for the whole dataset. In our study, we have both situations.

We started our experiments with hyperparameter tuning of the Doc2Vec model. The parameters, which affect the result most are the embedding size and the number of epochs. By keeping the remaining model parameters constant, we tried different embedding sizes to detect the optimal size. The constant parameters and their default values can be seen in Table 1. We observed the classification accuracy in Table 2 after one epoch of training by trying different embedding sizes.

Table 1. Constant Parameters for Doc2Vec Model

| Model Parameters | Value | Model Parameter | Value |
|-----------------|-------|----------------|-------|
| window          | 10    | alpha          | 0.0061 |
| negative        | 5     | Min_alpha      | 0.0001 |
| Min_count       | 1     |                |       |
* Other model parameters set to default

We used MLRC to calculate the training and validation accuracies. Since the number of classes is considerably high, we achieved the optimum result with a 500-dimensional embedding size. We did not get a significant performance increase after 500. After fixing the embedding size to 500, we tried different epochs and different classifiers. The results of these experiments are given in Table 3. We further observed that both DM and D-BOW methods start to overfit after a few epochs. Hence, we limited the number of epochs to 10 for each experiment.

As it can be interpreted by looking at Table 3., we achieved the best accuracies for the validation data set for 500-dimensional vector size at the 4th epoch of D-BOW training using the C-SVC classifier. It is also possible to grasp the success of this result by visually examining the embedding vectors. Since the embeddings are in hyperspace, we used the UMAP projection method [17] to visualize them in 2D. Figure 3 shows how the embeddings belonging to seven of the authors are successfully clustered together.

The overall clustering performance of the algorithm can also be shown with a confusion matrix. In Figure 4, the confusion matrix of the classification for 30 authors can be seen. The confusion matrix can also be used to calculate the F1 Score for each of the classes. In Table 4., we listed the calculated F1 Score for each class. For authors 8 and 12, the worst classification results are achieved. These authors have significantly less number of articles compared with the remaining authors. However, we can also see that for another author (author 11) with few articles; high accuracy is achieved. When we closely examine these three authors, we saw that author 11 has a particular subject genre compared with the other authors.

On the other hand, authors 8 and 12 mostly write interview articles where they mostly quote the person being interviewed, making it harder for the algorithm to learn and generalize for these specific authors. If we disregard authors 8 and 12 and only rely on the remaining 28 authors, the training and validation accuracies hit 1.00 and 0.97, respectively. F1 Scores and their weighted averages are found to be 0.98 and 0.97 using Equation 2.3 - 2.5.

Table 2. Train and Validation Accuracies for Vector Sizes

| Model | D-BOW + MLRC | DM + MLRC |
|-------|--------------|-----------|
|       | Train | Validation | Train | Validation |
| 5     | 0.7716 | 0.7453     | 0.6737 | 0.6704 |
| 25    | 0.9777 | 0.9496     | 0.8602 | 0.8427 |
| 50    | 0.9904 | 0.9503     | 0.9073 | 0.8823 |
| 100   | 0.9951 | 0.9516     | 0.9392 | 0.9002 |
| 300   | 0.9953 | 0.9596     | 0.9646 | 0.9209 |
| 500   | 0.9936 | 0.9581     | 0.9626 | 0.9225 |
| 1000  | 0.9891 | 0.9589     | 0.9555 | 0.9243 |
Table 3. This table shows the change in Training and Validation Accuracies for Different Doc2Vec Method and Classifier Combinations for different epoch numbers. All the model combinations tend to overfit the data after a few epochs of training.

| Model   | D-BOW MLRC | DM MLRC | D-BOW C-SVC | DM C-SVC |
|---------|------------|---------|-------------|----------|
|         | Train      | Validation | Train      | Validation | Train      | Validation |
| Epoch 1 | 0.9955     | 0.9601   | 0.9689      | 0.9272    | 0.9685     | 0.7968     |
| Epoch 2 | 0.9996     | 0.9543   | 0.9966      | 0.9425    | 0.9937     | 0.9654     |
| Epoch 3 | 0.9999     | 0.9486   | 0.9998      | 0.9369    | 0.9967     | 0.9667     |
| Epoch 4 | 1          | 0.9519   | 1           | 0.9373    | 0.9975     | 0.9682     |
| Epoch 5 | 1          | 0.948    | 1           | 0.938     | 0.9968     | 0.9663     |
| Epoch 6 | 1          | 0.9501   | 1           | 0.9386    | 0.9956     | 0.9669     |
| Epoch 7 | 1          | 0.9402   | 0.9977      | 0.8573    | 0.9927     | 0.9593     |
| Epoch 8 | 0.9995     | 0.9325   | 0.9651      | 0.7737    | 0.9842     | 0.9427     |
| Epoch 9 | 0.6226     | 0.4788   | 0.4          | 0.2454    | 0.5175     | 0.4487     |
| Epoch 10| 0.5802     | 0.4945   | 0.7323      | 0.516     | 0.5367     | 0.4598     |

Table 4. D-BOW + C-SVC Pr, Re, F1 Score Results

| Authors | Precision | Recall | F1-Score | #Articles | Authors | Precision | Recall | F1-Score | #Articles |
|---------|-----------|--------|----------|-----------|---------|-----------|--------|----------|-----------|
| 1       | 0.97      | 0.99   | 0.98     | 514       | 16      | 0.91      | 0.92   | 0.91     | 390       |
| 2       | 0.99      | 0.98   | 0.98     | 625       | 17      | 1.00      | 0.99   | 0.99     | 247       |
| 3       | 0.98      | 1.00   | 0.99     | 653       | 18      | 0.97      | 0.98   | 0.97     | 237       |
| 4       | 0.97      | 0.96   | 0.96     | 281       | 19      | 0.97      | 0.97   | 0.97     | 183       |
| 5       | 0.98      | 1.00   | 0.99     | 562       | 20      | 0.95      | 0.95   | 0.95     | 293       |
| 6       | 0.97      | 0.97   | 0.97     | 397       | 21      | 0.98      | 0.98   | 0.98     | 116       |
| 7       | 0.97      | 0.97   | 0.97     | 645       | 22      | 0.99      | 0.98   | 0.98     | 329       |
| 8       | 0.70      | 0.91   | 0.79     | 33        | 23      | 0.99      | 0.99   | 0.99     | 361       |
| 9       | 0.98      | 0.95   | 0.97     | 264       | 24      | 0.99      | 0.97   | 0.98     | 159       |
| 10      | 1.00      | 0.98   | 0.99     | 243       | 25      | 1.00      | 1.00   | 1.00     | 141       |
| 11      | 0.96      | 0.82   | 0.89     | 33        | 26      | 0.98      | 0.98   | 0.98     | 462       |
| 12      | 0.68      | 0.71   | 0.70     | 21        | 27      | 0.95      | 0.94   | 0.94     | 112       |
| 13      | 0.86      | 0.92   | 0.88     | 226       | 28      | 0.95      | 0.99   | 0.97     | 389       |
| 14      | 0.98      | 0.91   | 0.94     | 274       | 29      | 0.95      | 0.95   | 0.95     | 415       |
| 15      | 0.98      | 0.86   | 0.91     | 162       | 30      | 0.98      | 0.97   | 0.97     | 354       |

Accuracy | 0.97 | 0.97 | 0.97 | 9121 |
W. Avg    | 0.97 | 0.97 | 0.97 | 9121 |
Ş. Ozan

Figure 3. 2D UMAP projection of the training data’s embedding vectors created with the best configuration in Table 3. For display purposes, we zoomed the area where the clusters of seven authors are visible together.

Figure 4. Confusion Matrix of classification performed using the best configuration in Table 3 for 30 author classes’ validation data.

4 Conclusion

For this study, we scraped 30,403 articles of randomly selected 30 different authors of a popular Turkish news portal. After the pre-processing of raw page source data, we obtained cleaned text for each article. After tagging each article with corresponding author IDs, we obtained our dataset. We used a 70-30 split scheme for training and validation data set. The data set is considerably unbalanced, i.e., the variance in the number of articles is high.

The proposed algorithm mainly relies on the Doc2Vec method, which uses two different learning models: distributed memory and distributed bag of words. Regardless of the preferred model, this method generates a fixed size embedding vector for given texts of different sizes. We calculated the models’ training and validation accuracy at each training epoch after applying two different classifiers, MLRC and C-SVC. Each of the model and classifier combinations gave good accuracies comparable with HLP. Hence, it is possible to obtain deep features for author classification with the proposed solution methods. The method can detect possible plagiarism in closed domains, such as a corpus of homework reports submitted by students.

As future work, it is possible to train different convolutional neural networks similar to MGNC-CNN architecture in [18] using these deep feature
embeddings, which may yield good classification accuracies. The deep features can further be used to train recurrent generative adversarial networks [19], generating artificial texts that mimic the corresponding authors’ writing styles.

We are outsourcing our code [20] for NLP researchers and enthusiasts to reproduce the reported results and use them in their research.
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