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Abstract

This paper proposes an accelerated proximal stochastic variance reduced gradient (ASVRG) method, in which we design a simple and effective momentum acceleration trick. Unlike most existing accelerated stochastic variance reduction methods such as Katyusha, ASVRG has only one additional variable and one momentum parameter. Thus, ASVRG is much simpler than those methods, and has much lower per-iteration complexity. We prove that ASVRG achieves the best known oracle complexities for both strongly convex and non-strongly convex objectives. In addition, we extend ASVRG to mini-batch and non-smooth settings. We also empirically verify our theoretical results and show that the performance of ASVRG is comparable with, and sometimes even better than that of the state-of-the-art stochastic methods.
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1. Introduction

Consider the following composite convex minimization:

\[
\min_{x \in \mathbb{R}^d} F(x) := f(x) + g(x) = \frac{1}{n} \sum_{i=1}^{n} f_i(x) + g(x),
\]

where \( f(x) := \frac{1}{n} \sum_{i=1}^{n} f_i(x) \) is a convex function that is a finite average of \( n \) convex component functions \( f_i(x) : \mathbb{R}^d \to \mathbb{R} \), and \( g(x) \) is a “simple” possibly non-smooth convex function. This formulation naturally arises in many problems in machine learning, optimization and signal processing, such as regularized empirical risk minimization (ERM)) and eigenvector computation (Shamir, 2015; Garber et al., 2016). To solve Problem (1) with a large sum of \( n \) component functions, computing the full gradient of \( f(x) \) in first-order methods is expensive, and hence stochastic gradient descent (SGD) has been widely applied to many large-scale problems (Zhang, 2004; Krizhevsky et al.,...
The update rule of proximal SGD is
\[
x_t = \arg \min_{y \in \mathbb{R}^d} \left\{ \frac{1}{2 \eta_t} \| y - x_{t-1} \|^2 + y^T \nabla f_i(x_{t-1}) + g(y) \right\} ,
\]
where \( \eta_t \propto 1/\sqrt{t} \) is the step size, and \( i_t \) is chosen uniformly at random from \( \{1, \ldots, n\} \). When \( g(x) \equiv 0 \), the update rule in (2) becomes \( x_t = x_{t-1} - \eta_t \nabla f_i(x_{t-1}) \). The standard SGD estimates the gradient from just one example (or a mini-batch), and thus it enjoys a low per-iteration cost as opposed to full gradient methods. The expectation of \( \nabla f_i(x_t) \) is an unbiased estimation to \( \nabla f(x_t) \), i.e., \( \mathbb{E}[\nabla f_i(x_t)] = \nabla f(x_t) \). However, the variance of the stochastic gradient estimator may be large, which leads to slow convergence (Johnson and Zhang, 2013). Even under the strongly convex (SC) and smooth conditions, standard SGD can only attain a sub-linear rate of convergence (Rakhlin et al., 2012; Shamir and Zhang, 2013).

Recently, the convergence rate of SGD has been improved by many variance reduced SGD methods (Roux et al., 2012; Shalev-Shwartz and Zhang, 2013; Johnson and Zhang, 2013; Defazio et al., 2014a; Mairal, 2015) and their proximal variants (Schmidt et al., 2013; Xiao and Zhang, 2014; Shalev-Shwartz and Zhang, 2016). The methods use past gradients to progressively reduce the variance of stochastic gradient estimators, so that a constant step size can be used. In particular, these variance reduced SGD methods converge linearly for SC and Lipschitz-smooth problems. SVRG (Johnson and Zhang, 2013) and its proximal variant, Prox-SVRG (Xiao and Zhang, 2014), are particularly attractive because of their low storage requirement compared with the methods in (Roux et al., 2012; Defazio et al., 2014a; Shalev-Shwartz and Zhang, 2016), which need to store all the gradients of the \( n \) component functions \( f_i(\cdot) \) (or dual variables), so that \( O(nd) \) storage is required in general problems. At the beginning of each epoch of SVRG and Prox-SVRG, the full gradient \( \nabla f(\bar{x}) \) is computed at the past estimate \( \bar{x} \). Then the key update rule is given by
\[
\bar{\nabla} f_i(x_{t-1}) = \nabla f_i(x_{t-1}) - \nabla f_i(\bar{x}) + \nabla f(\bar{x}),
\]
\[
x_t = \arg \min_{y \in \mathbb{R}^d} \left\{ \frac{1}{2 \eta_t} \| y - x_{t-1} \|^2 + y^T \bar{\nabla} f_i(x_{t-1}) + g(y) \right\} .
\]
For SC problems, the oracle complexity (total number of component gradient evaluations to find \( \varepsilon \)-suboptimal solutions) of most variance reduced SGD methods is \( \mathcal{O}(nL/\mu \log(1/\varepsilon)) \), when each \( f_i(x) \) is \( L \)-smooth and \( g(x) \) is \( \mu \)-strongly convex. Thus, there still exists a gap between the oracle complexity and the upper bound in (Woodworth and Srebro, 2016). In theory, they also converge slower than accelerated deterministic algorithms (e.g., FISTA (Beck and Teboulle, 2009)) for non-strongly convex (non-SC) problems, namely \( \mathcal{O}(1/t) \) vs. \( \mathcal{O}(1/t^2) \).

Very recently, several advanced techniques were proposed to further speed up the variance reduction SGD methods mentioned above. These techniques mainly include the Nesterov’s acceleration technique (Nitanda, 2014; Lin et al., 2015; Murata and Suzuki, 2017; Lan and Zhou, 2018), the projection-free property of the conditional gradient method (Hazan and Luo, 2016), reducing the number of gradient calculations in the early iterations (Babanezhad et al., 2015; Allen-Zhu and Yuan, 2016; Shang et al., 2017), and the momentum acceleration trick (Hien et al., 2018; Allen-Zhu, 2018; Zhou et al., 2018; Shang et al., 2018b). Lin et al. (2015) and Frostig et al. (2015) proposed two accelerated algorithms with improved oracle complexity of \( \mathcal{O}((n + \sqrt{nL/\mu}) \log(L/\mu \log(1/\varepsilon))) \) for SC problems. In particular, Katyusha (Allen-Zhu, 2018) attains the optimal oracle complexities of.
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\(O((n+\sqrt{nL/\mu}) \log(1/\varepsilon))\) and \(O(n \log(1/\varepsilon) + \sqrt{nL/\varepsilon})\) for SC and non-SC problems, respectively. The main update rules of Katyusha are formulated as follows:

\[
x_t = y_{t-1} + \omega_1 (z_{t-1} - y_{t-1}) + \omega_2 (x - y_{t-1}),
\]

\[
y_t = \arg\min_{y \in \mathbb{R}^d} \left\{ \frac{3L}{2} \|y - x_t\|^2 + y^T \nabla f_i(x_t) + g(y) \right\},
\]

\[
z_t = \arg\min_{z \in \mathbb{R}^d} \left\{ \frac{1}{2\eta} \|z - z_{t-1}\|^2 + z^T \nabla f_i(x_t) + g(z) \right\},
\]

where \(\omega_1, \omega_2 \in [0, 1]\) are two parameters for the key momentum terms, and \(\eta = 1/(3\omega_1 L)\). Note that the parameter \(\omega_2\) is fixed to 0.5 in (Allen-Zhu, 2018) to avoid parameter tuning.

Our Contributions. In spite of the success of momentum acceleration tricks, most of existing accelerated methods including Katyusha require at least two auxiliary variables and two corresponding momentum parameters (e.g., for the Nesterov’s momentum and Katyusha momentum in (4)), which lead to complicated algorithm design and high per-iteration complexity. We address the weaknesses of the existing methods by a simpler accelerated proximal stochastic variance reduced gradient (ASVRG) method, which requires only one auxiliary variable and one momentum parameter. Thus, ASVRG leads to much simpler algorithm design and is more efficient than the accelerated methods. Impressively, ASVRG attains the same low oracle complexities as Katyusha for both SC and non-SC objectives. We summarize our main contributions as follows.

- We design a simple momentum acceleration trick to accelerate the original SVRG. Different from most accelerated algorithms such as Katyusha, which require two momentums mentioned above, our update rule has only one momentum accelerated term.

- We prove that ASVRG converges to an \(\varepsilon\)-minimizer with the oracle complexity of \(O((n+\sqrt{nL/\mu}) \log(1/\varepsilon))\) for SC problems, which is the same as that in (Defazio, 2016; Allen-Zhu, 2018), and matches the upper bound in (Woodworth and Srebro, 2016).

- We also prove that ASVRG achieves the optimal convergence rate of \(O(1/t^2)\) and the oracle complexity of \(O(n \log(1/\varepsilon) + \sqrt{nL/\varepsilon})\) for non-SC problems, which is identical to the best known result in (Hien et al., 2018; Allen-Zhu, 2018).

- Finally, we introduce mini-batching, adaptive regularization and smooth techniques into our algorithms, and further analyze their convergence properties and summarize the oracle complexities of ASVRG for the four cases of Problem (1) in Table 2.

2. Preliminaries

Throughout this paper, we use \(\| \cdot \|\) to denote the standard Euclidean norm. \(\nabla f(x)\) denotes the full gradient of \(f(x)\) if it is differentiable, or \(\partial f(x)\) the subgradient if \(f(x)\) is Lipschitz continuous. We mostly focus on the case of Problem (1) when each component function \(f_i(x)\) is \(L_i\)-smooth\(^1\), and \(g(x)\) is \(\mu\)-strongly convex.

\(^1\) In the following, we mainly consider the more general class of Problem (1), when every \(f_i(x)\) can have different degrees of smoothness, rather than the gradients of all component functions having the same Lipschitz constant \(L\).
Table 1: Comparison of the oracle complexities of some stochastic variance reduced algorithms for the four classes of problems in Section 2. Note that $C_1 = \|\tilde{x}^0 - x^*\|$ and $C_2 = F(\tilde{x}^0) - F(x^*)$.

|               | $L$-Smooth                        | $G$-Lipschitz                      |
|---------------|-----------------------------------|-----------------------------------|
|               | $\mu$-Strongly Convex             | non-SC                            | $\mu$-Strongly Convex             | non-SC    |
| SVRG          | $\mathcal{O}\left((n + L/\mu) \log \frac{C_\theta}{\varepsilon}\right)$ | unknown                           | unknown                           | unknown   |
| SAGA          | $\mathcal{O}\left((n + L/\mu) \log \frac{C_\theta}{\varepsilon}\right)$ | $\mathcal{O}\left(nC_2/\varepsilon + LC_1^2/\varepsilon\right)$ | unknown                           | unknown   |
| Katyusha      | $\mathcal{O}\left((n + \sqrt{nL}/\mu) \log \frac{C_\theta}{\varepsilon}\right)$ | $\mathcal{O}\left(n \log \frac{C_\theta}{\varepsilon} + C_1 \sqrt{nL}/\varepsilon\right)$ | $\mathcal{O}\left(n \log \frac{C_\theta}{\varepsilon} + \sqrt{nL}/\varepsilon\right)$ | $\mathcal{O}\left(n \log \frac{C_\theta}{\varepsilon} + \sqrt{nL}/\varepsilon\right)$ |
| ASVRG         | $\mathcal{O}\left((n + \sqrt{nL}/\mu) \log \frac{C_\theta}{\varepsilon}\right)$ | $\mathcal{O}\left(n \log \frac{C_\theta}{\varepsilon} + C_1 \sqrt{nL}/\varepsilon\right)$ | $\mathcal{O}\left(n \log \frac{C_\theta}{\varepsilon} + \sqrt{nL}/\varepsilon\right)$ | $\mathcal{O}\left(n \log \frac{C_\theta}{\varepsilon} + \sqrt{nL}/\varepsilon\right)$ |

Assumption 1 Each convex component function $f_i(\cdot)$ is $L_i$-smooth, if there exists a constant $L_i > 0$ such that for all $x, y \in \mathbb{R}^d$, $\|\nabla f_i(x) - \nabla f_i(y)\| \leq L_i \|x - y\|$.

Assumption 2 $g(\cdot)$ is $\mu$-strongly convex ($\mu$-SC), if there exists a constant $\mu > 0$ such that for any $x, y \in \mathbb{R}^d$ and any (sub)gradient $\xi$ (i.e., $\xi = \nabla g(x)$, or $\xi \in \partial g(x)$) of $g(\cdot)$ at $x$

$$g(y) \geq g(x) + \xi^T (y - x) + \frac{\mu}{2} \|x - y\|^2.$$  

For a non-strongly convex function, the above inequality can always be satisfied with $\mu = 0$. As summarized in (Allen-Zhu and Hazan, 2016), there are mainly four interesting cases of Problem (1):

- Case 1: Each $f_i(x)$ is $L_i$-smooth and $g(x)$ is $\mu$-SC, e.g., ridge regression, logistic regression, and elastic net regularized logistic regression.
- Case 2: Each $f_i(x)$ is $L_i$-smooth and $g(x)$ is non-SC, e.g., Lasso and $\ell_1$-norm regularized logistic regression.
- Case 3: Each $f_i(x)$ is non-smooth (but Lipschitz continuous) and $g(x)$ is $\mu$-SC, e.g., linear support vector machine (SVM).
- Case 4: Each $f_i(x)$ is non-smooth (but Lipschitz continuous) and $g(x)$ is non-SC, e.g., $\ell_1$-norm SVM.

3. Accelerated Proximal SVRG

In this section, we propose an accelerated proximal stochastic variance reduced gradient (ASVRG) method with momentum acceleration for solving both strongly convex and non-strongly convex objectives (e.g., Cases 1 and 2). Moreover, ASVRG incorporates a weighted sampling strategy as in (Xiao and Zhang, 2014; Zhao and Zhang, 2015; Shamir, 2016) to randomly pick $i_t$ based on a general distribution $\{p_1, \ldots, p_n\}$ rather than the uniform distribution.
Algorithm 1 ASVRG for strongly convex objectives

**Input:** The number of epochs $S$, the number of iterations $m$ per epoch, and the step size $\eta$.

**Initialize:** $\tilde{x}^0 = x_0^0 = y_0^0$, $\omega$, $m_1$, $\rho \geq 1$, and the probability $P = \{p_1, \ldots, p_n\}$.

1. for $s = 1, 2, \ldots, S$ do
2. $\tilde{\mu} = \frac{1}{m} \sum_{t=1}^{m} \nabla f_t(\tilde{x}^{s-1})$;
3. Option I: $x_0^s = y_0^s = \tilde{x}^{s-1}$;
4. for $t = 1, 2, \ldots, m_s$ do
5. Pick $i_t$ from $\{1, \ldots, n\}$ randomly based on $P$;
6. $\nabla f_{i_t}(x_{t-1}^s) = [\nabla f_{i_t}(x_{t-1}^s) - \nabla f_{i_t}(\tilde{x}^{s-1})]/(np_{i_t}) + \tilde{\mu}$;
7. $y_t^s = \arg \min_y \left\{ \langle \nabla f_{i_t}(x_{t-1}^s), y - y_{t-1}^s \rangle + \frac{\omega}{2\eta} \| y - y_{t-1}^s \|^2 + g(y) \right\}$;
8. $x_t^s = \tilde{x}^{s-1} + \omega (y_t^s - \tilde{x}^{s-1})$;
9. end for
10. $\tilde{x}^s = \frac{1}{m_s} \sum_{t=1}^{m_s} x_t^s$, $m_{s+1} = \min(\lfloor pm_s \rfloor, m)$;
11. Option II: $x_{0}^{s+1} = (1 - \omega)\tilde{x}^s + \omega y_{m_s}^s$, and $y_0^{s+1} = y_{m_s}^s$;
12. end for

**Output:** $\tilde{x}^S$.

3.1. Iterate Averaging for Snapshot

Like SVRG, our algorithms are also divided into $S$ epochs, and each epoch consists of $m$ stochastic updates\(^2\), where $m$ is usually chosen to be $\Theta(n)$ as in Johnson and Zhang (2013). Within each epoch, a full gradient $\nabla f(\tilde{x}^{s-1})$ is calculated at the snapshot $\tilde{x}^{s-1}$. Note that we choose $\tilde{x}^{s-1}$ to be the average of the past $t$ stochastic iterates rather than the last iterate because it has been reported to work better in practice (Xiao and Zhang, 2014; Flammarion and Bach, 2015; Allen-Zhu and Yuan, 2016; Liu et al., 2017; Allen-Zhu, 2018; Shang et al., 2018b). In particular, one of the effects of the choice, i.e., $\tilde{x}^s = \frac{1}{m} \sum_{t=1}^{m} x_t^s$, is to allow taking larger step sizes, e.g., $1/(3L)$ for ASVRG vs. $1/(10L)$ for SVRG.

3.2. ASVRG in Strongly Convex Case

We first consider the case of Problem (1) when each $f_i(\cdot)$ is $L_i$-smooth, and $g(\cdot)$ is $\mu$-SC. Different from existing accelerated methods such as Katyusha (Allen-Zhu, 2018), we propose a much simpler accelerated stochastic algorithm with momentum, as outlined in Algorithm 1. Compared with the initialization of $x_0^s = y_0^s = \tilde{x}^{s-1}$ (i.e., Option I in Algorithm 1), the choices of $x_0^{s+1} = (1 - \omega)\tilde{x}^s + \omega y_{m_s}^s$ and $y_0^{s+1} = y_{m_s}^s$ (i.e., Option II) also work well in practice.

3.2.1. Momentum Acceleration

The update rule of $y$ in our proximal stochastic gradient method is formulated as follows:

$$y_t^s = \arg \min_{y \in \mathbb{R}^d} \left\{ \langle \nabla f_{i_t}(x_{t-1}^s), y - y_{t-1}^s \rangle + \frac{\omega}{2\eta} \| y - y_{t-1}^s \|^2 + g(y) \right\}, \quad (5)$$

\(^2\)In practice, it was reported that reducing the number of gradient calculations in early iterations can lead to faster convergence (Babanezhad et al., 2015; Allen-Zhu and Yuan, 2016; Shang et al., 2017). Thus we set $m_{s+1} = \min(\lfloor pm_s \rfloor, m)$ in the early epochs of our algorithms, and fix $m_1 = n/4$, and $\rho = 2$ without increasing parameter tuning difficulties.
where $\omega \in [0, 1]$ is the momentum parameter. Note that the gradient estimator $\nabla f_{i_t}$ used in this paper is the SVRG estimator in (3). Besides, the algorithms and convergence results of this paper can be generalized to the SAGA estimator in (Defazio et al., 2014a). When $g(x) \equiv 0$, the proximal update rule in (5) degenerates to $y_t^s = y_{t-1}^s - (\eta / \omega) \nabla f_{i_t}(x_{t-1}^s)$.

Inspired by the Nesterov’s momentum in (Nesterov, 1983, 2004; Nitanda, 2014; Shang et al., 2018a) and Katyusha momentum in (Allen-Zhu, 2018), we design a update rule for $x$ as follows:

$$x_t^s = \bar{x}^{s-1} + \omega(y_t^s - \bar{x}^{s-1}). \quad (6)$$

The second term on the right-hand side of (6) is the proposed momentum similar to the Katyusha momentum in (Allen-Zhu, 2018). It is clear that there is only one momentum parameter $\omega$ in our algorithm, compared with the two parameters $\omega_1$ and $\omega_2$ in Katyusha3.

The per-iteration complexity of ASVRG is dominated by the computation of $\nabla f_{i_t}(x_{t-1}^s)$ and $\nabla f_{i_t}^s(\bar{x}^{s-1})$, and the proximal update in (5), which is as low as that of SVRG (Johnson and Zhang, 2013) and Prox-SVRG (Xiao and Zhang, 2014). In other words, ASVRG has a much lower per-iteration complexity than most of accelerated stochastic methods (Murata and Suzuki, 2017; Allen-Zhu, 2018) such as Katyusha (Allen-Zhu, 2018), which has one more proximal update for $z$ in general.

3.2.2. Momentum Parameter

Next we give a selection scheme for the stochastic momentum parameter $\omega$. With the given $\eta$, $\omega$ can be a constant, and must satisfy the inequality: $0 < \omega \leq 1 - \frac{L\eta}{1 - L\eta}$, where $L = \max_j L_j/(np_j)$.

As shown in Theorem 3 below, it is desirable to have a small convergence factor $\rho$. The following proposition obtains the optimal $\omega_*$, which yields the smallest $\rho$ value.

**Proposition 1** Given a suitable learning rate $\eta$, the optimal parameter $\omega_*$ is $\omega_* = m\mu\eta / 2$.

In fact, we can fix $\omega$ to a constant, e.g., 0.9, which works well in practice as in (Ruder, 2017). When $\omega = 1$ and $g(x)$ is smooth, Algorithm 1 degenerates to Algorithm 3 in the supplementary material, which is almost identical to SVRG (Johnson and Zhang, 2013), and the only differences between them are the choice of $\bar{x}^s$ and the initialization of $x_0^s$.

3.3. ASVRG in Non-Strongly Convex Case

We also develop an efficient algorithm for solving non-SC problems, as outlined in Algorithm 2. The main difference between Algorithms 1 and 2 is the setting of the momentum parameter. That is, the momentum parameter $\omega_s$ in Algorithm 2 is decreasing, while that of Algorithm 1 can be a constant. Different from Algorithm 1, $\omega_s$ in Algorithm 2 needs to satisfy the following inequalities:

$$\frac{1 - \omega_s}{\omega_s^2} \leq \frac{1}{\omega_{s-1}^2} \quad \text{and} \quad 0 \leq \omega_s \leq 1 - \frac{L\eta}{1 - L\eta}. \quad (7)$$

3. Although Acc-Prox-SVRG (Nitanda, 2014) also has a momentum parameter, its oracle complexity is no faster than SVRG when the size of mini-batch is less than $n/2$, as discussed in (Allen-Zhu, 2018).

4. For some regularized ERM problems, we can save the intermediate gradients $\nabla f_i(\bar{x}^{s-1})$ in the computation of $\nabla f(\bar{x}^{s-1})$, which requires $O(n)$ storage in general as in (Defazio et al., 2014b).
It is clear that the condition (7) allows the stochastic momentum parameter to decrease, but not too fast, similar to the requirement on the step-size \( \eta \) in classical SGD. Unlike deterministic acceleration methods, where \( \omega_s \) is only required to satisfy the first inequality in (7), the momentum parameter \( \omega_s \) in Algorithm 2 must satisfy both inequalities. Inspired by the momentum acceleration techniques in (Teng, 2010; Su et al., 2014) for deterministic optimization, the update rule for \( \omega_s \) is defined as follows: \( \omega_0 = 1 - \tilde{L} \eta / (1 - \tilde{L} \eta) \), and for any \( s > 1 \), \( \omega_s = \sqrt{\omega_{s-1}^2 + 4 \omega_{s-1}^2 - \omega_{s-1}^2} / 2 \), \( m_{s+1} = \min(\{ \rho m_s \}, m) \).

4. Convergence Analysis

In this section, we provide the convergence analysis of ASVRG for both strongly convex and non-strongly convex objectives. We first give the following key intermediate result (the proofs to all theoretical results in this paper are given in the supplementary material).

**Lemma 2** Suppose Assumption 1 holds. Let \( x^* \) be an optimal solution of Problem (1), and \( \{(x_t^s, y_t^s)\} \) be the sequence generated by Algorithms 1 and 2 with \( \omega_s \leq 1 - \tilde{L} \eta / (1 - \tilde{L} \eta) \). Then for all \( s = 1, \ldots, S \),

\[
\mathbb{E}[F(\bar{x}^s) - F(x^*)] \leq (1 - \omega_{s-1}) \mathbb{E}[F(\bar{x}^{s-1}) - F(x^*)] + \frac{\omega_{s-1}^2}{2m\eta} \mathbb{E}[\|x^* - y_0^s\|^2 - \|x^* - y_m\|^2].
\]

4.1. Analysis for Strongly Convex Objectives

For strongly convex objectives, our first main result is the following theorem, which gives the convergence rate and oracle complexity of Algorithm 1.

**Theorem 3** Suppose Assumptions 1 and 2 hold, and given the same notation as in Lemma 2, and \( m \) is sufficiently large so that

\[
\rho := 1 - \omega + \frac{\omega^2}{m\eta} < 1.
\]

5. Note that the momentum parameter \( \omega_s \) in Algorithm 1 is a constant, that is, \( \omega_s \equiv \omega \). In addition, if the length of the early epochs is not sufficiently large, the epochs can be viewed as an initialization step.
Then Algorithm 1 with Option I has the following geometric convergence in expectation:
\[
\mathbb{E}[F(\bar{x}^\ast) - F(x^\ast)] \leq \rho^k [F(\bar{x}^0) - F(x^\ast)].
\]

Theorem 3 shows that Algorithm 1 with Option I achieves linear convergence for strongly convex problems. We can easily obtain a similar result for Algorithm 1 with Option II. The following results give the oracle complexities of Algorithm 1 with Option I or Option II, as shown in Figure 1, where \(\kappa = \bar{L}/\mu\) is the condition number.

**Corollary 4** The oracle complexity of Algorithm 1 with Option I to achieve an \(\varepsilon\)-suboptimal solution (i.e., \(\mathbb{E}[F(\bar{x}^\ast)] - F(x^\ast) \leq \varepsilon\)) is

\[
\begin{align*}
\mathcal{O}\left(\sqrt{nL/\mu} \log \frac{F(\bar{x}^0) - F(x^\ast)}{\varepsilon}\right), & \quad \text{if } m\mu/\bar{L} \in [0.68623, 145.72], \\
\mathcal{O}\left((n + \bar{L}/\mu) \log \frac{F(\bar{x}^0) - F(x^\ast)}{\varepsilon}\right), & \quad \text{otherwise}.
\end{align*}
\]

**Corollary 5** The oracle complexity of Algorithm 1 with Option II and restarts every \(\mathcal{S} = 2 \cdot \left(\frac{1 - \omega}{\omega} + \frac{\omega}{\eta m\mu}\right)\) epochs\(^6\) to achieve an \(\varepsilon\)-suboptimal solution (i.e., \(\mathbb{E}[F(\bar{x}^\ast)] - F(x^\ast) \leq \varepsilon\)) is

\[
\mathcal{O}\left((n + \sqrt{nL/\mu}) \log \frac{F(\bar{x}^0) - F(x^\ast)}{\varepsilon}\right).
\]

For the most commonly used uniform random sampling (i.e., sampling probabilities \(p_i = 1/n\) for all \(i = 1, \ldots, n\)), the oracle complexity of ASVRG becomes \(\mathcal{O}((n + \sqrt{nL/\mu}) \log(1/\varepsilon))\), which is identical to that of Katyusha (Allen-Zhu, 2018) and Point-SAGA (Defazio, 2016), and better than those of non-accelerated methods (e.g., \(\mathcal{O}((n + L/\mu) \log(1/\varepsilon))\) of SVRG).

**Remark 6** For uniform random sampling, and recalling \(L = L_{\max} = \max_j L_j\), the above oracle bound is rewritten as: \(\mathcal{O}((n + \sqrt{nL_{\max}/\mu}) \log(1/\varepsilon))\). As each \(f_i(\cdot)\) generally has different degrees of smoothness \(L_i\), picking the random index \(i_t\) from a non-uniform distribution is a much better choice than simple uniform random sampling (Zhao and Zhang, 2015; Needell et al., 2016). For instance, the sampling probabilities for all \(f_i(\cdot)\) are proportional to their Lipschitz constants, i.e., \(p_i = L_i/\sum_{j=1}^n L_j\). In this case, the oracle complexity becomes \(\mathcal{O}((n + \sqrt{nL_{\avg}/\mu}) \log(1/\varepsilon))\), where \(L_{\avg} = \frac{1}{n} \sum_{j=1}^n L_j \leq L_{\max}\). In other words, the statement of Corollary 5 can be revised by simply replacing \(\bar{L}\) with \(L_{\avg}\). And the proof only needs some minor changes accordingly. In fact, all statements in this section can be revised by replacing \(\bar{L}\) with \(L_{\avg}\).

---

\(^6\) For each restart, the new initial point is set to \(\bar{x}^0 = \frac{1}{S} \sum_{s=1}^S \bar{x}^s\). If we choose the snapshot to be the weighted average as in (Allen-Zhu, 2018) rather than the uniform average, our algorithm without restarts can also achieve the tightest possible result. Note that \(\mathcal{O}(n + \sqrt{nL/\mu})\) is always less than \(\mathcal{O}(n + L/\mu)\).
4.2. Analysis for Non-Strongly Convex Objectives
For non-strongly convex objectives, our second main result is the following theorem, which gives the convergence rate and oracle complexity of Algorithm 2.

**Theorem 7** Suppose Assumption 1 holds. Then the following result holds,

\[
E[F(\tilde{x}^S) - F(x^*)] \leq \frac{4(\alpha - 1)[F(\tilde{x}^0) - F(x^*)]}{(\alpha - 2)^2(S + 1)^2} + \frac{2\|x^* - \tilde{x}^0\|^2}{\eta m(S + 1)^2},
\]

where \( \alpha = 1/(\tilde{L}\eta) > 2 \). Furthermore, choosing \( m = \Theta(n) \), Algorithm 2 achieves an \( \varepsilon \)-suboptimal solution, i.e., \( E[F(\tilde{x}^S)] - F(x^*) \leq \varepsilon \) using at most \( \mathcal{O}(\frac{n\sqrt{F(\tilde{x}^0) - F(x^*)}}{\sqrt{\varepsilon}} + \sqrt{nL\|\tilde{x}^0 - x^*\|}) \) iterations.

One can see that the oracle complexity of ASVRG is consistent with the best known result in (Hien et al., 2018; Allen-Zhu, 2018), and all the methods attain the optimal convergence rate \( \mathcal{O}(1/t^2) \).

Moreover, we can use the adaptive regularization technique in (Allen-Zhu and Hazan, 2016) for Algorithm 1, and achieve a SC objective \( F(x) + \sigma_s^2\|x - \tilde{x}^0\| \) with a decreasing value \( \sigma_s \), e.g., \( \sigma_s = \sigma_{s-1}/2 \) in (Allen-Zhu and Hazan, 2016). Then we have the following result.

**Corollary 8** Suppose Assumption 1 holds, and \( g(\cdot) \) is non-SC. By applying the adaptive regularization technique in (Allen-Zhu and Hazan, 2016) for Algorithm 1, then we obtain an \( \varepsilon \)-suboptimal solution using at most the following oracle complexity:

\[
\mathcal{O}\left(n \log \frac{F(\tilde{x}^0) - F(x^*)}{\varepsilon} + \frac{\sqrt{nL\|\tilde{x}^0 - x^*\|}}{\sqrt{\varepsilon}}\right).
\]

Corollary 8 implies that ASVRG has a low oracle complexity (i.e., \( \mathcal{O}(n \log(1/\varepsilon) + C_1 \sqrt{nL/\varepsilon}) \)), which is the same as that in (Allen-Zhu, 2018). Both ASVRG and Katyusha have a much faster rate than SAGA (Defazio et al., 2014a), whose oracle complexity is \( \mathcal{O}((n + L)/\varepsilon) \).

Although ASVRG is much simpler than Katyusha, all the theoretical results show that ASVRG achieves the same convergence rates and oracle complexities as Katyusha for both SC and non-SC cases. Similar to (Babanezhad et al., 2015; Allen-Zhu and Yuan, 2016), we can reduce the number of gradient calculations in early iterations to further speed up ASVRG in practice.

5. Extensions of ASVRG
In this section, we first extend ASVRG to the mini-batch setting. Then we extend Algorithm 1 and its convergence results to the non-smooth setting (e.g., the problems in Cases 3 and 4).

5.1. Mini-Batch
In this part, we extend ASVRG and its convergence results to the mini-batch setting. Suppose that the mini-batch size is \( b \), the stochastic gradient estimator with variance reduction becomes

\[
\tilde{\nabla}f_i(x_{t-1}^s) = \frac{1}{b} \sum_{i \in I_t} \frac{1}{n_{p_i}} \left[ \nabla f_i(x_{t-1}^s) - \nabla f_i(\tilde{x}^{s-1}) \right] + \nabla f(\tilde{x}^{s-1}),
\]
where $I_t \subset [n]$ is a mini-batch of size $b$. Consequently, the momentum parameters $\omega$ and $\omega_s$ must satisfy $\omega \leq 1 - \frac{\tau(b)\tilde{L}_n}{1-L_n}$ and $\omega_s \leq 1 - \frac{\tau(b)\tilde{L}_n}{1-L_n}$ for SC and non-SC cases, respectively, where $\tau(b) = (n-b)/(b(n-1))$. Moreover, the upper bound on the variance of $\nabla f_{\omega t}(x_{t-1}^s)$ can be extended to the mini-batch setting as follows.

**Lemma 9**

$$
\mathbb{E}\left[\left\|\nabla f_{\omega t}(x_{t-1}^s) - \nabla f(x_{t-1}^s)\right\|^2\right] \leq \frac{2\tilde{L}(n-b)}{b(n-1)} \left[ f(\bar{x}^{s-1}) - f(x_{t-1}^s) + \nabla f(x_{t-1}^s)^T(x_{t-1}^s - \bar{x}^{s-1}) \right].
$$

In the SC case, the convergence result of the mini-batch variant \(^7\) of ASVRG is identical to Theorem 3 and Corollary 5. For the non-SC case, we set the initial parameter $\omega_0 = 1 - \frac{\tau(b)\tilde{L}_n}{1-L_n}$. Then Theorem 7 can be extended to the mini-batch setting as follows.

**Theorem 10** Suppose Assumption 1 holds, and given the same notation as in Theorem 7 and $\omega_0 = 1 - \frac{\tau(b)\tilde{L}_n}{1-L_n}$, then the following inequality holds

$$
\mathbb{E}[F(\bar{x}^{s}) - F(x^\star)] \leq \frac{4(\alpha - 1)\tau(b)\left|F(\bar{x}^{0}) - F(x^\star)\right|}{[\alpha - 1 - \tau(b)]^2(s+1)^2} + \frac{2\tilde{L}\alpha\|x^\star - \bar{x}^{0}\|^2}{m(s+1)^2}. \tag{8}
$$

**Remark 11** For the special case of $b = 1$, we have $\tau(1) = 1$, and then Theorem 10 degenerates to Theorem 7. When $b = n$ (i.e., the batch setting), then $\tau(n) = 0$, and the first term on the right-hand side of (8) diminishes. Then our algorithm degenerates to an accelerated deterministic method with the optimal convergence rate of $\mathcal{O}(1/t^2)$, where $t$ is the number of iterations.

### 5.2. Non-Smooth Settings

In addition to the application of the regularization reduction technique in (Allen-Zhu and Hazan, 2016) for a class of smooth and non-SC problems (i.e., Case 2 of Problem (1)), as shown in Section 4.2, ASVRG can also be extended to solve the problems in both Cases 3 and 4, when each component of $f$ is $G$-Lipschitz continuous, which is defined as follows.

**Definition 12** The function $f_i(x)$ is $G$-Lipschitz continuous if there exists a constant $G$ such that, for any $x, y \in \mathbb{R}^d$, $|f_i(x) - f_i(y)| \leq G\|x - y\|$.  

The key technique is using a proximal operator to obtain gradients of the $\delta_s$-Moreau envelope of a non-smooth function $f_i(\cdot)$, defined as

$$
f^\delta_s_i(x) = \inf_{y \in \mathbb{R}^d} f_i(y) + \frac{\delta_s}{2}\|x - y\|^2, \tag{9}
$$

where $\delta_s$ is an increasing parameter as in (Allen-Zhu and Hazan, 2016). That is, we use the proximal operator to smoothen each component function, and optimize the new, smooth function which approximates the original problem. This technique has been used in Katyusha (Allen-Zhu, 2018) and accelerated SDCA (Shalev-Shwartz and Zhang, 2016) for non-smooth objectives.

---

7. Note that in the mini-batch setting, the number of stochastic iterations of the inner loop in Algorithms 1 and 2 is reduced from $m$ to $[m/b]$. 
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Property 1 (Nesterov (2005); Bauschke and Combettes (2011); Orabona et al. (2012)) Let each $f_i(x)$ be convex and $G$-Lipschitz continuous. For any $\delta > 0$, the following results hold:
(a) $f_i^\delta(x)$ is $\delta$-smooth;
(b) $\nabla (f_i^\delta)(x) = \delta(x - \text{prox}_{f_i^\delta}(x))$;
(c) $f_i^\delta(x) \leq f_i(x) \leq f_i^\delta(x) + \frac{G^2}{2\delta}$.

By using the similar techniques in (Allen-Zhu and Hazan, 2016), we can apply ASVRG to solve the smooth problem $F_\delta^s(x) := \frac{1}{n} \sum_{i=1}^{n} f_i^\delta(x) + g(x)$. It is easy to verify that ASVRG satisfies the homogenous objective decrease (HOOD) property in (Allen-Zhu and Hazan, 2016) (see (Allen-Zhu and Hazan, 2016) for the detail of HOOD), as shown below.

Corollary 13 Algorithm 1 used to solve the problem in Case 1 satisfies the HOOD property with at most $O(n + \sqrt{nL/\mu})$ iterations. That is, for every starting point $\bar{x}^0$, Algorithm 1 produces an output $\bar{x}^*$ satisfying $\mathbb{E}[F(\bar{x}^*)] - F(x^*) \leq [F(\bar{x}^0) - F(x^*)]/4$ in at most $O(n + \sqrt{nL/\mu})$ iterations.

In the following, we extend the result in Theorem 3 to the non-smooth setting as follows.

Corollary 14 Let $f_i(x)$ be $G$-Lipschitz continuous, and $g(x)$ be $\mu$-strongly convex. By applying the adaptive smooth technique in (Allen-Zhu and Hazan, 2016) on ASVRG, we obtain an $\varepsilon$-suboptimal solution using at most the following oracle complexity:
$$O\left(n \log \frac{F(\bar{x}^0) - F(x^*)}{\varepsilon} + \sqrt{nG} \sqrt{\frac{\varepsilon}{\mu}}\right).$$

Corollary 15 Let $f_i(x)$ be $G$-Lipschitz continuous and $g(x)$ be not necessarily strongly convex. By applying both the adaptive regularization and smooth techniques in (Allen-Zhu and Hazan, 2016) on ASVRG, we obtain an $\varepsilon$-suboptimal solution using at most the following oracle complexity:
$$O\left(n \log \frac{F(\bar{x}^0) - F(x^*)}{\varepsilon} + \sqrt{nG} \|\bar{x}^0 - x^*\| \frac{1}{\varepsilon}\right).$$

From Corollaries 14 and 15, one can see that ASVRG converges to an $\varepsilon$-accurate solution for Case 3 of Problem (1) in $O\left(n \log \frac{C_2}{\varepsilon} + \frac{\sqrt{nC_4G}}{\sqrt{\mu\varepsilon}}\right)$ iterations and for Case 4 in $O\left(n \log \frac{C_2}{\varepsilon} + \frac{\sqrt{nC_4G}}{\sqrt{\mu\varepsilon}}\right)$ iterations. That is, ASVRG achieves the same low oracle complexities as the accelerated stochastic variance reduction method, Katyusha, for the two classes of non-smooth problems (i.e., Cases 3 and 4 of Problem (1)).

6. Experiments

In this section, we evaluate the performance of ASVRG, and all the experiments were performed on a PC with an Intel i5-2400 CPU and 16GB RAM. We used the two publicly available data sets in our experiments: Covtype and RCV1, which can be downloaded from the LIBSVM Data website.  

8. https://www.csie.ntu.edu.tw/~cjlin/libsvm/
6.1. Effectiveness of Our Momentum

Figure 2 shows the performance of ASVRG with $\theta_s = 1$ (i.e., Algorithm 3) and ASVRG in order to illustrate the importance and effectiveness of our momentum. Note that the epoch length is set to $m = 2n$ for the two algorithms (i.e., $m_1 = 2n$ and $\rho = 1$), as well as SVRG (Johnson and Zhang, 2013). It is clear that Algorithm 3 is without our momentum acceleration technique. The main difference between Algorithm 3 and SVRG is that the snapshot and starting points of the former are set to the uniform average and last iterate of the previous epoch, respectively, while the two points of the later are the last iterate. The results show that Algorithm 3 outperforms SVRG, suggesting that the iterate average can work better in practice, as discussed in (Shang et al., 2018b). In particular, ASVRG converges significantly faster than ASVRG without momentum and SVRG, meaning that our momentum acceleration technique can accelerate the convergence of ASVRG.

6.2. Comparison with Stochastic Methods

For fair comparison, ASVRG and the compared algorithms (including SVRG (Johnson and Zhang, 2013), SAGA (Defazio et al., 2014a), Acc-Prox-SVRG (Nitanda, 2014), Catalyst (Lin et al., 2015), and Katyusha (Allen-Zhu, 2018)) were implemented in C++ with a Matlab interface. There is only one parameter (i.e., the learning rate) to tune for all these methods except Catalyst and Acc-Prox-SVRG. In particular, we compare their performance in terms of both the number of effective passes over the data and running time (seconds). As in (Xiao and Zhang, 2014), each feature vector has been normalized so that it has norm 1.

Figure 3 shows how the objective gap (i.e., $F(x^s) - F(x^\star)$) of all these methods decreases on elastic net regularized logistic regression ($\lambda_1 = 10^{-4}$, $\lambda_2 = 10^{-5}$) as time goes on. It is clear that ASVRG converges significantly faster than the other methods in terms of both oracle calls and running time, while Catalyst and Katyusha achieve comparable and sometimes even better performance than SVRG and SAGA in terms of the running time (seconds). The main reason is that ASVRG not only takes advantage of the momentum acceleration trick, but also can use much larger step-size (e.g., $1/(3L)$ for ASVRG vs. $1/(10L)$ for SVRG). This empirically verifies our theoretical result in Corollary 5 that ASVRG has the same low oracle complexity as Katyusha.
ASVRG significantly outperforms Katyusha in terms of running time, which implies that ASVRG has a much lower per-iteration cost than Katyusha.

7. Conclusions

We proposed an efficient ASVRG method, which integrates both the momentum acceleration trick and variance reduction technique. We first designed a simple momentum acceleration technique. Then we theoretically analyzed the convergence properties of ASVRG, which show that ASVRG achieves the same low oracle complexities for both SC and non-SC objectives as accelerated methods, e.g., Katyusha (Allen-Zhu, 2018). Moreover, we also extended ASVRG and its convergence results to both mini-batch settings and non-smooth settings.

It would be interesting to consider other classes of settings, e.g., the non-Euclidean norm setting. In practice, ASVRG is much simpler than the existing accelerated methods, and usually converges much faster than them, which has been verified in our experiments. Due to its simplicity, it is more friendly to asynchronous parallel and distributed implementation for large-scale machine learning problems (Zhou et al., 2018), similar to (Reddi et al., 2015; Sra et al., 2016; Mania et al., 2017; Zhou et al., 2018; Lee et al., 2017; Wang et al., 2017). One natural open problem is whether the best oracle complexities can be obtained by ASVRG in the asynchronous and distributed settings.
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In this supplementary material, we give the detailed proofs for some lemmas, theorems and properties.

**Appendix A.**

**Appendix A1: Proof of Proposition 1**

**Proof** Using Theorem 1, we have

\[ \rho(\omega) = 1 - \omega + \frac{\omega^2}{\mu m\eta}. \]

Obviously, it is desirable to have a small convergence factor \( \rho(\omega) \). So, we minimize \( \rho(\omega) \) with given \( \eta \). Then we have

\[ \omega_* = \frac{m\mu\eta}{2} \leq 1 - \frac{\tilde{L}\eta}{1 - \tilde{L}\eta}, \]

and

\[ \rho(\omega_*) = 1 - \frac{m\mu\eta}{4} > 0. \]

The above two inequalities imply that

\[ \eta \leq \frac{1 + 4c_1 - \sqrt{1 + 16c_1^2}}{2\tilde{L}} = \frac{1 + 4c_1 - \sqrt{1 + 16c_1^2}}{2c_1m\mu} \quad \text{and} \quad \eta < \frac{4}{m\mu}, \]

where \( c_1 = \frac{\tilde{L}}{(m\mu)} > 0 \). This completes the proof.

**Appendix A2: ASVRG Pseudo-Codes**

We first give the details on Algorithm 1 with \( \omega = 1 \) for optimizing smooth objective functions such as \( \ell_2 \)-norm regularized logistic regression, as shown in Algorithm 3, which is almost identical to the regularized SVRG in (Babanezhad et al., 2015) and the original SVRG in (Johnson and Zhang, 2013). The main differences between Algorithm 3 and the latter two are the initialization of \( x_0 \)
and the choice of the snapshot point $\tilde{x}^s$. Moreover, we can use the doubling-epoch technique in (Mahdavi et al., 2013; Allen-Zhu and Yuan, 2016) to further speed up our ASVRG method for both SC and non-SC cases. Besides, all the proposed algorithms can be extended to the mini-batch setting as in (Nitanda, 2014; Konečný et al., 2016). In particular, our ASVRG method can be extended to an accelerated incremental aggregated gradient method with the SAGA estimator in (Defazio et al., 2014a).

Algorithm 3 ASVRG with $\omega = 1$

**Input:** The number of epochs $S$, the number of iterations $m$ per epoch, and the step size $\eta$.

**Initialize:** $x^0_1 = \tilde{x}^0$, $m_1 = n/4$, $\rho > 1$, and the probability $P = [p_1, \ldots, p_n]$.

1: for $s = 1, 2, \ldots, S$ do
2: $\tilde{\nabla} = \frac{1}{n}\sum_{i=1}^{n} \nabla f_i(\tilde{x}^{s-1})$;
3: for $t = 1, 2, \ldots, m_s$ do
4: Pick $i_t$ from $\{1, \ldots, n\}$ randomly based on $P$;
5: $\nabla f_{i_t}(x_{t-1}^s) = [\nabla f_{i_t}(x_{t-1}^s) - \nabla f_{i_t}(\tilde{x}^{s-1})] / (np_{i_t}) + \tilde{\nabla}$;
6: $x_{t}^s = x_{t-1}^s - \eta \left[ \nabla f_{i_t}(x_{t-1}^s) + \nabla g(x_{t-1}^s) \right]$;
7: end for
8: $\tilde{x}^s = \frac{1}{m_s} \sum_{t=1}^{m_s} x_t^s$, $x_0^{s+1} = x_{m_s}^s$, $m_{s+1} = \min(\lfloor \rho m_s \rfloor, m)$;
9: end for

**Output:** $\tilde{x}^S$.

Appendix A3: Elastic-Net Regularized Logistic Regression

In this paper, we mainly focus on the following elastic-net regularized logistic regression problem for binary classification,

$$\min_{x \in \mathbb{R}^d} \frac{1}{n} \sum_{i=1}^{n} \log(1 + \exp(-b_i a_i^T x)) + \frac{\lambda_1}{2} \|x\|^2 + \lambda_2 \|x\|_1,$$

where $\{(a_i, b_i)\}$ is a set of training examples, and $\lambda_1, \lambda_2 \geq 0$ are the regularization parameters. Note that $f_i(x) = \log(1 + \exp(-b_i a_i^T x)) + (\lambda_1/2)\|x\|^2$.

In this paper, we used the two publicly available data sets in the experiments: Covtype and RCV1, as listed in Table 2. For fair comparison, we implemented the state-of-the-art stochastic methods such as SAGA (Defazio et al., 2014a), SVRG (Johnson and Zhang, 2013), Acc-Prox-SVRG (Nitanda, 2014), Catalyst (Lin et al., 2015), and Katyusha (Allen-Zhu, 2018), and our ASVRG method in C++ with a Matlab interface, and conducted all the experiments on a PC with an Intel i5-4570 CPU and 16GB RAM.

Appendix B. Proof of Lemma 2

Before proving the key Lemma 2, we first give the following lemma and properties, which are useful for the convergence analysis of our ASVRG method.
Lemma 16 Suppose Assumption 1 holds. Then the following inequality holds

$$\mathbb{E} \left[ \left\| \nabla f_i(x_i^{s-1}) - \nabla f(x_i^{s-1}) \right\|^2 \right] \leq 2 \bar{L} \left( f(x_i^{s-1}) - f(x_i^{s-1}) + \langle \nabla f(x_i^{s-1}), x_i^{s-1} - x_i^{s-1} \rangle \right),$$

(10)

where $\langle \cdot, \cdot \rangle$ denotes the inner product (i.e., $\langle x, y \rangle = x^T y$ for all $x, y \in \mathbb{R}^d$), and $\bar{L} = \max_j L_j/(p_j n)$. When $p_i = 1/n$ (i.e., uniform random sampling), $\bar{L} = L_{\text{max}} := \max_j L_j$, while $\bar{L} = L_{\text{avg}} := \frac{1}{n} \sum_{j=1}^{n} L_j$ when $p_i = L_i/ \sum_{j=1}^{n} L_j$ (i.e., the sampling probabilities $p_i$ for $i \in \{1, \ldots, n\}$ are proportional to their Lipschitz constants $L_i$ of $\nabla f_i(\cdot)$).

The proof of Lemma 16 is similar to that of Lemma 3.4 in (Allen-Zhu, 2018). For the sake of completeness, we give the detailed proof of Lemma 16 as follows. Their main difference is that Lemma 16 provides the upper bound on the expected variance of the modified stochastic gradient estimator, i.e.,

$$\nabla f_i(x_i^{s-1}) = \left[ \nabla f_i(x_i^{s-1}) - \nabla f_i(x_i^{s-1}) \right] / (np_i) + \nabla,$$

while the upper bound in Lemma 3.4 in (Allen-Zhu, 2018) is for the standard stochastic gradient estimator in (Johnson and Zhang, 2013; Zhang et al., 2013). Obviously, the upper bound in Lemma 16 is much tighter than that in (Johnson and Zhang, 2013; Xiao and Zhang, 2013; Allen-Zhu and Yuan, 2016), e.g., Corollary 3.5 in (Xiao and Zhang, 2014) and Lemma A.2 in (Allen-Zhu and Yuan, 2016).

Proof Now we take expectations with respect to the random choice of $i$, to obtain

$$\mathbb{E} \left[ \frac{1}{np_i} \left[ \nabla f_i(x_i^{s-1}) - \nabla f_i(x_i^{s-1}) \right] \right]$$

$$= \sum_{i=1}^{n} \frac{p_i}{np_i} \left[ \nabla f_i(x_i^{s-1}) - \nabla f_i(x_i^{s-1}) \right]$$

$$= \sum_{i=1}^{n} \frac{1}{n} \left[ \nabla f_i(x_i^{s-1}) - \nabla f_i(x_i^{s-1}) \right]$$

$$= \nabla f(x_i^{s-1}) - \nabla f(x_i^{s-1}).$$

Theorem 2.1.5 in (Nesterov, 2004) immediately implies the following result.

$$\left\| \nabla f_i(x_i^{s-1}) - \nabla f_i(x_i^{s-1}) \right\|^2 \leq 2L_i \left[ f_i(x_i^{s-1}) - f_i(x_i^{s-1}) + \langle \nabla f_i(x_i^{s-1}), x_i^{s-1} - x_i^{s-1} \rangle \right].$$
Dividing both sides of the above inequality by \(1/(n^2p_i)\), and summing it over \(i = 1, \ldots, n\), we obtain
\[
\frac{1}{n} \sum_{i=1}^{n} \frac{1}{np_i} \| \nabla f_i(x_{t-1}^s) - \nabla f_i(\bar{x}^{s-1}) \|^2
\leq 2L [f(\bar{x}^{s-1}) - f(x_{t-1}^s) + \langle \nabla f(x_{t-1}^s), x_{t-1}^s - \bar{x}^{s-1} \rangle].
\]  

(12)

Using the definition of \(\tilde{\nabla} f_i(x_{t-1}^s) = [\nabla f_i(x_{t-1}^s) - \nabla f_i(\bar{x}^{s-1})]/(np_i) + \nabla f(\bar{x}^{s-1})\), (11), and (12), we have
\[
\mathbb{E} \left[ \| \tilde{\nabla} f_i(x_{t-1}^s) - \nabla f(x_{t-1}^s) \|^2 \right]
= \mathbb{E} \left[ \| \nabla f(\bar{x}^{s-1}) - \nabla f(x_{t-1}^s) - \nabla f_i(\bar{x}^{s-1}) + \nabla f_i(x_{t-1}^s) \|^2 \right]
\leq \mathbb{E} \left[ \frac{1}{np_i^2} \| \nabla f_i(x_{t-1}^s) - \nabla f_i(\bar{x}^{s-1}) \|^2 \right]
= \frac{1}{n} \sum_{i=1}^{n} \frac{1}{np_i} \| \nabla f_i(x_{t-1}^s) - \nabla f_i(\bar{x}^{s-1}) \|^2
\leq 2L [f(\bar{x}^{s-1}) - f(x_{t-1}^s) + \langle \nabla f(x_{t-1}^s), x_{t-1}^s - \bar{x}^{s-1} \rangle],
\]
where the first inequality follows from the fact that \(\mathbb{E}[\| x \|^2] = \mathbb{E}[\| x \|^2] - \mathbb{E}[\| x \|^2] \leq \mathbb{E}[\| x \|^2]\), and the second inequality holds due to (12).

Property 2 (Lan (2012)) Assume that \(z^*\) is an optimal solution of the following problem,
\[
\min_z \frac{\nu}{2} \| z - z_0 \|^2 + h(z),
\]
where \(h(z)\) is a convex function (but possibly non-differentiable). Then for any \(z \in \mathbb{R}^d\),
\[
h(z^*) + \frac{\nu}{2} \| z^* - z_0 \|^2 + \frac{\nu}{2} \| z - z^* \|^2 \leq h(z) + \frac{\nu}{2} \| z - z_0 \|^2.
\]

Property 3 Assume that the stochastic momentum weight \(\omega_s\) in Algorithm 2 satisfies the following conditions:
\[
\omega_0 \leq 1 - \frac{1}{\alpha - 1} \quad \text{and} \quad \frac{1 - \omega_s}{\omega_s} = \frac{1}{\omega_{s-1}^2},
\]  

(13)

where \(\alpha = 1/(\bar{L} \eta)\). Then the following properties hold:
\[
\omega_s = \sqrt{\omega_{s-1}^4 + 4 \omega_{s-1}^2 - \omega_{s-1}^2}, \quad \omega_s \leq \frac{2}{s + 2}.
\]
In the following, we will prove by induction that
\[ \omega_s = \sqrt{\frac{\omega^4_{s-1} + 4\omega^2_{s-1} - \omega^2_{s-1}}{2}} \geq 0. \]

Proof Using the equality in (13), it is easy to show that
\[ \omega_0 \leq 1 - \frac{1}{\alpha - 1} \leq 1 + \frac{2}{\alpha + 2}. \]

Assume that \( \omega_{s-1} \leq \frac{2}{s+1} \), then we have
\[ \omega_s = \sqrt{\frac{\omega^4_{s-1} + 4\omega^2_{s-1} - \omega^2_{s-1}}{2}} = \frac{2}{1 + \sqrt{1 + (s+1)^2}} \leq \frac{2}{s+2}. \]

This completes the proof.

Proof of Lemma 2:
Proof Let \( \tilde{\nabla}_t := [\nabla f_i(x^s_{t-1}) - \nabla f_i(\bar{x}^{s-1})]/(n\eta_i) + \nabla f(\bar{x}^{s-1}) \). Suppose each component function \( f_i(\cdot) \) is \( L_i \)-smooth, which implies that the gradient of the average function \( f(x) \) is convex and also Lipschitz-continuous, i.e., there exists a Lipschitz constant \( L_f > 0 \) such that for all \( x, y \in \mathbb{R}^d \),
\[ \| \nabla f(x) - \nabla f(y) \| \leq L_f \| x - y \|, \]
whose equivalent form is
\[ f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle + \frac{L_f}{2} \| y - x \|^2. \]

Moreover, it is easy to verify that \( L_f \leq L_{\text{avg}} = \frac{1}{n} \sum_{j=1}^n L_j \leq \bar{L} \). Let \( \eta = 1/(\bar{L} \alpha) \) and \( \alpha > 2 \) be a suitable constant, then we have
\[
\begin{align*}
f(x^s_t) &\leq f(x^s_{t-1}) + \langle \nabla f(x^s_{t-1}), x^s_t - x^s_{t-1} \rangle + \frac{L_f}{2} \| x^s_t - x^s_{t-1} \|^2 \\
&\leq f(x^s_{t-1}) + \langle \nabla f(x^s_{t-1}), x^s_t - x^s_{t-1} \rangle + \frac{\bar{L}}{2} \| x^s_t - x^s_{t-1} \|^2 \\
&= f(x^s_{t-1}) + \langle \nabla f(x^s_{t-1}), x^s_t - x^s_{t-1} \rangle + \frac{\bar{L} \alpha}{2} \| x^s_t - x^s_{t-1} \|^2 - \frac{\bar{L}(\alpha - 1)}{2} \| x^s_t - x^s_{t-1} \|^2 \\
&= f(x^s_{t-1}) + \langle \tilde{\nabla}_t, x^s_t - x^s_{t-1} \rangle + \frac{\bar{L} \alpha}{2} \| x^s_t - x^s_{t-1} \|^2 - \frac{\bar{L}(\alpha - 1)}{2} \| x^s_t - x^s_{t-1} \|^2 \\
&\quad + \langle \nabla f(x^s_{t-1}) - \tilde{\nabla}_t, x^s_t - x^s_{t-1} \rangle.
\end{align*}
\]
\[ \mathbb{E}\left[ \nabla f(x^s_{t-1}) - \nabla f(x^s_t, x^s_{t-1}) \right] \leq \mathbb{E}\left[ \frac{1}{2L(\alpha-1)} \left\| \nabla f(x^s_{t-1}) - \nabla f(x^s_{t-1}) \right\|^2 + \frac{\tilde{L}(\alpha-1)}{2} \left\| x^s_t - x^s_{t-1} \right\|^2 \right] \]

(15)

where the first inequality holds due to the Young’s inequality, i.e., \( a^Tb \leq \|a\|^2/(2\theta) + \theta \|b\|^2/2 \) for all \( \theta > 0 \), and the second inequality follows from Lemma 16.

Taking the expectation over the random choice of \( i_t \), and substituting the inequality (15) into the inequality (14), then we have

\[
\mathbb{E}[F(x^s_t)] \leq f(x^s_{t-1}) + \mathbb{E}\left[ \nabla \nabla f(x^s_{t-1}), x^s_{t-1} - \bar{x}^{s-1} \right] + \frac{\tilde{L} \omega^2}{2} \left\| y^s_t - y^s_{t-1} \right\|^2 + \omega_{s-1} g(y^s_t) + (1 - \omega_{s-1}) g(\bar{x}^{s-1})
\]

(16)

where the first inequality holds due to the inequalities (14) and (15); the second inequality follows from the facts that \( x^s_t = \bar{x}^{s-1} + \omega_{s-1}(y^s_t - \bar{x}^{s-1}) = \omega_{s-1}y^s_t + (1 - \omega_{s-1})\bar{x}^{s-1} \), \( x^s_t - x^s_{t-1} = \omega_{s-1}(y^s_t - y^s_{t-1}) \), and

\[
g(\omega_{s-1}y^s_t + (1 - \omega_{s-1})\bar{x}^{s-1}) \leq \omega_{s-1} g(y^s_t) + (1 - \omega_{s-1}) g(\bar{x}^{s-1}).
\]
Since $y^s_t$ is the optimal solution of the problem (5), the third inequality follows from Property 2 with $z^* = y^s_1$, $z = x^*$, $z_0 = y^s_1$, $\nu = \frac{\tilde{L}\omega_{s-1}}{\eta}$ and $h(y) := \langle \nabla_t, y - y^s_{t-1} \rangle + g(y)$. The first equality holds due to the facts that

$$
\omega_{s-1} \langle \nabla_t, x^* - y^s_{t-1} \rangle \\
= \langle \nabla_t, \omega_{s-1}x^* + (1 - \omega_{s-1})\bar{x}^{s-1} - x^s_{t-1} \rangle \\
= \langle \nabla f_t(x^s_{t-1}), \omega_{s-1}x^* + (1 - \omega_{s-1})\bar{x}^{s-1} - x^s_{t-1} \rangle \\
+ \langle -\nabla f_t(x^s_{t-1}) + \nabla f(\bar{x}^{s-1}), \omega_{s-1}x^* + (1 - \omega_{s-1})\bar{x}^{s-1} - x^s_{t-1} \rangle,
$$

and $\mathbb{E}[\nabla f_t(x^s_{t-1})] = \nabla f(x^s_{t-1})$, and the last equality follows from the fact that

$$
\mathbb{E} \left[ \langle -\nabla f_t(\bar{x}^{s-1}) + \nabla f(\bar{x}^{s-1}), \omega_{s-1}x^* + (1 - \omega_{s-1})\bar{x}^{s-1} - x^s_{t-1} \rangle \right] = 0.
$$

Furthermore,

$$
\mathbb{E} \left[ \langle -\nabla f_t(x^s_{t-1}) + \nabla f(\bar{x}^{s-1}), \omega_{s-1}x^* + (1 - \omega_{s-1})\bar{x}^{s-1} - x^s_{t-1} \rangle \right] = \omega_{s-1}f(x^*) + \left(1 - \omega_{s-1} - \frac{1}{\alpha - 1}\right) f(\bar{x}^{s-1}) - \frac{1}{\alpha - 1} f(x^s_{t-1}) - f(x^s_{t-1}),
$$

where the first inequality holds due to the fact that $\langle \nabla f(x), y - x \rangle \leq f(y) - f(x)$, and the last inequality follows from the convexity of the function $f(\cdot)$ and the assumption that $1 - \omega_{s-1} - \frac{1}{\alpha - 1} = 1 - \omega_{s-1} - \frac{\tilde{L}_{\eta}}{1 - \tilde{L}_{\eta}} \geq 0$. Substituting the inequality (17) into the inequality (16), we have

$$
\mathbb{E}[F(x^s_t)] \leq f(x^s_{t-1}) + \mathbb{E} \left[ \frac{\tilde{L}\omega^2_{s-1}}{2} \left( \|x^* - y^s_{t-1}\|^2 - \|x^* - x^s_{t-1}\|^2 \right) + \omega_{s-1} g(x^*) + (1 - \omega_{s-1}) g(\bar{x}^{s-1}) \right] \\
+ \omega_{s-1} f(x^*) + \left(1 - \omega_{s-1} - \frac{1}{\alpha - 1}\right) f(\bar{x}^{s-1}) + \frac{1}{\alpha - 1} f(x^s_{t-1}) - f(x^s_{t-1}) \\
+ \frac{1}{\alpha - 1} \left(f(\bar{x}^{s-1}) - f(x^s_{t-1})\right) \\
= \omega_{s-1} F(x^*) + (1 - \omega_{s-1}) F(\bar{x}^{s-1}) + \frac{\tilde{L}\omega^2_{s-1}}{2} \mathbb{E} \left[ \|x^* - y^s_{t-1}\|^2 - \|x^* - y^s_{t-1}\|^2 \right].
$$

Therefore, we have

$$
\mathbb{E}[F(x^s_t) - F(x^*)] \\
\leq (1 - \omega_{s-1}) \mathbb{E} \left[ F(\bar{x}^{s-1}) - F(x^*) \right] + \frac{\tilde{L}\omega^2_{s-1}}{2} \mathbb{E} \left[ \|x^* - y^s_{t-1}\|^2 - \|x^* - y^s_{t-1}\|^2 \right].
$$

Since

$$
\bar{x}^s = \frac{1}{m} \sum_{t=1}^{m} x^s_t \text{ and } F \left( \frac{1}{m} \sum_{t=1}^{m} x^s_t \right) \leq \frac{1}{m} \sum_{t=1}^{m} F(x^s_t),
$$

ASVRG: Accelerated Proximal SVRG
by taking the expectation over the random choice of the history of random variables $i_1, \cdots, i_m$ on the above inequality, and summing it over $t = 1, \cdots, m$ at the $s$-th stage, then we have

$$
E[F(\tilde{x}^s) - F(x^*)]
\leq (1 - \omega_{s-1})E[F(\tilde{x}^{s-1}) - F(x^*)] + \frac{\tilde{L}_o \omega_{s-1}^2}{2m}E[\|x^* - y_0^s\|^2 - \|x^* - y_m^s\|^2]
$$

$$
= (1 - \omega_{s-1})E[F(\tilde{x}^{s-1}) - F(x^*)] + \frac{\omega_{s-1}^2}{2m\eta}E[\|x^* - y_0^s\|^2 - \|x^* - y_m^s\|^2].
$$

This completes the proof.

Appendix C.

Appendix C1: Proof of Theorem 3

Proof Since the regularizer $g(x)$ is $\mu$-strongly convex, then the objective function $F(x)$ is also strongly convex with the parameter $\tilde{\mu} \geq \mu$, i.e. there exists a constant $\tilde{\mu} > 0$ such that for all $x \in \mathbb{R}^d$

$$
F(x) \geq F(x^*) + \xi^T(x - x^*) + \tilde{\mu} \frac{3}{2}\|x - x^*\|^2, \quad \forall \xi \in \partial F(x^*),
$$

where $\partial F(x)$ is the subdifferential of $F(\cdot)$ at $x$.

Since $0 \in \partial F(x^*)$, then we have

$$
F(x) - F(x^*) \geq \frac{\tilde{\mu}}{2}\|x - x^*\|^2 \geq \frac{\mu}{2}\|x - x^*\|^2. \quad (18)
$$

Using the above inequality, Lemma 2 with $\omega_s = \omega$ for all stages, and $y_0^s = \tilde{x}^{s-1}$, we have

$$
E[F(\tilde{x}^s) - F(x^*)]
\leq (1 - \omega)E[F(\tilde{x}^{s-1}) - F(x^*)] + \frac{\tilde{L}_o \omega_{s-1}^2}{2m}E[\|x^* - y_0^s\|^2 - \|x^* - y_m^s\|^2]
$$

$$
\leq (1 - \omega)E[F(\tilde{x}^{s-1}) - F(x^*)] + \frac{\tilde{L}_o \omega_{s-1}^2}{\mu m} [F(\tilde{x}^{s-1}) - F(x^*)]
$$

$$
= \left(1 - \omega + \frac{\tilde{L}_o \omega_{s-1}^2}{\mu m}\right)E[F(\tilde{x}^{s-1}) - F(x^*)]
$$

$$
= \left(1 - \omega + \frac{\omega^2}{\mu m\eta}\right)E[F(\tilde{x}^{s-1}) - F(x^*)],
$$

where the first inequality holds due to Lemma 2, and the second inequality follows from the inequality in (18).

This completes the proof.
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Table 3: Theoretical suggestion for the parameters $\eta$, $\omega$, and $m$.

| Condition          | Learning rate $\eta$ | Parameter $\omega$ | Epoch Length $m$ |
|--------------------|----------------------|--------------------|------------------|
| $m\mu/\bar{L} \in [0.68623, 145.72]$ | $\frac{2}{5}\sqrt{1/(\mu m\bar{L})}$ | $\frac{2}{5}\sqrt{m\mu/\bar{L}}$ | $\Theta(n)$ |
| otherwise          | $1/(5\bar{L})$        | $1/5$              | $2\bar{L}/\mu$ |

Appendix C2: Proof of Corollary 4

For Algorithm 1 with Option I, the theoretical suggestion of the parameter settings for the learning rate $\eta$, the momentum parameter $\omega$ and the epoch size $m$ is shown in Table 3.

Proof Using the inequality in Theorem 3, we have

$$\mathbb{E}[F(\tilde{x}^S) - F(x^*)] \leq \left(1 - \omega + \frac{\omega^2}{\mu mn\eta}\right)^S [F(\tilde{x}^0) - F(x^*)].$$

Then by setting $\eta = \sqrt{\frac{1}{a^2\mu m\bar{L}}}$, $\omega = \sqrt{\frac{m\mu}{b^2\bar{L}}}$ for some constants $a$ and $b$, $m = \Theta(n)$, we have

$$\left(1 - \omega + \frac{\omega^2}{\mu mn\eta}\right)^S = \left(1 - \frac{b - a}{b^2} \sqrt{\frac{m\mu}{\bar{L}}}\right)^S,$$

which means that our algorithm needs

$$S = O \left(\frac{b^2}{b - a} \sqrt{\frac{\bar{L}}{\mu n}} \log \frac{F(\tilde{x}^0) - F(x^*)}{\varepsilon}\right),$$

ePOCHs to an $\varepsilon$-suboptimal solution. Then the oracle complexity of Algorithm 1 with Option I is

$$O(S(m + n)) = O \left(\frac{b^2}{b - a} \sqrt{\frac{n\bar{L}}{\mu}} \log \frac{F(\tilde{x}^0) - F(x^*)}{\varepsilon}\right).$$

Next we need to find the constants $a$, $b$ as well as a region for $m\mu/\bar{L}$ that makes the above bound valid subject to some constrains,

$$0 < \omega \leq 1 - \frac{\bar{L}\eta}{1 - \bar{L}\eta}. \quad (19)$$

By substituting our parameter settings, we get

$$\frac{1}{b} \sqrt{\frac{m\mu}{\bar{L}}} - \left(\frac{1}{ab} + 1\right) + \frac{2}{a} \sqrt{\frac{L}{\mu m}} \leq 0.$$

In order for the above inequality to have a solution, the constants $a$ and $b$ should satisfy the following inequalities:

$$\begin{cases} b > a > 0, \\ ab \leq 3 - 2\sqrt{2}, \text{ or } ab \geq 3 + 2\sqrt{2}. \end{cases}$$
### Table 4: Theoretical suggestion for the parameters $\eta$, $\omega$, and $m$.

| Condition | Learning rate $\eta$ | Parameter $\omega$ | Epoch Length $m$ |
|-----------|----------------------|-------------------|-----------------|
| $m/\mu \leq 3/4$ | $1/(3\tilde{L})$ | $\sqrt{(m\mu)/(3\tilde{L})}$ | $\Theta(n)$ |
| $m/\mu > 3/4$ | $1/(4m\mu)$ | $1/2$ | $\Theta(n)$ |

Suppose that the above inequalities are satisfied. Let $\zeta_1$, $\zeta_2$ with $\zeta_1 \leq \zeta_2$ be the solutions to $x^2/b - (1/ab + 1)x + 2/a = 0$, if $m/\mu$ satisfies

$$\frac{m\mu}{\tilde{L}} \leq \frac{3}{4}$$

then the oracle complexity in this case is $O \left( \sqrt{n\tilde{L}/\mu \log \frac{F(\tilde{x}^0) - F(x^*)}{\varepsilon}} \right)$.

For example, let $a = 2.5$, $b = 12.5$, then the range in (20) is from approximately $0.68623$ to $145.72$, that is, $m/\mu \in [0.68623, 145.72]$.

Now we consider the other case, i.e., out of the range in (20). Setting $\omega = 1/5$, $\eta = 1/(5\tilde{L})$, $m = 2\tilde{L}/\mu$ (one can easily verify that this setting satisfies the constraint in (19)), we have

$$1 - \omega + \frac{\omega^2}{\mu m \eta} = 0.9.$$  

Thus, the oracle complexity for this case is $O \left( (n + \tilde{L}/\mu) \log \frac{F(\tilde{x}^0) - F(x^*)}{\varepsilon} \right)$.

### Appendix C3: Proof of Corollary 5

For Algorithm 1 with Option II, the theoretical suggestion of the parameter settings for the learning rate $\eta$, the momentum parameter $\omega$ and the epoch size $m$ is shown in Table 4.

**Proof** Using Lemma 2 and $\omega_s \equiv \omega$, we have

$$\mathbb{E}[F(\tilde{x}^s) - F(x^*)] \leq (1 - \omega)\mathbb{E}[F(\tilde{x}^{s-1}) - F(x^*)] + \frac{\omega^2}{2\eta m} \mathbb{E} \left[ \|x^* - y_0^s\|^2 - \|x^* - y_m^s\|^2 \right].$$

Let $\tilde{\Delta}_s = F(\tilde{x}^s) - F(x^*)$, $\Lambda_t^s = \|x^* - y_t^s\|^2$, the above inequality becomes

$$\mathbb{E} \left[ \tilde{\Delta}_s \right] \leq (1 - \omega)\mathbb{E} \left[ \tilde{\Delta}_{s-1} \right] + \frac{\omega^2}{2\eta m} \mathbb{E} \left[ \Lambda_0^s - \Lambda_m^s \right].$$

Subtracting $(1 - \omega)\mathbb{E} \left[ \tilde{\Delta}_s \right]$ to both sides of the above inequality, we can rewrite the inequality as

$$\mathbb{E} \left[ \tilde{\Delta}_s \right] \leq \frac{1 - \omega}{\omega} \mathbb{E} \left[ \tilde{\Delta}_{s-1} - \tilde{\Delta}_s \right] + \frac{\omega}{2\eta m} \mathbb{E} \left[ \Lambda_0^s - \Lambda_m^s \right].$$
Assume that our algorithm needs to restart every $S$ epochs. Then in $S$ epochs, by summing the above inequality over $s = 1 \ldots S$, we have

$$\sum_{s=1}^{S} \mathbb{E} \left[ \tilde{\Delta}_s \right] \leq \frac{1}{\omega} \mathbb{E} \left[ \tilde{\Delta}_0 - \tilde{\Delta}_s \right] + \frac{\omega}{2\eta m} \mathbb{E} \left[ \Lambda_0^1 - \Lambda_m^S \right]$$

$$\leq \left( \frac{1}{\omega} + \frac{\omega}{\eta m \mu} \right) \tilde{\Delta}_0,$$

where the last inequality holds due to the $\mu$-strongly convex property of Problem (1). Choosing the initial vector as $x_0^{new} = \frac{1}{S} \sum_{s=1}^{S} \tilde{x}^s$ for the restart, we have

$$\tilde{\Delta}_0^{new} \leq \frac{1}{\omega} + \frac{\omega}{\eta m \mu} \tilde{\Delta}_0.$$

By setting $S = 2 \left( \frac{1}{\omega} + \frac{\omega}{\eta m \mu} \right)$, we have that $\tilde{\Delta}_0$ decreases by a factor of $1/2$ every $S$ epochs.

So in order to achieve an $\varepsilon$-suboptimal solution, the algorithm needs to perform totally $O(\log \frac{\tilde{\Delta}_0}{\varepsilon})$ rounds of $S$ epochs.

(I) We consider the first case, i.e., $m\mu/\tilde{L} \leq 3/4$. Setting $m = \Theta(n)$, $\eta = 1/(3\tilde{L})$ and $\omega = \sqrt{(m\mu)/(3\tilde{L})} \leq 1/2$ (which satisfy the constraint in (19)), we have $S = O(\sqrt{\tilde{L}/(n\mu)})$, and then the oracle complexity of our algorithm is

$$O \left( S \cdot O \left( \log \frac{F(\tilde{x}^0) - F(x^*)}{\varepsilon} \right) \cdot (m + n) \right) = O \left( \sqrt{\frac{nL}{\mu}} \log \frac{F(\tilde{x}^0) - F(x^*)}{\varepsilon} \right).$$

(II) We then consider the other case, i.e., $m\mu/\tilde{L} > 3/4$. Setting $m = \Theta(n)$, $\eta = 1/(4m\mu) < 1/(3\tilde{L})$ and $\omega = 1/2$ (which satisfy constraint in (19)), we have $S = 6 \in O(1)$. Therefore, the oracle complexity of our algorithm in this case is

$$O \left( n \log \frac{F(\tilde{x}^0) - F(x^*)}{\varepsilon} \right).$$

In short, all the results imply that the oracle complexity of Algorithm 1 is

$$O \left( (n + \sqrt{nL/\mu}) \log \frac{F(\tilde{x}^0) - F(x^*)}{\varepsilon} \right).$$

This completes the proof.

**Appendix D. Proof of Theorem 7**

**Proof** Using Lemma 2, we have

$$\frac{1}{\omega_{s-1}} \mathbb{E}[F(\tilde{x}^s) - F(x^*)] \leq \frac{1 - \omega_{s-1}}{\omega_{s-1}^2} \mathbb{E}[F(\tilde{x}^{s-1}) - F(x^*)] + \frac{\tilde{L}_\alpha}{2m} \mathbb{E} \left[ \|x^* - y_0\|^2 - \|x^* - y_m\|^2 \right],$$
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for all \( s = 1, \ldots, S \). By the update rules \( y_0^s = y_m^{s-1} \) and \( (1 - \omega_s)/\omega_s^2 = 1/\omega_{s-1}^2 \), and summing the above inequality over \( s = 1, 2, \ldots, S \), we have

\[
\frac{1}{\omega_{S-1}^2} \mathbb{E} [F(\bar{x}^S) - F(x^*)] \leq \frac{1 - \omega_0^2}{\omega_0^2} [F(\bar{x}^0) - F(x^*)] + \frac{\bar{L} \alpha}{2m} \mathbb{E} [\|x^* - y_0\|^2 - \|x^* - y_m^s\|^2].
\]

Using Property 3, we have

\[
\omega_s \leq \frac{2}{s+2} \quad \text{and} \quad \omega_0 = 1 - \frac{\bar{L}_\eta}{1 - L_\eta} = 1 - \frac{1}{\alpha - 1},
\]

where \( \alpha = 1/(\bar{L}_\eta) \). Then

\[
\mathbb{E} [F(\bar{x}^S) - F(x^*)] \\
\leq \frac{4(\alpha - 1)}{(\alpha - 2)^2(S + 1)^2} [F(\bar{x}^0) - F(x^*)] + \frac{2L \alpha}{m(S + 1)^2} \mathbb{E} [\|x^* - y_0\|^2 - \|x^* - y_m^s\|^2] \\
\leq \frac{4(\alpha - 1)}{(\alpha - 2)^2(S + 1)^2} [F(\bar{x}^0) - F(x^*)] + \frac{2}{mn(S + 1)^2} \mathbb{E} [\|x^* - x^0\|^2].
\]

This completes the proof.

Appendix E. Proof of Lemma 9

Before proving Lemma 9, we first give the following lemma (Konečný et al., 2016).

**Lemma 17** Let \( \xi_i \in \mathbb{R}^d \) for all \( i = 1, 2, \ldots, n \), and \( \bar{\xi} := \frac{1}{n} \sum_{i=1}^n \xi_i \), \( b \) is the size of the mini-batch \( I_t \), which is chosen independently and uniformly at random from all subsets of \( [n] \). Then we have

\[
\mathbb{E} \left[ \left\| \frac{1}{b} \sum_{i \in I_t} \xi_i - \bar{\xi} \right\|^2 \right] \leq \frac{n - b}{nb(n - 1)} \sum_{i=1}^n ||\xi_i||^2.
\]

**Proof of Lemma 2:**

**Proof** We extend the upper bound on the expected variance of the modified stochastic gradient estimator in Lemma 16 to the mini-batch setting, i.e., \( b \geq 2 \).

\[
\mathbb{E} \left[ \left\| \nabla f_i(x_{t-1}^s) - \nabla f(x_{t-1}^s) \right\|^2 \right] \\
= \mathbb{E} \left[ \left\| \frac{1}{b} \sum_{i \in I_t} \left[ \nabla f_i(x_{t-1}^s) - \nabla f_i(\bar{x}^{s-1}) \right] / (np_i) + \nabla f(\bar{x}^{s-1}) - \nabla f(x_{t-1}^s) \right\|^2 \right] \\
\leq \frac{n - b}{b(n - 1)} \frac{1}{n} \sum_{i=1}^n \frac{1}{np_i} \|\nabla f_i(x_{t-1}^s) - \nabla f_i(\bar{x}^{s-1})\|^2 \\
\leq \frac{2\bar{L}(n - b)}{b(n - 1)} \left[ f(\bar{x}^{s-1}) - f(x_{t-1}^s) - \langle \nabla f(x_{t-1}^s), \bar{x}^{s-1} - x_{t-1}^s \rangle \right],
\]
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where the first inequality follows from Lemma 17, and the second inequality holds due to Theorem 2.1.5 in Nesterov (2004), i.e.,
\[
\| \nabla f_i(x_{s-1}^i) - \nabla f_i(\bar{x}^{s-1}) \|^2 \leq 2L_i \left[ f_i(\bar{x}^{s-1}) - f_i(x_{s-1}^i) - \langle \nabla f_i(x_{s-1}^i), \bar{x}^{s-1} - x_{s-1}^i \rangle \right].
\]
This completes the proof.

Appendix F. Proof of Theorem 10
The proof of Theorem 10 is similar to that of Theorem 7. Hence, we briefly sketch the proof of Theorem 10 for the sake of completeness.

Proof Let
\[
\omega_0 = 1 - \frac{\tau(b)\bar{L}\eta}{1 - \bar{L}\eta} = 1 - \frac{\tau(b)}{\alpha - 1},
\]
where \( \alpha = \frac{1}{L\eta} \), and \( y_0 = \bar{x}^0 \), then we have
\[
\begin{align*}
\mathbb{E}[F(\bar{x}^s) - F(x^*)] & \leq \frac{4(\alpha - 1)\tau(b)}{(\alpha - 1 - \tau(b))^2(s + 1)^2} \left[ F(\bar{x}^0) - F(x^*) \right] + \frac{2\bar{L}\alpha}{m(s + 1)^2} \mathbb{E}\left[ \| x^* - \bar{x}^0 \|^2 - \| x^* - y_m^s \|^2 \right] \\
& \leq \frac{4(\alpha - 1)\tau(b)}{(\alpha - 1 - \tau(b))^2(s + 1)^2} \left[ F(\bar{x}^0) - F(x^*) \right] + \frac{2}{\eta m(s + 1)^2} \mathbb{E}\left[ \| x^* - \bar{x}^0 \|^2 \right].
\end{align*}
\]
This completes the proof.
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