Gating interaction maps reveal a noncanonical electromechanical coupling mode in the Shaker K⁺ channel
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Membrane potential regulates the activity of voltage-dependent ion channels via specialized voltage-sensing modules, but the mechanisms involved in coupling voltage-sensor movement to pore opening remain unclear owing to a lack of resting state structures and robust methods to identify allosteric pathways. Here, using a newly developed interaction-energy analysis, we probe the interfaces of the voltage-sensing and pore modules in the Drosophila Shaker K⁺ channel. Our measurements reveal unexpectedly strong equilibrium gating interactions between contacts at the S4 and S5 helices in addition to those between S6 and the S4–S5 linker. Network analysis of MD trajectories shows that the voltage-sensor and pore motions are linked by two distinct pathways: a canonical pathway through the S4–S5 linker and a hitherto unknown pathway akin to rack-and-pinion coupling involving the S4 and S5 helices. Our findings highlight the central role of the S5 helix in electromechanical transduction in the voltage-gated ion channel (VGIC) superfamily.

Electrical signaling underlies a variety of fundamental biological processes that include nerve impulses, rhythmic contraction of the heart and hormonal secretion. Members of the VGIC superfamily are primarily responsible for electrical excitability in higher organisms. They share a common structural feature wherein four discrete voltage-sensing modules surround a central pore module. Each voltage-sensing module is made up of four transmembrane segments, whereas the central pore module has a total of eight transmembrane segments contributed by four subunits. Changes in membrane voltage drive the movement of the charge-carrying transmembrane segments in the voltage-sensing domain, which is coupled to the pore gate in the central pore module. Over the past decade, it has become increasingly evident that the differences in coupling between the voltage-sensor domain and the pore are crucial determinants of channel behavior.

In a definitive study, Lu and colleagues were the first to show that the two-transmembrane-segment KcsA channel exhibits voltage-dependent activity when fused to the voltage-sensing domain of the Shaker K⁺ channel as long as the contacts between the S4–S5 linker and the lower S6 helix is conserved. High-resolution structures of the voltage-gated ion channels suggest a plausible model of electromechanical coupling. Accordingly, the movement of the S4 transmembrane segment pushes or pulls the attached S4–S5 linker, which is in juxtaposition with a portion of the S6 helix that forms the pore gate. The notion that the S4–S5 linker is central to electromechanical coupling in the VGIC superfamily is supported by sophisticated structure-function studies in potassium and sodium channels that show that mutations in this intracellular gating interface alter channel gating and make voltage-dependent opening less efficient.

Recent studies, however, have raised new questions about the role of the S4–S5 linker and the mechanism of electromechanical coupling. Using a split channel strategy, Lörinczi et al. found that the EAG channels are still gated by voltage despite deletion of the S4–S5 linker. High-resolution cryo-EM structures of wild-type EAG channels show that these channels have a non-domain-swapped architecture and that the S4–S5 linker is a shorter loop than a distinct helix as in K₁.2–2.1 chimeras. This finding raises the possibility that the S4–S5 helix is only involved in coupling in channels with domain-swapped architecture, such as the Shaker K⁺ channel, whereas in non-domain-swapped configuration, there exists a noncanonical pathway that bypasses the S4–S5 linker region.

What are the alternate mechanisms for coupling between the voltage sensor and the pore? Even though the voltage sensor is a discrete and somewhat portable module, in every structure of a voltage-gated ion channel, there are residues in the voltage-sensing domain that form intimate steric contacts with residues in the S5 transmembrane helix. While there are no structures of the same protein in both resting and activated state, comparisons of the putative resting state models and multiple structures in various conformations suggest that this interface changes with channel gating. Previous studies have also shown that noncharged residues in this transmembrane interface account for dramatic differences in the gating behavior between different potassium channel families mainly due to alterations in coupling. We wondered whether there is an alternate pathway for transducing voltage-sensor movement to the pore gates even in channels that have the prototypical domain-swapped architecture.

Here, we broadly probe the transmembrane and intracellular interfaces between the voltage-sensing and pore modules by...
measuring how the transinteraction energies at specific contact sites change during channel activation. To this end, we combined generalized interaction-energy analysis (GIA), which is currently the most rigorous approach to experimentally measure site-specific interactions, with network analysis of molecular simulations to identify the allosteric signaling pathways. We find that in addition to contacts at the intracellular interface, the residue contacts at the transmembrane interface between the voltage-sensor domain and the pore contribute substantially to channel gating. Network analysis of molecular dynamics trajectories support our experimental findings and show that the S4 movement triggers a conformational change in the pore gate via canonical and noncanonical pathways involving contacts on the S5 helix. These experimental and computational studies provide a remarkably congruent view of signal propagation between voltage sensor and pore in a prototypical domain-swapped VGIC.

Results

Examining different interfaces with GIA. Examination of the interface between the voltage-sensing and pore modules in the Kv1.2–2.1 chimera structure shows that there are a number of contact points involving residues at this interface, suggesting that voltage-sensor movement relative to the pore probably alters the interactions at this interface. Unless the net interaction energy at this interface between resting and activated states is completely balanced, the changes in these transinteractions contribute to the strength of coupling between the voltage sensor and the pore. There is no available structure of the Kv1.2–2.1 chimera in the resting state, but distance matrices obtained from long-time-scale MD simulations of the Kv1.2–2.1 channel shows that deactivation causes the S4 helices to move downward and undergo a helical screw motion (Supplementary Fig. 1 and Supplementary Dataset 1). To determine how these interactions change upon channel gating, we focused on the contact sites in the intracellular gating interface (S4–S5 linker with S4 or S6 helices) and the transmembrane gating interface formed by the S4 and S5 helices (Fig. 1).

To measure the strength of the interactions at the contact sites, we used the recently introduced GIA method. This method measures the median voltage activity of gating charge–voltage (Q–V) curves to calculate the net activation energy of channel gating: 

\[ \Delta G = \text{calc} - \text{exp} \]

(Methods). In contrast to conductance measurements (G–V curves), which provide the free-energy difference between the open and poorly defined intermediate states of the channel, Q–V curves allow us to calculate the free-energy difference between the two end states, namely, the initial resting state and the final activated state. Free-energy calculations based on G–V curves are highly susceptible to type I errors because mutations may alter the intermediate states without affecting the net free energy of activation. In a two-state model do the free energies calculated from G–V curves correspond to the net free energy of activation. The GIA approach based on Q–V measurements is robust and allows us to calculate the free energy of activation without consideration of the complexity of the underlying model. In order to obtain the net free energy of activation, this median voltage value from the Q–V curve is multiplied by the total gating charge per channel. In this report, we estimated both the median voltage and the total gating charge per channel at the same time by combining fluorescence intensity measurements with gating current measurements.

Coupling clusters at intracellular gating interface. Previous studies have suggested that the mutation of residues in the S4–S5 linker modify channel gating and possibly alter electromechanical coupling strength. On the basis of the structure, we first tested the interaction between R387 in the S4–S5 linker and F484 from the lower S6 segment. Gating current measurements revealed that the Q–V curves of F484A and the F484A R387A double mutant are slightly left-shifted, whereas that of R387A shifted right compared to that of the wild type (WT) (Fig. 2 and Supplementary Dataset 2). All gating current measurements were obtained in the nonconducting W434F background. Although the rightward shift for R387A was large, a corresponding rightward shift was not observed in the double mutant, implying that at least the median voltage activities are non-additive. The Qmax values for single mutants and the double mutants were identical to those of the WT channels (Supplementary Fig. 2); therefore, the calculated ΔAG of interaction is –5.37 ± 0.5 kcal/mol, indicating a relative stabilization of the activated state. This interaction energy is significantly above our cutoff of 1.8 kcal/mol for functional channels, which corresponds to 0.45 kcal/mol for each subunit. Given that this interaction is between an arginine and phenylalanine, it is quite likely that these two residues form an unusually strong cation–π interaction, stabilizing the activated state.

Next, we tested a triad of residues located at the intersection of S4 (S376) and the S4–S5 linker (L382 and Q383). We observed that the Q–V curves of single mutants L382A and S376A and the corresponding double mutant S376A L382A all shift left relative to that of the WT. Qmax measurements (Supplementary Fig. 2) show that these mutations apparently alter the total charge per channel, but we wondered whether a significant fraction of the total charge...
moves at potentials beyond +50 mV. Previously, the L382V mutation has been shown to move a substantial fraction of the total charge at potentials corresponding to channel opening, which is also extremely right shifted compared to the WT. Our measurements of G–V curves show that channel opening is also highly right shifted for both L382A and S376A L382A mutants (Supplementary Fig. 3 and Supplementary Dataset 3). To correctly account for all of the gating charge per channel, Q–V curves have to be extended to potentials at which the G–V curves saturate. However, we were not able to obtain reliable Q–V measurements beyond +50 mV using the cut-open-oocyte method because of the low expression of these mutants and increased endogenous currents at those potentials. Given these issues, we were unable to determine unambiguously whether these two sites interact, although both of these sites have been shown to be crucial for concerted final opening transitions. On the other hand, similar analysis of S376 and Q383 showed that these mutations do not modify the Qmax. Taking the shifts in the Q–V curve into account, we determined that the interaction energy between these two positions is 0.57 ± 0.4 kcal/mol (Supplementary Table 2 and Supplementary Dataset 4). Thus, even though S376 is important for concerted transitions, its interaction with the Q383 site does not appear to change during channel gating.

**Coupling interaction clusters at transmembrane gating interface.** In channels with domain-swapped architecture, the S4 helix forms an interface with the S5 helix of the neighboring subunit. Mutations in this region have been shown to affect channel gating. In particular, I372 and V369 are part of the well-studied ILT triple mutant. Our measurements revealed that the interaction energy between I372 and I405 is –2.45 ± 0.4 kcal/mol and that between I372 and L409 is –4.15 ± 0.5 kcal/mol (Fig. 3 and Supplementary Table 2). Because the G–V curves of all I372A mutants are far-right shifted (Supplementary Fig. 3) and the Qmax values (Supplementary Fig. 2) calculated at +50 mV are lower than that of the WT, these pairs should be considered apparent interactors that stabilize the activated state, as discussed previously.

We next examined the interaction between V369 (S4) with V408 and S412 in the S5 segment. Our measurements show that the interaction energy between V369 and V408 is –2.2 ± 0.9 kcal/mol, whereas that between V369 and S412 is +1.79 ± 0.8 kcal/mol (Fig. 3 and Supplementary Table 2). Thus, both of these pairs interact, but, interestingly, the V369–V408 interaction is a stabilizing interaction in the activated state, whereas the V369–S412 interaction is destabilizing. Despite uncertainties of gating-interaction measurements at other sites, these findings unambiguously establish that specific residues in S4 and S5 transmembrane helices interact to drive electromechanical coupling in the Shaker K+ channel.

**Long-range interactions at the gating interfaces.** In the last set of experiments, we explored interactions between pairs of residues that are not in direct steric contacts but are likely to be part of the energy transduction pathway between the voltage-sensor domain and the pore. Although a network of long-range interactors had been identified previously using functional mutant cycle analysis in the Shaker K+ channel, a follow-up analysis using GIA showed that many of these were false positives. Here, we measure gating interaction energies between V369 and S376 (bottom of S4) and R387, which is in the S4–S5 linker.

The interaction energy between V369 and S376 is 5.09 ± 0.75 kcal/mol, whereas that between V369 and R387 is 2.64 ± 0.71 kcal/mol. Thus, perturbations at V369 are transmitted to residues in the bottom part of the S4 helix and to those in the S4–S5 linker. These findings also show that the GIA method is not just limited to identifying residues that are involved in short-range interactions, but it can also be useful to track the long-range interaction pathways (Fig. 4 and Supplementary Table 2).

**Network analysis of molecular dynamics trajectories.** To reveal the structural details of the allosteric pathways linking the voltage-sensor domain and the pore, we analyzed multimicrosecond simulations of the resting (closed) and the activated (open) states of the K1.2–2.1 chimera produced by Jensen et al. using network analysis. In brief, we constructed a network in which the nodes represent protein residues and the edges represent interactions between pairs of residues. The weight of the edges is a measure of how efficiently information is transferred from one residue to another, determined by measuring how the fluctuations of residue pairs covary over the course of the simulation. The underlying premise is that if the pairs interact tightly, the covariance will be high. Mathematically, the weights of the edges are information distances between residue pairs (measured as negative logarithm of the covariance measurements of pairs in contact more than 75% of the trajectory time) (Methods). This analysis can be carried out between all possible residue pairs to identify residues that are on pathways with short information distances (or conversely, of high covariance, from here on referred to as shortest pathways). Typically, network analyses are carried out on MD trajectories obtained from a single initial structure. However, here, we carried out independent network analyses on a trajectory of the crystallographic activated state structures and of a resting state model (obtained from long-time-scale simulations). This approach allowed us to draw comparisons with our experimental data, which measure the changes in gating interactions as the
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Fig. 2 | Interaction-energy analysis of residues in the intracellular gating interface. A, Left, side view of F484 (orange) and R387 (purple) mapped on the K1.2–2.1 chimera structure. Only the S4–S5 and S6 domains of the same subunit are shown for clarity. Right, normalized Q–V curves of WT, F484A, R387A and R387A F484A. B, Left, side view of S376 (red) and L382 (purple). S376 is at the end of the S4 segment, and L382 is at the beginning of the S4–S5 linker in the same subunit. Right, normalized Q–V curves of WT, S376A, L382A and S376A L382A. C, Left, side view of S376 (red) and Q383 (orange), which is at the start of the S4–S5 linker. Right, normalized Q–V curves of WT, S376, Q383A and S376A Q383A. Mesh in a–c represents the surface based on the Van der Waals radii for selected atoms. For Q–V plots, data shown are mean ± s.e.m. Source data are available in Supplementary Dataset 2.
channel goes from the resting to the activated state. We focused on the pathway linking R365, the residue on Shaker that moves the most gating charge, and V474 (using the Shaker KV numbering for the gating interface).

Fig. 3 | Interaction-energy analysis of residues in the transmembrane gating interface. a–d, Top, top-down view of the S4 and S5 helices from neighboring subunits obtained from the K1.2–2.1 chimera structure. Bottom, normalized Q–V curves for WT and indicated mutants. The structures in a and b feature residues I372 (orange), L409 (red) and I405 (purple), and structures in c and d feature residues V369 (orange), V408 (red) and I412 (purple). The mesh in the structures represents the surface based on the Van der Waals radii for the selected residue. Source data for curves are in Supplementary Dataset 2.

The shortest pathways present in the activated state simulation can be classified into two modes of allosteric transmission (Supplementary Fig. 4a–d). One mode, present in two subunits, shows the pathway moving down S4, along the S4–S5 linker and then across to S6 (Supplementary Fig. 4a,b). The other mode shows the pathway first moving to the neighboring S5 subunit rather than moving down S4 (Supplementary Fig. 4c,d). To account for pathways originating in the rest of the voltage-sensor domain, we measured the shortest pathways linking residues located on average in a sphere of 9Å radius from R365 and the V474 gate residue (details in Methods and Supplementary Table 3). In order to identify the key residues involved in allosteric coupling, we calculated the number of times a specific residue is present on the shortest pathway between voltage-sensor-domain residues in a 9Å-radius sphere around R365 and the V474 gate residue (a quantity known as betweenness) (Fig. 5). Residues with high betweenness are hubs in the network because many shortest paths travel through these residues. This implies that these residues are important for the transfer of information between the voltage-sensor and pore domains. When multiple voltage-sensor-domain residues are considered as the origin of the allosteric pathway, the pathways are more degenerate, but the structural trend of having two subunits where the pathway is dominated by the intrasubunit mode while the other two subunits are dominated by the intersubunit mode remains (Fig. 5). In this way, these modalities are shown to be robust to a range of specific starting residues on the voltage sensor.

Unlike the activated state, the resting state showed an intrasubunit pathway in each of the four subunits (Supplementary Fig. 4g–l). Unlike the activated state, the resting state showed an intrasubunit pathway in each of the four subunits (Supplementary Fig. 4g–l). This difference in connectivity in the resting versus activated states suggests that the intersubunit pathway is a unique feature of the activated state. This notion is also consistent with our experimental data showing that the three interaction pairs between residues located on S4 and S5, 372–405, 372–409 and 369–408, are stabilized in the activated state.

Regarding the long-range interactions identified experimentally, V369–S376 and V369–R387, the network analysis shows that for one subunit in the activated state, both V369 and S376 fall on the optimal pathway and have a betweenness of 3 and 4.5, respectively (considerably higher than the average betweenness of all residues on these pathways, 1.63 ± 1.94) (Supplementary Fig. 4m). In the resting state, for one subunit, V369 and R387 fall on the optimal pathway and have betweenness values of 2.0 and 6.5, respectively (with an average betweenness of all residues of 2.77 ± 2.7) (Supplementary Fig. 4n). These long-range interactions may occur because the voltage-sensing process requires coupling of two domains over considerable distance and therefore can be perturbed by modulating residues that fall along this pathway. More pertinent, the fact that these long-range interactions are determined experimentally and can also be independently deduced from simulations indicates a remarkable congruity of such approaches.

Fig. 4 | Long-distance interactions between the S4 and the S4–S5 linker of the same subunit. a,b Top panels show side views of S4 and the S4–S5 linker from the same subunit of the K1.2–2.1 chimera structure; mapped on the structure are residues V369 (orange), S376 (red) and R387 (purple). The mesh represents the surface based on the Van der Waals radii for the selected residue. Bottom panels show normalized Q–V curves for WT and indicated mutants. Source data for curves are in Supplementary Dataset 2.
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**Discussion**

Mutations of residues in the S4–S5 linker and the C-terminal end of the S6 region impair the activation of channel opening and voltage-sensor movement in a manner consistent with models that predict a loss of coupling.\(^4,5,21^\). According to the canonical model (Fig. 6a), upward movement of the S4 segment exerts a torque on the S4–S5 linker, which moves like a lever arm and allows the helices of S6\(_{CT}\) to rotate outward, resulting in an open channel\(^3^\). These mutations in the intracellular gating interface presumably disrupt the noncovalent interactions between the S4–S5 and S6\(_{CT}\). The snapshot of this model is that voltage sensing is considered to be a relatively independent module with very few meaningful tertiary contacts with the pore domain, especially within the membrane\(^10\). Indeed, it has been shown that the voltage-sensing module from *Ciona intestinalis* phosphatase can drive the voltage-dependent opening of the pore in viral potassium channels\(^9\).

Nevertheless, mutations in residues on the S4 and S5 transmembrane segments are also known to exhibit a phenotype corresponding to a loss of coupling\(^4,5,21^\), thus raising the possibility that there are alternate pathways of electromechanical coupling. These pathways are presumably more important in non-domain-swapped channels in which the S4–S5 linker is either nonexistent or truncated\(^11,21,46^\). Our study reveals that specific interaction pathways involving residues in the S4 and S5 transmembrane segments mediate voltage-dependent activation of the channel pore. Therefore, in addition to the intracellular gating interface, the transmembrane gating interface plays a central role in electromechanical coupling in the Shaker K\(^+\) channel. While we do not have a quantitative estimate of the relative contributions of each of the two pathways, it is clear that the disruption of the transmembrane pathway dramatically reduces the coupling between the two modules.

Taking into account our findings from both experiments and network analysis, we can speculate upon the mechanism of how the two different pathways combine to control pore gating. Examination of the MD trajectory corresponding to an ultra-long simulation of a single K\(_{1.2}^+–2.1^+\) chimera suggests a possible alternate mechanism of voltage-sensor pore coupling. In response to hyperpolarizing voltage, the S4 undergoes a helical screw movement, but the pitch of the screw axis describing this movement is longer than an α-helix; the second arginine rotates about 90° anticlockwise and undergoes a translation corresponding to two helical turns (Supplementary Video 1). Thus, S4 residues that act like cogs of a pinion drive the interacting S5 helix (rack) downward (about half a helical turn) (Fig. 6b). Thus, the gear ratio between S4 and S5 movements is about 4:1. This displacement of S5 and the movement of the S4 push the S4–S5 linker, which directly regulates the position of the S6 gates. This rack-and-pinion type of coupling between voltage sensors and pore gates could be the primary mode of coupling in EAG or other non-domain-swapped channels. The difference being that rather than the S4–S5 linker, the position of S5 may directly influence the conformation of the S6 gates in those channels.

The number of trans interactions identified in this study was limited in part owing to the shortcomings of our approach. GIA provides estimates of interactions between specific residues if and only if the interaction strength changes upon channel activation. Thus, by definition, we can only identify interactions that contribute to the net free energy of open–closed equilibrium and not to the other class of coupling interactions that contribute to interactions only in the intermediate states\(^20,31^\). For instance, interactions that

---

**Fig. 5 | Residue betweenness for pathways between S4 and S6 in the activated (open) state.** Betweenness is a measure of centrality of a residue in various allosteric pathways that link source and sink residues in that it calculates the number of shortest paths on which a residue falls. Residues with higher betweenness are hubs in the network and are therefore important for information flow along the network. Betweenness is calculated for residues of each individual subunit, because in MD simulations, each subunit evolves differently over time, owing to the stochasticity inherent in this process. a–d, Each panel represents one of the four subunits for which the subunit coloring and source and sink residues were selected following the convention described in Fig. 1. Residue betweenness for each subunit is mapped onto the activated state structures. Betweenness is calculated using source residues, where the Cu is, on average, within 9 Å of Arg365. Residues with high betweenness are shown in dark red, whereas low-betweenness residues are shown in light red. a, b, Residues of high betweenness are within a single subunit and travel down S4 and along the S4–S5 linker, finally linking up with the gate residues in the S6 subunit. c, d, Residues of high betweenness are on multiple subunits and travel from S4 to the neighboring subunit S5, then down the S5 helix. In these panels, the S6 helix of the neighboring subunit is also shown to identify the position of the sink residue. The intersubunit pathway remains consistent regardless of whether the sink residue is on the same or the adjacent subunit (Supplementary Fig. 4g,h).

**Fig. 6 | Schematic showing the two potential modes of electromechanical coupling in a prototypical potassium channel.** a, In the canonical mode, S4 (blue) acts as a lever arm moving the S4–S5 linker (green) directly, thereby causing the lower half of the S6 helix (cyan) to realign. In the resting state, the S4 helix is down, which, through the S4–S5 linker, keeps the lower half of S6 in the closed state (left). When the S4 helix is up, the S4–S5 linker rotates upward and allows the lower S6 helices to splay open (right). b, Proposed alternate pathway. Gear-like movement of S4 helices directly shifts the position of the neighboring S5 helix. This movement is shown in Supplementary Video 1. In this rack-and-pinion type of coupling, when S4 is in the resting state (left), it holds the S5 helix in a down position, which forces the S6 gates to remain closed. The upward movement of the S4 helix (right) drives the S5 helix up and causes the S6 helices to open.
increase the strength of positive coupling by destabilizing the intermediate states will result in a steeper voltage-dependent opening. The other limitation of this method is that, experimentally, it is still difficult to accurately estimate the charge per channel. The errors associated with these measurements are relatively large. In some cases, we were not able to measure the full Q–V curve, because a considerable fraction of the charge moves at highly positive potentials (Supplementary Figs. 2–4).

Network analysis reduces the dimensionality of complex motions that occur during MD simulations. With a network of residues, it is possible to describe pathways of interactions that are difficult to quantify using other methods. Network theory has been successfully applied to understand other interaction interfaces, such as amino acid tRNA synthetase: tRNA interface and long-range interactions between substrate binding and the gate in the LeuT transporter.1,2 While covariance is a proxy for interactions between residues, as opposed to a method such as free energy perturbation, which rigorously calculates this interaction energy, the fact that covariance can be calculated for all residues simultaneously provides for richer exploratory analysis. Therefore, in combination with network theory, covariance measurements provide a unique and more efficient approach to elucidate pathways that link distant moving parts of the channel.

Nevertheless, it is quite remarkable that despite the limitations of experimental and computational approaches, both delineate the same two pathways in voltage sensor–pore coupling. Unlike the canonical pathway, the pathway involving the transmembrane gating interface may be common to both domain-swapped and non-domain-swapped channels. Indeed, in the non-domain-swapped channels, this noncanonical pathway appears to be the only pathway involved in voltage transduction1,1 but further studies are needed to test the generality of these ideas.

Methods

Methods, including statements of data availability and any associated accession codes and references, are available at https://doi.org/10.1038/s41594-018-0047-3.
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Methods
Mutagenesis and expression in *Xenopus laevis* oocytes. All mutants were made in the fast inactivation-removed Shaker K\(^+\) channel (ΔΔG = 46–61)\(^b\) background using the QuickChange mutagenesis. For gating current measurements, the background is mCherry containing W434F construct. mCherry is inserted after the fifth residue in the N terminus. W434F renders the channel nonconducting\(^f\) and facilitates gating current measurements. All mutations were confirmed by cDNA sequencing. Mutant cDNAs were linearized using NotI enzyme (Fermentas-Thermo Fisher Scientific) and transcribed into rRNAs using mMESSAGE mMACHINE T7 kit (Life Technologies).

Oocytes were purchased from Ecocyte or removed surgically from *Xenopus laevis* following protocols approved by the University of Wisconsin-Madison Institutional Animal Care and Use Committee. *Xenopus* oocytes were treated with 1 mg/ml collagenase for 1–1.5 h to remove the follicular layer. 50 nl cRNA was injected into each oocyte. Mutagenesis and expression in *Xenopus* were plotted against the Fluo-Qmax from the same oocyte to obtain Fluo-Qmax scatter plots. We observed that the slopes of these scatter plots varied from batch to batch even for the WT channels, but within the same batch, they were tightly correlated. Therefore, for every mutant, we obtained Fluo-Qmax curves for the WT injected with the same batch. The slopes of the WT and mutant channels were calculated by linear regression. By using the equation (mutant slope / WT slope)\(\times\)13.2, we obtained Qmax values for the mutant (Supplementary Table 1). 13.2 is the total charge per channel for the Shaker K\(^+\) channel, as estimated previously\(^g\).

To determine the confidence intervals associated with fitting the Qmax–Fluo plots (Supplementary Fig. 5 and Supplementary Dataset 5), we performed a linear fitting using the Excel Software command LINFIT. LINFIT computes statistics for a least-squares straight line through a given set of data. From the data array, we computed the confidence intervals for every data point (with 95% confidence and n – 2 degrees of freedom where n is the numbers of data points) by using the following equation:

\[
dy_t = \sqrt{\left(\frac{\partial y_t}{\partial x_t}\right)^2 \sigma_x^2 + \left(\frac{\partial y_t}{\partial y}\right)^2 \sigma_y^2 + \left(\frac{\partial y_t}{\partial b}\right)^2 \sigma_b^2}
\]

where t is the calculated t score corresponding to 95% confidence with n – 2 degrees of freedom; \(\sigma_y\) is the standard error for the y estimate.

Given the errors of these Qmax measurements and that none of these mutations target the known gating charges in the Shaker K\(^+\) channel, it is fair to assume that the mutations do not substantially alter the total charge per channel (Supplementary Fig. 2). In those few instances where the Qmax values for mutants were substantially lower than 13.2, we noted that the G–V curves (Supplementary Fig. 3 and Supplementary Table 1) are also far right-shifted, thereby indicating that the channels are not fully activated at +50 mV. Some of these mutants are known to saturate at +20 mV\(^h\). Because we are not able to reliably measure gating currents beyond +50 mV with the cut-open-oocyte technique, we assumed that the total charge per channel is the same as that of the wild-type, although the median voltage values are quite different.

Interaction free energy between two positions was calculated by measuring the non-additivity in a mutant cycle based on the charge–voltage curves as described previously\(^i\). Briefly, gating interaction free energy between sites S1 and S2 is

\[
\Delta g_{ij} = \frac{Q_{ij} - Q_{ij}^{WT} - Q_{ij}^{S12} + Q_{ij}^{S1} + Q_{ij}^{S2}}{1 + \exp\left(\frac{V_{ij} - V_{ij}^{0\%}}{10}\right)}
\]

where \(V_{ij}^{0\%}\) is the voltage that elicits half-maximal response.

Molecular simulations analyses. Molecular dynamics simulations of the K1.2–2.1 chimera structure in the activated and resting states from the D.E. Shaw group using Anton were analyzed\(^j\). The activated state corresponds to simulation 1 (77.85 ns in length) in Supplementary Table 1, and the resting state corresponds to simulation 9 (126 ns in length) where analysis began after ~10 e\(^-\) of the gating currents were saturated, and the channels were fully open. Fluorescence intensity values were plotted against the Qmax from the same oocyte to obtain Fluo-Qmax scatter plots. We observed that the slopes of these scatter plots varied from batch to batch even for the WT channels, but within the same batch, they were tightly correlated. Therefore, for every mutant, we obtained Fluo-Qmax curves for the WT injected with the same batch. The slopes of the WT and mutant channels were calculated by linear regression. By using the equation (mutant slope / WT slope)\(\times\)13.2, we obtained Qmax values for the mutant (Supplementary Table 1). 13.2 is the total charge per channel for the Shaker K\(^+\) channel, as estimated previously\(^g\).
Shortest pathways and betweenness calculations were performed using the Dijkstra’s algorithm as implemented in the NetworkX python library63. Betweenness calculations using a sphere of residues as source (starting) nodes were calculated using the average Cα distance during the simulation. We calculated betweenness for each subunit as the source radii was expanded and found that when the R365 residue was used as a source, betweenness values saturated at 9 Å in all the subunits (data not shown). Visualization and image creation of networks was done using VMD61.

Because the K1.2–2.1 and shaker K channels are not completely homologous, a sequence alignment between the crystal structure of Kv1.2–2.1 and the shaker channels sequence was performed in order to determine residues that are at homologous sites between the two channels (Supplementary Fig. 6).

**Life Sciences Reporting Summary.** Further information on experimental design is available in the Life Sciences Reporting Summary.

**Data availability.** Source data for Figs. 2, 3 and 4 are available in Supplementary Dataset 2. Source data for Supplementary Figs 1, 3 and 5 are in Supplementary Datasets 3 and 5. The source values for free-energy calculations and Supplementary Table 1 is provided in Supplementary Datasets 1 and 4. Source data for Fig. 5 and Supplementary Fig. 4 is available from the corresponding author upon request.
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Experimental design

1. Sample size

Describe how sample size was determined. For electrophysiology recordings, a sample size of 5-10 oocytes were used for each mutant. This is typical in the field and the sample size for each mutant has been indicated in the data tables. Standard error means were reported and the propagated errors were also calculated. For simulations, the networks were built using all possible configurations along the entire trajectories available from DE Shaw Research.

2. Data exclusions

Describe any data exclusions. Oocytes showing signs of disease, (eg. infection) prior or during the acquisition data process were excluded.

3. Replication

Describe whether the experimental findings were reliably reproduced. Yes! These measurements were reproduced.

4. Randomization

Describe how samples/organisms/participants were allocated into experimental groups. Not Applicable.

5. Blinding

Describe whether the investigators were blinded to group allocation during data collection and/or analysis. No

Note: all studies involving animals and/or human research participants must disclose whether blinding and randomization were used.

6. Statistical parameters

For all figures and tables that use statistical methods, confirm that the following items are present in relevant figure legends (or in the Methods section if additional space is needed).

- The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement (animals, litters, cultures, etc.)
- A description of how samples were collected, noting whether measurements were taken from distinct samples or whether the same sample was measured repeatedly
- A statement indicating how many times each experiment was replicated
- The statistical test(s) used and whether they are one- or two-sided (note: only common tests should be described solely by name; more complex techniques should be described in the Methods section)
- A description of any assumptions or corrections, such as an adjustment for multiple comparisons
- The test results (e.g. P values) given as exact values whenever possible and with confidence intervals noted
- A clear description of statistics including central tendency (e.g. median, mean) and variation (e.g. standard deviation, interquartile range)
- Clearly defined error bars

See the web collection on statistics for biologists for further resources and guidance.
Software

Policy information about availability of computer code

7. Software

Describe the software used to analyze the data in this study.

Residue-based networks were built and visualized using the Network View plugin within VMD. Shortest pathways and betweenness calculations were performed using the Dijkstra's algorithm as implemented in the NetworkX python library. Visualization and image creation of networks was done using VMD 1.9.2.

For manuscripts utilizing custom algorithms or software that are central to the paper but not yet described in the published literature, software must be made available to editors and reviewers upon request. We strongly encourage code deposition in a community repository (e.g. GitHub). Nature Methods guidance for providing algorithms and software for publication provides further information on this topic.

Materials and reagents

Policy information about availability of materials

8. Materials availability

Indicate whether there are restrictions on availability of unique materials or if these materials are only available for distribution by a for-profit company.

The trajectories for long time scale MD simulations are available on request from DE Shaw company. There is no restriction on other materials.

9. Antibodies

Describe the antibodies used and how they were validated for use in the system under study (i.e. assay and species).

None

10. Eukaryotic cell lines

a. State the source of each eukaryotic cell line used.

b. Describe the method of cell line authentication used.

c. Report whether the cell lines were tested for mycoplasma contamination.

d. If any of the cell lines used are listed in the database of commonly misidentified cell lines maintained by ICLAC, provide a scientific rationale for their use.

None used

Describe the authentication procedures for each cell line used OR declare that none of the cell lines used have been authenticated OR state that no eukaryotic cell lines were used.

Confirm that all cell lines tested negative for mycoplasma contamination OR describe the results of the testing for mycoplasma contamination OR declare that the cell lines were not tested for mycoplasma contamination OR state that no eukaryotic cell lines were used.

Provide a rationale for the use of commonly misidentified cell lines OR state that no commonly misidentified cell lines were used.

Animals and human research participants

Policy information about studies involving animals; when reporting animal research, follow the ARRIVE guidelines

11. Description of research animals

Provide details on animals and/or animal-derived materials used in the study.

Oocytes were either purchased from Ecocyte or harvested from Xenopus Laevis under University of Wisconsin-Madison IACUC approved animal protocols.

Policy information about studies involving human research participants

12. Description of human research participants

Describe the covariate-relevant population characteristics of the human research participants.

Not applicable