Quantum regression beyond the Born-Markov approximation for generalized spin-boson models

Davide Lonigro1,2,∗ and Dariusz Chruściński3,†

1 Dipartimento di Fisica and MECENAS, Università di Bari, I-70126 Bari, Italy
2 INFN, Sezione di Bari, I-70126 Bari, Italy
3 Institute of Physics, Faculty of Physics, Astronomy and Informatics, Nicolaus Copernicus University, Grudziadzka 5/7, 87-100 Toruń, Poland

(Dated: May 13, 2022)

The quantum regression formula for an open quantum system consists in an infinite hierarchy of conditions for its multi-time correlation functions, thus requiring full access to the total “system+environment” evolution, and providing a stronger requirement than CP-divisibility. Here, we analyze CP-divisibility and check the validity of quantum regression beyond the Born-Markov approximation (e.g. weak coupling limit) for a class of generalized spin-boson (GSB) models giving rise to a multi-level amplitude-damping evolution; in all cases, it is possible to engineer the system-bath coupling in such a way that quantum regression is exactly satisfied.

I. INTRODUCTION

The description of a simple quantum system, for example an atom or molecule, interacting with a thermal environment or an electromagnetic field, is often performed by modeling the former as a few-level system interacting with a structured boson bath: depending on the physical scenario, the energy spectrum of the bath can be either discrete (e.g. a monochromatic laser mode) or continuous.

Spin-boson models, the simplest instances of such models, occupy a central role in the theory of open quantum systems [1–5]: their simple structure provides a prototypical description of several natural mechanisms like quantum noise, dissipation, and decoherence [6–11]. For this reason, apart from their fundamental interest, they also find applications in quantum optics [1, 4, 6–8], quantum information and simulation [12], and quantum phase transitions [13], to name a few. The interest in such models has also led to an extensive study of their mathematical properties [14–21]; the wider class of generalized spin-boson (GSB) models, which accommodates multi-level atoms, has also been investigated [22–26].

In this article we analyze such models in connection to quantum (non)Markovianity. Quantum non-Markovian dynamics has attracted a lot of attention in recent years (cf. recent reviews [27–30]), and the Markovian property of the evolution induced by spin-boson models has been analyzed by several authors [1, 4, 27–29]. Usually, one approaches this problem by studying the properties of the corresponding dynamical map Λt, defined as the reduced evolution of the system (the spin) obtained by tracing out the degrees of freedom of the bath (or environment), represented by a boson field [1, 4]. This procedure gives rise to a family of maps Λt such that, for any t ≥ 0, Λt is completely positive and trace-preserving (CPTP). The evolution of the system is usually said to be Markovian if Λt is CP-divisible [31], that is, for any t > s there exists a CPTP propagator Vt,s such that Λt = Vt,sΛs. If Vt,s is only positive and trace-preserving, one usually calls Λt to be P-divisible (cf. [32] for a more general classification). A paradigmatic example of CP-divisible evolution is provided by the celebrated Markovian semi-group Λt = e^{tL}, with L being the Gorini-Kossakowski-Lindblad-Sudarshan (GKLS) generator [33–35].

A slightly different concept was proposed in Ref. [36], where Markovianity is connected to the monotonicity property of the trace norm, that is, for any t > s one requires ∥Λt(ρ1 − ρ2)∥1 ≤ ∥Λs(ρ1 − ρ2)∥1 for any pair of initial states ρ1 and ρ2. The violation of this inequality was interpreted in Ref. [36] as the presence of information backflow from the environment to the system, which thus provides a clear indicator of non-Markovian memory effects. The intricate relations between these two notions were studied in Refs. [37, 38] and further in Refs. [39, 40]. Both concepts find a lot of applications in the analysis of several systems (including spin-boson models) [27–29].

However, it should be stressed that the notion of Markovianity based on the properties of the corresponding dynamical map is not directly related to the original concept of classical Markov stochastic process [41]. As already pointed out in Refs. [42, 43], the divisibility property of the classical dynamical map, represented by a family of stochastic matrices, only provides a necessary condition for the validity of the well-known Markov property for the family of conditional probabilities [41]:

\[ p(x_n, t_n | x_{n-1}, t_{n-1}; \ldots; x_1, t_1) = p(x_n, t_n | x_{n-1}, t_{n-1}) \]  \( 1 \)

To provide a quantum generalization of this concept, one therefore needs access to the full system-bath evolution, and not only to the reduced dynamics described by the dynamical map Λt. A mathematical formulation of quantum Markov stochastic processes was proposed in Refs. [44–46]; it turns out that the quantum Markov property, in analogy to the classical condition (1), provides a hierarchy of nontrivial conditions for multi-time
correlation functions known as the quantum regression formula [47]. The latter essentially states that the multitime correlations of operators on the system, derived in terms of the full system-bath evolution, can be recovered in terms of the dynamical map \( \Lambda_t \) alone. The quantum regression formula is valid whenever the Born-Markov approximation (which consists in assuming that, throughout the evolution, the total “system+bath” state has a product form \( \rho_{S\!B}(t) = \rho(t) \otimes \rho_B \)) is valid.

Beyond the Born-Markov approximation, the validity of the quantum regression formula provides highly non-trivial constraints for the very structure of the system-bath interaction. Interestingly, the validity of the quantum regression formula is essentially equivalent to the Markovianity condition proposed in a recent series of papers [48–50] (cf. also the recent review [51] and [30] for a comparative analysis). In this approach, Markovianity is shown to correspond to a factorization property of the so-called quantum process tensor of the system. Actually, Ref. [30] provides the whole hierarchy of various diverse concepts of Markovianity and stresses the importance of quantum regression. The analysis of Markovianity based on the quantum regression formula was already initiated in Refs. [52] and [53]; these papers show that systems with CP-divisible dynamics may violate quantum regression.

In this article we analyze CP-divisibility and quantum regression for a class of GSB models leading to a multilevel generalization of the familiar amplitude-damping evolution. Such models can describe a multilevel atom interacting with a structured boson field. The energy of each mode having values in a continuous set; the interaction between the atom and the field is modulated by a family of coupling functions. We find sufficient conditions for CP-divisibility to hold and, in particular, a peculiar (and unique) choice of coupling leading to semigroup dynamics at all times is discussed. Besides, in the latter case, the quantum regression formula is shown to hold. This is a highly nontrivial result: contrarily to the standard folklore, in general semigroup dynamics is not sufficient to ensure the validity of quantum regression. However, for this class of models, the two notions do coincide.

\section{II. SPIN-BOSON MODEL AND AMPLITUDE-DAMPING}

Before analyzing in detail the family of GSB models, we shall start by recalling the main features of the paradigmatic spin-boson model leading to amplitude-damping dynamics. Consider a two-level system (qubit) on \( \mathcal{H}_S \simeq \mathbb{C}^2 \), with ground and excited state \(|g\rangle, |e\rangle\), interacting with a structured boson field. The energy of the qubit in its excited state will be denoted as \( \omega_e \), with its ground energy being set to zero without loss of generality. The total “system + bath” Hamiltonian has the following form (\( \hbar = 1 \))

\[ H = \omega_e |e\rangle\langle e| \otimes \mathbb{1}_B + \mathbb{1}_S \otimes H_B + H_{\text{int}}, \]

where \( H_B = \int d\omega \, \omega b\dagger(\omega)b(\omega) \), and the interaction term reads

\[ H_{\text{int}} = \sigma_- \otimes \int d\omega \, f(\omega)b\dagger(\omega) + \text{h.c.}, \]

where h.c. stands for the Hermitian conjugate term. Above, we use the standard notations \( \sigma_- = |g\rangle\langle e| \), \( \sigma_+ = (\sigma_-)\dagger = |e\rangle\langle g| \), and the integral runs over all energies that are accessible to the boson field; \( f(\omega) \) is a function (form factor) which modulates the atom-bath coupling, and the bath creation and annihilation operators \( b\dagger(\omega), b(\omega) \) satisfy the canonical commutation relations: \([b(\omega), b\dagger(\omega')] = 0 \) and \([b(\omega), b\dagger(\omega')] = \delta(\omega - \omega') \). The vacuum state of the bath will be denoted by \(|\text{vac}\rangle\).

The reduced evolution of the system starting from an arbitrary uncorrelated state in the form \( \rho \otimes |\text{vac}\rangle\langle\text{vac}| \), given by

\[ \Lambda_t(\rho) = \text{Tr}_B \left( e^{-itH} \rho \otimes |\text{vac}\rangle\langle\text{vac}| e^{itH} \right), \]

can be computed explicitly. Indeed, the interaction term \( H_{\text{int}} \) has a rotating-wave form, which implies that the total Hamiltonian preserves the total number of excitations; this conservation law allows one to compute explicitly the evolution \( U_t = e^{-itH} \) in the single-excitation sector \([1, 54]\), that is, if \( |\Psi(0)\rangle = |e\rangle \otimes |\text{vac}\rangle \), then

\[ |\Psi(t)\rangle = a(t)|e\rangle \otimes |\text{vac}\rangle + |g\rangle \otimes b\dagger(\xi_t)|\text{vac}\rangle, \]

where the function \( a(t) \) satisfies the non-local equation

\[ ia(t) = \omega_e a(t) + \int_0^t G(t - s)a(s) \, ds, \quad a(0) = 1 \]

with the memory kernel \( G(t) = -i \int d\omega \, |f(\omega)|^2 e^{-i\omega t} \), and

\[ b\dagger(\xi_t) = \int d\omega \, \xi_t(\omega)b\dagger(\omega), \]

where the boson profile \( \xi_t(\omega) \) is fully characterized by the function \( a(t) \) and the form factor \( f(\omega) \). Clearly, the state \(|g\rangle \otimes |\text{vac}\rangle \) does not evolve. Consequently, the reduced dynamics \( (3) \) reads as follows:

\[ \Lambda_t(\rho) = \left( \frac{|a(t)|^2 \rho_{ee} + a(t)\rho_{eg} + a(t)^*\rho_{ge} + (1 - |a(t)|^2)\rho_{ee}}{a(t)^*a(t)} \right). \]

Eq. \( (7) \) defines an amplitude-damping channel for any \( t > 0 \); notice that the channel is uniquely characterized by the function \( a(t) \) which satisfies \(|a(t)| \leq 1 \). This channel is completely positive and trace-preserving (CPTP) by construction; vice versa, it can be proven (cf. Prop. \( 2 \)) that, for \emph{any} given function \( a(t) \), then the following conditions are equivalent:

- \( \Lambda_t \) is completely positive;
- \( \Lambda_t \) is positive;
- \(|a(t)| \leq 1 \) for all \( t \).

Therefore, for this model, complete positivity and positivity are equivalent.
III. MARKOVIANITY, DIVISIBILITY, AND SEMIGROUP DYNAMICS

Recall that the evolution represented by the dynamical
map $\Lambda_t$ is divisible if, for any $t > s$, there exists an intermediate map (a propagator) $V_{t,s}$ such that
$\Lambda_t = V_{t,s}\Lambda_s$. $\Lambda_t$ is called P-divisible whenever $V_{t,s}$ is positive
and trace-preserving, and CP-divisible whenever $V_{t,s}$ is
CPTP. The divisibility of the dynamical map is often
used to analyze the Markovianity of the corresponding
evolution [27].

Recall that, for an invertible map, P-divisibility (and
hence, in our case, CP-divisibility) is equivalent to the
monotonicity property [32, 37]

$$\frac{d}{dt} ||\Lambda_t(X)||_1 \leq 0,$$

for any Hermitian map in the Hilbert space of the system
($||X||_1$ stands for the trace norm). In particular, Eq. (8)
implies that, for any pair of initial states $\rho_1$ and $\rho_2$, one
has $\frac{d}{dt} ||\Lambda_t(\rho_1 - \rho_2)||_1 \leq 0$. The violation of this inequality
was interpreted in Ref. [36] as an information backflow
from the environment (bath) to the system, which provides
a clear indicator of memory effects. In our model, the
very condition (8) is equivalent to

$$\frac{d}{dt} |a(t)| \leq 0. \tag{9}$$

Therefore, the P-divisibility of $\Lambda_t$ is equivalent to the
monotonicity property (9) of $a(t)$. Interestingly, and non-
trivially, this condition is indeed necessary and sufficient
for CP-divisibility as well:

**Proposition 1.** Let $\Lambda_t$ as defined in Eq. (7), with
$|a(t)| \neq 0$. Then the process is invertible, and the fol-
lowing conditions are equivalent:

- $\Lambda_t$ is CP-divisible;
- $\Lambda_t$ is P-divisible;
- Eq. (9) holds at all times.

**Proof.** Particular case of Prop. 3. \qed

Therefore Markovianity, when understood as CP-
divisibility, reduces to a simple monotonicity condition
for $a(t)$.

In particular, one immediately notices that, for the
map (7), a semigroup at all times can be only obtained by
choosing the parameters in such a way that the function
$|a(t)|$ is exponentially decaying at all times. By Eq. (6),
this can only happen if the memory kernel reduces to a
Dirac delta, which, in turn, requires a *flat coupling*
$|f(\omega)|^2 = \text{const.}$ on the full real line. If we set

$$|f(\omega)|^2 = \frac{\gamma}{2\pi}, \quad -\infty \leq \omega \leq \infty, \tag{10}$$

then we get $a(t) = e^{-\frac{1}{2}i\omega t}$, $|a(t)|^2 = e^{-\gamma t}$, and thus
semigroup dynamics

$$\rho_t = -i\omega [\rho, \rho] + \frac{1}{2} \gamma \left( \sigma_+ \sigma_- - \frac{1}{2} \{\sigma_+ \sigma_-, \rho\} \right). \tag{11}$$

Here $\omega$ is the *renormalized* excitation energy of the
qubit, with the bare one being diverging, cf. Ref. [54].
We stress that no other choice of coupling would yield
exact semigroup dynamics at all times, the correspond-
ence between $f(\omega)$ and $a(t)$ being one-to-one; however,
relaxing our request by asking the semigroup property
to only hold in a finite time window, one would have in-
finitely many other choices [55, 56]. Also notice that, as
a straightforward consequence of the Paley-Wiener the-
orem, relaxing our request by asking for semigroup dy-
namics at $t \to \infty$ would still require the energy spectrum
of the boson field to be unbounded from below. [57, 58]

It should be stressed that the semigroup (11) is derived
without any type of Born-Markov approximation.Usu-
ally, to derive a Markovian semigroup, one considers two
limiting scenarios for some characteristic time scales of
the evolution of the system $\tau_S$ and bath $\tau_B$ [1, 35]. In
the weak coupling limit, one assumes weak coupling between
the system and the bath; moreover, $\tau_S$ remains constant
while $\tau_B \to \infty$. This limit works perfectly for many sys-
tems in quantum optics [6-8]. On the other hand, in the
singular coupling limit, we have $\tau_B \to 0$, meaning that
the bath correlation functions are delta-like [59], and this
immediately implies memoryless master equations.

IV. QUANTUM REGRESSION

As we have observed, choosing a flat qubit-boson cou-
pling, the dynamical semigroup $\Lambda_t$ is Markovian in the
sense of CP-divisibility (or, equivalently, P-divisibility).
We will now show that, interestingly, the model also satis-
fies the more restrictive conditions for Markovianity pro-
vided by the quantum regression theorem [1, 6, 30].

Given a fixed state of the bath $\rho_B$, the unitary evolu-
tion of the “system + bath” $U_t \rho = U_t \rho U_t^\dagger$ giving rise to
the reduced evolution of the system $\Lambda_t = \text{Tr}_B U_t (\rho \otimes \rho_B)$,
we say that a pair $(U_t, \rho_B)$ satisfies quantum regression
if, for any collection of times $t_n > t_{n-1} > \ldots > t_1 > t_0$
and two sets of system operators $\{X_0, X_1, \ldots, X_n\}$ and
$\{Y_0, Y_1, \ldots, Y_n\}$, one has the following relation between
multi-time correlation functions:

$$\text{Tr}_B[\tilde{E}_n \rho_B(t_n-\tau_n-1) \tilde{E}_{n-1} \rho_B(t_{n-1}-\tau_{n-1-2} \ldots \tilde{E}_0 \rho_B(t_0)] = \text{Tr}_B[\tilde{E}_n \Lambda_{t_n-\tau_n-1} \tilde{E}_{n-1} \Lambda_{t_{n-1}-\tau_{n-1-2}} \ldots \tilde{E}_0 \Lambda_{t_0} (\rho)], \tag{12}$$

where $\tilde{E}_k A_{SB} = (X_k \otimes I_B) A_{SB} (Y_k \otimes I_B)$, and
$\tilde{E}_k A_S = X_k A_k Y_k$, for any “system-bath” operator $A_{SB}$
and system operator $A_S$. Eq. (12) means that all correlation
functions for the “system+bath” evolution can be com-
puted in terms of the dynamical map of the system alone.
Clearly, this is a highly nontrivial infinite hierarchy of
conditions, and CP-divisibility provides only a necessary condition for Eq. (12). It was shown by Dümcke [60] that the quantum regression formula for multi-time correlation functions holds in the weak coupling limit (the validity of Eq. (12) essentially follows from the Born-Markov approximation).

Let us consider now the spin-boson model (3) with flat form factor $f(\omega)$, i.e. Eq. (10). As discussed, the reduced evolution defines a dynamical semigroup. However, the validity of the quantum regression formula (12) is not guaranteed since this semigroup were derived without any approximation based on the Born-Markov condition. The first main observation of this article is summarized in the following

**Theorem 1.** Let $\rho_B = |\text{vac}\rangle \langle \text{vac}|$. Then $(\mathcal{U}_t, \rho_B)$ satisfies the quantum regression hierarchy (12) provided that $|f(\omega)| = \text{const. for } \omega \in (-\infty, \infty)$.

A direct proof of Eq. (12), which directly shows the cancellation of all terms which might spoil the validity of Eq. (12), is reported in Appendix A for the two-time scenario, the generalization to the $n$-time scenario following immediately from the structure of the model. One may think that quantum regression follows as a direct consequence of the semigroup property, which holds in both cases. This is not true in general: in order to check whether Eq. (12) holds, one needs access to the unitary evolution of the “system+bath”; only knowing the reduced dynamics is not sufficient.

### V. MULTI-LEVEL GENERALIZATION

The spin-boson model discussed above is a remarkable example of open quantum system for which necessary and sufficient conditions for CP-divisibility can be found, and, furthermore, admitting a choice of coupling so that the quantum regression formula is exactly satisfied. One may think that such a result is exclusive for the qubit case; in fact, similar results can be proven beyond a qubit scenario. We will now discuss a wider class of generalized spin-boson (GSB) models, admitting an arbitrary number of both excited levels of the system and modes of the boson bath, for which similar results can be obtained. This shows the inherently Markovian nature of the amplitude-damping dynamics.

Consider a quantum system living in $\mathcal{H}_S = \mathcal{H}_e \oplus \mathcal{H}_g$, with dim $\mathcal{H}_e = n$ and dim $\mathcal{H}_g = 1$. $\mathcal{H}_e$ corresponds to an $n$-dimensional excited sector, whereas $\mathcal{H}_g$ is spanned by the ground state $|g\rangle$. The system is coupled to an $r$-mode bosonic bath ($r \leq n$), with the total system-bath Hamiltonian given by ($\hbar = 1$)

$$H = H_e \otimes \mathbb{I}_B + \mathbb{I}_S \otimes \sum_{j=1}^{r} d\omega \omega b_j^\dagger(\omega)b_j(\omega) + H_{\text{int}},$$  \hspace{1cm} (13)

where $H_e$ is the free Hamiltonian of the excited sector of the system (the energy of the ground state is again set to zero), and the interaction term reads

$$H_{\text{int}} = \sum_{j=1}^{r} d\omega \omega b_j^\dagger(\omega)|\beta_j| \otimes b_j^\dagger(\omega) + \text{h.c.},$$ \hspace{1cm} (14)

with $|\beta_1\rangle, \ldots, |\beta_r\rangle \in \mathcal{H}_e$. This model was first introduced in Ref. [61]. Similarly as before, each function $f_j(\omega)$ (form factor) modulates the coupling between the system and the $j$th mode of the bath. The bath creation and annihilation operators $b_j^\dagger(\omega)$ and $b_j(\omega)$ satisfy the standard canonical commutation relations: $[b_i(\omega), b_j^\dagger(\omega')] = 0$ and $[b_i(\omega), b_j(\omega')] = \delta_{ij} \delta(\omega - \omega')$.

#### A. Reduced dynamics

Again, the single-excitation sector of this model is solvable. This model has a conserved number of excitations, namely

$$\mathcal{N} = \mathbb{I}_S \otimes \sum_{j=1}^{r} d\omega b_j^\dagger(\omega)b_j(\omega) + (\mathbb{I}_S - |g\rangle\langle g|) \otimes \mathbb{I}_B,$$ \hspace{1cm} (15)

meaning that $H$ decomposes into the direct sum of its restrictions on the eigenstates of $\mathcal{N}$. In particular, the single-excitation sector, spanned by vectors in the form

$$|\psi_e\rangle = |\psi_e\rangle \otimes |\text{vac}\rangle + \sum_{j=1}^{r} \int d\omega \omega \xi_j(\omega) |g\rangle \otimes b_j^\dagger(\omega) |\text{vac}\rangle,$$ \hspace{1cm} (16)

is conserved. This allows us to compute exactly the evolution of any state $|\psi_e\rangle \otimes |\text{vac}\rangle$. The Schrödinger equation for the model with this initial condition yields the following linear system:

$$\begin{cases} 
\frac{d}{dt} |\psi_e(t)\rangle = H_e |\psi_e(t)\rangle + \sum_{j=1}^{r} \int d\omega f_j(\omega)^* \xi_j(t, \omega) |\beta_j\rangle; \\
\frac{d}{dt} \omega \xi_j(t, \omega) = \omega \xi_j(t, \omega) + f_j(\omega) \langle \beta_j | \psi_e(t) \rangle.
\end{cases}$$ \hspace{1cm} (17)

For all $j = 1, \ldots, r$, we get

$$\xi_j(t, \omega) = -i \int_0^t ds e^{-i\omega(t-s)} f_j(\omega) \langle \beta_j | \psi_e(s) \rangle,$$ \hspace{1cm} (18)

and thus, substituting into the differential equation for $|\psi_e(t)\rangle$, we get

$$\frac{d}{dt} |\psi_e(t)\rangle = H_e |\psi_e(t)\rangle + \int_0^t ds G(t-s) |\psi_e(s)\rangle,$$ \hspace{1cm} (19)

where

$$G(t) = -i \sum_{j=1}^{r} \int d\omega |f_j(\omega)|^2 e^{-i\omega t} |\beta_j\rangle \langle \beta_j|.$$ \hspace{1cm} (20)

Summing up, we have shown

$$e^{-itH} |\psi_e\rangle \otimes |\text{vac}\rangle = H(t) |\psi_e\rangle \otimes |\text{vac}\rangle + |g\rangle \otimes \mathcal{G}(\xi_j(t, \cdot)) |\text{vac}\rangle,$$ \hspace{1cm} (21)
with \( \Lambda(t) \) being defined via \( |\psi_e(t)\rangle = \Lambda(t) |\psi_e\rangle \); besides, since \( H |g\rangle \otimes |\text{vac}\rangle = 0 \), the evolution of the latter state is trivial,

\[
e^{-itH} |g\rangle \otimes |\text{vac}\rangle = |g\rangle \otimes |\text{vac}\rangle.
\]

Finally, defining

\[
\Lambda_t(\rho) = \text{Tr}_H \left( e^{-itH} \rho \otimes |\text{vac}\rangle \langle \text{vac}| e^{itH} \right),
\]

and using a natural splitting of the density operator of the system:

\[
\rho = \left( \begin{array}{c|c} \hat{\rho}_e & |w\rangle \\
|w\rangle^\dagger & \hat{\rho}_g \end{array} \right),
\]

then, substituting Eqs. (21)–(22) into Eq. (23), and using the fact that, by unitarity, we must necessarily have

\[
\| |\psi_e\rangle \|^2 + \sum_{j=1}^{r} \int d\omega \ |\xi_j(t, \omega)\|^2 = 1,
\]

we find the following formula for the reduced evolution:

\[
\Lambda_t(\rho) = \left( \begin{array}{c|c} \hat{A}(t) \hat{\rho}_e \hat{A}(t)^\dagger & \hat{A}(t) |w\rangle \\
|w\rangle^\dagger & \hat{\rho}_g(t) \end{array} \right),
\]

with \( \hat{\rho}_g(t) = \hat{\rho}_g + \text{Tr} \left( [\mathbb{1}_e - \hat{A}(t)^\dagger \hat{A}(t)] \hat{\rho}_e \right) \). The operator \( \hat{A}(t) : \mathcal{H}_e \rightarrow \mathcal{H}_e \) provides a multi-level generalization of the function \( a(t) \) which appears in Eq. (7). We point out that other generalizations of the amplitude-damping channel were analyzed in Refs. [62, 63].

\section*{B. CP-divisibility, P-divisibility, and regression}

Like in the qubit case, the map (26) is completely positive and trace-preserving (CPTP) and, by construction, the condition \( \|\hat{A}(t)\|_{\text{op}} \leq 1 \) holds at all times, where \( \|\cdot\|_{\text{op}} \) is the operator norm; vice versa, it can be proven that, for any operator-valued function \( \hat{A}(t) \), it is completely positive (or, equivalently, positive) by assuming \( \|\hat{A}(t)\|_{\text{op}} \leq 1 \) at all times:

\begin{proposition}
Given \( \hat{A}(t) \), the following conditions are equivalent:

(i) \( \Lambda_t \) is completely positive;

(ii) \( \Lambda_t \) is positive;

(iii) \( \|\hat{A}(t)\|_{\text{op}} \leq 1 \).
\end{proposition}

\begin{proof}
(i) \( \Rightarrow \) (ii) is obvious. Let us prove (iii) \( \Rightarrow \) (i). The condition \( \|\hat{A}(t)\|_{\text{op}} \leq 1 \) is equivalent to \( \mathbb{1}_e - \hat{A}(t)^\dagger \hat{A}(t) \) being a positive operator, implying that its spectral decomposition can be written as

\[
\mathbb{1}_e - \hat{A}(t)^\dagger \hat{A}(t) = \sum_{\ell=1}^{n} |\delta_{\ell}(t)\rangle \langle \delta_{\ell}(t)|
\]

for some family of vectors \( |\delta_{\ell}(t)\rangle, \ell = 1, \ldots, n \). But then the operators

\[
K_0(t) = \left( \begin{array}{c|c} \hat{A}(t) |0\rangle \\
|0\rangle^\dagger & 1 \end{array} \right), \quad K_\ell(t) = \left( \begin{array}{c|c} 0 & |\delta_{\ell}(t)\rangle \\
|\delta_{\ell}(t)\rangle^\dagger & 0 \end{array} \right),
\]

are easily proven to be Kraus operators of \( \Lambda_t \), which is thus completely positive.

Finally, let us prove (ii) \( \Rightarrow \) (iii); equivalently, we will prove that, if (iii) does not hold, then (ii) does not hold. Suppose (iii) to be false; then there exists a vector \( |u_\ell\rangle \) such that \( \langle u_\ell | \hat{A}(t)^\dagger \hat{A}(t) | u_\ell \rangle > 0 \), and thus

\[
\text{Tr} \left( [\mathbb{1}_e - \hat{A}(t)^\dagger \hat{A}(t)] |u_\ell\rangle \langle u_\ell| \right) < 0.
\]

But then one immediately notices that \( \Lambda_t \) maps the positive matrix

\[
\left( \begin{array}{c|c} |u_\ell\rangle \langle u_\ell| & |0\rangle \\
|0\rangle^\dagger & 0 \end{array} \right)
\]

into a matrix with a negative eigenvalue; therefore, \( \Lambda_t \) is not a positive map.
\end{proof}

As a result, a generalization of Prop. 1 holds:

\begin{proposition}
Let \( \Lambda_t \) as defined in Eq. (7), with det \( \hat{A}(t) \neq 0 \). Then the process is invertible, and the following conditions are equivalent:

(i) \( \Lambda_t \) is CP-divisible;

(ii) \( \Lambda_t \) is P-divisible;

(iii) For all \( t \geq 0 \), the following condition holds:

\[
\frac{d}{dt} \|\hat{A}(t)\|_{\text{op}} \leq 0.
\]
\end{proposition}

\begin{proof}
Suppose \( \hat{A}(t) \) to be invertible for all \( t \), so that \( \hat{A}(t)^{-1} \) exists. Then a direct calculation shows that, for all \( t \geq s \geq 0 \), \( \Lambda_t = V_{t,s} \Lambda_s \), where

\[
V_{t,s}(\rho) = \left( \begin{array}{c|c} \hat{A}(t,s) \hat{\rho}_e \hat{A}(t,s)^\dagger & \hat{A}(t,s) |w\rangle \\
|w\rangle^\dagger & \hat{\rho}_g(t,s) \end{array} \right),
\]

where \( \hat{A}(t,s) := \hat{A}(t) \hat{A}(s)^{-1} \) and \( \hat{\rho}_g(t,s) := \hat{\rho}_g + \text{Tr} \left( [\mathbb{1}_e - \hat{A}(t,s)^\dagger \hat{A}(t,s)] \hat{\rho}_e \right) \). Therefore, by Prop. 2, \( V_{t,s} \) is (completely) positive if and only if

\[
\|\hat{A}(t,s)\|_{\text{op}} \leq 1,
\]

that is, \( \|\hat{A}(t)\|_{\text{op}} \leq \|\hat{A}(s)\|_{\text{op}} \), i.e. \( t \mapsto \|\hat{A}(t)\|_{\text{op}} \) is monotonically decreasing, which in turn is equivalent to Eq. (31).
\end{proof}

Furthermore, a dynamical semigroup can only be obtained provided that the operator \( \hat{A}(t) \) satisfies the property \( \hat{A}(t) = \hat{A}(t-s) \hat{A}(s) \). Again, there is an essentially unique choice of form factors \( f_j(\omega) \) yielding semigroup dynamics: choosing \( |f_j(\omega)|^2 = 1/2\pi \) (via a renormalization procedure analogous to the one discussed in Ref. [54].
for the case \( n = r = 1 \), one finds \( \hat{A}(t) = e^{-i(\tilde{H}_e + \Gamma/2)t} \), where

\[
\Gamma = \sum_{\ell=1}^{r} |\beta_{\ell}\rangle \langle \beta_{\ell}| \tag{34}
\]

and \( \tilde{H}_e \) is the renormalized energy operator of the excited sector. We stress that the rank of the dissipation operator \( \Gamma \) coincides with the number of modes of the boson bath.

Finally, using the same techniques that we exploited in the qubit case, one proves the following multilevel counterpart of Theorem 1:

**Theorem 2.** Let \( \rho_B = |\text{vac}\rangle \langle \text{vac}| \), and \( \mathcal{U}_t \) the evolution group generated by the Hamiltonian (13) with \( |f_j(\omega)|^2 = \text{const.} \) for \( \omega \in (−\infty, \infty) \). Then \( (\mathcal{U}_t, \rho_B) \) satisfies the quantum regression hierarchy (12).

Again, quantum regression is therefore satisfied under the same exact assumptions that ensure semigroup dynamics.

**VI. CONCLUSIONS**

In this article we have analyzed CP-divisibility and quantum regression for a class of generalized spin-boson (GSB) models, describing an atom interacting with a multi-mode boson field, leading to a class of CPTP maps generalizing the amplitude-damping (AD) qubit channels [1–3]. Necessary and sufficient conditions for CP-divisibility have been found; moreover, and most importantly, we have shown that it is possible to engineer these models in such a way that quantum regression is exactly and provably satisfied. This provides, up to our knowledge, a first nontrivial class of open systems satisfying this requirement.

We stress that, while the validity of quantum regression for an open quantum system is in general a much stronger condition than the semigroup property for its reduced dynamics, the two notions happen to coincide for the class of models analyzed here. Interestingly, a similar phenomenon has been recently proven to happen for the dephasing-type spin-boson model yielding phase-damping (PD) qubit channels [64]. Whether such a phenomenon is a more general feature remains an open question. Future works will be devoted to the extension of this analysis to other instances of open quantum systems.

Finally, we point out an interesting proposal for checking Markovianity via the so-called conditional past-future independence [65–67]. Again, conditional past-future independence is not guaranteed beyond the Born-Markov approximation. It would be interesting to test spin-boson models and their generalizations using this approach.
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**Appendix A: Proof of quantum regression**

In this appendix we will provide a proof, in the two-time scenario, of Theorems 1–2, that is, we will show that

\[
\text{Tr}_B \left\{ \mathcal{U}_{t_1 - t_0} \left( X \otimes \mathbb{I}_B \right) \mathcal{U}_{t_0} (\mathbf{M} \otimes |\text{vac}\rangle \langle \text{vac}|) (Y \otimes \mathbb{I}_B) \right\} = \Lambda_{t_1 - t_0}(X \Lambda_{t_0}(\mathbf{M})Y),
\]

(A1)

for \( \mathbf{M} = |e\rangle \langle e|, |e\rangle \langle g|, |g\rangle \langle e|, |g\rangle \langle g| \).

1. \( \mathbf{M} = |e\rangle \langle e| \)

One has

\[
\text{Tr}_B \left\{ \mathcal{U}_{t_1 - t_0} \left( X \otimes \mathbb{I}_B \right) \mathcal{U}_{t_0} (|e\rangle \langle e| \otimes |\text{vac}\rangle \langle \text{vac}|) (Y \otimes \mathbb{I}_B) \right\} = \ell_{ee}(t_1, t_0) + \ell_{eg}(t_1, t_0) + \ell_{ge}(t_1, t_0) + \ell_{gg}(t_1, t_0),
\]

(A2)

where

\[
\ell_{ee}(t_1, t_0) = |a(t_0)|^2 \text{Tr}_B \left\{ \mathcal{U}_{t_1 - t_0} \left( X|e\rangle \langle e| Y \otimes |\text{vac}\rangle \langle \text{vac}| \right) \right\},
\]

(A3)

\[
\ell_{eg}(t_1, t_0) = a(t_0) \text{Tr}_B \left\{ \mathcal{U}_{t_1 - t_0} \left( X|e\rangle \langle g| Y \otimes |\text{vac}\rangle \langle \text{vac}| b(\xi_{t_0}) \right) \right\},
\]

(A4)

\[
\ell_{ge}(t_1, t_0) = a^*(t_0) \text{Tr}_B \left\{ \mathcal{U}_{t_1 - t_0} \left( X|g\rangle \langle e| Y \otimes b^\dagger(\xi_{t_0}) |\text{vac}\rangle \langle \text{vac}| \right) \right\},
\]

(A5)

\[
\ell_{gg}(t_1, t_0) = \text{Tr}_B \left\{ \mathcal{U}_{t_1 - t_0} \left( X|g\rangle \langle g| Y \otimes b^\dagger(\xi_{t_0}) |\text{vac}\rangle \langle \text{vac}| b(\xi_{t_0}) \right) \right\}.
\]

(A6)
Now,
\[ \Lambda_{t_1-t_0}(X\Lambda_{t_0}(|e\rangle\langle e|)Y) = m_{ee}(t_1, t_0) + m_{gg}(t_1, t_0), \]  
where
\[ m_{ee}(t_1, t_0) = |a(t_0)|^2 \Lambda_{t_1-t_0}(X|e\rangle\langle e|Y), \]  
\[ m_{gg}(t_1, t_0) = ||\xi_{t_0}||^2 \Lambda_{t_1-t_0}(X|g\rangle\langle g|Y). \]

It is clear that \( \ell_{ee}(t_1, t_0) = m_{ee}(t_1, t_0) \). We prove that
\[ \ell_{eg}(t_1, t_0) = \ell_{ge}(t_1, t_0) = 0, \quad \ell_{gg}(t_1, t_0) = m_{gg}(t_1, t_0). \]

Let
\[ X = \begin{pmatrix} x_e & x_1 \\ x_2 & x_g \end{pmatrix}, \quad Y = \begin{pmatrix} y_e & y_1 \\ y_2 & y_g \end{pmatrix} \]

Now, using the following relation [56]
\[ U_{t_1-t_0}\mathbb{I}_S \otimes b^\dagger(\xi_{t_0}) = \mathbb{I}_S \otimes b^\dagger(\xi_{t_1, t_0})U_{t_1-t_0}, \]
where
\[ \xi_{t_1, t_0}(\omega) = e^{-i(t_1-t_0)\omega}\xi_{t_0}(\omega), \]

one has
\[ U_{t_1-t_0}X|e\rangle \otimes |\text{vac}\rangle = U_{t_1-t_0}(x_e|e\rangle + x_2|g\rangle) \otimes |\text{vac}\rangle = x_e(a(t_1-t_0)|e\rangle \otimes |\text{vac}\rangle) + x_2|g\rangle \otimes |\text{vac}\rangle, \]
\[ U_{t_1-t_0}X|g\rangle \otimes b^\dagger(\xi_{t_0})|\text{vac}\rangle = U_{t_1-t_0}\mathbb{I}_S \otimes b^\dagger(\xi_{t_0})U_{t_1-t_0}X|g\rangle \otimes |\text{vac}\rangle = \mathbb{I}_S \otimes b^\dagger(\xi_{t_1, t_0})U_{t_1-t_0}X|g\rangle \otimes |\text{vac}\rangle \]
\[ = x_1(a(t_1-t_0)|e\rangle \otimes b^\dagger(\xi_{t_1, t_0})|\text{vac}\rangle) + x_2|g\rangle \otimes |\text{vac}\rangle. \]

Using the following properties:
\[ \langle \text{vac}|b(\xi_{t_1, t_0})b^\dagger(\xi_{t_1-t_0})|\text{vac}\rangle = 0, \]  
\[ ||b^\dagger(\xi_{t_1, t_0})b^\dagger(\xi_{t_1-t_0})|\text{vac}\rangle||^2 = ||\xi_{t_1-t_0}||^2 ||\xi_{t_0}||^2 \]

one immediately finds \( \ell_{eg}(t_1, t_0) = \ell_{ge}(t_1, t_0) = 0, \) and \( \ell_{gg}(t_1, t_0) = m_{gg}(t_1, t_0). \)

2. \( \mathbf{M} = |e\rangle\langle g| \)

One has
\[ \text{Tr}_B\left\{ U_{t_1-t_0}\left(X \otimes \mathbb{I}_B\right)U_{t_0}(|e\rangle\langle e| \otimes |\text{vac}\rangle\langle\text{vac}|)(Y \otimes \mathbb{I}_B)\right\} = \ell_{eg}(t_1, t_0) + \ell_{gg}(t_1, t_0), \]
where
\[ \ell_{eg}(t_1, t_0) = a(t_0)\text{Tr}_B\left\{ U_{t_1-t_0}\left(X|e\rangle\langle e|Y \otimes |\text{vac}\rangle\langle\text{vac}|\right)\right\}, \]  
\[ \ell_{gg}(t_1, t_0) = \text{Tr}_B\left\{ U_{t_1-t_0}\left(X|g\rangle\langle g|Y \otimes b^\dagger(\xi_{t_0})|\text{vac}\rangle\langle\text{vac}|\right)\right\}. \]

Now,
\[ \Lambda_{t_1-t_0}(X\Lambda_{t_0}(|e\rangle\langle e|)Y) = a(t_0)\Lambda_{t_1-t_0}(X|e\rangle\langle e|Y) = \ell_{eg}(t_1, t_0), \]
hence to prove Eq. (A18) one has to show that \( \ell_{gg}(t_1, t_0) = 0. \) Again, using Eqs. (A16)–(A17) one finds that indeed \( \ell_{gg}(t_1, t_0) \) does vanish. The proof for \( \mathbf{M} = |g\rangle\langle e| \) goes along the same line.
One has
\[
\text{Tr}_B \left\{ \mathcal{U}_{t_1-t_0} \left( X \otimes \mathbb{1}_B \right) \mathcal{U}_{t_0} \left( |g\rangle\langle g| \otimes |\text{vac}\rangle\langle \text{vac}| \right) \left( Y \otimes \mathbb{1}_B \right) \right\} = \text{Tr}_B \left\{ \mathcal{U}_{t_1-t_0} (X |g\rangle\langle g| Y \otimes |\text{vac}\rangle\langle \text{vac}|) \right\} = \Lambda_{t_1-t_0} (|g\rangle\langle g|) Y.
\]

The proof for the multi-time scenario goes the same scheme. One can easily observe that, for the multi-level generalization, the technique is analogous but the algebra is of course more tedious.
