Performance of a convolutional autoencoder designed to remove electronic noise from p-type point contact germanium detector signals
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Abstract We present a convolutional autoencoder to denoise pulses from a p-type point contact high-purity germanium detector similar to those used in several rare event searches. While we focus on training procedures that rely on detailed detector physics simulations, we also present implementations requiring only noisy detector pulses to train the model. We validate our autoencoder on both simulated data and calibration data from a \textsuperscript{241}Am source, the latter of which is used to show that the denoised pulses are statistically compatible with data pulses. We demonstrate that our denoising method is able to preserve the underlying shapes of the pulses well, offering improvement over traditional denoising methods. We also show that the shaping time used to calculate energy with a trapezoidal filter can be significantly reduced while maintaining a comparable energy resolution. Under certain circumstances, our denoising method can improve the overall energy resolution. The methods we developed to remove electronic noise are straightforward to extend to other detector technologies. Furthermore, the latent representation from the encoder is also of use in quantifying shape-based characteristics of the signals. Our work has great potential to be used in particle physics experiments and beyond.

1 Introduction

High-purity germanium (HPGe) detectors are used in the search for rare events such as neutrinoless double-beta decay ($0\nu\beta\beta$) [1–3], dark matter [4,5], and other beyond Standard Model physics [6–8]. HPGe detectors are a common choice due to their intrinsic purity, good energy resolutions, and ability to be fabricated from material enriched in the $0\nu\beta\beta$ candidate isotope $^{76}$Ge. Some of the strongest limits on the $0\nu\beta\beta$ half-life have been set using HPGe detectors and are in the range of $10^{25}$ yr $- 10^{26}$ yr [1,2].

Due to the infrequent occurrence of signal events, extraordinary measures are taken to reduce backgrounds associated with particles that can deposit energy in the detectors, including locating the experiments in ultra-clean laboratories deep underground [9]. Further analytical background reduction and discrimination techniques are still required as experiments probe larger regions of the parameter space associated with the processes that they are trying to detect.

An efficient denoising algorithm can help advance searches for rare event interactions. Noise reduction techniques can allow one to identify low-energy signal events that would otherwise be dominated by electronic noise. This is of direct relevance to experiments using germanium detectors to search for rare events at low energies, such as solar axions, violation of the Pauli Exclusion Principle, and electron decay [10]. A reduction in noise would also allow for better background rejection techniques that are based on pulse shapes, such as the rejection of slow energy-degraded pulses in germanium detectors searching for signals at low energies [11,12].

Denoising could also provide more accurate measurements of pulse amplitudes, leading to a better energy resolution. Many pulse height estimation algorithms [13,14] use effective averaging windows with a given shaping time. While an overall reduction in the energy resolution is difficult to achieve compared to these highly efficient algorithms, denoising the pulses beforehand can reduce the shaping time required to obtain a comparable energy resolution. This can allow for shorter traces to be collected (more efficient data...
In this paper, we demonstrate the effectiveness of deep learning to strongly reduce electronic noise in the charge pulses from a p-type point contact (PPC) HPGe detector. We conduct several studies on both real and simulated data to verify the performance of our deep learning-based model and compare it to traditional noise reduction techniques. We also show that an effective noise reduction model can be trained using only noisy detector data. Since this method does not require underlying clean pulses for training, our approach can be implemented without detailed modelling and simulations of the detector. Furthermore, our results are not limited to PPC HPGe detectors; this efficient and flexible denoiser can be implemented with detailed modelling and simulations of the detector. Furthermore, our results are not limited to PPC HPGe detectors; this efficient and flexible denoiser which requires only detector data is widely applicable to the particle astrophysics community and beyond.

Section 2 provides an overview of both traditional denoising methods and autoencoders. In Sect. 3, we describe the design of our neural network architecture. In Sect. 4, we outline the experimental setup and datasets used for training and evaluation, while in Sect. 5 we describe our methodology. The results are presented in Sect. 6, first on simulations to demonstrate both pulse shape preservation and improvements over traditional methods, and then on real detector data to further validate pulse shape preservation and to show the impact of denoising on the energy resolution. We conclude our results and emphasize the potential of our work for other experiments in Sect. 7.

## 2 Autoencoders for denoising

### 2.1 Traditional denoising methods

We briefly discuss non deep learning-based approaches to denoise signals before introducing autoencoders. We focus on a subset of techniques that were evaluated for comparison with the autoencoder in Sect. 6.1.2. The first one is a moving average filter over $w$ samples. The selection of $w$ requires a trade-off between the level of noise reduction and the preservation of details such as edge sharpness in the pulse shape. An extension to the moving average is the exponential filter [15], where the smoothed output of a given sample is the weighted sum of the current sample and the previous prediction. The algorithm is recursive and is defined by the smoothing constant $\alpha \in (0, 1)$.

We also consider the more advanced Savitzky–Golay filter [16], which removes noise by fitting a degree-$p$ polynomial to $w$ adjacent samples centred about a given point of the signal and evaluating the fitted polynomial at this point. The Savitzky–Golay filter can be implemented as a weighted moving average with coefficients that depend on $w$ and $p$

Another method we investigated applies thresholding rules to the wavelet decomposition of the noisy signal [17]. Wavelet-based denoising requires a choice of mother wavelet and order as well as thresholds for the wavelet coefficients [18]. Table 1 lists the set of mother wavelets that were explored. Additionally, we tested two methods of thresholding: VisuShrink [19], which applies a global threshold to the wavelet coefficients, and BayesShrink [20], which determines thresholds at each subband of the wavelet by minimizing Bayesian squared error risk. For each method, we considered hard thresholding (keeping the coefficient if greater than the threshold) and soft thresholding (shrinking the coefficient toward zero by the threshold).

The last technique examined in this work is the Kalman filter [21], which relies on knowledge of an underlying model of the data. Kalman filtering provides an estimate of the true value based on a model of the event itself and the measured samples. By knowing the accuracy of the event modeling technique as well as the measurement error, an interpolation can be made between the two.

### 2.2 Autoencoders

An autoencoder is an unsupervised machine learning algorithm used to encode data by learning from the data. The idea of the autoencoder was introduced in 1986 to learn an efficient coding for orthogonal inputs [22]. The concept was further explored in the mid to late 1980s; for example, coupled hierarchical autoencoders were demonstrated to converge much faster on encoding a representation than a typical multi-hidden layer feedforward network at the time [23]. Today, autoencoders are widely used for dimensionality reduction, anomaly detection [24], and generative modelling [25]. Autoencoders are also still frequently used for obtaining useful features or representations for other tasks. In [26], for
instance, an autoencoder was trained to learn a compressed representation of pulses from germanium detectors, and the encoded input was then used to train another network for pulse shape discrimination.

An autoencoder has two main components: the encoder, \( f \), that produces a latent representation of the input, while the decoder is another function, \( g \), which takes the latent representation and generates a reconstruction of the original input. Using \( x \) as the input, \( y \) as the internal representation, and \( z \) as the reconstructed output, the encoder transforms \( x \) to \( y \) by \( f_\theta(x) = y \) and the decoder transforms \( y \) to \( z \) by \( g_\theta'(y) = z \). The optimal parameters \( \theta \) and \( \theta' \) are selected by minimizing the reconstruction error \( L \) between \( x \) and \( z \). Typically, the encoder and decoder are connected and trained as one model. In almost all references to autoencoders in the literature, both \( f_\theta \) and \( g_\theta' \) are neural networks, and further discussion herein will assume this. For a comprehensive review of neural networks and deep learning, including the core concepts of advanced architectures such as convolutional networks, see [27] and [28].

2.3 Denoising autoencoders

Standard autoencoders can remove some of the input noise if the latent representation is highly compressed, as the network will be forced to extract only the most useful features. For example, in [26], it was observed that the autoencoder removed some of the noise from the inputs, despite not being trained to do so. Denoising autoencoders take this a step further and make the objective to remove noise explicit. With denoising autoencoders, the input is instead an artificially corrupted version of the clean signal, which we denote by \( \tilde{x} \). The encoder is thus a mapping \( f_\theta(\tilde{x}) \) of the noisy signal to the latent representation, and the decoder a mapping \( g_\theta'(f_\theta(\tilde{x})) \) of the latent representation to a reconstruction of the clean signal. As the output is the same, the reconstruction error between \( x \) and \( z \), \( L(x, z) \), is still minimized to train the network. The basic concept of the denoising autoencoder is illustrated in Fig. 1.

Denoising autoencoders were originally proposed to extract robust features from the inputs [29,30]. The primary goal was not to remove noise. Rather, denoising was used as a criterion to produce encoded representations which performed better on a variety of classification tasks.

Autoencoders specifically for denoising purposes have been successful in a variety of domains, although much of the existing research focuses on denoising images rather than one-dimensional signals. In [31], convolutional networks are used to denoise images with both known and unknown Gaussian noise levels, achieving comparable or superior performance to state-of-the-art methods at the time. In [32], autoencoders are used for both denoising and removal of superimposed text on images, although a separate network is trained for each noise level.

More recent works take advantage of modern advances in deep learning to train convolutional networks to remove Gaussian noise, as well as other tasks [33]. Convolutional networks with noise estimation subnetworks have also been applied to more complex noise models [34]. Furthermore, denoising convolutional autoencoders have now been demonstrated to perform well on several practical applications in various fields, such as denoising medical images [35], “repairing” images of corrupted printed circuit boards [36], and speech enhancement [37].

2.4 Noise2Noise

The Noise2Noise procedure is an approach used to train a denoising model without the need for clean target examples [38], which, in our case, require detailed physics simulations. Although we outline the method here, we refer the reader to the original paper for details. The central idea is that the mean of the target distribution minimizes the sum of squared errors, or \( L_2 \) loss, between the target and the prediction. In the simple case of point estimation, the \( L_2 \) loss for a set of measurements \( \{x_i\} \) and prediction \( z \) is given by

\[
L_2 = \sum_i \| z - x_i \|_2^2.
\]

The best estimate \( z \) that minimizes the \( L_2 \) loss is simply the mean, \( z = \sum_i x_i \). One can observe that \( z \) is unchanged as long as the mean of the measurements is unchanged. Given infinite data, the addition of zero-mean noise would produce the same estimate \( z \). The same logic can be applied to the denoising task of minimizing the \( L_2 \) loss between the clean signals, \( x_i \), and the output of the autoencoder,
\[ z_i = g_\theta(f_\theta(\hat{x}_i)) : \]

\[ L_2 = \sum_i \| g_\theta(f_\theta(\hat{x}_i)) - x_i \|_2^2. \]  

(2)

If instead the target \( x_i \) is replaced with corrupted versions of itself, \( \hat{x}_i \), with samples drawn from a distribution or distributions with a mean of \( x_i \), then, the optimal estimate \( z_i \) remains unchanged. Put another way, the corruption of \( x_i \) with zero-mean noise will produce the same estimate, given enough data. The loss function becomes

\[ L_2 = \sum_i \| g_\theta(f_\theta(\hat{x}_i)) - \hat{x}_i \|_2^2, \]  

(3)

where \( \hat{x}_i \) is a different noisy realization of the same underlying signal. By minimizing Eq. (3), the autoencoder should learn to predict the mean of the distribution of noisy pulses. Intuitively, the task of mapping one version of a noisy pulse to another is impossible if the model is not over-parameterized, and the best it can do is predict the mean. With finite data, the above results are only approximately true. However, we show in this paper that the Noise2Noise approach, with some additions, can produce excellent results in practice.

3 Model

3.1 Inputs and outputs

Signals are collected from a PPC HPGe detector described in Sect. 4.1. Each signal is a pulse that consists of \( M \) voltages sampled at 8 ns intervals. \( M \) can technically be any number, but is typically either 4096 or 8192 samples in our work. Thus, the inputs and outputs of the models are \( M \)-long vectors of voltage samples.

All data pulses are preprocessed to have unit amplitude using a trapezoidal filter [13], as described in Sect. 5.2. An example of three preprocessed detector pulses with different rise times – indicating different event positions in the detector – and different signal-to-noise ratios is shown in Fig. 2. The full length pulses are plotted and the rise region between approximately 16 μs and 17 μs is highlighted in the inset.

3.2 Network architecture

3.2.1 Motivation

Our architecture is fully convolutional and thus benefits from superior computational and memory efficiency over fully connected networks [28]. As well, the convolutional nature of our model allows for a variable length input pulse, regardless of the size of the pulses it was trained on.

The parameter sharing aspect of convolutional networks is particularly important to our work as it forces the network to learn to remove noise in a consistent manner across the entire pulse, emphasizing feature locality. It also ensures that the network is equivariant to shifts on the time axis and thus independent of the relative position of the pulse in the trigger window. Finally, weight sharing greatly reduces the number of parameters to train, effectively acting as a regularizer to prevent overfitting.

3.2.2 Design

For a general one-dimensional convolution, the size of the output \( O \) is given by

\[ O = \frac{W - K + 2P}{S} + 1, \]  

(4)

where \( W \) is the input size, \( K \) is the filter or window size, \( S \) is the stride length, and \( P \) is the padding. For a stride length or window size greater than one, the size of the output of the convolution may be different from the input, which has consequences on the selection of layer parameters. While the output size can be forced by padding the input, it is not apparent how to pad the pulses. Prepending or appending a constant value does not account for misalignment due to the imperfect normalization. Padding also ignores the noise.

An alternative approach is to use transposed convolution layers in the decoder to “undo” the size changes caused by non-padded convolutions. The transposed convolution operation uses the transpose of the convolution matrix – a sparse matrix containing elements of the filter for computing the convolution using matrix multiplication – to switch the forward pass with the backward pass [39]. This effectively acts as a form of upsampling.

The architecture of our autoencoder is described in Table 2, with each layer consisting of its stride, window, and output size. The first element of the output is the temporal length after the operation is applied, while the second element is the number of filters. The batch size is not included in the output.
Table 2 Summary of the convolutional autoencoder architecture used in this paper for a fixed pulse size of 4096. Included in this table is the type, strides length \( S \), window size \( K \), and output shape \( O \) of each layer.

| Layer                | Stride | Window | Output     |
|----------------------|--------|--------|------------|
| Input                | 1      | 4096, 1| 4096, 1    |
| Convolution          | 1      | 9      | 4088, 16   |
| Average pooling      | 2      | 2      | 2044, 16   |
| Convolution          | 1      | 17     | 2028, 16   |
| Average pooling      | 2      | 2      | 1014, 32   |
| Convolution          | 1      | 33     | 982, 64    |
| Average pooling      | 2      | 2      | 491, 64    |
| Convolution          | 1      | 33     | 459, 32    |
| Trans. convolution   | 1      | 33     | 491, 32    |
| Upsampling           | 2      | 2      | 982, 64    |
| Trans. convolution   | 1      | 33     | 1014, 64   |
| Upsampling           | 2      | 2      | 2028, 64   |
| Trans. convolution   | 1      | 17     | 2044, 32   |
| Upsampling           | 2      | 2      | 4088, 32   |
| Trans. convolution   | 1      | 9      | 4096, 16   |
| Convolution (output) | 1      | 1      | 4096, 1    |

Total number of parameters: 286,145

shape. For illustration, the table uses a fixed input length of 4096 samples. A different input shape will only change the temporal dimension of the output shape as the number of filters does not depend on the input.

The network begins with an eight-filter convolution operation with a stride length and window size of one. This does not change the temporal dimension of the input, but rather acts as a sort of “preprocessing” layer that increases the overall dimensionality of the signal. The decoder also ends with a convolution layer where the stride length, window size, and number of filters are set to unity to recover the original shape of the pulse.

Both the encoder and decoder have three blocks of layers. A “block” consists of a convolution followed by a two-fold average pooling operation or a two-fold upsampling operation followed by a transpose convolution for the encoder and decoder respectively. The encoder compresses the original input by a factor of approximately eight, due to both the downsampling operation and Eq. (4). Every convolution and transpose convolution layer except for the last is followed by a rectified linear unit (ReLU) activation function [40]. No activation is applied to the final convolution layer as pulses can have values outside of the range \((0, 1)\) or \((-1, 1)\), and bounding the output was found not to be necessary.

The window sizes are chosen to increase for each layer in the encoder and decrease for each layer in the decoder. The window sizes were all chosen to be smaller or approximately the same size as a typical rise time. However, they are also subject to some restrictions. This can be seen from Eq. (4), which simplifies to

\[ O = W - K + 1 \]

for a stride length of one and no padding. If \( W \) is even (odd), \( K \) must be odd (even) in order for \( O \) to always be even. \( O \) must be even to ensure that the size of the input to the subsequent downsampling layer is divisible by two. The window size in each convolution layer, \( K \), is selected such that this condition is true for each layer in the network starting with an input of 4096 samples. Conversely, pulses of variable length are subject to this requirement for the chosen window sizes.

4 Experimental setup, data, and simulations

4.1 Detector

Detector pulses were collected from a 1 kg PPC HPGe detector manufactured by ORTEC/AMTEK [41]. The detector is a cylinder with a radius of approximately 3 cm and 5 cm in height. The detector was operated in a PopTop cryostat, and preamplifier signals were recorded using a 16-bit 125 MHz SIS3316 digitizer fabricated by Struck Innovative Systems [42]. The detector depletion voltage is 2750 V and was operated at a bias of 3700 V, as recommended by the manufacturer. Data were stored and preprocessed with a custom C++ analysis suite that is based on CERN’s ROOT software [43].

4.2 Real data

4.2.1 241-Americium source

Data were collected from a 10\(\mu\)Ci \(^{241}\)Am encapsulated source, which produces 60 keV gamma rays. At this energy, electronic noise is a significant component of the pulse. By using a low energy collimated gamma source, the location of the collimator can be used to infer the location of energy depositions since Compton scattering is unlikely and the gamma rays do not typically penetrate more than 1 mm in the detector. Furthermore, the interactions of these gamma rays in the detector are almost entirely single-site. Each trace is 8192 samples in length. Data were collected in December 2021.

4.2.2 60-Cobalt source

Data were also collected from a \(^{60}\)Co source that produces gamma rays with energies of 1173 keV and 1332 keV. In practice, data were collected over energies ranging from approximately 500 keV to 3 MeV, including events from
room backgrounds and the \(^{60}\)Co source. These data include many multi-site events from gamma rays Compton scattering in the detector. Each trace is 4096 samples in length. Data were collected in June 2020 and October 2020.

4.2.3 Noise

A large number of noise traces were collected from the detector in order to train the models with realistic electronic noise. These were obtained by randomly triggering the SIS3316 digitizer to read out signals from the PPC detector. Noise data were collected at three different times over a period of two and a half years: July 2019, January 2021, and December 2021. At each time point, the detector was under different operating conditions, resulting in a diverse noise set. Traces collected in December 2021 are 8192 samples in length, while the remaining sets are 4096 samples in length.

Signals in the noise data were filtered to remove any events that occasionally occur in the same trigger window. This was done by rejecting outliers based on the baseline and root mean square (RMS) of the baseline, calculated over the first 1000 samples of each trace. Similarly, pulses with outliers in the minimal or maximal values from a trapezoidal filter with a gap window of 1.8 \(\mu s\) and a rise window of 6 \(\mu s\) were removed from this dataset.

4.3 Simulated data

4.3.1 Library pulses

A detailed physics-based simulation was used to create a set of 1724 “library” pulses on a 1 mm \(\times\) 1 mm grid in radius and height to represent pulses uniformly in the azimuthally symmetric PPC detector [44]. This position-dependent basis set was created using the \texttt{siggen} simulation software which models the propagation of charges in germanium detectors [45]. The library pulses can be used to infer realistic clean signals underlying actual events in the detector using a \(\chi^2\) minimization between a normalized data pulse and every library pulse in the basis set [44],

\[
\chi^2 = \sum_{j}^{M} \frac{(z_{k,j} - x_{i,j})^2}{\sigma_i^2},
\]

where \(x_{i,j}\) is the \(j\)th sample of the \(i\)th data pulse, \(z_{k,j}\) is the \(j\)th sample of the \(k\)th library pulse in the basis set, and the quantity is evaluated over \(M\) samples. \(\sigma_i\) represents the noise level in the data pulse, which we take as the RMS of the noise in the pre-trigger baseline.

Multiple sets of library pulses were generated with different preamplifier time constants to further expand this dataset. For a given position, this affects the rise time and the curvature of the pulse. Using preamplifier time constants of 0–80 ns in increments of 10 ns, the library pulse dataset was expanded to 15,516 unique traces.

4.3.2 Piecewise linear smoothed pulses

A set of pulses that look similar to the library pulses was generated by using piecewise mathematical functions. These pulses mimic the shape of the library pulses without requiring any complex physics simulation, and do not depend on the details of a specific detector. Each pulse was composed of two linear pieces connected at a varying fixed point to mimic the slow and fast portions of the rise. All pulses have an amplitude of unity and a rise time between 25 samples and 125 samples. The pulses were smoothed using a moving average with a window size of 5% of the rise time. A total of 20,070 unique traces were created using this procedure. We refer to these signals as piecewise linear smoothed (PLS) pulses.

Figure 3 shows an example library pulse and PLS pulse, each with a short rise time of 280 ns. The PLS pulses tend to be noticeably sharper than the library pulses and only roughly approximate their general shape.

5 Methodology

5.1 Datasets

The library and PLS simulated pulses described in Sect. 4.3 were used as distinct datasets to train and evaluate the performance of the model. Pulses in these sets were padded to have 4096 samples, which was found to be sufficient for the network to denoise the flat regions of the pulses well without distorting the important components of the pulses.

Data from the \(^{241}\)Am source were used to validate the denoising algorithm by comparing denoised pulses to their known shapes from simulations. Since data from the \(^{60}\)Co source include a variety of high-energy, multi-site events, they provided an ideal set of diverse pulses for training the autoencoder with the Noise2Noise method.
5.2 Data preprocessing

The baseline, defined as the mean over the first 1000 samples of a pulse, was calculated and subtracted from each signal. The pulse amplitudes were calculated by applying a trapezoidal filter to each trace [13], and the baseline-removed pulses were then scaled by their amplitudes. Additionally, a pole-zero correction was applied to each pulse to remove the main component of the exponential decay from the resistive feedback preamplifier that was used to read out the detector. We refer to this entire preprocessing procedure as “amplitude normalization”, noting that it includes the pole zero correction for data pulses (the simulated pulses do not have an exponential decay). Because of the noise, the amplitude normalized pulses roughly, but not exactly, range in height from zero to one.

We also explored standardizing each pulse to have a mean of zero and standard deviation of 0.5 after the pole-zero correction. A value of 0.5 was used to ensure that horizontally centred pulses have an amplitude of roughly one. We refer to this method of preprocessing as “standardization”, noting again that it includes the pole zero correction for data pulses. However, models trained with standardized pulses were found to perform similarly or even slightly worse in most circumstances. Additionally, these models were found to depend heavily on the absolute position in the pulse where the rise region begins. Due to the lack of robustness to horizontal shifts, all models described in the results section can be assumed to have been trained with amplitude normalized pulses unless mentioned otherwise.

5.3 Data augmentation

5.3.1 Multi-site event generation

The set of library pulses form a basis of position-dependent signals in the detector and thus contain only single-site events. Similarly, the PLS pulses are simple mathematical functions constrained by two points and are analogous to single-site events in shape. To augment the training data, artificial multi-site events are created by adding randomized combinations of simulated pulses together, without mixing between the library and PLS sets.

Events are generated with up to five sites. This upper bound is chosen because for a Poisson process with an expected rate of two, the probability of a number greater than five is less than 2%. Furthermore, an equal number of events are generated for each number of sites, rather than being based on a physical distribution for the number of Compton scatters. The number of multi-site events is thus four times larger than the number of single-site events. We found this to be optimal for ensuring that the network does not smooth over multi-site events while also preserving the shape of single-site events.

In order to generate an $n$-site event, $n$ pulses are drawn from a set of simulated pulses. A random amplitude is drawn from a uniform distribution, $\sim U(0, 1)$, for each pulse. Each pulse is also horizontally shifted by a value drawn from a discrete uniform distribution, $\sim U(0, 1)$, to account for the possible drift times from different points in the detector. The scaled and shifted pulses are then added together to create an artificial multi-site event, and the result is rescaled to have an amplitude of one.

5.3.2 Shifting and scaling

The process of amplitude normalization on detector signals is imperfect due to noise. Simulated pulses, in contrast, are noiseless and have perfect normalization. Preliminary results showed that the network would overfit the beginning and the end of the predicted pulses if the clean pulses started at exactly zero and ended at exactly one. To combat this issue, random shifting and scaling is applied to all simulated pulses during training. This ensures that the network sees a variety of imperfect normalizations and is able to better generalize to real detector data while avoiding overfitting. This type of artificial data augmentation can also help improve the overall performance of the network by effectively providing more data than is available. In order of application, the shifting and scaling procedure consists of:

1. **Amplitude scaling**: Each pulse is rescaled to have an amplitude drawn from the uniform distribution $\sim U(0.9, 1.1)$.
2. **Vertical shifts**: A random vertical shift, drawn from a uniform distribution $\sim U(-0.1, 0.1)$, is applied to each pulse.
3. **Horizontal shifts**: For each pulse of length 4096 samples, a number is drawn from a discrete uniform distribution $\sim U(1000, 3000)$, and the pulse is shifted such that the rise begins at this randomly chosen sample.

While vertical scaling and shifting of ±10% of the pulse amplitude is proportionally much larger than observed with typical data pulses, we use such a wide range of random variations to further improve generalization of the autoencoder, particularly to high noise pulses and outliers such as pile-up events. As well, horizontal shifts only have a major effect near the edges of an event due to the receptive field of the convolution layers. Thus, the unrealistic range of values used in this procedure is primarily for data augmentation purposes. We also verified that shifting and scaling parameters can be selected differently to favour performance on outliers.
5.3.3 Noise addition

Noise collected from the detector is added to the clean pulses after the previous data augmentation steps are applied. The detector noise dataset is sufficiently large such that each clean pulse has a unique, randomly chosen noise trace. Thus, noise seen in training is not seen in the validation and test phases, and noise pulses are not shared between datasets. All detector noise pulses are standardized to have a mean of zero and a standard deviation of \( \sigma \).

In order to understand the effect of real detector noise, zero-mean normally distributed noise with no covariance over time, \( \sim \mathcal{N}(0, \sigma) \), is also used, separately, to create independent datasets for comparison. For both noise types, \( \sigma \) is drawn randomly for each trace from a uniform distribution, \( \sim U(0, 0.2) \), to simulate the effect of varying the signal-to-noise ratio.

5.4 Training procedures

Two training procedures are explored in this paper: a regular training procedure which requires a noisy input and clean output, and a procedure which does not require the clean version of the noisy pulse. The latter procedure uses and extends the Noise2Noise approach developed in [38] and summarized in Sect. 2.4.

The networks are implemented using the Keras API from TensorFlow [46, 47]. Training, validation, and testing were done using NVIDIA GeForce GTX Titan X and GeForce RTX 3090 GPUs.

5.4.1 Regular training

The regular training procedure consists of applying the augmentation recipe above to a set of simulated data \( d \) times, resulting in \( N = d \times 5N_0 \) pulses from an initial set of \( N_0 \) clean, single-site pulses. This is done separately with library and PLS pulses to understand whether detailed physics simulations are required for training the algorithm. The augmentation procedure is also applied twice per simulated set using Gaussian noise and real noise from the detector, for a total of four distinct datasets. We set \( d = 45 \) for the library pulses and \( d = 35 \) for the PLS pulses to ensure that the sizes of each training set are comparable. A copy of the pulses after the shifts and scales, but before the noise addition, is created and used for the clean targets.

The network is then trained to map the noisy pulses to the corresponding clean pulses. We use the Adam algorithm – a stochastic gradient-based adaptive optimization procedure [48] – with a learning rate of \( 3 \cdot 10^{-4} \) to minimize the mean squared error between the true clean pulse and the denoised pulse. We use a batch size of 128, which is large enough to ensure that the network trains reasonably quickly while not being so large as to affect the convergence of the network. Training is conducted over 100 epochs.

For each of the augmented simulated datasets, 10% of the data are withheld for testing. Of the remaining 90%, 10% of that are withheld for validation and the remainder are used for training. At every epoch of training, the network is run on the validation set and the model at the epoch with the lowest loss is saved. The validation set is also used to select the best hyperparameters, including the batch size, learning rate, and architecture details. The best model – as determined by the validation set – is then run on the reserved test set. All results shown in this paper are calculated only on the test set.

5.4.2 Noise2Noise training

Unlike the regular training procedure, the Noise2Noise approach can be applied to both simulated and raw detector data. The procedure follows the regular training procedure with the amendment of adding noise to the target pulse as well. For real detector data, where no clean underlying pulse exists, we add noise to the already noisy signals. Of course, the optimal solution to the minimization problem is then the underlying noisy pulse rather than the true clean pulse. To alleviate this issue, we add a simple penalty on the total variation of the denoised signal to the loss function \( L \),

\[
L = L_0 + \frac{\lambda}{N} \sum_i N \sum_j |z_{i,j+1} - z_{i,j}| ,
\]

where \( L_0 \) is the original loss function (which in our case is the \( L_2 \) loss), \( z_{i,j} \) is the \( j \)th sample of the \( i \)th denoised output pulse, \( M \) is the number of samples in the pulse, \( N \) is the size of the training set, and \( \lambda \) is a scaling factor. Minimization of the total variation, with some criterion of similarity to the original signal, was introduced as a method to denoise signals in 1992 [49]. Total variation is particularly useful in retaining the important components of a signal, including sharp edges and discontinuities, while avoiding the overcompensated smoothing present in many traditional denoising techniques [50]. Since the true pulses are monotonically increasing functions, the regularizer in Eq. (7) will evaluate to the amplitude in the case of perfect denoising. If the denoised pulse still contains components of the noise and is very jagged, the penalty will become large.

The augmentation procedure for the simulated datasets is the same, except that a different noise pulse is also added to the target pulse. In the augmentation procedure for detector data, the artificial multi-site event generation step is skipped as the \( ^{60}\text{Co} \) dataset used in training already contains multi-site events. As well, pulses are not horizontally shifted because the network is already equivariant to such shifts and because it is difficult to handle the bounds. However, the remainder of the procedure is still applied because
the $^{60}$Co dataset consists of primarily high energy events, meaning that the shifts, scales, and noise are unrepresentative of lower energy pulses and outliers. For the noise addition, $\sigma$ is instead drawn from the uniform distribution $\sim U(0.025, 0.25)$. These numbers are chosen so that at least some noise is added to the data pulses, and to minimize correlated noise between the inputs and the targets.

The network is then trained to map one version of a noisy pulse to another. We again use the Adam algorithm to minimize the loss in Eq. (7). We use the validation set of the pulse to another. We again use the Adam algorithm to minimize correlated noise between the inputs and the targets. We specifically choose the model which minimizes the mean squared error, not the total loss, as the total variation penalty tends to dominate the validation loss. A batch size of 128 is still used, although we set the learning rate to $10^{-5}$ as the learning rate in the regular training procedure was found to be too large.

6 Results

6.1 Evaluation on simulated data

6.1.1 Comparison between data augmentation and training procedures

We evaluate the performance of the denoising convolutional autoencoder trained with several different datasets for the two training procedures. For each model, we test its generalization on the four available simulated datasets. The results are shown in Table 3. The first three columns are related to the training method and show the procedure, the dataset, and the type of additional noise used in training, respectively. The remaining columns show the mean squared error evaluated by denoising the simulated test datasets, containing either Gaussian or real detector noise on single- and multi-site events generated using either the library or the PLS pulses, for which the clean target is known. All pulses in the test sets were amplitude normalized and horizontally centred before denoising and comparison.

Each model trained on simulated data tends to perform best on the same class of pulses that it was trained on. Models trained with Gaussian noise tend to generalize slightly worse to detector noise than the other way around. As well, models trained using library and PLS simulated pulses have similar performance. However, models trained using library pulses tend to generalize better to PLS pulses than the other way around. This is evidenced by the difference between the performance on the test set of library and PLS pulses for a given noise type; the gap is larger for the model trained on PLS pulses.

The Noise2Noise models trained on simulated pulses perform nearly identically on the test set as the corresponding regular models in most cases. Differences in the mean squared error are typically on the order of $10^{-7} - 10^{-6}$, which is expected due to statistical fluctuations in training. No total variation penalty was used as it was not found to improve the performance in the case of simulations. On simulated pulses with detector noise, neither Noise2Noise model trained on pulses from the $^{60}$Co source outperforms any of the models trained with simulated data, regardless of the procedure. However, the Noise2Noise model is still effective at denoising and requires only noisy detector data. A larger set of detector data, including from other high-energy sources which produce multi-site events, could improve the performance of this model.

Furthermore, we evaluated the performance of the Noise2Noise model with and without a total variation penalty and note that unlike the models trained on simulated data, the total variation penalty has a non-negligible impact on the denoising performance. We selected a penalty of $\lambda = 10^{-2}$ for Table 3 as it was found to have the best mean squared error on the validation set, although using any penalty in the range $10^{-4} - 10^{-1}$ produced similar results. The mean squared error is approximately 30% lower by setting $\lambda$ in this range.

Figure 4 shows an example library pulse multi-site event that has been denoised by two different versions of the autoencoder. The top panel shows the pulse denoised with the regular library pulse model while the bottom panel shows the denoised pulse using the Noise2Noise model trained with $^{60}$Co data with a total variation penalty.

Qualitatively, the regular library pulse model appears to fit the true underlying pulse the best, in line with the results in Table 3. However, the differences are subtle, and the Noise2Noise model appears to remove most of the noise without much additional distortion, and can be suitable for many physics applications that do not require highly detailed shapes to be preserved. Furthermore, although not shown here, visualization of the denoised pulses illustrates the impact of including a total variation penalty for the Noise2Noise method, as it removes much of the noise still present in the pulse denoised without it.

We emphasize that while all methods perform well, only the regular training procedure with library pulses required careful simulations of the detector.

6.1.2 Comparison to traditional denoising methods

The denoising performance of the autoencoder was compared to the traditional noise removal methods described in Sect. 2.1. The mean squared error between the clean target and denoised output was used as the metric and evaluated on the simulated library pulse test set. The performance was
Table 3  Summary of the mean squared error on the test sets for different models. The procedure, dataset, and noise type used in the training are given.

| Procedure | Data | Noise |
|-----------|------|-------|
| Regular   | Library | Detector | 4.12 | 4.72 | 3.76 | 4.21 |
| Regular   | Library | Gaussian | 3.40 | 3.82 | 4.50 | 4.77 |
| Regular   | PLS | Detector | 5.10 | 4.48 | 4.15 | 3.57 |
| Regular   | PLS | Gaussian | 3.93 | 3.36 | 5.02 | 4.31 |
| N2N ($\lambda = 0$) | Library | Detector | 3.90 | 4.37 | 3.86 | 4.20 |
| N2N ($\lambda = 0$) | Library | Gaussian | 3.46 | 3.87 | 4.57 | 4.82 |
| N2N ($\lambda = 0$) | PLS | Detector | 5.11 | 4.48 | 4.14 | 3.55 |
| N2N ($\lambda = 0$) | PLS | Gaussian | 3.85 | 3.46 | 4.97 | 4.43 |
| N2N ($\lambda = 0$) | Detector | Detector | 6.54 | 6.30 | 7.78 | 7.40 |
| N2N ($\lambda = 10^{-2}$) | Detector | Detector | 4.17 | 4.54 | 5.04 | 5.26 |

Fig. 4  An example multi-site event from the library dataset. Included in each plot is the simulated pulse with artificial noise (solid light line), the clean underlying pulse (dotted line), and the corresponding denoised pulse (solid dark line) from the regular library pulse model (top) and Noise2Noise model (bottom).

The mean squared error comparison between the traditional methods in Sect. 2.1 is shown in Fig. 5. The performance of two autoencoder models trained with the regular procedure (one using the library set and one using the PLS set) and one model trained with the Noise2Noise procedure (using the $^{60}$Co data) are included. Figure 5 contains two variations of each traditional method: one using the optimal parameter(s) for the rise region and one using the optimal parameter(s) for the entire pulse, both optimized on the validation set by minimizing the mean squared error. For wavelet-based methods, we used VisuShrink to determine a global threshold and soft thresholding to shrink the coefficients towards zero.

In addition to the four methods in Fig. 5, a Kalman filter was implemented using the denoised output from the autoencoder as the underlying model and the baseline RMS of the noisy pulse as the measurement error. The filter was optimized by selecting the level of extrapolation between the noisy data and the underlying model that resulted in the least error. This process resulted in an optimized model with zero extrapolation, representing a copy of the autoencoder model, and so the Kalman filter was omitted from Fig. 5.

The autoencoder outperformed all traditional methods in both the rise region and flat region of the pulses. While the method requires training to denoise a specific type of data, it does offer improvements over traditional denoising, as evaluated using the mean squared error. The structural similarity index measure (SSIM) [51] was also used to compare the performance of the traditional denoising methods as it is designed to quantify image degradation with reference to human perception. However, the relative performance of each method using SSIM is nearly identical to that using the mean squared error, and so the corresponding SSIM comparison figure is not shown.

evaluated over the entire pulse as well as over two distinct sections of the pulse: the rise region and flat region. The rise region begins where the simulated pulse deviates from the flat baseline and ends where the pulse reaches its maximum amplitude. The flat region is defined as the area outside of the rise region. The example pulse in Fig. 4 includes an illustration of the region boundaries.
6.1.3 Energy resolution comparison

In this section, we use simulations to calculate the energy resolution before and after denoising using the amplitude normalized library pulse model. For a given pulse, the energy is calculated from the amplitude of a trapezoidal filter with a given gap and shaping time. The energy resolution is then defined as the full width at half maximum (FWHM) of the energy peak.

We use the set of library pulses and real detector noise, distinct from the training set, to create new sets of 172,400 noisy single-site event pulses for evaluation. A dataset is created for noise levels ranging from 0.02 to 0.2 in increments of 0.02. The energy resolution as a function of the trapezoidal filter shaping time on one such simulated dataset with a noise level of 0.1 is shown in Fig. 6 with and without denoising. This noise level is roughly the same as we observe with $^{241}$Am gamma rays. For all datasets, the gap time in the trapezoidal filter is fixed at $1.8\,\mu$s, which was found to be sufficiently large for even the slowest rise times. Clean library pulses all have an amplitude of unity before noise addition, and so the “true energy” is one, meaning that the noise level and the resolution in Fig. 6 can both be interpreted as a fraction of the amplitude.

Figure 7 shows the relative improvement in the energy resolution after denoising as a function of the noise level. Each curve corresponds to a given shaping time, and each point on a given curve corresponds to a point from a plot such as Fig. 6.

At every shaping time, the energy resolution on simulated data is lower with denoising. This is particularly prominent at shaping times less than $5\,\mu$s, where the improvement in energy resolution exceeds 20% for all but the lowest noise levels. At higher shaping times, the averaging window of the trapezoidal filter is large enough to smooth out the noise, and so the improvement is generally smaller. Overall, the best improvement in energy resolution is obtained when the pulses have a high level of noise and when the shaping time used to calculate the energy is small. However, we observe improvements in the energy resolution resolution at every noise level and shaping time evaluated.

6.2 Evaluation on detector data

In this section, we evaluate the denoising performance using data collected with the $^{241}$Am source, as it provides mono-energetic pulses with a reasonable amount of noise to evaluate the autoencoder. We select events within $\pm 2\,$keV of the $60\,$keV peak associated with the source gamma rays, as seen in Fig. 8. The event energies are estimated using a trapezoidal

![Fig. 5](image)

**Fig. 5** Mean squared error comparison of different noise removal methods inside and outside the rise region of the pulse (defined in the text and shown in Fig. 4). The mean squared error inside the rise region is indicated by the slanted line hatch while outside the rise region is indicated by the dotted hatch. Solid fill corresponds to the mean squared error over the entire pulse.
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**Fig. 6** Energy resolution, defined as the FWHM of the energy distribution, as a function of trapezoidal filter shaping time. Calculated on library pulses with real detector noise with a baseline RMS of 0.1 before denoising (dotted line, circle markers) and after denoising with the amplitude normalized model (solid line, triangle markers).
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**Fig. 7** Relative improvement in the energy resolution from denoising as a function of noise level on simulated pulses. Each curve corresponds to a single trapezoidal filter shaping time.
amplitude distribution (converted to energy) of the $^{241}$Am data, as calculated from the trapezoidal filter. Events in the dark region are within $\pm 2$ keV of the peak and taken to be signal events from the $^{241}$Am source, while events in the light region are taken to be backgrounds. Note that the y-axis is logarithmic.

Furthermore, the 60 keV events from the source are essentially all single-site events for which the underlying true shape is close to the ones simulated in the library dataset. This allows us to infer a reasonable guess of the clean target by selecting the library pulse that minimizes the $\chi^2$ value defined in Eq. (6). Note that the basis set used here was generated with a preamplifier time constant of 20 ns as that was found to best match our detector.

6.2.1 Qualitative evaluation

When evaluating the performance on real data, one does not have a true clean signal with which to compare, as was the case with simulated pulses. Instead, we conduct several studies to understand how the autoencoder affects the shape of the denoised pulses. We start with a qualitative evaluation on a data pulse. Figure 9 shows a single-site event from the $^{241}$Am source dataset. Each plot includes the library pulse with the lowest chi-squared value as a best estimate of the true underlying pulse.

Qualitatively, we observe that the performance of all models on the single-site event are promising and tend to better capture the shape of the pulse than the best fit library pulse. Furthermore, while not shown here, the denoising performance of all models on the multi-site events present in the set is also very good. As was observed with the results on simulated data, the library pulse model tends to perform the best. For the Noise2Noise models, the total variation penalty is important as the model trained without it retains some of the noise.

6.2.2 Chi-squared comparison

We compare the $\chi^2$ value between the data pulse and denoised pulse for events in the $^{241}$Am dataset. Although we do not know the true shape of the data pulses without noise, we can use the $\chi^2$ distribution to determine if, statistically, the denoised pulses are consistent with their noisy progenitors. It is important to use the $\chi^2$ instead of the mean or sum of squared errors to account for the signal-to-noise ratio of the pulses.

Figure 10 shows the distribution of $\chi^2$ values between the data pulses and corresponding denoised pulses using the regular library noise removal model. It also includes the distribution of $\chi^2$ values between the data pulses and corresponding best matching library pulses as determined by the $\chi^2$-minimization across all library pulses in the basis set.

The $\chi^2$ value for each pulse is computed from sample 3600–3800, meaning that the number of degrees of freedom (NDF) is 200. This range is chosen because the pulses are horizontally centred within this window and it is long enough to capture the important components of the pulse for the largest rise times. A modified $\chi^2$ distribution for NDF = 200 expected from our detector noise is also overlayed on Fig. 10 for comparison. This distribution is calculated directly on the detector noise, independent of any signal. Note that since the detector noise is not Gaussian, the modified $\chi^2$ distribution is shorter and wider than the true $\chi^2$ probability.
density function for NDF = 200 which assumes normally distributed noise.

The results show that the denoised pulses fit the data better than the best matching library pulses, as indicated by the lower mean and the better fit of the distribution to the $\chi^2$ distribution expected from the detector noise. This could indicate that there are not enough library pulses in the basis set, or that some other parameter of the detector is being modelled improperly. Additionally, while not shown here, the fit is better on all events, not just those in the energy range within the 60 keV peak, indicating that our model is properly denoising multi-site events and low-energy events for which the pulse fitter fails to converge.

### 6.2.3 Energy resolution comparison

In this section, we compare the energy resolution of the 60 keV peak before and after denoising, similar to what was done in Sect. 6.1.3 on simulated data. The results are shown in Fig. 11, which illustrates the energy resolution on both the original noisy and denoised pulses as a function of the trapezoidal filter shaping time. The gap time in the trapezoidal filter is again fixed at 1.8 $\mu$s. The results for two denoising models (both trained with the regular procedure and library pulses) are included: one using amplitude normalized pulses and the other using standardized pulses.

While denoising does not achieve a lower energy resolution overall, it does allow us to obtain a comparable energy resolution with a lower shaping time. This is especially true for the model trained with standardized pulses, where the optimal energy resolution is achieved even at shaping times under 2 $\mu$s. The discrepancy between the two denoised models at lower shaping times is surprising as the only difference is the preprocessing of the pulses. However, all data pulses are horizontally centred, meaning that the lack of robustness to horizontal shifts for standardized pulse models is not an issue here. We note that in general, models trained with standardized pulses performed similarly in terms of both mean squared error (on simulations) and $\chi^2$ (on data), and the energy resolution is the only metric where a significant performance deviation is observed.

These results are important, as the optimal shaping time required to obtain a reasonable energy resolution directly affects data collection. Specifically, a longer shaping time requires longer traces, which in turn occupies more disk space and increases the chances of event pile-up. A lower shaping time thus has many practical implications with regards to easier/more efficient data storage and analysis. This is also of interest to higher rate applications of HPGe detectors, rather than just in rare-event searches.

As shown in Sect. 6.1.3, we expect an overall improvement in the energy resolution from simulations under ideal conditions. However, we do not observe this on the real $^{241}$Am data. As well, the shape of the energy resolution curve is different; specifically, it decreases as a function of the shaping time up until the largest shaping time, which is limited by the length of the noise traces. This is in contrast to Fig. 11, where there is a clear minimum at around 15 $\mu$s. A prominent imperfection with data is that there are multiple sources of exponential decay, while the pole zero correction only accounts for one “effective” source. This results in visually imperceptible changes to the ends of the pulses that broaden the energy resolution, particularly at high shaping times. As the models are not trained to remove this effect, it is still present to some extent even after denoising. This was confirmed by adding multiple exponential decays and then applying only one correction to a simulated test set. However, as we do not know the properties of the exponential decays present in our setup, we have not accounted for this in the training data or removed it from the real data.

### 6.2.4 Frequency spectra comparison

The frequency power spectrum of denoised pulses was analyzed for a subrun of the $^{241}$Am dataset described in Sect. 4.2.
Fig. 12 Comparison of the frequency spectra for simulated library pulses, noisy pulses, pulses denoised with the autoencoder trained using the regular procedure and library pulses, and pulses denoised with four different traditional denoising methods

Fig. 13 Comparison of the frequency spectra for simulated library pulses, noisy pulses, and pulses denoised with four different autoencoder models

where the source was fixed at roughly half the height of the detector. The data were denoised with some of the traditional denoising methods evaluated in Sect. 6.1.2, as well as with some of our autoencoder models. The discrete Fourier transform was computed on these denoised data in addition to the original noisy pulses in the subrun. In computing the discrete Fourier transform, a Hanning window [52] was used in order to remove discontinuities resulting from the step-like shape of the pulses and to lessen spectral leakage.

The resulting frequency spectra, obtained by summing the individual spectrum of each pulse for a given set of data, are shown in Fig. 12 for the moving average, Savitzky–Golay, and wavelet denoising methods (all using the optimized parameters as in Fig. 5). Figure 13 shows the frequency spectra comparisons for regular autoencoder models trained with library pulses and PLS simulated data and the Noise2Noise model trained with real data. It also includes the regular library pulse autoencoder trained with standardized pulses. In each figure, the frequency spectra for the noisy data and a clean simulated pulse at the position in the detector corresponding to the location of the $^{241}$Am source are also shown for comparison.

Of the methods evaluated, the pulses denoised by the autoencoders have the closest frequency spectra to that of the clean simulated pulse. In Fig. 12, both the moving average and Savitzky–Golay method spectra have periodic artifacts from their windows. Both wavelet denoising method spectra tend to be overly aggressive in removing noise, specifically at lower frequencies (up to approximately 0.02 GHz) and the highest frequencies (greater than 0.05 GHz).

In Fig. 13, both regular autoencoder models trained with library pulses and the Noise2Noise model have similar frequency spectra. The Noise2Noise model has the smoothest spectrum, but is less aggressive in removing noise at virtually all frequencies, particularly at frequencies larger than 0.04 GHz and around 0.06 GHz, indicating that it is fails to remove some of the higher frequency noise. This is consistent with visual observations of the denoised pulses. The autoencoder trained with PLS pulses has the most divergent spectrum and is removing some portion of the signal at the mid-range of frequencies. It does, however, perform similarly to the library pulse models at higher frequencies. This could be due to the fact that the PLS pulse model is more likely to distort and “smooth out” the pulse in and around the rise region, while in principle it should denoise the flat regions just as well as the library pulse models. These results are in agreement with those from Fig. 5, which shows that while the Noise2Noise model is comparable or slightly better at preserving features in the rise region, it is inferior at denoising the overall pulse.

7 Conclusions

We have applied deep convolutional autoencoders to strongly suppress electronic noise from one-dimensional signals collected with a p-type point contact high purity germanium detector, while demonstrating that the underlying pulse shape is preserved to a high degree of accuracy. Comparisons with simulated data, which allow for the underlying clean signal to be known, show that the autoencoder outperforms various traditional denoising methods in this task. We also showed the excellent performance of the autoencoder using real detector data. We found that the denoised pulses are statistically consistent with the original noisy pulses collected from an $^{241}$Am calibration source. Notably, the distribution of chi-squared values made from the denoised pulses is in better agreement with the expected distribution than that made with the best fitting simulated pulses obtained from detailed physics simulations. We also showed that denoising allows one to reach the optimal energy resolution with a trapezoidal filter at significantly reduced shaping times for low energy pulses. This has practical implications on data collection, storage, and analysis as it can allow for shorter traces to be collected without loss in energy resolution. We expect that, under certain circumstances, the energy resolution at low energies can even be reduced with denoising, in particular
if any residual exponential decays in the pulse shape can be removed.

In addition to the excellent performance of the models trained on library pulses, we have presented two methods to train models that can perform well without the need for detailed detector simulations. We created a set of pulses using piecewise linear functions with smoothing that are qualitatively similar to the library pulses. Models trained with these pulses performed almost as well as models trained with the library dataset. Additionally, we used a modification to an existing procedure – the Noise2Noise method – to train an autoencoder with no underlying clean pulse as a basis of truth. Instead, the model only required data and noise collected from the detector. While it did not outperform any of the standard models trained with simulated pulses, it still outperformed traditional denoising techniques such as wavelet-based methods. The Noise2Noise method is most limited by the amount and quality of data used to train it. More data, particularly from different sources over a wider energy range, would allow the network to see more variation in pulses and presumably improve the model.

Although we demonstrate the performance of the convolutional autoencoder on germanium detector data, there are many applications that can benefit from the removal of electronic noise in one-dimensional signals. We are beginning to apply our methods to other detector technologies such as gaseous proportional counters and bubble chambers with promising results. Furthermore, denoising autoencoders can be used to obtain a more robust latent representation of the original input [29]. We are exploring the use of the encoder portion of the network for other tasks, including clipping restoration, peak finding, and single-site/multi-site event discrimination (similar to the work in [26]). Our work has great potential to be expanded upon, and the methods demonstrated are broadly applicable to not only the particle astrophysics community, but any field dealing with noisy one-dimensional signals.
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