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Decentralized optimization over time-varying networks has a wide range of applications in distributed learning, signal processing and various distributed control problems. The agents of the distributed system locally hold optimization objectives and can communicate to their immediate neighbors over a network that changes from time to time. In this paper, we survey state-of-the-art results and describe the techniques for optimization over time-varying graphs. We also give an overview of open questions in the field and formulate hypotheses and directions for future work.

1 Introduction

We consider a sum-type optimization problem

\[ \min_{x \in \mathbb{R}^d} f(x) = \frac{1}{m} \sum_{i=1}^{m} f_i(x). \]

The nodes can exchange information through a decentralized communication network, which may be time-varying. Each node is connected to several others via communication links and can communicate to them. A time-varying network is represented as a sequence of graphs (this paper focuses on undirected graphs). Since there is no centralized aggregator (server node, master node), each agent locally holds a copy \( x_i \) of the decision vector \( x \). The vectors held by the nodes should be synchronized, but the agents can communicate only to their immediate neighbors.

Problems of type (1) arise in many applications where centralized aggregation is limited due to the structure of the network, privacy constraints or large amounts of data. Applications include vehicle coordination and control, distributed statistical inference and machine learning \cite{50, 15, 41}, power system control \cite{51, 16}, distributed averaging \cite{9, 47, 69}, formation control \cite{45, 52}, distributed spectrum sensing \cite{5}. See surveys \cite{44, 38} for additional examples.

Each \( f_i \) is assumed to be convex and stored at a separate computational agent (or node). Moreover, we assume \( f_i \) is equipped with a first-order oracle (either stochastic or deterministic). That means that each computational node can compute gradients or stochastic gradients of the function it holds. During the computation process, the agents can exchange their decision vectors and gradients.

A decentralized optimization algorithm should be designed in such a way that the sum of functions is minimized while the decision vectors held at different computational nodes stay approximately the same. Assuming that node \( i \) holds \( x_i \), the optimal point in the decentralized sense should be consensual and optimal, i.e.

\[ x_1 = \ldots = x_m = x^* = \arg \min_{x \in \mathbb{R}^d} \frac{1}{m} \sum_{i=1}^{m} f_i(x). \]

1.1 Notation

Let us denote the column vector \( \text{col}(x_1, \ldots, x_m) = (x_1^{\top} \ldots x_m^{\top})^{\top} \).

1.2 Solution accuracy

We rewrite problem (1) as

\[ \min_{x \in \mathbb{R}^d} F(x) = \sum_{i=1}^{m} f_i(x_i), \quad \text{s.t.} \quad x_1 = \ldots = x_m. \]

Note that \( \nabla F(x) = \text{col}(\nabla f_1(x_1) \ldots \nabla f_m(x_m)) \).

We call \( x \) an \( \varepsilon \)-solution if

\[ \frac{1}{m} \sum_{i=1}^{m} f_i(x_i) - f^* \leq \varepsilon, \quad \mathbb{E} \left[ \frac{1}{m} \sum_{i=1}^{m} \| x_i - \hat{x}_i \|^{1/2} \right] \leq C \varepsilon. \]

Here \( C \) is some constant not dependent on \( \varepsilon \). The constant \( C \) may differ for different algorithms. Typically for dual methods constant \( C \) depends on the norm of the dual problem solution. For each primal method, constant \( C \) is individual.

For stochastic methods, the output \( x \) is stochastic, and by \( \varepsilon \)-accuracy we understand

\[ \mathbb{E} \left[ \frac{1}{m} \sum_{i=1}^{m} f_i(x_i) \right] - f^* \leq \varepsilon, \quad \mathbb{E} \left[ \frac{1}{m} \sum_{i=1}^{m} \| x_i - \hat{x}_i \|^{1/2} \right] \leq C \varepsilon. \]

The complexity of distributed algorithms is measured by two quantities: the number of communication rounds and the number of oracle calls performed by a separate node.

1.3 Paper organization

In Section 2 we discuss the consensus over time-varying graphs and formulate the assumptions on the communication network.
Section 2 covers the main techniques and state-of-the-art results in distributed optimization. After that, in Section 3 we describe the algorithms for decentralized saddle-point problems.

2 Time-varying consensus

The nodes communicate through a time-varying communication network. This paper is focused on undirected graphs. The network is represented as a sequence of graphs \( \{G^k\}_{k=0}^{\infty} \). We will also refer to \( \{G^k\}_{k=0}^{\infty} \) as a time-varying graph. The problems of reaching a consensus over time-varying graphs has been studied since 1980’s (see i.e. seminal works \([66, 68]\)).

In order to maintain consensus constraints \( x_1 = \ldots = x_m \) in problem \(4\), a sequence of communication matrices is assigned to the time-varying graph. This paper focuses on undirected graphs, and the two most used types of communication matrices are mixing matrices and gossip matrices. Typically, mixing matrices are used in methods that use primal oracle and gossip matrices are employed in dual algorithms. Both types of matrices are defined in such way that a matrix-vector multiplication corresponds to one synchronized communication round.

2.1 Mixing matrix

**Assumption 1.** Mixing matrix sequence \( \{W^k\}_{k=0}^{\infty} \) satisfies the following properties.

- (Decentralized property) \( W^k \cdot I = I \) and \( I^T W^k = 1^T \).
- (Decentralized property) \( W^k \cdot I = I \) and \( I^T W^k = 1^T \).
- (Spectrum property) There exists a positive \( \tau \in \mathbb{Z} \) and \( \chi > 0 \) such that for any \( k \geq \tau - 1 \) and any \( x \in \mathbb{R}^d \) we have
  \[
  \left\| \left( W^k - \frac{1}{m} 1 1^T \right) x \right\|^2 \leq \left( 1 - \frac{\tau}{\chi} \right) \left\| x \right\|^2,
  \]
  where \( W^0 = \cdots \) ... \( W^{k-\tau} \).

**Remark 2.** Our definition of \( \chi \) is slightly different from the one typically used in the literature. For example, \([40, 25]\) assume

\[
\left\| \left( W^k - \frac{1}{m} 1 1^T \right) x \right\|^2 \leq \left( 1 - \frac{\tau}{\chi} \right) \left\| x \right\|^2.
\]

We need our definition (let us call it reduced condition number of the time-varying network) solely for simplicity of notation: it allows to write \( \chi \) instead of \( \tau \chi \) in all complexity bounds. In the particular case of \( \tau = 1 \) (i.e. when the graph stays connected at every iteration), the definitions coincide.

Also for each \( k \) we introduce \( W^k = W^k \otimes I \). The spectrum property in Assumption \(4\) ensures geometric convergence of consensus iterates \( x^{k+1} = W^k x^k \) to consensus point \( \overline{x} \). After \( N = O\left( \log \left( \frac{1}{\varepsilon} \right) \right) \) iterations we have \( \| x^N - \overline{x} \| \leq \varepsilon \). Here and below we skip the dependence from different parameters except \( \varepsilon \) under log \( \cdot \).

**Remark 3.** Sufficient conditions for Assumption \(4\). Paper \([40]\) gives sufficient conditions for Assumption \(4\) to hold. Firstly, the graph sequence \( \{G^k\}_{k=0}^{\infty} \) should be \( \tau \)-connected. That means that for any \( k \geq 0 \) the union of \( \tau \) consequent graphs \( G^k = \{V, \cup_{i=1}^{\tau} E^i\} \) is connected. Secondly, the following restrictions on the mixing matrix weights are imposed:

1. (Double stochasticity) \( W^k \cdot I = I \) and \( I^T W^k = 1^T \).
2. (Positive diagonal) \( W^k \cdot i \) > 0 for \( i = 1, \ldots, m \).
3. (Edge utilization) If \( (i, j) \in E^k \), then \( W^k [1] > 0 \), else \( W^k [1] = 0 \).
4. (Nonvanishing weights) There exists \( \theta > 0 \) such that if \( W^k [1] > 0 \), then \( W^k [1] \geq \theta \).

In other words, the term \( \tau \) in the Spectrum property of Assumption \(1\) describes the number of iterations such that the union of \( \tau \) consequent graphs is connected.

Typically mixing matrices are used in primal algorithms.

A possible way to build mixing matrices satisfying Assumption \(4\) is to use Metropolis weights \([40]\):

\[
W^k [1] = \begin{cases} \frac{1}{\max(\text{deg}(i), \text{deg}(j), \tau)} & \text{if } (i, j) \in E^k, \\ 0 & \text{if } (i, j) \not\in E^k \text{ and } i \neq j, \\ 1 - \sum_{\neq [1]} W^k [1], & i = j \end{cases}
\]

2.2 Gossip matrix

Dual methods typically use a notation of a gossip matrix sequence \( \{L^k\}_{k=0}^{\infty} \).

**Assumption 4.** Gossip matrix sequence \( \{L^k\}_{k=0}^{\infty} \) satisfies the following properties.

1. \( L^k [1] = 0 \) if \( i \neq j \) and \( (i, j) \not\in E^k \).
2. \( L^k \subseteq \text{span}(1) \).
3. \( \text{Im } L^k \subseteq \{ x \in \mathbb{R}^m : x_1 + \ldots + x_m = 0 \} \).
4. There exists a positive \( \tau \in \mathbb{Z} \) and \( \chi > 0 \) such that for any \( k \geq \tau - 1 \) it holds

\[
\| L^k x - x \|^2 \leq \left( 1 - \frac{\tau}{\chi} \right) \| x \|^2
\]

for all \( x \in \mathbb{R}^m \) such that \( x_1 + \ldots + x_m = 0 \). Here \( L^k \) is defined as

\[
I - L^k = (I - L^k) \ldots (I - L^{k-\tau+1}).
\]

For time-static networks, let \( L \) denote the gossip matrix. Consensus constraints in problem \(3\) can be written as \( L x = 0 \). Therefore, distributed optimization is formulated as an affinely constrained problem. The dual approach build upon optimization of the function dual to \( F \) s.t. \( L x = 0 \).

A possible way to obtain a gossip matrix is \( L^k = I - W^k \).

As noted in \([25]\), mixing matrix sequence \( \{W^k\}_{k=0}^{\infty} \) satisfies Assumption \(4\) if and only if gossip matrix sequence \( \{L^k = I - W^k\}_{k=0}^{\infty} \) satisfies Assumption \(4\).

Alternatively, a gossip matrix can be built using a graph Laplacian. We call \( L(G^2) \) a Laplacian of \( G^2 \) if

\[
L(G^2) = \begin{cases} \text{deg}(i), & i = j, \\ -1, & (i, j) \in E^2, \\ 0, & (i, j) \not\in E^2 \text{ and } i \neq j. \end{cases}
\]
Then \( \mathcal{L}^k = \mathbf{L}(G^k)/\lambda_{\text{max}}(\mathbf{L}^k) \) satisfies Assumption 4. Moreover, in the case \( \tau = 1 \) we can equivalently define \( \chi \) as

\[
\chi = \sup_{k \geq 0} \frac{\lambda_{\text{max}}(\mathbf{L}(G^k))}{\lambda_{\text{min}}(\mathbf{L}(G^k))}.
\]

### 2.3 Multi-step consensus

Let us discuss the multi-step consensus procedure. Consider a problem with \( L \)-smooth and \( \mu \)-strongly convex surrogates \( f_i \) distributed over network satisfying Assumption 1 with parameters \( \tau, \chi \). Let every iteration of the method corresponds to \( O(1) \) local computations and \( O(T) \) communications. To reach \( \varepsilon \)-accuracy one needs to perform \( O\left( \chi(T)/\tau \sqrt{L/\mu} \log(1/\varepsilon) \right) \) local computations and \( O\left( \chi(T) \sqrt{L/\mu} \log(1/\varepsilon) \right) \) communications. However, the lower bound on the number of oracle calls is \( O\left( \sqrt{L/\mu} \log(1/\varepsilon) \right) \). In order to control communication and computation complexities, a multi-step technique is used.

On the one hand, we can choose \( T = T_1 = \tau \). In this case \( \chi(T_1) = \chi \) and we have communication complexity \( O\left( \chi \sqrt{L/\mu} \log(1/\varepsilon) \right) \) and local computation complexity \( O\left( \chi \tau \sqrt{L/\mu} \log(1/\varepsilon) \right) \). In the case of \( \tau = 1 \) the complexities coincide, which corresponds to a single-step consensus, i.e., performing one communication step after each computation.

On the other hand, setting \( T = T_2 = \lfloor \chi \log 2 \rfloor \), we have \( \chi(T_2) = O(1) \). Therefore, the required number of communications is \( O\left( \chi \sqrt{L/\mu} \log(1/\varepsilon) \right) \) and the number of oracle calls is \( O\left( \sqrt{L/\mu} \log(1/\varepsilon) \right) \).

If \( \tau \geq 2 \), both \( T_1 = \tau \) and \( T_2 = \lfloor \chi \log 2 \rfloor \) lead to making several consensus iterations after each oracle call. However, in the case \( \tau = 1 \) we note that \( T = T_1 \) refers to a single-step consensus while \( T = T_2 \) describes to a multi-step consensus. The case \( \tau = 1 \) was historically the first to be studied in the literature since it particularly covers time-static graphs, and we inherit the term multi-step consensus from it. Therefore, we call the scheme with \( T = T_2 \) a multi-step consensus even when \( \tau \geq 2 \).

Multi-step communication procedure is used in distributed optimization over static graphs, as well. In the time-static case such technique is called Chebyshev acceleration and it allows to additionally reduce communication complexity to \( \sqrt{\chi} \).

Given a gossip matrix \( W \) with condition number \( \chi \), let us replace \( W \) by a Chebyshev polynomial \( P_K(W) \) of degree \( K = \lfloor \chi \rfloor \). The condition number of \( P_K(W) \) equals \( O(1) \) due to the specific structure of the polynomial (see [57]). Moreover, loopless Chebyshev acceleration proposed in [59] is achieved without explicit multi-step consensus.

The acceleration on communication steps is not possible in the time-varying scenario, i.e., we cannot reduce \( \chi \) to \( \sqrt{\chi} \) in the time-varying setting. This follows from lower complexity bounds [25].

Reaching the consensus over time-varying networks can be viewed as a quadratic optimization problem with a time-varying objective function \( \ell^k(x) = \frac{1}{2} \| x - W x \|_2^2 \). All functions \( \ell^k(x) \) have the same minimizer \( x^* \). Non-accelerated gradient descent corresponds to a consensus algorithm. On each iteration of gradient descent, we have the contraction of potential function \( \Phi^k = \frac{1}{2} \| x^k - x^* \|_2^2 \). This contraction is robust to graph changes which makes non-accelerated consensus converge over time-varying graphs.

On the contrary, accelerated gradient methods build upon a potential function of type \( \Phi^k = a_k (c(x^k) - c^*) + b_k \| x^k - x^* \|_2^2 \) [2], where \( y^k, x^k \) are additional extrapolation sequences and \( a_k, b_k > 0 \) are scalars (note that in our case optimal value \( c^* = 0 \)). The first summand in \( \Phi^k \) contains the function value and therefore is not robust to network changes.

### 3 Optimization

In this section, we cover several classes of objective functions. We describe the results for smooth and non-smooth (strongly) functions with deterministic and stochastic gradients. Both algorithms that use primal and dual oracle are covered. We also briefly discuss the possible extensions to novel classes of problems: data similarity, directed graphs and alternative assumptions on the time-varying networks.

#### 3.1 Definitions and assumptions

We recall several standard definitions first.

**Definition 5.** Consider function \( h : \mathbb{R}^d \to \mathbb{R} \).

1. Function \( h \) is convex if for any \( x_1, x_2 \in \mathbb{R}^d \) it holds
   \[
h(x_2) \geq h(x_1) + \langle \nabla h(x_1), x_2 - x_1 \rangle.
   \]
2. Function \( h \) is \( \mu \)-strongly convex if for any \( x_1, x_2 \in \mathbb{R}^d \) it holds
   \[
h(x_2) \geq h(x_1) + \langle \nabla h(x_1), x_2 - x_1 \rangle + \frac{\mu}{2} \| x_2 - x_1 \|^2.
   \]
3. Function \( h \) is \( L \)-smooth if for any \( x_1, x_2 \in \mathbb{R}^d \) it holds
   \[
h(x_2) \leq h(x_1) + \langle \nabla h(x_1), x_2 - x_1 \rangle + \frac{L}{2} \| x_2 - x_1 \|^2.
   \]

The assumptions on objective functions are standard for convex optimization.

**Assumption 6.** For every \( i = 1, \ldots, m \), function \( f_i \) is convex.

**Assumption 7.** For every \( i = 1, \ldots, m \), function \( f_i \) is \( \mu \)-strongly convex.

**Assumption 8.** For every \( i = 1, \ldots, m \), function \( f_i \) is \( L \)-smooth.

**Assumption 9.** For every \( i = 1, \ldots, m \), the norm of subgradients of \( f_i \) is bounded by \( M_i \), i.e.,

\[
\| \partial f_i(x) \| \leq M_i.
\]

Further in the paper, we will use Assumptions 6, 7, 8, and 9 in different combinations. We will also cover stochastic case, for which we need the following assumption.

**Assumption 10.** For every \( i = 1, \ldots, m \), function \( f_i \) is equipped with a non-biased stochastic gradient \( \nabla f_i(x, \xi) \) with variance bounded by \( \sigma^2_i \). For any \( x \in \mathbb{R}^d \) it holds

\[
\mathbb{E} \| \nabla f_i(x, \xi) - \nabla f_i(x) \|^2 \leq \sigma^2_i.
\]

Here random variables \( \{\xi_i\}_{i=1}^m \) are independent.
The results in the literature use local, global and original constants characterizing objective functions. By local constants we understand the worst-case constants of \( f_i \). That is,

\[
L_i = \max_{i=1,\ldots,m} L_i, \quad M_i = \max_{i=1,\ldots,m} M_i, \quad \mu_i = \min_{i=1,\ldots,m} \mu_i, \quad \sigma_i = \max_{i=1,\ldots,m} \sigma_i.
\]

(4a)

Note that \( L_i \) and \( \mu_i \) are the smoothness and strong convexity constants of function \( F \) defined in (2), respectively. By global constants we mean the average constants, i.e.

\[
L_g = \frac{1}{m} \sum_{i=1}^{m} L_i, \quad M_g = \frac{1}{m} \sum_{i=1}^{m} M_i, \quad \mu_g = \frac{1}{m} \sum_{i=1}^{m} \mu_i, \quad \sigma_g = \frac{1}{m} \sum_{i=1}^{m} \sigma_i.
\]

(5a)

(5b)

By original constants we understand the constants \( L_i, \mu_i, M_i \) corresponding to function \( f \) itself.

Note that \( L_j \leq L_g \leq L_i, \quad M_j \leq M_g \leq M_i, \quad \mu_j \geq \mu_g \geq \mu_i, \quad \sigma_j \leq \sigma_g \leq \sigma_i \).

Remark 11. Local and global may significantly differ. For example, consider \( f_i(x) = \|x\|^2/2 \) for \( i = 1, \ldots, m - 1 \) and \( f_m(x) = m \|x\|^2/2 \). Then \( L_i = m, \quad L_g = 2 - 1/m \). If the number of nodes is big, we have \( L_j \gg L_g \). Moreover, if \( x \) is restricted to a Euclidean ball \( B_r(0) \) for some \( r > 0 \), we also have \( M_j = m \gg (2 - 1/m) = M_g \).

Note that global and original constants may differ as well. Let \( m = d \), and \( f_i(x) = (x_i^0)^2/2 \), where \( x_i^0 \) is the \( i \)-th component of \( x \). Then \( L_g = 1, \quad L_j = 1/d, \quad L_j/L_j = d \).

Moreover, a trick suggested in [57] can improve the dependence from \( \mu_i \) to \( \mu_j \). Namely, we can replace \( f_i(x) \) by \( \hat{f}_i(x) = f_i(x) + (\mu_i - \mu_j)/2 \|x\|^2 \).

All throughout this section, we let \( R = \|x^0 - x^*\| \) denote the distance from initial guess to solution.

3.2 Algorithm techniques

First, let us show the concepts of decentralized optimization on a simple algorithm. Decentralized gradient descent [72][42][43] is a method that directly combines gradient steps and communication rounds.

\[
x^{k+1} = W^k x^k - \gamma \nabla F(x^k),
\]

(6)

According to decentralized property in Assumption 11 the \( i \)-th node computes \( x^{k+1}_i \) only by communications with its immediate neighbors at time step \( k \). Therefore, \( W^k x^k \) corresponds to one (synchronous) communication round. Schemes of type (4) are relatively simple to analyze (see i.e. analysis via Lyapunov functions in [72]) but do not reach optimal complexity bounds.

We would like to discuss the three techniques that led to different state-of-the-art primal and dual algorithms: inexact oracle, gradient tracking and ADOM.

**Technique 1: gradient tracking.** A group of algorithms uses a gradient tracking technique. This approach assumes that the local gradients at the nodes are averaged as well as decision vectors. For example, let us initialize \( x^0, \quad y^0 = \nabla F(x^0) \) and run procedure [40]

\[
x^{k+1} = W^k x^k - \gamma \nabla F(x^k), \quad y^{k+1} = W^k y^k + \nabla F(x^{k+1}) - \nabla F(x^k).
\]

(7a)

(7b)

Here \( y^k \) stands for gradient approximation. Gradient tracking allows each node to have a local approximation \( y^k \) of the average gradient over the network. The technique was successfully applied to time-varying networks in [40] to show first geometric convergence rates for time-varying graphs. After that, gradient tracking allowed to reach lower complexity bounds by Acc-GT algorithm proposed in [31]. The paper [71] also introduced Mudag that reached optimal bounds up to \( \log(L_i/\mu_i) \) factor. Gradient tracking algorithms have a non-complicated structure but their analysis is quite involved.

It is also possible to use different mixing matrices for vectors and gradients as in push-pull gradient methods [49][45]. Push-pull methods are capable of working over directed graphs.

**Technique 2: ADOM.** We name this novel technique after the algorithm where it was originally used [27]. The technique of ADOM combines saddle-point reformulation and error-feedback. Initially ADOM was used for dual oracle in [27] and then was employed for primal oracle in [24]. ADOM and ADOM+ reach lower complexity bounds. From our point of view, the derivation of both algorithms is natural and logical compared to gradient tracking methods. On the other hand, the algorithms have quite a complicated structure.

**Technique 3: inexact oracle.** One of the possible ways to develop a distributed algorithm is based on inexact oracle concept [12]. After the nodes make a local computation step, the decision vectors held by the nodes are averaged up to target accuracy \( \epsilon \) by running multi-step consensus for \( T = O(\log(1/\epsilon)) \) iterations. According to Assumption 11 this allows to get a projection on the consensus constraint set \( x_1 = \ldots = x_n \) with accuracy \( \epsilon \). As a result, at each computation step the values at the nodes are approximately averaged, and therefore the gradient is obtained with approximation accuracy \( \epsilon \). The inexact oracle concept allows to tackle the inexactness of the gradient.

Initially the inexact oracle technique was developed for time-static networks in [19]. Its generalization on time-varying networks for accelerated gradient method were made in [55][44][40].

The main advantage of using the inexact oracle framework is the simplicity of interpretation and analysis of the distributed method. However, all such schemes have an additional logarithmic term in communication complexity (i.e. the complexity for strongly convex smooth objectives is proportional to \( \log^2(1/\epsilon) \)). Inexact oracle schemes need to perform a comparatively large number of communications between steps related to other techniques, and the number of communications needs to be accurately tuned.

**Regularization.** Some of the papers cover only the strongly-convex case. Such results can be generalized to a non-strongly convex problems using regularization.

**Lemma 12 (Regularization).** [77] Let \( h(x) \) be a convex function and \( \epsilon > 0 \) be the desired accuracy. Let \( h(x) \) have a minimizer \( x^* \) such that \( \|x^*\| \leq R \). Consider regularized function
\( \overline{h}(x) = h(x) + \frac{\mu}{2} \| x \|^2 \). Let \( \tilde{x} \) be an \( \epsilon/2 \)-minimizer of \( \overline{h} \), i.e.

\[
\overline{h}(\tilde{x}) - \overline{h}^* \leq \frac{\epsilon}{2}.
\]

Then we have \( h(\tilde{x}) - h^* \leq \epsilon \).

In the following tables, we cover the existing results as well as their possible extensions. Some extensions can be made by regularization, and some are just guesses based on distributed optimization over time-static graphs. Our hypotheses are marked in blue.

### 3.3 Primal oracle

We begin with primal algorithms and cover deterministic and stochastic cases. Lower bounds for problems on time-varying graphs satisfying Assumptions \([12]\) and \([8]\) are

\[
\Omega \left( \sqrt{\frac{L_h}{\mu_h}} \log \frac{1}{\epsilon} \right) \text{ communications,}
\]

\[
\Omega \left( \sqrt{\frac{L_\ell}{\mu_\ell}} \log \frac{1}{\epsilon} \right) \text{ local oracle calls}
\]

as shown in \([25]\).

The constant \( C \) used in \([3]\) to measure consensus is individual for every primal method. For example, for stochastic APM-C \([54]\) we have \( C = (m/2) \mu_h / (L_h^2 L_\ell^2) \).

The primal approach assumes that every node \( i \) has access only to the gradient of (primal) function \( f_i \).

The following table describes the results for primal oracle as well as our hypotheses (in blue). We omit \( O(\cdot) \) notation for brevity.

|       | convex | str. convex |
|-------|--------|-------------|
| smooth | Acc-GT \([11]\) | Acc-GT \([11]\) |
|       | \( \chi \sqrt{\frac{L_{\ell}^2}{\mu_{\ell}}} \log \frac{1}{\epsilon} \) | \( \chi \sqrt{\frac{L_{\ell}^2}{\mu_{\ell}}} \log \frac{1}{\epsilon} \) |
|       | \( \sqrt{\frac{L_{\ell}^2}{\mu_{\ell}}} \log \frac{1}{\epsilon} \) | \( \sqrt{\frac{L_{\ell}^2}{\mu_{\ell}}} \log \frac{1}{\epsilon} \) |
| non-smooth | \( \chi \frac{M_{i,R}}{\mu_{i,R}} \log \frac{1}{\epsilon} \) | \( \chi \frac{M_{i,R}}{\mu_{i,R}} \log \frac{1}{\epsilon} \) |
|       | \( \frac{M_{i,R}^2}{\mu_{i,R}^2} \) | \( \frac{M_{i,R}^2}{\mu_{i,R}^2} \) |

Table 1: Primal oracle

**Deterministic smooth objectives.** The bounds for smooth strongly convex primal scenario are achieved by ADOM+ \([25]\) and Acc-GT \([31]\). These algorithms appeared approximately at the same time and are based on different techniques. Acc-GT uses gradient tracking and Nesterov acceleration, while ADOM+ is based on the independent technique with error feedback and specific problem reformulation. The bounds for a smooth (non-strongly) convex case are obtained via regularizaion according to Lemma \([12]\) which is maid in a straightforward way.

**Deterministic non-smooth objectives.** One of the first papers on distributed subgradient methods \([22]\) proposed a method of type \([6]\) that converges to a \( O(\gamma) \) neighborhood of the solution at a rate of \( O(1/\epsilon) \), where \( \gamma \) denotes the stepsizes.

These results were generalized to directed graphs in \([39]\). For the time-static scenario, optimal algorithms for non-smooth objectives \([13]\) are derived using gradient sliding technique \([29]\). Our guesses are based on the results for time-static setup. The direct application of gradient sliding to time-varying networks is an open question. An extension to functions satisfying Polyak–Lojasiewicz condition was proposed in \([28]\).

Optimization of stochastic objectives over time-varying networks is not studied as good as with deterministic objectives.

**Stochastic smooth objectives.** SGD with gradient tracking was studied in \([48]\); however, it only converges to a neighborhood of the solution at suboptimal rates. Paper \([54]\) proposed a penalty method (APM-C) that is based on inexact oracle call and a communication round \([33, 57, 27]\).

The dual approach is an alternative to primal. It uses a different oracle, i.e. the gradient of the conjugate function.

**Definition 13.** Consider function \( h : \mathbb{R}^d \to \mathbb{R} \). We call \( h^*(y) \) a conjugate of \( h \) if

\[
h^*(y) = \max_{x \in \mathbb{R}^d} \{ \langle x, y \rangle - h(x) \}.
\]

The dual approach in decentralized optimization utilizes a gossip matrix to interpret problem \([\ref{prob}]\) as a problem with affine constraints. The constraints are used to build a dual problem and solve it with gradient methods. Let us consider a time-static case with gossip matrix \( \mathcal{L} \). Dual problem to \([\ref{prob}]\) writes as

\[
\min \Phi(y) = \max_{\mathbf{y} \in \mathbb{R}^m} \{ \langle \mathbf{y}, \mathcal{L} \mathbf{x} \rangle - F(\mathbf{x}) \}.
\]

One may see that computation of \( \nabla \Phi(y) \) corresponds to an oracle call and a communication round \([33, 57, 27]\).

For the dual approach over time-static networks, it can be shown that constant \( C \) from \([3]\) used to bound consensus accuracy of the solution has form \( C = 1/M_\mu \).

Typically, the following lemma is used to connect optimization properties of the dual to the properties of the primal problem and therefore obtain convergence rates.
Lemma 14. \cite{73} Let function $h^*$ be a conjugate of $h$. If $h$ is $L$-smooth, then $h^*$ is $(1/L)$-strongly convex. If $h$ is $\mu$-strongly convex, then $h^*$ is $(1/\mu)$-smooth.

For stochastic objectives, we assume that functions $f_i^*$ are equipped with a non-biased stochastic first-order oracle with bounded variance.

Assumption 15. For every $i = 1, \ldots, m$, function $f_i^*$ is equipped with a non-biased stochastic gradient $\nabla f_i^*(y, \xi_i)$ with variance bounded by $\sigma_i^2$. For any $y \in \mathbb{R}^d$ it holds
\[
\mathbb{E}|\nabla f_i^*(y, \xi_i) - \nabla f_i^*(y)|^2 \leq \sigma_i^2.
\]

Here random variables $\xi_i$ are independent.

Analogously we introduce worst-case variance $\sigma_i^2 = \max_{i=1}^m \sigma_i^2$, and average variance $\sigma_i^2 = (1/m) \sum_{i=1}^m \sigma_i^2$.

**Deterministic smooth objectives.** One of the first proposed linearly convergent dual methods for time-varying graphs is PANDA \cite{33} that achieves a suboptimal communication complexity $O\left(\chi^2 (L_\epsilon/\mu)^{3/2} \log(1/\epsilon)\right)$ (using multi-step consensus will replace $\chi^2$ with $\chi$). PANDA applies gradient tracking technique to gradients of the dual function. An optimal dual algorithm is ADOM \cite{27}. ADOM uses a specific reformulation of the problem. In particular, it treats multiplication by gossip matrix as a compression operator and employs an error feedback trick.

**Deterministic non-smooth objectives.** Non-accelerated methods for non-smooth problems with dual oracle were proposed in \cite{63}. After that, ADOM was generalized to strongly convex non-smooth problems \cite{73} by using Moreau–Yosida regularization. This generalization also covers constrained sets and supports non-Euclidean setup for the Wasserstein barycenter problem.

| smooth | convex | str. convex |
|--------|--------|-------------|
| comm.  | $\chi \sqrt{\frac{L_{2,\epsilon}}{\mu}} \log \frac{1}{\epsilon}$ | $\chi \sqrt{\frac{L_{2,\epsilon}}{\mu}} \log \frac{1}{\epsilon}$ |
| comp.  | $\sqrt{\frac{L_{2,\epsilon}}{\mu}} \log \frac{1}{\epsilon}$ | $\sqrt{\frac{L_{2,\epsilon}}{\mu}} \log \frac{1}{\epsilon}$ |

| non-smooth | convex | str. convex |
|------------|--------|-------------|
| comm.      | $\frac{M_\epsilon}{\sqrt{\epsilon}} \log \frac{1}{\epsilon}$ | $\frac{M_\epsilon}{\sqrt{\epsilon}} \log \frac{1}{\epsilon}$ |
| comp.      | $\frac{M_\epsilon}{\sqrt{\epsilon}} \log \frac{1}{\epsilon}$ | $\frac{M_\epsilon}{\sqrt{\epsilon}} \log \frac{1}{\epsilon}$ |

Table 3: Dual oracle

Both ADOM and its generalization can be adapted for non-strongly-convex setup by using regularization (see hypotheses in Table 3). We note that the analysis in \cite{73} suggests that complexity bounds include $M_\epsilon$, but we guess that this dependence may be improved to $M_\epsilon$.

**Stochastic smooth and non-smooth objectives.** Even in the time-static scenario, we are only aware of results for quadratic objectives \cite{75}.

| convex-concave | str. convex-concave |
|----------------|---------------------|
| comm.          | $\chi \sqrt{\frac{L_{2,\epsilon}}{\mu}} \log \frac{1}{\epsilon}$ | $\chi \sqrt{\frac{L_{2,\epsilon}}{\mu}} \log \frac{1}{\epsilon}$ |
| comp.          | $\sqrt{\frac{L_{2,\epsilon}}{\mu}} \log \frac{1}{\epsilon}$ | $\sqrt{\frac{L_{2,\epsilon}}{\mu}} \log \frac{1}{\epsilon}$ |

Table 5: Finite-sum smooth optimization problems

Based on results of \cite{75}, we formulate our hypotheses in Table 4. Note that the bounds \cite{75} use worst-case variance $\sigma_i^2$, but we are optimistic to guess that it is possible to get a bound using average variance $\sigma_i^2$.

Dual stochastic algorithms are an open direction for research.

### 3.5 Finite-sum problems
Consider a finite-sum form of problems (1). Each $f_i(x)$ is now represented as a sum of $n$ functions.

$$\min_{x \in \mathbb{R}^d} \sum_{i=1}^m f_i(x) = \frac{1}{n} \sum_{i=1}^m \frac{1}{n} \sum_{j=1}^n f_j(x). \quad (8)$$

Problems of type (8) can be efficiently solved by stochastic methods that use additional knowledge of the sum-type structure. This class of algorithms is referred to as variance reduction methods \cite{21,1}. These methods compute the full gradient sum over all $f_i$ once in several iterations and make stochastic updates to the full gradient approximation afterwards.

The complexity of variance reduction methods typically depends on the worst-case smoothness constant over summants. Let $L_{ij}$ be the smoothness constant of $f_i$ and introduce

$$L_s = \max_{i=1}^m L_{ij}, \quad (9)$$

In distributed optimization, variance reduction is done for time-static graphs \cite{18}. The generalization to time-varying graphs is an open question. We think that a method for decentralized finite-sum optimization of smooth functions over time-varying networks may be done by combining Katyusha \cite{1} and ADOM/ADOM+ \cite{25} or Acc-GT \cite{31}.

$$\mathbb{E}\|W_k^s x - \bar{x}\|^2 \leq \left(1 - \frac{\tau}{\chi}\right)\|x - \bar{x}\|^2, \quad (10)$$

3.6 Time-varying network as a stochastic sequence
Most of the results of this paper are derived in the deterministic scenario: that is, a mixing (or gossip) matrix sequence $\{W_k\}_{k=0}^\infty$ is deterministic and satisfies Assumption 1. Alternatively, each of the mixing matrices $W_k$ may be seen as a random sample from some distribution $\mathcal{W}$. As suggested in \cite{22}, we can assume that for all $x \in \mathbb{R}^{md}$ it holds
where the expectation is taken over the distributions of $W'$ and indices $t = k, \ldots, k - \tau + 1$. Such assumption broadens the class of networks compared to Assumption 1. In particular, it admits a scheme when only two randomly chosen agents communicate at once (see [3] for details) and also includes Local SGD schemes [60, 67, 32]. Distributed SGD under Assumption 10 was analyzed in [22] for optimization and in [5] for saddle-point problems. Also [63] applied Catalyst to the results of [22] to get acceleration.

### 3.7 Statistical similarity

The method of using convex surrogate functions at local computation was proposed in [62]. Combined with gradient tracking technique, it yields a SONATA algorithm [62, 58] that supports non-convex objectives and works over time-varying directed graphs. Several variants of SONATA [61, 58, 62] also support constrained optimization.

In the undirected time-static case with convex objectives, SONATA exploits statistical similarity of local functions [61, 64]. That is, for any $x$ and $i = 1, \ldots, m$ we have

$$\left\| \nabla^2 f_i(x) - \nabla^2 f(x) \right\| \leq \beta$$

for some $\beta > 0$. Under similarity assumption, SONATA communication rates (in time-static setup) are improved to $O(\sqrt{\beta/\mu} \log(1/\varepsilon))$ [61]. Additionally, with Catalyst acceleration, the rates are further improved to $O(\sqrt{\beta/\mu} \log^2(1/\varepsilon))$ [64]. Optimal algorithms were developed in [23]. We note that exploiting statistical similarity in the time-varying case is an open question. Using SONATA and the technique of convex surrogate functions may be a good starting point in this direction.

### 3.8 Problems with affine constraints

Affinely constrained problems over time-varying networks are still another direction of research. For problems of type

$$\min_{x \in \mathbb{R}^d} \quad f(x) = \frac{1}{m} \sum_{i=1}^{m} f_i(x),$$

\text{s.t.} \quad Ax = b$$

in the time-static case a range of algorithms was proposed in [37, 35, 36, 70, 56]. The algorithms are based either on dual decomposition or on primal approaches to affinely constrained minimization [26]. Generalization of the results to time-varying architectures is an open branch of research.

### 4 Saddle-point problems

In this section, we consider sum-type min-max problems.

$$\min_{x \in \mathbb{R}^n} \max_{y \in \mathbb{R}^d} \quad f(x, y) = \frac{1}{m} \sum_{i=1}^{m} f_i(x, y).$$

#### 4.1 Definitions and assumptions

Let us recall the standard definitions for saddle-point problems.

**Definition 16.** Consider function $h(x, y)$. Introduce $z = \text{col}(x, y)$ and a vector field $g(z) = \nabla_h h(x, y)$ associated with function $h(x, y)$.

1. Function $h(x, y)$ is convex-concave if the corresponding vector field $g$ is monotone, i.e. for all $z_1, z_2 \in \mathbb{R}^{d_1 + d_2}$, it holds

   $$\langle g(z_2) - g(z_1), z_2 - z_1 \rangle \geq 0.$$

2. Function $h(x, y)$ is $\mu$-strongly convex-concave if the corresponding vector field $g$ is $\mu$-strongly monotone, i.e. for all $z_1, z_2 \in \mathbb{R}^{d_1 + d_2}$, it holds

   $$\langle g(z_2) - g(z_1), z_2 - z_1 \rangle \geq \mu \|z_2 - z_1\|^2.$$

3. Function $h(x, y)$ is $L$-smooth if the corresponding vector field $g$ is $L$-Lipschitz, i.e. for all $z_1, z_2 \in \mathbb{R}^{d_1 + d_2}$, it holds

   $$\|g(z_2) - g(z_1)\| \leq L \|z_2 - z_1\|.$$

**Assumption 17.** For each $i = 1, \ldots, m$ function $f_i(x, y)$ is convex-concave.

**Assumption 18.** For each $i = 1, \ldots, m$ function $f_i(x, y)$ is $\mu_i$-strongly convex-concave.

**Assumption 19.** For each $i = 1, \ldots, m$ function $f_i(x, y)$ is $L_i$-smooth.

**Assumption 20.** For each $i = 1, \ldots, m$ function $f_i(x, y)$ has a bounded gradient, i.e. there exists $M_i > 0$ such that

$$\|\nabla_y f_i(x, y)\| \leq M_i, \quad \|\nabla_y f(x, y)\| \leq M_i.$$

Similarly to Section 3 we discuss stochastic min-max problems and we need the following assumption.

**Assumption 21.** For each $i = 1, \ldots, m$ function $f_i(x, y)$ is equipped with a non-biased gradient oracle with bounded variance, i.e. there exists $\sigma^2 > 0$ such that

$$\mathbb{E} \left[ \|\nabla_y f_i(x, y, \xi) - \nabla_y f(x, y)\|^2 \right] \leq \sigma^2.$$

Random variables $\xi^i$ are independent.

Similarly to Section 3 we introduce worst-case constants $L_i, M_i, \mu_i, \sigma_\xi$ as in [4], average constants $L, M, \mu, \sigma_\xi$ as in [5] and constants that describe $f$ itself $L_f, M_f, \mu_f$.

For saddle-point problems, we introduce a measure of solution accuracy.

**Definition 22.** Consider function $h(x, y)$, vector field $g(z)$ associated with it and set $Z \subseteq \mathbb{R}^{d_1 + d_2}$. For a point $\hat{z} = \text{col}(\hat{x}, \hat{y}) \in \mathbb{R}^{d_1 + d_2}$, we introduce dual gap as follows.

$$\text{Gap}_Z^\beta(\hat{z}) = \max_{z \in Z} \langle g(z), z - \hat{z} \rangle.$$

In order to measure solution accuracy, we fix $D > 0$. We call $(\hat{x}, \hat{y})$ an $\varepsilon$-solution of a distributed saddle-point problem if

$$\text{Gap}_{D \varepsilon = 0}^\beta(\hat{x}, \hat{y}) \leq \varepsilon, \quad \left(\frac{1}{m} \sum_{i=1}^{m} \left\| \hat{x}_i - x_i \right\|^2 + \left\| \hat{y}_i - y_i \right\|^2 \right)^{1/2} \leq C \varepsilon.$$

Similarly to optimization methods, constant $C$ does not depend on $\varepsilon$, but may be individual for every algorithm. If the output of the method is stochastic, we understand $\varepsilon$-solution as

$$\mathbb{E} \left[ \text{Gap}_{D \varepsilon = 0}^\beta(\hat{x}, \hat{y}) \right] \leq \varepsilon, \quad \mathbb{E} \left[ \left(\frac{1}{m} \sum_{i=1}^{m} \left\| \hat{x}_i - x_i \right\|^2 + \left\| \hat{y}_i - y_i \right\|^2 \right)^{1/2} \right] \leq C \varepsilon.$$
4.2 Results for deterministic and stochastic oracle

**Smooth objectives.** Saddle-point problems with deterministic oracle are studied in a more general case (finite-sum structure with variance reduction) in [24]. The reduction of Algorithm 2 of [24] for deterministic case achieves optimal complexity bounds for deterministic setup.

Also inexact oracle technique was used in [7] to build algorithms optimal up to log(1/ε). On the other hand, adding regularization (Lemma 12) to the results of [24] allows to avoid squared logarithmic factors and gives an algorithm with O(χ(L^2D^2/ε) log(1/ε)) communication and O((L^2D/ε) log(1/ε)) oracle complexities. In Table 6, we give the results for DESM [7] but keep in mind that regularization of [24] is also applicable.

| Table 7: Stochastic saddle-point problems |
|------------------------------------------|
| **convex-concave** | **str. convex-concave** |
| **Alg.2 [24]** | **Alg.2 [24]** |
| **comm.** | **comp.** |
| O(χ(L^2D^2/ε) log(1/ε)) | O(χ(L^2D/ε) log(1/ε)) |
| O((L^2D/ε) log(1/ε)) | O((L^2D^2/ε) log(1/ε)) |

Table 6: Deterministic saddle-point problems

In the stochastic smooth setup, [24] proposed a Decentralized extra-step method (DESM) based on inexact oracle framework. Combined with a mini-batching technique, DESM achieves optimal lower bounds in the stochastic case up to a logarithmic factor log(1/ε).

**Non-smooth objectives.** Non-smooth min-max problems can be solved with a subgradient method [43]. However, it is not optimal in communications and therefore nonsmooth distributed saddles are an open direction of research. Our proposal is trying to generalize gradient sliding for optimization [13] and apply it to saddle-point problems as it was done for time-static graphs in [28]. Our guesses for deterministic and stochastic objectives are presented in Tables 6 and 7.

4.3 Finite-sum problems

Let us consider saddle-point problems with finite-sum structure of every function held at the node

\[
\min_{x \in \mathbb{R}^n} f(x) = \frac{1}{m} \sum_{i=1}^{m} \left( \frac{1}{n} \sum_{j=1}^{n} f_{ij}(x, y) \right).
\]

Analogically to Section 3.5 let f_{ij} be L_{ij}-smooth and define worst-case smoothness constant over summands L_{s} as in [24].

An optimal variance reduction algorithm for saddle-point problems was proposed in [24].

| Table 8: Finite-sum smooth min-max problems |
|---------------------------------------------|
| **convex-concave** | **str.convex-concave** |
| **Alg.2 [24]** | **Alg.2 [24]** |
| **comm.** | **comp.** |
| O(χ^2D^2/ε log(1/ε)) | O(χD/ε log(1/ε)) |
| O(χD^2/ε log(1/ε)) | O(χ^2D/ε log(1/ε)) |

Table 8: Finite-sum smooth min-max problems

We note that it may be possible to replace L_{s} with L_{f} by using importance sampling [11].

4.4 Different strong convexity and strong concavity constants

In Tables 6 and 7 we described the results for min-max problems with same constants of strong convexity and strong concavity. However, strong convexity constant μ_{s} may be different from strong concavity constant μ_{c}. In the non-distributed case, lower bounds for saddle-point problems with different constants of strong convexity and strong concavity were derived in [24]. Optimal algorithms achieving these bounds were developed for saddles with bilinear coupling, i.e. problems of form

\[
\min_{x \in \mathbb{R}^n, y \in \mathbb{R}^n} g(x) + y^T A x - q(y),
\]

where g(x) and q(y) are strongly convex functions with constants μ_{s} and μ_{c}, respectively. For saddles with bilinear coupling, optimal algorithms were developed in [20, 26]. Paper [10] proposed a Catalyst type algorithm for general (non-strongly) convex strongly-concave saddles.

Distributed algorithms for saddle point problems with different strong convexity and strong concavity constants are an open venue for research. Paper [34] uses an inexact oracle framework and a mini-batching technique and reaches lower bounds up to logarithmic factor.
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