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Abstract

We compute exactly the partition function of two dimensional $\mathcal{N} = (2,2)$ gauge theories on $S^2$ and show that it admits two dual descriptions: either as an integral over the Coulomb branch or as a sum over vortex and anti-vortex excitations on the Higgs branches of the theory. We further demonstrate that correlation functions in two dimensional Liouville/Toda CFT compute the $S^2$ partition function for a class of $\mathcal{N} = (2,2)$ gauge theories, thereby uncovering novel modular properties in two dimensional gauge theories. Some of these gauge theories flow in the infrared to Calabi-Yau sigma models – such as the conifold – and the topology changing flop transition is realized as crossing symmetry in Liouville/Toda CFT. Evidence for Seiberg duality in two dimensions is exhibited by demonstrating that the partition function of conjectured Seiberg dual pairs are the same.
1 Introduction

It has long been recognized that many of the dynamical and quantum properties of four dimensional gauge theories are mirrored in two dimensional quantum field theories. This includes – among the wealth of phenomena that a four dimensional gauge theory can exhibit – the remarkable and not yet completely understood physics of confinement and dynamical generation of a mass gap. Instantons, which mediate non-perturbative effects in four dimensional gauge theories, are also present in two dimensional field theories, and play a central role in determining the quantum properties of these theories. While the dynamics of two dimensional gauge theories is tamer than in four dimensions, few exact results for correlation functions are available. In most examples, such computations heavily rely on integrability. Furthermore, given that two dimensional theories share many of the beautiful phenomena present in four dimensions, it is a desirable goal to attain exact results in two dimensional quantum field theories.

In this paper we obtain exact results in two dimensional $\mathcal{N} = (2,2)$ supersymmetric gauge theories on $S^2$. These results are obtained using the powerful machinery of supersymmetric localization [1–3]. We uncover that the partition function of these theories admit two seemingly different representations. In one, the partition function is written as an integral (and discrete sum) over vector multiplet field configurations. This yields the Coulomb branch representation of the partition function

$$Z_{\text{Coulomb}}(m, \tau) = \sum_B \int da \, Z_{\text{cl}}(a, B, \tau) \, Z_{\text{one-loop}}(a, B, m).$$

$B$ is the quantized flux on $S^2$, $a$ the Coulomb branch parameter, $m$ denotes the masses of the matter fields and $\tau$ are the complexified gauge theory parameters

$$\tau = \frac{\vartheta}{2\pi} + i \xi,$$

where $\xi$ and $\vartheta$ are the Fayet-Iliopoulos (FI) parameter and topological angle associated to each $U(1)$ factor in the gauge group. Expressions for $Z_{\text{cl}}(a, B, \tau)$ and $Z_{\text{one-loop}}(a, B, m)$ are given in section 4.

In the other representation, the path integral is given as a discrete sum over Higgs branches of the product of the vortex partition function [4] at the north pole and the anti-vortex partition function at the south pole. This gives the Higgs branch representation of the partition function

$$Z_{\text{Higgs}}(m, \tau) = \sum_{v \in \text{Higgs vacua}} Z_{\text{cl}}(v, 0, \tau) \, \text{res}_{a=0} [Z_{\text{one-loop}}(a, 0, m)] \, Z_{\text{vortex}}(v, m, e^{2\pi i \tau}) \, Z_{\text{anti-vortex}}(v, m, e^{-2\pi i \bar{\tau}}).$$

---

"This can be enriched with the insertion of supersymmetric Wilson loop operators."
Figure 1: Higgs vacua. Vortices and anti-vortices on these vacua contribute to $Z_{\text{Higgs}}(m, \tau)$.

In this formula the residue of the pole of $Z_{\text{one-loop}}(a, 0, m)$ at the location of each Higgs branch must be taken.\(^2\) Equivalently, this expression can be written in a holomorphically factorized form as a sum of the “norm” of the vortex partition function

$$Z_{\text{Higgs}}(m, \tau) = \sum_{v \in \text{Higgs vacua}} Z_{\text{cl}}(v, 0, \tau) \text{ res}_{a=v} [Z_{\text{one-loop}}(a, 0, m)] \left| Z_{\text{vortex}}(v, m, e^{2\pi i \tau}) \right|^2.$$  

Despite that the expressions for the Coulomb and Higgs branch representations are rather distinct and involve different degrees of freedom, we show that the two yield identical, dual representations of the partition function of $\mathcal{N} = (2, 2)$ gauge theories on $S^2$

$$Z = Z_{\text{Coulomb}} = Z_{\text{Higgs}}.$$  

We have explicitly shown this equivalence for SQCD, with $U(N)$ gauge group and $N_F$ fundamental and $\tilde{N}_F$ anti-fundamental chiral multiplets. The factorization of the Coulomb branch integral is akin to the one found by Pasquetti \([5]\) and Krattenthaler et al. \([6]\) in evaluating the partition function of three dimensional $\mathcal{N} = 2$ abelian gauge theories on the squashed $S^3$ \([7]\) and $S^1 \times S^2$.\(^3\)

The fact that a correlation function in a supersymmetric gauge theory may admit multiple representations can be understood to be a consequence of the different choices of supercharge and/or deformation terms available when performing supersymmetric localization. Different choices may lead to integration over different supersymmetric configurations, but the localization argument guarantees that all (reasonable) choices must ultimately yield the same correlation function.\(^4\) See section 8 for a more detailed discussion. Our choice of localization supercharge has the elegant feature of giving rise to supersymmetry equations which interpolate between vortex equations at the north pole and anti-vortex equations at the south pole while also allowing for configurations on the Coulomb branch.

\(^2\)A Higgs branch is a solution to the equation $a + m = 0$.

\(^3\)Other related works on localization include \([8–12]\).

\(^4\)In particular we obtain the Coulomb branch representation of the partition function using two different choices of supercharge.
We demonstrate that the partition function of certain two dimensional $\mathcal{N} = (2, 2)$ gauge theories on $S^2$ admits a dual description in terms of correlation functions in two dimensional Liouville/Toda CFT. This is akin to the AGT correspondence [13] between the partition function of four dimensional $\mathcal{N} = 2$ gauge theories on $S^4$ and correlators in these two dimensional CFTs. The key difference is that the correlators in Liouville/Toda CFT that capture the two dimensional gauge theory partition function on $S^2$ involve the insertion of degenerate vertex operators of the Virasoro or $W$-algebra at suitable punctures on the Riemann surface. These insertions have the sought after property of restricting the sum over intermediate states to a discrete sum of conformal blocks, which precisely capture the sum over Higgs vacua in the Higgs branch representation of the partition function. Pleasingly, $Z_{\text{Higgs}}$ exactly reproduces the sum over conformal blocks with the precise modular invariant Liouville/Toda measure by summing over vortices and anti-vortices over all Higgs vacua.

The simplest instance of this correspondence is SQED, described by a $U(1)$ vector multiplet and $N_F$ electron and $N_F$ positron chiral multiplets. The partition function of SQED corresponds to the $A_{N_F-1}$ Toda CFT on the four-punctured sphere with the insertion of two non-degenerate, a semi-degenerate and a fully degenerate puncture:

$$Z_{\text{SQED}} = \alpha_2^{\hat{m}} \alpha_1^\mu$$

The fact that two dimensional $\mathcal{N} = (2, 2)$ gauge theories on $S^2$ admit a Liouville/Toda CFT description with degenerate fields is consistent with the observation that certain half-BPS surface operators in four dimensional $\mathcal{N} = 2$ gauge theories on $S^4$ are realized by the
insertion of a degenerate field [14].

The correspondence we establish with Liouville/Toda CFT implies that two dimensional $\mathcal{N} = (2,2)$ gauge theories enjoy rather interesting modular properties with respect to the complexified gauge theory parameters $\tau$. This is a direct consequence of modular invariance, which implies that CFT correlators are independent of the choice of factorization channel (or pants decomposition) used to represent a correlator as a sum over intermediate states. The moduli of the punctured Riemann surface on which modular duality acts correspond to the vortex fugacity parameters

$$z = e^{2\pi i \tau}.$$  

It is rather interesting that the partition function of two dimensional $\mathcal{N} = (2,2)$ gauge theories on $S^2$ assembles into a modular invariant object.

Another important motivation to study two dimensional $\mathcal{N} = (2,2)$ gauge theories is string theory. As shown in [15], the Higgs branch of such a gauge theory flows in the infrared to a two dimensional $\mathcal{N} = (2,2)$ supersymmetric non-linear sigma model with a Kähler target space. Moreover, with a suitable choice of matter content and gauge group, the gauge theory flows to an $\mathcal{N} = (2,2)$ superconformal field theory, which provides the worldsheet description of string theory on a Calabi-Yau manifold. One can hope that the exact formulae for the partition function of these gauge theories will provide a novel way to compute worldsheet instantons in the corresponding Calabi-Yau manifolds, as well as shed new light into the dynamics of these phenomenologically appealing string theory backgrounds.

The ultraviolet gauge theory description of these string theory backgrounds provides a qualitative characterization of the “phase” structure as the Kähler moduli of the Calabi-Yau manifold are changed by studying the gauge dynamics as a function of the complexified gauge theory parameters $\tau$ [15]. An interesting topology changing transition – the so called flop transition – occurs in some models as the sign of the FI parameter is reversed $\xi \rightarrow -\xi$. The string dynamics in the two phases connected by a flop transition are expected to be related by analytic continuation in $\tau$. Our exact results for the partition function of $\mathcal{N} = (2,2)$ SQED – which includes the conifold for $N_F = 2$ and higher dimensional Calabi-Yau manifolds for $N_F > 2$ – demonstrate that the results for $\xi > 0$ and $\xi < 0$ are indeed related by analytic continuation. Given the representation of the partition function of SQED in terms of a Toda CFT correlator on the four-punctured sphere, the analytic continuation describing the flop transition admits an elegant realization as crossing symmetry in Toda CFT

$$\text{flop transition} \longleftrightarrow \text{crossing symmetry}.$$  

Furthermore, our exact results demonstrate that the geometric singularity as we move from $\xi > 0$ to $\xi < 0$ across the singular point $\xi = 0$ can be avoided by turning on a nonzero topological angle $\vartheta$, as anticipated in [15, 16].

Our findings are used to provide quantitative evidence for Seiberg duality [17] in two dimensions by comparing the partition functions of putative dual theories in various limits.
and finding exact agreement. Seiberg duality in two dimensional $\mathcal{N} = (2, 2)$ gauge theories \cite{Seiberg94} relates theories with $N_F > N$ fundamental chiral multiplets, trivial superpotential and gauge groups

$$SU(N) \leftrightarrow SU(N_F - N).$$

The conjectured duality was put forward in \cite{Seiberg94} to give a physical realization of Rødland’s conjecture stating that two Calabi-Yau manifolds appear as distinct large volume limits of the same Kähler moduli space. Our results, therefore, provide further evidence for this conjecture.

The plan of the rest of the paper is as follows. In section 2 we explicitly write down for gauge theories on $S^2$ the $\mathcal{N} = (2, 2)$ supersymmetry transformations of the vector and chiral multiplet fields and the associated supersymmetric action. In section 3 we specify a particular supercharge with which we perform the localization computation. We derive the partial differential equations that determine the space of supersymmetric field configurations corresponding to our choice of supercharge and show that the system of equations we get smoothly interpolates between the vortex equations at the north pole and the anti-vortex equations at the south pole. A vanishing theorem finding the most general smooth, supersymmetric solutions to our system of supersymmetry equations is proven. We find that smooth solutions are parametrized by vector multiplet fields and correspond to Coulomb phase configurations, while singular localized vortices and anti-vortices, which exist in the Higgs phase, may appear at the north and south poles of the $S^2$. In section 4 we localize the path integral by choosing a specific deformation term and show that only Coulomb branch configurations can contribute if we consider the saddle point equations of the combined action in the limit that the coefficient of the deformation term goes to infinity. This yields the Coulomb branch representation of the partition function. Quite remarkably, the integral and sum over the Coulomb branch configurations can be carried out for arbitrary choices of gauge group $G$ and matter representation. The resulting expression can be written as a finite sum of the product of a function with its complex conjugate. We identify this expression as the sum over Higgs vacua of the product of the vortex partition function at the north pole with the anti-vortex partition function at the south pole. In section 5 we argue, by first looking at the saddle point equations for a different deformation term, that the Coulomb branch configurations are lifted and that vortex and anti-vortex configurations at the poles are the true saddle points of the path integral in this other limit. This yields the Higgs branch representation of the partition function. This way of computing the path integral gives a first principles derivation of the result obtained by brute force evaluation of the Coulomb branch representation of the partition function. The identification of the partition function of certain two dimensional $\mathcal{N} = (2, 2)$ gauge theories with Liouville/Toda correlation functions is uncovered in 6. and some of their consequences explored. In section 7 we provide quantitative evidence for Seiberg duality in two dimensions by matching the partition function of Seiberg dual pairs in various limits. We conclude in section 8 with
a discussion of our findings and future directions. The appendices contain some detailed computations used in the bulk of the paper.

Note added: While this work was being completed, we became aware of related work [19], which has some overlap with this paper.

2 Two Dimensional $\mathcal{N} = (2, 2)$ Gauge Theories on $S^2$

In this section we explicitly construct the Lagrangian of $\mathcal{N} = (2, 2)$ supersymmetric gauge theories on $S^2$. The basic multiplets of two dimensional $\mathcal{N} = (2, 2)$ supersymmetry are the vector multiplet and the chiral multiplet, which arise by dimensional reduction to two dimensions of the familiar four dimensional $\mathcal{N} = 1$ supersymmetry multiplets. The field content is therefore

\begin{align}
\text{vector multiplet: } & (A_i, \sigma_1, \sigma_2, \lambda, \bar{\lambda}, D) \\
\text{chiral multiplet: } & (\phi, \bar{\phi}, \psi, \bar{\psi}, F, \bar{F}).
\end{align}

The fields $(\lambda, \bar{\lambda}, \psi, \bar{\psi})$ are two component complex Dirac spinors, $(\phi, \bar{\phi}, F, \bar{F})$ are complex scalar fields while $(\sigma_1, \sigma_2, D)$ are real scalar fields. The fields in the vector multiplet transform in the adjoint representation of the gauge group $G$ while the chiral multiplet fields transform in a representation $R$ of $G$. The field content of an arbitrary $\mathcal{N} = (2, 2)$ supersymmetric gauge theory admitting a Lagrangian description is captured by these multiplets by letting $G$ be a product gauge group and $R$ a reducible representation.

While it is well known how to construct the Lagrangian of $\mathcal{N} = (2, 2)$ supersymmetric gauge theories in $\mathbb{R}^2$ (i.e. flat space), constructing supersymmetric theories on $S^2$ requires some thought, as $S^2$ does not admit covariantly constant spinors. Indeed, we must first characterize the $\mathcal{N} = (2, 2)$ supersymmetry algebra on $S^2$. This is the subalgebra of the two dimensional $\mathcal{N} = (2, 2)$ superconformal algebra on $S^2$ that generates the isometries of $S^2$, but none of the conformal transformations of $S^2$. The $\mathcal{N} = (2, 2)$ supersymmetry algebra on $S^2$ thus defined obeys the (anti)commutation relations of the $SU(2|1)$ superalgebra

\begin{align}
[J_m, J_n] = i\epsilon_{mnp}J_p & \quad [J_m, Q_\alpha] = -\frac{1}{2}\gamma_m^{\beta\alpha}Q_\beta & \quad [J_m, S_\alpha] = -\frac{1}{2}\gamma_m^{\beta\alpha}S_\beta \\
\{S_\alpha, Q_\beta\} = \gamma_{\alpha\beta}^m J_m - \frac{1}{2}C_{\alpha\beta}R & \quad [R, Q_\alpha] = -Q_\alpha & \quad [R, S_\alpha] = S_\alpha.
\end{align}

The supercharges $Q_\alpha$ and $S_\alpha$ are two dimensional Dirac spinors generating the supersymmetry transformations, $J_m$ are the $SU(2)$ charges generating the isometries of $S^2$ while $R$ is a $U(1)$ $R$-symmetry charge. This supersymmetry algebra is the $S^2$ counterpart of the $\mathcal{N} = (2, 2)$ super-Poincaré algebra in flat space.

---

5Our conventions for spinors are listed in appendix A.

6The reality of the auxiliary field $D$ is altered when coupled with matter fields.

7See appendix B for details.
Constructing a supersymmetric Lagrangian on $S^2$ requires finding supersymmetry transformations on the vector and chiral multiplet fields that represent the $SU(2|1)$ algebra. We construct these by restricting the $\mathcal{N} = (2,2)$ superconformal transformations to those corresponding to the $SU(2|1)$ subalgebra. The $\mathcal{N} = (2,2)$ superconformal transformations on the fields are easily obtained by combining the $\mathcal{N} = (2,2)$ super-Poincaré transformations in flat space (with the flat metric replaced by an arbitrary metric), with additional terms that are uniquely fixed by demanding that the supersymmetry transformations are covariant under Weyl transformations.\(^7\) Given the $SU(2|1)$ supersymmetry transformations on the vector and chiral multiplet fields constructed this way and shown below, it is straightforward to construct the corresponding $SU(2|1)$ invariant Lagrangian. The supersymmetry transformations and action may equivalently be obtained by “twisted” dimensional reduction from three dimensional $\mathcal{N} = 2$ gauge theories on $S^1 \times S^2$, considered in [12].

Without further ado, we write down the most general renormalizable $\mathcal{N} = (2,2)$ supersymmetric action of an arbitrary gauge theory on $S^2$

$$S = S_{v.m.} + S_{\text{top}} + S_{\text{FI}} + S_{\text{c.m.}} + S_{\text{mass}} + S_W . \quad (2.3)$$

The vector multiplet action is given by

$$S_{v.m.} = \frac{1}{2g^2} \int d^2x \sqrt{h} \, \text{Tr} \left\{ V_i V^i + V_3 V^3 + D^2 + i\lambda \left( \partial \tilde{\lambda} - [\sigma_1, \tilde{\lambda}] - i \left[ \sigma_2, \gamma^3 \tilde{\lambda} \right] \right) \right\} , \quad (2.4)$$

where

$$V^i = \varepsilon^{ij} D_j \sigma_2 + D^i \sigma_1 ,$$

$$V^3 = \frac{1}{2} \varepsilon^{ij} F_{ij} + i \left[ \sigma_1, \sigma_2 \right] + \frac{1}{r} \sigma_1 . \quad (2.5)$$

The bosonic part of the action can also be written as

$$\frac{1}{2g^2} \int d^2x \sqrt{h} \, \text{Tr} \left\{ \left( F_{i2} + \frac{1}{r} \sigma_1 \right)^2 + (D_i \sigma_1)^2 + (D_i \sigma_2)^2 - [\sigma_1, \sigma_2]^2 + D^2 \right\} . \quad (2.6)$$

In the vector multiplet action $g$ denotes the super-renormalizable gauge coupling\(^8\), $h$ is the round metric on $S^2$ and $r$ is its radius.

For each $U(1)$ factor in $G$, the gauge field action in two dimensions can be enriched by the addition of the topological term

$$S_{\text{top}} = -i \frac{g}{2\pi} \int \text{Tr} \, F , \quad (2.7)$$

and of a supersymmetric Fayet-Iliopoulos (FI) D-term on $S^2$

$$S_{\text{FI}} = -i \xi \int d^2x \sqrt{h} \, \text{Tr} \left( D - \frac{\sigma_2}{r} \right) . \quad (2.8)$$

\(^8\)For a product gauge group, there is an independent gauge coupling for each factor in the gauge group.
The couplings $\vartheta$ and $\xi$ are classically marginal, and can be combined into a complex gauge coupling

$$\tau = \frac{\vartheta}{2\pi} + i\xi$$

(2.9)

for each $U(1)$ factor in the gauge group. Quantum mechanically, the coupling $\tau$ depends on the energy scale, and can be traded with the dynamically generated, renormalization group invariant scale $\Lambda$. We will return to this dynamical transmutation in section 4.

The action for the chiral multiplet coupled to the vector multiplet is

$$S_{\text{c.m.}} = \int d^2x\sqrt{h} \left\{ \bar{\phi} \left( -D_i^2 + \sigma_1^2 + \sigma_2^2 + iD + i\frac{q-1}{r} \sigma_2 - \frac{q^2-2q}{4r^2} \right) \phi + \bar{F}F - i\bar{\psi} \left( D - \sigma_1 - i\sigma_2 \gamma^3 + i\frac{q}{2r} \gamma^3 \right) \psi + i\bar{\psi} \lambda \phi - i\bar{\phi} \lambda \psi \right\}. \tag{2.10}$$

Here $q$ denotes the $U(1)$ $R$-charge of the chiral multiplet, which takes the value $q = 0$ for the canonical chiral multiplet. In a theory with flavour symmetry $G_F$, the $U(1)$ $R$-charges take values in the Cartan subalgebra of $G_F$ (see discussion below).

In two dimensions, it is possible to turn on in a supersymmetric way twisted masses for the chiral multiplet. These supersymmetric mass terms are obtained by first weakly gauging the flavour symmetry group $G_F$ acting on the theory, coupling the matter fields to a vector multiplet for $G_F$, and then turning on a supersymmetric background expectation value for the fields in that vector multiplet. For $\mathcal{N} = (2,2)$ gauge theories on $S^2$, unbroken $SU(2|1)$ supersymmetry (see equations (2.17) and (2.18)) implies that the mass parameters are given by a constant background expectation value for the scalar field $\sigma_2$ in the vector multiplet for $G_F$. This can be taken in the Cartan subalgebra of the flavour symmetry group $G_F$. Therefore, the supersymmetric twisted mass terms on $S^2$ are obtained by substituting

$$\sigma_2 \rightarrow \sigma_2 + m$$

(2.11)

in (2.10), with $m$ in the Cartan subalgebra of $G_F$

$$S_{\text{mass}} = \int d^2x\sqrt{h} \left\{ \bar{\phi} \left( m^2 + 2m\sigma_2 + i\frac{q-1}{r} m \right) \phi - \bar{\psi} m \gamma^3 \psi \right\}. \tag{2.12}$$

Likewise, the $U(1)$ $R$-charge parameters $q$ introduced in (2.10) can be obtained by turning on an imaginary expectation value for the scalar field $\sigma_2$ in the vector multiplet for $G_F$. 

---

9The dynamical scale is given by $\Lambda_0 = \mu_0 e^{2\pi i \beta(\xi)}$, where $\beta(\xi) = \frac{b_0}{2\pi}$ and $\mu$ is the floating scale.

10The representation matrices of $G$ in the representation $R$, which we do not write explicitly to avoid clutter, intertwine the vector multiplet and chiral multiplet fields in the usual way.

11$q$ also determines the Weyl weight of the fields in the chiral multiplet. The Weyl weight of a field can be read from the commutator of two superconformal transformations (see appendix B), which represents the two dimensional $\mathcal{N} = (2,2)$ superconformal algebra on the fields.
The corresponding supersymmetric terms in the action are obtained by shifting the action in (2.10) for \( q = 0 \) by

\[
\sigma_2 \rightarrow \sigma_2 + \frac{i}{2r} q .
\]

(2.13)

The flavour symmetry \( G_F \) is determined by the representation \( \mathbf{R} \) under which the chiral multiplet transforms and by the choice of superpotential, as this can break the group of transformations rotating the chiral multiplets down to the actual \( G_F \) symmetry of the theory. If \( \mathbf{R} \) contains \( N_F \) copies of an irreducible representation \( \mathbf{r} \) and the theory has a trivial superpotential, then the theory has \( U(N_F) \) as part of its flavour symmetry group and gives rise to \( N_F \) twisted mass parameters \( m = (m_1, \ldots, m_{N_F}) \) and \( N_F \) \( U(1) \) \( R \)-charges \( q = (q_1, \ldots, q_{N_F}) \). Occasionally, we will find it convenient to combine these parameters into the holomorphic combination

\[
M_I = m_I + \frac{i}{2r} q_I .
\]

(2.14)

Finally, we can add in a supersymmetric way a superpotential for the chiral multiplet

\[
S_W = \int d^2 x \sqrt{h} \left\{ F_W + \bar{F}_W \right\} ,
\]

(2.15)

whenever the total \( U(1) \) \( R \)-charge of the superpotential is \( -q_W = -2 \). \( F_W \) is the gauge invariant auxiliary component of the superpotential chiral multiplet.\(^{12}\) Under these conditions, the Lagrangian in (2.15) transforms into a total derivative under the \( SU(2|1) \) supersymmetry transformations below.

A few brief remarks about the \( \mathcal{N} = (2, 2) \) gauge theories in \( S^2 \) thus constructed are in order. The action (and supersymmetry transformations) can be organized in a power series expansion in \( 1/r \), starting with the covariantized \( \mathcal{N} = (2, 2) \) gauge theory action in flat space. The action is deformed by terms of order \( 1/r \) and \( 1/r^2 \), with terms proportional to \( 1/r^\theta \) not being reflection positive. These features are consistent with the general arguments in [20]. The theory on \( S^2 \) breaks the classical\(^{13} \) \( U(1)_A \) \( R \)-symmetry of the corresponding \( \mathcal{N} = (2, 2) \) gauge theory in flat space. This can be observed in the asymmetry between the scalar fields \( \sigma_1 \) and \( \sigma_2 \) in the action on \( S^2 \), which are otherwise rotated into each other by the \( U(1)_A \) symmetry of the flat space theory. This asymmetry is also manifested in the twisted masses \( m \) being real on \( S^2 \), while they are complex in flat space.\(^{14} \) The real twisted masses \( m \) on \( S^2 \), however, combine with the \( U(1) \) \( R \)-charges \( q \) into the holomorphic parameters \( M = m + \frac{i}{2r} q \) introduced in (2.14).

The gauge theory action we have written down is invariant under the \( SU(2|1) \) supersymmetry algebra. The supersymmetry transformations are parametrized by conformal Killing

\(^{12}\)In terms of the \( \phi \) chiral multiplet, \( F_W = \frac{\partial W}{\partial \phi} F - \frac{1}{2} \frac{\partial^2 W}{\partial \phi^2} \psi \psi \). Invariance of (2.15) under supersymmetry when \( q_W = 2 \) follows from equations (2.28) and (2.29).

\(^{13}\)This classical symmetry of the flat space theory, being chiral, can be anomalous.

\(^{14}\)Where twisted masses correspond to background values of \( \sigma_1, \sigma_2 \) in the vector multiplet for \( G_F \).
spinors\textsuperscript{15} $\epsilon$ and $\bar{\epsilon}$ on $S^2$. These can be taken to obey

\begin{align}
\nabla_i \epsilon &= + \frac{1}{2r} \gamma_i \gamma^3 \epsilon \\
\nabla_i \bar{\epsilon} &= - \frac{1}{2r} \gamma_i \gamma^3 \bar{\epsilon},
\end{align}

(2.16)

where $\epsilon$ and $\bar{\epsilon}$ are complex Dirac spinors in two dimensions and $r$ is the radius of the $S^2$. The spinors $\epsilon_\alpha$ and $\bar{\epsilon}_\alpha$ are the supersymmetry parameters associated to the supercharges $Q_\alpha$ and $S_\alpha$ respectively. More details about the supersymmetry transformations can be found in appendix B.

As mentioned earlier, the explicit supersymmetry transformations can be found by restricting the $\mathcal{N} = (2, 2)$ superconformal transformations to the $SU(2|1)$ subalgebra. The $SU(2|1)$ supersymmetry transformations of the vector multiplet fields are

\begin{align}
\delta \lambda &= (iV_m \gamma^m - D) \epsilon \\
\delta \bar{\lambda} &= (i\bar{V}_m \gamma^m + D) \bar{\epsilon} \\
\delta A_i &= -\frac{i}{2} (\epsilon \gamma_i \lambda + \epsilon \gamma_i \bar{\lambda}) \\
\delta \sigma_1 &= \frac{1}{2} (\epsilon \lambda - \epsilon \bar{\lambda}) \\
\delta \sigma_2 &= -\frac{i}{2} (\epsilon \gamma_3 \lambda + \epsilon \gamma_3 \bar{\lambda}) \\
\delta D &= -\frac{i}{2} \bar{\epsilon} \left( \mathcal{D} \lambda + [\sigma_1, \lambda] - i \left[ \sigma_2, \gamma^3 \lambda \right] \right) \\
&\quad + \frac{i}{2} \epsilon \left( \mathcal{D} \bar{\lambda} - [\sigma_1, \bar{\lambda}] - i \left[ \sigma_2, \gamma^3 \bar{\lambda} \right] \right),
\end{align}

(2.22)

with $V_m$ and $\bar{V}_m$ defined by

\begin{align}
V^i &= \varepsilon^{ij} D_j \sigma_2 + D^i \sigma_1, \quad V^3 = \frac{1}{2} \varepsilon^{ij} F_{ij} + i [\sigma_1, \sigma_2] + \frac{1}{r} \sigma_1 \\
\bar{V}^i &= \varepsilon^{ij} D_j \sigma_2 - D^i \sigma_1, \quad \bar{V}^3 = \frac{1}{2} \bar{\varepsilon}^{ij} F_{ij} - i [\sigma_1, \sigma_2] + \frac{1}{r} \sigma_1.
\end{align}

(2.23)

The transformations of the massless chiral multiplet fields are

\begin{align}
\delta \phi &= \bar{\epsilon} \psi \\
\delta \bar{\phi} &= \epsilon \bar{\psi} \\
\delta \psi &= i \left( \mathcal{D} \phi + \sigma_1 \phi - i \sigma_2 \phi \gamma^3 + \frac{q}{2r} \phi \gamma^3 \right) \epsilon + \bar{\epsilon} F \\
\delta \bar{\psi} &= i \left( \mathcal{D} \bar{\phi} + \bar{\phi} \sigma_1 + i \bar{\phi} \sigma_2 \gamma^3 - \frac{q}{2r} \bar{\phi} \gamma^3 \right) \bar{\epsilon} + \epsilon F \\
\delta F &= -i \left( D_i \psi \gamma^i + \sigma_1 \psi - i \sigma_2 \psi \gamma^3 + \lambda \phi + \frac{q}{2r} \psi \gamma^3 \right) \epsilon \\
\delta \bar{F} &= -i \left( D_i \bar{\psi} \gamma^i + \bar{\psi} \sigma_1 + i \bar{\psi} \sigma_2 \gamma^3 - \bar{\phi} \lambda - \frac{q}{2r} \bar{\psi} \gamma^3 \right) \bar{\epsilon}.
\end{align}

(2.24 - 2.29)

\textsuperscript{15}Thus named since the defining equation $\nabla_i \epsilon = \gamma_i \bar{\epsilon}$ is conformally invariant.
The supersymmetry transformations of the theory with twisted masses are obtained from equations (2.24–2.29) by shifting $\sigma_2 \to \sigma_2 + m$ as in (2.11).

With these transformations, the $SU(2|1)$ supersymmetry algebra (2.2) is realized off-shell on the vector multiplet and chiral multiplets fields. Splitting $\delta \equiv \delta_\epsilon + \delta_\overline{\epsilon}$, we find that this representation of $SU(2|1)$ on the fields obeys

$$[\delta_\epsilon, \delta_\epsilon] = 0 \quad [\delta_\overline{\epsilon}, \delta_\overline{\epsilon}] = 0,$$

and

$$[\delta_\epsilon, \delta_\overline{\epsilon}] = \delta_{SU(2)}(\xi) + \delta_R(\alpha) + \delta_G(\Lambda) + \delta_{GF}(\Lambda_m),$$

thus generating an infinitesimal $SU(2) \times R \times G \times GF$ transformation. When localizing the path integral of $\mathcal{N} = (2, 2)$ gauge theories on $S^2$, we will choose a particular supercharge $Q$ in $SU(2|1)$. The $SU(2) \times R \times G \times GF$ transformation it generates will play an important role in our computation of the partition function.

The $SU(2)$ isometry transformation induced by the commutator of supersymmetry transformations is parametrized by the Killing vector field

$$\xi^i = -i \bar{\epsilon} \gamma^i \epsilon.$$

It acts on the bosonic fields via the usual Lie derivative and on the fermions via the Lie-Lorentz derivative

$$L_\xi \equiv \xi^i \nabla_i + \frac{1}{4} \nabla_i \xi_j \gamma^{ij}.$$

The $U(1)$ $R$-symmetry transformation generated by the commutator of the supersymmetry transformations is parametrized by

$$\alpha = -\frac{1}{2r} \bar{\epsilon} \gamma^3 \epsilon.$$

It acts on the fields by multiplication by the corresponding charge. The $U(1)$ $R$-symmetry charges of the various fields, supercharges and parameters are given by:

| supersymmetry | vector multiplet | chiral multiplet |
|---------------|-----------------|-----------------|
| $\epsilon$    | $\bar{\epsilon}$| $Q$             |
| $S$            | $A_\mu$         | $\sigma_1$     |
| $\sigma_2$    | $\lambda$       | $\bar{\lambda}$|
| $D$            | $\phi$          | $\psi$         |
|                | $-q$            | $-(q-1)$       |
|                | $-(q-2)$        | $q$            |
|                | $q-1$           | $q-2$          |

$^{16}$The explicit form of the commutator of supersymmetry transformations on the vector multiplet and chiral multiplet fields can be found in appendix B.

$^{17}$The fact that $\xi$ is a Killing vector, that it obeys $\nabla^i \xi^j + \nabla^j \xi^i = 0$, is a consequence of the choice of conformal Killing spinors in (2.16). As desired, it does not generate conformal transformations of $S^2$. 
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Since the action of $R$ on the fields is non-chiral, this classical symmetry is not spoiled by quantum anomalies and is an exact symmetry of the $\mathcal{N} = (2, 2)$ gauge theories we have constructed.

The commutator of two supersymmetry transformations generates a field dependent gauge transformation, taking values in the Lie algebra of the gauge group $G$. The induced gauge transformation is labeled by the gauge parameter

$$\Lambda = (\bar{\epsilon}\epsilon)\sigma_1 - i(\bar{\epsilon}\gamma^3\epsilon)\sigma_2 + \xi^i A_i, \quad (2.35)$$

which acts on the various fields by the standard gauge redundancy transformation laws. On the gauge field it acts by

$$\delta_\Lambda A_i = D_i \Lambda \quad (2.36)$$

while on a field $\varphi$ it acts by

$$\delta_\Lambda \varphi = i\Lambda \cdot \varphi, \quad (2.37)$$

where $\Lambda$ acts on $\varphi$ in the corresponding representation of $G$.

Finally, in the presence of twisted masses $m$, a $G_F$ flavour symmetry rotation on the chiral multiplet fields is generated by $[\delta_\epsilon, \delta_{\bar{\epsilon}}]$. The induced flavour symmetry transformation acts on the chiral multiplet fields in the fundamental representation of $G_F$, and is parametrized by

$$\Lambda_m = -i(\bar{\epsilon}\gamma^3\epsilon)m, \quad (2.38)$$

with $m$ taking values in the Cartan subalgebra of $G_F$. It acts trivially on the vector multiplet fields.

### 3 Localization of the Path Integral

In this paper our goal is to perform the exact computation of the partition function of $\mathcal{N} = (2, 2)$ gauge theories on $S^2$. The powerful tool that allow us to achieve this goal is supersymmetric localization.

The central idea of supersymmetric localization [21] is that the path integral – possibly decorated with the insertion of observables or boundary conditions invariant under a supercharge $Q$ – localizes to the $Q$-invariant field configurations. If the orbit of $Q$ in the space of fields is non-trivial,$^{18}$ then the path integral vanishes upon integrating over the associated Grassman collective coordinate. Therefore, the non-vanishing contributions to the path integral can only arise from the trivial orbits, i.e. the fixed points of supersymmetry. These fixed point field configurations are the solutions to the supersymmetry variation equations generated by the supercharge $Q$, which we denote by

$$\delta_Q \text{fermions} = 0.$$  

$^{18}$By definition of $Q$-invariance of the path integral, the space of fields admits the action of $Q$. 
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In the path integral we must integrate over the moduli space of solutions of the partial differential equations implied by supersymmetry fixed point equations (3.1).

Under favorable asymptotic behavior, integration by parts implies that the result of the path integral does not depend on the deformation of the original supersymmetric Lagrangian by a $\mathcal{Q}$-exact term\(^{19}\)
\[ \mathcal{L} \rightarrow \mathcal{L} + t \mathcal{Q} \cdot V , \quad (3.2) \]
as long as $V$ is invariant under the bosonic transformations generated by $\mathcal{Q}^2$. Obtaining a sensible path integral requires that the action is nondegenerate and that the path integral is convergent in the presence of the deformation term $\mathcal{Q} \cdot V$.

In the $t \rightarrow \infty$ limit, the semiclassical approximation with respect to $\hbar_{\text{eff}} \equiv 1/t$ is exact. In this limit, only the saddle points of $\mathcal{Q} \cdot V$ can contribute and, moreover, the path integral is dominated by the saddle points with vanishing action. However, of all the saddle points of $\mathcal{Q} \cdot V$, only the $\mathcal{Q}$-supersymmetric field configurations give a non-vanishing contribution. Therefore, we must integrate over the intersection of the supersymmetric field configurations and the saddle points of $\mathcal{Q} \cdot V$. We denote this intersection by $\mathcal{F}$.

Using the saddle point approximation, the path integral in the $t \rightarrow \infty$ limit can be calculated by restricting the original Lagrangian $\mathcal{L}$ to $\mathcal{F}$,\(^{20}\) integrating out the quadratic fluctuations of all the fields in the deformation $\mathcal{Q} \cdot V$ expanded around a point in $\mathcal{F}$, and integrating the combined expression over $\mathcal{F}$.\(^{21}\) Of course, even though the path integral is one-loop exact with respect to $t$, it yields exact results with respect to the original coupling constants and parameters of the theory.

The final result of the localization computation does not depend on the choice of deformation $\mathcal{Q} \cdot V$. One may add to $\mathcal{Q} \cdot V$ another $\mathcal{Q}$-exact term, and the result of the path integral will not change as long as the new $\mathcal{Q}$-exact term is non-degenerate, and no new supersymmetric saddle points are introduced that can flow from infinity. This can be accomplished by choosing the deformation term such that it does not change the asymptotic behavior of the potential in the space of fields. We will take advantage of this freedom and choose a deformation term $\mathcal{Q} \cdot V$ that makes computations most tractable.

Since our aim is to localize the path integral of gauge theories, some care has to be taken to localize the gauge fixed theory. This requires combining in a suitable way the deformed action $\mathcal{Q} \cdot V$ and gauge fixing terms $\mathcal{L}_{\text{g.f.}}$ into a $\hat{\mathcal{Q}} = \mathcal{Q} + \mathcal{Q}_{\text{BRST}}$ exact term $\hat{\mathcal{Q}} \cdot \hat{V}$, where $\hat{V} = V + V_{\text{ghost}}$. This refinement, while technically important, does not modify the fact that the gauge fixed path integral localizes to $\mathcal{F}$. The inclusion of the gauge fixing term, however, plays an important role in the evaluation of the one-loop determinants in the directions normal to $\mathcal{F}$.

\(^{19}\) $\mathcal{Q} \cdot V$ denotes the supersymmetry transformation of $V$ generated by $\mathcal{Q}$ (see also (4.1)).
\(^{20}\) The deformation term $\mathcal{Q} \cdot V$ vanishes on $\mathcal{F}$ since it is a linear combination of the supersymmetry equations.
\(^{21}\) The original Lagrangian $\mathcal{L}$ is irrelevant for the localization one-loop analysis.
3.1 Choice of Supercharge

In this section we choose a particular supersymmetry generator $Q$ in the $SU(2|1)$ supersymmetry algebra with which to localize the path integral of $\mathcal{N} = (2, 2)$ gauge theories on $S^2$. We consider\footnote{In section 4 we also analyze localization of the path integral with respect to both $Q_1$ and $Q_2$. The analysis leads directly to the Coulomb branch representation of the partition function. On the other hand, this other choice does not allow non-trivial field configurations in the Higgs branch, and therefore cannot give rise to the Higgs branch representation of the partition function.}

$$Q = S_1 + Q_2.$$  \hfill (3.3)

This supercharge generates an $SU(1|1)$ subalgebra of $SU(2|1)$, given by

$$Q^2 = J + \frac{R}{2}, \quad \left[ J + \frac{R}{2}, Q \right] = 0,$$  \hfill (3.4)

where $J$ is the charge corresponding to a $U(1)$ subgroup of the $SU(2)$ isometry group of the $S^2$ while $R$ is the $R$-symmetry generator in $SU(2|1)$. In terms of embedding coordinates where $S^2$ is parametrized by

$$X_1^2 + X_2^2 + X_3^2 = r^2,$$  \hfill (3.5)

$J$ acts under an infinitesimal transformation, as follows

$$X_1 \rightarrow X_1 - \varepsilon X_2$$
$$X_2 \rightarrow X_2 + \varepsilon X_1.$$  \hfill (3.6)

Geometrically, the action of $J$ has two antipodal fixed points on $S^2$, which can be used to define the north and south poles of $S^2$. These are located at $(0, 0, r)$ and $(0, 0, -r)$ in the embedding coordinates (3.5). In terms of the coordinates of the round metric on $S^2$

$$ds^2 = r^2 \left( d\theta^2 + \sin^2 \theta d\varphi^2 \right)$$  \hfill (3.7)

the corresponding Killing vector is

$$i \frac{\partial}{\partial \varphi},$$  \hfill (3.8)

with the north and south poles corresponding to $\theta = 0$ and $\theta = \pi$ respectively. The supersymmetry algebra (3.4) is the same used in [3] in the computation of the partition function of four dimensional $\mathcal{N} = 2$ gauge theories on $S^4$.

In order to derive the supersymmetry fixed point equations (3.1) generated by the supercharge $Q$, first we need to construct the conformal Killing spinors associated to it, which we denote by $\epsilon_Q$ and $\bar{\epsilon}_Q$. The conformal Killing spinors on $S^2$ obeying (2.16) are explicitly
given by
\[ \epsilon = \exp \left( -\frac{i\theta}{2}\hat{\gamma} \right) \exp \left( \frac{ir\hat{\gamma}}{2} \right) \epsilon_o, \]
\[ \bar{\epsilon} = \exp \left( +\frac{i\theta}{2}\hat{\gamma} \right) \exp \left( \frac{ir\hat{\gamma}}{2} \right) \bar{\epsilon}_o, \]
\[ (3.9) \]
where \( \epsilon_o \) and \( \bar{\epsilon}_o \) are constant, complex Dirac spinors. The conformal Killing spinors \( \epsilon_Q \) and \( \bar{\epsilon}_Q \) are given by (3.9), with \( \epsilon_o \) and \( \bar{\epsilon}_o \) being chiral spinors of opposite chirality, that is
\[ \gamma^3 \epsilon_o = + \epsilon_o \]
\[ \gamma^3 \bar{\epsilon}_o = - \bar{\epsilon}_o. \]
\[ (3.10) \]
Therefore, explicitly
\[ \epsilon_Q = e^{i\varphi/2} \exp \left( -\frac{i\theta}{2}\hat{\gamma} \right) \epsilon_o \]
\[ \bar{\epsilon}_Q = e^{-i\varphi/2} \exp \left( +\frac{i\theta}{2}\hat{\gamma} \right) \bar{\epsilon}_o. \]
\[ (3.11) \]
We note that at the north and the south poles of the \( S^2 \) the conformal Killing spinors \( \epsilon_Q \) and \( \bar{\epsilon}_Q \) have definite chirality, and that the chirality at the north pole is opposite to that at the south pole
\[ \gamma^3 \epsilon_Q(N) = \epsilon_Q(N) \quad \gamma^3 \epsilon_Q(S) = -\epsilon_Q(S) \]
\[ \gamma^3 \bar{\epsilon}_Q(N) = -\bar{\epsilon}_Q(N) \quad \gamma^3 \bar{\epsilon}_Q(S) = \bar{\epsilon}_Q(S). \]
\[ (3.12) \]
As we shall see, the fact that \( Q \) is chiral at the poles implies that the corresponding chiral field configurations – vortices localized at the north pole and anti-vortices at the south pole – may contribute to the partition function of \( \mathcal{N} = (2, 2) \) gauge theories on \( S^2 \).

We note that the circular Wilson loop operator supported on a latitude angle \( \theta_0 \)
\[ W_{\theta_0} = \text{Tr} \text{Pexp} \oint_{\theta_0} \left[ -i A_i dx^i + ir(\sigma_1 \cos \theta_0 - i \sigma_2) d\varphi \right] \]
\[ (3.13) \]
is invariant under the action of \( Q \). Therefore the expectation value of these operators can be computed when localizing with respect to the supercharge \( Q \).

Given our choice of supercharge \( Q \), we can explicitly determine the infinitesimal \( J \times R \times G \times G_F \) transformation that \( Q^2 \) generates when acting on the fields. The spinor bilinears constructed from \( \epsilon_Q \) and \( \bar{\epsilon}_Q \) in section 2 evaluate to
\[ \bar{\epsilon}_Q \epsilon_Q = i \cos \theta \]
\[ \bar{\epsilon}_Q \gamma^3 \epsilon_Q = i \]
\[ (3.14) \]
\[ 23 \text{In the vielbein basis } e^1 = r d\theta \text{ and } e^2 = r \sin \theta d\varphi. \text{ For details, please refer to appendix C.} \]
\[ 24 \text{By fixing the overall normalization } \epsilon_o \epsilon_o = i. \]
Therefore, in view of (3.6), $Q^2$ generates $J + R/2$, i.e. a simultaneous infinitesimal rotation and $R$-symmetry transformation with parameter

$$\varepsilon = \frac{1}{r}, \quad (3.15)$$

and a gauge transformation with gauge parameter

$$\Lambda = i \cos \theta \sigma_1 + \sigma_2 - \frac{i}{r} A_2. \quad (3.16)$$

On the chiral multiplet fields, $Q^2$ also induces a $G_F$ flavour symmetry rotation parametrized by the twisted masses $m$.

### 3.2 Localization Equations

Here we present the key steps in the derivation of the set of partial differential equations that characterize the vector multiplet and chiral multiplet field configurations that are invariant under the action of $Q$. The details of the derivation are omitted here and can be found in appendix C.

We must identify the partial differential equations implied by (3.1)

$$\delta_Q \lambda = \delta_{\bar{Q}} \lambda = 0 \quad (3.17)$$

$$\delta_Q \psi = \delta_{\bar{Q}} \psi = 0, \quad (3.18)$$

where $\delta_Q \equiv \delta_{\epsilon_Q} + \delta_{\bar{\epsilon}_Q}$, from the explicit supersymmetry transformations given in equations (2.17, 2.18) and (2.26, 2.27) for the choice of conformal Killing spinors $\epsilon_Q$ and $\bar{\epsilon}_Q$ in (3.11).

The moduli space of solutions to these equations, once intersected with the saddle points of our choice of $Q$-exact deformation term, determines the space of field configurations that need to be integrated over in the path integral.

Given a choice of deformation term, in order for the path integral to converge we need to impose reality conditions on the fields. These reality conditions restrict the contour of path integration so that the integrand falls off sufficiently fast in the asymptotic region in the space of field configurations. The residual freedom in the choice of contour i.e. deformations of the contour which do not change the asymptotic behavior of the integrand, is then used to make sure that the contour of integration includes the saddle points of the deformed action.

We are interested in deformation terms that do not alter the asymptotic behavior of the original action (2.3). We may therefore extract the reality conditions by requiring the original path integral for some effective couplings to be convergent.

From the kinetic terms in the bosonic part of the action (2.3) we conclude that the scalar fields $\sigma_1, \sigma_2$ and the connection $A_i$ in the vector multiplet are hermitian while the chiral multiplet complex scalars $\phi$ and $\bar{\phi}$ satisfy $\phi^\dagger$. Next we note that the path integration
over the chiral multiplet auxiliary fields $F, \bar{F}$ is just a Gaussian integral and we simply require $F = F^\dagger$. Provided that a $Q$-exact deformation term contains following terms

$$Q \cdot V = -\frac{1}{2g_{\text{eff}}^2} D^2 - iD(\bar{\phi}\phi - \xi_{\text{eff}}) + \cdots ,$$

(3.19)

one should choose the contour of integration for the auxiliary field $D$ such that $D + ig_{\text{eff}}^2(\bar{\phi}\phi - \xi_{\text{eff}})$ is hermitian for the convergence of the path integral. In other words

$$\text{Im} D + g_{\text{eff}}^2(\bar{\phi}\phi - \xi_{\text{eff}}) = 0 ,$$

where the explicit form of the coupling constants $g_{\text{eff}}^2$ and $\xi_{\text{eff}}$ are determined by choice of $Q$-exact deformation terms (after taking $t \to \infty$).

The supersymmetry fixed point equations for the vector multiplet fields (3.17) are given by

$$D_2\sigma_1 = D_i\sigma_2 = 0 \quad D_1\sigma_1 + g_{\text{eff}}^2(\bar{\phi}\phi - \xi_{\text{eff}}) \sin \theta = 0 \quad (3.20)$$

and the supersymmetry equations for the chiral multiplet fields (3.18) reduce to

$$\cos \theta \frac{\theta}{2} (D_1 + iD_2) \phi + \sin \theta \frac{\theta}{2} \left(\sigma_1 - \frac{q}{2r}\right) \phi = 0 \quad F = 0 \quad (3.22)$$

$$\sin \theta \frac{\theta}{2} (D_1 - iD_2) \phi + \cos \theta \frac{\theta}{2} \left(\sigma_1 + \frac{q}{2r}\right) \phi = 0 \quad (\sigma_2 + m) \phi = 0 . \quad (3.23)$$

These differential equations on $S^2$ are a supersymmetric extension of classic differential equations in physics. Our equations interpolate between BPS vortex equations at the north pole ($\theta = 0$)

$$(D_1 + iD_2) \phi = 0 \quad D_1 (\sigma_1 + i\sigma_2) = 0$$

$$F_{\bar{i}2} + \frac{\sigma_1}{r} + g_{\text{eff}}^2(\bar{\phi}\phi - \xi_{\text{eff}}) = 0 \quad \text{Re} D = [\sigma_1, \sigma_2] = 0$$

$$\left(\sigma_1 + \frac{q}{2r}\right) \phi = 0 \quad (\sigma_2 + m) \phi = 0 , \quad (3.24)$$

and BPS anti-vortex equations at the south pole ($\theta = \pi$)

$$(D_1 - iD_2) \phi = 0 \quad D_1 (\sigma_1 + i\sigma_2) = 0$$

$$F_{\bar{i}2} + \frac{\sigma_1}{r} - g_{\text{eff}}^2(\bar{\phi}\phi - \xi_{\text{eff}}) = 0 \quad \text{Re} D = [\sigma_1, \sigma_2] = 0$$

$$\left(\sigma_1 - \frac{q}{2r}\right) \phi = 0 \quad (\sigma_2 + m) \phi = 0 . \quad (3.25)$$

This system of differential equations is akin to the one found in [22] in the localization computation of four dimensional $\mathcal{N} = 2$ gauge theories on $S^4$. We return later to the study of the supersymmetry equations at the poles, which play a crucial role in our analysis, yielding the Higgs branch representation of the gauge theory partition function on $S^2$. 
3.3 Vanishing Theorem

As explained previously, the path integral localizes to the space $\mathcal{F}$ of supersymmetric field configurations which are also saddle points of the localizing deformation term. In this section, we consider the supersymmetry equations in the absence of effective FI parameters and we write down the most general smooth solutions to the supersymmetry equations for generic values of the $R$-charges. These solutions are parametrized by the expectation value of fields in the vector multiplet, thus, we denote this space of solutions by $\mathcal{F}_{\text{Coul}}$. In section 4, we localize the path integral to $\mathcal{F}_{\text{Coul}}$ and derive the Coulomb branch representation of the partition function.

With $\xi_{\text{eff}} = 0$ and for generic $R$-charges, the most general smooth solution to the equations (3.20), (3.21), (3.22) and (3.23) is given by

$$
\begin{align*}
A &= B \left( \kappa - \cos \theta \right) d\varphi \\
D &= 0 \\
\sigma_1 &= -\frac{B}{2r} \\
\sigma_2 &= a \\
\phi &= 0 \\
F &= 0,
\end{align*}
$$

(3.26)

where $a$ and $B$ are constant commuting matrices which live in the gauge Lie algebra and its Cartan subalgebra respectively. The matrix $B$ is further restricted by the first Chern class quantization to have integer eigenvalues. The constant $\kappa$ parametrizes a pure gauge background which is necessary in any coordinate patch which includes one of the poles and can be gauged away in the coordinate patch which excludes the poles.

It is interesting to note that if the $R$-charge is tuned to be a negative integer or zero, then there are nontrivial solutions of the form

$$
\phi = e^{\frac{i}{2}(\kappa B - q)\varphi} \left( \frac{\sin \theta}{2} \right)^{\frac{B-q}{r}} \phi_o
$$

(3.27)

with $\phi_o$ being a constant in the kernel of $a + m$. Imposing regularity at the poles restricts the allowed value of $q$ and $B$ as follows: $q + |B|$ must be even and non-positive integers. In such a case, the above field configuration can be written in terms of the magnetic flux $B$ monopole scalar harmonics $Y_{\frac{B}{2},j,m}$ as

$$
\phi = Y_{B - q, j,m} \phi_o.
$$

(3.28)

It is worth mentioning that these field configurations are also supersymmetric configurations in the localization computation of the partition function of three dimensional $\mathcal{N} = 2$ gauge theories on $S^1 \times S^2$ [12], which computes the superconformal index of these theories. In our computations, we can ignore these discrete, tuned solutions to the supersymmetry equations: for theories flowing to superconformal theories in the infrared, unitarity constrains the $R$-charges to be non-negative. Furthermore, as will be explained in section 4, these solutions are not saddle points of the localized path integral.

A detailed derivation of this result is presented in appendix C.
We note that even though our choice of $Q$ breaks the $SU(2)$ symmetry of $S^2$, the $Q$-invariant field configurations (3.26) are $SU(2)$ invariant. Later on, we take an alternative approach in which the Coulomb branch is lifted and the saddle point equations admit singular solutions at the poles thereby breaking the $SU(2)$ symmetry. We will consider the physics behind singular solutions localized at the north and south poles of $S^2$ in section 5.

4 Coulomb Branch

In order to evaluate the path integral of an $\mathcal{N} = (2,2)$ gauge theory on $S^2$ using supersymmetric localization, we must choose a deformation of the original supersymmetric Lagrangian by a $Q$-exact term (3.2)

$$L \to L + t \delta_Q V. \quad (4.1)$$

The deformation term $\delta_Q V$ defines the measure of integration through the associated one-loop determinant. In this section we calculate the contribution to the path integral due to the smooth field configurations (3.26). This yields the Coulomb branch representation of the path integral, as an integral over the Coulomb branch saddle points $\mathcal{F}_{\text{Coul}}$.

A calculation shows that the vector multiplet action (2.4) and the chiral multiplet action (2.10) are $Q$-exact with respect to our choice of supercharge (3.3). Specifically,

$$\left(\bar{\epsilon}_Q \gamma^3 \epsilon_Q\right) g^2 L_{\text{v.m.}} = \delta_Q \delta_{\bar{\epsilon}_Q} \text{Tr} \left(\frac{1}{2} \bar{\lambda} \gamma^3 \lambda - 2iD\sigma_2 + \frac{i}{r} \sigma_2^2\right), \quad (4.2)$$

and

$$- \left(\bar{\epsilon}_Q \gamma^3 \epsilon_Q\right) \left(L_{\text{c.m.}} + L_{\text{mass}}\right) = \delta_Q \delta_{\bar{\epsilon}_Q} \text{Tr} \left(\bar{\psi} \gamma^3 \psi - 2\bar{\phi} \left(\sigma_2 + m + i \frac{q}{2r}\right) \phi + \frac{i}{r} \bar{\phi} \phi\right), \quad (4.3)$$

where $\delta_Q \equiv \delta_{\epsilon_Q} + \delta_{\bar{\epsilon}_Q}$. This implies that correlation functions of $Q$-closed observables in an $\mathcal{N} = (2,2)$ gauge theory on $S^2$ are independent of $g$, the Yang-Mills coupling constant. Despite being $g$ independent, these correlators are nontrivial functions of the renormalized FI parameter $\xi_{\text{ren}}$ for each $U(1)$ factor in the gauge group, and of the twisted masses $m$.

We now turn to the choice of deformation term $\delta_Q V$. The most canonical choice would be to take

$$V_{\text{can}} = (\delta_Q \lambda)^\dagger \lambda + (\delta_Q \bar{\lambda})^\dagger \bar{\lambda} + (\delta_Q \psi)^\dagger \psi + (\delta_Q \bar{\psi})^\dagger \bar{\psi}. \quad (4.4)$$

For this choice, the bosonic part of the deformation term $\delta_Q V_{\text{can}}$ is manifestly non-negative. It is therefore guaranteed that all $Q$-invariant field configurations are the saddle points of $\delta_Q V_{\text{can}}$ with minimal (zero) action. The disadvantage of such a deformation term is that the resulting action $\delta_Q V_{\text{can}}$ does not necessarily preserve the $SU(2)$ symmetries of $S^2$, thus technically complicating the computation of the one-loop determinants in the directions transverse to the $Q$-invariant field configurations. But as we argued in section 3, the result
is largely insensitive to the choice of deformation, as long as it is non-degenerate and does not change the asymptotics of the potential in the space of fields. Therefore, we will instead use as the deformation term the technically simpler, $SU(2)$ symmetric, vector multiplet and chiral multiplet actions $\delta_Q V = \mathcal{L}_{\text{v.m.}} + \mathcal{L}_{\text{c.m.}} + \mathcal{L}_{\text{mass}}$. Contrarily to the canonical choice $\delta_Q V_{\text{can}}$, the saddle points of $\delta_Q V$ do not coincide with the supersymmetric configurations and thus fully localize the path integral to the intersection. For this choice of deformation, the effective FI parameter in (3.19) vanishes $\xi_{\text{eff}} = 0$.

It is straightforward to show that all Coulomb branch field configurations in $\mathcal{F}_{\text{Coul}}$ are saddle points of $\delta_Q V$ and must be integrated over. However, the solutions to the vortex and anti-vortex equations we found at the poles are not saddle points of $\delta_Q V$. This can be demonstrated using both the supersymmetry and the saddle point equations at the poles as follows.\footnote{With some more effort it is possible to prove using only the equation of motion for $D$ that the vortex and anti-vortex configurations are not saddle points of the action in the limit in which the coefficient of the deformation term $\delta_Q V$ goes to infinity.} Since we are taking the masses to be non-degenerate, it follows from the equations that any pair of distinct non-vanishing vectors $\phi_I$ and $\phi_J$ have to be independent. In addition, the above equation combined with the covariant constancy of $\sigma_2$ and its equation of motion imply

$$
\sum_I (q_I - 1) \phi_I \bar{\phi}_I = 0,
$$

while the equation of motion for $D$ yields

$$
iD - \sum_I \phi_I \bar{\phi}_I = 0.
$$

However, since all non-vanishing $\phi_I$ are independent, we can conclude\footnote{This step requires us to assume that none of the $R$-charges is 1.} from (4.6) that $\phi_I \bar{\phi}_I$ vanishes for each $I$. It therefore excludes the aforementioned supersymmetric solutions (3.28) with fine-tuned values of $q$ from the set of saddle points. Combined with (4.7), it also sets $D = 0$. Plugging this result in the supersymmetry equations fixes $F = -\sigma_1/r = B/2r^2$ and $\sigma_2 = a$ and we recover the Coulomb branch field configurations spanning $\mathcal{F}_{\text{Coul}}$, thus eliminating the vortex and anti-vortex configurations.

The conclusion that the path integral can be written as a integral over just $\mathcal{F}_{\text{Coul}}$ can also be derived as follows. As we remarked earlier, the path integral does not depend on the choice of supercharge $Q$ used in the localization computation. Therefore, we may instead try to localize the partition function with respect to the supercharges $Q_1$ and $Q_2$. This, however, requires finding a deformation term which is $Q_1$ and $Q_2$ exact. Such a deformation term is provided by the following terms in the action

$$
\mathcal{L}_{\text{v.m.}} + \mathcal{L}_{\text{c.m.}} + \mathcal{L}_{\text{mass}} = \delta_{\xi_1} \delta_{\xi_2} V',
$$

where $\xi_1$ and $\xi_2$ are the FI parameters. This deformation term ensures that the path integral is localized to the Coulomb branch configurations.

---

26With some more effort it is possible to prove using only the equation of motion for $D$ that the vortex and anti-vortex configurations are not saddle points of the action in the limit in which the coefficient of the deformation term $\delta_Q V$ goes to infinity.

27This step requires us to assume that none of the $R$-charges is 1.
with \( V' = 1/2 \text{Tr}(\lambda \lambda) + \bar{\phi} F \), which are exact with respect to both supercharges since 
\([\delta_{\epsilon_1}, \delta_{\epsilon_2}] = 0\). In this approach the path integral localizes to the \( Q_1 \) and \( Q_2 \) invariant field configurations, which are the solutions to the equations

\[
\begin{align*}
\delta_{\epsilon_1} \lambda &= \delta_{\epsilon_2} \lambda = 0 \\
\delta_{\epsilon_1} \psi &= \delta_{\epsilon_2} \psi = 0 \\
\delta_{\epsilon_1} \bar{\psi} &= \delta_{\epsilon_2} \bar{\psi} = 0.
\end{align*}
\] (4.9)

These equations directly lead\(^{28}\) to the Coulomb branch field configurations (3.26) parametrizing \( \mathcal{F}_{\text{Coul}} \) while immediately rendering the vortex and anti-vortex configurations non-supersymmetric. Note that this conclusion is reached by considering the supersymmetry equations alone, contrary to localization with respect to \( Q \), where the saddle point equations of \( \delta_Q V \) also need to be invoked to show that vortex and anti-vortex configurations do not contribute. Since the saddle points and deformation term (4.8) are precisely the same as the one for \( Q \), this guarantees that we obtain the same Coulomb branch representation of the path integral. A drawback of localizing with respect to \( Q_1 \) and \( Q_2 \) is that we cannot study the expectation value of the circular Wilson loop (3.13) since it is not \( Q_1 \) and \( Q_2 \) invariant.

In section 5 we will obtain the payoff of using the supercharge \( Q \). As we have shown in section 3, supersymmetry leads to the vortex and anti-vortex equations at the poles. In that section, we will argue that localizing the path integral \( Q \) in a different limit yields the Higgs branch representation of the partition function.

### 4.1 Integral Representation of the Partition Function

We now can write down the expression of the partition as an integral over the Coulomb branch field configurations \( \mathcal{F}_{\text{Coul}} \). The Coulomb branch representation of the partition function is thus given by\(^{29}\)

\[
Z_{\text{Coulomb}}(m, \tau) = \sum_B \int \frac{da}{t} \ Z_{\text{cl}}(a, B, \tau) Z_{\text{one-loop}}(a, B, m),
\] (4.10)

where the integral over \( a \) has been reduced to the Cartan subalgebra \( t \) of \( G \). The first factor arises from evaluating the renormalized gauge theory action on the smooth supersymmetric field configurations (3.26)

\[
Z_{\text{cl}}(a, B, \tau) = e^{-4\pi i r \xi_{\text{ren}} \text{Tr} a + i \vartheta \text{Tr} B},
\] (4.11)

\(^{28}\)Supersymmetry implies that \( V_1 = V_2 = V_3 = D = 0 \). The fact that the solutions to these equations are the Coulomb branch field configurations (3.26) follows by using the equality of actions in (2.4) and (2.6), derived by integrating by parts. Non-trivial chiral multiplet configuration are manifestly non-supersymmetric.

\(^{29}\)The partition function has an anomalous dependence on the radius \( r \) of the \( S^2 \) due to the conformal anomaly in two dimensions. We do not retain this factor throughout our formulae, which can be extracted from our one-loop determinants.
and the one-loop determinant \( Z_{\text{one-loop}}(a, B, m) \) specifies the measure of integration over \( a \), which is determined by the deformation term \( \delta Q V \).

Some care has been taken to ensure that the computation, including the regularization of the one-loop determinants \( Z_{\text{one-loop}}(a, B, m) \), is \( Q \)-invariant. Even though the FI parameter \( \xi \) is classically marginal, it runs quantum mechanically according to the renormalization group equation

\[
\xi(\mu) = \xi + \frac{1}{2\pi} \sum_j Q_j \ln \left( \frac{\mu}{M_{\text{UV}}} \right) = \frac{1}{2\pi} \sum_j Q_j \ln \left( \frac{\mu}{\Lambda} \right),
\]

(4.12)

where \( Q_j \) is the charge of the \( j \)-th chiral multiplet under the \( U(1) \) gauge group corresponding to \( \xi \), \( M_{\text{UV}} \) is the ultraviolet cutoff, \( \mu \) is the floating scale and \( \Lambda \) is the renormalization group invariant scale. A simple way of performing this renormalization in a \( Q \)-invariant way, is to enrich the theory one is interested in with an “expectator” chiral multiplet of mass \( M \) and charge \( -Q = -\sum_j Q_j \), so that in the enriched theory the FI parameter does not run. Now, to extract the result for the theory of interest, we take the answer of the finite theory in the limit where \( M \) is very large, thereby decoupling the expectator chiral multiplet. This procedure results in a \( Q \)-invariant ultraviolet cutoff \( M \) for the theory under study. As shown in appendix E, taking \( M \) large in the one-loop determinant (4.16) for the expectator chiral multiplet precisely reproduces the running of the FI parameter (4.12) with \( M_{\text{UV}} = M \) and \( \mu = \varepsilon = 1/r \). That is, the renormalized coupling obtained in this way is evaluated at the inverse radius of the \( S^2 \), which is the infrared scale of \( S^2 \)

\[
\xi_{\text{ren}} \equiv \xi(\mu = 1/r)|_{M_{\text{UV}}=M} = \xi + \frac{1}{2\pi} \sum_i Q_i \ln \left( \frac{\varepsilon}{M} \right).
\]

(4.13)

The one-loop factor in the localization computation \( Z_{\text{one-loop}}(a, B, m) \) takes the form

\[
Z_{\text{one-loop}}(a, B, m) = Z_{\text{v.m. one-loop}}^{(a, B)} \cdot Z_{\text{c.m. one-loop}}^{(a, B, m)} \cdot J(a, B),
\]

(4.14)

where the Jacobian factor \( J(a, B) \) accounts for the reduction of the integral over all \( a \) such that \([a, B] = 0\) to an integral over the Cartan subalgebra \( t \). The magnetic flux \( B \) over the \( S^2 \) breaks the gauge symmetry \( G \) down to a subgroup \( H_B = \{ g \in G \mid gBg^{-1} = B \} \). Therefore, the associated Jacobian factor is

\[
J(a, B) = \frac{1}{|W(H_B)|} \prod_{\alpha \in \Delta^+, \alpha \cdot B = 0} (\alpha \cdot a)^2,
\]

(4.15)

where \( \alpha \in \Delta^+ \) are positive roots of the Lie algebra of \( G \) and \( |W(H_B)| \) is the order of the Weyl group of \( H_B \).

The one-loop determinants for our choice of deformation term \( \delta Q V \), which is the sum of (4.2) and (4.3), are computed in appendix D. For a chiral multiplet in a reducible repres-
\[ Z^{\text{c.m.}}_{\text{one-loop}}(a, B, m) = \prod_I \prod_{w_I \in r_I} (-i)^{w_I - B} (1 - w_I - B)^{1/2} \frac{\Gamma \left( \frac{q_I}{2} - i r(w_I \cdot a + m_I) + \frac{|w_I - B|}{2} \right)}{\Gamma \left( 1 - \frac{q_I}{2} + i r(w_I \cdot a + m_I) + \frac{|w_I - B|}{2} \right)}, \]

where \( w_I \) are the weights of the representation \( r_I \) and \( \Gamma(x) \) is the Euler gamma function. The twisted masses and \( R \)-charges \( m_I \) and \( q_I \) of the chiral multiplets, which take values in the Cartan subalgebra of the flavour symmetry \( G_F \), combine into the holomorphic combination \( M = m + \frac{i}{2r} q \) introduced in (2.14).

For the vector multiplet contribution we obtain
\[
Z^{\text{v.m.}}_{\text{one-loop}}(a, B) = \prod_{\alpha \in \Delta^+} \left[ \left( \frac{\alpha \cdot B}{2r} \right)^2 + (\alpha \cdot a)^2 \right]. \tag{4.17}
\]

We note that the Jacobian factor and the vector multiplet determinant combine nicely into an unconstrained product over the positive roots of the Lie algebra
\[
Z^{\text{v.m.}}_{\text{one-loop}}(a, B) \cdot J(a, B) = \frac{1}{|\mathcal{W}(H_B)|} \prod_{\alpha \in \Delta^+} \left[ \left( \frac{\alpha \cdot B}{2r} \right)^2 + (\alpha \cdot a)^2 \right]. \tag{4.18}
\]

The Coulomb branch representation of the partition function of an \( \mathcal{N} = (2, 2) \) gauge theory on \( S^2 \) is thus given by
\[
Z^{\text{Coulomb}}_{\text{Coulomb}}(m, \tau) = \sum_B \frac{1}{|\mathcal{W}(H_B)|} \int da e^{-4\pi i \xi_B \cdot r} \text{Tr} a + i \theta \text{Tr} B \prod_{\alpha \in \Delta^+} \left[ \left( \frac{\alpha \cdot B}{2r} \right)^2 + (\alpha \cdot a)^2 \right] \times \prod_{I, w_I} \left[ (-i)^{w_I - B} (1 - w_I - B)^{1/2} \frac{\Gamma \left( -i r(w_I \cdot a + M_I) + \frac{|w_I - B|}{2} \right)}{\Gamma \left( 1 + i r(w_I \cdot a + M_I) + \frac{|w_I - B|}{2} \right)} \right]. \tag{4.19}
\]

The expectation value of the circular Wilson loop (3.13) is obtained enriching the integrand in (4.19) with the insertion of
\[
\text{Tr} e^{2\pi a - i \pi B}. \tag{4.20}
\]

### 4.2 Factorization of the Partition Function

We show in this subsection that the Coulomb branch representation of the partition function (4.19) can be written as a discrete sum, whose summand factorizes into the product of two functions. A related factorization was found previously by Pasquetti [5] when evaluating the partition function of three dimensional \( \mathcal{N} = 2 \) abelian gauge theories on the squashed \( S^3 \).\(^{30}\) The partition function of three dimensional gauge theories on \( S^2 \times S^1 \) can also be factorized [23].
We recognize the expression we obtain as the sum over Higgs vacua of the product of the vortex partition function due to vortices at the north pole with the anti-vortex partition function due to the anti-vortices at the south pole. This result is interpreted in section 5 as a direct path integral evaluation of the partition function, where the path integral is argued to localize on vortices and anti-vortices in the Higgs branch.

Let us consider for definiteness the case of two dimensional $\mathcal{N} = (2, 2)$ SQCD. This theory has $G = U(N)$ gauge group and $N_F$ fundamental chiral multiplets and $\tilde{N}_F$ anti-fundamental chiral multiplets. The partition function (4.19) of this theory is

$$ Z_{\text{SQCD}}^{U(N)} = \frac{1}{N!} \sum_{B_1, \ldots, B_N \in \mathbb{Z}} \int da_1 \cdots da_N \left\{ e^{-i\pi i T \pi a} e^{i\pi \pi B} \prod_{i<j} (a_i - a_j)^2 \right\} \prod_{s=1}^{N_F} \prod_{i=1}^{N} (-1)^{|B_i|+B_i} \frac{\Gamma(-ia_i - iM_s + |B_i|/2)}{\Gamma(1 + ia_i + iM_s + |B_i|/2)} \prod_{s=1}^{\tilde{N}_F} \prod_{i=1}^{N} (-1)^{|B_i|+B_i} \frac{\Gamma(ia_i - i\tilde{M}_s + |B_i|/2)}{\Gamma(1 - ia_i + i\tilde{M}_s + |B_i|/2)} \right\}. $$

(4.21)

In the large $a$ limit, the integrand is of order $|a|^{N(N-1)+\sum_i(q_i-1)}$, hence this $N$-dimensional integral is convergent as long as

$$ \sum_{s=1}^{N_F} q_s + \sum_{s=1}^{\tilde{N}_F} \tilde{q}_s < N_F + \tilde{N}_F - N. $$

(4.22)

In the cases where $N_F > \tilde{N}_F$, or $N_F = \tilde{N}_F$ and $\xi > 0$, the contour can be closed towards $ia_i \to +\infty$, enclosing poles of the fundamental multiplets’ one-loop determinants; the contour must be chosen to enclose poles of the anti-fundamental multiplets’ one-loop determinants in cases where $N_F < \tilde{N}_F$, or $N_F = \tilde{N}_F$ and $\xi < 0$. Assuming that all $R$-charges are positive, or deforming the integration contour to ensure that we enclose the same set of poles, this expresses the Coulomb branch integral as a sum of the residues at combined poles

$$ ia_i = -iM_{p_i} + n_i \frac{|B_i|}{2} \quad \text{for all } 1 \leq i \leq N, $$

(4.23)

with $1 \leq p_1, \ldots, p_N \leq N_F$ and $n_1, \ldots, n_N \geq 0$ labelling the poles. The resulting ratios of Gamma functions in the integrand can be recast in terms of Pochhammer raising factorials $(x)_n = x(x+1) \cdots (x+n-1)$ as

$$ \frac{\Gamma(iM_{p_i} - iM_s - n_i)}{\Gamma(1 + iM_s - iM_{p_i} + |B_i| + n_i)} = \frac{\gamma(iM_{p_i} - iM_s)(-1)^{n_i}}{(1 + iM_s - iM_{p_i})_{n_i}(1 + iM_s - iM_{p_i})_{n_i + |B_i|}} $$

(4.24)

where

$$ \gamma(x) = \frac{\Gamma(x)}{\Gamma(1 - x)}. $$

(4.25)

---

\(^{31}\)Without loss of generality we set $r = 1$ to unclutter formulas. It can easily be restored by dimensional analysis.
and similarly for the ratios of Gamma functions coming from the anti-fundamental chiral multiplets.

The symmetry between \( n_i \) and \( n_i + |B_i| \) in (4.24) leads us to introduce new coordinates

\[
k_i^\pm = n_i + [B_i]^\pm = n_i + |B_i|/2 \pm B_i/2 \geq 0
\]

(4.26)
on the summation lattice, such that \( \{n_i, n_i + |B_i|\} = \{k_i^\pm\} \). In section 5, the \( N \) integers \( k_i^+ \) will be interpreted as labelling vortices located at the north pole, and \( k_i^- \) anti-vortices at the south pole. More precisely, \( k_i^\pm \) measures the amount of vortex and anti-vortex charge carried by the \( i \)-th Cartan generator in \( U(N) \): note that the flux \( B_i = k_i^+ - k_i^- \).

This change of coordinates decouples the sums over \( k^+ \geq 0 \) and \( k^- \geq 0 \) and yields the following expression after converting signs to a shift in the theta angle

\[
Z_{\text{SQCD}}^{U(N)} = \frac{(2\pi)^N}{N!} \sum_{p_1, \ldots , p_N=1}^{N_F} \left[ e^{4\pi i \sum_j iM_{pj} \sum_{i=1}^N \prod_{s=1 \atop s \neq p_j}^{N_F} (N_s - iM_{ps})} \right] \prod_{i,j} (M_{pj} - M_{pi} + ik_j^+ - ik_i^+ \prod_{s=1 \atop s \neq p_j}^{N_F} (1 + iM_s - iM_{ps}))
\]

(4.27)

Terms with \( p_a = p_b \) for some \( a \neq b \leq N \) vanish, because the sum over \( k^+ \) is then antisymmetric under the exchange of \( k_a^+ \) and \( k_b^+ \). We can thus normalize the series as

\[
f(\{p_i\}, M, z) = \sum_{k_i \geq 0} \left[ \prod_{i,j} (M_{pj} - M_{pi} + ik_j - ik_i \prod_{s=1 \atop s \neq p_j}^{N_F} (1 + iM_s - iM_{ps})_{k_i} \prod_{s=1}^{N_F} (N_s - iM_{ps})_{k_i} \prod_{i=1}^{N} (1 + iM_s - iM_{ps})_{k_i} \prod_{i=1}^{N_F} (N_s - iM_{ps})_{k_i} \prod_{i=1}^{N} (1 + iM_s - iM_{ps})_{k_i} \prod_{i=1}^{N_F} (N_s - iM_{ps})_{k_i} \prod_{i=1}^{N} (1 + iM_s - iM_{ps})_{k_i} \right]
\]

(4.28)

which as we will see in the next section, corresponds to the vortex partition function studied in [4], with \( z = \exp(2\pi i \tau) \) playing the role of the vortex fugacity. Note that this series converges for all \( z \) (all \( \xi \)) if \( N_F > \tilde{N}_F \), and for \( |z| < 1 \) (that is, \( \xi > 0 \)) if \( N_F = \tilde{N}_F \), consistent with the constraints required by our choice of contour. All in all, the partition function factorizes as

\[
Z_{\text{SQCD}}^{U(N)} = \sum_{v_1=-M_{p_1}}^{1 \leq p_1 < \ldots < p_N \leq N_F} \left[ Z_{\text{cl}}(v, 0, \tau) \prod_{a=1}^{\text{one-loop}(a, 0, M)} \frac{f(\{p_i\}, M, (-1)^{N_F}z) f(\{p_i\}, M, (-1)^{\tilde{N}_F}z)}{\prod_{i=1}^{N_F} (N_s - iM_{ps})_{k_i} \prod_{i=1}^{N} (1 + iM_s - iM_{ps})_{k_i} \prod_{i=1}^{N_F} (N_s - iM_{ps})_{k_i} \prod_{i=1}^{N} (1 + iM_s - iM_{ps})_{k_i} \prod_{i=1}^{N_F} (N_s - iM_{ps})_{k_i} \prod_{i=1}^{N} (1 + iM_s - iM_{ps})_{k_i} \right]
\]

(4.29)
up to a constant factor, with

$$\text{res}_{a_i=-M_{p_i}} Z_{\text{one-loop}}(a,0,M) = \prod_{i=1}^{N} \prod_{s \notin \{p\}} \gamma(-iM_s - iM_{p_i}) \prod_{s \notin \{p\}} \gamma(1 + iM_s - iM_{p_i}).$$

In the next section we obtain this result directly by localizing the path integral to Higgs branch configurations with vortices and anti-vortices. In the matching, some care must be taken when comparing the mass parameters of the gauge theory on the sphere with the parameters describing the theory in the $\Omega$-background used to evaluate the vortex partition function.

The final expression we find is reminiscent of the discrete sums of the product of holomorphic and anti-holomorphic conformal blocks that appear in correlators of the $A_{N_p-1}$ Toda CFT in the presence of completely degenerate fields. A precise matching between the partition function of $N=(2,2)$ gauge theories on $S^2$ and correlators in Toda is provided in the abelian case in section 6, and in the case of $U(N)$ in [24].

Note that this factorization result applies to any gauge group $G$ with an abelian factor and any matter representation $R$, as shown in appendix F. This yields a representation of the path integral that can be interpreted as a sum over Higgs vacua of terms factorized into holomorphic and anti-holomorphic contributions, corresponding to vortices and anti-vortices respectively. These formulas motivate natural conjectures for the vortex partition functions corresponding to gauge theories with gauge group $G$. In the absence of $U(1)$ factors in the gauge group, the factorization can be carried out formally, but the two factors may be divergent series.

## 5 Higgs Branch Representation

The localization principle, under mild conditions, guarantees that the path integral does not depend either on the choice of supercharge $Q$ or on the choice of $V$ in the deformation term. But different choices can lead to different representations of the same path integral and therefore to non-trivial identities.

In section 4 we have derived a representation of the partition function as an integral over Coulomb branch vacua. In section 4.2, by explicitly evaluating the integral, we have demonstrated that the partition function also has an alternative representation as a sum – in the Higgs phase – over vortex and anti-vortex field configurations localized at the poles.

This section aims to derive from path integral localization arguments the Higgs branch representation of the partition function. This representation should have a direct derivation using localization. The appropriate choice of supercharge to use to obtain this representation is the same supercharge $Q$ introduced in (3.3), since it has the elegant feature of giving rise
to the vortex equations at the north pole

\[(D_1 + iD_2) \phi = 0 \quad D_1 (\sigma_1 + i\sigma_2) = 0 \]
\[F_{12} + \sigma_1 + g_{\text{eff}}^2(\phi \bar{\phi} - \xi_{\text{eff}} \mathbb{1}) = 0 \quad \text{Re} \ D = [\sigma_1, \sigma_2] = 0 \]
\[(\sigma_1 + \frac{q}{2}) \phi = 0 \quad (\sigma_2 + m) \phi = 0 , \] (5.1)

and anti-vortex equations at the south pole

\[(D_1 - iD_2) \phi = 0 \quad D_1 (\sigma_1 + i\sigma_2) = 0 \]
\[F_{12} + \sigma_1 - g_{\text{eff}}^2(\phi \bar{\phi} - \xi_{\text{eff}} \mathbb{1}) = 0 \quad \text{Re} \ D = [\sigma_1, \sigma_2] = 0 \]
\[(\sigma_1 - \frac{q}{2}) \phi = 0 \quad (\sigma_2 + m) \phi = 0 . \] (5.2)

We remark that when the effective Fayet-Iliopoulos parameters are non-vanishing, these equations admit solutions with non-vanishing \(\phi\). These solutions then restrict \(\sigma_2\) to be a diagonal matrix with the masses of the excited chiral fields on the diagonal and the Coulomb branch configurations (3.26) parametrizing \(F_{\text{Coul}}\) are lifted. The \(Q\)-invariant field configurations admitted by (5.1) and (5.2) are vortex and anti-vortex configurations at the north and south pole of the \(S^2\). Since vortices and anti-vortices exist in the Higgs phase, we denote this space of supersymmetric field configurations that must be integrated over by \(F_{\text{Higgs}}\).

5.1 Localizing onto the Higgs Branch

In this subsection we present a heuristic argument to introduce non-zero FI parameters in the localization computation, which as explained above yields to a representation of the path integral as a sum over vortex and anti-vortex configurations. For the purpose of this argument, we take all the \(R\)-charges to be zero.

Recall that our choice of deformation term \(\delta_Q V = \mathcal{L}_{\text{v.m.}} + \mathcal{L}_{\text{c.m.}} + \mathcal{L}_{\text{mass}}\) does not include a FI term. In section 4, we performed the saddle point approximation after taking the \(t \to \infty\) limit. In this limit, the effective FI parameter vanishes \(\xi_{\text{eff}} = 0\) and the saddle point equations forbid vortices, hence the path integral localizes to \(F_{\text{Coul}}\). Instead, we assume here that there is another choice of \(Q\)-exact deformation terms \(QV'\) leading to a non-vanishing effective FI parameter \(\xi_{\text{eff}} \neq 0\) in the \(t \to \infty\) limit.\(^{32}\)

The equation of motion for the \(D\) field arising from the deformed action \(S + t\delta_Q V'\) is

\[ig_{\text{eff}}^2 D + \xi_{\text{eff}} - \sum_I \phi_I \bar{\phi}_I = 0 . \] (5.3)

On the space of \(Q\)-supersymmetric field configurations (see section 3.3), \(D\) vanishes in the bulk and we conclude that

\[\sum_I \phi_I \bar{\phi}_I = \xi_{\text{eff}} \mathbb{1}_N , \] (5.4)

\(^{32}\)See [19] for a choice of \(V'\).
which, together with \((a + m_I)\phi_I = 0\) imply that the Coulomb branch is lifted, localizing instead to the Higgs branch. Moreover the supersymmetry equations at the poles yield

\[
\sigma_1 \phi_I \bar{\phi}_I = -\frac{B}{2} \phi_I \bar{\phi}_I = 0
\]

which by virtue of (5.4) imply \(B = \sigma_1 = 0\). This leads us directly to the vortex and anti-vortex equations at the north and the south poles.

The contribution of vortices and anti-vortices to the partition function of an \(N = (2,2)\) gauge theory on \(S^2\) can be obtained as follows. Since the vortices and anti-vortices are localized at the poles, these can be studied by restricting the \(N = (2,2)\) gauge theory to the local \(\mathbb{R}^2\) flat space near the north and south poles of \(S^2\). Asymptotic infinity of each \(\mathbb{R}^2\) is identified with a small latitude circle on \(S^2\) close to the north and south pole respectively. Therefore, the contribution of vortices and anti-vortices is captured by the vortex/anti-vortex partition function of the gauge theory obtained by restricting our \(N = (2,2)\) gauge theory at the poles. As we will see in section 5.2, integrating over vortex and anti-vortex configurations for all Higgs branch vacua exactly reproduces the partition function computed by integrating over the Coulomb branch found in section 4.2.

**5.2 Vortex Partition Function**

Following the discussion in the last subsection, in the planes glued to the poles and in the presence of the FI parameter, the supersymmetry equations reduce to

\[
\begin{align*}
(D_1 + iD_2) \phi_I &= 0, \quad (\sigma_2 + m_I)\phi_I = 0, \quad F_{12} + \sum_I \phi_I \bar{\phi}_I - \xi_{\text{eff}} = 0, \\
(D_1 - iD_2) \phi_I &= 0, \quad (\sigma_2 + m_I)\phi_I = 0, \quad F_{12} - \sum_I \phi_I \bar{\phi}_I + \xi_{\text{eff}} = 0,
\end{align*}
\]

in the plane attached to the north pole, and

\[
\begin{align*}
(D_1 - iD_2) \phi_I &= 0, \quad (\sigma_2 + m_I)\phi_I = 0, \quad F_{12} - \sum_I \phi_I \bar{\phi}_I + \xi_{\text{eff}} = 0, \\
(D_1 + iD_2) \phi_I &= 0, \quad (\sigma_2 + m_I)\phi_I = 0, \quad F_{12} + \sum_I \phi_I \bar{\phi}_I - \xi_{\text{eff}} = 0,
\end{align*}
\]

in the copy of \(\mathbb{R}^2\) attached to the south pole. These equations can be recognized as the differential equations describing supersymmetric vortices and anti-vortices in \(N = (2,2)\) supersymmetric gauge theories. Therefore, in our localization computation we must integrate over the moduli space of solutions of vortices at the north pole and anti-vortices at the south pole. For simplicity, we discuss their contribution to the partition function for \(N = (2,2)\) SQCD with \(U(N)\) gauge group and \(N_F\) fundamental chiral multiplets and \(\tilde{N}_F\) anti-fundamental chiral multiplets.

Since the vortices and anti-vortices exist only in the Higgs phase, let us first work out the vacuum structure in the Higgs phase. We first note that vortices can only exist in vacua in which the anti-fundamental fields vanish. This follows from the known mathematical result that the vortex equations for an anti-fundamental field have no non-zero smooth
solution when the background field is a connection of a bundle with positive first Chern class \( c_1 = k > 0 \). The vortex equations (5.6) and (5.7) then imply that exactly \( N \) chiral multiplets take non-zero values, and diagonalizing \( \sigma_2 = \text{diag}(a_1, \ldots, a_N) \), one obtains that each Higgs branch of solutions to these equations is labelled by a set of distinct integers \( 1 \leq p_1 < \cdots < p_N \leq N_F \), with

\[
a_i + m_{p_i} = 0 \quad i = 1, \ldots, N, \tag{5.8}
\]

up to permutations of integers \( p_i \). The contribution from vortices and anti-vortices depends on the choice of Higgs branch components. In each of these components, the \( U(N) \times S[U(N_F) \times U(\tilde{N}_F)] \) symmetry of the theory is broken to

\[
S[U(N)_{\text{diag}} \times U(N_F - N)] \times U(1) \times SU(\tilde{N}_F), \tag{5.9}
\]

where \( U(1) \) rotates fundamental and anti-fundamental chiral multiplets equally.

For a given Higgs branch component labeled by \( \{p_i\} \), the familiar vortex equations (5.6) admit a multidimensional moduli space of solutions which we denote by \( M_{\text{vortex}}^{\{p_i\}} \). Since the vorticity

\[
k = \frac{1}{2\pi} \int_{\mathbb{R}^2} \text{Tr} F \tag{5.10}
\]

is quantized, this moduli space splits into disconnected components \( M_{\text{vortex}}^{\{p_i\},k} \), each of which is a Kähler manifold, of dimension \( 2kN_F \). Taking into account the south pole anti-vortex contributions, we find that the solutions of the localization equations on \( S^2 \) span the moduli space

\[
\mathcal{F}_{\text{Higgs}} = \bigsqcup_{\{p_i\}} \left[ \bigcup_{k=0}^{\infty} M_{\text{vortex}}^{\{p_i\},k} \right] \oplus \left[ \bigcup_{l=0}^{\infty} M_{\text{anti-vortex}}^{\{p_i\},l} \right]. \tag{5.11}
\]

We now argue that the vortex partition function at the poles is captured by the partition function of the \( \mathcal{N} = (2, 2) \) gauge theory in the \( \Omega \)-background, which is a supersymmetric deformation of the \( \mathcal{N} = (2, 2) \) gauge theory in \( \mathbb{R}^2 \) by a \( U(1)_\epsilon \) equivariant rotation parameter \( \epsilon \). Let us recall that the supercharge with which we localize an \( \mathcal{N} = (2, 2) \) gauge theory on \( S^2 \) obeys

\[
Q^2 = J + \frac{1}{2} R. \tag{5.12}
\]

The key observation is to note that (5.12) is precisely the supersymmetry preserved by an \( \mathcal{N} = (2, 2) \) gauge theory in \( \mathbb{R}^2 \) when placed in the \( \Omega \)-background. The rotation generator in the \( \Omega \)-background corresponds to \( J + \frac{1}{2} R \), thus giving rise to the scalar supercharge under \( U(1)_\epsilon \) preserved by an \( \mathcal{N} = (2, 2) \) theory in the \( \Omega \)-background. Therefore, the contribution to the partition function of an \( \mathcal{N} = (2, 2) \) gauge theory on \( S^2 \) due to vortices and anti-vortices localized at the poles is captured by the vortex/anti-vortex partition function of the same gauge theory placed in the \( \Omega \)-background originally studied by Shadchin [4] (see also [25–29]).
The vortex partition function in the Higgs branch component \( \{ p_i \} \) of an \( \mathcal{N} = (2, 2) \) gauge theory in the \( \Omega \)-background is obtained by performing the functional integral of that theory around the background field configuration of \( k \) vortices, and summing over all \( k \). It admits an expansion

\[
Z_{\text{vortex}}(\{ p_i \}, M^\Omega, \tilde{M}^\Omega, z_{\Omega}) = \sum_{k=0}^{\infty} z_{\Omega}^k Z_k(\{ p_i \}, M^\Omega, \tilde{M}^\Omega),
\]

where \( z_{\Omega} = \exp(2\pi i \tau_{\Omega}) \) is the vortex fugacity and \( Z_k(\{ p_i \}, M^\Omega, \tilde{M}^\Omega) \) is the equivariant volume of the moduli space of \( k \) vortices. The volume is given by

\[
Z_k(\{ p_i \}, M^\Omega, \tilde{M}^\Omega) = \int_{\mathcal{M}_k^{\{ p_i \}, \text{vortex}}} e^{\hat{\omega}},
\]

where \( \hat{\omega} \) is the \( U(1)_{\epsilon} \) equivariant closed Kähler form on \( \mathcal{M}_k^{\{ p_i \}, \text{vortex}} \). Our computations of the supersymmetry transformations on \( S^2 \) in section 3.1 imply that the equivariant rotation parameter \( \epsilon \) for the \( \Omega \)-background theory induced at the poles is given in terms of the radius of the \( S^2 \) by

\[
\epsilon = \frac{1}{r}.
\]

It is pleasing that the \( \mathcal{N} = (2, 2) \) theory near the poles yields the \( \Omega \)-deformed theory, since the integral (5.14) for the \( \mathcal{N} = (2, 2) \) theory in flat space suffers from ambiguities, such as infrared divergences. Fortunately, a closer inspection of the \( \mathcal{N} = (2, 2) \) gauge theory on \( S^2 \) near the poles cures this problem, yielding finite, unambiguous results. In fact, the \( \Omega \)-deformation was first introduced to regularize otherwise infrared divergent volume integrals such as (5.14).

The vortex partition function of an \( \mathcal{N} = (2, 2) \) gauge theory in the \( \Omega \)-background can be computed from the knowledge of the symplectic quotient construction of the vortex moduli space \( \mathcal{M}_k^{\{ p_i \}, \text{vortex}} \) given in \([30, 31]\). Some details of this construction are presented in appendix G. The volume (5.14) is then given by the matrix integral of a supersymmetric matrix theory action with \( U(k) \) gauge group. This matrix theory can be obtained by dimensionally reducing a certain two dimensional \( \mathcal{N} = (0, 2) \) \( U(k) \) gauge theory to zero dimensions. This supersymmetric matrix theory inherits the supercharge \( Q \) of the \( \mathcal{N} = (2, 2) \) theory in the \( \Omega \)-background as well as an equivariant

\[
U(1)_{\epsilon} \times S[U(N)_{\text{diag}} \times U(N_F - N)] \times U(1) \times SU(\tilde{N}_F)
\]

symmetry. The first factor \( U(1)_{\epsilon} \) is the rotational symmetry of the \( \Omega \)-background while the rest is the residual symmetry of the vacuum over which vortices are studied. The integral (5.14) receives contributions from isolated points in the vortex moduli space \( \mathcal{M}_k^{\{ p_i \}, \text{vortex}} \),

\(^{33}\)The form \( \hat{\omega} \) is also equivariant under the action of the residual symmetry of the vacuum over which vortices are considered. See (5.16).
corresponding to the $Q$-invariant configurations. These are labeled by a partition of $k$ into $N$ non-negative integers

$$k = \sum_{i=1}^{N} k_i. \quad (5.17)$$

To each such partition we associate an $N$-component vector $\vec{k} = (k_1, \ldots, k_N)$, describing how the total vortex number $k$ is distributed among the $N$ Cartan generators in $U(N)$ at this point.

For the choice of Higgs branch component of the $\mathcal{N} = (2, 2)$ gauge theory labelled by integers $\{p_i\} \subseteq \{1, \ldots, N_F\}$, the partition function of $k$-vortices admits the following contour integral representation [4,32] (see appendix G for details),

$$Z_k(\{p_i\}, M^\Omega, \tilde{M}^\Omega) = \oint_{\Gamma_{\{p_i\},k}} \prod_{I=1}^{k} \frac{d\varphi_I}{2\pi i} Z_{\text{vec}}(\varphi) \cdot Z_{\text{fund}}(M^\Omega, \varphi) \cdot Z_{\text{anti-fund}}(\tilde{M}^\Omega, \varphi) \quad (5.18)$$

with

$$Z_{\text{vec}}(\varphi) = \frac{1}{k!} \varepsilon^k \prod_{I \neq J}^{k} \frac{\varphi_I - \varphi_J}{\varphi_I - \varphi_J - \varepsilon} \quad (5.19)$$

$$Z_{\text{fund}}(M^\Omega, \varphi) = \prod_{I=1}^{k} \prod_{s=1}^{N_F} \frac{1}{\varphi_I - M_s^\Omega} \quad (5.20)$$

$$Z_{\text{anti-fund}}(\tilde{M}^\Omega, \varphi) = \prod_{I=1}^{k} \prod_{t=1}^{\tilde{N}_F} (\varphi_I + \tilde{M}_t^\Omega). \quad (5.21)$$

For each Higgs vacuum $\{p_i\}$ and vorticity $\vec{k}$, the integrand in (5.18) admits a pole at

$$\varphi_{(i,l)} = M_{p_i}^\Omega + (l - 1)\varepsilon \quad l = 1, 2, \ldots, k_i \quad i = 1, \ldots, N, \quad (5.22)$$

and the contour of integration $\Gamma_{\{p_i\},k}$ is carefully chosen to enclose all such poles for $\sum_{i=1}^{N} k_i = k$, and no other. The poles of (5.18) can be understood as the location of the fixed points under the action of $Q$. Each factor in (5.18) reflects the contribution of the vortex collective coordinates associated to each of the $\mathcal{N} = (2, 2)$ multiplets: the vector multiplet and fundamental and anti-fundamental chiral multiplets. Note here that the mass parameters in the $\Omega$-background theory can be identified with the mass parameters of the theory on $S^2$,

$$M_{p_i}^\Omega = -i m_{p_i}, \quad M_s^\Omega = -\varepsilon - i m_s (s \notin \{p_i\}) , \quad \tilde{M}_s^\Omega = -i \tilde{m}_s. \quad (5.23)$$

We observe the same shift in masses as for $\mathcal{N} = 2$ gauge theories on $S^4$ found in [33]. Performing the contour integral and summing over all vortex charges $\vec{k}$, the vortex partition function for SQCD takes the following form

$$Z_{\text{vortex}}(\{p_i\}, m, \tilde{m}, z) = \sum_{k_1 + \cdots + k_N = k} z^{|\vec{k}|} Z_{\vec{k}}(\{p_i\}, m, \tilde{m}), \quad (5.24)$$
with
\[ Z_F(p_i, m, \tilde{m}) = \frac{1}{\prod_i k_i! \prod_{i \neq j}(irm_{p_j} - irm_{p_i} - k_j k_i) \prod_{s \notin \{p\}}^{N_F} \prod_{i=1}^{N}(1 + irm_a - irm_{p_i}k_i)} \prod_{i=1}^{N}(-irm_{p_i} - irm_{\tilde{m}})_{k_i} \cdot \prod_{i \neq j}(irm_{p_j} - irm_{p_i} - k_j k_i) \prod_{s \notin \{p\}}^{N_F} \prod_{i=1}^{N}(1 + irm_a - irm_{p_i}k_i). \]

This expression exactly agrees\(^{34}\) with the expression (4.28) arising from factorization of the Coulomb branch representation of the partition function on \(S^2\). Anti-vortices localized at the south pole provide an identical contribution, expanded in terms of the anti-vortex fugacity \(\bar{z}\). The one loop determinant must be evaluated at the location of the Higgs branches, where there is a zero mode. Removing the zero mode amounts to taking the residue of the one-loop determinant. Summing over Higgs branch components finally leads to the Higgs branch representation of the partition function of \(\mathcal{N} = (2,2)\) gauge theories on \(S^2\)

\[ Z_{\text{Higgs}}(m, \tau) = \sum_{\{v_i\} \subseteq \{1, \ldots, N_F\}} Z_{\text{cl}}(v, 0, \tau) \text{ res}_{a=v} [Z_{\text{one-loop}}(a, 0, m)] Z_{\text{vortex}}(\{p_i\}, m, (-1)^{N_F} \bar{z}) Z_{\text{vortex}}(\{\bar{m}_i\}, m, (-1)^{\bar{N}_F} \bar{z}). \]

This matches with the Coulomb branch representation of the partition function computed earlier.

### 6 Gauge Theory/Toda Correspondence

In this section we initiate the study of a novel correspondence between two dimensional \(\mathcal{N} = (2,2)\) gauge theories on \(S^2\) and two dimensional Liouville/Toda CFT, leaving a more complete analysis to a separate publication \[24\]. Our correspondence has a well known counterpart, the AGT correspondence \[13\] (see also \[34\]), which relates four dimensional \(\mathcal{N} = 2\) gauge theories and these CFTs. The correspondence we find shares features with the AGT one. In fact, motivated by AGT, the entry of the dictionary relating Liouville conformal blocks and vortex partition functions was already established in \[26, 32, 35\]. The partition function of \(\mathcal{N} = (2,2)\) gauge theories on \(S^2\) provides an elegant way of combining the vortex partition functions into modular invariant objects. Some of the implications of the modular properties we find in these two dimensional \(\mathcal{N} = (2,2)\) gauge theories are discussed in section 8.

Specifically, we consider the example of \(\mathcal{N} = (2,2)\) SQED, described by a \(U(1)\) vector multiplet and \(N_F\) of fundamental and \(\bar{N}_F\) anti-fundamental chiral multiplets. We show that the partition function of this theory is given by a four point correlation function on the

\[^{34}\text{One must analytically continue the twisted masses } m \rightarrow M \text{ and } \tilde{m} \rightarrow \bar{M} \text{ to restore non-zero } R\text{-charges.}\]
sphere for the $A_{N_F-1}$ Toda CFT.\textsuperscript{35} In detail\textsuperscript{36}

\[ Z_{\text{SQED}}(M, \bar{M}, \tau) = \frac{\prod_{p=1}^{N_F} z^{|\bar{\mu}_p| - m_p - \bar{m}_p} \prod_{s=1}^{N_F} \gamma(-i \bar{M}_s - i M_p)}{\prod_{s=1}^{N_F} \gamma(1 + i M_s - i M_p)} F_p(z) F_p(\bar{z}), \quad (6.1) \]

up to a normalization of the $V_{\bar{m}}$ insertion. The cross-ratio of the four-punctures is given by the vortex fugacity parameter

\[ z = (-1)^{N_F} e^{2\pi i \tau}, \quad (6.2) \]

and the masses of the chiral multiplets are encoded in the momenta $\alpha_1, \alpha_2$ and $\hat{m}$, and the exponent $\delta$. The precise relation between parameters is given in (6.7) and (6.8). Note that the three point function in the denominator is a normalization, which does not affect the dependence on $z$.

The vertex operators\textsuperscript{37} $V_{\alpha_1}$ and $V_{\alpha_2}$ are labelled by generic momenta, thus they each involve $N_F - 1$ continuous parameters. The vertex operator $V_{\bar{m}}$ is a semi-degenerate insertion\textsuperscript{38} labelled by a momentum $\bar{m} = -\alpha h_{N_F}$ parallel to the highest weight $-h_{N_F}$ of the antifundamental representation of $A_{N_F-1}$, with one continuous parameter. The correlator finally involves a fully degenerate insertion $V_{\mu}$, whose momentum $\mu = -b h_1$ is fully constrained to the highest weight $h_1$ of the fundamental representation of $A_{N_F-1}$. Let us now prove (6.1) by expressing both sides of the equality in terms of hypergeometric series.

Restricting (4.27) to the case of $U(1)$ with $\tilde{N}_F = N_F$, the partition function we are interested in is given by

\[ Z_{U(1)}^{\tilde{N}_F=N_F} = 2\pi \sum_{p=1}^{N_F} \left[ z^{-i M_p - i \bar{M}_p} \frac{\prod_{s=1}^{N_F} \gamma(-i \bar{M}_s - i M_p)}{\prod_{s=1}^{N_F} \gamma(1 + i M_s - i M_p)} F_p(z) F_p(\bar{z}) \right], \quad (6.3) \]

where $z = (-1)^{N_F} e^{2\pi i \tau}$, and

\[ F_p(z) = N_F F_{N_F-1} \left( \frac{-i M_p - i \bar{M}_1 - \cdots - i M_p - i \bar{M}_{N_F}}{1 + i M_p - i \bar{M}_1 + \cdots + i M_p - i \bar{M}_{N_F}} \right) = \sum_{k \geq 0} z^k \prod_{s=1}^{N_F} (-i \bar{M}_s - i M_p)^k \prod_{s=1}^{N_F} (1 + i M_s - i M_p)^k \quad (6.4) \]

are hypergeometric series of type $(N_F, N_F - 1)$, skipping $1 + i M_p - i \bar{M}_p$ in the list of parameters of $N_F F_{N_F-1}$. We shall see shortly that this factorized representation of the partition function

\textsuperscript{35}See [36] for an introduction to the Toda conformal field theory.

\textsuperscript{36}The power of $z$ in the denominator can be modified by shifting the masses of all the chiral multiplets, which corresponds to a constant gauge transformation.

\textsuperscript{37}Local operators in the Toda theory take the form $V_{\alpha} = e^{(\alpha \cdot \phi)}$, labelled by a momentum vector $\alpha$ in the Cartan subalgebra of $A_{N_F-1}$.

\textsuperscript{38}The theory is symmetric under the $W_{N_F}$ algebra, an extension of the Virasoro algebra $W_2$ involving fields with higher spins $2, \ldots, N_F$. To each primary operator $V_{\alpha}$ is associated a representation of the $W_{N_F}$ symmetry algebra. For so called degenerate momenta, the $W_{N_F}$ representation becomes reducible, and must be quotiented by the space of null vectors.
Figure 4: Toda CFT $s$-channel conformal block which reproduces the vortex partition function of SQED for a Higgs vacuum matching the choice of channel $1 \leq p \leq N_F$. The full four point correlator is equal to the SQED partition function on $S^2$. The momenta $\alpha_1$ and $\alpha_2$ encode the masses of fundamental and anti-fundamental chiral multiplets, with $SU(N_F) \times SU(N_F)$ flavour symmetry, while $\hat{m}$ captures the remaining $U(1)_{\text{diag}}$ flavour symmetry.

matches exactly with the $s$-channel expression of the Toda four point correlator as a sum over all allowed internal momenta. The one-loop contribution matches with the product of the three point functions in the Toda theory, while the conformal blocks are reproduced by the contribution $z^{-\hat{m}p}$ from the classical action together with the vortex partition functions $F_p(z)$.

As in any two dimensional conformal field theory, the four point correlator of interest can be expressed in the $s$, $t$, or $u$ channels as an integral over all internal momenta of a combination of three point functions, multiplying a holomorphic and an anti-holomorphic conformal blocks. For our purposes, the $s$-channel is the most useful. The fusion rules between the degenerate operator $V_\mu$ and the generic insertion $V_{\alpha_1}$ only allow the internal momentum in this channel to be $\alpha_1 - bh_p$ for some weight $h_p$ of the fundamental representation of $A_{N_F-1}$. Thus, the correlation function is expressed as a discrete sum rather than an integral over internal momenta:

$$\langle V_{\alpha_2}(\infty)V_{\hat{m}}(1)V_\mu(z, \bar{z})V_{\alpha_1}(0)\rangle = \sum_{p=1}^{N_F} C(\alpha_2, \alpha_1 - bh_p, \hat{m})C_{\alpha_1 - bh_p}^{\alpha_1 - bh_p}(z)F_{\alpha_1 - bh_p}(\bar{z}). \quad (6.5)$$

Here, $C(\bullet, \bullet, \bullet) = \langle V_4 V_4 V_4 \rangle$ are the three point correlation functions of the theory, and $F_{\alpha_1 - bh_p}$ is the $s$-channel conformal block with internal momentum $\alpha_1 - bh_p$ (see figure 4). The three point function involving the degenerate field $\mu$ actually has poles for each allowed internal momentum, hence we consider the residue $C_{\alpha_1 - bh_p}^{\alpha_1 - bh_p}$ of the three point function at the given momenta.\(^{39}\)

\(^{39}\)The only non-zero two point functions are $\langle V_{2Q-\alpha} V_\alpha \rangle$ and its Weyl conjugates, where $Q = (b + \frac{1}{2}) \rho = (b + \frac{1}{2}) \sum_{p=1}^{N_F} \frac{N_F - 1 - 2p}{2} h_p$. The three point function $C_{\alpha_1 - bh_p}^{\alpha_1 - bh_p}$ appearing in (6.5) is thus (the residue at) $C(2Q - (\alpha_1 - bh_p), \alpha_1, \mu)$. 

35
The four point correlator of interest was shown [36] – using null-vector equations – to obey identical holomorphic and anti-holomorphic hypergeometric differential equations of order \( N_F \), up to a power of \(|1-z|^2\). Those two equations enabled them to evaluate the conformal blocks \( \mathcal{F}^{(s)}(\mu) \) as

\[
\frac{1 - z}{z^{(b^2 + 1)N_F}} \mathcal{F}^{(s)}(\alpha_1 - bh_p) \left[ \hat{m} \mu \alpha_2 \alpha_1 \right] = N_F F_{N_F - 1} \left( \frac{[iba_2,s + iba_1,p + b\hat{\nu}/N_F]_{1 \leq s \leq N_F}}{[1 + iba_1,p - iba_1,s]_{1 \leq s \leq N_F, p \neq p}} \right) z, \tag{6.6}
\]

where \( i a_{1,s} = \langle \alpha_1 - Q, h_s \rangle \), \( i a_{2,s} = \langle \alpha_2 - Q, h_s \rangle \), and \( \hat{\nu} = \nu - (N_F - 1)b \).

The matching between the vortex partition functions and the conformal blocks occurs if and only if the \( 2N_F - 1 \) parameters of the hypergeometric functions are equal (up to permutation). Up to Weyl reflection, this fixes the \( 2N_F - 1 \) momentum components of the Toda correlator in terms of the \( 2N_F - 1 \) physical masses of the gauge theory:

\[
\alpha_1 = Q - \frac{i}{b} \sum_{s=1}^{N_F} M_s h_s \\
\alpha_2 = Q - \frac{i}{b} \sum_{s=1}^{N_F} \tilde{M}_s h_s \tag{6.7}
\]

\[
\nu = (N_F - 1)b - \frac{i}{b} \sum_{s=1}^{N_F} (M_s + \tilde{M}_s).
\]

Furthermore, the exponent \( \delta \) is fixed by comparing the powers of \( z \) appearing in (6.6) and (6.4),

\[
\delta = (b^2 + 1) \frac{N_F - 1}{2} + \frac{i}{N_F} \sum_{s=1}^{N_F} M_s. \tag{6.8}
\]

The next object to consider is the product of three point correlation functions appearing in (6.5). We start from the explicit expression for three point functions with a semi-degenerate insertion (equation (1.39) in [36]),

\[
C(\alpha_1, \alpha_2, -\nu h_{N_F}) = \left[ \pi \mu \gamma(b^2) b^{2 - 2b \nu} \right]^{2Q - \alpha_1 - \alpha_2 + xh_{N_F, p}/b} \frac{\gamma(b) N_F \prod_{s \leq t} \gamma(\langle \alpha_1 - Q, h_t - h_s \rangle) \gamma(\langle \alpha_2 - Q, h_t - h_s \rangle)}{\prod_{s,t} \gamma(\frac{\nu}{N_F} + \langle \alpha_1 - Q, h_s \rangle + \langle \alpha_2 - Q, h_t \rangle)}, \tag{6.9}
\]

where the \( \gamma \) function is introduced in [36].Thanks to the relation \( \gamma(x + b) = \gamma(bx) b^{1 - 2bx} \gamma(x) \), one can simplify a ratio involving the first of our three point functions as

\[
\frac{C(\alpha_2, \alpha_1 - bh_p, -\nu h_{N_F})}{C(\alpha_2, \alpha_1, -(\nu + b) h_{N_F})} = \prod_{s=1}^{N_F} \gamma(\frac{b^2}{N_F} + iba_{1,p} + iba_{2,s}) \gamma((b^2 + 1) \mathbb{1}_{s \leq p} + ib(a_{1,s} - a_{1,p})) \left( -\pi \mu \gamma(b^2 + 1) \right)^p. \tag{6.10}
\]

\[\text{We use the more symmetrical notations of appendix B of [37], with the change } \alpha_2 \to 2Q - \alpha_2 \text{ to make this momentum incoming rather than outgoing.}\]
The second correlation function is given by (see equation (1.51) in [36])

\[ C_{\alpha_1 - bh_1, \alpha_1} = [-\pi \mu \gamma(1 + b^2)]^p \prod_{s<p} \frac{\gamma(i b a_{1,s} - i b a_{1,p})}{\gamma(1 + b^2 + i b a_{1,s} - i b a_{1,p})}. \]  

(6.11)

Using the relations (6.7), the two correlation functions combine into exactly the appropriate factor in the SQED partition function (6.3),

\[ C(\alpha_2, \alpha_1 - bh_{N_F}) C^{\alpha_1 - bh_p}_{\alpha_1, \alpha_1} = \prod_{s=1}^{N_F} \frac{\gamma\left(\frac{b^2}{N_F} + i b a_{1,p} + i b a_{2,s}\right)}{\gamma(1 - i b(a_{1,s} - a_{1,p}))} = \prod_{s=1}^{N_F} \frac{\gamma(-i M_p - i \tilde{M}_s)}{\gamma(1 + i M_s - i M_p)}. \]  

(6.12)

Putting all the ingredients together, we obtain the relation (6.1) summarizing the correspondence. The normalization by a three point correlator in the denominator of this relation indicates that the gauge theory partition function corresponds to the insertion of a fully degenerate momentum in a Toda three point function with two generic and one semi-degenerate vertex operator.

One noteworthy aspect of the matching is that delta-renormalizable vertex operators, whose momenta are characterized by the reality condition that \( \langle \alpha - Q, h_s \rangle \in i \mathbb{R} \) for all \( 1 \leq s \leq N_F \), arise exactly when the gauge theory complex masses \( M = m + \frac{i}{2} q \) are real, hence the \( R \)-charges are zero. We can analytically continue the correlator to arbitrary momenta in order to capture the partition function of gauge theories with non-zero \( R \)-charges.

The precise matching between the partition function of SQED with a correlator in \( A_{N_F-1} \) Toda CFT can be given a physical explanation using the AGT correspondence. We start with the punctured Riemann surface describing four dimensional \( N = 2 \) SQCD with \( SU(N_F) \) gauge group and \( N_F \) fundamental and \( N_F \) anti-fundamental hypermultiplets. This is described by an \( A_{N_F-1} \) Toda CFT correlator on the four-punctured sphere, with two non-degenerate and two semi-degenerate punctures. We now add a degenerate puncture, which is believed to correspond to inserting a half-BPS surface operator on \( S^2 \) inside \( S^4 \) [14]. For the simplest degenerate field, the surface operator can be described by coupling a two dimensional \( N = (2,2) \) gauge theory to four dimensional SQCD (see e.g. [38]). The precise two dimensional gauge theory can be found by realizing the simple surface operator as a D2-brane in Type IIA string theory, as summarized in Figure 5. For the simplest surface operator, the corresponding theory is two dimensional \( N = (2,2) \) SQED with \( N_F \) flavours, which we just analyzed. The Toda CFT correlator with the degenerate field insertion is expected to capture the four dimensional gauge dynamics, the two dimensional gauge dynamics on the surface operator and the coupling of the four dimensional degrees of freedom to the two dimensional ones.

We can turn off the couplings of four dimensional SQCD to two dimensional SQED by sending the four dimensional gauge coupling to zero. This corresponds in the language of Toda CFT to factorizing the five point function into the four point function that we are after...
Figure 5: Decoupling limit of the AGT correspondence with a simple surface operator.

..., times a three point function. This factorization of the five-punctured sphere is depicted in Figure 5. In this limit, only the dynamics of the two dimensional theory remain. Moreover, in this limit, the couplings between the four dimensional and two dimensional theories are realized as twisted mass parameters for the chiral multiplets in the two dimensional theory. It is therefore natural to expect that the Toda correlation function (6.5) is related to the partition function of $N = (2,2)$ SQED with $N_F$ flavours, which is what we have shown explicitly in this section.

7 Seiberg Duality

In this section, we apply our results to study the infrared duality of $N = (2,2)$ non-abelian gauge theories in two dimensions. There are many interesting mathematical conjectures on the properties of moduli spaces of Calabi-Yau manifolds embedded in Grassmannians, one of which is known as the Rødland conjecture that a certain Calabi-Yau threefold in the Grassmannian $G(2,7)$ and the Pfaffian Calabi-Yau in $\mathbb{CP}^6$ are in the same one-dimensional complexified Kähler moduli space. In attempts to provide a physical proof of Rødland’s conjecture, it has been proposed [18] that the $\mathcal{N} = (2,2) \ SU(N)$ gauge theory with $N_F > N$ massless fundamental chiral multiplets without superpotential is dual to the theory with gauge group $\ SU(N_F - N)$,

\[
SU(N) \longleftrightarrow SU(N_F - N) \, .
\] (7.1)

Indeed the two theories, endowed with twisted masses, have the same Witten index. Furthermore, since these theories are expected to flow in the infrared to $\mathcal{N} = (2,2)$ superconformal theories with central charges $\hat{c} = (N_F - N)N + 1$, the two theories in this duality pair carry the same central charge. Recently, the above duality, known as the Seiberg-like duality in...
two dimensions, has been generalized to other gauge groups \[39\]

\[
\begin{align*}
O_+(N) & \leftrightarrow SO(N_F - N + 1), \quad N_F \geq N \\
SO(N) & \leftrightarrow O_+(N_F - N + 1), \quad N_F \geq N \\
O_-(N) & \leftrightarrow O_-(N_F - N + 1), \quad N_F \geq N \\
Sp(N) & \leftrightarrow Sp(N_F - N - 1), \quad N_F \geq N + 3
\end{align*}
\]

(7.2)

where \(\pm\) denotes the eigenvalues of \(Z_2\) gauge symmetry of \(O(N)\).

We prove in appendix H that the partition functions of theories with special unitary gauge groups (7.1) are equal in two different limits, hence providing non-trivial evidence to support the above duality for this pair of gauge groups.

In the limit of small masses and \(R\)-charges, the partition function is singular, and we will express it as

\[
Z_{SU(N)}(M) = \sum_{E \subseteq \{1, \ldots, N_F\}} \left[ \prod_{p \in E} \prod_{s \notin E}^{N_F} \gamma(iM_p - iM_s) \right] + O(1),
\]

(7.3)

where the sum ranges over sets \(E\) of \(N\) flavours, and \(O(1)\) indicates that only the singular part of \(Z_{SU(N)}\) is captured by the sum. This expression is symmetrical under the transformation

\[
\begin{align*}
E & \rightarrow E' = \{1, \ldots, N_F\} \setminus E \\
N & \rightarrow N' = N_F - N \\
M_p & \rightarrow M'_p = -M_p + \frac{1}{N_F - N} \sum_{s=1}^{N_F} M_s.
\end{align*}
\]

(7.4)

Only the \(O(1)\) term may be affected, hence we obtain the duality

\[
Z_{SU(N)}(M) = Z_{SU(N_F - N)}(M') + O(1),
\]

(7.5)

in the limit \(M \rightarrow 0\). Note that since \(Z_{SU(N)} \sim M^{-N(N_F - N) - 1}\) at 0, the relation (7.5) involves \(N(N_F - N) + 1\) orders. The duality was also tested explicitly to order \(O(M^2)\) in the case \(N = 2, N_F = 3\).

The second case which we consider in appendix H is the limit where a sum of \(N\) of the complex masses vanishes, with masses otherwise generic. The partition function \(Z_{SU(N)}\) has a simple pole in this limit, whose residue is shown to match the dual \(SU(N_F - N)\) theory. This is a strong check of the Seiberg-like duality \(Z_{SU(N)}(M) = Z_{SU(N_F - N)}(M')\) since the masses and \(R\)-charges span in this case a codimension 1 subspace of the \(N_F\)-dimensional parameter space.

Using the Coulomb branch expression (4.19) for partition functions of \(\mathcal{N} = (2, 2)\) theories with arbitrary gauge groups, it should be possible to prove Seiberg-like duality for different pairs of gauge groups, such as those given in (7.2). It should also be possible to extend the
above Seiberg-like duality to theories with a homogenous superpotential of degree $d$ in the baryon operators, with $\frac{2N_F}{(N_F-N)N_F+1} < d \leq N_F$ [39]. Due to the superpotential, the $R$-charge of each chiral multiplet is constrained to be in the range

$$\frac{2}{NN_F} \leq q_i < \frac{N_F - N}{N_F} + \frac{1}{NN_F}.$$  \hfill (7.6)

It would be interesting to show an agreement between the partition functions of each pair of theories for the case of $R$-charges in the above range.

8 Discussion

In this paper we have computed the exact partition function of two dimensional $\mathcal{N} = (2, 2)$ gauge theories on $S^2$. We have shown that there are two ways of representing the partition function. It can be either written as an integral over the Coulomb branch or as a sum over vortices and anti-vortices in the Higgs branch. By explicitly evaluating the integral representation in the Coulomb branch, we find exact agreement with the Higgs branch representation of the partition function. Quite pleasingly, despite that we are integrating over different field configurations, the two results give rise to the same partition function.

The Coulomb branch representation is found by integrating over $\mathcal{Q}$-invariant field configurations that are saddle points of the deformation action. Since our deformation term does not contain a term linear in $D$, the intersection of the supersymmetry fixed point equations with the saddle point equations completely lifts configurations in the Higgs branch, giving rise, as supersymmetric saddle points, to the Coulomb branch configurations $\mathcal{F}_{\text{Coul}}$, which we integrate over with a specific measure determined by the one-loop determinants. This implies, in particular, that the vortex and anti-vortex configurations allowed at the poles by the supersymmetry equations are forbidden. The same result can be more straightforwardly obtained by localizing the path integral with respect to different supercharges, concretely $Q_1$ and $Q_2$. In this approach, the supersymmetry equations alone forbid any non-trivial configurations in the Higgs phase while precisely reproducing the Coulomb phase field configurations $\mathcal{F}_{\text{Coul}}$.

The Higgs branch representation is instead found by integrating over $\mathcal{Q}$-invariant field configurations that are saddle points of a deformed action that does contain a term linear in $D$. In this case, the intersection of the supersymmetry equations with the equations of motion completely lifts the Coulomb branch. However, the equations now allow for non-trivial field configurations supported in the Higgs phase, which we have denoted by $\mathcal{F}_{\text{Higgs}}$. These field configurations describe vortex and anti-vortex excitations at the poles of the $S^2$ around each of the Higgs branches of the theory. In this Higgs branch representation, the upper bound of this range reproduces the condition $\sum_{s=1}^{N_F} q_s < N_F - N + 1/N$ which ensures convergence of the Coulomb branch integral (H.1).
the partition function is written as a sum over Higgs branches of the product of the vortex partition function at the north pole with the anti-vortex partition function at the south pole. The deformed action that we have considered to obtain the Higgs branch representation is the same deformed action as before, but now the saddle point equations are analyzed at a large finite value of the parameter multiplying the deformation term. A more desirable and precise way to arrive at the same conclusion would be to localize the path integral with a different deformation term $\delta_Q V$ that, in the limit when the parameter multiplying it goes to infinity, yields a non-trivial linear term in $D$. It would be interesting to explicitly construct such a deformation term.

Conceptually, the fact that a correlation function in a supersymmetric gauge theory may admit multiple representations can be understood as follows. When computing a supersymmetric path integral by supersymmetric localization, several choices are available, including the choice of supercharge and of deformation term with which to localize (see section 3 for details). Under mild conditions, the localization principle guarantees that the path integral is independent of these choices. For different choices, however, the path integral may localize to different supersymmetric field configurations and therefore provide alternative representations of the same correlation function. This general picture is behind the equivalence we find between the Coulomb and Higgs branch representation of the partition function of $\mathcal{N} = (2, 2)$ gauge theories on $S^2$. It would be very interesting to extend this general picture to find new dual descriptions of correlation functions in supersymmetric gauge theories, as they can lead, at the very least, to novel identities or to a physical derivation of known ones.

The Higgs branch expression for the partition function shares features with the localization computation of the partition function and Wilson loops [3], ‘t Hooft loops [22] and domain walls [40] in four dimensional $\mathcal{N} = 2$ gauge theories. These correlation functions receive contributions from non-perturbative field configurations localized at the north and south poles of the corresponding sphere. In four dimensions they are due to instantons and anti-instantons, while in two dimensions the path integral is a sum over vortices at the north pole and anti-vortices at the south pole. In four dimensions the contribution of instantons and anti-instantons are captured by the instanton partition function [41,42], while the contribution of vortices and anti-vortices are captured by the vortex partition function [4] (see also [25–29]). An important qualitative difference, however, is that instantons and anti-instantons appear in the Coulomb phase while vortices and anti-vortices can only appear as non-trivial field configurations in the Higgs phase. Furthermore, the four dimensional correlation functions do not have a known dual description, while in two dimensions we find that the partition function admits a Coulomb branch representation.

Several applications and correspondences emerge from our results. A correspondence between the partition function of $\mathcal{N} = (2, 2)$ gauge theories on $S^2$ and correlation functions in Liouville/Toda CFT has been found, extending the AGT correspondence [13] (see also [34]). We have explicitly presented the $A_{N_{\mathcal{F}}-1}$ Toda representation of the partition function of
SQED with $N_F$ electrons and $N_F$ positron chiral multiplet fields, leaving the more complete correspondence for other theories to a separate publication [24]. This correspondence can be enriched by adding defects both in gauge theory and in Toda as in [14,40,43](see also [44]) and it would be interesting to establish a detailed dictionary between gauge theory and Toda CFT. In fact, we have already found the effect of inserting a supersymmetric Wilson loop in (4.20). When the gauge group contains $U(1)$ factors, a Wilson loop insertion effectively shifts the FI parameter $\xi$ as well as a the topological term $\theta$. In the Toda CFT description, this corresponds to changing the moduli of the Riemann surface in the holomorphic sector and anti-holomorphic sector of the CFT differently. This can be realized by the insertion in Toda CFT of the complex-structure–changing topological defect operator introduced in [40].

Since the correlation functions of Toda CFT are modular invariant, this correspondence implies that the gauge theories that admit a Toda CFT representation enjoy quite remarkable modularity properties in the complexified gauge theory parameters $\tau$ (2.9). In particular, this implies that the results from $\xi > 0$ to $\xi < 0$ are related by analytic continuation, and that the partition function in the two regimes are the same. In the example of SQED, the $\xi > 0$ regime corresponds to the factorization of the Toda CFT correlator in the $s$-channel, and individual Higgs vacua, labelled by masses of the fundamental chiral multiplets, match precisely with the $N_F$ channels allowed by the fusion of the degenerate insertion with the operator which encodes the fundamental masses. The $\xi < 0$ regime is described by the $u$-channel factorization, and the sum over Higgs vacua – which correspond to intermediate channels in Toda – is labelled by masses of the anti-fundamental chiral multiplets.

The expansion of the partition function near $\xi = 0$ corresponds to the $t$-channel factorization. In this limit, the expansion in terms of vortices and anti-vortices in SQED breaks down, and it would be interesting to understand whether this expansion has an alternative description in terms of another two dimensional gauge theory. Studying the modular properties further may lead to a picture of dualities analogous to [45]. Relatedly, it would also be interesting to study the combined dynamics of two dimensional gauge theories on $S^2$ coupled to four dimensional $\mathcal{N} = 2$ gauge theories on $S^4$, and their potential interpretation as surface operators. Extending the analysis to the squashed $S^2$ is also worth pursuing.

Our findings can also be applied to the study of $\mathcal{N} = (2,2)$ non-linear sigma models with Kähler target spaces, including Calabi-Yau manifolds. The sigma models which describe string propagation in such target spaces, enjoy a rich “phase” structure as the complexified Kähler parameters are varied. This may include the appearance of different geometries in large volume regimes as well as non-geometrical phases. Novel tools and understanding in the study of these questions were introduced in [15], where these theories were given an ultraviolet definition in terms of $\mathcal{N} = (2,2)$ gauge theories. An important insight brought by the gauge theory description was the proposal that topology changing transitions – in particular the flop transition – can be described by analytic continuation in the gauge theory couplings $\tau$. Our exact results for SQED – which include the conifold for $N_F = 2$ – quantitatively
demonstrate that the two large volume regimes connected through a flop transition are indeed related by analytic continuation. Furthermore, analytic continuation in the flop transition is realized by crossing symmetry in our correspondence with Toda CFT. Our formulas further demonstrate that the physics at $\xi = 0$, while corresponding to a singular Calabi-Yau geometry, is completely regular for a non-vanishing topological angle $\vartheta$.

Another relevant connection between $\mathcal{N} = (2, 2)$ gauge theories in the ultraviolet and non-linear sigma models in the infrared is the transmutation of gauge vortices into worldsheet instantons [15]. Given the exact results for the gauge theory partition function found in this paper, it would be interesting to revisit this connection, which was effectively used in [46] to quantitatively study worldsheet instantons.

Finally, we have used our formulas to study Seiberg duality in two dimensions, where we have demonstrated that Seiberg dual pairs have the same partition function in some limits. A very rich set of dualities relating two dimensional $\mathcal{N} = (2, 2)$ theories is mirror symmetry, which relates string theory on different mirror Calabi-Yau manifolds and in different phases. It would be very interesting to extend our results to the case of Landau-Ginzburg models and provide a detailed picture relating these models to their dual gauged linear sigma models. This requires extending our analysis by including twisted chiral multiplets and the allowing for a non-trivial Kähler potential.

Two dimensional $\mathcal{N} = (2, 2)$ non-abelian gauge theories been recently proposed to study non-toric Calabi-Yau manifolds, such as Calabi-Yau manifolds embedded in Grassmannians and determinantal Calabi-Yau varieties [47]. Due to the strong coupling dynamics of these gauge theories, these models have not been studied much. Our exact results provide a new and powerful tool to investigate the strong coupling dynamics of these $\mathcal{N} = (2, 2)$ non-abelian gauged linear sigma models, which may hopefully lead to new insights into this large class of Calabi-Yau manifolds. Another direction to study further is a possible connection of our results to the physics of domain walls in three dimensional gauge theories on $S^3$, generalizing the results in [11, 40, 48]. Finally, our exact results may provide hints on a 4d/2d relation between the geometry of four-manifolds and two-dimensional gauge theories, resulting in a novel correspondences beyond the the 2d/4d relations of [13] and 3d/3d relations of [49–51].
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A Notations and Conventions

We use the following conventions for indices:

- $i, j, k, \cdots = 1, 2$: coordinate indices on $S^2$
- $\hat{i}, \hat{j}, \hat{k}, \cdots = \hat{1}, \hat{2}$: tangent space indices
- $\alpha, \beta, \gamma, \cdots = 1, 2$: Dirac spinor indices
- $m, n, p = 1, 2, 3$: indices for $SU(2)$ generators

A.1 $S^2$ Conventions

We work in polar coordinates $(x^1, x^2) = (\theta, \varphi)$ where the metric on $S^2$ can be written as

\[ ds^2 = r^2 \left( d\theta^2 + \sin^2 \theta d\varphi^2 \right). \]  
(A.1)

The canonical choice of orientation is

\[ \varepsilon_{12} = \sqrt{h} \varepsilon_{\hat{1}\hat{2}} = r^2 \sin \theta, \]  
(A.2)

with the corresponding volume-form

\[ d^2x \sqrt{h} = r^2 \sin \theta \ d\theta \wedge d\varphi. \]  
(A.3)

The simplest choice of zweibein is

\[ e^1 = r d\theta \quad \text{and} \quad e^2 = r \sin \theta \ d\varphi, \]  
(A.4)

with the spin connection given by

\[ \omega^{\hat{i}\hat{j}} = -\varepsilon^{\hat{i}\hat{j}} \cos \theta \ d\varphi. \]  
(A.5)

By $D_i$ we denote the gauge-covariant derivative

\[ D_i = \nabla_i - iA_i, \]  
(A.6)

where $\nabla_i$ is the usual covariant derivative and $A_i$ is the gauge field. The corresponding curvature is given by

\[ F_{ij} = \varepsilon_{ij} F_{\hat{1}\hat{2}} = \nabla_i A_j - \nabla_j A_i - i[A_i, A_j]. \]  
(A.7)
A.2 Spinors and the Clifford Algebra

Our conventions for spinors are the same as in [52] and are listed below. Let $\tau_m$ denote the standard Pauli matrices given by

\[
\tau_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \tau_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \tau_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

(A.8)

We take our spinors to be anti-commuting Dirac spinors $\epsilon_\alpha$. These spinors are acted on by the $\gamma$-matrices defined by

\[
(\gamma^\hat{m})^\beta_\alpha : \gamma^\hat{m} = \tau^\hat{m}.
\]

(A.9)

Evidently, the matrices $\gamma^\hat{i}$ satisfy the two dimensional Clifford algebra

\[
\{\gamma^\hat{i}, \gamma^\hat{j}\} = 2\delta^\hat{i}\hat{j},
\]

(A.10)

and $\gamma^\hat{3} = -i\gamma^\hat{1}\gamma^\hat{2}$ is the two dimensional chirality matrix.\(^{42}\)

The spinor indices are raised and lowered by the (anti-symmetric) charge conjugation matrix as

\[
\epsilon^\alpha = C^{\alpha\beta}\epsilon_\beta \quad \text{and} \quad \epsilon_\alpha = C_{\alpha\beta}\epsilon^\beta,
\]

(A.11)

with the consistency condition

\[
C^{\alpha\gamma}C^{\gamma\delta} = \delta^\beta_\alpha.
\]

(A.12)

More explicitly, we take $C_{12} = C_{21} = 1$ and $C^{21} = C_{12} = -1$.

We adapt the Northwest-Southeast convention for the implicit contraction of the spinor indices, i.e. for two spinors $\epsilon$ and $\lambda$ we define

\[
\epsilon\lambda \equiv \epsilon^\alpha\lambda_\alpha = \lambda\epsilon \quad \text{and} \quad \epsilon\gamma^\hat{m}\lambda \equiv \epsilon^\alpha(\gamma^\hat{m})^\beta_\alpha\lambda_\beta = -\lambda\gamma^\hat{m}\epsilon.
\]

(A.13)

Note that the $\gamma$-matrices with both spinor indices lowered

\[
(\gamma^\hat{m})_{\alpha\beta} \equiv C^{\beta\delta}\gamma^\hat{m}\delta_\alpha,
\]

(A.14)

are symmetric and are numerically equal to $(-\tau_3, -i, \tau_1)$ for $\hat{m} = (1, 2, 3)$ respectively.

A.3 Fierz Identities

Let $\bar{\epsilon}, \lambda$ and $\epsilon$ be anticommuting spinors. The following Fierz identities are used extensively in our calculations

\[
(\bar{\epsilon}\lambda)\epsilon + (\lambda\epsilon)\bar{\epsilon} + (\epsilon\bar{\epsilon})\lambda = 0,
\]

(A.15)

\[
(\bar{\epsilon}\gamma^\hat{m}\lambda)\gamma^\hat{m}\epsilon + (\bar{\epsilon}\lambda)\epsilon + 2(\epsilon\bar{\epsilon})\lambda = 0.
\]

(A.16)

\(^{42}\)In terms of the $\sigma$ and $\bar{\sigma}$ matrices introduced in [52], the $\gamma$-matrices are given by $\gamma^\hat{m}\beta_{\alpha} = \frac{i}{2}\epsilon^{mnp}\sigma_{n\alpha\bar{\alpha}}\bar{\sigma}_{\bar{p}}$. 
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B Supersymmetry Transformations on $S^2$

The $\mathcal{N} = (2, 2)$ superconformal algebra in the $S^2$ basis is spanned by the bosonic generators

$$J_m, K_m, R, A, \quad (B.1)$$

and the supercharges

$$Q_\alpha, S_\alpha, \bar{Q}_\alpha, \bar{S}_\alpha. \quad (B.2)$$

$J_m$ generate the $SU(2)$ isometries of $S^2$ while $K_m$ generate the conformal symmetries of $S^2$. $R$ and $A$ are each a $U(1)$ $R$-symmetry generator, the first being non-chiral and the latter being chiral.

The $\mathcal{N} = (2, 2)$ superconformal algebra is given by

\[
\begin{align*}
\{S_\alpha, Q_\beta\} &= \gamma_{\alpha\beta}^{m} J_m - \frac{1}{2} C_{\alpha\beta} R \\
\{\bar{S}_\alpha, \bar{Q}_\beta\} &= -\gamma_{\alpha\beta}^{m} J_m - \frac{1}{2} C_{\alpha\beta} R \\
\{Q_\alpha, \bar{Q}_\beta\} &= \gamma_{\alpha\beta}^{m} K_m + \frac{1}{2} C_{\alpha\beta} A \\
\{S_\alpha, S_\beta\} &= \gamma_{\alpha\beta}^{m} K_m - \frac{1}{2} C_{\alpha\beta} A \\
\{J_m, J_n\} &= i \epsilon_{mnp} J^p \\
\{K_m, K_n\} &= -i \epsilon_{mnp} J^p \\
\{J_m, K_n\} &= i \epsilon_{mnp} K^p \\
\{K_m, S_\alpha\} &= -\frac{1}{2} \gamma_{m\alpha}^{\beta} \bar{Q}_\beta \\
\{A, S_\alpha\} &= -\bar{S}_\alpha \\
\{K_m, Q_\alpha\} &= -\frac{1}{2} \gamma_{m\alpha}^{\beta} \bar{S}_\beta \\
\{A, Q_\alpha\} &= -\bar{Q}_\alpha \\
\{K_m, \bar{S}_\alpha\} &= -\frac{1}{2} \gamma_{m\alpha}^{\beta} Q_\beta \\
\{A, \bar{S}_\alpha\} &= Q_\alpha.
\end{align*}
\]

This algebra admits a $\mathbb{Z}_2$ automorphism, under which

$$J_m, R, Q_\alpha, S_\alpha \rightarrow J_m, R, Q_\alpha, S_\alpha$$

$$K_m, A, \bar{Q}_\alpha, \bar{S}_\alpha \rightarrow -K_m, -A, -\bar{Q}_\alpha, -\bar{S}_\alpha. \quad (B.4)$$

Therefore, $\{J_m, R, S, Q\}$ generate a subalgebra. It is the $SU(2|1)$ algebra in (2.2), which describes the $\mathcal{N} = (2, 2)$ supersymmetry algebra on $S^2$.

B.1 Realization of $SU(2|1)$ on the Fields

A simple way to obtain the $SU(2|1)$ supersymmetry transformations is to first construct the $\mathcal{N} = (2, 2)$ superconformal transformations and then restrict to those of the $SU(2|1)$ subalgebra. This logic applies in any dimension and gives a first principles construction of
the supersymmetry transformations that does not require guesswork, at least as long as the space admits a conformal Killing spinor.

The superconformal transformations are easily obtained from the Poincaré supersymmetry transformations in flat space by demanding that once the flat metric is replaced by a curved metric, that the supersymmetry transformations are covariant under Weyl transformations. In this process, the constant supersymmetry parameters of flat space are replaced by conformal Killing spinors, which obey

\[ \nabla_i \epsilon = \gamma_i \bar{\epsilon}, \quad \nabla_i \bar{\epsilon} = \gamma_i \epsilon. \]  

(B.5)

Using that the fields and conformal Killing spinors transform with definite weight under a Weyl transformation

\[ g_{ij} \to e^{2\Omega(x)} g_{ij} \]  

(B.6)

we obtain the required superconformal transformations by imposing Weyl covariance. The terms that need to be modified in the vector and chiral multiplet flat space supersymmetry transformations (which can be obtained by dimensionally reducing the four dimensional \( \mathcal{N} = 1 \) supersymmetry transformations in [52] to two dimensions) to make them Weyl covariant are\(^{43}\)

\[
\begin{align*}

\bar{\epsilon} \slashed{D} \lambda & \to \bar{\epsilon} \slashed{D} \lambda - \lambda \slashed{\nabla} \bar{\epsilon} \\
\epsilon \slashed{D} \bar{\lambda} & \to \epsilon \slashed{D} \bar{\lambda} - \bar{\lambda} \slashed{\nabla} \epsilon \\
\slashed{D} \sigma_{1,2} \epsilon & \to \slashed{D} \sigma_{1,2} \epsilon + \sigma_{1,2} \slashed{\nabla} \epsilon \\
\slashed{D} \sigma_{1,2} \bar{\epsilon} & \to \slashed{D} \sigma_{1,2} \bar{\epsilon} + \sigma_{1,2} \slashed{\nabla} \bar{\epsilon} \\
\slashed{D} \phi \epsilon & \to \slashed{D} \phi \epsilon + \frac{q}{2} \phi \slashed{\nabla} \epsilon \\
\slashed{D} \bar{\phi} \bar{\epsilon} & \to \slashed{D} \bar{\phi} \bar{\epsilon} + \frac{q}{2} \bar{\phi} \slashed{\nabla} \bar{\epsilon} \\
\slashed{D} \psi \epsilon & \to \slashed{D} \psi \epsilon - \frac{q}{2} \psi \slashed{\nabla} \epsilon \\
\slashed{D} \bar{\psi} \bar{\epsilon} & \to \slashed{D} \bar{\psi} \bar{\epsilon} - \frac{q}{2} \bar{\psi} \slashed{\nabla} \bar{\epsilon},
\end{align*}
\]

where we have used the following Weyl weights \( w \)

| SUSY | vector multiplet | chiral multiplet |
|------|-----------------|-----------------|
| \( \epsilon \) | \( \bar{\epsilon} \) | \( \phi \) |
| \( A_\mu \) | \( \sigma_1 \) | \( \psi \) |
| \( \sigma_2 \) | \( \lambda \) | \( F \) |
| \( \bar{\lambda} \) | \( \bar{D} \) | \( \bar{\phi} \) |
| \( \bar{D} \) | \( \bar{\psi} \) | \( \bar{\psi} \) |
| \( q \) | \( q+1 \) | \( q+1 \) |
| \( \frac{3}{2} \) | \( \frac{2}{2} \) | \( \frac{2}{2} \) |
| \( \frac{2}{2} \) | \( \frac{2}{2} \) | \( \frac{2}{2} \) |

where \( \omega \) is the charge \( \varphi \to e^{-w\Omega(x)}\varphi \) under the Weyl transformation (B.6).

\(^{43}\) The coefficients of the extra terms are fixed by demanding that the combination transforms covariantly under Weyl transformations and, in general, depend on the Weyl weight of the fields as well as the dimension of space.
In this way, we obtain the two dimensional $\mathcal{N} = (2, 2)$ superconformal transformations for the vector multiplet

\[
\delta A_i = -\frac{i}{2} (\bar{\epsilon} \gamma_i \lambda + \epsilon \gamma_i \bar{\lambda}),
\]
\[
\delta \sigma_1 = \frac{1}{2} (\bar{\epsilon} \lambda - \epsilon \bar{\lambda}),
\]
\[
\delta \sigma_2 = -\frac{i}{2} (\bar{\epsilon} \gamma_3 \lambda + \epsilon \gamma_3 \bar{\lambda}),
\]
\[
\delta D = -\frac{i}{2} \bar{\epsilon} \left( \bar{\nabla} \lambda + [\sigma_1, \lambda] - i \left[ \sigma_2, \gamma^3 \bar{\lambda} \right] \right) + \frac{i}{2} \lambda \nabla \epsilon + \frac{i}{2} \epsilon \left( \nabla \lambda - [\sigma_1, \bar{\lambda}] - i \left[ \sigma_2, \gamma^3 \bar{\lambda} \right] \right) - \frac{i}{2} \bar{\lambda} \nabla \bar{\epsilon},
\]
\[
\delta \lambda = \left( i \gamma^3 F_{i2} - \gamma^3 \bar{\nabla} \sigma_2 + i \bar{\nabla} \sigma_2 - \gamma^3 [\sigma_1, \sigma_2] - D \right) \epsilon + i \sigma_1 \nabla \epsilon - \sigma_2 \gamma^3 \nabla \bar{\epsilon},
\]
\[
\delta \bar{\lambda} = \left( i \gamma^3 F_{i2} - \gamma^3 \bar{\nabla} \sigma_2 - i \bar{\nabla} \sigma_2 + \gamma^3 [\sigma_1, \sigma_2] + D \right) \bar{\epsilon} - i \sigma_1 \nabla \bar{\epsilon} - \sigma_2 \gamma^3 \nabla \epsilon,
\]

and chiral multiplet

\[
\delta \phi = \bar{\epsilon} \psi
\]
\[
\delta \bar{\phi} = \epsilon \bar{\psi}
\]
\[
\delta \psi = i \left( \bar{\nabla} \phi + \sigma_1 \phi - i \sigma_2 \phi \gamma^3 + \frac{q}{2} \phi \nabla \right) \epsilon + \bar{\epsilon} F
\]
\[
\delta \bar{\psi} = i \left( \bar{\nabla} \bar{\phi} + \bar{\phi} \sigma_1 + i \bar{\phi} \sigma_2 \gamma^3 + \frac{q}{2} \bar{\phi} \nabla \right) \bar{\epsilon} + \epsilon F
\]
\[
\delta F = -i \left( D_i \psi \gamma^i + \sigma_1 \psi - i \sigma_2 \psi \gamma^3 + \lambda \phi + \frac{q}{2} \lambda \psi \right) \epsilon
\]
\[
\delta \bar{F} = -i \left( D_i \bar{\psi} \gamma^i + \bar{\psi} \sigma_1 + i \bar{\psi} \sigma_2 \gamma^3 - \bar{\phi} \lambda + \frac{q}{2} \bar{\phi} \psi \right) \bar{\epsilon}.
\]

The spinors $\epsilon$ and $\bar{\epsilon}$ serve as the parameters of the superconformal transformations, such that each independent conformal Killing spinor is associated with one of the supercharges in the superconformal algebra. On $S^2$, we can take the conformal Killing spinors to satisfy

\[
\nabla_i \epsilon_s = \frac{s}{2r} \gamma_i \gamma^3 \epsilon_s \quad \text{and} \quad \nabla_i \bar{\epsilon}_{\bar{s}} = \frac{\bar{s}}{2r} \gamma_i \gamma^3 \bar{\epsilon}_{\bar{s}}
\]

with $s, \bar{s} = \pm$. There are four independent solutions to these equations

\[
\epsilon_s = \exp \left( -\frac{i \theta}{2} \gamma_2 \right) \exp \left( \frac{i \varphi}{2} \gamma^3 \right) \epsilon_o^s,
\]
\[
\bar{\epsilon}_{\bar{s}} = \exp \left( +\frac{i \theta}{2} \gamma_2 \right) \exp \left( \frac{i \varphi}{2} \gamma^3 \right) \bar{\epsilon}_o^{\bar{s}}.
\]

parametrized by four independent constant spinors $\epsilon_o^\pm$ and $\bar{\epsilon}_o^{\pm}$. A general superconformal transformation is then generated by a linear combination of the supercharges parametrized
as follows
\[
\delta_{\epsilon^+} = \epsilon^+_0 \tilde{\gamma}_+ Q, \quad \delta_{\epsilon^-} = \epsilon^-_0 \tilde{\gamma}_- S, \quad \tilde{\delta}_{\epsilon^+} = \bar{\epsilon}^+_0 \tilde{\gamma}_+ \bar{Q}, \quad \tilde{\delta}_{\epsilon^-} = -\bar{\epsilon}^-_0 \tilde{\gamma}_- S \tag{B.13}
\]
where \(\tilde{\gamma}_\pm\) satisfy
\[
\tilde{\gamma}_\pm = \frac{1}{\sqrt{2}} (1 \pm i \gamma^3) = \pm i \gamma^3 \tilde{\gamma}_\pm
\]
\[
\tilde{\gamma}^2_\pm = -\tilde{\gamma}^2_- = i \gamma^3, \quad \tilde{\gamma}_+ \tilde{\gamma}_- = 1. \tag{B.14}
\]
Using the conformal Killing spinor equations above, the superconformal algebra is realized on the vector multiplet fields as
\[
[\delta_{\epsilon}, \delta_{\bar{\epsilon}}] \lambda = -\mathcal{L}_\xi \lambda + i [\Lambda, \lambda] + i \frac{s - \bar{s}}{2} \alpha \lambda + i \frac{s + \bar{s}}{2} \Theta \gamma^3 \lambda - 3i \frac{s + \bar{s}}{2} \alpha \lambda, \tag{B.15}
\]
\[
[\delta_{\epsilon}, \delta_{\bar{\epsilon}}] \bar{\lambda} = -\mathcal{L}_\xi \bar{\lambda} + i [\Lambda, \bar{\lambda}] - i \frac{s - \bar{s}}{2} \alpha \bar{\lambda} - i \frac{s + \bar{s}}{2} \Theta \gamma^3 \bar{\lambda} - 3i \frac{s + \bar{s}}{2} \alpha \bar{\lambda},
\]
\[
[\delta_{\epsilon}, \delta_{\bar{\epsilon}}] A_i = -(\mathcal{L}_\xi A)_i + D_i \Lambda, \tag{B.15}
\]
\[
[\delta_{\epsilon}, \delta_{\bar{\epsilon}}] \sigma_1 = -\mathcal{L}_\xi \sigma_1 + i [\Lambda, \sigma_1] - (s + \bar{s}) \Theta \sigma_2 - i (s + \bar{s}) \alpha \sigma_1,
\]
\[
[\delta_{\epsilon}, \delta_{\bar{\epsilon}}] \sigma_2 = -\mathcal{L}_\xi \sigma_2 + i [\Lambda, \sigma_2] + (s + \bar{s}) \Theta \sigma_1 - i (s + \bar{s}) \alpha \sigma_2,
\]
\[
[\delta_{\epsilon}, \delta_{\bar{\epsilon}}] D = -\mathcal{L}_\xi D + i [\Lambda, D] - 2i (s + \bar{s}) \alpha D,
\]
and \([\delta_{\epsilon}, \delta_{\bar{\epsilon}}] = [\delta_{\epsilon}, \delta_{\bar{\epsilon}}] = 0\) on all the fields. Therefore \([\delta_{\epsilon}, \delta_{\bar{\epsilon}}]\) generates a space-time transformation as well as a gauge transformation, an \(R\) and \(A\) \(R\)-symmetry transformation and a Weyl transformation. The parameters of these transformations are given by
\[
\xi^i = -i \bar{\epsilon} \gamma^i \epsilon, \tag{B.16}
\]
\[
\Lambda = (\bar{\epsilon} \bar{\epsilon}) \sigma_1 - i (\bar{\epsilon} \gamma^3 \bar{\epsilon}) \sigma_2 + \xi^i A_i,
\]
\[
\Theta = \frac{1}{2r} \bar{\epsilon} \bar{\epsilon}, \tag{B.16}
\]
\[
\alpha = -\frac{1}{2r} \bar{\epsilon} \gamma^3 \bar{\epsilon},
\]
where we have omitted the subscript \(s\) and \(\bar{s}\) on the spinors. Note that the spacetime transformation is realized by the Lie derivative on bosonic fields and by the Lie-Lorentz derivative (2.33) on the fermions. More explicitly, the Lie-Lorentz derivative along the vector field \(\xi\) is given by
\[
\mathcal{L}_\xi = \xi^i \nabla_j - i \frac{s - \bar{s}}{2} \Theta \gamma^3. \tag{B.17}
\]
The superconformal algebra is realized on the chiral multiplet fields as

\[ [\delta_\epsilon, \delta_{\bar{\epsilon}}] \psi = -L_\xi \psi + i\Lambda \psi + \frac{s-\bar{s}}{2} (1-q)\alpha \psi - \frac{s+\bar{s}}{2} \Theta \gamma^3 \psi - \frac{s+\bar{s}}{2} (q+1)\alpha \psi, \]

\[ [\delta_\epsilon, \delta_{\bar{\epsilon}}] \bar{\psi} = -L_\xi \bar{\psi} - i\bar{\psi} \Lambda + \frac{s-\bar{s}}{2} (q-1)\alpha \bar{\psi} + i\frac{s+\bar{s}}{2} \Theta \gamma^3 \bar{\psi} - i\frac{s+\bar{s}}{2} (q+1)\alpha \bar{\psi}, \]

\[ [\delta_\epsilon, \delta_{\bar{\epsilon}}] \phi = -L_\xi \phi + i\Lambda \phi - \frac{s-\bar{s}}{2} q \alpha \phi - i\frac{s+\bar{s}}{2} q \alpha \phi, \]

\[ [\delta_\epsilon, \delta_{\bar{\epsilon}}] \bar{\phi} = -L_\xi \bar{\phi} - i\bar{\phi} \Lambda + i\frac{s-\bar{s}}{2} q \alpha \bar{\phi} - i\frac{s+\bar{s}}{2} q \alpha \bar{\phi}, \]

\[ [\delta_\epsilon, \delta_{\bar{\epsilon}}] F = -L_\xi F + i\Lambda F + i\frac{s-\bar{s}}{2} (2-q) \alpha F - i\frac{s+\bar{s}}{2} (q+2) \alpha F, \]

\[ [\delta_\epsilon, \delta_{\bar{\epsilon}}] \bar{F} = -L_\xi \bar{F} - i\bar{F} \Lambda + i\frac{s-\bar{s}}{2} (q-2) \alpha \bar{F} - i\frac{s+\bar{s}}{2} (q+2) \alpha \bar{F}, \]

where the parameters of the transformations are the same as those for the vector multiplet fields (B.16).

To obtain the \( SU(2|1) \) supersymmetry transformations, we restrict the superconformal transformations (B.8) and (B.9) we have constructed to those associated with \( Q_\alpha \) and \( S_\alpha \), which are parametrized by \( \epsilon_+ \) and \( \bar{\epsilon}_- \). The corresponding realization of the algebra on the fields is given by (B.15) and (B.18) with \( s = 1 \) and \( \bar{s} = -1 \).

In the main text, we find it convenient to perform the field redefinition \( D \rightarrow D + \sigma_2/r \), after which we obtain the supersymmetry transformations presented in section 2.

## C Supersymmetric Configurations

In this appendix we present the derivation of the choice of SUSY parameters and the corresponding supersymmetric configurations.

### C.1 Choice of Supercharge

The conformal Killing spinor equations on \( S^2 \) are

\[ \nabla_i \epsilon = + \frac{1}{2r} \gamma_i \gamma^3 \epsilon, \]

\[ \nabla_i \bar{\epsilon} = - \frac{1}{2r} \gamma_i \gamma^3 \bar{\epsilon}, \]

with the general solutions of the form

\[ \epsilon = \exp \left( - \frac{i \theta}{2} \gamma_2 \right) \exp \left( \frac{i \varphi}{2} \gamma^3 \right) \epsilon_0, \]

\[ \bar{\epsilon} = \exp \left( + \frac{i \theta}{2} \gamma_2 \right) \exp \left( \frac{i \varphi}{2} \gamma^3 \right) \bar{\epsilon}_0. \]
Here, the hatted $\gamma$ indices denote the tangent space (flat) indices\textsuperscript{44}. The corresponding bilinear $\xi^i = -i\bar{\epsilon}\gamma^i\epsilon$ is given by

\begin{align*}
\xi^1 &= -\cos \varphi \left( i\bar{\epsilon}\gamma^1\epsilon_o \right) - \sin \varphi \left( i\bar{\epsilon}\gamma^2\epsilon_o \right), \\
\xi^2 &= -\bar{\epsilon}_o\epsilon_o + \cot \theta \sin \varphi \left( i\bar{\epsilon}_o\gamma^1\epsilon_o \right) - \cot \theta \cos \varphi \left( i\bar{\epsilon}_o\gamma^2\epsilon_o \right). 
\end{align*}
(C.5) (C.6)

We wish to find spinors such that $\xi^1$ vanishes while $\xi^2$ is a non-zero constant. The vanishing on $\xi^1$ for all angles $\varphi$ requires $\bar{\epsilon}_o\gamma^1\epsilon_o = \bar{\epsilon}_o\gamma^2\epsilon_o = 0$. This can be achieved by choosing $\epsilon_o$ and $\bar{\epsilon}_o$ to be chiral spinors with opposite chirality. We choose the constant spinors such that

\begin{align*}
\gamma^3\epsilon_o &= +\epsilon_o, \\
\gamma^3\bar{\epsilon}_o &= -\bar{\epsilon}_o, 
\end{align*}
(C.7) (C.8)

and the conformal Killing spinors reduce to

\begin{align*}
\epsilon &= \exp \left( -\frac{i\theta}{2} \gamma_2 + \frac{i\varphi}{2} \right) \epsilon_o, \\
\bar{\epsilon} &= \exp \left( +\frac{i\theta}{2} \gamma_2 - \frac{i\varphi}{2} \right) \bar{\epsilon}_o.
\end{align*}
(C.9) (C.10)

The spinor bilinears constructed out of these spinors take the form

\begin{align*}
\bar{\epsilon}\epsilon &= \bar{\epsilon}_o\epsilon_o \cos \theta, \\
\xi &= -\frac{1}{r}\bar{\epsilon}_o\epsilon_o \frac{\partial}{\partial \varphi}, \\
\alpha &= -\frac{1}{2r}\bar{\epsilon}_o\epsilon_o.
\end{align*}
(C.11) (C.12) (C.13)

\section{C.2 SUSY Saddle Point Equations}

Since after localization, only supersymmetric configurations can contribute, we write $Qf = 0$ for all fermionic fields, with $Q$ parametrized by the particular choice of $\epsilon$ and $\bar{\epsilon}$ we just derived. Let us fix the relative normalization of $\epsilon_o$ and $\bar{\epsilon}_o$ such that

\begin{equation}
\bar{\epsilon}_o = -i\gamma^3\epsilon_o
\end{equation}
(C.14)

\textsuperscript{44}See appendix A.
We thus obtain the explicit expressions

\[ \epsilon = e^{i\varphi/2} \left( \cos \frac{\theta}{2} - i \sin \frac{\theta}{2} \gamma^\beta \right) \epsilon_0 \]
\[ \bar{\epsilon} = e^{-i\varphi/2} \left( \sin \frac{\theta}{2} - i \cos \frac{\theta}{2} \gamma^\beta \right) \epsilon_0 \]  

(C.15)

\[ \gamma^1 \epsilon = e^{i\varphi/2} \left( \sin \frac{\theta}{2} - i \cos \frac{\theta}{2} \gamma^\beta \right) \epsilon_0 \]
\[ \bar{\gamma}^1 \epsilon = e^{-i\varphi/2} \left( \cos \frac{\theta}{2} - i \sin \frac{\theta}{2} \gamma^\beta \right) \epsilon_0 \]  

(C.16)

\[ \gamma^2 \epsilon = e^{i\varphi/2} \left( -i \sin \frac{\theta}{2} + \cos \frac{\theta}{2} \gamma^\beta \right) \epsilon_0 \]
\[ \bar{\gamma}^2 \epsilon = e^{-i\varphi/2} \left( -i \cos \frac{\theta}{2} + \sin \frac{\theta}{2} \gamma^\beta \right) \epsilon_0 \]  

(C.17)

\[ \gamma^3 \epsilon = e^{i\varphi/2} \left( \cos \frac{\theta}{2} + i \sin \frac{\theta}{2} \gamma^\beta \right) \epsilon_0 \]
\[ \bar{\gamma}^3 \epsilon = e^{-i\varphi/2} \left( \sin \frac{\theta}{2} + i \cos \frac{\theta}{2} \gamma^\beta \right) \epsilon_0 \]  

(C.18)

Thanks to those expressions for various gamma matrices acting on our conformal Killing spinors, \( \delta \lambda = 0 \) and \( \delta \bar{\lambda} = 0 \) may be written as

\[ 0 = \delta \lambda = \left[ \sin \frac{\theta}{2} (iV_1 + V_2) + i \cos \frac{\theta}{2} (V_3 + iD) \right] e^{i\frac{\varphi}{2}} \epsilon_0 \]
\[ + \left[ \cos \frac{\theta}{2} (V_1 + iV_2) - \sin \frac{\theta}{2} (V_3 - iD) \right] e^{i\frac{\varphi}{2}} \gamma^2 \epsilon_0 \]  

(C.19)

\[ 0 = \delta \bar{\lambda} = \left[ \cos \frac{\theta}{2} (i\bar{V}_1 + \bar{V}_2) + i \sin \frac{\theta}{2} (\bar{V}_3 - iD) \right] e^{-i\frac{\varphi}{2}} \epsilon_0 \]
\[ + \left[ \sin \frac{\theta}{2} (\bar{V}_1 + i\bar{V}_2) - \cos \frac{\theta}{2} (\bar{V}_3 + iD) \right] e^{-i\frac{\varphi}{2}} \gamma^2 \epsilon_0. \]  

(C.20)

while \( \delta \psi = 0 \) and \( \delta \bar{\psi} = 0 \) yields

\[ 0 = \delta \psi = i \left[ \sin \frac{\theta}{2} (D_\phi - ie^{-i\varphi} F) + \cos \frac{\theta}{2} \left( \sigma_1 - i \sigma_2 + \frac{q}{2r} \right) \phi \right] e^{i\frac{\varphi}{2}} \epsilon_0 \]
\[ + \left[ \cos \frac{\theta}{2} (D_\phi + ie^{-i\varphi} F) + \sin \frac{\theta}{2} \left( \sigma_1 + i \sigma_2 - \frac{q}{2r} \right) \phi \right] e^{i\frac{\varphi}{2}} \gamma^2 \epsilon_0, \]  

(C.21)

\[ 0 = \delta \bar{\psi} = i \left[ \cos \frac{\theta}{2} (D_\bar{\phi} - ie^{i\varphi} \bar{F}) + \sin \frac{\theta}{2} \bar{\phi} \left( \sigma_1 + i \sigma_2 + \frac{q}{2r} \right) \right] e^{-i\frac{\varphi}{2}} \epsilon_0 \]
\[ + \left[ \sin \frac{\theta}{2} (D_\bar{\phi} + ie^{i\varphi} \bar{F}) + \cos \frac{\theta}{2} \bar{\phi} \left( \sigma_1 - i \sigma_2 + \frac{q}{2r} \right) \right] e^{-i\frac{\varphi}{2}} \gamma^2 \epsilon_0. \]  

(C.22)

Here \( D_\pm = D_1 \pm iD_2 \) and for future reference, we define \( \sigma_\pm = \sigma_1 \pm i \sigma_2 \). Since \( \epsilon_0 \) and \( \gamma^2 \epsilon_0 \) are linearly independent, each square bracket must vanish separately. Using the reality conditions

\[ A^\dagger_i = A_i \quad \bar{\phi}^\dagger = \phi \]
\[ \sigma_\pm^\dagger = \sigma_\mp \quad \bar{F}^\dagger = F \]  

(C.23)
we can write the equations as
\[
\sin \frac{\theta}{2} D_{\pm} \sigma_{\pm} + \cos \frac{\theta}{2} \left( F_{i2} + \frac{\sigma_1}{r} \pm iD \mp i[\sigma_1, \sigma_2] \right) = 0 \tag{C.24}
\]
\[
\cos \frac{\theta}{2} D_{\pm} \sigma_{-} - \sin \frac{\theta}{2} \left( F_{i2} + \frac{\sigma_1}{r} - iD \pm i[\sigma_1, \sigma_2] \right) = 0
\]
\[
\sin \frac{\theta}{2} \left( D_{\pm} \phi \pm ie^{-i\varphi} F \right) + \cos \frac{\theta}{2} \left( \sigma_{\pm} + \frac{q}{2r} \right) \phi = 0 \tag{C.25}
\]
\[
\cos \frac{\theta}{2} \left( D_{\pm} \phi \pm ie^{-i\varphi} F \right) + \sin \frac{\theta}{2} \left( \sigma_{\pm} - \frac{q}{2r} \right) \phi = 0.
\]

Taking linear combinations of each set of these equations and using the reality conditions, we obtain the desired SUSY equations
\[
D_2 \sigma_1 = D_2 \sigma_2 = D_1 \sigma_2 = 0 \quad \text{Re } D = [\sigma_1, \sigma_2] = 0
\]
\[
D_1 \sigma_1 - \text{Im } D \sin \theta = 0 \quad F_{i2} + \frac{\sigma_1}{r} - \text{Im } D \cos \theta = 0, \tag{C.26}
\]
\[
\cos \frac{\theta}{2} D_{\pm} \phi + \sin \frac{\theta}{2} \left( \sigma_1 - \frac{q}{2r} \right) \phi = 0 \quad \sigma_2 \phi = 0
\]
\[
\sin \frac{\theta}{2} D_{\pm} \phi + \cos \frac{\theta}{2} \left( \sigma_1 + \frac{q}{2r} \right) \phi = 0 \quad F = 0. \tag{C.27}
\]

C.3 Q-Supersymmetric Field Configurations

To compute the path integral using localization on supersymmetric configurations, we need to find the space of solutions of equations (C.26) and (C.27).

Let us first analyze the vector multiplet field equations.

For concreteness, we choose the coordinate patch \(0 < \theta < \pi\), where we can gauge away the \(d\theta\)-component of the gauge field\(^{45}\). The general solution to (C.26) takes the form
\[
A = r \sigma_1 \cos \theta \, d\varphi, \quad \sigma_1 = \sigma_1(\theta), \quad \sigma_2 = \sigma_2(\varphi). \tag{C.28}
\]

Imposing the chiral multiplet supersymmetry equations (C.27) and plugging in the above form for the vector multiplet fields we obtain
\[
\left( \sin \theta \, \partial_{\varphi} + \frac{q}{2} \cos \theta + \sigma_1 \right) \phi = 0 \quad F = 0 \quad \left( \partial_{\varphi} + \frac{q}{2} \right) \phi = 0 \quad (\sigma_2 + m) \phi = 0 \tag{C.29}
\]

where we have also included the mass term which, as explained in section 2 is just a shift in \(\sigma_2\) by a diagonal matrix valued in the flavor symmetry group. For generic values of \(R\)-charges \(q\), the only solution of the above equations which is periodic in \(\varphi\) is
\[
\phi = 0. \tag{C.30}
\]

\(^{45}\)Every 1-form \(w = w_\theta d\theta\) on \(S^2\) is, up to \(d\varphi\) terms, closed and therefore exact – since the \(H^1(S^2) = 0\).
Consequently, in the absence of effective Fayet-Iliopoulos parameters, the reality conditions necessary for having a convergent path integral constrain the vector multiplet auxiliary field to vanish, \textit{i.e.}
\[ \text{Im } D = -g^2 \phi \bar{\phi} = 0. \] (C.31)

The vanishing of the auxiliary field in turn forces \( \sigma_1 \) to be a constant and the general solution to the supersymmetry equations (C.26) and (C.27) takes the form
\[ A = \frac{B}{2} (\kappa - \cos \theta) d\varphi \quad \sigma_1 = -\frac{B}{2r} \]
\[ \sigma_2 = a \quad D = 0 \]
\[ \phi = \bar{\phi}^\dagger = 0 \quad F = \bar{F}^\dagger = 0 \] (C.32)

where \( \delta A = \frac{\kappa B}{2} d\varphi \) is the appropriate gauge transformation to extend the solution to the coordinate patches including the north pole (with \( \kappa = 1 \)) or the south pole (where \( \kappa = -1 \)). We conclude that for general \( R \)-charge assignments, \( \mathcal{F}_0 \) – the space of smooth solutions to the supersymmetry fixed point equations – is parametrized by two constant matrices, \( a \) & \( B \), where \( B \) is further constrained by the first Chern class quantization to take integer values.

We note in passing that for special values of the \( R \)-charges, there exist non-trivial solutions to the chiral multiplet supersymmetry equations which take the form
\[ \phi = e^{\frac{1}{2} (\kappa B - q) \varphi} \left( \frac{\sin \frac{\varphi}{2}}{\cos \frac{\varphi}{2}} \right)^{\frac{B - q}{r}} \phi_o, \quad \text{subject to} \quad (a + m) \phi_o = 0. \] (C.33)

\section*{D One-Loop Determinants}

Here we present the computation of the one-loop determinants in the localization computation of the partition function. Our starting point is the quadratic part of the vector and chiral multiplet actions (2.4) and (2.10) in the background (3.26) with the addition of the
gauge fixing ghosts $\bar{c}, c$ and the Lagrange multiplier $b$. The various terms are

\begin{align}
S_{b, \text{v.m.}} &= \int d^2 x \sqrt{h} \text{Tr} \left\{ A^i \left( M^2 + \frac{1}{r^2} \right) A_i + \frac{i}{2r^2} \varepsilon_{ij} A^i [B, A^j] + \frac{2}{r} \sigma_1 \varepsilon^{ij} D_i A_j \right. \\
&\quad + \sigma_1 \left( M^2 + \frac{1}{r^2} \right) \sigma_1 + \sigma_2 M^2 \sigma_2 + D^2 - G^2 \left\} , \quad (D.1) \\
S_{f, \text{v.m.}} &= \int d^2 x \sqrt{h} \text{Tr} \left\{ \bar{\lambda} \left( i \partial - \frac{i}{2r} [B, \cdot] + \gamma^3 [a, \cdot] \right) \lambda \right\} , \quad (D.2) \\
S_{\text{ghost}} &= \int d^2 x \sqrt{h} \text{Tr} \left\{ \bar{c} M^2 c - b \mathcal{G}(A_i, \sigma_1, \sigma_2) \right\} , \quad (D.3) \\
S_{b, \text{c.m.}} &= \int d^2 x \sqrt{h} \left\{ \bar{\phi} \left( M^2 + \frac{i}{r} q - \frac{1}{4} \frac{a^2 - 2q}{4r^2} \right) \phi + \bar{F} F \right\} , \quad (D.4) \\
S_{f, \text{c.m.}} &= \int d^2 x \sqrt{h} \left\{ \bar{\psi} \left( - i \partial - \frac{i}{2r} B - \left( a + \frac{iq}{2r} \right) \gamma^3 \right) \psi \right\} , \quad (D.5)
\end{align}

where $\mathcal{G}$ is the gauge fixing condition corresponding to the choice of gauge

\begin{align}
\mathcal{G}(A_i, \sigma_1, \sigma_2) = D_i A^i + \frac{i}{2r} [B, \sigma_1] - i [a, \sigma_2] = 0 , \quad (D.6)
\end{align}

and $M^2$ is given by

\begin{align}
M^2 = - D_i^2 + \frac{1}{4r^2} B^2 + a^2 , \quad (D.7)
\end{align}

where $a$ and $B$ act in the appropriate representations. We note that (D.6) is the background gauge field choice $D_M A^M = 0$ in four dimensions dimensionally reduced to two dimensions. This choice simplifies computations considerably.

The integral over $b$ imposes the background field gauge (D.6) while integrating out the auxiliary fields $D$ and $F$ yields a trivial factor. We now analyze the rest.

## D.1 Dirac Operator in Monopole Background

Before computing the one-loop determinant contribution of fermionic fields, let us first derive the spectrum of the Dirac operator in the background (3.26). Since the index of the Dirac operator, acting in the representation $R$ of the gauge algebra, is given by

\begin{align}
\text{ind}(\slashed{\partial}) = \frac{1}{2\pi} \int_{S^2} \text{Tr} F = \text{Tr} B , \quad (D.8)
\end{align}

we anticipate $|\text{Tr} B|$ zero-modes. Excluding these modes, we may diagonalize the Dirac operator using spinor monopole harmonics. For each weight $w$ of the representation $R$ and
each mode \((J, m)\) such that \(J > |B_w|/2\) and \(-J \leq m \leq J\) we have

\[
(i \slashed{\partial})_{J,m} = \begin{pmatrix}
\lambda_{Jm} & 0 \\
0 & -\lambda_{Jm}
\end{pmatrix}
\]  

(D.9)

since \(i \slashed{\partial}\) is traceless. The spectrum of \(i \slashed{\partial}\) can easily be derived from the spectrum of \(-\slashed{\partial}^2\) when expressed in terms of the scalar Laplacian

\[
(i \slashed{\partial})^2 = \begin{pmatrix}
-(D_i^-)^2 + \frac{1-B_w}{2r^2} & 0 \\
0 & -(D_i^+)^2 + \frac{1+B_w}{2r^2}
\end{pmatrix}.
\]

(D.10)

Here \((D_i^\pm)^2 \equiv (\partial_i - i\frac{B_w \pm 1}{2} \omega_i)^2\) denotes the scalar Laplacian in the monopole background with monopole charge \(\frac{B_w \pm 1}{2}\). The connection \(\omega_i\) is expressed in terms of the spin connection (A.5) as \(\omega_i = \omega_i^{\hat{1}\hat{2}}\). In the rest of this subsection, we drop the subscript in \(B_w\) to avoid cluttering the notation.

The eigen-value of the scalar Laplacian in the \((J, m)\) mode is given by

\[
-(D_i^\pm)^2_{J,m} = \frac{J(J+1)}{r^2} - \frac{(B \pm 1)^2}{4r^2},
\]

(D.11)

where \(J\) runs from \(\frac{|B\pm 1|}{2}\) to \(\infty\) in integer steps and the multiplicity in each mode is \(2J+1\). Using this expression for the eigenvalues and the relation between the eigenvalues of the scalar Laplacian, which can be easily read off from (D.9) and (D.10), we conclude that the spectrum of the Dirac operator consists of

\[
0, \quad \text{with multiplicity } |B|; \\
\pm \sqrt{\frac{(J + \frac{1}{2})^2 - \frac{(B^2)}{2}}{r^2}}, \quad J = \frac{|B| + 1}{2}, \ldots \quad \text{with multiplicity } 2J+1,
\]

(D.12)

(D.13)

We also note that the fermionic zero-modes are spinors of a definite chirality, which depends on the sign of \(B\).

### D.2 Chiral Multiplet Determinant

Using the spectrum of the Dirac operator we just derived, we can easily compute the fermionic determinant of the chiral multiplet. First, note that \(\gamma^3\) anticommutes with \(\slashed{\partial}\), hence, a shift
in $\mathcal{D}$ by $\gamma^3$ results in a shift in the square of the eigenvalues. Therefore, we have

$$\det \Delta_{\text{c.m.}} = \det \left[ -i\mathcal{D} - \frac{iB}{2r} - \left( a + \frac{iq}{2r} \right) \gamma^3 \right]$$

$$= \prod_w (-i)^{B_w} \left( \frac{q + |B_w|}{2r} - ia_w \right)^{|B_w|}$$

$$\times \prod_{J=\frac{|B_w|+1}{2}}^{\infty} \left[ -\left( \frac{B_w}{2r} \right)^2 \right] - \left( \frac{(J + \frac{1}{2})^2 - (\frac{B_w}{2r})^2}{r^2} + \left( a_w + \frac{iq}{2r} \right)^2 \right) ]^{2J+1}$$

$$= \prod_w (-i)^{B_w} \prod_{J=0}^{\infty} \left[ \left( \frac{J + 1}{r} + \frac{|B_w| + q}{2r} - ia_w \right)^{2J+|B_w|} \right]$$

$$\times (-1)^{|B_w|} \left( \frac{J + 1}{r} + \frac{|B_w| - q}{2r} + ia_w \right)^{2J+|B_w|+2}. \quad (D.15)$$

Here we have used the notation $x_w \equiv x \cdot w$, where $w$ are the weights of the representation $R$ under which the chiral multiplet transforms.

The bosonic determinant may be written as

$$(\det \Delta_{\text{b.}})^{1/2} = \prod_w \prod_{J=\frac{|B_w|}{2}}^{\infty} \left[ \left( \frac{J + \frac{1}{2}}{r} \right)^2 + \left( a_w + \frac{q - 1}{2r} \right)^2 \right]^{2J+1}$$

$$= \prod_w \prod_{J=0}^{\infty} \left[ \left( \frac{J}{r} + \frac{|B_w| + q}{2r} - ia_w \right) \cdot \left( \frac{J + 1}{r} + \frac{|B_w| - q}{2r} + ia_w \right) \right]^{2J+|B_w|+1}.$$ \quad (D.16)

Putting the two together we have the one-loop contribution from the chiral multiplet fields:

$$Z_{\text{one-loop}}^{\text{c.m.}}(a, B, m) = \prod_{w \in R} (-i)^{B_w} \prod_{J=0}^{\infty} (-1)^{|B_w|} \left[ \frac{J + 1 + \frac{|B_w| - q}{2} + i\frac{r}{2}a_w}{J + \frac{|B_w| + q}{2} - i\frac{r}{2}a_w} \right]. \quad (D.17)$$

These infinite products can be regularized using Euler’s gamma function

$$\frac{1}{\Gamma(z)} = \left[ \prod_{J=0}^{\infty} (z + J) \right]_{\text{reg}} \quad \text{(D.18)}$$

to yield, in the presence of a twisted mass $m$ introduced by shifting $a \rightarrow a + m$

$$Z_{\text{one-loop}}^{\text{c.m.}}(a, B, m) = \prod_{w \in R} (-i)^{B_w} (-1)^{|B_w|/2} \frac{\Gamma\left( \frac{q}{2} - i\frac{r}{2}(a_w + m) + \frac{|B_w|}{2} \right)}{\Gamma\left( 1 - \frac{q}{2} + i\frac{r}{2}(a_w + m) + \frac{|B_w|}{2} \right)}. \quad (D.19)$$
The chiral multiplet determinant has a pole when $a + m$ has a zero and $q$ is a non-positive integer. More precisely, there is a pole whenever $|B| \leq -q$ with $B - q$ even when acting on $\phi$. These poles are due to the zero modes found in (3.28), which exist precisely under these conditions. In evaluating the determinant for these tuned values of $q$, the zero modes must be excluded, thus yielding a finite result.

### D.3 Vector Multiplet Determinant

The fermion contribution to the vector multiplet one-loop determinant is the same as that of a chiral multiplet in the adjoint representation with $R$-charge $q = 0$. It is given by

$$
\det \Delta^{v.m.}_q = \prod_{\alpha \in \Delta}(-i)^{B_\alpha} \prod_{J=0}^{\infty}(-1)^{|B_\alpha|} \left( \frac{J + 1 + |B_\alpha|}{2r} + \frac{|B_\alpha|}{2r} \right)^{2J + |B_\alpha| + 2} \left( \frac{J + 1 + |B_\alpha|}{2r} + i\alpha_\alpha \right)^{2J + |B_\alpha| + 2}
$$

$$
= \prod_{\alpha \in \Delta_+} \prod_{J=0}^{\infty} \left\{ \left( \frac{J + 1 + |B_\alpha|}{2r} + \alpha_\alpha^2 \right)^{2J + |B_\alpha|} + \left( \frac{J + 1 + |B_\alpha|}{2r} + a_\alpha^2 \right)^{2J + |B_\alpha|} \right\}. \quad (D.20)
$$

where $\alpha \in \Delta_+$ are the positive roots of the Lie algebra of $G$.

In order to compute the contribution from the bosonic fields, we need to write down the mode expansion of the fields. For the scalars fields $\sigma_1$ and $\sigma_2$, we may use the expansion in the standard scalar monopole harmonics

$$
\sigma^\alpha_s = \sum_{J=\frac{|B_\alpha|}{2}}^{\infty} \sum_{m=-J}^{J} \frac{1}{r} \sigma^{\alpha}_{s,J,m} \frac{|B_\alpha|}{2} Y_{J,m}
$$

where we have introduced a factor of $\frac{1}{r}$ for normalization and $s = 1, 2$. As for the gauge field, the mode expansion is much more subtle. A basis of monopole vector spherical harmonics is given in [53]. Expanding the gauge field in this basis we find

$$
A^\alpha_i = \sum_{\lambda=\pm} \sum_{J=J_0}^{\infty} \sum_{m=-J}^{J} A^{\alpha,\lambda}_{J,m} \left( C^\lambda_{J,m} \right)_i, \quad (D.22)
$$

where $J_0^+ = \frac{|B_\alpha|}{2} + 1$ for $\frac{|B_\alpha|}{2} \geq 1$ and $J_0^- = \frac{|B_\alpha|+1}{2} = 1 + \frac{1}{2}$ otherwise. The reality condition on the gauge field then implies $A^-_\alpha = A^*_\alpha$ and for scalars $\sigma_{s,-\alpha} = \sigma_{s,\alpha}^*$. The explicit form of \( C^\lambda_{J,m} \) is not necessary for our computation and will be omitted here. All we need are
some basic properties of the basis elements which are

\[ \delta^\gamma_j \delta^\nu_m = \int d^2 x \sqrt{h} \left( C_{J,J',m'}^{\gamma, \nu} \right)^* \left( C_{J,J,m}^\lambda \right), \]  
(D.23)

\[-D_j^2 \left( C_{J,J,m}^\lambda \right)^* = \frac{1}{r^2} \left[ J(J+1) - \left( \frac{|B_\alpha|}{2} - \lambda \right)^2 \right] \left( C_{J,J,m}^\lambda \right), \]  
(D.24)

\[ D_i \left( C_{J,J,m}^{\lambda, \nu} \right)^* = -\frac{1}{\sqrt{2}r^2} \sqrt{J(J+1)} - \frac{|B_\alpha|}{2} \left( \frac{|B_\alpha|}{2} - \lambda \right) Y_{J,J,m}^{|B_\alpha|}, \]  
(D.25)

\[ i \epsilon_{ij} \left( C_{J,J,m}^{\lambda, \nu} \right)^j = -\lambda \left( C_{J,J,m}^{\lambda, \nu} \right)_i. \]  
(D.26)

Using the above expansion for the gauge field and the scalars and performing the integral over \( S^2 \), the bosonic part of the vector multiplet action in (D.1) can be written as

\[ S_{b.m}^v \sim \sum_{\lambda = \pm} \sum_{J = \frac{|B_\alpha|}{2}} \sum_{m = -J}^\infty J^{-\alpha, \lambda} \left[ \frac{J(J+1)}{r^2} + a_\alpha^2 + \lambda \frac{|B_\alpha|}{2r^2} \right] A_{J,J,m}^{\alpha, \lambda} \]

\[ -\sum_{\lambda = \pm} \sum_{J = \frac{|B_\alpha|}{2}} \sum_{m = -J}^\infty J^{-\alpha, \lambda} \frac{\lambda}{J(J+1)} \frac{1}{\lambda} \sqrt{2} \frac{\sqrt{J(J+1) - \frac{|B_\alpha|}{2} \left( \frac{|B_\alpha|}{2} - \lambda \right)}}{r^2} \left[ \frac{J(J+1)}{r^2} + a_\alpha^2 + \lambda \frac{|B_\alpha|}{2r^2} \right] A_{J,J,m}^{\alpha, \lambda} \]

\[ + \sum_{s=1,2} \sum_{J = \frac{|B_\alpha|}{2}} \sum_{m = -J}^\infty J^{-\alpha, \lambda} \sigma_s^{\alpha, \lambda} \left[ \frac{J(J+1)}{r^2} + a_\alpha^2 + \frac{2 - s}{r^2} \right] \sigma_s^{\alpha, J,J,m} , \]

where there is an implicit summation over all roots \( \alpha \in \Delta \).

In order to compute the determinant, it is best to break it down into three factors. The first one isolates the \( J = \frac{|B_\alpha|}{2} - 1 \) contribution, which is only non-trivial when \( \frac{|B_\alpha|}{2} - 1 \) is non-negative. In this case we have

\[ \det(\Delta_{b,1}^{v,m}) = \prod_{\alpha \in \Delta, |B_\alpha| \geq 2} \left( \frac{|B_\alpha|}{2r} \right)^{2} + \frac{|B_\alpha|}{r} \right). \]  
(D.27)

The second factor is

\[ \det(\Delta_{b,2}^{v,m}) = \frac{\det(M^2)}{\prod_{\alpha \in \Delta} \left[ \left( \frac{|B_\alpha|}{2r} \right)^2 + \frac{|B_\alpha|}{r} \right]^{2r+1}}. \]  
(D.28)

where the numerator is just the contribution of \( \sigma_2 \) and the denominator is a factor that we have included to shift the lowest mode of \( A^- \) (which has \( J = |B_\alpha|/2 + 1 \)). With this shift,
the rest of the determinant is given by

\[
\det(\Delta_{b,3}^{v.m.}) = \prod_{\alpha} \prod_{J = |B_\alpha|}^{\infty} \left| \begin{array}{ccc}
\frac{J(J+1) - |B_\alpha|}{r^2} + a_\alpha^2 & 0 & -i\frac{1}{\tau^2} \sqrt{\frac{J(J+1) - |B_\alpha|}{2}} \frac{|B_\alpha| + 1}{2} \\
0 & \frac{J(J+1) + |B_\alpha|}{r^2} + a_\alpha^2 & i\frac{1}{\tau^2} \sqrt{\frac{J(J+1) - |B_\alpha|}{2}} \\
-i\frac{1}{\tau^2} \sqrt{\frac{J(J+1) - |B_\alpha|}{2}} \frac{|B_\alpha| + 1}{2} & i\frac{1}{\tau^2} \sqrt{\frac{J(J+1) - |B_\alpha|}{2}} & \frac{J(J+1) + |B_\alpha|}{r^2} + a_\alpha^2
\end{array} \right|^{2J+1}
\]

\[
= \prod_{\alpha \in \Delta} \prod_{J = |B_\alpha|}^{\infty} \left[ \left( \frac{J(J+1)}{r^2} + a_\alpha^2 \right) \left( \frac{J(J+1)}{r^2} + a_\alpha^2 \right) \right]^{2J+1}.
\]

where

\[
\det(M^2) = \prod_{\alpha \in \Delta} \prod_{J = |B_\alpha|}^{\infty} \left[ \frac{J(J+1)}{r^2} + a_\alpha^2 \right]^{2J+1}.
\]

(D.29)

Note the shift in the lowest mode of $A^-$ at the top left component in the matrix. As we mentioned earlier, this a factor that we multiply and divide by hand to avoid isolating the $J = \frac{|B_\alpha|}{2}$ mode. Note also that in this case the off-diagonal terms $(1,3)$ and $(3,1)$ vanish.

Including the contribution from the ghosts – which is $\det(M^2)$ – the one-loop partition function of the vector-multiplet function becomes

\[
\frac{\det(\Delta_{b,3}^{v.m.})^{1/2}}{\det(M^2)} = \frac{\prod_{\alpha \in \Delta^+} \prod_{J = 0}^{\infty} \left[ \left( \frac{J+1}{r^2} + a_\alpha^2 \right) \left( \frac{J+1}{r^2} + a_\alpha^2 \right) \right]^{2J+|B_\alpha|+1}}{\prod_{\alpha \in \Delta^+} \left[ \left( \frac{B_\alpha}{2r^2} \right)^2 + a_\alpha^2 \right]^{|B_\alpha|} \prod_{\alpha \in \Delta^+, |B_\alpha| \geq 2} \left[ \left( \frac{B_\alpha}{2r^2} \right)^2 + a_\alpha^2 \right]^{-|B_\alpha|+1}}
\]

\[
= \det(\Delta_{f}^{v.m.}) \cdot \prod_{\alpha \in \Delta^+} \left[ \left( \frac{B_\alpha}{2r^2} \right)^2 + a_\alpha^2 \right]^{|B_\alpha|} \prod_{\alpha \in \Delta^+, |B_\alpha| \geq 2} \left[ \left( \frac{B_\alpha}{2r^2} \right)^2 + a_\alpha^2 \right]^{1-|B_\alpha|}.
\]

(D.30)

Therefore, we find that

\[
Z_{\text{one-loop}}^{v.m.}(a, B) = \prod_{\alpha \in \Delta^+} \left[ \left( \frac{B_\alpha}{2r^2} \right)^2 + a_\alpha^2 \right] .
\]

(D.31)
E  One-Loop Running of FI Parameter

Consider a two dimensional $\mathcal{N} = (2,2)$ gauge theory with a $U(1)$ gauge group factor in the presence of an FI parameter $\xi$. When the sum of the $U(1)$ charges of the chiral multiplets $Q = \sum_i Q_i$ is non-vanishing, the FI parameter gets renormalized according to

$$\xi(\mu) = \xi + \frac{1}{2\pi} \sum_j Q_j \ln \left( \frac{\mu}{M_{UV}} \right). \quad (E.1)$$

In our localization computation, some care has been taken to regularize the theory in a $Q$-invariant way. We accomplish this by introducing an “expectator” chiral multiplet of charge $-Q$, mass $M$, and $R$-charge $q = 0$. In this enriched theory the FI parameter does not run. However, we recover the original theory by decoupling the expectator chiral multiplet by taking its mass $M$ to be large. We now demonstrate by analyzing the one-loop determinant of the expectator chiral multiplet that this yields the running of the FI parameter with $M_{UV} = M$ and $\mu = 1/r$.

The relevant one-loop determinant of the expectator chiral multiplet is

$$\ln Z_{\text{one-loop}}^{c.m.}(a, B, M) = \ln \left[ \frac{\Gamma\left( \frac{QB+q}{2} + irQa - irM \right)}{\Gamma\left( 1 + \frac{QB-q}{2} - irQa + irM \right)} \right] + O(1). \quad (E.2)$$

The asymptotic expansion of $\Gamma(z)$ with large imaginary argument is given by

$$\ln \Gamma(z) = \left( z - \frac{1}{2} \right) \ln z - z + O(1) \quad (E.3)$$

where the terms of order 1 depend on the sign of $\text{Im} z$ but are irrelevant for renormalization of $\xi$. Using this asymptotic form for large mass $M$ in (E.2) yields

$$\ln Z_{\text{one-loop}}^{c.m.}(a, B, M) \underset{rM \gg 1}{\simeq} 2irM \left( 1 - \ln rM \right) + (q - 1) \ln rM + 2irQa \ln rM \left( 1 - \ln rM \right) + (q - 1) \ln rM + 4\pi ira \frac{1}{2\pi} Q \ln \left( \frac{M}{\varepsilon} \right), \quad (E.4)$$

where $\varepsilon = \frac{1}{r}$. Note that the first two terms do not have any physical effect since they just rescale the partition function by an $a$-independent factor. The last term, however, combines with the on-shell classical piece of the action

$$\ln Z_0 \simeq -4\pi ira\xi \quad (E.5)$$

to account for the running of the FI parameter

$$\ln Z_0 \cdot Z_{\text{one-loop}}^{c.m.}(a, B, M) \simeq -4\pi ira\xi_{\text{ren}}, \quad (E.6)$$

with

$$\xi_{\text{ren}} = \xi + \frac{1}{2\pi} \sum_i Q_i \ln \left( \frac{\varepsilon}{M} \right). \quad (E.7)$$
F  Factorization for any $\mathcal{N} = (2,2)$ Gauge Theory

We repeat in this appendix in full generality the proof of section 4.2 that the partition function can be written as a finite sum of terms, each of which is a product of a holomorphic and an antiholomorphic functions of the complex parameter $\tau$ associated to each $U(1)$ gauge factor. We start from (4.19) with arbitrary gauge group $G$ and matter representation $R$, which we recall in a more compact form below as (F.6). The vector multiplet one-loop determinant in the original expression can be recast in terms of the one-loop determinant of an adjoint chiral multiplet with $iM = -1$ (in this appendix we take $r = 1$),

$$
\prod_{\alpha \in \Delta^+} \left[(\alpha \cdot a)^2 + \left(\frac{\alpha \cdot B}{2}\right)^2\right] = \prod_{\alpha \in \Delta^+} \frac{\Gamma(1 - i\alpha \cdot a + |\alpha \cdot B|/2)\Gamma(1 + i\alpha \cdot a + |\alpha \cdot B|/2)}{\Gamma(-i\alpha \cdot a + |\alpha \cdot B|/2)\Gamma(i\alpha \cdot a + |\alpha \cdot B|/2)}
$$

$$
= (-1)^{2\rho_B} \prod_{\alpha \in \Delta} (-1)^{(\alpha \cdot B)^+} \frac{\Gamma(1 - i\alpha \cdot a + |\alpha \cdot B|/2)}{\Gamma(i\alpha \cdot a + |\alpha \cdot B|/2)},
$$

(F.1)

where we introduced the Weyl element $\rho = \frac{1}{2} \sum_{\alpha \in \Delta^+} \alpha$ (signs cancel thanks to $\alpha \cdot B$ being integers and $\Delta = \Delta^+ \cup -\Delta^+$). The extra sign can be combined with the classical factor as

$$
\prod_{\text{abelian factors}} e^{-4\pi i \xi Tr a + i\theta Tr Bi} \prod_{\text{non-abelian factors}} e^{2\pi i \rho_B} = e^{2\pi i \tau \cdot (\alpha \cdot B/2)} e^{-2\pi i \tau \cdot (\alpha \cdot B/2)}
$$

(F.2)

where the (non-integer) weight $t$ depends holomorphically on the complexified parameters $\tau = \theta/(2\pi) + i\xi$ for each abelian factor in $G$:

$$
t = \sum_{\text{abelian factors}} \left(\frac{\theta}{2\pi} + i\xi\right) \text{Tr} + \sum_{\text{non-abelian factors}} \rho.
$$

(F.3)

Next we show that in the factor corresponding to one weight $w_I$ of the representation of a chiral multiplet $I$, the sign can be absorbed by modifying the arguments of Gamma functions,

$$
(-1)^{(w_I \cdot B)^+} \frac{\Gamma(-iM_I - iw_I \cdot a + |w_I \cdot B|/2)}{\Gamma(1 + iM_I + iw_I \cdot a + |w_I \cdot B|/2)} = \frac{\Gamma(-iM_I - iw_I \cdot a - w_I \cdot B/2)}{\Gamma(1 + iM_I + w_I \cdot a - w_I \cdot B/2)}.
$$

(F.4)

When $w_I \cdot B$ is negative, this identity is trivial, while for positive (integer) $w_I \cdot B$ it results from Euler’s identity $\Gamma(x)\Gamma(1-x) = \pi/|\sin \pi x|$ and anti-periodicity of the sine function,

$$
(-1)^{w_I \cdot B} \pi/\left[\sin \pi (-iM_I - iw_I \cdot a + w_I \cdot B/2)\right] = \pi/\left[\sin \pi (-iM_I - iw_I \cdot a - w_I \cdot B/2)\right].
$$

(F.5)

From this we deduce

$$
Z_{\text{Coulomb}}(M, t, \bar{t}) = \frac{1}{|W(G)|} \sum_B \int da e^{2\pi i \tau \cdot (\alpha + B/2)} e^{-2\pi i \tau \cdot (\alpha - B/2)}
$$

$$
\times \prod_{I, w_I} \frac{\Gamma(-iM_I - w_I \cdot (\alpha + B/2))}{\Gamma(1 + iM_I + w_I \cdot (\alpha - B/2))}.
$$

(F.6)
with a sum ranging over all GNO-quantized \( B \) (including gauge equivalent values), an integral ranging over the Cartan subalgebra \( t \), and a product over weights of the representation \( R \) in which the chiral multiplets transform, as well as weights of an additional adjoint representation for the vector multiplet determinant.

Just as we did in section 4.2 for the case of SQCD, we close each of the integration contours in a direction that depends on the matter content and the sign of \( \xi \) for each abelian gauge factor. Each factor in the integrand of \( Z \) has poles whenever the numerator Gamma function has a non-positive integer argument while the denominator one does not, namely when

\[
    iw_I \cdot a = -iM_I + |w_I \cdot B|/2 + n
\]

for some non-negative integer \( n \). Evaluating the \( N = \text{rank}(g) \) integrals in (F.6) yields a sum over common poles obeying (F.7) for \( N \) different choices of a flavor \( I \) and a weight \( w_I \), such that the chosen \( w_I \) span weight space.\(^{46}\)

Explicitly,

\[
    iw_j \cdot a = -iM_{p_j} + n_j + |w_j \cdot B|/2, \quad \text{for all } 1 \leq j \leq N. \tag{F.8}
\]

Note that the contours do not enclose all such combined poles. The combinations of flavors \( p_j \) and weights \( w_j \) over which we sum thus obey further constraints, such as restricting \( p_j \) to (anti)fundamental flavors in the case of SQCD. Those constraints are complicated to obtain in general, hence preventing this analysis from providing a fully explicit factorized expression of the partition function. However, they do not affect any of the analysis proving that factorization does indeed occur.

We introduce the dual basis to \( w_j \), given by elements \( \lambda_j \) of the Cartan subalgebra such that \( w_j \cdot \lambda_k = \delta_{jk} \). For every weight \( w \) that appears in the Coulomb branch expression, all \( w \cdot \lambda_j \) are rational, and

\[
    w = \sum_{j=1}^{N} (w \cdot \lambda_j) w_j. \tag{F.9}
\]

The partition function is expressed in terms of

\[
    w \cdot (ia \pm B/2) = \sum_{j=1}^{N} (w \cdot \lambda_j) (-iM_{p_j} + n_j + (w_j \cdot B)^\pm), \tag{F.10}
\]

where we use the notation \( (x)^\pm = (|x| \pm x)/2 \). Contrarily to the SQCD case where all \( w \cdot \lambda_j \) are 0 or \( \pm 1 \), the integers \( n_j \) and \( (w_j \cdot B)^\pm \) may not lead to integer shifts of \( w \cdot (ia \pm B/2) \) hence of the Gamma function arguments. This was a key ingredient in section 4.2 to extract the Pochhammer symbols in terms of which the partition function factorizes. We recover this fact by splitting the sums over \( n_j \) and \( w_j \cdot B \) depending on residues modulo the lowest

\(^{46}\)If the chosen \( w_I \) did not span weight space, the conditions (F.8) would not constrain \( a \) to a given element in the Cartan subalgebra.
common denominator $\mu_j$ of all $w \cdot \lambda_j$. Namely, for each $1 \leq j \leq N$ we use Euclidean division to write
\[ n_j + (w_j \cdot B)^\pm = k_j^\pm \mu_j + d_j^\pm, \quad (F.11) \]
with a quotient $0 \leq k_j^\pm$ and a remainder $0 \leq d_j^\pm < \mu_j$. Clearly, each choice of integers $k_j^\pm$ and $d_j^\pm$ in those ranges corresponds to integers $n_j$ and a vector $B$ in the Cartan subalgebra, determined by
\[ n_j = \min(k_j^+ \mu_j + d_j^+, k_j^- \mu_j + d_j^-) \quad (F.12) \]
\[ w_j \cdot B = k_j^+ \mu_j + d_j^+ - k_j^- \mu_j - d_j^- \quad (F.13) \]

However, the element $B$ thus constructed may not obey GNO quantization, which requires that for every weight $w$,
\[ w \cdot B = \sum_{j=1}^{N} (w \cdot \lambda_j)(w_j \cdot B) = \sum_{j=1}^{N} (w \cdot \lambda_j)(k_j^+ \mu_j + d_j^+ - k_j^- \mu_j - d_j^-) \quad (F.14) \]
is an integer. Since all $\mu_j(w \cdot \lambda_j)$ are integers, (F.14) reduces to a condition on $d_j^\pm$, only, with no restriction on $k_j^\pm \geq 0$.

Hence, the sums over $n$ and $B$ split into a sum over (allowed combinations of) degeneracy parameters $d_j^\pm$, and a sum over vortex parameters $k_j^\pm$. We have thus expressed the partition function as
\[ Z(m, t, \check{t}) = \sum_{\{p_j, \mu_j\}} \sum_{\{d_j^\pm\}} \sum_{k_j^\pm \geq 0} \text{res} \left[ e^{2\pi i \sum_{j=1}^{N}(t \cdot \lambda_j)(-iM_{p_j} + d_j^+ + k_j^+ \mu_j)} e^{-2\pi i \sum_{j=1}^{N}(\check{t} \cdot \lambda_j)(-iM_{p_j} + d_j^- + k_j^- \mu_j)} \times \prod_{I, w_I} \frac{\Gamma(-iM_I - \sum_{j=1}^{N}(w_I \cdot \lambda_j)(-iM_{p_j} + d_j^+ + k_j^+ \mu_j))}{\Gamma(1 + iM_I + \sum_{j=1}^{N}(w_I \cdot \lambda_j)(-iM_{p_j} + d_j^- + k_j^- \mu_j))} \right], \quad (F.15) \]
up to constant factors, and replacing the $N$ singular Gamma functions by their residue at that pole. The vorticities $k_j^\pm$ introduce integer shifts in the arguments of Gamma functions, indeed, by construction of $\mu_j$, all $\mu_j(w \cdot \lambda_j)$ are integers. This enables us to extract from the summand the factors that only depend on the choice of flavors, weights, and degeneracy parameters, $p_j, w_j,$ and $d_j^\pm$,
\[ Z_{\text{cl}} = e^{2\pi i \sum_{j=1}^{N}(t \cdot \lambda_j)(-iM_{p_j} + d_j^+)} e^{-2\pi i \sum_{j=1}^{N}(\check{t} \cdot \lambda_j)(-iM_{p_j} + d_j^-)} \quad (F.16) \]
\[ \text{res} Z_{\text{one-loop}} = \text{res} \prod_{I, w_I} \gamma \left( -iM_I - \sum_{j=1}^{N}(w_I \cdot \lambda_j)(-iM_{p_j} + d_j^+) \right), \quad (F.17) \]
where, once more, gamma functions should be replaced by their residue when appropriate.
The equivariant volume of the moduli space \( M \) reduces to a finite sum of factorized terms, \( N \) (and anti-vortex) configurations. For simplicity, we only consider the case of SQCD, the

\[
\sum_{k_j^+ \geq 0} \left[ e^{2\pi i \sum_{j=1}^N \mu_j(t_p \cdot \lambda_j)k_j^+} e^{-2\pi i \sum_{j=1}^N \mu_j(\bar{t}_p \cdot \lambda_j)k_j^-} \right] 
\prod_{I,w} \left( 1 + iM_I + \sum_{j=1}^N (w_I \cdot \lambda_j)(-iM_{p_j} + d_j^+) \right)^{N} \left( 1 + iM_I + \sum_{j=1}^N (w_I \cdot \lambda_j)(-iM_{p_j} + d_j^-) \right)^{N} \sum_{j=1}^N \mu_j(w_I \cdot \lambda_j)k_j^- \prod_{I,w} \left( 1 + iM_I + \sum_{j=1}^N (w_I \cdot \lambda_j)(-iM_{p_j} + d_j^+) \right)^{N} \left( 1 + iM_I + \sum_{j=1}^N (w_I \cdot \lambda_j)(-iM_{p_j} + d_j^-) \right)^{N} \sum_{j=1}^N \mu_j(w_I \cdot \lambda_j)k_j^+.
\]

The partition function reduces to a finite sum of factorized terms,

\[
Z(t, \bar{t}, M) = \sum_{(p_j, w_j)} \sum_{\{d_j\}} Z_{cl}(t, \bar{t}, M) \text{res } Z_{\text{one-loop}}(M) Z_{\text{vortex}}(t, M) Z_{\text{anti-vortex}}(\bar{t}, M),
\]

where each of the factors additionally depends on the choice of vacuum \( \{p_j, w_j, d_j^\pm\} \). This extends the result of section 4.2 to a general gauge group \( G \) and a general chiral multiplet representation \( R \) of \( G \).

### G Vortex Partition Function

We describe in this appendix the procedure used to evaluate the contribution from vortex (and anti-vortex) configurations. For simplicity, we only consider the case of SQCD, the two-dimensional \( \mathcal{N} = (2, 2) \) \( U(N) \) supersymmetric gauge theory with \( N_F \geq N \) fundamental chiral multiplets of masses \( (M_1, \ldots, M_{N_F}) \) and \( \tilde{N}_F \leq N_F \) anti-fundamental chiral multiplets of masses \( (\tilde{M}_1, \ldots, \tilde{M}_{N_F}) \). The flavour group is \( U(1)_{\text{anti-diag}} \times SU(N_F) \times SU(\tilde{N}_F) \), hence \( \sum_{s=1}^{N_F} M_s = \sum_{s=1}^{\tilde{N}_F} \tilde{M}_s \).

As we show in section 5, the presence of vortex/anti-vortex solutions requires the scalar field \( \sigma_2 \) to take specific values, labelled by a choice of \( N \) masses \( M_{p_1}, \ldots, M_{p_N} \). For such a choice of Higgs vacuum, the moduli space of solutions to the vortex equations (5.1) splits into discrete components \( \mathcal{M}_{\text{vortex}}^{(p_i)} \), where the vorticity \( k \) is defined by

\[
k = \frac{1}{2\pi} \int_{\mathbb{R}^2} \text{Tr } F.
\]

The equivariant volume of the moduli space \( \mathcal{M}_{\text{vortex}} \) can be expressed as a finite dimensional integral [4]. We denote by \( \textbf{M} \) the diagonal \( N \times N \) matrix with eigenvalues \( M_{p_i} \), by \( \text{M} \) the
diagonal matrix whose eigenvalues are masses of the other \(N_F - N\) (non-excited) fundamental chiral multiplets, and by \(\bar{\mathbf{M}}\) the matrix of anti-fundamental masses.

### G.1 Vortex Matrix Model

The moduli space \(\mathcal{M}_{\text{vortex}}^{(p_i),k}\) of configurations with \(k\) vortices admits an ADHM-like construction, which can be understood as the supersymmetric vacua of a certain gauged matrix model preserving two supercharges \([25, 29, 30]\). The relevant representations of the supersymmetry algebra can be obtained from the dimensional reduction of \(N = (2, 0)\) supersymmetry in two dimensions. This gauged matrix model involves one \(U(k)\) vector multiplet \(\Phi = (\varphi, \lambda, \bar{\lambda}, D)\), and is coupled to one adjoint chiral multiplet \(X = (X, \chi)\), \(N\) fundamental chiral multiplets \(I = (I, \mu)\), \(N_F - N\) anti-fundamental chiral multiplet \(J = (J, \nu)\) and \(\tilde{N}_F\) fundamental fermi multiplets \(\Xi = (\xi, G)\). The matrix model preserves three global symmetry groups \(U(1)_R, U(1)_J\) and \(U(1)_A\), which can be identified as the \(R\)-symmetry group, the rotational symmetry group \(J\) and the axial \(R\)-symmetry group of the given two-dimensional theory, respectively.

As mentioned before, \(U(1)_A\) may suffers from an axial anomaly. Under these three \(U(1)\) symmetry groups, the supercharges \(Q\) and \(\bar{Q}\) have charges \((-1, +1, -1)\) and \((+1, -1, -1)\). For later convenience, we summarize global and gauge charges of the matrix model variables in the table below.

|       | \(X\) | \(\chi\) | \(I\) | \(\mu\) | \(J\) | \(\nu\) | \(\xi\) | \(\bar{\varphi}\) | \(\bar{\lambda}\) | \(\bar{\lambda}\) |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| \(U(1)_R\) | 0 | -1 | 0 | -1 | 0 | -1 | -1 | 0 | -1 | +1 |
| \(U(1)_J\) | -2 | -1 | 0 | +1 | 0 | +1 | +1 | 0 | +1 | -1 |
| \(U(1)_A\) | 0 | -1 | 0 | -1 | 0 | -1 | +1 | 0 | +1 | -1 |

\(U(1)_\varepsilon\)

|       |       |       |       |       |       |       |
|-------|-------|-------|-------|-------|-------|
| -2 | -2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

\(U(k)\)

|       |       |       |       |       |       |
|-------|-------|-------|-------|-------|-------|
| \(\text{adj}\) | \(k\) | \(\bar{k}\) | \(k\) | \(\bar{k}\) | \(\text{adj}\) |

Here the \(U(1)_\varepsilon\) symmetry group can be identified as a twisted rotational symmetry group \(J + R/2\) of the two-dimensional theory. Note that the complex scalar field \(X\) represents the position of the \(k\) vortices while \(I\) and \(J\) represent orientation modes. The supersymmetric vacuum equation with a positive FI parameter \(r \sim 1/g^2 > 0\) is given by

\[
[X, X] + II\dagger - J\dagger J = r\mathbb{1}_k \\
\varphi I - I\bar{\mathbf{M}} = 0 \\
[J\varphi - \bar{\mathbf{M}}J = 0 \\
[\varphi, \bar{\varphi}] = 0 \\
[\varphi, X] = 0,
\]

(G.2)

where \(X\), \(I\) and \(J\) denote \(k \times k\), \(k \times N\) and \((N_F - N) \times k\) matrices. The choice of Higgs vacuum in the original two-dimensional gauge theory is encoded in the matrices \(\bar{\mathbf{M}}\) and \(\bar{\mathbf{M}}\). The solutions of (G.2) describe the moduli space \(\mathcal{M}_{\text{vortex}}^{(p_i),k}\) of \(k\) vortices, and the volume of the moduli space can be identified as the partition function of this matrix model.
G.2 Vortex Partition Function

Since the matrix model describing moduli space of vortices in $\mathbb{R}^2$ has an infinite volume, it must be modified by turning on a chemical potential associated to the twisted rotational symmetry group $U(1)$. The chemical potential $\varepsilon$ can be understood as the Omega deformation parameter in the given two-dimensional theory, which is the inverse radius of the sphere $S^2$.

In the context of the matrix model, the chemical potential can be introduced by weakly gauging $U(1)$, hence modifying (G.2) to the deformed supersymmetry vacuum equation

\[
[X, X^\dagger] + II^\dagger - J^\dagger J = r \mathbb{1}
\]

\[
\varphi I - I \tilde{M} = 0 \quad [\varphi, \tilde{\varphi}] = 0 \quad [\varphi, X] = \varepsilon X,
\]

and adding a new (deformed) fermion equation

\[
\varphi \xi + \xi \tilde{M} = 0.
\]

Due to the chemical potential $\varepsilon$, the space of vacua is reduced to isolated points, fixed points of supersymmetry.

We explain how to characterize such fixed points. Suppose without loss of generality that $\varepsilon$ is positive definite. One can show from the deformed supersymmetry vacuum equations that $J = 0$ and the $N$ chiral multiplets $I$ are each an eigenvector of the operator $\varphi$. More specifically, denoting by $|\alpha\rangle$ an eigenvector of the operator $\varphi$ with eigenvalue $\alpha$,

\[
I = |M_{p_1}\rangle \oplus \cdots \oplus |M_{p_N}\rangle.
\]

Then, the vector space of dimension $k$ on which $\varphi$ acts can be spanned by generators constructed by successive actions of $X$ on $|M_{p_i}\rangle$

\[
|M_{p_i} + l \varepsilon\rangle \overset{\text{def}}{=} X^l |M_{p_i}\rangle \quad (l = 0, 1, \ldots, k_i - 1),
\]

with $\sum_{i=1}^N k_i = k$. As a consequence, the fixed points are characterized by $N$ one-dimensional Young diagrams. The number of boxes $k_i$ of the $i$-th 1-d Young diagram determines the vorticity of the $i$-th $U(1)$ factor in the Cartan subalgebra of $U(N)$. The matrix components of $X$ are then determined using the first relation of (G.3).

The partition function of the matrix model can be reduced to a Gaussian integral around such fixed points. The results are nicely expressed as the following contour-integral expression [4,32]

\[
Z_{\vec{k}}(\{p_i\}, M, \tilde{M}) = \oint_{\Gamma_{\{p_i\}, k}} \prod_{l=1}^k \frac{d\varphi_l}{2\pi i} Z_{\text{vec}}(\varphi) \cdot Z_{\text{fund}}(M, \varphi) \cdot Z_{\text{anti-fund}}(\tilde{M}, \varphi)
\]
with

\[ Z_{\text{vec}}(\varphi) = \frac{1}{k!} \varepsilon^{k} \prod_{I \neq J}^{k} \frac{\varphi_{I} - \varphi_{J}}{\varphi_{I} - \varphi_{J} - \varepsilon} \]  

(G.8)

\[ Z_{\text{fund}}(M, \varphi) = \prod_{I=1}^{k} \prod_{s=1}^{N_{F}} \varphi_{I} - M_{s} \]  

(G.9)

\[ Z_{\text{anti-fund}}(\tilde{M}, \varphi) = \prod_{I=1}^{k} \prod_{s=1}^{\tilde{N}_{F}} \left( \varphi_{I} + \tilde{M}_{s} \right) , \]  

(G.10)

where the contour \( \Gamma_{\{p_{i}\},k} \) is chosen such that it encircles poles at

\[ \varphi_{I} = \varphi_{(i,l)} = M_{p_{i}} + (l - 1)\varepsilon \quad (l = 1, 2, \ldots, k_{i}) , \]  

(G.11)

which can be understood as the fixed points (G.6). The vortex partition function of the two-dimensional gauge theory in a specific choice of Higgs branch component \( \{p_{i}\} \) thus takes the form

\[ Z_{\text{vortex}}(\{p_{i}\}, M, \tilde{M}, z) = \sum_{k_{1} + \cdots + k_{N} = k} z^{[\vec{k}]} Z_{\vec{k}}(\{p_{i}\}, M, \tilde{M}) . \]  

(G.12)

The residues of (G.7) can be expressed as Pochhammer raising factorials \( (x)_{n} = x(x + 1) \cdots (x + n - 1) \) and the full vortex partition function of SQCD in the Higgs vacuum labelled by \( \{p_{i}\} \) is

\[ Z_{\text{vortex}} = \sum_{k_{1} + \cdots + k_{N} = k} z^{[\vec{k}]} \prod_{i=1}^{N} \prod_{s=1}^{N_{F}} \left( \frac{1}{\varepsilon} (M_{p_{i}} + \tilde{M}_{s}) \right)^{k_{i}} / \Gamma \left( 1 + i a_{i} + i M_{s} + |B_{i}|/2 \right) , \]  

(G.13)

where \( \vec{k}! = k_{1}! \cdots k_{N}! \).

\section{SU(N) Partition Function in Various Limits}

We prove first that the partition function on \( S^{2} \) of the \( \mathcal{N} = (2, 2) \) \( SU(N) \) gauge theory with \( N_{F} \) fundamental chiral multiplets obeys (7.3). The Coulomb branch representation of this partition function is

\[ Z_{SU(N)}(M) = \frac{1}{N!} \sum_{B_{1} + \cdots + B_{N} = 0} \int da_{1} \cdots da_{N-1} \left[ \prod_{i<j}^{N} \left( a_{i} - a_{j} \right)^{2} + \left( \frac{B_{i} - B_{j}}{2} \right)^{2} \right]^{N_{F}} \left( \frac{-1}{\Gamma(1 + i a_{i} + i M_{s} + |B_{i}|/2)} \right) \]  

(H.1)
The integral can be computed in the same way as the $U(N)$ partition function evaluated in section 4.2. It turns out that closing the contour for $a$ towards $i\infty$ or $-i\infty$ gives the same series representation of the partition function,

$$Z_{SU(N)}(M) = \frac{(2\pi)^{N-1}}{N!} \sum_{B_1+\cdots+B_N=0} \sum_{n_1,\ldots,n_{N-1} \geq 0} \sum_{p_1,\ldots,p_{N-1} = 1} (-1)^N \sum_{|B_i|/2} \left\{(1) \sum_{n_0} \right.$$  

\[
\begin{aligned}
&\cdot \prod_{j=1}^{N-1} \left[ (-1)^{n_j} \prod_{s \neq p_j}^{N_F} \Gamma(-iM_s + iM_{p_j} - n_j) \right] \\
&\cdot \prod_{s=1}^{N_F} \left[ \Gamma(-iM_s + \frac{1}{2} |B_N| + \sum_{j=1}^{N-1} (-iM_{p_j} + n_j + \frac{1}{2} |B_j|)) \right] \\
&\cdot \prod_{i<j<N} \left[ \left( \frac{B_i - B_j}{2} \right)^2 - \left( -iM_{p_i} + n_i + \frac{1}{2} |B_i| \right)^2 + iM_{p_j} - n_j - \frac{1}{2} |B_j| \right] \\
&\cdot \prod_{i<N} \left[ \left( \frac{B_i - B_N}{2} \right)^2 - \left( -iM_{p_i} + n_i + \frac{1}{2} |B_i| \right)^2 + \sum_{j=1}^{N-1} \left( -iM_{p_j} + n_j + \frac{1}{2} |B_j| \right)^2 \right] \right\} \right). 
\end{aligned}
\]

The argument of every Gamma function appearing in (H.2) is an integer shifted by a term of order $M$. We can thus expand each as a series in powers of $M$,

$$\Gamma(1+n+iM) = n!(1+O(M)) \quad \text{(H.3)}$$

$$\Gamma(-n+iM) = \frac{1}{iM} \frac{(-1)^n}{n!} (1+O(M)) \quad \text{(H.4)}$$

for any integer $n \geq 0$. Note that singularities arise from Gamma functions with non-positive (integer) arguments while positive arguments lead to a regular behavior.

Expanding all Gamma functions as power series in $M$, every term in (H.2) has the form

$$\sum_{p_1=1}^{N_F} \cdots \sum_{p_{N-1}=1}^{N_F} \left[ \prod_{j=1}^{N-1} \prod_{s \neq p_j}^{N_F} \frac{1}{M_{p_j} - M_s} \right] \text{ (series in powers of $M$)}, \quad \text{(H.5)}$$

except the term corresponding to $n_1 = \cdots = n_{N-1} = |B_1| = \cdots = |B_N| = 0$, which has an additional singular factor $1/(M_s + \sum_{j=1}^{N-1} M_{p_j})$. Since

$$\sum_{p=1}^{N_F} \left[ M_p^l \prod_{s \neq p}^{N_F} \frac{1}{M_p - M_s} \right] = \sum_{l_1,\ldots,l_{N_F} \geq 0} \sum_{l_1 + \cdots + l_{N_F} = l - N_{F} + 1} M_1^{l_1} \cdots M_{N_F}^{l_{N_F}} \quad \text{(H.6)}$$

is a polynomial for any integer $l \geq 0$ (zero if $l \leq N_F - 2$), the expression (H.5) is in fact a power series, hence is $O(1)$ at $M \to 0$. The same argument applied to the $n = B = 0$ term.
implies that all $M_p - M_s$ factors vanish from the denominator in this case as well, leaving only denominators of the form $M_s + \sum_{j=1}^{N-1} M_p$.

We have just shown that to order $O(1)$, only the term with $n = B = 0$ is relevant. We can thus rewrite (H.2) as

\[
Z_{SU(N)}(M) = \frac{(2\pi)^{N-1}}{N!} \sum_{p_1, \ldots, p_N = 1}^{N_F} \left\{ \prod_{i<j<N} (M_{p_i} - M_{p_j})^2 \prod_{j=1}^{N_F} \sum_{s \neq p_j} \Gamma(iM_{p_j} - iM_s) \right\} + O(1) \cdot \frac{\prod_{i<j<N} (M_{p_i} + \sum_{j=1}^{N-1} M_{p_j})}{\prod_{s=1}^{N_F} \Gamma(1 + iM_s + i\sum_{j=1}^{N-1} M_{p_j})} \prod_{i<j<N} \left( M_{p_i} + \sum_{j=1}^{N-1} M_{p_j} \right) \prod_{s=1}^{N_F} \Gamma(1 + iM_s + i\sum_{j=1}^{N-1} M_{p_j}) \right\} + O(1) .
\]

Terms where $p_i = p_j$ for $1 \leq i \neq j \leq N$ vanish because of the first product. We then use the relation $\Gamma(x) = \frac{1}{x} \Gamma(1 + x)$ to separate the singularities from some Gamma functions. This cancels some factors coming from the vector multiplet determinant, yielding

\[
Z_{SU(N)}(M) = \frac{(2\pi)^{N-1}}{N!} \sum_{1 \leq p_1 \ldots \neq p_{N-1} \leq N_F} \left\{ \prod_{i<j<N} \left[ iM_{p_i} + \sum_{j=1}^{N-1} iM_{p_j} \right] \right\} \prod_{p \neq \{p_1\}} \left[ (iM_s - i\sum_{j=1}^{N-1} M_{p_j}) \prod_{j=1}^{N-1} (iM_{p_j} - iM_s) \right] \prod_{j=1}^{N-1} \left[ iM_s - i\sum_{j=1}^{N-1} M_{p_j} \right] \right\} + O(1) ,
\]

where

\[
g(iM) = \frac{\Gamma(1 + iM)}{\Gamma(1 - iM)} = \exp \left( - 2\gamma(iM) - 2 \sum_{j=1}^{\infty} \frac{\zeta(2j + 1)}{(2j + 1)} (iM)^{2j+1} \right) = 1 + O(M) .
\]

Noting that the sums in (H.8) only involve $(N - 1)$ flavours $p_i$, we use the relation

\[
\prod_{s \neq \{p_1\}} \left[ iM_s - \sum_{j=1}^{N-1} iM_{p_j} \right] = \sum_{t \neq \{p_1\}} \left[ -iM_t - \sum_{j=1}^{N-1} iM_{p_j} \right] \prod_{s \neq \{p_1, t\}} \left[ iM_t - iM_s \right] \left( \prod_{i<j<N} \left[ iM_p + \sum_{j=1}^{N-1} iM_{p_j} \right] \right) \prod_{s=1}^{N_F} \Gamma(1 + iM_s + i\sum_{j=1}^{N-1} M_{p_j}) \right\} + O(1) .
\]

The ratios of $g$ have the form

\[
g(x) = g(x + i\sum_{p \in E} M_p) = 1 + \left[ \sum_{p \in E} iM_p \right] \left( \text{series in powers of } M \right) .
\]
All terms beyond the zeroth order have a factor of $\sum_{p \in E} M_p$, cancelling the corresponding pole in (H.11). Those terms thus only have poles of the form $1/(iM_p - iM_t)$, and we have proven earlier that those poles cannot remain. Thus, replacing the ratios (H.12) by 1 only changes the partition function by terms which are regular at $M \rightarrow 0$, in other words, $O(1)$ terms. The sum over $t$ in (H.11) is then

$$\frac{1}{N} \sum_{t \in E} \prod_{p \in E \setminus \{t\}} \frac{iM_p - iM_t + \sum_{s \in E} iM_s}{iM_p - iM_t} = \frac{1}{N} \sum_{s \in E} \frac{1}{iM_s} \int \frac{dz}{2\pi i} \prod_{p \in E} \frac{z + iM_p + \sum_{s \in E} iM_s}{z + iM_p} = 1.$$  

(H.13)

Inserting this result back into (H.11) gives (7.3), up to the normalization factor $(2\pi)^{N-1}$.

This concludes the proof of (7.3), which in turn implies that the partition function of the $SU(N)$ and $SU(N_F - N)$ theories, with a particular matching of the mass parameters, are equal at order $O(1)$ in the limit of small masses and $R$-charge.

For any given value of $N$ and $N_F$, the Gamma functions appearing in (H.2) can be expanded in power series using

$$\frac{(-1)^n \Gamma(x - n)}{\Gamma(1 - x + n + |B|)} \frac{1}{x} \prod_{j=1}^{n+|B|} [j - x] = \exp\left[-2\gamma x - \sum_{j=1}^{\infty} \frac{\zeta(2j+1)}{(2j+1)} x^{2j+1}\right].$$  

(H.14)

The partition function of the $SU(2)$ gauge theory with $N_F = 3$ fundamental chiral multiplets was computed in this manner up to order $O(M^2)$ and is, as expected, equal to the partition function of the theory of three free chiral multiplets, with masses given by (7.4). The signs coming from the chiral multiplet one-loop determinants (4.16) are crucial: the matching would otherwise fail with a difference of order 1.

The study of the $M \rightarrow 0$ limit which was just performed highlights the value of considering limits where the partition function has a pole.

The Gamma functions appearing in the series expression (H.2) of $Z_{SU(N)}(M)$ have poles at

$$iM_t - iM_u = k \geq 0 \quad \text{and} \quad \sum_{j=1}^{N} iM_{s_j} = k \geq 0,$$

(H.15)

(H.16)

where $k$ is an integer, and $t$, $u$ and $s_j$ are flavour indices. We ignore in this paper the poles (H.15): in fact, those poles cancel amongst the various terms in the full partition function, which is thus regular at $iM_t - iM_u = k$. We concentrate on the poles (H.16), labelled by a choice of $N$ chiral multiplets $E \subseteq \{1, \ldots, N_F\}$, $\#E = N$ and a total vorticity $k$. For definiteness, we choose $E = \{1, \ldots, N\}$, that is, $s_j = j$.

Since the $\mathcal{N} = (2,2)$ $SU(N)$ gauge theories with $N_F > N$ massless fundamental chiral multiplets flow to an infrared fixed point, the $R$-charge of each chiral multiplet should be
non-negative. However, note that \( \sum_{s=1}^{N} i M_s = k \geq 0 \) implies that the sum of the \( R \)-charges of the \( N \) chiral multiplets is \(-2k \leq 0\). Hence only the poles with \( k = 0 \) are in the physical parameter space. The poles corresponding to a non-zero vorticity \( k > 0 \) can however be reached by analytically continuing with respect to the complex masses \( M \).

The terms in (H.2) which are singular when \( \sum_{s=1}^{N} i M_s = k \) are precisely those for which \( 1 \leq p_1 \neq \ldots \neq p_{N-1} \leq N \), and for which the integer \( n_N \) defined by

\[
\sum_{i=1}^{N} \left( n_i + \frac{|B_i|}{2} \right) = k
\]  

is non-negative. As we will see, the number of such terms is finite. Defining \( p_N \) by \( \{p_1, \ldots, p_N\} = \{1, \ldots, N\} \), the residue of the partition function at this pole takes a symmetric form, where the Gamma functions involving sums of masses are recast in terms of the mass \( i M_{p_N} \). Following the same procedure as in section 4.2, we introduce the coordinates \( k_i^\pm = n_i + \frac{1}{2}|B_i| \pm \frac{1}{2}B_i \geq 0 \) which factorize the summand into two identical contributions, leading to the expression

\[
\text{res}_{i M_1 + \cdots + i M_N = k} Z_{SU(N)}(M) = (2\pi)^{N-1}(-1)^{N_F k} \left[ \prod_{p=1}^{N} \prod_{s=N+1}^{N_F} \gamma(-i M_s + i M_p) \right] [Z_k(\{1, \ldots, N\}, M)]^2
\]  

with

\[
Z_k(\{1, \ldots, N\}, M) = \sum_{k_1 + \cdots + k_N = k} \left[ \prod_{p=1}^{N} \frac{1}{k_p} \prod_{p \neq s} \frac{1}{(i M_p - i M_s - k_p)_{k_s}} \prod_{p=1}^{N_F} \prod_{s=N+1}^{N_F} \frac{1}{(1 + i M_s - i M_p)_{k_p}} \right].
\]  

The Seiberg-like duality (7.5) between \( SU(N) \) and \( SU(N_F - N) \) gauge theories on \( S^2 \) is satisfied in this limit if

\[
Z_k(\{1, \ldots, N\}, M) = \pm Z_k(\{N + 1, \ldots, N_F\}, M'),
\]  

with the mass matching (7.4).

The case of a zero total vorticity \( k \) is elementary: since \( (x)_0 = 1 \),

\[
Z_0(\{1, \ldots, N\}, M) = 1.
\]  

The duality is shown in the case of a total vorticity \( k = 1 \) using a one-dimensional contour integral: the sum over partitions \( (k_1, \ldots, k_N) \) of \( k = 1 \) simply ranges over \( N \) terms, interpreted as the residues at \( N \) poles of a complex function with \( N_F \) poles on the Riemann sphere. The resulting contour integral is thus equal to the sum over residues of the \( N_F - N \)
remaining poles, and this reproduces the desired dual object.

\[
Z_1(\{1, \ldots, N\}, M) = \sum_{p=1}^{N} \frac{1}{\prod_{s \neq p}^N (iM_s - iM_p) \prod_{s=N+1}^{N_F} (1 + iM_s - iM_p)}
\]

\[
= \oint \frac{dz}{2\pi i} \frac{1}{\prod_{s=1}^N (iM_s + z) \prod_{s=N+1}^{N_F} (1 + iM_s + z)}
\]

\[
= \sum_{p=N+1}^{N_F} (-1)^{N_F} \prod_{s=1}^N (1 + iM'_s - iM'_p) \prod_{N+1 \leq s \neq p \leq N_F} (iM'_s - iM'_p)
\]

\[
= Z_1(\{N + 1, \ldots, N_F\}, M').
\] (H.22)

Since the objects in consideration are rather explicit finite sums, it should be possible to prove (H.20) for arbitrary \(k \geq 0\). If one can additionally show that the two partition functions have the same asymptotic behavior at infinity, then the exact Seiberg-like duality between \(Z_{SU(N)}(M)\) and \(Z_{SU(N_F-N)}(M')\) follows, for arbitrary masses and \(R\)-charges, by noting that their difference is a bounded entire function, hence is a constant.

A different approach to studying the \(SU(N)\) partition function is to note that integrating over \(\xi\) and \(\vartheta\) in (4.21) constrains \(B\) and \(a\) to be traceless, hence reproducing the corresponding \(SU(N)\) partition function in the Coulomb branch representation,

\[
Z_{SU(N)}(M) = \int d\xi d\vartheta Z_{U(N)}(M, \tau).
\] (H.23)

Integrating instead the Higgs branch representation of \(Z_{U(N)}(M, \tau)\) singles out the Fourier components where the exponents of \(z\) and \(\bar{z}\) in (4.27) vanish. The \(\vartheta\) constraint imposes that the total vorticity at the north pole be the same as that at the south pole. The \(\xi\) constraint relates the masses to the vorticity \(k\) precisely as \(\sum_{s \in E} iM_s = k\) for a set \(E\) of \(N\) flavours. The residues (H.18) of \(Z_{SU(N)}(M)\) at the corresponding poles are reproduced by the coefficient of \((z\bar{z})^{-\sum_{s \in E} iM_s + k}\) in the Higgs branch representation of the \(U(N)\) partition function, which explains the appearance of the \(k\)-vortex partition functions in the factorization of \(Z_{SU(N)}(M)\).
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