Controllable electron spin dephasing due to phonon state distinguishability in a coupled quantum dot system
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We predict a spin pure dephasing channel in electron relaxation between states with unequal Zeeman splittings, exemplified by a spin-preserving electron tunneling between quantum dots in a magnetic field. The dephasing is caused by a mismatch in electron g-factors in the dots leading to distinguishability of phonons emitted during tunneling with opposite spins. Combining multiband $k\cdot p$ modeling and dynamical simulations via a Master equation we show that this fundamental effect of spin measurement effected by the phonon bath may be widely controlled by the size and composition of the dots or on demand, via tuning of external fields. By comparing the numerically simulated degree of dephasing with the predictions of general theory based on distinguishability of environment states, we show that the proposed mechanism is the dominant phonon-related spin dephasing channel and may limit spin coherence time in tunnel-coupled structures at cryogenic temperatures.

I. INTRODUCTION

Quantum systems, distinguished from their classical counterparts by coherent superpositions of states, may lose this quantum nature via pure dephasing processes due to the buildup of correlations with the environment. The resulting emergence of classicality is connected with a transfer of the which-way information, the name of which comes from the analogy with double-slit interference experiments.1,2 Demonstrations of such processes in various physical systems attract persistent attention.3–6 On the other hand, dephasing processes are critically destructive for coherent control of quantum states aimed at applications in spintronics7–10 and quantum information processing.11,12 where coherent superpositions of states, e.g., single spins in quantum dots (QDs),13–17 can be used for computations beyond the classical schemes.18,19

Recently, we have found in a simple model of carrier tunneling in a system of coupled QDs20 that spin-preserving orbital relaxation can be accompanied by spin pure dephasing if the environment response to the relaxation process depends on the spin state. This effect does not rely on any direct or spin-mixing-induced spin-environment interaction and is exclusively due to a mismatch between electron g-factors, and hence Zeeman splittings, in the two QDs. The resulting unequal tunneling transition energies for the two spin states cause dephasing that may be interpreted in terms of which-way information: the state of the phonon bath after tunneling depends on the electron spin state. In this way, the bath “measures” the spin state via dissipated energy. Although this process takes place during tunneling (orbital relaxation), it does not lead to spin relaxation, and hence constitutes a pure dephasing on the spin subsystem. While spins in QDs offer long life times21 and, under certain conditions, coherence times,22 this dephasing channel may limit the fidelity of spin states in tunnel-coupled structures.23

Here, we present accurate modeling of quantum states and dynamical simulations of spin pure dephasing that accompanies tunneling of electrons in double QD (DQD) systems. We focus on the controllability of the degree of dephasing: it depends on the spectral overlap of emitted phonon wave packets, which is determined by tunneling times and the Zeeman splittings mismatch only. We derive this fully general relationship explicitly from the Weisskopf-Wigner theory of spontaneous emission and make a quantitative connection between the distinguishability of phonons and the information about the spin state that leaks to the environment during tunneling.

Comparing these calculations with the results of simulations containing all leading-order phonon-driven and spin-orbit effects, we determine the investigated channel to be the dominant phonon-related spin dephasing mechanism in the system under consideration. Its qualitative understanding and quantitative characterization allow us to propose ways of controlling the dephasing magnitude via appropriate sample design or tuning of external fields, the latter yielding feasible and promising methods of real-time control. This may lead to double-slit-like experiments with a continuously controlled level of “observation”, but it may also be relevant for operations like spin-state transfer via non-resonant tunneling and spin-manipulation protocols in tunnel-coupled nanostructures. The dephasing mechanism itself is generic and should be manifested in transitions between states with different Zeeman splittings in any atomic, molecular or solid-state system.

The paper is organized as follows. In Sec. II, we define the system under study and present its theoretical modeling including multiband calculation of electron states and dynamical simulations. Next, in Sec. III, we derive the general expression for the spin coherence preserved after orbital relaxation. The results are presented in Sec. IV, where we also propose methods of dephasing control. Following this, in Sec. V, we investigate the additional dephasing that arises at finite temperatures. Finally, we conclude the paper in Sec. VI. In the Appendix, we give detailed information about numerically modeled structures.
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II. SYSTEM AND ITS THEORETICAL MODELING

We begin by describing the DQD system under investigation and methods used for its theoretical modeling. This is followed by a showcase of spin evolution for exemplary structures.

We consider two vertically stacked, axially symmetric, coaxial, dome-shaped In$_{x}$Ga$_{1-x}$As QDs with a trumpet-shaped gradient of intradot In content (from $x = 0.6 c_i$ at the base to $c_i$ at the top of QDi, $i = 1, 2$), base radii $r_i$ and height $h_i = r_i / 3$, separated by the distance $D = 15.6$ nm [see Fig. 1(a) for an exemplary material profile]. The structural parameters of QD2 are fixed: $r_2 = 12$ nm and $c_2 = 0.43$, while for QD1 they are varied: $r_1 = 10.7$-$16.1$ nm and $c_1 = 0.35$-$0.5$, which mainly alters the electron $g$-factor mismatch between QDs, $\Delta g$, but also, to a small extent, affects the phonon-assisted tunneling rates. In total, 50 structures were modeled to cover the $r_1$-$c_1$ plane with a grid (see the Appendix). In Table I, we present structural and calculated parameters of structures serving as exemplary throughout the paper, which are selected to represent various regimes of behavior.

Electron wave functions are calculated within the 8-band envelope-function $k$-$p$ theory, including spin-orbit effects, electric and magnetic fields, strain, and piezoelectric field up to second-order terms (see Ref. [35] for details of the model, numerical methods, and all material parameters except piezoelectric and spin-orbit coefficients that are taken from Refs. [36] and [37]). The axially symmetric electric field $E$ is used to tune the electron delocalization between QDs, hence the amount of occupation transferred during tunneling, to be the same for all structures. The basis of four lowest-energy states is computed, $\{|1\rangle, |1\rangle, |2\rangle, |2\rangle\}$ with corresponding energies $E_{1(2)\pm}$, where $|z\rangle = (|\uparrow\rangle \pm |\downarrow\rangle)/\sqrt{2}$ are Zeeman eigenstates in the in-plane magnetic field $B$ ($|l/J\rangle$ are spin eigenstates along the $z$-axis), and the number indicates the QD, in which the electron is mostly localized. The corresponding energy diagram and projections of probability densities in the two orbital states are shown in Fig. 1(b). We shall speak of electron with spin $\pm$ in QDi, referring to the dominant spin and location of a given state.

The acoustic-phonon bath is described with

$$
H_{ph} = \sum_{q, \pm} \hbar \omega_{q, \pm} b_{q, \pm}^\dagger b_{q, \pm},
$$

where $b_{q, \pm}^\dagger$ creates a $\lambda$-branch phonon with wave vector $q$, frequency $\omega_{q, \pm} = q c_A$, and velocity $c_A$. The electron-phonon interaction enters via

$$
H_{int} = \frac{1}{\hbar} \sum_{ij} \sigma_{ij}(E) \psi_i^\dagger(r) [H_{B-P}^{(ph)}(r) + V_p(r)] \psi_j(r),
$$

where $\sigma_{ij} = |i\rangle \langle j|$, $\psi_i$ is an 8-component pseudo-spinor of the $i$-th eigenstate envelope functions expressed in the standard $k$-$p$ basis, $H_{B-P}^{(ph)}$ is the Bir-Pikus Hamiltonian evaluated with the phonon-induced strain field $\tilde{\epsilon}_{ph}$ to account for the deformation-potential coupling, $V_p(r) = i \hbar \delta \tilde{\epsilon}_{ph} / \hbar \delta \tilde{\epsilon}_{r}$, and $\delta \tilde{\epsilon}$ is the phonon-induced piezoelectric field potential, $\tilde{\epsilon}$ is the third-rank piezoelectric tensor. While various higher-order phonon effects are known, leading-order contributions present in $H_{B-P} + H_{int}$ (including spin-orbit- and shear-strain-induced admixture mechanisms, phonon-strain-driven: spin-orbit splitting of the electron spectrum and $g$-factor modification, the acoustic-phonon Pavlov-Firsov coupling, etc.) tend to dominate under typical conditions.

Orbital and spin degrees of freedom of the electron undergo dissipative evolution modeled with a non-secular Markovian Redfield equation [48] for the reduced density matrix,

$$
\dot{\rho}(t) = \frac{1}{\hbar} [H_E, \rho(t)] + \pi \sum_{ijkl} \left[ \epsilon_{ij}^\ddagger \rho_{ij}^{kl} R_{ijkl}(\omega_{kl}) \right] \times \left[ \sigma_{kl}(E) \sigma_{ij} R_{ijkl}(\omega_{kl}) - \sigma_{ij}^{\dagger} \sigma_{kl}(E) R_{ijkl}(\omega_{kl}) \right] + H.c.,
$$

written in the interaction picture with respect to the orbital energy

$$
H_0 = \sum_{i} \epsilon_i^\ddagger(|i\rangle \langle i| + |i\rangle \langle i|),
$$

but with the Zeeman term

$$
H_E = \frac{1}{2} \mu_B B \sum_{i} g_i (|i\rangle \langle i| - |i\rangle \langle i|)
$$

kept in the Schrödinger picture. Here, $g_i = \epsilon_i^\ddagger / \mu_B B$ are effective electron $g$-factors, $\epsilon_i^\ddagger = (E_{i+} + E_{i-}) / 2$ and $\epsilon_i = E_{i+} - E_{i-}$ are the respective orbital and Zeeman energy contributions, $\hbar \omega_{ij} = E_j - E_i$, $\hbar \omega_{ij} = \epsilon_i^\ddagger - \epsilon_j^\ddagger$, $R_{ijkl}(\omega) = R_{klij}^\ddagger(\omega) = R_{iklj}(\omega)$

$$
= \frac{1}{\hbar^2} \left[ \ln(\omega) + |1| \sum_{q, \pm} H_{int}^{(ij)} H_{int}^{(kl)} \delta(|\omega| - \omega_{q, \pm}) \right].
$$

![FIG. 1. (a) Exemplary structure material composition. (b) Projection of electron density in the two orbital states and the diagram of energy levels. Dashed arrows mark tunneling transitions.](image)
are phonon spectral densities, \( H^{(ij)}_{\text{int}} = \langle i | H_{\text{int}} | j \rangle \), and \( n(\omega) \) is the Bose distribution. Spin-dependent tunneling rates are determined from the Fermi’s golden rule,

\[
\Gamma_i^\pm = \frac{1}{\tau_s} \left( 2 \pi R_{ijji}(\omega_{ji}) \right), \quad (i, j) = (2\pm, 1\pm).
\]

We solve Eq. (1) numerically with \( \rho(0) = |2\rangle \langle 2| \), corresponding to optical initialization with a circular polarization, for \( B = 5 \text{ T} \) and at \( T = 0 \text{ K} \), unless otherwise stated.

In Fig. 2, we present the evolution of spin polarization \( \Sigma_i (\langle i | \rho | i \rangle - \langle i | \rho | i \rangle) \) and coherence \( \Sigma_i (\langle i | \rho | i \rangle + \langle i | \rho | i \rangle) \) during tunneling for selected structures mainly in the mismatch of Zeeman splittings between QDs, \( \Delta_Z = \Delta g \mu_B B \). One may notice damping of spin precession accompanied by a proportional coherence loss, both related to but not uniquely determined by \( \Delta_Z \), which suggests that another factor is involved. Importantly, the decoherence takes place once in the course of tunneling, and then the spin coherence becomes constant after a period of several spin-averaged tunneling times \( \tilde{\tau} = (\tau_s + \tau_\perp)/2 \).

### III. GENERAL THEORY

To relate the above result to a discussed dephasing mechanism, we find the post-tunneling spin coherence within the Weissskopf-Wigner theory of spontaneous emission \(^{20,21}\) adapted to the phonon bath and spin-dependent tunneling. Namely, we calculate spin coherence that would remain in the system if only the dephasing originated from the emission of distinguishable phonons.

Spin-preserving tunneling is asymptotically described as

\[
(\alpha_+ | 2\rangle + \alpha_- | 1\rangle) \otimes | \varnothing \rangle \xrightarrow{t \to \infty} \alpha_+ \langle 1\rangle | \omega_+ \rangle + \alpha_- \langle 1\rangle | \omega_- \rangle, \quad (2)
\]

where \( | \varnothing \rangle \) is the bath initial state characterized by average phonon numbers \( n_{q, j} \). Spin-dependent final states \( | \omega_{\pm} \rangle \), corresponding to dissipated energies \( \hbar \omega_{\pm} = \pm \Delta_Z/2 \) [see Fig. 1(b)], are expanded in phonon modes,

\[
| \omega_{\pm} \rangle = \sum_{q, \pm} \frac{1}{\sqrt{n_{q, \pm} + 1}} c_{q, \pm}^* b_{q, \pm} | \varnothing \rangle; \quad c_{q, \pm}^* \in \mathbb{C}.
\]

The spin-off-diagonal element of the target-QD (QD1) part of the reduced density matrix,

\[
\rho(\infty) = \text{Tr}_\text{ph}(C_0 | 1\rangle \langle 1| \otimes | \omega_\cdot \rangle | \omega_\cdot \rangle + \cdots),
\]

where \( C_0 \equiv \alpha_+^\dagger \alpha_- \), embodies the preserved spin coherence,

\[
C = \langle 1\rangle | \rho(\infty) | 1\rangle = C_0 \sum_{q, \pm} c_{q, \pm}^* c_{q, \pm}^\dagger. \quad (3)
\]

strictly related to the overlap of bath states \( | \omega_+ \rangle | \omega_- \rangle \), which is a measure of their distinguishability.\(^{52}\) We calculate the coefficients \( c_{q, \pm}^* \), using \( H_{\text{int}} \) in the interaction picture and rotating-wave approximation,

\[
H_{\text{int}} = \hbar \sum_{q, \pm} [| \eta \rangle \langle \eta | \otimes \sum_{q, \pm} \frac{1}{\sqrt{n_{q, \pm} + 1}} c_{q, \pm}^*(t) b_{q, \pm}^\dagger | \varnothing \rangle.
\]

where \( g_{q, \pm} = H_{\text{int}} | 1\rangle \langle 2|/h \equiv g_{q, \pm} \) for spin-diagonal coupling assumed here. We look for a solution to the Schrödinger equation, \( \hbar \frac{\text{d} | \varphi \rangle}{\text{d} t} = i\mathcal{H} | \varphi \rangle \), in the form (2),

\[
| \varphi(t) \rangle = c(t) | 1\rangle + a_2(t) | 2\rangle \otimes | \varnothing \rangle + \sum_{\eta \neq \pm} \alpha_{\eta} | \eta \rangle \sum_{q, \pm} \frac{1}{\sqrt{n_{q, \pm} + 1}} c_{q, \pm}^*(t) b_{q, \pm}^\dagger | \varnothing \rangle.
\]

This leads to a linear integro-differential equation for \( c(t) \),

\[
\dot{c}(t) = - \sum_{\eta \neq \pm} \sum_{q, \pm} | g_{q, \pm} |^2 \int_0^t \text{d} t' e^{i(\omega_\eta - \omega_\pm) t} c(t')
\]

\[
- \sum_{\eta \neq \pm} \sum_{q, \pm} \text{d} \omega J(\omega) \int_0^t \text{d} t' e^{i(\omega_\eta - \omega_\pm) t} c(t'),
\]

where

\[
J(\omega) = R_{2112}(\omega) \bigg|_{T=0K} = \sum_{q, \pm} | g_{q, \pm} |^2 \delta(\omega - \omega_{q, \pm}).
\]

The leading contribution to the time integral comes from the \( 1/t \sim \tau_{\perp} \)-wide vicinity of \( \omega = \omega_\pm \), where \( J(\omega) \approx J(\omega_\pm) = \Gamma_{\perp}/2 \pi \).

Then, integration yields \( c(t) = c(0) e^{-2T} \), where \( T = (\Gamma_+ + \Gamma_-)/2 \).

Next, the solution for \( c_{q, \pm}(t) \) is found,

\[
c_{q, \pm}(t) = g_{q, \pm} \left[ \frac{1 - e^{i(\omega_{q, j} - \omega_\pm) t}}{i(\omega_{q, j} - \omega_\pm)} \right] \frac{1}{\omega_{q, j} - \omega_\pm / 2 + i \Gamma_{\parallel} / 2}
\]

where the limit delivers the asymptotic \( c_{q, \pm}^{(\pm)} \). Inserting the latter into Eq. (3), we finally get

\[
C = C_0 \int_0^\infty \frac{\text{d} \omega J(\omega)}{\prod_{\eta \neq \pm} (\omega - \omega_\eta - \eta i \Gamma_{\parallel} / 2)} \approx \frac{C_0}{1 - 4 \Delta_Z / \hbar T}, \quad (4)
\]

where \( C_0 = 1/2 \) in our case and the integral is calculated with the residue theorem, assuming that \( \Gamma_{\parallel} / 2 \ll \omega_{q, j} \).
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FIG. 3. (a) Spin coherence preserved after tunneling: simulation, Eq. (1), vs. analytical solution, Eq. (4), for structures S1–S49 (+), SX (□) and for SX with a magnetic-field gradient (■). Insets: spectra of phonon wave packets emitted during tunneling in the two spin states for chosen structures. (b) Interpolated dependence of the g-factor mismatch \( \Delta g \) on QD1 size \( r_1 \) and In content \( c_1 \).

According to Eq. (4), faster tunneling is favorable for higher coherence, but it is not a matter of competition between rates of tunneling and decoherence. The dephasing is a one-time process tied to the tunneling and it is not characterized by own rate. Instead, the characteristic parameter is \( \Delta z \), which is not related directly to any rate and defines the degree of coherence loss, rather than its time scale.

IV. RESULTS AND DEPHASING CONTROL PROTOCOLS

In this Section, we compare the numerical results from Sec. II with those obtained according to the general theory from Sec. III. Then, we propose methods for controlling the degree of dephasing.

In Fig. 3(a), we confront preserved spin coherence \( C \) calculated according to Eq. (4) with post-tunneling values obtained from numerical simulations for 49 structures. The two match perfectly, proving that the discussed dephasing is the dominant spin decoherence channel in the system, apart from possible higher-order phonon couplings beyond our model. Moreover, by varying the QD1 size and composition within reasonable ranges, one may cover the full range of \( |C| \) values. We propose to use this tunability to design structures of desired properties.

While, according to Eq. (4), the preserved coherence is a function of \( \Delta z \) and \( F_2 \), these parameters depend on the QD morphology, as well as on external fields. Fig. 3(b) shows the dependence of \( \Delta g \) on the size and composition of QD1, indicating that it varies considerably and changes sign when the morphology is modified within a relatively narrow range of realistic values. The green circles in Figs. 3(a) and 3(b) correspond to an additional structure SX, designed to cancel the mismatch of Zeeman splittings, and hence the dephasing.

Let us note that the effect is expected in any material system: the variation of g-factor with QD size is unavoidable and bulk g-factors for common systems exhibit substantial mismatches, often higher that for InGaAs discussed here. Additionally, \( \Delta z \neq 0 \) may also arise, even for \( \Delta g = 0 \), due to a magnetic-field gradient. Blue squares in Fig. 3(a) correspond to the structure SX, which has negligible g-factor mismatch, subject to field gradients in the range \( 0.65 \times 10^{-3} \text{T/nm} \), \( n = 0, \ldots, 9 \) (from left to right). The resulting dephasing is equivalent to that caused by \( \Delta g \). For the highest simulated gradient (orders of magnitude higher than \( \sim 0.1 \text{ mT/nm} \) met in current nanodevices), a 6% deviation from Eq. (4) occurs, resulting from enhanced spin-flips in the high local field.

A practical control protocol should rely on external fields applied to the sample rather than manufacturing conditions. Obviously, since dephasing is due to the mismatch of Zeeman splittings, it can be eliminated by reducing the magnitude of the magnetic field. The dependence of \( |C| \) on the latter is plotted for chosen structures in Fig. 4(a), showing a Lorentzian-like shape of width \( \propto F_2/\Delta g \). Thus, a fast tunneling regime (represented by S32) may be used to widen the range of \( B \) for reasonably coherent tunneling. On the other hand, slow tunneling allows one to toggle coherence on and off with small changes in low magnetic field, e.g., \( |C| \) from 0.035 at \( B = 1 \text{T} \) to 0.5 at \( B = 0 \text{T} \) for structure S3. In principle, a gradient \( dB_z/dz \approx -2B_0\Delta g/\Delta g_2 \) could be used to cancel \( \Delta z \), although this may be hardly feasible.

Another way of controlling spin dephasing is to use oscillations in tunneling rates with transition energy (period \( \propto D^{-1} \)) that may be tuned with an axial electric field. This changes also the degree of electron localization, up to now kept fixed. Both these dependencies are plotted in Fig. 4(b). We find that decoherence can be controlled within a range of values extending over many orders of magnitude, while keeping the electron localized and with reasonable tunneling times. Thus, a feasible, on-demand control of dephasing is possible.

V. CUMULATIVE DEPHASING AT FINITE TEMPERATURE

While in the previous sections we dealt with the \( T = 0 \text{K} \) limit, here we study the additional dephasing that arises at finite temperatures.
Thus, at \( T > 0 \text{ K} \), after the dephasing during tunneling, the remaining coherence undergoes exponential decay of similar origin. Temperature-driven emergence of the latter in the equilibrated part of evolution is visible in Fig. 5(a), where the simulated spin coherence is presented along with electron localization. The dependence of corresponding dephasing times on temperature is shown in Fig. 5(b), where values extracted from numerical simulations (symbols) are compared to \( \Gamma_d \) calculated according to Eq. (6) (lines). The agreement indicates that, up to room temperature, the considered dephasing channel dominates over other processes included in numerical simulations but deliberately neglected in the analytical solution for \( \Gamma_d \). Interestingly, a non-monotonic behavior is present due to the interplay between the temperature-driven rise of accumulative dephasing and the overall decrease of phonon distinguishability with rising tunneling rates.

While the one-time dephasing applies to carriers that actually tunnel, the exponential decoherence at \( T > 0 \text{ K} \) may affect also stationary spins in tunnel-coupled structures. The dephasing time depends nontrivially on system parameters and widely varies among simulated structures. For \( B = 5 \text{ T} \) it may be as short as \( \sim 10 \text{ ns} \) at \( T = 5 \text{ K} \) and \( \sim 0.1 \text{ ns} \) at \( T = 77 \text{ K} \). Hence, it may vary from comparable to a few orders of magnitude shorter than homogeneous dephasing times due to hyperfine interaction \(^{58-60} \text{ (\( \mu \text{ s} \) range)} \) and, under certain conditions, may even surpass the inhomogeneous dephasing \((\sim 2-20 \text{ ns}^{58-60}) \). The other relevant source of spin perturbation, the charge noise, has been recently found to lead to slower spin pure relaxation.\(^{61} \) Thus, the discussed effect may be the one to limit spin coherence time in tunnel-coupled structures.

VI. CONCLUSIONS

We have presented a prediction of a spin pure dephasing channel in a spin-preserving electron orbital relaxation in a magnetic field between states with unequal Zeeman splittings. The dephasing originates from distinguishability of reservoir excitations induced by the mismatch of energies dissipated during transitions in the two spin states, and hence the resulting leakage of information on the spin superposition to the environment. The mechanism is thus general and of fundamental nature analogous to measuring the position of a particle in double-slit experiments. Our theoretical analysis of reservoir state distinguishability within the theory of spontaneous emission showed that the effect depends on the difference of Zeeman splittings and relaxation rates. These parameters define the spectral overlap of phonon wave packets emitted during relaxation in the two spin states. Additionally, we have presented a detailed quantitative analysis of spin dephasing for the case of spin-preserving tunneling between self-assembled QDs via a realistic multi-band \( k \cdot p \) modeling and simulations using a non-secular Markovian master equation. In this case, the effect is expected in virtually any material system. We have shown that the considered mechanism is the only leading-order phonon-related spin perturbation relevant in the double QD system and that it may limit spin coherence time in tunnel-coupled structures at cryogenic temperatures. Finally, we have...
proposed ways of controlling spin decoherence both at the stage of sample manufacturing via the size and composition of QDs, and on demand, by tuning of external fields. The latter promises a feasible method of a real-time control over spin decoherence in a range that covers many orders of magnitude.
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Appendix: Details of numerically modeled structures

In this Appendix, we describe the set of numerically modeled DQD structures used in the paper, give their structural and calculated characteristics, as well as describe the procedure used for interpolation of $\Delta g$ values.

In total, we modeled 50 DQD structures of realistically varying morphology. Those labeled S1-S49 differ in the QD1 base radius $r_1$ and indium composition $c_1$ [see Fig. 1(a)] and form a $7 \times 7$ axis-wise regular grid in the $r_1$-$c_1$ plane. The additional structure SX is designed to simulate a dephasing-free system with approximately equal $g$-factors in the two QDs. Characteristics of all modeled structures are presented in Table A1, where also calculated $g$-factor mismatch $\Delta g$, tunneling times $\tau_\pm$ and transition energies $h\omega_\pm$ as well as spin coherence preserved after tunneling $|C|$ at $T = 0$ K and $B = 5$ T. Structures used as exemplary in the paper are highlighted.

| $r_1$ (nm) | $c_1$ | $\Delta g$ (meV) | $\frac{h\omega_+}{h\omega_-}$ (meV) | $\tau_+$ (ns) | $\tau_-$ (ns) | $|C|$ $\times 10^3$ |
|-----------|-------|-----------------|-------------------------------|--------------|--------------|----------------|
| S1   | 10.7 | 0.5          | 41.0                         | 4.41          | 4.40          | 10.8          |
| S2   | 11.6 | 0.5          | 67.2                         | 3.61          | 3.60          | 0.851         |
| S3   | 12.5 | 0.5          | 94.7                         | 3.02          | 2.99          | 1.78          |
| S4   | 13.4 | 0.5          | 123                          | 2.52          | 2.49          | 0.527         |
| S5   | 14.3 | 0.5          | 153                          | 2.13          | 2.08          | 0.226         |
| S6   | 15.2 | 0.5          | 183                          | 1.81          | 1.75          | 0.329         |
| S7   | 16.1 | 0.5          | 213                          | 1.52          | 1.46          | 0.601         |
| S8   | 17.0 | 0.5          | 17.8                         | 4.70          | 4.69          | 5.53          |
| S9   | 17.6 | 0.5          | 40.1                         | 3.38          | 3.37          | 2.05          |
| S10  | 18.5 | 0.5          | 63.7                         | 3.21          | 3.20          | 0.921         |
| S11  | 19.4 | 0.5          | 88.6                         | 2.70          | 2.67          | 1.51          |
| S12  | 20.3 | 0.5          | 114                          | 2.28          | 2.24          | 0.269         |
| S13  | 21.2 | 0.5          | 140                          | 1.96          | 1.92          | 0.243         |
| S14  | 22.1 | 0.5          | 167                          | 1.65          | 1.60          | 0.431         |
| S15  | 23.0 | 0.5          | 194                          | 1.55          | 1.50          | 0.778         |
| S16  | 23.9 | 0.5          | 221                          | 1.45          | 1.40          | 1.64          |
| S17  | 24.8 | 0.5          | 248                          | 1.35          | 1.30          | 1.42          |
| S18  | 25.7 | 0.5          | 275                          | 1.25          | 1.20          | 1.28          |
| S19  | 26.6 | 0.5          | 302                          | 1.15          | 1.10          | 1.14          |
| S20  | 27.5 | 0.5          | 329                          | 1.05          | 1.00          | 0.98          |
| S21  | 28.4 | 0.5          | 356                          | 0.95          | 0.90          | 0.86          |
| S22  | 29.3 | 0.5          | 383                          | 0.85          | 0.80          | 0.75          |
| S23  | 30.2 | 0.5          | 410                          | 0.75          | 0.70          | 0.65          |
| S24  | 31.1 | 0.5          | 437                          | 0.65          | 0.60          | 0.55          |
| S25  | 32.0 | 0.5          | 464                          | 0.55          | 0.50          | 0.50          |
| S26  | 32.9 | 0.5          | 491                          | 0.45          | 0.40          | 0.45          |
| S27  | 33.8 | 0.5          | 518                          | 0.35          | 0.30          | 0.35          |
| S28  | 34.7 | 0.5          | 545                          | 0.25          | 0.20          | 0.30          |
| S29  | 35.6 | 0.5          | 572                          | 0.15          | 0.10          | 0.35          |
| S30  | 36.5 | 0.5          | 600                          | 0.05          | 0.00          | 0.50          |

FIG. A1. Interpolated dependence of the $g$-factor mismatch $\Delta g$ on QD1 size $r_1$ and In content $c_1$. Parameters (size and composition of QD1) of structures are represented by position of dots with their labels, underlined for structures used as exemplary in the paper.

TABLE A1. Characteristics of modeled structures: QD1 radius $r_1$ and In content $c_1$, calculated $g$-factor mismatch $\Delta g$, tunneling energies $h\omega_\pm$ and tunneling times $\tau_\pm$ for electrons in the two spin states, as well as spin coherence preserved after tunneling $|C|$ at $T = 0$ K and $B = 5$ T. Structures used as exemplary in the paper are highlighted.
