Forecasting energy demand using neural-network-based grey residual modification models
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Grey forecasting models have taken an important role for forecasting energy demand, particularly the GM(1,1) model, because they are able to construct a forecasting model using a limited samples without statistical assumptions. To improve prediction accuracy of a GM(1,1) model, its predicted values are often adjusted by establishing a residual GM(1,1) model, which together form a grey residual modification model. Two main issues should be considered: the sign estimation for a predicted residual and the way the two models are constructed. Previous studies have concentrated on the former issue. However, since both models are usually established in the traditional manner, which is dependent on a specific parameter that is not easily determined, this paper focuses on the latter issue, incorporating the neural-network-based GM(1,1) model into a residual modification model to resolve the drawback. Prediction accuracies of the proposed neural-network-based prediction models were verified using real power and energy demand cases. Experimental results verify that the proposed prediction models perform well in comparison with original ones.
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1. Introduction

Rapid economic development and ongoing industrialization has led to enormous energy consumption. Energy demand prediction has become increasingly important when devising development plans for a country, and particularly for developing countries (Pi et al., 2010), such as China. Meanwhile, energy management is an important issue for future economic prosperity and environmental security (Suganthi and Samuel, 2012). China has become increasingly influential in energy production and consumption (Liu, 2015). China energy has been mainly provided by coal and crude oil, comprising 2/3 (66 %) and 18 %, respectively, of total energy consumed (National Bureau of Statistics of China, 2014). In the past decade, annual energy consumption increases were larger than energy production increases, and China faces not only inevitable environmental impacts, but also the challenge of devising an energy policy forecasting energy demand. Also, energy demand forecasting for China has been an interesting issue (Suganthi and Samuel, 2012).

Grey prediction models are capable of characterizing an unknown system using small data sets (Deng, 1982), without requiring conformance with statistical assumptions. Only few sample data points are required to achieve reliable and acceptable prediction accuracy (Wen, 2004; Wang and Hsu, 2008) and have been widely applied to management, economics, and engineering (e.g. Feng et al., 2012; Chang et al., 2015; Pi et al., 2010; Lee and Tong, 2011; Mao and Chirwa, 2006; Zeng et al., 2016; Chang et al., 2015; Tsaur and Liao, 2007; Wen, 2004; Cui et al., 2013; Wei et al., 2015). Grey prediction systems are particularly appropriate for energy demand forecasting, because energy consumption data are often few and/or do not conform to the usual statistical assumptions, such as normal distribution (Lee and Tong, 2011; Suganthi and Samuel, 2012). Wu et al. (2013) also used practical numerical examples to demonstrate that the small sample usually has more accuracy than the large sample for setting up a grey prediction model. Artificial intelligence techniques, multivariate regression, and time series models (e.g. Ediger and Akar, 2007; Gonzalez and Zamarreno, 2005; Tutun et al., 2015; Lauret et al., 2008; Duran, 2009; Xia et al., 2010) require large sample sizes to achieve reasonable forecasting accuracy (Wang and Hsu, 2008; Feng et al., 2012; Chang et al., 2015; Pi et al., 2010), which is impractical for energy demand forecasting.

The GM(1,1) model is one of the most frequently used grey prediction models for time series forecasting (Liu and Lin,
To improve prediction accuracy of the original GM(1,1) model, several improved versions have been proposed, such as a discrete forecasting model (Xie and Liu, 2009), a grey Lotka–Volterra model (Wu et al., 2012), a new model with the fractional order accumulation (Wu et al., 2013), a novel BGM(1,1) using a box plot to analyse data features (Chang et al., 2015), an improved grey model with convolution integral GMC(1, n) (Wang and Hao, 2016), and a self-adaptive intelligence model (Zeng et al., 2016). Besides, the residual model has been eye-catching and played an important role in grey prediction (Liu and Lin, 2006; Deng, 1982). The residual modification model thus becomes the focus of this study.

When the corresponding residual model is established, predicted values from the original model can be adjusted by those from the residual model. The two models comprise a grey residual modification model, and both models are usually constructed in the same way as the traditional GM(1,1) model. However, the background value has an important role for the traditional model, but is not easily determined. This leads to some well-known prediction difficulty in determining background value, for example the MLP-GM(1,1) model based on multi-layer perceptron (MLP) (Hsu and Chen, 2003) and the GP-GM(1,1) model based on genetic programming (GP; Lee and Tong, 2011). The neural-network-based GM(1,1) (NN-GM(1,1)) model is free of the dependency on the background value (Hu et al., 2001) and performs well in comparison with the traditional GM(1,1) model. Therefore, it is interesting to investigate the impact on prediction accuracy of the proposed neural-network-based residual modification models on energy demand forecasting for China by using the NN-GM(1,1) model rather than the traditional GM(1,1) model.

The remainder of the paper is organized as follows. Section 2 introduces the traditional grey residual modification model, and Section 3 introduces the NN-GM(1,1) model and the proposed neural-network-based residual modification model. On the basis of the MLP-GM(1,1) and GP-GM(1,1) models, Section 4 examines the forecasting performances of the proposed prediction models using real cases of power and energy demand. Section 5 discusses the outcomes and presents conclusions.

2. Traditional grey residual modification model

2.1. Traditional GM(1,1) model

The computational steps to construct a traditional GM(1,1) model are as follows:

Step 1 Present an original and nonnegative data sequence \( x^{(0)} = (x_1^{(0)}, x_2^{(0)}, \ldots, x_n^{(0)}) \), provided by one system and consisting of \( n \) samples.

Step 2 Perform the accumulated generating operation (AGO).

Identify the potential regularity hidden in \( x^{(0)} \) using AGO (Liu and Lin, 2006; Duran, 2009) to generate a new sequence, \( x^{(1)} = (x_1^{(1)}, x_2^{(1)}, \ldots, x_n^{(1)}) \),

and \( x_1^{(1)}, x_2^{(1)}, \ldots, x_n^{(1)} \) can be then approximated by a first-order differential equation,

\[
\frac{dx^{(1)}}{dt} + ax^{(1)} = b
\]

where \( a \) and \( b \) are the developing coefficient and control variable, respectively. The predicted value, \( x_k^{(1)} \), for \( x_k^{(0)} \) can be obtained by solving the differential equation with initial condition \( x_1^{(1)} = x_1^{(0)} \):

\[
x_k^{(1)} = \left( x_1^{(0)} - \frac{b}{a} \right) e^{-a(k-1)} + \frac{b}{a}
\]

Step 3 Determine the developing coefficient and control variable. \( a \) and \( b \) can be obtained using the ordinary least-squares method:

\[
[a, b]^T = (B^TB)^{-1}B^Ty
\]

where

\[
B = \begin{bmatrix}
-x_2^{(1)} & 1 \\
-x_3^{(1)} & 1 \\
\vdots & \vdots \\
-x_n^{(1)} & 1 \\
\end{bmatrix}
\]

\[
\tilde{z}_k^{(1)} = x_k^{(1)} + (1 - \alpha)\tilde{z}_k^{(1)}
\]

\[
y = \begin{bmatrix}
x_2^{(0)} \\
x_3^{(0)} \\
\vdots \\
x_n^{(0)}
\end{bmatrix}
\]
Step 4 Perform the inverse accumulated generating operation (IAGO).

Using the IAGO, the predicted value of $\hat{x}_k^{(0)}$ is

$$
\hat{x}_k^{(0)} = \hat{x}_k^{(1)} - \hat{x}_{k-1}^{(1)}, \quad k = 2, 3, \ldots, n
$$

Therefore,

$$
\hat{x}_k^{(0)} = (1 - e^a)\left(x_0^{(0)} - \frac{b}{a}\right)e^{-a(k-1)}, \quad k = 2, 3, \ldots, n
$$

and note that $\hat{x}_1^{(1)} = \hat{x}_1^{(0)}$ holds.

2.2. Residual modification using traditional GM(1,1) models

A residual modification model is usually established using traditional GM(1,1) models. The computational steps of constructing a traditional residual modification model are as follows:

Step 1 Establish a traditional GM(1,1) model for $x^{(0)}$.

Step 2 Generate the sequence of absolute residual values,

$$
e^{(0)} = (e_1^{(0)}, e_2^{(0)}, \ldots, e_n^{(0)}),
$$

where

$$
e_k^{(0)} = |x_k^{(0)} - x_k^{(0)}|, \quad k = 2, 3, \ldots, n
$$

Step 3 Establish a residual model.

A residual model is established as a traditional GM(1,1) model for $e^{(0)}$. Similar to $\hat{x}_k^{(0)}$, the predicted residual of $e_k^{(0)}$ is

$$
e_k^{(0)} = (1 - e^a)\left(e_2^{(0)} - \frac{b}{a}\right)e^{-a(k-1)},
$$

$$
k = 3, 4, \ldots, n
$$

where $a_1$ and $b_1$ are the developing coefficient and the control variable, respectively, and are also fully dependent on the background value.

Step 4 Perform residual modification.

A predicted value $\hat{e}_k^{(0)}$ can be obtained by adding or subtracting $e_k^{(0)}$ from original $\hat{x}_k^{(0)}$ (Hsu and Wen, 1998).

$$
\hat{x}_k^{(0)} = \hat{x}_k^{(0)} + s_k e_k^{(0)}, \quad k = 2, 3, \ldots, n
$$

where $s_k$ denotes the positive or negative sign for $e_k^{(0)}$.

The determination of $s_k$ can be dependent on the mechanism of sign estimation provided by other residual modification models, for instance the MLP-GM(1,1) and GP-GM(1,1) models. For simplicity, the sign estimation methods of those two prediction models are omitted.

3. Neural-network-based grey residual modification model

3.1. NN-GM(1,1) model

Because $e_k^{(1)}$ is not easily determined, it is quite reasonable to consider finding $a$ and $b$ without requiring $e_k^{(1)}$. A cost function $E(a, b)$,

$$
E(a, b) = \frac{1}{2} \sum_k \left(\hat{x}_k^{(0)} - \hat{x}_k^{(0)}\right)^2, \quad k = 2, 3, \ldots, n
$$

was built for the NN-GM(1,1) model, where $a$ and $b$ are the connection weights. The model itself was a widely used single-layer perceptron (SLP). Similar to the back-propagation algorithm (BP; Smith and Gupta, 2002), the computational steps to constructing such a model are as follows:

Step 1 Present a randomly selected sequence $(k, 1, 1)$, $(k = 2, 3, \ldots, n)$ with $x_k^{(0)}$ as its desired output to NN-GM(1,1).

Step 2 Calculate the actual output $\hat{x}_k^{(0)}$ of NN-GM(1,1).

Step 3 Adjust the connection weights. For $(k, 1, 1)$, $a$ and $b$ are adjusted to $a + \Delta a$ and $b + \Delta b$, respectively. Then $\Delta a$ and $\Delta b$ can be derived by the gradient descent method on the cost function, and

$$
\Delta a = \eta \left(\hat{x}_k^{(0)} - \hat{x}_k^{(0)}\right)V_{ak}
$$

$$
\Delta b = \eta \left(\hat{x}_k^{(0)} - \hat{x}_k^{(0)}\right)V_{bk}
$$

where

$$
V_{ak} = \left[-e^a\left(x_1^{(0)} - \frac{b}{a}\right)e^{-a(k-1)} + (1 - e^a)\left(\frac{b}{a^2}\right)\right]
$$

$$
\quad - e^{-a(k-1)} + (1 - e^a)\left(x_1^{(0)} - \frac{b}{a}\right)(-k + 1)e^{-a(k-1)}
$$

$$
V_{bk} = \left[(1 - e^a)\left(-\frac{1}{a}\right)e^{-a(k-1)}\right]
$$

Step 4 Terminate when a pre-specified number of iterations have been performed; otherwise, return to Step 1.

3.2. Residual modification using NN-GM(1,1) models

In the proposed neural-network-based model, traditional GM(1,1) models are no longer used; rather, NN-GM(1,1) models are considered. The construction of the proposed grey prediction model is described as follows:

Step 1 Establish a NN-GM(1,1) model for $x^{(0)}$. 
Step 2 For $x^{(0)}$, generate the sequence of absolute residual values, $\varepsilon^{(0)} = (\varepsilon_2^{(0)}, \varepsilon_3^{(0)}, \ldots, \varepsilon_n^{(0)})$.

Step 3 Establish a residual NN-GM(1,1) model. A residual NN-GM(1,1) model, using all sequences of absolute residual values, is established where $a$ and $b$ are connection weights of a SLP for processing residuals. $\Delta a$ and $\Delta b$ may be derived with respect to $a$ and $b$, respectively, by defining a cost function

$$E(a, b) = \frac{1}{2} \sum_k \left( \hat{\varepsilon}_k^{(0)} - \varepsilon_k^{(0)} \right)^2, \quad k = 3, 4, \ldots, n$$

(18)

Similar to $a$ and $b$, $a_\varepsilon$ and $b_\varepsilon$ can be adjusted to $a_\varepsilon + \Delta a_\varepsilon$ and $b_\varepsilon + \Delta b_\varepsilon$, respectively, after presenting a randomly selected sequence $(k, 1, 1) (k = 3, 4, \ldots, n)$ with desired output $\hat{\varepsilon}_k^{(0)}$ to the SLP related to, where

$$\Delta a_\varepsilon = \eta \left( \hat{\varepsilon}_k^{(0)} - \varepsilon_k^{(0)} \right) V_{ak} \quad (19)$$

$$\Delta b_\varepsilon = \eta \left( \hat{\varepsilon}_k^{(0)} - \varepsilon_k^{(0)} \right) V_{bk} \quad (20)$$

and

$$V_{ak} = (-e^a) \left( \varepsilon_2^{(0)} - \frac{b}{a} \right) e^{-a(k-1)}$$

$$+ (1-e^a) \left( \frac{b}{a^2} \right) e^{-a(k-1)}$$

$$+ (1-e^a) \left( \frac{\varepsilon_2^{(0)} - b}{a} \right) (-k+1) e^{-a(k-1)} \quad (21)$$

$$V_{bk} = \left( 1-e^a \right) \left( -\frac{1}{a} \right) e^{-a(k-1)} \quad (22)$$

Step 4 Perform residual modification.

A predicted value $\hat{x}_k^{(0)}$ is produced by adding or subtracting $\hat{\varepsilon}_k^{(0)}$ from the original $\hat{x}_k^{(0)}$.

$$\hat{x}_k^{(0)} = x_k^{(0)} + s_k \hat{\varepsilon}_k^{(0)}, \quad k = 2, 3, \ldots, n \quad (23)$$

As demonstrated in Figure 1, two independent SLPs were employed to establish the proposed neural-network-based grey residual modification model: one each for the original and residual sequences. The MLP-GM(1,1) and GP-GM(1,1) models used two traditional GM(1,1) models, independently, and artificial intelligence tools were applied to effectively determine $s_k$. The flow chart of the proposed residual modification model is illustrated in Figure 2.

When the NN-GM(1,1) models were incorporated into the MLP-GM(1,1) and GP-GM(1,1) models, rather traditional GM(1,1) models, two new prediction models, NN-MLP-GM(1,1) and NN-GP-GM(1,1), were able to remove the requirement of determining background values.

4. Empirical results

Empirical studies were conducted using real data sets to compare energy demand forecasting ability of the proposed NN-MLP-GM(1,1) and NN-GP-GM(1,1) models against original GM(1,1), NN-GM(1,1), MLP-GM(1,1), and NN-GP-GM(1,1) models. Mean absolute percentage error (MAPE) was employed to measure prediction performance, as this can be treated as the benchmark and is more stable than the commonly used mean absolute error and root mean square error (Makridakis, 1993; Lee and Shih, 2011). MAPE with respect to $x_k^{(0)}$ is

$$\text{MAPE} = \sum_{k \in T} \frac{e_k}{|T|} \quad (24)$$

where $T$ denotes the set of training or test data, whereas $e_k$ is the absolute percentage error (APE) with respect to $x_k^{(0)}$,

$$e_k = \left| \frac{x_k^{(0)} - \hat{x}_k^{(0)}}{x_k^{(0)}} \right| \times 100\% \quad (25)$$

where $\hat{x}_k^{(0)}$ is a predicted value (e.g. $\hat{x}_k^{(0)}, \hat{x}_k^{(0)}, \hat{x}_k^{(0)}$) with respect to $x_k^{(0)}$. Lewis (1982) proposed MAPE criteria for evaluating a forecasting model, where $\text{MAPE} \leq 10$, $10 < \text{MAPE} \leq 20$, $20 < \text{MAPE} \leq 50$, and $\text{MAPE} > 50$ correspond to high, good, reasonable, and weak forecasting models, respectively.

4.1. Applications to energy demand forecasting

4.1.1. Case I An experiment was conducted on the historical annual power demand of Taiwan from 1985 to 2000. As in Hsu and Chen (2003), data from 1985 to 1998 were reserved for the model-fitting, and data from 1999 to 2000 were used for ex post testing. Table 1 summarizes forecasting results, reported by Hsu and Chen (2003), of original GM(1,1) and MLP-GM(1,1) models, along with the corresponding details for the proposed NN-MLP-GM(1,1) model. From Table 1, we can see that the MAPE of the original GM(1,1), the MLP-GM(1,1), and the NN-MLP-GM(1,1) models for model-fitting was 1.54, 0.57, and 1.56 %, respectively. And for ex post testing, the MAPE was 3.88, 1.29, and 0.78 %, respectively.

It is noteworthy that, although the NN-MLP-GM(1,1) model is slightly inferior to the original GM(1,1) and the MLP-GM(1,1) models for model-fitting, it is superior to the original GM(1,1) and the MLP-GM(1,1) models for ex post testing. Actually, when evaluating a prediction model, more emphasis should be placed on generalization rather than model-fitting (Luo et al., 2013). In this case, the MLP-GM(1,1) model seems
to suffer from over-fitting. Figure 3 demonstrates the superiority of the generalization ability of the proposed NN-MLP-GM(1,1) model over the original GM(1,1) and the MLP-GM(1,1) models.

4.1.2. Case II

The second experiment was conducted on the historical annual energy demand of China, collected from 1990 to 2007. Same as Lee and Tong (2011), data from 1990 to 2003 were used for the model-fitting, and data from 2004 to 2007 were used for ex post testing. Forecasting results from Lee and Tong (2011) obtained by original GM(1,1), MLP-GM(1,1) and GP-GM(1,1) models are summarized in Table 2, along with the corresponding details for the proposed NN-MLP-GM(1,1) and NN-GP-GM(1,1) models. Table 2 shows that the MAPE of the original GM(1,1), the MLP-GM(1,1), the GP-GM(1,1), the NN-GM(1,1), the NN-MLP-GM(1,1), and the NN-GP-GM(1,1) models for model-fitting was 4.13, 3.61, 2.59, 3.81, 4.15, and 2.80 %, respectively. And for ex post testing, the MAPE was 26.21, 20.23, 20.23, 28.71, 14.81, and 14.81 %, respectively. Since a change on an epic scale happened to 2004, this can explain why results of the ex post testing is not as good as those of the model-fitting.

Similar to Case I, although MAPE obtained by NN-MLP-GM(1,1) and NN-GP-GM(1,1) models is slightly inferior to that from MLP-GM(1,1) and GP-GM(1,1), respectively, for model-fitting, they are superior to MLP-GM(1,1) and GP-GM(1,1), respectively, for ex post testing. In this case, it seems that both MLP-GM(1,1) and GP-GM(1,1) models suffer from over-fitting. The predicted values obtained by different forecasting models are illustrated in Figure 4. The proposed NN-MLP-GM(1,1) and NN-GP-GM(1,1) models show “good” generalization ability, whereas the other prediction models have only “reasonable” forecasting ability for testing data. The generalization ability of the NN-MLP-GM(1,1) and the NN-GP-GM(1,1) models are conspicuous.

4.1.3. Case III

The third experiment was conducted on historical annual electricity demand of China, collected from China Statistical Yearbook (National Bureau of Statistics of China, 2014), 1981–2002. Following (Zhou et al, 2006), data from 1981 to 1998 were used for model-fitting, and from 1999 to 2002 for ex post testing. The forecasting results obtained from the different forecasting models are summarized in Table 3. All the models have “high” forecasting ability on the training and test data.

Table 3 shows that results obtained by the proposed NN-MLP-GM(1,1) and NN-GP-GM(1,1) models are satisfactory. The MAPE of the original GM(1,1), the MLP-GM(1,1), the GP-GM(1,1), the NN-GM(1,1), the NN-MLP-GM(1,1), and the NN-GP-GM(1,1) models for model-fitting was 2.28, 2.03, 1.44, 1.84, 1.84, and 1.28 %, respectively. And for ex post testing...
testing, the MAPE was 7.24, 3.90, 3.90, 10.35, 3.34, and 3.34 %, respectively. The proposed NN-MLP-GM(1,1) and NN-GP-GM(1,1) models have superior fitting and generalization ability compared to MLP-GM(1,1) and GP-GM(1,1) models, respectively. Figure 5 also demonstrates the superiority of the generalization ability of NN-MLP-GM(1,1) and NN-GP-GM(1,1) models over the other prediction models.

5. Discussion and conclusions

Energy demand forecasting can be regarded as a grey system problem (Pi et al., 2010; Suganthi and Samuel, 2012) because several factors, such as income and population, influence energy demand but the precise relationships are not clear. That is, although relationships exist between input factors and dependent variable in the real problems, it is not distinct about what these relationships are (Hu, 2016; Hu et al., 2015).

Energy demand data are often limited and do not conform to the usual statistical assumptions, such as normal distribution. The GM(1,1) model is the most frequently used grey prediction model and has played an important role in energy demand prediction because it requires only limited samples to construct a prediction model without statistical assumptions. However, the traditional residual modification model has suffered from determination of the background value, as does the traditional GM(1,1) model, whereas the NN-GM(1,1) model is able to directly determine the developing coefficient and control variable using a SLP without requiring the background value. Therefore, it is reasonable to replace the traditional GM(1,1) model with the NN-GM(1,1) model for a grey residual modification model. It is noted that, unlike the traditional SLP, the NN-GM(1,1) model does not use the sigmoid function as its activation function.

Table 1 Prediction accuracy obtained by different forecasting models for power demand (unit: 10^3 Wh)

| Year | Actual | Original GM(1,1) | Predicted | APE | MLP-GM(1,1) | Predicted | APE | NN-MLP-GM(1,1) | Predicted | APE |
|------|--------|-----------------|-----------|-----|-------------|-----------|-----|----------------|-----------|-----|
| 1985 | 47919102 | 47919102 | 0 | 47919102 | 0 | 47919102 | 0 |
| 1986 | 53812862 | 53812862 | 0 | 53812862 | 0 | 53812862 | 0 |
| 1987 | 5917431 | 60319829 | 1.94 | 59630904 | 0.77 | 63072052 | 6.59 |
| 1988 | 65277279 | 64605914 | 0.95 | 65310510 | 0.13 | 67141278 | 2.93 |
| 1989 | 69261890 | 6916550 | 0.08 | 69917174 | 0.96 | 71470372 | 3.20 |
| 1990 | 74344947 | 74113379 | 0.31 | 74850394 | 0.68 | 76076268 | 3.33 |
| 1991 | 80977405 | 79379577 | 1.97 | 80133538 | 1.04 | 80977428 | 0.0 |
| 1992 | 85290354 | 85019971 | 0.32 | 85790897 | 0.59 | 86193211 | 1.05 |
| 1993 | 92084684 | 91061148 | 1.11 | 91849611 | 0.26 | 91751490 | 0.36 |
| 1994 | 98561004 | 97531587 | 1.04 | 98337986 | 0.25 | 97657263 | 0.92 |
| 1995 | 105368193 | 104461790 | 0.86 | 105286530 | 0.08 | 103943602 | 1.35 |
| 1996 | 111139816 | 111884424 | 0.67 | 111040924 | 0.09 | 110639111 | 0.45 |
| 1997 | 118289046 | 118344822 | 0.30 | 118917194 | 0.57 | 117757193 | 0.46 |
| 1998 | 128129801 | 128349438 | 0.17 | 127467127 | 0.52 | 125338144 | 2.18 |
| MAPE | 1.54 | 0.57 | 1.56 |
| 1999 | 131725892 | 137469433 | 4.36 | 133459644 | 1.32 | 133406202 | 1.28 |
| 2000 | 142412887 | 147237458 | 3.39 | 144204700 | 1.26 | 141995935 | 0.29 |
| MAPE | 3.88 | 1.29 | 0.78 |

Figure 3 Absolute percentage errors by different prediction models for Case I.
Table 2 Prediction accuracy obtained by different forecasting models for energy demand (unit: 10^4 tons of SCE)

| Year | Actual | Original GM(1,1) | MLP-GM(1,1) | GP-GM(1,1) | NN-GM(1,1) | NN-MLP-GM(1,1) | NN-GP-GM(1,1) | MAPE |
|------|--------|-----------------|-------------|------------|-----------|----------------|---------------|------|
| 1990 | 98703  | 98703           | 0           | 98703      | 0         | 98703          | 0             |      |
| 1991 | 103783 | 108706.1        | 4.74        | 103783     | 0         | 103783         | 0             | 103783 |
| 1992 | 109170 | 112335.5        | 2.9         | 116225.8   | 6.46      | 108445.2       | 0.66          | 11529  |
| 1993 | 115993 | 116086.1        | 0.08        | 111804.1   | 3.61      | 111804.1       | 3.61          | 115919 |
| 1994 | 122737 | 119962          | 2.26        | 115248.8   | 6.10      | 124675.1       | 1.58          | 11838  |
| 1995 | 131176 | 123967.2        | 5.50        | 129154.8   | 1.54      | 129154.8       | 1.54          | 122678 |
| 1996 | 138948 | 128106.2        | 7.80        | 133816.1   | 3.69      | 133816.1       | 3.69          | 126160 |
| 1997 | 137798 | 132383.3        | 3.93        | 138668.2   | 0.63      | 130109         | 5.83          | 134777 |
| 1998 | 132214 | 136803.3        | 3.47        | 143721     | 8.7       | 129885.5       | 1.76          | 134811 |
| 1999 | 133851 | 141370.8        | 5.63        | 133756.5   | 0.06      | 133756.5       | 0.06          | 133831 |
| 2000 | 138553 | 146090.8        | 5.44        | 137709.8   | 0.61      | 137709.8       | 0.61          | 142712 |
| 2001 | 143199 | 150968.4        | 5.43        | 141743.6   | 1.02      | 141743.6       | 1.02          | 147178 |
| 2002 | 151797 | 156008.9        | 2.77        | 145855.2   | 3.91      | 145855.2       | 3.91          | 151785 |
| 2003 | 174990 | 161217.6        | 7.87        | 150041.6   | 14.26     | 172393.5       | 1.48          | 156353 |
| MAPE |        | 4.13            | 3.61        | 2.59       | 3.81      | 4.15           | 2.80          |      |
| 2004 | 203227 | 166600.2        | 18.02       | 178901.5   | 11.97     | 178901.5       | 11.97         | 161434 |
| 2005 | 224682 | 172162.6        | 23.37       | 185702.4   | 17.35     | 185702.4       | 17.35         | 166487 |
| 2006 | 264270 | 177910.7        | 32.68       | 192813.8   | 27.04     | 192813.8       | 27.04         | 171698 |
| 2007 | 265583 | 183850.7        | 30.77       | 200254.3   | 24.60     | 200254.3       | 24.60         | 177072 |
| MAPE |        | 26.21           | 20.23       | 20.23      | 28.71     | 14.81          | 14.81         |      |
Some improved residual modification models, such as MLP-GM(1,1) and GP-GM(1,1), focused on residual sign estimation, but they retain the drawback of the traditional GM(1,1) model. On the other hand, the proposed NN-MLP-GM(1,1) and NN-GP-GM(1,1) models were developed from MLP-GM(1,1) and GP-GM(1,1) models, respectively, by substituting NN-GM(1,1) for traditional GM(1,1) models. Therefore, the proposed residual modification model can estimate residual signs effectively and is free from the drawback of the traditional GM(1,1) model.

Real cases of energy demand data from China were used to evaluate the forecasting performances of the proposed NN-MLP-GM(1,1) and NN-GP-GM(1,1) models. The outcomes verified that the proposed forecasting models perform well. Zhou et al. (2006) showed that for Case III, MAPE for an autoregressive integrated moving average (ARIMA) and

### Table 3  Prediction accuracy obtained by different forecasting models for electricity demand (unit: 100 million kWh)

| Year | Actual | Original GM(1,1) | MLP-GM(1,1) | GP-GM(1,1) | NN-GM(1,1) | NN-MLP-GM(1,1) | NN-GP-GM(1,1) |
|------|--------|-----------------|-------------|------------|------------|---------------|---------------|
|      | Predicted APE | Predicted APE | Predicted APE | Predicted APE | Predicted APE | Predicted APE | Predicted APE |
| 1981 | 3096   | 0               | 3096        | 0           | 3096       | 0             | 3096          |
| 1982 | 3280   | 1.45            | 3280        | 0           | 3280       | 1.52          | 3280          |
| 1983 | 3519   | 2.63            | 3638.0      | 3.38        | 3585.0     | 1.88          | 3516.7        |
| 1984 | 3778   | 3.75            | 3888.3      | 2.92        | 3888.3     | 2.92          | 3516.7        |
| 1985 | 4118   | 3.30            | 4217.1      | 2.41        | 4217.1     | 2.41          | 4168.4        |
| 1986 | 4507   | 2.43            | 4573.3      | 1.47        | 4573.3     | 1.47          | 4538.3        |
| 1987 | 4985   | 0.51            | 4959.4      | 0.51        | 4959.4     | 0.51          | 4940.9        |
| 1988 | 5467   | 0.53            | 5377.6      | 1.63        | 5498.2     | 0.57          | 5379.3        |
| 1989 | 5865   | 0.63            | 5830.7      | 0.59        | 5830.7     | 0.59          | 5856.5        |
| 1990 | 6230   | 2.81            | 6321.4      | 1.47        | 6321.4     | 1.47          | 6376.2        |
| 1991 | 6775   | 2.60            | 6852.8      | 1.15        | 6852.8     | 1.15          | 6941.9        |
| 1992 | 7542   | 0.03            | 7428.1      | 1.51        | 7428.1     | 1.51          | 7557.8        |
| 1993 | 8426.5 | 2.83            | 8050.8      | 4.46        | 8324.8     | 1.21          | 8228.3        |
| 1994 | 9260.4 | 4.04            | 8724.8      | 5.78        | 9047.6     | 2.30          | 9085.4        |
| 1995 | 10023.4| 3.78            | 9834.3      | 1.89        | 9834.3     | 1.89          | 9753.2        |
| 1996 | 10764.3| 2.76            | 10690.9     | 0.68        | 10690.9    | 0.68          | 10186.8       |
| 1997 | 11284.4| 0.67            | 11623.7     | 3.01        | 11095.3    | 1.68          | 11560.7       |
| 1998 | 11598.4| 6.29            | 12017.1     | 3.61        | 12017.1    | 3.61          | 12018.2       |
|      | MAPE   | 2.28            | 2.03        | 1.44        | 1.84       | 1.84          | 1.28          |
| 1999 | 12305.2| 8.73            | 13013.1     | 5.75        | 13013.0    | 5.75          | 13703.1       |
| 2000 | 13471.4| 7.79            | 14088.8     | 4.58        | 14088.8    | 4.58          | 14918.9       |
| 2001 | 14633.5| 7.70            | 15250.3     | 4.21        | 15250.3    | 4.21          | 16242.5       |
| 2002 | 16331.5| 4.73            | 16503.6     | 1.05        | 16503.5    | 1.05          | 17683.6       |
|      | MAPE   | 7.24            | 3.90        | 3.90        | 10.35      | 3.34          | 3.34          |

Figure 4 Predicted values obtained by different prediction models.
The SLP in this study was trained on the basis of the BP using gradient descent. The learning is continued until a convergent condition is reached. It is known that one drawback of using BP is that a local minimum (Weiss and Kulikowski, 1991) is likely to be stuck during the learning process. Therefore, other optimization techniques such as genetic algorithm (GA; Goldberg, 1989; Man et al, 1999) could be applied to automatically determine the connection weights. In parenthesis, in comparison with the BP, an advantage of using GA is that a local minimum is unlikely to be stuck (Rooij et al, 1996; Vonkj et al, 1997; Hu, 2010).

Additionally, the MLP-GM(1,1), the NN-GP-GM(1,1), and the proposed models have something in common. It is evident that they are grey residual modification models and developed for residual sign estimation to improve the prediction accuracy of the residual modification model. However, it is interesting to estimate not only the sign but the extent to which $\hat{e}_k^{(0)}$ obtained from the original GM(1,1) model can be modified by $\hat{e}_k^{(0)} (k = 2, 3, ..., n)$. This remains for the future work.
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