Sensitivity of a simple atmospheric model to changing surface friction with implications for seasonal prediction
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Abstract
An ensemble of idealized experiments with the simplified general circulation model PUMA is used to analyze the response to reduced surface friction, that is a strengthening of the eddy-driven jet, a weakening of the Eulerian mean overturning, and a suppression of baroclinic instability. The suppression of baroclinic instability is caused by an effect called the barotropic governor by which increased horizontal shear restricts the ability of baroclinic disturbances to convert available potential energy into kinetic energy. This governor effect ensures that the residual circulation and Eliassen–Palm flux (EP flux) divergence are largely invariant to the surface friction parameter despite the connection between surface friction, the Eulerian mean overturning, and the eddy-momentum flux. The suppression of instability leads to an increase in persistence measured by the period of peak variance on synoptic time-scales and a strengthened signal-to-noise ratio on seasonal time-scales. These findings suggest that the signal-to-noise paradox seen in the context of seasonal prediction can be caused by excess mechanical damping in atmospheric prediction systems inhibiting the barotropic governor effect.
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1 | INTRODUCTION
Since the pioneering work by Eady (1949) and Charney (1947), baroclinic instability is regarded as the primary mechanism for extratropical variability on synoptic time-scales and has been studied intensively (e.g., Simmons and Hoskins, 1978; James, 1987). It plays an important role in the atmospheric energy budget converting available potential energy into eddy kinetic energy and subsequently zonal mean kinetic energy during the growth and decay of baroclinic waves (Lorenz, 1955; Simmons and Hoskins, 1978). Moreover, both simple models and observations show that high-frequency perturbations produce low-frequency variability by nonlinear interaction (e.g., James and James, 1989; Cai and van den Dool, 1991; Cai and van den Dool, 1991; Lorenz and Hartmann, 2003). Understanding the mechanisms that control baroclinic instability is therefore important for applications from sub-seasonal to seasonal and decadal prediction.
After 1950, both quasi-geostrophic theory and numerical primitive equation models facilitated the analysis of how background flow characteristics influence baroclinic instability. Simmons and Hoskins (1980), for instance, found sensitivity of the baroclinic wave life cycle to the barotropic flow in a primitive equation model. James and Gray (1986) investigated the effect of surface friction on the energy budget of the atmosphere in a similar model. Surprisingly, they found that lowered surface drag reduces eddy kinetic energy by suppressing the conversion of potential energy due to increased horizontal shear by means of what they called the barotropic governor. The underlying mechanism can be explained with the aid of a simple two-layer quasi-geostrophic model (James, 1987) where, with increased horizontal shear, the meridional extent of baroclinic disturbances is restricted, limiting their ability to extract potential energy from the vertically sheared flow.

The present paper is motivated by the possible relevance of the barotropic governor to the so-called signal-to-noise paradox (Eade et al., 2014; Scaife et al., 2014; Dunstone et al., 2016; Scaife and Smith, 2018) which has emerged in the context of seasonal and decadal prediction. Scaife et al. (2014) have shown remarkable success at forecasting the European winter climate and, in particular, the winter North Atlantic Oscillation (NAO) index, using a dynamical seasonal prediction model system initialized at the beginning of November. Although the ensemble mean is significantly correlated with the observations, the amplitude is much smaller, resulting in a small signal-to-noise ratio. Since this was pointed out, a number of statistical models have been tested in order to explain the signal-to-noise paradox (Siegent et al., 2016; Strommen and Palmer, 2019; Zhang and Kirtman, 2019). These statistical models indicate a possible misrepresentation of internal noise and anomaly persistence in dynamical atmospheric models. Specifically, Strommen and Palmer (2019) suggest that seasonal and decadal prediction models might contain excess stochasticity. Rapid growth of perturbations by baroclinic instability poses a reasonable first guess for the origin of that stochasticity. The consequent hypothesis that mistuned mechanical damping and a suppressing of the governor effect affect persistence and the signal-to-noise ratio provides the motivation for this study.

Here, idealized experiments are conducted with a simplified atmospheric general circulation model to analyze the impact of the barotropic governor by varying surface friction. The dry-dynamical core model with simplified physics is chosen to draw a clear picture of the dynamical consequences without the complication of transient forcing or complex parametrizations and to produce statistically robust results with long model simulations at a low computational cost. Section 2 introduces the experimental set-up and describes all components necessary to study the barotropic governor and its effects on variability. In Section 3.1 it is confirmed that reducing surface friction suppresses baroclinic instability and new light is shed on the dynamical consequences. Evidence that the suppression of instability increases the synoptic eddy time-scale and can consequently lead to larger signal-to-noise ratios in seasonal forecasts is shown in Section 3.2. Finally, the general concept of a governor for instability and its implications for sophisticated climate models is discussed in Section 4.

## 2 | MODEL SET-UP

This study uses the Portable University Model of the Atmosphere (PUMA; Fraedrich et al., 1998, 2005) which is a simple global circulation model based on the multi-layer spectral model of Hoskins and Simmons (1975) with dry dynamics and simplified parametrizations. The same model core was used by James and Gray (1986) when they discovered the governor effect. It integrates the hydrostatic primitive equations on a sphere in σ-coordinates where σ is pressure divided by surface pressure. In the set-up employed here, the model has been used to analyze jet dynamics and extratropical variability with a focus on the relationship between wave breaking and the NAO (Kunz et al., 2009).

Specifically, we first use the model in an aquaplanet configuration with zonally symmetric boundary conditions. The spectral resolution of T42 is equivalent to a shortest resolvable length-scale of 152 km and is sufficient to capture baroclinic instability and barotropic Rossby waves. Following Scinocca and Haynes (1998), the model has 30 vertical levels that include nine levels in the troposphere and a sponge layer in the middle atmosphere to remove artifacts induced by the upper boundary condition. The surface influence on horizontal momentum within the planetary boundary layer is parametrized by linear Rayleigh friction given by:

\[
\frac{dU}{dt} \sim - \frac{1}{\tau_f \frac{0.3}{\sigma - 0.7}} U; \quad 0.7 < \sigma \leq 1. \tag{1}
\]

The strength of friction reduces linearly from its maximum at the surface to zero at roughly 700 hPa. Non-zero friction is applied only at the three lowermost levels. To analyze the influence of the barotropic governor, the surface friction time-scale \( \tau_f \) is varied between 0.5 and 5 days. A short time-scale corresponds to strong friction. Note that an aquaplanet set-up, as used here, without orography removing momentum from the zonal flow, might...
**FIGURE 1** Time-mean zonal-mean zonal wind (colour shading; m·s$^{-1}$); black contours (spacing 2 m·s$^{-1}$) indicate the standard deviation using the departure from that mean at every gridpoint.

require a larger friction coefficient than a model with a more realistic surface boundary.

Differential diabatic heating, parametrized by Newtonian temperature relaxation, is the source of midlatitude baroclinicity in this model. The setting is fixed to perpetual boreal winter conditions. At the surface, the zonally symmetric restoration temperature field is based on an Equator to winter pole difference of 70 K and an Equator to summer pole difference of 50 K. In the vertical, it follows the vertical temperature gradient of the U.S. Standard Atmosphere with a reversed meridional temperature gradient in the lower stratosphere. Above, the restoration temperature field is set to produce a stratospheric polar vortex of medium strength (Kunz et al., 2009, their Figure 1e,f). The relaxation time-scale increases gradually with height from five days at the lowest level to 40 days in the mid-upper troposphere and above (Kunz et al., 2009). Furthermore, note that, since the model is
dry, there is no latent heat release by moist convection. To close the turbulent cascade at small scales, hyperdiffusion is applied to both momentum and temperature.

This simple experimental set-up provides a basis to analyze the barotropic governor without stationary waves excited by land–sea heating contrasts or orography, and without the complication of a seasonal cycle. The ensemble of experiments consists of 255 year-long simulations for each friction parameter where a spin-up phase of five years is excluded. These long simulations, equivalent to 1,000 consecutive winters for each experiment, allow us to draw statistically robust conclusions. The model output comprises daily snapshots of horizontal and vertical velocity, temperature, and geopotential height on pressure levels between 47 and 967 hPa which correspond to the twelve lowermost full model levels.

Our motivation is to investigate the possible importance of the barotropic governor for explaining the signal-to-noise paradox seen in seasonal predictions. Due to the chaotic nature of atmospheric dynamics, inherent predictability arising from initial conditions is generally limited to a few weeks (Lorenz, 1963; Smith et al., 2012), but with some exceptions, e.g., O’Reilly et al. (2019). On the other hand, various seasonal prediction studies have shown that tropical precipitation anomalies, often controlled by atmosphere–ocean interaction, are an important source to seasonal prediction skill in the Extratropics (e.g., Scaife et al., 2017; Wulff et al., 2017; O’Reilly et al., 2018; Hardiman et al., 2020). Teleconnections associated with the El Niño–Southern Oscillation (ENSO) are among the most prominent examples for such a predictable signal (e.g., Horel and Wallace, 1981; Latif et al., 1998). This study considers a scenario where all predictability arises from a stationary wave train caused by a tropical diabatic heating anomaly, and a long model run with constant boundary conditions is regarded as an ensemble of seasonal forecasts. Therefore, the experiments outlined above are repeated with a modified restoration temperature field which applies a diabatic heating anomaly following the approach by Gollan et al. (2019). Comparing the ensemble-mean and ensemble-spread response to changing surface friction enables deductions about the signal-to-noise ratio.

Gollan et al. (2019) make use of PUMA to investigate the influence of a stationary Rossby wave train produced by a localized heating anomaly on atmospheric blocking in the Extratropics. The three-dimensionally Gaussian-shaped anomaly with an amplitude of 1.5 K·day$^{-1}$ centred in the equatorial mid-troposphere is designed to be weak El Niño-like, although, in contrast to realistic El Niño, the anomaly does not form a dipole and the longitudinal position is arbitrary in an otherwise zonally symmetric set-up. For the analysis of variability on seasonal time-scales, the time series is grouped into alternating 90-day means and split into two independent ensembles. Differences between the two independent ensembles give an indication of statistical uncertainty.

Again, we performed 255 year-long simulations for each parameter setting. With the partition into two independent ensembles outlined above, that makes an ensemble size of 500 members for each ensemble and each friction parameter. At this ensemble size, the ensemble mean has converged satisfactorily.

3 | MODEL RESULTS

3.1 | Suppression of baroclinic instability and a poleward shift of the storm track

In the temporal and zonal mean perspective, the westerly flow in the aquaplanet simulations is dominated by the characteristic jet structure with a baroclinic subtropical jet and a more barotropic eddy-driven jet further poleward in both hemispheres (Figure 1). For the strong friction cases (1 day $\leq \tau_f \leq 2$ days), these two westerly maxima are well separated, maximizing around 300 hPa at a zonal velocity of approximately 25 m·s$^{-1}$. In contrast to the subtropical jet, since it reaches down to the surface, the eddy-driven jet is subject to linear friction. Consequently, the jet’s barotropic component strengthens as the model’s surface friction time-scale $\tau_f$ is increased. In addition to the strengthening, a poleward extension and a merging of jets can be seen at $\tau_f = 3$ days. These results correspond well with the findings of previous studies (Stephenson, 1994; Robinson, 1997; Chen et al., 2007) and increase confidence in the present model experiments. On the other hand, there are mean state biases that deserve mentioning. Equatorial winds are unrealistically easterly throughout the troposphere and the midlatitude jets’ baroclinic components are too weak compared to reanalysis (not shown). It is not clear to what extent these biases can be attributed to the aquaplanet set-up or the absence of parametrized physics, especially moisture. Nevertheless, when the isolated tropical heating anomaly is added, as described in Section 2, the experiments show equatorial upper-tropospheric westerlies and a strengthened subtropical jet (not shown).

A first indication of the barotropic governor, as outlined in the Introduction, can be taken from the response of zonal wind variance to an increasing friction time-scale $\tau_f$. Indicated by the black contours in Figure 1, the mean jets are associated with a significant amount of variance resulting from the instability of the mean flow. The maximum standard deviation lies above 8 m·s$^{-1}$ for $\tau_f = 1$ day.
Counterintuitively, but consistent with the barotropic governor, that measure shrinks as surface friction is reduced.¹

¹The standard deviation displayed in Figure 1 includes variations by zonally symmetric transients, transient eddies, and stationary eddies, although the latter reduce to zero on an aquaplanet for a sufficiently long temporal average. Strictly speaking, the barotropic governor affects baroclinic waves, that is, transient eddies, whereas annular mode-like variability is subject to a dynamical feedback between eddies and the mean. Supporting Information Figures S1, S2, and S3 show a

Further insight can be gained from the time-mean, zonal-mean vertical velocity shown in Figure 2, revealing the overturning cells associated with the Eulerian mean circulation. Note that these plots show vertical velocity in pressure coordinates where negative values indicate ascending air. Relating the characteristics of zonal-mean decomposition of time-mean variance of zonal, vertical and meridional velocity into contributions by the zonally averaged circulation and the eddy part of the flow.
zonalmomentum to the Eulerian mean overturning can be instructive. Namely, it is the subtropical jet that forms the poleward edge of the thermally direct Hadley cell, whereas the eddy-driven jet is co-located with the thermally indirect Ferrel cell. Poleward to that, we find a relatively weak thermally direct polar cell. The pole-to-pole asymmetry in December–February conditions can be seen in the shift of tropical ascent, with negative vertical velocities south of the Equator and a much stronger boreal Ferrel cell. Besides that, the standard deviation of daily data vertical velocity is concentrated at the Ferrel cell in the winter hemisphere. In general, the meridional overturning is too weak when compared to reanalysis (not shown) and the upper-tropospheric convective outflow at the Equator lies at too low a level (e.g., Karoly et al., 1997 gives an observational estimate of the overturning circulation).

Interestingly, the PUMA model shows the strongest overturning for friction time-scales \( \tau_f \) between 0.5 and 1.0 day (Figure 2). For an increasing friction time-scale \( \tau_f \), both the mean overturning and the standard deviation of vertical velocity reduces significantly as discussed later. Furthermore, it can be observed that, in the transition of the surface friction time-scale \( \tau_f \) between 2 and 3 days, the thermally direct cell close to the pole disappears and the thermally indirect Ferrel cell extends to the pole.

So far, the reduction in the overall variance of zonal momentum and vertical velocity are the first signs of the barotropic governor. Additional evidence for a model response to changing surface friction, as reported by James and Gray (1986), can be gained by filtering synoptic-scale variance and plotting the model’s storm track (Figure 3). Specifically, this is the zonal average of 2–7 day bandpass filtered variance of meridional velocity. Note that Figure 3 shows the storm track at 357 hPa. However, the general picture is similar throughout the middle and upper troposphere. The only difference of note is that the storm track is much broader at the surface. In Figure 3, it can be seen how the maximum strength of the storm track continuously declines in the Northern Hemisphere with increasing \( \tau_f \), consistent with the governor inhibiting baroclinic instability as the surface friction is reduced. In the Southern Hemisphere, there is an increase in the maximum variance from \( \tau_f = 0.5 \) day to 1 day, followed by a continual decline. Another prominent feature of Figure 3 is the poleward shift of peak variance as the surface friction is reduced, while the poleward boundary of the storm track remains relatively fixed for \( \tau_f < 3 \) days.

The poleward movement of the storm track is intriguing and possibly important to understand how the governor mechanism is represented in PUMA. The strengthening of the barotropic jet seen in Figure 1 increases the horizontal shear experienced by any disturbance from the zonal-mean flow. In the quasi-geostrophic model of James (1987), the shear acts to restrict the meridional extent of baroclinic disturbances, limiting their ability to convert available potential energy (APE) into eddy-kinetic energy (EKE). In our model, the response to increased shear is, apparently, a shift to higher latitudes away from the area of maximum baroclinicity. It has to be noted that the meridional temperature gradient is largely insensitive to changing the surface friction parameter (not shown), consistent with Robinson (1997). In addition to the meridional position or extent, James (1987) reports a vertical confinement of baroclinic disturbances to lower levels in response to increased Rossby wave dispersion. Something similar is observed in this study. Specifically, the storm track suppression in the upper troposphere (Figure 3) is stronger than at mid-tropospheric levels (not shown). Next to the ability to convert APE into EKE, growth rates of baroclinic disturbances can be offset by barotropic conversion due to Rossby wave dispersion (e.g., Simmons and Hoskins, 1978; 1980). Rossby wave dispersion is introduced by the meridional gradient of absolute ambient vorticity, so both by differential horizontal shear and the meridional derivative \( \beta \) of planetary vorticity \( f \). The spherical shape of the Earth can introduce some buffering capacity of the absolute vorticity gradient to any modification by horizontal shear. A poleward shift of the storm track reduces the amount of Rossby wave dispersion experienced by baroclinic waves which would otherwise lead to barotropic conversion and a limiting of the modal growth rates. In that respect, the meridional shift of synoptic disturbances to higher latitudes might be buffering the effect of increased horizontal shear.
of the eddy-driven jet depending on its latitude. Specifically, Kidston and Vallis (2010) found a meridional shift of the jet’s maximum in a baroclinic model similar to PUMA as the response to increased horizontal shear or reduced low-level baroclinicity. Kidston and Vallis (2010, 2012) explained the broadening and poleward shift as a consequence of reduced wave dissipation and increased barotropic instability at the poleward edge of a strengthened jet with stronger vorticity gradients. Barnes et al. (2010) found the development of a turning latitude and reduced wave breaking on the poleward side of a poleward shifted jet and analyzed the effect of an inhibited eddy-mean flow feedback on jet persistence in a barotropic model. Here, Figure 4 shows how in PUMA the up-gradient meridional flux of zonal momentum on the poleward side of the jet is much weaker than on the equatorward side, very similar to the experiments by Barnes et al. (2010). In fact, there are signs of a down-gradient eddy momentum flux for the low-friction cases. It is evident in Figure 4 that, for friction time-scales $\tau_f > 2$ days, poleward eddy momentum flux reaches right to the poles when, concurrently, the storm track shown in Figure 3 is greatly extended on its poleward side. So, it could be concluded that the meridional shift of the poleward storm
track boundary for \( \tau_t > 2 \) days and the broadening of the jet seen in Figure 1 is caused by barotropic instability and that the onset of barotropic instability might be masking the effect of the governor in some places.

However, the main finding to be taken from Figure 4 is the reduction of eddy momentum flux convergence for an increasing surface friction time-scale \( \tau_t \). This is readily understood bearing in mind that the vertically integrated eddy momentum flux convergence maintains the barotropic jet against surface friction since the Coriolis force drops out in the vertical integral (e.g., Green, 1970). Specifically, the governing equation for zonally averaged zonal momentum in spherical, log-pressure coordinates where \( a, \rho_0, \) and \( \phi \) denote the earth radius, reference density, and latitude, respectively, and applying a Reynolds averaging to all velocity components with \( \mu' = u - \bar{u} \), etc., where \( \bar{u} \) represents the zonal mean, is given by:

\[
\frac{D\bar{u}}{Dt} - f\bar{v} = -\left( a \cos^2 \phi \right)^{-1} \left[ \cos^2 \phi \frac{\partial \mu'}{\partial \phi} \right]_\phi - \rho_0^{-1} \left[ \rho_0 \frac{\partial \mu'}{\partial z} \right]_z + \bar{X},
\]

where \( \frac{D\bar{u}}{Dt} = \bar{u}_t + \bar{v}(a \cos \phi)^{-1} \left( \bar{u} \cos \phi \right)_\phi + \bar{w} \bar{u}_z \) is the material derivative of westerly momentum involving the advection by the Eulerian mean meridional overturning (\( \bar{v}, \bar{w} \)) and where the dissipative term \( \bar{X} \) is dominated by surface friction as given by Equation (1). Note that in the Eulerian mean, the convergence of the vertical flux of horizontal momentum is small, and that in steady state, the dominant balance is between surface friction, horizontal eddy-momentum flux convergence, and the Coriolis force \( f \bar{v} \). In that respect, Equation (2) assists in understanding the weakening of the zonal-mean Ferrel cell seen in Figure 2 since less eddy-momentum flux convergence and less surface friction are balanced by a reduced Coriolis force associated with reduced equatorward mean flow in the upper troposphere and a reduced westward acceleration near the surface.

The Transformed Eulerian mean (TEM; Edmon et al., 1980; Andrews et al., 1987) defines residual \( (\bar{v}, \bar{w}) \) velocities with a residual circulation streamfunction (Figures 5 and 6) to take account of the mass transport by eddy motion in addition to the Eulerian mean overturning. In that framework, the zonally averaged zonal momentum equation is given by:

\[
\frac{D\bar{u}}{Dt} - f\bar{v} = \left( \rho_0 a \cos \phi \right)^{-1} \nabla \cdot \bar{F} + \bar{X},
\]

where \( \frac{D\bar{u}}{Dt} \) is now the material derivative of westerly momentum involving the advection by the residual circulation \( (\bar{v}, \bar{w}) \). The meridional and vertical components of the Eliassen–Palm (EP) flux \( F^{(\phi)} \) and \( F^{(z)} \) are given by:

\[
F^{(\phi)} = \rho_0 a \cos \phi \left( \frac{\bar{v} \bar{v}'}{\phi} - \bar{u} \bar{v}' \right),
\]

\[
F^{(z)} = \rho_0 a \cos \phi \left[ -\left( a \cos \phi \right)^{-1} (\cos \phi \bar{u})_\phi - f \right] \frac{\bar{v} \bar{v}'}{\phi} - \bar{u} \bar{w}' \bar{u}'.
\]

In contrast to the Eulerian mean overturning, the residual circulation is composed of a single thermally direct cell in either hemisphere as displayed in Figure 5 for the aquaplanet experiment with \( \tau_t = 1 \) day (e.g., Karoly et al., 1997). Additionally, that Figure shows the EP flux vectors and EP-flux divergence. From Equation (3), it is evident that, in the TEM sense, the EP flux acts similarly to a flux of easterly momentum, providing a source of easterly momentum in regions of EP-flux convergence and a source of westerly momentum in regions of EP-flux divergence. The vertical component is dominated by the term involving the meridional heat flux, and is strong in midlatitudes at low altitudes and, in the TEM sense, corresponds to a vertical flux of westerly momentum into the planetary boundary layer.² The horizontal component,
FIGURE 6  As Figure 5, but for different aquaplanet configurations where arrows indicate EP-flux anomalies compared to $\tau_f = 1$ day.

The oceanographic literature, following on from Greatbatch and Lamb (1990) and Gent et al. (1995). The correspondence can be understood in terms of the thermal wind equation whereby a horizontal eddy heat flux acts to reduce meridional temperature gradients and hence geostrophic shear by thermal wind. Physically, the momentum is fluxed vertically by means of an eddy form drag.

On the other hand, is dominated by the negative of the meridional momentum flux, is mostly directed equatorward, is strong especially at the equatorward flank of the upper-tropospheric jet, and indicates a flux of westerly momentum from the Subtropics into the eddy-driven jet. Note, furthermore, that for the present simulations the TEM representation of the residual circulation in Figures 5 and 6 suffers from a poorly resolved lower boundary condition and the mass transport streamlines are in many cases not closed at the surface. Due to a free-slip boundary condition, the meridional eddy heat flux maximizes at the surface, resulting in an all-negative EP-flux divergence for the experiments with $\tau_f > 0.5$ day. A modified TEM formulation that takes account of the surface boundary conditions might resolve that problem (e.g., Held and Schneider, 1999). However, above the boundary layer the residual circulation in Figures 5 and 6 should be well approximated.
Figure 6 shows the TEM diagnostics for the six different aquaplanet configurations. It can be seen that, to a large extent, both the residual circulation and the EP-flux divergence are invariant to changing surface friction. In other words, the EP-flux response to changing surface friction is largely rotational and a change in horizontal eddy momentum flux convergence is accompanied by a corresponding change in the convergence of the vertical component of the EP flux. That is confirmed by the arrows in Figure 6 depicting the anomaly of mean EP-flux relative to the model simulation with $\tau_f = 1$ day. A dipole character of the vertical EP-flux anomaly indicates a meridional shift of maximum upward EP-flux associated with a meridional shift of the storm track. More importantly, the reduction of upward EP flux illustrates the fact that, at a higher friction time-scale, a reduced flux of westerly momentum by eddy form drag is required to oppose surface drag. Given its connection to the meridional eddy heat flux, the reduction in the vertical momentum flux is another signature of the governor because it is an indication that baroclinic instability is being suppressed. The invariance of the residual circulation suggests that the zonal-mean field of diabatic heating is unchanged. For the present model, this means that the zonal-mean temperature field is insensitive to surface friction, as found in our experiments and also by Robinson (1997).

3.2 Sensitivity of persistence to changing surface friction

This study was motivated by the idea that an under-representation of the barotropic governor may contribute to a lack of persistence in models used for seasonal prediction, contributing to the so-called signal-to-noise paradox. After having investigated synoptic variability and the poleward shift of the storm track, we turn to the analysis of variability on longer time-scales. To show spectral power at a range of time-scales, Figure 7 displays periodograms of meridional velocity at 357 hPa averaged horizontally between 20°N and the North Pole with an area-weighted average. The envelopes around the solid lines indicate the 95% confidence intervals estimated using Welch’s method with 500 overlapping groups and a Hanning window taper. The horizontal average over the large range of latitudes is applied to account for any meridional shift of variability; this can be seen, for example, in Figure 3.

The estimates of power spectral density in Figure 7 show a clear dependency on surface friction and a distinct separation between the friction time-scales $\tau_f \leq 2$ days and $\tau_f \geq 3$ days which might be caused by the onset of barotropic instability. Apart from the very high frequencies where strong friction damps variability, the dependency on surface friction might be summarized as a reduction of the overall level of noise with increasing friction time-scales. Whereas the low friction cases follow a fairly smooth curve resembling a red noise process with the highest power at low frequencies, the strong friction cases have maximum power at intermediate time-scales. Regarding the persistence of anomalies, it is interesting to take a closer look at the frequencies of these peaks in variance for the model runs with friction time-scales $\tau_f \leq 2$ days. Specifically, a local maximum of spectral density can be seen at a period of approximately 6 days for the model run with $\tau_f = 0.5$ day. When surface friction is reduced, this first maximum of spectral power moves to longer periods up to around 20 days. In other words, reducing surface friction increases persistence at sub-seasonal time-scales; this is the most important finding of this study. Following the reasoning of Strommen and Palmer (2019), it follows that reducing the magnitude of surface friction has the potential to increase the signal-to-noise ratio at seasonal and decadal time-scales. Figure 7 also illustrates the role of the eddy feedback since, at very low frequencies, the maximum power occurs at intermediate friction time-scales despite the increasing role of the governor and the decreasing strength of the storm track as friction time-scales increase.

For a deeper insight into low-frequency variability, we now discuss the ensemble mean and ensemble spread of 90-day means processed from the tropical heating experiments. Section 2 gives information about how the time...
series are resampled into 90-day means. Each of these
samples can be regarded as an independent seasonal fore-
cast for the teleconnections of a tropical anomaly. As
expected from linear theory, the upper-tropospheric diver-
gence associated with the idealized heating anomaly pro-
duces a Rossby wave train response which is baroclinic
up to 20°N and equivalent barotropic from there on (e.g.,
Hoskins and Karoly, 1981). In the context of seasonal
prediction, this will be considered the predictable signal
which should be detectable in each forecast, that is, in
each 90-day mean, but is best represented by the ensemble
mean.

In order to estimate the stationary wave response,
long-time mean horizontal streamfunction perturbations
are computed for the two independent ensembles of 90-day
means. The difference between the two ensembles (not
shown) is small relative to the contour spacing in Figure 8,
supporting the statistical significance of our results. Sub-
tracting the long-term zonal mean removes any zonal
mean effect of the tropical heating which does modify
the zonal mean thermal structure, but is also limiting the
informative value in perturbations close to the pole. Note
that horizontal streamfunction is calculated at 357 hPa,
however the signal is equivalent barotropic in the plotted
domain north of 20° N.

The north polar stereographic plots (Figure 8) indicate
different ray paths depending on surface friction. From
linear theory, we can expect that, starting in the Tropics,
long zonal wavelengths will propagate northward across
the pole whereas short zonal wavelengths get reflected at a
turning latitude associated with the poleward flank of the
jet (e.g., Hoskins and Karoly, 1981). By changing the basic
state jet, reduced surface friction will consequently mod-
ify the ray path. Indeed, for strong friction we see zonally
elongated signals, and for weak friction a more merid-
ional propagation. When the mean jet is extended right to
the pole for friction time scales \( \tau_f \geq 3 \) days, the ray paths
clearly traverse the North Pole. On the other hand, Hoeh-
ling and Ting (1994) have demonstrated the importance of
extratropical transients in producing the stationary wave
response to a tropical heating anomaly, which constitutes
an additional mechanism by which the barotropic gov-
ernor can influence the extratropical signal aside from
changing the basic state. In addition to a modified ray path,
the intensity of the ensemble mean signal is substantially
enhanced for reduced friction, a result especially relevant
for the signal-to-noise ratio.\(^3\)

As well as the ensemble mean signal, we are inter-

tested in the ensemble spread between individual 90-day

\(^3\)Explicit plots of the signal-to-noise ratio and a discussion of its
connection to the ratio of predictable components (RCP), are given in
Supporting Information Appendix S2 and Figure S4.
FIGURE 9  Zonal-mean standard deviation of 90-day mean streamfunction perturbations (ensemble spread) at 357 hPa from the time-mean zonal mean for different model configuration

(Figure S4). For friction time-scales $\tau_f < 3$ days, the reduction in spread is less clear, similarly to what is found for total variance of zonal momentum (Figures 1 and S1). The principal difference between experiments with that range of friction time-scales is a poleward shift of the local maxima as friction is reduced. A third maximum develops in the Subtropics when the other two maxima have moved sufficiently. This shift is similar to and likely associated with the movement of the storm track (Section 3.1). Given that similarity, it is tempting to connect the maxima of observed spread between 90-day means with the mechanism of the NAO. Vallis et al. (2004) present a mechanism where the typical circulation dipole pattern of low-frequency variability is created by a monopole vorticity flux anomaly which is reminiscent of the present model results where temporal variations in storm track intensity represent monopole vorticity flux anomalies. However, this mechanism is not sufficient to explain the whole picture in Figure 9 since there are considerable differences between the experiments with and without a tropical heating anomaly, especially in the region of the subtropical jet. Understanding the interactions between a stationary Rossby wave train and internal extratropical variability clearly requires further analyses.

4 | DISCUSSION

Changing surface friction has a profound influence on the general circulation in a simplified atmospheric model. At reduced friction, the barotropic component of the westerly jets is strengthened and the Ferrel cell overturning weakened. Moreover, this study confirms the finding of a barotropic governor by James and Gray (1986) and James (1987): the increased horizontal shear in response to reduced friction suppresses synoptic variability in the form of baroclinic instability. Specifically, the governor acts in a way that the EP-flux response to a modified friction parameter is largely rotational and the residual circulation preserved. It means that any change in horizontal momentum flux convergence needed to maintain the barotropic jet against surface friction and to balance the Eulerian mean overturning is accompanied by a change in eddy heat flux. The suppression of baroclinic instability is associated with a poleward shift of the storm track, although the effects of the governor might to some extent be masked by the onset of barotropic instability on the poleward side of the jet as the jet strength increases.

The reduction of eddy fluxes associated with baroclinic instability has important consequences for atmospheric variability. In consequence of the suppression of baroclinic instability, it is found that the preferred time-scale of sub-seasonal variability lengthens, that is, persistence is increased. On longer time-scales, variability maximizes for intermediate friction parameters before barotropic instability takes over. By emulating ensemble forecasts as 90-day means of a stationary Rossby wave train, it is shown how surface friction can influence the signal-to-noise ratio. Specifically, reduced surface friction alters the spatial distribution of variance, reduces the ensemble spread in seasonal forecasts, and strengthens the ensemble mean by enhancing the signal.

These idealized experiments suggest that mistuned parameters controlling mechanical damping, and possibly also form drag or gravity wave drag, might cause the persistence bias or signal-to-noise paradox seen in sophisticated climate prediction systems (e.g., Athanasiadis et al., 2017; Baker et al., 2018). Admittedly, the idealized model and experimental design have limitations. For example, it could be argued that some characteristics of the
signal-to-noise paradox, such as a realistic level of overall variance (Scaife and Smith, 2018), are not captured by the simplified model. Also, if the barotropic governor is, indeed, not operating correctly in sophisticated climate prediction systems, then correcting it might exacerbate present biases like underestimated eddy momentum flux convergence and a poleward shifted jet in the North Atlantic region (Scaife et al., 2019). However, the demonstration of the role that can be played by the barotropic governor as presented by this study has to be seen as a proof of concept and might be concealed in more complex models by tuning multiple parameters. Specifically, this simple model shows that, instead of an underestimated sensitivity of the model to tropical teleconnections or other predictable components of the climate system, adiabatic extratropical dynamics could prove responsible for underestimating the signal compared to the noise in seasonal predictions and hence could be of importance for the signal-to-noise paradox.

Finally, the governor concept appears to be of more general significance than the connection between surface friction and baroclinic instability. When James and Gray (1986) identified the barotropic governor, they found that dissipation of mean flow kinetic energy affects the conversion of available potential energy (APE) to eddy-kinetic energy (EKE). Ma et al. (2016) find an oceanic governor mechanism that involves atmosphere–ocean coupling. Specifically, it is found that suppressed dissipation of eddy APE in the Kuroshio Extension region suppresses baroclinic instability and prevents the establishment of the Kuroshio Extension jet in two coupled climate models. Another governor mechanism appears to control barotropic instability of the upper-tropospheric rotational flow since that is found to be much more unstable in a two-dimensional model than in reality (Wicker, 2020), leading to the concept of the baroclinic governor as noted by Mak (2011). In the coming years, it will be interesting to see whether the coupling of the various climate system components in modern Earth System models will reveal more examples of a governor of dynamic instability.
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