Pathloss modeling of reconfigurable intelligent surface assisted THz wireless systems
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Abstract—This paper presents an analytical pathloss model for reconfigurable intelligent surface (RIS) assisted terahertz (THz) wireless systems. Specifically, the model accommodates both the THz link and the RIS particularities. Finally, we derive a closed-form expression that returns the optimal phase shifting of each RIS reflection unit. The derived pathloss model is validated through extensive electromagnetic simulations and is expected to play a key role in the design of RIS-assisted THz wireless systems.
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I. INTRODUCTION

With our attention placed on the tremendous data traffic demands that are expected to be brought together with the sixth generation (6G) application scenarios [1]–[4], two technological approaches are examined as candidate solutions [5]–[7]. The first one is to move to higher-frequency bands, with emphasis on the terahertz (THz) one [8]–[16], while the second one is to exploit reconfigurable intelligent surfaces (RISs) capable of devising a beneficial wireless propagation environment [17]–[19].

In the technical literature, several contributions appear on analyzing, optimizing, designing, and demonstrating wireless THz systems [20]–[22]. All of them agree that line-of-sight (LoS) channel attenuation and blockage are the main limiting factors of THz wireless systems. To break the barriers set by blockage, recently, some research works proposed the use of RIS [23]–[28]. In particular, in [6], and [29], the authors explained how RIS can be used to mitigate the impact of blockage and introduced the idea of reflected LoS links. In this sense, in [23], the authors conducted an asymptotic uplink ergodic capacity study, assuming that the transmitter (TX)-RIS and RIS-receiver (RX) channels follow Rician distribution. Similarly, in [24] the joint maximization of the sum-rate and energy efficiency was studied for a multi-user downlink scenario, in which connectivity was established by means of reflected LoS. Additionally, in [25], an error analysis was performed for RIS-assisted non-orthogonal multiple access networks. Moreover, in [26], di Renzo et. al highlighted the fundamental similarities and differences between RISs and relays. In the same direction, in [27], the authors compared the performance of RIS-assisted systems against decode-and-forward relaying ones in terms of energy efficiency, while, in [28], the authors conducted a performance comparison between RIS and amplify-and-forward (AF) relays in terms of average received signal-to-noise-ratio (SNR), outage probability, diversity order and gain, symbol error rate and ergodic capacity, which revealed that, in general, RIS-assisted wireless systems can outperform the corresponding AF relaying ones.

Despite the paramount importance of combining THz wireless and RIS technologies, there are only a few published works that investigate the performance of RIS-assisted THz wireless systems [30]–[32]. In [30] and [31], although the directional nature of the THz links was taken into account, the pathloss (PL) characteristics of the transmission path were neglected, while, in [32], the impact of molecular absorption loss was ignored. The main reason behind this is the lack of tractable PL model for RIS-assisted systems operating in the THz band. To cover this research gap, this paper focuses on providing a low-complexity PL model that takes into account the particularities of the THz propagation medium as well as the physical characteristic of the RIS. In more detail, the model takes into account not only the access point (AP)-RIS and RIS-user equipment (UE) distances, but also the RIS size, the radiation pattern and the reflection coefficient of the RIS reflection unit (RU), the AP and UE antenna gain, the transmission frequency, as well as the environmental conditions.

Building upon the channel attenuation expression, we provide a closed-form expression that determines the phase shift that should be implemented on each RIS element in order to steer the reflected by the RIS beam towards the UE.

II. SYSTEM MODEL

As shown in Fig. 1, downlink scenario of a RIS-assisted wireless THz system is considered, where a single AP serves a UE through a RIS. The AP and the UE are equipped with high-directional antennas of gains $G_a$ and $G_u$, respectively. Both the AP and UE antennas are assumed to point at the center of the RIS. The RIS consists of $M \times N$ orthogonal RUs of dimensions $d_x$ and $d_y$. Moreover, the UE position is assumed to be known to the RIS controller. A three dimensional (3D) Cartesian system is defined centered at the RIS center. The RIS horizontal and vertical directions respectively define the $x$ and $y$ axis. Hence, the position of the RU, $U_{m,n}$, can be obtained as $d_{x,m} = (n - \frac{1}{2}) d_x x_u + (m - \frac{1}{2}) d_y y_u + 0 z_o$.

1Note that there are two already published contributions that provided the end-to-end (e2e) PL in RIS-assisted wireless systems [13], [14]. However, both [13] and [14] refer to low frequency band communications; thus, they neglect the impact of molecular absorption loss.
with \( n \in \left[ 1 - \frac{N}{2}, \frac{N}{2} \right] \) and \( m \in \left[ 1 - \frac{M}{2}, \frac{M}{2} \right] \). Also, \( \mathbf{x}_x, \mathbf{y}_y, \) and \( \mathbf{z}_z \) stand for the unitary vectors at the \( x, y, \) and \( z \) direction, respectively. Finally, let \( d_1 \) and \( d_2 \) respectively denote the AP-RIS and RIS-UE distances.

III. PATH-LOSS MODEL

Let, \( \theta_{m,n}^r \) and \( \theta_{m,n}^i \) be the elevation angle from the \( (m,n) \) RU, \( U_{m,n} \), to the AP and to the UE, respectively, while \( \phi_{m,n}^r \) and \( \phi_{m,n}^i \) stand for the corresponding azimuth angles. Finally, we use \( R_{m,n}^r \) and \( l_{m,n} \) to respectively define the distances from AP to the \( U_{m,n} \) RU and the one from the \( U_{m,n} \) RU to the UE. The following theorem returns the e2e pathloss.

Theorem 1. The e2e PL can be evaluated as in (1), given at the top of the following page. In (1),

\[
\zeta_1 \left( n - \frac{1}{2} \right) d_x + \zeta_2 \left( m - \frac{1}{2} \right) d_y = \frac{\lambda \phi_{m,n}}{2\pi},
\]

and

\[
G_t = G_o G G_u.
\]

Additionally, \( \phi_{m,n} \) and \( |R| \) are respectively the controllable phase shift and the absolute value of the reflection coefficient introduced by the \( (m,n) \) RU, \( U_{m,n} \), while \( U^T (\theta, \phi) \) and \( G \) are the normalized received, the normalized transmitted power ratio patterns and the RU gain, respectively. Moreover, \( \theta_t \) and \( \phi_t \) are respectively the elevation and the azimuth angles from the center of the the RIS to the AP, while \( \theta_r \) and \( \phi_r \) respectively denotes the the elevation and the azimuth angles from the center of the the RIS to the center of the cluster. Finally, in (1), \( \kappa(f) \) stands for the molecular absorption coefficient and can be obtained as in (15)

\[
\kappa(f) = \sum_{i=1}^{6} A_i(\mu) \left( \frac{f_{10e} - q_i}{f_{10e}} \right)^2 + C(\mu, f),
\]

where \( A_1(\mu) = a_1(1 - \mu)(a_2(1 - \mu) + a_3), A_3(\mu) = f_1 \mu (f_2 + f_3), A_2(\mu) = c_1 \mu (c_2 \mu + c_3), A_4(\mu) = i_1 \mu (i_2 \mu + i_3), A_5(\mu) = k_1 \mu (k_2 \mu + k_3), A_6(\mu) = m_1 \mu (m_2 \mu + m_3), B_1(\mu) = (b_1(1 - \mu) + b_2)^2, B_2(\mu) = (c_1 \mu + d_2)^2, B_3(\mu) = (g_1 \mu + g_2)^2, B_4(\mu) = (j_1 \mu + j_2)^2, B_5(\mu) = (l_1 \mu + l_2)^2, B_6(\mu) = (n_1 \mu + n_2)^2, C(\mu, f) = \frac{\mu^2}{\mu^2 + 1} (r_2 + r_3 f^4), \) with \( a_1 = 5.159 \times 10^{-5}, a_2 = -6.65 \times 10^{-5}, c_3 = 0.1925, c_4 = 0.135, c_3 = 0.0318, c_5 = 0.4241, c_6 = 0.0998, f_1 = 0.2251, f_2 = 0.1314, f_3 = 0.0297, g_1 = 0.4127, g_2 = 0.0932, i_1 = 2.053, i_2 = 0.1717, i_3 = 0.0306, j_1 = 0.5394, j_2 = 0.0961, k_1 = 0.177, k_2 = 0.0832, k_3 = 0.0213, l_1 = 2.0615, l_2 = 0.0668, m_1 = 2.146, m_2 = 0.1206, m_3 = 0.0277, n_1 = 0.3789, n_2 = 0.0871, r_1 = 0.0157, r_2 = 2 \times 10^{-4}, r_3 = 0.915 \times 10^{-112}, r_4 = 9.42, q_1 = 3.96, q_2 = 6.11, q_3 = 10.84, q_4 = 12.68, q_5 = 14.65, \) and \( q_6 = 14.94. \)

Proof: Please refer to Appendix A.

Remark 1. To steer the beam at the desired direction \( \theta_r = \theta_o \) and \( \phi_r = \phi_o \), the parameters \( \zeta_1 \) and \( \zeta_2 \) should be

\[
\zeta_1 = -(\sin(\theta_i) \cos(\phi_i) + \sin(\theta_o) \cos(\phi_o))
\]

and

\[
\zeta_2 = -(\sin(\theta_i) \sin(\phi_i) + \sin(\theta_o) \sin(\phi_o)).
\]

In this case, based on (2), the phase shift of the \( (m,n) \) element can be obtained as in (3), given at the top of the following page. In this case, according to (1), the minimum PL is

\[
L_o = M^{-2} N^{-2} \sum_{y} \sum_{x} d_x d_y \lambda^2 |R|^2 U^T(\theta_o, \phi_o) U^T(\theta_o, \phi_o) G_t \exp \left( \kappa(f) (d_1 + d_2) \right).
\]

IV. NUMERICAL RESULTS & DISCUSSION

In this section, we present numerical results, which verify the accuracy of the PL model and highlight the propagation characteristics of RIS-assisted THz wireless systems. In this direction, unless otherwise stated, we investigate the following insightful scenario. We consider standard environmental conditions, i.e., relative humidity 50%, atmospheric pressure 101325 Pa, and temperature 296°C. The AP transmission antenna gain is 50 dBi, which, according to [30]–[38], is a realistic value for THz wireless systems, while the UE received antenna gains are 20 dBi. The antenna pattern of the RUs is described by [39]

\[
U(\theta, \phi) = \begin{cases} \cos(\theta), & \theta \in [0, \frac{\pi}{2}] \\ 0, & \text{otherwise.} \end{cases}
\]

Thus, \( G \) can be obtained as \( G = \int_0^{2\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} U(\theta, \phi) \sin(\theta) \, d\theta \, d\phi \), which by substituting (4) and performing the integration returns \( G = 4 \). Moreover, \( |R| \) is set to 0.9, which is in-line with [40]. Finally, note that, in what follows, we use continuous lines and markers to respectively denote theoretical and simulation results.

In Fig. [2], the PL is depicted as a function of \( \phi_t \), for different transmission frequencies, assuming that \( d_1 = d_2 = 1 \, \text{m}, d_x = d_y = 0.3 \, \text{mm}, |R| = 0.9, G_{AP} = 50 \, \text{dBi}, G_{RU} = 20 \, \text{dBi}, \)
\[
\begin{align*}
L &= M^{-2}N^{-2} \frac{64\pi^3 d_1^2 d_2^2}{\sin^2 \left( \frac{\pi}{\lambda} \sin \left( \theta_1 \right) \cos \left( \theta_1 \right) + \sin \left( \theta_2 \right) \cos \left( \phi_1 \right) + \zeta_1 \right) d_x} \\
&\quad \times \frac{\sin^2 \left( \frac{\pi}{\lambda} \sin \left( \phi_1 \right) + \sin \left( \phi_2 \right) + \zeta_2 \right) d_y}{\sin^2 \left( \frac{M\pi}{\lambda} \sin \left( \theta_1 \right) \sin \left( \phi_1 \right) + \sin \left( \theta_2 \right) \sin \left( \phi_2 \right) + \zeta_2 \right) d_y} \exp \left( \kappa(f) \left( d_1 + d_2 \right) \right)
\end{align*}
\]

(1)

\[
\phi_{m,n} = \frac{2\pi}{\lambda} \left( n - \frac{1}{2} \right) \left( \sin \left( \theta_1 \right) \cos \left( \theta_1 \right) + \sin \left( \theta_2 \right) \cos \left( \phi_1 \right) \right) d_x
\]

\[
- \frac{2\pi}{\lambda} \left( m - \frac{1}{2} \right) \left( \sin \left( \theta_1 \right) \sin \left( \phi_1 \right) + \sin \left( \theta_2 \right) \sin \left( \phi_2 \right) \right) d_y
\]

(7)

Fig. 2: PL vs $\phi_r$, for $\theta_r = \frac{\pi}{4}$, $\theta_o = \frac{\pi}{6}$, $\phi_o = \frac{\pi}{3}$, and different values of $f$.

Fig. 3: PL vs $f$ for different RIS sizes.

Fig. 4: PL vs temperature and relative humidity.

$\theta_i = \frac{\pi}{4}$, $\phi_i = \pi$, $\theta_o = \pi/6$, and $\phi_o = \pi/3$. As expected, the minimum PL is observed for $\phi_r = \pi/3$. Moreover, it is apparent that for a fixed $\phi_r$, as the transmission frequency increases, the PL also increases. Finally, we observe that as the transmission frequency increases, the azimuth half power beamwidth decreases.

Figure 3 illustrates the PL as a function of $f$ for different values of $M = N$, assuming that $\theta_i = \theta_r = \theta_o = \phi_1 = \phi_o = \frac{\pi}{4}$, $\phi_i = \frac{2\pi}{4}$, $d_1 = d_2 = 10$ mm, and $d_x = d_y = 0.3$ mm. From this figure, it is revealed that there exists two frequency regions, the first one from 370 to 390 GHz and the second one from 430 to 455 GHz, in which the PL is maximized. This is due to water molecules resonance. In other words, from 100 to 500 GHz, there exists three transmission windows; the first one from 100 to 365 GHz, the second one from 375 to approximately 430 GHz, and the third one from 460 to 500 GHz. Outside these regions, for fixed $M$ and $N$, as the transmission frequency increases, the PL also increases. For example, for $M = N = 20$, as $f$ increases from 100 to 300 GHz, the PL increases for about 10 dB. Finally, it is observed that, for a given transmission frequency, as the RIS size increases, the PL decreases. For example, as $M = N$ increases from 10 to 100, the PL decreases for about 40 dB.

In Fig. 4, the PL is plotted as a function of the atmospheric temperature and relative humidity, assuming $M = N = 100$, $f = 380$ GHz, $d_1 = 1$ mm, $d_2 = 10$ mm, $d_x = d_y \approx 0.3$ mm, $\theta_i = 45^\circ$, $\phi_i = 180^\circ$, and $\theta_r = \theta_o = \phi_r = \phi_o = 45^\circ$. As expected, for a fixed atmospheric temperature, as the relative humidity increases, the water molecules’ density increases; as a consequence, the molecular absorption and the PL increase. For instance, for $T = 273^\circ K$, the PL increases by approximately 2 dB as the relative humidity increases from 10% to 90%. Similarly, for a given relative humidity, as the atmospheric temperature increases, the PL also increases. For example, for a 50% relative humidity, the PL increases by 2 dB as the atmospheric temperature increase from 270$^\circ K$ to 290$^\circ K$. Finally, by taking into account that neglecting the molecular absorption loss would lead to a PL approximately equal to 34.4 dB, it becomes evident that in this case the
PL computation error could exceed 20 dB. This indicates the importance of taking into account the molecular absorption loss when evaluating the PL and the performance of RIS-assisted THz systems.

Figure 5 illustrates the PL as a function of the air temperature and frequency, assuming $M = N = 100$, $d_1 = 1$ m, $d_2 = 10$ m, $d_x = d_y \approx 0.3$ mm, $\theta_1 = 45^\circ$, $\phi_1 = 180^\circ$, and $\theta_r = \phi_r = \phi_o = 45^\circ$. As expected, for a given transmission frequency, as the air temperature increases, the PL also increases. For example, for $f = 250$ GHz, the PL increases by about 0.1 dB, as the air temperature increases from 270 to 320$^\circ$K. Moreover, from this figure, it is verified that there exist two frequency regions in which the PL is maximized. In these regions, temperature variations cause a more severe impact on PL. For instance, increasing the air temperature from 270 to 280$^\circ$K results in a 0.02 dB PL increase, if $f = 280$ GHz, while, the same temperature increase cause a 0.5 dB PL increase, when $f = 383$ GHz. This indicates the importance of taking into account the air-temperature and its variations, when selecting the transmission frequency.

V. Conclusions

In this paper, we described the system model and we employed electromagnetic theory tools in order to extract a generalized formula for the e2e PL. This formula revealed the relationships between the RIS specifications, namely size, number of RIS RUs, RU size and reflection coefficient, RU’s radiation patterns, as well as phase shift of each RU, the transmission parameters, such as transmission frequency AP to center of RIS and center of RIS to UE distance, AP transmission and UE reception antenna gains, azimuth and elevation angles from the AP to the center of the RIS as well as from the center of the RIS to the UE, and THz-specific parameters, like the environmental conditions that affect the molecular absorption. Building upon this expression, we determined the optimal phase shift of each RU in order to steer the RIS-generated beam to a desired direction. This work is expected to contribute on analyzing, simulating, and designing RIS-assisted THz systems.

**APPENDIX**

**Proof of Theorem 1**

As $l_{m,n} \gg \lambda$, where $\lambda$ is the wavelength of the transmission signal, the the incident signal power at $U_{m,n}$ can be obtained as

$$P^i_{m,n} = \frac{G_{AP} U^r (\theta^i_{m,n}, \phi^i_{m,n}) d_x d_y G U_{m,n} P_{AP}}{4\pi (l^i_{m,n})^2} \exp (-\kappa(f) l^i_{m,n}).$$

(10)

Thus, the incident signal’s electric field at $U_{m,n}$ can be written as

$$E^i_{m,n} = \sqrt{\frac{2Z_o P^i_{m,n}}{d_x d_y}} \exp \left(-\frac{2\pi l^i_{m,n}}{\lambda}\right),$$

(11)

where $Z_o$ is the air characteristic impedance.

The total reflected signal power by $U_{m,n}$ can be obtained as

$$P^r_{m,n} = |R_{m,n}|^2 P^i_{m,n},$$

or

$$P^r_{m,n} = \exp (-\kappa(f) l^r_{m,n}) |R_{m,n}|^2 d_x d_y \frac{G U^r (\theta^i_{m,n}, \phi^i_{m,n}) G_{AP} P_{AP}}{4\pi (l^r_{m,n})^2} U^r (\theta_r, \phi_r) S_r,$$

(12)

By assuming that $l_{m,n} \gg \lambda$, we can obtain the received signal power at the UE from $U_{m,n}$ as

$$P_{m,n} = \exp (-\kappa(f) (l^r_{m,n} + l_{m,n})) \frac{G U^r (\theta_r, \phi_r) Pr_{m,n} U^r (\theta_r, \phi_r) S_r}{4\pi (l^r_{m,n})^2},$$

(13)

where $S_r = \frac{G_o \lambda^2}{4\pi}$ is the aperture of the UE receive antenna.

Thus, the electrical field of the received signal at the UE from $U_{m,n}$ can be expressed as

$$E_{m,n} = \sqrt{\frac{2Z_o P_{m,n}}{S_r}} \exp \left(-\frac{j \lambda}{2\pi} (l^r_{m,n} + l_{m,n})\right),$$

(14)

or

$$E_{m,n} = \frac{R_{m,n} \sqrt{2Z_o d_x d_y U^r (\theta_r, \phi_r) G_{AP} P_{AP}}}{4\pi l^r_{m,n} l_{m,n}} \exp \left(-\frac{j \lambda}{2} (l^r_{m,n} + l_{m,n})\right),$$

(15)

Hence, by taking into account that $|R_{m,n}| \approx |R|$, the total electric field at the UE can be evaluated as in [16], given at the top of this page.

The AP position can be obtained as

$$r_i = d_1 \sin (\theta_i) \cos (\phi_i) x_o + d_1 \sin (\theta_i) \sin (\phi_i) y_o + d_1 \cos (\theta_i) z_o.$$

(17)

By combining (17) with the AP-$U_{m,n}$ distance expression, applying the Taylor expansion in the resulting expression and keeping only the first term, the distance between the AP and the $U_{m,n}$ can be approximated as

$$l^r_{m,n} \approx d_1 - \sin (\theta_i) \cos (\phi_i) \left(n - \frac{1}{2}\right) d_x - \sin (\theta_i) \sin (\phi_i) \left(n - \frac{1}{2}\right) d_y.$$

(18)
\[ E_r = \frac{|R|}{4\pi} \sqrt{2Z_o d_x d_y U_r^* (\theta_1, \phi_1) U_t (\theta_r, \phi_r) G_{AP} P_{AP}} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \exp \left( -\left( \frac{j}{\lambda} f + j\frac{2\pi}{\lambda} \right) (l_m^t + l_m n) + j \phi_{m,n} \right) \]  

\[ l_{m,n} \approx d_2 - \sin (\theta_r) \cos (\phi_r) \left( n - \frac{1}{2} \right) dx 
- \sin (\theta_r) \sin (\phi_r) \left( m - \frac{1}{2} \right) dy. \]  

(19) 

By substituting (18) and (19) into (16), and taking into account that in practice \( d_x \) and \( d_y \) are at the order of \( \lambda/10 \), while \( d_1, d_2 \gg \lambda \), we can tightly approximate the electric field at the UE as in (20), given at the top of the following page. Of note, in (20),

\[ \beta = d_1 - \sin (\theta_1) \cos (\theta_1) \left( n - \frac{1}{2} \right) dx 
- \sin (\theta_1) \sin (\theta_1) \left( m - \frac{1}{2} \right) dy 
+ d_2 - \sin (\theta_r) \cos (\phi_r) \left( n - \frac{1}{2} \right) dx 
- \sin (\theta_r) \sin (\phi_r) \left( m - \frac{1}{2} \right) dy. \]  

(21)

The received signal power at UE can be evaluated as

\[ P_r = \frac{|E_{na}|^2}{2Z_o} S_r, \]  

(22)

which, with the aid of (20), can be written as

\[ P_r = \frac{d_x d_y \rho^2}{64\pi^3 d_x^2 d_y^2} \frac{|R|^2 U_r^* (\theta_1, \phi_1) U_t (\theta_r, \phi_r) G_{AP} G_{na} P_{AP}}{} \exp \left( -|\kappa(f)(d_1 + d_2)| \right) \]  

(23)

In (23),

\[ \gamma = \gamma_1 \gamma_2, \]  

(24)

where \( \gamma_1 \) and \( \gamma_2 \) can respectively be obtained as in (25) and (26), given at the top of the following page. In (25), and (26), \( \gamma_1 \) and \( \gamma_2 \) are defined in (2). By taking into account the sum of geometric progression theorem, and after performing some simple mathematical manipulations, (25) can be rewritten as

\[ \gamma_1 = N \frac{\sin \left( \frac{N\pi}{2} \left( \sin (\theta_1) \cos (\phi_1) + \sin (\theta_1) \cos (\phi_1) + \zeta_1 \right) d_x \right)}{\sin \left( \frac{\pi}{2} \left( \sin (\theta_1) \cos (\phi_1) + \sin (\theta_1) \cos (\phi_1) + \zeta_1 \right) d_x \right)}. \]  

(27)

Similarly, (26) can be expressed as

\[ \gamma_2 = M \frac{\sin \left( \frac{M\pi}{2} \left( \sin (\theta_1) \sin (\phi_1) + \sin (\theta_1) \sin (\phi_1) + \zeta_2 \right) d_y \right)}{\sin \left( \frac{\pi}{2} \left( \sin (\theta_1) \sin (\phi_1) + \sin (\theta_1) \sin (\phi_1) + \zeta_2 \right) d_y \right)}. \]  

(28)

Finally, by substituting (27) and (28) into (24) and then to (23), we obtain \( P_r = \frac{P_{AP}}{L} \), where \( L \) can be evaluated as in (1). This concludes the proof.
\[ E_r \approx \frac{R | 2Z_{d_{1}}d_{2}U^{\tau}(\theta_{1},\phi_{1})U^{\tau}(\theta_{r},\phi_{r})GG_{AP}P_{AP}}{4\pi d_{1}d_{2}} \exp \left( -\frac{1}{2}\kappa(f)(d_{1} + d_{n}) \right) \]
\times \sum_{m=-\frac{N}{2}+1}^{\frac{N}{2}} \sum_{n=-\frac{N}{2}+1}^{\frac{N}{2}} \exp \left( \frac{2\pi}{\lambda} \left( d_{1} + d_{2} - \beta + \frac{\lambda}{2}\phi_{m,n} \right) \right) \tag{20} \]

\[ \gamma_{1} = \sum_{n=-\frac{N}{2}+1}^{\frac{N}{2}} \exp \left( \frac{2\pi}{\lambda} \left( \sin(\theta_{1})\cos(\theta_{1}) \left( n + \frac{1}{2} \right) d_{x} + \sin(\theta_{r})\cos(\phi_{r}) \left( n - \frac{1}{2} \right) d_{x} + \zeta_{1} \right) \right) \tag{25} \]

\[ \gamma_{2} = \sum_{m=-\frac{N}{2}+1}^{\frac{N}{2}} \exp \left( \frac{2\pi}{\lambda} \left( \sin(\theta_{1})\sin(\theta_{1}) \left( m + \frac{1}{2} \right) d_{y} + \sin(\theta_{r})\sin(\phi_{r}) \left( m - \frac{1}{2} \right) d_{y} + \zeta_{2} \right) \right) \tag{26} \]