Abstract. We consider the convex-concave saddle point problem $\min_x \max_y \Phi(x, y)$, where the decision variables $x$ and/or $y$ are subject to certain multi-block structure and affine coupling constraints, and $\Phi(x, y)$ possesses certain separable structure. Although the minimization counterpart of this problem has been widely studied under the topics of ADMM, this minimax problem is rarely investigated. In this paper, a convenient notion of $\epsilon$-saddle point is proposed, under which the convergence rate of several proposed algorithms are analyzed. When only one of $x$ and $y$ has multiple blocks and affine constraint, several natural extensions of ADMM are proposed to solve the problem. Depending on the number of blocks and the level of smoothness, $O(1/T)$ or $O(1/\sqrt{T})$ convergence rates are derived for our algorithms. When both $x$ and $y$ have multiple blocks and affine constraints, a new algorithm called Extra-Gradient Method of Multipliers (EGMM) is proposed. Under desirable smoothness conditions, an $O(1/T)$ rate of convergence can be guaranteed regardless of the number of blocks in $x$ and $y$. An in-depth comparison between EGMM (fully primal-dual method) and ADMM (approximate dual method) is made over the multi-block optimization problems to illustrate the advantage of the EGMM.
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1. Introduction. In this paper, we consider the multi-block convex-concave minimax saddle point problems with affine coupling constraints:

$$\begin{align*}
\min_x \max_y \Phi(x, y) := & \sum_{i=1}^N h_i(x_i) + \Psi(x,y) - \sum_{j=1}^M g_j(y_j) \\
\text{s.t.} & \quad x = [x_1^\top, \ldots, x_N^\top]^\top, \quad x_i \in \mathcal{X}_i \subset \mathbb{R}^{d_i}, \quad i = 1, 2, \ldots, N, \\
& \quad y = [y_1^\top, \ldots, y_M^\top]^\top, \quad y_j \in \mathcal{Y}_j \subset \mathbb{R}^{d_j}, \quad j = 1, 2, \ldots, M, \\
& \quad A_1 x_1 + \cdots + A_N x_N = a, \quad B_1 y_1 + \cdots + B_M y_M = b.
\end{align*}$$

In problem (1.1), $h_i$ and $g_j$ are simple convex functions that allow efficient proximal operator evaluation. The function $\Psi$ is a smooth convex-concave function that couples the multiple blocks of $x$ and $y$ together. $\mathcal{X}_i$ and $\mathcal{Y}_j$ are compact convex sets for $\forall i, j$. $A_i \in \mathbb{R}^{n \times d_i}, B_j \in \mathbb{R}^{m \times d_j}, \forall i, j$ are a group of matrices and $a \in \mathbb{R}^n$, $b \in \mathbb{R}^m$ are two vectors. The proposed problem lies in the conjunction of the affinely constrained multi-block optimization problem and the convex-concave saddle point problems, which are extensively studied in the alternating direction method of multipliers (ADMM) and the monotone variational inequality (VI) literature respectively. Many works on the saddle point problems do allow convex constraints on the variables. However, they usually assume an easy access to the projection operator to the constraint sets, which is hard to evaluate when there are multiple blocks of variables that are affinely constrained in addition to the convex set constraints. To our best
knowledge, our paper is the first one to consider the saddle point problems with affine constraints. Though rarely studied in the literature, this problem has many potential applications. Several motivating examples ranging from multi-agent Reinforcement Learning (RL) to game theory are listed below.

**Team-collaborative RL.** Consider the team-collaborative RL setting, where the state space \( \mathcal{S} \) is the nodes in a network and is partitioned into \( N \) clusters: \( \mathcal{S} = \bigcup_{i=1}^{N} \mathcal{S}_i \). Each cluster \( \mathcal{S}_i \) has an agent to control its own policy, i.e., \( \pi(\cdot|s) \) for \( \forall s \in \mathcal{S}_i \). Let \( \mathcal{A}, \mathcal{P} \) and \( \gamma \in (0, 1) \) be the action space, transition probability, and discount factor respectively. Let \( \mu_x^\pi \in \mathbb{R}^{|\mathcal{S}|\times|\mathcal{A}|} \) be the state-action occupancy measure under some initial state distribution \( \xi \) and policy \( \pi \), then the goal of the agents is to collaboratively solve a general utility RL problem: \( \pi^* = \arg\max_{\pi} \sum_{i=1}^{N} r_i(\mu_x^\pi(\mathcal{S}_i,:)) + \rho(\mu_x^\pi) \), where \( r_i(\cdot) \) and \( \rho(\cdot) \) are concave functions, see e.g. [40], and \( \mu_x^\pi(\mathcal{S}_i,:) \) stands for the submatrix of \( \mu_x^\pi \) that includes the row index \( s \in \mathcal{S}_i \). To avoid the nonconvexity in terms of \( \pi \), we reformulate it as a convex-concave minimax occupancy optimization problem:

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{N} r_i(\mu_x(\mathcal{S}_i,:)) + (\mu, z) - \rho^*(z) \\
\text{subject to} & \quad \sum_{a \in \mathcal{A}} \mu(s, a) = \gamma \sum_{s' \in \mathcal{S}, a' \in \mathcal{A}} \mu(s', a')P(s|s', a') + \xi(s), \quad \forall s \in \mathcal{S},
\end{align*}
\]

where the conjugate function \( \rho^* \) of \( \rho \) is used to decouple the multiple \( \mu_x(\mathcal{S}_i,:) \) blocks owned by each individual agent respectively.

**Resource constrained game.** The problem (1.1) can also be interpreted as several game theory settings, including two-player multi-stage games and multi-player games.

1. **(Two-player multi-stage game).** Consider two players playing a sequence of \( N - 1 \) games, with their strategies in the \( i \)-th stage denoted by \( x_i \in \mathcal{X}_i \) and \( y_i \in \mathcal{Y}_i \) respectively. The minimax objective function at stage \( i \) takes the form \( h_i(x_i) + \Psi_i(x, y) - g_i(y_i) \). After taking the strategies \( x_i \) and \( y_i \), the two players will incur a resource cost of \( A_ix_i \) and \( B_iy_i \) respectively. The total resource of the two players are limited by two vectors \( a \) and \( b \) respectively. Therefore, the problem can be written as

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{N-1} \left( h_i(x_i) + \Psi_i(x, y) - g_i(y_i) \right) \\
\text{subject to} & \quad \sum_{i=1}^{N-1} A_ix_i + x_N = a, \quad \sum_{i=1}^{N-1} B_iy_i + y_N = b,
\end{align*}
\]

where \( x_N, y_N \) are slack variables. Let \( B(z, r) \) denote a Euclidean ball centered at \( z \) with radius \( r \). Then we can specify \( \mathcal{X}_N := \mathbb{R}^{n_x} \cap B(0, r_x), \mathcal{Y}_N := \mathbb{R}^{n_y} \cap B(0, r_y) \). Simple choices of \( r_x \) is \( r_x = \|a\| + \sum_{i=1}^{N-1} \|A_i\| \cdot \max_{x_i \in \mathcal{X}_i} \|x_i\| \), which bounds the magnitude of all feasible slack variable \( x_N \). The radius \( r_y \) can be constructed similarly.

2. **(Multi-player game).** Instead of two players playing an \( (N - 1) \)-stage game, we can consider the cases where two groups of players play a single-stage game. There are \( N - 1 \) and \( M - 1 \) players in the two groups respectively and the players in each group play collaboratively against the players in the other group. The strategy of these players are denoted by \( x_i \in \mathcal{X}_i, 1 \leq i \leq N - 1 \) and \( y_j \in \mathcal{Y}_j, 1 \leq j \leq M - 1 \). Each player has its own interest represented by \( h_i(x_i) \) or \( g_j(y_j) \) as well as a coupled
common interest $\Psi(x, y)$. The two groups have their shared resource budget of $a$ and $b$ respectively. The resource cost of taking strategy $x_i$ or $y_j$ are $A_i x_i$ or $B_j y_j$ respectively, for $\forall i,j$. Therefore, the problem can be formulated in a similar form of (1.3), with $x_N$ and $y_M$ being the slack variables, and $\Phi(x, y) = \sum_{i=1}^{N-1} h_i(x_i) + \Psi(x, y) - \sum_{j=1}^{M-1} g_j(y_j)$.

Related works. In this work, the main problem (1.1) is mostly related to the affinely constrained multi-block optimization problem and the convex-concave minimax saddle point problem, both of which have long history of research in convex optimization and variational inequalities. The proposed methods are closely related to the extragradient (EG) method and the Alternating Direction Method of Multipliers (ADMM).

Multi-block ADMM algorithms. As a special case of (1.1), the affinely constrained multi-block convex optimization problem

$$\text{minimize}_{x_i \in X_i, 1 \leq i \leq N} \sum_{i=1}^{N} h_i(x_i) + \Psi(x) \quad \text{s.t.} \quad A_1 x_1 + A_2 x_2 + \cdots + A_N x_N = a,$$

has vast applications in statistics, signal processing, and distributed computing, see e.g. [28, 23, 12, 3]. Despite the popularity of ADMM, its convergence is very subtle. When there are only two blocks of variables, i.e. $N = 2$, the convergence of ADMM to optimal solution is well established, [16, 30, 14, 26, 17]. When $N \geq 3$, counterexamples where ADMM diverges are constructed [8]. Additional assumptions or algorithm modifications are needed to ensure the convergence. For example, with additional error bound [17] or the partial strong convexity [9, 26, 25, 21, 4], convergence to optimal solution can be guaranteed; by making strongly convex $\epsilon$-perturbations to the objective function [27] or certain randomization over the update rule [15], the convergence of multi-block ADMM can still be achieved without additional conditions.

Convex-concave minimax problems. Saddle point problems are beyond the scope of the pure optimization. Such problems are crucial in many areas including game theory [36, 34], reinforcement learning [13, 11], and image processing [6], to name a few. As a special case of the monotone variational inequality problems (VIP), most algorithms derived for monotone VIPs apply directly to the convex-concave saddle point problems. In terms of first-order algorithms, representative classical works include the extragradient (EG) method [20, 5], Mirror-Prox method [31, 19], and dual extrapolation methods [33, 32], among others. For problems with bilinear coupling objective function, optimal first-order algorithms have been derived in [6, 7, 10], which matched the iteration complexity lower bounds provided by [35, 39]. For general nonlinear coupling problems, near-optimal first-order algorithms [24, 37] are also discovered. More recent algorithmic development in first-order methods include [1, 22, 29]. Recently, people also start to consider the saddle point problems with multi-block structure. In [38], the authors proposed a stochastic variance reduced block coordinate method for finite-sum saddle point problem with bi-linear coupling. In [18], a randomized block coordinate algorithm for saddle point problem with nonlinear coupling term is proposed. To our best knowledge, the algorithmic development for affinely constrained multi-block saddle point problems remains unexplored.

Contributions. We summarize the contributions of the paper as follows.

- We propose a concept of the $\epsilon$-saddle point for the affinely constrained minimax problem and a handy sufficient condition to guarantee a point to be an $\epsilon$-saddle point.
• We consider a simple case of problem (1.1) where only $x$ has $N = 2$ blocks coupled through an affine constraint, while $y$ is subject to no multi-block structure and affine constraint. Under different smoothness assumptions, we design two algorithms called SSG-ADMM and SEG-ADMM that achieve $O(1/\sqrt{T})$ and $O(1/T)$ convergence rates respectively. The analysis framework for SSG-ADMM and SEG-ADMM is very versatile. We show that it can easily incorporate classical multi-block ($N \geq 3$) ADMM analysis, given additional conditions or proper algorithm modification.

• We consider the general case of (1.1), where both $x$ and $y$ have multiple blocks coupled through affine constraints. An EGMM algorithm is proposed to solve the general problem (1.1) with an $O(1/T)$ convergence rate. Unlike the ADMM-type algorithms SSG-ADMM and SEG-ADMM, EGMM is fully primal-dual and it abandons the augmented Lagrangian terms. EGMM not only keeps the benefit of SEG-ADMM and SEG-ADMM in solving small separable subproblems, but also guarantees the convergence regardless of the number of blocks.

• Under the special case of multi-block minimization problem, we make an extensive comparison between EGMM (primal-dual method) and ADMM (approximate dual ascent) to illustrate the benefits of the primal-dual methods.

**Organization.** In Section 2, we introduce the definition of an $\epsilon$-saddle point as well as a convenient sufficient condition. In Section 3, we propose the SSG-ADMM and SEG-ADMM algorithms and derive their convergence rate for solving a special case of problem (1.1). In Section 4, we propose and analyze the EGMM algorithm in solving the general case problem (1.1). In Section 5, we make extensive comparison between EGMM and ADMM to illustrate the advantage of the primal-dual methods. Part of the discussion and proof has been moved to the Appendix.

**Notations.** For the ease of notation, we will often write $x = [x^T_1, \cdots, x^T_N]^T$, and $x_{i:j} = [x^T_i, \cdots, x^T_j]^T$ for $i \leq j$. Similarly, we write $y = [y^T_1, \cdots, y^T_M]^T$, and $y_{i:j} = [y^T_i, \cdots, y^T_j]^T$ for $i \leq j$. We denote the dimension of $a$ as $n$ and the dimension of $b$ as $m$, i.e. $a \in \mathbb{R}^n$ and $b \in \mathbb{R}^m$. We also define $X = X_1 \times \cdots \times X_N$ and $A(x) := A_1 x_1 + A_2 x_2 + \cdots + A_N x_N$. Similarly, we also define $Y = Y_1 \times \cdots \times Y_M$ and $B(y) := B_1 y_1 + B_2 y_2 + \cdots + B_M y_M$. In some situations, it will be more convenient to write $A = [A_1, \cdots, A_N]$, $B = [B_1, \cdots, B_M]$ and $A(x) = Ax$, $B(y) = By$. We often switch between the two notations. We also write $h(x) = \sum_{i=1}^N h_i(x_i)$ and $g(y) = \sum_{j=1}^M g_j(y_j)$. Therefore, we can also write (1.1) in a more compact form:

\[
\min \max_{x \in X} \min_{y \in Y} \Phi(x, y) := h(x) + \Psi(x, y) - g(y) \quad \text{s.t.} \quad Ax = a, By = b.
\]

For the compact convex sets $X_i, i = 1, \cdots, N$ and $Y_j, j = 1, \cdots, M$, we denote their diameters as $D_{X_i} = \max\{|x_i - x_i'| : x_i, x_i' \in X_i\} < +\infty$, $D_{Y_j} = \max\{|y_j - y_j'| : y_j, y_j' \in Y_j\} < +\infty$. We also denote $D_X = \sqrt{\sum_{i=1}^N D_{X_i}^2}$ and $D_Y = \sqrt{\sum_{j=1}^M D_{Y_j}^2}$.

**2. The $\epsilon$-saddle point condition.** As the first step of solving problem (1.1), let us study the definition of an $\epsilon$-saddle point. For convex-concave minimax saddle point problems, the classical concept of an $\epsilon$-saddle point is often defined as a feasible solution where the duality gap is bounded by $\epsilon$. That is, a point $(\bar{x}, \bar{y})$ such that
\(A\bar{x} = a, By = b, \bar{x} \in \mathcal{X}, \bar{y} \in \mathcal{Y}\) and

\[
\Delta(\bar{x}, \bar{y}) := \max_{\bar{x} \in \mathcal{X}} \min_{\bar{y} \in \mathcal{Y}} \Phi(\bar{x}, \bar{y}) - \min_{x \in \mathcal{X}} \max_{y \in \mathcal{Y}} \Phi(x, y) \leq \epsilon.
\]

By weak-duality theorem, \(\Delta(\bar{x}, \bar{y}) \geq 0\) always holds as long as \((\bar{x}, \bar{y})\) is feasible. Such definition of \(\epsilon\)-saddle point is more suitable for measuring the convergence for algorithms that keep the iterates feasible throughout the iterations. However, for problem \((1.1)\), keeping the feasibility of the affine coupling constraints throughout the iterations can be prohibitively expensive. \(\Delta(\bar{x}, \bar{y})\) may even be negative when \(\bar{x}\) and \(\bar{y}\) are infeasible, which makes the common definition of an \(\epsilon\)-saddle point meaningless. Therefore, we adopt the following definition of an \(\epsilon\)-saddle point that allows an \(\epsilon\) constraint violation.

**Definition 2.1 (\(\epsilon\)-saddle point).** We say \((\bar{x}, \bar{y}) \in \mathcal{X} \times \mathcal{Y}\) is an \(\epsilon\)-saddle point of the multi-block affinely constrained minimax problem \((1.1)\), if

\[
\max_{\bar{x} \in \mathcal{X}} \min_{\bar{y} \in \mathcal{Y}} \Phi(\bar{x}, \bar{y}) - \min_{x \in \mathcal{X}} \max_{y \in \mathcal{Y}} \Phi(x, y) \in [-\epsilon, \epsilon] \quad \text{and} \quad \|A\bar{x} - a\| \leq \epsilon, \|By - b\| \leq \epsilon.
\]

It is worth noting that Definition 2.1 reduces to the commonly used \(\epsilon\)-optimal solution in the convex ADMM literature when problem \((1.1)\) takes the special form of \((1.4)\).

For any \(x \in \mathcal{X}\) and \(y \in \mathcal{Y}\), let us define the functions \(p_y(\cdot)\) and \(q_x(\cdot)\) as

\[
(2.1) \quad p_y(v) := \min_{x \in \mathcal{X}} \Phi(x, y) \quad \text{and} \quad q_x(u) := \max_{y \in \mathcal{Y}} \Phi(x, y).
\]

Then \(p_y(v)\) is a convex function in \(v\), and \(q_x(u)\) is a concave function in \(u\), see [2]. To facilitate the convergence analysis, we require Slater’s condition to hold.

**Assumption 2.2 (Slater’s condition).** There exists \((\bar{x}, \bar{y}) \in \text{int}(\mathcal{X}) \times \text{int}(\mathcal{Y})\) s.t. \(A\bar{x} = a, By = b\), where \(\text{int}(\cdot)\) denotes the interior of a set.

As a result of Slater’s condition, we have the following lemma.

**Lemma 2.3.** Let \(\partial p_y(\cdot)\) denote the subgradient of the convex function \(p_y(\cdot)\) and let \(\partial q_x(\cdot)\) denote the supergradient of the concave function \(q_x(\cdot)\). Suppose \(\Phi(\cdot, y)\) is convex and lower semi-continuous in \(\mathcal{X}\) for \(\forall y \in \mathcal{Y}\), \(\Phi(x, \cdot)\) is concave and upper semi-continuous in \(\mathcal{Y}\) for \(\forall x \in \mathcal{X}\), and \(\Phi(\cdot, \cdot)\) is bounded over \(\mathcal{X} \times \mathcal{Y}\). If Assumption 2.2 holds true, then there exists a positive constant \(\rho^* > 0\) s.t.

\[
\sup_{y \in \mathcal{Y}} \inf_{\omega_1 \in \partial p_y(0)} \|\omega_1\| \leq \rho^* \quad \text{and} \quad \sup_{x \in \mathcal{X}} \inf_{\omega_2 \in \partial q_x(0)} \|\omega_2\| \leq \rho^*.
\]

The proof of this lemma is placed in Appendix A. Next, we introduce a handy sufficient condition for claiming a point \((\bar{x}, \bar{y})\) to be an \(\epsilon\)-saddle point.

**Lemma 2.4.** Let \(\rho^*\) be defined by Lemma 2.3. Then any \((\bar{x}, \bar{y}) \in \mathcal{X} \times \mathcal{Y}\) satisfying

\[
(2.2) \quad \max_{\bar{y} \in \mathcal{Y}} \Phi(\bar{x}, \bar{y}) - \min_{x \in \mathcal{X}} \max_{y \in \mathcal{Y}} \Phi(x, y) + \rho \|A\bar{x} - a\| + \rho \|By - b\| \leq \epsilon
\]

for some \(\rho > \rho^*\) will be an \(\mathcal{O}(\epsilon)\)-saddle point of \((1.1)\).
Because $\rho > \rho^*$ form problem (1.1), we consider a slightly simpler setting: algorithms. That is, the methods in general diverge when $N$ hand, these methods also suffer from the fundamental restrictions of all ADMM-type and can easily incorporate the existing results of ADMM research. On the other setting. We will show that the analysis of the proposed methods is very versatile algorithms which naturally extend the well-studied ADMM algorithm to the minimax which will be solved with a new approach later.

ADMM-type algorithm is extremely hard to analyze for the general problem (1.1) allowing

In contrast to the main problem (1.1), we also make (3.1) a bit more general by

First, by adding and subtracting the term $\Phi(\bar{x}, \bar{y})$,

$$\max_{\bar{x} \in X_{\bar{y}=b}} \Phi(\bar{x}, \bar{y}) - \min_{x \in X} \Phi(x, \bar{y})$$

$$= \left(\max_{\bar{x} \in X_{\bar{y}=b}} \Phi(\bar{x}, \bar{y}) - \Phi(\bar{x}, \bar{y})\right) + \left(\Phi(\bar{x}, \bar{y}) - \min_{x \in X} \Phi(x, \bar{y})\right).$$

Consider the term $\Phi(\bar{x}, \bar{y}) - \min_{x \in X, Ax = a} \Phi(x, \bar{y})$. Because $Ax = a$ does not necessarily hold, the point $\bar{x}$ may not be feasible. Therefore, we cannot simply argue that this term is non-negative. Let $p_y(v)$ be defined by (2.1) with $y = \bar{y}$. Then, by Lemma 2.3, there exists $\omega_1 \in \partial p_y(0)$ s.t. $\|\omega_1\| \leq \rho^*$. Take $\bar{v} = A\bar{x} - a$, we have

$$\Phi(\bar{x}, \bar{y}) - \min_{x \in X} \Phi(x, \bar{y}) \geq \min_{Ax - a = \bar{v}} \Phi(x, \bar{y}) - \min_{Ax = a} \Phi(x, \bar{y})$$

$$= p_y(\bar{v}) - p_y(0)$$

$$\geq \langle \omega_1, \bar{v} - 0 \rangle$$

$$\geq -\|\omega_1\| \cdot \|A\bar{x} - a\|.$$

Similarly, there exists $\omega_2 \in \partial q_\tilde{y}(0)$ satisfying $\|\omega_2\| \leq \rho^*$ such that

$$\max_{\tilde{y} \in Y} \Phi(\bar{x}, \tilde{y}) - \Phi(\bar{x}, \bar{y}) \geq -\|\omega_2\| \cdot \|B\bar{y} - b\|.$$

Combining (2.2), (2.3) and (2.4), we get

$$\epsilon \geq (\rho - \|\omega_1\|) \|A\bar{x} - a\| + (\rho - \|\omega_2\|) \|B\bar{y} - b\|$$

$$+ \left(\max_{\bar{y} \in Y} \Phi(\bar{x}, \bar{y}) - \min_{x \in X} \Phi(x, \bar{y}) + \|\omega_1\| \cdot \|A\bar{x} - a\| + \|\omega_2\| \cdot \|B\bar{y} - b\|\right) \geq 0.$$

Because $\rho > \rho^*$ and $\max\{\|\omega_1\|, \|\omega_2\|\} \leq \rho^*$, we have $\rho - \|\omega_1\| > 0$ and $\rho - \|\omega_2\| > 0$, which further implies that $(\bar{x}, \bar{y})$ is an $O(\epsilon)$-saddle point described by Definition 2.1. 

3. One-sided affinely constrained problems. Before solving the general form problem (1.1), we consider a slightly simpler setting:

$$\min_{x \in X} \max_{y \in Y} \Phi(x, y) := \sum_{i=1}^N h_i(x_i, y) + \Psi(x, y) \quad \text{s.t.} \quad Ax = a,$$

where only $x$ is subject to the multi-block structure and the affine coupling constraint. In contrast to the main problem (1.1), we also make (3.1) a bit more general by allowing $h_i(x_i, y)$ to depend on $y$.

For problems with this structure, we develop the SSG-ADMM and SEG-ADMM algorithms which naturally extend the well-studied ADMM algorithm to the minimax setting. We will show that the analysis of the proposed methods is very versatile and can easily incorporate the existing results of ADMM research. On the other hand, these methods also suffer from the fundamental restrictions of all ADMM-type algorithms. That is, the methods in general diverge when $N \geq 3$. Moreover, such ADMM-type algorithm is extremely hard to analyze for the general problem (1.1) which will be solved with a new approach later.
In this section, we will only discuss the SSG-ADMM and SEG-ADMM algorithms for solving problem (3.1) with \( N = 2 \), while leaving the discussion for \( N \geq 3 \) to the Appendix. The following assumptions are made for the objective function under different scenarios.

**Assumption 3.1.** For \( \forall x \in X, \Phi(x, \cdot) \) is concave and upper semi-continuous in \( Y \). For \( \forall y \in Y, h_i(\cdot, y) \) is convex and lower semi-continuous in \( X_i \), for \( i = 1, \ldots, N \). The overall function \( \Phi(\cdot, \cdot) \) takes bounded value over \( X \times Y \). For \( \forall y \in Y, \Psi(\cdot, y) \) is smooth and convex in \( X \), and \( \nabla_x \Psi(\cdot, y) \) is \( L_x \)-Lipschitz continuous:

\[
\|\nabla_x \Psi(x, y) - \nabla_x \Psi(x', y)\| \leq L_x \|x - x'\|, \quad \forall x, x' \in X, \forall y \in Y.
\]

If \( \Phi(x, \cdot) \) is non-smooth, the following assumption is made.

**Assumption 3.2.** The supergradient of \( \Phi(x, \cdot) \) w.r.t. \( y \) is upper bounded by some constant \( 0 \leq \ell < +\infty \). Namely, \( \sup \{ \| u \| : u \in \partial_x \Phi(x, y), x \in X, y \in Y \} \leq \ell \).

If \( \Phi(x, \cdot) \) is smooth, we make the following assumption.

**Assumption 3.3.** The partial gradient \( \nabla_y \Phi(\cdot, \cdot) \) is \( L_y \)-Lipschitz continuous:

\[
\|\nabla_y \Phi(x, y) - \nabla_y \Phi(x', y')\| \leq L_y \sqrt{\|x - x'\|^2 + \|y - y'\|^2}, \quad \forall x, x' \in X, \forall y, y' \in Y.
\]

Define the linearized augmented Lagrangian function as

\[
(3.2) \quad \mathcal{L}_\gamma(x, \lambda; \tilde{x}, \tilde{y}) = \sum_{i=1}^N h_i(x_i, \tilde{y}) + \langle \nabla_x \Psi(x, \tilde{y}), x - \tilde{x} \rangle - \langle \lambda, Ax - a \rangle + \frac{\gamma}{2} \|Ax - a\|^2.
\]

Based on this notation, we introduce the **Prox-ADMM** module described by Algorithm 1, which is a common ingredient of both SSG-ADMM and SEG-ADMM.

**Algorithm 1:** Proximal ADMM step \((x^+, \lambda^+) = \text{Prox-ADMM}(x, \lambda; y; \gamma, \{H_i\}_{i=1}^N)\)

**input:** \( x \in X, y \in Y, \lambda \in \mathbb{R}^n, \gamma > 0 \), and matrices \( H_i > 0, i = 1, 2, \ldots, N \).

Update the decision variable \( x^+ \):

\[
\begin{cases}
  x_1^+ = \arg\min_{w_i \in X_i} \mathcal{L}_\gamma(w_1, x_{2:N}, \lambda; x, y) + \frac{1}{2} \|w_1 - x_1\|^2_{H_1} \\
  x_2^+ = \arg\min_{w_i \in X_2} \mathcal{L}_\gamma(x_1^+, x_2, x_{3:N}, \lambda; x, y) + \frac{1}{2} \|w_2 - x_2\|^2_{H_2} \\
  \vdots \\
  x_i^+ = \arg\min_{w_i \in X_i} \mathcal{L}_\gamma(x_{i-1}^+, w_i, x_{i+1:N}, \lambda; x, y) + \frac{1}{2} \|w_i - x_i\|^2_{H_i} \\
  \vdots \\
  x_N^+ = \arg\min_{w_i \in X_N} \mathcal{L}_\gamma(x_{1:N-1}^+, w_N, x, y) + \frac{1}{2} \|w_N - x_N\|^2_{H_N}
\end{cases}
\]

Update the Lagrangian multipliers: \( \lambda^+ = \lambda - \gamma \cdot (Ax^+ - a) \)

**output:** \((x^+, \lambda^+)\).

We assume the subproblems in Algorithm 1 can be solved efficiently. In particular, if we set the positive definite matrices as \( H_i = \sigma I - \gamma A_i^T A_i \), the subproblem becomes

\[
\min_{w_i \in X_i} h_i(w_i, \tilde{y}) + \frac{\sigma}{2} \left\| w_i - \left[ x_i - \frac{1}{\sigma} \left( \nabla_x \Psi(x, y) - A_i^T \lambda + \gamma \left( \sum_{j<i} A_j x_j^+ + \sum_{j>i} A_j x_j - a \right) \right) \right] \right\|^2,
\]

which can be viewed as linearizing the augmented quadratic penalty term. Next, we characterize the iteration of the **Prox-ADMM** module by Lemma 3.4.
Lemma 3.4. For problem (3.1), suppose Assumption 3.1 holds and $N = 2$. Let $(x^{k+1}, \lambda^{k+1}) = \text{Prox-ADMM}(x^k, \lambda^k; y^k; \gamma, \{H_i\}_{i=1}^N)$ for some $y^k \in \mathcal{Y}$. Define the block diagonal matrix $H := \text{Diag}(H_1, \ldots, H_N)$. Then, for $\forall \lambda$ and $\forall x \in \mathcal{X}$ s.t. $Ax = a$, we have

\[
\Phi(x^{k+1}, y^k) - \Phi(x, y^k) - \langle \lambda, Ax^{k+1} - a \rangle \leq \frac{1}{2\gamma} \left( \|\lambda - \lambda^k\|^2 - \|\lambda - \lambda^{k+1}\|^2 \right)
\]

\[
\leq \frac{\gamma}{2} \left( \|A_1 x_1 + A_2 x_2^k - a\|^2 - \|A_1 x_1 + A_2 x_2^{k+1} - a\|^2 \right)
\]

\[
+ \frac{1}{2} \left( \|x - x^k\|^2_H - \|x - x^{k+1}\|^2_H \right) - \frac{1}{2} \|x^k - x^{k+1}\|^2_{H - L_\epsilon I}.
\]

The analysis of this lemma mainly combines the techniques from [26] and [15]. The proof is presented in Appendix C.

3.1. The SSG-ADMM for nonsmooth problem. In this section, we consider the setting where Assumptions 3.1 and 3.2 hold. Namely, $\Phi(x, \cdot)$ can be a nonsmooth function of $y$. Under these conditions, we propose the following Saddle-point SuperGradient Alternating Direction Method of Multipliers (SSG-ADMM), see Algorithm 2, which is able to obtain an $O(1/\sqrt{T})$ rate of convergence.

Algorithm 2: The SSG-ADMM Algorithm

```
input: $x^0 \in \mathcal{X}, y^0 \in \mathcal{Y}, \lambda^0 = 0 \in \mathbb{R}^n, \gamma > 0$. Matrices $G > 0$ and $H_i > 0$.
for $k = 0, \ldots, T$ do
    Apply the Prox-ADMM submodule:
    
    $(x^{k+1}, \lambda^{k+1}) = \text{Prox-ADMM}(x^k, \lambda^k; y^k; \gamma, \{H_i\}_{i=1}^N)$.

    Compute $u^k \in \partial_y \Phi(x^{k+1}, y^k)$ and apply supergradient ascent step:
    
    $y^{k+1} = \arg\min_{y \in \mathcal{Y}} \frac{1}{2} \|y - [y^k + G^{-1} u^k]\|^2_G$.

end

output: $\bar{x} = \frac{1}{T} \sum_{k=1}^T x^k, \bar{y} = \frac{1}{T} \sum_{k=0}^{T-1} y^k$.
```

In the SSG-ADMM algorithm, we apply one Prox-ADMM step to update $x$ and one supergradient step to update $y$. While $x$ update is directly characterized by Lemma 3.4, we analyze $y$ update in the following lemma, see proof in Appendix D.

Lemma 3.5. Let $y^k$ and $y^{k+1}$ be generated by Algorithm 2. For $\forall y \in \mathcal{Y}$, we have

\[
\Phi(x^{k+1}, y) - \Phi(x^{k+1}, y^k) \leq \frac{1}{2} \left( \|y - y^k\|^2_G - \|y - y^{k+1}\|^2_G \right) + \frac{1}{2} \|u^k\|^2_{G^{-1}}.
\]

As a result, we have the following convergence rate result.

Theorem 3.6 (Convergence of SSG-ADMM). Consider problem (3.1) with $N = 2$. Suppose Assumptions 3.1 and 3.2 hold and $(\bar{x}, \bar{y})$ is returned by Algorithm 2 after $T$ iterations. If we choose $H_i \succeq L_x \cdot I, \forall i$ and $G \succeq \frac{\sqrt{T}}{D_y} \cdot I$, it holds for $\forall \rho > 0$ that

\[
\max_{y \in \mathcal{Y}} \Phi(\bar{x}, y) - \min_{x \in \mathcal{X}, Ax = a} \Phi(x, y) + \rho \|Ax - a\| \leq \frac{\rho^2}{\gamma} + \frac{\|H\| D_x^2 + \gamma \|A_2\|^2 D_y^2}{2T} + \frac{\ell D_y}{\sqrt{T}}.
\]

In particular, if we set $H_i = L_x \cdot I$ for $\forall i$ and $G = \frac{\sqrt{T}}{D_y} \cdot I$, by Lemma 2.4, it takes $T = O(\epsilon^{-2})$ iterations to reach an $\epsilon$-saddle point.
Proof. First, let us sum up (3.3) (with \( \tilde{y} = y^k \) and \( \{H_i\}_{i=1}^{N} \)) and (3.4):

\[
\Phi(x^{k+1}, y) - \Phi(x, y^k) - \langle \lambda, Ax^{k+1} - a \rangle \leq \frac{1}{2\gamma} \left( \|\lambda - \lambda^k\|^2 - \|\lambda - \lambda^{k+1}\|^2 \right) + \frac{\gamma}{2} \left( \|A_1x_1 + A_2x_2 - a\|^2 - \|A_1x_1 + A_2x_2^{k+1} - a\|^2 \right) \\
+ \frac{1}{2} \left( \|x - x^k\|^2_H - \|x - x^{k+1}\|^2_H \right) + \frac{1}{2} \left( \|y - y^k\|^2_G - \|y - y^{k+1}\|^2_G \right) + \frac{1}{2} \|u^k\|^2_{G^{-1}}.
\]

Averaging the above inequality for \( k = 0, \ldots, T - 1 \), then Jensen’s inequality implies

\[
\Phi(\bar{x}, \bar{y}) - \Phi(x, \bar{y}) - \langle \lambda, A\bar{x} - a \rangle \leq \frac{1}{T} \sum_{k=0}^{T-1} \left( \Phi(x^{k+1}, y) - \Phi(x, y^k) - \langle \lambda, Ax^{k+1} - a \rangle \right) \\
= \frac{\|\lambda - \lambda^0\|^2}{2\gamma T} + \frac{\gamma}{2T} \sum_{k=0}^{T-1} \left( \|A_1x_1 + A_2x_2^0 - a\|^2 - \|A_1x_1 + A_2x_2^{k+1} - a\|^2 \right) \\
+ \frac{1}{2T} \sum_{k=0}^{T-1} \left( \|x - x^k\|^2_H - \|x - x^{k+1}\|^2_H \right) + \frac{1}{2T} \sum_{k=0}^{T-1} \left( \|y - y^k\|^2_G - \|y - y^{k+1}\|^2_G \right) + \frac{1}{2T} \sum_{k=0}^{T-1} \|u^k\|^2_{G^{-1}}.
\]

By setting

\[
\lambda = -\rho \cdot \frac{A\bar{x} - a}{\|Ax - a\|}, \quad y = \arg\max_{y' \in Y} \Phi(\bar{x}, y'), \quad \text{and} \quad x = \arg\min_{x' \in X, Ax = a} \Phi(x', \bar{y})
\]

and applying the fact that \( \lambda^0 = 0 \), \( \|\lambda - \lambda^0\| = \rho^2 \), \( \|u^k\| \leq \ell^2 \) and \( \|A_1x_1 + A_2x_2^0 - b\|^2 = \|A_2(x_2^0 - x_2)\|^2 \leq \|A_2\|^2 \cdot D^2 \), proves the theorem.

3.2. The SEG-ADMM for smooth problem. Due to the nonsmoothness of \( \Phi(x, \cdot) \), our SSG-ADMM algorithm applies a supergradient ascent step to update \( y \), resulting in an \( O(1/\sqrt{T}) \) convergence rate. In this section, we show that an improved \( O(1/T) \) convergence can be obtained by replacing the supergradient step with an extragradient step, given better smoothness condition. Based on this feature, we call the new algorithm Saddle-point ExtraGradient Alternating Direction Method of Multipliers (SEG-ADMM), as is described by Algorithm 3.

Algorithm 3: The SEG-ADMM Algorithm

**Input:** \( x^0 \in X, y^0 \in Y, \lambda^0 = 0 \in \mathbb{R}^n, \gamma > 0 \), and matrices \( G > 0 \) and \( H_i > 0 \).

**For** \( k = 0, \ldots, T \) **do**

Apply the gradient ascent step:

\[
\tilde{y}^{k+1} = \arg\min_{y \in Y} \frac{1}{2} \|y - [y^k + G^{-1} \cdot \nabla_y \Phi(x^k, y^k)]\|_G^2.
\]

Apply the Prox-ADMM submodule:

\[
(x^{k+1}, \lambda^{k+1}) = \text{Prox-ADMM}(x^k, \lambda^k; \tilde{y}^{k+1}; \gamma, \{H_i\}_{i=1}^{N}).
\]

Apply the extra-gradient ascent step:

\[
y^{k+1} = \arg\min_{y \in Y} \frac{1}{2} \|y - [y^k + G^{-1} \cdot \nabla_y \Phi(x^{k+1}, \tilde{y}^{k+1})]\|_G^2.
\]

end

**Output:** \( \bar{x} = \frac{1}{T} \sum_{k=1}^{T} x^k, \tilde{y} = \frac{1}{T} \sum_{k=1}^{T} \tilde{y}^k. \)
Similar to the analysis of SSG-ADMM, the $x$ update of SEG-ADMM is fully characterized by Lemma 3.4 by setting $\hat{y} = \hat{y}^{k+1}$. We only need to analyze the $y$ update in the following lemma. See the proof in Appendix E.

**Lemma 3.7.** Suppose Assumption 3.3 holds. Let $y^k$, $\hat{y}^{k+1}$ and $y^{k+1}$ be generated by Algorithm 3. Then for $\forall y \in \mathcal{Y}$, it holds that

$$
\Phi(x^{k+1}, y) - \Phi(x^{k+1}, \hat{y}^{k+1}) \leq \frac{1}{2} \left( \|y - y^k\|_G^2 + \|y - y^{k+1}\|_G^2 \right) + \frac{L_y}{2} \|x^k - x^{k+1}\|^2 - \frac{1}{2} \left( \|\hat{y}^{k+1} - y^k\|_{G - L_y I}^2 + \|\hat{y}^{k+1} - y^{k+1}\|_{G - L_y I}^2 \right).
$$

(3.5)

It is worth noting that the error term $+ \frac{L_y}{2} \|x^k - x^{k+1}\|^2$ in (3.5) will be canceled by the descent term $-\frac{1}{2} \|x^k - x^{k+1}\|_{H - L_y I}^2$ in (3.3). This is the reason why choosing the proximal version of ADMM (Prox-ADMM) for $x$ update is essential. With the Lemma 3.4 and Lemma 3.7, we can prove the following theorem.

**Theorem 3.8 (Convergence of SEG-ADMM).** Consider the problem 3.1 with $N = 2$. Suppose Assumptions 3.1 and 3.3 hold. Suppose the output $(\bar{x}, \hat{y})$ is returned by Algorithm 3 after $T$ iterations. As long as we choose $H_i \succ (L_x + L_y) \cdot I$, $i = 1, \cdots, N$, and $G \succeq L_y \cdot I$, it holds for $\forall \rho > 0$ that

$$
\max_{y \in \mathcal{Y}} \Phi(x, y) - \min_{\bar{x} \in X} \Phi(\bar{x}, y) + \rho \|Ax - a\| \leq \frac{\rho^2 / \gamma + \gamma \|A_2\|^2 \Delta_{\bar{x}}^2 + \|H\| \|D_{\bar{x}}^2 + \|G\| \|D_{y}^2\|}{2T}.
$$

By Lemma 2.4, it takes $T = \mathcal{O}(\epsilon^{-1})$ iterations to reach an $\epsilon$-saddle point.

The proof of this theorem is similar to that of Theorem 3.6, thus we omit it here.

### 3.3. Discussion

Given the analysis of the SSG-ADMM and SEG-ADMM algorithms, we can see that the traditional ADMM algorithm can be easily extended to the multi-block affinely constrained minimax problems of the form (3.1), by applying a proximal ADMM update on the affinely constrained variable $x$, while making a simple supergradient update for $y$ or an extragradient update for $y$ that sandwiches the $x$ update. Therefore, we would like to make a brief discussion on the pros and cons of this approach.

**Versatility of analysis.** Throughout Section 3, and the analysis of the SEG-ADMM with $N \geq 3$ in Appendix B, it can be observed that the analysis of $x$ blocks’ Prox-ADMM step and the analysis of $y$ block’s supergradient/extragradient step are almost independent. This implies that many existing results of ADMM under different conditions can be incorporated into the analysis of the $x$ update in SSG-ADMM and SEG-ADMM, making the algorithm framework versatile for many potential extensions.

**Restriction in $N$.** Like classical ADMM in convex optimization, the SSG-ADMM and SEG-ADMM can easily diverge when $N \geq 3$, unless additional assumptions or algorithm adaptation is available. For example, an $\mathcal{O}(1/T)$ convergence can be derived for SEG-ADMM if we adopt the partial strong convexity condition for problem (3.1). When such condition does not hold, we can adopt the perturbation strategy to obtain a worse $\mathcal{O}(1/\sqrt{T})$ convergence rate. We place these results in Appendix B.

**Inability against general problem (1.1).** In contrast to the versatility of SSG-ADMM and SEG-ADMM in terms of the simpler problem (3.1), the asymmetry of ADMM updates makes it very hard to be analyzed when we extend it to the general problem (1.1), where both $x$ and $y$ have affinely constrained multi-block structure. This is also the reason why we propose the EGMM algorithm in the next section.
4. The extra-gradient method of multipliers (EGMM). As discussed in the last section, it is hard for the ADMM-type methods to handle the general problem (1.1). To resolve this difficulty, we introduce the Extra-Gradient Method of Multipliers (EGMM), which takes a strategy that represents a significant departure from the ADMM-type methods in section 3. Note that problem (1.1) can be compactly written as (1.5), which is rewritten below for readers’ convenience:

$$
\min_{x \in X} \max_{y \in Y} \Phi(x; y) := h(x) + \Psi(x; y) - g(y) \quad \text{s.t.} \quad Ax = a, By = b.
$$

For this problem, we make the following assumptions.

**Assumption 4.1.** $h_i(\cdot)$ and $g_j(\cdot)$ are convex and lower semi-continuous functions, for $i = 1, \ldots, N$ and $j = 1, \ldots, M$.

**Assumption 4.2.** We assume $\Psi(\cdot; y)$ is convex in $\mathcal{X}$ for $\forall y \in \mathcal{Y}$ and $\Psi(x; \cdot)$ is concave in $\mathcal{Y}$ for $\forall x \in \mathcal{X}$. The gradient of $\Psi$ is $L$-Lipschitz continuous, i.e.,

$$
\|\nabla \Psi(x, y) - \nabla \Psi(x', y')\| \leq L \sqrt{\|x - x'\|^2 + \|y - y'\|^2}, \quad \forall x, x' \in \mathcal{X}, \forall y, y' \in \mathcal{Y},
$$

where $\nabla \Psi(x, y) = (\nabla_x \Psi(x, y), \nabla_y \Psi(x, y))$ is the full gradient of the coupling term. The overall objective function $\Phi(\cdot; \cdot)$ is bounded over $\mathcal{X} \times \mathcal{Y}$.

To derive the EGMM algorithm, let us first rewrite (1.5) as a new minimax problem:

$$
(4.1) \quad \min_{\mu \in \mathbb{R}^m} \max_{x \in \mathcal{X}} \max_{y \in \mathcal{Y}} \mathcal{L}(x, y; \lambda, \mu) := h(x) + \Psi(x, y) - g(y) - \langle Ax, \lambda \rangle + \langle By - b, \mu \rangle.
$$

Then our EGMM algorithm attempts to solve the original problem (1.5) by working on problem (4.1). However, we should also notice that, as long as $(\bar{x}, \bar{y}; \bar{\lambda}, \bar{\mu})$ does not satisfy $A\bar{x} = a$ and $B\bar{y} = b$ simultaneously, the duality gap of (4.1) is infinity, i.e.,

$$
\max_{\lambda \in \mathbb{R}^n} \min_{y \in \mathcal{Y}} \mathcal{L}(\bar{x}, y; \mu, \lambda) - \min_{x \in \mathcal{X}} \mathcal{L}(x, \bar{y}; \mu, \bar{\lambda}) = +\infty.
$$

Therefore, one should not simply apply the existing analysis of convex-concave saddle point problems and try to prove the convergence in terms of the duality gap. Instead, we should carefully utilize the special structure of the original problem, and try to analyze the convergence to an $\varepsilon$-saddle point in the sense of Definition 2.1. If we denote $z = [x^\top, y^\top, \lambda^\top, \mu^\top]^\top \in \mathcal{Z} := \mathcal{X} \times \mathcal{Y} \times \mathbb{R}^n \times \mathbb{R}^m$, $R(z) := h(x) + g(y)$,

$$
F(z) = \begin{bmatrix}
\nabla_x \Psi(x; y) - A^\top \lambda \\
-\nabla_y \Psi(x; y) - B^\top \mu \\
Ax - a \\
By - b
\end{bmatrix}, \quad \text{and} \quad H = \begin{bmatrix}
\sigma_x I_d_x \\
\sigma_y I_d_y \\
\sigma_\lambda I_n \\
\sigma_\mu I_m
\end{bmatrix}
$$

where $d_x = \sum_i d_{i,x}$, $d_y = \sum_j d_{i,y}$, $I_d$ is a $d \times d$ identity matrix, and $\sigma_x, \sigma_y, \sigma_\lambda, \sigma_\mu > 0$ are some positive constants. We can simply write the EGMM algorithm as

$$
(4.2) \quad \begin{cases}
\bar{z}^{k+1} = \arg \min_{z \in \mathcal{Z}} \frac{1}{2} \|z - [z^k - H^{-1} \cdot F(z^k)]\|_H^2 + R(z), \\
\bar{z}^{k+1} = \arg \min_{z \in \mathcal{Z}} \frac{1}{2} \|z - [z^k - H^{-1} \cdot F(z^{k+1})]\|_H^2 + R(z).
\end{cases}
$$

Without the augmented Lagrangian terms that couple the multiple blocks of $x$ and $y$ together, i.e. $\|\sum_i A_i x_i - a\|^2$ and $\|\sum_j B_j y_j - b\|^2$, the above subproblem is a group of separable small subproblems. Assuming the solvability of these subproblems, we describe the EGMM method as Algorithm 4.
LEMMA 4.3. Let $z^k$, $\hat{z}^{k+1}$ and $z^{k+1}$ be generated by Algorithm 4. Then

\begin{equation}
R(\hat{z}^{k+1}) - R(z) + \langle F(\hat{z}^{k+1}), z^{k+1} - z \rangle \\
\leq \frac{1}{2} \|z^k - z\|_H - \frac{1}{2} \|z - z^{k+1}\|_H^2 - \frac{1}{2} \|z^k - \hat{z}^{k+1}\|_H^2 - \frac{1}{2} \|\hat{z}^{k+1} - z^{k+1}\|_H^2
\end{equation}

for all $z \in Z$, where $G = \text{Diag}\left\{ \frac{L+\|A\|}{2} I_x, \frac{L+\|B\|}{2} I_y, \frac{\|A\|}{2} I_n, \frac{\|B\|}{2} I_m \right\}$ is a diagonal matrix.

Proof. Consider the compact form of Algorithm 4 summarized in (4.2). The KKT condition of the two subproblems implies that $\exists \hat{v}^{k+1} \in \partial R(\hat{z}^{k+1})$ and $v^{k+1} \in \partial R(z^{k+1})$ s.t.

\begin{equation}
\langle H(\hat{z}^{k+1} - z^k) + F(z^k) + \hat{v}^{k+1}, z - \hat{z}^{k+1} \rangle \geq 0, \quad \forall z \in Z
\end{equation}

(4.4)

\begin{equation}
\langle H(z^{k+1} - z^k) + F(z^{k+1}) + v^{k+1}, z - z^{k+1} \rangle \geq 0, \quad \forall z \in Z
\end{equation}

(4.5)

Set $z = z^{k+1}$ in (4.4) yields

$$\langle F(z^k) + \hat{v}^{k+1}, z^{k+1} - z^k \rangle \leq \langle H(\hat{z}^{k+1} - z^k), z^{k+1} - \hat{z}^{k+1} \rangle$$

$$= \frac{1}{2} \|z^k - z^{k+1}\|_H^2 - \frac{1}{2} \|z^k - \hat{z}^{k+1}\|_H^2 - \frac{1}{2} \|\hat{z}^{k+1} - z^{k+1}\|_H^2.$$ 

Similarly, (4.5) can be equivalently written as

$$\langle F(z^{k+1}) + v^{k+1}, z^{k+1} - z \rangle \leq \frac{1}{2} \|z^k - z\|_H^2 - \frac{1}{2} \|z^k - z^{k+1}\|_H^2 - \frac{1}{2} \|z - z^{k+1}\|_H^2.$$ 

Summing up the above two inequalities yields:

\begin{equation}
\frac{1}{2} \|z^k - z\|_H^2 - \frac{1}{2} \|z - z^{k+1}\|_H^2 - \frac{1}{2} \|z^k - z^{k+1}\|_H^2 - \frac{1}{2} \|z^k - \hat{z}^{k+1}\|_H^2 \\
\geq \langle F(z^{k+1}) + \hat{v}^{k+1}, z^{k+1} - z \rangle + \langle F(z^k) + \hat{v}^{k+1}, z^{k+1} - z^{k+1} \rangle
\end{equation}

\begin{equation}
\geq \langle F(z^{k+1}), z^{k+1} - z \rangle + \langle F(z^k), \hat{z}^{k+1} - z^{k+1} \rangle + R(\hat{z}^{k+1}) - R(z)
\end{equation}

\begin{equation}
= R(z^{k+1}) - R(z) + \langle F(z^{k+1}), \hat{z}^{k+1} - z \rangle + \langle F(\hat{z}^{k+1}) - F(z^k), z^{k+1} - z^{k+1} \rangle
\end{equation}

\begin{equation}
\geq R(z^{k+1}) - R(z) + \langle F(z^{k+1}), \hat{z}^{k+1} - z \rangle - \frac{1}{2} \|z^{k+1} - \hat{z}^{k+1}\|_G^2 - \frac{1}{2} \|\hat{z}^{k+1} - z^{k+1}\|_G^2.
\end{equation}

where (i) is due to the convexity of $R$:

$$\langle \hat{v}^{k+1}, z^{k+1} - z \rangle + \langle \hat{v}^{k+1}, \hat{z}^{k+1} - z^{k+1} \rangle \geq R(\hat{z}^{k+1}) - R(z) + R(\hat{z}^{k+1}) - R(z^{k+1})$$

$$= R(\hat{z}^{k+1}) - R(z).$$
and (ii) is due to the Lipschitz continuity of $\nabla \Psi$ and Cauchy inequality:

$$
\langle F(\hat{z}^{k+1}) - F(z^k), z^{k+1} - \hat{z}^{k+1} \rangle \\
= \langle \nabla_x \Psi(\hat{x}^{k+1}, y^{k+1}) - \nabla_x \Psi(x^k, y^k) - A^T (\hat{\lambda}^{k+1} - \lambda^k), x^{k+1} - \hat{x}^{k+1} \rangle \\
+ \langle \nabla_y \Psi(x^k, y^k) - \nabla_y \Psi(\hat{x}^{k+1}, y^{k+1}) - B^T (\hat{\mu}^{k+1} - \mu^k), y^{k+1} - \hat{y}^{k+1} \rangle \\
+ \langle A(x^{k+1} - \hat{x}^{k+1}), \lambda^{k+1} - \hat{\lambda}^{k+1} \rangle + \langle B(y^{k+1} - y^k), \mu^{k+1} - \hat{\mu}^{k+1} \rangle \\
\geq \frac{1}{2L} \| \nabla_x \Psi(\hat{x}^{k+1}, y^{k+1}) - \nabla_x \Psi(x^k, y^k) \|^2 - \frac{L + \|A\|}{2} \| x^{k+1} - x^k \|^2 - \frac{\|A\|}{2} \| \hat{\lambda}^{k+1} - \lambda^k \|^2 \\
- \frac{1}{2L} \| \nabla_y \Psi(\hat{x}^{k+1}, y^{k+1}) - \nabla_y \Psi(x^k, y^k) \|^2 - \frac{L + \|B\|}{2} \| y^{k+1} - y^k \|^2 - \frac{\|B\|}{2} \| \hat{\mu}^{k+1} - \mu^k \|^2 \\
- \frac{\|A\|}{2} \| \hat{\lambda}^{k+1} - \lambda^k \|^2 - \frac{\|B\|}{2} \| \hat{\mu}^{k+1} - \mu^k \|^2 - \frac{\|A\|}{2} \| x^{k+1} - x^k \|^2 - \frac{\|B\|}{2} \| y^{k+1} - y^k \|^2 \\
\geq \frac{1}{2} \| z^{k+1} - \hat{z}^{k+1} \|^2 - \frac{1}{2} \| z^k - \hat{z}^{k+1} \|^2.
$$

Hence we complete the proof. 

Until this point, the analysis of Lemma 4.3 follows that of the extragradient (EG) method, except for additional effort to deal with the positive definite scaling matrix $H$ and proximaml-gradient step of (4.2) instead of the simple gradient step of EG. In the next step, our analysis diverges from the existing methods by skipping the convergence analysis of the duality gap as well as that of the multiplier sequence $\{\lambda^k, \mu^k\}_{k=1,2}$. Instead, we utilize the structure of the original problem (1.1) and only focus on the convergence of $\{\hat{x}^k, \hat{y}^k\}_{k=1,2}$. We present the result in the next theorem.

**Theorem 4.4 (Convergence of EGMM).** For problem (1.1) with general block numbers $N, M \geq 1$, suppose Assumption 4.1 and 4.2 hold. Let $(\hat{x}, \hat{y})$ be generated by Algorithm 4 after $T$ iterations, with $\sigma_x = \frac{L + \|A\|}{2}, \sigma_y = \frac{L + \|B\|}{2}, \sigma_\lambda = \frac{\|A\|}{2}, \sigma_\mu = \frac{\|B\|}{2}$. Then it holds for any $\rho > 0$ that

$$
\max_{\substack{x \in X \setminus a \\ 0 \in \nabla_x \Phi(x, y) + \rho A x - a \\ \rho B y - b}} \Phi(\bar{x}, y) - \min_{\substack{y \in Y \setminus b \\ 0 \in \nabla_y \Phi(x, y) + \rho B y - b}} \Phi(x, \bar{y}) + \rho \| A \bar{x} - a \| + \rho \| B \bar{y} - b \| \\
\leq \frac{L + \|A\|}{4T} \cdot D_y^2 + \frac{L + \|B\|}{4T} \cdot D_y^2 + \frac{\|A\| + \|B\|}{2T} \cdot \rho^2.
$$

Therefore, it takes $T = \mathcal{O}(\epsilon^{-1})$ iterations to reach an $\epsilon$-saddle point.

**Proof.** Consider the LHS of (4.3). By utilizing the detailed form of $F(z)$, we have

$$
R(\hat{z}^{k+1}) = (h(\hat{x}^{k+1}) - g(y)) - (h(x) - g(\hat{y}^{k+1})).
$$

(4.13)
Algorithm 4: The EGMM algorithm

input: $x^0 \in \mathcal{X}$, $y^0 \in \mathcal{Y}$, $x^0 = 0 \in \mathbb{R}^n$, $\mu^0 = 0 \in \mathbb{R}^m$, matrix $H$.
for $k = 0, \ldots, T - 1$ do
    for $i = 1, 2, \ldots, N$, $j = 1, 2, \ldots, M$ do
        Update the variable blocks by one proximal gradient step:
        Denote $F_{x_i} := (\nabla_{\lambda^k} \Psi(x^k, y^k) - A_i^T \lambda^k$ $F_{y_j} := \nabla_{\mu^k} \Psi(x^k, y^k) - B_j^T \mu^k$ for all $i,j$. Then compute
        \[ \hat{x}_i^{k+1} = \arg\min_{x_i \in \mathcal{X}_i} \frac{\sigma_x}{2} \left\| x_i - \left[ x_k^i \sigma^{-1}_x \cdot F_{x_i} \right] \right\|^2 + h_i(x_i) \]
        \[ \hat{y}_j^{k+1} = \arg\min_{y_j \in \mathcal{Y}_j} \frac{\sigma_y}{2} \left\| y_j - \left[ y_k^j + \sigma^{-1}_y \cdot F_{y_j} \right] \right\|^2 + g_j(y_j) \]
    end
    Update the multipliers by one gradient
    \[ \lambda^{k+1} = \lambda^k - \sigma^{-1}_\lambda \cdot \left( \sum_{i=1}^N A_i x_i^k - a \right) \]
    \[ \mu^{k+1} = \mu^k - \sigma^{-1}_\mu \cdot \left( \sum_{j=1}^M B_j y_j^k - b \right) \]
end
for $i = 1, 2, \ldots, N$, $j = 1, 2, \ldots, M$ do
    Denote $F_{x_i} := \nabla_{\lambda^k} \Psi(\hat{x}_i^{k+1}, \hat{y}_j^{k+1}) - A_i^T \hat{\lambda}^{k+1}$ $F_{y_j} := \nabla_{\mu^k} \Psi(\hat{x}_i^{k+1}, \hat{y}_j^{k+1}) - B_j^T \hat{\mu}^{k+1}$ for all $i,j$. Then compute
    \[ \hat{x}_i^{k+1} = \arg\min_{x_i \in \mathcal{X}_i} \frac{\sigma_x}{2} \left\| x_i - \left[ x_k^i \sigma^{-1}_x \cdot F_{x_i} \right] \right\|^2 + h_i(x_i) \]
    \[ \hat{y}_j^{k+1} = \arg\min_{y_j \in \mathcal{Y}_j} \frac{\sigma_y}{2} \left\| y_j - \left[ y_k^j + \sigma^{-1}_y \cdot F_{y_j} \right] \right\|^2 + g_j(y_j) \]
end
Update the multipliers by one gradient step:
\[ \lambda^{k+1} = \lambda^k - \sigma^{-1}_\lambda \cdot \left( \sum_{i=1}^N A_i \hat{x}_i^{k+1} - a \right) \]
\[ \mu^{k+1} = \mu^k - \sigma^{-1}_\mu \cdot \left( \sum_{j=1}^M B_j \hat{y}_j^{k+1} - b \right) \]
end

output $\hat{x} = \frac{1}{T} \sum_{k=1}^T \hat{x}_k$ and $\hat{y} = \frac{1}{T} \sum_{k=1}^T \hat{y}_k$.

$$\langle \nabla_x \Psi(\hat{x}^{k+1}, \hat{y}^{k+1}), \hat{x}^{k+1} - x \rangle \geq \Psi(\hat{x}^{k+1}, \hat{y}^{k+1}) - \Psi(x, \hat{y}^{k+1})$$

$$\langle -\nabla_y \Psi(\hat{x}^{k+1}, \hat{y}^{k+1}), \hat{y}^{k+1} - y \rangle \geq \Psi(\hat{x}^{k+1}, y) - \Psi(\hat{x}^{k+1}, \hat{y}^{k+1})$$

If we further require $(x, y) \in \mathcal{X} \times \mathcal{Y}$ to satisfy $Ax = a$ and $By = b$, then we have
\[
\langle - A^T \hat{\lambda}^{k+1}, \hat{x}^{k+1} - x \rangle + \langle A\hat{x}^{k+1} - a, \hat{\lambda}^{k+1} - \lambda \rangle = \langle - \hat{\lambda}^{k+1}, Ax^{k+1} - A x \rangle + \langle A\hat{x}^{k+1} - a, \hat{\lambda}^{k+1} - \lambda \rangle \]
\[
= -\langle A\hat{x}^{k+1} - a, \lambda \rangle
\]
and
\[
\langle -B^T \mu^{k+1}, y^{k+1} \rangle + \langle B y^{k+1} - b, \mu^{k+1} - \mu \rangle = \langle -\mu^{k+1}, B y^{k+1} - B y \rangle + \langle B y^{k+1} - b, \mu^{k+1} - \mu \rangle = -\langle B y^{k+1} - b, \mu \rangle.
\]

Combined with (4.13) and Lemma 4.3, we have
\[
\Phi(x^{k+1}, y) - \Phi(x, y^{k+1}) - \langle A x^{k+1} - a, \lambda \rangle - \langle B y^{k+1} - b, \mu \rangle 
\leq R(z^{k+1}) - R(z) + \langle F(z^{k+1}), z^{k+1} - z \rangle 
\leq \frac{1}{2} \| z^{k+1} - z \|^2_H - \frac{1}{\eta} \| z - z^{k+1} \|^2_H
\]
where the $\| \cdot \|^2_{H-G}$ terms in Lemma 4.3 vanish since $H = G$. Next, similar to the analysis of Theorem 3.6, we can average (4.14) and use Jensen’s inequality to yield:
\[
\Phi(\bar{x}, \bar{y}) - \Phi(x, y) - \langle A \bar{x} - a, \lambda \rangle - \langle B \bar{y} - b, \mu \rangle \leq \frac{\| z - z^0 \|^2_H}{2 \cdot T}.
\]

Since the above inequality holds for $\forall (x, y) \in X \times Y$ with $A x = a$, $B y = b$, we can set $\lambda = -\rho \cdot \frac{A x - a}{\|A x - a\|}$ and $\mu = -\rho \cdot \frac{B y - b}{\|B y - b\|}$, also notice that $\mu^0 = 0$, $\lambda^0 = 0$, we have
\[
\max_{\bar{y} = b} \Phi(\bar{x}, \bar{y}) - \min_{\bar{x} = a} \Phi(x, y) + \rho \| A \bar{x} - a \| + \rho \| B \bar{y} - b \|
\leq \frac{L + \| A \|}{2 T} \cdot D_x^2 + \frac{L + \| B \|}{2 T} \cdot D_y^2 + \frac{\| A \| \| B \|}{4 T} \rho^2,
\]
which proves the theorem.

It can be noticed that although the duality gap w.r.t. problem (4.1) is always infinity, the special structure of the original problem (1.1) allows us to circumvent this issue and establish a convergence to the $\epsilon$-saddle point in sense of Definition 2.1, which is different from the traditional duality measure.

### 4.1. Extension to conic inequality constrained problem

The EGMM algorithm can also easily adapt to the conic inequality constrained problems:
\[
(4.15) \min_{x \in X} \max_{y \in Y} \Phi(x, y) := h(x) + \Psi(x, y) - g(y) \quad \text{s.t.} \quad A x \preceq_{K_1} a, \quad B y \preceq_{K_2} b,
\]
where $K_1$, $K_2$ are two closed convex cones. The notation $a \preceq_{K} b$ means that $b - a \in K$.

Therefore, we can add two slack variables $x_{N+1}$ and $y_{M+1}$ and reformulate (4.15) as
\[
\begin{align*}
\text{minimize} & \quad x \in X, y \in Y & \maximize & \quad x_{N+1}, y_{M+1} \in \mathbb{R}^{N+1} \cup \mathbb{R}^{M+1} \\
\text{s.t.} & \quad A x + x_{N+1} = a, \quad B y + y_{M+1} = b, \\
& \quad X_{N+1} := \{ w \in \mathbb{R}^n : w \in K_1, \| w \| \leq \| a \| + \| A \| D_x \} \\
& \quad Y_{M+1} := \{ w \in \mathbb{R}^m : w \in K_2, \| w \| \leq \| b \| + \| B \| D_y \}
\end{align*}
\]
which is a special case of (1.1). Note that EGMM works regardless of the number of blocks, we can again apply this algorithm to yield an $\mathcal{O}(1/T)$ convergence rate.
5. Primal-dual vs. approximate dual: a comparison between EGMM and ADMM. Throughout the previous discussion, it is observed that the EGMM, SSG-ADMM and SEG-ADMM algorithms share the same advantage of subproblem separability, while EGMM has much better theoretical guarantees w.r.t. the general problem (1.1) under various scenarios. In this section, we would like to discuss the insights of such advantage by inspecting EGMM and ADMM under the classical affinely constrained multi-block convex optimization problem (1.4).

5.1. EGMM & ADMM for minimization. Consider the special case of our main problem (1.1) where \( \Phi(x, \cdot) \) is a constant for \( \forall x \). Then (1.1) becomes the extensively studied multi-block convex optimization problem with affine constraint (1.4), which can be written as

\[
\min_{x \in X} \Phi(x) := h(x) + \Psi(x) \quad \text{s.t.} \quad Ax = a.
\]

The optimal solution of this problem is denoted as \( x^* \). To formalize the discussion, we specialize the previous assumptions as follows.

**Assumption 5.1.** For \( i = 1, \ldots, N \), \( h_i(\cdot) \) is convex in \( X_i \) and its proximal mapping can be efficiently evaluated. \( \Psi(\cdot) \) is a smooth and convex in \( X \), and \( \nabla_x \Psi(x) \) is \( L_x \)-Lipschitz continuous, i.e., \( \| \nabla_x \Psi(x) - \nabla_x \Psi(x') \| \leq L_x \| x - x' \|, \forall x, x' \in X \).

**Multi-block ADMM algorithm.** For problem (1.4), both SSG-ADMM and SEG-ADMM reduce to the proximal ADMM algorithm:

\[
(x^{k+1}, \lambda^{k+1}) = \text{Prox-ADMM}(x^k, \lambda^k; y = \text{null}; \gamma, \sigma).
\]

For (5.1), both the existing ADMM literature and Theorem 3.6, 3.8 indicate the following result: Under Assumption 5.1 and \( N = 2 \), set \( \gamma > 0 \), \( \sigma = L_x \). Then after \( T \) iterations of (5.1), we have for \( \bar{x} = \frac{1}{T} \sum_{k=1}^{T} x^k \) that

\[
\Phi(\bar{x}) - \Phi(x^*) + \rho \| Ax - a \| \leq O\left( \frac{\rho^2/\gamma + L_x D^2 X + \gamma \| A \|^2 D^2 X}{2T} \right).
\]

When \( N \geq 3 \), (5.1) diverges unless additional conditions or proper algorithm adaptation is made. E.g., making a strongly convex \( \epsilon \)-perturbation to problem (1.4), see (B.1), yields an \( O(1/\sqrt{T}) \) convergence rate.

**EGMM algorithm.** For the optimization problem (1.4), if we denote

\[
z = \begin{bmatrix} x \\ \lambda \end{bmatrix} \in X \times \mathbb{R}^n, \quad F(z) = \begin{bmatrix} \nabla_x \Psi(x, y) - A^T \lambda \\ Ax - a \end{bmatrix}, \quad \text{and} \quad H = \begin{bmatrix} L_x + \| A \| I_n \\ \frac{\| A \|^2}{2} I_n \end{bmatrix},
\]

and \( R(z) := h(x) \), then EGMM still takes the form of (4.2). As a corollary of Theorem 4.4, it takes \( T = O\left( \frac{\| A \|^2 + (L_x + \| A \|) D^2 X}{\epsilon} \right) \) iterations for EGMM to get an \( O(\epsilon) \)-optimal solution.

5.2. Primal-dual method vs. approximate dual method. To explain the restriction of the ADMM compared to EGMM, let us investigate the hidden logic behind these algorithms.

**ADMM as an approximate dual method.** The traditional interpretation of ADMM type algorithms is to view them as an approximate gradient ascent of the
dual function:

\[ P_\gamma(\lambda) = \min_{x \in X} L_\gamma(x; \lambda) := h(x) + \Psi(x) - \langle Ax - a, \lambda \rangle + \frac{\gamma}{2} \| Ax - a \|^2. \]

If we define \( x^*(\lambda) := \arg\min_{x \in X} L_\gamma(x; \lambda) \), then Danskin’s theorem indicates that

\[ \nabla_\lambda P_\gamma(\lambda) = -(Ax^*(\lambda) - a), \]

which is known to be \((1/\gamma)\)-Lipschitz continuous in \( \lambda \). Consider the special case where \( \Psi(x) \equiv 0 \), the ADMM update in (5.1) with \( \sigma = 0 \) can be viewed as computing \( x^{k+1} \approx x^*(\lambda^k) \) by one iteration of block coordinate minimization in \( L_\gamma(x; \lambda) \), and then update \( \lambda^{k+1} = \lambda^k - \gamma \cdot (Ax^{k+1} - a) \approx \lambda^k + \gamma \nabla_\lambda P_\gamma(\lambda^k) \). When \( N = 1 \), \( x^{k+1} = x^*(\lambda^k) \) holds exactly. When \( N \geq 3 \), the approximation \( x^{k+1} \approx x^*(\lambda^k) \) is very inaccurate and may cause divergence in hard instances. Therefore, instead of a primal-dual method, it is more appropriate to view ADMM as an approximate dual method.

**EGMM as a primal-dual method.** In contrast to ADMM, EGMM proposed in this paper mainly focuses on the minimax formulation of problem (1.4):

\[ \min_{x \in X} \max_{\lambda} h(x) + \Psi(x) - \langle Ax - a, \lambda \rangle. \]

Note that EGMM can actually be viewed as a proximal gradient variant of the extra-gradient (EG) method, while adopting a positive definite gradient scaling, as well as a different convergence analysis. Therefore, EGMM experiences no issue of inexact dual gradient (EG) method, while adopting a positive definite gradient scaling, as well as a different convergence analysis. Therefore, EGMM experiences no issue of inexact dual gradient that has long troubled ADMM. Besides, the symmetricity of the primal-dual update makes it straightforward to be applied to the main problem (1.1). We can view EGMM as a fully primal-dual method, while avoiding all convergence difficulties, it preserves the benefit of ADMM in solving small separable subproblems.

**6. Numerical Experiments on Team work RL.** In this section, we consider the teamwork RL problem introduced in (1.2). Given any partition of the state space \( S = S_1 \cup S_2 \cup \cdots \cup S_n \), we consider the following general utility for this MDP:

\[
\rho_i(\mu(S_i, :) := \langle r(S_i, :) , \mu(S_i) \rangle - \beta \sum_{s \in S_i} \left( \frac{r(s, :) - \langle r(S_i, :) , \mu(S_i) \rangle}{|S_i|} \right)^2.
\]

\[
\rho(\mu) := \min_{1 \leq i \leq n} \left\{ \rho_i(\mu(S_i, :) \right\}.
\]

In this utility, for any \( s \in S, a \in A, r(s, a) \) stands for the reward that node \( s \) receives if it takes the action \( a \) when visited by the system. Suppose \( \mu \) is a state action occupancy measure under some policy \( \pi \). Then the first term of \( \rho_i(\mu(S_i, :) \) equals the total discounted cumulative reward received by the cluster \( S_i \). The second term of \( \rho(\mu(S_i, :)) \), if we ignore the \(-\beta\) factor, equals the variance among the cumulative rewards received by the different nodes in the cluster \( S_i \). That is, the agent in charge of the cluster \( S_i \) would like to maximize the overall reward of the cluster while using a variance penalty to impose fairness among the member nodes. For the whole system, the common goal is to maximize the minimum utility among the \( n \) clusters. To solve this team RL with general utility, we reformulate it as follows

\[
\text{maximize } \Phi(\mu, y) := \sum_{i=1}^{n} y_i \cdot \rho_i(\mu(S_i, :)) \quad \text{s.t. } \sum_{a \in A} \mu(s, a) = \gamma \sum_{s' \in S, a' \in A} \mu(s', a') P(s|s', a') + \xi(s), \forall s \in S,
\]
where the upper bound $\mu \leq \frac{1}{1-\gamma}$ is a redundant constraint satisfied by all state action occupancy measures.

In the experiments, we test our algorithm in two networks illustrated by Figure 6.1a and Figure 6.2a. In particular, the network in Figure 6.2a is generated by a stochastic block model, with 4 clusters of size $|S_1| = \cdots = |S_4| = 60$. For any two nodes from the same cluster, the probability of having a link between them is $p = 0.25$; for any two nodes from different clusters, the probability of having a link between them is $q = 0.005$. Then a random adjacency matrix is generated accordingly. For both cases, we set the action space to have size $|A| = 3$. Once the action space $A$, the network structure and nodes clusters are determined, for each $(s,a) \in S \times A$, the transition probability $P(\cdot|s,a)$ is generated randomly among the neighbourhood of $s$ in the network, and the reward $r(s,a)$ is also randomly created. For all the experiment, we randomly generate the initial state distribution $\xi$ and we take the discount factor to be $\gamma = 0.9$. With these generated $P, \gamma$ and $\xi$, we can rewrite the constraint in the form of $\sum_{i=1}^{\left|S\right|} A_i \mu_i = \xi$, with $\mu_i = \mu(S_i, \cdot)$.
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**Fig. 6.1:** State space partition structure and experiments with $\beta = 0$ and $\beta = 0.2$.
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**Fig. 6.2:** State space partition structure and experiments with $\beta = 0$ and $\beta = 0.2$.

For this problem, we test all three proposed algorithms. In particular, for Algorithm 2 and 3, if we simply set the matrices $H_i = \sigma I$, then we call them SSG-ADMM and SEG-ADMM respectively. In this case, due to the box constraint, the subproblems does not have closed form solution and thus we solve them with the standard Matlab quadprog function. Let $\gamma_0$ be the penalty coefficient in the augmented Lagrangian. If we set $H_i = \sigma I - \gamma_0 A_i^T A_i$ to eliminate the quadratic term in the subproblem, we will call them SSG-ADMM-L and SEG-ADMM-L because choosing this specific proximal term is equivalent to linearizing the augmented quadratic penalty term. In this case, the subproblems have closed form solution. And we use EGMM to denote the curve of Algorithm 4. For all the step size and penalty parameters, they are tuned from...
For example, for SSG-ADMM, we select the penalty coefficient $\gamma_0$, and the step size $\sigma$ that have best performance from the above set. For any iteration $(\bar{\mu}, \bar{y})$, the reported error measure is chosen as

$$\max \left\{ \maximize_{\Phi(\mu, \bar{y})} \Phi(\mu) - \minimize_{\Phi(y)} \Phi(y), \sum_{i=1}^{n} \| A_i \bar{\mu}(S_i) - \xi \| \right\}.$$ 

We report the results in Figure 6.1 and 6.2.

Acknowledgment. J. Zhang is supported by the Ministry of Education (MOE), Singapore, project WBS No. R-266-000-158-133. M. Wang is supported by NSF grants DMS-1953686, IIS-2107304, CMMI-1653435, and ONR grant 1006977. M. Hong is supported in part by NSF grants CIF-1910385 and CMMI-1727757.

REFERENCES

[1] J. Abernethy, K. A. Lai, and A. Wibisono, Last-iterate convergence rates for min-max optimization, arXiv preprint arXiv:1906.02027, (2019).
[2] D. P. Bertsekas, Nonlinear programming, Journal of the Operational Research Society, 48 (1997), pp. 334–334.
[3] S. Boyd, N. Parikh, and E. Chu, Distributed optimization and statistical learning via the alternating direction method of multipliers, Now Publishers Inc, 2011.
[4] X. Cai, D. Han, and X. Yuan, On the convergence of the direct extension of admm for three-block separable convex minimization models with one strongly convex function, Computational Optimization and Applications, 66 (2017), pp. 39–73.
[5] Y. Censor, A. Gibali, and S. Reich, The subgradient extragradient method for solving variational inequalities in hilbert space, Journal of Optimization Theory and Applications, 148 (2011), pp. 318–335.
[6] A. Chambolle and T. Pock, A first-order primal-dual algorithm for convex problems with applications to imaging, Journal of Mathematical Imaging and Vision, 40 (2011), pp. 120–145.
[7] A. Chambolle and T. Pock, On the ergodic convergence rates of a first-order primal–dual algorithm, Mathematical Programming, 159 (2016), pp. 253–287.
[8] C. Chen, B. He, Y. Ye, and X. Yuan, The direct extension of admm for multi-block convex minimization problems is not necessarily convergent, Mathematical Programming, 155 (2016), pp. 57–79.
[9] C. Chen, Y. Shen, and Y. You, On the convergence analysis of the alternating direction method of multipliers with three blocks, in Abstract and Applied Analysis, vol. 2013, Hindawi, 2013.
[10] Y. Chen, G. Lan, and Y. Ouyang, Optimal primal-dual methods for a class of saddle point problems, SIAM Journal on Optimization, 24 (2014), pp. 1779–1814.
[11] Y. Chen, L. Li, and M. Wang, Scalable bilinear pi learning using state and action features, arXiv preprint arXiv:1804.10328, (2018).
[12] Y. Chen, X. Li, J. Xu, ET AL., Convexified modularity maximization for degree-corrected stochastic block models, The Annals of Statistics, 46 (2018), pp. 1573–1602.
[13] B. Dai, A. Shaw, L. Li, L. Xiao, N. He, Z. Liu, J. Chen, and L. Song, Shedd: Convergent reinforcement learning with nonlinear function approximation, in International Conference on Machine Learning, PMLR, 2018, pp. 1125–1134.
[14] W. Deng and W. Yin, On the global and linear convergence of the generalized alternating direction method of multipliers, Journal of Scientific Computing, 66 (2016), pp. 889–916.
[15] X. Gao, Y.-Y. Xu, and S.-Z. Zhang, Randomized primal–dual proximal block coordinate updates, Journal of the Operations Research Society of China, 7 (2019), pp. 205–250.
[16] B. He and X. Yuan, On the $o(1/n)$ convergence rate of the douglas–rachford alternating direction method, SIAM Journal on Numerical Analysis, 50 (2012), pp. 700–709.
[17] M. Hong and Z.-Q. Luo, On the linear convergence of the alternating direction method of multipliers, Mathematical Programming, 162 (2017), pp. 165–199.
[18] A. Jalilzadeh, E. Y. Hamedani, and N. S. Aybat, A doubly-randomized block-coordinate primal-dual method for large-scale saddle point problems, arXiv preprint arXiv:1907.03886, (2019).
Proof. First, consider the optimization problem that defines \( p_y(0) \):

\[
p_y(0) := \min_{x \in A} \Phi(x, y) \quad \text{s.t.} \quad Ax - a = 0.
\]

Due to the compactness of the non-empty feasible region, as well as the lower semi-continuity of \( \Phi(\cdot, y) \), there exists a minimizer \( x^*(y) \) for this problem. Due to the
convexity of $\Phi(\cdot, y)$ and Slater’s condition, there is an optimal Lagrangian multiplier $\omega^*_y \in \text{Span}(A)$ associated with the linear constraint $Ax = a$ and the strong duality holds. Then the classical Lagrangian multiplier theory and sensitivity analysis for convex optimization tells us that

$$
(1.1) \quad \mathbf{x}^*(y) = \arg\min_{\mathbf{x} \in \mathcal{X}} \Phi(\mathbf{x}, y) - (Ax - a)^\top \omega^*_y, \quad A\mathbf{x}^*(y) = a, \quad \text{and} \quad \omega^*_y \in \partial p_y(0)
$$

Since we assume $\Phi(\cdot, \cdot)$ is bounded over $\mathcal{X} \times \mathcal{Y}$, there exist $\overline{\Phi}$ and $\underline{\Phi}$ such that

$$
\underline{\Phi} \leq \Phi(\mathbf{x}, y) \leq \overline{\Phi}, \quad \text{for} \quad \forall \mathbf{x} \in \mathcal{X}, \forall y \in \mathcal{Y}.
$$

Because $\omega^*_y \in \text{Span}(A)$, then exists $c$ s.t. $Ac = \omega^*_y$. In particular, if we pick a $c$ as the minimum norm solution to this linear equation, then we know $\|c\| \leq \frac{\|\omega^*_y\|}{\sigma_{\min}(A)}$, where $\sigma_{\min}(A)$ is the minimum non-zero singular value of $A$. Overall, there exists $c$ s.t.

$$
(2.2) \quad Ac = \omega^*_y \quad \text{with} \quad \|c\| \leq \frac{\|\omega^*_y\|}{\sigma_{\min}(A)}.
$$

By Assumption 2.2 (Slater’s condition), there $\exists \mathbf{x} \in \text{int}(\mathcal{X})$ s.t. $A\mathbf{x} = a$. Consequently, there $\exists \delta_x > 0$ such that $B(\mathbf{x}, \delta_x) \subseteq \mathcal{X}$. Combined with (2.2), we have

$$
\mathbf{x} := \mathbf{x} + \frac{\delta_x \cdot \sigma_{\min}(A)}{\|\omega^*_y\|} \cdot c \in B(\mathbf{x}, \delta_x) \subseteq \mathcal{X}.
$$

Finally, by (1.1), we have

$$
\Phi(\mathbf{x}^*(y), y) = \min_{\mathbf{x} \in \mathcal{X}} \Phi(\mathbf{x}, y) - (A\mathbf{x} - a)^\top \omega^*_y \\
\leq \Phi(\mathbf{x}, y) - \left(A \left(\mathbf{x} + \frac{\delta_x \cdot \sigma_{\min}(A)}{\|\omega^*_y\|} \cdot c\right) - a\right)^\top \omega^*_y \\
= \Phi(\mathbf{x}, y) - \delta_x \cdot \sigma_{\min}(A) \cdot \|\omega^*_y\|.
$$

That is $\|\omega^*_y\| \leq \frac{\overline{\Phi} - \underline{\Phi}}{\delta_x \cdot \sigma_{\min}(A)}$ for any $y \in \mathcal{Y}$. This also indicates that

$$
\sup_{y \in \mathcal{Y}} \inf_{\omega_1 \in \partial p_y(0)} \|\omega_1\| \leq \sup_{y \in \mathcal{Y}} \|\omega^*_y\| \leq \frac{\overline{\Phi} - \underline{\Phi}}{\delta_x \cdot \sigma_{\min}(A)}.
$$

Through a completely symmetric analysis, there exists an upper bound

$$
\sup_{x \in \mathcal{X}} \inf_{\omega_2 \in \partial q_x(0)} \|\omega_2\| \leq \frac{\overline{\Phi} - \underline{\Phi}}{\delta_y \cdot \sigma_{\min}(B)},
$$

where $\delta_y > 0$ is a constant s.t. $B(\mathbf{\hat{y}}, \delta_y) \subseteq \mathcal{Y}$, which proves the existence of a finite positive constant $\rho^*$.

Appendix B. Convergence of multi-block ($N \geq 3$) SEG-ADMM. Similar to convex optimization, the ADMM-based methods SSG-ADMM and SEG-ADMM in general diverge when $N \geq 3$. In this Appendix, we will consider a partial strong convexity condition [9, 26, 25, 21, 4] for problem (3.1), under which an $O(1/T)$ convergence can be derived for SEG-ADMM. A perturbation strategy from [27] can be adopted in case this condition does not hold.

Assumption B.1. $h_i(\cdot, y)$ is $\mu_i$-strongly convex in $\mathcal{X}_i$, for $i = 2, \ldots, N$, $\forall y \in \mathcal{Y}$.
Therefore, $h_1(x, y)$ is only required to be convex, instead of strongly convex. Note that Lemma 3.7 is still valid, and we only need to extend Lemma 3.4 as follows. The analysis mostly comes from the proof of [26], while we apply the linearization technique from [15] to handle the smooth coupling term $\Psi(x, y)$ in addition. The analysis is very similar to that of Lemma 3.4, thus we omit the proof of this lemma.

**Lemma B.2.** Suppose Assumptions 3.1 and B.1 hold. For some fixed $\tilde{y} \in \mathcal{Y}$ and $H_i \succ 0$, $i = 1, \ldots, N$, suppose $(x^{k+1}, \lambda^{k+1}) = \text{Prox-ADM}(x^k, \lambda^k; \tilde{y}; \gamma, \{H_i\}_{i=1}^N)$. Denote $H = \text{Diag}(H_1, \cdots, H_N)$. For $\forall x \in \mathcal{X}$ s.t. $Ax = a$, we have

$$\Phi(x^{k+1}, \tilde{y}) - \Phi(x, \tilde{y}) - \langle \lambda, Ax^{k+1} - a \rangle$$

$$\leq \frac{1}{2\gamma} (\|\lambda - \lambda^k\|^2 - \|\lambda - \lambda^{k+1}\|^2) + \frac{1}{2} (\|x - x^k\|_H^2 - \|x - x^{k+1}\|_H^2)$$

$$+ \frac{\gamma}{2} \sum_{j=1}^{N} (\|A(x_{1:j-1}, x_{j:N}^k) - a\|^2 - \|A(x_{1:j-1}, x_{j:N}^{k+1}) - a\|^2) + \frac{1}{2} \|x^k - x^{k+1}\|_{H-L}^2 - \frac{1}{2} \sum_{i=2}^{N} (\mu_i - \gamma N(N-1)\|A_i\|^2)\|x_i - x_i^{k+1}\|^2.$$

By Lemma 3.7 and setting $\tilde{y} = \tilde{y}^{k+1}$ in Lemma B.2, we have the following theorem whose proof is omitted.

**Theorem B.3.** Suppose Assumptions 3.1, B.1 and 3.3 hold, and $N \geq 3$. Let $(x, \tilde{y})$ be the output of Algorithm 3 after $T$ iterations. As long as we choose $H_i \succeq (L_x + L_y)I, i = 1, \ldots, N$, $G \succeq L_y I$, and $\gamma = \frac{1}{N(N-1)} \min \left\{ \frac{\mu_2}{\|A_2\|^2}, \ldots, \frac{\mu_N}{\|A_N\|^2} \right\}$, it holds for $\forall \rho > 0$ that

$$\max_{y \in \mathcal{Y}} \Phi(x, y) - \min_{x \in \mathcal{X}, Ax = a} \Phi(x, \tilde{y}) + \rho \|Ax - a\|$$

$$\leq \mathcal{O} \left( \frac{N^2 \rho^2 / \gamma + \|G\| \cdot D_\gamma^2 + \|H\| \cdot D_\gamma^2 + \gamma \sum_{j=2}^{N} 2N + j(j - 1)\|A_j\|^2 D_\gamma^2}{T} \right).$$

By Lemma 2.4, it takes $T = \mathcal{O}(\epsilon^{-1})$ iterations to reach an $\epsilon$-saddle point.

When Assumption B.1 does not hold, we can apply the strongly convex $\epsilon$-perturbation strategy of [27], where problem (3.1) is modified as

(B.1) $$\min_{x \in \mathcal{X}} \max_{y \in \mathcal{Y}} \Phi(x, y) := \Phi(x, y) + \epsilon \sum_{i=2}^{N} ||x_i - x_i^0||^2 \quad \text{s.t.} \quad Ax = a.$$  

Therefore, $\Phi$ satisfies Assumption B.1. By properly choosing the parameters, we have the following corollary.

**Corollary B.4.** Suppose Assumptions 3.1 and 3.3 hold, and $N \geq 3$. Suppose $(x, \tilde{y})$ is generated by applying Algorithm 3 to the perturbed problem (B.1) for $T$ iterations, with the parameters chosen as $\epsilon = \mathcal{O}(1/\sqrt{T})$, $\gamma = \frac{\epsilon}{N(N-1) \cdot \max_{2 \leq i \leq N} \|A_i\|^2}$. Then when $H_i \succeq (L_x + L_y)I, i = 1, \ldots, N$, and $G \succeq L_y I$. Then for any $\rho > 0$, we have

$$\max_{y \in \mathcal{Y}} \Phi(x, y) - \min_{x \in \mathcal{X}, Ax = a} \Phi(x, y) + \rho \|Ax - a\| \leq \mathcal{O} \left( \frac{1}{\sqrt{T}} \right).$$

Therefore, it takes $T = \mathcal{O}(\epsilon^{-2})$ iterations to reach an $\epsilon$-saddle point.
Therefore, it takes $T$ iterations, with the parameters chosen as $y$ variable. Therefore, it is not necessary to apply the extra-gradient step to the SSG-ADMM method to the perturbed problem, which still yields the convergence rate without requiring the differentiability of $\Phi(x, \cdot)$. We summarize the result in the following corollary without a proof.

**Corollary B.5.** Suppose Assumptions 3.1 and 3.2 hold, and $N \geq 3$. Suppose $(\bar{x}, \bar{y})$ is generated by running Algorithm 2 to the perturbed problem (B.1) after $T$ iterations, with the parameters chosen as $\epsilon = \mathcal{O}(1/\sqrt{T})$, $\gamma = \frac{\epsilon}{N(N-1)\max_{i \leq N} \{\|A_i\|^2\}}$ and $H_i \succeq L_\delta I, i = 1, \ldots, N$, and $G \succeq L_\delta I$. Then for any $\rho > 0$, we have

$$\max_{y \in Y} \Phi(\bar{x}, y) - \min_{x \in X} \Phi(x, y) + \rho \|Ax - a\| \leq \mathcal{O}\left(\frac{1}{\sqrt{T}}\right).$$

Therefore, it takes $T = \mathcal{O}(\epsilon^{-2})$ iterations to reach an $\epsilon$-saddle point.

**Appendix C. Proof of Lemma 3.4.**

**Proof.** First, the KKT condition of block $x_1^{k+1}$:

$$x_1^{k+1} = \arg\min_{x_1 \in X_1} \left\{ h_1(x_1, \bar{y}) + \left(\nabla_{x_1} \Psi(x^k, \bar{y}), x_1 - x_1^k\right) - \left\langle \lambda^k, A_1 x_1 + A_2 x_2^k - a \right\rangle \right. + \frac{\gamma}{2} \|A_1 x_1 + A_2 x_2^k - a\|^2 + \left. \frac{1}{2} \|x_1 - x_1^k\|^2_{H_1}\right\}$$

gives

$$\langle u_1 + \nabla_{x_1} \Psi(x^k, \bar{y}), x_1^{k+1} - x_1 \rangle \leq \langle \gamma A_1^T A_2 (x_2^k - x_2^{k+1}) - A_1^T \lambda^{k+1}, x_1 - x_1^{k+1}\rangle + \langle H_1(x_1^{k+1} - x_1^k), x_1 - x_1^{k+1}\rangle$$

(C.1)

Similarly, the KKT condition of the block $x_2^{k+1}$ gives

$$\langle u_2 + \nabla_{x_2} \Psi(x^k, \bar{y}), x_2^{k+1} - x_2 \rangle \leq -(A_2^T \lambda^{k+1}, x_2 - x_2^{k+1}) + \langle H_2(x_2^{k+1} - x_2^k), x_2 - x_2^{k+1}\rangle, \forall x_2 \in X_2,$$

(C.2)
where \( u_2 \in \partial_x h_2(x^{k+1}, \tilde{y}). \) Note that we have assumed that \( x_1 \) in (C.1) and \( x_2 \) in (C.2) satisfy \( A_1 x_1 + A_2 x_2 - a = 0. \) Summing up the above two inequalities and applying the convexity of \( \Phi(\cdot, \tilde{y}) \) yields

\[
\Phi(x^{k+1}, \tilde{y}) - \Phi(x, \tilde{y}) = h_1(x^{k+1}, \tilde{y}) + h_2(x^{k+1}, \tilde{y}) + \Phi(x^{k+1}, \tilde{y}) - h_1(x_1, \tilde{y}) - h_2(x_2, \tilde{y}) - \Phi(x, \tilde{y}) \\
\leq (u_1, x^{k+1} - x_1) + (u_2, x^{k+1} - x_2) + \Phi(x^{k+1}, \tilde{y}) - \Phi(x, \tilde{y}) \text{ (i)} \\
\leq (u_1 + \nabla_x \Psi(x, \tilde{y}), x^{k+1} - x_1) + (u_2 + \nabla_x \Psi(x, \tilde{y}), x^{k+1} - x_2) + \frac{L}{2} \| x^{k+1} - x \|_2^2 \text{ (ii)} \\
\leq (\gamma A_1^\top A_2 (x^k - x_1^{k+1}) - A_1 \lambda k_1, x_1 - x_1^{k+1}) - (A_2 \lambda k_1, x_2 - x_2^{k+1}) \\
+ (x^{k+1} - x_1^{k+1})^\top H_1 (x_1 - x_1^{k+1}) + (x^{k+1} - x_2^{k+1})^\top H_2 (x_2 - x_2^{k+1}) + \frac{L}{2} \| x^{k+1} - x \|_2^2 \text{ (iii)} \\
= (\lambda - \lambda k_1)^\top (A_1 x_1 + A_2 x_2 - b) + \frac{1}{\gamma} (\lambda - \lambda k_1)^\top (\lambda k_1 - \lambda k) + (x^{k+1} - x_2^{k+1})^\top H_1 (x_1 - x_1^{k+1}) + (x^{k+1} - x_2^{k+1})^\top H_2 (x_2 - x_2^{k+1}) \text{ (C.3)}
\]

where (i) is due to the convexity of \( h_1(\cdot, \tilde{y}) \) and \( h_2(\cdot, \tilde{y}), \) (ii) is because

\[
\Phi(x^{k+1}, \tilde{y}) - \Phi(x, \tilde{y}) \leq (\nabla_x \Psi(x, \tilde{y}), x^{k+1} - x) + \frac{L}{2} \| x^{k+1} - x \|_2^2
\]

and (iii) is because \( A_1 x_1 + A_2 x_2 = a. \) Note that for any vectors \( a, b, c, d, \) and matrix \( H > 0, \) it holds that

\[
(a - b)^\top H (c - d) = (\sqrt{H} a - \sqrt{H} b)^\top (\sqrt{H} c - \sqrt{H} d) \\
= \frac{1}{2} (\| a - d \|_H^2 - \| a - c \|_H^2) + \frac{1}{2} (\| c - b \|_H^2 - \| d - b \|_H^2) \text{ (C.4)}
\]

We can bound the terms in (C.3) by

\[
(\lambda - \lambda k_1)^\top (\lambda k_1 - \lambda k) = \frac{1}{2} (\| \lambda - \lambda k_1 \|^2 - \| \lambda - \lambda k \|^2 - \| \lambda k_1 - \lambda k \|^2) \\
= \frac{1}{2} (\| \lambda - \lambda k_1 \|^2 - \| \lambda k_1 - \lambda k \|^2) - \frac{\gamma^2}{2} \| A_1 x_1^{k+1} + A_2 x_2^{k+1} - a \|^2,
\]

\[
\langle H_1 (x^{k+1} - x_1^k), x_1 - x_1^{k+1} \rangle = \frac{1}{2} (\| x_1 - x_1^k \|_{H_1}^2 - \| x_1 - x_1^{k+1} \|_{H_1}^2 - \| x_1^k - x_1^{k+1} \|_{H_1}^2),
\]

\[
\langle H_2 (x^{k+1} - x_2^k), x_2 - x_2^{k+1} \rangle = \frac{1}{2} (\| x_2 - x_2^k \|_{H_2}^2 - \| x_2 - x_2^{k+1} \|_{H_2}^2 - \| x_2^k - x_2^{k+1} \|_{H_2}^2),
\]

and

\[
(x_1 - x_1^{k+1})^\top A_1^\top A_2 (x_2^k - x_2^{k+1}) = [(A_1 x_1 - a) - (A_1 x_1^{k+1} - a)]^\top [-A_2 x_2^{k+1} - (-A_2 x_2^k)] \\
= \frac{1}{2} \| A_1 x_1 + A_2 x_2^k - a \|^2 - \frac{1}{2} \| A_1 x_1 + A_2 x_2^{k+1} - a \|^2 \\
+ \frac{1}{2} \| A_1 x_1^{k+1} + A_2 x_2^{k+1} - a \|^2 - \frac{1}{2} \| A_1 x_1^{k+1} + A_2 x_2^k - a \|^2.
\]

Substituting the above bounds into (C.3) proves the Lemma. \( \square \)
Appendix D. Proof of Lemma 3.5.

**Proof.** First, the KKT condition of \( \min_{y \in Y} \frac{1}{2} \|y - [y^k + G^{-1} \cdot u^k]\|_G^2 \) gives

\[
\langle u^k, y - y^{k+1} \rangle \leq \langle G(y^{k+1} - y^k), y - y^{k+1} \rangle, \forall y \in Y.
\]

By the concavity of \( \Phi(x^{k+1}, \cdot) \) and the fact that \( u^k \in \partial_y \Phi(x^{k+1}, y^k) \), we have

\[
\Phi(x^{k+1}, y) - \Phi(x^{k+1}, y^k) \leq \langle u^k, y - y^k \rangle = \langle u^k, y - y^{k+1} \rangle + \langle u^k, y^{k+1} - y^k \rangle \leq \langle u^k, y - y^{k+1} \rangle + \frac{1}{2} \|u^k\|_{G^{-1}}^2 + \frac{1}{2} \|y^{k+1} - y^k\|_G^2.
\]

We also have the following identity that

\[
\langle G(y^{k+1} - y^k), y - y^{k+1} \rangle = \frac{1}{2} \left( \|y - y^k\|_G^2 - \|y - y^{k+1}\|_G^2 - \|y^k - y^{k+1}\|_G^2 \right).
\]

Combining (D.1), (D.2) and (D.3), we have

\[
\Phi(x^{k+1}, y) - \Phi(x^{k+1}, y^k) \leq \frac{1}{2} \|y - y^k\|_G^2 - \frac{1}{2} \|y - y^{k+1}\|_G^2 + \frac{1}{2} \|u^k\|_{G^{-1}}^2,
\]

which proves the lemma. \( \square \)

Appendix E. Proof of Lemma 3.7.

**Proof.** The optimality of \( \hat{y}^{k+1} = \arg\max_{y \in Y} \langle \nabla_y \Phi(x^k, y^k), y - y^k \rangle - \frac{1}{2} \|y - y^k\|_G^2 \) gives

\[
-\langle \nabla_y \Phi(x^k, y^k), \hat{y}^{k+1} - y \rangle \leq \langle G(\hat{y}^{k+1} - y^k), y - \hat{y}^{k+1} \rangle, \forall y \in Y.
\]

By setting \( y = y^{k+1} \) in the above inequality yields

\[
-\langle \nabla_y \Phi(x^k, y^k), y^{k+1} - y^k \rangle \leq \langle G(\hat{y}^{k+1} - y^k), y^{k+1} - \hat{y}^{k+1} \rangle.
\]

The optimality of \( y^{k+1} = \arg\max_{y \in Y} \langle \nabla_y \Phi(x^{k+1}, \hat{y}^{k+1}), y - y^k \rangle - \frac{1}{2} \|y - y^k\|_G^2 \) gives

\[
-\langle \nabla_y \Phi(x^{k+1}, \hat{y}^{k+1}), y^{k+1} - y \rangle \leq \langle G(y^{k+1} - y^k), y - y^{k+1} \rangle, \forall y \in Y.
\]

The concavity of \( \Phi(x^{k+1}, \cdot) \) indicates that

\[
\Phi(x^{k+1}, y) - \Phi(x^{k+1}, \hat{y}^{k+1}) \leq -\langle \nabla_y \Phi(x^{k+1}, \hat{y}^{k+1}), \hat{y}^{k+1} - y \rangle = -\langle \nabla_y \Phi(x^{k+1}, \hat{y}^{k+1}), y^{k+1} - y \rangle - \langle \nabla_y \Phi(x^k, y^k), \hat{y}^{k+1} - y^k \rangle + \langle \nabla_y \Phi(x^k, \hat{y}^{k+1}), \hat{y}^{k+1} - y^k \rangle + \frac{1}{2} \|\nabla_y \Phi(x^k, y^k) - \nabla_y \Phi(x^{k+1}, \hat{y}^{k+1})\|^2 + \frac{L_y}{2} \|\hat{y}^{k+1} - y^{k+1}\|^2
\]

\[
\leq \langle G(y^{k+1} - y^k), y^{k+1} - \hat{y}^{k+1} \rangle + \langle G(y^{k+1} - y^k), y - y^{k+1} \rangle + \frac{L_y}{2} \left( \|x^k - x^{k+1}\|^2 + \|y^k - \hat{y}^{k+1}\|^2 + \|y^{k+1} - \hat{y}^{k+1}\|^2 \right)
\]

\[
= \frac{1}{2} \left( \|y - y^k\|_G^2 - \|y - y^{k+1}\|_G^2 \right) + \frac{L_y}{2} \|x^{k+1} - x^k\|^2 - \frac{1}{2} \left( \|y^{k+1} - y^k\|_{G-L_y I}^2 + \|\hat{y}^{k+1} - y^{k+1}\|_{G-L_y I}^2 \right),
\]

where (i) is due to Assumption 3.3, and (E.1) and (E.2). This completes the proof. \( \square \)