Hierarchical organization is widely used in high-radix routers to enable efficient scaling to higher switch port count. A general-purpose hierarchical router must be symmetrically designed with the same input buffer depth, resulting in a large amount of unused input buffers due to the different link lengths. Sharing input buffers between different input ports can improve buffer utilization, but the implementation overhead also increases with the number of shared ports. Previous work allowed input buffers to be shared among all router ports, which maximizes the buffer utilization but also introduces higher implementation complexity. Moreover, such design can impair performance when faced with long packets, due to the head-of-line blocking in intermediate buffers.

In this work, we explain that sharing unused buffers between a subset of router ports is a more efficient design. Based on this observation, we propose Centralized Input Buffer Design in Hierarchical High-radix Routers (CIB-HIER), a novel centralized input buffer design for hierarchical high-radix routers. CIB-HIER integrates multiple input ports onto a single tile and organizes all unused input buffers in the tile as a centralized input buffer. CIB-HIER only allows the centralized input buffer to be shared between ports on the same tile, without introducing additional intermediate virtual channels or global scheduling circuits. Going beyond the basic design of CIB-HIER, the centralized input buffer can be used to relieve the head-of-line blocking caused by shallow intermediate buffers, by stashing long packets in the centralized input buffer. Experimental results show that CIB-HIER is highly effective and can significantly increase the throughput of high-radix routers.
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1 INTRODUCTION

Today, the large-scale supercomputers, such as Tianhe-2 system [25] and Sunway TaihuLight [14], have tens of thousands of computing nodes. The emerging exascale system would require hundreds of thousands of interconnected processors. Thanks to the increase of router bandwidth, these systems can be built from many thin links rather than fewer fat links [22], consisting low-diameter networks. Some excellent networks, such as Dragonfly [21], HyperX [2], Skywalk [15], SlimFly [7], and Bundlefly [23], have been proposed to design efficient low-diameter networks with high-radix routers. High-radix routers can provide high bandwidth and are the foundation of low-diameter networks. Hierarchical organization [22] that partitions a large switch into smaller subswitches has been widely used in high-radix routers, because it enables scalable microarchitecture.

A challenge for hierarchical routers is that a large amount of input buffers are suffering from low utilization. On the one hand, to meet the needs of credit-based flow control, the depth of input buffer should be proportional to the length of the connected link. On the other hand, the network links are usually asymmetrically designed in supercomputers. This design leads to asymmetric requirements of input buffers in different ports of hierarchical routers. However, traditional High-performance Computing (HPC) systems are usually designed with general-purpose routers whose ports are symmetric to meet the needs of different topologies. With such design, input buffers are often designed very deep to fit the longest external links. This design, unfortunately, results in a large amount of unused buffers, particularly in edge routers where the connected links are relatively short. YARC [29], as a typical hierarchical high-radix router, has been widely used in HPC systems. Figure 1 presents the utilization of input buffers in a YARC router [29]. The evaluation is performed using 1-meter endpoint links and 50-meter inter-router links [1] with 128-flit depth input buffers in a 1024-node Fat Tree network [11]. As shown in Figure 1, 86.1% input buffers have a utilization lower than 10%. Therefore, it is necessary to make full use of these unused input buffers in hierarchical routers.

Sharing input buffers between different input ports can improve the buffer utilization of hierarchical routers, and more shared input ports can achieve a more balanced buffer utilization. Work in Reference [1] proposes Stash, a new hierarchical router architecture that shares input buffer between all the input ports in the router. Stash makes full use of unused input buffer by stashing packets in the shared buffer of any port of the router. This method is efficient in balancing buffer utilization but can be expensive in implementation. This is because the design complexity also increases with the number of input ports that participate in sharing. Moreover, with this design, Head-of-Line (HoL) blocking caused by shallow intermediate buffers (row buffers and column buffers) can hurt the performance when faced with long packets. While input buffers are often very deep to cover the round-trip latency of the longest external channels, intermediate buffers are relatively shallow from the short round-trip latency within the switch. In Stash, packets need to be sent to the shared buffer of other ports via intermediate buffers, where the HoL blocking can occur with long packets, if the lengths of these long packets exceed the depth of intermediate buffers.

In this article, we strive to make full use of unused input buffers in hierarchical routers without compromising the performance. We prove that it is better to share unused input buffers between several ports instead of all the ports. Therefore, we propose Centralized Input Buffer Design in Hierarchical High-radix Routers (CIB-HIER), a novel hierarchical router architecture to

\footnotesize
1For example, links to endpoints can be shorter than 1 m, while the longest link can be more than 50 m [12].
2Long packets account for a large percentage of high-performance computing systems.
3It should be noted that CIB-HIER is designed for a large HPC system that needs to utilize long optical links.
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Fig. 1. Cumulative probability of input buffer utilization in the hierarchical router (YARC) of a Fat Tree network.

Fig. 2. Design purpose of CIB-HIER. For a 64-port hierarchical router, as the number of ports sharing the input buffer increases, the buffer can be used more evenly (STD_BU curve) but the hardware complexity will also increase (HO curve). YARC suffers from low buffer utilization while Stash suffers from high hardware overhead. CIB-HIER attempts to make the best trade-off between the buffer utilization and the overhead by sharing unused buffers between a small number of ports.

reorganize unused buffers of multiple input ports in a tile into a shared centralized input buffer.  

Figure 2 presents the design purpose of CIB-HIER. We take the number of ports that can share the input buffer as the abscissa, and the ordinate gives the Standard Deviation (STD) of buffer utilization (STD_BU) and the simplified hardware overhead (HO) of router under the corresponding configuration. STD_BU is calculated by counting the occupancy rate of all input buffers with an evaluation performed in a 64-port hierarchical router under a uniform random traffic pattern at 30% load. HO is obtained by the simplified formula \((n - 1)/2\), where \(n\) is the number of ports that can share the input buffer. A high value of STD_BU indicates an unbalanced utilization but not necessarily a low value of utilization. However, for fixed-length buffers, unbalanced buffer utilization means that there are a lot of idle buffers, which ultimately results in low buffer utilization. Although STD_BU and HO use different metrics, the trade-off of the buffer design can be simply expressed as STD_BU+HO, which can intuitively reflect our design purpose. As shown in Figure 2, as the number of ports sharing the input buffer increases, STD_BU decreases sharply while HO increases linearly. Traditional hierarchical router (YARC) has the highest value in the STD of the buffer utilization, because it does not share any unused input buffers. Stash shares unused buffers between all the ports in a router, so it has the smallest STD but the largest hardware overhead. CIB-HIER attempts to explore the trade-off between the buffer utilization and the implementation overhead, by only allowing unused input buffers to be shared among a small number of ports. In

\[\text{This design is actually a partially shared input buffer architecture where the unused input buffer can only be shared in the tile. But within the tile, the unused input buffers are organized as a centralized input buffer.}\]
this way, packets can be transmitted to the unused buffer without going through the intermediate buffer to cause the HoL blocking. Previous work has proven that it is feasible to integrate multiple ports on the same tile [10]. CIB-HIER thus allows the unused buffers from all input ports in the same tile to be utilized collectively as a common storage resource, accessible from any port in the tile. In addition to developing new router architecture, we show that the additional storage provided by the centralized input buffer can be used to relieve the HoL blocking caused by shallow intermediate buffers. We achieve this goal by temporarily storing the blocking-caused long packets in the centralized input buffer. Evaluation result shows that our design can significantly improve the throughput of hierarchical routers with acceptable hardware overheads.

In particular, the contributions of this work include the following.

- We explain why existing unused input buffer organization method with extra VCs in intermediate buffers of the hierarchical router can degrade the performance and limit overall network throughput.
- We propose CIB-HIER, a new centralized input buffer organization for hierarchical routers that allows unused input buffer to be fully utilized without introducing extra VCs in intermediate buffers to hurt the overall performance.
- We explore to relieve the impact of HoL blocking caused by shallow intermediate buffers through the utilization of the storage provided by the centralized input buffers in CIB-HIER.

The rest of this article is organized as follows. Related work is presented in Section 2. In Section 3, the motivation is presented to explain why shallow intermediate buffers can hurt the performance of hierarchical routers. In Section 4, the detailed architecture of the new buffer organization for hierarchical high-radix routers is introduced. Evaluation result is presented in Section 5. Finally, we conclude our article in Section 6.

2 RELATED WORK AND BACKGROUND

High-radix routers have attracted renewed attention for the benefits of many slim channels per chip over few fat ones [22]. Many high-radix router microarchitecture have been proposed based on the hierarchical organization. For example, Ahn et al. proposed a buffered folded-Clos network for high-radix switches and the router is actually an on-chip network [3]. Work in Reference [22] proposed a hierarchical high-radix router architecture, which partitions the crossbar into smaller crossbar tiles and places queue memories at their inputs and outputs. Based on the architecture in Reference [22], Scott et al. proposed YARC, which is designed for the BlackWidow high-radix Clos network by Cray [29]. YARC has the same number of crosspoints but provides higher performance than flat crossbars in Reference [22], which makes it a typical high-radix router for off-chip networks.

Figure 3 shows the basic architecture of a hierarchical router with radix $P$. It consists of a two-dimensional array of identical tiles, with $R$ rows and $C$ columns, forming a large crossbar. The detailed tile architecture has also been presented in Figure 3. Each tile (represented by a grey box) contains input buffers, row buffers, column buffers, and a smaller $I \times O$ subswitch that functions as a portion of the switch crossbar. Tile-based microarchitecture of hierarchical routers makes replication and physical implementation in silicon convenient, because each tile is an identical and very regular structure. With the hierarchical architecture in Figure 3, when a packet reaches the head of the input buffer, routing computing will be performed to decide which output port this packet should be sent to. Then, this packet will be transited to the row buffer at the input port of a subswitch, which is the junction of the packet’s input row and output column. Then the packet will transit through the subswitch to the output port and buffered in the associated column.
buffer. Finally, after output arbitration, the packet will be transmitted to the next-hop router via the output port.

Various tile sizes are possible depending on engineering trade-offs such as clock frequency, switch radix, the availability of wiring tracks, and tile complexity. For example, the hierarchical router in Figure 3 can be organized into $3 \times 4$ tiles instead of $3 \times 2$ tiles. Different tile size means different number of input/output ports aggregated in a tile. Previous work designed $8 \times 8$ tiles for a 64-port hierarchical router [29], with each tile aggregated with one input port. Work in Reference [10] proposed a Multiport-Binding Tile-based Router (MBTR) microarchitecture. MBTR aggregates multiple physical ports into a single tile, to reduce the number of tiles and the number of intermediate buffers required in a hierarchical router. The architecture in Figure 3 is an example of MBTR, where two input ports and two output ports are aggregated onto the same tile.

While hierarchical router enables higher performance, it introduces many input buffers and intermediate buffers, which is costly in area and power consumption [33]. Input buffers are usually very deep, because they must be sized for the longest links. Considering modern asymmetric network topologies have a wide range of link lengths, there can be a large amount of unused input buffers. Therefore, current work strives to make full use of these unused input buffers in hierarchical routers. Typically, work in Reference [1] proposed Stash, which stashes packets in unused buffers on other ports, accessible via excess internal bandwidth in the hierarchical router. As shown in Figure 4, Stash shares unused buffer memory in stashing partition through two additional VCs in intermediate buffers. Because of the large number of intermediate buffers, the cost of increasing intermediate buffer capacity is forbidden, thus results in shallower VCs in intermediate buffers. Shallow intermediate buffers can in turn cause HoL blocking to damage the performance of hierarchical routers [24]. Some NoC router designs [16, 28] attempt to make full use of the buffer by adopting distributed shared buffer architecture or centralized buffer architecture, but they are not suitable for off-chip routers. Therefore, it is needed to design a more efficient hierarchical router architecture to make better use of the unused input buffers.

## 3 MOTIVATIONS

In this section, we show the reason why the performance of Stash can be damaged by shallow intermediate buffers. The performance of Stash can be degraded due to the HoL blocking caused by shallow intermediate buffers. Figure 5 presents a comparison of packet latency for a hierarchical router with and without Stash. The evaluation adopts two 8-flit-depth VCs in row buffers for the baseline router and four 4-flit-depth VCs in row buffers for Stash (Stash introduces two additional

---
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Fig. 4. Datapath comparison. Datapath of a tile in the hierarchical router is presented in panel (a), while the datapath of a tile enabled with Stash is presented in panel (b). Stash introduces two additional VCs in intermediate buffers and results in shallower VCs.

Fig. 5. Performance comparison of a hierarchical router (HIER) with and without Stash. Transmitting long packets in the intermediate buffer can degrade the performance of Stash due to the HoL blocking. Stash needs two extra VCs in intermediate buffers, resulting in shallower intermediate buffers in case of fixed memory capacity, which further reduces the performance.

VCs, resulting in shallower VCs). 16-flit packets are adopted to evaluate the impact of long packets. Due to the HoL blocking caused by shallow intermediate buffers, Stash reduces the saturation throughput of the hierarchical router by 26.8%. Increasing intermediate buffer size can avoid the performance degradation in Stash. However, such method is too costly as the amount of intermediate buffers is proportional to $O(vp^2)$ where $p$ is the switch radix and $v$ is the number of VCs. Previous work has shown that the on-chip buffers can represent a significant portion of overall area and power consumption of the router [19, 32], which limits the design space of high-radix routers.

Shallow intermediate buffers affect the performance of Stash in two ways. On the one hand, long packets can be blocked from the input buffer to the intermediate buffer and affect the transmission of other short packets. In Stash, if a long packet has been decided to store in an unused input buffer, this packet needs to pass through the intermediate buffer. In this case, if the intermediate buffer is too shallow to buffer the whole packet, this long packet will be congested. As a result, the congested packet can block the intermediate buffer and even the input buffer to damage the router performance. On the other hand, Stash adds two VCs in the intermediate buffer to generate
shallower intermediate VCs with a certain buffer capacity, which further compromises the router performance.

4 BUFFER MICROARCHITECTURE IN CIB-HIER

In this section, we first demonstrate that it is feasible to share unused input buffers between a small number of ports. Then, the detailed architecture of CIB-HIER is presented, including the implementation for different kinds of CIB-HIER. Finally, the utilization of CIB-HIER is presented, where the HoL blocking caused by shallow intermediate buffers can be relieved.

4.1 Share Unused Input Buffers in a Tile

Previous work [9, 10] has proposed MBTR and it has been proved that it is feasible to combine multiple input ports into a single tile in hierarchical routers. MBTR reduces the required number of intermediate buffers while achieving a comparable performance compared with the single-port-binding architecture [29]. For hierarchical routers, the number of ports integrated in a tile determines the radix of the subswitch. Higher radix in the subswitch means more input ports integrated in a tile, which, however, also means more complex circuit logic in the tile. Considering the trade-off between the performance and the implementation overhead, actual router implementation usually only integrates no more than four ports in a tile [10]. Therefore, to clearly introduce our design, a two-port-binding MBTR as shown in Figure 3 is adopted as the baseline of our design in the following sections.

In MBTR, there still exists large amount of unused input buffers in the tile. Recent HPC systems have been designed with sufficient resources to satisfy the demand of various configurations. For example, Intel’s Omni-Path router [8] has 48 ports to support links up to 100 m at 100 Gbps. When such a router is used to implement a large-scale dragonfly network, 25% ports (endpoint-linked ports) will experience a 99% of underutilized input buffers and 50% ports (intra-group-linked ports) will experience a 95% underutilized input buffers. Similarly, when Omni-Path router is adopted to implement leaf routers in a multi-level fat-tree, 50% ports (endpoint-linked ports) will experience a 99% underutilized input buffers. Because more than half of the ports in these hierarchical routers have a large amount of unused buffers, we can assign each tile with one or more input ports that contain unused input buffers. With this design, there will be a large number of unused buffers in each tile.

4.2 Centralized Input Buffer Architecture

CIB-HIER introduces some modifications to the baseline hierarchical router whose datapath has been presented in Figure 4(a), and these changes only appear inside the tile. Figure 6 details the architecture of a tile in CIB-HIER. As shown in Figure 6(a), two input ports and the corresponding input buffers have been integrated in the tile. The input buffer is divided into two banks: the private buffer bank and the shared buffer bank. The private buffer is used in the same way as the traditional input buffers except that its capacity is reduced, while all shared buffers (namely, the Odd bank and Even bank in this case) in the tile are formed as a Centralized Input Buffer (CIB). The capacity of the private buffer is set to the same on each port, and this capacity only needs to meet the requirement of the shortest link (the link that is connected with the endpoint node). Obviously, this design can lead to insufficient input buffer for the input port that is connected with longer link. In this case, we can re-partition a portion of the CIB to this port as a private buffer so that there is enough input buffer for this input port. Based on this design, the tile architecture in CIB-HIER is logically organized as shown in Figure 6(b), where each port is assigned a reduced private input buffer with the same capacity, while the rest of the input buffer is organized as the CIB, which can be shared by all the input ports in the tile.
A design challenge of CIB-HIER is how to access the CIB. As shown in Figure 6(a), a multiplexer is added at the outport of the private input buffer, to decide whether to send a flit to the CIB or directly to the row bus. For an input port, if part of the private input buffer is in the CIB, then flits sent to this input port can be first stored in the private input buffer at the input port and then be transferred to the corresponding private input buffer in the CIB if there is enough buffer space. Note that the transfer process is proactive, that is, once the out port of the private input buffer at the input port is idle and the corresponding private input buffer in the CIB is not full, the flits in the private input buffer in the input port can be transferred to the private input buffer in the CIB automatically. The granularity of this transfer process is packets, thus no out-of-order flits can be introduced inside the packet. We also add a data-path from the private input buffer at the input port directly to the row bus, to allow uncongested packets to be directly sent to the row bus. With such design, packets at the head of VCs in the private input buffer at the input port can be sent to the row buffer directly if the corresponding row buffer has empty space, or be buffered in the CIB if the corresponding row buffer is congested. CIB-HIER can use the capacity provided by CIB to buffer congested packets, thus alleviating the impact of the HoL blocking on router performance.

Another design challenge is how to meet the needs of multiple ports to access CIB at the same time. Fortunately, the odd/even interleaved banks architecture in Stash can solve this problem [1], so we adopted this structure in our design. In our design, any input port in the tile can write data to the CIB at any time. Therefore, write conflicts and read conflicts can emerge in the CIB.
Fig. 7. Storage management in a tile of the CIB-HIER. A portion of the CIB can be used as part of the input buffer for an input port (Input 0 in this case), while the rest is organized as DAMQ and can be used as a shared buffer for all ports in the tile. Each VC in input ports will be associated with a VC in the shared part of CIB to cache packets.

If only one write/read port is set for each buffer bank in the CIB. A four-ported buffer bank with two write ports and two read ports, or dual-ported bank operating at twice the normal speed can solve this problem, but the design overheads make it infeasible to be implemented in a tile. A better solution is illustrated in Figure 6(a), where the two banks in the CIB act as odd/even banks. Each bank can store flits, one per cycle, with all even numbered offsets in the Even bank and odd in the Odd bank. Therefore, the write operation and read operation for a multi-flit packet can be interleaved between the two banks. The multiple interleaved bank method allows the CIB to be divided into two partitions at a two-flit granularity. Two Xbars have been added to control write/read operations to the CIB. For each packet to be written to or read from the CIB, there will be a 50% probability of a one-cycle write/read latency, because two input ports may write to or read from the same bank in the CIB in a cycle. For traditional HPC systems that adopt high-radix routers, there will be a latency overhead of a few cycles for a packet transmitting from the source node to the destination node. However, this latency is negligible, because the shortest packet latency in HPC systems is generally greater than 100 cycles.

CIB-HIER, like other general-purpose hierarchical routers, also faces the challenge of providing many VCs for deadlock avoidance and multiple traffic classes. To support this target, the storage management strategy in the CIB has been carefully designed and the detailed architecture has been presented in Figure 7. As shown in the figure, Dynamically Allocated Multi-queue (DAMQ) [31] is adopted in the shared part of the CIB, so that buffers can be dynamically allocated to each VC. Each VC in input buffers is associated with a VC in the shared part of the CIB. If a packet in the input buffer has been decided to be buffered in the CIB, then it will be transited to and buffered in the corresponding VC in the CIB. It should be noted that the private part of the CIB is organized as fixed-length VCs. Such design allows congestion information to be transmitted to the source node as soon as possible, reducing the impact of endpoint congestion on the overall network performance [17]. To maintain the order of flits in the packet, data is written to the CIB at the granularity of the packet. It should be noted that if the number of VCs contained in a router port is large, the scalability of CIB-HIER will be affected. However, more VCs can well alleviate the congestion inside the router caused by the HoL blocking, which is consistent with our design goals. In other words, if the port has a large number of VCs, we do not need to adopt the CIB-HIER storage architecture.

The credit management of CIB-HIER has been carefully designed to avoid the buffer overflow. In CIB-HIER, the number of credits that can be used by upstream routers is related to the capacity.
of the input buffer in the current router. However, the capacity of the input buffer varies among router ports, which makes the number of credits that each port can provide to the upstream router is also different. As shown in Figure 7, some ports (e.g., port 1) store all the input buffers in the private bank, while other ports (e.g., port 0) have only part of the input buffer in the private bank and the rest in the CIB. For ports where the input buffer is in both the private bank and the CIB, the credit received by the upstream router includes the credit in the private buffer and the CIB. Because packets can be actively moved from the private bank to the input buffer in the CIB, buffer overflow can be avoided in the input buffer. For ports whose input buffers are all in the private bank, the available credit is equal to the buffer capacity of the private bank. Note that the shared part of the CIB is not available for upstream routers but packets can be buffered in the shared part of the CIB when the corresponding VC in the shared part of the CIB is not full. Such design can avoid long packets to be congested in the shallow private bank. However, the transfer of packets from the input buffer to the shared buffer in CIB is based on the packet granularity, which may affect the utilization of the shared buffer. Fortunately, this situation only occurs when the corresponding VC in the shared buffer is not empty, and because of the utilization of DAMQ, there are actually not many free buffers. In addition, this design can make the backpressure caused by congestion be delivered to the source node faster and alleviate the impact of congestion on network performance.

4.3 Scalability of the Centralized Input Buffer

Our design can be adapted to other hierarchical high-radix routers, since it is not dependent on a particular hierarchical router microarchitecture. CIB-HIER only changes the architecture inside the tile without significantly affecting the overall structure of the hierarchical router. Therefore, when extending our structure to other hierarchical routers, CIB-HIER only needs to modify the structure inside the tile.

A typical example is to implement CIB in a hierarchical router with single-port-binding tiles. Figure 8 shows the detailed tile architecture of the CIB in this kind of hierarchical routers. As shown in Figure 8, the input buffer is divided into two banks, one for the CIB and the other for the private input buffer. With this design, CIB provides an opportunity to enhance other network features, and there are a wide variety of network features that could exploit the additional storage resources provided by the CIB.

Another design challenge that needs to be addressed is how to extend the CIB into a tile binded with more input ports. In this case, the structure of the CIB is similar to that in Figure 6. We only need to increase the number of banks in the CIB, and it should be equal to the number of input ports on a tile. In addition, each input port also needs to be assigned with a private input buffer. For example, for a tile with four input ports, there will be four banks in the CIB, and these banks can be accessed by different input ports in an interleaved fashion through a $4 \times 4$ Xbar. It is possible to extend CIB-HIER to tiles integrated with more ports, but the design overheads will be higher. One obvious overhead is that a larger Xbar should be added to handle the conflict between different ports when accessing the CIB at the same time. Besides, integrating too many input ports on a tile also increases the waiting time for each port to access the CIB, thereby increasing the transmission latency of the packet. Fortunately, practical hierarchical routers do not integrate too many ports in a tile [9]. This is because the more ports integrated in a tile, the higher radix in the subswitch in hierarchical routers. The high-radix subswitch increases the design complexity and degrades the scalability of the hierarchical router. For example, for a router with 64 input/output ports, if there are 1, 4, and 16 input ports integrated in a tile, the subswitch should be designed as $8 \times 8$, $16 \times 16$, and $32 \times 32$ Xbars, respectively [10]. Therefore, as it is not practical to integrate too many input ports in a tile, there is no need to adopt our design in the hierarchical router that is integrated
with too many ports in a tile. For this reason, although the area of the Xbar will increase in the quadratic trend of the number of input ports in the tile, the area overhead of CIB-HIER is very small, because a tile will not integrate too many input ports.

4.4 Utilization of the Centralized Input Buffer

The design of CIB provides a possibility to enhance a wide variety of network features, such as end-to-end retransmission and improving existing congestion control protocols. However, CIB-HIER can make full use of the CIB by providing benefits relative to router designs for lower-radix topology including other hierarchical topologies [4, 13, 18] and other high-radix design [6]. In this work, we exploit use cases of our design to demonstrate how CIB can be integrated into network designs and the effect it has on performance. In particular, we focus on a typical use case where the HoL blocking caused by shallow intermediate buffers can be relieved by utilizing the buffer capacity provided by CIB.

As has been presented in Section 3, traditional hierarchical high-radix routers require plenty of intermediate buffers, but these intermediate buffers are always designed shallow [10, 29] to cause performance bottleneck. Increasing intermediate buffer size overcomes this problem but is infeasible due to hardware overheads. CIB-HIER can be used to relieve this kind of congestion by storing congested packets in the CIB. It should be noted here that Stash cannot alleviate congestion caused by shallow intermediate buffers in this way, because congested packets will cause new congestion when they pass through the intermediate buffer. Moreover, intermediate buffers in Stash are even more shallow to generate more serious performance degradation.

To relieve the impact of the HoL blocking caused by shallow intermediate buffers, CIB-HIER stores congested packets in the CIB, and allows other packets to be transited to other congestion-free subswitches rather than waiting in the input buffer. We choose packet-level transmission rather than flit-level transmission for this process. Flit-level transmission can minimize the impact of the HoL blocking in input buffers. With this strategy, a packet can be buffered to the CIB once it is blocked in the input buffer, even if part of this packet has been transferred to the row.
buffer. However, such strategy can introduce out-of-order flits in CIB and row buffers. Conservative VC allocation strategy [27] can be used to avoid the problem of out-of-order flits but will bring about performance degradation due to low buffer utilization. A better solution is adopting packet-level transmission. With this strategy, a packet must be transmitted to the CIB as a whole. This strategy does not introduce out-of-order flits in a packet while relieving the impact of HoL blocking.

A disadvantage of packet-level transmission in CIB-HIER is that transferring data in the packet granularity instead of flit can lead to underutilization buffer in the CIB. In theory, if flit-level transmission is adopted, CIB can be fully utilized. This is because whenever there is free space in the CIB, we can use the free buffer space by scheduling the flits in the reduced input buffer to the CIB. However, packet-level transmission can degrade the buffer utilization in the CIB. If the head flit of a packet in the reduced input buffer has been transmitted, then the subsequent flits of this packet cannot be stored in the corresponding VC of the CIB. For this reason, if a packet is blocked in the reduced input buffer, then the buffer utilization rate of the corresponding VC in the CIB can be reduced, and in the worst case, the utilization rate of this VC is 0. Fortunately, as we adopt DAMQ in the CIB, only the private part of a VC can be influenced by the low utilization, and the shared part can be utilized by other VCs. Therefore, in the worst case, the buffer utilization of the CIB is $1 - (N \times p)/(S + N \times v \times p)$, where $N$ is the number of input ports in a tile, $v$ is the number of VCs in the input buffer, $p$ is the length of the private buffer in a VC in the CIB, and $S$ is the total space of the shared buffer in the CIB. In this way, if $N = 2$, $v = 2$, $p = 16$, and $S = 336$ (we adopt 4/5 input buffers as the CIB), then the utilization rate of CIB is 92% in the worst case. This shows that the packet-level transmission will not have a great impact on the buffer utilization of the CIB.

Another disadvantage of packet-level transmission in CIB-HIER is that a packet cannot be immediately transferred to the CIB once it is blocked. Therefore, CIB-HIER+ is proposed to alleviate the impact of this disadvantage and fully utilize the buffer capacity in CIB. CIB-HIER+ is designed based on CIB-HIER but adopting an initiative packet transmission strategy that transfers packets to the CIB predictively. In other words, once a packet arrives at the head of VCs in the input buffer, CIB-HIER+ will decide to store this packet in the CIB or send it directly to the row buffer, regardless of whether it is blocked or not. The design challenge of CIB-HIER+ is to determine which packets should be stored in the CIB when the packets in the input buffer are not congested. In hierarchical routers, most HoL blocking caused by shallow row buffers is related with long packets. Moreover, once shallow intermediate buffers cause HoL blocking in input buffers, long packets can stress this effect by passing the congestion state to the intermediate buffer. Therefore, CIB-HIER+ adopts a simpler and more practical strategy, where long packets are initiatively stored in the CIB to reduce the impact of the congestion. With this strategy, packets arriving at the head of a VC in the input buffer will be judged to see if it is a long packet, if yes and the outport of input buffer is busy (namely, there are other packets in the input buffer transmitting to the row buffer), this long packet will be decided to be sent to the CIB. It should be noted that packets sent to the row buffer have higher priority than the packets sent to the CIB. Therefore, the outport of input buffer can only use idle cycles to send packets to the CIB, which relieves the performance degradation caused by packet transmission to the CIB. In addition, the principle to decide which packet is a long packet is related to the actual systems and will be different from different systems.

It should be pointed out that if there are too many long packets, the performance of CIB-HIER+ can be decreased. The performance advantage of CIB-HIER+ comes from storing congested long packets in the CIB to avoid the impact of HoL blocking on other short packets. But the performance of CIB-HIER+ may be degraded if all arriving packets are long packets. In this case, CIB-HIER+ can
only randomly select packets and dispatch them to the CIB, because the probability of congestion for each packet is similar. In this way, the performance of CIB-HIER+ will be similar to CIB-HIER. Because long packets will also cause congestion inside the router, it can reduce the performance of CIB-HIER to a certain extent as well. Compared with CIB-HIER, long packets traffic reduces the performance of Stash more significantly. This is because, on the one hand, long packets need to pass through the intermediate buffer when transferring between the idle buffers of different ports, which cause congestion inside the router. On the other hand, the additional intermediate VCs of Stash will reduce the depth of the intermediate buffer and further aggravate the congestion inside the router.

5 EVALUATION

5.1 Methodology

We use a modified version of Booksim [11], a cycle-accurate interconnection network simulator, to evaluate the performance of CIB-HIER. Dsent [30] is adopted to evaluate area and power consumption. Evaluations are performed in Flattened Butterfly (FBFly) [20] and Fat Tree (FT) [11] networks. We use iSLIP allocators [11] for both switch allocation and VC allocation and all separable allocators perform input arbitration before output arbitration. Each data of our evaluations is obtained after more than 30,000 cycles of simulation.

A MBTR-like hierarchical router (HIER) is adopted as the baseline of evaluations. Baseline HIER has 64 input ports, and each input port is associated with an input channel and an input buffer. In HIER, each row buffer contains 2 VCs with 16-flit capacity while the column buffer contains 2 VCs with 10-flit capacity. The input buffer has 2 VCs with 128-flit capacity. In HIER, multiport binding tile-based router microarchitecture [10] is adopted to aggregate four input/output ports in the same tile. Therefore, the subswitch in each tile is actually a 16 × 16 Xbar.

A two-dimension FBFly with 256 routers and 8,704 nodes is used in our evaluations. Every router in FBFly has 64 input/output ports, among them 34 ports are connected with terminals and 30 ports connected with other routers. In FBFly, we use minimum random routing for routing computation [11]. We also use a two-level FT network with 1,024 nodes, and each level in FT has 32 routers. In FT, router in the top-level has 32 ports with each port connected with a router in the second level. Second-level router has 64 ports, among which 32 ports are connected with top-level routers and the other 32 ports are connected with terminal nodes. To model long global channels in FT and FBFly, we assume 50-cycle channel latency for links between routers and 10-cycle latency for links connected with terminal nodes. We assume 50-cycle latency for long links, because the HPC system usually uses optical fibers for long links. Each fiber needs two SerDeses (serializer/deserializer) to complete the conversion of photoelectric signals and the delay of SerDes is relatively large.

In the CIB-HIER, a portion of the input buffer is partitioned for CIB while leaving the remaining storage to completely satisfy the normal demand of the input port (that is, to be served as the private input buffer in our design). We conservatively partition the buffers with 4/5 of the storage configured for CIB on all input ports, and the private input buffer only contains 1/5 of the storage. For Stash, we partition 4/5 of buffers for stashing part on endpoint ports, and none on the ports that connected with other routers. We restrict the amount of stashing storage is fully available (namely, 100% Capacity Stash), because such design represent the best performance of Stash. We assume a fixed budget in intermediate buffers both for CIB-HIER and Stash. Therefore, Stash has 4 VCs in intermediate buffers (row buffer and column buffer) while CIB-HIER has only 2 VCs. The depth of intermediate VC for Stash is designed to be only half that of the CIB-Router.\footnote{Evaluations for Stash with the same VC depth of CIB-HIER in intermediate buffers but result trends were similar to the baseline HIER and is not included in this article.}

ACM Transactions on Architecture and Code Optimization, Vol. 18, No. 4, Article 50. Publication date: July 2021.
Fig. 9. Latency evaluations for CIB-HIER in the Fat Tree (FT) network using 16-flit packets.

We use synthesis traffic such as uniform random, transpose, badperm [11] and “mix” to evaluate our design. Badperm traffic pattern sends packets from the same row of the hierarchical router to a specific column. Mix traffic pattern is actually a mix of uniform traffic pattern and hotspot traffic pattern. For hotspot traffic, 10% nodes are randomly selected as hotspot receivers that accept traffic from other nodes while other nodes have 5% probability to send traffic to hotspot nodes and 95% probability to send traffic to a randomly selected node. 4-flit, 16-flit and 32-flit packets are used to simulate actual packets. To test the performance of CIB-HIER+, we perform the evaluation with 1/8 32-flit packets and 7/8 4-flit packets, and specify 32-flit packets as long packets to be allowed to stored in CIB. We perform evaluation of power and area for CIB-HIER at 22 nm technology scaling with 1.0V operating voltage. Operating frequency is set to 1.0 GHz. Data width of the link and numbers of bit per flit are all set to 64 bits.

For real workload evaluation, we integrated the modified Booksim with a commodity-level simulator and use the trace of NAS Parallel Benchmarks (NPB) [5]. The NAS benchmarks are derived from computational fluid dynamics code and have gained wide acceptance as a standard indicator of supercomputer performance [26]. In the evaluation, we use the trace of the following NPB workloads: IS (integer sort), EP (embarrassingly parallel), MG (geometric multigrid v-cycle from production elliptic solver), CG (conjugate gradient), and FT (fast Fourier transform) [26]. We adopt the 1,024-node Fat Tree network mentioned above. To evaluate the impact of router congestion on real workloads, we have half of the network nodes inject uniform traffic with each other at 50% injection rate. The network is warmed up for 30,000 cycles with uniform traffic only, and then workload trace packets were injected.

5.2 Evaluation Result

We first evaluate the performance of CIB-HIER and compared it with existing hierarchical routers in different networks. Results in FT network are presented in Figure 9. As can be seen in the figure, CIB-HIER outperforms both HIER and Stash. Compared with HIER, CIB-HIER can achieve 32.3%,
24.1%, 10.6%, and 11.5% improvement in saturation throughput under uniform, transpose, mix, and badperm traffic patterns, respectively. Compared with HIER, CIB-HIER+ can achieve 40.6%, 29.8%, 14.2%, and 13.8% improvement in saturation throughput under uniform, transpose, mix, and badperm traffic patterns, respectively. The performance improvement of CIB-HIER comes from the buffer space provided by the CIB. With CIB, congested packets can be buffered in the CIB when private input buffer is blocked. Moreover, if the private input buffer is congested, packets buffered in the CIB can be sent to the row bus, which also relieves the impact of the HoL blocking in input buffers to achieve higher performance. In Figure 9, the performance of Stash is much lower than that of HIER and CIB-HIER. Compared with HIER, Stash reduces the saturation throughput by 23.1%, 28.6%, 2.4%, and 12.2% under uniform, transpose, mix, and badperm traffic patterns, respectively. The reason for performance degradation in Stash is that the shallow intermediate buffers stress the impact of HoL blocking.

We further evaluate the performance of our design in FBFly network using 16-flit packets, and the result is presented in Figure 10. As Figure 10 shows, CIB-HIER achieves 30.1%, 17.3%, 8.5%, and 6.2% improvement in saturation throughput under uniform, transpose mix and badperm traffic patterns, respectively. CIB-HIER+ achieves 38.6%, 25.1%, 9.7%, and 17.9% improvement in saturation throughput under uniform, transpose mix and badperm traffic patterns, respectively. Stash reduces the saturation throughput by 17.8%, 9.4%, 6.9%, and 16.3%, respectively. The maximum throughput that the FBFly network can achieve is significantly lower than that of the FT network. This is because the size of the FBFly network is significantly larger than the FT network (×8 in terminal nodes). In the FBFly, performance improvement achieved by CIB-HIER is also smaller than that in the FT. This is because the transmission path of the packet in the FBFly network is shorter than in FT network, which reduces the impact of network congestion, resulting in less performance improvement in CIB-HIER.

CIB-HIER provides a new architecture to utilize the unused input buffer. CIB-HIER+ predictively utilize the space provided by the CIB to relieve the impact of the HoL blocking caused by shallow
intermediate buffers. As CIB-HIER+ can store long packets in the CIB to avoid the blocking from the row buffer to the input buffer, it can achieve better performance compared with CIB-HIER and Stash. Figure 11 present the evaluation result in the FT network using a traffic load consisted of 12.5% long packets and 87.5% short packets. As shown in Figure 11, CIB-HIER+ outperforms CIB-HIER in saturation throughput. Compared with CIB-HIER, CIB-HIER+ can improve the saturation throughput by 7.6%, 6.3%, 5.3%, and 5.6% under uniform, transpose mix and badperm traffic patterns, respectively.

Maximum throughput is measured and the results are presented in Figure 12. As can be seen from the figures, CIB-HIER outperforms Stash and HIER under each of four traffic patterns, and CIB-HIER+ achieves even better performance than CIB-HIER. CIB-HIER transmits the congested packet to the CIB, which reduces the latency of waiting packets in a router and increases the maximum throughput as a result. Under each traffic pattern, CIB-HIER+ achieves much lower maximum throughput; this is because long packets can be speculatively stored to the CIB to avoid the impact of the HoL blocking caused by long packets.
CIB-HIER provides buffer space by designing CIB. CIB can be used to store packets that cause congestion in intermediate buffers and input buffers. The packets buffered in the CIB will not affect the latency distributions while achieving lower average packet latency. We evaluate the latency distribution of CIB-HIER+ and present the result in Figure 13. The evaluations are performed in the FT network with the saturation injection rate using uniform traffic pattern. The traffic load consists of 1/8 32-flit packets and 7/8 4-flit packets. As shown in Figure 13, the proportion of packets with lower latency is much larger in CIB-HIER+ than in HIER and Stash. Moreover, CIB-HIER+ does not introduce significant tail latency although with additional buffer space provided by CIB.

CIB-HIER+ speculatively store packets that can cause blocking to the CIB to relieve the impact of HoL blocking. CIB-HIER+ can achieve more significant performance improvement when the network experiences a severe congestion, especially when faced with a hotspot traffic pattern. Figure 14 compares the transient behavior of CIB-HIER+ to Stash in average packet latency. In this evaluation, background load is a uniform random traffic pattern with an injection rate of 40%, and the hotspot traffic continues to inject 20 cycles from the 2,000th cycle with an injection rate of 100%. The transient hotspot traffic not only causes congestion at hotspot end-nodes but also makes packets blocked at intermediate routers. For these congested packets, both CIB-HIER+ and Stash provide space to temporarily buffer these packets. However, the shallow intermediate buffers introduced by Stash can cause more packets congested in the intermediate buffer, and attenuates the mitigation effect of stashing process on network congestion. Moreover, as packets in Stash can be buffered in the stashing portion in any tile, the waiting latency of these packets has also been increased. As shown in Figure 14, CIB-HIER+ can react to the transient traffic faster than Stash. Stash experiences a high packet latency for a long period of time after the end of transient traffic.
In addition to synthetic traffic patterns, we also evaluate our design with NPB workloads. Execution time of NPB is presented in Figure 15 and the result has been normalized to that of HIER. As shown in Figure 15, while Stash can damage the performance of the baseline HIER, CIB-HIER and CIB-HIER+ achieve better performance for all benchmarks. For CIB-HIER+, the average reduction in execution time is 12.6%, while the maximum reduction is 16.7% with CQ benchmark. The performance of Stash, CIB-HIER and CIB-HIER+ under different benchmarks has a relationship with the traffic pattern and the length of the packet. CG has a large number of collective communications and contains many long packets, while EP has many embarrassingly parallel operations, which can cause congestion inside the hierarchical router. Stash introduces additional VCs in the intermediate buffer to cause shallow VCs in the intermediate buffer, which intensifies the impact of congestion on router performance. However, CIB-HIER and CIB-HIER+ does not introduce additional VCs, which avoids the impact of shallow intermediate buffers on router performance. Moreover, CIB-HIER+ can temporarily store congested packets in the CIB to further improve router performance. As a result, CIB-HIER+ achieves more performance improvements under all benchmarks, especially EP and CG. Compared with HIER, the performance of Stash is reduced in all benchmarks, and the performance degradation is more obvious under MG and CG. This is because Stash adopts additional intermediate VCs, which reduces the depth of the intermediate buffer to hurt the router performance as a result.

We evaluate the power consumption of CIB-HIER, CIB-HIER+ and the results are shown in Figure 16. In our evaluation, we set the injection rate to be the same as average injection rate of NPB benchmarks. Figure 16 shows the power consumption of a router for CIB-HIER, CIB-HIER+, Stash, and HIER, respectively. The evaluation is conducted in three different configurations of hierarchical routers, each of which integrated 1, 2, and 4 ports in a tile, respectively. In total, binding more ports in a tile means less power consumption. CIB-HIER+, CIB-HIER, and Stash all introduce power overhead but CIB-HIER+ and CIB-HIER experience less increase in power consumption than Stash. For four-port-binding tile-based architecture, CIB-HIER, CIB-HIER+, and Stash can increase the power consumption by 1.22%, 1.45%, and 3.68%, respectively.
As a resource-constrained fabric, router design often focuses on communication performance and area cost. CIB-HIER only adds some Xbars and the corresponding logic circuits to input ports, so that the resource addition is marginal. Figure 17 shows the area usage results. Since CIB-HIER only changes the architecture inside a tile, the area usage is smaller than Stash. For four-port-binding tile-based architecture, CIB-HIER, CIB-HIER+, and Stash can increase the area by 1.25%, 1.63%, and 3.75%, respectively.

6 CONCLUSION
High-radix hierarchical router is usually designed with symmetric ports to result in a significant amount of unused input buffer. Previous work shared unused buffers between all ports by adding two internal virtual channels. However, such design can introduce and suffer from shallow intermediate buffers because of the HoL blocking. This article proposes CIB-HIER, a new architecture to share the unused input buffer between a few ports that can be integrated in the same tile of hierarchical routers. CIB-HIER reorganizes unused input buffer in the same tile as a centralized input buffer, which can be utilized by all ports in this tile. The space provided by the centralized input buffer can be further explored to relieve the performance degradation caused by shallow intermediate buffers. CIB-HIER is efficient in sharing unused input buffers without introducing additional internal VCs. Evaluation result shows that CIB-HIER can achieve much better performance than existing method and the hardware overhead is moderate.
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