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Symbolic learning represents the most straightforward approach to interpretable modeling, but its applications have been hampered by a single structural design choice: the adoption of propositional logic as the underlying language. Recently, more-than-propositional symbolic learning methods have started to appear, in particular for time-dependent data. These methods exploit the expressive power of modal temporal logics in powerful learning algorithms, such as temporal decision trees, whose classification capabilities are comparable with the best non-symbolic ones, while producing models with explicit knowledge representation. With the intent of following the same approach in the case of spatial data, in this paper we: (i) present a theory of spatial decision tree learning; (ii) describe a prototypical implementation of a spatial decision tree learning algorithm based, and strictly extending, the classical C4.5 algorithm, and (iii) perform a series of experiments in which we compare the predicting power of spatial decision trees with that of classical propositional decision trees in several versions, for a multi-class image classification problem, on publicly available datasets. Our results are encouraging, showing clear improvements in the performances from the propositional to the spatial models, which in turn show higher levels of interpretability.

1 Introduction

Connectionist learning has been the driving force of machine learning for at least a decade, allowing advances in many difficult artificial intelligence tasks. Recently, however, we have seen a rising need for models that are interpretable and explainable, and it has been pointed out that, despite their potential and versatility, neural models often enclose complex algebraic functions that are difficult to interpret; such a need is even reflected in recent political initiatives (see, e.g., the 2016 General Data Protection Regulation - GDPR - of the European Union). A well-known approach to interpretable modeling is based on replacing the algebraic language that underlies a model with a logical language, and this foundational choice leads to the field of symbolic learning. As opposed to functional learning, where the learned model is an algebraic function, symbolic models are structures of logical formulas that are directly translatable to natural language. While logical languages make up a whole research field, in which languages are studied and categorized according to their expressive and computational properties, symbolic learning has always been limited to the use of propositional and first-order languages. Symbolic learning at the propositional level is very well-known, and includes a plethora of widely used methods ranging from decision trees to rule-based models; their clearest limit is the fact that complex relationships in data cannot be directly expressed. Symbolic learning at the first-order level is known as inductive logic programming (or ILP), and it is based on the assumption that entities and relationships in data are explicit. The limit of inductive logic programming is the fact that the extracted models are often very complex, and generally expressed in terms of logic programs, which is not suitable in many practical cases.
An alternative to both propositional and first-order symbolic learning is modal symbolic learning, which is emerging in the past few years. The idea is to re-design and generalize classical symbolic algorithms to exploit the expressive power of modal logics [7], which are more expressive than propositional ones but less than first-order ones. Modal logics are tailored to describe dimensional data in which the dimension(s) are implicit. Typical examples of modal logics are temporal and spatial logics. Temporal symbolic learning has been first presented in this form in [13, 43, 44], where the authors study the use of a temporal modal logic (in particular, Halpern and Shoham’s logic of time intervals, or $\mathcal{HS}$ [21]) in order to learn temporal decision trees for multivariate time-series classification. Among the several examples of multivariate time-series classification models that can be extracted with these techniques in the form of trees or sets of rules, consider the illuminating example of the medical context, in which patients under observation for a period of time may be classified by patterns of the form if there exists an interval in time in which the body temperature is higher than 39, overlapped by an interval where heart rate is higher than 140 then the patient has a certain condition. The interval-based approach turns out to be very natural, allowing one to make decisions that are essentially not point-based (in our example, evaluating the temperature of a patient at a single moment is not really significative). Although this idea is still in its infancy, the initial results seem to indicate that the learned models are competitive, in statistical terms, with those that belong to more classical approaches (both symbolic and functional), while showing a high level of interpretability.

In this paper, we apply the same approach to the spatial domain by extending a classical decision tree learning algorithm, namely C4.5 [37], to allow it to pick up spatial patterns and describe them in terms of spatial relations between entities in a geometric space. While interval logic is the most natural choice to describe extended patterns in the single-dimensional (i.e., temporal) case, a wide range of possibilities arises with more than one dimensions: in fact, there exist several spatial logics characterized by their underlying ontology, represented by the choice of what constitutes spatial entities (e.g., triangles, rectangles, generic areas, and so on) and relations (e.g., containing, next to, to the right of, and so on). However, it turns out that generalizing interval temporal logic to many dimensions captures many of these choices, and it presents itself as a suitable compromise between a simple enough syntax and a high enough expressive power. Following the same interval-based approach as in the temporal case, in two dimensions intervals are replaced by rectangles, and our models can learn to classify an image according to whether it displays a pattern such as, for example, there exists a region in the image with a high level of red, containing another region with a low level of green. Moreover, such an approach can be further generalized to many dimensions, which may be useful for learning from multi-dimensional data (e.g., hyperspectral video streams). After defining a generalized version of $\mathcal{HS}$, we test our implementation in the bi-dimensional case on a land cover classification problem, using public benchmark datasets. Since in a typical setting models for this problem are required to be interpretable, land cover classification has been initially approached using (propositional) decision tree learning [20, 51]; nevertheless, in recent times functional methods seem to have taken over [14, 42]. Since functional methods are specifically designed to obtain the best statistical performances, even at the expense of the interpretability of the model, they are not immediately comparable with symbolic ones, and such a comparison would probably not be very significant. In this paper, we show how the spatial symbolic approach improves both the performances and the expressive power of the propositional one, and how a logical theory of the underlying phenomenon can be extracted, discussed, interpreted, and translated into natural language, which would not be possible with a functional method. Although they are not immediately comparable to our solution, which is part of a long-term project that aims at generalizing symbolic learning with modal logics in a comprehensive way, there have been attempts at logic-based spatial learning. Among them
we mention [26], in which the authors extract a regression function that depend on the spatial relationships among objects in an image, and it is more database-oriented rather than a pure learning method, and [16], in which a customized ILP-like approach is used to extract knowledge from video instances (in some sense, this approach is vaguely comparable with ours, except it requires first-order description of the data before the learning can take place). Finally, in [8] the authors propose a methodology to extract first-order decision trees; such an approach is comparable with ours (as we extract propositional modal decision trees), but, once again, in their case relations are supposed to be explicit, so the two approaches cannot be immediately applied to the same situations.

This paper is organized as follows. In Section 2 we briefly review the most important ontologies of space and present a generalization of the interval temporal logic \( \mathcal{H} \mathcal{I} \) for multi-dimensional reasoning. In Section 3 we present a formalization of classical decision tree learning, and its generalization to the case of modal logics. Then, in Section 4 we present the land cover classification problem, and we evaluate the performances of spatial decision trees on this problem, using public datasets, before concluding.

## 2 Modal Logics of Space

**Ontologies of space.** Because qualitative spatial reasoning (QSR) has important real-world applications (e.g., in geographic information systems), there is active research in deriving formal systems for reasoning about space. Throughout the last 30 years, many formalizations have been proposed for different purposes [39], mostly in the form of binary spatial calculi, but sometimes also in logical terms. As mentioned, two major structural choices for deriving a spatial logic concern the definition of spatial entities, namely, regions, and the set of relevant binary relations between such entities. These choices are to be tailored to the domain at hand. Depending on the application, objects are classically chosen to be represented as points or regions of a specific kind (e.g., convex regions). Points are more elementary, and they cannot express the extension of objects, thus they are not suitable in contexts where objects have diverse shapes, or when mereological aspects of space are relevant (e.g., grade of overlap between regions). Regions, on the other hand, can express extension, but are more complex to deal with. When regions are considered, they are usually assumed to be connected, which is in agreement with an implicit locality hypothesis on the objects of the reasoning. Although limited in terms of expressive power, convex regions are typically preferred as extended entities, or they are used to approximate complex

| \( \mathcal{H} \mathcal{I} \) | Allen’s relations | Graphical representation |
|---|---|---|
| \( A \) | \( [x,y] \mathcal{R}_A [x',y'] \iff y = x' \) | |
| \( L \) | \( [x,y] \mathcal{R}_L [x',y'] \iff y < x' \) | |
| \( B \) | \( [x,y] \mathcal{R}_B [x',y'] \iff x = x', y' < y \) | |
| \( E \) | \( [x,y] \mathcal{R}_E [x',y'] \iff y = y', x < x' \) | |
| \( D \) | \( [x,y] \mathcal{R}_D [x',y'] \iff x < x', y' < y \) | |
| \( O \) | \( [x,y] \mathcal{R}_O [x',y'] \iff x < x', y < y' \) | |

Figure 1: Allen’s interval relations and Halpern and Shoham’s (\( \mathcal{H} \mathcal{I} \)) modalities; \( \mathcal{H} \mathcal{I} \) is the single-dimensional case of modal logic of hyperrectangles.
shapes (e.g., by means of convex hulls [15]). Bidimensional convex regions providing a good trade-off between complexity of reasoning and expressive power include triangles and convex quadrilaterals. Regions can be further constrained in order to achieve higher specificity or lower complexity; for example, forcing all entities to be of the same size can be beneficial for specific domains (e.g., optical character recognition). Another sensible constraint is orthogonality: in the case of polygons, forcing the edges to be parallel to a given reference set of axes limits the set of possible relations, and sometimes lowers computational costs; in particular, rectangles with edges parallel to the axes have been deeply used in QSR due to their computational benefits. As for relation sets, different aspects can be considered (e.g., distance, size, shape), and two of the most studied relational aspects are directionality and topology. Directional relations account for the relative spatial arrangement of the two objects (e.g., next to, to the right of); they are not invariant under rotation/reflection, and are not as easily definable for generic types of regions. On the algebraic side, many calculi have been proposed, both with punctual entities and regions of various types [4, 34, 46, 45]; directional algebras could, in principle, give rise to their modal logic counterparts, but only a few attempts have been made in this sense [12, 28, 30, 32]. While in this context an absolute frame of reference is generally adopted, there are examples of spatial logics and calculi that account for the orientation of objects, and are able to describe relations such as in front of, behind or facing each other [19, 47]. On the other hand, topological relations generally address the different modalities of intersection between regions and their boundaries, which makes them invariant under rotation and reflection; being purely qualitative and easily definable for generic regions, topology is the most common choice, and is often preferred to directional approaches. The most popular characterization of topological binary relations is the set of Egenhofer-Franzosa relations, often referred to as RCC8 [17, 38]. In its extended form, the set includes the 8 relations: disconnected, externally connected, partially overlapping, tangential proper part, non-tangential proper part, inverse, non-tangential proper part inverse, and equality. RCC8 can be made coarser by using unions of relations; the natural resulting, smaller, set of relations is known as RCC5. In [25] the modal logics that are entailed by these sets of relations, namely $L_{RCC8}$ and $L_{RCC5}$, are studied. Compared to topological relations, jointly exhaustive region-based directional algebras (namely, in which each pair of entities are in at least a relation) generally present a high number of relations.

**A spatial logic for learning.** Learning is an inductive process. As such, the logical language on which a learning model is designed is interesting for properties other than deduction ones. Inspired by both Halpern and Shoham’s interval temporal logic [21] and Rectangle Algebra [4], here we introduce a very general spatial logic based on hyperrectangles on a finite, multi-dimensional space. Let:

$$D = \langle D, < \rangle = [1, \ldots, N]$$

be a finite, linearly ordered set, and let $D^k = D \times \ldots \times D$ be a $k$-dimensional, finite and discrete geometrical space. Elements of $D^k$ are called points, and are denoted as $\pi = (x_1, \ldots, x_k)$. In analogy with interval temporal logic, an hyperrectangle in $D^k$ is an object of the type:

$$[(x_1, y_1), (x_2, y_2), \ldots, (x_k, y_k)],$$

where for each $i$, $x_i < y_i$ (observe that, using this notation, in the one-dimensional case hyperrectangles are just intervals in their familiar notation, that is, $[x_1, y_1]$, by simply omitting the inner brackets). Hyperrectangles are essentially the extension of intervals in a higher dimensional space; as such, the notion of $\pi$ belonging to a hyperrectangle ($\pi \in [(x_1, y_1), (x_2, y_2), \ldots, (x_k, y_k)]$) can be defined using the ordering relation of $D$, and, in fact, different such notions can be defined depending on the particular application. Now, let $K(D^k)$ be the set of all hyperrectangles that can be formed on $D^k$; in the
following, we use \( r.s\ldots \) to denote hyperrectangles. On a linear order, there are 13 distinct relations between any two intervals; these are commonly referred to as Allen’s relations \([2]\), and the set is given by the six relations After, Later, Begins, Ends, During, Overlaps, their inverses, and the equality relation. Note that all except for the equality are logically interesting, thus in a single dimension, we represent relations by a symbol \( R_X \), where \( X \in \{A, L, B, E, D, O, \bar{A}, \bar{L}, \bar{B}, \bar{E}, \bar{D}, \bar{O}\} \); their informal semantics is depicted in Fig. 1 in which we used Halpern and Shoham’s notation. In the multi-dimensional generalization, we represent any relation as a tuple of \( k \) single-dimension relations, that is, \((R_{X_1}, \ldots, R_{X_k})\), with \( X_i \in \{A, L, B, E, D, O, \bar{A}, \bar{L}, \bar{B}, \bar{E}, \bar{D}, \bar{O}\} = \) \}, with the additional constraint that they cannot be all the equality (since, again, equality cannot be lifted to the level of logical modality). Ultimately, this leads to a number of \( 13^k - 1 \) distinct relations between any two hyperrectangles in a \( k \)-dimensional space. Lifting such relations at the modal level entails introducing unary modal operators of the type:

\[ \langle X_1, \ldots, X_k \rangle, \]

where, again, each \( X_i \in \{A, L, B, E, D, O, \bar{A}, \bar{L}, \bar{B}, \bar{E}, \bar{D}, \bar{O}\} \), and where the operator \( \langle =, \ldots, = \rangle \) is excluded. Formulas of the modal logic of hyperrectangles, denoted \( \mathcal{H} \mathcal{P}^k \), are therefore obtained by the following grammar:

\[ \varphi ::= p \mid \neg \varphi \mid \varphi \lor \varphi \mid \langle X_1, \ldots, X_k \rangle \varphi, \]

where \( p \) is a propositional letter from a given set \( \mathcal{P} \). Such formulas are easily interpreted in a \( k \)-dimensional spatial model \( \mathcal{M} = \langle \mathcal{K}(\mathbb{D}^k), V \rangle \), where \( V \) is an evaluation function defined as:

\[ V : \mathcal{K}(\mathbb{D}^k) \to 2^\mathcal{P} \]

which assigns to each hyperrectangle the set of all and only propositional letters that are true on it, by means of the following truth relation:

\[
\begin{align*}
\mathcal{M}, r \models p & \quad \text{if} \quad p \in V(r) \\
\mathcal{M}, r \models \neg \varphi & \quad \text{if} \quad \mathcal{M}, r \not\models \varphi \\
\mathcal{M}, r \models \varphi \lor \psi & \quad \text{if} \quad \mathcal{M}, r \models \varphi \text{ or } \mathcal{M}, r \models \psi \\
\mathcal{M}, r \models \langle X_1, \ldots, X_k \rangle \varphi & \quad \text{if} \quad \exists s \text{ s.t. } r(R_{X_1}, \ldots, R_{X_k})s, \mathcal{M}, s \models \varphi,
\end{align*}
\]

where, \( r \in \mathcal{K}(\mathbb{D}^k) \). The universal version \( [X_1, \ldots, X_k] \) of an existential modality is defined in the standard way. When \( k = 1 \) the resulting logic is precisely Halpern and Shoham’s \( \mathcal{H} \mathcal{P} \), and when \( k = 2 \) we obtain the natural unary modal logic that emerges from Rectangle Algebra. Moreover, for any \( k \), one can easily define derived relations (and thus, modal operators) through union (that is, disjunction); for example, for \( k = 2 \), the topological relation disconnected (usually denoted \( DC \)) can be defined as the following union:

\[
\bigcup_{X \in \{A, L, B, E, D, O, \ldots\}} (\bar{L}, X) \cup (L, X) \cup (X, \bar{L}) \cup (X, L).
\]

In a similar way, each of the RCC8 and RCC5 relations can be expressed as disjunctions of \( \mathcal{H} \mathcal{P}^k \) operators; in fact, restricting the language to RCC8 or RCC5 modalities corresponds to obtaining Lutz and Wolter’s \( \mathcal{L}_{\text{RCC8}} \) and \( \mathcal{L}_{\text{RCC5}} \) interpreted on rectangles. In these two last cases, we use the names \( \mathcal{H} \mathcal{P}_{\text{RCC8}}^k \) and \( \mathcal{H} \mathcal{P}_{\text{RCC5}}^k \). While encompassing as much as 168 different modal operators, \( \mathcal{H} \mathcal{P}_{\text{RCC8}}^2 \) is very intuitive; a pictorial example of the relations that can be expressed in \( \mathcal{H} \mathcal{P}_{\text{RCC8}}^2 \) is shown in Fig. 2 (left). \( \mathcal{H} \mathcal{P}_{\text{RCC8}}^2 \) and \( \mathcal{H} \mathcal{P}_{\text{RCC5}}^2 \) feature only 7 and 4 modal operators, respectively; to ease the notation we use the original one, so that \( DC \), for example, denotes the relation disconnected and \( \langle DC \rangle \) its corresponding modal operator; examples are shown in Fig. 2 (right).
Figure 2: Examples of $H^S_2$ relations (left) and of $H^S_2_{RCC8}$ ones (right); in both cases, the green rectangle is the reference.

Some known result. Although $H^S_k$ has not been studied per se, the literature that concerns its fragments is very wide. Very briefly, it is worth recalling that satisfiability for $H^S$, its one-dimensional version, is undecidable [21], and that various strategies have been considered in the literature to define fragments or variants of $H^S$ with better computational behaviour. These include constraining the underlying temporal structure [31], restricting the set of modal operators [1, 9], softening the semantics to a reflexive one [27, 29], restricting the nesting of modal operators [10], restricting the propositional power of the languages [11], and considering coarser interval temporal logics based on interval relations that describe a less precise relationship between intervals (similarly to what topological relations do) [33].

In the case of $H^S_2$, only the sub-languages for $H^S_2_{RCC8}$ and $H^S_2_{RCC5}$ have been studied, in [25], and their satisfiability problem is undecidable as well, even under very simple assumptions, or can be proven so by exploiting the results on the one-dimensional case. In general, one can expect deduction in $H^S_k$ to be a computationally hard problem even under very restrictive assumptions, such as finite domains. Although in the spirit of the existing work for interval temporal logic one can imagine exploring fragments of $H^S_k$, here we are interested in induction problems, for which expressive power and the possibility of describing patterns are more important qualities. In the following, we shall focus on bidimensional images, and therefore fix $k = 2$. The particular sub-language used in a given knowledge extraction problem is also a parameter, and we can choose, for example, to learn patterns in $H^S_2$, $H^S_{RCC8}$, or $H^S_{RCC5}$.

3 Decision tree learning

A theory of binary spatial decision trees. In the bidimensional setting, a spatial dataset is a set $S = \{S_1, \ldots, S_m\}$ of $m$ spatial instances defined over a set of $n$ spatial attributes $A_1, \ldots, A_n$; each attribute is a single-channel image with $N_S$ points $\pi_1, \ldots, \pi_{N_S}$, and we assume that such points form a bidimensional rectangular matrix, that is, $N_S = N_1 \cdot N_2$ for some $N_1, N_2 \in \mathbb{N}^+$, $N_1, N_2 > 1$. Thus we fix $N = \max\{N_1, N_2\}$, $D = [1, \ldots, N]$, and $\mathbb{D} = (D, \prec)$. In this way, we can interpret spatial datasets as models of $H^S_2$, in which each point $\pi$ is a pair $(x_1, x_2) \in \mathbb{D}^2$. A categorical labelled spatial dataset is a spatial dataset where the instances are associated to a target variable $C = \{C_1, \ldots, C_l\}$, known as class variable. So, each
image is described by many attributes, each of which can be thought of as a color channel, and expresses
a real number for each spatial point (see Fig. 3). Digital images often depict objects in terms of colors
from the visible spectrum, and usually encompass only a few color channels (e.g., three when using
the popular RGB standard); however, there are situations where channels have a different interpretation
(e.g., hyperspectral imagery). For a spatial attribute \( A \in \mathcal{A} \), let \( \text{dom}(A) \) denote its domain (i.e., the set
of values of \( A \) that actually occur in \( S \)), and \( A(\pi) \) the value of \( A \) at the point \( \pi \). The class of an instance
\( S \in \mathcal{S} \) is denoted by \( C(S) \). We assume that there are no missing values. We shall describe properties of
images by expressing properties of rectangles, each denoted by a pair of points: \( r = [(x_1,y_1),(x_2,y_2)] \).
Such properties are called propositional decisions:

\[
\mathcal{W}_{\text{prop}} = \{ A \bowtie \gamma a \},
\]

where \( \bowtie \in \{<,\leq,=,\neq\} \), and are evaluated on rectangles. The parameter \( \gamma \in (0,1] \) allows us avoid a too
strict evaluation of such propositions on rectangles; in particular, we first define, for a point \( \pi = (z,t) \):

\[
(z,t) \in [(x_1,y_1),(x_2,y_2)] \overset{\text{def}}{\iff} x_1 \leq z < y_1 \land x_2 \leq t < y_2,
\]

and, then, we establish that \( A \bowtie \gamma a \) is true on a rectangle \( r \) if and only if it holds:

\[
\frac{|\{\pi \mid \pi \in r, A(\pi) \bowtie a\}|}{|\{\pi \mid \pi \in r\}|} \geq \gamma.
\]

Fixed an image \( S \in \mathcal{S} \), and a rectangle \( r \) in it, we denote the above situation as:

\( S, r \models A \bowtie \gamma a \).

Our theory of spatial decision trees is based on \( \mathcal{H} \mathcal{S}^2 \) (although, as we have recalled, the actual sub-
language used can be a parameter of the problem), thus, on top of propositional decisions, the language
of spatial decision trees encompasses a set of modal decisions:

\[
\mathcal{W}_{\text{mod}} = \{ \langle X_1,X_2 \rangle (A \bowtie \gamma a) \},
\]
where \( \langle X_1, X_2 \rangle \) is a \( \mathcal{H} \mathcal{S}^2 \) modality. Together, propositional and modal decisions form a set of decisions:
\[
\mathcal{W} = \mathcal{W}_{\text{prop}} \cup \mathcal{W}_{\text{mod}}.
\]

Binary spatial decision trees are formulas of the following grammar:
\[
\tau ::= (W_{\text{prop}} \land \tau) \lor (\neg W_{\text{prop}} \land \tau) \mid (W_{\text{mod}} \land \tau) \lor (\neg W_{\text{mod}} \land \tau) \mid C
\]
where \( W_{\text{prop}} \in \mathcal{W}_{\text{prop}} \) and \( W_{\text{mod}} \in \mathcal{W}_{\text{mod}} \) are decisions and \( C \in \mathcal{C} \) is a class. To define the semantics of spatial decision trees on a spatial dataset, we need to first define how decisions are evaluated. In the static case of binary decision trees, from a dataset one immediately computes its partition into the two subsets that are entailed by a propositional decision. In the spatial case, we start by assuming that each instance \( S \) is anchored to a set of rectangles in the set \( \mathbb{K}(\mathbb{D}^2) \), denoted \( S.\text{refs} \). At the beginning of the learning phase, \( S.\text{refs} = \{ r_0 \} \) for every \( S \), where \( r_0 \) is a distinguished rectangle that we interpret as a privileged observation point from which the learning takes place; for example, it can be the central unit rectangle, or a rectangle at a corner of the image. Spatial decision tree learning is a local learning process; the local nature of decision trees does not transpire at the static level, but it becomes evident at the modal one. Every decision entails, potentially, new reference rectangles for every instance of a dataset. In particular, given an image \( S \) with associated \( S.\text{refs} \), and given a decision \( W \), we can compute a set of new reference rectangles \( f(S.\text{refs}, W) \) as:
\[
\{ s \in \mathbb{K}(\mathbb{D}^2) \mid \exists r \in S.\text{refs} \land r(R_{X_1}, R_{X_2})s \land S, s \vdash A \bowtie_\gamma a \}
\]
if \( W = \langle X_1, X_2 \rangle \langle A \bowtie_\gamma a \rangle \), and as:
\[
\{ s \in S.\text{refs} \mid S, s \vdash A \bowtie_\gamma a \}
\]
if \( W = A \bowtie_\gamma a \). When \( W \) is clear from the context, we use \( S.\text{refs}' \) to denote \( f(S.\text{refs}, W) \). Splitting a dataset \( \mathcal{S} \) on the basis of a decision becomes now possible. Given a spatial dataset \( \mathcal{S} \) and a decision \( W \), we say that
\[
\mathcal{S}_e = \{ S \in \mathcal{S} \mid S.\text{refs}' \neq \emptyset \},
\]
and we assume that each image \( S \in \mathcal{S}_e \) is anchored to \( S.\text{refs}' \), and
\[
\mathcal{S}_u = \mathcal{S} \setminus \mathcal{S}_e.
\]
whereas instances in \( \mathcal{S}_u \) remain anchored to their original set of rectangles. For a decision \( W \), we use the notation \( S \models W \) or \( S, S.\text{refs} \models W \) (respectively, \( S \models \neg W \) or \( S, S.\text{refs} \models \neg W \)) to identify the members of \( \mathcal{S}_e \) (respectively, \( \mathcal{S}_u \)). To define how a binary spatial decision tree is evaluated on a spatial dataset we need to establish how single instances are classified. Thus, we denote by \( \tau(S, S.\text{refs}) \) the class assigned by \( \tau \) to an instance \( S \) anchored at the set \( S.\text{refs} \), and define it inductively as:
\[
C \quad \text{if} \quad \tau = C,
\]
\[
\tau_1(S, S.\text{refs}') \quad \text{if} \quad \tau = (W \land \tau_1) \lor (\neg W \land \tau_2) \quad \text{and} \quad S, S.\text{refs} \models W,
\]
\[
\tau_2(S, S.\text{refs}) \quad \text{if} \quad \tau = (W \land \tau_1) \lor (\neg W \land \tau_2) \quad \text{and} \quad S, S.\text{refs} \not\models W.
\]
Then, we say that the class assigned by \( \tau \) to \( S \) is \( \tau(S) = \tau(S, \{ r_0 \}) \). Independently from the problem being propositional, temporal, or spatial, evaluating a tree \( \tau \) on a dataset \( \mathcal{S} \) entails classifying all its instances, and comparing the resulting class with the ground truth; such a comparison gives rise to a confusion matrix \( \theta \), and, in turn, to define the notion:
\[
\mathcal{S} \models_\theta \tau.
\]
When such an evaluation is performed on the training set, $\theta$ represents the training performance of $\tau$, while when it is performed on a classified dataset not used for training is called test performance.

**Entropy based learning of spatial decision trees.** The decision tree model was originally defined by [36], which resulted in the development of the Iterative Dichotomizer 3 (ID3) algorithm, that is able to extract decision trees from static categorical data, and its extension C4.5 [37], that includes the possibility of dealing with numerical attributes as well. Spatial C4.5 extends C4.5 to deal with spatial datasets, preserving its driving principles. Since learning optimal trees is a NP-hard problem at the propositional level already [22], so is at the spatial level, and Spatial C4.5, just like C4.5, implements a suboptimal, greedy approach generally known as entropy-based learning. Let $\xi_i$ be the fraction of instances labelled with class $C_i$ in a dataset $\mathcal{S}$ with $\ell$ distinct classes. Then, the information conveyed by $\mathcal{S}$ (or entropy of $\mathcal{S}$) is computed as:

$$Info(\mathcal{S}) = -\sum_{i=1}^{\ell} \xi_i \log \xi_i.$$  

Intuitively, the entropy is inversely proportional to the purity degree of $\mathcal{S}$ with respect to the class values. In binary trees, splitting, which is the main greedy operation, is performed over a specific attribute $A$, a threshold value $a \in dom(A)$, a value $\gamma$, and an operator $\gg$. Let $W(A, a, \gamma, \gg)$ be the decision entailed by $A, a, \gamma, \gg$, and let $(\mathcal{S}_e, \mathcal{S}_u)$ be the partition of $\mathcal{S}$ entailed by $W(A, a, \gamma, \gg)$ (as defined above). The splitting information of $W = W(A, a, \gamma, \gg)$ is defined as:

$$InfoSplit(\mathcal{S}, W) = \frac{\mathcal{S}_e}{|\mathcal{S}|} Info(\mathcal{S}_e) + \frac{\mathcal{S}_u}{|\mathcal{S}|} Info(\mathcal{S}_u).$$

In this way, we can define the entropy gain of a decision as:

$$InfoGain(\mathcal{S}, W) = Info(\mathcal{S}) - InfoSplit(\mathcal{S}, W).$$

Given a spatial dataset $\mathcal{S}$, the language of all possible decisions, and therefore of all possible splits, is implicitly defined, and the generic, high level Spatial C4.5 algorithm works as shown in Alg. 1. This learning algorithm returns a binary tree $\tau$, in which every node is associated with a subset of $\mathcal{S}$, and every leaf node is associated with a class that depends on the labeling function that has been used. The most typical choice is labeling a leaf with the class that occurs the most in the associated dataset, but every labeling function, in general, generates a certain amount of misclassification. As in the propositional case, the procedure includes some stopping criteria, preventing the resulting model from overfitting to the training data. The stopping conditions, also called pre-pruning conditions, depend on the particular implementation and are subject to statistical evaluations; typical conditions include testing the purity of the dataset associated with the candidate-leaf node, evaluating its cardinality, and evaluating the information gain that may emerge from a further splitting step. Note, however, that there are other approaches to prevent overfitting (e.g., training ensembles of trees).

The theoretical complexity of this algorithm mainly depends on the number of possible decisions, as well as the cost of checking the truth of each decision on each instance. Both at the propositional and spatial level, the time complexity is polynomial, but the truth-checking step in the spatial case adds a $\Theta(N^{2k})$ term (note that this is the number of different hyperrectangles in an $N \times \ldots \times N$, $k$-dimensional dimensional space) that is not present at the propositional level. The parameters of Spatial C4.5 includes all classical propositional parameters (e.g., the stopping conditions) plus the subset of potential decisions, which in turn depends on the subset of (direct or disjunctive) operators of $\mathcal{H}$ and the admitted values of $\gamma$, and the location of the starting hyperrectangle $r_0$. 
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Algorithm 1: High-level description of Spatial C4.5.

```
input : $\mathcal{S}$ - spatial dataset
output: $\tau$ - spatial decision tree
function SpatialC4.5($\mathcal{S}$):
    Preprocess($\mathcal{S}$)
    $\tau \leftarrow$ Learn($\mathcal{S}$)
    return $\tau$
end

input : $\mathcal{S}$ - spatial dataset
output: $\nu$ - decision node
function Learn($\mathcal{S}$):
    if some stopping condition applies then
        return CreateLeafNode($\mathcal{S}$)
    $W \leftarrow$ FindBestDecision($\mathcal{S}$)
    ($\mathcal{S}_e, \mathcal{S}_u$) $\leftarrow$ Split($\mathcal{S}, W$)
    $\nu \leftarrow$ CreateNode($\mathcal{S}, W$)
    $\nu$.left $\leftarrow$ Learn($\mathcal{S}_e$)
    $\nu$.right $\leftarrow$ Learn($\mathcal{S}_u$)
    return $\nu$
end
```

**Spatial C4.5 implementation.** Implementations of decision tree learning algorithms exist in several learning suites; the most popular implementations are provided by the Scikit-learn suite [35] (in Python), and Weka [48] (in Java). In recent years, the Julia programming language is becoming increasingly popular for scientific computing and, although the language is still young, there exists a stable Julia package for decision tree learning [41]. Due to the performance gains that Julia, as a compiled language, enables, we developed an implementation of Spatial C4.5 starting from the existing Julia package.

### 4 Experimental results

**Land cover classification.** While spatial decision tree learning can be applied to many image-related tasks, we focus here on a single image classification problem that is suitable for small-scale, spatial, raw-pixel reasoning: *land cover classification*. The objective is to label each pixel in aerial/satellite imagery with a class label carrying meaningful information about its content (e.g., classify it as *forest*, *urban area*, or *crop field*). Due to the high altitude from which the images are captured, a single pixel carries the average electromagnetic response of a wider surface area (e.g., one to hundreds of squared meters) and, as such, the classification of a pixel in the image only depends on a close neighborhood of pixels. One can see how learning spatial patterns can be computationally easy in this context. Strictly speaking, land cover classification is an instance of *image segmentation* but, because of its properties, the problem has been often tackled by classifying each pixel independently. This choice is also supported by the fact that the imagery involved is often hyperspectral, that is, composed of many color channels, describing the strength of signals at different electromagnetic wavelengths; thus, each pixel holds a large number of values (e.g., usually in the hundreds) that, collectively, describe in a satisfactory way the nature of its content. Within this framework, a pixel can be represented as a single line of tabular data, and propositional symbolic methods naturally lend themselves for the job; together with the need for
explicit classification rules and good performances, this is one of the reasons why this task has a long history being approached by propositional symbolic methods [5, 6, 20, 23, 49, 50, 51]. Although it proved fruitful in the past, classifying a pixel solely according to its spectral footprint is limited, as it disregards the spatial structure of the image. In recent times there have been many neural network-based applications that can capture spatial, inter-pixel dependencies in some sense [3, 14, 24, 40, 42, 52]. These approaches leverage intrinsic spatial localities through the engineering of spatial features, and their performances are ultimately better than those of previous attempts; however, as we have already observed, as a general rule functional approaches give up the interpretability and the explainability of the resulting models.

**Experimental setup.** We have identified four datasets that are publicly available and commonly used to benchmark neural network-based methods for hyperspectral land cover classification. They are referred to as **Indian Pines**, **Pavia University**, **Pavia Centre**, and **Salinas-A**. Each dataset consists of an image of a piece of land, coupled with a ground-truth label mask, providing the correct class for some of the pixels in the image. In all cases, the image is captured by a dedicated sensor during a flight campaign: specifically, **Pavia University** and **Pavia Centre** were collected using a ROSIS sensor (Reflective Optics System Imaging Spectrometer) and the remaining ones using an AVIRIS sensor (Airborne Visible/Infrared Imaging Spectrometer). The ROSIS and AVIRIS yield spectral detections covering a range of frequencies from 0.43µm to 0.86µm and from 0.4µm to 2.45µm, with a number of channels of 103 and 200, respectively. The size of the images varies from 86 × 83 pixels for the Salinas-A dataset to 1096 × 1096 pixels for Pavia Centre; however, not all pixels are labelled. The typical approach to using these datasets for land cover classification involves gathering either all labelled pixels, or a randomly sampled subset, and applying a classifier model extraction to them. Some approaches also make use of the spatial structure, and consider, for the classification of each pixel, a set of neighboring pixels; the neighborhood is generally in the form of a \(d \times d\) window centered in the pixel, for a natural odd number \(d\). This one is also our solution, so that each dataset, for us, is a collection of \(d \times d\) images. In general, the chosen datasets present somewhat skewed raw data; to correct the biases towards certain classes, in this experiment the class counts are balanced according to a simple transformation: a fixed number \(P\) of pixels is randomly sampled for each class, discarding less numerous classes. In this experiment, we fixed \(d = 3\) and \(P = 100\); this entailed producing the following classification sub-datasets: **Indian Pines** with 12 classes (and therefore 1200 instances), **Pavia University** with 9 (900), **Pavia Centre** with 9 (900), and **Salinas-A** with 6 (600). We used three of these four datasets for a systematic comparisons between different approaches to symbolic classification, and the fourth one to specifically extract interpretable models and show their potential. Each dataset of the first group (**Indian Pines**, **Pavia University**, and **Pavia Centre**) is then split in two balanced sets for training (80%) and test (20%); each execution, with a different seed (from 1 to 10), entails a different training/test pair. We compared the performances of the following approaches: (i) **Spatial C4.5** with \(\mathcal{H} \mathcal{P}_{RCCS}^2\) (simply referred to as \(\mathcal{H} \mathcal{P}_{RCCS}^2\)); (ii) **Spatial C4.5** with \(\mathcal{H} \mathcal{P}_{RCCS}^2\); (iii) propositional single-pixel (single-pixel), in which we use standard C4.5 trees learned on the numerical description of the pixel to be classified, without spatial information; (iv) propositional flattened (flattened), in which we use standard C4.5 trees learned on the numerical descriptions of all pixels in the \(d \times d\) image, without spatial information, and (v) propositional averaged (averaged), in which we use standard C4.5 trees learned on single pixels described by averaging all values of the \(d \times d\) image, again, without spatial information. The baseline is clearly the simple approach, that classifies a single pixel based on its own spectral footprint (for example in the case of **Indian Pines**, this implies that a single pixel is classified using the values of the 200 spectral attributes describing it, but no values of any neighboring pixel). The flattened approach is the spatial equivalent of using lagged val-
ues in standard temporal learning; in this case, the information of the neighboring pixel is included, but the spatial information is not preserved (again, in the example of Indian Pines, this means that each pixel is classified according to $d^2 \times 200$, unordered attributes): as we shall see, this method performs generally bad, probably because of a too large number of variables, which has a negative effect on entropy-based, locally optimal learning. The averaged approach is based on describing every pixel with the average value of all its neighboring ones; in this way the spatial component is included in the learning, but in an unordered way: unlike the flattened version, however, the number of variables is again equal to the number of channels, allowing standard decision trees to work well enough. All approaches share the same implementation of Spatial C4.5; in the propositional experiments, the modal part is simply excluded. With regards to the pre-pruning parametrization, after some preliminary tests, three conditions were fixed: a minimum number of samples per leaf to 4, a minimum information gain of 0.01 for a split to be meaningful, and a maximum entropy at each leaf of 0.3. As for the spatial parametrization, we fixed $r_0$ to be always the minimum rectangle that contains the pixel to be classified. Moreover, to define the set of allowed decisions, we fixed $\otimes = \{\leq, \geq\}$ and $\gamma \in \{0.6, 0.7, 0.8, 0.9, 1\}$. Finally, in terms of performance metrics, we adopted: (i) accuracy, (ii) kappa coefficient (which relativizes the accuracy to the probability of a random correct answer), (iii) sensitivity, (iv) specificity, and (v) precision all computed in test mode. Each experiment is repeated a number times with different seeds for the sampling steps; this number was fixed to 10 to satisfy some time constraints.

Results and discussion Tab.4 shows a comparison of the results of the four different approaches in the three datasets. Overall, the total computation time needed for the experiments was around 96 hours on a Dell PowerEdge server with Intel Xeon Gold 6238R processors, using multi-threading (4 threads). A great portion of this time was spent in searching the locally optimal decision in the spatial approaches, which takes 10 to 100 times more time, compared to the propositional approaches. Accuracy and $\kappa$ coefficient show similar trends, and only differ in a significant way when the overall performance is low. The lowest performance is achieved on Pavia University and Pavia Centre with the flattened approach; these are cases where no split satisfies the constraints (e.g., no split is informative enough), and the trees only consist of a leaf node, eventually classifying all samples with the same class. The accuracy in these cases is similar to that of a random classifier. At a closer look, it appears that the flattened approach is never competitive with the other methods, and is never better than propositional ones (incidentally, this is exactly the opposite to what happens using lagged values in temporal reasoning). Altogether, the results across the five datasets show that both spatial approaches always yield better results than non-spatial ones. The improvements seem to be proportional to the intrinsic hardness of each classification problem; compared with the propositional approach, the average improvement of Spatial C4.5 ranges from 5% to 9%. The averaged approach performs better than the propositional one, but worse than the spatial one, except one case, Pavia Centre, in which the two approaches have essentially the same performance; yet, the averaged approach works with a computed feature (the average), so the original dataset and the averaged one are not really comparable to each other. Considering the test accuracies in the 10 executions per each dataset and per each approach, and interpreting them as populations, we also produced the boxplot for each dataset, in order to have a graphical understanding of the overall performances (see Fig.5). One can observe how in two out of three cases, the spatial approaches behave better than all others. In two cases, the simple approach is very consistent, showing a very low variability (Pavia University and Pavia Centre), while this is not the case for the third one. Among the spatial approaches, $\mathcal{H} F^2_{RCC5}$ is always slightly worse than $\mathcal{H} F^2_{RCC8}$, and it has always higher variability; moreover, $\mathcal{H} F^2_{RCC8}$ presents no outliers. On top of the statistical analysis on the performances, we can see in Fig.6 (top) a pictorial example of two decision trees; in particular, these are trees extracted
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| Indian Pines  | Figure 4: Comparison of the results on 3 datasets for land cover classification using propositional and spatial decision trees. Metrics, from left to right: kappa coefficient, accuracy, sensitivity, specificity, precision. All the results are in percentage points. |
| Pavia University |  |
| Pavia Centre  |  |
executing Spatial C4.5 on a randomized training set extracted from Salinas-A. In this case, the problem to be solved is learning how to distinguish different types of vegetables. The one shown on the left side has been extracted by the propositional single-pixel approach, while the one on the right side has been extracted by the spatial RCC8 approach. The propositional tree presents $\kappa = 92\%$, but a closer look reveals that the majority of the misclassifications concern the class $C_2$ (corn senesced green weeds), often confused with $C_6$ (lettuce romaine, 7 weeks) by this model (in particular, true $C_2$ instances are often classified as $C_6$), and the class-sensitivity of $C_2$ is only 75%. On the other hand, the spatial tree presents $\kappa = 100\%$, which, in particular, implies that the class-sensitivity of all classes, and thus $C_2$ as well, is 100%. Since in this particular case both models have only one leaf per class, one can easily extract a rule that, in some sense, describes the spatial properties of this class. The two formulas that emerge are shown in Fig. 6 (bottom). As we can see, the propositional one gives very limited information, that only concerns the attributes of the pixel to be classified. The spatial one (in this case, a $\mathcal{H}^2_{\text{RCC8}}$-formula), instead, describes a richer spatial scenario, which could be translated in natural language as follows: if the $3 \times 3$ window surrounding the to-be-classified pixel presents strictly more than 20% of pixels with $A_{43} < 1978$, and at there exists at least one rectangle of neighboring pixels in which all of the pixels have $A_{83} \geq 638$ and $A_6 \leq 1625$, then the pixel is corn senesced green weeds. In turn, such a formula could be translated to a spatial model, which, in essence, visually represents the class $C_2$. Thus, we can explain why the propositional tree fails, when it does: the first split is performed on the characteristics of the pixel itself, while the class $C_2$, seemingly, requires considerations on the windows in which it is submerged, to be correctly distinguished from $C_6$. This example shows the advantages of symbolic models over non-symbolic ones: the models can be read in natural language.
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Figure 6: Comparison between a propositional (left) and a spatial (right) decision tree extracted on Salinas-A. The highlighted paths show the rules that each model has extracted for the class $C_2$ (i.e., Corn senesced green weeds). In this picture, $\triangledown\,\triangledown\gamma$ is denoted simply as $\triangledown\,\triangledown$ when $\gamma = 1.0$

5 Conclusion and future steps

In this paper, we proposed a novel technique for knowledge extraction from spatial data. In the context of a general approach called modal symbolic learning, we considered a well-known symbolic learning schema, namely decision trees, and enhanced it by substituting propositional logic with a suitable modal spatial logic. With this method we can exploit the spatial arrangements of objects, and therefore make more informed decisions towards the classification of images. This work should be looked at from different perspectives. First, from a purely statistical point of view, we proved that, at least for the land cover classification problem and the chosen benchmark datasets, our models behave much better than purely propositional ones, and very good in absolute terms. Second, from a foundational standpoint spatial decision trees are located at the intersection between the symbolic learning theory and the modal logic theory, therefore opening a new field of research in which both well-known and new modal languages can be studied from a new perspective (that is, induction). Third, from a machine learning perspective, we submit that spatial symbolic learning can be a serious alternative to functional learning, typically based on neural networks, being able to offer very accurate models that can, unlike functional ones, give rise to a logical theory of the phenomena under consideration, and therefore be interpreted in a much natural way. In this respect, one should add that it is customary in machine learning to judge a new learning model uniquely from its statistical performances, which is in fact very reductive; we believe that the fact of being able to extract a theory that can be analyzed, validated, and corrected with background knowledge which can be written in the same language can compensate even the loss of some points in the accuracy of a classification exercise. Finally, our approach can be further generalized to achieve true neuro-symbolic reasoning, in which inner objects are initially recognized with a functional method (e.g., a neural network) and then their spatial relationships are exploited with a spatial decision tree. Our approach can be further developed and extended into a theory of ensemble of trees; initial experiments in this sense show that the performances of the resulting models improve in a substantial way. Ensemble of trees are usually considered to be on the verge between symbolic and functional learning: however, ensembles of trees can be interpreted, at least partially, from a logical point of view, giving rise to a logical theory of the underlying phenomenon. While computing ensembles is usually more expensive than computing single trees, the requirements can be reduced through randomization and preprocessing.
References

[1] L. Aceto, D. Della Monica, V. Goranko, A. Ingólfsdóttir, A. Montanari & G. Sciavicco (2016): A complete classification of the expressiveness of interval logics of Allen’s relations: the general and the dense cases. Acta Informatica 53(3), pp. 207–246, doi:10.1007/s00236-015-0231-4

[2] James F. Allen (1983): Maintaining Knowledge about Temporal Intervals. Communications of the ACM 26(11), pp. 832–843, doi:10.1145/182.358434

[3] N. Audebert, B. Le Saux & S. Lefèvre (2019): Deep Learning for Classification of Hyperspectral Data: A Comparative Review. IEEE Geoscience and Remote Sensing Magazine 7(2), pp. 159 – 173, doi:10.1109/MGRS.2019.2912563

[4] P. Balbiani, J.F. Condotta & L. Fariñas del Cerro (1998): A Model for Reasoning about Bidimensional Temporal Relations. In: Proc. of the 6th International Conference on Principles of Knowledge Representation and Reasoning, Morgan Kaufmann, pp. 124–130, doi:10.1.1.33.1029

[5] M. Beligi, L. Drăguţ & J. Strobl (2014): Quantitative evaluation of variations in rule-based classifications of land cover in urban neighbourhoods using WorldView-2 imagery. The ISPRS Journal of Photogrammetry and Remote Sensing 87, pp. 205–215, doi:10.1016/j.isprsjprs.2013.11.007

[6] T. Berhane, C. Lane, Q. Wu, B. Autrey, O. Anenkhonov, V. Chepinoga & H. Liu (2018): Decision-Tree, Rule-Based, and Random Forest Classification of High-Resolution Multispectral Imagery for Wetland Mapping and Inventory. Remote Sensing 10(580), pp. 1–26, doi:10.3390/rs10040580

[7] P. Blackburn, M de Rijke & Y. Venema (2001): Modal Logic. Cambridge Tracts in Theoretical Computer Science, Cambridge University Press, doi:10.1017/CBO9781107050884

[8] H. Blockeel & L. De Raedt (1998): Top-down induction of first-order logical decision trees. Artificial Intelligence 101(1), pp. 285–297, doi:10.1016/S0004-3702(98)00034-4

[9] D. Bresolin, D. Della Monica, A. Montanari, P. Sala & G. Sciavicco (2014): Interval temporal logics over strongly discrete linear orders: Expressiveness and complexity. Theoretical Computers Science 560, pp. 269–291, doi:10.1016/j.tcs.2014.03.033

[10] D. Bresolin, D. Della Monica, A. Montanari & G. Sciavicco (2014): The light side of interval temporal logic: the Bernays-Schönfinkel fragment of CDT. Annals of Mathematics and Artificial Intelligence 71(1-3), pp. 11–39, doi:10.1007/s10472-013-9337-y

[11] D. Bresolin, A. Kurucz, E. Muñoz-Velasco, V. Ryzhikov, G. Sciavicco & M. Zakharyaschev (2017): Horn Fragments of the Halpern-Shoham Interval Temporal Logic. ACM Transactions on Computational Logic 18(3), pp. 22:1–22:39, doi:10.1145/3105909

[12] D. Bresolin, P. Sala, D. Della Monica, A. Montanari & G. Sciavicco (2010): A Decidable Spatial Generalization of Metric Interval Temporal Logic. In: Proc. of the 17th International Symposium on Temporal Representation and Reasoning (TIME), pp. 95–102, doi:10.1109/TIME.2010.22

[13] A. Brunello, G. Sciavicco & I.E. Stan (2019): Interval Temporal Logic Decision Tree Learning. In: Proc. of the 16th European Conference on Logics in Artificial Intelligence (JELIA), Lecture Notes in Computer Science 11468, Springer, pp. 778–793, doi:10.1007/978-3-030-19570-0_50

[14] X. Cao, F. Zhou, L. Xu, D. Meng, Z. Xu & J.W. Paisley (2018): Hyperspectral Image Classification With Markov Random Fields and a Convolutional Neural Network. IEEE Transactions on Image Processing 27(5), pp. 2354–2367, doi:10.1109/TIP.2018.2799324

[15] A.G. Cohn (1995): A Hierarchical Representation of Qualitative Shape based on Connection and Convexity. In: Proc. of Spatial Information Theory: A Theoretical Basis for GIS, International Conference COSIT, Lecture Notes in Computer Science 988, pp. 311–326, doi:10.1007/3-540-60392-1_20

[16] K. Dubba, A. Cohn, D. Hogg, M. Bhatt & F. Dylla (2015): Learning Relational Event Models from Video. Journal of Artificial Intelligence Research 53, pp. 41–90, doi:10.1613/jair.4395
[17] M. Egenhofer, J. Sharma & D. Mark (2011): A critical comparison of the 4-intersection and 9-intersection models for spatial relations: formal analysis. In: Proc. of the 11th International Symposium on Computer-Assisted Cartography (Auto-Carto), pp. 1–13.

[18] A. Frank (1996): Qualitative Spatial Reasoning: Cardinal Directions as an Example. International Journal of Geographical Information Science 10, pp. 269–290, doi:10.1080/02693799608902079

[19] C. Freksa (1992): Using orientation information for qualitative spatial reasoning. In: Proc. of the International Conference on Theories and Methods of Spatio-Temporal Reasoning in Geographic Space, Lecture Notes in Computer Science 639, Springer, pp. 162–178, doi:10.1007/3-540-55966-3_10

[20] P.K. Goel, S.O. Prasher, R.M. Patel, J.A. Landry, R.B. Bonnell & A.A. Viau (2003): Classification of hyperspectral data by decision trees and artificial neural networks to identify weed stress and nitrogen status of corn. Computers and Electronics in Agriculture 39(2), pp. 67–93, doi:10.1016/S0168-1699(03)00020-6

[21] J.Y. Halpern & Y. Shoham (1991): A Propositional Modal Logic of Time Intervals. Journal of the ACM 38(4), pp. 935–962, doi:10.1145/115234.115351

[22] L. Hyafil & R. L. Rivest (1976): Constructing Optimal Binary Decision Trees is NP-Complete. Information Processing Letters 5(1), pp. 15–17, doi:10.1016/0020-0190(76)90095-8.

[23] A. Kulkarni & A. Shrestha (2017): Multispectral Image Analysis using Decision Trees. International Journal of Advanced Computer Science and Applications 8(6), pp. 11–18, doi:10.14569/IJACSA.2017.080602

[24] Y. Liang, X. Zhao, A.J.X. Guo & F. Zhu (2020): Hyperspectral Image Classification With Deep Metric Learning and Conditional Random Field. IEEE Geoscience and Remote Sensing Letters 17(6), pp. 1042–1046, doi:10.1109/LGRS.2019.2939356

[25] C. Lutz & F. Wolter (2006): Modal Logics of Topological Relations. Logical Methods in Computer Science 2(2), pp. 1–41, doi:10.2168/LMCS-2(2:5)2006.

[26] D. Malerba, M. Ceci & A. Appice (2005): Mining Model Trees from Spatial Data. In: Proc. of the 9th European Conference on Principles and Practice of Knowledge Discovery in Databases, Springer, pp. 169–180, doi:10.1007/11564126

[27] J. Marcinkowski & J. Michaliszyn (2014): The Undecidability of the Logic of Subintervals. Fundamenta Informaticae 131(2), pp. 217–240. Available at https://doi.org/10.3233/FI-2014-1011

[28] M. Marx & M. Reynolds (1999): Undecidability of Compass Logic. Journal of Logic and Computation 9, pp. 897–914, doi:10.1093/logcom/9.6.897.

[29] A. Montanari, I. Pratt-Hartmann & P. Sala (2010): Decidability of the Logics of the Reflexive Sub-interval and Super-interval Relations over Finite Linear Orders. In: Proc. of the 17th International Symposium on Temporal Representation and Reasoning, pp. 27–34, doi:10.1109/TIME.2010.18

[30] A. Montanari, G. Puppis & P. Sala (2009): A Decidable Spatial Logic with Cone-Shaped Cardinal Directions. In: Proc. of the 18th Annual Conference of the European Association for Computer Science Logic (EACSL), Lecture Notes in Computer Science 5771, Springer, pp. 394–408, doi:10.1007/978-3-642-04027-6_29

[31] A. Montanari, G. Sciavicco & N. Vitacolonna (2002): Decidability of Interval Temporal Logics over Splits- Frames via Granularity. In: Proc. of the 8th European Conference on Logics in Artificial Intelligence, Lecture Notes in Computer Science 2424, Springer, pp. 259–270, doi:10.1007/3-540-45757-7_22

[32] A. Morales Nicolás, I. Navarrete & G. Sciavicco (2007): A new modal logic for reasoning about space: Spatial propositional neighborhood logic. Annals of Mathematics and Artificial Intelligence 51, pp. 1–25, doi:10.1007/s10472-007-9083-0

[33] E. Muñoz-Velasco, M. Pelegrín-García, P. Sala, G. Sciavicco & I. E. Stan (2019): On coarser interval temporal logics. Artificial Intelligence 266, pp. 1–26, doi:10.1016/j.artint.2018.09.001

[34] I. Navarrete, A. Morales Nicolás, G. Sciavicco & M. A. Cárdenas-Viedma (2013): Spatial reasoning with rectangular cardinal relations: The convex tractable subalgebra. Annals of Mathematics and Artificial Intelligence 67(1), pp. 31–70, doi:10.1007/s10472-012-9327-5
Decision Tree Learning with Spatial Modal Logics

[35] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M. Brucher, M. Perrot & E. Duchesnay (2011): Scikit-learn: Machine Learning in Python. Journal of Machine Learning Research 12, pp. 2825–2830.

[36] J. R. Quinlan (1986): Induction of Decision Trees. Machine Learning 1, pp. 81–106, doi:10.1023/A:1022643204877

[37] J. R. Quinlan (1993): C4.5: Programs for Machine Learning. Morgan Kaufmann, doi:10.1007/BF00993309

[38] D. Randell, Z. Cui & A.G. Cohn (1992): A Spatial Logic Based on Regions and Connection. In: Proc. of the 3rd International Conference on Principles of Knowledge Representation and Reasoning. pp. 165–176, doi:10.1.1.35.7809.

[39] J. Renz & B. Nebel (2007): Qualitative Spatial Reasoning Using Constraint Calculi. In: Handbook of Spatial Logics, Springer, pp. 161–215, doi:10.1007/978-1-4020-5587-4_4

[40] B. Sadeghi (2013): DecisionTree.jl. https://github.com/bensadeghi/DecisionTree.jl

[41] S.K. Roy, G. Krishna, S.R. Dubey & B.B. Chaudhuri (2020): HybridSN: Exploring 3-D-2-D CNN Feature Hierarchy for Hyperspectral Image Classification. IEEE Geoscience and Remote Sensing Letters 17(2), pp. 277–281, doi:10.1109/LGRS.2019.2918719

[42] A. Santara, K. Mani, P. Hatwar, A. Singh, A. Garg, K. Padia & P. Mitra (2017): BASS Net: Band-Adaptive Spectral-Spatial Feature Learning Neural Network for Hyperspectral Image Classification. IEEE Transactions on Geoscience and Remote Sensing 55(9), pp. 5293–5301, doi:10.1109/TGRS.2017.2705073

[43] G. Sciavicco, I. E. Stan & A. Vaccari (2019): Towards a General Method for Logical Rule Extraction from Time Series. In: Proc. of the 8th International Work-Conference on the Interplay Between Natural and Artificial Computation (IWINAC), Lecture Notes in Computer Science 11487, Springer, pp. 3–12, doi:10.1007/978-3-030-19651-6_1.

[44] G. Sciavicco & I.E. Stan (2020): Knowledge Extraction with Interval Temporal Logic Decision Trees. In: Proc. of 27th International Symposium on Temporal Representation and Reasoning (TIME). Leibniz International Proceedings in Informatics (LIPIcs) 178, Schloss Dagstuhl, pp. 4:1–4:22, doi:10.4230/LIPIcs.TIME.2020.4.

[45] S. Skiadopoulos, N. Sarkas, T.K. Sellis & M. Koubarakis (2007): A Family of Directional Relation Models for Extended Objects. IEEE Transactions on Knowledge and Data Engineering 19(8), pp. 1116–1130, doi:10.1109/TKDE.2007.1046.

[46] Spiros Skiadopoulos & Manolis Koubarakis (2004): Composing cardinal direction relations. Artificial Intelligence 152(2), pp. 143–171, doi:10.1016/S0004-3702(03)00137-1

[47] P. A. Walega & M. Zawidzki (2019): A Modal Logic for Subject-Oriented Spatial Reasoning. In: Proc. of the 26th International Symposium on Temporal Representation and Reasoning (TIME). Leibniz International Proceedings in Informatics (LIPIcs) 147, Schloss Dagstuhl, pp. 4:1–4:22, doi:10.4230/LIPIcs.TIME.2019.4

[48] I. H. Witten, E. Frank & M. A. Hall (2017): Data Mining: Practical Machine Learning Tools and Techniques, 4th edition. Morgan Kaufmann, doi:10.1016/C2015-0-02071-8

[49] S. Xu, S. Liu, H. Wang, W. Chen, F. Zhang & Z. Xiao (2021): A Hyperspectral Image Classification Approach Based on Feature Fusion and Multi-Layered Gradient Boosting Decision Trees. Entropy 23(1), p. 20, doi:10.3390/e23010020

[50] C. Yang, G. Wu, K. Ding, T. Shi, Q. Li & J. Wang (2017): Improving Land Use/Land Cover Classification by Integrating Pixel Unmixing and Decision Tree Methods. Remote Sensing 9(12), p. 1222, doi:10.3390/rs9121222

[51] Q. Zhang & J. Wang (2003): A rule-based urban land use inferring method for fine-resolution multispectral imagery. Canadian Journal of Remote Sensing 29, pp. 1–13, doi:10.5589/m02-075

[52] X. Zhang, Y. Wang, N. Zhang, D. Xu, H. Luo, B. Chen & G-Ben (2020): SSDANet: Spectral-Spatial Three-Dimensional Convolutional Neural Network for Hyperspectral Image Classification. IEEE Access 8, pp. 127167–127180, doi:10.1109/ACCESS.2020.3008029