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Abstract. We give an asymptotic evaluation of the complexity of spherical \( p \)-spin spin-glass models via random matrix theory. This study enables us to obtain detailed information about the bottom of the energy landscape, including the absolute minimum (the ground state), the other local minima, and describe an interesting layered structure of the low critical values for the Hamiltonians of these models. We also show that our approach allows us to compute the related TAP-complexity and extend the results known in the physics literature. As an independent tool, we prove a LDP for the \( k \)-th largest eigenvalue of the GOE, extending the results of [BDG01].

1. Introduction

How many critical values does a typical random Morse function have on a high dimensional manifold? How many of given index, or below a given level? What is the topology of level sets? Our work addresses the first two questions above for a class of natural random Gaussian functions on the \( N \)-dimensional sphere, known as \( p \)-spin spherical spin glass models in the physics literature and as isotropic models in the Gaussian process literature. The third question is covered in the forthcoming paper [AA11].

We study here the complexity of these random functions, i.e. the exponential behavior of the mean number of critical points, and more importantly of the mean number of critical points of given index in a given level set. We introduce a new identity, based on the classical Kac-Rice formula, relating random matrix theory and the problem of counting these critical values. Using this identity and tools from random matrix theory (mainly large deviation results), we give an asymptotic evaluation of the complexity of these spherical spin-glass models. Our study includes the important question of counting the mean number of local minima below a given level, and in particular the question of finding the ground state energy (the minimal value of the Hamiltonian). We show that this question is directly related to the study of the edge of the spectrum of the Gaussian Orthogonal Ensemble (GOE).

The question of computing the complexity of mean-field spin glass models has recently been thoroughly studied in the physics literature (see for example [CLR03] and the references therein), mainly for a different measure of the complexity, i.e. the mean number of solutions to the Thouless-Anderson-Palmer equations, or TAP-complexity. Our approach to the complexity enables us to recover known results in the physics literature about TAP-complexity, to compute the ground state energy (when \( p \) is even), and to describe an interesting layered structure of the low energy levels of the Hamiltonians of these models, which might prove useful for the study of the metastability of Langevin dynamics for these models (in longer time scales than those studied in [BDG01]).

The paper is organized as follows. In Section 2, we give our main results. In Section 3, we prove two main formulas (Theorem 2.1 and 2.2), relating random matrix theory (specifically the GOE) and spherical spin glasses. These formulas are consequences of the classical Kac-Rice formula (see [AT07] and [AW09] for two excellent recent books giving a very complete account of this formula and its consequences). The version we use here is proved in section 12.1 of the book [AT07]. For another modern account of the Kac-Rice formula and similar techniques to those of section 3 see Chapter 6 and section 8.3 of [AW09].
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main ingredient to derive results from the Kac-Rice formula is the fact that, for spheri-
cal spin-glass models, the Hessian of the Hamiltonian at a critical point, conditioned on
the value of the Hamiltonian, is a symmetric Gaussian random matrix with independent
entries (up to symmetry) plus a diagonal matrix. This implies, in particular, that it is
possible to relate statistics of critical points of index $k$ to statistics of the $k+1$-th smallest
eigenvalue of a matrix sampled from the GOE.

In Section 4, we compute precise logarithmic estimates of the complexity using the
known large deviation principle (LDP) for the empirical spectral measure [BG97] and for
the largest eigenvalue of the GOE [BDG01]. In fact we need a simple extension of the
last LDP, i.e. an LDP for the law of the $k$-th largest eigenvalue, which is of independent
interest and proven in Appendix A.

In Section 5, we show how these logarithmic results can be used to extract information
about the lowest lying critical values. We first prove that the lowest lying critical points
have an interesting layered structure, Theorem 2.15. We then show how our logarithmic
results imply a lower bound on the ground state energy (the minimal value of the Hamil-
tonian). At this point it would be useful to have a concentration result for the number of
local minima, for instance using a control of its second moment. Unfortunately, we cannot
prove directly such a concentration result. Nevertheless we prove that our lower bound
is tight (for $p$ even), by proving the corresponding upper bound, using the Parisi formula
for the free energy at positive temperature, as established by Talagrand [Ta06]. It is re-
markable that the ground state is indeed correctly predicted by our very naive approach,
i.e. by the vanishing of the “annealed” complexity of the number of local minima. We
expect this to be true for all models where Parisi’s one-step replica symmetry breaking
holds at low temperature. In Section 6, we extend our results to the TAP-complexity and
compare our results to the physics literature [CLR03], [CS95].

In Section 7, we show how one can go further and obtain sharper than logarithmic
asymptotic results for the complexity, using classical tools from orthogonal polynomials
theory, i.e. Plancherel-Rotach asymptotics for Hermite functions. This section is techni-
cally involved, so we restrict it to the study of the global complexity, i.e. the mean number
of critical points below a given level, and we do not push it to include the mean number
of critical points below a given level with a fixed index. However, we remark that at low
energy levels, the total number of critical points coincides with the total number of local
minima.
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2. Notations and main results

We first introduce the $p$-spin spherical spin-glass model. We will fix $p$ an integer larger
or equal to 2 (the case $p = 2$ is rather trivial regarding our complexity questions, it will
be discussed below only in Remark 2.3).
A configuration $\sigma$ of the $p$-spin spherical spin-glass model is a vector of $\mathbb{R}^N$ satisfying the spherical constraint
\[ \frac{1}{N} \sum_{i=1}^{N} \sigma_i^2 = 1. \] (2.1)
Thus the state space of the $p$-spin spherical spin-glass model is $S^{N-1}(\sqrt{N}) \subset \mathbb{R}^N$, the Euclidean sphere of radius $\sqrt{N}$.

The Hamiltonian of the model is the random function defined on $S^{N-1}(\sqrt{N})$ by
\[ H_{N,p}(\sigma) = \frac{1}{N(p-1)/2} \sum_{i_1, \ldots, i_p=1}^{N} J_{i_1, \ldots, i_p} \sigma_{i_1} \ldots \sigma_{i_p}, \quad \sigma = (\sigma_1, \ldots, \sigma_N) \in S^{N-1}(\sqrt{N}), \] (2.2)
where $J_{i_1, \ldots, i_p}$ are independent centered standard Gaussian random variables.

Equivalently, $H_{N,p}$ is the centered Gaussian process on the sphere $S^{N-1}(\sqrt{N})$ whose covariance is given by
\[ \mathbb{E}[H_{N,p}(\sigma)H_{N,p}(\sigma')] = N^{1-p} \left( \sum_{i=1}^{N} \sigma_i \sigma_i' \right)^p = NR(\sigma, \sigma')^p, \] (2.3)
where the normalized inner product $R(\sigma, \sigma') = \frac{1}{N} \langle \sigma, \sigma' \rangle = \frac{1}{N} \sum_{i=1}^{N} \sigma_i \sigma_i'$ is usually called the overlap of the configurations $\sigma$ and $\sigma'$.

We now want to introduce the complexity of spherical spin glasses. For any Borel set $B \subset \mathbb{R}$ and integer $0 \leq k < N$, we consider the (random) number $\text{Crt}_{N,k}(B)$ of critical values of the Hamiltonian $H_{N,p}$ in the set $NB = \{Nx : x \in B\}$ with index equal to $k$,
\[ \text{Crt}_{N,k}(B) = \sum_{\sigma : \nabla H_{N,p}(\sigma) = 0} 1\{H_{N,p}(\sigma) \in NB\}1\{i(\nabla^2 H_{N,p}(\sigma)) = k\}. \] (2.4)
Here $\nabla$, $\nabla^2$ are the gradient and the Hessian restricted to $S^{N-1}(\sqrt{N})$, and $i(\nabla^2 H_{N,p}(\sigma))$ is the index of $\nabla^2 H_{N,p}$ at $\sigma$, that is the number of negative eigenvalues of the Hessian $\nabla^2 H_{N,p}$. We will also consider the (random) total number $\text{Crt}_{N}(B)$ of critical values of the Hamiltonian $H_{N,p}$ in the set $NB$ (whatever their index)
\[ \text{Crt}_{N}(B) = \sum_{\sigma : \nabla H_{N,p}(\sigma) = 0} 1\{H_{N,p}(\sigma) \in NB\}. \] (2.5)

Our results will give exact formulas and asymptotic estimates for the mean values $\mathbb{E}(\text{Crt}_{N,k}(B))$ and $\mathbb{E}(\text{Crt}_{N}(B))$, when $N \to \infty$ and $B$, $k$ and $p$ are fixed. In particular, we will compute $\lim \frac{1}{N} \log \mathbb{E} \text{Crt}_{N,k}(B)$ and $\lim \frac{1}{N} \log \mathbb{E} \text{Crt}_{N}(B)$ as $N$ tends to infinity.

Before giving the central identity relating the GOE to the complexity of spherical spin-glass models, we fix our notations for the GOE.

The GOE ensemble is a probability measure on the space of real symmetric matrices. Namely, it is the probability distribution of the $N \times N$ real symmetric random matrix $M^N$, whose entries $(M_{ij}, i \leq j)$ are independent centered Gaussian random variables with variance
\[ \mathbb{E}M_{ij}^2 = \frac{1 + \delta_{ij}}{2N}. \] (2.6)
We will denote by $\mathbb{E}_{\text{GOE}} = \mathbb{E}_{\text{GOE}}^{N}$ the expectation under the GOE ensemble of size $N \times N$.

Let $\lambda_N^0 \leq \lambda_1^N \leq \cdots \leq \lambda_{N-1}^N$ be the ordered eigenvalues of $M^N$. We will denote by $L_N = \frac{1}{N} \sum_{i=0}^{N-1} \delta_{\lambda_i^N}$ the (random) spectral measure of $M^N$, and by $\rho_N(x)$ the density of
the (non-random) probability measure \( \mathbb{E}_{\text{GOE}}(L_N) \). The function \( \rho_N(x) \) is usually called the (normalized) one-point correlation function and satisfies
\[
\int_{\mathbb{R}} f(x)\rho_N(x)dx = \frac{1}{N} \mathbb{E}_{\text{GOE}}^N \left[ \sum_{i=0}^{N-1} f(\lambda_i^N) \right]. \tag{2.7}
\]

We now state our main identity

**Theorem 2.1.** The following identity holds for all \( N, p \geq 2, k \in \{0, \ldots, N-1\} \), and for all Borel sets \( B \subset \mathbb{R} \),
\[
\mathbb{E}[\text{Crt}, k(B)] = 2\sqrt{\frac{3p}{4}}(p-1)^{\frac{N}{2}} \mathbb{E}_{\text{GOE}}^N \left[ e^{-\frac{N(p-2)^2}{4p}}(\lambda_k^N)^2 \mathbb{1}\{\lambda_k^N \in \sqrt{\frac{p}{2(p-1)}} B\} \right]. \tag{2.8}
\]

Summing the preceding identities for \( 0 \leq k \leq N-1 \), we easily find the mean total number of critical points given a level of energy and relate it to the one-point function.

**Theorem 2.2.** The following identity holds for all \( N, p \geq 2 \), and for all Borel sets \( B \subset \mathbb{R} \),
\[
\mathbb{E}[\text{Crt}_N(B)] = 2N\sqrt{\frac{3p}{4}}(p-1)^{\frac{N}{2}} \int_{\sqrt{\frac{p}{2(p-1)}} B} \exp \left\{ -\frac{N(p-2)x^2}{2p} \right\} \rho_N(x)dx. \tag{2.9}
\]

**Remark 2.3.** We want to discuss here very briefly the trivial case where \( p = 2 \). This case is easier to understand since there is a simpler connection between the 2-spin spherical model and the random matrix theory. In fact, if \( M \) is a \( N \times N \) GOE matrix, the Hamiltonian of the 2-spin spherical model can be viewed as the quadratic form defined by the symmetric matrix \( M \) restricted to the sphere \( S^{N-1}(\sqrt{N}) \),
\[
H_{N,2}(x) = (Mx, x). \tag{2.10}
\]
Therefore, if \( p = 2 \), the \( 2N \) critical points of the Hamiltonian are simply the eigenvectors of \( M \), while the critical values are the eigenvalues of \( M \). Our formulas \([2.8], [2.9]\) simplify greatly for \( p = 2 \) and are compatible with this obvious observation. Indeed, for \( p = 2 \), these formulas read
\[
\mathbb{E}[\text{Crt}_{N,k}(B)] = 2P_{\text{GOE}}^N \{ \lambda_k^N \in B \} \tag{2.11}
\]
and
\[
\mathbb{E}[\text{Crt}_N(B)] = 2N\rho_N(B). \tag{2.12}
\]

We are now in a position to give our main results about the asymptotic complexity of spherical spin-glass models. We will see that the following number is an important threshold
\[
E_{\infty} = E_{\infty}(p) = 2\sqrt{\frac{p-1}{p}}. \tag{2.13}
\]
Let \( I_1 : (-\infty, -E_\infty] \to \mathbb{R} \) be given by
\[
I_1(u) = \frac{2}{E_\infty^2} \int_u^{-E_\infty} (z^2 - E_\infty^2)^{1/2}dz = -\frac{u}{E_\infty^2} \sqrt{u^2 - E_\infty^2} - \log \left( -u + \sqrt{u^2 - E_\infty^2} \right) + \log E_\infty. \tag{2.14}
\]

**Remark 2.4.** In [BDG01], it is proved that \( I_1(u) \) is the rate function of the LDP for the smallest eigenvalue of the GOE with the proper normalization of the variance of the entries (more precisely, on its domain \( I_1(u) = I_1(-u; E_{\infty}/2) \), see \([1A, 2]\)).

We now define the following important functions which will describe the asymptotic complexity of the \( p \)-spin spherical spin-glass models.
\[
\Theta_p(u) = \begin{cases} 
\frac{1}{2} \log(p-1) - \frac{p-2}{4(p-1)}u^2 - I_1(u), & \text{if } u \leq -E_\infty, \\
\frac{1}{2} \log(p-1) - \frac{p-2}{4(p-1)}u^2, & \text{if } -E_\infty \leq u \leq 0, \\
\frac{1}{2} \log(p-1), & \text{if } 0 \leq u,
\end{cases} \tag{2.15}
\]
and, for any integer \( k \geq 0 \),
\[
\Theta_{k,p}(u) = \begin{cases} 
\frac{1}{2} \log(p-1) - \frac{p-2}{4(p-1)} u^2 - (k+1)I_1(u), & \text{if } u \leq -E_{\infty}, \\
\frac{1}{2} \log(p-1) - \frac{p-2}{p}, & \text{if } u \geq -E_{\infty}.
\end{cases}
\] (2.16)

We note that \( \Theta_{p}(u), \Theta_{k,p}(u) \) are non-decreasing, continuous functions on \( \mathbb{R} \), with maximal values \( \frac{1}{2} \log(p-1) \), \( \frac{1}{2} \log(p-1) - \frac{p-2}{p} \), respectively (see Figure 1).

We now give the logarithmic asymptotics of the complexity of spherical spin glasses. To simplify the statement, we fix \( B = (-\infty, u) \), \( u \in \mathbb{R} \), and we write \( \text{Crt}_N(u) = \text{Crt}_N(B) \).

**Theorem 2.5.** For all \( p \geq 2 \) and \( k \geq 0 \) fixed,
\[
\lim_{N \to \infty} \frac{1}{N} \log \mathbb{E} \text{Crt}_{N,k}(u) = \Theta_{k,p}(u).
\] (2.17)

**Figure 1.** The functions \( \Theta_{k,p} \) for \( p = 3 \) and \( k = 0 \) (solid), \( k = 1 \) (dashed), \( k = 2 \) (dash-dotted), \( k = 10 \), \( k = 100 \) (both dotted). All these functions agree for \( u \geq -E_{\infty} \).

**Remark 2.6.** It is straightforward to extend the last theorem to general Borel sets \( B \) (see Remark 4.1). Furthermore, by symmetry, Theorem 2.5 also holds as stated for the random variables \( \text{Crt}_{N,N-l}(u, \infty) \), with \( l \geq 1 \) fixed, if one replaces \( \Theta_{k,p}(u) \) by \( \Theta_{l-1,p}(-u) \).

**Remark 2.7.** For the local minima, i.e. when \( k = 0 \), the limit formula given by Theorem 2.5 is precisely the formula given by physicists in [CS95], [CLR03]. Arguing via a TAP approach (to be described below in Section 6), they derive the following asymptotic complexity of local minima,
\[
g(E) = \frac{1}{2} \left\{ \frac{2-p}{p} \log \left( \frac{pz^2}{2} \right) + \frac{p-1}{2} z^2 - \frac{2}{pz^2} \right\},
\] (2.18)
where \( z = \frac{1}{p-1} \left( -E - (E^2 - \frac{2(p-1)}{p})^{1/2} \right) \). In Section 6 we show that, in fact, \( g(E) = \Theta_{0,p}(2^{-1/2}E) \). The factor \( 2^{-1/2} \) comes from the fact that in [CS93] the Hamiltonian \( H \) has a different normalization.

We also provide an exponential asymptotic for the expected total number of critical values below level \( Nu \).

**Theorem 2.8.** For all \( p \geq 2 \),
\[
\lim_{N \to \infty} \frac{1}{N} \log \mathbb{E} \text{Crt}_N(u) = \Theta_p(u).
\] (2.19)
Remark 2.9. As a simple consequence of Theorems 2.5 and 2.8 one can easily compute
the logarithmic asymptotics of the mean total number of critical points $\mathbb{E}(\text{Crt}_N(\mathbb{R}))$ and
the mean total number of critical points of index $k$, $\mathbb{E}(\text{Crt}_{N,k}(\mathbb{R}))$.

$$\lim_{N \to \infty} \frac{1}{N} \log \mathbb{E}(\text{Crt}_N(\mathbb{R})) = \frac{1}{2} \log(p - 1),$$

$$\lim_{N \to \infty} \frac{1}{N} \log \mathbb{E}(\text{Crt}_{N,k}(\mathbb{R})) = \frac{1}{2} \log(p - 1) - \frac{p - 2}{p}. \quad (2.20)$$

This agrees with formula (13) of [CS95]. Note the fact that the mean number of critical
points of index $k$ is independent of $k$ (at least in these logarithmic estimates).

Remark 2.10. Theorems 2.5 and 2.8 are simple consequences of large deviation properties
for random matrices, using the results of [BDG01] and of [BG97]. In Appendix A, we
recall the LDP for the empirical spectral measure of the GOE proved in [BG97], and we
prove a LDP for the $k$-th largest eigenvalue of a GOE matrix, extending the results of
[BDG01].

Remark 2.11. The case $p = 2$ is particular since the total complexity is then always non
positive. But for any $p \geq 3$ the complexity is positive.

Using our results about complexity, we now want to extract some information about
the geometry of the bottom of the energy landscape $H_{N,p}$. For any integer $k \geq 0$, we
introduce $E_k = E_k(p) > 0$ as the unique solution to (see Figure 1 again).

$$\Theta_{k,p}(-E_k(p)) = 0. \quad (2.22)$$

These numbers will be crucial in the description of the ground state and of the low-lying
critical values of the Hamiltonian $H_{N,p}$. It is important to note that, for any fixed $p \geq 3$,
the sequence $(E_k(p))_{k \in \mathbb{N}}$ is strictly decreasing, and converges to $E_\infty(p)$ as $k \to \infty$. The
first result we want to derive is about the ground state energy, which we define as the
(normalized) minimum of the Hamiltonian $H_{N,p}$

$$G_{S N}^{N} = \frac{1}{N} \inf_{\sigma \in S^{N-1}(\mathbb{N})} H_{N,p}(\sigma). \quad (2.23)$$

Theorem 2.12. For every $p \geq 3$

$$\liminf_{N \to \infty} G_{S N}^{N} \geq -E_0(p)$$

Moreover for $p \geq 4$ even,

$$\lim_{N \to \infty} G_{S N}^{N} = -E_0(p) \quad \text{in probability.} \quad (2.24)$$

Remark 2.13. The lower bound on the Ground State follows from our complexity estimates
and holds for all $p \geq 3$. To obtain a matching upper bound we use the Parisi formula and
the one step replica symmetry breaking as proved by Talagrand [Tal06]. The Parisi formula
is proven there for every $p$ but the one step replica symmetry breaking is proven only for
even $p$’s. It might be noteworthy that if we could go beyond our annealed estimates of
the complexity we would be in a position to prove directly the one-step replica symmetry
breaking at zero temperature.

By Theorem 2.12 it is improbable to find a critical value below the level $-NE_0(p)$. The
next interesting phenomenon is the role of the threshold $E_\infty(p)$. Namely, it is (even more)
improbable to find, above the threshold $-NE_\infty(p)$, a critical value of the Hamiltonian of
a fixed index $k$, when $N \to \infty$. Otherwise said, above the threshold $-NE_\infty(p)$, all critical
values of the Hamiltonian must be of diverging index, with overwhelming probability.
**Theorem 2.14.** Let for an integer \( k \geq 0 \) and \( \varepsilon > 0 \), \( B_{N,k}(\varepsilon) \) be the event “there is a critical value of index \( k \) of the Hamiltonian \( H_{N,p} \) above the level \( -N(E_\infty(p) - \varepsilon) \), that is \( B_{N,k}(\varepsilon) = \{ \text{Crt}_{N,k}((-E_\infty(p) + \varepsilon, \infty)) > 0 \} \). Then for all \( k \geq 0 \) and \( \varepsilon > 0 \),

\[
\limsup_{N \to \infty} \frac{1}{N^2} \log \mathbb{P}(B_{N,k}(\varepsilon)) < 0.
\] (2.25)

By the last theorem, all critical values of the Hamiltonian of fixed index (non diverging with \( N \)) must be found in the band \( (-NE_0(p), -NE_\infty(p)) \). We now explain the role of the thresholds \( E_k(p) \). Namely, it is improbable to find critical value of index larger or equal to \( k \) below the threshold \( -NE_k(p) \), for any fixed integer \( k \).

**Theorem 2.15.** For \( k \geq 0 \) and \( \varepsilon > 0 \), let \( A_{N,k}(\varepsilon) \) to be the event “there is a critical value of the Hamiltonian \( H_{N,p} \) below the level \( -N(E_k(p) + \varepsilon) \) and with index larger or equal to \( k \)”, that is \( A_{N,k}(\varepsilon) = \{ \sum_{i=k}^{\infty} \text{Crt}_{N,i}((-E_k(p) + \varepsilon) > 0) \} \). Then for all \( k \geq 0 \) and \( \varepsilon > 0 \),

\[
\limsup_{N \to \infty} \frac{1}{N} \log \mathbb{P}(A_{N,k}(\varepsilon)) < 0.
\] (2.26)

Theorem 2.15 describes an interesting layered structure for the lowest critical values of the Hamiltonian \( H_{N,p} \). It says that the lowest critical values above the ground state energy (asymptotically \( -NE_0(p) \)) are (with an overwhelming probability again) only local minima, this being true up to the value \( -NE_1(p) \), and that in a layer above, \( (-NE_1(p), -NE_2(p)) \), one finds only critical values with index 0 (local minima) or saddle point with index 1, and above this layer one finds only critical values with index 0,1 or 2, etc. This picture was already predicted by physicists for minima [CS95], [CLR03] and for critical points of finite indices [KL95]. In particular, this says that the energy barrier to cross when starting from the ground state in order to reach another local minima diverges with \( N \), since it is bounded below by the energy difference between an index-one saddle point and the ground state, i.e. by \( N(E_0(p) - E_1(p)) \).

**Remark 2.16.** Even though it does not follow immediately from Theorem 2.15 and from our results on complexity, it is tempting to conjecture that the minimum possible energy of a critical point of index \( k \), normalized by \( N \), should converge to \( -E_k(p) \) (For \( k = 0 \) this is the statement of Theorem 2.12), while likewise the maximum energy of a critical point of index \( k \), once normalized by \( N \), should converge to \( -E_\infty \). It is also tempting to conjecture that the main contribution to the number of critical points of a finite index \( k \) is given by those whose energy is asymptotically \( -NE_\infty \). That is, the number of critical points of any finite index with energy strictly below \( -NE_\infty \) should be negligible with respect to those with energy near \( -NE_\infty \) (with probability going to one, as \( N \) tends to infinity). However, near any energy value in \( E \in (-E_k(p), -E_\infty) \) there are still an exponentially many critical values of index \( k \). We cannot reach those statements at this point because our complexity results concern only the first moment of \( \text{Crt}_{N,k}(u) \). We would need to control the concentration of these random variables.

In Section 7 we show that the precision of Theorem 2.8 can be improved and we derive, using asymptotic properties of orthogonal polynomials, the following sharp asymptotics of \( \mathbb{E}(\text{Crt}_N(u)) \).

**Theorem 2.17.** For \( p \geq 3 \), the following holds as \( N \to \infty 
\begin{align*}
(\text{a}) \quad & \text{For } u < -E_\infty \\
\mathbb{E} \text{Crt}_N(u) = & \frac{h(v)}{(2\pi v)^{1/2}} e^{I_1(v, \frac{1}{\sqrt{2}})(v) - \frac{1}{2}I_1(v, \frac{1}{\sqrt{2}})'(v)} N^{-1/2} e^{N\Theta_p(u)}(1 + o(1)), \\
\end{align*}
\tag{2.27}

\text{where } v = -u \sqrt{\frac{p}{2(p-1)}} \text{ and the functions } h, \phi \text{ and } I_1(v, \frac{1}{\sqrt{2}}) \text{ are given in (7.1), (7.10).}
(b) For \( u = -E_\infty \)

\[
\mathbb{E} \text{Crt}_N(-E_\infty) = \frac{2\text{Ai}(0)\sqrt{2\pi}p}{3(p-2)} N^{-1/3} e^{N\Theta_\infty(-E_\infty)}(1 + o(1)).
\]

(2.28)

(c) For \( u \in (-E_\infty, 0) \)

\[
\mathbb{E} \text{Crt}_N(u) = \frac{2\sqrt{2p(E_\infty^2 - u^2)}}{(2 - p)\pi u} e^{N\Theta_\infty(u)}(1 + o(1)).
\]

(2.29)

(d) For \( u > 0 \)

\[
\mathbb{E} \text{Crt}_N(u) = 2\mathbb{E} \text{Crt}_N(0)(1 + o(1)) = \frac{4\sqrt{2}}{\sqrt{\pi(p-2)}} N^{1/2} e^{N\Theta_\infty(0)} (1 + o(1)).
\]

(2.30)

Since \( \Theta_k(u) < \Theta_0(u) \) for all \( k > 0 \) and \( u < -E_\infty \), we obtain as an easy consequence of Theorem 2.5 the following sharp asymptotics for the mean number of minima.

**Corollary 2.18.** For \( u < -E_\infty \),

\[
\mathbb{E} \text{Crt}_{N,0}(u) = \frac{h(v)}{\langle 2p\pi \rangle^{1/2}} e^{I_1(v, \frac{\sqrt{2}}{2})y(v) - \frac{1}{4} I_1(v, \frac{\sqrt{2}}{2})y(v)} N^{-1/2} e^{N\Theta_\infty(u)}(1 + o(1)),
\]

(3.1)

where \( v = -u \frac{p}{2(p-1)} \) and the functions \( h, \phi \) and \( I_1(v, \frac{\sqrt{2}}{2}) \) are given in (7.1), (7.10).

### 3. Proof of the central identity

In this section we prove Theorems 2.1 and 2.2. For the proofs, we find it more convenient to work with processes of variance one on the unit sphere \( S^{N-1} \subset \mathbb{R}^N \) rather than to work with \( H_{N,p} \). Hence, for \( \sigma \in S^{N-1} \) we define,

\[
f_{N,p}(\sigma) = \frac{1}{\sqrt{N}} H_{N,p}(\sqrt{N}\sigma).
\]

(3.1)

We will regularly omit the subscripts \( N \) and \( p \) to save on notations, \( f = f_{N,p} \). The function \( f \) is again centered Gaussian process whose covariance satisfies

\[
\mathbb{E}(f(\sigma)f(\sigma')) = \left( \sum_{i=1}^N \sigma_i\sigma'_i \right)^p = R(\sigma, \sigma')^p, \quad \sigma, \sigma' \in S^{N-1}.
\]

(3.2)

To estimate the mean number of critical points in a certain level we will use the *Kac-Rice* formula as it appears in the recent book of Adler and Taylor [AT07] which we now formulate as a lemma. We use \( (x,y) \) to denote the usual Euclidean scalar product, as well as the scalar product on any tangent space \( T_\sigma S^{N-1} \). Let \( \nabla^2 f \) be the covariant Hessian of \( f \) on \( S^{N-1} \) defined, e.g., by \( \nabla^2 f(X,Y) = XYf - \nabla_X Yf \). Here \( \nabla_X Y \) is the usual Riemann connection and \( X, Y \in T S^{N-1} \) are tangent vectors. On \( S^{N-1} \) we fix an arbitrary orthonormal frame field \( (E_i)_{1 \leq i < N} \), that is a set of \( N-1 \) vector fields \( E_i \) on \( S^{N-1} \) such that \( \{E_i(\sigma)\} \) is an orthonormal basis of \( T_\sigma S^{N-1} \). We write \( \phi_\sigma \) for the density of the gradient vector \( (E_i f(\sigma))_{1 \leq i < N} \) and det \( \nabla^2 f(\sigma) \) for the determinant of the matrix \( (\nabla^2 f(E_i, E_j)(\sigma))_{1 \leq i, j < N} \).

**Lemma 3.1.** Let \( f \) be a centered Gaussian field on \( S^{N-1} \) and let \( \mathcal{A} = (U_\alpha, \Psi_\alpha)_{\alpha \in I} \) be a finite atlas on \( S^{N-1} \). Set \( f^\alpha = f \circ \Psi_\alpha^{-1} : \Psi_\alpha(U_\alpha) \subset \mathbb{R}^{N-1} \rightarrow \mathbb{R} \) and define \( f^\alpha_i = \partial f^\alpha / \partial x_i \), \( f^\alpha_{ij} = \partial^2 f^\alpha / \partial x_i \partial x_j \). Assume that for all \( \alpha \in I \) and all \( x, y \in \Psi_\alpha(U_\alpha) \) the joint distribution of \( (f^\alpha_{ij}(x), f^\alpha_{ij}(y))_{1 \leq i, j < N} \) is non-degenerate, and

\[
\max_{i,j} \left| \text{Var}(f^\alpha_{ij}(x)) + \text{Var}(f^\alpha_{ij}(y)) - 2 \text{Cov}(f^\alpha_{ij}(x), f^\alpha_{ij}(y)) \right| \leq K_\alpha |x-y|^{-1-\beta}
\]

(3.3)
for some $\beta > 0$ and $K_\alpha > 0$. For a Borel set $B \subset \mathbb{R}$, let

$$\text{Crt}^f_{N,k}(B) = \sum_{\sigma \in f^{-1}(B)} 1\{i(\nabla^2 f(\sigma)) = k, f(\sigma) \in B\}. \quad (3.4)$$

Then, using $d\sigma$ to denote the usual surface measure on $S^{N-1}$,

$$\mathbb{E}\text{Crt}^f_{N,k}(B) = \int_{S^{N-1}} \mathbb{E}\left[| \det \nabla^2 f(\sigma)| 1\{f(\sigma) \in B, i(\nabla^2 f(\sigma)) = k\} | \nabla f(\sigma) = 0\right] \phi(0) d\sigma. \quad (3.5)$$

**Proof.** Assumptions of the lemma, which are taken from Corollaries 11.3.2 and 11.3.5 of \cite{AT07}, assure that $f$ is a.s. a Morse function and its gradient and Hessian exist in $L^2$ sense. The lemma can be then proved using the same procedure as Theorem 12.4.1 of \cite{AT07}. Our formula (3.5) is analogous to the display just following formula (12.4.4) of \cite{AT07}, modulo the term $(-1)^k$ which is missing in our settings since we are interested in the number of critical points of $f$ in $B$ and not in the Euler characteristic of the excursion set.

An application of Lemma \ref{lemma:critical_points} is made possible due to the following lemma which describes the joint law of Gaussian vector $(f(\sigma), \nabla f(\sigma), \nabla^2 f(\sigma))$. A similar computation is also present in section 8.2 of \cite{AW09}.

**Lemma 3.2.** (a) Let $(f_i(\sigma))_{1 \leq i < N}$ be the gradient and $(f_{ij}(\sigma))_{1 \leq i,j < N}$ the Hessian matrix at $\sigma \in S^{N-1}$, that is $f_i = E_i f(\sigma)$, $f_{ij} = \nabla^2 f(E_i, E_j)(\sigma)$. Then, for all $1 \leq i, j, k < N$, $f(\sigma)$, $f_i(\sigma)$, $f_{jk}(\sigma)$ are centered Gaussian random variables whose joint distribution is determined by

$$\begin{align*}
\mathbb{E}[f(\sigma)^2] &= 1, \quad \mathbb{E}[f(\sigma)f_i(\sigma)] = \mathbb{E}[f_i(\sigma)f_{jk}(\sigma)] = 0, \\
\mathbb{E}[f(\sigma)f_{ij}(\sigma)] &= -p\delta_{ij}, \quad \mathbb{E}[f_i(\sigma)f_{jk}(\sigma)] = p\delta_{ij},
\end{align*} \quad (3.6)$$

and

$$\mathbb{E}[f_{ij}(\sigma)f_{kl}(\sigma)] = (p-1)(\delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk}) + p^2\delta_{ij}\delta_{kl}. \quad (3.7)$$

(b) Under the conditional distribution $\mathbb{P}[:f(\sigma) = x]$, $x \in \mathbb{R}$, the random variables $f_{ij}(\sigma)$, $1 \leq i, j < N$, are independent Gaussian variables satisfying

$$\begin{align*}
\mathbb{E}[f_{ij}(\sigma)] &= -xp\delta_{ij}, \\
\mathbb{E}[f_{ij}(\sigma)^2] &= (1 + \delta_{ij})p(p-1). 
\end{align*} \quad (3.8)$$

Alternatively, the random matrix $(f_{ij}(\sigma))$ has the same distribution as

$$M^{N-1}\sqrt{2(N-1)p(p-1)} - xpI, \quad (3.9)$$

where $M^{N-1}$ is $(N-1) \times (N-1)$ GOE matrix given by \cite{com2} and $I$ is the identity matrix.

**Proof.** Without loss of generality we can suppose that $\sigma$ is the north pole of the sphere $n = (0, \ldots, 0, 1)$. We define the function $\Psi : S^{N-1} \rightarrow \mathbb{R}^{N-1}$ by $\Psi(x_1, \ldots, x_N) = (x_1, \ldots, x_{N-1})$. It is a chart in some neighborhood $U$ of $n$. We set

$$\tilde{f} = f \circ \Psi^{-1}, \quad (3.10)$$

which is a Gaussian process on $\Psi(U)$ with covariance

$$C(x, y) = \text{Cov}(\tilde{f}(x), \tilde{f}(y)) = \left\{ \sum_{i=1}^{N-1} x_i y_i + \sqrt{(1 - \sum_{i=1}^{N-1} x_i^2)(1 - \sum_{i=1}^{N-1} y_i^2)} \right\}^p. \quad (3.11)$$

We choose the orthonormal field frame $(E_i)$ such that it satisfies $E_i(n) = \partial/\partial x_i$ with respect to the chart $\Psi$. Then the covariant Hessian $(f_{ij}(n))$ agrees with the usual Hessian of $\tilde{f}$ at 0, by noting that the Christoffel symbols $\Gamma^i_{kj}(n) \equiv 0$. Hence, to check (3.6), (3.7), we should prove analogous identities for $\tilde{f}(0)$, $\tilde{f}_i(0) = \partial \tilde{f}/\partial x_i$ and $\tilde{f}_{ij}(0) = \partial^2 \tilde{f}/\partial x_i \partial x_j$. 


The covariances of \( \hat{f}, \tilde{f}, f_{ij} \), can be computed using a well-known formula (see e.g. [AT07] formula (5.5.4)),

\[
\text{Cov} \left( \frac{\partial^k \hat{f}(x)}{\partial x_{i_1} \ldots \partial x_{i_k}}, \frac{\partial^\ell \tilde{f}(y)}{\partial y_{j_1} \ldots \partial y_{j_\ell}} \right) = \frac{\partial^{k+\ell} C(x,y)}{\partial x_{i_1} \ldots \partial x_{i_k} \partial y_{j_1} \ldots \partial y_{j_\ell}}. \tag{3.12}
\]

Straightforward algebra then gives (3.6), (3.7). Moreover, since the derivatives of a centered Gaussian field have centered Gaussian distribution, relations (3.6) and (3.7) determine uniquely the joint distribution of \( f(\sigma), f_i(\sigma), \text{and } f_{ij}(\sigma) \). This completes the proof of the claim (a).

The well-known rules how Gaussian distributions transform under conditioning (see, e.g., [AT07], pages 10–11) then yield the claim (b) of the lemma.

The next tool in order to prove Theorem 2.1 is the following lemma which is an independent fact about the distribution of the eigenvalues of the GOE. It allows us to deal with the (usually rather unpleasant) absolute value of the determinant of the Hessian that appears in (3.5).

**Lemma 3.3.** Let \( M^{N-1} \) be a \((N-1) \times (N-1)\) GOE matrix and \( X \) be an independent Gaussian random variable with mean \( m \) and variance \( \ell^2 \). Then, for any Borel set \( G \subset \mathbb{R} \),

\[
\mathbb{E} \left[ \det M^{N-1} - XI | \{ i(M^{N-1} - XI) = k, X \in G \} \right] = \frac{\Gamma \left( \frac{N}{2} \right)(N-1)\pi^{-\frac{N}{2}}}{\sqrt{\pi \ell^2}} \mathbb{E}_{\text{GOE}} \left[ \exp \left\{ \frac{N(\lambda_N^2)}{2} - \frac{(N-1)\lambda_k^2 - m^2}{2\ell^2} \right\} \right] \mathbf{1} \{ \lambda_k \in \{ \lambda_{N-1} \} \} G \]. \tag{3.13}

**Proof.** The left-hand side of (3.13) can be written as

\[
\frac{1}{\sqrt{2\pi \ell^2}} \int_G \frac{e^{-(x-m)^2/2\ell^2}}{\mathbb{E}_{\text{GOE}} \left[ \det(M - xI) | \{ i(M - xI) = k \} \right]} dx. \tag{3.14}
\]

Observe that the event \( \{ i(M - xI) = k \} \) is equal to the event \( \{ A_k^N(x) \} \), where \( A_k^N(x) \) is given by

\[
\{ \lambda_i^N - \lambda_j^N \leq \cdots \leq \lambda_k^N < x \leq \lambda_{k+1}^N \leq \cdots \leq \lambda_N^N \}. \tag{3.15}
\]

Recall the explicit formula for the distribution \( Q_N \) of the eigenvalues \( \lambda_i^N \) of the GOE matrix \( M^N \), (see, e.g., [Meh91], p. 519),

\[
Q_N(d\lambda^N) = \frac{1}{Z_N} \prod_{i=0}^{N-1} e^{-\frac{N}{2}(\lambda_i^N)^2} d\lambda_i^N \prod_{0 \leq i < j < N} |\lambda_i^N - \lambda_j^N| \mathbf{1} \{ \lambda_0^N \leq \cdots \leq \lambda_{N-1}^N \}, \tag{3.16}
\]

where the normalization \( Z_N \) can be computed from Selberg’s integral (cf. [Meh91], p. 529)

\[
Z_N = \frac{1}{N!} (2\sqrt{2})^{-N} N^{-N(N+1)/4} \prod_{i=1}^{N} \Gamma \left( 1 + \frac{i}{2} \right). \tag{3.17}
\]

Using this notation,

\[
\mathbb{E}_{\text{GOE}} \left[ \det(M - xI) | \{ i(M - xI) = k \} \right] = \int_{A_k^N(x)} \prod_{i=0}^{N-2} |\lambda_i^N - x| Q_{N-1}(d\lambda^{N-1}). \tag{3.18}
\]

and (3.14) becomes

\[
\frac{1}{\sqrt{2\pi \ell^2}} \int_G \frac{e^{-(x-m)^2/2\ell^2}}{\mathbb{E}_{\text{GOE}} \left[ \det(M - xI) | \{ i(M - xI) = k \} \right]} dx. \tag{3.19}
\]

Comparing the product in the integrand with the van der Monde determinant in (3.16) suggests considering \( x \) as the \( k+1 \)-th smallest eigenvalue of a \( N \times N \) GOE matrix. Indeed, if we substitute \( \lambda_i^{N-1} = \{ \frac{N}{N-1} \}^{1/2} \lambda_i^N \), for \( i \in \{ 0, \ldots, k-1 \} \), \( \lambda_i^{N-1} = \{ \frac{N}{N-1} \}^{1/2} \lambda_{i+1}^N \) for
Proof of Theorem 2.1. We first verify the conditions of Lemma 3.1. We use the same chart and orthogonal frame as in the proof of Lemma 3.2. From (3.6), (3.7), it is not difficult to check that the joint distribution of \((f_i(\sigma), f_{ij}(\sigma))\) is non-degenerate for \(\sigma = n\). By the continuity of the covariances, it is then non-degenerate for all \(\sigma \in U\), if \(U\) is small enough. Similarly, using (3.12) we can verify that (3.3) is satisfied on \(U\). Since \(S^{N-1}\) can be covered by a finite number of copies of \(U\) obtained by rotations around the center of sphere, the conditions of Lemma 3.1 are satisfied.

We can thus apply formula (3.5). First note that, due to the rotational symmetry again, the integrand does not depend on \(\sigma\). Hence, recalling that \(n\) denotes the north pole and using (2.5), (3.1),

\[
\mathbb{E} \text{Crt}_{N,k}(B) = \omega_N \mathbb{E} \left[ \left| \det \nabla^2 f(n) \right| \mathbf{1} \{ \nabla^2 f_N(\sigma) = k \} \mathbf{1} \{ f(n) \in \sqrt{N} B \} \left| \nabla f(n) = 0 \right| \phi_n(0), \right]
\]

where \(\omega_N\) is the volume of the sphere \(S^{N-1}\),

\[
\omega_N = \frac{2\pi^{N/2}}{\Gamma(N/2)}.
\]

The density of gradient \(\nabla f(n)\) is same as the density of \((\tilde{f}_i(0))_{1 \leq i < N}\). Hence, using (3.6),

\[
\phi_n(0) = (2\pi)^{-\frac{4}{N-1}}.
\]

To compute the expectation in (3.21), we condition on \(f(n)\) and use the fact that, by (3.6), both \(f\) and its Hessian are independent of the gradient,

\[
\mathbb{E} \left[ \left| \det \nabla^2 f_N(n) \right| \mathbf{1} \{ \nabla^2 f_N(\sigma) = k \} \mathbf{1} \{ f(n) \in \sqrt{N} B \} \left| \nabla f(n) = 0 \right| \right] = \mathbb{E} \left[ \left| \det \nabla^2 f_N(n) \right| \mathbf{1} \{ \nabla^2 f_N(\sigma) = k \} \mathbf{1} \{ f(n) \in \sqrt{N} B \} \left| f(n) \right| \right].
\]

By Lemma 3.2, the interior expectation satisfies

\[
\mathbb{E} \left[ \left| \det \nabla^2 f_N(n) \right| \mathbf{1} \{ \nabla^2 f_N(\sigma) = k \} \mathbf{1} \{ f(n) \in \sqrt{N} B \} \left| f(n) \right| \right] = (2(N-1)p(p-1))^{N-1} \mathbb{E}_{\text{GOE}} \left[ \left| \det (M^{N-1} - p^{1/2}(2(N-1)(p-1))^{-1/2} f(n) I) \right| \mathbf{1} \{ \nabla^2 f_N(n) = k \} \mathbf{1} \{ f(n) \in \sqrt{N} B \} \right].
\]

Inserting (3.25) into (3.24), we can apply Lemma 3.3 with \(m = 0\), \(t^2 = \frac{p}{2(N-1)(p-1)}\), and \(G = \sqrt{\frac{4p}{2(N-1)(p-1)}}\). Using (3.22) and (3.23), we get after a little straightforward algebra,

\[
\mathbb{E}[\text{Crt}_{N,k}(B)] = 2\sqrt{\frac{2}{p}} (p-1) \frac{Np}{2(p-1)} \mathbb{E}_{\text{GOE}} \left[ e^{-N \frac{2\pi}{p} (\lambda_N^2)^2} \mathbf{1} \{ \lambda_N \in \sqrt{\frac{p}{2(p-1)}} B \} \right].
\]

This completes the proof of Theorem 2.1.
Proof of Theorem 2.4. Theorem 2.2 follows from Theorem 2.1 by summing over \( k \in \{0, \ldots, N-1\} \). The additional \( N \) in the prefactor comes from the fact that \( \rho_N \) is normalized one-point correlation function, cf. (2.7).

\[ \square \]

4. Logarithmic asymptotics of the complexity

In this section we apply the LDP for the \( k \)-th largest eigenvalue of GOE, Theorem A.1 to study the logarithmic asymptotics of the complexity of the spherical spin glass, that is we show Theorems 2.5 and 2.8. Observe, that comparing (2.6) with (A.1), we must use Theorem A.1 with \( \sigma = 2^{-1/2} \). Here and later we write \( \lambda_i \) for \( \lambda_i^N \).

4.1. Proof of Theorem 2.5. We analyse the exact formula given in Theorem 2.1 or equivalently in (3.26). By Theorem A.1 and the obvious symmetry between the largest and the smallest eigenvalues, the \((k+1)\)-th smallest eigenvalue \( \lambda_k^N \) of \( M_N \) satisfies the LDP with the good rate function \( J_k(u) = (k+1)I_1(-u; 2^{-1/2}) \), where \( I_1 \) is defined in (A.2). Set \( t = u \sqrt{\frac{p}{2(p-1)}} \) and \( \phi(x) = -\frac{p-2}{2p} x^2 \). Then, by Theorem 2.1

\[ \lim_{N \to \infty} \frac{1}{N} \log \mathbb{E} \, \text{Crt}_{N,k}(u) = \frac{1}{2} \log(p-1) + \lim_{N \to \infty} \frac{1}{N} \log \mathbb{E}_{\text{GOE}}^N \left[ e^{N\phi(\lambda_k^N)}1_{\lambda_k \leq t} \right]. \]  \hspace{1cm} (4.1)

By Varadhan’s Lemma (see e.g. [DZ98], Theorem 4.3.1 and Exercise 4.3.11, observe that \( \phi \) is bounded from above, so that condition (4.3.2) of [DZ98] is obviously satisfied)

\[ \sup_{x \in (-\infty, t)} (\phi(x) - J_k(x)) \leq \lim \inf_{N \to \infty} \frac{1}{N} \log \mathbb{E}_{\text{GOE}}^N \left[ e^{N\phi(\lambda_k^N)}1_{\lambda_k \leq t} \right] \]

\[ \leq \lim \sup_{N \to \infty} \frac{1}{N} \log \mathbb{E}_{\text{GOE}}^N \left[ e^{N\phi(\lambda_k^N)}1_{\lambda_k \leq t} \right] \leq \sup_{x \in (-\infty, t)} (\phi(x) - J_k(x)). \]  \hspace{1cm} (4.2)

It can be seen easily that for \( t \leq -\sqrt{2} \) the both suprema in (4.2) equal \( \phi(t) - J_k(t) \). On the other hand, if \( t > -\sqrt{2} \), these suprema equal \( \phi(\sqrt{2}) \). Hence, using the definitions of \( \phi, t, J_k, E_\infty \), and the scaling relation (A.5),

\[ (4.1) = \begin{cases} \frac{1}{2} \log(p-1) - \frac{p-2}{2p}, & \text{if } u > -E_\infty, \\ \frac{1}{2} \log(p-1) - \frac{(p-2)u^2}{4(p-1)} - (k+1)I_1(-u; E_\infty/2), & \text{if } u \leq -E_\infty. \end{cases} \]  \hspace{1cm} (4.3)

Using Remark 4.1, this completes the proof of Theorem 2.5.

Remark 4.1. The proof of Theorem 2.5 clearly extends to a Borel set \( B \). In fact, one just need to apply Varadhan’s Lemma and find the supremum of \( \phi(x) - J_k(x) \) on a appropriate domain.

4.2. Proof of Theorem 2.8. Let \( t \) and \( \phi \) as in the previous proof. By Theorem 2.2 we have to study

\[ \lim_{N \to \infty} \frac{1}{N} \log 2N \sqrt{\frac{2}{p}} (p-1) \frac{N}{2} \mathbb{E} \int_{-\infty}^{t} e^{N\phi(x)} L_N(dx). \]  \hspace{1cm} (4.4)

where \( L_N \) is the empirical spectral measure of the GOE matrix (see below (2.6)). The constant in front the integral gives the term \( \frac{1}{2} \log(p-1) \) of \( \Theta_p(u) \). We need to evaluate the contribution of the integral. For \( t \leq -\sqrt{2} \), using \( 1_{\lambda_0 \leq t} \geq 1_{\lambda_i \leq t} \) for all \( i \), we write

\[ \frac{1}{N} \mathbb{E} \left[ e^{N\phi(\lambda_0)}1_{\lambda_0 \leq t} \right] \leq \mathbb{E} \int_{-\infty}^{t} e^{N\phi(x)} L_N(dx) \leq \mathbb{E} \left[ e^{N\phi(t)}1_{\lambda_0 \leq t} \right]. \]  \hspace{1cm} (4.5)

Taking the logarithm and dividing by \( N \), the both sides of this inequality converge to \( \phi(t) - I_1(-t; 2^{-1/2}) \), by the same argument as in the previous proof. Using the values of \( t \) and \( \phi \), this proves the theorem for \( u \leq -E_\infty \).
For $t \in (-\sqrt{2}, 0]$, we cannot use the smallest eigenvalue $\lambda_0$ in the lower bound. Therefore we write, for $\varepsilon > 0$,

$$
\frac{1}{N} \mathbb{E}[e^{N\phi(t-\varepsilon)}1_{L_N((t-\varepsilon,t))>0}] \leq \mathbb{E} \int_{-\infty}^{t} e^{N\phi(x)} L_N(dx) \leq \mathbb{E}[e^{N\phi(t)}1_{\lambda_0 \leq t}].
$$

(4.6)

By the LDP for $\lambda_0$, $\mathbb{P}[\lambda_0 \geq t] \to 1$ as $N \to \infty$. Similarly, by the convergence of $L_N$ to the semi-circle distribution, we have $\mathbb{P}[L_N((t-\varepsilon,t)) > 0] \to 1$ as $N \to \infty$. Therefore, after taking the logarithm and dividing by $N$, we find

$$
\phi(t-\varepsilon) \leq \lim_{N \to \infty} \frac{1}{N} \log \mathbb{E} \int_{-\infty}^{t} e^{N\phi(x)} L_N(dx) \leq \phi(t).
$$

(4.7)

Since $\phi$ is continuous, the claim of the theorem follows for $t \in (-\sqrt{2}, 0]$, or equivalently for $u \in (-E_\infty, 0]$. The proof in the case $u > 0$ is analogous and we left it to the reader.

5. The Geometry of the Bottom of the Energy Landscape

In this section, we use our complexity estimates to obtain information about the bottom of the energy landscape. We first prove Theorems 2.14 and 2.15. We then prove Theorem 2.12 that is we show that the normalized energy of the ground state

$$
GS^N = N^{-1} \inf \{ H_{N,p}(\sigma) : \sigma \in S^{N-1}(\sqrt{N}) \}
$$

(5.1)

converges to $-E_0(p)$ in probability.

5.1. Proof of Theorem 2.14. We want to show that there are no critical points of a finite index of the Hamiltonian above the level $N(-E_\infty + \varepsilon)$. Let $k$ and $\varepsilon$ be as in the statement of the theorem. Then, by Markov’s inequality and Theorem 2.1

$$
\mathbb{P} \left[ \text{Crt}_{N,k}((-E_\infty + \varepsilon, \infty)) > 0 \right] \leq \mathbb{E} \left[ \text{Crt}_{N,k}((-E_\infty + \varepsilon, \infty)) \right] 
$$

$$
\leq c(p)(p-1)^{N/2} \mathbb{E} \left[ \exp \left\{ -\frac{N(p-2)(\lambda_k)^2}{2p} \right\} 1\{\lambda_k \geq -\sqrt{2} + \varepsilon'\} \right] 
$$

$$
\leq c(p)(p-1)^{N/2} \mathbb{P} \left[ \lambda_k \geq -\sqrt{2} + \varepsilon' \right].
$$

(5.2)

where $\varepsilon' = \varepsilon \sqrt{2}/E_\infty$. By the LDP for the empirical spectral measure $L_N$ (see Theorem 1.1 of [BG97]), we know that for some $C(\varepsilon') > 0$

$$
\mathbb{P} \left[ \lambda_k \geq -\sqrt{2} + \varepsilon \right] \leq e^{-C\varepsilon N^2}.
$$

(5.3)

Combining this estimate with (5.2) completes the proof of Theorem 2.14.

5.2. Proof of Theorem 2.15. We want to prove that there are no critical values of index $k$ of the Hamiltonian below $-N(E_k + \varepsilon)$. Using Theorem 2.5, we have

$$
\mathbb{E} \left[ \text{Crt}_{N,k}(-E_k - \varepsilon) \right] \leq \exp \left\{ N\Theta_{k,p}(-E_k - \varepsilon) + o(N) \right\}.
$$

(5.4)

The function $\Theta_{k,p}$ is strictly increasing on $(-\infty, -E_\infty)$. The constant $E_k > E_\infty$ is defined by $\Theta_{k,p}(-E_k) = 0$. Therefore, $\Theta_{k,p}(-E_k - \varepsilon) = c(k,p,\varepsilon) < 0$. An application of Markov’s inequality as before completes the proof of Theorem 2.15.

5.3. Proof of Theorem 2.12. Note that, by Theorem 2.13 there are no minima of the Hamiltonian below $-N(E_0(p) + \varepsilon)$, with high probability. This implies that for all $\varepsilon > 0$

$$
\lim_{N \to \infty} \mathbb{P}[GS^N \geq -E_0(p) - \varepsilon] = 1.
$$

(5.5)

To find a matching upper bound on $GS^N$ we use known results about the free energy at positive temperature, more precisely the Parisi formula as proved by Talagrand [Tal06].

Recall that the partition function of the $p$-spin spin glass is given by

$$
Z_{N,p}(\beta) = \int_{S^{N-1}(\sqrt{N})} e^{-\beta H_{N,p}(\sigma)} \Lambda_N(d\sigma),
$$

(5.6)
where $\Lambda_N$ is the normalized surface measure on the sphere $S^{N-1}(\sqrt{N})$. By Theorem 1.1 of [Tal06],

$$
\lim_{N \to \infty} \frac{1}{N} \mathbb{E} \log Z_{N,\beta}(\beta) = F_p(\beta),
$$

(5.7)

where $F_p(\beta)$ is given by the variational principle as in (1.11) of [Tal06]. Furthermore, it is known that in the case of the spherical $p$-spin model, the $F_p(\beta)$ can be computed using the following simpler variational problem (see (1.16) in [PT07]),

$$
F_p(\beta) = \inf_{q,m \in [0,1]} \frac{1}{2} \left\{ \beta^2 (1 + (m-1)q^p) + \left(1 - \frac{1}{m}\right) \log(1-q) + \frac{1}{m} \log \left(1-q(1-m)\right) \right\}.
$$

(5.8)

We now analyze this variational problem. We replace $q = 1 - d\beta^{-1}$ and $m = c\beta^{-1}$ in the last equation, and we denote the function inside the infimum by $P(\beta, c, d)$,

$$
P(\beta, c, d) = \frac{1}{2} \left\{ \beta^2 (1 + (c\beta^{-1} - 1)(1 - d\beta^{-1})^p) + (1 - c^{-1}\beta) \log \left(1 - (1 - d\beta^{-1})\right) + c^{-1}\beta \log \left[1 - (1 - d\beta^{-1})(1 - c\beta^{-1})\right] \right\}.
$$

(5.9)

The following lemma shows that this is the right scaling as $\beta$ tends to infinity.

**Lemma 5.1.** There exist constants $0 < \varepsilon < M < \infty$, such that, for all $\beta$ large enough,

$$
F_p(\beta) = \inf_{c,d \in [0,\beta]} P(\beta, c, d) = \inf_{c,d \in [\varepsilon,M]} P(\beta, c, d).
$$

(5.10)

**Proof.** It follows directly from Lemma 3 in [PT07].

As $\beta \to \infty$, the function $\beta^{-1}P(\beta, c, d)$ converges uniformly on the compact set $c, d \in [\varepsilon, M]$. Therefore the last lemma implies that

$$
\lim_{\beta \to \infty} \beta^{-1}F_p(\beta) = \inf_{c,d \in [\varepsilon,M]} \frac{1}{2} \left\{ c + pd + \frac{1}{c} \left( \log(c+d) - \log(d) \right) \right\} =: \inf_{c,d \in [\varepsilon,M]} P(c, d).
$$

(5.11)

**Lemma 5.2.** We have that

$$
\gamma \equiv \inf_{c,d \in [\varepsilon,M]} P(c, d) = E_0(p).
$$

(5.12)

**Proof.** The constant $E_0(p)$ is the unique solution of the equation $\Theta_{0,p}(-x) = 0$ (see [2.16], [2.22]). Therefore, to prove the lemma it suffices to show

$$
\Theta_{0,p}(-\gamma) = 0.
$$

(5.13)

A critical point of $P(c, d)$ satisfies

$$
p^{-1} = d(c + d)
$$

(5.14)

$$
c^2(c + d) + c = (c + d)(\log(c + d) - \log(d)).
$$

(5.15)

Writing $y = c + d$, it follows from (5.14) that $d = (py)^{-1}, c = y - d = (py^2 - 1)/py$. From (5.14) and $d \geq \varepsilon$, we further obtain $d = \frac{1}{2}(-c + \sqrt{c^2 + 4p^{-1}})$. Therefore $c, d \geq \varepsilon$ implies

$$
y = c + d > p^{-1/2}.
$$

(5.16)

Inserting these computations into (5.15), we obtain that $y$ is a solution of

$$
\left( \frac{py^2 - 1}{py} \right)^2 y + \frac{py^2 - 1}{py} = y \log(py^2), \quad y > p^{-1/2}.
$$

(5.17)

Setting $a = py^2$, this is equivalent to

$$
g_p(a) := (a - 1)^2 + p(a - 1) - pa \log a = 0, \quad a > 1.
$$

(5.18)
The function $g$ satisfies $g_p(1) = g'_p(1) = 0$, $g''_p(1) < 0$ and $g''$ is increasing on $[1, \infty)$. Therefore, $g_p$ has a unique minimum $a_0$ on $[1, \infty)$ and is strictly increasing on $[a_0, \infty)$. Moreover, since $g_p(p - 1) < 0$, the equation \( (5.17) \) has a unique solution satisfying

$$a = py^2 > p - 1 \quad \text{and thus} \quad y \geq \sqrt{(p - 1)/p}. \quad (5.19)$$

Using the definition of $\gamma$ and \( (5.17) \)

$$\gamma = \frac{1}{2} \left( \frac{py^2 - 1}{py} + \frac{1}{y} + \frac{py}{py^2 - 1} \log(py^2) \right) = y + \frac{p - 1}{yp}. \quad (5.20)$$

To compute $\Theta_{0,p}(-\gamma)$ observe that, by \( (5.20) \), $\gamma^2 - E_{\infty}^2 = \left(y - \frac{p - 1}{py}\right)^2$. Hence, \( (5.19) \) implies

$$\gamma + \sqrt{\gamma^2 - E_{\infty}^2} = 2y. \quad (5.21)$$

Inserting these results into definition \( (2.16) \) of $\Theta_{0,p}$ and using equation \( (5.17) \) yields after a little algebra that $\Theta_{0,p}(-\gamma) = 0$. This completes the proof of Lemma 5.2 \( \square \)

We can now prove the upper bound on $GS^N$. Note that

$$\frac{1}{\beta N} E \log Z_N = \frac{1}{\beta N} E \log \int_{S^N(\sqrt{N})} e^{-\beta H_{N,p}(\sigma)} \Lambda_N(d\sigma) \leq -E_{GS}^N. \quad (5.22)$$

Taking the limits $N \to \infty$ and then $\beta \to \infty$, using \( (5.11) \) and Lemma 5.2, we obtain

$$E_{GS}^N \leq -E_0(p) + \varepsilon \quad \text{for } N \text{ large enough.} \quad (5.23)$$

By Borell-TIS inequality (see Theorem 2.7 in [AW09]),

$$\mathbb{P} \left[ |GS^N + E_{GS}^N| > \varepsilon \right] \leq e^{-Ne^2}. \quad (5.24)$$

Combining \( (5.23) \) and \( (5.24) \), we get that for all $\varepsilon > 0$, for $N$ large enough,

$$\mathbb{P} \left[ GS^N \leq -E_0(p) + 2\varepsilon \right] \geq 1 - \varepsilon. \quad (5.25)$$

This combined with the lower bound \( (5.5) \) completes the proof of Theorem 2.12

6. The Thouless-Anderson-Palmer complexity

In this section, we study the mean number of solutions of the Thouless-Anderson-Palmer (TAP) equation \( (6.4) \), called the TAP complexity. Using the previous results of this paper, we give, in Theorem 6.1, a formula for the TAP complexity at any finite temperature. In physics literature [CS95], the TAP complexity was predicted and used to derive a formula for the complexity of the spherical $p$-spin model. In Lemma 6.3, we show that the formula of [CS95] agrees with our Theorem 2.5. For further physics interpretation of the TAP solutions, such as connections to metastable states, the reader is invited to check [KPV93, CS95] and the references therein.

Let $B(0, \sqrt{N}) \subset \mathbb{R}^N$ be the open ball of radius $\sqrt{N}$ centered at 0. We define the TAP functional as Kurchan, Parisi and Virasoro in [KPV93]. For $m = (m_1, \ldots, m_N)$ in $B(0, \sqrt{N})$ and $q = \frac{1}{N} \sum_i m_i^2 \in [0, 1)$, let

$$F_{\text{TAP}}(m) = \frac{1}{2^{1/2}N^{(p+1)/2}} \sum_{i_1, \ldots, i_p=1}^N J_{i_1 \cdots i_p} m_{i_1} \cdots m_{i_p} + B_{p,\beta}(q), \quad (6.1)$$

where, as usual, $J_{i_1 \cdots i_p}$ are independent standard normal random variables and

$$B(q) = B_{p,\beta}(q) = -\frac{1}{2\beta} \log(1 - q) - \frac{\beta}{4} (1 + (p - 1)q^p - pq^{p-1}). \quad (6.2)$$

Notice that the TAP functional $F_{\text{TAP}}$ can be written in spherical coordinates: Defining $\sigma = q^{-1/2} m \in S^{N-1}(\sqrt{N})$ and $h_{N,p}(\sigma) = N^{-1} H_{N,p}(\sigma)$,

$$F_{\text{TAP}}(m) = f_{\text{TAP}}(q, \sigma) = 2^{-1/2} q^{p/2} h_{N,p}(\sigma) + B_{p,\beta}(q). \quad (6.3)$$
The TAP equations are equations for critical points of the TAP functional,
\[ \frac{\partial}{\partial \sigma_i} F_{\text{TAP}}(\mathbf{m}) = 0. \] (6.4)
Since \( q = 0 \) is not a critical point of \( F_{\text{TAP}} \), the equations (6.4) are equivalent with
\[ \frac{\partial}{\partial \sigma_i} f_{\text{TAP}}(q, \sigma) = 0 \iff \frac{\partial}{\partial \sigma_i} H_{N,p} (\sigma) = 0, \] (6.5)
\[ \frac{\partial}{\partial q} f_{\text{TAP}}(q, \sigma) = 2^{-3/2}pq^{p/2-1}h_{N,p}(\sigma) + B'(q) = 0. \] (6.6)
Therefore, a solution of the TAP equation (6.4) must be a critical point of the Hamiltonian \( H_{N,p} \) such that \( q \) satisfies (6.6). A critical point \((q, \sigma) \) of the TAP functional of index \( k \) is thus either a critical point of \( H_{N,p} \) of index \( k \) satisfying (6.6) and \( \frac{\partial^2}{\partial q^2} f_{\text{TAP}}(q, \sigma) > 0 \), or a critical point of \( H_{N,p} \) of index \( k - 1 \) satisfying (6.6) and \( \frac{\partial^2}{\partial q^2} f_{\text{TAP}}(q, \sigma) < 0 \).

Let \( N_k(u, \beta) \) represent the number of critical points of index \( k \) of the TAP functional with normalized energy \( h_{N,p} \) smaller than \( u \) at temperature \( \beta^{-1} \),
\[ N_k(u, \beta) = \sum_{(q, \sigma) : \nabla f_{\text{TAP}}(q, \sigma) = 0} 1\{h_{N,p}(\sigma) \in (-\infty, u], i(\nabla^2 f_{\text{TAP}}(q, \sigma)) = 0\}. \] (6.7)
For each \( u \in (-\infty, -E_{\infty}] \), \( p \geq 3 \), and \( \beta > 0 \), we further define
\[ \beta(u) = \frac{p}{2^{3/2}(p-1)} \left( \frac{p}{p-2} \right)^{\frac{p}{2}} (u - \sqrt{u^2 - E_{\infty}^2}) \] (6.8)
\[ u^*(\beta) = \sup \{ v \in (-\infty, -E_{\infty}] : \beta(v) < \beta \}. \] (6.9)
Observe that \( \beta(\cdot) \) is an increasing function with \( \lim_{u \to -\infty} \beta(u) = 0 \).

**Theorem 6.1.** For all \( \beta > 0 \) and \( p \geq 3 \),
(a) If \( u \leq -E_{\infty} \), \( k = 0 \)
\[ \lim_{N \to \infty} \frac{1}{N} \log \mathbb{E} N_0(u, \beta) = \Theta_{0,p}(u^*(\beta) \land u). \] (6.10)
(b) If \( u \leq -E_{\infty} \), \( k > 0 \)
\[ \lim_{N \to \infty} \frac{1}{N} \log \mathbb{E} N_k(u, \beta) = \Theta_{k-1,p}(u^*(\beta) \land u). \] (6.11)
(c) If \( \beta < \beta(-E_{k-1 \lor 0}(p)) \) or if \( u < -E_{k-1 \lor 0}(p) \), then \( N_k(u, \beta) \) tends to zero in probability as \( N \to \infty \).

**Proof.** We start by proving parts (a) and (b). Computing \( B'(q) \) and multiplying the both sides of (6.6) by \( 2^{3/2}\beta(1-q)/p \), (6.6) is equivalent to
\[ 2^{-1/2}(p-1)\beta^2((1-q)q^{p/2-1})^2 + h_{N,p}(\sigma)\beta(1-q)q^{p/2-1} + \frac{2^{1/2}}{p} = 0. \] (6.12)
Setting
\[ z = z(q) = (1-q)q^{p/2-1} \] (6.13)
we obtain
\[ \beta z = \frac{1}{2^{1/2}(p-1)} \left( -h_{N,p}(\sigma) \pm \sqrt{h_{N,p}(\sigma)^2 - E_{\infty}^2} \right). \] (6.14)
Thus, a solution \((\sigma, q)\) to the TAP equation (6.4) is a critical point \( \sigma \) of the Hamiltonian that satisfies (6.13) and (6.14).

The next lemma counts the number of solutions of equation (6.13).

**Lemma 6.2.** The function \( f(q) = (1-q)q^{p/2-1} - \lambda \), has exactly two, one or no zeros in \( q \in [0,1] \) if \( 0 < \lambda < \frac{2}{p}(\frac{p}{p-2})^{\frac{p}{p-2}} \), \( \lambda = \frac{2}{p}(\frac{p}{p-2})^{\frac{p}{p-2}} \) and \( \lambda > \frac{2}{p}(\frac{p-2}{p})^{\frac{p-2}{2}} \), respectively.
Proof. If \( \lambda = 0 \), then clearly 0 and 1 are the only zeros. Since \( f'(q) = qp^{2-2}(p - pq - 2)/2 \), there is a unique critical point of \( f \) in \((0, 1)\), a maxima at \( q = \frac{p - 2}{p} \). Now, varying \( \lambda \) gives us the result of the lemma. \( \square \)

Applying the lemma to equations (6.13), (6.14), we see that in order to \((\sigma, q)\) be a critical point, \( h_{N,p}(\sigma) \) must satisfy (ignoring the equalities which have zero probability)

\[
0 < \frac{1}{2^{1/2}(p-1)} \left( -h_{N,p}(\sigma) \pm \sqrt{h_{N,p}(\sigma) - E_{\infty}^2} \right) < \frac{2}{p} \left( \frac{p - 2}{p} \right)^{p-2},
\]  

(6.15)

which is equivalent to (cf. (6.8), (6.9))

\[
h_{N,p}(\sigma) < u^*(\beta). \tag{6.16}
\]

Furthermore, if (6.16) is satisfied, the equations (6.13), (6.14) have two solutions \( q_1, q_2 \) such that \( 0 < q_1 < (p - 2)/p < q_2 < 1 \).

At a critical point, using (6.12) to compute \( h_{N,p} \), and (6.13) to simplify the terms containing \( q^p \),

\[
\frac{\partial^2}{\partial q^2} f_{\text{TAP}}(q, \sigma) = \frac{p}{2} \left( \frac{p}{2} - 1 \right) q^{p-2} - h_{N,p}(\sigma) + \frac{1}{2} \frac{p-1}{(q - p + 2)} \frac{\beta q^{p-3}p(p-1)}{4} (\beta q^{p-3}p(p-1)) \tag{6.17}
\]

Since, \( z(q_1) = z(q_2) \), the above expression is positive for one of \( q_1, q_2 \) and negative for the remaining one. Hence, every critical point \( \sigma \) of index \( k \) of the Hamiltonian with \( h_{N,p}(\sigma) \) as in (6.16) contributes one critical point of \( f_{\text{TAP}} \) with index \( k \) and one of index \( k + 1 \). Therefore, for every \( k \geq 0, \beta > 0 \) and \( u < -E_{\infty}, \mathbb{P}\)-a.s.,

\[
\frac{N_k(u, \beta)}{\text{Crt}_{N,k-1}(u \wedge u^*(\beta)) + \text{Crt}_k(u \wedge u^*(\beta))} \in [1, 2], \tag{6.18}
\]

where we defined \( \text{Crt}_{N-1}(-\infty, c) = 0 \). Claims (a) and (b) then follows directly from Theorem 2.5, using the observation \( \Theta_{k,p}(u) \geq \Theta_{k+1,p}(u) \) for all \( k \geq 0 \) and \( u \leq -E_{\infty} \).

Claim (c) of the theorem then follows from (a), (b) using the Markov inequality. \( \square \)

6.1. Complexity of the minima: derivation of formula (11) of [CS95]. In this short section, we verify that the results obtained in Theorem 2.5 for minima, resp. maxima, agree with the formula proposed by A. Crisanti and H.-J. Sommers in [CS95].

Lemma 6.3. Let \( z = \frac{1}{p-1} (-u - \sqrt{u^2 - \frac{2(p-1)}{p}}) \) and \( u \leq -\sqrt{\frac{2(p-1)}{p}} \), then

\[
\Theta_{0,p}(\sqrt{2}u) = \frac{1}{2} \left( \frac{2 - p}{p} - \log \left( \frac{p - 1}{2} - z^2 - \frac{2}{p^2 z^2} \right) \right). \tag{6.19}
\]

Proof. First, note that for \( u = -\sqrt{\frac{2(p-1)}{p}} \), we have that, by (2.16),

\[
\Theta_{0,p}(\sqrt{2}u) = \frac{1}{2} \log(p - 1) - \frac{p - 2}{p}, \tag{6.20}
\]

which agrees with the left-hand side of (6.19), taking \( z = -\sqrt{\frac{2}{p(p-1)}} \).

Second, the derivative with respect to \( u \) of the left-hand side of (6.19) is given by

\[
\Theta'_{0,p}(\sqrt{2}u) = (p - 1)^{-1} \left( \left( 2 - p \right) u + \sqrt{p(pu^2 - 2p + 2)} \right). \tag{6.21}
\]
On the other hand, the derivative of the right-hand side of (6.19) equals

\[
\frac{1}{2} \left( (4(p-1)^2(-1 - u/\sqrt{u^2 - (2(p-1))/p})/(p^2(-u - \sqrt{u^2 - (2(p-1))/p}))^2 \\
- (2(-1 - u/\sqrt{u^2 - (2(p-1))/p})/(u - \sqrt{u^2 - (2(p-1))/p}) \\
+ ((-1 - u/\sqrt{u^2 - (2(p-1))/p})(-u - \sqrt{u^2 - (2(p-1))/p}))/(-1)
\right).
\]

(6.22)

After a lengthy, but straightforward, simplification, the last expression coincides with \(\Theta_{0,p}^{i}(\sqrt{2}u)\). This completes the proof. \(\Box\)

7. Sharper estimates of the mean number of critical points

In this section we prove the sharp asymptotic results on the complexity of spherical \(p\)-spin spin glass, that is Theorem 2.17. To this end we analyse the exact formula (2.9) proved in Theorem 2.2. For \(u > -E_{\infty}\), a simple application of Laplace’s method is sufficient. For \(u \leq -E_{\infty}\), more care is needed. We write the one-point correlation function \(\rho_N(x)\) appearing in (2.9) as a function of the Hermite polynomials and to use the asymptotics of these polynomials given by the Plancherel-Rotach formula.

7.1. Sharp asymptotics in the bulk. We start with the case \(u > -E_{\infty}\) that is parts (c), (d) of Theorem 2.17. Setting

\[
C_{N,p} = 2N\sqrt{\frac{2}{p}} (p-1)^{N/2}, \quad v = -u\sqrt{\frac{p}{2(p-1)}}, \quad \phi(x) = \frac{-(p-2)x^2}{2p},
\]

(7.1)

we rewrite the expectation of the global complexity (2.9) as

\[
\mathbb{E} \text{Crt}_N(u) = C_{N,p} \int_{-v}^{v} e^{\frac{\phi(x)}{N}} \rho_N(x) \, dx = C_{N,p} \int_{v}^{\infty} e^{\frac{\phi(x)}{N}} \rho_N(x) \, dx.
\]

(7.2)

For the last equality we used the fact that \(\phi\) and \(\rho_N\) are even functions. The case \(u > -E_{\infty}\) corresponds to \(v < \sqrt{2}\). Since \(\rho_N\) converges uniformly to the density of the semi-circle law \(\rho(x) = \pi^{-1}\sqrt{2-x^2} 1_{|x|<\sqrt{2}}\), by Laplace’s method, the principal contribution to the integral (7.2) comes from the boundary point \(x = v\). Since \(F'(v) = 0\) iff \(v = 0\), we have

\[
\mathbb{E} \text{Crt}_N(0) = \frac{1}{2} C_{N,p} e^{\phi(0)} \rho(0) \sqrt{\frac{2\pi}{N F''(0)}} (1 + o(1)),
\]

(7.3)

\[
\mathbb{E} \text{Crt}_N(u) = C_{N,p} e^{\phi(u)} \rho(u) (NF''(v))^{-1} (1 + o(1)), \quad \text{for } u \in (-E_{\infty}, 0).
\]

For \(u > 0\), \(\mathbb{E} \text{Crt}_N(u) = 2\mathbb{E} \text{Crt}_N(0)(1 + o(1))\), obviously. Inserting back the definitions (7.1) completes the proof of Theorem 2.17(c,d).

7.2. Sharp asymptotics at and beyond the edge. We first rewrite the one-point correlation function \(\rho_N\) using the Hermite functions \(\phi_j, j \in \mathbb{N}\), given by

\[
\phi_j(x) = (2^{j}j!\sqrt{\pi})^{-1/2} \frac{H_j(x)e^{-x^2}}{\sqrt{2}},
\]

(7.4)

where \(H_j, j \in \mathbb{N}\) are Hermite polynomials, \(H_0(x) = 1\) and \(H_j(x) = e^{x^2}(-\frac{d}{dx})^j e^{-x^2}\). The Hermite functions are orthonormal functions in \(\mathbb{R}\) with respect to Lebesgue measure. From [Meh91], pp. 128 and 135, it follows that

\[
\rho_N(x) = N^{-1/2} (S_N(x) + \alpha_N(x)),
\]

(7.5)
where
\[
S_N(x) = \sum_{i=0}^{N-1} \phi_i^2(\sqrt{N}x) + \left(\frac{N}{2}\right)^{1/2} \phi_{N-1}(\sqrt{N}x) \int_{-\infty}^{\infty} \varepsilon(\sqrt{N}x - t) \phi_N(t) \, dt,
\]
(7.6)
\[
\varepsilon(x) = \text{sign}(x)/2,
\]
(7.7)
\[
\alpha_N(x) = \begin{cases} \phi_{2m}(\sqrt{N}x) \left\{ \int_{-\infty}^{\infty} \phi_{2m}(t) \, dt \right\}^{-1}, & \text{if } N = 2m + 1, \\ 0, & \text{if } N \text{ is even}. \end{cases}
\]
(7.8)

The factor $N^{-1/2}$ in (7.5) comes from a change of variables and the fact that the one-point correlation function $K_1$ in [Meh91] is not normalized to be a probability density.

Using the Christoffel-Darboux formula [Meh91], p. 420, the first term of (7.6) satisfies
\[
\sum_{i=0}^{N-1} \phi_i^2(\sqrt{N}x) = N\phi_N^2(\sqrt{N}x) - \sqrt{N(N+1)}\phi_{N-1}(\sqrt{N}x)\phi_{N+1}(\sqrt{N}x),
\]
(7.9)
so that $\rho_N(x)$ depends on $\phi_{N-1}$, $\phi_N$ and $\phi_{N+1}$ only. We now state the Plancherel-Rotach asymptotics of the Hermite functions in domains of our interest as a lemma since it will be our main tool from now on. We use $\psi$, $\Psi$ and $h$ to denote the functions
\[
\psi(x) = |x^2 - 2|^{1/2}, \quad I_1(v, \frac{1}{\sqrt{2}})(x) = \int_{\sqrt{2}}^{x} \psi(y) \, dy,
\]
(7.10)
\[
h(x) = \left| \frac{x - \sqrt{2}}{x + \sqrt{2}} \right|^{1/4} + \left| \frac{x + \sqrt{2}}{x - \sqrt{2}} \right|^{1/4}.
\]

**Lemma 7.1.** There exists a $\delta_0 > 0$, such that for all $0 < \delta < \delta_0$ the following holds uniformly for $x$ in the given domains.

(a) For $\sqrt{2} - \delta < x < \sqrt{2} + \delta$,
\[
\phi_N(\sqrt{N}x) = \frac{1}{(2N)^{1/4}} \left\{ \frac{x + \sqrt{2}}{x - \sqrt{2}} \right|^{1/4} |f_N(x)|^{1/4} \text{Ai}(f_N(x))(1 + O(N^{-1}))
\]
(7.11)
\[
- \frac{1}{|f_N(x)|^{1/4}} \frac{1}{(x + \sqrt{2})^{1/4}} \text{Ai}'(f_N(x))(1 + O(N^{-1})) \right\},
\]
where $f_N(x) = N^{2/3}\left\{ \frac{1}{2} I_1(v, \frac{1}{\sqrt{2}})(x) \right\}^{2/3}$, and $\text{Ai}(x)$ is the Airy function of first kind, $\text{Ai}(x) = \frac{2}{\pi} \int_{\infty}^{\infty} \cos \left( \frac{x^3}{3} + tx \right) \, dt$.

(b) For $x > \sqrt{2} + \delta$,
\[
\phi_N(\sqrt{N}x) = \frac{e^{-NI_1(v, \frac{1}{\sqrt{2}})(x)}h(x)}{\sqrt{4\pi\sqrt{2N}}} (1 + O(N^{-1})).
\]
(7.12)

**Proof.** The lemma follows from [DKM+99, DG07]. Formulas closest to our formulation can be found in [DG07], pp. 20–22. Under their notation, our case has $c_N = \sqrt{2N}$, $h_N(x) = 4$ and $m = 1$. For definitions of $f$ see (2.15), (2.16) of [DKM+99]. For the original Plancherel-Rotach asymptotics for the Hermite polynomials, the reader can also check [PR29] or [Sze81].

For the rest of this section, we suppose that $\delta$ is small enough so that Lemma 7.1 holds. We write $a_N \sim b_N$ if $a_N = b_N(1 + o(1))$ as $N \to \infty$. For sequences $a_N(\delta)$, $b_N(\delta)$ which depend on $\delta$, we write $a_N \lesssim b_N$ if $\lim_{\delta \to 0} \lim_{N \to \infty} a_N(\delta)/b_N(\delta) = 1$. Finally, if $a_N \leq C(\delta)b_N$ for some $C(\delta) < \infty$, we write $a_N = O_\delta(b_N)$.

We first analyse the integrals appearing in (7.6) and (7.8). We define
\[
J_N(x) := \int_{-\infty}^{\infty} \varepsilon(\sqrt{N}x - t) \phi_N(t) \, dt = N^{1/2} \int_{-\infty}^{\infty} \varepsilon(x - s) \phi_N(s\sqrt{N}) \, ds.
\]
(7.13)
Lemma 7.2. (a) As \( N \to \infty \)
\[
\int_{-\infty}^{\infty} \phi_N(x) \, dx = 2 \int_{0}^{\infty} \phi_N(x) \, dx \sim 2(2N)^{-1/4}.
\] \hspace{1cm} (7.14)

(b) If \( x > \sqrt{2} \) and \( N \to \infty \) over odd integers, then \( J_N(x) = O(N^c e^{-NI_1(v, \frac{1}{\sqrt{2}})}(x)) \).

(c) If \( x > \sqrt{2} \) and \( N \to \infty \) over even integers, then \( J_N(x) \sim (2N)^{-1/4} \).

(d) Let \( a_N \geq 0 \) be such that \( \lim_{N \to \infty} a_N N^{2/3} = 0 \). Then
\[
J_N(\sqrt{2} + a_N) \sim \begin{cases} 
\frac{2}{3} (2N)^{-1/4}, & \text{as } N \to \infty \text{ over even integers}, \\
-\frac{1}{3} (2N)^{-1/4}, & \text{as } N \to \infty \text{ over odd integers}.
\end{cases}
\] \hspace{1cm} (7.15)

Proof. Claim (a) can be derived directly from Proposition 4.3 of [DG07].

The Hermite functions are even (odd) for \( N \) even (odd). Therefore,
\[
J_N(x) = \begin{cases} 
N^{1/2} \text{sign } x \int_{0}^{x} \phi_N(s \sqrt{N}) \, ds, & \text{even,} \\
-N^{1/2} \text{sign } x \int_{x}^{\infty} \phi_N(s \sqrt{N}) \, ds, & \text{odd.}
\end{cases}
\] \hspace{1cm} (7.16)

From Lemma 7.1(b) it follows that for \( x > \sqrt{2} \) and some \( c, C < \infty \)
\[
\int_{x}^{\infty} \phi_N(s \sqrt{N}) \, ds \leq C N^c \int_{x}^{\infty} e^{-NI_1(v, \frac{1}{\sqrt{2}})}(s) \, ds = O(N^c e^{-NI_1(v, \frac{1}{\sqrt{2}})}(x)).
\] \hspace{1cm} (7.17)

To prove the last equality we used the fact that \( I_1(v, \frac{1}{\sqrt{2}}) \) is strictly increasing on \((\sqrt{2}, \infty)\) and Laplace’s method. Claims (b), (c) are then direct consequences of (7.17) and claim (a).

In view of claim (a), (7.16) and (7.17), to prove (d) it suffices to show
\[
\int_{\sqrt{2} + a_N}^{\sqrt{2} + \delta} \phi_N(s \sqrt{N}) \, ds \sim \frac{1}{3} 2^{-1/4} N^{-3/4}.
\] \hspace{1cm} (7.18)

To this end we use Lemma 7.1(a). We first linearise the function \( f_N \) appearing there. It can be proved easily from its definition that for all \( N \geq 1 \), uniformly over \( x \in (\sqrt{2} - \delta, \sqrt{2} + \delta) \)
\[
f_N(x) \sim 2^{1/2} N^{2/3} (x - \sqrt{2}),
\] \hspace{1cm} (7.19)

Therefore, after substitution \( f_N(x) = z \) we obtain using Lemma 7.1(a),
\[
\int_{\sqrt{2} + a_N}^{\sqrt{2} + \delta} \phi_N(s \sqrt{N}) \, ds \sim \frac{1}{2} 2^{1/4} \int_{f_N(\sqrt{2} + a_N)}^{f_N(\sqrt{2} + \delta)} \left[ |2^{3/2}|^{1/4} (N^{2/3} z^{1/2})^{1/4} \right] \left[ 2^{3/2} - |2^{3/2}|^{1/4} (N^{2/3} z^{1/2})^{-1/4} \right] \, dz.
\] \hspace{1cm} (7.20)

The limits of the integral converge to 0 and \( \infty \) respectively. Using the well-known identity
\[
\int_{0}^{\infty} \text{Ai}(z) \, dz = \frac{1}{3},
\] the claim (7.18) follows. This completes the proof of the lemma.

We can now compute \( \mathbb{E} \text{Crt}_N(u) \) for \( u \leq -E_\infty \). By (7.2), (7.5), (7.9),
\[
\mathbb{E} \text{Crt}_N(u) = C_{N, \nu} N^{-1/2} \sum_{i=1}^{4} \int_{0}^{\infty} e^{N \phi(x)} \, dx =: C_{N, \nu} N^{-1/2} \sum_{i=1}^{4} \phi_i(v),
\] \hspace{1cm} (7.21)

where
\[
T_{1}(x) = \alpha_N(x),
\] \hspace{1cm} (7.22)
\[
T_{2}(x) = N \phi_N^2(\sqrt{N}x),
\] \hspace{1cm} (7.23)
\[
T_{3}(x) = -\sqrt{N(N+1)} \phi_{N-1}(\sqrt{N}x) \phi_{N+1}(\sqrt{N}x),
\] \hspace{1cm} (7.24)
\[
T_{4}(x) = \left( \frac{N}{2} \right)^{1/2} \phi_{N-1}(\sqrt{N}x) J_N(x).
\] \hspace{1cm} (7.25)
**Proof of Theorem 2.17(a).** We first estimate the four integrals $I_1(v), \ldots, I_4(v)$ for $v > \sqrt{2}$.

**Lemma 7.3.** For $N$ even $I_1(v) = 0$. When $N \to \infty$ over odd integers, then

$$I_1(v) \sim \frac{h(v)}{4\pi^{1/2}N} e^{I_1(v, \frac{1}{\sqrt{2}})(v) - \frac{v}{2}} e^{-N(F(v) + I_1(v, \frac{1}{\sqrt{2}})(v))}.$$  

(7.26)

**Proof.** The first claim follows directly from the definition (7.8) of $\alpha_N$. To prove the second claim we fix $\delta < v - \sqrt{2}$ and use Lemmas 7.1(b), 7.2(a). Then,

$$I_1(v) \sim \frac{(2N)^{1/4}}{2} \int_v^\infty h(x+) e^{N\phi(x) - (N-1)I_1(v, \frac{1}{\sqrt{2}})(x+)} \frac{dx}{(4\pi)^{1/2}(2(N-1))^{1/4}},$$  

(7.27)

where $x_+ = x\sqrt{N/(N-1)} \sim x(1 + 1/(2N))$. Expanding $I_1(v, \frac{1}{\sqrt{2}})(x) \sim I_1(v, \frac{1}{\sqrt{2}})(x) + xI_1(v, \frac{1}{\sqrt{2}})'(x)/(2N)$, we obtain the lemma by Laplace’s method. □

The integrals $I_2(v), I_3(v)$ are negligible for $v > \sqrt{2}$:

**Lemma 7.4.** There exists a $c < \infty$ such that $I_i(v) = O(N^c e^{-N(-\phi(v) + 2I_1(v, \frac{1}{\sqrt{2}})(v))})$ for $i = 2, 3$.

**Proof.** Observe that $T_2, T_3$ contain a product of two Hermite functions. By Lemma 7.1(b), these behave like $O(N^c e^{-NI_1(v, \frac{1}{\sqrt{2}})(x)})$ for $x > \sqrt{2}$, which implies the claim. □

**Lemma 7.5.**

(a) If $N \to \infty$ over odd integers, then

$$I_4(v) = O(N^c e^{-N(-\phi(v) + 2I_1(v, \frac{1}{\sqrt{2}})(v))})$$  

for some $c < \infty$.

(b) If $N \to \infty$ over even integers, then $I_4(v)$ behaves like the right-hand side of (7.26).

**Proof.** Claim (a) follows from Lemma 7.2(b) and the same reasoning as in the previous proof. For claim (b), we find using Lemma 7.2(c) and Lemma 7.1(b) that $I_4$ is asymptotically equivalent to the right-hand side of (7.27) and the claim follows. □

Theorem 2.17(a) follows directly from the previous three lemmas and definitions (7.1), (7.10). Observe that the dominant contribution comes from $I_1$ for $N$ odd and from $I_4$ for $N$ even.

**Proof of Theorem 2.17(b).** We need now compute $I_1(v), \ldots, I_4(v)$ for $v = \sqrt{2}$. We split all these integrals into two parts: over $(\sqrt{2}, \sqrt{2} + \delta)$ and over $(\sqrt{2} + \delta, \infty)$. For the second interval we can use Lemmas 7.3, 7.5. We need thus analyse the integrals over the first interval, $I_1(\sqrt{2}) = \int_{\sqrt{2}+\delta} \cdots \int_{\sqrt{2}} T_i(x) dx$, $i = 1, \ldots, 4$.

**Lemma 7.6.** For $N$ even $I_1(\sqrt{2}) = 0$. When $N \to \infty$ over odd integers, then

$$I_1(\sqrt{2}) \sim I_1(\sqrt{2}) \sim \frac{\text{Ai}(0)}{2^{1/2}N^{5/6}F_p'(\sqrt{2})} e^{N\phi(\sqrt{2})}.$$  

(7.28)

**Proof.** Due to Lemma 7.3 it suffices to prove the second $'\sim'$ relation only. By Lemma 7.1(a) and Lemma 7.2(a), setting $x_+ = x\sqrt{(N-1)/N}$,

$$I_1(\sqrt{2}) \sim \frac{1}{2} \int_{\sqrt{2}+\delta} e^{N\phi(x)} \left\{ \begin{array}{ll}
\frac{x_+ + \sqrt{2}}{x_+ - \sqrt{2}} \left[ f_N(x_+)(x_+) \right]^{-1/4} \text{Ai}(f_N(x_+)) + |f_N(x_+)|^{-1/4} \text{Ai}'(f_N(x_+)) \\
\frac{x_+ - \sqrt{2}}{x_+ + \sqrt{2}} \left[ f_N(x_+) \right]^{-1/4} \text{Ai}(f_N(x_+)) + |f_N(x_+)|^{-1/4} \text{Ai}'(f_N(x_+)) \end{array} \right\} dx.$$  

(7.29)
If it were not for the $f_N(x_+)$ in the argument of the Airy function, this integral could be analysed trivially by Laplace’s method, the main contribution coming from neighbourhoods of size $O(N^{-1})$ of $\sqrt{2}$. However, due to (7.19), $f_N(x_+)$ converges to 0 uniformly over such neighbourhoods. Hence, by a simple extension of Laplace’s method, using (7.19) several times,

$$I_1^\delta \sim \frac{Ai(0)}{2^{1/2}N^{5/6}F_p(\sqrt{2})} e^{N\phi(\sqrt{2})}. \tag{7.30}$$

This completes the proof. □

Lemma 7.7. As $N \to \infty$,

$$I_2(\sqrt{2}) = O(N^{-1/6}N\phi(\sqrt{2})) \quad \text{and} \quad I_3(\sqrt{2}) = -I_2(\sqrt{2})(1 + O(N^{-1})). \tag{7.31}$$

Proof. As before, $I_2(\sqrt{2}) \overset{\delta}{\sim} I_2^\delta$. To estimate $I_2^\delta$ we use Lemma 7.1(a) again. The same computation as in the proof of the previous lemma gives

$$I_2^\delta \sim \frac{Au^2(0)\sqrt{2}}{N^{1/6}F_p(\sqrt{2})} e^{N\phi(\sqrt{2})}. \tag{7.32}$$

To prove the second claim, it suffices to observe that on $(\sqrt{2}, \sqrt{2}+\delta)$, by Lemma 7.1(a),

$$\frac{\phi^2_N(x\sqrt{N})}{\phi_{N-1}(x\sqrt{N})\phi_{N+1}(x\sqrt{N})} = 1 + O(N^{-1}). \tag{7.33}$$

□

Lemma 7.8. (a) When $N \to \infty$ over even integers, then

$$I_4(\sqrt{2}) \overset{\delta}{\sim} I_4^\delta \sim \frac{2}{3}G_N(p) \tag{7.34}$$

where $G_N(p)$ denotes the right-hand side of (7.28).

(b) When $N \to \infty$ over odd integers, then

$$I_4(\sqrt{2}) \overset{\delta}{\sim} I_4^\delta \sim -\frac{1}{3}G_N(p). \tag{7.35}$$

Proof. The lemma follows by the same computations in Lemma 7.6. Again, the dominant contribution comes from neighbourhoods of size $O(N^{-1})$ of $\sqrt{2}$. On such neighbourhoods, using Lemma 7.2(d), the integral $J_N(x)$ appearing in $T_4(x)$ can be approximated by $cN^{-1/4}$, where $c$ depends on $N$ being even or odd. □

Theorem 2.17(b) follows now directly from the previous three lemmas and definitions (7.1), (7.10). Observe that the dominant contribution comes from $I_1$ and $I_4$, since $I_2$ and $I_3$ mutually cancel. Moreover, the combined contributions of $I_1$ and $I_4$ do not depend on $N$ being odd or even. □

Proof of Corollary 2.18. By Theorem 2.5, for all $\varepsilon > 0$,

$$E \text{Crt}_N(u) \geq E \text{Crt}_{N,0}(u) \geq E \text{Crt}_N(u) - NE \text{Crt}_{N,1}(u) \geq E \text{Crt}_N(u) - Ne^{N(\Theta_0,p(u)+\varepsilon)}. \tag{7.36}$$

The corollary then follows from the fact that for $u < -E_\infty$, $\Theta_0,p(u) > \Theta_1,p(u)$. □
Appendix A. Large deviations for the largest eigenvalues of the GOE

In this appendix we extend Theorem 6.2 of [BDG01], proving a LDP for the \( k \)-th largest eigenvalue of the Gaussian Orthogonal Ensemble. This results might be of independent interest. Its proof follows the lines of [BDG01].

Let \( X = X_N \) be a \( N \times N \) real symmetric random matrix whose entries \( X_{ij} \) are independent (up to the symmetry) centered Gaussian random variables with the variance

\[
\mathbb{E} X_{ij}^2 = \sigma^2 N^{-1} (1 + \delta_{ij}), \quad (A.1)
\]

and let \( \lambda_1 \leq \cdots \leq \lambda_N \) be the ordered eigenvalues of \( X \). Note, that in this appendix we use the notation that is more usual in the random matrix theory, that is the eigenvalues are numbered from 1 to \( N \), not from 0 to \( N - 1 \) as in the rest of the paper. We show the following LDP.

**Theorem A.1.** For each fixed \( k \geq 1 \), the \( k \)-th largest eigenvalue \( \lambda_{N-k+1} \) of \( X \) satisfies a LDP with speed \( N \) and a good rate function

\[
I_k(x; \sigma) = k I_1(x; \sigma) = \begin{cases} \int_0^x \sigma^{-1} \sqrt{\frac{z}{2\sigma}} - 1 \, dz, & \text{if } x \geq 2\sigma, \\ \infty, & \text{otherwise}. \end{cases} \quad (A.2)
\]

**Proof.** We first recall some know fact about the distribution of \( \lambda_i \)'s and introduce some notation. The joint law of \( \lambda_i \), \( 1 \leq i \leq N \), is given by

\[
Q_N(d\lambda_1, \ldots, d\lambda_N) = Z_N^{-1} \prod_{1 \leq i < j \leq N} |\lambda_i - \lambda_j| \prod_{i=1}^N \exp \left( - \frac{N}{4\sigma^2} \lambda_i^2 \right) d\lambda_i 1_{\lambda_i \leq \cdots \leq \lambda_N}. \quad (A.3)
\]

The distribution of unordered eigenvalues \( \tilde{Q}_N \) is given by the same formula without the final indicator function and with \( Z_N^{-1}(\sigma) \) replaced by \( Z_N(\sigma) = N! Z_N(\sigma) \). By Wigner’s theorem, the spectral measure \( L_N = N^{-1} \sum_{i=1}^N \delta_{\lambda_i} \) of \( X_N \) converges weakly in probability to the semi-circle distribution

\[
\rho(dx) = (2\pi \sigma^2)^{-1} \sqrt{(2\sigma)^2 - x^2} 1_{|x| \leq 2\sigma} \, dx. \quad (A.4)
\]

For \( A \subset \mathbb{R} \) we denote by \( \mathcal{P}(A) \) the space of all Borel probability measures on \( A \) endowed with the weak topology and a compatible metric \( d \). By Theorem 1.1 of [BG97], the spectral measure \( L_N \) satisfies a LDP on \( \mathcal{P}(\mathbb{R}) \) with the speed \( N^2 \) and a good rate function whose unique minimiser is the semi-circle distribution \( \rho \).

We now start proving Theorem A.1 \( I_k(x; \sigma) \) is obviously good rate function. Since \( I_k(x; \sigma) \) is scale invariant, that is

\[
I_k(x; \sigma) = I_k(x/\sigma; 1), \quad (A.5)
\]
we can assume that \( \sigma = 1 \) as in [BDG01], and omit \( \sigma \) from the notation. Note that this value differs from the value \( \sigma = 2^{-1/2} \) used in the rest of the present paper (cf. (2.6)). In particular, for \( \sigma = 1 \) (cf. (3.17))

\[
\tilde{Z}_N = \tilde{Z}_N(1) = (2\sqrt{2})^N \left( \frac{N}{2} \right)^{-N(N+1)/4} \prod_{i=1}^N \Gamma \left( 1 + \frac{i}{2} \right). \quad (A.6)
\]

To show Theorem A.1 it is sufficient to prove

\[
\limsup_{N \to \infty} \frac{1}{N} \log Q_N(\lambda_{N-k+1} \leq x) = -\infty \quad \text{for all } x < 2, \quad (A.7)
\]
and, since \( I_k(x; 1) \) is continuous and strictly increasing on \([2, \infty)\),

\[
\limsup_{N \to \infty} \frac{1}{N} \log Q_N(\lambda_{N-k+1} \geq x) = -I_k(x; 1) \quad \text{for all } x \geq 2. \quad (A.8)
\]

We first prove (A.7). Suppose that \( \lambda_{N-k+1} \leq x \) for some \( x < 2 \). Then \( L_N([x, 2]) \leq (k-1)N^{-1} \). Since \( \rho((x, 2]) > 0 \), for \( N \) large enough there exists a closed set \( A \subset \mathcal{P}(\mathbb{R}) \)
such that \( \rho \notin A \) and \( \{\lambda_{N-k+1} \leq x\} \subset A \). By the LDP for the spectral measure \( L_N \), \( Q_N(A) \leq e^{-cN^2} \) for some \( c > 0 \), which concludes the proof of (A.7).

We now prove the upper bound for (A.8). By Lemma 6.3 of [BDG01],

\[
\bar{Q}_N \left( \max_{i=1}^{N} |\lambda_i| \geq M \right) \leq e^{-NM^2/9}
\]

for all \( M \) large enough and all \( N \). (A.9)

Writing

\[
Q_N(\lambda_{N-k+1} \geq x) \leq Q_N \left( \max_{i=1}^{N} |\lambda_i| \geq M \right) + Q_N \left( \lambda_{N-k+1} \geq x, \max_{i=1}^{N} |\lambda_i| < M \right),
\]

the upper bound follows easily provided we show that for all \( M > x > 2 \)

\[
\limsup_{N \to \infty} \frac{1}{N} \log Q_N \left( \max_{i=1}^{N} |\lambda_i| \leq M, \lambda_{N-k+1} \geq x \right) \leq -I_k(x;1).
\]

To show (A.11) we introduce some additional notation. Let \( \bar{Q}_{N-k}^N \) be a measure on \( \mathbb{R}^{N-k} \) given by

\[
\bar{Q}_{N-k}^N(\lambda \in \cdot) = \bar{Q}_{N-k}((1-kN^{-1})^{1/2} \lambda \in \cdot).
\]

We set

\[
C_k^N = \left( 1 - \frac{k}{N} \right)^{(N-k)(N-k+1)/4} \frac{Z_{N-k}}{Z_N},
\]

and for \( x \in \mathbb{R} \) and \( \mu \in \mathcal{P}(\mathbb{R}) \) we define

\[
\Phi(z,\mu) = \int_{\mathbb{R}} \log |z-y| \mu(\mathrm{d}y) - \frac{z^2}{4}.
\]

It was shown in [BDG01, p. 50] that \( \Phi(z,\mu) \) is upper semi-continuous on \([-M,M] \times \mathcal{P}([-M,M])\) and continuous on \([x,y] \times \mathcal{P}([-M,M])\) for all \( M, x, y \in \mathbb{R} \) such that \( y > x > M > 2 \).

Using (A.3) and this notation, we can write

\[
Q_N \left( \max_{i=1}^{N} |\lambda_i| \leq M, \lambda_{N-k+1} \geq x \right)
\]

\[
= Z_N^{-1} \int_{[x,M]^k} \prod_{i=N-k+1}^{N} e^{-N\lambda_i^2/4} \, d\lambda_i \int_{[-M,M]^{N-k}} \prod_{i=1}^{N-k} e^{-N\lambda_i^2/4} \, d\lambda_i
\]

\[
\times \prod_{1 \leq i < j \leq N} |\lambda_i - \lambda_j| \mathbb{1}_{\lambda_1 \leq \ldots \leq \lambda_N}
\]

\[
\leq C_k^N \frac{N!}{(N-k)!} \int_{[x,M]^k} \prod_{N-k < i < j \leq N} |\lambda_i - \lambda_j| \, d\lambda_{N-k+1} \ldots d\lambda_N
\]

\[
\times \int_{[-M,M]^{N-k}} e^{(N-k)\sum_{i=N-k+1}^{N} \Phi(\lambda_i,L_{N-k})} \bar{Q}_{N-k}^N(\mathrm{d}\lambda_1,\ldots,\mathrm{d}\lambda_{N-k}),
\]

where the factor \( N!/(N-k)! \) comes from replacing \( Q_N \) by \( \bar{Q}_N \). Let \( B(\rho, \delta) \) denote the open ball in \( \mathcal{P}(\mathbb{R}) \) of radius \( \delta > 0 \) and center \( \rho \). We write \( B_M(\rho, \delta) = B(\rho, \delta) \cap \mathcal{P}([-M,M]) \). On the domain of the integration \( |\lambda_i - \lambda_j| \leq 2M \) and \( e^{(N-k)\Phi(\lambda_i,L_{N-k})} \leq (2M)^{N-k} \). Therefore by splitting the second integral, (A.15) is bounded from above by

\[
C_k^N \frac{N!}{(N-k)!} (2M)^{(k(k-1))/2} \left( \int_{[x,M]} e^{(N-k)\sup_{\mu \in B_M(\rho, \delta)} \Phi(z,\mu)} \, dz \right)^k
\]

\[
+ (2M)^{N-k} \bar{Q}_{N-k}^N(L_{N-k} \notin B(\rho, \delta)).
\]

(A.16)
To control the measure $Q_N^{N-k}$, observe that for all functions $h : \mathbb{R} \to \mathbb{R}$ of Lipschitz norm at most 1 and $N \geq 2k$,
\[
\left| (N-k)^{-1} \sum_{i=1}^{N-k} \{ h((1-kN^{-1})^{1/2} \lambda_i) - h(\lambda_i) \} \right| \leq cN^{-1} \max_{i=k}^{N-k} |\lambda_i| \quad (A.17)
\]
for some $c \in (0, \infty)$ independent of $N$ and $k$. It follows from (A.9) that the laws of $L_{N-k}$ under $\bar{Q}_N^{N-k}$ and $\bar{Q}_N^{N-k}$ are exponentially equivalent as $N \to \infty$. Therefore, by Theorem 4.2.13 of [DZ98], $L_{N-k}$ under $\bar{Q}_N^{N-k}$ satisfies the same LDP as $L_{N-k}$ under $\bar{Q}_N^{N-k}$. Hence, the second term in (A.16) is exponentially negligible for any $\delta > 0$ and $M < \infty$. This implies that
\[
\limsup_{N \to \infty} \frac{1}{N} \log Q_N \left( \lambda_{N-k+1} \geq x \right) \leq \limsup_{N \to \infty} \frac{1}{N} \log C_N^k + k \lim_{\delta \downarrow 0} \sup_{z \in [x,M], \mu \in B_M(\rho, \delta)} \Phi(z, \mu). \quad (A.18)
\]
The same reasoning as on p. 50 of [BDG01] implies that the second term in (A.18) equals $-k(1/2 + I_1(x;1))$. From definition [A.13] of $C_N^k$ and from (A.6), it is easy to obtain $\lim_{N \to \infty} N^{-1} \log C_N^k = k/2$. Combining these two claims, we can bound the left-hand side of (A.11) by $-k(1/2 + I_1(x;1)) + k/2 = kI_1(x;1)$. This completes the proof of (A.11) and thus of the upper bound for (A.8).

To prove the complementary lower bound we fix $y > x > r > 2$ and $\delta > 0$. By a similar computation as in (A.15) we obtain
\[
Q_N(\lambda_{N-k+1} \geq x) \geq Q_N(\lambda \in [x,y], \ldots, \lambda_{N-k+1} \in [x,y], \max_{i=1}^{N-k} |\lambda_i| \leq r)
\]
\[
= C_N^k \int_{[x,y]^k} \prod_{i=N-k+1}^N e^{-k\lambda_i^2/4} \prod_{i<j} \prod_{i=N-k+1}^N |\lambda_i - \lambda_j| \prod_{i=N-k+1}^N \| \lambda_i - \lambda_j \| \Phi(z, \mu) \mid_{z \in [x,y], \mu \in B_r(\rho, \delta)} \mid_{z \in [x,y], \mu \in B_r(\rho, \delta)}
\]
\[
\geq KC_N^k \exp \left( k(N-k) \inf_{z \in [x,y], \mu \in B_r(\rho, \delta)} \Phi(z, \mu) \right) \bar{Q}_N^{N-k}(L_{N-k} \in B_r(\rho, \delta)),
\]
for some $K = K(k, x, y) > 0$.

Using the LDP for the measure $L_{N-k}$ under $\bar{Q}_N^{N-k}$ we see that
\[
\bar{Q}_N^{N-k}(L_{N-k} \notin B_r(\sigma, \delta)) \xrightarrow{N \to \infty} 0. \quad (A.20)
\]
By symmetry of $\bar{Q}_N(\cdot)$ and by the upper bound in (A.8),
\[
\bar{Q}_N^{N-k}(L_{N-k} \notin \mathcal{P}((-r, r))) \leq 2\bar{Q}_N^{N-k}(\lambda_{N-k} \geq r) \xrightarrow{N \to \infty} 0. \quad (A.21)
\]
Therefore, using the behavior of $C_N^k$ again,
\[
\liminf_{N \to \infty} \frac{1}{N} \log Q_N(\lambda_{N-k+1} \geq x) \geq \frac{k}{2} + k \inf_{z \in [x,y], \mu \in B_r(\rho, \delta)} \Phi(z, \mu). \quad (A.22)
\]
Letting now $\delta \to 0$ and then $y \searrow x$, using the continuity of $\Phi(z, \mu)$ in the used range of the parameters, we obtain the desired lower bound. \hfill $\square$
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