Abstract—The aim of this paper is to study how to apply deep reinforcement learning for the control of aggregates of minimalistic robots. We define aggregates as groups of robots with a physical connection that compels them to form a specified shape. In our case, the robots are pre-attached to an object that must be collectively transported to a known location. Minimalism, in our setting, stems from the barebone capabilities we assume: The robots can sense the target location and the immediate obstacles, but lack the means to communicate explicitly through, e.g., message-passing. In our setting, communication is implicit, i.e., mediated by aggregated push-and-pull on the object exerted by each robot. We analyze the ability to reach coordinated behavior of four well-known algorithms for deep reinforcement learning (DQN, DDQN, DDPG, and TD3). Our experiments include robot failures and different types of environmental obstacles. We compare the performance of the best control strategies found, highlighting strengths and weaknesses of each of the considered training algorithms.

I. INTRODUCTION

An interesting niche of swarm systems is that of aggregates, i.e., teams of robots connected to each other by mechanical links. Modular robots [1], self-assembling robots [2], and certain approaches to collective transport [3] fall into this category. Controlling robotic aggregates is, in general, not trivial, due to the need for coordinated pushing and pulling across the individual robots.

In this paper, we show that multi-agent reinforcement learning (MARL) is a promising approach to tackle the control of robotic aggregates. A common problem in MARL is non-stationarity due to the independent actions of each robot. This is often solved through careful message-passing and advanced training schemas [4], [5], [6].

However, in this paper, we show that effective coordination can be obtained with well-known RL algorithms even when explicit communication or sharing of action/observations is not possible. To support this insight, we consider a collective transport scenario in which a swarm of minimalistic robots must move an object to a predefined location. We assume the robots able to navigate and acquire basic obstacle proximity readings, but unable to communicate directly through, e.g., message-passing. Crucially, we also assume that the robots are physically constrained to be connected to an object that must be carried to a target location. The robots can also sense the direction to this location.

This minimalistic collective transport task is a compelling testbed for decentralized deep reinforcement learning. Because of their inability to communicate and of the physical constraint that forces them to coordinate transport, the robots must learn to push and pull, as well as to model other robots’ actions. This is a form of implicit communication that is based on the compounded actions of all robots, which effectively circumvents the problem of non-stationarity. In essence, for each robot, training boils down to modeling the behavior of the object as a disturbance with respect to its individual actuation.

To demonstrate the viability of our insight, we compare the performance of four well-known algorithms for reinforcement learning: DQN [7], DDQN [8], DDPG [9], and TD3 [10]. In all methods, each robot is equipped with a single deep neural network, without explicit modules to model other robots.

Our results indicate that, despite the barebone minimalism of our robots, using the object as a medium for coordination produces solutions that display scalability, resilience to failures, and obstacle avoidance. We analyze the behavior and performance of the different behaviors produced by the training algorithms through a thorough campaign of experiments.

II. BACKGROUND AND RELATED WORK

A. Reinforcement Learning

Reinforcement Learning (RL) problems are formalized as Markov Decision Process (MDP) represented as the tuple \( \langle S, A, R, T, \rangle \), where \( S \) is a set of states, \( A \) is the set of actions, \( R(s, a, s') : S \times A \times S \rightarrow \mathbb{R} \) is the reward function, and \( T(s'|s, a) \) is a probabilistic function mapping states and actions to a new state. MDPs are formalized using the Bellman Equation:

\[
Q(s, a) = \sum_{s'} T(s'|s, a) \left[ R(s, a, s') + \gamma \max_{a'} Q(s', a') \right]
\]

where \( Q(s, a) \) is a function reflecting expected future rewards and \( \gamma \) is a discount factor.

Applying RL to robotics introduces complexities as the robots perceive the environment through sensors and, in most cases, only receive a partial observation of the true state of the environment. Therefore, the MDP is extended to a Partially Observable MDP (POMDP) represented by the tuple \( \langle S, A, R, T, \Omega, O \rangle \), where \( o \in \Omega(s) \) is a partial observation of the full state \( s \in S \) according to a probabilistic function \( O(o|s) \).
In real-world problems the state-action space can become quite large and finding the true values of $Q$ difficult. Recently, neural networks (NN) have emerged as a viable method to approximate the value function $Q(s,a)$. Two of the most common approaches are value-based and policy-based RL.

Wu et al. [6] proposed to communicate differentiable units as feedback to agents to share information. Amato [4] achieved this via consensus on a joint action space. Foerster et al. [5] proposed to communicate differentiable units as feedback for training. Wu et al. [6] built a belief state via spatial intention maps by directly observing physical locations of nearby agents over time.

Aggregates, however, provide a physical connection that allows us to forego any explicit information sharing, be it communication or direct observation. This form of indirect communication is an interesting unexplored coordination avenue in reinforcement learning.

C. MARL for Collective Transport

The idea of applying reinforcement learning to aggregate and modular robots [13], and in particular to collective transport, has already been explored in the recent literature. However, to the best of our knowledge, none of the existing works share the same minimalistic assumptions that we study in this paper.

Zhang et al. [14] employs DDQN in a 2-robot transportation task in which the robots are constrained to be attached to an oversized rod. The robots must pick an action from a set of 4 predefined options (forward-left, backwards-left, etc.). Under the assumption of perfect knowledge of pose and velocity of other agents, this approach produces control strategies able to transport the rod successfully through a door obstacle.

Other approaches to collective transport do not constrain the robots to the object, and instead rely on pushing. While they do not directly relate to our aggregate setting, they provide interesting insight on how to use the box to progress with transport. Wang et al. [15] and Rahimi et al. [16] applied Q-learning to a box-pushing task. The robots are assumed able to push and must learn where to push the box by picking from a discrete set of predefined pushing locations. Eoh et al. [17] used DDQN with a multi-agent box-pushing task in which they compare independent learners and a policy-reuse scheme. While the simplicity of box-pushing lends itself well to an RL formulation, the fact that the robots policy is changing while training makes the problem non-stationary.

III. METHODOLOGY

A. Collective Transport

We assume a cylindrical object to be transported and that the robots are uniformly distributed around the object. Transporting a cylindrical object with uniformly distributed robots allows us to make the assumption that we have symmetrical forces acting on the object. However, we allow robots to fail during testing and training, which introduces asymmetry.

Each robot is able to observe the tuple $⟨\vec{RG}, \vec{RC}, \vec{CG}, p⟩$ according to its local frame of reference as shown in Figure 1. $\vec{RG}$ is the vector from the robot to the goal, $\vec{RC}$ is the vector from the robot to the cylinder, $\vec{CG}$ is the vector from the cylinder to the goal, and $p$ is an array of 24 proximity sensor readings. The sensors are distributed uniformly around the robot, and have a sensing range of 2 m. The values returned from the sensors are normalized between 0 and 1, where 1 indicates maximum proximity. The values fade to zero exponentially with the distance.

The robots act independently and they have no means to explicitly communicate information between them. However, they are all rigidly connected to the object they are transporting. From the viewpoint of a single agent, other robots’ actions upon the object can be viewed as a discrepancy from
its own action and the resultant state. We can then model the dynamics on the object as a single actor with error. All agents involved strive to minimize this error because they share the same goal and reward function.

B. Robot Control

We used the foot-bot [18], a differential-drive robot with an independent non-actuated turret attached to an actuated gripper. The turret allows the base to rotate independently from the gripper. The gripper is not included in the control schema as it is only actuated upon initialization or failure and is not actively controlled by the robot.

The robots are controllable through wheel velocities \( v \in (-10, 10) \) cm/s. The agent chooses a \( \Delta v \in \{-0.1, 0, 0.1\} \) cm/s in the case of value-based methods and a \( \Delta v \in [-0.1, 0.1] \) cm/s for policy-based methods. Note the distinction between a discretized action space in the former and a continuous action space in the latter. In the case of value-based methods, we must provide all possible combinations between the two wheels as output, represented as \( |\Delta v|^2 \). We chose \( |\Delta v| = 3 \) for control simplicity.

C. Obstacles

Obstacles, shown in Figure 2 are defined as stationary non-movable rigid objects. We generate all obstacles according to a uniform distribution. The cylinder obstacles are generated by selecting a \((x, y)\) position and the gate is generated by first selecting \(x\) and then selecting the opening position \(y\).

D. Training

We implement Centralized Training for Decentralized Execution (CTDE) [19] where experiences are generated from multiple agents and used to train a single centralized model offline. When execution time comes, this model is directly copied to all agents and operates solely through local experiences. Because this model was trained using local observations, it is agnostic to the number of agents it is applied to in execution.

We use curriculum learning [20] to enable our robots to learn how to navigate through the gate obstacle. We start with the gate opening equal to the width of the environment (effectively no obstacle). Then, we progressively shorten the width of the gate opening, until we reach our desired minimum gate opening. The latter is set to four times the diameter of the cylinder being transported to give room for the object and the robots connected to it.

We tested several different reward structures, in pursuit of a single structure that allowed us to learn environments with failures and obstacles. We settled on one that rewards moving in the direction of the goal while penalizing proximity and time taken to complete the task:

\[
R_{t,t} = -2 + \frac{\overrightarrow{CG} \cdot (C(x_t, y_t) - C(x_{t-1}, y_{t-1}))}{|\overrightarrow{CG}|} - \sum p \left| \left| p \right| \right| (2)
\]

where \(p\) is the array of proximity values.

The combination of the direction of movement reward and the proximity reward as a general reward structure allows the algorithm to successfully scale, be resilient to failure, and clear certain obstacles, as discussed in Section IV

E. Neural Network Architecture

1) Value-Based Methods: The network is built using 3 fully connected layers. The input layer takes in 31 observations, the hidden layer has an input of 64 neurons and an output of 128 neurons, and the output layer has 9 nodes, to account for action space discretization. The input and hidden layers are activated using ReLU and the network is optimized using ADAM.
2) Policy-Based Methods: The architecture for the Policy-Based methods is drawn directly from [9], [10], with three fully connected layers; the input layer has 31 nodes, the hidden layer has an input of 400 nodes and an output of 300 nodes, and the output layer has 2 nodes to account for each wheel action. The input and hidden layers are activated using ReLU while the output layer is activated using a hyperbolic tangent. The network is optimized using ADAM.

IV. EXPERIMENTS AND DISCUSSION

A. Simulation

All experiments were conducted on a computer with an Intel i7 processor and an NVIDIA RTX 3070 graphics card. We used the ARGoS multi-robot simulator [21], the Buzz swarm programming language [22], and the PyTorch [23] deep learning library for Python3 [24]. ARGoS sends observations from the environment via ZeroMQ to a Python server for learning via PyTorch. Actions are then chosen and sent back through ARGoS to Buzz for execution. Training occurred over 1,000 episodes, where each episode either ended by reaching the goal or by exceeding a time limit of 4,500 time-steps. The current weights of the model were saved every 10 episodes. Once trained, the best performing model was chosen and tested for 500 test cases.

B. Hyper-Parameters

We drew inspiration from [7] for our choice in hyperparameters. Specifically, a discount factor, $\gamma$, of 0.999997 and a learning rate $\eta$ of $10^{-4}$ were used. We used mini-batch learning with a memory of $10^6$ experiences and a batch size of 100 experiences, where an experience is comprised of the current state, action taken, reward gained, the next state, and a boolean terminal flag. We used an $\epsilon$-greedy learning approach with a linear decrement equal to $10^{-6}$ and a minimum $\epsilon$ value of 0.01. The target network was updated every 1,000 learning iterations. During training, learning occurred every time step.

C. Scalability

Scalability is an important question in collective transport. Whether a method can scale or not is directly related to enabling the transport of larger, or smaller, objects than those that were used in training. To address this question, we trained two models, consisting of 4 robots and 8 robots, per method and tested them on 2, 4, 6, 8, and 10 robots. Each model was tested on 500 randomly generated configurations with the measure of success being if the object reaches the goal. The results are presented in Figure 3.

Most notable is the poor performance of DQN relative to the rest. DQN shows dramatically poor scaling when scaling to 2 robots and shows a drop in performance when scaling up. We hypothesise this stems from DQN’s overestimation of the Q-values, rendering a trained model unable to cope with a slightly changed configuration.

DDQN, on the other hand, shows the ability to scale to higher numbers of robots, but also suffers from hampered performance scaling down, especially in the case of the model trained on 8 robots. This shows that value-based methods can scale with higher degrees of freedom over what they were trained with. However, they have a difficult time adjusting to under actuation.

Both DDPG and TD3 show robust performance scaling. We do see a slight drop-off when scaling to 2 robots which could be associated with DDPG’s tendency to overestimate state-action values.

D. Resilience

We study the effects of failure in the form of an attrition study. We analyze the effects of losing up to 25%, 50%, and 75% of robots during testing. To prevent over-fitting on a specific number of failures, at the beginning of an episode we uniformly at random choose the number of failures that will occur, from a minimum of 0 up to the set theoretical maximum. So, for example, if we are training a model with 8 robots and 50% failure, each episode can have at most 4 failures, but can have fewer. We define a failure as a complete loss of power, releasing the gripper so the robot is no longer attached to the object being transported and can no longer act upon it. Once a robot is determined to fail, we uniformly at random generate the time-step at which it will fail. Each method was trained with 4 and 8 robots and with 0% and 50% robot failures.

Figure 4 shows our results, where the top and bottom plots correspond to 4 and 8 robots respectively. Each plot has 2 entries per method, 0% and 50% corresponding to the number of allowed failures during training. Within each bar set, we plot the results from testing on 0%, 25%, 50%, and 75% failures allowed.

We study the effects of failure in the form of an attrition study. We analyze the effects of losing up to 25%, 50%, and 75% of robots during testing. To prevent over-fitting on a specific number of failures, at the beginning of an episode we uniformly at random choose the number of failures that will occur, from a minimum of 0 up to the set theoretical maximum. So, for example, if we are training a model with 8 robots and 50% failure, each episode can have at most 4 failures, but can have fewer. We define a failure as a complete loss of power, releasing the gripper so the robot is no longer attached to the object being transported and can no longer act upon it. Once a robot is determined to fail, we uniformly at random generate the time-step at which it will fail. Each method was trained with 4 and 8 robots and with 0% and 50% robot failures.

Policy-based methods, both trained with failures and without, perform better than value-based methods, especially as the failure percentage increases. We can also see that, within value-based methods, the models trained with failures present perform better than those without. The policy-based
results are not as clear, but show resilience to failure in all configurations.

Failure testing, while informative for understanding resilience, also allows us to study a system that is non-symmetrical. Our results indicate extending policy-based methods to non-symmetrical transport conditions may be effective, and show that value-based methods may suffer.

E. Obstacle Avoidance

Obstacle avoidance is an important part of any collective transport algorithm. Here we explore model adaptability via two obstacle types as shown in Figure 2.

1) Cylinder Obstacles: Cylinder obstacles are the same dimensions as the cylinder to transport and are generated uniformly at random within the area between the initial robot positions and the goal. We train in an environment with 0 and 2 obstacles and study the effective strategies in environments with both 2 and 4 obstacles.

Table I reports our findings, where DQN-0 refers to DQN trained in an environment with 0 obstacles and DQN-2 refers to DQN trained in an environment with 2 obstacles. All methods show deterioration in performance in the 4 obstacle environment as compared to the 2 obstacle environment. This is due to an increased obstacle density within the environment. As we add more obstacles, the probability of introducing non-convex obstacles increases, as a result of proximity between two cylinder obstacles. Non-convex obstacles have proven significantly difficult to solve in the literature [25].

DQN suffers in both training configurations and in both obstacle environments, showing a drop in performance as we increase number of obstacles. We see relatively similar performance from DDQN, DDPG, and TD3.

2) Gate Obstacle: The gate obstacle represents a more difficult obstacle as the robots must find an opening in the wall structure to get to the goal. Robots have no way to explicitly communicate, so a single robot sensing the opening may not result in a successful trial.

The middle and bottom charts are examples of a non-convex obstacle developed by the proximity of two cylinder obstacles being too small for the robots to pass through, yet large enough that the robots are not able to pass over it. All methods struggle with this type of obstacle.

DQN and TD3 learned to maneuver towards the top of the environment as they made their way towards the goal, whereas DDQN and DDPG learned to maneuver towards the bottom of the environment. This differing behavior only emerged in the environment with obstacles. In all other environments we see similar strategies between methods. We also notice the smoothness in trajectories where DQN is the least smooth followed by DDQN, DDPG, and TD3 which suggests an increased level of implicit coordination amongst the robots. Less smooth trajectories point to disagreement in obstacle trajectory between robots leading robots to apply forces in different directions. In contrast, smoother trajectories points to all the robots applying similar forces, thus having a higher level of implicit coordination.

The middle and bottom charts are examples of a non-convex obstacle developed by the proximity of two cylinder obstacles being too small for the robots to pass through, yet large enough that the robots are not able to pass over it. All methods struggle with this type of obstacle.

Figure 6 shows the behaviors learned in the gate obstacle environment. In the top chart we see a noticeable wall following behavior from all the methods. DQN takes the
TABLE I

| Obstacles | DQN-0 | DQN-2 | DDQN-0 | DDQN-2 | DDPG-0 | DDPG-2 | TD3-0 | TD3-2 |
|-----------|-------|-------|--------|--------|--------|--------|-------|-------|
| 2         | 64.4% | 73.2% | 93.6%  | 90.4%  | 90.2%  | 91.4%  | 92.4% | 91%   |
| 4         | 48.8% | 56.2% | 79.8%  | 81.2%  | 83.2%  | 86.4%  | 84%   | 82%   |

Fig. 5. The trajectories of the best neural networks trained with 2 obstacles and tested with 4 obstacles. The top plot shows successful trials for each learning algorithm considered. DQN and TD3 selected strategies that move above the obstacles, while DDQN and DDPG produced strategies that move below the obstacles. The middle plot is an example of a failed attempt at overcoming the obstacles with DQN and TD3. The bottom plot shows failures for DDQN and DDPG.

Fig. 6. The trajectories of the best neural networks trained on the gate obstacle. The top plot exemplifies a wall following behavior to overcome the obstacle and reach the goal. The bottom plot shows the disparity between Value-Based methods and Policy-Based methods. Value-Based methods are unable to overcome the obstacle if the opening is beyond the midpoint of the goal opposite from the starting position.

V. CONCLUSION AND FUTURE WORK

We presented a study of four well-known RL algorithms applied to aggregates of minimalistic robots. We show that implicit communication is a viable method to solve non-stationarity in multi-agent reinforcement learning. We demonstrated this insight in a collective transport scenario, in which the robots are physically connected to the object to transport. The control strategies that resulted from the training methods we compared generally showed the ability to scale, be resilient to failures, and coordinate around obstacles, although with different levels of success.

The idea of implicit coordination is compelling and future work will aim to develop it further. While in this paper we considered objects whose shape is radially symmetric, our method could be expanded to support arbitrarily shaped objects, and even deformable ones. This could be obtained by explicitly learning the behavior of the object to transport in a dedicated module. Eventually, this methodology could be applied to other types of minimalistic aggregates, such as modular robotic platforms.
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