A Novel Vegetation Point Cloud Density Tree-Segmentation Model for Overlapping Crowns Using UAV LiDAR

Kaisen Ma 1,2,3, Yujiu Xiong 4, Fugen Jiang 1,2,3, Song Chen 1,2,3 and Hua Sun 1,2,3,*

Citation: Ma, K.; Xiong, Y.; Jiang, F.; Chen, S.; Sun, H. A Novel Vegetation Point Cloud Density Tree-Segmentation Model for Overlapping Crowns Using UAV LiDAR. Remote Sens. 2021, 13, 1442. https://doi.org/10.3390/rs13081442

Abstract: Detecting and segmenting individual trees in forest ecosystems with high-density and overlapping crowns often results in bias due to the limitations of the commonly used canopy height model (CHM). To address such limitations, this paper proposes a new method to segment individual trees and extract tree structural parameters. The method involves the following key steps: (1) unmanned aerial vehicle (UAV)-scanned, high-density laser point clouds were classified, and a vegetation point cloud density model (VPCDM) was established by analyzing the spatial density distribution of the classified vegetation point cloud in the plane projection; and (2) a local maximum algorithm with an optimal window size was used to detect tree seed points and to extract tree heights, and an improved watershed algorithm was used to extract the tree crowns. The proposed method was tested at three sites with different canopy coverage rates in a pine-dominated forest in northern China. The results showed that (1) the kappa coefficient between the proposed VPCDM and the commonly used CHM was 0.79, indicating that performance of the VPCDM is comparable to that of the CHM; (2) the local maximum algorithm with the optimal window size could be used to segment individual trees and obtain optimal single-tree segmentation accuracy and detection rate results; and (3) compared with the original watershed algorithm, the improved watershed algorithm significantly increased the accuracy of canopy area extraction. In conclusion, the proposed VPCDM may provide an innovative data segmentation model for light detection and ranging (LiDAR)-based high-density point clouds and enhance the accuracy of parameter extraction.
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1. Introduction

Forests are some of the most important terrestrial ecosystems in the global biosphere. Among terrestrial ecosystems, forest ecosystems play an important role in water conservation, carbon storage, global climate change mitigation, and maintaining the ecological balance [1–3]. Trees are the basic units of forests, and their spatial structure and biophysical and chemical components are key factors in forest resource investigation and ecological environmental modeling. Therefore, it is of great significance to obtain accurate structural information about each tree in a forest to modernize forestry resource management, develop appropriate management practices, and perform quantitative estimations of global carbon storage [4–6].

Traditional forest resource survey methods are limited by human factors; they require considerable labor and material resources and often have long measurement cycles, poor
timeliness, and high measurement error. Only point data can be obtained through such surveys, and it is difficult to obtain data at regional or larger scales [7,8]. However, the rapid development of remote sensing technology has created favorable conditions for forest resource monitoring. Visible-spectrum remote sensing can quickly and accurately obtain forest growth factor data and ecological and environmental information over a large area [9]. This approach can provide effective verification for forest resource monitoring and management and is widely used in regional forest volume inversion research [10]. However, the ability of visible-spectrum remote sensing to obtain the three-dimensional (3D) structural parameters of individual trees is limited [11–13].

LiDAR is a measurement technology that involves actively transmitting high-frequency laser pulses to detect targets. This technology can directly obtain accurate three-dimensional spatial coordinates and echo information from tree branches and leaves in the forest structure [14]. LiDAR has unique advantages for estimating forest canopy height, performing canopy segmentation and extracting feature parameters; these advantages improve the estimation accuracy for key forest structural parameters, especially vertical structural parameters [15]. LiDAR data acquisition as applied for in tree segmentation research includes mainly terrestrial laser scanning (TLS) and airborne laser scanning (ALS). TLS is a kind of bottom-up scanning method that can be used to obtain abundant undergrowth information. Its feature parameter extraction accuracy is very high, but its data acquisition process has some shortcomings, such as a low efficiency and requirement to clear the undergrowth vegetation blocking the scanning field. ALS is a top-down scanning method that obtains information mainly from the top of the tree crown. The accuracy of parameter extraction by ALS is not as high as that of TLS, and the diameter at breast height (DBH) parameter cannot be obtained directly by ALS. However, due to its relatively high efficient and convenient data acquisition process, especially when performed with an unmanned aerial vehicle (UAV), and ALS presents no harm to forest vegetation compared to TLS, it is favored for forest resource surveys.

At present, there are two approaches to research on crown segmentation by UAV-ALS. The first approach uses point data. The point cloud data are classified into surface points and vegetation points; then, after the normalization of the ground points, the point cloud data are subjected to clustering using the position information and spatial structural relationship between point clouds to directly segment the tree crown. This approach is carried out mainly through region growing, clustering algorithms, normalized cuts, voxel space projection, and similar methods [16–18]. Li et al. [19] proposed a point cloud segmentation (PCS) method based on region growth and threshold judgment by using the distances between the tops of trees. Wang et al. [20] used voxels to represent canopies at different height levels and defined a local voxel space by projecting normalized points onto a two-dimensional horizontal plane. Yan et al. [21] proposed an adaptive bandwidth mean shift algorithm that can automatically estimate the optimal kernel bandwidth without any prior knowledge of tree crown size. Karel et al. [22] segmented the trunk based on the point density of the voxel density in the subcanopy space and used the Hough transform, random sample consistency (RANSAC), and robust least trimmed squares (RLTS) estimator to fit the cross-section of the trunk.

The second approach uses raster data. Raster surface models, such as the digital surface model (DSM) and canopy height model (CHM), are generated from point cloud data. The spatial characteristics of the pixel values of the raster data are used for tree seed point recognition and tree canopy segmentation, which usually involves local maximum methods, watershed algorithms, K-means clustering, polynomial fitting, and other methods [23–25]. Morsdorf et al. [26] used the local maximum clustering analysis method to identify seed points to segment a single-tree in LiDAR point data; the tree position, tree height, and crown diameter were extracted, and geometric reconstruction of forest scenes was conducted. Gupta et al. [27] found that applying the improved K-means algorithm using external seed points in combination with reducing the height of clustering initialization was the most promising method of extracting the features of a single-tree, such as the LiDAR point
density, forest conditions, terrain type, tree crown coverage and tree density. Heinzel et al. [28] proposed a watershed segmentation method based on prior knowledge. First, the iterative granularity method was used to classify the tree crown size, and watershed segmentation was then used to draw the tree crown. Chen et al. [29] used the local maximum method with a variable window size to detect treetops based on estimations of tree crown size. Other individual canopy segmentation methods include the morphological image analysis method, multiscale template matching, the Laplacian of Gaussian approach, and calculating the minimum curvature of the CHM, among others [30–32]. In a sample plot with a low tree density, the watershed algorithm achieved high single-tree segmentation accuracy and identified the crown boundary segmentation as an irregular closed curve, with a high degree of coincidence with the actual crown boundary. However, in the region with overlapping crowns, the watershed planes of different tree crowns overlap, and the watershed algorithm cannot correctly segment the crown boundary, leading to parameter extraction error [33–35].

A large number of previous studies have shown that canopy segmentation based on a raster surface model is generated mostly by the height characteristics of UAV-ALS point cloud data, and uses the spatial distribution characteristics of the pixel values in different cross-sections to segment individual trees. However, a tree canopy segmentation method based on the spatial density characteristics of UAV-ALS point cloud data or the density distribution of point clouds in different vertical sections has not been developed or reported. In a simple sample plot, a CHM is generated from low-density point cloud data using the local maximum and the original watershed algorithm, after which many high-precision single-tree segmentation results can be obtained. In a complex sample plot, it is more difficult to apply this approach. With the increase in density of point cloud data, the spatial density characteristics of point cloud data can be used to perform single-tree segmentation. All previously applied methods have exhibited under or over segmentation because the segmentation ability of the CHM generated by UAV-ALS high-density point clouds is limited in complex sample plots. Therefore, this paper presents a data model for individual-tree segmentation based on the vegetation point cloud density. A local maximum algorithm with an optimal window size and an improved watershed algorithm were used to segment individual trees and extract their parameters, and the results were compared with those from the CHM. This study selected 242 trees in three sample plots with different tree densities in coniferous forests of northern China as the research object and used an innovative vegetation point cloud density model (VPCDM) for single-tree segmentation. The segmentation algorithm was then modified to improve the accuracy of parameter extraction. First, the spatial distribution characteristics of the vegetation point cloud density of UAV-ALS data were used to detect tree seed points and extract the tree height parameter. Then, the improved watershed algorithm was used to extract the tree crown area parameter. Finally, combined with the ground survey data and a visual interpretation method, the accuracy of the tree detection was evaluated by calculating the detection rate, accuracy rate, and F-score. The segmentation accuracy evaluation consisted of two parts: tree height accuracy and crown accuracy. The determination coefficient ($R^2$) and root mean square error (RMSE) between the measured tree height and extracted tree height were calculated to evaluate the tree height accuracy, and the accuracy of the extracted crown area was calculated by comparing the extracted values with crown reference values. The methodological framework of this study is shown in Figure 1. The remainder of the paper is organized as follows: Section 2 introduces the research area and experimental data in detail, as well as the proposed VPCDM tree seed point detection and parameter extraction methods. Section 3 introduces the experimental results, and the segmentation accuracy is analyzed and discussed in Section 4. Section 5 provides the conclusion.
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Figure 1. The methodological framework of this study.

2. Materials and Methods

2.1. Study Area and Field Experiments

The study area is located at Wangyedian Forest Farm in Chifeng city, Inner Mongolia, North China (118°9'~118°30' E and 41°21'~41°39' N; Figure 2), at an average altitude of 800–1890 m. This area experiences a typical continental monsoon climate, with an annual average temperature of 4.2 °C and an average annual precipitation of 300–500 mm that falls mainly from July to August. At Wangyedian Forest Farm, *Pinus tabuliformis Carriere* is the dominant tree species, and *Betula platyphylla Sukaczew* is the secondarily dominant species. Three plots with different plant densities were established. The size of the plots was 25.8 × 25.8 m (0.067 ha). The plots were labeled plot 1, plot 2, and plot 3 and had 33, 93, and 116 individual trees in each plot, respectively. Tree structural parameters, such as height, diameter at breast height (DBH), and crown size, were determined for all 242 trees (Table 1). The location of each individual tree and its distance to adjacent trees were also recorded to compare these data with the tree locations detected with the method used in this study and evaluate its accuracy.

| Plot ID | Dominant Tree Species | Number of Trees | Height SD (m) | DBH SD (cm) |
|---------|----------------------|----------------|--------------|-------------|
| 1       | Chinese pine         | 33             | 17.7 ± 3.31  | 28.84 ± 7.00|
| 2       | Chinese pine         | 93             | 20.47 ± 2.53 | 17.62 ± 2.76|
| 3       | Chinese pine         | 116            | 11.69 ± 3.41 | 13.57 ± 4.13|
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Figure 2. Location of the study area (a), in which red numbers indicate the locations of the three plots; the investigated trees (red circles) in the three sampling plots (b–d).

LiDAR point cloud data were obtained using the DJ-M600 UAV platform and a RIEGL VUX-1 (http://www.riegl.com/products/unmanned-scanning/riegl-vux-1uav/). The data were scanned in November 2019. The flight height of the UAV was 100 m, and the speed was 6 m/s. To increase the density of the point cloud data, a Y-shaped flight belt was designed for the sampling area to enhance the route overlap. The sensor recorded the complete information from the laser pulse return waveform, and the sample repetition interval was 2 ns. Ground control points were established in the survey area, and the actual coordinates of all the point clouds were obtained by post-differential processing. The field of view was 330°, and the scanning frequency was 500 KHz. The survey-grade accuracy was 10 mm, and the average density of the point cloud was more than 100 pts/m². Lidar360 software was used to remove noise, such as bird points and low points, from the original UAV laser point cloud data before segmentation. To accurately and effectively
classify the point cloud data, the cloth simulation filtering (CSF) algorithm was used to classify the ground points and non-ground points (vegetation points) [36].

2.2. Vegetation Point Cloud Density Model and Local Maximum Algorithm

The vegetation point cloud density is the number of vegetation points on the plane projection per unit area. The filtered point cloud data were classified into a ground point cloud and a vegetation point cloud [37]. The vegetation point cloud was projected on the plane normalized by the ground points, and a square of 0.2 m × 0.2 m was selected as the target unit. The order of magnitude of each unit area was calculated according to the projection points in the neighborhood of each unit. The crown shapes in the study area produce local vegetation point clouds that are very dense, which causes segmentation errors. Therefore, all the vegetation point cloud density values were normalized. The normalized vegetation point cloud density values of all grids constituted the VPCDM. Furthermore, inverse distance weighted (IDW) interpolation was used to generate a digital elevation model (DEM) from the laser-scanned classified ground point cloud [38–40], and a DSM was generated by laser point cloud interpolation of the first echo. The grid cell size was 0.2 m × 0.2 m. The DEM was subtracted from the DSM to obtain a normalized digital surface model to eliminate the interference of terrain fluctuations on the surface feature elevation in the DSM. To demonstrate the feasibility of the VPCDM as well as the accuracy of the individual tree segmentation and parameter extraction, all the experimental results were compared with those from the CHM.

A local maximum algorithm with an optimal window size was used to detect tree seed points and extract tree height data. In this algorithm, when the pixel value of a grid within a given window is larger than that of the surrounding grids, the grid is defined as the local maximum value of the window [41,42]. Due to factors, such as stand density and crown shape, missing segmentation points or multi-segmentation can often occur in the process of single-tree seed detection using a fixed local maximum algorithm. Therefore, it is necessary to select the appropriate window size for seed extraction. In this study, nine window sizes ranging from 1 × 1 to 9 × 9 were tested to set the vertices of the window. If a given vertex was the maximum value of the corresponding window area, it was saved; otherwise, it was deleted. *Pinus tabuliformis* Carriere is a coniferous tree species. Unlike in other tree species, the highest point of coniferous tree species is usually the center of the canopy [43–45]. In the single-tree CHM, the pixel value of each raster represents the height of the tree crown, and the highest pixel value is the treetop. In the single-tree VPCDM, the pixel value of each raster represents the density of the tree crown, the maximum value corresponds to the area near the center of the trunk, and the tree height is the maximum value of the point cloud height within the raster space.

2.3. Improved Watershed Segmentation Algorithm

The watershed segmentation algorithm is a mathematical morphology segmentation method based on topological theory [46–48]. It regards the image as a geodesic topological landform. The gray value of each pixel in the image represents the elevation of the pixel, each local minimum value and its affected area are regarded as a catchment basin, and the boundary of the catchment basin forms a watershed. The algorithm can be considered to automatically construct a barrier along the watershed boundary (canopy boundary) to prevent water from two adjacent watersheds (tree models) from merging. The watershed algorithm has higher segmentation accuracy in sample plots with lower tree densities. However, for sample plots with high tree density, the segmentation line of the overlapping area of the tree crown is based on the distance-transformed image, which cannot accurately express the real range of the tree crown. In studies of single-tree parameter extraction, the segmentation accuracy for single-tree crowns is low due mainly to crown overlap caused by high tree density. Therefore, this study proposes an improved watershed algorithm that can accurately identify the area of overlap between tree crowns and re-segment that area.
To identify whether the crown areas of different trees overlapped, the density-graph method was used to analyze the changes in point cloud density in different canopies [49]. The idea of this method is to observe the relationship between the density value $d$ and the area $S_d$ enclosed by the corresponding irregular closed curve. A density isoline is drawn according to the vegetation point cloud. The isoline of the point density of a single-tree is a series of irregular closed curves that take the top as the center and expand to the edge of the crown with decreasing point density. The theoretical radius of the irregular curve is determined as $\sqrt{S_d}$, and the derivative of the increment of the theoretical radius is calculated. Theoretically, when the derivative of the increment of the theoretical radius is equal to 0, the density curve is uniform—that is, the area is an independent single-tree. When the derivative of the increment of the theoretical radius is less than 0, the density isoline is not uniform, and the increment of the theoretical radius, which is the overlapping area among multiple tree crowns, is reduced. The spatial distribution characteristics of the density-graph are as follows. (1) Single-tree distribution structure: The density-graph is a straight line because the density of the point cloud decreases uniformly from the maximum value of the treetop to the surrounding area. (2) Overlapping distribution structure of the crown: from the edge to the center of the crown, the density of the point cloud changes from low to high. The density-graph also shows that with a high increment line in the overlapping area of the crown edge, then, when it leaves the overlapping area of the crown, the density-graph begins to decline, finally revealing a low increment line in the crown center of the high density.

The overlapping tree crown area identified by analyzing adjacent trees is again segmented by geometric relationships to improve the segmentation accuracy in the crown area. The geometric model and point cloud distribution characteristic model for trees A and B are shown in Figure 3. For trees A and B, the maximum canopy heights are $H_A$ and $H_B$. The canopy height corresponding to the crown boundary separated by the watershed algorithm is the under branch height, $h_A$ and $h_B$. The canopy height of the overlapping area between tree A and tree B is $H_{AB}$, and the horizontal distances from the maximum values of tree A and tree B are $L_A$ and $L_B$, respectively. According to the geometric relationship between them, the added value of the actual canopy boundary of trees A and B in the overlapping area of the tree crown relative to the boundary extracted by the watershed algorithm is $D_i$:

$$D_i = \frac{(h_{AB} - h_i) L_i}{H_i - h_{AB}}, \quad i = A, B,$$

(1)

![Figure 3. Cont.](image-url)
Figure 3. Improved watershed algorithm for extracting the tree crown area. In the geometric model, (a,b) are the top view and side view of two trees, respectively. The red dotted line (a) is the crown boundary of the overlapping trees segmented by the original watershed algorithm. $D_A$ and $D_B$ are the distances between the real crown boundary and the boundary segmented by the original watershed algorithm. In the point cloud distribution model (c), the red points are the maximum heights in the grid, which are used to extract the height parameters ($H_A$, $H_B$, and $H_{AB}$), and the yellow points are the crown point cloud, which is used to extract under branch height ($h_A$, $h_B$) at the boundary of the non-overlapping crown.

2.4. Accuracy Evaluation Method

To evaluate the accuracy of the models, the results obtained from the CHM and VPCDM were compared to the field observations using indices including the kappa coefficient, single-tree detection rate (Equation (2)), single-tree accuracy rate (Equation (3)), and F-score (Equation (4)) [50,51].

\[
r = \frac{N_c}{N_c + N_m},
\]

(2)

\[
p = \frac{N_c}{N_c + N_m},
\]

(3)

\[
F_{-score} = \frac{2rp}{r + p},
\]

(4)

where $r$ represents the detection rate of a single-tree; $p$ represents the accuracy rate of the detection of a single-tree; the F-score is calculated from $r$ and $p$; and $N_c$, $N_m$ and $N_o$ represent the number of correct segmentations, missing segmentations and instances of over segmentation, respectively. A higher F-score indicates a more accurate single-tree detection result. The F-score and the kappa coefficient were calculated in SPSS software.

To evaluate the modelled tree height and crown area, determination coefficient ($R^2$), relative accuracy (RA), and relative RMSE were used.

\[
R^2 = \frac{\sum_{i=1}^{n} (x_i - \bar{x}_i)(X_i - \bar{X}_i)}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x}_i)^2 \sum_{i=1}^{n} (X_i - \bar{X}_i)^2}},
\]

(5)

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (X_i - x_i)^2}{n}},
\]

(6)

\[
RA = \frac{1}{n} \sum_{i=1}^{n} (1 - \frac{|X_i - x_i|}{x_i})
\]

(7)
where \( n \) is the number of correctly segmented individual trees; \( X_i \) represents the parameter of the individual segmented trees; \( \bar{X}_i \) represents the mean value of the parameter of the individual trees; \( x_i \) represents the measured parameter of the individual trees corresponding to the segmented trees; and \( \bar{x}_i \) represents the mean value of the measured parameter of the individual trees corresponding to the segmented trees.

3. Results

3.1. Single-Tree Detection

The single-tree detection evaluation criteria included correct detection, missing detection, and over detection analysis (Figure 4). The accuracy of the single-tree detection method with the maximum value of the local window was analyzed (Table 2). In plot 1, the detection and accuracy rates of the CHM were 0.94 and 1, the detection and accuracy rates of the VPCDM were both 0.97, and the F-score for both models was 0.97. In plot 2, the detection rate of the CHM was 0.88, while that of the VPCDM was higher, at 0.92; however, the CHM achieved a higher accuracy than the VPCDM, at 0.92 and 0.90, respectively. The VPCDM also had a higher F-score for single-tree detection; the F-scores for the CHM and VPCDM were 0.90 and 0.91, respectively. In plot 3, the detection rates of the CHM and VPCDM were 0.76 and 0.81, the accuracy rates were 0.87 and 0.78, and the F-scores were 0.81 and 0.80, respectively. In general, the single-tree detection accuracy of the two data models decreased with increasing plot tree density. The detection rate of the segmentation method based on the VPCDM was generally higher than that based on the CHM, but the accuracy of the former method was lower than that of the latter in the plot with the highest number of trees. Concurrently, the F-scores of the two models were similar, and each model had its own advantages and disadvantages.

![Figure 4](image-url)

**Figure 4.** Evaluation criteria for single-tree detection accuracy. The red circle indicates the measured location of an individual tree (Figure 2), and the yellow circle indicates the detected position of an individual tree (a–c). In (a), the measured tree position and the detected tree position are nearly coincident on the same crown; (b) shows an area with trees in which the segmentation algorithm did not detect trees; and (c) shows the detection of two trees within the same canopy and the detection of trees in an area without a tree canopy.

|                | M * | D * | CD * | MD * | OD * | DR * | AR * | F * |
|----------------|-----|-----|------|------|------|------|------|-----|
| Plot 1         | CHM | 33  | 31   | 31   | 2    | 0    | 0.94 | 1.00 | 0.97|
|                | VPCDM| 33  | 32   | 1    | 1    | 0.97 | 0.97 | 0.97|
| Plot 2         | CHM | 93  | 89   | 82   | 11   | 7    | 0.88 | 0.92 | 0.90|
|                | VPCDM| 96  | 86   | 8    | 10   | 0.92 | 0.90 | 0.91|
| Plot 3         | CHM | 116 | 101  | 88   | 28   | 13   | 0.76 | 0.87 | 0.81|
|                | VPCDM| 120 | 94   | 22   | 26   | 0.81 | 0.78 | 0.80|

* Note: M, Measured; D, Detected; CD, Correct detection; MD, Missing detection; OD, Over detection; DR, Detection rate; AR, Accuracy rate; F, F-score.
3.2. Accuracy of Tree Height Parameters

The correct detection results for individual trees based on the local maximum algorithm with the optimal window size were obtained from the CHM and VPCDM, and the accuracy of the extracted structural parameters and the measured values of the matched sample plots were evaluated. The extracted tree heights and the measured tree heights in the three sample plots are plotted in Figure 5.

![Diagram of Extracted Height vs. Measured Height](image)

**Figure 5.** Plots of the extracted height against the measured height. (a–c) are the extraction results for tree height in the three plots based on the local maximum algorithm using the CHM; (d–f) are the extraction results for tree height in the three plots using the VPCDM.

The R² and RMSE of the comparison of the extracted tree heights and measured tree heights are shown in Table 3. The results show that in plot 1, due to the low tree density, the detection accuracies of the CHM and VPCDM were relatively high. The R² values of the extracted tree height and measured tree height were 0.92 and 0.91, and the RMSE values were 0.68 and 0.71. In plots 2 and 3, the R² of the two data models decreased significantly with increasing tree density. The RMSE was the highest in plot 3, with values of 1.55 and 1.63 for the CHM and VPCDM, respectively. Overall, the accuracy of the tree height extraction by the two data models was very similar and was affected mainly by the density of trees in each sample plot. In terms of RMSE, the method error of the CHM was less than that of the VPCDM.
Table 3. Evaluation of tree height extraction accuracy by two data models based on the local maximum algorithm.

| Plot ID | Data Model | $R^2$ | RMSE (m) |
|---------|------------|-------|----------|
| 1       | CHM        | 0.92  | 0.68     |
|         | VPCDM      | 0.91  | 0.71     |
| 2       | CHM        | 0.84  | 0.77     |
|         | VPCDM      | 0.83  | 0.79     |
| 3       | CHM        | 0.82  | 1.55     |
|         | VPCDM      | 0.81  | 1.63     |

3.3. Accuracy of Crown Area Parameters

The canopy boundaries of the three plots were visually interpreted from the high-resolution digital orthophoto images, and the canopy boundaries were segmented using the original watershed algorithm. The results are shown in Figure 6. In the accuracy analysis of the crown area extraction (Table 4), the reference values were the canopy area of the visually interpreted boundaries combined with the measured east-west crown length and north-south crown length within each sample plot. These values were compared with the extracted crown area and the results from the original and improved watershed algorithms. The results showed that the relative accuracy of the original watershed algorithm was 0.94, 0.87, and 0.92 in the three plots, respectively, and that the relative accuracy of the improved watershed algorithm was 0.96, 0.93, and 0.95. In plot 2, due to the large average individual tree crowns, there were many overlapping crown areas. The improved watershed algorithm improved the crown area extraction relative accuracy from 0.87 to 0.93, which is a significant improvement. In plot 1, although the average tree crown size was large, the number of trees in the plot was lower than that in the other plots, and the gaps between tree crowns were larger. The direct extraction relative accuracy of the original watershed algorithm in plot 1 was 0.94. In plot 3, the number of trees was 116, but the average crown size of the trees was small, and the direct extraction relative accuracy of the original watershed algorithm was 0.92. In all three plots, the improved watershed segmentation algorithm had a higher canopy area extraction accuracy than the original watershed segmentation algorithm.

(a) Plot 1 Visual interpretation  
(b) Plot 2 Visual interpretation  
(c) Plot 3 Visual interpretation  

Figure 6. Cont.
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Figure 6. Canopy boundaries determined by visual interpretation and the original watershed algorithm. (a–c) are the visual interpretation results in three plots; (d–f) are the original watershed algorithm results in three plots; (g–i) are the scatter plots with reference area values and the original watershed algorithm values in three plots.

Table 4. Evaluation of the tree canopy area extraction accuracy.

|                      | Plot 1 |                      | Plot 2 |                      | Plot 3 |
|----------------------|--------|----------------------|--------|----------------------|--------|
|                      | Area (m²) | Accuracy | Area (m²) | Accuracy | Area (m²) | Accuracy |
| Reference value      | 545.6   | -         | 636.3   | -         | 625.5   | -         |
| Original watershed algorithm | 512.5  | 0.94      | 555.9   | 0.87      | 578.2   | 0.92      |
| Improved watershed algorithm | 523.9  | 0.96      | 594.1   | 0.93      | 594.6   | 0.95      |

4. Discussion

4.1. VPCDM versus CHM

The CHM and VPCDM results generated from the UAV LiDAR data are shown in Figure 7. For coniferous forest trees with cone-shaped crowns, there are more branches and needles in the central area of the tree, and only a small amount of point clouds can penetrate the crown and reach the ground. In contrast, there are fewer branches in the crown at the edges of the tree, and a larger number of point clouds can penetrate the branches and reach the ground. The change trend for the single-tree point cloud density was as follows: closer to the center of the tree trunk, there were fewer ground points and a greater vegetation point cloud density; farther from the center of the tree trunk, there were more ground points and a lower vegetation point cloud density.
Figure 7. CHM and VPCDM. (a–c) are the CHM results for plot 1, plot 2, and plot 3, respectively; the lighter the grayscale, the higher is the canopy height. (d–f) are the VPCDM results for plot 1, plot 2, and plot 3, respectively; the lighter the grayscale, the higher is the normalized vegetation point cloud density.

For a single-tree, the change trends of the CHM and VPCDM (Figure 8) were as follows: (1) In the center of the treetop of a single-tree, the height of the CHM and the normalized density of the VPCDM reached their maximum values. (2) Because the height of a coniferous tree canopy decreases gradually from the top of the tree outward, the decreasing trend of the height value in the CHM model was relatively gentle. However, due to the uneven distribution of branches and other factors, the normalized density value of the VPCDM in the different crown areas changed greatly, and the distribution map shows sharp decreases or pits. The results for the single-tree structural parameters demonstrated the feasibility of the single-tree segmentation method based on the vegetation point cloud density.
Figure 8. The trends of two data models for a single-tree. (a) show the digital orthophoto images and canopy boundary. (b, d) show the CHM and its height values as the central green tangent lines. (c–e) show the VPCDM and its normalized density values as the central red tangent lines. (f) is a graph of (d, e) combined. The horizontal axis represents the serial position number of the tangent values from the bottom left to the top right; the vertical axis represents the height and point density.

Five hundred points were randomly sampled from the CHM and VPCDM of each of the three plots, and the corresponding canopy height and normalized vegetation point cloud density values were extracted to form a new data set (Figure 9). The data set and its grid position (X,Y) form the confusion matrix, which was used to perform analyses such as consistency test and kappa coefficient assessment. The results showed that for coniferous forest species, because of their similar cone-shaped spatial structure, there was a strong consistency between the density of the vegetation point clouds and the height of the canopy. For an individual tree, the area where the maximum point cloud density and the maximum canopy height are located is the treetop point; at the plot scale, the kappa coefficient reached 0.79. This result indicated that the single-tree segmentation method based on the VPCDM was feasible and accurate in terms of its data format and as a theoretical model. This section validates the feasibility for the single-tree segmentation method and experiments based on vegetation point cloud density at the single-tree scale and sample-plot scale.

Single-tree segmentation based on the VPCDM and CHM had advantages in each of the three research plots. In the plot with the lowest tree density, the two data models had a high segmentation accuracy; however, with the increase in tree density, the segmentation accuracy was greatly reduced. The advantage of the single-tree segmentation method based on the VPCDM is reflected mainly in the single-tree detection results.
single-tree, which affects the segmentation results. In other cases, trees with other crown structures form multicenter crown structures with multiple lateral clouds will reach the ground within the crown coverage area. On the other hand, trees with other crown structures form multicenter crown structures with multiple lateral clouds will reach the ground within the crown coverage area. On the one hand, the leaves of broad-leaved forests notably block light-based sensing systems, and the ability of point clouds to penetrate the canopy is very weak; only a few point clouds are more separated, and there is an obvious maximum canopy height at the treetop. In sample plots with fewer trees, the distance between trees is greater, the point clouds are more separated, and there is an obvious maximum canopy height at the treetop. Therefore, previous studies have obtained many high-precision research results using the CHM [33,38,45]. However, in sample plots with higher plant density, the distance between trees is short, and the overlapping crown area is greater; moreover, in natural, irregular forests, many higher trees block and cover the surrounding dwarfed trees, resulting in the mixing of point clouds. In these cases, single-tree detection using the CHM can detect only the tallest trees, which affects the accuracy of tree detection [23,24]. In areas with trees, the point cloud density of the tree crown and trunk is higher, and the density increases closer to the trunk center. Single-tree segmentation based on the VPCDM can detect more individual tree positions in sample plots with a higher tree density, which is also the main advantage of such data models over the CHM.

Simultaneously, it should be emphasized that the single-tree segmentation method based on VPCDM has good accuracy for coniferous forest species with similar, conical shapes, but it is not suitable for other tree crown structures or broad-leaved forest species. On the one hand, the leaves of broad-leaved forests notably block light-based sensing systems, and the ability of point clouds to penetrate the canopy is very weak; only a few point clouds will reach the ground within the crown coverage area. On the other hand, trees with other crown structures form multicenter crown structures with multiple lateral branches; this leads to the existence of multiple local point cloud density maxima for a single-tree, which affects the segmentation results.

Given the advantages of the VPCDM in terms of its single-tree detection accuracy, it may provide a more significant improvement of the segmentation accuracy for natural forests with a higher tree density or greater complexity. In addition, the tree species, age group, diameter class, and other attributes of the stand may affect the segmentation accuracy of the two data models [30,53]. Therefore, in the field of point cloud segmentation...
improvement at the single-tree scale, segmentation methods based on VPCDM will likely be used more widely in the coming years.

4.3. Local Maximum Algorithm with an Optimal Window Size

The results of single-tree detection by the CHM and VPCDM were obtained using the local maximum method with an optimal window size in the three plots (Figure 10). The vertical axis represents the number of detected trees, and the horizontal axis represents the window size. In plot 1, there were 33 trees. The accuracy of single-tree detection based on the CHM was highest when the window size was $6 \times 6$; the detection result was 31. Single-tree detection based on the VPCDM had the highest accuracy when the window size was $9 \times 9$; the detection result was 33. In plot 2, there were 93 trees. Single-tree detection based on the CHM had the highest accuracy when the window size was $3 \times 3$; the detection result was 31. Single-tree detection based on the VPCDM had the highest accuracy when the window size was $4 \times 4$, and the detection result was 33. In plot 3, there were 116 trees. Single-tree detection based on the CHM and single-tree detection based on the VPCDM both had the highest accuracy when the window size was $2 \times 2$, and the detection results were 101 and 120, respectively. In other words, the window size was the most important factor influencing detection of the local maximum based on raster data. Based on the CHM and VPCDM, within each plot, there was a similar relationship between the window size and the number of detections. The smaller the window, the higher was the detection result; conversely, the larger the window, the lower was the detection result.

![Figure 10. Single-tree extraction results for different window sizes. (a–c) show the results of single-tree detection using the maximum value of local window when the window size is set to $1 \times 1$ to $9 \times 9$ in three plots.](image)

Lee et al. [53] proposed an approach that automatically grows locally optimal canopy clusters or adaptive search radii. Yan et al. [21] proposed a self-adaptive bandwidth estimation method to estimate the optimal kernel bandwidth to improve the accuracy of seed point detection. All of these results show that establishing the optimal window size is the key to single-tree detection based on the local maximum algorithm.

4.4. Improved Watershed Segmentation Algorithm

This study used an improved watershed algorithm to increase the precision of crown area parameter extraction. The overlapping area of the tree crowns was identified by the density curve, and the tree crowns were segmented again using the geometric relationships between the overlapping tree crowns. The improved watershed algorithm was able to fit the complete crown boundary and obtain more accurate crown area parameters than the original watershed algorithm. In the experiments in the three plots, the tree height parameters extracted with the CHM were slightly better than those extracted with the VPCDM. This difference resulted from the effect of single-tree segmentation using the CHM uses the height information from the crown point cloud to detect the treetop position directly, in contrast to single-tree segmentation using the VPCDM, which uses the area of
the maximum point cloud density to detect the treetop position [46, 48]. The treetop height in the CHM is a pixel value of the raster data, while the treetop height in the VPCDM is the highest value of the vegetation point cloud in the grid where the maximum point cloud density is located [47]. However, the improved watershed algorithm is obviously better than the original watershed algorithm in terms of extracting the canopy area. The experimental results showed that the larger the average tree crown in the plot, the more overlap there was in the crown area, and the more obvious was the improvement effect on the extracted crown area parameters. Therefore, the improved watershed algorithm significantly increased the extraction accuracy of canopy area parameters after identifying the overlapping canopy area. The improved watershed algorithm does have shortcomings. It can use the geometric relationship of the overlapping area to perform re-segmentation and calculate more accurate crown area parameters. However, two adjacent trees in the overlapping area, the crown real boundary cross, cannot be visually displayed by 2D image. Therefore, the canopy boundaries segmented by the improved watershed algorithm cannot be represented visually like the canopy boundaries segmented by the original watershed algorithm [54].

5. Conclusions

Single-tree segmentation based on the VPCDM and the improved watershed algorithm are completely reliable for single-tree detection and structural parameter extraction in coniferous forests. Single-tree segmentation with the VPCDM and CHM utilized the local maximum algorithm with the optimal window size to identify single-tree seed points. However, the principles of data composition for the two models are completely different. The CHM is constructed from the height characteristics of point cloud data, while the VPCDM is composed of the density distribution characteristics of the vegetation point cloud projected onto the horizontal plane using the structural information from trees. The results showed that the following:

(1) The CHM and VPCDM achieved a high accuracy for single-tree detection and structural parameter extraction. In the evaluation of their single-tree detection results, the CHM had some advantages in detection accuracy, while the VPCDM had advantages in detection rate;

(2) The window size of the local maximum algorithm was proportional to the number of detection, and the local maximum algorithm with the optimal window size provided the most accurate results for single-tree number and location detection;

(3) The improved watershed algorithm significantly increased the extraction accuracy for canopy area parameters compared with the original watershed algorithm.

This study shows that single-tree segmentation based on the VPCDM and the improved watershed algorithm have great research potential in the fields of single-tree detection and structural parameter extraction. As with CHM-based segmentation, the accuracy of detection and parameter extraction by VPCDM-based segmentation is affected mainly by the stand conditions in the experimental plot, which cannot easily be changed. In addition, the main challenges in this field are tree detection in complex broad-leaved forests and in mixed coniferous and broad-leaved forests. Further research will involve the use of a combination of techniques to address these challenges.
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