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Abstract

The large amount of data accumulated so far on the dynamics of the COVID-19 outbreak has allowed assessing the accuracy of forecasting methods in retrospect. This work compares several basic time series analysis methods, including machine learning methods, for forecasting the number of confirmed cases for some days ahead. Year-long data for all regions of Russia has been used from the Yandex DataLens platform. As a result, accuracy estimates for these basic methods have been obtained for Russian regions and Russia as a whole, in dependence on the forecasting horizon. The best basic models for forecasting for 14 days are exponential smoothing and ARIMA, with an error of 11–19% by the MAPE metric for the latest part of the course of the epidemic. The accuracies obtained can be considered as baselines for more complex prospective models.
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1. Introduction

Forecasting the spread of the epidemic is an important task since it is necessary for planning mitigation policies, additional beds in hospitals, etc. Significant development in epidemic forecasting methods has been urged by the outbreak of the novel coronavirus infection (COVID-19). However, most of the works [7, 10, 12, 23, 24, 25] published in the first months of the pandemic strove to provide initial assessments of the evolving situation as early as possible. They were not aimed at validating the forecast accuracy in retrospect. Now that statistics for at least a year are available for most countries, it becomes more relevant to compare the performance of different forecasting methods [1, 2, 19, 20]. However, comparing the published scores of different approaches is complicated by the fact that different papers...
use a wide variety of problem formulations (e.g., forecasting horizon), validation methods, and accuracy metrics. At the same time, only a few works (see review [4]) follow the good practice in time series forecasting [22] of validating the accuracy of the predictive method on known data. Moreover, different works rely on different amounts of available data.

The task of forecasting the numbers of confirmed cases [7, 19, 23], recoveries [7, 19] or deaths [1, 7, 19] is to predict, using input data on some previous days, the respective time series of interest for some days ahead. In the input data, each day is described by a vector that may, in addition to the past values of the time series, contain additional features indirectly characterising the course of events: mitigation measures in place [6, 21], a statistic of search queries containing keywords relevant to the epidemic [3], data inferred from social network texts [16]. The prediction depth is one day into the future [23, 25], seven days [9], or ten [1, 13, 19] or more days. Note the SberBank competition\(^1\) of forecasting the number of confirmed cases in seven days in Russia and the Zindi competition\(^2\) of forecasting the number of deaths from April 19 to June 8, 2020. Prediction is performed by a number of methods, including the following:

- the naive approach of considering the number of cases for a day equal to that number for the previous day (further referred to as a dummy model) [2];
- exponential growth models [5];
- population models such as SIR [8, 10, 15, 17], SEIR [7, 10, 14, 17, 24, 25], and so on [1, 10, 17, 24];
- machine learning methods for regression [2, 9, 13, 19, 26], including SVM [19], LSTM [9, 20, 23, 25, 26], and deep neural network models [18].

The works that compare different forecasting approaches [2, 9, 19, 26] show that complex methods sometimes show no significant increase in accuracy compared to simplistic ones. For instance, complex machine learning methods are no better than simple ones at 10-day forecasting [19]. Due to that, it remains a relevant task to assess baseline accuracy levels achieved by basic forecasting methods on the data available to date, so that more complex methods that would be built in the future, possibly involving additional features within the input data, could be compared against said baselines.

Thus, the aims of this work are obtaining the baseline accuracy of forecasting the number of confirmed COVID-19 cases for Russia and studying the dependence of the accuracy on the forecasting range and on the amount of retrospective data used.

This will prepare the basis for further research and improvement of models for forecasting the dynamics of the epidemic.

2. Data

This work uses data from the Yandex DataLens\(^3\) service for one year (from March 2020 to March 2021). The data contains daily numbers of confirmed cases, recoveries, and deaths for 85 regions of Russia. In addition to the regions, we consider Russia as a whole, obtained as the sum of the regions.

Data preprocessing included normalization and cleaning. In order to bring all regions to a single scale, the data were normalized per 100,000 population:

\[
v_{\text{norm}} = \frac{v \times 100000}{P_{\text{region}}},
\]

where \(v\) is the value for the current day, \(P_{\text{region}}\) is the population size for the region. The population size for each region was taken from Rosstat data on the demography of the regions of the Russian Federation\(^4\) (as of 01.01.2021) and considered constant throughout the period under consideration. Then the data was cleaned: all points before the

---

\(^1\) [https://ods.ai/competitions/sberbank-covid19-forecast/]

\(^2\) [https://zindi.africa/competitions/predict-the-global-spread-of-covid-19]

\(^3\) [https://datalens.yandex/covid19]

\(^4\) [https://rosstat.gov.ru/folder/12781]
day with the first detected cases were discarded, and, in order to clear the data from anomalies, all values less than or equal to 0 were replaced with interpolated values for neighboring, non-zero values.

All the three series — confirmed, recovered, and deceased — are highly dependent on each other. In this work, we will focus on predicting the number of cases because they are the closest to real-time indicators of the dynamics of the outbreak. We consider the forecasting problem as the prediction of the total number of new cases in \( i \) days ahead, \( i \) taking one of 1, 7, 14, 21, 28. We have chosen to forecast the total increase in the number of confirmed cases over a certain period rather than separately for each day because we believe the former to be less dependent on random daily fluctuations caused by various external factors not directly related to the epidemic spread (delays in testing, in reporting, etc.), and therefore more stable. Technically, this means that the time series under forecasting is

\[
v_{\text{sum}}(t) = \sum_{k=0}^{i-1} v_{\text{norm}}(t-k),
\]

where the value for each day \( t \) is the sum of the normalized daily numbers of cases \( v_{\text{norm}} \) over \( i \) days. This new time series is \( i \) days less than the original one because it has \( i \) days excluded at the beginning.

3. Models

3.1. Dummy

The simplest basic model used in time series forecasting problems is "tomorrow as today". In this case, we take the current value of the time series as the predicted value. This approach can be used because we do not have any exceptional outliers and strong fluctuations in the series.

3.2. Statistical models

Analysis of a time series evolution is often done by alignment, smoothing, or applying various filters. These models account for trend and seasonality in the data by finding a functional dependence between the target prediction and the past values of the time series. We considered the exponential smoothing model (denoted as ES in Tables 1, 3, and 2) and the autoregressive model. For the exponential smoothing model, we used Holt Winter's method from the statsmodels library\(^5\) with the "trend" parameter set as "additive", and other parameters kept default.

The autoregressive model assumes that the value of a process is linearly dependent on some previous values of the same process. We used AutoARIMA, the ARIMA model with automatic selection of optimal model parameters, from the pmdarima library\(^6\).

The input data for statistical models is the entire time series, starting from the beginning of the training part of the current fold and up to the day of the testing part for which prediction is being made. Accordingly, for a later prediction date, a longer series is presented as the input to the model. The output is the value for a day \( i \) days ahead of the current day because, in the summed series, this corresponds to the total number of cases over \( i \) days from the current day.

3.3. Machine learning methods

The most popular machine learning methods often used to solve various regression problems include:

- Support Vector Machine with linear kernel and max_iter=5000 (LinearSVR);
- Linear Regression (LR): least-squares linear regression with normalize=True;
- Lasso: a linear least-squares model trained with L1 regularization, with max_iter=5000 and normalize=True;
- Ridge: linear least squares with L2 regularization, with normalize=True;
- Random Forest: an ensemble of decision tree models, with n_estimators=100;

\(^{5}\) https://www.statsmodels.org/stable/generated/statsmodels.tsa.holtwinters.ExponentialSmoothing.html
\(^{6}\) https://alkaline-ml.com/pmdarima/modules/generated/pmdarima.arima.AutoARIMA.html#pmdarima.arima.AutoARIMA
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time series (normalized, preprocessed, and converted to summed values) for the day \( t \).

5. Results

In order to evaluate each model at different stages of the epidemic (characterized, in particular, by different amounts
of available past data), we split a time series for each region into five equal parts by time. Out of these parts, four pairs
of training and testing parts, further referred to as folds, are formed as depicted in Figure 1. We consider two options
for forming training and testing parts: accumulation of training data and a sliding window.

Table 1 compares of the forecasting models on different folds (train-test splitting performed with history accumu-
lation) and with various forecasting horizons. For each fold and forecasting horizon, a model is characterized by
its MAPE averaged over all regions. Separately, Russia as a whole is considered by summing the time series of all
regions. Forecasting errors of all models on it are presented in Table 2. The true time series and the ones predicted by
the dummy model and exponential smoothing are shown in Figure 2.

Below are the results that follow from Table 1:

- The error of various methods, even as simple as the dummy model, decreases as the epidemic progresses. This
  shows that the series become more predictable over time, even with simple models.
- For a short-term forecast (1–7 days), all models give almost the same accuracy as the basic approach of the
dummy model. However, for a medium-term forecast, especially at later stages of the epidemic, exponential
  smoothing shows much lower error values than other models.
- Concerning a long-term forecast (28 days), the error for all models is too large to draw any conclusions based
  on the obtained forecast.

Fig. 1. Types of splitting the entire dataset into several folds of training parts, used for training models and fitting hyperparameters, and testing
parts, used for evaluating the forecasting accuracy. Left: splitting version 1, non accumulating training part; right: splitting version 2, accumulating
training part.

- Gradient Boosting with n_estimators=100.

All of the above models are taken from the sklearn library [11], with default parameters unless otherwise specified,
and were used in the same way. As input data, the models are given a vector consisting of the values of the series for
the last 14 days before the current day, while the output is the value of the series \( i \) days ahead.

4. Model scoring metric

The forecast accuracy is assessed by the mean absolute percentage error (MAPE) metric because, unlike MSE, it is
normalized both by the length of the time series and by its scale, and, unlike \( R^2 \), it can be interpreted as a percentage:

\[
\text{MAPE} = \frac{100}{n} \sum_{i=1}^{n} \left| \frac{A_i - F_t}{A_i} \right|
\]

Table 1 compares of the forecasting models on different folds (train-test splitting performed with history accumu-
lation) and with various forecasting horizons. For each fold and forecasting horizon, a model is characterized by
its MAPE averaged over all regions. Separately, Russia as a whole is considered by summing the time series of all
regions. Forecasting errors of all models on it are presented in Table 2. The true time series and the ones predicted by
the dummy model and exponential smoothing are shown in Figure 2.

Below are the results that follow from Table 1:

- The error of various methods, even as simple as the dummy model, decreases as the epidemic progresses. This
  shows that the series become more predictable over time, even with simple models.
- For a short-term forecast (1–7 days), all models give almost the same accuracy as the basic approach of the
dummy model. However, for a medium-term forecast, especially at later stages of the epidemic, exponential
  smoothing shows much lower error values than other models.
- Concerning a long-term forecast (28 days), the error for all models is too large to draw any conclusions based
  on the obtained forecast.
### Table 1. MAPE (%), averaged over Russian regions, for different models, prediction horizons, and dataset parts (folds)

| Prediction range | Part № | Dummy model | AutoARIMA | ES | GBR | LR | Lasso | LinearSVR | RF | Ridge |
|------------------|--------|-------------|-----------|----|-----|----|-------|-----------|-----|-------|
| 1 day            | 1      | 14          | 15        | 19 | 48  | 36 | 59    | 30        | 44  | 39    |
|                  | 2      | 9           | 10        | 15 | 20  | 11 | 51    | 11        | 20  | 18    |
|                  | 3      | 4           | 4         | 7  | 32  | 6  | 64    | 5         | 30  | 13    |
|                  | 4      | 6           | 7         | 9  | 17  | 8  | 58    | 7         | 18  | 17    |
| 7 days           | 1      | 21          | 23        | 25 | 66  | 73 | 62    | 50        | 65  | 74    |
|                  | 2      | 14          | 14        | 13 | 40  | 20 | 45    | 16        | 39  | 30    |
|                  | 3      | 9           | 7         | 7  | 41  | 12 | 55    | 12        | 40  | 24    |
|                  | 4      | 12          | 10        | 10 | 29  | 12 | 29    | 12        | 29  | 24    |
| 14 days          | 1      | 30          | 33        | 35 | 67  | 123| 90    | 97        | 67  | 105   |
|                  | 2      | 21          | 21        | 19 | 60  | 29 | 47    | 23        | 58  | 41    |
|                  | 3      | 18          | 12        | 11 | 46  | 23 | 49    | 20        | 46  | 37    |
|                  | 4      | 18          | 13        | 13 | 39  | 17 | 26    | 19        | 40  | 33    |
| 21 days          | 1      | 39          | 44        | 44 | 67  | 173| 122   | 173       | 67  | 130   |
|                  | 2      | 27          | 28        | 27 | 71  | 39 | 52    | 31        | 72  | 50    |
|                  | 3      | 26          | 16        | 15 | 49  | 33 | 51    | 26        | 50  | 47    |
|                  | 4      | 23          | 17        | 15 | 40  | 22 | 33    | 26        | 41  | 39    |
| 28 days          | 1      | 46          | 56        | 53 | 61  | 184| 130   | 262       | 61  | 140   |
|                  | 2      | 33          | 36        | 36 | 73  | 46 | 55    | 43        | 75  | 54    |
|                  | 3      | 34          | 21        | 20 | 51  | 43 | 53    | 31        | 52  | 53    |
|                  | 4      | 27          | 20        | 19 | 35  | 28 | 40    | 31        | 35  | 46    |

### Table 2. The value of the MAPE error for different models for the Russia as a whole.

| Prediction range | Part № | Dummy model | AutoARIMA | ES | GBR | LR | Lasso | LinearSVR | RF | Ridge |
|------------------|--------|-------------|-----------|----|-----|----|-------|-----------|-----|-------|
| 1 day            | 1      | 2           | 2         | 2  | 32  | 3  | 20    | 3         | 20  | 18    |
|                  | 2      | 14          | 14        | 13 | 40  | 20 | 45    | 16        | 39  | 30    |
|                  | 3      | 9           | 7         | 7  | 41  | 12 | 55    | 12        | 40  | 24    |
|                  | 4      | 6           | 7         | 9  | 17  | 8  | 58    | 7         | 18  | 17    |
| 7 days           | 1      | 21          | 23        | 25 | 66  | 73 | 62    | 50        | 65  | 74    |
|                  | 2      | 14          | 14        | 13 | 40  | 20 | 45    | 16        | 39  | 30    |
|                  | 3      | 9           | 7         | 7  | 41  | 12 | 55    | 12        | 40  | 24    |
|                  | 4      | 12          | 10        | 10 | 29  | 12 | 29    | 12        | 29  | 24    |
| 14 days          | 1      | 30          | 33        | 35 | 67  | 123| 90    | 97        | 67  | 105   |
|                  | 2      | 21          | 21        | 19 | 60  | 29 | 47    | 23        | 58  | 41    |
|                  | 3      | 18          | 12        | 11 | 46  | 23 | 49    | 20        | 46  | 37    |
|                  | 4      | 18          | 13        | 13 | 39  | 17 | 26    | 19        | 40  | 33    |
| 21 days          | 1      | 39          | 44        | 44 | 67  | 173| 122   | 173       | 67  | 130   |
|                  | 2      | 27          | 28        | 27 | 71  | 39 | 52    | 31        | 72  | 50    |
|                  | 3      | 26          | 16        | 15 | 49  | 33 | 51    | 26        | 50  | 47    |
|                  | 4      | 23          | 17        | 15 | 40  | 22 | 33    | 26        | 41  | 39    |
| 28 days          | 1      | 46          | 56        | 53 | 61  | 184| 130   | 262       | 61  | 140   |
|                  | 2      | 33          | 36        | 36 | 73  | 46 | 55    | 43        | 75  | 54    |
|                  | 3      | 34          | 21        | 20 | 51  | 43 | 53    | 31        | 52  | 53    |
|                  | 4      | 27          | 20        | 19 | 35  | 28 | 40    | 31        | 35  | 46    |

### Table 3. The mean MAPE (%) over Russian regions of two models, linear regression (LR) and exponential smoothing (ES), for 4 folds of the series, with non-accumulating training parts (v1) and with accumulating training parts (v2).

| Part № | 1 Part № | 2 Part № | 3 Part № | 4 Part № |
|--------|----------|----------|----------|----------|
| LR     | 1 day    | 1 day    | 1 day    | 1 day    |
|        | 7 days   | 7 days   | 7 days   | 7 days   |
|        | 14 days  | 14 days  | 14 days  | 14 days  |
|        | 21 days  | 21 days  | 21 days  | 21 days  |
|        | 28 days  | 28 days  | 28 days  | 28 days  |

In Table 2, the best accuracy for different forecasting horizons in later periods of the epidemic has been achieved by ARIMA. The forecasting error for 14 days, averaged over all periods of the epidemic (folds), is 7%.

Overall, among machine learning models, linear regression shows the best accuracy for most regions. Of statistical methods, exponential smoothing shows accuracy either close or better than ARIMA but much more computational efficiency. We, therefore, pick one best performing model from each of the families – statistical and machine learning – and further show results for linear regression and exponential smoothing only.

Table 3 shows, for these two models, the effect of data accumulation (see the two splitting options in Figure 1). With non-accumulating (sliding window) training part (v1), certain folds are predicted better than others. However,
Table 1. MAPE (%), averaged over Russian regions, for different models, prediction horizons, and dataset parts (folds)

| Prediction range | Part № | Dummy model | AutoARIMA | ES | GBR | LR | Lasso | LinearSVR | RF | Ridge |
|------------------|--------|-------------|-----------|----|-----|----|-------|-----------|----|-------|
| 1 day            | 1      | 2           | 2         | 2  | 32  | 3  | 20    | 3         | 27 | 11    |
|                  | 2      | 2           | 2         | 2  | 11  | 2  | 28    | 2         | 9  | 10    |
|                  | 3      | 3           | 3         | 4  | 40  | 4  | 69    | 4         | 40 | 12    |
|                  | 4      | 3           | 3         | 3  | 18  | 3  | 40    | 3         | 19 | 13    |
| 7 days           | 1      | 5           | 4         | 4  | 38  | 39 | 11    | 25        | 39 | 25    |
|                  | 2      | 10          | 3         | 3  | 32  | 3  | 27    | 3         | 40 | 20    |
|                  | 3      | 8           | 3         | 3  | 57  | 7  | 68    | 6         | 57 | 28    |
|                  | 4      | 10          | 4         | 4  | 31  | 4  | 12    | 7         | 32 | 23    |
| 14 days          | 1      | 11          | 9         | 8  | 32  | 127| 26    | 182       | 33 | 36    |
|                  | 2      | 15          | 7         | 8  | 63  | 16 | 38    | 9         | 64 | 30    |
|                  | 3      | 19          | 5         | 5  | 56  | 23 | 65    | 7         | 55 | 48    |
|                  | 4      | 17          | 8         | 7  | 38  | 6  | 16    | 13        | 38 | 34    |
| 21 days          | 1      | 17          | 12        | 13 | 29  | 117| 31    | 315       | 30 | 34    |
|                  | 2      | 20          | 12        | 14 | 57  | 26 | 40    | 15        | 61 | 38    |
|                  | 3      | 29          | 7         | 7  | 61  | 38 | 64    | 23        | 61 | 59    |
|                  | 4      | 23          | 10        | 9  | 39  | 10 | 32    | 8         | 39 | 43    |
| 28 days          | 1      | 21          | 17        | 18 | 29  | 103| 36    | 588       | 29 | 29    |
|                  | 2      | 22          | 17        | 18 | 57  | 27 | 39    | 18        | 57 | 38    |
|                  | 3      | 40          | 12        | 12 | 62  | 49 | 64    | 33        | 62 | 62    |
|                  | 4      | 26          | 13        | 14 | 32  | 22 | 45    | 18        | 32 | 45    |

Table 2. The value of the MAPE error for different models for the Russia as a whole.

| Prediction range | Part № | Dummy model | AutoARIMA | ES | GBR | LR | Lasso | LinearSVR | RF | Ridge |
|------------------|--------|-------------|-----------|----|-----|----|-------|-----------|----|-------|
| 1 day            | 1      | 2           | 2         | 2  | 32  | 3  | 20    | 3         | 27 | 11    |
|                  | 2      | 2           | 2         | 2  | 11  | 2  | 28    | 2         | 9  | 10    |
|                  | 3      | 3           | 3         | 4  | 40  | 4  | 69    | 4         | 40 | 12    |
|                  | 4      | 3           | 3         | 3  | 18  | 3  | 40    | 3         | 19 | 13    |
| 7 days           | 1      | 5           | 4         | 4  | 38  | 39 | 11    | 25        | 39 | 25    |
|                  | 2      | 10          | 3         | 3  | 32  | 3  | 27    | 3         | 40 | 20    |
|                  | 3      | 8           | 3         | 3  | 57  | 7  | 68    | 6         | 57 | 28    |
|                  | 4      | 10          | 4         | 4  | 31  | 4  | 12    | 7         | 32 | 23    |
| 14 days          | 1      | 11          | 9         | 8  | 32  | 127| 26    | 182       | 33 | 36    |
|                  | 2      | 15          | 7         | 8  | 63  | 16 | 38    | 9         | 64 | 30    |
|                  | 3      | 19          | 5         | 5  | 56  | 23 | 65    | 7         | 55 | 48    |
|                  | 4      | 17          | 8         | 7  | 38  | 6  | 16    | 13        | 38 | 34    |
| 21 days          | 1      | 17          | 12        | 13 | 29  | 117| 31    | 315       | 30 | 34    |
|                  | 2      | 20          | 12        | 14 | 57  | 26 | 40    | 15        | 61 | 38    |
|                  | 3      | 29          | 7         | 7  | 61  | 38 | 64    | 23        | 61 | 59    |
|                  | 4      | 23          | 10        | 9  | 39  | 10 | 32    | 8         | 39 | 43    |
| 28 days          | 1      | 21          | 17        | 18 | 29  | 103| 36    | 588       | 29 | 29    |
|                  | 2      | 22          | 17        | 18 | 57  | 27 | 39    | 18        | 57 | 38    |
|                  | 3      | 40          | 12        | 12 | 62  | 49 | 64    | 33        | 62 | 62    |
|                  | 4      | 26          | 13        | 14 | 32  | 22 | 45    | 18        | 32 | 45    |

Table 3. The mean MAPE (%) over Russian regions of two models, linear regression (LR) and exponential smoothing (ES), for 4 folds of the series, with non-accumulating training parts (v1) and with accumulating training parts (v2)

| Model | Prediction range | Part №1 v1,v2 | Part №2 v1,v2 | Part №3 v1,v2 | Part №4 v1,v2 |
|-------|------------------|---------------|---------------|---------------|---------------|
| LR    | 1 day            | 36            | 14            | 11            | 11            | 6             | 14            | 8             |
|       | 7 days           | 73            | 33            | 20            | 37            | 12            | 34            | 12            |
|       | 14 days          | 123           | 50            | 29            | 90            | 23            | 55            | 17            |
|       | 21 days          | 173           | 54            | 39            | 133           | 33            | 58            | 22            |
|       | 28 days          | 184           | 61            | 46            | 249           | 43            | 73            | 28            |
| ES    | 1 day            | 19            | 9             | 15            | 4             | 7             | 7             | 9             |
|       | 7 days           | 25            | 13            | 13            | 7             | 7             | 10            | 10            |
|       | 14 days          | 35            | 19            | 19            | 11            | 11            | 13            | 13            |
|       | 21 days          | 44            | 26            | 27            | 15            | 15            | 15            | 15            |
|       | 28 days          | 53            | 36            | 36            | 19            | 20            | 19            | 19            |

there is no clear tendency towards a decrease in the error value in predicting the later stages of the epidemic.

Accumulation of all past data into the training part (v2) has no noticeable effect on the accuracy of the exponential smoothing model. On the contrary, for machine learning models, the accumulation of training data plays a crucial role in the accurate forecasting of the epidemic.

The source code and results of experiments conducted in this work are available online\(^7\).

\(^7\) [https://github.com/sag111/COVID-19-baselines-Russia](https://github.com/sag111/COVID-19-baselines-Russia)
6. Discussion

This section analyses individual regions with the smallest and largest errors in predicting the total number of cases in 14 days. The plots show the exponential smoothing model because it performs better than others for this prediction range.

In Figures 3 and 4, the horizontal axis shows the number of days since the first case in the region, and the vertical axis shows the True ("Confirmed_100k") and predicted ("Dummy_model" and "ExpSmoothing") curves of the 14-day total number of cases, normalized per 100 thousand population.

The best accuracy has been achieved for Saratov, Volgograd, and Stavropol regions, with an average MAPE for all folds of 7%, 8%, and 8%, respectively. Prediction plots for the Saratov Region and Stavropol Krai are shown in Figure 3. It can be seen that in these regions, the curve of the epidemic was in itself not complicated: the first wave of the epidemic was small and turned smoothly into the second one. This allowed exponential smoothing to perform well without significant errors at all stages of the epidemic.

The worst predicted regions were Tyva, Chukotka Autonomous Okrug (AO), and Nenets Autonomous Okrug, with MAPE of 46%, 91%, and 118%, respectively. Model prediction plots for the Chukotka AO and Nenets AO are shown in Figure 4. The significant forecasting error in these regions may be due to the small population of these regions, resulting in the high volatility of the data.

7. Conclusion

Within the family of machine learning models, logistic regression performs the best, showing high error at the beginning of the epidemic but improving as the data accumulates. Of the family of statistical models, the best results are achieved by exponential smoothing and ARIMA, but the former one is less computationally intensive. Overall,
forecasting the 14-day total number of confirmed cases in Russian regions is performed most accurately by logistic regression, exponential smoothing, and the naive (dummy) model, with the respective errors of 17%, 13%, and 18% by the MAPE metric.

The results obtained are a reference for the further progress of methods for predicting the dynamics of the coronavirus epidemic in Russia. Further work will consider:

- more advanced machine learning models, such as neural networks; population models such as SIR, SEIR, etc.;
- different approaches to enriching input data with additional features, such as weather data, self-isolation index, restrictive measures, features obtained from the analysis of social media such as Twitter (aspect-based sentiment analysis, the number of mentions of the disease, etc.);
- the possibility to build a single model for all regions of Russia.
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