HIGH ORDER ASYMPTOTIC PRESERVING DISCONTINUOUS GALERKIN METHODS FOR GRAY RADIATIVE TRANSFER EQUATIONS

TAO XIONG

School of Mathematical Sciences, Fujian Provincial Key Laboratory of Mathematical Modeling and High-Performance Scientific Computing, Xiamen University
Xiamen, Fujian 361005, P.R. China

WENJUN SUN  YI SHI  PENG SONG

Institute of Applied Physics and Computational Mathematics
P.O. Box 8009, Beijing 100088, P.R. China

ABSTRACT. In this paper, we will develop a class of high order asymptotic preserving (AP) discontinuous Galerkin (DG) methods for nonlinear time-dependent gray radiative transfer equations (GRTEs). Inspired by the work [34], in which stability enhanced high order AP DG methods are proposed for linear transport equations, we propose to pernalize the nonlinear GRTEs under the micro-macro decomposition framework by adding a weighted linear diffusive term. In the diffusive limit, a hyperbolic, namely \( \Delta t = O(h) \) where \( \Delta t \) and \( h \) are the time step and mesh size respectively, instead of parabolic \( \Delta t = O(h^2) \) time step restriction is obtained, which is also free from the photon mean free path. The main new ingredient is that we further employ a Picard iteration with a predictor-corrector procedure, to decouple the resulting global nonlinear system to a linear system with local nonlinear algebraic equations from an outer iterative loop. Our scheme is shown to be asymptotic preserving and asymptotically accurate. Numerical tests for one and two spatial dimensional problems are performed to demonstrate that our scheme is of high order, effective and efficient.
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1. Introduction

Radiative transfer equations (RTEs) are a type of kinetic scale modeling equations, which are used to describe the time evolution of radiative intensity and energy transfer of a radiation field with its background material [5, 37]. The system has many applications in astrophysics, inertial confinement fusion (ICF), plasma physics and so on. It has attracted a lot of attention for numerical studies due to its importance but high complexity.

Gray radiative transfer equations (GRTEs) are a type of simplified RTEs for gray photons and coupled to the background with the material temperature. Due to its high dimensionality and the photons are traveling in the speed of light, a popular numerical method for simulating the GRTEs in literature is the implicit Monte Carlo method, see [10, 11, 7, 8, 41, 40] and references there in. On the other hand, to avoid numerical noises from the Monte Carlo method, deterministic methods are also developed. However, several difficulties arise. Firstly, for the GRTEs with a high or thick opacity background material, there are severe interactions between radiation and material, in which case, the photon mean free path is approaching zero and the diffusive radiation behavior becomes to dominate. Numerical methods for streaming transport equations in the low or thin opacity material will suffer from very small time step restriction in this diffusive regime. Secondly, the photons are traveling in a speed of light, so that the system also deserves implicit treatments for the transport term. Thirdly, the time evolution of the radiative intensity is coupled with the background material temperature. Its local thermal equilibrium is a Planckian, which is a nonlinear function of the material temperature. In the diffusive limit as the photon mean free path vanishing, it converges to a nonlinear diffusive equation. Due to the high dimensionality and strong coupled nonlinearity, fully implicit schemes are very difficult to solve, which require huge computational cost unaffordable even on modern computers.

An efficient approach to deal with these difficulties is the asymptotic preserving (AP) scheme. AP schemes were first studied in the numerical solution of steady neutron transport problems [27, 26, 20, 21], and later applied to nonstationary transport problems [23, 22]. For a scheme to be AP, in the diffusive scaling as we considered here, it means that when the spatial mesh size $h$ and time step $\Delta t$ are fixed, as the photon mean free path approaching zero, the scheme automatically becomes a consistent discretization for the limiting diffusive equation, see [18, 19] for more concrete definitions of AP schemes for multi-scale kinetic equations. Recently AP schemes are further developed under different scenorios. For linear transport equations in the diffusive scaling, a class of AP schemes coupled with discontinuous Galerkin discretizations in space and globally stiffly accurate implicit-explicit (IMEX) schemes were developed in [16, 17, 34, 36] under the micro-macro decomposition framework [29], while in space using finite difference discretizations under the same framework was developed in [24]. Crestetto et. al. recently proposed to decompose the solution of the linear transport equation in the diffusive regime in the time evolution of an equilibrium state plus an perturbation, and a Monte Carlo solver for the perturbation with an Eulerian method for the equilibrium part was designed [6], which is asymptotically complexity diminishing. AP schemes are also coupled with gas-kinetic schemes for linear kinetic model [32] and nonlinear RTEs [42, 44, 43, 39, 48], etc. However, to the best of our knowledge, high order schemes for time-dependent nonlinear RTEs, which is AP for the vanishing photon mean free path, is rare in literature, except [14] which is based on multiscale high order/low order (HOLO) algorithms [4] and [30] which is based on high order S-stable diagonally implicit Runge-Kutta (SDIRK) methods and linearization on the Planck function, as some of such few examples.

In this paper, inspired by the work [34, 17], we try to develop a class of high order AP DG-IMEX schemes for the GRTEs. Here in space, we use DG discretizations. The first DG scheme is developed for neutron transport equation by Reed and Hill [38]. Later DG has been widely used to study stationary and non-stationary transport equations, e.g. [1, 12, 17, 49, 33, 24, 34, 45, 13, 50]. In time, globally stiffly accurate IMEX schemes [2] are used. The same space and time discretizations have been proposed for linear transport equations in the diffusive scaling in [17] and analized in [16]. Recently, Peng et. al. [34] proposed a class of stability enhanced schemes by adding a weighted diffusive term on both sides but numerically discretizing them differently in time. The schemes have been analized in [35], which show that the stability enhanced approach has a hyperbolic time step condition, namely
Δt = O(h) where Δt and h are the time step size and mesh size respectively, instead of a parabolic time step condition Δt = O(h^2) in [16]. Further, to avoid the ad-hoc weighted diffusive term, Peng and Li proposed a class of AP IMEX-DG-S schemes based on the Schur complement [36]. Here, the stability-enhanced approach is borrowed, which is more straightforward than the scheme based on the Schur complement, when applied to the nonlinear GRTEs. The new challenge for GRTEs here is that the radiative intensity is nonlinearly coupled to the background material temperature. To effectively and efficiently deal with the nonlinearity appeared in the Planck function, we use a Picard iteration with a predictor-corrector procedure as is used in [46] for the capturing the right front propagation for GRTEs. The global nonlinear system is decoupled to a linear system with nonlinear algebraic equations only in each element from an outer iterative loop. We will formally prove that our scheme for GRTEs is AP and also asymptotically accurate (AA). Numerically we will show it is high order in space and in time, and can effectively and efficiently solve the nonlinear GRTEs.

The rest of the paper is organized as follows. In Section 2, the GRTEs are revisited and reformulated by a micro-macro decomposition. DG space and IMEX time discretizations are described in Section 3. Formal AP and AA analyses are given in Section 4. We will perform some numerical tests in Section 5, followed by a conclusion in Section 6.

2. Model equation

2.1. Gray radiative transfer equation. Here we consider the gray radiative transfer equations in the scaled form [42, 37]

\[
\begin{align*}
\varepsilon^2 c \frac{\partial I}{\partial t} + \varepsilon \vec{Q} \cdot \nabla I &= \sigma (\Phi - I), \\
\varepsilon^2 C_v \frac{\partial T}{\partial t} &= \varepsilon^2 \frac{\partial U}{\partial t} = 2 \sigma \langle |I| - \Phi \rangle,
\end{align*}
\]  

This system describes the radiative transfer and energy exchange between the radiation and the material. Here t is the time variable, \( \vec{r} \) is the position variable and \( \vec{\Omega} \) is the direction of traveling of the photons. \( I(t, \vec{r}, \vec{\Omega}) \) is the radiative intensity in the direction of \( \vec{\Omega} \), \( T(t, \vec{r}) \) is the material temperature, \( \sigma(t, \vec{r}) \) is the opacity, \( C_v(t, \vec{r}) \) is the scaled heat capacity and \( U(t, \vec{r}) \) is the material energy density. \( \varepsilon > 0 \) is the Knudsen number defined as the ratio of the photon mean free path over the characteristic length of space. We denote \( \langle \cdot \rangle \) as the integral average over the angular \( \vec{\Omega} \), namely

\[
\langle \cdot \rangle = \frac{1}{|\vec{\Omega}|} \int \cdot d\vec{\Omega},
\]

and \( \Phi = acT^4/|\vec{\Omega}| \), where a is the radiation constant, c is the scaled speed of light. For simplicity, the internal source and scattering are omitted.

The spatial position vector \( \vec{r} \) is usually presented by the Cartesian coordinate with \( \vec{r} = (x, y, z) \), while the direction \( \vec{\Omega} = (\zeta, \eta, \mu) \) is described by a polar angle \( \theta \) measured with respect to any fixed direction in space (e.g., the z axis) and a corresponding azimuthal angle \( \phi \), then

\[
\mu = \cos \theta, \quad \zeta = \sin \theta \cos \phi, \quad \eta = \sin \theta \sin \phi,
\]

and

\[
d\vec{r} = dx \, dy \, dz, \quad d\vec{\Omega} = \sin \theta \, d\theta \, d\phi = -d\mu \, d\phi,
\]

In the one-dimensional case, (2.1) reduces to

\[
\begin{align*}
\varepsilon^2 \frac{\partial I}{\partial t} + \varepsilon \mu I_x &= \sigma (\Phi - I), \\
\varepsilon^2 C_v \frac{\partial T}{\partial t} &= \varepsilon^2 \frac{\partial U}{\partial t} = 2 \sigma \langle |I| - \Phi \rangle,
\end{align*}
\]  

with \( \mu \in [-1, 1] \). While in the two dimensional case, it becomes

\[
\begin{align*}
\varepsilon^2 \frac{\partial I}{\partial t} + \varepsilon (\zeta I_x + \eta I_y) &= \sigma (\Phi - I), \\
\varepsilon^2 C_v \frac{\partial T}{\partial t} &= \varepsilon^2 \frac{\partial U}{\partial t} = 2 \pi \sigma \langle |I| - \Phi \rangle,
\end{align*}
\]
with
\[ \zeta = \sqrt{1 - \mu^2} \cos \phi \in [-1, 1], \quad \eta = \sqrt{1 - \mu^2} \sin \phi \in [-1, 1], \quad \mu \in [0, 1], \quad \phi \in [0, 2\pi] \].

(2.1) is a relaxation model for the radiative intensity to its local thermodynamic equilibrium, at where the emission source is a Planckian at the local material temperature \( \sigma_{\text{ac}(0)} \). The material temperature \( T(t, \mathbf{r}) \) is related to the material energy density \( U(t, \mathbf{r}) \) by
\[
\frac{\partial U}{\partial t} = C_v > 0,
\]
where \( C_v \) is the heat capacity.

It has been shown in [25] that as the Knudsen number \( \varepsilon \to 0 \), away from boundaries and initial times, the intensity \( I \) will approach to the Planckian at the local temperature equilibrium,
\[
I^{(0)} = \frac{1}{|\Omega|} \sigma_{\text{ac}(0)}^4,
\]
and the corresponding local temperature \( T^{(0)} \) satisfies the following nonlinear diffusive equation
\[
\frac{\partial}{\partial t} U(T^{(0)}) + \frac{\partial}{\partial t} a(T^{(0)})^4 = \nabla \cdot \frac{1}{3\sigma} \nabla \sigma_{\text{ac}(0)}^4.
\]

2.2. Micro-macro decomposition. We consider to reformulate the radiative transfer equations (2.1) by a micro-macro decomposition [29, 17]. We start to split the radiative intensity \( I \) as
\[
I = \rho + \frac{\varepsilon}{\sqrt{\sigma_0}} g,
\]
where \( \rho = \Pi I = \langle I \rangle \), \( \varepsilon g/\sqrt{\sigma_0} = (I - \Pi)I \) is the perturbation. \( \Pi \) is the identity and \( \Pi \) is an orthogonal projection. \( \sigma_0 \) is a constant which is defined as a referred opacity. \( \sqrt{\sigma_0} \) is added in the consideration that when \( \sigma \) is relatively large, (2.1) will also be close to the thermodynamic equilibrium, which is different from [17, 34]. If we integrate over the travel direction \( \Omega \) of photons, subtracting it from (2.1), we will obtain the following micro-macro decomposition system
\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \frac{\varepsilon}{\sqrt{\sigma_0}} \nabla \cdot \langle \Omega \rangle g &= \frac{c\sigma}{\varepsilon^2/\sigma_0} \langle \Phi - \rho \rangle, \\
\frac{\varepsilon^2}{\sigma_0} C_v \frac{\partial T}{\partial t} &= \tilde{\sigma} \frac{c\sigma}{\varepsilon^2/\sigma_0} \langle \Omega \rangle g, \\
g_t + \frac{\varepsilon}{\tilde{\sigma} (\Pi - \Pi) \nabla \cdot \langle \Omega \rangle g} + \frac{c\sqrt{\sigma_0}}{\varepsilon^2} \nabla \cdot \langle \Omega \rangle \rho &= -\frac{c\sigma}{\varepsilon^2/\sigma_0} g,
\end{align*}
\]
where \( \tilde{\sigma} = \sigma/\sigma_0 \) is a relative opacity compared to the reference opacity \( \sigma_0 \), and \( \sigma_0 \) will be specified later.

In (2.9), if we assume all variables, such as \( \rho \) and \( g \), are of \( \mathcal{O}(1) \), formally if \( \varepsilon/\sqrt{\sigma_0} \to 0 \), in the leading order we get \( \rho = \Phi \) and \( g = -\sqrt{\sigma_0} \nabla \cdot \langle \Omega \rangle \rho \) from the second and third equations respectively. Substituting them into the first equation, replacing the right hand side by \( -c \frac{C_v}{|\Pi|} \frac{\partial T}{\partial t} \) from the second equation, the nonlinear diffusive equation (2.7) is directly implied, which shows the advantage of this micro-macro reformulation. A more rigorous asymptotic analysis will be given in the Section 4. For more discussions on micro-macro decomposition, see [29, 17].

In [16, 17], a family of high order asymptotic preserving (AP) schemes was proposed and analyzed for the linear transport equations (corresponding to \( \Phi = \rho \) in the second equation of (2.9), namely, the temperature is at the equilibrium which is time independent). This type of scheme is based on nodal discontinuous Galerkin (DG) spatial discretization and globally stiffly accurate implicit-explicit (IMEX) temporal discretization. However, the scheme as \( \varepsilon \to 0 \) in the diffusive limit is intrinsically an explicit time discretization for the limiting heat equation and numerical stability requires a time step size \( \Delta t \sim h^2 \) when \( \varepsilon \ll 1 \), where \( h \) is the spatial mesh size. This time step condition is quite stringent for the consideration of computational efficiency. Recently, Peng et. al. [34, 35] proposed a stability enhanced approach by adding a weighted diffusive term, based on the knowledge of the diffusive limit,
which can improve the time step condition up to $\Delta t \sim h$ for stability and the scheme becomes much more efficient.

Now let us follow the idea in [34] to further reformulate (2.9) by adding a linear diffusive term on both sides in the first equation, with the referred opacity $\sigma_0$

$$
\begin{align*}
\frac{\partial \rho}{\partial t} + c \left( \frac{1}{\sqrt{m}} \nabla \cdot (\tilde{\Omega} g) + \frac{\omega}{\sqrt{m}} \Delta \rho \right) &= \frac{c\bar{\sigma}}{\varepsilon} (\Phi - \rho) + c \frac{\bar{\omega}}{\sqrt{m}} \Delta \rho, \\
\bar{\varepsilon}^2 \tilde{c}_v \frac{\partial T}{\partial t} &= \tilde{\sigma}(\rho - \Phi), \\
g_t + \frac{c\sqrt{\sigma_0}}{\varepsilon} (\mathbb{I} - \Pi) \nabla \cdot (\tilde{\Omega} g) + \frac{c\sqrt{\sigma_0}}{\varepsilon^2} \nabla \cdot (\tilde{\Omega} \rho) &= -\frac{c\bar{\sigma}}{\varepsilon} g,
\end{align*}
$$

(2.10)

where $\tilde{c}_v = C_v/|\tilde{\Omega}|$ and $\bar{\varepsilon} = \varepsilon/\sqrt{\sigma_0}$ are taken for shorthand notation. $\omega$ is a non-negative weighted function of $\bar{\varepsilon}$ and it is bounded and independent of $\bar{r}$. It suggests to take $\omega = \exp(-\varepsilon/h)$ or $\omega = \exp(-\varepsilon^2/\Delta t)$ in [34]. In this work, we take $\omega = \exp(-\bar{\varepsilon}/h)$. The referred value $\sigma_0$ can be seen as a linear diffusive penalization coefficient, e.g., as suggested in [47], we may take $1/\sigma_0 \geq 0.54 \max(1/\sigma)$. The two added linear diffusive terms will be numerically treated differently, one is explicit and the other is implicit.

Before we continue to numerical discretizations for (2.10), we first mention the angular approximation. For the angular direction $\tilde{\Omega}$, we simply use the discrete ordinate method, also known as $S_N$ method [28]. In the one dimensional case, $\tilde{\Omega}$ simply becomes $\mu \in [-1, 1]$, a Gauss-Legendre quadrature rule with weights $w_m$ and nodes $\mu_m$ is used, for $m = 1, \ldots, N_g$. In the two dimensional case, a Legendre-Chebyshev quadrature rule with weights $w_m$ and nodes $\tilde{\Omega}_m = (\zeta_m, \eta_m)$, for $m = 1, \ldots, N_g = N_lN_c$ is used. The nodes $\tilde{\Omega}_m = (\zeta_m, \eta_m)$ are given by

$$
\zeta_m = \sqrt{1 - \mu_i^2} \cos \phi_j, \quad \eta_m = \sqrt{1 - \mu_i^2} \sin \phi_j, \quad m = (i-1)N_c + j,
$$

where $\mu_i$, $i = 1, \ldots, N_l$, denote the roots of the Legendre polynomial of degree $N_l$. $\phi_j = (2j-1)\pi/N_c$, $j = 1, \ldots, N_c$ are the nodes based on a Chebyshev polynomial. In the following, for easy presentation, we still keep $\tilde{\Omega}$ continuous and focus on the numerical discretizations in time and space.

**Remark 2.1.** We notice that taking the micro-macro decomposition in (2.8), which is different from [17, 34], it has the right diffusive limit both as $\varepsilon \to 0$ and $\sigma$ relatively large. Besides, it is better for numerical boundary treatments, e.g., the inflow-outflow close-loop boundary condition for the Marshak wave problem in Section 5.

### 3. Numerical methods

In this section, we will describe the discontinuous Galerkin (DG) finite element spatial discretization for the system (2.10), where local DG is used for the diffusive terms. We take the two-dimensional case as an example, and the one-dimensional problem can be formulated similarly. In time, the scheme is coupled with high order globally stiffly accurate explicit-implicit (IMEX) methods. The resulting scheme is nonlinear only for the macroscopic variables $\rho$ and $T$. We use a Picard iteration with a predictor-corrector procedure, so that the nonlinear system is decoupled to a linear system, coupled with algebraic nonlinear equations restricted in each element, so that robust and fast convergence can be obtained.

#### 3.1. Semi-discrete Discontinuous Galerkin scheme

We consider a partition of the space computational domain $\mathbb{D}$ with a set of non-overlapping elements $\mathcal{T}_h = \{K\}$, which can completely cover the domain $\mathbb{D}$. $h$ is the maximum edge size of these elements. For simplicity, in this work, we consider a rectangular computational domain $\mathbb{D}$ with a partition of square elements $K = I_{ij} = I_i \times I_j$. Here $I_i = [x_{i-1/2}, x_{i+1/2}], I_j = [y_{j-1/2}, y_{j+1/2}]$ and $(x_i, y_j)$ is the center of each element $K$.

Given any non-negative integer vector $k = (k_1, k_2)$, we define a finite dimensional discrete piecewise polynomial space as follows

$$
V_h^k = \left\{ u \in L^2(\mathbb{D}) : \left. u \right|_K \in Q^k(K), \forall K \in \mathcal{T}_h \right\},
$$

(3.1)
where \( Q^k(K) \) consists of tensor product polynomials of degree not exceeding \( k \) along the \( i \)-th direction on the element \( K \), for \( i = 1, 2 \). Here \( Q^k(K) \) is chosen as it has better \( p \)-adaptivity along each spatial direction on a rectangular domain. The \( P^k(K) \) local space which consists of polynomials of degree not exceeding \( k \) can be used for the following scheme too.

For convenience, on each edge \( e \) of \( \mathcal{T}_h \), we follow [9] to define a unit normal vector \( n^e \) in the following way. If \( e \in \partial \mathbb{D}, \) \( n^e \) is defined as the unit normal vector pointing outside of \( \mathbb{D} \). For an interior edge \( e = \partial K^+ \cap \partial K^- \), we first denote \( n^+ \) and \( n^- \) as the outward unit normal vectors of \( e \) taken from the elements \( K^+ \) and \( K^- \), respectively. We fix \( n^e \) as one of \( n^\pm \). If we use the notations \( u^+ \) and \( u^- \) to denote the values of a function \( u \) on \( e \) taken from \( K^+ \) and \( K^- \), respectively, then the jump notation \([u]_e \) over an edge \( e \) for a scalar valued function \( u \) is defined as

\[
[u]_e = -(u^+ n^+ + u^- n^-) \cdot n^e,
\]

and for a vector-valued function \( \mathbf{q} \), the jump \([\mathbf{q} \cdot n]_e \) is defined as

\[
[q \cdot n]_e = -(q^+ \cdot n^+ + q^- \cdot n^-).
\]

Accordingly, the averages of \( u \) and \( q \cdot n \) are defined as

\[
\{u\}_e = -\frac{1}{2}(u^+ n^+ - u^- n^-) \cdot n^e, \quad \{q \cdot n\}_e = -\frac{1}{2}(q^+ \cdot n^+ - q^- \cdot n^-).
\]

Taking square elements as an example, along the \( x \) direction, \( K^- \) and \( K^+ \) are the left and right elements associated to the edge \( e \) respectively. We may fix \( n^e = n^- \), then

\[
[u]_e = u^+ - u^-, \quad [q \cdot n]_e = q^+ - q^-, \quad \{u\}_e = \frac{1}{2}(u^+ + u^-), \quad \{q \cdot n\}_e = \frac{1}{2}(q^+ + q^-).
\]

With these notations, let \( q = \nabla \rho \), a semi-discrete (local) DG scheme for (2.10) is given below.

Looking for \( \rho_h(t, \tilde{r}), \) \( g_h(t, \tilde{r}, \tilde{\Omega}), T_h(t, \tilde{r}) \in V_h^k \) and \( q_h(t, \tilde{r}) = (q_{1,h}(t, \tilde{r}), q_{2,h}(t, \tilde{r}))^T \) where \( q_{i,h}(t, \tilde{r}) \in V_h^k \) for \( i = 1, 2 \), such that \( \forall \alpha(\tilde{r}), \beta(\tilde{r}), \gamma(\tilde{r}) \in V_h^k \), and \( Z(\tilde{r}) = (z_1(\tilde{r}), z_2(\tilde{r}))^T \) where \( z_i(\tilde{r}) \in V_h^k \) for \( i = 1, 2 \), we have

\[
(\partial_t \rho_h, \alpha) + \frac{c}{\sqrt{\sigma_0}} a_h((\tilde{\Omega} g_h), \alpha) + c \frac{\sigma_1}{\sigma_0} d_h(q_h, \alpha) = -\frac{c}{\sqrt{\sigma_0}} (\sigma (\rho_h - \Phi_h), \alpha) + c \frac{\sigma_1}{\sigma_0} d_h(q_h, \alpha),
\]

\[
\varepsilon^2 \tilde{C}_e (\partial_t T_h, \gamma) = (\tilde{\sigma} (\rho_h - \Phi_h), \gamma),
\]

\[
(q_h, Z) = G_h(\rho_h, Z),
\]

\[
(\partial_t g_h, \beta) + \frac{c}{\sqrt{\sigma_1}} b_h((\tilde{\Omega} g_h), \beta) + \frac{c}{\sqrt{\sigma_1}} r_h((\tilde{\Omega} \rho_h, \beta) = -\frac{c}{\sqrt{\sigma_1}} (\tilde{\sigma} g_h, \beta),
\]

where

\[
a_h((\tilde{\Omega} g_h), \alpha) = -\sum_{K \in \mathcal{T}_h} \int_K (\tilde{\Omega} g_h) \nabla \cdot \alpha(\tilde{r}) d\tilde{r} + \sum_{K \in \mathcal{T}_h} \int_{\partial K} n^e \cdot (\tilde{\Omega} g_h) \alpha(\tilde{r}) d\tilde{r},
\]

\[
d_h(q_h, \alpha) = -\sum_{K \in \mathcal{T}_h} \int_K q_h \nabla \cdot \alpha(\tilde{r}) d\tilde{r} + \sum_{K \in \mathcal{T}_h} \int_{\partial K} n^e \cdot q_h \alpha(\tilde{r}) d\tilde{r},
\]

\[
b_h((\tilde{\Omega} g_h), \beta) = ((1 - \Pi) D_h(g_h; \tilde{\Omega}), \beta(\tilde{r})) = (D_h(g_h; \tilde{\Omega}) - D_h(g_h; \tilde{\Omega})), \beta(\tilde{r}),
\]

\[
r_h((\tilde{\Omega} \rho_h, \beta) = -\sum_{K \in \mathcal{T}_h} \int_K \rho_h \tilde{\Omega} \nabla \cdot (\beta(\tilde{r}) d\tilde{r} + \sum_{K \in \mathcal{T}_h} \int_{\partial K} n^e \cdot \tilde{\Omega} \rho_h \beta(\tilde{r}) d\tilde{r},
\]

\[
G_h(\rho_h, Z) = -\sum_{K \in \mathcal{T}_h} \int_K \rho_h \nabla Z(\tilde{r}) d\tilde{r} + \sum_{K \in \mathcal{T}_h} \int_{\partial K} \rho_h Z(\tilde{r}) d\tilde{r}.
\]

Here and below, the standard inner product \((\cdot, \cdot)\) for the \( L^2(\mathbb{D}) \) space is used, see e.g. in (3.2), the first term in the first equation and two terms in the second equation. The function \( D_h(g_h; \tilde{\Omega}) \) in the third equation of (3.3) is defined as an upwind discretization of \( \nabla \cdot (\tilde{\Omega} g) \) within the DG framework,

\[
(D_h(g_h; \tilde{\Omega}), \beta) = -\sum_{K \in \mathcal{T}_h} \int_K \tilde{\Omega} g_h \nabla \cdot (\beta(\tilde{r}) d\tilde{r} + \sum_{K \in \mathcal{T}_h} \int_{\partial K} n^e \cdot (\tilde{\Omega} g_h \beta(\tilde{r})) d\tilde{r}.
\]
with $\tilde{\Omega}g$ being an upwind numerical flux consistent to $\tilde{\Omega}g$,

(3.5) \[ \tilde{\Omega}g := \begin{cases} \tilde{\Omega}g^-, & \text{if } \tilde{\Omega} \cdot n^e > 0, \\ \tilde{\Omega}g^+, & \text{if } \tilde{\Omega} \cdot n^e < 0. \end{cases} \]

Remember that $n^e$ is a fixed unit normal vector of $n^-$ and $n^+$ associated to two elements $K^-$ and $K^+$ and $e = \partial K^+ \cap \partial K^-$. $g^\pm$ are the values of $g$ on $e$ taken from $K^\pm$ respectively. $n^e \cdot (\tilde{\Omega}g_h)$, $n^e \cdot \tilde{q}_h$ and $\tilde{\rho}_h$ are also numerical fluxes, and they are consistent to the physical fluxes $n^e \cdot (\tilde{\Omega}g)$, $n^e \cdot q$ and $\rho$, respectively. The following choices could be taken:

(3.6a) alternating left-right: $n^e \cdot (\tilde{\Omega}g) = n^- \cdot (\tilde{\Omega}g) = n^e \cdot \tilde{q} = n^- \cdot \tilde{q}$, $\hat{\rho} = \rho^+$;

(3.6b) alternating right-left: $n^e \cdot (\tilde{\Omega}g) = -n^+ \cdot (\tilde{\Omega}g) = n^e \cdot \tilde{q} = -n^+ \cdot \tilde{q}$, $\hat{\rho} = \rho^-$;

(3.6c) central: $n^e \cdot (\tilde{\Omega}g) = \{n \cdot (\tilde{\Omega}g)\}$, $n^e \cdot \tilde{q} = \{n \cdot q\}$, $\hat{\rho} = \{\rho\}$.

3.2. **Temporal discretization.** To ensure the correct asymptotic property as $\varepsilon \to 0$, the semi-discrete method in (3.2) is further coupled with globally stiffly accurate IMEX Runge-Kutta methods in time [2, 3].

We first give a fully discrete scheme with a first order IMEX method, termed as DG-IMEX. Given $\rho_h^i(\cdot), g_h^i(\cdot, \tilde{\Omega}), T_h^i(\cdot) \in V_h^k$ and $q_h^i(\cdot) = (q_{1,h}^i(\cdot), q_{2,h}^i(\cdot))^T$ where $q_{1,h}^i(\cdot) \in V_h^k$ and $q_{2,h}^i(\cdot) \in V_h^k$ approximates the solution $\rho, g, T$ and $q$ at $t = t^n$, we look for $\rho_h^{n+1}(\cdot), g_h^{n+1}(\cdot, \tilde{\Omega}), T_h^{n+1}(\cdot) \in V_h^k$ and $q_h^{n+1}(\cdot) = (q_{1,h}^{n+1}(\cdot), q_{2,h}^{n+1}(\cdot))^T$ where $q_{1,h}^{n+1}(\cdot) \in V_h^k$, such that for all $\alpha(\vec{r}), \beta(\vec{r}), \gamma(\vec{r}) \in V_h^k$, and $Z(\vec{r}) = (z_1(\vec{r}), z_2(\vec{r}))^T$ where $z_i(\vec{r}) \in V_h^k$ for $i = 1, 2$, we have

(3.7a) $\left(\frac{\rho_h^{n+1} - \rho_h^n}{\Delta t}, \alpha\right) + \frac{c}{\sqrt{\sigma_0}} a_h((\tilde{\Omega}g_h), \alpha) + \frac{\omega}{3\sigma_0} d_h(q_h^n, \alpha) =$

\[ - \frac{c}{\varepsilon^2} (\tilde{\sigma}(\rho_h^{n+1} - \Phi_h^{n+1}), \alpha) + \frac{\omega}{3\sigma_0} d_h(q_h^{n+1}, \alpha), \]

(3.7b) $\varepsilon^2 \tilde{C}_v \left(\frac{T_h^{n+1} - T_h^n}{\Delta t}, \gamma\right) = (\tilde{\sigma}(\rho_h^{n+1} - \Phi_h^{n+1}), \gamma),$

(3.7c) $(q_h^{n+1}, Z) = G_h(\rho_h^{n+1}, Z),$

(3.7d) \[ \left(\frac{g_h^{n+1} - g_h^n}{\Delta t}, \beta\right) + \frac{c}{\sqrt{\sigma_0}} b_h((\tilde{\Omega}g_h), \beta) + \frac{c}{\varepsilon^2} r_h(\tilde{\Omega} \rho_h^{n+1}, \beta) = -\frac{c}{\varepsilon^2} (\tilde{\sigma} g_h^{n+1}, \beta). \]

As we can see that the most stiff terms, in both the convective and collisional terms, with a scale of $\frac{1}{\varepsilon^2}$, are treated implicitly. The two added diffusive terms, one is treated explicitly and the other is treated implicitly.

For the scheme (3.7), we may first solve the first three equations to update $\rho_h^{n+1}, T_h^{n+1}$ and $q_h^{n+1}$, then we substitute $\rho_h^{n+1}$ and $T_h^{n+1}$ to the last equation to update $g_h^{n+1}$. Notice that $\tilde{\sigma}$ might depend on $T$ nonlinearly. In this case, the only unknown $g_h^{n+1}$ involving the angular direction $\tilde{\Omega}$ is updated explicitly, which is another main point for the design of asymptotic preserving scheme under the micro-macro decomposition framework [17]. However, we would note that due to the nonlinear relation $\Phi = acT^4/|\tilde{\Omega}|$, the first three equations of (3.7) still appears to be a fully nonlinear coupled system for the unknowns $\rho_h^{n+1}$ and $T_h^{n+1}$, this is the main difference from the linear radiative transport equations in [17, 34]. Before we talk about how to deal with this nonlinearity, let us finish our high order temporal discretization.
To achieve high order accuracy in time, we adopt the globally stiffly accurate multi-stage IMEX Runge-Kutta (RK) schemes [3, 17, 34]. A multi-stage IMEX RK scheme can be represented by a double Butcher tableau

\[
\begin{array}{c|c}
\tilde{c} & \tilde{A} \\
\hline
b^T & A \\
\end{array}
\]

(3.8)

where both \( \tilde{A} = (\tilde{a}_{ij}) \) and \( A = (a_{ij}) \) are \((s + 1) \times (s + 1)\) matrices, with \( \tilde{A} \) being lower triangular with zero diagonal entries. The coefficients \( \tilde{c} \) and \( c \) are given by the usual relation \( \tilde{c}_i = \sum_{j=0}^{i-1} \tilde{a}_{ij}, \)
\( c_i = \sum_{j=0}^{i} a_{ij} \), and vectors \( \tilde{b} = (\tilde{b}_j) \) and \( b = (b_j) \) provide the quadrature weights to combine internal stages of the RK method. The IMEX RK scheme is said to be globally stiffly accurate [3] if

\[
c_s = \tilde{c}_s = 1, \quad \text{and} \quad a_{sj} = b_j, \quad \tilde{a}_{sj} = \tilde{b}_j, \quad \forall j = 0, \ldots, s.
\]

(3.9)

This double Butcher tableau corresponds to explicit and implicit time discretization respectively. In this work, the type ARS IMEX RK scheme is used, where \( A \) in (3.8) has the following structure,

\[
\begin{bmatrix}
0 & 0 \\
0 & \tilde{A}
\end{bmatrix}
\]

where the diagonal entries of \( \tilde{A} \) are nonzero.

Now we will apply a general globally stiffly accurate IMEX RK method, represented by (3.8) with the property (3.9), to the semi-discrete DG scheme (3.2). For a \( p \)-th order IMEX RK method, our scheme is termed as “DG-IMEXp”. This is the same implicit-explicit strategy as in the first order case. Given \( \rho_h^n(\cdot), \ g_h^n(\cdot, \Omega), \ T_h^n(\cdot) \in V_h^k \) and \( \mathbf{q}_h^n(\cdot) = (q_{h,1}^n(\cdot), q_{h,2}^n(\cdot))^\top \) where \( q_{h,i}^n(\cdot) \in V_h^k \) for \( i = 1, 2 \) that approximate the solution \( \rho, \ g, \ T \) and \( \mathbf{q} \) at \( t = t^n \); we look for \( \rho_h^{n+1}(\cdot), \ g_h^{n+1}(\cdot, \Omega), \ T_h^{n+1}(\cdot) \in V_h^k \) and \( \mathbf{q}_h^{n+1}(\cdot) = (q_{h,1}^{n+1}(\cdot), q_{h,2}^{n+1}(\cdot))^\top \) where \( q_{h,i}^{n+1}(\cdot) \in V_h^k \), such that \( \forall \alpha(\vec{r}), \beta(\vec{r}), \gamma(\vec{r}) \in V_h^k \), and \( \mathbf{Z}(\vec{r}) = (z_1(\vec{r}), z_2(\vec{r}))^\top \) where \( z_i(\vec{r}) \in V_h^k \) for \( i = 1, 2 \), we have

\[
(3.10a) \quad \left( \frac{\rho_h^{n+1} - \rho_h^n}{\Delta t}, \alpha \right) + \frac{c}{\sqrt{\sigma_0}} \sum_{\ell=0}^{s} \tilde{b}_\ell a_h(\langle \vec{\Omega} g_h(\ell) \rangle, \alpha) + c \frac{\omega}{3\sigma_0} \sum_{\ell=0}^{s} \tilde{b}_\ell d_h(q_h(\ell), \alpha) = - \frac{c}{\tilde{\epsilon}^2} \sum_{\ell=0}^{s} b_\ell (\tilde{\sigma} (\rho_h(\ell) - \Phi_h(\ell), \alpha) + c \frac{\omega}{3\sigma_0} \sum_{\ell=0}^{s} \tilde{b}_\ell d_h(q_h(\ell), \alpha),
\]

\[
(3.10b) \quad \tilde{\epsilon}^2 \tilde{C}_v \left( \frac{T_h^{n+1} - T_h^n}{\Delta t}, \gamma \right) = \sum_{\ell=0}^{s} b_\ell \left( \tilde{\sigma} (\rho_h(\ell) - \Phi_h(\ell), \gamma) \right),
\]

(3.10c) \( (\mathbf{q}_h^{n+1}, \mathbf{Z}) = G_h(\rho_h^{n+1}, \mathbf{Z}), \)

\[
(3.10d) \quad \left( \frac{g_h^{n+1} - g_h^n}{\Delta t}, \beta \right) + \frac{c}{\sqrt{\sigma_0}} \sum_{\ell=0}^{s} \tilde{b}_\ell h_h(\langle \vec{\Omega} g_h(\ell) \rangle, \beta) + c \frac{\sqrt{\sigma_0}}{\tilde{\epsilon}^2} \sum_{\ell=0}^{s} b_\ell r_h(\vec{\Omega} \rho_h(\ell), \beta) = - \frac{c}{\sqrt{\sigma_0}} \sum_{\ell=0}^{s} \tilde{b}_\ell (\tilde{\sigma} g_h(\ell), \beta).
\]
The approximations at the internal stages \( \rho_h^{(\ell)}(\cdot), g_h^{(\ell)}(\cdot, \vec{\Omega}), T_h^{(\ell)}(\cdot) \in V_h^k \) and \( q_h^{(\ell)}(\cdot) = (q_h^{(1,\ell)}(\cdot), q_h^{(2,\ell)}(\cdot)) \) where \( q_{i,h}^{(\ell)}(\cdot) \in V_h^k \) for \( i = 1, 2 \), with \( \ell = 1, \cdots, s \), would satisfy

\[
(3.11a) \quad \left( \frac{\rho_h^{(\ell)} - \rho_h^n}{\Delta t}, \alpha \right) + \frac{c}{\sqrt{\sigma_0}} \sum_{j=0}^{\ell-1} \hat{a}_{\ell,j} a_h((\vec{\Omega} g_h^{(j)}), \alpha) + c \frac{\omega}{3\sigma_0} \sum_{j=0}^{\ell-1} \hat{a}_{\ell,j} d_h(q_h^{(j)}, \alpha) =
- \frac{c}{\varepsilon^2} \sum_{j=0}^{\ell} a_{\ell,j} (\hat{\sigma}(\rho_h^{(j)} - \Phi_h^{(j)}), \alpha) + c \frac{\omega}{3\sigma_0} \sum_{j=0}^{\ell} a_{\ell,j} d_h(q_h^{(j)}, \alpha),
\]

\[
(3.11b) \quad \varepsilon^2 \tilde{C}_v \left( \frac{T_h^{(\ell)} - T_h^n}{\Delta t}, \gamma \right) = \sum_{j=0}^{\ell} a_{\ell,j} \left( \tilde{\sigma}(\rho_h^{(j)} - \Phi_h^{(j)}), \gamma \right),
\]

\[
(3.11c) \quad (q_h^{(\ell)}, Z) = G_h(\rho_h^{(\ell)}, Z),
\]

\[
(3.11d) \quad \left( \frac{g_h^{(\ell)} - g_h^n}{\Delta t}, \beta \right) + \frac{c/\sqrt{\sigma_0}}{\varepsilon} \sum_{j=0}^{\ell-1} \hat{b}_{\ell,j} b_h((\vec{\Omega} g_h^{(j)}), \beta) + \frac{c/\sqrt{\sigma_0}}{\varepsilon^2} \sum_{j=0}^{\ell} a_{\ell,j} r_h((\vec{\Omega} \rho_h^{(j)}), \beta) =
- \frac{c}{\varepsilon^2} \sum_{j=0}^{\ell} a_{\ell,j} (\hat{\sigma} g_h^{(j)}, \beta).
\]

Notice that for \( \ell = 0 \), \( \rho_h^{(0)} = \rho_h^0 \), \( g_h^{(0)} = g_h^0 \), \( T_h^{(0)} = T_h^0 \) and \( q_h^{(0)} = q_h^0 \). This high order temporal discretization (3.10)-(3.11) can be solved similarly as the first order scheme (3.7) in a stage-by-stage manner. That is, in each internal stage, from (3.11), we first solve the first three equations to update \( \rho_h^{(\ell)}(\cdot), T_h^{(\ell)}(\cdot) \) and \( q_h^{(\ell)}(\cdot) \), and then substituting \( \rho_h^{(\ell)}(\cdot) \) and \( T_h^{(\ell)}(\cdot) \) into the fourth equation to get \( g_h^{(\ell)}(\cdot, \vec{\Omega}) \).

After all stage values are obtained, the numerical solutions \( \rho_h^{n+1}(\cdot), g_h^{n+1}(\cdot, \vec{\Omega}), T_h^{n+1}(\cdot) \) and \( q_h^{n+1}(\cdot) \) at the next time level \( t^{n+1} \) can be accumulated from (3.10). For a globally stiffly accurate IMEX RK scheme, from (3.9), the solutions at \( t^{n+1} \) coincide with the last stage values, that is,

\[
(3.12) \quad \rho_h^{n+1} = \rho_h^{(s)}, \quad g_h^{n+1} = g_h^{(s)}, \quad T_h^{n+1} = T_h^{(s)} \quad \text{and} \quad \Phi^{n+1} = \Phi(T_h^{(s)})^4/|\vec{\Omega}|.
\]

However, numerically we find that due to (3.11a)-(3.11c) is solved iteratively (as described in the next section), the exact conservation is lost and we cannot get the right front propagation of the material temperature. Keeping \( g_h^{n+1} = g_h^{(s)} \), combining (3.10a) and (3.10b) we propose to update \( \rho_h^{n+1} \) and \( T_h^{n+1} \) again with

\[
(3.13a) \quad \left( \frac{\rho_h^{n+1} - \rho_h^n}{\Delta t}, \alpha \right) + \tilde{C}_v \left( \frac{T_h^{n+1} - T_h^n}{\Delta t}, \alpha \right) =
+ \frac{c}{\sqrt{\sigma_0}} \sum_{\ell=0}^{s} \hat{b}_{\ell} a_h((\vec{\Omega} g_h^{(\ell)}), \alpha) + c \frac{\omega}{3\sigma_0} \sum_{\ell=0}^{s} \hat{b}_{\ell} d_h(q_h^{(\ell)}, \alpha) + c \frac{\omega}{3\sigma_0} \sum_{\ell=0}^{s} b_{\ell} d_h(q_h^{(\ell)}, \alpha),
\]

\[
(3.13b) \quad \varepsilon^2 \tilde{C}_v \left( \frac{T_h^{n+1} - T_h^n}{\Delta t}, \gamma \right) - b_s \left( \tilde{\sigma}(\rho_h^{n+1} - \Phi_h^{n+1}), \gamma \right) = \sum_{\ell=0}^{s-1} b_{\ell} \left( \tilde{\sigma}(\rho_h^{(\ell)} - \Phi_h^{(\ell)}), \gamma \right).
\]

The idea is that spatial derivatives are discretized in a conservative flux difference form for updating \( \rho_h^{n+1} \). With (3.13), both conservation and \( \rho_h^{n+1} = \Phi_h^{n+1} + \mathcal{O}(\varepsilon) \) when \( \varepsilon \ll 1 \) can be ensured.
3.3. Picard iteration with a predictor-corrector procedure. As mentioned in the last subsection, the first three equations in the scheme (3.7) or (3.11) are fully coupled nonlinear system. To avoid solving the nonlinear system directly, we employ a Picard iteration with a predictor-corrector procedure. This is motivated from the work in [46], where this procedure is designed for an accurate front capturing asymptotic preserving scheme. The idea is that, to avoid a coupled global nonlinear system, we need to separate the spatial differential operator $\Delta \rho$ from the nonlinear term $\Phi = acT^4 / |\Omega|$ with respect to $T$.

We start with the first order in time scheme (3.7). We focus on the first three equations and we rewrite them in the following way

\begin{equation}
\left( \rho_h^{n+1}, \alpha \right) + c \tilde{C}_v \left( T_h^{n+1}, \alpha \right) - c \Delta t \frac{\omega}{3\sigma_0} d_h(\mathbf{q}_h^{n+1}, \alpha) = \left( \text{RHS}_1^n, \alpha \right),
\end{equation}

\begin{equation}
\varepsilon^2 \tilde{C}_v \left( T_h^{n+1}, \gamma \right) - \Delta t \left( \tilde{\sigma} \left( \rho_h^{n+1} - \Phi_h^{n+1} \right), \gamma \right) = \left( \text{RHS}_2^n, \gamma \right),
\end{equation}

\begin{equation}
\left( \mathbf{q}_h^{n+1}, Z \right) - G_h(\rho_h^{n+1}, Z) = 0.
\end{equation}

We have combined (3.7a) and (3.7b) to obtain (3.14a). Besides, we have put all unknown values at the time level $t^n+1$ on the left, while all values at the time level $t^n$ on the right, where

\begin{equation}
\text{RHS}_1^n, \alpha) = \left( \rho_h^n, \alpha \right) + c \tilde{C}_v \left( T_h^n, \alpha \right) - c \Delta t \frac{\omega}{3\sigma_0} d_h(\mathbf{q}_h^n, \alpha) - \frac{c}{\sqrt{\sigma_0}} \Delta t a_h((\Omega g_h^n), \alpha),
\end{equation}

and

\begin{equation}
\text{RHS}_2^n, \gamma) = \varepsilon^2 \tilde{C}_v \left( T_h^n, \gamma \right).
\end{equation}

Now the Picard iteration for solving (3.14) is defined as follows: for the iterative number $m$ starting at $m = 0$, where $\rho_h^{n+1, (0)} = \rho_h^n$, $T_h^{n+1, (0)} = T_h^n$ and $\mathbf{q}_h^{n+1, (0)} = \mathbf{q}_h^n$, we update the unknowns $\rho_h^{n+1, (m+1)}$, $T_h^{n+1, (m+1)}$ and $\mathbf{q}_h^{n+1, (m+1)}$ iteratively by the following two steps:

- Step 1: we first solve the following linear system to obtain $\rho_h^{n+1, (m+1)}$ and $\mathbf{q}_h^{n+1, (m+1)}$

\begin{equation}
\begin{cases}
\left( \rho_h^{n+1, (m+1)}, \alpha \right) - c \Delta t \frac{\omega}{3\sigma_0} d_h(\mathbf{q}_h^{n+1, (m+1)}, \alpha) = \left( \text{RHS}_1^n, \alpha \right) - c \tilde{C}_v \left( T_h^{n+1, (m)}, \alpha \right),

\left( \mathbf{q}_h^{n+1, (m+1)}, Z \right) - G_h(\rho_h^{n+1, (m+1)}, Z) = 0.
\end{cases}
\end{equation}

Notice that $d_h(\mathbf{q}_h^{n+1, (m+1)}, \alpha)$ combined with $(\mathbf{q}_h^{n+1, (m+1)}, Z)$ gives the local DG discretization for the Laplacian $\Delta \rho$, which results in a linear system;

- Step 2: with $\rho_h^{n+1, (m+1)}$ and $\mathbf{q}_h^{n+1, (m+1)}$ obtained from Step 1, we now solve

\begin{equation}
\begin{cases}
\left( \rho_h^{n+1, (m+1)}, \alpha \right) + c \tilde{C}_v \left( T_h^{n+1, (m+1)}, \alpha \right) = \left( \text{RHS}_1^n, \alpha \right) + c \Delta t \frac{\omega}{3\sigma_0} d_h(\mathbf{q}_h^{n+1, (m+1)}, \alpha),

\varepsilon^2 \tilde{C}_v \left( T_h^{n+1, (m+1)}, \gamma \right) - \Delta t \left( \tilde{\sigma} \left( \rho_h^{n+1, (m+1)} - \Phi_h^{n+1, (m+1)} \right), \gamma \right) = \left( \text{RHS}_2^n, \gamma \right).
\end{cases}
\end{equation}

d_h(\mathbf{q}_h^{n+1, (m+1)}, \alpha)$ can be precomputed from $\mathbf{q}_h^{n+1, (m+1)}$. Instead of using $\rho_h^{n+1, (m+1)}$ obtained from step 1, here we express it by $T_h^{n+1, (m+1)}$ and $\Phi_h^{n+1, (m+1)}$ from the second equation of (3.16), and substitute it into the first equation. In this way, the system (3.16) becomes a local algebraic nonlinear system for $T_h^{n+1, (m+1)}$ within each element $K$, so that solving a global nonlinear system is avoid. The Newton iteration can be simply used to solve this algebraic nonlinear system.

In Step 2, if we assume $\tilde{\sigma}$ is simply a positive constant, from the second equation, we have

\begin{equation}
\left( \rho_h^{n+1, (m+1)}, \gamma \right) = \left( \Phi_h^{n+1, (m+1)}, \gamma \right) - \varepsilon^2 \tilde{C}_v \left( T_h^{n+1, (m+1)}, \gamma \right) / (\tilde{\sigma} \Delta t) - \left( \text{RHS}_2^n, \gamma \right) / (\tilde{\sigma} \Delta t).\end{equation}
substituting it into the first equation, it yields

\[(\Phi_h^{n+1,(m+1)}, \alpha) + c \tilde{C}_v \left( T_h^{n+1,(m+1)}, \alpha \right) - \varepsilon^2 \tilde{C}_v \left( T_h^{n+1,(m+1)}, \alpha \right) / (\tilde{\sigma} \Delta t) = (\text{RHS}_3^n, \alpha), \]

where

\[(\text{RHS}_3^n, \alpha) = (\text{RHS}_1^n, \alpha) + c \Delta t \frac{\omega}{3\sigma_0} d_h(q_h^{n+1,(m+1)}, \alpha) + (\text{RHS}_2^n, \alpha) / (\tilde{\sigma} \Delta t). \]

\[(\Phi_h^{n+1,(m+1)}, \alpha) + c \tilde{C}_v \left( T_h^{n+1,(m+1)}, \alpha \right) = (\rho_h^n, \alpha) + c \tilde{C}_v \left( T_h^n, \alpha \right) - c \Delta t \frac{\omega}{3\sigma_0} d_h(q_h^n, \alpha)
- \frac{c}{\sqrt{\sigma_0}} \Delta t a_h((\bar{g}_h^n, \alpha) + c \Delta t \frac{\omega}{5\sigma_0} d_h(q_h^{n+1,(m+1)}, \alpha), \alpha).
\]

Since \(\rho_h^n\) approaches \(\Phi_h^n\) from (3.14b), combining with (3.7d) in the limit \(\varepsilon \to 0\), (3.19) is a consistent discretization for the diffusive equation (2.7) (for more details, see the asymptotic analysis in the following section). Namely (3.19) is mimicking a numerical discretization for the diffusive limiting equation (2.7).

The two steps are solved with the iterative number \(m\) until convergent, where the stop criteria is defined as

\[\|\rho_h^{n+1,(m+1)} - \rho_h^{n+1,(m)}\|_2 < \delta. \]

The \(L^2\) norm is used and we take \(\delta = 10^{-9}\) in our numerical tests.

This procedure can be similarly applied to high order IMEX RK time discretizations (3.11) at each stage. That is, for the first three equations in (3.11), at the stage \(\ell (\ell = 1, \ldots, s)\), we rewrite them as

\[(\Phi_h^{n+1,(m+1)}, \alpha) + c \tilde{C}_v \left( T_h^{n+1,(m+1)}, \alpha \right) = (\rho_h^{n,(\ell)}, \alpha) + c \tilde{C}_v \left( T_h^{n,(\ell)}, \alpha \right) - c \Delta t \frac{\omega}{3\sigma_0} d_h(q_h^{n,(\ell)}, \alpha),
- \frac{c}{\sqrt{\sigma_0}} \Delta t a_h((\bar{g}_h^{n,(\ell)}, \alpha) + c \Delta t \frac{\omega}{5\sigma_0} d_h(q_h^{n+1,(m+1),(\ell)}, \alpha), \alpha), \]

\[\varepsilon^2 \tilde{C}_v \left( T_h^{n,(\ell)}, \gamma \right) - a_{\ell\ell} \Delta t \left( \tilde{\sigma} (\rho_h^{n,(\ell)} - \Phi_h^{n,(\ell)}), \gamma \right) = (\text{RHS}_2, \gamma), \]

\[(q_h^{n,(\ell)}, Z) - G_h(\rho_h^{n,(\ell)}, Z) = 0. \]

Similarly we have combined (3.11a) and (3.11b) to obtain (3.20a). All known values before stage \(\ell\) are put on the right, where

\[(\text{RHS}_1, \alpha) = (\rho_h^n, \alpha) + c \tilde{C}_v \left( T_h^n, \alpha \right) - c \sqrt{\sigma_0} \Delta t \sum_{j=1}^{\ell-1} \bar{a}_{\ell,j} a_h((\bar{g}_h^{(j)}, \alpha) - c \Delta t \frac{\omega}{3\sigma_0} \sum_{j=0}^{\ell-1} (\bar{a}_{\ell,j} - a_{\ell,j}) d_h(q_h^{(j)}, \alpha), \alpha), \]

\[(\text{RHS}_2, \gamma) = \varepsilon^2 \tilde{C}_v \left( T_h^n, \gamma \right) + \Delta t \sum_{j=0}^{\ell-1} a_{\ell,j} \left( \tilde{\sigma} (\rho_h^{(j)} - \Phi_h^{(j)}), \gamma \right). \]

Notice that (3.20) is in the same form as (3.14), so that it can be solved similarly with the Picard iteration described above. The solutions \(\rho_h^{n+1}\) and \(T_h^{n+1}\) are updated by (3.13) following the same procedure in Step 2. We omit the details here to save space.

4. Formal asymptotic preserving analysis

In this section, we will perform formal asymptotic preserving (AP) and asymptotically accurate (AA) analyses for the proposed schemes by assuming \(\varepsilon \ll 1\), while the mesh parameters \(h\) and \(\Delta t\) are fixed. We will show that our DG-IMEX1 scheme (3.7) is AP in the sense that when \(\varepsilon \to 0\), it becomes a consistent discretization for the limiting diffusive equation (2.7). On the other hand, our DG-IMEXp scheme (3.10)-(3.11) is asymptotically accurate, namely, the schemes of (3.10)-(3.11) as \(\varepsilon \to 0\), maintains its order of temporal accuracy for the limiting equation (2.7). The analyses mainly follow the notations and assumptions as used in [36].

We first assume the initial data is well-prepared without considering the initial layers, namely, \(I(t, \vec{r}, \vec{\Omega}) = \rho(t, \vec{r}) + \varepsilon g(t, \vec{r}, \vec{\Omega})\) and \(\rho(t, \vec{r}) = O(1), g(t, \vec{r}, \vec{\Omega}) = O(1)\). We further make the assumptions
that the spatial derivatives of $\rho$ and $g$ at $t = 0$, have comparable scales as $\|\rho(0, \cdot)\|$ and $\|g(0, \cdot, \vec{O})\|$ with respect to $\varepsilon$, that is, they all are $O(1)$. Under these assumptions, all spatial derivative approximations in (3.3) also all are $O(1)$. For the small parameters $\varepsilon$, $h$ and $\Delta t$, it is assumed $\varepsilon^2 \ll \Delta t$, $\varepsilon \leq \Delta t \leq 1$ and $\Delta t/h = O(1)$ to avoid the explicit dependence on $\Delta t$ and $h$ of the hidden constant in the $O$ notation.

We begin to write our scheme in a strong form by defining the following linear operators for (3.3)

\begin{equation}
(D_h^0(\vec{\Omega} g_h^n), \alpha) = a_h(\vec{\Omega} g_h^n, \alpha), \quad (D_h^0(\vec{\Omega} \rho_h^n), \beta) = -r_h(\vec{\Omega} \rho_h^n, \beta),
\end{equation}

and

\begin{equation}
(D_h^{grad} \rho_h^n, \beta) = G_h(\rho_h^n, \beta), \quad (D_h^{div} q_h^n, \alpha) = d_h(q_h^n, \alpha).
\end{equation}

They are well-defined bounded operators following the Riesz representation, and determined entirely by the discrete space $V_h^k$ and the involved numerical fluxes.

4.1. Asymptotic preserving (AP) analysis for DG-IMEX1. The DG-IMEX1 scheme (3.7) in the strong form becomes

\begin{equation}
\frac{\rho_h^{n+1} - \rho_h^n}{\Delta t} + \frac{c}{\sqrt{\sigma_0}} D_h^0(\vec{\Omega} g_h^n) + c \frac{\omega}{\sigma_0} D_h^{div}(q_h^n) = -\frac{c}{\varepsilon^2} \tilde{\sigma} (\rho_h^{n+1} - \Phi_h^{n+1}) + c \frac{\omega}{3\sigma_0} D_h^{div}(q_h^{n+1}),
\end{equation}

\begin{equation}
\varepsilon^2 \tilde{C}_v \frac{T_h^{n+1} - T_h^n}{\Delta t} = \tilde{\sigma} (\rho_h^{n+1} - \Phi_h^{n+1}),
\end{equation}

\begin{equation}
q_h^{n+1} = D_h^{grad}(\rho_h^{n+1}),
\end{equation}

\begin{equation}
g_h^{n+1} = \frac{g_h^n}{\varepsilon} + c \frac{\sqrt{\sigma_0}}{\varepsilon} (I - \Pi) D_h(g_h^n; \vec{\Omega}) - c \frac{\sqrt{\sigma_0}}{\varepsilon^2} D_h^0(\vec{\Omega} \rho_h^{n+1}) = -\frac{c}{\varepsilon^2} \tilde{\sigma} g_h^{n+1}.
\end{equation}

We notice that $D_h^{div} D_h^{grad}$ is an approximation of the Laplacian operator $\Delta$. Combining (4.23a) and (4.23b), we have

\begin{equation}
\frac{\rho_h^{n+1} - \rho_h^n}{\Delta t} + \frac{c}{\sqrt{\sigma_0}} D_h^0(\vec{\Omega} g_h^n) + c \frac{\omega}{\sigma_0} D_h^{div}(q_h^n) = -\tilde{C}_v \frac{T_h^{n+1} - T_h^n}{\Delta t} + c \frac{\omega}{3\sigma_0} D_h^{div}(q_h^{n+1}).
\end{equation}

We start from the exact solutions at time level $t^n$ and assume a formal $\varepsilon$-expansion of the quantities $(\rho_h, g_h, q_h, T_h, \Phi_h)$, that is

\begin{align}
\rho_h &= \rho_{0,h} + \varepsilon \rho_{1,h} + \cdots, \\
g_h &= g_{0,h} + \varepsilon g_{1,h} + \cdots, \\
q_h &= q_{0,h} + \varepsilon q_{1,h} + \cdots, \\
T_h &= T_{0,h} + \varepsilon T_{1,h} + \cdots, \\
\Phi_h &= \Phi_{0,h} + \varepsilon \Phi_{1,h} + \cdots.
\end{align}

Substituting them into (4.23), first from (4.23b), we can see that $\rho_h^{n+1} = \Phi_h^{n+1} + O(\varepsilon)$, and from (4.23d), we have $g_h^{n+1} = -\frac{\sqrt{\sigma_0}}{\varepsilon} D_h^0(\vec{\Omega} \rho_h^{n+1}) + O(\varepsilon)$. Substituting them with (4.23c) into (4.23a), we obtain

\begin{equation}
\frac{\Phi_h^{n+1} - \Phi_h^n}{\Delta t} + \tilde{C}_v \frac{T_h^{n+1} - T_h^n}{\Delta t} = c D_h^0(\vec{\Omega} \frac{1}{\sigma} D_h^\rho(\vec{\Omega} \rho_h^n)) + c \frac{\omega}{3\sigma_0} D_h^{div} D_h^{grad}(\rho_h^n - \rho_h^n) + O(\varepsilon).
\end{equation}

With the fluxes defined in (3.6), from (3.3) we have

\begin{equation}
D_h^0(\vec{\Omega} g_h^n) = D_h^{div}(\vec{\Omega} g_h^n), \quad D_h^0(\vec{\Omega} \rho_h^n) = \vec{\Omega} \cdot D_h^{grad}(\rho_h^n).
\end{equation}
Since \( \langle \hat{\Omega} \hat{\Omega} \rangle = \frac{1}{3} \mathbb{I} \), here \( \mathbb{I} \) is the \( 2 \times 2 \) identity matrix, we find that \( \mathcal{D}_h^p(\langle \hat{\Omega} \hat{\Omega} \mathcal{D}_h^p(\tilde{\rho}_{0,0}^n) \rangle) \) is a local DG approximation to \( \nabla \cdot \frac{1}{\sigma} \nabla \rho \) at time level \( t^n \), that is

\[
(4.28) \quad \mathcal{D}_h^p(\langle \hat{\Omega} \frac{1}{\sigma} \mathcal{D}_h^p(\tilde{\rho}_{0,0}^n) \rangle) = \mathcal{D}_h^{\text{div}} \left( \frac{1}{3\sigma} \mathcal{D}_h^{\text{grad}} (\rho_{0,0}^n) \right).
\]

Due to well-prepared initial conditions, we also have \( \rho_{0,0}^n = \Phi_{0,0}^n + \mathcal{O}(\tilde{\varepsilon}) \). Combining (4.26) and (4.28), and replacing \( \Phi_{0,0} \) by \( \varepsilon T_{0,0}/|\hat{\Omega}| \), we obtain

\[
(4.29) \quad \frac{a(T_{0,0}^{n+1})^4 - a(T_{0,0}^n)^4}{\Delta t} + C_v \frac{T_{0,0}^{n+1} - T_{0,0}^n}{\Delta t} = \mathcal{D}_h^{\text{div}} \left( \frac{1}{3\sigma} \mathcal{D}_h^{\text{grad}} (ac(T_{0,0}^n)^4) \right) + \frac{\omega}{3\sigma_0} \mathcal{D}_h^{\text{div}} \mathcal{D}_h^{\text{grad}} (ac(T_{0,0}^{n+1})^4 - ac(T_{0,0}^n)^4) + \mathcal{O}(\tilde{\varepsilon}),
\]

where both sides have been divided by \( c/|\hat{\Omega}| \) and \( \tilde{C}_v \) is replaced by \( C_v \). Since the second term on the right hand side is of order \( \mathcal{O}(\Delta t) \), we can clearly see (4.29) in the leading order of the unknowns is a consistent discretization for the diffusive limiting equation (2.7), so that the AP property is guaranteed.

**Remark 4.1.** We should notice that in the limit scheme (4.29), on the right hand side, the second term appears as a linear penalization to the first nonlinear diffusive term, the stability condition is \( \Delta t = \mathcal{O}(h^4) \) instead of \( \Delta t = \mathcal{O}(h^2) \). For more discussions, see [47].

### 4.2. Asymptotically accurate (AA) analysis for DG-IMExp.

Now let us prove that our DG-IMExp scheme, as \( \tilde{\varepsilon} \to 0 \), is a consistent and high order discretization of the limiting diffusive equation (2.7), especially, the order \( \rho \) of temporal accuracy is maintained without reduction. Similarly, we write the high order DG-IMExp scheme in a strong form,

\[
(4.30a) \quad \frac{\rho_{h}^{n+1} - \rho_{h}^{n}}{\Delta t} + \frac{c}{\sqrt{\sigma_0}} \sum_{\ell=0}^{s} \tilde{b}_{\ell} \mathcal{D}_h^p(\langle \hat{\Omega} g_{h}^{(\ell)} \rangle) + c \frac{\omega}{3\sigma_0} \sum_{\ell=0}^{s} \tilde{b}_{\ell} \mathcal{D}_h^{\text{div}}(q_{h}^{(\ell)}) =
\]

\[
- \frac{c}{\tilde{\varepsilon}} \sum_{\ell=0}^{s} \tilde{b}_{\ell} \tilde{\sigma}(\rho_{h}^{(\ell)} - \Phi_{h}^{(\ell)}) + c \frac{\omega}{3\sigma_0} \sum_{\ell=0}^{s} \tilde{b}_{\ell} \mathcal{D}_h^{\text{div}}(q_{h}^{(\ell)}),
\]

\[
(4.30b) \quad \tilde{\varepsilon}^2 \tilde{C}_v \frac{T_{h}^{n+1} - T_{h}^{n}}{\Delta t} = \sum_{\ell=0}^{s} \tilde{b}_{\ell} \tilde{\sigma}(\rho_{h}^{(\ell)} - \Phi_{h}^{(\ell)}),
\]

\[
(4.30c) \quad q_{h}^{n+1} = \mathcal{D}_h^{\text{grad}} (\rho_{h}^{n+1}),
\]

\[
(4.30d) \quad \frac{g_{h}^{n+1} - g_{h}^{n}}{\Delta t} + \frac{c/\sqrt{\sigma_0}}{\tilde{\varepsilon}} \sum_{\ell=0}^{s} \tilde{b}_{\ell} (\mathbb{I} - \mathbb{I}) \mathcal{D}_h(g_{h}^{(\ell)}; \hat{\Omega}) - \frac{c/\sqrt{\sigma_0}}{\tilde{\varepsilon}^2} \sum_{\ell=0}^{s} \tilde{b}_{\ell} \mathcal{D}_h^p(\langle \hat{\Omega} \rho_{h}^{(\ell)} \rangle) =
\]

\[
- \frac{c/\sqrt{\sigma_0}}{\tilde{\varepsilon}^2} \sum_{\ell=0}^{s} \tilde{b}_{\ell} \tilde{g}_{h}^{(\ell)}.
\]
with internal stages satisfying

\[(4.31a) \quad \frac{\rho_h^{(\ell)} - \rho_h^{n}}{\Delta t} + \frac{c}{\sqrt{\sigma_0}} \sum_{j=0}^{\ell-1} \tilde{a}_{\ell,j} D_h^\rho(\langle \Omega g_h^{(j)} \rangle) + c \frac{\omega}{3 \sigma_0} \sum_{j=0}^{\ell-1} \tilde{a}_{\ell,j} D_h^{\text{div}}(q_h^{(j)}) = -\frac{c}{\varepsilon^2} \sum_{j=0}^{\ell} a_{\ell,j} (\tilde{\sigma} (\rho_h^{(j)} - \Phi_h^{(j)})) + c \frac{\omega}{3 \sigma_0} \sum_{j=0}^{\ell} a_{\ell,j} D_h^{\text{div}}(q_h^{(j)}),\]

\[(4.31b) \quad \varepsilon^2 \tilde{C}_v \frac{T_h^{(\ell)} - T_h^{n}}{\Delta t} = \sum_{j=0}^{\ell} a_{\ell,j} \tilde{\sigma} (\rho_h^{(j)} - \Phi_h^{(j)}),\]

\[(4.31c) \quad q_h^{(\ell)} = D_h^{\text{grad}}(\rho_h^{(\ell)}),\]

\[(4.31d) \quad \frac{g_h^{(\ell)} - g_h^{n}}{\Delta t} + \frac{c/\sqrt{\sigma_0}}{\varepsilon} \sum_{j=0}^{\ell-1} \tilde{a}_{\ell,j} D_h^g(\langle \Omega g_h^{(j)} \rangle) - \frac{c/\sqrt{\sigma_0}}{\varepsilon^2} \sum_{j=0}^{\ell} a_{\ell,j} D_h^\rho(\langle \Omega \rho_h^{(j)} \rangle) = -\frac{c}{\varepsilon^2} \sum_{j=0}^{\ell} a_{\ell,j} \tilde{\sigma} g_h^{(j)}.\]

We use the mathematical induction, first to prove the AA property for the internal stages \(\ell = 1, \cdots, s\), by assuming a formal \(\varepsilon\)-expansion (4.25) for all inner stage values of \((\rho_h^{(\ell)}, g_h^{(\ell)}, q_h^{(\ell)}, T_h^{(\ell)}, \Phi_h^{(\ell)})\). Similarly, first we combine (4.31a) - (4.31c) to get

\[(4.32) \quad \frac{\rho_h^{(\ell)} - \rho_h^{n}}{\Delta t} + \sum_{j=0}^{\ell-1} \tilde{a}_{\ell,j} D_h^\rho(\langle \Omega g_h^{(j)} \rangle) + c \frac{\omega}{3 \sigma_0} \sum_{j=0}^{\ell-1} \tilde{a}_{\ell,j} D_h^{\text{div}}(\rho_h^{(j)}) = -\tilde{C}_v \frac{T_h^{(\ell)} - T_h^{n}}{\Delta t} + c \frac{\omega}{3 \sigma_0} \sum_{j=0}^{\ell} a_{\ell,j} D_h^{\text{grad}}(\rho_h^{(j)}).\]

For the first stage \(\ell = 0\), we have \(\rho_h^{(0)} = \rho_h^0, g_h^{(0)} = g_h^0, q_h^{(0)} = q_h^0, T_h^{(0)} = T_h^n\) and \(\Phi_h^{(0)} = \Phi_h^n\). Then for \(\ell = 1\), it is the same AP analysis for the DG-IMEX1 scheme (3.7), we have

\[\rho_{0,h}^{(1)} = \Phi_{0,h}^{(1)} + O(\varepsilon) = ac(T_{0,h}^{(1)})^4/|\Omega| + O(\varepsilon), \quad g^{(1)} = -\frac{\sqrt{\sigma_0}}{\sigma} D_h^\rho(\langle \Omega \rho_{0,h}^{(1)} \rangle) + O(\varepsilon), \quad \Phi_{0,h}^{(1)} = ac(T_{0,h}^{(1)})^4,\]

and \(T_{0,h}^{(1)}\) satisfies

\[(4.33) \quad \frac{a(T_{0,h}^{(1)})^4 - a(T_{0,h}^n)^4}{\Delta t} + C_v \frac{T_{0,h}^{(1)} - T_{0,h}^n}{\Delta t} = \tilde{a}_{10} D_h^{\text{div}} \left( \frac{1}{3 \sigma} D_h^{\text{grad}} \left( ac(T_{0,h}^n)^4 \right) \right) + \frac{\omega}{3 \sigma_0} D_h^{\text{div}} D_h^{\text{grad}} \left( a_{11} ac(T_{0,h}^{(1)})^4 - \tilde{a}_{10} ac(T_{0,h}^n)^4 \right) + O(\varepsilon).\]

Now we assume for inner stages \(j = 1\) up to \(j = \ell - 1\), there holds

\[\rho_{0,h}^{(j)} = \Phi_{0,h}^{(j)} + O(\varepsilon) = ac(T_{0,h}^{(j)})^4/|\Omega| + O(\varepsilon), \quad g^{(j)} = -\frac{\sqrt{\sigma_0}}{\sigma} D_h^\rho(\langle \Omega \rho_{0,h}^{(j)} \rangle) + O(\varepsilon), \quad \Phi_{0,h}^{(j)} = ac(T_{0,h}^{(j)})^4,\]
and $T_{0,h}^{(j)}$ satisfies

$$
\frac{a(T_{0,h}^{(j)})^4 - a(T_{0,h}^{n})^4}{\Delta t} + C_v \frac{T_{0,h}^{(j)} - T_{0,h}^{n}}{\Delta t} = \sum_{j=0}^{\ell-2} \tilde{a}_{\ell-1,j} D_h^{\text{div}} \left( \frac{1}{3\sigma} D_h^{\text{grad}} \left( ac(T_{0,h}^{(j)})^4 \right) \right) + \frac{\omega}{3\sigma_0} D_h^{\text{div}} D_h^{\text{grad}} \left( \sum_{j=0}^{\ell-1} a_{\ell-1,j} ac(T_{0,h}^{(j)})^4 - \sum_{j=0}^{\ell-2} \tilde{a}_{\ell-1,j} ac(T_{0,h}^{(j)})^4 \right) + O(\tilde{e}).
$$

By induction, we prove them also holding for the next stage $\ell$. First from (4.31b) and (4.31d), by the definition of $\Phi = acT^4/|\Omega|$, we easily get

$$
\rho_{0,h}^{(\ell)} = \Phi_{0,h}^{(\ell)} + O(\tilde{e}) = ac(T_{0,h}^{(\ell)})^4/|\Omega| + O(\tilde{e}), \quad g^{(\ell)} = -\sqrt{\frac{\sigma_0}{\sigma}} D_h^{\text{div}}(\xi_0 \rho_{0,h}^{(\ell)}) + O(\tilde{e}), \quad \Phi_{0,h}^{(\ell)} = ac(T_{0,h}^{(\ell)})^4.
$$

Substituting them with (4.31c) into (4.32), we get

$$
\frac{a(T_{0,h}^{(l)})^4 - a(T_{0,h}^{n})^4}{\Delta t} + C_v \frac{T_{0,h}^{(l)} - T_{0,h}^{n}}{\Delta t} = \sum_{j=0}^{\ell-1} \tilde{a}_{\ell,j} D_h^{\text{div}} \left( \frac{1}{3\sigma} D_h^{\text{grad}} \left( ac(T_{0,h}^{(j)})^4 \right) \right) + \frac{\omega}{3\sigma_0} D_h^{\text{div}} D_h^{\text{grad}} \left( \sum_{j=0}^{\ell-1} a_{\ell,j} ac(T_{0,h}^{(j)})^4 - \sum_{j=0}^{\ell-1} \tilde{a}_{\ell,j} ac(T_{0,h}^{(j)})^4 \right) + O(\tilde{e}).
$$

By letting $\ell = s$, we have proved that (4.35) and (4.36) hold for all inner stages from $\ell = 0$ to $s$.

For updating the solution at the time level $n+1$, (3.13) is used, which in the strong form can be written as

$$
\left( \frac{\rho_{0,h}^{n+1} - \rho_{0,h}^{n}}{\Delta t} + \tilde{C}_v \frac{T_{0,h}^{n+1} - T_{0,h}^{n}}{\Delta t} = \frac{c}{\sqrt{\sigma_0}} \sum_{\ell=0}^{s} b_{\ell} D_h^{\text{div}}(\xi_{\ell} g_{h}^{(\ell)}) + c \frac{\omega}{3\sigma_0} \sum_{\ell=0}^{s} b_{\ell} D_h^{\text{div}}(q_{h}^{(\ell)}, \alpha) + c \frac{\omega}{3\sigma_0} \sum_{\ell=0}^{s} b_{\ell} D_h^{\text{div}}(q_{h}^{(\ell)}, \alpha), \right.

(4.37a)

$$
\left. \varepsilon^2 \tilde{C}_v T_{0,h}^{n+1} - \frac{T_{0,h}^{n}}{\Delta t} - b_{\ell} \tilde{\sigma} (\rho_{0,h}^{n+1} - \Phi_{0,h}^{n+1}) = \sum_{\ell=0}^{s} b_{\ell} \tilde{\sigma} (\rho_{0,h}^{(\ell)} - \Phi_{0,h}^{(\ell)}). \right.

(4.37b)

Submitting (4.25) and (4.35) into (4.37), first from (4.37b), we get

$$
\rho_{0,h}^{n+1} = \Phi_{0,h}^{n+1} + O(\tilde{e}),
$$

then with (4.37a), we obtain

$$
\frac{a(T_{0,h}^{n+1})^4 - a(T_{0,h}^{n})^4}{\Delta t} + C_v \frac{T_{0,h}^{n+1} - T_{0,h}^{n}}{\Delta t} = \sum_{\ell=0}^{s} b_{\ell} D_h^{\text{div}} \left( \frac{1}{3\sigma} D_h^{\text{grad}} \left( ac(T_{0,h}^{(\ell)})^4 \right) \right) + \frac{\omega}{3\sigma_0} D_h^{\text{div}} D_h^{\text{grad}} \left( \sum_{\ell=0}^{s} b_{\ell} ac(T_{0,h}^{(\ell)})^4 - \sum_{\ell=0}^{s} \tilde{b}_{\ell} ac(T_{0,h}^{(\ell)})^4 \right) + O(\tilde{e}).
$$

(4.39) with inner stages (4.36), as $\tilde{e} \rightarrow 0$, becomes a high order IMEX RK discretization for the limiting diffusive equation (2.7) and the temporal order $p$ from the high order IMEX RK scheme is maintained, namely, our DG-IMEXp scheme is AA.

5. Numerical examples

In this section, some numerical tests will be performed to validate the high order accuracy, AP and AA properties of our proposed scheme. In the angular direction, the discrete coordinate $S_N$ method is used. In 1D for $\mu \in [-1, 1]$, the 8-point Gauss quadrature rule is used. while in 2D, we take the Gauss-Chebyshev quadrature rule, with 8 Gauss quadrature points and 4 Chebyshev quadrature points. In
space, we use the nodal DG scheme [15] with the Lagrangian bases, and \( k \) Gaussian quadrature points are used in each space direction for a \( k \)-th order method. In time, we take the 3rd order type ARS(4,4,3) IMEX RK scheme [2], with the double Butcher table given by

\[
\begin{array}{cccc|cccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1/2 & 1/2 & 0 & 0 & 0 & 0 & 1/2 & 0 \\
2/3 & 11/18 & 1/18 & 0 & 0 & 0 & 2/3 & 0 \\
1/2 & 5/6 & -5/6 & 1/2 & 0 & 0 & 1/2 & 0 \\
1 & 1/4 & 7/4 & 3/4 & -7/4 & 0 & 1 & 0 \\
1/4 & 7/4 & 3/4 & -7/4 & 0 & & 0 & 3/2 \\
\end{array}
\]

The time step is chosen to be \( \Delta t = 0.01 \) for the 3rd order scheme. In the following, \( C_v \) and \( \varepsilon \) instead of \( \bar{C}_v \) and \( \bar{\varepsilon} \) are specified.

In the computation, the unit of the length is taken to be centimeter (\( cm \)), the mass unit is gramme \( (g) \), the time unit is nanosecond (\( ns \)), the temperature unit is kilo electron-volt (\( keV \)) and the energy unit is \( 10^9 \) Joules (\( GJ \)). Under these units, the light speed \( c \) is 29.98 \( cm/ns \) and the radiation constant \( a \) is 0.01372 \( GJ/cm^3/keV^4 \), unless otherwise specified.

5.1. **Accuracy test in 1D.** We first consider a 1D example with smooth initial conditions at the equilibrium, which are given by

\[
\rho(0,x) = (b_0 + b_1 \sin(x))^4, \quad T(0,x) = b_0 + b_1 \sin(x), \quad g(0,x,\mu) = -4\mu b_1 \cos(x)(b_0 + b_1 \sin(x))^6,
\]

where \( g = -\mu \rho_x / \sigma \) and \( \sigma = 1/T^3 \). For simplicity, all constant parameters, such as \( a, c \) and \( C_v \), are all taken to be 1. We choose \( b_0 = 0.8 \) and \( b_1 = 0.1 \) in this test. \( \sigma_0 \) is taken to be 1. Periodic boundary condition is used.

We run the solution with 3rd order method in time. While in space, the nodal DG scheme with \( k = 2 \) to 4 Gaussian quadrature points are considered, resulting 2nd, 3rd or 4th order respectively. \( \varepsilon = 1, 10^{-2}, 10^{-6} \) in three different regimes are taken. Since the exact solutions are not known, we compute the numerical errors by comparing the solutions on two consecutive mesh sizes. In Table 5.1, we show the errors and orders in \( L^1 \) and \( L^\infty \) norms for different \( k \)'s and different \( \varepsilon \)'s. Due to the small time step condition, the spatial errors are dominate, and we can observe \( k \)-th order for the three \( \varepsilon \)'s, which verifies that our scheme is asymptotic preserving and asymptotically accurate.

5.2. **Marshak wave.** The second example is the Marshak wave problem in 1D [42]. We first take the absorption/emission coefficient to be \( \sigma = 300/T^3/cm \) for the Marshak wave-2B problem. The specific heat is \( 0.1 GJ/g/keV \), the density is \( 3.0 g/cm^3 \) and \( \varepsilon = 1 \). The initial temperature \( T \) is set to be \( 10^{-6} keV \) everywhere. A constant isotropic incident radiation intensity with a Planckian distribution at \( 1 keV \) is set at the left boundary. For this problem, the inflow-outflow close-loop boundary condition [17, 34] is used.

We take the 3rd method both in space and in time with \( N = 80 \). For the 3rd order nodal DG scheme, a double minmod slope limiter [31] is used to control the numerical oscillations at the propagation front. For the Marshak wave-2B problem, we take \( \sigma_0 = 300 \) as the reference opacity. Due to \( \sigma_0 \) is relatively large, the solution to the GRTEs would be very close to the solution for the limiting diffusive equation (2.7). In Fig. 5.1, we show the solutions obtained from our 3rd order AP scheme, which is denoted as “AP3” and compared to the limiting scheme for the diffusive equation (2.7) (directly implemented for (2.7)) denoted as “D”. We can observe that the two sets of solutions are very close at \( t = 10, 30, 50, 74 \) nano seconds. The front positions also match those in [42] (Fig. 4 & 5), which show that our scheme has the right diffusive limit.

Then we take the absorption/emission coefficient is taken to be \( \sigma = 30/T^3/cm \) for the Marshak wave-2A problem. Other settings are the same as the Marshak wave-2B problem and the same boundary condition is used. Here \( \sigma_0 = 30 \). For this case, we should observe that the solution of the AP scheme would deviate from the solution in the diffusive limit. In Fig. 5.2, we show the solution from the AP3 scheme at \( t = 0.2, 0.4, 0.6, 0.8 \) nano seconds, and compare them to the solution at \( t = 1 ns \) from the D scheme. As we can see that, the solution of AP3 scheme propagates slower than
Table 5.1. Numerical errors and orders of $L^1$ and $L^\infty$ norms for accuracy test in 1D. $T = 0.2$. $k$ Gaussian quadrature points for $k = 2, 3, 4$ in space are used.

| $k$ | $\varepsilon$ | $N$ | $L^1$ error | order | $L^\infty$ error | order |
|-----|---------------|-----|--------------|-------|------------------|-------|
| 2   | 10^{-2}       | 20  | 2.02E-03     | –     | 7.39E-03         | –     |
|     |               | 40  | 6.36E-04     | 1.67  | 2.80E-03         | 1.40  |
|     |               | 80  | 1.81E-04     | 1.82  | 8.22E-04         | 1.77  |
|     |               | 160 | 4.34E-05     | 2.06  | 1.91E-04         | 2.10  |
| 3   | 10^{-2}       | 20  | 2.29E-03     | –     | 9.63E-03         | –     |
|     |               | 40  | 6.24E-04     | 1.88  | 2.40E-03         | 2.01  |
|     |               | 80  | 1.55E-04     | 2.01  | 6.03E-04         | 1.99  |
|     |               | 160 | 3.86E-05     | 2.00  | 1.51E-04         | 2.00  |
| 4   | 10^{-2}       | 20  | 2.31E-03     | –     | 9.72E-03         | –     |
|     |               | 40  | 6.23E-04     | 1.89  | 2.39E-03         | 2.02  |
|     |               | 80  | 1.55E-04     | 2.01  | 6.02E-04         | 1.99  |
|     |               | 160 | 3.86E-05     | 2.00  | 1.51E-04         | 2.00  |
| 2   | 10^{-6}       | 20  | 1.28E-04     | –     | 4.96E-04         | –     |
|     |               | 40  | 1.98E-05     | 2.69  | 8.07E-05         | 2.62  |
|     |               | 80  | 2.58E-06     | 2.94  | 1.14E-05         | 2.83  |
|     |               | 160 | 3.34E-07     | 2.95  | 1.51E-06         | 2.91  |
| 3   | 10^{-6}       | 20  | 1.23E-04     | –     | 5.09E-04         | –     |
|     |               | 40  | 1.64E-05     | 2.91  | 7.20E-05         | 2.82  |
|     |               | 80  | 2.03E-06     | 3.01  | 8.96E-06         | 3.01  |
|     |               | 160 | 2.53E-07     | 3.00  | 1.11E-06         | 3.01  |
| 4   | 10^{-6}       | 20  | 1.23E-04     | –     | 5.08E-04         | –     |
|     |               | 40  | 1.64E-05     | 2.91  | 7.18E-05         | 2.82  |
|     |               | 80  | 2.03E-06     | 3.01  | 8.93E-06         | 3.01  |
|     |               | 160 | 2.53E-07     | 3.00  | 1.11E-06         | 3.01  |

that from the D scheme. Also our solutions have comparable propagation fronts as those in [42] (Fig. 6 & 7), including the solution from the D scheme.

5.3. Accuracy test in 2D. Now we test the order of convergence in the 2D case. We consider smooth initial conditions at the equilibrium similar to the 1D problem, which are given by

\begin{align}
\rho(0, x, y) &= (a_1 + b_1 \sin(x))(a_2 + b_2 \sin(y))^4, \\
T(0, x, y) &= (a_1 + b_1 \sin(x))(a_2 + b_2 \sin(y)), \\
g(0, x, y) &= -\vec{\Omega} \cdot \nabla \rho(0, x, y)/\sigma.
\end{align}

Here $\sigma = 1$. Similarly all constant parameters, such as $a, c$ and $C_v$, are all taken to be 1. We choose $a_1 = a_2 = 0.8$ and $b_1 = b_2 = 0.1$ in this test. Periodic boundary conditions are used in both space directions.

We run the solution with 3rd order method in time. While in space, the nodal DG scheme with $k = 2$ to 4 Gaussian quadrature points in the two space directions are considered, resulting 2nd, 3rd
or 4th order respectively. $\varepsilon = 1, 10^{-2}, 10^{-6}$ in three different regimes are taken. Similarly we compute the numerical errors by comparing the solutions on two consecutive mesh sizes. In Table 5.2, we show the errors and orders in $L^1$ and $L^\infty$ norms for different $k$’s and different $\varepsilon$’s. Similar results as the 1D problem are obtained.

5.4. **Tophat test.** This is a 2D gray radiative transfer test problem, which has already been studied in [11, 42, 14, 41]. The computational domain is $[0, 7] \times [-2, 2]$. The dense and opaque material with density $10 \, g/cm^3$ and opacity $\sigma = 2000 \, cm^{-1}$ is located in the following regions: $(3, 4) \times (-1, 1), (0, 2.5) \times (-2, -0.5), (0, 2.5) \times (0.5, 2), (4.5, 7) \times (-2, -0.5), (4.5, 7) \times (0.5, 2), (2.5, 4.5) \times (-2, -1.5), (2.5, 4.5) \times (1.5, 2)$. The pipe, which has density $0.01 \, g/cm^3$ and opacity $\sigma = 0.2 \, cm^{-1}$, occupies all other regions. The heat capacity is $0.1 \, GJ/g/keV$ and $\varepsilon = 1$. 

Figure 5.1. Marshak wave-2B problem. 3rd order scheme with $N = 80$.

Figure 5.2. Marshak wave-2A problem. 3rd order scheme with $N = 80$.  

Table 5.2. Numerical errors and orders of $L^1$ and $L^\infty$ norms for accuracy test in 2D. $T = 0.01$. $k$ Gaussian quadrature points for $k = 2, 3, 4$ in both two space directions are used.

| $k$  | $\varepsilon$ | $N \times N$ | $L^1$ error  | Order | $L^\infty$ error | Order |
|------|---------------|---------------|--------------|-------|------------------|-------|
| 2    | $\varepsilon = 1$ | $16 \times 16$ | 1.63E-03     | –     | 1.55E-02         | –     |
|      |               | $32 \times 32$ | 4.15E-04     | 1.97  | 4.57E-03         | 1.77  |
|      |               | $64 \times 64$ | 1.95E-04     | 1.99  | 1.19E-03         | 1.94  |
|      | $\varepsilon = 10^{-2}$ | $16 \times 16$ | 1.65E-03     | –     | 1.63E-02         | –     |
|      |               | $32 \times 32$ | 4.61E-04     | 1.84  | 5.24E-03         | 1.64  |
|      |               | $64 \times 64$ | 1.49E-04     | 1.63  | 1.79E-03         | 1.55  |
|      | $\varepsilon = 10^{-6}$ | $16 \times 16$ | 1.66E-03     | –     | 1.64E-02         | –     |
|      |               | $32 \times 32$ | 4.68E-04     | 1.82  | 5.32E-03         | 1.62  |
|      |               | $64 \times 64$ | 1.52E-04     | 1.62  | 1.83E-03         | 1.54  |
| 3    | $\varepsilon = 1$ | $16 \times 16$ | 1.16E-04     | –     | 1.03E-03         | –     |
|      |               | $32 \times 32$ | 1.45E-05     | 3.00  | 1.49E-04         | 2.80  |
|      |               | $64 \times 64$ | 1.86E-06     | 2.96  | 1.92E-05         | 2.95  |
|      | $\varepsilon = 10^{-2}$ | $16 \times 16$ | 1.27E-04     | –     | 1.12E-03         | –     |
|      |               | $32 \times 32$ | 1.94E-05     | 2.71  | 1.99E-04         | 2.49  |
|      |               | $64 \times 64$ | 2.74E-06     | 2.83  | 2.98E-05         | 2.74  |
|      | $\varepsilon = 10^{-6}$ | $16 \times 16$ | 1.29E-04     | –     | 1.13E-03         | –     |
|      |               | $32 \times 32$ | 1.97E-05     | 2.71  | 2.02E-04         | 2.48  |
|      |               | $64 \times 64$ | 2.80E-06     | 2.82  | 2.95E-05         | 2.78  |
| 4    | $\varepsilon = 1$ | $16 \times 16$ | 8.88E-06     | –     | 9.11E-05         | –     |
|      |               | $32 \times 32$ | 5.77E-07     | 3.95  | 7.46E-06         | 3.61  |
|      |               | $64 \times 64$ | 3.94E-08     | 3.87  | 5.11E-07         | 3.87  |
|      | $\varepsilon = 10^{-2}$ | $16 \times 16$ | 1.04E-05     | –     | 1.17E-04         | –     |
|      |               | $32 \times 32$ | 6.95E-07     | 3.90  | 1.01E-05         | 3.53  |
|      |               | $64 \times 64$ | 5.43E-08     | 3.68  | 7.34E-07         | 3.79  |
|      | $\varepsilon = 10^{-6}$ | $16 \times 16$ | 1.05E-05     | –     | 1.19E-04         | –     |
|      |               | $32 \times 32$ | 6.99E-07     | 3.91  | 1.02E-05         | 3.54  |
|      |               | $64 \times 64$ | 4.72E-08     | 3.89  | 7.32E-07         | 3.80  |

Initially, the material has a temperature $0.05\, keV$ everywhere, and the radiation and material temperature are in equilibrium. A heating source with a fixed temperature $0.5\, keV$ is located on the left boundary for $-0.5 < y < 0.5$. Others are outflow boundary conditions. Five probes (A,B,C,D,E) are placed at $(0.25,0),(2.75,0),(3.5,1.25),(4.25,0),(6.75,0)$ to monitor the change of the temperature in the thin opacity material. See Fig. 5.3 for the initial configuration.

For this problem, we take $\sigma_0 = 10000$. 3rd order in space is used. For this long time simulation, we choose the first order IMEX scheme (3.7) in time. Besides, due to the rapid change of the opacity at the interface between the two materials, the simple numerical fluxes (3.5) and (3.6) cannot work properly. Instead, the opacity should be taken into account for computing the numerical fluxes at the interface. For our scheme (3.2) under the micro-macro decomposition, it mainly affects the fluxes related to $\rho$. Taking (3.6a) as an example, instead of purely downwind for $\hat{\rho} = \rho^+$, at the interface, we modify it to be $\hat{\rho} = (1 - \omega_1)\rho^+ + \omega_1\rho^-$, where $\omega_1 = \exp(-c\hat{\sigma}^+ \, dt/\varepsilon^2)$ and $\hat{\sigma}^+$ is taking from the same side as $\rho^+$. This weight is the exponential function appeared in the time dependent evolution solution for the GRTEs (2.1), which is used to design a unified gas-kinetic scheme, e.g., see (3.6) in [42].

We first take mesh size to be $112 \times 64$ and compute the solution up to $t = 400\, ns$. In Fig. 5.4 and Fig. 5.5, we show the radiative temperature, which is defined as $T_r = (\langle \tilde{I} \rangle / \tilde{\omega} c)^{1/4}$, and the material temperature $T$ at $t = 10$ and $100$ nano seconds, respectively. We also show the change of the radiative temperature $T_r$ and the material temperature $T$ at the five probes on the mesh $56 \times 42$ in Fig. 5.6. It is similar to the results in [42] (Fig. 10). We note that it is not easy to do a good comparison for
Figure 5.3. Initial configuration for the Tophat test. In the pipe, $\rho = 0.01 \text{ g/cm}^3$ and $\sigma = 0.2 \text{ cm}^{-1}$, and outer $\rho = 10 \text{ g/cm}^3$ and opacity $\sigma = 2000 \text{ cm}^{-1}$. Five probes are placed to monitor the change of temperature.

Figure 5.4. Tophat test. The radiative temperature $T_r$ and the material temperature $T$ at 10 ns. Mesh is 112 $\times$ 64.

Figure 5.5. Tophat test. The radiative temperature $T_r$ and the material temperature $T$ at 100 ns. Mesh 112 $\times$ 64.

Figure 5.6. Tophat test. The radiative temperature $T_r$ and the material temperature $T$ at 200 ns. Mesh 112 $\times$ 64.

Figure 5.7. Tophat test. The radiative temperature $T_r$ and the material temperature $T$ at 300 ns. Mesh 112 $\times$ 64.

The change of $T_r$ and $T$, especially when the time is not long enough, e.g., see [14] (Fig. 5). Here we compare $T_r$ and $T$ from our method on two different meshes 112 $\times$ 64 and 56 $\times$ 32, see Fig. 5.7. Relative convergent results can be seen.
HIGH ORDER AP DG FOR GRAY RTE

6. Conclusion

In this work, a class of high order asymptotic preserving DG IMEX schemes is developed for the gray radiative transfer equations. A weighted linear diffusive term is added for penalization, so that the resulting scheme in the diffusive limit, requires only a hyperbolic type time step restriction. The scheme has been formally proved to be AP and AA for well-prepared initial conditions. Numerical results have validated the high order, AP and AA properties of the scheme, and good performance for the 1D Marshak wave and 2D Tophat test problems. The efficiency of the scheme as compared to some other schemes will be investigated in our future work.
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