Metal Inpainting in CBCT Projections Using Score-based Generative Model
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ABSTRACT

During the orthopaedic surgery, the insertion of metallic implants or screws is often performed under mobile C-arm systems. However, due to the high attenuation of metals, severe metal artifacts occur in 3D reconstructions, which degrade the image quality significantly. Therefore, many metal artifact reduction algorithms have been developed to reduce the artifacts, and metal inpainting in the projection domain is an essential step. In this work, a score-based generative model is trained on simulated knee projections, and the inpainted images are obtained by removing the noise in the conditional resampling process. The result implies that the inpainted images by the score-based generative model have more detailed information and achieve the lowest mean absolute error of 0.069 and the highest peak-signal-to-noise ratio of 43.07 compared with the inverse distance weighting interpolation method and the mask pyramid network. Besides, the score-based model can also recover projections with large circular and rectangular masks, showing its generalization in inpainting tasks.
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1. INTRODUCTION

A Mobile C-arm X-ray system is a medical imaging device frequently used in current interventional surgery, which supports the accurate placement of metallic implants or screws. However, some physical effects like photon starvation and beam hardening occur when x-rays pass through metals, resulting in the bright and dark streak artifacts, which reduce the quality of the reconstructed image [1]. The conventional metal artifacts reduction (MAR) algorithms tackle the problem by sinogram completion [2, 3] and iterative reconstruction [4, 5]. Deep learning-based methods are also applied in MAR [6, 7, 8, 9, 10], and the models are trained on paired data in a supervised way. For the C-arm system, since only the central slice in cone-beam geometry can be represented as a sinogram and other artifacts like truncation artifacts also exist in reconstructions, image inpainting in the projection domain is the only feasible method for MAR of cone-beam computed tomography (CBCT).

Score-based generative models are applied in computer vision recently [11, 12], and with the mechanism of stepwise noise perturbation and removal, they have shown superiority over generative adversarial networks on image synthesis [13]. Such models are successfully applied in image inpainting task [11, 14]. In Ref. [14], a score-based generative model called RePaint is trained, and it can generate restored images with high fidelity under different masks. Besides, score-based generative models are used in medical imaging processing, such as CT and MRI reconstruction [15, 16]. Inspired by the research above, a score-based model is trained on knee projections, and this is the first study to apply such model in metal inpainting in CBCT projections.

2. MATERIALS AND METHOD

2.1. Score-based generative models

Score-based generative models through stochastic differential equation (SDE), which can explicitly learn the score of the probability distribution of the noisy data set, consist of three steps: perturbation process, reverse process and resampling. Depending on the way of variance changes during the perturbation process, SDEs are classified into variance exploding (VE), variance preserving (VP), and sub-VP SDE [11].

In this paper, VE-SDE is used. The continuous noise scale equation is

$$\sigma(t) = \sigma_{\text{min}}(\frac{\sigma_{\text{max}}}{\sigma_{\text{min}}})^t, \quad t \in [0, 1].$$

The forward SDE has the form of

$$f(t) = 0, \quad g(t) = \sigma(t) \sqrt{2 \log \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}}},$$

$$dx_f = f(t)dt + g(t)dw,$$

where $f(t)$ is the drift coefficient, $g(t)$ is the diffusion coefficient and the $w$ denotes a standard Wiener process. The associated reverse SDE is formulated as

$$dx_r = \{f(t) - g(t)^2 \nabla_x log p_t(x_t)\}dt + g(t)dw,$$

where $\nabla_x log p_t(x_t)$ is the score function of $p_t(x_t)$, $dt$ is the infinitesimal negative time step, and $\bar{w}$ denotes the reverse Wiener process.
Then the forward diffusion process $x_{t+\Delta t}$ can be obtained from the original data $x_0$ by

$$x_{t+\Delta t} = x_t + dx_f \approx x_0 + \sigma(t)z, \quad \Delta t = \frac{1}{N},$$

where $\Delta t$ denotes the small time step size for $N$ discretizations and $z$ is a normal distribution. By starting the reverse process from sample $x_1 \sim \sigma(1)z$, the new sample can be updated by

$$x_{t-\Delta t} = x_t + dx_r \approx x_t + g(t)^2 s_\theta(x, t)\Delta t + g(t)z,$$

where $s_\theta(x, t)$ denotes the score estimated by training a score-based neural network.

For projection inpainting, the missing pixels in the metal area should be restored, and the pixels in the background serve as conditional information in the resampling process. The pipeline for projection inpainting is shown in Fig. 1. We denote the projection to be inpainted as $y$ and the binary metal mask with ones in the background as $m$. $y_t$ is obtained by forward SDE as Eq. 5 and has the form of

$$y_t = y + \sigma(t)z,$$

providing the background information. $x'_t$ follows the process of reverse SDE as Eq. 6

$$x'_t = x_{t+\Delta t} + dx_r,$$

and it predicts the inpainted pixels. Then the restored projection $x_t$ at time point $t$ can be obtained as

$$x_t = y_t \odot m + x'_t \odot (1-m),$$

where $\odot$ means pixel-wise multiplication.

Hence, the actual score we use during this conditional sampling process changes into the estimated score of the posterior probability $s_\theta(x, t) \approx \nabla_x \log p_t(x_t | y_t)$, because the trained score-based model estimates the score of $x_t$, which is conditioned on $y_t$.

2.2. Data generation

The knee CT volumes are selected from the whole body CT volumes from the SICAS medical image repository [17]. In total, there are 50 volumes with a single leg for each, and all volumes are rescaled to a voxel side length of 0.5 mm. All the volumes are forward projected to generate projections by CONRAD [18]. 60 projections are generated for each volume, with angular difference of $6^\circ$ between adjacent projections. 2700 of them are used for model training and 300 projections are used for test. Some implants like K-wires, screws, plates with holes are randomly selected and placed in different 3D volumes, and the metal masks are obtained by forward projecting these multi-metal volumes.

2.3. Network structures and training

Since the mask pyramid network (MPN) from Ref. [7] has good performance in projection inpainting, its results are used for comparison. The projection to be inpainted and the corresponding metal mask are the inputs for MPN, both of which have the size of $256 \times 256$. According to Ref. [11], the network structure for the score-based generative model has high flexibility. As shown in Fig. 2, the structure of the MPN without downsampling layers from metal mask serves as the backbone for the score-based generative model in this
work. Besides, the Gaussian random features [19] are generated at time step \( t \) and these features are summed up with the corresponding blocks from the network, which are labeled in red in Fig. 2.

In the training process, the objective function for the score-based model is the simplified denoising score matching [20]:

\[
\theta^* = \arg\min_\theta E_t \left\{ \frac{1}{2} E_{x \sim p_{data}, z \sim N(0, I)} \left[ \| s_\theta(x, t) + \frac{z}{\sigma(t)} \|_2^2 \right] \right\}.
\] (10)

For the defined VE SDE in this work, the minimum and maximum variances are 0.01 and 128, respectively. During the re-sampling process, the image of Gaussian noise with the variance of \( \sigma_{max} \) is the initializer, and the inpainted projection is generated by the predictor-corrector (PC) sampler [11] for 1000 steps. Other training strategies for both models keep the same; we use a batch size of 64 and the Adam optimizer [21] with learning rate \( 2 \times 10^{-4} \). All experiments are conducted on Nvidia A100 GPU, and we find that both models reach convergence at about the same rate.

2.4. Hyperparameter optimization

Some hyperparameters in the sampling process are considered, including the signal-to-noise ratio (SNR) \( \eta \) for the corrector and the number of discretization steps \( N \) for reverse-time SDE. The SNR determines the step size \( \epsilon \) in Langevin dynamics, and \( N \) corresponds to the noise scales. The quantitative results for 300 projections with metal masks under ancestral sampling predictor and Langevin corrector are listed in Tab. 1. It demonstrates that the score-based generative model with \( \eta \) of 0.4 (marked by star in Tab. 1) can achieve better performance than others. Time consumption is an important issue in clinical applications. According to Tab. 1, \( N \) is proportional to time usage and it has limited performance improvement from 1000 to 2000 steps. Therefore, the parameters in our experiments are chosen as \( \eta = 0.4 \), \( N=1000 \).

3. RESULTS AND DISCUSSION

In this work, result evaluation is compared among inpainted projections generated by the inverse distance weighting interpolation with 4 closest points and the MPN and the score-based generative model. Three representative inpainted projections with different metal masks are shown in Fig. 3. From Fig. 3 (a1) to (c1), more pixels are missing. The interpolation method relies on the intensity of existing pixels outside the metal area. Therefore, the inpainted projections by interpolation method have no semantic connections to the bones or soft tissue, as shown in Fig. 3 (a2)-(c2). From the perspective of semantic performance, the inpainted projections by the MPN can restore more details in the metal area. However, when the size of the metal area increases, the prediction gets blurred, which can be observed inside the red boxes in Fig. 3 (c3). In the same region of Fig. 3(c4), the inpainted projection by the score-based generative model has more detailed information. The quantitative evaluation results for all 300 projections with metal masks are shown in Tab. 2. The score-based generative model has the lowest mean absolute error (MAE) of 0.069 in metal regions and the highest mean peak-signal-to-noise ratio (PSNR) of 43.07 dB. Meanwhile, we back-project these inpainted projections using the CONRAD[18] reconstruction algorithm and evaluate the reconstructed in the reconstruction domain. The score-based model also performs best in the corresponding reconstructions.

Except for the metal masks, some circular and rectangular masks are also generated to test the generalization of these methods. As shown in Fig. 3 (d1)-(f1), a circle, horizontal and vertical rectangles mask out the leg projections. The results of...
Table 1. Hyperparameter sweep on SNR and sampling steps under same PC sampler.

| Metric     | $N=500$ | $N=1000$ | $N=2000$ |
|------------|---------|----------|----------|
| $\eta=0.20$ | 0.0935  | 0.0789   | 0.0736   |
| $\eta=0.40^*$| 0.0749  | 0.0694   | 0.0674   |
| $\eta=0.60$ | 0.0787  | 0.0824   | 0.0958   |
| time per slice(s) | 2.50    | 4.38     | 9.79     |

Table 2. Quantitative results comparison.

| Domain   | Interpolation | MPN | Score-based |
|----------|---------------|-----|-------------|
| Metric   | MAE (dB)      | MAE (dB) | MAE (dB)    |
| Metal mask | 0.147        | 0.121       | 0.069       |
| Circle   | 0.328        | 0.176       | 0.120       |
| Horizontal rectangle | 0.064 | 0.086 | 0.044 |
| Vertical rectangle | 0.299 | 0.268 | 0.164 |
| Reconstruction | Metal mask | 21.02 HU | 20.13 HU | 12.34 HU |

4. CONCLUSION

This work applies the score-based generative model in metal inpainting for knee CBCT projections. By predicting more detailed information under metal masks, the proposed unsupervised method has the best performance, which is supposed to benefit MAR algorithms. Moreover, the score-based generative model is able to restore the knee projections when faced with much more enormous circular and rectangular masks, showing its robustness in the CBCT projection inpainting tasks.
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