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Abstract: In the era of internet connection and IOT, data-driven decision-making has become a new trend of decision-making and shows the characteristics of multi-granularity. Because three-way decision-making considers the uncertainty of decision-making for complex problems and the cost sensitivity of classification, it is becoming an important branch of modern decision-making. In practice, decision-making problems usually have the characteristics of hybrid multi-attributes, which can be expressed in the forms of real numbers, interval numbers, fuzzy numbers, intuitionistic fuzzy numbers and interval-valued intuitionistic fuzzy numbers (IVIFNs). Since other forms can be regarded as special forms of IVIFNs, transforming all forms into IVIFNs can minimize information distortion and effectively set expert weights and attribute weights. We propose a hybrid multi-attribute three-way group decision-making method and give detailed steps. Firstly, we transform all attribute values of each expert into IVIFNs. Secondly, we determine expert weights based on interval-valued intuitionistic fuzzy entropy and cross-entropy and use interval-valued intuitionistic fuzzy weighted average operator to obtain a group comprehensive evaluation matrix. Thirdly, we determine the weights of each attribute based on interval-valued intuitionistic fuzzy entropy and use the VIKOR method improved by grey correlation analysis to determine the conditional probability. Fourthly, based on the risk loss matrix expressed by IVIFNs, we use the optimization method to determine the decision threshold and give the classification rules of the three-way decisions. Finally, an example verifies the feasibility of the hybrid multi-attribute three-way group decision-making method, which provides a systematic and standard solution for this kind of decision-making problem.
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1. Introduction

With the rapid popularization of the internet and the internet of things, the generation and collection speed of various decision-making data in economic production and life is rapidly increasing. Due to the limitations of data collection technology and expert judgment [1,2], the decision-making data show the characteristics of incompleteness, uncertainty, incongruity, fuzziness and hesitation [3,4]. For this kind of decision-making problem with complex decision data and uncertain evaluation information, the traditional optimization mechanism model based on function relationship becomes more difficult in decision analysis and problem-solving. In fact, there is a large amount of effective decision information hidden in the decision data. Based on the existing decision data, we use scientific data processing technology to objectively analyze and evaluate them and transform them into effective decision indicators and knowledge, which can provide reliable and reasonable suggestions and decision support for decision-makers. This data-driven decision-making has become a new trend in modern decision-making [5–7].
Multi-attribute decision making (MADM) is the most common decision-making problem in practice. Objects are evaluated and sorted according to the comprehensive performance of multi-attribute. In order to reflect the uncertainty of human cognition, Zadeh proposed fuzzy set theory [8], linguistic variable [9–11] and possibility measure and introduced them into the MADM problem [12]. Nowadays, fuzzy set theory has been developed and produced in many forms. Because the fuzzy set only has a membership index of fuzzy objects, it is difficult to describe people’s subjective understanding of fuzzy concepts completely. Atanassov proposed intuitive fuzzy sets by adding a non-membership degree and hesitation degree to the relationship between objects and sets [13], which can more truly reflect the subject’s understanding of the fuzzy nature of objective things when expressing uncertain information [14]. Since the membership degree and non-membership degree may also be uncertain, Atanassov and Gargov further extended them into the form of interval numbers and proposed the interval-valued intuitive fuzzy set (IVIFS) [15]. Intuitionistic fuzzy sets and interval-valued intuitionistic fuzzy sets have been introduced into many traditional decision models to solve MADM problems, such as the combination with AHP (Analytic Hierarchy Process) [16,17], TOPSIS (Technique for Order Preference by Similarity to an Ideal Solution) [18,19], VIKOR (ViseKriterijumska Optimizacija I Kompromisno Resenje) [20], ELECTRE (Elimination et Choice Translating Reality) [21,22], PROMETHEE (preference ranking organization methods for enrichment evaluations) [23], etc.

We can sort and select different schemes by MADM. However, in practice, we often encounter the following situation: we plan to select the top 10 of the 15 suppliers as the access suppliers, but after a comprehensive evaluation, the evaluation results of the ninth to 11th suppliers may be slightly different. There are certain risks in accepting or rejecting these three suppliers, and further field visits may be required. This means that the 15 suppliers can be divided into three types, i.e., accepted, rejected and to be further determined. The three-way decision theory can make exactly three kinds of decisions in this situation. The three-way decision is a new theory proposed by Yao on the basis of the rough set theory. A rough set applies the lower and upper approximations of equivalence relation to divide the universe of objects into three pair-wise disjoint regions, i.e., positive region, negative region and boundary region [24]. In a classical rough set, the positive region and the associated positive rules are the focus of attention, as these rules produce consistent acceptance and rejection decisions. However, the decisions are made without any tolerance of uncertainty, which is too strict for dealing with incomplete and noisy data and is insensitive to the cost of classification errors. In order to overcome these deficiencies, Yao et al. introduced the Bayesian minimum risk decision theory and proposed the decision-theoretic rough set models [25], which can allow a tolerance of inaccuracy in lower and upper approximations and define three regions including probabilistic positive, boundary, and negative regions. However, there is difficulty in interpreting rules in the decision-theoretic rough set models. For example, an object in the probabilistic positive region does not certainly belong to the decision class, but with a high probability (i.e., the probability value is above a certain threshold) [26], so a rule from the probabilistic positive region may be uncertain and nondeterministic. In order to better interpret the rules qualitatively, Yao et al. introduced the notion of three-way decision rules [27]. Positive, negative, and boundary rules are constructed from the corresponding regions, and they represent the results of a three-way decision of acceptance, rejection, or abstaining. In addition, the decisions of acceptance and rejection are made with certain levels of tolerance for errors, which reflects the cost sensitivity of decision-makers to incorrect classification decisions. Obviously, the semantics of three-way decisions are consistent with the thinking of human beings in dealing with complex decision-making problems. At present, three-way decision has been widely used in the field of MADM and produced good results [28–31]. In reality, the various indicators of evaluation objects have different expression forms. Some indicators can be expressed in exact real numbers, some can be expressed in uncertain interval numbers, some can be expressed as the fuzzy values of qualitative linguistic variables, and some can be expressed in the forms of fuzzy numbers, intuitive fuzzy numbers, IVIFNs, etc. Therefore, it is of great
significance to discuss the three-way decisions under a hybrid multi-attribute environment, especially in the case of attributes represented by intuitionistic fuzzy numbers or IVIFNs with more fuzzy information.

The representative studies on the three-way decisions under intuitionistic fuzzy or interval-valued intuitionistic fuzzy multi-attribute environments are shown in Table 1.

Table 1. The representative three-way decision methods under intuitionistic fuzzy or interval-valued intuitionistic fuzzy multi-attribute environment.

| Method          | Basic Principle                                                                 | Characteristics                                                                 |
|-----------------|---------------------------------------------------------------------------------|---------------------------------------------------------------------------------|
| Jia and Liu [32] | • The conditional probability is calculated by TOPSIS.                         | • It is easy to understand the geometric position proximity to the ideal points, but it does not take into account the inherent characteristics of the data, such as the similarity with the ideal points. |
| Liu et al. [33]  | • The conditional probability is calculated based on the grey correlation degree between each scheme and the ideal scheme. | • It reflects the similarity with the ideal scheme represented by a positive ideal point and reflects the inherent characteristics of data. |
|                 | • The losses are determined based on the preference coefficient and the distance from the ideal point, and then the threshold is determined by the Bayesian deduction formula. | • The loss function has certain objectivity, but the risk-taking level needs to be determined according to the personal preference coefficient. |
| Gao et al. [34] | • The conditional probability is calculated by VIKOR.                           | • From the whole perspective of all attributes, the group utility and individual regret relative to the ideal point can be considered, and the factors are more comprehensive. |
|                 | • The attribute weights are calculated according to the method of maximizing the deviation. |                                                                                   |
| Xue et al. [35] | • The comprehensive evaluation value of each scheme is obtained by intuitionistic fuzzy additive operation between each attribute value and the attribute weight. Combining the hesitation degree and threshold pair, the threshold of each scheme is obtained, and then the classification of each scheme is given. | • The calculation is simple, but the attribute weight is not fully used when calculating the conditional probability value with an intuitive fuzzy logic operation. |
| Xue et al. [36,37] | • Based on the intuitionistic fuzzy possibility measure, the threshold pair and three decision classifications are determined, and then the selected schemes are further ranked based on the decision risk. | • The classification based on probabilistic positive region, negative region and boundary region has clear meaning, but the attribute weight is not considered, and the schemes in negative and boundary regions cannot be further sorted. |
| Liu et al. [38] | • Three-way decision rules are formed based on the intuitive fuzzy similarity, risk costs and closeness degree between schemes, combined with the ordering method of an intuitive fuzzy number. | • The classification based on similarity is easy to understand, but attribute weights are not considered. |
| Ye et al. [39]  | • The interval-valued intuitionistic fuzzy weighted averaging operation is used to aggregate the group opinions on the losses, and the score and accuracy of the expected loss are used to determine the classification of each scheme. | • The classification of each scheme is determined based on the expected loss after the aggregation of the loss of each expert, which fails to reflect the attribute value of the scheme. |
|                 | • The weights of experts are determined by grey correlation analysis.           |                                                                                   |
| Liu et al. [40,41] | • Based on the optimization model and Karush–Kuhn–Tucker condition, a new method to determine the threshold is proposed. | • It provides an idea for determining the threshold pair of risk losses expressed by intuitionistic fuzzy numbers and IVIFNs. |

The main methods for determining conditional probability in three-way decisions include TOPSIS [32], grey correlation analysis [33] and VIKOR [34]. Two methods are used to determine the decision thresholds: one is to use the optimization method to determine the thresholds based on the subjective risk loss matrix [40,41]; the second is to determine the losses based on the preference coefficient and the distance from the ideal points and
then use the formula derived from Bayesian decision to determine the thresholds \[33\]. In addition, some scholars put forward the method of weight determination based on deviation \[34\], and some scholars put forward the method of grey correlation analysis to determine the weights of experts in group decision-making \[39\].

The above literature provides a good foundation for this study. However, the existing studies still have the following contents that may be deepened. Firstly, there is a lack of discussion on the hybrid multi-attribute three-way decision, even the study on the interval-valued intuitionistic fuzzy three-way decision is relatively lacking. Secondly, there are few discussions about expert weight and attribute weight in the interval-valued intuitionistic fuzzy three-way group decisions. In fact, the interval-valued intuitionistic fuzzy group decision matrix contains a lot of information. It is of great significance to make effective use of the information and give the scientific weights of experts and attributes for decision results. Thirdly, the determination method of conditional probability in the three-way decision can be further improved. For example, the advantages of VIKOR, TOPSIS and grey correlation analysis can be fully integrated to form a grey correlation improved VIKOR model, which can give the conditional probability more objectively. In order to make up for the above deficiencies, we will discuss the hybrid multi-attribute three-way group decision-making method. The attribute values of different forms are unified into IVIFNs with the least information distortion. Based on the IVIFNs group decision matrix, the expert weight and attribute weight are determined. Then the conditional probability is determined by using the improved VIKOR model based on grey correlation, and the three-way decision rules can be formed by comparing with the threshold pair based on optimization.

The rest of this paper is organized as follows. Section 2 proposes research preliminaries, including interval-valued intuitionistic fuzzy sets and three-way decisions. Section 3 proposes a hybrid multi-attribute three-way group decision method based on an improved VIKOR model. Section 4 provides an illustrative example to verify the validity of the method. Section 5 summarizes the conclusions of this study.

2. Preliminaries

2.1. Interval-Valued Intuitionistic Fuzzy Sets

**Definition 1** [15]. Let \(X\) be a non-empty set and an IVIFS \(\tilde{A}\) in \(X\) is expressed as follows:

\[
\tilde{A} = \{ (x, \mu_{\tilde{A}}(x), \nu_{\tilde{A}}(x)) | x \in X \} = \{ (x, [\mu_{\tilde{A}}^L(x), \mu_{\tilde{A}}^R(x)], [\nu_{\tilde{A}}^L(x), \nu_{\tilde{A}}^R(x)]) | x \in X \} \tag{1}
\]

where, \(\mu_{\tilde{A}}^L(x)\) and \(\mu_{\tilde{A}}^R(x)\), respectively, represent the upper and lower boundaries of the membership degree \(\tilde{\mu}_{\tilde{A}}(x)\) of the element \(x\) in \(X\) belonging to \(\tilde{A}\); \(\nu_{\tilde{A}}^L(x)\) and \(\nu_{\tilde{A}}^R(x)\), respectively, represent the upper and lower boundaries of the non-membership degree \(\tilde{\nu}_{\tilde{A}}(x)\) of the element \(x\) that belong to \(\tilde{A}\). For each \(x \in X\), it satisfies the conditions: \(0 \leq \mu_{\tilde{A}}^L(x) \leq \mu_{\tilde{A}}^R(x) \leq 1\), \(0 \leq \nu_{\tilde{A}}^L(x) \leq \nu_{\tilde{A}}^R(x) \leq 1\), \(0 \leq \mu_{\tilde{A}}^R(x) + \nu_{\tilde{A}}^R(x) \leq 1\), \(\forall x \in X\).

**Definition 2** [15]. For an IVIFS \(\tilde{A}\), the hesitation degree of element \(x\) in \(\tilde{A}\) is:

\[
\pi_{\tilde{A}}(x) = 1 - \tilde{\mu}_{\tilde{A}}(x) - \tilde{\nu}_{\tilde{A}}(x) = \left[ \pi_{\tilde{A}}^L(x), \pi_{\tilde{A}}^R(x) \right] = \left[ 1 - \mu_{\tilde{A}}^R(x) - \nu_{\tilde{A}}^R(x), 1 - \mu_{\tilde{A}}^L(x) - \nu_{\tilde{A}}^L(x) \right] \tag{2}
\]

**Definition 3** [42]. For an IVIFS \(\tilde{A}\), the fuzzy degree \(\Delta_{\tilde{A}}(x)\) of element \(x\) belonging to \(\tilde{A}\) is given as follows:

\[
\Delta_{\tilde{A}}(x) = \sqrt{\frac{(\Delta_{\tilde{A}}^L(x))^2 + (\Delta_{\tilde{A}}^R(x))^2}{2}} \tag{3}
\]

where:

\[
\Delta_{\tilde{A}}^L(x) = |\mu_{\tilde{A}}^L(x) - \nu_{\tilde{A}}^L(x)|, \quad \Delta_{\tilde{A}}^R(x) = |\mu_{\tilde{A}}^R(x) - \nu_{\tilde{A}}^R(x)| \tag{4}
\]
Definition 4 [15]. The complement of an IVIFS \( \tilde{A} \) is given as follows:

\[
\tilde{A}^C = \{ (x, \tilde{\nu}_A(x), \tilde{\mu}_A(x)) | x \in X \}
\]

Definition 5 [15]. Given three IVIFNs \( \tilde{a} = ([a, b], [c, d]), \tilde{a}_1 = ([a_1, b_1], [c_1, d_1]) \) and \( \tilde{a}_2 = ([a_2, b_2], [c_2, d_2]) \), their basic operations are summarized as follow:

1. \( \tilde{a} + \tilde{a}_1 = (a_1 + a_2, b_1 + b_2, c_1, d_1) \)
2. \( \tilde{a}_1 \otimes \tilde{a}_2 = (a_1 a_2, b_1 b_2, c_1 + c_2, d_1 + d_2) \)
3. \( \lambda \tilde{a} = (\lambda a, \lambda b, \lambda c/d, \lambda d) \), if and only if \( \mu_{\tilde{a}} \) is monotone increasing with respect to \( \Delta \)
4. \( \tilde{a}^\lambda = (\lambda a, \lambda b, 1 - (1 - c)^\lambda, 1 - (1 - d)^\lambda) \), \( \lambda \geq 0 \).

Definition 6 [42]. Let IVIFS(X) be the set of all IVIFSs in X, a real-valued function \( E: IVIFS(X) \rightarrow [0, 1] \) is called an entropy measure for IVIFSs if it satisfies the following axiomatic requirements:

1. \( E(\tilde{A}) = 0 \), if and only if \( \tilde{A} \) is an exact set, namely. 
   \( \tilde{A} = \{ (x, [1, 1], [0, 0]) \} \) or \( \{ (x, [0, 0], [1, 1]) \} \).
2. \( E(\tilde{A}) = 1 \), if and only if \( \tilde{A} = \{ (x, [0, 0], [0, 0]) \} \).
3. \( E(\tilde{A}) = E(\tilde{A}^C) \).
4. For a constant \( \alpha \) in \( (0, 1) \), let \( \Delta_A^L, \Delta_A^R, \pi_A^L \) and \( \pi_A^R \) be the sets of all IIFSs \( \{ (x, \tilde{\nu}_A(x), \tilde{\mu}_A(x)) \} \) in \( X \) with \( \Delta_A^L(x) = a \), \( \Delta_A^R(x) = x \), \( \pi_A^L(x) = a \), \( \pi_A^R(x) = x \), respectively. \( E(\tilde{A}) \) is strictly monotone decreasing with respect to \( \Delta_A^L \) on \( \Delta_A^L \) and \( \Delta_A^R \) on \( \Delta_A^R \) respectively and is strictly monotone increasing with respect to \( \pi_A^L \) on \( \pi_A^L \) and \( \pi_A^R \) on \( \pi_A^R \), respectively.

Definition 7. In [43], for an IVIFS \( \tilde{A} \) in \( X = \{ x_1, x_2, \ldots, x_n \} \), the authors define the following entropy function:

\[
E(\tilde{A}) = \frac{1}{n} \sum_{i=1}^{n} \frac{2 - 2(\Delta_A(x_i))^3 + (\pi_A^L(x_i))^3 + (\pi_A^R(x_i))^3}{4}
\]

It is not difficult to prove that the above entropy function satisfies the axiomatic condition of interval-valued intuitionistic fuzzy entropy in Definition 6.

Definition 8 [44]. Given two IVIFSs \( \tilde{A} \) and \( \tilde{B} \) in \( X = \{ x_1, x_2, \ldots, x_n \} \), the cross entropy of them is defined as follows:

\[
D(\tilde{A}, \tilde{B}) = \sum_{i=1}^{n} \left[ d_A(x_i) \ln \frac{d_A(x_i)}{d_A(x_i) + d_B(x_i)} + (1 - d_A(x_i)) \ln \frac{1 - d_A(x_i)}{1 - d_A(x_i) - d_B(x_i)} \right]
\]

where:

\[
d_A(x_i) = \frac{1}{2} \left[ \frac{\mu_A^L(x_i) + \mu_A^R(x_i)}{2} + 1 - \frac{\nu_A^L(x_i) + \nu_A^R(x_i)}{2} \right] = \frac{\mu_A^L(x_i) + 2 - \nu_A^L(x_i) - \nu_A^R(x_i)}{4}
\]

\[
d_B(x_i) = \frac{1}{2} \left[ \frac{\mu_B^L(x_i) + \mu_B^R(x_i)}{2} + 1 - \frac{\nu_B^L(x_i) + \nu_B^R(x_i)}{2} \right] = \frac{\mu_B^L(x_i) + 2 - \nu_B^L(x_i) - \nu_B^R(x_i)}{4}
\]

Obviously, \( 0 \leq D(\tilde{A}, \tilde{B}) \leq n \ln 2 \), and \( D(\tilde{A}, \tilde{B}) = 0 \), if and only if \( \tilde{\mu}_A(x) = \tilde{\mu}_B(x) \), \( \tilde{\nu}_A(x) = \tilde{\nu}_B(x) \). The cross entropy can also be called the relative entropy or divergence measure,
which indicates the discrimination degree of IVIFS $\tilde{A}$ from $\tilde{B}$. Since the cross entropy formula does not satisfy the symmetry, we rewrite it as follows:

$$D^*(\tilde{A}, \tilde{B}) = D(\tilde{A}, \tilde{B}) + D(\tilde{B}, \tilde{A})$$ (10)

It is not difficult to prove that the following relationships hold: $D^*(\tilde{A}, \tilde{B}) = D^*(\tilde{A}^c, \tilde{B}^c)$, $D^*(\tilde{A}, \tilde{B}) = D^*(\tilde{B}, \tilde{A})$ and $0 \leq D^*(\tilde{A}, \tilde{B}) \leq 2n \ln 2$.

**Definition 9** [15]. Let $\tilde{a}_j = ([a_j, b_j], [c_j, d_j])$ ($j = 1, 2, \cdots, n$) be a set of IVIFNs, interval-valued intuitionistic fuzzy weighted averaging operator is as follows:

$$\text{IvIFWA}_{\omega}(\tilde{a}_1, \tilde{a}_2, \cdots, \tilde{a}_n) = \left(1 - \prod_{j=1}^{n}(1 - a_j)^{\omega_j}, 1 - \prod_{j=1}^{n}(1 - b_j)^{\omega_j}\right), \left[\prod_{j=1}^{n}c_j^{\omega_j}, \prod_{j=1}^{n}d_j^{\omega_j}\right]$$ (11)

where $\omega = (\omega_1, \omega_2, \cdots, \omega_n)^T$ is the weighting vector of the IVIFNs $\tilde{a}_j$ ($j = 1, 2, \cdots, n$).

**Definition 10** [45]. Given two IVIFNs $\tilde{a}_1 = ([a_1, b_1], [c_1, d_1])$ and $\tilde{a}_2 = ([a_2, b_2], [c_2, d_2])$, the distance of them is as follows:

$$d(\tilde{a}_1, \tilde{a}_2) = \frac{1}{6}(|a_1 - a_2| + |b_1 - b_2| + |c_1 - c_2| + |d_1 - d_2| + |e_1 - e_2| + |f_1 - f_2|)$$ (12)

where $\pi_{a_1} = [e_1, f_1]$ and $\pi_{a_2} = [e_2, f_2]$ are the hesitation degree of $\tilde{a}_1$ and $\tilde{a}_2$, respectively.

### 2.2. Three-Way Decision

Assuming $U$ is a finite nonempty set, $R$ is an equivalence relation defined on $U$, and $\text{apr}_{(a, \beta)} = (U, R)$ is a probabilistic rough approximation space, then for $X \subseteq U$, let $0 \leq \beta \leq \alpha \leq 1$, the upper and lower $(\alpha, \beta)$-approximation sets of $\text{apr}_{(a, \beta)}$ can be expressed as [25]:

$$\text{apr}_{(a, \beta)}(X) = \{x \in U | \Pr(X | [x]) \geq \alpha \}$$

where $[x]$ is the equivalence class of $X$ with respect to $R$.

In the above formula, $\Pr(X | [x]) = |x \cap X|/|x|$ represents the conditional probability of classification, and $1 \cdot 1$ represents the cardinality of elements in the set. $(\alpha, \beta)$-upper and lower approximation sets divide the domain into three parts, i.e., positive domain $\text{POS}_{(a, \beta)}(X)$, negative domain $\text{NEG}_{(a, \beta)}(X)$ and boundary domain $\text{BND}_{(a, \beta)}(X)$ [27]:

(a) $\text{POS}_{(a, \beta)}(X) = \{x \in U | \beta < \Pr(X | [x]) < \alpha \}$;
(b) $\text{BND}_{(a, \beta)}(X) = \{x \in U | \Pr(X | [x]) = \alpha \}$;
(c) $\text{NEG}_{(a, \beta)}(X) = \{x \in U | \Pr(X | [x]) \leq \beta \}$.

The thresholds $\alpha$ and $\beta$ are often given artificially in advance, and so are too subjective and difficult to obtain. Decision rough set introduces Bayesian theory into probability rough set and uses loss function to construct the division strategy of three-way decision with the minimum overall risk, which promotes the development of rough set theory. The decision rough set describes three-way decision processes through the state set $\Omega = \{X, \neg X\}$ and the action set $A = \{a_P, a_B, a_N\}$. The state set $\Omega = \{X, \neg X\}$ represents two states of events, that is, belonging to concept $X$ and not belonging to concept $X$. The action set $A = \{a_P, a_B, a_N\}$ indicates that three action strategies of acceptance, delay and rejection can be adopted for different states. Considering that different actions will cause different losses, we record that $\lambda_{PP}, \lambda_{BP}$ and $\lambda_{NP}$, respectively, represent the losses of actions $a_P, a_B$ and $a_N$ when $x \in X$, and $\lambda_{PN}, \lambda_{BN}$ and $\lambda_{NN}$, respectively, represent the losses of actions
According to Bayesian decision criteria, we select the action set with the minimum expected loss as the best action scheme, and obtain the following three decision criteria [27]:

\( P \): Both \( L(a_P|X) \leq L(a_B|X) \) and \( L(a_P|X) \leq L(a_N|X) \) are satisfied, then \( x \in \text{POS}(X) \);

\( B \): Both \( L(a_B|X) \leq L(a_P|X) \) and \( L(a_B|X) \leq L(a_N|X) \) are satisfied, then \( x \in \text{BND}(X) \);

\( N \): Both \( L(a_N|X) \leq L(a_B|X) \) and \( L(a_N|X) \leq L(a_B|X) \) are satisfied, then \( x \in \text{NEG}(X) \).

Because \( \Pr(X|X) + \Pr(-X|X) = 1 \), the above rules \((P)\)-(N) are only related to the conditional probability \( \Pr(X|X) \) and the loss function \( \lambda_{\bullet\bullet} (\bullet = P, B, N) \). Generally, the loss of accepting the right thing is not greater than that of delaying to accept it, and both of them are less than the loss of rejecting the right thing. The loss of rejecting the wrong thing is not greater than that of delaying rejecting it, and both of them are less than the loss of accepting the wrong thing. Therefore, these loss parameters satisfy the following relationships: \( 0 \leq \lambda_{PP} \leq \lambda_{BP} < \lambda_{NP}, 0 \leq \lambda_{NN} \leq \lambda_{BN} < \lambda_{PN} \), and the decision rules \((P)-(N)\) can be rewritten as [27]:

\( P1 \): If \( \Pr(X|X) \geq a, x \in \text{POS}(X) \);

\( B1 \): If \( \beta < \Pr(X|X) < a, x \in \text{BND}(X) \);

\( N1 \): If \( \Pr(X|X) \leq \beta, x \in \text{NEG}(X) \).

where:

\[
\begin{align*}
\alpha &= \frac{\lambda_{PN} - \lambda_{BN}}{\lambda_{PN} - \lambda_{BN} + (\lambda_{BP} - \lambda_{PP})} \\
\beta &= \frac{\lambda_{BN} - \lambda_{NN}}{\lambda_{BN} - \lambda_{NN} + (\lambda_{BP} - \lambda_{PP})}
\end{align*}
\]

3. Hybrid Multi-Attribute Three-Way Group Decision Based on Improved VIKOR Model

Several experts evaluate multiple programs based on multiple indicators. Quantitative indicators may be expressed as exact real numbers, or as interval numbers with minimum and maximum boundaries. Qualitative indicators may be expressed by proper linguistic expressions (values of some linguistic variables), fuzzy numbers, intuitionistic fuzzy numbers or IVIFNs. In accordance with the actual situation, all experts adopt the same expression for the same indicator of each scheme. For this hybrid multi-attribute group decision-making problem, scholars have proposed two different methods. One is to directly construct a hybrid multi-attribute decision matrix and apply TOPSIS, prospect theory, or other methods to make decisions [46,47]. Another is to transform different forms of attributes into the same form and construct a decision model based on a single form of attributes [48–51]. IVIFNs are more flexible and practical in dealing with fuzziness and uncertainty, and other forms of expression can be regarded as special forms of IVIFNs. Therefore, transforming hybrid multi-attribute values into IVIFNs can minimize information distortion. Moreover, after being transformed to the same form, we can effectively calculate the expert weight and attribute weight. Therefore, we choose the latter method for the hybrid multi-attribute group decision-making. The overall decision-making steps are shown in Figure 1.
3.1. IVIFN Conversion of Different Forms of Attributes

Let scheme set $G = \{G_1, G_2, \ldots, G_n\}$, attribute set $A = \{A_1, A_2, \ldots, A_m\}$ and decision maker set $D = \{D_1, D_2, \ldots, D_l\}$. The decision maker $D_k$ applies real numbers, interval numbers, values of linguistic variables, intuitionistic fuzzy numbers and IVIFNs to give evaluation value $r_{ij}^{(k)}$ for the attribute $A_j (j = 1, 2, \ldots, m)$ of the scheme $G_i (i = 1, 2, \ldots, n)$, thus forming a hybrid multi-attribute decision-making matrix: $R^{(k)} = [r_{ij}^{(k)}]_{n \times m}$. Where, $r_{ij}^{(k)} = x_{ij}^{(k)}$ is expressed by an exact real number, $r_{ij}^{(k)} = [x_{ij}^{L(k)}, x_{ij}^{R(k)}]$ by an interval number, $r_{ij}^{(k)} = s_{ij}^{(k)}$ by a linguistic variable value, $r_{ij}^{(k)} = (\mu_{ij}^{(k)}, v_{ij}^{(k)})$ by an intuitionistic fuzzy number, and $r_{ij}^{(k)} = (\tilde{\mu}_{ij}^{(k)}, \tilde{v}_{ij}^{(k)}) = \left( [\mu_{ij}^{L(k)}, \mu_{ij}^{R(k)}], [v_{ij}^{L(k)}, v_{ij}^{R(k)}] \right)$ by an IVIFN.

For the intuitionistic fuzzy number $(\mu_{ij}^{(k)}, v_{ij}^{(k)})$, we can transform it to an IVIFN as follows:

$$r_{ij}^{(k)} = \left( [\mu_{ij}^{(k)}, \mu_{ij}^{(k)}], [v_{ij}^{(k)}, v_{ij}^{(k)}] \right)$$  \hspace{1cm} (16)

For a real number $x_{ij}^{(k)}$, we first use the linear proportion, vector normalization, extreme value transformation, or other methods to make dimensionless processing. For example, the calculation formula of the linear proportion method is as follows:

$$y_{ij}^{(k)} = \begin{cases} \frac{x_{ij}^{(k)}}{\max_{k=12} x_{ij}^{(k)}}, & j \in I_1 \\ \frac{\max_{k=12} x_{ij}^{(k)} - x_{ij}^{(k)}}{\max_{k=12} x_{ij}^{(k)}}, & j \in I_2 \end{cases}$$  \hspace{1cm} (17)

where $I_1$ is an indicator of benefit type that the larger the better, and $I_2$ is an indicator of cost type that the smaller the better. Then we transform $y_{ij}^{(k)}$ into an intuition-
istic fuzzy number \( r_{ij}(k) = (y_{ij}(k), 1 - y_{ij}(k)) \), and transform \( r_{ij}(k) \) into an IVIFN \( \tilde{r}_{ij}^{(k)} = \left( \left[ y_{ij}(k), y_{ij}(k) \right], \left[ 1 - y_{ij}(k), 1 - y_{ij}(k) \right] \right) \).

For an interval number \([x_{ij}, \tilde{x}_{ij}], \tilde{x}_{ij}^{k}\), we first carry out dimensionless processing. For example, the calculation formula of the linear proportion method is as follows:

\[
y_{ij}^{L(k)} = \begin{cases} \frac{\max_{h=1,2,...,n} x_{hj}^{(k)} - \min_{h=1,2,...,n} x_{hj}^{(k)}}{\max_{h=1,2,...,n} x_{hj}^{(k)}}, & j \in J_1 \\ \frac{\max_{h=1,2,...,n} x_{hj}^{(k)} - \min_{h=1,2,...,n} x_{hj}^{(k)}}{\max_{h=1,2,...,n} x_{hj}^{(k)}}, & j \in J_2 \end{cases}
\]

\[
y_{ij}^{R(k)} = \begin{cases} \frac{\max_{h=1,2,...,n} \tilde{x}_{hj}^{(k)} - \min_{h=1,2,...,n} \tilde{x}_{hj}^{(k)}}{\max_{h=1,2,...,n} \tilde{x}_{hj}^{(k)}}, & j \in J_1 \\ \frac{\max_{h=1,2,...,n} \tilde{x}_{hj}^{(k)} - \min_{h=1,2,...,n} \tilde{x}_{hj}^{(k)}}{\max_{h=1,2,...,n} \tilde{x}_{hj}^{(k)}}, & j \in J_2 \end{cases}
\]

Then we transform \([y_{ij}^{L(k)}, 1 - y_{ij}^{R(k)}] \) into an IVIFN \( \tilde{r}_{ij}^{(k)} = ([y_{ij}^{L(k)}, y_{ij}^{L(k)}], [1 - y_{ij}^{R(k)}, 1 - y_{ij}^{R(k)}]) \).

Let a linguistic evaluation set \( S^q = \{ q_i \mid i \in \{-q^{-1}, \cdots, -1, 0, 1, \cdots, q^{-1}\} \} \), where \( q \) is an odd positive number, the IVIFN corresponding to the \( q \) linguistic evaluation granularity can be expressed as [52]:

\[
\tilde{\mu}^q = \left( \tilde{\mu}_0^q, \tilde{\mu}_1^q, \cdots, \tilde{\mu}_q^q, \tilde{\mu}_{q+1}^q, \cdots, \tilde{\mu}_{2q-1}^q, \tilde{\mu}_{2q}^q, \tilde{\mu}_{2q+1}^q, \cdots, \tilde{\mu}_{q}^q, \tilde{\mu}_{q+1}^q, \cdots, \tilde{\mu}_{2q-1}^q, \tilde{\mu}_0^q \right)
\]

\[
\tilde{\nu}^q = \left( \tilde{\nu}_0^q, \tilde{\nu}_1^q, \cdots, \tilde{\nu}_q^q, \tilde{\nu}_{q+1}^q, \cdots, \tilde{\nu}_{2q-1}^q, \tilde{\nu}_{2q}^q, \tilde{\nu}_{2q+1}^q, \cdots, \tilde{\nu}_0^q, \tilde{\nu}_1^q, \cdots, \tilde{\nu}_{q+1}^q, \cdots, \tilde{\nu}_{2q-1}^q, \tilde{\nu}_0^q \right)
\]

where \( \tilde{\mu}_0^q = \tilde{\nu}_0^q = \left[ 0.5 - \frac{1}{2q}, 0.5 \right] \). Then, for a linguistic variable value \( s_{ij}(k) \), we determine the linguistic evaluation value of the corresponding level in the \( q \) granularity, and then express it with the corresponding IVIFN.

In this way, we can transform the hybrid multi-attribute decision-making matrix \( R^{(k)} \) into an interval-valued intuitionistic fuzzy decision matrix \( \tilde{R}^{(k)} = [\tilde{r}_{ij}^{(k)}]_{n \times m} \), \( k = 1, 2, \ldots, l \), where \( \tilde{r}_{ij}^{(k)} = (\tilde{\mu}_{ij}^{(k)}, \tilde{\nu}_{ij}^{(k)}) = \left( \left[ \mu_{ij}^{(k)}, \nu_{ij}^{(k)} \right], \left[ L_{ij}^{(k)}, R_{ij}^{(k)} \right] \right) \).

3.2. Determination of Expert Weight Based on Entropy and Cross Entropy

In multi-attribute group decision-making, the smaller the difference between the evaluation value of a decision-maker and other decision-makers, the greater weight should be given to this decision-maker. At the same time, the higher the effectiveness of information in a decision-maker’s evaluation matrix, that is, the smaller the redundancy, the greater the weight of this decision-maker. In evaluating the redundancy and difference of information, we introduce entropy and cross-entropy to measure them, respectively, and then build a model to determine the weights of experts.
For the evaluation matrix of a single decision maker, we use entropy $E^{(k)}$ to express the redundancy of evaluation information, and the formula is as follows:

$$E^{(k)} = \frac{1}{m} \sum_{j=1}^{m} E_j^{(k)}$$

(22)

where $E_j^{(k)}$ represents the entropy of the $j$th indicator obtained from the decision matrix of the $j$th expert. According to Definition 7, its expression is as follows:

$$E_j^{(k)} = \frac{1}{n} \sum_{i=1}^{n} 2^{-2(\Delta_A(r_{ij}^{(k)}) + \frac{1}{4}(\pi_2^{(k)} r_{ij}^{(k)})^{3} + (\pi_2^{(k)} r_{ij}^{(k)})^{3})},$$

(23)

Based on the entropy of each expert, we can calculate the expert weight as follows:

$$w_1^{(k)} = \frac{1 - E^{(k)}}{\sum_{l=1}^{l} [1 - E^{(l)}]}, \quad k = 1, 2, \cdots, l$$

(24)

To reflect the difference between a single decision-making matrix and the other decision-making matrices, we define the cross entropy as follows:

$$D^{(k)} = \frac{1}{(l-1)mn} \sum_{t=1, \neq k}^{l} D^* \left( r^{(k)}, r^{(t)} \right)$$

(25)

According to Definition 8, the formula of $D^* \left( r^{(k)}, r^{(t)} \right)$ is as follows:

$$D^* \left( r^{(k)}, r^{(t)} \right) = \sum_{i=1}^{n} \sum_{j=1}^{m} \left[ d \left( r_{ij}^{(k)} \right) \ln \left( \frac{d \left( r_{ij}^{(k)} \right)}{1 - d \left( r_{ij}^{(k)} \right)} \right) + \left( 1 - d \left( r_{ij}^{(k)} \right) \right) \ln \left( \frac{1 - d \left( r_{ij}^{(k)} \right)}{d \left( r_{ij}^{(k)} \right)} \right) \right]$$

$$+ d \left( r_{ij}^{(t)} \right) \ln \left( \frac{d \left( r_{ij}^{(t)} \right)}{1 - d \left( r_{ij}^{(t)} \right)} \right) + \left( 1 - d \left( r_{ij}^{(t)} \right) \right) \ln \left( \frac{1 - d \left( r_{ij}^{(t)} \right)}{d \left( r_{ij}^{(t)} \right)} \right)$$

(26)

Because $0 \leq D^* \left( r^{(k)}, r^{(t)} \right) \leq 2mn \ln 2$, $0 \leq D^{(k)} \leq 2 \ln 2$. Then, based on the cross-entropy, we can calculate the expert weight as follows:

$$w_2^{(k)} = \frac{2 \ln 2 - D^{(k)}}{\sum_{l=1}^{l} [2 \ln 2 - D^{(l)}]}, \quad k = 1, 2, \cdots, l$$

(27)

By aggregating $w_1^{(k)}$ and $w_2^{(k)}$ with weight coefficients $\gamma$ and $(1-\gamma)$, respectively, we can calculate the final expert weight as follows:

$$w_k = \gamma w_1^{(k)} + (1-\gamma) w_2^{(k)}$$

(28)

3.3. Determination of Group Comprehensive Evaluation Matrix

Combined with all the experts’ weights, we apply the interval-valued intuitionistic fuzzy weighted averaging operator to calculate the group comprehensive evaluation matrix $X = [x_{ij}]_{n \times m}$, where:
\( \bar{x}_{ij} = \left( \left[ \mu_{ij}^l, \mu_{ij}^R \right], \left[ \nu_{ij}^l, \nu_{ij}^R \right] \right) = \text{IFWA}_{w} \left( \hat{p}_{ij}^{(1)}, \hat{p}_{ij}^{(2)}, \ldots, \hat{p}_{ij}^{(l)} \right) \) 
\( = \left( \left[ 1 - \prod_{k=1}^{l} \left( 1 - \mu_{ij}^{L(k)} \right)^{w_k}, 1 - \prod_{k=1}^{l} \left( 1 - \mu_{ij}^{R(k)} \right)^{w_k} \right], \left[ \prod_{k=1}^{l} \left( \nu_{ij}^{L(k)} \right)^{w_k}, \prod_{k=1}^{l} \left( \nu_{ij}^{R(k)} \right)^{w_k} \right] \right) \) \hspace{1cm} (29)

### 3.4. Determination of Attribute Weight Based on Entropy

Based on the group comprehensive evaluation matrix, we apply the entropy value method to determine the weight of each attribute:

\[ \omega_j = \frac{1 - E_j}{\sum_{h=1}^{m} (1 - E_h)}, \quad j = 1, 2, \ldots, m \] \hspace{1cm} (30)

where:

\[ E_j = \frac{1}{n} \sum_{i=1}^{n} 2 - 2(\Delta_A(\bar{x}_{ij}))^3 + \left( \pi_{A}^{L}(\bar{x}_{ij}) \right)^3 + \left( \pi_{A}^{R}(\bar{x}_{ij}) \right)^3 \] \hspace{1cm} (31)

### 3.5. Determination of Conditional Probability

The determination of conditional probability is the key to a three-way decision. The VIKOR method originates from TOPSIS and can take group utility and individual regret into account. Grey correlation analysis can make full use of sample information to reflect the internal law of sample data. We use the VIKOR method improved by grey correlation analysis to determine the conditional probability, and the concrete steps are as follows:

- **Step 1**: According to the evaluation matrix \( X \), the positive and negative ideal solutions are as follows:

\[ \bar{x}^+ = (\bar{x}^+_1, \bar{x}^+_2, \ldots, \bar{x}^+_m), \bar{x}^- = (\bar{x}^-_1, \bar{x}^-_2, \ldots, \bar{x}^-_m) \] \hspace{1cm} (32)

where:

\[ \begin{aligned}
\bar{x}^+_j &= \left( \left[ \max_{i} \mu_{ij}^l, \max_{i} \mu_{ij}^R \right], \left[ \min_{i} \nu_{ij}^l, \min_{i} \nu_{ij}^R \right] \right) \\
\bar{x}^-_j &= \left( \left[ \min_{i} \mu_{ij}^l, \min_{i} \mu_{ij}^R \right], \left[ \max_{i} \nu_{ij}^l, \max_{i} \nu_{ij}^R \right] \right)
\end{aligned} \] \hspace{1cm} (33)

- **Step 2**: Calculate the group utility value \( S_i \) and the individual regret value \( R_i \) of the \( i \)-th scheme:

\[ S_i = \sum_{j=1}^{m} \omega_j d(\bar{x}^+_{ij}, \bar{x}_{ij}), \quad R_i = \max_{j=1,2,\ldots,n} \frac{\omega_j d(\bar{x}^+_{ij}, \bar{x}_{ij})}{d(\bar{x}^+_{ij}, \bar{x}^-_{ij})}, \quad i = 1, 2, \ldots, n \] \hspace{1cm} (34)

where \( d(x, y) \) represents the distance between two IVIFNs \( x \) and \( y \), which can be calculated according to Definition 10. The smaller the value of \( S_i \), the higher the group utility. The smaller the value of \( R_i \), the smaller the individual regret.

- **Step 3**: Determine the best and the worst group utility values as follows:

\[ S^+ = \min_{i=1,2,\ldots,n} S_i, \quad S^- = \max_{i=1,2,\ldots,n} S_i \] \hspace{1cm} (35)

The best and the worst individual regret values are:

\[ R^+ = \min_{i=1,2,\ldots,n} R_i, \quad R^- = \max_{i=1,2,\ldots,n} S_i \] \hspace{1cm} (36)

- **Step 4**: Calculate the grey correlation degree between the \( i \)-th scheme and the positive and negative ideal solutions as follows:

\[ \epsilon_i^+ = \frac{1}{m} \sum_{j=1}^{m} \epsilon_{ij}^+, \quad \epsilon_i^- = \frac{1}{m} \sum_{j=1}^{m} \epsilon_{ij}^-, \quad i = 1, 2, \ldots, n \] \hspace{1cm} (37)
where:

\[
\varepsilon_{ij}^+ = \min_{s=1,2,\ldots,n} \min_{h=1,2,\ldots,m} \omega_{sh} \left( \frac{\tilde{x}_{si} - \tilde{x}_{jh}}{\tilde{x}_{si} - \tilde{x}_{jh}} \right) + \rho \max_{s=1,2,\ldots,n} \max_{h=1,2,\ldots,m} \omega_{sh} \left( \frac{\tilde{x}_{si} - \tilde{x}_{jh}}{\tilde{x}_{si} - \tilde{x}_{jh}} \right)
\]

(38)

\[
\varepsilon_{ij}^- = \min_{s=1,2,\ldots,n} \min_{h=1,2,\ldots,m} \omega_{sh} \left( \frac{\tilde{x}_{si} - \tilde{x}_{jh}}{\tilde{x}_{si} - \tilde{x}_{jh}} \right) + \rho \max_{s=1,2,\ldots,n} \max_{h=1,2,\ldots,m} \omega_{sh} \left( \frac{\tilde{x}_{si} - \tilde{x}_{jh}}{\tilde{x}_{si} - \tilde{x}_{jh}} \right)
\]

(39)

In the above formula, \( \rho \in [0, 1] \) is the distinguishing coefficient. The smaller the value of \( \rho \), the greater the distinguishing ability. Generally, \( \rho \) is taken as 0.5.

Step 5: Calculate the group utility value and individual regret value of the \( i \)th scheme based on grey correlation analysis as follows:

\[
\zeta_i = \frac{\varepsilon_{ij}^+}{\varepsilon_{ij}^-}, \quad \bar{\zeta}_i = \max_{j=1,2,\ldots,n} \frac{\varepsilon_{ij}^+}{\varepsilon_{ij}^-}, \quad i = 1, 2, \ldots, n
\]

(40)

Both the group utility value and the individual regret value are indicators that the smaller the better. Then the best and the worst group utility values are, respectively:

\[
\zeta_i^+ = \min_{i=1,2,\ldots,n} \zeta_i, \quad \zeta_i^- = \max_{i=1,2,\ldots,n} \zeta_i
\]

(41)

The best and the worst individual regret values are:

\[
\bar{\zeta}_i^+ = \min_{i=1,2,\ldots,n} \bar{\zeta}_i, \quad \bar{\zeta}_i^- = \max_{i=1,2,\ldots,n} \bar{\zeta}_i
\]

(42)

Step 6: Determine the benefit ratio of the \( i \)th scheme based on the VIKOR-grey correlation analysis method as follows:

\[
Q_i = \sigma \left( \frac{\zeta_i^+ S^+ - \zeta_i^- S^-}{S^2} \right) + (1 - \sigma) \left( \frac{R_i^+ S^- - R_i^- S^+}{R^2} \right), \quad i = 1, 2, \ldots, n
\]

(43)

where \( \sigma \) represents the compromise coefficient between group utility and individual regret, \( 0 \leq \sigma \leq 1 \). If \( \sigma > 0.5 \), it represents the principle of conformity.

Step 7: The larger the benefit ratio of the \( i \)th scheme, the greater the probability that it belongs to the acceptable state \( Z \). The conditional probability can be calculated as follows:

\[
Pr(Z|G_i) = 1 - Q_i
\]

(44)

3.6. Determination of Decision Thresholds

The threshold pair \((a, b)\) is another key parameter of a three-way decision, which is determined by the loss function. In practice, it is difficult for decision-makers to give the exact value of risk loss of each action under different states. They prefer to use uncertain expressions, such as interval number, fuzzy number, linguistic variable value, intuitionistic fuzzy number and IVIFN. According to the linear or nonlinear ordering rules of various uncertain forms, scholars proposed the corresponding determination methods of the threshold pair [40,41,53,54]. Considering the deficiency of large information distortion in linear ordering, Liu et al. proposed a generalized scalable and nonlinear sorting method to determine the threshold pair for the risk loss matrix represented by IVIFNs from the perspective of optimization [41].

The expert group expresses the risk loss values of three actions \( a_P \) (acceptance), \( a_B \) (delay) and \( a_R \) (rejection) under two states \( Z \) (acceptable) and \( Z^c \) (unacceptable) as IVIFNs, as shown in Table 2.
Table 2. Risk loss matrix.

|       | $Z$                      | $Z^C$                       |
|-------|--------------------------|-----------------------------|
| $a_p$ | $\left( v_{PZ}, v_{PZ}^R \right)$ | $\left( v_{PZC}, v_{PZC}^R \right)$ |
| $a_b$ | $\left( v_{BZ}, v_{BZ}^R \right)$ | $\left( v_{BZC}, v_{BZC}^R \right)$ |
| $a_N$ | $\left( v_{NZ}, v_{NZ}^R \right)$ | $\left( v_{NZC}, v_{NZC}^R \right)$ |

Then the optimization model for solving $\alpha$ and $\beta$ is as follows [41]:

$$
\begin{align*}
\alpha &= \min g \\
&= \begin{cases} \\
2 - (v_{PZ})^h (v_{PZC})^h - (v_{PZ})^h (v_{PZC})^h \\
2 + (1 - \mu_{PZ})^h (1 - \mu_{PZC})^h + (1 - \mu_{PZ})^h (1 - \mu_{PZC})^h - (v_{PZ})^h (v_{PZC})^h \\
2 - (v_{PZ})^h (v_{PZC})^h - (v_{PZ})^h (v_{PZC})^h \\
\end{cases} \\
\text{s.t.} \\
\geq 0
\end{align*}
$$

(45)

$$
\begin{align*}
\beta &= \max g \\
&= \begin{cases} \\
2 - (v_{NZ})^h (v_{NZC})^h - (v_{NZ})^h (v_{NZC})^h \\
2 + (1 - \mu_{NZ})^h (1 - \mu_{NZC})^h + (1 - \mu_{NZ})^h (1 - \mu_{NZC})^h - (v_{NZ})^h (v_{NZC})^h \\
2 - (v_{NZ})^h (v_{NZC})^h - (v_{NZ})^h (v_{NZC})^h \\
\end{cases} \\
\text{s.t.} \\
\geq 0
\end{align*}
$$

(46)

3.7. Classification and Sorting of Schemes

According to the value of the threshold ($\alpha, \beta$), we can classify schemes:

1. If the conditional probability of the $i$th scheme $\Pr(Z|G_i) \geq \alpha$, the scheme $G_i$ can be accepted;
2. If $\Pr(Z|G_i) \leq \beta$, the scheme $G_i$ shall be rejected;
3. If $\beta < \Pr(Z|G_i) < \alpha$, the scheme $G_i$ can be used as a candidate scheme and needs further evaluation.

In addition, the larger the value of $\Pr(Z|G_i)$, the greater the possibility of selecting the scheme $G_i$. If $\alpha = \beta$, the three-way decision model degenerates into a two-way decision-making model. If $\Pr(Z|G_i) \geq \alpha$, we accept the scheme $G_i$; otherwise, we reject the scheme $G_i$.

4. An Illustrative Example

We use the latent dirichlet allocation topic model to mine customers’ demand factors for mobile phone performance, and extract six features, namely appearance ($A_1$), fast response ($A_2$), endurance ($A_3$), screen definition ($A_4$), running fluency ($A_5$) and battery...
We organize four experts $D_1, D_2, D_3$ and $D_4$ from China Mobile Communications, China United Network Communications and China Telecommunications in the field of mobile communication performance evaluation to evaluate the above characteristics of the five mobile phone brands $G_1$–$G_5$. In order to verify the feasibility of the method proposed in this paper, after discussion with experts, the forms of different indicators are set as follows:

1. $A_1$ is evaluated in the form of percentage real number. The prettier the mobile phone, the larger the value of $A_1$.

2. $A_2$ is evaluated in the form of percentage interval number. For example, if an expert thinks that a mobile phone responds well to various functional requirements, according to the percentage system, it can be regarded as more than 80, but less than 85, then he can give an evaluation value of $[80, 85]$.

3. $A_3$ and $A_6$ are evaluated in the form of seven granularity values of linguistic evaluation variables {very poor, poor, relatively poor, average, relatively good, good, very good}. For example, if an expert thinks the battery life of a mobile phone is very good, he can assign $A_3$ to it as “very good”.

4. $A_4$ is evaluated in the form of an intuitive fuzzy number. For example, an expert thinks that the membership degree of a clear screen display of a mobile phone is 0.8 and that of unclear is 0.1, or he organizes 10 people to vote on whether the screen display of a mobile phone is “clear”, with eight supporting, one opposing and one neutral. In this case, he can value $A_4$ as an intuitive fuzzy number $[0.8, 0.1]$.

5. $A_5$ is evaluated in the form of IVIFN. For example, an expert thinks that the membership degree of the smooth operation of a mobile phone is $[0.6, 0.7]$ and that of unsmooth operation is $[0.1, 0.2]$, he can value $A_5$ as an IVIFN $([0.6, 0.7], [0.1, 0.2])$. Or, an expert organizes 10 people to vote on whether the operation of a mobile phone is smooth or not, six of them think it is definitely smooth, and one thinks it is smooth, but hesitate; one thinks it is definitely not smooth, one thinks it is not smooth but hesitates; one is not sure whether it is smooth and chose to abstain. In this case, he can also value $A_5$ as an IVIFN $([0.6, 0.7], [0.1, 0.2])$.

The evaluation matrices of the four experts are shown in Tables 3–6, respectively. We will select the brands that can be agented, rejected and pending from the five mobile brands.

### Table 3. The evaluation matrix of expert $D_1$.

| Brand | $A_1$ | $A_2$ | $A_3$   | $A_4$         | $A_5$ | $A_6$   |
|-------|-------|-------|---------|---------------|-------|---------|
| $G_1$ | 82    | (90, 95) | poor    | $[0.8, 0.15]$ | $([0.6, 0.7], [0.2, 0.25])$ | average |
| $G_2$ | 90    | (70, 73) | good    | $[0.45, 0.5]$ | $([0.3, 0.34], [0.5, 0.5])$ | very good|
| $G_3$ | 96    | (80, 85) | relatively poor | $[0.9, 0.05]$ | $([0.8, 0.85], [0.05, 0.1])$ | relatively poor |
| $G_4$ | 75    | (92, 96) | relatively good | $[0.6, 0.2]$ | $([0.5, 0.6], [0.2, 0.4])$ | very good |
| $G_5$ | 87    | (80, 88) | average  | $[0.8, 0.05]$ | $([0.6, 0.75], [0.1, 0.18])$ | relatively good |

### Table 4. The evaluation matrix of expert $D_2$.

| Brand | $A_1$ | $A_2$ | $A_3$   | $A_4$         | $A_5$ | $A_6$   |
|-------|-------|-------|---------|---------------|-------|---------|
| $G_1$ | 90    | (88, 98) | relatively poor | $(0.7, 0.24)$ | $([0.8, 0.82], [0.1, 0.12])$ | relatively poor |
| $G_2$ | 88    | (70, 75) | good    | $[0.3, 0.62]$ | $([0.4, 0.6], [0.32, 0.35])$ | good |
| $G_3$ | 94    | (83, 90) | poor    | $[0.88, 0.1]$ | $([0.9, 0.05])$ | relatively poor |
| $G_4$ | 82    | (77, 86) | good    | $[0.8, 0.1]$ | $([0.4, 0.6], [0.3, 0.35])$ | relatively good |
| $G_5$ | 83    | (75, 85) | relatively good | $(0.75, 0.15)$ | $([0.65, 0.72], [0.1, 0.15])$ | relatively good |
Table 5. The evaluation matrix of expert $D_3$.

| Brand | $A_1$ | $A_2$ | $A_3$ | $A_4$ | $A_5$ | $A_6$ |
|-------|-------|-------|-------|-------|-------|-------|
| $G_1$ | 84    | (92, 94) | relatively poor | (0.9, 0.1) | ([0.63, 0.73], [0.12, 0.14]) | relatively poor |
| $G_2$ | 90    | (86, 91) | average | (0.5, 0.35) | ([0.7, 0.75], [0.15, 0.19]) | average |
| $G_3$ | 92    | (88, 94) | relatively poor | (0.75, 0.14) | ([0.5, 0.65], [0.12, 0.14]) | relatively good |
| $G_4$ | 87    | 82    | relatively good | (0.65, 0.24) | ([0.82, 0.82], [0.15, 0.15]) | good |
| $G_5$ | 91    | (79, 85) | good | (0.88, 0.05) | ([0.69, 0.74], [0.22, 0.26]) | average |

Table 6. The evaluation matrix of expert $D_4$.

| Brand | $A_1$ | $A_2$ | $A_3$ | $A_4$ | $A_5$ | $A_6$ |
|-------|-------|-------|-------|-------|-------|-------|
| $G_1$ | 82    | (88, 90) | poor | (0.73, 0.15) | ([0.82, 0.9], [0.08, 0.1]) | relatively good |
| $G_2$ | 88    | (84, 90) | relatively good | (0.55, 0.42) | ([0.63, 0.7], [0.13, 0.18]) | very good |
| $G_3$ | 87    | 90    | relatively poor | (0.73, 0.27) | ([0.5, 0.55], [0.3, 0.38]) | average |
| $G_4$ | 94    | (92, 96) | relatively good | (0.78, 0.18) | ([0.71, 0.77], [0.15, 0.23]) | relatively good |
| $G_5$ | 91    | (86, 89) | average | (0.86, 0.1) | ([0.6, 0.66], [0.2, 0.24]) | relatively poor |

We transform all the elements in the above four evaluation matrices into IVIFNs. The results are shown in Tables 7–10.

Table 7. The transformed evaluation matrix of expert $D_1$.

| Brand | $A_1$ | $A_2$ | $A_3$ |
|-------|-------|-------|-------|
| $G_1$ | ([0.9574, 0.9574], [0.0426, 0.0426]) | ([0.9375, 0.9375], [0.0104, 0.0104]) | ([0.0787, 0.125], [0.8231, 0.875]) |
| $G_2$ | ([0.9362, 0.9362], [0.0638, 0.0638]) | ([0.7292, 0.7292], [0.2396, 0.2396]) | ([0.754, 0.7937], [0.1751, 0.2063]) |
| $G_3$ | ([1, 1], [0, 0]) | ([0.8542, 0.8542], [0.1146, 0.1146]) | ([0.1837, 0.25], [0.6848, 0.75]) |
| $G_4$ | ([0.8723, 0.8723], [0.1277, 0.1277]) | ([0.9583, 0.9583], [0, 0]) | ([0.6547, 0.7071], [0.2507, 0.2929]) |
| $G_5$ | ([0.883, 0.883], [0.117, 0.117]) | ([0.8333, 0.8333], [0.0833, 0.0833]) | ([0.4286, 0.5], [0.4286, 0.5]) |

| Brand | $A_4$ | $A_5$ | $A_6$ |
|-------|-------|-------|-------|
| $G_1$ | ([0.8, 0.8], [0.15, 0.15]) | ([0.6, 0.7], [0.2, 0.25]) | ([0.4286, 0.5], [0.4286, 0.5]) |
| $G_2$ | ([0.45, 0.45], [0.5, 0.5]) | ([0.3, 0.34], [0.5, 0.5]) | ([0.8091, 0.8409], [0.1344, 0.1591]) |
| $G_3$ | ([0.9, 0.9], [0.05, 0.05]) | ([0.8, 0.85], [0.05, 0.1]) | ([0.1837, 0.25], [0.6848, 0.75]) |
| $G_4$ | ([0.6, 0.6], [0.2, 0.2]) | ([0.5, 0.6], [0.2, 0.4]) | ([0.8091, 0.8409], [0.1344, 0.1591]) |
| $G_5$ | ([0.8, 0.8], [0.05, 0.05]) | ([0.6, 0.75], [0.1, 0.18]) | ([0.6547, 0.7071], [0.2507, 0.2929]) |
Table 8. The transformed evaluation matrix of expert D_2.

| Brand | A_1        | A_2        | A_3        |
|-------|------------|------------|------------|
| G_1   | ([0.8542, 0.8542], [0.1458, 0.1458]) | ([0.898, 0.898], [0, 0]) | (0.1837, 0.25], [0.6848, 0.75]) |
| G_2   | ([0.9375, 0.9375], [0.0625, 0.0625]) | ([0.7143, 0.7143], [0.2347, 0.2347]) | (0.754, 0.7937], [0.1751, 0.2063]) |
| G_3   | ([1, 1], [0, 0]) | ([0.898, 0.898], [0.0816, 0.0816]) | (0.0787, 0.125], [0.8231, 0.875]) |
| G_4   | ([0.7813, 0.7813], [0.2188, 0.2188]) | ([0.7857, 0.7857], [0.1224, 0.1224]) | (0.754, 0.7937], [0.1751, 0.2063]) |
| G_5   | ([0.8854, 0.8854], [0.1146, 0.1146]) | ([0.7245, 0.7245], [0.1633, 0.1633]) | (0.6547, 0.7071], [0.2507, 0.2929]) |

Table 9. The transformed evaluation matrix of expert D_3.

| Brand | A_1        | A_2        | A_3        |
|-------|------------|------------|------------|
| G_1   | ([0.913, 0.913], [0.087, 0.087]) | ([0.9684, 0.9684], [0.0105, 0.0105]) | (0.1837, 0.25], [0.6848, 0.75]) |
| G_2   | ([0.9783, 0.9783], [0.0217, 0.0217]) | ([0.9053, 0.9053], [0.0421, 0.0421]) | (0.4286, 0.5], [0.4286, 0.5]) |
| G_3   | ([1, 1], [0, 0]) | ([0.9474, 0.9474], [0, 0]) | (0.1837, 0.25], [0.6848, 0.75]) |
| G_4   | ([0.9457, 0.9457], [0.0543, 0.0543]) | ([0.8632, 0.8632], [0.1368, 0.1368]) | (0.6547, 0.7071], [0.2507, 0.2929]) |
| G_5   | ([0.9565, 0.9565], [0.0435, 0.0435]) | ([0.8316, 0.8316], [0.1053, 0.1053]) | (0.754, 0.7937], [0.1751, 0.2063]) |

Table 10. The transformed evaluation matrix of expert D_4.

| Brand | A_1        | A_2        | A_3        |
|-------|------------|------------|------------|
| G_1   | ([0.8723, 0.8723], [0.1277, 0.1277]) | ([0.9167, 0.9167], [0.0625, 0.0625]) | (0.0787, 0.125], [0.8231, 0.875]) |
| G_2   | ([0.9362, 0.9362], [0.0638, 0.0638]) | ([0.875, 0.875], [0.0625, 0.0625]) | (0.6547, 0.7071], [0.2507, 0.2929]) |
| G_3   | ([0.9255, 0.9255], [0.0745, 0.0745]) | ([0.9375, 0.9375], [0.0625, 0.0625]) | (0.1837, 0.25], [0.6848, 0.75]) |
| G_4   | ([1, 1], [0, 0]) | ([0.9583, 0.9583], [0, 0]) | (0.6547, 0.7071], [0.2507, 0.2929]) |
| G_5   | ([0.9681, 0.9681], [0.0319, 0.0319]) | ([0.8958, 0.8958], [0.0729, 0.0729]) | (0.4286, 0.5], [0.4286, 0.5]) |
According to Formulas (22)–(23), we calculate that the values of entropy $E^{(1)}$, $E^{(2)}$, $E^{(3)}$ and $E^{(4)}$ are 0.341134, 0.360570, 0.331364 and 0.336861, respectively. Then, according to (24), the four experts’ weights $w^{(1)}$, $w^{(2)}$, $w^{(3)}$ and $w^{(4)}$ are 0.250513, 0.243123, 0.254227 and 0.252137, respectively. According to (25)–(26), the values of cross entropy $D^{(1)}$, $D^{(2)}$, $D^{(3)}$ and $D^{(4)}$ are 0.03027, 0.03022, 0.035811 and 0.037154, respectively, and according to (27), the expert’s weights $w^{(1)}_i$, $w^{(2)}_i$, $w^{(3)}_i$ and $w^{(4)}_i$ are 0.222170, 0.242347, 0.262814 and 0.272669, respectively. Taking the weight coefficient $\gamma$ as 0.5 and substituting it with (28), the final expert weights $w_1$, $w_2$, $w_3$ and $w_4$ are 0.236341, 0.242735, 0.258521 and 0.262403, respectively. Combined with expert weights, we apply the formula (29) to calculate the group comprehensive evaluation matrix, as shown in Table 11.

Table 11. The group comprehensive evaluation matrix.

| Brand | $A_1$ | $A_2$ | $A_3$ |
|-------|-------|-------|-------|
| $G_1$ | $[0.9079, 0.9079]$, $[0.0921, 0.0921]$ | $[0.9364, 0.9364]$, $[0, 0]$ | $[0.1329, 0.1901]$, $[0.7506, 0.8099]$ |
| $G_2$ | $[0.9519, 0.9519]$, $[0.0481, 0.0481]$ | $[0.8293, 0.8293]$, $[0.1069, 0.1069]$ | $[0.6657, 0.7157]$, $[0.2425, 0.2843]$ |
| $G_3$ | $[1, 1]$, $[0, 0]$ | $[0.9177, 0.9177]$, $[0, 0]$ | $[0.1594, 0.2214]$, $[0.7161, 0.7786]$ |
| $G_4$ | $[1, 1]$, $[0, 0]$ | $[0.9157, 0.9157]$, $[0, 0]$ | $[0.682, 0.731]$, $[0.2298, 0.269]$ |
| $G_5$ | $[0.9359, 0.9359]$, $[0.0641, 0.0641]$ | $[0.8331, 0.8331]$, $[0.1006, 0.0106]$ | $[0.5933, 0.6507]$, $[0.2985, 0.3493]$ |

According to (31), we calculate that the entropy values of six attributes are 0.105597, 0.187031, 0.439343, 0.378227, 0.423710 and 0.469141, respectively. Then, according to (30), the six attributes’ weights are 0.223771, 0.203397, 0.140271, 0.155562, 0.144183 and 0.132816, respectively. According to (32)–(33), we obtain the positive and negative ideal solutions are:

$\tilde{x}^+ = \{(1, 1, 0, 0), \ (0.9364, 0.9364, 0, 0), \ (0.682, 0.731, 0.2298, 0.269)\}, \ (0.8315, 0.8315, 0.0783, 0.0783)\}

$\tilde{x}^- = \{(0.9079, 0.9079, 0.0921, 0.0921), \ (0.8293, 0.8293, 0.1069, 0.1069), \ (0.1329, 0.1901, 0.7506, 0.8099)\}, \ (0.4602, 0.4602, 0.4589, 0.4589)\}

According to (34)–(44), we calculate the group utility value $S_i$, the individual regret value $R_i$, the group utility value $\zeta_i$ of grey correlation analysis, the individual regret value $\zeta_i$ of grey correlation analysis, the benefit ratio $Q_i$ and the conditional probability $\Pr(G_i)$ of each mobile phone brand in turn. The results are shown in Table 12.

Table 12. The conditional probability value of each scheme based on improved VIKOR model.
The four experts jointly give the risk loss matrix represented by IVIFNs, as shown in Table 13.

Table 13. Risk loss matrix results.

| Action | $Z$ | $Z^C$ |
|--------|-----|-------|
| $a_p$  | ([0.015, 0.100], [0.805, 0.836]) | ([0.865, 0.900], [0.000, 0.066]) |
| $a_B$  | ([0.555, 0.650], [0.300, 0.320]) | ([0.250, 0.355], [0.452, 0.536]) |
| $a_N$  | ([0.951, 0.982], [0.007, 0.018]) | ([0.024, 0.085], [0.818, 0.840]) |

We substitute the data in the above table into the nonlinear programming models (45) and (46) and obtain that $\alpha = 0.608646$ and $\beta = 0.122339$. It can be seen that the conditional probabilities of $G_3$ and $G_4$ are greater than $\alpha$, indicating that the two mobile phone brands can be chosen as an agent. If the conditional probability of $G_1$ is less than $\beta$, this mobile phone brand shall be excluded. The conditional probabilities of $G_2$ and $G_5$ are between $\alpha$ and $\beta$, so they need to be further investigated.

In order to reflect the difference between the improved VIKOR model and other conditional probability models, we calculated the conditional probability results and the three classification results under TOPSIS, grey correlation analysis and traditional VIKOR models. The results are shown in Table 14.

Table 14. The results under TOPSIS, grey correlation analysis and VIKOR models.

| Brand | TOPSIS | Grey Correlation Analysis | VIKOR |
|-------|--------|---------------------------|-------|
|       | Relative Proximity to the Weighted Negative Ideal Point | Classification | Grey Correlation Degree | Classification | Conditional Probability | Classification |
| $G_1$ | 0.482436 | delay | 0.738883 | accept | 0.096041 | reject |
| $G_2$ | 0.178874 | delay | 0.752781 | accept | 0.074021 | reject |
| $G_3$ | 0.821297 | accept | 0.794445 | accept | 0.655037 | accept |
| $G_4$ | 0.891682 | accept | 0.897226 | accept | 1 | accept |
| $G_5$ | 0.253693 | delay | 0.773943 | accept | 0.199499 | delay |

It can be seen that the conditional probability results of grey correlation analysis are too close to effectively distinguish the differences between brands. TOPSIS results of different brands are different to some extent, but brands $G_1$, $G_2$ and $G_3$ are all pending, which indicates that the distinction is not obvious enough. Of course, this is related to the risk loss matrix given by decision-makers. However, considering only the proximity to positive and negative ideal points, it is difficult to reflect the intrinsic characteristics of data. Nor does it capture decision-makers’ attitudes to utility and regret. The results of the VIKOR method are similar to those of improved VIKOR, but there are differences in brand $G_1$, which is greatly related to the addition of grey correlation analysis results reflecting the inherent characteristics of data. In general, the improved VIKOR model can not only reflect the proximity to the ideal points, but also reflect the inherent characteristics of data and decision-makers’ trade-offs on utility and regret, and the results of it are relatively objective.

5. Conclusions

For the hybrid multi-attribute decision-making problem, we propose a three-way group decision-making method based on the improved VIKOR model. Based on the transformed interval-valued intuitionistic fuzzy decision matrix, we apply entropy and cross-entropy to determine the expert weights and obtain the group comprehensive evaluation matrix. Then, we use entropy to obtain attribute weights. By using the improved VIKOR method by grey correlation analysis, we determine conditional probability. By
comparing the conditional probability with the decision threshold pair based on optimization, we obtain the classification rules of the three-way decision. The example analysis shows that the method has good three-way classification and can provide support for actual management decision-making. This study has the following features and benefits: First, it considers the hybrid multi-attribute environment, especially the interval-valued intuitionistic fuzzy environment containing more fuzzy information, which is closer to the actual decision-making and has better universality. Second, considering the group decision-making environment, the hybrid multi-attribute evaluation matrix is given by each expert, which is more consistent with reality. Moreover, the proposed expert weight determination method can not only reflect the differences among experts’ opinions, but also reflect the uncertainty degree of each expert’s evaluation opinion, and the obtained weights are more reasonable and objective. Different from scholars’ studies, this paper mainly has three aspects of innovation. First, from the perspective of research, it expands the research of hybrid multi-attribute decision-making and three-way group decision-making. Second, it deepens the research on expert weights and attribute weights in interval-valued intuitionistic fuzzy group decision making and improves the objectivity of weights. Thirdly, an improved VIKOR model based on grey correlation analysis is proposed to determine the conditional probability, which improves the scientificity of the conditional probability.

There are some shortcomings in this study. First, in the determination of expert weights and attribute weights, only one form of interval-valued intuitionistic fuzzy entropy is considered. In fact, there are many forms of interval-valued intuitionistic fuzzy entropy that meet the axiom conditions. How do they affect the weight results and final results, and whether there will be contradictory conclusions? These are not tested. Second, for the risk loss matrix represented by IVIFNs, we use the threshold determination method based on the optimization model, but there is another interactive threshold determination method, that is, to determine the losses based on the preference coefficient and the distance from the ideal points, and then calculate the thresholds. How much is the difference between the results of these two methods? In addition, is it more advantageous to combine the two, that is, to first determine the threshold loss matrix in an interactive way and then determine the thresholds by an optimization method? These aspects are also not explored. Third, we adopt the method of conditional probability determination of the improved VIKOR model. In fact, the prospect theory based on an ordinary utility curve is being gradually introduced to determine conditional probability. Limited by the fact that the prospect theory based on the IVIFN decision matrix is not perfect, we have not conducted research on this aspect. Based on the shortcomings of the method, further research can be conducted in the following aspects. First, we can analyze the influence of other forms of interval-valued intuitionistic fuzzy entropy on expert weights, attribute weights, and the final results. Second, based on the risk loss matrix expressed by IVIFNs, we can discuss the impact of other threshold determination methods on the decision results. Thirdly, we can further improve the prospect theory based on the IVIFN decision matrix and introduce it into the determination of the conditional probability of a three-way decision.
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