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Abstract—Recently, end-to-end (E2E) models, which allow to take spectral vector sequences of L2 (second-language) learners’ utterances as input and produce the corresponding phone-level sequences as output, have attracted much research attention in developing mispronunciation detection (MD) systems. However, due to the lack of sufficient labeled speech data of L2 speakers for model estimation, E2E MD models are prone to overfitting in relation to conventional ones that are built on DNN-HMM acoustic models. To alleviate this critical issue, we in this paper propose two modeling strategies to enhance the discrimination capability of E2E MD models, each of which can implicitly leverage the phonetic and phonological traits encoded in a pretrained acoustic model and contained within reference transcripts of the training data, respectively. The first one is input augmentation, which aims to distill knowledge about phonetic discrimination from a DNN-HMM acoustic model. The second one is label augmentation, which manages to capture more phonological patterns from the transcripts of training data. A series of empirical experiments conducted on the L2-ARCTIC English dataset seem to confirm the efficacy of our E2E MD model when compared to some top-of-the-line E2E MD models and a classic pronunciation-scoring based method built on a DNN-HMM acoustic model.

I. INTRODUCTION

With the ever-increasing surge of learning foreign languages and the continued progress of automatic speech recognition (ASR), computer-assisted pronunciation training (CAPT) has established itself as an integral means to alleviate the lack of qualified teachers and offer an individualized and self-paced environment for second-language (L2) learners to improve their speaking proficiency [1, 2]. Essential to the success of a CAPT system is the accuracy of the mispronunciation detection (MD) module, which is concerned with the identification of erroneous pronunciations in the utterance of an L2 learner that differ from the canonical pronunciations of the corresponding text prompt presented to the learner.

There have been substantial research efforts put into the development of effective methods to detect phone-level mispronunciation patterns of L2 learners by leveraging ASR-related techniques, which can be broadly grouped into two categories. The first category of methods is pronunciation-scoring based ones [3, 4, 5, 6], among which Goodness of Pronunciation (GOP) and its variants are the best-known instantiations [7]. GOP computes the ratio between the likelihoods of the canonical and the most likely pronounced phones predicted by an acoustic model, which is obtained through forced-alignment of the canonical phone sequence of a given text prompt with the speech signal uttered by a learner. A phone segment is identified as a mispronunciation if the corresponding ratio falls below a given threshold. GOP has been empirically shown to correlates well with human assessments. The other category of methods makes the end-to-end (E2E) ASR paradigm straightforwardly applicable to mispronunciation detection. A common practice of these E2E methods is to first employ a free-phone recognition process [8-14], implemented with deep neural networks like connectionist temporal classification (CTC) [15], attention-based model [16-18] or their hybrids (denoted by CTC-ATT for short) [19], to dictate the possible sequence of phones produced by an L2 learner. Then, the recognition transcript in turn can be compared to the canonical phone sequence of a text prompt to simultaneously detect and give feedback on mispronunciations. These E2E methods have shown promising mispronunciation detection performance, in relation to variants of the GOP-based method built on hybrid DNN-HMM acoustic models.

However, the models of current E2E neural methods for mispronounce detection are more likely to overfit due to huge numbers of parameters often need to be estimated and the lack of sufficient labeled speech data of L2 speakers, since collecting and transcribing an adequate amount of L2 speech data is often expensive and time-consuming. In view of this crucial issue, in this paper we make attempts to develop two disparate modeling strategies to enhance the discrimination capability of E2E MD models, each of which can implicitly leverage the phonetic and phonological traits encoded in a pretrained acoustic model and contained within reference transcripts of the training data, respectively. The first one is input augmentation, which aims to distill knowledge about phonetic discrimination (in the form of phonetic posteriorgram, PPG) from a hybrid DNN-HMM acoustic model. The second one is label augmentation, which manages to capture more phonological patterns from the transcripts of training data pooled from both L1 (first-language) and L2 utterances [20, 21, 22]. Extensive experiments carried out on a benchmark English dataset appear to demonstrate the utility of our modeling strategies.
The rest of this paper is organized as follows. We introduce the general procedure of the E2E-based approach to MD in Section 2. Section 3 elucidates how we perform input augmentation and label augmentation for use in the training of E2E MD models. After that, the experimental settings and extensive sets of MD experiments are presented in Sections 4 and 5, respectively. Finally, Section 6 concludes the paper with a remark on the future prospects of research.

II. MODEL ARCHITECTURE

A. CTC Modeling Component

The formulation of CTC directly follows from the Bayes decision rule, viz. finding an output symbol (letter, phone or word-piece) sequence $C = c_1, c_2, ... c_L$ that has the maximum posterior probability given the frame-wise acoustic vector sequence $X = x_1, x_2, ... x_T$ of an input utterance, which can be further factorized as follows:

$$P_{CTC}(C|X) \approx \sum_S P(C|S) P(S|X), \quad (1)$$

where $S = s_1, s_2, ..., s_T$ is a frame-wise, latent symbol sequence, while $P(S|X)$ and $P(C|S)$ are referred to as the acoustic model (or encoder) and translation model (or decoder) of CTC, respectively [15]. The acoustic model $P(S|X)$ can be instantiated with deep neural networks such as bi-directional long short-term memory (BLSTM), Transformer, and among others. Note also here that the logit $b_1$ corresponding to each frame-wise latent symbol $s_t$ can be regarded as a distilled embedding vector that encodes the acoustic characteristics of the input $X$ at time $t$. On a separate front, the translation model can be embodied with letter (alternatively, phone or word-piece) based language model with the first-order Markov assumption.

B. Attention-based Modeling Component

The attention-based model outputs an output symbol sequence $C$ that has the maximum probability given an input acoustic vector sequence $X$, without making any independence assumption on the output symbol sequence:

$$P_{ATT}(C|X) = \prod_{i=1}^{L} P(c_i|X, c_{1:i-1}), \quad (2)$$

where the posterior probability $P(c_i|X, c_{1:i-1})$ can be estimated with an encoder working jointly with a decoder. One thing to note is that both CTC and the attention-based model can employ the same model formulation for their encoders.

C. Hybrid CTC-Attention Approach

Since the attention-based model has the disadvantages of non-monotonous left-to-right alignment and slow convergence, whereas CTC has to use an additional well-trained translation (language) model to achieve better results, there is good reason to integrate them together [19], especially leveraging CTC to help constrain the left-to-right alignment order between the input and output sequences when decoding a possible output sequence:

$$P_{CTC-ATT}(C|X) = \lambda P_{CTC}(C|X) + (1 - \lambda)P_{ATT}(C|X) \quad (3)$$

where $\lambda$ a non-negative parameter used to control the relative importance of $P_{CTC}(C|X)$ and $P_{ATT}(C|X)$. As aforementioned in Section I, when the CTC-ATT model is applied to CAPT, the recognition transcript output from CTC-ATT in response to a learner’s utterance can be directly compared to the canonical phone sequence of the corresponding text prompt to simultaneously detect and give feedback on mispronunciations.

III. PROPOSED APPROACH

Despite E2E neural methods have recently shown some success as a promising alternative to the classic GOP-based method and its variants for mispronunciation detection, their models are still prone to overfitting due to a huge number of parameters often need to be estimated for an E2E neural method and the possible lack of sufficient labeled training data. In this section, we describe in detail two simple yet effective mechanisms proposed in this paper to work around the aforementioned issues.

The first is to perform input augmentation (IA) for a CTC-ATT MD model by concatenating the original input spectral feature vector of each speech frame with a phonetic posteriorgram (PPG) vector which is produced by a pretrained DNN-HMM acoustic model. PPG generally can be referred to as the posterior probability that each speech frame belongs to a set of predefined phonetic units. Further, we also can view the corresponding PPG vectors of an input speech utterance collectively as the knowledge of the acoustic model capture from the utterance [23], which is expected to retain the linguistic and phonetic discrimination information of the utterance [24, 25]. In doing such kind of input augmentation, we can not only distill knowledge about linguistic and phonetic discrimination from the frame-level output of a hybrid DNN-HMM acoustic model, but to some extent make the input to the E2E MD model less affected by a wide variety of subtle factors such as speaker, gender, age, accent, channel, and among others, which a CAPT system is often confronted with. In this work, the hybrid DNN-HMM acoustic model was trained on both the L1 (viz. the TIMIT dataset [26]) and the L2 (viz. the L2-ARCTIC dataset [27]) speech corpora and in turn used to extract the phonetic PPG vector that corresponds to each speech frame of an L2 learning’s utterance. The notion of leveraging PPG-related information to replace or augment spectral features has been recently investigated voice conversion [24] and cross-accent voice conversion [25]. However, to our best knowledge, this notion remains relatively underexplored in the context of E2E-based mispronunciation detection.

On a separate front, apart from widely-adopted techniques like dropout, early stopping and batch normalization, label
smoothing (or output regularization) has emerged as a promising therapy to prevent E2E neural models from overfitting especially when there is a discrepancy between training and test conditions [20, 21, 22]. The model-agnostic property of label smoothing (viz. invariant to the parameterization of E2E neural models) makes it broadly applicable to image classification and speech recognition, just to name a few. We thus follow common practice to train our baseline E2E MD model with label smoothing which is instantiated with the so-called unigram smoothing mechanism [21]. Though other variants of label smoothing, such as uniform smoothing [20] and temporal smoothing [22], are also applicable for the purpose, unigram smoothing is employed here mainly due to that it can be exploited to capture the phonological patterns resided in the transcripts of training data. To flesh this out a bit more, the training objective of the baseline E2E MD model, normally in the form of negative log-likelihood, is incorporated with a penalty term that measures the KL divergence between a unigram distribution $D_{\text{Uni}}$ and the predicted distribution of the E2E MD model $D_{\text{CTC-ATT}}(X)$ for each training utterance $X$:

$$L(\theta) = \sum_{X \in \text{Train Set}} -\log P_{\text{CTC-ATT}}(C|X) + \alpha \cdot D_{KL}(D_{\text{Uni}}\|D_{\text{CTC-ATT}}(X)),$$  

(4)

where $\alpha$ controls the strength of the KL term and $D_{\text{Uni}}$ is estimated based on the transcripts of L1 and L2 training data, and $C$ is the corresponding orthographic transcript of $X$.

Since the estimation of $D_{\text{Uni}}$ merely depends on the raw counts of phonetic units occurring in the training data, it may not render well the phonological patterns manifested in the transcripts of training data. To make unigram smoothing more effective, we leverage the Continuous Bag of Words (CBOW) method [28] to seize the intrinsic temporal structure (with respect to phonological patterns) inherent in the transcripts of training data. For the idea to work, a unigram probability distribution estimated with CBOW is accomplished through the following equations:

$$v_{pnh_i} = CBO(pnh_i),$$  

(5)

$$u_{pnh} = \cos(v_{pnh}, v_{pnh})_i, \ldots, \cos(v_{pnh}, v_{pnh})_j.$$  

(6)

$$D_{\text{CBOW}}(pnh_i) = \text{softmax}([u_{pnh}], i, j, \ldots, l)$$  

(7)

where $v_{pnh_i}$ is the vector representation of a phone unit $i$ generated by CBOW; $\cos(v_{pnh_i}, v_{pnh_j})$ is the cosine similarity between phone units $i$ and $j$; and $l$ is the total number of distinct phone units. As such, we can linearly interpolate $D_{\text{Uni}}$ with $D_{\text{CBOW}}$ to form a new unigram distribution for enhanced label smoothing:

$$\bar{D}_{\text{Uni}} = \beta \cdot D_{\text{CBOW}} + (1 - \beta) \cdot D_{\text{Uni}}.$$  

(8)

where $\beta$ is introduced to specify the relative importance of the contextual distribution $D_{\text{CBOW}}$ and the original unigram $D_{\text{Uni}}$.

Henceforth we will refer to such an enhanced label smoothing approach as the label augmentation (LA) mechanism. Figure 1 shows a schematic illustration of our proposed modeling approach to mispronunciation detection.

### IV. Experimental Setup

We present in this section the experimental datasets and the metrics we employed to evaluate our proposed approach to mispronunciation detection.

#### A. Speech Corpora and Evaluation Metrics

A series of mispronunciation detection experiments were conducted the L2-ARCTIC benchmark corpus [27]. L2-ARCTIC is an open-access L2-English speech corpus compiled for research on CAPT, accent conversion, and others. About 3,600 utterances of 24 non-native speakers (12 males and 12 females; equipped with manual transcriptions) across different nationalities, some of which contained mispronunciations, collectively constitute L2-ARCTIC (Version 4). These speakers are made up of six mother-tongue languages, including Hindi, Korean, Mandarin, Spanish, Arabic and Vietnamese. In addition, a limited amount of native (L1) English speech data compiled from the TIMIT corpus [26] (composed of 630 speakers) was pooled together with the training set of L2-ARCTIC for the estimation of the various

| Corpus       | Spks. | Utts. | Hrs. |
|--------------|-------|-------|------|
| TIMIT        |       |       |      |
| Train        | 462   | 3,696 | 3.15 |
| Dev          | 50    | 400   | 0.34 |
| Test         | 24    | 192   | 0.16 |
| L2-ARCTIC    |       |       |      |
| Train        | 17    | 2,549 | 2.66 |
| Dev          | 1     | 150   | 0.12 |
| Test         | 6     | 900   | 0.88 |
Table 2. Results of our various E2E models on correct pronunciation and mispronunciation detection, in comparison to some state-of-the-art models.

| Model                  | Input Augmentation (IA) | Label Augmentation (LA) | L2-ARCTIC Correct Pronunciation Detection (CD) | Mispronunciation Detection (MD) | TIMIT PER (%) |
|------------------------|-------------------------|-------------------------|-----------------------------------------------|-------------------------------|--------------|
|                        |                         |                         | RE (%) PR (%) F1 (%)                          | RE (%) PR (%) F1 (%)           |              |
| GOP                    | -                       | -                       | 90.98 91.97 91.47                             | 50.15 46.99 48.52             | -            |
| CNN-RNN-CTC           | -                       | -                       | 79.97 93.88 86.37                             | 67.29 34.88 45.94             | 18.15        |
| CTC-ATT                | -                       | -                       | 87.47 93.40 90.34                             | 61.23 43.80 51.07             | 15.50        |
|                        | V                       | -                       | 91.40 92.85 92.12                             | 55.88 50.89 53.26             | 13.68        |
|                        | V                       | V                       | 87.82 93.33 90.49                             | 60.64 44.25 51.16             | 14.73        |
|                        | V                       | V                       | 90.77 92.82 91.78                             | 55.98 49.15 52.35             | 14.03        |
| CTC-ATT (SpecAugment)  | -                       | -                       | 91.44 91.61 91.52                             | 47.76 46.92 47.19             | 16.60        |
|                        | V                       | -                       | 92.63 92.44 92.53                             | 52.47 53.17 52.81             | 13.14        |
|                        | V                       | V                       | 92.84 91.93 92.38                             | 48.88 52.11 50.44             | 14.71        |
|                        | V                       | V                       | 92.83 92.37 92.60                             | 51.90 53.57 52.72             | 13.31        |

E2E MDD models and the DNN-HMM acoustic model of the GOP-based method. To follow the setup of TIMIT [29], at training time, these models all employed an inventory of 48 distinct canonical phones, each of which was supplemented with a peculiar “anti-phone” for the purpose of labeling its corresponding mispronounced segments in L2-ARCTIC that were caused by non-categorical or distortion errors, viz. approximating L2 phones with L1 (first-language) phones, or erroneous pronunciation patterns in between. At test time, the original canonical phone inventory was consolidated into a new inventory of 39 distinct canonical phones, so as to make our experimental setup in line with previous work [11, 12, 29]. Furthermore, the setting of the mispronunciation detection experiments on L2-ARCTIC followed the recipe provided by [12]. The details of TIMIT and L2-ARCTIC corpus are shown in Table 1.

The default evaluation metric employed in this paper for the mispronunciation detection task is the F1-score, which is a harmonic mean of precision and recall, defined as:

\[
F_1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (9)
\]

\[
\text{Precision} = \frac{C_{\text{DNN} \cap H}}{C_D} \quad (10)
\]

\[
\text{Recall} = \frac{C_{\text{DNN} \cap H}}{C_H} \quad (11)
\]

where \(C_D\) is the total number of phone segments in the test set that were identified as being mispronounced (or correct) by the current mispronunciation detection module, \(C_H\) is the total number of phone segments in the test set that were identified as being mispronounced (or correct) by the human assessor, and \(C_{\text{DNN} \cap H}\) was the total number of phone segments in the test set that are identified as being mispronounced simultaneously by both the current mispronunciation detection module and the annotation of human assessors.

B. Implementation Details

Our baseline mispronunciation detection method was implemented with the CTC-Attention neural model and the ESPnet toolkit [30], while the GOP-based method with the DNN-HMM acoustic model was built on the Kaldi toolkit [31]. The default acoustic features fed into the CTC-Attention model were composed of 80-dimensional Mel-filter-bank feature vectors (FBANK) appended with 3-dimensional pitch features, while 40-dimensional Mel Frequency Cepstral Coefficients (MFCC) augmented with an i-vector of 100-dimensions for the DNN-HMM acoustic model [31]. In addition, the CTC-Attention neural model of our baseline E2E method is implemented with VGG-BLSTM for the shared encoder and two-layer LSTM for the decoder of the attention-based model. Meanwhile, the DNN-HMM acoustic model was instantiated
with CNN-TDNNF [32]. When training our baseline E2E model and the DNN-HMM acoustic model of the GOP-based method, the commonly-used data augmentation method (viz. SpecAugment [33]) was optionally applied to augment the training set, with the hope for better model estimation.

On the other hand, for the label augmentation mechanism described in Section III, the CBOW-derived vector representations of canonical phones were estimated based on the training set, while the hyperparameters $\alpha$ (cf. Eq. (4)) and $\beta$ (cf. Eq. (8)) were both set to be 0.1 in this study.

V. EXPERIMENTAL RESULTS

A. Baseline Results

In the first place, we assess the performance level of our baseline E2E model (denoted by CTC-ATT; cf. Section II) trained with the default setting of label smoothing (cf. Eq. (4)), in relation to the celebrated GOP-based model [7] and the recently proposed E2E model with the so-called CNN-RNN-CTC neural structure [10]. The corresponding results are shown in Table 2. We can observe from Table 2 that our baseline model (cf. Row 3) outperforms GOP (cf. Row 1) on mispronunciation detection (MD), whereas the situation is reversed for correct pronunciation detection (CD). CNN-RNN-CTC, however, performs the worst among them.

B. Evaluations on Proposed Augmentation Mechanisms

We now turn to evaluate the efficacy of our two augmentation mechanisms, viz. input augmentation (IA) and label augmentation (LA) in enhancing the MD and CD performance of our E2E model. As can be seen from Rows 4 to 6 of Table 2, input augmentation (cf. Row 4) can improve the MD and CD performance of our model greatly, while the improvements brought by label augmentation (cf. Row 5) is not as significant as input augmentation. One possible reason is that since our baseline system had already trained with label smoothing (cf. Eq. (4)), label augmentation (cf. Eq. (8)) can be regarded as an enhanced treatment of label smoothing and thus offers less pronounced gains. On the other hand, the synergy of these two augmentation mechanisms (cf. Row 6) does not provide additional performance gains with respect to MD and CD; further investigation would still be desirable. In addition, we also evaluate effectiveness of the renowned augmentation mechanism SpecAugment, which were widely-adopted for E2E ASR, in the context of CAPT. It is evident from the last four rows of Table 2, when SpecAugment is applied to model training in isolation (cf. Row 7), it results in a notable improvement over our baseline E2E model for CD but deteriorated performance for MD. Further, if we combine SpecAugment with either one/both of our augmentation mechanisms, only a mild improvement CD is observed. To recap here, our input augmentation mechanism, which augments the original spectral feature vectors (viz. FBANK) with the phonetic posteriorgram (PPG) vectors produced by the pretrained DNN-HMM acoustic model, seems to hold promise for the CAPT task, yielding marked performance improvements over GOP and CNN-RNN-CTC for both MD and CD. Further, the phone error rate (PER) result of ASR on the test set of TIMIT (cf. the rightmost column of Table 2) can also be considerable promoted when our best-performing model is alternatively employed for this purpose.

C. Ablation Studies

We then move on to conduct two ablation studies to analyze the utility of our models from different aspects. The first one is to understand the impacts of using different input feature
vectors (viz. FBANK and PPG) and their concatenation on mispronunciation detection (MD). The corresponding results are shown in Table 3, where the results of FBANK (the baseline) and FBANK+PPG (viz. merely with input augmentation) are directly adopted from Row 3 and Row 4 of Table 2, respectively. We see that FBANK delivers a higher recall rate (RE) than PPG for the MD purpose, whereas the later provides better precision rate (PR) and F1-score results than the former. The combination of them can bring salient improvements in terms of the precision rate and F1-score metrics, while the improvement for the recall rate is marginally significant. The second ablation study is to investigate to what extent the combination of our two augmentation mechanisms can improve the MD performance (F1-score) for the test speakers respectively of each mother-tongue language. As it is evident from Figure 2, the MD performance improvements for the Hindi and Arabic speakers are more obvious than the speakers of other mother-tongue languages. In particular, as pointed out in [27], Hindi speakers often use segmental and suprasegmental features in ways that are distinct from American speakers or non-native speakers of other mother-tongue languages.

As a final note, we summarize in Table 4 the ten confusing phone pairs that most frequently occur in the test set of L2-ARCTIC due to mispronunciations (e.g., dh->d means phone unit dh is mispronounced as phone unit d), where their corresponding detection and diagnosis accuracy rates [4, 11, 12] are also listed for reference. Apart from the phone deletion errors, it seems that most of the substitution errors could be properly detected if some duration cues of phonetic pronunciations are further fused into our proposed neural MD models.

VI. CONCLUSION AND FUTURE WORK
In this paper, we have presented a novel E2E modeling paradigm for mispronunciation detection (MD). In particular, two simple yet feasible augmentation mechanisms, viz. input augmentation and label augmentation, have also been proposed. Extensive sets of experiments conducted on the L2-ARCTIC benchmark dataset seem to show the effectiveness and practical feasibility of our modeling paradigm, in comparison to some top-of-the-line models. In the future, we would like to explore more fine-grained acoustic, prosodic, accent or suprasegmental pronunciation phenomena [35], as well as practically unfeasible ways to integrate them into our modeling paradigm.
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