Hybrid Color Glass Condensate and hydrodynamic description of the Relativistic Heavy Ion Collider small system scan
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Multi-particle correlation observables in the Relativistic Heavy Ion Collider small system scan are computed in a framework that contains both initial state momentum anisotropies from the Color Glass Condensate effective theory and final state hydrodynamic evolution. The initial state is computed using the IP-Glasma model and coupled to viscous relativistic hydrodynamic simulations, which are followed by microscopic hadronic transport. All parameters of the calculation were previously constrained using experimental data on Au+Au collisions at the same center of mass energy. We find that the qualitative features of the experimental data, such as the system and centrality dependence of the charged hadron momentum anisotropy, can only be reproduced when final state interactions are present. On the other hand, we also demonstrate that the details of the initial state are crucially important for the quantitative description of observables in the studied small systems, as neglecting the initial transverse flow profile or the initial shear stress tensor, which contain information on the momentum anisotropy from the Color Glass Condensate, has dramatic effects on the produced final state anisotropy. We further show that the initial state momentum anisotropy is correlated with the observed elliptic flow in all small systems, with the effect increasing with decreasing multiplicity. We identify the precise measurement of $v_2$ in d+Au and Au+Au collisions at RHIC energy at the same multiplicity as a means to reveal effects of the initial state momentum anisotropy.

The origins of azimuthal anisotropies in the produced hadron momentum distributions observed in high energy collisions involving protons or other small nuclei at the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC) have been under strong debate [1, 2]. The main question is whether initial state momentum correlations, which originate from both classical and quantum effects in the multi-particle production process [3–20] and can be computed using Color Glass Condensate (CGC) effective theory [21–23], contribute significantly to the observed anisotropy coefficients, or whether final state interactions in the produced medium [24–37] are absolutely dominant.

Both contributions have been studied in a combined framework of the IP-Glasma initial state [38, 39] and a microscopic description of the gluonic final state interactions via solutions of the Boltzmann equation in [40]. It was found that initial state correlations survive for transverse momenta $p_T \gtrsim 1.5$ GeV even in high multiplicity $p+Pb$ events, with their effect and affected $p_T$ range increasing with decreasing multiplicity. We go beyond this study in two essential ways. First, we allow for the comparison to experimental data by computing hadronic final states instead of studying parton spectra, and second, we quantify how strongly the CGC initial state momentum anisotropy can affect experimental observables if final state interactions are described by realistic hydrodynamic simulations that were constrained by heavy ion data.

Previous calculations involving the IP-Glasma initial state coupled to a hydrodynamic description of the final state evolution [11, 13] in principle also contain information on both CGC initial state and geometry driven final state sources of correlations. However, only the work on $p+Pb$ collisions at LHC in [37] included the full initial energy momentum tensor from the IP-Glasma calculation to initialize hydrodynamics, which is necessary in order to keep the full initial state information, and to conserve energy and momentum when switching descriptions.

The striking results from the recent small system scan at RHIC [44] provide a strong motivation to extend our work to lower energies and to analyze in more detail the features of initial and final state effects on the observed momentum anisotropies. We study different collision systems ($p+p$, $p+Au$, $d+Au$, and $^{3}\text{He}+\text{Au}$) at the top RHIC energy, using the hybrid framework of IP-Glasma + MUSC hydrodynamics + UrQMD [45, 46] with parameters constrained by heavy ion collisions [47]. Apart from presenting results for two- and four- particle correlations and comparison to experimental data, we show the multiplicity and system dependence of the initial elliptic momentum anisotropy, and its correlation with the observable elliptic flow.

The energy momentum tensor from the IP-Glasma framework, used to initialize the hydrodynamic simulation, includes the single particle CGC momentum anisotropy. We study individually the effects of the initial transverse flow profile and the viscous components of the energy momentum tensor. This allows us to determine the importance of different features of the initial state description, many of which are neglected in recently explored approximations to the IP-Glasma model [48, 50] (see also [51]).
Framework. We employ the hybrid framework described in [37] and [47], consisting of the boost-invariant IP-Glasma initial state, which provides the spatial \( \langle \chi_L \rangle \) distribution of (locally anisotropic) energy-momentum tensors as input for the hydrodynamic simulation MUSIC, which in turn is coupled to the hadronic transport simulation UrQMD, which describes the low energy density regime.

The IP-Glasma model samples nucleon positions from nuclear density distributions, including a three-hotspot substructure for each nucleon to generate the nuclear geometry of a single configuration. For the deuteron, we sample a Hulthen wave function [52,54], for \(^3\)He we use the same configurations as in [54], obtained using Green’s function Monte Carlo calculations [55]. For gold nuclei we use Woods-Saxon distributions as described in [47]. Given that geometry, the IPSat model [56], constrained by HERA data [57] provides the distribution of the color charge density, which determines the variance of the Gaussian distributed color charges, which are then sampled. These color charges are the sources for the gluon fields, which are found by solving the SU(3) Yang-Mills equations numerically [55]. From the two incoming sheets of gluon fields one determines the gluon fields after the collision [38,39,58], which are then evolved in time. At time \( \tau_{\text{init}} \) we switch from the Yang-Mills to the hydrodynamic description by using the gluon fields’ energy momentum tensor \( T_{\mu\nu}^{\text{CYM}}(\xi_L) \) as initial condition for the hydrodynamic simulations. We use \( \tau_{\text{init}} = 0.4 \text{ fm}/c \) and will comment on the effect of varying \( \tau_{\text{init}} \) between 0.2 and 0.6 \text{ fm}/c.

As in [37] and [47], we include the full energy momentum tensor, which has the shear stress contribution

\[
\pi^{\mu\nu} = T_{\mu\nu}^{\text{CYM}} - \frac{4}{3} \varepsilon u^\mu u^\nu + \frac{\varepsilon}{3} g^{\mu\nu}.
\]

The initial energy density \( \varepsilon \) and flow velocity \( u^\alpha \) can be extracted by solving \( u_\mu T^\mu_\nu = \varepsilon u^\nu \).

On the Yang-Mills side, the pressure is given by \( P_{\text{CYM}} = \varepsilon/3 \), while in the hydrodynamic simulation we employ a lattice QCD equation of state [59,60] with pressure \( P_{\text{lat}} \). There are various ways of dealing with this mismatch. One way is to absorb the difference in an effective initial bulk viscous term \( \Pi = \varepsilon/3 - P_{\text{lat}} \), which vanishes on a time scale approximately given by the bulk relaxation time. The initial \( \Pi \) constructed this way leads to an additional outward push [47]. Alternatively, one can accept a jump in the pressure at the time of matching, by setting the initial \( \Pi = 0 \). The former option is our preferred one, as it was used in [47]. We will also study the latter option, which will determine one contribution to our systematic uncertainties.

Once initialized at time \( \tau_{\text{init}} \), the energy momentum tensor follows \( \partial_t T^{\mu\nu} = 0 \), where

\[
T^{\mu\nu} = \varepsilon u^\mu u^\nu - (P + \Pi) \Delta^{\mu\nu} - \pi^{\mu\nu},
\]

with \( \Delta^{\mu\nu} = g^{\mu\nu} - u^\mu u^\nu \). We use the same second order constitutive relations for the shear and bulk viscous parts as derived in [61,62] and used in [47], and solve them within the simulation MUSIC [41–43]. We use the same second order transport coefficients are not well known, we will vary all (except the relaxation times) between what was used in [47] (values determined from a Boltzmann gas in the small mass limit [61,62]) and zero, which constitutes the other contribution to our systematic errors.

When the medium temperature drops to the switching temperature \( T_{\text{sw}} = 145 \text{ MeV} \), the fluid is converted to particles by first computing the particle spectra according to the Cooper-Frye formula [63], using equilibrium distributions \( f_0 \) with viscous corrections \( \delta f \), given in [64–66] for shear and bulk viscous terms. From these non-equilibrium distribution functions \( f = f_0 + \delta f \), we sample particles on the switching surface that then undergo the microscopic transport processes of UrQMD [45,46]. To ensure enough statistics, each individual hydrodynamic hyper-surface is oversampled until we reach at least 100,000 particles per unit of rapidity.

Multiplicity distributions. Multi-particle correlations in small systems are very sensitive to event-by-event fluctuations. Consequently, basic observables like the charged particle multiplicity distributions must be described correctly. We present both the gluon multiplicity distributions (folded with a Poisson distribution to estimate the effect of (grand canonical) sampling on the

\[\text{FIG. 1. Gluon multiplicity } N_g \text{ distributions from the IP-Glasma model in } p+p, p+Au, \text{ and } d+Au \text{ collisions and charged particle multiplicity } N_{\text{ch}} \text{ distribution after hydrodynamic evolution in } d+Au \text{ collisions, scaled by the mean multiplicity and compared to scaled } N_{\text{ch}} \text{ distributions from STAR [67] for } d+Au \text{ (uncorrected) and UA5 [68] for } p+p \text{ (corrected).} \]
switching surface), which is used to determine our centrality classes, and for d+Au collisions also the final state charged hadron distribution.

Results for multiplicity distributions scaled by the mean multiplicity in p+p, p+Au, and d+Au systems at $\sqrt{s} = 200$ GeV are shown in Fig. 1 comparing to experimental data (of the uncorrected charged particle multiplicity on the Au going side) in d+Au collisions from the STAR Collaboration [67] and to the corrected charged particle multiplicity data within $|\eta| < 0.5$ in p+p collisions from the UA5 Collaboration [68]. While the statistics for the computed charged hadron multiplicity distribution is limited, one can see that the (scaled) gluon distribution is a good proxy for the final state charged hadron distribution. Furthermore, the shape of the experimental distributions in p+p and d+Au collisions is well reproduced in our framework.

\textbf{Mean transverse momentum.} Being sensitive to the initial system size, equation of state, and the bulk viscosity, the mean transverse momentum $\langle p_T \rangle$ is an important observable to constrain models of heavy ion (and smaller system) collisions. In Fig. 2 we compare our results for $\langle p_T \rangle$ of pions, kaons, and protons in d+Au collisions as a function of charged particle multiplicity to experimental data from the STAR Collaboration [67]. The line corresponds to the same parameter set used to describe Au+Au collisions in [47]. The lower edge of the band results from instead setting the initial Π and second order transport coefficients (except for the relaxation times) to zero. Agreement with the experimental data is good for kaons and protons, while pions are overestimated, especially when taking into account initial II and second order coefficients. We show results for $\langle p_T \rangle$ obtained in p+Au collisions for comparison. The generally more compact p+Au collisions produce a larger $\langle p_T \rangle$ at the same multiplicity.

\textbf{Azimuthal anisotropies.} We determine the transverse momentum dependent elliptic and triangular anisotropy from two-particle correlations and compare to experimental data from the PHENIX Collaboration for p+Au, d+Au, and $^3$He+Au collisions at $\sqrt{s} = 200$ GeV [44]. The experimental $v_2(p_T)$ is obtained using an event-plane method with the second and third order event-planes determined at forward rapidities in the Au going direction, and using charged hadrons in the mid-rapidity region. Our calculation is boost-invariant and uses the scalar product method, which should best approximate the event-plane method used in the experiment when the event-plane resolution is small [70].

We show our results for all three systems in their respective 0-5% centrality bins and compare to data from the PHENIX Collaboration in Fig. 3. The bands again result from varying the initial II and second order transport coefficients, with the trends being the same as in the case of $\langle p_T \rangle$ for $p_T < 2$ GeV. The line is for the parameters constrained in Au+Au collisions [47]. Because of the different spatial geometries of the three systems one expects a corresponding ordering of the final state azimuthal momentum anisotropies, if final state response to the geometry is sizable. Indeed, we observe some of the expected ordering of $v_2(p_T)$ between systems, especially at larger $p_T$. The difference in multiplicity in the three 0-5% centrality classes also plays a role for this result. The computed $v_3$ is generally greater than the experimental data, except at the lowest transverse momenta. The difference between the p/d+Au $v_3$ and the one in $^3$He+Au collisions is significantly smaller than in the experimental result.

In Fig. 4 we demonstrate that $v_2(p_T)$ also shows the ordering expected from the geometry when selecting events with the same multiplicity. We also found that when using smoother nucleons (than the ones used and constrained in [71, 72]) the difference between d+Au $v_2$ and p+Au $v_2$ at the same multiplicity is increased, highlighting a sensitivity to sub-nucleonic fluctuations. Fig. 4 also shows a comparison to PHENIX data, indicating that the relative difference between $v_2(p_T)$ in p+Au and d+Au collisions is smaller in our calculation than in the experimental data, but comparable given the experimental errors. Results for Au+Au collisions show a smaller $v_2$ than in d+Au collisions for most values of $p_T$.

We next compute the four-particle cumulants $c_2$ and $c_3$ that reduce non-flow contributions from intrinsic two- and three-particle correlations without the need for a large rapidity gap. In order to facilitate a comparison with the PHENIX data we consider momentum integrated quantities plotted against the charged particle
FIG. 3. Comparison of the computed $v_2\{\text{SP}\}(pt)$ to the experimental results on $v_2\{\text{EP}\}(pt)$ from the PHENIX Collaboration [69] for p+Au (a), d+Au (b), $^3$He+Au (c), each in the respective 0-5% centrality class. See text for details.
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FIG. 4. Comparison of the $v_2\{\text{SP}\}(pt)$ for three different systems at approximately the same multiplicity.
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FIG. 5. Comparison of $c_2\{4\}$ in p+p, p+Au (dashed), d+Au (dash-dotted), and $^3$He+Au (short dashed) collisions with experimental d+Au data from the PHENIX Collaboration [69].

multiplicity measured at forward rapidity, $N_{\text{tracks}}^{\text{FVTX}}$. Our results for all small systems are shown in Fig. 5. We find that the $c_2\{4\}$, that measures the momentum integrated anisotropy, is equal (within statistical errors) in p+Au and d+Au collisions for the same multiplicity. This shows that in our approach the difference observed between p+Au and d+Au for differential $v_2(pt)$ seen in Fig. 4 is compensated by the difference in $\langle pt\rangle$ shown in Fig. 2. Within errors, $c_2\{4\}$ in $^3$He+Au collisions also agrees with those in p+Au and d+Au collisions.

While in d+Au collisions $c_2\{4\}$ is negative both in the calculation (except for the lowest multiplicities) and the experimental data [73], in p+Au collisions it is positive in the experimental data, but negative in our calculation. The computed $c_2\{4\}$ in d+Au has a stronger multiplicity dependence than the experimental data, and is comparable to the AMPT result shown in [69]. The mean value of our result for 0-5% central p+p collisions is positive, but within our statistics it is consistent with zero.

Role of geometry and initial momentum anisotropy.

We compute the initial momentum anisotropy defined by

$$
\varepsilon_p \equiv \langle \varepsilon_p e^{i2\Phi_p} \rangle \equiv \frac{\langle T^{xx} - T^{yy} \rangle + i\langle 2T^{xy} \rangle}{\langle T^{xx} + T^{yy} \rangle},
$$

(3)

which is a proxy for the purely initial state $v_2$ (of the single-particle distribution) [74]. Note that $\langle \cdot \rangle$ is defined without energy density weight.

We present results for $\varepsilon_p$ as a function of multiplicity for different systems together with final $v_2\{2\}$ values, which are compared to STAR data [76, 77], in Fig. 6(a). The trend with multiplicity of the initial $\varepsilon_p$ is opposite to that of $v_2$. This is in line with the color domain interpretation of the emergence of initial state anisotropies.

---

2 We use the following conversion relation to estimate forward multiplicity in our approach: $N_{\text{tracks}}^{\text{FVTX}} = 1.96 dN_{ch}/d\eta$. 
where the anisotropy is suppressed in larger systems. The effect of the hydrodynamic final state interactions reverses this trend, leading to increasing $v_2$ with increasing multiplicity.

The initial anisotropy $\varepsilon_p$ for $p+Au$ collisions is larger than that for $d+Au$ and $Au+Au$ collisions at the same multiplicity, which is also obtained in other CGC calculations [11] (for $p+Au$ and $d+Au$) and is expected from the color domain interpretation. We note that the direct CGC calculation of two-particle correlations also includes contributions to the anisotropy from quantum interference effects, which are lost when taking $T^{\mu \nu}$ and inserting it into hydrodynamics.

For $Au+Au$ collisions we find smaller $v_2$ than for the “smaller” systems at the same multiplicity, in line with the result in Fig.4. Given that $\varepsilon_p$ is larger in $d+Au$ than in $Au+Au$ collisions at the same multiplicity (and the eccentricities are very similar in the two systems, with $\varepsilon_2$ being slightly larger in $Au+Au$ collisions), the fact that $v_2(p+p)$ is larger in $d+Au$ collisions than in $Au+Au$ collisions can be interpreted as an effect of the initial momentum anisotropy. We will show below that the final $v_2$ can in fact retain information on the initial momentum anisotropy for this multiplicity (Fig.6 (c) and (d)).

The STAR data [74] have large error bars, but the trend of the ordering between systems is opposite to our result. Because the STAR measurements were performed with a limited pseudorapidity separation of $|\Delta \eta| > 0.7$, it is expected that there are still non-flow contributions in the data. Because the difference between $v_2$ in $d+Au$ and $Au+Au$ collisions at the same multiplicity could be a signal of the CGC momentum anisotropy, precise data on $v_2$ in $d/p+Au$ and peripheral $Au+Au$ collisions for the same kinematic cuts at RHIC are highly desirable.

At LHC, the $v_2$ in $\sqrt{s} = 5.02$ TeV $p+Pb$ collisions was found to be smaller than that in $Pb+Pb$ collisions at the same multiplicity [81][83]. This is not inconsistent with our results as at the higher LHC energy hydrodynamics gains in relative importance because higher energy densities lead to longer fireball lifetimes. We will explore this collision energy dependence quantitatively within our framework in the future.

Fig.6 (b) shows the correlation between the spatial ellipticity and the $v_2$, demonstrating the expected increasing trend with multiplicity. For $p+Au$ collisions the correlation is stronger than for the other systems at the same multiplicity, probably because the measure of eccentricity works best as a predictor for $v_2$ for a system that is spatially connected - the other systems at low multiplicity often consist of separated regions that may not interact much with one another during the hydrodynamic evolution.

Fig.6 (c) shows the effect of the initial state momentum anisotropy on the observed $v_2$ by presenting the correlator of $\varepsilon_p$ and $v_2$ as a function of multiplicity. Results for different systems are very similar, all showing a significant correlation for systems with less than 10 charged hadrons per unit rapidity, with the correlation decreasing with increasing multiplicity, as the effects of hydrodynamic response to the initial spatial geometry become dominant. For $Au+Au$ collisions more central than 50%, the magnitude of the initial momentum anisotropy is uncorrelated with the final $v_2$.

The correlation between the direction of the initial state momentum anisotropy $\psi_2$ and the final elliptic flow is shown in Fig.6 (d). For small multiplicities the directions of the final flow and initial state momentum anisotropy are strongly correlated, with the correlation decreasing with increasing multiplicity as for the case of the magnitudes. This qualitatively agrees with the recent study using AMPT [84]. All small systems have a finite correlation, indicating that effects of the initial momentum anisotropy should never be neglected. For $Au+Au$ collisions with $dN_{ch}/d\eta \gtrsim 100$, the flow direction has no correlation with the initial momentum anisotropy anymore. Another interesting feature is that the correlation is stronger in $p+Au$ than in $d+Au$ collisions for the same multiplicity. This can be caused by a) the larger initial
momenum anisotropy in p+Au and b) the differences in the hydrodynamic evolution, as system sizes are different in p+Au and d+Au at the same multiplicity.

Effects of initial flow and viscous stress. To further explore the effect of the details in the initial state on observables, in Fig.7 we show results for (a) $dN_{ch}/d\eta$, (b) $\langle p_T \rangle$, and (c) $v_2\{2\}$ obtained with our standard calculation using the full energy momentum tensor and matching of the initial pressure to three other situations, where we i) exclude the initial $\Pi$ ii) exclude initial $\Pi$ and initial $\mu
u\pi$, and iii) exclude initial $\Pi$, initial $\mu
u\pi$ and initial flow $u^\mu$. We study both 30-40% central Au+Au and 0-5% central p+Au collisions.

As expected, the effects of the changes to the initial state affect p+Au collisions more than the studied Au+Au collisions. The multiplicity varies by maximally 20% in Au+Au collisions, mainly because removing the initial flow removes some of the deposited energy. In p+Au collisions, the maximal modification of $dN_{ch}/d\eta$ is $\sim 40\%$. For Au+Au, $\langle p_T \rangle$ changes by maximally 15%, in p+Au it can change by 30%$^3$ Other choices for $\zeta/s(T)$, e.g. with a narrower peak around $T_c$, would lead to a reduced $\tau_H$ and a weakened effect of the initial $\Pi$.

The most significant changes we find for $v_2$, which can change by $\sim 35\%$ in Au+Au collisions and by as much as 90% in p+Au. This enormous effect in p+Au is a result of very little flow build-up in the absence of initial flow and presence of a large bulk viscosity. While none of the scenarios, other than using the full $T^{\mu\nu}$, are fully physical, because they do not conserve energy and momentum at the time of switching to hydrodynamics, they give us a good estimate on how much the details of the initial state, other than the geometry, matter in small and larger systems. Our results suggest that for any initial state model, inclusion of initial flow or off-equilibrium contributions will affect final observables in small systems. Merely using spatial distributions of energy densities is likely too crude an approximation, for some observables even in Au+Au collisions.

An uncertainty we have not yet discussed stems from the choice of $\tau_{init}$. We found that in typical (30-40%) Au+Au collisions $\langle p_T \rangle$, $v_2\{2\}$, and $v_3\{2\}$ all change by less than 1% when changing $\tau_{init}$ to 0.2 fm. The biggest change was an increase of $dN_{ch}/d\eta$ by 20%, caused by increased viscous entropy production. On the other hand, 0-5% p+Au collisions show more sensitivity to $\tau_{init}$. Most observables changed between 3 and 15% from the results at $\tau_{init} = 0.4$ fm varying it up or down by 0.2 fm. The two larger changes were an increase of $dN_{ch}/d\eta$ by 35% and a decrease of $v_3\{2\}$ by 22% when going to $\tau_{init} = 0.2$ fm.

---

$^3$ We note that given the choice of $\zeta/s(T)$ made in $^{[47]}$, the bulk relaxation time ranges between 1 and 5 fm for temperatures between 200 and 400 MeV. This can increase the large effect of the initial $\Pi$.

Conclusions. We have presented calculations for multi-particle correlation observables in systems studied in the RHIC small system scan within a hybrid framework including an initial state from the Color Glass Condensate effective theory, hydrodynamic evolution, and microscopic hadronic transport. All free parameters of the model were constrained by Au+Au collisions previously $^{[17]}$. Our framework includes CGC initial state momentum anisotropies and final state response to the initial spatial geometry. We demonstrated that the two mechanisms lead to characteristically different multiplicity dependencies of the momentum anisotropy and that final state effects are necessary to describe the qualitative features of the experimentally observed anisotropies.

This work is the first to have quantified the amount that the initial state momentum anisotropy can contribute to observables, if final state interactions are described by realistic hydrodynamic simulations. We have found non-zero correlations between the initial momentum anisotropy magnitude and the charged hadron $v_2$, as well as their orientations. The correlation decreases with increasing multiplicity and vanishes in large systems (Au+Au, more central than $\sim 50\%$). Generally, the details of the initial state, including the initial flow profile and viscous stress tensor, affect the quantitative results for experimental observables strongly.

We overestimate experimental results for $v_2(p_T)$ and $v_3(p_T)$ from PHENIX, which could have to do with the fact that our calculations are boost-invariant, and consequently cannot employ exactly the same method as the experiment. It is also possible that a better set of parameters could be found that yields good agreement with both heavy ion and small system collision data.

While the $p_T$ dependent $v_2$ in p+Au and d+Au collisions show the expected ordering from geometry at the
same multiplicity, the fact that \( v_2(p_T) \) in d+Au has a larger value than Au+Au at the same multiplicity is interpreted as a signature of the initial state momentum anisotropy. It does not result from differences in \( \langle p_T \rangle \), because \( v_2(p_T) \) shows the same trend, and it is not a consequence of different eccentricities, which are close and ordered in the opposite way. Consequently, precise measurements of \( v_2 \) for these two systems at RHIC energy and at equal multiplicities would be highly desirable to help unveil a possible signature of the initial state momentum anisotropy.

Further progress will require 3D simulations either using extensions of the IP-Glasma initial state \([55, 56]\) or alternative three dimensional initial state models \([57]\), which can also be applied to lower energy collisions, like the ones in the d+Au energy scan \([73]\), but lack the initial state momentum anisotropy emphasized here. Better constraints on QCD transport coefficients, improved descriptions of the intermediate regime between Yang-Mills and hydrodynamic fluctuations \([91]\) are potentially important future steps for the description of small system collisions.
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