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Disorder-driven degradation phenomena, such as structural phase transformations and surface reconstructions, can significantly reduce the lifetime of Li-ion batteries, especially those with nickel-rich layered-oxide cathodes. We develop a general free energy model for layered-oxide ion-intercalation materials as a function of the degree of disorder, which represents the density of defects in the host crystal. The model accounts for defect core energies, long-range dipolar electrostatic forces, and configurational entropy of the solid solution. In the case of nickel-rich oxides, we hypothesize that nickel with a high concentration of defects is driven into the bulk by electrostatic forces as oxidation reactions at the solid-electrolyte interface reduce nickel and either evolve oxygen or oxidize the organic electrolyte at high potentials (>4.4 V vs Li/Li+). The model is used in battery cycling simulations to describe the extent of cathode degradation when using different voltage cutoffs, in agreement with experimental observations that lower-voltage cycling can substantially reduce cathode degradation. The theory provides a framework to guide the development of cathode compositions, coatings and electrolytes to enhance rate capability and enhance battery lifetime. The general theory of cation-disorder formation may also find applications in electrochemical water treatment and ion separations, such as lithium extraction from brines, based on competitive ion intercalation in battery materials.
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disorder on these phases. Limitations based on computational power create difficulties in modeling the entire disorder process using quantum mechanical first-principles methods. Understanding and reducing the degradation of batteries is an important barrier to the continued electrification of our current energy storage systems. Thus, studying the amount of disorder, which drives the transitions to denser surface phases, is critical to studying the long-time operation of batteries and the continued expansion of decarbonized energy storage methods.

**Background.** — It is important to note that the phase transformations associated with surface degradation are driven by defects, which can be created in the synthesis of these materials and also increase during battery operation. We take advantage of this to aid our modeling of degradation in nickel-rich cathodes, as well as go through some of the history in physics of using lattice models and dipoles to model structures. Defects trigger phase transformations to denser phases, such as rock salt, spinel, or disordered rock salt structures usually found at the surface of NMC materials.

The main defect for nickel rich crystal structures is the antisite defect, which can be observed as a kind of Schottky defect in an ionic solid lattice. The description of the “anion” defect in our case is not an ionic defect but a negatively charged electron, while the cation defect is a lithium ion in the analogue to Schottky disorder. The equilibrium concentration of Frenkel/Schottky defects is usually denoted by equilibrium constants using the law of mass action, \( K_{eq} = e^{-\frac{G}{k_B T}} \), in terms of the free energy of formation \( G \). However, it is challenging to estimate formation energies without atomic scale calculations. We instead turn to a method driven by topological defects in physics of studying this kind of disorder.

The theory behind our model was inspired by Kosterlitz and Thouless’s groundbreaking work on 2D-topological defects. The defects in this model are described by “twisting” of ordered structures to form “vortices”. The idea behind our lattice model, shown in Fig. 1a, is that for NMC defects the antisite defect is the most energetically favorable, which makes them the driving force of phase transitions in nickel rich materials. They can also be thought of as “flipping” structures that are normally topologically perfect, but through entropy and electrostatic changes from the configurational “flip” can have modified energies. Since the lattice changes in these materials are quite small between the fully lithiated and empty states, we do not account for lattice size changes in this material.

**Figure 1.** (a) Schematic of surface reconstruction and phase transformations in a cathode particle, happening from the edge of the particle to the bulk. (b) Microscopic schematic of cation disorder defined by the lithium and electrons at the transition metal sites, where a nickel migrates from a transition metal layer to an empty site in a lithium layer. The dipoles are defined as from the transition metal sites to the lithium sites. (c) Schematic representation of disorder in our model from layer to layer. The yellow center are the “core” interactions while everything outside counts as the “bulk” interactions.
qualitatively reproduce the large difference in amount of defects driven at different cutoff voltages.\textsuperscript{56–68}

Lattice models, commonly used in physics, can be used to study layered materials, where the energy calculations are further simplified by the layered effect. Such models of nickel-rich cathodes have been used to study the effect of cation disorder on voltage profiles.\textsuperscript{69,70} Nearest-neighbor lattice models have also been used to model the temperature dependent order-disorder transition of different lithium layered oxide materials.\textsuperscript{69,71,72} However, in these models often only the nearest-neighbor or next nearest-model terms were used to study these effects, neglecting the electrostatic environment and ignoring convergence of the electrostatic interactions. These models were also not expanded to formulate chemical potential models for dynamic free energy models.

Here, we present a general microscopic theory of cation disorder in ionic crystals, specifically applied to nickel-rich oxide degradation. Using dipole-charge interactions assuming a mean field made up of alternating dipole layers from the ion-electron pairs placed at the Li-TM sites as shown in Fig. 1b and Fig. 2, we verify the convergence of these electrostatic calculations (shown in Appendix B) and present a rigorous electrostatic mean field model. These dipole interactions have been theorized to play a role in the formation of these disordered materials.\textsuperscript{73–75} Then, accounting for configurational entropy, a free energy model for the material is derived, which can be used to derive chemical potentials for dynamic simulations. This model is derived mainly for disorder and not for intercalation, but a verification of the chemical potential reveals that the voltage range is on the same order as a battery characterization, as shown in Fig. 4c, further validating our results.

We formulate this model as a first order approximation to be used as a theoretical model for any layered oxide cathode material disorder that one wishes to study. The model can also be extended to materials such as lithium iron phosphate\textsuperscript{76} where analogous iron-antisite defects have found to be important in determining the particle-size-dependent effective diffusivity. The ideas based in electrostatics and statistical thermodynamics come together to formulate a model for studying degradation of lithium oxide materials.

Theory

\textbf{Bulk.— Chemical potential.}—The model is formulated as follows. Based on the alternating locations of the nickel and lithium layers, dipoles of alternating directions are formed between the nickel and lithium layers in the mean field approximation, where “even” and “odd” layers have dipoles in alternating directions, as shown in Fig. 1c. However, in addition to the fact that the bulk dipole layers alternate directions when a nickel atom migrates to a lithium layer, the core part of the interaction is also modified when a defective configuration is formed. We account for this similarly to Kosterlitz and Thouless,\textsuperscript{49} where these energy calculations are separated into a “core” term and a “bulk” term, where the bulk term is accounted for from the alternating layers and the core term is from the charge interactions near the defective site.

To calculate the difference between energies of the defective and normal configurations \(\Delta G = G_1 - G_2 = H - TS\), we find the difference between the two states—a defective configuration where a nickel atom has moved to a lithium site \(G_2\), and a non-defective configuration where the nickel atom is in its original nickel site \(G_1\), based on the crystal structure of \(\text{LiNiO}_2\) from the Cambridge Structural Database.\textsuperscript{77,78} The mean field dipoles can be defined at different concentrations of lithium \(c\), defect concentrations of nickel \(v\), and ratios of nickel manganese cobalt \(x:y:z\). The variable names used in this paper are redefined in Appendix F for clarity. The dipoles in the structure are shown in Fig. 1b using electronegativity, defined from the positively charged lithium sites (from the lithium ion placed in the sites) to the negatively charged nickel-manganese-cobalt sites (from the electron localized on the transition metal), with the dipole written as \(\mu_0 = e r_0 (x - 2y)\varepsilon_\text{EN} + y\varepsilon_\text{En} + z\varepsilon_\text{EnCo} - \varepsilon_\text{EN}\), where \(r_0\) is the vector distance between transition metal site and lithium site, and \(\varepsilon\) is the electronegativity of the atom or the “attractiveness” of an atom to electrons.\textsuperscript{79} We see that there are alternating rows of dipoles pointing in opposite directions from the formation of dipoles in this model. Only the dipoles added by intercalation are considered in this crystal structure and not the ions pre-existing in the non-intercalated structure, since when an energy difference is calculated between the original and defective state, the intercalation host crystal interactions cancel out. To avoid the fact that many electronegativity scales are based on formation energies, the Allred-Rochow scale was chosen. This scale is more simplistic than other electronegativity scales and generally uses the ideas of electrostatics based on effective nuclear charge, consistent with our theory.\textsuperscript{80}

In the lithium layers and transition metal layers, there are automatic constraints on the concentrations of lithium and defective nickel in the lithium layers, or nickel vacancies in the transition metal layers. The definition of the material ratio gives us that \(x + y + z = 1\), and from the site constraint of lithium atoms, we know that \(c + v \leq 1\). By the mass constraint of nickel atoms, \(v < x\) must always be true. These constraints are automatically satisfied by how the entropy equation was defined.

We consider the perfect configuration \(G_1\) before a defect is formed in the core as well as a defective configuration \(G_2\). Assuming that the neutral lattice contains a lithium-electron pair for notation purposes, the reaction that occurs can be written in Kroger-Vink notation as \(V_{\text{Li}} + Ni_{\text{Ni}} \rightarrow Ni_{\text{Li}} + V_{\text{Ni}}\). For comparison, the lithium intercalation reaction written in Kroger-Vink notation is \(e^+ + V_{\text{Li}} + Li + Ni_{\text{Ni}} \rightarrow Li_{\text{Li}} + Ni_{\text{Ni}}\). Since the oxygen lattice around lithium and nickel ions are identical and the radii of lithium and nickel are very similar, by symmetry the oxygen atoms can be neglected in the modeling of the crystal structure and only the lithium and nickel layers are considered. The crystal structure used was taken from the the Materials Project structure mp-632864 for \(\text{LiNiO}_2\).\textsuperscript{81–84}

In this structure, dipoles are formed from the intercalated lithium ion, which is positively charged, interacting with the localized electron on the transition metal ion. Thus, we have alternating layers of dipoles that form the bulk of the electrostatic free energies of the crystal structure. When an antisite defect is formed, one of the dipoles is broken and forms a broken “core,” which is also called the defect core for future reference. When studying the energetic interactions of antisite defect formation, we can separate the interactions into the broken “core” term as well as the electrostatic bulk interaction terms, shown in Fig. 1c where the circled yellow site is the broken core and the outside is the mean field term.

We first start by studying the bulk interaction term, also known as the mean field (MF) term. It simplifies the problem to consider
splitting the dipole layers between the ones pointing “up” and the ones pointing “down” by the symmetry between these layers. In the following notation, “even” indicates the layer that a core electron would belong to if it was moved half a layer up and the alternating layers pointed downward in the diagram, while “odd” indicates a layer that the core electron would belong to if it was moved half a layer down and the alternating layers pointed upward in the diagram. The definition of the dipole is thus always positive in “odd” layers and negative in “even” layers in the original configuration, while it is always negative in “odd” layers and positive in “even” layers in the defective configuration as shown in Fig. 1c. The electrostatic interactions in the layers are thus opposite to each other. By the definition of charge-dipole interactions, the even and odd interactions will be

\[
H_{MF,\text{even}} = \frac{1}{2} \frac{c e^2}{4 \pi \varepsilon} \sum_{i \in \text{even}} \sum_{j \neq i} -\frac{\mu_0 \cdot r_{ij}}{r_{ij}^3},
\]

\[
H_{MF,\text{odd}} = \frac{1}{2} \frac{c e^2}{4 \pi \varepsilon} \sum_{i \in \text{odd}} \sum_{j \neq i} -\frac{\mu_0 \cdot r_{ij}}{r_{ij}^3},
\]

where the factor of \(\frac{1}{2}\) accounts for the fact that the charges are split over a dipole in the layer above and the layer below, and the \(-\frac{c e^2}{4 \pi \varepsilon}\) prefactor accounts for the amount of dipoles at each site in a mean field description, since only the intercalated lithium sites \(c\) can have lithium-electron dipoles. Here, \(e\) is a unit charge and \(q\) is the magnitude of the charge. We sum over the layers in the crystal structure indexed by \(i\), which are separated into even and odd layers, and then sum over the sites in the \(i\)th layer indexed by \(j\). Since the dipole vector, \(\mu_0\), is defined as pointing from the transition metal layer to the lithium layer, assuming the centered atom is the red lithium site, the even layers are shown in the image are the orange dipole layers, while the odd layers are the blue dipole layers. Here, the distance \(r_{ij}\) is the distance between the center of the dipole \(\mu_0\) and the defect center, and the scalar \(r_{ij}\) is the magnitude of that vector.

Because ions in this problem are assumed to only move as a result of defects or intercalation and the induced dipoles from electronic movement are ignored, the dielectric constant applied is the static dielectric constant of this material. These approximations cause our simple theoretical model to neglect induced many-body interactions that are not captured by a mean-field model, but it is a good first approximation. The full mean-field theory is then written as

\[
H_{1,\text{MF}} = (H_{MF,\text{even}} + H_{MF,\text{odd}})
\]

\[
H_{2,\text{MF}} = -(H_{MF,\text{even}} + H_{MF,\text{odd}}),
\]

split over the even and odd layers.

The broken “core” of the structure is studied next. It is known that the defective nickel is more likely to be in the reduced (+3) oxidation state. Since at the core, there is only one negatively charged transition metal interacting with the mean field, this greatly simplifies our energy calculation to be interactions with the two lithium ions within the vicinity of the layer, shown in Fig. 1c. We use charge-charge interactions to model the core interactions. In the core, only half of the ions on the edges are considered (the other half is used to generate the dipoles in the mean field terms). Thus, at each end of the core, we have a nickel-lithium interaction from the nickel to the edge. The electrostatic core interactions in the two configurations are found to be

\[
H_{1,\text{core}} = -\frac{(1 - \nu)}{2} \left( \frac{c(qe)^2}{4\pi\varepsilon r_0} + \frac{c(qe)^2}{4\pi\varepsilon (3r_0)} \right)
\]

\[
H_{2,\text{core}} = -\frac{(1 - \nu)}{2} \left( \frac{c(qe)^2}{4\pi\varepsilon (2r_0)} + \frac{c(qe)^2}{4\pi\varepsilon (2r_0)} \right).
\]

This gives us

\[
H_{MF} = H_{2,\text{MF}} - H_{1,\text{MF}}
\]

\[
H_{core} = H_{2,\text{core}} - H_{1,\text{core}}
\]

as the final enthalpic interaction energy difference between the defective and bulk configurations.

By using the definition of dipole charge-interactions, the final mean field energy difference between the two configurations is found to be

\[
H_{MF} = -\frac{c e^2}{4 \pi \varepsilon} \left( \sum_{i \in \text{even}} \sum_{j \neq i} \frac{\mu_0 \cdot r_{ij}}{|r_{ij}|} - \sum_{i \in \text{odd}} \sum_{j \neq i} \frac{\mu_0 \cdot r_{ij}}{|r_{ij}|} \right),
\]

is the vector between the center of dipole \(ij\) and the defect center and \(\mu_0\) is the dipole between lithium sites to transition metal sites defined in the previous solution, where \(r_{ij} = |r_{ij}|\). The defect core interaction difference is found to be

Figure 3. (a)–(c) are the entropy, enthalpy, and Gibbs free energy calculations for NMC532, while (d)–(f) are the entropy, enthalpy and Gibbs free energy calculations for NMC111. Because of the total site constraint in the lithium layer in the crystal structure, when the concentration in the lithium layer is above a certain level, there are not enough sites for nickel to have a high concentration of defects in the system, so there are white triangular regions of no solution for the entropy calculations. This also causes there to be regions of no solutions for the free energy calculations.
The final electrostatic energy is found to be

\[ H = H_{\text{MF}} + H_{\text{core}}, \]

shown in Figs. 3b and 3e. The electrostatic energies in these materials were found to be lower at a state with more defects, indicating that a highly defective state is energetically favorable. This is expected as the formation of such a state reduces the magnitude of electrostatic interactions between layers.

In this electrostatics problem, the dielectric constant \( \epsilon \) is estimated using the Clausius-Mosotti relation for a spherical inclusion in a homogeneous effective medium. Since the dielectric response of the material is based on the interactions induced by other atoms and the energies converge quickly in these structures (shown in Appendix B), in the core and near field interactions, a simple dielectric constant can be used in this model. The movement of the ionic lattice is considered in this problem, so the low frequency (static) dielectric constant needs to be applied. The dielectric constant can be found to change with the amount of intercalation or defects locally. When the crystal structure is nearly perfect, the dielectric constant for layered lithium oxide materials has been found to linearly decrease with the increase of defect concentration, specifically for lithium niobium oxide.\(^89-91\)

We seek an approximation rule to calculate the average dielectric constant of materials at different concentrations and to reproduce the behavior seen for lithium metal oxide materials.\(^92,93\) The additive rule has been found to be a good predictor of the dielectric constant of oxide materials even before measurement, with the dielectric constant \( \epsilon \) obtained from

\[ \frac{\epsilon - 1}{\epsilon + 2} = \frac{4}{3} \sum_{i} \alpha_i n_i, \]

where \( \alpha_i \) is the polarizability of the atom \( i \) and \( n_i \) is the number density of atom \( i \). For our material, we consider atom types Li, Ni, Mn, Co, and O. The dielectric constant decreases with respect to lithium concentration and defect concentration, as shown in Appendix C. This dielectric constant calculation is only valid for bulk dielectric constants since we do not consider image charge effects from the bulk/electrolyte interface.

The second part of the energy from the configurational entropy of the model can be split into two parts. First, in the lithium layers, the sites are either filled with lithium, defective nickel, or empty, which can be written as

\[ \Omega_{Li} = \frac{N!}{(N_c)!(N_v)!(N(1 - c - v))!}. \]

where \( N \) is the total number of lithium sites considered. In addition, the nickel layers are either filled with nickel or empty, with the following number of combinations

\[ \Omega_{Ni} = \frac{(N_x)!}{(N_v)!(N(x - v))!}. \]

The total configurational entropy change is described as

\[ S = k_B \ln (\Omega_{Li} \cdot \Omega_{Ni}) \approx k_B N(x \ln x - c \ln c - (1 - c - v)\ln(1 - c - v) - 2v \ln v - (x - v)\ln(x - v)), \]

which is plotted in Figs. 3a and 3d for NMC532 and NMC111 separately. The configurational free energy prefers moderate values for \( v \) and \( c \) because of the higher number of possible states at these concentrations. More importantly, the entropy of the configuration limits the accessible states at higher lithium concentrations, because it is physically impossibly for high concentrations of defects to be

**Figure 4.** (a) Intercalation chemical potential for a NMC532 material. (b) Defect chemical potential for a NMC532 material. (c) Intercalation chemical potential when defect amount is close to zero and the contributions from enthalpy and entropy. We also plot an open circuit voltage from experimental measurements\(^{119}\) for comparison. (d) Defect chemical potential when the defect concentration is close to 0 and the contributions from entropy and enthalpy. (Potentials are shifted in (c) and (d) by an arbitrary reference potential for ease of readability.)
reached at high lithium concentration from lack of available sites, creating the inaccessible triangular regions in Figs. 3a and 3d. The final free energy can be described as \( G = H - TS \) from Eqs. 7 and 11, plotted in Figs. 3d and 3f. More information on these calculations can be seen in Appendix E. This free energy is dominated by the electrostatics, but there is a strict cutoff from the possible available sites in the entropic component. The diffusional chemical potentials, which describe the dynamic behavior of the model, can be defined from the free energy. The diffusional chemical potentials are defined as \( \mu_i = \frac{\delta G}{\delta c_i} \) for intercalation and \( \mu_i = \frac{\delta G}{\delta v_i} \) for defects, shown in Fig. 4, and the analytical solutions for the chemical potentials can be found in Appendix A. From Figs. 4b and 4d, at lower concentration, there is a larger driving force towards a more defective state, qualitatively matching experimental measurements where the high voltage/low concentration regions cause more cation disorder. Since the chemical potential is defined with an arbitrary reference value, for ease of comparison between the intercalation and the defect chemical potential we choose to shift the reference potentials to overlap. The chemical potential contribution from entropy is derived analytically in the appendix, while the contribution from enthalpic terms is calculated numerically in Appendix A, and the contributions are plotted in Figs. 4c and 4d. For both intercalation and defect formation, the enthalpic chemical potential dominates the trend in these materials.

The advantage of these simplistic models is that they can be applied to nickel rich materials of any composition and provide a rough estimate of the energy of any of these new compositions of materials in Fig. 5. In the previous discussion, Figs. 3a and 3f provide an example of the contributions are plotted in Figs. 4c and 4d. For both intercalation and defect formation, the enthalpic chemical potential dominates the trend in these materials.

The chemical potential gradient.98,99 The boundary conditions applied for the flux are given by

\[
\frac{dc}{dt} = -\nabla \cdot \mathbf{F}_c, \quad \mathbf{F}_c = -\frac{D_c}{k_B T} \nabla \mu_c, \quad \text{[12]}
\]

where \( D_c \propto (1 - v) \) because of the effect of “blocked” sites on the diffusivity of the material.6,101 In addition, because of the change of the maximum number of required sites, during cycling, the chemical potential parameter actually varies with \( \mu_c(c(1 - v)) \) to rescale to the proper number of total sites. The dynamic equation for conservation of defects is described as

\[
\frac{dv}{dt} = -\nabla \cdot \mathbf{F}_v, \quad \mathbf{F}_v = -\frac{D_v}{k_B T} \nabla \mu_v, \quad \text{[13]}
\]

if we assume a constant diffusivity coefficient for both models for the flux \( \mathbf{F}_{c/v} \) in the bulk. For simplicity, we assume that the diffusion coefficients are constant. The boundary equations applied for the particle are

\[
-n \mathbf{F}_c = i_{\text{int}} \quad \text{[14]}
\]

for surface reaction of intercalation \( i_{\text{int}} \).102,103 For the defect concentration, a simple degradation mechanism explained in “Theory: Surface: Defects” is prescribed, which gives the boundary condition of

\[
-n \mathbf{F}_v = 2i_{\text{oxy}}. \quad \text{[15]}
\]

Surface.—Intercalation.—Since blocked sites from defects play a central role in our theory, it is imperative to use an accurate reaction model that captures configurational entropy and polaron formation energies. For this purpose, the recent theory of coupled ion-electron transfer (CIET) for ion intercalation62 is adopted as the boundary condition, where the concept of ion-electron polaron pairs complements the idea of dipole pairs to describe the electrostatic interactions among disordered cations. In CIET theory, the blocked sites play a much more dominant role than in classical Butler-Volmer models, because theory predicts a reaction-limited current \( i_{\text{lim}} \) which has a strong asymmetry dependence on all of the species concentrations: \( i_{\text{lim}} = c_3(1 - c - v)i_{\text{vol}}^n \) for negative overpotentials and \( i_{\text{lim}} = c(1 - c - v)i_{\text{vol}}^p \) for positive overpotentials.64

These limits arise from the general form of the intercalation rate given by

\[
i_{\text{int}} = i_{\text{vol}} \int_{-\infty}^{\infty} (1 - c - v)(c_3 n_3 \rho_{\text{red}}(e) - c(1 - n_1) \rho_{\text{ox}}(e))de, \quad \text{[16]}
\]
where the conditional probability that an electron of energy \( \epsilon \) relative to the Fermi level participates in reduction or oxidation is given by

\[
p_{\text{red,loc}}(\epsilon) = \frac{1}{\sqrt{4\pi k_B T}} \exp \left( -\frac{(\lambda \pm \eta_r \mp \epsilon)^2}{4k_B T} \right) \]  

[17]

Here, \( c \) is the dimensionless lithium ion concentration (filling fraction) in the host crystal; \( v \) is the dimensionless defect concentration, or the nickel filling fraction in the lithium layers; \( c_v \) is the lithium ion concentration at the reacting surface, related to the nearby electrolyte concentration by an adorption isotherm, assuming fast adsorption compared to CIET intercalation; \( n_\rho(\epsilon) \) is the Fermi-Dirac distribution, and \( \eta \) is the formal over-potential defined as \( \eta_n = \eta + k_B T \ln \frac{\Delta \phi}{\phi} \). As the overpotential is \( \eta = \mu_n - (\mu_{n0} + n_\mu) \) \(^{103} \) where \( n \) is the number of electrons, we see that the overpotential \( \eta = \mu_n - k_B T \ln c_v + c \Delta \phi \) is related to the difference between the intercalation chemical potential \( \mu_n \) and the potential difference \( \Delta \phi = (\phi - \phi) \) between the solid \( \phi_s \) and the electrolyte \( \phi_e \). The parameters in the model are \( \lambda \), the Marcus reorganization energy for electron transfer; \( \lambda^* \), the prefactor for current related to electronic coupling and the ion-transfer energy; \( \rho(\epsilon) \), the energetic density of states (band structure).

Our reaction rate differs from the typical CIET model for lithium intercalation since the empty sites must also be reduced by the number of blocked sites in the material from defects, contributing to the factor by \( v \). Under the assumption that the electron donor is metallic, we can assume a uniform density of state \(^{60,104} \) which allows us to use the simple and accurate approximation of the MHC formula by Zeng et al. \(^{105} \) to derive a closed formula for the CIET reaction rate for lithium insertion:

\[
i_{\text{int}} = i_{0}\left(1 - e^{-v}\right) = \frac{c_+}{1 + \exp \left( \frac{\eta_n}{k_B T} \right)} - \frac{c}{1 + \exp \left( \frac{-\eta_r}{k_B T} \right)}
\]

\[
\times \text{erfc} \left( \frac{\lambda - \sqrt{1 + \frac{2c_+ + \eta_n^2}{k_B T}}}{2k_B T} \right),
\]

[18]

which reduces to the form given by Zhang et al. \(^{64} \) in the limit of a defect-free host crystal, \( v = 0 \).

**Defects.**—In the bulk, phase transformations and cation disorder are triggered by the oxidation of reactive oxygen ions at the solid surface, typically an edge plane of the layered oxide crystal. \(^{106,107} \) At high voltages, degradation at the surface is much more pronounced, especially those triggered by oxygen vacancy formation and oxygen changes at the surface; \(^{108,110} \) experimentally, oxygen vacancy formation at high voltages has also been observed. \(^{111} \) Since the dielectric “bulk” of the medium consists of oxygen ions, and the lithium and nickel ions only interact at close range for quick convergence of the free energies, we assume that the bulk dielectric constant is affected by the local oxygen, defect, and lithium concentrations, where the oxygen vacancies are not to propagate into the bulk, as shown in Fig. 6a. \(^{29} \) It is generally considered that oxygen evolution only happens at the surface of nickel rich electrodes because of the large migration barrier of the oxygen in the bulk. \(^{112,113} \) Recent experiments, however, have suggested that oxygen vacancies can propagate into the bulk. \(^{108,114} \) After the first couple cycles, bulk induced oxygen vacancy degradation can start influencing the degradation of overlithiated oxides. \(^{106,114} \) For simplicity, we can assume that oxygen vacancies propagate slowly into the bulk and account for them at the surface only. As such, we will have an oxygen boundary condition only occurring at the surface.

The loss of available oxygen at the surface can be explained by a couple possible mechanisms, sketched in Fig. 6a. One such mechanism is that when oxygen oxidation happens at the surface as the following half reaction, \( O^2- \rightarrow 0.5O_2 + 2e^- \), there is a loss of oxygen ions at the surface \(^{106} \) that can be released as gases, \(^{96} \) which has been experimentally observed. Another possible mechanism involves oxidation and dehydrogenation of the organic electrolyte solvent, which has been observed experimentally. \(^{115,116} \) We propose that this reaction could release electrons to the crystal that trigger cation disorder, while creating a reactive hydroxyl group on the surface. The reaction can be modeled as \( \text{EMC/EC} \rightarrow \text{DeH EMC/EC}^+ + \text{H}^+ + 2e^- \), where the proton and dehydrogenated electrolyte product can bond with the oxygen at the surface. The products have been experimentally observed through FT-IR experiments for EMC and EC.

Experimentally, we know that the amount of oxygen degradation significantly affects the amount of cation disorder. \(^{117,118} \) For the oxygen release mechanism, we postulate that when oxygen is oxidized in a material, the loss of two oxygens in a bulk requires the solid to accept electrons to conserve charge neutrality, which occurs through oxidation of transition metals. One electron is required for the electrochemical reaction, and one is required for the oxidation of the nickel ion to +3 state. The full reaction can be written in Kroger-Vink notation as \( 2\text{Ni}_{3/2} + O_2 \rightarrow 2\text{Ni}_{1/2} + 2\text{O}_2^- + 0.5\text{SO}_2 \). Thus, the amount of oxygen degradation increases the concentration of the reduced nickel (+3) in the material, which heightens the possibility of cation disorder. For the dehydrogenation mechanism, we propose that dehydrogenation releases two electrons, one which is required at the electrode and the other which oxidizes the nickel ion. Thus, the amount of reduced nickel in the material also decreases, causing a similar effect as the gas release mechanism to the cation disorder in the system.

For the simplest model, we assume the dependence of the reactant, the reduced nickel, in the defect formation reaction is linear. We know that \( i_t \) is proportional to the amount of oxygen loss, which is \( i_{\text{oxy}} \). Thus, we apply \( i_t = i_{\text{oxy}} \) to the defect formation conservation equation boundary equation to obtain

\[
-n \cdot F_e = i_t = i_{\text{oxy}}.
\]

This simple boundary condition which includes the electrochemical surface reaction components of our degradation can be applied to the model, while keeping the focus on the bulk defects triggering phase transformations. The formation voltage for this reaction is roughly \( E^f = 4.4V \), which also depends on the ratios of transition metals as well as the electrolyte used. \(^{53,117} \) Therefore, the overpotential driving this reaction is \( \eta_{\text{f}} = E^f + e\Delta \phi \).

Based on the observation that oxygen formation reaction is irreversible, a simple Tafel reaction model was used for the oxidation current

\[
i_{\text{oxy}} = k_{\text{oxy},c_{\text{oxy}}} \exp \left( \frac{\eta}{k_B T} \right)
\]

[19]

with a reaction parameter of exchange current density \( k_{\text{oxy},c_{\text{oxy}}} \). Shown in Fig. 6b, assuming that the increase of oxidation products (e.g. oxygen gas) is usually released to the environment. \(^{102} \) \( c_{\text{oxy}} \) is the concentration of oxygen ions at the solid surface, which can be modeled by the conservation equation in Appendix E. The magnitude of reaction drops off as \( \eta \leq 0 \), and increases as \( \eta > 0 \), and the amount of reaction decreases linearly as the amount of oxygen vacancies increase.

**Simulations**

_Cycling._—Using a model of NMC532 for the defective system and a open circuit voltage profile of NMC532 from Colclasure et al. \(^{119} \) we perform reaction-diffusion simulations with a single particle model as described in the “Theory: Bulk Dynamic Model” section to study the surface degradation of nickel-rich electrodes and are able to qualitatively reproduce the high voltage growth of the cation disordered phase at the surface using a single particle model to simulate cycling in an electrochemical cell. A
single particle model is able to capture the electrochemical behavior without the complexity of electrolyte diffusion limitation or cell size limitations. In these simulations, we do not aim for a perfect fit of the model, but attempt to show that qualitatively correct behavior can be achieved using these ideas. Using a cutoff voltage of 4.4 V vs Li/Li\(^+\) for oxygen formation, we can reproduce the behavior observed at surfaces for nickel rich electrodes\(^8,108\) based on the fact that the overpotential at high voltages will be positive in some regions, increasing the oxygen formation reaction amount as in Fig. 7a. The experimental results that were used for comparison were selected based on criteria described in Appendix G.

For this set of simulations, the exchange current density for intercalation and reorganization energy are taken to be roughly \(i^* = 8 \text{ A/m}^2\) for NMC532 and \(\lambda = 3.78k_BT\) for NMC111 since data for NMC532 was not freely available.\(^{64}\) In our simulations, roughly 20 nm of the cation disorder growth in the high voltage model was achieved using an oxygen reaction parameter of \(k_{\text{oxy}} = 5 \times 10^{-6}\text{A m}^{-2}\). The diffusion coefficient for intercalation was assumed to be \(D_x = 1 \times 10^{-12}(1 - \nu)\text{m}^2/\text{s}\)\(^{120,121}\) by the scale of diffusion measured experimentally, while for defects it was assumed to be \(D_c = 5 \times 10^{-24}\text{m}^2/\text{s}\). A single spherical particle of radius \(R = 100\text{nm}\) was used to model a NMC battery nanoparticle with a discretization of 200 finite difference volumes, where details are seen in Appendix E. This particle defect concentration initialized at a homogeneously distributed distribution of the optimal defect concentration of 2% in the particle,\(^{122}\) so the initial concentration \(v(t = 0) = 0.02\). The initial concentration of lithium in NMC532 \(c(t = 0)\) was set to 0.4.

Single particles of NMC532 such that \(\nu = 0.5\) are cycled at 1C for 100 cycles, with a set of low voltage simulations with higher voltage cutoffs up to 4.3V and a set of high voltage simulations up to 4.5V, modeling the experimental behavior in Yan et al.\(^{25}\) The lower voltage cutoff was permanently set to 3.75V. More information on the numerical simulations can be seen in Appendix E. The amount of cation disorder growth post cycling and the overpotentials in the simulations are shown in Figs. 7b and 7c. In these ranges, based on the asymmetry of the Butler-Volmer reaction, there is more oxygen formation at the surface of the particle, causing cation disorder to initiate at the surface and diffuse inward. At high voltages, the amount of cation disorder nears the amount measured in experiments to be roughly 20 nm, close to the experimental measurement of 25 nm of disorder.\(^{25}\) The surface phase appears when the amount of defects is high and grows inward towards the center of the particle as the amount increases. Meanwhile, there is almost no growth for the low voltage phase, similarly to the experimental measurement of 2 nm of cation disorder.\(^{25}\) From our simulated results, we see that there is a larger amount of capacity fade happening after 100 cycles at higher voltages than at lower, with most of it happening at the surface of the particle at higher voltages. We see our model is able to reproduce the experimental data observed qualitatively.

**Voltage hold.**—In addition to cycling results from a constant current perspective, the cutoff voltage with respect to the system is

---

**Figure 6.** (a) Schematic of oxygen reaction and change of dielectric constant at the surface of the particle, where the yellow circles are oxygen ions. Nickel is driven into the bulk crystal, and the oxygen reaction at the electrolyte interface forms oxygen vacant sites, free electrons, and releases oxygen gas or other oxidation products to the electrolyte. The mechanisms of oxygen release and dehydrogenation of EMC/EC are both proposed in this model.\(^96,115\) (b) Evans diagram of the oxygen reaction model used and behavior relative to voltage applied. The coupled-ion electron transfer intercalation reactions are plotted as well at bulk (\(v = 0\)) and defective (\(v = 0.1\)) phases with different lithium concentrations. It can be seen that defective phases reduce the magnitude of the intercalation reaction through blockage of available sites.

**Figure 7.** (a) Voltage plots for the first five cycles between low and high voltage simulations for NMC532. Higher voltage cycling tends to exceed the potential for oxygen formation. (b) Defect growth in the first 100 cycles at the surface of the particle. (c) Defect growth at the end of the first 100 cycles throughout the length of the particle, where \(R = 0\) is the center of the particle and \(R = 100\) nm is the edge of the particle. (d) Capacity loss during cycling with voltage limits of either 4.3 V or 4.5 V.
spent at higher potentials is critical to controlling the amount of degradation. Minimal amounts are found at lower voltages. The amount of time held at voltage holds past the oxygen reaction potential, which is applied at 4.4 V in our system, was found to be quite significant. Large amounts of capacity growth are found at voltage holds past the oxygen reaction potential, while minimal amounts are found at lower voltages. The amount of time spent at higher potentials is critical to controlling the amount of degradation in the particle, which is also observed experimentally.

From the simulated data for constant current cycling and voltage holds at high potentials shown, we see that high voltage cycling in nickel rich electrodes causes irreversible effects on the degradation of the particle. The degradation behavior shows that the operation time at lower voltages contributes negligibly to degradation of the electrode. Thus, for cases where preventing degradation is extremely important, avoiding the higher voltage range is crucial. If higher voltage operation is necessary, higher voltage operation should be applied later in the operation of the battery, to push back the onset of irreversible degradation. Experimental data from voltage hold simulations can be used to “invert” kinetic parameters for the degradation models described in these papers to infer more accurate exchange current densities for degradation reactions as shown in Appendix D. Data provided at different cutoff voltages provides very impactful information on the voltage cutoffs for when degradation occurs.14

The application of different coatings or additives may help reduce the amount of oxygen reaction in the particle, helping control the amount of degradation.124 Commercialized batteries, especially for nickel rich materials, have different types of additives and coatings, such as aluminium oxides,125 carbon coatings,126 and others.127 These can change the surface kinetics and dielectric properties of materials. Coating materials reduce the amount of degradation by reacting with the surface layers to form a more stable interface, changing the kinetic properties of degradation. Using such related models to understand how coatings change the kinetic properties of degradation, or the redox potential at the interface, may prove extremely useful in future material design.

Conclusions

In this study, we show that we are able to formulate a degradation model of cation disorder coupled with oxygen formation at the surface from first principles for nickel-rich layered materials, which because of the high commercial availability of nickel, are slowly becoming the next generation of battery cathode materials. These free energy models, combined with an oxygen vacancy boundary condition, are able to qualitatively explain why high voltage cycling causes more phase transformations and disorder25 in battery materials. This is the first (to the authors’ knowledge) model of free energy for cation degradation that can be easily derived from first principles which is applicable to continuum-scale battery simulations, combining the first-principles understanding of crystal structures with the computational tractability of battery models at the continuum level. The applicability of these models is high, as no experimental data is needed to characterize the chemical potential functions or free energy models for degradation. Experimental data is only required to characterize the kinetic parameters of degradation.

These types of degradation models can be applied to porous electrode models to study the effects of particle size, charging rate, and other macroscopic battery parameters on cation disorder formation in the active materials.118,128 Cycling simulations at different operating conditions, such as constant current and constant voltage, can be simulated to model their effect on the inducing of cation disorder and thus phase transformations in a battery, a crucial step to the study of long term maintenance of battery operation.

Our theory of degradation also may help to guide the development of surface modifications to stabilize transition metal oxides. From a kinetic perspective, for a given NMC composition, the surface treatment must limit oxidation reactions that trigger cation disorder by passivating the reactive oxygen ions at the edge plane and blocking electron transfer to the electrolyte. Well known ceramic coatings, such as alumina (Al2O3), zirconia (ZrO2), magnesium oxide (MgO), and other oxide materials are able to perform these functions and can extend the cycle life of nickel-rich oxides.115,125,128 Some coatings, such as niobium oxides (NbO), not only passivate oxygen and block electron transfer, but also introduce more stable ions, such as Nb5+, into the crystal structure near the surface at transition metal or lithium sites. Such inserted ions from the coating may exchange with the more unstable nickel ions and reduce the tendency for cation reduction and disorder at the surface.

Degradation and synthesis are also related and can be considered inverse processes of each other.28 Thus, predictive capabilities of defects may also understand and guide direct synthesis of nickel-rich materials to reduce the number of defects during synthesis, which is generally a trial-and-error driven field.130 Understanding the equilibrium behavior of the materials could prevent the formation of these materials.
defects by synthesizing at specific concentrations, temperatures, or compositions of material that lead to reduced cation disorder. This could be highly related to the temperatures and hold times used in the synthesis process.

Our general theoretical framework for cation disorder driven by electrochemical reactions may find applications in other uses of intercalation materials.\(^{131}\) For example, transition metal oxides, such as lithium manganese oxide (LMO) and various NMCs, have been used for electrochemical lithium extraction from aqueous multicomponent brines or seawater, but they suffer from the same problems of electrochemical stability as in Li-ion batteries. Cation disorder can also play a role in limiting the performance of other Li-ion battery materials such as lithium iron phosphate, which naturally contains a small fraction of iron anti-site defects that inhibit lithium diffusion.\(^{76}\) In electrochemical lithium extraction from brines, even small amounts of Mn\(^{3+}\) intercalation can irreversibly poison the material\(^{132}\) and large amounts of intercalated Na\(^+\) interfere with selectivity for Li\(^+\).\(^{133}\) As suggested by our theory, experiments have shown that it can be helpful to avoid strongly oxidizing conditions at high potentials to preserve the crystal structure. More generally, electrochemical methods of water treatment and recovery of critical minerals based on electrosorption using intercalation electrodes often suffer from anti-site defects that block available sites, thereby lowering ion removal rates and storage capacity.\(^{134,135}\) There is currently no available theory of competitive adsorption and cation-defect formation to model these important phenomena, but our theory may provide a natural starting point.
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Appendix A. Diffusional Chemical Potentials

Simple formulae for the entropic contributions to the diffusional chemical potentials for intercalation and defects, respectively, are given by

\[
-T \frac{dS}{dc} = k_B T \ln \frac{c}{1 - c - v}
\]  
(20)

\[
-T \frac{dS}{dv} = k_B T \left( \ln \frac{v}{x - v} + \ln \frac{v}{1 - c - v} \right)
\]

(21)

based on our ideal solid solution models for lithium ion intercalation between the nickel oxide layers and for vacancy-mediated defects within the layer. Expressions for the enthalpic contributions from dipole-dipole interactions, core energy, and dielectric decrement are more complicated and must be calculated numerically. Combining the enthalpic and entropic contributions, we obtain the total diffusional chemical potentials for lithium intercalation and vacancy-mediated defects, respectively:

\[
\mu_c = \frac{\partial H}{\partial c}
\]  
(22)

\[
\frac{q e}{4 \pi \epsilon} \left( \sum_{\ell, \text{even}} \mu_{\ell} r_{\ell,0} \frac{\mu_{\ell} r_{\ell,0}}{|r_{\ell,0}|^3} - \sum_{\ell, \text{odd}} \mu_{\ell} r_{\ell,0} \frac{\mu_{\ell} r_{\ell,0}}{|r_{\ell,0}|^3} \right) + \frac{(q e)^2}{12 \pi \epsilon r_0} - \frac{\Delta H (c, v)}{\epsilon} \frac{d \epsilon}{dc} + k_B T \ln \frac{c}{1 - c - v}
\]

(23)

where \(\mu_\ell = |\mu_\ell|\).

Appendix B. Convergence of Calculations

The convergence of electrostatic calculations with respect to the cutoff distance from the center of the defect.

\[
\mu_c = \frac{\partial H}{\partial v}
\]  
(24)

\[
= \frac{-q e^2 \epsilon N_0}{2 \pi \epsilon} \left( \sum_{\ell, \text{even}} \sum_{i, \ell} \mu_{\ell} r_{i,0} \frac{\mu_{\ell} r_{i,0}}{|r_{i,0}|^3} - \sum_{\ell, \text{odd}} \sum_{i, \ell} \mu_{\ell} r_{i,0} \frac{\mu_{\ell} r_{i,0}}{|r_{i,0}|^3} \right) - \frac{(q e)^2}{12 \pi \epsilon r_0} - \frac{\Delta H (c, v)}{\epsilon} \frac{d \epsilon}{dc} + k_B T \ln \frac{v}{x - v} + \ln \frac{v}{1 - c - v}
\]

(25)

Figure 9. Convergence of electrostatic calculations with respect to the cutoff distance from the center of the defect.

Appendix C. Dielectric Constant Calculations

The dielectric constant plotted with the Maxwell-Garnett equation for Li,Ni,Mn,Co,O\(_2\) is shown as below as the additive rule. The additive rule is

\[
\epsilon = \frac{1}{\epsilon + 2} \frac{4 \pi}{3} \sum_i \alpha_i n_i
\]

(26)

where \(\alpha_i\) is the polarizability of the atom \(i\) and \(n_i\) is the number density of atom \(i\).\(^{92,93}\) There is an decrease the dielectric constant with the amount of decrease in lithium concentration in the material, as shown in Fig. 10.

\[
\epsilon = \frac{1}{\epsilon + 2} \frac{4 \pi}{3} \sum_i \alpha_i n_i
\]

(26)
finite difference model\textsuperscript{100} (reaction diffusion model) was implemented for Eqs. 12, 14 for concentration, and Eqs. 13, 15 for vacancies. The sphere was discretized into $n$ sections, with $\Delta \tau$ as the size of each section, where the boundary conditions Eqs. 14 and 15 were applied at the edges, and $r_i$ is the radius at the center of each discretization. The fluxes $F_{i-0.5}$ were defined at the edges of the discretizations (at $r_{i-0.5}$). The bulk equations for concentration were then

$$\frac{dc_i}{dt} = -\frac{1}{r_i^2} \left( r_i^{2.5} F_{i+0.5} - r_i^{2.5} F_{i-0.5} \right) \frac{\Delta \tau}{\Delta \tau} \tag{30}$$

where the fluxes are defined as

$$F_{i+0.5} = \frac{(D_i c(1-v)\mu_i)_{i+1} - (D_i c(1-v)\mu_i)_{i}}{\Delta \tau}. \tag{31}$$

At the boundary, the flux $F_{i,0-0.5} = -i_{int}$ is related to the intercalation current.

For the vacancies in the system, we have similar discretizations such that

$$\frac{dv_i}{dt} = -\frac{1}{r_i^2} \left( r_i^{2.5} F_{i+0.5} v_i - r_i^{2.5} F_{i-0.5} v_i \right) \frac{\Delta \tau}{\Delta \tau} \tag{32}$$

where the fluxes are defined as

$$F_{i+0.5} = \frac{(D_i v_i)_{i+1} - (D_i v_i)_{i}}{\Delta \tau}. \tag{33}$$

At the boundary, the flux $F_{i,0-0.5} = -i_{oxy}$ is related to the oxygen degradation current, where the conservation equation is written as

$$\frac{dc_{oxy}}{dt} = 2\pi r_i \Delta \tau i_{oxy}. \tag{34}$$

An additional algebraic constraint for the current constraint was added so that

$$\sum_{j=1}^{n} v_j \frac{dc_j}{dt} = R_{\text{constraint}}. \tag{35}$$

where $v_j$ is the volume fraction of each section, $v_j = \frac{r_j^{3.5} - r_{j-0.5}^{3.5}}{2\pi r_j}$. The ode solver ode15s was used to solve this problem with relative and absolute tolerances of $1 \times 10^{-8}$.

**Appendix F. Symbols**

Here, we have appended a table of the symbols used in this paper for ease of understanding:

**Appendix G. Experimental Data Selection**

To obtain experimental data about disorder, recent microscopy experiments are very useful in discovering the amount of disorder in the system. Many experimentalists use gas formation or other mechanisms\textsuperscript{96} to deduce the amount of phase transitions, but for our model specifically studying cation disorder, it is imperative to have a spatially defined set of experiments with clear experimental cutoffs for a specific material. In addition, many common experimental measurements for phase transitions also measure the oxidation state of different atoms, but this does not give the necessary information because it discusses more the specific phases that we see Ref. 7. Since our paper is focused on cation disorder, which is the trigger for phase transformations, knowing the amount of densified phases such as rock salt or spinel phases does not provide the exact data we want. We have chosen experimental data with a good set of electrochemical range (voltage cutoffs) as well as spatial range,
Simulations. Coupled ion electron transfer kinetics parameters for nickel rich and layered were obtained with this set of materials. Similar material is also well-characterized for modeling purposes in terms of open circuit voltage and electrochemical parameters, which was also previously verified and tested by the authors, and compared with other experiments and simulations. Coupled ion electron transfer kinetics parameters for nickel rich materials were also obtained with this set of materials. Thus, we chose this set of experiments to model and compare because of (a) rigor of experiments and well-planned and defined experiments (b) availability of modeling infrastructure and kinetic and thermodynamic parameters.

**ORCID**
Debbie Zhuang [https://orcid.org/0000-0002-1855-3768](https://orcid.org/0000-0002-1855-3768)

**References**

1. A. Chakraborty, S. Kunikkuruvan, S. Kumar, B. Markovsky, D. Aurbach, M. Dixit, and D. T. Major, *Chemistry of Materials*, 32, 915 (2020).
2. M. S. Whittingham, *Chem. Rev.*, 104, 4271 (2004).
3. M. Kabir and D. E. Demirrocak, *International Journal of Energy Research*, 41, 1963 (2017).
4. M. Jiang, D. L. Danilov, R.-A. Eichel, and P. H. Notten, *Adv. Energy Mater.*, 11, 2103005 (2021).
5. T. Li, X.-Z. Yuan, L. Zhang, D. Song, K. Shi, and C. Bock, *Electrochemical Energy Reviews*, 3, 43 (2020).
6. H.-J. Noh, S. Youn, C. S. Youn, and Y.-K. Sun, *Journal of power sources*, 233, 121 (2013).
7. F. Lin, I. M. Markus, D. Nordlund, T.-C. Weng, M. D. Asta, H. L. Xin, and M. M. Doefl, *Nat. Commun.*, 5, 1–9 (2014).
8. P. Yan et al., *Nano Lett.*, 15, 514 (2015).
9. E. Trevisanello, R. Ruess, G. Conforto, F. H. Richter, and J. Janeck, *Adv. Energy Mater.*, 11, 2003005 (2021).
10. T. M. Heenan et al., *Adv. Energy Mater.*, 10, 2002655 (2020).
11. Y. Mao et al., *Adv. Funct. Mater.*, 29, 1900247 (2019).
12. M. Evertz, F. Horshemke, J. Kasnatscheew, M. Boerner, M. Winter, and S. Nowak, *Journal of Power Sources*, 329, 364 (2016).
13. J. Wandi, A. Freiberg, R. Thomas, Y. Golin, A. Siebel, R. Jung, H. A. Gasteiger, and M. Tromp, *Journal of Materials Chemistry A*, 4, 18300 (2016).
14. C. Zhan, T. Wu, J. Lu, and K. Amine, *Energy & Environmental Science*, 11, 243 (2018).
15. H. Zheng, Q. Sun, G. Liu, X. Song, and V. S. Battaglia, *Journal of Power Sources*, 207, 134 (2012).
16. J. P. Pender et al., *ACS Nano*, 14, 1243 (2020).
17. M. B. Pinson and M. Z. Bazant, *J. Electrochem. Soc.*, 160, A243 (2012).
18. P. M. Atia, S. Das, S. J. Harris, M. Z. Bazant, and W. C. Chueh, *J. Electrochem. Soc.*, 166, E97 (2019).
19. S. Das, P. M. Atia, W. C. Chueh, and M. Z. Bazant, *J. Electrochem. Soc.*, 166, E107 (2019).
20. L. von Kolzenberg, A. Latz, and B. Horstmann, *ChemSusChem*, 13, 3901 (2020).
21. T. Gao, Y. Han, D. Fraggedakis, S. Das, T. Zhou, C. N. Yeh, S. Xu, W. C. Chueh, J. Li, and M. Z. Bazant, *Joule*, 5, 393 (2021).
22. D. P. Finegan et al., *Energy & Environmental Science*, 13, 2570 (2020).
23. P. S. Sabet, A. J. Warnecke, F. Meier, H. Wüstenhagen, E. Martínez-Lazera, and D. U. Sauer, *Journal of Power Sources*, 449, 227369 (2020).
24. H. Maleki Kheimeh Sari and X. Li, *Adv. Energy Mater.*, 9, 1901597 (2019).
25. P. Yan, J. Zheng, J.-G. Zhang, and C. Wang, *Nano Lett.*, 17, 3946 (2017).
26. G. Qian et al., *ACS Energy Lett.*, 6, 687 (2021).
27. S. Lee and S. S. Park, *The Journal of Physical Chemistry C*, 116, 6484 (2012).
28. H. Das, A. Urban, W. Huang, and G. Ceder, *Chemistry of Materials*, 29, 7840 (2017).
29. P. Xiao, T. Shi, W. Huang, and G. Ceder, *ACS Energy Lett.*, 4, 811 (2019).
30. W. Li, J. Reimers, and J. Dahn, *Physical Review B*, 86, 3236 (1992).
31. G. Ceder and A. Van der Ven, *Electrochimica Acta*, 45, 131 (1999).
32. A. Rouquier, P. Graveure, and C. Delmas, *J. Electrochem. Soc.*, 143, 1186 (1996).
33. K. Marker, P. J. Reeves, C. Xu, K. J. Griffith, and C. P. Grey, *Chemistry of Materials*, 31, 2545 (2019).
34. S. Sallis et al., *Appl. Phys. Lett.*, 108, 263902 (2016).
35. C. Xu et al., *Nat. Mater.*, 20, 84 (2021).
36. M. Dixit, B. Markovsky, F. Schipper, D. Aurbach, and D. T. Major, *The Journal of Physical Chemistry C*, 121, 22628 (2017).
37. J. Zhu, S. Sharifi-Asli, J. C. Garcia, I. H. Iddir, J. R. Croy, R. Shahbabian-Yassar, and G. Chen, *ACS Appl. Energy Mater.*, 3, 4799 (2020).
38. D.-S. Ko, J.-H. Park, B. Y. Yu, D. Ahn, K. Kim, H. N. Han, W. S. Jeon, C. Jung, and A. Manthiram, *Adv. Energy Mater.*, 10, 2001035 (2020).
39. J. Lee, A. Urban, X. Li, D. Su, G. Hautier, and G. Ceder, *Science*, 343, 519 (2014).
40. Y. Koyama, Y. Makimura, I. Tanaka, H. Adachi, and T. Ohzuku, *J. Electrochem. Soc.*, 151, A1499 (2004).
41. Z. I. Schiffer and K. Manthiram, *Joule*, 1, 10 (2017).
42. T. Wang, K. Ren, W. Xiao, W. Dong, H. Qiao, A. Duan, H. Pan, Y. Yang, and H. Wang, *The Journal of Physical Chemistry C*, 124, 5600 (2020).
43. J. Chen and J. Graetz, *ACS Applied Materials & Interfaces*, 3, 1380 (2011).
