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Abstract—Small-sized unmanned surface vehicles (USV) are coastal water devices with a broad range of applications such as environmental control and surveillance. A crucial capability for autonomous operation is obstacle detection for timely reaction and collision avoidance, which has been recently explored in the context of camera-based visual scene interpretation. Owing to curated datasets, substantial advances in scene interpretation have been made in a related field of unmanned ground vehicles. However, the current maritime datasets do not adequately capture the complexity of real-world USV scenes and the evaluation protocols are not standardised, which makes cross-paper comparison of different methods difficult and hinders the progress.

To address these issues, we introduce a new obstacle detection benchmark MODS, which considers two major perception tasks: maritime object detection and the more general maritime obstacle segmentation. We present a new diverse maritime evaluation dataset containing approximately 81k stereo images synchronized with an on-board IMU, with over 60k objects annotated. We propose a new obstacle segmentation performance evaluation protocol that reflects the detection accuracy in a way meaningful for practical USV navigation. Nineteen recent state-of-the-art object detection and obstacle segmentation methods are evaluated using the proposed protocol, creating a benchmark to facilitate development of the field. The proposed dataset, as well as evaluation routines, are made publicly available at vicos.si/resources.

Index Terms—unmanned surface vehicle, obstacle detection, benchmark

I. INTRODUCTION

AUTONOMY is transforming most industries, and maritime robotics is no exception. In the last decade, the interest in autonomous unmanned surface vehicles (USV) has escalated. With 90% of goods moved across the world in vessels, autonomous boats and ships present a considerable market opportunity. Autonomous ships and ferries are expected to significantly reduce the environmental hazard and emissions and small-sized (∼2m) USVs are expected to contribute to green coastal communities. The small-sized USVs, in particular, present affordable devices for automated inspection of hazardous areas and periodic surveillance of coastal waters and have a strong potential for a wide-spread use.

Autonomous vehicles are complex machines, usually comprised of several interconnected modules: a sensing module with array of sensors (one or more cameras and possibly
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RADAR [1], LIDAR [2] or SONAR [3]), a perception module which evaluates and fuses sensor information [4], the path planning module [5] which relies on the output of the perception module, and finally, the control module, which controls the actuators according to the planned path [6].

Embodied in the perception module, a kingpin of the USV autonomy is the environment perception capability, which still lags far behind the control and hardware research [7], [8]. Safe navigation in dynamic environments such as coastal waters requires robust obstacle detection for timely reaction and collision avoidance. Perception, however, is limited by the physical constraints of small-sized USVs, which prohibits the use of heavy, power consuming sensors such as RADAR and LIDAR. Cameras as light-weight, low-power and information rich sensors have thus attracted considerable attention of the research community [9].

From the growing body of research in camera-based collision avoidance for USVs, two core perception problems emerged. The first problem, called maritime object detection, is used in setups in which one can reasonably assume that static obstacles such as piers and shore are known in advance and can be avoided by using GPS and shoreline maps. Thus only dynamic obstacles from known classes such as ships, boats, swimmers and buoys have to be detected to ensure safe navigation. This problem has been traditionally addressed by saliency-based region detectors [10], [11], [12], [13], [14], [15], stereo detectors [16], [17] and most recently the research has focused on specialized convolutional neural network (CNN) object detectors [18], [19], [20].

The second problem addresses situations in which shoreline maps do not exist, or are not sufficiently accurate for reliable
static obstacle detection. The problem is called obstacle segmentation, since the task here is to segment the entire input image into navigable and non-navigable surface, i.e., assign to each pixel a label indicating whether it belongs to an obstacle, water or sky. This problem is currently the dominant paradigm in camera-based unmanned ground vehicles (UGV) semantic scene understanding [21], [22], [23], [24], [25], [26], [27] and is gaining traction in the USV research as well [28], [29], [30], [31], [32]. In addition, multimodal deep-learning-based UGV methods have recently emerged that utilise information from various sensors (e.g., thermal cameras [33], depth-cameras [34], near-infrared cameras [35]) to improve the predicted segmentation accuracy. This trend, however, is still relatively new in the domain of USVs and only a couple of methods exploit it [16], [17], [36], [32].

Maritime object detection and obstacle segmentation for USVs have been the focus of many recent works. But the proposed methods are trained on different, often private, datasets using non-standardised performance evaluation measures. This makes objective cross-paper comparison of the different methods difficult and slows down the pace of advancements. In related fields such as UGV visual scene interpretation [37], [38], [39], multi-sensor UGV localization [40] and visual object tracking [41], [42], the progress has been driven by carefully curated benchmarks and challenges on which best practices and perception algorithm designs can be evaluated under a common setup. Attempts have been recently made in this direction in USV literature [7], [29], [19], [43], but a comprehensive USV-specific benchmark with sufficiently large and diverse evaluation dataset and protocols is still missing.

To address the above issues, we propose a large unified benchmark – MODS – designed for evaluation of classical object detection methods as well as segmentation-based obstacle detection methods. We make the following three contributions: (i) a new carefully annotated IMU-synchronized stereo RGB dataset captured under various weather conditions in which the USV is expected to operate, (ii) an obstacle segmentation performance evaluation protocol and (iii) performance evaluation of popular obstacle detection approaches. The presented dataset is the largest of its kind, amounting to over 80k frames with over 60k dynamic obstacles annotated by bounding boxes and static obstacles such as shores and piers annotated by water-obstacle boundaries. Curated training datasets for learning-based object detection and obstacle segmentation methods are specified as well. The proposed obstacle segmentation performance evaluation protocol is implemented in Python and it measures the detection accuracy meaningful for practical USV navigation. A comprehensive set of popular state-of-the-art approaches for USV maritime object detection and obstacle segmentation are benchmarked using the new protocol and the dataset. The datasets and routines implementing the evaluation protocols are publicly available to push towards standardised performance evaluation in camera-based USV obstacle detection methods, facilitate cross-paper results comparison and accelerate future research in this growing field.

The remainder of the paper is structured as follows. Section II overviews the state of USV obstacle detection and related works in benchmarking. Section III describes the dataset acquisition and annotation, and the proposed performance evaluation protocols are described in Section V. The new benchmark is reported in Section VI and conclusions are drawn in Section VII.

II. RELATED WORK

In the following we first briefly overview the main historical development of maritime object detection and obstacle segmentation methods (Section II-A) and then focus on related maritime datasets proposed for evaluation and training of these algorithms (Section II-B).

A. Maritime detection and segmentation

Several works, [11], [10], [12], [13], [14], consider maritime object detection as a saliency estimation problem. These methods assume the objects are well-distinguishable from their immediate background. This assumption is violated in many situations like in presence of fog and glitter and for objects that are visually similar to water, leading to failure. Classical background subtraction methods are also not suitable for USVs since the undulating sea continuously rocks the USV and violates the static camera assumption, which causes a high false positive rate [7], [44]. More advanced foreground extraction methods based on deep learning (e.g. [15]) address this drawback, however, they still tend to fail in the presence of visual ambiguities.

Wang et al. [16] proposed a stereo obstacle detection method to reduce the visual ambiguity by fitting a 3D plane to the estimated depth map and detecting obstacles as entities protruding the plane. The method detects the obstacles at close range, but fails at long range or on obstacles that do not significantly protrude the water surface (i.e., flat floating debris and swimmers). Another drawback is that stereo systems fail in calm waters. Muhović et al. [17] addressed this drawback by using an on-board IMU to correctly approximate the water surface even in the state of a calm sea.

Deep convolutional neural networks (CNNs) enable extraction of rich visual features and are thus gaining popularity in maritime perception methods. Several works [18], [19], [20] applied general-purpose detection CNNs [45], [46] to the aquatic domain to detect and classify different types of ships. [47] extended Faster R-CNN classifier with ResNet backbone and added trainable weight parameters to skip connections in DenseNet block [48]. Although these methods achieve state-of-the-art classification results, they are unable to detect static obstacles like piers and even general dynamic objects (such as debris) which were not included in the training phase.

Detection of general static and dynamic obstacles is principally addressed by segmentation-based methods. Kristan et al. [28] proposed a hand-crafted semantic segmentation method based on fitting a statistical structured model to the image. Their method was recently extended by [36], [49] with IMU and a stereo-camera system fusion. Information from additional sensors contributed to a better water-edge estimation as well as reduced number of false positive detections caused by sun-glitter. These approaches rely on simple visual features
incapable to robustly cope with a diverse aquatic environment, thus leading to poor segmentation, particularly in presence of mirroring and glitter.

Segmentation-based CNNs, on the other hand, substantially increase the detection robustness. Recent works from [49] and [29] report that general-purpose CNN segmentation architectures outperform maritime hand-crafted segmentation methods, but still perform poorly on mirroring and segmentation of small obstacles. Kim et al. [30] applied skip-connections and whitening layer to E-Net [21] to improve small obstacle detection. Steccanella et al. [31] proposed replacing traditional convolutional layers in U-Net [50] with depth-wise convolutions to improve water segmentation. Alternatively, [32] proposed a non-symmetric encoder-decoder network with a ResNet101 [51] backbone that improves the overall segmentation accuracy by visual and inertial information fusion. Deep learning based methods, are, like in related domain of autonomous cars, becoming the dominant paradigm in maritime object and obstacle detection.

B. Maritime visual perception datasets

Several datasets have been proposed to evaluate various algorithms for maritime surveillance and robotic navigation. Fefilatyev et al. [52] proposed a dataset with ten sequences recorded on the same day from a bouy looking at the open sea. The dataset is used for horizon detection evaluation and does not contain obstacles. The sequences were recorded in the same scene on the same day, which limits their visual diversity. Bloisi et al. [53] proposed ten sequences for maritime object tracking. Visual diversity is increased by recording at different times of the day and several dynamic obstacles such as ships, boats and jet-skies are annotated. However, since all obstacles are dark on a very bright water, they pose little challenge for obstacle detection. Marques et al. [54] and Ribeiro et al. [55] recorded two visually diverse datasets for maritime airborne-based detection. The dataset is designed for drone applications and it does not feature vantage point observed in autonomous boats.

Patino et al. [56] presented a dataset with 14 multi-sensor sequences used for obstacle detection, tracking and threat recognition evaluation. The dataset contains annotations for horizon and dynamic obstacles, but does not contain small-sized obstacles like bouys. Kristan et al. [28] introduced a maritime obstacle detection dataset with 12 diverse sequences captured from a USV, which was later extended by Bovcon et al. [36] with 28 stereo camera sequences synchronized with an IMU. Both datasets were recorded in the same port and contain annotations for horizon, water-edge and large as well as small dynamic obstacles. Visual diversity was maintained by recording under different weather conditions.

Prasad et al. [57] proposed a large maritime surveillance dataset containing 51 RGB and 30 NIR sequences recorded at different times of the day and under different weather conditions. Most of the sequences are recorded from a fixed on-shore point, while some are captured from a ship with much higher vantage point than in robotic boats. Since it was designed primarily for surveillance, the scenes are very static with little motion. The dynamic obstacles and horizon are well annotated and recently [19] provided coarse instance segmentation labels calculated by a color-based semi-automatic method.

Gundogdu et al. [58] proposed a dataset with 400k patches for vessel classification task, but the dataset cannot be used for detector evaluation since the vessel locations are not annotated. Soloviev et al. [59] recently proposed a dataset of ~2k images. The dataset is designed for evaluation of pre-trained vessel detectors, thus static obstacles like shore and dynamic obstacles such as bouys are not annotated.

Most of the datasets have been proposed for evaluation of object detectors and only few were designed for training segmentation methods. Steccanella et al. [31] proposed per-pixel annotated dataset of 191 images recorded on seven separate occasions on a lake for training and testing deep segmentation methods. The dataset contains two semantic labels, i.e., water and non-water. The visual diversity is limited, the test set is not well separated from the training set and since the labels do not distinguish between sky and obstacles, only water segmentation quality can be evaluated. Currently the largest and most detailed dataset for training deep maritime segmentation networks was proposed by [43]. The dataset was recorded during different times of the day and under various weather conditions over a span of two years and contains ~1300 images with per-pixel labels for water, sky and obstacles.

The work reported in this paper complements the existing works [28], [56], [57], [36], [43], [31] by proposing a carefully annotated evaluation dataset, which is order of magnitude larger than the existing datasets (it consists of more than 80k stereo images, while the second largest publicly available dataset, SMD [57], has only 31k images), with highly diverse obstacles (more than 60k annotated objects) recorded under realistic surveillance conditions at various locations. Evaluation protocols and training datasets are developed as well to promote standardised and objective comparison of maritime object detectors as well as segmentation-based obstacle detectors. A wide range of state-of-the-art obstacle segmentation and object detection methods is evaluated, creating the most thoroughly constructed benchmark in the USV object and obstacle detection with a publicly available toolkit to date 1. Note that, compared to related benchmarks [36], [32], [17], [31], [29], the most recent state-of-the-art obstacle detection methods achieve a significantly poorer performance on our benchmark, which also makes it currently the most challenging benchmark.

III. DATASET ACQUISITION HARDWARE

To reflect the realism of the USV environment encountered on an average mission, the dataset for our new benchmark was captured by a real small-sized USV, shown in Figure 2. The USV uses a steerable thrust propeller for guidance, and can reach the maximum velocity of 2.5m/s. It is equipped with LIDAR, compass, GPS, IMU unit, two side cameras

1 The evaluation routines and the datasets are available at \texttt{vicos.si/resources},
and a main stereo camera system Vrmagic VRmMFC, which comprise of two Vrmagic VRmS-14/C-COB CCD sensors with baseline 0.3m Thorlabs MVL4WA lens with 3.5mm focal length, maximum aperture of f/1.4, and a 132.1° FOV.

The stereo system, shown in Figure 2 right, is mounted approximately 0.7m above the water surface, faces forward and is z-axis aligned with the IMU. Cameras are connected to the on-board computer through USB-2.0 bus which restricts the data flow to 10 frames per second at resolution 1,278 × 958 pixels. The aperture of cameras is automatically adjusted according to the lighting conditions, preventing underexposure and occurrence of indistinguishable dark areas in shades. The IMU is calibrated with the stereo system using IMU-camera calibration toolbox [36].

IV. DATASET CONSTRUCTION

Our primary goal was to construct a comprehensive dataset for evaluating the two classes of detection problems in USVs. On the other hand, many modern maritime object and obstacle segmentation methods rely on pre-trained deep learning backbones, which might require fine-tuning on maritime perception tasks. As a compromise, we thus dedicated most of our resources to acquisition and careful annotation of the evaluation dataset (Section IV-A) and created training datasets by collecting and consolidating existing maritime datasets (Section IV-C). This also ensured a reduced evaluation bias, since the CNNs would not overfit to the characteristics of the evaluation set.

A. Evaluation dataset acquisition

A large corpus of initial sequences was acquired during eight voyages with our USV (Section III) over a span of seven months in the years 2018-2019. The sequences were captured in two geographically disjoint areas of Slovenian coastal waters (port of Koper and Strunjan – see Figure 2) to diversify the obstacles and environment appearance. To further diversify the dataset and capture the realism of USV missions, the voyages were planned at different times of the day and under different weather conditions. An expert manually piloted the USV and included realistic navigation scenarios with dangerous situations in which the boat is heading straight towards an obstacle or passing it by in a close range.

Approximately forty-eight hours of footage with on-board synchronized sensors (in particular, stereo cameras, IMU, compass and GPS) was captured under the described protocol. The recordings were cut into sequences with interesting navigation scenarios and out of these, 94 sequences, jointly containing 80,828 images were selected. In the sequence selection, care was taken to include many diverse obstacle interactions as well as phenomenons challenging for visual recognition such as prominent sun-glitter, distinct sea-foam and driving through dense shellfish farms and floating debris. Examples are shown in Figure 3.

B. Evaluation dataset annotation protocol

To reduce the annotation burden, while maintaining the dataset diversity, only every 10-th frame was annotated (i.e., once per second). The annotation task involved placing a tight bounding box over each dynamic obstacle and assign it a high-level label: vessel, person or other. The Modd protocol from [28], [36] was followed for static obstacles annotation by drawing a polygon over their lower edge, where the obstacle touches the water (i.e., the water-obstacle edge). This type of annotation was chosen since the obstacle-water edge denotes the most informative part used for practical robotic navigation. For example, inaccurate segmentation of the upper part of a pier does not affect navigation, however incorrect segmentation of the part touching the water can lead to collision. Annotation examples are shown in Figure 1.

The dataset was annotated in two stages. The first stage involved crowd-sourcing and in the second stage experts adjusted the annotations to guarantee high-quality results (see Figure 1). The two stages are described in the following.

1) Stage 1: Crowd-sourced annotations: The Clickworker 2 platform was used to recruit and organize the annotations, while the annotation server was setup as an Amazon

2 https://www.clickworker.com/
AWS instance. At this stage the task was to annotate the bounding boxes over dynamic obstacles and draw polygons over the obstacle-water edges. We modified the VGG Image Annotator (VIA) v2.0.6 from [60], [61] for this purpose.

The work was split into tasks and presented to annotators through a web interface (Figure 4). Each task involved annotation of 10 images, which became available only after the annotator read multiple pages of instructions with annotation illustrations. Each instruction page was followed by a short quiz to verify annotator’s understanding of the task. After successful completion of instructions, a fixed password was provided to the recruits, so they could skip the quiz in future recruitment for the same task.

The tasks were subject to two time constraints to ensure annotation quality and consistency. If an annotator finished the annotation of one image in under 60 seconds, they could not proceed to the next image before time has passed. This discouraged the annotators trying to hoard poorly executed jobs. After the batch was annotated, the system generated a unique batch code that the annotator used in the Clickworker recruitment systems to receive payment. Another time constraint was set at 3 days, during which all batches had to be finished to ensure a focused job completion, as payment codes were invalidated after that. The following steps were taken to maximize the annotation quality:

- **Annotation pipeline validation.** The annotation tools and instructions were validated by assigning 100 batches of images to 100 recruits. After examining the annotation quality and average times spent on a batch, the batch fee was adjusted and additional instructions page was added to clarify the annotation requirements.

- **Annotator screening.** Three crowd-sourcing jobs, each containing 200 batches assigned to 200 annotators, were executed, which gave us results for 600 prospective annotators. A subset of 101 sufficiently skilled annotators was identified by careful inspection of the obtained annotations. These annotators were chosen for the final crowd-sourced annotation.

- **Annotation.** In consecutive 16 jobs, 50 batches of images were assigned to the skilled 101 annotators. Timed-out annotation batches were re-assigned in the subsequent jobs until all annotations were completed.

2) **Stage 2: Annotation refinement.** All crowd-sourced annotations were re-examined and corrected by experienced researchers with background in maritime computer vision. A Matlab tool was designed for this stage to allow easy manipulation of the existing annotations, addition of categorical labels (vessel, person, other) to the dynamic obstacles and cross-frame label propagation. The final annotations were screened by another expert to ensure labeling consistency. This amounted to 63,579 dynamic object annotations (the proportions of high-level annotated labels is visualized in Figure 5 right) and 10,706 obstacle-water edge annotations which appeared in 99.3% of frames. A distribution of object sizes is shown in Figure 6, while Figure 7 visualizes locations frequency in the images.

Note that some images contain extremely dense object distribution and are very difficult to annotate with a high degree of accuracy (see, e.g., the shellfish farm in Figure 3). A similar problem has been encountered in other benchmarks like COCO [62] and most recently in LVIS [63]. To keep the annotation burden manageable, we followed the approach from LVIS [63] and assigned a global label to each image indicating whether all objects have been labelled. This label is then used in a federated evaluation protocol in Section V-A to ensure a fair use of the images with incomplete/ambiguous annotations. In some rare cases objects, like diagonally-placed mooring ropes, are poorly approximated by bounding boxes. We thus extend the LVIS approach and introduce *ignore regions*, within which the performance is not evaluated.

C. **Training datasets**

The object detection and obstacle segmentation training datasets were collected and curated from the existing publicly available maritime datasets. Trainable object detection methods require images with annotated dynamic obstacles. We
thus merged the MODD1 [28], MODD2 [36] and SMD [57] datasets (shown in Figure 8) into a single MODS training dataset. The MODD1 and MODD2 are our previous USV datasets collected by the same USV as in this paper, with a slightly different acquisition hardware. The SMD dataset was added since it contains a very large collection of maritime objects recorded from shore and from a ship. All collected images were screened and images without obstacles were excluded unless they contained glitter (for hard negative mining). In addition, all images with ambiguous annotations were removed (e.g., clusters of heavily overlapping ships in marina). The annotations in the remaining images were consolidated by assigning categorical labels, manually correcting existing bounding boxes and adding missing annotations. The object detection training dataset thus contained 24,090 images and 145,334 annotated objects.

Training of deep obstacle segmentation methods requires per-pixel labelled maritime images. We use the most recent MaSTr1325 dataset [43], which is currently the largest maritime dataset designed specifically for training deep semantic segmentation models. The dataset has been captured by the same USV as in our evaluation dataset acquisition, albeit not in the same time period, and contains 1,325 manually per-pixel segmented images with three semantic labels: water, obstacle and sky.

Bovcon et al. [43] also propose dataset augmentation routines to improve generalization of the trained methods. Apart from the standard augmentation procedures, such as vertical mirroring and central rotation of \( \pm \{5, 15\} \) degrees, they propose using color transfer by the following procedure. In this protocol, seven images are selected from the target domain (i.e., images recorded with the same equipment as the test dataset) and the color scheme is transferred from each image to all 1,325 reference training images. This procedure, combined with geometric augmentation, produces 158,555 training images in the augmented dataset. We use similar routines in training the segmentation models in MODS.

V. PERFORMANCE MEASURES

A. Object detection by bounding boxes

We follow the standard COCO/LVIS object detection evaluation protocol from [62], [63], which is based on the Jaccard index, i.e., an intersection-over-union (IoU) between ground truth and detected bounding boxes. A detection counts as a true positive (TP) if its respective IoU exceeds a predefined threshold, otherwise it is counted as a false positive (FP). Because the precise localization of waterborne obstacles is difficult, especially if the objects are small, we use IoU=0.3 for the detection threshold. Precision and recall are calculated over all the images in the dataset and the F1 score is reported as the primary performance measure.

In order to focus only on the dynamic obstacles and avoid detections of people and boats on land, we use the water edge annotations to exclude detections above the water edge, unless there exists an overlap with a ground truth annotation. Thus, a detector not reporting objects above the water edge does not count as a false negative. As per the LVIS protocol [63], false positives are not counted in the images that are labelled as not exhaustively annotated.

B. Obstacle detection by segmentation

Segmentation methods for obstacle detection provide per-pixel labels of semantic components (water, sky, obstacles). Classical methods for segmentation evaluation, such as mean per-pixel Jaccard index [64], [38], do not directly reflect the accuracy meaningful for USV navigation. For example, a small patch of incorrectly segmented water pixels in the USV path should directly affect the control, while an even larger amount of incorrectly segmented pixels on top of a partially well-segmented large boat should not.

We thus follow the approach of [28], [43], and evaluate separately the accuracy of obstacle-water edge estimation on static obstacles and the true-positive/false-positive measures for dynamic obstacles. Obstacle-water edge detection is analyzed in terms of localization accuracy (\( \mu_A \)) and detection robustness (\( \mu_R \)). The obstacle-water edge localization accuracy is defined as the square root of the average squared distance between the ground truth water edge and the per-pixel vertical nearest water edge in the segmentation mask. The obstacle-water edge detection robustness is defined as the percentage of correctly detected water edge pixels. A water-edge pixel is considered correctly detected if the vertical distance to the ground truth is below \( \Theta_w = 20\)px.

The dynamic obstacles detection accuracy is computed on a binary obstacle image in which obstacle pixels are set to
1 and others to 0. Care has to be taken in computation of meaningful detection accuracy since multiple objects may be fused together by the segmentation mask. Furthermore, a moderate over-segmentation should not be penalized since it will not detrimentally affect the USV navigation.

First the true positives (TP) and false negatives (FN) are computed. A ground truth bounding box counts as a true positive if the box region contains enough pixels assigned to the obstacles in the binary obstacle mask. Otherwise, the bounding box is classified as a false negative. We have observed that relatively small, approximately 250 pixels large, objects are well approximated by a bounding box – i.e., only a fraction of pixels within the bounding box correspond to the background. But this is often not the case for larger objects in our dataset. For example, on a non-convex object, such as in Figure 9, a very large portion of pixels within the ground truth bounding-box actually correspond to the background. Thus a perfect segmentation of the object might result in a false-negative detection if requiring a high overlap threshold between the segmentation mask and the bounding box. We address this problem by introducing object-specific overlap thresholds in our dataset. For each object ground truth bounding box, we automatically determined the approximate number of pixels that correspond to the background by running an automatic segmentation algorithm DEXTR [65] on each bounding box. Thus, for the objects larger than 250 pixels, the object-specific detection threshold is calculated as \( \Theta = 0.5 \frac{S_B}{S_D} \), where \( S_B \) is the area of the ground truth bounding box and \( S_D \) is the number of object pixels within the bounding box estimated by DEXTR. For objects smaller or equal to 250, a fixed threshold \( \Theta = 0.5 \) is used.

False positives (FP) are computed next. To prevent counting false positives on slight over-segmentations of the water edge, each ground truth water edge segment is extended horizontally at both ends by \( \alpha = 1\% \) of image width and for each pixel, the edge location is vertically aligned with the lowest edge of the connected component the segment passes through. All pixels above the adjusted obstacle water edge are removed from the binary image and connected components are re-computed.

In some cases, several near-by detections may be merged into a single segmentation component. To ensure that a component cannot be counted as a FN due to insufficient overlap with a ground truth bounding box and then counted as a FP in the subsequent verification, the following test is performed. If a component does not contain any assignments, it counts as a FP.

For each of the remaining components we compute the effective number of meaningful false-positives potentially merged with the detected TPs as follows. The width of the ground truth TPs assigned to the component are subtracted from the component width and the remaining value is divided by the width of the largest assigned TP scaled by a small factor \( \alpha_{sc} = 1.1 \). The small scaling factor is used to prevent penalizing slight over-segmentations. The obtained value rounded down to the closest integer is the effective number of FPs associated with the component. Note that, like in object detection measures, the FPs are computed only on images labelled as fully annotated.

Finally, the obstacle detection accuracy is expressed by the precision \( (Pr = \frac{TP}{TP + FP}) \), recall \( (Re = \frac{TP}{TP + FN}) \) and their harmonic mean, i.e., \( F1 = \frac{2\cdot Pr \cdot Re}{Pr + Re} \). Additionally, we report the average number of true positive (TPr) and false positive (FPr) detections per one hundred images to provide a better insight into the quantity of triggered detections.

C. Danger zone

The danger that obstacles pose to the USV depends on their distance. Obstacles located in close proximity are more hazardous than distant ones. To address this, [43] defined a danger zone as a radial area, centered at the location of the USV. The radius is chosen in such a way, that the farthest point of the area is reachable within ten seconds when travelling continuously with an average speed of 1.5m/s. Following [43] we thus estimate the danger zone in each image (see Figure 10) from the camera-IMU geometry and report the performance both on the whole image as well as constrained only to the danger zone.

VI. THE BENCHMARK

In the following we evaluate the performance of state-of-the-art object detection methods (Section VI-A1) and obstacle segmentation methods (Section VI-B1) on MODS. All experiments in this section were run on a desktop computer with Intel Core i7-7700 3.6GHz CPU and Nvidia RTX2080 Ti GPU with 11GB GRAM.
A. Maritime object detection evaluation

Several state-of-the-art general object detection methods fine-tuned to the maritime domain were considered in our experiments. MaskRCNN [46] was selected because of its good performance and widespread use in different object detection tasks. The fourth iteration of the Yolo object detector was selected because of its single shot properties and great speed [66]. A recent FCOS [67] was selected because of its reported state-of-the-art results and its anchor-less approach. In addition, SSD [68] was selected in order to test the quality of detection on smaller images and to evaluate whether fast detectors could be used for real-time obstacle detection. Table I shows the number of parameters of each architecture as well as their per-frame inference speed.

We used a Keras implementation of MaskRCNN and a PyTorch implementation of FCOS and SSD. For training Yolov4 we used the Darknet framework. All architectures used were pre-trained on ImageNet, then fine-tuned using the obstacle detection training dataset from Section IV-C to predict the three semantic classes: vessel, person and other.

1) Results: The performance of each object detector was evaluated on the MODS evaluation dataset from Section IV. The methods were evaluated under three evaluation setups described in the following.

Setup1 is the standard object detection evaluation protocols, with the exception of only using part of the image where the obstacles can appear as discussed in Section V-A.

Setup2 follows Setup1, except that object class information is ignored to evaluate dynamic obstacle detection performance, which does not require class identification, and is crucial for path planning and collision avoidance.

Setup3 follows Setup2, but analyzes the performance only within the USV danger zone (Section V-C). This setup analyzes detection capability important for avoiding obstacles that pose immediate collision threat to the USV.

For each of the experiments, we report the overall F1 score for all annotations and F1 score for each of the size categories of the COCO evaluation protocol (small, medium and large) in order to further show the strengths and weaknesses of the evaluated detectors. The results are reported in Table II and Figure 12.

Overall, the MODS images pose a significant challenge to the standard object detectors. While the precision is overall good, small objects are frequently missed. This is especially obvious when looking at Setup3 scores, which lie around 0.95, while the mean scores of Setup1 and Setup2 are significantly lower at 0.08 and 0.12 respectively. Compared to the detection results on COCO dataset, on which state-of-the-art detectors obtain approximately 0.65 F1 score, the scores on MODS are quite low. This can be likely attributed to the specific domain with many small objects at large distances that are difficult to discriminate from waves, foam and reflections, and are also quite difficult to classify correctly.

MaskRCNN usually performs the best in Setup1 and Setup2 (see examples in Figure 11), except for large objects in Setup1, where it is outperformed by YOLOv4. While all detectors perform comparatively on Setup3, a large variance in scores can be seen for Setup1 and Setup2. Specifically for small objects, MaskRCNN outperforms the other detectors by a large margin (about twice better that the second highest performing FCOS). It can also be observed that determining the correct class is quite difficult at all scales since the score difference between Setup1 and Setup2 is quite significant. SSD mostly performed the worst, but given the relatively small number of parameters that can be expected. However, on Setup3 it performs competitively to the other methods. FCOS performed the best at all scales in Setup4, despite being suboptimal in other experiments and scales.

In conclusion, all the evaluated detectors can be reliably used for detection of large obstacles within the USV danger zone. Detecting and classifying small objects at large distances, however, remains an open problem and further research is required to improve detection methods and adapt their architectures to the maritime domain.

B. Obstacle segmentation evaluation

We evaluated sixteen recent state-of-the-art methods with reported excellent performance in various scene perception domains. Two methods, i.e., DeFP [17] and ISSM [36] are handcrafted approaches based on traditional computer vision techniques. These two were selected since they are the most recent among state-of-the-art handcrafted maritime obstacle segmentation methods. All fourteen remaining methods are based on deep learning. PSPNet [23], SegNet [22], RefineNet [24], DeepLabv3+ [26] and BiSeNet [25] were chosen for their reported state-of-the-art performance on autonomous car scene segmentation and general-purpose segmentation tasks. MaskRCNN [46] and Panoptic DeepLab (DeepLabv3+) [69] were chosen as representatives of emerging panoptic methods that simultaneously perform object detection and instance segmentation. FuseNet [70] was chosen as a multimodal deep learning method that jointly considers depth and visual data for the segmentation prediction. ENet [21], fully convolutional DenseNet56 [71] (denoted as FCDeNet56), fully convolutional DenseNet103 [71] (denoted as FCDeNet103), MobileUNet [72], were selected as lightweight state-of-the-art methods that allow potentially fast processing. The last

| Architecture     | $N_{\text{param}}$ | $\Delta t$ [ms] |
|------------------|--------------------|-----------------|
| SSD [68]         | 24M                | 19.7            |
| Fcos [67]        | 50M                | 69.3            |
| Yolov4 [66]      | 61M                | 40.6            |
| MaskRCNN [46]    | 63M                | 109.7           |

**TABLE I** The number of trainable parameters ($N_{\text{param}}$) in the tested deep object detection methods and their per-frame processing time.

| Setup | MaskRCNN | FCOS | YOLOv4 | SSD |
|-------|----------|------|--------|-----|
| Setup1 | 0.125    | 0.07 | 0.08   | 0.065 |
| Setup2 | 0.178    | 0.138| 0.113  | 0.094 |
| Setup3 | 0.953    | 0.969| 0.958  | 0.933 |

**TABLE II** F1 scores for experiments Setup1, Setup2 and Setup3 for all the evaluated object detectors.
two networks, IntCatchAI [31] and WaSR [32] are the most recent segmentation networks designed specifically for maritime environment with reportedly high obstacle detection performance.

All tested networks were adjusted to output three semantic categories (sky, water, obstacle) at each pixel. The networks backbones were initialized by pre-trained values (obtained from the published implementations). In some networks the last layer was modified to match the required three outputs. In these, the modified layer was initialized by the Xavier method [73]. All deep segmentation networks were implemented in Tensorflow and trained for 10 epochs with early-stopping enabled. We used the RMSProp optimizer [74] with a momentum 0.9, initial learning rate $10^{-5}$ and standard polynomial reduction decay of 0.9.

### Table III

| Architecture          | $N_{\text{param}}$ | $\Delta t$ [ms] |
|-----------------------|--------------------|-----------------|
| ENet [21]             | 0.4M               | 17.1            |
| FCDeNet56 [71]        | 1.4M               | 51.2            |
| IntCatchAI [31]       | 1.9M               | 7.1             |
| MobileUNet [72]       | 8.9M               | 31.2            |
| FCDeNet103 [71]       | 9.3M               | 80.4            |
| SegNet [22]           | 35.0M              | 33.5            |
| FuseNet [70]          | 44.2M              | 75.1            |
| DeepLab$_{pan}$ [69]  | 46.7M              | 120.6           |
| BiSeNet [25]          | 47.5M              | 17.7            |
| DeepLab3+ [26]        | 48.0M              | 12.6            |
| PSPNet [23]           | 56.0M              | 22.2            |
| WaSR [32]             | 84.6M              | 63.9            |
| RefineNet [24]        | 85.7M              | 38.5            |

1) Results: The first experiment evaluated the impact of color augmentation approach on the network performance. Following [43], we applied geometric augmentation and color transfer technique described in Section IV-C to augment and adapt the MaSTr1325 training set to our target domain – we denote this technique as $A_{\text{GC}}$. Figure 13 shows the seven reference images from the target domain used in the color transfer. To evaluate the impact of the dataset augmentation on the tested methods, we include two additional augmentation variations. The first variation, $A_{G}$, is the same as $A_{\text{GC}}$, except without color transfer, while the second variation $A_{\text{GC2}}$ applies color transfer using an average of the seven images as the reference (see Figure 13).
The results for the different augmentation methods are summarized in Table IV. Note, that the hand-crafted obstacle detection methods (ISSM and DeFP) were excluded from this experiment, considering they do not undergo the training procedure. The results indicate, that shallow networks with few parameters (MobileUNet, IntCatchAI) tend to perform better when trained with the \( A_{GC} \) augmentation technique. On the other hand, the deeper networks apparently over-fit to the additional color-augmented images and the performance deteriorates compared to the variants trained with the \( A_G \) and \( A_{GC_2} \) augmentation techniques. DeepLab\(_{pan} \) and RefineNet, trained with the \( A_{GC_2} \) augmentation technique, achieve the overall best results, based on F1 measure. However, a large majority of networks, RefineNet and DeepLab\(_{pan} \) included, perform best within the danger zone when trained with \( A_G \). Since this is the most crucial region for safe navigation, we use the \( A_G \) augmentation technique in the following experiments.

Additional insights are shed by the obstacle-water edge estimation for static obstacles and the obstacle-detection metrics, more precisely precision and recall combined with true-positive-rate and false-positive-rate, for dynamic obstacles, shown in Table V. The hand-crafted DeFP method was excluded from the water-edge estimation experiment, due to the limitations of the stereo camera system arising from the provided baseline distance. Similarly, the MaskRCNN method was also excluded from this experiment as it is unable to produce semantic segmentation prediction for arbitrary obstacles, such as land or piers. The ISSM method is capable of detecting the obstacle-water edge, but this is often undershoot, which in turn leads to poor overall assessment and very limited navigable area. The overall obstacle-water edge localization accuracy is best for BiSeNet, DeepLab\(_{pan} \), RefineNet, FCDeNet103. Among these, FCDeNet103 and RefineNet tend to more often undershoot the water-edge. Undershooting the obstacle-water edge affects the usability of the USV as it conservatively limits the navigable area, however, overshooting the obstacle-water edge leads to dangerous situations, where the USV may collide with static obstacles. On average, segmentation methods tend to overshoot the obstacle-water edge, which happens 90.5% of the time when the observed edge is falsely estimated. Although WaSR utilizes an additional IMU data for the water-edge refinement, its obstacle-water edge estimation accuracy is lower than some of the other deep learning methods that do not use such information. Figure 14 shows that the error is dominated by sequences 2 and 3. Detailed inspection showed that these scenes contain a narrow band of swimming area close to shore, delimited by a floating barrier. This band of water is incorrectly segmented as an obstacle and the water edge is undershot. Another set of error spikes in water-obstacle edge localization accuracy, which are common to all methods, appears in sequences 21, 66, 70 and 81. In sequence 21 all observed methods undershoot the obstacle-water edge at the near-by slipway as illustrated in third row of Figure 15. In sequences 66, 70 and 81 all observed methods fail to segment a large part of distant land, surrounded by fog, as an obstacle (Figure 15 first row), leading to an increase in obstacle-water edge localization error. BiSeNet and RefineNet achieve the best water-obstacle edge detection robustness (97.6%), tightly followed by DeepLab\(_{pan} \), FCDeNet103, WaSR and DeepLab3+ with 97.5%, 97.4%, 97.1%, and 97.0% detection rates, respectively.

The handcrafted DeFP method triggers very few detections. Since its range is limited by the stereo camera system, obstacles in distance remain undetected. Similarly, floating obstacles that do not protrude through the water surface go undetected. Consequently, both precision and recall scores are very low compared to other networks. On the other hand, the handcrafted ISSM method is very sensitive and triggers many detections. In addition to a large number of TPs, it also triggers a significant amount of FPs, which is apparent from a high recall score and poor precision. Nevertheless it still surpasses light-weight deep segmentation networks like IntCatchAI in terms of F1 score. Among deep segmentation methods, the ENet method is the most sensitive, triggering the most TPs and a large amount of FPs, both contributing to an excellent recall score and a poor precision. An abundant number of detections, combined with a conservative obstacle-water edge estimation would contribute to numerous false-positives.

Table IV

**Table IV** F1 measures (average and within danger zone) for the proposed three variations of the training set augmentation. The row shading indicates groups of methods with similar architecture.

| Architecture | \( A_G \) | \( A_{GC} \) | \( A_{GC_2} \) |
|--------------|----------|-------------|-------------|
| ENet         | 73.8 / 29.1 | 69.4 / 23.6 | 80.3 / 60.0 |
| MobileUNet   | 81.6 / 55.4 | 83.9 / 58.8 | 81.2 / 47.2 |
| IntCatchAI   | 57.7 / 17.3 | 76.8 / 49.4 | 63.2 / 15.1 |
| FCDeNet56    | 84.7 / 70.2 | 81.3 / 51.6 | 83.9 / 53.4 |
| FCDeNet103   | 82.7 / 66.3 | 86.5 / 68.4 | 86.9 / 68.7 |
| FuseNet      | 77.8 / 52.8 | 82.7 / 49.5 | 80.7 / 46.5 |
| PSPNet       | 78.9 / 37.9 | 83.7 / 47.9 | 79.3 / 35.1 |
| SegNet       | 83.8 / 55.2 | 87.6 / 76.3 | 88.3 / 79.2 |
| DeepLab3+    | 85.9 / 59.9 | 80.7 / 60.9 | 87.0 / 74.2 |
| DeepLab\(_{pan} \) | 91.2 / 79.4 | 90.2 / 70.0 | 92.7 / 63.6 |
| BiSeNet      | 90.3 / 83.7 | 86.1 / 63.3 | 88.8 / 76.4 |
| RefineNet    | 91.0 / 79.2 | 81.7 / 68.4 | 92.8 / 74.3 |
| WaSR         | 91.4 / 88.0 | 85.3 / 67.9 | 90.2 / 86.0 |

Figure 13 Seven representative images used in color-transfer technique and their mean image.
Performance of obstacle segmentation methods in terms of water-edge localization accuracy $\mu_\Lambda$ and detection robustness $\mu_R$ with the percentage of correctly detected water-edge pixels in parentheses, the average number of true positive (TPr) and false positive (FPr) detections per one hundred images. We additionally report precision (Pr), recall (Re) and F1 scores in percentages. The rows shading indicates groups of methods with similar architecture.

| Architecture       | $\mu_\Lambda$ [px] ($\mu_R$) | Pr  | Re  | TPr | FPr | F1  |
|--------------------|-------------------------------|-----|-----|-----|-----|-----|
| ISSM               | 181 (68.3)                    | 55.3| 85.1| 55.3| 44.6| 67.1|
| DeFP               | /                             | 33.8| 2.7 | 1.8 | 3.4 | 5.0 |
| MaskRCNN           | /                             | 93.1| 41.7| 27.1| 2.0 | 57.6|
| ENet               | 78 (85.9)                     | 59.8| 96.3| 62.6| 42.0| 73.8|
| MobileUNet         | 35 (94.6)                     | 79.1| 84.4| 54.8| 14.5| 81.6|
| IntCatchAI         | 103 (82.9)                    | 49.8| 67.9| 44.1| 44.4| 57.5|
| FCDeNet56          | 21 (96.7)                     | 81.3| 88.3| 57.4| 13.2| 84.7|
| FCDeNet103         | 18 (97.4)                     | 75.6| 91.4| 59.3| 19.1| 82.7|
| FuseNet            | 46 (92.6)                     | 76.6| 79.0| 51.3| 15.7| 77.8|
| PSPNet             | 21 (96.9)                     | 69.4| 91.5| 59.4| 26.2| 78.9|
| SegNet             | 23 (96.8)                     | 79.4| 88.8| 57.7| 15.0| 83.8|
| DeepLab3+          | 21 (97.0)                     | 80.0| 92.7| 60.2| 15.1| 85.9|
| DeepLab_{pan}      | 17 (97.5)                     | 90.1| 92.2| 59.9| 6.6 | 91.2|
| BiSeNet            | 17 (97.6)                     | 90.6| 89.9| 58.4| 6.1 | 90.3|
| RefineNet          | 18 (97.6)                     | 89.1| 93.0| 60.4| 7.4 | 91.0|
| WaSR               | 21 (97.1)                     | 95.6| 87.5| 56.8| 2.6 | 91.4|

Table V

Figure 14 Quantitative comparison of the five top-performing segmentation methods in dynamic obstacle detection (radar plot) and in water edge localization error $\mu_\Lambda$ (per-sequence graph).
Figure 15 Qualitative comparison of the top five performing segmentation methods. Correctly detected obstacles are outlined with a green rectangle, while false detections and missed detections are marked with an orange and red rectangle, respectively. The estimated water-obstacle edge is depicted with a dotted white polygon.

TABLE VI Performance of obstacle segmentation methods within danger-zone in terms of precision (Pr), recall (Re) and F1 scores measured in percentages. Additionally, we report the average number of true positive (TPr) and false positive (FPr) detections per one hundred images.

| Architecture | Pr  | Re  | TPr | FPr | F1  |
|--------------|-----|-----|-----|-----|-----|
| ISSM         | 21.2| 67.4| 2.7 | 10.0| 32.2|
| DeFP         | 24.8| 25.9| 1.0 | 3.2 | 25.4|
| MaskRCNN     | 64.0| 89.0| 0.8 | 0.0 | 74.5|
| Enet         | 17.2| 96.0| 3.8 | 18.6| 29.1|
| MobileUNet   | 39.7| 91.8| 3.7 | 5.6 | 55.4|
| IntCatchAI   | 9.7 | 77.2| 3.1 | 28.7| 17.3|
| FCDNet56     | 56.5| 92.7| 3.7 | 2.9 | 70.2|
| FCDNet103    | 51.1| 94.2| 3.8 | 3.6 | 66.3|
| FUSINE       | 41.3| 73.2| 0.6 | 0.9 | 52.8|
| PSNet        | 23.6| 95.5| 3.8 | 12.4| 37.9|
| SegNet       | 39.0| 94.3| 3.8 | 5.9 | 55.2|
| DeepLab3+    | 43.5| 95.8| 3.8 | 5.0 | 59.9|
| DeepLab_pan  | 67.5| 96.2| 3.9 | 1.9 | 79.4|
| BiSeNet      | 74.8| 94.8| 3.8 | 1.3 | 83.7|
| RefineNet    | 67.3| 96.3| 3.9 | 1.9 | 79.2|
| WaSR         | 84.2| 92.1| 3.7 | 0.7 | 88.0|

TABLE VII Obstacle detection rates (average and within danger zone) for five top performing methods with respect to obstacle types: persons (P), vessels (V) and other (O). DeepLab3+ and DeepLab_pan are abbreviated to DLV3 and DLP, respectively.

| Detection | DLP  | DLV3 | BiSeNet | RefineNet | WaSR  |
|-----------|------|------|---------|-----------|-------|
| P         | 89 / 98 | 93 / 96 | 90 / 96 | 91 / 94 | 91 / 88 |
| V         | 98 / 98 | 98 / 99 | 97 / 98 | 98 / 99 | 97 / 97 |
| O         | 86 / 95 | 87 / 93 | 82 / 92 | 87 / 94 | 78 / 88 |

detection, while RefineNet outperforms the compared methods in the other obstacle types.

To analyse the obstacle detection accuracy based on their size, we consider six size classes – tiny (less than 255px), very small (less than 900px), small (less than 2,500px), medium (less than 10,000px), large (less than 40,000px) and very large (more than 40,000px). The detection results are shown in Table VIII. Obstacles with larger surface area are in general more accurately detected, while tiny obstacles are often missed. Most false-positive detections are medium sized,
with their surface area ranging between 2,500 and 10,000 pixels. RefineNet achieves the best true-positive-rate (TPR) for multiple size classes. In terms of false-discovery-rate (FDR) WaSR outperforms the other methods by a large margin in each size class.

Obstacle detection performance within the danger-zone, grouped by sizes, is shown in Table VIII. Most obstacles in this area are medium size or larger, with a very low percentage of smaller classes – 18% (see Table IX). Almost no obstacles within the danger-zone belong to the tiny size class. Nevertheless, this size class represents a majority of false alarms (450 on average over all methods). In addition, approximately 32% of all false alarms of this size occur within the danger zone. Medium sized and larger obstacles, on the other hand, are accurately detected with an average detection rate above 98% overall and within the danger zone. False alarms larger than 10,000px are rarely triggered within the danger zone.

The processing speed of the tested methods is presented in Table III. Hand-crafted methods, ISSM and DeFP, are the only ones that run on a single desktop CPU where they perform at 34.4ms and 9.0ms per frame, respectively. Although their average frame rate is comparable with most deep segmentation methods, their obstacle detection performance is significantly lower. Light-weight deep segmentation methods with few parameters tend to perform faster than their heavy-weight counterparts. The two exceptions are the DenseNet variations (FCDeNet56 and FCDeNet103), which are computationally demanding. IntCatchAI is the fastest, but their performance can still be considered real-time (with an exception of DeepLabPan), given that typical USV cameras (including the one used in dataset acquisition) run at 10Hz.

VII. CONCLUSION

A new obstacle detection benchmark (MODS), which considers two major USV perception tasks, a maritime object detection and segmentation-based obstacle detection, was presented. A new dataset with carefully annotated 80,828 stereo images synchronized by IMU was created along with specified object detection and obstacle segmentation training sets. Evaluation protocols were proposed as well for objective evaluation on the considered perception tasks. Several state-of-the-art methods were analyzed using the proposed evaluation protocols.

State-of-the-art object detection methods obtain approximately six times lower F1 scores compared to their performance on general-purpose datasets like COCO, which speaks of challenges specific for the maritime domain. Detailed analysis showed that the overall precision is good, but small objects are typically missed by all methods, leading to a low recall. This is in contrast to the current published results on maritime domain, which are constrained to evaluation on large objects. The presented dataset, however, is much more challenging and reveals the drawbacks of the general-purpose object detection methods applied to the USV setup. The best overall detection with recognition is obtained by MaskRCNN, while FCOS outperforms all other methods in detection-only task (class labels ignored) within immediate neighborhood of the USV (danger zone), and runs nearly twice as fast. On a high-end GPU this results in approximately 14fps, which is near real-time, considering the on-board cameras frame-rate is 10Hz.

Several general-purpose as well as maritime-specific segmentation methods were evaluated on the obstacle segmentation task. Results show that geometric augmentation plays a more important role than the color transfer in training. In dynamic obstacle detection, the recent maritime-specific method WaSR achieves the best F1 score, which is primarily due to a very low false-positive rate and a high true-positive rate. For example, the false-positive rate is reduced by half when considering the danger zone only compared to the second-best BiSeNet, which is a general-purpose segmentation method preforming reportedly well on segmentation for autonomous cars. Most of the false-positives of best methods within the danger zone are tiny in size, which suggests performance could be improved by addressing this size category. Indeed, large objects are detected well (above 98%), while performance drops for small objects like persons and buoys. The best methods (RefineNet and BiSeNet) detect the water-obstacle edge fairly robustly (above 97%), but in some cases overshoot the water edge, which increases the danger of collision. These methods perform at approximately 14fps on a high-end GPU, which may be considered near real-time.

Our results reveal that further development of maritime-specific architectures is required to make the detection methods useful for practical USV operation. More research should be invested in designing object detection methods that cope better with visually small objects to improve detection of distant and small near-by dynamic obstacles. Segmentation methods should be improved to better estimate the water-obstacle edges and reduce the false positive rate on tiny objects. Perhaps considering sequences of images could address this to some extent by either explicitly tracking detections or by designing architectures that directly operate on consecutive frames. Effort should be put in developing architectures fast enough to be run off embedded and low-power GPU, as well. We hope the presented benchmark and the obtained insights will facilitate these venues of future research, contributing towards maritime-specific safe visual perception systems.
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True-Positive detection ratio is denoted as $\overline{TP}$, and False-Discovery rate is denoted as $\overline{FP}$, for the five top performing methods for different size classes of obstacles within the danger-zone.

| Architecture | Tiny $\overline{TP}$ | Very small $\overline{TP}$ | Small $\overline{TP}$ | Medium $\overline{TP}$ | Large $\overline{TP}$ | Very large $\overline{TP}$ |
|--------------|----------------------|--------------------------|---------------------|----------------------|---------------------|--------------------------|
| DeepLab$_{pan}$ | 83.1 / 74.1 | 8.8 / 83.3 | 98.1 / 91.9 | 7.6 / 50.2 | 98.6 / 98.0 | 4.6 / 18.8 | 98.4 / 98.5 | 16.8 / 9.0 | 99.2 / 95.8 | 56.2 / 30.8 | 99.8 / 99.7 | 0.0 / 0.0 |
| DeepLab3+ | 84.1 / 64.7 | 15.2 / 92.1 | 97.9 / 89.2 | 21.0 / 79.5 | 99.1 / 97.4 | 25.2 / 59.6 | 98.8 / 99.0 | 27.0 / 33.5 | 99.4 / 98.9 | 7.2 / 13.9 | 99.5 / 99.5 | 0.2 / 0.3 |
| BiSeNet | 77.7 / 64.7 | 9.4 / 80.4 | 97.2 / 84.6 | 9.4 / 46.0 | 98.9 / 95.1 | 7.7 / 17.5 | 98.6 / 98.5 | 12.4 / 6.0 | 99.5 / 99.1 | 8.5 / 16.4 | 100.0 / 100.0 | 0.0 / 0.0 |
| RefineNet | 84.1 / 66.5 | 11.5 / 86.0 | 98.4 / 91.1 | 11.3 / 60.0 | 99.2 / 97.4 | 12.1 / 27.6 | 99.2 / 99.2 | 8.8 / 8.4 | 99.8 / 99.4 | 6.8 / 4.1 | 99.8 / 99.7 | 0.2 / 0.3 |
| WaSR | 73.1 / 56.5 | 6.3 / 72.3 | 95.9 / 74.4 | 6.0 / 37.1 | 98.1 / 93.0 | 2.1 / 13.7 | 98.1 / 97.5 | 0.9 / 4.6 | 98.8 / 97.0 | 0.5 / 1.5 | 100.0 / 100.0 | 0.0 / 0.0 |

### TABLE VIII

Detection ratios of the top five performing methods within the danger zone in relation to the full screen. The True-Positive detection ratio is denoted as $\overline{TP}$, while the False-Discovery detection ratio is marked as $\overline{FP}$.
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