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Abstract

In simultaneous machine translation, the system needs to incrementally generate the output translation before the input sentence ends. This is a coupled decision process consisting of a programmer and interpreter. The programmer’s policy decides about when to WRITE the next output or READ the next input, and the interpreter’s policy decides what word to write. We present an imitation learning (IL) approach to efficiently learn effective coupled programmer-interpreter policies. To enable IL, we present an algorithmic oracle to produce oracle READ/WRITE actions for training bilingual sentence-pairs using the notion of word alignments. We attribute the effectiveness of the learned coupled policies to (i) scheduled sampling addressing the coupled exposure bias, and (ii) quality of oracle actions capturing enough information from the partial input before writing the output. Experiments show our method outperforms strong baselines in terms of translation quality and delay, when translating from German/Arabic/Czech/Bulgarian/Romanian to English.

1 Introduction

Simultaneous machine translation (SiMT) is a setting where the model needs to incrementally generate the translation while the source utterance is being received. This is crucial in live or streaming scenarios, e.g. speech-to-speech translation, where waiting in order to translate a complete utterance leads to intolerable delay. This is a challenging translation scenario as the SiMT model needs to trade off the delay and quality of the generated translation.

Recent research on SiMT relies on a strategy, aka policy, to decide when to read a word from the input or write a word to the output (e.g. Satija and Pineau, 2016; Gu et al., 2017). This is based on a sequential decision making formulation of SiMT, where the decision making about the next READ/WRITE action is made by an agent, interacting with the neural machine translation (NMT) environment.

The current approaches are sub-optimal as they either fix the agent’s policy to focus learning the NMT model (e.g. Ma et al., 2019; Dalvi et al., 2018) or learn adaptive agent policies while the NMT model is fixed (e.g. Gu et al., 2017; Alinejad et al., 2018). Furthermore, the majority of policy learning approaches rely on reinforcement learning (RL), which makes the training process unstable and long due to exploration. This is exacerbated when learning the programmer’s and interpreter’s policies jointly. As such, recent research has considered the use of imitation learning (IL) scenario (Zheng et al., 2019a; Zheng et al., 2019b), which is generally superior to RL in terms of the stability and sample complexity. However, the bottleneck of IL in SiMT is the unavailability of the oracle sequence of actions. Designing algorithmic oracles to compute sequence of READ/WRITE actions with low translation latency and high translation quality is underexplored.

In this paper, we take a neural programmer-interpreter (NPI) approach to SiMT, where the programmer (agent) communicates READ/WRITE actions to the interpreter (NMT). This provides a natural framework to learn the coupled policies for the agent (programmer) and the underlying NMT model (interpreter). We present an IL approach to efficiently learn effective coupled programmer-interpreter policies in SiMT, based on the following contributions. Firstly, we present a simple, fast, and effective algorithmic oracle to produce oracle READ/WRITE actions from the training bilingual sentence-pairs based on statistical word alignments [Brown et al., 1993]. Secondly, as the two policies collaborate in NPI-SiMT, their learning inter-dependency needs to be taken into account. Particularly, each policy should be robust not only to its own incorrect predictions, but also to incorrect predictions of the other policy. We provide an effective learning algorithm to guard against this coupled exposure bias using scheduled sampling [Bengio et al., 2015].

We prepare translation experiments on 5 language pairs; translating from German, Czech, Arabic, Bulgarian, and Romanian as source languages into English as the target language. Our experiments show the policies trained using our approach compares favorably with strong policies from the previous work. We attribute the effectiveness of the learned coupled policies to (i) scheduled sampling handling the coupled exposure bias resulting in up to +10 BLEU score improvements, and (ii) the quality of oracle actions generated
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1The code will be released upon publication.
2 NPI Approach to SiMT

In this section, we describe our neural programmer-interpreter (NPI) approach to simultaneous machine translation (SiMT). At each time step \( t \), the programmer needs to decide whether to read the next source word or to write the next target word in the translation. The interpreter then immediately executes the action generated by the programmer.

**The Programmer.** It needs to sequentially decide about the next action, given the previous actions \( a_{<t} \) and the prefix of the source utterance read so far \( x_{\leq i} \), as well as the prefix of the target translation generated so far \( y_{\leq j} \). That is, our programmer is modeled as \( P_{\text{prog}}(o|a_{<t}, x_{\leq i}, y_{\leq j}) \). This sequential decision making is best modeled as a Markov decision process (MDP), where the action set \( A = \{ \text{READ}, \text{WRITE} \} \), the state space consists depends on cross-product of possible sequences of actions from \( A \), source utterances from \( X \), and target translations from \( Y \).

**The Interpreter.** It needs to execute the action generated by the interpreter. At the time step \( t \), if the generated action \( a_t \) is read (r), then the next word of the source utterance is read and \( i_t + 1 = i_t + 1 \). Otherwise, if the generated action is write (w), then the next target word is generated and \( j_t + 1 = j_t + 1 \). The next target word is generated according to \( P_{\text{imp}}(y|a_{\leq i}, x_{\leq i}, y_{\leq j}) \). This is best modeled as a sequential decision making process, where the action set consists of the target language’s vocabulary. We realize this component with an auto-regressive NMT model which generates the next target word given the previously generated words and the observed part of the source utterance. This NMT architecture implicitly conditions on the previous actions through the prefixes of the source utterance and target translation.

**The Probabilistic Model.** The generative process of NPI-SiMT is outlined in Algorithm 1. The probability of simultaneously generating the translation \( y \) and the sequence of actions \( a \) for a source utterance \( x \) is,

\[
P_{\text{SiMT}}(y, a|x) = \prod_{i=1}^{\lfloor |x|/|y| \rfloor} P_{\text{prog}}(a|a_{<t}, x_{\leq i}, y_{\leq j}) \times \prod_{t: a_t = \text{w}} P_{\text{imp}}(y|a_{\leq i}, x_{\leq i}, y_{\leq j}).
\]

The indices \( i_t \) and \( j_t \) are the number of READ and WRITE actions in the program up to the time step \( t \), i.e.

\[
i_t := \text{count}(a_{<t}, R), \quad j_t := \text{count}(a_{<t}, W).
\]

**The Neural Architectures.** Our NPI SiMT architecture is similar to the learning to translate in a real time framework [Gu et al., 2017]. We slightly modify their framework to instead use the last hidden state of the encoder \( h_i \), the last hidden state of the decoder \( g_j \), and the embedding of last generated action \( a_{t-1} \) as an input of the programmer. Our programmer is a recurrent neural network with a binary softmax activation to produce a probability distribution of READ/WRITE actions.

**Training the Model.** In SiMT, we are interested in not only producing a high quality translation, but also reducing the delay between the times of receiving the source words and generating their translations. Training of the model based on this hybrid training objective can be done by algorithms in reinforcement learning (RL) or imitation learning (IL). More specifically, the training objective in RL is the expected reward,

\[
\arg\max_\theta \sum_{(y',x) \in D} \mathbb{E}_{P_{\text{SiMT}}(y', a'|x, \theta)}[R(y', a', y)]
\]

where \( \theta \) is the parameter of our SiMT model, \( D \) is the bilingual parallel training set, \( a' \) and \( y' \) are the generated actions and the corresponding translation generated by the model, and \( y \) is the ground truth translation. \( R(y', a', y) \) is the reward function which is a hybrid of the translation quality and the induced delay. The RL approach has been attempted by Satija and Pineau, 2016, [Gu et al., 2017] Alinejad et al., 2018] for training the programmer; however, it is unstable and inefficient due to exploration. This is exacerbated in our programmer-interpreter approach as the cross product of the spaces of possible sequences of actions and translations is enormous, hindering effective and efficient learning of the programmer’s and interpreter’s policies using RL. We thus take the IL approach for a sample efficient, effective, and stable learning of policies in NPI-SiMT.

3 Deep Coupled Imitation Learning

Our goal is to learn a pair of reasonable policies for the programmer and interpreter using IL, which requires addressing the following two challenges. Firstly, this is different from the typical IL scenarios, where there is only one policy to learn. As the two policies collaborate in NPI-SiMT approach, their learning inter-dependency needs to be taken into account; this is addressed in [3]. Secondly, we need to come up with the oracle program actions for each sentence pair in the training set, i.e. the program \( a \) which has been responsible for
Algorithm 2 Training NPI-SiMT

Require: \(D\): Sentence pairs with oracle actions, \(\alpha_{\text{trans}}\) and \(\alpha_{\text{prog}}\); coin parameters to perturb translation/program elements, \(V\): Target vocabulary
1: \(\theta_{\text{intp}} \leftarrow \text{trainNMT}(D)\)
2: while a stopping condition is not met do
3:     randomly pick \((x, y, a) \in D\)
4:     \(y' \leftarrow \text{perturbSeq}(y, \alpha_{\text{trans}}, \theta_{\text{intp}}, V)\)
5:     \(a' \leftarrow \text{perturbSeq}(a, \alpha_{\text{prog}}, \theta_{\text{prog}}, \{R, W\})\)
6:     \(a'' \leftarrow \text{perturbProgValid}(a, \theta_{\text{prog}}, x, y)\)
7:     // update the programmer based on eqn 4
8:     \(\theta_{\text{prog}} \leftarrow \text{progUpdate}(x, y, a, y', a', \theta_{\text{prog}})\)
9:     // update the interpreter based on eqn 5
10: \(\theta_{\text{intp}} \leftarrow \text{intpUpdate}(x, y, a, y', a'')\)
11: end while

Generating the translation \(y\) for a source utterance \(x\) with as low delay as possible. In [5.2] we address this challenge by proposing an algorithmic oracle which computes the oracle actions using word alignments [Brown et al., 1993].

3.1 Learning Robust Coupled Policies

Assuming we have the oracle actions, we can learn the policies for both the programmer and interpreter using behavioural cloning in [10]. For \(\theta_{\text{intp}}\), that is, the model parameters are learned by maximising the likelihood of the oracle actions for both the programmer and interpreter:

\[
\theta_{\text{prog}}^*, \theta_{\text{intp}}^* := \arg \max_{\theta_{\text{prog}}, \theta_{\text{intp}}} \sum_{(x, y, a)} \log P_{\text{prog}}(a | x, y, \theta_{\text{prog}}) \cdot P_{\text{intp}}(y | x, a, \theta_{\text{intp}})
\]

This is akin to have the expectation, in the original training objective eqn (3), under a point-mass distribution over the oracle actions.

IL with behavioural cloning does not lead to robust policies for unseen examples in the test time due to the exposure bias [Bengio et al., 2015]. That is, the agent is only exposed to situations resulting from the correct actions in the training time, not the ones resulting from the likely incorrect actions in the test time. Scheduled sampling [Brown et al., 2015; Ross et al., 2011] is a way to address this issue by exposing the agent to incorrect decisions in training time through perturbation of the oracle decisions, which we extend to learning policy pairs. Crucially, the programmer-interpreter policies need to be robust to incorrect decisions not only in their own trajectories, but also to each other’s trajectory history.

Learning the Programmer. To train our programmer on a training example \((x, y, a)\) with scheduled sampling, we first create the perturbation \((a', y')\) of the ground truth program and interpreter decisions (will be mentioned shortly). We then maximise the following training objective:

\[
\theta_{\text{prog}}^* := \arg \max_{\theta_{\text{prog}}} \sum_{(x, y', a, a')} \sum_{t=1}^{x+y'} \log P_{\text{prog}}(a | x, y', \theta_{\text{prog}})
\]

Based on the generative process described in Algorithm 1, the programmer conditions the generation of \text{READ}/\text{WRITE} actions in each time step on the current states of the NMT’s encoder and decoder. Hence, while training the programmer, the \text{READ}/\text{WRITE} actions need to be communicated to the interpreter and be executed in order to provide NMT’s encoder/decoder states to the programmer to condition upon. Crucially, the communicated actions are the ground truth actions \(a\). The perturbed program \(a'\) and translation \(y'\) are only used as the input to the recurrent architectures of the programmer and interpreter’s decoder.

The perturbations of the ground truth translation and program are created as follows. For each element of the ground truth action, we first decide randomly whether to perturb that element, according to a probability. In case of perturbation, we replace the ground truth element by randomly selecting an action from the space of possible actions. The random action can be selected according to various probability distributions, e.g. uniform or the predictive distribution from the NPI-SiMT model.

Learning the Interpreter. The interpreter needs to be robust wrt incorrect actions in the previously generated words in the translations as well as the Read/Write actions generated by the programmer. Thus, the training objective for the interpreter is

\[
\theta_{\text{intp}}^* := \arg \max_{\theta_{\text{intp}}} \sum_{(x, y, y', a''')} \sum_{t:a''_t'=w} \log P_{\text{intp}}(y | x, y', \theta_{\text{intp}})
\]

where \((a', y')\) is the perturbed version of the ground truth program and translation for the training data point \((x, y, a)\). When generating the program perturbation, we need to make sure that it is valid wrt the generated program, i.e. it respects the number of \text{READ}/\text{WRITE} actions for the words in the source/target sentence. While generating the perturbed program, if the number of \text{WRITE} actions match the length of the target sentence, we will then terminate the generative process of NPI-SiMT although the words of the source sentence are not fully read. On the other hand, if the program contains enough number of \text{READ} actions to fully read the source sentence, we only generate \text{WRITE} actions in order to fully generate the target sentence and terminate the generative process of NPI-SiMT.

3.2 Oracle Program Actions

The success of imitation learning is determined by the quality of its teacher oracle. To generate such oracle, we notice that the generation of \(y_j\) depends on \([x_1...x_i]\). More source words provide more context but induce more delay to the system. Our oracle measures the appropriate amount of source words needed for translating a particular target word. That is, for each \(y_j\), we determine the \textit{key} source word that needs to be read before starting the translation.

One way to determine this \textit{key} source word is to make use of the traditional word alignment [Brown et al., 1993], which captures a strong relationship between parallel sentence. Using this word alignment, we deduce an algorithm to create our NPI-SiMT oracle. For each target token:
1. **READ** the source $x_{j:t+1}$ until the key source word of $y_{j:t+1}$ is read.

2. **WRITE** $y_{j:t+1}$.

   The first step of this algorithm can be skipped if the key source word has been read by the previous iteration or if there is no corresponding source words aligned to the current word. This algorithm ensures that, when writing $y_{j:t+1}$, the interpreter has enough information to compute a correct context vector.

4 Experiments

4.1 Settings

**Datasets and Oracle.** We prepare translation experiments on 5 language pairs, which all translating into English. We choose German (DE), Czech (CS), Arabic (AR) corpus from IWSLT 2016 translation dataset. We use the provided development set and concatenate all test sets into one big test set. We additionally added Bulgarian (BG), and Romanian (RO) from SETIMES corpus. For SETIMES corpus, we sample and exclude 2000 sentence pairs for development set and another 2000 sentence pairs for test set from the training corpus. We limit our training corpus to a maximum of 50 untokenized words on source and target. We use the sentence piece tokenized version of the corpus (because we want to align words, not subwords). Then we remap this word alignment to its subword alignment by remapping alignment between two full words into a full alignment between pieces of those words, thus shifting the index from left to right.

**System Description.** Both programmer and interpreter employ a single RNN as its core component. Our interpreter is a standard attention NMT architecture with MLP attention function and input feeding. No bridge is used. We use a single layer left-to-right unidirectional long short term memory (LSTM) network for the programmer, and both the interpreter’s encoder and decoder. We use a hidden unit size of 512 and a standard dropout probability of 0.2 at the LSTM output. A probability of 0.1 is employed at the interpreter’s encoder and decoder. We use a hidden unit size of 512 and a standard dropout probability of 0.2 at the LSTM output.

To generate the oracle, we use the fast-align on the untokenized version of the corpus (because we want to align words, not subwords). Then we remap this word alignment to its subword alignment by remapping alignment between two full words into a full alignment between pieces of those words, thus shifting the index from left to right.

**System Description.** Both programmer and interpreter employ a single RNN as its core component. Our interpreter is a standard attention NMT architecture with MLP attention function and input feeding. No bridge is used. We use a single layer left-to-right unidirectional long short term memory (LSTM) network for the programmer, and both the interpreter’s encoder and decoder. We use a hidden unit size of 512 and a standard dropout probability of 0.2 at the LSTM output. A probability of 0.1 is employed at the interpreter’s encoder and decoder. We use a hidden unit size of 512 and a standard dropout probability of 0.2 at the LSTM output.

We train the programmer and the interpreter jointly using Adam optimizer with $1e-3$ learning rate. The optimizer minimizes their joint negative log likelihood (NLL) during training. However we used only the interpreter’s NLL, and half the optimizer’s learning rate each time interpreter’s NLL increased on the development set. Early stopping is reached after the fourth learning rate decay. During sequence generation, we use a beam search with 5 beam size. We also divide the sequence accumulated log-probability by its length for length normalization during search.

**Scheduled Sampling.** The valid action perturbation $a'^t$ is constructed by (i) selecting a subset of indices of $a$ by tossing a coin independently for each index and (ii) shuffling/permuting the actions corresponding to the selected subset. To construct $a'$ and $y'$, we (i) choose to sample or use the ground truth element (with probability $p$), and (ii) sample the element from the softmax distribution of the network if it needs to be sampled. The probability $p$ changes dynamically as $p = 1 - \frac{\mu}{\mu + \text{length}}$, where $\mu$ is a hyperparameter to control a scheduled sampling probability over epochs. We separate the scheduled sampling parameter for the programmer $\mu_x$ and the interpreter $\mu_y$.

**Evaluation.** We evaluate the SiMT systems based on its translation quality and delay. Translation quality can be measured by case sensitive BLEU score using Sacrebleu as a standardized comparison. BLEU score is a standard metric that computes the geometric average of overlapping $n$-grams between the hypothesis and the reference sentence. SiMT delay is measured by the average proportion (AP) and the average lagging (AL) where $\text{AP} = \frac{1}{|x||y|} \sum_{t=1}^{|y|} g(t)$, $\text{AL} = \frac{1}{\tau} \sum_{t=1}^\tau g(t) - \frac{t - 1}{\gamma}$ where $\tau = \text{arg min}_t (g(t) = |x|)$ and $\gamma = \frac{|y|}{|x|}$. We compare against the wait-3 baseline where the programmer’s policy begins with 3 numbers of READ, and is followed by switching WRITE and READ, until the source sentence is exhausted or EOS symbol is written. If the source sentence is exhausted, only WRITE action is emitted. This baseline is superior in terms of quality compared to the RL approach and can be tuned for the desired delay. For fair comparison, we compare the accuracy of our proposed method with the wait-3 system within the same delay.

**Oracle Policy vs Wait-k Policy.** Figure 1 compares the policies trained by our algorithmic oracle vs those trained using the wait-k policy for $k \in \{1, 2, 3, 4, 5, 6\}$ when translating from German/Czech/Romanian into English from German. In each of these three plots, the policy trained using the oracle actions corresponds to the first leftmost point on the dashed line. As it can be seen, the policy trained using the oracle actions compares favorably with those trained using
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Figure 1: Comparing the wait-$k$ policies $k \in \{1, 2, 3, 4, 5, 6\}$ with the policies trained using our approach. We have trained different versions of our NPI-SiMT using the oracle program as well as delayed versions of it (see the text). The results are presented for three language pairs German/Czech/Romanian $\rightarrow$ English, where the x-axis is AL (translation delay) and the y-axis is BLEU (translation quality). The results in terms of AP (translation delay) show similar trends.

|               | DE $\rightarrow$ EN | CS $\rightarrow$ EN | AR $\rightarrow$ EN | BG $\rightarrow$ EN | RO $\rightarrow$ EN |
|---------------|---------------------|---------------------|---------------------|---------------------|---------------------|
|               | BLEU | AL   | AP   | BLEU | AL   | AP   | BLEU | AL   | AP   | BLEU | AL   | AP   |
| wait-$k$      |      |      |      |      |      |      |      |      |      |      |      |      |
| $k = 1$       | 19.87 | 1.26 | 0.55 | 17.57 | 1.85 | 0.58 | 21.56 | 1.89 | 0.59 | 28.01 | 1.26 | 0.54 | 30.11 | 1.30 |
| $k = 2$       | 22.22 | 1.94 | 0.60 | 19.15 | 2.49 | 0.62 | 23.11 | 2.66 | 0.64 | 32.20 | 1.90 | 0.57 | 34.92 | 1.90 |
| $k = 3$       | 24.13 | 2.68 | 0.64 | 19.10 | 3.06 | 0.66 | 23.77 | 3.48 | 0.68 | 35.01 | 2.59 | 0.59 | 37.77 | 2.56 |
| $k = 4$       | 25.72 | 3.56 | 0.68 | 21.10 | 4.18 | 0.71 | 24.62 | 4.45 | 0.73 | 38.35 | 3.44 | 0.62 | 39.00 | 3.23 |
| $k = 5$       | 26.73 | 4.47 | 0.72 | 21.21 | 5.10 | 0.75 | 25.08 | 5.38 | 0.77 | 38.74 | 4.13 | 0.65 | 41.38 | 4.03 |
| $k = 7$       | 27.48 | 6.32 | 0.79 | 21.02 | 6.62 | 0.80 | 25.07 | 7.15 | 0.83 | 40.60 | 5.90 | 0.71 | 43.65 | 5.73 |
| $k = \infty$  | 28.27 | 21.91 | 1.00 | 21.62 | 22.12 | 1.00 | 25.38 | 20.21 | 1.00 | 43.10 | 29.07 | 1.00 | 46.33 | 29.87 |
| Ours          |      |      |      |      |      |      |      |      |      |      |      |      |      |
| no SS         | 20.78 | 2.15 | 0.61 | 15.16 | 1.53 | 0.58 | 17.54 | 1.03 | 0.56 | 29.99 | 2.23 | 0.57 | 30.41 | 3.15 |
| SS-interp.    | 20.85 | 2.13 | 0.61 | 14.98 | 1.63 | 0.59 | 17.65 | 1.14 | 0.57 | 30.06 | 2.40 | 0.57 | 30.08 | 3.25 |
| SS-prog.      | 24.49 | 1.93 | 0.60 | 19.01 | 1.48 | 0.57 | 21.71 | 1.06 | 0.56 | 38.79 | 2.13 | 0.57 | 40.97 | 2.50 |
| SS-both       | 24.65 | 1.90 | 0.59 | 19.82 | 1.40 | 0.57 | 21.21 | 0.97 | 0.55 | 38.67 | 2.10 | 0.57 | 42.61 | 2.68 |

Table 1: The effect of scheduled sampling (SS) in training coupled interpreter/programmer policies with imitation learning. The results are further put in the context of the models trained using the wait-$k$ method. Here we set $\mu_y = 20$ and $\mu_a = 6$ for all language pairs, except CS where we set $\mu_y = 30$.

We are further interested to investigate the effect of increasing the delay of the oracle policy in a controlled manner onto the translation quality of the trained systems. As such, we increase the delay of the oracle policy by moving the last READ action in the oracle program to the beginning of the program. For more delays, we repeat this process as many times as needed. We expect that the delayed oracle programs lead to trained policies with better translation quality in the expense of increasing the delay. The points on the dashed lines in Figure 1 correspond to policies trained using the delayed versions of the oracle program, where the added delays are in $\{0, 1, 2, 3, 4, 5\}$. Note that adding zero delay (the first point on the dashed line) corresponds to the system trained using the original oracle program. As it can be seen, the policies trained with the delayed versions of the oracle program consistently outperform the wait-$k$ policies.

**Scheduled Sampling.** We are now interested into the effect of scheduled sampling (SS) in learning coupled policies in NPI-SiMT. For this purpose, we train four versions of our models where apply SS to both the programmer and the interpreter, only programmer, only interpreter, or none of them. Table 1 shows the results when translating from German/Czech/Arabic/Bulgarian/Romanian into English. We further put the results in the context of the policies trained using the wait-$k$ method where $k \in \{1, 2, 3, 4, 5, 7, \infty\}$. The NPI-SiMT system that is trained using our proposed oracle (no-SS) was able to learn from the low delay oracle as their natural delay (AL) and (AP) is generally as low as the delay of the oracle during training. However, it is clearly difficult
to perfectly predict the oracle during test-time\footnote{Our preliminary experiments comparing generated actions and the gold oracle resulting around 70% BLEU score.} and this substantially influenced the ability of the interpreter in generating correct translation. The sample scheduling on programmer (ss-agent) during training ameliorate this as it increased up to 10 points of BLEU score in case of Romanian, 8 points in case of Bulgarian and, 5 points in case of German. Additionally applying scheduled sampling on the interpreter (ss-both) further increase the accuracy while also decrease a delay by a little in DE, CS, and RO language pairs.

**Qualitative Analysis.** We address the difficulty of translating SOV inputs when translating from German to English [Gu et al., 2017]. Table 2 highlights a comparison of the wait-k, our trained, and gold oracle in translating a German sentence in two seconds delay. It can be seen that the wait-2 system which lacks the source input “ändern” where forced to guess the verb “look” after reading word “Zusammensetzung” which means “composition”. Moreover it also lacks an insight that the input is a negative sentence, which is indicated by “nicht” that comes just before the correct verb. It is difficult for any system to correctly predict negative without looking the actual input. Our proposed system is able to wait enough inputs, and successfully translated the German phrase “Zusammensetzung des Erdbodens nicht ändern” into “don’t change the composition of the soil”. We believe it is linguistically difficult to translate this phrase in part because most of the alignments between the parallel phrase are cross-alignments.

| Table 2: A comparison of translation trajectories generated by various systems (AL= 2). Lexical correspondences are marked with the same color. R correspond to READ, and W correspond to WRITE. Our proposed system successfully translate an SOV phrase by waiting the correct input word to be read before starting translation. |
|---|
| wait-2 & R(Aber, _wenn) W(,) R(wir) W(B) R(die) W(ut) R(Zusammensetzung) W(if) R(des) W(,we) R(Erd) W(boden) W(at) R(s) W(,) W(nicht) R(composition) R(,ändern) W(of) R(,) W(,) R(,) R(,) R(,) W(,) R(,) R(,) R(,) W(,) R(,) R(,) W(,)
|
| ss-both & R(Aber) W(,) R(wenn) W(B) R(wir) W(ut) R(die) R(Zusammensetzung) R(des) R(Erd) R(boden) R(s) R(nicht) R(ändern) R(,) W(if) R(wir) R(soil) R(,) R(das) R(nie) R(we) R(tun) R,, EOS) W(,will) R(never) R(do) R(that, ,) W(EO) |
| Oracle & R(Aber) W(,) R(wenn) W(B) R(wir) W(ut) R(die) R(Zusammensetzung) R(des) R(Erd) R(boden) R(s) R(nicht) W(,) R(ändern) R(,) W(change) R(the) R(composition) R(of) R(the) R(,) R(,) R(wir) R(soil) R(,) R(we) R(tun) R,, EOS) W(do) R(this,, EOS) |

5 Related Work

**Simultaneous NMT.** [Sattija and Pineau, 2016] Gu et al., 2017 [Alinejad et al., 2018] formulate simultaneous NMT as sequential decision making problem where an agent interacts with the environment (i.e. the underlying NMT model) through READ/WRITE actions. They pre-train the NMT system, while the agent’s policy is being trained using deep-RL. [Ma et al., 2019] Dalvi et al., 2018 train the NMT model with respect to a fixed wait-k and/or simple policies, and [Arivazhagan et al., 2019] jointly trains an adaptive policy and re-trains the underlying NMT system. [Arivazhagan et al., 2019] produces oracle READ/WRITE actions using a pre-trained NMT model, which is then used to train an adaptive agent based on supervised learning, i.e. behavioural cloning in imitation learning. Their work is different from ours in that: (i) they do not use word alignment to produce the oracle actions, and (ii) they do not make use of scheduled sampling. [Zheng et al., 2019b] adds a “delay” token, equivalent to the READ action, to the target vocabulary and trains one model which integrates both the translation model and the agent. The supervision is provided using actions of a fixed oracle.

**Simultaneous Speech Translation.** [Niehues et al., 2016] Niehues et al., 2018 [Arivazhagan et al., 2019] consider the problem of simultaneous speech to text translation, where the system needs to produce temporal translation of the gradually incoming foreign speech. This scenario allows for revising the incremental translation, hence evaluation needs to account for the translation quality, delay, and stability. [Zhang et al., 2020] considers the problem of simultaneous translation of the source language speech to the target language speech, unlike the majority of the work in the literature on full sentence translation which results in too much delay; e.g. [Lavie et al., 1997] Jia et al., 2019.

6 Conclusion

This paper proposes a simple and effective way to train a simultaneous translation system which uses minimal delay to translate target sentence. The delay is determined based on the numbers of inputs needed for translating particular target token. Word-alignment which is used to generate such oracle is successful as our proposed system is superior than the wait-k baseline in the same delay bracket. This oracle is a cheap and effective oracle to be used for future imitation-based learning simultaneous translation research.

Moreover, we also show the importance of scheduled sampling while learning the system. This is a crucial component as exposure bias induced in training multiple agents (the programmer and the interpreter) are more devastating. Our regularization successfully increased the BLEU score of our non-regularized system by up to 10 BLEU score while also minimally reduced the delay.
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