Elastohydrodynamic relaxation of soft and deformable microchannels
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Hydrodynamic flows in compliant channels are of great interest in physiology and microfluidics. In these situations, elastohydrodynamic coupling leads to: (i) a nonlinear pressure-vs.-flow-rate relation, strongly affecting the hydraulic resistance; and (ii), because of the compliance-enabled volume storage, a finite relaxation time under a step-wise change in pressure. This latter effect remains relatively unexplored, even while the time scale can vary over a decade in typical situations. In this study we provide time-resolved measurements of the relaxation dynamics for thin and soft, rectangular microfluidic channels. We describe our data using a perturbative lubrication approximation of the Stokes equation coupled to linear elasticity, while taking into account the effect compliance and resistance of the entrance. The modeling allows to completely describe all of the experimental results. Our work is relevant for any microfluidic scenario wherein a time-dependent driving is applied and provides a first step in the dynamical description of compliant channel networks.

To force the movement of fluid through a channel, a pressure drop must be applied across its ends. If the bounding walls of this simple flow domain are compliant, a pressure-induced deformation can strongly affect the flow as compared to the non-compliant case. This elastohydrodynamic coupling is often encountered, and the pipe-flow case is referred to as soft hydraulics [1]. Particularly, the flow modification can give a non-linear pressure-vs.-flow-rate relation [2–3], with the flow resistance changing by an order of magnitude or more. Upon a pressure change, however, the relaxation to a new deformation profile is not instantaneous. The pipe thus settles into a new configuration over a little-investigated, pressure-dependent time scale at the focus of this Letter.

Elastohydrodynamics (EHD) was historically studied in the context of lubrication of rough, solid contacts [4–6], often for heavy mechanical applications and remains a key ingredient in modern tribology [7]. Conversely, the lubrication of soft materials has attracted increasing attention in the last decades [8–12] due in part to its relevance in biology and microtechnologies. Examples include joint lubrication [13], eyelid wiper mechanics [14], and the deformation of blood vessels under flow-induced pressure [15–19]. At microscales, EHD interactions may affect the transport of blood cells [20] because of the emergent lift forces arising from the fluid-mediated soft-substrate deformation [21].

Concerning soft technologies, microfluidics is of significant interest [22]. Indeed, microchannels are typically made with soft elastomers — e.g. polydimethylsiloxane (PDMS) — allowing for fast prototyping, design fidelity, and transparency [23–24]. Compliance is a key attribute for applications such as organ-on-a-chip [25–26] or wearable technologies [27–28]. Targeted actuation of deformable pipes also allows to generate and manipulate flows at the scale of a single channel [29–31], or in complex networks [32] as in the plant kingdom [33]. Finally, soft components can be used as pressure-controlled valves serving as building blocks for the logic gate components in state-of-the-art microdevices [34–36].

While many soft-hydraulics studies focus on the steady state, compliance is also expected to have dynamic effects. This deformability leads to volume storage capacity [37], schematically indicated in Fig. 1(a), which in addition to changing the resistance of a narrow channel, implies a characteristic response time of the system by analogy with electronics [38–39], see Fig. 1(b). This dynamic response was used for example to attenuate parasitic fluctuations in syringe-pump driven flows [40], and limits the production rate in stop-flow lithography [41].

With dynamical aspects of soft hydraulics already finding applications, it is imperative to characterize the temporal response of compliant microchannels. Here we experimentally and theoretically investigate the response of thin, soft microfluidic channels to step-wise pressure perturbations. We use an EHD model in the lubrication limit applied to such devices. As previously [2–3, 42], this approach allows to rationalise the nonlinear relation between pressure and flow rate. Performing a perturbation analysis and, crucially, specifying the capacitance and resistance of the peripheral components, the pressure-dependent relaxation dynamics of the entire experimental system is revealed. Our approach includes an asymptotic analysis of the general high- and low-pressure limits, along with the full crossover requiring complete specification of the microsystem.

The microfluidic chips used here consisted of rectangular channels with length \( L = 4.0 \text{ cm} \) between the inlet/outlet centers of radius \( d_c = 1.0 \text{ mm} \) (cf. the Supplemental Material, SM §S.1 at Ref. [43], for a full list of symbols). The channel widths were \( w = \{200, 500, 1000, 2000\} \text{ µm} \), with uncertainty of order a
The state was reached; a selection of raw data is also shown. Equivalently, the flow sensor modeled as an ideal resistance $r_0$, the pressure sensor as a capacitance $c_0$, and the soft channel as a series of infinitesimal resistances and capacities in a transmission line. Considering the one dimensional limit since $h_0 \ll w \ll L$, we denote $h(x,t)$ the time-dependent height of the microchannels.

Figure 1. (a) Schematics of the microfluidic setup, including a flow sensor, a pressure sensor and a soft channel. (b) Equivalent electronic circuit, the flow sensor modeled as an ideal resistance $r_0$, the pressure sensor as a capacitance $c_0$, and the soft channel as a series of infinitesimal resistances and capacities as in a transmission line. (c) Shifted, imposed $p_{in}$ and measured $p_0$ and $q$ as a function of $t$, with long-time values of $p_{in,\infty} = 1301 \text{ mbar}$, $p_0,\infty = 862 \text{ mbar}$ and $q_\infty = 1058 \text{ nL/min}$.

Figure 2 shows the scaled relation between the dimensionless, steady-state flow rate $Q_\infty = q_\infty r_c/p^*$ as a function of the dimensionless steady-state inlet pressure $P_{0,\infty} = p_0,\infty/p^*$ for channels of the indicated widths. The solid line indicates the model of Eq. 5. Error bars are smaller than symbol size; insets show fitting parameters $p^*$ and $r_c$.
to the surrounding material along the center line: we consider a local, linear elastic response of the height profile to the pressure field. Even though the former equation introduces the unknown fields $h(x, t)$ and $p(x, t)$, an elastic model is needed to connect the height profile to the pressure field. Even though the height profile varies in both the streamwise $x$ and transverse $y$ directions, as detailed by Christov and coworkers, we consider a local, linear elastic response of the surrounding material along the center line:

$$h(x, t) = h_0 + \frac{w}{E^*} p(x, t),$$

(2)

neglecting possible viscous losses in the PDMS. To close the problem, we consider the boundary conditions. At the outlet we simply have $p(L, t) = 0$. At the inlet, we account for the peripheral sensors. Using the classic analogy between microfluidics and electronics, the setup is akin to the circuit depicted in Fig. 2. The flow sensor, composed of a thin hard glass capillary, is modeled as an ideal resistance $r_0$. The pressure sensor, including deformable parts, is modeled with a negligibly-resistant capacity $C_0 = \frac{d\Omega}{dp_0}$ where $\Omega$ is the volume of fluid stored in the sensor with pressure playing the role of the electric potential. Flux conservation then reads as the electrical current flowing through a resistance and the discharge current of a capacitor on one side, and the current at the entrance of a non-linear transmission line (cf. Ref. [52]) on the other:

$$\frac{p_{m} - p_0}{r_0} - c_0 \frac{dp_0}{dt} = \left( -\frac{w h^3}{12 \eta} \frac{\partial^2 p}{\partial x^2} \right) \bigg|_{x=0}. \quad (3)$$

Non-dimensionlizing, we take: $h = h_0 H$, $x = LX$, $t = \tau_c T$ with $\tau_c = 12 \muw L^2 / h_0^3 E^*$ as in Ref. [41], and pressures take the form $p = p^* P$. Combining Eq. 1 and Eq. 2 we obtain the elastohydrodynamic equation for the pressure field within the chip:

$$\partial_T P = \partial_X \left[ (1 + P)^3 \partial_X P \right]. \quad (4)$$

In the steady state, with a constant inlet pressure $P_{0,\infty}$ and null outlet pressure, a single integration of Eq. 4 gives $P_{\infty}(X) = \left[ (1 - X)((1 + P_{0,\infty})^4 - 1) + 1 \right]^{1/4} - 1$. From this pressure profile, we compute the steady flux $Q_{\infty}$ using the square-bracketed term of Eq. 4:

$$Q_{\infty} = \frac{1}{4} \left[ (1 + P_{0,\infty})^4 - 1 \right] = \frac{1}{4} \Pi, \quad (5)$$

having introduced $\Pi = (1 + P_{0,\infty})^4 - 1$. Equation 4 has a similar form to the expressions given previously [35, 42], and we note the excellent agreement between this model (black line) and the data of Fig. 2.

Addressing the time-dependent problem now, we linearize Eq. 4 introducing $\delta P(X, T) = P(X, T) - P_{\infty}(X)$. At $O(\delta P^1)$ and after the linear change of variables $\tilde{X} = (1 - X)\Pi + 1$ and $\tilde{T} = \Pi^2 T$, we obtain:

$$\partial_{\tilde{T}} \delta P = \partial_{\tilde{X}} \left[ \tilde{X}^{3/4} \delta P \right]. \quad (6)$$

Looking for separable solutions of Eq. 6 we propose $\delta P(X, \tilde{T}) = A(\tilde{X}) B(\tilde{T})$. Using the boundary condition for $\delta P = 0$ at $\tilde{X} = 1$, we obtain $B_\lambda(\tilde{T}) = \exp(-\lambda \tilde{T})$, confirming the experimentally observed exponential pressure decay; determining the eigenvalues $\lambda$ remains. For the spatial part, we have [53] $A_\lambda(\tilde{X}) = a_\lambda \tilde{X}^{-1/4} C_{\frac{5}{2}} \left( \frac{8 \sqrt{\tilde{X}}}{5} \tilde{X}^{5/8} \right)$, where $a_\lambda$ is an integration constant. The function $C_{\nu}$ is a linear combination of Bessel functions, here of the form $C_{\nu}(x) = Y_{\frac{5}{2}} \left( \frac{8 \sqrt{x}}{5} \right) J_{\nu}(x) - J_{\nu} \left( \frac{8 \sqrt{x}}{5} \tilde{X}^{5/8} \right)$, satisfying $p(L, t) = 0$.

For the boundary condition at the channel entrance, the full solution $P_{\infty}(X) + \delta P(X, \tilde{T})$ can be injected into the dimensionless version of Eq. 3. Such a substitution gives a constraining equation on the eigenvalues, $\lambda$, after evaluation at $\tilde{X}_0 = 1 + \Pi$, i.e. the channel entrance:

$$\frac{1}{\mathcal{R} \tilde{X}_0^{3/8}} \left( \mathcal{T} \sqrt{\lambda \Pi} - \frac{1}{\sqrt{\lambda \Pi}} \right) = \frac{C_{\frac{5}{2}} \left( \frac{8 \sqrt{\tilde{X}_0}}{5} \tilde{X}_0^{5/8} \right)}{C_{\frac{5}{2}} \left( \frac{8 \sqrt{\tilde{X}_0}}{5} \tilde{X}_0^{5/8} \right)}, \quad (7)$$

with $\mathcal{R} = r_0 / r_c$ and $\mathcal{T} = \tau_0 / \tau_c$ where $\tau_0 = r_0 c_0$ is the inlet time scale. Recalling that the experimentally measured pressure relaxations of Fig. 3 are well described...
by simple exponential decays, and denoting \( \lambda_2 \) smallest eigenvalue satisfying Eq. 7, the experimentally measured time scale is then assumed to be

\[
\frac{\tau_1}{\tau_c} = \frac{1}{\Pi^2 \lambda_2^{-1}(\Pi, R, T)},
\]

in accordance with the definition of \( \tilde{T} \). This relation shows that the relaxation time scale is a function of the pressure through \( \Pi \), and in particular depends on the details of the input resistance and capacitance, here reflected through the dimensionless \( R \) and \( R \).

We are not aware of analytic solutions for Eq. 7; nevertheless, the asymptotic behavior can be assessed. At low pressure, there is no significant channel deformation \((p_0 \ll p^*)\) such that the chip is an ideal resistance. We do not expect the relaxation time to be pressure dependent in this limit. Conversely at high pressure, the defor-

mation makes the resistance of the chip pressure dependent.

According to Eq. 5, we have a chip resistance, and thus a relaxation time satisfies

\[
\Pi \tau = \frac{1}{\beta^2} \Pi^3,
\]

\[
\tau = \frac{1}{\beta^2 \Pi^3},
\]

Here, \( \beta \) satisfies \( T \beta^2 - R \beta \cot(\beta) - 1 = 0 \) and \( T \beta/R = J_{\frac{1}{4}}(8/5)/J_{\frac{1}{4}}(8/5) \) in the low- and high-II limits; we also note that \( T \) and \( R \) may differ in these limits.

For intermediate pressures, Eq. 8 is solved numerically for prescribed values of \( \{\Pi, R, T\} \), thus necessitating characterizations of the input \( r_0 \) and \( c_0 \). The former was determined by measuring \( p_{n,\infty} \) versus \( q_{\infty} \) in the presence of the flow meter only. The data (SM §S.V) are well described by a straight line, giving \( r_0 = 2.50 \pm 0.01 \) kPa/s/NL, consistent with a rigid glass capillary of diameter 25 \( \mu \)m and length 2.4 cm filled with water of viscosity \( \eta = 1.0 \) mPa/s [47]. The value of \( \eta_0 \) is assessed by plugging the circuit at the pressure sensor outlet and removing the microchannel, assuming that the resulting relaxation time satisfies \( \tau_0 = r_0 c_0 \). The inset of Fig. 4 shows \( \tau_0 \) as a function of \( p_{n,\infty} \) for such a plugged experiment, indicating a clearly nonlinear inlet capacity.

Assuming that the non-trivial capacity at the channel inlet is dominated by trapped air, we use the ideal gas law to estimate \( c_0 = c_1(1 + p_{n,\infty}/p_{atm})^{-2} + c_2 \). Here \( p_{atm} = 101 \) kPa is the atmospheric pressure, \( c_1 = \Omega_{s}/p_{atm} \), with \( \Omega_s \), the trapped air volume at atmospheric pressure. The second term, \( c_2 \), describes any other linear capacity, is assumed to be connected to the atmosphere and is thus in parallel with \( c_1 \). The solid line in the inset provides an excellent fit using this ideal-gas-like inlet capacity, with \( c_1 = 20.9 \pm 0.1 \) nL kPa\(^{-1} \) and \( c_2 = 0.2 \pm 0.1 \) nL kPa\(^{-1} \) \( \ll c_1 \). The value of \( c_1 \) corresponds to a resting gas volume of 2.1 \( \mu \)L, which compares reasonably to the internal volume of the pressure sensor of 7.5 \( \mu \)L as provided by the manufacturer.

Making a full test of the model for our complete microfluidic system, Figure 4 shows the normalized relaxation time \( \tau_0/\tau_c \) as a function of \( p_{n,\infty} \) for all channel widths used here. The solid lines represent the numerical solution of the problem (Eqs. 7 and 8), where Eq. 7 is solved numerically using the aforementioned ideal resistance value and the ideal-gas, pressure-dependent capacitance. For this data the best-fitting values were \( c_1 = 8.6 \pm 0.4 \) nL kPa\(^{-1} \) and \( c_2 = 2.1 \pm 0.2 \) nL kPa\(^{-1} \), respectively. Here the larger value of \( c_2 \) corresponds well to the linear capacity of the circular channel inlet, approximated by \( c_2 \approx d_0^2/E^* \approx 1 \) nL kPa\(^{-1} \). The smaller value of \( c_1 \) suggests that less air was trapped compared to the calibration. We additionally show the asymptotic behaviors, where the equations for prefactors \( \beta \) were solved graphically using the limiting values of \( T \) and \( R \).

In conclusion, we have used time-resolved pressure and flow-rate measurements to characterize the relaxation dynamics of compliant microfluidic channels. We recover the well-known, quartic pressure-flow-rate relation for straight, rectangular channels. Additionally, we measured a full series of pressure-dependent relaxation time
scales resulting from step-wise pressure perturbations in a series of chip widths. Our main results are: (i) the chip inlet impedance cannot be neglected; and (ii), there is a strong pressure dependence on the relaxation time scale that cannot be simply predicted by dimensional analysis. A perturbation analysis of the lubrication-approximated microflow problem, coupled to a linear elasticity of the channel walls and considering the inlet impedance, accounts fully for the measured time scales. In a more general context, ours is a simple unit of any potential compliant flow network. Our analysis could thus be exploited in a broad range of micro-biological, and micro-technological contexts already finding applications.
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