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Abstract. Dealing with missing modalities in Magnetic Resonance Imaging (MRI) and overcoming their negative repercussions is considered a hurdle in biomedical imaging. The combination of a specified set of modalities, which is selected depending on the scenario and anatomical part being scanned, will provide medical practitioners with full information about the region of interest in the human body, hence the missing MRI sequences should be reimbursed. The compensation of the adverse impact of losing useful information owing to the lack of one or more modalities is a well-known challenge in the field of computer vision, particularly for medical image processing tasks including tumor segmentation, tissue classification, and image generation. Various approaches have been developed over time to mitigate this problem’s negative implications and this literature review goes through a significant number of the networks that seek to do so. The approaches reviewed in this work are reviewed in detail, including earlier techniques such as synthesis methods as well as later approaches that deploy deep learning, such as common latent space models, knowledge distillation networks, mutual information maximization, and generative adversarial networks (GANs). This work discusses the most important approaches that have been offered at the time of this writing, examining the novelty, strength, and weakness of each one. Furthermore, the most commonly used MRI datasets are highlighted and described. The main goal of this research is to offer a performance evaluation of missing modality compensating networks, as well as to outline the future strategies for dealing with this issue.
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1 Introduction

Magnetic resonance imaging, widely known as MRI, is one of the most effective techniques used in biomedical imaging for obtaining high contrast images of the soft tissues in the human body, such as the brain [68,32,35], abdominal organs [29,4,13,2], spine [7,36], and so on. T1-weighted, contrast enhanced T1 weighted also known as T1c-weighted, T2-weighted, Fluid Attenuation Inversion Recovery (FLAIR), Magnetization Prepared - RApid Gradient Echo (MP-RAGE), and Proton density (PD-weighted) sequences are among the most clinically utilized MRI modalities and our case of interest in this work, each of which reveals distinct characteristics of the human tissue. Each of these sequences provides the medical professional with crucial and complementary information, leading to most accurate diagnoses, consequently followed by the most effective treatment [92,91,90,74].

MRI, although being one of the most effective methods for obtaining high-quality images of the human tissue, is prone to artifacts for a variety of causes, which might lead to one or more missing imaging sequence in practice. These artifacts are generally caused by the failure in MRI hardware or the interaction of the patients with imaging devices [44]. Some examples of these artifacts are the flow of the cerebrospinal fluid in the brain and spinal canal, magnetic susceptibility artifacts and different types of noise [58]. Several methods for solving the missing modalities problem in MR images have been presented throughout the years [30,98,42,103,105,95]. Early efforts proposed strategies for synthesizing or impugning absent input data. The synthesis methods usually reconstruct the missing modality images by learning the most important features from the atlas image, and then utilize a classification mechanism to perform voxel-by-voxel intensity prediction [30,98]. The latter methods used deep learning and took various approaches to solving the problem. Some of these techniques include translating the modalities to a shared latent subspace [41], knowledge distillation [83,82,25], optimizing key feature information across all modalities [104,100,109], and employing conditional generative adversarial networks (cGAN) [75,93,51].

This review article covers all of the aforementioned main
approaches, as well as various unique networks for each direction. In particular, this literature review covers recent work on networks that aim to compensate for missing MRI modalities, and includes all distinct techniques introduced until 2022, which are divided into five groups. As a result, Section 2 includes a taxonomy of the reviewed networks. Later in this section, a brief but relevant description on MRI sequence acquisition, MRI modalities, and probable MRI artifacts is offered. As previously indicated, Section 3 includes a large variety of unique strategies, with a focus on deep learning approaches, which represent the state-of-the-art in the field of semantic segmentation, while dealing with missing MRI modalities. The novelty, strength, weakness, training dataset, network design, and major contributions of each approach are all considered. A comparative overview is also provided at the end of Section 3 to provide the reader with a clearer picture. Section 4 summarizes the most widely used semantic segmentation benchmarks and highlights their key aspects. Section 5 assesses the effectiveness of the proposed methods employing widely used evaluation metrics, which are provided at the start of this section. The obstacles and future solutions for segmentation networks with missing MRI modalities are reviewed in Section 6, and the overall conclusions are presented in Section 7.

2 Taxonomy

In this section, we present a taxonomy that categorizes different strategies presented in the literature to overcome the problem of missing modality. To this end, a taxonomy of the main approaches performing semantic segmentation on MRI images with missing modalities is depicted in Figure 1. We will elaborate on these approaches in Section 3. In the rest of this section, we briefly explain the MRI technique, MRI modalities and some of the artifacts that are commonly seen on MRI data.

2.1 Magnetic Resonance Imaging

The case of interest in this study is MRI, which is frequently utilized for creating high contrast images of soft tissue with high spatial resolution. The inherent difference between pathological and healthy tissue is exposed in MRI scans by adopting the settings and protocols. Other methods such as X-ray and Computed Tomography (CT) expose the body to a certain amount of ionizing radiation. But on the other hand, MRI does not employ X-rays or ionizing radiation, making it unique from the aforementioned techniques. Also the soft tissues of the human brain can be well identified in an MRI scan. As a result, MRI is frequently recognized as the most effective technology for observing and segmenting human tissue, especially the brain.

MRI employs a technique known as Nuclear Magnetic Resonance (NMR), which is based on the magnetisation characteristics of the nuclei of hydrogen atoms $^1H$, which are plentiful in the human body, mostly in water but they also exist in fat. A hydrogen atom has a single proton in its nucleus and a single electron orbiting the nucleus. Protons are the main focus of MRI, which takes use of the proton's inherent magnetic properties. Protons spin around their arbitrarily aligned axis, and this spin, also known as magnetic moments, is responsible for proton’s magnetic characteristics. An external strong uniform magnetic field that more than 30,000 times stronger than the earth’s magnetic field, is applied to the patient’s body during the MRI procedure, which induces the proton spins to align with the field's orientation and consequently, experience precession around the field lines. The Larmor frequency, which is proportional to the intensity of the static magnetic field, is the frequency at which protons precess. Then a radio frequency (RF) current pulse is applied, which results in disturbance of the proton alignment and the coherent precessing of the spins. The induced magnetization is detected by the RF coils, and the spatial information of the image is directly encoded in the Fourier domain thanks to the manipulation of magnetic gradients [88, 89].

2.2 MRI Modalities

There are several MRI sequences, each of which exposes a unique feature of the human tissue. We briefly present the most common sequences:

**T1-weighted:**
T1-weighted scans reveal fat within the human body. This means that fatty tissues appear brighter in T1-weighted pictures than other anatomical tissues [8].

**T2-weighted:**
T2-weighted pictures accentuate water as well as fat, resulting in fat and water tissues appearing bright [43].

**Contrast enhanced T1 weighted (T1c-weighted):**
In contrast enhanced T1-weighted imaging, a gadolinium-based contrast medium is injected into the patient’s bloodstream to shorten the T1-relaxation period and better detect lesions with disruption of the blood-brain barrier.

**Fluid Attenuation Inversion Recovery (FLAIR):**
The appearance of human body tissue in FLAIR scans is similar to that of T2-weighted scans, with the exception that cerebrospinal fluid is depicted dark rather than bright [9].

**Magnetization Prepared - RApid Gradient Echo (MP-RAGE):**
MP-RAGE scans provide good contrast between white and grey tissues at a relatively short scan time. It is used by a large number of multicenter trials like the Alzheimer’s Disease Neuroimaging Initiative (ADNI) [81].

**Proton density (PD-weighted):**
Proton-density weighted sequence or PD-weighted sequence
Fig. 1. The proposed taxonomy for the reviewed methods on MRI-based semantic segmentation with missing modalities.

is directly related to the amount of hydrogen nuclei existing in the body region being images. Since fat and fluids contain many protons, tissues appear bright on PD images [94].

Figure 2 depicts a comparison between different types of MRI modalities in two datasets, the Longitudinal multiple sclerosis lesion dataset [22] and the BraTS dataset [63].

2.3 MRI Artifacts

The MRI artifacts may be divided into three categories. The first category includes artifacts induced by movement, such as respiratory motion, blood flow motion and flow of the cerebrospinal fluid in the brain and spinal canal. The second type of artifacts might arise if the measuring technique or settings are not chosen precisely. Aliasing, chemical shift, phase cancellation, coherence and magnetic susceptibility artifacts are examples of this category. Finally, exogenous sources like magnetic field distortions, the hardware itself and noise may cause the third type of artifacts [18].

It is worth noting that some of the aforementioned factors have a substantial impact on MRI scans and could result in missing of one or more modalities, which is known as a common challenge in MRI. Please refer to [56] for more details on the MRI artifacts.

Figure 3 depicts three of the most frequent MRI artifacts and how they impair MRI scans by reducing the visibility and detectability of the region of interest in the human brain in the obtained scans.

2.4 Definition and Clinical Effect of Missing Modalities

Earlier we introduced the MRI modalities and different causes might result in missing one or more MRI modalities. We refer to the missing modality as a problem where one or more modalities are missing in the inference time while the training time has access to the full modality (e.g. T1w, T2w, T1c and Flair) dataset. In our definition, we follow the literate work and consider each MRI sequence (or contrast) as a unique modality and discuss approaches are pro-
posed to address the missing modality in the segmentation task. To point out the importance of the missing modality in medical treatment we refer to the [16]. According to [16] annotating the object of interest (e.g. brain tumour) in MRI images always come with uncertainty and mistakes, thus, both humans and algorithms may contribute to the deteriorating of the radiologist’s performance. Statistical information shows that human-level mistakes during the annotating process can deteriorate the radiologist’s work up to 21% in MRI images [16]. The process may even get worsen if one or more modalities are missing since each modality contains specific information that might not be completely recovered using the remaining modalities. Therefore, an automatic algorithm that can compensate for the missing modality plays a significant role in clinical application and our case study in this review paper.

3 Missing Modality Compensating Networks

As illustrated in Figure 1, the solutions utilized to overcome the missing modality problem can be divided into five main categories:

- Synthesis models
- Shared latent space
- Knowledge distillation networks
- Mutual information maximization
- Conditional general adversarial networks (cGANs)

In the following parts of Section 3, each of the five main categories will be discussed extensively, with numerous prominent networks as examples introduced and analyzed for each.

3.1 Synthesis Models

Early attempts to overcome the problem of missing modalities included synthesizing the missing modality. [84] conducted experiments on two different classifiers: 1) Support vector machines (SVMs) 2) Random forests (RFs), using two models, neural networks and restricted Boltzmann machines (RBMs), that synthesize the missing modality. The neural network used in [84] is a simple feed-forward network with just three layers that is able to predict a 3D patch. The second model used in [84] is an RBM. RBMs are restricted Boltzmann machines, and they also be regarded as stochastic neural networks that can learn critical characteristics of a probability distribution using relevant information from an unidentified probability distribution [37].

As shown by [84], inferring missing data at test time using a synthesis method, which is more adaptive than the classifier, may improve multi-modal image segmentation by supplying data transformations for the classifier and also enlarging the training set. Through the use of synthesized data, random forest, a basic classifier presented in [84], has exhibited improvements in segmentation outcomes.

Figure 4 depicts a model called REPLICA, which stands for Regression Ensembles with Patch Learning for Image Contrast Agreement and is introduced in [53]. REPLICA is a supervised random forest non-linear regression approach for synthesising the missing modalities that is capable of synthesizing T2 and FLAIR, which was previously thought to be a hurdle. REPLICA is structured to forecast tissue contrasts based on inputs with the same tissue contrast as the MRI image to be produced.

![Fig. 4. The REPLICA algorithm [53] synthetizes T2w images from T1w images by first extracting a set of high-level features and then training a random forest at different scales. By matching a feature set in various scales it synthesis the T2w image.](image-url)
random forest is then trained to predict voxel-by-voxel intensity. After the training process is completed, REPLICA aims to synthesize a missing modality, with the following description: starting from the coarsest scale, the trained random forest in scale 3, is applied to the features extracted in the same scale, in order to synthesize the target MRI scan. With this scale synthesizing at the lowest resolution, the features extracted from this scale are then up-sampled to the next level. The procedure proceeds to scale 1, which is the finest scale, with high resolution features, and then the trained random forest RF1 generates the final synthetic image.

In [40], a model is described that generates pseudo-CT images from brain MR images, which are then utilized for tissue photon attenuation correction (AC). This MRI-based AC for PET/MRI scanners incorporates two approaches for producing the attenuation map, namely a pattern recognition method using a Gaussian process regression that leverages local information and an atlas registration, which is essentially an atlas database comprising brain MR and CT scans from 17 patients that utilizes global information. [84] has evidenced through experiments that in certain scenarios, substituting the missing modality with a synthesized or imputed sequence would not aggravate the findings, but may result in no improvement. For example, it was demonstrated in [84] that using a sequence generated by a three-layered feed forward neural network produced the same results as simply replacing it with zeros or performing the segmentation without it.

### 3.2 Common Latent Space Models

Adopting deep learning for biomedical image segmentation was one of the significant steps for finding a viable strategy for dealing with missing modality issues in MR images. The objective of early deep learning methods for the missing modalities issue was to translate modalities to a shared subspace and create a shared latent vector. Hetero-Modal Image Segmentation (HeMIS) [44] is a well-known example that utilizes this concept. HeMIS consists of three main layers as it is also shown in Figure 5 back-end layer, abstraction layer and front-end layer. Each modality will be directed into a specific set of convolutional layers in the network’s back-end layer, which will subsequently translate each modality into a common representation of all modalities. Arithmetic operations like mean and variance will be computed in the abstraction layer. The mean and variance will then be combined and supplied into the front-end layer, which will provide the segmentation outputs.

Although establishing a common latent embedding for all available modalities is one of HeMIS’ major goals, computing the mean and variance alone will not always suffice. Besides that HeMIS can only function properly in the absence of modalities if each modality input in the test set is labeled. The authors of [85] were inspired by the aforementioned HeMIS problem to create a network that, in addition to missing modalities, tackles the issue of missing modality labels. Figure 6 shows a HeMIS modification called Permutation Invariant Multi-Modal Segmentation (PIMMS), which can perform segmentation tasks without using modality labels. PIMMS uses a classifier to build a distribution across modalities for the available inputs, then awards a score and labels each unlabeled input data. The inputs are then further adjusted by applying two different types of attention: soft and hard attention. The adjusted inputs are subsequently supplied into the second part of the network, which is a HeMIS model.

The Regression-Segmentation 3D CNN (RS-Net) [62] is another method that builds a common representation of all modalities and synthesizes the missing modality. Three major blocks make up RS-Net. The first block is a 3D U-Net, which is very similar to the one presented in [27]. As illustrated in Figure 7, the U-Net will be fed all of the present volumetric data, resulting in an intermediate latent representation of the data. The second block, the regression convolution block, synthesizes the missing modal-
ity through using latent representation and also one of the existing volumetric data as input. The third block is the segmentation convolution block, which takes the produced latent representation as input and has multiple segmentation classes as outputs, each indicating a tumor subtype. The main shortcoming of RS-Net is that it results in errors while attempting to synthesize the T1c modality.

The RS-Net architecture [62] performs both semantic segmentation and MRI modality synthesizing by deploying a 3D U-Net model to represent the input modalities in high-level representation space. It then performs the segmentation and synthesizing by utilizing convolutional and regression heads.

Another method that is showcasing a U-Net-based structure is introduced in [76]. The network depicted in Figure 8 has four separate encoding paths for obtaining initial feature maps for each MRI modality. Then, the final segmentation map of the missing modality is generated by combining the initial feature maps and fusing them with feature maps retrieved along the decoding path at multiple resolutions.

Subsequent attempts to create a shared latent space representation resulted in the development of the Hetero-Modal Variational Encoder-Decoder (HVED), which is a combination of the 3D U-Net and the Multi-Modal Variational Auto-Encoder (MVAE) [33]. The proposed MVAE architecture, which is depicted in Figure 9, contains four encoders, each of which separately computes the variational parameters, or more specifically, mean and variance of each inference network, which are describing as a gaussian distribution after being merged [90] and forms a common subspace. Following that, five decoders decode a randomly chosen latent variable from the common subspace, see Figure 10. The first four decoders generate the desired modalities, while the fifth generates the segmentation map. In spite of the fact that HVED outflanks HeMIS and U-HeMIS (a HeMIS extension) it produces relatively inadequate results when more than one modality is lacking [87].

Calculating the first and second moments is not the only technique to arrive at a shared latent representation. This aim might likewise be achieved using adversarial methods. In [87] a model referred to as Adversarial Co-Training Network (ACN) is proposed. The ACN architecture depicts a multimodal path with complete modalities and a unimodal path with the incomplete modality as inputs, see Figure 11. Each path is trained individually and passes through a U-Net on its own. Then the joint learning process is occurred by embedding an entropy adversarial learn-
ing module (EnA), a knowledge adversarial learning module (KnA) and a modality-mutual information knowledge transfer module (MMI) into the network’s architecture. The Segmentation Maps created by each path are fed into the EnA module, which is located at the end of networks. At each training epoch, the EnA will act as an adversarial discriminator, assisting the two networks in producing increasingly similar segmentation maps. The adversarial loss is calculated by the KnA module, which, like EnA, assists the two networks in having more similar outputs. The MMI module’s role is to compute the Mean Squared Error (MSE) and prevent feature information loss for the path with multi-modal network.

The authors of [31] present RFNet, a feature fusion network. RFNet includes four encoders, each of which extracts features from a single modality, as seen in Figure 12. Then, in order to build a shared representation, a decoder that also shares the weights for the four modalities segments each modality individually. The retrieved features are then fused at different levels using a Region-aware Fusion Model (RFM), and the produced fused representation is then segmented.

As seen in Figure 13, the method presented in [58] is a relatively simple feature fusion method. The Unified Representation Network (URN) uses a U-Net to encode each modality independently, then uses a fusion module to combine the encoder’s output. Following that, the newly formed unified representation will be utilized to reconstruct and synthesize the missing modality.

3.3 Knowledge Distillation Networks

The authors of [20] presented “Model Compression” in 2006 as a novel strategy that allows more simple and faster models to actually learn from a larger, more sophisticated, and higher performing one. The authors of [45] were later inspired by this approach and they recommended to train a more intricate and larger model with also more accurate results, and then transfer the information gained from this model to a smaller model with the aim of enhancing its performance. The proposed approach was named “Knowledge Distillation”, and it has subsequently been used in a variety of networks. This section outlines the methodology of two networks that employ knowledge distillation.

Hierarchical Adversarial Knowledge Distillation Network (HAD-Net) is a network proposed by the authors of [83] that uses the benefits of hierarchical adversarial training.

HAD-Net is comprised of three subnetworks: the teacher network, the student network, and the hierarchical discriminator (HD). The teacher network is a 3D U-net [49] and that has been trained with the full modalities. The same 3D U-Net is used to form the student network as it is for the teacher network, however the $T1c$ modality is not used during inference. At varying resolutions, the fully convolutional HD is in charge of distilling information from the teacher network onto the student network. Hereafter a Mean Squared Error (MSE) adversarial loss is computed between the labels generated by the teacher network and the student network.
The network suggested in [86] will be explained in order to further review the knowledge distillation models. The authors of [86] introduce KDD-Net, a model that uses two teacher models, each of which is trained on all available data that includes samples with a complete set of modalities identified as $X^{1c}$ and $X^{2c}$, as well as samples with missing modalities identified as $X^{1u}$ and $X^{2u}$, which are samples that only contain the first and second modality, respectively. The soft labels for the samples in $X^{1c}$ and $X^{2c}$ are then generated using these two single-modal teacher networks. The student model is a multi-modal deep neural network that can learn a combined representation from the several modalities available. The student model is trained with the generated soft labels by the teacher networks and one hot label, as shown in Figure 14.

![Fig. 14. The knowledge distillation pipeline proposed in [86]. At first, it trains the teacher model using both full and missing modality samples. Then using the output of the teacher model as a soft label along with the one-hot labels trains the student model.](image)

In another work, the style matching U-Net is proposed to overcome the problem of missing modalities. This approach builds its assumption on the idea that the feature representation in the latent space can be decomposed into a style and content representation. Then it performs both style and content matching in different levels to distill the informative features from the full-modality path into a missing modality network. The architecture of this approach is depicted in Figure 15.

![Fig. 15. The style matching method proposed in [6]. The method utilizes a knowledge distillation approach to match style and content representation between the full-modality and missing modality paths.](image)

3.4 Mutual Information Maximization

In order to achieve minimal information loss in the missing modality situation, the mutual information maximization strategy entails optimizing similarity metrics between available modalities during training.

Cross-modal Information Maximization for Medical Imaging (CMIM) [80] is one of the networks that utilizes the aforementioned strategy and maximizes mutual information between modalities instead of using a shared latent variable across all modalities. CMIM uses numerous modalities for training but just one modality at test time. The information about local and global features is then retrieved from the input images. For the semantic segmentation task, the local-local loss is computed, and for the classification task, both the local-local and local-global losses are calculated, see Figure 16. The mutual information neural estimate approach (MINE) proposed in [11] is used by CMIM for mutual information estimation.

The network described in [102] takes advantage of the significant correlation, which each two of modalities share. The architecture of this network, as also illustrated in Figure 17, is comprised of three subnetworks: The first subnetwork is a conditional generator, or more precisely, a conditional U-Net with several encoders, capable of producing the missing modality in a more monitored manner by utilizing the index of the missing modality as the condition.
The authors used a correlation constraint (CC) network as their second subnetwork to compute the multi-source correlation, taking into consideration the intensity distribution profiles and their correlation. The final segmentation is determined by the third subnetwork, which is a segmentation network.

Similarly, [104] is a latent correlation representation learning method for addressing the missing modality problem. The latent correlation representations are created when each modality is encoded individually and provided to a Model Parameter Estimation Module (MPE Module), which is then fed to a Linear Correlation Expression Module (LCE Module). The correlation model is built by the MPE and LCE modules. The latent correlation representations then travel via the fusion block, resulting in a fused representation that spans all modalities. In the fusion block, a channel attention module and a spatial attention module are employed. By decoding the fused representation, the network will recreate the modalities and generate the segmentation, see Figure 18.

**3.5 Generative Adversarial Networks**

GAN stands for Generative Adversarial Network and is a machine learning method initially presented in [40]. GANs are comprised of two networks: a generator $G$ that creates the missing modality in this case study, and a discriminator $D$ that determines if the sample presented to it was created by the generator or is part of the original training data. Both the generator and the discriminator are trained simultaneously. This strategy will increase the generator’s performance and, as a consequence, reconstruct a sample that contains and reflects the missing information.

The authors of [75] offered a generative adversarial network (GAN) modification that synthesizes the missing modality in a single forward pass, by just using one trained model, from the multiple inputs provided. Figure 19 demonstrates the proposed multi-modal generative adversarial network (MM-GAN) that leverages implicit conditioning (IC) to enhance synthesis outcomes as follows: 1) A UNet as Generator first imputes the missing modality, 2) The $L1$ loss then is determined for the scans produced by the generator, 3) The discriminator is a PatchGAN [51] with modality-selective $L2$ loss computation (least squares GAN).

Using conditional Generative Adversarial Networks (cGAN) to cope with the missing modality issue is another alternative available. CGAN is a traditional GAN extension that collects additional information in both generator and discriminator. The 3D cGAN proposed in [93] synthesizes the FLAIR sequence only from T1 MR images (figure 20). However, due to their extensive training, using GANs may not be the best approach.

**3.6 Comparative Overview**

This subsection compares and contrasts missing modality compensation approaches provided in Sections 3.1 - 3.5. Table 1 highlights their key techniques and describes the benefits and drawbacks of each model to provide the reader...
a clearer picture. As detailed in Table [1], the synthesis approach performs the compensation based on the image reconstruction from an atlas sample. In practice, these approaches usually fail to reconstruct the missing information and result in no performance gain. On the other hand, the common latent space representation methods perform the information retrieval by modelling joint information from all modalities. However, these methods do not perform well when more than one modality is missing.

In the third direction, the knowledge distillation methods are proposed to use the strength of the co-training approach and distill the informative feature from a full-modality path into a missing modality network. Although the knowledge distillation can encourage feature learning by the student network, important domain knowledge from the full-modal network is usually not gained by the student model. Hence, mutual information matching seems to be a necessary factor to be included in the matching pipeline.

To this end, the fourth direction uses mutual information maximization algorithms. This approach calculates similarity metrics across available modalities and optimizes the mutual information. Regardless of the strong matching gain that can be derived from these methods, when an insufficient number of modalities are available, applying this strategy will not necessarily assure that the lost data is recovered since there won’t be enough features to reconstruct the missing data.

In the last strategy, the GAN methods are utilized along with the segmentation networks to compensate for the missing information. It should be noted that the extensive training costs and noisy synthesis results are the natural weaknesses of the GAN methods, which might result in an unstable reconstruction.

All in all, the strategy choice for designing the network should be in accordance with the clinical application and case of study. For a more robust network, the strength of different directions should be unified into a single network. Such an approach is proposed in [10], where the author uses the knowledge distillation approach along with the information maximization and adversarial losses. Figure [21] demonstrates the timeline of popular deep learning approaches presented for semantic segmentation on MRI images with missing modalities since 2016. The timeline information reveals increasing attention to the missing modality challenge in recent years due to the applicability of these approaches in clinical applications.

4 Dataset

In this section, we will introduce a summary of the most common MRI datasets for the task of semantic segmentation. These datasets include pixel-wise annotation to evaluate model performance. Some articles use data augmentation to increase the amount of annotated data, especially when dealing with small amounts of annotated data. Data augmentation increases the amount of training data by applying various transformations to images, which can be directly applied to images, feature space, or both. Some typical examples of these transformations include rotation, translation, scale, color jittering, cutting, and warping. In medical images, which we usually deal with a small number of images, data augmentation helps to better train models. Other benefits of data enhancement include: prevents overfitting, better generalization as well as faster convergence.

4.1 BraTS

The Multimodal Brain Tumor Image Segmentation Benchmark (BraTS) [66,63] is a freely accessible dataset that comprises manually segmented images provided by clinical specialists from various institutes. It was initially released in 2012 and has since then been extensively used to improve automatic segmentation methods. The BraTS dataset concentrates on gliomas, a heterogeneous group of tumors that are one of the most frequent kinds of primary brain tumors. T1-weighted, contrast enhanced T1 weighted also known as T1c-weighted, T2-weighted, and Fluid Attenuation Inversion Recovery (FLAIR) sequences are the four MRI sequences, which are included in the BraTS dataset, each of which reveals distinct characteristics of the brain tumor. For the evaluation process different version of BraTS dataset has been used by the literature work. Each version of this dataset includes MRIs of a several patients with four modalities (T1, T1c, T2, FLAIR). Each image’s ground truth segmentation in the BraTS dataset includes labeling for four tissue classes: necrosis, edema, non-enhancing tumor, and enhancing tumor. Despite the fact that four
Table 1. A comparative overview between networks that compensate for missing modalities.

| Strategy | Networks | Novelty | Weakness |
|----------|----------|---------|----------|
| Synthesis Models | “why does synthesized data improve multi-sequence classification” | Using a more adaptable synthesis method such as NN or RBM might result in performance enhancement. | Results in no improvement in case of utilizing a classifier in a not well adjustable model framework. |
| | REPLICA | Uses atlas registration methods | The majority of these models do not alter the downstream tasks such as segmentation. |
| | mri-based attenuation correction for PET/MRI: a novel approach combining pattern recognition and atlas registration” | | When using uniform atlases derived from healthy persons for glioma patients, distortion occurs. |
| Common Latent Space Models | HeMIS | Maps the available modalities into a common latent subspace and aims to recover the missing information using the newly built latent representation. | Unable to adequately recover the lost information by using methods such as computing the first and second moments. |
| | PMISS | | When more than one modality is lacking, many of these networks operate inadequately. |
| | RS-Net | | They usually fail to be resilient to missing modalities while also delivering an accurate segmentation. |
| Knowledge Distillation Networks | HAD-Net | Transfers discriminative information from one or more teacher networks to a student network for recovering the missing data. | Important domain knowledge from the full-modal network is usually not gained by the student model. |
| | KDD-Net | | Exhibits significant training expenses when working with complex and large teacher networks. |
| | SMU-Net | | Capacity mismatch between teacher and student could result in no improvement in student network’s outcomes. |
| Mutual Information Maximization | CMIM | Calculates similarity metrics across available modalities and optimizes the mutual information. | When insufficient number of modalities are available, applying this strategy will not necessarily assure that the lost data is recovered since there won’t be enough features to reconstruct the missing data. |
| | “Conditional generator and multi-sourcecorrelation guided brain tumor segmentation with missing mri modalities” | | Some earlier models tended to confine the network’s structure. |
| | “Latent correlation representation learning for brain tumor segmentation with missing mri modalities” | | |
| | “Brain graph synthesis by dual adversarial domain alignment and target graph prediction from a source graph” | | |
| Generative Adversarial Networks (GANs) | MM-GAN | Employs GAN and its modifications in the missing modality model framework | Could generate undesirable imputation noise, when imputing or synthesizing the missing modality. |
| | 3D conditional Generative Adversarial Network | | GANs might show a non-converging nature. |
| | “Multi-modal AsynDGAN: Learn From Distributed Medical Image Data without Sharing Private Information” | | Extensive training costs. |
| | Auto-GAN | | Generator might become unstable. |
| | DiamondGAN | | |
| | CoCa-GAN | | |

distinct tumor labels are provided, they could well be categorized into three subregions for evaluation: the whole tumor (WT), the core tumor (CT), and the enhancing tumor (ET). Please refer to table 2 for more details on each version of BraTS dataset. Sample of image from BraTS dataset is depicted in Figure 22.

4.2 MSGC

The Multiple Sclerosis Grand challenge (MSGC) dataset consists of MR scans of 43 subjects from Boston Children’s Hospital (CHB) and the University of North Carolina (UNC) with T1, T2, FLAIR, Diffusion Tensor Imaging (DTI), and Mean Diffusivity (MD) images acquired. There are 20 training images with manual ground
Fig. 21. The timeline of the deep learning methods proposed to compensate missing modalities in MRI-based semantic segmentation, from 2014 to 2021.

Fig. 22. Sample image from BraTS dataset [66]. In the annotation mask the Blue area shows: GD-enhancing tumor, Green: the peritumoral edema, and Red: tumor core.

truth lesion segmentation and the other 23 testing images in which lesions masks are not available. There is an automated system to evaluate the output of the segmentation network.

4.3 RRMS
The Relapsing-Remitting Multiple Sclerosis (RRMS) [44] dataset contains MRI scans of 300 RRMS patients in the sagittal plane, including T1, T2, and T1c modalities.

4.4 ADNI
The Alzheimer’s Disease Neuroimaging Initiative (ADNI) [85] database comprises MRI scans of 973 Alzheimer’s patients, including T1 and FLAIR sequences, captured using scanners from only three manufacturers: GE, Philips, and Siemens. It’s also relevant to note that ADNI suggests a unified and specific criteria for the scans it contains, resulting in a lack of diversity across its containing scans.

4.5 SABRE
The T1, T2, and FLAIR modalities are included in the Southall and Brent Revisited (SABRE) [82] dataset, which represents two longitudinal cohorts, one with low variation across images obtained from 586 participants and the other with high variation across images received from 1263 patients.

4.6 WMH
The MICCAI 2017 White Matter Hyperintensity (WMH) [57] dataset includes 60 sets of brain MRIs, encompassing T1 and FLAIR modalities, with manual WMH annotations from three different institutes.

4.7 ISLES2015
The Ischemic Stroke Lesion Segmentation Challenge 2015 (ISLES2015) [61] dataset provides multi-spectral MRIs of stroke lesions in two different settings: Sub-Acute Stroke Lesion Segmentation (SISS) and Stroke Perfusion Estimation (SPES). The MRI sequences are stripped of their skulls, strictly co-registered with the FLAIR (SISS) and T1 (SPES) sequences, and re-sampled to a precise isotropic spacing for each setting.

4.8 CHAOS2019
The CHAOS benchmark [55], or Combined Healthy Abdominal Organ Segmentation, is comprised of two databases, one containing CT scans and the other MRI images. The latter is the case of most interest in this
Table 2. Most common datasets utilized in the literature work to evaluate the performance of missing modality compensation networks.

| Datasets | Num Samples | Modalities | articles |
|----------|-------------|------------|----------|
| Multiple Sclerosis Grand challenge (MSGC) [79] | 43 subjects: 20 training, 23 testing | T1, T2, FLAIR | 44 |
| Relapsing Remitting Multiple Sclerosis (RRMS) [44] | 300 subjects | T1, T2, T1C | 44 |
| BRATS2013 [63] | 30 subjects: 20 high grade and 10 high grade | T1, T1C, T2, FLAIR | 84 |
| BraTS2015 [63] | 274 subjects: 220 high grade and 54 low grade tumors | T1, T1C, T2, FLAIR | 62; 31; 44; 80; 93; 39; 21; 30 |
| BraTS2017 [63] | 285 subjects: 210 high grade and 75 low grade tumors | T1, T1C, T2, FLAIR | 62; 76; 50; 39 |
| BraTS2018 [60] | 285 subjects: 210 high grade and 75 low grade tumors | T1, T1C, T2, FLAIR | 68; 33; 21; 101; 23; 101; 31; 102; 104; 75; 105; 83; 98 |
| BraTS2019 [60] | 335 subjects: 250 high grade and 76 low grade tumors | T1, T1C, T2, FLAIR | 83; 101; 42; 30 |
| BraTS2020 [66] | 369 subjects | T1, T1C, T2, FLAIR | 31 |
| Alzheimer’s Disease Neuroimaging Initiative (ADNI) [52] | 973 subjects | T1, FLAIR | 85; 86 |
| SABRE [82] | 586 subjects with same scanner, 1263 subjects with multiple scanners and multiple settings | T1, T2, FLAIR | 85 |
| MICCAI-WMH dataset [57] | 60 subjects | T1, FLAIR | 85; 67; 80 |
| Ischemic Stroke Lesion Segmentation Challenge 2015 (ISLES2015) [61] | 1) SISS: 28 training and 36 testing 2) SPESS: 30 training and 20 testing | T1, T2, TSE, T2 TFE/TSE, DWI 2) T1C, T2, DWI, CBF, CBV, TTP, Tmax | 75 |
| CHAOS2019 [55] (Combined Healthy Organ Segmentation) | - | T1, T2 | 96 |
| Brain tumor segmentation in medical segmentation decathlon [77] | 750 subjects: 484 training, 266 testing | T1, T1C, T2, FLAIR | 96 |
| MS lesions [28] | 65 subjects | Flair, T1, T2, double inversion recovery (DIR), T1C | 60 |
| IXI dataset [19] | 600 subjects | T1, T2, PD | 19 |

study, thus we devote this section to it. The MRI database comprises 120 Digital Imaging and Communications in Medicine (DICOM) datasets, including 40 T1-DUAL in phase datasets, 40 T2-SPIR datasets, and 40 T1-DUAL out phase datasets, all of which were obtained utilizing different RF Pulse and gradient combinations. All the MRI scans were acquired with a 1.5T Philips machine.

4.9 MS Lesion

The MS Lesion dataset [28] includes Only 65 scans of pathological brain MRIs of individuals with Multiple Sclerosis (MS) lesions, which contains T1, T2, FLAIR, Double Inversion Recovery (DIR), and T1c modalities.

4.10 IXI dataset

This dataset [19] comprises almost 600 MR scans from healthy subjects, including T1, T2, and PD sequences as
well as Diffusion-weighted (DW) sequences, taken on two different vendor systems: a Philips 1.5 and 3T system as well as a GE 1.5T system. Table 2 summarizes the aforementioned dataset along with the number of samples, modalities and research work performed on these benchmarks.

5 Performance Review

In this section, first, a summary of popular metrics in the evaluation of medical image segmentation networks will be presented, and then the quantitative performance of recent methods in the segmentation of medical images along with missing modalities will be discussed.

5.1 Metrics For Evaluating the Performance

Most articles in recent years have focused only on the issue of quantitative accuracy of the model and compare and report the performance of their model in terms of quantitative accuracy. They lack to includes other important aspects such as speed (inference time) and the amount of memory required (which we will discuss in section 6). In this section, we briefly introduce some popular metrics used for evaluating the accuracy of missing modality compensating networks. The results will compare the most promising method for the popular datasets.

**Dice score**

In semantic segmentation, the Dice loss which is based on dice coefficient similarity is well-known. In the segmentation of medical images, most of the time the region of interest (ROI) is a small part of the image. Therefore, the model is prone to be trapped in the local minimum in the training process of the model. Accordingly, the model will bias to the background, the object of interest will not be detected appropriately and so many of them will miss. Thus, the Dice loss was proposed to alleviate this problem [6][15]. The Dice loss is formulated for a 3D MRI image as written in Equation 1:

\[
D = 1 - \frac{2 \sum p_i g_i}{\sum p_i^2 + \sum g_i^2}\tag{1}
\]

Where N is the number of voxels, \( p_i \) is the predicted binary segmentation volume, and \( g_i \) is the ground truth binary volume.

**Hausdorff Distance**

Hausdorff distance is a common performance evaluation criterion in assessing the distance between two sets of points. In fact, it is the longest distance from one point in one set to the nearest point in another set. This criterion has an advantage over other performance evaluation criteria such as the Dice score due to the consideration of voxel location. The Hausdorff distance between two sets of points A and B is calculated as written in Equation 2:

\[
h(A, B) = \max_{a \in A} \min_{b \in B} \{d(a, b)\}\tag{2}
\]

**Volume Difference (VD):** The volume difference represents the absolute percentage of the volume difference between the prediction and the ground truth. The volume difference is calculated as written in equation 3:

\[
VD = \frac{GT - P}{GT}\tag{3}
\]

where GT and P are the ground truth and the predicted volume respectively.

**Surface Distance (SD):** The surface distance determines the difference between the surface of the segmented object and the ground truth in three dimensions. After determining the boundary voxels of the segmentation and the ground truth, those voxels that have at least one neighbor from a predefined neighborhood that does not belong to the object are collected. For each collected voxel, the nearest voxel in the other set is determined. The surface distance is calculated as written in Equation 4:

\[
SD = \sum_{S_g \in S(GT)} d(S_g, S(P)) + \sum_{S_p \in S(P)} d(S_p, S(GT))\tag{4}
\]

**Precision and Recall** Prevision demonstrates the number of correct instances (TP) relevant from the retrieved true instances [1]. While the recall metric measures the fraction of TP that was retrieved [5].

\[
Precision = \frac{TP}{TP + FP} \quad \text{Recall} = \frac{TP}{TP + FN}\tag{5}
\]

5.2 Quantitative Performance Analysis

In this section, the performance of the reviewed methods on the most common benchmarks including (MSGC, MICCAI-WMH, BraTS2015 and BraTS2018 dataset) will be reported. In our comparison tables, we only include methods that are using the same setting on a particular dataset (to provide a fair evaluation). We further provide experimental results on a BraTS series with extreme missing modalities to provide a user a clear view of the overall performance gained till now. Table 3 demonstrates the experimental results on the MSGC dataset.

The experimental results reported in [44] suggest that the HeMIS method outperforms other competitors when subjects with missing modalities are presented. Table 4 focuses on the comparison results reported on the MICCAI-WMH dataset and provides a experimental results have been done by PIMMS [85] method to overcome the issue of missing labels in MRI series.
Table 3. Experimental results on the MSGC dataset. All methods are compared in term of true positive (TP), false positive (FP), volume difference (VD) and surface distance (SD) metrics for both CHB and UNC raters.

| Method          | CHB VD (%) | CHB SD (mm) | UNC VD (%) | UNC SD (mm) | Score |
|-----------------|------------|-------------|------------|-------------|-------|
|                 | 68.4       | 8.4         | 75.2       | 127         | 68.4  |
|                 | 57.9       | 7.5         | 49.1       | 72          | 64.0  |

Table 4. Performance evaluation on the MICCAI-WMH dataset with missing labels.

| Modality | Dice Score | Avg. Symmetric Distance |
|----------|------------|-------------------------|
|          | HeMIS Soft Hard Online | HeMIS Soft Hard Online |
| T1       | 0.47 0.51 0.48 0.54 | 0.71 0.65 0.71 1.9 |
| T2       | 0.42 0.39 0.3 0.24   | 2.32 1.92 2.36 4.21 |
| F        | 0.26 0.32 0.26 0.4   | 0.77 0.82 0.76 3.32 |
|          | 0.44 0.45 0.45 0.52 | 0.61 0.63 0.62 2.06 |
|          | 0.1 0.1 0.1 0.19    | 3.42 3.76 3.51 4.48 |
|          | 0.08 0.08 0.07 0.09 | 4.07 4.13 4.53 7.48 |
|          | 0.16 0.18 0.16 0.41 | 0.56 0.61 0.54 3.31 |

Table 5. Comparison results reported on the BraTS 2015 test set.

| Articles | Dice(%) | Precision(%) / Sensitivity(%) |
|----------|---------|--------------------------------|
|          | Complete Core Enhancing | Complete Core Enhancing |
| [53]     | 84 76 63                  | 82/89 85/62 64/66         |
| [99]     | 82 72 62                  | 84/83 78/73 60/69         |
| [100]    | 86 71 64                  | 86/88 83/68 61/72         |
| [12]     | 84 72 64                  | 84/89 80/69 64/68         |

6 Challenges and Opportunities

In recent years, promising deep-learning-based methods have been introduced to equip medical imaging with missing modalities. Here some perspectives on future research will be introduced that can further improve the methods of medical image segmentation with Missing modalities.

6.1 More Challenging Datasets

Section 4 introduced most popular MRI datasets for semantic segmentation. The BraTS dataset, for instance, contains a large number of 3D MRI sequences but appears to lack image format variance. This lack of variety may lead us to the conclusion that more challenging datasets, and more representative of real-world situations, are needed to enhance the training process and urge the models to provide better results.

6.2 Memory Efficient Models

It’s noteworthy to mention that the majority of the approaches discussed in this paper are primarily concerned with offsetting the negative consequences of operating with an incomplete set of MRI modalities and, as a result, increasing segmentation accuracy. However, these approaches often need a large amount of memory, not only during the training phase but also throughout the inference. Knowledge Distillation Networks, as discussed in section 3, are one of the key techniques for the issue at hand, and they may be used to transfer knowledge from a larger, more complicated model to a smaller, less memory-intensive one. A simplified network could be achieved using the knowledge distillation method or network compression techniques, which can then be deployed in other devices such as smartphones.
Table 6. Performance comparison of the proposed SMU-Net on the BraTS 2018 dataset using Dice metric. Note our method uses adversarial style matching module.

| Modality   | Complete                      | Core                        | Enhancing                 |
|------------|-------------------------------|-----------------------------|---------------------------|
| Flair      | U-HeMIS HVED ACN SMU-Net      | U-HeMIS HVED ACN SMU-Net    | U-HeMIS HVED ACN SMU-Net  |
| T1         | 79.2 80.9 83.4 85.7           | 50.5 54.1 66.8 67.2         | 23.3 30.8 41.7 43.1       |
| T1c        | 58.5 62.4 79.8 80.3           | 58.5 66.7 83.3 84.1         | 60.8 65.5 78.0 78.3       |
| T2         | 54.3 52.4 78.7 78.6           | 37.9 37.2 70.9 69.5         | 12.4 13.7 41.8 42.8       |
| T2 FLAIR   | 79.9 82.1 87.3 87.5           | 49.8 50.4 66.4 71.8         | 24.9 24.8 42.2 46.1       |
| T2 FLAIR   | 81.0 82.7 84.9 86.1           | 69.1 73.7 83.2 85.0         | 68.6 70.2 74.9 75.7       |
| T2 FLAIR   | 63.8 66.8 79.6 80.3           | 64.0 69.7 83.9 84.4         | 65.3 67.0 75.3 75.1       |
| T2 FLAIR   | 83.9 84.3 86.0 87.3           | 56.7 55.3 70.4 71.2         | 29.0 24.2 42.5 44.0       |
| T2 FLAIR   | 80.8 82.2 84.4 85.6           | 53.4 57.2 72.8 73.5         | 28.3 30.7 46.5 47.7       |
| T2 FLAIR   | 86.0 87.5 86.9 87.9           | 58.7 59.7 70.7 71.2         | 28.0 34.6 44.3 46.0       |
| T2 FLAIR   | 83.3 85.5 87.8 88.4           | 67.6 72.9 82.9 84.1         | 68.0 70.3 77.5 77.3       |
| T2 FLAIR   | 85.1 86.2 88.4 88.2           | 70.7 74.2 83.3 84.2         | 69.9 71.1 75.1 76.2       |
| T2 FLAIR   | 87.0 88.0 87.4 88.3           | 61.0 61.5 67.7 67.9         | 33.4 34.1 42.8 43.1       |
| T2 FLAIR   | 87.0 88.6 87.2 88.2           | 72.2 75.6 82.9 82.5         | 69.7 71.2 73.8 75.4       |
| T2 FLAIR   | 82.1 83.3 86.6 86.5           | 70.7 75.3 83.2 84.4         | 69.7 71.1 75.9 76.2       |
| T2 FLAIR   | 87.6 88.8 89.1 88.9           | 73.4 76.4 84.8 87.3         | 70.8 71.7 78.2 79.3       |
| T2 FLAIR   | 87.6 88.8 89.1 88.9           | 73.4 76.4 84.8 87.3         |                  |
| T2 FLAIR   | 87.6 88.8 89.1 88.9           | 73.4 76.4 84.8 87.3         |                  |
| T2 FLAIR   | 87.6 88.8 89.1 88.9           | 73.4 76.4 84.8 87.3         |                  |
| T2 FLAIR   | 87.6 88.8 89.1 88.9           | 87.3                       |                  |
| T2 FLAIR   | Mean                          | 78.6 80.1 83.3 85.9         | 59.7 63.0 76.8 77.9       |

Table 7. Experimental results of the literature work on BraTS series with extreme missing modality scenario.

| Article | BraTS2015 | BraTS2018 |
|---------|-----------|-----------|
|         | T1 | T1c | T2 | FLAIR | AVG | T1 | T1c | T2 | FLAIR | AVG |
| 44      | 4.67| 49.93| 20.31| 5.57 | 20.12 | 56.19| 63.40| 75.65| 80.25| 68.87 |
| 39      | 47.02| 71.65| 60.60| 52.66| 57.98 | 14.15| 49.00| 29.56| 23.37| 29.02 |
| 24      | 34.43| 64.86| 55.26| 52.43| 51.74 | 81.0 | 82.7 | 86.1 | 86.41| 84.05 |
| 80      | 60.16| 77.71| 67.7 | 64.88| 67.61 | 83.6 | 63.2 | 84.0 | 81.7 | 78.12 |
| 102     | 63.6 | 80.9 | 65.3 | 68.4 | 69.5  | 63.6 | 80.9 | 65.3 | 68.4 | 69.5  |
| 104     | 5.7  | 47.73| 18.7 | 49.36| 30.37 |                   |                   |                   |                   |                   |

6.3 Balance Between Accuracy and Efficiency

In machine learning and deep learning models, there is a well-known trade-off between accuracy and efficiency, and semantic segmentation networks are no exception. It is frequently the case that models that are capable of producing more accurate outcomes have a lower efficiency level. This is also truly the case in the inverse scenario, implying that the efficient models are less accurate. Future work should consider this fact in their design.

6.4 Model complexity

As discussed in the previous section, a small number of articles report information such as computational complexity, run-time, and memory footprint, which is important for clinics that may have limited computing resources. Besides the memory shortage in some devices, inference time plays a critical role in some real-time applications. Thus, model complexity needs to be taken into account for such a scenario. Model parameters, Floating-Point Operations (FLOPs), Runtime, and Frame Per Second (FPS) are all commonly used metrics to assess the model’s complexity. Model parameters and FLOPs, the first two metrics are given, are notably independent of the implementation environment, and the larger their value, the lower the implementation efficiency. Because of their reliance on the hardware and implementation environment, runtime and FPS are two metrics for assessing implementation speed that may be deemed less favourable than model parameters and FLOPs. For a real-world application, these measurement needs to be considered.

6.5 Interpretable Models

From a clinical perspective, it is highly desirable to understand how the deep learning method learns certain patterns to detect diseases on medical images. This fact can help the radiologist to understand the deep model and possibly model the pathology assumption in deep network design. There have been several approaches proposed in the literature to visualize and depict feature maps learned by deep models, however, these feature maps are usually not interpretable for radiologists. Hence, potential opportunities exist for designing such methods to characterize the underlying assumption deep models are using and incorporate radiologist feedback inside the network design.

7 Conclusion

In this survey, a detailed discussion regarding the missing modality compensation networks is presented. Our taxonomy divided the literature work into five categories:
synthesis models, shared latent space, knowledge distillation networks, mutual information maximization and GANs. For each strategy, a summary of the literature work, network architecture, algorithms, and motivation along with its pros and cons are provided. Furthermore, a detailed discussion of these methods are provided to highlight the most important contribution of each strategy and pointed out the limitation they may face in their design. Moreover, we summarized the most common benchmarks, evaluation metrics and quantitative performance to provide a clear view of the application for a reader. Finally, our last section provided information regarding the challenges and potential research direction for future work.
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