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Abstract—Variable-length feedback codes can provide advantages over fixed-length feedback or non-feedback codes. This letter focuses on uncoded variable-symbol-length feedback communication and analyzes the autocorrelation and spectrum of the signal. We provide a mathematical expression for the autocorrelation that can be evaluated numerically. We then numerically evaluate the autocorrelation and spectrum for the variable-symbol-length signal in a feedback-based communication system that attains a target reliability for every symbol by adapting the symbol length to the noise realization. The analysis and numerical results show that the spectrum changes with SNR when the average symbol length is fixed, and approaches the fixed-length scheme at high SNR.

I. INTRODUCTION

Feedback in communications enables variable-length codes. Compared to fixed-length codes, variable-length codes have advantages such as better error exponent [1] or tradeoff between error probability and transmission time in fading channels [2]. Two examples of variable-length codes are the Yamamoto-Itoh scheme [3] and the Burnashev scheme [4]. In the Yamamoto-Itoh scheme, the decoder requests block retransmissions through feedback depending on its confidence on the last block, and hence the number of blocks (also the total number of symbols) is variable. In the Burnashev scheme, a posterior probability mass function (pmf) of the message is kept and updated on both encoder and decoder for each channel usage, and the next symbol to transmit as well as the number of transmitted symbols are determined by this pmf. The number of symbols is variable depending on the noise realization. In both cases, the length of a single symbol in the block is a constant, while the variation in the block length comes from the variable number of symbols transmitted. Comparison with fixed-length codes is done under the constraint that the expected block length matches that of a fixed-length scheme.

Instead of having variable number of symbols in a block with fixed symbol length, one can envision a variable-length code with a fixed number of symbols where each symbol may have a variable length. This idea dates back to Viterbi’s work in 1965 [5], where he considered a continuous antipodal signal that is only terminated by a feedback signal when the decoder observes a certain reliability of the symbol. Recently, a novel feedback code scheme based on this idea, called opportunistic symbol length adaptation (OSLA), was proposed in [6], and it was shown that it outperforms state-of-the-art practical feedback codes in both noiseless and noisy feedback scenarios.

To evaluate the error rate performance of different schemes under a fair comparison, signal-to-noise-ratio (SNR) and spectral efficiency are required to be the same. For schemes with constant symbol length, it is easy to equate spectral efficiency by simply choosing same symbol length and code rate. However, this is not straightforward for variable symbol length schemes without evaluating the spectrum of the signal.

This letter analyzes the autocorrelation and spectrum of a variable-symbol-length signal in communications with feedback. We derive from first principles the autocorrelation function given an arbitrary probability density function (pdf) for the symbol length. We provide an expression for the autocorrelation function that can be easily evaluated through numerical integration, and can be used to evaluate the spectrum through numerical evaluation of the corresponding Fourier transform. Finally, we numerically evaluate the autocorrelation and spectrum of the OSLA signal, and show that the change in the occupied bandwidth compared to a fixed symbol length scheme is negligible when the expected symbol length is matched. Therefore, we claim that the error rate performance evaluation in [6] is done in a fair way compared to a fixed-length scheme and other variable-length schemes.

II. MOTIVATING COMMUNICATION SCENARIO

To motivate this work, we consider an uncoded feedback communication system that was first proposed in [5] and it is further generalized to the OSLA system in [6]. Without any coding, the system can attain 6 dB SNR gain for the same error probability compared to a conventional fixed-symbol-length scheme when the expected symbol lengths are matched [5]. When channel coding is applied, with the help of a more sophisticated decoding algorithm, this scheme provides an additional gain of up to 1.5 dB without any change in the code structure [6]. Moreover, the system shows superior feedback robustness and block length scalability compared to other state-of-the-art feedback codes [7, 8].

The system is composed of a source and a destination, connected through a forward channel and a feedback channel. The source continuously transmits an antipodal symbol via the forward channel until the destination sends a termination signal via the feedback channel. The destination continuously calculates the cumulative log-likelihood ratio (LLR) of the antipodal symbol until its absolute value reaches a predetermined threshold \( L \). Once this happens, the destination sends the termination signal via the noiseless feedback channel and the transmission of the next antipodal signal starts. The resulting transmitted signal consists of antipodal rectangular pulses, each having a random duration depending on the noise realization. This transmission process is illustrated in Figure 1 where the symbol length is determined by the timing...
of the cumulative LLR reaching \( +L \) or \( -L \). A symbol is
demodulated incorrectly when the cumulative LLR reaches the
opposite boundary.
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**Fig. 1:** OSLA waveform and cumulative LLR. Observe that there is
an erroneous decision for bit 6.

Specifically, for the transmission of \( K + 1 \) symbols the
transmitted signal can be expressed as

\[
X(t) = \sum_{k=0}^{K} B_k p\left(\frac{t - S_k}{T_k}\right),
\]

where \( B_k \)'s are i.i.d random variables (r.v.) with equal
probability of being +1 or −1, and

\[
p(t) = \begin{cases} 
1 & , 0 < t < 1 \\
0 & \text{otherwise}
\end{cases}
\]

With this expression, the pulse corresponding to the \( k \)-th
symbol has duration equal to \( T_k \) and the starting time of the
pulse is \( S_k \), where \( S_k \) is defined as

\[
S_k = \begin{cases} 
0 & , k = 0 \\
\sum_{i=0}^{k-1} T_i & , k \geq 1.
\end{cases}
\]

To make the discussion more concrete, we now consider the
statistics of the i.i.d random variables \( T_k \) for the system
described in [5, 6]. The LLR value calculated at the destination
can be considered as a Wiener process with nonzero drift [9].
The symbol length \( T \) is a stopping time, defined as the first
time the LLR reaches the boundary \( +L \) or \( -L \). The pdf of \( T \)
in this case is given by [9 page 233]

\[
f_T(t) = \frac{Le^{-\gamma t}}{\sqrt{16\pi^3}} \sum_{k=0}^{\infty} (4k) e^{-\frac{(k-\frac{1}{2})^2}{4t}},
\]

or in an approximation form when \( L \gg 1 \) [9 page 223]

\[
f_T(t) \approx \frac{L}{\sqrt{16\pi^3}t^3} e^{-\frac{(L-\frac{1}{2})^2}{4t^3}},
\]

where \( \gamma = \frac{P}{N_0} \), \( P \) is the power of the signal and
\( N_0 \) is the noise spectral density level. The average energy per bit is
given by \( E_b = P/E(T) \).

**III. POWER SPECTRAL DENSITY EVALUATION**

The autocorrelation function of the signal in (1) is defined as

\[
R(t, \tau) = E\{X(t + \tau)X(t)\}.
\]

In the following, we only consider the case \( \tau > 0 \). The case
of \( \tau \leq 0 \) can be derived similarly. It is easy to see that

\[
R(t, \tau) = \sum_{k=0}^{K} \mathbb{E}\{p\left(\frac{t + \tau - S_k}{T_k}\right)p\left(\frac{t - S_k}{T_k}\right)\}
\]

\[
= \sum_{k=0}^{K} A_k = A_0 + \sum_{k=1}^{K} A_k
\]

where \( A_k \) denotes each of the expectation terms inside the
summation. In the following, anticipating the fact that we
will consider \( R(t, \tau) \) for \( t \to \infty \) we only consider these
expressions for \( t > 0 \).

First consider the term \( A_0 \):

\[
A_0 = \mathbb{E}\{p\left(\frac{t + \tau - S_k}{T_k}\right)p\left(\frac{t}{T_0}\right)\}
\]

\[
= \mathbb{E}\{1(0 < t < T_0 - \tau)\} = 1 - F_T(t + \tau),
\]

where \( 1(\cdot) \) is the indicator function such that it equals to 1 if
the condition in the parentheses is satisfied, and 0 otherwise,
and \( F_T(\cdot) \) is the cdf of \( T \).

Next, consider \( A_k \) for \( k \geq 1 \). Note that due to (3), \( T_k \) and
\( S_k \) are independent random variables. As a result we have

\[
A_k = \mathbb{E}_{T_k} \mathbb{E}_{S_k}\{p\left(\frac{t + \tau - S_k}{T_k}\right)p\left(\frac{t - S_k}{T_k}\right)\}
\]

\[
= \mathbb{E}_{T_k}\{\int_{-\infty}^{\infty} f_{S_k}(s)p\left(\frac{t + \tau - s}{T_k}\right)p\left(\frac{t - s}{T_k}\right)ds\}
\]

\[
= \mathbb{E}_{T_k}\{\int_{t + \tau - T_k}^{t} f_{S_k}(s)1(\tau < T_k)ds\}
\]

\[
= \mathbb{E}_{T_k}\{1(\tau < T_k)\left[F_{S_k}(t) - F_{S_k}(t + \tau - T_k)\right]\}
\]

Combining these two expressions, we have

\[
R(t, \tau) = 1 - F_T(t + \tau)
\]

\[
+ \mathbb{E}_{T_k}\{1(\tau > T_k)\sum_{k=1}^{K} [F_{S_k}(t) - F_{S_k}(t + \tau - T_k)]\}
\]

The expression in (10) requires the evaluation of \( F_{S_k}(t) \).
This can be done as follows:

\[
F_{S_k}(t) = \mathbb{P}(S_k \leq t)
\]

\[
= \int_{0}^{t} \mathbb{P}(S_k \leq t|T_k = x)f_T(x)dx
\]

\[
= \int_{0}^{t} \mathbb{P}(S_{k-1} \leq t - x|T_k = x)f_T(x)dx
\]

\[
= \int_{0}^{t} \mathbb{P}(S_{k-1} \leq t - x)f_T(x)dx
\]

\[
= F_{S_{k-1}}(t - x)f_T(x)dx
\]

\[
= F_{S_{k-1}}(t) * f_T(t)
\]

\[
= \ldots
\]

\[
= F_{S_1}(t) * f_T(t) * \ldots * f_T(t)
\]

where \(*\) denotes convolution. Observe that

\[
F_{S_1}(t) = F_T(t) = \int_{0}^{t} f_T(x)dx = u(t) * f_T(t)
\]
where \( u(t) \) is the step function. Therefore, \( F_{S_k}(t) \) can be obtained by convolving \( u(t) \) with \( f_T(t) \) \( k \) times.

It is easier to express these convolutions in frequency domain, where convolution can be replaced by multiplication. Let \( \Phi_k(\omega) \), \( \Phi(\omega) \) and \( U(\omega) \) be the Fourier transform of \( F_{S_k}(t) \), \( f_T(t) \) and \( u(t) \), respectively.

Then\[ \Phi_k(\omega) = U(\omega)\Phi^k(\omega). \] (13)

Similarly, to obtain \( F_{S_k}(t+\tau-T) \), we can use its Fourier transform \( \Phi_k(\omega)e^{-j\omega(T-\tau)} \).

Therefore, the expectation term in (10) becomes (for \( \omega > 0 \))

\[
\mathbb{E}\{I(T > \tau)\|F^{-1}\{U(\omega)\Phi^k(\omega) - U(\omega)\Phi^k(\omega)e^{-j\omega(T-\tau)}\}\}\]

\[
= \mathbb{E}\{I(T > \tau)\|F^{-1}\{U(\omega)\Phi^k(\omega)(1-e^{-j\omega(T-\tau)})\}\}\]

\[
= \mathbb{E}\{I(T > \tau)\|F^{-1}\{U(\omega)\Phi^k(\omega)(1-e^{-j\omega(T-\tau)})\}\}\]

\[
= F^{-1}\{U(\omega)\Phi(\omega)(1-\Phi^K(\omega))\} \mathbb{E}\{I(T > \tau)(1-e^{-j\omega(T-\tau)})\}\]

\[
= F^{-1}\{U(\omega)\Phi(\omega)(1-\Phi^K(\omega))\} \int_{\tau}^{\infty} f_T(s)(1-e^{-j\omega(s)})ds. \] (14)

Let

\[ Q(\omega;\tau) = \int_{\tau}^{\infty} f_T(s)(1-e^{-j\omega(s)})ds \] (15)

and

\[ G(\omega;\tau) = \frac{\Phi(\omega)(1-\Phi^K(\omega))}{1-\Phi(\omega)} Q(\omega;\tau), \quad \omega > 0. \] (16)

Then, for \( t, \tau > 0 \) we have

\[
R(t, \tau) = 1 - F_T(t + \tau) + F^{-1}\{U(\omega)G(\omega;\tau)\}
\]

\[
= 1 - F_T(t + \tau) + u(t) * g(t;\tau)
\]

\[
= 1 - F_T(t + \tau) + \int_{-\infty}^{t} g(s;\tau)ds \] (17)

where \( g(t;\tau) \) is the inverse Fourier transform of \( G(\omega;\tau) \) (w.r.t the first argument).

Note that the autocorrelation function \( R(t, \tau) \) depends on both \( t \) and \( \tau \) as expected. Unlike the standard case for constant \( T \) where the autocorrelation becomes cyclostationary and a time randomization argument is invoked to average out the dependence on \( t \), here we follow a different approach. First we consider the limit of an infinite sequence of symbols, i.e., we consider \( K \to \infty \) for fixed \( t, \tau \). Taking this limit results in exactly the same equations with the exception of (16) that simplifies \( \Phi(\omega) / \Phi^K(\omega) \) to \( G(\omega;\tau) = \frac{\Phi(\omega)(1-\Phi^K(\omega))}{1-\Phi(\omega)} Q(\omega;\tau) \).

Furthermore, it is observed (as shown in Figure 2) that for \( T \) is not a constant, the autocorrelation function \( R(t, \tau) \) converges for large \( t \). To get rid of \( t \), we can choose \( t \to \infty \) when \( K = \infty \), and define \( R(\tau) = \lim_{t \to \infty} R(t, \tau) \). This is a reasonable choice if we don’t know where \( t = 0 \) is and we simply sample the signal at a random time.

From (17), we have

\[
\lim_{t \to \infty} R(t, \tau) = \int_{-\infty}^{\infty} g(s;\tau)ds = \lim_{\omega \to 0} G(\omega, \tau)
\]

\[
= \lim_{\omega \to 0} \frac{\Phi(\omega)Q(\omega;\tau)}{1 - \Phi(\omega)} = \lim_{\omega \to 0} \frac{Q(\omega;\tau)}{1 - \Phi(\omega)}
\]

\[
= -\frac{Q'(\omega;\tau)}{\Phi(\omega)} \bigg|_{\omega=0}, \] (18)

where the last equality is due to L'Hospital’s rule. For the numerator we have

\[
Q'(\omega;\tau) \bigg|_{\omega=0} = \frac{d}{d\omega}\int_{\tau}^{\infty} f_T(s)(1-e^{j\omega(s)})ds \bigg|_{\omega=0}
\]

\[
= \int_{\tau}^{\infty} f_T(s)(-j)(\tau - s)e^{j\omega(s)}ds \bigg|_{\omega=0}
\]

\[
= -j \int_{\tau}^{\infty} s f_T(s)ds. \] (19)

For the denominator we have

\[ \Phi'(\omega) \bigg|_{\omega=0} = \frac{d}{d\omega}\int_{-\infty}^{\infty} f_T(s)e^{-j\omega s}ds \bigg|_{\omega=0} \]

\[
= \int_{-\infty}^{\infty} f_T(s)(-js)e^{-j\omega s}ds \bigg|_{\omega=0}
\]

\[
= -j \int_{-\infty}^{\infty} s f_T(s)ds. \] (20)

Therefore, we have for \( \tau > 0 \)

\[ R(\tau) = -\frac{j \int_{\tau}^{\infty} (s - \tau) f_T(s)ds}{-j \mathbb{E}\{T\}} = \frac{1}{\mathbb{E}\{T\}} \int_{\tau}^{\infty} (s - \tau) f_T(s)ds, \] (21)

and due to symmetry \( R(-\tau) = R(\tau) \) for \( \tau > 0 \).

The signal spectrum \( S(f) \) can be obtained by taking the Fourier transform of \( R(\tau) \). However, without a close-form expression of \( R(\tau) \), it is hard to obtain an analytical solution of \( S(f) \). Nevertheless, given a known pdf \( f_T \), the spectrum can be assessed numerically.

### IV. Numerical Results

We numerically evaluate \( R(t, \tau) \) using the analytical results in (17), and compare to the simulation results. Note that the pdf in (21) depends on \( \gamma = P/N_0 \) and \( L \). Since the analysis aims at providing a spectrum comparison with the fixed-symbol-length scheme, here we always choose a \( L \) such that \( \mathbb{E}\{T\} = 1 \) for all \( \gamma \). In this case, \( E_b/N_0 = P \cdot \mathbb{E}\{T\}/N_0 = \gamma \). In the following, we show numerical results of the analysis and the simulation by generating \( T_k \) with pdf \( f_T \) in (21). We use \( K = 100 \) to simulate a relatively long sequence.

In Figure 3 it is observed that for a fixed \( \tau \), the value of \( R(t, \tau) \) depends on \( t \), but converges to a fixed value as \( t \to \infty \).

Figure 4 shows the analysis from (21) and simulation results of the autocorrelation function at different \( \gamma = E_b/N_0 \). It is observed that for high SNR, the shape of \( R(\tau) \) approaches a fixed-length scheme. This is expected since at large \( \gamma \), the
Finally, Figure 4 shows the numerically evaluated PSD $S(f)$ of OSLA signal at various $E_b/N_0$. The pdf in (4) is more concentrated around $E\{T\}$, and the r.v. $T_k$ approaches a constant $T = 1$.

Fig. 4: $S(f)$ of OSLA signal at various $E_b/N_0$.

V. CONCLUSION

In this letter, we provide autocorrelation and spectrum analysis for variable-symbol-length signals in communications with feedback. The autocorrelation function $R(t, \tau)$ depends on both $t$ and $\tau$, however, it is observed that its value converges to a function that only depends on $\tau$ when $t \to \infty$ for an infinitely long sequence. The spectrum can be numerically evaluated from the autocorrelation function $R(\tau) = \lim_{t \to \infty} R(t, \tau)$. Applying the analysis results to a feedback-based communication scheme called OSLA, we confirm that the numerical results agree with the simulation. Finally, we show that the variable-symbol-length scheme OSLA has the same spectral efficiency as a fixed-symbol length-scheme.
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