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ABSTRACT

Developing question answering (QA) systems that process natural language is a popular research topic. Conventionally, when QA systems receive a natural language question, they choose useful words or phrases based on their parts-of-speech (POS) tags. In general, words tagged as nouns are mapped to class entities, words tagged as verbs are mapped to property entities, and words tagged as proper nouns are mapped to named entities, although the accuracy of entity type identification remains low. Afterward, the relationship between entity types as RDF types determines the first element to be a pivot word to generate the SPARQL (acronym for SPARQL protocol and RDF query language) query on the basis of the sequences by a specific graph or tree structure, such as dependence tree or directed acyclic graph (DAG). However, the generated SPARQL query is difficult to adapt to the given query request in that the sequences are decided by a fixed structure. Unlike in previous research, SPARQL generation occurs automatically according to the entity type identification and RDF type identification results. This study attempts to design a method that leverages machine learning to learn human experiences in entity type identification as well as RDF-type identification. We approach the problem as a multiclass classification problem and propose a two-stage maximum-entropy Markov model (MEMM). The first stage identifies the entity type and the second identifies the RDF type for the purpose of generating appropriate SPARQL queries to meet the query request. Along with the templates designed for the two-stage MEMM model, we develop an automatic question answering prototype system called QAWizard. The experimental results show that QAWizard outperforms all other systems in question answering when evaluated on Linked Data version 8 (QALD-8) metrics.
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I. INTRODUCTION

For decades, experts from various fields have developed technologies that enable computers to understand human languages and complete tasks assigned by humans. For example, Siri from Apple Inc. and Google Assistant can understand natural language in order to help carry out tasks. Although human languages represent one of the best interfaces with computer systems, they are extremely complex. So far, computers have not yet been fully able to understand human language. Natural language question answering (QA) has thus become a popular research topic [4], [5], [20].

QA systems analyze users’ questions by using natural language processing (NLP) technologies and converting these questions (interrogative sentences) into query languages such as Structured Query Language (SQL) or SPARQL Protocol and RDF Query Language (SPARQL) suitable for backend databases or knowledge bases. Because questions often include words with latent semantic meaning, and because linked data can be used to recognize latent semantics, researchers have employed linked databases (e.g., DBpedia [25], FreeBase [2], and Yago [38]) to enable computers to obtain correct answers to the questions.

A typical architecture of a natural language question answering (QA) system based on linked data (QALD: Figure1
has four components: parsing, entity mapping, SPARQL generation, and evaluation.

When parsing a question, QALD systems utilize natural language processing tools to identify words, parts-of-speech (POS) tags, lemmas, dependency trees, and named-entity recognition (NER). Next, based on those POS tags and predefined lexical rules, mapping is performed between the chosen words or phrases (denoted as \( w_i \) hereinafter) and the entities in a linked database. After entities have been identified, SPARQL queries can be generated based on the dependency (or parsing) tree structure of the question [12], [13], [23]. Finally, the generated SPARQL queries are executed to retrieve answers from the linked database, which is known as evaluation.

Entities in linked databases are mostly classified into name, property, and class entities. Named entities are generally names of people, animals, events, and objects; property entities describe the relationships between named entities; and class entities describe the class of an entity. In DBpedia, each entity is represented in the form of a uniform resource identifier (URI). For example, War and Peace is linked to the URI http://dbpedia.org/resource/War_and_Peace and can be denoted as dbr:War_and_Peace. Problems such as lexical gaps and ambiguity [19] occur during entity mapping. As a result, PATTY [34], ESA [14], and Word2vec [16] were developed to alleviate these problems.

In the process of parsing, one of the most important things is to identify useful \( w_i \) from a question and assign them appropriate entity types in order to avoid excessive entity mappings. For example, if a word is correctly classified as a class type, the word does not need to be mapped to either named entities or property entities. Conventionally, the useful \( w_i \) are chosen based on their POS tags. Words tagged as nouns are mapped to class entities, words tagged as verbs are mapped to property entities, and words tagged as proper nouns are mapped to named entities [13], [18], [41]. HAWK [41] further considers either consecutive proper nouns (NNP) or two common nouns connected by a conjunction to be one named entity. Nonetheless, the accuracy of entity type identification in past research remains low.

To produce SPARQL queries based on natural language questions, studies have adopted dependency tree or directed acyclic graph (DAG) to determine the relationships between entities. For example, Freitas et. al. [12], [13] chose an NER from questions as a pivot, and transformed the dependency tree of questions based on the pivot into a sequence structure called partial ordered dependency structure (PODS), where the pivot is the first element in the sequence. Then, SPARQL queries are generated based on the sequence. However, the generated SPARQL queries have difficulty fulfilling query requests since the sequence is generated by a fixed structure.

In contrast to the aforementioned approaches, we consider parsing to be a multiclass classification problem, whether in the entity type identification process or RDF type identification process for SPARQL query generation. A popular classification algorithm within machine learning, Maximum-Entropy Markov Model (MEMM) [30], is utilized to design a two-stage MEMM model to learn human experiences in identifying the entity type as well as the RDF type. Accordingly, the SPARQL generation is automated on the basis of entity type identification and RDF type identification results. The first stage MEMM model enables us to correctly choose useful \( w_i \) from a question and determine their appropriate entity types in order to be used in the entity mapping process. Then, the second stage MEMM model is used to determine entities in the same RDF triples based on the results of the first stage classification model. Finally, predefined templates, designed for the results of the second stage model, are employed for SPARQL generation. Aside from the templates designed for the second stage MEMM model, we developed an automatic question answering prototype system called QAWizard.

This study uses the questions provided in the QALD challenges as the data source for testing and training. We use QALD-8 datasets of multilingual questions for training as well as performance measurement, but exclude comparatives, superlatives, and interrogative sentences requiring URIs with skos:Category entities. Our prototype, QAwizard, achieved outstanding performances on the metrics. The accuracy of the first and second stage learning models reached 86.94% and 98.73%; respectively. On the QALD-8 dataset, the recall and F-measure of our system outperform those of other QA systems evaluated.

The rest of the paper is organized as follows. In Section 2, we describe QA-related studies. Section 3 explains the proposed approach in detail. Section 4 outlines our experiments and their results. Finally, Section 5 offers conclusions and gives suggestions for possible development in the future.

II. RELATED LITERATURE

As stated in the first section, this study attempted to design an effective approach for choosing the right \( w_i \) and assigning them appropriate entity types in the process of parsing. In addition, we employed a two-stage MEMM model, along with predefined templates, to generate appropriate SPARQL queries in the process of SPARQL generation. Therefore, we reviewed what had been done in these two processes in subsections II-A and II-B.

A. PARSING

Conventionally, the useful \( w_i \) are selected from a question based on their POS tags. Only proper nouns, verbs, and nouns were used. Then, Proper-Noun-tagged words are mapped to named entities, Verb-tagged words are mapped to property entities, and Noun-tagged words are mapped to either class or property entities. If two nouns are connected by conjunctions, HAWK [41] treats them as one proper noun and maps it to a named entity. By using CoreNLP [29], Freitas et al. [12] selected \( w_i \) tagged with NER and used it as a named entity. However, for a question such as "What is in a chocolate chip cookie?", the above approaches failed to identify "chocolate chip cookie" as a named entity.
PODS is based on the question’s dependency tree, and nodes are merged or pruned based on pre-defined rules. Then, a NER node is selected as a pivot and the generation of the SPARQL query begins from the pivot. Xser [43] utilized predicate-argument dependency structure to represent query intention, and thus created a semantic DAG. Finally, they used pre-defined rules to convert the query intention into SPARQL queries.

gAnswer2 [20], [45] proposed a graph data-driven approach to generate SPARQL queries. Firstly, a so-called semantic query graph (SQG) is built based on the dependency tree structure of a question. A score is assigned to each subgraph of SQG. Then, the top-k subgraphs are converted into SPARQL queries. After obtaining all entities in a question, WDAqua [4]–[7] compiles all possible SPARQL queries that give a non-empty result. The SPARQL query syntax is restricted to a maximum of two simple RDF triples. The idea is simple: for every pair of entities, a breath-first search of depth 2 is performed on the knowledge base. Yus et al. [44] adopted SPARQL-like query language to express user’s requests to access local knowledge from the knowledge repositories. To efficiently explore RDF data, Gorgojo et al. [17] proposed a tool, named RDF Surveyor, that can deal with massive datasets. Mehmood et al. [31] presented an index-based approach, named QPPDs, to answer queries by exploiting linked data from multiple and distributed datasets. Liu et al. [27] translated the natural language query into SPARQL query to represent the query intention as a corresponding query graph. Smadi et al. [37] leveraged linked open data (LOD) for automatic question answering systems in the Arabic language. Since the tree structure or query graph is constructed by a specific rule, the past researches cannot be adaptively generated based on different input sentences.

III. THE PROPOSED APPROACH

QAwizard, as shown in Figure 3, which is divided into two phases: the training phase and the query phase. In the training phase, the QALD dataset is used for training, and MEMM is employed in learning both entity type and RDF tags, including the entity type tagger model and the RDF tagger model.

The entity type tagger model attempts to learn the useful $w_i$ and their entity types from training questions. Based on the tagged results obtained in the entity type tagger model, the RDF tagger model attempts to learn which entities should be in one RDF triple and their positions (either subject, property,
or object) in the triple. After training phase, the components in the query phase handle the input questions and answer the questions using process such as preprocessing, entity type tagging, entity mapping, RDF tagging, SPARQL generation, evaluation, and answer filtering.

### A. TRAINING PHASE

As shown in Figure 3, there are two learning models called entity type tagger model and RDF tagger model. The input for the entity type tagger model is a manually tagged dataset based on QALD datasets. Figure 4 shows a snippet of a QALD dataset, including a question, its SPARQL query, and the corresponding answers. The question segment contains its language encoding, the question string, and the useful keywords in the question string. The query segment contains the SPARQL query that is used to look up the answers from DBpedia. The answers segment contains the answers for the entity type tagger model is a manually tagged dataset based on QALD datasets. Figure 4 shows a snippet of a QALD dataset, including a question, its SPARQL query, and the corresponding answers. The question segment contains its language encoding, the question string, and the useful keywords in the question string. The query segment contains the SPARQL query that is used to look up the answers from DBpedia. The answers segment contains the answers for the entity type tagger model.

The main purposes of the entity type tagger model are to determine useful keywords or phrases \( w_i \) from the question sentences and assign them the right entity types. Each word or phrase is annotated as E, R, C, V, or N to represent named entity, relation entity, class entity, variable, or non-useful entity, respectively. Named entity, relation entity and class entity indicates the name of object, property/relation of object, and the class of an entity, respectively.

Take the question in Figure 4 as an example: because the keywords "How many" are WH-words, and both words represent one entity. Thus, they are tagged as V-B and V-I; respectively. As stated in the previous section, we extracted named entities using DBRDict-A and DBRDict-B. Therefore, the keywords "War" and "Peace" are converted into War_and_Peace and tagged as one entity type, E-B. Finally, the question sentence is tagged as follows:

\[
\text{How/V-B many/V-I pages/R-B does/N War_and_Peace/E-B have/N}
\]

As we can see from the example, the determination of \( w_i \) (including How many, pages, War and Peace) and their entity types from a question has now become a multiclass classification problem. In this paper, we chose to use MEMM.

In an MEMM model, as shown in Equation (1), we estimate the probability that the destination state is a particular class, \( c \) (i.e. entity types or RDF types). The destination state can take on \( C \) different values corresponding to the classes \( c_1, c_2, ..., c_C \). Here, \( x \) is a word that needs to be tagged from the features. A feature for tagging might be mapped to this word starts from its \( j \) leading words and ends with its \( k \) consecutive words (i.e., denoted by \( (j, k) \) in Table 1). For each such feature \( f_{j, k} \), we have a weight \( \beta_{c, \gamma} \), where \( \gamma \) indicates the \( \gamma \)-th feature in the entity type tagger model and RDF type tagger model. Given the features and weights, the trained models are to choose a tag for the word, a named entity tag or an RDF tag, for example. The model chooses the tag that has the maximum probability (in Equation (3); the probability is of a particular class \( c \) given the observation \( x \)). \( Z \), as shown in Equation (2), is a normalization factor specifying the number of features as \( N \) to make the value of the weight dependent on the class \( c \), denoted by \( \beta_{c, \gamma} \). Then, we want to find the parameters \( \beta \), which maximize the likelihood of the \( M \) training samples for training our two-stage models as shown in Equation (3).
\[
p(c|x) = \frac{1}{Z} \exp \sum_{\gamma=1}^{N} \beta_\gamma f_{\gamma\alpha}
\]
\[
Z = \sum_{c \in C} p(c|x) = \sum_{c \in C} \exp \sum_{\gamma=1}^{N} \beta_\gamma f_{\gamma\alpha}
\]
\[
\hat{\beta} = \arg \max_{\beta} \prod_{i=1}^{M} P(\epsilon | x(\epsilon), \beta)
\]

(3)

The features we consider include words, their entity types, and unknown words, such as word shape, suffix, and prefix. The features of trained data as training set are summarized in Table 1. For a given word \(w_i\), the first \(j\) leading words, \(w_i, ..., w_{i+j-1}\), and \(k\) consecutive words are individually treated as a single word, denoted as \(w(j,k)\). The combination of words \((j,k)\) is denoted as \(w\)-sequence \((j,k)\). The entity tagged type of \(w\)-sequence \((j,k)\) is denoted as \(et\)-sequence \((j,k)\). The entity types of the first \(j\) leading words of \(w_i\) combined with \(k\) consecutive words are represented as \(et-pair(j,k)\).

Among them, features word-shape, suffix and prefix are very useful for realizing the unknown words [23]. They convert lowercase letters to 'x', uppercase letters to 'X', and numbers to 'd'. For example, pages is converted to xxxxxx. Also, shorter word shape features are used. That is, consecutive 'x's, 'X's, or 'd's are removed, and pages is xxxxx. Also, shorter word shape features are used. That is, the object can be URI or literal. In general, relation entities can be URI or literal. In general, relation entities can be URI or literal. In general, relation entities can be URI or literal.

We continue to use "How many pages does War and Peace have?" as an example, and the current word \(w_1\) is assumed to be pages. Based on the tagged result, \(w_{i-1}\) is many, \(w_{i+1}\) is does, \(et_1\) is R-B, \(et_{i-1}\) is V-I, and \(et_{i+1}\) is N. The features to be used in MEMM, if \(w_i\) is pages, are shown in Table 2.

### TABLE 1. The feature set for both entity type tagger model and RDF tagger model.

| Item | Feature | Description |
|------|---------|-------------|
| 1    | words(j,k) | \(w_{i-j}, ..., w_{i-1}, w_i, w_{i+1}, ..., w_{i+k}\) |
| 2    | w-sequence(j,k) | \(w_{i-j}, ..., w_{i-1}, w_i, w_{i+1}, ..., w_{i+k}\) in one sequence |
| 3    | et-sequence(j,k) | \(et_{i-j}, ..., et_{i-1}, et_i, et_{i+1}, ..., et_{i+k}\) in one sequence |
| 4    | et-pair(j,k) | \(et_{i-j}, et_{i+k}\) in one sequence |
| 5    | word-et(0,j) | \(w_i et_{i+j}\) in one sequence |
| 6    | wordshapes(j,k) | wordshapes \(w_{i-j}, ..., wordshope_{i-1}\), \(wordshapes_{i+1}, ..., wordshope_{i+k}\) |
| 7    | Suffix/prefix | suffix \((w_i)\) and prefix \((w_i)\) |

### TABLE 2. An example feature set for the entity type tagger model.

| Item | Feature | Description |
|------|---------|-------------|
| 1    | words(-1,1) | 3 words: many, pages, does |
| 2    | w-sequence(-1,1) | word sequence: "many pages does" |
| 3    | et-sequence(-1,1) | entity type sequence: "V-I R-B N" |
| 4    | et-pair(-1,1) | its corresponding sequence: "V-I N" |
| 5    | word-et(0,1) | word and its entity type: "pages N" |
| 6    | wordshapes(-1,1) | word shapes: xxxx, xxxx, xxxx |
| 7    | Suffix/prefix | suffix \((w_i)\), e, ge, age, prefix \((w_i)\), p, pa, pag |

An RDF triple is of the form (Subject, Predication, Object) where the subject and the predicate can only be URI, and the object can be URI or literal. In general, relation entities will be placed in the position of the property, and named entities will be placed in the position of either the subject or the object. Since SPARQL queries contain RDF triples, and since the results of the entity type tagger include named entity types, class entity types, and relation entity types, we attempted to learn which entity types are in one RDF triple.

For example, in the previous example, we have tagged results as follows:

V-B V-I R-B N E-B N

Because V and N are not used in SPARQL queries, and because dbo:numberOfPages is in one RDF triple as shown in the query segment of Figure 4, we attempt to determine whether R and E are in one RDF triple through the second stage of the classification model – the RDF tagger model.

The RDF tagger model determines the relationships between the entities. Only E, R, and C are considered; in other words, the other non-useful tags are removed after the first stage. In the RDF tagger model, we consider RDF tags such as S (Subject), O (Object), P (Property entity), and T (Class entity). For S, O, and P, we also append a number, which is used to indicate whether or not two tags are in the same RDF triple. Thus, from the previous example, the training data has now become:

E/S1 R/P1.

The number 1 indicates both S and P are in the same RDF triple. More than one RDF triple is required to obtain correct answers for complex questions. For example, after being processed by the entity type tagger and non-useful tags are removed, the tagged result of "Who are the parents of the wife of Juan Carlos I?" is R E. Because the RDF triples (or SPARQL query) for "Who are the parents of the wife of Juan Carlos I?" are

(dbr:Juan_Carlos_I_of_Spain, dbo:spouse, ?ans)

(?ans, dbo:parent, ?uri)

we have to manually tag R R E as follows:

R/P2 R/P1 E/S1

In other words, E (dbr:Juan_Carlos_I_of_Spain) should be evaluated with the second R (dbo:spouse), not the first R (dbo:parent), because they have the same number. The RDF tag T is very special, because it is always converted into a standalone RDF triple of the form (?uri, rdf:type, T). Thus, there is no need to append a number to T. For example, after processing by the entity type tagger and removing non-useful tags, the tagged result of "Which movies did Kurosawa direct?" is C E R. Since the RDF triples for "Which movies did Kurosawa direct?" are:

(?uri, rdf:type, dbo:Film)

(?uri, dbo:director, dbr: Akira_Kurosawa)

we have manually tag C E R as follows:

C/T E/O1 R/P1
As we can see from the examples, the RDF model is now a multiclass classification model, which is totally different from other graph-based or tree-based approaches proposed so far. The feature set for the RDF tagger model is identical to the entity type tagger model. We continue to use "How many pages does War and Peace have?" as an example; the input training data for RDF tagger model is now E/S1 R/P1. If the current word $w_i$ is assumed to be R, the features to be used in MEMM are summarized in Table 3.

The features listed in Table 1 are also the features of the RDF tagger model. The features defined by Table 1 are for tagging RDF types, where the outcome results of the first stage are the input data for the second stage. Thus, the output of the entity type tagger model is the input of the RDF tagger ones. For example, as shown in Table 3, the w-sequence(-1, 1) is the entity type outputted by the first stage (i.e. R E) and et-sequence(-1,1) is the RDF type of w-sequence(-1, 1). Take "How many pages does War and Peace have?" as an example: the input training data for the RDF tagger model is E/S1 R/P1. If the current word $w_i$ is assumed to be R, the features in Table 2 are tagged with RDF tags as the features used in MEMM and summarized in Table 3. As in the previous statement, the question is tagged as R/P1 E/S1. In Item 1 of Table 3, there is no $w_{-1}$, and the individual entity types of $w_0$ and $w_1$ are R and E so that words(-1,1) is described as R, E. Item 2 of Table 3 concatenates the results of Item 1; thus, w-sequence(-1,1) is described as R E. Item 3 (feature et-pair(-1,1)) of Table 3 shows the words $w_{-1}$ and $w_1$ of RDF types as "S1. The word-et(0,1) feature indicates the word $w_0$ and the RDF type of word $w_1$, denoted as R S1. Meanwhile, wordsshapes(-1,1) refers to the word shapes of $w_{-1}$ and $w_1$ as X, X (since $w_{-1}$ is " "). The Suffix/prefix feature depicts the current word as R.

### Table 3. An example feature set for the RDF tagger model.

| Item | Feature | Description |
|------|---------|-------------|
| 1    | words(-1,1) | 2 words: R, E |
| 2    | w-sequence(-1,1) | word sequence: "R E" |
| 3    | et-sequence(-1,1) | entity type sequence: "P1 S1" |
| 4    | et-pair(-1,1) | the corresponding sequence: "S1" |
| 5    | word-et(0,1) | RDF tag sequence: "R S1" |
| 6    | wordsshapes(-1,1) | 2 word shapes: X, X |
| 7    | Suffix/prefix | suffix($w_0$): R, prefix($w_1$): R |

The features listed in Table 1 can be defined by Equation (4), where $\gamma$ is the $\gamma$-th item feature in Table 1 and Table 3, $\alpha = <b, s>$, and $f_{\gamma, \alpha}()$ is the feature function. That is, the features are expressed in pairs $<b, s>$, where $b$ is the feature of observation as the $\gamma$-th item in Table 1 and $s$ is the destination state. Take the third item feature in Table 1: the feature function is shown as $f_{3,<\text{et-sequence}(-1,1), VI R-B N>}("\text{many pages does}"); VI R-B N) = 1. That is, the et-sequence(-1,1) defined in Table 2 obtains the entity types tags of words retrieved by sentence $o_t"$ many pages does" as VI R-B N, identical to $s$. Thus, the result is 1.

$$f_{\gamma, \alpha}(o_t, s_t) = f_{<b, s>}(o_t, s_t) \tag{4}$$

$$f_{<b, s>}(o_t, s_t) = \begin{cases} 1, & \text{if } b(o_t) = s_t \text{ and } s = s_t \\ 0, & \text{otherwise} \end{cases} \tag{5}$$

### B. QUERY PHASE

The query phase, as shown in Figure 3, presents the process for parsing the input question, assigning tags using the trained entity type tagger model, finding named entity, adding RDF tags using the trained RDF tagger model, generating SPARQL queries, and finally retrieving the answers, as described in pre-processing, entity type tagging, entity mapping, RDF tagging, SPARQL generation, evaluation and answer type filtering, respectively.

1) Pre-processing

After both the entity type tagger model and RDF tagger model have been trained, we can start processing question sentences. Pre-processed of an input question sentence includes tokenization, Part-of-Speech (POS) tagging, and lemmatization. After tokenization, the sentence can be divided into several tokens. Each token is lemmatized and then tagged with a POS tag. For example, the results after pre-processing is performed on the sentence "Where in France is sparkling wine produced?" is shown in Table 4.

### Table 4. A pre-processing example.

| Token      | POS tagger | Lemmatization |
|------------|------------|---------------|
| Where      | WRB        | Where         |
| in         | IN         | in            |
| France     | NNP        | France        |
| is         | VBZ        | is            |
| sparkling  | JJ         | sparkling     |
| wine       | NN         | wine          |
| produced   | VBN        | produce       |

To efficiently extract named entities from the sentence, we continue to use the pre-defined database DBRDict-A and DBRDict-B [28] as shown in Figure 2, which it contains label and its corresponding URL to present named entities explored by URL from DBpedia. If more than one token is matched to either DBRDict-A or DBRDict-B, they are concatenated with the notation _.. For example, because the tokens "sparkling" and "wine" in Table 4 can be found in DBRDict-A, they are concatenated into one: sparkling_wine. Therefore, after pre-processing, we have:

Where in France is sparkling_wine produced

Next, we use the entity type tagger model obtained in the training phase. As a result, the sentence is tagged as:

Where/V-B in/N France/E-B is/N sparkling_wine/E-B produced/R-B.

As stated previously, the main purposes of the entity type tagger model are to select import $w_i$ from the sentence and...
determine their entity types. Once both have been determined, they can be used to map appropriate entities in the DBpedia. Since only named entities (E), class entities (C), and relation entities (R) are considered, the process of entity mapping, as shown in Figure 3, is described below.

2) Entity mapping

Before going into detail, some notations should be defined. For every pre-processed sentence, important $w_i$ and their entity types, called tokens, will be used to look up appropriate entities in the DBpedia. The set of tokens is denoted as $TK$, and $tk_i \in TK$, for $1 \leq i \leq s$, where $s$ is the size of $TK$. For the aforementioned example, $TK$ contains three tokens: $tk_1$ is France/E, $tk_2$ is sparkling_wine/E, and $tk_3$ is produced/R. In other words, each token contains $w_i$ and its entity type concatenated with a slash. Next, based on different types of $tk_i$, the tokens are applied in the lookup for appropriate entity mapping in the DBpedia as demonstrated in Algorithm 1. If the entity type is marked E, we match $tk_i$ with named entities, and if the type is tagged with C, it is matched to the category entities. Otherwise, the type is marked R, and matched to attribute entities.

Algorithm 1 Entity mapping algorithm

1: procedure ENTITYMAPPING($tk_i$)
2: if $tk_i$ is tagged as E then
3: if $tk_i$ labels in DBRDict-A or DBRDict-B then
4: if $tk_i$ has dbo:wikiPageDisambiguates then
5: Let $\forall \omega_i$ be the named entities.
6: else if $tk_i$ is tagged as C then
7: if $tk_i$ labels in DBRDict-C then
8: Let matched labels be the named entities
9: else if $tk_i'$ labels in DBRDict-C then
10: Let matched labels be the named entities
11: else if $tk_i$ is tagged as R then
12: if $tk_i$ labels in PATTY then
13: Let the matched labels be the entity names

For named entities, because both DBRDict-A and DBRDict-B contain their URIs and shown in Figure 2, it is not necessary to query DBpedia again. However, on occasion, new named entities are tagged by the entity type tagger model. For these named entities, the following steps are required: $tk_i$ is used to look up entities in DBpedia, and the entities found (their rdfs:label values contain $tk_i$) will be checked to see if they contain a dbo:wikiPageDisambiguates property. If they do, all object values (ie. URIs) of dbo:wikiPageDisambiguates, a object’s URI is denoted by $o_i$, will be used as named entities, instead of the original named entity. For example, if $tk_i$ is Mary, the result of entity mapping is http://dbpedia.org/resource/Mary. Because http://dbpedia.org/resource/Mary contains a property dbo:wikiPageDisambiguates, and the property contains more than 30 object values (URIs) including (to name a few) db:Mary_Queen_of_Scots and db:Mary_IL_of_England, all of the URIs are used as the entity mapping results of Mary, but http://dbpedia.org/resource/Mary itself is not used.

To reduce query overhead for DBpedia, we also created a local database called DBRDict-C. DBRDict-C is similar to DBRDict-A, but contains all class entities defined in DBpedia. Similar to named entities, $tk_i$ is tagged as E is mapped to the "Label" column of DBRDict-C via (sub)string matching. If not found, both synonyms and derivatively related forms of $tk_i$, denoted by $tk_i'$, are mapped to the DBRDict-C again. For example, if $tk_i$ is car, nothing can be found in the DBRDict-C. However, the synonyms of car in WordNet include auto, automobile, machine, and motorcar; and automobile can be mapped to dbo:Automobile in the DBRDict-C.

The $tk_i$ of type R often cannot be directly mapped to a DBpedia entity due to lexical gaps [19]. Typically, a dataset such as PATTY [34] or gAnswer2 [20] is used to resolve this type of problem. In essence, PATTY searched for important co-occurrences (or relatedness) of verbs (the "Pattern" column of Table 5) and relation entities (the "Relation" column in Table 5) from DBpedia, and generated datasets to resolve lexical gaps. A sample snippet of data extracted from PATTY is shown in Table 5. For the same example, the $tk_i$ produced by type R is looked up in the dataset, and dbp:manufacturer, dbo:musicComposer, as well as dbo:wineProduce can be obtained.

### Table 5. Example segments of relations and their corresponding patterns

| pattern       | relation                  |
|---------------|---------------------------|
| Produced      | dbo:manufacturer          |
| Produced      | dbo:musicComposer         |
| Produced      | dbo:wineProduce           |

3) RDF tagging

To generate appropriate SPARQL queries, we not only need the entity URIs from the entity mapping process, but also the tagged results from the RDF tagger model. After removing V and N, the output of the entity type tagger will be processed by the RDF tagger. For the example in which France/E, sparkling_wine/E, and produced/R, the tagged result of E E R is E/S2 E/S1 R/P1. After removing the digit numbers, we have two groups. The first group is S, and the second group is S P.

4) SPARQL generation

Based on all possible tagged results, we designed 7 types of RDF triple templates, which are summarized in Table 6.

The design rules for the templates are quite straightforward: Each group of an RDF tagged result will have two RDF triples because S or O can be placed in either subject or object positions. The only exception is T, which is a class entity. Because many evaluated QALD systems (if not all) can only process simple questions, it is assumed that only simple questions will be processed in our system. Thus, only
the subject or the object of an RDF triple can be an answer. As a result, we can put a variable ?ans in either subject or object position. Because T can only be placed in the object position, (?ans, rdf:type, T) was also designed.

Because S, O, P, and T all have known URIs from the entity mapping processing, they will be replaced with URIs in RDF triple templates. Variables are used in the positions without known entities. For ease of reading, we use variable names such as ?P, ?S, and ?O to represent property, subject, and object; respectively.

### TABLE 6. The RDF triple templates

| Item | RDF tags | RDF triple templates |
|------|----------|----------------------|
| 1    | S P      | (S, P, ?ans), (?ans, P, S) |
| 2    | O P      | (O, P, ?ans), (?ans, P, O) |
| 3    | S O      | (S, ?O, P), (O, ?P, S) |
| 4    | S O      | (?ans, ?P, S), (S, ?P, ?ans) |
| 5    | O P      | (?ans, ?P, O), (O, ?P, ?ans) |
| 6    | P S      | (?ans, P, ?O), (?O, ?P, ?ans) |
| 7    | T        | (?ans, rdf:type, T) |

For example, by looking at Table 6 above, the first group S is mapped to the template number 4, and thus two RDF triples – (?ans, ?p, S) and (S, ?p, ?ans) – are created. Then, the second group S P is mapped to the template item number 1, and two RDF triples – (S, ?p, ?ans) and (?ans, P, S) – are created. Finally, each RDF triple in one group will be concatenated into one RDF triple in another group. As a result, four SPARQL queries are created which are shown in Table 7.

### TABLE 7. Four SPARQL query templates

| Number | Templates of SPARQL queries |
|--------|-----------------------------|
| QT1    | (S.P.?ans), (?ans,?p,S) |
| QT2    | (S.P.?ans), (?p,?ans) |
| QT3    | (?ans,P,S), (?ans,?p,S) |
| QT4    | (?ans,P,S), (?ans,?p,S) |

Based on the results of entity mapping, it is assumed that France and sparkling_wine are mapped to dbo:France and dbo:Sparkling_wine, respectively. Additionally, produced is mapped to dbo:musicComposer and dbo:wineProduced. Noted that there are more than two relation entities in practice. By plugging these entity URIs into four SPARQL query templates shown in Table 7, we have eight SPARQL queries which are listed in Table 8. For example, since dbo:France was tagged as S2, it would be plugged into (?ans, ?p, S) and become (?ans, ?p, dbo:France) in QT1. Similarly, dbo:Sparkling_wine and dbo:musicComposer were tagged as S1 and P1, respectively. They would be plugged into (S,P,?ans) and become (dbo:Sparkling_wine, dbo:musicComposer, ?ans). The SPARQL query generated for this template is shown in QR1 of Table 8, including four fields, template number (T_no), SPARQL query number (SQ_no), SPARQL queries (SQ), and query results (QR). After all SPARQL queries are generated, they will be used to query the remote DBPedia knowledge base. The query results are shown in the last column (QR) of Table 8. As you can see, there only one result is obtained.

### TABLE 8. Example SPARQL queries and their result

| T_no | SQ_no | SQ | QR |
|------|-------|----|----|
| QT1  | QR1   | (?)ans,?p, dbo:France) (dbo:Sparkling_wine, dbo:musicComposer, ?ans) | no result |
| QT2  | QR2   | (?)ans,?p, dbo:France) (dbo:Sparkling_wine, dbo:wineProduced, ?ans) | no result |
| QT3  | QR3   | dbo:France, ?p, ?ans) (dbo:Sparkling_wine, dbo:musicComposer, ?ans) | no result |
| QT4  | QR4   | dbo:France, ?p, ?ans) (dbo:Sparkling_wine, dbo:wineProduced, ?ans) | no result |
| QT5  | QR5   | (?)ans,?p, dbo:France) (?ans, dbo:musicComposer, dbo:Sparkling_wine) | no result |
| QT6  | QR6   | (?)ans,?p, dbo:France) (?ans, dbo:wineProduced, dbo:Sparkling_wine) | dbr:Loire_Valley_(wine) |
| QT7  | QR7   | dbo:France, ?p, ?ans) (?ans, dbo:musicComposer, dbo:Sparkling_wine) | no result |
| QT8  | QR8   | dbo:France, ?p, ?ans) (?ans, dbo:wineProduced, dbo:Sparkling_wine) | no result |

5) Evaluation and answer type filtering

If there is more than one query result, it is necessary to check whether the result is correct. We used w1 which is tagged as V to determine if a result is of the right rdf:type. If w1 is "What", "Which", "Give", "List", or "Show", it is not necessary to check result types. If w1 is "Who", the appropriate rdf:type in DBpedia is either dbo:Person or dbo:Organisation. If w1 is "Where", the appropriate rdf:type is dbo:Place. If w1 is "When", the appropriate rdf:type is either xsd:date or xsd:dateTime. If w1 is of type auxiliary verb (ex. do/does, be, etc.), the result is either True or False. In our system, if the query result is not empty, "True" is given; otherwise, "False" is given. If the first word of w1 is "How", the query result is generally a value. Thus, we first check to see whether the query result is a literal of type xsd:integer. If none exists, we count the number of results to obtain a number. For example, if a book entity has the property dbo:numberOfPages and its value is of type xsd:integer, then the value then is our answer. If a person entity has the property dbo:child and its value is not a number, we then count the number of objects as our answer.

If the query is “Where in France is sparkling wine produced?”, “Where” was tagged as V by the entity type tagger, and thus the type of query result should be of type dbo:Place. Because the query result of QR6 in Table 8 is
dbr:Loire_Valley_(wine), and dbr:Loire_Valley_(wine) is of type dbo:Place, it is our final answer.

IV. EXPERIMENTAL RESULTS
Java was employed to develop the system used in this study. During preprocessing, Stanford CoreNLP 3.9.1 was used in preprocessing for word segmentation, POS tagging, and lemmatization. The Part-of-Speech Tagger 3.9.1 developed by Stanford was used for MEMM training.

A. DATA
The multilingual question datasets from both QALD-7 and QALD-8 were used as the experiment datasets. The QALD-7 dataset comprises 241 sentences in the training set and 43 sentences in the test set. These 43 sentences contain comparatives, superlatives, and skos:Category entities. Because this study did not consider the aforementioned sentence types, those types of sentences were excluded, leaving 23 questions in the test set. Similarly, the QALD-8 dataset has 219 sentences in the training set and 41 sentences in the test set. Only 33 of 41 sentences were used in the experiments. We conducted the query experiment between June 28 and August 10, 2019 utilizing the official online DBpedia service.

Additional datasets employed including gAnswer2, DBRDdict-A, DBRDdict-B, and DBRDdict-C. The so-called gAnswer2 dataset generated by Hu et. al. [20] is basically an up-to-date version of PATTY based on DBpedia 2016. The tables DBRDdict-A, DBRDdict-B, and DBRDdict-C were created based on DBpedia 2016, and they contain 4,872,244 named entities, 6,883,195 entities with URL redirection, and 760 class entities, respectively.

B. EXPERIMENTS
In Experiment-1, we calculated the accuracy of the trained entity-type tagger model. In Experiment-2, we calculated the accuracy of the trained RDF tagger model. In Experiment-3, we fully tested our system and compared the performance of our system with other QALD systems using the same test set.

1) Experiment-1: Accuracy of the entity-type tagger model
As stated previously, we designed many features for the entity-type tagger model. Because our training dataset was small (a couple of hundred sentences), unknown word features, such as word-shapes, prefix, and suffix, were used. Because the feature functions for natural language processing have been well developed, we used L3W feature set, which is similar to left-3-words as suggested by the Stanford development team. In addition to L3W, we also used L5W, B3W, and B5W. All four different feature sets are listed in Table 9.

The accuracy of entity-type tagger model is defined as follows:

\[
\text{accuracy} = \frac{\text{the number of words labeled with correct tags}}{\text{the number of words in a sentence}} \quad (6)
\]

For example, if the question "How many pages does War and Peace have?" was tagged as How/V-B many/V-I pages/C-

| Name of feature set | Features |
|---------------------|----------|
| L3W | words(-1,1), et-sequence(2), wordshape(-1,1), suffix/prefix |
| L5W | words(-2,2), et-sequence(2), wordshapes(-2,2), suffix/prefix |
| B3W | words(-1,1), et-sequence(-2,2), wordshape(-1,1), suffix/prefix |
| B5W | words(-2,2), et-sequence(-2,2), wordpair(-1,1), wordshape(-1,1), wordshape(-2,2), suffix/prefix |

B does/N War_and_Peace/E-B have/C-B, "pages" was incor-

TABLE 9. Four different feature sets

2) Experiment-2: Accuracy of the RDF tagger model
The feature sets used in Experiment-1 are also employed in this experiment. The accuracy of the RDF tagger model was defined as follows:

\[
\text{accuracy}_{\text{RDF}} = \frac{\text{the number of correct RDF tags}}{\text{the number of RDF tags in a sentence}} \quad (7)
\]

Accuracy was calculated by comparing the tagging results with the standard answer in the datasets. The correctness of RDF tags was determined as follows:

| Dataset | NFS  | Avg_accuracy |
|---------|------|--------------|
| QALD-7  | L3W  | 84.78%       |
|         | L5W  | 86.23%       |
|         | B3W  | 86.23%       |
|         | B5W  | 89.86%       |
| QALD-8  | L3W  | 85.71%       |
|         | L5W  | 86.94%       |
|         | B3W  | 86.94%       |
|         | B5W  | 86.94%       |
a) When the entity-type tagging results in R, C, or E, the correct corresponding RDF tag should be P, T, or S/O, respectively.

b) When any two entities are in one RDF triple, their RDF tags should have the same digit number.

As an example, if the question "How many pages does War and Peace have?" was tagged as V-B V-I R-B N E-B N by the entity-type tagger and subsequently tagged as P1 S1 by the RDF tagger, the accuracy would be 1 because R and E were tagged as P and S/O, and P and S has the same digit number of I. Noted that if the RDF tagging result were P2 S2 for the question, the accuracy would still be 1 because they still have the same digit number. However, if the RDF tagging results in T S1, the R tag would have been incorrectly tagged as T, and the accuracy would be 1/2.

As shown in Table 11, regardless of which feature set was used, the RDF tagger model has the same performance on both QALD-7 and QALD-8. For consistency, the RDF tagger model trained using B5W (identical to the entity type model) was used in subsequent experiments.

Table 11. Accuracy of the RDF tagger model using different feature functions

| Dataset | NFS | Avg_accuracy |
|---------|-----|--------------|
| QALD-7  | L3W | 97.92%       |
|         | L5W | 97.92%       |
|         | B3W | 97.92%       |
|         | B5W | 97.92%       |
| QALD-8  | L3W | 98.73%       |
|         | L5W | 98.73%       |
|         | B3W | 98.73%       |
|         | B5W | 98.73%       |

3) Experiment-3: The overall performance of the proposed system QAWizard utilized a two-stage MEMM model to resolve the problems of entity type identification and SPARQL query generation as a multiclass classification problem. In Experiment 3, we also assessed the overall performance of our system using the QALD-8 test multilingual question set. As done in Usbeck et al. [42], QAKIS, gAnswer2, and WDAqua were evaluated in QALD-8, with both gAnswer and WDAqua winning the QALD-8 challenge.

The performance of a QALD system can be measured based on precision, recall, and F1-measure as proposed by Usbeck et al. [42]. The recall and precision were defined as follows, where gold standard answers refer to the correct answers of the questions in the QALD test set:

$$\text{Recall}(q) = \frac{\text{number of correct system answers for } q}{\text{number of gold standard answers for } q}$$  \hspace{1cm}\text{(8)}

$$\text{precision}(q) = \frac{\text{number of correct system answers for } q}{\text{number of system answers for } q}$$  \hspace{1cm}\text{(9)}

We also assess the overall performance of our system using the QALD-8 test multilingual question set. As found in Usbeck et al. [42], QAKIS, gAnswer2 and WDAqua were evaluated in QALD-8, and both gAnswer and WDAqua won the QALD-8 challenge. The system QAKIS, gAnswer, and WDAqua were all designed for answering simple question without comparatives, superlatives, and interrogative sentences requiring URIs with sko:Category entities.

Table 12 shows the average of precision (Avg_P), average of recall (Avg_R), and average of the F1-measure (Avg_F1). The performances of QAWizard’s Avg_R and Avg_F1 were 63.3% and 42.1%, respectively, indicating that the proposed QAWizard outperformed QAKIS, gAnswer2, and WDAqua.

However, the Avg_P of our system is slightly lower than those of gAnswer2 and WDAqua. After further analysis, we observed that the process of entity mapping due to the limitations of PATTY design. For example, in a QALD-8 sentence "How much is the total population of the European Union?", although our system correctly tagged "total population" as a property P, it failed to find the correct property entity "dbp:populationTotal" due to the limitation of PATTY (neither "total" nor "population" is a verb). It is likely that both gAnswer2 and WDAqua have built dictionaries that considered both verb and noun words.

In summary, the impacts of the proposed work are as follows:

1) Unlike the past researches, the entity type identification and RDF tagger identification in this work are dynamic processes trained by the QALD-7 and QALD-8 datasets. Thus, the entity type and RDF tagger are adaptive according to the experiences of the training data. The average accuracy of entity type identification on QALD-7 and QALD-8 are high; 86.77% and 86.63%, respectively. The accuracy of RDF tagger identification remains high at 98.73%. The positive outcomes in the experimental results confirm the feasibility of our approach.

2) Instead of utilizing the dependency tree structure of questions, SPARQL generation is automated to predefine the general syntax generated on the basis of entity type identification and RDF type identification results.

V. CONCLUSIONS

The objective of a QA system is to understand a question entered by a user and then answer that question. However, many challenges exist in developing a robust QALD system [19]. In past researches, the accuracy of entity type identification has remained low. Moreover, prior SPARQL query generation techniques have been based on sequences produced by a fixed
rule, such as a dependency tree or DAG, such that they cannot adapt to all question statements. To resolve such issues, this paper studies how to identify correct words or phrases from natural language questions, assigning appropriate entity types to them, and then determine the relationships between entities.

We proposed a two-stage classification model that includes entity-type and RDF tagging models. The entity type tagging model enables the designed system to select the correct words/phrases from natural language questions and assign the correct entity types to them. The RDF tagging model enables the system to determine the relationships between entities identified in the first stage, so that they can be used to generate SPARQL queries based on the designed templates. The experimental results demonstrate that the tagger models used in the first and second stages improve accuracy rates to 89.86% and 98.73%, respectively. Based on the RDF tagging model and the designed templates, the F1-measures for QALD-8 of the proposed system is 0.421. The outstanding performance surpasses that of all other QALD-8 systems evaluated.

Although the performance of the proposed system is strong, there is room for further improvement. For instance, the architecture of the proposed system needs to be modified so that it can work with the evaluation tool GEBRILL QA platform [41]. Furthermore, the execution time of the proposed system might last up to a few hours because too many entities are chosen during the process of entity mapping; therefore, a pruning mechanism is required. Lastly, like most QALD systems developed so far, the proposed system cannot process complex questions, such as comparatives and superlatives questions. Further research should be conducted to overcome the aforementioned limitations.
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