Likelihood Asymptotics in Nonregular Settings: A Review with Emphasis on the Likelihood Ratio

Alessandra R. Brazzale* and Valentina Mameli†

April 19, 2023

Abstract

This paper reviews the most common situations where one or more regularity conditions which underlie classical likelihood-based parametric inference fail. We identify three main classes of problems: boundary problems, indeterminate parameter problems—which include non-identifiable parameters and singular information matrices—and change-point problems. The review focuses on the large-sample properties of the likelihood ratio statistic. We emphasize analytical solutions and acknowledge software implementations where available. We furthermore give summary insight about the possible tools to derive the key results. Other approaches to hypothesis testing and connections to estimation are listed in the annotated bibliography of the Supplementary Material.
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1 Introduction

The likelihood ratio or Wilks statistic is the oldest of the three classical approaches of likelihood-based inference to hypothesis testing, which include the asymptotically equivalent Wald and score statistics. Modern quests still advocate Wilks’ test to identify new rare events and/or to detect a sudden change in a data generation process. It is commonly believed that under the null hypothesis its finite-sample distribution approaches the chisquared distribution as the sample size goes to infinity. However, in order to hold true, the application of Wilks’ (1938) theorem to calculate measures of significance, and of subsequent and related results of large sample asymptotic theory, requires a number of regularity conditions which are often not met. Though there has always been awareness of nonregular problems, especially practitioners may be less familiar with the resulting limiting distributions and how these are derived. The aim of this paper is to resume a seemingly bygone statistical problem, whose inferential issues are highly relevant for a number of modern applications; see, for instance, Algeri et al. (2020). We present an overview of the situations in which Wilks’ (1938) theorem can fail and of how to construct valid inferences. We will focus on the likelihood ratio statistic and its limiting distribution motivated by its widespread use for hypothesis testing, model selection and other related uses. Analogies with alternative test statistics and/or nonparametric and semiparametric models within the frequentist but also Bayesian paradigm are listed in the annotated bibliography of the Supplementary Material.

Asymptotic theory is an essential part of statistical methodology. It provides first thing approximate answers where exact ones are unavailable. Beyond this, it serves to check if a proposed inferential solution provides a sensible answer when the amount of information in the data increases without limit. Given the tremendous advances in computer age statistical inference (Efron and Hastie,
one could be tempted to by-pass the often rather demanding algebraic derivations of asymptotic approximation. Gaining insight in what happens to the limiting distribution of likelihood-based test statistics when one or more regularity conditions fail is a central issue to decide whether and to which extent to rely upon simulation. The following simple example tries and makes the point.

**Example 1.1** (Testing for homogeneity in a von Mises mixture). Suppose we observe a random sample \(y_1, \ldots, y_n\) from the mixture model

\[
(1 - p)f(y_i; 0, \kappa) + pf(y_i; \mu, \kappa),
\]

where \(0 \leq p \leq 1\) is the mixing proportion. Furthermore, \(f(y_i; \mu, \kappa)\) denotes the von Mises distribution with mean direction \(|\mu| \leq \pi\) and concentration parameter \(\kappa \geq 0\). Fu et al. (2008) prove that the asymptotic null distribution of the likelihood ratio statistic for testing the hypothesis \(p = 0\) is the squared supremum of a truncated Gaussian process. The quantiles of the process can in principle be approximated to desirable precision by simulation, this way overcoming the algebraic difficulties of the exact solution. However, the same authors also show that if a suitable penalisation term is used, the distribution of the corresponding modified likelihood ratio statistic converges to the simple \(\chi^2_1\) distribution for \(n \to \infty\).

This is wholly different from what happens in the Gaussian case. If the component densities \(f(y_i; \mu, \kappa)\) in (1.1) represent normal distributions with unknown mean \(\mu \in \mathbb{R}\) and variance \(\kappa > 0\), the distribution of the likelihood ratio statistic for testing model homogeneity diverges to infinity unless suitable constraints are imposed (Chen and Chen, 2003). This is because normal mixtures with unknown variance are not identifiable unlike the von Mises mixture model (1.1); see Section 5.2.2. Trying and simulating the limiting distribution in this case would lead to totally misleading results as the likelihood ratio tends to infinity with probability one. The finite-sample distribution of the likelihood ratio statistic, however, can be approximated using the parametric bootstrap as in McLachlan (1987).

The required conditions, which are typically of Cramér type (Cramér, 1946, §33.3), require, among others, differentiability with respect to the parameters of the underlying joint probability or density function up to a suitable order and finiteness of the Fisher information matrix. Models which satisfy these requirements are said to be ‘regular’ and cover a wide range of applications. However, there are many important cases where one or more conditions break down. A highly cited review of nonregular problems is Smith (1989); see also the discussion paper by Cheng and Traylor (1995). Further examples can be found in Barndorff-Nielsen and Cox (1994, §3.8), Davison (2003, §4.6) and Cox (2006, Chapter 7). A classical example, which is traditionally used to demonstrate the failure of parametric likelihood theory, is Neyman and Scott’s (1948) paradox.

**Example 1.2** (Growing number of parameters). Let \((X_1, Y_1), \ldots, (X_n, Y_n)\) denote \(n\) independent pairs of mutually independent and normally distributed random variables such that for each \(i = 1, \ldots, n\), \(X_i\) and \(Y_i\) have mean \(\mu_i\) and common variance \(\sigma^2\). The maximum likelihood estimator of \(\sigma^2\) is

\[
\hat{\sigma}^2 = \frac{1}{2n} \sum_{i=1}^{n} \{(X_i - \mu_i)^2 + (Y_i - \mu_i)^2\},
\]

with \(\mu_i = (X_i + Y_i)/2\). Straightforward calculation shows that, for \(n \to \infty\), \(\hat{\sigma}^2\) converges in probability to \(\sigma^2/2\) instead of the true value \(\sigma^2\). The reason is that only a finite number of observations, in fact two, is available for estimating the unknown sample mean \(\mu_i\). This violates a major requirement which underlies the consistency of the maximum likelihood estimator, namely that the uncertainty of all parameter estimates goes to zero.

Example 1.2 is an early formulation of an incidental parameters problem. Other examples of this type are reviewed in Lancaster (2000), who also discusses the relevance of the Neyman–Scott paradox in statistics and economics. A recent contribution is Feng et al. (2012). Non-regularity may also arise when the parameter value under the null hypothesis is not an interior point of the parameter space, or when some of the parameters disappear under the null hypothesis. The following simple example shows what may happen when the support of the distribution depends on the parameter \(\theta\).

**Example 1.3** (Translated exponential distribution). Let \(X_1, \ldots, X_n\) be an independent and iden-
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has a \( \chi^2 \) distribution. Furthermore, the maximum likelihood estimation represented by the dotted diagonal line. The right panel reports the empirical distribution of the likelihood ratio statistic observed in 10,000 exponential samples of size \( n = 50 \) generated with rate equal to 1 and translated by \( \theta_0 = 3 \). The diagonal dotted line is the theoretical \( \chi^2 \) approximation. Right: histogram and superimposed \( \chi^2 \) density (solid line).

Figure 1: Example 1.3: Translated exponential distribution. Values of the likelihood ratio \( W(3) \) observed in 10,000 exponential samples of size \( n = 50 \) generated with rate equal to 1 and translated by \( \theta_0 = 3 \). Left: \( \chi^2 \) quantile plot. The diagonal dotted line is the theoretical \( \chi^2 \) approximation. Right: histogram and superimposed \( \chi^2 \) density (solid line).

These situations are not mere mathematical artifacts, but include many models of practical interest, such as mixture distributions and change-point problems, in genetics, reliability, econometrics, and many other fields. There is, indeed, a rich literature on this topic. The majority of existing results consider the failure of one condition at a time, but failure of two assumptions simultaneously has also received attention. In the absence of a unifying theory, most of the individual problems have been treated on their own. After careful consideration, we decided to group them into three broad classes: boundary problems, indeterminate parameter problems and change-point problems. We furthermore restrict our attention to the key results. Figure 1 depicts a personal selection of these. The corresponding prototype derivations are provided in Appendix A, while Appendix B of the Supplementary Material lists further contributions, such as analogies with alternative test statistics and/or nonparametric and semiparametric models.

The paper is organised as follows. First order parametric inference based on the likelihood function of a regular model is reviewed in Section 2, together with the conditions upon which it is based. Section 3 treats the first nonregular setting and embraces, in particular, testing for a value of the parameter which lies on its boundary. Section 4 concerns models where one part of the parameter vanishes when the remaining one is set to a particular value. The best-studied indeterminate parameter problems are finite mixture models. Given their widespread use in statistical practice, and their closeness to boundary problems, we will consider them separately in Section 5. The third broad class of nonregular models, that is, change-point problems, are reviewed in Section 6. Most articles investigate the consequences of the failure of one regularity condition at a time. Mixture distributions and change-point problems deserve special attention as they represent situations where two conditions fail simultaneously. Section 7 reviews cases which do not fit into the above three broad model classes, but still fall under the big umbrella of nonregular problems. These include, among others, shape constrained inference, a genre of nonparametric problem which leads to highly nonregular models.

Despite the many remarkable theoretical developments in likelihood-based asymptotic theory for nonregular parametric models, one may wonder why the corresponding results are little known especially among practitioners. We believe there are at least two reasons. The first is that the results are highly scattered, in time and scope, which makes
Figure 2: Publishing timeline of a selection of contributions on the large-sample properties of the likelihood ratio statistic in nonregular settings.

it difficult to get the general picture. The second reason is that the limiting distributions are often fairly complex in their derivation and implementation. Section 8 reviews the few software implementation we are aware of. The paper then closes with the short summary discussion of Section 9.

2 Likelihood Asymptotics

2.1 First order theory

2.1.1 General notation.

Consider a parametric statistical model $\mathcal{F} = \{f(y; \theta), \Theta, \mathcal{Y}\}$, where $y = (y_1, \ldots, y_n)$ are $n$ observations from the $d$-dimensional random variable $Y = (Y_1, \ldots, Y_n)$, $d \geq 1$, with probability density or mass function $f(y; \theta)$ whose support is $\mathcal{Y} \subseteq \mathbb{R}^d$. Furthermore, the $p$-dimensional parameter $\theta$ takes values in a subset $\Theta \subseteq \mathbb{R}^p$, $p \geq 1$. Throughout the paper we will consider $y$ an independent and identically distributed random sample unless stated differently. Furthermore, there may be situations where the model is specified by a function different from $f(y; \theta)$ such as the cumulative distribution function $F(y; \theta)$. Let $L(\theta) = L(\theta; y) \propto f(y; \theta)$ and $l(\theta) = \log L(\theta)$ denote the likelihood and the log-likelihood functions, respectively. The large interest in this inferential tool is motivated by the idea that $L(\theta)$ will be larger for values of $\theta$ near the true value $\theta^0$ of the distribution which generated the data. The maximum likelihood estimate (MLE) $\hat{\theta}$ of $\theta$ is the value of $\theta$ which maximises $L(\theta)$ or equivalently $l(\theta)$. That is, it is the value to which the data assign maximum evidence. Under mild regularity conditions on the log-likelihood function to be discussed in Section 2.2, $\hat{\theta}$ solves the score equation $u(\theta) = 0$, where $u(\theta) = \partial l(\theta)/\partial \theta$ is the
score function. We furthermore define the observed information function \( j(\hat{\theta}) = -\partial^2 l(\hat{\theta}) / \partial \theta \partial \theta^\top \), where \( \theta^\top \) denotes transposition of \( \theta \), and the expected or Fisher information \( i(\theta) = E[j(\theta; Y)] \).

### 2.1.2 No nuisance parameter.

The three classical likelihood-based statistics for testing \( \theta = \theta_0 \) are the

- standardized MLE, \( (\hat{\theta} - \theta_0)^T j(\hat{\theta})(\hat{\theta} - \theta_0) \)
- score statistic, \( u(\theta_0)^T j(\hat{\theta})^{-1} u(\theta_0) \)
- likelihood ratio \( W(\theta_0) = 2\{l(\hat{\theta}) - l(\theta_0)\} \)

where the observed information \( j(\hat{\theta}) \) is at times replaced by the Fisher information \( i(\theta) \). These statistics are also known under the names of Wald’s, Rao’s and Wilks’ tests, respectively. If the parametric model is regular, the finite-sample null distribution of the above three statistics converges to a \( \chi^2 \) distribution to the order \( O(n^{-1}) \) as \( n \to \infty \). For \( \theta \) scalar, inference may be based on the corresponding signed versions, that is, on the signed Wald statistic, \( (\hat{\theta} - \theta_0) j(\hat{\theta})^{1/2} \), score statistic, \( u(\theta_0) j(\theta_0)^{-1/2} \), and likelihood root,

\[
r(\theta_0) = \text{sign}(\hat{\theta} - \theta_0)[2\{l(\hat{\theta}) - l(\theta_0)\}]^{1/2},
\]

whose finite-sample distributions converge to the standard normal distribution to the order \( O(n^{-1/2}) \).

### 2.1.3 Nuisance parameters.

Suppose now that the parameter \( \theta = (\psi, \lambda) \) defined on \( \psi \in \Psi \times \Lambda \) is partitioned into a \( p_0 \)-dimensional parameter of interest, \( \psi \in \Psi \subseteq \mathbb{R}^{p_0} \), and a vector of nuisance parameters \( \lambda \in \Lambda \subseteq \mathbb{R}^{p - p_0} \) of dimension \( p - p_0 \). Large-sample inference for \( \psi \) is commonly based on the profile log-likelihood function

\[
l_p(\psi) = \sup_{\lambda \in \Lambda} l(\psi, \lambda),
\]

which maximises the log-likelihood \( l(\psi, \lambda) \) with respect to \( \lambda \) for fixed \( \psi \). The profile likelihood ratio statistic for testing \( \psi \in \Psi_0 \) is

\[
W_p(\psi_0) = 2\{\sup_{\psi \in \Psi} l_p(\psi) - \sup_{\psi \in \Psi_0} l_p(\psi)\},
\]

where \( \Psi_0 \subseteq \Psi \) is the parameter space specified under the null hypothesis. If the null hypothesis is \( \psi = \psi_0 \), the finite-sample distribution of \( W_p(\psi_0) \) converges to the \( \chi^2_{p_0} \) distribution to the order \( O(n^{-1}) \) for \( n \to \infty \).

If there exists a closed form expression for the constrained maximum likelihood estimate \( \hat{\lambda}_\psi \) of \( \lambda \) for given \( \psi \), the profile log-likelihood function may be written as

\[
l_p(\psi) = \sup_{\lambda \in \Lambda} l(\psi, \lambda) = l(\psi, \hat{\lambda}_\psi). \quad (2.1)
\]

A typical situation where \( \hat{\lambda}_\psi \) is not available in closed form is when the nuisance parameter \( \lambda \) vanishes under the null hypothesis, as will be addressed in Section 4.2. If (2.1) holds, we may define the profile Wald, score and likelihood ratio statistics for testing \( \psi = \psi_0 \) as in Section 2.1.2, but now in terms of the profile log-likelihood \( l_p(\psi) \), with

\[
u_p(\psi) = \partial l_p(\psi)/\partial \psi \text{ and } j_p(\psi) = \partial l_p(\psi)/\partial \psi \partial \psi^\top
\]

being the profile score and profile observed information functions. The asymptotic null distribution of these statistics is a \( \chi^2_{p_0} \) distribution up to the order \( O(n^{-1/2}) \). If \( \psi \) is scalar, the distributions of the corresponding signed versions, \( (\hat{\psi} - \psi_0) j_p(\hat{\psi})^{1/2} \), \( u_p(\psi_0) j_p(\psi_0)^{-1/2} \), and

\[
r_p(\psi_0) = \text{sign}(\hat{\psi} - \psi_0)[2\{l_p(\hat{\psi}) - l_p(\psi_0)\}]^{1/2}, \quad (2.2)
\]

may be approximated by standard normal distributions up to the order \( O(n^{-1/2}) \).

### 2.2 Regularity conditions

#### 2.2.1 Definition

The first step in the derivation of the large-sample approximations and statistics of Sections 2.1 is typically Taylor series expansion of the log-likelihood function \( l(\theta) \), or quantities derived thereof, in \( \hat{\theta} \) around \( \theta \). We illustrate this by considering the derivation of the asymptotic distribution of the likelihood ratio statistic \( W(\theta) = 2\{l(\hat{\theta}) - l(\theta)\} \) for the scalar parameter case.

**Example 2.1** (Asymptotic distribution of the likelihood ratio). Let \( p = 1 \) and \( l_m = l_m(\theta) = d^m l(\theta)/d\theta^m \) be the derivative of order \( m = 2, 3, \ldots \) of \( l(\theta) \), the log-likelihood function for \( \theta \) in a regular parametric model. Recall that \( -l_2(\theta; y) = j(\theta) \) represents the observed information, while \( E[-l_2(\theta; Y)] = i(\theta) \) is the expected Fisher information. Taylor series expansion of \( l(\theta) \) around \( \hat{\theta} \)
yields
\[ l(\theta) = l(\tilde{\theta}) - \frac{1}{2} j(\tilde{\theta})(\tilde{\theta} - \theta)^2 - \frac{1}{6} (\tilde{\theta} - \theta)^3 l_3(\tilde{\theta}), \]
where \( \tilde{\theta} \) is such that \( |\tilde{\theta} - \theta| < |\theta - \hat{\theta}| \). Suitable rearrangement of the terms, leads to
\[ W(\theta) = \frac{j(\tilde{\theta})}{i(\theta)}(\tilde{\theta} - \theta)^2 + \frac{1}{3} l_3(\tilde{\theta})(\tilde{\theta} - \theta)^3 \]
(2.3)

Now, under suitable regularity conditions on \( l(\theta) \) and of its first three derivatives, \( Z \) (Serfling, 1980, Statement (i) of Theorem on p. 145),
\[ \frac{j(\tilde{\theta})}{i(\theta)} \xrightarrow{p} 1 \quad \text{and} \quad i(\theta)^{1/2}(\tilde{\theta} - \theta) \xrightarrow{d} Z, \]
where \( Z \) has the standard normal distribution (Serfling, 1980, Lemma B and Lemma A(ii)). Furthermore, by the law of large numbers \( l_3(\tilde{\theta}) \xrightarrow{p} c < +\infty \). Advocating Slutzky’s lemma, the leading term in (2.3) hence converges asymptotically to the \( \chi^2_1 \) distribution, while the second addend is of order \( o_p(1) \). This leads to the well known result for Wilks’ statistic.

The derivation of Example 2.1 requires that the model under consideration is regular. This implies first of all that the log-likelihood function can be differentiated at least to the third order, but also that the expected values of log-likelihood derivatives are finite and that their asymptotic order is proportional to the sample size. Wald (1949)—who is generally acknowledged for having provided the earliest proof of consistency of the maximum likelihood estimator which is mathematically correct—furthermore emphasized the importance of the compactness of the parameter space \( \Theta \) and that the maximum likelihood estimator be unique. Indeed, the former condition was missing in Cramér’s (1946) and Huzurbazar’s (1948) proofs.

In this paper, by the term “regularity conditions” we mean the assumptions on the parametric statistical model \( F \) that ensure the validity of classical asymptotic theory. These may be formulated in several ways; see e.g. Cox and Hinkley (1974, p. 281), Barndorff-Nielsen and Cox (1994, §3.8), Azzalini (1996, §3.2.3), Severini (2000, §4.7), van der Vaart (2000, Chap. 5), Davison (2003, §4.6), Hogg, McKean and Craig (2019, §6.1, §6.2 and A.1). We will assume that the following five conditions on \( F = \{f(y; \theta), \Theta, \mathcal{Y}\} \) and related likelihood quantities hold.

**Condition 1** All components of \( \theta \) are identifiable.

That is, two probability density or mass functions \( f(y; \theta^1) \) and \( f(y; \theta^2) \) defined by any two different values \( \theta^1 \neq \theta^2 \) of \( \theta \) are distinct almost surely.

**Condition 2** The support \( \mathcal{Y} \) of \( f(y; \theta) \) does not depend on \( \theta \).

**Condition 3** The parameter space \( \Theta \) is a compact subset of \( \mathbb{R}^p \), for a fixed positive integer \( p \), and the true value \( \theta^0 \) of \( \theta \) is an interior point of \( \Theta \).

**Condition 4** The partial derivatives of the log-likelihood function \( l(\theta; y) \) with respect to \( \theta \) up to the order three exist in a neighbourhood of the true parameter value \( \theta^0 \) almost surely. Furthermore, in such a neighbourhood, \( n^{-1} \) times the absolute value of the log-likelihood derivatives of order three are bounded above by a function of \( Y \) whose expectation is finite.

**Condition 5** The first two Bartlett identities hold, which imply that
\[ E[u(\theta; Y)] = 0, \quad i(\theta) = \text{Var}[u(\theta; Y)], \]
in addition to \( 0 < \text{Var}[u(\theta; Y)] < \infty \).

### 2.2.2 Failure of regularity

Conditions 1–5 are relevant in many important models of practical interest, and can fail in as many ways. For instance, from the perspective of significance testing, Condition 1 fails when under the null hypothesis parameters defined for the whole model become undefined and therefore inestimable. We already mentioned this situation when introducing the profile log-likelihood function; nonidentifiability of the parameters will be addressed in Section 4.2. Further examples are treated in Sections 4.3 and 5. Failure of Condition 2 is addressed in Hirano and Porter (2003) and Severini (2004). Failure of Condition 3 characterises the first and most extensively explored nonregular setting, that is, boundary problems; see Section 3. Furthermore,
they include the, to our knowledge, only contribution which explores the higher order properties of likelihood-based test statistics in a nonregular setting (del Castillo and Lopez-Ratera, 2006). The compactness condition, in particular, can be omitted, provided it is replaced by some other requirements; see, for instance, Pfanzagl (2017, Page 119). This will be also the case for a number of the large-sample results derived for nonregular models; see, for instance, Section 5. Condition 4 typically does not hold in change-point problems, which will be treated in Section 6. A further prominent example where Condition 4 is not satisfied, is the double exponential, or Laplace, distribution, which arises provided by Godambe’s theory of estimating equations (Huber and Ronchetti, 2009). A remedy is in the Euclidean estimation to the likelihood ratio function Wald (1949) and others, require the existence of at least three derivatives of the log-likelihood function which does not belong to the model \( f(y; \theta) \), a topic of much investigation in robustness (Huber and Ronchetti, 2009). A remedy is provided by Godambe’s theory of estimating equations (Godambe, 1991).

Conditions 4 and 5, as used by Cramér (1946), Wald (1949) and others, require the existence of at least three derivatives of the log-likelihood function together with some uniform integrability restrictions. Condition 4, in particular, embraces both, the existence of the partial derivatives of \( l(\theta) \) and their asymptotic order. An example for which this latter condition does not hold is the Pearson Type III (or translated Gamma) distribution (Blischke et al., 1969), which generalizes Example 1.3. In this latter case, \( dl(\theta; y)/d\theta \) is not dominated by an integrable function on \((\theta, +\infty)\). Condition 4 ensures the consistency of the maximum likelihood estimator \( \hat{\theta} \), and the existence of a quadratic approximation to the likelihood ratio function \( l(\hat{\theta}) - l(\theta) \) in the Euclidean \( n^{-1/2} \)-neighbourhood of \( \theta \) of the form

\[
l(\hat{\theta}) - l(\theta) = (\hat{\theta} - \theta) \top \ u(\theta; y) - \frac{1}{2} (\hat{\theta} - \theta) \top \ i(\theta)(\hat{\theta} - \theta) + o_p(1) \quad (2.4)
\]

which involves the score function \( u(\theta; y) \) and the expected Fisher information \( i(\theta) \). However, these conditions do not have by themselves any direct statistical interpretation. LeCam (1970) presents a different type of regularity assumption—differentiability in quadratic mean—which requires only differentiation of order one and may be justified from a statistical point of view.

2.3 Local asymptotics

To give a glimpse of LeCam’s ideas, assume, without loss of generality, \( \theta \in \mathbb{R} \) scalar. A statistical model \( \mathcal{F} = \{ f(y_i; \theta), \theta \in \Theta \} \) is said to be differentiable in quadratic mean (DQM) at \( \theta \) if there exists a random function \( \hat{u}(\theta; Y_i) \) such that, as \( h \to 0 \),

\[
E_\theta \left[ \sqrt{f(Y_i; \theta + h)} - \sqrt{f(Y_i; \theta)} \right] - \frac{h}{2} \hat{u}(\theta; Y_i) \sqrt{f(Y_i; \theta)} \rightarrow 0. \quad (2.5)
\]

The expectation is taken with respect to the distribution indexed by \( \theta \) and the function \( \hat{u}(\theta; Y_i) \) is said to be the quadratic mean derivative of the square root \( \sqrt{f(Y_i; \theta)} \) of the probability density function (Lehmann and Romano, 2005, Chapter 12). As shown in LeCam’s (1970) paper, the regularity conditions of Cramér type imply differentiability in quadratic mean. Indeed, for every differentiable \( f(y_i; \theta) \)

\[
\frac{\partial}{\partial \theta} \sqrt{f(y_i; \theta)} = \frac{1}{2} u(\theta; y_i) \sqrt{f(y_i; \theta)}, \quad (2.6)
\]

where \( u(\theta; y_i) = u(\theta; y; \theta) \) is the score function as defined in Section 2.1. The opposite does not hold true, a prominent counterexample being the Laplace distribution. Differentiability in quadratic mean hence generalizes Condition 5 in a natural way as it is possible to show that \( E_\theta [u(\theta; Y_i)] = 0 \) and that the equivalent of the unit expected Fisher information \( i(\theta) = E_\theta [\langle \hat{u}(\theta; Y_i) \rangle] \) is finite.

Using differentiability in quadratic mean, LeCam gives rise to a radically different type of asymptotic inference called local asymptotics. The word ‘local’ is meant to indicate that one looks at a sequence of alternative hypotheses of the form \( \theta_n = \theta + \epsilon/\sqrt{n} \), where \( \epsilon \) is any given real number. The properties of the likelihood-based procedures are hence studied in a small neighbourhood \( \theta \pm \epsilon/\sqrt{n} \) of the fixed parameter \( \theta \) defined by \( \epsilon \), where ‘small’ means of size \( O(1/\sqrt{n}) \). The motivation for studying a local
approximation is that, usually, asymptotically, the ‘true’ parameter value can be known with unlimited precision. The real difficulty is therefore to distinguish between values which are ‘close’. Closeness in this case is measured in terms of the Hellinger distance

\[ H^2(\theta) = \frac{1}{2} E_\theta \left[ \left\{ \sqrt{\lambda(\theta; Y_i)} - 1 \right\}^2 \right], \]

with

\[ \lambda(\theta; Y_i) = \frac{f(Y_i; \theta + h)}{f(Y_i; \theta)}, \]

whose definition can be linked to the notion of differentiability in quadratic mean as

\[ H^2(\theta) = \frac{h^2}{8} E_\theta \left[ \left\{ \hat{u}(\theta; Y_1) \right\}^2 \right] + o(||h||^2) = \frac{h^2}{8} \hat{v}(\theta) + o(||h||^2) \]

if the model satisfies the DQM condition (2.5). Indeed, in this case it is possible to show that the likelihood ratio function of a random sample, \( y = (y_1, \ldots, y_n) \), of size \( n \)

\[ lr(\theta; y) = \sum_{i=1}^n \log \lambda(\theta; y_i) \]

with \( h = \epsilon/\sqrt{n} \), is locally asymptotically quadratic in that

\[ lr(\theta; y) = \frac{\epsilon}{\sqrt{n}} \hat{u}(\theta; y) - \frac{1}{2} \epsilon^2 \hat{v}(\theta) + o_p(1). \]

Note how this expression mimics the quadratic approximation (2.4) of classical likelihood-based asymptotics, where \( \hat{\theta}_n - \theta = O_p(1/\sqrt{n}) \) and the score and the expected Fisher information functions are replaced by \( \hat{u}(\theta; Y) \) and \( \hat{v}(\theta) = n \hat{v}_1(\theta) \). For large \( n \) we can locally approximate the likelihood ratio function by the normal distribution

\[ N \left( -\frac{1}{2} \epsilon^2 \hat{v}_1(\theta), \epsilon^2 \hat{v}_1(\theta) \right), \]

which then serves as the basis for the derivation of the limiting distributions of estimators and test statistics. For further details see the two monographs by van der Vaart (2000, Chapter 7) and LeCam and Yang (1970).

In the remainder of the paper, we review the most common situations where one or some of Conditions 1–5 fail. We will also provide some summary insight into the main prototype derivations of the corresponding finite-sample or asymptotic results. The vast majority of the proofs require conditions of Cramér type; in some occasions, as for instance in Section 4.2, LeCam’s local asymptotic theory will be used.

3 Boundary Problems

3.1 Definition

A boundary problem arises when the value \( \theta_0 \) specified by the null hypothesis, or parts of it, is not an interior point of the parameter space. In general terms, the “boundary” of the parameter space \( \Theta \) is the set of values \( \theta \) such that every neighbourhood of \( \theta \) contains at least one interior point of \( \Theta \) and at least one point which is not in \( \Theta \). In formally, the methodological difficulties in likelihood-based inference occur because the maximum likelihood estimate can only fall ‘on the side’ of \( \theta_0 \) that belongs to the parameter space \( \Theta \). This implies that if the maximum occurs on the boundary, the score function need not be zero and the distributions of the related likelihood statistics will not converge to the typical normal or chi-squared distributions. Because of the difficulties inherent the derivation of the limiting distribution of the likelihood ratio statistic, especially practitioners tend to ignore the boundary problem and to proceed as if all parameters where interior points of \( \Theta \). This is commonly called the naïve approach. An alternative approach is to suitably enlarge the parameter space so as to guarantee that the likelihood ratio maintains the common limiting distribution; see, for instance, Feng and McCulloch (1992). However, this idea works only as long as the null hypothesis is uniquely identified. The following example gives a flavour of the statistical issues.

Example 3.1 (Bivariate normal). Consider a single observation \( y = (y_1, y_2) \) from the bivariate normal random variable \( Y = (Y_1, Y_2) \sim N_2(\theta, I_2) \), where \( \theta = (\theta_1, \theta_2) \), with \( \theta_1 \geq 0 \) and \( \theta_2 \geq 0 \), and \( I_2 \) is the \( 2 \times 2 \) identity matrix. Straightforward calculation shows that the null distribution of the likelihood ratio statistic for \( \theta_0 = (0, 0) \) versus the alter-
native hypothesis that at least one equality does not hold, converges to a mixture of a point mass $\chi_0^2$ at 0 and two chi-squared distributions, $\chi_1^2$ and $\chi_2^2$ (Das-Gupta, 2008, Example 21.3). Figure 3 provides a graphical representation of the problem. Because of the limitedness of the parameter space, we have that $\hat{\theta}_1 = \max(y_1,0)$ and $\hat{\theta}_2 = \max(y_2,0)$. The grey shaded area is the parameter space into which the MLE is bound to fall. However, the random observation $Y = (Y_1,Y_2)$ can fall into any of the 4 quadrants of $\mathbb{R}^2$ with equal probability 1/4. When $Y$ falls into the first quadrant, that is, when $y_1, y_2 > 0$, the likelihood ratio statistic is $W(\theta_0) = Y_1^2 + Y_2^2$ and follows the common $\chi_2^2$ distribution. However, if $y_1 > 0$ and $y_2 < 0$ or when $y_1 < 0$ and $y_2 > 0$, we have that $W(\theta_0) = Y_1^2 \sim \chi_1^2$ and $W(\theta_0) = Y_2^2 \sim \chi_2^2$, respectively. Lastly, when $Y$ lies in the third quadrant, $W(\theta_0) = 0$ and its distribution is a point mass in 0. Summing up, we can informally write

$$W(\theta_0) \sim \frac{1}{4} \chi_0^2 + \frac{1}{2} \chi_1^2 + \frac{1}{4} \chi_2^2. \quad (3.1)$$

Distribution (3.1) is a special case of the so-called chi-bar squared distribution (Kudô, 1963), denoted by $\bar{\chi}^2(\omega, N)$, with cumulative distribution function

$$\Pr(\bar{\chi}^2 \leq c) = \sum_{\nu=0}^{N} \omega_{\nu} \Pr(\chi_{\nu}^2 \leq c),$$

which corresponds to a mixture of chi-squared distributions with degrees of freedom $\nu$ from 0 to $N$. In some cases, explicit and computationally feasible formulae are available for the weights $\omega = (\omega_0, \ldots, \omega_N)$. Extensive discussion on their computation and use, with special emphasis on inequality constrained testing, is given in Robertson et al. (1988, Chapters 2 and 3), Wolak (1987), Shapiro (1985, 1988) and Sun (1988).

### 3.2 General results

The research on boundary problems was initiated by Chernoff (1954) who derives the asymptotic null distribution of the likelihood ratio statistic for testing whether $\theta$ lies on one or the other side of a smooth $(p-1)$-dimensional surface in a $p$-dimensional space when the true parameter value lies on the surface. Using a geometrical argument, Chernoff established that this distribution is equivalent to the distribution of the likelihood ratio statistic for testing suitable restrictions on the mean of a multivariate normal distribution with covariance matrix given by the inverse of the Fisher information matrix using a single observation. In particular, Chernoff proved that the limiting distribution is an $\bar{\chi}^2(\omega, 1)$ distribution, with $\omega = (0.5, 0.5)$, that is, a mixture of a point mass at zero and a $\chi_1^2$, with equal weights. This generalizes Wilks (1938) result when the parameter space under the null hypothesis is not a hyperplane.

The no doubt cornerstone contribution which inspired many researchers and fuelled an enormous literature, is the highly-cited article by Self and Liang (1987). In Chernoff (1954), the parameter spaces $\Theta_0$ and $\Theta_1$, specified by the null and the alternative hypotheses, are assumed to have the same dimension. Furthermore, the true parameter value falls on the boundary of both, $\Theta_0$ and $\Theta_1$, while it is still an interior point of the global parameter space $\Theta = \Theta_0 \cup \Theta_1$. Using geometrical arguments similar to those of Chernoff (1954), Self and Liang (1987) study the asymptotic null distribution of the likelihood ratio statistic for testing the null hypothesis $\theta \in \Theta_0$ against the alternative $\theta \in \Theta_1 = \Theta \setminus \Theta_0$. This time, the true parameter value $\theta^0$ no longer needs be an interior point, but can fall onto the boundary of $\Theta$. The two sets $\Theta$ and $\Theta_0$ must be regular enough to be approximated by two cones, $C_0$ and $C_{\theta_0}$, with vertex at $\theta_0$. 

![Figure 3: Example 3.1: Bivariate normal. The grey shaded area represents the parameter space $\Theta$. Under the null hypothesis $\theta_0 = (0, 0)$, the parameter space collapses with the origin. The asymptotic distribution of the corresponding likelihood ratio statistics is a mixture of $\chi_0^2$, $\chi_1^2$ and $\chi_2^2$ distributions with weights (0.25, 0.5, 0.25).](image)
The derivation of the second term of (Chernoff, 1954, Definition 2). Under this scenario and provided their Assumptions 1–4 hold—which translate into our Conditions 1–2 and 4–5, with likelihood derivatives taken from the appropriate side—Self and Liang (1987, Theorem 3) show that the distribution of the likelihood ratio converges to the distribution of

\[
\sup_{\theta \in C_{\Theta - \Theta_0}} \left\{ -(\bar{Z} - \theta)^\top i_1(\theta^0)(\bar{Z} - \theta) \right\} - \sup_{\theta \in C_{\Theta_0 - \Theta_0}} \left\{ -(\bar{Z} - \theta)^\top i_1(\theta^0)(\bar{Z} - \theta) \right\}.
\]

Here, \( C_{\Theta - \Theta_0} \) and \( C_{\Theta_0 - \Theta_0} \) are the translations of the cones \( C_{\Theta} \) and \( C_{\Theta_0} \), such that their vertices are at the origin, and \( \bar{Z} \) is a multivariate Gaussian variable with mean 0 and covariance matrix given by \( i_1(\theta^0)^{-1} \), which is the Fisher information matrix for a single observation. If we transform the random variable \( \bar{Z} \) so that it follows a multivariate standard Gaussian distribution \( Z \), we can re-express Equation (3.2) as

\[
\inf_{\theta \in C_{\Theta}} ||Z - \theta||^2 - \inf_{\theta \in C_{\Theta_0}} ||Z - \theta||^2 = ||Z - P_{C_0}(Z)||^2 - ||Z - P_{C_0}(Z)||^2,
\]

where \( \tilde{C} \) and \( \tilde{C}_0 \) are the corresponding transformations of the cones \( C_{\Theta - \Theta_0} \) and \( C_{\Theta_0 - \Theta_0} \) and \( ||\cdot|| \) is the Euclidean norm. Finding the null distribution requires to work out the two projections \( P_{C_0}(Z) \) and \( P_{\tilde{C}_0}(Z) \) of \( Z \) onto the cones \( \tilde{C} \) and \( \tilde{C}_0 \). This must be done on a case by case basis as shown by the following revisitation of Example 3.1.

**Example 3.2 (Bivariate normal revisited).** In Example 3.1 we faced a typical non-standard situation when both components of the parameter \( \theta \) are of interest and both lie on the boundary of the parameter space. Here, the Fisher information matrix is the identity matrix which is why \( \bar{Z} = Z = Y \) and the original two set \( \Theta \) and \( \Theta_0 \) agree with the approximating cones. That is, the grey shaded region \( [0, \infty) \times [0, \infty) \) in Figure 3 represents the sets \( \Theta = C_{\Theta} = C_{\Theta - \Theta_0} = \tilde{C} \), while the origin \( \{0\} \) corresponds to the sets \( \Theta_0 = C_{\Theta_0} = C_{\Theta_0 - \Theta_0} = \tilde{C}_0 \). The derivation of the second term of (3.3) depends on the projection of \( Z \) onto \( \tilde{C} \), which is

\[
P_{\tilde{C}}(Z) = \begin{cases} 
Z = (Z_1, Z_2) & \text{if } Z_1, Z_2 > 0 \\
Z_2 & \text{if } Z_1 < 0, Z_2 > 0 \\
0 & \text{if } Z_1, Z_2 < 0 \\
Z_1 & \text{if } Z_1 > 0, Z_2 < 0,
\end{cases}
\]

while \( P_{\tilde{C}_0}(Z) = 0 \). As shown in Example 3.1, \( P_{\tilde{C}}(Z) \) takes on the four possible values with equal probability 1/4. By simple algebra, we can prove that the distribution of the likelihood ratio statistics is given by the mixture of Equation (3.1).

Self and Liang (1987) present a number of special cases in which the representations (3.2) and (3.3) are used to derive the asymptotic null distribution of the likelihood ratio statistic. In most cases, the limiting distribution is a chi-bar squared distribution whose weights depend, at times in a rather tricky way, on the partition of the parameter space induced by the geometry of the cones. A sketch of the derivation of Equation (3.2) is given in Appendix A.1. The proof consists of two steps. We first consider a quadratic Taylor series expansion of the log-likelihood \( l(\theta) \) around \( \theta^0 \), the true value of the parameter. The asymptotic distribution of the likelihood ratio statistic is then derived as in Chernoff (1954) by approximating the sets \( \Theta \) and \( \Theta_0 \) using the cones \( C_{\Theta} \) and \( C_{\Theta_0} \).

A further major step forward in likelihood asymptotics for boundary problems was marked by Kopylev and Sinha (2011) and Sinha et al. (2012). Now, the null distribution of the likelihood ratio statistic is derived by using algebraic arguments. From the technical point of view, the derivation of a closed form expression for the limiting distribution of the likelihood ratio becomes the more difficult the more nuisance parameter lie on the boundary of the parameter space. In particular, the derivation of the limiting distribution becomes awkward when there are more than four boundary points and/or the Fisher information matrix is not diagonal. Sinha et al. (2012) furthermore show that when one or more nuisance parameters are on the boundary, following the naïve approach can result in inferences which are anticonservative. In general, the asymptotic distribution turns out to be a chi-bar squared distribution with weights that depend on the number of parameters of interest and of nuisance parameters, and on where these lie in...
However, limiting distributions other than the $\chi^2$ distribution are found as well; see, for instance, Theorem 2.1 of Sinha et al. (2012).

A concise review of the cases considered in Self and Liang (1987), Kopylev and Sinha (2011) and Sinha et al. (2012), with some interesting examples and an account of the areas of interest in genetics and biology, is given by Kopylev (2012). The following two sections treat two special cases, namely and an account of the areas of interest in genetics and biology, is given by Kopylev (2012). The following two sections treat two special cases, namely

3.3 Null variance components

In linear and generalized linear mixed models a boundary problem arises as soon as we want to assess the significance of one or more variance components. The two reference papers are Crainiceanu and Ruppert (2004) and Stram and Lee (1994). Each consider a linear mixed effects model and test for a zero variance component. However, Stram and Lee (1994) assume that the data vector can be partitioned into a large number of independent and identically distributed sub-vectors, which needs not hold for Crainiceanu and Ruppert (2004). The limiting distributions are derived from the spectral decomposition of the likelihood ratio statistic.

More precisely, assume the following model holds,

$$Y = X\beta + Zb + \varepsilon,$$

where $Y$ is a vector of observations of dimension $n$, $X$ is a $n \times p$ fixed effects design matrix and $\beta$ is a $p$-dimensional vector of fixed effects. In addition, $Z$ is a $n \times k$ random effects design matrix and $b$ is a $k$-dimensional vector of random effects which are assumed to follow a multivariate Gaussian distribution with mean 0 and covariance matrix $\sigma^2_k \Sigma$ of order $k \times k$. The error term $\varepsilon$ is assumed to be independent of $b$ and distributed as a normal random vector with zero mean and covariance matrix $\sigma^2_\varepsilon I_n$, where $I_n$ is the identity matrix. Suppose we are interested in testing

$$H_0 : \beta_{p+1-q} = \beta_{p+1-q}^0, \ldots, \beta_p = \beta_p^0, \quad \sigma^2_b = 0$$

against

$$H_1 : \beta_{p+1-q} \neq \beta_{p+1-q}^0, \ldots, \beta_p \neq \beta_p^0, \quad \text{or} \quad \sigma^2_b > 0$$

for some positive value of $q \in \{1, \ldots, p\}$. Non-regularity arises as under the null hypothesis $\sigma^2_b = 0$ falls on the boundary of the parameter space. Furthermore, the alternative hypothesis that $\sigma^2_b > 0$ induces dependence among the observations $Y$.

Crainiceanu and Ruppert (2004, Theorem 1) show that the finite-sample distribution of the likelihood ratio statistic agrees with the distribution of

$$n \left(1 + \sup_{\lambda > 0} \log \frac{n \log \left(1 + \frac{N_n(\lambda)}{D_n(\lambda)}\right)}{\lambda} \right) + \left(\sum_{s=1}^{k} \frac{w^2_s}{1 + \lambda w_s^2} \right)$$

where $w_s$ for $s = 1, \ldots, k$ and $w_s$ for $s = 1, \ldots, n-p$ are independent standard normal variables, $\lambda = \sigma^2_b / \sigma^2_\varepsilon$, and

$$f_n(\lambda) = n \log \left(1 + \frac{N_n(\lambda)}{D_n(\lambda)}\right) - \sum_{s=1}^{k} \left(1 + \lambda w_s^2\right)$$

where

$$N_n(\lambda) = \sum_{s=1}^{k} \frac{\lambda w_s^2}{1 + \lambda w_s^2}$$

and

$$D_n(\lambda) = \sum_{s=1}^{k} \frac{w_s^2}{1 + \lambda w_s^2} + \sum_{s=k+1}^{n-p} w_s^2$$

Here, $\mu_{s,n}$ and $\xi_{s,n}$ are the $k$ eigenvalues of the matrices $\Sigma Z^T Z \Sigma z$ and $\Sigma z^T Z \Sigma z$, respectively. The matrix $P_0 = I_n - X (X^T X)^{-1} X^T$ is the matrix which projects onto the orthogonal complement to the subspace spanned by the columns of the design matrix $X$. Theorem 2 of Crainiceanu and Ruppert (2004) shows that the asymptotic null distribution of the likelihood ratio statistic depends on the asymptotic behaviour of the eigenvalues $\mu_{s,n}$ and $\xi_{s,n}$. The limiting distribution, in general, differs from the chi-bar squared distribution which often holds for independent and identically distributed data.

Formula (3.4) represents the spectral decomposition of the likelihood ratio statistic. A similar
result is also derived for the restricted likelihood ratio (Crainiceanu and Ruppert, 2004, Formula 9). The unquestioned advantage of these two results is that they allow us to simulate the finite-sample null distribution of the two test statistics once the eigenvalues are calculated. Furthermore, this simulation is more efficient than bootstrap resampling, as the speed of the algorithm only depends on the number of random effects \( k \), and not on the number of observations \( n \). Applications of Crainiceanu and Ruppert’s (2004) results include testing for level or subject-specific effects in a balanced one-way ANOVA, testing for polynomial regression versus a general alternative described by P-splines and testing for a fixed smoothing parameter in a P-spline regression.

3.4 Constrained one-sided tests

Multistage dose-response models are a further example of boundary problem. A \( K \)-stage model is characterised by a dose-response function of the form

\[
\psi(d; \beta) = \psi(\beta_0 + \beta_1 d + \beta_2 d^2 + \cdots + \beta_K d^K),
\]

where \( d \) is the tested dose and \( \psi(\cdot) \) is a function of interest such as, for instance, the probability of developing a disease. The coefficients \( \beta_k \geq 0 \), for \( k = 1, \ldots, K \), are often constrained to be non-negative so that the dose-response function will be non-decreasing. There is no limit on the number of stages \( K \), though in practice this is usually specified to be no larger than the number of non-zero doses. Testing whether \( \beta_k = 0 \) results in a boundary problem and requires the application of a so-called constrained one-sided test. Apart from clinical trials, constrained one-sided tests are common in a number of other areas, where the constraints on the parameter space are often natural such as testing for over-dispersion, for the presence of clusters and for homogeneity in stratified analyses. All these instances amount to having the parameter value lying on the boundary of the parameter space under the null hypothesis. Despite their importance in statistical practice, few contributions are available on the asymptotic behaviour of the most commonly used test statistics, and of the likelihood ratio in particular.

A first contribution which evaluates the asymptotic properties of constrained one-sided tests is Andrews (2001), who establishes the limiting distributions of the Wald, score, quasi-likelihood and rescaled quasi-likelihood ratio statistics under the null and the alternative hypotheses. The results are used to test for no conditional heteroscedasticity in a GARCH(1,1) regression model and zero variances in random coefficient models. Sen and Silvapulle (2002) review refinements of likelihood-based inferential procedures for a number of parametric, semiparametric, and nonparametric models when the parameters are subject to inequality constraints. Special emphasis is placed on their applicability, validity, computational flexibility and efficiency. Again, the chi-bar squared distribution plays a central role in characterising the limiting null distribution of the test statistics, while the corresponding proof requires tools of convex analysis, such projections onto cones. See Silvapulle and Sen (2005) for a book-length account of constrained statistical inference.

4 Indeterminate parameter problems

4.1 Definition

An “indeterminate parameter” problem occurs when setting one of the components of the parameter \( \theta = (\theta_1, \theta_2) \) to a particular value, say \( \theta_1 = \theta_{10} \), leads to the disappearance of some or all components of \( \theta_2 \). The model is no longer identifiable, as all probability density or mass functions \( f(y; \theta) \) with \( \theta_1 = \theta_{10} \) and arbitrary \( \theta_2 \) identify the same distribution. The following simple example illustrates this point.

Example 4.1 (Loss of identifiability in jump regression). Consider the model

\[
Y = \theta_{11} + \theta_{12} \mathbb{1}(X > \theta_2) + \varepsilon, \quad \varepsilon \sim f(\varepsilon),
\]

where \( Y \) is a continuous response, \( X \) a corresponding covariate and \( \mathbb{1}(X > \theta_2) \) represents the indicator function which assumes value 1 if \( X > \theta_2 \) and zero otherwise. Furthermore, \( \theta_1 = (\theta_{11}, \theta_{12}) \) is a real valued vector of regression coefficients, while \( \theta_2 \in \mathbb{R} \) defines the point at which the jump occurs. Assume that \( \varepsilon \) is a zero-mean error term with density function \( f(\varepsilon) \). The mean of the variable \( Y \) is \( \theta_{11} \) for values of \( X \) less or equal to \( \theta_2 \) and is equal...
to $\theta_{11} + \theta_{12}$ for values of $X$ larger than $\theta_2$. Under the null hypothesis of no jump, $\theta_{11}$ is arbitrary, but the parameters $\theta_{12} = 0$ and $\theta_2$ disappear; the model is no longer identifiable. Arbitrary values of $\theta_2$ identify the same distribution for the variable $Y$.

Loss of identifiability occurs in areas as diverse as econometrics, reliability theory and survival analysis (Prakasa Rao, 1992), and has been the subject of intensive research. Rothenberg (1971) studied the conditions under which a general stochastic model whose probability law is determined by a finite number of parameters is identifiable. Paulino and Pereira (1994) present a systematic and unified description of the aspects of the theory of identifiability.

As illustrated in Example 2.1, the classical theory of asymptotic inference heavily relies on quadratic approximation of the log-likelihood function. Indeed, if the value $\theta_0$ specified by the null hypothesis is unique, we can use (2.4) to approximate twice the likelihood ratio function by

$$2[l(\theta) - l(\theta_0)] = 2\sqrt{n}(\theta - \theta_0)^T \nu_n(u(\theta_0; Y_i)) - \nu(\theta - \theta_0)^T i_1(\theta_0)(\theta - \theta_0) + o_p(1),$$

for $\theta$ belonging to an $n^{-1/2}$-neighbourhood of $\theta_0$. Here, $\nu_n(u) = n^{-1/2} \sum_{i=1}^n \{u(\theta; Y_i) - E_{\theta_0}[u(\theta; Y_i)]\}$ is a random process defined for any integrable score function $u(\theta; Y_i)$. The asymptotic null distribution of $W(\theta_0)$ can be obtained by maximizing this quadratic form in $\theta$. When the parameter which indexes the true distribution is not unique, various difficulties may arise. For instance, the maximum likelihood estimator may not converge to any point in the parameter space specified by the null hypothesis. Or, the Fisher information matrix degenerates. Typically, the limiting distribution of the likelihood ratio statistics will not be chi-squared.

In the remainder of the section we will consider two special cases: non-identifiable parameters and singular information matrix. We will report the main research strains; related contributions are listed in Appendix B of the Supplementary Material.

4.2 Non-identifiable parameters

The general framework for deriving the asymptotic null distribution of the likelihood ratio statistic when some of the parameters are not identifiable under the null hypothesis was developed by Liu and Shao (2003). They address the common hypothesis testing problem $H_0 : \theta \in \Theta_0$ against $H_1 : \theta \in \Theta \setminus \Theta_0$, where $\Theta_0 = \{\theta \in \Theta : F_0 = F^0\}$ with $F_0$ the distribution function indexed by $\theta$ and $F^0$ the true distribution. The true distribution is hence unique and $H_0$ is a simple null hypothesis. However, the set $\Theta_0$ may contain more than one value. When the true parameter value $\theta^0$ is not unique, the classical quadratic approximation of the likelihood ratio function in an Euclidean neighbourhood of $\theta^0$ no longer holds. Liu and Shao (2003) by-pass this problem by establishing a general quadratic approximation of the likelihood ratio function, this time in the so-called Hellinger neighbourhood of $F^0$

$$\Theta_\epsilon = \{\theta \in \Theta \mid 0 < H(\theta) \leq \epsilon\},$$

where $H^2(\theta)$ is the squared Hellinger distance between $F_0$ and $F^0$. The rationale is that, instead of using the Euclidean distance between two parameter values, $\theta$ and $\theta^0$, closeness between the two models defined by $F_0$ and $F^0$ is now measured in terms of a distance, which is valid with or without loss of identifiability of the true distribution $F^0$. This is closely related to, and indeed generalizes, LeCam’s (1970) local asymptotic theory which we briefly discussed in Section 2.3. The proof is detailed in Appendix A.2. Here, we sketch the main steps in its derivation.

As in Liu and Shao (2003), we express the likelihood ratio function based on a random sample of $n$ observations $y = (y_1, \ldots, y_n)$

$$lr(\theta) = \sum_{i=1}^n \log \lambda_i(\theta),$$

in terms of the Radon-Nikodym derivative, $\lambda_i(\theta) = \lambda(\theta; y_i) = dF_0/dF^0$, evaluated at $y_i$, for $i = 1, \ldots, n$, and recall the definition

$$H^2(\theta) = \frac{1}{2} E_{F^0} \left[ \left( \sqrt{\lambda_i(\theta)} - 1 \right)^2 \right]$$

of the square Hellinger distance. As $lr(\theta)$ may diverge to $-\infty$ for some $\theta \in \Theta_\epsilon$, it can be difficult to find a quadratic approximation of the likelihood ratio function with a uniform residual term $o_p(1)$.
in \( \Theta_c \). This is why we rewrite the likelihood ratio statistic as

\[
W(H_0) = 2 \sup_{\theta \in \Theta \setminus \Theta_0} \{ lr(\theta) \land 0 \}, \tag{4.2}
\]

where \( \{ a \lor b \} = \max(a, b) \), and maximize \( lr(\theta) \lor 0 \), which generally has a quadratic approximation. \textit{Liu and Shao (2003)} show that such an approximation exists if, for some \( \epsilon > 0 \), the trio \( \{ S_i(\theta), H(\theta), R_i(\theta) \} \), with \( E_{F^0} [S_i(\theta)] = E_{F^0} [R_i(\theta)] = 0 \), satisfies

\[
h_i(\theta) = \sqrt{\lambda_i(\theta)} - 1 = H(\theta)S_i(\theta) - H^2(\theta) + H^2(\theta)R_i(\theta),
\]

for all \( \theta \in \Theta_c \), in addition to the generalized differentiable in quadratic mean (GDQM) condition (Liu and Shao, 2003, Definition 2.3). We may then approximate twice the likelihood ratio statistic by

\[
2 lr(\theta) = 2 \sqrt{n} H(\theta) \nu_n(S_i(\theta)) + n H^2(\theta) \left\{ 2 + E_{F^0}[S_i^2(\theta)] \right\} + o_p(1), \tag{4.3}
\]

where \( \nu_n(S) = n^{-1/2} \sum_{i=1}^n \{ S_i(\theta) - E_{F^0}[S_i(\theta)] \} \) now is defined in terms of the expectations taken with respect to the empirical distribution function \( F_n(\cdot) \) and the true distribution \( F^0 \). Expansion (4.3) is then used to prove that the distribution of the likelihood ratio statistic (4.2) converges to the distribution of the supremum of a squared left-truncated centered Gaussian process with uniformly continuous sample paths. Though \( S_i(\theta) \) and \( R_i(\theta) \) may not be unique, they yield the same limiting distribution of the likelihood ratio statistic under suitable conditions. In principle, the distribution of the Gaussian process can be approximated by simulation, since its covariance kernel is known. The most crucial aspect, however, is the derivation of the set under which the \( L^2 \) limits of the generalized score function

\[
\frac{S_i(\theta)}{\sqrt{1 + E_{F^0}[S_i^2(\theta)]/2}}
\]

over which the supremum is to be taken. This needs be worked out on a case by case basis.

The GDQM expansion always exists and reduces to LeCam’s DQM expansion

\[
h_i(\theta) = (\theta - \theta^0)^\top u(\theta^0; y_i)
\]

if \( \theta^0 \) is unique. Furthermore, \textit{Liu and Shao (2003)} show how (4.3) is equivalent to (4.1) by rewriting the latter as

\[
2 lr(\theta) = 2 \sqrt{n} D(\theta^0) \nu_n(S'_i(\theta^0)) - n D^2(\theta^0) + o_p(1),
\]

in terms of the squared Pearson-type \( L^2 \) distance

\[
D^2(\theta) = E_{F^0} \left[ (\lambda_i(\theta) - 1)^2 \right] = (\theta - \theta^0)^\top I_1(\theta^0)(\theta - \theta^0) + o_p(1),
\]

if \( ||\theta - \theta^0|| = O(n^{-1/2}) \), and where

\[
S'_i(\theta) = \{ \lambda_i(\theta) - 1 \} / D(\theta),
\]

for \( \theta \in \Theta \setminus \Theta_0 \), defines the generalized score function.

### 4.3 Singular information matrix

A further case of indeterminate parameter problem is when the expected Fisher information matrix is singular at the true value \( \theta^0 \) of the parameter.

**Example 4.2** (Singular information). Consider a sample of size \( n \) from a normal random variable \( Y \) with mean \( \theta^0 \), for a given odd integer \( q > 0 \), and variance \( 1 \). The information function \( i(\theta) = n q^2 \theta^{2(q - 1)} \) is non singular in an open neighbourhood of \( \theta^0 \), but vanishes for \( \theta^0 = 0 \), which violates Condition 5. For scalar \( \theta \), zero information implies a null score statistic with probability 1. The left panel of Figure 4 plots the score functions of three different samples of size \( n = 10 \) for \( \theta^0 = 0 \) and \( q = 3 \). The right panel shows the corresponding normalised log-likelihood functions. The score function vanishes at the origin and at the maximum likelihood estimate \( \hat{\theta} = \hat{y}^{1/4} \). The log-likelihood function hence admits a global maximum in the neighbourhood of the true parameter value and an inflection at \( \theta^0 = 0 \). Standard techniques to prove consistency of the maximum likelihood estimator and to derive the limiting distribution of the likelihood ratio statistics, such as Expansion (4.1), won’t apply as both \( u(\theta; y) = i(\theta_0) = 0 \) at \( \theta^0 = 0 \).

Generally speaking, the singularity of the Fisher information matrix prevents the use of the usual second-order expansions of the log-likelihood function. The, to our knowledge, earliest contribution
who addresses this type of problem is Silvey (1959). The author proposes to modify the curvature of the quadratic approximation of the likelihood ratio by replacing the inverse of the Fisher information matrix with a generalized inverse matrix obtained by imposing suitable constraints on the model parameters. The however cornerstone contribution to the development of the theory of singular information matrices is Rotnitzky et al. (2000) who derive the asymptotic null distribution of the likelihood ratio statistic for testing the null hypothesis $H_0 : \theta = \theta_0$ versus $H_1 : \theta \neq \theta_0$, when $\theta$ is a $p$-dimensional parameter of an identifiable parametric model and the information matrix is singular at $\theta_0$ and has rank $p - 1$. Indeed, Rotnitzky et al. (2000) derive a suitable approximation for the likelihood ratio function $l(\theta) - l(\theta_0)$ from a higher-order Taylor expansion. The theory is developed only for independent and identically distributed random variables, though the authors point out that the same theory may straightforwardly be extended to non-identically distributed observations. When $\theta$ is scalar, the asymptotic properties of the maximum likelihood estimator and of the likelihood ratio statistic depend on the integer $m_0$, which represents the order of the first derivative of the log-likelihood function which does not vanish at $\theta = \theta_0$; see Theorems 1 and 2 of Rotnitzky et al. (2000). If $m_0$ is odd, the distribution of the likelihood ratio converges under the null hypothesis to a $\chi^2_1$ distribution, while for even $m_0$ it converges to a $\chi^2(\omega, 1)$ with $\omega = (0.5, 0.5)$. As far as Example 4.2 goes, $m_0 = 3$ and $l_3(0; y) = 6n\bar{y} \neq 0$. Indeed, the likelihood ratio statistic $W(0) = n\bar{y}^2$ distributes exactly as a chi-squared distribution with one degree of freedom. Extensions of these results when the parameter $\theta$ is $p$-dimensional are also provided. These are generally based on suitable re-parametrizations of the model which remove the specific causes of the singularity, but are difficult to generalize as they are ad-hoc solutions. Further contributions who propose to penalise the likelihood function so as to guarantee the consistency and normality of the maximum likelihood estimator are mentioned in Appendix B of the Supplementary Material.

5 Finite mixture models

5.1 Background

Finite mixtures deserve special attention, because of their widespread use in statistical practice, but also because of the methodological challenges posed by the derivation of their asymptotic properties. They probably represent the best-studied indeterminate parameter problem, though we may also treat them as a boundary case. This is best illustrated by the two-component mixture model

$$f(y; \eta) = (1 - \pi) f_1(y; \theta_1) + \pi f_2(y; \theta_2),$$

(5.1)

with $\eta = (\pi, \theta_1, \theta_2)$. Here, the probability density or mass functions $f_1(y; \theta_1)$ and $f_2(y; \theta_2)$, with $\theta_1 \in \Theta_1 \subseteq \mathbb{R}^{p_1}$ and $\theta_2 \in \Theta_2 \subseteq \mathbb{R}^{p_2}$, represent the mixture components, while $0 \leq \pi \leq 1$ is the mixing probability. The null hypothesis of homogeneity can be written in different ways. We may set $\pi = 0$, which corresponds to $H_0 : f^0 = f_1(y; \theta_1)$, where $f^0$ represents the true unknown distribution, or alternatively, $\pi = 1$ and $H_0 : f^0 = f_2(y; \theta_2)$. If the two components, $f_1(y; \theta_1)$ and $f_2(y; \theta_2)$, are known, then the limiting distribution is a $\chi^2(\omega, 1)$ with $\omega = (0.5, 0.5)$ (Lindsay, 1995, p. 75). Otherwise, for $f_1(y; \theta) = f_2(y; \theta)$ a third possibility arises: in this case homogeneity assumes that $H_0 : \theta_1 = \theta_2$. Whatever choice is made, some model parameters, that is, $\theta_2$ and $\theta_1$, respectively, in the first two cases and $\pi$ in the third, vanish under the null hypothesis. This contradicts classical likelihood theory, where the parameter which characterises the true distribution is typically assumed to be a unique point $\theta^0$ in the open subset $\Theta \subseteq \mathbb{R}^p$. Under this
scenario, the asymptotic distribution of the likelihood ratio statistic does not follow the commonly believed chi-squared distribution. Indeed, in many cases the finite sample distribution converges to the supremum of a Gaussian process.

The remainder of the section outlines the mainstream contributions for this class of models, with special emphasis on homogeneity testing using the likelihood ratio. This represents a subset of all available and related contributions on finite mixtures, whose treatment would easily fit a book-length account. Two general references for finite mixture models are the monographs by Lindsay (1995) and McLachlan and Peel (2000). The large-sample properties of a number of classical and recent likelihood-based test statistics for assessing the number of components of a finite mixture model are reviewed in Chen (2017). Further related work is listed in Appendix B of the Supplementary Material.

5.2 Testing for homogeneity

5.2.1 General theory

The first discussion of asymptotic theory for testing homogeneity of model (5.1) when all parameters are unknown was provided by Ghosh and Sen (1985) who characterise the limiting distribution of the likelihood ratio statistic under the assumption that $\Theta_2$ is a closed bounded interval of $\mathbb{R}$, while $\Theta_1 \subseteq \mathbb{R}^p$, $p_1 \geq 1$. There is an additional major difficulty in dealing with finite mixture models: though the mixture itself may be identifiable, the parameters $\pi$, $\theta_1$ and $\theta_2$ may not be. Indeed, if $f_1(y; \theta) = f_2(y; \theta)$ in (5.1), the equality

$$f(y; \eta) = f(y; \eta'),$$

holds for $\eta = \eta' = (\pi', \theta_1', \theta_2')$, but also for $(1 - \pi', \theta_1, \theta_2')$. That is, under the alternative hypothesis there is a second set of parameters which gives rise to the same distribution, while under the null hypothesis of homogeneity the model is represented by the three curves $\pi = 1$, $\pi = 0$ and $\theta_1 = \theta_2$. Choosing an identifiable parameterisation doesn’t bring any improvement as the density is then no longer differentiable. Ghosh and Sen (1985) bypass this difficulty in two ways: by requiring either strong identifiability of the finite mixture or then by imposing a separation condition on the parameters.

Strong identifiability holds if the equality $f(y; \eta) = f(y; \eta')$ implies that $\pi = \pi'$, $\theta_1 = \theta_1'$ and $\theta_2 = \theta_2'$. The distribution of the likelihood ratio statistic for testing $H_0 : \pi = 0$ then converges to the distribution of $T^2 I(\tau > 0)$, where $T = \sup_{\eta_2} \{Z(\theta_2)\}$ and $Z(\theta_2)$ is a zero-mean Gaussian process on $\Theta_2$ whose covariance function depends on the true value of the parameters under the null hypothesis (Ghosh and Sen, 1985, Theorem 2.1). This results from proceeding in two steps. We first approximate the log-likelihood function by a quadratic expansion with respect to $\pi$ and $\theta_1$ which, under the null hypothesis, converges to the square of a Gaussian random process indexed by the non-identifiable parameter $\theta_2$. The supremum of this process with respect to $\theta_2$ is then taken. The sketch of this proof is given in Appendix A.3.

A similar result holds if the finite mixture is not strongly identifiable, such as when $f_1(y; \theta) = f_2(y; \theta)$ in (5.1). In this case, a separation condition between $\theta_1$ and $\theta_2$ of the form $||\theta_1 - \theta_2|| \geq \epsilon$ for a fixed quantity $\epsilon > 0$ needs be imposed, so that $H_0$ is described by either $\pi = 0$ or $\pi = 1$ (Ghosh and Sen, 1985, §5). The proof outlined in Appendix A.3 still applies with the exception that now the non-identifiable parameter $\theta_2$ varies in a subset of $\Theta_2$ which depends on the given $\epsilon$.

5.2.2 Gaussian mixtures

Theoretical results are particularly generous if the two-component model is a normal mixture, which is justified by the widespread use of the normal distribution in a wide variety of situations. Milestone contributions are Goffinet et al. (1992) and Chen and Chen (2001, 2003), who consider a two-component mixture of normal densities $\phi(\cdot; \mu, \sigma)$ of mean $\mu$ and variance $\sigma^2$. This class of models deserves special attention because of the technical challenges posed by some undesirable properties of the Gaussian distribution. As discussed in Chen and Li (2009), the expected Fisher information for the mixing proportion is not finite unless a bound is placed on the variance of the corresponding component density. Furthermore, the derivatives of the log-density become linearly dependent since $\partial^2 \phi(x; \mu, \sigma) / \partial \mu^2 = 2\phi(x; \mu, \sigma) / \partial \sigma^2$. Last, but not least, the log-likelihood function is un-
bounded in case of heterogeneous components, and the maximum likelihood estimator may not exist (Hartigan, 1985). These deficiencies generally invalidate the standard quadratic approximation of the likelihood ratio function, which needs be expanded further. This is why most contributions on normal mixtures assume homogeneous variances.

Several solutions have been proposed to overcome these shortcomings; in addition to Chen and Li (2009), see also Kasahara and Shimotsu (2015) and Wichitchan et al. (2019). The finite sample distribution of the likelihood ratio statistic often converges to the distribution of

\[
\left\{ \sup_{|t| \leq M} Z(t) \right\}^2 + W, \tag{5.2}
\]

where \(Z(t), t \in [-M, M]\), is a Gaussian process and \(W\) is an independent chi-squared random variable with suitable degrees of freedom. The Gaussian process \(Z(t)\) has zero mean and known covariance function. As mentioned in Section 2.2, the compactness of the parameter space is a necessary condition to avoid that the distribution of the likelihood ratio statistic diverges to infinity. This was already proved by Hartigan (1985) and is an immediate implication of the fact that \(\left(\sup_{|t| \leq M} Z(t)\right)^2\) tends in probability to infinity if \(M \to \infty\). The proofs of the Theorems in Chen and Chen (2001, 2003) essentially are suitable adaptations of the prototype derivation for finite mixture models reported in Appendix A.3. All passages are detailed in the original contributions to which we refer the interested reader.

As in most cases the asymptotic distribution of the likelihood ratio statistic is related to a Gaussian random field, the computation of percentile points becomes tricky or impossible. That is why other tests or methods have been proposed. Reviewing all these would go beyond the scope of the paper. Let us mention, here, the most fruitful research strained initiated by Li et al. (2009) who propose an EM-test for homogeneity, which Chen and Li (2009) decline in the case of a two-component Gaussian mixture. A most recent treatment is Chauveau et al. (2018).

## 5.3 Alternative approaches

Several authors have addressed how to remove the separation condition of Ghosh and Sen (1985). Three lines of research emerged: reparametrization of the probability density or mass function, penalization of the likelihood to ensure identifiability and simulation.

Reparametrization does not change the model which is why the limiting distribution, generally, remains the supremum of a Gaussian process. The first contribution, to our knowledge, who uses reparametrization is Chernoff and Lander (1995) who heuristically study several versions of the two-component binomial mixture model. Formal proofs and extensions to finite mixtures with contaminated densities are provided in Lemdani and Pons (1997, 1999), while Ciuperca (2002) considers the case of translated mixture components. This latter contribution has the further merit of highlighting how Condition 3 of Section 2.2 is necessary, but not sufficient. Indeed, the limiting distribution of the likelihood ratio statistic converges to a fifty-fifty mixture of a point mass at zero and of a distribution which diverges in probability to \(+\infty\), and this despite the fact that all parameters are assumed to belong to a compact set. The unboundedness behaviour of the likelihood ratio of Ciuperca (2002) can be explained by means of the theory of “locally conic” reparametrizations proposed by Dacunha-Castelle and Gassiat (1997, 1999).

A rather different route is taken in Chen et al. (2001) who suggest to penalise the log-likelihood function of model (5.1) with \(f_1(y; \theta) = f_2(y; \theta), \tag{5.3}\)

\[
l(\pi, \theta; y) + c \log\{4\pi(1 - \pi)\},
\]

where the degree of penalisation is controlled by the constant term \(c\). As the authors point out, the penalisation term can be justified from the Bayesian perspective, as a prior on the mixing proportion \(\pi\). It furthermore guarantees that the maximum likelihood estimate of the mixing proportion \(0 < \hat{\pi} < 1\) will not fall on the boundary of the parameter space and that the maximum likelihood estimators of all parameters are consistent under the null hypothesis \(\pi = 0\). Provided Conditions 1–5 of their paper hold, the distribution of the modified likelihood ratio statistic derived from (5.3) converges to a \(\chi^2(\omega, 1)\) distribution with \(\omega = (0.5, 0.5); \) see also Example 1. Indeed, regularising the likelihood function does change the problem at hand and the limiting distributions no longer is the supremum of a squared truncated Gaussian random process.

The third route to investigate the asymptotic null distribution of the likelihood ratio statistic

\[
\{ \sup_{|t| \leq M} Z(t) \}^2 + W, \tag{5.2}
\]


\[
\chi^2(\omega, 1)
\]
for finite mixture models is by simulation. Thode et al. (1988) consider testing the hypothesis that the sample comes from a normal random variable with unknown mean and unknown variance against the alternative that the sample comes from a two-component Gaussian mixture with unequal means and common variances. All model parameters are assumed to be unknown. Their extensive numerical investigation shows that the distribution of the likelihood ratio statistic converges very slowly to a limiting distribution, if any exists, and is rather unstable even for sample sizes as large as $n = 1,000$. For very large sample sizes, the empirical distributions rather closely agree with the commonly assumed $\chi^2_2$, though this may be too liberal for small to moderate $n$. Böhning et al. (1994) investigate numerically the asymptotic properties of the likelihood ratio statistic for testing homogeneity in the two-component mixture model (5.1) when the component distributions $f_k(y; \theta_k)$, $k = 1, 2$ are binomial, Poisson, exponential or Gaussian with known common variance. Lo (2008) shows that the commonly used $\chi^2$ approximation for testing the null hypothesis of a homoscedastic normal mixture against the alternative that the data arise from a heteroscedastic model is reasonable only for samples as large as $n = 2,000$ and component distributions that are well separated under the alternative. Furthermore, the restrictions of Hathaway (1985) need be imposed to ensure that the likelihood is bounded and to rule out spurious maxima under the alternative. Otherwise, the author suggests use of parametric resampling. Very recently, Cong and Yao (2021) study the behaviour of the likelihood ratio statistics for multivariate normal mixtures. They recommend using parametric bootstrap resampling as, similarly to Lo (2008).

### 6 Change-point problems

#### 6.1 Definition

A change-point problem arises whenever the regime of random events suddenly changes. A modification in the data generating process generally implies that the log-likelihood function is no longer differentiable with respect to some values of the parameter. This typically leads to the failure of Condition 4 of Section 2.2. The most basic change-point problem tries and identifies patterns in a random sequence. For instance, given $n$ independent observations $y_1, \ldots, y_n$, listed in the order they occurred, Page (1955, 1957) considered the problem of verifying whether these were generated by a random variable with distribution function $F(y; \theta)$ against the alternative that only the first $\tau$, $0 \leq \tau < n$, observations are generated from $F(y; \theta')$ while the remaining $n - \tau$ come from $F(y; \theta')$ with $\theta \neq \theta'$ and $\tau$ unknown.

Since Page’s pioneering papers, change-point problems have been the subject of intensive research owing to their pervasiveness in all major domains of application. Summarizing all contributions can easily fill in book-length accounts. A first annotated bibliography of change-point problems is Shaban (1980). Krishnaiah and Miao (1988) give an overview of change-point estimation up to their time of writing; Csörgő and Horváth (1997) focus their review monograph on limit theorems for change-point analysis. Khodadadi and Asgharian (2008) is a more than 200 pages length annotated bibliography of change-point problems in regression. Lee (2010) summarizes the most recent literature and gives a comprehensive bibliography for five major types of change-point problems. A book-length account of change-point problems with examples from medicine, genetics and finance is Chen and Gupta (2012). The discussion papers of Horváth and Rice (2014a,b) mention, in addition to classical methods, also modern lines of research in functional data and high dimensions. Research on change-point analysis has seen a revival over the last decade and a half, especially as far as the detection of multiple changes goes (Niu et al., 2016; Yau and Zhao, 2016; Dette and Gösmann, 2020). The proposed inferential solutions range from parametric to nonparametric techniques and include frequentist and Bayesian approaches. Most recently, Sofronov et al. (2020) edited a special issue of the journal *Statistical Papers* dedicated to change-point detection.

Generally speaking, two questions are of interest in change-point analysis: identifying the potential number of changes, and, once identified, estimating where these occur, together with further quantities of interest such as the size of the change. In the remainder of this section we will focus our attention on the first problem, that is, the identification of a change by means of the likelihood ratio statis-
tic. As highlighted by Chen and Gupta (2012), the majority of reference models which have been pro-
posed for change-point detection assume normality of the observations. These will be treated exten-
sively in Sections 6.2 and 6.3 with special emphasis on regression type problems. In particular, Sec-
tion 6.2 addresses the issue of detecting possible shifts in the location and/or the scale of the distri-
bution. Sections 6.3 extends the treatment to linear regression and piecewise linear models. Given the
breadth of the available solutions, each section contains a selection of contributions which illustrate
the main currents of research. A further deeply explored class of models are continuous exponen-
tial families (Worsley, 1986), though some results are available for the binomial (Worsley, 1983) and
Poisson cases. Further contributions are listed in Appendix B of the Supplementary Material.

6.2 Shifts in location and scale

The reference model for testing a change in the mean value of a random variable can generally be
written as

\[ y_i = \eta_i + \varepsilon_i, \quad i = 1, \ldots, n, \] (6.1)

where the \( \varepsilon_i \)'s are independent zero-mean random errors. All observations are considered in the
order they appear, an assumption which will hold for the whole section. The function \( \eta_i \) may change \( K \)
times,

\[
\eta_i = \begin{cases} 
\mu_1, & 0 < i \leq \tau_1, \\
\mu_2, & \tau_1 < i \leq \tau_2, \\
\vdots \\
\mu_{K+1}, & \tau_K < i \leq n,
\end{cases}
\] (6.2)

where the change-points \( \tau_k \) can only assume integer values. Unless differently stated, both the \( K+1 \) dif-
ferent mean values \( \mu_k \) and the \( K \) change-points \( \tau_k \) are supposed to be unknown, though the very early
contributions focus on the simpler setting where one or both pieces of information are given.

Assuming \( K = 1 \), Hawkins (1977) considers testing the null hypothesis of no change in the mean \( \eta_i \)
when the \( \varepsilon_i \sim N(0, \sigma^2) \) are centered normal variables with constant variance \( \sigma^2 > 0 \), that is,

\[ H_0 : Y_i \sim N(\mu, \sigma^2), \quad i = 1, \ldots, n, \]

against the alternative that there exists a \( 0 < \tau < n \) at which the unknown mean switches from \( \mu \) to
\( \mu' \neq \mu \). The variance \( \sigma^2 \) is assumed to be known and we set it to one without loss of generality.
This is a non-standard problem because the change-point appears only under the alternative hypoth-
esis, but not under the null. The corresponding likelihood ratio statistic is a function of

\[ W_{\tau} = \tau (\bar{Y}_{\tau} - \bar{Y})^2 + (n - \tau) (\bar{Y}_{n-\tau} - \bar{Y})^2, \]

where \( \bar{Y}_{\tau} \) and \( \bar{Y}_{n-\tau} \) are the partial means, computed using the first \( \tau \) and the last \( n - \tau \) ob-
servations. Since the change-point \( \tau \) is unknown, the likelihood ratio

\[ W = W_{\tau^*} = \max_{1 \leq \tau < n} W_{\tau}, \]

maximises \( W_{\tau} \) over all possible values of \( \tau \), and is usually refereed to a “maximally selected likeli-
hood ratio”. To derive its exact null distribution, Hawkins (1977) re-expresses \( W_{\tau} \) as

\[ W_{\tau} = T_{\tau}^2, \]

where

\[ T_{\tau} = \sqrt{\frac{n}{\tau(n-\tau)}} \sum_{i=1}^{\tau} (Y_i - \bar{Y}) \] (6.3)

has standard normal distribution. It follows that the finite-sample distribution of

\[ U = \sqrt{W_{\tau^*}} = \max_{1 \leq \tau < n} |T_{\tau}| \] (6.4)

agrees with the distribution of the maximum absolute value attained by a Gaussian process in dis-
crete time having zero mean, unit variance and autocorrelation function given by Expression (3.2) of
Hawkins (1977). In particular, the null distribution of \( U \) has density function

\[ f_U(u) = 2\phi(u) \sum_{\tau=1}^{n-1} g_{\tau}(u) g_{n-\tau}(u), \] (6.5)

where \( \phi(u) \) is the density of the standard normal, \( g_1(u) = 1 \) for \( u \geq 0 \) and \( g_{\tau}(u) \) is a recursive function
such that

\[ g_{\tau}(u) = \Pr(|T_{\tau}| < u, i = 1, \ldots, \tau - 1 \mid |T_{\tau}| = u). \] (6.6)

The sketch of the proof of (6.5) is given in Appendix A.4. Yao and Davis (1986, Theorem 2.1)
show that a suitably normalized version of $U$ converges, however slowly (Jaruskova, 1997; Csorgo and Horvath, 1997), under $H_0$ to the double exponential, or Gumbel, distribution, which provides approximate quantiles. See also Irvine (1986).

The finite-sample null distribution of the likelihood ratio statistic for unknown $\sigma^2$ was worked out by Worsley (1979). Further generalizations, such as to the multivariate case and/or to account for a possible change in the scale of the distribution, can be found in the book length account of Chen and Gupta (2012, §§2.2–2.3 and 3.2–3.3). See also the selection of references given in Appendix B of the Supplementary Material.

6.3 Change-point detection in regression

A further extension of Model (6.2) with respect to location,

\[
\eta_i = \alpha_1 + \beta_1 x_i, \quad 0 < i \leq \tau_1, \quad (6.7)
\]

\[
= \alpha_2 + \beta_2 x_i, \quad \tau_1 < i \leq \tau_2,
\]

\[
= \vdots
\]

\[
= \alpha_{K+1} + \beta_{K+1} x_i, \quad \tau_K < i \leq n,
\]

is used for change-point detection in simple linear regression. The early contributions by Quandt (1958, 1960) derive the likelihood ratio statistic under the null hypothesis of no switch against the alternative that the model possibly obeys two separate regimes under the assumption of independent and zero-mean normal error terms $\varepsilon_i$. Under the alternative hypothesis, the variance is furthermore allowed to switch from $\sigma_1^2$ to $\sigma_2^2$ at instant $\tau$, when the linear predictor $\eta_i$ undergoes a structural change. The likelihood ratio statistic is

\[
W = \max_{3 \leq \tau \leq n-3} W_{\tau},
\]

with

\[
W_{\tau} = -2 \log \left( \frac{\hat{\sigma}_1^{2\tau} \hat{\sigma}_2^{2(n-\tau)}}{\hat{\sigma}^{2n}} \right),
\]

is a function of the least squares estimators $\hat{\sigma}_1^2$ and $\hat{\sigma}_2^2$ of $\sigma_1^2$ and $\sigma_2^2$, respectively, computed using the corresponding subsets of observations, and of the MLE $\hat{\sigma}^2$ of the common variance $\sigma^2 = \sigma_1^2$ or $\sigma_2^2$ based upon the entire sample. Quandt (1958) initially conjectured that the asymptotic distribution of $W$ may be $\chi_1^2$ under the null hypothesis of no change. However, the numerical investigation he reported in a later publication for the three sample sizes $n = 20, 40, 60$ (Quandt, 1960, Table 3) revealed that the finite-sample distribution depends on the number of observations $n$.

Change-point detection in simple linear regression using the likelihood ratio is also the subject of Kim and Siegmund (1989). These authors consider two situations: where only the intercept is allowed to change and where both, the intercept and the slope change while the variance remains constant. Again, the Brownian Bridge process is central to the derivation of the corresponding limiting distributions as in Yao and Davis (1986). Approximations for the corresponding tail probabilities are given by Kim and Siegmund (1989) under reasonably general assumptions.

Model (6.7) can be extended to account for changes in the covariates, which is known as piecewise linear regression. This type of models are very popular in a large number of disciplines, including among others environmental sciences (Piegorsch and Bailer, 1997, Section 2.2; Muggeo, 2008a), medical sciences (Smith and Cook, 1980; Muggeo et al., 2014), epidemiology (Ulm, 1991) and econometrics (Zeileis, 2006). A review of likelihood ratio testing for piecewise linear regression up to his time of writing can be found in Bhattacharya (1994). See also the annotate bibliography for a selection of related contributions.

7 Beyond parametric inference

This section reviews cases of interest which do not fit into the previously mentioned three broad model classes, but still fall under the big umbrella of nonstandard problems. In particular we will focus on shape constrained inference, a genre of nonparametric problem which leads to highly nonregular models.

As brought to our attention by an anonymous Referee, the asymptotic theory of semiparametric and nonparametric inference has interesting analogues to the classical parametric likelihood theory reviewed in Section 2. Indeed, the parameter space of a semiparametric model is an infinite-
dimensional metric space. This makes the model non-standard as we typically consider a real parameter of interest in the presence of an infinitely large nuisance parameter. Despite this departure from regularity, the likelihood ratio statistic still behaves as we would expect it. Murphy and van der Vaart (1997, 2000), for instance, show that the corresponding limiting distribution is chi-squared also when we profile out the infinite-dimensional nuisance parameter. The behavior of this likelihood ratio statistics under local alternative hypotheses is studied in Banerjee (2005). The classical approximations of Section 2 also hold for the asymptotic theory of empirical likelihood (Owen, 1990, 1991); see Chen and Van Keilegom (2009) for a review. These results are quite remarkable given that the underlying distributional assumptions are much less strict.

An area of research which has received much attention in the last decade is nonparametric inference under shape constraints (Samworth and Bodhisattva, 2018). Shape constraints originate as a natural modelling assumption and lead to highly nonregular models. As highlighted by Groeneboom and Jongbloed (2018), the probability density or mass functions of many of the widely used parametric models satisfy shape constraints. For example, the exponential density is decreasing, the Gaussian density is unimodal, while the Gamma density can be both, depending on whether its shape parameter is smaller or larger than one. Estimation under shape constraints leads to an M-estimation problem where the parameter vector typically has the same length as the sample size and is constrained to lie in a convex cone. Non-regularity arises since the M-estimator typically falls on the face of the cone. As for boundary problems, convex geometry is an essential tool to treat shape constrained problems. The field of shape constraint problems originated from ‘monotone’ estimation problems, where functions are estimated under the condition that they are monotone. The maximum likelihood estimator converges typically at the rate $n^{-1/3}$ if reasonable conditions hold, that is, at a slower pace than the $n^{-1/2}$ rate attained by regular problems. Moreover, the maximum likelihood estimator has a non-standard limiting distribution known as Chernoff’s distribution (Groeneboom and Wellner, 2001). A considerable body of work has studied the asymptotic properties of the nonparametric likelihood ratio statistic under monotonicity. In particular, Banerjee and Wellner (2001) initiated the research strain of testing whether a monotone function $\psi$ assumes the particular value $\psi(t_0) = \psi_0$ at a fixed point $t_0$. An extension to regression is given by Banerjee (2007), who assumes that the conditional distribution $p(y, \theta(x))$, of the response variable $Y$ given the covariate $X = x$, belongs to a regular parametric model, where the parameter $\theta$, or part of it, is specified by a monotone function $\theta(x) \in \Theta$ of $x$. Other types of shape constraint problems have emerged in the meantime which entail concavity or convexity and uni-modality of the functions to be estimated; see Appendix B of the Supplementary Material.

Shape constraints arise also in many high-dimensional problems, which opens frontiers for research in nonregular settings; see for example Bellec (2018). Most recently, Doss and Wellner (2019) showed that the likelihood ratio statistic is asymptotically pivotal if the density is log-concave. The class of log-concave densities has many attractive properties from a statistical viewpoint; an account of the key aspects is given in Samworth (2018). Non-standard limiting distributions characterize shape constrained inferential problems. Generally, the likelihood ratio statistic converges to a limiting distribution which can be described by a functional of a standard Brownian motion plus a quadratic drift. In addition, the limiting distribution is asymptotically pivotal, that is, it doesn’t depend on the nuisance parameters, as happens for the common $\chi^2$ distribution of regular parametric problems. Recent work on high-dimensional asymptotics of likelihood ratio tests under convexity constraints is discussed in Han et al. (2022).

8 Computational aspects and software

Deriving the asymptotic distribution of the likelihood ratio statistic under non-standard conditions is generally a cumbersome task. In some cases the limiting distribution is well defined and usable, as for instance when it boils down to a chi or chi-bar squared distribution. Quite often, however, the analytical approximation is intractable, so as when
we have to determine the percentiles of a Gaussian random field. This fact has motivated the development of alternative test statistics whose null distribution presents itself in a more manageable form; see, for instance, the contributions mentioned in Section 5.3. Or, we may rely upon simulation, using Monte Carlo or the bootstrap, as mentioned in passing in Sections 3.3, 4.2, 5.3 and 6.2. Bootstrapping, in particular, allows us to recover the finite-sample null distribution of the test statistic very naturally provided that the bootstrap resamples from a consistently estimated density (Titterington, 1990; Feng and McCulloch, 1996). In general terms, this requires that the maximum likelihood estimator converges to the possibly non-identifiable subset of the parameter space to which the true parameter belongs to.

An example of inconsistency of the bootstrap when a parameter is on the boundary of the parameter space together with further counterexamples that are already in the literature are provided in Andrews (2000). Bootstrap likelihood ratio tests for finite-mixture models are reviewed in Feng and McCulloch (1996). A most recent application for boundary points is Cavaliere et al. (2022), while Kirch (2008), Huskuvba and Kirch (2012), and the very recent papers by Chen and Cabrera (2020) and Yu and Chen (2022) bootstrap the critical values of change-point tests. Permutation is also used to derive the critical values for tests statistics in change-point analysis; see for example Kirch and Steinebach (2006) and reference therein.

A compromise between analytical approximation and simulation is the hybrid approach described in Brazzale et al. (2007, Section 7.7) where parts of the analytical approximation are obtained by simulation. However, simulation becomes useless if the limiting distribution diverges to infinity, as already mentioned in Example 1.1. A non exhaustive list of examples is provided in paragraphs 5.2.2 and 5.3 of Appendix B of the Supplementary Material. Substantive applications in which the approximations have been found useful and details of how to implement the methods in standard computing packages are generally missing. Reviewing all software contributions which implement likelihood ratio based inference for nonregular problems in a more or less formalized way is beyond the scope of this paper. In the following we try and give a selected list of packages for the numerical computing environment R (R Core Team, 2020). We will again group them into the three broad classes reviewed in the previous Sections 3–6, that is, boundary problems, mixture models and change-point problems.

Crainiceanu and Ruppert’s (2004) proposal, which tests for a null variance component, is implemented in the RLRsim package by Scheipl et al. (2008). We furthermore mention the varTestnime package by Baey and Kuhn (2019) and the lmeVarComp package by Zhang (2018). The first again tests for null variance components in linear and non linear mixed effects model, while the second implements the method proposed by Zhang et al. (2016) for testing additivity in nonparametric regression models.

An account of some early software implementations to handle mixture models can be found in Haughton (1997), in the Appendix of McLachlan and Peel (2000) and also in the Software section of the recent review paper by McLachlan et al. (2019). A most recent implementation for use in astrostatistics is the TOHM package by Algeri and van Dyk (2020) which implements a computationally efficient approximation of the likelihood ratio statistic for a multidimensional two-component finite-mixture model. The package is also available for the Python programming language. The code provided by Chauveau et al. (2018) for testing a two-component Gaussian mixture versus the null hypothesis of homogeneity using the EM test is available through the MixtureInf package by Li et al. (2016). Maximum likelihood estimation in finite mixture models based on the EM algorithm is furthermore addressed in the mixR package by Yu (2018), which also considers different information criteria and bootstrap resampling. The clustBootstrapLRT function of the mclust package by Scrucca et al. (2016) also implements bootstrap inference for the likelihood ratio to test the number of mixture components. A further implementation of the likelihood ratio test for mixture models is the mixtools package by Benaglia et al. (2009). All R packages linked to finite mixture models are listed on the CRAN Task View webpage for Cluster Analysis & Finite Mixture Models1.

The changepoint package by Killick and Eckley (2014) considers a variety of test statistics for detecting change-points among which the likelihood ratio. The strucchange package by Zeileis et al.

http://cran.r-project.org/web/views/Cluster.html

1
al. (2002) provides methods for detecting changes in linear regression models. We may furthermore mention the segmented package by Muggeo (2008b) for change-point detection in piecewise linear models, the bcp package by Erdman and Emerson (2007) for Bayesian analysis of a single change in univariate time series and the CPsurv package by Brazzale et al. (2019) for nonparametric change-point estimation in survival data.

9 Discussion

Non-regularity can arise in many different ways, though all entail the failure of one, at times even two, regularity conditions. Many problems can be dealt with straightforwardly; other require sophisticated tools including limit theorems and extreme value theory for random fields. The wealth of contributions, which has been produced during the last 70 years, synthesized in Figure 1, testifies that the interest in this type of problems has not faded since they made their entrance back in the early 50’s. The best-studied nonregular case are boundary problems. Common examples of application are testing for a zero variance component in mixed effect models and constrained one-sided tests. The limiting distribution of the likelihood ratio is generally a chi-bar squared distribution with a number of components and mixing weights that depend on the number of parameters which fall on the boundary. This is also the only type of problem for which higher order results are available.

Indeterminate parameter problems are far more heterogeneous. Apart from finite mixtures, the remaining cases can be put under the two umbrellas of non-identifiable parameters and singular information matrix. The methodological difficulties increase as the limiting distributions depend on the parametric family and on the unknown parameters. If \( \theta \) is scalar and we want to test homogeneity against a two-component mixture, the distribution of the likelihood ratio converges to the distribution of the supremum of a Gaussian process. For a larger number of mixture components and/or multidimensional \( \theta \), this becomes the distribution of the supremum of a Gaussian random field. In these cases, simulation-based approaches are often needed to obtain the required tail probabilities. Moreover, constraints must be imposed to guarantee identifiability of the mixture parameters. As outlined by Garel (2007), these may act on the parameter space, by bounding it or imposing suitable separation conditions among the parameters, or on the alternative hypotheses which must be contiguous. A further possibility is to penalize the likelihood function so that the limiting distribution of the corresponding modified likelihood ratio statistic is chi-squared or well approximated by a chi-bar squared distribution.

Change-point problems range from the simple situation of detecting an alteration in the regime of a random sequence to identifying a structural break in multiple linear regression with possibly correlated errors. Although in the latter case the change-point can assume any value, in the first situation it must lie in a discrete set. In addition, there is a tie between change-point problems and indeterminate parameter problems whenever setting one of the components of the model to a particular value, can make other components, or parts of it, disappear, as shown in Example 4.1. Generally, the limiting distribution of the likelihood ratio statistic for detecting a change either converges to a Gaussian processes or can be adjusted to converge to a Gumbel type distribution (Horváth and Rice, 2014a). This technique was first applied by Darling and Erdős (1956) to derive the limiting distribution of the maximum of independent random variables, and has further been extended to dependent data; see Aue and Horváth (2013) for a review. Approximate critical values of the test statistics can be obtained from Bonferroni’s inequality, by using asymptotic arguments or simulation. In some situations the likelihood ratio statistic for the unknown change-point is unbounded.

From the more practical point of view, use of the asymptotic distribution of the likelihood ratio statistic loses its appeal once it goes beyond the common \( \chi^2 \) distribution. As a result, simulation-based tests that circumvent the asymptotic theory are often used. Indeed, simulation may nowadays be used to establish the desired empirical distributions of the estimators and to compute approximations for \( p \)-values obtained from Wald-type statistics. For the most intricate situations, the authors suggest to use resampling-based techniques, such as parametric and nonparametric bootstrapping, to explore the finite-sample properties of likelihood-based statistics. Methodological difficulties, such
as the possible divergence of the likelihood ratio statistic, and prohibitive computational costs limit, however, this possibility to specific applications.

The review has focused on frequentist hypothesis testing using the likelihood ratio statistic. Maximum likelihood estimation for a class of nonregular cases, which include the three-parameter Weibull, the gamma, log-gamma and beta distributions, is considered in Smith (1985). A significant literature has grown since then, parts of which culminated in Cheng (2017). Most of the difficulties encountered in nonregular settings vanish if the model is analysed using Bayes’ rule, though one has always to be cautious. Bayesian and nonparametric contributions with suitable links to their frequentist counterparts are mentioned in Appendix B of the Supplementary Material.

A Prototype demonstrations

Proof sketch A.1. Boundary problem (Self and Liang, 1987, Theorem 3) Let \( y_1, \ldots, y_n \) be \( n \) independent observations on the random variable \( Y \), and let \( l(\theta) \) denote the associated log-likelihood function, where \( \theta \) takes values in the parameter space \( \Theta \), a subset of \( \mathbb{R}^p \). We want to test whether the true value of \( \theta \) lies in the subset of \( \Theta \) denoted by \( \Theta_0 \) versus the alternative that it falls in the complement of \( \Theta_0 \) in \( \Theta \), denoted by \( \Theta_1 \). Let \( \theta^0 \) be the true value of \( \theta \), which may fall on the boundary of \( \Theta \). First, expand \( 2 \{ l(\theta) - l(\theta^0) \} \) around \( \theta^0 \),

\[
2 \{ l(\theta) - l(\theta^0) \} = 2(\theta - \theta^0)^\top u(\theta^0) - (\theta - \theta^0)^\top i(\theta^0)(\theta - \theta^0) + O_p(||\theta - \theta^0||^3),
\]

where \( u(\theta) \) is the score function, \( i(\theta) \) the Fisher information matrix and \( || \cdot || \) represents the Euclidean norm. Rewrite this expansion as a function of the variable \( \tilde{Z}_n = n^{-1}i_1(\theta^0)^{-1}u(\theta^0) \), where \( i(\theta^0) = n i_1(\theta^0) \) and \( i_1(\theta^0) \) is the Fisher information matrix associated with a single observation. This yields

\[
2 \{ l(\theta) - l(\theta^0) \} = -\{\sqrt{n}\tilde{Z}_n - \sqrt{n}(\theta - \theta^0)\}^\top i_1(\theta^0) + u(\theta^0)^\top i(\theta^0)^{-1}u(\theta^0) + O_p(||\theta - \theta^0||^3).
\]

Consider now the likelihood ratio statistic

\[
W = 2 \left\{ \sup_{\theta \in \Theta} l(\theta) - \sup_{\theta \in \Theta_0} l(\theta) \right\} = (\tilde{Z}_n)^\top i_1(\theta^0) + u(\theta^0)^\top i(\theta^0)^{-1}u(\theta^0) + O_p(||\theta - \theta^0||^3).
\]

Approximate the two sets \( \Theta \) and \( \Theta_0 \) by the cones \( C_{\Theta - \theta^0} \) and \( C_{\Theta_0 - \theta^0} \) centered at \( \theta^0 \), respectively. Now, given that \( \sqrt{n}\tilde{Z}_n \) converges in distribution to a multivariate normal distribution with mean zero and covariance matrix \( i_1(\theta^0)^{-1} \), for all \( \theta \) such that \( \theta - \theta^0 = O_p(n^{-1/2}) \), the limiting distribution of \( W \) becomes

\[
\sup_{\theta \in \tilde{C}} \left\{ -(Z - \theta)^\top (Z - \theta) \right\} - \sup_{\theta \in \tilde{C}_0} \left\{ -(Z - \theta)^\top (Z - \theta) \right\} ,
\]

or equivalently as in Expression (3.3), where \( \tilde{C} \) and \( \tilde{C}_0 \) are the corresponding transformations of the cones \( C_{\Theta - \theta^0} \) and \( C_{\Theta_0 - \theta^0} \), respectively, and \( Z \) is multivariate standard normal.

Proof sketch A.2. Non-identifiable parameter (Liu and Shao, 2003, Theorem 2.3) Let \( Y_1, \ldots, Y_n \) be \( n \) independent and identically distributed random observations from the true distribution function \( F^0 \). Suppose that we want to test \( H_0 : \theta \in \Theta_0 \) against \( H_1 : \theta \in \Theta \setminus \Theta_0 \), where \( \Theta_0 = \{ \theta \in \Theta : F_\theta = F^0 \} \) with \( F_\theta \) the distribution indexed by \( \theta \). Let

\[
l_r(\theta) = \sum_{i=1}^n \log \lambda_i(\theta) \]

where \( \lambda_i(\theta) \) is the likelihood ratio statistic.
be the log-likelihood ratio function, where \( \lambda_i(\theta) = \lambda(Y_i; \theta) \) denotes the Radon-Nikodym derivative, 
\( \lambda(\theta) = dF_\theta/dF_0 \), evaluated at \( Y_i \). Define the likelihood ratio statistic as

\[
W(H_0) = 2 \sup_{\theta \in \Theta \setminus \Theta_0} \{ lr(\theta) \vee 0 \}, \tag{A.1}
\]

where \( \{ a \vee b \} = \max(a, b) \). Assume that there exists a trio \( \{ S_i(\theta), H(\theta), R_i(\theta) \} \) which satisfies the generalized differentiable in quadratic mean expansion (GDQM)

\[
h_i(\theta) = H(\theta)S_i(\theta) - H^2(\theta) + H^2(\theta)R_i(\theta),
\]

with \( h_i(\theta) = \sqrt{\lambda_i(\theta)} - 1 \). \( H(\theta) \) is the Hellinger distance between \( F_\theta \) and \( F_0 \) defined as

\[
H^2(\theta) = E_{F_0} \left( \left\{ \frac{1}{2} \sqrt{\lambda_i(\theta)} - 1 \right\}^2 \right)/2
\]

and \( S_i(\theta) \) and \( R_i(\theta) \) are such that \( E_{F_0} [S_i(\theta)] = E_{F_0} [R_i(\theta)] = 0 \). Furthermore assume that

\[
\max_{\theta \in \Theta \setminus \Theta_0} |\nu_n(S_i(\theta))| = O_p(1)
\]

and

\[
\max_{\theta \in \Theta \setminus \Theta_0} |E_{F_0}(R_i(\theta))| = o_p(1),
\]

for all \( c > 0 \), where \( \nu_n(\cdot) \) indicates the empirical distribution function and \( \nu_n(\cdot) = n^{-1/2}(nE_{F_n} - E_{F_0})[\cdot] \) is a random process defined for any integrable function \( g \). Here, \( \Theta_c = \{ \theta \in \Theta | 0 < H(\theta) \leq c \} \) defines the Hellinger neighbourhood of \( F_0 \). Now, using the GDQM expansion and a Taylor series expansion of \( 2 \log(1 + h_i(\theta)) \), the log-likelihood ratio function \( lr(\theta) \) can be expressed as

\[
lr(\theta) = 2 \sum_{i=1}^{n} \log(1 + h_i(\theta))
\]

\[
- 2\sqrt{n}H(\theta)\nu_n(S_i(\theta))
\]

\[
- nH^2(\theta) \left\{ 2 + E_{F_0} [S_i^2(\theta)] \right\} + o_p(A.2)
\]

in \( \Theta_c/\sqrt{n} \) for all \( c > 0 \). Under some general conditions on the trio \( \{ S_i(\theta), H(\theta), R_i(\theta) \} \) \citep{Liu2003}, the quadratic expansion in \( A.2 \) holds uniformly in \( \theta \in \Theta_e \) for some small enough \( c > 0 \). Direct maximization of \( \{ A.1 \} \) by \( \sqrt{n}H(\theta) \) allows us to approximate the likelihood ratio statistic by the quadratic form

\[
\frac{\{ \nu_n(S_i(\theta)) \vee 0 \}^2}{1 + E_{F_0} [S_i^2(\theta)]/2} \approx \{ \nu_n(S_i^*(\theta)) \vee 0 \}^2.
\]

Let \( S = \{ S_i(\theta) \vee 0 \}^2 \) be the se of all \( L^2 \) limits of the standardized score function

\[
S_i^*(\theta) = \frac{S_i(\theta)}{\sqrt{1 + E_{F_0} [S_i^2(\theta)]}/2}
\]

as \( H(\theta) \to 0 \). To complete the proof we assume there exists a centered Gaussian process \( \{ G_S : S \in S \} \) on the same probability space of the empirical process \( \nu_n \), with uniformly continuous sample paths and covariance kernel \( E_{F_0} [G_S, G_S] = E_{F_0} [S_1S_2] \), for all \( S_1, S_2 \) belonging to \( S \). Using results from statistical limit theory, it is possible to prove the following two inequalities

\[
W(H_0) \leq \sup_{S \in S} \{ G_S \vee 0 \}^2 + o_p(1),
\]

\[
W(H_0) \geq \sup_{S \in S} \{ G_S \vee 0 \}^2 + o_p(1),
\]

which imply that

\[
\lim_{n \to \infty} W(H_0) = \sup_{S \in S} \{ G_S \vee 0 \}^2.
\]

**Proof sketch A.3. Finite mixture model** \citep{Ghosh1985, Theorem 2.1} Let \( y_1, \ldots, y_n \) be a sample of \( n \) i.i.d. observations from the strongly identifiable mixture model \( \{ f_{\theta}, \pi \} \) and

\[
l(\eta) = \sum_{i=1}^{n} \log \{ (1 - \pi)f_1(y_i; \theta_1) + \pi f_2(y_i; \theta_2) \},
\]

with \( \eta = (\pi, \theta_1, \theta_2) \) be the corresponding log-likelihood function. Suppose that \( H_0 : \pi = 0 \) is true, so the true model density is \( f_1(y; \theta_0^*) \), where \( \theta_0^* \) is the true value of \( \theta_1 \). Unless differently stated, all functions and expectations will be evaluated under this assumption, that is, for \( \eta^0 = (0, \theta_0^*, \theta_2) \), with arbitrary \( \theta_2 \). Let \( W(H_0) \) be the likelihood ratio statistic

\[
W(H_0) = \sup_{\pi \in \pi} \sup_{\theta_1 \in \Theta_1} \sup_{\theta_2 \in \Theta_2} \{ l(\eta) \}
\]

\[
\pi \in \pi \quad \theta_1 \in \Theta_1 \quad \theta_2 \in \Theta_2
\]

\[
= \sup_{\pi \in \pi} \sup_{\theta_1 \in \Theta_1} \sup_{\theta_2 \in \Theta_2} \{ l(\eta) \}
\]

\[
\pi \in \pi \quad \theta_1 \in \Theta_1 \quad \theta_2 \in \Theta_2
\]

Expand \( l(\eta) \) with respect to the first two components of \( \eta = (\pi, \theta_1, \theta_2) \) around \( \pi = 0 \) and \( \theta_1 = \theta_0^* \). This yields

\[
l(\eta) = l_1(\theta_0^*) + A_n(\eta) + o_p(1), \tag{A.4}
\]
where \( l_1(\theta_1) = \sum_{i=1}^{n} \log f_i(y_i; \theta_1) \) and

\[
A_n(\eta) = \pi l_\pi + (\theta_1 - \theta_0^0)^\top l_\pi \theta_1 + \frac{1}{2} \left\{ \pi^2 l_{\pi\pi} + 2\pi(\theta_1 - \theta_0^0)^\top l_\pi \theta_1 + (\theta_1 - \theta_0^0)^\top l_\pi (\theta_1 - \theta_0^0) \right\}.
\]

Here, the two indexes \( \pi \) and \( \theta_1 \) denote differentiation with respect to the corresponding parameter components. As shown in Ghosh and Sen (1985), in virtue of the Kuhn-Tucker-Lagrange theorem, the unconstrained supremum of \( A_n(\eta) \) becomes

\[
\sup_{\pi \in [0,1]} \sup_{\theta_1 \in \Theta_1} A_n(\eta) = \frac{1}{2} \left\{ u(\theta_2), u_1^\top \right\} i(\theta_2)^{-1} \left\{ u_0(\theta_2), u_1^\top \right\}^\top
\]

if \( Z_n(\theta_2) \geq 0 \) and

\[
\sup_{\pi \in [0,1]} \sup_{\theta_1 \in \Theta_1} A_n(\eta) = \frac{1}{2} u_1^\top i_{11}^{-1} u_1
\]

if \( Z_n(\theta_2) < 0 \), where we define

\[
Z_n(\theta_2) = \left\{ u_0(\theta_2) i^{00}(\theta_2) + u_1(\theta_2)^\top i^{01}(\theta_2) \right\} \left\{ i^{00}(\theta_2) \right\}^{-1/2}.
\]

In the previous three expressions, \( u_0(\theta_2) = l_\pi(\eta^0) \), \( u_1 = \log(l_\pi(\eta^0)) \), \( i \) represents the expected information matrix with respect to \( \pi \) and \( \theta_1 \), \( i_{jk}(\theta_2) \) denotes the \((jk)\)-th component of \( i \), for \( j = 0, 1 \) and \( k = 0, 1 \), while \( i_{jk}(\theta_2) \) denotes the \((jk)\)-th component of \( i^{-1} \). Similarly, the constrained supremum of \( A_n(\eta) \) is

\[
\sup_{\pi \in [0,1]} A_n(\eta) = \frac{1}{2} u_1^\top i_{11}^{-1} u_1
\]

Using known results on the inversion of block matrices, the likelihood ratio statistic \((A.3)\) reduces to

\[
W(H_0) = \sup_{\theta_2 \in \Theta_2} Z_n^2(\theta_2) I(Z_n \geq 0) + o_p(1).
\]

To ensure the convergence of \( Z_n(\theta_2) \) to the zero-mean Gaussian processes \( Z(\theta_2) \), the set \( \Theta_2 \) needs to be bounded and a Lipschitz condition has to hold for the \( u_0 \) component of the score vector which, in turn, implies tightness of \( u_0 \). These conditions furthermore guarantee that the remainder term in expansion \((A.4)\) is \( o_p(1) \) over the two bounded sets of \( \pi \) and \( \theta_1 \) and uniformly in \( \theta_2 \).

**Proof sketch A.4. Shift in location for Gaussian model (Hawkins, 1977, Theorem 1)** Given \( n \) independent Gaussian observations, we want to test whether

\[
Y_i \sim N(\mu, \sigma^2), \quad i = 1, \ldots, n,
\]

against the alternative that there exists a \( 0 < \tau < n \) at which the unknown mean \( \mu \) switches to \( \mu' \neq \mu \). The variance \( \sigma^2 \) is assumed to be known; we set it to one without loss of generality. Recall from Section 6.2 that the likelihood ratio statistic can be re-expressed as a function of

\[
U = \max_{1 \leq \tau < n} T_\tau,
\]

where

\[
T_\tau = \sqrt{\frac{n}{\tau(n-\tau)}} \sum_{i= \tau}^{\tau} (Y_i - \bar{Y}).
\]

The null distribution of \( U \) is given at \((6.5)\). The proof considers the following events

\[
A_\tau = \{|T_\tau| \in (u, u + du)\},
\]

\[
B_\tau = \{|T_\tau| < |T_i|, \forall i \in (1, \ldots, \tau - 1)\},
\]

and

\[
C_\tau = \{|T_i| < |T_\tau|, \forall i \in (\tau + 1, \ldots, n)\}.
\]

Define

\[
F_U(u + du) - F_U(u) = \Pr\{U \in (u, u + du)\}
\]

\[
= \Pr \left( \bigcup_{\tau=1}^{n-1} \left\{ \{|T_\tau| \in (u, u + du)\} \cap \{|T_\tau| > |T_i|, i \neq \tau\} \right\} \right)
\]

\[
= \sum_{\tau=1}^{n-1} \Pr(A_\tau \cap B_\tau \cap C_\tau)
\]

\[
= \sum_{\tau=1}^{n-1} \Pr(A_\tau) \Pr(B_\tau | A_\tau) \Pr(C_\tau | A_\tau \cap B_\tau).
\]

Since \( T_\tau \sim N(0,1) \), we have that

\[
\Pr(A_\tau) = 2\phi(u)du + o(du).
\]

Moreover,

\[
\Pr(B_\tau | A_\tau)
\]

\[
= \Pr(|T_i| < |T_\tau|, \forall i \in (1, \ldots, \tau - 1) | |T_\tau| = u)
\]

\[
= \Pr(|T_i| < u, \forall i \in (1, \ldots, \tau - 1) | |T_\tau| = u) + O(du)
\]

\[
= g_r(u) + O(du),
\]

\[(A.5)\]
where \( g_1(u) = 1 \) for \( u \geq 0 \) and \( g_r(u) \) is given in (6.6). Since the series \( \{T_1, T_2, \ldots, T_{n-1}\} \) is Markovian, \( \{T_1, T_2, \ldots, T_{\tau-1}\} \) and \( \{T_{\tau+1}, T_{\tau+2}, \ldots, T_{n-1}\} \) are independent. It follows that the events \( B_\tau \) and \( C_\tau \) are independent given \( T_\tau = u \), that is,

\[
\Pr(C_\tau | A_\tau \cap B_\tau) = \Pr(C_\tau | A_\tau).
\]

According to the probability symmetry between \( B_\tau \) and \( C_\tau \) (Chen and Gupta, 2012, §2.1.1), similar to \( \Pr(B_\tau | A_\tau) \), it follows that

\[
\Pr(C_\tau | A_\tau) = g_{n-\tau}(u) + O(du). \tag{A.6}
\]

Combining (A.5) and (A.6), we obtain

\[
\Pr\{U \in (u, u + du)\} = 2\phi(u) \sum_{\tau=1}^{n-1} g_\tau(u) g_{n-\tau}(u) du + o(du),
\]

which corresponds to Expression (6.5).
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SUPPLEMENTARY MATERIAL

B Annotated bibliography

The subsequent section-wise list of references supplements the work cited in the main text in an attempt to provide a comprehensive overview of the asymptotic properties of the likelihood ratio statistic in nonregular problems.
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Davies, R. B. (2002). Hypothesis testing when a nuisance parameter is present only under the alternative: Linear model case. Biometrika, 89, 484–489.

§4.2 Extends Davies (1977) and Davies (1987) to the linear model with unknown error variance.
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Ekvall, K. O. and Bottai, M. (2022). Confidence regions near singular information and boundary points with applications to mixed models. *The Annals of Statistics, 50*, 1806–1832.

§4.3 Propose confidence regions with asymptotically correct uniform coverage probability of parameters whose Fisher information matrix can be singular at important points of the parameter set.

El-Helbawy, A. T. and Hassan, T. (1994). On the Wald, Lagrangian multiplier and likelihood ratio tests when the information matrix is singular. *Journal of the Italian Statistical Society, 1*, 51–60.

§4.3 Build upon Silvey (1959) and develop modified formulae for the Wald, score and likelihood ratio statistics which, under standard regularity conditions, asymptotically follow a chi-squared distribution with degrees of freedom specified by the number of constraints.

Jin, F. and Lee, L.-F. (2018). Lasso maximum likelihood estimation of parametric models with singular information matrices. *Econometrics, 6*, 8.

§4.3 Propose to fit the parameters of models with singular information matrix by adaptive lasso while allowing the true parameter vector to lie on the boundary of the parameter space.

Azaïs, J.-M., Gassiat, É. and Mercadier, C. (2006). Asymptotic distribution and local power of the log-likelihood ratio test for mixtures: bounded and unbounded cases. *Bernoulli, 12*, 775–799.

§5.2 Provide the asymptotic distribution of the likelihood ratio statistic under the null hypothesis of a $K_0$-component model and under contiguous alternatives for a general mixture of parametric populations for a bounded parameter space.

Azaïs, J.-M., Gassiat, É. and Mercadier, C. (2009). The likelihood ratio test for general mixture models with or without a structural parameter. *ESAIM: Probability and Statistics, 13*, 301–327.

§5.2 Consider likelihood ratio for testing homogeneity in the general $K$-component model, with application to Gaussian, Poisson and binomial distributions, and testing for the number of components of a finite mixture with or without a nuisance parameter. A number of conditions need be imposed to avoid divergence of the limiting distribution of the likelihood ratio test.

Chen, J. and Kalbfleisch, J. D. (2005). Modified likelihood ratio test in finite mixture models with a structural parameter. *Journal of Statistical Planning and Inference, 129*, 93–107.

§5.2 Study a modification of the likelihood ratio statistic similar to that proposed by Chen et al. (2001) to verify the hypothesis of a homogeneous model against the alternative of a Gaussian mixture of two or more components with a common and unknown variance. Show, in particular, that the $\chi^2_2$ distribution represents a stochastic upper bound to the limiting null distribution of the test statistic.

Chen, J., Li, P. and Fu, Y. (2008). Testing homogeneity in a mixture of von Mises distributions with a structural parameter. *The Canadian Journal of Statistics, 36*, 129–142. §5.2 De-
rive the asymptotic null distribution of the modified likelihood ratio test introduced in Chen et al. (2001) and of a further modification, called the iterative modified likelihood ratio test, for testing model homogeneity against the alternative that the model is a two-component von Mises mixture with unknown mean directions without and with nuisance parameters.

JEFFRIES, N. O. (2003). A note on “Testing the number of components in a normal mixture”, Biometrika, 90, 991–994.

§5.2.2 Disproves Lo et al. (2001) result based on the fact that it requires conditions on the structure of the parameter space that are generally not met when the null hypothesis of a $K_0$-component model holds, with $K_0 \geq 1$.

LO, Y., MENDELL, N. R. and RUBIN, D. B. (2001). Testing the number of components in a normal mixture. Biometrika, 88, 767–778.

§5.2.2 Prove that in the Gaussian case the distribution of the likelihood ratio statistic based on the Kullback-Leibler information criterion converges under the null hypothesis to a weighted sum of $\chi^2$ distributions.

GAREL, B. (2001). Likelihood ratio test for univariate Gaussian mixture. Journal of Statistical Planning and Inference, 96, 325–350.

§5.2.2 Discusses seven distinct cases of homogeneity testing using the likelihood ratio for the general two-component Gaussian mixture model by imposing different restrictions on the means and the variances.

LEI, Q. L. and QIN, Y. S. (2009). A modified likelihood ratio test for homogeneity in bivariate normal mixtures of two samples. Journal of Systems Science and Complexity, 22, 460–468.

§5.2.2 Extend Qin and Smith (2006) to the two-sample problem by using the modified likelihood statistic.

LIU, X. and SHAO, Y. (2004). Asymptotics for likelihood ratio test in a two-component normal mixture model. Journal of Statistical Planning and Inference, 123, 61–81.

§5.2.2 Derive the asymptotic distribution of the likelihood ratio statistic for a two-component mixture model. Furthermore, show that the likelihood ratio diverges to infinity in probability at rate $O(\log(\log n))$ if the mean parameters are unbounded, in accordance with Hartigan (1985) and Chen and Chen (2001, Theorem 2).

POLYMENIS, A. and TITTERINGTON, D. M. (1999). A note on the distribution of the likelihood ratio statistic for normal mixture with known proportions. Journal of Statistical Computation and Simulation, 64, 167–175.

§5.2.2 Analyse empirically the $d = 1$ scenarios treated by Goffinet et al. (1992) and give an heuristic explanation for the slow convergence. Propose to refer to the $\chi^2(\tilde{\omega}, 1)$ distribution with suitably defined mixing proportions $\tilde{\omega}$ instead of the theoretical value $\omega = (0.5, 0.5)$ to improve the approximation in finite samples.

QIN, Y. S. and SMITH, B. (2004). Likelihood ratio test for homogeneity in normal mixtures in the presence of a structural parameter. Statistica Sinica, 14, 1165–1177.

§5.2.2 Consider a mixture of two normal distributions as in Chen and Chen (2003) with the restrictions on the mean parameters given by Chen and Chen (2001). Identifiability is guaranteed by setting $\pi \leq 0.5$. In addition the mixing proportion need to satisfy $\min(\pi, 1 - \pi) \geq \epsilon$ for some positive $\epsilon < 1/2$. The likelihood ratio asymptotically follows a fifty-fifty mixture of a $\chi^2_1$ and a $\chi^2_2$ distribution under the hypothesis of homogeneity.

QIN, Y. S. and SMITH, B. (2006). The likelihood ratio test for homogeneity in bivariate normal mixtures. Journal of Multivariate Analysis, 97, 474–491.

§5.2.2 Generalize Qin and Smith (2004) to a bivariate normal mixture model with known covariance matrix under the condition $\min(\pi, 1 - \pi) \geq \epsilon$ for some positive $\epsilon < 1/2$ (Theorem 1). In practice, the limiting distribution must be found numerically, though an approximation is provided in their Section 4.

CHEN, H. and CHEN, J. (2001b). The likelihood ratio test for homogeneity in finite mixture models. The Canadian Journal of Statistics, 29, 201–215.

§5.3 Consider the same setting than Böhning
et al. (1994), though the component distributions are allowed to belong to a generic parametric family. They show that under suitable conditions, which guarantee identifiability of the mixture and regularity of the component distributions, the limiting distribution of the likelihood ratio is the distribution of the squared supremum of a left-truncated standard Gaussian process, whose autocorrelation function is explicitly presented.

Garel, B. (2007). Recent asymptotic results in testing for mixtures. Computational Statistics & Data analysis, 51, 5295–5304.  
§5.3 Provides an overview of asymptotic results for testing homogeneity for the general two-component mixture model (5.1) and illustrates some new results such as the calculation of tail probabilities and asymptotic power for both bounded and unbounded parameter spaces.

Liu, X., Pasarica, C. and Shao, Y. (2003). Testing homogeneity in gamma mixture models. Scandinavian Journal of Statistics, 30, 227–239.  
§5.3 Characterise the asymptotic behaviour of the likelihood ratio for testing model homogeneity against a two-component gamma mixture with known shape and unknown rate parameters. Show that under the null hypothesis the asymptotic distribution agrees with the distribution of the square of Davies’s (1977) statistic. Further show that if the unknown rate parameter belongs to an unbounded set, the likelihood ratio diverges to infinity in probability at rate $O\{\log(\log n)\}$, in accordance with Hartigan (1985).

Mendell, N. R., Thode, H. C. Jr. and Finch, S. J. (1991). The likelihood ratio test for the two-component normal mixture problem. Biometrics, 47, 1143–1148.  
§5.3 Investigate numerically the distribution of the likelihood ratio under the alternative hypothesis of a two-component Gaussian mixture with unequal means and common variances for a wide range of mixing proportions. The authors conjecture that the limiting distribution is a non-central $\chi^2$ distribution.

Gombay, E. and Horváth, L. (1999). Change-points and bootstrap. Environmetrics, 10, 725–736.  
§6.1 Detect possible changes in the distribution of random vector by using the weighted bootstrap.

Gombay, E. and Horváth, L. (1996). On the rate of approximations for maximum likelihood tests in change-point models. Journal of Multivariate Analysis, 56, 120–152.  
§6.1 Generalise Gombay and Horváth (1994b) to the case where a fixed nuisance parameter is present.

Gombay, E. and Horváth, L. (1994b). An application of the maximum likelihood test to the change-point problem. Stochastic Processes and their Applications, 50, 161–171.  
§6.1 Prove that a suitably centered and rescaled likelihood ratio statistics converges to a Gumbel distribution under the null hypothesis of no change.

Gombay, E. and Horváth, L. (1994). The limit distributions of the likelihood ratio and cumulative sum tests for a change in a sequence of binomial distributions. Biometrika, 77, 835–843.  
§6.1 Considers modified likelihood ratio tests for survival data as in Worsley (1988).

Henderson, R. (1990). A problem with the likelihood ratio test for a change-point hazard rate model. Biometrika, 77, 1–17.  
§6.1 Derives limit theorems for the likelihood ratio for a change in a sequence of binomial distributions.

Hinkley, D. V. (1970). Inference about the change-point in a sequence of random variables. Biometrika, 57, 1–17.  
§6.1 Derives limit theorems for the likelihood ratio for a change in a sequence of binomial distributions.

Horváth, L. (1989). The limit distributions of the likelihood ratio and cumulative sum tests for a change in binomial probability. Journal of Multivariate Analysis, 31, 148–159.  
§6.1 Derives limit theorems for the likelihood ratio for a change in a sequence of binomial distributions.
Loader, C. R. (1992). A log-linear Model for a Poisson process change point. *The Annals of Statistics*, **20**, 1391–1411.  
§6.1 Tests for the presence of a change point in a non-homogeneous Poisson process. Large deviation techniques are used to approximate the significance level, and approximations for the power function are provided. A coal mining accident data set is used to illustrate the methodology.

Robbins, M. W., Gallagher, C. M. and Lund, R. B. (2016). A general regression changepoint test for time series data. *Journal of the American Statistical Association*, **111**, 670–683.  
§6.1 Develop likelihood ratio tests for the detection of a single change-point in time series regression, considering both the time-varying situation of Section 6.3 and multi-phase regression as in Section 6.3.

Robbins, M., Gallagher, C., Lund, R. and Aue, A. (2011). Mean shift testing in correlated data. *Journal of Time Series Analysis*, **32**, 498–511.  
§6.1 Address the problem of change-point detection in time series. Point out that the likelihood ratio statistic converges to infinity if there is no continuity constraint on the regression function at the change-point.

Sadooghi-Alvandi, S. M., Nematollahi, A. R. and Habibi, R. (2011). Test procedures for change point in a general class of distributions, *Journal of Data Science*, **9**, 111–126.  
§6.1 Consider change point detection for a general class of distributions. Derive the exact and asymptotic null distributions of the quasi-Bayes and likelihood ratio statistics using results from the theory of Brownian motion and bridge processes.

Said, K.K, Ning, W. and Tian, Y. (2017). Likelihood procedure for testing changes in skew normal model with applications to stock returns. *Communications in Statistics – Simulation and Computation*, **46**, 6790–6802.  
§6.1 Using the results of Csörgő and Horváth (1997), investigated a trimmed version of the likelihood ratio statistic for detecting changes in parameters of the skew normal distribution. The asymptotic distribution of the test statistics is again a Gumbel distribution.

Siegmund, D. (1988). Confidence sets in change-point problems. *International Statistical Review*, **56**, 31–48.  
§6.1 Discusses several methods, based on the likelihood ratio, for the construction of a confidence interval for the change-point in a sequence of independent observations from completely specified distributions. The results are generalised to the construction of confidence regions for the change-point and the parameters which index the exponential family from which the independent observations are drawn.

Visek, T. (2003). The likelihood ratio method for testing changes in the parameters of double exponential observations. *Journal of Statistical Planning and Inference*, **113**, 79–111.  
§6.1 Constructs procedures for testing a change in the distribution of a sequence of independent and identically distributed random variables which follow a double exponential law. The change can occur either in the location of the distribution, in the scale or in both.

Wang, T., Tian, W. and Ning, W. (2020) Likelihood ratio test change-point detection in the skew slash distribution. Published online in *Communications in Statistics – Simulation and Computation*.  
§6.1 Using the results of Csörgő and Horváth (1997), recently investigated a trimmed version of the likelihood ratio statistic for detecting changes in parameters of the skew slash distribution. The asymptotic distribution of the test statistics is again a Gumbel distribution.

Worsley, K. J. (1988). Exact percentage points of the likelihood-ratio test for a change-point hazard-rate model. *Biometrics*, **44**, 259–263.  
§6.1 Considers test for detecting a change in the hazard function. The likelihood ratio statistic is shown to be unbounded, but the exact null distribution of a suitably modified likelihood ratio test is provided.

Chen, J. and Gupta, A. K. (1997). Testing and locating variance change points with application to stock prices. *Journal of American Statistical Association*, **92**, 739–747.  
§6.2 Test and locate multiple change-points in the variance of a series of independent normal
observations with known mean using the Schwarz information criterion.

Chen, J. and Gupta, A. K. (2004). Test and locate multiple change-points in the variance of a series of independent normal observations with known mean using the Schwarz information criterion. Statistics, 38, 17–28.

§6.2 Generalize Chen and Gupta (1997) to the multivariate case.

Hawkins, D. M. (1992). Detecting shifts in functions of multivariate location and covariance parameters. Journal of Statistical Planning and Inference, 33, 233–244.

§6.2 Generalizes his 1977 paper to study eight procedures—which, however, do not include the likelihood ratio—for monitoring possible shifts in the mean vector or covariance matrix of an arbitrary multivariate random variable.

Horváth, L. (1993). The maximum likelihood method for testing changes in the parameters of normal observations. The Annals of Statistics, 21, 671–680.

§6.2 Derives the asymptotic distribution of the likelihood ratio statistic for testing whether the mean and/or the variance of a sequence of normal observations changed over time at an unknown point τ.

Hinkley, D. V. (1970). Inference about the change-point in a sequence of random variables. Biometrika, 57, 1–17. §6.2 Determine the asymptotic distribution of the maximum likelihood estimator of τ and of the likelihood ratio statistic for testing the null hypothesis $H_0 : \tau = \tau_0$, that is, that the change occurred at a given time point $\tau_0$ in a sequence of normal variables.

Inclán, C. (1993). Detection of multiple changes of variance using posterior odds. Journal of Business and Economic Statistics, 11, 289–300.

§6.2 Detects a single possible change-point in the variance of a sequence of independent Gaussian random variables with known common mean using a Bayesian approach.

James, B., James, K. L. and Siegmund, D. (1987). Tests for a change-point. Biometrika, 74, 71–83.

§6.2 Compare various test statistics for detecting mean shifts in univariate normal distributions, which also include the likelihood ratio.

James, B., James, K. L. and Siegmund, D. (1992). Asymptotic approximation for likelihood ratio test and confidence regions for a change point in mean of a multivariate normal distribution. Statistica Sinica, 2, 69–90.

§6.2 Compare various test statistics for detecting mean shifts as in James et al. (1987), but this time for the multivariate case.

Sen, A. and Srivastava, M. S. (1975). Some one-sided tests for change in level. Technometrics, 17, 61–64.

§6.2 Provide a Bayesian solution to the problem considered in Hawkins (1977).

Srivastava, M.S. and Worsley, K.J. (1986). Likelihood ratio tests for a change in the multivariate mean. Journal of the American Statistical Association, 81, 199–204.

§6.2 Consider change-point detection in location for the multivariate normal distribution. The likelihood ratio statistic is shown to be equivalent to the maximum of Hottelling’s two sample statistic and that the same statistic can be used to test for extra-multinomial variation in a contingency table.

Tang, J. and Gupta, A. K. (1988). On testing homogeneity of variances for Gaussian models. Journal of Statistical Computation and Simulation, 27(2), 155–173.

§6.2 Use Bartlett’s statistic to detect a single possible change-point in the variance of a sequence of independent Gaussian random variables with known common mean.

Andrews, D. W. K. (1993). Tests for parameter instability and structural change with unknown change point. Econometrica, 61, 821–856.

§6.3 Considers Wald, score and likelihood ratio type tests based on the generalized method of moments to detect a possible structural change in multiple regression with unknown change-point. Tables of critical values are provided. If the change-point is fixed, the test statistics follow a chi-squared distribution with p degrees of freedom.
Andrews, D. W. K., Lee, I. and Ploberger, W. (1996). Optimal changepoint tests for normal linear regression. Journal of Econometrics, 70, 9–38.

Aue, A., Horváth, L., Hušková, M. (1975b). The log likelihood ratio in segmented regression. The Annals of Statistics, 3, 49–83.

Feder, P. I. (1975a). On asymptotic distribution theory in segmented regression problems – identified case. Annals of Statistics, 3, 49–83.

Feder, P. I. (1975b). The log likelihood ratio in segmented regression. The Annals of Statistics, 3, 84–97.

Deutsch, J. (1992). Linear regression under two separate regimes: An empirical distribution for Quandt’s log-likelihood ratio. Applied Economics, 24, 123–127.

Hinkley, D. V. (1969). Inference about the intersection in two-phase regression. Biometrika, 56, 495–504.

Hinkley, D. V. (1971). Inference in two-phase regression. Journal of the American Statistical Association, 66, 736–743.

Hawkins, D. M. (1980). A note on continuous and discontinuous segmented regressions. Technometrics, 22, 443–444.

Hawkins, D. M. (1990). Inference about the intersection in two-phase regression. Biometrika, 56, 9–38.

Kim, H.-J. (1994). Tests for a change-point in linear regression. In Change-point Problems. IMS
[§6.3] Extend Kim and Siegmund (1989) to multiple linear regression.

Kim, H. J. and Cai, L. (1993). Robustness of the likelihood ratio test for a change in simple linear regression. *Journal of the American Statistical Association*, 88, 864–871.

[§6.3] Study the robustness of the likelihood ratio test in simple linear regression.

Knowles, M., Siegmund, D. and Zhang, H. P. (1991). Confidence semilinear regression, *Biometrika*, 78, 15–31.

[§6.3] Provide confidence intervals and joint confidence regions based on the likelihood ratio statistic for the change-point in a broken-line regression model with $K = 1$.

[§6.3] Generalize Sprent (1961) to polynomial regression.

Sprent, P. (1961). Some hypotheses concerning two-phase regression lines. *Biometrics*, 17, 634–645.

Koul, H. L. and Qian, L. (2002). Asymptotics of maximum likelihood estimator in a two-phase linear regression model. *Journal of Statistical Planning and Inference*, 108, 99–119.

[§6.3] Consider two-phase linear regression with arbitrary error distribution and fixed jump in the linear predictor at the true change-point $\tau$. The maximum likelihood estimator $\hat{\tau}$ is shown to be consistent and the finite-sample distribution of the standardized maximum likelihood estimator to converge weakly to the distribution of a compound Poisson process.

Lund, R. and Reeves, J. (2002). Detection of undocumented changepoints: A revision of the two-phase regression model. *Journal of Climate*, 15, 2547–2554.

[§6.3] Consider the same problem as Hinkley (1969) and conjecture that the asymptotic approximation of the finite-sample distribution of the statistics may involve the Gumbel distribution.

Luo, X., Turnbull, B. W. and Clark, L. C. (1997). Likelihood ratio tests for a changepoint with survival data. *Biometrika*, 84, 555-565.

[§6.3] Derive the asymptotic distribution of the likelihood ratio statistic to test for a possible time-lag effect in covariates in the presence of right-censored observations.

[§6.3] Give an application for the identification of a possible shift in mean temperature values in climate data.

Robison, D. E. (1964). Estimates for the points of intersection of two polynomial regressions. *Journal of the American Statistical Association*, 59, 214–224.

[§6.3] Consider a known change-point $\tau$, he uses the likelihood ratio to test a number of hypotheses on the relationship between the two straight lines which form the broken-line regression model.

Robies, J., Chen, J., Wang, X. L., Lund, R. B. and Lu, Q. (2007). A review and comparison of changepoint detection techniques for climate data. *Journal of Applied Meteorology and Climatology*, 46, 900–915.

Siegmund, D. O. and Zhang, H. (1994). Confidence regions in broken-line regression. In Change-point Problems. *IMS Lecture Notes - Monograph Series* (edited by E. Carlstein, H.-G. Möller and D. Siegmud), 23, pp. 292–316. IMS, Hayward.

Groeneboom, P. and Jongbloed, G. (2015). Nonparametric confidence intervals for monotone functions. *The Annals of Statistics*, 43(5), 2019–2054.

Banerjee, M. (2008). Estimating monotone, unimodal and U-shaped failure rates using asymptotic pivots. *Statistica Sinica*, 18(2), 467–492.

[§7] Proposes a method, based on asymptotic pivots, for constructing nonparametric confidence sets for a monotone failure rate, and for unimodal or U-shaped hazards.
the acceptance region of the nonparametric likelihood ratio test.