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Abstract—The availability of multi-modality datasets provides a unique opportunity to characterize the same object of interest using multiple viewpoints more comprehensively. In this work, we investigate the use of canonical correlation analysis (CCA) and penalized variants of CCA (pCCA) for the fusion of two modalities. We study a simple graphical model for the generation of two-modality data. We analytically show that, with known model parameters, posterior mean estimators that jointly use both modalities outperform arbitrary linear mixing of single modality posterior estimators in latent variable prediction. Penalized extensions of CCA (pCCA) that incorporate domain knowledge can discover correlations with high-dimensional, low-sample data, whereas traditional CCA is inapplicable. To facilitate the generation of multi-dimensional embeddings with pCCA, we propose two matrix deflation schemes that enforce desirable properties exhibited by CCA. We propose a two-stage prediction pipeline using pCCA embeddings generated with deflation for latent variable prediction by combining all the above. On simulated data, our proposed model drastically reduces the mean-squared error in latent variable prediction. When applied to publicly available histopathology data and RNA-sequencing data from The Cancer Genome Atlas (TCGA) breast cancer patients, our model can outperform principal components analysis (PCA) embeddings of the same dimension in survival prediction.
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1 INTRODUCTION

Breast cancer in females is the most commonly diagnosed cancer worldwide. It is estimated that the United States alone will witness a striking 284,200 new breast cancer cases and 44,130 deaths from breast cancer in 2021 [1]. Given this increasing incidence rate, it is crucial to develop improved techniques for patient survival prediction. More accurate survival prediction will aid in clinical decision-making, enabling the right treatment and care to be provided with better outcomes at reduced costs to patients. Breast cancer is a highly heterogeneous disease, with heterogeneity manifesting across patients, across tumors of a patient, and also within a single tumor of patients. This makes the accurate survival prediction of breast cancer patients highly challenging [2]. A study of the morphological, clinical, and molecular features enables treatment planning in practice. These features are captured to varying extents in the different modalities of histology imaging, radiology imaging, genomics and clinical variables (See Figure 1). Intelligent aggregation of information from these modalities is essential to yield a complete characterization of the tumor in breast cancer patients. For this, multidisciplinary cancer care teams comprising specialists with focus on different modalities (oncologists, radiologists, pathologists, and nurses) provide expert opinions on the same patient to arrive at the best possible care. Such teams have shown potential in improving patient outcome [3]. Algorithms to automatically grade the cancer patients have been developing in the past few decades. One of the first and most widely used methods in breast cancer for survival and prognosis prediction is based on the gene expression of a subset of 50 genes, known as the PAM50 set [4]. The role of broader genomics markers have been studied for survival prediction and therapeutic implications [5]. With the rise of automated image analysis and deep learning methods, several works have addressed the task of survival prediction and response to therapy using histology imaging [6].

With the increasing availability of multi-modality datasets, there is great potential in developing algorithms to grade diseases and further improve patient care by combining information from multiple viewpoints using automated methods. In cancer settings, the modalities originate from the same cancer and correspond to histology tissue imaging or radiology imaging, different levels of genomics (such as gene expression and transcriptomics), and overall status of the cancer patient reflected in clinical data (See Figure 1). These modalities jointly describe the cancer in a more comprehensive way, accounting for the cancer properties at different physical scales.

To take advantage of the diverse information available from the multiple modalities using automated machinery, fusion methods have been proposed including methods that combine genomics and clinical data [7], different imaging modalities [8], and imaging data with data from other
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modalities [9]. Several works have recently focused on fusing imaging and genomics data using deep learning in the form of convolutional neural networks [10], novel fusion modules [11], [12], multi-modal autoencoders [13], by modelling uncertainty [14] and machine learning tools [15], [16]. Other methods also integrate information from more than two modalities to capture the most general setting of multi-modality data [17], [18].

Cross-correlations across modalities can capture the joint variation of the modalities by identifying which features are positively correlated, which are negatively correlated, and which are uncorrelated. These correlations can be utilized to overcome missing modalities [19], and in learning good representations [20]. Statistical methods such as canonical correlation analysis (CCA) and independent components analysis (ICA) can provide an understanding of the cross-interactions and cross-correlations from the same object of interest. Canonical correlation analysis (CCA) [21], [22] identifies correlated linear combinations of two given modalities, or multiple given modalities [23]. Independent components analysis (ICA) [24] finds statistically independent components, or factors, that compose the multi-modality data assuming non-gaussian data. CCA, ICA, and other methods including group ICA, clustering and multifactor dimensionality reduction have been widely applied to imaging-genetics and imaging-genomics problems [25], [26]. Cross-modality correlations and similarities yield joint embeddings with desirable semantic properties [27], [28] and have also been exploited in recent contrastive learning methods for aligning modalities [29].

In this article, we focus on canonical correlation analysis (CCA) and its penalized variants (pCCA) since these methods make direct use of correlations. CCA can highlight the common information shared across two given modalities by identifying the cross-modality correlations. Penalities based on prior domain knowledge can be added to the CCA formulation in order to effectively work on high-dimensional, low-sample-size datasets, such as those of cancer imaging-genomics. These penalized CCA (pCCA) variants add penalties/constraints in the form of sparsity [30], [31], groups [32] or graphs [33].

The CCA method has been widely used to understand diseases like cancer with multiple modalities, including imaging data [8] and spatial transcriptomics data [34]. In our previous works, we studied the effectiveness of CCA and sparsity-based pCCA in discovering correlations between histology imaging and genomics data [35], [36]. Despite the utility of CCA in diverse analytical medical settings, the effectiveness of CCA-based embeddings for downstream prediction tasks in the presence of additional labels has not yet been sufficiently investigated. CCA has been used for prediction in computer vision tasks [37], [38], though without rigorous justification. Additionally, although CCA embeddings have been used for prediction tasks [37], [38], the use of penalized CCA (pCCA) versions for predictions has remained largely unexplored.

1.1 Contributions

The main contributions of this work are summarized below.

i) We analytically show that, under a probabilistic model of two-modality data, the posterior mean estimator of the latent variable that make use of both the modalities together perform better than any arbitrary linear combinations of single modality posterior mean estimators.

ii) We demonstrate how CCA can be used for two-stage prediction based on the above result by recognizing that CCA outputs serves as maximum likelihood estimators of the model parameters in the probabilistic model. Equivalently, we can by-pass the model parameter estimation and directly use the CCA embeddings for prediction as shown in the two-stage pipeline in Figure 2a. Stage 1 uses CCA variants to generate multi-dimensional joint embeddings of the two modalities without label supervision. Stage 2 utilizes the joint embeddings to predict latent variables.

iii) We introduce two novel matrix update (deflation) schemes to generate diverse multi-dimensional embeddings with pCCA. These matrix deflation schemes, extended from deflation schemes for sparse PCA [59], allow us to capture multi-dimensional correlations by enforcing orthogonality between canonical weights across iterations and, thus, to generate embeddings that capture diverse correlations (Figure 2b).

iv) We demonstrate how our fusion module achieves superior performance on simulated data, and can outperform embeddings obtained from principal components analysis (PCA) in TCGA-BRCA survival prediction.

The rest of our paper is structured as follows. In section 2 we cover the background on CCA and pCCA. Our main contributions are presented in Section 3 including a mathematical analysis of CCA-based latent variable prediction and our novel deflation schemes. Experiments and results are presented in Section 4. Section 5 concludes our article with key takeaways, limitations of our method, and potential directions of future works.

2 Preliminaries

In this section we set up the mathematical notation, present a simple probabilistic model for the generation of two-modality data, and review CCA and its penalized versions.
Overview of embedding generation using deflation.

Figure 2: Overview: (a) Our proposed two-stage model for prediction takes in two modalities (X_i, Y_i) and utilizes pCCA with deflation to generate embeddings (X_i, Y_i) in an unsupervised manner. The embeddings are concatenated and fed to a (potentially) supervised prediction module for label prediction. (b) To generate embeddings with pCCA, we make use of an iterative deflation scheme where each iteration j identifies canonical weights u_j, v_j. The final embeddings (X_i, Y_i) are generated by taking the product U^T X_i and V^T Y_i where U = U_{1:K} = [u_1 ... u_K] and V = V_{1:K} = [v_1 ... v_K].

2.1 Mathematical Notations and Problem Setup

A straightforward probabilistic graphical model for two-modality data is shown graphically in Figure 3 and is expressed mathematically as

\[ z \sim N(0, I_d), \ min\{p, q\} \succ d > 1, \]
\[ x \sim N(W_x z, \Psi_x), \ W_x \in \mathbb{R}^{p \times d}, \Psi_x \succ 0, \Psi_x \in \mathbb{R}^{p \times p}, \]
\[ y \sim N(W_y z, \Psi_y), \ W_y \in \mathbb{R}^{q \times d}, \Psi_y \succ 0, \Psi_y \in \mathbb{R}^{q \times q}, \]

where z \in \mathbb{R}^d, x \in \mathbb{R}^p, y \in \mathbb{R}^q and I_d denotes the identity matrix of d dimensions. The variables x and y represent two different modalities derived from the underlying latent variable z under linear transformations. The probabilistic model can be extended to include structural constraints on the combination matrices W_x and W_y. The above model is a direct extension of the probabilistic PCA model [40] and was used in the probabilistic interpretation of CCA [41].

Consider n samples from the above model. The i^{th} sample corresponds to an underlying latent variable z_i which is observed as a label \( \ell_i \), and a single observation of the two modalities as (x_i, y_i), of dimensions p and q respectively. (For each sample, this corresponds to sampling z once, and sampling x, y once given the sampled z.) The observed data from the two modalities can be represented as data matrices X \in \mathbb{R}^{p \times n} and Y \in \mathbb{R}^{q \times n}, with different samples captured across columns and different features represented across rows. That is, the i^{th} column of X, X_i, and the i^{th} column of Y, Y_i, are both from the same sample, sample i, \forall i \in [1 . . . n]. The corresponding labels are \{\ell_i\}_{i=1}^n.

In this work, we will apply our method on breast cancer multi-modality data, with matrix X as RNA-sequencing gene expressions, Y as the cellular and nuclear features from histopathology images, and unseen labels \ell_i corresponding to survival data. Detailed description of these features and labels are in Section 4.

2.2 Canonical Correlation Analysis (CCA)

Canonical correlation analysis (CCA) [21], [22], aims to discover correlations between two sets of variables. The CCA formulation identifies linear combinations of features in each modality such that the resulting vectors are well-correlated, as shown in Figure 3. This is in contrast to traditional correlation analyses which focus on pairwise correlations of individual features across modalities. CCA enables the discovery of underlying concepts that can be represented as linear transformations of the two modalities without requiring any label information.

Consider zero-mean data \( (\Sigma_{i=1}^n X_i = 0, \Sigma_{i=1}^n Y_i = 0) \), where X_i, Y_i are the i^{th} columns of X and Y respectively. The empirical cross-correlation matrix is C_{xy} = XY^T and the auto-correlation matrices are C_{xx} = XX^T, C_{yy} = YY^T. The first iteration of the CCA problem finds

\[ \rho^* = \max_{u, v} \ u^T C_{xy} v \ s.t. \ u^T C_{xx} u = 1, v^T C_{yy} v = 1, \]

with optimal canonical weights (u^*, v^*). The corresponding canonical variates are (u^*)^T X and (v^*)^T Y. This problem is usually simplified to a generalized eigenvalue decomposition [23] using the Lagrangian stationarity of the optimal canonical weights. Another equivalent formulation is

\[ \rho^* = \max_{u, v} \ u^T A v \ s.t. \ u^T u = 1, v^T v = 1, \]
with \( A = C_{xx}^{1/2} C_{xy} C_{yy}^{-1/2} \), assuming invertibility of the auto-correlation matrices \( C_{xx}, C_{yy} \). The solution to this optimization problem is the same as finding the first singular vectors \((\hat{u}^*, \hat{v}^*)\) using the singular value decomposition (SVD) of \( A \). The optimal CCA canonical weights \( u^* \) and \( v^* \) can then be obtained as \( u^* = C_{xx}^{-1/2} \hat{u}^*, v^* = C_{yy}^{-1/2} \hat{v}^* \).

The CCA formulation can be further extended \([23]\) to identify \( k \) canonical weight sets \( \{u_j\}_{j=1}^k, \{v_i\}_{i=1}^k \) such that the resulting matrices \( U = [u_1 \ldots u_k] \) and \( V = [v_1 \ldots v_k] \) are the optimizers for the trace of \( U^T C_{xy} V \), as below

\[
\max_{U, V} \text{tr} \left[ U^T C_{xy} V \right] \text{ s.t. } U^T C_{xx} U = I_p, V^T C_{yy} V = I_q,
\]

and are constrained to be orthogonal across iterations with respect to the empirical correlation matrices. This optimization problem identifies multiple directions of correlations between the two modalities’ features, capturing more connections between the two modalities. In this formulation, the canonical weights \( \{u_i\}_{i=1}^k, \{v_i\}_{i=1}^k \) are computed simultaneously.

An iterative formulation of SVD performs \( u^*_j = \max_{u, \nu_j} u^T C_{xy} v_j \)

\[
\text{s.t. } u^T C_{xx} u_j = v_j^T C_{yy} v_j = 1,
\]

\[
u_j^T C_{xx} u_i = v_j^T C_{yy} v_i = u_j^T C_{xy} v_i = 0, \forall i < j,
\]

at the \( j^{th} \) iteration, for \( j = 1 \ldots k \).

Since the CCA solution can be derived from the SVD solution for \( A = C_{xx}^{1/2} C_{xy} C_{yy}^{-1/2} \), we take a look at the equivalent formulations of SVD for any matrix \( A \). The simultaneous formulation of SVD of \( A \) is given by

\[
(U^*, V^*) = \arg \max_{U, V} \text{tr} \left[ \hat{U}^T A \hat{V} \right] \text{ s.t. } \hat{U}^T U = I_p, \hat{V}^T V = I_q.
\]

The iterative formulation of SVD of \( A \) with Hotelling deflation (See Figure 5a) is

\[
(u_j, v_j) = \arg \max_{u, v} u^T A_j v \text{ s.t. } u^T u = v^T v = 1,
\]

\[
A_{j+1} = A_j - \sigma_j \hat{u}_j \hat{v}_j^T, \text{ (Hotelling Deflation)}
\]

\[
\hat{U} = [\hat{u}_1 \ldots \hat{u}_k], \hat{V} = [\hat{v}_1 \ldots \hat{v}_k],
\]

where \( j = 1, 2, \ldots k - 1 \) and \( A_1 = A \). Both the above formulations are equivalent, up to permutation of columns, as can be proven by the orthonormality conditions of the weight vectors. Therefore, carrying forward the result to CCA, the iterative and simultaneous formulations of CCA result in equivalent solutions.

The iterative formulation of CCA with Hotelling deflation scheme \([22]\) can be used to obtain the canonical weights by performing the following updates at the end of each SVD iteration:

\[
A_{j+1} = A_j - \rho_j \hat{u}_j \hat{v}_j^T, \quad j = 1, 2, \ldots k - 1,
\]

with \( A_1 = C_{xx}^{1/2} C_{xy} C_{yy}^{-1/2} \), with singular vectors \( \hat{u}_j, \hat{v}_j \) and singular value \( \rho_j \). From these, the canonical weights \( u_j \) and \( v_j \) can be computed as \( u_j = C_{xx}^{-1/2} \hat{u}_j, v_j = C_{yy}^{-1/2} \hat{v}_j \) for \( \forall j \in \{1 \ldots k\} \). Since both the iterative and simultaneous formulations of CCA are equivalent, the iterative formulation is preferred because it is computationally cheaper, solving a simpler problem at each iteration. Therefore, we focus on the iterative formulation of CCA.

### 2.3 Latent variable prediction using CCA

CCA, proposed as an analysis tool, also has probabilistic implications as noted by Bach and Jordan \([41]\). The authors proved that for the two-modality data model in Section 2.1 CCA lends the maximum likelihood estimator of the model parameters.

**Theorem 1** (CCA as ML estimators, Theorem 2 \([41]\)). Consider the probabilistic model for two-modality data in Section 2.1. Let \( C_{xx}, C_{yy} \) and \( C_{xy} \) denote the sample correlation matrices. Then, any maximum likelihood (ML) estimator of the model parameters \( W_x, W_y, \Psi_x, \Psi_y \) are of the form

\[
\hat{W}_x = C_{xx} U M_x, \quad \hat{W}_y = C_{yy} V M_y,
\]

\[
\hat{\Psi}_x = C_{xx} - \hat{W}_x \hat{W}_x^T, \quad \hat{\Psi}_y = C_{yy} - \hat{W}_y \hat{W}_y^T,
\]

where \( U \in \mathbb{R}^{p \times d} \) and \( V \in \mathbb{R}^{q \times d} \) are the canonical weights from CCA stacked column-wise, matrices \( M_x, M_y \in \mathbb{R}^{d \times d} \) are such that \( M_x M_y^T = P \), where \( P \in \mathbb{R}^{d \times d} \) is the diagonal matrix of the first \( d \) canonical correlations.

The above theorem proves that the model parameters \( W_x, W_y \) with the maximum likelihood can be estimated using the canonical weight matrices \( U \) and \( V \) from CCA. These estimated model parameters can then be used to compute posterior estimates of the latent variable \( z \) via

\[
E[z|x] = M_x^T \hat{U}^T \hat{V}^{-1} \hat{U} x, \quad E[z|y] = M_y^T \hat{V}^{-1} \hat{U}^T \hat{V}^{-1} y,
\]

\[
E[z|(x,y)] = \begin{bmatrix} M_x^T & I \\ M_y^T & P \end{bmatrix}^{-1} \begin{bmatrix} U^T x \\ V^T y \end{bmatrix}
\]

\[
= \hat{W} \begin{bmatrix} C_{xx} & C_{xy} \\ C_{yx} & C_{yy} \end{bmatrix}^{-1} \begin{bmatrix} x \\ y \end{bmatrix}.
\]

### 2.4 Penalized variants of CCA

The original CCA formulation requires large sample sizes for high-dimensional data (\( n \geq \max(p, q) \)) to successfully evaluate the solution via decompositions like SVD. This is restrictive for imaging-genomic studies since most imaging and genomic data are high dimensional with \( \max(p, q) \gg n \). In such settings, solving the corresponding generalized eigenvalue problem \([23]\) is not computationally feasible, and the auto-correlation matrices \( C_{xx} \) and \( C_{yy} \) fail to be invertible such that the SVD-based algorithm fails.

To resolve this, convex penalty constraints \( P_u(u) \) and \( P_v(v) \) on canonical weights \( u \) and \( v \) respectively can be added \([30, 31, 32, 33]\). These penalized variants of CCA, henceforth penalized CCA or pCCA, result in bi-convex/bilinear problems which can be solved to a local optimum. Adding the convex penalty constraints reduces the search space of solutions and enables CCA to work with high-dimensional, low-sample-size data. For example, sparsity constraints on canonical weight pair \((u, v)\) result in

\[
E[z|x] = M_x^T \hat{U}^T \hat{V}^{-1} \hat{U} x, \quad E[z|y] = M_y^T \hat{V}^{-1} \hat{U}^T \hat{V}^{-1} y,
\]

\[
E[z|(x,y)] = \begin{bmatrix} M_x^T & I \\ M_y^T & P \end{bmatrix}^{-1} \begin{bmatrix} U^T x \\ V^T y \end{bmatrix}
\]

\[
= \hat{W} \begin{bmatrix} C_{xx} & C_{xy} \\ C_{yx} & C_{yy} \end{bmatrix}^{-1} \begin{bmatrix} x \\ y \end{bmatrix}.
\]
in the Sparse CCA (SCCA) formulation [43] illustrated in Figure 4. Setting both penalties to be the $l_1$ norm, SCCA solves

$$\rho^* = \max_{u,v} u^T C_{xy} v$$

s.t. $\|u\|_2 \leq 1$, $\|v\|_2 \leq 1$, $\|u\|_1 \leq c_1$, $\|v\|_1 \leq c_2$,

where $C_{xy} = X Y^T$. This biconvex problem is solved in an alternating manner using soft-thresholding based update rules [30], [43]. Note that the unit-norm constraints here are on the canonical weights $u$ and $v$, instead of the canonical variates $u^T X$ and $v^T Y$ in [4], to ensure strict convexity of constraints [44]. Relaxing the unit norm constraints from $u^T X$, $v^T Y$ to $u$, $v$ in the original CCA problem in [4] (or equivalently assuming $C_{xx} = I_p$, $C_{yy} = I_q$) results in the SVD problem of the cross-covariance matrix $C_{xy}$.

Other penalties capturing structure in the canonical weights $u$ and $v$ can be imposed in the pCCA formulation for incorporating dependencies and prior domain knowledge. For example, the fused-lasso penalty to encourage smoothness in the linear combination [30] and the group-lasso penalty to encourage non-overlapping groups of features to be in or out of the correlation together [32].

Graph-based penalties as a generalization of group-based penalties have also been proposed [33]. Here, each modality has an underlying graph structure and the graph-constrained elastic net penalties encourage pCCA to select graph-local regions or communities to arrive at GraphNet SCCA, GN-SCCA (Figure 4c). For nodes connected by highly weighted edges, the canonical coefficients should be similar. The graphs considered in genomic settings could be from pathways, gene regulatory networks, or protein-protein interaction networks. The resulting graph-based optimization problem is bi-convex and can be solved using alternating optimization in $u$ and $v$ to a local optimum, similar to SCCA.

The pCCA variants are well-suited for our application of high-dimensional, low-sample cancer data and additionally provide the opportunity to integrate prior knowledge and structural expectations. In order to generate multiple canonical weights $u_1 \ldots u_k, v_1 \ldots v_k$, the Hotelling deflation scheme is frequently used to deflate the cross-covariance matrix, and repeat the same set of steps. The direct use of Hotelling deflation might fail to learn novel weights across iterations since orthogonality constraints on canonical weights across iterations are no longer enforced with pCCA. Thus, there is a need to develop new methods of generating multiple canonical weights with pCCA.

To recapitulate, in this section we presented a simple probabilistic graphical model for generation of two-modality data, the background of CCA and penalized CCA variants, and how CCA can determine the model parameters for the graphical model of interest.

3 METHODS

In this section, we first mathematically show the value of working with both the available modalities jointly in latent variable prediction. We then present two equivalent two-stage approaches to utilize CCA for latent variable prediction - one based on estimation of the model parameters using CCA prior to prediction, and the other based on the direct use of the canonical weights from CCA to generate two-modality embeddings for input to the predictors. Lastly, we extend the second two-stage approach to work with pCCA embeddings for latent variable prediction in the most general case. To enforce desirable properties in the generation of pCCA embeddings, we introduce two novel matrix deflation schemes.

3.1 Latent variable prediction

Consider the two-modality data model, with the covariance matrices as $\Psi_x = \sigma^2_x I_p$ and $\Psi_y = \sigma^2_y I_q$. Assume that the model parameters $W_x, W_y, \sigma_x$ and $\sigma_y$ are all known. Let $\bar{z}_c = E[z|x, y]$ be posterior mean estimator which estimates $z$ using the two modalities jointly and $\bar{z}_\beta = \beta E[z|x] + \bar{z}_\beta$ for $\beta \in [0, 1], \beta = 1 - \beta$ be any $\beta$ linear combination of the estimates based on single modalities $x$ and $y$. 

![Figure 4: CCA, SCCA and GN-SCCA aim to identify the first set of canonical weights $u_1$ and $v_1$ such that the correlation between $u^T X$ and $v^T Y$ is maximized, subject to no constraints (CCA), sparsity constraints on $u$, $v$ (SCCA), and graph-based smoothness constraints on $u$, $v$ (GN-SCCA). This can be repeated to identify later sets $(u_k, v_k), k > 1$ using deflation schemes. Here, the first two sets of canonical weights $(u_1, v_1)$ and $(u_2, v_2)$ are shown.](Image)
Lemma 1. \( \hat{z}_\beta = \hat{x} = \text{estimator that combines } x \) also imply that \( K = (GW_y + I_d)^{-1}W_y \Psi y \), the mean squared error in the estimation of \( z \), with
\[
e(\hat{z}_\beta \mid \beta) = e(\hat{z}_\beta) \quad \forall \beta \in [0, 1].
\]

The above theorem states that the posterior mean estimator of \( z \) which uses both modalities is better than any arbitrary linear combination of the posterior mean estimators constructed using single modalities. Below, we highlight the key steps and results in the proof. For the complete proof, see Appendix A.

If only a single modality \( x \) or \( y \) is used for the estimation, we have the posterior mean estimators as
\[
\hat{z}_x \triangleq \text{E}[z \mid x] = \left( W_x^T \Psi_x^{-1} W_x + I_d \right)^{-1} W_x^T \Psi_x^{-1} x = G_x x,
\]
\[
\hat{z}_y \triangleq \text{E}[z \mid y] = \left( W_y^T \Psi_y^{-1} W_y + I_d \right)^{-1} W_y^T \Psi_y^{-1} y = G_y y,
\]
where \( \Psi_x = \sigma_x^2 I_p \) and \( \Psi_y = \sigma_y^2 I_q \). A \( \beta \)-weighted linear mixing of these estimators is
\[
\hat{z}_\beta \triangleq \beta \hat{z}_x + (1 - \beta) \hat{z}_y = \beta G_x x + (1 - \beta) G_y y,
\]
where \( \beta \in [0, 1] \) and \( \beta = 1 - \beta \). Lastly, the modalities can be used jointly in the estimation of \( z \) which leads to the estimator that combines \( x \) and \( y \) as
\[
\hat{z}_c \triangleq \text{E}[z \mid x, y] = \left( W^T \Psi^{-1} W + I_d \right)^{-1} W^T \Psi^{-1} \begin{bmatrix} x \\ y \end{bmatrix} = G_c \begin{bmatrix} x \\ y \end{bmatrix},
\]
where \( W = \begin{bmatrix} W_x \\ W_y \end{bmatrix} \) and \( \Psi = \begin{bmatrix} \Psi_x & 0 \\ 0 & \Psi_y \end{bmatrix} = \begin{bmatrix} \sigma_x^2 I_p & 0 \\ 0 & \sigma_y^2 I_q \end{bmatrix} \).

Lemma 1. For any estimator of the form \( \hat{z} = G \begin{bmatrix} x \\ y \end{bmatrix} \) with \( G \in \mathbb{R}^{d \times (p+q)} \), the error in the estimation of \( z \) is
\[
e(\hat{z}) = z^T (GW - I_d)^T (GW - I_d) z + \text{tr} \begin{bmatrix} G \Psi G^T \end{bmatrix}.
\]

Lemma 2. Let \( K \) be given by \( K = GW - I_d \) where \( G = \left( W^T \Psi^{-1} W + I_d \right)^{-1} W^T \Psi^{-1} \) and \( \Psi > 0 \). Then, \( K = -\left( W^T \Psi^{-1} W + I_d \right)^{-1} \) is negative definite.

From Lemma 1 and 2 we obtain
\[
e(\hat{z}_\beta) = z^T K_\beta^T K_\beta z + \text{tr} \begin{bmatrix} G_\beta \Psi G_\beta^T \end{bmatrix}, \quad \text{and}
\]
\[
e(\hat{z}_c) = z^T K_c^T K_c z + \text{tr} \begin{bmatrix} G_c \Psi G_c^T \end{bmatrix},
\]
where \( K_\beta = G_x W - I_d \) and \( K_c = G_x W - I_d \). It can be shown that \( K_\beta \geq 0 \) and \( K_c \leq 0 \). These together also imply that \( \text{tr} \begin{bmatrix} G_\beta^T G_\beta - G_c^T G_c \end{bmatrix} \geq 0 \). Together, we have
\[
e(\hat{z}_\beta) - e(\hat{z}_c) \geq 0.
\]

3.2 Latent variable prediction with CCA and pCCA

When the model parameters are known, one can compute the posterior mean estimates using the two-modality observations. CCA provides the maximum likelihood estimators for the model parameters in the general case when the model parameters are known, as shown in Section 2.3. The outputs of CCA can then be used for the posterior mean estimation of \( z \) as shown in (3)-(5).

The equations (3)-(5) for the latent variable prediction can be cast as two different two-stage prediction models:

1) Stage 1: Estimation of the probabilistic model parameters \( \hat{W}_x, \hat{W}_y, \hat{\Psi}_x, \hat{\Psi}_y \).
2) Stage 2: Posterior mean estimation of \( z \) based on analytical formula using estimates of the model parameters \( \hat{W}_x \) and \( \hat{W}_y \).

3.3 Unsupervised embedding generation with pCCA

To generate \( k \)-dimensional embeddings, SCCA [30], [43] adopts the same Hotelling deflation (HD) scheme [42] (Figure 5) as that used in CCA and SVD [2]. Specifically, the \( j \)-th canonical weights of SCCA are identified using
\[
(u_j, v_j) = \arg \max_{u, v} u^T C_{j-1} v \quad \text{s.t.} \quad \|u\|_2 \leq 1, \|v\|_2 \leq 1, \|u\|_1 \leq c_1, \|v\|_1 \leq c_2.
\]
\[
C_j = C_{j-1} - u_j u_j^T v_j v_j^T(7)
\]
for \( j \geq 1 \), where \( C_0 = X Y^T \). The applicability of HD to CCA relies on the close relation between CCA and SVD, and the properties of SVD as a decomposition with orthonormal singular vectors. It is desired to discover novel correlations at each iteration. To support this, CCA + HD guarantees that CCA will not pick canonical variates already identified in previous iterations, by enforcing that
\[
C_j^T u_i = 0, \quad \forall i \leq j, \quad C_j v_i = 0, \quad \forall i \leq j.
\]
Since the objective \( u^T C_j v = 0 \) for all pairs of vectors \( \{u_i, v_i\}_{i=1}^k \), and \( \{u_i, v_i\}_{i=1}^k \), this condition enforces matrix-based orthogonality on the canonical weights across iterations and disallows the canonical weights to be repeated. This encourages a different correlation (and thus different information) to be identified in later iterations.
all the previous found canonical weights. Since vectors orthogonal to the vectors shown in Appendix B, and runs into the same issue. In this for generating higher dimensional embeddings with pCCA orthogonality of canonical weights across iterations and eliminating the repetition of correlations across iterations. We propose two approaches for this - the projected deflation and orthogonalized projected deflation (Figures 5b and 5c). These deflation schemes are adapted from the matrix deflation schemes for sparse PCA.

In the $j^{th}$ iteration of pCCA with projected deflation (PD) (Figure 5b), the steps are

$$(u_j, v_j) = \text{pCCA}(X_{j-1}, Y_{j-1}),$$

$$X_j = (I_p - u_j u_j^T)X_{j-1},$$

$$Y_j = (I_q - v_j v_j^T)Y_{j-1},$$

where the initial values of $X_0$ and $Y_0$ are set to the data matrix $X$ and $Y$ respectively, and $u_j$, $v_j$ are assumed to be normalized to unit norm. At each deflation iteration, the projected deflation scheme projects the data matrices $X_{j-1}$ and $Y_{j-1}$ on the space orthogonal to the newly found vector $u_j$ and $v_j$ respectively. Intuitively, this implies that the next iteration of pCCA will find no correlation by selecting the vectors $u_j$ and $v_j$ again at iteration $j + 1$. Mathematically, if $u_0^T u_0 = 1$,

$$C_j^T u_j = Y_j X_j^T u_j = Y_j X_{j-1}^T (I_p - u_j u_j^T) u_j = Y_j X_{j-1}^T (u_j - u_j u_j^T u_j),$$

and similarly $C_j v_j = 0$. Thus, PD ensures that $C_j^T u_j = 0$, $C_j v_j = 0$. Therefore, the value $u_j^T C_j v_j$ obtained by picking $u$ as $u_j$ at the next iteration, or picking $v$ as $v_j$ in the next iteration, will be 0. However, there is no constraint enforced on how future vectors $u_i$, $i > j$ relate to $u_j$ (and similarly for $v_j$). To further improve the deflation scheme, we can look at the components of newly found vectors $u_j$ and $v_j$ which are in the space orthogonal to all previous vectors. That is, we can perform orthogonalized projected deflation (OPD) as

$$(u_j, v_j) = \text{pCCA}(X_{j-1}, Y_{j-1}),$$

$$r_j = \tilde{r}_j/\|\tilde{r}_j\|,$$

$$s_j = \tilde{s}_j/\|\tilde{s}_j\|,$$

$$X_j = (I_p - r_j r_j^T)X_{j-1},$$

$$Y_j = (I_q - s_j s_j^T)Y_{j-1},$$

for $j \geq 1$, where $r_1 = u_1$, $s_1 = v_1$, $R_j = [r_1 \ldots r_j]$, and $S_j = [s_1 \ldots s_j]$. Note that (i) $r_1 \ldots r_j$ are orthonormal vectors (ii) $r_1 \ldots r_{j-1}$ form the basis of the space $R_{j-1}$ spanned by vectors $u_1 \ldots u_{j-1}$, (iii) $R_j^{-1} R_{j-1}$ is the projection matrix onto the space $R_{j-1}$. Similarly, $S_j^{-1} S_{j-1}$ is the projection matrix onto the space spanned by vectors $v_1 \ldots v_{j-1}$. By adding a memory element through matrices $R_{j-1}$ and $S_{j-1}$, OPD enforces additional orthogonality, as demonstrated in Figure 5c. By construction, $X_i$ lies in the space orthogonal to $R_j$ and $u_i \in R_j$, by 6. Therefore, $u_j^T X_j = 0 \forall j$. Similarly, $v_j \in R_j$. Extending similar statements to the original Hotelling deflation scheme presented in 7.

The key modification we make in the Hotelling update scheme (Figure 5a) is to update the data matrices $X_j, Y_j$ instead of updating the cross-correlation matrix $C_j = X_j Y_j^T$ at iteration $j$. Directly updating the data matrices removes all contributions of the found canonical weights, enforcing orthogonality of canonical weights across iterations and eliminating the repetition of correlations across iterations. We propose two approaches for this - the projected deflation and orthogonalized projected deflation (Figures 5b and 5c). These deflation schemes are adapted from the matrix deflation schemes for sparse PCA.

![Diagram](image.png)

Figure 5: Illustrations of the three deflation schemes used.
Table 1: Comparison of different deflation schemes for CCA and pCCA: Hotelling’s deflation (HD), projected deflation (PD), orthogonalized projected deflation (OPD) for three properties P1 (no repetition of canonical weight pairs in consecutive iterations): $u_j^T X_i = 0$, P2 (no repetition of canonical weights in consecutive iterations): $u_j^T X_i = v_j^T Y_j = 0$, and P3 (no repetition of canonical weights across all iterations): $u_j^T X_i = v_j^T Y_i = 0 \forall i > j$.

| Method | P1 | P2 | P3 |
|--------|----|----|----|
| HD     | ✓  | ✓  | ✓  |
| PD     | ✓  | ✓  | ✓  |
| OPD    | ✓  | ✓  | ✓  |

$v_j$ with respect to $Y_i, i \geq j$, the OPD scheme exhibits

$$u_j^T X_i = 0, \forall i \geq j,$$

$$v_j^T Y_i = 0, \forall i \geq j.$$

This guarantees that the new canonical weights identified in later iterations of pCCA lie in a space orthogonal to already found canonical weights. This ensures that the new correlations are identified in newer subspaces, enabling more and diverse correlations to be captured.

The proposed scheme of deflating the data matrices can be used for CCA, and pCCA with different structural penalties. Table 1 summarizes the different properties: no repetition of canonical weight pairs in consecutive iterations (P1), no repetition of canonical weights in consecutive iterations (P2), and no repetition of canonical weights across all iterations (P3). While all deflation schemes display the desired properties for CCA, the schemes differ for pCCA.

Our proposed model for latent variable prediction makes use of pCCA and the proposed deflation schemes PD/OPD followed by a supervised prediction module (Figure 2b). For each setting, the embeddings are generated in an iterative manner using deflation, as illustrated in (Figure 2a). Among pCCA variants, we focus on SCCA and GN-SCCA.

### 4 Experiments and Results

In this section, we systematically evaluate our proposed prediction pipeline. We begin by working with simulated data to demonstrate the potential of the pCCA-based embeddings in latent variable prediction, and the deflation schemes. We then demonstrate the use of our proposed methods on the TCGA-BRCA data for survival prediction.

#### 4.1 Simulations

##### 4.1.1 Simulated data

We simulate data according to the model in Theorem 1. For $i \in \{1 \ldots N\}$, we first sample $z_i \sim \mathcal{N}(0, I_d)$, the hidden latent variable. We then sample the observation samples $x_i, y_i$ according to $x_i | z_i \sim \mathcal{N}(W_x z_i, \sigma_x^2 I_d)$, $y_i | z_i \sim \mathcal{N}(W_y z_i, \sigma_y^2 I_d)$. Here, the weight matrices $W_x \in \mathbb{R}^{p \times d}$ and $W_y \in \mathbb{R}^{q \times d}$ are chosen to represent two different structural settings:

(i) The first setting, Sparse, takes into account sparsity when generating the weight matrices $W_x$ and $W_y$. In particular, each row of the weight matrices $W_x$ and $W_y$ have a fraction $s$ non-zero entries, sampled from the normal distribution $\mathcal{N}(0, 1)$.

(ii) The second setting, Graph, assumes a graph structure of the weight matrices $W_x$ and $W_y$. Here, a connected graph is generated randomly for each modality. Each row of the corresponding weight matrix is generated iteratively as follows. The eigenvectors corresponding to the lowest $k$ non-zero eigenvalues of the graph are linearly combined using uniformly random weights in $[0, 1]$, and then projected onto the space orthogonal to the previous rows.

In our simulation experiments, we generate 10 different folds with $n = 100, p = q = 200, d = 5, k = 5, \sigma_x = \sigma_y = 0.1, s = 0.25$. Each fold is split into 60-10-30% training-validation-testing sets. We evaluate the different pCCA methods and deflation schemes on this simulated data. For the graph-based CCA methods, the underlying graphs are constructed using the empirical covariance matrices as done by [33]. For all pCCA methods, the hyper-parameter tuning is done on the validation set based on the sum of additional correlations across dimensions.

#### 4.1.2 Results

For this simulated data, we evaluate the different methods on three metrics:

1. the mean of additional correlations across iterations,
2. the extent of orthogonality of new variates given by $\frac{\|C_k u_k\| + \|C_k v_k\|}{2}$, and
3. the mean-squared error (MSE) in the estimation of the latent variable $z$.

![Figure 6: A plot of the sum of additional correlations identified across iterations $\sum_{j=1}^k \rho_j$ summarized across 10 folds of simulations, with $k$ along the x-axis and the sum along the y-axis for sparse data (top) and graph-structured data (bottom) with SCCA and GN-SCCA. Higher values desired.](Image)

First, we compute the amount of additional (or new) correlation discovered across iterations which also provides...
Figure 7: Heatmap visualization of the orthogonality term \( \langle \|C^T_k u_j\| + \|C_k v_j\| \rangle / 2 \) for \( k \geq j \) with \( k \) along the x-axis, and \( j \) along the y-axis for different deflations across rows for SCCA and GN-SCCA schemes. Results for graph-structured data (left) and sparse data (right). Lower values desired.

Table 3: MSE in the prediction of the latent variable \( z \) using the pCCA embeddings with an MLP compared to directly feeding observed data to an MLP (first row) on simulated data \( (n = 100, p = 200, q = 200, \sigma = 0.1) \) for sparse and graph-structured simulation data. Lower values desired.

4.2 Breast cancer data

Having demonstrated the potential of our proposed method on simulated data, we now proceed to work with real-world cancer data. In the context of breast cancer multimodality data, the underlying survival state (or risk of death) is evident in both genomics and imaging features. The particular genomic signature of the cancer determines the aggressiveness of the cancer while the imaging features provides information about the local intensity and impact of the cancer. Hence, it is reasonable to expect, the probabilistic CCA model also applies to the breast cancer survival prediction. Therefore, using the two modalities jointly with the pCCA framework will provide a better estimate of survival, than working with single modalities independently.

In this subsection, we first introduce the TCGA breast adenocarcinoma (BRCA) data and discuss the feature extraction pipeline before presenting the experimental results.

Lastly, we evaluate the predictive potential of the resulting pCCA-based embeddings from the different pCCA methods using the different deflation schemes. To be consistent across the different variants of pCCA, we learn the latent variable prediction using the machine learning model of multi-layer perceptron (MLP). Specifically, we feed in the concatenated embedding vector \( \begin{bmatrix} U^T X \\ V^T Y \end{bmatrix} \) to an MLP regressor from scikit-learn. As baselines, we also feed the original data (Modality 1 and Modality 2), the concatenated data (Concatenated) and the single-modality embeddings from the different methods as inputs to MLPs. When dealing with single-modality, we use an MLP with 50 hidden neurons, and 100 hidden neurons for the concatenated inputs. The mean-squared errors between the ground truth \( z \) and the predicted \( \tilde{z} \) is summarized across folds in Table 3 for the two structural settings of simulations. It is observed that although concatenation of the original data inputs confuses the MLP predictor, the use of pCCA benefits from the concatenated inputs across simulation settings. Further the proposed deflation schemes PD and OPD improve performance over HD, especially with SCCA.
4.2.1 Data, preprocessing, and prediction model

We work on histology imaging and RNA-sequencing (RNA-seq) expressions from the TCGA-BRCA dataset of \( n = 974 \) patients to demonstrate the potential on real data. For our experiments, this data is split into 60-15-25% training-validation-testing sets.

The histology imaging data was acquired from the National Cancer Institute’s Genomic Data Commons portal. Corresponding to each patient, we have the histology slides of over 20,000 x 20,000 pixels in size. We downloaded the nuclei segmentations corresponding to the histology images from a recently published adversarial learning framework \[45\]. These were converted in 2000 x 2000 pixel patches to generate nuclei segmentation masks across all patches for all patients. Example images and nuclei segmentation are shown in Figure 8.

To extract imaging features in a computationally feasible manner, we randomly selected 25 patches of size 2000 x 2000 pixels for each patient. We fed these histology patches and the corresponding segmentation masks to the CellProfiler tool \[16\] to extract area, shape and texture properties for each nuclei and cell in the patch - examples of which include area, compactness, eccentricity, Euler number and Zernike moments. These features were summarized across different patches of the same patient, using a 5-bin histogram for each of the 215 extracted features, yielding 1075-dimensional imaging feature vectors for each patient. The imaging feature can be expanded to higher dimensions capturing more and diverse features. In particular, techniques using deep learning and convolutional neural networks can be employed for feature extraction or for an end-to-end feature learning, for example if deep learning based CCA is employed instead of pCCA.

The RNA-seq expression data was downloaded from the FireBrowse platform for all the TCGA-BRCA patients. Corresponding to each patient, we have the histology slides of over 20,000 x 20,000 pixels in size. We downloaded the gene expression is available for over 20,000 genes. For computational feasibility with the pCCA-based framework, a subset of genes need to be selected. To do so, we evaluated the most variant genes using the coefficient of variation (the ratio \( \sigma/\mu \) of standard deviation \( \sigma \) and the mean \( \mu \)) of the log2-transformed expression values. We selected the top 1000 genes based on the coefficient of variation, and the corresponding z-scores of the genes served as the genomic feature vector for each patient.

The resulting genomics and imaging features, of dimensions 1000 and 1075 respectively, are input to our proposed prediction pipeline to generate joint embeddings using pCCA and the deflation schemes. The computed embedding vectors from samples can be used for survival prediction using models like Cox proportional hazards model and random survival forests. Survival prediction trains models to correctly assign a risk-value to each sample. With survival data, it is not necessary that all samples have experienced the event of interest. We work with the Cox proportional hazards model which is a commonly used semi-parametric model in survival analysis. The elastic net regularization is frequently imposed on the weights of the model \[47\]. We use the algorithm’s implementation from the lifelines Python package.

4.2.2 Results

The proposed method is run on the TCGA-BRCA data with the imaging and genomic features as described above. As with simulated data, we evaluate the amount of average additional correlations, the extent of orthogonality and the predictive performance of the different methods with different deflation schemes.

The average of the additional correlations across deflation iterations is reported in Table 4. The variation of the sum of additional correlations is plotted in Figure 9. When using real data, the graph-based pCCA does not converge with the HD scheme, while PD and OPD are both applicable. The PD and OPD schemes greatly improve the correlations returned by SCCA.

The extent of orthogonality is visualized as before in Figure 10 for one of the 5 folds. From the plot, it can be seen that our proposed PD and OPD schemes do better at encouraging orthogonality of the later variates for this fold. The same behaviour is also observed across folds.

| Method   | HD     | PD      | OPD     |
|----------|--------|---------|---------|
| SCCA     | 6.76 ± 0.87 | 9.47 ± 1.10 | 12.05 ± 1.56 |
| GN-SCCA  | -      | 10.29 ± 0.43 | 10.07 ± 0.42 |

Figure 9: A plot of the sum of additional correlations identified across iterations \( \sum_{j=1}^{k} \rho_j \) summarized across 5 folds, with \( k \) along the x-axis and the sum along the y-axis for the TCGA-BRCA data with SCCA and GN-SCCA. Higher values desired.
which quantifies the effectiveness of a given risk-prediction algorithm in correctly ordering events. Consider survival data \( \{ t_i, (e_i, t_i) \}_{i=1}^{N} \) indicating whether the patient died \((e_i = 1)\) or not \((e_i = 0)\) during the observation period, and the time \(t_i\) at which the patient was last alive/observed. Let \( \{ o_i \}_{i=1}^{N} \) denote the predicted risk-score for all \( N \) patients in the data. It is desired to predict higher risk scores \( o_i \) for patients with a lower \( t_i \) if the event was observed, \( e_i = 1 \). This is captured in the C-index, defined as

\[
\text{C-index} = \frac{1}{n} \sum_{i,e_i=1} \sum_{j, t_j > t_i, e_j=1} [o_i > o_j],
\]

where \( n \) is the number of ordered pairs in the ground-truth data. High C-index values are desired. A C-index of 0.5 is equivalent to a random guess.

For each fold, we fit the CoxPH model on the training set and report performance on the testing set. We impose the elastic net penalty with a penalty factor of 0.1. The C-indices for the different methods are in Table 5. We run the CoxPH model with different inputs for each setting. The first row reports the C-indices on a 100-dimensional PCA embedding generated from all genes, a 100-dimensional PCA embedding generated from the imaging feature, and their concatenation. Similarly, later rows report the C-indices of using embeddings from different pCCA and deflation schemes with genomics embeddings \( U^T X \) only, imaging embedding \( V^T Y \) only, and the concatenation of both as inputs \( [U^T X \ V^T Y] \) to the CoxPH. In our experiments, GN-SCCA was unable to train successfully when using HD. However, GN-SCCA worked with PD and OPD schemes.

From the C-index performance, it can be observed that while the use of the existing HD deflation scheme with pCCA results in a poorer performance than PCA embeddings, the use of PD and OPD schemes has the potential to improve performance. This is evidenced in the concatenated GN-SCCA embeddings with PD and OPD. The concatenated GN-SCCA embeddings perform better than single modality GN-SCCA embeddings. The poorer performance of imaging features compared to genomics features across the table highlight the need to improve these features by adding more complexity in the histology feature extraction.

### 5 Conclusion

In this work we investigated the use of CCA-based embeddings for latent variable prediction. We first proved mathematically why the joint posterior mean estimators are better than combining individual modality posterior mean estimators for latent variable prediction using a probabilistic model of two-modality data. We recalled that CCA provides the maximum likelihood estimates of the model parameters for the studied graphical model. Using this result, we proposed a two-stage prediction model with CCA. Next, we proposed two deflation schemes that can help generate informative, multi-dimensional embeddings when working with the penalized versions of CCA, pCCA.

We demonstrated the efficacy of our proposed two-stage prediction model on simulated data and real data from TCGA-BRCA histology and RNA-seq data. Our method improves latent variable prediction across different settings of simulated data, with desirable properties of embeddings. On the TCGA-BRCA data, we discovered better embeddings with desirable properties that displayed potential to improve survival prediction. Overall, our results highlight the importance of intelligently combining multi-modality data. In this work, by focusing on the shared information captured by pCCA variants, we are able to improve latent variable prediction performance.

Our work faces a few limitations. Although the use of penalized variants is motivated by the possibility to use prior knowledge, we did not make use of any such information from protein-protein interaction networks, gene regulatory networks or molecular pathways in biology. Incorporating these prior knowledge could greatly benefit survival prediction. In addition, our method does not tackle non-linear or more complex embeddings, for example those generated from neural networks. It would be interesting to explore how multi-modality fusion can be performed using deep learning methods in a systematic way with theoretical backing.
Appendix A
Error in estimation of latent variables

We work with a two-modality data model as motivated in [H]. Consider
\[
\begin{align*}
    z & \sim \mathcal{N}(0, I_d), \\
    x & = \mathbf{W}_x z + \epsilon_x, \quad \epsilon_x \sim \mathcal{N}(0, \sigma_x^2 I_p), \\
    y & = \mathbf{W}_y z + \epsilon_y, \quad \epsilon_y \sim \mathcal{N}(0, \sigma_y^2 I_q),
\end{align*}
\]
where \( z \in \mathbb{R}^d, x \in \mathbb{R}^p, y \in \mathbb{R}^q \), the combination matrices are \( \mathbf{W}_x \in \mathbb{R}^{p \times d} \) and \( \mathbf{W}_y \in \mathbb{R}^{q \times d} \) and random vectors \( z, \epsilon_x, \epsilon_y \) are independent. Assume that the model parameters \( \mathbf{W}_x, \mathbf{W}_y, \sigma_x \) and \( \sigma_y \) are all known. Let \( \hat{z}_x = \mathbb{E}[z|z, x] \) be posterior mean estimator which estimates \( z \) using the two modalities jointly and \( \hat{z}_y = \beta \mathbb{E}[z|x] + \hat{z}_x \) independently. Let \( \hat{z}_y = \beta_1 z_x + \beta_2 y \) be any \( \beta \) linear combination of the estimates based on single modalities \( x \) and \( y \).

**Theorem A.1.** Under the assumed data model with known model parameters \( \mathbf{W}_x, \mathbf{W}_y, \sigma_x \) and \( \sigma_y, \hat{z}_x \) is the better estimator compared to \( \hat{z}_y \) in terms of \( e(z) = \mathbb{E}_x(z, y) \|z - z\|^2_2 \), the mean squared error in the estimation of \( z \), with
\[
e(z) \geq e(z), \quad \forall \beta \in [0, 1].
\]

If only a single modality \( x \) is used for the estimation, we have the posterior mean estimator as
\[
\hat{z}_x = \mathbb{E}[z|x] = (\mathbf{W}_x^T \Psi_x^{-1} \mathbf{W}_x + I_d)^{-1} \mathbf{W}_x^T \Psi_x^{-1} x = \mathbf{G}_x x,
\]
where \( \Psi_x = \sigma_x^2 I_p \). Similarly, if only modality \( y \) is used, the posterior mean estimator is
\[
\hat{z}_y = \mathbb{E}[z|y] = (\mathbf{W}_y^T \Psi_y^{-1} \mathbf{W}_y + I_d)^{-1} \mathbf{W}_y^T \Psi_y^{-1} y = \mathbf{G}_y y,
\]
where \( \Psi_y = \sigma_y^2 I_q \). A \( \beta \)-weighted linear mixture of these estimators is
\[
\hat{z}_\beta = \beta \hat{z}_x + \hat{z}_y = \beta \mathbf{G}_x x + \hat{z}_y \quad \text{for} \quad \beta \in [0, 1].
\]

**Lemma 3.** For any estimator of the form \( \hat{z} = \mathbf{G} x \) with \( \mathbf{G} \in \mathbb{R}^{d \times (p + q)} \), the error in the estimation of \( z \) is
\[
e(\hat{z}) = \mathbf{G}^T (\mathbf{G} \mathbf{W}^T - I_d) (\mathbf{G} \mathbf{W} - I_d) z + \text{tr} \left( \mathbf{G} \mathbf{\Psi} \mathbf{G}^T \right).
\]

**Proof.** Expanding the error expression, we obtain
\[
e(\hat{z}) = \mathbb{E}(\hat{z} - z)^T (\hat{z} - z) = \mathbb{E}[\mathbf{G}^T (\mathbf{W}^T - I_d) (\mathbf{W} - I_d) z + \text{tr}(\mathbf{G} \mathbf{\Psi} \mathbf{G}^T)].
\]

From Lemma 3 we obtain
\[
e(\hat{z}) = z^T (\mathbf{G} \mathbf{W} - I_d) (\mathbf{G} \mathbf{W}^T - I_d) z + \text{tr}(\mathbf{G} \mathbf{\Psi} \mathbf{G}^T)
\]

**Lemma 4.** Let \( \mathbf{K} \) be given by \( \mathbf{K} = \mathbf{G} \mathbf{W} - I_d \) where \( \mathbf{G} = (\mathbf{W} \Psi^{-1} \mathbf{W} + I_d)^{-1} \mathbf{W} \Psi^{-1} \) and \( \Psi > 0 \). Then, \( \mathbf{K} = -(\mathbf{W} \Psi^{-1} \mathbf{W} + I_d)^{-1} \) and is negative definite.

**Proof.** Simplifying the expression for \( \mathbf{K} \), we obtain
\[
\mathbf{K} = \mathbf{G} \mathbf{W} - I_d
\]

**Corollary 1.** \( \mathbf{K}_x = \mathbf{G}_x \mathbf{W}_x - I_d, \mathbf{K}_y = \mathbf{G}_y \mathbf{W}_y - I_d \), and \( \mathbf{K}_c = \mathbf{G}_c \mathbf{W} - I_d \) are all negative definite.
Proof. For $K_x, K_y$, substitute $G, W$ with matrices $G_x, W_x$ and $G_y, W_y$ respectively. Setting $G = G_c$ yields the result for $K_c$.

Corollary 2. $K_\beta = G_\beta W - I_d$ is negative definite.

Proof. We observe that
\[
K_\beta = G_\beta W - I_d = \begin{bmatrix} G_x & G_y \end{bmatrix} \begin{bmatrix} \beta I_p & 0 \\ 0 & \beta I_d \end{bmatrix} W - I_d = \beta(G_x W_x - I_d) + \beta(G_y W_y - I_d),
\]
where $\beta \in [0, 1], \beta = 1 - \beta$. Thus, $K_\beta$ is negative definite.

The matrices $K_x$ and $K_y$ can be decomposed using the Cholesky decomposition as
\[
K_x = -L_x L_x^T, \quad K_y = -L_y L_y^T
\]
using lower triangular matrices $L_x, L_y \in \mathbb{R}^{d \times d}$ with positive diagonal entries, such that
\[
K_\beta = -\begin{bmatrix} \beta I_d & 0 \\ 0 & \beta I_d \end{bmatrix} \begin{bmatrix} L_x L_x^T \\ L_y L_y^T \end{bmatrix} = -L_x L_y^T
\]
The matrix products $L_x L_x^T$ and $L_y L_y^T$ are positive definite, and thus invertible. For the joint estimator, the matrix $K_c$ is
\[
K_c = G_c W - I_d = (W^T \Psi^{-1} W + I_d)^{-1} W^T \Psi^{-1} W - I_d = -(W^T \Psi^{-1} W + I_d)^{-1}
\]
\[
= -(W^T \Psi^{-1} W + I_d)^{-1} = -(L_x L_x^T - L_y L_y^T - (L_x L_x^T)(L_y L_y^T) - (L_y L_y^T)(L_x L_x^T))^{-1} (L_x L_x^T)
\]
Lemma 5. Let $K_\beta$ and $K_c$ be as defined in (A3) and (A4). Then, $K_\beta - K_c \preceq 0$.

Proof.
\[
K_\beta - K_c = \left[\begin{array}{cc} L_x & L_y \end{array}\right] \begin{bmatrix} -\beta I_d & 0 \\ 0 & -\beta I_d \end{bmatrix} \begin{bmatrix} L_x^T \\ L_y^T \end{bmatrix} + \left[\begin{array}{cc} L_x & L_y \end{array}\right] \begin{bmatrix} 0 & 0 \\ L_y^T L_x^T & 0 \\ L_y^T & 0 \end{bmatrix} \begin{bmatrix} L_x^T \\ L_y^T \end{bmatrix}.
\]
Lastly, note that
\[
K_\beta = -\begin{bmatrix} \beta I_d & 0 \\ 0 & \beta I_d \end{bmatrix} \begin{bmatrix} K_x W_y W_y^{-1} \\ K_y W_y W_y^{-1} \end{bmatrix} = -\begin{bmatrix} \beta I_d & 0 \\ 0 & \beta I_d \end{bmatrix} \begin{bmatrix} K_x \\ K_y \end{bmatrix} W^T \Psi^{-1}
\]
\[
= -K_\beta W^T \Psi^{-1}, \quad G_c = (W^T \Psi^{-1} W + I_d)^{-1} W^T \Psi^{-1} = -K_c W^T \Psi^{-1}.
\]
We now have all the results to prove Theorem A.1.

Proof of Theorem A.1 Comparing the errors corresponding to $\hat{z}_\beta$ (A1) and $\hat{z}_c$ (A2), we have
\[
eq (z^T K_\beta K_\beta z + \text{tr} \left[ G_\beta \Psi G_\beta^T \right])
\]
\[
- (z^T K_c K_c z + \text{tr} \left[ G_c \Psi G_c^T \right])
\]
\[
= z^T (K_\beta^2 - K_c^2) z + \text{tr} \left[ G_\beta \Psi G_\beta^T \right] - \text{tr} \left[ G_c \Psi G_c^T \right]
\]
\[
= z^T (K_\beta - K_c)(K_\beta + K_c) z + \text{tr} \left[ G_\beta \Psi G_\beta^T - G_c \Psi G_c^T \right]
\]
\[
\geq 0.
\]
In the derivation above, we used the fact that $(K_\beta - K_c)(K_\beta + K_c) \succeq 0$ since $z^T (K_\beta - K_c)(K_\beta + K_c) z \geq 0 \forall z$ and $(K_\beta - K_c)(K_\beta + K_c)$ is symmetric. Similarly, the matrix $(K_\beta - K_c)(K_\beta + K_c) W^T \Psi^{-1} W \succeq 0$ and has non-negative eigenvalues, leading to a non-negative trace.

APPENDIX B
NORMALIZED HOTELLING DEFLEXION
The deflation scheme to generate higher-dimensional embeddings in our previous work [16] is a normalized version of the Hotelling deflexion scheme. The first step of this update scheme is
\[
C_j = C_{j-1} - \frac{\langle C_{j-1}, u_j v_j^T \rangle_v}{\|u_j v_j^T\|} u_j v_j^T,
\]
where $\langle \cdot, \cdot \rangle_v$ denotes the inner product of the vectorized version of the matrix entries. Under unit-norm constraints on the canonical variates of the CCA problem, (A5) can
be shown to reduce exactly to the Hotelling update, as following. Assume that the SVD decomposition for the matrix $C_1$ is given by $C_1 = \sum_{i=1}^r \sigma_i \alpha_i \beta_i^T$, where $r$ is the rank of the cross correlation matrix $C_1$. Further, it can be shown that the vectorized inner product $\langle \alpha_i \beta_i^T, \alpha_j \beta_j^T \rangle_v$ is equal to $\langle \alpha_i, \alpha_j \rangle \langle \beta_i, \beta_j \rangle$.

For $j = 2$, we have

$$C_2 = C_1 - \frac{\langle C_1, u_1 v_1^T \rangle_v}{\|u_1 v_1^T\|} - u_1 v_1^T$$

which can be simplified to

$$C_2 = C_1 - \frac{\sum_{\ell=1}^r \rho_i \alpha_i \beta_i^T}{\|\alpha_i \beta_i^T\|} \beta_i^T$$

which is equivalent to the Hotelling update for this setting. This can be extended to further iterations. Let’s assume that at any iteration $i$, we have $C_i = \sum_{\ell=1}^r \rho_i \alpha_i \beta_i^T$. Then, at iteration $i + 1$,

$$C_{i+1} = C_i - \frac{\langle C_i, u_i v_i^T \rangle_v}{\|u_i v_i^T\|} - u_i v_i^T$$

such that the first step of the update scheme in [16] is the same as the Hotelling deflation in this setting. The second step of the update scheme involving the scaling normalization of the cross-covariance matrix is primarily for numerical reasons. Therefore, the overall update scheme in [16] is a normalized version of the Hotelling deflation. The scale factor will propagate across the iterations, such that the properties of the Hotelling deflation would continue to hold here.
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