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Abstract. We give elementary constructions of manifold with corner structures and
associative gluing maps on compactifications of spaces of infinite, half infinite, and finite
Morse flow lines. In the case of Euclidean metric in Morse coordinates near each critical
point, these are naturally given by evaluations at end points and regular level sets. For
finite ends this requires a blowup construction near trajectories ending at critical points.

1. Introduction

We begin with a summary of Morse theory in order to fix notation. For more background
see e.g. [Mo, Bo, Mi, W, AB, Sc, H]. Let $X$ be a compact manifold (without boundary). A
Morse function $f : X \to \mathbb{R}$ is a smooth function with nondegenerate critical points. That
is, at each point of $\text{Crit}(f) = \{ p \in X \mid df(p) = 0 \}$ the Hessian $D^2 f(p) : T_p X \times T_p X \to \mathbb{R}$
is a nondegenerate (symmetric) bilinear form. The dimension of the negative eigenspaces of
$D^2 f(p)$ is called the Morse index $|p| \in \mathbb{N}_0$ of a critical point $p$. By the Morse Lemma (e.g.
[Mi] Lemma 2.2) there exist coordinates $\mathbb{R}^n \supset B_\delta \xrightarrow{\phi} X$ for a neighbourhood of each critical
point $p$ that bring $f$ into the normal form
$$(\phi^* f)(x_1, \ldots, x_n) = f(p) - \frac{1}{2}(x_1^2 + \ldots + x_{|p|}^2) + \frac{1}{2}(x_{|p|+1}^2 + \ldots + x_n^2).$$
This normal form shows that the sublevel sets of $f$ provide a decomposition of $X$ in terms
of handle attachments, and hence capture the full (smooth) topology of $X$. In order to
read off the homology of $X$ from a Morse function, however, it is more useful to choose an
auxiliary Riemannian metric $g$ on $X$ and study the flow lines of the gradient vector field
$\nabla f \in \Gamma(TX)$. More precisely, let
$$\Psi : \mathbb{R} \times X \to X, \quad (s, x) \mapsto \Psi_s(x)$$
denote the negative gradient flow given by $\Psi_0(x) = x$ and $\frac{d}{ds} \Psi_s(x) = -\nabla f(\Psi_s(x))$. Then
we can consider the unstable and stable manifold for each critical point $p \in \text{Crit}(f)$,
$$W_p^- = \{ x \in X \mid \lim_{s \to -\infty} \Psi_s(x) = p \}, \quad W_p^+ = \{ x \in X \mid \lim_{s \to \infty} \Psi_s(x) = p \}.$$ 
These are smooth manifolds of dimension $|p|$ and $n - |p|$, respectively; see e.g. [SH] ch.5.
The pair $(f, g)$ is called Morse-Smale if the unstable and stable manifolds intersect transversely. The Morse complex of a Morse-Smale pair then reproduces the homology of $X$.
It is generated by the critical points $p \in \text{Crit}(f)$, and the differential $\partial$ is defined by the
intersection numbers of unstable and stable manifolds, i.e. the number of flow lines between
critical points of index difference 1. The fact that $\partial^2 = 0$ is proven by showing that the
space of flow lines between critical points of index difference 2 is a 1-dimensional manifold,
whose ends exactly correspond to the broken flow lines counted by $\partial^2$.

More generally, the spaces of Morse flow lines have a natural compactification by broken
flow lines, and the compactified Morse trajectory spaces (consisting of broken and unbroken
flow lines \(^1\) can be given the structure of a smooth manifold with corners, whose lower strata are given by products of Morse trajectory spaces, see Section 2.1 for more details. This is a folk theorem, possibly first stated in [AB], and with various partial proofs in the literature. A complete proof in the case of index difference 2 is given in [SE], but all general treatments run into technical difficulties with the gluing of broken flow lines to nearly unbroken flow lines, which provides the charts near the boundary and corners. These can likely be solved by subtle global estimates, but at this point we also expect a complete proof to arise from casting the Morse trajectory spaces in the general abstract framework of polyfolds, developed in [HWZ1] for dealing with moduli spaces of elliptic PDEs with geometric singularity formation.

The gluing difficulty is overcome by more elementary means in [BH] by restricting to Morse-Smale pairs of a special normal form near each critical point for which the generalized trajectory spaces cut out smooth submanifolds with corners on the critical level sets of \(f\). In that case the gluing analysis (working with implicit function theorems on Banach manifolds) can be replaced by finite dimensional intersection theory. We will construct charts geometrically using the same normal form, and extend the results to general Morse-Smale metrics by topological conjugacy. To make this precise we denote open balls by \(B^k_\delta := \{z \in \mathbb{R}^k \mid |z| < \delta \}\).

**Definition 1.1.** A Euclidean Morse-Smale pair on a closed manifold \(X\) is a pair \((f,g)\) consisting of a smooth function \(f \in \mathcal{C}^\infty(X,\mathbb{R})\) and a Riemannian metric \(g\) on \(X\) satisfying a normal form and transversality condition as follows.

(i) For each critical point \(p \in \text{Crit}(f)\) there is a local chart \(\phi_p : B^{n-|p|}_\delta \times B^{|p|}_\delta \supseteq \hat{U}(p)\) to a neighbourhood \(\hat{U}(p) \subseteq X\) of \(p = \phi_p(0)\) such that

\[
(\phi_p^* f)(x_1, \ldots, x_n) = f(p) + \frac{1}{2}(x_1^2 + \cdots + x_{|p|}^2) - \frac{1}{2}(x_{|p|+1}^2 + \cdots + x_n^2),
\]

(ii) For every pair of critical points \(p, q \in \text{Crit}(f)\) the intersection of unstable and stable manifolds is transverse, \(W^-_p \cap W^+_q\).

**Remark 1.2.**

(i) Given any Morse function and metric, there exist \(L^2\)-small perturbations of the metric on annuli around the critical points that yield Morse-Smale pairs, by [BH; Prp.2]. In particular, given a metric of normal form \((1)\) near the critical points, such a perturbation yields a Euclidean Morse-Smale pair.

(ii) The flow \(\Psi_s\) of any Morse-Smale pair is topologically conjugate to the flow \(\Psi^0_s\) of a Euclidean Morse-Smale pair. That is, there exists a homeomorphism \(h : X \to X\) such that \(h \circ \Psi_s = \Psi^0_s \circ h\). We review the proof of this classical result in Remark 3.6.

Assuming this normal form, the first of three goals of this paper is to give a geometrically explicit construction of a natural smooth structure on the Morse trajectory spaces in Theorem 2.3. Here the specific normal form induces a natural smooth structure on a space of flow lines near each critical point. Deviating from the approach in [BH] we separate this local smoothness issue from the generally smooth Morse flow on the complement of the critical points. This setup, made precise in Section 4.3, should also provide a useful framework for constructing smooth structures in infinite dimensional Floer theoretic settings. In fact, a similar setup was used in [KM] to construct gluing maps for Seiberg-Witten Floer theory.

\(^1\) Throughout, all unbroken flow lines that we refer to will be unparametrized (i.e. parametrized negative gradient curves modulo time shift), broken flow lines are finite sequences of unbroken flow lines with matching limit critical points, and we will summarize unbroken and broken flow lines by the term generalized trajectory.
For general Morse-Smale pairs one does not expect a natural smooth structure since the
evaluation at regular level sets has a singular image. However, any choice of topological
conjugation to a Euclidean Morse-Smale flow induces a smooth structure.

Homotopy theoretic applications such as [CJS] require moreover “associative gluing maps”
near the boundary strata, introduced in detail in Section 2.3. While it is a general fact [Q]
that manifolds with corners and a certain face structure of the boundary strata can be
equipped with associative gluing maps, our second goal is to construct such gluing maps
geometrically explicit in order to identify the gluing parameters as transition times through
fixed neighbourhoods of critical points. A precise definition and construction is given in
Corollary 2.9 by inverting “global charts” for the Morse trajectory spaces that are con-
structed in Theorem 2.6.

The final goal of this paper and main source of technical complications is to extend the
above results to compactifications of spaces of half infinite and finite Morse flow lines. This
is a natural step in the construction of associative gluing maps. More crucially, these spaces
enter into the construction of several holomorphic curve moduli spaces such as trees of
holomorphic disks with Morse edges (which yield finitely generated A∞-algebras associated
to Lagrangian submanifolds [LW]) and a polyfold theoretic proof of the Arnold conjecture
[AFW] based on moduli spaces of punctured spheres with half infinite Morse flow lines
as in [PSS]. In both cases, a polyfold setup can be obtained as fiber product of SFT
polyfolds (the main part of which is constructed in [HWZ2]) with the compactified Morse
trajectory spaces, if the latter are a priori given a manifold with corner structure with
respect to which evaluations at finite ends are smooth maps. In the first application it
is important to isolate the boundary component given by zero length trajectories from
all other boundary components given by broken trajectories. However, there are broken
trajectories with endpoints near a critical point arbitrarily close in the Hausdorff topology
to the zero length trajectory at the critical point. To separate those boundary components
we use the natural blowup construction of including the length of a trajectory in the Morse
trajectory space, thus introducing a constant trajectory at the critical point for every length
$L \in [0, \infty)$, converging to a broken trajectory with domains $[0, \infty), (-\infty, 0]$ as $L \to \infty$.

More generally, we obtain a smooth structure for trajectories starting at or near a critical
point (and potentially breaking there) by a similar blowup construction given by a natural
variation in the definition of transition times near the critical point.

The following Section 2 lays out the main results of this paper, in particular the con-
struction of “global charts” in Theorem 2.7 for the Morse trajectory spaces with finite ends
of a Euclidean Morse-Smale pair. Section 3 establishes basic topological results for the
Morse trajectory spaces and evaluation maps and deduces Theorem 2.3 from Theorem 2.7
Section 4 prepares the proof by equipping the Morse trajectory spaces near critical points
with a smooth structure and constructing various restriction maps to local trajectory spaces.
Finally, Section 5 constructs the “global charts” of Theorem 2.7.
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2. Morse trajectory spaces, global charts, and associative gluing

2.1. Compactified Morse trajectory spaces. This section introduces the infinite, half
infinite, and finite length versions of Morse trajectory spaces for a general Morse-Smale pair

---

2 While the pregluing maps that provide basic polyfold charts are evidently associative, it is unclear
whether the polyfold setup can induce associative gluing maps on the Morse trajectory spaces. This is since
the latter are merely cut out by a transverse section from the polyfold.
(f, g). For distinct critical points \( p_- \neq p_+ \in \text{Crit}(f) \) the space of unbroken Morse flow lines is the space of parametrized gradient flow lines \( \gamma : \mathbb{R} \to X \) modulo shift in the \( \mathbb{R} \)-variable,

\[
\mathcal{M}(p_- , p_+) := \left\{ \gamma : \mathbb{R} \to X \mid \dot{\gamma} = -\nabla f(\gamma), \lim_{s \to \infty} \gamma(s) = p_+ \right\} / \mathbb{R}
\]

\[
\simeq (W_{p_-}^- \cap W_{p_+}^+)/\mathbb{R} \simeq W_{p_-}^- \cap W_{p_+}^+ \cap f^{-1}(c).
\]

It is canonically identified with the intersection of unstable and stable manifold modulo the \( \mathbb{R} \)-action given by the flow \( \Psi_s \), or their intersection with a level set for any regular value \( c \in \{ f(p_+), f(p_-) \} \). In either formulation, they carry canonical smooth structures, see e.g. [2, Section 2.4.1]. We will consider the constant trajectories at a critical point as part of a larger trajectory space below, hence here declare \( \mathcal{M}(p, p) := \emptyset \). For open subsets \( U_- , U_+ \subset X \) and critical points \( p_- , p_+ \in \text{Crit}(f) \) the spaces of finite half infinite flow lines

\[
\mathcal{M}(U_- , p_+) := \left\{ \gamma : [0, \infty) \to X \mid \dot{\gamma} = -\nabla f(\gamma), \gamma(0) \in U_-, \lim_{s \to \infty} \gamma(s) = p_+ \right\} \simeq W_{p_+}^+ \cap U_- ,
\]

\[
\mathcal{M}(p_-, U_+) := \left\{ \gamma : (-\infty, 0) \to X \mid \dot{\gamma} = -\nabla f(\gamma), \lim_{s \to -\infty} \gamma(s) = p_-, \gamma(0) \in U_+ \right\} \simeq W_{p_-}^- \cap U_+
\]

inherit smooth structures directly from the unstable and stable manifold. Finally, the space of finite unbroken flow lines

\[
\mathcal{M}(U_-, U_+) := \left\{ \gamma : [0, L] \to X \mid L \in [0, \infty), \dot{\gamma} = -\nabla f(\gamma), \gamma(0) \in U_-, \gamma(L) \in U_+ \right\}
\]

\[
\simeq \bigcup_{L \in [0, \infty)} U_- \cap \Psi_L^{-1}(U_+) = \left( (0, \infty) \times U_- \right) \cap \Psi^{-1}(U_+)
\]

can be identified with an open subset of \( \mathcal{M}(X, X) \simeq (0, \infty) \times X \) since the flow map \( \Psi \) is continuous. Hence it naturally is a smooth manifold with boundary given by constant flow lines. These three types of spaces can contain constant trajectories at a critical point. Note in particular that we do not construct \( \mathcal{M}(X, X) \) by the images of finite Morse flow lines, \( \{ (x, x') \in X \times X \mid x' \in \Psi([0, \infty])(x) \} \) but replace the diagonal critical points \((x, x)\) with \( x \in \text{Crit}(f) \) in this image space by a half infinite interval \([0, \infty) \times \{ x \}\) parametrizing the length (in time) of the trajectory.

From the smooth spaces of unbroken flow lines we obtain topological spaces of broken flow lines as follows: To unify notation we denote by \( \mathcal{U}_\pm \subset X \) a set that is either open \( \mathcal{U}_\pm = U_\pm \) or a set consisting of a single critical point \( \mathcal{U}_\pm = p_\pm \). For two such subsets \( \mathcal{U}_\pm \subset X \) (of same or different type) we define the set of \( k \)-fold broken flow lines (also called the \( k \)-stratum) by

\[
\mathcal{M}(\mathcal{U}_-, \mathcal{U}_+) := \bigcup_{(p_1, \ldots, p_k) \in \text{Crit}_k(f, \mathcal{U}_-, \mathcal{U}_+)} \mathcal{M}(U_-, p_1) \times \mathcal{M}(p_1, p_2) \times \ldots \times \mathcal{M}(p_k, \mathcal{U}_+),
\]

Here and throughout we use the notation of critical point sequences between \( \mathcal{U}_\pm \)

\[
\text{Crit}_k(f, \mathcal{U}_-, \mathcal{U}_+) := \left\{ (p_1, \ldots, p_k) \mid k \in \mathbb{N}_0 , p_1, \ldots, p_k \in \text{Crit}(f), \mathcal{M}(U_-, p_1), \mathcal{M}(p_1, p_2), \ldots, \mathcal{M}(p_k, \mathcal{U}_+) \neq \emptyset \right\}.
\]

To simplify notation we identify \( p \in \text{Crit}_k(f, \mathcal{U}_-, \mathcal{U}_+) \) with the tuple \( p = (U_-, p_1, \ldots, p_k, \mathcal{U}_+) \), and denote \( p_0 := \mathcal{U}_-, p_{k+1} := \mathcal{U}_+ \). Critical point sequences form a finite set since they have to decrease in function value. For \( k = 0 \) we only have the empty critical point sequence and hence \( \mathcal{M}(\mathcal{U}_-, \mathcal{U}_+) = \mathcal{M}(\mathcal{U}_-, \mathcal{U}_+) \neq \emptyset \). Now the Morse trajectory space is the space of all generalized trajectories,

\[
\mathcal{M}(\mathcal{U}_-, \mathcal{U}_+) := \bigcup_{k \in \mathbb{N}_0} \mathcal{M}(\mathcal{U}_-, \mathcal{U}_+) \]

In the following we denote broken flow lines by \( \gamma = (\gamma_0, \gamma_1, \ldots, \gamma_k) \in \mathcal{M}(\mathcal{U}_-, \mathcal{U}_+) \) and also write \( \gamma = (\gamma_0) \in \mathcal{M}(\mathcal{U}_-, \mathcal{U}_+) \) for the unbroken flow lines. Note here that, by slight abuse of notation, we write \( \gamma_i \) instead of \( [\gamma_i] \) for the unparametrized flow lines in \( \mathcal{M}(p_i, p_{i+1}) \). If \( \mathcal{U}_- \) resp. \( \mathcal{U}_+ \) is a critical point, then \( \gamma_0 \) resp. \( \gamma_k \) is an unparametrized flow line as well, otherwise
it is defined on a half interval and hence parametrized. With this notation we can define the evaluation maps at endpoints

\[ \text{ev}_- : \overline{M}(X, p_+) \to X, \quad \text{ev}_+ : \overline{M}(p_-, X) \to X, \quad \text{ev}_- \times \text{ev}_+ : \overline{M}(X, X) \to X \times X \]

by \( \text{ev}_-(\gamma_0, \ldots, \gamma_k) = \gamma_0(0) \) for any \( k \in \mathbb{N}_0 \), by \( \text{ev}_+(\gamma_0, \ldots, \gamma_k) = \gamma_k(0) \) for \( k \geq 1 \), and by \( \text{ev}_+(\gamma_0 : [0, L] \to X) = \gamma_0(L) \) for a single trajectory \( k = 0 \).

Next, we define a metric on the Morse trajectory spaces

\[ d_{\overline{M}}(\gamma, \gamma') := d_{\text{Hausdorff}}(\text{im} \gamma, \text{im} \gamma') + |\ell(\gamma) - \ell(\gamma')| \]

for \( \gamma, \gamma' \in \overline{M}(U_-, U_+) \), by the Hausdorff distance and the renormalized length

\[ \ell : \overline{M}(U_-, U_+) \to [0, 1], \quad \gamma \mapsto \begin{cases} \frac{1}{1 + L} : \gamma = (\gamma : [0, L] \to X), \\ 1 ; \text{otherwise.} \end{cases} \]

Here the image of a generalized trajectory \( \gamma = (\gamma_0, \ldots, \gamma_k) \) is the union of the images in \( X \) of all constituting flow lines (which is independent of the parametrization),

\[ \text{im} \gamma := \text{im} \gamma_0 \cup \ldots \cup \text{im} \gamma_k \subseteq X. \]

The closure \( \overline{\text{im} \gamma} \) contains in addition the critical points \( \lim_{s \to \pm \infty} \gamma_{j-1} = \lim_{s \to \pm \infty} \gamma_j \) for \( j = 1 \ldots k \) as well as \( \lim_{s \to \pm \infty} \gamma_0 \) resp. \( \lim_{s \to \pm \infty} \gamma_k \) in case \( U_- \text{ resp. } U_+ \) is a single critical point, and hence \( \overline{\text{im} \gamma} \) is a compact subset of \( X \). We use closures since the Hausdorff distance

\[ d_{\text{Hausdorff}}(V, W) = \max\{ \sup_{v \in V} \inf_{w \in W} d(v, w), \sup_{w \in W} \inf_{v \in V} d_X(w, v) \}, \]

is a metric on the set of non-empty compact subsets of \( X \).

**Remark 2.1.**

(i) The length term in \( d_{\overline{M}} \) vanishes on \( \overline{M}(U_-, U_+) \) if at least one of the sets \( U_{\pm} \) is a critical point (and hence all lengths are 1).

(ii) The length term is crucial in the case of open sets \( U_{\pm} = U_{\pm} \) containing a critical point \( p \in \text{Crit}(f) \cap U_+ \cap U_- \) in their intersection. In that case it provides the topological blowup construction at the trajectories whose image is a critical point. More precisely, it separates trajectories in \( \overline{M}(U_-, U_+) \cup \overline{M}(U_-, p) \times \overline{M}(p, U_+) \) that are constant \( \gamma \equiv p \) resp. \( (\gamma_0 \equiv p, \gamma_1 \equiv p) \) but of different lengths.

(iii) The Hausdorff distance is definite on \( \overline{M}(U_-, U_+) \) except for pairs of trajectories as in (ii) whose image is a critical point. This is since the critical points in \( \overline{\text{im} \gamma} \) are uniquely determined by the flow lines, and flow lines are in one-to-one correspondence with their images except for constant trajectories (where the length cannot be read off from the image). Together with (ii) this shows that \( d_{\overline{M}} \) defines a metric.

(iv) The identifications of the spaces of unbroken flow lines as above \( \overline{M}(p_-, p_+) \simeq W^-_p \cap W^+_p \cap f^{-1}(c), \overline{M}(X, p_+) \simeq W^+_p, \overline{M}(p_-, X) \simeq W^-_p, \) and \( \overline{M}(X, X) \simeq [0, \infty) \times \overline{X} \) are homeomorphisms with respect to the metric \( d_{\overline{M}} \). This follows from the continuity of the evaluations maps as in Lemma 3.3 in one direction, and for the inverse from the continuity of the Morse flow together with the limit conditions.

The renormalized length \( \ell \) is continuous by definition, and we will establish continuity of the evaluation maps in Lemma 3.3. With that, the Morse trajectory spaces for open sets \( U_{\pm} \subset X \) are open subsets \( \overline{M}(U_-, p_+) = \text{ev}^{-1}_-(U_-), \overline{M}(p_-, U_+) = \text{ev}^{-1}_+(U_+), \overline{M}(U_-, U_+) = \text{ev}^{-1}_-(U_-) \cap \text{ev}^{-1}_+(U_+) \) of the Morse trajectory spaces for \( U_{\pm} = X \). So from now on we can restrict our discussion to the Morse trajectory spaces \( \overline{M}(U_-, U_+) \) for \( U_{\pm} = X \) or \( U_{\pm} = p_{\pm} \in \text{Crit}(f) \). In each case we will prove the following folk theorem. For reference, we recall the definition of a manifold with corners and its strata.
Definition 2.2. A smooth manifold with corners of dimension \( n \in \mathbb{N}_0 \) is a second countable Hausdorff space \( M \) together with a maximal atlas of charts \( \phi : M \supset U_i \to V_i \subset [0, \infty]^n \) (i.e. homeomorphisms between open sets such that \( \bigcup U_i = M \)) whose transition maps are smooth. For \( k = 0, \ldots, n \) the \( k \)-th stratum \( M_k \) is the set of all \( x \in M \) such that for some (and hence every) chart \( \phi_i(x) \in [0, \infty)^n \) has \( k \) components equal to 0.

Theorem 2.3. Let \((f, g)\) be a Morse-Smale pair and let \( \mathcal{U}_-, \mathcal{U}_+ \) denote \( X \) or a critical point \( \text{Crit}(f) \). Then \((\overline{\mathcal{M}(\mathcal{U}_-, \mathcal{U}_+), \partial\mathcal{M})\) is a compact, separable metric space and can be equipped with the structure of a smooth manifold with corners. Its \( k \)-stratum is \( \overline{\mathcal{M}(\mathcal{U}_-, \mathcal{U}_+)}_k \), with one additional 1-stratum \( \{0\} \times X \) given by the length 0 trajectories in case \( \mathcal{U}_- = \mathcal{U}_+ = X \).

Remark 2.4. In the case of a Euclidean Morse-Smale pair the smooth structure on each \( \mathcal{M}(\mathcal{U}_-, \mathcal{U}_+) \) will be naturally given by the flow time and evaluation maps at ends (\[\mathcal{M}\]) and regular level sets, as detailed in Section 1.1. As a consequence, the evaluation maps \( \overline{\mathcal{M}(\mathcal{U}_-, \mathcal{U}_+)} \to X \), as will be shown in Remarks 5.3, 5.4.

This theorem will be deduced from much stronger constructions of global charts for Euclidean Morse-Smale pairs in the following section. The proof is given at the end of Section 2 based on Theorem 2.7 and topological conjugacy for general Morse-Smale pairs.

2.2. Global charts. Assuming \((f, g)\) to be a Euclidean Morse-Smale pair from now on, we will go beyond Theorem 2.3 to construct “global charts” on “large open subsets” of the Morse trajectory spaces. To state these results we fix a Euclidean normal neighbourhood \( U(p) \subset X \) as in Definition 1.1 for each critical point \( p \in \text{Crit}(f) \), a family of neighbourhoods \( \tilde{U}_t(p) \subset U(p) \) for \( t \in (0, 1] \), and a further precompact neighbourhood \( U(p) \subset \tilde{U}(p) \).

Remark 2.5. The highly specific choices

\[
\tilde{U}_t(p) = \phi_p \left\{ (x, y) \in B^{[p]}_{\frac{3}{2}(1+t)\delta} \times B^{n-[p]}_{\frac{3}{2}(1+t)\delta} \mid \|y\| < t\delta \right\}, \quad U(p) = \phi_p(B^{[p]}_{\frac{3}{2}\delta} \times B^{n-[p]}_{\frac{3}{2}\delta})
\]

are quite important and will be refined in Section 4.4 such that the neighbourhoods are disjoint for different critical points. Note moreover that we have precompact nesting \( \tilde{U}_t(p) \subset \tilde{U}_{t'}(p) \) for \( t < t' \), where we write \( \subset \) for an inclusion whose closure is compact. For \( t \to 0 \) the sets \( \tilde{U}_t(p) \) converge in the Hausdorff distance to the union of unstable and stable manifold in \( U(p) \). Moreover, Morse trajectories which intersects \( \tilde{U}_1(p) \) traverse the critical level set \( f^{-1}(f(p)) \) within \( U(p) \) or have an end within \( U(p) \).

Now for any \( t \in (0, 1] \) and critical point sequence \( q = (q_1, \ldots, q_k) \in \text{Critseq}(f, \mathcal{U}_-, \mathcal{U}_+) \) we define the large open subset

\[
\mathcal{V}_t(q) = \mathcal{V}_t(\mathcal{U}_-, q_1, \ldots, q_k, \mathcal{U}_+) \subset \overline{\mathcal{M}(\mathcal{U}_-, \mathcal{U}_+)}
\]
as the subset of those generalized Morse trajectories that intersect the neighbourhoods \( \tilde{U}_t(q_i) \subset X \) of each of the critical points \( q_1, \ldots, q_k \) and do not intersect any other critical points (other than \( \mathcal{U}_\pm = p_\pm \) in case this denotes a critical point). A more formal definition of the large open sets \( \mathcal{V}_t(q) \) will be given in Section 5.5 where we will also choose the \( \tilde{U}_t(q) \) sufficiently small to guarantee that \( \mathcal{V}_t(q) \neq \emptyset \) if \( q \in \text{Critseq}(f; \mathcal{U}_-, \mathcal{U}_+) \). Next, we denote the intersection of the large open subsets with the strata of \( \overline{\mathcal{M}(\mathcal{U}_-, \mathcal{U}_+)} \) by

\[
\mathcal{V}_t(q)_m := \mathcal{V}_t(q) \cap \overline{\mathcal{M}(\mathcal{U}_-, \mathcal{U}_+)}_m.
\]
The large open subset associated to the empty critical point sequence is the space of unbroken trajectories \( \mathcal{V}_t(\mathcal{U}_-, \mathcal{U}_+) = \mathcal{M}(\mathcal{U}_-, \mathcal{U}_+) \). For general \( q \) we know that \( \mathcal{V}_t(q)_0 = \)
\( \mathcal{V}_i(q) \cap \mathcal{M}(\mathcal{U}_-, \mathcal{U}_+) \) is the intersection with the space of unbroken trajectories (hence carries a natural smooth structure). Moreover, \( \mathcal{V}_i(q) = \mathcal{M}(\mathcal{U}_-, q_1) \times \mathcal{M}(q_1, q_2) \ldots \times \mathcal{M}(q_k, \mathcal{U}_+) \) is the subset of maximally broken trajectories since we do not allow the trajectory to hit critical points other than \( p_{\pm} \) and \( q_1, \ldots, q_k \), and hence \( \mathcal{V}_i(q)_{m} = \emptyset \) is empty for \( m > k \).

The following theorem provides global charts in the case of infinite Morse trajectories \( \mathcal{U}_\pm = p_{\pm} \), that is homeomorphisms between the large subset \( \mathcal{V}_i(q) \) and spaces with a fixed smooth structure (as manifold with boundary and corners). The charts are moreover compatible in three ways: Firstly, the charts are compatible with the given smooth structure on the space of unbroken trajectories \( \mathcal{M}(p_{\pm}, p_{\pm}) \). Secondly, they are given by the canonical maps on the maximally broken trajectories in \( \mathcal{V}_i(q) \). Finally, the charts are compatible with each other in the sense that their transition maps are given by further chart maps on smaller domains. In particular, the transition maps are smooth, hence this induces an atlas for \( \overline{\mathcal{M}}(p_{\pm}, p_{\pm}) \) as manifold with boundary and corners. Moreover, it induces an identification of the boundary strata with products of smaller Morse trajectory spaces and the construction of associative gluing maps in Corollary 2.5.

**Theorem 2.6.** There is a uniform constant \( t > 0 \) such that for every pair \( p_{\pm} \in \text{Crit}(f) \) there exist homeomorphisms (called global charts)

\[
\phi(q) : \mathcal{V}_i(q) \rightarrow \mathcal{M}(p_{\pm}, q_1) \times [0, t) \times \mathcal{M}(q_1, q_2) \ldots \times [0, t) \times \mathcal{M}(q_k, p_{\pm})
\]

for every critical point sequence \( (q_1, \ldots, q_k) \in \text{Critseq}(f, p_{\pm}, p_{\pm}) \) satisfying the following:

(i) The restriction \( \phi(q)|_{\mathcal{V}_i(q)_0} \) is a diffeomorphism

\[
\mathcal{V}_i(q)_0 \rightarrow \mathcal{M}(p_{\pm}, q_1) \times \{0\} \times \mathcal{M}(q_1, q_2) \ldots \times \{0\} \times \mathcal{M}(q_k, p_{\pm}).
\]

(ii) The restriction \( \phi(q)|_{\mathcal{V}_i(q)_k} \) is the canonical bijection

\[
\mathcal{V}_i(q)_k \rightarrow \mathcal{M}(p_{\pm}, q_1) \times \{0\} \times \mathcal{M}(q_1, q_2) \ldots \times \{0\} \times \mathcal{M}(q_k, p_{\pm}).
\]

\[
(\gamma_0, \gamma_1, \ldots, \gamma_k) \mapsto (\gamma_0, 0, \gamma_1, \ldots, 0, \gamma_k).
\]

In particular, the global chart for \( q = (p_{\pm}, p_{\pm}) \) (with \( k = 0 \)) is the identity \( \phi(p_{\pm}, p_{\pm}) = \text{Id} \) on \( \mathcal{V}_i(p_{\pm}, p_{\pm}) = \mathcal{V}_i(p_{\pm}, p_{\pm}) \).

(iii) The global charts are compatible as follows: Let \( q, q' \in \text{Critseq}(f, p_{\pm}, p_{\pm}) \) be such that \( Q = (\ldots, q_{i}, q'_{i}, \ldots, q'_{i+1}, \ldots) \) is obtained from \( q \) by inserting another critical point sequence \( q' = (q_i = q'_0, q'_1, \ldots, q'_i, q'_{i+1} = q'_{i+1}) \in \text{Critseq}(f, q_i, q_{i+1}) \). Then we have

\[
\phi(q)(\mathcal{V}_i(q) \cap \mathcal{V}_i(Q)) \subset \ldots \mathcal{M}(q_{i-1}, q_i) \times [0, t) \times \mathcal{V}_i(q'_i) \times [0, t) \times \mathcal{M}(q_{i+1}, q_{i+2}) \ldots
\]

and

\[
\phi(Q)|_{\mathcal{V}_i(q) \cap \mathcal{V}_i(Q)} = (\text{Id} \times \phi(q') \times \text{Id}) \circ \phi(q)|_{\mathcal{V}_i(q) \cap \mathcal{V}_i(Q)}.
\]

That is, the following triangle commutes.

\[
\begin{array}{ccc}
\ldots \mathcal{M}(q_{i-1}, q_i) \times [0, t) \times \mathcal{M}(q_i, q'_i) \times [0, t) \times \ldots \mathcal{M}(q_{i+1}, q_{i+2}) \times [0, t) \times \mathcal{M}(q_{i+1}, q_{i+2}) \ldots & \\
\phi(q) & \searrow & \phi(Q) \\
\text{Id} \times \phi(q') \times \text{Id} & \swarrow & \mathcal{V}_i(q) \cap \mathcal{V}_i(Q) \\
\end{array}
\]

\[
\ldots \mathcal{M}(q_{i-1}, q_i) \times [0, t) \times \mathcal{V}_i(q'_i) \times [0, t) \times \mathcal{M}(q_{i+1}, q_{i+2}) \ldots
\]
(iv) The corner parameters are given explicitly by $e^{-T_i} \in [0, t)$ associated to each $q_i \in \text{Crit}(f)$ encoding the time $T_i$ for which the trajectory is contained in $U(q_i)$. In particular, $e^{-T_i} = 0$ corresponds to the trajectory breaking at $q_i$.

For Morse trajectories with one or both ends finite we will obtain very similar charts, except that the natural construction of a global chart for $V_\iota(X, q_1, \ldots) \subset M(X, U_+)$ using the entry and exit points in $\partial U(q_1)$ does not match smoothly with the natural chart for trajectories with initial point in $U(q_1)$. The latter arises from the normal form (1) and reflects the blowup construction at trajectories ending at $q_1$. The analogous issue arises on $V_\iota(\ldots, q_k, X) \subset M(U_-, X)$ for trajectories ending in $U(q_k)$. We could give a less natural smooth construction but would lose the geometric interpretation of the corner parameters. Instead, we have chosen to cover $V_\iota(X, q_1, \ldots)$ as well as $V_\iota(\ldots, q_k, X)$ by separate charts with the following domains. Given a nonempty critical point sequence $q = (q_1, \ldots, q_k) \in \text{Crit}(f, U_- U_+) \cap U(q)$ we cover $V_\iota(q)$ with one, two, or four open sets of the form

(4) \[ V_\iota(Q_0, q_1, \ldots, q_k, Q_{k+1}):= (ev^-_1 \times ev^+_1)(Q_0 \times Q_{k+1}) \subset V_\iota(U_-, q_1, \ldots, q_k, U_+). \]

For infinite ends at critical points $U_- = p_-$ or $U_+ = p_+$ we keep $Q_0 := p_-$ resp. $Q_{k+1} := p_+$. For finite ends $U_- \neq X$ resp. $Q_{k+1} \subset X$ we introduce a choice of open subsets $Q_0 \subset X$ resp. $U_+ = X$, in each case allowing two open subsets that cover $X$.

(5) \[ Q_0 = X \setminus \overline{U(q_1)} \text{ or } Q_0 = \overline{U(q_1)} \quad \text{resp.} \quad Q_{k+1} = X \setminus \overline{U(q_k)} \text{ or } Q_{k+1} = \overline{U(q_k)}. \]

To simplify notation we will also write $V_\iota(q)$ for $V_\iota(Q_0, q_1, \ldots, q_k, Q_{k+1})$, viewing the choice of $Q_0$ and $Q_{k+1}$ as part of the critical point sequence $q$. The above observations on the strata $V_\iota(q)_m := V_\iota(q) \cap M(U_-, U_+)_m$ then generalize directly. In particular, $V_\iota(q)_k = M(Q_0, q_1, q_2, \ldots, q_k, Q_{k+1})$ is the subset of maximally broken trajectories between $Q_0$ and $Q_{k+1}$. With this notation we may state the generalization of Theorem 2.6 to any combination of finite and infinite ends. We include some more technical details in order to be able to use this exact statement in the iterative proof. For that purpose we use the normal coordinates to identify $U(q) \approx \tilde{B}_q^+ \times \tilde{B}_q^-$ as product of balls in the stable and unstable manifold $\tilde{B}_q^\pm := W_q^\pm \cap \overline{U(q)}$. Then we pull back the Euclidean metric to $U(q)$.

**Theorem 2.7.** There is a uniform constant $0 < \epsilon < 1$ such that for every combination of $U_\pm = X$ and $U_k \subset \text{Crit}(f)$ there exist global charts for the open sets $V_\iota(Q_0, q_1, \ldots, q_k, Q_{k+1}) \subset M(U_-, U_+)$ for every critical point sequence $(q_1, \ldots, q_k) \in \text{Crit}(f, U_-, U_+)$ and choice of the open subsets $Q_0 \subset U_-, Q_{k+1} \subset U_+$ from (5). Each global chart is a homeomorphism $\phi(q) = \phi(Q_0, q_1, \ldots, q_k, Q_{k+1})$ of the form $V_\iota(Q_0, q_1, \ldots, q_k, Q_{k+1}) \overset{\sim}{\longrightarrow} M(Q_0, q_1) \times [0, t) \times M(q_1, q_2) \times [0, t) \times \cdots \times [0, t) \times M(q_k, Q_{k+1})$, with the following blowup construction for trajectories starting near $q_1$ or ending near $q_k$.

- In case $Q_0 = \overline{U(q_1)}$ the factors $M(Q_0, q_1) \times [0, t)$ are replaced by
  \[ \{ (\gamma, E) \in M(U(q_1), q_1) \times [0, 1 + t) \mid E[ev^1(\gamma)] < t\Delta \}. \]

- In case $Q_{k+1} = \overline{U(q_k)}$ the factors $[0, t) \times M(q_k, Q_{k+1})$ are replaced by
  \[ \{ (E, \gamma) \in [0, 1 + t) \times M(q_k, U(q_k)) \mid E[ev^1(\gamma)] < t\Delta \}. \]

- In case $k = 1$ and $Q_0 = \overline{U(q_1)} = Q_2$ the image of the chart $\phi(\overline{U(q)}, q, \overline{U(q)})$ is
  \[ \{ (\gamma_0, E, \gamma_1) \in M(U(q), q) \times [0, 1] \times M(q, \overline{U(q)}) \mid E[ev^1(\gamma_0), ev^1(\gamma_1)] < (1 + t)\Delta \}. \]
Moreover, the global charts satisfy the following:

(i) The restriction $\phi(g)|_{\mathcal{V}_i(q_0)}$ is a diffeomorphism
\[
\mathcal{V}_i(q_0) \rightarrow \mathcal{M}(Q_0, q_1) \times (0, t) \times \mathcal{M}(q_1, q_2) \ldots \times (0, t) \times \mathcal{M}(q_k, Q_{k+1}).
\]
In case $Q_0 = \tilde{U}(q_1)$ resp. $Q_{k+1} = \tilde{U}(q_k)$ this holds with the domains $\{E > 0\}$.

(ii) The restriction $\phi(g)|_{\mathcal{V}_i(q)}$ is the canonical bijection
\[
\mathcal{V}_i(q_k) \rightarrow \mathcal{M}(Q_0, q_1) \times \{0\} \times \mathcal{M}(q_1, q_2) \ldots \times \{0\} \times \mathcal{M}(q_k, Q_{k+1})
\]
\[\gamma_0, \gamma_1, \ldots, \gamma_k \mapsto (\gamma_0, 0, \gamma_1, \ldots, 0, \gamma_k).
\]
In particular, the global chart for $\Phi_0\ldots, \gamma, \Phi_1$. The extension to negative transition times is technically useful for the proof.

(iii) The global charts are compatible as follows:

- Let $Q = (Q_0, q_1, \ldots, q_{k-1}, q_k, \ldots) \in M(q_{k-1}, q_k) \times [0, 2) \times \mathcal{M}(q_k, q_{k+1}) \ldots$.

\[\phi(g)|_{\mathcal{V}_i(q)} : \gamma \mapsto (\gamma, 0, \gamma \ldots, 0, \gamma).
\]

- Let $Q = (Q_0, q_1, \ldots, q_{k-1}, q_k, \ldots)$ be obtained from $g = (Q_0, q_1, \ldots)$ by inserting $\ell \geq 1$ critical points.

\[\phi(g)|_{\mathcal{V}_i(q)} : \gamma \mapsto (\gamma, 0, \gamma \ldots, 0, \gamma).
\]

- Let $Q = (\ldots, q_{k-1}, q_k, q_{k+1})$ be obtained from $g = (\ldots, q_k, \ldots)$ by inserting $\ell$ critical points.

\[\phi(g)|_{\mathcal{V}_i(q)} : \gamma \mapsto (\gamma, 0, \gamma \ldots, 0, \gamma).
\]

(iv) The corner structure, compatibility between charts with different $Q_0$ or $Q_{k+1}$, and explicit form for trajectories ending near critical points is given explicitly as follows.

- For $1 \leq i \leq k$ such that $Q_i = \tilde{U}(q_1)$ in case $i = 1$ and $Q_{k+1} = \tilde{U}(q_k)$ in case $i = k$, the parameter $e^{-T_i} \in (0, t)$ associated to $q_i \in \text{Crit}(f)$ encodes the time $T_i > -\ln t$ for which the trajectory is contained in $U(q_i)$. In the limit $T_i \rightarrow \infty$, the parameter $e^{-T_i} = 0$ corresponds to the trajectory breaking at $q_i$.

- For $Q_0 = \tilde{U}(q_1)$ and $(k > 1$ or $Q_2 \neq \tilde{U}(q_1))$, a parameter $e^{-T_i} \in (0, 1)$ encodes the length of time $T_i > 0$ for which the trajectory is defined and contained in $\Psi_{\infty}(U(q_1))$, with $e^{-T_i} = 0$ corresponding to the trajectory breaking at $q_i$. A parameter $e^{-T_i} \in [1, 2]$, or nonpositive time $T_i < 0$ encodes the fact that the trajectory intersects $\Psi_{-T_i}(U(q_1))$. Moreover we have

\[\phi(g)(\gamma) = ([pr_{W^{-1}}(\text{ev}_-(\gamma), \ldots, \gamma)] \quad \text{and} \quad \phi(g)^{-1}(\gamma, \ldots) \subset \text{ev}_-(\gamma) \times B_{q_i}).
\]

---

3 We allow any choice of end point conditions $Q_0, Q_0$ depending on $q_1, q_1$. Note however that the charts have nontrivial intersection only for $(Q_0, Q_0) = (q_1, q_1)$, $(X \setminus U(q_1), X \setminus U(q_1))$, or $(U(q_1), X \setminus U(q_1))$.

4 The intersection is nontrivial for $(Q_{k+1}, Q_{k+1}) = (q_{k+1}, q_{k+1})$, $(X \setminus U(q_{k+1}), X \setminus U(q_{k+1}))$, or $(U(q_{k+1}), X \setminus U(q_{k+1}))$.

5 This definition of transition time is the crucial part of the blowup construction near trajectories with initial point $q_1$. The extension to negative transition times is technically useful for the proof.
• Analogously, for \( Q_{k+1} = \tilde{U}(q_k) \) and (\( k > 1 \) or \( Q_0 \neq \tilde{U}(q_1) \)), we encode the time \( T_k > 0 \) for which the trajectory is defined and contained in \( \Psi_{k,1}(U(q_k)) \), with \( e^{-T_k} = 0 \) corresponding to breaking at \( q_k \), resp. the time \( T_k \leq 0 \) for which it intersects the closure of \( \Psi_{[T_k, \infty]}(U(q_k)) \). Moreover we have

\[
\phi(q)(\gamma) = (\ldots, \text{pr}_{W_{q_k}^-}(\text{ev}_+(\gamma))) \quad \text{and} \quad \phi(q)^{-1}(\ldots, \gamma) \subset \text{ev}_+^{-1}(\tilde{\Phi}_{q_k}^+ \times \text{ev}_+(\gamma)).
\]

• In case \( k = 1 \) and \( Q_0 = \tilde{U}(q_1) = Q_2 \) we have

\[
\phi(q)(\gamma) = (\text{pr}_{W_{q_1}^+}(\text{ev}_-(\gamma)), e^{-T_1}, \text{pr}_{W_{q_1}^1}(\text{ev}_+(\gamma))),
\]

where the parameter \( e^{-T_1} \) encodes the length of the time interval on which the trajectory is defined. In particular, \( e^{-T_1} = 0 \) corresponds to the trajectory breaking at \( q_1 \), and \( e^{-T_1} = 1 \) corresponds to the trajectory having length \( T_1 = 0 \).

• For any nontrivial critical point sequence \( (q_1, \ldots, q_k) \in \text{Critseq}(f, U_\cdot, U_+) \) and fixed \( Q_{k+1} \subset U_+ \) the transition map \( \phi(X \setminus \tilde{U}(q_1), q_1, \ldots) \circ \phi(U(q_1), q_1, \ldots)^{-1} \) is a diffeomorphism between open subsets of \( M(U(q_1) \setminus \tilde{U}(q_1), q_1) \times [0, 2] \times \cdots M(q_k, Q_{k+1}) \) given by the identity on all but the second factor, and the family of linear reparametrizations \( E \mapsto E^{\frac{\text{ev}_+(\gamma)}{\Delta}} \) for \( \gamma \in M(U(q_1) \setminus \tilde{U}(q_1), q_1) \) in the normal coordinates \( \bar{U} \).

For fixed \( Q_0 \subset U_\cdot \) the transition map \( \phi(\ldots, q_k, X \setminus \tilde{U}(q_k)) \circ \phi(\ldots, q_k, \tilde{U}(q_k))^{-1} \) is analogously given by \( E \mapsto E^{\frac{\text{ev}_+(\gamma)}{\Delta}} \) for \( \gamma \in M(q_1, \tilde{U}(q_1) \setminus \tilde{U}(q_1)) \).

**Remark 2.8.** A direct consequence of concatenating the commuting triangles in Theorem 2.7 (iii) is the following more general compatibility. Let \( \underline{q} = (Q_0, q_1, \ldots, q_k, Q_{k+1}) \) and \( Q = (Q_0, \ldots, Q_{k+1}) \) be tuples of critical point sequences and end conditions such that \( Q \) is obtained from \( \underline{q} \) by changing the end conditions and inserting critical point sequences \( q_0^0 = (Q_0, q_0^0, \ldots, q_0^0, q_1), q_1^1 = (q_1, q_1^1, \ldots, q_1^1, q_2), \ldots, q_k^k = (q_k, q_k^k, \ldots, q_k^k, Q_{k+1}) \) with \( \ell^0 + \ell^1 + \ldots + \ell^k \geq 1 \). Then we have

\[
\phi(\underline{q})|_{V_i(\underline{q}) \cap V_i(Q)} = (\phi(q_i^0) \times \text{Id} \times \phi(q_i^1) \times \ldots \times \text{Id} \times \phi(q_i^k)) \circ \phi(q)|_{V_i(\underline{q}) \cap V_i(Q)}
\]

on \( \phi(q)|_{V_i(\underline{q}) \cap V_i(Q)} \subset V_i(q_i^0) \times [0, t) \times V_i(q_i^1) \times [0, t) \times V_i(q_i^k) \).

The proof of Theorems 2.5 and 2.7 is the main content of this paper in Section 5.

### 2.3. Associative gluing maps

Inversion of the compatible global charts gives rise to associative gluing maps. Here we restrict ourselves to the case of a Euclidean Morse-Smale pair \((f, g)\) and the standard Morse trajectories relevant to [CJS]. We note the generalization to Morse trajectories with finite ends and general Morse-Smale pairs in Remarks 2.11, 2.12.

**Corollary 2.9.** There is a uniform constant \( t > 0 \) such that for every \( p_-, p_+ \in \text{Crit}(f) \) and \( q = (q_1, \ldots, q_k) \in \text{Critseq}(f, p_-, p_+) \) there exists a homeomorphism onto its image (called gluing map)

\[
\rho(q) : \mathcal{M}(p_-, q_1) \times [0, t) \times \mathcal{M}(q_1, q_2) \times [0, t) \times \mathcal{M}(q_k, p_+) \rightarrow \mathcal{M}(p_-, p_+).
\]

that satisfy the following:

(i) Each \( \rho(q) \) restricts to a smooth map

\[
\mathcal{M}(p_-, q_1) \times (0, t) \times \mathcal{M}(q_1, q_2) \times (0, t) \times \mathcal{M}(q_k, p_+) \rightarrow \mathcal{M}(p_-, p_+).
\]
Each $\rho(q)$ restricts to the canonical map

$$
\mathcal{M}(p_-, q_1) \times \{0\} \times \mathcal{M}(q_1, q_2) \times \cdots \times \{0\} \times \mathcal{M}(q_k, p_+) \quad \longrightarrow \quad \overline{\mathcal{M}}(p_-, p_+)
$$

$$(\gamma_0, 0, \gamma_1, \ldots, 0, \gamma_k).$$

The gluing maps are associative in the following sense: Let $q, Q \in \text{Critseq}(f, p_-, p_+)$ be such that $Q = (\ldots, q_j, q'_j, q_{j+1}, \ldots)$ is obtained from $q$ by inserting another critical point sequence $q' = (q_j, q'_1, \ldots, q'_{j+1}, q_{j+2}) \in \text{Critseq}(f, q_j, q_{j+1})$. Then we have

$$\rho(Q) = \rho(q) \circ (\text{Id} \times \rho(q')) \circ \text{Id},$$

that is the following triangle commutes.

$$
\begin{array}{c}
\overline{\mathcal{M}}(p_-, q_1) \times \ldots [0, t] \times \overline{\mathcal{M}}(q_j, q'_1) \times \cdots \times \overline{\mathcal{M}}(q_{j+1}, p_+) \\
\downarrow \rho(Q) \\
\overline{\mathcal{M}}(p_-, q_1) \times \ldots [0, t] \times \overline{\mathcal{M}}(q_j, q_{j+1}) \times [0, t] \times \overline{\mathcal{M}}(q_k, p_+)
\end{array}
$$

**Remark 2.10.** A direct consequence of concatenating the commuting triangles in Corollary 2.9 (iv) is the following general associativity: For any critical point sequences $q = (q_1, \ldots, q_k)$ and $Q = q \cup \bigcup_{j=0}^{k} q_j$ as in Remark 2.9 we have

$$\rho(Q) = \rho(q) \circ (\rho(q^0) \times \text{Id} \times \rho(q^1) \times \cdots \times \text{Id} \times \rho(q^k)).$$

Moreover, the canonical form in Corollary 2.9 (iii) generalizes as follows: Let $L = \{\ell_1, \ldots, \ell_m\} \subset \{1, \ldots, k\}$ be an ordered subset. Then the restriction of $\rho(p)$ to the set where $L$ indexes the vanishing gluing parameters,

$$\{(\gamma_{\ell_1}, \tau_{\ell_1}, \gamma_{\ell_1}, \ldots, \tau_k, \gamma_k) \in \text{dom} \rho(p) \mid \tau_{\ell_1} = 0 \Rightarrow \ell \in L\},$$

takes values in the subset of trajectories breaking at exactly $p_{\ell_1}, \ldots, p_{\ell_m},$

$$\rho(p)\{(\tau_{\ell_1} = 0 \Rightarrow \ell \in L\} \subset \mathcal{M}(p_-, p_{\ell_1}) \times \mathcal{M}(p_{\ell_1}, p_{\ell_2}) \times \cdots \times \mathcal{M}(p_{\ell_m}, p_+).$$

This follows from the canonical form (iii) for $\rho(p_{\ell_1}, \ldots, p_{\ell_m})$, expressing $\rho(p)$ in the form of (iii) with $q = (p_{\ell_1}, \ldots, p_{\ell_m})$, and property (ii) for the factors $\rho(q^j)$.

**Remark 2.11.** The constructions for Corollary 2.9 also provide further gluing maps for the compactified moduli spaces of types $\overline{\mathcal{M}}(X, p_+)$, $\overline{\mathcal{M}}(p_-, X)$, and $\overline{\mathcal{M}}(X, X)$, which together with the gluing maps for the spaces of type $\overline{\mathcal{M}}(p_-, p_+)$ satisfy the general associativity relations. However, there are different gluing maps for the same critical points but different end conditions. These are related by a reparametrization in the first or last real valued parameter. For $\overline{\mathcal{M}}(X, p_+)$ the elementary gluing maps are

$$\overline{\mathcal{M}}(X \setminus U(q_1), q_1) \times [0, t] \times \cdots \times [0, t] \times \overline{\mathcal{M}}(q_k, p_+) \longrightarrow \overline{\mathcal{M}}(X \setminus U(q_1), p_+),$$

$$\{(x, E) \in \mathcal{M}(\tilde{U}(q_1), q_1) \times [0, 1 + t] \mid E| x | < t \Delta \} \times \cdots \times [0, t] \times \overline{\mathcal{M}}(q_k, p_+) \longrightarrow \overline{\mathcal{M}}(\tilde{U}(q_1), p_+).$$
For $\overline{M}(p_-, X)$ the elementary gluing maps are
\[
\overline{M}(p_-, q_1) \times [0, t) \times \ldots \times [0, t) \times \overline{M}(q_k, X \backslash U(q_k)) \rightarrow \overline{M}(p_-, X \backslash U(q_k)),
\]
\[
\overline{M}(p_-, q_1) \times [0, t) \times \ldots \times \{(E, y) \in [0, 1 + t) \times \overline{M}(q_k, \tilde{U}(q_k)) \mid E|y| < t\Delta\} \rightarrow \overline{M}(p_-, \tilde{U}(q_k)).
\]

For $\overline{M}(X, X)$ the elementary gluing maps are
\[
\overline{M}(X \backslash U(q_1), q_1) \times [0, t) \times \ldots \times [0, t) \times \overline{M}(q_k, X \backslash U(q_k)) \rightarrow \overline{M}(X \backslash U(q_1), X \backslash U(q_k)),
\]
\[
\{(x, E) \mid E|x| < t\Delta\} \times \overline{M}(q_2, q_3) \times [0, t) \ldots \times \overline{M}(q_{k-1}, q_k) \times \{(E, y) \mid E|y| < t\Delta\} \rightarrow \overline{M}(\tilde{U}(q_1), \tilde{U}(q_k)),
\]
\[
\overline{M}(\tilde{U}(q_1), q_1) \times [0, 1] \times \overline{M}(q_1, \tilde{U}(q_1)) \supset \{(E|x||y| < t\Delta^2, E|x|, E|y| < (1 + t)\Delta\} \rightarrow \overline{M}(\tilde{U}(q_1), \tilde{U}(q_1)).
\]

Here we use the evaluations $\text{ev}_- : \overline{M}(\tilde{U}(q), q) \rightarrow \tilde{U}(q)$ and $\text{ev}_+ : \overline{M}(q, \tilde{U}(q)) \rightarrow \tilde{U}(q)$ to pull back the Euclidean metric on $\tilde{U}(q)$ to the stable and unstable manifold near $q$.

**Remark 2.12.** The previous constructions can be pulled back by topological conjugacy to the Morse trajectory space for any general Morse-Smale pair. More precisely, the homeomorphism $h : X \rightarrow X$ intertwining a Morse-Smale flow $\Psi$ with the flow $\Psi^0$ of a Euclidean Morse-Smale pair induces homeomorphisms $h^* : \overline{M}_\Psi(U, U_+) \rightarrow \overline{M}_{\Psi^0}(U, U_+)$ between the corresponding Morse trajectory spaces, see [49]. Conjugation of the gluing maps $\rho$ for $\Psi^0$ with $h^*$ in each component then yields gluing maps for the trajectory spaces $\overline{M}_\Psi(U, U_+)$ which satisfy the standard form (ii) and associativity (iii), but may not be smooth in the interior. So the associated global charts for general Morse-Smale pairs may not be compatible with the smooth structure on the unbroken Morse trajectory spaces induced by evaluations.

**Proof of Corollary 2.7**. Recall that each global chart $\phi(q)$ has image
\[
\text{im} \phi(q) = \mathcal{M}(p_-, q_1) \times [0, t) \times \mathcal{M}(q_1, q_2) \ldots \times [0, t) \times \mathcal{M}(q_k, p_+),
\]
which covers the interior (and some boundary strata) of the domain
\[
\text{dom} \rho(q) = \overline{\mathcal{M}(p_-, q_1)} \times [0, t) \times \overline{\mathcal{M}(q_1, q_2)} \ldots \times [0, t) \times \overline{\mathcal{M}(q_k, p_+)}.
\]

So we can define $\rho(q)|_{\text{im} \phi(q)} := \phi(q)^{-1}$ for all critical point sequences and pairs $p_-, p_+$ of critical points, and deduce (i) and (ii) from Theorem 2.6 (i) and (ii). On the further boundary strata of their domains, the gluing maps will be determined by the associativity (iii) and canonical form (ii). For example, the trivial critical point sequence $q = \emptyset \in \text{Critseq}(f, p_-, p_+)$ yields $\text{im} \phi(p_-, p_+) = \mathcal{M}(p_-, p_+)$ and we defined $\rho(p_-, p_+)|_{\mathcal{M}(p_-, p_+)} := \text{Id}_{\mathcal{M}(p_-, p_+)}$. This evidently satisfies (i) and (ii) and has a unique continuous extension to the homeomorphism $\rho(p_-, p_+) := \text{Id}_{\overline{\mathcal{M}(p_-, p_+)}}$. For general $q \in \text{Critseq}(f, p_-, p_+)$ we also wish to define $\rho(q)$ as continuous extension of $\phi(q)^{-1}$. For that purpose we express the domain as disjoint union
\[
\text{dom} \rho(q) = \bigsqcup_{k=0}^m \ldots \ldots \mathcal{V}_l(q^0)_{k_0} \times [0, t) \times \mathcal{V}_l(q^1)_{k_1} \ldots \times [0, t) \times \mathcal{V}_l(q^k)_{k_k}
\]
over all $k + 1$-tuples of critical point sequences $q^l = (q^l_1, \ldots, q^l_k) \in \text{Critseq}(f, q_j, q_{j+1})$: allowing trivial sequences and using the notation $q_0 = p_-, q_{k+1} = p_+$. Here each factor
\[
\mathcal{V}_l(q^l)_{k_l} = \mathcal{M}(q_j, q^l_1) \times \mathcal{M}(q^l_1, q^l_2) \ldots \times \mathcal{M}(q^l_k, q_{j+1}) \subset \overline{\mathcal{M}(q_j, q_{j+1})}
\]
is the maximally broken stratum of $\mathcal{V}_l(q^l) \subset \overline{\mathcal{M}(q_j, q_{j+1})}$. For trivial tuples $q^0 = \ldots = q^k = \emptyset$ we have $\mathcal{V}_l(q^l) = \mathcal{M}(q_j, q_{j+1})$ and already defined $\rho(q)|_{\mathcal{V}_l(q^l)_{k_0} \times [0, t) \times \ldots \times \mathcal{V}_l(q^k)_{k_k}} = \phi(q)^{-1}$. If some of the $q^l$ are nontrivial then the corresponding component of the domain $\text{dom} \rho(q)$
has a neighbourhood $\mathcal{V}_i(\bar{q}^0) \times [0, t) \ldots \times \mathcal{V}_i(\bar{q}^k)$. On its interior $\mathcal{V}_i(\bar{q}^0) \times [0, t) \ldots \times \mathcal{V}_i(\bar{q}^k)_0$ the compatibility of global charts for $Q := \mathcal{V} \cup \bigcup_{i=0}^{k} \mathcal{V}_i$ gives
\[ \phi(\bar{q})^{-1} = \phi(Q)^{-1} \circ (\phi(q^0) \times \text{Id} \times \phi(q^1) \ldots \times \text{Id} \times \phi(q^k)). \]

Here the right hand side extends continuously to the maximally broken stratum $\mathcal{V}_i(\bar{q}^0)_0 \times [0, t) \ldots \times \mathcal{V}_i(\bar{q}^k)_0$, so shows that $\rho(q) = \phi(q)^{-1}$ continuously extends to this component. Taking the inverse of this identity also shows that $\rho(q)^{-1} = \phi(q)$ extends continuously. This defines $\rho(q)$ as continuous map on its entire domain. Its inverse is continuous since we checked continuous extension of $\rho(q)^{-1}$ to each of the disjoint components, and their images do not overlap since the image of the component corresponding to tuples $\bar{q}^0, \ldots, \bar{q}^k$ consists exactly of those trajectories that break at all of these critical points and a subset of $q$.

Finally, with this definition of the gluing maps, the above identity becomes
\[ \rho(q)|_{\mathcal{V}_i(\bar{q}^0) \times [0, t) \ldots \times \mathcal{V}_i(\bar{q}^k)} = \rho(Q) \circ (\rho(q^0) \times \text{Id} \times \rho(q^1) \ldots \times \text{Id} \times \rho(q^k))^{-1}. \]

The domain of this identity is dense in the image of $\rho(q^0) \times \text{Id} \times \rho(q^1) \ldots \times \text{Id} \times \rho(q^k)$, hence precomposition and continuous extension prove the general associativity (6).

\[ \Box \]

3. Geometry and topology of Morse trajectory spaces

This section reviews various geometric and topological constructions on Morse trajectory spaces. In particular, we introduce evaluations and reparametrizations of Morse trajectories, compare different metrics on the Morse trajectory spaces, prove the topological content of Theorem 2.3, and show how the manifold with corner structure is induced by the global charts in Theorem 2.7 and topological conjugacy. We fix a Morse-Smale pair $(f, g)$ and begin by introducing some restricted spaces of Morse trajectories.

**Definition 3.1.** Let $\mathcal{U}_\pm \subset X$ be open sets or single critical points, and let $V_1, \ldots, V_k, W \subset X$ be open subsets. We denote the set of trajectories intersecting all $V_i$ by
\[ \overline{\mathcal{M}}(\mathcal{U}_-, \mathcal{U}_+; V_1, \ldots, V_k) := \{ \gamma \in \overline{\mathcal{M}}(\mathcal{U}_-, \mathcal{U}_+) \mid \text{im} \gamma \cap V_i \neq \emptyset \forall i = 1, \ldots, k \}, \]
and we denote the set of trajectories additionally contained in $W$ by
\[ \overline{\mathcal{M}}(\mathcal{U}_-, \mathcal{U}_+; V_1, \ldots, V_k; W) := \{ \gamma \in \overline{\mathcal{M}}(\mathcal{U}_-, \mathcal{U}_+; V_1, \ldots, V_k) \mid \text{im} \gamma \subset W \}. \]

The openness of these subsets follows from the definition of Hausdorff distance.

**Lemma 3.2.** The subsets $\overline{\mathcal{M}}(\mathcal{U}_-, \mathcal{U}_+; V_1, \ldots, V_k; W) \subset \overline{\mathcal{M}}(\mathcal{U}_-, \mathcal{U}_+)$ are open.

Next, we define the evaluation at regular level sets and other local slices to the flow. Let $H \subset X$ be a submanifold of codimension 1 whose closure is transverse to $\nabla f$ (i.e. $\nabla f$ is nowhere tangent to $H$), and such that $\Psi_{\mathbb{R}_+}(H) \cap H = \emptyset$, where $\mathbb{R}_+ = (0, \infty)$. Then $\Psi_{\mathbb{R}_+}(H) \subset X$ and $\Psi_{\mathbb{R}_-}(H) \subset X$ are open sets and we can define the evaluation map
\[ ev_H : \overline{\mathcal{M}}(\mathcal{U}_-, \mathcal{U}_+; \Psi_{\mathbb{R}_-}(H), \Psi_{\mathbb{R}_+}(H)) \to H, \quad \gamma \mapsto \text{im} \gamma \cap H. \]
for all trajectories that intersect $H$ but don’t end there. Furthermore, we recall the evaluation maps at endpoints from (2),
\[ (8) \quad \text{ev}_- : \overline{\mathcal{M}}(X, p_+) \to X, \quad \text{ev}_+ : \overline{\mathcal{M}}(p_-, X) \to X, \quad \text{ev}_- \times \text{ev}_+ : \overline{\mathcal{M}}(X, X) \to X \times X \]
given by $\text{ev}_-([\gamma_0, \ldots, \gamma_k]) = \gamma_0(0)$ for any $k \in \mathbb{N}_0$, by $\text{ev}_+(\gamma_0, \ldots, \gamma_k) = \gamma_k(0)$ for $k \geq 1$, and by $\text{ev}_-([0, L] \to X) = \gamma_0(L)$ for $k = 0$. We will show below that these are continuous, and hence the Morse trajectory spaces $\overline{\mathcal{M}}(\mathcal{U}_-, p_+) = \text{ev}_-^{-1}(\mathcal{U}_-), \overline{\mathcal{M}}(p_-, \mathcal{U}_+) = \text{ev}_+^{-1}(\mathcal{U}_+)$,
and $\overline{\mathcal{M}}(U_-, U_+) = ev^{-1}(U_-) \cap ev^{-1}(U_+)$ for open sets $U_\pm \subset X$ are open subsets of the Morse trajectory spaces for $U_\pm = X$.

**Lemma 3.3.** The evaluation maps $\overline{\mathcal{M}}$ and $\overline{\mathcal{F}}$ are continuous with respect to the Hausdorff distance. When restricted to the subsets of unbroken trajectories $\mathcal{M}(p_-, p_+)$, $\mathcal{M}(X, X)$, resp. $\mathcal{M}(X, X)$, the evaluation maps are smooth. In fact, $ev_H : M(p_-, p_+) \supset \text{dom}(ev_H) \rightarrow H$, $ev_- : \mathcal{M}(X, p_+) \rightarrow X$, $ev_+ : \mathcal{M}(p_-, X) \rightarrow X$, and $ev_- \times ev_+ : \mathcal{M}(X, X)^* \rightarrow X \times X$ are embeddings, where $\mathcal{M}(X, X)^*$ denotes the nonconstant trajectories.

**Proof.** We show continuity in $\overline{\mathcal{M}}$ representatively for $ev_+ : \overline{\mathcal{M}}(X, X) \rightarrow X$ at a fixed $\gamma \in \overline{\mathcal{M}}(X, X)$ with $ev_+ (\gamma) = e$. Note that we drop the length term from the metric $d_{\overline{\mathcal{M}}}$ and work with the weaker Hausdorff pseudometric $d_H \leq d_{\overline{\mathcal{M}}}$. Consider $\gamma_i \in \overline{\mathcal{M}}(X, X)$ with $d_H(\gamma_i, \gamma) \rightarrow 0$ and $ev_+ (\gamma_i) : = e_i \in X$. By assumption we have $d_X(e_i, im(\gamma_i)) \rightarrow 0$, so there exist $g_i \in im(\gamma)$ such that $d_X(e_i, g_i) \rightarrow 0$. By uniform continuity of $f$ (on the compact $X$) that also implies $|f(e_i) - f(g_i)| \rightarrow 0$. On the other hand, we claim that $F_i := f(e_i) \rightarrow F := f(e)$. Indeed, for those $i \in \mathbb{N}$ with $F_i < F$ we have

$$d_X (f^{-1}(F_i), f^{-1}(F)) \leq d_X (e_i, im(\gamma)) \rightarrow 0$$

since $f(im(\gamma)) \subset [F, \infty)$; and similarly for those $i \in \mathbb{N}$ with $F_i > F$ we have

$$d_X (f^{-1}(F_i), f^{-1}(F)) \leq d_X (e_i, im(\gamma)) \rightarrow 0.$$  

Since the level sets and superlevel sets of $f$ are compact, this implies $F_i \rightarrow F$. Putting things together we have $g_i \in im(\gamma)$ with $f(g_i) \rightarrow f(e)$, which implies $g_i \rightarrow e$ since $f$ decreases monotonely along the concatenation of flow lines in $\gamma_i$. The previously established $d_X(e_i, g_i) \rightarrow 0$ now implies $e_i \rightarrow e$, which proves continuity.

The spaces of unbroken trajectories $\mathcal{M}(X, p_+)$ resp. $\mathcal{M}(p_-, X)$ inherit their smooth structure from the evaluation maps $ev_-$ resp. $ev_+$, making the restrictions $ev_- \mid \mathcal{M}(X, p_+)$, $ev_+ \mid \mathcal{M}(p_-, X)$ embeddings by definition. The space of unbroken trajectories $\mathcal{M}(X, X)$ inherits its smooth structure from the evaluation map $ev_-$ together with the length,

$$\mathcal{M}(X, X) = \{ \gamma : [0, L] \rightarrow X \mid L \in [0, \infty), \dot{\gamma} = -\nabla f(\gamma) \} \rightarrow [0, \infty) \times X, \quad \gamma \mapsto (L, \gamma(0))\}.$$

That is, this map is an embedding by definition. In particular, $ev_- \mid \mathcal{M}(X, X)$ is smooth. The second evaluation $ev_+ \mid \mathcal{M}(X, X)$ is smooth since in the above global chart of $\mathcal{M}(X, X)$ it corresponds to the smooth Morse flow $[0, \infty) \times X \rightarrow X$, $(L, x_0) \mapsto \Psi_L(x_0)$. The product $(ev_+ \times ev_-) \mid \mathcal{M}(X, X)$ is the composition of the above embedding with the map $[0, \infty) \times X \rightarrow X \times X$, $(L, x_0) \mapsto (x_0, \Psi_L(x_0))$, which is an embedding on the complement of $[0, \infty) \times \text{Crit}(f)$, corresponding to the constant trajectories in $\mathcal{M}(X, X)$.

The proof of continuity in $\overline{\mathcal{F}}$ is somewhat more technical. We fix a generalized trajectory $\gamma = (\gamma_0, \ldots, \gamma_k)$ and note that due to the transversality of $H$ and $\nabla f$, the intersection point $\text{im} \gamma \cap H = ev_H(\gamma) := x_0$ cannot be a critical point of $f$. Moreover, the gradient flow provides a diffeomorphism

$$(-\delta, \delta) \times H \rightarrow : N_\delta \subset X, \quad (s, x) \mapsto \Psi_s(x)$$

such that any generalized trajectory $\gamma' \in \overline{\mathcal{M}}(U_-, U_+ ; \Psi_{\mathbb{R}_-}(H), \Psi_{\mathbb{R}_+}(H))$ has the intersection $\text{im} \gamma' \cap N_\delta \approx I \times \{y\}$ for $y = ev_H(\gamma') \in H$ and an interval $I \subset (-\delta, \delta)$ containing 0. Moreover, $N_\delta$ will contain a neighbourhood $B_\Delta(x_0) \subset X$ of radius $\Delta > 0$.

Now if $\gamma'$ has Hausdorff distance $d_H(\gamma', \gamma) \leq \varepsilon$, then it has to pass by $x_0$ within distance $d_X(\text{im} \gamma', x_0) \leq \varepsilon$. Since $\text{im} \gamma' \setminus N_\delta$ is contained in the complement of the ball $B_\Delta(x_0)$ we can ensure by choosing $\varepsilon < \Delta$ that $d_X(\text{im} \gamma' \cap N_\delta, x_0) \leq d_{\text{Hausdorff}}(\gamma', \gamma)$. In the following
we will use the product metric $d_{\mathbb{R}\times H}$ on $N_{\delta}$, which on $B_\Delta(x_0)$ is equivalent to $d_X$ with a constant $C$. Then we obtain continuity

$$d_X(y,x_0) \leq d_{\mathbb{R}\times H}(\text{im} \gamma', N_{\delta}, x_0) \leq C d_X(\text{im} \gamma' \cap N_{\delta}, x_0) \leq C d_{\text{Hausdorff}}(\gamma', \gamma).$$

Finally, we need to check the smoothness of the evaluation map $ev_H$ on unbroken trajectories. When one or both of $U_\pm \subset X$ are open sets, then this domain $\mathcal{M}(U_+, U_+; \Psi_{\mathbb{R}_+}(H), \Psi_{\mathbb{R}_+}(H))_0$ is simply an unbroken trajectory space. Let us denote the restricted open subsets in these cases by $U_\pm^H := U_\pm \cap \Psi_{\mathbb{R}_\pm}(H)$, then the evaluation map is given as follows:

$$ev_H : \mathcal{M}(U_+, p_+) \simeq U_+^H \cap W_{p_+}^+ \to H, \quad x \mapsto \Psi_T(x);$$

$$ev_H : \mathcal{M}(p_-, U_-) \simeq U_-^H \cap W_{p_-}^- \to H, \quad x \mapsto \Psi_T(x);$$

$$ev_H : \mathcal{M}(U_+, U_-^H) \simeq ([0, \infty) \times U_-^H) \cap \Psi^{-1}(U_-^H) \to H, \quad (L, x) \mapsto \Psi_T(x);$$

where in each case $T \in \mathbb{R}$ is the solution of $\Psi(T,x) \in H$. This is a transverse equation since $\nabla f$ is transverse to $H$, hence $T \in \mathbb{R}$ depends smoothly on the parameter $x$, and this proves smoothness of the evaluation map $ev_H(L,x) = \Psi(T,x)$ in these cases (dropping $L$ in the first two cases). In case $U_\pm = p_\pm$ the domain of unbroken trajectories inherits its smooth structure from the identification

$$\mathcal{M}(p_-, p_+; \Psi_{\mathbb{R}_-}(H), \Psi_{\mathbb{R}_+}(H))_0 \simeq W_{p_-}^- \cap W_{p_+}^+ \cap f^{-1}(c) \cap \Psi_{\mathbb{R}}(H)$$

for any regular value $c \in (f(p_+), f(p_-))$. Now the evaluation map $ev_H(x) = \Psi(T,x)$ is smooth since it is again given by solving $\Psi(T,x) \in H$ for $T \in \mathbb{R}$, depending on the parameter $x$ in an open subset of $W_{p_-}^- \cap W_{p_+}^+ \cap f^{-1}(c)$. The same argument proves smoothness of the inverse and hence the embedding property. □

With the notion of evaluation maps in place, we can compare the Hausdorff distance to other natural distance functions on the Morse trajectory spaces.

**Remark 3.4.**

(i) On $\mathcal{M}(p_-, p_+)$, $\mathcal{M}(X, p_+)$, and $\mathcal{M}(p_-, X)$ the Hausdorff distance $d_{\mathcal{M}}$ is not equivalent to the distance on $W_{p_-}^- \cap W_{p_+}^+ \cap f^{-1}(c)$ resp. $W_{p_-}^+$ resp. $W_{p_+}^-$. (A counterexample for $\mathcal{M}(S^1, p_+)$ is a Morse function with one maximum and one minimum at $p_+$.) Then consider Morse trajectories starting near the maximum. These initial points can be arbitrarily close, but if they lie on different sides of the maximum then the associated Morse trajectories have large Hausdorff distance. However, it still induces the same topology. (This follows from the continuity of the flow in one direction and from the continuity of the evaluation maps in the other.)

(ii) On $\mathcal{M}(X, X)$ the distance $d_{\mathcal{M}}(\gamma : [0, L] \to X, \gamma' : [0, L'] \to X)$ is not equivalent to the distance $d_X(\gamma(0), \gamma'(0)) + |L - L'|$ on $[0, \infty) \times X$, but they still generate the same topology. (This follows from the continuity of the flow and evaluation maps as well as the length conversion $L \mapsto \frac{1}{1+L}$.)

**Lemma 3.5.** For $(f,g)$ Euclidean Morse-Smale, a continuous reparametrization map

$$\overline{\mathcal{M}}(U_-, U_+) \to C^0([0,1], X), \quad \gamma \mapsto \Gamma_{\overline{\gamma}}$$

is defined by parametrizing the image $\text{im} \gamma$ with a continuous map $\Gamma_{\overline{\gamma}} : [0,1] \to \text{im} \gamma \subset X$ given by requiring linear growth of the function value

$$f(\Gamma_{\overline{\gamma}}(s)) = (1-s) \cdot f(\text{ev}_-(\gamma)) + s \cdot f(\text{ev}_+(\gamma)).$$

---

6 The independence of the smooth structure from the choice of $c$ is one case of this smoothness statement with $H = f^{-1}(c')$ for another choice of regular value $c'$. 
On the complement of the trajectories of zero length, this is in fact a homeomorphism to its image since \( d_{\text{Hausdorff}}(\im \gamma, \im \gamma') \leq d_{C^0}(\Gamma, \Gamma') \).

**Proof.** The reparametrization map is well defined since the image of any generalized Morse trajectory is a connected finite union of critical points and embedded submanifolds along which \( f \) strictly decreases. Continuity of the inverse of this map follows from the inequality \( d_{\text{Hausdorff}}(\im \Gamma, \im \Gamma') \leq d_{C^0}(\Gamma, \Gamma') \) for any pair of maps \( \Gamma, \Gamma' : [0, 1] \to X \). Conversely, we claim that \( \Gamma_\gamma(s_0) \to \Gamma_\gamma(s_0) \) for any fixed \( s_0 \in [0, 1] \) as \( \gamma' \to \gamma \) in the Hausdorff metric.

(3 This suffices to prove convergence of the \( C^0 \)-distance due to the continuity of the paths \( \Gamma \) and the compactness of their domain.)

If \( \Gamma_\gamma(s_0) \not\in \text{Crit}(f) \) then we can pick a coordinate chart diffeomorphic to a product \( B_1 \times (0, 0) \) on which \( f \) and the metric are in fact equivalent, as can be seen from adding linear estimates in the domain. Then for any \( \gamma' \) sufficiently close to \( \gamma \), Hausdorff convergence implies convergence of the function value \( f(\gamma') \to f(\gamma) \). Indeed, a trajectory passing the function value \( f(\Gamma_\gamma(s_0)) \) outside of the coordinate chart will never intersect the chart in backward or forward time, so cannot be closer to \( \gamma \) than \( \Delta \) in the Hausdorff distance. With that we have \( f(\Gamma_\gamma(s_0)) = f(\Gamma_{\gamma'}(s_0)) \to f(\Gamma_{\gamma'}(s_0)) \) and hence the distance between \( \gamma' \) and \( \gamma \) is bounded below by \( \min \{ |x'|, |y'| \} \). On the other hand, this distance is bounded above by the Hausdorff distance. So its convergence to zero implies that \( \gamma_\gamma(s_0) \to \gamma(s_0) \to \gamma_\gamma(s_0) \).

Finally, we prove the topological content of Theorem 2.3 and deduce the smooth structure from Theorem 2.7 and the continuity of the evaluation maps in the coordinate chart.

**Remark 3.6.** Let \( \Psi_\gamma \) be the negative gradient flow of a Morse-Smale pair. Then there exists a homeomorphism \( h : X \to X \) such that \( h \circ \Psi_\gamma = \Psi_\gamma \circ h \), where \( \Psi_\gamma \) is the flow of a Euclidean Morse-Smale pair. Let us give a few more details on the proof outlined in [F].

Near each critical point we can choose coordinates \( X \supset U \approx B_\Delta \subset \mathbb{R}^n \) in which the Hessian \( \nabla^2 f(p) \approx \text{diag}(\lambda_1, \ldots, \lambda_n) \) is diagonalized and \( p \approx 0 \). Let \( Y_{\text{lin}}(x) := \sum \lambda_\xi \partial_\xi \) denote the linearized vector field, and let \( \phi \in C^\infty([0, \Delta], [0, 1]) \) be a compactly supported cutoff function with \( \phi|_{[\Delta, \infty)} = 1 \). Then \( Y_\gamma(x) := (1 - \phi(r^{-1}|x|)) \nabla f(x) + \phi(r^{-1}|x|) Y_{\text{lin}}(x) \)

\(^7\)The Hausdorff and \( C^0 \) metric are in fact equivalent, as can be seen from adding linear estimates in the following proof.
defines vector fields on $X$ that $C^1$-converge to $\nabla f$ with $r \to 0$. So by structural stability \cite{P} for some $r > 0$ the flows of $\nabla f$ and $Y_r$ are topologically conjugate, with $Y_r$ still satisfying the Smale condition (transversality of stable and unstable manifolds).

Next we construct a further homeomorphism $h : X \to X$ supported in the balls $B_{\frac{1}{2}r}$ near each critical point. In the local coordinates we have $\lambda_i \neq 0$ by non degeneracy, so $x \mapsto (\frac{1}{2}r)^{1-|\lambda_i|^{-1}} \text{sign}(x)|x|^{|\lambda_i|^{-1}}$ defines a homeomorphism of $[-\frac{1}{2}r, \frac{1}{2}r]$, which we can extend smoothly to $[-\Delta, \Delta]$ such that $h_i(x) = x$ near $|x| = \Delta$. Then $h : (x_i) \mapsto (h_i(x_i))$ extends to a homeomorphism of $X$ that is smooth on the complement of the critical points and pulls back $Y_r$ to a vector field $h^*Y_r$ that has the standard form $\sum \text{sign}(\lambda_i)x_i\partial_{x_i}$ on a neighbourhood of each critical point, and hence smoothly extends by $h^*Y_r|_{\text{Crit}(f)} := 0$. Moreover, this homeomorphism is the identity on the complement of neighbourhoods of the critical points, and within these neighbourhoods leaves the stable and unstable manifolds of the critical point invariant. Thus the stable and unstable manifolds of $h^*Y_r$ agree with those of $Y_r$ on the complement of the neighbourhoods of critical points, which suffices to guarantee the Smale condition. (Transversality between given unstable and stable manifolds can be checked at a single regular level set, since it is preserved by the flow.) Moreover, in the coordinates near each critical point, $h^*Y_r$ is the negative gradient of a standard Morse function $\frac{1}{2} \sum \text{sign}(\lambda_i)x_i^2$ with respect to the Euclidean metric. Now by the classification of gradient dynamical systems \cite{Sm}, there is a Morse function $f^0 : X \to \mathbb{R}$ which coincides with the given functions near critical points up to a constant, and for which $h^*Y_r$ is negative gradient-like, i.e. $df^0(h^*Y_r) < 0$ at noncritical points. Finally, one finds a metric such that $h^*Y_r = -\nabla f^0$ and that equals the Euclidean metric near each critical point. Indeed, starting with any metric $\tilde{g}$ equal to the Euclidean near critical points, we have $h^*Y_r = -\nabla f^0$ near the critical points and $\tilde{g}(h^*Y_r, -\nabla f^0) < 0$ elsewhere. Then it remains to smoothly adjust $\tilde{g}$ on $\text{span}(h^*Y_r, -\nabla f^0)$, which is an exercise in linear algebra.

Proof of Theorem 2.3. The metric axioms are easily checked; in particular we discussed definiteness in Remark 2.1. It follows that the space $(\overline{M}(U_-, U_+), d_{\overline{M}})$ is Hausdorff. To check separability just note that the space is a finite union of the sets $\overline{M}(U_-, U_+)_k$, which themselves are unions of products of finite dimensional submanifolds of $X$. Note here that due to $f$ being Morse on a compact manifold, there are only finitely many critical point sequences, i.e. tuples $q_1 \ldots q_k \in \text{Crit}(f)$ such that $f(q_1) > f(q_2) \ldots > f(q_k)$. Since we are dealing with a metric space, separability also implies second countability.

Sequential compactness for $\overline{M}(p_-, p_+)$ is proven by \cite{BH} Prp.3 together with Lemma 3.9. For sequences $(\gamma^n)_{n \in \mathbb{N}}$ in $\overline{M}(X, p_+), \overline{M}(p_+, X)$, or $\overline{M}(X, X)$ we use analogous arguments as follows. Lemma 3.9 provides continuous parametrizations $\Gamma^n : [0, 1] \to X$ of $\gamma^n$ with bounded derivative $\frac{d}{ds} \Gamma^n(s) \leq C_\varepsilon$ on the complement of neighbourhoods of the critical points, $\Gamma^n(s) \in X \setminus \{x \in X \mid |\nabla f(x)| < \varepsilon\}$. As in \cite{BH} this proves equicontinuity of the $\Gamma^n$, hence the Arzelà-Ascoli theorem provides a $C^0$-convergent subsequence of $\Gamma^n$. By Lemma 3.9 this implies Hausdorff-convergence of the corresponding subsequence of $(\gamma^n)$. On $\overline{M}(X, X)$ convergence of the rescaled length in $[0, 1]$ follows by taking another subsequence.

For Euclidean Morse-Smale pairs, the manifold with corner structure is provided by the global charts in Theorem 2.7 and the canonical manifold structure for each space of unbroken flow lines, given in Section 2.1. The open subsets $V_i(q)$ cover $\overline{M}(U_-, U_+)$ since any generalized trajectory either does not break (hence lies at least in the subset for $q = 0$) or breaks at a finite number of critical points $q_1, \ldots, q_k$ and hence lies in $V_i(q)$ for some choice of end conditions $Q_0, Q_{k+1}$ as in $\cite{M}$. The smooth structure on this atlas is given by the natural smooth structure on, firstly, the unbroken trajectories $\overline{M}(U_-, U_+) \subset \overline{M}(U_-, U_+)$. 
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Secondly, the images of the global charts are open subsets of
\[ \mathcal{M}(X, q_1) \times [0, 2) \times \mathcal{M}(q_1, q_2) \times \cdots \times [0, 2) \times \mathcal{M}(q_k, X), \]
or in the special case \( k = 1 \) and \( Q_0 = Q_2 = \tilde{U}(q_1) \) of
\[ \mathcal{M}(\tilde{U}(q_1), q_1) \times [0, 1] \times \mathcal{M}(q_1, \tilde{U}(q_1)), \]
all of which have the natural structure of a manifold with boundary and corners. Using these charts, the \( k \)-stratum \( \overline{\mathcal{M}}(\mathcal{U}_-, \mathcal{U}_+) \) naturally is the subset of \((k-1)\)-fold broken trajectories, except that \( \overline{\mathcal{M}}(X, X)_1 \) has as additional boundary stratum the trajectories of length 0. The latter appear in the chart \( \mathcal{V}_i(X, X) = \mathcal{M}(X, X) \simeq [0, \infty) \times X \), where \( \text{ev}_- : \partial \mathcal{V}_i(X, X) \cong \{0\} \times X \to X \) identifies the boundary component, and in the chart \( \mathcal{V}(\tilde{U}(q), \tilde{U}(q)) \), where \( \text{ev}_- \) identifies the boundary component \( \phi(q)^{-1}(\mathcal{M}(\tilde{U}(q), q) \times \{1\} \times \mathcal{M}(q, \tilde{U}(q))) \) with \( \tilde{U}(q) \subset X \).

The transition maps between different charts with different critical point sequences can be read off from Remark 2.8. If \( q \) and \( Q \) are related by inserting critical points into \( q \) and potentially changing the end conditions, then the transition map for \( \mathcal{V}_i(q) \cap \mathcal{V}_i(Q) \)
\[ \phi(Q)|_{\mathcal{V}_i(q) \cap \mathcal{V}_i(Q)} \circ \phi(q)^{-1} = \phi(q_0) \times Id \times \phi(q_1) \times \cdots \times Id \times \phi(q_k), \]
a product of chart maps on \( \mathcal{V}_i(q_0^0) \times [0, t) \times \mathcal{V}_i(q_1^0) \times [0, t) \times \mathcal{V}_i(q_k^0), \)
where they are diffeomorphisms by . Generally, if \( q' \) and \( q'' \) contain different critical points and \( \mathcal{V}_i(q') \cap \mathcal{V}_i(q'') \neq \emptyset \), then \( Q := q' \cup q'' \) (with the induced end conditions) also is a critical point sequence (since \( \mathcal{V}_i(Q) \) contains this nonempty intersection). More precisely, \( \mathcal{V}_i(q') \cap \mathcal{V}_i(q'') \subset \mathcal{V}_i(Q) \) is a subset of those trajectories that break at most at the critical points \( q' \cap q'' \), hence is contained in both \( \mathcal{V}_i(q') \cap \mathcal{V}_i(Q) \) and \( \mathcal{V}_i(q'') \cap \mathcal{V}_i(Q) \). Now the transition map is a composition of the corresponding two transition maps of the previous type, and hence is smooth.

The compatibility above also applies to the case of \( Q = (Q_0, Q_1) \) being the trivial critical point sequence with any end conditions, when \( \phi(q) = \overline{\text{rel}} \mathcal{M}(Q_0, Q_1) \). It remains to consider the transition map on an overlap of domains \( \mathcal{V}_i(Q_0, q_1, \ldots, q_k, Q_{k+1}) \cap \mathcal{V}_i(Q_0', q_1, \ldots, q_k, Q_{k+1}') \) for the same critical points but different end conditions. It is smooth since by Theorem 2.7 (iv) it is the reparametrization in the last or first real valued parameter.

The proof of smoothness for the evaluation maps for Euclidean Morse-Smale pairs is given in Remark 5.3 as part of the proof of Theorem 2.7. For a general Morse-Smale pair, the topological conjugation of Remark 5.6 induces homeomorphisms between the Morse trajectory spaces
\[ h^* : \overline{\mathcal{M}}_{\phi}(\mathcal{U}_-, \mathcal{U}_+) \rightarrow \overline{\mathcal{M}}_{\phi}(\mathcal{U}_-, \mathcal{U}_+), \quad ([\gamma_i])_{i=0,...,k} \mapsto ([h \circ \gamma_i])_{i=0,...,k}. \]
Indeed, this is a well defined map under reparametrizations; it preserves the length (in time) of trajectories in \( \mathcal{M}(X, X) \), and transforms the images by a homeomorphism \( \text{im}(h \circ \gamma_i) = h(\text{im}\gamma_i) \). Hence both \( h^* \) and its inverse, given by composition with \( h^{-1} \), are continuous in the Hausdorff metric. Now the smooth structure on \( \overline{\mathcal{M}}_{\phi}(\mathcal{U}_-, \mathcal{U}_+) \) constructed above can be pulled back with \( h^* \) to equip \( \overline{\mathcal{M}}_{\phi}(\mathcal{U}_-, \mathcal{U}_+) \) with a smooth structure whose corner strata are given by broken trajectories as claimed, since \( h^* \) preserves the breaking points.

4. Restrictions to local and connecting trajectory spaces

This section constructs natural charts with boundary for the local trajectory spaces near the critical points of a Euclidean Morse-Smale pair. These charts, together with the smooth flow map, will induce the smooth structure on the general Morse trajectory spaces. For that purpose we construct restriction maps from general Morse trajectory spaces to the local
trajectory spaces as well as to connecting trajectory spaces of unbroken flow lines between the boundaries of neighbourhoods of different critical points.

4.1. **Trajectories near critical points.** Let \((f,g)\) be a Euclidean Morse-Smale pair as in Definition 4.1. Then for some \(\Delta > 0\) and any \(p \in \text{Crit}(f)\) we have normal coordinates

\[
\mathbb{R}^{n-|p|} \times \mathbb{R}^{|p|} \supset B_{2\Delta}^{n-|p|} \times B_{2\Delta}^{|p|} \xrightarrow{\phi_p} \tilde{U}(p) \subset X
\]
on the product of open balls such that \(\phi_p(0,0) = p\) and

\[
(\phi_p f)(x,y) = f(p) + \frac{1}{2} \sum x_i^2 - \frac{1}{2} \sum y_j^2, \quad (\phi_p^* g) = \sum_i dx_i \otimes dx_i + \sum_j dy_j \otimes dy_j.
\]

Here we write \(x = (x_i)_{i=1,...,n-|p|}\) and will abbreviate \(|x|^2 = \sum_i x_i^2\) and similarly for \(y = (y_j)_{j=1,...,|p|}\). These coordinates are unique up to orthogonal diffeomorphisms \(O(n-|p|) \times O(|p|)\) and the choice of \(\Delta > 0\). We choose \(\Delta > 0\) so small that the closure of the neighbourhoods \(\tilde{U}(p)\) for different critical points \(p\) are disjoint.

**Remark 4.1.** For future purposes we note that by sufficiently small choice of \(\Delta > 0\) we can guarantee that there exists a finite flow line from \(\tilde{U}(p^-)\) to \(\tilde{U}(p^+)\) iff there exists an unbroken Morse trajectory between \(p^-\) and \(p^+\). That is, we may assume

\[
(\text{ev}_- \times \text{ev}_+) (\mathcal{M}(X,X)) \cap (\tilde{U}(p^-) \times \tilde{U}(p^+)) \neq \emptyset \iff \mathcal{M}(p^-,p^+) \neq \emptyset.
\]

This is possible since, on the one hand, given \(\Delta > 0\), every infinite flow line in \(\mathcal{M}(p^-,p^+)\) contains a finite part that intersects \(\tilde{U}(p^-)\) and \(\tilde{U}(p^+)\). On the other hand, suppose that we cannot choose \(\Delta > 0\) sufficiently small for the opposite implication to hold. Then we find \(T_i^\pm \in \mathbb{R}_+\) and \(x_i \in X\) in the complement of separating neighbourhoods of \(p^- \neq p^+\) such that \(\Psi(T_i^\pm, x_i) \rightarrow p^\pm\). By continuity of the flow we deduce \(T_i^\pm \rightarrow \infty\), and by compactness of \(X\) may choose a subsequence of the \(x_i\) converging to \(x \in X \setminus \{p^-,p^+\}\), hence \(\Psi(T_i^\pm, x) \rightarrow p^\pm\), proving the assertion by contradiction.

The analogous assertion for half infinite Morse trajectories, \(\text{ev}_- (\mathcal{M}(X,X)) \cap \tilde{U}(p^-) \neq \emptyset \iff \mathcal{M}(p^-,X) \neq \emptyset\) holds automatically since by definition \(\mathcal{M}(p^-,X)\) always contains a constant trajectory; and similarly for \(\mathcal{M}(X,p^+)\).

The gradient in these coordinates is \(\nabla f(x,y) = (x,-y)\), so the negative gradient flow is

\[
\Psi_t(x,y) = (e^{-t}x, e^t y).
\]

In particular, the identification of the trajectory spaces \(\mathcal{M}(\tilde{U}(p),p)\) and \(\mathcal{M}(p,\tilde{U}(p))\) with the stable resp. unstable manifold in normal coordinates yields balls

\[
\text{ev}_- : \mathcal{M}(\tilde{U}(p),p) \supset W_q^+ \cap \tilde{U}(p) \simeq B_{2\Delta}^{n-|p|} \times \{0\} =: \tilde{B}_p^+,
\]

\[
\text{ev}_+ : \mathcal{M}(p,\tilde{U}(p)) \supset W_q^- \cap \tilde{U}(p) \simeq \{0\} \times B_{2\Delta}^{|p|} =: \tilde{B}_p^-.
\]

From now on we will identify points in normal coordinates \((x,y) \in \tilde{B}_p^- \times \tilde{B}_p^+\) with their image \(\phi_p(x,y) \in \tilde{U}(p) \subset X\). In particular, we use these coordinates to construct the global chart in Theorem 2.7 for trajectories near the critical point \(p\).

**Lemma 4.2.** The open set \(\mathcal{V}(p) := (\text{ev}_- \times \text{ev}_+)^{-1}(\tilde{U}(p) \times \tilde{U}(p)) \subset \overline{\mathcal{M}(X,X)}\) supports a homeomorphism

\[
\tilde{\phi}(p) := \tilde{\tau}_p \times (\text{pr}_{\tilde{B}_p^+} \times \text{pr}_{\tilde{B}_p^-}) \circ (\text{ev}_- \times \text{ev}_+) : \mathcal{V}(p) \longrightarrow [0,1] \times \mathcal{M}(\tilde{U}(p),p) \times \mathcal{M}(p,\tilde{U}(p))
\]
given by the evaluations \((\pi)\), the projections in normal coordinates \(\text{pr}_{\tilde{B}_p^+} : \tilde{B}_p^+ \times \tilde{B}_p^- \rightarrow \tilde{B}_p^+\), the identification \((\underline{12})\), and the rescaling of the renormalized length \((\underline{13})\).

\[(\underline{12}) \quad \tilde{\tau}_p : \tilde{V}(p) \rightarrow [0,1], \quad \gamma \mapsto e^{-\ell(\gamma)/(1-\ell(\gamma))} = \begin{cases} e^{-L} : \tau = (\gamma : [0,L] \rightarrow X), \\ 0 : \text{otherwise}. \end{cases}\]

Moreover, \(\tilde{\phi}(p)\) satisfies the properties of a global chart in Theorem \([\underline{22}]\) as follows.

(i) The restriction to the unbroken trajectories \(\tilde{V}(p)_0 = \tilde{V}(p) \cap \tilde{M}(X,X)_0\) is a diffeomorphism \(\tilde{\phi}(p)|_{\tilde{V}(p)_0} : \tilde{V}(p)_0 \rightarrow (0,1) \times \tilde{M}(\tilde{U}(p),p) \times \tilde{M}(p,\tilde{U}(p)).\)

(ii) The restriction to the maximally broken trajectories \(\tilde{V}(p)_1 = \tilde{V}(p) \cap \tilde{M}(X,X)_1\) is the canonical bijection \(\tilde{V}(p)_1 \rightarrow \{0\} \times \tilde{M}(\tilde{U}(p),p) \times \tilde{M}(p,\tilde{U}(p)), (\gamma_+,\gamma_-) \mapsto (0,\gamma_-,\gamma_+).\)

(iii) The parameter \(e^{-T} \in [0,1]\) encodes the length \(T\) of the time interval \([0,T]\) on which the trajectory is defined. In particular, \(e^{-T} = 0\) corresponds to the trajectory breaking at \(p\), and \(e^{-T} = 1\) corresponds to a trajectory of length 0.

Finally, the evaluation maps are smooth with respect to this chart, that is \((ev_- \times ev_+) \circ \tilde{\phi}(p)^{-1}\) maps smoothly to \(X \times X\).

**Remark 4.3.** The inverse of the homeomorphism \(\tilde{\phi}(p)\) in Lemma \([\underline{4.2}]\)

\[\tilde{\phi}(p)^{-1} : [0,1] \times \tilde{M}(\tilde{U}(p),p) \times \tilde{M}(p,\tilde{U}(p)) \rightarrow \tilde{V}(p), \quad (\tau,x,y) \mapsto \gamma_{\tau,x,y},\]

is explicitly given in the normal coordinates by the unbroken flow lines for \(\tau > 0\),

\[(\underline{13}) \quad \gamma_{\tau,x,y} : [0,T] \rightarrow \tilde{U}(p), s \mapsto (e^{-s}x,e^{-T}y) \quad \text{with } T := -\ln \tau,\]

and the broken flow lines \(\gamma_{\tau,x,y} := (\gamma_+,\gamma_-)\) for \(\tau = 0\) given by

\[(\underline{14}) \quad \gamma_+ : [0,\infty) \rightarrow \tilde{U}(p), s \mapsto (e^{-s}x,0), \quad \gamma_- : (-\infty,0) \rightarrow \tilde{U}(p), s \mapsto (0,e^s x).\]

**Proof of Lemma \([\underline{4.2}]\) and Remark \([\underline{4.3}]\)** Bijectivity of \(\tilde{\phi}(p)\), the canonical form \((\underline{ii})\), and the formulas for \(\tilde{\phi}(p)^{-1}\) are seen by checking that \((\underline{13})\) and \((\underline{14})\) uniquely characterize the trajectories of the flow \(\Psi_t\) in \(\tilde{U}(p)\). Indeed, these trajectories can break at most at \(p\), hence are determined by an initial point \((x,y')\) and end point \((x',y)\). If they are connected by a flow of length \(T\) then \(y' = e^{-T}y\) and \(x' = e^{-T}x\). If they are connected by a broken flow, then \(y' = 0\) and \(x' = 0\) corresponding to \(\tau = 0\). Continuity of \(\tilde{\phi}(p)\) follows from the continuity of the evaluation maps (see Lemma \([\underline{5.3}]\), the renormalized length (by definition of the metric on \(\tilde{M}(X,X)\)), the projections in normal coordinates, and the diffeomorphism \([0,1] \ni \ell \mapsto e^{-\ell/(1-\ell)} \in (0,1]\), which extends continuously to \(1 \mapsto 0\). So it remains to check \((i)\) and the continuity of \(\tilde{\phi}(p)^{-1}\).

The renormalized length \(\ell(\gamma_{\tau,x,y}) = \frac{\ln \tau}{1-\ln \tau}\) is a continuous function of \(\tau \in (0,1]\) which for \(\tau \rightarrow 0\) converges to \(\lim_{\tau \rightarrow 0} \frac{\ln \tau}{1-\ln \tau} = 1 = \ell(\gamma_{0,x,y}).\) Hence we obtain uniform continuity (independent of \(x,y\)) with respect to the length term in the metric on \(\tilde{M}(X,X)\). To check continuity of the Hausdorff distance near a fixed \((\tau,x,y) \in [0,1] \times \tilde{B}_p^+ \times \tilde{B}_p^-\) note that the image of the generalized trajectory is

\[
\text{im} \gamma_{\tau,x,y} = \{z \cdot (\tilde{x},\tilde{y}) \mid z \in [\tau,1]\} \cup \{w \cdot (\tilde{x},\tilde{y}) \mid w \in [\tau,1]\}.
\]

(In case \(\tau > 0\) both sets are the same.) For \(\tau > 0\) one easily obtains for \((\tau',x',y') \in [0,1] \times \tilde{B}_p^+ \times \tilde{B}_p^-\) the estimate

\[d_H(\gamma_{\tau',x',y'},\gamma_{\tau,x,y}) \leq |x' - x| + |y' - y| + 2\Delta(1 + \tau^{-1})|\tau' - \tau|.
\]
For \( \tau = 0 \) we obtain \( d_H (\gamma^\tau, x', y', \omega_{x,y}) \leq |x' - x| + |y' - y| + 4\Delta \sqrt{\tau} \). Indeed, the distance to the point \((z \cdot x, 0)\) (and similarly for \((0, w \cdot y)\)) for all \(z \in [0, 1]\) is
\[
d_H \left( (z \cdot x, 0), \left( (z' \cdot x', \tilde{x}' \cdot y') \mid z' \in [\tau, 1] \right) \right) \leq \left| z |z' - x| + |z'| - |z| + |y'| \cdot \tilde{x}' \right| \leq |x' - x| + 4\Delta \sqrt{\tau}
\]
by choosing \( z' = \max \{z, \sqrt{\tau}\} \) such that \( 0 \leq z' - z = \max \{0, \sqrt{\tau} - z\} \leq \sqrt{\tau} \). Conversely, the distance to the point \((z' \cdot x', \tilde{x}' \cdot y')\) for \(z' \in [\sqrt{\tau}, 1]\) can be estimated by picking \( z = z'\)
and \( d_H \left( \left\{ (z \cdot x, 0) \mid z \in [0, 1] \right\}, \left( (z' \cdot x', \tilde{x}' \cdot y') \right) \right) \leq |x' - x| + 2\Delta \sqrt{\tau}, \)
and for all remaining \(w' = \tau'/z' \in [\sqrt{\tau}, 1]\) by picking \(w = w'\)
\[d_H \left( \left\{ (0, w \cdot y, 0) \mid w \in [0, 1] \right\}, \left( (w' \cdot x', w' \cdot y') \right) \right) \leq |y' - y| + 2\Delta \sqrt{\tau}.
\]
This finishes the proof of continuity of \( \phi(p)^{-1} \).

For (i) note that in the smooth coordinates \( \tilde{\mathcal{M}}(X, X) \simeq \{ \mathbb{R}, \infty \times \mathbb{R} \mid \mathcal{U}(z) \in \tilde{U}(p) \}. \)

The smooth structure for the trajectory spaces \( \mathcal{M}(\tilde{U}(p), p) \simeq \tilde{B}_p^+ \) and \( \mathcal{M}(p, \tilde{U}(p)) \simeq \tilde{B}_p^- \)
is given by \((\mathcal{I})\). Now in these coordinates and with \( \tilde{U}(p) \simeq \tilde{B}_p^- \times \tilde{B}_p^+ \)
the map \( \tilde{\phi}(p) : (T, (x, y)) \mapsto (x, e^{-\tau}, y) \) evidently is a diffeomorphism as claimed.

Finally, the evaluation map is given by the evidently smooth map
\[
\begin{align*}
\text{(ev}_- \times \text{ev}_+) \circ \tilde{\phi}(p)^{-1} : [0, 1] \times \mathcal{M}(\tilde{U}(p), p) \times \mathcal{M}(p, \tilde{U}(p)) & \to U(p) \times U(p) \\
(\tau, x, y) & \mapsto ((x, \tau y), (\tau x, y)).
\end{align*}
\]

Next, we introduce the half size neighbourhood of \( p \), which is precompact in \( \tilde{U}(p) \),
\[
U(p) := \phi_p(\mathcal{B}_\Delta^{n-|p|} \times \mathcal{B}_\Delta^{|p|}).
\]

From the above characterization of Morse trajectories we can read off its entry and exit sets,
\[
\hat{S}_p^+ := \{|x| = \Delta\} = S_p^+ \times \tilde{B}_p^-, \quad \hat{S}_p^- := \{|y| = \Delta\} = B_p^+ \times S_p^-,
\]
where \( S_p^+ := \partial B_p^+ \) and \( S_p^- := \partial B_p^- \) are spheres in the stable resp. unstable manifolds and we abbreviated
\[
B_p^+ := B_\Delta^{n-|p|} \simeq W_p^+ \cap U(p), \quad B_p^- := B_\Delta^{|p|} \simeq W_p^- \cap U(p).
\]

Indeed, \( \hat{S}_p^+ \cup \hat{S}_p^- \) is the boundary of the domain \( U(p) \simeq B_p^+ \times B_p^- \)
and the intersection of any broken or unbroken flow line with \( U(p) \) has its endpoints on \( \hat{S}_p^+ \) and \( \hat{S}_p^- \).
With this we can introduce the local trajectory space near \( p \) as the set of broken or unbroken trajectories
that start and end on the entry and exit set,
\[
\mathcal{M}_p := (\text{ev}_- \times \text{ev}_+)^{-1} (\hat{S}_p^-, \hat{S}_p^+) \subset \mathcal{M}(X, X)
\]
with topology induced from \( \mathcal{M}(X, X) \). The following gives the local trajectory space \( \mathcal{M}_p \)
the structure of a smooth manifold with boundary in which the evaluations \( \text{ev}_\pm \) are smooth.

**Lemma 4.4.** The evaluations \((\text{ev}_- \times \text{ev}_+) : \mathcal{M}_p \to \hat{S}_p^+ \times \hat{S}_p^- \) composed with the projection
\[
\begin{align*}
\text{pr}_p : \hat{S}_p^+ \times \hat{S}_p^- & \to [0, 1) \times S_p^+ \times S_p^-:
(0, 1) \times S_p^+ \times S_p^-,
(x, y', x', y) & \mapsto \left( \frac{|x'| + |y'|}{2\Delta}, x, y \right)
\end{align*}
\]
define a homeomorphism
\[
\begin{align*}
\text{pr}_p \circ (\text{ev}_- \times \text{ev}_+) : \mathcal{M}_p & \to [0, 1) \times S_p^+ \times S_p^-.
\end{align*}
\]
Proof. The map \(pr_p \circ (ev_- \times ev_+)\) is the restriction of the homeomorphism \(\phi(p)\) of Lemma 12 to \(\overline{M}_p \subset \hat{Y}(p)\). Indeed, the endpoints of a trajectory \(\gamma\) of length \(T < \infty\) are of the form \((x, y') = e^{−T}y, x' = e^{−T}x, y\), hence the length parameter \(e^{−(\epsilon(\gamma)/\Delta)}/(1 − \epsilon(\gamma)\Delta)\) is given by \(e^{−T} = \frac{|x| + |y'|}{2\Delta}\). Broken trajectories are of the form \((x, y', 0, x' = 0, y, 0)\), hence again the length parameter is given by \(0 = \frac{|x| + |y'|}{2\Delta}\). Here it is important to note that \((ev_- \times ev_+)\(M) \subset \hat{S}^+_p \times \hat{S}^-_p\) so that the projection map (13) is only defined at \((x, y', x', y)\) with \(|x| = |y| = \Delta > 0\), thus continuous. Surjectivity onto \([0, 1] \times \hat{S}^+_p \times \hat{S}^-_p\) follows from checking that the inverse map given by (13) and (14) indeed provides trajectories in \(M\), i.e. with endpoints on \(\hat{S}_p^\pm\). □

4.2. Restrictions to local trajectory spaces. In the construction of the smooth corner structure for general Morse trajectory spaces we will use restriction maps from the spaces of trajectories passing near a critical point to the local trajectory space of that point. For that purpose we introduce the following families of open neighbourhoods for \(t \in (0, 1]\),

\[
\tilde{U}_i(p) := \{\phi_p(x, y) \mid |x| < (1 + t)\Delta, |y| < (1 + t)\Delta, |x||y| < \Delta^2 t\} \subset X,
\]

\[
U_i(p) := \tilde{U}_i(p) \cap U(p) = \{\phi_p(x, y) \mid |x| < \Delta, |y| < \Delta, |x||y| < \Delta^2 t\} \subset X.
\]

These neighbourhoods are precompactly nested \(\tilde{U}_i(p) \subset U_i(p)\) for \(t < t'\) (i.e. the compact closure of \(U_i(p)\) is contained in \(U(p)\)) and for \(t \to 0\) converge to the union of stable and unstable manifold, \(\{\phi_p(x, y) \mid x = 0\} = (W^s_p \cup W^u_p) \cap U(p)\). The nesting \(U_i(p) \subset U_t(p)\) and convergence also holds for \(U_t(p)\), all of which are precompact in \(\hat{U}(p)\), and with \(U_1(p) = U(p)\). We will keep identifying \(U(p)\) with \(\hat{B}^-_p \times \hat{B}^+_p \subset \mathbb{R}^{n−|p|} \times \mathbb{R}^{|p|}\).

Remark 4.5. The entry and exit sets for \(U_i(p)\) are the nested subsets

\[
\hat{S}^-_p(t) := S^-_p \times t\hat{B}^+_p \subset \hat{S}^-_p,
\]

\[
\hat{S}^+_p(t) := t\hat{B}^-_p \times \hat{S}^+_p \subset \hat{S}^+_p.
\]

The set of trajectories traversing \(U_i(p)\) is \(\overline{M}_{p,t} := (ev_- \times ev_+)^{-1}(\hat{S}^-_p(t), \hat{S}^+_p(t)) \subset \overline{M}_p\). The homeomorphism (13) then restricts to \(\overline{M}_{p,t} \to (0, t) \times \hat{S}^+_p \times \hat{S}^-_p\). The global chart for the tuple \(q = (\hat{U}(p), p, \hat{U}(\hat{q}))\) and \(t > 0\) in Theorem 2.7 will be defined as restriction \(\hat{\phi}(q) := \hat{\phi}(p)|\nu_{\hat{U}_i(q)}\) to the open subset \(\nu_{\hat{U}_i(q)} \subset \hat{Y}(p)\) given by those trajectories that intersect \(\hat{U}_i(p)\). Using Remark 4.3 we may read off the image

\[
\hat{\phi}(p)|\nu_{\hat{U}_i(q)} \subset \mathcal{M}(\hat{U}(q), q, \times [0, 1] \times \mathcal{M}(q, \hat{U}(q))
\]

\[
= \{(\gamma_0, E, \gamma_1) \mid E|ev_-\gamma_0||E|ev_+\gamma_1| < (1 + t)\Delta, E|ev_-\gamma_0||E|ev_+\gamma_1| < t\Delta^2\}.
\]

Indeed, the end points are of the form \(ev_-\gamma_0 = (x, Ey)\), \(ev_+\gamma_1 = (Ex, y)\), and since the product of norms of the coordinates in \(\hat{B}^+_p\) and \(\hat{B}^-_p\) is preserved by the flow, the condition \(E|\gamma_0||\gamma_1| < t\Delta^2\) is equivalent to the trajectory intersecting \(\Psi_{R}(\hat{U}(p))\). The conditions \(E|\gamma_0| < (1 + t)\Delta\) and \(E|\gamma_1| < (1 + t)\Delta\) are equivalent to the trajectory not being entirely contained in \(\Psi_{R}(\hat{U}(p)) \setminus U_i(p)\).

In order to construct restriction maps from spaces of Morse trajectories traversing \(U(p)\) to the local trajectory space \(\overline{M}_p\) we will use evaluation at the entry and exit sets \(\hat{S}^\pm_p\). These are transverse to \(\nabla f\), hence are local slices for the flow such that the evaluation maps (for \(U_i\) any open sets or critical points)

\[
ev_{\hat{S}^\pm_p} : \overline{M}(U_i, U_i; \Psi_{R-}(\hat{S}^\pm_p), \Psi_{R+}(\hat{S}^\pm_p)) \to \hat{S}^\pm_p
\]

are well defined, see Definition 3.1. From these we can construct a restriction map

\[
(17) \quad (ev_- \times ev_+)^{-1} \circ (ev_{\hat{S}^\pm_p} \times ev_{\hat{S}^\pm_p}) : \overline{M}(U_i, U_i; \Psi_{R-}(\hat{S}^\pm_p), \Psi_{R+}(\hat{S}^\pm_p)) \to \overline{M}_p,
\]
which is well defined and continuous since it can be written as composition of the homeomorphism \([16]\) with \(pr_p \circ (ev_{S^+_p} \times ev_{S^-_p}) : \mathcal{M}(U_-, U_+; \Psi_{R+}(\tilde{S}^+_p), \Psi_{R-}(\tilde{S}^-_p)) \to [0,1) \times S^+_p \times S^-_p\). Continuity of the latter map follows from Lemma 3.3 for the evaluation map and continuity of the projection \(pr_p\) defined in \([15]\) holds as in Lemma 4.4. In particular, the latter map contains the (rescaled) transition time through \(U(p)\), which we separately denote by

\[
\tau_p := E_p \circ (ev_{S^+_p} \times ev_{S^-_p}) : \mathcal{M}(U_-, U_+; \Psi_{R+}(\tilde{S}^+_p), \Psi_{R-}(\tilde{S}^-_p)) \to [0,1)
\]

with

\[
E_p(x, y', x', y) := \frac{|y'| + |x'|}{2\Delta}.
\]

Note that the restriction of trajectories intersecting \(U(p)\) then takes values in \([0, t) \times S^+_p \times S^-_p\) with actual transition time \(-\ln \tau_p > -\ln t\) bounded below.

The above restriction maps will be used in the construction of charts for Morse trajectories starting and ending outside of \(U(p)\). The case of trajectories that start and end in \(\tilde{U}(p)\) was already dealt with in Lemma 1.2. So it remains to construct restrictions to local trajectory spaces for trajectories with one end in \(\tilde{U}(p)\). Let us give an outlook on the use of the restriction maps in order to justify the subsequent technical constructions.

The global charts for Morse trajectory spaces will be obtained from a fibered product of local trajectory spaces and spaces of flow lines between the exit and entry set \(\tilde{S}^-_p\) and \(\tilde{S}^+_p\) of different critical points. The construction of tubular neighbourhoods of \(\mathcal{M}(p, p')\) in the latter will require a smooth extension of restriction maps to trajectories from \(\tilde{S}^-_p \subset \partial U(p)\) to \(X \setminus U(p)\). Hence we will not restrict ourselves to trajectories intersecting \(U(p)\). However, evaluation at \(\tilde{S}^-_p\) is still important, so we will extend this definition to trajectories starting in \(\Psi_{[0,\infty]}(\tilde{S}^-_p)\) as the unique intersection point of the extended trajectory. With this the natural transition time for trajectories from \(\tilde{U}(p)\) to \(X \setminus U(p)\) is the time for which the trajectory is defined and contained in \(\Psi_{R-}(U(p))\). For trajectories starting in \(\tilde{U}(p) \cap \Psi_{[0,\infty]}(\tilde{U}(p)) = \Psi_{[0,\ln 2]}(\tilde{S}^-_p)\) this leads to negative numbers, or in the exponential rescaling to factors \(E \in [1, 2)\) between the \(y\)-coordinates of initial point and evaluation to \(\tilde{S}^-_p\).

So for trajectories with initial or end point in \(\tilde{U}(p)\) we consider the local trajectory spaces

\[
\mathcal{M}_{p,t} := ((ev_+ \times ev_+)^{-1}(\tilde{U}(p), \partial \tilde{U}(p)) \subset \mathcal{M}(X, X; \tilde{U}(p)),
\]

\[
\mathcal{M}_{p,t} := ((ev_+ \times ev_+)^{-1}(\partial \tilde{U}(p), \tilde{U}(p)) \subset \mathcal{M}(X, X; \tilde{U}(p)).
\]

The intersection condition \(\text{im} \gamma \cap \tilde{U}_e(p) \neq \emptyset\) implies that the exit resp. entry point of the trajectory lies in \(\Psi_{\ln 2}(\tilde{S}^+_p) \subset \partial \tilde{U}(p)\). We may hence define extended evaluation maps at \(\tilde{S}^+_p\) on \(\mathcal{M}_p\), and more generally

\[
ev_{\tilde{S}^-_p} : \mathcal{M}(\tilde{U}(p), U_+; \Psi_{R+}(\tilde{S}^-_p)) \to \tilde{S}^-_p, \quad \gamma \mapsto \tilde{S}^-_p \cap \Psi_R(\text{im} \gamma),
\]

\[
ev_{\tilde{S}^+_p} : \mathcal{M}(U_-, \tilde{U}(p); \Psi_{R-}(\tilde{S}^+_p)) \to \tilde{S}^+_p, \quad \gamma \mapsto \tilde{S}^+_p \cap \Psi_R(\text{im} \gamma).
\]

We use these evaluations to give the local trajectory spaces a smooth structure as follows.

**Lemma 4.6.** The extended evaluation maps \(19\) are continuous, and smooth when restricted to \(\mathcal{M}(U_-, U_+)\). The evaluations \(ev_+ \times ev_{\tilde{S}^-_p}\) resp. \(ev_{\tilde{S}^+_p} \times ev_+\) composed with

\[
-\text{pr}_p : \tilde{U}(p) \times \tilde{S}^-_p \to [0, 2) \times B^+_p \times S^-_p, \quad (x, y', (x', y)) \mapsto \left(\frac{|y'|}{\Delta}, x, y\right),
\]

\[
+\text{pr}_p : \tilde{S}^+_p \times \tilde{U}(p) \to [0, 2) \times S^+_p \times B^-_p, \quad (x, y', (x', y)) \mapsto \left(\frac{|y'|}{\Delta}, x, y\right)
\]
\textbf{define homeomorphisms}
\begin{align*}
\mathcal{M}_{p,t}^{-} & \longrightarrow \{(E, x, y) \in [0, 1+t) \times \tilde{B}_p^+ \times S_p^- \mid E[x] < t\Delta\}, \\
\mathcal{M}_{p,t}^{+} & \longrightarrow \{(E, x, y) \in [0, 1+t) \times S_p^+ \times \tilde{B}_p^- \mid E[y] < t\Delta\}.
\end{align*}

\textbf{Proof.} The initial points $ev_-(\gamma)$ of trajectories in $\mathcal{M}(\tilde{U}(p), \mathcal{U}^+; \Psi_{R_+}(\tilde{S}_p^-))$ lie within $\tilde{U}_1(p)$ by the intersection condition with $\Psi_{R_+}(\tilde{S}_p^-) = \{(x, y) \mid |x||y| \leq \Delta^2, \Delta \leq |y| \leq 2\Delta\}$. The standard evaluation map $ev_-(\gamma)$ is well defined for $ev_-(\gamma) \in \tilde{U}_1(p) \setminus \Psi_{[0,\infty)}(\tilde{S}_p^-)$ and has the claimed regularity by Lemma 3.3. So it suffices to establish the regularity of the extended evaluation on the open subset $ev^{-1}_-(\tilde{U}_1(p) \setminus W_2^+)$, where it can be expressed as composition $ev_{\tilde{S}_p} = \rho_- \circ ev_-$ with the smooth map in normal coordinates
$$\rho_- : \{(x, y) \in \tilde{U}(p) \mid y \neq 0\} \rightarrow \tilde{S}_p^-,(x, y) \mapsto (|\frac{y}{\Delta}|, x, \frac{x}{|y|} y).$$

The extension of $ev_{\tilde{S}_p}$ has an analogous expression. The regularity then follows from the fact that the endpoint evaluations $ev_\pm$ are continuous resp. smooth on $\mathcal{M}(\mathcal{U}_-, \mathcal{U}_+)$ by Lemma 3.3.

As in the proof of Lemma 4.4 note that the map $-pr_p \circ (ev_- \times ev_{\tilde{S}_p})$ restricted to $ev^{-1}_-(\Psi_{R_+}(\tilde{S}_p^-))$ (i.e. trajectories that actually intersect $\tilde{S}_p^-$) is a restriction of the homeomorphism $\phi(p)$ from Lemma 4.2 mapping onto the subset $\{E < 1\}$ of the claimed image. The complement of $ev^{-1}_-(\Psi_{R_+}(\tilde{S}_p^-)) \subset -\mathcal{M}_{p,t}$ are the trajectories that intersect $\tilde{U}_1(p) \setminus U(p) = \Psi_{[0,\ln(1+t)])}(\tilde{S}_p^-) \cap \{\{\frac{x}{\Delta} < t\Delta^2\}$ but not $\Psi_{R_+}(\tilde{S}_p^-)$. These are uniquely determined by their initial points $\{(x, y') \in \tilde{U}(p) \mid \Delta \leq |y'| \leq (1+t)\Delta, |x||y'| < t\Delta^2\}$. Their generalized evaluation at $\tilde{S}_p^-$ is given as above by $(x', y) = \rho_-(x, y)$, and $-pr_p$ identifies these pairs of points with the subset $\{1 \leq E < 1 + t\}$ of the claimed image. This shows bijectivity of $-pr_p \circ (ev_- \times ev_{\tilde{S}_p})$. Continuity and openness can be checked separately on the open sets $ev^{-1}_-(\Psi_{R_+}(\tilde{S}_p^-))$ and $ev^{-1}_-(\Psi_{(-\ln 2, \ln 2)}(\tilde{S}_p^-))$, which cover the domain. On the first subset, regularity follows from the homeomorphism property of $\phi(p)$. On the latter, we may use the coordinate chart $ev_-$ to express the map in local coordinates as the evident homeomorphism
\begin{align*}
\{(x, y') \in \tilde{U}(p) \mid |y'| > \frac{\Delta}{2}, |x||y'| < t\Delta^2\} & \longrightarrow \{(E, x, y) \in (\frac{1}{2}, 2) \times \tilde{B}_p^+ \times S_p^- \mid E|x| < t\Delta\}, \\
(x, y') & \mapsto (\frac{|y'|}{\Delta}, x, \frac{x}{|y'|} y).
\end{align*}

This establishes the homeomorphism for $-\mathcal{M}_{p,t}$; the proof for $+\mathcal{M}_{p,t}$ is analogous. \hfill $\square$

Now we obtain restriction maps to these local trajectory spaces (with $t = 1$)
\begin{align}
(ev_- \times ev_+)^{-1} \circ (ev_- \times ev_{\tilde{S}_p}) : & \mathcal{M}(\tilde{U}(p), \mathcal{U}^+; \Psi_{R_+}(\tilde{S}_p^-)) \longrightarrow -\mathcal{M}_p, \\
(ev_- \times ev_+)^{-1} \circ (ev_{\tilde{S}_p} \times ev_+) : & \mathcal{M}(\mathcal{U}_-, \tilde{U}(p); \Psi_{R_+}(\tilde{S}_p^-)) \longrightarrow +\mathcal{M}_p,
\end{align}
which are well defined and continuous since they are written as composition of the homeomorphisms of Lemma 4.1 with $-pr_p \circ (ev_- \times ev_{\tilde{S}_p})$ resp. $pr_p \circ (ev_{\tilde{S}_p} \times ev_+)$. We separately denote the transition time, namely the rescaling of the time for which the trajectory is defined and contained in $\Psi_{R_+}(U(p))$ resp. $\Psi_{R_-}(U(p))$, by
\begin{align}
\tau_p := & E_p \circ (ev_- \times ev_{\tilde{S}_p}) : \mathcal{M}(\tilde{U}(p), \mathcal{U}^+; \Psi_{R_+}(\tilde{S}_p^-)) \longrightarrow [0, 2), \\
\tau_p := & E_p \circ (ev_{\tilde{S}_p} \times ev_+) : \mathcal{M}(\mathcal{U}_-, \tilde{U}(p); \Psi_{R_+}(\tilde{S}_p^-)) \longrightarrow [0, 2),
\end{align}
with $-E_p(x, y', x', y) := \frac{|y'|}{\Delta}, +E_p(x, y', x', y) := \frac{|x'|}{\Delta}$. 
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Lemma 4.7. The flow times given by solving $ev_{\pm}(\gamma) \in \Psi_T(\tilde{S}^+_p)$ define continuous maps
\[ T^- : \mathcal{M}(\Psi_{R_-}(\tilde{S}^+_p), \mathcal{U}_+) \to \mathbb{R}_-, \quad T^+ : \mathcal{M}(\mathcal{U}_-, \Psi_{R_+}(\tilde{S}^-_p)) \to \mathbb{R}_+. \]
Restricted to $\mathcal{M}(X, \mathcal{U}^+)$ resp. $\mathcal{M}(\mathcal{U}^-, X)$ the flow times are smooth. Together with the maps $pr_p \circ (ev_{S^+_p} \times ev_{S^-_p})$ they define homeomorphisms
\[ \widetilde{\mathcal{M}}_p : \mathbb{R}_- \times [0,1] \times S^+_p \times S^-_p, \quad \mathcal{M}_p : \mathbb{R}_+ \times [0,1] \times S^+_p \times S^-_p. \]
The subspaces of trajectories $\pm \mathcal{M}_{p,t}$ intersecting $\tilde{U}(p)$ have image $\mathbb{R}_+ \times (0,t) \times S^+_p \times S^-_p$.

Proof. We may express $T^-$ and, similarly $T^+$, as composition of the evaluation $ev_-$ and the map $\Psi_{R_-}(\tilde{S}^+_p) \to \mathbb{R}_-, z \mapsto t$ given by solving $\Psi(t,z) \in \tilde{S}^+_p$. The latter is well defined and smooth by the implicit function theorem since $\tilde{S}^+_p$ is a local slice to the Morse flow. The regularity of $ev_-$ is as claimed by Lemma 3.3.

Using the homeomorphism (10), we may view the maps on $\pm \mathcal{M}_{p,t}$ as products of $T^{\pm}$ with the continuous restriction map to $\mathcal{M}_{p,t}$. They are bijective since the trajectories in the domains are uniquely determined by the respective flow time and their behaviour in $\tilde{U}(p)$. To see that the inverses are continuous in the Hausdorff distance, we express the image of the trajectory associated to $(T^-, \tau, x, y)$ as image of $\gamma_{\tau,x,y} \cup \Psi([T^-, 0], \phi_p(x, \tau y))$, and similarly for the second map, and quote continuity of (11), $T^{\pm}$ and the flow.

Finally, we compare the charts for the local trajectory spaces $\pm \mathcal{M}_{p,t}$ and $\pm \mathcal{M}_p$. They differ only in the transition times, which we moreover compare with the rescaled length of time interval from Lemma 4.2 for trajectories in $\tilde{V}(p)$ entirely contained in $\tilde{U}(p)$.

Lemma 4.8. The transition times $\tau_p$ and $\pm \tau_p$ defined in (15) and (22) are continuous, and smooth when restricted to $\mathcal{M}(\mathcal{U}^-, \mathcal{U}^+)$. On the overlap of domains $ev^-_1(\Psi_{R_-}(\tilde{S}^+_p) \cap \tilde{U}(p))$ resp. $ev^+_1(\Psi_{R_+}(\tilde{S}^-_p) \cap \tilde{U}(p))$ they are related by
\[ -\tau_p(\gamma) = e^{-T^-}(\gamma), \quad \tau_p(\gamma) = \frac{\Delta_{\tau_p}(\gamma)}{|pr_{p} \circ ev_-(\gamma)|}, \quad +\tau_p(\gamma) = e^{-T^+}(\gamma), \quad -\tau_p(\gamma) = \frac{\Delta_{\tau_p}(\gamma)}{|pr_{p} \circ ev_+(\gamma)|}. \]
The rescaled length $\tilde{\tau}_p$ from (12) is related to $\pm \tau_p$ on the overlap of domains $ev^-_1(\Psi_{R_-}(\tilde{S}^+_p)) \subset \tilde{V}(p)$ resp. $ev^+_1(\Psi_{R_+}(\tilde{S}^-_p)) \subset \tilde{V}(p)$ by
\[ \tilde{\tau}_p(\gamma) = \frac{\Delta_{-\tau_p}(\gamma)}{|pr_{p} \circ ev_-(\gamma)|}, \quad \tilde{\tau}_p(\gamma) = \frac{\Delta_{+\tau_p}(\gamma)}{|pr_{p} \circ ev_+(\gamma)|}. \]
Proof. Both continuity and smoothness in the interior follow from the corresponding regularity of the evaluation maps, see Lemma \[3.3\], and the maps $E_p, \pm E_p$ which are smooth on the complement of $(x' = 0, y' = 0)$, corresponding to the broken trajectories. The relations on the overlaps follow from the definitions and the explicit form of the flow on $\hat{U}(p)$. □

4.3. Connecting trajectory spaces and fibered products. For pairs of critical points $p_-, p_+ \in \text{Crit}(f)$ with $\mathcal{M}(p_-, p_+) \neq \emptyset$ we construct the connecting trajectory space

$$\mathcal{M}(\hat{S}^\pm_{p_-}, \hat{S}^\pm_{p_+}) := (ev_- \times ev_+)^{-1}(\hat{S}^\pm_{p_-} \times \hat{S}^\pm_{p_+}) \subset \mathcal{M}(X, X)$$

as space of unbroken flow lines between the exit set $\hat{S}^\pm_{p_+}$ and the entry set $\hat{S}^\pm_{p_-}$. The embedding $ev_- \times ev_+$ identifies it with the graph of the flow,

$$\begin{align*}
\text{Gr}_{p_-}^\pm := & \text{graph}(G_{p_-}^\pm) \subset \hat{S}^\pm_{p_-} \times \hat{S}^\pm_{p_+}, \\
G_{p_-}^\pm : & \hat{S}^\pm_{p_-} \cap \Psi_{p_-}(U(p_+)) \rightarrow \hat{S}^\pm_{p_+}, \quad z \mapsto ev_{\hat{S}^\pm_{p_+}}(\Psi(z, z)).
\end{align*}$$

These are indeed graphs of smooth maps defined on open subsets of $\hat{S}^\pm_{p_-}$, since the entry sets $\hat{S}^\pm_{p_+}$ are local slices to the flow. This gives $\mathcal{M}(\hat{S}^\pm_{p_-}, \hat{S}^\pm_{p_+})$ the structure of a smooth manifold. Moreover, we have a continuous restriction map to the connecting trajectory space

$$\rho_{p_+}^{\pm} := (ev_- \times ev_+)^{-1} \circ (ev_{\hat{S}^\pm_{p_+}} \times ev_{\hat{S}^\pm_{p_-}}) : \overline{\mathcal{M}(U_-, U_+; U(p_-), U(p_+))} \rightarrow \mathcal{M}(\hat{S}^\pm_{p_-}, \hat{S}^\pm_{p_+}).$$

In the special cases $U_- = p_-$ resp. $U_+ = p_+$ the same restriction map takes values in the subspaces $\mathcal{M}(\hat{S}^\pm_{p_-}, \hat{S}^\pm_{p_+}) := ev^{-1}(\hat{S}^\pm_{p_-})$ resp. $\mathcal{M}(\hat{S}^\pm_{p_-}, \hat{S}^\pm_{p_+}) := ev^{-1}(\hat{S}^\pm_{p_+})$ of $\mathcal{M}(\hat{S}^\pm_{p_-}, \hat{S}^\pm_{p_+})$, which are identified by the evaluations $ev_\pm$ with intersections of the unstable resp. stable manifold with the opposing entry resp. exit set,

$$\begin{align*}
\overline{\mathcal{M}(p_-, U_+; U(p_+))} & \xrightarrow{\rho_{p_+}^\pm} \mathcal{M}(\hat{S}^\pm_{p_-}, \hat{S}^\pm_{p_+}) \xrightarrow{ev_\pm} \overline{\text{Gr}_{p_-}^{\pm} := W_{p_-} \cap \hat{S}^\pm_{p_+}}, \\
\overline{\mathcal{M}(U_-, p_+; U(p_-))} & \xrightarrow{\rho_{p_+}^\pm} \mathcal{M}(\hat{S}^\pm_{p_-}, \hat{S}^\pm_{p_+}) \xrightarrow{ev_\pm} \overline{\text{Gr}_{p_+}^{\pm} := W_{p_+} \cap \hat{S}^\pm_{p_-}}.
\end{align*}$$

We can now give an outline of how the restriction maps \[17\], \[25\], \[26\] are employed to construct the smooth structure and global charts for the compactified spaces of Morse trajectories between critical points $U_k = q_k$.

For any critical point sequence $q = (q_1, \ldots, q_k) \in \text{Critseq}(f; q, q)$ the open set $\mathcal{V}_i(q)$ of trajectories intersecting all $U_i(q_i)$ supports restriction maps to the connecting trajectory spaces $\mathcal{M}(\hat{S}^\pm_{q_i}, \hat{S}^\pm_{q_{i+1}})$, $\mathcal{M}(\hat{S}^\pm_{q_i}, \hat{S}^\pm_{q_{i+1}})$ for $i = 1, \ldots, k - 1$, and $\mathcal{M}(\hat{S}^\pm_{q_k}, \hat{S}^\pm_{q_1})$ as well as the restriction maps \[17\] to the local trajectory spaces $\overline{\mathcal{M}_{q_i, t}}$ for $i = 1, \ldots, k$. Now trajectories in $\mathcal{V}_i(q)$ are exactly given by tuples of trajectories in all these spaces that fit together on the entry and exit sets. Thus we have identified $\mathcal{V}_i(q)$ with the fibered product

$$\mathcal{M}(\hat{S}^\pm_{q_i}, \hat{S}^\pm_{q_{i+1}}) \times \prod_i \mathcal{M}(\hat{S}^\pm_{q_i}, \hat{S}^\pm_{q_{i+1}}) \times \mathcal{M}(\hat{S}^\pm_{q_k}, \hat{S}^\pm_{q_1}))_{\text{ev}_x \times \text{ev}_y} \left(\overline{\mathcal{M}_{q_i, t} \times \mathcal{M}_{q_2, t} \times \ldots \times \mathcal{M}_{q_k, t}}\right),$$

where both products of evaluations $\text{Ev} = ev_+ \times \prod_{i=1}^{k-1} (ev_- \times ev_+) \times ev_-$ and $\text{Ev}' = \prod_{i=1}^{k-1} (ev_- \times ev_+)$ map to $\prod_{i=1}^{k} \hat{S}^\pm_{q_i} \times \hat{S}^\pm_{q_{i+1}}$. Here the product of connecting trajectory spaces on the left carries a natural smooth structure without boundary, induced by evaluation at a local slice to the flow from the smooth structure of $X$. The product of local trajectory spaces on the right was equipped above with a natural smooth structure with boundary and corners, induced by evaluations at local slices and a projection to unstable and stable sphere and a time parameter. Once we have proven transversality of the evaluation maps.
(reformulated in Remark 5.3), this induces a smooth structure on \( \mathcal{V}(q) \), with the corner strata determined by the transition times in the local trajectory spaces.

**Remark 4.9.** The smooth structure on the local trajectory spaces depends on the choice of a homeomorphism \( \rho : (0, \infty) \cup \{ \infty \} \to [0, 1) \). In the polyfold setup of \([HWZ1]\), this is known as the choice of a gluing profile. We fixed the exponential gluing profile \( \rho_e(T) = e^{-T} \) that naturally arises from the evaluation maps as \( \Delta^{-1}[\text{pr}_{\bar{R}^+(q)}(\gamma)] \), and thus ensures smoothness of the evaluation maps \( \text{ev}_\pm : \mathcal{M}_{q,t} \to X \). Any other choice of homeomorphism \( \rho \) would yield a diffeomorphic smooth structure on each \( \mathcal{M}_{q,t} \). The induced smooth structures on \( \mathcal{M}(\mathcal{U}_-, \mathcal{U}_+) \) may also be diffeomorphic, if the diffeomorphisms \( \rho_e^{-1} \circ \rho \) on the gluing parameters can be extended to a homeomorphism of \( \mathcal{M}(\mathcal{U}_-, \mathcal{U}_+) \) with the help of the associative gluing maps. However, the regularity of the evaluation map is given by the regularity of the function \( \rho_e \circ \rho^{-1} : [0, 1) \to [0, 1) \), which differentiates between some of these smooth structures. We are constructing a smooth structure that not only does not depend on any abstract choices, but also uses the geometrically natural choice of gluing profile.

In order to construct the global chart \( \mathcal{V}(q) \to [0, t]^k \times \mathcal{M}(q_-, q_1) \times \ldots \times \mathcal{M}(q_k, q_+) \) we will read off the transition times from the local trajectory spaces and project each connecting trajectory space \( \mathcal{M}(\hat{S}_{q_i}, \hat{S}_{q_{i+1}}) \) to the corresponding Morse trajectories between the critical points \( \mathcal{M}(q_i, q_{i+1}) \), which are embedded into the former by restrictions. To make this precise we need to show that the local trajectories for fixed transition times \( t \in [0, t]^k \) intersect each fiber of the product of these projections transversely in a unique point. For that purpose we will iteratively construct the projections as tubular neighbourhoods of the embedding

\[
\mathcal{M}(q_-, q_1) \times \prod_{i=1}^{k-1} \mathcal{M}(q_i, q_{i+1}) \times \mathcal{M}(q_k, q_+) \hookrightarrow -\text{Gr}_{q_1} \times \prod_{i=1}^{k-1} \text{Gr}_{q_{i+1}} \times +\text{Gr}_{q_k}
\]

given by \( \text{ev}_{S_{i-1}} \times \prod_{i=1}^{k-1} (\text{ev}_{S_{q_i}} \times \text{ev}_{S_{q_{i+1}}} \times \text{ev}_{S_{q_k}}) \). The construction of these tubular neighbourhoods will iteratively proceed by pulling back previously defined charts for \( \mathcal{M}(\hat{U}(p_-), \hat{U}(p_+)) \) near broken trajectories to \( \text{Gr}_{q_i}^- \), where the charts induce tubular neighbourhood submersions, which then just need to be extended to a compact set. In fact, this is enforced by the associativity. Thus the construction of associative gluing maps for standard Morse trajectory spaces naturally uses Morse trajectory spaces with finite ends.

For the Morse trajectory spaces with finite ends, we will use a similar fibered product setup, making use of the restriction maps \( \mathcal{V}(21) \) and \( \mathcal{V}(23) \) and the following connecting trajectory spaces for pairs of one finite end condition \( p_\tau = X \) and a critical point \( p_\pm \in \text{Crit}(f) \):

\[
\mathcal{M}(X, \hat{S}_{p_+}^+) := \text{ev}^{-1}_{-}(\hat{S}_{p_+}^+) \subset \mathcal{M}(X, X), \quad \mathcal{M}(\hat{S}_{p_-}^-, X) := \text{ev}_{-}^{-1}(\hat{S}_{p_-}^-) \subset \mathcal{M}(X, X).
\]

The evaluations \( \text{ev}_{-} \) resp. \( \text{ev}_{+} \) identify them with the set of initial points \( \Psi_{R_-}(\hat{S}_{p_+}^+) \) resp. end points \( \Psi_{R_+}(\hat{S}_{p_-}^-) \). However, the initial conditions for our global charts will also allow for trajectories with initial resp. end point in \( \hat{U}_1(p_\pm) \) that do not intersect the entry resp. exit set. For e.g. initial point in \( \hat{U}_1(p_+) \setminus \hat{B}_{p_+}^- \) we can extend the trajectory backwards in time to obtain an intersection with \( \hat{S}_{p_+}^+ \); however this definition does not extend to initial points on the unstable manifold \( \hat{B}_{p_+}^- \). As a consequence, we lack a complete identification with a space of connecting trajectories for the relevant sets of initial resp. end points

\[
\text{(27)} \quad -\text{Gr}_{p_+}^X := \Psi_{R_-}(\hat{U}_1(p_+)), \quad +\text{Gr}_{X}^p := \Psi_{R_+}(\hat{U}_1(p_-)).
\]
We do however have continuous restriction maps to the connecting trajectory spaces

\begin{align}
\text{ev}^{-1} \circ \text{ev}_- : \overline{\mathcal{M}}(X, U_-; U(p_+)) &\supset \text{ev}^{-1}(\Psi_{R_-}(\mathcal{S}^+_{p_+})) \rightarrow \mathcal{M}(X, \mathcal{S}^+_{p_+}), \\
\text{ev}^{-1} \circ \text{ev}_+ : \overline{\mathcal{M}}(U_-, X; U(p_-)) &\supset \text{ev}^{-1}(\Psi_{R_+}(\mathcal{S}^-_{p_-})) \rightarrow \mathcal{M}(\mathcal{S}^-_{p_-}, X).
\end{align}

5. Global charts for Morse trajectory spaces

This section constructs the global charts of Theorem 2.7 following the outline in Section 2.3 and thus providing associative gluing maps by Corollary 2.8 and equipping the Morse trajectory spaces with a smooth corner structure, finishing the proof of Theorem 2.3.

5.1. Domains and targets. Recall that we restrict ourselves to the Morse trajectory spaces \( \overline{\mathcal{M}}(U_-, U_+) \) with free endpoint(s) \( U_\pm = X \) or limits at critical points \( U_\pm = q_\pm \in \text{Crit}(f) \). We then need to construct global charts for all critical point sequences

\[ \text{Critseq}(f, U_-, U_+) := \left\{ (q_1, \ldots, q_k) \mid k \in \mathbb{N}_0; q_1, \ldots, q_k \in \text{Crit}(f); \mathcal{M}(U_-, q_1), \mathcal{M}(q_1, q_2), \ldots, \mathcal{M}(q_k, U_+) \neq \emptyset \right\} \]

and end conditions \( Q_0 \subset U_- \), \( Q_{k+1} \subset U_+ \) as in (38). Recall here that the end condition \( Q_0 \) is either \( q_- \) in case \( U_- = q_- \) or one of \( X \setminus U(q_1) \) or \( \overline{U}(q_1) \) in case \( U_- = X \), and analogously \( Q_{k+1} \) is either \( q_+ \) or one of \( X \setminus U(q_k) \) or \( \overline{U}(q_k) \). For unified notation we will also denote the tuple of end conditions and critical point sequence by \( q = (Q_0 = q_0, q_1, \ldots, q_k, q_{k+1} = Q_{k+1}) \) and write \( q_0 = Q_0 \) resp. \( q_{k+1} = Q_{k+1} \) in case these are critical points rather than open sets.

The domain of the global chart for \( q \) will be the set of all trajectories starting in \( Q_0 \), ending in \( Q_{k+1} \), intersecting each of the neighbourhoods \( \overline{U}(q_1), \ldots, \overline{U}(q_k) \), and not touching any other critical point. More precisely, we define the domains for \( t > 0 \) as

\[ \mathcal{V}_t(q) := \left\{ \gamma \in \overline{\mathcal{M}}(U_-, U_+) \mid \text{ev}_-(\gamma) \in Q_0, \text{ev}_+(\gamma) \in Q_{k+1}, \text{im}\gamma \subset X^*, \text{im}\gamma \cap \overline{U_t}(q_i) \neq \emptyset \quad \forall i \right\} \]

with \( X^* := (X \setminus \text{Crit}(f)) \cup \{q_-, q_1, \ldots, q_k, q_+\} \), where we only add \( q_\pm \) in case \( U_\pm = q_\pm \).

Remark 5.1. The domains \( \mathcal{V}_t(q) \subset \overline{\mathcal{M}}(U_-, U_+) \) are open subsets by Lemma 3.2 since they are defined by open sets \( \overline{U_t}(q_i) \) and \( X^* \). The inclusions \( \mathcal{V}_t(q) \subset \mathcal{V}_{t'}(q) \) for \( t < t' \) are precompact up to breaking, that is the closure of \( \mathcal{V}_{t}(q)_0 \subset \mathcal{M}(U_-, U_+) \) is contained in \( \mathcal{V}_{t'}(q)_0 \). Indeed, this follows from the precompact inclusion \( \overline{U_t}(p) \subset \overline{U_t}(p) \).

Moreover, by Remark 5.3 the domains \( \mathcal{V}_t(q) \) for \( t > 0 \) sufficiently small are nonempty if the subspace of maximally broken trajectories is nonempty, i.e.

\[ \mathcal{V}_t(q) \neq \emptyset \iff \mathcal{M}(q) := \mathcal{V}_t(q)_k = \mathcal{M}(Q_0, q_1) \times \mathcal{M}(q_1, q_2) \times \ldots \times \mathcal{M}(q_k, Q_{k+1}) \neq \emptyset. \]

This also coincides with the definition of critical point sequences \( q \in \text{Critseq}(f; U_-; U_+) \) unless \( q_1 \) is a local minimum or \( q_{k+1} \) is a local maximum. In the latter case we have critical point sequences \( (q_1, \ldots) \in \text{Critseq}(f; X, U_+) \) resp. \( (\ldots, q_k) \in \text{Critseq}(f; U_-, X) \) and nonempty domains \( \mathcal{V}_t(U(q_1), \ldots) \) resp. \( \mathcal{V}_t(\ldots, U(q_k)) \) (these contain e.g. broken trajectories starting at \( q_1 \) resp. ending at \( q_k \), corresponding to \( \mathcal{M}(U(q_1), q_1) \simeq \{q_1\} \) resp. \( \mathcal{M}(q_k, U(q_k)) \simeq \{q_k\} \), but the domains for \( Q_0 = X \setminus U(q_1) \) resp. \( Q_{k+1} = X \setminus U(q_k) \) are empty, corresponding to \( \mathcal{M}(X \setminus U(q_1), q_1) = \emptyset \) resp. \( \mathcal{M}(q_k, X \setminus U(q_k)) = \emptyset \).

We will prove Theorem 2.7 by constructing for every such tuple \( q \) a homeomorphism

\[ \phi(q) : \mathcal{V}_t(q) \xrightarrow{\sim} \bigcup_{s \in \mathcal{V}_t(q)} \{s\} \times \mathcal{M}_t(s) \subset [0, 1 + t)^k \times \mathcal{M}(q) \]

to the open subset given by

\[ \mathcal{M}_t(s) := \left\{ (\gamma_0, \ldots, \gamma_k) \in \mathcal{M}(q) \mid t_1|_{\text{ev}_-(\gamma_0)} < t \text{ in case } Q_0 = \overline{U(q_1)}, \right\} \]
and

\[ I_t(q) := \begin{cases} 
[0, 1 + t] & : Q_0 = \hat{U}(q_1) \\
[0, t] & : \text{otherwise}
\end{cases} \times [0, 1)^{k-2} \times \begin{cases} 
[0, 1 + t] & : Q_{k+1} = \hat{U}(q_k) \\
[0, t] & : \text{otherwise}
\end{cases} \]

except in the special case \( \bar{q}_1 = (\hat{U}(q_1), q_1, \hat{U}(q_1)) \), when \( \phi(q) \) will be defined as in Remark 4.5 with image in an open subset of \([0, 1] \times M(q)\) given by

\[ I_t(q_1) := [0, 1], \]

\[ M_{t, t_1}(q_1) := \{ (\gamma_0, \gamma_1) \mid t_1 |ev_{-}(\gamma_0)|, t_1 |ev_{+}(\gamma_1)| < (1 + t)\Delta, t_1 |ev_{-}(\gamma_0)| |ev_{+}(\gamma_1)| < t\Delta^2 \}. \]

In case \( k = 0 \) with \( q = (Q_0, Q_1) \) we interpret \( \bigcup_{t \in I_t(q)} M_{t, t_1}(q) = M(Q_0, Q_1) \). Let us also summarize the further properties required by Theorem 2.7 of the homeomorphisms (29).

(i) The restriction \( \phi(q)|_{\nu_t(q_0)} \) is a diffeomorphism \( \nu_t(q_0) \to \bigcup_{t \in I_t(q)} \cap (0, \infty)^{k-2} M_{t, t_1}(q) \).

(ii) The restriction \( \phi(q)|_{\nu_t(q_0)} \) is the canonical bijection \( \nu_t(q_k) \to \{0\}^{k-1} \times M(q) \).

(iii) Let \( (Q_0, \ldots, q_i, q_{i+1}, \ldots, Q_{k+1}) \) be tuples such that \( (q_0, \ldots, q_i, q_{i+1}, \ldots, Q_{k+1}) \) is obtained from \( \bar{q} = (Q_0, q_1, q_{i+1}, \ldots, Q_{k+1}) \) by inserting a nontrivial critical point sequence \( (q_{i_1}, \ldots, q_{i_l}) \). Then we have \( \phi(q) = (\text{Id} \times \phi(q_{i_1}) \times \text{Id}) \circ \phi(q) \) on \( \nu_t(q_0) \cap \nu_t(q_0) \) with \( \bar{q} = \{ (q_0, \ldots, q_{i_1}, \ldots, q_{i_k}, q_1, q_{i+1}, \ldots, q_{k+1} : i_1 = k \) \).

(iv) The real parameters, transition maps between different end conditions for \( \mathcal{U}_\pm = X \), and the form of charts for \( Q_0 = \hat{U}(q_1) \) resp. \( Q_{k+1} = \hat{U}(q_1) \) are given explicitly.

We will construct global charts \( \phi(q) \) with these properties iteratively. Before going into the general construction we take note of two special cases that are already constructed.

5.2. Construction of global chart for \( k = 0 \). The open sets associated to the shortest critical point sequences with \( k = 0 \),

\[ \nu_t((Q_0, Q_1)) = \{ (Q, \gamma) \in \mathcal{M}(U-, U+) \mid ev_{-}(\gamma) \in Q_0, ev_{+}(\gamma) \in Q_1, \text{im}(\gamma) \subset X^+ \} \]

are the subsets of unbroken flow lines with the given end conditions, and by (ii) with \( k = 0 \) these homeomorphisms are set to be the identities \( \phi((Q_0, Q_1)) = \text{Id}_{M(U-, U+)}|_{\nu_t((Q_0, Q_1))} \). This chart also clearly satisfies (i), will trivially fit into (ii), has no real parameters to which (iv) would apply, and the transition maps for different choices of \( Q_0 \) or \( Q_1 \) are the identity. In fact, there is no need to separate \( U_- = X \) or \( U_+ = X \) into two domains in this case.

5.3. Construction of global chart for \( k = 1 \) with end conditions \( Q_0 = \hat{U}(q_1) = Q_2 \). For the special tuples \( \bar{q}_1 = (\hat{U}(q_1), q_1, \hat{U}(q_1)) \) with end conditions near the same critical point we constructed the charts \( \phi(q) := \nu_t(q)|_{\nu_t(q_1)} \) for any \( t > 0 \) in Lemma 4.2 and Remark 4.5.

For future reference,

\[ \phi(q_1) := \bar{\tau}_{q_1} \times (\text{pr}_{B_{q_1}^+} \times \text{pr}_{B_{q_1}^-}) \circ (ev_{-} \times ev_{+}) : \nu_t(q_1) \to \bigcup_{t_1 \in [0, 1]} \{ t_1 \} \times M_{t_1, t_1}(q_1) \]

is given by a transition time \( \tau_{q_1} := \bar{\tau}_{q_1} \), evaluation \( \text{Ev}(q_1) := ev_{-} \times ev_{+} \), and projection \( \pi(q_1) := \text{pr}_{B_{q_1}^+} \times \text{pr}_{B_{q_1}^-} \). These charts are completely fixed by (iv), and by construction satisfy (i) and (ii). Note that \( \nu_t(q_1) \) has nonempty intersection with another chart \( \nu_t(q) \) only for \( q = (Q_0, q_1, Q_2) \) since the trajectories are contained in \( \hat{U}(q_1) \), which is disjoint from the neighbourhood of any other critical point. Hence this chart appears in (iii) only in the trivial identity \( \phi(q_1) = \phi(q_1) \circ \text{Id}_{M(X, X)} \) on \( M(X, X) \cap \nu_t(q_1) \). The transition maps in (iv) will be established in the iterative construction.
For all other end conditions and critical point sequences $q$ the global charts on $V_i(q)$ will be constructed similarly as composition of transition times and evaluations, which we introduce next, and tubular neighbourhoods of $M(q)$ generalizing the projections from $\tilde{U}(q)$ to $\tilde{B}^+_q \simeq M(\tilde{U}(q), q)$ and $\tilde{B}^-_q \simeq M(q, \tilde{U}(q))$, which will be constructed iteratively.

5.4. Evaluations and transition times. For any tuple $q$ of a critical point sequence $(q_1, \ldots, q_k) \in \text{Critseq}(f, U_-, U_+)$ and choices of end conditions $Q_0 \subset U_-, Q_{k+1} \subset U_+$ from \[5\] we define the evaluation map

$$\text{Ev}(q) := \text{ev}_{U_-, q_1} \times \text{ev}_{S^+_1} \times \text{ev}_{S^-_2} \times \cdots \times \text{ev}_{S^-_{q_k}} \times \text{ev}_{q_k} \times \text{ev}_{U_+},$$

$$\text{ev}_{U_-, q_1} := \begin{cases} \text{ev}_{S^+_1} : U_- = q_- , & \text{ev}_{q_k} : U_+ = q_+ , \\ \text{ev}_- : U_- = X , \end{cases} \text{ev}_{U_+, q_k} := \begin{cases} \text{ev}_{S^+_k} : U_+ = q_+ , \\ \text{ev}_+ : U_+ = X. \end{cases}$$

This generalizes the evaluation $\text{Ev}(X, q_0, X) = \text{ev}_- \times \text{ev}_+$ from Section \[5.3\]. However, due to the time parameter in $[0, 1]$ this special case does not quite fit into the language of the rest of this section, where we build up to showing in Proposition \[5.2\] that for $q$ not covered by Section \[5.2\] or \[5.3\] this evaluation defines a homeomorphism to its image

$$\text{Ev}(q) : V_i(q) \to \tilde{S}^+_{U_-, q_1} \times \tilde{S}^+_{q_1} \times \tilde{S}^+_{q_2} \times \cdots \times \tilde{S}^+_{q_k} \times \tilde{S}^-_{q_k} \times \tilde{S}^-_{q_k, U_+} : = \tilde{S}(q)$$

in the target space given by the entry and exit sets, with the notation

$$\tilde{S}^+_{U_-, q_1} := \begin{cases} \tilde{S}^+_{q_1} : U_- = q_- , \\ X : U_- = X \end{cases} \tilde{S}^-_{q_k} := \begin{cases} \tilde{S}^-_{q_k} : U_+ = q_+ , \\ X : U_+ = X. \end{cases}$$

Since the evaluations of $V_i(q)$ are connected by flow lines between each consecutive $\tilde{S}^-_{q_i}$ and $\tilde{S}^+_{q_{i+1}}$, and the initial resp. end evaluation is connected by a flow line to $U_-$ resp. $U_+$, the image of the evaluation map is contained in the submanifold

$$\text{Gr}(q) := -\text{Gr}_{q_1}^{U_-} \times \text{Gr}_{q_2}^{q_1} \times \cdots \times \text{Gr}_{q_k}^{q_{k-1}} \times \text{Gr}_{U_+}^{q_k} \subset \tilde{S}(q).$$

Here $\text{Gr}_{q_1}^{U_-}$ are the graphs of the flow from \[24\], homeomorphic to the connecting spaces of trajectories from exit set $\tilde{S}^-_{q_{i-1}}$ to exit set $\tilde{S}^+_{q_i}$. For critical point end conditions, $\text{Gr}_{q_1}^{U_-}$ are the restrictions from \[20\] to trajectories starting on the unstable sphere resp. ending on the stable sphere. For finite end conditions, the behaviour of the trajectories before $\tilde{S}^-_{q_i}$ resp. after $\tilde{S}^+_{q_{i+1}}$ will be encoded in the local trajectory space for $(Q_0, q_1)$ resp. $(q_k, Q_{k+1})$, so we merely use the spaces $\text{Gr}_{q_1}^{X}$ resp. $\text{Gr}_{q_k}^{U_-}$ of possible initial resp. end points. To summarize,

$$-\text{Gr}_{q_1}^{U_-} = \begin{cases} W_{q_-} \cap \tilde{S}^+_1 : U_- = q_- , \\ \Psi_{\tilde{U}_1(q_1)}(U_1(q_1)) : U_- = X \end{cases} \text{Gr}_{q_1}^{q_1} = \begin{cases} W_{q_+} \cap \tilde{S}^-_{q_k} : U_+ = q_+ , \\ \Psi_{\tilde{U}_1(q_1)}(U_1(q_1)) : U_+ = X. \end{cases}$$

On the other hand, the evaluations of trajectories in $V_i(q)$ are also connected by trajectories in $\tilde{M}_q$ for $i = 1, \ldots, k$, except for $i = 1, k$ and $U_\pm = X$ when we need to use the local trajectory spaces $\tilde{M}_{q_i}$ resp. $\tilde{M}_{q_k}$ depending on the end conditions $Q_0, Q_{k+1}$. Including the intersection conditions with $U(q_i)$, we thus describe the open set $V_i(q)$ as fibered product of $\text{Gr}(q)$ and the evaluation $\text{Ev'} = \prod_{i=1}^k (\text{ev}_- \times \text{ev}_+)$ from the local trajectory spaces,

$$V_i(q) \simeq \text{Gr}(q) \times \text{Ev'} \left( \left\{ \tilde{M}_{q_1} \right\} \times \tilde{M}_{q_2} \times \cdots \times \tilde{M}_{q_{k-1}} \times \left\{ \tilde{M}_{q_{k+1}} \right\} \right).$$
For a complete description of most properties of a global chart, except that it maps to a neighbourhood of the intended can show in general that the transition times and evaluations provides a map that satisfies Note that this does not yield a definition of $Q$ achieved a complete description of the image of the evaluation homeomorphism, Proposition 5.2. Here we do not deal with the cases $k = 0$ or $Q_0 = \tilde{U}(q_1) = \mathcal{Q}_2$, for which the global charts were constructed in the previous sections. For all other critical point sequences we have achieved a complete description of the image of the evaluation homeomorphism, (30) \[ \text{Ev}(\underline{\tau}(q))(\mathcal{V}_I(q)) = \bigcup_{\underline{\tau} \in I(q)} \text{Ev}(\underline{\tau}(\mathcal{D}(\underline{\tau},q))) \cap \text{Gr}(q). \] The transition times $\underline{\tau} \in I(q)$ implicit in (30) can be read off explicitly by the map \[ \tau(\underline{\tau}) := \tau(q_0, q_1) \times \tau(q_2) \times \ldots \times \tau(q_{k-1}) \times \tau(q_k, q_{k+1}) : \mathcal{V}_I(q) \rightarrow [0, 2)^k \] given by the transition times from (18) and (22), \[ \tau(q_0, q_1) := \begin{cases} -\tau(q_1) ; Q_0 = \tilde{U}(q_1), \\ \tau(q_1) ; \text{otherwise}, \end{cases} \quad \tau(q_k, q_{k+1}) := \begin{cases} +\tau(q_k) ; Q_k+1 = \tilde{U}(q_k), \\ \tau(q_k) ; \text{otherwise}. \end{cases} \] Note that this does not yield a definition of $\tau(\underline{\tau}(q))$ in the special case $\underline{\tau}(q) = (\tilde{U}(q_1), q_1, \tilde{U}(q_1))$ of Section 5.3. In that case we denote by $\tau(\underline{\tau}(q)) := \tilde{\tau}_{q_1}$ the rescaled time for which the trajectory is defined. Similar to the construction of the global chart in that special case, we can show in general that the transition times and evaluations provides a map that satisfies most properties of a global chart, except that it maps to a neighbourhood of the intended target. In particular the following establishes the homeomorphism property of $\text{Ev}(q)$. **Proposition 5.2.** For any $t > 0$, critical point sequence $(q_1, \ldots, q_k) \in \text{Critseq}(f, \mathcal{U}_-, \mathcal{U}^+_q)$, and choice of end conditions $Q_0 \subset \mathcal{U}_-$, $Q_{k+1} \subset \mathcal{U}^+_q$ from (5) that are not covered by Section 5.2 or 5.3 the map \[ \tau(\underline{\tau})(q) \times \text{Ev}(\underline{\tau}(q)) : \mathcal{V}_I(q) \rightarrow \bigcup_{\underline{\tau}(\mathcal{D}(\underline{\tau},q))) \cap \text{Gr}(q)} \subset [0, 2)^k \times \text{Gr}(q) \] is a homeomorphism and satisfies the following.
(i) Restricted to the unbroken trajectories, \((\tau(q) \times \Ev(q))|_{\mathcal{V}_i(q)_0}\) is a diffeomorphism \(\mathcal{V}_i(q)_0 \rightarrow \bigcup_{z \in I_i(q) \cap (0, \infty)^k} (\{z\} \times (D_{t,z}(q)) \cap \Gr(q)) \subset (0,2)^k \times \Gr(q)\).

(ii) Restricted to the maximally broken trajectories, \((\tau(q) \times \Ev(q))|_{\mathcal{V}_i(q)_k}\) is the bijection \(\mathcal{V}_i(q)_k = \mathcal{M}(q) \simeq (0)^k \times (\im I_{q_k} \cap \Gr(q))\) given by evaluating \((\gamma_0, \ldots, \gamma_k)\) to 
\[
(\{1\} \times \Ev(U_{-q_1}) (\gamma_0), \Ev(S_{q_1}^- (\gamma_1), \Ev(S_{q_1}^+ (\gamma_1), \ldots, \Ev(S_{q_k}^+ (\gamma_k-1), \Ev(q_{q_k+1} (\gamma_k)))).
\]

(iii) Let \(Q = (\ldots, q_i, q_i', \ldots, q_{i+1})\) be obtained from \(q = (q_0, \ldots, q_i, q_{i+1}, \ldots, q_{k+1})\) by inserting a nontrivial critical point sequence \((q_i', \ldots, q_{i+1}')\). Then we have
\[
(\tau(q) \times \Ev(q))|_{\mathcal{V}_i(q) \cap \mathcal{V}_i(q)} = \mathcal{F}_{3,2} \circ (\tau(q) \times \Ev(q))|_{\mathcal{V}_i(q) \cap \mathcal{V}_i(q)}
\]
with the forgetful map \(\mathcal{F}_{3,2} : I_i(q) \times \Gr(q) \to I_i(q) \times \tilde{S}(q)\).

(iv) The transition times \(\tau(q)\) are given explicitly as in Theorem 2.7. For nontrivial critical point sequences \((q_1, \ldots, q_k) \in \CritSeq(f, U_{-} + U_{+})\) and switching end conditions from \(Q_0 = \tilde{U}(q_1)\) to \(Q = X \setminus \tilde{U}(q_1)\) resp. from \(Q_{k+1} = \tilde{U}(q_k)\) to \(Q_{k+1} = X \setminus \tilde{U}(q_k)\) the homeomorphisms \(\tau \times \Ev\) have overlap of domains \(\Ev^{-1} (\Psi_{\mathbb{R}_+} (S_{q_k}^+ \cap \tilde{U}(q_k)))\) resp. \(\Ev^+ (\Psi_{\mathbb{R}_+} (S_{q_k}^-) \cap \tilde{U}(q_k))\) and are related by
\[
(E_1, \ldots, z_{i_1}^+, \ldots) \mapsto ([pr_{W_{q_i}} (z_{i_1}^+)] \Delta \Ev(E_1, \ldots, z_{i_1}^+, \ldots), \ldots, E_k; \ldots, z_k^+, \ldots),
\]

This last part includes the special case \(Q_0 = Q_2 = \tilde{U}(q_1)\) with \(\tau(q)\) from (12).

Proof. We will give the proof for \(t = 1\), then the general case follows by restriction to \(\mathcal{V}_i(q) \subset \mathcal{V}_i(q)_0\). The product of the evaluation maps \(\Ev(q) = \Ev(U_{-} - q_1) \times \Ev(S_{q_1}^-) \times \ldots \times \Ev(S_{q_k}^+ \times \Ev(q_{k+1}\mathbb{R}_+)\) is injective since the value of \(\Ev(S_{q_i}^-) \times \Ev(S_{q_i}^+\) (resp. \(\Ev^+ \times \Ev(S_{q_i}^-\) in some cases of \(i = 1\), resp. \(\Ev(S_{q_i}^+ \times \Ev_{\mathbb{R}_+}\) in some cases of \(i = k\)) determines the behaviour near the critical point \(q_i\), a generalized trajectory in \(\mathcal{V}_i(q)\) does not break at any other critical point, and the behaviour near all critical points, together with initial and end point, determine the entire trajectory. Moreover, \(\Ev(q)\) is a product of continuous maps by Lemma 3.3. In fact, when restricted to \(\mathcal{V}_i(q)_0\), then \(\Ev(q)\) is a product of smooth embeddings, again by Lemma 3.3. The transition times are continuous by Lemma 4.8 and smooth when restricted to \(\mathcal{V}_i(q)_0\). This shows that \(\tau \times \Ev\) is a continuous injection and \((\tau \times \Ev)|_{\mathcal{V}_i(q)_0}\) is an embedding into \((0,2)^k \times \Gr(q)\). This proves (i) up to determining the image \((\tau \times \Ev)(\mathcal{V}_i(q))\), since then the unbroken trajectories in \(\mathcal{V}_i(q)_0\) are exactly those with no breaking, i.e. with rescaled transition times in \((0,2)\).

The characterization of the image was given in Section 5.7 based on the fact that the trajectories in \(\mathcal{V}_i(q)\) can be uniquely described by their behaviour near each critical point \(q_1, \ldots, q_k\), including the initial or end point in case \(U_- = X\) or \(U_+ = X\). On the other hand, a tuple of local trajectories near \(q_1, \ldots, q_k\) fits together to a trajectory in \(\mathcal{V}_i(q)\) if and only if they satisfy the matching conditions encoded in \(\Gr(q)\).

Properties (ii), (iii), and (iv) follow directly from the definition of the maps, so it remains to prove continuity of \((\tau(q) \times \Ev(q))^{-1}\). For that purpose it suffices to show that the map \(R(q) := (\Id_{(0,2)^k} \times (\Delta^{-1} \Ev_{(0,2)^k} \circ (\tau(q) \times \Ev(q)))) : \mathcal{V}_i(q) \rightarrow \bigcup_{(0,2)^k} (\tau(q) \times (D_{t,z}(q))|_{(0,2)^k}^{-1}(\Gr(q)))\) has a continuous inverse. We will do this explicitly for the case of trajectories between critical points \(U_{\pm} = \tilde{q}_{\pm}\). The case of finite end conditions \(U_- = X\) or \(U_+ = X\) is completely analogous, after replacing the spheres \(S_{q_i}^+\) resp. \(S_{q_i}^-\) with either a ball \(\tilde{B}_{q_1}^+\) resp. \(\tilde{B}_{q_1}^-\) or adding
a flow time parameter in \( \mathbb{R}_- \) resp. \( \mathbb{R}_+ \). To prove continuity for \( \mathcal{U}_\pm = q_{\pm} \) first recall from Lemma 4.4 that we have continuous local inverse maps

\[
R_{q_i}^{-1} : [0, 1] \times S^+_i \times S^-_i \to \overline{\mathcal{M}}(X, X), \quad (\tau_i, x_i, y_i) \mapsto \gamma_{\tau_i, x_i, y_i}.
\]

Their images lie in the neighbourhoods \( \overline{U(q_i)} \) and the matching conditions of \( \tau_{-1}^{-1}(\text{Gr}(q)) \) can be rephrased as \( \text{ev}^{-1}(\gamma_{\tau_i, x_i, y_i}) \in W^-_q \), \( \text{ev}^+(\gamma_{\tau_i, x_i, y_i}) \in W^+_q \), and

\[
\text{ev}^{-1}(\gamma_{\tau_i, x_i, y_i}) \in \Psi_{q_+}(\text{ev}^+(\gamma_{\tau_{i-1}, x_{i-1}, y_{i-1}})) \quad \forall i = 2, \ldots, k.
\]

Hence the image of the full trajectory \( \gamma_{(\tau, x, y)} := R(q)^{-1}((\tau_i, x_i, y_i)_{i=1,\ldots,k}) \) is given by the local trajectories and Morse flow lines between,

\[
\text{im} \gamma_{(\tau, x, y)} = \bigcup_{i=1}^{k+1} \text{im} \gamma_{\tau_i, x_i, y_i} \cup \bigcup_{i=1}^k \Psi_{R_+}(\tau_i, x_i, y_i) \cup \Psi_{R_-}(x_1, \tau_1 y_1).
\]

In fact, for \( i = 2, \ldots, k \) we can replace \( \Psi_{R_+}(\tau_i x_i, y_i) \) by the finite flow line \( \Psi_{[0,T_i]}(\tau_i x_i, y_i) \), where \( T_i > 0 \) is determined by \( \Psi_{T_i}(\tau_i x_i, y_i) = (x_{i-1}, \tau_{i-1} y_{i-1}) \). We can now fix a neighbourhood \( U \subset \overline{\mathcal{M}}_{q_1, \ldots, \mathcal{M}}_{q_k, t} \) of \( (\tau, x, y) \) such that for every \( (\tau', x', y') = (\tau'_i, x'_i, y'_i)_{i=1,\ldots,k} \in U \) the corresponding local trajectories and flow lines are nearby. Firstly, from the continuity of \( R_{q_i}^{-1} \) we have \( d_H(\text{im} \gamma_{\tau_i, x_i, y_i}, \text{im} \gamma_{\tau'_i, x'_i, y'_i}) \leq \varepsilon \) for sufficiently small \( U \). Secondly, continuity of the Morse flow \( \Psi \) provides \( d_H(\Psi_{[0,2T_i]}(\tau'_i x'_i, y'_i), \Psi_{[0,2T_i]}(\tau_i x_i, y_i)) \leq \varepsilon \). Finally, for the convergence to \( q_- \) we can fix \( T_- > 0 \) and choose \( U \) such that \( \Psi_{-T}(x'_i, y'_i) \in B_{c_{q_-}}(q_-) \) for all \( (x', y') \in U \) and \( T \geq T_- \).

Then we obtain

\[
d_H(\Psi_{R_+}(x'_j, \tau'_1 y'_i), \Psi_{R_-}(x_1, \tau_1 y_1)) \leq \max\{\varepsilon, d_H(\Psi_{[T_-, 0]}(x'_i, \tau'_1 y'_i), \Psi_{[-T_, 0]}(x_1, \tau_1 y_1))\},
\]

which by continuity of the flow \( \Psi \) will be bounded by \( \varepsilon \) for small \( U \). A similar argument ensures \( d_H(\Psi_{R_+}(x'_i, y'_k), \Psi_{R_-}(x_k, y_k)) \leq \varepsilon \) and finishes the proof.

5.5. Construction of general global chart. To obtain a smooth structure for \( \nu(q) \) from Proposition 5.2, note that for \( \tau = 0 \) the embedding \( i_0 \) intersects \( \text{Gr}(q) \) transversely. Indeed, \( i_0 \) is the product of stable and unstable spheres \( i_0 = S^+_1 \times S^-_1 \times \cdots \times S^+_k \times S^-_k \), with \( S^+_i \) replaced by \( W^+(q_i) \) in case \( \mathcal{U}_- = X \) and \( S^-_k \) replaced by \( W^-(q_k) \) in case \( \mathcal{U}_+ = X \). It intersects the submanifold \( \text{Gr}(q) \subset \widetilde{\text{S}}(q) \) transversely by the Morse-Smale condition,

\[
\text{im} i_0 \cap \text{Gr}(q) = S^+_1 \cap W^-_1 \times \left( \prod_{i=2}^{k-1} (S^-_i \times S^+_i) \right) \cap Gr_{q_i, q_{i+1}} \cap S^-_k \cap W^+_k,
\]

where in the case of finite ends \( S^+_1 \cap W^-_1 \) resp. \( S^-_k \cap W^+_k \) is replaced by the trivial intersection \( W^+_1 \cap \Psi_{R_-}(\tilde{U}_1(q_1)) \) resp. \( W^-_k \cap \Psi_{R_+}(\tilde{U}_1(q_k)) \). In case \( \mathcal{U}_k = q_k \) the first resp. last factor is simply an intersection of stable and unstable manifold within \( \tilde{S}^+_k \) resp. \( \tilde{S}^-_k \). In each of the middle factors the intersection is with the graph of the map \( \text{Gr}_{q_i, q_{i+1}} \) which encodes the flow from \( \tilde{S}^-_i \) to \( \tilde{S}^+_i \), and hence transversality follows from the transverse intersection of the unstable manifold \( \text{Gr}_{q_i, q_{i+1}}(S^-_i) = W^-_i \cap \tilde{S}^+_i \) with the stable manifold \( S^+_i \) in \( \tilde{S}^+_i \).
Remark 5.3. The transversality $\text{im} t_\tau \cap \text{Gr}(q)$ for $\tau \neq 0$ does not simply extend to small $\tau \neq 0$ since $\text{Gr}(q)$, and sometimes also the domain of $t_\tau$, is noncompact. We will however prove as part of the construction of the global charts that the smooth map $t: (\tau, T_-, x_1, \ldots, y_k, T_+) \mapsto t_\tau(T_-, x_1, \ldots, y_k, T_+)$ is transverse to $\text{Gr}(q)$, as a map from the manifold with corners $C := \bigcup_{\tau \in I_{\text{Gr}}(q)} D_{\tau, T_-}(q) \subset [0, 2)^k \times S_{[\tau_0, \tau_1]}^+ \times \cdots \times S_{[\tau_{k+1}, \tau]}^-$ to $\tilde{S}(q)$ in the following sense: At every intersection point $c \in \tau^{-1}(\text{Gr}(q))$ the image of the “interior tangent space” $T^\text{int}C$ under the differential $d_{\tau, c}$ contains a complement of $T_{\tau, c}(\text{Gr}(q))$. Here $T^\text{int}C$ consists of those tangent vectors in $T_cC$ that are represented by paths $(-\varepsilon, \varepsilon) \to C$ tangent to the boundary $\partial C$. Indeed, $d_{\tau, c}(T^\text{int}C)$ at $c = (\tau, \ldots)$ contains the image of $d_{\tau, c}$ restriction on $T(S_{[\tau_0, \tau_1]}^+ \times \cdots \times S_{[\tau_{k+1}, \tau]}^-)$, so transversality follows from \cite{31} below.

This transversality with corners then induces a smooth structure on $\text{Ev}(\tilde{q})(\mathcal{V}_l(q))$, with the corner strata determined by the coordinates in $[0, 2)^k$; see e.g. \cite{32}. Now the smooth structure on $\mathcal{V}_l(q)$ will be defined by pullback with the homeomorphism $\text{Ev}(\tilde{q})$, so that $\text{Ev}(q)$ is smooth by definition. This directly implies smoothness of the evaluation maps \cite{5} at the endpoints since they are part of $\text{Ev}(q)$.

Remark 5.4. At this point we can also deduce smoothness of the evaluation maps $\text{ev}_H$ at the hypersurfaces of type \cite{7}. In the interior $\mathcal{M}(\mathcal{U}_-, \mathcal{U}_+)$ this was proven in Lemma 3.3. For the global charts covering the boundary note that $\mathcal{V}_l(q)$ intersects the domain of definition of $\text{ev}_{\tilde{S}_p^\pm}$ only when $p \in q$ is part of the critical point sequence. Hence $\text{ev}_{\tilde{S}_p^\pm}$ is a part of $\text{Ev}(q)$, except for $\text{ev}_{\tilde{S}_p^\pm}$ in case $\mathcal{U}_- = X$ or $\text{ev}_{\tilde{S}_p^\pm}$ in case $\mathcal{U}_+ = X$. In the latter cases, the domain of the evaluations within the chart is $\text{ev}^{-1}(\Psi_{\text{ev}, -}(\tilde{S}_p^+)) \subset \mathcal{V}_l(q)$ resp. $\text{ev}^{-1}(\Psi_{\text{ev}, +}(\tilde{S}_p^-)) \subset \mathcal{V}_l(q)$, and the evaluations $\text{ev}^{-}_\text{ev}$ are a part of $\text{Ev}(q)$, hence smooth by definition. In this chart $\text{ev}_{\tilde{S}_p^\pm}$ is smooth since it is given by composing $\text{ev}_-$ with the map $\Psi_{\text{ev}, -}(\tilde{S}_p^+) \to \tilde{S}_p^+$, $z \mapsto \Psi_{\text{ev}, -}(z) \cap \tilde{S}_p^+$ which is smooth by Lemma 3.3. Similarly $\text{ev}_{\tilde{S}_p^\pm}$ is smooth since it is the composition of $\text{ev}_+$ with the smooth map $z \mapsto \Psi_{\text{ev}, +}(z) \cap \tilde{S}_p^-$.

For a general hypersurface $H \subset X$ transverse to the flow consider a trajectory near the boundary $\gamma \in \mathcal{V}_l(q)$ that also lies in the domain of $H$, i.e. $\gamma \cap \Psi_{\text{ev}, \pm}(H) \neq \emptyset$. Its intersection point $\text{ev}_H(\gamma)$ with $H$ flows with finite time to the next entry set $\tilde{S}_q^+$, unless it lies within $\mathcal{U}(q)$ or near the endpoint of $\gamma$, in which case it flows in finite time backwards to the previous exit set $\tilde{S}_q^-$. Now $\text{ev}_H$ is smooth in a neighbourhood of $\gamma \in \overline{\mathcal{M}(\mathcal{U}_-, \mathcal{U}_+)}$ since it can be expressed as composition of $\text{ev}_{\tilde{S}_q^\pm}$ with a smooth map from a neighbourhood of $\text{ev}_{\tilde{S}_q^\pm}(\gamma) \in \tilde{S}_q^\pm$ to a neighbourhood of $\text{ev}_H(\gamma) \in H$, given by the finite (backward) flow from $\tilde{S}_q^\pm$ to $H$.

Next, recall that the evaluation maps $\text{Ev}(q)$ identify the maximally broken trajectories in $\mathcal{V}_l(q)_k = \mathcal{M}(q)$ with the intersection $\text{im} t_\tau \cap \text{Gr}(q)$.

\[
\text{Ev}(q)(\mathcal{M}(q)) = \text{im} t_\tau \cap \text{Gr}(q).
\]

In fact, this is an embedding by Lemma 3.3. In the case of finite ends, the evaluations moreover intertwine the restricted domains,

\[
\text{Ev}(q)(\mathcal{M}_{\tau, \pm}(q)) = \text{ev}_j(D_{\tau, \pm}(q)) \cap \text{Gr}(q) \quad \forall \tau \in I_l(q).
\]

The construction of the global chart \cite{29} now requires identifications of $t_{\tau, \pm}(D_{\tau, \pm}(q)) \cap \text{Gr}(q)$ with $\text{ev}_j(D_{\tau, \pm}(q)) \cap \text{Gr}(q)$ varying continuously with $\tau \in I_l(q)$. We will achieve this by constructing a generalized tubular neighbourhood of the embedding of maximally broken...
trajectories $\text{Ev}(q) : M(q) \to \text{Gr}(q)$, that is a surjective submersion
\[ \pi(q) : \text{Gr}(q) \supset N(q) \to M(q) \]
of a neighbourhood $N(q) \subset \text{Gr}(q)$ of $\text{im} t_0 \cap \text{Gr}(q)$, which restricts to the diffeomorphism $\pi(q)|_{\text{im} t_0 \cap \text{Gr}(q)} = \text{Ev}(q)^{-1} : \text{im} t_0 \cap \text{Gr}(q) \to M(q)$. From this we will define the global chart as composition with the transition times and evaluation maps
\[ \phi(q) := \tau(q) \times (\pi(q) \circ \text{Ev}(q)) : \mathcal{V}_t(q) \to [0,2)^k \times M(q). \]
Equivalently, this can be expressed as composition of a homeomorphism with the projection $\pi(q)$ restricted to domains varying with $\gamma \in I_t(q)$,
\[ \mathcal{V}_t(q) \xrightarrow{\tau(q) \times \text{Ev}(q)} \bigcup_{\gamma \in I_t(q)} \{\gamma\} \times (t_\gamma(D_t, z(q)) \cap \text{Gr}(q)) \xrightarrow{\text{Id}_{[0,2]^k} \times \pi(q)} \bigcup_{\gamma \in I_t(q)} \{\gamma\} \times M_t(z(q)). \]
In order for $\phi(q)$ to be a well defined map, we need to construct the tubular neighbourhoods and choose $t > 0$ sufficiently small to ensure that
\[ t_\gamma(D_t, z(q)) \cap \text{Gr}(q) \subset N(q) \quad \forall \gamma \in I_t(q). \]
On the maximally broken trajectories $\mathcal{V}_t(q)_k$, this map automatically has the required form by Proposition 5.2 (ii) and $\pi(q)|_{\text{im} t_0 \cap \text{Gr}(q)} = \text{Ev}(q)^{-1}$. Moreover, our definition of tubular neighbourhood ensures that each fiber $\pi(q)^{-1}(\gamma)$ is a smooth manifold and intersects $\omega_t(D_t, z(q))$ uniquely and transversely in $\gamma$. In order for $\phi(q)$ to be a homeomorphism (and diffeomorphism in the interior) with the given image we need $\pi(q)$ to also induce diffeomorphisms $t_\gamma(D_t, z(q)) \cap \text{Gr}(q) \xrightarrow{\sim} M_t(z(q))$ for $\gamma \neq 0$. This can be ensured by the fiber intersections for each $\gamma \in I_t(q)$ being transverse at single points over $M_t(z(q))$ and empty over the complement,
\[ \bar{S}(q) \supset t_\gamma(D_t, z(q)) \cap \pi(q)^{-1}(\gamma) = \begin{cases} 1 \text{ point} & : \gamma \in M_t(z(q)), \\ \emptyset & : \gamma \notin M_t(z(q)). \end{cases} \]
This will also imply the transversality $\text{im} t_\gamma \cap \text{Gr}(q) \subset \bar{S}(q)$ claimed in Remark 5.3 since $\pi(q)^{-1}(\gamma) \subset \text{Gr}(q)$. Note also that in case $U_k = q_k$, when the domain of $t_\gamma$ is independent of $\gamma$ and compact, $\text{im} t_\gamma \cap \pi(q)^{-1}(\gamma)$ remains a single transverse intersection point for sufficiently small $|\gamma|$ and $\gamma$ in a compact subset of $M(q)$. In the iterative construction of the tubular neighbourhoods $\pi(q)$ the fibers over the complement of a compact subset will in fact be determined and automatically satisfy $\mathcal{M}$ by the previous constructions.

5.6. Tubular neighbourhoods of subspaces of maximally broken trajectories. We will use the following generalization of tubular neighbourhoods of embeddings.

**Definition 5.5.** Let $e : M \hookrightarrow G$ be an embedding of smooth manifolds. Then a tubular neighbourhood of $e$ is a smooth surjective submersion $\pi : N \to M$ of an open neighbourhood $N \subset G$ of $e(M)$, which restricts to $\pi|_{e(M)} = e^{-1}$.

**Remark 5.6.** Let $\pi : N \to M$ be a tubular neighbourhood of $e : M \hookrightarrow G$. Then, by the implicit function theorem, for every $n \in N$ there is a diffeomorphism $V \times F \cong U$ to a neighbourhood of $n$ that pulls back $\pi$ to the trivial fiber bundle over a neighbourhood of $V \subset M$ of $\pi(n)$. If $n = e(m)$ then one can make the pullback of $e : V \to U$ be a constant section.

If $M$ or $N$ are noncompact, then we may not deduce a global fiber bundle structure, but this local structure is sufficient for our purposes. In particular, each fiber $\pi^{-1}(m)$ is a smooth manifold and intersects $e(M)$ uniquely and transversely in $e(m)$. 
The tubular neighbourhood \( \pi(q) : \mathcal{N}(q) \to \mathcal{M}(q) \) of \( \text{Ev}(q) : \mathcal{M}(q) \to \text{Gr}(q) \) will be constructed as product \( -\pi_{q_1}^{u} \times -\pi_{q_2}^{q_1} \times \ldots \times -\pi_{q_k}^{q_{k-1}} \times +\pi_{q_k}^{q_k} \) of tubular neighbourhoods of the evaluation factors in \( \text{Ev}(q) \). In each of these factors we will construct the tubular neighbourhoods by iteration over the following breaking numbers.

**Definition 5.7.** For each pair \( (\mathcal{P}_-, \mathcal{P}_+) \) of end conditions \( \mathcal{P}_\pm = p_\pm \in \text{Crit}(f) \) or \( \mathcal{P}_\pm = X \) with \( \mathcal{M}(\mathcal{P}_-, \mathcal{P}_+) \neq \emptyset \) we define

\[
b(\mathcal{P}_-, \mathcal{P}_+) := \max \{ m \mid \exists p_1, \ldots, p_m \in \text{Crit}(f) : \mathcal{M}(\mathcal{P}_-, p_1), \mathcal{M}(p_1, p_2), \ldots, \mathcal{M}(p_m, \mathcal{P}_+) \neq \emptyset \} \]

as maximal number of breakings of a trajectory from \( \mathcal{P}_- \) to \( \mathcal{P}_+ \). Moreover, for any tuple \( q = (Q_0, q_1, \ldots, q_k, Q_{k+1}) \) of a critical point sequence and end conditions \( Q_0 \subset \mathcal{U}_-, Q_{k+1} \subset \mathcal{U}_+ \) with \( \mathcal{M}(q) \neq \emptyset \) we denote by

\[
b(q) := \max \{ b(\mathcal{U}_-, q_1), b(q_1, q_2), \ldots, b(q_{k-1}, q_k), b(q_k, \mathcal{U}_+) \} \]

the maximal breaking number between consecutive entries of \( q \).

To see that the breaking number is well defined recall that we defined \( \mathcal{M}(p, p) = \emptyset \). Note moreover that necessarily \( \max f(\mathcal{P}_-) \geq f(p_1) > \ldots > f(p_m) \geq \min f(\mathcal{P}_+) \), so all breaking numbers are bounded above by the number of critical points of \( f \). We can hence use a finite iteration over \( b = 0, \ldots, \#\text{Crit}(f) \) with a decreasing sequence \( 1 \geq t_0 > t_1 > t_2 > \ldots > 0 \) to construct tubular neighbourhoods as follows.

- For each pair \( \mathcal{P}_- = p_- \), \( \mathcal{P}_+ = p_+ \in \text{Crit}(f) \) with \( b(p_-, p_+) = b \) we will construct tubular neighbourhoods

\[
\begin{align*}
\pi_{p_-}^p : & \quad \text{Gr}_{p_+}(t) \to \mathcal{M}(p_-, p_+) \quad \text{of} \quad (\text{ev}_{\bar{S}_{p_-}^p} \times \text{ev}_{\bar{S}_{p_+}^-}^p) : \mathcal{M}(p_-, p_+) \hookrightarrow \text{Gr}_{p_+}^p \\
\text{for } 0 < t \leq t_b & \text{by restriction of the construction for } t = t_b \text{ to} \\
\text{Gr}_{p_+}^p(t) & := \text{Gr}_{p_+}^p \cap (\Psi_R(U_t(p_-)) \times \Psi_R(U_t(p_+))) \subset \text{Gr}_{p_+}^p.
\end{align*}
\]

- For each pair \( p_-, p_+ \in \text{Crit}(f) \) with \( b(p_-, p_+) = b \) we then obtain tubular neighbourhoods

\[
\begin{align*}
\pi_{p_+}^p : & \quad \text{Gr}_{p_+}^p(t) \to \mathcal{M}(p_-, p_+) \quad \text{of} \quad \text{ev}_{\bar{S}_{p_-}^p} : \mathcal{M}(p_-, p_+) \hookrightarrow \text{Gr}_{p_+}^p = W_{p_-}^p \cap \bar{S}_{p_+}^p \\
\text{for } 0 < t \leq t_b & \text{on the domains} \\
\text{by pullback of } & \pi_{p_+}^p \text{ under the embeddings to } \text{Gr}_{p_+}^p = \text{graph}(\text{Gr}_{p_+}^p) \\
((\text{Gr}_{p_+}^p)^{-1} \times \text{Id}_{S_{p_+}^p}) & : \text{Gr}_{p_+}^p \hookrightarrow \text{Gr}_{\bar{p}_+}^p, \quad (\text{Id}_{S_{p_-}^p} \times \text{Gr}_{p_+}^p) & : \text{Gr}_{p_+}^p \hookrightarrow \text{Gr}_{p_+}^p. \\
\text{These embeddings pull } & \text{ev}_{\bar{S}_{p_-}^p} \times \text{ev}_{\bar{S}_{p_+}^p} \text{ back to } \text{ev}_{\bar{S}_{p_+}^p} \text{ resp. } \text{ev}_{\bar{S}_{p_-}^p} \text{, hence pullback of} \\
\pi_{p_+}^p & \text{induces tubular neighbourhoods.
}\end{align*}
\]

- For each \( \mathcal{P}_+ = p_+ \in \text{Crit}(f) \) and \( \mathcal{P}_- = X \) with \( b(X, p_+) = b \) we will construct tubular neighbourhoods

\[
\begin{align*}
\pi_{p_+}^X : & \quad \text{Gr}_{p_+}^X(t) \to \mathcal{M}(X, p_+) \quad \text{of} \quad \text{ev}_- : \mathcal{M}(X, p_+) \hookrightarrow \text{Gr}_{p_+}^X = X \\
\text{for } 0 < t \leq t_b & \text{by restriction of the construction for } t = t_b \text{ to} \\
\text{Gr}_{p_+}^X(t) & := \Psi_R(\bar{U}_t(p_+)) \subset \text{Gr}_{p_+}^X.
\end{align*}
\]
• For each \( p_- \in \text{Crit}(f) \) and \( p_+ = X \) with \( b(p_-, X) = b \) we will construct tubular neighbourhoods

\[
\pi^P_X : +\text{Gr}^P_X(t) \to \mathcal{M}(p_-, X) \quad \text{of} \quad \mathcal{M}(p_-, X) \hookrightarrow +\text{Gr}^P_X = X
\]

for \( 0 < t \leq t_b \) by restriction of the construction for \( t = t_b \) to

\[
+\text{Gr}^P_X(t) := \Psi_{\mathbb{R}_+}((\tilde{U}_t(p_-))) \subset +\text{Gr}^P_X.
\]

• From the tubular neighbourhoods for \( b(P_-, P_+) \leq b \) and \( t \leq t_b \) we then obtain tubular neighbourhoods of \( \text{Ev}(q) : \mathcal{M}(q) \to \text{Gr}(q) \), given by

\[
\pi(q) := -\pi^{q_k}_q \times \ldots \times -\pi^{q_1}_q \times +\pi^{q_0}_q : N_q(q) \to \mathcal{M}(q),
\]

\[
N_q(q) := \text{Gr}^{q_k}(t) \times \text{Gr}^{q_{k-1}}(t) \times \ldots \times \text{Gr}^{q_1}(t) \times +\pi^{q_0}_q(t) \subset \text{Gr}(q),
\]

for all tuples of critical point sequence and end conditions \( q = (q_0, q_1, \ldots, q_k, q_{k+1}) \) with \( b(q) \leq b \), not covered by Section \( \ref{sec:3} \) or \( \ref{sec:4} \). These automatically satisfy \( \ref{eq:3} \) for all \( 0 < t \leq t_b \) since \( I_q(q) \) is defined such that \( \text{im}_{\mathbb{R}_+} \text{Gr}(q) \subset N_q(q) \) for \( q \in I_q(q) \). We will moreover make the construction and choice of \( t_b > 0 \) such that the intersection properties of the fibers \( \ref{eq:4} \) are satisfied for all \( 0 < t \leq t_b \).

• From each tubular neighbourhood for \( b(q) \leq b \) we then obtain a well defined map

\[
\phi(q) := (\text{Id}_{[0,2]} \times \pi(q)) \circ (\tau(q) \times \text{Ev}(q)) : \mathcal{V}_q(q) \to [0,2]^k \times \mathcal{M}(q)
\]

as in \( \ref{eq:2} \), and may restrict it to \( \mathcal{V}_q(q) \) for \( t < t_b \).

\begin{remark}
In each case the open subsets \( (\pm)\text{Gr}^P_{P_+}(t) \subset (\pm)\text{Gr}^P_{P_+} \) converge in the Hausdorff distance as \( t \to 0 \) to the image of \( \mathcal{M}(P_-, P_+) \) under the respective evaluation. Indeed, in the identification \( \text{Gr}^P_{P_+} \simeq (\text{ev}_- \times \text{ev}_+)^{-1}((S^P_{P_+} \times S^P_{P_+}) \subset \mathcal{M}(X, X) \) from Section \( \ref{sec:3} \) we see that for any sequence \( (\text{ev}_- \times \text{ev}_+)\gamma^\nu \in \text{Gr}^P_{P_+}(2^{-\nu}) \) there will be a convergent subsequence \( \gamma^\nu \to \gamma \in \mathcal{M}(X, X) \) with \( \text{ev}_\pm(\gamma) \in S^P_{P_\pm} \). For this subsequence \( (\text{ev}_- \times \text{ev}_+)\gamma^\nu \) converges to a point in \( (\text{ev}_- \times \text{ev}_+)((\text{ev}_- \times \text{ev}_+)^{-1}(S^P_{P_+} \times S^P_{P_+}) \subset \mathcal{M}(X, X) = (\text{ev}_-\text{ev}_+)((\text{ev}_-\text{ev}_+))((\mathcal{M}(P_-, P_+))) \), which is contained in the closure of \( (\text{ev}_-\text{ev}_+)((\text{ev}_-\text{ev}_+))((\mathcal{M}(P_-, P_+))) \). On the other hand, this latter set is contained in \( \text{Gr}^P_{P_+}(t) \) for all \( t > 0 \), which proves Hausdorff convergence of \( \text{Gr}^P_{P_+}(t) \) to \( (\text{ev}_-\text{ev}_+)((\text{ev}_-\text{ev}_+))((\mathcal{M}(P_-, P_+))) \). The other cases are analogous.

In order for this construction of \( \phi(q) \) to provide the global charts of Theorem \( \ref{thm:2.7} \) we need to impose further conditions on the tubular neighbourhoods, taking the properties of \( \tau(q) \times \text{Ev}(q) \) given by Proposition \( \ref{prop:5.2} \) into account. In unravelling the associativity (iii) note that the insertion of a nontrivial \( q' \) implies \( b(q') < b(q) \) and \( b(Q) \leq b(q) \), so the compatibility can be phrased as condition on the factors of \( \pi(q) \).

\begin{lemma}
Let the special global charts in Sections \( \ref{sec:3} \) and \( \ref{sec:4} \) be fixed, and for some \( b \geq 1 \) suppose that the above construction of \( \phi(q) \) for \( b(q) \leq b-1 \) satisfies Theorem \( \ref{thm:2.7} \) for \( 0 < t \leq t_{b-1} \). Then the following conditions on \( (\pm)\pi^P_{P_+} \) for \( b(P_-, P_+) = b \) ensure that the induced maps \( \phi(q) \) satisfy Theorem \( \ref{thm:2.7} \) up to breaking number \( b \) for \( 0 < t \leq t_b \).

(i) The induced maps \( \pi(q) \) for any critical point sequence and end conditions with \( b(q) = b \) satisfy transversality to the fibers \( \ref{eq:4} \), which we may simplify to

\[
\text{im}_{\mathbb{R}_+}(\pi(q))^{-1}(\gamma) = 1 \text{ point} \quad \forall \beta \in \mathcal{V}_q(q), \gamma \in \mathcal{M}(q)
\]

with \( \mathcal{V}_q(q) := \left\{ \begin{array}{ll}
\left[0,\frac{t_k}{2}\right] : q_0 = U(q_1) & \times \left[0,\frac{t}{2}\right] \\
\left[0,\frac{t}{2}\right] \setminus \left[0,\frac{t_k}{2}\right] & \times \left[0,\frac{t}{2}\right] \\
\end{array} \right\}.\]

\end{lemma}
(ii) (The canonical form on the maximally broken trajectories is automatically satisfied.)

(iii) For any nontrivial critical point sequence \( q' \) with end conditions associated to \((\mathcal{P}_-, \mathcal{P}_+) \) with \( b(\mathcal{P}_-, \mathcal{P}_+) = b \) and the associated \( \tilde{q}' \) with open end conditions of the form

\[
\tilde{q}' = (p_-, q_1', \ldots, q_{k+1}', p_+), \quad \tilde{q}' = (\tilde{U}(p_-), p_-, q_1', \ldots, q_{k+1}', p_+),
\]

resp.

\[
\tilde{q}' = (Q_0, q_1, \ldots, q_{k+1}, p_+), \quad \tilde{q}' = (Q_0, q_1, \ldots, q_{k+1}, \tilde{U}(p_+)),
\]

resp.

\[
\tilde{q}' = (p_-, q_1', \ldots, q_{k+1}', \mathcal{Q}_{t+1}), \quad \tilde{q}' = (p_-, \tilde{U}(p_-), q_1', \ldots, q_{k+1}', \mathcal{Q}_{t+1})
\]

the submersions are given on the domains of trajectories intersecting all \( \tilde{U}_{t_k}(q) \) by

\[
\begin{align*}
\pi^{-1}_{p_+} &\circ (ev_\ast \times ev_+)\mid_{\mathcal{M}(S^+_{p_+}, S^+_{p_+})} = \phi(q') \circ \mathbb{P}_{q'} \circ \phi(q'), \\
\pi^{-1}_p &\circ (ev_\ast \times ev_+)\mid_{\mathcal{M}(x, S^+_{p_+})} = \phi(q') \circ \mathbb{P}_{q'} \circ \phi(q'), \\
\pi^{-1}_p &\circ (ev_\ast \times ev_+)\mid_{\mathcal{M}(S^-_{p}, S^-_{p})} = \phi(q') \circ \mathbb{P}_{q'} \circ \phi(q')
\end{align*}
\]

with the canonical projections \( \mathbb{P}_{q'} : I_q(q') \times \mathcal{M}(x(q')) \to [0,1]^t \times \mathcal{M}(x(q')) \).

(iv) For \( b(X, p_+) = b \) resp. \( b(p_-, X) = b \) the submersions near critical points are given explicitly via (11) by

\[
\begin{align*}
\pi^{-1}_{p_+} &\mid_{\tilde{U}_{t_k}(p_+)} = ev^{-1}_\ast \circ \mathbb{P}_{\tilde{B}_{q_k}^{-1}}, \quad (\pi^{-1}_{p_+})^{-1}(\mathcal{M}(\tilde{U}(p_+), p_+)) \subset \tilde{U}_{t_k}(p_+), \\
\pi^{-1}_{p} &\mid_{\tilde{U}_{t_k}(p_-)} = ev^{-1}_\ast \circ \mathbb{P}_{\tilde{B}_{q_k}^{-1}}, \quad (\pi^{-1}_{p})^{-1}(\mathcal{M}(p_-, \tilde{U}(p_-)) \subset \tilde{U}_{t_k}(p_-)
\end{align*}
\]

(The explicit transition times and relation between charts for different end conditions are automatically satisfied.)

Proof. To understand the simplification in (i) we begin by noting that \( \mathcal{M}_{\tilde{z}, \tilde{q}}(\tilde{q}) = \mathcal{M}(\tilde{q}) \) and \( D_{\tilde{z}, \tilde{q}}(\tilde{q}) = S_{q_0, q_1}^+ \times \ldots \times S_{q_{k+1}}^+ \) unless \( t_1 > \frac{1}{2} \) in case \( Q_0 = \tilde{U}(q_1) \) or \( t_k > \frac{1}{2} \) in case \( Q_{k+1} = \tilde{U}(q_k) \). In the latter cases for \( t < t_k \) we will show that the unique transverse intersection follows from the intersection property for \( t_1 = \frac{1}{2} \) or \( t_k = \frac{1}{2} \). We will do this in the case \( Q_0 = \tilde{U}(q_1), Q_{k+1} = \tilde{U}(q_k) \), and \( t_1, t_k > \frac{1}{2} \). The arguments for each end will clearly be separate so that this also covers the case of just one end condition near a critical point. In the chosen case for \( z \in (\frac{1}{2}, 1+t) \times [0, t]^{k-2} \times (\frac{1}{2}, 1+t) \) we have \( D_{\tilde{z}, \tilde{q}}(\tilde{q}) = \mathbb{P}_{\tilde{B}_{q_1}^+} \times S_{q_1} \times \ldots \times S_{q_{k+1}}^+ \) \( \times \mathbb{P}_{\tilde{B}_{q_k}^-} \) and by pullback to \( \tilde{B}_{q_1}^+ \times \ldots \times \tilde{B}_{q_k}^- \) obtain

\[
t_{\tilde{z}}(D_{\tilde{z}, \tilde{q}}(\tilde{q})) = R_{t_1, t_k, \tau_1}(z, \mathfrak{g}_{1, \ldots, \mathfrak{g}_{k+1}}) \in \mathfrak{g}_{1, \ldots, \mathfrak{g}_{k+1}}
\]

with

\[
R_{t_1, t_k, \tau_1} = \left( (\mathbb{P}_{\tilde{B}_{q_1}^+} \times \mathbb{P}_{\tilde{B}_{q_k}^-}) \times \mathbb{P}_{\tilde{B}_{q_1}^+} \ldots \times \mathbb{P}_{\tilde{B}_{q_k}^-} \times \mathbb{P}_{\tilde{B}_{q_1}^+} \times \mathbb{P}_{\tilde{B}_{q_k}^-} \right).
\]

On the other hand, by (iv) the fiber over any \( \gamma = (\gamma_0, \ldots, \gamma_k) \in \mathcal{M}_{\tilde{z}, \tilde{q}}(\tilde{q}) \) is

\[
\pi^{-1}(\gamma) = \left( (ev_\ast(\gamma_0) \times \tilde{B}_{q_1}^+), \ldots, (\tilde{B}_{q_k}^+ \times ev_+(\gamma_k)) \right) \cap N_i(q)
\]

with \( \gamma_0 = ev^{-1}_\ast(\mathbb{P}_{\tilde{B}_{q_1}^+} \times ev_\ast(\gamma_0)) \in \mathcal{M}(\tilde{U}(q_1), q_1) \) and \( \gamma_k = ev^{-1}_- (\mathbb{P}_{\tilde{B}_{q_k}^-} \times ev_+(\gamma_k)) \in \mathcal{M}(q_k, \tilde{U}(q_k)). \) Hence transversality and uniqueness of \( t_{\tilde{z}, \tilde{q}}(D_{\tilde{z}, \tilde{q}}(\tilde{q})) \cap \pi^{-1}(\gamma) \) follows by linear transformation with \( R_{t_1, t_k, \tau_1} \) from transversality and uniqueness of \( \text{im} \left( \frac{1}{2}, \ldots, \frac{1}{2}, \ldots, \frac{1}{2} \right) \cap \pi^{-1}(\gamma_0', \ldots, \gamma_k') \).

Furthermore, by definition of \( t_{\tilde{z}} \) and condition (iv) any point in \( \pi^{-1}(\tilde{z}, \tilde{q}) \cap \pi^{-1}(\gamma) \) is of the form \( (0, ev_\ast(\gamma_0), \ast, \ldots, \ast) \) in case \( Q_0 = \tilde{U}(q_1) \), and of the form \( (\ast, \ldots, \ast, ev_+(\gamma_k), 0) \) in case \( Q_{k+1} = \tilde{U}(q_k) \). Hence \( t_{\tilde{z}}(D_{\tilde{z}, \tilde{q}}(\tilde{q})) \cap \pi^{-1}(\gamma) = 0 \) is automatic for \( \gamma \not\in \mathcal{M}_{\tilde{z}, \tilde{q}}(\tilde{q}) \).
Moreover, for $\tau \in [0, t)^k$ we have $\im_{\tau} \cap \Gr(q) \subset \mathcal{N}_t(q)$ by definition, so the $t$-dependence of the domain of $\pi(q)$ is immaterial. In particular, the intersection property for $t_0$ implies the analogous property for all $0 < t < t_0$.

Now the intersection conditions in (i) together with the characterization of the image $(\tau(q) \times \Ev(q))\left|_{\mathcal{V}_{t_0}(q)}\right. = \bigcup_{i \in I_{t_0}(q)} (\mathcal{L} \times (\im_{\tau} D_{t_0}(q)) \cap \Gr(q))$ evidently imply that $\phi(q) = (\Id_{0,2}\tau \times \pi(q)) \circ (\tau(q) \times \Ev(q))$ is injective with the claimed image. Moreover, it is continuous and smooth on $\mathcal{V}_{t_0}(q)$ since $d\pi(q)$ is surjective. So it remains to show that $(\Id_{0,2}\tau \times d\pi(q))$ restricts to an isomorphism from $T(\tau(q) \times \Ev(q))\left|_{\mathcal{V}_{t_0}(q)}\right. = \mathbb{R}^\ell \times (\im_{\tau} \cap T\Gr(q))$ to $\mathbb{R}^\ell \times T\tilde{M}(q)$. The latter follows from the transversality $T\mathcal{S}(q) = \ker d\pi(q) + \im d\tau$, between the fibers of $\pi(q)$ and smooth on $\mathcal{V}_{t_0}(q)$.

Property (ii) of Theorem 2.7 follows from Proposition 5.2 (ii) and the defining property $\pi(q)|_{\Ev(q)(\mathcal{M}(q))} = \Ev(q)^{-1}$ of tubular neighbourhoods. For property (iv) of Theorem 2.7 the explicit form of the charts for trajectories starting or ending near critical points is equivalent to [38]. The transition times and relation between different end conditions are determined by Proposition 5.2 (iv). Note here that the tubular neighbourhood $\pi(q)$ is the same for both choices of end conditions in $\mathcal{U}_k = X$, and in the relevant factors is given by $[38]$.

To check that condition (iii) implies the compatibility of charts in Theorem 2.7 we begin by noting that the compatibility is trivially satisfied for $k = 0$ when $\phi(q) = \Id_{\tau}$. In the notation of the theorem the breaking numbers are related by $b(q) \leq b(q_j, q_{j+1}) \geq b(q') + \ell$ and $b(Q) \leq b(q, b(q')$, so in order to check the compatibility up to breaking number $b$ it suffices to consider the case $b(q) = b > b(q')$ and $k \geq 1$. Now the complement $\mathcal{V}_i(q) \setminus \mathcal{V}_j(q)$ consists of those trajectories that break at one or several points of $q_i$, so the overlap $\mathcal{V}_i(q) \cap \mathcal{V}_j(q)$ consists of all those trajectories $\gamma \in \mathcal{V}_i(q)$ that do not break between $q_j$ and $q_{j+1}$. Here in case $j = 0$ resp. $j = k$ we have to replace $q_j$ by $Q_n$ resp. $q_{k+1}$ by $Q_{k+1}$, and will consider these cases separately later. For $0 < j < k$ and $\gamma \in \mathcal{V}_i(q) \cap \mathcal{V}_j(q)$ the transition times through $U(q_i)$ (which are positive corresponding to no breaking) $\tau(q_i)(\gamma) = \tau(q_j)(\gamma)$ and evaluations $\Ev(q_i)(\gamma) = \Ev(q_j)(\gamma)$ near $q_i'$ are determined by the restriction $\gamma := \rho_{q_{j+1}}(\gamma) \in \mathcal{M}(\tilde{S}_{q_{j+1}})$ corresponding to

$$(z_{q_j}, z_{q_j+1}) := (\ev_{(i)}(\gamma), \ev_{(i+1)}(\gamma)) = (\ev_{S_{q_j}^-}^- (\gamma), \ev_{S_{q_{j+1}}^+}^+ (\gamma)) \in \Gr_{q_{j+1}}^\ell.$$  

With this notation the compatibility condition (iii) of Theorem 2.7 in case $0 < j < k$ becomes the following tuple of conditions on the tubular neighbourhood $\pi_{q_{j+1}}^\ell(q_{j+1})$ for all $\gamma \in \mathcal{M}(\tilde{S}_{q_{j+1}}^-, \tilde{S}_{q_{j+1}}^+)$ with $\im_{\tau} \cap U_i(q_i') \neq \emptyset$ for $i = 0, \ldots, \ell + 1$.

$$\tau_{q_i}^\ell(q) = \rho_{q_i}^\ell(q_{q_{j+1}}(z_{q_j}, z_{q_{j+1}}^+)) \quad \forall 0 \leq i \leq \ell,$$

In case $j = 0$, $U_- = q_- = q_0 = q_0'$ resp. $j = k$, $U_+ = q_+ = q_{k+1} = q_{k+1}'$, the compatibility can analogously be rewritten as conditions on $-\pi_{q_0}^\ell(z^+) \cap \Gr_{q_0}^\ell$ resp. $\pi_{q_{k+1}}^\ell(z^-)$ on the right hand side for all $z^+ \in -\Gr_{q_0}^\ell$ resp. $z^- \in +\Gr_{q_{k+1}}^\ell$ with $\Psi_{\tilde{M}}(z^z) \cap U_i(q_i') \neq \emptyset$ and the corresponding trajectory $\gamma = \Psi_{\tilde{M}}(z^z)$. By the pullback definition of $-\pi_{q_0}^\ell$, these are equivalent to requirements on $\pi_{q_0}^\ell(z_{q_j}, z_{q_{j+1}})$ for $q \in \mathcal{M}(\tilde{S}_{q_{j-1}}^-)$ as above resp. for $\pi_{q_{k+1}}^\ell(z_{q_j}, z_{q_{j+1}})$ for
Since comparing this definition of $\phi$ for $i = 0$ resp. $+\pi^q_{q_i+1}$ for $i = \ell$, however these equal $\pi^q_{q_i}(ev_{S^-_q} \times ev_{S^+_q})$ resp. $\pi^q_{q_i}(ev_{S^-_q} \times ev_{S^+_q})$ by the pullback definition of $\pm \pi^q_{q_i+1}$. Hence the requirements in these cases are of the same form as those for $0 < j < k$.

Next, we compare these requirements to the definition of the chart for $b(q') < b$,

$$\phi(q') : M(q_j, q_{j+1}) \cap V_i(q'_j)_0 \xrightarrow{(0, t)^T} (0, t)^T \times M(q') \times \gamma \mapsto (q_1, \ldots, q_{\ell}, \gamma_0, \ldots, \gamma_\ell),$$

which is given by the transition times near $q_1, \ldots, q_{\ell}$ and projection to the trajectories,

$$\gamma'_i = \begin{cases} 
-\pi^q_{q_i}(ev_{S^+_q}(\gamma)) & ; i = 0 \\
\pi^q_{q_i+1}(ev_{S^+_q} \times ev_{S^+_q}(\gamma)) & ; i = 1, \ldots, \ell - 1 \\
+\pi^q_{q_i+1}(ev_{S^-_q}(\gamma)) & ; i = \ell 
\end{cases}, \quad \tau'_i = \tau_{q_i}(\gamma) \quad \forall 1 \leq i \leq \ell.$$

Comparing this definition of $\phi(q')$ with the above requirements, we see that property (iii) of Theorem 27 for $0 < j < k$ is equivalent to the requirement for all $\gamma \in M(S^+_q, S^+_q) \cap V_i(q'_j)_0$

$$\phi(q') = \left( \begin{cases} 
-\pi^q_{q_i}(ev_{S^+_q}(\gamma)) & ; i = 0 \\
\pi^q_{q_i+1}(ev_{S^+_q} \times ev_{S^+_q}(\gamma)) & ; i = 1, \ldots, \ell - 1 \\
+\pi^q_{q_i+1}(ev_{S^-_q}(\gamma)) & ; i = \ell 
\end{cases}, \quad \tau'_i = \tau_{q_i}(\gamma) \quad \forall 1 \leq i \leq \ell \right).$$

The right hand side can be expressed as composition $Pr_{q_i} \circ \phi(q')$ of the chart for the critical point sequence $q' = (q_0, q_1, \ldots, q_{\ell}, q_{\ell+1} = q_{j+1}, q_{j+1} + 1)$ with the projection

$$Pr_{q_i} : [0, 2] \times [0, 1] \times [0, 2] \times M(U(q_j, q_1) \times M(q'_j) \times M(q_{j+1}, U(q_{j+1})) \to [0, 1] \times M(q'_j).$$

Since $\phi(q')$ is invertible and $ev_- \times ev_+ : \gamma \mapsto (z^{-}_q, z^{+}_q)$ identifies the domains $M(S^+_q, S^+_q) \cap V_i(q'_j)_0$, this makes the requirement $\pi^q_{q_i+1} \circ (ev_- \times ev_+) = \phi(q')^{-1} \circ Pr_{q_i} \circ \phi(q')$, as claimed.

In case $j = 0, U_+ = X$ resp. $j = k, U_+ = X$ the compatibility can be rewritten as above into conditions on $-\pi^X_{q_i}(z^{-}_q)$ resp. $+\pi^X_{q_i}(z^{+}_q)$ instead of $\pi^q_{q_i+1}(z^{-}_q, z^{+}_q)$ on the right hand side, with the further replacements $(q_0 \sim X, ev_{S^+_q} \sim ev_-, \tau_{q_i} \sim \tau(q_0, q_i))$ resp. $(q_{k+1} \sim X, ev_{S^-_q} \sim ev_+, \tau_{q_i} \sim \tau(q_i, q_{k+1}))$, and with a modification of the left hand side to $-\pi^X_{q_i} \circ ev_- \circ \tau(q_0, q_i)$ for $i = j = 0$ resp. to $+\pi^X_{q_i} \circ ev_+ \circ \tau(q_i, q_{k+1})$ for $i = \ell, j = k$. In these cases the requirements are for all restricted trajectories $\gamma \in M(X_+, S^+_q)$ resp. $\gamma \in M(S^-_q, X)$ with $\text{im} \gamma \cap U_i(q'_j)$ for $i = 1, \ldots, \ell$ and $ev_-(\gamma) \in Q_0$ resp. $ev_+(\gamma) \in Q_{k+1}$, and the corresponding $z^{\pm}_q = ev_{\pm}(\gamma)$. Spelling this out for $j = 0$, the requirements are

$$-\pi^X_{q_i}(ev_-) = -\pi^X_{q_i}(ev_{S^+_q}(-\pi^X_{q_i}(z^{-}_q))),$$

$$\pi^q_{q_i+1}(ev_{S^-_q} \times ev_{S^+_q}(\gamma)) = \begin{cases} 
\pi^q_{q_i+1}(ev_{S^+_q} \times ev_{S^+_q})(-\pi^X_{q_i}(z^{-}_q)) & ; 0 < i < \ell \\
+\pi^q_{q_i+1}(ev_{S^-_q}(-\pi^X_{q_i}(z^{-}_q))) & ; i = \ell 
\end{cases},$$

$$\tau(q_0, q_i) = \tau(q_i, q_{k+1})(-\pi^X_{q_i}(z^{-}_q)),$$

$$\tau_{q_i} = \tau_{q_i}(z^{-}_q) \quad \forall 2 \leq i \leq \ell.$$
resp. \( \gamma'_i = \pi_{q^i_0}^{\ell}(ev_+(\gamma)) \) and \( \tau'_i = \tau(q'_i, q'_{i+1})(\gamma) \). Spelling this out for \( j = 0 \), the chart is

\[
\phi(q'_0): \mathcal{M}(Q'_0, q_0) \ni \gamma \mapsto (0, 2)^{\ell} \times \mathcal{M}(q'_0), \quad \gamma \mapsto (\tau'_1, \ldots, \tau'_{l}, \gamma'_0, \ldots, \gamma'_l),
\]

\[
\gamma'_i = \left\{ \begin{array}{ll}
-\pi_{q^i_0}^{\ell}(ev_-(\gamma)) & ; i = 0 \\
\pi_{q^i_{i+1}}^{\ell}(ev_{q^i_0}^2 x ev_{q^i_{i+1}}^2) & ; i = 1, \ldots, \ell - 1 \\
+\pi_{q_{i+1}^i}^{\ell}(ev_{q_{i+1}^i}) & ; i = \ell
\end{array} \right.
\]

\[
\tau'_i = \begin{cases}
\tau(q'_0, q'_1)(\gamma), & i = 0 \\
\tau(q'_i)(\gamma), & 2 \leq i \leq \ell
\end{cases}
\]

This shows that property (iii) of Theorem 2.7 for \( j = 0 \), \( U_- = X \), resp. \( j = k \), \( U_+ = X \) is equivalent to a requirement of the same form as (39) for \( \phi(q'_0)^{-1} \left( \pi_X^X(z^{-}_{\gamma}) \right) \) resp. \( \phi(q'_{k_0})^2(\pi_X^X(z^{+}_{\gamma})) \) and all \( \gamma \in \mathcal{M}(X, S_{q^i_0}^{-, X}) \cap \mathcal{V}_k(q'_0) \), resp. \( \gamma \in \mathcal{M}(S_{q^i_0}^{+, X}) \cap \mathcal{V}_k(q'_0) \), just with the first resp. last trajectory and transition time on the right hand side replaced by \( -\pi_X^X(ev_-(\gamma)) \) and \( \tau(q'_0, q'_1)(\gamma) \) resp. \( +\pi_X^X(ev_+(\gamma)) \) and \( \tau(q'_i, q'_{i+1})(\gamma) \). We may again express the right hand side as composition \( \text{Pr}_{q'_0} \circ \phi(q'_0) \) of the chart for the associated critical point sequence \( q'_0 \) with the canonical projection \( \text{Pr}_{q'_0} : I_0(q'_0) \times \mathcal{M}(q'_0) \rightarrow [0, 1)^{\ell} \times \mathcal{M}(q'_0) \). In case \( j = 0 \) that is

\[
q'_0 = (Q'_0, q'_1, \ldots, q'_i, q'_{i+1} = q_1, U(q_1))\text{ satisfying } b(q'_0) = b(q'_0), \text{ and the projection is }
\]

\[
\text{Pr}_{q'_0} : [0, 2)^{\ell} \times \mathcal{M}(q'_0) \times \mathcal{M}(q_1) \rightarrow [0, 2)^{\ell} \times \mathcal{M}(q'_0).
\]

Since \( \phi(q'_0) \) is a homeomorphism and \( ev_- : \gamma \mapsto z^-_{\gamma} \) identifies the domains \( \mathcal{M}(X, S^+_{q^i_0}) \rightarrow \mathcal{M}(X, S^+_{q^i_0}) \), this makes the requirement \( -\pi_X^X ev_- = \phi(q'_0)^{-1} \circ \text{Pr}_{q'_0} \circ \phi(q'_0) \). Similarly, \( ev_+ : \gamma \mapsto z^+_{\gamma} \) identifies the domains \( \mathcal{M}(S^-_{q^i_0}, X) \rightarrow \mathcal{M}(S^-_{q^i_0}, X) \), this makes the requirement \( +\pi_X^X ev_+ = \phi(q'_0)^{-1} \circ \text{Pr}_{q'_0} \circ \phi(q'_0) \). This finishes the proof for property (iii) of Theorem 2.7.

5.7. Construction for breaking number \( b = 0 \): In this section we construct tubular neighbourhoods \( \pi_p^{-} \) for \( b(p^{-}, p^+) = 0 \) as specified in Section 5.6 and find \( t_0 > 0 \) such that the induced maps \( \phi(q) \) satisfy Theorem 2.7 for \( b(q) = 0 \) and \( 0 < t < t_0 \).

For pairs of critical points \( p^-, p^+ \in \text{Crit}(f) \) with \( \mathcal{M}(p^-, p^+) \neq \emptyset \) the breaking number is \( b(p^-, p^+) = 0 \) iff there exist no broken Morse trajectories from \( p^- \) to \( p^+ \), which is equivalent to the space of unbroken Morse trajectories \( \mathcal{M}(p^-, p^+) \) being compact. This trajectory space is embedded in the connecting trajectory space by

\[
(ev_{S^-_{p^+}} \times ev_{S^+_{p^+}}) : \mathcal{M}(p^-, p^+) \rightarrow \text{Gr}_{p^+}^-.
\]

Its image, \( M \subset \text{Gr}_{p^+}^- \) has a standard tubular neighbourhood diffeomorphism (given by the exponential map for some metric) \( \exp : NM \ni B \rightarrow W \subset \text{Gr}_{p^+}^- \) from a neighbourhood \( B \) of the zero section in the normal bundle \( NM \subset T \text{Gr}_{p^+}^- |_M \) to a neighbourhood \( W \) of \( M \). Since \( M \) is compact and \( \text{Gr}_{p^+}^-(t) \rightarrow M \) in the Hausdorff distance as \( t \rightarrow 0 \), we find \( t_{p^-, p^+} \in (0, 1] \) such that \( \text{Gr}_{p^+}^-(t_{p^-, p^+}) \subset U \). Then with the projection \( \Pi_M : NM \rightarrow M \) the map

\[
\pi_{p^+} := (ev_{S^-_{p^+}} \times ev_{S^+_{p^+}})^{-1} \circ \Pi_M \circ \exp^{-1} : \text{Gr}_{p^+}^-(t_{p^-, p^+}) \rightarrow \mathcal{M}(p^-, p^+)
\]

evidently defines a tubular neighbourhood of \( ev_{S^-_{p^+}} \times ev_{S^+_{p^+}} \) in the sense of Definition 5.5.

Next, we have \( b(X, p^+) = 0 \) iff \( p^+ \) is a maximum, and \( b(p^-, X) = 0 \) iff \( p^- \) is a minimum. In those cases the connecting trajectory spaces are

\[
-\text{Gr}_{p^+}^X(1) = \Psi_{p^+}(U_1(p^+)) = U_1(p^+), \quad +\text{Gr}_{p^+}^X(1) = \Psi_{p^+}(U_1(p^-)) = U_1(p^-),
\]
and we are dealing with the embeddings of the trivial Morse trajectory spaces
\[ ev_{-} : \mathcal{M}(\tilde{U}(p_{+}), p_{+}) = \{ \gamma_{p_{+}} \equiv p_{+} : [0, \infty) \to X \} \xrightarrow{\sim} \tilde{B}_{p_{+}}^{+} = \{ p_{+} \} \subset \tilde{U}_{1}(p_{+}), \]
\[ ev_{+} : \mathcal{M}(\tilde{U}(p_{-}), p_{-}) = \{ \gamma_{p_{-}} \equiv p_{-} : (-\infty, 0] \to X \} \xrightarrow{\sim} \tilde{B}_{p_{-}}^{-} = \{ p_{-} \} \subset \tilde{U}_{1}(p_{-}). \]

We define their tubular neighbourhoods according to (33) by
\[ -\pi_{X}^{p_{+}} \equiv \gamma_{p_{+}} : -\text{Gr}_{p_{+}}(1) \to \mathcal{M}(\tilde{U}(p_{+}), p_{+}), \quad +\pi_{X}^{p_{-}} \equiv \gamma_{p_{-}} : +\text{Gr}_{p_{-}}^{-}(1) \to \mathcal{M}(p_{-}, \tilde{U}(p_{-})). \]

This constructs all tubular neighbourhoods for breaking number \( b = 0 \) as listed in Section 5.6 with \( t_{0} := \min\{ t_{p_{-}, p_{+}} : \mathcal{M}(p_{-}, p_{+}) \neq \emptyset \} \in (0, 1]. \)

In order for the induced maps \( \phi(q) : V_{q}(q) \to [0, 2)^{k} \times \mathcal{M}(q) \) for \( b(q) = 0 \) to satisfy Theorem 2.7 it suffices to check the conditions of Lemma 5.9. Here condition (iii) is trivially satisfied since \( b(q) = 0 \) does not allow for the insertion of a nontrivial critical point sequence.

Condition (iv) holds evidently since \( \pm \pi \) were only defined on \( U_{1}(p_{\pm}) \). Finally, the following lemma will provide \( t_{0} \in (0, t_{0}^{*}] \) such that (i) holds. Note from above that \( b(q) = 0 \) only for critical point end conditions \( U_{\pm} = q_{\pm} \) or finite end conditions \( Q_{0} = \tilde{U}(q_{1}) \) with \( q_{1} \) a maximum, resp. \( Q_{k+1} = \tilde{U}(q_{k}) \) with \( q_{k} \) a minimum. Moreover, \( b(q) = 0 \) implies compactness of the subset of maximally broken trajectories \( \mathcal{M}(q) \).

**Lemma 5.10.** Let \( S \) be a manifold, \( G \subset S \) a submanifold, and \( \iota : [0, 1)^{n} \times Z \to S, (\tau, z) \mapsto \iota_{\tau}(z) \) a smooth family of embeddings \( \iota_{\tau} : Z \to S \) such that \( \text{im} \iota_{0} \cap G \subset S \) transversely. Let \( e : M \to S \) be an embedding to \( e(M) = \text{im} \iota_{0} \cap G \), and let \( \pi : G \to M \) be a tubular neighbourhood of \( e \). Suppose moreover that \( \iota \) is uniformly continuous with respect to the Euclidean distance on \([0, 1)^{n}\) and some metrics on \( Z, S \) (compatible with the given topologies).

Then for every compact open subset \( K \subset M \) there exists \( t > 0 \) and a neighbourhood \( N \subset G \) of \( e(M) \) such that
\[ \text{im} \iota_{\tau} \cap (\pi^{-1}(m) \cap N) = 1 \text{ point} \quad \forall m \in K, \tau \in [0, t)^{n}. \]

If \( Z \) is compact then this holds with \( N = G \).

Here all manifolds are smooth, finite dimensional, and without boundary; the difficulty lies in allowing noncompactness, which will be needed in the iteration step. In the present case just \( G := N_{0}^{t_{0}}(q) \subset \text{Gr}(q) \) is noncompact. The base space \( K = M := \mathcal{M}(q) \) is compact and in case of finite end conditions \( Q_{0} = \tilde{U}(q_{1}) \) resp. \( Q_{k+1} = \tilde{U}(q_{k}) \) only contains trajectories \( \gamma \) with \( |\text{ev}^{-}(\gamma)| \equiv 0 \) resp. \( |\text{ev}^{+}(\gamma)| \equiv 0 \), hence \( \mathcal{M}_{t_{0}}(q) = \mathcal{M}(q) \). Similarly, the embeddings
\[ \iota_{\tau} := \iota_{\tau_{0}} : S := \tilde{S}(q) \text{ have compact domains}, \text{in case } Q_{0} = \tilde{U}(q_{1}) \text{ resp. } Q_{k+1} = \tilde{U}(q_{k}) \text{ given by } \tilde{B}_{q_{1}}^{+} = \{ 0 \} \text{ resp. } \tilde{B}_{q_{k}}^{-} = \{ 0 \}. \]
In the latter cases note that \( \iota_{\tau_{0}} \) is well defined for \( \tau \in [0, 1)^{k} \), so we will obtain the intersection property for transition times in \([0, t)^{k}\), which contains \( I_{1}^{t}(q) \). This finishes the construction in case \( b = 0 \) with \( t_{0} := \min\{ t_{0}^{*}, t \} \).

**Proof of Lemma 5.10.** To begin note that the transversality \( \text{im} \iota_{0} \cap G = e(M) \) together with the submersion property of \( \pi : G \to M \) implies fiber-wise transversality
\[ \text{im} \iota_{0} \cap \pi^{-1}(m) = e(m) \quad \forall m \in M. \]

To show that, after a restriction, this intersection property persists for small \( \tau \neq 0 \) we crucially need compactness of \( K \). With that it suffices, given any \( k \in K \), to find \( t_{k} > 0 \) and a neighbourhood \( N_{k} \subset G \) of \( e(M) \) such that (40) holds on a neighbourhood \( U_{k} \) of \( k \).

By assumption, \( z_{k} = e_{0}^{-1}(\pi^{-1}(k)) \) is a unique point, and \( d_{z_{k}}(\pi \circ e_{0}) : T_{z_{k}}Z \to d_{k}M \) is an isomorphism. The implicit function theorem for \( F : ([0, 1)^{n} \times Z) \to M \times M, (\tau, m; z) \mapsto (\pi(\iota_{\tau}(z)), m) \) with \( (0, k; z) \mapsto \Delta_{M} \) then provides open neighbourhoods
\[0, t) \times U \subset [0, 1)^n \times M \] of \((0, k)\) and \(V \subset Z \) of \(z_k\) such that \(F(\tau, m; \cdot) \in \Delta_M\) has unique solutions in \(V\) for all \((\tau, m) \in U\). That is, \(\iota_\tau(V) \cap \pi^{-1}(m)\) is a unique point for all \(|\tau| < t\) and \(m \in U\). By restricting \(F\) to precompact neighbourhoods of \(z_k\) we can ensure that \(V\) is precompact. Then \(d_z(\pi \circ \iota_\tau) \to d_z(\pi \circ \iota_0)\) converges uniformly in \(z\) as \(\tau \to 0\), and hence is surjective for small \(|\tau|\). So by choosing \(t > 0\) smaller we additionally achieve transversality,

\[
\iota_\tau(V) \cap \pi^{-1}(m) = 1 \text{ point} \quad \forall \ |\tau| < t, m \in U. 
\]

It remains to trade the restriction to \(V \subset Z\) for a restriction to \(N \subset G\). For that purpose we work with open neighbourhoods throughout and write \(U' \subset U\) for \(U'\) being precompact in \(U\) (i.e. its closure in \(U\) is compact, which yields a positive distance between \(U'\) and the complement of \(U\)). We can combine a local trivialization of \(\pi\) from Remark 5.0 with the transversality \(\text{im} \iota_0 \cap G = \epsilon(M)\) to find a neighbourhood \(U_0 \subset U\) of \(k\), open balls \(B_0 \subset \mathbb{R}^{\dim G - \dim M}\) and \(C_0 \subset \mathbb{R}^{\dim S - \dim G}\), and a diffeomorphism \(\phi : U_0 \times B_0 \times C_0 \cong S_0 \subset S\) to a neighbourhood of \(\iota_0(z_k) = \epsilon(k) = \phi(k, 0, 0)\) such that

\[
\text{im} \iota_0 \cap S_0 = \phi(U_0, 0, C_0), \quad G \cap S_0 = \phi(U_0, B_0, 0), \quad \phi^* \pi = \text{pr}_{U_0}, \quad \phi^* e = \text{Id}_{U_0} \times 0 \times 0. 
\]

Now by (41) we have \(\iota_0^{-1}(\phi(U_1, 0, 0)) \subset \iota_0^{-1}(\pi^{-1}(U_0)) \subset V\) for any choice of neighbourhood \(U_1 \subset U_0\) of \(k\). Since \(\iota_0\) is an embedding we then find a neighbourhood \(C_1 \subset C_0\) of \(0\) such that \(Z_1 := \iota_0^{-1}(\phi(U_1, 0, C_1)) \subset V\) while

\[
\iota_0(Z \setminus Z_1) = \text{im} \iota_0 \setminus \phi(U_1, 0, C_1) \subset S \setminus \phi(U_1, B_0, C_1). 
\]

Next, we apply the implicit function theorem again to \(F|_{[0, 1)^n \times U_1 \times Z_1}\) to find \(t' > 0\), \(V_1 \subset Z_1\), and \(U_2 \subset U_1\) such that \(\iota_\tau(V_1) \cap \pi^{-1}(m)\) is a unique point for all \(|\tau| < t'\) and \(m \in U_2\). Since (41) also holds on \(U_2 \subset U\) and \(V_1 \subset Z_1 \subset V\), we obtain

\[
\iota_\tau(Z_1) \cap \pi^{-1}(m) = 1 \text{ point} \quad \forall \ |\tau| < t', m \in U_2. 
\]

We pick further neighbourhoods \(B_1 \subset B_0\) and \(C_2 \subset C_1\) of \(0\) to obtain a precompact neighbourhood \(S_2 := \phi(U_2, B_1, C_2) \subset \phi(U_1, B_0, C_1) =: S_1\) of \(\iota_0(z_k)\) with \(\delta := d_S(S_2, S \setminus S_1) > 0\). Now uniform continuity provides \(t_\delta > 0\) such that for all \(|\tau| < t_\delta\)

\[
\iota_\tau(Z \setminus Z_1) \subset B_\delta(\iota_0(Z \setminus Z_1)) \subset B_\delta(S \setminus S_1) \subset S \setminus \phi(U_2, B_1, C_2) \\
\text{and} \quad \iota_\tau(Z_1) \cap \pi^{-1}(U_2) \subset B_\delta(\iota_0(Z_1)) \cap \pi^{-1}(U_2) = B_\delta(\phi(U_1, 0, C_1)) \cap \pi^{-1}(U_2). 
\]

Finally, for sufficiently small \(\delta' \in (0, \delta]\) we obtain for all \(|\tau| < t_{\delta'} =: t_k\)

\[
\iota_\tau(Z_1) \cap \pi^{-1}(U_2) \subset \phi(U_0, B_1, C_0) \cap \pi^{-1}(U_2) \subset \phi(U_2, B_1, 0). 
\]

Now \(N_k := \pi^{-1}(M \setminus \overline{U_1}) \cup \phi(U_0, B_1, 0) \subset G\) is a neighbourhood of \(e(M \setminus \overline{U_1}) \cup e(U_0) = e(M)\) and for all \(m \in U_2\) and \(|\tau| < t'\) we have

\[
\text{im} \iota_\tau \cap \pi^{-1}(m) \cap N_k = \text{im} \iota_\tau \cap \phi(k, B_1, 0) = \iota_\tau(Z_1) \cap \phi(m_0, B_1, 0) = \iota_\tau(Z_1) \cap \pi^{-1}(m). 
\]

Thus (40) on \(U_k := U_2\) follows from (42). Finally, after finding a finite open cover \(K \subset \bigcup U_k\), the lemma holds with \(t := \min t_k\) and \(N := \bigcap N_k\). If \(Z\) is compact then we can moreover choose \(t > 0\) sufficiently small such that \(\text{im} \iota_\tau \cap G \subset N\) for all \(|\tau| < t\), and hence \(\text{im} \iota_\tau \cap (\pi^{-1}(m) \cap N) = \text{im} \iota_\tau \cap \pi^{-1}(m)\). \(\square\)
5.8. Construction for \( b \geq 1 \) based on construction for \( b = 1 \): Let the special global charts in Sections 5.2 and 5.3 be fixed, and for some \( b \geq 1 \) suppose that we have given a construction of \( \phi(q) = (1 \times \pi(q)) \circ (\tau(q) \times \Ev(q)) \) for \( b(q) \leq b - 1 \) as specified in Section 5.6 and satisfying Theorem 2.7 for \( 0 \leq t < t_b - 1 \). Then the goal of this iteration step is to construct tubular neighbourhoods \( (\pm) \pi_\PP^- \) for \( \PP \) as specified in Section 5.6 and find \( t_0 > 0 \) such that the induced maps \( \phi(q) \) satisfy Theorem 2.7 for \( b(q) \leq b \) and \( 0 < t \leq t_b \). By Lemma 5.9 it suffices to satisfy conditions (i), (iii), (iv). Hence we start by applying the formulas

\[
\left( \pm \right) \pi_\PP^- \circ \{ (ev_\PP \times ev_+ ) \} \mid V_{t_b}(q_0) = \phi(q_0)^{-1} \circ \Pr_{q'} \circ \phi(q_0), \quad \pm \pi_\PP^+ \mid \tilde{U}_{t}(p_+) := ev_1^\pm \circ \Pr_{q_0}^+ \]

for nontrivial critical point sequences \( q' = (P' \supset Q_0', q_1', \ldots, q_{t_f'}, Q_{t_f'} \subset P_+) \) and the associated \( \hat{q}' = \left\{ \left( \tilde{U}(p_\PP) : P_{-} = p_\PP, Q_0' : P_\PP = X \right), q_1', \ldots, q_{t_f'}, \left( p_\PP = p_\PP^+, Q_{t_f'} : P_\PP = X \right) \right\} \) to define maps

\[
\hat{\pi}_P^- : \bigcup_{q_0'} \Gr_{p_\PP}^-(t_{b-1}, q_0') \longrightarrow \bigcup_{q_0'} V_{t_b}(q_0') \subset \mathcal{M}(P_-, P_+), \\
\hat{\pi}_P^+ : \tilde{U}_{t}(p_+) \cup \bigcup_{q_0'} \Gr_{p_\PP}^+(t_{b-1}, q_0') \longrightarrow ev^{-1}(B_{p_\PP}^+) \cup \bigcup_{q_0'} V_{t_b}(q_0') \subset \mathcal{M}(P_+, X), \\
\hat{\pi}_X^- : \tilde{U}_{t}(p_+) \cup \bigcup_{q_0'} \Gr_{p_\PP}^-(t_{b-1}, q_0') \longrightarrow ev^{-1}(B_{p_\PP}^-) \cup \bigcup_{q_0'} V_{t_b}(q_0') \subset \mathcal{M}(P_+, X)
\]

with the union over critical point sequences as above, and on the domains

\[
\Gr_{p_\PP}^-(t_{b}, q_0') := (ev_{\PP} \times ev_{\PP}^+) \left( \mathcal{M}(\tilde{S}_{p_\PP}^-, \tilde{S}_{p_\PP}^+) \cap V_{t_b}(q_0') \right), \\
\Gr_{p_\PP}^+(t_{b}, q_0') := ev_-(\mathcal{M}(X, \tilde{S}_{P}^+) \cap V_{t_b}(q_0')), \\
\Gr_{p_\PP}^-(t_{b}, q_0') := ev_+(\mathcal{M}(\tilde{S}_{P_\PP}^-, X) \cap V_{t_b}(q_0')).
\]

If we define \((\pm) \pi_\PP^+ \) by extension of \((\pm) \pi_\PP^- \mid \bigcup_{q_0'} \Gr_{p_\PP}^-(t_{b-1}, q_0') \) to \((\pm) \Gr_{p_\PP}^+(t_{b}, q_0') \) then (ii) and the first part of (iv) are automatically satisfied. In fact, the following lemma shows that this definition is consistent with all conditions on the tubular neighbourhoods.

**Lemma 5.11.** For each \( b(\PP_-) = b \) the maps \( \hat{\pi}_\PP^- \), \( \hat{\pi}_\PP^+ \) are well defined tubular neighbourhoods of \( ev_{\PP}^{\pm} \times ev_{\PP}^{\pm} \), \( ev_- \), resp. \( ev_+ \) restricted to the above subdomains of \( \mathcal{M}(\PP_-) \) and satisfy the preimage condition in Lemma 5.6 (iv). For \( 0 < t < t_{b-1} \) they restrict to maps \( \hat{\pi}_\PP^-(t, q') \rightarrow \bigcup_{q_0'} V_\PP(q_0') \). Moreover, the product \( \hat{\pi}_\PP(q) = \hat{\pi}_\PP^{\mathcal{U}_\PP} \times \hat{\pi}_\PP^{Q_{t_f'}} \) for any \( b(q) = b \) satisfies the intersection condition in Lemma 5.9 (i) for \( \gamma \in \mathcal{M}(\PP_-) \) and \( \gamma \in \mathcal{M}(\PP_+) \).}

**Proof.** We begin by noting that the nontrivial critical point sequences have breaking number \( b(q') = b(q) < b(\PP_-) = b \), hence by the iteration hypothesis we can work with the charts \( \phi(q') \) and \( \phi(q_0') \), satisfying the properties of Theorem 2.7. In order to see that \( \hat{\pi}_\PP^- \) is well defined we have to check consistency of the definitions at a fixed \( (z^-, z^+) \in \Gr_{p_\PP}^-(t_{b}) \) for different critical point sequences \( q' = (p_-, \ldots, p_+) \). Note that \( Q^{z_{\pm}} = \{ p \in \C(f) \mid \Psi_{z_{\pm}}(z_{\pm}) \cap U_{t}(p) \neq \emptyset \} \) defines a critical point sequence in \( \Crit_{\text{seq}}(f; p_-, P_+) \) such that \( (z^-, z^+) \in \Gr_{p_\PP}^-(t_{b}, Q^{z_{\pm}}) \). In fact, it is maximal in the sense that if \( (z^-, z^+) \in \Gr_{p_\PP}^+(t_{b}, q_0') \) then \( q' \subset Q^{z_{\pm}} \). In this situation we actually have \( (z^-, z^+) \in \Gr_{p_\PP}^+(t_{b}, Q') \) for each intermediate critical point sequence \( Q' = (p_-, \ldots, p_+) \) with \( q' \subset Q' \subset Q^{z_{\pm}} \). Now arguing step by step, it suffices to check the identity

\[
\phi(q')^{-1} \circ \Pr_{q'} \circ \phi(q_0') = \phi(q')^{-1} \circ \Pr_{q_0'} \circ \phi(q_0') \quad \text{at} \quad \gamma_{z_{\pm}} := (ev_- \times ev_+)^{-1}(z^-, z^+) \in \mathcal{M}(\tilde{S}_{p_\PP}^-, \tilde{S}_{p_\PP}^+) \]
for pairs \( q' \subset Q' \) where \( Q' \) is obtained from \( q' \) by inserting a critical point sequence \( q'' = (q'_i = q'_0, \ldots, q'_k = q'_{k+1}) \) at a unique \( i \). In each step the breaking numbers \( b(Q') = b(Q') \leq b(q') = b(q'_i) < b \) are strictly less than \( b(p_-, p_+) = b \), so the identity above follows, after applying \( \phi(q') \) to both sides, from the associativity relations \( \phi(Q') = (\text{Id} \times \phi(q'')) \times \text{Id} \circ \phi(q') \) and \( \phi(Q') = (\text{Id} \times \phi(q'')) \times \text{Id} \circ \phi(q') \). That is, we have at \( \gamma_{\pm} \)

\[ \phi(q') \circ \phi(Q')^{-1} \circ \text{Pr}_{Q'} \circ \phi(Q') = (\text{Id} \times \phi(q''))^{-1} \circ \text{Pr}_{Q'} \circ (\text{Id} \times \phi(q'')) \circ \phi(q') = \text{Pr}_{Q'} \circ \phi(q') \]

since \( \text{Pr}_{Q'} \) and \( \text{Pr}_{Q'} \) merely project out the first two and last two factors in

\[ \tilde{B}^+_{p_+} \times [0, 2] \times \mathcal{M}(p_-, q'_1) \times [0, 1] \times \ldots \times \mathcal{M}(q'_i, q'_{i+1}) \times [0, 1] \times \mathcal{M}(q'_j, q'_{j+1}) \times [0, 2] \times \tilde{B}^-_{p_+}, \]

\[ \tilde{B}^+_{p_+} \times [0, 2] \times \mathcal{M}(p_-, q'_1) \times [0, 1] \times \ldots \times \mathcal{M}(q'_i, q'_{i+1}) \times [0, 1] \times \mathcal{M}(q'_j, q'_{j+1}) \times [0, 2] \times \tilde{B}^-_{p_+}, \]

while \( \phi(q''_i)^{-1} \circ \phi(q'') = \text{Id}_{\mathcal{M}(q'_i, q'_{i+1})} \) cancels out on a factor not involved in the projections.

Thus we have proven consistency of the definition \( \tilde{\pi}^p_{p_-} := \phi(q')^{-1} \circ \text{Pr}_{Q'} \circ \phi(q') \circ (\text{ev}_- \times \text{ev}_+)^{-1} \).

Next, by the explicit construction of transition times and tubular neighbourhoods near critical points in \([58]\), we have for all \( \gamma \in \mathcal{M}((\tilde{S}_{p_-}^- \setminus \tilde{S}_{p_+}^+) \cap \mathcal{V}_t(q'_0)) \)

\[ \phi(q') = (1, \tau(q'), 1; \text{pr}_{B^-_{p_+}}(\text{ev}_-(\gamma))), (\tau_{q'_i}^q(\text{ev}_{S^-_{q'}_i}(\gamma)), \text{ev}_{S'^{+}_{q'_i}}(\gamma)))_{i=0, \ldots, \ell} \circ \text{pr}_{B^-_{p_+}}(\text{ev}_+((\gamma))) \]

and conversely \( \phi(q')^{-1} (1, (0, t)^f, 1; *, *, *) \subset \mathcal{M}((\tilde{S}_{p_-}^- \setminus \tilde{S}_{p_+}^+) \cap \mathcal{V}_t(q'_0)). \) Hence the chart restricts to a diffeomorphism

\[ \phi(q') : \mathcal{M}((\tilde{S}_{p_-}^- \setminus \tilde{S}_{p_+}^+) \cap \mathcal{V}_t(q'_0) \to (1) \times (0, t)^f \times (1) \times \frac{1}{2} \tilde{B}^-_{p_+} \times \mathcal{M}(q') \times \frac{1}{2} \tilde{B}^+_{p_+}. \]

Since \( \phi(q) \) also restricts to a diffeomorphism to \( (0, t)^f \times \mathcal{M}(q') \), this already shows that

\[ \phi(q')^{-1} \circ \text{Pr}_{Q'} \circ \phi(q') : \mathcal{M}((\tilde{S}_{p_-}^- \setminus \tilde{S}_{p_+}^+) \cap \mathcal{V}_t(q'_0) \to \mathcal{V}_t(q'_0) \subset \mathcal{M}(p_-, p_+) \]

is a smooth submersion. In fact, it is a tubular neighbourhood of the restriction

\[ \rho^p_{p_-} = (\text{ev}_- \times \text{ev}_+)^{-1} \circ (\text{ev}_{S^-_{p_-}} \times \text{ev}_{S'^+_{p_+}}) : \mathcal{M}(p_-, p_+) \cap \mathcal{V}_t(q'_0) \hookrightarrow \mathcal{M}((\tilde{S}_{p_-}^- \setminus \tilde{S}_{p_+}^+)). \]

To see this it remains to check \( \text{Pr}_{Q'} \circ \phi(q') \circ \rho^p_{p_-} = \phi(q') \), which by the above expression for \( \phi(q') \) reduces to identifying the factors \( -\pi^p_{q'_i} \circ \text{ev}_{S^-_{q'_i}} \) and \( +\pi^p_{q'_i} \circ \text{ev}_{S'^+_{q'_i}} \) of \( \phi(q') \) with

\[ \pi_{q'_i}^q_i \circ (\text{ev}_{S^-_{q'_i}} \times \text{ev}_{S'^+_{q'_i}}) \circ \rho^p_{p_-} \] for \( i = 0 \) and \( i = \ell \). Here the effect of the restriction is \( (\text{ev}_{S^-_{p_-}} \times \text{ev}_{S'^+_{p_+}}) \circ \rho^p_{p_-} = \text{ev}_- \times \text{ev}_{S'^+_{p_+}} \) resp. \( \text{ev}_{S^-_{p_-}} \times \text{ev}_{S'^+_{p_+}} \circ \rho^p_{p_-} = \text{ev}_{S^-_{p_-}} \times \text{ev}_+ \), so the required identities follow from the pullback definitions \( -\pi^p_{q'_i}^{-1}(z^+ \times \text{ev}_+) = \pi^p_{q'_i}(z^-, z^+) \times \text{ev}_- \) resp. \( +\pi^p_{q'_i}(z^{-} = \pi^p_{q'_i}(z^-, z^+) \times \text{ev}_- \) since \( \pi^p_{p_-} \) is defined from this tubular neighbourhood of \( \rho^p_{p_-} \) by pullback with the diffeomorphisms \( \text{ev}_- \times \text{ev}_+^{-1} : \text{Gr}_{p_-} \to \mathcal{M}((\tilde{S}_{p_-}^- \setminus \tilde{S}_{p_+}^+) \), indeed is a tubular neighbourhood of \( \text{ev}_{S^-_{p_-}} \times \text{ev}_{S'^+_{p_+}} \).

In the definition of \( -\tilde{\pi}^p_{p_-} \) we similarly use the explicit construction of transition times and tubular neighbourhoods near \( p_+ \) to see that for all \( \gamma \in \mathcal{M}(X, \tilde{S}_{p_+}^+) \cap \mathcal{V}_t(q'_0) \)

\[ \phi(q')(\gamma) = (\tau(q')(\gamma), 1; -\pi^X_{q'_i}(\text{ev}(\gamma)), (\pi_{q'_i}^q(\text{ev}_{S^-_{q_i}}(\gamma)), \text{ev}_{S'^+_{q'_i}}(\gamma)))_{i=1, \ldots, \ell} \circ \text{Pr}_{B^-_{p_+}}(\text{ev}_+(\gamma)) \]

and conversely \( \phi(q')^{-1}(I_t(q'), 1; *, *, *) \subset \mathcal{M}(X, \tilde{S}_{p_+}^+) \cap \mathcal{V}_t(q'_0). \) Hence the chart restricts to a diffeomorphism

\[ \phi(q') : \mathcal{M}(X, \tilde{S}_{p_+}^+) \cap \mathcal{V}_t(q'_0) \to \bigcup_{z \in I_t(q') \cap (0, \infty)^f} \{ z \} \times (1) \times \mathcal{M}_t(q') \times \frac{1}{2} \tilde{B}_{p_+}. \]
Since \( \phi(q) \) also restricts to a diffeomorphism to \( \bigcup_{\gamma \in \Gamma} \{ \gamma \} \times \mathcal{M}_{\mathcal{P}}(\tilde{q}') \), this proves that \( \phi(q)^{-1} \circ \text{Pr}_{\tilde{q}'} \circ \phi(q) : \mathcal{M}(X, \tilde{S}^+_p) \cap \mathcal{V}_{\tilde{q}}(\tilde{q}')_0 \to \mathcal{V}_{\tilde{q}}(\tilde{q}')_0 \subset \mathcal{M}(X, p_+) \) is a smooth submersion. In fact, the same identities as before prove that it is a tubular neighbourhood of the restriction \( ev^{-1} \circ ev_- : \mathcal{M}(X, p_+) \supset \mathcal{V}_{\tilde{q}}(\tilde{q}')_0 \to \mathcal{M}(X, \tilde{S}^+_p) \). Assuming for now that \( -\pi^X_p \) is well defined on \( \bigcup_{\gamma} \mathcal{V}_{\tilde{q}}(\tilde{q}'_0) \), it is the pullback of this tubular neighbourhood by the diffeomorphism \( ev^{-1} : -\mathcal{Gr}_p(1) \to \mathcal{M}(X, \tilde{S}^+_p) \), and hence a tubular neighbourhood of \( ev_- \). We may extend this by \( -\pi^X_p \mid \tilde{U}_{\gamma}(p_+) =: \tilde{B}_p^+ \) in the identification \( ev_- : \mathcal{M}(X, p_+) \thicksim \tilde{B}_p^+ \), where the domains \( -\mathcal{Gr}_p(t_{\gamma}, \tilde{q}') \) do not intersect \( \tilde{U}_{\gamma}(p_+) \) since they are subsets of \( \Psi_{\mathcal{R}}(\tilde{U}_{\gamma}(q'_i)) \) for \( f(q'_i) > f(p_+) \). In particular this separation of domains ensures condition (iv), that is \( (-\pi^X_p)^{-1}(\tilde{B}_p^+) = \tilde{U}_{\gamma}(p_+) \). The analogous construction of \( +\pi^X_p \) provides a tubular neighbourhood of \( ev_+ : \mathcal{M}(p_- X) \supset B_{p_-} \cup \bigcup_{\gamma} \mathcal{V}_{\tilde{q}}(\tilde{q}')_0 \to +\mathcal{Gr}_p(t_{\gamma}, \tilde{q}') \).

Finally, we check consistency of definitions for \( -\pi^X_p \) (and analogously for \( +\pi^X_p \)) at \( z \in -\mathcal{Gr}_p(t) \) for different critical point sequences \( q', q'' \). If these have the same type of endpoints \( Q_0 = X \setminus \tilde{U}(q'_i), Q_0' = X \setminus \tilde{U}(q''_i) \) then the same argument as above applies. It remains to check consistency for the same critical points but different endpoint conditions. For \( q' = (\tilde{U}(q'_i), q'_i, \ldots, q'_{i+1}, p_+) \), \( q'' \subseteq (X \setminus \tilde{U}(q''_i), q''_i, \ldots, q''_{i+1}, p_+) \) we have\[
\phi(q') \circ \phi(q'')^{-1} \circ \text{Pr}_{\tilde{q}'} \circ \phi(q') = (R_t^{-1} \times \text{Id}) \circ \text{Pr}_{\tilde{q}'} \circ (R_t \times \text{Id}) \circ \phi(q') = \text{Pr}_{\tilde{q}'} \circ \phi(q')
\]
at \( \gamma \in \mathcal{V}_{\tilde{q}}(\tilde{q}'_0) \cap \mathcal{V}_{\tilde{q}}(\tilde{q}'_0) \subset ev_{\gamma}^{-1}(\tilde{U}(q'_i) \setminus \tilde{U}(q'_i)) \) since \( \text{Pr}_{q''} = \text{Pr}_{\tilde{q}'} \) both project out the last two factors in \( [0, 2] \times \tilde{B}_{q''}^+ \times [0, 1] \times \ldots \mathcal{M}(q''_i, p_+) \times [0, 2] \times \tilde{B}_{q''}^+ \), and \( R_t : [0, 2] \times \tilde{B}_{q''}^+ \supset \{(E, x) \mid E \neq \tilde{U}(q'_i) \} \to [0, t] \times \tilde{B}_{q''}^+ \) is a rescaling on the first two factors.

With all properties of \( -\pi^X_p, +\pi^X_p \) established, let us start analyzing the fibers. For \( \gamma \in \mathcal{M}(p_- p_+) \) and \( q' = (p_- = q'_0, q'_i, \ldots, q'_{i+1} = p_+) \) let us denote \( \phi(q')'(\gamma) = (\tilde{r}^\gamma, \tilde{t}^\gamma) \in (0, 2)^\mathcal{T} \times \mathcal{M}(q') \), then it is easiest to read off the fiber in the formulation \([39]\) as\[
(\tilde{r}^\gamma_{\phi(q')'})^{-1}(\gamma) = (ev_{\gamma} \times ev_{\gamma} + ) \left\{ \delta \in \mathcal{M}(\tilde{S}^{-1}, \tilde{S}^+_p) \cap \left( S^{-1} \times (\tau_{q'}(\delta))_{i=1, \ldots, t} \right) \right\} \]
\[= \Pi_{\gamma'} \left( (\delta_{\gamma'}(i=0, \ldots, t))^{-1}(\tilde{r}^\gamma) \cap (\tilde{S}^{-1} \times \prod_{i=1}^{t} \text{im}_i \times \gamma \times \tilde{S}^+_p) \right),
\]
where \( \Pi_{\gamma'} : \prod_{i=0}^{t} \mathcal{Gr}_{\gamma_{i+1}}^+ \to \tilde{S}^{-1} \times \tilde{S}^+_p \) is the projection to the outside factors, and \( \text{im}_i \times \gamma \times \tilde{S}^+_p \) are the slices of fixed transition time of the embedding \( (ev_{\gamma} \times ev_{\gamma} + ) : \mathcal{M}(q') \to \tilde{S}^{-1} \times \tilde{S}^+_p \) of the local trajectory space in the coordinates \([10]\). The fibers \( (-\pi^X_p)^{-1}(\gamma) = ev_{\gamma} \{ \ldots \} \) have analogous expressions involving special terms \( -\pi^X_p \) resp. \( +\pi^X_p \) and in case \( X = \mathbb{R} \) resp. \( X = \mathbb{R}^+ \) and \( \mathbb{R} \times \tilde{S}^{-1} \times \tilde{S}^+_p \to X \times \tilde{S}^+_p \) or \( \mathbb{R} \times \tilde{S}^{-1} \times \tilde{S}^+_p \to X \times \tilde{S}^+_p \), resp. \( \mathbb{R} \times \tilde{S}^+_p \to X \times \tilde{S}^+_p \) encoding the local trajectory spaces with ends in \( X \setminus \tilde{U}(q') \) or \( \tilde{U}(q') \) as in the definition of \( t_{\gamma} \) in Section 5.4.

Now for a critical point sequence \( q = (q_- = q'_0, q'_i, \ldots, q'_{k+1} = q_+) \) with \( b(q) = b \) let us view \( \mathcal{M}(q) = \mathcal{M}(q_- q_1) \times \ldots \mathcal{M}(q_k q_{k+1}) \subset \bigbar{\mathcal{M}}(q_- q_+) \) as stratum of a compactified
Morse trajectory space. Then the product \( \hat{\pi}(\gamma) := \hat{\pi}_{q_1}^\sigma \times \ldots \times \hat{\pi}_{q_b}^\sigma \) defines a tubular neighbourhood (defined on the product of domains)

\[
\hat{\pi}(\gamma) : \text{Gr}(\gamma) \supset \text{dom} \hat{\pi}_{q_1}^\sigma \times \ldots \times \text{dom} \hat{\pi}_{q_b}^\sigma \rightarrow \mathcal{M}(\gamma) \cap \bigcup_{q \in \mathbb{Q}_j} \mathcal{V}_{k-1}(Q)
\]

of \( (ev_{\hat{\pi}_{q_1}^\sigma} \times ev_{\hat{\pi}_{q_b}^\sigma})_{i=0,...,k} : \mathcal{M}(\gamma) \rightarrow \text{Gr}(\gamma) \), restricted to the union of domains for critical point sequences \( Q \in \text{Critseq}(f; q_-, q_+) \) with smaller breaking number \( b(Q) < b \) and containing \( q \). More precisely, we can write any such \( Q = q_0 \cup \bigcup_{j=0}^k Q_j \) as union of \( \gamma \) with (potentially trivial) critical point sequences \( q_j \in \text{Critseq}(f; q_1, q_{j+1}) \). From the above we can then read off the fiber over \( \gamma = (\gamma_0, \ldots, \gamma_k) \in \mathcal{V}_{k-1}(Q) \cap \mathcal{M}(\gamma) \) with \( \phi(q_j) = (\tau_j, q_j) \) as

\[
\hat{\pi}(\gamma)^{-1}(\gamma) = \Pi_{Q,j}(\pi(Q)^{-1}(\eta_{q,j}) \cap (\iota(q_0, z_0) \times \bar{S}_{q_1} \times \ldots \times \bar{S}_{q_k} \times \iota(q_k, z_k)))
\]

with the natural projection \( \Pi_{Q,j} : \bar{S}(Q) \rightarrow \bar{S}(q) \) and the shorthands \( \bar{S}_q := \bar{S}_{q^-} \times \bar{S}_{q^+}, \) and \( \iota((q_0, q_1, \ldots, q_k), (\tau_1, \ldots, \tau_k)) = \im (\iota(q_1, \tau_1) \times \ldots \times \iota(q_k, \tau_k)). \) Let us denote \( \eta_{q,j} := (q_0, \ldots, q_j) \in \mathcal{M}(Q) \) and \( T_{q,j} : (\eta, \sigma, z_0, \ldots, \sigma_k, z_k) \) for any \( \sigma \in [0,1]^k \), then the image of the embedding of all local trajectory spaces for \( Q \), as introduced in Section 5.4, is

\[
\im t_{Q,T_{q,j}} = \im \iota(q_0, z_0) \times \im \iota(q_1, z_1) \times \ldots \times \im \iota(q_k, z_k).
\]

Comparing this with \( t_{Q,T_{q,j}} = \im \iota_{q_1, \sigma_1} \times \ldots \times \im \iota_{q_k, \sigma_k} \) we obtain for every \( \gamma \in \mathcal{V}_{k-1}(Q) \cap \mathcal{M}(\gamma) \) and \( \sigma \in (0, b_{k-1})^k \)

\[
\hat{\pi}(\gamma)^{-1}(\gamma) \cap \im t_{Q,T_{q,j}} = \Pi_{Q,j}(\pi(Q)^{-1}(\eta_{q,j}) \cap \im t_{Q,T_{q,j}}).
\]

This is a unique point by the intersection property for the fibers of \( \pi(Q) \) with \( b(Q) < b \). Moreover, this intersection is transverse since from \( \pi(Q)^{-1}(\eta_{q,j}) \cap \im t_{Q,T_{q,j}} \) we obtain

\[
\text{T}\bar{S}(Q) = \ker d\pi(Q) \oplus (\text{T}\iota(q_0, z_0) \times \{0\} \times \text{T}\iota(q_1, z_1) \times \ldots \times \{0\} \times \text{T}\iota(q_k, z_k))
\]

\[
\oplus (\{0\} \times \im \iota_{q_1, \sigma_1} \times \{0\} \times \ldots \times \im \iota_{q_k, \sigma_k} \times \{0\})
\]

\[
= \left( \ker d\pi(Q) \cap (\text{T}\iota(q_0, z_0) \times \text{T}\bar{S}_{q_1} \times \ldots \times \text{T}\bar{S}_{q_k}) \times \im \iota_{q_1, \sigma_1} \times \{0\} \times \ldots \times \im \iota_{q_k, \sigma_k} \times \{0\} \right).
\]

Here the direct sum implies \( \text{T}\iota(q_0, z_0)^C \times \{0\} \times \ldots \times \{0\} \times \text{T}\iota(q_k, z_k)^C \subset \ker d\pi(Q) \) for some complements of \( \text{T}\iota(q_0, z_0). \) Projection by \( d\Pi_{Q,j} \) then yields the claim,

\[
\text{T}\bar{S}(\gamma) = d\Pi_{Q,j}(\ker d\pi(Q) \cap (\text{T}\iota(q_0, z_0) \times \text{T}\bar{S}_{q_1} \times \ldots \times \text{T}\bar{S}_{q_k})) + \im \iota_{q_1, \sigma_1} \times \ldots \times \im \iota_{q_k, \sigma_k}
\]

\[
= \text{T}(\hat{\pi}(\gamma)^{-1}(\gamma)) + \im t_{Q,T_{q,j}}.
\]

For general end conditions \( \gamma = (U_0 \supset Q_0, q_1, \ldots, Q_{k+1} \subset U_+) \) with \( b(\gamma) = b \) the same arguments show that the fibers of the product \( \hat{\pi}(\gamma) = \hat{\pi}_{U_0} \times \hat{\pi}_{q_1} \times \ldots \times \hat{\pi}_{U_{k+1}} \) satisfy the intersection condition for any \( \gamma \in \mathcal{M}(\gamma) \cap \bigcup_{Q} \mathcal{V}_{k-1}(Q) \) and \( \sigma \in (0, b_{k+1})^k \), as claimed. \( \square \)

We will use the following lemma to extend each \( \hat{\pi}(\gamma)^{-1}(\gamma) \rightarrow (\pm) \text{Gr}_{P_{+}} \) to a full tubular neighbourhood of the evaluation embedding \( \mathcal{M}(\mathcal{P}_{-}, \mathcal{P}_{+}) \hookrightarrow (\pm) \text{Gr}_{P_{+}} \).
Lemma 5.12. Let $e : M \to G$ be an embedding between smooth manifolds, $V \subset M$ an open subset such that $M \setminus V$ is compact, and suppose that $\hat{\pi} : \hat{G} \to V$ is a tubular neighbourhood of $e|_V$ defined on an open neighbourhood $\hat{G} \subset G$ of $e(V)$. Then for any open subset $V' \subset M$ such that $\overline{V'} \subset V$ and $\pi^{-1}(V') \cap e(M \setminus V) = \emptyset$ there exists a tubular neighbourhood $\pi : G \supset N \to M$ of $e$ such that $\pi^{-1}(V') = \hat{\pi}^{-1}(V') \subset N$ and $\pi|_{\pi^{-1}(V')} = \hat{\pi}$.

**Proof.** Since $M$ is a metric space and $M \setminus V$ is compact we may enlarge $V'$ such that $M \setminus V'$ is compact. Then we find open sets $V = V_0 \supset V_1 \supset V_2 \supset V_3 \supset V_4 = V' \supset V_5$ such that $M \setminus V_3$ is compact and $\overline{V_{i+1}} \subset V_i$. Next we choose a metric on $G$ such that $\ker d_{e(m)}\hat{\pi} \perp T_{e(m)} e(M)$.

By the compactness of $M \setminus V_5$ the exponential map then induces a diffeomorphism $\exp : D_\varepsilon \to N_\varepsilon$ from a sufficiently small disk bundle in the normal bundle $D_\varepsilon := \{ Z \in T_{e(m)} G \mid m \in M \setminus V_5, Z \perp T_{e(m)} e(M), |Z| < \varepsilon \} \subset TG|_{e(M \setminus V_5)}$ to a neighbourhood $N_\varepsilon \subset G$ of $e(M \setminus V_5)$. The projection to the zero section in $D_\varepsilon \simeq N_\varepsilon$ composed with $e^{-1}$ then provides a surjective submersion $\pi_0 : N_\varepsilon \to M \setminus V_5$ such that

\begin{equation}
\pi_0|_{\pi_0^{-1}(V)} = \hat{\pi}|_{\hat{\pi}^{-1}(V)}, \quad d\pi_0|_{\pi_0^{-1}(V)} = d\hat{\pi}|_{\hat{\pi}^{-1}(V)}.
\end{equation}

Indeed, the first inclusion can be achieved since $\hat{G}$ is a neighbourhood of the compact set $e(\overline{V_4 \setminus V_5})$. For the second inclusion we use the assumption $\hat{\pi}^{-1}(V') \cap e(M \setminus V) = \emptyset$ and add that $\pi^{-1}(V') \cap \overline{V_5} = \emptyset$ since $\pi^{-1}(V_4 \setminus V_5)$ is an open neighbourhood of $e(V_4 \setminus V_5)$ disjoint from $\hat{\pi}^{-1}(V')$. So the compact set $e(M \setminus V_2) \subset e(M \setminus V_5)$ is disjoint from the closed set $\hat{\pi}^{-1}(V')$, and hence $\inf_{p \in M \setminus V_2} d(e(p), \pi^{-1}(V')) =: \delta > 0$. Hence we can choose $\varepsilon > 0$ so that $\exp(D_\varepsilon|_{M \setminus V_2})$ is disjoint from $\pi^{-1}(V')$.

Now choose a smooth cutoff function $\psi : M \setminus \overline{V_5} \to [0, 1]$ such that $\psi|_{M \setminus V_1} \equiv 0$ and $\psi|_{\overline{V_2 \setminus V_5}} \equiv 1$. We need to extend the linear interpolation in a local chart to a smooth construction on $V_1 \setminus \overline{V_5}$. For that purpose we equip $M$ with a metric, and for $\delta > 0$ smaller than the minimal injectivity radius on the compact set $\overline{V_4 \setminus V_5}$ define

\begin{equation}
S_\psi : \{(p, q) \in M \times M \mid p \in V_1 \setminus \overline{V_5}, d(p, q) < \delta\} \to M, \quad (p, q) \mapsto \exp_p(\psi(p) \exp^{-1}_q(q)).
\end{equation}

Then for sufficiently small $\varepsilon > 0$ we obtain an extended tubular neighbourhood

\begin{equation}
\pi := \begin{cases}
\hat{\pi} & \text{on } \hat{\pi}^{-1}(V') \\
S_\psi \circ (\pi_0 \times \hat{\pi}) & \text{on } \exp(D_\varepsilon|_{V_1 \setminus \overline{V_5}}) \\
\pi_0 & \text{on } \exp(D_\varepsilon|_{M \setminus V_1})
\end{cases} : \pi^{-1}(V') \cup \exp(D_\varepsilon|_{M \setminus \overline{V_5}}) =: N \to M.
\end{equation}

Here by (43) and the compactness of $\overline{V_1 \setminus V_5} \subset V \setminus V_5$ we may choose $\varepsilon > 0$ so that $(\pi_0 \times \hat{\pi})|_{\exp(D_\varepsilon|_{V_1 \setminus \overline{V_5}})}$ takes values in the domain of $S_\psi$. To check that this map is well defined it remains to check the overlap of the different domains. On $\hat{\pi}^{-1}(V') \cap \exp(D_\varepsilon|_{M \setminus \overline{V_5}}) \subset \exp(D_\varepsilon|_{V_2 \setminus \overline{V_5}})$ we have $\psi \circ \pi_0 \equiv 1$ and hence $\pi = \hat{\pi}$. Moreover, $S_\psi \circ (\pi_0 \times \hat{\pi})$ extends smoothly to $\exp(D_\varepsilon|_{M \setminus \overline{V_1}})$ since $\psi \circ \pi_0 \equiv 0$ on $\exp(D_\varepsilon|_{M \setminus \overline{V_1}})$. Hence $\pi$ is a smooth map. It is defined on $\hat{\pi}^{-1}(V') \cup \exp(D_\varepsilon|_{M \setminus \overline{V_5}})$, which is a neighbourhood of $e(V') \cup e(M \setminus V_5) = e(M)$, and on the latter clearly restricts to $e^{-1}$. Towards ensuring that $\pi$ is a submersion, note that for any $p \in \overline{V_1 \setminus V_5}$ we have by (43)

\[
d_{e(p)} \pi = d_{e(p)} \psi \circ (d_{e(p)} \pi_0 \times d_{e(p)} \hat{\pi}) = d_{e(p)} \pi_0.
\]
Since $\overline{V_1} \setminus V_5$ is compact, we then find $\varepsilon > 0$ such that $d\pi|_{\exp(D_{\varepsilon}|_{\overline{V_1}})}$ continues to be a submersion. Finally, we obtain $\pi^{-1}(V') = \tilde{\pi}^{-1}(V')$ and $\pi|_{\tilde{\pi}^{-1}(V')}$ is $\tilde{\pi}$ if $\pi(\exp(D_{\varepsilon}|_{\overline{M \setminus V_2}})) \subset M \setminus V'$. This holds for sufficiently small $\varepsilon > 0$ since $\pi|_{\exp(M \setminus V_2)} = \pi^{-1}$ maps the compact set $e(M \setminus V_2)$ to $M \setminus V_2 \subset M \setminus V'$ and $\pi$ is uniformly continuous on compact sets.

We apply this lemma to $\tilde{\pi} := \pm \tilde{\pi}^p_{\pm}$ and the evaluation embedding of $M := M(\mathcal{P}_-, \mathcal{P}_+)$ into $G := \pm \Gr^p_{\pm}$. Then $V := \bigcup_{q} \mathcal{V}_{t_{b-1}}(q')_0 \subset M(\mathcal{P}_-, \mathcal{P}_+)$ has a compact complement since it covers $\partial \mathcal{M}(\mathcal{P}_-, \mathcal{P}_+)$, so $M(\mathcal{P}_-, \mathcal{P}_+) \setminus \bigcup_{q} \mathcal{V}_{t_{b-1}}(q')_0 = \overline{M}(\mathcal{P}_-, \mathcal{P}_+) \setminus \bigcup_{q} \mathcal{V}_{t_{b-1}}(q')_0$ is the complement of an open set in a compact space. For $\mathcal{P}_- = X$ or $\mathcal{P}_+ = X$ we add $ev^{-1}(\tilde{B}^{-}_{\mathcal{P}_-})$ resp. $ev^{-1}(\tilde{B}^{+}_{\mathcal{P}_+})$ to the open set $V$. We can then use $V' := \bigcup_{q} \mathcal{V}_{t_{b-1}}(q')_0 \subset M(\mathcal{P}_-, \mathcal{P}_+)$, and in case $\mathcal{P}_- = X$ or $\mathcal{P}_+ = X$ we add $ev^{-1}(\tilde{B}^{\pm}_{\mathcal{P}_-} \cap \mathcal{U}_{t_{b-1}}(p_{\pm}))$. Its closure is contained in $V$ since the closure of $\mathcal{V}_{t_{b-1}}(q')_0 \subset \overline{M}(\mathcal{P}_-, \mathcal{P}_+)$ is contained in $\mathcal{V}_{t_{b-1}}(q')_0$ by Remark 5.11 and also $\mathcal{U}_{t_{b-1}}(p_{\pm}) \subset U_{1}(p_{\pm})$. Hence Lemma 5.12 yields tubular neighbourhoods $\pi := \pm \pi^p_{\pm} : N \to \mathcal{M}(\mathcal{P}_-, \mathcal{P}_+)$ defined on neighbourhoods $N \subset \pm \Gr^p_{\pm}$ of $e(\mathcal{M}(\mathcal{P}_-, \mathcal{P}_+))$ that contain $\tilde{\pi}^{-1}(V') = \mathcal{U}_{t_{b-1}}(p_{\pm}) \cup \bigcup_{q} \pm \Gr^p_{\pm}(\pm t_{b-1,q})$. Now taking $0 < t'_b \leq \frac{1}{2} t_{b-1}$ sufficiently small we can ensure that $(\pm \Gr^p_{\pm}(t'_b)) \subset N$ since for $t \to 0$ as in Remark 5.8 we have $(\pm \Gr^p_{\pm}(t)) \cup (\pm \Gr^p_{\pm}(\frac{1}{2} t_{b-1,q})) \to e(\mathcal{M}(\mathcal{P}_-, \mathcal{P}_+) \setminus \bigcup_{q} \mathcal{V}_{t_{b-1}}(q')_0)$, which is a compact subset of $N$. Hence we obtain tubular neighbourhoods $\pi^p_{\pm} : \pm \Gr^p_{\pm}(t'_b) \to \mathcal{M}(\mathcal{P}_-, \mathcal{P}_+)$ of $(ev_{\mathcal{P}_-} \times ev_{\mathcal{P}_+}) : \mathcal{M}(\mathcal{P}_-, \mathcal{P}_+) \to \Gr^p_{\pm}$, $\pi^X_{\pm} : \Gr^X_{\pm}(t'_b) \to \mathcal{M}(X, \mathcal{P}_+)$ of $ev_- : \mathcal{M}(X, \mathcal{P}_+) \to \Gr^X_{\pm}$, and $\pi^X_{\pm} : + \Gr^X_{\pm}(t'_b) \to \mathcal{M}(\mathcal{P}_-, X)$ of $ev_+ : \mathcal{M}(\mathcal{P}_-, X) \to \Gr^X_{\pm}$.

for each $p_- \subset \mathcal{P}_-$ with $b(p_-) = b$ resp. $b(X, \mathcal{P}_+) = b$ resp. $b(p_-, X) = b$. By construction these satisfy conditions (iii) and (iv) of Lemma 5.10 so it remains to choose $0 < t'_b \leq \frac{1}{2} t_{b-1}$ such that the intersection condition (i) is met. For that purpose, as specified in Section 5.6 we define $\pm \pi^p_{\pm}$ by pullback from $\pi^p_{\pm}$, and then we obtain well defined tubular neighbourhoods $\pi(q) : N_{t'_b}(q) \to \mathcal{M}(q)$ for all $b(q) \leq b$. Their fibers over $\mathcal{V}_{t'_b}(q)$ for $Q \supseteq q$ with $b(Q) < b$ by construction are identical to the fibers of $\tilde{\pi}(q)$ as defined in Lemma 5.11. Hence the intersection condition in $\mathcal{M}(q) \setminus \mathcal{V}_{t'_b}(q)$ is 1pt already holds for $\pi \in \mathcal{M}_{t'_b}(q)$ and $\gamma \in \mathcal{M}(q) \cap \bigcup_{q \in \mathcal{M}(q)} \mathcal{V}_{t'_b}(q)$. For the remaining fibers we may apply Lemma 5.10 to the submanifold $G := \mathcal{N}_{t'_b}(q) \subset \mathcal{S}(q) := \mathcal{S}$ and the tubular neighbourhood $\pi := \pi(q)$. As before, $K := \mathcal{M}(q) \setminus \bigcup_{q \in \mathcal{M}(q) \cap \mathcal{V}_{t'_b}(q)} \mathcal{V}_{t'_b}(q)$ is a compact subset of $M := \mathcal{M}(q)$. The embeddings $\mathcal{t}_{-1}$ to $G$ are well defined, with $\mathcal{t}_{-1} \cap \Gr(q) \subset \mathcal{N}_{t'_b}(q)$ for $\gamma \in [0, t'_b)^k$, so Lemma 5.10 provides $0 < t'_b \leq t'_b$ and a neighbourhood $N \subset G$ of $e(M)$ such that the intersection property in $\mathcal{t}_{-1} \cap (\pi(q) \setminus N) = 1pt$ holds for transition times in $[0, t'_b)^k$ and the fibers within $N$ over $\gamma \in \mathcal{K}$. Finally taking $0 < t'_b \leq \frac{1}{2} t_{b-1}'$ sufficiently small we can ensure that $\mathcal{N}_{t'_b}(q) \cap \pi^{-1}(K) \subset N$ since, as in Remark 5.8 $\mathcal{N}_{t'_b}(q) \cap \pi^{-1}(K) = \mathcal{N}_{t'_b}(q) \setminus \bigcup_{q \in \mathcal{M}(\mathcal{K} \setminus \mathcal{Q})} \mathcal{V}_{t'_b}(q)$ for $t \to 0$ converges in the Hausdorff distance to $e(\mathcal{M}(q) \setminus \bigcup_{q \in \mathcal{M}(\mathcal{K} \setminus \mathcal{Q})})$, which is a compact subset of $N$. Now for $\gamma \in \mathcal{M}(q) \cap \mathcal{U}_{t'_b}(q) \subset [0, t)^k$ and $\gamma \in \mathcal{M}(q) \cap \mathcal{M}(\mathcal{K} \setminus \mathcal{Q})$ we have the full intersection condition in $\mathcal{t}_{-1} \cap (\pi(q) \setminus N) = 1pt$, establishing condition (i) of Lemma 5.9. Finally, this lemma implies that the maps $\phi(q)$ constructed from the tubular neighbourhoods for $b(q) \leq b$ satisfy all properties of global charts claimed in Theorem 2.7.
Moreover, we proved the fiberwise transversality \cite{5.5}, hence Remarks \cite{5.3} and \cite{5.4} imply smoothness of the evaluation maps with respect to these charts.
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