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Abstract

We propose a mechanism for distributed radio resource management using multi-agent deep reinforcement learning (RL) for interference mitigation in wireless networks. We equip each transmitter in the network with a deep RL agent, which receives partial delayed observations from its associated users, while also exchanging observations with its neighboring agents, and decides on which user to serve and what transmit power to use at each scheduling interval. Our proposed framework enables the agents to make decisions simultaneously and in a distributed manner, without any knowledge about the concurrent decisions of other agents. Moreover, our design of the agents’ observation and action spaces is scalable, in the sense that an agent trained on a scenario with a specific number of transmitters and receivers can be readily applied to scenarios with different numbers of transmitters and/or receivers. Simulation results demonstrate the superiority of our proposed approach compared to decentralized baselines in terms of the tradeoff between average and 5th percentile user rates, while achieving performance close to, and even in certain cases outperforming, that of a centralized information-theoretic scheduling algorithm. We also show that our trained agents are robust and maintain their performance gains when experiencing mismatches between training and testing deployments.
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I. INTRODUCTION

One of the key drivers for improving throughput in future wireless networks, including fifth generation mobile networks (5G), is the densification achieved by deploying more base stations.
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The rise of such *ultra-dense* network paradigms implies that the limited physical wireless resources (in time, frequency, etc.) need to support an increasing number of simultaneous transmissions. Effective radio resource management procedures are, therefore, critical to mitigate the interference among such concurrent transmissions and achieve the desired performance enhancement in these ultra-dense environments.

The radio resource management problem is in general non-convex and therefore computationally complex, especially as the network size increases. There is a rich literature of centralized and distributed algorithms for radio resource management, using various techniques in different areas such as geometric programming [1], weighted minimum mean square optimization [2], game theory [3], information theory [4], [5], and fractional programming [6].

Due to the dynamic nature of wireless networks, these radio resource management algorithms may, however, fail to guarantee a reasonable level of performance across all ranges of scenarios. Such dynamics may better be handled by algorithms that *learn* from interactions with the environment. Particularly, frameworks that base their decision making process on the massive amounts of data that are already available in wireless communication networks are well suited to cope with these challenges.

A specific subset of machine learning algorithms, called *reinforcement learning (RL)* methods, are uniquely positioned in this regard. In the simplest form, RL algorithms consider an *agent* which interacts with an *environment* over time by receiving *observations*, taking *actions*, and collecting *rewards*, while the environment transitions to the subsequent step, emitting a new set of observations. Collecting experiences in such a framework, the ultimate goal of these algorithms is to train the agent to take actions that maximize its reward over time. Recent years have seen the rise of *deep* reinforcement learning, where deep neural networks (DNNs) are used as function approximators to estimate the probability of taking each action given each observation, and/or the *value* of each observation-action pair. Deep RL algorithms have achieved resounding success in solving challenging sequential decision making problems, especially in various gaming environments, such as Atari 2600 and Go [7]–[10].

These promising results have motivated researchers in other domains to apply deep RL algorithms to attack challenging problems in their areas, especially when deriving optimal “ground-truth” solutions is difficult, if not impossible. Of particular interest to us are the numerous recent works that have attempted to tackle various radio resource management problems using deep RL techniques. In particular, [11], [12] use deep RL for the problem of spectrum sharing and
resource allocation in cognitive radio networks. In [13], the authors propose a multi-agent deep RL approach for spectrum sharing in vehicular networks, where each vehicle-to-vehicle (V2V) link acts as an agent, learning how to reuse the resources utilized by vehicle-to-infrastructure (V2I) links in order to improve system-wide performance metrics. In [14], deep RL is leveraged to address demand-aware resource allocation in network slicing. Moreover, several works have focused on downlink power control in cellular networks using various single-agent and multi-agent deep RL architectures [15]–[19].

There are, however, several drawbacks on these prior works. First, most of these works intend to optimize a single metric or objective function, a prominent example of which is the sum-throughput of the links/users across the network. However, resource allocation solutions which optimize the sum-throughput often allocate resources unfairly among users, as they only focus on the average performance and fail to guarantee a minimum performance. Second, measurements of channels and other metrics at each node in a real-world wireless network reach the other nodes in the network with certain amounts of delay, while many of the past works assume ideal message passing among transmitter/user nodes. Moreover, many of the aforementioned RL-based solutions are not scalable, in the sense that they do not address the possible mismatch between training and deployment environments and do not typically consider the applicability and robustness of their solution to variations in the environment.

In this paper, we consider the application of deep RL techniques to the problem of distributed user scheduling and downlink power control in multi-cell wireless networks, and we propose a mechanism for scheduling transmissions using deep RL so as to be fair among all users throughout the network. We evaluate our proposed multi-agent deep RL algorithm using a system-level simulator and compare its performance against several decentralized and centralized baseline algorithms. In particular, we show that our trained agents outperform two decentralized baseline scheduling algorithms in terms of the tradeoff between sum-rate (representative of “cell-center” users, i.e., the ones with relatively good channel conditions) and 5th percentile rate (representative of “cell-edge” users with poor channel conditions). Moreover, our agents attain competitive performance as compared to a centralized binary power control method, called ITLinQ [4], [20].

Our proposed design for the deep RL agents is scalable, and ensures that their DNN structure does not vary with the actual size of the wireless network, i.e., number of transmitters and users. We test the robustness of our trained agents with respect to changes in the environment, and
demonstrate that our agents maintain their performance gains throughout a range of network configurations. We also shed light on the interpretability aspect of the agents and analyze their decision making criteria in various network conditions.

We make the following main contributions in this paper:

- We introduce a multi-agent deep RL algorithm, which performs joint optimization of user selection and power control decisions in a wireless environment with multiple transmitters and multiple users per transmitter.
- We consider the agents’ observations to be undersampled and delayed, to account for real-world measurement feedback periods, and communication and processing delays.
- We introduce a scalable design of observation and action spaces, allowing an agent with a fixed-size neural network to operate in a variety of wireless network sizes and densities.
- We introduce a novel method for normalizing the observation variables, which are input to the agent’s neural network, using a percentile-based pre-processing technique on an offline collected dataset from the actual train/test deployment.
- We utilize a configurable reward which allows us to achieve the right balance between average user rate and the 5th percentile user rate, representing “cell-center” and “cell-edge” user experiences, respectively.

The rest of this paper is organized as follows. In Section II, we present our system model and formulate the problem. We then describe our proposed multi-agent deep RL framework, including the environment, observations, actions, and rewards in Section III. We present our simulation results in Section IV. We provide further discussion on the results and several future directions in Section V. Finally, we conclude the paper in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider the downlink direction of a wireless network, consisting of $N$ access points (APs) \( \{\text{AP}_i\}_{i=1}^N \) and $K$ user equipment devices (UEs) \( \{\text{UE}_j\}_{j=1}^K \), as illustrated in Figure 1, where the APs intend to transmit data to the UEs across the network. We assume that each AP maintains a local pool of users associated with it based on long-term component of the channel gain, i.e., path-loss and shadowing. In particular, let us use \( \text{RSRP}_{ji} \) to denote the reference signal received power by \( \text{UE}_j \) from \( \text{AP}_i \), and we define the set of UEs associated with \( \text{AP}_i \), denoted by \( \mathcal{L}_i \), as

\[
\mathcal{L}_i = \left\{ \text{UE}_j : i = \arg \max_{i \in \{1,...,N\}} \text{RSRP}_{ji} \right\}.
\]
We assume that each AP has at least one UE associated with it. This, in conjunction with (1), ensures that the set of user pools for all APs is a partition of the entire set of UEs; i.e.,

\[ \mathcal{L}_i \neq \emptyset, \ \forall i \in \{1, \ldots, N\}, \quad (2) \]

\[ \mathcal{L}_i \cap \mathcal{L}_{i'} = \emptyset, \ \forall (i, i') \in \{1, \ldots, N\}^2 \text{ s.t. } i \neq i', \quad (3) \]

\[ \bigcup_{i \in \{1, \ldots, N\}} \mathcal{L}_i = \{\text{UE}_1, \ldots, \text{UE}_K\}. \quad (4) \]

We consider a synchronous time-slotted communication framework, where each AP makes the following two major decisions at each scheduling interval \( t \):

- **User scheduling:** It selects one of the UEs from its local user pool to serve. We let \( \text{UE}_{j_i(t)} \in \mathcal{L}_i \) denote the UE that is scheduled to be served by AP \( i \) at scheduling interval \( t \).

- **Power control:** It selects a transmit power level \( P_i(t) \in [0, P_{\text{max}}] \), where \( P_{\text{max}} \) denotes the maximum transmit power.

Given the above decisions, the received signal at \( \text{UE}_{j_i} \) (we removed the dependence on \( t \) for brevity) at scheduling interval \( t \) can be written as

\[ y_{j_i}(t) = h_{j_i}(t)x_i(t) + \sum_{k \neq i} h_{j_i k}(t)x_k(t) + n_{j_i}(t), \quad (5) \]

where \( h_{j_i}(t) \) denotes the channel gain between each AP \( i \) and UE \( j_i \) at scheduling interval \( t \), \( x_i(t) \) denotes the signal transmitted by AP \( i \) at scheduling interval \( t \) and \( n_{j_i}(t) \sim \mathcal{CN}(0, \sigma^2) \) denotes the additive white Gaussian noise at UE \( j_i \) in scheduling interval \( t \), with \( \sigma^2 \) denoting the noise.
variance. This implies that the achievable rate of \( \text{UE}_{j_i} \) at scheduling interval \( t \) (taken as the Shannon capacity) can be written as

\[
R_{j_i}(t) = \log_2 \left( 1 + \frac{|h_{j_i}(t)|^2 P_i(t)}{\sum_{k \neq i} |h_{j_k}(t)|^2 P_k(t) + \sigma^2} \right).
\]  

(6)

We assume that the system runs for \( T \) consecutive scheduling intervals, and we define the average rate of each \( \text{UE}_j \) over this period as

\[
\tilde{R}_j = \frac{1}{T} \sum_{t=1}^{T} R_j(t).
\]

(7)

We now specify the following two metrics that we intend to optimize in this paper:

- **Sum-rate**: This metric is defined as the aggregate average throughput across the entire network over the course of \( T \) scheduling intervals; i.e.,

\[
R_{\text{sum}} = \sum_{j=1}^{K} \tilde{R}_j.
\]

(8)

- **5\textsuperscript{th} percentile rate**: As the name suggests, this metric is defined as the average rate threshold achieved by at least 95% of the UEs over \( T \) scheduling intervals. In a probabilistic sense, we have the following definition:

\[
R_{5\%} = \max R \text{ s.t. } \mathbb{P}[\tilde{R}_j \geq R] \geq 0.95, \forall j \in \{1, \ldots, K\}.
\]

(9)

Note that sum-rate provides an indication of how high the throughputs of the users are on average across the network (i.e., “cell-center” users), while the 5\textsuperscript{th} percentile rate shows the performance of the worst-case users that are in poor channel conditions (i.e., “cell-edge” users). These two metrics are in natural conflict with each other, and our goal in this paper is to devise a scheduling algorithm that outputs a sequence of joint user scheduling and power control decisions across the network such that we achieve the best tradeoff between the two metrics.

A. Distributed Scheduling, Feedback and Backhaul Delays

In this paper, we particularly aim to design a distributed scheduling algorithm in the sense that each AP in the network should make its user scheduling and power control decisions on its own. In order to enable such decision making, the APs rely on information fed back to them by the UEs in a periodic manner. In particular, we assume that each \( \text{UE}_j \in \mathcal{L}_i \) measures \( M \) status indicators \( \{f_{j_m}(t)\}_{m=1}^{M} \) and reports them back to its associated \( \text{AP}_i \) every \( \Delta_{FB} \) scheduling intervals. In order
to account for real-world measurement, processing and communication latencies, we assume that these feedback reports arrive at the AP with a certain delay of $\delta_{FB}$ scheduling intervals.

In addition to the feedback each AP receives from its own associated UEs, we assume that there is some periodic message passing among the APs across the network via a delayed backhaul interface. To be specific, we consider the case that the feedback reports communicated between agents are additionally delayed for $\delta_{BH}$ scheduling intervals. This allows each AP to have access to the feedback reports from the UEs associated with other (neighboring) APs as well, albeit with some delay.

Figure 2 visualizes how feedback reports are exchanged between the UEs and their associated and non-associated APs over time. For each access point $AP_i, i \in \{1, ..., N\}$, we denote by $\{f_{j,m}(t)\}_{m=1}^{M}$ the most recent set of available measurements at scheduling interval $t$ that have been reported by each $UE_j, j \in \{1, ..., K\}$. As the figure shows, for any $(i, j, m, t) \in \{1, ..., N\} \times \{1, ..., K\} \times \{1, ..., M\} \times \{1, ..., T\}$, $f_{j,m}^i(t)$ can be written as

$$f_{j,m}^i(t) = \begin{cases} f_{j,m} \left( \left\lfloor \frac{t - \delta_{BH}}{\Delta_{FB}} \right\rfloor \Delta_{FB} \right) & \text{if } j \in L_i, \\ f_{j,m} \left( \left\lfloor \frac{t - \delta_{BH} - \delta_{BH}}{\Delta_{FB}} \right\rfloor \Delta_{FB} \right) & \text{if } j \notin L_i. \end{cases}$$  

(10)

III. PROPOSED DEEP REINFORCEMENT LEARNING FRAMEWORK

We model the distributed scheduler as a multi-agent deep RL system. In particular, we propose to equip each AP with a deep RL agent, as illustrated in Figure 3. As mentioned in Section II-A, each agent observes the state of the UEs in its local user pool, and it also exchanges information...
Figure 3: Multi-agent deep reinforcement learning diagram, where the agents receive local observations from their associated UEs, while also receiving remote observations from their neighboring agents. Upon taking their actions, the agents receive a centralized reward, which helps them tune their policies to take actions that maximize their rewards over time.

with neighboring agents, thus observing the state of neighboring APs’ associated UEs. We utilize a centralized training procedure, collecting the experiences of all agents and using them to train a single policy, which is then used by all the agents. Even though training is centralized, the execution phase is distributed, with each agent making its own decision at each scheduling interval only based on the specific observations it receives from the environment.

A. Environment

The environment is parametrized by the physical size of the deployment area, number of APs and UEs, and parameters governing the channel models used to create AP-UE channel realizations. At the start of each episode, the environment is reset, resulting in a new set of physical locations for all the APs and UEs in the network, along with channel realizations between them, modeling both long-term and short-term fading components.

1) Observations: Observations available to each agent at each scheduling interval consist of local observations, representing the state of the UEs associated with the corresponding AP and remote observations, representing the state of the UEs associated with neighboring APs. In the following, we will elaborate on these observations in more detail:
• **Local observations:** These observations are based on measurements made and reported to APs by their associated UEs, as mentioned in Section II-A. In particular, we consider the case where each UE reports $M = 2$ measurements to its associated AP, namely its **weight** and **signal-to-interference-plus-noise ratio** (SINR). We define the weight of each UE $j$, $j \in \{1, \ldots, K\}$ at scheduling interval $t$ as

$$f_{j,1}(t) = w_j(t) = \frac{1}{\bar{R}_j(t)},$$

(11)

where $\bar{R}_j(t)$ represents the **long-term average rate** of UE $j$ since the beginning of the episode, defined as

$$\bar{R}_j(t) = (1 - \alpha_R)\bar{R}_j(t - 1) + \alpha_R R_j(t - 1)$$

(12)

$$= \sum_{\tau=1}^{t-1} \alpha_R (1 - \alpha_R)^{t-\tau-1} R_j(\tau).$$

(13)

In the above equations, $\alpha_R \in (0, 1)$ is a parameter close to zero, which specifies the window size for the exponential moving average operation. Moreover, for each AP $i$, $i \in \{1, \ldots, N\}$ we define the measured SINR of UE $j$, $j \in L_i$ at scheduling interval $t$ as

$$f_{j,2}(t) = \text{SINR}_j(t) = \frac{|h_{ji}(t)|^2 P_{\text{max}}}{\bar{I}_j(t) + \sigma^2},$$

(14)

where $\bar{I}_j(t)$ denotes the **long-term average interference** received by UE $j$ since the beginning of the episode, and is calculated recursively as

$$\bar{I}_j(t) = (1 - \alpha_I)\bar{I}_j(t - 1) + \alpha_I \sum_{k \neq i} |h_{jk}(t - 1)|^2 P_k(t - 1)$$

(15)

$$= \sum_{\tau=1}^{t-1} \sum_{k \neq i} \alpha_I (1 - \alpha_I)^{t-\tau-1} |h_{jk}(\tau)|^2 P_k(\tau),$$

(16)

with $\alpha_I \in (0, 1)$ being a parameter close to zero that determines the window size for the exponential moving average of the interference.

The number of UEs associated with each AP can be different from AP to AP and from deployment to deployment. For our algorithm to be applicable to any scenario, we bound the dimension of the observation space by including observations (weights and SINRs) from a constant number of UEs per AP in any environment configuration, which we denote by $k$.

In order for each AP to select the top-$k$ UEs whose data is included in its local observation vector at each scheduling interval, we use the **proportional-fairness (PF)** ratio, defined as

$$\text{PF}_j(t) = w_j(t) \cdot \log_2 \left( 1 + \text{SINR}_j(t) \right).$$

(17)
The PF ratio provides a notion of priority for the UEs, where the UEs with higher PF ratios are more in need to be scheduled. Therefore, at each scheduling interval, each AP sorts the UEs in its user pool according to their PF ratios, and selects the top-$k$ UEs to include in its local observation vector.

- **Remote observations**: The user scheduling and power control decisions made by an agent affect the performance of its surrounding APs and their associated UEs due to interference. As mentioned in Section II-A, we assume that neighboring agents communicate their local observations (weights and SINRs of (selected) UEs) among themselves. We bound the number of agents whose observations are included at each agent’s observation vector to a fixed number, which we denote by $n$. We use a distance-based criterion for selecting the top-$n$ remote agents for each agent. In particular, at each environment reset, we build a directed observation-exchange graph, where for each AP, we sort the other APs based on their distances to that AP, and select the closest $n$ APs as the (sorted) $n$-tuple of remote agents for that AP. Figure 4 shows an example of a distance-based observation-exchange graph for a network with $N = 6$ APs, where the agent at each AP includes the observations from $n = 3$ closest agents. Note how agents 3 and 4 end up being remote agents to all the other agents, because of their critical locations and potential impact as strong interferers.

Figure 5 illustrates how the local and remote observations are concatenated together at each agent, resulting in a fixed-length observation vector. As there are $n$ remote agents per agent, and $k$ UEs’ observations are included per agent, the length of the observation vector for each agent equals $2(n + 1)k$. 

| Agent | Remote agents |
|-------|---------------|
| 1     | (3, 2, 4)     |
| 2     | (3, 1, 4)     |
| 3     | (1, 2, 4)     |
| 4     | (5, 3, 6)     |
| 5     | (4, 6, 3)     |
| 6     | (4, 5, 3)     |

Figure 4: Observation exchange graph for the configuration in Figure 1 with $N = 6$ APs and $n = 3$ remote agents per AP.
Figure 5: The fixed-length observation vector structure at each agent, composed of local and remote observations. With a slight abuse of notation, we use \((\text{UE}_{01}, \ldots, \text{UE}_{0k})\) to denote the top-\(k\) selected UEs associated with the agent, and \((\text{UE}_{i1}, \ldots, \text{UE}_{ik})\) to denote the top-\(k\) selected UEs associated with the \(i^{th}\) remote agent, all sorted based on their PF ratios.

**Remark 1:** Note that the dimension of the observation space, and therefore the input size to the deep RL agent’s neural network, does not depend on the number of APs and/or UEs in the network. This makes our algorithm scalable regardless of the specific environment parameters.

**Remark 2:** When there are fewer than \(k\) UEs associated to an AP, we set the corresponding values in the local/remote observations to default values, similar to a zero-padding operation. In particular, we use default values of 0 for weight and \(-60\) dB for SINR.

**Remark 3:** The current LTE and future 5G cellular standards developed by 3GPP support periodic channel quality indicator (CQI) feedback reports from UEs to their serving base stations. Moreover, the weights can either be reported by the UEs, or the base stations may keep track of the long-term average rates of their associated UEs. The base stations can also exchange observations among each other through backhaul links, such as the X2 interface [21]. Therefore, our proposed observation structure is completely practical and may be readily implemented in current and future cellular networks.

2) **Actions:** As mentioned in Section II, at each scheduling interval, each AP needs to select a target UE from its user pool to serve, and a transmit power level to transmit data to the scheduled UE. To jointly optimize the user scheduling and power control decisions, we define a joint action space, where each action represents a \((\text{transmit power level, target UE})\) pair.

We quantize the range of positive transmit powers \((0, P_{\text{max}}]\) to \(p\) (potentially non-uniform) discrete power levels. Moreover, because the number of UEs associated with an AP can be varying and/or potentially large, we take a similar approach to deal with this issue as in forming the observations: At each scheduling interval, we limit the choice of target UE to one of the top-\(k\) UEs included in the local observations. This is also reasonable because the agent has information solely on those \(k\) users in its local observation vector.

Given the above considerations, the number of possible actions for each agent at each scheduling interval is \(1 + pk\), where the additional action is one in which the agent remains silent for
that scheduling interval and selects none of the top-\(k\) UEs to serve. In the event that the AP has fewer than \(k\) associated UEs and erroneously selects a target UE which does not exist, we map the action to the “off” action, indicating that the AP should not transmit.

Remark 4: Note that similar to the observation space, the action space dimension does not depend on the network size as well. This allows us to have a robust agent architecture that can be trained in a specific environment, and then deployed on a different environment in terms of, for instance, number of APs and/or UEs compared to the training environment. In Section IV-F, we show how well the agent performs in such mismatched scenarios.

3) Rewards: As shown in Figure 3, we utilize a centralized reward based on the actions of all the agents at each scheduling interval. In particular, assuming that each \(\text{AP}_i, i \in \{1, ..., N\}\) has selected \(\text{UE}_{ji}\) to serve at scheduling interval \(t\), the reward emitted to each of the agents is a weighted sum-rate reward, calculated as

\[
    r(t) = \sum_i \left( w_{ji}(t) \right)^{\lambda_{\text{rew}}} R_{ji}(t),
\]

where \(w_{ji}(t)\) is the most recent reported weight measurement by \(\text{UE}_{ji}\) available at \(\text{AP}_i\), \(R_{ji}(t)\) is the rate achieved by \(\text{UE}_{ji}\), and \(\lambda_{\text{rew}} \in [0, 1]\) is a parameter which determines the tradeoff between \(R_{\text{sum}}\) and \(R_{5\%}\), the two metrics that we intend to optimize. Specifically, \(\lambda_{\text{rew}} = 0\) turns the reward to sum-rate, favoring cell-center UEs, while \(\lambda_{\text{rew}} = 1\) changes the reward to approximately the summation of the scheduled UEs’ PF ratios, hence appealing to cell-edge UEs.

There are, however, two exceptions to the reward emitted to the agents, which are as follows:

- **All agents off**: Due to the distributed nature of decision making by the agents, it is possible that at a scheduling interval, all agents decide to remain silent. This is clearly a suboptimal joint action vector at any scheduling interval. Therefore, in this case, we penalize the agent, whose top user has the highest PF ratio among all UEs in the network, with the negative of that PF ratio, while the rest of the agents will receive a zero reward, according to (18).

- **Invalid user selected**: As mentioned in Section III-A2, it might happen that an AP has fewer than \(k\) associated UEs in its user pool, and selects an invalid UE to serve at a scheduling interval. In that case, the agent corresponding to that AP is penalized by receiving a zero reward regardless of the actual weighted sum-rate reward of the other agents as given in (18).
B. Normalizing the Agents’ Observations and Rewards

It is widely known that normalizing DNN inputs and outputs have a significant impact on its training behavior and predictive performance [22]. Before training or testing our model in a specific environment, we first create a number of environment realizations in an offline fashion and run one or several simple baseline scheduling algorithms in those realizations. While doing so, we collect data on the observations and rewards of all the agents throughout all environment realizations and all scheduling intervals within each realization. We then leverage the resulting dataset in the following way to pre-process the observations and rewards before using them to train the agent’s DNN:

- **Observations:** As mentioned in Section III-A1, we have two types of observations: weights and SINRs. For notational simplicity, we describe the normalization process for the weight observations; the process for normalizing SINR observations follows similarly. Considering the weight observations, we derive the empirical distribution of the observed weights in the aforementioned dataset. We then use the distribution to calculate multiple percentiles of the observed weights. In particular, we consider $Q$ percentile values \( \{0, \frac{100}{Q-1}, \frac{200}{Q-1}, ..., 100\} \% \), denoted respectively by \( \{p_{w,0}, p_{w,1}, p_{w,2}, ..., p_{w,Q-1}\} \), as depicted in Figure 6 (for both weights and SINRs). Note that $p_{w,0}$ and $p_{w,Q-1}$ are equal to the minimum and maximum weights observed in the dataset, respectively. Afterwards, we map each subsequent weight observation $w$ during training/inference before feeding to the neural network as

\[
\hat{w} = \begin{cases} 
-\frac{1}{2} & \text{if } w < p_{w,0}, \\
\frac{q+1}{Q} - \frac{1}{2} & \text{if } p_{w,q} \leq w < p_{w,q+1} \text{ for some } q \in \{0, ..., Q-2\}, \\
\frac{1}{2} & \text{if } w \geq p_{w,Q-1}.
\end{cases}
\tag{19}
\]

The mapping in (19) is in fact applying a (shifted version of the) CDF of the weight observation to itself, which is known to be uniformly distributed. Therefore, this mapping guarantees that the observations fed into the neural network will (approximately) follow a discrete uniform distribution over the set \( \{-\frac{1}{2}, \frac{1}{Q} - \frac{1}{2}, \frac{2}{Q} - \frac{1}{2}, ..., \frac{Q-1}{Q} - \frac{1}{2}, \frac{1}{2}\} \).

- **Rewards:** We follow a well-known standardization procedure for normalizing the rewards, where we use the dataset to estimate the mean and standard deviation of the reward, denoted
Figure 6: Example empirical distributions of weight and SINR observations (blue) and their corresponding percentile values (orange) using $Q = 10$ percentile levels.

by $\mu_{\text{rew}}$ and $\sigma_{\text{rew}}$, respectively. Each reward during training is then normalized as

$$\hat{r} = \frac{r - \mu_{\text{rew}}}{\sigma_{\text{rew}}}$$  \hspace{1cm} (20)

ensuring that the neural network outputs have (approximately) zero mean and unit variance.

C. Training and Validation Procedure

We consider an episodic training procedure, in which each episode represents a realization of the environment in which the locations of the APs and UEs and channel realizations are randomly selected following a set of probability distributions and constraints on minimum AP-AP and UE-AP distances. We control the density of APs and UEs in our environment by fixing the size of the deployment area and selecting different numbers of APs and UEs for different training sessions. Because the channels between APs and UEs depend heavily on their relative locations, each new episode allows the system to experience a potentially unexplored subset of the observation space. The associations between UE and AP take place as in (1) as a new episode begins, and remain fixed for the duration of that episode. An episode consists of a fixed number of $T$ scheduling intervals, where at each interval, the agents decide on which user scheduling and power control actions the APs should take.

We further structure the training process into epochs, each of which consists of a fixed number of consecutive training episodes. At the completion of each epoch, we pause training in order
to evaluate the current policy against a fixed set of validation environments carefully selected to be representative of all possible environments. We use a score metric $R_{\text{score}}$, defined as

$$R_{\text{score}} \triangleq \frac{R_{\text{sum}}}{K} + 3 \times R_{5\%}, \quad (21)$$

to quantify the performance after each epoch and select the best model during training as the one achieving the best performance in terms of $R_{\text{score}}$.

IV. SIMULATION RESULTS

In this section, we first mention the details of the wireless system parameters. Next, we present the baseline algorithms that we use to compare the performance of our proposed method against. We then discuss our considered deep RL agents and their corresponding parameters. Finally, we proceed to present our simulation results.

A. Description of the Wireless Environment

We consider networks with $4 \to 10$ APs and $16 \to 60$ UEs, dropped randomly within a $500 \times 500$ m square area. We impose a minimum AP-AP distance of 35 m and AP-UE distance of 10 m. We consider a bandwidth of 10 MHz, maximum AP transmit power of $P_{\text{max}} = 10 \text{dBm}$, noise power spectral density of $-174 \text{dBm/Hz}$, and episode length of $T = 2000$ scheduling intervals.

The communication channel between APs and UEs consists of three different components:

- **Path-loss**: We consider a dual-slope path-loss model [23], [24], which states that the path-loss at distance $d$ equals

$$\text{PL}(d) = \begin{cases} K_0 d^{\alpha_1} & \text{if } d \leq d_{\text{BP}} \\ K_0 \frac{d^{\alpha_2}}{d_{\text{BP}}^{\alpha_1 - \alpha_2}} & \text{if } d > d_{\text{BP}} \end{cases},$$

where $K_0$ denotes the path-loss at distance $d = 1\text{m}$, $d_{\text{BP}}$ denotes the break-point distance, and $\alpha_1$ and $\alpha_2$ denote the path-loss exponents before and after the break-point distance, respectively ($\alpha_1 \leq \alpha_2$). In this paper, we set $K_0 = 39 \text{ dB}$, $\alpha_1 = 2$, $\alpha_2 = 4$, and $d_{\text{BP}} = 100\text{m}$.

- **Shadowing**: We assume that all the links experience log-normal shadowing with a standard deviation of 7 dB.

\[1\]We have used the factor of 3 for the $5^{th}$ percentile rate in (21), because prior experience has shown that improving cell-edge performance is typically three times more challenging than enhancing cell-center performance. Hence, the score metric $R_{\text{score}}$ emphasizes the $5^{th}$ percentile rate three times more than the average rate of the UEs across the network.
• **Short-term fading**: We use the sum of sinusoids (SoS) model [25] for short-term flat Rayleigh fading (with pedestrian node velocity of 1m/s) in order to model the dynamics of the communication channel over time.

As for the feedback reports, each UE is assumed to sample and send its measurements to its associated AP every $\Delta_{FB} = 10$ scheduling intervals, and these reports arrive at the associated AP after a delay of $\delta_{FB} = 5$ scheduling intervals. Moreover, we assume a backhaul delay of $\delta_{BH} = 5$ scheduling intervals for observation exchange among the APs.

### B. Baseline Algorithms

We compare the performance of our proposed scheduler against several baseline algorithms.

- **Full reuse**: At each scheduling interval, each AP schedules the UE in its local user pool with the highest PF ratio (PF-based user scheduling), and serves it with full transmit power.

- **Time division multiplexing (TDM)**: The UEs are scheduled in a round-robin fashion. In particular, at scheduling interval $t$, $\text{UE}_{t \mod K}$ is scheduled to be served with full transmit power by its associated AP, while the rest of the APs remain silent.

- **Information-theoretic link scheduling (ITLinQ) [4], [20]**: This is a centralized binary power control algorithm, in which UEs are first selected using PF-based scheduling, and then the AP-UE pairs are sorted in the descending order of the selected UEs’ PF ratios. The AP whose selected UE has the highest PF ratio is scheduled to transmit with full power, and going down the ordered list, each $\text{AP}_i$ is also scheduled to transmit with full power to its selected $\text{UE}_{j_i}$ if and only if

$$\max \left\{ \frac{P_{\max}|h_{j_i,k}|^2}{\sigma^2}, \frac{P_{\max}|h_{j_i,k}|^2}{\sigma^2} \right\} < M \cdot \left( \frac{P_{\max}|h_{j_i,k}|^2}{\sigma^2} \right)^\eta, \forall k : \text{AP}_k \text{ is active},$$

where $M$ and $\eta$ are design parameters. Otherwise, $\text{AP}_i$ will remain silent for that scheduling interval. The condition in (22) is inspired by the information-theoretic condition for the optimality of treating interference as noise [26], ensuring that the interference-to-noise ratios (INRs), both caused by $\text{AP}_i$ at already-scheduled UEs and received by $\text{UE}_{j_i}$ from already-scheduled APs, are “weak enough” compared to the signal-to-noise ratio (SNR) between $\text{AP}_i$ and $\text{UE}_{j_i}$. For our simulations, we consider $M = 1$ and $\eta = 0.4$.

### C. Deep RL Agents and their Hyperparameters

We consider the following two different types of agents:
• **Double Deep-Q Network (DQN)** [7], [27]: We consider a double DQN agent, which is a value-based model-free deep RL method, with a 2-layer fully-connected DNN, 128 neurons per layer, and tanh activation function. We create experiences using a set of 4 parallel environments, and save them in an experience buffer of size 25,000 samples. We use the Adam optimizer [28] to perform a round of training on the main DQN every 100 scheduling intervals, using a batch of 1024N samples, consisting of a set of 1024 scheduling intervals, each containing N concurrent experiences for all the agents at that scheduling interval [29]. We update the target DQN every 10,000 scheduling intervals by replacing its parameters with those of the main DQN. We initialize the learning rate at 0.01 and decay it by half every 5,000 training iterations. We consider a set of pre-training episodes, in which we completely fill in the experience buffer by the agents taking completely random actions. Afterwards, we use an $\epsilon$-greedy policy, with the probability of random actions decaying from 100% to 1% over 25 training episodes. We use a discount factor of $\gamma = 0.9$ for the agent to consider the impact of its actions on the subsequent rewards in next scheduling intervals. In order to improve the generalization capabilities of our agent, we use $L_2$ regularization on the DQN weights with a coefficient of 0.001 [30].

• **Advantage Actor-Critic (A2C)** [31]: We use the OpenAI baselines [32] implementation of an A2C agent—which is a policy-based model-free deep RL method and a synchronous version of the asynchronous advantage actor critic (A3C) agent [33]—with a 2-layer fully-connected DNN, 128 neurons per layer, and tanh activation function. We consider a set of 10 parallel training environments. We use the RMSProp optimizer (with parameters $\epsilon = 10^{-5}$ and $\alpha = 0.99$) to perform a round of training using trajectories of length 100 scheduling intervals, each collected from one of the parallel environments. We initialize the learning rate at $5 \times 10^{-4}$ and cut it in half every 12,000 training iterations. We use gradient clipping with a maximum magnitude of 1. The loss function consists of the policy loss with a coefficient of 1, value function loss with a coefficient of 1, and an entropy regularization term with a coefficient of 0.05. Similar to the DQN agent, we use $L_2$ regularization on the A2C neural network weights with a coefficient of 0.001. Moreover, the reward discount factor is set to $\gamma = 0.9$.

For validation purposes during training, we create a set of 50 validation environments, whose average and 5th percentile rates are within a 5% relative error of those achieved over 1000
random environment realizations by both full reuse and TDM baseline algorithms. We define an epoch as a group of 10 consecutive episodes, and we run the training for 200 epochs, or equivalently, 2000 episodes, amounting to a total of 16 million and 40 million training scheduling intervals for DQN and A2C, respectively (due to different numbers of parallel environments). Once training is complete, we test the resulting models across another randomly-generated set of 1000 environment realizations.

As for the observations, we consider each agent to include weights and SINRs from $k = 3$ UEs having the highest PF ratios, alongside receiving remote observations from a set of $n = 3$ remote agents. This implies that the size of the observation vector of each agent at each scheduling interval, hence the size of the input layer of each agent’s neural network, is equal to $2(n+1)k = 24$. We consider the moving average parameters for the long-term average rate and interference at the UEs to be $\alpha_R = 0.01$ and $\alpha_I = 0.05$, respectively. We also consider a set of $Q = 20$ percentile levels for mapping and normalizing both weight and SINR observations, calculated using an offline dataset generated by both full reuse and TDM baseline algorithms.

We consider a binary power control policy, where an AP at any given scheduling interval is either off, or serves a UE with full transmit power. This implies that the total number of actions, and therefore the size of the output layer of each agent’s neural network, equals $1 + pk = 4$. Moreover, for the reward function as defined in (18), we consider $\lambda_{rew} = 0.8$, which helps strike the right tradeoff between the average and 5th percentile rates as we will show next.

For each type of environment configuration, we train 5 models, utilizing different random number generator seeds. In the following sections, we report the mean of the results across the trained 5 models, with the shaded regions around the curves illustrating the standard deviation.

Remark 5: We analyze how many remote agents’ observations should be included in each agent’s observations, where as mentioned in Section III-A1, the remote agents are selected based on physical proximity. Figure 7 shows the variation in the mean long-term UE SINR in networks with $4 – 10$ APs and 100 UEs, where for each configuration of $N$ APs, the interference includes the contribution from $n \in \{0, ... , N - 1\}$ remote agents physically-closest to the serving AP. As the figure demonstrates, by far the largest reduction in SINR occurs when the closest AP transmits. Moreover, the curves flatten out as the number of included interference terms increase, indicating that interference from farther APs is less consequential and may be safely omitted from the observation space. This justifies why including observations from $n = 3$ remote agents is a reasonable choice.
Figure 7: Impact of the number of strongest interferers included in the interference calculation on the average long-term SINR of UEs in networks with \( N \in \{4, 6, 8, 10\} \) APs and \( K = 100 \) UEs.

Figure 8: The sum-rates, \( 5^{th} \) percentile rates, and scores achieved by the DQN and A2C agents alongside baseline algorithms over the 50 validation environments, when training on environments with 4 APs and 24 UEs.

D. Validation Performance during Training

We first demonstrate how the behavior of the model evolves as training proceeds. Figure 8 illustrates the evolution of validation sum-rate, \( 5^{th} \) percentile rate, and the score metric \( R_{\text{score}} \), as defined in (21), when training on environments with \( N = 4 \) APs and \( K = 24 \) UEs. As the plots in Figure 8 show, both DQN and A2C agents initially favor sum-rate performance, while suffering in terms of the \( 5^{th} \) percentile rate. As training proceeds, the agents learn a better balance between the two metrics, trading off sum-rate for improvements in terms of \( 5^{th} \) percentile rate. As the figure shows, A2C achieves a better sum-rate, while DQN achieves a better coverage and also a better score, outperforming the centralized ITLinQ approach after only 12 epochs. Moreover, DQN converges faster than A2C, due to better sample efficiency thanks to the experience buffer.

As mentioned in Section III-C, for each training run, we select the model at the epoch which
yields the highest score level. We can then use the resulting model to conduct final, large-scale, test evaluations upon the completion of training, as we will show next.

E. Final Test Performance with Similar Train and Test Configurations

In this section, we present the final test results for models tested on the same configuration as the one in their training environment. Figure 9 demonstrates the achievable sum-rate and 5th percentile rate for the environments with 4 APs and varying numbers of UEs. As the plots show, our proposed deep RL methods significantly outperform TDM in both sum-rate and 5th percentile rate, and they also provide considerable 5th percentile rate gains over full reuse. Our reward design helps the agents achieve a balance between sum-rate and 5th percentile rate, helping the DQN agent attain 5th percentile rate values which are on par with ITLinQ for large numbers of UEs (32-40), while outperforming it for smaller numbers of UEs (16-24). The A2C agent, on other hand, performs consistently well in terms of the sum-rate, approaching ITLinQ as the number of users increases across the network.

In Figure 10, we plot the sum-rate and 5th percentile rate for the configurations with 40 UEs and different numbers of APs. As the figure shows, the relative trends are similar to the previous case in terms of sum-rate, with A2C outperforming ITLinQ for networks with 8 APs, but in terms of the 5th percentile rate, both agents outperform TDM and full reuse, while having inferior performance relative to the centralized ITLinQ approach as the number of APs, and equivalently the number of agents, gets larger.
Figure 10: Test results on the sum-rate and $5^{th}$ percentile rate from models trained on environments with 40 UEs and various numbers of APs, where the model trained on each configuration was deployed on the same configuration during the test phase.

**F. Final Test Performance with Discrepant Train and Test Configurations**

As mentioned before, our design of the observation and action spaces is such that they have a fixed size regardless of the actual training configuration. We test the robustness of our models with respect to network density by testing policies trained on one density deployed in environments of other densities. To reduce clutter, in the following, we only plot the average results over the 5 seeds and remove the shaded regions representing the standard deviation of the results.

We first test models trained on environments with $N = 4$ APs and different numbers of UEs against each other, and plot the results in Figure 11. We observe that all DQN and A2C agents are robust in terms of both metrics. Interestingly, the A2C model trained on the case with 16 UEs has a much better performance (especially in terms of sum-rate) than its counterpart DQN model as the number of UEs in the test deployment increases. For models with 40 UEs, however, DQN tends to perform better, especially in terms of the $5^{th}$ percentile rate.

Next, we cross-test the models trained on environments with 40 UEs and different numbers of APs against each other. Figure 12 shows the sum-rates and $5^{th}$ percentile rates achieved by these models. All the models exhibit fairly robust behaviors with the exception of the DQN model trained on configurations with 4 APs, whose $5^{th}$ percentile rate performance deteriorates for higher numbers of APs. Note that in this case, the number of agents changes across different scenarios, and we observe that in general, training with more agents leads to more capable models, which can still perform well when deployed in sparser scenarios, while training with few agents may not scale well as the number of agents increases.
Figure 11: Test results on the sum-rate and 5th percentile rate from models trained on environments with 4 APs and various numbers of UEs, where the model trained on each configuration was deployed on all the other configurations as well. The first and second element of each tuple in the legends represent numbers of APs and UEs in the training environment, respectively.

Figure 12: Test results on the sum-rate and 5th percentile rate from models trained on environments with 40 UEs and various numbers of APs, where the model trained on each configuration was deployed on all the other configurations as well. The first and second element of each tuple in the legends represent numbers of APs and UEs in the training environment, respectively.

**Remark 6:** We have also tested our trained models with observations mapped using 20 percentile levels on test environments in which the observations were mapped using different numbers of percentile levels. For the scenario with $N = 4$ APs and $K = 24$ UEs, we observed that using 10-100 percentile levels during the test phase achieves results very similar to (within 3% of) the ones obtained using 20 percentile levels. This shows that our proposed approach is very robust to the granularity of mapping the observations fed into the agent’s neural network.
G. Interpreting the Agent’s Decisions

In this section, we attempt to interpret our trained agent’s decisions during the test phase. In particular, we collect data on the inputs and outputs of a DQN agent, trained on a network with $N = 4$ APs and $K = 24$ UEs and tested on the same configuration. Using this data, we will try to visualize the agent’s actions in different situations.

Figure 13 shows a scatter plot of the SINR and weight of the agent’s “top UE,” i.e., the UE in the AP’s user pool with the highest PF ratio. The red points illustrates the cases where the agent decided to remain silent, while the green points represent the cases in which the agent served one of its top-3 UEs. As expected, higher weights and/or higher SINRs lead to a higher chance of the AP not being off. Quite interestingly, the boundary between the green and red regions can be approximately characterized as $w \times \text{SINR}_{\text{dB}} = \text{const.}$, which is effectively a linear boundary on the PF ratio; i.e., the agent decides to be active if and only if the PF ratio of its top UE is above some threshold that it has learned based on its interactions with the environment.

Given that the PF ratio is a reasonable indicator of the status of each UE, Figure 14 compares the PF ratios of the top-3 UEs included in the agent’s observation and action spaces in the cases where the agent decided to serve one of the those UEs. As the figure shows, the agent’s user scheduling decision heavily depends on the relative difference between the PF ratios of the top-3
Figure 14: Comparison of the PF ratios of the top-3 UEs observed by a DQN agent trained and tested on networks with $N = 4$ APs and $K = 24$ UEs for the cases in which the agent decided to serve one of those UEs.

Figure 15: Comparison of the PF ratios of the DQN agent’s top UE and the remote agents’ top UEs for an agent trained and tested on networks with $N = 4$ APs and $K = 24$ UEs. Red (resp., green) points represent the scenarios where the agent decided to remain silent (resp., serve its top UE).

UEs. In general, the second and third UEs have some chance of being scheduled if they have a PF ratio close to that of the top UE. However, this chance is significantly reduced for the third UE, as highlighted by the regions corresponding to different user scheduling actions.

Moreover, Figure 15 shows the impact of remote observations on the agent’s power control decisions. In particular, the figure demonstrates the cases where the agent either remains silent (red points), or decides to serve its top UE (green points). We observe that the agent learns a non-linear decision boundary between the PF ratio of its top UE and the PF ratios of the top UE of each remote agent. Notably, the green region becomes larger as we go from the left plot to the right plot. This implies that the agent “respects” the PF ratio of the top UE of its closest remote agent more as compared to the second and third closest remote agents, since the interference
between them tends to be stronger, hence their actions impacting each other more significantly.

V. DISCUSSION

In this section, we discuss some of the implications of our proposed framework in more detail and provide ideas for future research on how to improve upon the current work.

A. Analysis on the Number of Observable UEs by the Agent

As described in Section III, we bound the dimension of the agent’s observation and action space by selecting a finite number of \( k \) UEs, whose observations are included in the agent’s observation vector. We select these UEs by sorting the user pool of each AP according to their PF ratios. In this section, we shed light on the tradeoffs implied by such a “user filtering” method.

We first analyze the actions taken by the DQN agent when trained and tested in a network with \( N = 4 \) APs and \( K = 24 \) UEs. Recall that the agent can either take an “off” action, or decide to serve one of its top-3 UEs. We observe in Figure 16a that the algorithm selects action 0 (no transmission) or 1 (the top UE) most of the time and rarely selects the other two UEs. In this formulation of the algorithm, including information from more than 3 UEs would most likely not improve the performance. This seems logical given that the PF ratio represents the short-term ability of the UE to achieve a high rate (represented by the SINR term) along with the long-term demand to be scheduled for the sake of fairness (represented by the weight term).

Given our goal of having a scalable agent that can be employed by any AP having an arbitrary number of associated users, it is not feasible to have an agent which can observe all its UEs at every scheduling interval in a general network configuration. However, we conducted a controlled experiment, where we restricted the environment realizations to the ones in which all APs have a constant number of associated UEs. In particular, we considered a configuration with \( N = 4 \) APs and \( K = 24 \) UEs, where each AP has exactly 6 UEs associated with it. In such a scenario, we are indeed able to design an agent, which can observe the state of all \( k = 6 \) of its associated UEs, as well as all UEs associated of all its \( n = 3 \) remote agents. Furthermore, we did not sort the UEs of each agent according to their PF ratios. This ensures that each input port to the agent’ neural network contains an observation from the same UE over time. Note that the size of the observation vector is now \( 2(n + 1)k = 48 \) and the number of actions equals \( 1 + pk = 7 \).

After training and testing a DQN agent on the above scenario, we observed that the resulting sum-rate and 5\(^{th}\) percentile rate were within 6\% of the original model using the sorted top-3
Figure 16: Distribution of the DQN agent’s actions in a network with $N = 4$ APs and $K = 24$ UEs, where (a) the agent observes the top-3 UEs sorted based on their PF ratios, and (b) each AP is restricted to have exactly 6 associated UEs, and the agent is able to observe all 6 UEs in an unsorted manner. For the latter case, the UE indices on the x-axis represent the rank of the selected UE at the corresponding scheduling interval according to the UEs’ PF ratios, even though such a ranking was not used for sorting the UEs in the observation and action spaces.

UEs. This demonstrates that the algorithm is indeed able to learn user scheduling without the “aid” of sorting the UEs by PF ratio. Moreover, Figure 16b demonstrates the percentage of time that the model with observations from all (unsorted) UEs selects the “off” action and each of the UEs. For the purposes of this figure, we sorted the UEs by their PF ratios, so the percentage of time that the algorithm selects the top-UE represents the percentage of time that the agent selects the UE with the top PF ratio, regardless of its position in the observation/action space. We see that the algorithm learns to select the UE with the highest PF ratio most often, but interestingly, the distribution among the various UEs is slightly more even as compared to Figure 16a. This implies that by letting the agent observe all UEs in an arbitrary order, its resulting user scheduling behavior is similar to a PF-based scheduler, but not exactly the same. Further interpretation of this result is left for future study.

B. Enhanced Training Procedure

One of the unique challenges to training agents to perform scheduling tasks in a multi-node wireless environment, is that we can only simulate individual snapshots of the environment and explore a limited subset of the state space. In our our training procedure, we fixed the
parameters governing our environment (size of the deployment area, number of APs and UEs, minimum distance constraints, maximum transmit powers, etc.) and selected AP and UE locations randomly at each environment reset. We utilized multiple parallel environments to ensure that training batches contained experiences from different snapshots. This approach, along with a carefully-selected learning rate schedule and a sufficiently long training period, allowed our agents to achieve the performance that we reported in Section IV.

An interesting question remains whether a more deliberate selection of training environments can accelerate training and/or result in better-performing agents. The fact that we can simulate only a limited number of environment realizations at a time provides an opportunity to guide the exploration and learning process.

One possible direction is to systematically control the density of the environments experienced during training, by systematically varying the parameters governing the environment. Possible strategies could be to move from less dense to more dense deployments or vice versa, or to more carefully select training batches to always include experiences from a range of densities.

Another possible direction is to control the complexity of the environments on which the agent is being trained. Intuitively, some environment realizations are easy and some are hard. For example, an environment in which all UEs are very close to their associated AP, i.e., cell-center scenario, is easy because the optimal policy is for the APs to transmit at every scheduling interval. An environment where all UEs are clustered around the borders between the coverage areas of adjacent APs, i.e., cell-edge scenario, is slightly more difficult because the optimal policy is for neighboring APs to coordinate not to transmit at the same time. Environments in which users are distributed throughout the coverage areas of the APs are, however, much more complex because the optimal user scheduling and power control choices become completely non-trivial. Various approaches to curriculum learning could potentially be applied [34], [35]. The main difficulty with this approach is determining a more granular measure of environment complexity and a procedure for generating environment realizations that exhibit the desired difficulty levels.

C. Capturing Temporal Dynamics

One of the main challenges faced by the scheduler is dealing with delayed observations available to the agent. We have shown that our agents are able to successfully cope with this problem, but an interesting question is whether we can include recurrent architectures in the
agent’s neural network to learn, predict, and leverage network dynamics based on the sequence of observations it receives over the course of an episode.

Two approaches are possible. The first is to include recurrent neural network (RNN) elements, such as long short-term memory (LSTM) [36], or attention mechanisms such as Transformers [37], at the inputs, with the goal of predicting the actual current observations based on the past history of delayed observations. A second approach would be to place the RNN/attention elements at the output similar to [38], [39]. One thing to note here is that in order for the system to learn the temporal dynamics of the environment, it must be exposed to the observations of each individual UEs over time. This means that the approach of including observations from the top-3 UEs, sorted by their PF ratios, will likely not work and observations from all UEs must be included in an unsorted order. This is challenging due to the variable number of UEs associated to each AP, and we leave this for future work.

VI. CONCLUDING REMARKS

We introduced a distributed multi-agent deep RL framework for performing joint user selection and power control decisions in a dense multi-AP wireless network. Our framework takes into account real-world measurement, feedback, and backhaul communication delays and is scalable with respect to the size and density of the wireless network. We show, through simulation results, that our approach, despite being executed in a distributed fashion, achieves a tradeoff between sum-rate and 5th percentile rate, which is close to that of a centralized information-theoretic scheduling algorithm. We also show that our algorithm is robust to variations in the density of the wireless network and maintains its performance gains even if the number of APs and/or UEs change in the network during deployment.
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