Two halves of a meaningful text are statistically different
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Which statistical features distinguish a meaningful text (possibly written in an unknown system) from a meaningless set of symbols? Here we answer this question by comparing features of the first half of a text to its second half. This comparison can uncover hidden effects, because the halves have the same values of many parameters (style, genre etc). We found that the first half has more different words and more rare words than the second half. Also, words in the first half are distributed less homogeneously over the text in the sense of the difference between the frequency and the inverse spatial period. These differences hold for the significant majority of several hundred relatively short texts we studied. The statistical significance is confirmed via the Wilcoxon test. Differences disappear after random permutation of words that destroys the linear structure of the text. The differences reveal a temporal asymmetry in meaningful texts, which is confirmed by showing that texts are much better compressible in their natural way (i.e. along the narrative) than in the word-inverted form. We conjecture that these results connect the semantic organization of a text (defined by the flow of its narrative) to its statistical features.
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I. INTRODUCTION

Texts are hierarchic constructs which consist of several autonomous levels \cite{1,2,3}: letters, words, phrases, clauses, sentences, paragraphs. If a text is looked at statistically, i.e. without understanding its meaning (e.g. because it is written in an unknown system), how can it be efficiently distinguished from a meaningless collection of words \cite{4,5,6}? Several such distinctions are well-known, e.g. (i) meaningful texts have a large number of words that appear in a text only few times, in particular once (rare words or hapax legomena) \cite{4}. (ii) Ranked frequencies of words obey the Zipf’s law \cite{7,8,9}. (iii) Letters and words of a text demonstrate long-range (power-law) correlations \cite{10,11,12,13,14}. However, these characteristics can be reproduced by a sufficiently simple stochastic models putting in doubt their direct relation to the meaningfulness of a text. (i) Simple stochastic models can recover quite precisely the detailed structure of the hapax legomena \cite{16}. (ii) Zipf’s law can be deduced from statistical approaches \cite{16,22,23,24,25,26,27,28,29,30}. The first model of this type was a random text, where words are generated through random combinations of letters, i.e. the most primitive stochastic process \cite{22,28}. Its drawbacks \cite{31,32} (e.g. many words having the same frequency) are avoided by more refined models \cite{16,23,24,26}. More generally, it was recently understood that Zipf’s law is a statistical regularity that emerges in samples which are informative about the underlying generative process \cite{34}. (iii) Physics and mathematics of stochastic processes offer a plethora of models and approaches for generating long-range correlations \cite{35}.

Here we contribute to resolving the above question by recalling that meaningful texts evolve sequentially (linearly) from beginning to end. This was taken as one of basic features of language \cite{36,37}, which—together with other design features—allows to distinguish human language from other communication systems \cite{37}. Thus we divide texts into two halves, each one containing the same amount of words. Thereby we neutralize confound variables that are involved in a complex text-producing process (style, genre, subject, the author’s motives and vocabulary etc), because they are the same in both halves. Hence by comparing the two halves with each other we hope to see statistical regularities that are normally shielded by above variables. Statistical regularities hold for the majority of texts, such that it is highly unlikely to get this majority for random reasons (as checked by the 3\(\sigma\) rule). The significance of results will be checked by well-accepted statistical tests; for our purpose this is the W-test (Wilcoxon’s test) \cite{38}.

In two sets of several hundred texts we noted the following statistical regularities. (1) The first half has a larger number of different words, i.e. a larger vocabulary. (2) It also has a larger number of rare words, i.e. words that appear once or twice. (3) The first half is less compressible than the second half. The compressibility was studied via
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1 E.g. Ref. \cite{10} points out that long-range correlations are found also in a dictionary, where the meaning of text (as opposed to the meaning of words and phrases) is absent. Ref. \cite{14} also argued against a direct relation between long-range correlations and semantic structures.
TABLE I: Qualitative comparison of various features of texts between first and second halves: + (−) means that the feature is larger (smaller) in the corresponding half. ∅ means that the sought difference does not show up. Features are divided into two groups by double-lines. The first four features correlate with each other. The number of letters is separated, since there is a weak evidence toward its validity (the values of test quantities are close to their threshold values).

| Feature                                                                 | First half | Second half |
|-------------------------------------------------------------------------|------------|-------------|
| Number of different words; cf. (5)                                     | +          | −           |
| Number of rare words (absolute and relative); cf. (7, 9)                | +          | −           |
| Compressibility of the size; cf. (18, 20)                               | −          | +           |
| The overall frequency of common words; cf. (13)                        | −          | +           |
| Difference between frequency and inverse spatial period; cf. (25)       | +          | −           |
| Number of letters; cf. (27)                                            | +          | −           |
| Repetitiveness of words (Yule’s constant); see (B2)                    | ∅          | ∅           |
| Number of punctuation signs                                             | ∅          | ∅           |
| Average length of words                                                | ∅          | ∅           |
| Number of sentences                                                     | ∅          | ∅           |
| Average length of sentence                                              | ∅          | ∅           |
| Number of paragraphs                                                    | ∅          | ∅           |
| Size in bytes                                                           | ∅          | ∅           |

several different standard approaches, e.g. the Lempel-Ziv complexity and the zip algorithm. Lesser compressibility relates to more information in the sense of Shannon. (4) Common words of both halves tend to have a larger overall frequency in the second half. These four features significantly correlate with each other as quantified by Pearson’s correlation coefficient. (5) The words in the first half are distributed less homogeneously, since they have a larger difference between the frequency and (inverse) spatial period.

One possible explanation of these result is that the first part of the text normally contains the exposition (which sometimes can be up to 20% of the text), where the background information about events, settings, and characters is introduced to readers. The first part also plots the main conflict (open issue), whose denouement (solution) comes in the second half. Hence (1)-(4) can be hypothetically explained by the fact that the exposition—hence the first half—needs more different words (1), more rare words (2), is more informative (in the sense of Shannon) (3), and introduces words that are employed in the second half (4, 5) i.e. the second half processes information introduced in the first half. We emphasize that this explanation is hypothetical, its direct validity is yet to be checked via more refined methods to be developed in future.

(6) Many other features—in particular those related to higher-order hierarchic structures of the text—do not show any significant difference between the first and second half: number of sentences, paragraphs, repetitiveness of words (as quantified by Yule’s constant), number of punctuation signs etc. Among such features we especially mention the overall number of letters, since there is a weak statistical evidence (the W-test is not always passed) that this quantity is still larger in the first half.

Checking these features does not require any understanding of the text, i.e. it is not required that the meaning of words is understood, or even their writing system is known. We show that (expectedly) neither of them survives if the words of the text are randomly permuted, and only after that the resulting “text” is divided into two parts. Hence these features are specific for meaningful texts and they can be employed for distinguishing meaningful texts from a random collection of words.

This paper is organized as follows. The next section reviews our data collection method and recalls the W-test. Sections III-V present results from the above points (1)-(5). Section VI reviews negative results from point (6). The last section contains the outlook of this research and relates it with existing literatures. Our main results are briefly summarized in Table I. All other tables are given in Appendix A.

2 Scientific texts contain closely related aspects: introduction, critique of existing approaches, statement of the problem, resolution of the problem, implications of the resolution etc. The discussion on differences between the halves applies also here.
II. DATA COLLECTION AND TESTING

A. Studied texts

We selected English texts with a single narrative that are written on relatively few tightly connected subjects, and are sufficiently short for not containing “texts inside of texts” 3. We divided studied texts into two halves (each half contains equal number of words) 4 along the flow of the narrative, i.e. from the beginning to end. Several aspects of texts are left unchanged: each half is sufficiently large for statistics to apply, they have the same overall number of words, the same author, genre etc. The halves are semantically different, since the first half can be understood without the second half, but the second half generally cannot be understood alone. Also, the structure of narrative is different: the first half normally contains the exposition, where actors, situations and conflicts are set and defined, while the second half normally contains the denouement; cf. Footnote 2.

We have chosen to work with two datasets 57. The first dataset was taken from the Gutenberg project at 58. It consists of 156 fiction novels; for each novel the overall number of words is in the range [10000, 500000], which is sufficiently large for statistics to apply, but sufficiently short to ensure that they do not amount to “books inside of a book”. This range of the overall number of words [10000, 500000] is motivated from our own experience as readers.

The texts within the first dataset are thematically close, since they are all fiction novels. The second dataset consists of 350 thematically diverse texts taken from various online sources and collected at 59. When collecting those texts we tried to ensure that they do not contain texts that are meaningless to divide into halves, i.e. that they do not contain effectively independent narratives. Hence we did not include in this dataset biographies, poems, collections of short stories or essays (in particular, folk stories), lectures, proceedings, letters.

B. Testing the difference between the halves

After processing, the typical form of our data are pairs of numbers for each text: \( \{x_{1,i}, x_{2,i}\}_{i=1}^M \), where \( x_{1,i} \) and \( x_{2,i} \) are certain features of (resp.) the first and second half of a text \( i \), with \( M \) being the overall number of texts in the dataset. E.g. \( x_{1,i} \) and \( x_{2,i} \) are the number of different words for (resp.) first and second halves of a text; see below.

To inquire on whether this data indicate on a difference between two halves, we formulate two natural hypotheses: \( H_1 \) (\( H_0 \)) means that the difference \( x_{1,i} - x_{2,i} \) does (does not) follow a symmetric distribution around the zero. Now some understanding on excluding \( H_0 \) can be gained by looking at the percentage of cases, where \( x_{1,i} < x_{2,i} \). This amounts to calculating

\[
\sum_{k=1}^{M} \text{sgn}[x_{2,i} - x_{1,i}].
\]  

(1)

But looking only at (1) is incomplete, since it does not take into account the magnitudes \( |x_{1,i} - x_{2,i}| \). A relatively complete answer to the above comparison between \( H_1 \) and \( H_0 \) is provided by the W-test (Wilcoxon’s test) 38, which looks at [cf. (1)]

\[
W \equiv \sum_{k=1}^{M} R_i \text{sgn}[x_{2,i} - x_{1,i}], \quad (R_1, ..., R_M) = \text{ordered}( \{|x_{1,i} - x_{2,i}|\}_{i=1}^M ),
\]

(2)

where \( \{|x_{1,i} - x_{2,i}|\}_{i=1}^M \) is ordered in increasing way, and assigned ranks \( R_i \) that enter into \( W \) 38. Note that \( W \) does not depend on absolute magnitudes, i.e. \( W \) is invariant upon multiplying \( x_{1,i} \) and \( x_{2,i} \) by the same positive number. Now if \( H_0 \) holds, then for \( M \gg 1 \) (effectively \( M > 30 \) suffices, which always holds in our cases) the law of large

---

3 To illustrate this point, consider “War and Peace” by Leo Tolstoy. This big novel is written in two different languages (Russian and French), and contains a big amount of heroes and circumstances. It does have several parallel narratives, and describes situations in the course of twenty years. Clearly, this is a text of texts, and it would not be meaningful to focus on dividing it over two halves. But we can divide over two halves one of its (long) chapters. We have not done this so far.

4 We got a preliminary evidence that, as expected, dividing texts into more than two parts will obscure the text difference effects shown in Table I. Note that Ref. 13 studies text division into several parts, but that was done for a different purposes. For long texts containing 155000 – 220000 words, Ref. 13 noted that such texts can be divided into several sub-texts of the size of 1000 – 3000 words. The criterion of separation is qualitatively close to the above concept of “books inside of a book”, because it looked at the spatial clustering of key-words. I.e. a group of key-words appearing mostly in one part of the text and not in others, will effectively define a sub-text.
numbers works and \( W \) is a Gaussian random variable, since it is a weighted sum of a large number of uncorrelated random variables. Its average is zero, since \( \text{sgn}[x_{2,i} - x_{1,i}] \) assume values \( \pm 1 \) with equal probability (once \( \mathcal{H}_0 \) is assumed to hold). Its dispersion is calculated directly from (2) \[38\]:

\[
\sigma^2_{W}(M) = \langle W^2 \rangle = \sum_{k=1}^{M} k^2 = \frac{M(M + 1)(2M + 1)}{6}.
\]

Hence \( \mathcal{H}_0 \) can be excluded via the 3\( \sigma \) rule, if

\[
|W| > 3\sigma_{W}(M).
\]

We accept the 3\( \sigma \) rule \[4\] as the minimal threshold for claiming the statistical significance of our results. However, we emphasize that the absolute majority of our results hold the much stronger 5\( \sigma \) rule; see tables in Appendix A.

### III. WORDS: DIFFERENT, RARE, COMMON

#### A. Different words (vocabulary)

The basic hierarchic level of text is that of words. Neglecting phenomena of synonymy and homonymy (which are rare in English, but not at all rare e.g. in Chinese \[40\]), we can say that every word has several closely related meanings (polysemy). Neglecting also the difference between polysemic meanings, the number of independent meanings in a text can be estimated via the number of different words \( n \). Tables II and III show that the first half of a meaningful text has statistically more different words than the second half:

\[
n_1 > n_2
\]

As expected, this result disappears after random shuffling (random permutation of words) of texts that destroys its linear structure; see Tables IV and V.

#### B. Rare words (hapax legomena)

In any meaningful text, a sizable number of words appear only very few times (hapax legomena). These rare words amount to a finite fraction of \( n \) (i.e. the number of different words). The existence and the (large) number of rare events is not peculiar for texts, since there are statistical distributions that can generate samples with a large number of rare events \[4, 16\]. One reason why many rare words should appear in a meaningful text is that a typical sentence contains functional words (which come from a small pool), but it also has to contain some rare words, which then necessarily have to come from a large pool \[27\].

Let \( V_{m}^{[1]} \) (\( V_{m}^{[2]} \)) is the number of words that appear \( m \) times in the first (second) half. For defining rare words we focused on

\[
h_{\ell}(\kappa) \equiv \sum_{m=1}^{\kappa} V_{m}^{[\ell]} \quad \ell = 1, 2, \quad \kappa = 1, \ldots, 5,
\]

i.e. on words that appear up to \( \kappa \) times. We choose to work with different \( \kappa \)'s to ensure that our results are robust with respect to varying the definition of “rare”. For both datasets we observed that in the majority of cases the number of rare words in the first half is larger than the number of rare words in the second half [see Tables VI and VII]:

\[
h_{1}(\kappa) > h_{2}(\kappa), \quad \kappa = 1, \ldots, 5.
\]

We confirmed via the 5\( \sigma \) of the W-test that the probability to get \(7\) due to random reasons is negligible.

---

\[5\] E.g. this sentence contains rare words *typical* and *pool* that in the present text are met only 3 and 2 times, respectively. It also contains frequent words *words, since, large.*
Eq. (7) suggests that the first half uses more rare words, but such a conclusion is incomplete, since the two halves have different numbers of distinct words. Denote them as \( n_1 \) and \( n_2 \), for the first and second half respectively; cf. (5).

Note that
\[
\sum_{m=1}^{f^{[\ell]}_1 N/2} V^{[\ell]}_m = n_\ell, \quad \ell = 1, 2, \tag{8}
\]
where \( f^{[1]}_1 \) \( (f^{[2]}_1) \) is the frequency of the most frequent word in the first \( (\text{second}) \) half. Hence in addition to (7) it is necessary to consider normalized quantities, i.e.
\[
h_1(\kappa)/n_1 > h_2(\kappa)/n_2, \quad \kappa = 1, \ldots, 5. \tag{9}
\]
Relation (9) does hold statistically; see Table VI for the first dataset and Table VII for the second dataset.

Hence the first half has more rare words both in absolute and relative terms; see (5, 9). These differences between the halves disappear after random shuffling of texts; see Tables IV and V.

Note that yet another possibility to define rare words comes from relations
\[
\sum_{m=1}^{f^{[\ell]}_1 N/2} m V^{[\ell]}_m = N/2, \quad \ell = 1, 2. \tag{10}
\]
Eq. (10) invites to compare the normalized quantities
\[
\frac{2}{N} \sum_{m=1}^{\kappa} m V^{[1]}_m \quad \text{with} \quad \frac{2}{N} \sum_{m=1}^{\kappa} m V^{[2]}_m, \quad \kappa = 1, \ldots, 5.
\]
We carried out this comparison and the results (for percentages and \( W \)-values) are very similar to (7), i.e. we obtain
\[
\sum_{m=1}^{\kappa} m V^{[1]}_m > \sum_{m=1}^{\kappa} m V^{[2]}_m, \quad \kappa = 1, \ldots, 5, \tag{11}
\]
in the same statistical sense as (7).

C. Common words

Both halves of a text have certain common words, e.g. non-common words of the second half are those that are not met in the first half. Let the number of common words in a given text is denoted by \( C \). Our first result is that for each half the common words are less numerous than non-common ones:
\[
C < n_1/2, \quad C < n_2/2, \tag{12}
\]
where \( n_1 \) \( (n_2) \) is the number of different words in the first \( (\text{second}) \) half. Relations (12) hold statistically; see Table VIII.

Though common words are in minority they are more frequent, i.e. the overall frequency \( c_1 \) \( (c_2) \) of common words in each half holds
\[
c_1 > 1/2, \quad c_2 > 1/2. \tag{13}
\]
Relations (13) hold without exclusions for all text we studied. Inequalities (12, 13) are well expected, since common words include functional words, which are frequent, but not numerous.

Our next finding does indicate on a difference between two halves, and is therefore less expected: the overall frequency of common words is larger in the second half [see Tables II and III]:
\[
c_1 < c_2. \tag{14}
\]
Eq. (14) indicates in which specific sense the second half employs more words from the first half, than \textit{vice versa}.

IV. COMPRESSIBILITY

A. Lempel-Ziv (LZ) complexity and compressibility

Here we discuss to which extent the two halves differ by their compressibility, and whether the word-inverted text has has a compressibility compared to the original text. Compressibility—i.e. the ability of size decreasing under lossless compression—is an interesting indicator of textual features, e.g. it is known that a random permutation of
words in a text decreases its compressibility\textsuperscript{50}. The idea that texts should have a larger compressibility than a random data also appeared in the form of Hilberg’s conjecture\textsuperscript{51 52}. Compressibility was recently employed for detecting ordered structures in data\textsuperscript{53}.

Now the compressibility can be defined via one of standard lossless compression methods e.g. the zip. But algorithms for such methods are not freely available. Hence we employ the Lempel-Ziv (LZ) complexity which estimates compressibility and which is basic for other compression methods (zip, gzip)\textsuperscript{39}. The LZ-complexity is widely applied in data science; see e.g.\textsuperscript{49} for a recent review.

Let us illustrate how the LZ-complexity is calculated\textsuperscript{39 49} for a bit-string 01001011. This string is separated into fragments by commas starting from the left. Each fragment is defined to be the shortest substring that did not appear before: 01001011 → 0, 1, 00, 10, 11. Now each fragment whose length is larger than one bit consists of the last bit and the prefix, i.e. the part that already appeared somewhere later. (The last fragment need not have the last symbol, and can simply consist of a prefix.) In the second step each fragment is coded via the number of the fragment, where its prefix first appeared (first symbol) and its last bit (second symbol). Thus

\[01001011 \rightarrow 0, 1, 00, 10, 11 \rightarrow (0; 0)(0; 1)(1; 0)(2; 0)(2; 1).\] (15)

The LZ-complexity \(C_{LZ}\) of the string is defined as the overall number of fragments. Now \(C_{LZ}\) determines the bit-length of the coded string, since we need \(C_{LZ}\) bits for last symbols for each fragment plus (at best) \(C_{LZ} \log_2 C_{LZ}\) bits for representing prefixes\textsuperscript{39}. Obviously, \(C_{LZ}\) can be significantly smaller than the initial string length only for sufficiently long strings. The LZ-complexity defines a universal (since no prior information about the string is to be available) and asymptotically optimal lossless compression, since its compression ratio for a stationary random process tends to the entropy rate of the process\textsuperscript{39}.

\(C_{LZ}\) reads for two simplest \(N\)-bit strings:

\[C_{LZ}(000000...0000) = \frac{1}{2} (\sqrt{8N + 1} - 1) \approx \sqrt{2N}, \quad \text{for } N \gg 1,\] (16)

\[C_{LZ}(010101...0101) = \sqrt{1 + 4N} - 1 \approx 2\sqrt{N},\] (17)

where\textsuperscript{16} \textsuperscript{17} is derived from noting that the lengths of successive fragments are 1, 2, 3,..., \(1, 1, 2, 3, 4, 5, 4, 5, 6, 7, 6, 7,...\). Eqs. (16, 17) are to be contrasted with the length of optimal compressions for the corresponding strings: \((0; N)\) and \((01; N/2)\). These lengths reduce to representing \(N\) via bits and amount to \(1 + \log_2 N\) for both cases. Though \(C_{LZ}\) is far from the optimal case for ordered strings\textsuperscript{16} \textsuperscript{17}, it is interesting to see that the string in (17) is still more LZ-complex, as expected intuitively. Thus, more regularity leads to a better compression, a general idea of all lossless compression methods.

We transform each text into a bit-string\textsuperscript{6}, and define the relative compressibility as

\[s = (S_{\text{in}} - C_{LZ})/S_{\text{in}},\] (18)

where \(S_{\text{in}}\) is the original size of a given text in bytes, and \(C_{LZ}\) is the LZ-complexity. The normalization of \(C_{LZ}\) by the original size of the string is standard\textsuperscript{39}.

\section*{B. Permutation and inversion}

Note that if the string in (17) is randomly permuted sufficiently many times, it will turn into a random string (with equal number of 0’s and 1’s). The \(C_{LZ}\) of such a random string will be \(\mathcal{O}(N)\)\textsuperscript{50}, i.e. much larger than \(\mathcal{O}(\sqrt{N})\) in (17). Results of\textsuperscript{50} are easy to understand in this context: random permutations will increase the LZ-complexity of any given text. To confirm this relation in our databases we generated 10 random permutations of words in each text, after each permutation we calculated the difference of compressibilities\textsuperscript{18} between the original text and permuted one, and then averaged the difference over 10 permutations. The difference was positive for all our texts without exclusion.

Here is however a result that is much less straightforward. Once the present work focuses on the linear structure of a text, it is natural to ask the following question: is there any compressibility difference between a given text \(T\) and its inverted version \(T_{\text{inverted}}\)? Here the last word of \(T\) becomes the first word of \(T_{\text{inverted}}\), the penultimate word of \(T\)

\textsuperscript{6}This is done in the most standard way: letters and punctuation signs are replaced by their ASCII numbers written in the binary representation.
becomes the second word of $T_{inverted}$, ..., and the first word of $T$ becomes the last word of $T_{inverted}$. Next, $T$ and and $T_{inverted}$ are (separately) turned into bit-strings and their compressibility is calculated via (18)

It appears that the original text $T$ is (statistically) more compressible in terms of (18) than the inverted text $T_{inverted}$ [cf. Table X]:

$$s > s_{inverted}.$$  

(19)

The percentage of (19) is remarkably high: it holds for $> 97\%$ cases in both of our datasets; see Table X. Eq. (19) is confirmed via the zip compression method; see Table X.

Recall that previous applications of the LZ-complexity in texts [50–52] assumed that the LZ-complexity captures correlations between different text symbols (letters, words etc). Relation (19) can be explained by noting that $C_{LZ}$ focuses on short range correlations of letters, which may be lost after inversion of words. To illustrate this point, let $\ell_1 \ell_2 \ell_3$ and $\kappa_1 \kappa_2 \kappa_3$ are two consecutive 3-letter words. Their order in $T$ [in $T_{inverted}$] is $\ell_1 \ell_2 \ell_3 \kappa_1 \kappa_2 \kappa_3 \kappa_1 \kappa_2 \kappa_3 \ell_1 \ell_2 \ell_3$. Now if there are correlations between $\ell_3$ and $\kappa_1$ in $T$, and such correlations are accounted for in $C_{LZ}$, then in $T_{inverted}$ such correlations will have a longer range, and will not be seen in $C_{LZ}$.

Note that instead of inverting texts at the level of words we also inverted them at the level of letters: put the last letter as the first one etc. We saw that out of this letter inversion the compressibility does change, i.e. there is more into the LZ-complexity than just short-range correlations of letters. However, no clear indications emerged on the analogue of (19) or its inverse. The results differ from one dataset to another and from one compression method to another.

C. Compressibility of two halves

Table X shows that the relative compressibility of the first half is statistically smaller, i.e. it is compressed less than the second half:

$$s_1 < s_2.$$  

(20)

Inequality (20) holds in 60%-70% of cases with at least 4$\sigma$ significant $W$-factor. The results are fully corroborated when using in (20) the zip compression method instead of the LZ-complexity.

Recall that according to information theory, more compressible sequences convey less information (in the sense of Shannon) [32]. Then one can interpret (20) in the context of (5, 7, 9): the first half has more words—hence it conveys more information—and more rare words, which altogether combine into a more informative and hence less compressible structure. Indeed Tables XIII and XIV show that the validity of (20) does correlate (in the sense of the Pearson correlation coefficient recalled in Appendix C) with the validity of (5, 7, 9).

V. DIFFERENCES BETWEEN THE WORD FREQUENCY AND THE SPATIAL PERIOD

A. Definitions

Let us now turn to features that reflect the distribution of words along the text. Studying this spatial distribution of words is traditional for quantitative linguistics [1, 41]. More recently, Refs. [42–45] investigated the spatial distribution of key-words versus functional words. The conclusion reached is that key-words are distributed less homogeneously, i.e. they cluster into certain parts of the text [42–45].

For a given text we extract the frequencies of different words $^9$ ($n$ is the number of different words):

$$\{f(w_r)\}_{r=1}^n, \quad \sum_{r=1}^n f(w_r) = 1.$$  

(21)

7 In this context we stress that the LZ-complexity is generally not symmetric with respect to inverting the string. E.g. $C_{LZ}(0, 01, 010) = 3$, but $C_{LZ}(0, 1, 01, 00) = 4$.

8 Work is in progress to understand whether such directional correlations are related to syntagmatic correlations between words of the text well-known in linguistics [34, 55]. Qualitatively, these are correlations along the text determined by co-occurrence of words or letters [34, 55]. They are conceptually different from paradigmatic relations between the words, where two words having such a relation tend to appear in the same context, i.e. in the same surrounding of words.

9 There is no universal definition of word [48]; e.g. there is a natural uncertainty on whether to count plurals and singulars as different words. Different definitions of word can produce numerically different results [48]. We mostly work with methods that assume singular and plural to be different words. But we also checked that our qualitative conclusions do hold as well when singular and plural are taken to be the same word.
Let \( w_{[1]}, ..., w_{[\ell]} \) denote all occurrences of a word \( w \) along the text. Let \( \zeta_{i,j} \) denotes the number of words (different from \( w \)) between \( w_{[i]} \) and \( w_{[j]} \). I.e. \( \zeta_{i,j} + 1 \geq 1 \) is the number of space symbols between \( w_{[i]} \) and \( w_{[j]} \). Define the average period \( t(w) \) of this word \( w \) via

\[
t(w) = \frac{1}{\ell-1} \sum_{k=1}^{\ell-1} (\zeta_{k,k+1} + 1).
\]  

(22)

The averaging is conceptually meaningful only for sufficiently frequent words, though formally (22) is always well-defined. Note that \((\ell-1)t(w)\) equals to 1 plus the number of words that differ from \( w \) and occur between \( w_{[1]} \) and \( w_{[\ell]} \). Hence \( t(w) \) will stay intact under redistributing \( w_{[2]}, ..., w_{[\ell-1]} \) for fixed \( w_{[1]} \) and \( w_{[\ell]} \).

Now define the inverse spatial period:

\[
g(w) \equiv 1/t(w).
\]  

(23)

If a word \( w \) is distributed homogeneously, then \( g(w) \) is expressed via the ordinary frequency \( f(w) \). If in addition, this is a sufficiently frequent word, then \( g(w) \approx f(w) = \ell/N \), where we assume that \( N \gg 1 \) and \( \ell \gg 1 \). Hence the difference \(|g(w) - f(w)|\) (for sufficiently frequent words) can tell how the distribution of \( w \) deviates from the homogeneous one.

One can also directly define the average characteristic frequency for the word \( w \):

\[
\bar{\zeta}(w) = \frac{1}{\ell-1} \sum_{l=1}^{\ell-1} \frac{1}{\zeta_{l,l+1} + 1}.
\]  

(24)

One feature of (24)—which is absent in (23)—is that (24) is not susceptible to outliers, e.g. if \( \zeta_{12} \) is much larger than other \( \zeta_{i,j}'s \), then \( \zeta_{12} \) does not contribute much into (24). Here we shall focus on \( t(w) \), since (24) did not so far demonstrate any interesting behavior \(^{10}\).

\[B. \text{ Results}\]

We now aim to compare the frequency \( f(w) \) with the inverse spatial period \( g(w) \) in each half of a given text. We focus on sufficiently frequent words, because \( g(w) \) is not well-defined for words that appear only once. Hence for a given half of a text we define the normalized distance between \( f(w) \) and \( g(w) \):

\[
\mu = \frac{1}{N_\Omega} \sum_{w \in \Omega} |f(w) - g(w)|,
\]  

(25)

where \( N_\Omega \) is the number of elements in the set \( \Omega \), and where \( \Omega \) includes words that appear \( k \) times. Tables [XI] and [XII] exemplify the behavior of (25) for three selected values of \( k \): 15, 20 and 30. (We did not choose smaller values of \( k \), since the definition of \( 1/g(w) \) as the average period becomes unclear.) It is seen that the normalized distance is typically larger in the first half,

\[
\mu_1 > \mu_2,
\]  

(26)

and that this effect gets stronger—both in terms of the percentage of cases and the value of \( W \) in (2), when the the set \( \Omega \) in (25) is restricted to common words of both halves; see Tables [XI] and [XII].

\[VI. \text{ Features that do not show statistically significant differences between two halves}\]

So far we mostly concentrated on one level of textual hierarchy, i.e. words. Letters are on the hierarchy level below that of words. For the total number of letters \( L \) in each half the statistical evidence we got is weaker, since the percentage of cases, where \( L_1 > L_2 \) (i.e. the first half has a larger overall number of letters than the second half) and the W-statistics for \( L_1 > L_2 \) are close to their critical values; see Tables [XI] and [XII]. Moreover, in one of our datasets the W-test is passed, while in the other it is not. However, there is a weak, but a definite evidence for the validity of

\(^{10}\) In particular, \( g(w) \) in contrast to \( \bar{\zeta}(w) \) demonstrates an analogue of the Zipf’s law. Elsewhere we shall discuss this point in detail.
First, after a random shuffling of texts, the percentage of cases where \( L_1 > L_2 \) holds drops down from its value \( \simeq 0.58 \) (for original texts) to \( \simeq 0.5 \) for shuffled texts; see Tables IV and V. Second, \( L_1 > L_2 \) shows significant correlations with \( \rho \) and \( \sigma \); see Tables XIII and XIV. Third, the relation \( L_1 > L_2 \) holds in average for both datasets:

\[
\frac{1}{156} \sum_{k=1}^{156} (L_1^{[k]} - L_2^{[k]}) = 146.26, \quad \frac{1}{350} \sum_{k=1}^{350} (L_1^{[k]} - L_2^{[k]}) = 340.97.
\]  

(27)

For hierarchy levels higher than that of words, our results are negative, i.e. they do not indicate on a statistically significant difference between the halves. The number of sentences \( \sigma \) does not show significant differences; see Tables II and III. Here we (conventionally) defined the sentence as the shortest sequence of words located in between of any of the following symbols: comma, dot, semicolon, question mark, exclamation mark. We also studied the number of sentences, when the comma is excluded from the above list (not shown in tables). This did not change our conclusion.

We also calculated the full distribution of sentences over the length (measured in words): \( \kappa_\alpha \) the fraction of sentences with word-length \( \alpha \) \( \left( \sum_\alpha \kappa_\alpha = 1 \right) \). Two specific characteristics of this distribution were looked at: the average \( \bar{\alpha} \), dispersion \( \Delta(\alpha^2) \) and entropy \( \varepsilon \):

\[
\bar{\alpha} = \sum_\alpha \kappa_\alpha \alpha, \quad \Delta(\alpha^2) = \sum_\alpha \kappa_\alpha (\alpha - \bar{\alpha})^2.
\]  

(28)

None of these quantities shown a statistically significant difference between the halves; see Tables II and III. Another level of the textual hierarchy is the one containing paragraphs. Denoting the number of paragraphs as \( \rho \), we saw that there is no statistical evidence in favor of \( \rho_1 > \rho_2 \) or \( \rho_1 < \rho_2 \); see Tables II and III. Our results on Yule’s constant that describes the repetitiveness of words (see Appendix II details of the definition) also do not indicate on a significant difference between the halves.

VII. OUTLOOK

We proposed a set of relations between statistical features of the two halves of a meaningful text; see Table I for a summary of our results. The validity of these relations is statistical, i.e. the majority of them holds with 5\( \sigma \) significance of the Wilcoxon test; see Appendix A. No understanding of the text (or even knowing its writing system) is needed for checking these relations. We explicitly confirmed that all these relations disappear after a random permutation of words in the text.

We conjecture that these relations between the halves are connected to a specific, information-carrying structure of the text, where the information is introduced (defined) in the first half, and then is processed in the second half. Such a structure is anticipated in text linguistics, where the flow of the text narrative is conventionally separated between the exposition and the denouement, which are typically located in the first and second halves, respectively [1–3]. This is however a qualitative concept, and hence the connection between our results and the exposition-denouement is stated as a hypothesis. Work is currently in progress for designing specific tests for checking the hypothesis.

Practically, knowing whether a string of symbols is a meaningful text or not can be useful in cryptography, fraud detection and historical analysis. The latter can refer to inferring whether a given text in unknown writing system is meaningful or asemic [60]. One interesting application relates to the CETI problem (communication with extraterrestrial intelligence) [58]. Here the code of a potential signal is completely unknown, but it can be plausibly conjectured that a meaningful signal has similar differences between the halves. (Fractioning into “words” is is possible, once the “space symbol” is identified as the most frequent symbol in the text [56].)

Some of our results were sporadically observed in literatures. Ref. [47] emphasized the translation invariance of books, but still noted on a concrete text that its last part has less rare words. Ref. [14] noted the following (non-topical) differences between the first and the second halves of Moby Dick (by H. Melville): (1.) The word \textit{is} is more frequent than \textit{was} in the first half, but less frequent in the second half. (2.) The ratio of articles \textit{the} to \textit{a} is larger in the second half, which may mean that the second half makes more concrete statements.

Our results concerning the compressibility features—in particular, the result in section V.B. on the compressibility decrease under inverting the word order—are especially worth studying in more detail. While we focused on the Lempel-Ziv complexity and the related zip method for defining the compressibility, it is known that the Lempel-Ziv complexity for long but finite sequences has a drawback of not capturing the real randomness, i.e. not agreeing with the Kolmogorov complexity [54]. Hence more refined compression methods are to be studied in future, e.g. the Huffman coding that is algorithmically slower, but does capture the notion of randomness. It is also important to clarify whether the compressibility difference between the original and inverted text can serve for quantifying syntagmatic correlations between the words; cf. Footnote 8.
Another important open problem relates to modeling the above effects. A superficial modeling would be possible via altering the existing sequential text-generating models (see [23–25] for example) such that e.g. they generate less rare words towards the end of the text. But we should warn the reader against such quick attempts. First, the main drawback of sequential models is that they do not describe sufficiently well the distribution of rare words [47], which was so far possible only via non-sequential statistical models [16]. So a good model should predict both the distribution of rare words and their difference between the halves. Second, the example of the Zipf law—with its numerous models and explanations [16–30]—shows that excessive modeling even with a reasonable quantitative agreement is not at all a guarantee for understanding the actual meaning of a complex textual phenomenon. Hence at the present stage of our understanding we want to concentrate on conceptual issues (and novel tests) relating statistics to meaningfulness, more than to develop a purely statistical model for explaining above results.
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Appendix A: Tables

TABLE II: Results for the first dataset of 156 texts. Notations: \( n \) is the number of different words; \( n_1 \) and \( n_2 \) refer to the first and second half, respectively. \( c_1 \) (\( c_2 \)) is the overall frequency of common words in the first (second) half, \( L \) is the number of letters, \( \rho \) is the number of paragraphs, \( K \) is Yule’s constant. Eqs. (28) define \( \alpha \) and \( \Delta \alpha \). The number of sentences is denoted by \( \sigma \).

| Relation | \( W \) | \( |W| > p \sigma_W \) | \% |
|----------|---------|----------------|----|
| \( n_1 > n_2 \) | 6978 | \( p = 5 \) | 0.724359 |
| \( c_1 < c_2 \) | 5268 | \( p = 4 \) | 0.705 |
| \( L_1 > L_2 \) | 2292 | False | 0.589744 |
| \( \rho_1 > \rho_2 \) | -1312 | False | 0.403846 |
| \( K_1 < K_2 \) | -670 | False | 0.50641 |
| \( \bar{\alpha}_1 < \bar{\alpha}_2 \) | 512 | False | 0.435897 |
| \( \Delta \alpha_1 < \Delta \alpha_2 \) | 1708 | False | 0.410256 |
| \( \sigma_1 > \sigma_2 \) | -192 | False | 0.435897 |

TABLE III: Results for the second dataset of 350 texts. The same notations as in Table II. The W-test is passed according to the 3\( \sigma \) rule if \( W > 3\sigma_W (350) \approx 11365.6 \). The 3\( \sigma \) threshold for percentages is \( 0.5 + \frac{3}{\sqrt{350}} \approx 0.5802 \). Table shows whether the \( p \sigma \) rule is passed with \( 3 \leq p \leq 5 \). False means that even 3\( \sigma \) rule is not passed.

| Relation | \( W \) | \( |W| > p \sigma_W \) | \% |
|----------|---------|----------------|----|
| \( n_1 > n_2 \) | 24030 | \( p = 5 \) | 0.64 |
| \( c_1 < c_2 \) | 13587 | \( p = 3 \) | 0.583 |
| \( L_1 > L_2 \) | 15523 | \( p = 4 \) | 0.594286 |
| \( \rho_1 > \rho_2 \) | -5912 | False | 0.46 |
| \( K_1 < K_2 \) | -8467 | False | 0.571429 |
| \( \bar{\alpha}_1 < \bar{\alpha}_2 \) | 2891 | False | 0.5 |
| \( \Delta \alpha_1 < \Delta \alpha_2 \) | 9007 | False | 0.428571 |
| \( \sigma_1 > \sigma_2 \) | -1008 | False | 0.5 |
TABLE IV: Random shuffle for the first dataset of 156 texts 10 shuffles; cf. Table II. For $h$ and $\frac{h}{n}$, the thresholds for appearance numbers of rare words are set to 3. False means that even $3 \sigma$ rule is not passed.

| $n_1 > n_2$ | $W$ | $|W| > 3\sigma_W$ | $\%$ |
|-------------|-----|------------------|------|
| 213         | False | 0.507692         |
| $L_1 > L_2$ | -255.9 | False | 0.49359 |
| $h_1 > h_2$ | -42.2 | False | 0.489744 |
| $\frac{h}{n_1} > \frac{h}{n_2}$ | 254.4 | False | 0.502564 |
| $K_1 < K_2$ | 690.4 | False | 0.485897 |

TABLE V: Random shuffle for the second dataset of 350 texts averaged over 10 shuffles; cf. Table III. For $h(\kappa)$ and $\frac{h(\kappa)}{n}$, the thresholds for appearance numbers of rare words are set to $\kappa = 3$; see (6–9). False means that even $3 \sigma$ rule is not passed.

| $n_1 > n_2$ | $W$ | $|W| > 3\sigma_W$ | $\%$ |
|-------------|-----|------------------|------|
| -1978.2     | False | 0.484571         |
| $L_1 > L_2$ | 112.2 | False | 0.501714 |
| $h_1 > h_2$ | 469.3 | False | 0.498857 |
| $\frac{h}{n_1} > \frac{h}{n_2}$ | 1273.2 | False | 0.512 |
| $K_1 < K_2$ | 206 | False | 0.495143 |

TABLE VI: Results for $h(\kappa)$ and $\frac{h(\kappa)}{n}$ for the first dataset of 156 texts; see (6–9). The rareness is defined by $\kappa = 1, \ldots, 5$. We demonstrate the percentage of cases, where the first half has a larger number of rare words. The $3 \sigma$ threshold for this percentage is $0.5 + \frac{3}{2\sqrt{156}} \approx 0.62$. We show the $W$ value (2) for the $W$-test. The test is passed according to the $5 \sigma$ rule for all but one case.

| $\kappa$ | $h$ | $h/n$ |
|----------|-----|------|
|          | $W$ | $|W| > p \sigma_W$ | $\%h_1 > h_2$ | $W$ | $|W| > p \sigma_W$ | $\%h_{1/n_1} > h_{2/n_2}$ |
| $\kappa = 5$ | 6811 | $p = 5$ | 0.717949 | 5242 | $p = 4$ | 0.647436 |
| $\kappa = 4$ | 6961 | $p = 5$ | 0.730769 | 5770 | $p = 5$ | 0.679487 |
| $\kappa = 3$ | 7016 | $p = 5$ | 0.724359 | 6140 | $p = 5$ | 0.711538 |
| $\kappa = 2$ | 7095 | $p = 5$ | 0.730769 | 6810 | $p = 5$ | 0.717949 |
| $\kappa = 1$ | 7246 | $p = 5$ | 0.74359 | 6400 | $p = 5$ | 0.705128 |

TABLE VII: Results for $h(\kappa)$ and $\frac{h(\kappa)}{n}$ for the second dataset of 350 texts. The rareness is defined by $\kappa = 1, \ldots, 5$; see (6–9). We demonstrate the percentage of cases, where the first half has a larger number of rare words. The $3 \sigma$ threshold for percentages is $0.5 + \frac{3}{2\sqrt{350}} \approx 0.5802$. We show the $W$ value for the $W$-test. The test is passed according to the $5 \sigma$ rule for all but one case.

| $\kappa$ | $h$ | $h/n$ |
|----------|-----|------|
|          | $W$ | $|W| > p \sigma_W$ | $\%h_1 > h_2$ | $W$ | $|W| > p \sigma_W$ | $\%h_{1/n_1} > h_{2/n_2}$ |
| $\kappa = 5$ | 23657 | $p = 5$ | 0.64 | 19207 | $p = 5$ | 0.611429 |
| $\kappa = 4$ | 23757 | $p = 5$ | 0.64 | 20409 | $p = 5$ | 0.631429 |
| $\kappa = 3$ | 23455 | $p = 5$ | 0.637143 | 19059 | $p = 5$ | 0.614286 |
| $\kappa = 2$ | 23303 | $p = 5$ | 0.631429 | 18343 | $p = 4$ | 0.58 |
| $\kappa = 1$ | 23991 | $p = 5$ | 0.651429 | 19285 | $p = 5$ | 0.62 |
TABLE VIII: Shows the percentage and W-value for inequalities (12).

| & First dataset of 156 texts & Second dataset of 350 texts |
|---|---|---|
| $W$ & $|W| > p\sigma_W$ & % & $W$ & $|W| > p\sigma_W$ & % |
| $C < n_1/2$ & 9805 & $p = 5$ & 0.8397 & 33071 & $p = 5$ & 0.7143 |
| $C < n_2/2$ & 7048 & $p = 5$ & 0.7372 & 15625 & $p = 4$ & 0.5943 |

TABLE IX: The compressibility difference between the two halves; cf. (20) and discussion around. It shows the percentage and W-value for the relation $s_1 < s_2$. The relative compressibilities in (20) were calculates via the LZ-complexity (LZ) and the zip method. The results are similar and confirm (20).

| & First dataset of 156 texts & Second dataset of 350 texts |
|---|---|---|
| $W$ & $|W| > p\sigma_W$ & % & $W$ & $|W| > p\sigma_W$ & % |
| LZ & 6962 & $p = 5$ & 0.7051 & 17345 & $p = 4$ & 0.5943 |
| zip & 6446 & $p = 5$ & 0.7050 & 18539 & $p = 4$ & 0.5940 |

TABLE X: Shows the percentage and W-value for the relation (19), i.e. for the compressibility difference between a text and its inverted version. Relation (19) is checked via the Lempel-Ziv (LZ) complexity and via the zip method.

| & First dataset of 156 texts & Second dataset of 350 texts |
|---|---|---|
| $W$ & $|W| > p\sigma_W$ & % & $W$ & $|W| > p\sigma_W$ & % |
| LZ & 12224 & $p = 5$ & 0.9808 & 61095 & $p = 5$ & 0.9743 |
| zip & 11512 & $p = 5$ & 0.8846 & 40917 & $p = 5$ & 0.777 |

TABLE XI: Results for $\mu$ for the first dataset of 156 texts. Here n.a. is the minimal number of appearances for words included into the definition (25) of $\mu$, e.g. n.a. > 15 means that only words with frequency $\geq 15/N$ are included, where $N$ is the total number of words in the text.

| $\mu$ | Words | Common words |
|---|---|---|
| n.a. | $W$ & $|W| > p\sigma_W$ & % & $W$ & $|W| > p\sigma_W$ & % |
| > 15 & 5216 & $p = 4$ & 0.685897 & 6340 & $p = 5$ & 0.685897 |
| > 20 & 4774 & $p = 4$ & 0.666667 & 5770 & $p = 5$ & 0.692308 |
| > 30 & 5462 & $p = 4$ & 0.679487 & 6066 & $p = 5$ & 0.692308 |

TABLE XII: Results for $\mu$ for the second dataset of 350 texts; cf. Table XI.

| $\mu$ | Words | Common words |
|---|---|---|
| n.a. | $W$ & $|W| > 3\sigma_W$ & % & $W$ & $|W| > 3\sigma_W$ & % |
| > 15 & 18443 & $p = 4$ & 0.631429 & 30033 & $p = 5$ & 0.7 |
| > 20 & 22401 & $p = 4$ & 0.679487 & 32701 & $p = 5$ & 0.722857 |
| > 30 & 25179 & $p = 4$ & 0.679487 & 31053 & $p = 5$ & 0.705714 |

Appendix B: Number of words with a fixed frequency and Yule’s constant

Let us recall how Yule’s constant is defined [4]. Define $V_m$ to be the number of words that (in a fixed text) appear $m$ times. We get two obvious features:

$$\sum_{m=1}^{f_1N} V_m = n, \quad \sum_{m=1}^{f_1N} mV_m = N, \quad (B1)$$

where $n$ and $N$ are, respectively, the number of different words and the number of all words, and $f_1N$ is the number of times the most frequent word appears in the text. Note that for a sufficiently small $m$, $V_m$ is either zero or one. For instance, consider the text The Age of Reason by T. Paine, 1794 (the major source of British deism), whose first half has $N = 11612$ total words and $n = 2012$ different words. In the first half of this text: $V_{f_1N} = V_{929} = 1,$
Hence one can define the entropy $s$ where $10^2$ is a conventional factor we applied to keep $K = O(1)$.

### Appendix C: Pearson’s correlation coefficient

We have $M$ texts ($k = 1, ..., M$ for our case $M = 350$ or $M = 156$) and 5 features ($a = 1, ..., 5$):

1. $n_1 > n_2$
2. $L_1 > L_2$
3. $h_1 > h_2$
4. $h_1/n_1 > h_2/n_2$
5. space frequency.

$V_{928\geq m\geq 575} = 0, V_{574} = 1, V_{573\geq m\geq 388} = 0, V_{387} = 1$ etc.

Take a word $w$ that appears $m$ times in a text with length $N$. Now $\frac{n}{N}$ is the probability that a randomly taken word in the text will be $w$. Likewise, $\frac{m(m-1)}{N(N-1)}$ is the probability that the second randomly taken word in the text will be again $w$. Both probabilities refer to a word $w$ that appears $m$ times. The probability to take such a word among $n$ distinct words of the text is $\frac{V_m}{n}$; cf. (B1) 11. Thus the average $\frac{1}{N}\sum_{m=1}^{f_1} V_m \frac{m(m-1)}{N(N-1)}$ is a measure of repetitiveness of words. The Yule’s constant $K$ employs this quantity without the factor $\frac{1}{n}$, since it wants to have something weakly dependent on $N$ [4]. For us this feature is not important, since we compare the halves of a text. Following the tradition, we also omit the factor $\frac{1}{n}$, but we stress that including it does not change our conclusions. Using (B1) and $N \approx N - 1 \gg 1$, the Yule’s constant reads [4]

$$K = 10^2 \left[ -\frac{1}{N} + \sum_{m=1}^{f_1} V_m \frac{m^2}{N^2} \right],$$

where $10^2$ is a conventional factor we applied to keep $K = O(1)$.

Thus the average $\frac{1}{N}\sum_{m=1}^{f_1} V_m \frac{m(m-1)}{N(N-1)}$ is a measure of repetitiveness of words. The Yule’s constant $K$ employs this quantity without the factor $\frac{1}{n}$, since it wants to have something weakly dependent on $N$ [4]. For us this feature is not important, since we compare the halves of a text. Following the tradition, we also omit the factor $\frac{1}{n}$, but we stress that including it does not change our conclusions. Using (B1) and $N \approx N - 1 \gg 1$, the Yule’s constant reads [4]

$$K = 10^2 \left[ -\frac{1}{N} + \sum_{m=1}^{f_1} V_m \frac{m^2}{N^2} \right],$$

where $10^2$ is a conventional factor we applied to keep $K = O(1)$.

### Appendix C: Pearson’s correlation coefficient

1. $n_1 > n_2$
2. $L_1 > L_2$
3. $h_1 > h_2$
4. $h_1/n_1 > h_2/n_2$
5. space frequency.

11. Hence one can define the entropy $s = -\sum_m \frac{V_m}{n} \ln \frac{V_m}{n}$ that characterizes the inhomogeneity of distribution of distinct words. This entropy was employed in [46] for distinguishing between natural and artificial texts.
Let us define $\nu_k^a$ such that $\nu_k^a = 1$ ($\nu_k^a = 0$) if the feature $a$ holds (does not hold) for text $k$. Let us now define the Pearson correlation coefficient between the features:

$$
\frac{1}{M} \sum_{k=1}^{M} (\nu_k^a - \bar{\nu}[a]) (\nu_k^b - \bar{\nu}[b])
\sqrt{\frac{1}{M} \sum_{k=1}^{M} (\nu_k^a - \bar{\nu}[a])^2 \frac{1}{M} \sum_{k=1}^{M} (\nu_k^b - \bar{\nu}[b])^2},
$$

where

$$
\bar{\nu}[a] \equiv \frac{1}{M} \sum_{k=1}^{M} \nu_k^a.
$$

Eq. (C1) can be simplified as

$$
\frac{1}{\bar{\nu}[a] (1 - \bar{\nu}[a]) \sqrt{\bar{\nu}[b] (1 - \bar{\nu}[b])}}
\sqrt{\frac{1}{M} \sum_{k=1}^{M} \nu_k^a \nu_k^b - \bar{\nu}[a] \bar{\nu}[b]}
\sqrt{\nu_k^a (1 - \bar{\nu}[a]) \sqrt{\nu_k^b (1 - \bar{\nu}[b])},
$$

(C3)
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