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INTRODUCTION

Cortical pyramidal neurons receive thousands of synaptic inputs distributed across an extensive dendritic tree. Rather than conducting synaptic events to the spike initiation zone unaltered, dendrites passively and actively shape the postsynaptic response to presynaptic input (Häusser and Mel, 2003; Stuart et al., 2008). Synaptic integration can be regulated by a number of dendritic phenomena, including cable filtering (Rall, 1964), activation and modulation of various ion channels (Migliore and Shepherd, 2002; Magee and Johnston, 2005; Nusser, 2009) and dendritic spike generation (Spruston, 2008). Because passive electrotonic propagation is generally weak, and active processes are often non-uniformly distributed throughout the dendritic arbor, one important determinant of the net strength of a given synapse is its dendritic location (Stuart and Spruston, 1998; Cash and Yuste, 1999; Magee and Cook, 2000; Segev and London, 2000; Häusser et al., 2001; Reyes, 2001; Tamás et al., 2002; Williams and Stuart, 2002).

Synaptic strength is not fixed, but can be altered by the pattern of neural activity (Buonomano and Merzenich, 1998; Feldman, 2009). In particular, repetitive pairing of pre- and postsynaptic action potentials (pre/post spike pairing) can induce persistent changes in synaptic strength depending on the temporal order and timing of pre/post pairing. Long-term potentiation (LTP) is induced at many glutamatergic synapses when presynaptic activity occurs just before postsynaptic spiking in the target cell (pre → post pairing). This timing can be viewed as causal, since the synaptic depolarization may contribute to eliciting the postsynaptic action potential. Conversely, long-term depression (LTD) is usually induced when the postsynaptic cell fires before the presynaptic input (post → pre pairing). These Hebbian forms of LTP and LTD are collectively known as spike-timing-dependent plasticity (STDP), because the sign and magnitude of changes in synaptic strength are dependent on the precise (millisecond) timing of pre/post spiking (Magee and Johnston, 1997; Markram et al., 1997; Bi and Poo, 1998; Debanne et al., 1998; Abbott and Nelson, 2000; Feldman, 2000; Song et al., 2000; Sjöström et al., 2001; Froemke and Dan, 2002; Kampa et al., 2006; Letzkus et al., 2006; Froemke et al., 2010).

Various forms of STDP have been observed in a variety of species, ranging from insects to humans. Despite the apparent generality of the STDP learning rule across synapses (Dan and Poo, 2006), there is considerable variability in the precise timing requirements for STDP induction, especially for LTD. Furthermore, several recent studies in cortical pyramidal neurons have revealed that the exact formulation of the temporal...
window for spike-timing-dependent LTD depends on dendritic location (Froemke et al., 2005; Letzkus et al., 2006; Sjöström and Häusser, 2006).

Here we review the dendritic factors that influence the induction of cortical STDP and set the timing requirements for associative synaptic plasticity. These include passive dendritic properties, action potential backpropagation, NMDA receptor (NMDAR) activation, and active processes such as dendritic spikes. We then discuss experimental and theoretical work on the selective targeting of synaptic inputs to different dendritic locations. Other related topics such as plasticity of dendritic excitability, branch formation and spine growth (Magee and Johnston, 2005; Sjöström et al., 2008; Holtmaat and Svoboda, 2009) will not be covered here. We focus on experiments in cortical brain slices, which have revealed basic differences in the size and shape of the STDP window at proximal and distal dendritic synapses. Spatial gradients for STDP along dendritic trees may be important for the development and functional organization of cortical synapses, the structuring of synaptic integration and information processing within dendritic sub-regions, and defining the receptive field properties of cortical neurons.

LOCATION DEPENDENCE OF STDP: HEBBIAN AND ANTI-HEBBIAN LEARNING RULES

Dendritic geometry, ion channels, and receptor distributions interact to control the local voltage at a given synapse, which as we discuss below is a dominant factor in determining the magnitude of long-term synaptic modifications. As action potential backpropagation and postsynaptic processing of excitatory postsynaptic potentials (EPSPs) are both spatially regulated in dendrites of cortical neurons, it has been proposed that the sign and magnitude of STDP will depend on the dendritic location of synaptic input (Sourdet and Debanne, 1999).

Three experimental studies have recently provided evidence for location-dependent differences in STDP learning rules in neocortical pyramidal neurons (Froemke et al., 2005; Letzkus et al., 2006; Sjöström and Häusser, 2006). Together, these experiments have shown that synapses proximal to the cell body, where backpropagating action potentials are large and narrow, express conventional STDP in which pre → post spike pairing induces LTP (for relatively short inter-spike intervals of ~25 ms) and post → pre pairing leads to LTD (for inter-spike intervals of ~50 ms). At synapses more distal from the soma, however, the timing requirements for pre/post pairing shift such that the magnitude, and eventually the sign, of synaptic modifications during STDP at distal synapses is profoundly different from that found at proximal inputs (Figure 1).

Sjöström and Häusser (2006) and Letzkus et al. (2006) both observed a spatial gradient of STDP along the apical dendrites of layer 5 pyramidal neurons. For these experiments, EPSPs were evoked in postsynaptic layer 5 pyramidal neurons either by direct depolarization of a connected presynaptic layer 2/3 pyramidal neuron, or by focal stimulation of synaptic inputs at varying distances along the apical dendrite. Importantly, the rise time of the EPSP recorded at the soma was used as an indicator of the distance of synaptic inputs from the soma, allowing accurate determination of the dendritic location for a given synapse (Jack et al., 1971). For synapses close to the cell body (<100 μm), STDP induced by pre/post pairing was Hebbian: pre → post spike pairs induced LTP and post → pre pairing induced LTD (Figures 1A,B). But as dendritic distance increased, the amount of LTP induced by pre → post pairing gradually decreased to zero, and at more distal synaptic locations (>500 μm) pre → post pairing induced robust LTD. LTD at these distal synapses could be converted to LTP if postsynaptic action potentials were paired with dendritic depolarization (Sjöström and Häusser, 2006), which can boost action potential backpropagation (Larkum et al., 2001; Stuart and Häusser, 2001). Similarly, dendritic depolarization converting a single action potential to a high-frequency burst by generation of a dendritic calcium spike (Larkum et al., 1999b) could convert LTD to LTP (Letzkus et al., 2006). Consistent with a role of dendritic spikes in LTD induction, at distal synapses action potential bursts above the critical frequency for dendritic calcium spike generation (Larkum et al., 1999a) lead to LTP during post → pre pairing (Letzkus et al., 2006). A similar observation has been made for inputs onto basal dendrites of layer 5 pyramidal neurons (Kampa et al., 2006). This frequency dependence of STDP induction is reminiscent of earlier findings (Markram et al., 1997; Sjöström et al., 2001). The observation that post → pre pairing leads to LTD of proximal synapses, but can induce LTP at distal inputs when inputs were paired with high-frequency action potential bursts (Figure 1B), suggests a gradual shift of the timing requirements for STDP along the apical dendrite of layer 5 pyramidal neurons. Together with work in basal dendrites (Gordon et al., 2006; Kampa et al., 2006), these studies show that synapses located in the distal dendrites of layer 5 cortical pyramidal neurons express anti-Hebbian STDP timing rules, where LTD can be switched to LTP by boosting action potential backpropagation (Sjöström and Häusser, 2006), the generation of dendritic spikes (Kampa et al., 2006; Letzkus et al., 2006), or by pairing NMDA spikes with brain-derived neurotrophic factor (BDNF) application (Gordon et al., 2006).

Similarly, for lateral connections within layer 2/3 of developing visual cortex, the magnitude of STDP at more distal synapses (>100 μm from the soma) was found to be about half that of proximal synapses (<50 μm from the soma) (Froemke et al., 2005). In addition, the temporal window for spike-timing-dependent LTD of distal layer 2/3 synapses was much wider than that of proximal synapses (Figure 1C). As a result, during post → pre pairing between ~50 and ~100 ms LTD was induced at distal (Figure 1C, right) but not proximal inputs (Figure 1C, center).

BACKPROPAGATING ACTION POTENTIALS AND DENDRITIC EXCITABILITY

What factors govern the size and shape of the STDP time window at different dendritic sites? The amplitude and time course of the electrical events that cooperate to induce STDP – that is, EPSPs and postsynaptic action potentials – themselves depend on dendritic location. This implies that the local depolarization experienced by individual synapses during pre/post pairing will be affected not only by the temporal dynamics of pre- and postsynaptic spike trains, but also by the distance of synaptic inputs from the site of action potential initiation. Because the degree of postsynaptic depolarization is an important parameter controlling the induction of long-term synaptic plasticity (Zucker, 1999; Wespata et al., 2004; Lisman and Spruston, 2005; Urakubo et al., 2008; Feldman, 2009), it is likely that the timing requirements for STDP will depend on the combined
STDP are likely to be determined in part by the biophysical factors within dendrites that regulate action potential backpropagation and local EPSP amplitude and kinetics.
After being initiated in or near the axon initial segment (Coombs et al., 1957; Fuortes et al., 1957; Palmer and Stuart, 2006; Meeks and Mennerick, 2007; Shu et al., 2007; Schmidt-Hieber et al., 2008), action potentials backpropagate into apical and basal dendrites of cortical pyramidal neurons (Stuart and Sakmann, 1994; Antic, 2003; Kampa and Stuart, 2006; Nevian et al., 2007). Usually, these backpropagating action potentials become smaller in amplitude and broader in width with increasing dendritic distance from the soma (Figures 2A–D). This occurs due to passive current spread as described by cable theory (Rall, 1964). Neuronal cell membranes are leaky, giving rise to rapid attenuation of electrical signals along dendrites (Stuart and Spruston, 1998; Williams and Mitchell, 2008). In cerebellar Purkinje cells, for example, somatic action potentials decrease in size by 80% or more within the first 100 μm (Stuart and Häusser, 1994).

**FIGURE 2** | Backpropagating action potentials in pyramidal neuron dendrites. (A) Top, Voltage waveforms during a high-frequency (200 Hz) action potential burst at proximal and distal apical dendritic locations in a layer 5 pyramidal neuron before and after block of voltage-activated calcium channels with NiCl₂ (0.1 mM, rat somatosensory cortex). Middle, the amplitude of single backpropagating action potentials (bAP) is unaffected by calcium channel block, whereas the area under action potential bursts is strongly Ca²⁺-dependent (bottom). Scale bar: 10 ms, 20 mV. From Letzkus et al. (2006). (B) Backpropagation of single action potentials in layer 2/3 pyramidal cells in rat visual cortex. Red symbols indicate experiments performed with the A-type K⁺ channel blocker 4-AP in the recording pipette. Scale bar, 5 ms, 40 mV. From Froemke et al. (2005). (C) Backpropagating action potentials in basal dendrites of layer 5 cortical pyramidal neurons. From Nevian et al. (2007). (D) Backpropagating action potentials in apical dendrites of hippocampal CA1 pyramidal neurons are enhanced in amplitude and duration by bath application of 4-AP. From Hoffman et al. (1997).
The dendrites of many central neurons, however, contain a variety of voltage-activated ion channels that support and regulate action potential backpropagation. As opposed to Purkinje cells, action potentials in neocortical and hippocampal pyramidal neurons decay in amplitude by less than 50% even several hundred μm from the cell body (Spruston et al., 1995; Stuart and Sakmann, 1994; Stuart and Spruston, 1998; Waters et al., 2003; Froemke et al., 2005). A relatively uniform distribution of dendritic Na⁺ channels in many neuronal cell types boosts action potentials as they propagate into dendrites, enhancing action potential backpropagation, which can be further amplified when paired with appropriately timed EPSPs (Magee and Johnston, 1995; Stuart and Häusser, 2001; Migliore and Shepherd, 2002). Nevertheless, backpropagating action potentials can fail to invade the most distal dendrites (Stuart and Häusser, 2001; Golding et al., 2002).

In addition to voltage-gated sodium channels, which enhance backpropagation, several other dendritic conductances have been found to exert dampening effects on dendritic excitation. A-type (Kv4) channels are fast-acting and inactivating K⁺ channels that counteract the depolarization produced by backpropagating action potentials. Blockade of dendritic A-type channels broadens dendritic EPSPs and backpropagating spikes (Figures 2B,D), suggesting that these channels help enforce spike-timing precision and reduce temporal summation of synaptic responses in dendrites (Hoffman et al., 1997; Froemke et al., 2006). Hyperpolarization-activated cyclic nucleotide-gated (HCN) channels can perform a similar normalizing function. Expressed at high levels in distal dendrites of hippocampal and cortical pyramidal neurons, HCN channels act to normalize both somatic EPSP time course and EPSP summation independent of the dendritic location of synaptic input (Magee, 2000; Williams and Stuart, 2000b). This effect depends on the total density of HCN channels, rather than their dendritic expression pattern (Angelo et al., 2007; Bullis et al., 2007).

Dendritic location profoundly impacts the amplitude and kinetics of synaptic responses as well as the characteristics of backpropagating action potentials. When measured in the dendrites close to the site of synaptic input, EPSPs evoked in distal dendrites are considerably larger (four-fold or more in amplitude) than EPSPs evoked more proximally (Magee and Cook, 2000; Williams and Stuart, 2002). For hippocampal CA1 pyramidal neurons, this scaling is due in part to a progressive increase in the number of AMPA receptors with dendritic distance from the soma (Smith et al., 2003). In contrast, synaptic conductance is relatively independent of dendritic location in layer 5 cortical pyramidal neurons (Williams and Stuart, 2002). For these cells, the smaller branch size of distal dendrites leads to a lower input capacitance, causing distal EPSPs to display larger amplitudes and faster kinetics than proximal inputs (Williams and Stuart, 2002; Nevian et al., 2007). In conjunction with the strong expression of HCN channels at distal sites, this leads to a brief temporal integration window for distal inputs (Williams and Stuart, 2002).

Given that distal inputs attenuate strongly on their way to the soma, additional mechanisms may be required for these events to influence axo-somatic synaptic integration and action potential generation. Dendritic spikes provide such a mechanism. Dendritic spikes are regenerative events which, depending on neuron type and dendritic location, can be mediated by voltage-gated Na⁺ and Ca²⁺ channels or by NMDARs (Häußer and Mel, 2003; Gulledge et al., 2005; Spruston, 2008). They can be evoked by correlated synaptic input (Williams and Stuart, 2002; Gasparini et al., 2004; Losonczy and Magee, 2006), by bursts of action potentials above a critical frequency (Figure 2A; Larkum et al., 1999a; Williams and Stuart, 2000a), or by coincidence of a distal EPSP with a backpropagating action potential within a narrow time window (Larkum et al., 1999b). As they lead to significant dendritic depolarization they act as an anti-Hebbian mechanism for LTP induction at distal inputs in cortical pyramidal neurons (Golding et al., 2002). Dendritic spikes can occur in isolation (Schiller et al., 1997; Stuart et al., 1997), or can forward-propagate to the soma where they typically elicit a burst of action potentials (Larkum et al., 1999b; Williams and Stuart, 1999), impacting on somatic spike-timing (Gasparini et al., 2004). Both local and global dendritic spikes can influence synaptic plasticity expressed at different dendritic locations (Sjöström et al., 2008).

**NMDA RECEPTOR ACTIVATION AND STDPP**

At cortical layer 2/3 and layer 5 synapses, STDp at all dendritic locations requires activation of NMDARs, as synaptic modifications are prevented by application of the selective NMDAR antagonist APV (Froemke et al., 2005; Kampa et al., 2006; Letzkus et al., 2006). Furthermore, pairing action potentials with EPSPs has been shown to increase NMDAR activation. Block of NMDAR-mediated EPSPs by the activity-dependent NMDAR antagonist MK-801 was significantly greater when NMDAR EPSPs were paired with high-frequency (200 Hz) action potential bursts compared to NMDAR EPSPs evoked on their own (Figure 3A; Kampa et al., 2006). This activation of NMDARs by action potential bursts had similar timing requirements as STDp (Figure 3A), suggesting an important role of backpropagating action potentials and action potential bursts in enhancing NMDAR activation during STDp induction.

In layer 2/3, while pre → post pairing also directly increased the amplitude of NMDAR EPSPs during pairing, NMDAR EPSPs were strongly suppressed during post → pre pairing (Figure 3B). The location dependence of the spike-timing window for action potential-induced alteration of NMDAR EPSPs was similar to the location dependence of the STDp timing window. Enhancement of NMDAR EPSPs during pre → post pairing was almost certainly due to removal of the classical Mg²⁺ block (Mayer et al., 1984; Nowak et al., 1984), while NMDAR EPSP suppression by post → pre pairing required postsynaptic Ca²⁺ influx, suggesting that Ca²⁺-dependent NMDAR desensitization (Zorumski and Thio, 1992; Rosenmund et al., 1995; Tong et al., 1995; Kyozis et al., 1996; Umemiya et al., 2001; Krupp et al., 2002) could be critical in setting the time window for LTD induction. EPSPs evoked by stimulation of layer 2/3 lateral connections in young visual cortex have strong NMDAR components even at hyperpolarized membrane potentials, apparently due to a relatively weak Mg²⁺ blockade (Kato and Yoshimura, 1993), similar to connections between layer 4 stellate cells (Fleidervish et al., 1998). This suggests that these connections might be highly dynamic and exquisitely sensitive to changes in pre- and postsynaptic activity patterns (Diamond et al., 1994; Das and Gilbert, 1995; Trachtenberg et al., 2000).
Figure 3 | Spatial determinants and other mechanisms of cortical STDP.
(A) NMDAR activation during pairing of EPSPs and action potentials in layer 5 neurons. Degree of NMDAR activation was measured using MK-801, an open channel blocker. MK801 block was defined as: 1 – EPSP(MK801)/EPSP(control). The greater the extent of NMDAR activation, the more channels will be blocked; as a result, the NMDAR component will become smaller over time. Scale bar: 0.5 mV, 20 ms (left). Pairing a presynaptic stimulus with a high-frequency (200 Hz) burst of three action potentials caused significant more NMDAR activation (i.e., a larger reduction in EPSP amplitude in the presence of MK-801) than pairing with single action potentials (center). The timing requirements for NMDAR activation (right) closely matched the STDP learning rule in these neurons. see Kampa et al. (2006) for methodological details.

(B) During post→pre pairing in layer 2/3 neurons, NMDAR EPSPs were suppressed by postsynaptic action potentials. Scale bar: 50 or 2 mV, 100 ms (left). The time window for NMDAR EPSP suppression (filled circles) matched the time window for STDP induction at both proximal (center) and distal (right) synaptic locations. AMPA receptor mediated EPSPs seemed to be shunted by action potentials at short pairing intervals, but were otherwise unaffected by pairing (open circles). From Froemke et al. (2005). (C) The NMDAR/Ca$^{2+}$ model of STDP. In this model, Ca$^{2+}$ influx through postsynaptic NMDARs determines the degree of long-term synaptic modification. Depolarization from backpropagating action potentials relieves Mg$^{2+}$ blockade of NMDARs, allowing postsynaptic influx of Ca$^{2+}$. Lower levels of Ca$^{2+}$ influx lead to LTD, whereas higher levels induce LTP. Conventional STDP is observed at proximal synapses. At more distal dendritic locations backpropagating action potentials are shorter and wider, increasing the time window of STDP. At the most distal dendritic locations, such as the apical tuft, action potentials interact locally with EPSPs to evoke dendritic Ca$^{2+}$ spikes that induce anti-Hebbian LTP. Other factors beyond Ca$^{2+}$ influx through postsynaptic NMDARs also contribute to and control cortical STDP. These mechanisms may modulate postsynaptic excitability and spike generation, presynaptic release of neurotransmitter, or directly affect postsynaptic Ca$^{2+}$ levels via release of Ca$^{2+}$ from internal stores.
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Analogously, Koester and Sakmann (1998) demonstrated that the precise timing of pre- and postsynaptic activity was directly related to the amplitude of Ca\textsuperscript{2+} signals in spines of layer 5 pyramidal cells. When the presynaptic EPSP was evoked first, Ca\textsuperscript{2+} signals in activated dendritic spines summed supralinearly, whereas when the postsynaptic cell fired first Ca\textsuperscript{2+} signals summed sublinearly.

These results support a causal relationship between modulation of NMDAR EPSPs and STDP induction in cortical pyramidal neurons. We therefore propose a model in which the extent of Ca\textsuperscript{2+} influx through NMDARs gated by the local depolarization due to backpropagating action potentials and dendritic spikes determines the sign and magnitude of plasticity (Figure 3C). While it has long been known that both NMDARs and postsynaptic Ca\textsuperscript{2+} influx are necessary for LTP and LTD induction at most central synapses (Malenka and Nicoll, 1999; Zucker, 1999), recent biophysical and biochemical models have quantitatively captured the dendritic location dependence of NMDAR activation and STDP. Simulations of the interactions between dendritic spikes and NMDAR kinetics recapitulated the progressive shift of the STDP learning rules with dendritic distance (Saudargiene et al., 2005; Letzkus et al., 2006), and could also account for anti-Hebbian LTP induced by short-interval post → pre pairing, depending on the rise time of the postsynaptic response (Saudargiene et al., 2004). Large-scale biochemical simulations of the mechanisms underlying long-term synaptic modification in layer 2/3 neurons revealed that the postsynaptic spike rapidly acts on NMDARs during post → pre pairing (Urkubo et al., 2008). This study revealed that, in addition to enzymatic action via calcineurin, it is likely that Ca\textsuperscript{2+}-bound calmodulin allosterically regulates layer 2/3 NMDARs to induce LTD. Taken together, these experimental and theoretical studies suggest that Ca\textsuperscript{2+} influx through NMDARs is a dominant factor in STDP induction. During pre → post pairing high levels of Ca\textsuperscript{2+} influx lead to LTD, whereas during post → pre pairing low levels of Ca\textsuperscript{2+} influx through a desensitized NMDA channel induces LTD.

**OTHER POTENTIAL MECHANISMS FOR LOCATION-DEPENDENT STDP**

In addition to backpropagating action potentials and postsynaptic NMDAR activation, a range of other mechanisms are known to be important for long-term synaptic plasticity in general and STDP in particular (Figure 3D). These factors include voltage-gated Ca\textsuperscript{2+} channels and Ca\textsuperscript{2+} spikes (Christie et al., 1997; Froemke et al., 2005; Kampa et al., 2006; Letzkus et al., 2006), metabotropic glutamate receptors (Nishiyama et al., 2000; Bender et al., 2006), endocannabinoid release (Sjöström et al., 2003; Sjöström and Häusser, 2006), BDNF signaling (Gordon et al., 2006), activation of other neurotransmitters, G protein coupled receptors, and their downstream effectors (Lin et al., 2003; Froemke et al., 2007; Seol et al., 2007; Harvey et al., 2008), presynaptic NMDA autoreceptors (Sjöström et al., 2003; Corlew et al., 2007), Ca\textsuperscript{2+} release and/or sequestering by internal stores (Nishiyama et al., 2000) and disinhibition (Artola et al., 1990). Some of these systems are themselves expressed and regulated in a location-dependent manner, suggesting that processes and signaling mechanisms beyond direct activation and modulation of NMDARs is likely to control the local learning rules for synaptic modification at different inputs.

It remains unclear how these processes interact to ultimately control the induction of long-term synaptic modifications at cortical excitatory synapses. Some of these mechanisms can clearly influence dendritic excitability, such as adrenergic, cholinergic, or dopaminergic neuromodulation of K⁺ channel kinetics and downstream effects on action potential backpropagation (Hoffman and Johnston, 1999). Changes in dendritic excitability have been shown to alter the size and shape of backpropagating action potentials and synaptic events (Frick et al., 2004), which in turn affects how these events are integrated to produce STDP. In addition, other mechanisms, including metabotropic glutamate receptor and voltage-gated Ca\textsuperscript{2+} channel activation, might more directly affect internal Ca\textsuperscript{2+} levels and thus STDP, as previously observed for induction of STDP in hippocampus (Nishiyama et al., 2000) and cortex (Bender et al., 2006). Finally, release of retrograde messengers or activation of presynaptic autoreceptors might control the amount or kinetics of transmitter release (Sjöström et al., 2003), regulating the degree of postsynaptic NMDAR activation or inducing long-term changes in presynaptic release. Given this mechanistic diversity, future studies are required to determine how these mechanisms affect STDP in a location-dependent manner.

Recruitment of inhibitory inputs may also differentially affect STDP induction at different dendritic locations, particularly since several interneuron sub-populations target specific subcellular compartments of pyramidal neurons (Markram et al., 2004). Perisomatic inhibition provided by basket cells serves to inhibit action potential firing (Cobb et al., 1995; Pouille and Scanziani, 2001), but would allow synaptic modifications induced by dendritic spikes to occur. Conversely, several distinct classes of interneurons target the dendrites of pyramidal neurons in neocortex (Markram et al., 2004), providing a rich repertoire for location-dependent modulation of dendritic synapses. Activation of ionotropic GABA receptors in cortical pyramidal neurons can be both inhibitory or excitatory (Gulledge and Stuart, 2003). This suggests that, depending on dendritic location and timing relative to excitatory input, GABAergic synapses can either enhance or suppress action potential firing and STDP induction. In contrast, activation of dendritic GABA\textsubscript{A} receptors strongly inhibits the generation of dendritic spikes in the apical tuft of layer 5 pyramidal neurons, but leaves action potential backpropagation largely intact (Pérez-García et al., 2006). This may selectively inhibit STDP at distal apical synapses, which require dendritic calcium spikes for STDP (Letzkus et al., 2006), while leaving STDP at proximal inputs unaffected.

While we know very little about the engagement of these various inhibitory circuits during information processing in vivo, a well-understood example is provided by the disynaptic loop between layer 5 pyramidal neurons and dendrite-targeting Martinotti interneurons. Sensory stimulation has recently been shown to elicit calcium spikes in the apical tuft of layer 5 pyramids in vivo (Murayama et al., 2009). Associated high-frequency action potential bursts in turn activate Martinotti interneurons (Silberberg and Markram, 2007; Murayama et al., 2009), which inhibit subsequent dendritic calcium electrogenesis in surrounding pyramidal cells. In effect, this suggests that STDP induction in tuft inputs to one set of pyramidal neurons may render the same synapses in the other layer 5 impalstic for a brief time window.
Although forms of STDP have been observed at many synapses, pre/post spike pairing is just one of several protocols for induction of long-term synaptic modification. Pairing single pre/post spikes at low frequency, even with dozens of repetitions over minutes, sometimes fails to induce significant changes in synaptic strength, particularly at unitary connections between cortical pyramidal neurons (Sjöström et al., 2001; Kampa et al., 2006; Letzkus et al., 2006; Froemke et al., 2010). Even pairing 5 Hz bursts of somatically-triggered spikes can fail to induce LTP in vitro (Markram et al., 1997; Sjöström et al., 2001), and pre/post spike pairing may be insufficient for induction of long-term synaptic modifications in vivo (Froemke et al., 2007; Jacob et al., 2007). For synapses where the predominant mechanism of long-term modification involves Ca$^{2+}$ influx through postsynaptic NMDARs (Zucker, 1999; Urakubo et al., 2008), the local voltage change at the synapse is more important than somatic depolarization and spike generation (Lisman and Spruston, 2005). Thus while somatic spikes sometimes fail to invade distal dendrites and inhibitory inputs may prevent postsynaptic NMDAR activation, other processes such as dendritic calcium spikes (Schiller et al., 1997; Larkum et al., 1999b) or neuromodulation (Lin et al., 2003; Froemke et al., 2007) may be engaged to enable long-term synaptic modifications in the absence of somatic action potentials. For example, Golding et al. (2002) have shown that in hippocampal CA1 pyramidal neurons LTP of distal inputs can occur independently of somatic action potential backpropagation, and instead requires dendritic calcium spikes. LTD in layer 5 cortical pyramidal neurons can be induced by pairing presynaptic stimulation with subthreshold depolarization (Sjöström et al., 2004), a finding reminiscent of earlier work showing that the magnitude of postsynaptic depolarization determines the sign and magnitude of synaptic plasticity (Artola et al., 1990; Feldman et al., 1999; Zucker, 1999; Wespatat et al., 2004).

Thus pre/post spike pairing is sufficient to induce synaptic modification at many synapses, but the precise timing requirements, temporal ordering, and number of spikes required can be highly synapse specific. Furthermore, the exact timing rules for STDP at a given synapse are likely to be regulated by a large number of spatial and temporal phenomena. In the end, local depolarization and postsynaptic Ca$^{2+}$ influx are the key factors underlying synaptic plasticity, independent of whether backpropagating action potentials are required or not, in a manner resonant with the classical BCM model (Sjöström and Nelson, 2002; Izhikevich and Desai, 2003).

**DENDRITIC ORGANIZATION OF SYNAPTIC INPUT**

The recruitment of the different location-dependent plasticity mechanisms described above depends on the spatio-temporal activation pattern of synapses in the dendritic arbor. For this and other reasons, spatial organizing principles structuring input along the dendrites have recently received considerable attention. A landmark study by Petreanu et al. (2009) applied a novel technique to map the distribution of functional inputs to neocortical pyramidal neurons in barrel cortex. Using channelrhodopsin-2 to selectively activate various anatomical inputs (Figure 4A), they observed a hierarchical gradient of afferents on layer 3 pyramidal neurons, with bottom-up inputs impinging onto proximal dendritic locations and increasingly complex, more processed information arriving at progressively more distal sites (Figure 4B). A similar albeit more complex pattern was observed in layer 5B pyramidal neurons, where top-down inputs target both the basal dendritic domain and the apical tuft (Figure 4C). Since the rules of STDP induction depend on dendritic location, these input pathways are likely to display different timing requirements for potentiation and depression in response to postsynaptic firing. In response to uncorrelated firing, top-down inputs onto layer 3 neurons would be predicted to depress more than bottom-up synapses, possibly leading to an effective temporal sharpening of the top-down response (see below). In contrast, both bottom-up and top-down inputs to layer 5 pyramidal cells might be potentiated when activated after the initiation of a postsynaptic action potential, but only if top-down synapses are concomitantly active to transform the action potential into a burst by depolarizing the apical tuft (Larkum et al., 1999b).

In addition, dendritic compartmentalization also controls which input pathways can potentially interact locally, for example, at the level of individual dendritic branches. Spatially clustered and simultaneously active synaptic activity is required for initiation of dendritic spikes (Schiller et al., 1997; Williams and Stuart, 2002; Losonczy and Magee, 2006), which is important for induction of some forms of STDP (Kampa et al., 2007), as well as branch-specific plasticity of excitability (Losonczy et al., 2008). For most inputs onto layer 3 neurons, these local effects are likely to be confined within single afferent pathways, whereas in layer 5B neurons between-pathway interactions are also possible (Figures 4B,C; Petreanu et al., 2009).

Within a given pathway, it has been hypothesized that synapses of similar information content are further clustered (Larkum and Nevian, 2008). The first direct corroboration of this hypothesis was found in tectal neurons of *Xenopus* tadpoles (Figures 4D–G; Bollmann and Engert, 2009). Visual stimulation revealed that inputs were organized topographically, where axons of neighboring retinal ganglion cells were clustered into distinct input domains in the dendritic arbor of tectal neurons. In contrast, Jia et al. (2010) recently observed in mouse primary visual cortex that inputs onto layer 2/3 neurons with similar orientation preference are distributed onto different dendritic branches. Thus, it is at present unclear whether clustering of inputs with similar information content onto the same dendritic branch is an important organizing principle or not, and future research is clearly required. Nonetheless, the organization of dendritic afferents characterized so far makes it possible that both STDP and dendritic-spike-dependent plasticity mechanisms may be engaged in vivo in a region-specific manner (Kampa et al., 2007; Letzkus et al., 2007). While clustering of co-active inputs would favor dendritic spikes as a mechanism for plasticity induction during learning, dispersion of co-active synapses in the dendritic arbor would make dendritic spikes less likely, and thus would favor backpropagating action potentials as the primary mechanism for the induction of long-term synaptic modifications. Despite a growing knowledge on the learning rules and underlying biophysics important for induction of synaptic plasticity, we still know very little about the temporal engagement of afferents during normal brain function. This information will be vital for a more complete understanding of the plasticity mechanisms governing synaptic transmission, perceptual learning, and memory formation.
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Froemke et al. demonstrate that STDP timing rules can depend on the dendritic location of synaptic inputs (Figure 1), and other studies document temporal modulation by spike bursts and high-frequency pre/post trains (Froemke et al., 2010), the assumption of uniformity for STDP time rules is probably only applicable for synapses located electrotonically close to the cell body and for pre- and postsynaptic spike trains at low frequencies (<10 Hz) that rarely contain bursts of two or more spikes. Furthermore, Goldberg et al. (2002) and Lisman and Spruston (2005) have raised several concerns about the importance of STDP as conventionally described, especially for synapses distal from the soma that have difficulty contributing to action potential generation in the absence of dendritic electrogenic mechanisms.

Spatial regulation of STDP helps alleviate some of these concerns. For example, synaptic weights in some neurons are scaled to normalize the effective strength of each input at the soma (Magee and Cook, 2000). As passive cable filtering of synaptic inputs would be expected to greatly reduce distal EPSP amplitudes, there may be mechanisms for adjusting synaptic efficacy, scaling the strength of synapses in proportion to their electrotonic distance from the spike initiation zone. Anti-Hebbian STDP is such a mechanism.

THEORETICAL CONSIDERATIONS FOR DEVELOPMENT AND INFORMATION PROCESSING

Synapses that exhibit STDP can perform a range of computations. These include sequence prediction (Abbott and Blum, 1996; Nowotny et al., 2003), memory storage (Roberts and Bell, 2002), principal component analysis (Oja, 1982; Abbott and Nelson, 2000), and temporal difference learning (Rao and Sejnowski, 2001). Simulations have shown that topographic maps and receptive field properties such as orientation tuning, ocular dominance, sound source localization, and velocity sensitivity can emerge when STDP is engaged as a developmental process (Gerstner et al., 1996; Song and Abbott, 2001; Tamosiunaite et al., 2007; Gandhi et al., 2008). Adult forms of plasticity, for example, stimulus-timing-dependent plasticity (Yao and Dan, 2001; Fu et al., 2002; Dahmen et al., 2008), recovery from retinal lesions (Young et al., 2007), and hippocampal phase procession (Mehta et al., 2002), have also been ascribed to forms of STDP.

In most of these theoretical studies, the STDP learning rule was assumed to be spatially and temporally homogeneous; that is, all synapses are assumed to have similar timing requirements for induction of LTP and LTD. Because experimental results demonstrate that STDP timing rules can depend on the dendritic location of synaptic inputs (Figure 1), and other studies document temporal modulation by spike bursts and high-frequency pre/post trains (Froemke et al., 2010), the assumption of uniformity for STDP time rules is probably only applicable for synapses located electrotonically close to the cell body and for pre- and postsynaptic spike trains at low frequencies (<10 Hz) that rarely contain bursts of two or more spikes. Furthermore, Goldberg et al. (2002) and Lisman and Spruston (2005) have raised several concerns about the importance of STDP as conventionally described, especially for synapses distal from the soma that have difficulty contributing to action potential generation in the absence of dendritic electrogenic mechanisms.

Spatial regulation of STDP helps alleviate some of these concerns. For example, synaptic weights in some neurons are scaled to normalize the effective strength of each input at the soma (Magee and Cook, 2000). As passive cable filtering of synaptic inputs would be expected to greatly reduce distal EPSP amplitudes, there may be mechanisms for adjusting synaptic efficacy, scaling the strength of synapses in proportion to their electrotonic distance from the spike initiation zone. Anti-Hebbian STDP is such a mechanism.
As formalized by Rumsey and Abbott (2004), Hebbian STDP promotes proximal synapses and reduces the amplitude of distal synapses, because all else being equal, proximally-located inputs have a greater impact on somatic spike generation. However, if distal synapses express anti-Hebbian STDP, such that post \(\rightarrow\) pre pairing induces LTP, then distal synapses will eventually be strengthened until some equilibrium point has been reached (Figure 5A).

(Figure 5 | Modeling location-dependent STDP (A) Anti-Hebbian STDP scales synaptic strength as a function of electrotonic distance from the soma (X). Top, distribution of synaptic weights before training. Bottom, equilibrium synaptic strength after training. From Rumsey and Abbott (2004). (B) Uniform synaptic strength (\(W\)) can be achieved by multiplicative, weight-dependent STDP (top) or if distal synapses have larger maximally-possible peak conductances \(g_{\text{max}}\) (bottom). Dashed lines indicate average synaptic strengths; dots indicate \(g_{\text{max}}\). From Gidon and Segev (2009). (C) In layer 2/3 neurons, location-dependent STDP selects for transient distal inputs. Top, example presynaptic responses to brief sensory stimuli. Warmer colors indicate more transient responses (\(\tau < 15\) ms). Bottom, synaptic inputs before and after induction of STDP. From Froemke et al. (2005).)
In terms of synaptic organization, anti-Hebbian STDP provides a mechanism for retention of distal inputs, re-scaling synaptic strengths in proportion to electrotonic distance and preserving total excitatory drive. This can also be achieved with Hebbian STDP (Gidon and Segev, 2009) if formulated multiplicatively (Figure 5B, top) or if distal synapses have larger maximal peak conductances (Figure 5B, bottom), similar to reported experimental findings in CA1 hippocampal pyramidal cells (Magee and Cook, 2000).

Spatial gradients of STDP also increase the computational capacity of cortical pyramidal neurons. Previous simulations showed that LTD induced by post → pre spike pairs preferentially weakens synaptic inputs with long response latencies during competitive Hebbian synaptic modification (Song and Abbott, 2001). Dendritic regulation of STDP may therefore lead to different selectivity of inputs along the apical dendrite. However, theoretical work from Mel and colleagues has demonstrated that additional computational power can only be harvested if synaptic inputs carrying different signals are clustered into distinct regions of the dendritic tree (Mel et al., 1998; Archie and Mel, 2000; Häusser and Mel, 2003). Thus, the location dependence of STDP not only demonstrates dendritic inhomogeneities in the properties governing activity-dependent synaptic modification, but also points to their potential role in the formation of branch-specific synaptic inputs; a feature that can greatly enrich the repertoire of dendritic information processing (Losonczy et al., 2008; Makara et al., 2009).

This idea was tested using a simple integrate-and-fire model neuron (Figure 5C), in which proximal and distal dendrites exhibited location-dependent STDP using presynaptic spike trains that were either transient and phasic or more prolonged and sustained, as observed in vivo (Baddeley et al., 1997). After training, inputs with relatively transient responses were strengthened and those with sustained responses were weakened at both distal and proximal locations. However, distal synapses were much more selective, retaining only those synaptic inputs that fired extremely transiently in response to sensory stimuli; these inputs must act synchronously to bring the postsynaptic cell to threshold, then quickly adapt so as to minimize the amount of depression caused by post → pre spiking in the postsynaptic cell. This is a direct consequence of the competitive advantage conferred to the proximal inputs over the distal inputs, by the difference in STDP. These simulations demonstrate that STDP may lead to functional differentiation of the capacity of distal and proximal dendrites to process signals with distinct temporal characteristics. Due to selection of more transient inputs, the distal dendrite may be specialized for processing the precise timing of sensory signals. These characteristics for distal inputs are precisely what have been found to be required for the initiation of distal dendritic Ca²⁺ spikes, which represent an effective way for distal inputs to influence neuronal output (Williams and Stuart, 2002). Moreover, variation in the statistical properties of inputs along the apical dendrite allows for topographic organization and coordination of receptive field properties such as temporal modulation sensitivity (Atencio and Schreiner, 2010).

CONCLUSION

There is a large literature on the dendritic factors that influence synaptic integration and action potential backpropagation in pyramidal neurons. These studies have demonstrated that action potentials and EPSPs are not the same size and shape in different regions of the dendritic tree, due to differences in dendritic geometry and passive properties, as well as differences in the dendritic distributions of neurotransmitter receptors, voltage-gated ion channels, Ca²⁺ buffers and stores, intracellular signaling molecules and mRNAs (Spruston, 2008; Stuart et al., 2008). Given the possible permutations of these factors, all of which may be crucial for long-term synaptic plasticity (Sanes and Lichtman, 1999), it is perhaps not surprising that STDP learning rules are different at different dendritic locations onto the same postsynaptic neuron, as previously hypothesized (Soudet and Debanne, 1999).

In contrast to our more detailed understanding of dendritic integration, location dependence of STDP has to date only been investigated experimentally in a few studies (Froemke et al., 2005; Letzkus et al., 2006; Sjöström and Häusser, 2006). These data suggest that in general, proximal synapses undergo STDP according to conventional learning rules, while inputs onto distal dendrites display novel STDP induction requirements. A dominant factor shaping local learning rules is the decremental nature of action potential backpropagation (Stuart and Sakmann, 1994; Svoboda et al., 1999; Waters et al., 2003), causing distal synapses to experience a smaller local depolarization during STDP induction than proximal inputs. All forms of location-dependent STDP characterized so far employ NMDARs as coincidence detectors of synaptic activation and the backpropagating action potential (Froemke et al., 2005; Letzkus et al., 2006). However, STDP is known to depend on a variety of other signaling pathways, and future research will be needed to uncover their involvement in location-dependent STDP. Different input pathways have recently been shown to segregate onto distinct dendritic domains (Petreanu et al., 2009), suggesting that location-dependent forms of STDP may provide a mechanism for the regulation of dendritic inputs carrying different sensory signals.
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