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Abstract—In this paper, we propose a combined Online Feedback Optimization (OFO) and dynamic estimation approach for a real-time power grid operation under time-varying conditions. A dynamic estimation uses grid measurements to generate the information required by an OFO controller, that incrementally steers the controllable power injections set-points towards the solutions of a time-varying AC Optimal Power Flow (AC-OPF) problem. More concretely, we propose a quadratic programming-based OFO that guarantees satisfying the grid operational constraints, like admissible voltage limits. Within the estimation, we design an online power flow solver that efficiently computes power flow approximations in real time. Finally, we certify the stability and convergence of this combined approach under time-varying conditions, and we validate its effectiveness on a simulation with a test feeder and high resolution consumption data.

Index Terms—AC optimal power flow, dynamic state estimation, online optimization, power flow solver, voltage regulation

I. INTRODUCTION

The operation of power systems is experiencing an extensive transformation due to the introduction of controllable elements (generation power, curtailment, reactive power in converters, flexible loads, etc.), pervasive sensing (smart meters, phasor measurements units, etc.), and communication networks that enable fast sampling and control-loop rates. These new technologies offer tools to reduce operational costs and improve the efficiency, reliability, and sustainability of existing infrastructure. This is especially relevant in distribution grids, where the share of installed renewable generation is continually increasing, but measurement scarcity, the unpredictability and volatility of household power consumption, and renewable energy integration, makes it challenging to enforce grid specifications and constraints, such as voltage magnitude and line thermal limits. Hence, new control and optimization strategies are essential to unlock the potential of these technologies.

Grid operation can be optimized by solving an AC optimal power flow (AC-OPF) problem [1] to determine controllable power injection set-points that minimize operation costs and satisfy grid operational constraints. However, computing the solution of the AC-OPF in real-time can be challenging, limiting the potential of fast sensor and control-loop rates. Online Feedback Optimization (OFO) [2]–[6] is an alternative methodology for operating the grid in real-time, e.g., on sub-second time scales and under rapidly varying conditions, and has shown promising results in both simulations and experimental settings [7], [8]. OFO constructs a controller that continuously drives the controllable set-points towards the minimizer of a time-varying AC-OPF. This controller takes incremental optimization steps using grid state measurements as feedback, which enhances robustness against unmeasured disturbances and model mismatch [9], [10]. Furthermore, OFO enables enforcement of grid specifications, either as soft constraints, i.e., penalizing violations [4]–[6], or asymptotically via dual approaches [3], [7], [11]. In grids where measurements are scarce, as is typical in distribution grids, a state estimation [12] is required to generate the state information used by the OFO controller. Recent work [13] proposes to solve a static state estimation problem within each OFO control loop. However, this turns OFO into a nested optimization algorithm, which may jeopardize the real-time applicability of the OFO scheme. Alternatively, a dynamic state estimation [14] with a linear power flow approximation can be used to generate the state estimates required by the OFO controller without nested iterations, and preserve overall convergence and stability properties of the interconnected system [5]. However, such linear approximations introduce model mismatch and can lead to performance degradation and constraint violations.

In this paper, we propose an OFO scheme based on quadratic programming, and combine it with a dynamic estimation that includes a nonlinear power flow model. Our contributions are four-fold: First, we propose a quadratic programming-based OFO inspired by [15], [16]. This OFO is able to handle constraints more efficiently than penalization or Lagrangian methods, and provides guarantees on the maximum constraint violation. Second, we use the recently proposed sensitivity-conditioning approach [17] to design a Newton’s method based online power flow solver for the dynamic estimation. This solver allows us to include a nonlinear power flow model, and approximate its solutions dynamically in a computationally efficient way that is suitable for real-time system operation. Third, we certify that the interconnection of the OFO, estimation and online power flow solver is stable, convergent, and quantify the tracking error as a function of the time-varying conditions and the power flow approximation.
Fourth and finally, we validate our approach in simulation using the IEEE 123-bus test feeder [18] and show its superior performance compared to the gradient based OFO in [5].

The paper is structured as follows. Section II presents the grid model and the problem setup. Section III describes the proposed approach. Section IV provides convergence guarantees under time-varying conditions. Finally, Section V validates our approach on a simulated test feeder. The proofs of our theoretical results are in the Appendix.

II. Power System Model and Operation

An electrical power grid can be represented by the complex vectors of bus voltages and power injections, \( U \in \mathbb{C}^n \) and \( S \in \mathbb{C}^n \) respectively, and its admittance matrix \( Y \in \mathbb{C}^{n \times n} \). The state of the grid can be represented using the voltage magnitudes and phases: \( x = [U^T, \angle U^T]^T \in \mathbb{R}^{n_x} \). The inputs \( u \in U \subseteq \mathbb{R}^{n_u} \) contain the set-points of the subset of controllable active and reactive power injections in \( S \) (e.g., renewable generation, power converters or flexible loads), and controllable voltage magnitude levels, e.g., in the slack bus through a tap changer. The exogenous disturbances \( d \in D \subseteq \mathbb{R}^{n_d} \) are the uncontrollable power injections in \( S \), e.g., uncontrollable exogenous loads. The sets \( U, D \) denote the admissible inputs and disturbances installed in the grid. Since the grid power injections cannot be arbitrarily large due to physical limitations and power ratings, we can safely assume that the sets \( U, D \) are compact, i.e., closed and bounded.

A. Power flow equations and high-voltage solution

At equilibrium, an electrical grid satisfies the power flow equations: \( U \circ Y U = S \), where \( \circ \) denotes the complex conjugate and \( \circ \) the element-wise product. The power flow equations can be expressed in compact form using a smooth function \( h(\cdot) : \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \times \mathbb{R}^{n_d} \rightarrow \mathbb{R}^{n_x} \) [1] Eq. 2.5.2.6:

\[
h(x, u, d) = 0. \tag{1}
\]

Although the power flow equations may have multiple solutions, in this work we focus on the so-called high-voltage solution [19]. Certain conditions on \( U, D \) and the grid guarantee the existence and uniqueness of the high-voltage solution close to the nominal operating point [20], [21]. Furthermore, the Jacobian \( \nabla_x h(\cdot) \) is invertible at a high-voltage solution far from voltage collapse conditions [22]. Hence, we assume:

Assumption 1: For all \( u \in U \) and \( d \in D \), there exists a unique high-voltage solution of \( h(x, u, d) = 0 \), and \( \nabla_x h(x, u, d) \) is invertible at that solution.

Under this assumption, the implicit function theorem guarantees the existence of a local solution map \( \chi(\cdot) \) for the high-voltage solution \( \chi(u, d) \) at \( u, d \), satisfying \( h(\chi(u, d), u, d) = 0 \). For the rest of the paper, we will use \( \chi(u, d) \) to denote the high-voltage solution of \( h(x, u, d) = 0 \).

The invertibility of \( \nabla_x h(\cdot) \) allows us to use Newton’s method to solve the power flow equations [1], and evaluate the solution map \( \chi(\cdot) \), which is not available in closed form. Newton’s method computes \( \chi(u, d) \) using the recursion

\[
x_{k+1} = x_k - \nabla_x h(x_k, u, d)^{-1} h(x_k, u, d), \tag{2}
\]

and converges at a quadratic rate under our assumptions.

B. Grid operation: AC-OPF and measurements

In grid operation, the controllable inputs \( u \) can be chosen to minimize the operational cost, while satisfying grid operational constraints. This can be represented as an AC-OPF problem [1]:

\[
\min_{u \in [u_l, u_u]} f(u) \text{ s.t. } g(u, d_t) \leq 0, \tag{3}
\]

where \( f(u) \) is the operational cost; \( g(u, d_t) = \tilde{g}(\chi(u, d_t)) \leq 0 \) enforces the grid constraints for a disturbance realization \( d_t \) at time \( t \), e.g., voltage magnitude limits; and \( u_t \) and \( \bar{u}_t \) denote the minimum and maximum input available at \( t \) within the installed capacity \( U \), i.e., \( [u_t, \bar{u}_t] \subseteq U \). The AC-OPF (3) is not a static problem, it changes with time due to the temporal variations of the physical grid quantities \( \theta_t = [d_t^T, u_t^T, \bar{u}_t^T]^T \in \Theta = D \times U \times U \) caused by, e.g., a sudden change in the power demand \( d \), or available renewable power in \([u, \bar{u}]\). The goal in real-time optimal grid operation is to continuously solve (3) as \( \theta_t \) varies with time.

Standard AC-OPF (3) requires monitoring the grid to obtain full measurements of \( d \), unfortunately these are not available in most low-voltage grids. In such cases, \( d \) is estimated by, e.g., solving a state estimation problem [12], using measurements of various physical quantities (like voltages, currents, and power magnitudes and/or phasors) that come from different sensors (e.g., smart meters or phasor measurement units). Furthermore, due to the scarce number of measurements in some grids, these are usually complemented with low-accuracy load forecasts known as pseudo-measurements [24], to achieve numerical observability [25]. At each time \( t \), the measurements \( y_t \) depend on the state \( x_t \) through a measurement model \( \tilde{c}(\cdot) \), i.e.,

\[
y_t = \tilde{c}(x_t) + \nu_t, \tag{4}
\]

where \( \nu_t \) is a bounded zero-mean white-noise signal with covariance \( \Sigma_{\nu,t} \).

III. ONLINE FEEDBACK OPTIMIZATION AND ESTIMATION

Due to the complexity of the AC-OPF (3), solving it in real time may be challenging, and the solutions may quickly become outdated and suboptimal due to rapid variations of \( \theta_t \) or model mismatch [9]. Furthermore, the need to estimate \( d \) via the measurements \( y \) in (4) adds an extra layer of computational effort. Therefore, solving (3) in such a feedforward fashion may not be suitable for real-time grid operation. Instead, we propose a feedback architecture combining a measurement-driven dynamic estimation, e.g., a Kalman filter [26], and an OFO approach [2–5], as illustrated in Fig. 1. This approach allows us to monitor the grid state, and use it as feedback to update the input set-points at sub-second sampling and control-loop rates. Moreover, it improves robustness against model-mismatch and unmeasured disturbances [9], [10].

A. Blocks and structure

1) Online Feedback Optimization (OFO): The OFO controller uses the measured values of \( x_t \) and \( d_t \) as feedback to incrementally steer \( u_t \) towards minimizers of (3) as \( \theta_t \) varies in
time. The controller is based on an operator $T : \mathcal{U} \times \mathbb{R}^{n_x} \times \Theta \rightarrow [y, \tilde{u}]$, that enforces the operational limits:

$$u^+_t = T(u_t, x_t, \theta_t)$$

(5)

where $u_t$ and $u^+_t$ denote the inputs before and after the controller update (5) at time $t$, respectively. Since the limits $y_{u_t}, \tilde{u}_t$ vary with time, the input $u^+_t$ may not be feasible at $t + 1$. Hence, the actual input $u_{t+1}$ applied to the grid at time $t + 1$ is not $u^+_t$, but rather $u_t^+$ saturated by $[u_{t+1}, \tilde{u}_{t+1}]$.

Note that the state value $x$ is redundant given $u$ and $d$, as it can be computed as $x = \chi(u, d)$. However, (5) takes advantage of both $x$ and $d$ to enhance robustness against model mismatch in $\chi(\cdot)$ [10] and avoids solving $h(x, u, d) = 0$ to save computational time [4]. This is particularly relevant in real-time operation, since $T(\cdot)$ must be computationally efficient, especially when using embedded hardware.

Note that in our case, see Fig. 1 the OFO controller does not have access to the actual values $x_t$ and $d_t$, but instead receives the estimates $\hat{x}_t$ and $\hat{d}_t$ from the estimation block.

2) Dynamic estimation: It generates estimates $\hat{d}_t$ and $\hat{x}_t$ of $d_t$ and $x_t$ required by OFO (5), see Fig. 1. Typically, power system state estimation relies on solving a static nonlinear optimization problem to directly estimate the state $x$ [12]. However, given the dynamics caused by the temporal variation of $d_t$ and $u_t$, and the nonlinear implicit power flow model $h(\cdot)$, it is preferable to compute a dynamic estimate of $d$ instead of $x$. Furthermore, $d$ is an exogenous quantity unaffected by $u$, and it typically has forecasts available. This dynamic estimation uses the measurements $y_t$ to update the estimates $\hat{d}_t$ via an operator $E : \mathbb{N} \times \mathcal{D} \times \mathbb{R}^{n_x} \times \mathbb{R}^{n_y} \rightarrow \mathbb{D} \times \mathbb{R}^{n_x} \times \mathbb{R}^{n_y}$, e.g., a Kalman filter, and $\hat{x}_t$ via the power flow map $\chi(\cdot)$:

$$(\hat{d}_t, P_t) = E(t, \hat{d}_{t-1} + \mu_{t-1}, P_{t-1}, u_t, \chi(u_t, \hat{d}_{t-1} + \mu_{t-1}), y_t)$$

$$\hat{x}_t = \chi(u_t, \hat{d}_t)$$

(6)

where $P_t$ is a covariance matrix representing the uncertainty in the estimate $\hat{d}_t$, and $\mu_t$ is a drift term that represents the expected temporal variation of $d_t$.

3) Online power flow solver: Since a closed-form expression for the high-voltage solution map $\chi(\cdot)$ is not available, the dynamic estimation (6) requires evaluating $\chi(u_t, \hat{d}_{t-1} + \mu_t)$, and $\chi(u_t, \hat{d}_t)$ using a power flow solver, e.g., Newton’s method (2), see Fig. 1. However, solving (1) at each iteration may be computationally expensive. Instead, we design an efficient online power flow solver based on the recently proposed sensitivity-conditioning [17]. This solver generates a power flow approximation $z_t \approx \bar{x}_t$ and updates it at every step using an operator $F : \mathbb{R}^{n_x} \times \mathbb{R}^2 \times \mathbb{D}^2 \rightarrow \mathbb{R}^{n_x}$:

$$z_{t+1} = F(z_t, u_{t+1}, u_t, \tilde{u}_t, \bar{d}_t)$$

(7)

In the remainder of the paper, we explain how to design these blocks, i.e., the operators $T, E, F$ in (5), (6) and (7), so that the control architecture in Fig. 1 is suitable for real-time operation, and admits stability and convergence guarantees. Concretely, in Proposition 1 and Theorems 1 and 2 we certify that under time-varying conditions the online power flow approximation $z_t$ converges arbitrarily close to $\bar{x}_t$, and the input set-points $u_t$ converge close to the minimizers $u^*(\theta_t)$ of the AC-OPF (3) given $\theta_t = [d^T_t, u^T_t, \tilde{u}^T_t]^T$, with a tracking error determined by the power flow approximation error $z_t - \bar{x}_t$ and the temporal variation $\bar{q}_{t+1} - \bar{q}_t$.

B. Online Feedback Optimization (OFO) block

Our objective is to use feedback to track the time-varying solution of the AC-OPF (3). Hence, the operator $T(\cdot)$ in OFO (5) is typically based on an optimization algorithm that has been modified to incorporate measurements. These operators can be classified based on how they handle the grid constraints:

1) Soft constraints: Instead of strictly enforcing the constraints $\bar{g}(\chi(u, d)) = g(u, d) \leq 0$ as in [3], some approaches [4–6] only penalize violations. The constraints are added to the cost function using a penalty function with a large parameter $\zeta \gg 0$ that discourages constraint violations:

$$\tilde{g}(u, x) = f(u) + \frac{\zeta}{2} \sum \max(\tilde{g}_i(x), 0)^2$$

(8)

and projected gradient descent is used as the operator $T(\cdot)$ [4].

2) Hard constraints: Primal-dual gradient methods [3], [11] or dual ascent methods [7, 27] enforce $g(u, d) \leq 0$ asymptotically. However, these methods are harder to tune and tend to result in oscillatory closed-loop behavior [16]. Alternatively, quadratic-programming-based operators [15, 16], [28], similar to sequential quadratic programming [29, Ch. 18], offer bounds on possible constraint violations [16, Lemma 4]. These operators use first-order approximations of $f(\cdot)$ and $g(\cdot)$, and a regularizing quadratic term based on a continuous positive definite matrix $B(u) > 0$. The resulting operator is $T(\cdot)$ and $u$ at each iteration may be

$$T(u, x, \theta) = \arg \min \nabla u f(u)^T (u^+ - u) + \frac{1}{2} (u^+ - u)^T B(u) (u^+ - u)$$

u^+ \in [u, \bar{u}]$$

s.t. $g(u, x, d)$ and $h(u, x, d)$

$$B(u) > 0$$

(9)

where the term $- \nabla_x h^{-1} \nabla_h$ corresponds to the high-voltage solution sensitivity $\nabla_x h(x, u, d)$ when $x = \chi(u, d)$ [23]. Hence, at $x = \chi(u, d)$, the expression in the constraint (9) corresponds to a first-order approximation of $g(\chi(u, d))$. Since $B(u) > 0$, if (9) is feasible, then it has a unique global minimum, and $T(\cdot)$ is a single-valued function. A large $B(u)$
penalizes deviating from the current operating point, where the first-order approximation is most accurate. Convex problems such as (9) can be solved efficiently and reliably in real-time applications, even when deployed on embedded systems [30]. In this paper, we use the operator (9), and compare its performance against a projected gradient descent operator based on the soft penalization [9], used in previous work [5] in Section [V].

C. Dynamic estimation block

As we only measure $y_t$ in (4), an estimator is needed to reconstruct the estimates $\hat{x}_t$ and $\hat{d}_t$ of the signals $x_t$ and $d_t$. First, we model the evolution of the disturbance $d$ using the following linear stochastic process:

$$d_{t+1} = d_t + \mu_t + \omega_t,$$

(10)

where $\mu_t$ is the (known) drift term in (6), and $\omega_t$ is assumed to be a bounded zero-mean white-noise with covariance $\Sigma_{\omega_t}$. In short, (10) represents the temporal variation of the loads.

Then, we use an Extended Kalman filter [31] to define the operator $E(\cdot)$ in (6) that updates the estimate $\hat{d}_t$ based on $y_t$. When evaluated at an approximate high-voltage solution $z_{t-1}$, the operator $E(\cdot)$ can be expressed as

$$E(t, \hat{d}_t-1 + \mu_t, P_{t-1}, u_t, z_{t-1}, y_t) = \left(\hat{d}_{t-1} + \mu_{t-1} + K_t(y_t - c(\hat{z}_{t-1})), (I - K_tC_t)(P_{t-1} + \Sigma_{\omega_{t-1}})\right),$$

with

$$C_t = \nabla_d c(\hat{u}_t, \hat{d}_{t-1} + \mu_{t-1}) + \nabla_d c(\hat{u}_t, \hat{d}_{t-1} + \mu_{t-1})$$

$$K_t = (C_t^T \Sigma_{d,t}^{-1} C_t + (P_{t-1} + \Sigma_{\omega_{t-1}})^{-1})^{-1} C_t^T \Sigma_{d,t}^{-1},$$

where $C_t$ extends the sensitivity $\nabla_d c(\hat{u}_t, \hat{d}_{t-1} + \mu_{t-1})$ of the measurement function $c(u, d) = c(\chi(u, d))$ to approximations $z_{t-1}$ that do not necessarily satisfy the power flow equations, i.e., $h(z_{t-1}, u_t, \hat{d}_{t-1} + \mu_{t-1}) \neq 0$.

D. Online power flow solver block

The combined OFO (5), estimation (6) and power flow solver (2) is a two-time-scale system: Newton’s method (2) is executed until convergence before the optimization and estimation steps (5) and (6) are executed. However, performing a large number of Newton iterations may jeopardize the real-time feasibility of the controller. Instead, we leverage the recently proposed sensitivity-conditioning approach [17] to design an approximate online power flow solver in (7). This solver is computationally efficient, runs simultaneously with (5) and (6), i.e., as $u_t, \hat{d}_t$ transition to $u_{t+1}, \hat{d}_{t+1}$, and requires a limited number of iterations per time-step. In practice, a single iteration suffices to ensure convergence of the approach, as discussed later in Remark [1]. Hence, we first present a single-iteration operator $F(\cdot)$, and explain the general $N$-iterations $F_N(\cdot)$ later in the analysis Section [IV].

Consider a first-order approximation of $h(z_{t+1}, u_{t+1}, \hat{d}_{t+1})$ around $(z_t, u_t, \hat{d}_t)$:

$$h(z_{t+1}, u_{t+1}, \hat{d}_{t+1}) \approx h(z_t, u_t, \hat{d}_t) + \nabla h(z_t, u_t, \hat{d}_t) \left[ z_{t+1} - z_t \right] u_{t+1} - u_t \left[ \hat{d}_{t+1} - \hat{d}_t \right],$$

The operator $F(\cdot)$ in (7) corresponds to setting this approximation to 0 to derive an update rule for $z_{t+1}$ that approximates $\chi(u_{t+1}, \hat{d}_{t+1})$, i.e.,

$$F(z_t, u_{t+1}, \hat{d}_t, \hat{d}_t) = z_t - \left(\nabla z h_t\right)^{-1} \left[ h_t + \nabla h_t(u_{t+1} - u_t) + \nabla d h_t(\hat{d}_{t+1} - \hat{d}_t)\right],$$

(11)

where $h_t = h(z_t, u_t, \hat{d}_t)$, and similarly for $\nabla h_t$. The operator $F(\cdot)$ corresponds to a Newton iteration (2) with additional sensitivity-conditioning terms based on the variations $u_{t+1} - u_t$ and $\hat{d}_{t+1} - \hat{d}_t$, and the sensitivities $\nabla u\chi(u_t, \hat{d}_t)$.

A complete step of the combined OFO and estimation with online power flow solvers is summarized in Algorithm [1] where $z_t$ approximates $\hat{x}_t = \chi(u_t, \hat{d}_t)$, and $z^p_t$ the intermediate prior estimation $\chi(u_t, \hat{d}_{t-1} + \mu_t)$.

**Algorithm 1** OFO and estimation with online power flow solver (blue block in Fig. 1) at time $t$

1: **Measure from grid:** $y_t, y^1_t, u_t, u_1$
2: (7): $z_t^p = F(z_{t-1}, u_t, \hat{d}_{t-1}, \hat{d}_{t-1})$
3: (6): $(\hat{d}_t, P_t) = E(t, \hat{d}_{t-1} + \mu_{t-1}, P_{t-1}, u_t, z^p_t)$
4: (7): $z_t = F(z_{t}^p, u_t, \hat{d}_t, \hat{d}_{t-1} + \mu_{t-1})$
5: $(\hat{d}_t, P_t) = E(t, \hat{d}_{t-1} + \mu_{t-1}, P_{t-1}, u_t, z^p_t)$
6: **Output:** $u_t^+$

IV. CONVERGENCE AND STABILITY ANALYSIS

In this section, we analyze the convergence and stability of Algorithm [1] including the OFO (5), estimation (6), and online power flow solver (7). For this, we need some concepts from nonlinear control [32] Ch.4:

**Definition 1 (Comparison functions):** A $K$-function $\alpha(\cdot)$ is continuous, strictly increasing and satisfies $\alpha(0) = 0$. A $L$-function $\sigma(\cdot)$ is continuous, strictly decreasing and satisfies $\lim_{x \to \infty} \sigma(x) = 0$. A $KL$-function $\beta(\cdot, \cdot)$ satisfies: $\beta(\cdot, s)$ is a $K$-function for any $s$, and $\beta(r, \cdot)$ is a $L$-function for any $r$.

A. Online power flow convergence

First, we analyze the convergence of the power flow approximate $z_t$, when using the online power flow solver $F(\cdot)$ in of Algorithm [1]. Since the power flow equations $h(\cdot)$ are nonlinear, the approximation error in (11) may be arbitrarily large depending on $h_t$, and the variations $u_{t+1} - u_t, \hat{d}_{t+1} - \hat{d}_t$. Therefore, for the analysis of $F(\cdot)$, consider an operator $F_N(\cdot)$ that results from splitting $F(\cdot)$ in $N$ steps to refine the approximation in (11). More concretely, define the intermediate values $u_{t,k} = u_t + \frac{k}{N}(u_{t+1} - u_t)$ for $k \in \{0, ..., N\}$, similarly $\hat{d}_{t,k}$, and define the operator $F_N(\cdot)$ consisting of $N$ steps like (11), but each multiplied by a factor $\frac{1}{N}$:
Algorithm 2 Online power flow solver operator \(F_N(\cdot)\)

**Require:** \(N, z_t, u_{t+1}, u_t, \hat{d}_{t+1}, \hat{d}_t\)

1: \(z_{t,0} = z_t\)
2: for \(k = 0 \to N - 1\) do
3: \(h_{t,k} = h(z_{t,k}, u_{t,k}, \hat{d}_{t,k})\), \(\nabla h_{t,k} = \nabla h(z_{t,k}, u_{t,k}, \hat{d}_{t,k})\)
4: \(z_{t,k+1} = z_{t,k} - \beta(\nabla x h_{t,k})^{-1}(h_{t,k} + \nabla u h_{t,k}(u_{t+1} - u_t) + \nabla d h_{t,k}(\hat{d}_{t+1} - \hat{d}_t))\)
5: end for
6: return \(z_{t,N}\)

This \(N\)-step approximation can be interpreted as a time discretization of a continuous-time version of Newton’s method \([2]\) with sensitivity-conditioning \([17]\), see the Appendix for details. For a sufficiently large \(N\), \(z_t\) converges to \(x_t\):

**Proposition 1:** Under Assumption \([1]\) there exists \(R_h, L_h > 0\) such that if \(\|h(z_0, u_0, d_0)\| < R_h, \frac{\beta}{\|\nabla d\|} \leq L_h\), and \(F_N(\cdot)\) is used in Algorithm \([1]\) instead of \(F(\cdot)\); then \(\nabla x h(z_t, u_t, \hat{d}_t)\) is invertible for all \(t\), and exists a \(K_{L}\)-function \(\beta(\cdot)\) such that

\[
\|h(z_t, u_t, \hat{d}_t)\| \leq \max \left(\beta(\|h(z_0, u_0, d_0)\|_2, t), \frac{L_h}{\nabla d}\right), \quad (12)
\]

and hence \(\lim_{t \to \infty} \alpha(\|h(z_t, u_t, \hat{d}_t)\|_2) \leq \frac{L_h}{\nabla d}\).

**Proof:** See the Appendix.

Proposition \([1]\) establishes that if \(z_0\) is initialized sufficiently close to the power flow solution \(x_0(0, \hat{d}_0)\), and the number of steps \(N\) of the online power flow solver \(F_N(\cdot)\) is sufficiently large, then Algorithm \([1]\) is well-defined, because the Jacobian \(\nabla x h(\cdot)\) used in the operators \(T(\cdot), E(\cdot), F_N(\cdot)\) remains invertible. Furthermore, since the right-hand-side of \([12]\) decreases as \(t\) and \(N\) increase, the online power flow solver \(F_N(\cdot)\) brings the approximation \(z_t\) to an arbitrarily small neighborhood of the solution \(\hat{x}_t = x(u_t, \hat{d}_t)\). This is only possible if the number of internal steps \(N\) can be sufficiently large. Hence, Algorithm \([1]\) preserves the convergence of a faster time-scale Newton’s method \([3]\), independently of the temporal variations of \(u_t\) and \(\hat{d}_t\), and we can safely use the approximate \(z_t\) in Algorithm \([1]\) instead of exactly computing \(x(u_t, \hat{d}_t + \mu t_{\hat{d}})\) and \(x(u_t, \hat{d}_t)\) in the estimation \([6]\).

**Remark 1:** The parameter \(L_h\) in Proposition \([1]\) is the smallest upper bound on the second-order error \(O(\max(\|h_t\|^2, \|u_{t+1} - u_t\|^2, \|\hat{d}_{t+1} - \hat{d}_t\|^2))\) of the approximation in \([11]\), see the Appendix. The constant \(L_h\) is smaller for small variations of \(u\) and \(d\), and when \(h(z, u, d) \approx 0\), i.e., \(z\) is close to the high-voltage solution \(\chi(u, d)\). Hence, there is a trade-off between the number of iterations \(N\), and how fast the disturbance \(d\) can change or how aggressively we can control the input \(u\) variations through the OFO \([5]\). Given fast control-loop rates, we can reasonably expect the time-variation of \(d\) to be small, plus a large \(B(u) > 0\) in \([9]\) ensures that any variations of \(u\) are also small. In this case, as we will verify in simulation (Section \([\text{IV}]\), \(N = 1\) suffices to ensure Proposition \([1]\) is applicable and that the power flow solver \([7]\) is precisely on the same timescale as the OFO \([5]\) and the dynamic estimation \([6]\). Hence, in practice we use \(F(\cdot) = F_1(\cdot)\) in Algorithm \([1]\).

**B. Convergence of Online Feedback Optimization**

Next, we analyze the input \(u_t\) generated by OFO \([5]\) in Algorithm \([1]\) when connected with the grid under time-varying conditions as shown in Fig. \([1]\). Let \(U^*(\theta)\) denote the set of stationary points of \([3]\) for a given \(\theta\), i.e., points satisfying the Karush-Kuhn-Tucker first-order optimality conditions \([33]\), and denote the set of strict local minima as \(U^*(\theta) \subseteq U^*(\theta)\). We need the following assumption for our convergence result:

**Assumption 2:** For all \(\theta \in \Theta\) and \(u \in U_f\): \(f(\cdot)\) and \(g(\cdot)\) are twice continuously differentiable; there exists \(R_{\Delta t} > 0\) such that if \(x\) satisfies \(\|h(x, u, d)\| < R_{\Delta t}\), then the feasible set \(U^*(\theta) = \{u, \hat{u}\} \cap \{u^+ | g(x) + \nabla x \hat{g}(x) \nabla x h(x, u, d) - \nabla u h(x, u, d)(u^+ - u) \leq 0\}\) of \([9]\) is non-empty and satisfies the Linear Independence Constraint Qualification (LICQ) condition \([33]\) for all \(u^+ \in U^*(\theta)\); and the stationary points in \(U^*(\theta)\) are isolated and Lipschitz continuous on \(\theta\).

Continuously differentiability is usually satisfied by the functions \(f(\cdot), g(\cdot)\) used for an AC-OFP \([5]\). The feasibility and constraint qualification assumptions are typical for these operators \([16][15]\), and are usually satisfied when operating close to nominal conditions. Even if \([9]\) were not feasible, it could be relaxed as in \([8]\).

In Algorithm \([1]\) the OFO \([5]\) is effected by the temporal variation of \(\theta_t\) and the error between \(z_t\) and \(\hat{x}_t = x(u_t, \hat{d}_t)\). Therefore, we analyse the convergence and stability as a function of the perturbations \(\|\theta_{t+1} - \theta_t\|_2\) and \(\|\hat{x}_t - \hat{x}_t\|_2\):

**Theorem 1 (Local convergence and stability):** Under Assumptions \([1]\) and \([2]\) there exists \(\eta > 0\) such that if \(B(u) \geq \eta \Delta t\), then:

1) For a constant \(\theta\) and using the exact solution \(x = x(u, d)\) in \([5]\), a stationary point \(u^*(\theta) \in U^*(\theta)\) of \([3]\) is a strict local minimum if and only if it is an asymptotically stable equilibrium of \([5]\). If the stationary point \(u^*(\theta)\) is not a strict local minimum, then it is unstable.

2) Consider a strict local minimum \(u^*(\hat{\theta}_t) \in U^*(\hat{\theta}_t)\). There exists \(R_h, L_h, R_u, R_x > 0\) such that if \(\frac{\beta}{\|\nabla d\|} < R_h\), \(\|h(z_0, u_0, d_0)\| < R_h\), \(\|u_0 - u^*(\theta_0)\| \leq R_u\), and \(\frac{1}{R_x} \|\theta_{t+1} - \theta_t\|_2 + \frac{1}{R_x} \|\hat{x}_t - \hat{x}_t\|_2 \leq 1\) for all \(t\), then there exists \(\xi \in (0, 1)\) and \(L > 0\), such that the set-points \(u_t\) generated by Algorithm \([1]\) satisfy \(u_t - u^*(\hat{\theta}_t)\) is sufficiently small, then the set-points \(u_t\) produced by Algorithm \([1]\) converge to a neighborhood of the time-varying solution \(u^*(\hat{\theta}_t)\) with finite tracking error, i.e., \(\lim_{t \to \infty} \|u_t - u^*(\hat{\theta}_t)\|_2 \leq \frac{L}{1 - \xi} \sup_{k \geq 0} \big(\|\theta_{k+1} - \theta_k\|_2 + \|\hat{x}_k - \hat{x}_k\|_2\big)\).

**Theorem 4** establishes that if the initial set-points \(u_0\) are close to a strict local minimum \(u^*(\theta_0)\), and the values \(\|\theta_{t+1} - \theta_t\|_2\) and \(\|\hat{x}_t - \hat{x}_t\|_2\) are sufficiently small, then the set-points \(u_t\) produced by Algorithm \([1]\) converge to a neighborhood of the time-varying solution \(u^*(\hat{\theta}_t)\) with finite tracking error, i.e., \(\lim_{t \to \infty} \|u_t - u^*(\hat{\theta}_t)\|_2 \leq \frac{L}{1 - \xi} \sup_{k \geq 0} \big(\|\theta_{k+1} - \theta_k\|_2 + \|\hat{x}_k - \hat{x}_k\|_2\big)\).

Since stationary points that are not strict local minima are unstable, even if \(u_t\) becomes trapped in one, i.e., \(u_t \in U^*(\hat{\theta}_t) \setminus U^*(\theta_t)\), a perturbation will free it. Further, if all stationary points are strict local minima, e.g., if there is a single global minimum, Theorem \([1]\) can be extended and we
can show that convergence and stability are preserved without any requirements on the starting point $u_0$ or the perturbations.

**Theorem 2 (Global convergence and stability):** Assume the stationary points are all strict local minima, i.e., $U^*(\theta) = U^*(\overline{\theta})$. Under Assumptions 1 and 2 there exists $\eta, R_h, L_h > 0$ such that if $B(u) \geq \eta I_d$ and is continuous, $\frac{1}{\eta} < R_h$ and $\|h(z_0, u_0, \overline{\theta}_0)\| \leq R_h$; then for all $t > 0$, $u_0 \in \mathcal{U}$ there exists a $K\ell$-function $\beta(\cdot)$ and a $K$-function $\gamma(\cdot)$, such that the set-points $u_t$ generated by Algorithm 1 satisfy

$$u_t|_{U^*(\overline{\theta}_t)} \leq \beta(u_0|_{U^*(\overline{\theta}_0)}; t) + \gamma(\sup_{k < t}\|\overline{\theta}_k - \hat{\theta}_k\|_2 + \|\bar{x}_k - z_k\|_2),$$

where $u_t|_{U^*(\overline{\theta}_t)} = \min_{u^* \in U^*(\overline{\theta}_t)}\|u^* - u_t\|$ denotes the distance of $u_t$ to the set $U^*(\overline{\theta}_t)$.

**Proof:** See the Appendix for both Theorems.

V. TEST CASE

In this section, we simulate and validate the proposed combined OFO and estimation approach in Algorithm 1 on a benchmark test feeder. We compare it against a projected gradient descent operator based on [8] used in [5] during a 1-hour simulation with 1-second sampling period.

A. Simulation settings

- System and measurements $y$: We use the 3-phase, unbalanced IEEE 123-bus test feeder [18] (see Fig. 2). As in [5], actual measurements are placed at different locations in the grid. To complement these measurements and achieve numerical observability [25], pseudo-measurements are built by averaging the loads profiles in $d$.
- Load profiles for $d$: We use 1-second resolution data of the ECO data set [34] to aggregate households and scale them to the base loads of the 123-bus feeder. Hence, we do not base our simulation on a stochastic process like [10], but rather use real-world data to make our simulation more realistic. We use $\mu_t = 0$ to test the approach in more adverse conditions, instead of estimating $\mu_t$ through, e.g., time series analysis.
- Controllable inputs $u$: As in [5], solar energy and wind energy is introduced in the three phases the buses indicated in Figure 2. Their profiles are generated based on a 1-minute solar irradiation profile and a 2-minute wind speed profiles from [35], [36]. Generation is assumed constant between samples. We use these profiles to set the time-varying upper and lower limits of the feasible set, $\bar{u}_t$ and $\underline{u}_t$ respectively, and set the lower limit of active generation to $u_{\text{th}} = 0$.
- Functions $f(u)$ and $g(u, d)$ in the AC-OPF [9]. We use a quadratic cost that penalises deviating from a reference: $f(u) = \frac{1}{2}\|u - u_{\text{ref}}\|_2^2$. As reference $u_{\text{ref}}$ we use 1p.u. for the voltage magnitude at the slack bus, and the maximum installed power as reference for the controllable active generation, to promote using as much renewable energy as possible. We consider the voltage limits $[\bar{U}, \underline{U}] = [0.94\mu\text{.u.}, 1.06\mu\text{.u.}]$ for all nodes $i$ as in [4], [5], and thus use $g(u, d) = g(\chi(u, d)) = [I_d, 0] \chi(u, d) + [-0.94, -1.06] \leq 0$, where $I_d$ is the identity matrix. Note that $f(\cdot)$ is strongly convex and twice continuously differentiable, as requested in Assumption 2. Furthermore, while $x$ remains close to the high-voltage solution $\chi(u, d)$, $\nabla_x h(\cdot)$ is invertible, and thus $g(u, d)$ is also continuously differentiable.
- Matrix $B(u)$ in [9]: We use $B(u) = \eta I_d$, with $\eta > 0$ large enough to ensure that the corresponding condition in Theorems 1 and 2 is satisfied. Experimentally, we have observed that $\eta = 5$ suffices to preserve convergence.

B. Results

We monitor the optimization error $\|u_t^* - u_t^\dagger\|_2$ over the simulation time, where $u_t^* = u^*(\overline{\theta}_t)$ is computed by solving (5) given $\theta_t$, i.e., the power limits $\underline{u}_t, \bar{u}_t$, and the actual disturbance $d_t$. We consider the input $u_t^\dagger$ generated by Algorithm 1 using both the quadratic operator $T_2(\cdot)$ in (9), and a projected gradient descent operator based on [8] as in [5], denoted respectively as $u_{QP}$ and $u_{PG}$. 

![Fig. 2: IEEE 123-bus test feeder [18]. Measurements: red circle = voltage phasor, red square = voltage magnitude, blue dashed circle = current phasor, blue dashed square = current magnitude, blue dashed arrow = line current phasor. Distributed generation: yellow diamond = solar, grey parallelogram = wind.](image)

![Fig. 3: Euclidean norm of the AC-OPF solution $u^*$, the maximum power available $\bar{u}$, and the difference between $u^*$ and the set-points $u_{QP}$ produced by Algorithm 1 using the quadratic operator (9), or $u_{PG}$ produced the projected gradient descent based on (6). On the right, in a zoom-in during the first minute, we also show this difference when using Algorithm 1 but solving the power flow until convergence $u_{PF,PF}$.](image)
In Figure 3 we observe how the power available $\bar{u}$ and thus the AC-OPF solution $u^*$ vary over time. We observe that with both operators the optimization errors decrease to close to 0, but not exactly 0, due to the effects of the time-varying conditions in $\theta$ and the estimation error $||d_t - \hat{d}_t||_2$, see Theorems 1 and 2. Yet, while the inputs $u_{QP}$ of quadratic operator (9) need only around 30 seconds (hence time steps) to converge, the projected gradient descent $u_{PG}$ requires about 30 minutes. A plausible explanation for this slow convergence is that the large $\rho \gg 0$ in (8) (required to avoid constraint violations) increases the Lipschitz constant of the cost function $\phi(\cdot)$ in (3), and hence limits the projected gradient descent step size. On the other hand, the quadratic programming operator (9) can handle constraints directly and efficiently. This can be observed again from 15:45 to 16:00, when suddenly more energy $\bar{u}$ becomes available. Then, the total amount of energy used by $u^*$ increases, the quadratic operator $u_{QP}$ adapts quickly to the new $u^*$, while the projected gradient descent $u_{PG}$ requires more time. We also observe in the zoom-in in Figure 3 that solving the power flow until convergence does not improve the performance significantly, which verifies that our single-iteration online power flow solver (7) is sufficient to ensure the convergence of Algorithm 1, see Remark 1.

Additionally, in Figure 4 we observe how the voltage magnitudes $|U|$ remain within limits for most nodes. There are some violations caused again by the time-varying conditions, and the estimation error, see Theorems 1 and 2.

VI. CONCLUSIONS AND OUTLOOK

In this paper, we proposed an algorithm for real-time grid operation that combines Online Feedback Optimization (OFO) and dynamic estimation with an online power flow solver. First, we have shown that our online power flow solver is stable and converges despite having control inputs and disturbances that change simultaneously. Then, we have proved that a quadratic-programming-based OFO converges to a neighborhood of the AC-OPF solutions, with a quantifiable small tracking error depending on the size of exogenous disturbances, and the power flow approximation. Finally, we have observed in a simulated test case how our approach succeeds in tracking the solution of the AC-OPF, and adapts very quickly to time-varying conditions. An interesting future direction could be to account for estimation uncertainty to take more robust decisions and lower the occurrence of voltage violations.
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Consider \( \delta \in [0, 1] \) and a continuous transition from the initial input \( u_t \) to the final one \( u_{t+1} \): \( u(\delta) = u_t + \delta(u_{t+1} - u_t) \), and similarly \( \tilde{d}(\delta) \). Then the slower continuous-time dynamics of \( u, d \) representing their temporal variation are

\[
\frac{du(\delta)}{d\delta} = (u_{t+1} - u_t), \quad \frac{dd(\delta)}{d\delta} = (\tilde{d}_{t+1} - \tilde{d}_t). \tag{14}
\]

The sensitivity-conditioning approach \cite{17} allows to merge the fast dynamics of \( x(\tau) \) in \cite{13} with the slow ones of \( u(\delta), d(\delta) \) in \cite{14}, while preserving the stability of \cite{13}. For this, feedforward terms based on \( \frac{du(\delta)}{d\delta}, \frac{dd(\delta)}{d\delta} \) are added to \cite{13}:

\[
\frac{dx(\tau)}{d\tau} = -\nabla_x h(x(\tau), u, d)^T \frac{du(\delta)}{d\delta} + \nabla_d h(x(\tau), u, d)^T \frac{dd(\delta)}{d\delta}, \tag{15}
\]

where in an abuse of notation we use \( h(\delta) = h(x(\tau), u, d(\delta)) \), and similarly \( \nabla h(\delta) \). Under \cite{15} and \cite{14} we have \( \frac{d(h(\delta))^2}{d\delta^2} = -2\|h(\delta)\|^2_2 \). Hence, \( \|h(\delta)\|_2 \leq \|h(0)\|_2 e^{-\psi} \), and \( x(\delta) \) converges exponentially to \( x(0, d(\delta)) \) despite the time-varying \( u(\delta), d(\delta) \).

**APPENDIX B**

**PROOF OF PROP.**

Consider the first-order approximation of \( h_{t,k+1} = h(z_{t,k+1}, u_{t,k+1}, d_{t,k+1}) \) around \( (z_{t,k}, u_{t,k}, d_{t,k}) \):

\[
h_{t,k+1} = h_{t,k} + \nabla h_{t,k} \left[ z_{t,k+1} - z_{t,k} \right] u_{t,k+1} - u_{t,k} d_{t,k+1} - d_{t,k} + O(\frac{1}{N^2}),
\]

where the last equality holds by Algorithm \cite{2}.

As \( \nabla_x h(x(u, d), u, d) \) is invertible under Assumption \cite{1} there exists \( R_h > 0 \) such that \( \nabla_x h(x(u, d), u, d) \) is invertible if \( \|h(x(u, d), u, d)\|_2 \leq R_h \). Since \( h(\cdot) \) is smooth, its second-order derivatives are bounded in the compact sets \( U, D \). Hence, if \( \|h_{t,k}\|_2 \leq R_h \), the second-order error is bounded by some \( L_h > 0 \), i.e., \( O(\frac{1}{N^2}) \), and thus applying \cite{16} we get

\[
\|h_{t,k+1}\|_2 \leq (1 - \frac{1}{N})\|h_{t,k}\|_2 + \frac{L_h}{N}. \tag{16}
\]

First, note that if \( \|h_{t_0,k_0}\|_2 \leq \frac{L_h}{N} \leq R_h \) for some \( t_0, k_0 \), then it remains below this bound, since

\[
\|h_{t_0,k_0+1}\|_2 \leq (1 - \frac{1}{N})\|h_{t_0,k_0}\|_2 + \frac{L_h}{N} \leq (1 - \frac{1}{N})\|h_{t_0,k_0}\|_2 + \frac{L_h}{N} = \frac{L_h}{N}.
\]

On the other hand, while \( \frac{L_h}{N} \leq \|h_t\|_2 \leq R_h \) we have

\[
\|h_{t+1}\|_2 - \|h_t\|_2 \leq -\frac{1}{N} \sum_{j=0}^{N-1} \|h_{t+j}\|_2 - \frac{L_h}{N} < 0,
\]
so \( \|h_t\|_2 \) is strictly decreasing on \( t \), and thus \( \lim_{t \to \infty} \|h_t\|_2 \leq \frac{L}{\lambda} \), because \( \|h_1\|_2 \) is lower bounded by 0. As a result, if \( \|h(z_0, u_0, d_0)\|_2 \leq R_h \) and \( \frac{L}{\lambda} \leq R_h \), then \( \nabla_x h(z_t, u_t, d_t) \) is invertible for all \( t \).

**APPENDIX C**  
**PROOF OF THM. 11 AND 2**

**A. Thm. 7**  
**Local convergence and stability**

Consider the following continuous \( l_1 \) merit function \([29]\) Ch. 15\] defined on \( U \times \Theta \), with parameter \( \zeta > 0 \):

\[
V(u, \theta) = f(u) + \zeta \left( \sum_i |g_i(u, d)|^\zeta + \sum_i |u_i|^{2\zeta} + |u_i - u_i^0|^{2\zeta} \right)
\]

Since \( f(\cdot) \) and \( g(\cdot) \) are twice continuously differentiable over the compact sets \( U, D \), the derivatives \( \nabla_u f(\cdot), \nabla_u g(\cdot) \) are Lipschitz continuous with parameters \( L_f, L_g \). Define \( \zeta \) as the supremum over \( u \in U \), \( \theta \in \Theta \) of all optimum dual variables of (9). Under Assumptions 12 the operator \( T(\cdot) \) in (9) and these optimal dual variables are continuous in \( u \in U, \theta \in \Theta \) \([16]\). Since \( U, \Theta \) are compact, \( \zeta \) is finite. Then, for \( \zeta > \zeta \), \( u \in U \), \( B(u) \geq \eta I_d \), and \( \nu = \eta - L_f + L_g \), we have:

\[
\begin{align*}
\sup_{u \in U} V(T(u, \chi(u, d), \theta), V(u, \theta) - V(u, \theta) & \leq -\lambda_{\min}(B(u)) - L_f - L_g \sup_{u \in U} \|T(u, \chi(u, d), \theta) - u\|_2^2 \quad (17) \\
& \leq -\nu \|T(u, \chi(u, d), \theta) - u\|_2^2,
\end{align*}
\]

see, e.g., \([29\] Lemma 18.2], \([39\] Lemma 10.4.1], \([15\], \([16\].

The stationary points of (3) are the only fixed points of (9), i.e., \( u = T(u, \chi(u, d), \theta) \) for \( u \in U^*(\theta) \), and \( \|T(u, \chi(u, d), \theta) - u\|_2^2 > 0 \) for \( u \notin U^*(\theta) \). Hence, since \( T(u, \chi(u, d), \theta) \) is continuous for \( u \in U \) and \( \theta \in \Theta \), and positive definite with respect to \( U^*(\theta) \), there exists K-functions \( \alpha_{1, \theta}(\cdot) \) and \( \alpha_{2, \theta}(\cdot) \) such that \( \alpha_{1, \theta}(\|u\|_{U^*(\theta)}) \leq \|T(u, \chi(u, d), \theta) - u\|_2^2 \leq \alpha_{2, \theta}(\|u\|_{U^*(\theta)}) \). These K-Functions are defined on \([0, r(\theta)]\), where \( r(\theta) = \max_{u \in U} \|u\|_{U^*(\theta)} > 0 \) (see the proof of \([32\] Lemma 4.3) for a way to construct them.

Consider a strict local minimum \( u^*(\theta) \in U^*(\theta) \). For \( u \) in a neighborhood of \( u^*(\theta) \) we have \( \alpha_{1, \theta}(\|u - u^*(\theta)\|_2) \leq \|T(u, \chi(u, d), \theta) - u\|_2^2 \leq \alpha_{2, \theta}(\|u - u^*(\theta)\|_2) \). Define \( V(u, \theta) = V(u, \theta) - V(u^*(\theta), \theta) \). Since \( u^*(\theta) \) is a strict local minimum, \( V(u, \theta) \) is positive definite in a neighborhood of \( u^*(\theta) \), and by (17) we have \( V(u^*(\theta), \theta) - V(u, \theta) \leq -\nu \|u^*(\theta) - u\|_2^2 \). Hence, \( u^*(\theta) \) is an asymptotically stable equilibrium of (3). The other direction of the implication, i.e., that an asymptotically stable equilibrium is a strict local minimum, follows from \([16\ Thm. 3].

Consider a stationary point \( u^*(\theta) \) that is not a strict local minimum, i.e., \( u^*(\theta) \in U^*(\theta) \setminus U^*(\theta) \). Since stationary points are isolated by assumption, \( u^*(\theta) \) cannot be a local minimum, hence there exists a feasible \( u \in U^*(\theta) \) in the neighborhood of \( u^*(\theta) \) such that \( f(u) < f(u^*(\theta)) \), and thus \( V(u, \theta) < V(u^*(\theta), \theta) \). Since \( V(u, \theta) \) is strictly decreasing by (17), then the trajectory moves away from \( u^*(\theta) \).

**B. Thm. 2**  
**Global convergence and stability**

For a constant \( \hat{\theta} \) and using the exact power flow solution \( x = \chi(u, d) \), (5) converges linearly in a neighborhood of the strict local minimum \( u^*(\theta) \) [15 Thm. 4.1], i.e., there exists \( \xi \in (0, 1) \) such that \( \|T(u, \chi(u, d), \theta) - u^*(\theta)\|_2 \leq \xi \|u - u^*(\theta)\|_2 \). Finally, since \( u^*(\theta) \) is Lipschitz continuous there exists \( L_u > 0 \) such that

\[
\begin{align*}
&\|u_{t+1} - u^*(\hat{\theta}_{t+1})\|_2 \\
&\leq \|u_t - u^*(\hat{\theta}_t)\|_2 + \|u_{t+1} - u_t\|_2 + \|u^*(\hat{\theta}_{t+1}) - u^*(\theta_t)\|_2 \\
&\leq \|T(u_t, z_t, \hat{\theta}_t) - u^*(\hat{\theta}_t)\|_2 + (1 + L_u)\|\hat{\theta}_{t+1} - \hat{\theta}_t\|_2 \\
&+ \|T(u_t, z_t, \hat{\theta}_t) - T(u_t, \hat{\theta}_t)\|_2 + \xi \|u_t - u^*(\hat{\theta}_t)\|_2 + L_L \|\hat{v}_t - z_t\|_2 \\
&\leq \xi \|u_t - u^*(\hat{\theta}_t)\|_2 + (1 + L_u)\|\hat{\theta}_{t+1} - \hat{\theta}_t\|_2 + L_L \|\hat{v}_t - z_t\|_2 \\
&\leq \xi \|u_t - u^*(\hat{\theta}_t)\|_2 + \max_{k \leq t} \left( \|\hat{\theta}_{k+1} - \hat{\theta}_k\|_2 + \|\hat{v}_k - z_k\|_2 \right)
\end{align*}
\]

Consider a ball \( B_{R_u}(u^*(\theta)) = \{u \|u - u^*(\theta)\|_2 \leq R_u \} \) in the neighborhood of linear convergence of (3). To ensure that \( u_{t+1} \) remains in this neighborhood, it must hold that \( \xi \|u_t - u^*(\hat{\theta}_t)\|_2 + L_u\|\hat{\theta}_{t+1} - \hat{\theta}_t\|_2 + L_L \|\hat{v}_t - z_t\|_2 \leq \xi \|u_t - u^*(\hat{\theta}_t)\|_2 + (1 + L_u)\|\hat{\theta}_{t+1} - \hat{\theta}_t\|_2 + L_L \|\hat{v}_t - z_t\|_2 \leq R_u \), or equivalently

\[
\frac{(1 + L_u)}{(1 - \xi L_u)} \|\hat{\theta}_{t+1} - \hat{\theta}_t\|_2 + \frac{L_L}{(1 - \xi L_u)} \|\hat{v}_t - z_t\|_2 \leq 1.
\]

For a constant \( \hat{\theta} \) and using the exact power flow solution \( x = \chi(u, d) \), we have: Since \( \|T(u, \chi(u, d), \theta) - u\|_2 \) is continuous positive definite with respect to \( U^*(\theta) = U^*(\theta) \), (17) implies that \( u \) converges to \( U^*(\theta) \) by the invariance principle for discrete-time systems \([41\]. Hence, since the elements in \( U^*(\theta) \) are asymptotically stable, \( U^*(\theta) \) is globally asymptotically stable. Then, if we show that the update of \( u_t \) in Algorithm 1 satisfies the limit property \([42\], \([43\), we can conclude that \( U^*(\theta) \) is input-to-state-stable \([44\] by \([42\ Thm. 7\], i.e., there exists \( K_L \), K-functions, \( \beta(\cdot), \gamma(\cdot) \) respectively, such that

\[
\|u_t|_{U^*(\theta)}|t\| \leq \beta(u_0|_{U^*(\theta)}, t) + \gamma(\sup_{k < t} \|\hat{\theta}_{k+1} - \hat{\theta}_k\|_2 + \|\hat{v}_k - z_k\|_2).
\]

To prove the limit property, we extend the K-functions
there exists $\Theta$ and $\alpha_2(\cdot)$ linearly to get the $\mathcal{K}_\infty$-functions
\[
\tilde{\alpha}_l(\theta) = \begin{cases} 
\alpha_l(\theta) & \text{if } s \leq r(\theta), \\
\alpha_l(r(\theta)) & \text{if } s > r(\theta), 
\end{cases}
\]
Define $\alpha_1(s) = \min_{\theta \in \Theta} \tilde{\alpha}_1(\theta)(s)$, and $\alpha_2(s) = \max_{\theta \in \Theta} \tilde{\alpha}_2(\theta)(s)$. Then, for $u \in \mathcal{U}, \theta \in \Theta$ we have
\[
\alpha_1(|u|_{\mathcal{U}^r(\theta)}) \leq \|T(u, \chi(u, d), \theta) - u\|_2^2 \leq \alpha_2(|u|_{\mathcal{U}^r(\theta)}),
\]
(18)
and $\alpha_l(\cdot)$ are $\mathcal{K}_\infty$-functions by the following lemma:

**Lemma 1:** If $\alpha_l(\cdot)$ are $\mathcal{K}_\infty$-functions for all $\theta \in \Theta$, and $\Theta$ is a compact set, then $\alpha(s) = \min_{\theta \in \Theta} \alpha_l(\theta)(s)$ and $\tilde{\alpha}(s) = \max_{\theta \in \Theta} \alpha_l(\theta)(s)$ are $\mathcal{K}_\infty$-functions.

**Proof:** First, we prove the result for $\alpha_l(\cdot)$. Note that $\alpha_l(0) = \min_{\theta \in \Theta} \alpha_l(0) = 0$. It is also strictly increasing: consider $s_0 < s_1$, and $\theta_l = \arg\min_{\theta \in \Theta} \alpha_l(s_i)$, which are well-defined because $\Theta$ is compact, then $\alpha_l(s_0) = \alpha_{\theta_0}(s_0) \leq \alpha_{\theta_i}(s_0) < \alpha_{\theta_i}(s_1) = \alpha_l(s_1)$. And $\alpha_l(\cdot)$ is radially unbounded, because all $\alpha_l(\cdot)$ are.

Next, assume that $\alpha_l(\cdot)$ is not continuous at some $s_0$. Hence there exists $\varepsilon > 0$ such that for $\forall \delta > 0$ there exists $s_1$ satisfying $|s_0 - s_1| < \delta$, such that $|\alpha_l(s_0) - \alpha_l(s_1)| \geq \varepsilon$.

Since $\alpha_{\theta_l}(\cdot)$ is continuous for any fixed $\theta_l$, for $\forall \epsilon$ there exists $\delta(\epsilon, \theta)$ such that $|s_0 - s_1| < \delta(\epsilon, \theta) \implies |\alpha_{\theta_l}(s_0) - \alpha_{\theta_l}(s_1)| < \epsilon$. Take $\epsilon = \varepsilon/2$; $\delta = \min_{\theta \in \Theta} \delta(\varepsilon/2, \theta) > 0$, which is positive because $\Theta$ is compact; and $s_1$ such that $|s_0 - s_1| < \delta$, $\alpha_l(s_0) - \alpha_l(s_1) \geq \varepsilon$. Assume that $\alpha_l(s_0) \leq \alpha_l(s_1) - \varepsilon$, the other case is analogous. Then, $\alpha_{\theta_0}(s_0) + \frac{\varepsilon}{2} \leq \alpha_{\theta_0}(s_1) - \frac{\varepsilon}{2} \leq \alpha_{\theta_0}(s_1) - \frac{\varepsilon}{2}$, which is a contradiction.

Note that $\tilde{\alpha}(\cdot)$ is also strictly increasing: consider $s_0 < s_1$, and $\theta_l = \arg\max_{\theta \in \Theta} \alpha_l(s_i)$, then $\tilde{\alpha}(s_1) = \alpha_{\tilde{\theta}_0}(s_1) \geq \alpha_{\theta_0}(s_1) > \alpha_{\theta_0}(s_0) = \tilde{\alpha}(s_0)$. The rest is analogous to $\alpha_l(\cdot)$.

Since $f(\cdot), g(\cdot)$ are continuously differentiable over compact sets, they are Lipschitz continuous. Since $\max(\cdot, 0)$ is also Lipschitz continuous, then $V(\cdot)$ is Lipschitz continuous with constant $L_V$, and we have
\[
V(u_{t+1}, \hat{\theta}_{t+1}) - V(u_t, \hat{\theta}_t)
= V(T(u_t, \hat{\theta}_t, \hat{\theta}_t) - V(u_t, \hat{\theta}_t)
+ V(u_{t+1}, \hat{\theta}_{t+1}) - V(u_{t+1}, \hat{\theta}_{t+1})
\]
\[
\leq -\nu\|T(u_t, \hat{\theta}_t, \hat{\theta}_t) - u_t\|_2^2
+ LV \|\hat{\theta}_t - \hat{\theta}_{t-1}\|_2 + LV LT \|\hat{x}_t - z_t\|_2
\]
\[
\leq -\nu_1 \max(|u_t|_{\mathcal{U}^r(\hat{\theta})}) + LV \|\hat{\theta}_{t+1} - \hat{\theta}_t\|_2 + LV LT \|\hat{x}_t - z_t\|_2,
\]
so that
\[
V(u_{t+1}, \hat{\theta}_{t+1}) - V(u_0, \hat{\theta}_0)
\leq -(t + 1)\nu_1 \max(|u_t|_{\mathcal{U}^r(\hat{\theta})})
+ LV (t + 1) \sup_{k \leq t} \|\hat{\theta}_{k+1} - \hat{\theta}_k\|_2 + LT \|\hat{x}_k - z_k\|_2.
\]
Since $\mathcal{U}, \Theta$ are compact, $V(u, \hat{\theta})$ is lower bounded, hence it must hold that $\max(|u_t|_{\mathcal{U}^r(\hat{\theta})}) \leq \sup_{t} \alpha^{-1}(\frac{\max(\cdot, 0)}{\nu_1} \|\hat{\theta}_{t+1} - \hat{\theta}_t\|_2 + LT \|\hat{x}_t - z_t\|_2)$, i.e., the limit property holds [42, 43].