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Generative models learn the distribution of data from a sample dataset and can then generate new data instances. Recent advances in deep learning have brought forth improvements in generative model architectures, and some state-of-the-art models can (in some cases) produce outputs realistic enough to fool humans.

We survey recent research at the intersection of security and privacy and generative models. In particular, we discuss the use of generative models in adversarial machine learning, in helping automate or enhance existing attacks, and as building blocks for defenses in contexts such as intrusion detection, biometrics spoofing, and malware obfuscation. We also describe the use of generative models in diverse applications such as fairness in machine learning, privacy-preserving data synthesis, and steganography. Finally, we discuss new threats due to generative models: the creation of synthetic media such as deepfakes that can be used for disinformation.

1 INTRODUCTION

Generative models learn to characterize the distribution of data using only samples from it and then generate new data instances from this distribution. Although generative models are not new, the deep learning revolution has reinvigorated research into generative model architectures, and deep generative models using state-of-the-art architectures can now produce output that is sometimes indistinguishable from real-world data. Along with this, comes a host of new issues and opportunities relating to security and privacy.

This paper provides a comprehensive survey of research at the intersection of generative models and security and privacy. In particular, we describe the recent use of generative models in adversarial machine learning. We also discuss applications such as producing adversarial examples without perturbations, steganography, and privacy-preserving data synthesis. We show how a number of attacks and defenses for various cybersecurity problems such as password generation, intrusion, and malware detection, can benefit from generative models because of their ability to learn the distribution of the training data. By characterizing the data distribution, generative models help practitioners better understand phenomena they are studying and supplement existing attack and defense techniques. Finally, we discuss the extent to which deep generative models present new threats when used to produce synthetic media.

The increased intensity of work at the intersection of generative models and security/privacy is evidenced by a growing body of literature. This is illustrated in Fig. 1, which shows the number of papers (published and pre-prints) on this topic from 2000 to 2020.

This survey is structured as follows. Section 2 provides a brief overview of generative model architectures, as well as a discussion of metrics used to evaluate generative models. Section 3, we survey the use of generative models for intrusion detection, malware detection, and biometric spoofing. In Section 4, we describe how generative models can be used to create synthetic datasets. In Section 5, we discuss generative models in adversarial machine learning. We then describe attacks on generative models (Section 6). In Section 7, we discuss applications of generative models to steganography, whereas in Section 8 we discuss their application to fairness problems. We then discuss the emerging threat of synthetic media and disinformation (Section 9). Finally, in Section 10, we highlight some open research problems. We conclude in Section 11.
Fig. 1. Number of papers (published and pre-prints) on the topic of generative models, and on the topic of generative models and security from 2000 to 2020 according to Google Scholar. A significant increase of work on generative models can be seen starting in 2015. In 2017, there is also a significant increase of work on generative models and security. Methodology: we gathered the list of papers from Google Scholar using the Publish or Perish program [91]. Concretely, we performed two queries. Query 1 searches for terms relating to generative models (i.e.: Generative Model or RNN or LSTM or Variational Auto-encoder or GAN) in the body of papers, whereas query 2 searches for terms relating to security/privacy (i.e.: Security or Privacy or Attacks or Defenses) in the title of papers. The first query then provides number of generative model papers for each year, whereas the intersection of the results of both queries provides the number of generative model and security for each year.

2 BACKGROUND: NEURAL NETWORKS AND GENERATIVE MODELS

This section provides a brief overview of neural network architectures, generative models, and performance metrics for generative models.

2.1 Neural Networks & Deep Learning

2.1.1 Neural Networks. Neural networks are machine learning (ML) models loosely based on how brains work. A neural network consists of one or more layers of neurons or units. A neuron/unit is associated with a set of weights for its connections, a bias term, and an activation function. Each unit computes a linear combination of its inputs and weights and then outputs the result of the activation function (typically a non-linear function) on this combination [129].

Neural networks that have arbitrarily many layers can approximate any function to any degree of precision [206]. Layers between the input layer and output layers are called hidden layers and a neural network with more than one hidden layer is called a deep neural network.

To train a neural network, all its parameters (i.e., weights and biases) are initialized randomly, then through the training process, the parameters are tuned using backpropagation [129]. There are different choices for activation function for each unit or layer, loss function (training objective), and ways to connect the units of one layer to those of another layer, leading to virtually endless possibilities for neural network architectures.
2.1.2 Architectures. The simplest neural network architecture is composed of fully-connected (sometimes called dense) layers where the information only flows forward from the input layer to the output layer (through the hidden layers). These are called feed-forward neural networks [92].

Recurrent Neural Networks (RNNs) have layers that connect the output of units at one time step to its input at the next step, thereby creating some kind of hidden state or memory [159]. This enables feeding the network sequences in such a way that the information from earlier elements of the sequence can be used when processing later elements. For example, this means that an RNN processing text sentences can remember and use information from the first word of the sentence while processing the last word. In practice, simple RNNs architectures have trouble retaining information for long periods of time [82]. Long Short Term Memory (LSTM) cells were created to mitigate this problem and allow information to be retained over longer time frames [182, 199]. Recurrent neural networks based on LSTMs cells and alternatives such as Gated Recurrent Units [43] (GRUs) are well-suited to process time-series data or other sequential data such as natural language text and speech.

Convolutional Neural Networks (CNNs) use a combination of convolutional layers and sampling/pooling layers. The convolutional layers are made up of filters that convolve over the data using a sliding window and extract features into a set of feature maps [48]. Pooling layers downsample, reduce or otherwise aggregate the information of a feature map. CNNs are well-suited for data where spatial information is related such as images (e.g., nearby pixels of an image often contain similar information).

2.2 Generative Models

Generative models provide a way to sample new data from a distribution learned from existing “training” data. More formally, constructing a generative model involves estimating an underlying distribution \( p \) that approximates some true (unknown) distribution \( P \) of interest. For this, one uses a training dataset \( X \), where each \( x \in X \) is a data point assumed to have been sampled i.i.d according to \( P \).

The problem of constructing (i.e., training) the generative model is difficult because it is an underspecified problem. Indeed, there are innumerable distributions that are compatible with the training dataset. As a consequence, generative model architectures are distinguished by the assumptions used to make constructing the generative model tractable.

To estimate the underlying distribution \( p \), some models (e.g., autoregressive models) explicitly characterize this distribution for any data point, so that given any data point \( x \) in the support of \( p \), they can calculate \( p(x) \) (i.e., the probability that \( x \) is sampled from \( p \)) exactly. In contrast, other models (e.g., variational autoencoders) learn \( p \) only implicitly, for example by introducing a “latent” variable \( z \) and then modeling only the probability of \( x \) conditional on \( z \), i.e., \( p(x|z) \). The latent variable is then assigned a known prior distribution \( q \) (e.g., isotropic Gaussian), so that one can sample \( z \) according to \( q \) and then \( x \) according to \( p(x|z) \).

In this survey, we focus on state-of-the-art generative models based on neural network architectures (sometimes called “deep” generative models). This includes generative adversarial networks, autoregressive models, and variational autoencoders. More traditional types of models such as probabilistic graphical models (e.g., Bayesian networks), Gaussian mixture models, and Markov chains or hidden Markov models can also be used as generative models. However, they are not the focus of this survey.

2.2.1 Autoregressive Generative Models. Autoregressive models view each data point \( x \) as a tuple \( x = (x_1, x_2, \ldots, x_m) \), which allows them to process sequential data, as well as view inherently non-sequential data (e.g., an image) as a sequence (e.g., the sequence of pixels that the image is composed off). The key idea is to capture the underlying distribution \( p \)
using the chain rule of probability [207], so that: \( p(x) = \prod_{i=1}^{n} \Pr(x_i|x_{i-1}, \ldots, x_2, x_1) \). As a result, autoregressive models can directly estimate the density \( p(x) \) for any data point \( x \).

Despite the sequential nature of the internal representation of the density, autoregressive models can be built using recurrent architectures, but also feed-forward neural networks such as CNNs with masked convolutions [111]. To maintain the autoregressive property, it suffices to ensure that the distribution over the \( x_i \) depends only on \( x_j \) for \( j < i \).

Prominent examples of autoregressive models include PixelRNN [230] and PixelCNN [231], Wavenet [173], and many others [42, 202, 232, 259, 268]. The PixelRNN and PixelCNN models produce images and are constructed by training an autoregressive model using a stack of LSTMs for PixelRNN and convolutional networks for PixelCNN. Both models sample an image pixel by pixel, with each pixel depending only on previously generated pixels. Wavenet produces state-of-the-art audio samples. It uses a CNN to process the training data. To generate audio, each sample produced is then fed back into the model and used to determine the next sample.

2.2.2 Sequential Generative Models. Recurrent neural networks such as those based on LSTMs and GRUs are often used in supervised learning tasks such as classification or labeling tasks. But, due to their inherently sequential nature, when the models are made to learn to predict the next element of a sequence, they can be viewed as generative models in the sense that given a starting input \( x_1 \), they can "generate" the sequence \( x_2, x_3, \) etc. However, RNNs and LSTMs are often used as components of larger generative models instead of by themselves [144, 162, 271].

An alternative to RNNs and LSTMs for problems that deal with sequences is the transformer architecture [233, 248]. Transformer models use stacked encoding/decoding layers and self-attention [233] to allow for parallelization and remembering information over long input sequences [53, 55, 59, 121, 174, 181, 192]. The Transformer architecture has become the state-of-the-art architecture for natural language processing [248].

Both LSTMs and Transformers are often used for tasks involving natural language. For both text and speech they are used for generation, translation, and understanding. In particular, LSTMs have been used to generate text [86], speech recognition [87], and machine translation [5]. Transformers have been used to generate text [191], for language understanding [59], machine translation [5], text to speech [195], audio speech generation [138] and even some image generation tasks [181]. Some models are bi-directional [59, 87].

2.2.3 Autoencoders. Autoencoders (AE) learn to approximately "copy" their input to their output. To do so, the autoencoder architecture combines an encoder and a decoder (both neural networks) to efficiently represent inputs as codes or latent variables in a latent space. Because the latent space is typical of lower dimensionality than the input space, the encoding process must discard extraneous information in the input, preserving only the most important information for the reconstruction. Autoencoders have applications to dimensionality reduction [155, 200] and feature learning [269], but they can also be used as generative models or to learn generative models. For example, sampling latent space points (from an adequate distribution) and feeding the samples to the decoder yields new data points from the autoencoder’s learned data distribution.

To ensure that autoencoders are able to generate samples not in the training dataset, are not overfitted, and have a tractable, continuous, and interpretable latent space, they need to be regularized. There are several types of autoencoders using various regularization techniques. For example, denoising autoencoders are trained by adding noise to their training data [235], whereas contractive auto-encoders are regularized by adding a penalty to the reconstruction loss [197]. A prominent alternative are variational autoencoders, proposed by Kingma and Welling [125]. Variational AutoEncoders (VAEs) model the latent space as isotropic Gaussian. To approximate the posterior distribution of the encoder, variational inference [27] is used.
VAEs benefit from relatively straightforward training. The encoder can be used for continual updates of the latent space or dimensionality reduction. The decoder allows for sampling from different parts of the latent space. This can be leveraged to reveal relationships between data points and/or produce samples with a specific relationship to other samples. VAEs are often used for image generation [193], and can be used to edit existing photos [69]. However, some authors have expressed concern about the blurry output of VAEs [286], and while some mitigation methods have been proposed, this problem persists in many cases [64]. VAEs have also been used for text [106] and video generation [95]. There are many variants of VAEs such as $\beta$-VAE [97] or IWAE [32]. Significant differences between autoencoder architectures are the underlying neural network architecture used for the encoder and decoder (e.g., CNN or RNN), and also the loss function used during training. Another notable type of autoencoders are adversarial autoencoders (AAE) [155], which use generative adversarial networks for variational inference.

2.2.4 Generative Adversarial Networks. Generative adversarial networks (GANs) were proposed by Goodfellow et al. [84] in 2014. GANs are made up of two separate feed-forward neural networks that are set up to be adversaries of each other. The first network is a generator model that produces samples from an estimation of the training distribution. The second network is a discriminator that attempts to determine if a given sample is from the training data (returns 1) or produced by the generator (returns 0). The generator uses the predictions from the discriminator to determine the quality of its samples, while the discriminator uses the generator’s samples to refine its results. Both networks are trained simultaneously.

In practice, GANs can be difficult to train. The generator and the discriminator must learn at a similar pace or the process will fail. If the discriminator becomes significantly better than the generator, or vice-versa, the gradient will diminish until the model is unable to improve. In addition, even if the two networks are balanced in their learning, the GAN may still suffer mode collapse [20], a condition where the model always produces a few samples of high scoring output rather than reflecting the diversity in the training data.

2.2.5 GAN Architectures. There are numerous GAN variants. Most significant alternative GAN architectures target the generator or the loss function [175]. GANs initially used a simple feed-forward network as a generator, but later implementations replaced this with different models including a CNN [190], an autoencoder [155], and a VAE [133]. Other variations make changes to the loss function [13, 84, 157] to improve and stabilize the training process. Finally, some variations seek to add features to GANs. For example, Zhu et al. [292] allow for image-to-image translation without the need for training images that have been translated through alternative methods. Gomez et al. [83] make GANs reversible. Donahue et al. [62] propose a GAN that can project data back into the latent space.

2.2.6 Applications & Data Types. The nature and architecture of these generative models lend themselves to some data types and applications/tasks better than others.

Text and natural language. Transformers are generally regarded as the state-of-the-art text generator models. Examples include BERT [59], OpenAI’s GPT-2 [191] and GPT-3 [31], and XLNet [259], which is an autoregressive model used for language understanding. There have also been several proposals applying GANs to text generation [38, 282], but the GAN architecture can be challenging to apply to sets or sequences of words. That said, several papers have proposed ways to improve performance on this type of data [131, 255]. Finally, VAEs have also been applied to text [106], but their performance is not competitive with transformers.
Audio and speech. A popular audio generator is Wavenet [173]. Transformers have also seen success in music generation [107]. GANs have also been applied to audio [61, 74]. In particular, Bińkowski et al. propose GAN-TTS, a generative adversarial network for text-to-speech synthesis [25]. GANs have also been used to generate music [68, 130].

Images and videos. GANs are well-suited for image generation [30, 110, 119] and editing [11, 291]. Autoregressive models are also able to produce competitive images through PixelCNN [202, 231]. VAEs are also often used for image generation [64, 102, 193, 256] and to making small edits to existing photos [69]. LSTMs [88] and transformers [181] have also been used to generate music. Finally, both VAEs [95] and GANs [228] have been applied to video generation. GANs have also been applied to video prediction [18, 140, 237].

2.3 Evaluating Generative Models

The performance of generative models is difficult to evaluate. A classifier can simply be evaluated on how many examples it correctly classifies; but there is no obvious one-size-fits-all metric to quantify the quality of model-generated data such as images, audio, or text. For generative models that have a tractable probability distribution, we can quantify the likelihood of producing a specific output, but this is not always indicative of output quality. Further, the notion of quality may be task-dependent, so that no single metric can be applied in all cases and multiple metrics may be necessary to evaluate different aspects of the model. Borji [29] gives a comprehensive comparison of many different evaluation metrics for GANs, mainly focusing on image generation. There is also evidence that metrics estimating output likelihood often do not match up with human judgement [221]. For example, factors such as background color can have a significant impact on likelihood. Also, images with (relatively) low likelihood may nevertheless appear to be much clearer and more realistic (to humans) than images with high likelihood. Additionally, measures of quality often do not take output diversity into account. Theis et al. [221] suggest that the best evaluation method depends on the model, type of data, and the goals of the user.

In this section, we provide a brief taxonomy of existing metrics. We classify metrics by what they aim to measure and summarize each class in a table. The classes are output quality, model quality, comparison against training data, and human evaluation. The tables include image, audio, and text columns to indicate metrics that are often used to compare output of a model, such as between epochs or different versions of the same model. Metrics useful for model comparison can be used to compare two or more models attempting to generate the same distribution. Finally, metrics that evaluate output diversity quantify the extent to which the model is able to produce diverse outputs. For example, models that output data points that all look similar, or models that suffer from mode collapse would score poorly on output diversity metrics. Note that different aspects are not always mutually exclusive: methods that evaluate image quality can in some cases be used to determine model quality, and high-quality models usually produce high-quality output. To show this, we use the following symbols: ● what it is intended to measure; ○ what it can be adapted to measure; and □ what it cannot measure.

2.3.1 Output Quality Metrics. Table 1 shows metrics that are evaluated by solely examining the output of the generative models. Methods such as asking survey participants to rate the quality of output or low-level image statistics are often used to evaluate model output against images that are not generated. These types of methods are important since the end goal of many generative models is to produce the most realistic output possible. It should be noted that the text comparison methods are intended for use with machine translation, but can also be used for evaluating generated text.
Table 1. Output quality metrics. These metrics solely look at the output of a generative model and can be used to compare images, audio, text, and the models themselves. We do not include the diversity column here since none of the metrics in this table are useful for determining output diversity of a model.

| Image Quality Measurements [171, 194, 245] | Audio | Text | Model |
|-------------------------------------------|-------|------|-------|
| Low-level Image Statistics [119, 274]     |       |      |       |
| Inter/Intra Track Evaluation [63]         |       |      |       |
| BLEU [179]                                |       |      |       |
| ROGUE [141]                               |       |      |       |
| METEOR [57]                               |       |      |       |

2.3.2 Model Quality. Table 2 shows metrics that are used to evaluate the quality of a model itself rather than only its output. These metrics often identify desirable qualities of a model such as producing diverse output or having a discriminator able to function well as a classifier. Since these metrics are examining the model rather than the output, they may not always correlate with outputs that humans think of as high quality. For instance, an image may have a high likelihood of being produced by the model, but it may look “off” or unintelligible to a person. These metrics are still useful for comparing different outputs from a single model or evaluating a certain aspect such as output sharpness. Many of these metrics directly measure model output diversity. A model may produce a perfect picture, but if it always produces the same picture it is not useful as a generative model. This is especially important for evaluating GANs as they are susceptible to mode collapse. Finally, methods such as tournament win rate and generative adversarial metric are useful for comparing competing models.

Table 2. Model quality metrics. These metrics examine the internals and the output of a generative model to measure desirable qualities. They can be used to compare images, audio, text, the models themselves, and output diversity.

| Average Log Likelihood [84, 221] | Audio | Text | Model | Diversity |
|----------------------------------|-------|------|-------|-----------|
| Inception Scores [201]           |       |      |       |           |
| Generative Adversarial Metric [109] |     |      |       |           |
| Tournament Win Rate and Skill Rating [172] |       |      |       |           |
| Normalized Relative Discriminative Score [284] |       |      |       |           |
| Birthday Paradox Test [14]       |       |      |       |           |
| Number of Statistically Different Bins [196] |       |      |       |           |
| Precision, Recall, and F1 Score [151] |       |      |       |           |
| Examining Internals of Networks [40, 272] |   |      |       |           |
| Perplexity [113]                 |       |      |       |           |
| Classification Performance [190]  |       |      |       |           |

2.3.3 Comparison Against Training Data. Table 3 shows metrics that compare model output against training samples of real data. These metrics are mainly used to ensure that the model approximates the unknown training data distribution as closely as possible. This means that the model both produces output that is similar to training data, and it produces a full distribution rather than just a few high scoring samples. These metrics do not directly examine the internals of the model, allowing them to be used to compare models with different architectures trained on the same data. For example, a VAE can be compared against a GAN.
Table 3. Comparison against training data metrics. These metrics compare generative model output against training data to ensure that the model is learning the training data distribution. They can be used to compare images, audio, text, the models themselves, and output diversity.

| Image | Audio | Text | Model | Diversity |
|-------|-------|------|-------|-----------|
| Fréchet Inception Distance [96] | ● | ○ | ● | ● |
| Maximum Mean Discrepancy [76] | ● | ○ | ● | ○ |
| Reconstruction Error [250] | ○ | ○ | ● | ○ |
| Wasserstein Distance [13] | ● | ○ | ○ | ● |
| Boundary Distortion [204] | ○ | ○ | ● | ○ |
| Classifier Two-sample Tests [135] | ● | ● | ● | ● |
| Image Retrieval Performance [243] | ● | ○ | ○ | ● |
| Fréchet Audio Distance [122] | ○ | ● | ○ | ○ |

2.3.4 Human Evaluation. Table 4 shows metrics based on human evaluation. Human evaluation, though expensive to conduct, is an important aspect of generative model evaluation. For some applications, the most important factor is whether humans can distinguish between the generated output and real samples. However, there are several challenges with human evaluation. Humans are inconsistent, so ratings can vary greatly between individuals. Another consideration is the cost and effort of recruiting participants and obtaining meaningful data from this. As a result, human evaluation should (in most cases) not be the only metric used, but applications that entail a generative model whose outputs will be shown to humans would benefit from some human evaluation.

Table 4. Human evaluation metrics. These metrics have humans directly evaluate the quality of generative model output. They can be used to compare images, audio, text, the models themselves, and output diversity.

| Image | Audio | Text | Model | Diversity |
|-------|-------|------|-------|-----------|
| Nearest Neighbors [244] | ● | ● | ● | ● |
| Rapid Scene Categorization [225] | ● | ○ | ● | ● |
| Rating and Preference Judgement [276] | ● | ● | ● | ○ |
| Realism Measurement [289] | ● | ● | ● | ○ |
| Timed Realism Measurement [289] | ● | ● | ● | ○ |

3 INTRUSION, BIOMETRICS, AND MALWARE

Because generative models are able to learn detailed representations of data, attackers can create realistic-looking data that may be able to bypass defenses while still retaining malicious functionality. At the same time, defenders can use generative models to learn the distribution of “normal” or benign data and attempt to leverage this to identify “anomalous” objects that do not fit the distribution such as zero-day malware. In this section, we provide a brief overview of research on intrusion and anomaly detection, as well as biometrics and malware attacks and defenses that leverage generative models.

3.1 Intrusion Attacks

Generative models can be used to learn the distribution of normal traffic, and then automate the generation of attacks that look benign. For example, Feng et al. [75] use deep learning to automatically learn what normal traffic entering the system looks like, and then generate samples from this distribution. Lin et al. [142] use GAN’s training method to train
a generator against a discriminator, creating adversarial traffic samples that can evade the target detector. These models can be used to generate traffic to evade Intrusion Detection Systems (IDS) protecting Industrial Control Systems (ICS).

While attacks on ICS, most notably Stuxnet [72], are well-established, they remain difficult to perform because they require knowledge of both the ICS and the IDS. Generative models change the equation because they simplify these attacks by analyzing the structure traffic going through the IDS and crafting messages that are able to bypass the system by appearing benign, while still containing the malicious code.

3.2 Anomaly Detection
Generative models’ ability to learn data distributions can also be used to detect attacks because it can produce a model of normal use or operation of the system. Any input that does not fit this “normal” model can then be rejected or flagged for further analysis. An advantage of this method is that it can readily detect never seen before malicious input. While most classifiers can be trained to identify malicious input versus benign input, this requires samples of benign and malicious input.

For example, Kim et al. [123] use deep autoencoders and a GAN to learn the features of a zero-day malware sample allowing for sample generation while also training the GAN’s discriminator. The discriminator’s learning can then be transferred to the detector to improve the detection of the new malware. In a similar vein, Zheng et al. [288] use a deep denoising autoencoder to detect fraud in bank transfers. Another example is Chandy et al.’s [36] proposal to use a variational autoencoder to detect cyberattacks on a town’s water distribution system.

A different methodology to achieve a similar goal is to use generative models to support other detectors. An example of this is Bot-GAN [267]. The idea is to use an existing botnet detector with a GAN continuously producing new samples of botnet activity. This allows the detector to become more robust, since it has many more samples to train on.

3.3 Biometric Spoofing
Biometrics use a person’s unique attributes, such as fingerprints, voice, or even handwriting, to identify an individual. Biometrics are used to protect many systems from smartphones to buildings. However, generative models can be used to create new biometrics samples to break into systems.

GANs can be used to simply generate synthetic fingerprints [160], but producing random fingerprints is not typically sufficient to break biometrics systems. More importantly, by sampling from the latent space generative models can generate masterprints [28]. Masterprints are special fingerprints that incorrectly match with many different fingerprints, undermining the security of fingerprint-protected systems.

Generative models can also spoof handwriting [149], and keystroke latency [164].

3.4 Malware Obfuscation and Detection
Malware are malicious programs that seek to compromise computer systems to exfiltrate data or otherwise cause harm. Ideally, malware can be detected before it compromises a system. But novel malware and obfuscated malware can be difficult to detect. Generative models can be used to obfuscate malware in new and unpredictable ways [105], but they can also be used as malware detectors [123, 124, 153, 180].

Generative models can help improve malware detection by augmenting the available amount of training data. In particular, generative models can be used to simply generate malware, creating samples to bolster detectors [124, 153]. For more refined detectors they can be used to create clusters of similar malware around likely malware base forms, which augment the detector so that it can identify the different classes of malware even if they are changed slightly [123, 180].
An example of the use of a generative model to avoid detection is MalGAN [105]. MalGAN produces malware examples that are able to bypass many malware detectors. The idea is to train a GAN with an estimation of the target detector as the adversarial network and a generator which adds and removes malware features. This creates adversarial malware samples that are better able to avoid the target detector, compared to just adding random variation.

4 DATA SYNTHESIS

The ability of generative models to produce new samples from the distribution of existing data is useful by itself for several security and privacy related applications. In particular, generative models can be used to produce synthetic datasets that can be shared when the original (sensitive) data cannot itself be shared or publicly released for legal, policy, or privacy reasons. Furthermore, the ability to create large datasets enables the study of data which may impact security policies. For example, generating realistic passwords can help practitioners study password management policies or design defenses for data breaches.

4.1 Privacy-Preserving Data Synthesis

Organizations owning large datasets of sensitive individual data such as medical records databases may wish to share this data with outside parties. Due to privacy concerns captured in organizational policies or legal considerations, such data sharing is often impossible. Organizations could of course release only aggregate statistics of the data in an anonymized way, but this limits the type of analyzes that can be performed.

Generative models offer an attractive alternative solution: train a generative model on the sensitive dataset then uses it to produce a synthetic dataset that can be shared or published. To preserve utility, we need to ensure that the synthetic dataset reflects the statistical properties of the original dataset. Note that just because the data is “synthetic” does not mean it automatically safeguards privacy; we need to ensure that the synthetic dataset does not inadvertently leak sensitive information from the original dataset [216]. So, research in the past decade has focused on ways to create the synthetic dataset in such a way that the process satisfies \( \varepsilon \)-differential privacy [65], a well-established notion for privacy protection.

Methods to achieve differential privacy need to be tailored to the specifics of the generative model used, but the process typically involves adding random noise (from a carefully chosen distribution and in a specific way) during the model’s training process. In particular, one of the first lines of work for this used Bayesian networks as generative models [24, 186, 278, 285]. For example, PrivBayes [278] shows how to construct the Bayesian network and estimate its probabilities from data such that the process satisfies \( \varepsilon \)-differential privacy.

More recently, generative models based on neural networks have been used to create synthetic data [2, 3, 8, 21, 79, 198, 220, 224, 226, 227, 252, 253]. These papers use a variety of model architecture, including GANs and variations of GANs such as W-GAN [8], CGANs [224], or autoencoder GANs [220]. Variational Autoencoders have also been used [3]. There are various techniques to achieve differential privacy (or related notions), but a common approach is to train the model using DP-SGD [1, 167], which adds carefully crafted Gaussian noise to the gradient during the stochastic gradient descent (SGD) process that tunes the parameters. Some of the other methods include average KL-Privacy [226], differentially private clusters [252].

A different but related line of work for the semi-supervised setting is Private Aggregation of Teacher Ensembles (PATE) [116, 147, 176, 178]. The idea is to partition the original (sensitive) dataset into disjoint subsets, and then train a “teacher” model on each subset. Teacher models are trained without consideration of privacy. But the predictions of all teacher models are aggregated with random noise to achieve differential privacy. Finally, a privacy-preserving “student”
model can be obtained from a public dataset of unlabeled data, through knowledge transfer from the teacher models. While the PATE approach does not directly provide a synthetic dataset or a generative model, it can be extended to do so as described by Jordon et al. [116] or Long et al. [147].

4.2 Understanding Data

Generative models can also help better understand data that influence security decisions. PassGAN [99] is a GAN that is able to generate a large number of potential passwords. Previous methods of guessing passwords would often consist of human-generated rules, such as replacing certain letters with numbers, or limited n-gram Markov models. While effective, they are limited and unable to discover passwords that do not fit the specific rules in use. Although PassGAN was presented as a password guessing attack method, its existence shows how generative models can be used to develop an understanding of the data being examined, without humans having to go through an enormous amount of data to identify patterns.

Models like PassGAN and more work recent [166] can be used to learn common password patterns and steer users away from easily guessable passwords. Another potential application is to improve honeywords [117]. Honeywords are passwords of fake accounts setup to detect compromises.

Augenstein et al. [16] shows how differentially private generative models, as previously described, can be used to examine federated data while still maintaining the privacy of the entries in the database. They use generative models to study private federated data and debug other models trained with the data. This involves creating two private generative models using federated data, one with the best samples and one with the worst, and compare outputs. With this technique, the authors were able to debug a specific pixel inversion issue, showing that generative models can be used to better understand data humans cannot realistically study.

5 ADVERSARIAL MACHINE LEARNING

Adversarial machine learning is the study of attacks against and defenses for machine learning models and the associated threat models [108]. Attacks against machine learning can be classified into one of three categories: exploratory, evasion, or poisoning [35]. Exploratory attacks attempt to extract information from a model, such as data used to train the model [209], the model parameters [77], or its hyperparameters [240]. Such attacks can violate the privacy of individuals whose data is part of the training set or steal confidential and valuable information about machine learning engineering from the model’s developers. Evasion attacks create malicious inputs (often called adversarial examples) that result in the model making a false prediction [15, 85, 177]. This can be used by attackers in various settings such as to evade detection by a model trying to detect or filter out attacks. The goal of poisoning attacks is to corrupt the training data so that the attackers can control the model’s future predictions under certain scenarios [41, 89, 145]. Both evasion and poisoning attacks can have potentially disastrous real-world effects if they are perpetrated against some systems. For instance, a self-driving car could be made to ignore a stop sign [213] when provided with specially crafted malicious inputs. Finally, there exist defenses against these attacks. Also, within all of these categories, there are different attack scenarios and threat models such as whether the attacker has black-box or white-box access to the model.

In this section, we survey the use of generative models within adversarial machine learning. This includes the use of generative models to help craft adversarial examples (Section 5.1), as a defense against adversarial examples (Section 5.2), and for poisoning attacks (Section 5.3).
5.1 Generating Adversarial Examples

Adversarial examples are maliciously crafted inputs that force a machine learning model to produce specific decisions or outputs that are counter to human expectations. In particular, if the model is a classifier, a benign input belonging to class A is maliciously perturbed in a way that a human would consider it to still be of class A, but such that the model classifies it as class B. For example, an adversary may create an “adversarial stop sign” by adding a small perturbation to an existing stop sign in a way that is imperceptible or inconspicuous to humans but causes a self-driving car to ignore the stop sign [71].

There are several methods for creating adversarial examples depending on the constraints of the problem and the threat model. However, one of the most common methods is to treat the task of crafting an adversarial example as an optimization problem. This typically involves starting with a benign example and taking steps in the opposite direction of the gradient of the loss of the classifier (with respect to the input) on the desired target class [85, 219].

Generative models provide a different way to craft adversarial examples. The idea is to use a generative model to sample adversarial perturbations [251] or adversarial examples directly [112, 163, 215, 287]. For example, this can be accomplished by training a generative model on the original (benign) data and then finding adversarial examples in the latent space of the generative model. There are several search strategies over the latent space, but they involve two steps. First, one finds a normal/benign data point in the latent space. Then one searches near this data point (in the latent space) to find another data point which (in the original space) is classified differently by the target model. This method allows attackers to generate completely new adversarial images without explicitly constructing perturbations.

A key advantage of this technique is that it can be applied to domains where valid perturbations are difficult to find. For instance, Hu et al. [105] uses a GAN to generate malware that looks benign to a target discriminator. In a separate paper, the same authors use a generative RNN to creates adversarial examples for RNN-based malware detectors [104]. Also, some types of data, such as text and code, do not easily lend themselves to perturbations. For example, adversarial text can be created by switching out words [67], but this is more difficult to accomplish without changing the meaning of the sentence, compared to images where the pixel values can often be shifted by a small amount while resulting in (almost) imperceptible changes.

A line of work that may be of particular interest to cybersecurity practitioners is the use of GANs to generate domain names that are able to bypass detectors [9, 50]. Domain names generation algorithms are often used to generate domain names for command and control servers. Corley et al. [50] train three different GANs capable of producing outputs that can evade state-of-the-art classifiers meant to detect domain generation algorithms. They conclude that, compared to using traditional domain generation algorithms, the use of GANs significantly improves the ability to evade detection.

Finally, the ability to produce adversarial examples without producing an explicit perturbation allows one to bypass some adversarial example detectors. This is because some adversarial example detectors are specifically designed to identify and remove perturbations of benign inputs [203, 214].

5.2 Defenses Against Adversarial Examples

Generative models can also be used to defend against adversarial examples. To improve the robustness of a classifier, Lee et al. [134] propose using the GAN training method as a trainer for the classifier, where the classifier works as the discriminator and an adversarial example generator works as the generator. This method makes the model more robust against adversarial examples. A similar effect can be achieved by simply adding adversarial examples to the training dataset. This is known as adversarial training [154] and it has been evaluated in several papers [9, 112].
Zhang et al. [281] used the assumption that the underlying data distribution of a set of images is captured by generative models to study model robustness and interactions with adversarial examples. By comparing the robustness of their generative model and a theoretical limit of robustness they are better able to understand how models are vulnerable to adversarial examples. While the main purpose of the paper is to display the disparity in model robustness versus the robustness of the actual image space, they propose that this method could also be used to bolster defensive classifiers by showing where adversarial examples are likely to be created.

Alternatively, GANs can create a “denoised” version of any input that can then be fed into the classifier [19, 115, 203, 214]. This can eliminate many adversarial examples by removing the adversarial perturbation, leaving behind the original input which can be correctly classified. A prominent instance of this method is Defense-GAN [203] which uses a WGAN to take in an input image and generates a new image that retains all of the pertinent information while eliminating the extraneous artifacts that have the potential to be malicious. A similar effect can be accomplished through dimensionality reduction with a simple autoencoder, but GANs are better able to completely recreate a clean image, rather than simply removing many of the finer details. This method increases a model’s resistance to adversarial examples, while being flexible, since it is not necessary to make any changes to the classifier itself; GANs just need to be run over any potential input first. Ironically, adversarial examples that are produced by generative models (discussed in Section 5.1) may defeat this type of defense because they do not rely on explicit perturbations.

5.3 Poisoning Attacks

The goal of poisoning attacks is to corrupt the target model [41, 89, 145]. In particular, a subset of poisoning attacks, backdoor attacks add a “trigger” (e.g., a small pattern or even a single pixel of a specific color in the context of images) to any data point to force the classifier to make a specific decision. Backdoor attacks accomplish this goal by adding the trigger to many training images and labeling them all as a specific target class, regardless of their original class labels. During training the model learns to associate the trigger with the target class.

For backdoor attacks, a trigger does not need to be generated, it can be added to any image. In addition, the trigger need not be hidden. It can be as obvious as the attacker desires. That said, Turner et al. [229] propose label-consistent backdoor attacks that use generative models to create adversarial samples that look more similar to their original image, while still forcing the model to learn the trigger. This is useful since these examples are less likely to be filtered out of the training data. If the image is too different from the target class, a simple classifier run over the training data will pick it out and remove the image.

In addition, generative models can be used to speed up the generation of poisoned samples and to mount attacks on federated learning. Yang et al. [257] used a GAN to generate poisoned samples over 200 times faster than traditional gradient methods. Zhang et al. [277] used GANs to attack federated learning networks.

6 ATTACKS AGAINST GENERATIVE MODELS

In addition to adversarial machine learning attacks performed using generative models, there are attacks used against generative models themselves. Indeed, generative models have been shown to be vulnerable to the three main categories of adversarial ML attacks: exploratory, evasion, and poisoning attacks. However, it should be pointed out that evasion attacks on generative models focus on causing the model to generate specific outputs.
6.1 Exploratory Attacks
A prominent type of exploratory attack on machine learning is membership inference attacks. In a membership inference attack, the attacker aims to determine whether a specific individual’s data was part of the target model’s training data [209]. These attacks exploit the fact that machine learning models such as classifiers often behave differently when asked to make a prediction for a data point from their training dataset compared to for a data point not part of the training dataset (but from the same distribution as the training dataset). This behavior is related to overfitting, although recent work suggests that models may be vulnerable even in the absence of overfitting [136, 146, 148].

Membership inference attacks on generative models seek to exploit the same effect. In particular, some membership inference attacks have been developed against GANs [94] and generative models [98]. Additionally, VAEs are vulnerable to reconstruction attacks [98].

6.2 Adversarial Examples
Generative models are susceptible to adversarial examples. Concretely, adversarial examples attacks have been demonstrated against generative models in natural language processing (NLP) and image compression.

In the NLP context, Wallace et al. [238] show that there exist universal adversarial triggers. These are sequences of tokens that can be appended to any input to cause the model to output specific predictions. More specifically, Wallace et al. were able to append certain words which caused models such as GPT-2 to output offensive text. Interestingly many of these triggers worked on all of the models tested.

In the image compression context, Kos et al. [127] propose a scenario where the encoder and decoder of a VAE or VAE-GAN have been separated. The encoder is being used by a sender to encode an image into the latent space representation, which is transported to a receiver who will attempt to decode and reproduce the original image. They argue that an attacker could potentially trick the sender into choosing to send an adversarial image that looks benign but returns an entirely different image when compressed and then decoded. For instance, a picture of a cat could be slightly perturbed to decode to an image asking for money.

6.3 Poisoning Attacks
Wallace et al. [239] show how poisoning attacks can be applied to NLP translation models. They focus on classification models, but the authors show that the method also works on translation models. The idea is to insert a small number of triggers into the model, none of which actually contain the trigger phrase, making it difficult to determine which training samples are causing the error. Although this work only applies this technique to classification and translation models, it shows the potential vulnerability of generative models to poisoning.

7 STEGANOGRAPHY
Steganography is the process of hiding secret messages inside non-secret mediums to evade detection. The idea is not to simply hide the message content, as one would with encryption. Instead, the goal is to hide the very fact that a message is being sent.

7.1 Steganography without Generative Models
Steganography hides the message in some inconspicuous “cover” medium such as an image or audio sample. While there are a number of ways to perform steganography, a popular method is through embedding. Distortion can be
added to a cover, which the recipient can decode to retrieve the secret message. This method is often used with images as cover [22, 100, 101, 184], but can also use audio [158] or text [23, 187] as cover. However, even small distortions to an image or audio can be detected [78, 185, 189]. This issue is even more prevalent with text since many changes are evident to humans [23].

### 7.2 Steganography with Generative Models

Methods using generative models for steganography can be classified into three categories: (1) **cover creation**, (2) **cover modification**, and (3) **generative steganography**. We illustrate this by taxonomizing recent work across these categories and types of data in Table 5.

The first category is cover creation. Here generative models are used to generate a cover media (e.g., an image, text, audio sample) into which the message can be embedded using other methods [208, 236] that may not rely on generative models. An advantage of this method is that it creates new cover media, which prevents detectors from comparing a potentially pre-existing version of the cover against a steganographic version. However, the distortion of the cover from embedding the secret message may still be discoverable. Remark that, the cover media may look conspicuous depending on the context, or the quality of the generative model used.

The second category involves modifying existing cover media and embedding the message in it. Methods in this category start from an initial (typically not model generated) cover media, which the secret message is then embedded into using a generative model through a variety of methods. Similar to more traditional steganography through embedding, the message can be transformed into a vector or modification matrix and then added to the cover through generated distortion [17, 51, 258]. Here GANs’ adversarial training is useful since the generator can add the distortion while the discriminator can try and detect steganography. This allows for more refined embedding since the model learns how to avoid the detector while still embedding the secret message. Other steganographic methods embed a secret sample of the same data type as the cover media. Instead of a text message, an entire image or audio sample can be transformed into a new form or vector and then hidden within a cover sample. This has been used in both images [279], and audio [114, 128, 266].

Finally, the last category involves the use of generative models to directly produce the cover media with the secret message embedded in it. The idea is to use bits of the secret message to directly sample from the probability distribution of the generative model. The receiver can then recover the message by examining the steganographic image [103, 137, 143] or audio sample [37, 260] and inverting the choices made in the generation of the sample.

It is worth noting that similar techniques have been used to produce text steganographically [165, 222, 293]. In these cases, a language model (e.g., a Markov chain, a Transformer, or LSTM) is used to define the probability distribution of text. The secret message is encoded into samples of the probability distribution of the language model. The exact encoding method varies, with two popular algorithms being Huffman coding [161] and arithmetic coding [247]. The receiver can then invert the sampling from the probability distributions and retrieve the secret message. It is worth noting that text usually has much lower capacity than images or audio. Also, text cannot be easily distorted without it being noticeable; adding out of place letters or punctuation is conspicuous, so generative steganography makes text significantly more viable as a steganographic carrier.

It is also possible to perform generative steganography by training generative models to embed a message or secret sample into future samples it generates. For instance, a cycle-GAN can be trained so that all images it generates have a secret image hidden in the signal of the new image [45]. A similar method is used by Zhang et al. [283] where the message is embedded in certain parts of the image which are then retained in future generated images.
Table 5. Methods using generative models for steganography. Columns represent the different ways the models can be used. Rows represent the data types being generated.

| Method          | Cover Creation | Cover Modification | Generative Steganography |
|-----------------|----------------|--------------------|--------------------------|
| Images          | [51, 208, 236] | [17, 208, 258, 279] | [45, 103, 137, 143, 283] |
| Audio           | N/A            | [114, 128, 266]    | [37, 260]                |
| Text            | N/A            | N/A                | [165, 222, 262–265, 280, 290, 293] |

7.3 Detecting Steganography

There are a number of papers for detecting steganography performed through embedding [246, 261]. The idea is to detect differences in latent spaces and probability distributions between the images or text that contains messages compared to the version with nothing embedded. However, there is a dearth of steganalysis papers focused on detecting generative steganography. Many generative steganography papers measure detectability using measures such as perplexity (for text) [262], bits per sample (for audio) [37], human comparison (all) [128, 152], or discriminator models trained on innocent vs steganographic samples [93]. Moreover, steganographic systems can potentially be thwarted if one can easily remove the secret message. For example, one could use GANs to resample suspicious images, thereby likely making the secret message unrecoverable in the process.

8 FAIRNESS

There is a rich literature of proposed notions of fairness and their formalization and application to machine learning. These include notions of individual fairness such as fairness through awareness [66] and counterfactual fairness [132] and also notions of group fairness such as statistical parity [66], conditional statistical parity [49], and equalized odds [90]. However, many of these notions conflict [66] and there is little to no consensus as to what notion (if any) is the correct one.

An important motivation for the study of fairness in machine learning is the recognition that machine learning can be applied in situations where the stakes are high such as crime sentencing [10, 60] and loan approval [90, 118]. The concern is that due to training bias, bias inherited in the data [118], or other reasons, models trained may be biased. There have been many attempts to create truly fair models, from removing sensitive attributes from models representations [150, 273] to optimizing models to ignore sensitive attributes [33, 249].

Generative models provide ways of generating fair data rather than having to train fair models or modifying an existing model to guarantee some fairness criterion. There are several proposals to generate fair datasets. One is FairGAN by Xu et al. [254]. FairGAN can remove sensitive attributes and recreate the data without them. This has been used with text datasets to recreate the whole dataset and maintain relationships while removing any indication of sensitive features. In a similar vein, Sattigeri et al. [205] propose removing sensitive features such as skin color from image databases. The hope is that as generative models improve, these methods can be used to completely replace datasets with sanitized versions. This would ensure that decisions made with that data are fair, without having to specifically train a fair model.

A separate line of work explores the use of generative models to detect unfair models. While detecting unfair models can be done without generative models, one way to check for fairness is to use a generative model to synthesize data points with and without sensitive information and then feed them to the potentially unfair model. If the model returns
different results, then it is unfair. This idea has been applied to both text [26] and images [58], by changing sensitive attributes such as race, skin color, age, and others and evaluating model output for different values of these attributes.

9 THREAT OF GENERATED INFORMATION
Generative models can be used to falsify information or generate fake information that is then presented as legitimate in an attempt to influence people’s thinking or decisions. A prominent example is deepfakes [73], which are realistic-looking media (i.e., audio, photos, or videos) that depict situations or events that did not occur such as famous people saying things they did not say. The concern surrounding deepfakes is its potential use as disinformation: e.g., that unsuspecting individuals may believe that a deepfake is genuine and share it [6] on social media thereby potentially influencing public opinion [223] or maybe even the outcome of elections [212]. A related concern is that deepfakes have the potential to undermine the public’s trust in information [44].

It is also worth noting that the use of this technology for certain purposes has already been outlawed in several US states [52, 126] due to its potential to cause harm, for example through the creation of revenge and celebrity porn.

9.1 Creation of Deepfakes and Text-based Synthetic Media
The use of generative models to modify images or videos has legitimate applications. Early examples of this technology focused on making small alterations to images, such as making a person look older [11] or change the color of a purse [291]. These techniques were then further utilized to alter images more substantially, for example by pasting one person’s face onto an image or video of someone else [170], creating an entirely new (fictional) people [120], or even lips-syncing entirely new audio [218].

These techniques are the basis for the most famous example of this threat, deepfakes. Deepfakes were first created by a Reddit user named Deepfake. There are several methods to create deepfakes, but an early one involved using autoencoders trained on facial images. The encoder extracts features from the face and the decoder reconstructs the face. By making two encoder-decoder pairs it is possible to swap the encoders and thereby swap faces. When the output of the encoder for face A is passed to the decoder of face B, the features of face A are essentially “pasted” onto face B [169]. While theoretically used by amateurs as a proof of concept, the threat of this technology has been demonstrated on politicians [234], celebrities [156], and in revenge porn [241].

A popular method to generate deepfakes is DeepFaceLab [183]. This framework allows users to create their own deepfake models and customize them with different model architectures, loss functions, and targets. It is popular because it achieves high-quality results while requiring a comparatively small amount of user input. This is in contrast to earlier methods such as Synthesizing Obama [218], which required the manual construction of a full 3-D model of Obama’s face.

Audio can also be faked as part of a video deepfake, or a standalone audio deepfake can be produced. Audio deepfakes are often produced through voice conversion [12, 39] or impersonation [80]. This process takes as input a sentence by the attacker and outputs an audio sample of the target uttering that sentence. While there are a variety of models and methods used, the general idea is to train a GAN or autoencoder to replicate the speaker’s pitch, tone, and more features, while ensuring that the result matches the desired sentence(s). These techniques have already been used in several real-world voice impersonation attacks where companies were tricked into forwarding money to attackers [217].

The threat of model-generated information presented as genuine is not limited to visual or audio media. For example, advances in language modeling have resulted in models that produce increasingly realistic outputs. For example, when OpenAI’s GPT-2 [211] was released, the authors were concerned about malicious use of their work [47]. To prevent
their model from being used for spam and disinformation, they initially released a smaller version of their model that only had about 124 million parameters. Several months later, they released a 355M version, then 774M, and finally they released the full 1.5 billion parameters model in November of 2019 [210]. The time between each release allowed for detectors and other defensive measures to be developed.

Since then GPT-3 has also been developed. While the model has not been open-sourced, an API makes it available to the public. Samples from it [70] alone, which can fool fool humans, have sparked concerns [54]. For instance, a blog received 26 thousand visitors before someone evoked the possibility that its articles were generated using GPT-3 [188]. In contrast to deepfakes, which are enabled by generative models, text-based disinformation can easily be produced and disseminated by humans without the use of language models such as GPT-2 and GPT-3.

9.2 Detecting Synthetic Media

Several techniques have been proposed to detect deepfakes and generative models’ output more generally. These often fall into two broad categories: (1) identify artifacts commonly present in generative models’ output, or (2) detect if a possibly synthetic image came from a known generative model.

An example of a technique that falls in the first category is Li et al. [139]. The idea is to use the fact that many deepfake generators do not properly replicate blinking. Indeed, in many generated videos the subject of the video did not blink at all or if they did it was rare. While this detection method worked for the models they examined (LSTM-RNN), better generative models were then designed to take blinking into account. Since then, there have been similar proposals that use politician facial patterns [4], eye gaze [56], or general biological signals [46] to identify deepfakes.

The second category attempts to leverage knowledge of the model to detect synthetic media. This is related to the attribution problem, which involves attributing synthetic media to the specific model that produced it. Detectors such as GLTR [81] use the likelihood of text under GPT-2 to determine if that text was generated using GPT-2. Several papers have produced methods of inverting images back to the model [7], or looking for specific telltale artifacts left behind by certain models [270]. Zhang et al. [275] uses entropy measures to estimate if an image came from one of their known models. Chai et al. [34] developed a method to split an image up into patches and use them to identify places where a synthetic image is most detectable. This allows defenders to quickly identify artifacts left behind by new models. A major downside of the attribution approach is that the model used must be known. While this assumption may be true for adversaries that use public models, an adversary who trains their own model may be able to avoid detection.

Additionally, some methods do not neatly fall into the two aforementioned categories. For example, Nataraj et al. [168] propose splitting an image into co-occurrence matrices they are able to detect if it was generated with a GAN. Wang et al. [242] show that a detector trained on one image generation model is transferable to many other image generators while still maintaining high accuracy.

10 DISCUSSION & OPEN PROBLEMS

There are already many applications of generative models to security and privacy. It is expected that as research into generative model architectures leads to improvements, more security-related applications will emerge. In addition, improvements will also enhance existing applications. For example, generative models producing more realistic outputs will improve the security of steganography techniques (Section 7), and the quality of synthetic datasets produced for privacy (Section 4). At the same time, these improvements will also increase the quality of deepfakes and synthetic media, thus making them harder to detect.
Beyond improvements in generative models architectures and techniques, there are important open research problems that deserve discussion.

**Evaluating generative models.** As we discussed in Section 2.3, there is no one-size-fits-all metric and each specific application of generative techniques often requires its own sets of metrics and evaluation methodology. A metric or singular process that would be able to evaluate output realism, similarity to the training dataset, and diversity would vastly simplify the model training process. This problem is exacerbated when considering generative models in a security context, due to the lack of security metrics for some applications.

For example, when generative models are used for image-based steganography (Section 7), the goal of the evaluation methodology may be to quantify the ability of an adversary to distinguish between images that have been produced using the generative model (and thus embed some hidden message) and "normal" images. But this depends on the adversarial threat model (i.e., on the assumed capabilities and knowledge of the adversary). Are the images being compared against samples in a dataset of "normal" images? Are they being evaluated by a human? In the first case, image comparison metrics are needed, while in the second human evaluation metrics would be more accurate.

In contrast, when applying generative models to produce adversarial examples (Section 5.1), important factors may include how well the attacking model represents the target’s latent space, as well as the output diversity/stability. A model that scores high on these metrics would be able to generate a large number of adversarial examples, even if they may not be the most realistic. A possible direction for future research is to develop metrics and methodologies for evaluating generative models within the context of specific security-related applications.

**Detecting and attributing synthetic media to generative models.** A related open problem is the detection of synthetic media and its attribution to specific generative models. It seems natural to think that the more realistic a generative model’s output is, the harder it becomes to distinguish it from real data. However, this is not necessarily true. For instance, take a generative model that reproduces exactly a photo from its training data and only ever produces this specific output; the model is easy to detect. It is also clear what it cannot produce (i.e., everything else).

As described in Section 9, there are several techniques to detect deepfakes on the basis of "artifacts" left during the generation process. However, the limitation of these approaches is that one can (in principle) always train a better generative model that does not produce these artifacts. Thus, defenses in this vein are chasing an ever-moving target. Future research may investigate the possibility of detecting entire classes of generative techniques by the kind of artifacts they may produce, or examine the relationship between model complexity and the kinds of outputs it can produce.

11 CONCLUSIONS

Generative models have many applications. In this paper, we present a comprehensive survey of their application to security-related problems. We describe the different architectures of generative models and how they apply to different types of data or applications. We taxonomize metrics of generative models quality. We then turn our study to examining the use of generative models to enhance, automate, or otherwise facilitate attacks. We also survey their defensive uses and survey recent research on the use of generative techniques for privacy-preserving data synthesis, steganography, and fairness. We discuss the new threats of generative models being used to produce deepfakes and other types of synthetic media for the purpose of disinformation. Finally, we highlight some open problems and possible research directions.
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