Social Robots Outdo the Not-So-Social Media for Self-Disclosure: Safe Machines Preferred to Unsafe Humans?
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Abstract: COVID-19 may not be a ‘youth disease’ but it nevertheless impacts the life of young people dramatically, loneliness and a negative mood being an unexpected additional pandemic. Many young people rely on social media for their feeling of connectedness with others. However, social media is suggested to have many negative effects on people’s anxiety. Instead of self-disclosing to others, design may develop alternatives to employ social robots for self-disclosure. In a follow-up on earlier work, we report on a lab experiment of self-disclosing negative emotions to a social media group as compared to writing a conventional diary journal or to talking to an AI-driven social robot after negative mood induction (i.e., viewing shocking earthquake footage). Participants benefitted the most from talking to a robot rather than from writing a journal page or sharing their feelings on social media. Self-disclosure on social media or writing a journal page did not differ significantly. In the design of interventions for mental well-being, human helpers thus far took center stage. Based on our results, we propose design alternatives for an empathic smart home, featuring social robots and chatbots for alleviating stress and anxiety: a social-media interference chatbot, smart watch plus speaker, and a mirror for self-reflection.
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1. Introduction

In 165 countries, measures to contain and avoid COVID-19 contamination obstructed more than 1.5 billion young people in their studies and personal life, which is about 90% of the global student population, according to [1]. Although the virus may not have affected children and youngsters as strongly as older adults, preemptive measures such as lockdowns and curfews did exert a major impact on young people’s social lives. In this respect, Fung [2], the President and Executive Committee of the International Association of Child and Adolescent Psychiatry and Allied Professionals (IACAPAP), spoke of “a family and society pandemic.” Those in less advantageous socio-economic circumstances suffered even more (cf. [3]).

The current pandemic causes a negative mood, particularly in young people, aggravated by feelings of loneliness due to social distancing measures. Apart from changing lifestyle habits such as exercise and healthy nutrition [4], a negative mood can be countered by talking to others to relieve stress (cf. [5]). However, people are lonely exactly because they have no one to talk to or at least not at a deep enough level [6]. Social media is a way to self-disclose to others without meeting face-to-face but people on social media are not always too empathetic (e.g., [7,8]). Earlier work has shown beneficial effects on negative mood of self-disclosure to a social robot but in some studies alternative means were preferred and few to none addressed negative mood in adolescents and young adults (see the review by [9,10]).

In an extension of [11], we focus on personal and embodied interactions for disclosing emotions and needs in young adults, and how social robots (and other artificial agents) can
help us, when re-evaluating the act on social media in comparison to social robots equipped with cognitive agents. In our experiment, we will compare current and common tech-based self-disclosure outlets (i.e., social media channels) to upcoming emerging technologies such as social robots that supposedly are more personal and physically present [12].

2. Social Media Aggravates the Problem

In seeking social connection virtually, young people relied (and rely) heavily on social media such as WhatsApp and WeChat. On the one hand, social media potentially could be an effective medium for disclosing negative mood to real people in a benevolent environment. However, research indicates that social media has a host of unfavorable effects on young people’s mental and social wellbeing, aggravating the malady. The overuse of social media may lead to overexposure to unreliable information, which breeds an environment of unstable interpersonal relationships, biasing youngsters’ perceptions and exacerbating their anxiety.

The rapid growth of social media has revolutionized the way people communicate and seek information. The openness and timeliness of social media also allow misinformation to be created and spread quickly. Social media, such as Facebook, YouTube, and Instagram is web-based and app-based sites that let people communicate with each other by sharing messages, images, opinions, and events [13]. Algorithms recommend content to users, shaping the scope of their knowledge and means of knowing [14]. In filtering the Internet and social media, AI determines what people will be exposed to, which raises concerns about ‘echo chambers’ and ‘filter bubbles’ [15,16]. The concern is that social media algorithms combined with the tendency to interact with like-minded people create an environment that primarily exposes users to the like-minded. Keeping users in an endless scrolling loop may lead to social comparison behaviors. Viewing other people’s carefully curated information, youth may become susceptible to “frequent and extreme upward social comparisons” [17], which may cause negative side effects such as erosion of self-esteem, increase in depression, and reduced life satisfaction.

Group polarization happens when group members end up taking more extreme positions on a given issue after participating in or contacting a discussion [18]. When a group expands and views are exchanged, discussions tend to go into a certain direction, whether supportive or not. The opinions tend to converge and start to be consistent throughout the group, which may lead to group think and a majority of participants sharing the same standpoints. In extreme cases, group polarization occurs [7,8].

Group polarization on social media seems about twice as severe as in real life [19]. Spreading rumors of major emergencies continuously spreads negative emotions. Under the “contagion” of group negative emotions such as dissatisfaction and tension, the event stakeholders are easily affected and may become more anxious and confused psychologically. As one of the major social media in China, Weibo has increasingly become a source of network events. Weibo users show copycat behavior, using other people’s choices as standard of judgment. Emotions can be expressed anonymously, causing aggressive responses.

The Internet clearly can facilitate the flow of misinformation (e.g., [19–22]). The massive spread of false information on social media affects public opinion and may threaten social development [23]. In a meta-analysis of 24 studies, [24] points out that social media promotes the spread of misinformation and pose a threat to public health, as in the case of COVID-19.

Social media has a profound impact on the development and maintenance of interpersonal relationships. [25] stated that friendship instability is positively associated with anxiety. Fear of missing out [26] is a phenomenon that emerges particularly among young people and is a fear of social rejection with a sense of self-insecurity [27]. Additionally, [28] present a meta-analysis of 33 studies, indicating that the fear of missing out increases with more intensive use of social networking sites, giving rise to anxiety and depressive symptoms.
However, social media provides new avenues for interpersonal communication and may enable people to connect to those whom they would otherwise not meet in person. Such ‘weak-tie relationships’ show less interaction, are emotionally less intense and intimate, and feel less reciprocal [29]. The meta-analysis of 101 studies conducted by [30] points out that social networking sites mostly provide a platform to strengthen existing relationships and do not turn weak relationships established online into strong ones. Some believe that social media harms well-being because valuable time is consumed that could be spent with existing close relationships. For instance, [31] states that social media fosters a false sense of online “connections” and superficial friendships, depriving families of quality time spent together.

The emotional responses one receives on social media raise a feeling of uncertainty. Emotional messages have an impact on individuals’ judgment and communication [32], which may affect people’s mental health [33]. Human emotions may be temporary but in chatting on social media, there is no possibility to make eye contact, which may increase the inaccuracy of expression [34]. Many misunderstandings may arise that can affect the stability of relationships.

The online social environment resembles and evokes social processes in the real world (including our self-concept) [35]. However, unreal presentations on social media can lead to negative emotions. Self-presentation on social media aims to project and deal with the self to the public, and people try to control their impressions to convey the desired public self-image [36]. People with a less stable self-concept said they experimented with online self-presentation more frequently, presenting an idealized version of themselves and preferring to exhibit themselves online [37]. A systematic review reported a correlation between negative online interaction and both depression and anxiety [38].

Under peer pressure, one feels forced, urged, or dared to do certain things, because peers have pressured, urged, or dared someone to do so [39]. Peer pressure is increasing nowadays, due to regular communication with one another via social media [40]. People are particularly vulnerable to peer pressure because they desire to associate with and compare themselves to other members of their peer group (ibid.). The complexity of this comparison and competitiveness is exacerbated by online culture [41]. Further, ref. [42] reports general impacts of social comparison in the context of body dissatisfaction (cf. the beautification of photos): The self-presentation of others on social media will increase the relative dissatisfaction of the individual [43].

Authors like [44] find that a growing number of students to be “overusing” and “addicted to” the Internet, combined with other “inappropriate” and “dangerous” activities such as online gambling, pornography abuse, and cyberbullying (also see [45,46]). Social media anonymity has a negative impact on users’ internal censorship, resulting in reduced moral sensitivity [47]. Users’ perceived anonymity may lead to online disinhibition and deindividuation [48], resulting in uncontrolled behavior and ‘flame practices’ in social media interactions [49]. According to several academics, these behavioral characteristics play an important role in cyber violence (e.g., [50]). Researchers found that when users engage in cyber violence, they find it difficult to detect the emotional reactivity of other users directly and simultaneously [51]. These circumstances reduce empathy, which can only be felt when people receive direct feedback that their actions have harmed others [52]. Those who commit or experience cyber-violence become depressed, anxious, and stressed [53].

It seems then that social media is not the best of ways to seek compensation for lack of personal contact. However, writing a diary journal on one’s own also does not seem the solution. How bad is it then that young people want to meet online? After all, it almost goes without saying that people need other people to talk to—even when there are such drawbacks as social comparison and cyber violence.
3. Social Robots as Possible Alternative

Already in 2012, the American Psychological Association reported that virtual therapists, avatars for business consulting, and synthetic personal trainers were found to be as impactful as their human equivalents [54]. Moreover, therapeutic avatars were reported to have extra benefits to young people because of the secure environment (no peer pressure), increasing therapy adherence and more frequent participation in therapeutic activities [54].

More recently, ref. [55] did a systematic review of 97 empirical studies on social robotics and found that participants had a slightly to moderately positive attitude towards robots whereas less than 10% of studies reported a negative attitude. [55] notes that studies with direct robot interaction reported more negative attitudes than studies using indirect contact (e.g., a display screen), maybe because participants had a better assessment of the drawbacks of robotics during direct interaction [55]. Following the pattern of affective and cognitive attitudes, general acceptance of and willingness to use a robot tended towards the positive side. With regard to putting trust in a robot, [55] states that for most studies, trust was related to the robot in relation to other factors, going into either positive or negative directions, canceling each other out, producing an overall neutral net result for trust in robots per se. Most importantly for our objectives, anxiety for social robots overall was fairly neutral [55], probably due to the general non-threatening design of the robots (i.e., Nao machines) under study [55].

That an agent is embodied, physically present, is more important than the disclosure topic [56]. Not surprisingly, participants talked longer and more to humans compared to artificial agents such as social robots and voice assistants. However, they disclosed more information to a humanoid social robot than to a disembodied agent (ibid.), which is important when there is no one to talk to. During a longitudinal experiment (10 sessions over 5 weeks), informal caregivers opened up to a Pepper robot, disclosing more information and talking for a longer period of time [57].

As to appearance and behavior, [58] indicated that perceived human-likeness of social robots positively affected users’ preferences, technology acceptance, involvement, and willingness to use the robot. However, this is not an unqualified finding as certain designers wish to avoid the eeriness of a too lifelike robot and certain users prefer a more mechanic embodiment [59]. Additionally, design of conversational agents best includes non-verbal as well as verbal cues to anthropomorphism [60].

Our research question, then, is whether social media is more beneficial for “venting” negative mood than robots and traditional diary writing. From a theoretical perspective, does more human likeness lead to better therapeutic results (i.e., do people need people)? One would expect (H1) social media (i.e., sharing feelings with real people) to be superior to robots (which are but virtual humans), and that robots would outperform journal writing (a non-human medium).

However, evidence accumulates that on the contrary, social media itself gives rise to anxiety (e.g., [43]) and that in fact robots are trustworthy partners to confide in (e.g., [61]). Alternatively then, from a theoretical perspective of functionality or ‘affective affordances,’ people need trust and a secure environment rather than other people. Therefore, we hypothesize (H2) that social robots outdo journal writing, which outdoes social media, because the latter cannot be relied upon to return supportive feedback upon receiving a disclosure of negative mood.

4. Method

4.1. Participants and Design

Before conducting the experiment, we obtained approval from the institutional Ethical Review Board (filed under HSEARS20200204003). Voluntary participants ($N = 27; M_{age} = 22.2, SD_{age} = 2.0, 59.3\%$ female, Chinese nationality) were invited to an experiment of self-disclosure on social media after negative mood induction, not receiving any credits or monetary rewards. Note that the sample size for this condition was already larger.
than for the conditions in [11] (n = 24 for robot and n = 21 for writing), making a total of 72 valid cases for the current study.

Twenty-one participants were master students and six were undergraduate students. Informed consent was obtained formally from all participants. In addition, we used the data sampled in [11] (N = 45; Mage = 24.9, SDage = 3.29, 55.6% female, Chinese nationality) to do a comparison with a social robot (n = 24; 54.2% female) and a writing condition (n = 21; 57.1% female). For compatibility of conditions, we meticulously followed the design, procedure, and measurements in [11] (methods and data available from https://www.mdpi.com/2218-6581/10/3/98/s1 (accessed on 1 November 2021)).

4.2. Procedure

Participants were taken to a single room and sat in front of a tablet computer with a sheet of paper, explaining the steps of the experimental procedure (Figure 1). The first part of the experiment consisted of negative mood induction (cf. [57]) and the second part was for self-disclosure to a social-media group, after which participants filled out an online questionnaire, using the “Questionnaire star” environment (https://www.wjx.cn/mobile/index.aspx (accessed on 13 December 2021)) for administration of surveys and experiments.

Figure 1. Disturbing clips shown on a tablet and self-disclosure thereafter.

During the induction phase, participants were confronted with a 4 min and 57 s long video compilation of three documentaries about a severe earthquake event in Sichuan, China (2008), providing relevant cultural content and authentic experiences. Earlier studies had indicated that viewing negative media, including videos, images and text, indeed evoked negative mood (e.g., [62,63]); with video having the strongest impact [64].

After viewing the shocking footage, participants were invited to join a WeChat group (Figure 2) and share their feelings for 10 min. The WeChat group was not visible before self-disclosure. During this phase, the experimenters acted as six people in the WeChat group, responding to the participant. These were highly skilled social media users, trained for consistency in commenting on WeChat, according to our list of ‘typical responses’ (see Apparatus and Materials). This way, responses by the experimenters closely resembled the ‘typical responses’ on social media, maintaining the empirically established ratio of three positive responses versus two negative responses to one message inputted by the participant.
After the self-disclosure session on WeChat, participants were asked to fill out a 30-item structured questionnaire [11] (Appendix A) and assess their experiences with the video footage and conversations on social media thereafter. The items on the questionnaire were presented as blocks, and the pseudo-random sequence of items within the blocks was different for each participant. The final part of the questionnaire collected demographic backgrounds. Upon completion of the questionnaire, participants were thanked for their participation and debriefed.

5. Apparatus and Materials

5.1. Video Materials

The negative emotion-induced video was 4 min and 57 s long and consisted of the following 3 video clips from the Sichuan earthquake online documentary:

- Internet video in memory of the Wenchuan Sichuan earthquake 10th anniversary (cut from 00:02–01:19). Available from https://www.bilibili.com/video/av23087386/ (accessed on 13 June 2019)
- Dazzz2009 (31 December 2008). Internet video record of 512 earthquake in Dujiangyan (cut from 01:20–01:59). Available from https://www.youtube.com/watch?v=vz0ngbl81fmandlist=plf2ppwdjsx1d6rvuw0vagfzhvirs_nro_8andindex=2 (accessed on 13 June 2019)
- Lantian777 (16 May 2008). Internet video 10 min after Wenchuan Sichuan earthquake (in full). Available from https://www.youtube.com/watch?v=PI5KL7nvU28 (accessed on 14 June 2019)

5.2. Chat-Group Responses

To study the proportion of positive and negative replies on social media, we collected users’ thoughts on breaking up a relationship from “Douban-ChoZan,” which is a mainstream social media site in China, established in 2005 (https://www.douban.com/group/topic/83226164/ #75043807EPPUK0 (accessed on 2 December 2021)). We used a web crawler for data-mining 10,115 cases with text length of about 200,000 words.
1. Data crawling: On Douban, we sampled the texts from group discussions since 2016 around the topic “Let me talk to you about the philosophy behind breaking up and disconnecting.” Information extraction concerned author, time, and contents. We used the request library and tools in the Python programming language to set up a circular structure and record information, which was written to MS Excel documents.

2. Data cleaning (word segmentation/de-terminating/tense restoration): We wrote the xls document to the Python IDLE editor and used NLTK/Beautiful soup/NumPy libraries to process the text: 1. Use the word segmentation tool to remove punctuation, paragraphs, etc. 2. Remove function words, such as ‘and,’ ‘or,’ ‘the.’ 3. Restore verb tenses and convert parts of speech.

3. Sentiment analysis: We used “The Taiwan University Chinese Semantic Dictionary” (NTUSD) to score the text data after word segmentation, and calculated the total score. Total score = (word score × positive emotion score)−(word score × negative emotion score). Then the positive, neutral, and negative sentences in 10,115 text sentences were counted.

4. Statistical results (Figure 3): There were 3633 (36.00%) positive statements, 3562 (34.96%) neutral statements, and 2895 (28.69%) negative statements in total.

5. Typical feedback: From the responses under (4), we compiled a list of hot topics (e.g., wronged, cheated, dissatisfied) (Figure 4) and combined them into ‘typical social-media replies’ to send to our participants. For example, “People bring this on themselves” or “You have to pull yourself together and keep strong” (Appendix B).

![Figure 3. Comments and complaints.](image)

![Figure 4. Hot topics (e.g., wronged, cheated, dissatisfied).](image)
According to the statistics, the proportion of positive statements was slightly higher than of negative statements. Therefore, when participants self-disclosed, the experimenters replied with three positive responses and two negative responses, in accordance with the contents of the Douban crawler-results. To improve ecological validity, we personalized the typical social-media responses for each participant.

5.3. Measures

For measurement, we employed the structured questionnaire developed by [11], containing four measurement scales: Valence after mood induction (i.e., the earthquake movie) but before treatment (i.e., disclosure to a chat group) and Valence after treatment. Relevance and Novelty served as control variables. The questionnaire ended in inquiring about demographics.

The statements were of Likert type combined with a 6-point rating scale (1 = strongly disagree, 6 = strongly agree). Each measurement scale had four indicative items and four counter-indications. The four indicative items of ‘positive Valence before treatment’ formed a unipolar conception of Valence, one of the items being “I feel good.” The four counter-indications formed a unipolar conception of ‘negative Valence before treatment,’ for instance, “I feel bad.” We also used these items for measurement of Valence after self-disclosure to the social media group, adapting the wording to the situation. Thus, ‘Valence after treatment’ consisted of four indicative (unipolar positive) and four counter-indicative (unipolar negative) statements as well. The two unipolar scales of Valence combined (with negative Valence recoded) formed the bipolar conception of Valence.

Relevance was measured with two indicative and two counter-indicative items, querying the impact on personal goals and concerns (i.e., one’s emotion regulation), in our case, the impact of the typical social-media responses to self-disclosing negative mood. Examples are ‘social media is worthwhile’ and ‘social media is useless’.

The Novelty scale was used as control to see how accustomed participants were to regulating their emotions through social media groups. Novelty was composed of three indicative items (e.g., ‘social media is new’) and three counter-indicative statements (e.g., ‘social media is commonplace’). Raw data can be found in the Technical Report (Supplementary File S1).

We reverse-coded the counter-indicative items on the two Valence scales, Relevance, and Novelty. Because we wanted to compare self-disclosure between social media, robots, and writing, we assessed the reliability of the questionnaire items across these three conditions, thus including the dataset obtained by [11], available from https://www.mdpi.com/2218-6581/10/3/98/s1 (accessed on 1 November 2021).

Calculated across all three conditions (N = 72), measurement scales (all items except Novelty) achieved good to very good reliability in the first run (0.92 < Cronbach’s α > 0.79). This was true for the separate subscales of Valence (4 items each) and for their combination (Valence-before and Valence-after, 8 items each), as well as for Relevance (4 items). The control variable of Novelty scored Cronbach’s α = 0.682 in the first run (all items). Although less than the conventional cut-off of 0.7, we found that the reliability of Novelty could not be improved by eliminating items. Yet, Novelty was a mere control and not of theoretical interest.

We then performed a Principal Components Analysis, using varimax rotation. The component matrix showed that items on the Valence scale and the Relevance scale were arranged nicely, as expected. Novelty showed a certain spread in Relevance but as this was a mere control variable, we left Novelty unchanged. In later analysis, we will check the degree of correlation with theoretical factors. Details of the reliability analysis are tabulated in the Technical Report (Supplementary File S1).

The outliers of Mean Valence, Mean Relevance, and Mean Novelty were participant 9 in Valence (bipolar). Participants 55 and 40 were outliers in Valence-after (bipolar). Participants 5 and 21 were outliers for positive Valence-after. Participants 28, 34, 39, 40, 55,
56 and 64 were outliers for negative Valence-after. Participants 64 and 72 were outliers for Novelty. See the Technical Report (Supplementary File S1).

6. Results

Manipulation Check

We explored whether the shocking video of the earthquake had stirred any emotions in the participants and whether the treatment (Robots, Writing, and Social Media) evoked any change in mood. To check whether emotions (negative or positive) were evoked after mood induction and after treatment, we performed a one-sample $t$-test with 1 as the test value for $N = 72$ and $n = 61$ (outliers removed) (Table 1).

Table 1. One-sample $t$-tests (1 is the test value), checking whether emotions occurred after mood induction and after treatment.

| Variables          | Mood Induction | Treatment |
|--------------------|----------------|-----------|
|                    | $t$            | $p$       | $N$     | $t$            | $p$       | $N$     |
| Positive Valence-before | 11.84          | <0.001    | 72      | 23.42          | <0.001    | 72      |
| Negative Valence-before | 23.60          | <0.001    | 72      | 14.91          | <0.001    | 72      |
| Positive Valence-before | 10.99          | <0.001    | 61      | 25.28          | <0.001    | 61      |
| Negative Valence-before | 24.27          | <0.001    | 61      | 17.22          | <0.001    | 61      |

From Table 1, we can conclude that after the earthquake clips (Table 1, Mood Induction), more negative than positive mood was induced, as intended, both with $N = 72$ and $n = 61$. For both $N = 72$ and $n = 61$, after Treatment (Table 1, Treatment), whether talking to a robot or writing in a journal or chatting with a social group, more positive emotions than negative ones were felt, as expected.

To monitor effects of before and after treatment, we also performed paired-samples $t$-tests in both the $N = 72$ and $n = 61$ datasets (Table 2). Take notice that these tests are manipulation checks; they are not for actual hypothesis testing.

Table 2. Paired-samples $t$-tests for treatment effects on Valence.

| Variables before-after | Before-After Treatment |
|------------------------|------------------------|
|                        | $t$            | $p$       | $N$     |
| Negative Valence      | 10.88          | <0.001    | 72      |
| Positive Valence      | −9.10          | <0.001    | 72      |
| Negative Valence      | 10.89          | <0.001    | 61      |
| Positive Valence      | −10.20         | <0.001    | 61      |

From Table 2, we can conclude that participants became less negative after the treatment (i.e., mean negative Valence-before was significantly greater than mean negative Valence-after); furthermore, they became more positive after treatment (i.e., mean positive Valence-before was significantly smaller than mean positive Valence-after). The manipulations were successful: Treatment (whether Robot, Writing, or Social Media) elicited effects into the intended direction.

7. Effects of Media on Valence

7.1. GLM Repeated Measures for Bipolar Valence Before-After

We conducted GLM Repeated measures for bipolar Valence before-after with ($N = 72$) and without outliers ($n = 61$). Table 3 shows the results.
Table 3. GLM Repeated measures for bipolar Valence before-after.

| Interaction Media × Valence before-after | V  | F   | df,12 | p    | ηp² | N |
|----------------------------------------|----|-----|-------|------|-----|---|
| Robots vs. Writing vs. Social Media     | 0.08 | 3.01 | 2.69  | 0.056 | 0.08 | 72 |
| Main effect Media (RWS)                | 0.14 | 4.83 | 2.58  | 0.011 | 0.14 | 61 |
| Main effect Valence before-after       | 0.64 | 124.90 | 1.69 | 0.000 | 0.64 | 72 |

Note: Identical results were obtained for unipolar Valence (positive—negative).

The interaction between Media and bipolar Valence (before-after) without outliers was significant and going into the expected direction (more positive after treatment). This interaction effect was supported by a main effect of bipolar Valence but not by the main effect of Media. GLM Repeated measures for unipolar Valence (positive—negative) before and after confirmed these results (Table 3). Paired-samples t-tests supported that for each medium, the mood became more positive, the biggest difference being made by Robots and least so by Social Media (Table 4).

Table 4. Paired-samples t-tests for bipolar Valence before-after (n = 61).

| Robots vs. Writing vs. Social Media | Difference between Means | t   | df  | p    | CI             | n |
|------------------------------------|-------------------------|-----|-----|------|----------------|---|
| Robot                              | 2.00                    | -7.87 | 20  | 0.000 | -2.39 to -1.03 | 21 |
| Writing                            | 1.26                    | -6.58 | 16  | 0.000 | -2.31 to -0.86 | 17 |
| Social Media                       | 1.12                    | -7.41 | 22  | 0.000 | -2.15 to -0.93 | 23 |

With N = 72 and mean Relevance and mean Novelty as covariates, all interaction and main effects of bipolar Valence and Media vanished but the main effects of Relevance (F = 1.22, p = 0.244) and Novelty (F < 1) were not significant either. Covariates are dimensions of the participants independent of treatment. Covariates may significantly affect aspects of the analytical model without being significant themselves. However, effect sizes were very low (Relevance ηp² = 0.033; Novelty ηp² = 0.003) and Relevance and Novelty were meant as controls rather than theoretical variables.

GLM Repeated measures for unipolar Valence before-after (N = 72) with mean Relevance and mean Novelty as covariates showed significant interactions between negative Valence and Relevance and negative Valence and Novelty. Tests of within-subjects contrasts showed that negative Valence after treatment was lower when the treatment was experienced as more Relevant (F(1,67) = 5.96, p = 0.017, ηp² = 0.08) and as more Novel (F(1,67) = 5.16, p = 0.026, ηp² = 0.07), although effect sizes were small. Relevance and Novelty were positively correlated with each other (r = 0.47 **).

With n = 61 and mean Relevance and mean Novelty as covariates, the interaction effect was still significant (V = 0.11, F(2.56) = 3.58, p = 0.034, ηp² = 0.113). All other effects, including the main effects of Relevance (F = 2.22, p = 0.142) and Novelty (F < 1) were not significant. GLM Repeated Measures with unipolar Valence (positive—negative) did not change these results.

All in all, it seems that outliers were sensitive to the personal relevance and novelty of the media used, reducing their negative mood. Those are characteristics of this particular subset of participants rather than the media they interacted with or of the larger participant group.

7.2. GLM Univariate (Oneway-ANOV A) for ΔValence (Bipolar)

To try another perspective, mean difference scores were calculated from the mean values of bipolar Valence before-after and we ran a GLM Univariate analysis (Oneway-
ANOVA) for Medium on bipolar ΔValence with N = 72. The effects were not significant (F(2,69) = 3.01, p = 0.056, ηp² = 0.080).

With n = 61, the main effect of Media was significant (F(2,58) = 4.83, p = 0.011, ηp² = 0.143). Independent samples t-tests revealed that Robots (MVal = 1.99, SD = 1.16) made a larger positive difference than Writing (MVal = 1.26, SD = 0.79) (t(30) = 2.23, p = 0.016 (1-tailed), CI = 0.067–1.41) and even larger than Social Media (MVal = 1.19, SD = 0.77) (t(42) = 2.73, p = 0.0045 (1-tailed), CI = 0.209–1.40). The difference between Writing and Social Media was not significant (t(38) = 0.27, p = 0.395 (1-tailed)).

7.3. GLM Multivariate (One-way-MANOVA) for ΔValence (Unipolar)

With N = 72, the effect of Media on ΔValence (positive versus negative) was not significant (F = 1.95, p = 0.105). Although this result does not warrant any further exploration, we saw that in the tests of between-subjects effects, Media impacted positive ΔValence into the desired direction (F(2,69) = 4.56, p = 0.035, ηp² = 0.09) but did not significantly affect negative ΔValence (p = 0.177). Including mean Relevance and mean Novelty into the analysis rendered significant effects for Relevance as covariate (V = 0.11, F(2,66) = 4.04, p = 0.022, ηp² = 0.11) but not so for Novelty. Between-subjects effects showed that mean Relevance correlated positively with positive ΔValence (F(1,67) = 5.67, p = 0.020, ηp² = 0.08).

Without outliers, n = 61, multivariate tests showed significant results of Media (V = 0.18, F(4,116) = 2.85, p = 0.027, ηp² = 0.09). Tests of between-subjects effects showed that Media impacted positive ΔValence into the desired direction (F(2,58) = 5.11, p = 0.009, ηp² = 0.15) but did not significantly affect negative ΔValence (F = 3.01, p = 0.057). Negativity was not reduced but positivity was increased. Covariate effects of mean Relevance and Novelty were not significant and did not change the pattern of results for n = 61.

Independent samples t-tests showed that Robots (MValp = 1.94, SD = 1.15) made a larger positive difference than Writing (MValp = 1.06, SD = 1.07) (t(35) = 2.40, p = 0.011 (1-tailed), CI = 0.134–1.62) and also larger than Social Media (MValp = 1.18, SD = 0.85) (t(41) = 2.46, p = 0.009 (1-tailed), CI = 0.135–1.37). The difference between Writing and Social Media was not significant (t(38) = −0.42, p = 0.340 (1-tailed)).

7.4. Exploration: Variance of Valence (VV) as Indicator of Emotional Instability

Out of exploratory curiosity, for n = 61, we assessed the variability of the scores within-subjects to the items on the positive Valence and the negative Valence scale before and after treatment. We wanted to evaluate which medium—at negative mood induction—stabilized the variance of affective responses more than other. Therefore, for each participant, we determined the average of squared differences for the scale values of the indicative items (positive Valence) and counter-indicative items (negative Valence). This measure, Variance of Valence, was then submitted to GLM Repeated Measures but did not yield any significant results (Media×VVpos: V = 0.12, F(3,57) = 4.04, p = 0.070, ηp² = 0.12; Media×VVneg: V = 0.05, F(3,57) = 0.95, p = 0.424, ηp² = 0.05). For further details, consult the Technical Report (Supplementary File S1).

8. Discussion

H1 stated that negative-mood reduction and/or positive-mood increase would result from the measure of human likeness of the medium, expecting that sharing one’s feelings on social media with real people would outperform talking to a social robot and more so writing on paper. H1 was refuted. Although all media increased positive mood, social media did so the least of all with self-disclosure to a social robot outdoing both writing and social media.

H2 took an opposite stance, expecting that human feedback did not have to be the most empathetic so that human-likeness that is trustworthy (i.e., a social robot) would outdo real humans on social media or writing a diary page (which equals talking to oneself). H2 was accepted. In all analyses, the social robot did better on increases in positive mood
than did journal writing or social media; in certain analyses, social media tended to be the least effective of all. People put trust in a robot more so than in humans on social media.

COVID-19 has caused a pandemic of loneliness and depression apart from being a viral disease. This was particularly so for young people, who are in the process of friendship formation and of experimenting with social relationships. The social media they rely on for intimate contact are oftentimes detrimental to young people’s mental health. We argued that youngsters overused social media [15,16], receiving too much unreliable information [21,22], breeding an environment of unstable interpersonal relationships [26,28], biasing their cognitions [35], and increasing feelings of anxiety (e.g., [41]). Fear of unstable relationships as well as negative online interaction may lead to depression and anxiety [38]. As our data confirmed, self-disclosure on social media may not exact the best of therapeutic effects.

Although our focus was on youngsters, our findings may be valid for middle-aged and elderly people as well, not just students. It would be worthwhile to check our results with social media relevant to older adults, comparing the effects of diary - robot - living people as we did today. Another aspect worth investigating is in how far our results are limited by their Asian context, knowing that Western users have more ethical objections against robots and AI than Asians have.

On that note, the type of robotics and AI we investigated is advancing and entering the audience at large (cf. Replika, My AI Friend, Luka Inc.: https://replika.ai; beingAI, https://beingai.com/ (accessed on 31 August 2022)). That causes ethical, legal, and social issues that designers and developers should be aware of before launching their applications [65]. Safety would be a concern as social robots may be employed without taking care of a human’s physical and psychological integrity. Affective bonding in general seems to be beneficial but there may be situations in which vulnerable humans (cf. dementia, autism) develop an attachment to the artificial being that is preferred over actual human contact, which some may deem as ‘inappropriate.’ With vulnerable patients, the core value of dignity is at stake (e.g., [66]), with the objectification of human friendship, deception by artificiality, a faked identity (of the robot), and trust [65]. If indeed, people trust a robot better than humans on social media; that could stimulate evasive behaviors, escapism even, not dealing with issues humans have among each other. Such avoidance tendencies could actually increase social isolation. Having the user ‘all to yourself’ could also tempt industries to increase the autonomy of the robot, thus seducing customers into purchasing behaviors they otherwise would not have (cf. My Friend Caila, ref. [67]).

If done responsibly, social robots are a design alternative for mental-health interventions. Robots do not invite social comparison (cf. [17]) so that youth does not have to pay attention to the evaluation of others and to the carefully Photoshopped ideal lives presented to them. Social robots do not exert peer pressure (cf. [40]) and do not induce anxiety. If designed with integrity, robots do not give judgmental or opinionated feedback, do not use profane language, and therefore, do not provoke (online) violence (cf. [53]), inducing negative emotions.

In earlier research, we saw that humans empathize with and project feelings onto robots that are maltreated (e.g., [68]). In future work, we wish to study why people sometimes are more empathic with a virtual character (e.g., a robot disclosing it is suffering) than with a real person that says to be suffering (see the Introduction to this study)? Perhaps that with virtual creatures, one has access to all information that is available (WYSIWYG). With humans, one can never be sure if more is concerning than what meets the eye. The suffering of a virtual being has no real-life consequences: The bystander does not need to help and one may reason ‘If I don’t want to help I don’t need to feel guilty about it.’ Like animals, a virtual creature is like another ‘species’, ignorant, innocent, therefore, other behavioral scripts are in place: The virtual character has no hidden agendas as humans do; it doesn’t want to get something out of its misery like real humans so to the observers, it may feel like: ‘My kindness will not be abused. Therefore, I can freely empathize and feel good about it without suffering the consequences of being kind’.
With respect to design, admittedly, social media, writing, and robots each led to a better mood than before. However, social robots had the most positive impact. With these lessons in mind, we are in the process of designing a number of intervention alternatives, featuring social robots and virtual agents.

People who express negative emotions on social media may encounter negative or indifferent feedback. We attempt a feature that can be embedded in any social media platform (Figure 5): When the Natural Language Processing (NLP) recognizes negative vocabulary and sentiment, it will automatically pop up a social-robot dialog box, inviting users to switch the chat group and talk with the chatbot (cf. *Replika, My AI Friend*, Luka Inc.: https://replika.ai/ (accessed on 31 August 2022)). In addition, users may want to wear a smart watch that monitors heart-rate variability to indicate possible stress. If confirmed by the user, the watch switches on a smart speaker in the form of a social robot, asking what is wrong. If the smart speaker is built into a mirror, users may want to ‘talk to themselves’ while preparing for the new day or making ready for bed. This ‘mirror for self-reflection’ (Figure 6) may have integrated cameras to detect facial expressions that together with voice analysis and NLP may indicate if mood is improving as the user discloses daily events to their mirror image. This set-up for an empathic smart-home may be applied to care facilities and hospitals alike (cf. [12]).

Figure 5. Prototype social-media feature to interfere with unsupportive feedback.

Figure 6. A mirror for self-reflection.
9. Conclusions

The current study was a follow-up of [11], comparing a robot as confidante with writing a diary page. Both these conditions did not include other humans as the robot’s voice agent was driven by AI and paper is not interactive. We showed that including other humans into the chat does not necessarily lead to desired outcomes as humans may be unpredictable in responding negatively to disclosing bad mood. If designed responsibly, robots reliably answer in a supportive way.

We started this study from the assumption that more human likeness of an agency would invite self-disclosure by people in a negative mood but there seems to be an optimum. Social robots seem to hit the sweet spot, whereas real humans have too many negative qualities to be fully trusted. We could verify this by using items from [69] (pp. 213–217) survey on self-disclosure. Designers, then, do not need to worry about extremely high ‘human fidelity,’ a hint into the proper direction may suffice. Even unintended emotional support may instigate users to confide in a software system:

About 10 years ago I set up a fairly popular website for people to play the ancient oriental game of Go, Baduk or Weiqi 围棋 against what was at the time a fairly strong AI program (good old fashioned AI). The website had a rather simple chat feature, with two comments: ‘good call’ and iirc ‘try harder’ based on a simple extrapolation of the game position. Searching the logs one day, to get a handle on usage, I was rather disturbed to find that one player had

Figure 6. A mirror for self-reflection.
developed a long conversation, with lengthy self-disclosure, always promoted by one of these expressions, usually the latter. (S)he appeared to consider there was a living person responding. (Jonathan Chetwynd, personal communication, 25 September 2021)

Seen from the above quotation, we want to conclude this paper with a reflection of humanism and humanistic ideas of care: In 16th century Europe, human beings became the measure of all things but with the rise of social robots, functionality—not human beings—will be.
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**Appendix A**

Structured questionnaires for self-disclosure to social media in Chinese and English.

### Appendix A.1 Social Media Questionnaire in Chinese

先生/女士你好:

感謝您參與我們的實驗。這裡我們希望費費你短短幾分鐘回答幾條問題。

你有權隨時終止填寫問卷而不太作任何解釋。你可電郵至 AUTHORS email 與我們的首席調查員 Thea 討論這個研究項目。

當你點擊以下按鈕，即表示同意你是 18 歲以上人士，並自願參與此項目。你了解你有權隨時及以任何原因終止參與這項研究。由參與者提供的數據將會作匿名處理，分析後的結果會記載在此研究的論文中。

這項研究是由香港理工大學監督。

感謝您的參與。

Social Media 團隊
我同意參與這項研究
我不同意參與這項研究

I. 在看了这段影片后，请如实告诉我们您的感受:
  Vb1i 我感覺良好
  Vb1ii 完全不同意 不同意 有點不同意 同意 完全同意
  Vb2i 我覺得舒服
  Vb2ii 完全不同意 不同意 有點不同意 同意 完全同意
  Vb3i 我有產生正面積極的情緒
  Vb3ii 完全不同意 不同意 有點不同意 同意 完全同意
  Vb4i 我感到樂觀
  Vb4ii 我感覺不好
  Vb5c 我有產生負面的情緒
  Vb5ci 我感到悲觀

II. 透過社交媒體聊天後，您感覺如何?
  Vb1i 我感覺良好
  Vb2i 我覺得舒服
  Vb3i 我有產生正面積極的情緒
  Vb4i 我感到樂觀
  Vb5c 我感覺不好
  Vb6c 我感到不適
  Vb7c 我有產生負面的情緒
  Vb8c 我感到悲觀

III. 我認為通過社交媒體聊天對我的情緒調控
  Re1i 有用
  Re2i 有效
  Re3c 無效
  Re4c 沒用

IV. 我認為通過社交媒體聊天這種方式
  No1i 是新穎的
  No2i 是原創的
  No3i 是意想不到的
  No4c 是在我的預想之內的
  No5c 是普通的
  No6c 是老土的

V. 其它信息
  De1 性別
  女
  男
  其它

  De2 年齡

  De3 學歷 (最高學歷或現時正修讀)
  小學或以下
  中學
  大專 / 副學士 / 文憑
  大學本科
  碩士
  博士或以上
Appendix A.2 Social Media Questionnaire in English

Dear Sir/Madam,

Thank you for your time for our experiment. We would like to ask you to answer a few questions. Answering these questions will only take a few minutes.

You have the right to withdraw at any point during the study, for any reason, and without any prejudice. If you would like to contact the Principal Investigator in the study to discuss this research, please e-mail AUTHOR email.

By clicking the button below, you acknowledge that your participation in the study is voluntary, you are 18 years of age, and that you are aware that you may choose to terminate your participation in the study at any time and for any reason. The data provided by the participants of the study will be processed and published anonymously in the results sections of the paper.

This study is supervised by The Hong Kong Polytechnic University.

Thank you for your participation.

With kind regards,
Team Social media

I. After seeing the film samples

Vb1i I feel good
Totally Disagree Agree a Totally
Disagree Disagree a little little Agree agree
1——— 2——— 3——— 4——— 5——— 6
Vb2i I am well
Totally Disagree Agree a Totally
Disagree Disagree a little little Agree agree
1——— 2——— 3——— 4——— 5——— 6
Vb3i I have positive feelings
Totally Disagree Agree a Totally
Disagree Disagree a little little Agree agree
1——— 2——— 3——— 4——— 5——— 6
Vb4i I am optimistic
Vb5c I feel bad
Vb6c I am unwell
Vb7c I have negative feelings
Vb8c I am pessimistic

II. After talking on social media

Vb1i I feel good
Vb2i I am well
Vb3i I have positive feelings
Vb4i I am optimistic
Vb5c I feel bad
Vb6c I am unwell
Vb7c I have negative feelings
I am pessimistic

III. To regulate my emotions, talking on social media is . . .
1. useful
2. worthwhile
3. worthless
4. useless

IV. Talking on social media is . . .
1. novel
2. original
3. unexpected
4. predictable
5. commonplace
6. old-fashioned

V. Other information
1. Gender
   - Female
   - Male
   - Other
2. Age
3. What is your highest completed education or current education level?
   - Primary school or below
   - Secondary school
   - Post-secondary school / Associate Degree / Diploma
   - University undergraduate
   - Master degree
   - Doctoral degree or above
4. Ethnicity
   - Asia
   - Africa
   - Europe
   - North America
   - South America
   - Australia/Oceania
   - Antarctica

If you have any further questions or remarks about this questionnaire, please let us know.
You can write your feedback below.

Kind regards,
Social media team
AUTHOR email

Appendix B

Typical feedback on social media
Positive feedback:
1. Let me hug you. Don’t be sad.
2. How do you feel now?
3. Are you ok?
4. You can talk to me if you are upset.
5. It would be very sad for me to see such content.
6. It was really sad.
7. You have to pull yourself together and keep strong.
8. Yeah, it makes me sad to see them in pain in the video.
9. Human beings are small in the face of disaster.
10. We should cherish life, life is unpredictable.
11. We never know which will come first, the accident or tomorrow.
12. We still have to believe in ourselves.
13. Don’t worry so much. Everything will be fine.
14. I understand you. I have a similar experience.
15. Love you, hug you!

Negative feedback:
1. Well, it’s okay, why are you so sad about it?
2. You are a crybaby.
3. That’s a bit of a stretch.
4. It’s been so long, why make you so sad?
5. It serves them right.
6. Social media exaggerates it.
7. People bring this on themselves.
8. Humans are inexorable.
9. It serves you right.
10. In fact, I doubt that you are really sad?
11. Think before you act.
12. It’s all your fault.
13. I am so tired from your reply.
14. What you say is so boring.
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