Gravitational wave memory in dS\(_{4+2n}\) and 4D cosmology

Y-Z Chu

Department of Physics, University of Minnesota, 1023 University Dr., Duluth, MN 55812, USA

Received 11 July 2016, revised 4 October 2016
Accepted for publication 14 November 2016
Published 9 January 2017

Abstract
We argue that massless gravitons in all even dimensional de Sitter (dS) spacetimes higher than two admit a linear memory effect arising from their propagation inside the null cone. Assume that gravitational waves (GWs) are being generated by an isolated source, and over only a finite period of time \(\eta_1 \leq \eta \leq \eta_2\). Outside of this time interval, suppose the shear-stress of the GW source becomes negligible relative to its energy-momentum and its mass quadrupole moments settle to static values. We then demonstrate, the transverse-traceless (TT) GW contribution to the perturbation of any dS\(_{4+2n}\) written in a conformally flat form \((a^2 \eta_{\mu\nu} dx^\mu dx^n)\)—after the source has ceased and the primary GW train has passed—amounts to a spacetime constant shift in the flat metric proportional to the difference between the TT parts of the source’s final and initial mass quadrupole moments. As a byproduct, we present solutions to Einstein’s equations linearized about de Sitter backgrounds of all dimensions greater than three. We then point out there is a similar but approximate tail induced linear GW memory effect in 4D matter-dominated universes. Our work here serves to improve upon and extend the 4D cosmological results of Chu (2015 Phys. Rev. D 92 124038), which in turn preceded complementary work by Bieri et al (2015 arXiv:1509.01296) and by Kehagias and Riotto (2016 arXiv:1602.02653).
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1. Introduction and motivation

Consider two test masses sweeping out their respective (not necessarily geodesic) world lines in a \((d > 3)\)-dimensional spatially flat Friedmann–Lemaître–Robertson–Walker (FLRW)-like universe, namely one described by the geometry

\[
\eta_{\mu\nu} \equiv \text{diag} [1, -1, \ldots, -1], \quad x^\mu \equiv (x^0, x^i) \equiv (\eta, \vec{x}).
\]

Suppose a gravitational wave passes by, perturbing the geometry to become

\[
g_{\mu\nu} \text{d}x^\mu \text{d}x^\nu \equiv (\bar{g}_{\mu\nu} + h_{\mu\nu}) \text{d}x^\mu \text{d}x^\nu
\]

\[
\equiv a[\eta] \chi_{ij} (\eta_{\mu\nu} + \chi_{\mu\nu}[\eta, \vec{x}]) \text{d}x^\mu \text{d}x^\nu.
\]

Denote the proper geodesic length between the two masses at a fixed time \(\eta\) to be \(L[\eta]\). A direct calculation, reviewed in appendix A, would then reveal that the presence of such a GW would, at leading order, yield a fractional distortion of this proper length proportional to

\[
\frac{\delta L}{L} = -\frac{\hat{n}^i \hat{n}^j}{2} \int_0^1 \chi_{ij} [\eta, \vec{X}[\lambda]] \text{d}\lambda + \mathcal{O}[(\chi_{ij})^2],
\]

where \(\hat{n} \equiv (\vec{X} - \vec{X}')/|\vec{X} - \vec{X}'|\) is the unit radial vector and \(\vec{X}[\lambda] \equiv \vec{X}' + \lambda(\vec{X} - \vec{X}')\) is a straight line in Euclidean space joining one test mass at \(\vec{X}'\) to the other at \(\vec{X}\). Furthermore, if after the source of the GWs has ceased and the primary GW train has gone by, the perturbation \(\chi_{ij}\) does not die down to zero amplitude, but settles instead to a non-zero constant matrix \(C_{ij}\), we see that the fractional distortion becomes permanent:

\[
\left(\frac{\delta L}{L}\right)_{\text{memory}} = -\frac{\hat{n}^i \hat{n}^j}{2} C_{ij} + \mathcal{O}[(\chi_{ij})^2].
\]

This permanent displacement of test masses after the passage of a GW is known as the memory effect.

In this paper we shall focus primarily on background de Sitter (dS) spacetimes \(\bar{g}_{\mu\nu}\) of dimensions greater than 3. Written in conformally flat coordinates the metric is given by

\[
\bar{g}_{\mu\nu} \text{d}x^\mu \text{d}x^\nu = a[\eta] \eta_{\mu\nu} \text{d}x^\mu \text{d}x^\nu, \quad a[\eta] \equiv -\frac{1}{H\eta}, \quad \eta \in (-\infty, 0),
\]

where \(H > 0\) is the Hubble parameter describing the acceleration of an expanding universe. The main thrust of this work is to argue that, the portion of GWs traveling inside the null cone of its source—commonly known as its tail—would give rise to a memory effect in even dimensions higher than 2. As we shall see, this phenomenon is intimately tied to the fact that the tail part of the minimally coupled massless scalar Green’s function in \(dS_{4+2n}\), for \(n\) zero or a positive integer, is a spacetime constant.

One may ask why a 4D physicist should be interested in physics of other dimensions. One answer is that \(d\), the dimension of spacetime, may be viewed as a parameter in the equations of physics, including that of Einstein gravity. By varying \(d\) we may gain insight into questions of principle, and even acquire new means to calculate 4D physics. An example is that of the tail effect itself: even though massless fields/particles propagate strictly on the light cone in 4D flat spacetimes, they no longer do so in 2 and odd dimensions. Moreover, it
is possible to understand why tails exist in odd dimensional flat spacetime by embedding it in one higher dimensional Minkowski [4]. This has prompted further generalizations to de Sitter spacetime [5], which can be viewed as a hyperboloid situated in one higher dimensional flat spacetime. Specifically, the causal structure of the de Sitter scalar Green’s function can be related to that of signals generated by an appropriately defined line source in the ambient flat spacetime. In addition, recent work [6] has drawn connections between the (better known) GW memory effect in asymptotically Minkowskian spacetime and the low frequency limit of the Ward–Takahashi identities obeyed by GW scattering amplitudes, which in turn is a consequence of the Bondi-van der Burg–Metzner–Sachs (BMS) symmetry at null infinity. Does an analogous relationship hold in cosmological spacetimes, or does it break down because the tail induced memory effect described here is timelike instead of null? These questions have first been raised in [1], and subsequently in [3]; because it is one based on symmetry, it ought to be examined in all possible dimensions in order to understand the breadth of its validity.

In section 2 we work out Einstein’s equations with a non-zero cosmological constant, linearized about a de Sitter background of dimensions greater or equal to four. We then express the metric perturbations as appropriate retarded Green’s functions convolved against the energy-momentum-shear-stress tensor of the source(s). Following that, in section 3 we take a detour to define the mass and pressure quadrupole moments of an isolated GW source in a spatially flat FLRW universe, and then relate linear combinations of their time derivatives to the spatial-volume integral of the shear-stress of the same source. We then employ these results in section 4, and describe how the solutions laid out in section 2 lead us to a linear GW memory effect exhibited by the tensor mode, after the source has settled down. In section 5 we re-visit some results obtained in [1] and comment on their implications for the linear GW memory effect in 4D cosmologies. We summarize and discuss future directions in section 6.

In appendix A we review the calculation of spatial geodesic distances between a pair of test masses in a perturbed spatially flat FLRW-like universe. In appendix B we delineate the solutions of the partial differential equations arising from General Relativity linearized about a background de Sitter spacetime. Despite being an appendix, this section is the technical heart of the paper. Finally, in appendix C we identify the gauge-invariant metric perturbation variables in a $\mathcal{d}4$-dimensional background spatially flat FLRW geometry.

2. General relativity with $\Lambda$, linearized about (de Sitter)$_{d \geq 4}$

Einstein’s equations for the metric $g_{\mu \nu}$, sourced by the energy-momentum-shear-stress tensor $\mathbf{T}_{\mu \nu}$ of some matter source, is

$$G_{\mu \nu}[g] - \Lambda g_{\mu \nu} = R_{\mu \nu}[g] - \frac{1}{2} g_{\mu \nu} \mathbf{R}[g] - \Lambda g_{\mu \nu} = 8\pi G_N \mathbf{T}_{\mu \nu}. \quad (8)$$

$G_N$ is Newton’s gravitational constant in $d$ dimensions. We are including a positive cosmological constant $\Lambda > 0$ because mounting astrophysical evidence points to its existence in the 4D universe we reside in. Moreover, for this paper, we will assume that $T_{\mu \nu}$ describes an isolated, compact astrophysical system which does not distort the overall geometry too much. When we neglect its influence (i.e. set $T_{\mu \nu} = 0$) we recover the pure de Sitter spacetime in equation (7), which in turn solves

$$G_{\mu \nu}[\bar{g}] - \Lambda \bar{g}_{\mu \nu} = 0. \quad (9)$$

Our approach to solving equation (8) is then a perturbative one, through equation (4), by expanding the geometry about $\bar{g}_{\mu \nu}$. 

---
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2.1. General perturbation theory (PT)

To this end, it is convenient to work with the barred graviton, namely

\[ \bar{h}_{\mu\nu} \equiv h_{\mu\nu} - \frac{g_{\mu\nu}}{2} g^{\alpha\beta} h_{\alpha\beta}. \]  

(10)

When \( \bar{g}_{\mu\nu} = \eta_{\mu\nu} \) in 4D, this \( \bar{h}_{\mu\nu} \) is more commonly known as the ‘trace-reversed’ graviton. Equivalently, from equation (4), we may define

\[ \chi_{\mu\nu} \equiv \frac{\eta_{\mu\nu}}{2} \eta^{\alpha\beta} \chi_{\alpha\beta}. \]  

(11)

Without specializing to the perturbed FLRW form in equation (4), any expansion about some general background metric \( \bar{g}_{\mu\nu} \) given in equation (3) would yield the following left hand side of Einstein’s equation (8):

\[ \Lambda \equiv \sum_{\mu\nu \alpha\beta} g_{\mu\nu} \nabla^\alpha \nabla^\beta + \sum_{\mu\nu} g_{\mu\nu} \nabla^\alpha \nabla^\beta - \frac{1}{2} \sum_{\mu\nu \alpha\beta} g_{\mu\nu} g^{\alpha\beta} R_{\alpha\beta} \]  

(12)

In equation (12), the geometric tensors—Einstein \( G_{\mu\nu}[g] \), Ricci \( R_{\mu\nu}[g] \), Ricci scalar \( R[g] \) and Riemann \( R_{\mu\nu\alpha\beta}[g] \)—and the covariant derivative \( \nabla \) are built solely out of the background \( \bar{g}_{\mu\nu} \); moreover, all indices are moved with it. The symmetrization symbol \( \{ \ldots \} \) is defined through

\[ \{ T^\alpha_{\beta\gamma} \} \equiv +T^\alpha_{\beta\gamma} T^\beta_{\gamma\alpha} T^\gamma_{\alpha\beta}. \]  

2.2. PT about \( dS_{d>4} \)

Now, if we do specialize to \( \bar{g}_{\mu\nu} \) being the \( d \) dimensional de Sitter metric in equation (7), which satisfies equation (9), the first line on the right hand side of equation (12) vanishes. We then use the maximally symmetric form that the de Sitter geometric tensors take, namely

\[ R_{\mu\nu\alpha\beta}[g] = - \sum_{(d-1)(d-2)} \frac{2}{(d-2)} \Lambda (\bar{g}_{\mu\nu} \bar{g}_{\alpha\beta} - \bar{g}_{\mu\nu} \bar{g}_{\alpha\beta}), \]  

(13)

\[ R_{\alpha\beta}[g] = - \frac{2}{d-2} \Lambda \bar{g}_{\alpha\beta}, \quad R[g] = - \frac{2d}{d-2} \Lambda, \]  

(14)

followed by the relationship between the Hubble parameter \( H \) in equation (7) and the cosmological constant \( \Lambda \) in equation (8),

\[ \Lambda = \frac{H^2}{2} (d-1)(d-2). \]  

(15)

Evaluated on a de Sitter background geometry, equation (12) then bring us to

\[ G_{\mu\nu}[g] - \Lambda \bar{g}_{\mu\nu} = \frac{1}{2} \left( - \square \bar{h}_{\mu\nu} + \sum_{\mu\nu} \nabla^\alpha \nabla^\beta \bar{h}_{\alpha\beta} - \bar{g}_{\mu\nu} \nabla^\alpha \nabla^\beta \bar{h}^{\alpha\beta} \right) \]  

\[ + H^2 \left( \bar{g}_{\mu\nu} \bar{h}^{\alpha\beta} \bar{h}_{\alpha\beta} - \bar{h}_{\mu\nu} \right) + \mathcal{O}(\bar{h}^2). \]  

(16)
To solve Einstein’s equation (8) perturbatively, we need to choose a gauge for the barred graviton field $\bar{h}_{\alpha\beta}$, so that its wave operator can be inverted and its solution written as a convolution of appropriate Green’s functions against the sources $8\pi G_N T_{\alpha\beta}$.

2.2.1. Gauge fixing. We now require $\bar{h}_{\alpha\beta}$ to satisfy the gauge condition

$$\nabla^\alpha \bar{h}_{\alpha\beta} = \nabla^\alpha \ln [a^2] \bar{h}_{\alpha\beta}.$$  

(17)

Equivalently, in terms of $\check{\chi}_{\alpha\beta}$ (recall equations (3) and (4)),

$$\partial^\alpha \check{\chi}_{\alpha\beta} = \frac{1}{\eta}((d - 2)\check{\chi}_{\alpha\beta} - \delta^\alpha_\mu \eta^\mu_\nu \check{\chi}_{\alpha\beta}),$$  

(18)

where all indices in equation (18) and in what follows are moved with the flat metric $\eta_{\mu\nu}$. This gauge in equation (18) and the ensuing equations below, are really a generalization of the 4D ones in [7, 8] and [9]. At this point, equation (16) becomes

$$G_{\mu\nu} = \Lambda g_{\mu\nu} = -\frac{1}{2}\left\{a^2 \Box^{(S)} \check{\chi}_{\mu\nu} - \frac{1}{\eta^2} \left(2\delta^0_\mu \delta^0_\nu \sum_{\rho\sigma} - (d - 2)\check{\chi}_{(0)(\mu}\delta^0_\nu)\right) + \mathcal{O}[\chi^2]\right\},$$  

(19)

where the $\Box^{(S)} = \nabla^\alpha \nabla_\alpha$ is the scalar one with respect to the background de Sitter metric, namely

$$\Box^{(S)} \check{\chi}_{\mu\nu} = \frac{\partial_\alpha\left(\sqrt{|g|} g^{\mu\nu} \partial_\alpha \check{\chi}_{\mu\nu}\right)}{\sqrt{|g|}} = a^{-2}\left(\partial^2 \check{\chi}_{\mu\nu} - \frac{d - 2}{\eta} \partial_\alpha \check{\chi}_{\mu\nu}\right).$$  

(20)

(The $\partial^2 \eta^{\mu\nu} \partial_\mu \partial_\nu$ is the wave operator in flat spacetime.) The linearized version of equation (8) is thus

$$a^2 \Box^{(S)} \check{\chi}_{\mu\nu} - \frac{1}{\eta^2} \left(2\delta^0_\mu \delta^0_\nu \sum_{\rho\sigma} - (d - 2)\check{\chi}_{(0)(\mu}\delta^0_\nu)\right) = -16\pi G_N T_{\mu\nu}, \quad \check{\chi} \equiv \eta^{\mu\nu} \sum_{\rho\sigma}.$$  

(21)

The solution of equation (21) is the primary technical focus of this work.

2.2.2. Pseudo-trace mode. By adding $(3 - d)$ times of the 00 component of the linearized Einstein’s equation (21) to its spatial-trace, we are lead to

$$\partial^2 \check{\chi} - \frac{d - 2}{\eta} \partial_\alpha \check{\chi} - \frac{2}{\eta^2}(3 - d)\check{\chi} = -16\pi G_N \check{T},$$  

(22)

where

$$\check{\chi} \equiv (3 - d)\check{\chi}_{00} - \delta^\alpha_\mu \check{\chi}_{\mu\nu}.$$  

(23)

$$\check{T} \equiv (3 - d)T_{00} - \delta^\alpha_\mu T_{\mu\nu}.$$  

(24)

An equivalent form of equation (22) is

$$\left(\partial^2 - \frac{(d - 6)(d - 4)}{4\eta^2}\right)\left(4\partial^2 \check{\chi}\right) = -16\pi G_N a^2 \frac{d - 2}{2}\check{T}.$$  

(25)

Here and below—equations (25), (31) and (36)—because we are faced with partial differential equations (PDEs) of the same form, namely $(\partial^2 + U[\eta])(a^\frac{d-2}{2}\psi) = -16\pi G_N a^\frac{d-2}{2}S$, we
devote appendix B to solving the relevant Green’s functions. In this section we will merely quote the final results. The pseudo-trace retarded solutions are

\[ \tilde{\chi}[\eta, \vec{x}] = -16\pi G_N H^{d-2} \int_{-\infty}^{\eta} \, d\eta' \int_{\mathbb{R}^{d-1}} \, d^{d-1}\vec{x}' a[\eta'] \tilde{T}[\eta, \vec{x}], \]  

(26)

where

\[ s \equiv \frac{\tilde{\sigma}}{\eta}, \quad \tilde{\sigma} = \frac{1}{2} \eta_{\mu\nu} (x - x')^{\mu} (x - x')^{\nu} \equiv \frac{1}{2} (x - x')^2, \]  

(27)

with \( \tilde{\sigma} \) being Synge’s world function in Minkowski spacetime; and

\[ G^{(\text{Tr})}_{\text{even}, d+4}[s] = \frac{1}{(2\pi)^{d-2}} \left( \frac{\partial}{\partial s} \right)^{d-2} \left( \frac{\Theta[s]}{2} P_{d-4}[1 + s] \right), \]  

(28)

\[ G^{(\text{Tr})}_{\text{odd}, d+5}[s] = \frac{1}{(2\pi)^{d-2}} \left( \frac{\partial}{\partial s} \right)^{d-2} \left( \frac{\Theta[s]}{4\pi} \frac{(s + \sqrt{s(s + 2)} + 1)^{d-5} + 1}{\sqrt{s(s + 2)}(s + \sqrt{s(s + 2)} + 1)^{d-4}} \right). \]  

(29)

2.2.3. Vector mode. The 0\( i \) components of equation (21) reads

\[ \partial^2 \chi_{0i} - \frac{d - 2}{\eta} \partial_0 \chi_{0i} + \frac{d - 2}{\eta^2} \chi_{0i} = -16\pi G_N T_{0i}, \]  

(30)

or

\[ \left( \frac{\partial^2 - (d - 4)(d - 2)}{4\eta^2} \right) \left( \partial^2 \chi_{0i} \right) = -16\pi G_N \frac{d - 2}{\eta^2} T_{0i}. \]  

(31)

The retarded solutions are

\[ \chi_{0i}[\eta, \vec{x}] = -16\pi G_N H^{d-2} \int_{-\infty}^{\eta} \, d\eta' \int_{\mathbb{R}^{d-1}} \, d^{d-1}\vec{x}' a[\eta'] \tilde{T}[\eta, \vec{x}], \]  

(32)

where

\[ G^{(\text{V})}_{\text{even}, d+4}[s] = \frac{1}{(2\pi)^{d-2}} \left( \frac{\partial}{\partial s} \right)^{d-2} \left( \frac{\Theta[s]}{2} P_{d-4}[1 + s] \right), \]  

(33)

\[ G^{(\text{V})}_{\text{odd}, d+5}[s] = \frac{1}{(2\pi)^{d-2}} \left( \frac{\partial}{\partial s} \right)^{d-2} \left( \frac{\Theta[s]}{4\pi} \frac{(s + \sqrt{s(s + 2)} + 1)^{d-3} + 1}{\sqrt{s(s + 2)}(s + \sqrt{s(s + 2)} + 1)^{d-2}} \right). \]  

(34)

2.2.4. Tensor mode. The equations for the \( ij \) components of equation (21) turn out to be that of the minimally coupled massless scalar in de Sitter spacetime,

\[ \Box^S \chi_{ij} = -16\pi G_N \frac{T_{ij}}{a^2}. \]  

(35)

This translates to
\[ \left( \partial^2 - \frac{d(d-2)}{4\eta^2} \right) \left( d^\frac{d-2}{2} \chi_0 \right) = -16\pi G \sigma d^\frac{d-2}{2} T_{ij}. \quad (36) \]

The retarded solutions are
\[
\tilde{G}[\eta, \bar{x}] = -16\pi G \sigma H^d d^\frac{d-2}{2} \int_{-\infty}^{\eta'} d\eta' \int_{\mathbb{R}^{d-1}} d^{d-1} \bar{x}' a[\eta''] d^{d-2} \tilde{G}'[s] T_{ij}[\eta', \bar{x}''], \quad (37)
\]

where
\[
G_{\text{even},d \geq 4}[s] = \frac{1}{(2\pi)^{d-2}} \left( \frac{\partial}{\partial s} \right)^{d-2} \left( \frac{\Theta[s]}{2} P_{d-2} [1 + s] \right), \quad (38)
\]
\[
G_{\text{odd},d \geq 5}[s] = \frac{1}{(2\pi)^{d-2}} \left( \frac{\partial}{\partial s} \right)^{d-3} \left( \frac{\Theta[s]}{4\pi} \frac{(s + \sqrt{s(s + 2)} + 1)^{d-1} + 1}{\sqrt{s(s + 2)}} \right). \quad (39)
\]

We highlight here that, these solutions in equation (37) amount to the convolution of \(-16\pi G \sigma T_{ij} / a^2\) against the minimally coupled massless scalar Green’s function in de Sitter spacetime. As we shall witness, the latter’s spacetime constant tail in even \(d \geq 4\)-dimensional spacetime is responsible for contributing to the linear GW memory effect.

3. Mass and pressure quadrupole moments; Conservation laws in a spatially flat FLRW spacetime

Before examining this tail induced linear GW memory effect arising from the even \(d \geq 4\) solutions in equation (37), however, we need to first—following [8] and [9]—relate spatial-volume integrals of the shear-stress \(T_{ij}\) of the isolated matter source to its mass \(Q_{ij}\) and pressure \(P_{ij}\) quadrupole moments.

3.1. Quadrupole moments

Throughout this section, unless otherwise indicated, we will suppose our background metric is a spatially flat FLRW universe, i.e. not necessarily de Sitter:
\[
g_{\mu\nu} = a[\eta]^2 \eta_{\mu\nu}. \quad (40)
\]

We then note that the \(d\)-beins \(\{ \epsilon^\mu_\alpha \} \) of such a spacetime, whose defining property is
\[ \epsilon^\mu_\alpha \epsilon^\alpha_\beta \eta_{\mu\nu} = \eta_{\alpha\beta}, \quad (41) \]
are given by
\[ \epsilon^\mu_\nu = a^{-1} e^\mu_\nu. \quad (42) \]

The (upper) \(\mu\) index of \(e^\mu_\nu\) transforms as a coordinate vector; while its (lower) \(\nu\) index transforms as a local Lorentz 1-form. Therefore we can form from \(T_{\mu\nu}\) the \(d \times d\) matrix of coordinate scalar quantities
\[ T_{\alpha\beta} \equiv e^\mu_\alpha e^\nu_\beta T_{\mu\nu} = a^{-2} T_{\alpha\beta}. \quad (43) \]
The $T^{00} = T_{00}$ can now be interpreted as the mass-energy density measured by a local observer; $T^{ij} = -T_{ij}$ as its $(d - 1)$-momentum density; and $T^{ij}_{	ext{ij}} = T_{ij}$ as its shear-stress/pressure density. Moreover, from equation (40), since the induced metric on a constant-$\eta$ hypersurface is $d\tilde{\ell}^2 = -a^2 \delta_{ij} dx^i dx^j$, we may recognize the proper spatial volume on the said hypersurface to be

$$d^{d-1}(\text{proper vol.})[\eta] = d^{d-1}\hat{x} a a^{d-1}[\eta].$$  \hspace{1cm} (44)

The physical mass and pressure quadrupole moments are now defined as

$$Q^{ij}[\eta] = Q^{ij}_{\eta}[\eta] \equiv \int_{\mathbb{R}^{d-1}} d^{d-1}\hat{x} d^{d-1}(a x^i)(a x^j) T^{00}_{\eta}[\eta, \hat{x}],$$

$$= a^{d-1} \int_{\mathbb{R}^{d-1}} d^{d-1}\hat{x} a d^{d-1}x T^{00}_{\eta}[\eta, \hat{x}],$$  \hspace{1.4cm} (45)

$$P^{ij}[\eta] = P^{ij}_{\eta}[\eta] \equiv \int_{\mathbb{R}^{d-1}} d^{d-1}\hat{x} d^{d-1}(a x^i)\delta^{ab} T_{\eta}^{ab}[\eta, \hat{x}],$$

$$= a^{d-1} \int_{\mathbb{R}^{d-1}} d^{d-1}x d^{d-1}x\delta^{ab} T_{\eta}^{ab}[\eta, \hat{x}],$$  \hspace{1.4cm} (46)

where we associate one scale factor to each of the $x^i$ and $\hat{x}^i$ to form a physical vector.

3.2. Conservation

At linear order, the energy-momentum-shear-stress tensor $T_{\mu\nu}$ of an isolated astrophysical system in a spatially flat FLRW background geometry is conserved

$$\nabla^\mu T_{\mu\nu} = 0,$$  \hspace{1cm} (47)

with $\nabla$ being the covariant derivative with respect to the $\bar{g}_{\mu\nu}$. (This statement, of course, neglects backreaction.) A direct calculation reveals

$$\partial_\eta (a^{d-2} T_{\eta0}) = \delta^{ij} \partial_\eta (a^{d-2} T_{\eta ij}) + a^{d-2} \frac{d}{a} \eta^{\eta \beta} T_{\eta \beta},$$  \hspace{1cm} (48)

$$\partial_\eta (a^{d-2} T_{\eta\beta}) = \delta^{ij} \partial_\eta (a^{d-2} T_{\eta ij}).$$  \hspace{1cm} (49)

Differentiating both sides of equation (48) once with respect to time and employing equation (49) on the resulting right hand side leads us to

$$\partial_\eta \left\{ \partial_\eta (a^{d-2} T_{\eta0}) - \frac{d}{a} a^{d-2} (T_{\eta0} - \delta^{ij} T_{\eta ij}) \right\} = \delta^{ij} \delta^{\eta ij} \partial_\eta (a^{d-2} T_{\eta ij}).$$  \hspace{1cm} (50)

We may use equation (50) in the following way. Via integration-by-parts and the assumption that the matter distribution is localized in space (so that surface terms are zero)—one may readily see that

$$\frac{1}{2} \int_{\mathbb{R}^{d-1}} d^{d-1}\hat{x} x^a x^b \delta^{\hat{x} ij} \partial_\eta (a^{d-2} T_{\eta ij}) = \int_{\mathbb{R}^{d-1}} d^{d-1}\hat{x} a a^{d-2} T_{ab}.$$  \hspace{1cm} (51)

Applying equation (50) to the left hand side allow us to arrive at
\[
\int_{\mathbb{R}^{d-1}} d^{d-1} \xi a[\eta] \eta^{l-2} T_{ab}[\eta, \vec{x}] = \frac{1}{2} \partial_0 \left\{ \frac{\partial_0 Q_{ab}[\eta]}{a[\eta]} - \frac{a[\eta]}{a[\eta]^2} (2Q_{ab}[\eta] - P_{ab}[\eta]) \right\},
\]

where we have inserted the mass and pressure quadrupole definitions from equations (45) and (46). We reiterate that equation (52) holds in any \(d\)-dimensional spatially flat FLRW geometry. When we specialize to de Sitter spacetime, where \(a[\eta] = -1/(H\eta)\),

\[
\int_{\mathbb{R}^{d-1}} d^{d-1} \xi a^{d-2} T_{ab} = \frac{1}{2} \partial_0 \left\{ \frac{\partial_0 Q_{ab}}{a} - H (2Q_{ab} - P_{ab}) \right\},
\]

(53) (deSitter).

4. Tail induced linear GW memory effect in (de Sitter)\(4+2n\)

We now turn our attention to the tail part of the metric perturbations in even dimensional \((d \geq 4)\) de Sitter spacetime, as encoded in equations (26), (32) and (37). Despite experiencing a non-trivial potential in higher dimensions (see equations (25) and (31)), the pseudo-trace \(\tilde{\chi}\) and vector \(\tilde{\chi}_{ab}\) exhibit no tails. The physical reason is unclear; however, the mathematical reason is that \(P_{(d-6)\eta}[1 + s]\) and \(P_{(d-4)\eta}[1 + s]\) are respectively polynomials in \(s\) of degree \(((d-2)/2)\) \(- 2\) and \(((d-2)/2)\) \(- 1\). Therefore, we have

\[
\mathcal{G}^{\text{Tr(tail)}}_{\text{even } d\geq4}[s] = \frac{\Theta[s]}{2(2\pi)^{d-2}} \left( \frac{\partial}{\partial s} \right)^{d-2} P_{d-2\eta}[1 + s] = 0,
\]

(54)

\[
\mathcal{G}^{\text{V(tail)}}_{\text{even } d\geq4}[s] = \frac{\Theta[s]}{2(2\pi)^{d-2}} \left( \frac{\partial}{\partial s} \right)^{d-2} P_{d-2\eta}[1 + s] = 0.
\]

(55)

(We have checked the second line against the 6D light cone boundary condition in equation (B.39), i.e. it is zero for \(p = (d-4)(d-2)/4\). In the gauge of equation (18), it is thus only the tensor mode \(\tilde{\chi}_{ab}\) that travels inside the light cone of its source. Moreover, the tail of its Green’s function \(\mathcal{G}^{\text{T}}\) in equation (37) is a constant because one is differentiating a \((d-2)/2\) degree polynomial \((d-2)/2\) times,

\[
\mathcal{G}^{\text{T(tail)}}_{\text{even } d\geq4}[s] = \frac{\Theta[s]}{2(2\pi)^{d-2}} \left( \frac{\partial}{\partial s} \right)^{d-2} P_{d-2\eta}[1 + s] = \frac{\Theta[s]}{2(2\pi)^{d-2}} \frac{(d-2)!}{2^{d-2}(d-2)!}.
\]

(56)

(This result follows from Rodrigues’ formula for the Legendre polynomials.) This is, of course, equivalent to the fact that the tail of the de Sitter minimally coupled massless scalar Green’s function is a constant in all even dimensions higher than 2 [5]. In even \(d \geq 4\) dimensions, the tail part of the tensor mode solution in equation (37) is therefore

\[
\tilde{\chi}_{\eta}^{\text{tail}}[\eta, \vec{x}] = -16\pi G_N \frac{H^{d-2}}{(2\pi)^{d-2}} \frac{(d-2)!}{2^{d-2}(d-2)!} \int_{\mathbb{R}^{d-1}} d^{d-1} \xi \int_{-\infty}^{\eta} d\eta' a[\eta'] T_{\eta'\eta}[\eta', \vec{x}],
\]

(57)

where we have defined the retarded time \(\eta_\tau \equiv \eta - |\vec{x} - \vec{x}'| - 0^+\). For technical convenience, throughout the rest of this paper, we will assume that the coordinate system has been chosen such that \(\vec{x} = \vec{x}' = 0\) is located within the source. If we now invoke equation (53) derived in
the previous section, the linear GW tail can be expressed in terms of the mass and pressure quadrupole moments of the source, at least in the far zone ($|\mathbf{x} - \mathbf{x}'| \gg |\mathbf{x}|$) where $|\mathbf{x} - \mathbf{x}'| \approx |\mathbf{x}|$ and hence $\eta_r \approx \eta - |\mathbf{x}|$:

$$\chi^{\text{tail}}_{ij}[\eta, \mathbf{x}] \approx -8\pi G_N \frac{H^{d-2}}{2\pi} \frac{(d - 2)!}{2^{d-2}} \left[ \frac{\partial_0 Q_{ab}[\eta']}{a[\eta']} - H(2Q_{ab}[\eta'] - P_{ab}[\eta']) \right]_{\eta' = -\infty}^{\eta' = \eta_r}.$$  \hspace{1cm} (58)

### 4.1. Negligible shear-stress, settling of quadrupole moments

Let us suppose that the isolated source is active only over a finite interval of time, $\eta_f \leq \eta \leq \eta_l$. This means we will assume that outside this interval, its shear-stress is negligible relative to its energy-momentum, so that we may set the former to zero, namely

$$T_{ij}[\eta < \eta_l] = T_{ij}[\eta > \eta_f] = 0.$$  \hspace{1cm} (59)

This often coincides with the non-relativistic limit, achieved when a system has settled down. Equations (59) and (46) immediately imply the pressure quadrupole moment is zero outside the interval $\eta_f \leq \eta \leq \eta_l$:

$$P_{ij}[\eta < \eta_f] = P_{ij}[\eta > \eta_l] = 0.$$  \hspace{1cm} (60)

We will further assume that the mass quadrupole moment is not static only during this active interval:

$$\dot{Q}_{ij}[\eta < \eta_f] = \dot{Q}_{ij}[\eta > \eta_l] = 0.$$  \hspace{1cm} (61)

Altogether, equations (59)–(61) applied to equation (58) lead us to a tail induced linear GW memory effect. Specifically for late times ($\eta_f > \eta_l$), the assumption in equation (59) allows us to perform the $\eta'$-integral in equation (57) only over $\eta_f \leq \eta' \leq \eta_l$ and sets to zero $P_{ab}$ in equation (53); while equation (61) puts $\partial_0 Q_{ab} = 0$ in equation (53):

$$\chi^{\text{tail}}_{ij}[\eta - \tau > \eta_f, \mathbf{x}] = -16\pi G_N \frac{H^{d-2}}{2\pi} \frac{(d - 2)!}{2^{d-2}} \frac{1}{\left(\frac{d - 2}{2}\right)!} \int_{\mathbb{R}^{d-1}} d^{d-1}x' \int_{\eta_f}^{\eta_l} d\eta' a[\eta'] d\eta' a[\eta'] d^{d-2}T_{ij}[\eta', x']$$

$$= 16\pi G_N \frac{H^{d-1}}{2\pi} \frac{(d - 2)!}{2^{d-2}} \frac{1}{\left(\frac{d - 2}{2}\right)!} \left( Q_{ij}[\eta_f] - Q_{ij}[\eta_l] \right).$$  \hspace{1cm} (62)

Therefore, after the GW source has settled down, we see that in all background $dS_{d+2\eta}$, the $C_{ij}$ occurring in the fractional distortion of equation (5) receives contributions solely from the $\chi^{\text{tail}}_{ij}$ in equation (62).

#### 4.1.1. Gravitational radiation

It is important to record here that the transverse-traceless portion of $\chi_{ij}$ is gauge-invariant, namely $D_{ij}^{TT} = \chi^{\text{TT}}_{ij}$ does not change its form under infinitesimal coordinate transformations, and is in fact what is usually meant by gravitational radiation—like

---

1 The retarded time $\eta_r \equiv \eta - |\mathbf{x} - \mathbf{x}'|$ depends on $\mathbf{x}'$ and therefore takes part in the spatial-volume integral of equation (57). This is why the far zone limit, replacing $|\mathbf{x}' - \mathbf{x}| \rightarrow |\mathbf{x}'|$, was required when transitioning to equation (58). However, once the source has settled down, equations (59) and (60) allow us to deduce that for $\eta_f > \eta_l$, equation (58) now holds everywhere within the future null cone of the GW source’s world tube.
itself, it obeys the de Sitter minimally coupled massless scalar wave equation. (For the reader’s reference, in appendix C we identify the $SO(d-1)$ scalar, vector and tensor gauge-invariant metric variables in a $d$-dimensional spatially flat FLRW geometry.) Assuming equations (59) and (61) hold, the assertion that the GW tail in $dS_{d+2}$ remains a non-zero spacetime constant, after its source has ceased, is therefore a coordinate-invariant and physical one.

\[
D^\text{tail}_{ij}[\eta - r > \eta_t, \bar{x}] = \xi^\text{TT}_{ij}[\eta - r > \eta_t, \bar{x}] = 16\pi G_N \frac{H^{d-1}}{(2\pi)^{\frac{d+1}{2}}} \frac{(d-2)!}{d^{\frac{d+1}{2}}} \left(Q^\text{TT}_{ij}[\eta_t] - Q^\text{TT}_{ij}[\eta_t]\right),
\]

(63)

Because the GW tail here is a constant in spacetime, notice this linear GW memory effect does not decay with distance from the source, unlike the expected $1/(\text{observer} - \text{source spatial distance})^{d-3}$ fall-off in even ($d \geq 4$)-dimensional flat spacetime. Moreover, in even dimensional Minkowski spacetimes higher than 4, linear massless gravitons continue to propagate strictly on the null cone, like their 4D cousins. For these reasons, the $dS_{d+2}$ tail induced linear GW memory effect captured in equation (63) really has no counterpart in the asymptotically flat case.

**Remark I.** Before shifting our attention to 4D cosmology, we mention here that [8] advocates exploiting the Killing vector in de Sitter spacetime

\[
T^\nu \partial_\nu \equiv -H x^\nu \partial_\nu,
\]

(64)

to define what it means for a GW source to settle down. (This $T^\nu \partial_\nu$ is timelike in the region $x^2 \equiv \eta_0 x^\alpha x^\beta > 0$.) Specifically, they required that the Lie derivative of the energy-momentum-shear-stress tensor $T_{\alpha \beta}$ vanish outside the time interval of GW production, namely

\[
\mathcal{L}_T T_{\alpha \beta}[\eta < \eta_t] = \mathcal{L}_T T_{\alpha \beta}[\eta > \eta_t] = 0.
\]

(65)

In contrast, we appeared to have made stronger assumptions (equations (59) and (61)), but without appealing to the symmetries enjoyed by de Sitter spacetime. One reason is that we wish to analyze the more general case of spatially flat FLRW-like geometries in arbitrary dimensions, where $T^\nu \partial_\nu$ in equation (64) is no longer a Killing vector. Moreover, we also wish to point out that equation (65) may lead to a potential pathology if one does not assume $T_\eta[\eta > \eta_t] = 0$ in equation (59). This is because, a direct calculation would show that

\[
\mathcal{L}_T T_{\alpha \beta} = -H(\partial_\nu(x^\nu T_{\alpha \beta}) - (d-2)T_{\alpha \beta}).
\]

(66)

Integrating equation (65) over space, using the form of the Lie derivative in equation (66), then leads us to the following differential equation, valid for $\eta > \eta_t$,

\[
0 = \partial_\eta \left( \tilde{T}_{\alpha \beta}[\eta] \right) + H(d-2)\tilde{T}_{\alpha \beta}[\eta], \quad \text{where} \quad \tilde{T}_{\alpha \beta}[\eta] \equiv \int_{\mathbb{R}^{d-1}} d^{d-1}\bar{x} T_{\alpha \beta}[\eta, \bar{x}].
\]

(67)

The solution for $\eta \geq \eta_t$ is

\[
a[\eta]^{d-2} \tilde{T}_{\alpha \beta}[\eta] = \frac{a[\eta]}{a[\eta_t]} \left( \frac{\partial[\eta]}{\partial[\eta_t]} \right) a[\eta_t]^{d-2} \tilde{T}_{\alpha \beta}[\eta_t],
\]

(68)
indicating that the tail integral in equation (57) would yield a divergent $\nabla_\psi$—this includes its gauge-invariant part $D_\psi$—in the asymptotic future $\eta_i \to 0^-$ unless $T_i[\eta_i] = 0$. In particular, there is a ‘log-divergence’ of the form

$$\nabla_\psi^{\text{tail}}[\eta - r \to 0^-, \bar{x}] \propto \lim_{\eta_i \to 0^-} \int_0^{\eta_i} d\eta \int_{\mathbb{R}^{d-1}} d^{d-2}T_{ad}[\eta, \bar{x}] \propto \lim_{\eta_i \to 0^-} \ln[\eta_i / \eta_i].$$

(69)

Remark II. In equation (61) we have chosen to assume, from the outset, that the mass quadrupole moments do not evolve outside the time interval when GWs are generated. It is possible to provide partial justifications of this assumption in de Sitter spacetime.

Let us continue to assume equation (59) (and thus equation (60)) but now keep the time derivative of the mass quadrupole moment in equation (53) when evaluating equation (57). At late times,

$$\nabla_\psi^{\text{tail}}[\eta_i > \eta_f, \bar{x}] = -8\pi G N \frac{H^{d-2}}{(2\pi)^{d/2}} \left[ \frac{d \eta_i}{a[\eta_i]} \right] \left[ \frac{\partial Q_{ab}[\eta_i]}{a[\eta_i]} - 2HQ_{ab}[\eta_i] \right].$$

(70)

Had we extended the upper limit of integration in equation (70) from $\eta_i$ to $\eta_a > \eta_i$, the result should not change because $T_i$ is zero between $\eta_i \leq \eta_a \leq \eta_a$. That means

$$a[\eta_i]^{-1} \partial_\psi Q_{ab}[\eta] - 2HQ_{ab}[\eta] = a[\eta_i]^{-1} \partial_\psi Q_{ab}[\eta_i] - 2HQ_{ab}[\eta_i]$$

$= \text{constant}$, whose solution is

$$Q_{ab}[\eta] \geq \eta_i = Q_{ab}[\eta_i] + \frac{1}{2H[\eta_i]} \partial_\eta Q_{ab}[\eta] \left[ \left( \frac{a[\eta_i]}{a[\eta_i]} \right)^2 - 1 \right].$$

(71)

However, as $\eta \to 0$ (i.e. towards asymptotic future) it appears the physical quadrupole moment itself will blow up unless $Q_{ab}[\eta_i \geq \eta_i] = 0$. It thus appears reasonable to demand the time derivative of the mass quadrupole moment to vanish at late times,

$$Q_{ab}[\eta_i \geq \eta_i] = 0.$$  

(72)

Remark III. If we follow [8] and assume the static condition in equation (65), it is then possible to justify why both the mass and pressure quadrupole moments stay constant outside the interval of active GW production, $\eta_i \leq \eta_i \leq \eta_f$. To see this, we first re-express the Lie derivative result in equation (66) as

$$\mathcal{L}_T T_{ab} = -H \left[ \partial_\eta(a^{d-3}T_{ab}) - \frac{Had(a^{d-3}T_{ab})}{-Had} + \partial_\eta(x^aT_{ab}) - (d - 2)x^{a}T_{ab} \right].$$

(73)

We then multiply $x^a x^b$ to the 00 component and spatial-trace of the static condition in equation (65), through the form of the Lie derivative in equation (73). Proceeding to integrate the resulting expressions over all space while employing the definitions of the mass and pressure quadrupole moments in equations (45) and (46), we obtain

$$\partial_\eta Q_{ib} - \frac{HadQ_{ib} - Ha}{-Had} \int_{\mathbb{R}^{d-1}} d^{d-2}x(x^i)\partial_\psi(x^aT_{ab})a^{d-1} = -(d - 2)HaQ_{ib},$$

(74)

$$\partial_\eta P_{ib} - \frac{HadP_{ib} - Ha}{-Had} \int_{\mathbb{R}^{d-1}} d^{d-2}x(x^i)\partial_\psi(x^a\delta_{ab}T_{ab})a^{d-1} = -(d - 2)HaP_{ib}.$$  

(75)
Integrating-by-parts the third terms from the left, exploiting the physically localized nature of the source to set surface terms to zero, and again recalling (45) and (46), we arrive at the already advertised assertion:\(^2\)
\[
Q_{ij}[\eta] = P_{ij}[\eta] = 0 \quad \text{whenever} \quad \mathcal{E}_T T_{(i}[\eta, x^j] = 0.
\] (76)

5. Linear GW memory effects in a 4D spatially flat cosmology

In this section, we elaborate on how the spatially flat FLRW results in [1] lead to linear GW memory effects in an expanding 4D universe like ours. Notationally, we will say that the TT GWs split into
\[
D_{ij} = D_{ij}^{(\gamma)} + D_{ij}^{(\text{tail})},
\] (77)
where \(D_{ij}^{(\gamma)}\) are the gravitons that travel on the light cone and \(D_{ij}^{(\text{tail})}\) are the ones traveling inside the null cone.

5.1. On the null cone

The portion of the GW signal that transmits information on the light cone was shown in [1] to take a form very similar to its counterpart in Minkowski spacetime:
\[
D_{ij}^{(\gamma)}[\eta, \bar{x}] = -4G N \int_{\mathbb{R}^3} d^3 \bar{x}' a[\eta'] \frac{T_{ij}^{TT}[\eta', \bar{x}']}{a[\eta]|\bar{x} - \bar{x}'|}, \quad \eta' \equiv \eta - |\bar{x} - \bar{x}'|.
\] (78)
This holds for any cosmic history \(a[\eta]\); and the flat spacetime limit is recovered by setting \(a \to 1\). Since \(T_{ij} = a^{-2} T^0_{ij}\) is the physical shear-stress density of the isolated source, provided its internal dynamics does not span cosmological timescales, we wish to assert here that all the known linear GW memory effects in 4D asymptotically flat spacetimes would carry over to the asymptotically-cosmological case at hand. For instance, \(T_{ij}\) could describe two gravitationally unbound compact bodies flying past each other, giving rise to a ‘burst’ of GWs [10]. The primary difference is that GWs traveling on the null cone in a 4D spatially flat universe will now be further diluted by cosmic expansion due to the scale factor in the \(1/(a[\eta]|\bar{x} - \bar{x}'|)\) fall-off.

5.1.1. Far zone. In the far zone, we replace \(|\bar{x} - \bar{x}'| \to r \equiv |\bar{x}|\) when computing the GW. This then allows us to employ equation (52) in equation (78). With \(\eta_r \approx \eta - r\),
\[
D_{ij}^{(\gamma)}[\eta, \bar{x}] \approx -\frac{2G N}{a[\eta] a[\eta_r]} \partial_{\eta_r} \left\{ \frac{\partial_{\eta_r} T_{ij}^{TT}[\eta_r]}{a[\eta_r]} - \frac{\partial[\eta_r]}{a[\eta_r]} \left( 2Q_{ij}^{TT}[\eta_r] - P_{ij}^{TT}[\eta_r] \right) \right\}.
\] (79)

\(^2\)We believe equation (76) is consistent with equation (4.26) in [8]. Note that, their \(Q_{ij}^{TT}\) is our \(Q_{ij}\) and their \(P_{ij}\) is our \(P_{ij}\); according to them, \(\mathcal{E}_T Q_{ij}^{TT} = \partial_t Q_{ij}^{TT} - 2H Q_{ij}^{TT}\), where \(t\) is observer time defined by \(dt = a[\eta] d\eta\). However, it is unclear why they treat \(Q_{ij}^{TT}\) and \(P_{ij}\) as tensors, as indicated by their taking of the quadrupoles’ Lie derivatives. This is most likely why they go on to state that equation (65) \(^1\) ... does not imply that quadrupoles are left invariant by the flow generated by \(T^0\). It is easy to misconstrue this, as if it were claiming that \(Q_{ij}^{TT}\) and \(P_{ij}\) are no longer time independent in spite of equation (65). Instead, we do not believe the mass and pressure quadrupole moments are coordinate tensors; they do transform covariantly under global rotations of the spatial coordinates \(\bar{x}\), but are otherwise merely one-parameter (i.e. time-dependent) objects describing aspects of the GW source(s)’ internal structure.
5.2. **Inside the null cone**

Unlike its null cone counterpart, the detailed structure of the TT GW tail can only be determined after its relevant wave equation is solved.

5.2.1. **Radiation domination.** In [1] we showed, in particular, that there are no radiative GW tails in a radiation dominated universe \((a[\eta] = \eta/\eta_0)\) because the background Ricci scalar is zero. Therefore linear GWs in such a cosmology, including potential memory effects, are fully captured by equation (78).

5.2.2. **Matter domination.** The scale factor for a matter dominated universe is \(a[\eta] = (\eta/\eta_0)^2\), and its TT GW tail is

\[
D_{ij}[\eta, \bar{x}] = -\frac{4G_N}{\eta_0 a[\eta]^2} \int_{\mathbb{R}^2} d^2 \bar{x}' \int_0^{\eta_0} d\eta'/a[\eta'] \bar{x}^T \mathcal{T}^T_{ij}[\eta', \bar{x}'],
\]

\(\eta_0 \equiv \eta - |\bar{x} - \bar{x}'| - 0^+.\) (80)

As already alluded to in [1], after the source has ceased \((\eta_r > \eta_0)\), the GW tail becomes space-independent, and like its de Sitter counterpart, does not fall off with increasing distance from the source itself. Assuming the vanishing of shear-stress outside the time interval of active GW genesis (i.e. equation (59)), we have

\[
D_{ij}[\eta - r > \eta_r, \bar{x}] = -\frac{4G_N}{\eta_0^2 a[\eta]^2} \int_{\mathbb{R}^2} d^2 \bar{x}' \int_{\eta_r}^{\eta_0} d\eta'/a[\eta'] \bar{x}^T \mathcal{T}^T_{ij}[\eta', \bar{x}'].
\] (81)

Moreover, since the scale factor changes appreciably only over cosmological timescales \((\eta_0 \sim 10 \text{ Gyr})\), note that over the timescales of human GW experiments \((\lesssim \text{decades})\) we may, as a good approximation, regard the tail in equation (81) as a spacetime constant (for \(\eta_r > \eta_r\)). Notice too, because the power of the scale factor is \(5/2\), the integrand in equation (81) cannot be converted into a total time derivative involving the mass and pressure quadrupole moments, unlike the de Sitter case; recall equation (52).

To sum: there is a tail induced linear GW memory effect in a 4D spatially flat matter dominated FLRW universe. Its amplitude does not depend on space, but does decay over cosmological timescales in an expanding cosmology.

5.2.3. **de Sitter.** Since we have already elaborated upon the tail induced linear GW memory effect in even dimensional \(d \geq 4\) de Sitter, we close this section by comparing the null cone (aka in the GR literature as the ‘direct part’) versus the tail part of the TT GW in 4D. For simplicity, we shall take the far zone limit in the following equations. Expressed in terms of the mass and pressure quadrupole moments, the direct part reads

\[
D_{ij}^{(\text{dir})}[\eta, \bar{x}] \approx -\frac{2G_N}{a[\eta] a[\eta_r]} \left\{ \frac{Q_{ij}^{TT}[\eta_r]}{a[\eta]} - H \left( \frac{3Q_{ij}^{TT}[\eta]}{a[\eta]} - P_{ij}^{TT}[\eta] \right) \right\}, \quad \eta_r \approx \eta - |\bar{x}|.
\] (82)

On the other hand, the linear TT GW tail is, according to equation (58),

\[
D_{ij}^{(\text{tail})}[\eta, \bar{x}] \approx -2H^2 g_N \left[ \frac{Q_{ij}^{TT}[\eta]}{a[\eta]} - H \left( \frac{2Q_{ij}^{TT}[\eta]}{a[\eta]} - P_{ij}^{TT}[\eta] \right) \right] \bigg|_{\eta_r = -\infty}.
\] (83)
The flat spacetime limit can be obtained by setting $H \to 0$, which in turn implies replacing $a \to 1$ and all conformal-time derivatives with Minkowski-time derivatives. Observe that the second and third terms on the right hand sides of equations (82) and (83) are sub-dominant to the first terms in this limit, since they are multiplied by an additional power of $H$. Moreover, because of the overall $H^2$ multiplicative factor, the tail term of equation (83) tends smoothly to zero as $H$ (and hence the cosmological constant $\Lambda$) vanishes. As already estimated in [1]—and re-confirmed by dividing the right hand sides of (83) and (82) while keeping only their first terms—the ratio of the GW tail amplitude to that of the direct part is roughly 

$$\frac{D_{ij}^{\text{tail}}(\eta)}{D_{ij}^{\text{tail}}(\gamma)} \sim \frac{(H \cdot \Delta t)(H \cdot a(\eta)|\vec{x}|)}{\eta |\vec{x}|},$$

where $\Delta t$ is the physical characteristic time scale associated with the GW source and $a(\vec{x})$ is the physical observer-source distance at the observer’s time $\eta$. In other words, unless the GW generation process takes place at cosmological distances from the observer and over cosmological timescales, the tail signal is highly suppressed whenever the direct signal is simultaneously present.

However, if we assume that the shear-stress density becomes negligible and the quadrupole moments settle to static values outside the time interval of active GW production—i.e. equations (59)–(61)—then, in the late time limit, $\eta > \eta_t$, the direct GW contribution from equation (82) vanishes and what remains is the tail part from equation (83):

$$D_{ij}[\eta > \eta_t] = D_{ij}^{\text{tail}}[\eta > \eta_t] = 4H^4G_N \big( Q_{ij}^{\text{TT}}[\eta] - Q_{ij}^{\text{TT}}[\eta_t] \big).$$

Note that this expression is now valid everywhere inside the null cone of the source’s world tube, not only in the far zone limit $|\vec{x}| \gg |\vec{x}'|$.

6. Summary and future directions

In this paper, we have improved upon and extended the 4D cosmological results of [1]. Following Ashtekar, Bonga, and Kesavan [8] and Date and Hoque [9], we have now expressed the TT GW tails in even $(d \geq 4)$-dimensional de Sitter spacetime directly in terms of the mass and pressure quadrupole moments of the source. Additionally, we have obtained the solutions to Einstein’s equations, with a positive cosmological constant, linearized about a background de Sitter spacetime of dimensions greater or equal to four. In particular, we have shown that the 4D inside-the-null-cone linear GW memory effect found in [1], due to the spacetime constant tail of the massless TT graviton (and scalar) Green’s function, really extends to all higher dimensional $dS_{4+n}$. We also suggested that the known linear GW memory effects in asymptotically flat 4D spacetimes will carry over to the asymptotically spatially flat FLRW case, with the additional feature that the TT GW amplitude will be diluted by cosmic expansion. Even though radiation dominated universes exhibit no TT GW tails, matter dominated ones do—and in fact, yield approximately spacetime constant GW tails that, like their de Sitter cousins, induce a linear memory effect. In figure 1 we summarize/illustrate our findings in sections 4 and 5.

On a Minkowski background the energy-momentum-shear-stress (pseudo-)tensor of the GWs themselves source a nonlinear (aka ‘Christodoulou’) memory effect [11]; see also [10] and [12]. How this will generalize to a de Sitter background geometry is, as far as we are aware, a wide open question. On the other hand, that we have been able to successfully utilize Nariai’s ansatz [13] to solve Einstein’s equations linearized on $dS_{4+n}$ suggests it may be worthwhile to try solving them for a background spatially flat FLRW geometry with a more general equation-of-state $w$. These results could not only provide further insight into potential GW memory effects, they could lead to new perspectives on the study of large scale structure.
in our universe. Finally, even though [5] has obtained the $d$-dimensional minimally coupled massless scalar de Sitter Green’s function from its $(d + 1)$-dimensional Minkowski counterpart, the question of how to do so for the full graviton Green’s function—the collection of $G$s in equations (26), (32), and (37)—is still unanswered.
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**Appendix A. Geodesic spatial distance between a pair of test masses**

The main goal of this section is the derivation of equation (5). We wish to calculate the geodesic spatial distance between two test masses, at a fixed time $\eta$, when one is located (in space) at $\vec{X}$ and the other at $\vec{X}'$. (These test masses are not assumed to follow geodesics.) We note that, if the spacetime geometry is described by equation (4), the induced metric on a constant-$\eta$ hypersurface is $d\vec{X}^2 \equiv -a[\eta]^2(\delta_{ij} - \chi_{ij}[\eta, \vec{X}])dx^i dx^j$. The square of the geodesic spatial distance between $\vec{X}$ and $\vec{X}'$ is given by the integral

$$L[\eta]^2 = a[\eta]^2 \int_0^1 (\delta_{ij} - \chi_{ij}[\eta, \vec{Y}[\lambda]]) \frac{dY^i}{d\lambda} \frac{dY^j}{d\lambda} d\lambda,$$

where $Y^i$ obeys the geodesic equation

$$\frac{d^2 Y^i}{d\lambda^2} + \Gamma^i_{jk} \frac{dY^j}{d\lambda} \frac{dY^k}{d\lambda} = 0,$$

and the boundary conditions

$$Y^i[\lambda = 0] = X'^i \quad \text{and} \quad Y^i[\lambda = 1] = X^i.$$  (A.3)

Now, if there were no perturbations, i.e. $\chi_{ij} = 0$, then the result is simply (up to the overall factor $a^2$) the familiar one in Euclidean space

$$L_0[\eta]^2 = a[\eta]^2 \int_0^1 \delta_{ij} \frac{dX'_0^i}{d\lambda} \frac{dX'_0^j}{d\lambda} d\lambda = a[\eta]^2 |\vec{X} - \vec{X}'|^2,$$  (A.4)

where

$$\vec{X}_0[\lambda] \equiv \vec{X}' + \lambda(\vec{X} - \vec{X}'),$$  (A.5)

a straight line joining $\vec{X}'$ to $\vec{X}$ as $\lambda$ runs from 0 to 1. Notice the solution $Y^i$ of the geodesic equation in equation (A.2) has to deviate from a straight line in Euclidean space by terms of $\chi_{ij}$ and higher. Because equation (A.1) with $\chi_{ij}$ set to zero is also the variational principle that leads to the geodesic equation in Euclidean space, that means if we evaluate equation (A.1) by replacing all the $Y^i$ with $X'_0^i$ in equation (A.5), the error incurred begins at order $O(\chi_{ij})^2$. Doing so leads us to

$$L_0[\eta]^2 = a[\eta]^2 \int_0^1 \delta_{ij} \frac{dX'_0^i}{d\lambda} \frac{dX'_0^j}{d\lambda} d\lambda = a[\eta]^2 |\vec{X} - \vec{X}'|^2,$$  (A.4)

with $\vec{X} \equiv (\vec{X} - \vec{X}')/|\vec{X} - \vec{X}'|$. From this result, we see that the change in geodesic spatial distance due to the presence of the metric perturbation is

$$\delta L[\eta] = -a[\eta]|\vec{X} - \vec{X}'| \frac{\delta^i \delta^j}{2} \int_0^1 \chi_{ij}[\eta, \vec{X}_0[\lambda]] d\lambda + O[(\chi_{ij})^2].$$  (A.7)

Dividing the result in equation (A.7) with that in equation (A.6), and keeping only terms linear in $\chi_{ij}$, establishes equation (5).
Appendix B. Solution to a space-translation-invariant PDE via dimension reduction

The central equations of this paper are (25), (31) and (36), taking the form

\[
\left( \partial_\tau^2 + U[\eta] \right) \left( a[\eta] \frac{d-2}{2} \psi[\eta, \vec{x}] \right) = -16\pi G_N a[\eta] \frac{d-2}{2} S[\eta, \vec{x}],
\]

where \( U \) is a time dependent potential, \( \psi \) is some component(s) of the barred graviton, and \( S \) is some component(s) of \( T_{\mu\nu} \). In this section we wish to solve the associated symmetric (retarded plus advanced) Green’s function equation:

\[
\left( \partial_\tau^2 + U[\eta] \right) \tilde{G}_d[\eta, \eta'; R \equiv |\vec{x} - \vec{x}'|] = \left( \partial_\tau^2 + U[\eta'] \right) \tilde{G}_d[\eta, \eta'; R \equiv |\vec{x} - \vec{x}'|] = 2\delta[\eta - \eta']\delta^{d-1}[\vec{x} - \vec{x}'],
\]

where

\[
\partial_\tau^2 \equiv \eta^{\mu\nu} \frac{\partial}{\partial x^\mu} \frac{\partial}{\partial x'^\nu}, \quad \partial_\tau^2 \equiv \eta'^{\mu\nu} \frac{\partial}{\partial x'^\mu} \frac{\partial}{\partial x'^\nu},
\]

with \( x^{\mu} \equiv (\eta, \vec{x}) \), \( x'^{\mu} \equiv (\eta', \vec{x}') \), and \( |\vec{x} - \vec{x}'| \) is the Euclidean distance between \( \vec{x} \) and \( \vec{x}' \). We will obtain explicit solutions for the case where \( U_p \) but we will begin with the general \( U[\eta] \). For the de Sitter analysis at hand, equations (25), (31) and (36) tell us the relevant \( p \) are \((d - 6)(d - 4)/4\), \((d - 4)(d - 2)/4\), and \( d(d - 2)/4\).

Because the potential \( U \) is time dependent but space independent, we expect the Green’s function to reflect the space-translation-invariance of the differential operator. In particular, as long as space is assumed to be infinite, we may employ the integral relationship between the Green’s functions in \( d \) and \( d + 2 \) dimensions:

\[
\tilde{G}_d[\eta, \eta'; R] = \int_{\mathbb{R}^2} d^2\vec{x}_d \tilde{G}_{d+2} \left[ \eta, \eta'; \sqrt{R^2 + \vec{x}_d^2} \right],
\]

where \( \vec{x}_d = (x^d, x^{d+1}) \) are the two extra spatial dimensions. That the \( d \)-dimensional version of equation (B.2) is satisfied by equation (B.5)—provided the \((d+2)\)-version holds—can be verified by applying \( \Box_d + U \) (with respect to either the \( d \)-dimensional unprimed or primed variables) on both sides, where \( \Box_d \equiv \partial_\mu \partial^\mu \) or \( \Box_d \equiv \partial_\mu \partial'^\mu \). If \( \nabla^2_d = (\partial/\partial x^d)^2 + (\partial/\partial x^{d+1})^2 \) or \( \nabla^2_d = (\partial/\partial x'^d)^2 + (\partial/\partial x'^{d+1})^2 \) is the Laplacian with respect to \( \vec{x}_d \), we may then utilize \( \Box_{d+2} = \Box_d - \nabla^2_d \), and deduce

\[
(\Box_d + U)\tilde{G}_d[\eta, \eta'; R] = \int_{\mathbb{R}^2} d^2\vec{x}_d (\Box_{d+2} + U)\tilde{G}_{d+2} \left[ \eta, \eta'; \sqrt{R^2 + \vec{x}_d^2} \right] + \int_{\mathbb{R}^2} d^2\vec{x}_d \nabla^2_d \tilde{G}_{d+2} \left[ \eta, \eta'; \sqrt{R^2 + \vec{x}_d^2} \right].
\]

Using the \((d+2)\)-dimensional version of equation (B.2) on the right hand side yields \( 2\delta[\eta - \eta']\delta^{d-1}[\vec{x} - \vec{x}'] \) as desired, provided the second line is zero. The latter is true because the integrand is a total spatial derivative with respect to \( \vec{x}_d \), and thus can be converted into a
surface integral lying well outside the light cone of \( x_{d+2} \equiv (\eta, \tilde{x}, \tilde{0}) \). By causality, the symmetric Green’s function \( \tilde{G}_{d+2} \) has to vanish there. Alternatively, equation (B.5) can also be proven by going to Fourier space.

By writing \( \rho \equiv \sqrt{R^2 + x^2} \), equation (B.5) now becomes

\[
\tilde{G}_{d}[\eta, \eta'; R] = 2\pi \int_{R}^{\infty} d\rho \cdot \rho \tilde{G}_{d+2}[\eta, \eta'; \rho],
\]

and by differentiating both sides with respect to \( R \), we obtain the following recursion relation between the symmetric Green’s function in \( d \) and \( d + 2 \) dimensions:

\[
\tilde{G}_{d+2}[\eta, \eta'; \sigma] = \frac{1}{2\pi} \frac{\partial \tilde{G}_{d}[\eta, \eta'; \tilde{\sigma}]}{\partial \tilde{\sigma}}.
\]

Here, we have re-expressed the derivative with respect to the Euclidean distance \( R \) into one with respect to Synge’s world function in flat spacetime,

\[
\tilde{\sigma} \equiv \frac{1}{2}(\eta - \eta')^2 - R^2 \equiv \frac{1}{2}\eta_{\mu\nu}(x - x')^\mu(x - x')^\nu.
\]

We see that once the \( d = 2,3 \) results are known, the higher dimensional ones follow from differentiation.

\[
\tilde{G}_{even,d}[\eta, \eta'; \sigma] = \frac{1}{(2\pi)^{d/2}} \left( \frac{\partial}{\partial \tilde{\sigma}} \right)^{\frac{d}{2}} \tilde{G}_{d}[\eta, \eta'; \sigma],
\]

\[
\tilde{G}_{odd,d}[\eta, \eta'; \sigma] = \frac{1}{(2\pi)^{d/2}} \left( \frac{\partial}{\partial \tilde{\sigma}} \right)^{\frac{d-1}{2}} \tilde{G}_{d}[\eta, \eta'; \sigma].
\]

Note that the retarded Green’s functions \( \tilde{G}^+ \) follow from their symmetric ones \( \tilde{G} \) by multiplying the latter by \( \Theta[\eta - \eta'] \), where \( \Theta[z > 0] = 1 \) and \( \Theta[z < 0] = 0 \),

\[
\tilde{G}^+ [\eta, \tilde{x}; \eta', \tilde{x}'] = \Theta[\eta - \eta'] \tilde{G} [\eta, \eta'; \sigma].
\]

B.1. Even dimensions

In two dimensions we first postulate the following ansatz for the symmetric Green’s function:

\[
\tilde{G}_{2}[\eta, \eta'; \tilde{\sigma}] = \frac{\Theta[\sigma]}{2} J[\eta, \eta'; \tilde{\sigma}].
\]

Inserting equation (B.13) into equation (B.2), and noting that \( \Theta[\tilde{\sigma}]/2 \) is the symmetric minimally coupled massless scalar 2D Green’s function,

\[
\partial^2 \left( \frac{\Theta[\sigma]}{2} \right) = 2\delta^2[x - x'],
\]

one would deduce
\[ (\partial^2 + U)G_2[\eta, \eta'; \bar{\sigma}] = 2\delta^{(2)}[x - x'] J[x = x'] \]
\[ + \sigma_2 \delta[\sigma](x - x')^{\rho} \partial_{\rho} J[\sigma = 0] + \frac{\Theta[\sigma]}{2} (\partial^2 + U) J, \quad \text{(B.15)} \]

where \( \sigma_2 = +1 \) if \( \partial^2 \) was carried out with respect to \( x^\mu \) and \( \sigma_2 = -1 \) if it were carried out with respect to \( x'^\mu \) instead. To obtain \( 2\delta^{(2)}[x - x'] \) on the right hand side, the first term on the right hand side tells us we need to set \( J[x = x'] = 1 \) at the apex of the light cone \( \sigma = 0 \). Moreover the second line on the right hand side must vanish. For the \( \delta[\bar{\sigma}] \) term of equation (B.15) to be zero, \( (x - x')^{\rho} \partial_{\rho} J[\sigma = 0] = 0 \), i.e. \( J \) is constant on the light cone and thus

\[ J[\sigma = 0] = 1 \quad \text{(B.16)} \]

everywhere on the light cone. For the \( \Theta[\bar{\sigma}] \) term of equation (B.15) to be zero, the tail function \( J \) needs to satisfy the homogeneous wave equation with respect to both \( x^\mu \) and \( x'^\mu \),

\[ (\partial^2 + U) J[\eta, \eta'; \sigma] = 0. \quad \text{(B.17)} \]

B.1. Example. As an example, let us solve the flat spacetime symmetric Green’s function \( G_2 \) of the massive scalar, i.e.

\[ (\partial^2 + m^2) G_2[x - x'] = 2\delta^{(2)}[x - x'], \quad \text{(B.18)} \]

Because of the highly symmetric nature of the problem at hand, we will assume that \( J \) depends on spacetime solely through \( z \equiv m\sqrt{2\bar{\sigma}} \). Then equation (B.17) translates to

\[ (\partial^2 + m^2) J \equiv m^2 \left( J''[z] + \frac{J'[z]}{z} + J[z] \right) = 0, \quad \text{(B.19)} \]

whose solutions are a linear combination of the Bessel functions \( J_0[z] \) and \( Y_0[z] \). To satisfy the light cone boundary condition in equation (B.16), we must discard \( Y_0[z] \) because it is singular as \( \bar{\sigma} \to 0 \),

\[ G_2[x - x'] = \frac{\Theta[\bar{\sigma}]}{2} J_0[m\sqrt{2\bar{\sigma}}]. \quad \text{(B.20)} \]

B.2. Tails and light cone B.C.’s

The tail of the Green’s function is the term proportional to \( \Theta[\bar{\sigma}] \), describing the field propagating within the null cone, i.e. \( \bar{\sigma} > 0 \). By applying the differential recursion relation in equation (B.10) to the ansatz in equation (B.13), we see the Green’s function tail in even dimensions is the term where all the \( \bar{\sigma} \)-derivatives are acting on \( J \), namely

\[ G_{\text{even},d}[\eta, \eta'; \sigma] = \frac{\Theta[\bar{\sigma}]}{2(2\pi)^{d/2}} \left( \frac{\partial}{\partial \bar{\sigma}} \right)^{d-2} J[\eta, \eta'; \sigma]. \quad \text{(B.21)} \]

We now obtain the light cone boundary condition for the tail function of the 4D and 6D Green’s functions, namely \( \partial_{\bar{\sigma}} J[\sigma = 0] \) and \( \partial_{\bar{\sigma}}^2 J[\sigma = 0] \). The strategy is to exploit in 2D the light cone coordinates \( x^\pm \equiv x^0 \pm x^1 = \eta \pm x', \) so that

\[ dx^2 = dx^+ dx^-, \quad \partial_{\pm} = \frac{\partial_0 \pm \partial_1}{2}. \quad \text{(B.22)} \]

The homogeneous wave equation obeyed by \( J \) in (B.17) becomes
\[ \partial_\sigma \partial_{\bar{\sigma}} J = -\frac{1}{4} U J. \]  

(B.23)

We employ a coordinate system such that \((x^+, x^-) = (x'^+, x'^-)\) defines the origin, and the light cone \(\vec{\sigma} = (1/2)(x^- - x'^+)(x^- - x'^+) = 0\) consist of the positive-slope 45 degree line \(x^- = x'^-\) and the negative-slope 45 degree line \(x^- = -x'^+\). Because of the expected invariance of \(J\) under parity, \(x \rightarrow -x\) and \(x' \rightarrow -x'\), in what follows we may focus on the \(x^- = x'^-\) line (which is equivalent to \(\eta - \eta' = x^1 - x'^1\)). Denote a prime as a derivative with respect to \(\bar{\sigma}\) and over dot one with respect to \(\eta\). We will see how the \(\partial_\sigma J[\sigma = 0]\) and \(\partial_{\bar{\sigma}}^2 J[\sigma = 0]\) can be solved once all the first and second derivatives with respect to the light cone coordinates are known.

The first observation is that, since equation (B.16) tells us \(J[x^- = x'^-] = 1\) for all \(x^+\) and \(J[x^- = x'^+] = 1\) for all \(x^-\) we must have

\[ \partial_{\bar{\sigma}}^2 J[x^- = x'^-] = 0, \quad \partial_{\bar{\sigma}}^2 J[x^- = x'^+] = 0. \]  

(B.24)

This also means these derivatives are simultaneously zero at the origin, the apex of the light cone.

\[ \partial_{\bar{\sigma}}^2 J[x = x^+] = \partial_{\bar{\sigma}}^2 J[x = x^-] = 0. \]  

(B.25)

Central to our strategy is the wave equation (B.23) evaluated on the light cone using equation (B.16),

\[ \partial_\sigma \partial_{\bar{\sigma}} J[x^- = x'^-] = -\frac{1}{4} U. \]  

(B.26)

For, taking into account the apex boundary condition in equation (B.25), we may integrate with respect to \(x^+\),

\[ \partial_\sigma J[x^- = x'^-] = -\frac{1}{4} \int_{x^+} x^+ dy^+ U [(y^+ + x^-)/2] = -\frac{1}{2} \int_{\eta''} \eta'' U[\eta'']. \]  

(B.27)

Acting \(\partial_\sigma\) on both sides of equation (B.23), we have \(\partial_\sigma \partial_{\bar{\sigma}} J = -(1/4)((1/2)U + U \partial_\sigma J)\); exploiting equation (B.27), we may again integrate with respect to \(x^+\) to find

\[ \partial_\sigma^2 J[x^- = x'^-] = \frac{U[\eta''] - U[\eta]}{4} + \frac{1}{4} \int_{\eta''} \eta'' U[\eta''] \int_{\eta''} \eta'' U[\eta'']. \]  

(B.28)

On the other hand, via a direct calculation, we may also verify that the first derivatives are

\[ \partial_\sigma J[x^- = x'^-] = \frac{1}{2} J, \]  

(B.29)

\[ \partial_\sigma J[x^- = x'^+] = (\eta - \eta') J' + \frac{1}{2} J. \]  

(B.30)

The second derivatives are

\[ \partial_\sigma^2 J[x^- = x'^-] = \frac{1}{4} \partial \dot{J}, \]  

(B.31)

\[ \partial_\sigma^2 J[x^- = x'^+] = (\eta - \eta') \partial J'' + (\eta - \eta') J' + \frac{1}{4} \partial \dot{J}, \]  

(B.32)
\[
\frac{\partial J}{\partial x^+} = x^+ \frac{\partial J}{\partial x^-} = \frac{1}{2} (\eta - \eta') J' + \frac{1}{2} f' + \frac{1}{4} \omega dJ. \tag{B.33}
\]

Now, equation (B.24) applied to equations (B.29) and (B.31) indicates \( J[\sigma = 0] = J[\sigma = 0] = 0 \) and therefore equations (B.30), (B.32) and (B.33) now yield
\[
J[\sigma = 0] = J[\sigma = 0], \tag{B.34}
\]
\[
J''[\sigma = 0] = \frac{\partial^2 J[\sigma = 0] + J[\sigma = 0] + U[\eta]/2}{(\eta - \eta')^2}. \tag{B.35}
\]

Together with equations (B.27) and (B.28), we may now gather
\[
\partial_\eta J[\sigma = 0] = -\frac{1}{2(\eta - \eta')} \int_0^\eta d\eta'' U[\eta''], \tag{B.36}
\]
\[
\partial^2_\eta^2 J[\sigma = 0] = \frac{1}{(\eta - \eta')^2} \left\{ \frac{U[\eta] + U[\eta']}{4} - \frac{1}{2(\eta - \eta')^2} \int_0^\eta d\eta'' U[\eta''] \right. \\
\left. + \frac{1}{4} \int_0^{\eta''} d\eta''' U[\eta'''] \int_0^{\eta''} d\eta'''' U[\eta'''''] \right\}. \tag{B.37}
\]

Although we will not pursue it further, it should be possible to continue this procedure to obtain the light cone boundary condition of the tail function in any even dimension, i.e. \( \partial^2_\eta^2 J[\sigma = 0] \).

For the power law potential in equation (B.4), the 4D and 6D tails obeys the light cone boundary conditions
\[
\text{4D: } \partial_\eta J[\sigma = 0] = -\frac{p}{2\eta''} \tag{B.38}
\]
and
\[
\text{6D: } \partial^2_\eta J[\sigma = 0] = -\frac{p(p - 2)}{8(\eta''')^2}. \tag{B.39}
\]

### B.3. Power law potential

We now turn to solving the wave equation equation (B.17) with the power law potential in equation (B.4). To this end we postulate that \( J \) depends on spacetime solely through the object \( \tilde{\sigma}/(\eta''') \). (This is directly inspired by Nariai’s ansatz in 4D [13].) Doing so converts the wave equation (B.17) into an ordinary differential equation
\[
\left( \frac{d^2}{\eta''^2} - \frac{p}{\eta''^2} \right) J[\tilde{\sigma}] = \frac{s(s + 2)J''[s] + 2(s + 1)J'[s] - pJ[s]}{\eta''^2} = 0, \quad s = \frac{\tilde{\sigma}}{\eta''}. \tag{B.40}
\]

The general solution involves a linear combination of the Legendre functions \( P_s[1 + s] \) and \( Q_s[1 + s] \), where the \( \nu \) depends on \( p \). Because the light cone boundary condition in equation (B.16) now corresponds to \( J[s = 0] = 1 \), and because \( Q_s[1 + s] \) blows up as \( s \to 0 \) while \( P_s[1 + s] \to 1 \) in the same limit, the relevant solutions for the de Sitter analysis at hand are Legendre polynomials:
\[ J[x] = P \frac{d-6}{2} \left[ 1 + \frac{\tilde{\sigma}}{\eta} \right], \quad p = \frac{(d-6)(d-4)}{4}, \quad \text{(B.41)} \]

\[ J[x] = P \frac{d-4}{2} \left[ 1 + \frac{\tilde{\sigma}}{\eta} \right], \quad p = \frac{(d-4)(d-2)}{4}, \quad \text{(B.42)} \]

\[ J[x] = P \frac{d-2}{2} \left[ 1 + \frac{\sigma}{\eta} \right], \quad p = \frac{d(d-2)}{4}. \quad \text{(B.43)} \]

### B.4. Odd dimensions

In three dimensions we first postulate the following ansatz for the symmetric Green’s function:

\[ \tilde{G}_3[\eta, \eta'; \sigma] \equiv \Theta[\sigma]J[x, x'] \equiv \Theta[\sigma] \frac{g_3[\eta, \eta'; \sigma]}{2\sqrt{2\tilde{\sigma}}}. \quad \text{(B.44)} \]

Because the symmetric minimally coupled massless scalar 3D Green’s function obeys

\[ \partial^2 \left( \frac{\Theta[\tilde{\sigma}]}{2\sqrt{2\tilde{\sigma}}} \right) = 2\delta^{(3)}[x - x'], \quad \text{(B.45)} \]

and

\[ \partial^2 \left( \frac{1}{2\sqrt{2\tilde{\sigma}}} \right) = 0 \quad \text{whenever} \quad \tilde{\sigma} > 0; \]

plugging equation (B.44) into the wave equation (B.2) yields

\[ (\partial^2 + U)\tilde{G}_3 = 2\delta^{(3)}[x - x']g_3[x = x'] + 2\sigma\delta[\tilde{\sigma}] \frac{(x-x')^\mu \partial_\mu g_3[\tilde{\sigma} = 0]}{2\sqrt{2\tilde{\sigma}}} + \Theta[\sigma](\partial^2 + U)J. \quad \text{(B.47)} \]

where again \( \sigma = +1 \) if \( \partial^2 \) was carried out with respect to \( x^\mu \) and \( \sigma = -1 \) if it were carried out with respect to \( x'^\mu \) instead. We require the right hand side to return \( 2\delta[\eta - \eta']\delta^{(3)}[x - x'] \). For the coefficient of the \( \delta \)-function to be 2, we need \( g_3[x = x'] = 1 \), on the apex of the light cone. For the \( \delta[\tilde{\sigma}] \) term to vanish we have

\[ \left( \frac{(x-x')^\mu \partial_\mu g_3}{\sqrt{\tilde{\sigma}}} \right)[\tilde{\sigma} = 0] = 0, \quad \text{(B.48)} \]

i.e. \( g_3 \) is constant on the light cone \( \sigma = 0 \). This in turn means \( g_3 \) is unity on the entire light cone:

\[ \lim_{\sigma \to 0} J[x, x'] = \lim_{\sigma \to 0} \frac{g_3[\sigma]}{2\sqrt{2\tilde{\sigma}}} = \frac{1}{2\sqrt{2\tilde{\sigma}}}. \quad \text{(B.49)} \]

Moreover, demanding the vanishing of the \( \Theta[\tilde{\sigma}] \) term in equation (B.47) informs us \( J \) obeys the homogeneous wave equation:

\[ (\partial^2 + U)J = 0. \quad \text{(B.50)} \]

#### B.4.1. Example

As an example, let us solve the flat spacetime symmetric Green’s function \( \tilde{G}_3 \) of the massive scalar, i.e.
(\partial^2 + m^2)G[x - x'] = 2\delta^{ij}[x - x'], \quad (B.51)

Because of the highly symmetric nature of the problem at hand, we will assume that \(J\) depends on spacetime solely through \(z \equiv m^{2}\sigma\). Then equation (B.50) translates to

\[(\partial^2 + m^2)J = m^2\left(p''[z] + \frac{2}{z}p'[z] + J[z]\right) = 0, \quad (B.52)\]

whose solutions are a linear combination of \(\sin[z]/z\) and \(\cos[z]/z\). To simultaneously require the vanishing of the light cone derivative of \(g_3\) in equation (B.48) and the light cone boundary condition in equation (B.49), we must ignore the \(\sin[z]/z\) term and arrive at

\[G[x - x'] = \frac{\Theta[\sigma]}{2\pi \sqrt{2\sigma}} \cos[m\sqrt{2\sigma}] . \quad (B.53)\]

**B.5. Tails**

The tail of the Green’s function is the term proportional to \(\Theta[\sigma]\), describing the field propagating within the null cone, i.e. \(\sigma > 0\). By applying the differential recursion relation in equation (B.11) to the ansatz in equation (B.44), we see the Green’s function tail in odd dimensions is the term where all the \(\sigma\)-derivatives are acting on \(J\), namely

\[\hat{G}_{\text{odd}}^{(\text{tail})}[\eta, \eta'; \sigma] = \frac{\Theta[\sigma]}{(2\pi)^{d/2}} \left( \frac{\partial}{\partial \sigma} \right)^{d-3/2} J[\eta, \eta'; \sigma] \]

\[= \frac{\Theta[\sigma]}{(2\pi)^{d/2}} \left( \frac{\partial}{\partial \sigma} \right)^{d-3/2} \left( \frac{g_3[\eta, \eta'; \sigma]}{2\pi \sqrt{2\sigma}} \right). \quad (B.54)\]

**B.6. Power law potential**

We now derive explicit solutions to the wave equation (B.50) in the case where the potential is the power law in equation (B.4). To this end we postulate the following Nariai-inspired ansatz [13]

\[J[x, x'] = \sqrt{H^2[a(\eta)a[\eta']]} \hat{J}[s] = \frac{\hat{J}[s]}{\sqrt{\eta\eta'}}, \quad s \equiv \frac{\sigma}{\eta\eta'}. \quad (B.55)\]

When inserted into equation (B.50), this gives us the ordinary differential equation

\[\left( \frac{\partial^2 - \frac{d}{\eta^2}}{\eta^2} \right)J = \frac{4s(s + 2)\hat{J}''[s] + 12(s + 1)\hat{J}'[s] + (3 - 4p)\hat{J}[s]}{4\eta^2 \sqrt{\eta\eta'}} = 0. \quad (B.56)\]

The solutions to \(\hat{J}\) are linear combinations of \(P_{-1/2}^{1/2}[1 + s]/\sqrt{s(s + 2)}\) and \(Q_{-1/2}^{1/2}[1 + s]/\sqrt{s(s + 2)}\), where the \(P_{-1/2}^{1/2}\) and \(Q_{-1/2}^{1/2}\) are associated Legendre functions, and \(\nu\) depends on \(p\). It turns out, to ensure the light cone derivative of \(g_3\) goes to zero fast enough (equation (B.48)), the \(Q_{-1/2}^{1/2}[1 + s]/\sqrt{s(s + 2)}\) term needs to be discarded. For the de Sitter analysis at hand, where \(p \in \{ (d - 6)(d - 4)/4, (d - 4)(d - 2)/4, d(d - 2)/4 \}\), we invoke equation (8.754.1) of [14] to convert \(P_{-1/2}^{1/2}[\cosh \alpha] = (2/(\pi \sinh \alpha))^{1/2} \cosh[\sin \alpha]\) into an object built out of radicals of \(s\). Specifically, upon matching onto (B.49), one finds
where $s$ is defined in equation (B.55).

\[ J[x, x'] = \frac{1}{4\pi} \frac{(s + \sqrt{s(s + 2) + 1})^{d-1} + 1}{\sqrt{\sigma(s + 2)(s + \sqrt{s(s + 2) + 1})^\frac{d-3}{2}}} \quad p \equiv \frac{(d - 6)(d - 4)}{4}. \]  
\[ J[x, x'] = \frac{1}{4\pi} \frac{(s + \sqrt{s(s + 2) + 1})^{d-3} + 1}{\sqrt{\sigma(s + 2)(s + \sqrt{s(s + 2) + 1})^\frac{d-3}{2}}} \quad p \equiv \frac{(d - 4)(d - 2)}{4}. \]  
\[ J[x, x'] = \frac{1}{4\pi} \frac{(s + \sqrt{s(s + 2) + 1})^{d-1} + 1}{\sqrt{\sigma(s + 2)(s + \sqrt{s(s + 2) + 1})^\frac{d-1}{2}}} \quad p \equiv \frac{d(d - 2)}{4}. \]  

where $s$ is defined in equation (B.55).

### B.7 Application to de Sitter

With the symmetric Green’s function $\tilde{G}$ of $(\partial^2 - p/\eta^2)$ at hand, the retarded solution to equations (25), (31) and (36) take the form (see equation (B.1))

\[ \psi[\eta, x] = -16\pi G \int_{-\infty}^{\eta} d\eta' \int_{\mathbb{R}^{d-1}} d^{d-1}x' \left( \frac{a[\eta']}{a[\eta]} \right)^{\frac{d-2}{2}} \tilde{G} [\eta, x; \eta', x'] S[\eta', x']. \]  
\[ (B.60) \]

For the de Sitter analysis, we have shown in the previous section that $\tilde{G}$ depends on $\bar{\sigma}$ solely through the object $s \equiv s(\eta')$; moreover, since $\eta' > 0$, we may assert $\Theta[\bar{\sigma}] = \Theta[s]$. These allow us to apply the recursion equation (B.10) for even $d \geq 4$ to equation (B.13), expressing all the $s$-derivatives in terms of $s$-derivatives:

\[ \left( \frac{a[\eta']}{a[\eta]} \right)^{\frac{d-2}{2}} \left( \frac{\partial}{\partial s} \right)^{\frac{d-2}{2}} \left( \frac{\Theta[s]}{2} J[s] \right) = H^{d-2} a[\eta']^{d-2} \left( \frac{\partial}{\partial s} \right)^{\frac{d-2}{2}} \left( \frac{\Theta[s]}{2} J[s] \right). \]  
\[ (B.61) \]

Similarly, we may employ equation (B.11) for odd $d \geq 5$ to equations (B.44) and (B.55),

\[ \left( \frac{a[\eta']}{a[\eta]} \right)^{\frac{d-2}{2}} \left( \frac{\partial}{\partial s} \right)^{\frac{d-3}{2}} \left( \Theta[s] \right) H^{d-2} a[\eta']^{d-2} \left( \frac{\partial}{\partial s} \right)^{\frac{d-3}{2}} \left( \Theta[s] J[s] \right) = (B.62) \]

We then surmise from equations (B.10) and (B.13); (B.11), (B.44) and (B.55); that equation (B.60) becomes

\[ \psi[\eta, x] = -16\pi G H^{d-2} \int_{-\infty}^{\eta} d\eta' \int_{\mathbb{R}^{d-1}} d^{d-1}x' a[\eta']^{d-2} \bar{G}[s] S[\eta', x'], \]  
\[ (B.63) \]

where

\[ \bar{G}_{\text{even}}[s] \equiv \frac{1}{(2\pi)^{d-2}} \left( \frac{\partial}{\partial s} \right)^{\frac{d-2}{2}} \left( \frac{\Theta[s]}{2} J[s] \right). \]  
\[ (B.64) \]
\[ \mathcal{G}_{\text{odd}}[\mathcal{s}] \equiv \frac{1}{(2\pi)^{\frac{d-1}{2}}} \left( \frac{d-3}{2} \right) \langle \Theta[s]J[s] \rangle. \]  

(B.65)

For even \( d \geq 4 \), the explicit solutions of \( J[s] \) are given in equations (B.41)–(B.43). For odd \( d \geq 5 \), the explicit solutions of \( J[s] \) are given through equations (B.55) and (B.57)–(B.59).

**Appendix C. Gauge invariant variables for perturbed spatially flat FLRW in various dimensions**

The primary goal of this section is to identify the gauge-invariant metric variables of a perturbed \( d \) dimensional spatially flat FLRW universe, generalizing Bardeen’s in 4D. We first begin with the result that, under

\[ x^\alpha \rightarrow x^\alpha + \xi^\alpha, \]  

(C.1)

an arbitrary metric would transform as

\[ g_{\mu\nu} \rightarrow g_{\mu\nu} + \xi^\sigma \partial_\sigma g_{\mu\nu} + (\partial_{\mu\nu} \xi^\sigma) g_{\sigma\nu}. \]  

(C.2)

That means under \( x \rightarrow x + \xi \), the perturbation of a conformally flat metric, namely the \( \chi_{\mu\nu} \) in

\[ g_{\mu\nu}[\eta, \chi] \equiv a|\eta|^2(\eta_{\mu\nu} + \chi_{\mu\nu}[\eta, \chi]) \]  

(C.3)

would transform as

\[ \chi_{\mu\nu} \rightarrow \chi_{\mu\nu} + \partial_{(\mu} \xi_{\nu)} + 2\frac{\dot{a}}{a} \xi_{\mu\nu}. \]  

(C.4)

where the indices on \( \xi_{\mu} \) are moved with \( \eta_{\nu\rho} \). By exploiting the spatial rotational \( \text{SO}_{d-1} \) symmetry of the background geometry, we shall perform an irreducible scalar-vector-tensor decomposition of the metric perturbation as well as an analogous one for \( \xi \). That is, we do

\[ \xi_{ij} = (\xi_{0i}, \partial_i \ell + \ell_i), \quad \delta^i \delta_j = 0. \]  

(C.5)

and

\[ \chi_{00} \equiv E, \quad \chi_{0i} \equiv \partial_i F + F_i, \]
\[ \chi_{ij} \equiv D_{ij} + \partial_i \partial_j + \frac{D}{d-1} \delta_{ij} + \left( \partial_i \partial_j - \frac{\delta_{ij}}{d-1} \nabla^2 \right) K, \]  

(C.6)

where these variables obey the following constraints:

\[ \delta^i \partial_i F_j = \delta^i D_{ij} = \delta^i \partial_i D_{ij} = \delta^i \partial_j D_j = 0. \]  

(C.7)

### C.1. Gauge transformations

Applying the irreducible decomposition of equations (C.6) to (C.4), under \( x^0 \rightarrow x^0 + \xi_0 \) and \( x^i \rightarrow x^i - (\partial_i \ell + \ell_i) \), we may gather

\[ E \rightarrow E + 2\frac{\partial_0 a \xi_0}{a}, \quad F \rightarrow F + \dot{\ell}, \quad F_i \rightarrow F_i + \ell_i. \]  

(C.8)
\[ D_j \rightarrow D_j + \ell_j, \quad D \rightarrow D + 2 \nabla^2 \ell - 2(d - 1) \frac{\partial}{\partial x_0} \xi_0, \quad K \rightarrow K + 2 \ell, \tag{C.9} \]

and the transverse-traceless graviton is gauge-invariant
\[ D_0 \rightarrow D_0, \tag{C.10} \]

\section*{C.2. Gauge invariant variables}

At this point, we may then verify that the following variables are gauge invariant ones in a perturbed spatially flat \( d \)-dimensional FLRW universe. The 2 scalar ones are
\[
\Psi \equiv \frac{E}{2} - \frac{1}{a} \partial_0 \left\{ a \left(F - \frac{K}{2}\right)\right\}, \tag{C.11}
\]
\[
\Phi \equiv \frac{D - \nabla^2 K}{d - 1} + 2 \frac{\partial}{\partial x_0} \left\{ F - \frac{K}{2}\right\}, \tag{C.12}
\]

whereas the vector and tensor modes are, respectively,
\[
V_i \equiv F_i - \dot{D}_i \quad \text{and} \quad D_{ij} \equiv \chi_{ij}^{TT}. \tag{C.13}
\]

\textbf{Remark.} In 2D the Einstein tensor is identically zero, and Einstein’s equation (8) no longer defines dynamics for the metric. In 3D, the gauge-invariant tensor mode \( D_0 \) does not exist. For, in momentum \( \hat{k} \)-space, if we choose a coordinate system such that \( k^i = |\hat{k}| \delta_2^i \), the transverse condition in equation (C.7) would mean \( 0 = k^i D_0 \delta_2^i = |\hat{k}| D_2 = |\hat{k}| D_{2i} \) and the traceless condition would imply \( D_{11} = 0 \); i.e. \( D_0 = 0 \). This is why, in this paper, we are restricting our attention to \( d \geq 4 \).
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