Forecasting groups of time series is of increasing practical importance. Some examples are: forecasting the demand for multiple products offered by a retailer, server loads within a data center or the number of completed ride shares in zones within a city. The local approach to this problem considers each time series separately and fits a function or model to each series. The global approach considers all time series as the same regression task and fits a single function to all series. For groups of similar time series, global methods outperform the more established local methods. However, there is recent empirical evidence showing surprisingly good performance of global models on heterogeneous groups of time series. This suggests a more general applicability of global methods, with major implications in forecasting theory and practice, in the form of more accurate tools for automatic forecasting and new scenarios to study. However, the evidence has been of empirical nature and a more fundamental study is required.

In this paper, we formalize the setting of forecasting a set of time series with local and global learning algorithms, leading to the following contributions:

- We show that global methods are not more restrictive than local methods for time series forecasting, a result which does not apply to sets of regression problems in general. Global and local methods can produce the same forecasts without any assumptions about similarity of the series in the set. This result shows that global models can succeed in a wider range of problems than previously thought.

- We derive basic generalization bounds for local and global algorithms. We find that the complexity of local methods grows with the size of the set while it remains constant for global methods. Therefore a global algorithm can afford to be quite complex and still benefit from better generalization error than local methods for large datasets. These bounds serve to clarify and support recent experimental results in the area of time series forecasting, and guide the design of new algorithms. For the specific class of limited-memory autoregressive models, this bound leads to the design of global models with much larger memory than what is effective for local methods.

- The findings are supported by an extensive empirical study. We show that purposely naïve algorithms derived from these principles, such as global linear models fit by least squares, deep networks or even high order polynomials, result in superior accuracy in benchmark datasets. In particular, global linear models show an unreasonable effectiveness, providing competitive forecasting accuracy with far fewer parameters than the simplest of local methods. Empirical evidence points towards global models being able to automatically learn long memory patterns and related effects that are only available to local models if introduced manually.

**Keywords** Time Series · Forecasting · Generalization · Global · Local

# 1 Introduction

"Unus pro omnibus, omnes pro uno." — D’Artagnan

Consider the problem of having to forecast many time series as a group. We might need to forecast tourist arrivals at all our resorts for next season, the demand for all products we offer at our retailer every week, server loads within a data center, the number of completed ride shares for all zones within a city on a hourly basis, and so on. The safest way (making fewest
assumptions) to approach this problem is to assume each of the time series in the set potentially comes from a different data generating process so it should be modeled individually, as a separate regression problem of finding a function to predict future values from the observed part of the series. This is the standard univariate time series forecasting problem; we call it the local approach to the problem.

From a statistical/machine learning perspective, the local approach suffers from one shortcoming: sample size. Temporal dependence and the short length of the series makes time series forecasting a notoriously difficult problem. Individual time series cannot be modeled in a data-driven way because even basic models (e.g., linear) will suffer from over-fitting. To overcome over-fitting, an excessive burden is placed on manually expressing prior knowledge of the phenomena at hand (assuming seasonal patterns, looking for external explanatory variables, calendar effects, separate long/short term effects, etc.) and restricting the fitting. This limits accuracy, since finding appropriate simple models is not always possible; it also limits scalability, since modeling each time series requires human supervision. As a result, the last four decades of automatic time series forecasting (i.e. without prior information) have been dominated by the ensembling of simple forecast models.

A univariate alternative to the local approach, called the global approach, has been introduced to exploit the natural scenario where all series in the set are “similar”, “analogous” or “related” (e.g. the demand for fiction books follows a similar pattern for all subgenres, stores or cover designs). The idea behind the global approach is to introduce the strong assumption of all time series in the set coming from the same process, because even when not true, it will pay off in terms of forecasting accuracy. Global methods pool the data of all series together and fit a single univariate forecasting function. The global approach overcomes the main limitation of the local approach: it prevents over-fitting because a larger sample size is used for learning compared to a local counterpart. On the other hand, the same function must be used to forecast all time series in the set, even when the series are different, which seems restrictive (and less general than local). The wider adoption of global methods has been prevented by the underlying assumption that they offer benefits over local methods only when time series in the set come from intuitively similar or related data generating processes.

However, recent empirical results show puzzlingly good performance of global methods applied over sets of time series that cannot be considered related [1]. Notably, top results in the M4 Competition [2] use some form of globality, mostly in combination with local parts [3, 4]. Good performance with purely global methods [5, 6] has soon followed these initial results. Because heterogeneous datasets are general (we can always add series from other sources to get a heterogeneous set), the implications of global methods working well for heterogeneous datasets can have a profound impact in forecasting practice. This can set a new state-of-the-art for automatic methods and open the possibilities of adopting data-driven techniques that are inapplicable for local methods, thus keeping up with the advances in machine learning.

Nevertheless, all cited pieces of empirical evidence are closely tied to the specific models used to achieve them, which differ among themselves, sometimes making contradictory claims about the causes of this performance. There is a lack of understanding of the underlying general principles behind this good performance (even if they exist). These principles can help solidify existing knowledge, accelerate technology transfer to real-world applications and guide future improvements in the field.

Motivated by these possibilities and needs, in this paper we compare global and local forecasting algorithms from the perspective of statistics and machine learning applied to a finite number of series, each of finite length, and for a finite horizon of interest. This leads to the following contributions.

- In a formal setting of forecasting a set of time series, we show that local and global algorithms can produce the same forecasts, so they can approximate the series equally well (Section 2). A local algorithm might learn a different function to forecast each series in the set, but its forecasts can always be replicated by a single function learnt by a global algorithm. Global algorithms in the general setting of supervised learning (i.e. pooling together regression problems with arbitrary input-output pairs) do not exhibit this property. This result can be understood as an existence result that motivates the use of global algorithms for a wider range of problems than previously thought, since we require no assumptions about similarity of the series in the set.

- A key contribution of the paper is the derivation of generalization bounds of local and global algorithms for forecasting sets of time series (Section 3). These bounds relate model complexity (measured as the number of functions that can be fit to data) and sample size to the difference between training (in-sample) error and testing (out-of-sample) error. The bounds are agnostic of specific models and the distribution of the data, allowing us to reason without knowing the specifics. We show that the complexity of local algorithms grows with the size of the set, so it can easily surpass the constant complexity of global algorithms. For example, for sets of moderate size, a local algorithm such as fitting simple exponential smoothing models to each series in the set is (surprisingly) more complex than a single global deep network with thousands of parameters. When higher complexity of a model leads to poorer generalization, this means that global models generalize better.

- Derived from the complexity analysis, we provide principles for designing forecasting algorithms for sets of time series that lead to improved forecasting accuracy. These principles can serve as a “toolbox” which can be adapted to specific forecasting problems. Furthermore, these principles unify local and global approaches under the common framework of controlling model complexity.

- We motivate the use of global algorithms with large complexity (Section 3.4). Complexity can be increased in many ways; we highlight three:
Adding features For example, adding manual features such as high degree polynomials, or considering alternate model classes such as nonparametric/kernel methods, deep networks or regression trees. This in turn is a strong theoretical support for the current empirical evidence based on deep learning.

Increasing Memory Restricting the class of models to finite memory autoregressions, larger complexity of global models can be reached by increasing the memory/order of autoregression (Section 3.5). In addition to benefits of better fitting, this shows that long memory patterns might be easier to pick with global models.

Partitioning We cast the problem of forecasting a set of time series as a spectrum between two extremes based on how the set is partitioned. Partitioning the set into single series leads to the local approach, while the global approach works on the trivial partition that keeps the set intact. We show that the complexity of a learning algorithm can be controlled by the granularity of the partitioning (Section 3.6). This result highlights the trade-off in sophisticated ways of partitioning, such as data-driven partitioning, leading to clustering and its fuzzy weighted alternatives.

- We showcase the strength of these theoretically derived principles in a large empirical study on benchmark datasets (Sections 4–5). We incorporate these principles in global forecasting methods based on existing classes such as linear models, high order polynomials and deep networks (MLP ReLu). To isolate the contribution of the principles, these methods are naïve in the sense that they do not rely on feature engineering, seasonality, advanced deep learning architectures, hyperparameter tuning, preprocessing steps or model selection/combination. These methods achieve good accuracy through a wide range of benchmark datasets. We find compelling empirical evidence towards global methods in the performance of linear models: while theoretically the complexity of a global model must be larger than the one a local algorithms assigns to each individual series, we find that in practice it does not need to be much larger. This means that global methods can be both simpler (3 orders of magnitude fewer parameters) and more accurate.

- We provide a theoretical explanation for recent empirical results on the performance of global methods (Section 6). The main cause we propose — global methods can have higher complexity and still generalize better — differs from the explanations given in related literature, which we show are too narrow. We continue with a critical analysis of related literature claims about clustering, memory and preprocessing from the theoretical point of view of the elements involved in the bounds.

2 Equivalence of global and local approaches for forecasting a set of time series

"Each forecast that can be expressed by a local algorithm can also be expressed by a global algorithm."

2.1 Local and global learning algorithms

We compare two approaches for forecasting a set of time series. The local approach fits a function to each time series in the set. The global approach fits the same function to all time series in the set. Both approaches are learning algorithms, functions that take data as input and produce forecasting functions as output. These forecasting functions, in turn, take the observed part of a time series as input and produce the future part (forecast) as output. Because the global approach is restricted to producing the same function for all time series in a set while the local can use a different function for each series, we might think the global is more limited than the local approach. It turns out that under realistic assumptions this is not true: local and global approaches do not differ in the forecasts they are able to produce.

Let \( S \) be the set of univariate time series of size \( K, S = \{ X_i \in \mathbb{R}^T, i = 1 \ldots K \} \), and we allow \( S \) to have repeated time series. \( X_i \) are the observed time series, vectors of real numbers, assumed to be of the same finite length \( T \) without loss of generality. We are interested in the future of each time series until a finite number of time steps \( H \); i.e. each time series \( X_i \) has a future part which is a vector in \( \mathbb{R}^H \). Forecasting functions are functions from the observed time series to the future part:

\[
    f : \mathbb{R}^T \rightarrow \mathbb{R}^H.
\]

Let \( A_L \) be a local learning algorithm: a function that takes a time series \( X_i \) and returns a forecasting function \( f_i \). That is,

\[
    A_L : \mathbb{R}^T \rightarrow (\mathbb{R}^T \rightarrow \mathbb{R}^H).
\]

The same local algorithm is applied to each time series in \( S \), producing a different function for each \( X_i \).

A global method \( A_G \) is also a learning algorithm, but it only produces a single forecasting function, \( g \), for the whole \( S \),

\[
    A_G : S \rightarrow (\mathbb{R}^T \rightarrow \mathbb{R}^H)
\]

Proposition 1 (Equivalence of Local and Global Algorithms for Time Series Forecasting). Let

- \( \mathcal{A}_L = \text{set of all local learning algorithms} \);
- \( \mathcal{A}_G = \text{set of all global learning algorithms} \);
- \( \mathcal{F}_{L,S} = \{ (A_L(X_i))(X_i) \mid X_i \in S, A_L \in \mathcal{A}_L \} \), the set of all possible local forecasts of \( S \);
Then we study how well local and global algorithms generalize. The goal of studying generalization is to say something about how far the expected error on unseen (out-of-sample) data can be from the error an algorithm makes in the observed (in-sample) data. The difference between out-of-sample error and in-sample error is named generalization gap.

3 Generalization relationship between local and global approaches

The main goal of forecasting is to produce accurate predictions on unseen data according to some error measure. We have seen in the previous Section 2 that local and global algorithms can produce the same forecasts, and therefore potentially achieve the same accuracy, but Proposition 1 does not tell us about how two fixed algorithms compare in practice.

3.1 Generalization error bounds

We will study how well local and global algorithms generalize. The goal of studying generalization is to say something about how far the expected error on unseen (out-of-sample) data can be from the error an algorithm makes in the observed (in-sample) data. The difference between out-of-sample error and in-sample error is named generalization error or generalization gap.
Low generalization error does not imply low out-of-sample error, only that it will be close to the in-sample. High generalization error is usually related to over-fitting. Theoretical analysis of generalization produces results in the form of probabilistic bounds for the generalization error; it gives us the probability that the out-of-sample error lies within a desired distance of the in-sample error. The bound can also be interpreted as a confidence interval for the expected out-of-sample error.

We will use a basic result in machine learning about generalization error \[7\] that relates how far the out-of-sample error, \(E_{\text{out}}\), can be from the in-sample error, \(E_{\text{in}}\), in terms of an i.i.d. dataset and a model \(\mathcal{H}\) (also termed hypothesis class). The model \(\mathcal{H}\) is a finite set of functions that can be potentially fit to data. The size of \(\mathcal{H}\), denoted by \(|\mathcal{H}|\), is the complexity of \(\mathcal{H}\).

The basic bound has the form:

\[
E_{\text{out}} < E_{\text{in}} + \sqrt{\frac{\log(|\mathcal{H}|) + \log\left(\frac{2}{\delta}\right)}{2N}},
\]

with probability at least \(1 - \delta\).

To simplify notation, we are assuming \(E_{\text{in}}\) to be the in-sample average and \(E_{\text{out}}\) to be its expectation, both calculated over loss values of the predictions of one forecasting function. This function is chosen from \(\mathcal{H}\), picked after exploring all alternatives (e.g. the one that minimizes \(E_{\text{in}}\)). We can think of a learning algorithm as the way of picking this function from \(\mathcal{H}\), though in practice a learning algorithm is tied to a specific \(\mathcal{H}\). We assume that the error measure, also named loss function, takes values in \([0, 1]\).

To apply this bound we only need information about the sample size, maximum and minimum values for the error, and the number of functions which we consider in our model. It is a good compromise of generality: introducing additional assumptions makes the scope too narrow, making it more general leads to vacuous statements.

This bound assumes the worst possible situation with the information we have. It is valid for any distribution of errors taking values in \([0, 1]\), in fact the worst distribution is either min or max error with half probability each. The model \(\mathcal{H}\) can be any set of functions and the algorithm can pick from it in any way possible, for which the worst case is testing the error of all functions \(\mathcal{H}\) before picking one.

The assumption of bounded loss seems limiting but is of great general applicability for what we get from it. We highlight three situations where, after rescaling, the bound can be applied naturally:

- The measurement units have maximum and minimum values, e.g. number of patients arriving at a hospital has a clear lower bound and an upper bound can be reasonably defined.
- The error measure is relative, e.g. sMAPE is between 0 and 200 even when we do not know the bounds of the variable.
- We are interested in errors over a certain threshold, in which case we can assume the error is bounded. The bounds assume the worst-case scenario where maximum and minimum errors each have a 50% chance of happening, so it is a safe worst-case scenario (depending on our needs).

More sophisticated notions of complexity other than the size of \(\mathcal{H}\) exist, which can make the bound tighter. These require additional information about \(\mathcal{H}\) or the way of choosing a function from \(\mathcal{H}\). For example, the relation between the number of steps in stochastic gradient descent and generalization error \(8\) could be adapted to get equivalent analyses, provided we know certain properties of our models. In the context of time series, \(9\) analyze the sequence-to-sequence models (an scenario not unlike the one studied in this paper) using the concepts of Rademacher complexity and discrepancy, a notion of the nonstationarity series that includes model and loss function.

The insights derived from our results do not depend on an accurate notion of complexity, since they come from examining relative performance. This bound is particularly useful for reasoning at a general level, we do not need information about the distribution of the data (just min and max error values) and about the hypothesis class (as long as we know its finite size).

To use this bound in the context of a time series, where observations are not i.i.d, we need to make the extra assumption of \(N\) being an effective sample size, which somehow grows with the length of the series \(T\), but is less than \(T\) in general. This is a feasibility requirement; if we cannot guarantee that the longer we observe a time series, the better we can approximate it, then it is not possible to learn from time series data. See Theorem 1 in \(10\) for a discussion on the notion effective sample size in non i.i.d processes; also \(11\) (Theorem 4) and \(12\). In our case \(N\) “encapsulates” or “abstracts away” important details about the underlying processes (degree of nonstationarity, dependence structure, etc.) which must be assumed otherwise. Arguably, we use automatic time series forecasting precisely because we do not know these details. Moreover, because we are focusing on the relative performance of local and global approaches, it is not important to know the exact effective sample size, as \(N\) will be the same for both.

### 3.2 Comparing local and global methods on a single time series

We would like to say something about the effect of locality and globality on generalization at an abstract level. We can directly apply this bound to compare local and global approaches in the context of out-of-sample error of one isolated time series in the set. We will adopt the common practice of considering one approach is better than the other if its bound is
better. This is an heuristic, better bounds do not guarantee better out-of-sample error. We can view this heuristic as a form of penalization for model selection, similar to Akaike’s Information criterion, though we will not use it as such.

We can show a result that confirms intuition and the main rationale behind the preference for local methods:

“For a time series in isolation and local and global algorithms with the same hypothesis class, the local approach has a better worst-case out-of-same error than the global.”

This occurs because the best local in-sample error will be at most the same as the best global in-sample loss. The global approach must pick the function from $\mathcal{H}$ that minimizes the in-sample loss of all time series in the set, while the local approach only focuses on the current time series of interest. The remaining terms in the bound are equal for both approaches, so it follows that the bound is better for the local. One could argue that the hypothesis class of the global approach is effectively smaller because it needs to fit to other data. Nothing can be said in this regard at this level of generality, since we are making no assumptions on the distributional relationship between series in the set, not even independence. Without the independent series assumption, the set could have been chosen to be adversarial for global methods. The assumption of independence is necessary in the mainstream machine learning literature in order to make claims about generalization (e.g. we are already assuming independent observations within a series), so it follows that it should be introduced at the between-series level.

3.3 Comparing local and global methods of independent time series

When we introduce the assumption of series in $\mathcal{S}$ being independent and focus on average error across all time series in the set, the comparison changes. The assumption of independence between series is not strong, in the sense that dependent time series can be analyzed from a multivariate point of view, e.g. with vector autoregression, rather than with a global model. On the other hand, averaging errors across different time series might be pointless in some scenarios, such as when time series have different scales or are measuring different units.

We name $E_{\text{in}}^{\text{Local}}$ the average in-sample error across all time series of the local approach, and $E_{\text{out}}^{\text{Local}}$ its out-of-sample expectation. The equivalent terms for the global approach are $E_{\text{in}}^{\text{Global}}$ and $E_{\text{out}}^{\text{Global}}$. The local approach uses hypothesis class $\mathcal{H}_i$ for time series $X_i$, and the global approach uses only one hypothesis class, $\mathcal{J}$, for the whole set of series.

In this scenario we can say something about the respective bounds for local and global approaches.

**Proposition 2 (Generalization bounds for local and global algorithms of finite hypothesis class).**

Local and global approaches have the following generalization bounds:

$$E_{\text{out}}^{\text{Local}} < E_{\text{in}}^{\text{Local}} + \sqrt{\frac{\log(\prod_{i=1}^{K} |\mathcal{H}_i|) + \log\left(\frac{2}{\delta}\right)}{2NK}},$$

$$E_{\text{out}}^{\text{Global}} < E_{\text{in}}^{\text{Global}} + \sqrt{\frac{\log(|\mathcal{J}|) + \log\left(\frac{2}{\delta}\right)}{2NK}},$$

with probability at least $1 - \delta$.

Assuming independence between time series in $\mathcal{S}$, and effective sample size $N$ in each time series, we can follow the same reasoning that results in the original bound. This follows from the Hoeffding inequality [13], restated here as:

$$P(Y - \mathbb{E}(Y) \geq t) \leq 2e^{-2Nt^2},$$

for independent random variables $Y_1, \ldots, Y_N$, where $Y_i$ might come from any probability distribution with bounded support in $[0, 1]$, $Y = N^{-1} \sum Y_i$, and $t > 0$. We can apply the Hoeffding inequality by considering $Y_i$ equivalent to the in-sample errors made by one a priori fixed function, in a time series of effective sample size $N$. Then $Y$ will be the average in-sample error and its expectation $\mathbb{E}(Y)$ the expected out-of-sample error.

Instead of fixing the hypothesis, if we pick one hypothesis over all possible in a set $\mathcal{H}$, the bound relaxes. We can apply the union bound (Boole’s inequality) to bound the error when picking between many functions, getting:

$$P(Y - \mathbb{E}(Y) \geq t) \leq |\mathcal{H}|2e^{-2Nt^2}.$$  

This last step is similar to the Bonferroni correction in multiple hypothesis testing.

When we move from one time series to averaging over $K$ independent time series in the set, we get $NK$ samples, assuming for simplicity that all series have the same effective sample size.

For the local approach, the size of the hypothesis class is the size of the Cartesian product of all the local hypotheses $\mathcal{H}_i$ used to fit the series, while for the global approach, the size is $|\mathcal{J}|$. For example, if the local approach picks between three functions for each series ($|\mathcal{H}_i| = 3$), it is equivalent to picking between $3^K$ functions for the full set of $K$ series.

For the local approach:

$$P(E_{\text{in}}^{\text{Local}} - E_{\text{out}}^{\text{Local}} \geq t) \leq \prod_{i=1}^{K} |\mathcal{H}_i|2e^{-2KNt^2}.$$
To get to Proposition 2, we rewrite the right-hand side of the previous inequality as our tolerance level $\delta$.

$$\prod_{i=1}^{K} |\mathcal{H}_i| 2e^{-2KNi^2} = \delta \quad \Rightarrow \quad t = \sqrt{\frac{\log \left( \prod_{i=1}^{K} |\mathcal{H}_i| \right) + \log \left( \frac{\delta}{2} \right)}{2NK}}.$$ 

So

$$P \left( E_{\text{in}}^\text{Local} - E_{\text{out}}^\text{Local} \geq \sqrt{\frac{\log \left( \prod_{i=1}^{K} |\mathcal{H}_i| \right) + \log \left( \frac{\delta}{2} \right)}{2NK}} \right) \leq \delta.$$ 

The complementary event corresponds to the result in Proposition 2. The reasoning for the global approach is analogous.

Key to this result is the fact that the Hoeffding bound does not require samples to be identically distributed, so series in $S$ may vary wildly, can have any distribution as long as they are independent (and the error is bounded between 0 and 1). The bound is applicable to independent copies of $S$. To apply it to new observations from the same series in $S$, these should come in the same proportion as the effective sample sizes.

The bounds derived in Proposition 2 allow us to say something about how local and global algorithms generalize in a (probabilistic) worst-case sense before we even see the data and hypothesis classes. We can predict how altering the elements involved in these bounds will affect generalization, and propose algorithms inspired on these predictions.

### 3.4 Relative complexity of local and global approaches hypothesis classes

Imagine we are given a local algorithm and we want to find a global algorithm that has the same or better performance in a given dataset. Under the paradigm (or heuristic) of “better bounds means better algorithm”, we can try to find a global algorithm that produces the same in-sample error as the local reference, and then from Proposition 2 it follows that the relative performance is totally determined by the respective complexity terms. Proposition 1 becomes relevant now because it shows that a global algorithm exists that can match the errors of a fixed local approach. In practice, we can think of having a “budget of complexity” to reach the in-sample loss equivalent to the local. If get to it within the budget, we get better generalization than the local alternative and therefore better performance. We aim for equal in-sample loss to isolate the effect of the complexity, which is what we can control before seeing the data.

Assuming $E_{\text{in}}^\text{Local} = E_{\text{in}}^\text{Global}$ and $E_{\text{out}}^\text{Local} = E_{\text{out}}^\text{Global}$, we can match the two bounds in Proposition 2 to get:

$$\prod_{i=1}^{K} |\mathcal{H}_i| = |\mathcal{J}|,$$

with the $=$ symbol overloaded to mean they have the same worst-case guarantees. We can read this result as saying that the complexity of the local approach grows with the size of the set, while the complexity of the global approach remains constant. Assuming a state-of-the-art local algorithm as baseline (such as an ARIMA fit to each series), a global approach can be at least as complex as the sum of all individual ARIMAs in the set.

This leads us to prescribe the use of comparatively more complex hypothesis classes for global algorithms. The common ways of increasing complexity is by adding features/variables (such as nonlinear transformations) or changing the model family altogether (e.g. from linear to a neural network). The experiment in Section 5.2 shows empirical evidence of this principle.

### 3.5 Relative memory of local and global autoregressive models

In our analysis of finite memory models (Section 2.2) we saw that global autoregressive methods must have larger memory than local methods to be able to express the same forecasts. Increasing the memory of an autoregressive model can be analyzed from Proposition 2, it increases the complexity of the hypothesis class. It can be seen as a form of featurization more specific to time series than other forms of complexity control.

We can use a reasoning analogous to Section 3.4 to isolate how memory affects generalization. Assume the local and global approaches use autoregressive models (which can be nonlinear), with one parameter per order of autoregression (or size of the memory). Then the complexity of the hypothesis class is completely determined by the order of the autoregression. Even though in theory there are infinite autoregressive models that can be fit to data (thus the bounds in Proposition 2 become infinitely loose), we can restrict ourselves to the realistic scenario of using double floating point numbers for the parameters. This limits the number of possible models that can be fit, since there are roughly $2^{64}$ possible values for each parameter. If we consider the memory of the local model fit to each series $X_i$ to be $L_i$ and the memory of the global approach $G$, we can explicitly compare the complexities for the local and global algorithms. Substituting in the result of Section 3.4:

$$\prod_{i=1}^{K} 2^{64L_i} = 2^{64G},$$

and then taking logarithms and simplifying, we obtain

$$\sum_{i=1}^{K} L_i = G.$$
“Local and global autoregressive algorithms with the same performance have the same total memory”

As in Section 3.4, it follows that the global approach can have much larger memory than that used by a local approach for each time series. This leads us to prescribe the use of global algorithms with large memory. Empirical results of this prescription can be found in Section 5 particularly in Section 5.1.

3.6 Relative Complexity of Partitioning \(S\)

From a higher level of abstraction, we can see local and global as special cases of an algorithm that acts on a partition of \(S\), instead of on \(S\). This algorithm pools together the series in each element of the partition of \(S\), fits a single model within each partition, and forecasts each series in that subset using that function. Therefore, the “local version” of this algorithm works on the atomic partition (\(\{\text{all subsets of } S \text{ of size 1}\}\)) and the “global version” works on the trivial partition (\(\{S\}\)).

The bounds in Proposition 2 can be adapted to this new level of generality. Introducing the cardinality of the partition as \(P\), the bounds become:

\[E_{\text{out}}^{\text{Part}} < E_{\text{in}}^{\text{Part}} + \sqrt{\frac{\log(\prod_{i=1}^{P} |H_i|) + \log(\frac{1}{\delta})}{2NK}},\]

with probability at least \(1 - \delta\). As in previous bounds, to simplify notation we are assuming that all \(P\) elements of the partition contain the same number of series. For the trivial partition \(P = 1\) we recover the global algorithm, for the atomic partition \(P = K\) we recover the local algorithm.

Considering all other possible partitions of \(S\) leads to another way of controlling complexity. A global algorithm may increase its complexity by partitioning, in addition to exploring alternate hypothesis classes or increasing its memory. Similarly, local algorithms can reduce their complexity by pooling together time series in small groups.

Partitioning a set is also as specific to time series forecasting, similar to the result in Proposition 1, because we are not interested in forecasting new time series, just the unobserved part of the given set.

These bounds refer to the complexity for a specific partition of \(S\) fixed before seeing the data, in the same sense as the Hoeffding inequality considers a single hypothesis set beforehand. Choosing between different partitions based on data is commonly clustering and leads to an increase in complexity. While clustering can be analyzed with Hoeffding-based bounds, the worst-case analysis (agnostic of the clustering algorithm) leads to vacuous bounds due to the combinatorial explosion of the number of partitions in a set. Partitioning is also related to multi-task learning (as a form of soft partitioning), discussed in Section 6.3.

We leave clustering outside the scope of the paper. Instead, to showcase the practical usefulness of the principle of partitioning, we propose the most naïve form partitioning: random partitioning into subsets of equal size. Even this simple idea can be effective when the global model cannot reach good in-sample loss levels due to the size of the set. Section 5.3 shows empirical evidence of this prescription.

4 Experimental Setup

We describe in this section the common elements of the experiments, such as the local and global algorithms we are going to compare, datasets and error metrics.

4.1 Local benchmark methods

We consider some methods implemented in the forecast R package [14][15] for the benchmark local methods.

- **auto.arima**: Seasonal ARIMA with model selection by AICc.
- **ets**: Variants of Exponential Smoothing selected by AICc.
- **theta**: Implementation of the Theta method, equivalent to simple exponential smoothing with drift.
- **TBATS**: Automatic multi-seasonal state space model with ARMA errors.
- **STL-AR**: STL decomposition with AR errors.

The first three (auto.arima, ets and theta), are general-purpose methods particularly well-suited for monthly, quarterly and annual data. TBATS and STL will also handle multiple seasonalities such as arise in daily and weekly data. All these methods require the frequency of the series to be pre-specified, unlike the global methods we will consider.

We consider these methods state-of-the-art based on the results of the M4 competition [2]. The top entries in that competition achieved their accuracy through ensembling these methods [4][16][17] or by combining them with neural networks [3].

We do not consider ensembling as a benchmark local method, since ensembling is a technique that can also be applied to global methods. The more accurate the individual models that enter the ensemble, the more accurate the results of the ensemble, so the target accuracy is that of the individual methods.
4.2 Global methods

All global methods are based on autoregressive or finite memory models. Each series is lag-embedded into a matrix at the given AR order and then these matrices are stacked together to create one big matrix, achieving data pooling. The different model classes minimize a loss on this large global matrix as in a standard regression problem, with the final column of the matrix representing the target values or dependent variable and the remaining columns the input or predictor variables. All global model produce one-step-ahead forecasts, longer forecasting horizons are achieved through recursive forecasting.

The specific global methods we use are as follows.

- **Linear Autoregressive**: A linear model fit by least squares. We consider this method to be the baseline of global models. Linear models fit by least squares are important as a benchmark because they do not include any advanced machine learning technique (such as implicit regularization by SGD, bagging, or ensembling) and overlap the model class with the ARIMA model (a common local approach). Therefore, they are ideal to isolate the effect of globality.

- **Featurized Linear Autoregressive**: A linear model fit by least squares with increased complexity by adding nonlinear features in the form of polynomials of degree 2 and 3. This is a relatively naïve way of increasing complexity, and subsumes the linear autoregressive model.

- **Deep Network Autoregressive**: Deep Networks are a model class that achieves outstanding results in many applications. The implementation is Keras [18], a ReLu MLP 5 layers, 32 units width, linear activation in the final layer, fit by the Adam optimizer with default learning rate. Fitting is done by early stopping on a cross-validation set at 15% of the dataset (the stacked matrix). The batch size is set to 1024 for speed, and the loss function is the mean absolute error (MAE).

- **Regression Tree Autoregressive**: Regression trees are another model class that produces great success in machine learning. Implementation is XGboost [19], with default parameters `subsample=0.5` and `col_sample=0.5`. Fitting is done by early stopping on a cross-validation set at 15% of the dataset. The loss function is RMSE and the validation error is MAE.

- **Partitioned Linear**: The dataset is initially randomly partitioned into subsets, then a global linear AR model is applied to each subset. This method is a simple representative of the alternative way of increasing model complexity suggested by our theory; i.e. by partitioning instead of featurization or alternative model class.

We highlight the simplicity or naïvety of each model. We use no seasonality information, tests for stationarity, batch normalization, dropout, residual layers, advanced architectures such as LSTM or convolutional layers, attention, time dilation, ensembling, etc. No hyperparameter search has been used.

Other notable families of methods, such as nearest neighbors or kernel methods, are left out for computational reasons, but we expect qualitatively equivalent results.

4.3 Errors and preprocessing

We focus on MASE as a popular scale-free error measure which rarely divides by zero, and is therefore less prone to numerical errors than SMAPE. Furthermore, the scaling done by the MASE can be applied to data as a preprocessing normalizing step, which we apply to each series. Then minimizing the MASE is equivalent to minimizing the mean absolute error in the preprocessed time series. Compared to SMAPE, MASE is easier to fit with off-the-shelf optimizers (it is convex), and it therefore isolates better the effect of the model class rather than the optimization procedure used to fit it.

4.4 Datasets

We compare the methods across a collection of datasets which have been used in many peer-reviewed publications as standard benchmarks, from local methods to recent literature for global models. We have added some examples of our own. We loosely and subjectively categorize each data set as heterogeneous or homogeneous, based on the nature of the domains (single vs multiple domains) and the descriptions by the original publishers.

- **M1**: Heterogeneous dataset from a forecasting competition, 1001 series, subdivided into Monthly, Yearly and Quarterly periodicity.

- **M3**: Similar to M1, with 3003 time series and an extra “Other” category of periodicity.

- **tourism**: Homogeneous series from a tourism forecasting competition, subdivided into Monthly, Yearly and Quarterly data.

- **M4**: Heterogeneous dataset of 100,000 time series, subdivided into Monthly, Yearly, Quarterly, Weekly, Daily and Hourly periodicities.

- **NN5**: From the webpage of the competition [20]: The data consists of 2 years of daily cash demand at various automated teller machines (ATMs, or cash machines) at different locations in England. Homogeneous in data types but heterogeneous in patterns. 111 time series.
We show the results for the M1 Monthly dataset in Figure 1. We observe a clear pattern of reduction of the out-of-sample forecast error as the order of the global AR model increases (solid black line). The global model outperforms all local benchmark methods (horizontal lines) at about AR(25). The M1 Monthly dataset has been available since the 1980s and the technology behind the global model is even older: linear least squares. This dataset has been extensively used for testing new methods, coming from the complexity analysis in Section 3.5. We test this design principle in the most basic class of models, linear models. Given a dataset, we fit a global linear model for all possible orders of autoregression, and compare the average forecast error against the state-of-the-art local models. For each dataset, the maximum order of autoregression is the length of the shortest time series in the set, because it cannot be time-delay embedded at larger orders.

We show the results for the M1 Monthly dataset in Figure 1. We observe a clear pattern of reduction of the out-of-sample forecast error as the order of the global AR model increases (solid black line). The global model outperforms all local benchmark methods (horizontal lines) at about AR(25). The M1 Monthly dataset has been available since the 1980s and the technology behind the global model is even older: linear least squares. This dataset has been extensively used for testing new methods, coming from the complexity analysis in Section 3.5. We test this design principle in the most basic class of models, linear models. Given a dataset, we fit a global linear model for all possible orders of autoregression, and compare the average forecast error against the state-of-the-art local models. For each dataset, the maximum order of autoregression is the length of the shortest time series in the set, because it cannot be time-delay embedded at larger orders.

5 Experiments

We show empirical evidence of the principles derived in Section 3 by comparing forecast accuracy state-of-the-art local methods to global methods. For the sake of clarity we analyze some results from our experiments, a comprehensive summary of experimental results is provided in the Appendix.

5.1 Large memory

We first illustrate the effect in forecasting accuracy of increasing the memory of a global model, one of the principles coming from the complexity analysis in Section 3.5. We test this design principle in the most basic class of models, linear models. Given a dataset, we fit a global linear model for all possible orders of autoregression, and compare the average forecast error against the state-of-the-art local models. For each dataset, the maximum order of autoregression is the length of the shortest time series in the set, because it cannot be time-delay embedded at larger orders.

We show the results for the M1 Monthly dataset in Figure 1. We observe a clear pattern of reduction of the out-of-sample forecast error as the order of the global AR model increases (solid black line). The global model outperforms all local benchmark methods (horizontal lines) at about AR(25). The M1 Monthly dataset has been available since the 1980s and the technology behind the global model is even older: linear least squares. This dataset has been extensively used for testing new methods, coming from the complexity analysis in Section 3.5. We test this design principle in the most basic class of models, linear models. Given a dataset, we fit a global linear model for all possible orders of autoregression, and compare the average forecast error against the state-of-the-art local models. For each dataset, the maximum order of autoregression is the length of the shortest time series in the set, because it cannot be time-delay embedded at larger orders.

Longer memory leads global linear models to outperform local

We extend the analysis to the rest of the datasets in the experimental setting. As mentioned earlier, when a dataset contains time series of different lengths the maximum memory of a global AR model is limited to the length of the shortest time series. This artificial difficulty can be overcome with recurrent algorithms such as Recurrent Neural Networks, but this would obfuscate the effects of the memory. To study the effects of longer memories we modify the experiment in the following way. For a given memory level, we analyze on each dataset only the series with length above this level. This methodology is only applied to the M1 Quarterly, M3 Monthly and M4 Quarterly and M4 Monthly datasets.
Figure 1: The MASE of a Global Linear AR model as its memory increases, compared to local methods, for the M1 Monthly data. The forecast accuracy increases as the memory of the global model becomes larger, with noticeable jumps when the memory is close to seasonal periods (multiples of 12 months). A global linear model of order 25 fitted to 617 time series outperforms state-of-the-art local methods, resulting in better forecast accuracy and a simpler overall model.

The experimental results can be seen in the Appendix. A global linear model outperforms local approaches for virtually all datasets, including all frequencies of M1, M3, tourism and M4 (Figure 6). It also holds for the NN5 (Figure 12), electricity (Figure 20), traffic (Figure 14), hospital (Figure 19), parts (Figure 18), dominick (Figure 15), Wikipedia (Figure 21), weather (Figure 13), pendulum (Figure 22), pedestrian (Figure 23) and COVID19 (Figure ref:COVID19) datasets. The exceptions are CIF2016 (Figure 17) and FREDMD-Monthly (Figure 16); even in these datasets the global linear model outperforms two of the three local methods.

The pattern of improving accuracy when increasing memory holds for the majority of datasets. At very long memories, we see some form of convergence in accuracy until the error explodes because even the global model gets into an over-fitting regime. This behavior is exemplified in the hospital dataset, Figure 19, but would happen for all datasets when the potential maximum memory is much larger than the number of series in the set. This type of over-fitting can be prevented in practice by simple cross-validation or regularization.

Notable exceptions to the pattern of “longer memory, better accuracy” are the dominick and parts datasets. We do not have a good explanation of why this happens, but both these datasets are intermittent data. It is also interesting that very low memory orders of a global model outperform local models by a great margin.

Another peculiar effect can be seen in datasets with heavy seasonal components, such as monthly and quarterly periodicities. In these datasets, the accuracy improves with the memory, but then it stops improving or suddenly degrades at memory levels that are multiple of the seasonal frequency. After the memory level is over a seasonal frequency multiple, the accuracy substantially improves. Figure 1 clearly illustrates this effect, at around 10 lags the accuracy does not improve and then it improves almost by 30% between lags 12 and 13. At lag 24 (two seasonal patterns) the accuracy experiences a “bump” and then improves again. The electricity hourly dataset (Figure 20) showcases a similar phenomenon, the accuracy improvement stops at lag 24 (1 day cycle) and then improves again. When the memory gets close to a one week cycle (lag 168) the accuracy degrades and after that it gets another big improvement. We explain this effect as an over-fitting phenomena related to the heterogeneity of seasonal strengths in the datasets. In those datasets that contain both strongly seasonal and non seasonal series (or different seasonal periods), a global model tends to favor the seasonality at memory levels that are multiples of the frequency because it produces good results in-sample. When the memory is over the seasonal period, the global model can use its coefficients to fit both seasonal and non seasonal patterns.

Global models fit long memory patterns Fitting long memory patterns with local models in a completely data-driven way is difficult. For example, local models require observing several complete seasonal cycles to discover if a series has strong seasonality. Alternatively, a priori knowledge of the seasonal cycle can be added to the local model. One of the advantages of global models is the ability to pick these patterns without prior knowledge, or requiring less data per series.

We analyze how global models capture long memory by studying the fitted coefficients. Figure 2 shows the coefficients of the global linear model for the M1, M3, tourism and M4 datasets on yearly, quarterly and monthly frequencies. We
Figure 2: Coefficients of the Global Linear AR model for Yearly, Quarterly and Monthly series across the M1, M3, tourism and M4 Datasets. The fitted coefficients are similar for all datasets. The Global AR linear model has large coefficients for long memory levels for both Quarterly and Monthly data.
can see that the coefficients are very similar among datasets, and the effect is consistent across datasets. The coefficients corresponding to long memory levels are large for quarterly and monthly frequencies, particularly at lags coinciding with seasonal periods, indicating that longer memories get significant contribution to the predictions. There is a slight damping effect for longer memories. The seasonality is being automatically discovered by the global model, and is not part of the model specification. The memory orders that produce the best of accuracy cannot be fitted locally without prior information. For example, to fit a naïve local linear AR(40) to a series we would need 80 observations. Realistically, we would need 10–100 times more observations than parameters in a single series to fit it by ordinary least squares. Global methods use the whole dataset to fit these coefficients.

5.2 Nonlinear models: polynomials, deep networks and regression trees

This experiment considers increasing complexity by changing the model class of global models. We add nonlinear features such as polynomials of orders 2 and 3, and consider deep networks and regression trees instead of linear combinations of past values. Polynomials and deep networks represent an incremental or parsimonious increase in complexity with model classes that are a superset of the linear class. Regression trees represent a different model family. We test the nonlinear models for all valid orders of autoregression to isolate the effects of the model class from the effects of expanding memory.

Figure 13 shows the effects of changing the model class on the M3 Monthly dataset. The global linear model (black solid line) improves in accuracy as its memory increases until it reaches the maximum order for this dataset (equal to the length of the shortest series). Unlike the M1 results shown earlier, the global linear model applied to the monthly M3 data does not get close to the accuracy of local benchmark methods (horizontal dashed lines). The downward trend pattern of the error is suddenly stopped when we reach the maximum memory level in this dataset, suggesting that the linear model is limited in complexity, it is under-fitting. Increasing the model complexity by adding nonlinear features in the form of polynomials of degree 2 (orange line) has a small negative impact on accuracy relative to the simple linear model. A polynomial of degree 3 (pink line) has clearly better performance than the linear model.

Recursive forecasting makes polynomials numerically unstable (e.g. an 18-step-ahead forecast for this dataset is equivalent to a 57 degree polynomial) and are not recommended in the literature for automatic time series forecasting. Nevertheless, we show that even polynomials can improve results over linear models when applied globally. Regression Trees (yellow line) are also more complex than linear models but have worse performance in this dataset. They are an example of inappropriate model class, we can detect it in-sample through simple cross-validation. Finally, the Deep Network (dark blue line) also improves over linear, getting the best results of the global models, close to the local models in this scenario. Deep networks also suffer from the problem of instability for recursive forecasting, and the literature recommends direct forecasting (modeling each horizon separately). We show here that already recursive forecasting is competitive.

Both polynomials and deep networks demonstrate that nonlinear model classes can improve accuracy, and in this example outperform the linear model consistently for all values of memory over 8.

We show the results of an extended experiment in the Appendix, applying the same methodology to the M1, M3, tourism and M4 datasets. Figure 11 shows the yearly results, Figure 12 the quarterly, Figure 13 the monthly and Figure 14 the weekly. Daily and hourly are not considered for computational reasons, but results of the global linear can be seen in Figure 6 and Figure 11.

In agreement with the M3 Monthly, global models such as third degree polynomials and deep networks outperform linear models for the majority of datasets (the only exception is Tourism yearly). Comparing to local models, the nonlinear global models are able to outperform local models in the majority of datasets. The results of global models are especially strong in the large datasets of the M4 competition. In the M4 yearly an AR(12) polynomial of second degree not only outperforms the local benchmarks, it would have scored second in the M4 competition according to its MASE of 3.01. This means that 24 numbers that specify the model can forecast the 23000 time series of the M4 Yearly better than most of the methods that participated in the competition. For the M4 Quarterly, the deep neural network would achieve third best ranking.

We interpret these results as strong empirical evidence towards globality for the design of new learning algorithms. We can increase the complexity of a baseline global model (linear) in naïve ways (polynomials) and the learning algorithm such as least squares can succeed in finding better forecasting functions. Modern machine learning algorithms such as deep networks produce outstanding results consistently across multiple datasets.

These results should not be interpreted as a recommendation or preference of specific model class over the others, e.g. regression trees could perform better with some hyperparameter tuning.

**Model complexity vs memory** In terms of the effect of memory we highlight two phenomena. The main is that both sources of complexity, memory and model class, are effective at improving forecast accuracy. When both are included, model class interacts with memory in different ways depending on the dataset, but in general a more complex model class requires less memory to achieve the same level of accuracy than the more simple class.

5.3 Partitioning

We experiment with another method of increasing complexity: partitioning the set of series. We split the dataset randomly into 10 groups of equal size, each group is fit by and forecasted by a global model.
Figure 3: The performance of nonlinear autoregressive models on the M3 monthly data. Solid lines are the global methods, horizontal dotted lines the local methods. Black: baseline global linear model; orange: polynomial of degree 2; pink: polynomial of degree 3; yellow: regression trees; dark blue: deep network. The M3 monthly dataset contains 1428 time series. The global linear model increases accuracy as the AR order increases, but it is limited by the maximum order possible in this dataset. Increasing complexity through polynomials is effective for polynomials of degree 3, which improve accuracy over the baseline global linear for almost all AR orders. Regression trees do not improve over linear, although the performance also increases with memory. The deep network gets the most improvement over linear, reaching a level of accuracy comparable to local.

Figure 4: The MASE of global linear models when complexity is increased by partitioning the set. The M4 Monthly is randomly partitioned into 10 parts of equal size, a separate global model is applied to each subset of the partition. Solid line: MASE of a global linear AR; black dashed line: a global linear AR after partitioning. Partitioned linear models outperform local methods and the non-partitioned global model. An AR of order 20 applied on each partition is already good.

The implications of this experiment are quite interesting, since partitioning is equivalent to reducing the sample size, something not usually recommended in statistics and machine learning. Since partitioning is done at random (not clustering), it is strong evidence towards the benefit of raw complexity in a model rather than finding the “right” model, and it shows...
that having similar series is not the cause of the good performance of global methods. Beyond the possibility of more accurate results, partitioning might also result in faster training times through “embarrassing” parallelism.

More examples of this effect for the M3 Monthly and Quarterly data can be found in the Appendix (Figure 11), but the effect holds (with more or less beneficial impact) in the majority of datasets where the global model is complexity-constrained.

We do not endorse the use of partitioning for increasing forecasting accuracy in a production setting, the experiments in this section are meant to showcase the strength of theoretical results because they predict a counter-intuitive effect.

5.4 In-sample vs out-of-sample loss

This experiment shows that the ability of simple local methods (e.g. ets) to approximate the data generating processes is not the main limiting factor of their performance in many practical situations. The superior accuracy of global methods is more likely attributable to their better generalization. This can be considered one of the main predictions from the theory: when we introduce some complexities for specific local and global algorithms in the bounds of Proposition 2, we get that the aggregate complexity of local models is higher than global.

We can expect the following.

- Local models should get smaller in-sample error than global for comparable model classes (e.g. in the linear case, auto.arima and the global linear).
- Higher complexity implies higher risk of over-fitting, we should see more over-fitting from local models (difference between in-sample and out-of-sample errors).

We compare the average in-sample loss that local and global methods produce against their respective one-step-ahead out-of-sample loss for the M1, M3, tourism and M4 datasets. We use in-sample loss as a measure of the capacity of a given model class to approximate the data. It measures how well an ideal function within the model class can fit the data, even though in practice we might not be able to find this function. We focus on one-step-ahead forecast loss, instead of longer horizons, because it is the measure that both local and global methods minimize when training. Theoretical results relate training to testing losses when they measure the same quantity and at the same time we remove the confounding factors of longer horizons.

When a model is limited in capacity, it is not able to fit the data well so its in-sample error is large. We see in Figure 5 the average in-sample error (light bar) superimposed over the out-of-sample error (darker bar) for each method and each datasets. The difference between these two bars is the generalization error. Local models have better average in-sample loss than the global alternatives. Local models suffer from over-fitting, rather than from being unable to fit complex series. The global linear model exhibits the smallest generalization error, a result that can be predicted by the theory, since it is by far the simplest of the model classes. Even a global deep network has less difference between in-sample and out-of-sample errors than local models, although it is a quite complex model class.

The more common explanation for global models (see Section 6.1) is that classical local models cannot pick “complex patterns” in the data. However, this experiment suggests a different explanation for the empirical performance of global and local methods. The more likely reason for performance is the over-fitting of local models; we can fit the series well with simple local models but do not know how to control their complexity. For global methods, standard complexity control techniques are more successful or not even needed.

5.5 Heterogeneous datasets

We show empirical evidence of the capacity of global methods to adapt to heterogeneous datasets by increasing the complexity of the model class. We consider the full M4 dataset as the heterogeneous set for our tests. When we take the M4 as a single set of time series, we expect to be highly heterogeneous, because it contains 100K time series from different domains (measuring different units), and at different frequencies (from hourly to yearly measurements).

We compare average out-of-sample error of the one-step-ahead forecasts for the local benchmark methods and the global linear and deep network, fixed at a memory level of AR(12), we are limited by the length of the shortest series in the set. We add two additional global models that introduce information about the heterogeneity.

- The first model cluster the data by its frequency before fitting a global model to each cluster.
- The second model adds information about the frequency and other features as extra features of the model in addition to the last 12 observations, but it does not partition the dataset.

The purpose is to compare “homogeneous manual clusters” with “heterogeneous with some manual information”. The dataset with the added features is still heterogeneous, and all extra features are functions of the data (but the frequency).

We can see in Table 1 that the “plain” global models are outperformed by the local models. Even though they are overshadowed by local models, this result is already interesting because global models outperform naive forecasting by a large margin (a naive seasonal method would have a MASE of roughly 1), something that is not trivial. In particular the global linear is fitting 12 numbers to 100000 time series, more than 4 orders of magnitude fewer parameters that an ARIMA.
Figure 5: Generalization Error of Local and Global Methods in the M1, M3, tourism and M4 datasets. Measured as in-sample MASE in lighter shaded bars, superimposed over their respective out-of-sample MASE in darker bars, on one-step-ahead forecasts. State-of-the-art Local Models (ETS, ARIMA, Theta) tend to have better in-sample loss than global models, suggesting they do not suffer from under-fitting. However, generalization error of global models is superior to the local alternatives (in-sample and out-of-sample errors are closer). Even a deep network with thousands of parameters gets worse in-sample error but is competitive out-of-sample. Global methods are in fact simpler than local at per-series complexity.

When we cluster the datasets, the global models substantially improve performance, in particular the deep network already outperforms 2 of the three local models. These results are to be expected because we know from other other experiments that global models outperform local in the M4 for each individual frequency, but here we are severely limiting them in terms of memory. When we add the extra features, we see that the deep network improves accuracy, outperforming all local and the clustered global. We see this result as strong evidence towards the power of complex model classes for global models; they can automatically find good forecasting functions even in very heterogeneous datasets.

5.6 Scale normalization as preprocessing

We compare the effect of scaling as a means of preprocessing the dataset before applying global models, to show that scale information can be relevant. Scaling each series can make the dataset more homogeneous but at the same time removes information about scale, which can be helpful in some scenarios. Scale invariance is appropriate in most benchmark datasets because they have been arbitrarily re-scaled or mix series with different units (e.g. tourist arrivals and unemployment rates). Moreover, popular error measures (MASE or SMAPE) are scale invariant, artificially emphasizing the impact of scale normalization. We expect real applications to exhibit none of these issues. Since there seem to be no real reason for scale invariance and some good reasons for not normalizing, it is interesting to experiment with scale invariance.

In order to keep the "best of both worlds" we experiment with scale normalization, but we add the scale of each series as an additional variable to each series. Scale normalization will remove information from each series, by dividing its scale, but this information is added back into the dataset as an extra variable.
Table 1: MASE of one-step-ahead forecasts in the M4 dataset. For local, cluster by period and fully global methods. Clustering by periodicity reduces heterogeneity of the dataset and improves forecast accuracy over naïve global methods. Augmenting a fully global neural network with features produces equivalent results as clustering.

| Method            | MASE  |
|-------------------|------|
| arima             | 0.7618 |
| ets               | 0.7644 |
| theta             | 0.7745 |
| Global Linear     | 0.9279 |
| Cluster Linear    | 0.8559 |
| Glob. DeepNet     | 0.8149 |
| Cluster DeepNet   | 0.7632 |
| Glob. Deep+Feat.  | 0.7596 |

We use the global deep network of AR(12) (we cannot use linear methods because they are scale invariant). For each of the datasets, and measure the error in a one-step-ahead forecast horizon. Table 2 shows average errors, both in MASE and also plain mean average error (MAE). We can see that adding scale information has a positive effect in reducing the error.

It is important to highlight that one of the benefits of global models is precisely that they offer a way of modeling information coming from scale in a data-driven way, when local models only have information within each series. For example, a global model can learn that time series in the traffic dataset only take values between 0 and 1, but this information might not exist within a individual traffic time series so it should be manually added to local models.

| Normalization     | Normalization + Scale as Feature |
|-------------------|----------------------------------|
| MASE              | 0.9497                           |
| MAE               | 1.0213                           |
|                   | 0.9479                           |
|                   | 0.9959                           |

Table 2: Forecast errors of two types of normalization preprocessing, relative to the non-preprocessed version. Averaging across datasets. The model is a deep network of AR(12).

6 Discussion and related work

6.1 Global and local

There is a rich literature on forecasting groups of time series dating back to at least 1962 [30], where a form of data pooling is studied. We refer to the excellent paper by Duncan et al. [31] for an introduction to the key elements in the literature.

Global methods for forecasting sets of time series can be classified into “classic” and “modern” categories. The classic methods include those based on the use of state-of-the-art, well-tested models in combination with data pooling, exemplified by [31] and [32]. Classic methods argue for the use of global models but without increasing the complexity with respect to local models (resulting in simple global models), and support this claim with empirical evidence. While this prescription is true in some scenarios (e.g. Trapero et al. [32] use a global model only for short time series where a basic model is already complex), our work gives a theoretical motivation in the opposite direction. Global models can be more complex than individual models in a local algorithm and still benefit from better generalization. Empirical evidence of this claim appears in Section 5.

Modern methods include those based on the use of recent machine learning models (e.g. deep nets) as a global model. Exemplified by [33], [1] and [34], global models are prescribed with higher complexity than the state-of-the-art local individual models, achieving outstanding empirical performance, though lacking theoretical motivation. Our work serves as a theoretical justification of this prescription: a local algorithm applied to a dataset has much larger complexity, so a global model should increase its complexity to keep up.

Our results also extend the prescriptions in modern approaches. The main motivation for the use of complex models given in [33] and [1] is the ability of complex models to pick “complex patterns” (e.g. “nonlinear feature interactions”) shared across series in the set. This again might be true in some scenarios, but our work suggests a more comprehensive rationale. In practice, local-and-simple models are able to fit the data better (i.e. with lower in-sample loss) than global-and-complex models. In other words, pattern complexity is not a problem for time series forecasting (unlike other learning problems) — a local linear model with a few parameters can produce results so accurate as to be considered unbelievable. If we want to estimate a complex pattern in a series, then we are better off with local models. The (often better) performance of global-and-complex models is more likely due to a better generalization; patterns picked by a global-and-complex method are in fact simpler than the local-and-simple method when taken individually. Evidence in Section 5.4 shows in-sample error of local models being lower than complex global models use, implying they can fit the data better. Therefore, the prescription of the modern literature papers is limiting in the sense that global-and-complex models can be used not only
when the set of series involves similar complex patterns. Our theoretical justification shows that it can also be used when there are many unrelated simple patterns (which will happen more often).

### 6.2 General applicability of global models

Under the traditional statistical learning framework of consistent estimators and true data generating processes, global methods should not be used because they cannot approximate as well as local models. A synthetic scenario can be carefully crafted in which a global method performs much worse than a local method. Proposition 1, by changing the setting to a more realistic one (finite data and unknown ground truth), challenges the applicability of the traditional framework. Proposition 1 shows that ideally global and local methods are able to produce the same forecasts. It is also specific for time series forecasting, since it does not happen for regression tasks in general. The opposite is also true, the property of consistency of an estimator (or “universal approximator” of neural networks) cannot be invoked as a rationale for the use as global models in the traditional setting (no single function exists which can approximate a set of time series in general).

Even though global models were being used years before the motivation from Proposition 1, the value of this theoretical result goes beyond being an interesting curiosity because the restrictive traditional framework is still implicitly carried into practice. For example, the literature on global models encourages its use for groups of time series which are similar or analogous, but not for general sets. From Proposition 1 we can derive that global models can approximate general sets as well as local models, without requiring similarity nor other “tricks” such as adding dummy variables to identify each series in the set to be able to fully pick the patterns as in [33] (Section 3.4) or [35]. While these techniques can and will lead to better performance in some scenarios, they also limit generalization and interpretability, so it is interesting to know that they are not a strict requirement for approximation.

Proposition 1 can be exploited further because it is valid for any (practical) set of time series, which in fact means that successful global models can be applied even to single series by artificially adding any series to form a set. A clear consequence is data augmentation: series can be added to a set while guaranteeing that a global algorithm exists which fits the augmented set as well as a local model fits the original set.

We hope that Proposition 1 will enable exploration of ideas that may have been subconsciously inhibited by the restrictive traditional framework, encouraging a deeper study of global models and the proposal of new global learning algorithms.

### 6.3 Partitioning, relatedness and clustering

Global models have been introduced to address the problem of forecasting sets of series which are “related”, “analogous” or have “similar patterns”, but not for general sets [31][33][34]. This notion of relatedness has been introduced mostly through examples, but never formally defined. In order to achieve or increase relatedness of a set, several notions of “clustering by relatedness” have been introduced. The most prevalent clustering type is judgemental clustering [31]. Judgemental clustering is applied manually and is based on natural characteristics of the series, such as what units of measure (sales of products and precipitation series belong to different groups), or the frequency of the series (monthly, daily, quarterly series in separated groups). Algorithmic clustering (as in k-means or partitioning against medoids) based on features of the series (e.g. autocorrelation coefficients) have also been applied [24]. Both forms of clustering often result in improved forecasting accuracy, but their nature is mostly intuitive or heuristic (there is no general guarantee that they affect forecasting accuracy) and as far as they impose a reduction of sample size they can also be detrimental.

Our work can serve to analyze relatedness and clustering. First, from Proposition 1 we show that relatedness, and therefore clustering, is not essential to forecasting sets, we can think of clustering+modelling as another type of model. The bounds of Proposition 2 and Section 3.6 show clustering as a form of set partitioning and inform us about the trade-offs compared to other methods (such as purely local or purely global).

Second, the formalism of Proposition 2 and Section 3.6 allows us to define a concrete notion of relatedness. The elements involved in relatedness are clearly identified: a partition of a set, a learning algorithm (including model class), and a loss function. We cannot measure the relatedness of a partition without specifying the forecasting model. Given a set of time series and two ways of partitioning it, say $P_1$ and $P_2$, partition $P_1$ is more related than $P_2$ if its bound is better. When $P_1$ and $P_2$ have all sub-elements of equal size, it reduces to which has better in-sample error.

This view of partitioning links to the main formulation on multi-task learning [56], with each of the time series representing a task. It is an extension of partitioning or clustering: prior information on task similarity is expressed through a weight matrix, a weighted graph which can represent every partition from global to local, clusters of the set and even soft clustering. From this point of view, we can see clustering as a “layer” or preprocessing step in our architecture which infers this weight matrix either manually or from features. Compared to increasing the complexity of the model, clustering has less flexibility and does not directly minimize the loss function. In a way, any extra information (either judgemental or features) that is considered by the clustering step can be added via data augmenting to a fully data-driven, end-to-end algorithm and let the data speak for itself. We show in Section 5.5 that a global deep network model is able to produce good forecasts for a highly heterogeneous dataset without requiring judgemental or algorithmic clustering; it is in fact able to fit the data surprisingly well. With the methodological advances in machine learning, computing power and the increase in the availability of data, we expect that general-purpose machine learning models will get diminishing benefits from adding ad hoc clustering methods on top of them.
6.4 Modern practices and model classes for global methods

We now provide some critical analysis of specific recommendations in “modern” approaches based on our results.

- **Model Classes:** Most “modern” methods prescribe the use of a specific deep network architecture. Our work decouples the complexity from a particular model, and therefore motivates and justifies the use of alternative model classes (e.g., trees in [37], featurization, kernel methods or nearest neighbors). The justification increases the “toolbox” available to practitioners. For example, gradient boosted decision trees also benefit from the theoretical properties presented here, and have been known to produce very good results in forecasting competition, such as the GEFCom2014 [38] and the recent M5 [39], in particular when adding external information.

- **Memory:** Many Global Models are based on Long Short-term Memory (LSTM) or other Recurrent Deep Network Architectures. Despite their name, these methods have difficulties learning long memory patterns without manual tuning [40]. One common way of tackling this limitation is the use of larger input window, making them more similar to a purely autoregressive network. We show even non-recurrent, global AR models can successfully fit long explicitly specified memory orders, and we expect that the concept of really long input windows within a global method combined with a recurrent architecture can produce benefits while retaining the good properties of recurrence. In Section 5.1 and the Appendix we show the effect of long memory on forecasting accuracy. Other recent architectures such as temporal convolutions with time dilation [35] [41] also go in the direction of fitting really large memory levels.

- **Scale Normalization as Preprocessing:** Several forms of preprocessing have been recommended for global methods [31] [35] [3] [42]. They are considered an important component of the performance of the methods. The main such preprocessing step is normalizing the scale of each series: each series is transformed by removing its scale before model fitting and forecasting, then the forecasts are back-transformed. Scaling can help deal with outlier series (e.g. one series has much larger scale than the rest, dominating the fitting) and in the case of deep networks makes them faster to train.

  This form of scaling the series locally makes any model scale invariant, a strong assumption which reduces the complexity of the model. Interestingly, it is one of the two properties that makes linear maps. The trade-off therefore is between how relevant is the information about scale compared to how it reduces over-fitting or deals with outliers, but in general we know that time series forecasting is not scale invariant. For example, the series in the traffic dataset have a clear maximum value of 1 implying maximum occupancy in the lane. When series in this dataset take values close to this maximum we know that they cannot go beyond that value and this is valuable information for forecasting. After scaling, series close to the maximum value may look exactly the same as those in the middle range, so this relevant information is lost.

  Coincidentally, the errors used for benchmarking (such as SMAPE or MASE) are scale invariant, so this form of preprocessing helps for optimizing the correct loss function. However many real situations will not need this scale invariant error measures, so scale invariance becomes a way of complexity reduction. Global models have good budget of complexity, therefore it is worth exploring alternative ways of dealing with specific problems from outliers/etc rather than making everything scale invariant. An experiment on the effect of scaling can be found in Section 5.6.

- **Seasonality:** Another form of preprocessing is modeling seasonal patterns individually, subtracting them from each series and then modeling the residuals with a global method. A rationale for this form of preprocessing can be found in [3]: “Neural networks do not learn different seasonality” (page 4) and in [43]. Our empirical results suggest that global neural networks do not suffer from an inability to pick seasonal patterns, and the theoretical justification of previous empirical evidence points towards the models used there not being complex enough or having limited memory. Removing seasonality from the data can erase some relevant information which might be exploited by global models, as with scale normalization.

7 Conclusions

We have shown that global and local methods for forecasting sets of time series are equally general. Globality is neither restrictive nor requires “similarity” or “relatedness” in the set. We have then compared the relative complexities of local and global methods, showing that global methods can afford to be more complex than local because they generalize better. The combination of these two findings strongly supports recent empirical results and motivates further exploration of modern machine learning methods for time series forecasting.

In terms of pure forecasting accuracy, global and local methods represent different trade-offs, preference for one or the other is an empirical question that cannot be settled before seeing the data and knowing the specific algorithms. Furthermore, we have presented a unified view of global and local methods as two extremes of a large spectrum which comes from partitioning the set of time series. Nevertheless, it is interesting to focus on these two extremes, because both can directly apply “off-the-shelf” machine learning methods, while the space between them requires introducing an extra “moving part” in the form of techniques such as clustering or multi-task learning. This complicates the implementation, analysis and might interact in unforeseen ways with the base models, rendering some conclusions invalid when new advances in the field are considered.
The theoretical symmetry between global and local models can however be broken by considering some practical issues.

- While better generalization of global models does not imply better performance, it is already useful because it makes it easier to detect when an algorithm fails (e.g. by cross-validation or simply because in-sample loss does not reach satisfactory levels). Arguably, this benefit is even more important in time series forecasting than in other more stable machine learning problems (see [44], Table 10).
- Global models can increase model complexity compared to individual local models. Modern machine learning has developed an impressive array of techniques for increasing and controlling model complexity (e.g. deep networks, regularization) that can be applied to global models. Meanwhile finding the right simple models to fit locally requires domain knowledge or prior information, which can be difficult to obtain. On the other hand, when prior information is already available, we can usually express it only through local models.

Global models for time series forecasting is a relatively new field, and there is an opportunity for researching ways of expressing prior information for global models. Ultimately, the seemingly superior performance of global models is a question of context — most problems for which we have simple, domain-based models are not usually considered for automatic forecasting because they are already solved. For example, we use automatic forecasting for sales because of the lack of domain understanding, but for weather forecast we have domain-based models so we do not consider this dataset for benchmarking data-driven univariate forecasting.

Our complexity analysis comes from the derivation of basic generalization bounds. The bounds can be used to identify the main elements involved in the generalization of globality and locality at a general level. From the bounds we derived three parsimonious principles for designing new algorithms. The first principle points toward complex model classes (nonlinearities, deep networks, etc.) and serves as a strong motivation and support for recent results. The second principle has strong implications for forecasting by showing that global models might be able to incorporate larger memory much more effectively. The third principle of partitioning bridges the gap between local and global approaches, and serves to link the related literature, highlighting the hidden costs of methods such as clustering.

Because of their generality, the bounds are necessarily loose; their benefit comes from the insights derived from their analysis. Tools are needed to navigate the space of all possible models or architectures before we see the data, otherwise it becomes impossible to do it efficiently through trial-and-error and we are at the mercy of spurious results. For tighter bounds, particularly in time series where effective sample size is difficult to estimate, we recommend cross-validation [55]. Cross-validation is powerful at the global level, and current state of technology relies on testing many different models and hyperparameters, which is safe to do globally (unlike locally).

We have presented ample empirical evidence comparing global and local models and the algorithms we have suggested. We show that a parsimonious increase in complexity of global models makes them highly competitive, outperforming local state-of-the-art on most datasets. In our estimation, the strongest empirical claim comes from the linear case. While outperformed by advanced methods such as deep networks, global linear models achieve comparable or superior accuracy to state of the art local models, but require orders of magnitude fewer parameters than the competing local alternatives. It is both simpler and more accurate. There is no danger of data snooping or cherry picking, we are showing every possible linear model that can be fit to each dataset, and the results present a consistent picture. Linear models are well understood, it is trivial to create situations where global linear models fail, but it seems that these situations are difficult to find in practice. From this fact, it is easy to believe that a global model which is slightly more flexible than linear will produce even better results. The strength of the empirical result challenges the notion of “relatedness” or heterogeneity of datasets with thousands of time series such as the M4.
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Figure 6: MASE error of a global linear AR model. When the memory is allowed to increase, the global model outperforms local alternatives for all frequencies in the M1, M3, tourism and M4 datasets. The results extend to most of the additional datasets. In this experiment, the M4 dataset was subsampled to 2000 series per frequency.
Figure 7: MASE error for Yearly series for the M1 (a), M3 (b), M4 (c) and Tourism (d) datasets. Global models outperform the local state-of-the-art alternatives. The increase of complexity of the global nonlinear models over the global results in a significant improvement in accuracy for most datasets.
Figure 8: MASE error for Quarterly series for the M1 (a), M3 (b), M4 (c) and Tourism (d) datasets. A global linear model (solid black line) compared to the local state-of-the-art alternatives (horizontal lines) and nonlinear models (colored lines). As memory / order of the autoregression increases, the forecasts accuracy of the global models improves. Notably, for the M4 Quarterly, 24000 time series in total, a global linear AR(14) model (only 14 numbers to forecast the whole dataset) is able to outperform a competitive local method (theta). Nonlinear global models improve over the global linear in terms of overall accuracy. The accuracy of nonlinear global models improves faster with memory, less memory is required to reach a good accuracy compared to linear.
Figure 9: MASE error for Monthly series for the M1 (a), M3 (b), M4 (c) and Tourism (d) datasets. A global linear model (solid black line) compared to the local state-of-the-art alternatives (horizontal lines) and nonlinear models (colored lines). The effect is similar to the Quarterly frequency case of Figure 8: global linear models can reach comparative levels of performance than the local state-of-the-art alternatives with orders of magnitude fewer parameters. The global nonlinear models improve over the global linear in terms of accuracy and the memory required to achieve good results. The Polynomial of 3rd degree model explodes in the M1 Monthly (a), due to numerical instability (a 18 step-ahead recursive forecast of a 3rd degree polynomial is a 54-degree polynomial) but it is stable for the other datasets, which have more data to fit the models.

Figure 10: MASE for the M4 Weekly dataset. A global linear model (solid black line) compared to the local state-of-the-art alternatives (horizontal lines) and nonlinear models (colored lines). Due to computational requirements, lags considered are (2,12,24,55) instead of the full range (1 to 55). Global Models quickly outperform local alternatives.
Figure 11: Partitioning Experiment in the M1, M3, tourism and M4 datasets. Global linear model (solid black line) compared to the Partitioned linear model (dashed black line) and the state-of-the-art local alternatives. The Partitioned linear model randomly partitions each dataset into 10 disjoint subsets and fits a ”global” linear model to each subset, increasing the complexity of the overall model compared to the Global linear. In the majority of datasets, the Partitioned model outperforms the unpartitioned one, showing that Global linear constrained by its simplicity (under-fitting).
Figure 12: MASE for 111 daily time series, NN5 competition. Compared to tbats, stlm and theta (in order of accuracy). The data consists of 2 years of daily cash demand at various automatic teller machines (ATMs, or cash machines) at different locations in England. Global linear model shows better accuracy than local methods, and a clear pattern of improvement of accuracy the larger the memory of the global model. To highlight the relevance/counter-intuitiveness of these results, refer to the quotation from the competition webpage: “The data may contain a number of time series patterns including multiple overlying seasonality, local trends, structural breaks, outliers, zero and missing values, etc… requiring an individual modeling approach for each time series.”

Figure 13: MASE of Global Linear Model for Weather dataset, 3010 daily time series of average precipitation, temperature and solar radiation. Compared to tbats, theta and stlm in order of performance. There is a clear pattern of improvement in accuracy when the memory is increased, somehow “saturating” at memory levels corresponding to one year cycle (365).
Figure 14: MASE for the traffic dataset, 963 hourly time series, each of 10392 observations, of occupancy rate in lanes of highway. Series clipped at the 600 last observations for performance purposes. Stlm and theta used as benchmark, other methods do not yield results in reasonable time. A global linear model outperforms local alternatives, saturating at an AR order of 24, one day cycle.

Figure 15: MASE for the Dominick dataset, 100K weekly time series of profits. A subset of the whole dataset for performance reasons. Each series is the profit of one product offered by a retailer. Global Linear AR compared to theta and stlm in order of better performance. The effect of increasing memory has a negative impact in performance accuracy, opposite to the vast majority of datasets.
Figure 16: MASE for the FREDMD monthly dataset, 109 Monthly time series of macroeconomic indicators. This dataset shows a more erratic pattern of accuracy with respect to the memory of the global model, but it is a positive correlation. The memory levels in this dataset are large, accuracy of the global model peaking at close to an AR(400), this model considers over 30 years of past observations.

Figure 17: MASE for the CIF2016 monthly dataset, 72 Monthly time series from banking and simulations Global Linear AR compared to ets, auto.arima, and theta in order of better performance. The pattern of increasing accuracy the longer the memory also appears in this dataset, experience a big improvement when the level of memory passes the yearly cycle (12).
Figure 18: MASE for the parts monthly dataset, 2500 Monthly time series of sales of car parts. Global Linear AR compared to auto.arima, theta and ets in order of better performance. As in the Dominick’s dataset, increasing memory decreases performance of the global model.

Figure 19: MASE for the hospital monthly dataset, 767 Monthly time series of patient count for products related to medical problems. Global Linear AR compared to theta, ets and auto.arima in order of better performance.
Figure 20: MASE for the electricity dataset. 370 series of hourly electricity demand, 26,280 observations each. Global Linear AR compared to stlm and theta in order of performance. Accuracy of the global model increases quickly at the AR(24) level (daily cycle) and experiences another big improvements at a memory level close to 168 (a weekly cycle).

Figure 21: MASE for the wiki dataset. 100,000 time series of daily visits. Each series represents on page within the Wikipedia domain. Compared to theta method. (ets did not produce realistic results and arima-based are too slow.). Series length is capped at 366 days, longer memory levels are not explored for performance reasons.
Figure 22: MASE for the double pendulum experiment. An example of a totally homogeneous dataset, all series come from repeating the double pendulum experiment, very long chaotic time series with little noise. Each series in the dataset comes from the same experiment, measured at different times / initial conditions. The local method (red) is a pure linear AR model of the same order as the global (black). Both local and global belong to the same model class, the only parameter that changes in this experiment is locality/globality. At the majority of memory levels, global outperforms local, while we see a clear pattern of increasing accuracy with longer memory in both. State-of-the-art local models did not produce accurate results in this experiment.

Figure 23: MASE for the pedestrian. Each time series represent hourly pedestrian count of a different point across Melbourne’s CBD. Local models are TBATS and Theta in order of better performance. The same pattern of increasing accuracy with memory is experienced in this dataset, peaking at the daily cycle AR(24).
Figure 24: MASE for the COVID-19 dataset, daily cumulative deaths in 14 day in 56 regions across the globe. The performance of the global linear model increases with the memory, outperforming local state-of-the-art and saturating at a memory level of 7 days.