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Abstract—This article proposes a computational trajectory optimization framework for solving the problem of multiobjective automatic parking motion planning. Constrained automatic parking maneuver problem is usually difficult to solve because of some practical limitations and requirements. This problem becomes more challenging when multiple objectives are required to be optimized simultaneously. The designed approach employs a swarm intelligent algorithm to produce the tradeoff front along the objective space. In order to enhance the local search ability of the algorithm, a gradient operation is utilized to update the solution. In addition, since the evolutionary process tends to be sensitive with respect to the flight control parameters, a novel adaptive parameter controller is designed and incorporated in the algorithm framework such that the proposed method can dynamically balance the exploitation and exploration. The performance of using the designed multiobjective strategy is validated and analyzed by performing a number of simulation and experimental studies. The results indicate that the present approach can provide reliable solutions and it can outperform other existing approaches investigated in this article.
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I. INTRODUCTION

TRAJECTORY or motion planning of autonomous vehicles has received significant attentions over the last two decades due to its importance in the autonomous control module [1], [2]. A motion planner can automatically produce a feasible path for the vehicle from a given starting point to a desired terminal position. Early works on this topic mainly focus on the development of geometric path planners or smooth decomposition-based path planners, such as the spline-based planner and the cubic polynomial-inspired planner [3], [4]. In the recent five years, there has been a growing interest in generating the vehicle path by using optimization-based approaches [5], [6]. One main advantage of using these optimization-based planning methods is that different types of vehicular or environmental limitations, which are usually problematic for geometric and smooth decomposition-based planners, can be modeled into constraints and entailed in the optimization formulation. Due to this reason, we give more attention to the application of this kind of technique.

The mission scenario studied in this article focuses on the optimal parallel parking of an autonomous wheeled vehicle. In most of existing works, the parking path design usually targets one single performance index. For example, Liu et al. [7] minimized the parking position error by using a feedforward direct method. In [8], the primary goal is to shape a smooth parallel parking trajectory such that the curvature variation indicator can be minimized. Furthermore, Fraichard and Scheuer [3] selected the path length as the main objective and calculated the shortest path of an automatic parking problem. However, in practical situations, all the aforementioned individual objectives should be optimized simultaneously. This inspires the development of multiobjective optimal parking maneuver methods, which will be mainly focused in the present study.

It is important to note that Maravall and de Lope [9] proposed and applied a genetic algorithm (GA) based multiobjective parking algorithm to produce trajectories for a carlike autonomous vehicle. In their work, the final position and oriental angle errors were selected as two mission objectives and they were integrated through aggregation. In addition, a multiobjective motion planner using $\eta^3$-spline techniques was developed in [10] to minimize the parking path length as well as the curvature variation. Similar with [9], these two objectives were integrated through aggregation and optimized via a GA-based method. In these two studies, the mission scenario was extended from a single-objective case to a multiobjective case, and effective parking trajectories were obtained. However, there are still some remaining issues of these works. For example, in [9], there is no constraint for the instantaneous curvature as well as the parking slot boundary, which must frequently be considered during the real parking environment. Besides, since the geometric motion
planner developed in [10] can be treated as a point-to-point framework, it may have difficulty in dealing with parking cases when multiple backward and forward motions are needed. As a result, a new design of multiobjective parking algorithm is highly demanded to tackle these issues and offer an effective alternative.

To address the multiobjective parking optimization problems, the evolutionary multiobjective optimization (EMO) algorithm is a powerful and promising tool because of its ability in searching Pareto optimal solutions in a single trial. It is important to note that usually for a multiobjective engineering problem, there is no single solution that can optimize all the mission objectives simultaneously, as the objectives might conflict with each other. Hence, mission planners usually aim to find a set of compromised solutions and then make a decision based on their preferences. Among EMOs, the multiobjective particle swarm optimization (MOPSO) algorithm is usually recognized as an effective and intelligent swarm-based optimization technique. The earliest MOPSO was proposed in [11] and further investigated in [12]. A review of achievements on developing this algorithm can be found in [13]. As for the practical implementations of MOPSO, contributions can also be reviewed in the literature. For instance, a humanoid robot online navigation problem was successfully solved in [14], wherein a preference-guided MOPSO algorithm was designed and applied to produce the compromised solution. Similarly, a PSO-based multiobjective optimization strategy was proposed in [15] in order to maximize the output force and efficiency of a planar motor while minimizing the cost at the same time. Although all the aforementioned MOPSO-based methods have the potential to be applied in the multiobjective parking maneuver planning problem, there are still some issues for implementations. One important issue is that the use of MOPSO will introduce some additional parameters to control the evolution direction. Poor selection of these parameters can significantly degrade the diversity and optimality of the solution set. Besides, the convergence speed of the algorithm is also largely affected by these parameters. Hence, a proper treatment with respect to these algorithm control parameters is required.

The main contributions of this article are summarized in the following.

1) A new multiobjective parking maneuver optimization model is established with the consideration of instantaneous curvature constraint and parking slot boundary constraints.

2) A hybrid metric-based adaptive gradient MOPSO approach (denoted as HM-AGMOPSO) is proposed. The main novel part of the proposed HM-AGMOPSO lies in its control parameter update component, where an adaptive flight controller is developed to dynamically balance the exploitation and exploration of the algorithm.

3) A local gradient operation is embedded in the overall algorithm framework so as to make further progress during the iteration.

4) A number of simulation studies are presented to illustrate the effectiveness and superiority of the proposed method, whereas experimental tests are provided to validate the reliability of the preplanned parking trajectory.

The remainder of this article is organized as follows. Section II illustrates the multiobjective optimization model of the autonomous vehicle parking problem. Then, the method used to solve the problem is detailed in Section III. Experimental results and comparative studies are demonstrated in Sections IV and V, respectively, whereas Section VI concludes this article.

II. MULTIOBJECTIVE MODEL OF THE AUTONOMOUS VEHICLE PARKING PROBLEM

In this section, the mathematical formulation of the investigated multiobjective problem (MOP) is discussed. At the beginning, the wheeled vehicle equations of motion will be introduced in Section II-A. Following that, different types of constraints including the state/control path constraints and collision-free constraints are formulated in Section II-B. Subsequently, in order to take more of the real-world requirements into account, multiple performance indices are established and detailed in Section II-C.

A. Vehicle Equations of Motion

To describe the movement of the wheeled vehicle and the automatic parking scenario, a detailed mission illustration, together with the vehicle equations of motion, is summarized in Fig. 1 and in the following equation:

\[
\begin{align*}
\dot{p}_x(t) &= v(t) \cos(\theta(t)) \\
\dot{p}_y(t) &= v(t) \sin(\theta(t)) \\
\dot{v}(t) &= \alpha(t) \\
\dot{\alpha}(t) &= \eta(t) \\
\dot{\theta}(t) &= v(t) \tan(\phi(t))/l \\
\dot{\phi}(t) &= \omega(t)
\end{align*}
\]

The notations of all the mission/vehicle-dependent variables appeared in Fig. 1 and (1) are tabulated in Table I. The vehicle is considered as a front-steering rigid body and the sideslip is ignored. For the sake of brevity, the state variables are abbreviated as \( x = [p_x, p_y, v, \alpha, \theta, \phi]^T \), whereas the controls are written as \( u = [\eta, \omega]^T \), respectively. The reason for making \( \eta \) as the control input in the trajectory design phase is to smooth the planned acceleration and speed profiles [5], [16]. The actual control inputs applied to the vehicle in the experiments are \( v \) and \( \omega \) [17], [18]. This will be further shown in the experiment section of this article.


### TABLE I
**NOTATIONS FOR VARIABLES**

| Variable | Description |
|----------|-------------|
| \(p_x, p_y\) | Central point of the rear wheel |
| \(v, \alpha\) | Velocity and acceleration of the vehicle |
| \(\theta\) | Orientational angle |
| \(\phi\) | Steering angle of the steering wheel |
| \(\eta\) | The jerk (derivative of the acceleration) |
| \(\omega\) | Angular velocity of the front wheel |
| \(t\) | Time point |
| \(m\) | Length between the front and rear wheels |
| \(n\) | The rear overhang |
| \(l_{f SL}\) | Length of the parking slot |
| \(l_{GW}\) | Width of the parking slot |
| \(C_L\) | Width of the road |
| \(\kappa\) | Width of the vehicle |

### B. Different Types of Constraints

During the parking movement process, different types of constraints are required to be considered, including the following.

1) **State/control path constraints.** The magnitude of the state and control variables should be limited and this can be expressed by

\[
\begin{align*}
 p_x^{\text{min}} \leq p_x(t) & \leq p_x^{\text{max}} \\
 p_y^{\text{min}} \leq p_y(t) & \leq p_y^{\text{max}} \\
 v^{\text{min}} \leq v(t) & \leq v^{\text{max}} \\
 \alpha^{\text{min}} \leq \alpha(t) & \leq \alpha^{\text{max}} \\
 \theta^{\text{min}} \leq \theta(t) & \leq \theta^{\text{max}} \\
 \kappa^{\text{min}} \leq \kappa(t) & \leq \kappa^{\text{max}}
\end{align*}
\]

where \(k = \tan(\theta)/l\) represents the instantaneous curvature. Its derivative value can be computed by \(k = \omega/(l \cos^2(\theta))\). It is worth noting that imposing a path constraint on the jerk variable \(\eta\) can effectively smooth the acceleration evolution. On the other hand, the path constraint of \(\kappa\) can avoid nonsmooth segments on the vehicle trajectory, thus decreasing discomfort to passengers.

2) **Parking slot and terminal constraints.** As specified in Fig. 1, certain constraints should be assigned at the terminal time instant \(t_f\) to place the vehicle in the desired parking slot. To formulate them, the four corner points of the vehicle \((ABCD)\) should be used

\[
\begin{align*}
 A_x &= p_x + \cos(\theta)(l + n) - b \sin(\theta) \\
 A_y &= p_y + \sin(\theta)(l + n) + b \cos(\theta) \\
 B_x &= p_x + \cos(\theta)(l + n) + b \sin(\theta) \\
 B_y &= p_y + \sin(\theta)(l + n) - b \cos(\theta) \\
 C_x &= p_x - m \cos(\theta) + b \sin(\theta) \\
 C_y &= p_y - m \sin(\theta) - b \cos(\theta) \\
 D_x &= p_x - m \cos(\theta) - b \sin(\theta) \\
 D_y &= p_y - m \sin(\theta) + b \cos(\theta)
\end{align*}
\]

Then, the terminal constraints are given by

\[
\begin{align*}
 A_y(t_f) & \leq 0, B_y(t_f) & \leq 0 \\
 C_y(t_f) & \leq 0 \\
 D_y(t_f) & \leq 0, v(t_f) & = 0, \alpha(t_f) & = 0.
\end{align*}
\]

Note that the last two equality constraints can be treated as a full stop condition. Apart from (4), to successfully park the vehicle, the following parking area constraints are formulated:

\[
\begin{align*}
 f_{\text{low}}(A_x) & \leq A_y & \leq f_{\text{up}}(A_x) \\
 f_{\text{low}}(B_x) & \leq B_y & \leq f_{\text{up}}(B_x) \\
 f_{\text{low}}(C_x) & \leq C_y & \leq f_{\text{up}}(C_x) \\
 f_{\text{low}}(D_x) & \leq D_y & \leq f_{\text{up}}(D_x)
\end{align*}
\]

where \(f_{\text{low}}(\cdot)\) stands for the lower boundary of the parking slot and is designed as \(f_{\text{low}}(x) = -(H(x) + H(x - l_{\text{SL}}))\). The upper boundary of the road is modeled as \(f_{\text{up}}(x) = C_L\). Here, \(H(\cdot)\) stands for the Heaviside step function.

3) **Collision-free limitations.** From Fig. 1, it is clear that the vehicle has the probability to collide with the edge points of the parking slot (e.g., points \(O\) and \(E\)). Hence, collision-free constraints are required to be considered. Different from the discontinuous collision-free constraint formulation used in [5], we apply a continuous version in this article. More precisely, this is achieved by restricting the corner points \(O\) and \(E\) always outside the vehicle rectangular area \(ABCD\), which can be described as

\[
S_{\text{AOB}} + S_{\text{BOC}} + S_{\text{COD}} + S_{\text{AOD}} \geq S_{\text{ABCD}}
\]

\[
S_{\text{AEB}} + S_{\text{BEC}} + S_{\text{CED}} + S_{\text{AED}} \geq S_{\text{ABCD}}
\]

where \(S\) denotes the area operation.

**Remark 1:** In [5], Li et al. modeled the collision-free constraints by transforming the corner points \(O\) and \(E\) from the coordinate \(XOY\) to the vehicle’s body frame \(X’GY’\) (as indicated in Fig. 1). Then, the collision avoidance is achieved by restricting

\[
|O'_{x}| \geq (n + l + m)/2, \quad \text{if} \quad |O'_{y}| \leq b \\
|E'_{x}| \geq (n + l + m)/2, \quad \text{if} \quad |E'_{y}| \leq b
\]

where \((O'_{x}, O'_{y})\) and \((E'_{x}, E'_{y})\) are coordinates of \(O\) and \(E\) in the \(X’GY’\) frame. It is obvious that (7) is discontinuous, and the optimization algorithm might struggle due to the intuitive application of this equation.

### C. Mission Objectives

Early investigations on automatic parking trajectory planning problems normally target one single objective. However, in practice, multiple objectives might need to be frequently considered during the maneuver phrase. In this article, we consider three objectives so as to capture more realities of the problem. The first objective to be optimized is the path length so that the vehicle can park along a shortest trajectory. Besides, since the path smoothness is directly related to the comfort of the passengers and riders, a path smoothness indicator is defined and minimized. Furthermore, to measure the quality of the parking, a parking achievement indicator is used. The aim for optimizing this indicator is that it is desired to place the geometric center of the vehicle overlapping the geometric center of the parking slot.
with a zero oriental angle. Consequently, the three objectives
applied for experiments are
\[
\begin{align*}
\min J_1 & = \int_0^{t_f} v dt \\
\min J_2 & = \int_0^{t_f} k dt \\
\min J_3 & = E_f
\end{align*}
\]
where \( t_f \in [t_f^{\text{min}}, t_f^{\text{max}}] \) is a variable, and \( E_f \) is given by
\[
E_f = (G_x(t_f) - G_x^*)^2 + (G_y(t_f) - G_y^*)^2 + (\theta(t_f) - \theta^*)^2.
\] (9)
In (9), \((G_x(G_y)\) are the geometric center of the vehicle and it can be computed by \( G_x = (p_x + ((n + l + m) \cos \theta)/2)) \) and \( G_y = (p_y + ((n + l + m) \sin \theta)/2)) \). From (9), the three components have different scales. It is noteworthy that poor scaling can have significant impacts on the convergence performance of the optimization process. Hence, we normalize the coordinates and angle in (9) via \( G_x = G_x/l_{SL} \), \( G_y = G_y/l_{SW} \) and \( \theta = \theta/\pi \), respectively. Based on all the definitions stated above, the overall multiobjective parking movement planning model can be written as
\[
\text{minimize } J = [J_1, J_2, J_3]
\]
subject to
\[
\begin{align*}
p_x(t) & = v(t) \cos(\theta(t)) \\
p_y(t) & = v(t) \sin(\theta(t)) \\
\dot{\alpha}(t) & = a(t) \\
\dot{\phi}(t) & = v(t) \tan(\phi(t))/l \\
\dot{\theta}(t) & = v(t) \tan(\phi(t))/l \\
A_y(t_f) & \leq 0, B_y(t_f) \leq 0, C_y(t_f) \leq 0 \\
D_y(t_f) & \leq 0, v(t_f) = 0, a(t_f) = 0 \\
f_{low}(A_x) & \leq A_y \leq CL, f_{low}(B_x) \leq B_y \leq CL \\
f_{low}(C_x) & \leq C_y \leq CL, f_{low}(D_x) \leq D_y \leq CL \\
S_{\text{SOB}} + S_{\text{BOC}} + S_{\text{COD}} + S_{\text{AGO}} & \geq S_{\text{ABCD}} \\
S_{\text{AEb}} + S_{\text{BEC}} + S_{\text{CED}} + S_{\text{AED}} & \geq S_{\text{ABCD}} \\
p_x^{\text{min}} & \leq p_x(t) \leq p_x^{\text{max}}, p_y^{\text{min}} \leq p_y(t) \leq p_y^{\text{max}} \\
v^{\text{min}} & \leq v(t) \leq v^{\text{max}}, \alpha^{\text{min}} \leq \alpha(t) \leq \alpha^{\text{max}} \\
\theta^{\text{min}} & \leq \theta(t) \leq \theta^{\text{max}}, \phi^{\text{min}} \leq \phi(t) \leq \phi^{\text{max}} \\
\alpha_{\text{min}} & \leq \eta(t) \leq \alpha_{\text{max}}, k_{\text{min}} \leq k(t) \leq k_{\text{max}}
\end{align*}
\] (10)
where \( J = [J_1, J_2, J_3] \in \mathbb{R}^3 \) is the vector of objectives, whereas \( u = [\eta(t), \omega(t)]^T \) is the decision variable of problem (10). To optimize problem (10), we apply the concept of Pareto optimal, which is outlined by the following definitions.

**Definition 1:** A vector of decision variable \( u_1 = [\eta_1, \omega_1] \) is dominated by another one \( u_2 \) if and only if \( \forall M \in \{1, 2, 3\}, J_M(u_2) \leq J_M(u_1) \), and \( \exists M \in \{1, 2, 3\}, J_M(u_2) < J_M(u_1) \). The domination relationship is denoted by \( u_1 \prec u_2 \).

**Definition 2:** A vector of decision variable \( u^* \) is Pareto optimal if it is not dominated by other candidates among the feasible region \( \mathcal{P} \).

**Definition 3:** The Pareto optimal set \( \mathcal{P} \) as well as the Pareto optimal front \( \mathcal{P} \) can be written as
\[
\begin{align*}
\mathcal{P} & = \{u \in \mathcal{F} \mid u \text{ is Pareto optimal}\} \\
\mathcal{P} & = \{J(u) \in \mathbb{R}^3 \mid u \in \mathcal{P}\}
\end{align*}
\]
From Definitions 1 and 2, there may exist a set of Pareto optimal solutions for an MOP. Hence, the goal for solving an MOP becomes determining \( \mathcal{P} \) from \( \mathcal{F} \). In other words, when addressing the MOP, we aim to find not a single but rather a set of Pareto optimal solutions.

**Remark 2:** It is noteworthy that some objective functions given by (8) are considered as constraints in other works. For example, the third objective function was considered as hard equality constraints in [5] and [16]. However, in this article, we are interested in designing a swarm-intelligence-based method to optimize the parking motion. The consideration of hard equality constraints will put more pressures on the evolution process for finding feasible solutions. Alternatively, considering \( J_3 \) as an objective can reduce the number of equality constraints, thereby easing the burden of finding feasible solutions.

### III. METHODOLOGY

In order to address the multi-objective automatic parking mission given by (10), this article applies an HM-AGMOPSO algorithm. This method can be treated as a global optimization technique as it uses the principle of survival of fitness in order to locate the optimal solution. Compared with gradient-based algorithms, the proposed method tends to have stronger ability to explore the entire searching space rather than be attracted to a local optimal point. Besides, the unique features of the HM-AGMOPSO method in comparison with the traditional MOPSO and NSGA-II are that a local gradient operation as well as a hybrid metrics-based adaptive controller of flight parameters are designed and embedded in the algorithm. The aim for carrying on a local gradient search is to enhance the exploitation around the current solution. Besides, using the hybrid metrics-based adaptive controller can adjust the flight control variables so as to balance the local exploitation and global exploration. Prior to introducing in detail these two mechanisms, it is worth recalling some basis of the MOPSO for completeness reasons.

### A. Basic MOPSO

In MOPSO, each particle among the swarm can be regarded as a candidate solution defined on the solution space and it has a position vector \( u \) as well as a velocity vector \( \nu \). These two vectors can be written as
\[
\begin{align*}
\mu_j(s) & = [\mu_{j,1}(s), \mu_{j,2}(s), \ldots, \mu_{j,D}(s)] \\
\nu_j(s) & = [\nu_{j,1}(s), \nu_{j,2}(s), \ldots, \nu_{j,D}(s)]
\end{align*}
\] (11)
where \( s = 1, 2, \ldots, S_{\text{max}} \) denotes the index of the generation, whereas \( j = 1, 2, \ldots, N_j \) is the index of the particle boxed by the size of the swarm \( N_j \). Since the parking system inputs are time dependent, we first discretize the time domain \([0, t_f]\) using a set of temporal nodes \( \{t_k\}_{k=0}^{N_k-1} \), where \( t_0 = 0 \) and \( t_{k+1} = t_k + t_f/N_k \). Then, each particle is encoded as a vector representing a potential control sequence at \( \{t_k\} \) and \( D = 2 \cdot N_k + 1 \) stands for the dimensional index of each particle. More precisely, the following equation is used to present the actual content of the particle and the swarm:

\[
\mu_j = [\eta_j(t_0), \ldots, \eta_j(t_{N_k-1}), \omega_j(t_0), \ldots, \omega_j(t_{N_k-1}), t_f],
\]\n
\[
\text{Swarm} = [\mu_1, \ldots, \mu_{N_j}].
\]

All particles in the first generation are obtained by randomly initializing all decision variables within the specified lower and upper control bounds given by (2). During the solution-finding process, the best position of the \( j \)th particle and the best position among the current swarm in the \( s \)th generation are recorded as \( q_j(s) \) and \( g(s) \), respectively. According to the definitions of \( q_j(s) \) and \( g(s) \), the velocity vector of the \( j \)th particle can then be updated by

\[
\nu_j(s + 1) = \varpi \nu_j(s) + r_1 c_1 (q_j(s) - \mu_j(s)) + r_2 c_2 (g(s) - \mu_j(s)).
\]

In (13), several control parameters are introduced to generate the new velocity vector: \( \varpi \) represents the inertia weight, whereas \( r_1 \) and \( r_2 \) are two random constants uniformly distributed on \([0, 1]\). \( c_1 \) and \( c_2 \) can be treated as two acceleration parameters associated with the cognitive component and the social component, respectively. Using the updated velocity vector, the new position vector for the \( j \)th particle can be computed by

\[
\mu_j(s + 1) = \mu_j(s) + \nu_j(s + 1).
\]

From (13) and (14), it is obvious that the particle uses the positional information of its own movement and the selected global leader to update the position and velocity vectors. Besides, the previous best position \( q_j(s) \) should be reencoded via

\[
q_j(s) = \begin{cases} 
q_j(s - 1) & \text{if } \mu_j(s) < q_j(s - 1) \\
\mu_j(s) & \text{if } \mu_j(s) > q_j(s - 1) \\
\text{rand}\{\mu_j(s), q_j(s - 1)\} & \text{if } \mu_j(s) \neq q_j(s - 1)
\end{cases}.
\]

Here, the concept of Pareto optimality is adopted. \( \mu_j(s) < q_j(s - 1) \) means \( \mu_j(s) \) is dominated by \( q_j(s - 1) \) and it should be replaced. On the other hand, the notation \( \mu_j(s) \neq q_j(s - 1) \) means that the two are mutually non-dominated. In this case, one of them will be selected randomly (e.g., \( \text{rand}\{\mu_j(s), q_j(s - 1)\} \)).

Defining \( A(s) = [a_1(s), a_2(s), \ldots, a_{N_A(s)}] \) as the external archive (external non-dominated set), to update the archive \( A(s) \), we need the previous archive \( A(s - 1) \) and \( q_j(s) \) information. That is, if \( q_j(s) \) is non-dominated by any individuals in \( A(s - 1) \), then \( A(s) = A(s - 1) \cup q_j(s) \). If \( q_j(s) \) is dominated by an individual in \( A(s - 1) \), \( q_j(s) \) is discarded. If there are some individuals in \( A(s - 1) \) that are dominated by \( q_j(s) \), the \( A(s - 1) \) first removes elements that are dominated by \( q_j(s) \) and then augments by \( q_j(s) \).

### B. Multiobjective Gradient Operation

To strengthen the local exploitation capability of the MOPSO approach, a local gradient search is applied. The Jacobian vector of \( J \) with respect to \( \mu \) can be written as \( \nabla_{\mu_j} J_k(\mu_j(s)) = [\frac{\partial J_1(\mu_j(s))}{\partial \mu_j}, \ldots, \frac{\partial J_M(\mu_j(s))}{\partial \mu_j}] \), \( i = 1, 2, \ldots, M \). Here, \( M \) is the number of objectives. Based on the Jacobian vector, a local descent direction can be determined

\[
e_j = -\sum_{i=1}^{M} w_i \nabla_{\mu_j} J_i(\mu_j(s)) \sum_{i=1}^{M} w_i = 1.
\]

From (16), \( e_j \) can be understood as a linear combination of the steepest descent direction for all objectives. Subsequently, the particle can be updated by applying

\[
\tilde{\mu}_j(s) = \mu_j(s) + \Delta \delta \nu_j
\]

in which \( \Delta \delta \) is the step length along the direction \( e_j \). Notice that the gradient operation is applied to the current population and the improved particles are integrated back to the swarm. Moreover, the gradient operation is applied once every generation.

### C. Handling of Mission Constraints

For most engineering optimization problems, different types of mission constraints are commonly required to be considered simultaneously when optimizing the objectives. For the parking movement planning problem (10), we apply a direct transcription method to deal with the path and collision-free constraints. This method, named multiobjective constraint handling (MOCH), is based on the principle of multiobjective optimization and it reformulates the constrained MOP to an unconstrained equivalent form. To do this, the total amount of constraint violation for each particle is computed. Subsequently, this value is assigned as the additional mission objective, which means that the dimension of the objective is increased by one. For example, the additional objective \( J_{M+1} \) can be defined by

\[
J_{M+1} = \min(V_G + V_I)
\]

where \( V_G \) and \( V_I \) are, respectively, the total violation degrees for the inequality constraints \( q_i(\cdot) > z_i, i = 1, \ldots, N_G \), and the equality constraints \( I_i(\cdot) = 0, i = 1, \ldots, N_I \). To calculate their values, we apply \( V_G = \sum_{i=1}^{N_G} (\tilde{g}_i(\cdot)) \) and \( V_I = \sum_{i=1}^{N_I} |I_i(\cdot)| \). Here, \( \tilde{g}_i = (\tilde{g}_i(\cdot)/z_i) - 1 \). The notation \( (\cdot) \) returns \( [\tilde{g}_i] \) if \( \tilde{g}_i < 0 \). Otherwise, it returns zero. Compared with other constraint handling methods, the MOCH does not introduce additional parameters and can be easily implemented.

### D. Controller Design of Flight Parameters

In traditional MOPSO, the flight parameters (\( \varpi, c_1 \), and \( c_2 \)) are specified as fixed constants [11]. According to experimental results presented in the literature [19], [20], it can be summarized that a smaller \( \varpi \), a smaller \( c_1 \), and a larger \( c_2 \) tend to result in better local exploitation. By contrast, the larger \( \varpi \) and \( c_1 \), together with a smaller \( c_2 \), can improve the global exploration ability of the algorithm. Based on these conclusions, in this
section, we are interested in designing an adaptive controller to automatically tune the flight parameters. Inspired by the work presented in [19], the tuning is achieved by applying a hybrid strategy that takes into consideration the hypervolume (HV) and spacing (SP) information.

Until now, many multiobjective performance indicators have been designed to measure the quality of the obtained Pareto set [21], [22]. Detailed analysis and definitions of these metrics can be found in [23]. One type of indicator that has been widely applied is the distance-based metrics. These metrics calculate the distance between the true Pareto optimal set and the approximated set obtained via a given method. However, for the considered parking problem, the true Pareto set is unknown. Therefore, we apply the volume- and diversity-based measures (such as the HV and SP indicators [23]). The HV value can be computed by

\[ H(s + 1) = \text{Leb} \left( \bigcup_{a \in A} [J_1(a), R_1] \times \cdots \times [J_M(a), R_M] \right) . \]  

(19)

Here Leb(·) denotes the Lebesgue measure. \( R = [R_1, \ldots, R_M] \) is the reference point. From (19), \( H \) can be understood as the union of all the rectangular areas and it reflects both the distribution and convergence of the archive. Besides, to further quantify the degree of the distribution, an SP metric is used, which can be written as

\[ \text{SP}(s + 1) = \left( \frac{1}{N_{\text{le}} - 1} \sum_{j=1}^{N_{\text{le}}} (\overline{l}(s + 1) - l_j(s + 1))^2 \right)^{0.5} \]  

(20)

in which \( \overline{l}(\cdot) \) stands for the average minimum Manhattan distance (MD) of particles, whereas \( l_j(\cdot) \) is the minimum MD of the \( j \)th particle. Notice that the SP equation is identical to the one formally defined in [24], and the distance measure used is different from the minimum Euclidean distance. From (20), if the solutions are near uniformly spread, then the resulting distance measure tends to be small. As a result, it is desired to find a set of Pareto optimal solution with a smaller SP value.

The HV and SP values will be used as the primary metrics to design the flight parameter controller. Specifically, if the inputs of the controller are \( H(s + 1) \) and \( \text{SP}(s + 1) \), then the outputs can be written as Equations (21)–(23), shown at the bottom of this page, where \( \Delta_1(s) = \max \{ \frac{H(s)}{H(s + 1)}, \frac{\text{SP}(s)}{\text{SP}(s + 1)} \} \), \( \Delta_2(s) = \max \{ \frac{H(s + 1)}{H(s)}, \frac{\text{SP}(s + 1)}{\text{SP}(s)} \} \), and \( \Delta_3(s) = \min \{ \frac{H(s)}{H(s + 1)}, \frac{\text{SP}(s)}{\text{SP}(s + 1)} \} \).

Remark 3: It is worth noting that in the proposed adaptive strategy, the worst case scenario is \( H(s + 1) < H(s) \) and \( \text{SP}(s + 1) > \text{SP}(s) \). This reveals that the obtained solutions is losing diversity and extensiveness. Therefore, the global exploration should be emphasized. On the other hand, if the HV value is increasing and SP indicator is shrinking (e.g., \( H(s + 1) > H(s) \) and \( \text{SP}(s + 1) < \text{SP}(s) \)), it can be expected that the Pareto front is converging and uniformly distributed. As a result, we keep the flight parameters unchanged.

Remark 4: One potential problem of the SP indicator is that it does not suffice to infer evenness distribution of the solutions, as it does not take into account gaps in the Pareto front. For instance, an hypothetical Pareto front \( [(x_1, y_1), (x_1 + \epsilon, y_1 - \epsilon), (x_2, y_2), (x_2 + \epsilon, y_2 - \epsilon)] \) would have a near optimal SP value without regard of the actual positions of the four point. Therefore, follow-up research can be encouraged to deal with this issue.

E. Overall Algorithm Structure

According to the abovementioned statement and analysis, a pseudocode of the proposed HM-AGMOPSO is constructed in order to better describe the overall procedures of the algorithm (see Algorithm 1).

IV. MULTIOBJECTIVE PARKING MANEUVER RESULTS

A. Parameter/Scenario Specification

In this section, all the parameters/variables used to generate the multiobjective optimal parking maneuver results are specified. The simulation results were obtained based on a real autonomous vehicle [e.g., illustrated in Fig. 2(a)] under a real parking scenario. The vehicle is 2.4 m long and 1.54 m wide. The values for \( m \), \( l \), and \( n \) are set as 0.4, 1.45, and 0.55 m,
Fig. 2. (a) Autonomous vehicle and (b) parking space or slot.

TABLE II
RANGES OF STATE VARIABLES

| Variables | Ranges         | Variables | Ranges         |
|-----------|----------------|-----------|----------------|
| $p_x$     | $[-10, 15]$m  | $p_y$     | $[-2, 3.5]$m   |
| $v$       | $[-2, 2]$m/s  | $\alpha$ | $[-0.75, 0.75]$rad$^2$ |
| $\theta$  | $[-180^\circ, 180^\circ]$ | $\phi$   | $[-33^\circ, 33^\circ]$ |

Algorithm 1: Framework of the HM-AGMOPSO.

**Input:** Control parameters of the algorithm $\varpi(0)$, $c_1(0)$, $c_2(0)$, $r_1, r_2$, $N_j$, $N_k$, and $S^{\text{max}}$; Step 1: Initialize the velocity $v$ and position $\mu$ vector;
/*Main Loop*/
Step 2: Compute the objective values for each particle;
Step 3: Perform the local gradient operation to update the current swarm;
Step 4: Perform the nondominant sorting;
Step 5: Record the nondominated solutions in $A(s)$;
Step 6: Find the global best $g(s)$ from $A(s)$;
Step 7: Compute the HV($s$) and SP($s$) indicators;
Step 8: Perform the flight parameter controller via (21)–(23) to update ($\varpi(s), c_1(s), c_2(s)$);
Step 9: Update $v$ and $\mu$ via (13) and (14);
Step 10: Check if $S > S^{\text{max}}$ is satisfied
if not, $S = S + 1$ and go back to Step 2;
/*End main iteration*/
**Output:** The final Pareto set;

respectively. As for the parking slot, its size is illustrated in Fig. 2(b), where $l_{SL}$, $l_{SW}$, and CL are 5.0, 2.5, and 4.0 m, respectively.

Regarding the vehicle state variables, their ranges are demonstrated in Table II. Two control path constraints associated with the jerk variable $\eta$ and the curvature derivative $k$ are $\eta \in [-0.5, 0.5]$ and $k \in [-0.6, 0.6]$, respectively. The initial condition of the vehicle is $[p_x(0), p_y(0), v(0), \alpha(0), \theta(0), \phi(0)] = [9.0 \text{ m}, 2.0 \text{ m/s}, 0 \text{ m/s}$, $0^\circ, 0^\circ]$. On the other hand, the control variables with regard to the proposed HM-AGMOPSO are illustrated in Table III. These values are used to start the optimization algorithm [16] and they are dynamically adjusted via the strategy developed in Section III-D.

### B. Effectiveness of the Constraint Handling Strategy

In this section, the performance of applying MOCH-based MOEAs for solving the optimal parking maneuver problem is tested. Three test cases are first established and performed; for example, Case $i$, $i = 1, 2, 3$, stands for minimizing $J_i$ with the consideration of all constraints. The algorithm proposed in this article is compared to seven approaches of the literature, optimizing these three mission cases. Specifically, the algorithms selected for the comparative study are the penalty function-based GA (denoted as PF-GA) [25], the PF-based PSO algorithm [26], the PF-based artificial bee colony algorithm (PF-ABC) [27], the infeasible rejection GA (IR-GA) [28], the infeasible rejection PSO algorithm (IR-PSO) [28], the MNSGA-II algorithm [29], and the MOEA/D approach [30], respectively. The first five algorithms are typical single-objective optimizers, whereas the last two algorithms are Pareto-based MOEAs using MOCH.

It should be noted that Case 3 was also considered in [9], where two mission objectives, the coordinate errors and the oriental angle error, were optimized via PF-GA through aggregation. Therefore, we reperform this mission case using PF-GA and compare the result with that of the proposed method. Since the implementation of heuristic algorithms might introduce some randomness, it is not reliable to only present the experimental result in one single trial. Therefore, all the techniques were performed for 20 trials independently and the statistical results are tabulated in Table IV.

From the results presented in Table IV, it can be seen that compared with other techniques investigated in this article, the multiobjective approaches using MOCH strategy can generally produce better solutions. This can be explained that different from other constraint handling strategies which infeasible solutions are always considered worse than the feasible one, the MOCH strategy may accept some infeasible solutions to the next iteration. Sometimes infeasible candidates might contain valuable information and they can be used to guide the evolution direction toward more promising results. If these infeasible solutions are simply removed, it may cause convergence issues especially when a problem contains disconnected feasible regions.
Therefore, we suggest that for the optimal parking problem researched in this article, it is advantageous to consider the total amount of constraint violation as a new objective function.

To provide more indications with respect to the accuracy and distribution of the obtained solutions, final results for the three mission cases are displayed by box plots in Fig. 3.

Fig. 3 reflects the ranges of the solution, including the non-averaged best and worst values. These results further confirm that the performance of multiobjective solvers with MOCH strategy tends to be superior to that of other solvers for the three single-objective mission cases. Moreover, it is clear from Fig. 3 that final results generated via the proposed method for Case 2 are much better than in any other case. Since the aim of Case 2 is to minimize the smoothness indicator, the use of the gradient operation can provide improvement to the objective and decrease the $\dot{k}$ path constraint violation value at the same time, which in turn improves the convergence of the algorithm.

C. Biobjective Optimal Parking Results

In this section, we perform the biobjective case study so as to demonstrate the tradeoff parking results computed by applying the HM-AGMOPSO algorithm. For example the following cases are considered.

Case 4: minimizing $J_1$ and $J_2$.
Case 5: minimizing $J_2$ and $J_3$.
Case 6: minimizing $J_1$ and $J_3$.

Cases 4–6 were performed using the MOCH strategy with $V$ as the additional objective, thereby resulting in a three-objective formulation. The performance of the HM-AGMOPSO algorithm is compared against two Pareto-based multiobjective evolutionary algorithms, such as the MNSGA-II algorithm [29] and the MOEA/D approach [30]. It should be noticed that the mission case studied in [10] is equivalent to Case 4 considered in this article. More precisely, Lini et al. [10] optimized $J_1$ and $J_2$ (e.g., through aggregation) using PF-GA. Therefore, it is worth adding a comparison between the proposed method and the PF-GA method for optimizing all the multiobjective mission cases considered in this article (denoted as PF-MOGA).

The Pareto front solutions for Cases 4–6 are visualized in Fig. 4, from where it can be observed that minimizing the path length and minimizing the path smoothness indicator are two contradicting objectives. This can be explained that if the vehicle wants to have a smoother parking trajectory, the variation of the instantaneous curvature, which is mainly affected by the angular velocity of the vehicle, will be decreased. This means that the vehicle will not use the maximum allowable control and the maneuver time will be longer. Consequently, the total path length will be increased. Similarly, in Case 5 minimizing the path smoothness and optimizing the parking achievement indicator display a contradicting relationship. To park the vehicle in a desirable position, sharply varied control signals are usually required and this might result in an increase with respect to the smoothness indicator.

D. Three-Objective Optimal Parking Results

In this section, the three mission objectives are considered simultaneously (denoted as Case 7). Similar with Cases 4–6, Case 7 was performed using the MOCH strategy with $V$ as the additional objective (e.g., $J_4 = \min(V_G + V_I)$). The resulting four-objective formulation was solved by applying different algorithms stated previously.

The obtained Pareto results are displayed in Fig. 5, where the solutions are projected onto two planes (e.g., $J_1$ versus $J_2$ and $J_2$ versus $J_3$). From the tradeoff front, it is clear to know that how the optimal path length result reduces the path smoothness indicator and how the optimal path smoothness solution affects the optimality of the parking achievement objective. These solutions (along with the obtained front) are considered equally good, but
in practical situations, only one optimized solution is needed. Therefore, a proper compromise between extreme solutions should be usually made. Based on the obtained Pareto optimal solutions, the intermediate point \( [J_1, J_2, J_3] = [0.1, 2.10, 0.41] \) can be recognized as the best compromised solution. This point is obtained by searching the solution \( p_i \) among the final Pareto set \( P \) via \( p_i^* = \arg\max_{p_i \in P} \sum_{i=1}^{3} (J_i(p_i) - J_i^*) \). Here, \( J_i^* \) and \( J_i^{\max} \) are the extreme (best and worst) values of \( J_i \). This procedure can be understood as searching a solution along the obtained Pareto front such that the distance between this point and the origin can be minimized. Similar procedures can also be applied to Cases 4–6 to calculate the compromised solutions.

E. Analysis of Results

Regarding the performance of different algorithms (e.g., the Pareto-based MOEAs and the aggregation approach PF-MOGA), as can be seen from Fig. 4, the proposed HM-AGMOPSO can generally perform better than its counterparts for mission Cases 4–6. This conclusion can be reflected by the obtained Pareto front solution; that is, the MNSGA-II, MOEA/D, and MOGA solutions/results are generally covered by the HM-AGMOPSO solutions. In addition, the Pareto results produced by HM-AGMOPSO tend to be more uniform than the others in the objective space. This can be attributed to the implementation of the adaptive flight parameter controller which can balance the exploitation and exploration of the evolution process, thus making the solution more optimal and uniform.

According to the Case 7 results shown in Fig. 5, the Pareto solutions produced by MNSGA-II, MOEA/D, and MOGA are again covered by the solution calculated via the proposed method. Moreover, the HM-AGMOPSO solutions tend to be more well distributed than other techniques.

Remark 5: It should be noted that even if most of literature algorithms are single-objective optimizers, they still can provide useful baselines in multiobjective contexts. For example, if we directly apply PF-PSO algorithm to optimize individual objective \( J_1 \) in Case 4, the values for \( J_1 \) and \( J_2 \) are 8.971 and 3.784, respectively. Based on the result presented in Fig. 4, although \( J_2 \) is significantly sacrificed, this solution point \((J_1, J_2)\) can be treated as an extreme solution. However, if we apply this algorithm to optimize a normalized aggregation of \( J_1 \) and \( J_2 \) to find a compromised solution, the final values of \((J_1, J_2)\) are dominated by the solutions obtained via the Pareto-based MOEAs. Similar results can also be obtained for the other four single-objective optimizers investigated in this article. Therefore, it is more suitable to apply Pareto-based MOEAs to address the multiobjective parking maneuver planning cases.

In order to analyze the quality of the obtained Pareto solution and the performance of different multiobjective solvers, a statistical study was carried out with respect to the HV value for different mission cases. To compute the HV indicator, the obtained Pareto optimal solutions are first normalized. This step is achieved by placing all nondominated solutions found via different algorithms in one set. Then, we extract the minimum and maximum values for each objective and normalize all the solutions. The reference points for mission Cases 4–6 are set to \( R = [1.1, 1.1, 1.1] \), whereas the reference points for Case 7 is assigned as \( R = [1.1, 1.1, 1.1] \). Then, the statistical HV results for Cases 4–7 are summarized in Table V, where all results were averaged on 20 independent trials.

According to the data presented in Table V, it is obvious that the HM-AGMOPSO technique designed in this article is able to achieve the highest HV values among the four multiobjective solvers (the highest HV values are highlighted in bold and provided in Table V). Moreover, all the Pareto-based MOEAs can statistically outperform the aggregation-based optimizer for the considered parking maneuver planning cases.

To further study the robustness and convergence of different Pareto-based MOEAs, the evolution of the HV value along the iterations is given concerns. Fig. 6 displays the HV evolution histories for Cases 4–7. From Fig. 6, it is obvious that compared with other Pareto-based MOEAs, the proposed method tends to converge to more optimal solution sets in relatively fewer number of iterations for all the considered mission cases. This further confirms the superiority of applying the proposed strategy. Moreover, it indicates that in practical applications, a relatively small number of iterations can be used to alleviate the computational burden.

In addition, to contrast the significance of the Pareto-optimal solutions obtained via different multiobjective optimizers, the Wilcoxon signed-rank test is adopted (encouraged and demonstrated in [31]). This is a typical nonparametric statistical hypothesis test and it has the capability to rank the difference in performance between various multiobjective optimization methods studied in this section. The test was carried out
with respect to the HV performance metric and the results are tabulated in Table VI. In this table, the $p$-values and $h$-values calculated for all pairwise comparisons concerning HM-AGMOPSO are reported. It is worth remarking that $h = 1$ reflects that a significant improvement in terms of the HV performance can be achieved with $\varepsilon = 0.05$ (level of significance). As can be observed from Table VI, the proposed method demonstrates a significant improvement over other multiobjective optimizers for the considered mission cases. These statistical results further improve the confidence in the verification of enhanced performance of the proposed strategy.

| Pairwise comparison     | Case 4 $p$-value | Case 4 $h$-value | Case 5 $p$-value | Case 5 $h$-value |
|-------------------------|------------------|------------------|------------------|------------------|
| HM-AGMOPSO vs PF-MOGA   | $<e^{-04}$       | 1                | $<e^{-04}$       | 1                |
| HM-AGMOPSO vs MNNSGA-II | $<e^{-04}$       | 1                | $<e^{-04}$       | 1                |
| HM-AGMOPSO vs MOEA/D    | $<e^{-04}$       | 1                | $<e^{-04}$       | 1                |
| HM-AGMOPSO vs PF-MOGA   | $4.88 \times 10^{-04}$ | 1                | $<e^{-04}$       | 1                |
| HM-AGMOPSO vs MNNSGA-II | $4.88 \times 10^{-04}$ | 1                | $<e^{-04}$       | 1                |
| HM-AGMOPSO vs MOEA/D    | $4.88 \times 10^{-04}$ | 1                | $<e^{-04}$       | 1                |

TABLE VII
BEST, AVERAGE, AND WORST HV RESULTS VIA MOPSO-BASED METHODS

| Case No. | HV | MOPSO | GMOPSO | HM-AMOPSO | HM-AGMOPSO |
|----------|----|-------|--------|-----------|------------|
| 4        | 0.5017 | 0.5113 | 0.5538 | 0.5758    | 0.5741     |
| 5        | 0.7227 | 0.7538 | 0.8827 | 0.9442    | 0.9429     |
| 6        | 0.7816 | 0.7927 | 0.8205 | 0.8375    | 0.8373     |
| 7        | 0.6625 | 0.4835 | 0.5516 | 0.5646    | 0.5641     |

V. EXPERIMENTAL RESULTS

Apart from the simulation studies, it is also necessary to carry out a set of experiments in order to verify the reliability of the planned parking trajectory obtained via the proposed HM-AGMOPSO method.

A. Tracking of Planned Trajectory

To fulfill the automatic parking, a controller should be used so as to track the preplanned parking movement. The control method used in this article is a simple application of the result given in [17]. The control input to be applied to the vehicle is $u = [v, \omega]$. Denoting the preplanned trajectory by $(x_r, y_r, \theta_r, \phi_r)$, based on (1), the tracking error vector $[p^e_x, p^e_y, \theta^e, \phi^e]$ follows the equation:

$$
\begin{bmatrix}
\dot{p}^e_x \\
\dot{p}^e_y \\
\dot{\theta}^e \\
\dot{\phi}^e
\end{bmatrix} =
\begin{bmatrix}
v \cos \theta - v^* \cos \theta^* \\
v \sin \theta - v^* \sin \theta^* \\
v \tan \phi - v^* \tan \phi^* \\
\omega - \omega^*
\end{bmatrix}
$$

where $[v^*, \omega^*]$ is the reference input. The aim for the controller is to produce an input vector such that the current vehicle’s motion can track the desired trajectory. That is, $(p^e_x, p^e_y, \theta^e, \phi^e)$ should be bounded and converge to a small neighborhood of zero. According to [17], a simple control law can be designed in the form of

$$
\begin{aligned}
v &= (v^* \cos \theta^* - \chi(p^e_x)) / \cos \theta \\
\omega &= \dot{\phi} / (1 + \phi^2) \\
\varphi &= (\sigma p^e_y - \omega - \beta \theta^e + v^* \tan \phi^*) / v
\end{aligned}
$$

B. Experimental Setup

The experiment was performed on the autonomous vehicle illustrated in Fig. 2. This intelligent vehicle uses the drive-by-wire technology and is equipped with sensors for mapping and localization. Fig. 7(a) and (b) illustrates some important sensors installed on the vehicle, whereas Fig. 7(c) and (d) demonstrates
the driving cabin of the vehicle. Besides, to achieve a high computational performance, the NVIDIA Jetson TX2 kit (dual-core NVIDIA Denver2 and quad-core ARM Cortex-A57, 8 GB 128-b LPDDR4 memory and integrated 256-core NVIDIA Pascal GPU) is applied as the onboard computer of the autonomous vehicle. As for the control box, a graphical illustration is given in Fig. 8, where the in-vehicle communication between the control box and three control subsystems is achieved via the controller area network. The battery is used as the power supplier of the control box [as shown in Fig. 8(c)].

C. Results and Discussions

The real-time capability as well as the impact of initial position perturbations are first analyzed. To boost the processing speed of the optimization algorithm proposed in this article, we apply a homogeneous parallel computing structure [14]. Specifically, the idea is to separate the original population and archive to several subpopulations and subarchives. In this way, the entire optimization task can be equally distributed to a number of available processors and processed in parallel, thereby significantly reducing the required processing time. A graphical demonstration regarding this homogeneous parallel computing structure is given in Fig. 9, from where it is obvious that for each processor, the HM-AGMOPSO optimization process is executed and updates will be made on the subpopulation and subarchive. The sizes of the subpopulation and subarchive, along with the number of processor, are assigned as 40, 25, and 6, respectively. Other algorithm-related parameters remain the same as specified in Table III. Using this configuration, we have tested the algorithm over 100 trials and the average as well as the worst case processing times are 2.714 and 3.117 s, respectively. These results are almost 50 times lesser than the one obtained using a single processor, which confirms the advantage of applying the parallel computing structure.

The control algorithm is then applied to track the preplanned trajectory for Case 4. The initial condition was perturbed by \([p_x(0), p_y(0), \theta(0)] = [p_x(0), p_y(0), \theta(0)] + [\delta p_x, \delta p_y, \delta \theta]\), where \(|\delta p_x| \leq 0.4\ m\), \(|\delta p_y| \leq 0.2\ m\), and \(|\delta \theta| \leq 0.5^\circ\). 500 Monte Carlo tests were performed and the error evolution profiles are displayed in Fig. 10(a) and (b), whereas the distribution and histogram regarding the average execution time per control action are plotted in Fig. 10(c) and (d). From Fig. 10(a) and (b), it is obvious that although the initial condition perturbations can diverge the actual trajectory from the reference, the error will be steered to around zero via the control. Moreover, based on the algorithm execution results presented in Fig. 10(c) and (d), the real-time applicability can be justified.

In terms of the real-world experiments, Fig. 11 demonstrates the automatic parking experimental results. Specifically, Fig. 11 illustrates the actual parking movements of the autonomous vehicle for mission Case 4. From the test, although the preplanned path is not accurately followed, the vehicle can successfully fulfill the parking task for the mission without colliding with
the slot boundary. This further confirms the reliability of the proposed trajectory planning method and the produced parking trajectory. Videos were also submitted to prove this conclusion in real parking situations.\footnote{Field tests were performed and the results confirmed the availability of using the proposed design in real-world applications. Thus, we suggest using the proposed algorithm to offer an effective Pareto optimal solution for the multiobjective parking trajectory optimization problem.}

\section{Conclusion}

In this investigation, a HM-AGMOPSO approach was designed and implemented to solve the multiobjective wheeled vehicle parking motion planning problem. To improve the local search ability and better control, the evolution process of the algorithm, a local gradient operation, along with a novel flight parameter controller, was designed and embedded in the MOPSO framework. A detailed experimental study was performed so as to demonstrate the key features of the multiobjective solutions and the reliability of the HM-AGMOPSO. From the simulation results, we have obtained the following.

1) Considering the total constraint violation as an additional objective can effectively improve the quality of the final results for the investigated problem (supported by the results in Table IV and Fig. 3).
2) For optimizing multiobjective parking mission cases, the proposed HM-AGMOPSO algorithm is able to produce nondominated results with more uniform and optimal distribution (supported by the results in Table V and Figs. 4–6).
3) The proposed gradient operation and flight parameter controller can indeed provide contributions to the algorithm (supported by the data in Table VII).

Field tests were performed and the results confirmed the availability of using the proposed design in real-world applications. Thus, we suggest using the proposed algorithm to offer an effective Pareto optimal solution for the multiobjective parking trajectory optimization problem.
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