ARBITRARILY HIGH-ORDER CONSERVATIVE SCHEMES FOR THE GENERALIZED KORTEWEG-DE VRIES EQUATION
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ABSTRACT. This paper proposes a new class of arbitrarily high-order conservative numerical schemes for the generalized Korteweg-de Vries (KdV) equation. This approach is based on the scalar auxiliary variable (SAV) method. The equation is reformulated into an equivalent system by introducing a scalar auxiliary variable, and the energy is reformulated into a sum of two quadratic terms. Therefore, the quadratic preserving Runge-Kutta method will preserve all the three invariants (momentum, mass and the reformulated energy) in the discrete time flow (assuming the spatial variable is continuous). With the Fourier pseudo-spectral spatial discretization, the scheme conserves the first and third invariant quantities (momentum and energy) exactly in the space-time full discrete sense. The discrete mass possesses the precision of the spectral accuracy. Our numerical experiment shows the great efficiency of this scheme in simulating the breathers for the mKdV equation.

1. INTRODUCTION

This paper considers the numerical approximation of the generalized Korteweg-de Vries (gKdV) equation

\[
\begin{align*}
    u_t &= -(u_{xx} + \frac{1}{p} u^p)_x, \quad x \in \mathbb{R}, \ t > 0 \\
    u(x, 0) &= u_0,
\end{align*}
\]

(1.1)

where \( p \) is a positive integer.

When \( p = 2 \), it is known as the KdV equation. When \( p = 3 \), it is the modified KdV (mKdV) equation. One appealing feature of these two cases is that they form the integrable systems and possess infinitely many integrals, which are invariant in time, see [40]. This is accounted by reformulating the KdV equation into the Lax pairs [33]. When \( p \geq 4 \), it is known as the generalized KdV equation, which is not integrable. In general, the equation
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(1.1) conserves the following three invariant quantities:

(1.2) \( I[u(t)] \overset{\text{def}}{=} \int u(x,t)dx = I[u_0]; \)

(1.3) \( M[u(t)] \overset{\text{def}}{=} \int [u(x,t)]^2dx = M[u_0]; \)

(1.4) \( E[u(t)] \overset{\text{def}}{=} \int \left[ \frac{1}{2} (u_x(x,t))^2 - \frac{1}{p(p+1)} (u(x,t))^{p+1} \right] dx = E[u_0], \)

known as the momentum, mass and energy (Hamiltonian), respectively.

These evolution equations are among the simplest of a general class of models featuring nonlinear advection (the term \( \frac{1}{p} u^p \)) in this case). This family of equations arise as mathematical models for the propagation of physical waves in a wide variety of situations, such as shallow-water waves with weakly non-linear restoring forces, long internal waves in a density-stratified ocean, ion-acoustic waves in a plasma, acoustic waves on a crystal lattice, etc., e.g., see [3], [27], [6], [5], [14], [7]. The equations also attracted attention from the mathematical theory side. Analytical and numerical investigations include well-posedness, [30], [31]; soliton stability, [3], [39]; dispersion limit, [21]; and singularity formations, [32]. Nevertheless, there are still many open questions, and therefore, an efficient and accurate numerical algorithm would be desirable for future investigations.

Numerical studies of the gKdV equation trace back to 1970’s, ranging from finite difference methods [18], [34], [16]; finite element methods [2], [4], [28]; spectral methods [17], [23], [26], [38], [43]; operator splitting methods [25], [24] and discontinuous Galerkin methods [11], [35], [49], [52], [36]. Besides the order of accuracy and the stiffness from the term \( u_{xxx} \), preserving the conservation laws (1.2)-(1.4) is also a main concern in designing a numerical method for (1.1). Indeed, for conservative PDEs, numerical methods, which can preserve the corresponding invariants, are often advantageous: besides the accuracy, a conservative scheme can preserve good stability properties, especially in long-time simulations. On the other hand, to our best knowledge, most of the papers above are only capable of preserving one or, possibly, two quantities from (1.2)-(1.4), with the second order accuracy in time.

The purpose of this paper is to present a numerical scheme for the gKdV equation that preserves all these three invariant quantities (1.2)-(1.4) exactly in the discrete time, together with an arbitrarily high order of temporal accuracy. This is achieved by applying the scalar auxiliary variable (SAV) approach. The SAV approach, which was developed from the IEQ approach ([50] and [51]), was proposed for minimizing the free energy by gradient flows, aiming to keep the energy stable in the discrete time flow, see [46], [45] and convergence analysis in [47]. The main difference between these two methods is that while the IEQ method is introducing an additional variable function from the nonlinear terms in the equation, the SAV method is introducing a scalar function from the potential part in the energy. Hence, when considering the spatial discretized system (assume \( u \) is discretized into \( N \) grid points or nodes), the IEQ method results in a \( 2N \times 1 \) system, and the SAV approach results in
an \((N + 1) \times 1\) system, which reduces the computational cost significantly. The SAV or IEQ methods are then applied to the Hamiltonian PDEs in [10] and [15]. Inspired by the same idea, we reformulate the equation [1.1] into an equivalent system by introducing an auxiliary variable. The reformulated system conserves the original momentum and mass, and also the modified energy, which is rewritten into the sum of two quadratic terms. Therefore, by the standard numerical ODE theory, the quadratic preserving (symplectic) Runge-Kutta methods will preserve all these three invariants exactly in the discrete time flow (assume the space variable is continuous). The standard Fourier pseudo-spectral method is chosen for the spatial discretization. This spatial discretization preserves the momentum and energy exactly in the spatial discrete sense (assuming time is continuous), and consequently, the error of the discrete mass only comes from the spatial discretization, which is of spectral accuracy and usually unnoticeable in our numerical experiments.

This paper is organized as follows. In Section 2, we give the equivalent form of the reformulated gKdV equation [1.1] and the modified energy [1.4] based on the SAV approach. In Section 3, we show that the family of the quadratic preserving (symplectic) Runge-Kutta methods will preserve the momentum, mass and modified energy in the discrete time flow. In Section 4, we describe the spatial discretization. We prove that the conservation laws [1.2] and [1.4] hold in the spatial discrete sense. We also show the error of [1.3] from this discretization. Combining with results in Section 3, we prove that the proposed scheme preserves the momentum and energy exactly in the space-time fully discretized scheme in the computation. In the meanwhile, we also give an error estimate of the discrete mass, which is \(\sim C_d \cdot t\) for some constant \(C_d\) coming from the error of the spatial discretization. Due to the high accuracy of the Fourier spectral method, the constant \(C_d\) is generally on the order of \(10^{-14}\), several orders smaller than the tolerance for solving the resulting nonlinear system, and thus, the discrete mass error is almost unnoticeable. In Section 5, we first describe the numerical algorithm for solving the resulting nonlinear system from the symplectic Runge-Kutta method. Next, we briefly describe the several existing algorithms for the gKdV equations, such as the modified Crank-Nicholson method, conventional SAV with Leap-Frog (SAV-LF) approach, the Strang-Splitting (SS) method from [25], and the 4th order modified exponential time differencing (mETDRK4) method ([13] and [29]). They will be used in this paper for comparison purpose. Finally, we list our numerical examples. Numerical results show the fulfillment of conservation laws and a high accuracy of the proposed scheme, especially in simulating the breathers, which is a type of highly oscillatory non-dispersing pulse solutions for the mKdV equations.
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2. Model reformulation by the SAV approach

In this section, we reformulate the equation (1.1) into an equivalent system, which possesses a modified energy function of a new variable.

We first define the inner product for the real valued functions functions \( f, g \in L^2(\mathbb{R}) \):

\[
(f, g) \overset{\text{def}}{=} \int_{\mathbb{R}} f(x)g(x)dx.
\]

Assume \( u^{p+1} \in L^1_x([0, T]) \). Consider a new scalar variable

\[
v \overset{\text{def}}{=} v(u, t) = \sqrt{(u^p, u) + C_0},
\]

where \( C_0 \) is a large enough positive constant to prevent the expression \((u^p, u) + C_0\) under the square root to become negative during our simulation time \( t \in [0, T] \). In Section 3, we will provide an adjustment process for \( C_0 \) when \( v(t_m) \) is close to 0 at some time \( t = t_m \).

Therefore, for now we only need to choose a constant \( C_0 \) at \( t = t_m \) to make sure \( v(t) > 0 \) for \( t \in [t_m, t_m+1] \). This can be easily achieved, since we assume that the solution is well-posed (smooth in time) in \( t \in [0, T] \).

The equation (1.1) is then reformulated into the following system

\[
\begin{cases}
    u_t = - \left( u_{xx} + \frac{1}{p} \frac{u^p v}{\sqrt{(u^p, u) + C_0}} \right)_x \overset{\text{def}}{=} f(u, v), \\
    v_t = \frac{p+1}{2 \sqrt{(u^p, u) + C_0}} (u^p, u_t) \overset{\text{def}}{=} g(u, v),
\end{cases}
\]

with the initial condition

\[
u(x, 0) = u_0, \quad v_0 = \sqrt{(u_0^p, u_0) + C_0}.
\]

Since the modified system (2.2) is identical to (1.1) when the spatial and time variables \((x, t)\) are continuous, the modified system (2.2) conserves the momentum, mass and modified energy in the form

\[
\begin{align*}
    I[u(t)] & \overset{\text{def}}{=} (u, 1) \equiv I[u_0]; \\
    M[u(t)] & \overset{\text{def}}{=} (u, u) \equiv M[u_0]; \\
    E[u(t), v(t)] & \overset{\text{def}}{=} -\frac{1}{2} (u_{xx}, u) - \frac{1}{p(p + 1)} (v^2 - C_0) \equiv E[u_0, v_0].
\end{align*}
\]

3. Temporal discretization

In this section, we describe the temporal discretization of the scheme. We first show that the family of the symplectic Runge-Kutta (SRK) methods will conserve all three quantities (2.3) (2.4) and (2.5) in the discrete time flow. Then, we propose a strategy to adjust the constant \( C_0 \) in the computation, which makes the reformulated system (2.2) valid all the time and keeps the energy invariant.
3.1. **Symplectic Runge-Kutta method.** We first recall the $s$-stage collocation Runge-Kutta method. Consider the IVP of the ODE in general form

$$u_t = f(u, t), \quad u(t_0) = u_0.$$ 

Define $\tau$ to be the time step. Let $c_1, \ldots, c_s$ be distinct real numbers (usually $0 \leq c_i \leq 1$). The collocation polynomial $u(t)$ is a polynomial of degree $s$ satisfying

$$u(t_0 + c_i \tau) = f(u(t_0 + c_i \tau), t_0 + c_i \tau),$$

and the numerical solution is defined by $u_1 = u(t_0 + \tau)$.

From [22], we know that the $s$-stage collocation method is equivalent to the $s$-stage Runge-Kutta method. Indeed, consider

$$k_i := u_t(t_0 + c_i \tau) = f(u(t_0 + c_i \tau), t_0 + c_i \tau).$$

Letting $l_i(z) = \Pi_{l \neq i}(z - c_l)/(c_i - c_l)$ be the Lagrange polynomial, the Lagrange interpolation formula gives us

$$u(t_0 + z \tau) = \sum_{j=1}^{s} k_j l_j(z).$$

Integrating from 0 to $c_i$ for each $i$ yields

$$u(t_0 + c_i \tau) = u_0 + \tau \sum_{j=1}^{s} k_j \int_{0}^{c_i} l_j(z) dz.$$

Denote $a_{ij} = \int_{0}^{c_i} l_j(z) dz$, $b_i = \int_{0}^{1} l_i(z) dz$ and the intermediate values $u_i = u(t_0 + c_i \tau)$. We have the Runge-Kutta formulation

$$u_i = u_0 + \sum_{j=1}^{s} k_j a_{ij},$$

and, the solution is updated by

$$u(t_0 + \tau) = u_0 + \sum_{i=1}^{s} k_i b_i.$$

We rewrite the coefficients $A = (a_{ij})$, $b = (b_1, b_2, \ldots, b_s)$ and $c = (c_1, c_2, \ldots, c_s)^T$ in the Butcher’s Tableaus [9]:

| $c$ | $A$ | $b$ |
|-----|-----|-----|

For example, we list three commonly used Runge-Kutta methods in the Butcher’s Tableaus in Table 1. $c_i$’s are chosen from the Gaussian-Legendre collocation points. Thus, they are known as the $s$-stage Gaussian-Legendre Runge-Kutta method, namely IRK2, IRK4 and IRK6 from their order of accuracy when $s = 1, 2, 3$, respectively. There are many other types of collocation Runge-Kutta methods, we refer the interested reader to [12], [41] and [42].
(a) IRK2

\[
\begin{array}{c|cccc}
\frac{1}{2} & \frac{1}{2} & 1 \\
\hline \\
\frac{1}{2} - \frac{1}{6} \sqrt{3} & \frac{1}{2} + \frac{1}{6} \sqrt{3} & \frac{1}{4} & \frac{1}{4} - \frac{1}{6} \sqrt{3} \\
\end{array}
\]

(b) IRK4

\[
\begin{array}{c|cccc}
\frac{1}{2} & \frac{5}{36} & \frac{2}{9} & -\frac{\sqrt{15}}{15} & \frac{5}{36} - \frac{\sqrt{15}}{20} \\
\frac{1}{2} + \frac{\sqrt{15}}{10} & \frac{5}{36} + \frac{\sqrt{15}}{24} & \frac{2}{9} & \frac{5}{36} - \frac{\sqrt{15}}{24} \\
\frac{5}{18} & \frac{4}{9} & \frac{5}{36} & \\
\end{array}
\]

(c) IRK6

\[
\begin{array}{c|cccc}
\frac{1}{2} & \frac{5}{36} & \frac{2}{9} & -\frac{\sqrt{15}}{15} & \frac{5}{36} - \frac{\sqrt{15}}{20} \\
\frac{1}{2} + \frac{\sqrt{15}}{10} & \frac{5}{36} + \frac{\sqrt{15}}{24} & \frac{2}{9} & \frac{5}{36} - \frac{\sqrt{15}}{24} \\
\frac{5}{18} & \frac{4}{9} & \frac{5}{36} & \\
\end{array}
\]

Table 1. Butcher’s Tableaus for the \(s\)-stage Gaussian-Legendre collocation Runge-Kutta methods with \(s = 1, 2, 3\).

Now, we adapt the collocation Runge-Kutta methods into the equation (2.2). Denote the semi-discretization in time \(u^m \approx u(x, t_m), v^m \approx v(t_m)\). For simplicity, we rewrite the equation (2.2) as the system

\[
\begin{cases}
\frac{du}{dt} = f(u, v), \\
\frac{dv}{dt} = g(u, v).
\end{cases}
\]

(3.1)

Denote the intermediate values \(U_i = u(t_m + c_i \tau)\) and \(V_i = v(t_m + c_i \tau)\) to be the solution satisfying (2.2) at the time \(t = t_m + c_i \tau\). Then, \(U_i\) and \(V_i\) can be obtained from the relation

\[
U_i = u^m + \tau \sum_{j=1}^{s} a_{ij} f_j, \quad V_i = v^m + \tau \sum_{j=1}^{s} a_{ij} g_j,
\]

where \(f_i = f(U_i, V_i)\) and \(g_i = g(U_i, V_i)\). Then, \(u^{m+1}\) and \(v^{m+1}\) are updated by

\[
u^{m+1} = u^m + \tau \sum_{i=1}^{s} b_i f_i, \quad v^{m+1} = v^m + \tau \sum_{i=1}^{s} b_i g_i.
\]

(3.3)

Denote \(I^m = I[u^m]\), \(M^m = M[u^m]\) and \(E^m = E[u^m, v^m]\) to be the invariant quantities from (2.3)-(2.5) at the time \(t = t_m\). We have the following theorem.

**Theorem 3.1.** The \(s\)-stage collocation Runge-Kutta method preserves the momentum (2.3), i.e.,

\[
I^{m+1} = I^m.
\]

Furthermore, the \(s\)-stage symplectic Runge-Kutta method (which is also called the quadratic preserving Runge-Kutta method) satisfies

\[
b_i a_{ij} + b_j a_{ji} - b_i b_j = 0, \quad \text{for} \quad i, j = 1, \ldots, s,
\]

(3.4)
The proof is standard, similar to [12], [41] and [37]. Putting (3.3) in (2.3) yields

$$I^{m+1} - I^m = (u^{m+1} - u^m, 1) = \tau \left( \sum_{i=1}^{s} b_i f_i, 1 \right) = \tau \sum_{i=1}^{s} b_i (f_i, 1) = 0.$$  

The last equality comes from the conservation law $(f_i, 1) = 0$ from (2.2) at each collocation time $t = t_m + c_i \tau$.

Similarly, putting (3.3) in (2.4), and using (3.2), yields

$$M^{m+1} = (u^{m+1}, u^{m+1}) = (u^m + \tau \sum_{i=1}^{s} b_i f_i, u^m + \tau \sum_{i=1}^{s} b_i f_i)$$

$$= (u^m, u^m) - 2\tau \sum_{i=1}^{s} b_i (f_i, \tau \sum_{j=1}^{s} a_{ij} f_j - U_i) + \tau^2 \sum_{i,j=1}^{s} b_i b_j (f_i, f_j)$$

$$= M^m + 2\tau \sum_{i=1}^{s} b_i (f_i, U_i) - \tau^2 \sum_{i,j=1}^{s} (b_i a_{ij} + b_j a_{ji} - b_i b_j) (f_i, f_j) = M^m,$$

since $(f_i, U_i) = (u_t, u) = \frac{1}{2} \frac{d}{dt} M = 0$ at each collocation time $t = t_m + c_i \tau$ from the conservation law in (2.4).

Similarly, to show $E^{m+1} = E^m$, we have

$$E^{m+1} = -\frac{1}{2} \left( u^{m+1}_{xx}, u^{m+1} \right) - \frac{1}{p(p+1)} \left( (u^{m+1})^2 - C_0 \right)$$

$$= -\frac{1}{2} \left( u^m + \tau \sum_{i=1}^{s} b_i f_i, u^m + \tau \sum_{i=1}^{s} b_i f_i \right) - \frac{1}{p(p+1)} \left( (u^m + \tau \sum_{i=1}^{s} b_i g_i)^2 - C_0 \right)$$

$$= -\frac{1}{2} \left( u^m_{xx}, u^m \right) - \frac{1}{p(p+1)} \left( (u^m)^2 - C_0 \right) + \tau \sum_{i=1}^{s} b_i (\partial_x^2 f_i, U_i) + \tau \sum_{i=1}^{s} b_i \left( \frac{2}{p(p+1)} V_i g_i \right)$$

$$+ \tau^2 \sum_{i,j=1}^{s} (b_i a_{ij} + b_j a_{ji} - b_i b_j) \left( (\partial_x^2 f_i, f_j) + \frac{1}{p(p+1)} g_i g_j \right)$$

$$= E^m$$

by $(\partial_x^2 f_i, U_i) + \frac{2}{p(p+1)} V_i g_i = 0$ for each $i$, which follows from differentiating the conservation law (2.5) with respect to $t$. This completes the proof. \[\square\]

From the theorem, we know that any arbitrary order of collocation Runge-Kutta method will conserve the momentum (2.3), the symplectic Runge-Kutta method will conserve the mass (2.4) and modified energy (2.5) in the discrete time flow. Therefore, an arbitrarily high order time integrator can be constructed. In fact, from the proof of Theorem 3.1
reformulating the original equation (1.1) into the system (2.2) is only for the purpose of the energy conservation.

3.2. A $C_0$ adjustment process. The key part for this SAV approach is to make sure that the term $\int u^{p+1} \, dx + C_0$ is positive during the computational time $t \in [0, T]$. When considering the mKdV ($p = 3$) case, $\int u^{p+1} \, dx + C_0 > 0$ will automatically hold for any positive constant $C_0$, since $p + 1 = 4$ is even. This is also true for considering the nonlinear Schrödinger (NLS) equations or the Gross-Pitaevskii (GP) equations in [15] and [37], as the authors there only consider the cubic nonlinearity $|u|^2 u$. However, when considering the KdV ($p = 2$) case, a prior bound for $\int u^{p+1} \, dx$ is needed for all $t \in [0, T]$. Otherwise, $\int u^{p+1}(t_m) \, dx + C_0 < 0$ may happen at some time $t = t_m$ (though $\int u^{p+1}(t_0) \, dx + C_0 > 0$ is satisfied in the beginning), and result in the failure of the algorithm. Instead of choosing $C_0$ carefully in the beginning of the simulation, we introduce a $C_0$ adjustment process when the value $\int u^{p+1}(t_m) \, dx + C_0$ is approaching 0, and thus, we only need to choose the constant $C_0$ such that $\int u^{p+1}(t_0) \, dx + C_0 > 0$ in the beginning of the computation.

Suppose at $t = t_m$, $\int (u^m)^{p+1} \, dx + C_0 < Tol$, where $Tol$ is a given positive number (e.g., $Tol = 5$). Then, we choose another constant $\tilde{C}_0$ such that $\int (u^m)^{p+1} \, dx + \tilde{C}_0 > Tol$. For example, we can take $\tilde{C}_0 = 10 - \int (u^m)^{p+1} \, dx$, which leads to our new $\tilde{v}^m \approx \sqrt{10}$. Then, by using $E[u^m, v^m] = E[u^m, \tilde{v}^m]$ from (2.5), we have our new $\tilde{v}^m$

$$
(3.5) \quad \tilde{v}^m = \sqrt{(v^m)^2 + \tilde{C}_0 - C_0}.
$$

Finally, we substitute the $v^m$ and $C_0$ in (4.5) with $\tilde{v}^m$ and $\tilde{C}_0$, and then, continue with the time evolution for $t = t_{m+1}, t_{m+2}, \ldots$.

Remark 3.1. Note that $v^2 = \int u^{p+1} \, dx + C_0$ holds only at the collocation points $t = t_m + \tau c_i$ for each $i = 1, 2, \ldots, s$ in $t \in [t_m, t_{m+1}]$. However, the constant $c_s$ may not necessarily equal to 0 or 1, e.g., see Table [1] which means $v^2 = \int u^{p+1} \, dx + C_0$ does not hold at $t_m$ in the discrete time flow. Therefore, the new $\tilde{v}^m$ can only be evaluated by (3.5) to keep the discrete energy (2.5) invariant. In the actual computation, due to the dispersive nature of the negative data (e.g., Example 3), the $C_0$ adjustment process has not been executed yet.

4. Spatial discretization

In this section, we describe the spatial discretization. We show that the Fourier pseudo-spectral method will keep the momentum and energy invariant under such spatial discretization. Together with the temporal discretization in the previous section, the proposed scheme will preserve the discrete momentum and energy exactly in the discrete time flow. Moreover, we give an upper bound for the error of the discrete mass, which is caused by the spatial discretization.

Without loss of generality, we truncate the whole space into a bounded domain $x \in [-L, L]$ for sufficiently large $L$ with periodic boundary conditions at the boundary. We use the Fourier
pseudo-spectral method to discretize the space because of the high-order accuracy and the application of the fast Fourier transform (FFT) (see, e.g., [14] and [18, Chapter 3]).

Now, we briefly introduce the spatial discretization strategy. Let \( N \) be the number of nodes and \( h = 2L/N \) to be the spatial step size. Denote \( x_j = hj \) and \( u_j \approx u(x_j) \) to be the spatial discretization for \( j = -N/2, \cdots, N/2 - 1 \). By applying the standard discrete Fourier expansion, one obtains

\[
(4.1) \quad u_j = \frac{1}{\sqrt{N}} \sum_{k=-N/2}^{N/2-1} \hat{u}_k e^{i2k\pi x_j/L}, \quad \text{where} \quad \hat{u}_k = \frac{1}{\sqrt{2N}} \sum_{j=-N/2}^{N/2-1} u_j e^{-i2k\pi x_j/L}.
\]

By introducing vectors \( \mathbf{u} = (u_{-N/2}, \cdots, u_{N/2-1})^T \), \( \hat{\mathbf{u}} = (\hat{u}_{-N/2}, \cdots, \hat{u}_{N/2-1})^T \), and the discrete Fourier transform matrices

\[
\mathbf{F}_{k,j} = \frac{1}{\sqrt{N}} e^{-i2k\pi x_j/L}, \quad \mathbf{F}_j^{-1} = \frac{1}{\sqrt{N}} e^{i2k\pi x_j/L}, \quad -N/2 \leq j, k \leq N/2 - 1,
\]

one can write \( \mathbf{u} \) and \( \hat{\mathbf{u}} \) in a matrix form as \( \mathbf{u} = \mathbf{F}^{-1} \hat{\mathbf{u}} \) and \( \hat{\mathbf{u}} = \mathbf{F} \mathbf{u} \). Also note that \( \mathbf{F}^{-1} = (\mathbf{F}^T)^T \). Using the properties of the Fourier transform, one can easily obtain

\[
u_j' = \frac{i2\pi}{L} \sum_{k=-N/2}^{N/2-1} k \hat{u}_k e^{i2k\pi x_j/L}, \quad \nu_j'' = -\left(\frac{2\pi}{L}\right)^2 \sum_{k=-N/2}^{N/2-1} k^2 \hat{u}_k e^{i2k\pi x_j/L}.
\]

Thus, we have the differential matrices \( \mathbf{D}_1 \) and \( \mathbf{D}_2 \):

\[
(4.2) \quad \mathbf{u}' = \mathbf{D}_1 \mathbf{u} = \bar{\mathbf{F}}^T \mathbf{A}_1 \mathbf{F} \mathbf{u}, \quad \text{and} \quad \mathbf{u}'' = \mathbf{D}_2 \mathbf{u} = \bar{\mathbf{F}}^T \mathbf{A}_2 \mathbf{F} \mathbf{u},
\]

where \( \mathbf{A}_1 = i\mathbf{A}, \mathbf{A}_2 = \mathbf{A}_1^2 \), and \( \mathbf{A} = \frac{2\pi}{L} \text{diag}(-\frac{N}{2}, \cdots, \frac{N}{2}) \). We note that \( \mathbf{D}_{1,2} \) are real matrices. Moreover, the matrix \( \mathbf{D}_2 \) is symmetric. The matrix \( \mathbf{D}_1 \) is antisymmetric (\( \mathbf{D}_1 = -\mathbf{D}_1^T \)) and circulant, i.e., \( \mathbf{D}_1(j,k) = d_{j-k} \). Also note that both the row sum and the column sum of the matrix \( \mathbf{D}_1 \) equal to 0, i.e., for each fixed \( k \) or \( j \),

\[
(4.3) \quad \sum_{j=-N/2}^{N/2-1} d_{j,k} = \sum_{k=-N/2}^{N/2-1} d_{j,k} = 0.
\]

This has been studied in many literatures, see e.g., [19] and [18, Chapter 3]. We remark here that in the actual computation, \( \mathbf{F} \) and \( \mathbf{F}^{-1} \) are not explicitly assembled, instead, the fast Fourier transform (FFT) is typically used in the computation.

For simplicity, if \( \mathbf{u} \) is a vector, we denote \( \mathbf{u}^p = (u^p_{-N/2}, u^p_{-N/2+1}, \cdots, u^p_{N/2-1})^T \) to be the pointwise power. Then, we define the discrete norms. Given two vectors \( \mathbf{u}, \mathbf{v} \), define

\[
(4.4) \quad (\mathbf{u}, \mathbf{v})_h = h \tilde{\mathbf{v}}^T \mathbf{u} = h \sum_{j=-N/2}^{N/2-1} u_j \tilde{v}_j, \quad ||\mathbf{u}||_h = \sqrt{(\mathbf{u}, \mathbf{u})_h}.
\]

Note that when \( \mathbf{u}, \mathbf{v} \in \mathbb{R}, (\mathbf{u}, \mathbf{v})_h = (\mathbf{v}, \mathbf{u})_h \). It is easy to see that \( (\mathbf{D}_2 \mathbf{u}, \mathbf{u})_h = (\mathbf{u}, \mathbf{D}_2 \mathbf{u})_h \in \mathbb{R} \), since \( \mathbf{D}_2 \) is real and symmetric, and \( (\mathbf{D}_1 \mathbf{u}, \mathbf{u})_h = (\mathbf{u}, \mathbf{D}_1 \mathbf{u})_h = 0 \), since \( \mathbf{D}_1 \) is antisymmetric.
Denote \( v_h \) to be the spatial semi-discretization for \( v(t) \), i.e., \( v_h \approx v(t) \). Then, the system of equations (2.2) is discretized into the following system

\[
\begin{aligned}
\begin{cases}
\mathbf{u}_t = -D_1 \left( D_2 \mathbf{u} + \frac{1}{p} \frac{\mathbf{u}_h \cdot \mathbf{v}_h}{\sqrt{\mathbf{u}_h \cdot \mathbf{u}_h + C_0}} \right) \equiv f(u, v), \\
(v_h)_t = \frac{p+1}{2} \sqrt{\mathbf{u}_h \cdot \mathbf{u}_h + C_0} \left( \mathbf{u}_p, \mathbf{u}_t \right)_h \equiv g(u, v).
\end{cases}
\end{aligned}
\] (4.5)

Note that \( \mathbf{u} \) and \( f(u, v) \) are an \( N \times 1 \) vectors, and \( v_h \) and \( g(u, v) \) are scalars.

Now, the spatial discrete momentum, mass and energy are defined as follows

\[
\begin{aligned}
I_h(u) &= \left( u, 1 \right)_h; \\
M_h(u) &= \left( u, u \right)_h; \\
E_h(u, v) &= -\frac{1}{2} (D_2 \mathbf{u}, \mathbf{u})_h - \frac{1}{p(p+1)} (v^2_h - C_0),
\end{aligned}
\] (4.6-4.8)

where \( 1 = (1, 1, \cdots, 1)^T \) is an \( N \times 1 \) vector. We next obtain the conservation of the discrete momentum and energy, together with the error on the discrete mass.

**Theorem 4.1.** The Fourier pseudo-spectral discretization to the equation (4.5) leads to the following properties:

\[
\frac{d}{dt} I_h(u) = 0; \quad \frac{d}{dt} E_h(u, v_h) = 0.
\] (4.9)

Moreover,

\[
\frac{d}{dt} M_h(u) = -\frac{2h}{p} \mathbf{u}^T D_1 \mathbf{u}_p.
\] (4.10)

**Proof.** Note that \( I_h \in \mathbb{R} \), thus,

\[
\frac{d}{dt} I_h(u) = (\mathbf{u}_t, 1)_h = (1, \mathbf{u}_t).
\]

We note that from (4.3), we have

\[
1^T D_1 = \left( \sum_{k=-N/2}^{N/2-1} d_{-N/2,k}, \sum_{j=-N/2}^{N/2-1} d_{-N/2+1,k}, \cdots, \sum_{j=-N/2}^{N/2-1} d_{N/2-1,k} \right) = 0^T.
\]

Therefore, substitute \( \mathbf{u}_t \) by (4.5) yields

\[
(u_t, 1)_h = h 1^T \mathbf{u}_t = -h 1^T D_1 \left( D_2 \mathbf{u} + \frac{1}{p} \frac{\mathbf{u}_h \cdot \mathbf{v}_h}{\sqrt{\mathbf{u}_h \cdot \mathbf{u}_h + C_0}} \right) = 0.
\] (4.11)

Next, we prove \( \frac{d}{dt} E_h = 0 \), provided by \( v_h(v_h)_t = \frac{p+1}{2} \sqrt{\mathbf{u}_h \cdot \mathbf{u}_h + C_0} \left( \mathbf{u}_p, \mathbf{u}_t \right)_h \) from (4.5), i.e.,

\[
\begin{aligned}
\frac{d}{dt} E_h &= - (D_2 \mathbf{u}, \mathbf{u}_t)_h - \frac{2}{p(p+1)} v_h(v_h)_t = - \left( (D_2 \mathbf{u}, \mathbf{u}_t)_h + \frac{1}{p} (\mathbf{u}_p, \mathbf{u}_t)_h \right) \\
&= \left( D_2 \mathbf{u} + \frac{1}{p} \mathbf{u}_p, D_1 (D_2 \mathbf{u} + \frac{1}{p} \mathbf{u}_p) \right)_h = 0,
\end{aligned}
\] (4.12)
since $D_1$ is antisymmetric.

For proving (4.10), we first note that $D_1 D_2 = D_2 D_1$ from the decomposition in (4.2). Then, $(D_1 D_2 u, u)_h = -(D_2 u, D_1 u)_h$ from the antisymmetry of $D_1$. On the other hand, $(D_1 D_2 u, u)_h = (D_2 D_1 u, u)_h = (D_2 u, D_1 u)_h$. Thus, $(D_1 D_2 u, u)_h = 0$. Also, note that

\[
\sqrt{(u^p, u)_h + C_0} = 1 \text{ in the continuous time. Then,}
\]

\[
\frac{d}{dt} M_h = 2(u_t, u)_h = -2(D_1 D_2 u, u)_h - \frac{2}{p} (D_1 u^p, u)_h
\]

\[
= -\frac{2}{p} (D_1 u^p, u)_h = -\frac{2}{p} u^T D_1 u^p,
\]

which completes the proof.

Theorem 4.1 shows that in the continuous time flow, the spatial discretization will keep the momentum (2.3) and energy (2.5) invariant in their corresponding discrete sense. However, the time derivative on the discrete mass (4.10) is not necessarily 0. We next show that the proposed scheme conserves the discrete momentum and energy, and also give an error estimate of the discrete mass. From Theorem 4.1, we have the following little corollary.

**Corollary 4.1.** Suppose $(u, v_h)$ is the solution to (4.5), then we have

\[
(f(u, v_h), 1)_h = 0,
\]

\[
-(D_2 u, f(u, v_h))_h - \frac{2}{p(p + 1)} v_h g(u, v_h) = 0,
\]

\[
(f(u, v_h), u)_h = -\frac{2}{p} u^T D_1 u^p.
\]

**Proof.** Substituting $u_t = f(u, v_h)$ in the equation (4.11) and (4.13) yields (4.14) and (4.16), respectively. From (4.12), we have

\[
0 = \frac{d}{dt} E_h = -(D_2 u, u)_h - \frac{2}{p(p + 1)} v_h(v_h)_t = -(D_2 u, f(u, v_h))_h - \frac{2}{p(p + 1)} v_h g(u, v_h),
\]

which completes the proof.

Define the full discretization in space and time $u^m_j \approx u(x_j, t_m)$ and $v^m_h \approx v(t_m)$. Then, denote $u^m$ and $v^m_h$ to be the numerical solution to (4.5). Define the discrete momentum, mass and energy as follows:

\[
I^m_h = (u^m, 1)_h;
\]

\[
M^m_h = (u^m, u^m)_h;
\]

\[
E^m_h = -\frac{1}{2} (D_2 u^m, u^m)_h - \frac{1}{p(p + 1)} (v^m_h)^2 - C_0.
\]
The following theorem shows the conservation of the discrete momentum \((4.17)\) and the discrete energy \((4.19)\) for the proposed scheme. It also shows the upper bound of the error for the discrete mass \((4.18)\).

**Theorem 4.2.** Suppose the discretized system \((4.5)\) is solved by the s-stage symplectic Runge-Kutta method which satisfies \((3.4)\), then the solution \(u^m\) and \(v^m\) to the equation \((4.5)\) satisfies
\[
I_h^{m+1} = I_h^m; \quad E_h^{m+1} = E_h^m.
\]
In the meanwhile, denote \(U_i^m\) and \(V_i^m\) to be the intermediate step for the SRK method at \(t = t_m + c_i \tau\). Also note that \(U_i^m \approx u_i\), then
\[
|M_h^m - M_h^0| \leq t_m \frac{4h}{p} \max_{1 \leq \nu \leq m, 1 \leq i \leq s} |(U_i^\nu)^T D_1(U_i^\nu)^p| \approx \frac{4h}{p} \max_{1 \leq \nu \leq m} |(u^\nu)^T D_1(u^\nu)^p|.
\]

**Proof.** The conservation \((4.20)\) are obtained from substituting the continuous variables and inner products in Theorem 3.1 with the spatial discrete sense \((4.4)\), and substitute \(u\) in the equations \((4.14)\) and \((4.15)\) in Corollary 4.1 by \(U_i^m\) and \(V_i^m\), since they are intermediate steps which satisfy the equation \((4.5)\).

For \((4.21)\), by substituting the continuous variables and inner products into the spatial discrete sense and use \((4.16)\) yields
\[
M_h^m - M_h^{m-1} = 2 \tau \sum_{i=1}^{s} b_i (f_i, U_i^{m-1})_h = -2 \tau \sum_{i=1}^{s} b_i \frac{2h}{p} (U_i^{m-1})^T D_1(U_i^{m-1})^p
\]
\[
\leq \frac{4 \tau h}{p} \max_{1 \leq i \leq s} |(U_i^{m-1})^T D_1(U_i^{m-1})^p|.
\]

since \(\sum_{i=1}^{s} b_i = 1\). Therefore,
\[
|M_h^m - M_h^0| = |\sum_{\nu=1}^{m} (M_h^\nu - M_h^{\nu-1})| \leq \sum_{\nu=1}^{m} |M_h^\nu - M_h^{\nu-1}| \leq \frac{4 \tau h}{p} \sum_{\nu=1}^{m} \max_{1 \leq i \leq s} |(U_i^\nu)^T D_1(U_i^\nu)^p|
\]
\[
\leq \frac{4 \tau h}{p} \sum_{\nu=1}^{m} \max_{1 \leq \nu \leq m, 1 \leq i \leq s} |(U_i^\nu)^T D_1(U_i^\nu)^p| = \frac{4 \tau h}{p} \max_{1 \leq \nu \leq m, 1 \leq i \leq s} |(U_i^\nu)^T D_1(U_i^\nu)^p|,
\]
the last equality comes from \(t_m = m \tau\) and completes the prove. \(\square\)

Theorem 4.2 shows that the discrete momentum and energy will be preserved exactly in the proposed scheme. In the meanwhile, the inequality \((4.21)\) shows the upper bound of the error for the discrete mass, which grows linearly with respect to time. However, note that the term \(hu^T D_1 u^p\) is the Fourier spectral approximation of the integral \(\frac{1}{p+1} \int (u^{p+1})_x dx\), i.e.,
\[
hu^T D_1 u^p \approx ((u^p)_x, u) = \frac{1}{p+1} ((u^{p+1})_x, 1) = 0.
\]
Hence, instead of decreasing in the 1st order with respect to \(h\), the term \(|hu^T D_1 u^p|\) is of spectral accuracy and very small (generally on the order of \(10^{-14}\)), which is usually several
order lower than the tolerance of the fixed point solver for the resulting nonlinear system. Moreover, similar to previous results observed in [36] for the discontinuous Galerkin scheme, despite of the failure of the mass conservation, the error of discrete mass remains at the same level of the conserved quantities (discrete momentum and energy) in the simulation. These conserved discrete momentum and energy are likely to imply the cancellations of the mass error. As a consequence, the error of the discrete mass becomes unnoticeable during our simulation even up to the time $t_m = 200$, see details in the next section.

5. Numerical results

5.1. A fast solver. In this section, we show numerical examples for the proposed scheme. Before illustrating the examples, we describe a fast solver for solving the resulting nonlinear system from the IRK methods. This fast solver is similar to the one in [15], which is based on the fixed point iteration. It is on the same order of the computational cost in solving the original equation, despite of the new auxiliary variable being introduced. To be specific, we consider the IRK4 ($s = 2$) case. The other cases can be easily generalized. We introduce the auxiliary variables and rewrite the system as

\[
\begin{align*}
U_i &= u^m + \tau \sum_{j=1}^{2} a_{ij} f_j, \\
\Phi_i &= \frac{(U_i)^p}{\sqrt{((U_i)^p, U_i)_h + C_h}}, \quad g_i = \frac{p+1}{2}(\Phi_i, f_i)_h, \\
V_i &= v_h^m + \tau \sum_{j=1}^{2} a_{ij} g_j, \quad i = 1, 2,
\end{align*}
\]

and

\[
\begin{align*}
f_1 &= -D_1 \left( D_2(u^m + \tau \sum_{j=1}^{2} a_{1j} f_j) + \frac{1}{p}\Phi_1 V_1 \right), \\
f_2 &= -D_1 \left( D_2(u^m + \tau \sum_{j=1}^{2} a_{2j} f_j) + \frac{1}{p}\Phi_2 V_2 \right).
\end{align*}
\]

Then, $u^{m+1}$ and $v_h^{m+1}$ can be updated by (3.3).

The system (5.1) and (5.2) can be solved by the fixed point iteration. At the $l$th iteration, we have

\[
\begin{align*}
(I + \tau a_{11} D_3) f_1^{l+1} + \tau a_{12} D_3 f_2^{l+1} &= -(D_3 u^m - \frac{1}{p} D_1 (\Phi_1 V_1)), \\
\tau a_{21} D_3 f_1^{l+1} + (I + \tau a_{22} D_3) f_2^{l+1} &= -(D_3 u^m - \frac{1}{p} D_1 (\Phi_2 V_2)),
\end{align*}
\]

where $I$ is the identity matrix and $D_3 = D_1 D_2$.

Note that from the system (5.3), each block in the matrix

\[
M = \begin{pmatrix}
I + \tau a_{11} D_3 & \tau a_{12} D_3 \\
\tau a_{21} D_3 & I + \tau a_{22} D_3
\end{pmatrix}
\]

is commute to each other (i.e., $M_{i,j} M_{k,l} = M_{k,l} M_{i,j}$). Therefore, $M$ can be easily inverted:

\[
M^{-1} = \begin{pmatrix}
J^{-1}(I + \tau a_{22} D_3) & -J^{-1}(\tau a_{12} D_3) \\
-J^{-1}(\tau a_{21} D_3) & J^{-1}(I + \tau a_{11} D_3)
\end{pmatrix},
\]

where $J = (I + \tau a_{11} D_3)(I + \tau a_{22} D_3) - \tau^2 a_{12} a_{21} D_3 D_3$. 


Next, note that the matrix $M^{-1}$ can be further decomposed by FFT. Therefore, the system (5.3) will be solved efficiently with the leading order of computational cost $O(2N \log(N))$. After obtain $f_i^{l+1}$, we can use (5.1) to obtain the values of other variables $U_i^{l+1}, \Phi_i^{l+1}, g_i^{l+1}$, and $V_i^{l+1}$. The total computational cost remains on the same order.

We set $f_1^0 = f_2^0 = f(u^m, v^m_h)$ to start the iteration, and the iteration terminates when

$$\max_i \|f_i^{l+1} - f_i^l\|_{\infty} < \epsilon,$$

where $i = 1, 2$ and $\epsilon$ is set to be $10^{-11}$ for Example 1, or $10^{-12}$ for Example 2 and 3 in our simulations.

In general, for the $s$-stage Runge-Kutta method, we can always find the explicit $M^{-1}$ for the system similar to (5.3). The computational cost is consequently on the order of $O(s \times N \log(N))$. The $s$-stage Gaussian-Legendre collocation methods will obtain the maximum order of $2s$ on temporal accuracy.

5.2. Brief description of existing time integrators. Since we are going to compare our proposed methods to other time integrators, we briefly describe the other time integrators we used in this paper. For simplicity, we only discuss the temporal discretization in this subsection. The space-time full discretization can be easily adapted by applying the Fourier pseudo-spectral spatial discretization as described in the previous section.

5.2.1. Modified Crank-Nicholson method. We first review the widely used 2nd order conservative modified Crank-Nicolson (MCN) method as follows:

$$\frac{u^{m+1} - u^m}{\tau} + \left( \frac{1}{2}(u_{xx}^{m+1} + u_{xx}^m) \right) + \frac{1}{p(p+1)} \frac{(u^{m+1})^{p+1} - (u^m)^{p+1}}{(u^{m+1})^2 - (u^m)^2} (u^{m+1} + u^m) = 0. \tag{5.4}$$

The nonlinear system (5.4) can be solved by the fixed point iteration in the same spirit from (5.3). We omit the details for the purpose of conciseness.

**Proposition 5.1.** The modified Crank-Nicolson scheme (5.4) preserves the following two invariants:

$$I_h^{m+1} = I_h^m, \quad E_h^{m+1} = E_h^m.$$ 

Consequently, if the scheme is discretized by the Fourier pseudo-spectral method (section 4), then the discrete momentum and energy will be preserved ($I_h^{m+1} = I_h^m$ and $E_h^{m+1} = E_h^m$).

**Proof.** By taking the inner product with 1 and the term

$$\frac{1}{2}(u_{xx}^{m+1} + u_{xx}^m) + \frac{1}{p(p+1)} \frac{(u^{m+1})^{p+1} - (u^m)^{p+1}}{(u^{m+1})^2 - (u^m)^2} (u^{m+1} + u^m),$$

we obtain that three invariants $I_h^m$ and $E_h^m$ are preserved in the temporal semi-discretized sense (consider the spatial variable is continuous), respectively. Furthermore, by using the argument in the previous section, we can obtain $I_h^{m+1} = I_h^m$ and $E_h^{m+1} = E_h^m$. \square
5.2.2. Semi-implicit Scalar auxiliary variable method. We next consider the original semi-implicit SAV approach from [40]. The main advantage is that solving the resulting nonlinear algebraic system can be avoided. Other than the conventional Crank-Nicholson-Adam-Bashforth (CNAB) approach, we use the Leap-Frog scheme here, since it is time reversible. To be specific, we discretize the equation (2.2) as follows

\[
(5.5) \quad \left\{ \begin{array}{l}
\frac{u^{m+1} - u^m}{2\tau} + \ddot{u}^{m} + \left( \frac{1}{p} q^{m} \tilde{v}^{m} \right)_{x} = 0, \\
v^{m+1} - v^m = \frac{p+1}{2} (q^{m}, u^{m+1} - u^m),
\end{array} \right.
\]

where \( \ddot{u}^m = \frac{1}{2} (u^{m+1} + u^{m-1}) \), \( q^{m} = q(u^m) = \sqrt{(u^m)^2 + C_0} \), and \( \tilde{v}^m = \frac{1}{2} (v^{m+1} + v^{m-1}) \).

In order to solve this equation system, we rewrite the first equation in (5.5) as

\[
(5.6) \quad \frac{\ddot{u}^m - u^m}{\tau} + \dddot{u}^m + \left( \frac{1}{p} q^{m} \tilde{v}^{m} \right) = 0,
\]

Assuming \( \ddot{u}^m = u_1^m + \tilde{v}^m u_2^m \), putting it in (5.6) yields the linear decoupled system

\[
(5.7) \quad \left\{ \begin{array}{l}
(1 + \tau \partial_x^3) u_1 = u^m, \\
(1 + \tau \partial_x^3) u_2 = \frac{1}{p} (q^{m})_x.
\end{array} \right.
\]

Hence, \( u_1 \) and \( u_2 \) can be obtained by inverting the operator \( (1 + \tau \partial_x^3) \), which will be easy if the Fourier spectral spatial discretization is considered.

Then, substituting \( v^{m+1} = 2\tilde{v}^m - v^{m-1} \) and putting it into the second equation of (5.5), using the relation \( u^{m+1} = 2\tilde{u}^m - u^{m-1} \) and \( \ddot{u}^m = u_1^m + \tilde{v}^m u_2^m \), we obtain the formula for \( \tilde{v}^m \):

\[
(5.8) \quad \tilde{v}^m = \left( 1 - \frac{p+1}{2} (q^{m}, u_2^m) \right)^{-1} \left( \frac{p+1}{2} (q^{m}, u_1^m - u^{m-1}) + v^{m-1} \right).
\]

The scheme (5.5) is a semi-implicit multistep method. The first step \( u^1 \) can be obtained from the MCN method (5.4) above. Moreover, we can have the modified energy conserved and the error of the mass is approximated by the third order in time \( \mathcal{O}(\tau^3) \) in the following proposition.

**Proposition 5.2.** The scheme (5.5) preserves the momentum \( I^{m+1} = I^m \) and the modified energy \( E^{m+1} = E^m \); and the local error of the mass is at the third order in time, i.e.,

\[
(5.9) \quad M^{m+1} = M^m + \mathcal{O}(\tau^3).
\]

**Proof.** Taking the inner product of the first equation (5.5) with 1 will yield the conservation of the momentum \( I^{m+1} = I^{m-1} \), which implies \( I^{m+1} = I^m \).

For the conservation of the modified energy, we take the inner product of the first equation (5.5) with the term \( \dddot{u}^m + \frac{1}{p} q^{m} \tilde{v}^m \). Then, substituting \( \dddot{u}^m = \frac{1}{2} (u^{m+1} + u^{m-1}) \) yields

\[
\frac{1}{2} (u^{m+1} - u^{m-1}, \dddot{u}^m) + \frac{1}{p} (u^{m+1} - u^{m-1}, q^{m}) \cdot \tilde{v}^m = 0.
\]
Note that \((u^{m+1} - u^{m-1}, q^m) = \frac{2}{p+1} (v^{m+1} - v^{m-1})\) from the second equation of (5.5), and thus, we obtain the energy conservation relation \(E^{m+1} = E^{m-1}\).

For the local error of mass, we first notice that \(\tilde{u}^m = u^m + O(\tau^2)\), and consequently \(\tilde{q}^m := q(\tilde{u}^m) = q^m + O(\tau^2)\). Taking the inner product of the first equation (5.5) with \(\tilde{u}^m\) and substitute \(q^m = \tilde{q}^m + O(\tau^2)\), this yields
\[
\frac{1}{2\tau} (u^{m+1} - u^{m-1}, \tilde{u}^m) + ((\tilde{q}^m)_x, \tilde{u}^m) \cdot \tilde{v}^m + O(\tau^2) = 0.
\]
Note that the term \(((\tilde{q}^m)_x, \tilde{u}^m) = 0\). Thus, we obtain (5.9) and complete the proof. □

One can see that unlike the SAV-IRK methods in Theorem 3.1, the semi-implicit SAV-Leap Frog (SAV-LF) method will not preserve the mass. By following the same argument, similar results can be obtained by for the conventional SAV-CNAB method from [46]. Later in our numerical examples, we will show that the failure of mass conservation will lead to the failure of simulating the breathers.

5.2.3. Strang splitting method. Another widely used method for the gKdV equations is the operator splitting method, e.g., see [25] and [24]. We briefly describe the 2nd order Strang splitting (SS) method here. We consider the ODE (or PDE) of the form
\[
(5.10) \quad u_t = Lu + N(u),
\]
where \(L\) is the linear part (\(\partial^3_x\) for gKdV), and \(N(u)\) is the nonlinear term (\(\frac{1}{p}(u^p)_x\) for gKdV). The spirit of operator splitting method is to split the gKdV equation (1.1) into two equations. One is the linear dispersive equation
\[
(5.11) \quad u_t + u_{xxx} = 0.
\]
We denote the time evolution from \(t = t_m\) to \(t_{m+1}\) for this linear dispersive equation as \(u_{\tau}^{m+1} = A\tau u^m\).

The other is the conservation law equation
\[
(5.12) \quad u_t + (\frac{1}{p} u^p)_x = 0.
\]
We denote the time evolution as \(u_{\tau}^{m+1} = S\tau u^m\).

We use the strategy in [25]. The time evolution \(u_{\tau}^{m+1} = A\tau u^m\) is approximated by the standard Crank-Nicolson scheme:
\[
(u^{m+1} - u^m) + \frac{\tau}{2} (u_{xxx}^{m+1} + u_{xxx}^m) = 0,
\]
and the time evolution for \(u_{\tau}^{m+1} = S\tau u^m\) is approximated by the IRK2 (mid-point) method:
\[
(u^{m+1} - u^m) + \frac{\tau}{p} \left( \left( \frac{u^{m+1} + u^m}{2} \right)^p \right)_x = 0.
\]
Again, in the same spirit of (5.4), the fixed point iteration can be used to solve the resulting nonlinear system after the spatial discretization. Then, the solution can be updated by \( u^{m+1} = S^{\frac{1}{2}} A_{\tau} S^{\frac{1}{2}} u^m \).

The main advantage of the operator splitting method is that we can treat the linear and nonlinear part via different kinds of approaches, and thus, leads to great flexibility. We refer the interest readers to [25] and [24] for the detailed study of operator splitting methods for the gKdV equations.

5.2.4. Exponential Time Differencing method. The other widely used efficient numerical method for the stiff ODE’s are the Exponential Time Differencing methods. Recall the Duhammel’s form of the equation (5.10):

\[
 u^{m+1} = e^{L\tau} u^m + \int_0^{\tau} e^{L(\tau-s)} N(u(t_m + s))ds.
\]

(5.13)

The linear stiff part \( Lu \) could be solved exactly as \( e^{L\tau} u^m \) from proper spatial discretizations (e.g., Fourier pseudo-spectral method), and the numerical quadrature can be constructed to approximate the nonlinear part in (5.13). One possible fourth order scheme is proposed by Cox and Matthews (known as modified ETDRK4 or mETDRK4), which gives the following formulas:

\[
 a_m = e^{L\tau/2} u^m + L^{-1}(e^{L\tau/2} - I)N(u^m);
\]

\[
 b_m = e^{L\tau/2} u^m + L^{-1}(e^{L\tau/2} - I)N(a_m);
\]

\[
 c_m = e^{L\tau/2} a_m + L^{-1}(e^{L\tau/2} - I)(2N(b_m) - N(u^m));
\]

\[
 g_1 = \tau^{-2} L^{-3}[-4 - \tau L + e^{\tau L}(4 - 3\tau L + (\tau L)^2)];
\]

\[
 g_2 = 2\tau^{-2} L^{-3}[2 + \tau L + e^{\tau L}(-2 + \tau L)];
\]

\[
 g_3 = \tau^{-2} L^{-3}[-4 - 3\tau L - (\tau L)^2 + e^{\tau L}(4 - \tau L)];
\]

\[
 u^{m+1} = e^{\tau L} u^m + g_1 N(u^m) + g_2 [N(a_m) + N(b_m)] + g_3 N(c_m),
\]

(5.14)

where \( I \) is the identity operator. The potential singularity of the term \( L^{-1}(e^{L\Delta t/2} - I) \) at the 0th Fourier node can be resolved by using the contour integrals from [29].

The mETDRK scheme (5.14) is an explicit scheme with 4th order accuracy, and thus, very efficient. For the gKdV case in this paper, we notice that this scheme (5.14) still has the CFL condition restriction \( \tau \leq Const \cdot L/N \), since the first order derivative is shown in the nonlinear term.

5.3. Numerical examples. In this subsection, we list our numerical examples by using the proposed schemes. We denote the \( s \)-stage implicit Gaussian-Legendre Runge-Kutta methods in Table 3.1 as SAV-IRK2, SAV-IRK4 and SAV-IRK6, for \( s = 1, 2, 3 \), respectively.

We first compare the proposed SAV-IRK4 method with the existing (MCN, SAV-LF, SS and mETDRK4) methods by simulating the breathers, which is non-disperse oscillatory pulse, for the modified KdV (mKdV) equations. We find that only the conservative methods...
(SAV-IRK4 and MCN) are capable of simulating these type of solutions for long time, and the SAV-IRK4 method is the most efficient one.

Then, we switch to the widely considered soliton interaction solutions and scattering solutions in the next two examples. In these cases, while the invariant quantities $I^m_h$, $M^m_h$ and $E^m_h$ could be preserved well as shown in Theorem 3.1, the 4th order mETDRK4 method is still the most efficient one, since it is an explicit method and no iteration is needed from solving the nonlinear system.

We track the $L_{\infty}$ error $E^m$, error of discrete momentum $E^m_I$, discrete mass $E^m_M$ and discrete (modified) energy $E^m_E$ at $t = t_m$ as follows:

$$E^m = \| u_{exact}^m - u^m \|_{\infty}; \quad E^m_I = | I^m_h - I^0_h |;$$

$$E^m_M = \max_{j<m} | M^j_h - M^0_h |; \quad E^m_E = \max_{j<m} | E^j_h - E^0_h |.$$

**Example 1** We first consider the breathers for the modified KdV equation ($p = 3$), which describe the non-dispersing oscillatory pulses. The two parameter family of exact solutions can be written as

$$B_{\alpha,\beta}(x, t) = 2\sqrt{6} \beta \text{sech}(\beta(x + \gamma t)) \times$$

$$\left[ \cos(\alpha(x + \delta t)) - (\beta/\alpha) \sin(\alpha(x + \delta t)) \tanh(\beta(x + \gamma t)) \right] \times$$

$$1 + (\beta/\alpha)^2 \sin^2(\alpha(x + \delta t)) \text{sech}^2(\beta(x + \gamma t)),$$

with $\gamma = 3\alpha^2 - \beta^2$, and $\delta = \alpha^2 - 3\beta^2$. The phase velocity of the pulse is given by $\delta$, and the group velocity by $\gamma$ traveling to the left. The authors in [1] showed that breathers have the orbital stability. In [20], the numerical experiments show that the numerical instability may easily occur as time evolves and the numerical error accumulates, which eventually leads to the failure of simulation. Thus, extra care is needed in simulating this type of solutions, especially for the long time simulation.

In our numerical experiment, we take $u_0 = B_{\alpha,\beta}(x, 0)$, on the periodic domain $[-10\pi, 10\pi]$ with $N = 2^{10}$ nodes. We take $\alpha = 3$ and $\beta = 1$. The time step $\tau$ is taking to be as large as possible such that the breathers will still behave good at the stopping time $T = 1000$, but will collapse if we take twice of it. This can be an indication of the stability for different numerical schemes. Surprisingly, the SAV-LF scheme does not work for simulating the breathers. In our numerical experiment, when we take $\tau = 1e - 4$, the solution from the SAV-LF scheme collapse around time $t = 0.55$, and the solution collapse around $t = 0.76$ if we take $\tau = 1e - 5$. Hence, the increasing mass error (see Proposition 5.2) from this scheme will lead to the instability to the breathers.

The top left subplot in Figure 1 illustrates the solution profiles of the breather at different time on the periodic domain. The rest of the subplots in Figure 1 show the conservation of the discrete momentum, mass and energy (modified energy for SAV-IRK4). These results justify the conservation properties of the schemes proposed in Theorem 3.1 and Proposition
Moreover, the SS and mETDRK4 schemes also preserve the discrete momentum from our simulation. From [1], we have the relation $M[B] = 2\beta M[Q]$, and $E[B] = 2\beta \gamma |E[Q]|$, where $Q = \sqrt{6} \text{sech}(x)$ being the soliton solution from the equation

$$-Q_{xx} + Q - \frac{1}{3}Q^3 = 0.$$ 

The consistency can be checked by tracking the numerical quantities of $\beta$ and $\gamma$ with respect to time. That is, tracking

$$\beta^m_{\text{num}} = \frac{E^m_h}{2M[Q]} \quad \text{and} \quad \gamma^m_{\text{num}} = \frac{E^m_h}{2\beta^m_{\text{num}} |E[Q]|},$$

at different time $t = t_m$ and comparing with the initial given $\beta$ and $\gamma$. Note that the $E^m_h$ here for SAV-IRK scheme is the energy from the form (1.4), not the modified energy (2.5).
In Figure 2, there is no visual difference for the values of $\beta_{num}$ between SS and mET-DRK4 methods, and so are for the conservative MCN and SAV-IRK4 methods, see the left subplot. When tracking $\gamma_{num}$, we observe that the SS method has the most deviation from the accurate value of $\gamma = 26$. In the meanwhile, $\gamma_{num}$ from the mETDRK4 method shows a good agreement to $\gamma$, but the deviation increases linearly (see the purple circle line in the right subplot). However, the conservative methods, MCN and SAV-IRK4, keep close to the accurate value $\gamma$ all the time.

Table 2 gives more details on our simulation. The simulation is processed via Matlab 2019b on the workstation with 18 cores Intel processor i9-10980XE. One can see that the SAV-IRK4 scheme is the most efficient one, since we can take the largest time step size $\tau = 0.02$, and the quantities $\max_m(|\beta - \beta_{num}|)$ and $\max_m(|\gamma - \gamma_{num}|)$ still remain small ($\sim 10^{-11}$) at the end of simulation. While the mETDRK4 scheme (with small $\tau = 0.0005$) takes less CPU time than the SAV-IRK4 scheme, as shown in Figure 2, the $\max_m(|\gamma - \gamma_{num}|) = 0.061$, which is relatively large and potential collapse may happen if extending the simulation time. Indeed, when we extend our simulation time to $T = 2000$ with the same time step size in Table 2 the breather collapse from the mETDRK4 scheme (red dash), but still keeps its shape from the SAV-IRK4 method (blue solid) (see the left subplot in Figure 3). In the right subplot of Figure 3, the oscillation of $|\beta - \beta_{num}|$ and $|\gamma - \gamma_{num}|$ are within the range of $10^{-9}$, which suggests the possible cancellation of the numerical errors from the SAV-IRK4 scheme, other than the accumulation of the numerical errors from the mETDRK4 scheme which leads to the failure of the simulation.

Our remaining examples consider the comparison between the IRK methods directly from (1.1) and the SAV-IRK methods, showing that the conservative SAV-IRK approach will preserve the discrete momentum and energy as desired, regardless for the soliton type of
solutions or the fast oscillating disperse solutions. The results from the mETDRK4 method is also included as a comparison.

**Example 2.** We consider the interaction of two soliton solutions to the KdV ($p = 2$) equation. The exact solution satisfies

$$(5.16) \quad u(x, t) = 12 \frac{\gamma_1^2 e^{\theta_1} + \gamma_2^2 e^{\theta_2} + 2(\gamma_2 - \gamma_1)^2 e^{\theta_1 + \theta_2} + a^2 (\gamma_2^2 e^{\theta_1} + \gamma_1^2 e^{\theta_2}) e^{\theta_1 + \theta_2}}{(1 + e^{\theta_1} + e^{\theta_2} + a^2 e^{\theta_1 + \theta_2})^2},$$

where we take the parameters

$$\gamma_1 = 0.4, \quad \gamma_2 = 0.6, \quad a^2 = \left(\frac{\gamma_1 - \gamma_2}{\gamma_1 + \gamma_2}\right)^2 = \frac{1}{25},$$

$$\theta_1 = \gamma_1 x - \gamma_1^3 t + x_1, \quad \theta_2 = \gamma_2 x - \gamma_2^3 t + x_2, \quad x_1 = 10, \quad x_2 = 25.$$

This initial condition represents two solitons, a larger one is on the left of the smaller one (see the left subplot in Figure 4). Both of the solitons travel to the right. The larger soliton travels with faster speed, and thus, will catch up with the smaller one. Then, they are supposed to merge and split again. We take $L = 30\pi$ with $N = 2048$ in space. The time
step is taken to be $\tau = 0.1$ and the stopping time $T = 200$. Figure 4 shows the solution profile obtained by the SAV-IRK4 method. The left subplot is the initial condition $u_0$, the right subplot is the time evolution. One can see that the solitons travel to the right with different speeds, intersect, and then split again with their initial speeds. This is similar to the result in [52].

Figure 5 tracks the results obtained by different time integrators. The top left subplot in Figure 5 shows $\|u^m - u_{exact}\|_\infty$ with respect to time, where $u_{exact} = u(x, t_m)$ is the exact solution. One can see that the error by using the mETDRK4 method is between the error by IRK2 type methods (IRK2 and SAV-IRK4) and IRK4 type methods (IRK4 and SAV-IRK4). This is reasonable, since IRK2 type methods are of the second order accuracy in time, whereas the rest three are of the 4th order accuracy in time. The IRK4 type methods are more accurate in simulating the soliton interactions at the same time step level. However, IRK4 type methods are implicit methods which require iterations at each time step. For example, given the same time step size, the mETDRK4 method is usually 10 to 40 times faster than the SAV-IRK4 scheme. Hence, for this soliton type of solutions, choosing smaller time step for the mETDRK4 method will generate more accurate results than the IRK4 methods in shorter actual computational time. The two IRK2 methods (IRK2 and SAV-IRK2), and the two IRK4 methods (IRK4 and SAV-IRK4) are indistinguishable from each other in the subplot. In fact, their $L_\infty$ difference are on the order of $10^{-4}$ for IRK2 methods, and $10^{-9}$ for IRK4 methods.

The rest of the subplots, from the top right to the bottom right in Figure 5, track the errors for the discrete momentum ($I^m_h$), discrete mass ($M^m_h$) and discrete energy ($E^m_h$ from (1.4)) from IRK and mETDRK4 methods or the modified discrete energy ($E^m_h$ from (2.5)) from SAV-IRK methods. The conservation of the $I^m_h$ and modified energy $E^m_h$ show the good agreement to the Theorem 3.1. We also observe that in this case, error of discrete mass in
Figure 5. The errors in Example 2 by different time integrators: mET-DRK4 (solid blue); IRK2 (dash red); SAV-IRK2 (dash purple); IRK4 (dash dot orange); SAV-IRK4 (dash dot green). Top left: \(|u - u_{\text{exact}}|_\infty\). Top right: discrete momentum error. Bottom left: discrete mass error. Bottom right: discrete energy error.

Theorem 4.2 is very small, even smaller than our fixed point solver tolerance \((10^{-12})\), where the theoretical conservation could not be provided in Theorem 3.1.

We also list the \(L^\infty\) error \(\mathcal{E}^m\) for the SAV-IRK2 and SAV-IRK4 methods from different time steps \(\tau\) in Table 3. The rate stands for the ratio of the error \(\mathcal{E}^m\) in the previous row divide the error \(\mathcal{E}^m\) in the current row, and etc. One can see that the error for SAV-IRK2 method decreases at the second order speed, and the error for SAV-IRK4 method decreases at the 4th order speed, except for \(\tau = \frac{1}{40}\), where the temporal error is too close to the error of solving the nonlinear system, and thus, affects the final results. Therefore, the SAV-IRK2 and SAV-IRK4 are still of the 2nd order and the 4th order temporal accuracy, respectively. Moreover, by taking \(\tau = \frac{1}{160}\) for the mETDRK4 scheme, we obtain the more accurate result \((\mathcal{E}^m \approx 5e - 12)\) in shorter computational time \((\sim 9.27s)\).
Table 3. The convergence rates of SAV-IRK2 and SAV-IRK4 in Example 2. We note that by using the mETDRK4, we can obtain the error $\approx 5e - 12$ (more accurate) in $\sim 9.27$ seconds (faster).

Example 3. We next consider the scattering solution for the KdV equation with the initial condition $u_0 = -\text{sech}^2(x)$. This example is a soliton type data with negative sign. The KdV evolution will lead $u_0$ to the dispersion, and possible negative value for $\int u^3 dx$. Here, the $C_0$ adjustment process in (3.5) will make $v(t)$ stay positive, and thus, will keep the algorithm applicable for all times. The exact solution is not explicitly given, since it is not exactly the soliton due to the negative sign and coefficients chosen. We compute the reference solution $u_{ref}$ by both mETDRK4 and SAV-IRK4 methods separately with an ultimately small time step ($\tau = 1/25600$). The results from these two different approaches differ at the level of $10^{-12}$. Therefore, we can take the reference solution as the “exact” solution. In the simulation, we take $\tau = 0.01$, with $L = 30\pi$ and $N = 2048$, the same as in the previous example.

The left subplot in Figure 6 shows the solution profile evolving in time. One can see that it disperses to the left. The right subplot shows the solution profile at the stopping time $T = 1$. The fast oscillations on the left can be observed. Figure 7 tracks the data $E_m$, $E_I$, $E_M$ and $E_E$ that we are interested in. We conclude that for this kind of scattering data, the mETDRK4 method is still the most efficient since it produces the smallest $L^\infty$ error in the shortest computational time.

The top right subplot in Figure 7 shows that the momentum is conserved for all these five approaches. The bottom subplots track the errors of mass and energy. The results are as expected and similar to the Example 2.

Table 4 shows the convergence rates for mETDRK4, SAV-IRK2 and SAV-IRK4. From Table 4, we find that the convergence rates is lower than the expected rate for all these approaches. However, as the time step $\tau$ decreases, the rates are approaching their theoretical values (4 for the 2nd order methods and 16 for the 4th order methods). The sub-convergence rate is most likely caused by the fast oscillations of the solution as well as insufficiently small $\tau$.
6. Conclusion

We propose a numerical scheme for the generalized KdV equations, which can preserve all the three invariant quantities in the discrete time flow with an arbitrarily high order of temporal accuracy from the combination of the symplectic Runge-Kutta method and the scalar auxiliary variable reformulation. In fact, instead of the power nonlinearity $\frac{1}{p}u^p$, the general flux $f(u)$ can also be adapted to this algorithm, i.e., one can create the auxiliary variable $v = \sqrt{\mathcal{F} + C_0}$ such that $f = \frac{\delta \mathcal{F}}{\delta u}$. Then, the modified energy $E = \frac{1}{2}(u_x, u_x) - v^2 - C_0$ will be conserved in the discrete SRK time flow.

In our numerical experiments, besides the fulfillment of conservation laws for our proposed numerical methods, we also show that among the popular existing time integrators, the mETDRK4 method is likely to be the most efficient one for the soliton type and the scattering type of solutions. However, for the long time simulation on the oscillatory non-dispersing solutions, such as the breathers for the mKdV equations, the conservative methods are recommended. Our numerical simulations demonstrate the high accuracy and efficiency of the proposed schemes in these cases.
Figure 7. The errors for Example 3 by different time integrators: mET-DEK4 (solid blue); IRK2 (dash red, coincides with SAV-IRK2); SAV-IRK2 (dash purple); IRK4 (dash dot orange, coincides with SAV-IRK4); SAV-IRK4 (dash dot green). Top left: $\|u - u_{\text{ref}}\|_\infty$. Top right: discrete momentum error. Bottom left: discrete mass error. Bottom right: discrete energy error.
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