Evaluate Quantum Combinatorial Optimization for Distribution Network Reconfiguration
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Abstract—This paper aims to implement and evaluate the performance of quantum computing on solving combinatorial optimization problems arising from the operations of the power grid. To this end, we construct a novel mixed integer conic programming formulation for the reconfiguration of radial distribution network in response to faults in distribution lines. Comparing to existing bus injection model in the literature, our formulation based the branch flows model is theoretically equivalent without needing non-explainable variables, thus being more numerically stable. The network reconfiguration model is then used as a benchmark to evaluate the performance of quantum computing algorithms in real quantum computers. It shows that while current quantum computing algorithms with fast execution time in quantum computers can be a promising solution candidate, its heuristic nature stem from its theoretical foundation should be considered carefully when applying into power grid optimization problems.
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I. INTRODUCTION

There are tremendous advantages in quantum computing in recent years. The size of quantum computers have been over 100 qubits, resulting in significant computational capabilities in comparison to classical computers. There are also significant works on mathematical foundation and algorithm designs leveraging the quantum processors. Applications of quantum computing for power systems have been also recently investigated, i.e., solving DC power flow [1] and fast-decouple AC power equations [2]. However, since these problems can be handled in polynomial time with high accuracy in classical computers, quantum computing can be expected to improve the computational time without solution performance concern.

Many problems in power grids are NP-hard combinatorial optimization problems, where both computational time and solution accuracy are of concerns. There are multiple efforts to extend the quantum computing algorithms into NP-hard problems, such as combinatorial optimization, utilizing the qubits’ representation of binary variables [3], [4]. While there are some promising results, it is worth noting that the mathematical foundation of these algorithms are heuristic. Therefore, examining the performance of these algorithms on power system applications is needed, especially to inform quantum researchers on specific solution designs for power grid.

To this end, this paper constructs combinatorial optimization problems arising from distribution network reconfiguration. These include two mixed integer conic programs, extended from bus injection and branch flows models [5], [6], for fault isolation and network reconfiguration. Our models, which can effectively model the line flows in connected and disconnected lines without using Big-M formulation as in [7], [8], can be used as a benchmark for to evaluate quantum combinatorial algorithms [3]. The paper is organized as follows. Section II compares two equivalent formulations of network reconfiguration problem. Section III introduces basics of quantum physics and state-of-the-art tools for quantum optimization. Then, we present how we can tailor quantum computing algorithms to solve the network reconfiguration problem. Numerical results are presented in section IV which indicate the heuristic nature of quantum algorithms for combinatorial optimization application to power system domains. Section V concludes the paper.

NOMENCLATURE

A. Set and Indices

| Symbol | Description |
|--------|-------------|
| ℐ, i  | Set and index of distribution bus, i ∈ ℐ |
| ℓ = ij | Distribution line connecting bus i to bus j |
| ℒ  | Set of distribution lines, ℓ = ij ∈ ℒ |
| SW  | Set of lines which have a tie switch |

B. Parameters

| Symbol | Description |
|--------|-------------|
| rℓ, xℓ | Resistance/reactance of line ℓ |
| Vmax, Vmin | Maximum/Minimum voltage magnitude at bus i |
| Pℓ, Qℓ | Real/reactive power demands at bus i |
| VOLL | Value of lost load of customer |
| δℓ | Binary parameter, set to 0 if line ℓ is outage, otherwise 1 |

C. Variables

| Symbol | Description |
|--------|-------------|
| Pij, Qij | Real/reactive power flow from bus i to bus j |
| Pgrid, Qgrid | Total real/reactive power imported to the main grid |
| νi, νℓ | Square voltage at node i or on line ℓ |
| αℓ | Auxiliary variable associated with squared voltage at node i on line ℓ |
| Iℓsq | Square current on line ℓ |
| βij | Variable represented to a relationship between node i and node j, set to 1 if node i is a child of node j, otherwise 0 |
| Pds, Qds | Curtailed real/reactive power load demand served at bus i |
| Pℓ, Qℓ | Real/reactive power load demand at bus i |
| Rℓ, Tℓ | Auxiliary variables associated with line ℓ to formulate the conic constraint |
II. NETWORK RECONFIGURATION

A radial power distribution network can be represented as a connected graph with no loops $G = (\mathcal{I}, \mathcal{L})$, where $\mathcal{I}$ and $\mathcal{L}$ are sets of distribution nodes and lines. $\mathcal{L}$ includes normally-closed lines and tie switches (normally-open). Once a fault occurs in a line, the normally-closed sectionalizing switches in the faulted line will open to isolate the fault. Then, normally-open tie switches close to re-energize the healthy parts of the network. This reconfiguration procedure as shown in Fig. 1 is to minimize out-of-service loads respecting the network radiality structure. Let $\delta_\ell$ represent status of the normally-closed lines, either connected or disconnected due to fault and $\alpha_\ell$ represent the switching status (close or open) of lines with tie-switches. If the line $\ell$ is connected, (i.e., no fault or tie switch is closed) the line power flows are:

$$P_{ij} = \frac{r_{ij}}{(r_{ij}^2 + x_{ij}^2)} V_i^2 - \frac{r_{ij}}{(r_{ij}^2 + x_{ij}^2)} V_i V_j \cos \theta_{ij} \quad (1a)$$

$$Q_{ij} = -\frac{x_{ij}}{(r_{ij}^2 + x_{ij}^2)} V_i^2 + \frac{x_{ij}}{(r_{ij}^2 + x_{ij}^2)} V_i V_j \cos \theta_{ij} - \frac{x_{ij}}{(r_{ij}^2 + x_{ij}^2)} V_i V_j \sin \theta_{ij}, \quad (1b)$$

where $P_{ij}$ and $Q_{ij}$ be the real and reactive powers that come out of node $i$ and are sent to node $j$ on the line $\ell = ij$ with impedance $z_{ij} = r_{ij} + jx_{ij}$ as shown in Figure 2. Also, $V_i = V_i \angle \theta_i$ and $V_j = V_j \angle \theta_j$ are nodal voltages at $i$ and $j$ where $V$ and $\theta$ represent voltage magnitude and angle, respectively. If the line is disconnected, i.e., either by a fault ($\delta_\ell = 0$) or opening the tie switch ($\alpha_\ell = 0$), the line flows should be zero:

$$P_{ij} = 0, Q_{ij} = 0 \quad \text{if} \quad \delta_\ell = 0 \quad \text{or} \quad \alpha_\ell = 0 \quad (1c)$$

In general, the network reconfiguration model must model line flow equation conditioning on the connection status of the line (1) respecting the network radiality structure. Generally, this is a mixed-binary nonlinear optimization due to a set of binary variables representing the switching actions and to the non-convex nature of power flow constraints. However, in the case of radial network and under mild assumption, the problem can be formulated as mixed integer conic program (MICP), which can be solved optimally by commercial solvers such as CPLEX and MOSEK in classical computers. Therefore, it can be an ideal benchmark for evaluating new computing methods in power systems, particularly the emerging trend of quantum computing. This paper first develops novel MICP formulations for radial distribution network reconfiguration to examine the performance of quantum combinatorial optimization algorithms. Specifically, we consider two formulations, one is based on existing bus injection model [5], which employs non-physical auxiliary variables, and the other is developed in this paper, which is extended from the branch flows model [6].

A. The bus injection based reconfiguration model

The bus injection model [5] uses two auxiliary variables:

$$R_\ell = V_i V_j \cos \theta_{ij}, \quad T_\ell = V_i V_j \sin \theta_{ij}, \quad \forall \ell = ij \in \mathcal{L} \quad (2)$$

which yields the following conditions:

$$(R_\ell)^2 + (T_\ell)^2 = (V_i)^2 (V_j)^2, \quad R_\ell \geq 0, \quad \forall \ell = ij \in \mathcal{L}. \quad (3)$$

Then, the network configuration is as follows:

$$\min \left( P_{\text{grid}} + VOLL \sum_{i=1}^{n} P_i \right), \quad (4a)$$

Subject to:

- Radiality constraints

$$\beta_{ij} = 0, \quad j \in \mathcal{N}(1) \quad (5a)$$

$$\beta_{ij} \in [0, 1], \quad \forall i \in \mathcal{I}, \quad j \in \mathcal{N}(i) \quad (5b)$$

$$\sum_{j \in \mathcal{N}(i)} \beta_{ij} = 1, \quad \forall i \in \mathcal{I} \quad (5c)$$

$$\beta_{ij} + \beta_{ji} = \alpha_\ell, \quad \forall \ell = ij \in \mathcal{SW} \quad (5d)$$

$$\beta_{ij} + \beta_{ji} = \delta_\ell, \quad \forall \ell = ij \notin \mathcal{L} \cup \mathcal{SW} \quad (5e)$$

- Incorporating line connection statuses

$$0 \leq \nu_\ell \leq (V_i)^2 \alpha_\ell, \quad \forall \ell = ij \in \mathcal{SW} \quad (6a)$$

$$0 \leq \nu_\ell \leq (V_\ell)^2 (1 - \alpha_\ell), \quad \forall \ell = ij \in \mathcal{SW} \quad (6b)$$

$$0 \leq \nu_\ell \leq (V_i)^2 \delta_\ell, \quad \forall \ell = ij \in \mathcal{SW} \quad (6c)$$

$$0 \leq \nu_\ell \leq (V_\ell)^2 (1 - \delta_\ell), \quad \forall \ell = ij \in \mathcal{L} \cup \mathcal{SW} \quad (6d)$$

$$0 \leq \nu_\ell \leq (V_i)^2 \delta_\ell, \quad \forall \ell = ij \in \mathcal{L} \cup \mathcal{SW} \quad (6e)$$

$$0 \leq \nu_\ell \leq (V_\ell)^2 (1 - \delta_\ell), \quad \forall \ell = ij \in \mathcal{L} \cup \mathcal{SW} \quad (6f)$$

$$0 \leq \nu_\ell \leq (V_i)^2 \delta_\ell, \quad \forall \ell = ij \in \mathcal{L} \cup \mathcal{SW} \quad (6g)$$

$$0 \leq \nu_\ell \leq (V_\ell)^2 (1 - \delta_\ell), \quad \forall \ell = ij \in \mathcal{L} \cup \mathcal{SW} \quad (6h)$$

Fig. 2. Power flow on a distribution line $\ell = ij$
• Line power flow constraints
  \[(R_t)^2 + (T_t)^2 \leq 
u_i^e \nu_i^e, \quad \forall \ell = ij \in \mathcal{L} \] (7a)
  \[P_{ij} = \frac{1}{r_t^2 + x_t^2} (r_t \nu_i^e - r_t R_t + x_t T_t), \quad \forall \ell = ij \in \mathcal{L} \] (7b)
  \[Q_{ij} = \frac{1}{r_t^2 + x_t^2} (x_t \nu_i^e - x_t R_t + x_t T_t), \quad \forall \ell = ij \in \mathcal{L} \] (7c)
  \[P_{ji} = \frac{1}{r_t^2 + x_t^2} (r_t \nu_j^e - r_t R_t + x_t T_t), \quad \forall \ell = ij \in \mathcal{L} \] (7d)
  \[Q_{ji} = \frac{1}{r_t^2 + x_t^2} (x_t \nu_j^e - x_t R_t + x_t T_t), \quad \forall \ell = ij \in \mathcal{L} \] (7e)
  \[I_{\ell}^{sq} = \frac{1}{r_t^2 + x_t^2} (\nu_i^e + \nu_j^e - 2R_t) \geq 0, \forall \ell = ij \in \mathcal{L}, \] (7f)

• Operational constraints based on the bus injection model
  \[(\nabla_i)^2 \leq \nu_i \leq (\nabla_i)^2, \quad \forall i \in \mathcal{I} \] (8a)
  \[P_i^d = P_i^{ds} + P_i^c, \quad \forall i \in \mathcal{I} \] (8b)
  \[Q_i^d = Q_i^{ds} + Q_i^c, \quad \forall i \in \mathcal{I} \] (8c)
  \[P_i^{ds} + \sum_{j \in \mathcal{N}(i)} P_{ij} = 0, \quad \forall i \in \mathcal{I} \] (8d)
  \[Q_i^{ds} + \sum_{j \in \mathcal{N}(i)} Q_{ij} = 0, \quad \forall i \in \mathcal{I} \] (8e)
  \[p^{grid} = \sum_{j \in \mathcal{N}(1)} P_{1j}, \quad q^{grid} = \sum_{j \in \mathcal{N}(1)} Q_{1j}. \] (8f)

The objective function is to maximize the amount customers’ demand that can be served in the network by re-configurating the network in response to the fault, in other words, minimize total quantity of curtailed power with penalty VOLL.

The set of radiality constraints (5a)-(5d) aim to maintain the radial structure of the network. Here, we use the parent-child relation-based method, which is also called the spanning tree condition [5]. It regulates every single node, apart from the substation node, to have only one parent expressed in (5a) and (5b), where \(\beta_{ij}\) and \(\beta_{ji}\) represent a relation between node \(i\) and \(j\). If \(\beta_{ij}\) equals to 1, node \(i\) is parent of node \(j\) and 0 otherwise. Here, we model \(\beta_{ij}\) as continuous variables constrained in \([0, 1]\), but they only take value of 0 or 1 as proved in Claim 1 of [9]. Therefore, the set of radiality constraints in this paper save a number of \((|\mathcal{I}|^2 - 2 \times |\mathcal{L}|)\) binary variables compared to the original formulation in [5].

In order to model the power flows on the connected and disconnected lines, we need to incorporate the line connection statuses in the computation of the power flows. To this end, for each line \(\ell\) we define the two auxiliary variables \(\nu_i^e\) and \(\nu_j^e\) such that

\[
\begin{align*}
\nu_i^e & = \nu_i, \quad \text{if } \ell \text{ is connected} \\
\nu_i^e & = 0, \quad \text{if } \ell \text{ is disconnected}
\end{align*}
\]

where \(\nu_i, \nu_j\) represent the squared nodal voltages. The connection status condition (II-A) is captured by constraints (6a)-(6h) where the connection is based on the values of \(\delta_{ij}\) and \(\alpha_{ij}\).

The set of real and real active power flows are shown in (7a)-(7f). Obviously, when line is connected, i.e., \(\delta_{ij} = 1\) or \(\alpha_{ij} = 1\), the \(\nu_i^e = \nu_i\) and \(\nu_j^e = \nu_j\) (7b)-(7f) indeed represent the original line flows and line current formulation as in (1). On the other hand, if the line is disconnected, i.e., \(\delta_{ij} = 0\) or \(\alpha_{ij} = 0\), the \(\nu_i^e, \nu_j^e\) are forced to be 0 because of (6a)-(6h). Consequently, \(R_t, T_t\) are 0 because of (7a). Then, the values of \(P_{ij}, Q_{ij}, P_{ji}\) calculated in (7b)-(7e) are also zero. Additionally, the line current \(I^q_{\ell}\) also equal to zero.

Finally, constraint (8a) represents the nodal voltage limits, real and reactive power load served at each node are modeled in (9e)-(9f) where \(P_i^{ds}, Q_i^{ds}\) and \(P_i^c, Q_i^c\) are the amount of demand served and curtailment at node \(i\), and should be positive variables as in (8d). Additionally, real and reactive power balances at each node is given in (8e and 8f).

The overall problem is an MICP where the rotated cone (7a) is the convex relaxation of the original equality condition (2), which is generally exact for radial networks. However, such the formulation contains non-explainable variables \(R_t\) and \(T_t\) that do not hold any physical meaning. Also, as discussed in [10], the rotated cone (7a) can exhibit a numerical ill-condition due to the very small gap \(|\nu_i^e - \nu_j^e|\) arising when MICP solvers transform it into the equivalent quadratic cone.

**B. Distribution network reconfiguration formulation based on the branch flows model**

We aim to develop a more compact and numerically stable formulation of network configuration without needing non-explainable auxiliary variables by extending the branch flows model [6] with line connection status. The model is as follows:

\[
\min \left( p^{grid} + VOLL \sum_{i=2}^{n} P_i^c \right) \tag{9a}
\]

Subject to:

- Radiality constraints (5a)-(5d)
- Incorporating line connection statuses (6a)-(6h)
- Operational constraints based on the branch flows model

\[
P_i^2 + Q_i^2 \leq \nu_i^e I^q_{\ell}, \quad \forall \ell = ij \in \mathcal{L} \tag{9b}
\]
\[
\nu_i^e = \nu_i^e - 2(r_t P_{ij} + x_t Q_{ij}) + (r_t^2 + x_t^2)I^q_{\ell}, \quad \forall \ell = ij \in \mathcal{L} \tag{9c}
\]
\[
(\nabla_i)^2 \leq \nu_i \leq (\nabla_i)^2, \quad \forall i \in \mathcal{I} \tag{9d}
\]
\[
P_i^d = P_i^{ds} + P_i^c, \quad \forall i \in \mathcal{I} \tag{9e}
\]
\[
Q_i^d = Q_i^{ds} + Q_i^c, \quad \forall i \in \mathcal{I} \tag{9f}
\]
\[
\sum_{k, k \rightarrow i} (P_{ki} - r_{ki} I^q_{ki}) - \sum_{j, i \rightarrow j} P_{ij} = P_i^{ds}, \quad \forall i \in \mathcal{I} \tag{9g}
\]
\[
\sum_{k, k \rightarrow i} (Q_{ki} - x_{ki} I^q_{ki}) = \sum_{j, i \rightarrow j} Q_{ij}, \quad \forall j \in \mathcal{I} \tag{9h}
\]
\[
p^{grid} = \sum_{j=1}^{\mathcal{I}} P_{1j}, \quad q^{grid} = \sum_{j=1}^{\mathcal{I}} Q_{1j} \tag{9i}
\]

\[
I^q_{\ell} \geq 0, \quad \forall \ell \in \mathcal{L}, \tag{9j}
\]
\[
P_i^{ds}, P_i^c, Q_i^{ds}, Q_i^c \geq 0, \quad \forall i \in \mathcal{I}. \tag{9j}
\]
The objective function, radiality constraints, and line connection constraints are the same with the previous bus injection model. Operational constrains (9b)-(9j) are constructed following the branch flows model. Here, the second order cone relaxation is constructed from the circular relation between real and reactive line powers $P_{ij}, Q_{ij}$. When lines are connected, these operational constraints model the original power flow equations over the distribution lines as in [6]. When line $\ell = ij$ are disconnected, the values of $\nu_{ij}^\ell, \nu_{ji}^\ell$ are forced to zero. Consequently, both $P_{ij}, Q_{ij}$ are forced to zero in accordance with (9b). Also, the voltage drop equation (9c) enforces $I_{ij}^\ell$ to be zero, i.e., there is no current on the disconnected line.

C. Related fault isolation and network reconfiguration model

Compared to the bus injection model (4a)-(8g), the extended branch flows model exhibits a better numerical stability arising from different representation of the rotated cones as discussed in [10]. Compare other models in the literature [7], [8], the our model does not need Big-M term to decouple the line powers and nodal voltage in the disconnected lines. Choosing the value of Big-M is not a trivial task. If M is chosen to be too large, it leads to an instability of numerical results. If M is chosen to be too small, it might fail to properly model the decoupling of physical variables, i.e., line flows and voltages, in disconnected lines.

III. QUANTUM COMPUTING BASED SOLUTION APPROACHES

This section discusses the backgrounds of quantum computing and how we leverage quantum combinatorial optimization algorithms to solve the network reconfiguration problem, which is an MICP, in a real quantum computer.

A. Quantum Computing Basics

Quantum computing has logic operations based on the principles of quantum mechanics, which differs from classical computing. The fundamental unit of information in quantum computation is the qubit. The state of a qubit has a two-dimensional complex vector space illustrated as follows:

$$|\psi\rangle = a|0\rangle + b|1\rangle : a, b \in \mathbb{C} \wedge |a|^2 + |b|^2 = 1.$$  

The coefficients $a$ and $b$ are complex numbers known as probability amplitudes that satisfy the constraint $|a|^2 + |b|^2 = 1$. A single qubit can be in a superposition of two basis states $|0\rangle$ and $|1\rangle$. Therefore, a system of $n$-qubits contains an arbitrary superposition of $2^n$ basis states [11]. Moreover, every single one of the $2^n$ super-positioned computations reserves the information in the same binary variable. For instance, if an optimization task would occupy $2^7 = 128$ bits to be executed in a classical computer, a quantum computer would be about to only need 7 qubits. Therefore, it is expected that a polynomial time of a quantum computing machine is more powerful than that of a classical computing machine in certain search algorithms. The recent development of quantum computing platforms, services, and development kits such as IBM Quantum, Azure Quantum, AWS Quantum, D-Wave Systems, IonQ, Q# and Qiskit, has a strong motivation to a speed-up from quantum computing solutions applied to combinatorial optimization problems. However, existing quantum computing algorithms, particularly for solving combinatorial optimization problems, employ relaxation of binary constraints using quantum states. As indicated in their mathematical foundation paper [3] are heuristic, thus it is worth examining its performance on combinatorial optimization problems arising from power system operations, e.g., distribution network reconfiguration.

Fig. 3. Solution Techniques Workflow

B. Workflow for working with quantum computers

In this paper, we use Qiskit - an open-source SDK [12] to test the network reconfiguration formulation with quantum computing enabled by IBM Quantum services [13]. The overall work flow is shown in in Fig. 3 First, the MICP based network reconfiguration problem should be built in appropriate syntax that can be compatible with quantum optimization algorithms. There are two methods, i.e., direct and indirect ones. In direct method, a program can be coded directly following structures and syntaxes regulated by Qiskit. In the indirect method, we formulate the MICP program in conventional mathematical modelling languages such as docplex or gurobi, which will be converted into a “quadratic program”. Specifically, “quadratic program” in quantum computing refers to a optimization problem containing quadratic constraints and some binary variables, in which each binary variable can be approximated by quantum state. If the program is successfully converted or built, an appropriate solver should be selected based on the characteristics of program. If the program only contains binary variables, particularly, purely integer program in classical optimization, GroverOptimizer, MinimumEigenOptimizer or RecursiveOptimizer should be chosen. If the program also contains continuous variables, i.e., mixed-binary optimization programs as in the network reconfiguration problem, the ADMMOptimizer should be selected.
C. Alternating Direction Method of Multipliers for Convex Optimization

The alternating direction method of multipliers (ADMM)-based hybrid quantum-classical computing (QCC) algorithm is used to solve a class of mixed-binary convex optimization problems [14]. The MICP is decomposed into a quadratic unconstrained binary optimization (QUBO) problem containing only binary variables, and convex sub-problems, which only contain continuous variables where the relaxed binary variables are fixed. The QUBO problem is solved by quantum approximate optimization algorithm (QAOA) by relaxing binary by quantum states whereas the convex problem is solved by conventional solvers such as CPLEX, GUROBI, and COBYLA. The accuracy of results by quantum computing relies on the effect of inexact result of the binary sub-problem [14] and noise of real quantum computers [15]. Consequently, ADMM can not guarantee the convergence for optimal solution due to the non-smooth nature of mixed-binary problem.

D. Quantum Approximate Optimization Algorithm

The quantum approximate optimization algorithm (QAOA) is particularly appropriate to problems containing only binary variables Specifically, the $N$ binary variables in the original integer program are considered in a form of $N$-bit strings: $x_1, x_2, ..., x_N$. QAOA converts the original integer optimization problem into the searching for optimal decision variables in a form of bitstring such that the following optimization ratio is maximized [3]:

$$R = \frac{f(x)}{\max_{x}(f(x))},$$

where $f(x)$ denotes the objective of the original integer program and $R$ is called constant-gap approximation. Obviously, $0 \leq R \leq 1$. However, $\max_{x}(f(x))$ in (III-D) is the optimal values with optimal solutions of the original integer optimization we have to find, thus being unknown for the algorithm. On the other hand, we know the hardness of binary approximation ratio $R$, (e.g., the limit of approximation for the MaxCut problem is $16/17 \approx 0.94117$) [16]. Therefore, the key point is to find $x$ such that the ratio $f(x)/f(\hat{x})$ improves and closes to its theoretical limits ($\hat{x}$ is the round values of the relaxed $x \in [0, 1]$ back to $\{0, 1\}$ domain).

In QAOA, the searching procedure utilizes the quantum state relaxation of binary variables. Obviously, it is a heuristic algorithm [3]. However, QAOA is one of leading potential algorithms as it takes advantage of quantum computing power in finding solution for optimization problems [4].

IV. Numerical Results

We examine three numerical performance of three approaches: (i) and (ii) solving the MICP based network reconfiguration (both the bus injection model and the developed branch flows model) on a classical computer using a classical optimizer, i.e., CPLEX and (iii) solving the branch flows based network configuration model in a real quantum computer.

Specifically, we use the ibm_oslo, a 7-qubit machine provided by IBM depicted in Figure 4, to solve the constructed MICP.

We conduct the numerical results on the IEEE 33 nodes considering three random scenarios of faults on the network as shown in Fig. 5. The three methods result in the same switching actions, i.e., exact binary of classical solvers, and quantum results after rounding into binary values. Fig. 6 and 7 show that the voltage magnitude and current magnitude results of both formulations on the classical PC are equivalent with insignificant differences. On the other hand, the quantum computing solutions exhibit some differences from the real optimal ones. This can be explained by the heuristic nature of the algorithms. Another reason is the large number of inequalities in the problem, which have to be converted into equalities resulting in difficult convergence [3]. Additionally, the accuracy of final quantum computing solution relies heavily on the solution of QUBO and the noise of quantum device.
Fig. 6. Voltage magnitude (in pu)

Fig. 7. Current magnitude (in pu)

V. CONCLUSIONS

This paper presents two mixed integer conic program formulation for the fault isolation and network reconfiguration problem, namely the existing bus injection and new branch flows models. The branch flows-based network reconfiguration does not require non-explainable variables or Big-M term to model the line flows over connected and disconnected lines. Its compact and numerical stable form can be used to evaluate new computing methods proposed for power system operations. Our experiment with the only known combinatorial optimization algorithm on quantum computers, namely ADMM-QCC, shows that the quantum computing can be a promising approach for large-scale problems. However, its results is not as accurate as by classical optimizers on classical computers, because of its heuristic nature. Therefore, the application of quantum computing on critical operations of power grid requires more investigation considering the mathematical foundation behind quantum algorithms.
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