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Abstract—This work focuses on the fulfillment of the Persistent Excitation (PE) condition for signals which result from transformations by means of polynomials. This is essential e.g. for the convergence of Adaptive Dynamic Programming algorithms due to commonly used polynomial function approximators. As theoretical statements are scarce regarding the nonlinear transformation of PE signals, we propose conditions on the system state such that its transformation by polynomials is PE. To validate our theoretical statements, we develop an exemplary excitation procedure based on our conditions using a feed-forward control approach and demonstrate the effectiveness of our method in a nonzero-sum differential game. In this setting, our approach outperforms commonly used probing noise in terms of convergence time and the degree of PE, shown by a numerical example.
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I. INTRODUCTION

Persistent Excitation (PE) plays a crucial role in the convergence analysis in system identification [1], adaptive control [2, 3] and Adaptive Dynamic Programming (ADP, alias adaptive optimal control) [4–9]. To assess and achieve PE, the frequency content of a signal is important. For linear algebraic and dynamic transformations, results are presented e.g. in [3] and [10] which show that the concept of PE is well studied in the linear setting. For example, if and only if the spectral measure of the scalar input of a linear dynamic system of order \( n \) contains at least \( n \) spectral lines, the system state is PE [3, p. 255] (see [11, 12] for multi-dimensional inputs). However, the situation is significantly more challenging with nonlinear transformations as additional frequencies might emerge and enhance PE or frequencies might cancel out and impede PE [13]. Unfortunately, nonlinear transformations are inevitable in the ADP context, even in the linear-quadratic setting.

Hence, the realization of excitation in ADP is still an open question and only done heuristically. In the hope of fulfilling the PE condition, ADP methods add probing noise [6–9, 14, 15] or a sum of sinusoids [8, 15, 16] to the control input or repeatedly reset the system state [7]. However, none of these methods can guarantee a priori that the PE condition holds and “no verifiable method exists to ensure PE in nonlinear systems” [3]. Furthermore, using probing noise may not be reasonable under application-specific requirements such as systems with low-pass characteristic.

Considering strategies to fulfill PE under nonlinear transformations, [17] use a reference trajectory and an optional dither signal as excitation in nonlinear adaptive control. In [13], the fulfillment of PE through a chosen, exactly defined scalar reference trajectory can be checked in advance for strict-feedback systems. However, general results and procedures to design persistently excited signals are missing. Hence, approaches using alternative excitation conditions [18–21] arose. For example, in [19] (adaptive control) or [20, 21] (ADP), data stored in a history stack needs to satisfy a rank condition. Appropriate data is assumed to be available a priori ([19] Condition 1, [20] Assumption 2), but it remains unclear how to excite a system to generate such data.

In summary, no generic method for the analysis of PE under nonlinear transformations and no ensuing excitation procedure for ADP exists. The main contribution of this paper is given by sufficient conditions on the system state that guarantee PE under polynomial transformations which appear e.g. in ADP-based optimal control [4, 5] and nonzero-sum differential game scenarios [6–9, 14, 15, 20, 25]. These conditions are then used for an a priori calculation of excitation signals for ADP-based differential games, which generalize optimal control problems. Our sufficient conditions lead to degrees of freedom regarding amplitudes and frequencies of the system state in this exemplary excitation procedure that can be utilized in order to account for problem-specific requirements such as low-pass characteristics. Simulation results demonstrate the effectiveness and validity of our method.

In the next section, the excitation problem is stated. Our main result regarding sufficient conditions for the system state in order to guarantee PE is proposed in Section III. An excitation procedure based on these conditions is given in Section IV. Simulation results in Section V demonstrate the effectiveness and validity of our method before we conclude our paper.

II. PROBLEM DEFINITION

Definition 1 (cf. [3] Definition 6.2): A piecewise continuously differentiable, bounded function (cf. [3] Definition 6.1) \( \sigma : \mathbb{R}_{\geq 0} \to \mathbb{R}^h \) is called persistently excited (PE) for all \( t \geq t_0 \)

1Human motor learning can be modeled by ADP [22]. Thus, when modeling human-machine interaction by using game theory [23], ADP for differential games is a promising approach when the partners do not know the control law and objective function of each other a priori. However, due to the low-pass characteristics of the human neuromuscular system [24], probing noise can prevent a meaningful learning process of the automation.
if there exist positive constants $\alpha, \alpha_1, T \in \mathbb{R}_{>0}$ such that the equivalent conditions (cf. [3] Theorem 2.16)]

$$
\int_t^{t+T} \sigma \sigma^T \, dt \geq \alpha I, \\
\text{and } \frac{1}{T} \int_t^{t+T} |\sigma_t| \, dt \geq \alpha_1
$$

(1)

hold for all $t \geq t_0$ and for any unit vector $\mathbf{e} \in \mathbb{R}^h$.

It is well known that an equation of the form

$$
d\theta(kT) = -\eta \sigma \sigma^T \theta, \quad \eta > 0,
$$

converges to zero exponentially with

$$
\frac{\|\theta(kT)\|}{\|\theta(0)\|} \leq \exp \left( \frac{\eta}{2} \ln \rho \right), \quad \forall k \in \mathbb{N}_{\geq 0},
$$

(4)

$$
\rho = 1 - 2^{\frac{\eta}{2}} \sigma_{\text{max}}^2, \quad \sigma_{\text{max}} \geq \|\sigma\|_2
$$

(5)

iff $\sigma$ is PE (cf. [3] Theorem 2.16, [4] Technical Lemma 2).

In order to motivate the importance of (3) in the ADP context, consider the system dynamics

$$
\dot{x} = f(x) + \sum_{i=1}^{N} g_i(x) u_i = f(x) + g(x) u,
$$

(6)

$x(0) = x_0$, with system state $x \in \mathbb{R}^n$, control input $u_i \in \mathbb{R}^{p_i}$ of controller $i \in \mathcal{N} = \{1, \ldots, N\}$, $N \in \mathbb{N}_{\geq 1}$, $f : \mathbb{R}^n \to \mathbb{R}^n$ and $g_i : \mathbb{R}^n \to \mathbb{R}^{n \times p_i}$.

Here, $g(x) = \begin{bmatrix} g_1(x) & g_2(x) & \cdots & g_N(x) \end{bmatrix}$, $q : \mathbb{R}^n \to \mathbb{R}^{n \times p}$, $p = \sum_{i=1}^{N} p_i$, and $u = \begin{bmatrix} u_1^T & u_2^T & \cdots & u_N^T \end{bmatrix}^T \in \mathbb{R}^p$.

The initial time is $t_0 = 0$. Let $f(0) = 0$ and $f(x)$, $g(x)$ be Lipschitz continuous in a neighborhood $\mathcal{X} \subseteq \mathbb{R}^n$ of the origin and let the system (6) be stabilizable on $\mathcal{X}$. For admissible policies $\mu = \begin{bmatrix} \mu_1^T & \cdots & \mu_N^T \end{bmatrix}^T$ [6] Definition 1 define value functions

$$
V_i^\mu(x) = V_i^\mu(x(t)) = \int_{t_0}^{\infty} Q_i(x) + \sum_{j=1}^{N} \mu_j^T R_{ij} \mu_j \, dt,
$$

(7)

where $\mu_j = \mu_j(x)$ is the feedback control law of player $i$ and the $V_i$ are assumed to be continuously differentiable on $\mathcal{X}$. $Q_i : \mathbb{R}^n \to \mathbb{R}$ is a positive definite function [6] p. 53], $R_{ij} \geq 0$, $\forall j \in \mathcal{N}, i \neq j$, and $R_{ii} = R_{ii}^j > 0$. The aim is to find control laws $\mu_i^*$ where $\{\mu_1^*, \ldots, \mu_N^*\}$ corresponds to a presumed to exist feedback Nash equilibrium [26] Definition 4.1 of the $N$-player non-zero-sum differential game given by (6) and the minimization of (7).

Using an ADP formalism, a Nash strategy $\mu_i^*$ is deduced online with measurements of the time signals $x(t)$ and $\mu_j(t)$ and without knowing $V_j$ and $\mu_j(x)$, $\forall j \neq i$. Common value function approximation

$$
V_i(x) = \theta_i^T \phi_i(x)
$$

(8)

with basis functions $\phi_i : \mathbb{R}^n \to \mathbb{R}^{h_i}$ and weights $\theta_i \in \mathbb{R}^{h_i}$ yields $\sigma_i = \phi_i(x(t))$ [6]. If a policy iteration (see e.g. [7] Algorithm 1) or [27] Algorithm 1) is performed and $\theta_i$ is tuned using a gradient descent method during the policy evaluation step, [3] results, where $\theta_i$ is the weight error [4].

Thus, convergence results iff $\sigma_i, i \in \mathcal{N}$ is PE [3] The policy improvement step updates the policy according to

$$
\mu_i(x) = -\frac{1}{2} R_i^{-1} g_i^T(x) \left( \frac{\partial \phi_i(x)}{\partial x} \right)^T \theta_i
$$

(9)

(cf. [27])

Assumption 1: The $h_i$ elements of each basis function vector $\phi_i(x) (\forall i \in \mathcal{N})$ are chosen as

$$
\phi_i(x) = f_{i,h}(x) = \prod_{j=1}^{n} x_j^{f_{i,j,h}}, \quad \forall h \in \{1, \ldots, h_i\},
$$

(10)

$$
f_{i,j,h} \in \mathbb{R}_{\geq 0}, f_{i,j,h} \in \mathbb{N}_0, \text{ where at least for one } j f_{i,j,h} \neq 0 \text{ holds and } f_{i,h} \text{ is finite}.
$$

Problem 1: Let $\phi_i(x)$ (where $h \in \mathcal{N}$) be consistent with Assumption 1 Find $x(t)$ such that $\sigma_i = \phi_i(x(t))$ is PE $\forall i \in \mathcal{N}$.

III. Sufficient Conditions for PE

Since $\phi_i(x)$ is usually nonlinear, it cannot be handled by typical statements in the PE literature. For ease of notation, the index $i$ is omitted first and we examine, without loss of generality (w.l.o.g.), $\phi(x) : \mathbb{R}^n \to \mathbb{R}^h$. We conclude with the consideration of all $N$ players. In order to find trajectories $x(t)$ that solve Problem 1 we start by choosing a general structure for desired system states.

Assumption 2: The elements of the desired system states $x_d \in \mathbb{R}^n$ are chosen according to

$$
x_{d,o} = \sum_{j=1}^{m} \bar{g}_{j,o} \sin(\omega_j t) + \sum_{j=1}^{m} \bar{g}_{j,o} \cos(\omega_j t),
$$

(11)

g_{j,o} \in \mathbb{R}, \quad \forall o \in \{1, \ldots, n\}, \text{ where at least for one } j \bar{g}_{j,o} \neq 0 \text{ or } \bar{g}_{j,o} \neq 0 \text{ holds, } \bar{g}_{j,o} \text{ are finite, } m \geq 1 \text{ and } \omega = [\omega_1 \ldots \omega_m]^T \in \mathbb{R}^m \text{ are frequency variables.}

Lemma 1: With Assumption 1 and 2 $\phi(x_d)$ is given by

$$
\phi_h(x_d) = \sum_{l=1}^{K_h} a_{l,h} \sin(\omega_{l,h} t) + \sum_{l=1}^{K_h} c_{l,h} \cos(\bar{\omega}_{l,h} t) + e_h
$$

(12)

\(\forall h \in \{1, \ldots, h_i\}, \text{ where } a_{l,h}, c_{l,h} \in \mathbb{R}_{\geq 0}, e_h \in \mathbb{R} \text{ and}

$$
w_{l,h} = \sum_{j=1}^{m} b_{j,l,h} \omega_j, \\
\bar{w}_{l,h} = \sum_{j=1}^{m} d_{j,l,h} \omega_j
$$

(13)

and with $b_{j,l,h}, d_{j,l,h} \in \mathbb{R}$. Furthermore, for the upper sum limits $L_h, K_h \in \mathbb{N}_{\geq 0}, L_h + K_h \geq 1 (\forall h \in \{1, \ldots, h_i\})$ holds.

Proof: The proof is given in Appendix A

The frequencies $w_{l,h}, \bar{w}_{l,h}$ in (12) are analyzed in order to derive excluding conditions on $\omega$ such that $\phi(x_d)$ is PE.

Proposition 1: Let $\phi(x_d)$ be as in Lemma 1 Then, $\sigma = \phi(x_d)$ is PE $\forall \omega \in \Omega$, if a non-empty set $\Omega \subseteq \mathbb{R}^h$ exists such that $\forall \omega \in \Omega$ and every non-zero constant $\alpha \in \mathbb{R}^h

$$
\alpha^T \sigma(x_d) = \alpha^T \phi(x_d) = \sum_{l=1}^{L_h} a_{l,h} \cos(\omega_{l,h} t) + \sum_{l=1}^{K_h} c_{l,h} \sin(\bar{\omega}_{l,h} t)
$$

(15)

2Exact convergence and relation (3) follow if the value functions can be approximated exactly. Otherwise, convergence to a residual set results [4] Technical Lemma 2]. Throughout the paper we assume exact approximations since we focus on the excitation problem.
holds, where\(^3\) \(L^{(\alpha)} + K^{(\alpha)} \geq 1\) and
\[
\begin{align*}
\sigma_1^{(\alpha)} &\neq 0, \\
\sigma_k^{(\alpha)} &\neq 0, \\
\omega_1^{(\alpha)} &\neq 0, \\
\omega_k^{(\alpha)} &\neq 0, \\
\bar{\omega}_1^{(\alpha)} &\neq \bar{w}_1^{(\alpha)}, \\
\bar{\omega}_k^{(\alpha)} &\neq \bar{w}_k^{(\alpha)}, \\
\bar{\omega}_1^{(\alpha)} &\neq \bar{w}_1^{(\alpha)}, \\
\bar{\omega}_k^{(\alpha)} &\neq \bar{w}_k^{(\alpha)},
\end{align*}
\]
\(\forall l_{1/2} \in \{1, \ldots, L^{(\alpha)}\} , \ l_1 \neq l_2 \) and \(\forall k_{1/2} \in \{1, \ldots, K^{(\alpha)}\}, k_1 \neq k_2\).

\textbf{Proof:} The signal in (15) has at least one spectral line under its associated conditions due to the linear independence of its summands. Hence, it is PE \([3, \text{Sublemma 6.1}]\). Since this holds for every constant non-zero vector \(\alpha \in \mathbb{R}^h\), the PE of \(\sigma(x_d) = \hat{\phi}(x_d)\) follows from \([3, \text{Lemma 6.2}]\).

In line with Proposition 1, it is sufficient to find a non-empty set \(\Omega\) containing real vectors \(\omega\) such that (15) holds. To calculate such a set \(\Omega\), we use the frequencies \(\sigma_k = \hat{\phi}(x_d)\) \((\forall h \in \{1, \ldots, h\})\) as the starting point which can be directly deduced from (12). First, we define two auxiliary sets \(\Omega^{(1)}\) and \(\Omega^{(2)}\). Then, our main theorem states that \(\Omega = \Omega^{(1)} \cap \Omega^{(2)}\) is a set in the sense of Proposition 1.

\textbf{Definition 2 (}\(\Omega^{(1)}\): \text{Uniqueness of the Frequencies in Each Element} \(\phi_k(x_d)\)) \(\forall h \in \{1, \ldots, h\}\): Let
\[
\Omega^{(1)} = \left\{ \omega : \sum_{h=1}^{L_k} \frac{L_k}{1} \bigwedge_{l=1}^{2} \bigwedge_{h_1>h_2} (w_{l_1,h} \neq w_{l_2,h} \land w_{l_1,h} \neq -w_{l_2,h}) \right\}.
\]

\textbf{Lemma 2:} \(\Omega^{(1)}\) in Definition 2 can be rewritten as
\[
\Omega^{(1)} = \left\{ \omega : \sum_{z=1}^{Z_1} e_z \omega \neq 0 \right\}, \quad Z_1 \in \mathbb{N}_{\geq 0}.
\]

\textbf{Proof:} The complementary set \(\bar{\Omega}^{(1)}\) is a disjunction of linear algebraic equations of a form like \(w_{l_1,h} = w_{l_2,h}\) (De Morgan’s laws). Denote their matrix equivalents as \(c_z^\top \omega = 0\) \((c_z \in \mathbb{R}^{m})\) with running index \(z\). Bring \(c_z^\top\) to reduced row echelon form \(c_z^\top\), remove identical \(c_z^\top\) and employ De Morgan’s laws again to obtain (17).

\textbf{Definition 3 (}\(\text{Representation of Frequencies}\)): Let
\[
W_{\bar{h}} := \left\{ w_{1,\bar{h}}, \ldots, w_{L_{\bar{h}},\bar{h}}, \bar{w}_{1,\bar{h}}, \ldots, \bar{w}_{K_{\bar{h}},\bar{h}} \right\},
\]
\(\forall \bar{h} \in \{1, \ldots, h\}\) (cf. (12)). Then, \(N_P = \prod_{h=1}^{h} (L_h + K_h)\) different tuples \(P_i := (\zeta_h^{(0)}), \ldots, \zeta_h^{(i)}), i = 1, \ldots, N_P, \zeta_h^{(i)} \in W_{\bar{h}}, \bar{h} \in \{1, \ldots, h\}\), are defined. Let \(P\) be a matrix of dimension \(h \times N_P\), whose \(N_P\) columns contain the entries of \(P_1, \ldots, P_{N_P}\). The corresponding trigonometric function type is encoded in a matrix \(T \in \mathbb{R}^{h \times N_P}\), its \((h, n_{\bar{P}})\)th element is set to zero \((T_{h,n_{\bar{P}}} = 0)\) if the \((h, n_{\bar{P}})\)th element \(P_{h,n_{\bar{P}}}\) of \(P\) is the argument of a sine function (cf. (12)). Otherwise, \(T_{h,n_{\bar{P}}} = 1\) holds.

\(\text{Definition 4 (}\Omega^{(2)}\): Conditions on the Frequencies in } P:\text{ With } P \text{ and } T \text{ as given in Definition 3 define}
\[
\Omega^{(2)} = \left\{ \omega : \sum_{n_{\bar{P}}=1}^{Z_2} C_z \omega = 0 \right\}.
\]
Algorithm 1: Simplification of $\Omega^{(2)}$

1: Initialize $k_{it} = 1$

2: **Step 1.** Build homogeneous systems of linear algebraic equations by expanding the conjunction between the conditions subscripted by $n_p = k_{it}$ and $n_p = k_{it} + 1$. If $k_{it} + 1 > N_P$, this conjunction is omitted.

3: **Step 2.** Solve the systems of equations for $\omega$. Denote freely chosen variables as $\omega_j = \omega_j$ and constitute the results as conditions of the form $C_\omega \omega = 0$ ($C_\omega \in \mathbb{R}^{m \times m}$).

4: if $\omega_j = \omega_j$ results $\forall j \in \{1, \ldots, m\}$ then

5: if $k_{it} \geq N_P - 1$ then

6: return $\Omega^{(2)} = \mathbb{R}^m$

7: else

8: set $k_{it} = k_{it} + 2$ and go back to Step 1

9: end if

10: else

11: set $k_{it} = k_{it} + 1$ and go to Step 3

12: end if

13: **Step 3.** Transform $C_\omega$ into reduced row echelon form and delete zero rows in the resulting matrices. This yields matrices $C_\omega$ ($C_\omega \in \mathbb{R}^{m \times m}$, $m < m$).

14: **Step 4.** Remove repeatedly occurring conditions (identical $C_\omega$) and represent the simplified conditions of the expanded conjunction as $\bigvee \omega C_\omega \omega = 0$.

15: **Step 5.**

16: while $k_{it} \leq N_P - 1$ do

17: Build homogeneous systems of linear algebraic equations by expanding the conjunction between the result of Step 4 and the conditions subscripted by $n_p = k_{it}$. Apply Steps 3-4 to these systems.

18: end while

19: return $\Omega^{(2)}$

**Lemma 3:** If Algorithm 1 returns $\Omega^{(2)} = \mathbb{R}^m$, $\Omega^{(2)} = \emptyset$ follows. Otherwise, (2) can be rewritten as

$$\Omega^{(2)} = \left\{ \omega : \bigwedge_{z_1} C_z \omega \neq 0 \right\}, \quad Z_2 \in \mathbb{N}_{\geq 1}. \quad (22)$$

**Proof:** One needs to show the validity of Steps 3 and 4 of Algorithm 1 as well as the correctness of the conclusions in case of $\omega_j = \omega_j$ ($\forall j \in \{1, \ldots, m\}$) in Step 2.

First, consider Step 3. Transforming $C_\omega$ into reduced row echelon form does not change the solution set of $C_\omega \omega = 0$. Since zero rows in $C_\omega$ correspond with $\omega_j = \omega_j$, they impose conditions which cannot be fulfilled in $\Omega^{(2)}$ and hence, other rows need to be fulfilled later. Therefore, zero rows in $C_\omega$ can be deleted. Regarding Step 4, repeatedly occurring conditions can be omitted without loss of information. Now, w.l.o.g., examine the case when $\omega_j = \omega_j$ occurs for all $j \in \{1, \ldots, m\}$ in part IV of (21) in Step 2. Then, IV holds true for any $\omega \in \mathbb{R}^m$, independent of other possible conditions of the form $C_\omega \omega = 0$ derived in part IV. Hence, these other conditions can be omitted and the Algorithm has to be started with Step 1 and the equations subscripted by $n_p = 3$ and $n_p = 4$. Since this explanation is also applicable for the repetitions in Step 5 and the appearance of this special case in the last simplification step ($k_{it} \geq N_P - 1$) results in $\Omega^{(2)} = \mathbb{R}^m$ ($\Omega^{(2)} = \emptyset$) and is defined as well, the proof is complete.

**Lemma 4:** The intersection of $\Omega^{(1)}$ (17) and $\Omega^{(2)}$ (22) yields

$$\Omega = \Omega^{(1)} \cap \Omega^{(2)} = \left\{ \omega : \bigwedge_{z_1} C_z \omega \neq 0 \right\}$$

$$= \left\{ \omega : \bigwedge_{z_1} C_z \omega \neq 0 \right\}, \quad Z \in \mathbb{N}_{\geq 1}, \quad (23)$$

$Z \leq Z_1 + Z_2$. The last row follows by removing each matrix $C_{z_2}$ that contains another matrix $C_{z_1}$ ($z_1 \neq z_2$) as submatrix.

**Proof:** $\Omega^{(1)} \cap \Omega^{(2)}$ yields $Z_1 + Z_2$ conditions. Due to $C_{z_2} \omega \neq 0 \Rightarrow C_{z_2} \omega \neq 0$, $C_{z_2}$ can be omitted.

Now, our main theorem shows that the set $\Omega$ (23) is a set in the sense of Proposition 1.

**Theorem 1:** Let Assumption 1 and 2 hold and $\Omega$ be defined as in Lemma 4. If $\Omega \neq \emptyset$, any vector $\omega \in \Omega$ ensures that $\sigma = \phi(x_d)$ is PE.

**Proof:** Lemma 1 enables the definition of the auxiliary sets $\Omega^{(1)}$ and $\Omega^{(2)}$ in their initial forms (16) and (19). Since Lemmata 2-3 and 4 solely apply equivalent transformations to these sets, we need to prove that the conditions in (16) and (19) are sufficient to fulfill (13). First, the time derivative of (12) yields

$$\sigma_{\dot{h}} = \sum_{h=1}^{L_N} \alpha_h \left( \sum_{l=1}^{L_N} a_{l,h} w_{l,h} \cos(w_{l,h} t) - \sum_{k=1}^{K_N} c_{k,h} \bar{w}_{k,h} \sin(\bar{w}_{k,h} t) \right),$$

$$\forall h \in \{1, \ldots, \tilde{h}\}. \quad \text{With } \alpha \in \mathbb{R}^h,$n

$$\alpha^T \sigma = \sum_{h=1}^{L_N} \left( \alpha_h \left( \sum_{l=1}^{L_N} a_{l,h} w_{l,h} \cos(w_{l,h} t) - \sum_{k=1}^{K_N} c_{k,h} \bar{w}_{k,h} \sin(\bar{w}_{k,h} t) \right) \right), \quad (25)$$

results. Now, w.l.o.g., assume that the exemplarily chosen column $P = (\zeta_1, \ldots, \zeta_h)$ of $P$ with $\zeta_h = w_{l,h}$ ($\forall h \in \{1, \ldots, \tilde{h}\}$) and $\zeta_h = \bar{w}_{k,h}$ fulfills conditions I, II and III in (19). Starting from $\alpha^T \sigma$, the trigonometric functions, which have the corresponding frequencies as arguments, are separated and the remaining terms inside the brackets $\alpha_h(\cdot)$ ($\forall h \in \{1, \ldots, \tilde{h}\}$) are summarized by $\varepsilon_h$:

$$\alpha^T \sigma = \alpha_1 (a_{1,1} w_{1,1} \cos(w_{1,1} t) + \varepsilon_1) + \ldots + \alpha_{h-1} (a_{1,1} w_{1,1} - \cos(w_{1,1} t) + \varepsilon_{h-1}) + \alpha_h \left( -c_{1,1} w_{1,1} \sin(\bar{w}_{1,1} t) + \varepsilon_h \right)$$

$$= \sum_{h=1}^{L_N} \left( \alpha_h a_{1,1} w_{1,1} \cos(w_{1,1} t) - \alpha_h c_{1,1} w_{1,1} \sin(\bar{w}_{1,1} t) + \sum_{h=1}^{L_N} \alpha_h \varepsilon_h \right) \varepsilon_h \cdot (26)$$

First, the conditions introduced by $\Omega^{(1)}$ (16) ensure that the trigonometric function separated inside one bracket $\alpha_h(\cdot)$ in (26) is not eliminated by trigonometric terms inside the same bracket $\alpha_h(\cdot)$. This results from the claimed uniqueness of the
frequencies in Definition 2 which leads to a linear independence of all trigonometric terms inside $\alpha_h(\cdot)$. Moreover, the conditions in $\Omega^{(1)}$ guarantee that in the element $\phi_h(x_d) L_h$ sine and $K_h$ cosine functions are existent. This assumption is required to establish $P$ (cf. Definition 3).

The conditions labeled by III in $\Omega^{(2)}$ ensure that the trigonometric function separated inside the brackets $\alpha_h(\cdot)$ in (26) will not be eliminated by trigonometric functions in $\varepsilon_k$ inside $\alpha_{h \bar{\nu}}(\cdot)$ $(\forall \nu, \bar{\nu} \in \{1, \ldots, h\}, \bar{\nu} \neq \bar{\nu})$, which again holds because of the uniqueness of the frequencies. Overall, due to the conditions in $\Omega^{(1)}$ and those denoted by III in $\Omega^{(2)}$, the separated trigonometric terms in (26) cannot be eliminated by functions in $\varepsilon_k (\forall \nu \in \{1, \ldots, h\})$, independent of the concrete values of $\alpha_i, a_{i,h}$ and $c_{k,h}$. Thus, it is sufficient to show that under $\varepsilon_k = 0 (\forall \nu \in \{1, \ldots, h\})$ the conditions labeled by I and II in $\Omega^{(2)}$ cause a signal for $\alpha^T \sigma$ according to (15). If $\varepsilon_k \neq 0$ holds, existing trigonometric terms cannot cancel out, only more can be added.

Now, suppose $\varepsilon_k = 0 (\forall \nu \in \{1, \ldots, h\})$. Then, from the conditions 1 in $\Omega^{(2)} w_{1,k} \neq 0$ and $a_{1,k} w_{1,k} \neq 0$ $(\forall \nu \in \{1, \ldots, h-1\})$ follows as well as $\bar{w}_{1,k} \neq 0$ and $c_{1,k} \bar{w}_{1,k} \neq 0$. Under the assumption $\varepsilon_k = 0 (\forall \nu \in \{1, \ldots, h\})$, these conditions are also necessary to satisfy (15). If one frequency is equal to zero, an $\alpha \neq 0$ exists with $\alpha^T \sigma = 0$ (one such $\alpha$ is e.g. given by setting every element except the $h$-th to zero, where the $h$-th element of $\sigma$ contains the vanishing frequency). With the conditions marked by II in $\Omega^{(2)}$, the separated terms $a_{1,1} w_{1,1} \cos(w_{1,1} t), \ldots, a_{1,h-1} w_{1,h-1} \cos(w_{1,1-1} t), c_{1,1} w_{1,1} \sin(w_{1,1} t)$ in (26) are linearly independent and therefore, their linear combination satisfies (15), when at least one coefficient is non-zero, i.e. $\alpha \neq 0$ holds. Again, in the special case of $\varepsilon_k = 0 (\forall \nu \in \{1, \ldots, h\})$ the conditions labeled by II in $\Omega^{(2)}$ are also necessary to satisfy (15). Suppose w.l.o.g. $w_{1,1} = \pm w_{1,1-1}$. Then, with $\alpha^T = \left[ \frac{1}{a_{1,1}} \vdots \frac{1}{a_{1,1-k}} - 1 \right]$, $\alpha^T \sigma = 0$ follows. Thus, the conditions denoted by I and II in $\Omega^{(2)}$ are necessary and sufficient to satisfy (15) for any $\alpha \neq 0$ when $\varepsilon_k \neq 0 (\forall \nu \in \{1, \ldots, h\})$. The conditions in $\Omega^{(1)}$ and those labeled by III in $\Omega^{(2)}$ are sufficient to prevent the cancelation of existing trigonometric functions in case of $\varepsilon_k \neq 0$. Since the exemplarily chosen column of $P$ is exchangeable and at least one such column exists, any vector $\omega \in \Omega = \Omega^{(1)} \cap \Omega^{(2)}$ leads to an $\alpha^T \sigma$ that satisfies (15). Finally, Proposition 1 concludes the PE of $\sigma$.

Lemma 5: If Algorithm 1 does not return $\Omega^{(2)} = \mathbb{R}^m$, (23) follows and $\Omega \neq \emptyset$ holds.

Proof: In line with Algorithm 1 and Lemma 3 if $\omega_j = \omega_j (\forall j \in \{1, \ldots, m\})$ is absent in the last iteration ($k_{\text{it}} \geq N_p - 1$), $\Omega^{(2)}$ is defined by (22) and (23) holds for $\Omega$. By requiring that for each row $c_f^i$ of the coefficient matrices $C_f$ the inequality $c_f^i \omega \neq 0$ has to be fulfilled, a subset $\Omega_1$ of $\Omega$ follows. Since $c_f^i \omega = 0$ describes an $(m-1)$-dimensional hyperplane in $\mathbb{R}^m$, it defines a Lebesgue null set (cf. Proposition 1.2.4). Thus, $\Omega_1$ represents the $\mathbb{R}^m$ except for a Lebesgue null set and $\Omega_1 \neq \emptyset$ as well as $\Omega \neq \emptyset$ results.

Remark 1: If Algorithm 1 returns $\Omega^{(2)} = \mathbb{R}^m$, a promising approach is to introduce more frequency variables in the elements of the desired system states $x_d$.

Lemma 6: Let $\Omega$ be as in Theorem 1. If $N_p = 1$ holds, $\sigma = \phi(x_d)$ is PE iff $\omega \in \Omega$.

Proof: Since $N_p = 1$ results in $\Omega^{(1)} = \mathbb{R}^m$ and the non-existence of conditions denoted by III in $\Omega^{(2)}$, the conditions defining the set $\Omega$ are solely those labeled by I and II in $\Omega^{(2)}$. Furthermore, $N_p = 1$ corresponds with $\varepsilon_k = 0 (\forall \nu \in \{1, \ldots, h\})$ in (26). In this case, I and II in $\Omega^{(2)}$ are necessary and sufficient to guarantee (15) and even $\alpha^T \sigma = 0$ (cf. proof of Theorem 1). Using [3, Sublemma 6.1] and [3, Lemma 6.2] as in the proof of Proposition 4 necessity and sufficiency in case of $N_p = 1$ follows.

Lemma 7: Consider a set $\Omega$ according to Theorem 1. Then, any vector $\omega \in \Omega$ ensures that $\phi(x_d)$ with

$$x_d = \text{diag} (\nu_1, \nu_2, \ldots, \nu_n) x_d,$$

(27)

$\nu_j \in \mathbb{R} \neq 0, \forall j \in \{1, \ldots, n\}$, is PE.

Proof: Inserting (27) into (10) yields

$$\phi_h(x_d) = f_h \prod_{j=1}^{n} \frac{f_{x_d}}{f_{x_d}} = \prod_{j=1}^{n} \frac{f_{x_d}}{f_{x_d}} \prod_{j=1}^{n} \frac{f_{x_d}}{f_{x_d}} \phi_h(x_d),$$

(28)

$\forall h \in \{1, \ldots, h\}$. Thus, scaling $x_d$ in consistency with (27) solely results in a modification of the coefficients $a_{i,k}, c_{k,h}$ and $\varepsilon_k$ in (12). Since their exact values are negligible for the calculation of $\Omega$ and the fulfillment of (15), any vector $\omega \in \Omega$, where $\Omega$ is calculated on the basis of $x_d$, ensures that $\phi(x_d)$ is PE.

In general, the basis function vectors $\phi_i(x)$ $(i \in N)$ of the $N$ players differ. If, from a given $x_d$ according to Assumption 2 the proposed procedure is done separately for each $\phi_i(x)$, $N$ sets $\Omega_i$ are derived. Considering their intersection in the same manner as introduced in Lemma 4 leads to $\Omega = \bigcap_{h=1}^{N} \Omega_h$ and any vector $\omega \in \Omega$ ensures that $\phi_i(x_d)$ $(\forall i \in N)$ is PE.

Theorem 1 is the main result of our paper and provides a novel and generally applicable statement regarding PE signals which are the outcome of nonlinear transformations. It solves Problem 1 since $x_d(t)$ with any $\omega \in \Omega$ represents a suited trajectory $x(t)$.

IV. EXCITATION PROCEDURES FOR ADP

Based on the proposed solution to Problem 1 Problem 2 regarding the calculation of excitation signals for (online) ADP algorithms, which aim at solving the differential game defined in Section II and rely on the PE of $\sigma$, $(\forall i \in N)$ to converge to the Nash strategies, can be stated.

Assumption 3: Let $f(x), g(x), \phi_i(x)$ and $R_{ii} (\forall i \in N)$ be known.
Problem 2: Let Assumption 5 hold. Compute an excitation signal $\hat{u} = [\hat{u}_1^T \hat{u}_2^T \ldots \hat{u}_N^T]^T$ offline, where $\hat{u}_i : \mathbb{R}^n \to \mathbb{R}^p$ is added to the control law of player $i$ ($u_i = \mu_i(x) + \hat{u}_i$), such that $\sigma_i (\forall i \in \mathcal{N})$ is PE.

Calculating an excitation signal $\hat{u}$ through an inversion-based feed-forward control approach (see e.g. [29]) by using the solution of Problem 1, i.e. a trajectory $x(t)$ guaranteeing that $\sigma_i = \phi_i(x(t))$ is PE $\forall i \in \mathcal{N}$, solves Problem 2.

First, choose $x_d(t)$ according to Assumption 1. Theorem 1 leads to a set $\Omega$ such that any $\omega \in \Omega$ ensures that $\phi_i(x_d(t)) (\forall i \in \mathcal{N})$ is PE. Then, a concrete numerical value $\omega \in \Omega$ and a scaling $\nu$ of $x_d$ (cf. Lemma 7) leads to the reference trajectory $x_d = \text{diag}(\nu) x_d|_{\omega = \omega_c}$ for the inversion-based feed-forward control approach. We briefly discuss the calculation of $\hat{u}$ based on $x_d$ for each of the difference for flat systems [29].

Assumption 4: Let $g(x)$ be rewritten as $\hat{g}(x) = [g_1(x), g_2(x)]$, where $g_1 : \mathbb{R}^n \to \mathbb{R}^{n \times m}$, $g_2 : \mathbb{R}^n \to \mathbb{R}^{n \times m}$ and $\gamma(x)$ such that $g_1(x) = g_1(x)\gamma(x)$ and rank $(g_2(x)) = p_i$. Rearrange the system inputs accordingly: $\hat{u} = [u_i^T u_i^T]^T$. Assume that $\dot{x} = f(x) + g(x)u_i$, where $f(x) = f(x) + g(x)\mu(x)$, an output function $y = h(x)$ (dim$(h(x)) = p_i$) for exact state linearizability exists.

Since $g_1(x)$ can be expressed by $g_1(x)$, $u_i$ is set to zero without loss for the excitation. The remaining part $\hat{u}$ of the excitation signal $\hat{u}$ is derived analytically. Due to the relation between the state exact linearizability of a system and its flatness [29], from Assumption 4 the flatness of $\dot{x} = f(x) + g(x)u_i$ follows with $y$ as flat output. Moreover, the output function $h(x)$ leads to a differential order and the diffeomorphism $t(x)$ transforming the considered system into nonlinear controllable canonical form can be stated (30 p. 245). From this normal form

$$ z = \Psi_1 (y, y, \ldots, y^{(\delta_{\max} - 1)}) $$

and

$$ x_1 = \Psi_2 (y, y, \ldots, y^{(\delta_{\max})}) $$

for $\delta = \max\{d_1, \ldots, d_\mathcal{N}\}$ ($d_i$ represent the relative degrees [30, p. 235]), are derived. With the chosen $x_d$, $\hat{u}$ follows from $x_d$. Rearranging $\hat{u}$ results in $\hat{u}$, which is in general a function of $t$ and $\theta_i$.

Assumption 5: Let $u$ be the excitation signal achieved by the flatness-based feed-forward control approach based on Assumption 4. Assume that the state trajectories $\hat{x}$, which is calculated a priori by using $\Psi_1$, $\hat{x}(t)$ and $x_d$, results in

$$ \dot{\hat{x}} = \phi_i(\hat{x}(t)) = M_i \frac{d\varphi_i(t)}{dt} $$

where $M_i \in \mathbb{R}^{h_i \times h_i}$ ($h_i \leq h_i$) and $\varphi_i$ denotes a vector with an orthogonal functional system of sins and cosines in its elements. Furthermore, suppose that the system state $x$ resulting online from the controllers $\mu_1, \ldots, \mu_N$ and the excitation signal $\hat{u}$ leads to

$$ \sigma_i(t) = \hat{\sigma}_i(t) + \varepsilon_{1,i}(t) + \varepsilon_{2,i}(t), \quad \forall i \in \mathcal{N} \tag{32} $$

where $\varepsilon_{1,i}, \varepsilon_{2,i} : \mathbb{R}^n \to \mathbb{R}^h$ are continuous and bounded and fulfill $\|\varepsilon_{1,i}(t)\| \leq \tilde{\varepsilon}_{i,i}, \forall t$ and $\varepsilon_{2,i}(t) \to 0$ ($t \to \infty$).

Lemma 8: Let $\hat{x}_d(t) = \text{diag}(\nu) x_d|_{\omega = \omega_c}$. Follow from Lemma 7 where values $\omega_c, \Omega$ and $\nu$ have been chosen. Under Assumption 5, $\sigma_i (\forall i \in \mathcal{N})$ is PE if $\tilde{\varepsilon}_{i,i}$ is sufficiently small and rank$(M_i) = h_i, \forall i \in \mathcal{N}$.

Proof: The proof is given in Appendix C.

Assumption 5 takes into account that inversion-based feed-forward control goes along with transient phenomena. Whereas this is considered by $\varepsilon_{2,i}(t)$ in (32), $\varepsilon_{1,i}(t) = 0$ holds under Assumption 5.

Remark 2: For tracking controllers, $x_d$ can directly be used as sufficiently rich reference trajectory. Hereto, a sufficient tracking performance in the absence of PE needs to be assured, such that (32) holds with $\hat{\sigma}_i(t) \equiv \phi_i(x_d(t))$ and $\tilde{\varepsilon}_{i,i}$ sufficiently small. From the first part of the proof of Lemma 8 the PE of $\sigma_i (\forall i \in \mathcal{N})$ results. While $\varepsilon_{2,i}(t)$ describes small tracking errors in this case, $\varepsilon_{2,i}(t)$ represents transient phenomena again.

Remark 4: Although $\phi_i(x)$ is introduced as basis function vector for value function approximation in (8), it can also represent an arbitrary regressor used by the ADP algorithm considered. The sufficient excitation conditions in Section III yield state trajectories $x_d$ shaping his regressor (and its time derivative) PE. If Assumption 1 is not fulfilled, Taylor approximations might be used. In case of an inversion-based feed-forward excitation design, Lemma C can be used to show that the signal remains PE under small approximation errors.

The next lemma introduces eigenvalue signals that can be used to verify the fulfillment of the PE condition in simulation.

Here, $\lambda_{\text{min}}(\cdot)$ denotes the minimal eigenvalue of a matrix.

Lemma 9: Let $\sigma : \mathbb{R}^n \to \mathbb{R}$. Then, $\sigma$ is PE $\forall t \geq t_0$ iff constants $\alpha > 0$ and $T > 0$ exist such that

$$ \lambda_1(t) = \lambda_{\text{min}} \left( \int_t^{t+T} \sigma \sigma^T \, dt \right) \geq \alpha > 0, \quad \forall t \geq t_0 \tag{33} $$

holds. Furthermore, if $\sigma$ is PE, $\lambda_2(t)$ holds

$$ \lambda_2(t) = \lambda_{\text{min}} \left( \int_t^{t+T} \sigma \sigma^T \, dt \right), \quad \forall t \geq t_0 \tag{34} $$

increases monotonically and $\lambda_2(kT + t_0) \geq \kappa \alpha (k \in \mathbb{N}_{\geq 0})$.

Proof: The proof is given in Appendix C.

Since the calculation of $\lambda_1(t)$ requires a parameter $T$, we first compute $\lambda_2(t)$ and identify the point in time $T_1$, where

\[ \text{The lower bounds } \alpha \text{ and } \alpha_2 \text{ in (1) and (4) are called degrees of PE.} \]

\[ \text{Realizing sufficient tracking performance under the absence of PE, improving performance and guaranteeing parameter convergence with PE afterwards is a common approach in the adaptive control literature (see e.g. [17]).} \]
\( \lambda_2 \geq \alpha_1 \) holds (\( \alpha_1 \) is a numerical threshold). Using this \( T_1 \) to compute \( \lambda_1(t) \), one can verify if (33) holds with \( T = T_1 \) and \( \alpha = \alpha_1 \). Then, according to Lemma 8, \( \sigma \) is PE.

V. NUMERICAL EXAMPLE

The 2-player test scenario is defined by the system functions

\[
f(x) = \begin{bmatrix} -2x_2 + x_1 \\ x_2 - 2x_1^2 \end{bmatrix} + \begin{bmatrix} 2 \cos(2x_1) + 2 \sin(4x_1^2) + 2 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]

and the value functions of the two players

\[
V^u_1(x(t)) = \int_t^\infty 2(x_1^2 + x_2^2) + 2(\mu_1^2 + \mu_2^2) \, dt,
\]

\[
V^u_2(x(t)) = \int_t^\infty 2(x_1^2 + x_2^2) + 2(\mu_1^2 + \mu_2^2) \, dt,
\]

(37)

Since \( g_2(x) \) in (50) can be expressed in terms of \( g_1(x) \), let \( g_1(x) = g_1(x) \) and \( g_2(x) = g_2(x) \). Thus, \( \bar{u}_2 = \bar{u}_2 \) is set to zero for the excitation signal \( \bar{u} = \bar{u}_1 \). By considering \( g_1(x) \), \( h(x) = x_1 \) can be deduced as an output function for exact state linearization (cf. Assumption 4). With the flatness-based feed-forward control approach, three excitation signals \( \bar{u}_{1,j}(t, \theta_1, \theta_2) \) \((j \in \{1, 2, 3\})\) are computed from \( x_{d,j} \) (38).

The weights are chosen online from the control laws currently used by the players. Considering Lemma 8 \( \bar{\sigma} = \bar{\sigma}_1 = \bar{\sigma}_2 \) can be expressed through (51) and \( M_1 = M_2 \in \mathbb{R}^{3\times 8} \) has full row rank. White Gaussian probing noise \( \bar{u}_{1,n} \) is included in the comparison as state of the art reference. To suppress the influence of \( \eta_i \) and different amplitudes of \( \sigma_i \), normalizing learning rates \( \eta_i = \frac{\eta}{\sigma_i \text{max}} \), \( \eta_i \gg 1 \), are used \( \forall i \in \{1, 2\} \).

Nevertheless, a reduction of \( \rho_i \) (i.e. faster convergence) can only be achieved by a better fulfillment of the PE inequalities, i.e. higher degrees \( \alpha_1 \), under the same upper boundaries \( \sigma_i \text{max} \) or lower time constants \( T_i \).

With \( \eta_i = 10000 \), the learning rates are: \( \bar{u}_{1,n} ; \eta_i = \frac{\eta}{\sigma_i \text{max}} \), \( \eta_1 = \frac{\eta}{\sigma_{1 \text{max}}} \), \( \bar{u}_{1,2} ; \eta_i = \frac{\eta}{\sigma_i \text{max}} \) and \( \bar{u}_{1,3} ; \eta_i = \frac{\eta}{\sigma_i \text{max}} \), \( \forall i \in \{1, 2\} \).

Fig. 1 visualizes for player 2 (player 1 shows similar trends) that all excitation signals achieve the desired behavior \( |\theta_{1,j}| \to 0 \). The analytical excitation signals outperform the probing noise significantly with a convergence time reduction of 92.7% for the best performing signal \( \bar{u}_{1,1}(t) \) compared to the state of the art reference. Due to the normalizing learning rates this improvement is traced back to a better fulfillment of the PE conditions and scaling \( x_d \) does not influence the convergence times noticeably (see results of \( \bar{u}_{1,2}(t) \) and \( \bar{u}_{1,3}(t) \)).

VI. CONCLUSION

In this paper, we propose sufficient conditions under which a polynomial transformation of a signal is PE. These conditions are then used for the analytical calculation of excitation signals in ADP while providing degrees of freedom. Thus, our exemplary excitation procedure based on our conditions for PE provides capabilities to design application-specific excitation. The numerical example shows that all analytically calculated excitation signals ensure the fulfillment of the PE conditions.
along with outperforming state of the art approaches represented by white Gaussian probing noise. The derived signals are able to reduce the convergence time to the optimal behavior of an ADP controller by up to 92.7% in this example.

**Appendix A**

**Proof of Lemma 1**

Proof: Inserting one element $x_{d,o}$ of $x_d$ [10] and applying the multinomial theorem, power-reduction formulae and product-to-sum identities yields

$$
\sum_{o=1}^{m} g_{j,o} \sin(\omega_j t) + \sum_{o=1}^{m} \tilde{g}_{j,o} \cos(\omega_j t)
= \sum_{o=1}^{m} a_{i,o}^{(o)} \sin \left( \sum_{j=1}^{m} b_{i,j,o}^{(o)} \omega_j t \right)
+ \sum_{k=1}^{K_{k}} c_{k,h} \cos \left( \sum_{j=1}^{m} d_{j,k,h}^{(o)} \omega_j t \right) + e_{h}^{(o)} .
$$

(39)

In (39), the indices $\tilde{h}$ and $(o)$ of the parameters $a_{i,h}^{(h)}, b_{j,k,h}^{(o)} \in \mathbb{R}, e_{h}^{(o)}, b_{j,k,h}^{(o)} \in \mathbb{R}$ characterize their dependency on the exact element $\phi_h(x_d)$ and factor $x_{d,o}^{(o,h)}$. In order to state $a_{i,h}^{(o)}, b_{j,k,h}^{(o)} \neq 0$, denote the upper sum limits $L_{(o)}, K_{(o)} \in \mathbb{N}$ with the same dependencies. Because (39) holds $\forall o \in \{1, \ldots, n\}$, for each element

$$
\phi_h(x_d) = \tilde{f}_h \prod_{o=1}^{m} x_{d,o}^{(o,h)} = \sum_{l=1}^{L_{(o)}} a_{l,h} \sin \left( \sum_{j=1}^{m} b_{j,l,h} \omega_j t \right)
+ \sum_{k=1}^{K_{k}} c_{k,h} \cos \left( \sum_{j=1}^{m} d_{j,k,h} \omega_j t \right) + e_{h}
$$

(40)

follows. Eq. (40) results from expanding the product of the sums (39) and applying product-to-sum identities again. As a result of the requirements, $f_{o,h} \neq 0$ for at least one $o, m \geq 1$, $g_{j,o} \neq 0$ or $\tilde{g}_{j,o} \neq 0$ for at least one $j$, in Assumption 1 and Assumption 2. It follows that $L_{(o)} + K_{k} \geq 1 \quad (\forall h \in \{1, \ldots, h\})$.

Thus, (40) reduces to (12).

**Appendix B**

**Proof of Lemma 2**

Proof: The proof is divided into two parts. First, we show that $\sigma_{1}$ is PE if $\tilde{\sigma}_{1}$ is PE. Second, we prove the PE of $\tilde{\sigma}_{1}$.

With (32), (2) yields

$$
\frac{1}{T} \int_{\tau}^{\tau + T} (\sigma_{1}^{\top} \sigma_{1}) \, d\tau \leq \frac{1}{T} \int_{\tau}^{\tau + T} (\tilde{\sigma}_{1}^{\top} \tilde{\sigma}_{1}) \, d\tau
$$

(41)

The last inequality in (41) follows from the PE of $\tilde{\sigma}_{1}$, the boundedness of $\varepsilon_{1}$, and the convergence behavior of $\varepsilon_{2,j}$ which leads to

$$
\int_{\tau}^{\tau + T} |\varepsilon_{2,j}^{\top} \varepsilon_{2,j}| \, d\tau \leq M_{e}(T),
$$

(42)

where $M_{e}(T)$ is an upper bound dependent on $T$. Since $M_{e}(T)$ saturates with increasing $T$, a $T$ exists such that $\alpha_{1} > \varepsilon_{1} > \frac{1}{T} M_{e}(T)$ if $\varepsilon_{1}$ is sufficiently small. According to (2), the PE of $\sigma_{1}$ results under the assumed PE of $\tilde{\sigma}_{1}$. PE of $\sigma_{1}$ follows from (31) using (3) Lemma 6.1 since the temporal derivative of $v_{o}$ is PE and $M_{e}$ has full row rank.

**Appendix C**

**Proof of Lemma 3**

Proof: Definition 1 yields

$$
\Xi_{1}(t) := \int_{\tau}^{\tau + T} \sigma \sigma^{\top} \, d\tau \geq \alpha I.
$$

(43)

Due to the symmetry of $\Xi_{1}(t)$, (43) leads to

$$
\Xi_{1}(t) = M(t)G(t)M^{-1}(t) \geq \alpha I
\Rightarrow \lambda_{1}(t) = \lambda_{\min}(\Xi_{1}(t)) = \sigma^{\top}(t)G(t)\sigma(t) \geq \alpha,
$$

(44)

where $G(t)$ is a diagonal matrix containing the eigenvalues of $\Xi_{1}(t)$, $M(t)$ a regular matrix for diagonalizing $\Xi_{1}(t)$ and $\sigma(t)$ the unit vector extracting the minimal eigenvalue of $\Xi_{1}(t)$.

Suppose $\sigma$ is PE. Thus, from Definition 1

$$
\Xi_{2}(kT + t) := \sum_{j=0}^{k-1} \int_{jT + t}^{(j+1)T + t} \sigma \sigma^{\top} \, d\tau \geq k \alpha I
$$

(45)

results. By analogy to (44), from (45)

$$
\lambda_{2}(kT + t) = \lambda_{\min}(\Xi_{2}(kT + t)) \geq k \alpha
$$

(46)

follows. Furthermore, since for $kT + t < t < (k + 1)T + t$

$$
\Xi_{2}(t) = \Xi_{2}(kT + t) + \int_{kT + t}^{t} \sigma \sigma^{\top} \, d\tau \geq \Xi_{2}(kT)
$$

(47)

holds, the increase of (34) is monotonic.
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