Three-Dimensional Extended Object Tracking and Shape Learning Using Gaussian Processes

MURAT KUMRU, Student Member, IEEE
EMRE ÖZKAN, Member, IEEE
Middle East Technical University, Ankara, Turkey

In this article, we investigate the problem of tracking objects with unknown shapes using 3-D point cloud data. We propose a Gaussian process-based model to jointly estimate object kinematics, including position, orientation, and velocities, together with the shape of the object for online and offline applications. We describe the unknown shape by a radial function in 3-D, and induce a correlation structure via a Gaussian process. Furthermore, we propose an efficient algorithm to reduce the computational complexity of working with 3-D data. This is accomplished by casting the tracking problem into projection planes, which are attached to the object’s local frame. The resulting algorithms can process 3-D point cloud data and accomplish tracking of a dynamic object. Furthermore, they provide analytical expressions for the representation of the object shape in 3-D, together with confidence intervals. The confidence intervals, which quantify the uncertainty in the shape estimate, can later be used for solving the gating and association problems inherent in object tracking. The performance of the methods is demonstrated both on simulated and real data. The results are compared with an existing random matrix model, which is commonly used for extended object tracking in the literature.

I. INTRODUCTION

Object tracking can be described as making inference about the unknown kinematic properties of an object using sequentially available sensor data. The problem is explicitly referred to as point object tracking when the object of interest is relatively small that it may occupy a single cell of the sensor device. In this case, the number of measurements returned from the object is limited to be at most one per scan. On the other hand, it is dubbed extended object tracking (EOT) when the resolution of the sensor is sufficiently high relative to the size of the object so that it may be detected by several cells of the sensor. Thus, the object potentially originates multiple measurements at a single scan in this setting.

There is a solid body of the literature considering the EOT problem, specifically in 2-D space (see [1], for a comprehensive survey). The methods of this category process 2-D measurements by relying on various extent models. These extent representations exhibit significant variance in their compactness and expressive power. For example, a group of EOT algorithms imposes simple geometric shape models such as a circle, a rectangle, or an ellipse, [2]–[8]. These essentially achieve extent modeling with only a few parameters at the cost of limited potential for shape description. In another line of research, random hypersurface models (RHM) suggest a more flexible extent representation for star-convex objects, [9], [10]. The model is based on the Fourier series expansion of the spatial extent, and the coefficients of the expansion are estimated together with the kinematics. Similarly, the latent extent of a star-convex object is described by a Gaussian process (GP) in [11] and [12]. With its favorable analytical properties and close connections to the Bayesian paradigm, this model enables effective estimation of the object pose and its shape. Several adaptations of this approach have been investigated for various application settings, [13]–[20].

On the other hand, there have been remarkably few attempts to tackle the EOT problem in 3-D space, despite the increasing accessibility of sensors such as depth cameras and LIDARs generating 3-D data. Furthermore, the majority of these attempts are direct generalizations of the basic geometric models and represent the extent via, for example, an ellipsoid or a bounding box. One of the few exceptions that aim at a more generic extent description is proposed in [21]. The method assumes that 3-D object surface can be constructed by some transformations, e.g., translation, rotation, of a plane curve. Then, it adopts the notion of RHM to derive a general tracking framework. This approach necessitates a special formulation of the recursive estimator in accordance with the particular transformation considered. However, the required prior information about the object shape may not be available for a standard tracking application.

Another branch of studies avoids imposing a parametric shape description; instead it is based on a point cloud representation of the shape, which is formed by collecting measurements over time, [22]–[24]. These methods
facilitate joint tracking and shape learning of arbitrary objects in the presence of continuously available, high precision, and informative measurements. However, as they do not feature a principled representation of the underlying shape, there arise robustness issues with the sparsity of the measurements, for example, due to increasing distance, change of the vantage point and occlusions. In addition, the storage and the computational requirements scale with the size of the object extent.

In this article, we consider the problem of tracking 3-D objects while simultaneously learning their shapes using 3-D point cloud data. 3-D measurements carry substantial information such that they not only convey clues about the kinematics but also reveal characteristics of the object extent naturally. However, estimating unknown shapes from noisy point cloud data is a challenging task, and the problem gets even more severe when the objects are in motion. This is mainly due to the inherent interdependence between the pose and the shape description. Therefore, the reliable estimation of one necessitates precise information about the other. With this in mind, we formulate the problem as the joint estimation of both kinematic and shape variables in a unified framework. For the description of the object extent, we adopt a GP-based approach that facilitates a flexible representation with favorable analytical properties. In this article, we significantly extend our previous work on 3-D object tracking, [25]. In particular, the contributions can be listed as follows.

1) We propose two novel probabilistic representations for 3-D extent. The first one expresses the unknown 3-D surface by a radial function in spherical coordinates. The second exploits the correspondence between a 3-D shape and its projections onto multiple planes and, thus, characterizes the original 3-D surface by a collection of 2-D contours of these projections. The probabilistic shape representation is achieved by modeling the abovementioned descriptions by GPs without imposing any parametric form. By doing so, we attain a flexible basis to estimate the shape of a wide range of objects.

2) This approach enables us to treat the unknown extent within the Bayesian framework such that the posterior distribution offers an analytical expression for the object shape with well-defined confidence intervals, and any available prior information can be incorporated easily.

3) We develop measurement models to express the relation between the point measurements and the object extent using an efficient approximation of the GP regression.

4) The kinematics and the object extent are efficiently inferred by an extended Kalman filter (EKF) regarding a unified state-space model.

5) The orientation of the object is described by the unit quaternions, and a novel rotational motion model is derived for effective estimation of the full 3-D orientation and the angular rates.

6) The performance of the suggested algorithms is comprehensively evaluated using both simulated and real measurements.

II. EXTENT MODEL FOR 3-D OBJECTS

Different types of sensors provide different level of details about objects of interest. One particular group of sensors, such as depth cameras and LIDARs, generates 3-D point cloud data that capture salient characteristics of their environment. It is an open research question as to how we can harness the full potential of the available information. Other than its potential benefits in tracking such as clutter rejection and data association; a detailed shape estimate can provide valuable insight for the classification of the object, which in turn may prove useful to anticipate future behavior. With this improved perception capabilities, it might be possible to develop tailored ways of interaction with the environment.

To accomplish effective shape learning by processing 3-D point cloud data, a suitable description of the object extent needs to be formulated that meets the following specifications. First, it is required to have high representational power to be able to apply to a wide range of objects with various 3-D shapes. In addition, it should be sufficiently compact so that it will enable an efficient online tracking algorithm.

In this regard, we model the object shape in spherical coordinates by means of a radial function $f(\theta, \phi)$. The arguments of this function are the azimuth, $\theta \in [-\pi, \pi]$, and the elevation angles, $\phi \in [-\frac{\pi}{2}, \frac{\pi}{2}]$, and the output, $r$, is the distance between the center of the object and the point on the surface at the corresponding spherical angle pair, i.e., $r = f(\theta, \phi)$. Fig. 1 illustrates the representation for an example object.

This representation summarizes the 3-D shape exclusively by the external boundary (surface) of the object, considering that the point cloud measurements are merely originated from the surface. Additionally, it implicitly assumes that the latent shape is star-convex. A set $\mathcal{S}$ is star-convex with respect to the origin if each line segment from the origin to any point in $\mathcal{S}$ is fully contained in $\mathcal{S}$.

The main aim of the upcoming sections is to construct a unified state-space model to serve as a basis for the joint
estimation of the kinematics and the extent of the object. The corresponding state vector includes both the kinematics and a parametric description of the given extent model. This description will be obtained by developing a proper GP model for the radial function. More specifically, we precisely construct the GP model such that it effectively accounts for the inherent spatial correlation within the object surface. Furthermore, we utilize a recursive approximation of GP modeling to avoid associated computational difficulties. The resulting algorithm accomplishes a probabilistic representation of the latent extent in a principled manner. Besides, it is able to maintain the local uncertainty information of the extent which becomes vital for robust tracking and shape learning in scenarios including occlusions and sparse sampling.

The following section first briefly introduces the standard GP regression and then elaborates on its recursive approximation.

III. GAUSSIAN PROCESSES

A GP is a stochastic model, which specifies a probability distribution in the function space for a function \( f(\cdot) \), [26]. We hereby engage a GP to model the radial function expressing the unknown extent of the object. A GP is uniquely defined by the mean \( \mu(u) \) and the covariance function \( k(u, u') \) defined as

\[
\mu(u) = \mathbb{E}[f(u)] \quad (1a)
\]

\[
k(u, u') = \mathbb{E}[(f(u) - \mu(u))(f(u') - \mu(u'))]. \quad (1b)
\]

The corresponding GP model is denoted as

\[
f(u) \sim \mathcal{GP}(\mu(u), k(u, u'))
\]

where \( u \) is the input of the function, which is specified as a scalar for notational simplicity. This model will directly generalize to vector inputs as discussed in Section IV.

A GP can also be interpreted as a collection of random variables, any finite number of which have a joint Gaussian distribution that is consistent with the specified mean and covariance functions. The joint distribution of the function evaluations at the inputs, \( u_1, \ldots, u_N \), reads as

\[
\begin{bmatrix}
f(u_1) \\
\vdots \\
f(u_N)
\end{bmatrix} \sim \mathcal{N}(\mu, K), \quad \text{where} \quad \mu = 
\begin{bmatrix}
\mu(u_1) \\
\vdots \\
\mu(u_N)
\end{bmatrix} \quad (2a)
\]

and

\[
K = 
\begin{bmatrix}
k(u_1, u_1) & \cdots & k(u_1, u_N) \\
\vdots & \ddots & \vdots \\
k(u_N, u_1) & \cdots & k(u_N, u_N)
\end{bmatrix}. \quad (2b)
\]

A. GP Regression

Prior belief about the unknown function encoded by the GP can be conveniently conditioned on the information provided by observations. For this purpose, a noisy observation \( m \) can be described as the true function output perturbed by an independent Gaussian noise \( e \)

\[
m = f(u) + e, \quad e \sim \mathcal{N}(0, R). \quad (3)
\]

Assume that we seek for the refined distribution of the function values \( f \triangleq [f(u_1^f) \ldots f(u_M^f)]^\top \) at the inputs \( u^f \triangleq [u_1^f \ldots u_M^f]^\top \). Available measurements are denoted by \( m \triangleq [m_1 \ldots m_N]^\top \), which are originated from the inputs \( u \triangleq [u_1 \ldots u_N]^\top \). The GP model together with the measurement model (3) leads to the following joint distribution:

\[
\begin{bmatrix}
m \\
f
\end{bmatrix} \sim \mathcal{N}
\begin{bmatrix}
\mu(u) \\
\mu(u^f)
\end{bmatrix},
\begin{bmatrix}
K(u, u) + I_N R & K(u, u^f) \\
K(u^f, u) & K(u^f, u^f)
\end{bmatrix}
\]

\[ (4a) \]

where

\[
\mu(u) = [\mu(u_1) \ldots \mu(u_N)]^\top
\]

\[
\mu(u^f) = [\mu(u_1^f) \ldots \mu(u_M^f)]^\top
\]

\[
K(u, u^f) = 
\begin{bmatrix}
k(u_1, u_1^f) & \cdots & k(u_1, u_M^f) \\
\vdots & \ddots & \vdots \\
k(u_N, u_1^f) & \cdots & k(u_N, u_M^f)
\end{bmatrix}
\]

\[ (4b) \]

\( I_N \) indicates an \( N \)-by-\( N \) identity matrix.

For the sake of brevity, here we will present the case where the mean function of the GP model is zero. However, the method can easily be generalized to an arbitrary mean function and the relevant modifications are presented in Appendix A. Under this assumption, the conditional distribution \( p(f|m) \) can be expressed as

\[
p(f|m) \sim \mathcal{N}(A^\top m, P) \quad (5a)
\]

where

\[
A = K(u^f, u) K_y^{-1}
\]

\[
P = K(u^f, u^f) - K(u^f, u) K_y^{-1} K(u, u^f)
\]

\[
K_y = K(u, u) + I_N R. \quad (5d)
\]

B. Recursive GP Regression

The GP regression necessitates to process all available information in a single batch as the complete measurement vector \( m \) and the corresponding covariance matrix \( K_y \) appear in (5). While this attribute can be interpreted to be the primary strength of GP modeling since it enables us to draw conclusions directly from the observations, it also poses some computational problems for certain settings. Specifically, in object tracking, the aim is to compute the posterior density \( p(f|m_{1:k}) \) at time \( k \) using measurements which are acquired sequentially in time. For this problem, online inference can be achieved by a recursive algorithm, which efficiently updates the posterior by considering the newly available measurements. In this respect, the standard

---

\footnote{Considering the radial distance function, the definition of the GP model is deliberately given for a scalar-valued function.}
GP regression is not applicable due to its increasing needs for computational sources and memory storage with the accumulation of measurements over time. Therefore, we hereby rely on an approximation of the GP that basically summarizes the original model at a finite set of basis points. The approximation was initially proposed in [27] and [28], and then applied to the object tracking problem in [11].

In this approach, the objective is to derive a formulation of the posterior distribution \( p(\mathbf{f}|m_{1:N}) \) that enables recursive implementation. To this end, the posterior is first expanded as the collection of the following terms by applying the Bayes’ law iteratively

\[
p(\mathbf{f}|m_{1:N}) \propto p(m_N|\mathbf{f}, m_{1:N-1}) p(\mathbf{f}|m_{1:N-1}) \tag{6a}
\]

\[
\propto p(\mathbf{f}) p(m_1|\mathbf{f}) \prod_{k=2}^{N} p(m_k|\mathbf{f}, m_{1:k-1}). \tag{6b}
\]

**ASSUMPTION.** \( \mathbf{f} \) provides the sufficient statistics for \( m_k \).

Under this assumption, \( m_k \) conditioned on \( \mathbf{f} \) becomes independent from all previous measurements, \( m_{1:k-1} \), i.e.,

\[
p(m_k|\mathbf{f}, m_{1:k-1}) \approx p(m_k|\mathbf{f}). \tag{7}
\]

Notice that the assumption becomes exact if the inputs of \( m_k \) form a subset of the inputs of \( \mathbf{f} \). Moreover, it can be claimed to be a reasonable approximation when the distance between the inputs of \( m_k \) and the inputs of \( \mathbf{f} \) is sufficiently small compared to the characteristic length-scale of the covariance function. In this article, we want to model the unknown radial function whose input is the spherical angle pair. As the set of the possible input values has a well-defined boundary, it is possible to sufficiently sample this set by a finite number of basis points, which will be located equidistantly.

The abovementioned assumption leads to a setting where we essentially treat \( \mathbf{f} \) to be the latent variable and the measurements provide noisy observations of it. Accordingly, once the measurement likelihood and the initial prior densities are defined, it is possible to apply recursive Bayesian inference for \( \mathbf{f} \). With this in mind, we simply refer to the underlying GP model to offer these densities in a principled way. At first, the joint distribution of the measurement \( m_k \) and \( \mathbf{f} \) is revealed by the definition of the GP as

\[
\begin{bmatrix} m_k \\ \mathbf{f} \end{bmatrix} \sim \mathcal{N}\left( \begin{bmatrix} K(u_k, u_k) + R & K(u_k, \mathbf{u}^T) \\ K(\mathbf{u}^T, u_k) & K(\mathbf{u}^T, \mathbf{u}^T) \end{bmatrix} \right). \tag{8}
\]

Then, the joint distribution immediately offers the following likelihood and prior densities:

\[
p(m_k|\mathbf{f}) = \mathcal{N}(m_k; H_k^T \mathbf{f}, R_k^T) \tag{9a}
\]

\[
p(\mathbf{f}) = \mathcal{N}(\mathbf{0}, P_0^T) \tag{9b}
\]

where

\[
H_k^T = H^T(u_k) = K(u_k, \mathbf{u}^T) \left[ K(\mathbf{u}^T, \mathbf{u}^T) \right]^{-1} \tag{9c}
\]

\[
R_k^T = R^T(u_k) = k(u_k, u_k) + R \tag{9d}
\]

\[
P_0^T = K(\mathbf{u}^T, \mathbf{u}^T) \tag{9e}
\]

The structure of (9) allows us to construct the following state-space model to which a standard Kalman filter can be applied for recursive inference, [11]

\[
\begin{align*}
f_{k+1} &= f_k \tag{10a} \\
 m_k &= H_k^T f_k + e_k, \quad e_k \sim \mathcal{N}(0, R_k^T) \tag{10b} \\
 f_0 &\sim \mathcal{N}(0, P_0^T) \tag{10c}
\end{align*}
\]

where \( f_k \) is basically defined as the latent function values evaluated at the predetermined inputs, i.e., \( f_k \equiv f \).

The benefits of having such a state-space model for the object extent are twofold: first, we can easily engage a dynamical model in (10a) to express the time evolution of the extent; second, it can simply be augmented by another state-space model to obtain a unified representation. We will basically benefit from these advantages while developing the unified state-space model in Section V.

IV. GP MODELING OF OBJECT EXTENT

In this section, the radial function which expresses the object extent is to be modeled via a GP. By doing so, we will be able to facilitate effective shape learning in the probabilistic framework by using incomplete and noisy point measurements.

GP lends itself conveniently to extent modeling since it is naturally able to describe the spatial correlation between different sections the object surface. In addition, it maintains local uncertainty information associated with the object surface, which is critical for accurate gating and association of the measurements leading to the robust tracking performance.

A GP model is uniquely defined by its mean and covariance functions, hence, the main focus of this discussion is to rigorously construct these functions regarding the characteristics of the extent representation. Note that we hereby put forward a generic approach to be able to apply to arbitrarily shaped objects; however, prior knowledge about the object shape can also be systematically incorporated by adjusting these functions accordingly, e.g., see [29].

As discussed earlier, the output of the radial function is the distance \( r \), and the input is the pair of azimuth and elevation angles \((\theta, \phi)\), i.e., \( r = f(\theta, \phi) \). For notational simplicity, the pair \((\theta, \phi)\) is assigned to \( \mathbf{y} \), i.e., \( \mathbf{y} \equiv (\theta, \phi) \) and \( r = f(\mathbf{y}) \). Therefore, we denote the mean and covariance functions as \( \mu(\mathbf{y}) \) and \( k(\mathbf{y}, \mathbf{y}') \), respectively, and \( f(\mathbf{y}) \sim \mathcal{GP}(\mu(\mathbf{y}), k(\mathbf{y}, \mathbf{y}')) \) indicates the GP model.

A. Mean Function

The mean function of the GP model is assumed to be an unknown constant having a normal distribution, i.e.,

\[
\mu(\mathbf{y}) = r, \quad \text{where} \quad r \sim \mathcal{N}(\mu_r, \sigma_r^2). \tag{11}
\]

Additionally, we can obviously express the original GP model as in

\[
f(\mathbf{y}) = \tilde{f}(\mathbf{y}) + \mu(\mathbf{y}), \quad \text{where} \quad \tilde{f}(\mathbf{y}) \sim \mathcal{GP}(0, k(\mathbf{y}, \mathbf{y}')) \tag{12}
\]
Consequently, by using the prior distribution of $\mu(y)$ in (11), we can obtain an equivalent representation of (12) as follows, [26, Ch. 2.7], [30]:

$$f(y) \sim \mathcal{GP} (\mu, k_{\text{total}}(y, y'))$$

where $k_{\text{total}}(y, y') = k(y, y') + \sigma_i^2$. (13)

B. Covariance Function

Selection of the covariance function for a GP is of great importance since it basically determines the characteristics of the functions to be learned. In this application, it is required to conform to the fundamentals of 3-D object geometry as it encodes the spatial correlation between points on the extent.

The design of the covariance function is initiated from the exponentiated quadratic function, which is accepted to be the de facto choice in various fields, [26]

$$k(y, y') = \sigma^2 e^{-\frac{d(y, y')}{l}}$$ (14)

where $\sigma^2$ stands for the prior variance, $l$ is the length-scale, and $d(y, y')$ calculates the relative distance between two inputs. The prior variance specifies the typical amount of variation observed among the functions sampled from a GP. Accordingly, increasing prior variance in the proposed extent model would imply that there is relatively less prior information about the size of the objects to be tracked. Additionally, the length scale determines the “smoothness” of the functions modeled by a GP. In this context, a shorter length-scale would suggest that the corresponding extent is potentially sharper (exhibiting high-frequency oscillations) while increasing the length-scale would lead to a smoother extent representation.

The unconventional aspect of the employed covariance function is the formulation of the distance, $d(y, y')$. It is specified to imply higher correlation for closer regions compared to those which are rather separated. An immediate option for the distance definition could be the Euclidean distance, i.e., $d(y, y') = \|y - y'\|$, as used in [11]. However, being inconsistent with the basics of the spherical geometry, it leads to erroneous correlation patterns for the extent defined in the spherical coordinates. As a simple example, consider $y = (0, \frac{\pi}{2})$ and $y' = (\pi, \frac{\pi}{2})$ both pointing to the upper pole of a sphere. For these inputs, the Euclidean distance is computed as $\pi$, which is also equal to the distance for any two spherical angles pointing to opposite directions, e.g., the upper and the lower poles, i.e., $y = (0, \frac{\pi}{2})$ and $y' = (0, -\frac{\pi}{2})$. Such problems encountered in the angular estimation applications are commonly addressed by suitable angular distance measures in the literature (see, for example, [31] and the references therein). In this article, we suggest an alternative distance definition that naturally induces a proper correlation structure. Consider two unit-length vectors expressed by the spherical angles pairs, $y$ and $y'$. We set $d(y, y')$ to be the angle between these two vectors. From another viewpoint, this definition is the angle corresponding to the shortest arc on a sphere that connects the two points described by $y$ and $y'$. The analytical expression for the definition can be written as

$$d(y, y') = \arccos (\cos(\phi) \cos(\phi') \cos(\theta) \cos(\theta')$$

$$+ \cos(\phi) \cos(\phi') \sin(\theta) \sin(\theta') + \sin(\phi) \sin(\phi'))$$ (15)

where $y = (\theta, \phi)$ and $y' = (\theta', \phi')$. Notice that with this formulation, the distance takes values within the interval $[0, \pi]$, and any coincident angle pair is mapped to 0 while opposite directions compute $\pi$.

Finally, the total covariance function in (13) is attained as

$$k_{\text{total}}(y, y') = k(y, y') + \sigma_i^2$$

$$= \sigma^2 e^{-\frac{d(y, y')}{l}} + \sigma_i^2.$$ (16)

The formulation of the covariance function can easily be adapted regarding the characteristics of a specific application. For instance, let us consider a setting where an autonomous robotic manipulator is assigned to grasp the surrounding objects with unknown shapes. If there is prior information available regarding the environment, e.g., the objects of interest are symmetric around their azimuth axis, then one can account for this specification by adjusting the utilized distance function accordingly.

V. STATE-SPACE MODEL

In this section, we will develop a state-space model to be used in object tracking. This model is based on the state vector involving both the kinematics and the extent representation of the object. In this setting, joint estimation of this aggregated state variables will be accomplished by a single inference algorithm. In other words, the idea of leveraging the latent shape information for object tracking is basically realized by this formulation.

The state vector is defined as $x_k \triangleq [x_k^T \ f_k^T]^T$ where $x_k$ consists of the translational $x_k'$, and the rotational $x_k''$, kinematic variables, i.e., $x_k'' \triangleq [x_k'^T \ x_k''^T]^T$, and $f_k$ indicates the extent representation.

The definition of the state vector makes use of two distinct coordinate frames, as shown in Fig. 2. The first one is the global coordinate frame, which is fixed to the sensor; the second one is the local coordinate frame, which is attached to the object to be tracked. As the local frame performs
We employ the well-known Rotational Motion Model:

\[ \dot{x}(t) = [F^f, 0] \cdot x(t) + w(t), \quad w(t) \sim \mathcal{N}(0, Q_c) \]  
\[ 0 = h(x, \theta) + \varepsilon \sim \mathcal{N}(0, R_{\theta}) \]  
\[ x_0 \sim \mathcal{N}(\mu_0, P_0) \]  

(17a)

(17b)

(17c)

where \( k \) is the time index; \( w_k \) and \( \varepsilon_k \) indicate the zero-mean process and the measurement noise, respectively. These are assumed to be Gaussian with covariance matrices defined as \( \text{cov}[w_k] = Q_k \) and \( \text{cov}[\varepsilon_k] = R_{\theta} \). The following sections will introduce the details of these equations starting from the derivation of the process model.

A. Process Model

The overview of the process model, which describes the evolution of the states over time, is given by the linear Gaussian model in (17a). Recall that the state vector is formed by concatenating the kinematics and the extent representation, i.e., \( \bar{x}_k \triangleq [\bar{s}_k^T, \bar{t}_k^T]^T \). It is assumed that the dynamics of these two state components do not interact with each other. Therefore, the process model includes two independent subsystems and can explicitly be written as

\[ F_k = \begin{bmatrix} \bar{F}_k & 0 \\ 0 & F_t^f \end{bmatrix}, \quad Q_k = \begin{bmatrix} \bar{Q}_k & 0 \\ 0 & Q_t^f \end{bmatrix}. \]  

(18)

Accordingly, the prior distribution of the state given in (17c) can be specified by

\[ \mu_0 = \begin{bmatrix} \mu_0 \\ \mu_0^f \end{bmatrix}, \quad P_0 = \begin{bmatrix} P_0 & 0 \\ 0 & P_t^f \end{bmatrix}. \]  

(19)

Our formulation does not put any restriction on the selection of the process model; hence, one can freely design the model for both the kinematics and the extent accounting for the characteristics of a specific application.

We hereby use the following dynamical model for the object extent:

\[ \bar{x}_{k+1} = \bar{F}_k \bar{x}_k + \bar{w}_k, \quad \bar{w}_k \sim \mathcal{N}(0, \bar{Q}_k^f) \]  

(20a)

where

\[ \bar{Q}_k^f = \left( \frac{1}{\lambda} - 1 \right) P_t^f[k:k] \]  

(20b)

which implies that \( \lambda \) is a full identity matrix, \( P_t^f[k:k] \) denotes the covariance of the estimated extent state. Notice that the prediction density computed using this model has the same mean with that of the estimated density, while the prediction covariance is scaled up as \( P_t^f[k:k+1] = \lambda P_t^f[k:k] \) for \( \lambda < 1 \). The model provides a maximum entropy distribution for the extent prediction, as shown in [32]. This approach reflects that the transition density is unknown, while the Kullback–Leibler divergence to the prediction density is upper bounded.

With this model, we can basically account for the possible changes in the object extent. Therefore, it potentially facilitates the tracking of nonrigid objects. In addition, it enables recovery from erroneously integrated shape information, which might occur due to temporal errors in the pose estimates, especially during the initial phases of the tracking.

In this article, we assume that the rotational and the translational motion can be modeled independently. Therefore, \( \bar{F}_k \) and \( \bar{Q}_k \) can be written as

\[ \bar{F}_k = \begin{bmatrix} F^e_k & 0 \\ 0 & F_t^e \end{bmatrix}, \quad \bar{Q}_k = \begin{bmatrix} Q^e & 0 \\ 0 & Q_t^e \end{bmatrix}. \]  

(21)

1) Translational Motion Model: We employ the well-known almost constant velocity model for the translational motion as given in (22). The translational kinematic state is defined as \( \bar{x}_k^e \triangleq [\bar{c}_k^e, \bar{v}_k^e]^T \) where \( \bar{c}_k^e \in \mathbb{R}^3 \) is position of the object center, and \( \bar{v}_k^e \in \mathbb{R}^3 \) stands for the velocity of the center

\[ \bar{x}_{k+1} = \bar{F}_k^e \bar{x}_k^e + \bar{w}_k^e, \quad \bar{w}_k^e \sim \mathcal{N}(0, Q^e) \]  

(22a)

\[ \bar{x}_0^e \sim \mathcal{N}(\mu_0^e, P_0^e) \]  

(22b)

where

\[ F^e = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \otimes I_3, \quad Q^e = \begin{bmatrix} \bar{T}^2 & \bar{T}^2 \bar{T}^2 \\ \bar{T}^2 & \bar{T} \bar{T} \end{bmatrix} \otimes (\sigma_c^2 I_3). \]  

(22c)

\( \sigma_c^2 \) is the process noise variance for the center, \( \otimes \) is the Kronecker product, and \( T \) is sampling time.

2) Rotational Motion Model: The representation of the orientation of the object is of paramount importance as it directly affects the performance of tracking and shape estimation. In the literature, there are many alternative representations for the orientation of 3-D objects. The main challenges associated with these are the included singularities and the inherent constraints, [33]. For example, expressing the orientation using three variables, Euler angles offer a minimal representation. However, this approach is impeded by the singularities, and it cannot provide a global orientation description. On the other hand, the four-component unit quaternion presents the lowest dimensional representation that avoids any possible singularity. Nevertheless, it introduces a nonlinear equality constraint such that the norm of the quaternion has to be always exactly one. Hence, it requires special treatment during the estimation process.

Considering the aforementioned difficulties, we rely on an alternative parametrization of the orientation. This representation stores a reference orientation as a unit quaternion, and the orientation deviation from this reference is expressed by a three-component error vector. By this approach, a standard EKF can easily be employed to estimate the error vector, and the reference orientation is periodically updated by the estimated deviation. The resulting algorithm is referred to as multiplicative EKF (MEKF), [34]. The virtue of the method is twofold: first, it can represent the orientation globally as it essentially exploits a unit
quaternion description; second, the norm constraint of the unit quaternion is naturally satisfied as the quaternion gets updated appropriately by the error vector.

In the rest of this section, we will rely on this representation to derive a constant velocity model for the object orientation. The rotation and the basics of the quaternion algebra are adopted from [35], which closely follows [36].

The unit quaternion \( \mathbf{q} \in \mathbb{R}^4 \) is defined as
\[
\mathbf{q} = [q_1, q_2, q_3, q_4]^\top = [\hat{\mathbf{q}}^\top, q_4]^\top
\]
where \( \hat{\mathbf{q}} \triangleq [q_1, q_2, q_3]^\top \) and \( |\mathbf{q}|^2 = q_1^2 + q_2^2 + q_3^2 = 1 \).

Then, the rotation matrix \( R_L(q) \) that expresses the orientation of the local frame with respect to the global frame is given by
\[
R_L(q) = (q_1^2 - \hat{\mathbf{q}}^\top \hat{\mathbf{q}}) I_3 + 2 \hat{\mathbf{q}} \hat{\mathbf{q}}^\top - 2 q_4 [\hat{\mathbf{q}} \times]
\]
where \( [\hat{\mathbf{q}} \times] \) is the cross-product matrix.

The quaternion product is defined as
\[
\mathbf{p} \otimes \mathbf{q} = \begin{bmatrix} p_4 \hat{\mathbf{q}} + q_4 \hat{\mathbf{p}} - \hat{\mathbf{p}} \times \hat{\mathbf{q}} \\ p_4 q_4 - \hat{\mathbf{p}}^\top \hat{\mathbf{q}} \end{bmatrix}
\]
which leads to the following useful property:
\[
R(\mathbf{p}) R(\mathbf{q}) = R(\mathbf{p} \otimes \mathbf{q})
\]
where \( R(\mathbf{p}) \) and \( R(\mathbf{q}) \) denote the rotation matrices corresponding to the unit quaternions \( \mathbf{p} \) and \( \mathbf{q} \), respectively. This equation reveals that successive rotation operations can be expressed in terms of the quaternion product. Based on this fact, we can describe the orientation of the object as follows:
\[
\mathbf{q} = \delta \mathbf{q}(\mathbf{a}) \otimes \mathbf{q}_{\text{ref}}
\]
where \( \mathbf{q}_{\text{ref}} \) indicates a reference orientation, and \( \delta \mathbf{q}(\mathbf{a}) \) corresponds to the deviation from the reference. \( \delta \mathbf{q}(\mathbf{a}) \) is defined via the Rodrigue parametrization, i.e.,
\[
\delta \mathbf{q}(\mathbf{a}) = \frac{1}{\sqrt{4 + |\mathbf{a}|^2}} \begin{bmatrix} \mathbf{a} \\ 2 \end{bmatrix}
\]
where \( \mathbf{a} \in \mathbb{R}^3 \).

The central idea of this approach is to treat the deviation vector, \( \mathbf{a} \), as the latent variable and to estimate it by means of nonlinear Bayesian filtering. To this end, a process model for the orientation deviation is needed. In [36], it has been shown that the continuous-time dynamics of the deviation vector can be written as
\[
\dot{\mathbf{a}} = \left( I_3 + \frac{1}{4} \mathbf{a} \mathbf{a}^\top + \frac{1}{2} [\mathbf{a} \times] \right) \mathbf{\omega}
\]
where \( \mathbf{\omega} \triangleq [\omega_x, \omega_y, \omega_z]^\top \) represents the angular rate of the local frame with respect to the global frame. We assume that \( \mathbf{a} \) takes small values and approximate the expression as
\[
\mathbf{a} \approx \left( I_3 + \frac{1}{2} [\mathbf{a} \times] \right) \mathbf{\omega}
\]

Based on (31), a constant velocity model can easily be specified in continuous time
\[
\begin{bmatrix} \dot{\mathbf{a}} \\ \mathbf{\omega} \end{bmatrix} = \begin{bmatrix} I_3 + \frac{1}{2} [\mathbf{a} \times] \mathbf{\omega} \\ 0_{3 \times 1} \end{bmatrix} + \begin{bmatrix} 0_3 \\ I_3 \end{bmatrix} \mathbf{\alpha}
\]
where \( \mathbf{\alpha} \) denotes the rotational acceleration vector, and it is modeled as zero-mean white Gaussian noise with covariance \( \text{cov}(\mathbf{\alpha}(t), \mathbf{\alpha}(t')) = \delta(t - t') \Sigma_{\alpha} \), where \( \Sigma_{\alpha} = \sigma^2 I_3 \).

We need to discretize this system to be able to plug it in (21). Notice that (32) is a nonlinear dynamic model. Therefore, we will first linearize the equation around some point of interest and then discretize the resulting linearized model. Let us first rewrite (32) as
\[
\dot{x}' = f(x') + B \mathbf{\alpha}
\]
where \( x' \triangleq [a^T, \mathbf{\omega}^T]^\top \), and \( f(\cdot) \) and \( B \) are determined accordingly. To linearize the model, we will substitute \( f(\cdot) \) by its first-order Taylor series approximation
\[
f(x') \approx f(\hat{x}') + A'_{k}(x' - \hat{x}')
\]

where
\[
A'_{k} = \frac{d}{dx}f(x)|_{x' = \hat{x}'_{k}}.
\]
The linearization is performed around the best available point estimate, which is the mean of the previous posterior, i.e., \( \hat{x}'_{k|k} = [\hat{a}'_{k|k} \hat{\mathbf{\omega}}'_{k|k}]^\top \). Note that after each measurement update of the filter, the reference orientation is updated by the estimated orientation deviation using the quaternion product, and then the deviation vector is reset to zero (see Appendix D for the details). Therefore, \( \hat{a}'_{k|k} \) is equal to the zero vector. Consequently, the Taylor series approximation in (33) reduces to
\[
\dot{f}(x') = A'_{k} x'
\]
where
\[
A'_{k} = \begin{bmatrix} \frac{1}{2} [-\hat{\mathbf{a}}_{k|k} \times] I_3 \\ 0_3 \end{bmatrix}.
\]
The resulting linearized system is given by
\[
\dot{x}' = A'_{k} x' + B \mathbf{\alpha}.
\]

Thereafter, we discretize this equation and end up with the following linear Gaussian model, which expresses the dynamics of the rotational subsystem
\[
x'_{k+1} = F'_{k} x'_{k} + w'_{k}, \quad w'_{k} \sim \mathcal{N}(0, Q'_{k})
\]
where
\[
F'_{k} = \exp(A'_{k} T)
\]
\[
Q'_{k} = G_{k} \Sigma_{\alpha} G_{k}^T
\]
\[
G_{k} = \left( \int_{0}^{T} \exp(A'_{k} \tau) d\tau \right) B.
\]
\( x_k^* \triangleq [a_k^T \omega_k^T]^T \) is the rotational kinematic state, \( F_k^* \) is the system matrix, \( Q_k^* \) is the process noise covariance matrix, and \( T \) is the sampling time. \( F_k^* \) and \( Q_k^* \) are explicitly indicated to be time-varying as they are recalculated considering the new linearization point at each iteration of the filter. For the complete details of the matrices in (36), see Appendix C.

The derivation of the given discrete-time state-space model follows a standard approach, see, for example, [37, Ch. 12.2]. It is well known that the fidelity of the resulting model depends on the accuracy of the rotational state estimate as \( F_k^* \) and \( Q_k^* \) are approximately computed regarding the local linearization in (33).

B. Measurement Model

In this section, the measurement model expressing the relation between the measurements and the state variables is derived to complete the state-space model. In general, we assume that there are multiple point measurements returned from an object at time \( k \), which can be represented by the set \( \{ \mathbf{m}_{k,l} \}_{l=1}^n \). A single measurement can be expressed as

\[
\mathbf{m}_{k,l} = \mathbf{c}_k + \mathbf{p}_{k,l} f((\theta, \phi)_{k,l}) + \mathbf{e}_{k,l}, \quad \mathbf{e}_{k,l} \sim \mathcal{N}(\mathbf{0}, \mathbf{R}).
\]

(37)

\( \mathbf{c}_k \) is the center of the object at time \( k \); \( (\theta, \phi)_{k,l} \) is the spherical angle pair indicating the measurement source on the object surface that originates \( \mathbf{m}_{k,l} \); \( \mathbf{p}_{k,l} \) is the unit-length vector that starts from the object center and points toward the measurement source; \( f(\cdot) \) is the radial function; and \( \mathbf{e}_{k,l} \) stands for the zero-mean Gaussian measurement noise with covariance \( \mathbf{R} \).

Notice that for the measurement \( \mathbf{m}_{k,l} \) in (37), the underlying measurement source is unknown, and hence, the corresponding \( \mathbf{p}_{k,l} \) and \( (\theta, \phi)_{k,l} \) are not available. As an approximate approach, we hereby express these variables by utilizing the kinematic variables and the measurement data.

First, \( \mathbf{p}_{k,l}(\mathbf{c}_k, \mathbf{m}_{k,l}) \) is defined to be the unit-length vector starting from the object center and pointing to the measurement as

\[
\mathbf{p}_{k,l}(\mathbf{c}_k, \mathbf{m}_{k,l}) = \frac{\mathbf{m}_{k,l} - \mathbf{c}_k}{\| \mathbf{m}_{k,l} - \mathbf{c}_k \|}. \quad (38)
\]

Then, for \( (\theta, \phi)_{k,l} \), we need an intermediate representation of \( \mathbf{m}_{k,l} \) by resolving it in the local coordinate frame. It is simply obtained by the successive transformations of translation and rotation as

\[
\mathbf{m}_{k,l}^L(\mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l}) = \mathbf{R}_{k,l}^T(\mathbf{q}_k) (\mathbf{m}_{k,l} - \mathbf{c}_k). \quad (39)
\]

\( \mathbf{R}_{k,l}^T(\mathbf{q}) \) is the rotation matrix from the global to the local frame.

The relation between \( \mathbf{m}_{k,l} \) and \( \mathbf{m}_{k,l}^L \) is illustrated in Fig. 2. \( \mathbf{m}_{k,l}^L \) can be interpreted as a phantom measurement in the local frame, and it will only be exploited to find out the spherical angle pair, \( (\theta_{k,l}, \phi_{k,l}) \), associated to \( \mathbf{m}_{k,l} \). The figure depicts the object by a spherical shape to provide a straightforward description although the procedure applies to any arbitrary object. Then, \( (\theta_{k,l}, \phi_{k,l}) \) is easily computed by converting \( \mathbf{m}_{k,l} \) into the spherical coordinates by

\[
\begin{align}
\theta_{k,l} &= \arctan \left( \frac{y_k}{x_k} \right) \\
\phi_{k,l} &= \arctan \left( \frac{z_k}{\sqrt{x_k^2 + y_k^2}} \right)
\end{align}
\]

(40a)

(40b)

where \( \mathbf{m}_{k,l}^T \triangleq (x_k^L, y_k^L, z_k^L) \).

Subsequently, the measurement equation in (37) is rewritten by

\[
\mathbf{m}_{k,l} = \mathbf{c}_k + \mathbf{p}_{k,l}(\mathbf{c}_k, \mathbf{m}_{k,l}) f(\mathbf{y}_{k,l}(\mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l})) + \mathbf{e}_{k,l}
\]

(41)

where the spherical angle pair is indicated by \( \mathbf{y}_{k,l} \triangleq (\theta_{k,l}, \phi_{k,l}) \) for brevity. Note that \( \mathbf{y}_{k,l} \) is a function of \( \mathbf{c}_k, \mathbf{q}_k \) and \( \mathbf{m}_{k,l} \) as implied by (39) and (40).

Finally, the GP representation for the radial function given in (10) is substituted, and we end up with the following measurement model:

\[
\begin{align}
\mathbf{m}_{k,l} &= \mathbf{c}_k + \mathbf{p}_{k,l}(\mathbf{c}_k, \mathbf{m}_{k,l}) f(\mathbf{y}_{k,l}(\mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l})) + \mathbf{e}_{k,l} \\
&= \mathbf{c}_k + \hat{H}(\mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l}) f_k + \mathbf{p}_{k,l} \sigma_k + \mathbf{e}_{k,l}
\end{align}
\]

(42a)

where

\[
\begin{align}
\hat{H}(\mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l}) &= \mathbf{p}_{k,l} H^T(\mathbf{y}_{k,l}(\mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l})) \\
R_{k,l} &= \mathbf{p}_{k,l} \mathbf{F}^T_k \mathbf{p}_{k,l} + \mathbf{R} \\
\mathbf{p}_{k,l} &= \mathbf{p}_{k,l}(\mathbf{c}_k, \mathbf{m}_{k,l}) \\
R_{k,l}^T &= \mathbf{R}(\mathbf{y}_{k,l}(\mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l})).
\end{align}
\]

(42b)

(42c)

(42d)

(42e)

Notice that the additive noise term \( \mathbf{e}_{k,l} \) in (42a) actually depends on the unknown state vector, and it is not necessarily Gaussian. However, we deliberately ignore this dependence and assume a Gaussian density to form an approximate model that is appropriate for the employed inference scheme.

Equation (42a) implies an implicit measurement model as \( \mathbf{m}_{k,l} \) cannot be explicitly written as a function of the state vector and the measurement noise. We collect all the terms on one side of the equation as

\[
\begin{align}
\mathbf{0} &= -\mathbf{m}_{k,l} + \hat{H}(\mathbf{x}_k, \mathbf{m}_{k,l}) + \mathbf{e}_{k,l} \\
&= \mathbf{h}(\mathbf{x}_k, \mathbf{m}_{k,l}) + \mathbf{e}_{k,l}, \quad \mathbf{e}_{k,l} \sim \mathcal{N}(\mathbf{0}, \mathbf{R}_{k,l}).
\end{align}
\]

(43)

The zero vector in (43) can be interpreted as a pseudomeasurement, which is a nonlinear function of the state and the measurement, and it is corrupted by some additive Gaussian noise. Implicit measurement models have been commonly utilized for different applications, which perform inference by various means of Kalman filtering (see, for example, [10], [38]).

VI. INFERENCE

Having developed the state-space model, the last step is to design an effective inference method to realize object
tracking using point cloud measurements. While there are various standard techniques to recursively compute the posterior distribution of the state vector, we employ an EKF due to the nonlinearities in the measurement model.

To be able to process multiple measurements \( \{m_i\}_{i=1}^{n} \) in a single recursion at time \( k \), we first need to slightly modify the state-space model. To this end, the following measurement vector is created by concatenating the measurements together

\[
m_k = \left[ m_{k,1}^T, \ldots, m_{k,n}^T \right]^T.
\]  

(44)

Then, the corresponding measurement equation can be simply written as

\[
0 = h(x_k, m_k) + e_k, \quad e_k \sim \mathcal{N}(0, R_k)
\]

(45a)

\[
h(x_k, m_k) = \left[ h(x_k, m_{k,1})^T, \ldots, h(x_k, m_{k,n})^T \right]^T
\]

(45b)

\[
R_k = \text{diag} \left[ R_{k,1}, \ldots, R_{k,n} \right].
\]

(45c)

Notice that \( R_k \) is formed as a block diagonal matrix by considering that the noise coupled to the individual measurements are mutually independent.

Consequently, the state-space model considering the complete set of measurements reads as

\[
x_{k+1} = f_k(x_k) + w_k, \quad w_k \sim \mathcal{N}(0, Q_k)
\]

(46a)

\[
0 = h(x_k, m_k) + e_k, \quad e_k \sim \mathcal{N}(0, R_k)
\]

(46b)

\[
x_0 \sim \mathcal{N}(\mu_0, P_0)
\]

(46c)

The EKF regards the abovementioned representation to recursively compute the estimate of the state vector, \( \hat{x}_{k,k} \). Note that the gradient of the measurement function \( \frac{\partial h(x_k)}{\partial x_k} \) can be derived analytically, which is to be utilized in the measurement update phase of each recursion.

For very large point clouds, one may want to optimize the computational characteristics of the filter, which is mainly determined by the inversion operation of the innovation covariance matrix (see Appendix B). In this regard, a sequential update of the measurements can be preferred instead of a batch update. The update can also be performed in the information form of the EKF, [39, Ch. 3.5].

VII. 3-D EXTENT TRACKING USING PROJECTIONS

In this section, we will seek for an alternative algorithm with improved computational properties. This second approach essentially retains the basic structure of the previous one; however, it fundamentally differs in the description of the object shape. In particular, multiple projections of the object are exploited to express the original 3-D extent. Accordingly, the problem is reformulated as tracking the object while simultaneously learning the contours of its projections. This will eventually enable us to radically lower the number of basis points without compromising the representational power. The following section presents the alternative extent model in details.

A. Projection Model

It is a long-standing idea to exploit projections, silhouettes or images for expressing the corresponding 3-D shape, [40], [41]. Being inspired by these methods, we suggest to model the object extent using projections onto several planes. Fig. 3 illustrates the idea for an example object with cone shape. In this case, the object is projected onto three orthogonal planes and the contours of these projections are essentially utilized to represent the original 3-D shape. In this exposition, we assume that three orthogonal projections can sufficiently approximate the 3-D shape; however, the number of projections can be increased to be able to generalize to a broader class of objects. For a systematic discussion on the objects, which are exactly reconstructable from projections and the minimum number of projections necessary for reconstructing such objects, interested readers can refer to [42].

The contour of each projection can be described by a radial function in polar coordinates, i.e., \( r = f(\theta) \), as shown in Fig. 3. The radial function maps the polar angle \( \theta \) to the radial distance \( r \) between the projection center and the contour. Notice that having only one input argument, this function can possibly be approximated by a less number of basis points leading to a tracking algorithm demanding less computational sources.
The rest of the derivation closely follows the first algorithm. The unknown radial function on each projection plane is modeled by a GP, i.e., \( f(\theta) \sim \mathcal{GP}(\mu(\theta), k(\theta, \theta')) \), whose mean function is taken to be constant \( \mu(\theta) = \mu_r \), and the covariance function is defined as

\[
k(\theta, \theta') = \sigma^2 e^{-\frac{2\pi^2}{\pi r^2}} + \sigma^2.
\]

Notice that the \( \sin(\cdot) \) term in (47) is used to induce a periodic covariance function, which in turn assures the periodicity of the radial function \( f(\cdot) \) described by the given GP model, [11].

**Further Discussion:** Expressing the 3-D shape in terms of a collection of projection contours enables us to introduce separate probabilistic models for each contour to account for application-specific knowledge about the objects. For example, many targets in driving environments, such as cars, vans, and bicycles, possess a common characteristic in their projections onto the ground plane. In particular, the radial function describing the corresponding projection contour appears to be periodic with \( \pi \). In this case, to encode this information into the GP model, the covariance function can be designed as

\[
k(\theta, \theta') = \sigma^2 e^{-\frac{2\pi^2}{\pi \rho^2}} + \sigma^2.
\]

As the covariance function is periodic with \( \pi \), the learned contours will comply with the actual characteristics of the projections as intended.

**B. State-Space Model**

In this section, the state-space model relying on the description obtained by projection contours is to be constructed. The state vector is defined as \( \mathbf{x}_k \triangleq [\mathbf{x}_k^T \mathbf{f}_k^T]^T \) where \( \mathbf{x}_k \) includes the object kinematics and the extent is indicated by \( \mathbf{f}_k \triangleq [\mathbf{f}_k^1 \mathbf{f}_k^2 \mathbf{f}_k^3]^T \) as a collection of the projection contours. More specifically, \( \mathbf{f}_k^j \) is the parameterized description of the GP model for the radial function specifying the contour of the projection on the \( j \)-th plane. \( \mathbf{c}_k \) is the center of the 3-D object and \( \mathbf{v}_k \) stands for the velocity of the center; \( \mathbf{q}_k \) is the unit quaternion vector.

1) **Measurement Model:** The measurement model makes use of the local and global coordinate frames as defined earlier. While the object motion is tracked in the global frame, the shape is described in the local frame. In particular, the projection planes are fixed to the local frame after, these local measurements are to be projected onto each plane to establish a relation between the projected measurements and the projection contour on the corresponding plane. As an example, let \( \mathbf{m}_{k,l}^L \) be projected onto the \( j \)-th plane by

\[
\mathbf{m}_{k,l}^i = P_j \mathbf{m}_{k,l}^L
\]

where \( \mathbf{m}_{k,l}^L \in \mathbb{R}^2 \) denotes the projection of \( \mathbf{m}_{k,l}^L \), and \( P_j \in \mathbb{R}^{2 \times 3} \) is the projection matrix.

By assuming that the projections of the measurements are originated from a star convex extent model [11], [43], the projected measurement can be described as

\[
\mathbf{m}_{k,l}^i = \mathbf{p}_{k,l}^i(\mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l}) f_j(\theta_k, \mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l}) + \mathbf{e}_{k,l}
\]

\[
\mathbf{e}_{k,l} \sim \mathcal{N}(0, \bar{R})
\]

where \( f_j(\cdot) \) is the radial function expressing the contour of the projection on the \( j \)-th plane; \( \mathbf{p}_{k,l}^i(\mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l}) \) is the unit-length vector pointing from the projection center toward the measurement; and \( \mathbf{e}_{k,l} \) is the Gaussian measurement noise with covariance matrix \( \bar{R} \). Notice that unlike (41), the center position is not superposed in (50) as the projection is specified to be centered at the origin of the corresponding plane.

In (50), the underlying source of \( \mathbf{m}_{k,l}^i \) is actually unknown. Therefore, we resort to an approximate approach and formulate the expressions on the right-hand side of the measurement model as functions of the kinematic variables and the measurement \( \mathbf{m}_{k,l}^L \) itself.

The polar angle \( \theta_{k,l} \) associated with the projected measurement can be computed as

\[
\theta_{k,l}(\mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l}) = \angle \mathbf{m}_{k,l}^L.
\]

Besides, the unit-length vector \( \mathbf{p}_{k,l}^i(\mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l}) \) is obtained by

\[
\mathbf{p}_{k,l}^i(\mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l}) = \frac{\mathbf{m}_{k,l}^L}{||\mathbf{m}_{k,l}^L||}.
\]

The next step is to plug the GP representation for the radial function into (50) as

\[
\mathbf{m}_{k,l}^i = \bar{H}(\mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l}) \mathbf{f}_k^L + \mathbf{e}_{k,l}, \quad \mathbf{e}_{k,l} \sim \mathcal{N}(0, \bar{R}_{k,l})
\]

where

\[
\bar{H}(\mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l}) = \mathbf{p}_{k,l}^i \bar{H}(\theta_{k,l}(\mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l}))
\]

\[
\mathbf{e}_{k,l} = \mathbf{p}_{k,l}^i \bar{e}_k^i + \mathbf{e}_{k,l}
\]

\[
\bar{R}_{k,l} = \mathbf{p}_{k,l}^i \bar{R}_{k,l}^i \mathbf{p}_{k,l}^i + \bar{R}
\]

\[
\mathbf{p}_{k,l}^i = \mathbf{p}_{k,l}^i(\mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l})
\]

\[
\bar{R}_{k,l}^i = \bar{R}^i(\theta_{k,l}(\mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l}))
\]

As before, the additive noise term \( \mathbf{e}_{k,l} \) in (53a) is actually a function of the unknown state vector, and it is not necessarily Gaussian. Again, we ignore this dependence and assume a Gaussian density so that the resulting approximate model lets us use an EKF for inference.

The projected measurements are not necessarily located on the contour, instead some of them may fall within the interior of the projection area as depicted in Fig. 3. Accounting for this observation, the measurement model is modified as

\[
\mathbf{m}_{k,l}^i = s_{k,l} \bar{H}(\mathbf{c}_k, \mathbf{q}_k, \mathbf{m}_{k,l}) \mathbf{f}_k^L + \mathbf{e}_{k,l}
\]
where $s_{k,l} \in [0, 1]$ is a random scaling factor. We approximate $s$ as a Gaussian random variable, i.e., $s_{k,l} \sim \mathcal{N}(\mu_s, \sigma_s^2)$, [9], [11], [43], since an EKF will be employed for inference. In an ideal case, a particular angle dependent 1-D probability distribution for the random scaling factor should be chosen depending on the object's sensor geometry, object's shape and the projection planes.

Considering the characteristics of the scaling factor, the measurement model can be rewritten as

$$m_{k,l} = \mu_J \hat{H}_{k,l} f_l^T + (s_{k,l} - \mu_s) \hat{H}_{k,l} f_l^T + \mathbf{e}_{k,l} = \mathbf{h}(x_k, m_{k,l}) + \mathbf{e}_{k,l} \sim \mathcal{N}(0, R_{k,l}) \tag{55a}$$

where

$$R_{k,l} = \sigma_e^2 \hat{H}_{k,l} f_l^T \hat{H}_{k,l} + \tilde{R}_{k,l} \tag{55b}$$

$$\hat{H}_{k,l} = \hat{H}(c_k, q_k, m_{k,l}). \tag{55c}$$

Then, the expression for the projected measurement is substituted into this equation as

$$P_j R_{k,l}^T(q_k)(m_{k,l} - c_k) = \mathbf{h}(x_k, m_{k,l}) + \mathbf{e}_{k,l}. \tag{56}$$

Finally, collecting the terms on one side of the equation, we end up with the following implicit measurement model with additive Gaussian measurement noise

$$0 = -P_j R_{k,l}^T(q_k)(m_{k,l} - c_k) + \mathbf{h}(x_k, m_{k,l}) + \mathbf{e}_{k,l} \tag{57}$$

This measurement model together with the process model introduced in Section V-A establishes the state-space model.

C. Inference

Similar to the former case, an EKF is employed to realize recursive inference. To process all measurements instantaneously at the update phase of the filter, the complete measurement equation is written as

$$0 = \mathbf{h}(x_k, m_k) + \mathbf{e}_k \sim \mathcal{N}(0, R_k) \tag{58a}$$

where

$$\mathbf{h}(x_k, m_k) = \left[ \mathbf{h}_k^T, \mathbf{h}_2^T, \mathbf{h}_3^T \right]^T \tag{58b}$$

$$m_k = \left[ m_{k,1}^T, \ldots, m_{k,n_k}^T \right]^T \tag{58c}$$

$$\mathbf{h}_k^T = \mathbf{h}(x_k, m_k) = \left[ \mathbf{h}_{k,1}^T, \ldots, \mathbf{h}_{k,n_k}^T \right]^T \tag{58d}$$

$$\mathbf{h}_j^T = \mathbf{h}(x_k, m_{k,j}) \tag{58e}$$

$$R_k = \text{diag} \left[ R_{k,1}^2, R_{k,2}^2 \right] \tag{58f}$$

$$R_{k,j} = \text{diag} \left[ R_{k,j,1}^2, \ldots, R_{k,j,n_k}^2 \right] \text{ for } j \in \{1, 2, 3\}. \tag{58g}$$

VIII. RESULTS

In this section, the performance of the proposed algorithms is evaluated on both simulated and real measurements in Sections VIII-A and VIII-B, respectively. To be able to present the results in a comparative manner, we also regard a standard random matrix (RM)-based extended object tracker [5] denoted as RM. Describing the extent by an ellipsoid, the RM model has proven to be extremely robust for a wide range of scenarios. Therefore, it serves as a solid basis to assess the tracking performance of the suggested models. Throughout this section, we will refer to the first proposed method as GP-based extended object tracker (GPEOT), while GPEOT-P will stand for the second approach considering the projections.

A. Experiments With Simulated Measurements

To demonstrate the performance of the algorithms, various simulation experiments are conducted. Section VIII-A1 examines the setting where the point cloud measurements are simulated in MATLAB for several dynamic objects with basic shapes. In this case, the measurements are randomly sampled from the objects’ surfaces. In Section VIII-A2, we make use of a specialized sensor simulation environment, namely Blensor, [44] that generates measurements for realistic sensor and vehicle models.

1) MATLAB Simulations: In this section, the algorithms process point cloud measurements, which are generated from random sources on the object surface and perturbed by additive Gaussian noise. Three different-shaped objects, e.g., cube, ellipsoid, and cone, are tracked during the experiments. The dimensions of the objects are as follows: the length of the edge of the cube is 3 m, the semiaxes of the ellipsoid are (2.5, 1, 1) m in length, and the base radius and height of the cone are 1.5 m and 4 m, respectively.

The overall performance is evaluated based on the intersection-over-union (IOU) measure given by

$$\text{IOU}(S_{\text{true}}, \hat{S}) = \frac{\text{volume}(S_{\text{true}} \cap \hat{S})}{\text{volume}(S_{\text{true}} \cup \hat{S})} \tag{59}$$

where $S_{\text{true}}$ is the true object shape, and $\hat{S}$ stands for the estimate. Notice that IOU simultaneously accounts for the quality of the estimates of the kinematics and the extent.

In other words, an algorithm needs to produce accurate tracking outputs together with precise shape description to attain high IOU scores. Also note that in our discussion, we deliberately exclude the root mean squared error (RMSE) measure for the position estimates since the suggested shape models do not imply a unique center definition; instead, different center positions with compatible radial functions can accurately represent the same object.

We also compute the RMSE of the object velocity, defined as

$$\text{RMSE}(\hat{v}_k, v_k) = \sqrt{\frac{1}{N} \sum_{k=1}^{N} |\hat{v}_k - v_k|^2} \tag{60}$$

where $\hat{v}_k$ and $v_k$ indicate the estimated and the true velocity vector at time $k$, respectively; $| \cdot |$ indicates the Euclidean norm.

Two different scenarios are studied in the simulations: a linear motion and a complex maneuver. In the first case,
objects move along a linear trajectory at a constant speed of 10 m/s. In the second experiment, the object follows a curved path while performing combined rotations around different axes. Throughout the trajectory, the linear speed is kept constant at 0.5 m/s. At each instant, 20 point measurements are originated from random sources, which are sampled from a uniform distribution defined over the object surface. Each point measurement is perturbed by independent identically distributed Gaussian noise with covariance $0.1^2I_3$. The measurements are produced at 10 Hz, hence, the sampling time of all algorithms is set to $T = 0.1$. We should note that the simulated measurements used in this section do not follow the actual characteristics of range scanners, which partially delineate the object’s surface due to self-occlusions and generate sparse measurements with increased distance between the sensor and the object. We will investigate experiments regarding data collected by real sensors in Section VIII-B.

For GPEOT, the process noise standard deviations are set to $\sigma_1 = 0.1$ and $\sigma_2 = 0.1$, and $\lambda = 0.99$ is used for the extent dynamics; the hyperparameters of the GP model are set to $\mu_x = 0$, $\sigma_f = 1$, $\sigma_r = 0.2$, $l = \pi/8$; $\tilde{R} = 0.1^2I_3$ is used for the measurement noise variance; and the extent is represented by 642 basis points, which are evenly spaced with respect to their spherical angles. For GOEOT-P, the process noise standard deviations are set to $\sigma_1 = 0.1$ and $\sigma_2 = 0.4$, and $\lambda = 0.99$ is used for the extent dynamics; the hyperparameters of the GP model are set to $\mu_x = 0$, $\sigma_f = 1$, $\sigma_r = 0.2$, $l = \pi/5$; $\tilde{R} = 0.1^2I_2$ is used for the projected measurement noise variance; each projection contour is represented by 50 basis points, which are equidistantly located in $[0, 2\pi]$; and the parameters of the scaling factor are set to $\mu_s = \frac{5}{9}$ and $\sigma_s^2 = \frac{1}{18}$. The projection planes are selected to be the $xy$, $xz$, and $yz$ planes, hence, the corresponding projection matrices are $P_1 = [1, 0, 0]$, $P_2 = [0, 1, 0]$, $P_3 = [0, 0, 1]$. All algorithms use the same prior distribution for the kinematics. The prior distribution for the extent state is directly specified by the corresponding GP model.

The RM model assumes that the measurements have a normal spread, which is specified by the extent state, and hence, they are not confined to be originated by the object’s surface. In this regard, the method can be considered to be relatively less suitable for sensors like LIDARs, where the measurements are generated exclusively from the surface. The scaling factor included in the RM model is of practical value for such cases as it accounts for the discrepancy between the sensor’s actual behavior and the mentioned assumption, [5]. To obtain a competent performance, we manually optimized the parameters of the RM model: The scaling factor and the extension time constant are set to 1/3 and 1, respectively.

Due to page limitations, we hereby present some instances of our findings as representative examples. Typical results for the cube-shaped object performing the complex maneuver are illustrated in Fig. 4. Remember that GPEOT-P originally estimates the latent shape by learning the associated projection contours; therefore, to be able to visualize and interpret the results in 3-D, we implemented a simple 3-D reconstruction algorithm. The algorithm basically starts from a conservative estimate of the underlying 3-D volume and refines the estimate by carving out the sections that are inconsistent with the projections. Fig. 4(b) exhibits the reconstructed shapes as estimates.

We examine three differently shaped objects (cube, ellipsoid, and cone) for the two motion patterns (linear motion and complex maneuver). For each method, all experiments are repeated 100 times with random realizations of the measurement noise and the measurement origins. Table I reports the averaged RMSE values of the object velocity computed for all simulation experiments. For all experiments, GPEOT and GPEOT-P show a superior performance compared to the RM model in terms of velocity estimation. Fig. 5 exhibits the
IOU results obtained by averaging the Monte Carlo (MC) runs. GPEOT and GPEOT-P produce successful results for all three shapes while the RM model shows a satisfactory performance only for the ellipsoid object. It is an expected finding since both of the GP-based approaches are flexible methods to represent any arbitrary star-convex shape, whereas RM essentially models the underlying shape by an ellipsoid. Additionally, the proposed algorithms are shown to be robust enough to handle the model mismatch in kinematics occurring in the complex maneuvering experiment where the constant velocity model is no longer valid for this motion pattern. A particular reason for their robustness is that they can competently track the orientation of the objects (see Figs. 6 and 7). Finally, GPEOT is observed to outperform the other algorithms with respect to the IOU measure for all cases.

Computation time: Both of the proposed algorithms are basically realized by an EKF, hence, the estimates are recursively updated using newly available measurements at each time step. Therefore, the computational requirements do not increase over time and are basically determined by the size of the state vector and the number of the measurements. The state dimension in GPEOT is $\dim(x_k) = \dim(c_k) + \dim(v_k) + \dim(a_k) + \dim(\omega_k) + \dim(f_k) = 654$, and in GPEOT-P, it is $\dim(x_k) = \dim(c_k) + \dim(v_k) + \dim(a_k) + \dim(\omega_k) + \dim(f_1^k) + \dim(f_2^k) + \dim(f_3^k) = 162$. We utilize a naive implementation of EKF for each method without exploiting any code optimization methods. The partial derivatives used in the measurement update phase of the filter are computed numerically. All simulations are conducted in MATLAB 2017a on a standard laptop with Intel Core i7-6700HQ 2.60 Hz CPU using 16 GB of RAM. Average computation time for an update is recorded as 37.3 ms for GPEOT, 8.2 ms for GPEOT-P and 0.2 ms for RM model.

An alternative process model for the extent: To investigate the impact of the extent process model on the performance, we consider an alternative model, which was proposed in [11]

$$f_{k+1} = Ff_k + w_k, \quad w_k \sim \mathcal{N}(0, Q^f) \quad (61a)$$

where

$$F^f = e^{-\alpha T}, \quad Q^f = (1 - e^{-2\alpha T})K(u^f, u^f). \quad (61b)$$

$\alpha$ can be considered as a forgetting factor. Based on this model, we implemented another version of both GPEOT and GPEOT-P for $\alpha = 0.0001$. The same simulation experiments are conducted with this implementation repeating 100 MC runs. Tables II and III present the findings by the mean of the IOU measure for the linear motion and the complex maneuvering experiment, respectively. The results suggest that the new implementation also achieves the successful performance for all cases, and the alternative
TABLE II
Mean of the IOU Values for the Linear Motion Experiment

| Process Model for the Extent | Object Shape | Cube | Ellipsoid | Cone |
|-----------------------------|--------------|------|-----------|------|
| GPEOT                       | Maximum Entropy Model | 0.908 | 0.910 | 0.824 |
|                            | Forgetting Factor Model | 0.906 | 0.914 | 0.832 |
| GPEOT-P                     | Maximum Entropy Model | 0.818 | 0.829 | 0.741 |
|                            | Forgetting Factor Model | 0.810 | 0.826 | 0.737 |

(Results are averaged over 100 MC runs.)

TABLE III
Mean of the IOU Values for the Complex Maneuvering Experiment

| Process Model for the Extent | Object Shape | Cube | Ellipsoid | Cone |
|-----------------------------|--------------|------|-----------|------|
| GPEOT                       | Maximum Entropy Model | 0.897 | 0.909 | 0.865 |
|                            | Forgetting Factor Model | 0.896 | 0.908 | 0.865 |
| GPEOT-P                     | Maximum Entropy Model | 0.782 | 0.799 | 0.718 |
|                            | Forgetting Factor Model | 0.786 | 0.796 | 0.715 |

(Results are averaged over 100 MC runs.)

Effect of Center Initialization: As mentioned earlier, the proposed extent models do not rely on a unique definition of the center point. Instead, different points within the object extent can be specified to be the center position, and together with compatible radial functions, these can describe precisely the same object. Therefore, a possible area for future research would be to develop mechanisms to initialize the center point that maximize the performance of the suggested trackers.

In this regard, we examine the sensitivity of the proposed algorithms to the initialization of the center point. We consider the linear motion experiment for the cube-shaped object. The simulation is repeated for 100 times, and at each run, the initial center point is sampled from a uniform distribution defined within the entire volume of the object. The results are illustrated by the histograms that visualize the complete distribution of the IOU values at each time instant of the scenario in Fig. 8. Both of the algorithms are shown to be robust against center initialization, as they consistently converge to high IOU values with decreasing variance throughout the experiment.

Effect of number of measurements per frame: In this section, we investigate how the performance of the proposed methods depends on the number of available measurements per frame. To this end, we consider the linear motion experiment for the cube-shaped object. We repeat the experiment for the following number of measurements per frame: {3, 5, 10, 20, 30}. The simulations are run 100 times for each case, where the measurement sources are randomly sampled from the surface and corrupted by independent measurement noise. Fig. 9 reports the averaged IOU measure for all experiments. Both methods perform satisfactorily even when the number of measurements is relatively low. Additionally, the performance of the methods regularly improves with the increasing number of measurements, which indicates that they can effectively assimilate information provided by the measurements.

2) Blensor Simulations: To qualify the representational power of the suggested algorithms, additional experiments are conducted in Blensor, which is a high-fidelity sensor simulation environment. In these experiments, we consider realistic models of two different types of vehicles, namely a bus and a jeep, which are depicted in Fig. 10. In the scenario, each vehicle makes a u-turn while being observed by two Velodyne HDL-64E2 LIDAR sensors. The parameters of the algorithms are kept the same as in the previous section with two exceptions: the covariance matrix of rotational process noise is set to $\Sigma_\alpha = \text{diag}(0, 0, \sigma^2_\alpha)$ to reflect that the considered vehicles can only rotate around their yaw-axis, and the length-scale of GPEOT is set to $l = \pi/12$.  

Fig. 8. Histogram plots of the IOU measure calculated for 100 MC runs of the linear motion experiment with randomly initialized center points. (a) GPEOT (b) GPEOT-P.

Fig. 9. IOU plots obtained for different number of available measurements per frame. (The results are averaged over 100 MC runs.) (a) GPEOT (b) GPEOT-P.

Fig. 10. Realistic vehicle models utilized in the Blensor experiments.
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Fig. 10. Realistic vehicle models utilized in the Blensor experiments.
Fig. 11. Results obtained during Blensor simulations. (In (a) and (b), the bus is observed by two sensors at (0, 60, -5) and (0, 15, 5). In (c) and (d), the jeep is observed by two sensors at (0, 30, -5) and (0, -10, 5).) (a) and (c) GPEOT. (b) and (d) GPEOT-P.

Fig. 12. Close-up views of the extent estimates obtained at the last instant of the Blensor simulations. (a) GPEOT. (b) GPEOT-P.

The overview of the tracking outputs is shown in Fig. 11. Both of the proposed methods can successfully track the two different vehicles. Furthermore, the shape estimates obtained at the last instant of the experiments are demonstrated by some close-up views in Fig. 12. While GPEOT is able to capture a highly detailed representation of the underlying object extent, GPEOT-P achieves a satisfactory but rather rough shape estimate. Besides, GPEOT-P slightly underestimates the size of the object due to the mismatch between the specified and true values of the scaling factor used in the measurement model.

Finally, to further investigate the effect of the number of measurements on the estimation performance, we consider the same Blensor experiment with the jeep vehicle. The employed LIDAR sensors are originally able collect an abundant number of measurements returned from the object of interest, which is well over a thousand for the most sensor scans. For our purposes, we randomly select ten measurements from the acquired point cloud at each frame and provide them to the algorithms. The resulting extent estimates obtained at the end of the scenario are illustrated in Fig. 13. Both of the algorithms estimate the kinematics and the extent satisfactorily during the experiment. In particular, GPEOT can successfully form such a detailed description of the underlying shape with only ten measurements per frame. In this regard, the proposed method does not require the substantial amount of information generated by the LIDAR sensors; instead, it can effectively perform with significantly fewer measurements.

B. Experiments With Real Data

In this section, the performance of the algorithms is assessed on real data. To this end, we hereby use the Kitti tracking benchmark, [45]. The benchmark consists of various records of real-world traffic scenarios captured by several sensor modalities mounted on an ego vehicle. We form two scenarios of different vehicles by extracting the corresponding sequences of point measurements acquired by a Velodyne HDL-64E laser scanner. Note that we do not consider the preprocessing of the raw point cloud data, e.g., ground removal, segmentation, association, as it is beyond the scope of this work; instead, the sequences are extracted using the labels provided in the benchmark. The same sets of parameters as in the previous sections are utilized except the length-scale of GPEOT is set to \( l = \pi/14 \).

The scenarios are visualized in Fig. 14. The first scenario takes place on a highway where the ego and the target vehicle move in the same direction, and the target pulls consistently ahead in time. The dataset provides the ground truth in terms of bounding boxes; hence, to assess the algorithms’ performance quantitatively, we fit bounding boxes to the estimated extents and compute the RMSE of the center and the yaw angle accordingly. Table IV presents the corresponding results. Fig. 15 demonstrates that both of the algorithms accomplish successful tracking. Throughout the experiment, the sensor can only observe the back and right side of the target, thus, the uncertainty of the extent on the observed portion decreases in time while a high uncertainty is properly associated with the unobserved
Fig. 14. Example views captured by a camera mounted next to the laser scanner on the ego vehicle. Left and right images depict the initial and the intermediate frames of the scenarios, respectively. Note that the highlighted vehicles are tracked by the proposed algorithms using only point cloud measurements. (a) Scenario 1. (b) Scenario 2.

Table IV

| Scenario 1 | Scenario 2 |
|------------|------------|
| Center     | Yaw Angle  | Center     | Yaw Angle  |
| GPEOT      | 0.21       | 1.37       | 0.23       | 1.40       |
| GPEOT-P    | 0.27       | 3.81       | 0.25       | 1.90       |

Fig. 15. Scenario 1 with real data. (Blue and yellow surfaces indicate the estimated extent and the predicted uncertainty of one standard deviation, respectively. Bounding box denotes the ground truth annotation of the target. Red plus signs plotted for the first frame visualize the measurements. Solid yellow and dashed black curves are the estimated and true trajectory, respectively. Dashed black arrow is the direction of the target.) (a) GPEOT. (b) GPEOT-P.

Fig. 16. Scenario 2 with real data. (Blue and yellow surfaces indicate the estimated extent and the predicted uncertainty of one standard deviation, respectively. Bounding box denotes the ground truth annotation of the target. Red plus signs plotted for the first frame visualize the measurements. Solid yellow and dashed black curves are the estimated and true trajectory, respectively. Dashed black arrow is the direction of the target.) (a) GPEOT. (b) GPEOT-P.

In the second scenario, the ego vehicle waits stationary at a road junction while the target vehicle crosses the street. The experiment imposes the following two main challenges: First, the target is temporarily occluded by pedestrians and a column of a building; second, there are respectable number of 3-D point measurements returned from the driver and the interior structure of the target vehicle. The tracking outputs of the algorithms and the corresponding RMSE values are presented in Fig. 16 and Table IV, respectively. GPEOT-P makes use of the periodic covariance function for the ground projection as in the previous case. Both of the methods achieve accurate tracking and prove their robustness against occlusions and interior measurements.

IX. CONCLUSION

A new approach is proposed to contribute to the perception of autonomous systems. The proposed algorithm is capable of processing 3-D point cloud data for tracking dynamic objects with unknown shapes. The method can exploit the full potential of the information hidden in, possibly sparse, point cloud measurements by estimating
the object’s shape simultaneously with its kinematic state including the position, velocity, and orientation. The proposed model is flexible to express and learn a large variety of shapes, which may coexist in a surveillance region. An alternative efficient implementation of the method is also derived, which reduces the computational requirements by utilizing plane projections. The algorithms are efficient in the implementation such that an extension to the multitarget tracking framework and real-time applications are possible. The methods provide an analytical expression of the object’s shape, and this information can later be used for online identification and classification purposes in the future. The performance of the suggested approach can further be improved by using negative information embedded in the point measurements, considering alternative covariance functions and inference methods, and incorporating dedicated models for the scaling factor in the projections. The methods are applicable to various fields, which require accuracy in perception such as the robotics applications where a moving agent is required to navigate in a 3-D environment with 3-D motion constraints or offline applications such as 3-D map extraction.

APPENDIX A

RECURSIVE GP REGRESSION FOR ARBITRARY MEAN FUNCTIONS

In this section, we will give the equations of recursive GP regression for models with arbitrary mean functions, i.e., \( f(u) \sim \mathcal{GP}(\mu(u), k(u, u')) \) where there is no restriction on \( \mu(\cdot) \). Based on this model, the joint distribution of a measurement \( m_k \) and the latent function values \( f \) is described by

\[
\begin{bmatrix} m_k \\ f \end{bmatrix} \sim \mathcal{N} \left( \begin{bmatrix} \mu(u_k) \\ \mu(u') \end{bmatrix}, \begin{bmatrix} k(u_k, u_k) + R & K(u_k, u') \\ K(u', u_k) & K(u', u') \end{bmatrix} \right) .
\]

Then, the conditional density of \( m_k \) becomes, [26, Ch. 2.7]

\[
p(m_k|f) = \mathcal{N}(m_k; H_k^T f + c(u_k), R_k^T)
\]

(62a)

where

\[
c(u_k) = \mu(u_k) - H_k^T \mu(u')
\]

(62b)

and the definitions of \( H_k^T \) and \( R_k^T \) remain the same as given in (9)

\[
H_k^T = H^T(u_k) = K(u_k, u') \left( K(u', u') \right)^{-1}
\]

\[
R_k^T = R^T(u_k) = K(u_k, u') + R
\]

\[ - K(u_k, u') \left( K(u', u') \right)^{-1} K(u', u_k).
\]

Similarly to the zero-mean case, \( \mu \) allows us to construct a state-space model, which may be regarded as a Kalman filter for recursive inference. The sole difference of the resulting model from the one given in (9) is that the measurement model now includes an additional term \( c(u_k) \) defined in (62b) as

\[
m_k = H_k^T f_k + c(u_k) + \epsilon_k^f, \quad e_k^f \sim \mathcal{N}(0, R_k^T)
\]

(63)

where \( f_k = f \).

APPENDIX B

EXTENDED KALMAN FILTERING USING PSEUDOMEASUREMENTS

Both of the algorithms proposed in this article, perform inference by an EKF. The filter recursively updates the estimate and the associated covariance after they are initialized as \( \hat{x}_{0|0} = \mu_0, P_{0|0} = P_0 \).

1) Measurement Update: The equations for the measurement update are as follows:

\[
\hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k (0 - \hat{m}_{k|k-1}) \quad (64a)
\]

\[
P_{k|k} = P_{k|k-1} - K_k H_k P_{k|k-1} \quad (64b)
\]

where

\[
\hat{m}_{k|k-1} = h_k(m_k, \hat{x}_{k|k-1}) \quad (64c)
\]

\[
K_k = P_{k|k-1} H_k^T S_k^{-1} \quad (64d)
\]

\[
S_k = H_k P_{k|k-1} H_k^T + R_k \quad (64e)
\]

\[
H_k = \frac{d}{dx_k} h_k(m_k, x_k)\big|_{x_k = \hat{x}_{k|k-1}} .
\]

(64f)

Notice that this implementation slightly differs from a standard EKF as the pseudomeasurements, indicated by the zero vector in (64a), are used in accordance with the derived measurement models.

2) Time Update: The time update is performed in a standard manner as in

\[
\hat{x}_{k+1|k} = F_k \hat{x}_{k|k} \quad (65a)
\]

\[
P_{k+1|k} = F_k P_{k|k} F_k^T + Q_k \quad (65b)
\]

APPENDIX C

DETAILS OF THE MATRICES USED IN THE ROTATIONAL MOTION MODEL

The state-space model for describing the dynamics of the rotational motion is given in (36). In this section, we reveal the details of the matrices used in the model

\[
F_k = \exp(A_k^T T)
\]

\[
= \begin{bmatrix} \exp \left( \int_{0}^{T} [-\hat{\omega}_{k|k} \times] \right) & T \exp \left( \int_{0}^{T} [-\hat{\omega}_{k|k} \times] \right) \\ 0_3 & I_3 \end{bmatrix}
\]

(66a)

where

\[
\exp \left( \frac{T}{2} [-\hat{\omega}_{k|k} \times] \right) = I_3 + \sin \left( \frac{T}{2} |\hat{\omega}_{k|k}| \right) [-\hat{\omega}_{k|k} \times] \\
+ \left( 1 - \cos \left( \frac{T}{2} |\hat{\omega}_{k|k}| \right) \right) [-\hat{\omega}_{k|k} \times]^2.
\]

(66b)

| \cdot | indicates the Euclidean norm.

\[
G_k = \left( \int_{0}^{T} \exp(A_k^T \tau) d\tau \right) B
\]

\[
= \frac{\int_{0}^{T} \exp(\frac{T}{2} [-\hat{\omega}_{k|k} \times] d\tau \int_{0}^{T} \tau \exp(\frac{T}{2} [-\hat{\omega}_{k|k} \times] d\tau)}{0_3 \int_{0}^{T} I_3 d\tau} B
\]

(67a)
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where
\[
\int_{0}^{T} \exp \left( \frac{\tau}{2} ( -\hat{\omega}_{k|k} \times ) \right) d\tau = TI_{3}
\]
\[
+ \frac{2 ( 1 - \cos(\frac{\tau}{2} |\hat{\omega}_{k|k}|) )}{|\hat{\omega}_{k|k}|^2} [ -\hat{\omega}_{k|k} \times ]
\]
\[
+ \frac{T - \sin(\frac{\tau}{2} |\hat{\omega}_{k|k}|)}{2 |\hat{\omega}_{k|k}|} [ -\hat{\omega}_{k|k} \times ]^2
\]  \hspace{1cm} (67b)
\[
\int_{0}^{T} \tau \exp \left( \frac{\tau}{2} ( -\hat{\omega}_{k|k} \times ) \right) d\tau = \frac{T^2}{2} I_{3}
\]
\[
+ \frac{1}{|\hat{\omega}_{k|k}|^2} \left( \frac{4}{|\hat{\omega}_{k|k}|^2} \cos(\frac{T}{2} |\hat{\omega}_{k|k}|) - 2T \cos(\frac{T}{2} |\hat{\omega}_{k|k}|) \right)
\]
\[
\times [ -\hat{\omega}_{k|k} \times ]
\]
\[
+ \frac{T^2}{2} \left( \frac{2}{|\hat{\omega}_{k|k}|^2} \sin(\frac{\tau}{2} |\hat{\omega}_{k|k}|) \right)
\]
\[
+ \frac{4}{|\hat{\omega}_{k|k}|^2} \left( \cos(\frac{T}{2} |\hat{\omega}_{k|k}|) - 1 \right) \right) [ -\hat{\omega}_{k|k} \times ]^2
\]  \hspace{1cm} (67c)
\[
\int_{0}^{T} I_{3} d\tau = TI_{3}.
\]  \hspace{1cm} (67d)

APPENDIX D
UPDATE OF THE REFERENCE QUATERNION

As presented in Section V-A2, the orientation of the 3-D object is described by a reference quaternion, \(q_{\text{ref}}\), and a deviation vector, \(a\). For maintaining this description, we follow the standard approach provided within the framework of MEKF, e.g., [33]–[35].

In particular, suppose that at time \(k\), we have the reference quaternion \(q_{\text{ref},k}\), and \(\hat{a}_{k|k}\) represents the estimated deviation vector, which is computed by the measurement update of the filter, given in Appendix B. We first update the reference quaternion in accordance with (28)

\[
q_{\text{ref},k+1} = \delta q(\hat{a}_{k|k}) \odot q_{\text{ref},k}
\]  \hspace{1cm} (68)

where \(\odot\) denotes the quaternion product defined in (26). Subsequently, the deviation vector is reset to zero as

\[
\hat{a}_{k|k} = 0.
\]  \hspace{1cm} (69)

Please note that the covariance of the deviation vector is kept unchanged, as suggested in [34]. This approach is referred to as the zero-order approximation, [46], and it enables effective estimation of the orientation, as demonstrated by the comprehensive performance analysis. For a detailed investigation of the reference orientation update mechanisms, interested readers can refer to [46] and the references therein.
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