Fixation properties of subdivided populations with balancing selection
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In subdivided populations, migration acts together with selection and genetic drift and determines their evolution. Building up on a recently proposed method, which hinges on the emergence of a time scale separation between local and global dynamics, we study the fixation properties of subdivided populations in the presence of balancing selection. The approximation implied by the method is accurate when the effective selection strength is small and the number of subpopulations is large. In particular, it predicts a phase transition between species coexistence and biodiversity loss in the infinite-size limit and, in finite populations, a nonmonotonic dependence of the mean fixation time on the migration rate. In order to investigate the fixation properties of the subdivided population for stronger selection, we introduce an effective coarser description of the dynamics in terms of a voter model with intermediate states, which highlights the basic mechanisms driving the evolutionary process.
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I. INTRODUCTION

In a natural population without any structure or subdivision — usually referred to as a well-mixed population — the temporal evolution results from the competition between the deterministic evolutionary forces (selection) and the stochastic effects generated by the death and reproduction of individuals (genetic drift). Because of stochasticity, every finite population in the absence of mutations eventually reaches an absorbing state (fixation) in which all individuals have a unique trait (e.g., species/language/opinion) and biodiversity, defined as the coexistence of various traits, is lost. When a population presents an internal structure, e.g., it is subdivided in subpopulations, the individuals can move between different subpopulations and migration acts together with selection and genetic drift, influencing relevant long-time properties of the dynamics, such as the mean fixation time (MFT). It is widely observed that habitat fragmentation and population subdivision play a major role in the process of ecological change and biodiversity loss. Understanding and predicting the effects of migration on the collective behavior of a subdivided population is therefore of primary importance in order to preserve ecosystems and species abundance.

Depending on the specific landscape into which the natural population is embedded, its spatial structure can be conveniently modeled by means of either one-, two-, three-dimensional regular lattices or, more generally, by a network with certain connections. If the degree of connectivity of each node of this network is sufficiently large and the connected subpopulations have constant and equal sizes, the effects of subdivision typically amounts to a rescaling of the relevant parameters of the population, such as the effective population size $N_e$ and the effective strength $s_e$ of selection [1] [2]. However, both $N_e$ and $s_e$ are functions of the rate with which individuals migrate between subpopulations, therefore both the fixation probability and the MFT depend on it. For constant or absent selection, the MFT monotonically decreases upon increasing the migration rate [3–5]. When evolutionary forces which favor biodiversity are present, instead, it was recently shown that the MFT can display a nonmonotonic dependence on the migration rate [6]. Even in the absence of mutation, this kind of evolutionary forces are common to natural populations. In particular the balancing selection [7] [8] associated with them is an umbrella concept, encompassing mechanisms such as over-dominance or heterozygote advantage, which act for the maintenance of biodiversity in several contexts, most notably mammalian [9] and plants [10]. For example, it has been proposed that some genetic diseases in humans, such as sickle-cell anemia [11], cystic fibrosis [12], and thalassemia [13] actually persist as a consequence of balancing selection. Analogous mechanisms are responsible for the emergence of bilingualism in language competition [14] or for cooperative behaviors in ecology and coevolutionary dynamics [15] [16], such as those recently observed in microbial communities [17].

The present work builds on the approach introduced in Ref. [6] and extends the investigation reported therein in several respects. We consider a group of equally sized subpopulations (i.e., a metapopulation) which balancing selection acts on, while migration takes place between any pair of subpopulations, such as to form a fully connected graph with each subpopulation occupying one of its vertices. For concreteness we adopt below the terminology and notation specific of population genetics. In Sec. [14] we review the details of the model and the approximation proposed in Ref. [6], which hinges on the emergence of a separation between the time scale of the local dynamics occurring at each vertex of the network.
and that of the global dynamics at the level of the whole network. The resulting approximation turns out to be accurate when the effective selection strength is sufficiently small and the number $N$ of subpopulations is sufficiently large in the sense specified further below. In Sec. IIII we show that in this case a phase transition takes place between species coexistence and biodiversity loss. In order to be able to investigate the fixation properties of the system for larger values of the selection strength — which are not immediately accessible with the previous approach — we propose in Sec. IV.A an equivalent effective description in terms of a voter model, which is generically accurate for small values of the migration rate. This coarser description applies to a generic metapopulation model, independently of the specific form of the natural selection; in addition, in the presence of balancing selection, the accuracy of the model can be extended up to larger values of the migration rate by introducing an additional intermediate state in its dynamics, as we discuss in Sec. IV.B. In contrast to the standard voter model, the one with the additional state is actually able to reproduce the distinctive nonmonotonic dependence of the MFT on the migration rate found in Ref. [6]. Moreover, it provides a semi-quantitative explanation of a nonmonotonic behavior observed in the MFT as a function of the selection coefficient $s$, which appears for small migration rate $m$ in addition to the one discussed in Ref. [6]. A summary of our findings and the conclusions are then presented in Sec. V.

II. THE MICROSCOPIC MODEL

A. Dynamics of an isolated population

The evolution of finite well-mixed populations is conveniently described at the microscopic level by the Wright-Fisher model [18,19], which consists of a (haploid) population of $\Omega$ individuals, each one carrying one of two possible alleles $A$ or $B$. At each time step of the dynamics the original population is substituted by a new generation obtained by a binomial random sampling determined by the features of the previous one: the allele of each new individual is randomly drawn with a probability which depends on the frequency of occurrence of $A$ (or, equivalently $B$) in the older generation. The time interval $\tau_g$ between two consecutive steps of this dynamics represents the duration of a generation. In a neutral model, i.e., in the absence of selection, each new individual carries allele $A$ (respectively $B$) with probability $x = \Omega_A/\Omega$ (respectively $1-x$), where $\Omega_A$ is the number of individuals carrying allele $A$ in the previous generation. In order to mimic the effects of natural selection, one introduces different allele fitnesses $W_A = 1 + s$ and $W_B = 1$ for alleles $A$ and $B$, respectively, which affect the probability $p_t(x)$ that a new individual carries allele $A$ after reproduction as

$$p_t(x) = \frac{w_A\Omega_A}{w_A\Omega_A + w_B\Omega_B} = \frac{(1+s)x}{1+sx}. \quad (1)$$

Alternatively, the dynamics of the same population can be described by the Moran model [20]. At each time step of the dynamics two individuals (not necessarily distinct) are randomly selected in the population. In the absence of selection, an exact copy of the first one is introduced in order to replace the second one, which is therefore removed from the population. Since individuals are randomly chosen, the probability $d_A = \Omega_A/\Omega = x$ of removing an individual with allele $A$ from the population equals the probability $r_A$ of reproducing one of them. Analogously, for an individual carrying allele $B$ these probabilities are $d_B = r_B = 1-x$. Within the Moran model, a selective advantage can be accounted for by modifying the reproduction probability $r_{AB}$ of the alleles with the fitnesses $w_A$ and $w_B$ specified above, according to $r_{AB}(x) = (1+\delta)x/(1+\delta x)$ and $r_B(x) = x/(1+\delta x)$. With these probabilities, the number of individuals carrying allele $A$ increases/decreases by one at each step of the dynamics with rates $W_{+1}/W_{-1}$, respectively, with

$$W_{+1}\delta t = r_Ad_B = (1+\delta)x(1-x)/(1+\delta x),$$
$$W_{-1}\delta t = r_Bd_A = x(1-x)/(1+\delta x), \quad (2)$$

where $\delta t$ is the duration of the time step [21].

Although the Wright-Fisher and Moran models are implemented with different rules at the microscopic level, for a wide range of values of the parameters and sufficiently large populations, they turn out to be effectively described by the same Langevin equation (with Itô prescription, see Appendix A)

$$\dot{x} = \mu(x) + \sqrt{v(x)}\eta(t), \quad (3)$$

where the evolution of the frequency $x$ of allele $A$ in the population is driven by the sum of a deterministic force $\mu(x) = \delta x(1-x)$ generated by selection and of a stochastic term — referred to as genetic drift — in the literature — which is a delta-correlated Gaussian noise with zero mean and variance $v(x) = x(1-x)/\Omega r_g$. This noise is conveniently expressed as $\sqrt{v(x)}\eta(t)$ in terms of the normalized Gaussian noise $\eta$ with $\langle \eta \rangle = 0$ and $\langle \eta(t)\eta(t') \rangle = \delta(t-t')$. Note that Eq. (3) provides an approximate description of the dynamics in terms of an effective diffusion process. While this approximation turns out to be accurate for the Wright-Fisher and Moran models, at least within a suitable parameter range (see Refs. [6,22]), it is known to fail in other cases, e.g., in the susceptible-infected-susceptible (SIS) model of epidemiology [23].

Without loss of generality, time can be measured in units of generations, so that $\tau_g = 1$ and the rates become dimensionless quantities. Balancing selection is characterized by a selective advantage $s$ which favors the evo-
lution towards a state of the population characterized by
an optimal frequency $x_*$ of allele $A$; in the simplest case
one can assume a linear dependence $\hat{s} = s(x_* - x)$, with
a constant $s > 0$. Note that in an infinitely large popu-
lation (with $\Omega \to \infty$), the fluctuation effects represented
by $\eta$ in Eq. [3] are suppressed, and the resulting deter-
ministic dynamics due to the selection term $\mu$ drives the
population towards the optimal frequency $x_*$ of allele $A$.
In a finite population, instead, the presence of fluctua-
tions due to the random genetic drift eventually drives $x$
towards one of the two possible absorbing states $x = 0$
and 1, corresponding to the fixation of allele $B$ and $A$,
respectively.

The time required in order to reach fixation is a
stochastic variable; its mean, i.e., the MFT $T_{\text{fix}1}$, can
be evaluated by standard methods [24] and it reads

$$T_{\text{fix}1}(x) = \frac{2}{\Omega} \left[ S(x, 1) F(0, x) - S(0, x) F(x, 1) \right] / S(0, 1),$$

(4)

where $x$ is the initial condition, while the functions $S(a, b)$
and $F(a, b)$ are defined by

$$S(a, b) = \int_a^b dx \exp \left[ -s'x(2x_* - x) \right],$$
$$F(a, b) = \int_a^b dz \int_z^1 dy \exp \left[ \{s' \{y(2x_* - y) - z(2x_* - z)\}\} / y(1-y) \right],$$

(5)

where we conveniently introduced the rescaled selection
coefficient $s' = \Omega s$. In the simmetric case $x_* = 1/2,$
Eq. (4) reduces to

$$T_{\text{fix}1}(x) = \int_{(1-2x)^2}^1 du \int_{(1-z)^2}^1 dz \frac{e^{s'u(1-z^2)/4}}{1 - uz^2}.$$  

(6)

As expected, $T_{\text{fix}1}(x)$ vanishes if the initial condition $x$
corresponds to one of the two absorbing states, $x = 0$
or 1, while it reaches smoothly its maximum value as the
initial condition moves towards $x = 1/2$. In the following
we focus on the initial condition $x = 1/2$, which, for
$x_* \approx 1/2$ and $s$ large enough, corresponds to a long lived
metastable state promoted by balancing selection; in this
case Eq. (6) renders Eq. (5) of Ref. [6].

Note that starting from an initial value $x_0$, the fre-
quency $x$ does not typically visit the whole interval of
possible values $x \in (0, 1)$ during its evolution because of
the presence of absorbing states which cause fixation: in
fact, the probability $p(x| x_0)$ that the population reaches
the value $x_1$ during the evolution which precedes fixation
can be evaluated via a standard procedure [25] and it
reads

$$p(x_1|x_0) = \begin{cases} \int_0^{x_1} dy \exp [-s'y(2x_* - y)] & \text{if } x_1 > x_0, \\ \int_{x_1}^{x_0} dy \exp [-s'y(2x_* - y)] & \text{if } x_1 < x_0. \end{cases}$$

(7)

These expressions turn out to be useful while discussing
the voter model approximation in Sec. [IV].

B. Metapopulation models

In the absence of spatial embedding, a celebrated pro-
totype model of subdivided populations is the so-called
island model, originally proposed by Wright [26] for neu-
tral evolution. It consists of $N$ interacting subpopu-
lations (demes) of identical size $\Omega$, labeled by an
integer $i = 1, \ldots, N$ and characterized by the frequen-
cies $\{x_1, x_2, \ldots, x_N\}$ for the occurrence of allele $A$, with
$x_i \in [0, 1]$. Within each deme, the internal dynamics (as-
sumed to be identical in the absence of migration) pro-
ceeds as in either Moran’s or Wright-Fisher’s stochas-
tic models, while different demes interact by exchang-
ing randomly picked individuals, such that the sizes $\Omega$
of the demes involved in the exchange are not affected.
The rate $m$ with which migration occurs is defined as $m = n_{i \leftrightarrow j}/\Omega$, where $n_{i \leftrightarrow j}$ is the mean number of
individuals exchanged between the deme $i$ and $j$ in one
generation.

Within the Wright-Fisher model the effect of migration
is typically accounted for by modifying the probability
which with a new generation is sampled. In particular,
due to migration, the probability $p_i(x_i, \tilde{x})$ that a new
individual in deme $i$ carries allele $A$ acquires a dependence
on the mean frequency $\bar{x} = \sum_{i=1}^{N} x_i/\Omega$, and it has the form (see Appendix B.1)

$$p_i(x_i, \bar{x}) = \frac{(1 + \hat{s}_i)(m \bar{x} + (1 - m)x_i)}{1 + \hat{s}_i(m \bar{x} + (1 - m)x_i)},$$

(8)

where $\hat{s}_i = \hat{s}(x = m \bar{x} + (1 - m)x_i)$ is the value of the
function $\hat{s}(x)$ for balancing selection $\hat{s}(x) = s(x_* - x)$
evaluated at the point $x = m \bar{x} + (1 - m)x_i$.

In the Moran model, the migration process affects the
rate of increase/decrease of the fraction $z_i$ of $A$-type indi-
viduals in the $i$-th deme. For $\Omega \gg 1$ the evolution turns
to be described by the rates (see Appendix B.2)

$$W_{+1} = (1 + \tilde{s})x_i(1 - x_i)/(1 + \tilde{s}x_i) + m \bar{x}(1 - x_i),$$
$$W_{-1} = x_i(1 - x_i)/(1 + \tilde{s}x_i) + m(1 - \bar{x})x_i,$$

(9)

C. Migration within the diffusion approximation

For sufficiently large $\Omega$ and small $m$ and $s$, the evolu-
tion of the allele frequency $x_i \in [0, 1]$ in the $i$-th deme
can be described, both within the Moran and Wright-Fisher models, by the following Langevin equation with Itô prescription (see Appendix $A$)

$$\dot{x}_i = \mu(x_i) + m(\bar{x} - x_i) + \sqrt{\nu(x_i)} \eta_i,$$  \hspace{1cm} (10)

where $\eta_i$ are the independent Gaussian noises which characterize each single deme, with $\langle \eta_i(t)\eta_j(t') \rangle = \delta_{ij}\delta(t-t')$, while the term $m(\bar{x} - x_i)$ accounts for the migration of individuals between the demes. In fact, the effect of an exchange between the $i$-th and a $j$-th deme ($j \neq i$) is to increase the fraction $x_i$ of allele $A$ by the amount $m(x_j - x_i)$ per unit time, which leads to the previous expression upon summing the contributions coming from the exchanges with all possible demes. In turn, this term contributes in an approximately additive way to the variation of the single-deme frequency $x_i$, the dynamics of which is otherwise described by Eq. (3).

The mean fixation time $T_{\text{fix}}(m)$ of the population as a whole depends on the initial state $x_i$ of each single deme but, as we argue below and in Sec. [IV] the mean frequency $\bar{x}$ provides an effective description of the state of the system at any time. For simplicity, in the following we focus primarily on an initial state with $x_i = 1/2$ for $x_a \simeq 1/2$ and migration rate $m$ large enough, it actually corresponds to a metastable state onto which the population quickly relaxes from its initial state [6]. $T_{\text{fix}}(m)$ differs from the one of a single deme $T_{\text{fix}}(m)$ also in the absence of migration, i.e., for $m = 0$, when each deme evolves independently of the others. In this case, the average time $T_{\text{fix}}(m = 0)$ required by the overall population to reach one of the two absorbing states is given by the average time necessary for all demes to reach it, after which no evolution occurs within the metapopulation. This is given by the maximum of the single-deme fixation times calculated over $N$ demes, and it turns out to be $T_{\text{fix}}(m = 0) \simeq T_{\text{fix}}(m) \log N$ [6].

In the presence of migration, instead, each deme exchanges individuals with the others, a process that effectively acts as a source of biodiversity inside each deme, preventing them from achieving independent fixation. In fact, the single-deme states $x_i = 0$ and 1 are no longer per se absorbing for $m \neq 0$ and global fixation requires a coordinate evolution towards the two global absorbing states $X_0 \equiv \{x_i = 0\}_{i=1,...,N}$ or $X_1 \equiv \{x_i = 1\}_{i=1,...,N}$ in which all demes fixate the same allele. In this case, the dynamics of the population can be conveniently described via the evolution equation for the mean frequency $\bar{x}$, which can be obtained directly from Eq. (10),

$$\bar{x} = s[x_a \bar{x} - (1 + x_a)\bar{x}^2 + \bar{x}^3] + \sqrt{(\bar{x} - \bar{x}^2)}/(\Omega N) \eta,$$  \hspace{1cm} (11)

where $\eta$ is a Gaussian noise with $\langle \eta(t)\eta(t') \rangle = \delta(t-t')$ and $\bar{x}^k = \sum_{i=1}^N x_i^k/N$. Due to the non-linear nature of Eq. (10), the evolution equation for $\bar{x}$ involves higher-order moments $\bar{x}^2$ and $\bar{x}^3$ which in principle could be determined by solving a whole hierarchy of coupled differential equations. However, as discussed in Ref. [6], for a large number of demes $N$ and small selection strength $s$, a time scale separation emerges [27] between the local dynamics and the global one, i.e., between the dynamics of $x_i$ and that of $\bar{x}$, which allows one to express these moments in terms of $\bar{x}$. In fact, on the typical time scale of variation of the mean frequency $\bar{x}$, the local frequencies $\{x_i\}_{i=1,...,N}$ are rapidly fluctuating and their statistics can be described by a quasi-stationary distribution $P_{\text{qs}}(x_i|\bar{x})$. Conversely, on the time scale which characterizes the fast fluctuations of each single local frequency $x_i$, the mean frequency $\bar{x}$ is practically constant. The quasi-stationary distribution $P_{\text{qs}}(x_i|\bar{x})$ is therefore expected to be accurately approximated by the stationary solution of the Fokker-Planck equation associated with Eq. (10) with fixed $\bar{x}$, which is

$$P_{\text{qs}}(x|y) \propto x^{2m'}y^{-1}(1 - x)^{2m'(1-y)-1}e^{y(x_0 - x)},$$  \hspace{1cm} (12)

where $m' = \Omega m$ is a conveniently rescaled migration rate. In this stationary solution we have introduced an effective parameter $y(\bar{x})$, which replaces $\bar{x}$ in order to take into account the fact that the latter actually varies in time and which allows us to satisfy the self-consistency condition

$$\bar{x} = \int_0^1 dx \, P_{\text{qs}}(x|y(\bar{x})).$$  \hspace{1cm} (13)

When the selection coefficient $s$ vanishes, the time scale separation is very pronounced and Eq. (13) gives $y(\bar{x}) = \bar{x}$. In the presence of a non-vanishing selection strength, one can either proceed numerically in the analysis or perform an expansion in the small parameter $s_e/m$, with

$$s_e = \frac{s}{(1 + \frac{1}{m'}) (1 + \frac{1}{2m'})},$$  \hspace{1cm} (14)

which renders

$$y(\bar{x}) = \bar{x} - (s_e/m)\bar{x}(1 - \bar{x})(x_0^e - \bar{x}) + O((s_e/m)^2),$$  \hspace{1cm} (15)

where

$$x_0^e = x_a + (x_a - 1/2)/m'$$  \hspace{1cm} (16)

is an effective parameter discussed further below. When the time scales separation holds, the moments $\bar{x}^k$ on the r.h.s. of Eq. (11) can be approximated by the corresponding moments $\langle x^k \rangle = \int_0^1 dx \int x^k P_{\text{qs}}(x|y(\bar{x}))$, leading to the effective Langevin equation

$$\dot{\bar{x}} = M(\bar{x}) + \sqrt{V(\bar{x})} \eta(t),$$  \hspace{1cm} (17)

where the deterministic term and the variance of the
noise are respectively given by
\[ M(\bar{x}) = s \int_0^1 dx \, x(1-x)(x_* - x)P_q(x|y(\bar{x})) \] (18a)
and
\[ V(\bar{x}) = (\Omega N)^{-1} \int_0^1 dx \, x(1-x)P_q(x|y(\bar{x})). \] (18b)

At the lowest non-trivial order in small \( s_e/m \), the population behaves as a well-mixed one with effective parameters which are rescaled due to the finite migration rate \( m \), in agreement with the results of Refs. [1, 2, 3]. In particular, the deterministic force and the variance of the stochastic term turn out to be
\[ M^{(0)}(\bar{x}) = s_e \bar{x}(1-\bar{x})(x_*^e - \bar{x}), \] (19a)
\[ V^{(0)}(\bar{x}) = \bar{x}(1-\bar{x})/N_e, \] (19b)
where the effective selection strength \( s_e \) and the effective optimal frequency \( x_*^e \) are given in Eq. (14) and (16) respectively, while
\[ N_e = N \Omega \left( 1 + \frac{1}{2m'} \right) \] (20)
is the effective population size. It is worth noting that as the migration rate \( m' \) increases, the effective parameters \( s_e \) and \( x_*^e \) approach the values they have for the isolated demes, while the effective size \( N_e \) tends to the total number \( N \Omega \) of individuals in the metapopulation; accordingly, in the limit \( m' \to \infty \), the internal structure of the metapopulation does not affect its dynamics and subdivision plays no actual role.

If balancing selection is not symmetric, i.e., \( x_* \neq 1/2 \), the effective drift \( M^{(0)}(\bar{x}) \) in Eq. (19a) can be written as the sum of a symmetric term
\[ M^{(0)}_{\text{symm}}(\bar{x}) = s_e \bar{x}(1-\bar{x})(1/2 - \bar{x}) \] (21)
and a directional selection term \[ M^{(0)}_{\text{dir}}(\bar{x}) = \sigma_e \bar{x}(1-\bar{x}), \] (22)
where
\[ \sigma_e = s_e (x_*^e - 1/2) \] (23)
is an effective directional selection coefficient. \( M^{(0)}_{\text{symm}} \) promotes coexistence of the two alleles and therefore it increases the biodiversity of the system, slowing down fixation; \( M^{(0)}_{\text{dir}} \), instead, favors fixation of one of the alleles (depending on the sign of \( \sigma_e \)). The competition between these two terms determines whether balancing selection actually slows down or speeds up fixation of the population as a whole. One can therefore expect that, depending on the ratio \( |\sigma_e/s_e| \) being larger than some threshold \( \theta \), \( M^{(0)}_{\text{dir}} \) prevails over \( M^{(0)}_{\text{symm}} \) such that balancing selection eventually accelerates fixation. According to Eq. (16), this occurs for
\[ |x_* - 1/2| > \frac{m'\theta}{m' + 1}, \] (24)
which provides a heuristic estimate of the region of the parameter space within which balancing selection should facilitate fixation. The fact that balancing selection slows down fixation only if the optimal frequency \( x_* \) is far enough from the absorbing boundaries (i.e., if it is close enough to \( x_* = 1/2 \)) was first noticed in Ref. [29] for the case of balancing selection in well-mixed populations, by analyzing the eigenvalues of the transition matrix of the Moran-like dynamics. In the next section, we argue that this change of behavior becomes an actual phase transition in the limit \( N \to \infty \) of subdivided populations.

### III. PHASE TRANSITION IN THE INFINITE ISLAND MODEL (\( N = \infty \))

In the limit of an infinite number of demes, Eq. (17) becomes deterministic because the variance \( V(\bar{x}) \) of the noise vanishes; this is not the case for the noise in the single-deme equation (10), which is finite as long \( \Omega \) is finite and therefore determines a non-trivial quasi-stationary distribution \( P_q(x|y(\bar{x})) \) which, in turn, affects Eq. (17). Depending on the values of the parameters \( s', m', \) and \( x_* \), the internal stochasticity of the demes might be sufficiently strong to drive the metapopulation to fixation even in the infinite-size limit \( N \to \infty \). In fact, the deterministic part of Eq. (17) might drive \( \bar{x} \) towards one of the two absorbing states \( x_0 \) and \( x_1 \) corresponding to \( \bar{x} = 0 \) and \( \bar{x} = 1 \), respectively. In addition to these latter solutions, Eq. (17) admits also a stationary state with \( \bar{x} = x_{\infty} \), which can be determined by requiring that \( M(x_{\infty}) \) vanishes, i.e., by solving the equation [see Eq. (18a)]
\[ \int_0^1 dx \, x(1-x)(x_* - x)P_q(x|y) = 0, \] (25)
where \( y = y(x_{\infty}) \) is defined by the consistency condition in Eq. (13). Figure 1 shows the numerical determination of \( M(\bar{x}) \) as a function of \( \bar{x} \) for various values of \( x_* \) in a population characterized by the parameters reported in the caption. The non-trivial zero \( x_{\infty} \) of \( M \) corresponds to an attracting stable state for the deterministic part of Eq. (17), which is asymptotically reached for \( t \to \infty \) unless the initial conditions are exactly on a boundary. The stability of the point \( x_{\infty} \) follows from the fact that \( M'(x_{\infty}) < 0 \). When \( x_{\infty} \in (0, 1) \), it represents a stable “active” state for the infinite population and it corresponds to the infinite-size limit \( (N \to \infty) \) of the metastable state in which a finite system \( (N < \infty) \) would spend a long time before fixating [6]. However \( x_{\infty} \) might coincide with one of the two boundaries 0 and 1, depending on the values of the parameters \( x_* \), \( m' \), and
$s'$ and correspondingly $M(\bar{x})$ has the same sign within the whole interval $(0,1)$: when this happens, the deterministic part of the dynamics drives the system towards fixation. Note that this fixation process is deterministic in nature and the system always reaches (asymptotically in time) the absorbing state determined by $x_\infty$, differently from the case with finite $N$ in which fixation is a stochastic process and both boundaries are attainable.

When computing the stationary value $x_\infty$ as a function of the optimal frequency $x_*$ for fixed $s'$ and $m'$, there exists a critical value $x_\infty^c(s',m')$, such that for $x_\infty \in (x_\infty^c,1-x_\infty^c)$ the infinite population is in the active phase, i.e., $x_\infty \in (0,1)$, while it otherwise reaches one of the two absorbing states $x_\infty = 0$ or 1. Figure 2 displays the dependence of the critical value $x_\infty^c$ on the migration rate $m'$ for several values of selection strength $s'$. Analytic estimates for the stationary value $x_\infty$ and for the critical value $x_\infty^c$ can be easily obtained for small $se/m$, in which case the condition (25) reduces to $M(0)(\bar{x}) = 0$. Using Eq. (19a) one gets

$$x_\infty^{(0)} = \begin{cases} x_\infty^c & \text{for } x_\infty^c \in [0,1], \\ 0 & \text{for } x_\infty^c < 0, \\ 1 & \text{for } x_\infty^c > 1, \end{cases}$$

(26)

where $x_\infty^c$ is given in Eq. (16), while

$$x_\infty^{(0)} = \frac{1}{2(m'+1)}.$$  

(27)

Here the superscript (0) denotes that the corresponding quantity has been calculated on the basis of the zero-order approximation $M(0)(\bar{x})$ for $M(\bar{x})$ in Eq. (17). This expression agrees with the heuristic estimate of Eq. (24) if one sets the numerical threshold $\theta$ to $\theta = 1/2$. The analytic determination of $x_\infty^{(0)}$ in Eq. (27) is reported in Fig. 2 as a solid line and it coincides, as expected, with the estimate based on the numerical solution of Eq. (25) for small $s'$ (uppermost dashed line). Within the same approximation, the mean frequency $\bar{x}$ in the active phase approaches the effective optimal frequency $x_\infty^e$ exponentially fast in time, i.e., $\bar{x}(t) - x_\infty^e \propto \exp[-se x_\infty^e t]$. In the absorbing phase, instead, an equally rapid evolution drives the system to fixation: for example $\bar{x}(t) \propto \exp[-se x_\infty^e t]$ for $x_\infty^e < 0$, with an equivalent expression holding for $x_\infty^e > 1$.

The global heterozygosity $H = 2\bar{x}(1-\bar{x})$ provides an index of the biodiversity of the population, as it vanishes in the absorbing states $X_0$ and $X_1$, while it does not in the active phase. In this respect it can be considered as an order parameter for the phase transition occurring at $x_\star = x_\infty^c$ and $x_\star = 1 - x_\infty^c$. Figure 3 reports $H$ as a function of $x_\star$, as obtained from the numerical solution of Eq. (25) for $s' = 1$ and $m' = 1$.

The picture presented above approximately carries over to the case in which the number of demes $N$ is finite but large. In this case one can heuristically assume that, in the absorbing phase $x_\star < x_\infty^c$ or $x_\star > 1 - x_\infty^c$, fixation to a boundary ($\bar{x} = 0$ or 1) is effectively reached when the distance of $\bar{x}$ to that boundary is smaller than $1/(\Omega N)$ (corresponding to having in the metapopulation only one individual different from the others) and therefore we expect the MFT to scale as $T_{fix} \propto \log(\Omega N)$ because of the exponential law with which $\bar{x}(t)$ approaches the boundary as a function of time. Figure 4 reports the MFT as a function of $N$ for various values of the optimal frequency $x_\star$. It can be noticed that, as expected from the arguments presented above, $T_{fix}/N$ increases upon increasing $N$ in the active phase (red squares), while it decreases in the absorbing phase (blue circles), and this supports the fact that a bona-fide phase transition should be present in the limit $N \to \infty$. A numerical interpolation reveals
Figure 3. Global heterozygosity $H$ in the stationary state $\tilde{x} = x_\infty$ for $N \to \infty$, as a function of the optimal frequency $x_*$ for $s' = 1$ and various values of $m'$. The value of $H$ has been obtained by the numerical solution of Eq. (25).

Indeed an exponential dependence of $T_{\text{fix}}/N$ (red solid line) as a function of $N$ in the active phase while a logarithmic one (blue dashed line) of $T_{\text{fix}}$ in the absorbing phase.

Figure 4. Dependence of the MFT $T_{\text{fix}}$ on the size $N$ of the metapopulation, for $\Omega = 100$, $s' = 1$ and $m' = 1$. The MFT has been determined via numerical simulations of the Wright-Fisher (WF) model. For $x_* = 0.4$ (red squares) $T_{\text{fix}}/N$ shows an approximate exponential increase upon increasing $N$ (red solid line, $T_{\text{fix}}/(\Omega N) = \exp[0.46 + 0.025N]$) while for $x_* = 0.2$ (blue circles) $T_{\text{fix}}$ displays an approximate logarithmic dependence on $N$ (blue dashed line, $T_{\text{fix}}/(\Omega N) = [-27 + 16 \log N]/N$).

IV. THE CASE OF SLOW MIGRATION

The effective description of the island model with migration introduced in Ref. [6] and summarized in Section II C relies on a perturbative expansion in the parameter $s_c/m$. The predictions concerning the collective behavior of the metapopulation and, in particular, the mean fixation time are therefore valid only within the region of the parameter space corresponding to small $s_c/m$. If the migration rate $m$ is large, this region stretches and includes large values of the selection strength $s \approx m$. Interestingly enough, this case can also be described by using a fast-mode elimination method recently proposed in Ref. [30]. On the contrary, for small migration rate $m$, the approximation discussed in Sec. II C is expected to be accurate only for a small selection coefficient $s$. In particular, it requires $s \ll 1/\Omega$ for the value $m \approx 1/(\sqrt{2} \Omega)$ of the migration rate $m$ at which the parameter $s_c/m$ reaches its maximum as a function of $m$. However, numerical evidence suggests that the predictions of this approximation are in fact accurate beyond the cases mentioned above; in order to rationalize this fact, in this Section we develop an alternative description of the system for small migration rate $m$.

A. Effective voter model

With a small but non-vanishing migration rate $m$ — such that $0 < m' \ll T_{\text{fix}}^{-1}$ [31] — each deme rapidly evolves towards one of the “boundary states” $x_i = 0$ or 1, which are no longer absorbing due to $m' \neq 0$, and it spends most of the time close to it. This is illustrated in Fig. 5 (see also Fig. 1 in Ref. [6]) which shows the time evolution of the allele frequencies $x_i(t)$ in the various demes of a population with $x_i(t = 0)$ either equal to 0.05 or 0.95, for two values of migration rate (a) $m' = 0.1$ and (b) $m' = 0.01$ and some values of selection strength $s'$. According to Eq. (6) one has $m'/T_{\text{fix}}^{-1} \approx 10^{-2}$ and $\approx 10^{-2}$ for panel (a) and (b), respectively. As anticipated, the demes in panel (b) evolve towards the boundary states significantly faster than those in panel (a) and spend most of their time into them. However, sometimes it happens that a different allele is received by a deme because of migration and it rapidly fixates, causing the variable $x_i$ to “jump” to the other boundary state. Accordingly, one can describe this dynamics in terms of an effective voter model, in which each deme of the metapopulation is mapped onto a voter with one of the two possible opinions which corresponds to the states $x_i = 0$ or 1. Migration then acts as an effective interaction among the voters, which can influence and change each other’s state. More precisely, with a rate $[32]$:

$$r = m'N/2$$

(28)

two randomly selected voters interact and, if they are in different states, their interaction can cause one voter (or both) to change its state. In particular, as a consequence of the interaction between voters $i$ and $j$ with $x_i = 0$ and $x_j = 1$, they change state with probability $p = p(1|1/\Omega)$ and $q = p(0|1 - 1/\Omega)$ respectively, where $p(x'|x)$ is the probability for a single isolated deme to reach the value $x'$ starting from an initial value $x$ before fixation occurs, and is reported in Eq. (7). Accordingly
noise such as the one in Eq. (3). For small \( s', m' \) and large \( \Omega \), these effective coefficients reduce to

\[
\sigma_{e\text{vot}} = 2m's(\bar{x}_s - 1/2),
\]

\[
N_{e\text{vot}} = \frac{\Omega}{2m'},
\]

and they coincide with the coefficients \( \sigma_e \), \( N_e \) evaluated in Eq. (23) and (20), respectively. Since the expressions in Eqs. (31) and (23)-(20) have been obtained via two completely different approaches, their agreement demonstrates that both of them correctly capture the dynamics of the system at a coarser scale. As it was the case in Sec. II C, the system behaves effectively as a well-mixed population with rescaled effective coefficients.

Note, however, that the deterministic term in Eq. (30) has the same functional form (typical of directional selection) as \( M^{(0)}_{\text{dir}}(\bar{x}) \), while the analogous of \( M^{(0)}_{\text{symm}}(\bar{x}) \) — the footprint of balancing selection — is missing completely. This is due to the fact that the specific form of the selection does not enter into the definition of the effective voter model; on the one hand, this model provides a viable approximation for the dynamics of any metapopulation with small enough migration rate but, on the other, it fails to capture some qualitative features of balancing selection.

The MFT \( T^{(0)}_{\text{fix}} \) of the voter model can be evaluated from Eq. (30) via the standard methods [24] which we used in order to derive \( T_{\text{fix}} \) (see Eqs. (4) and (6)) from the analogous Langevin equation (3); in Eq. (4), the single-deme parameters \( s, \Omega \) have to be replaced by the migration-dependent renormalized parameters \( \sigma_{e\text{vot}}, \quad N_{e\text{vot}} \); while the functions \( S(a,b) \) and \( F(a,b) \) in Eq. (4), associated with balancing selection, have to be replaced by the corresponding ones for the directional selection

\[
S_{\text{vot}}(a,b) = \exp\left[-2\sigma_{e\text{vot}}N_{e\text{vot}}a\right] - \exp\left[-2\sigma_{e\text{vot}}N_{e\text{vot}}b\right],
\]

\[
F_{\text{vot}}(a,b) = \int_a^b dz \int_z^1 dy \exp\left[2\sigma_{e\text{vot}}N_{e\text{vot}}(y - z)\right]/y(1-y).
\]

In the symmetric case \( x_s = 1/2 \) one eventually finds

\[
T^{(0)}_{\text{fix}} = \frac{N\log 2}{m'b(1-p)}.
\]

This MFT \( T^{(0)}_{\text{fix}} \) is reported in Fig. 6 (blue dashed line) as a function of \( m' \), for \( \Omega = 100, \quad N = 30 \), and \( s' = 1 \). For small values of \( m' \lesssim 0.03, \quad T^{(0)}_{\text{fix}} \) is in excellent agreement with the data from numerical simulations of the Wright-Fisher microscopic model (symbols,WF), with the first-order estimate \( T^{(1)}_{\text{fix}} \) described in Ref. [4] (green solid line), and with the MFT \( T^{(i)}_{\text{vot}} \) (brown dashed line) obtained by introducing an intermediate state in the voter model, which we discuss further below.
Figure 6. Mean fixation time as a function of the migration rate \( m' \), for a metapopulation consisting of \( N = 30 \) demes of \( \Omega = 100 \) individuals each, with \( s' = 1 \) and \( x_s = 1/2 \). Symbols correspond to the MFT of the Wright-Fisher (WF) model obtained via numerical simulations. The red dash-dotted and green solid curves correspond to the analytic prediction \( T_{\text{fix}}^{(0)} \) and its improvement \( T_{\text{fix}}^{(1)} \), respectively, obtained as described in Sec. [II] and in Ref. [6]. The blue dashed line is the MFT \( T_{\text{fix}}^{(1)} \) [see Eq. (33)] of the effective voter model described in the main text. The brown dashed curve, instead, corresponds to the MFT \( T_{\text{fix}}^{(1)} \) of the voter model with an intermediate state (see Sec. [IVB]), which reproduces qualitatively the nonmonotonic behavior observed in the numerical data. The “lifetime” \( T_{\text{fix}} \) of the intermediate state introduced in Sec. [IVB] is estimated as described in Appendix [C].

B. Effective voter model with an intermediate state

In the previous section, the fixation process of the single demes was considered to occur instantaneously and therefore each deme was supposed to be always in one of the two boundary states \( x_i = 0 \) or 1. However, the transition from one boundary state to the other — triggered by the exchange of individuals between demes — takes some time and this fact can be accounted for by introducing in the model an intermediate uncertain voter with no definite opinion. This intermediate state is associated with a single-deme frequency \( x_i = x_u \), where \( x_u \approx x_s \) is an effective parameter, which depends on the optimal frequency \( x_s \) and on the rates \( s' \) and \( m' \). This state is supposed to be metastable, with a “lifetime” \( T_u \) proportional to the single-deme fixation time \( T_{\text{fix}}^{(1)} \) reported in Eq. (4); this means that the intermediate state decays with a rate \( 1/T_u \) into one with definite opinion \( x_i = 0 \) or 1. In Appendix [C] we discuss a possible heuristic estimate of the effective parameter \( T_u \). Following the line of argument outlined in the previous subsection, and the notation introduced there, the state \( x_i = 1 \) is reached from the intermediate state with probability \( \tilde{p} = p(1|x_u) \). The presence of an intermediate state is known to change completely the nature of the ordering process of the voter model [33]. Here such a state is introduced in order to mimic the effect of balancing selection and, as we discuss further below, it is sufficient to cause the emergence of an internal attractive point in the dynamics of \( \bar{x} \) and nonmonotonic dependences of the MFT on the relevant parameters.

With a rate \( r = m'N/2 \) (the same as for the effective voter model, described in the previous subsection) an interaction takes place between any pair of voters. After an interaction with a voter having a different definite opinion or an indefinite one, a voter with a definite opinion can lose its own, entering the intermediate state. In order to illustrate this in more detail, consider a voter \( i \) in the state \( x_i = 0 \): its interaction with a voter \( j \) in a different state \( x_j = 1 \) consists of the exchange of one individual between them, which introduces in the \( i \)-th deme an individual with allele \( A \) into a background population of individuals with allele \( B \) (and vice versa in the deme \( j \)). The probability that the \( i \)-th deme, with a frequency \( x_i = 1/\Omega \) after the exchange, reaches the value \( x_i = x_u \) is given by \( P = p(x_u|1/\Omega) \), which represents the probability that the \( i \)-th voter, initially in the state \( x_i = 0 \), reaches the intermediate state after the interaction with the \( j \)-th deme. Similarly, the probability that the voter \( j \), initially in the state \( x_j = 1 \), reaches the intermediate one due to its interaction with the voter \( i \) is \( Q = p(x_u|1 - 1/\Omega) \). Let us consider now the case of a voter in the state \( x_i = 0 \) interacting with a voter \( j \) in the intermediate one: due to this interaction, \( i \) reaches the value \( x_i = x_u \) with probability \( x_u P \). Indeed, deme \( i \) receives from deme \( j \) an individual with allele \( A \) with probability \( x_u \), in which case the frequency \( x_i \) of allele \( A \) in deme \( i \) reaches the value \( x_u \) with probability \( P \). It is important to note that we assumed that such an interaction has no effect on the voter in the intermediate state because, for large \( \Omega \), the state \( x_u \pm 1/\Omega \) has almost the same fixation probability as \( x_u \) (i.e., \( p(0|x_u \pm 1/\Omega) \approx p(0|x_u) \)). For later purposes we emphasize here that generically \( P \) increases monotonically upon increasing the selection strength \( s' \), at least for \( 0.25 \lesssim x_s \lesssim 0.75 \). This feature turns out to be crucial for understanding the nonmonotonic behavior of the MFT as a function of \( s' \) (for fixed \( m' \)), which is discussed in detail further below.

In the following we denote by \( N_0, N_1 \), and \( N_u \) the numbers of voters in states 0, 1, and \( x_u \), respectively. Since \( N_0 + N_1 + N_u = N \), the state of the metapopulation is fully determined by \( N_0 \) and \( N_1 \). The rates of the possible transitions previously described are, in the \((N_0, N_1)\) space,

- \( (N_0, N_1) \xrightarrow{W_0} (N_0 - 1, N_1) \),
- \( (N_0, N_1) \xrightarrow{W_0} (N_0, N_1 - 1) \),
- \( (N_0, N_1) \xrightarrow{W_0} (N_0 - 1, N_1 - 1) \),
- \( (N_0, N_1) \xrightarrow{W_0} (N_0 + 1, N_1) \),
- \( (N_0, N_1) \xrightarrow{W_0} (N_0, N_1 + 1) \).
where
\[
W_A = \frac{m'P N_0}{N} [N_1(1 - Q) + N_0 x_u],
\]
\[
W_B = \frac{m'Q N_1}{N} [N_0(1 - P) + N_u(1 - x_u)],
\]
\[
W_C = \frac{m'P Q N_0 N_1}{N},
\]
\[
W_D = \frac{1 - \tilde{p}}{T_u} N_u,
\]
\[
W_E = \frac{\tilde{p}}{T_u} N_u.
\]

These rates define the transition matrix \( W_{\tilde{N}\rightarrow\tilde{N}'} \) of the effective voter model with intermediate states, the stochastic evolution of which is described by the master equation
\[
\partial_t P(\tilde{N}, t) = \sum_{\tilde{N}'} \left[ P(\tilde{N}', t) W_{\tilde{N}\rightarrow\tilde{N}'} - P(\tilde{N}, t) W_{\tilde{N}'\rightarrow\tilde{N}} \right],
\]
where \( P(\tilde{N}, t) \) is the probability to find the system in the state \( \tilde{N} = (N_0, N_1) \) at time \( t \).

1. Numerical evaluation of the MFT

On the basis of the (forward) master equation (35), a backward master equation for the fixation probability \( u(\tilde{N}, t) = P((N, 0); t|\tilde{N}; 0) + P((0, N); t|\tilde{N}; 0) \) immediately follows
\[
\partial_t u(\tilde{N}, t) = \sum_{\tilde{N}'} \left[ W_{\tilde{N}\rightarrow\tilde{N}'} u(\tilde{N}', t) - W_{\tilde{N}'\rightarrow\tilde{N}} u(\tilde{N}, t) \right].
\]
This equation can be solved numerically by introducing a time discretization \( t_n = n \delta t \) (where \( \delta t \) is a time interval chosen to be small enough to ensure that \( W_{\tilde{N}\rightarrow\tilde{N}'} \delta t \ll 1 \) for every pair \( (\tilde{N}, \tilde{N}') \)) and by using the finite difference approximation of the time derivative (Euler's method). The state is described by an \( (N + 1) \times (N + 1) \) array \( u_n(N_0, N_1) \) with \( N_0, N_1 = 0, \ldots, N \), whose entries are constrained to vanish for \( N_0 + N_1 > N \). At each time step, the entries of \( u_n \) evolve according to the discrete version of Eq. (36).

If the system starts from a state different from the absorbing boundaries \( X_1 = (N_0 = 0, N_1 = N) \) and \( X_0 = (N_0 = N, N_1 = 0) \), the initial condition for the fixation probability is \( u_0(N_0, N_1) = \delta_{N_0,N} \delta_{N_1,0} + \delta_{N_0,0} \delta_{N_1,N}, \) where \( \delta_{M,N} = 1 \) for \( M = N \), 0 otherwise. Since we are interested in the determination of the MFT for a system which starts from the state \( (N_0 = N/2, N_1 = N/2) \), we focus on the quantity \( U_n \equiv u((N/2, N/2), t_n) \). The probability density \( p^\text{fix}(t) \) for reaching one of the two absorbing states as a function of the time \( t \) is therefore given by the discrete derivative of \( U \) for sufficiently small \( \delta t \), which reads
\[
p_n^\text{fix} = \frac{U_n - U_{n-1}}{t_n - t_{n-1}}.
\]

In terms of this density, the MFT \( T_n^\text{fix} \) of the voter model with intermediate state is given, for \( \delta t \rightarrow 0 \), by
\[
T_n^\text{fix} = \sum_{n=1}^{\infty} t_n p_n^\text{fix},
\]
which can be estimated as
\[
T_n^\text{fix} \approx \sum_{n=1}^{n_{\text{max}}} t_n p_n^\text{fix} + T_{\text{tail}},
\]
where the term \( T_{\text{tail}} \) is associated with the tail of the distribution \( p(t) \) for \( t > t_{\text{max}} = t_{n_{\text{max}}} \) and it can be conveniently estimated by fitting \( u(\tilde{N}, t) \) with an exponential function in the corresponding range. In fact, \( U_n \approx 1 - e^{-\mu t_n} \) for large \( t_n \), from which we obtain
\[
T_{\text{tail}} \approx \left( t_{\text{max}} + \frac{1}{\mu} \right) e^{-\mu t_{\text{max}}},
\]
where the value of \( \mu \) is determined from the fit.

Figure 6 compares the various estimates of the MFT, as obtained from the simple voter model \( T_{\text{fix}}^{(0)} \), the voter model with intermediate states \( T_{\text{fix}}^{(1)} \), and from the lowest-order \( T_{\text{fix}}^{(0)} \), the voter model without intermediate state. For small \( m \), the estimates \( T_{\text{fix}}^{(0)} \) and \( T_{\text{fix}}^{(1)} \) agree with the results of simulations and with the first-order \( T_{\text{fix}}^{(1)} \) in the small-\( s \) expansion. It can be noticed that the introduction of the intermediate state extends to larger values of \( m \) the range within which the approximation is accurate and, more importantly, it makes the model able to capture qualitatively the nonmonotonic behavior of the MFT as a function of \( m \). This demonstrates that the existence of the intermediate (metastable) state plays a crucial role in determining the emergence of the nonmonotonicity in the mean fixation time, as was argued in Ref. 6.

In Fig. 7 we report the MFT as a function of the selection rate \( s' \) for a fixed small value of the migration rate \( m' = 0.005 \). It can be noticed that \( T_{\text{fix}}^{(0)} \) from Eq. (38) is in excellent agreement with the results of the numerical simulations of the Wright-Fisher model (symbols) also for quite large values of the selection rate \( s' \); the introduction of the intermediate state in the voter model significantly improves the accuracy of the approximation compared to both \( T_{\text{fix}}^{(0)} \) and \( T_{\text{fix}}^{(1)} \) discussed in Ref. 6 and to \( T_{\text{fix}}^{(0)} \) of the voter model without intermediate state.

Since balancing selection tends to push all the demes towards the configuration with allele frequency \( x_s \) which is far from the boundaries (at least for \( x_s \simeq 1/2 \), it is heuristically expected to cause a slowing down of fixation and therefore to increase the MFT; however, Fig. 7 shows
that this is not always the case and in fact the MFT plotted here displays a nonmonotonic behavior as a function of the selection rate. This nonmonotonicity appears for small enough \( m' \) and it can be rationalized on the basis of the equivalent voter model with intermediate states. In fact, the MFT \( T_{\text{fix}}^{\text{vi}} \) is expected to be proportional to the mean time \( T_{\text{change}} \) that a voter needs to change its opinion, which can be estimated as \( T_{\text{change}} \approx T_{\text{int}} + T_u \), where \( T_{\text{int}} \) is the time scale associated with an interaction able to drive a voter initially in states \( 0 \) or \( 1 \) into the intermediate one \( x_u \) with “lifetime” \( T_u \). Since a voter interacts with a typical rate \( m' \) and, after this interaction, it reaches the intermediate state \( x_u \) with probability \( P \), the rate \( T_{\text{int}}^{-1} \) associated with the transitions towards the intermediate state is given by \( T_{\text{int}}^{-1} \simeq m' P \), so that

\[
T_{\text{change}} \simeq \frac{1}{m' P} + T_u. \tag{40}
\]

For small \( s' \), the mean time \( T_{\text{change}} \) is predominantly determined by the term \( 1/(m' P) \), which in fact increases upon decreasing \( s' \), while in the opposite limit of large \( s' \) it is actually determined by \( T_u \), which increases upon increasing \( s' \). The interplay between these two terms results in the nonmonotonic dependence of \( T_{\text{change}} \) — and therefore of \( T_{\text{fix}}^{\text{vi}} \) — on \( s' \). However, upon further increasing \( s' \), it is no longer correct to assume that each deme spends a large part of its time into a boundary state, and therefore in this regime one cannot expect \( T_{\text{fix}}^{\text{vi}} \) to reproduce accurately the corresponding results of numerical simulations of the Wright-Fisher model; nonetheless \( T_{\text{fix}}^{\text{vi}} \) still captures the qualitative behavior of \( T_{\text{fix}} \) of such a model, as it is clearly seen in Fig. 7 by comparing the symbols (numerical simulations) with the dashed line.

2. Effective equation for the mean frequency \( \bar{x} \)

When the migration rate \( m \) is small (and therefore the interaction rate \( r \) among the voters is small — see Eq. (28)) only a relatively small fraction of voters is in the intermediate state, i.e., \( N_u \ll N \). For large \( N \), the evolution of \( \bar{x} \) is expected to be slow compared to that of \( N_u \), because every interaction causes a change \( \Delta N_u = \pm 1 \) of \( N_u \), but only a change \( \Delta \bar{x} \lesssim 1/N \) of \( \bar{x} \sim 1 \), so that the relative variation \( |\Delta N_u|/N_u \) of the former is significantly larger than that of the latter \( |\Delta \bar{x}|/\bar{x} \ll |\Delta N_u|/N_u \). This time scale separation allows us to consider \( N_u \) as a fast fluctuating variable on the time scale which characterizes the dynamics of \( \bar{x} \). Conversely, \( \bar{x} \) can be considered as a slowly varying (or almost constant) parameter on the time scale of the dynamics of \( N_u \).

For the sake of simplicity, we focus here on the case of symmetric balancing selection \( (x_u = 1/2, p = 1/2, P = Q) \), but the discussion below can be straightforwardly generalized to the nonsymmetric case, with similar conclusions. Considering the characteristic time scale over which the number \( N_u \) of voters in the intermediate state evolves, one finds an estimate for its average in the large-\( N \) and small-\( m \) limit by solving the stationary master equation which describes the evolution of \( N_u \) (see Appendix D1 for details)

\[
\langle N_u \rangle \simeq \frac{2m' N P T_u \bar{x}(1 - \bar{x})}{1 - m' P T_u/2}. \tag{41}
\]

Note that, as expected, the average number \( \langle N_u \rangle \) of voters in the intermediate state vanishes as \( m' \to 0 \). On the time scales over which \( \bar{x} \) varies, we can approximate \( N_u \) with its average \( \langle N_u \rangle \) [see Eq. (41)]; this allows us to write an effective Langevin equation for the evolution of the mean frequency \( \bar{x} \), which reads

\[
\dot{\bar{x}} = s_{vi} \bar{x}(1 - \bar{x})(1/2 - \bar{x}) + \sqrt{\bar{x}(1 - \bar{x}) N_{vi}} \eta(t), \tag{42}
\]

for large \( N \) and \( \Omega \) and small \( m \) (see Appendix D2 for a detailed derivation), where \( s_{vi} = m^2 P^2 T_u/(1 - m' P T_u/2) \) is an effective selection coefficient and \( N_{vi} = N/(m' P) \) is an effective population size. These effective parameters coincide with \( s_v \) and \( N_v \) (see Eqs. (14) and (20)), respectively, for large \( \Omega \) and small \( s' \). Since \( s_v \) and \( s_{vi} \), \( N_v \) have been obtained by following two completely different approaches, their agreement show the emergence of a coherent effective dynamics at a coarser scale. Note that the deterministic term in Eq. (42) has an internal attrac-
tive point $\bar{x}_s = 1/2$, which is the footprint of balancing selection, and this means that the intermediate state $x_u$ is the crucial ingredient in order to capture the main features of balancing selection; note also that $s_u \propto m'^2$ for small $m'$, where indeed the approximation in Eq. (30) is accurate.

V. SUMMARY AND CONCLUSIONS

Balancing selection is a major mechanism responsible for promoting and maintaining biodiversity, as it favors the coexistence of different alleles in the same population. Under balancing selection, the evolution of a population is characterized by the emergence of a long-lived metastable state (at least for sufficiently strong selection), which is eventually destabilized by stochasticity (genetic drift). When the population is subdivided in many subpopulations of equal size and features, migration interacts with balancing selection and with genetic drift to determine the ultimate fate of the population. In Ref. [6] we noticed that the interplay of these evolutionary “forces” leads to the emergence of a separation of time scales between the global and the local dynamics, which can be used in order to develop an approximate description of the dynamics and therefore to determine the fixation properties of the population as a whole. In the present work, we have extended this approach in two directions. First, we have shown that, contrary to the heuristic expectation, balancing selection actually speeds up fixation with respect to a neutral model (i.e., a model without selection) if the allele frequency $x_s$ promoted by balancing selection in the coexistence state is close to extinction of one of the alleles. This phenomenon, already observed in Ref. [29] for well-mixed populations, carries over to a subdivided population, where, in addition, it is responsible for the emergence of a phase transition in the limit of an infinite number $N$ of subpopulations, each of finite size $\Omega$. We heuristically explain this behavior in Sec. III by decomposing the effect of asymmetric balancing selection on the evolution of the mean allele frequency $\bar{x}$ as a sum of a symmetric balancing selection term $M_{\text{symm}}(\bar{x})$ and a directional term $M_{\text{dir}}(\bar{x})$, which favor coexistence and fixation, respectively. In fact, it turns out that $M_{\text{dir}}(\bar{x})$ becomes stronger than $M_{\text{symm}}(\bar{x})$ as $x_s$ approaches one of the two boundaries $x_s = 0$ or 1, corresponding to the extinction of one of the alleles. It is then possible to characterize in detail the mean fixation time of finite populations as a function of the migration rate $m$ and of the other relevant parameters, the selection strength $s'$ and the optimal frequency $x_s$. While the perturbative results provided in Ref. [6] are limited either to fast migration or to moderate balancing selection, we have shown here how to extend them to slow migration and larger values of selection strength. In fact, a metapopulation with a small migration rate $m$ can be effectively described at a coarser level by a voter model with an interaction rate proportional to the migration rate $m$ in the metapopulation. In Sec. IV[A] we demonstrate that the MFT of this effective voter model correctly reproduces the one of the original metapopulation for slow migration. However, the standard voter model fails to reproduce some qualitative features of the MFT of the subdivided population, which are recovered once we introduce into the model an additional intermediate state, corresponding to a voter with no definite opinion. This intermediate state turns out to be crucial for reproducing the nonmonotonic behavior of the MFT as a function of the migration rate, originally observed in Ref. [6] (see Fig. 6 here); in addition, this model provides a prediction for the MFT in good quantitative agreement with simulations up to larger values of the migration rate. We have also shown that an analogous nonmonotonic behavior of the MFT emerges as a function of the selection strength for a sufficiently small and fixed migration rate, in qualitative and partially quantitative agreement with numerical simulation of the microscopic model (see Fig. 7).

In summary, the three-state effective model proposed here provides a coarser description of the collective behavior of the metapopulation that is useful in order to understand the mechanisms underlying the emerging phenomena observed in the population. Such a description is expected to carry over to other population models in which it is possible to identify a separation of time scales between local and global dynamics. In this respect, the metapopulation considered here has a very simple internal structure (it is a fully-connected graph), therefore it would be important to investigate whether the features discussed above are present on more general networked (or even spatially-embedded) systems and to understand their potential interplay with other dynamical phenomena, such as diffusion and coarsening. Since the validity of the effective models presented in this work only relies on the “slowness” of migration compared to the other forces driving the dynamics, these approximations could be adapted to various networks and spatial lattices, or even to different form of the inter-deme dynamics, as long as the migration between the demes is slow enough.

Appendix A: Diffusion approximation for the microscopic models

Given a microscopic model (e.g., Wright-Fisher) with certain transition rates, one can write the evolution equation for the probability $P(x, t)$ of finding the model in a certain configuration $x$ in the form of a master equation. The diffusion approximation then consists in approximating this equation with a Fokker-Planck (or equivalently, a Langevin) equation, i.e., with a diffusion equation with suitable $x$-dependent drift and diffusion coefficients. In particular, only the mean value $\langle \Delta x \rangle$ and the variance $\langle (\Delta x)^2 \rangle$ of the change $\Delta x$ per unit time of the variable $x$ resulting from the implementation of these microscopic dynamical transitions are accounted for.
for in the evolution equation. Although this approach is known to fail in some cases, for example for the susceptible-infected-susceptible (SIS) model of epidemiology (see e.g., Ref. [23]), it turns out to be quite accurate for the Wright-Fisher and Moran models discussed in the present work [6, 22].

1. Wright-Fisher model

For sufficiently large values of the subpopulation size \(\Omega\), one can rely on the diffusion approximation of the Wright-Fisher model defined by the rates discussed in Sec. [1]. For a well-mixed population characterized by the binomial sampling with the probability \(p_i(x)\) given in Eq. [1], one readily finds

\[
\mu(x) = \langle \Delta x \rangle = \tilde{s}x(1-x) + O(\tilde{s}^2),
\]

\[
v(x) = \langle (\Delta x)^2 \rangle = \frac{x(1-x) + O(\tilde{s})}{\Omega} + O(\tilde{s}^2), \tag{A1}
\]

For a subdivided population characterized by binomial sampling with the probability \(p(x_i, \bar{x})\) given in Eq. [8], instead, one finds

\[
\mu(x_i) = \langle \Delta x_i \rangle = \tilde{s}x_i(1-x_i) + m(\bar{x} - x_i) + O(\tilde{s}^2, \bar{s}m),
\]

\[
v(x_i) = \langle (\Delta x_i)^2 \rangle = \frac{x_i(1-x_i) + O(m, \tilde{s})}{\Omega} + O(\tilde{s}^2, m^2, \bar{s}m). \tag{A2}
\]

Accordingly, as anticipated in Sec. [1], the dynamics of the Wright-Fisher model within this diffusion approximation, and for sufficiently small rates \(\tilde{s}\) and \(m\), is described by the single-deme Langevin equations [10, 11] which have to be interpreted with the Itô prescription.

2. Moran model

The time evolution of the probability distribution \(P(x_i, t)\) of the deme frequencies \(\{x_i\}_i\), can be determined from the corresponding master equation with the rates given by Eq. [9]. For large \(\Omega\) and in the limit of continuous time \(\delta t \to 0\) (where \(\delta t\) denotes the duration of a step in the dynamics of the Moran model), standard expansions, such as the Kramers-Moyal expansion [34], lead to the Fokker-Planck equation

\[
\partial_t P(x_i, t) = -\sum_{j=1}^{N} \partial_{x_j} [\mu(x_j) P(x_i, t)]
\]

\[
+ \frac{1}{2} \sum_{j=1}^{N} \partial_{x_j}^2 [v(x_j) P(x_i, t)], \tag{A3}
\]

in which the drift \(\mu\) and the variance \(v\) are given by

\[
\mu(x_i) = \frac{W_1 - W_{-1}}{\Omega} = \frac{\tilde{s}}{2} x_i(1-x_i) + \frac{m}{2} (\bar{x} - x_i) + O(\tilde{s}^2),
\]

\[
v(x_i) = \frac{W_1 + W_{-1}}{\Omega^2} = x_i(1-x_i) + O(\tilde{s}, m), \tag{A4}
\]

where we have chosen the temporal step to be \(\delta t = 2/\Omega\). With this choice of time scales, the resulting genetic drift \(v(x_i)\) for small \(\tilde{s}\) and \(m\) is the same as the one of the Wright-Fisher model for a population of the same size, see Eq. [A2]. Note that, in order to recover the same expression also for the drift \(\mu(x_i)\), it is necessary to rescale the migration and the selection coefficients as \(m \to 2m\) and \(\tilde{s} \to 2\tilde{s}\), respectively. Equation (A3) is nothing but the Fokker-Planck equation associated with the set of \(N\) single-deme Langevin equations (10), which, as we argued above, also describe the dynamics of the Wright-Fisher model in the presence of migration.

Appendix B: Introduction of migration in the microscopic models

While the Wright-Fisher [18, 19] and Moran [20] models are typically employed in order to describe the single-population dynamics, below we discuss how one can modify their microscopic rules in order to account for the possibility of having migration from one population to another in the form of exchanges of individuals within different demes of an island model.

1. Wright-Fisher model

A standard way to introduce migration in the Wright-Fisher model is to modify the probability with which a new generation is sampled. In the migration process, which occurs between two subsequent generations, a mean number \(m\Omega\) of randomly chosen individuals leaves each deme and it is then randomly redistributed in the other demes. One can effectively think of all the individuals leaving the \(N\) demes as merging in a sort of “reservoir”, with a mean of \(m\Omega N\) individuals, and a mean fraction of type-\(A\) individuals determined by the inter-deme mean frequency (IDMF) \(\bar{x} = \sum_{i=1}^{N} x_i\). Individuals are then randomly chosen from this reservoir in order to replace those that migrated from each deme. Accordingly, the mean fraction of type-\(A\)-individuals arriving in the \(i\)-th deme because of this redistribution is \(m\Omega \bar{x}\), while the mean fraction of \(A\)-type individuals leaving deme \(i\) is \(m\Omega x_i\). Accordingly, the original fraction \(x_i\) has changed to \(m\bar{x} + (1-m)x_i\); because of migration, with this process affecting all the demes. This simplified description of the migration process neglects fluctuations in the number and in the composition of migrants during each generation and in fact, it accounts for migration only by mod-
ifying the probability \( p_r \) that a new individual carries allele \( A \).

2. Moran model

Let us consider an island model in which the single deme dynamics is based on the Moran model. In the absence of migration, because of death and reproduction, each deme evolves according to the rates in Eq. (2). Because of migration, during each step of the evolution, there can be an additional variation of the allele frequency \( x_i \). More precisely, the probability that in the \( i \)-th deme the number \( \Omega_A \) of individuals carrying allele \( A \) increases (decreases) by one unit is given by \( W_1^m \delta t \) (\( W_{-1}^m \delta t \)), where \( \delta t = O(\tau/\Omega) \) is the duration of the evolutionary step and the rates are given by

\[
W_1^m = m\bar{x}(1-x_i), \\
W_{-1}^m = m(1-\bar{x})x_i,
\]

(B1)

where we neglect the \( O((m\delta t)^2) \) probability that more than one individual per deme migrates within one evolutionary step.

Because of the simultaneous action of death, reproduction, and migration, the probability \( Q_k \) to have a change \( k = \pm 1, \pm 2 \) in the number of alleles \( A \) in the \( i \)-th deme between two subsequent generations is given by

\[
Q_2 = W_1 \delta t W_1^m \delta t, \\
Q_1 = W_1 \delta t [1 - (W_1^m + W_{-1}^m)\delta t] + [1 - (W_1 + W_{-1})\delta t] W_1^m \delta t, \\
Q_{-1} = W_{-1} \delta t [1 - (W_{-1}^m + W_1^m)\delta t] + [1 - (W_{-1} + W_1)\delta t] W_{-1}^m \delta t, \\
Q_{-2} = W_{-1} \delta t W_{-1}^m \delta t.
\]

(B2)

If one neglects the contribution of order \( O(\delta t^2) \), these probabilities generate the rates anticipated in Eq. (9).

Appendix C: Estimate of the “lifetime” \( T_u \) of the intermediate state

If the migration rate \( m' \) is sufficiently small, such that \( 0 < m' < T_{\text{fix1}}^{-1} \), each deme spends most of its time into one of the two boundary states, till it receives, due to migration, one individual different from the majority. In turn, this individual triggers an attempt to leave the boundary state which leads to the intermediate one \( x_u \) (and possibly to the opposite boundary) with an overall rate \( m' P_u \), as discussed in Sec. 4V. Under our assumption of small migration rate, this transition takes place before any other individual is exchanged by the deme with the rest of the population, and therefore it occurs as in an isolated deme, i.e., it takes a mean time \( T_{\text{fix1}} \). During this transition, the deme will spend a mean time \( T_u \) close to the intermediate state \( x_u \) before reaching the final boundary. Figure 8 provides a schematic representation of the time evolution of the allele frequencies of the various demes (indicated by solid and dashed lines of different colors) in the regime described above. In particular, the deme represented by the solid line has received an individual with allele \( A \) from another deme and has fixed it after a time \( T_{\text{fix1}} \), of which \( T_u \) spent close to the intermediate state promoted by balancing selection. Other demes of the metapopulation (indicated by dashed lines) evolve similarly, i.e., they move from one boundary state to the other, with possible unsuccessful attempts.

In order to estimate \( T_u \), we focus on the ratio \( \rho = T_u/T_{\text{fix1}} \), i.e., on the fraction of the time spent outside the boundaries in which the deme is actually close to \( x_u \); in the quasi-stationary state associated with a certain value of the mean frequency \( \bar{x} \) (and described by the density \( P_{qs}(x|\bar{x}) \)), \( \rho \) can be estimated as the ratio of the corresponding probabilities, i.e., of the probability to find a deme close to the intermediate state (that is \( x \simeq x_u \)) to the one of finding it outside the boundaries. In order to specify properly the condition of \( x_u \) being “close to” \( x_u \), hereafter we focus for simplicity on the symmetric case with \( x_u = x_1 = 1/2 \). In the effective voter model with the intermediate state, the continuous interval of states \( x \in [0,1] \) is represented by the three coarse states \( \{0,1/2,1\} \). It is then natural to associate to every value of \( x \) in the interval \([0,1]\) its closest representative state. With this definition, the probability \( P_u \) to find the deme close to the intermediate state is

\[
P_u(\bar{x}) = \int_{1/4}^{3/4} dx \, P_{qs}(x|\bar{x}).
\]

(C1)

On the other hand, the probability to find the deme out-
side the boundary states can be estimated as
\[ P_{\text{non-fix}}(\bar{x}) = \int_{1/\Omega}^{1-1/\Omega} dx P_{\text{eq}}(x|\bar{x}), \quad (C2) \]
where a minimal distance \(1/\Omega\) of the deme frequency from a boundary corresponds to having one individual different from the background. The ratio \(\rho\) can therefore be approximated as
\[ \rho(\bar{x}, s', m') = \frac{P_{\text{u}}(\bar{x})}{P_{\text{non-fix}}(\bar{x})}. \quad (C3) \]
A numerical study of the estimate of \(\rho\) according to Eq. (C3) is reported in Fig. 9 as a function of \(\bar{x}\) for \(m' = 0.2\), \(x_u = x_s = 1/2\), \(\Omega = 100\), and \(s' = 0, 4, 8,\) and 12 from bottom to top, calculated as explained in the main text on the basis of the quasi-stationary distribution.

Eq. (C3) is reported in Fig. 9 as a function of \(\bar{x}\) for \(m' = 0.2\), \(x_u = x_s = 1/2\), \(\Omega = 100\), and for various values of \(s'\). It particular \(\rho\) turns out to increase uniformly as \(s'\) increases, which indicates that \(T_u\) grows faster than \(T_{\text{fix1}}\) as a function of this parameter. It can be noticed that, while generically \(\rho\) depends on \(\bar{x}\), this dependence becomes increasingly less important as \(m'\) decreases. The typical \(\bar{x}\)-independent estimate of \(\rho\) (and therefore of \(T_u\)) can be obtained by considering the mean value
\[ \rho(s', m') = \int_0^1 d\bar{x} A(\bar{x}) \rho(\bar{x}, s', m'), \quad (C4) \]
which depends on the a-priori distribution \(A(\bar{x})\) of the frequency \(\bar{x}\). However, as we pointed out above, \(\rho(\bar{x}, s', m')\) is approximately independent of \(\bar{x}\) at least for sufficiently small \(m'\) and therefore the specific form of \(A(\bar{x})\) is inconsequential, so that we can set \(A = 1\) in Eq. (C4).

Figure 10 shows the dependence of \(\rho\) on the migration rate \(m'\), as obtained from the numerical integration of Eq. (C4) for various values of the selection coefficient \(s'\). We note again that \(\rho\) is an increasing function of the selection coefficient \(s'\), and this can be heuristically understood from the fact that balancing selection favors the location of the deme frequency \(x_i\) around the optimal frequency \(x_\ast\). Using Eq. (C4), it is straightforward to obtain a numerical estimate for the lifetime of the intermediate state as \(T_u \simeq \rho T_{\text{fix1}}\).

Figure 10. Mean fraction \(\rho\) of time that a deme spends close to the intermediate state \(x_u\) as a function of the migration rate \(m'\), for \(x_u = x_s = 1/2\), \(\Omega = 100\), and \(m' = 0.001, 0.2,\) and 0.5 from bottom to top; these values of \(\rho\) have been estimated on the basis of Eq. (C4) with an uniform a-priori distribution \(A(\bar{x}) \equiv 1\).

Appendix D: Derivation of the effective equation for \(\bar{x}\) in the voter model with intermediate state

In Sec. IVB we introduced a simplified description of the metapopulation consisting of \(N\) demes in terms of a voter model with \(N\) individuals which can have a definite (0,1) or no definite opinion. Each deme of the original island model is represented by a voter, with opinion 0 or 1 depending on whether the deme has almost fixated at the values \(x = 0\) or 1 of the frequency \(x\) of allele \(A\), while individuals with no definite opinion correspond to demes with \(x = x_u \simeq x_s\) fluctuating in an intermediate long-lived state. The dynamics of the island model can therefore be described at this coarser level by following the evolution of the numbers \(N_u, N_0,\) and \(N_1 = N - N_u - N_0\) of individuals with intermediate opinion, or opinions 0 and 1, respectively.

1. Evolution of \(N_u\)

Under the assumption that \(\bar{x} = (N_1 + x_u N_u)/N\) is constant (or slowly varying), the behavior of \(N_u\) is described by a conditional quasi-stationary distribution \(P_{\text{eq}(N_u|\bar{x})}\); this distribution is the stationary solution of the master equation
\[ 0 = \sum_{n=-1,1,2} [W_{N_u-n \rightarrow N_u} P_{N_u - n} - W_{N_u \rightarrow N_u + n} P_{N_u}]. \quad (D1) \]
where, for small $N_0/N$ and considering the symmetric case $x_0 = x = 1/2$ for simplicity, the rates in Sec. IVB can be written as
\begin{align}
W_{N_u \to N_u+1} &= m'P[2N(1-P)x(1-x) + N_u/2], \\
W_{N_u \to N_u+2} &= m'NP^2x(1-x), \\
W_{N_u \to N_u-1} &= N_u/T_u,
\end{align}
where $P = p(x_u|1/\Omega)$ is the probability that a deme with initial frequency $x = 1/\Omega$ reaches the intermediate state $x = x_u$ before fixation. Since the rates $W_{N_u \to N_u'}$ are linear functions of $N_u$, the evolution of the mean value $\langle N_u \rangle = \sum_{N_u=0}^{\infty} N_u P_{qs}(N_u|\bar{x})$ can be written in closed form:
\begin{equation}
\partial_t \langle N_u \rangle = \sum_n n W_n(\langle N_u \rangle).
\end{equation}
The approximate expression reported in Eq. (41) can be obtained from the stationary condition $\partial_t \langle N_u \rangle = 0$, under the assumption of large $N$ and small $m'$.

2. Evolution of $\bar{x}$

We study here the evolution of $\bar{x}$ by considering the fluctuations of $N_u$ around its average given in Eq. (41); for the sake of simplicity we focus on the symmetric case $x_* = 1/2$, but the discussion below carries over to a generic value of $x_*$. Because of the presence of demes in the intermediate state, the value of $\bar{x}$ receives a contribution of the form
\begin{equation}
\bar{x} = \frac{N_1}{N} + \frac{N_u}{2N},
\end{equation}
and therefore
\begin{align}
N_1 &= N\bar{x} - N_u/2, \\
N_0 &= N(1-\bar{x}) - N_u/2.
\end{align}

These relations can now be used in order to express the rates $W_{A,\ldots,D}$ in Eq. (34) as functions of $N_u$. For large $\Omega$ these expressions can be further simplified by taking into account that $P, Q \propto 1/\Omega$ for $s'$ not too large (we recall here that $P = p(x_u|\Omega^{-1}), Q = p(x_u|1-\Omega^{-1})$ — see Sec. IVB — with $p$ given in Eq. (7)), and that $T_u \propto T_{fix1} \propto 1/\Omega$; one eventually finds
\begin{align}
W_A &= m'NP \left\{ x(1-x) - \frac{N_u x}{N} \right\} + O(1/\Omega^2), \\
W_B &= m'NP \left\{ (1-x) - \frac{N_u}{N} \right\} + O(1/\Omega^2), \\
W_C &= O(1/\Omega^2), \\
W_D &= W_E = N_u/(2T_u).
\end{align}
As discussed in Sec. IVB2, the evolution of $\bar{x}$ can be described by an effective Langevin equation (diffusion approximation, see Appendix A) in the large $N$ limit,
\begin{equation}
\dot{\bar{x}} = M_{vi}(\bar{x}) + \sqrt{V_{vi}(\bar{x})} \eta(t),
\end{equation}
where the drift and variance are given by
\begin{align}
M_{vi}(\bar{x}) &= \sum_{i=A,B,C,D,E} W_i \Delta \bar{x}_i, \\
V_{vi}(\bar{x}) &= \sum_{i=A,B,C,D,E} W_i (\Delta \bar{x}_i)^2,
\end{align}
and the relevant increments are $\Delta \bar{x}_A = \Delta \bar{x}_E = 1/(2N)$ and $\Delta \bar{x}_B = \Delta \bar{x}_D = -1/(2N)$. Then, by replacing $N_u$ with its mean $\langle N_u \rangle$ reported in Eq. (41), we eventually obtain the result anticipated in Eq. (12).
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