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Abstract. With the explosive growth of network information, in order to obtain the information faster and more accurately, this paper proposes a text keyword extraction method based on Bert. Firstly, the key sentence set is extracted from the background material by Bert model as the information supplement to the text. Then, based on the extended text, TF-IDF, text rank and LDA are combined to extract keywords. The experimental results on real science and technology academic paper data sets show that the performance of the fusion multi type feature combination algorithm is better than that of the traditional single algorithm; and the F value of the algorithm is increased by 1.5% by extracting key sentences from background materials, which further improves the effect of keyword extraction.
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1. Introduction
In recent years, with the continuous progress of science and technology and the rapid development of computer technology, more and more information can be searched on the Internet, and our demand for information has been greatly met; but at the same time, the explosive growth of information also increases the difficulty of search. Facing the massive and long text, we cannot quickly and accurately obtain the key content [1].

Keywords are selected from the article and used to express the theme of the article. According to the keywords, we can quickly and accurately understand the central content of the long text, which brings great convenience for retrieval. Therefore, text keyword extraction has attracted more and more attention in recent years, and has been widely used in many natural language processing related fields, such as text similarity calculation [2], dialogue system generation [3], text topic mining [4], text classification [5].

To solve the problem of extracting keywords from the abstract text, this paper proposes a method of extracting key sentences from the main body of the paper by using the Bert model to supplement the information of the abstract, and using the combination algorithm of multi class features to extract keywords.

2. Related Work
At present, text keyword extraction algorithms can be divided into supervised method, semi supervised method and unsupervised method. Supervised keyword extraction algorithm regards keyword extraction as a binary classification problem to judge whether the words or phrases in the text
are keywords; semi supervised keyword extraction algorithm refers to the need for a small amount of training data, using these training data to build a keyword extraction model, and then using the constructed model to extract keywords from new text in the unsupervised method, the keywords are added to the training data, and then the model is retrained. The unsupervised method does not need to label the corpus, but directly uses the optional model to extract keywords. Although the accuracy of the former two methods is slightly higher than that of the unsupervised method, it needs a lot of manual annotation, which results in expensive labor cost, and the experimental process data is prone to over fitting, so it is not widely used. Unsupervised keyword extraction algorithm does not need training set. A large number of studies have improved the extraction method to improve the extraction accuracy, making it comparable to the supervised method.

Unsupervised keyword extraction algorithms can be divided into three categories: keyword extraction algorithm based on statistical features, keyword extraction algorithm based on word graph model and keyword extraction algorithm based on topic model. A large number of studies show that using a single method for keyword extraction is poor. People either improve the single algorithm or use combination methods to improve the accuracy of text keyword extraction. Xu Li [6-9] and others proposed an OPW text rank algorithm based on text rank. The accuracy rate of keyword extraction by this method is higher than that of traditional text rank algorithm. However, because the data set used by this algorithm is academic papers, and the papers are generally too long, the overall accuracy rate of extraction is not very high. On the basis of text rank, Fang Junwei [10] and others proposed a keyword extraction algorithm for academic texts based on prior knowledge text rank, which was evaluated on several literatures in the field of computer science, and the results were better than the traditional keyword extraction algorithm. Zeng Xi [11] and others proposed a short text keyword and extension based on topic model. In the keyword extraction work, the text topic classification information and word collocation relationship are introduced into the traditional TF-IDF algorithm, and the results are obviously better than the traditional LDA model for keyword extraction. Li Jiqi [12] and others improved the collaborative filtering algorithm by using TF-IDF to extract keywords, and the experimental results were significantly higher than those without keyword extraction. Chen Yiqun [13] and others transformed the keyword extraction algorithm into a classification problem in the patent data set. Based on the improved text rank algorithm to find the query words, SVM was used for patent keyword extraction. Xu Chen [14] and others studied an incremental patent semantic annotation based on keyword extraction algorithm. Saroj Kumar Biswas [15] and others proposed a weighted graph keyword extraction algorithm. The results of the algorithm on two public datasets are obviously better than the traditional algorithm. All of the above are related improvements on the three typical unsupervised keyword extraction algorithms mentioned before, and can be comparable with the supervised keyword extraction algorithm under specific conditions. However, the results obtained are not very ideal. Most of the data sets used in the study are relatively professional, and most of the keywords labeled are professional terms, which brings some difficulties for keyword extraction.

Therefore, this paper proposes a text keyword extraction algorithm based on Bert and multi class feature fusion. For scientific and technological academic papers, firstly, the text of the paper is taken as the background material, and the sentences with high semantic similarity to the abstract are extracted by using the Bert model to expand the abstract; then, the combination algorithm constructed by TF-IDF, text rank and LDA is used to extract keywords from abstract and key sentence sets based on multi category features [16-18].

3. Text Keyword Extraction Based On Bert and Multi Class Feature Fusion

3.1 Overall Framework of Keyword Extraction

Abstract and text are included in scientific and technological academic papers. This paper takes the abstract as the main body and the main body as the background supplementary material. The unsupervised method based on Bert and multi class feature fusion is used to extract keywords. The overall framework is shown in Figure 1.
Figure 1 overall framework of keyword extraction

The input of the model is the abstract and body of the paper, and the output is the keyword set:

1. Taking the text of the paper as the background material, the key sentences are extracted by using the Bert model, and N key sentences are extracted from each article to construct the key sentence set as the background supplement of the abstract;

2. In this paper, TF-IDF, text rank and LDA combined algorithm are used to extract keywords based on summary and key sentence set. The first k words are selected as the extracted keywords in each algorithm, and then the final keyword set is obtained by using the idea of intersection.

3.2 Key Sentence Extraction Based On Bert

Abstract is short, but its content is limited, only based on the abstract keyword extraction, the effect is poor; the text of the paper is rich in information, but it is too long, so this paper extracts some key sentences from the text to expand and supplement the information of the abstract.

Because Bert has a good effect in training word vectors and capturing text semantics, this paper uses the Bert model to extract sentences with high semantic relevance from the text to construct the key sentence set. The specific process is as follows:

1. The abstract and the main body of the article are divided into m and N sentences, respectively:

\[ S_{abstract} = [S_1, S_2, S_3, \ldots, S_m], T_{passage} = [t_1, t_2, t_3, \ldots, t_n] \];

2. For each sentence in \( S_{abstract} \), the Bert model is used to find n sentences with the highest semantic similarity as candidate key sentences;

3. The sentences in the candidate key sentence set are de-duplicated and sorted, and the N sentences with the highest semantic similarity score are selected to form the final key sentence set.

3.3 Text Keyword Extraction Based On Multi Class Feature Fusion

Among the three algorithms used for keyword extraction in Figure 1, TF-IDF algorithm uses word frequency information, text rank algorithm uses graph related knowledge, and LDA algorithm uses text topic information. In this paper, the three methods are combined to extract text keywords. The specific processing flow is as follows:

1. The first three keywords are extracted from the text by using the LDA, and then extracted by using the first three algorithms, respectively:

\[ K_1 = \{w_{11}, w_{12}, \ldots, w_{1k}\}, K_2 = \{w_{21}, w_{22}, \ldots, w_{2k}\}, K_3 = \{w_{31}, w_{32}, \ldots, w_{3k}\}; \]
(2) Based on the union principle, the three groups of candidate keywords obtained in (1) are de-
duplicated and integrated as the final keyword set $K = K_1 \cup K_2 \cup K_3$.

4. Experiment and Analysis

4.1 Data set and Evaluation Index

The data set used in the experiment is 300 scientific and technological papers downloaded from
Wanfang database. There are 1520 keywords in total, and each paper has an average of 5.07 keywords.

The evaluation index selects the three most common indexes of information extraction, i.e.
accuracy rate P, recall rate R and F value.

$$P = \frac{\text{extract Word} \cap \text{trueWord}}{\text{extract Word}}$$  \hspace{1cm} (1)

$$R = \frac{\text{trueWord} \cap \text{extract Word}}{\text{trueWord}}$$  \hspace{1cm} (2)

$$F = \frac{2 \times P \times R}{P + R}$$  \hspace{1cm} (3)

Among them, extract word is the number of keywords extracted by this algorithm, and true word is
the number of keywords marked in the paper.

4.2 Parameter Selection

Three classical algorithms are used to extract keywords from the abstract to determine the number of
key sentences N and the number of keywords K. The influence of the number of key sentences and
keywords on performance is shown in Figure 2 and figure 3.

![Fig.2 Selection of the number of key sentences n](image1)

Fig.2 Selection of the number of key sentences n
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Fig.3 Selection of the number of keywords K

It can be seen from Figure 2 and figure 3 that the overall performance of the keyword extraction
model is the best when the number of key sentences n is set to 3 and the number of keywords K is set
to 5.
4.3 Experimental Results and Analysis
In this paper, TF-IDF, text rank, LDA and the combination algorithm of this paper are used to test the key sentences extracted from the background of the article and not extracted. The results are shown in Table 1.

| Evaluating indicator | TF-IDF | Text rank | LDA | The algorithm in this paper |
|----------------------|--------|-----------|-----|-----------------------------|
| Key sentences are not extracted | P 37.3% | R 39.1% | F 38.2% | P 39.2% | R 42.2% | F 40.6% | P 39.8% | R 43.0% | F 41.3% | P 40.1% | R 44.2% | F 42.1% |
| Extract key sentences | P 36.9% | R 40.1% | F 36.4% | P 38.6% | R 43.0% | F 40.7% | P 40.6% | R 43.5% | F 42.0% | P 40.6% | R 43.5% | F 42.1% |

It can be seen from Table 1 that: (1) the recall rate, accuracy rate and F value of the combined algorithm based on multi type features are higher than that of single algorithm no matter whether the key sentences are extracted or not; (2) the performance of the algorithm is improved after the key sentence extraction based on the text of the paper, and its F value is improved by 1.5% compared with that without extracting key sentences, which proves that the key sentences extracted from background materials can be extracted to a certain extent. On the summary of the content of the supplement, for the extraction of keywords made a certain contribution.

5. Conclusions
In this paper, a keyword extraction algorithm based on Bert and multi class feature fusion is proposed and verified on 300 scientific papers downloaded from Wanfang database. The experimental results show that the combination algorithm of multi class features is better than the single extraction algorithm; taking the text of the paper as the background material, using Bert to extract key sentences from it can solve the problem of missing information in the summary and improve the performance of the model. At the same time, although the model in this paper integrates the TF-IDF features, topic features and ranking features of the text, the fusion method is relatively simple, the semantic understanding of the model is not enough, and it needs to be further improved in the future work; in addition, the data set used in this paper is a professional scientific and technological academic paper, and the performance test can be carried out on other types of data sets in the next step.
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