Convolution neural network and histogram equalization for COVID-19 diagnosis system
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ABSTRACT
The coronavirus disease-2019 (COVID-19) is spreading quickly and globally as a pandemic and is the biggest problem facing humanity nowadays. The medical resources have become insufficient in many areas. The importance of the fast diagnosis of the positive cases is increasing to prevent further spread of this pandemic. In this study, the deep learning technology for COVID-19 dataset expansion and detection model is proposed. In the first stage of proposed model, COVID-19 dataset as chest X-ray images were collected and pre-processed, followed by expanding the data using data augmentation, enhancement by image processing and histogram equalization technique. While in the second stage of this model, a new convolution neural network (CNN) architecture was built and trained to diagnose the COVID-19 dataset as a COVID-19 (infected) or normal (uninfected) case. Whereas, a graphical user interface (GUI) using with Tkinter was designed for the proposed COVID-19 detection model. Training simulations are carried out online on using Google colaboratory based graphics processing unit (GPU). The proposed model has successfully classified COVID-19 with accuracy of the training model is 93.8% for training dataset and 92.1% for validating dataset and reached to the targeted point with minimum epoch’s number to train this model with satisfying results.
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1. INTRODUCTION
The first cases of the coronavirus disease-2019 (COVID-19) were appeared in December 2019 and reported in Wuhan city-China, and rapidly deployed around the world [1], [2]. Then the novel COVID-19 as a pandemic has been officially declared by the world health organization (WHO) in March 2020 [1]. This pandemic has negatively affected on daily life, public health and the global economy. Most of the COVID-19 infected cases of the patients has been diagnosed using typical Chest X-ray and computed tomography (CT) scan images. As a result of the the rapid increase in COVID-19 cases, few number of testing kits, sometimes lack of precision, the limited number of the limited number of medical specialists in remote locations and in order to save valuable time for medical professionals [3]. There is an urgent need to develop an automated assistant system for diagnosing COVID-19 cases for quickly treating affected patients. The emergence of deep learning as an artificial intelligence technique can be overcome these difficulties and helped with accurate disease detection. Deep learning introduced promising results in helping to analyze the CT scan images [4]-[7] has provided automatic model based DenseNet121-FPN for segmentation of the raw chest CT scan images.

Journal homepage: http://ijeecs.iaescore.com
and for diagnosing COVID-19. In [8] has proposed online detection nd classification model using DarkNet based on 17 convolutional layers with various filters on each layer for diagnosing the COVID-19 on X-ray images. In [9] has proposed new deep learning model based convolution neural network (CNN) and the PyTorch frame using three binary decision-trees as classifiers the chest X-ray images as infected or uninfected. In [10] has proposed fractional multichannel exponent moments utlizing framework based parallel multi-core calculation to reduce the computational process for extracting the feature from the chest X-ray images. Then, a modified manta ray foraging optimization approach utilizing differential evolution to choose the important features is used [11] has presented five pre-trained transfer structures based deep CNN model called ResNet50, ResNet101, ResNet152, InceptionV3, and Inception-ResNetV2 for prediction COVID-19 and normal cases based on chest X-ray images. The results showed that the pre-trained ResNet50 model provided the highest prediction performance and accuracy among other four presented models. In [12] has used pre-trained transferring learning based VGG16 and InceptionV3 for detecting Covid-19 cases from a chest X-ray dataset and then applied support vector machines (SVM) for improving the classification performance. A hybrid model for detecting Covid-19 cases using chest X-ray images, based on machine learning and deep learning algorithms in terms of CNN and Softmax classifier is used in [13]. While [14] has proposed architecture for classifying COVID-19 based on chest X-ray images including seven classifiers called COVIDX-Net of the images with high accuracy performance of 90% for the VGG19 classifiers and the DenseNet201 [15]. Has proposed two 3D CNN models to classify the pulmonary CT images into COVID-19, Influenza-A viral pneumonia and healthy cases. The classical ResNet structure has been used and compared with the network using and without using the added location-attention mechanism. The experimental result of proposed model proved that the overall accuracy was 86.7 % of CT cases. In [16] performed a deep learning model on the gathered images of chest CT scan dataset for identifying the impacts of COVID-19.

The purpose of this study is is two-fold. Firstly, COVID-19 chest X-ray image dataset using data augmentation and and histogram equalization technique will be expanded. Secondly, COVID-19 detection model based new CNN layers and Keras library to predict COVID-19 in X-ray image dataset will be built and trained. The images will be fed into the new CNN architecture and trained to compute the network weights. The contributions of this research work can be defined as follows: A new CNN architecture is presented rather than using transfer learning techniques as pretrained network. The proposed CNN architecture is simpler than pre-trained networks, and it was evaluated and tested on augmented and contrast-enhanced images for classifying into two classes (COVID-19 and normal).

2. THE PROPOSED COVID-19 DETECTION MODEL

The feature extraction and dataset expansion of COVID-19 chest X-ray images utilizing deep learning on Google CoLab based graphics processing unit (GPU) are suggested in this study. The overall methodology for the proposed COVID-19 detection system is clearly comprised of four phases, starting with the phase of collection COVID-19 dataset, preparation phase in terms of dataset expansion using data augmentation, histogram equalization and data enhancement by preprocessing of the images, following by features extraction phase by designing the model of CNN layers based Keras library, and ending by the detection phase. The designed model will be trained until the desired accuracy achieved, then well-trained model will be saved and used in the detection stage. The full procedures of building the proposed model described in the following phases and in Figure 1 and Figure 2.

\[\text{Input Images} \rightarrow \text{Dataset acquisition} \rightarrow \text{Image Preprocessing to enhance the images} \rightarrow \text{Feature Extraction} \rightarrow \text{Database} \rightarrow \text{Matching} \rightarrow \text{Detection}\]

Figure 1. The Fundamental steps of the detection model
2.1. Dataset preparing stage

In this part, the dataset acquisition and pre-processing operations will be presented.

2.1.1. COVID-19 dataset collection

The first step in the proposed system is the dataset acquisition of COVID-19 chest X-ray images from three different sources: the open source GitHub repository introduced by Cohen [17], [18] and the Kaggle Chest X-rays [19]. The total number of collected chest X-ray images was 1102, the dataset consists of 500 COVID-19 cases from GitHub [17], 37 COVID-19 cases from GitHub [18] and 565 normal cases from Kaggle [19]. The COVID-19 raw dataset collected in JPG format with various sizes and 24-bit depth of X-ray images as a set of two categories, as illustrated in Figure 3.

![Figure 2. Flowchart describes the software part of the proposed model](image)

Figure 2. Flowchart describes the software part of the proposed model

![Figure 3. Samples of COVID-19 chest X-ray image dataset: (a) negative (uninfected) and (b) positive (infected) cases](image)

Figure 3. Samples of COVID-19 chest X-ray image dataset: (a) negative (uninfected) and (b) positive (infected) cases
2.1.2. Dataset augmentation and pre-processing

The objective of this step is to expand the dataset by increasing the number of images in each class using different data augmentation techniques and histogram equalization technique. The Keras deep learning library provides the library to use data augmentation and preprocessing automatically when training a model. This is achieved by using image data generator class [20], [21] based on necessary operations with a random parameters, such as the images shifting, rotation, cropping and resizing in order to make them in the same size, as demonstrated in Figure 4 the samples of the augmented dataset and in Table 1, parameters of the data augmentation techniques. While the contrast of the images is enhanced using histogram equalization technique by transforming the values in an intensity image inorder to match a specified histogram of the output image approximately matches [22]. The quality of the enhancement results has been increased as presente in Figure 5.

![Figure 4. Samples of COVID-19 dataset expansion](image)

| Name             | Value             |
|------------------|-------------------|
| Scaling          | 1/255             |
| Zooming          | 25%               |
| Flipping         | Vertical/Horizontal |
| Rotation         | 15                |
| Shifting         | Width/Height with range 0.05 |
| Brightness       | [0.1, 1.5]        |
| Filing           | nearest           |
| Shearing         | 0.05              |
| Crops            | 224*224           |

Table 1. Overview of the used parameters of the data augmentation techniques

Figure 4 and Figure 5 presented the collected COVID-19 dataset after expanding using different data augmentation techniques, enhancement by image preprocessing and histogram equalization technique, respectively. After expanding the dataset for the COVID-19 Chest X-ray images utilizing data augmentation and histogram equalization technique, the total number of the dataset became 5865 images.
2.2. Training the COVID-19 detection system

The deep learning model based deep CNN model is proposed to predict automatically whether a patient has COVID-19 or not. The proposed model consists mainly of 10 layers including different types of layers in terms of convolutional layer, pooling layer and fully connected layer, which are combined together to introduce a well-defined CNN model and can be presented in Figure 6 and the used operators in this model as defined in Table 2.

![Figure 5. Histogram equalization applied to low contrast image](image)

![Figure 6. The used CNN architecture the proposed COVID-19 detection model](image)

| Parameters   | Values       |
|--------------|--------------|
| Patch size (PS) | 32           |
| Learning Rate (LR) | 1e-4         |
| Optimizer     | Adam         |
| Classification type | Categorical  |
| Epochs        | 12           |

2.3. Implementation using Google golaboratory

All experimental processes of the proposed model are performed using Google because it represents a great cloud service that contains a complete library of Keras, high experimental specification based on Tesla P100.
3. RESULTS AND DISCUSSION

The proposed model used deep learning based CNN and Keras library for detecting COVID-19 on a dataset of X-ray images. This research work focuses on using deep learning technology based CNN to classify the COVID-19 chest X-ray image dataset. Dataset based on COVID 19 chest X-ray images will be collected and expanded utilizing data augmentation and then contrast-enhanced images using histogram equalization technique. Training simulations are implemented online on Google Colab. The overall methodology of the proposed model is designed and dealt with 80% and 20% of dataset for training and testing part, respectively. In the CNN model, the inputted image passes through different levels of convolution layers including a filters and pooling, fully connected layers and a Softmax filter. The training process of the designed model will be carried out until the desired accuracy is reached, followed by saving a well-trained model and then prediction step to classify the image to its corresponding case. The full procedures of building the proposed model described in the following phases in Figure 7.

The accuracy is calculated as follows:

\[
\text{Accuracy} = \frac{\text{Number of the correctly classified samples}}{\text{Total number of samples}} \times 100\%
\]

The obtained training accuracy is 93.8% and 92.1% for training and testing dataset, respectively. It is worth mentioning that, the trained model achieved satisfying results with small number of epochs to produce the accuracy and loss metrics for training and validation dataset, as can be seen in the results in Figure 8 the training history plot presenting the accuracy and loss curves. A graphical user interface (GUI) for COVID-19 detection model with Tkinter is presented. Tkinter represents a GUI toolkit using the standard python library [25]. The GUI has been designed for uploading and classifying the COVID-19 image, as can be noticed in Figure 9.
4. CONCLUSION

In this study, deep learning model based new CNN architecture using Keras library is presented for automatic COVID-19 detection in raw and augmented chest X-ray images. The COVID-19 dataset as chest X-ray images was collected and pre-processed, followed by expanding the dataset using data augmentation and histogram equalization. Then, CNN architecture was built and trained to recognize cell images as Infected/Uninfected. The overall accuracy of the proposed model is 93.8% and 92.1% for training dataset and for validating dataset, respectively. And finally, for the future work the proposed model can be tested with a larger database and can be implemented based multi-modal system.
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