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ABSTRACT

As applications of deep learning (DL) continue to seep into critical scientific use-cases, the importance of performing uncertainty quantification (UQ) with DL has become more pressing than ever before. In scientific applications, it is also important to inform the learning of DL models with knowledge of physics of the problem to produce physically consistent and generalized solutions. This is referred to as the emerging field of physics-informed deep learning (PIDL). We consider the problem of developing PIDL formulations that can also perform UQ. To this end, we propose a novel physics-informed GAN architecture, termed PID-GAN, where the knowledge of physics is used to inform the learning of both the generator and discriminator models, making ample use of unlabeled data instances. We show that our proposed PID-GAN framework does not suffer from imbalance of generator gradients from multiple loss terms as compared to state-of-the-art. We also empirically demonstrate the efficacy of our proposed framework on a variety of case studies involving benchmark physics-based PDEs as well as imperfect physics. All the code and datasets used in this study have been made available on this link 1.

CCS CONCEPTS
• Computing methodologies → Neural networks.

KEYWORDS
• Uncertainty Quantification; Physics-informed neural networks; Generative Adversarial Networks

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

ACM Reference Format:
Arka Daw, M. Maruf, and Anuj Karpatne. 2021. PID-GAN: A GAN Framework based on a Physics-informed Discriminator for Uncertainty Quantification with Physics. In Proceedings of the 27th ACM SIGKDD Conference on Knowledge Discovery and Data Mining (KDD '21), August 14–18, 2021, Virtual Event, Singapore. ACM, New York, NY, USA, 11 pages. https://doi.org/10.1145/3447548.3467449

1 INTRODUCTION

As applications of deep learning (DL) continue to seep into critical scientific and engineering use-cases such as climate science, medical imaging, and autonomous vehicles, the importance of performing uncertainty quantification (UQ) with deep learning has become more pressing than ever before. UQ in DL is especially important to ensure trust or confidence in deep learning predictions by end-users of DL frameworks such as scientists and real-world practitioners.

Another aspect of DL formulations that is highly relevant while solving real-world problems in scientific and engineering domains is their ability to incorporate knowledge of the governing physics of the problem in the design and training of DL models. Indeed, there is a rapidly growing body of work in the emerging field of physics-informed deep learning [9, 21], where the primary goal is to use physics as another form of supervision for learning generalizable DL solutions, even when the number of training labels is small (a problem encountered in many real-world settings). This is commonly achieved by adding physics-based loss functions in the training objective of DL models, for capturing the consistency of DL predictions with physics-equations on unlabeled instances (which are plentifully available in many applications).

In this paper, we consider the problem of performing UQ while making use of both physics and data supervision for learning DL models. This is relevant in any scientific application where it is important to generate distributions of output predictions instead of point estimates, while ensuring the learning of physically consistent and generalizable DL solutions. For example, in the domain of climate science, it is important to generate distributions of projected climate variables such as temperature in the future, while ensuring that our predictions comply with the laws of physics such as conservation of mass and energy. A state-of-the-art formulation for this category of problems involves a recent work by Yang et al. [22], where the training of conditional Generative Adversarial Network (cGAN) models were informed using physics-based loss...
While MC-Dropout is easy to implement, they are quite sensitive to the choice of dropout rate, which can be difficult to tune. Monte Carlo (MC)-Dropout on the DL weights during testing. A simple approach for performing UQ given a trained DL model is to apply ensemble-based methods. A simple approach for performing UQ in DL is to use generative models like variational autoencoders (VAEs) and cGANs. In a cGAN setting, the generator $G_{\theta}$ learns the mapping from input vector $x$ and some random noise vector $z$ to $y$, $G : (x, z) \rightarrow y$. The generator is trained such that its predictions $\hat{y} = G(x, z)$ cannot be distinguished from "real" outputs by an adversarially trained discriminator $D_{\phi}$. The discriminator $D$, on the other hand, is trained to detect the generator’s "fake" predictions. The built-in noise vector $z$ in cGANs can be varied to obtain a distribution on the output predictions $\hat{y}$. The learning objective of such a cGAN can be written as the following mini-max game:

$$\min_{\theta} \max_{\phi} \mathbb{E}_{x,z} \left[ \log D(G(x, z), x) + \mathbb{E}_{x,y} \left[ \log (1 - D(y, x)) \right] \right]$$

where $\theta$ and $\phi$ are the parameters of $G$ and $D$, respectively.

2.2 Physics-Informed Deep Learning (PIDL)

There is a growing volume of work on informing deep learning methods with supervision available in the form of physics knowledge, referred to as the field of physics-informed deep learning (PIDL). One of the primary objectives of PIDL is to learn deep learning solutions that are consistent with known physics and generalize better on novel testing scenarios, especially when the supervision contained in the labeled data is small. A promising direction of research in PIDL is to explicitly add physics-based loss functions in the the deep learning objective, that captures the consistency of neural network predictions on unlabeled instances w.r.t. known physics (e.g., physics-based PDEs, monotonic constraints, and kinetic equations).

Formally, given a labeled set $\{(x_i, y_i)\}_{i=1}^{N_l}$ where $(x, y)$ denotes an input-output pair, we are interested in learning a neural network model $\hat{y} = f_{\theta}(x)$, such that along with reducing prediction errors of $\hat{y}$ on the labeled set, we also want to ensure that $\hat{y}$ satisfies system of $K$ physics-based equations, $\mathcal{R}(k)(x, y) = 0$ on a larger set of unlabeled instances $\{x_j\}_{j=1}^{N_u}$ where $N_f \gg N_u$. This can be achieved by adding a physics-based loss in the learning objective that captures the residuals of $\hat{y}$ w.r.t. each physics-equation $\mathcal{R}(k)$ as:

$$\mathcal{L}(\theta) = \frac{1}{N_u} \sum_{i=1}^{N_u} \left| y_i - \hat{y}_i \right|^2 + \frac{\lambda}{N_f} \sum_{j=1}^{N_f} \sum_{k=1}^{K} \mathcal{R}(k)(x_j, \hat{y}_j)^2,$$

where $\lambda$ is a trade-off hyper-parameter for balancing physics-based loss with prediction errors. Notice that the physics-based loss only depends on model predictions and not ground-truth values, and hence enables the use of unlabeled data to provide an additional form of physics-supervision, along with the supervision contained in the labeled data. A seminal work in optimizing Eq. 2 is the framework of physics-informed neural networks (PINN) [15], that was developed for the specific use-case where the physics-equations $\mathcal{R}(k)$ are PDEs. In this paper, we generically refer to all formulations that optimize Eq. 2 as PINN, regardless of the form of $\mathcal{R}(k)$.

While PINN provides a powerful strategy for incorporating physics-supervision in the learning of neural networks, a fundamental challenge in PINN is to balance the gradient flow dynamics of physics loss and prediction errors at different stages (or epochs) of training with a constant $\lambda$. To address this challenge, a variant of PINN, referred to as adaptive-PINN (APINN) [20], has recently
been developed to adaptively tune $\lambda$ at different stages of training for balancing the gradients of different loss terms.

2.3 Physics-Informed UQ

The body of work in PIDL that can perform UQ appears closest to the focus of this paper. Specifically, we are interested in generating uncertainty estimates while ensuring that our predictions lie on a solution manifold that is consistent with known physics. One simple way to achieve this is to implement MC-Dropout for the PINN framework and its variants, so to produce distributions of output predictions. However, as demonstrated in a recent study [3], a major limitation with this approach is that the minor perturbations introduced by MC-Dropout during testing can easily throw off a neural network to become physically inconsistent, even if it was informed using physics during training. We refer to the MC-Dropout versions of PINN and APINN as PINN-Drop and APINN-Drop, respectively, which are used as baselines in our work.

Another line of research in PIDL for UQ involves incorporating physics-based loss functions in the learning objective of cGAN models, which are inherently capable of generating distributions of output predictions. In particular, Yang et al. [22] recently developed a physics-informed GAN formulation with the following objective functions of generator ($G$) and discriminator ($D$), respectively:

$$
L_G(\theta) = \frac{1}{N_u} \sum_{i=1}^{N_u} D(x_u, \hat{y}_u) + \frac{\lambda}{N_f} \sum_{j=1}^{N_f} \sum_{k=1}^{K} \left[ R^{(k)}(x_f, \hat{y}_f) \right]^2.
$$

$$
L_D(\phi) = -\frac{1}{N_u} \sum_{i=1}^{N_u} \log \left( D(x_u, \hat{y}_u) \right) - \frac{1}{N_u} \sum_{i=1}^{N_u} \log \left( 1 - D(x_u, y_u) \right).
$$

where $\hat{y}_u = G(x_u, z_u)$ and $\hat{y}_f = G(x_f, z_f)$ are the generator predictions on labeled and unlabeled points, respectively. Notice that in this formulation, the physics-supervision (in terms of $R^{(k)}$) only appears in the generator objective, while the discriminator only focuses on distinguishing between “real” and “fake” samples on the labeled set (similar to a cGAN discriminator). Hence, we refer to this formulation as Physics-Informed Generator (PIG)-GAN to reflect the fact that only the generator is physics-informed.

While PIG-GAN provides a valid approach for physics-informed UQ, it is easy to observe that it suffers from several deficiencies. First, it makes ineffective use of physics-supervision to only inform the generator, while the discriminator is kept unchanged. As a result, it is unable to use the full power of adversarial optimization procedures inherent to GAN frameworks for jointly minimizing physics-based loss functions along with prediction errors. Instead, it under-utilizes the discriminator to only focus on prediction errors on the labeled set. Second, by design, the discriminator of PIG-GAN is only trained on the small set of labeled instances, thus missing out on the vastly large number of unlabeled instances available in many real-world applications. Third, the use of an explicit trade-off parameter $\lambda$ to balance physics loss and prediction errors results in a similar problem of gradient flow imbalance as faced by PINN. As we empirically demonstrate later in Section 4.3, this leads to inferior generalization performance compared to our proposed approach.

3 PROPOSED FRAMEWORK OF PID-GAN

We propose a novel Physics-Informed Discriminator (PID)-GAN formulation that embeds physics-supervision directly into the adversarial learning framework, as shown in Figure 2. Specifically, we utilize the physics residuals to compute a physics consistency score ($\eta$) for each prediction, indicating the likelihood of the prediction being physically consistent. These physics consistency scores are fed into the discriminator as additional inputs, such that the discriminator not only distinguishes between real and fake samples by learning from the underlying distribution of labeled points but also uses the additional physics-supervision.

**Estimating Physics Consistency Scores:** Formally, we compute the physics consistency score of a prediction $\hat{y}$ w.r.t. the $k$th physical constraint using the following equation:

$$
\eta_k = e^{-\lambda R^{(k)}(x, \hat{y})}
$$

Larger the value of $\eta_k$, it is more likely the prediction $\hat{y}$ obeys the $k$th physical constraint, i.e., $R^{(k)}$ is smaller. The vector notation of would lead to the following: $\eta = [\eta_1, \eta_2, \cdots, \eta_K]$. 

**Training Objective:** Our physics-informed discriminator learns the mapping $D : (x, y, \eta) \rightarrow \Omega \in [0, 1]$, where $\Omega$ represents the probability of a sample being “fake”. The objective function of the generator and the discriminator of PID-GAN can then be denoted as:

$$
L_G(\theta) = \frac{1}{N_u} \sum_{i=1}^{N_u} D(x_u, \hat{y}_u, \eta_u) + \frac{1}{N_f} \sum_{j=1}^{N_f} D(x_f, \hat{y}_f, \eta_f)
$$

$$
L_D(\phi) = -\frac{1}{N_u} \sum_{i=1}^{N_u} \log \left( D(x_u, \hat{y}_u, \eta_u) \right) - \frac{1}{N_f} \sum_{j=1}^{N_f} \log \left( 1 - D(x_u, y_u, 1) \right) - \frac{1}{N_f} \sum_{j=1}^{N_f} \log \left( 1 - D(x_f, \hat{y}_f, 1) \right)
$$

where $\hat{y}_u = G(x_u, z_u)$ and $\hat{y}_f = G(x_f, z_f)$.

To interpret generator loss function (Equation 6), let us inspect its two constituent terms. The first and the second term represents the score of the physics-informed discriminator $D$ for the predictions on labeled and unlabeled points, respectively. The generator attempts to minimize both of these scores in order to fool the discriminator into thinking that these generated “fake” predictions $\hat{y}_u$ and $\hat{y}_f$ are “real”.

On the other hand, the loss function for the discriminator (Equation 7) is comprised of four terms. The first two terms denote the training objective of a binary classifier which distinguishes between...
the inputs \((x_u, y_u, \eta_{u})\) and \((x_u, y_u, 1)\). Note that the consistency score is 1 only when \(R^{(k)}(x_u, y_u) = 0\) for all \(k \in \{1, 2, \ldots, K\}\), i.e., the ground truth labels obey the given physics-equations. Similarly, we can interpret the last two terms of equation 7 as the training objective of a binary classifier which tries to distinguish between the inputs \((x_j, y_j, \eta_{j})\) and \((x_j, y_j, 1)\). Since we don’t have labels on the unlabeled set, we use \(y_j\) as a proxy to the ground truth values. This encourages the generator to increase the physics-consistency score \(\eta_{j}\) in order to fool the discriminator on the unlabeled set.

### 3.1 Analysis of Generator Gradients

**Gradient Analysis for PIG-GAN**. We assume that the both the inputs \([x_u, x_f]\) and the outputs \([y_u, y_f]\) follow same distribution. The backpropagated gradients of the generator can be computed using the chain-rule of differentiation as follows:

\[
\nabla_{\theta} L_{G} = \sum_{i} \nabla_{y_u} L_{G} \nabla_{\theta} \hat{y}_u + \sum_{j} \nabla_{y_f} L_{G} \nabla_{\theta} \hat{y}_f
\]

\[= \sum_{i} C_{u} \nabla_{\theta} \hat{y}_u + \sum_{j} C_{f} \nabla_{\theta} \hat{y}_f \tag{8}\]

Let us define \(C_{u}\) as the contribution of the \(i\)th instance of the labeled set to the backpropagated generator gradients.

\[
C_{u} = \nabla_{y_u} L_{G} = \frac{1}{N_u} \nabla_{y_u} D_u \tag{9}\]

where, \(D_u = D(x_u, y_u)\). Similarly, we can define \(C_{f}\) as the contribution of the \(j\)th instance of the unlabeled set to the backpropagated generator gradients.

\[
C_{f} = \nabla_{y_f} L_{G} = \frac{\lambda}{N_f} \sum_{k=1}^{K} \nabla_{y_f} \left(R_{f}^{(k)}\right)^2 \tag{10}\]

where \(R_{f}^{(k)} = R^{(k)}(x_f, \hat{y}_f)\). Since we assume that \(y_u\) and \(\hat{y}_u\) follow similar distributions, \(\nabla_{\theta} y_u\) and \(\nabla_{\theta} \hat{y}_f\) would also follow similar distributions. Hence, the overall gradient dynamics would be mostly controlled by the contribution terms \(C_{u}\) and \(C_{f}\).

**Remarks**: It is easy to see that \(C_{u}\) and \(C_{f}\) have widely different functional forms in PIG-GAN. \(C_{u}\) depends on \(\nabla_{y_u} D_u\), i.e., it changes as the weights of the discriminator are updated during training. On the other hand, \(C_{f}\) depends on \(\nabla_{y_f} R_{f}^{(k)}\), which is specific to the set of physics-equations, and does not change as the discriminator is updated. While we can try to balance \(C_{u}\) and \(C_{f}\) with the help of \(\lambda\), choosing a constant \(\lambda\) is difficult as \(R_{f}^{(k)}\) changes across epochs and across \(j\).

**Gradient Analysis for PID-GAN**. The physics consistency score on the labeled and unlabeled sets can be computed as \(\eta_{u}^{(k)} = e^{-\lambda R_{u}^{(k)}}\) and \(\eta_{j}^{(k)} = e^{-\lambda R_{j}^{(k)}}\), respectively, resulting in the following values of \(C_{u}\):

\[
C_{u} = \frac{1}{N_u} \nabla_{y_u} D_u + \frac{1}{N_u} \left(\nabla_{y_u} \eta_{u}\right) \nabla_{\eta_{u}} \eta_{u} \tag{11}\]

\[= \frac{1}{N_u} \nabla_{y_u} D_u - \frac{2\lambda}{N_u} \sum_{k=1}^{K} \left(\nabla_{y_u} D_u\right) \left(\nabla_{y_u} \eta_{u}\right) \nabla_{\eta_{u}} R_{u}^{(k)} \eta_{u}^{(k)} \tag{11}\]

where \(\nabla_{y_u} D_u\) and \(\eta_{u}\) denote the \(k\)th term of the gradient \(\nabla_{y_u} D_u\) and the vector \(\eta_{u}\), respectively. Similarly,

\[
C_{f} = \frac{1}{N_f} \nabla_{y_f} D_f - \frac{2\lambda}{N_f} \sum_{k=1}^{K} \left(\nabla_{y_f} D_f\right) \left(\nabla_{y_f} \eta_{f}\right) \nabla_{\eta_{f}} R_{f}^{(k)} \eta_{f}^{(k)} \tag{12}\]

**Remarks**: Observe that the functional forms of the two contribution terms \(C_{u}\) and \(C_{f}\) of PID-GANs have similar functional forms. This is not surprising since the generator’s objective function is symmetric by formulation, i.e., \(x_u\) and \(x_f\) are interchangeable. If we use the same assumptions on \([x_u, x_f]\) and the outputs \([y_u, y_f]\) as made in the case of PIG-GAN, we would see that \(\eta_{u}\) and \(\eta_{f}\) would have the same distribution. Similarly, it can be shown that \(R_{u}^{(k)}\) and \(R_{f}^{(k)}\) have the same distributions, and \(\nabla_{y_u} \eta_{u}\) and \(\nabla_{y_f} \eta_{f}\) have the same distributions. Hence, each of the individual components of \(C_{u}\) and \(C_{f}\) would follow the same distribution, and we can thus expect that the magnitudes of the gradients for the labeled and unlabeled components to be similar.

We can also notice the similarities in Equations 10, 11, and 12 to remark that the contribution terms of PID-GAN automatically learn adaptive weights for the physics-based loss that change across training epochs. In particular, all of these contribution formulae have terms involving physics residuals. For the contribution \(C_{u}\) in PID-GAN, we can observe that the second term has multiplicative factors, \(\left(\nabla_{y_u} D_u\right)\) and \(\eta_{u}\). While \(\eta_{u}\) would change as the \(k\)th residual varies during training, \(\left(\nabla_{y_u} D_u\right)\) depends on the current state of the discriminator and is optimized after every discriminator update. These changing multiplicative factors applied to the physics residual gradients can be viewed as automatically learning adaptive weights for each individual physics residual, as opposed to the use of a constant trade-off parameter \(\lambda\) in PIG-GAN.

### 3.2 Extension for Imperfect Physics

In some applications, the physics-equations available to us during training may be derived using simplistic assumptions of complex real-world phenomena. For example, while predicting the velocities of two particles just after collision, we usually assume that the energy and the momentum of the system would be conserved. However, such assumptions are only valid in ideal conditions and could easily be misleading when working with noisy real-world labels. To account for situations with imperfect physics, i.e., when \(R^{(k)}(x, y) \neq 0\) for at least one \(k \in \{1, 2, \ldots, K\}\), we provide the following extension of our proposed approach.

The training objective of generator of the PID-GAN under imperfect physics conditions would remain the same (as shown in equation 6). However, the objective for the discriminator would be modified as follows:
in this section, we briefly describe our results in each case study. full details of experiments in each case study and additional results focusing on reproducibility are provided in appendix a.

4.1 Case Study: Collision Speed Estimation

In this real-world problem, we are given the initial speeds \( \{ v_{a1}, v_{b1} \} \) of two objects \( (a, b) \) with their respective masses \( \{ m_a, m_b \} \) and the initial distance \( d \) between them as inputs, \( X = \{ v_{a1}, v_{b1}, m_a, m_b, d \} \). the goal is to estimate their speed after collision \( \{ v_{af}, v_{bf} \} \). for a perfectly elastic collision, both objects should conserve momentum and energy after the collision, i.e., there is no loss in energy and momentum of the entire system, represented as follows.

\[
\frac{1}{2} m_a v_{a1}^2 + \frac{1}{2} m_b v_{b1}^2 = \frac{1}{2} m_a v_{af}^2 + \frac{1}{2} m_b v_{bf}^2
\]

However, due to the presence of sliding friction during the simulation [1], these ideal physical constraints are violated. table 1 shows the performance of comparative models on this dataset, where we can see that PID-GAN outperforms all other baselines by a significant margin. at a first glance, it might seem strange that the conservation equations worsen the performance of the models since the cGAN model is the closest competitor to the PID-GAN. however, due to the presence of sliding friction, these equations are violated for ground-truth predictions, and hence models that blindly use these imperfect physics equations (all physics-informed approaches except PID-GAN) show larger test errors. the mean of physics residuals on ground-truth is in fact equal to 93.96. we can see that the residuals of PID-GAN is closest to that of ground-truth. with a lower standard deviation and significantly higher 95% C.I, PID-GAN also produces better uncertainty estimates.

Effect of Varying Training Size: To demonstrate the ability of PID-GAN for showing better generalizability even in the paucity of labeled samples, figure 3 shows the performance of PID-GAN and PIG-GAN over different training fractions for the collision dataset. we can see that PID-GAN results do not degrade as drastically as PIG-GAN as we reduce the training size. this is because PID-GAN only uses labeled instances for training the discriminator, which can be susceptible to learning spurious solutions when the labeled

| Models | PIGN-Drop | APINN-Drop | cGAN | PIG-GAN | PID-GAN |
|--------|-----------|------------|------|---------|---------|
| RMSE   | 2.34 ± 0.09 | 2.35 ± 0.06 | 0.92 ± 0.03 | 1.65 ± 0.39 | 0.73 ± 0.05 |
| Residual | 24.20 ± 2.10 | 22.80 ± 2.60 | 96.20 ± 4.50 | 45.50 ± 23.00 | 84.50 ± 9.00 |
| Std. Dev. | 1.60 ± 0.02 | 1.60 ± 0.02 | 0.56 ± 0.02 | 0.03 ± 0.01 | 0.49 ± 0.04 |
| 95% C.I. | 79.80 ± 2.80 | 79.60 ± 0.60 | 80.60 ± 4.80 | 1.70 ± 1.10 | 86.40 ± 1.60 |
| Tossing Trajectory Prediction |
| RMSE | 0.77 ± 0.03 | 0.74 ± 0.06 | 0.81 ± 0.10 | 0.50 ± 0.05 | 0.32 ± 0.04 |
| Residual | 0.48 ± 0.03 | 0.62 ± 0.09 | 0.68 ± 0.21 | 0.44 ± 0.08 | 0.64 ± 0.02 |
| Std. Dev. | 1.67 ± 0.02 | 1.67 ± 0.01 | 0.45 ± 0.12 | 0.09 ± 0.01 | 0.09 ± 0.04 |
| 95% C.I. | 99.90 ± 0.03 | 99.90 ± 0.11 | 71.39 ± 17.10 | 29.50 ± 4.34 | 40.80 ± 11.90 |

Table 1: Summary of model performances for collision speed estimation and tossing trajectory prediction in terms of the mean and standard deviation for 10 random runs. for collision speed estimation, the ground truth datapoints have mean residual of 93.96, while for tossing trajectory prediction, the ground truth datapoints have mean residual of 0.59.:

\[ L_D(\phi) = - \frac{1}{N_u} \sum_{i=1}^{N_u} \log(D(x_u, \hat{y}_u, \eta_u)) \]

\[ - \frac{1}{N_u} \sum_{i=1}^{N_u} \log(1 - D(x_u, y_u, \eta_u)) \]

\[ \eta_u' = \left[ e^{- LR^{(1)}(x_u, y_u)^2}, e^{- LR^{(2)}(x_u, y_u)^2}, \ldots, e^{- LR^{(K)}(x_u, y_u)^2} \right] \]

\[ \eta_u = \left[ e^{- LR^{(1)}(x_u, y_u)^2}, e^{- LR^{(2)}(x_u, y_u)^2}, \ldots, e^{- LR^{(K)}(x_u, y_u)^2} \right] \]

\[ \eta_u' \text{ denotes the physics consistency score of the ground truth satisfying the physical constraints on the labeled set. This formulation prevents the generator from predicting samples which blindly satisfies the imperfect physical constraints. Instead, it would learn to mimic the distribution of physics consistencies scores of ground truth samples. It must also be noted that the discriminator loss in Equation 13 does not contain the fourth term from the Equation 7, since we cannot compute the physics consistency score of the predictions on the unlabeled set. This introduces an assumption into the model, that the labeled set and the unlabeled set must come from the same distribution. Otherwise, we might end up learning a trivial discriminator } D \text{ that would look at the input distributions of } x_u \text{ and } x_f \text{ and classify the unlabeled set as fake.} \]
set is small. In contrast, the discriminator of PID-GAN uses both labeled and unlabeled instances and hence leads to the learning of more generalizable solutions.

**Analysis of Physics Consistency Scores:** Figure 4(a) shows the distribution of the physics consistency score at the last epoch for both PID-GAN and PIG-GAN. Since this problem involves imperfect physics, we can see that physics consistency scores on ground truth labels, $\eta_u$ (green), is not always exactly equal to 1. While the consistency scores of PID-GAN predictions on labeled points, $\eta_u$ (red), matches the distribution on ground truth $\eta_u$, it blindly maximizes the physics consistency scores on the unlabeled (test) points, $\eta_f$ (blue). This is because the discriminator of PID-GAN is only trained on labeled points and thus is unable to model the physics imperfections on the unlabeled points. On the other hand, the physics consistency scores of PID-GAN predictions accurately match the distribution of consistency scores on ground-truth, on both labeled as well as unlabeled points. This demonstrates the fact that PID-GAN makes effective use of label and physics supervision for training both the generator and discriminator models, thus capturing the distributions of physics consistency scores accurately on both labeled and unlabeled sets.

### 4.2 Case Study: Tossing Trajectory Prediction

In this problem, we are given the initial three positions of an object as inputs, $X = \{l_1, l_2, l_3\}$, and we want to predict the position of the object for the next 15 time-stamps represented as $\{l_4, l_5, \ldots, l_{15}\}$. In a two-dimensional system, where the position of an object at time $i$ can be represented as $l_i = (l_{ix}, l_{iy})$, we can adopt the following elementary kinematics equations to model the free-fall physics as additional constraints.

\[
\begin{align*}
\dot{l}_{ix} &= l_{x1} + v_{x} l_{t} \\
\dot{l}_{iy} &= l_{y1} + v_{y} l_{t} - \frac{1}{2} g l_{t}^2
\end{align*}
\]

where, $l_{ix}$ and $l_{iy}$ are the object location at time $t$, $v_{x}$ and $v_{y}$ are the horizontal and vertical component of the initial velocity, and $g$ is the gravitational acceleration $9.8ms^{-2}$. To introduce imperfect physics scenarios, random accelerations as winds and additional damping factor to imitate air resistance were introduced in the dataset [1]. We can see from Table 1 that PID-GAN outperforms all other baselines for this problem by a significant margin in terms of RMSE. APINN-Drop and PID-GAN perform similarly in terms of residual error (close to the ground truth residual of 0.59), however, APINN-Drop has a much larger RMSE, which makes it worse than PID-GAN. Although the C.I scores of PINN-Drop and APINN-Drop are almost perfect (close to 100), their standard deviation are significantly high, indicating that they are producing under-confident predictions.

#### 4.3 Case Study: Solving Physics-based PDEs

We test the efficacy of our approach on the problem of solving three physics-based PDEs, which have been used as benchmark in existing literatures on PNN [15, 22], with applications spanning multiple domains. In particular, we study the Burgers’, Schrödinger, and Darcy’s Equations, briefly described in the following.

**Burgers’ Equation:** We represent the nonlinear time ($t$) dependent Burgers’ equation in one spatial dimension (x) as:

\[
\begin{align*}
\frac{\partial u}{\partial t} + uu_x + \nu u_{xx} &= 0, & x \in [-1, 1], & t \in [0, 1], \\
u(0, x) &= -\sin(px), & u(t, -1) &= u(t, 1) = 0.
\end{align*}
\]

The goal is to predict $u(t, x)$ as output given spatio-temporal coordinates, $x$ and $t$, as inputs.

**Schrödinger Equation:** We consider the problem of solving the one-dimensional nonlinear Schrödinger equation involving periodic boundary conditions and complex-valued solutions as follows:

\[
h\frac{\partial h}{\partial t} + 0.5h_{xx} + |h|^2h = 0, \quad x \in [-5, 5], \quad t \in [0, \pi/2],
\]

where $h(x, t) = u(x, t) + iv(x, t)$ is the complex-valued solution of the equation. We predict the real and imaginary parts of $h$ as outputs, given $x$ and $t$ as inputs.

**Darcy’s Equation:** We consider the problem of solving Darcy’s equation, which is a two-dimensional nonlinear diffusion equation with an unknown state-dependent diffusion coefficient $k$.\[\nabla_x \cdot [k(u)\nabla u(x)] = 0, \quad x = (x_1, x_2), \quad u(x) = u_0, \quad x_1 = 0 \]

The goal here is predict $u$ given $x_1$ and $x_2$ as inputs. Further, the labels for the diffusion coefficient $k$ are not provided during training but is expected to be learned by directly solving the PDE.

**Result Comparison on PDEs:** For each PDE, we evaluate under two different conditions: deterministic (noise-free) and random boundary conditions (noisy). For noisy conditions, we add 10% to the ground truth residual of 0.59; however, APINN-Drop
Table 2: Summary of model performances for solving Burgers’, Darcy’s and Schrödinger equations in terms of the mean and standard deviation for 5 random runs. 95% C.I. corresponds to empirical coverage of 95% predictive intervals.

| Condition                  | Noise-free |                           | Noisy       |                           |
|----------------------------|------------|---------------------------|-------------|---------------------------|
| Models                     | PINN-Drop  | APINN-Drop                | PID-GAN     | PINN-Drop                 |
|                            |            |                           | PID-GAN     |                           |
| **Burgers’ Equation**      |            |                           |             |                           |
| Error-u                    | 0.380 ± 0.027 | 0.250 ± 0.019              | 0.100 ± 0.008 | 0.370 ± 0.020             |
| Residual                   | 0.0040 ± 0.0003 | 0.0330 ± 0.0040          | 0.0010 ± 0.0004 | 0.0040 ± 0.0005          |
| Std. Dev.                  | 0.05 ± 0.00   | 0.06 ± 0.00               | 0.04 ± 0.01  | 0.05 ± 0.01               |
| 95% C. I. (%)              | 55.89 ± 0.58  | 68.69 ± 1.10               | 63.48 ± 55.64 | 81.16 ± 8.53             |
| **Schrödinger Equation**   |            |                           |             |                           |
| Error-h                    | 0.427 ± 0.001 | 0.402 ± 0.001             | 0.045 ± 0.012 | 0.428 ± 0.001             |
| Residual                   | 0.0100 ± 0.0002 | 0.0770 ± 0.0002          | 0.0013 ± 0.0002 | 0.0096 ± 0.0004          |
| Std. Dev.                  | 0.04 ± 0.00   | 0.04 ± 0.00               | 0.01 ± 0.01  | 0.04 ± 0.00               |
| 95% C. I. (%)              | 69.90 ± 0.36  | 40.80 ± 1.57              | 68.72 ± 19.34 | 47.49 ± 26.75            |
| **Darcy’s Equation**       |            |                           |             |                           |
| Error-u                    | 0.010 ± 0.002 | 0.009 ± 0.002             | 0.009 ± 0.006 | 0.012 ± 0.002             |
| Error-k                    | 0.450 ± 0.011 | 0.478 ± 0.013             | 0.082 ± 0.043 | 0.462 ± 0.016             |
| Residual                   | 0.0080 ± 0.0005 | 0.0110 ± 0.0003          | 0.0002 ± 0.0001 | 0.0080 ± 0.0004          |
| Std. Dev.                  | 0.36 ± 0.01   | 0.34 ± 0.01               | 0.08 ± 0.01  | 0.36 ± 0.00               |
| 95% C. I. (%)              | 100.0 ± 0.00  | 100.0 ± 0.00               | 84.22 ± 31.56 | 89.42 ± 13.46            |

Gaussian uncorrelated noise to the ground-truth labels which augments the inherent epistemic uncertainty of our predictive model due to the randomness in the boundary conditions.

Table 2 provides a summary of the comparison of different baselines across the three benchmark PDEs for noise-free and noisy conditions. For **Burger’s equation**, we see that PID-GAN shows significant improvement in the relative $L^2$-error of the predictions $u$ in both noisy and noise-free settings. Additionally, the variance of the PID-GAN across 5 random runs is the least, suggesting that it is more robust to random initializations. The PID-GAN also achieves the lowest PDE residual of $1 \times 10^{-3}$ and $2 \times 10^{-3}$ in noisy and noise-free setting. This displays the ability of the PID-GAN to generate generalizable and physically consistent solutions. For Burger’s equation, PID-GAN also provides an average 81.16% and 80.14% empirical coverage of the 95% confidence intervals for the two settings, i.e., approximately 80% of the times the ground truth lies between two standard deviations of the predictions. In general, it is preferred to have a higher 95% C.I. with lower standard deviations. On Burger’s equation, PID-GAN satisfies both these criteria.

For **Schrödinger Equation**, in terms of relative $L^2$-error of the predictions $h$, the PID-GAN performs the best in noise-free setting while PID-GAN performs slightly better than PID-GAN in the noisy setting (although the difference is not statistically significant and does not carry over for the other PDE experiments). On the other hand, PINN-Drop and APINN-Drop performs significantly worse in both noisy and noise-free conditions. Further, we observe a significantly lower PDE residual for the PID-GAN. The 95% C.I. for the PID-GAN is the best in the noisy setting with lowest std. dev.,

Figure 5: Analyzing the Imbalance of Generator Gradients for PIG-GAN and PID-GAN on the three benchmark PDE problems.
but in the noise-free setting, PINN-Drop shows highest 95% C.I although with a higher std. dev., and a significantly higher $L^2$-error.

For Darcy’s Equation, all the baselines show quite similar results w.r.t. the $L^2$-error on the predictions $u$, with PID-GAN having a slight edge in both settings. However, when it comes to predicting $k$ (for which no ground truth values were provided during training), PINN-Drop and APINN-Drop performs significantly poor in terms of $L^2$-errors, with significantly larger standard deviations of samples than other baselines. As a result, even though their 95% C.I. appear perfect, their predictions are not very useful. The GAN based models on the other hand are able to quite precisely estimate the value of $k$. Also, the PDE residuals are slightly better for the PID-GAN. For the noisy setting, PID-GAN is able to get almost perfect 95% C.I. Additional analyses of the results comparing PID-GAN and APINN-Drop have been provided in Appendix B.

Analyzing Imbalance in Generator Gradients: Figure 5 provides a comparison of the gradients obtained from the last two layers of the generator of PIG-GAN and PID-GAN for the three benchmark PDEs at the last epoch. For the Burgers’ equation, we can observe that the gradients of PIG-GAN on the labeled set ($\nabla_\theta L_{lu}$) (i.e., the initial and the boundary points) has a much wider distribution than the gradients of the PDE residuals ($\nabla_\theta L_f$) computed on the unlabeled set. This imbalance between the gradients indirectly demonstrates the imbalance between the gradient contributions of labeled and unlabeled points in PIG-GAN, supporting the theoretical claims made in Section 3. This problem of PIG-GAN aggravates for the Schrödinger’s equation, where we can see that $\nabla_\theta L_{lu}$ has an extremely large variance while the variance of $\nabla_\theta L_f$ is ultralow. However, for the Darcy’s Equation, the imbalance between the gradients of PIG-GAN is not very noticeable, indicating that the problem of gradient imbalance in PIG-GAN is use-case dependent. On the other hand, for PID-GAN, the generator gradients for both the labeled and unlabeled set follow the same distribution across all three PDEs, showing no signs of gradient imbalance.

It must be noted that we only visualize the effect of gradient imbalance in the last two layers of the generator. The magnitude of these gradients decreases as we back-propagate deeper into the network. This same phenomena leads to the common problem of vanishing gradients. Thus, the effect of imbalance in the last few layers would be more prominent than its effect in the earlier layers.

Analyzing Discriminator Scores: Figure 6 compares the discriminator outputs of PID-GAN and PIG-GAN on the labeled and unlabeled (test) points after training. For PIG-GAN, we evaluate the fully trained discriminator on three types of inputs: ($x_u, y_u$), ($x_u, \hat{y}_u$), and ($x_{test}, \hat{y}_{test}$). (Note that we evaluate the performance of our model on $x_{test}$ for PDEs, which is different from the unlabeled set $x_f$ used during training.) On the other hand, for the PID-GAN, we evaluate the discriminator on three types of inputs: ($x_u, y_u$, $1_u$), ($x_u, \hat{y}_u$, $\eta_u$), and ($x_{test}, \hat{y}_{test}$, $\eta_{test}$).

On the Burgers’ equation for PIG-GAN, we can observe that the discriminator is not able to distinguish between “real” samples ($x_u, y_u$) and the generated “fake” samples ($x_u, \hat{y}_u$) since the distribution of these two are similar and centered around 0.5. However, by analyzing its score on ($x_{test}, \hat{y}_{test}$), we can see that it always tends to predict the samples from the test set as “fake” by scoring them greater than 0.5 on average. This behavior is quite expected since the discriminator of PIG-GAN only learns the decision boundary between the “real” and “fake” samples on the labeled set. However, when we provide the discriminator of PID-GAN with similar inputs, we notice that it has adequately learned the decision boundary between the “real” and generated “fake” samples on both labeled and unlabeled set. Thus, the distribution of discriminator scores for ($x_{test}, \hat{y}_{test}$, $\eta_{test}$) for PID-GAN is centered at 0.5. Again, for Schrödinger equation, we observe similar behavior for the discriminator scores of PIG-GAN and PID-GAN.

Visualization of PDE Solutions: Figure 7 shows the exact solution of the Burgers’ equation along with the absolute errors and variances of PIG-GAN and PID-GAN. Burgers’ equation has a non-linear steep response at $x=0$, where both the predictive models show a strong correlation between regions with higher variances and higher absolute errors, which is a desirable behavior. For example, if the variance of a model is high in a certain region, it suggests that the model is less confident in its predictions and thus can incur larger errors. On the contrary, a model with low variance and a higher value of errors indicates poor and over-confident predictions. Similar to Burgers’, Figure 8 shows the exact solutions of the Schrödinger equation along with the absolute errors and variances of PID-GAN and PIG-GAN. Again, we observe two steep responses centered around $x = -1$ and $1$ for $t=0.79$. Similar to the Burgers’, we see PID-GAN has higher variance with a higher absolute error at the steep region. However, the absolute errors and the variances of PIG-GAN are not only concentrated over the steep region but also spread all over the spatio-temporal domain. This means that PIG-GAN is both less confident and more prone to errors in its prediction even in regions with smooth responses. Additional analyses of the results comparing the predicted and exact solutions of Burgers’ and Schrödinger equation have been provided in Appendix B.
5 CONCLUSIONS AND FUTURE WORK

We presented a GAN based framework for UQ with physics-supervision, referred to as PID-GAN. A unique aspect of PID-GAN is its ability to exploit the full potential of adversarial optimization in-built in GAN frameworks for training both the discriminator and generator on labeled and unlabeled points. Future directions of research can explore the use of PID-GANs for inference tasks such as rejection sampling.
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Appendices

A IMPLEMENTATION DETAILS

In this section, we describe the model, data, and training details for reproducing the experiments.

A.1 Procedure for selecting hyperparameters

For the baselines, we choose the exact hyperparameters and model architectures as described in their respective papers. **Architecture selection:** In the GAN-based formulation, the discriminator is much easier to train than the generator. To infer the PDE solutions, for every discriminator update, the generator is updated 5 times for all of our GAN-based models. Since we are providing additional information (physics consistency score) to the discriminator, it can easily overfit, which further leads to the vanishing gradient problem. To address this problem, we choose a simpler architecture for the discriminator in the PID-GAN model when compared to its PIG counterpart.

**Procedure for selecting λ:** We tune the trade-off hyperparameter λ using random search, where we set a heuristic to select the initial \( \lambda = \frac{1}{(R_\theta)} \) where \( \theta \) are the generator weights after random initialization. For the baselines shown in PDE problems, we choose the exact trade-off \( \lambda \) as reported in the respective papers, while for other datasets, we perform a random hyperparameter search to select the optimal \( \lambda \).

We use the Adam optimizer with a learning rate of \( 10^{-4} \) for PDE problems and \( 10^{-3} \) for other datasets.

A.2 Experimental Setup

In this section, we provide additional information regarding each of the datasets used in the main text. For each of our experiments, we normalized the inputs to follow zero mean and unit standard deviations.

**Real-world Dataset:** To evaluate our model performance on imperfect physics, we use two real-world datasets: collision prediction dataset, and tossing trajectory prediction dataset. We select 108 labeled points and 436 unlabeled points to train our models on the collision dataset. Meanwhile, we use 217 labeled points with 327 unlabeled points to train on the tossing dataset. All of the baselines are trained over 30,000 epochs. **Partial Differential Equations (PDE):**

**Burgers Equation:** Burgers’ equation is a fundamental partial differential equation that has multiple applications in areas ranging from applied mathematics like fluid mechanics, nonlinear acoustics, to traffic flow problems. For Burgers’ equation, we train our model on 150 labeled points, which are uniformly distributed across the initial condition data \( \{(x, t)|t = 0\} \) and the boundary points \( \{(x, t)|x \in \{-1, 1\}\} \). We further use 10,000 randomly chosen unlabeled points (collocation points for PDEs) to optimize our models. We train the baseline models for 30,000 epochs, which is common practice in the existing literature.

**Schrödinger Equation:** We use 100 labeled points for Schrödinger equation, where we select 50 uniformly distributed data points across the initial condition \( \{(x, t)|t = 0\} \) and 50 uniformly distributed data points across the boundary points \( \{(x, t)|x \in \{5, -5\}\} \). Moreover, we select 20,000 unlabeled points (collocation points for PDEs) that are randomly chosen from the input space using the Latin Hypercube Sampling strategy. Similar to the previous works, we train our baseline models for 50,000 epochs.

**Darcy’s Equation:** We use 200 scattered labeled points uniformly distributed over the data space. Additionally, we use 400 boundary points uniformly distributed over the four boundaries. Moreover, we select 10,000 unlabeled points (collocation points for PDEs) that we randomly choose from the input space. All of the baselines are trained over 30,000 epochs.

B ADDITIONAL ANALYSIS OF RESULTS

B.1 Comparing PID-GAN and APINN-Drop on Darcy’s Equation

We visualize the performance of the PID-GAN and APINN-Drop models with different conditions to gain more insights into each of these models. From Table 2, we observed that PID-GAN and APINN-Drop had similar relative \( L^2 \) error - u. However, the relative \( L^2 \) error - k of APINN-Drop is significantly worse than that of PID-GAN. This is also evident from the plots of Absolute error of \( k \). Also, the variances of the PID-GAN are much lower than those of the APINN-Drop. We observe the trend that PINN variants usually have much larger variances in their predictions, thus achieving higher values of 95% C.I. It can be inferred that APINN-Drop is usually under-confident in its predictions. However, this behavior might not be desirable. Ideally, we would want to have a higher value of 95% C.I. with lower values of standard deviations. PID-GAN on the other hand, generates significantly lower errors in \( k \) while having lower variances with a relatively high value of 95% C.I.

B.2 Prediction comparison for Burgers’ equation

Figure 10 shows the comparison of the predicted and the exact solutions of Burgers’ equation for different baselines at \( t=0.5 \) snapshot. It is evident from the figure that at \( x=0 \), there is a steep slope, which is hard to predict by conventional neural networks. The original PINN paper, which does point estimates, shows better performance on finding the exact solution of Burgers’ equation than our dropout based PINN-Drop method. This justifies our observation on MC-Dropout that its minor perturbation can easily throw-off a model to become physically inconsistent, which motivates us to estimate the uncertainty using GAN-based models.

B.3 Prediction comparison for Schrödinger equation

Figure 11 illustrates a similar observation for MC-Dropout based models. PINN-Drop and APINN-Drop perform well on the smooth response region, whereas, for the steep response region, the predictions and the uncertainty of these models are inconsistent. GAN-based model predictions are close to the exact solutions, and from the results, the PID-GAN performs much better than the PIG-GAN in terms of residual error and uncertainty estimate values.
Figure 9: Comparison of PID-GAN and Adaptive PINN-Drop in terms of absolute error and variance on Darcy’s equation.

Figure 10: Comparison of the predicted and exact solutions of Burgers’ equation corresponding to \( t = 0.50 \) snapshot.

Figure 11: Comparison of the predicted and exact solutions of Schrödinger equation corresponding to \( t = 0.79 \) snapshot.