This paper presents a computationally efficient variant of gradient boosting for multi-class classification and multi-output regression tasks. Standard gradient boosting uses a 1-vs-all strategy for classification tasks with more than two classes. This strategy translates in that one tree per class and iteration has to be trained. In this work, we propose the use of multi-output regressors as base models to handle the multi-class problem as a single task. In addition, the proposed modification allows the model to learn multi-output regression problems. An extensive comparison with other multi-output based gradient boosting methods is carried out in terms of generalization and computational efficiency. The proposed method showed the best trade-off between generalization ability and training and predictions speeds.
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1 Introduction

We are in the thriving age of machine learning and in the midst of a revolution driven by machine learning programs. Machine learning has long been part of our daily lives. It helps to improve industrial and professional processes. There are many examples of novel machine learning applications, such as applications in business processes [1] to group customers and similar documents or to analyze quantities of customer data to improve customer service; Implementations to predict machine failures [2] and to recognize the health states of machines automatically; Prediction of risk in lung cancer patients [3]; and many more.

From the myriad of machine learning models developed, ensemble learning methods are among the best performing methods in terms of robustness and accuracy [4][5][6][7]. The idea behind ensembles is the combination multiple base learners, generally weak, into a strong learner. This combination produces a generalization ability in general superior to that of any of its members. These methods have been applied to many fields of applications in recent years and are among the best methods for tabular data classification tasks [8][9].

One of the most well-known ensemble models is Gradient Boosting (GB), also know as Gradient Boosted Decision Trees (GBDT) [10]. In GBDT, the learning method works by sequentially creating new base models that learn the portion of the concept not captured by previous learners. The problem is posed as an optimization problem in which the output of each new model is built to be correlated with the negative gradient of the loss function of previous iterations. The current implementation of GBDT has some advantages and disadvantages, and many improvements in this area have been achieved in the recent years. For instance, in [11] a fast variant of gradient booting was presented called XGBoost. This method drew much attention for achieving the best performance in many Kaggle competitions [11]. In [12], CatBoost is proposed, a Gradient Boosting method specially designed for datasets with categorical and numerical features.

One of the drawbacks of the current GBDT approaches is that, for multi-class classification, it requires to train one classifier per class and iteration. That is, the model optimizes each class in a separate process. Moreover, for multi-output regression problems, it requires to build one isolated ensemble for each output in which the correlations between
the dependent variables are ignored. As the correlations between multiple-outputs exist, and [13] shows that those correlations between outputs can improve the multi-output Support Vector Regression performance. More importantly, using one tree per class creates more complex (and slower) ensembles. There are some proposals to use a single multi-output tree for all classes at each boosting iteration to produce faster models. In [14, 15], these works are built on top of the gradient boosting based XGBoost [11] and LightGBM [16]. In both studies, the second-order Taylor expansion is used for loss function approximation, and the derivations are modified to handle vector forms of the expansion.

The objective of this study is two-fold. On the one hand a novel Gradient Boosting model that treats in the same manner different problems, such as binary/multi-class classification and single/multi-output regression is proposed. This is done by using a single, possibly multi-output, model at each step. In contrast to [14, 15], the optimization of the proposed method is based on a two-step procedure, first fitting the base learner by least-squares to the pseudo-residuals and then approximating the solution with the Newton-Raphson step following the original gradient boosting strategy [10]. The second objective of this paper is to perform an exhaustive comparison of multi-output gradient boosting methods in terms of generalization accuracy and computational efficiency.

The paper is organized as follows: In section 2, the Gradient Boosting construction and the proposed loss function and algorithm for both multi-class classification and multi-output regression problems are described, and section 3 reviews the related works. In section 4, the experiments and results of several empirical analyses are shown. Finally, the conclusions are summarized in the last section.

2 Methodology

In this section, Gradient Boosting (GB) algorithm [10] is reviewed. In addition, the proposed modifications in order to consider simultaneously at each step all classes for multi-class classification and outputs for multi-output regression is described.

2.1 Gradient Boosted Decision Trees

Considering a dataset \( D = \{ (x_i, y_i) \}_{i=1}^N \) where \( x \) and \( y \) refer to the input variables and response variable respectively. The main idea is to build the functional relationship between these two variables, \( F(X) \), that minimizes a given loss function

\[
\hat{F}(x) = \arg\min_{F(x)} \mathbb{E}_{p_x} L(y, F(x)). \tag{1}
\]

The optimization procedure followed by Gradient Boosting consists in estimating the objective function as an additive expansion

\[
\hat{F}(x) = \sum_{m=0}^{M} \gamma_m h_m(x)
\]

where \( M \) is the number of iterations and \( h(x) \) is a base regressor model. The model, \( \hat{F}(x) \), is created in a stagewise greedy process as

\[
(\gamma_m, h_m) = \arg\min_{\gamma, h} \sum_{i=1}^{N} L(y_i, F_{m-1}(x_i) + \gamma h_m(x_i)), \tag{2}
\]

where

\[
F_m(x) = F_{m-1}(x) + \gamma_m h_m(x), \tag{3}
\]

In order to optimize Eq. [2] first the model \( h \) is trained an then the value of \( \gamma \) is optimized. First, at each step a gradient descent step is performed by computing the negative gradient, or pseudo-residuals, for each data point

\[
r_{im} = -\left[ \frac{\partial L(y_i, F(x_i))}{\partial F(x_i)} \right]_{F(x_i)=F_{m-1}(x)}. \tag{4}
\]

and the \( m \)-th decision tree regressor model, \( h_m(x) \), is trained to adjust to the pseudo-residuals or gradients. Note that the gradients are optimized using a constrained function \( h \), usually a decision tree, that is built using the square loss independently of the loss function we are trying to optimize

\[
h_m = \arg\min_h \sum_{i=1}^{N} (r_{im} - h(x_i))^2. \tag{5}
\]
Hence, $\gamma$ is subsequently optimized on the original loss function using a Newton-Raphson step

$$
\gamma_m = \arg\min_{\gamma} \sum_{i=1}^{N} L(r_{im}, F_{m-1}(x_i) + \gamma h_m(x_i)) \quad (6)
$$

For the case in which the model $h$ is a decision tree, this line search optimization can be done independently for each terminal leaf. This is so because a decision tree can be seen as an additive model of the outputs of the terminal regions: $h_m(x) = \sum_{j=1}^{J} b_{mj} \mathbb{1}(x \in \mathbb{R}_j)$, where $J$ is the number of terminal nodes of the tree, $\mathbb{R}_j$ is the region covered by leaf $j$ and $b_j$ is its output. The terminal regions are disjoint and cover the whole data space. In consequence, a different $\gamma$ value can be computed for each terminal node $j$. We can integrate the general $\gamma$ constant in each node as $\gamma_{mj} = \gamma_m b_{mj}$.

With this, for the cases of binary classification or single-output regression in which one decision tree is built at each $m$ iteration, the leaf nodes output are updated as

$$
\gamma_{mj} = \arg\min_{\gamma} \sum_{x_i \in \mathbb{R}_{mj}} L(y_i, F_{m-1}(x_i) + \gamma), \quad (7)
$$

Note that for regression problems in which the square loss is optimized, this last step is not necessary as the leaf nodes already have the correct output.

### 2.2 Condensed Gradient Boosting

For the case of multi-class classification, since the base decision tree regressors supply scalar values, gradient boosting ensemble needs to build one tree per class and iteration. In this section, we derive the extension needed for GB [10] to work with a single decision tree regressor with vector size outputs for multi-class classification and multi-output regression. One of these trees could substitute the single output trees used in standard gradient boosting.

Assuming $D = \{x_i, y_i\}_{i=1}^{N}$ is the training classification data with $N$ instances where $x_i \in \mathbb{R}^D$. The $y_i \in [1, K]$ is the class label of the $i$-th instance, with $K$ the number of classes. A one-hot encoding method is applied to convert the multi-class labels to a logical matrix, in which row $i$ and column $k$ of the logical matrix $D$ is 1 if the $i$-th instance belongs to class $k$ and 0 otherwise. The objective is to find $K$ functions $\tilde{F} = \{\tilde{F}_k\}_{k=1}^{K}$ that minimize a given loss function in an additive manner using multi-output models

$$
\tilde{F}_m(x) = \tilde{F}_{m-1}(x) + \tilde{h}_m(x) \quad (8)
$$

where $\tilde{h}_m(x) = \{\gamma_{km} h_{km}(x)\}_{k=1}^{K}$ is the multi-output model with $K$ outputs. Using the one-hot encoded data set, at each iteration a single multi-output tree is trained to fit the data as $\mathbb{R}^D \rightarrow \mathbb{R}^K$ in which the values to learn is a matrix of size $N \times K$ with the residuals of the previous predictions

$$
r_{ikm} = \left[ \frac{\partial L(y_{ik}, F_{k}(x_i))}{\partial F_{k}(x_i)} \right]_{F_{k}(x)=F_{k,m-1}(x)}. \quad (9)
$$

For node $j$ with a vector of $K$ outputs of the decision tree regressor, the criteria to minimize forthcoming splits is the average of Mean Squared Error (MSE) over the $K$ outputs,

$$
Q(j) = \frac{1}{N_j K} \sum_{k=1}^{K} \sum_{x_i \in \mathbb{R}_j} (y_{ik} - \bar{y}_k)^2, \quad (10)
$$

where $\bar{y}_k$ is the mean value of target $k$ in the region $j$ and $N_j$ is the number of samples of node $j$.

As previously described, when the loss function is different to the one used when fitting the model to the matrix of residuals (given by eq. [11]) a second optimization step has to be carried out as in Eq [1]. In this second step, the $K$-dimensional vector of outputs of the leaf nodes has to be updated as

$$
\gamma_{mjk} = \arg\min_{\gamma} \sum_{x_i \in \mathbb{R}_j} L(y_{ik}, F_{mk}(x_i) + \gamma) \quad (11)
$$

For multi-class classification, if log-loss is used

$$
L(y, F(x)) = \sum_{k=1}^{K} y_k \ln \left( \frac{\exp(F_k(x))}{\sum_{k=1}^{K} \exp(F_k(x))} \right), \quad (12)
$$
the Newton-Raphson update for tree terminal leaves would be
\[
\gamma_{mjk} = \frac{\sum_{x_i \in R_j} r_{ikm}}{\sum_{x_i \in R_j} (y_{ikm} - r_{ikm}) \times (1 - (y_{ikm} + r_{ikm}))},
\] (13)
For multi-output regression, if the square loss is used, no update of the terminal vector values is needed since the trees are already optimizing the desired loss function.

2.3 Illustrative examples

Below, we include various examples to demonstrate the working modalities of the proposed condensed method and standard gradient boosting in multi-class classification. In a first experiment, the boundaries of GB and C-GB were analyzed to compare if creating single multi-output regression trees instead of one tree per class could pose difficulties learning the concepts. For this experiment a synthetic multi-class classification dataset with three classes, 1200 instances, two features, and one cluster per class was used. The generated dataset is based on the Madelon random data experiment [17]. The distribution of the training data points is shown in Fig. 1 with each class in a different color. The same hyper-parameter configuration was used for both methods (max depth=3, subsample=0.75, learning rate=0.1, decision trees=100). In Fig. 1 the decision boundaries of the two methods are shown using the same colors as the corresponding training data points. As it can be observed from the plots, both C-GB and GB perform very similarly and adjust rather good to the training instances. This shows that the proposed method is able to adapt to the problem at hand even though only one tree per iteration is trained.

In Fig. 2 the decision trees of the first iteration are shown as an example for the classification task shown in Fig. 1. The figure shows, for iteration 1, one tree per class for GB and the one tree of C-GB. The nodes of the trees show the following values: the split information for internal nodes, the MSE error of the node, the number of instances and the node output. For multi-output decision trees the MSE is the average MSE error for all outputs (Eq. 10) and the output value is a vector of size $K$-classes.

Fig. 2(a) illustrates how a single tree can manage to capture the information of the three classes. The split of the root node and the left branch is equivalent to that of the class 0 tree of GB and basically isolates the class 0 (purple dots in fig. 1) from the rest. After the root node, the first two right nodes of the C-GB tree have the same splits than the first nodes of the class 2 GB tree. This illustrates how a single tree is able to capture the information of all classes of the problem in a more compact way. Also, using a single tree would produce more coherent outputs as the same splits are used for all classes.

In order to show the performance of C-GB and GB in more detail, the convergence with respect to the number of trees of both methods on the Waveform dataset for each of its three classes was measured. The experiments were repeated 10 times and the average values reported. The hyper-parameters used are: learning rate is set to 0.1 and subsampling to 0.75. The convergence for each class is measured using average precision (i.e. true positives divided by detected positives) for each class. The results in average precision are shown in Figure 3 for different maximum depths for C-GB (blue curve) and GB (red curve). From Figure 3 it can be observed that both methods achieve equivalent
The multi-class problem into a set of binary tasks. These multi-class versions could have theoretical and practical con-
sequences. Several studies have proposed different extensions to boosting-like methods to better handle multi-class classification. These extensions are based in one of the two main families of boosting methods: AdaBoost \[18\] \[19\] \[20\] and Gradient Boosting \[10\] \[21\] \[11\]. The original AdaBoost \[18\] algorithm proposes two boosting variants to handle multi-class classification (called AdaBoost M1 and M2). AdaBoost.M1 is based on using multi-class weak base learners, while AdaBoost.M2 converts the multi-class problem into a set of binary tasks. These multi-class versions could have theoretical and practical convergence problems \[18\] \[22\]. The work proposed in \[22\] tackles these problems by defining an exponential bound on a test measure called pseudo-loss error in which each base learner (decision stumps in this work) minimizes its upper bound with gradient descent. Their method proved a better convergence than AdaBoost.M2.

For multi-class tasks, the approach followed by gradient boosting \[23\] is to optimize a multi-class loss function separately for each class by training one tree per class. The main drawback of this approach is the complexity of the solution as it generates a set of $K$ trees at each iteration.

In \[24\] an adaptive base class boosting (ABC-MART) is presented. The proposal derive the multi-class logistic regression loss function \[10\] given sum-to-zero constraint, such that the sum of the outputs of the models add up to zero. This allows them to choose at each epoch the base class that obtains the highest reduction of the training loss in a greedy manner. However, this greedy approach introduces a higher training complexity in the algorithm.

The most similar studies to the present work are \[14\] \[15\]. The idea of those studies is the same as the one of this work, that is to train a single tree for all classes at each boosting iteration. Although they are based on a different optimization procedure. The work of \[14\] is based in XGBoost \[11\]. Their implementation is, introduced as an open-source based on TensorFlow, named TFBT (stands for TensorFlow Boosted Trees) model. They showed how the use of a single multi-output regressor at each step produced less complex ensembles, which size is approximately reduced by a factor of the number of classes. They introduced two strategies in terms of loss function calculation. One of them considers the full-hessian loss, and the other assumes that the hessian matrix is diagonal, which leads to a faster
algorithm. Furthermore, they included a layer-by-layer approach that considers one tree as a whole boosting process that builds one tree layer at each gradient boosting step instead of the whole decision tree.

In a similar approach, [15] introduced a Gradient-boosted decision trees for multiple outputs (GBDT-MO) by training a single tree per iteration. The use of the loss function and its derivatives is the same as in [14]. Although GBDT-MO was implemented on top of LightGBM [16] and extended the histogram approximation of LightGBM for the multiple-outputs. They also adapted the algorithm to multi-output regression and to multi-label classification. These studies consider the vector form of Taylor expansion to approximate the loss function following the optimization procedure of XGBoost and LightGBM. In contrast, the proposed method is a two-step optimization procedure that applies gradient descent and a Newton-Raphson step approximation to find the solution, following the original gradient boosting approach.

Another recent gradient boosting study regarding the multi-output regression has been published [25]. The case study of this paper is predicting multi-step-ahead traffic speeds at the same time. Their state of the art is the Gradient Boosting Regression tree of Friedman [10] with the differentiable loss function, including the squared error and absolute error. They introduced the Multivariate Gradient-Boosting-Regression-Tree of Multivariate GBRT by considering the decision tree as the weak learner. Instead of the current approach, they also use the predicted values as an input during the model training and train each tree considering all outputs.

There are several implementations of multi-output decision trees such as [26, 27]. The work presented in [26] was designed in the context of clustering. It uses a generic prototype distance function to maximize the inter-cluster distance in a standard top-down decision tree approach [28]. Depending on the chosen prototype function the decision tree can work for classification and regression. In [26], a constrained multi-output decision tree is presented as an
instance of the algorithm presented in [27]. The proposed method trains a large multi-output decision tree. In a second step, the tree is pruned in order to satisfy the user size and accuracy constrains.

These multi-output decision trees can be combined into ensembles [29]. In this work, the multi-output decision trees of [27] are combined with bagging [30] and random forests [31]. The proposed ensembles [29] are tested on various classification and regression tasks showing a performance better than the single base models. Moreover, in the experiments carried out proposed multi-objective ensemble performed better on regression tasks than the single-objective ensembles. In classification, the performance of the multiple and single output models was equivalent.

### 4 Experiments

In this section, we carry out an exhaustive comparison of the proposed Condensed Gradient Boosting (C-GB) with respect to other similar algorithms such as TensorFlow Boosted Tree (TFBT) [14] and Gradient Boosted Decision Tree for multiple outputs (GBDT-MO) [15]. In addition, the comparison is extended to single output gradient boosting. The analyses are performed on 12 multi-class classification and three multi-output regression tasks from diverse areas of application and with different number of instances, classes and attributes. The details of the datasets are shown in Table 1. We selected these datasets in order to have a significant variation with respect to the different dimensions (samples and features) and number of classes and targets.

The code of the proposed method is implemented on top of the scikit-learn library and it is available at GitHub repository [1]. For the single output gradient boosting (GB), the scikit-learn implementation was used. For GBDT-MO, we used the implementation of the authors from the GBDTMO package [2]. The implementation of TFBT is based on TensorFlow [3]. Note, however, that in the last update of TensorFlow, the TFBT package was marked as deprecated (version 2.8.0 and older). Hence, we used a previous version of TensorFlow (version 2.4.1).

#### 4.1 Experimental setup

The validation procedure was carried out using random splits with the proportion of 20 percent for the test and the rest for the training sample, except for the CIFAR-10, Poker Hand, MNIST and Sensit for which the partition determined by the datasets was used. In order to have stable results, all experiments were repeated five times with different seed values except for the largest datasets: CIFAR-10, MNIST, Sensit, Poker Hand, and Cover Type in which only one experiment was performed. The reported generalization performance is computed as the average value of the different

---

[1] https://github.com/GAA-UAM/C-GB/
[2] https://github.com/zzd1992/GBDTMO
[3] git.kot.tools/tensorflow
Realizations. The size of the training and test for each dataset is indicated in the last column of Table 1. In an effort to achieve the highest possible accuracy performance for each model, the hyper-parameters of each model were tuned with grid-search method. The grid-search was done within train using 2-fold cross-validation for all the models and datasets. The combination of hyper-parameters that produced the best validation results was then used to train the final model of each algorithm using the whole training dataset. In Table 2 the hyper-parameter grids for each model are shown.

In addition to the generalization performance, the training and prediction times were also measured. In training, only the time necessary to train the models was logged without considering the time required to load the data in memory. The prediction time was computed as the average time each model needs to predict 10 instances.

Since the training time depends on the hyper-parameter settings, we considered a single set of hyper-parameters for all models, which was: subsample = 1, learning rate = 0.1, tree depth = 10, trees = 100. The experiments were carried out on an Intel(R) Xeon(R) CPU with six cores and a 2.40GHz base clock rate.

4.2 Evaluation

The generalization ability of the different algorithms in the classification tasks was using the accuracy of the models. For the multi-output regression problems, the root mean square error (RMSE) was used for each individual output,

$$RMSE_k = \sqrt{\frac{\sum_{i=1}^{N} (y_{ik} - \hat{y}_{ik})^2}{N}},$$

where $y_{ik}$ and $\hat{y}_{ik}$ are the target true and predicted values respectively for instance $i$ and target $k$. Furthermore, to have a unique performance criterion for each model in the multi-output regression tasks, we considered the average coefficient of determination $\alpha R^2$ over $K$ outputs

$$\alpha R^2(y_{ik}, \hat{y}_{ik}) = \frac{\sum_{k=1}^{K} \left(1 - \frac{\sum_{i=1}^{N} (y_{ik} - \hat{y}_{ik})^2}{\sum_{i=1}^{N} (y_{ik} - \bar{y}_k)^2}\right)}{K},$$

where $\bar{y}$ is the average of true target value for instance $i$. The highest possible value for $\alpha R^2$ is 1.0. Negative values indicate a poor performance, worse than predicting the average of the test real target values for all instances. We did not consider the average RMSE over all the targets as it would be an average of values on different units and in consequence difficult to interpret.

Finally, in order to compare the performance across datasets and methods, the statistical ranking methodology proposed by Demsár [37] was applied. This methodology, compute the average rank for each method across the tested datasets. The difference in average rank is considered significant using a Nemenyi test. The result of this test can be plotted using a Demsár [37] as the ones shown Figure 4. The ranking of the methods in each dataset was done using the average accuracy in the classification tasks. For the regression problems, the methods were ranked by target using the RMSE metric.

4.3 Results

The average results for the different experiments is shown in Tables 3, 4 and 5. In Table 3 the average accuracy for the multi-class tasks is shown. Tables 4 and 5 show the average RMSE and average $R^2$-score for the multi-output regression problems. In the tables, the best value for each dataset or target is highlighted in bold face.

From Table 3 it can be observed that the accuracy of GB is in general better than that of the rest of the models. GB obtained the highest accuracy in eight out of 12 datasets. The C-GB method followed with four best results. Finally,
Table 3: Average generalization accuracy for Condensed-Gradient Boosting (C-GB), Gradient Boosting (GB), Tensor-Flow Boosted Tree (TFBT), and Gradient-Boosted Decision Trees for Multiple Outputs (GBDT-MO). The best results for each dataset highlighted in bold.

| Dataset   | C-GB  | GB    | TFBT  | GBDT-MO |
|-----------|-------|-------|-------|---------|
| CIFAR-10  | 51.31 | 51.98 | 36.15 | 48.67   |
| Cover Type| 97.23 | 97.25 | 73.94 | 84.60   |
| Digits    | 97.17 | 97.39 | 95.94 | 96.39   |
| Iris      | 94.00 | 95.33 | 93.33 | 92.67   |
| Letter-26 | 96.80 | 96.57 | 76.44 | 94.74   |
| MNIST     | 97.48 | 97.63 | 80.48 | 96.71   |
| Poker Hand| 74.87 | 76.81 | 57.63 | 78.15   |
| Sensit    | 84.83 | 85.07 | 75.47 | 82.95   |
| Vehicle   | 75.06 | 75.06 | 64.24 | 72.12   |
| Vowel     | 96.16 | 95.76 | 70.91 | 83.54   |
| Waveform  | 85.12 | 85.24 | 80.00 | 84.40   |
| Wine      | 98.89 | 97.78 | 92.78 | 86.67   |

Table 4: Average generalization RMSE for C-GB, GB, and GBDT-MO.

GBDT-MO obtained one best performance and TFBT none. The difference in performance of GB and its extension C-GB is rather small in most datasets. For instance, the difference in Waveform between these two models is about 0.12, and 0.02 for Cover Type. The most favorable outcome for GB is obtained in Poker Hand with 1.94 points difference. Precisely in the dataset in which GBDT-MO got the best result. The lowest scores were obtained by TFBT in all datasets.

The results of the multi-output regression experiments are shown in Tables 4 and 5. In this experiment, as GB does not support multi-output regression, we trained one different ensemble for each output separately. Results are not reported for TFBT as this method does not handle regression tasks.

From Table 4, it can be observed that the performance of the C-GB on each target is similar to the performance of GB and superior to that of GBDT-MO. GB obtained the best result in nine targets and C-GB in five. With respect to GBDT-MO, the model could not perform as well as the other two methods. In relation to the average $R^2$ score shown in Table 5, the results show a similar behaviour: GB achieved the highest score in all datasets followed by C-GB. In addition, the average performance of GBDT-MO in the ATP1D dataset is clearly lower than that of the other two methods. To investigate more on this specific dataset, a scatter plot of the predicted and actual values for each target is shown in Fig. 5. The poor performance of GBDT-MO in this dataset can be explained as it predicts similar values for most instances.

Table 5: Average generalization coefficient of determination C-GB, GB, GBDT-MO.

Figure 4 shows the overall comparison of the tested methods using a Demsˇar diagram. The plots show the average rank of the methods for the analyzed datasets. The difference between the two methods is statistically significant if they are not connected with a horizontal solid line. The critical distance (CD) are 1.64 and 0.88 for 12 multi-class classification tasks and 14 regression targets respectively with p-value = 0.05.

Similar conclusions can be drawn from these diagrams. For the multi-class classification problems (Figure 4 subplot a), the worse performance is produced by TFBT followed by GBDT-MO. The best average rank is achieved by GB followed by the proposed condensed model. The performance of the C-GB in multi-class classification is statistically significantly better than that of TFBT. As for the regression tasks (Figure 4 subplot b), we ranked the models over...
Figure 4: Comparison of different gradient boosting models (higher rank is better) using the Nemenyi test ($p = 0.05$). The average rank for multi-class classification (a) and multi-output regression considering targets (b).

14 regression targets for three models. The best rank was achieved by the GB and C-GB with statistical significant difference in relation to GBDT-MO.

An important aspect of these methods is its computational complexity. To evaluate it, the training time and test time was measured for all datasets. The time performances are summarized in Table 6. The reported test times indicate the time needed by the methods to evaluate $10^5$ instances. The best (lowest) training and test times in the table are highlighted in bold face.

As it can be observed in Table 6, the results are generally more favorable to two methods based in single multi-output trees: C-GB and GBDT-MO. The C-GB trained faster in eight datasets, and the GBDT-MO trained faster in seven. In addition, the training times are generally favorable to C-GB in the largest datasets: for instance in CIFAR-10 and MNIST, GBDT-MO is respectively 2528.42 and 861.12 seconds slower than the C-GB. The training times for GB are clearly slower than those of C-GB. With respect to the test time needed to evaluate $10^5$ instances, the GBDT-MO model was the fastest in nine datasets and C-GB in four. The results of GB, in this regard, are somewhat more competitive in small datasets, even though one tree per class and iteration has to be evaluated. The reason for this is that in general, the size of the decision trees generated by GB is smaller.

| Models  | CIFAR-10 | Cover Type | Digits | iris | Letter-26 | MNIST | Poker Hand | Sensit | Vehicle | Vowel | Waveform | Wine | ATP1d | ATP1d | Energy |
|---------|----------|------------|--------|------|-----------|-------|------------|--------|---------|-------|----------|------|-------|-------|--------|
| C-GB    | 332.69   | 249.86     | 2.72   | 0.18 | 15.30     | 90.89 | 12.29      | 132.23 | 1.21    | 2.06  | 3.68     | 0.21 | 0.34  | 0.30  | 0.14   |
| GB      | 48.29    | 1.55       | 5.51   | 32.38| 2.16      | 15.93 | 2.33       | 2.17   | 7.95    | 7.94  | 2.31     | 32.19| 18.22 | 19.82 | 6.97   |
| TFBT    | 2274.58  | 1092.56    | 14.07  | 0.35 | 157.23    | 687.03| 71.59      | 325.21 | 3.29    | 3.29  | 7.49     | 0.39 | 1.21  | 1.07  | 0.16   |
| GBDT-MO | 42.60    | 4.78       | 19.16  | 21.92| 23.67     | 33.00 | 9.31       | 2.64   | 10.27   | 25.26 | 3.14     | 16.99| 21.23 | 21.46 | 4.16   |

Table 6: Training and prediction time comparison (in seconds) for C-GB, GB, TFBT, and GBDT-MO

5 Conclusion

In this paper, condensed gradient boosting (C-GB) is presented. C-GB is a variant of gradient boosting for multi-class classification and multi-output regression problems. In multi-class problems (i.e. tasks with more than 2 classes), gradient boosting has to train one regressor model per class and iteration. In this work, we propose the use of decision trees with vector-valued leaves in such a way that only one decision tree per iteration has to be trained. We have shown
that these multi-output regression trees are able to capture the information of all classes at once. In addition, the use of these trees allowed us to adapt the model to multi-output regression. The proposed method is implemented as an open-source package for further investigations.

An extensive experimental comparison has been carried out. The proposed model has been compared with respect to standard gradient boosting. In addition, the comparison is extended to other two similar multi-output models that use different optimization strategies. Specifically, TFBT based on XGBoost and GBDT-MO based on LightGBM. The experiments show that the proposed method accomplished a generalization performance very close to that of standard gradient boosting with a reduced use of computational resources. The ensembles generated with C-GB are faster to train and provide faster predictions than standard gradient boosting in general. Furthermore, the proposed model demonstrated superior generalization performance with respect to TFBT and GBDT-MO. In terms of computational complexity TFBT is the slowest of all methods, while GBDT-MO and C-GB are the fastest of all tested methods.
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