Understanding and Enhancing Robustness of Concept-Based Models

Sanchit Sinha\textsuperscript{1}, Mengdi Huai\textsuperscript{1,2}, Jianhui Sun\textsuperscript{1}, Aidong Zhang\textsuperscript{1}

\textsuperscript{1}University of Virginia
\textsuperscript{2}Iowa State University
\{sanchit, js9gu, aidong\}@virginia.edu, mdhuai@iastate.edu

Abstract

Rising usage of deep neural networks to perform decision making in critical applications like medical diagnosis and financial analysis have raised concerns regarding their reliability and trustworthiness. As automated systems become more mainstream, it is important their decisions be transparent, reliable and understandable by humans for better trust and confidence. To this effect, concept-based models such as Concept Bottleneck Models (CBMs) and Self-Explaining Neural Networks (SENN) have been proposed which constrain the latent space of a model to represent high level concepts easily understood by domain experts in the field. Although concept-based models promise a good approach to both increasing explainability and reliability, it is yet to be shown if they demonstrate robustness and output consistent concepts under systematic perturbations to their inputs. To better understand performance of concept-based models on curated malicious samples, in this paper, we aim to study them adulterated with non-relevant noise resulting in unreliable downward predictions. The motivation is to introduce perturbations to clean samples from being local in nature where they assign importance scores to the features present in an input sample to being global in nature where the model identifies certain “concepts” present in the input sample. A concept can be thought of as an abstraction of features which are usually shared across multiple similar sample points. For example, in Figure 1, a concept can be entirely clinical “osteophytes-femur”, “sclerosis-tibia”, etc. Usually DNNs are trained end-to-end, which makes it difficult to isolate concepts and even harder to make them understandable. To alleviate this, concept-based approaches have been proposed (Koh et al. 2020; Alvarez Melis and Jaakkola 2018) which map a sample from input space to a concept space and subsequently map the concept space to the prediction space. The concept space usually consists of high-level human understandable concepts. A model trained incorporating either manually curated or automatically learned concepts increases both interpretability and reliability of its predictions.

One such example, as proposed in (Koh et al. 2020), Concept Bottleneck Models (CBMs), can help domain experts quickly identify any discrepancy and intervene when and where needed. CBMs also offer generalizability in the sense that any DNN can be easily converted into a CBM by resizing an intermediate layer to correspond to the size of any closed concept set pre-selected by domain experts. The training of such models uses standard training procedure with a loss function augmented with an extra term from the bottleneck layer.

Although incredibly simple in formulation and training, many recent works have demonstrated certain flaws in CBMs which warrant an increased caution in their widespread applications. For example, Margeloiu et al. (Margeloiu et al. 2021) demonstrated that computing the saliency maps with respect to a single concept does not capture the position of that concept in the image itself. Similarly, Mahinpei et al. (Mahinpei et al. 2021) demonstrate that CBMs suffer from “information leakage” where more than necessary information is encoded in a concept - making them adulterated with non-relevant noise resulting in unreliable downward predictions.

In this paper, we aim to study the security vulnerability and robustness of concept-based models to carefully crafted malicious attacks, where an adversary with a malevolent intent aims to introduce perturbations to clean sam-
models in critical applications as these attacks can be very hard to detect. To alleviate this, in addition to studying attacks, we also propose a general adversarial training-based defense mechanism to improve the robustness of the learning models against the proposed attacks on concepts. We conduct comprehensive experiments on different datasets of varying risk levels - ConceptMNIST, CUB and OAI, and the derived experimental results demonstrate the efficacy of both our attacks and defense.

Related Work

**Related work on concept-level explanations.** To incorporate a broader perspective on model decision making in sensitive applications such as medical diagnosis or financial forecasting (Suo et al. 2020; Xun et al. 2020), concept attribution methods have been proposed. These methods provide a high level abstract notion of explanations by aligning model explanations with human-understandable concepts improving overall reliability. Several popular methods which automatically learn concepts are detailed (Kim et al. 2018; Ghorbani et al. 2019; Yeh et al. 2020; Wu et al. 2020; Goyal et al. 2019). On the other hand providing concept priors have been utilized to align model concepts with human understandable concepts (Zhou et al. 2018; Murty, Koh, and Liang 2020; Chen et al. 2020). [Figure 1](#)

**Related work on concept bottleneck models (CBMs).** Concept bottleneck models were initially limited to specific use-cases. More recently, the applications of such bottleneck models was generalized in a recent work (Koh et al. 2020) which postulated that any prediction model architecture can be transformed into a CBM by simply resizing any intermediate layer to represent a human-understandable concept representation. Similar work on utilizing and improving CBMs for various downstream tasks include (Sawada and Nakamura 2022; Jeyakumar et al. 2021; Pittino, Dimitrieva, and Heer 2021; Bahadori and Heckerman 2020).

**Related work on robustness of interpretations.** Although explanations have enabled deep understanding of DNNs, there are concerns regarding their robustness. (Ghorbani, Abid, and Zou 2019) showed that explanations can easily be misled by introducing imperceptible noise in the input image. Several other works have highlighted similar problems on vision, natural language and reinforcement learning such as (Adebayo et al. 2018; Dombrowski et al. 2019; Slack et al. 2020; Kindermans et al. 2019; Sinha et al. 2021; Huai et al. 2020). Similarly, concept explanation methods are also fragile to small perturbations to input samples (Brown and Kvinge 2021). Such concerns regarding fragility of model explanations have prompted related research in improving robustness of explanation methods. For example, (Levine, Singla, and Feizi 2019; Lakkaraju, Arsov, and Bastani 2020; Mangla, Singh, and Balasubramanian 2020) proposed learning more robust feature attributions while (Alvarez Melis and Jaakkola 2018; Soni et al. 2020; Huai et al. 2022) try to learn more robust concepts. However, existing defense methods (Levine, Singla, and Feizi 2019; Lakkaraju, Arsov, and Bastani 2020; Mangla, Singh, and Balasubramanian 2020) on improving the robustness of the feature-level model explanations cannot be directly adopted here. The
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**Figure 1:** Example of how a value of a concept indicating osteophytes (bone spurs) can be maliciously changed although the actual severity of disease quantified by Kellgren-Lawrence grade (KLG Score) remains the same.
reason is that they focus on post-hoc interpretations, while we work on intrinsic concept-based interpretable network.

Methodology

This section investigates vulnerability of CBMs to malicious attacks. We first introduce details of the proposed attack strategies. Subsequently, we propose a defense mechanism Robust Concept Learning (RCL), based on which we train robust models to prevent malicious attacks. Even though our experiments are conducted on CBMs, attacks are general enough and can be used to attack any concept-based model.

Malicious Attacks against CBMs

In this section, we propose a general optimization framework for designing malicious attacks. Here, we use $K$ and $T$ to denote the number of class labels and the number of concepts, respectively. In a CBM model, we are given a set of training samples $(x_i, y_i, c_i)_{i=1}^N$, where $x_i \in \mathbb{R}^D$ denotes the $i$-th training sample, $y_i \in \{1, \ldots, K\}$ is the target classification label for sample $x_i$, and $c_i \in \mathbb{R}^T$ is a vector of $T$ concepts. CBMs usually consider two components, i.e., the concept component $g(\cdot)$ and the prediction component $f(\cdot)$. Specifically, CBMs consider the form $f(g(x))$, where $g : \mathbb{R}^D \to \mathbb{R}^T$ maps an input $x$ into the concept space, and $f : \mathbb{R}^T \to \mathbb{R}^K$ maps concepts into the final prediction. CBMs define task accuracy as how accurately $f(\cdot)$ predicts label $y$, and concept accuracy as how accurately $g(\cdot)$ predicts concept $c$. For sample $x$, we use $U(x; f, g)$ to denote its concept-based explanations generated by $g$ to explain the predicted classification label (i.e., $\text{argmax} f(g(x))$). Let $G(U(x; f, g), U(x + \delta; f, g))$ denote the attacker’s goal of maximizing the difference between the generated concept-based explanations before and after the attacks. In order to achieve the attacker’s attacking goal, we propose the following framework:

$$\max_{||\delta||_{\infty} \leq \epsilon_{\text{threshold}}} G(U(x; f, g), U(x + \delta; f, g))$$

s.t. $\text{argmax} f(g(x + \delta)) = \text{argmax} f(g(x)), x + \delta \in [0, 1]^D$

where $\delta$ denotes the adversarial perturbation, $\epsilon_{\text{threshold}}$ controls the magnitude of the whole adversarial perturbations, and $U(x + \delta; f, g)$ is the generated concept-based explanations to interpret the predicted class label for the crafted adversarial sample $x + \delta$. Objective function is used to maximize the difference of generated concepts before and after the attacks. The first constraint is enforced to make sure that predictions of sample $x$ is identical before and after the attack. The second constraint guarantees that generated perturbation is imperceptible so it cannot be easily detected. $l_{\infty}$ norm is most commonly used when considering imperceptible perturbations and measures the feature with the largest amount perturbation, regardless of number of other features that have been maliciously modified. By solving the above optimization problem, the attacker can find an optimal perturbation that can maximize the attacker’s goals. Depending on how to define the attacker’s goal, we categorize three different types of attacking, which are given as following:

- **Erasure:** Concept erasure attack seeks to subtly delete a particular concept without changing the class prediction result. The gap in perception and absence of concepts would be puzzling to an analyzer and very difficult to detect, especially in datasets where every image of the same class does not have the same concepts - while still seemingly giving the same final prediction. Note that in CBMs, the importance score of the $j$-th concept for sample $x$ is calculated as $g_j(x)$. In practice, for CBMs, we usually have a pre-defined threshold $\gamma$ that is used to determine whether a concept is a relevant concept. Specifically, for sample $x$, the $j$-th concept is a relevant concept if $g_j(x) - \gamma \geq 0$. Let $S_{x, \text{Rev}}$ denote the set of the targeted initially relevant concepts. In order to remove the presence of an initially relevant concept, the attacker’s goal is defined as follows,

$$\sum_{j \in S_{x, \text{Rev}}} (\|\gamma - g_j(x + \delta)\| - \|\gamma - g_j(x)\|),$$

where $\|\cdot\|$ is the indicator function, $\delta$ denotes the crafted adversarial perturbation, and $\gamma$ is the given threshold. Note that for the $j$-th initially relevant concept, we have $g_j(x) - \gamma > 0$, which means that $\|\gamma - g_j(x)\| = 0$. The attacker aims to craft the adversarial perturbation $\delta$ such that this $j$-th concept becomes the non-relevant concept, i.e., $\gamma > g_j(x + \delta)$. In other words, the attack is successful if and only if $\|\gamma - g_j(x + \delta)\| = (\|\gamma - g_j(x + \delta)\| - \|\gamma - g_j(x)\|) = 1$, where $\|\gamma - g_j(x)\| = 0$. The above objective is used to maximize the attacker’s goal by reducing the importance score of these initially relevant concepts such that their importance scores are less than the threshold $\gamma$. By solving the above objective, the attacker can find an optimal perturbation that can remove the presence of initially relevant concepts for sample $x$.

- **Introduction:** Concept introduction attack aims to manipulate the presence of non-relevant concepts without modifying the classification result. This hinders accurate analysis of model’s interpretations by providing mixed interpretations. The attacker tries to introduce new non-relevant concepts which were not previously present in the concept set of the original sample. For sample $x$, let $S_{x, \text{Non}}$ denote the set of targeted concepts that do not originally present in sample $x$. The attacker’s goal of attacking the presence of these targeted initially non-relevant concepts can be formulated as follows,

$$\sum_{j \in S_{x, \text{Non}}} (\|g_j(x + \delta) - \gamma\| - \|g_j(x) - \gamma\|),$$

where $\delta$ denotes the perturbation to be optimized. Note that for the $j$-th initially non-relevant concept, if $g_j(x + \delta) - \gamma \geq 0$, we can say this initially non-relevant concept becomes the relevant concept after perturbation. The above loss defines attacker’s goal - maximizing presence of targeted non-relevant concepts. Specifically, above loss function aims to maximize the attacker’s goal by increasing the importance scores of the targeted initially non-relevant concepts such that these targeted concepts’ importance scores are larger than the threshold $\gamma$. To
achieve his goal of maximizing the presence of the initially non-relevant concepts for sample \(x\), attacker can solve above objective to find an optimal perturbation.

**Confounding:** Concept confounding attack attempts to build on top of both erasure and introduction by simultaneously removing relevant concepts and introducing non-relevant concepts. The concept confounding attack is a much more powerful attack than just the concept introduction attack as it also removes concepts while maintaining the same model prediction. This can be especially troublesome as it would defeat any purpose of training models with concept bottlenecks. Let \(S_{x,\text{Rec}}\) and \(S_{x,\text{Non}}\) denote index set of the targeted initially relevant concepts and the set of the targeted initially non-relevant concepts, respectively. In this case, attacker’s goal can be mathematically represented as follows,

\[
\sum_{j \in S_{x,\text{Rec}}} (\|\gamma - g_j(x + \delta)\| - \|\gamma - g_j(x)\|) + \sum_{j \in S_{x,\text{Non}}} (\|g_j(x + \delta) - \gamma\| - \|g_j(x) - \gamma\|),
\]

where \(\delta\) denotes the adversarial perturbation to be optimized. The above objective is used to maximize the attacker’s goal by decreasing the importance scores of these targeted initially relevant concepts to reduce their presence and increasing these non-relevant concepts’ importance scores to introduce their presence.

The above schemes define attacker’s goals from different aspects. The detailed implementation of the above schemes is given in the extended version. Based on above proposed adversarial attacks, we can perform the security vulnerability analysis to understand how motivated attackers can craft malicious examples to mislead CBMs to generate wrong concepts. The magnitude of perturbation reflect the robustness of CBMs to attacks. The smaller the magnitude of the crafted adversarial perturbations is, the less robust the generated concepts are to the adversarial attacks.

**Improving Concept Robustness**

Our goal here is to design a defense mechanism which can effectively generate concept-based explanations robust to malicious attacks. Note that in CBMs, we consider bottleneck models of form \(f(g(x))\), where \(g\) maps an input into the concept space and \(f\) maps concepts into a final class prediction. Let \(\mathcal{L}_V = l(f(g(x_i); y_i))\) and \(\mathcal{L}_C = \sum_j l(g_j(x_i); c_i^j)\) denote the classification training loss and the concept training loss over the \(i\)-th training data, respectively, where \(T\) is the total number of concepts and \(l\) represents Binary Cross Entropy or Root Mean Square Error loss.

**Hybrid training paradigm:** In order to learn the concept component \(g\) and the class prediction component \(f\), traditional works (Koh et al. 2020; Margeloiu et al. 2021) usually adopt two common ways of learning CBMs - sequential and joint. We discuss both paradigms in brief below:

- **Sequential Training:** Learns the concept model \(g\) by minimizing the concept training loss and subsequently learns the class prediction model \(f\) by minimizing the classification loss independently. Mathematically it can be thought of minimizing training objective detailed in Equation 4 first with \(\gamma = 0\) and then subsequently minimizing with \(\lambda = 0\). As concepts once learned are never updated again during prediction model optimization, the concepts learned are completely independent of the prediction task.

- **Joint Training:** Learns both concept and prediction models \((f \text{ and } g)\) by minimizing both concept and classification loss jointly in an end-to-end manner. Mathematically it can be thought of minimizing the entire training objective Equation 4 with appropriate values of \(\gamma\) and \(\lambda\). As concepts and prediction task are learned jointly, concepts learned are not independent of the prediction task as there is some guidance of gradient directions from the prediction part of the model \(f\) in the concept model \(g\).

As demonstrated in the extended version, sequential training has lower concept error but worse task performance as compared to joint training (consistently shown by Figure 2 in (Koh et al. 2020)). Hence, there exists a tradeoff between concept and task loss while using joint or sequential training paradigm. However, as we will demonstrate in Tables 1, 2 and 3, joint training shows higher vulnerability of concepts to malicious attacks - implying that concepts learned during joint training are less robust as compared to those learned in sequential. This behavior is expected - as concepts learned during joint training have higher chances of being spuriously correlated to predictions, making them easier to be maliciously attacked.

To overcome this and achieve a better trade-off between concept robustness and prediction performance, we propose a new hybrid training paradigm by combining the sequential and joint training methods. Specifically, in our proposed hybrid training method, we first freeze the prediction model and only let the concept model learn for the first half of total epochs. Subsequently, we unfreeze the complete model and let training continue for the remainder of epochs with a lower learning rate. Based on this, we formulate training loss as follows, where \((x_i, c_i, y_i)\) is a data point sampled from image set \((X)\), concept set \((C)\), and label set \((Y)\):

\[
\mathcal{L}_{f,g} = \sum_i [\gamma * l(f(g(x_i); y_i)) + \lambda * \sum_j l(g_j(x_i); c_i^j)],
\]

where the first and second terms represent the task and concept losses for \(i\)-th training sample with \(T\) total number of concepts, respectively, and the values of \(\gamma \in \{0,1\}\) and \(\lambda \in \mathbb{R}\). Using the above loss formulation, the complete model parameters \(\theta_{f,g}\) are updated as follows:

\[
\theta_{f,g} = \begin{cases} 
\theta_g - \omega * \nabla_{\theta_g} \mathcal{L}_{f,g} (\gamma = 0) & \text{if epoch} \leq N/2, \\
\theta_{f,g} - \omega' * \nabla_{\theta_{f,g}} \mathcal{L}_{f,g} & \text{epoch} > N/2 
\end{cases}
\]

where \(\omega\) and \(\omega'\) represent learning rates. The above proposed hybrid training method is a two-stage training paradigm. Specifically, during the optimization procedure, for the first half of epochs, we set \(\gamma = 0\) and \(\lambda = 1\) and learning rate \(\omega\) such that we can first freeze the class prediction model and only train the concept model. Subsequently, in the remaining epochs, we focus on full model training by setting \(\gamma\) as
1 and assigning a pre-defined appropriate weight value to $\lambda$ and a different (smaller) learning rate $\omega'$. The specifics of the training procedures are further detailed in the extended version.

**Generate diverse training data using adversarial augmentation.** The essential reason why an attacker can easily introduce malicious perturbations in a sample is the lack of sample diversity in each concept class. The data distribution of each concept can be discrete and highly dispersed. For example, in the CUB (birds) dataset (Reed et al. 2016) - a sample set containing numerous different types of birds with e.g. ‘WingColor==Black’ concept class, which would still not be enough to cover all possible combinations of birds of different sizes, shapes, etc. Hence, the distribution of ‘WingColor==Black’ concept has huge vacancies in its domain that CBM fails to explore while a malicious attacker can easily manipulate. One way to make it difficult for the attacker to exploit such vacancies in data distribution (previously unexplored by CBMs) is to augment the training set by injecting diverse training samples which smoothen the concept distribution space. Intuitively, it simulates a weak attacker and generates images that look perceptually similar - but with potentially different concept classes which in turn, significantly enriches the spectrum of concepts existing in the training data.

**Robust concept learning (RCL).** We introduce our proposed approach to effectively generate robust concept-based explanations here. Our framework alternates between an inner maximization, where images are iteratively updated with perturbations that increase diversity in concept distribution; and an outer minimization, where model parameters are optimized to find a sweet spot between class prediction, concept accuracy, and concept robustness. Specifically, in the inner loop, we aim to find a perturbed input $\tilde{x}_i$, such that, its difference from true input $x_i$ is smaller than a budget $\epsilon_{\text{thresh}}$ (i.e., $\|x_i - \tilde{x}_i\|_{\infty} \leq \epsilon_{\text{thresh}}$), while it maximizes the concept divergence loss $l(g(\tilde{x}_i), c_i)$ (i.e. the concept misclassification error) at the same time. The motivation is to generate images that appear identical but are widely diversified in terms of the concept distribution. Formally, we iteratively update $\tilde{x}_i$ in the inner loop as follows,

$$\tilde{x}_i \leftarrow \tilde{x}_i + \epsilon \cdot \text{sign}(\nabla_{\tilde{x}_i} l(g(\tilde{x}_i), c_i))$$

Figure 2 provides an illustration of how the inner loop is effective in generating images with high diversity. We plot the original image as well as intermediate images at each updating step and the ultimate generated perturbed image along with their associated concepts. As can be seen from the concept histogram of each image - concept distributions vary without much perceptual changes in image.

Once the perturbed sample is iteratively generated, in the outer loop, we aim to optimize the model weight such that it achieves a good balance between task classification, concept prediction as well as concept robustness. The updated total loss $L_{f,g}$ we optimize is,

$$L_{f,g} = \Sigma_i [\gamma \cdot L_V + \lambda \cdot L_C + \alpha \cdot L_{adv}]$$

where $L_V$ and $L_C$ denote task classification loss and concept prediction loss, respectively as described above. The adversarial loss $L_{adv}$ is calculated by $L_{adv} = l(g(\tilde{x}_i), c_i)$ ($l$ is the same as defined before). $\gamma$, $\lambda$, and $\alpha$ are tunable weights.

To combine the advantages from both joint and sequential models, we adopt a hybrid training paradigm as described previously, in which we disable the training of the prediction model and only allow the concept model to be trained in the first half, before unfreezing the prediction model and training the whole model with a lower learning rate in the second half. Our empirical investigation shows this hybrid paradigm outperforms both sequential and joint training alone by a nontrivial margin. Pseudocode of RCL is detailed in the extended version.

**Experimental Study**

**Dataset Description**

We test the proposed approaches on the following 3 datasets of varying domains and levels of security and trust required. For a standard classification task such as digit or bird identification, a wrong concept set is not a very concerning outcome - however for a medical diagnosis - a wrong concept set can be catastrophic. For a more comprehensive description of datasets, please refer to the extended version.

- **ConceptMNIST (C-MNIST):** We augment the original MNIST dataset by constructing concepts of each image by including 2 physical characteristics of numbers in the image along with 10 standard non-overlapping concepts representing one hot encodings of the numbers, resulting in a size 12 concept vector for each image. [Low Risk]

- **CUB:** The Caltech-UCSD Birds-200-2011 dataset (Reed et al. 2016) consists of photos of 200 classes of birds. Pre-processing of the dataset is performed exactly as
(Koh et al. 2020). The final dataset consists of 112 concepts for each class with concepts representing physical traits of the birds like wing color, beak size, etc. [Low Risk]

- OAI: The Osteoarthritis Initiative (OAI) dataset (Nevitt, Felson, and Lester 2006) consists of X-ray images and clinical data for about 36,000 patients over 4 years of study who pose a risk of knee osteoarthritis. The task is X-ray grading into 4 different risk categories (KLG Score). Each image has 10 medical concepts from X-ray images such as bone spacing. For more comprehensive description, refer to (Pierson et al. 2019). [High Risk]

Benchmarking and Ablation Study
We train CBMs on all 3 datasets using different training strategies - sequential and joint proposed by (Koh et al. 2020) and hybrid as previously discussed with hyperparameters mentioned in the extended version. We train the respective models for CUB and OAI datasets based on the hyperparameters mentioned in (Koh et al. 2020) as well as train hybrid models on both datasets to compare with standard models. In addition, we also train robust models using RCL (Algorithm detailed in the extended version) utilizing both joint and hybrid training paradigms. The task errors for C-MNIST and CUB are classification error while for OAI, task error is Root Mean Square Error (RMSE) as the prediction label is a continuous variable. Concept error for C-MNIST and CUB is 0-1 error (binary concepts), while for OAI, concept error is RMSE (concepts are continuous variables). The benchmark results are reported in the extended version. As expected, performance of hybrid models lie between joint and standard models in task and concept performance. Usage of all 3 training paradigms presents a trade-off between task and concept performance depending on use-case. For example, in high-risk settings, where concept accuracy is paramount (e.g. medical diagnosis), sequential can be utilized. Whereas tasks where small errors in concepts can be tolerated but prediction performance is important, joint can be utilized. Hybrid paradigm provides a good trade-off between both sequential and joint paradigms.

Attack Results and Discussion
We report results on a set of 500 randomly chosen samples from the test set for all 3 datasets. We skip all samples which a) have wrong task prediction label and b) have concept accuracy ≤ 60% for binary valued concepts (C-MNIST, CUB) or concept Root Mean Square Error (RMSE) ≥ 0.6 for continuous valued concepts (OAI). In all our experiments, we begin by reporting attack success results using standard adversarial attack setting on the joint model (Adv. Attack (Joint)), followed by results for proposed attacks on standard Joint, Sequential and Hybrid models, and finally on joint and hybrid models trained using RCL. As concept scores are not explicitly used during optimization in standard adversarial setting, we expect attack success metrics to be relatively low. Mathematically, standard adversarial setting can be formulated with β setting to 0.

Hyperparameter Selection All attacks are performed with 2 distinct sets of hyperparameters. The first set of hyperparameters controls properties of attacks - budget (εthresh), number of steps (N) and learning rate (ε). We refer popular benchmarks for hyperparameter selection decisions. The second set of hyperparameters controls the influence of concepts (α) and influence of predictions (β) to the loss optimized during attacks.

Results on Erasure Attack. As erasure attacks attempt to remove or “flip” relevant concepts in a particular sample, we run our attack by targeting all possible concepts for each selected sample. For C-MNIST and CUB, we classify a sample as being “flipped” if it is no longer classified as being ‘present’ based on sigmoid classification ≥ 0.5 after the attack. For OAI, we consider a concept as being “flipped” if its absolute value changes with more than a pre-defined threshold after attack. In the experiments, we set this threshold as 2 (hypterparameter settings - extended version) which we believe can result in a significant shift in medical diagnosis of knee-pain. Table 1 shows the percentage of successful flips for standard adversarial attack, followed by joint, sequential and hybrid models across all 3 datasets. A higher percentage of flipped concepts implies a higher success rate for the attack. We observe about 60% of concepts are successfully flipped across 3 datasets for joint, sequential and hybrid models with the highest and lowest success rates being on joint and sequential respectively as discussed before. Joint and hybrid models trained using RCL show significantly lower attack success rates of 18%, 23% and 1% on C-MNIST, CUB and OAI - demonstrating RCL’s success as a defense. As targeted concept scores are not used during optimization in standard adversarial attack setting, we observe successful flip percentages to be low (4%, 1% and 0% for C-MNIST, CUB and OAI). Figure 3 demonstrates attack results on a sample from CUB dataset.

Results on Introduction Attack. As opposed to erasure, introduction attacks attempt to introduce non-relevant concepts to concept prediction set of a perturbed image. As an introduction attack specifically targets non-relevant concepts, this attack is not suitable for data with continuous concept values (e.g. on OAI, all concepts are deemed to be relevant for prediction). We report percentage of new concepts introduced (%Introduced) in perturbed image before and after attack. Goal of attacks here is to introduce previously non-relevant concepts, hence higher value of %Introduced implies higher success of the attack. In addition, we also report percentage of concepts retained (%Re-

|                  | C-MNIST | CUB | OAI |
|------------------|---------|-----|-----|
| Adv. Attack(Joint) | 4 ± 1%  | 1 ± 0% | 0 ± 0% |
| Joint            | 67 ± 5% | 66 ± 7% | 62 ± 3% |
| Sequential       | 44 ± 4% | 56 ± 4% | 54 ± 5% |
| Hybrid           | 51 ± 4% | 59 ± 6% | 54 ± 4% |
| RCL-Joint        | 22 ± 2% | 32 ± 2% | 5 ± 2% |
| RCL-Hybrid       | 18 ± 2% | 23 ± 2% | 1 ± 0% |

Table 1: Attack results on erasure attacks for datasets - C-MNIST, CUB and OAI averaged over 3 different seeds.
Table 2: Attack results on introduction attacks for C-MNIST and CUB averaged over 3 different seeds. %Intro denotes the percentage of non-relevant concepts introduced %Ret denotes the percentage of concepts retained from the original concept set. If more than original number of concepts are introduced, introduction percentage ≥100%.

|        | C-MNIST | CUB |
|--------|---------|-----|
|        | %Intro. | %Ret. | %Intro. | %Ret. |
| Adv. Attack |         |     |         |     |
| Joint   | 114 ± 4% | 96% | 33 ± 5% | 92% |
| Sequential | 71 ± 2% | 93% | 30 ± 4% | 97% |
| Hybrid  | 102 ± 2% | 94% | 31 ± 3% | 95% |
| RCL-Joint | 18 ± 3% | 96% | 13 ± 2% | 93% |
| RCL-Hybrid | 13 ± 2% | 96% | 23 ± 2% | 97% |

Table 3: Attack results on confounding attacks for datasets - C-MNIST, CUB and OAI avg. over 3 seeds. Jacc Sim. represents Jaccard Similarity indices (JSI). Lower JSI value implies concept set before and after are more dissimilar.

|        | C-MNIST | CUB | Avg-Δ | Min-Δ |
|--------|---------|-----|-------|-------|
| Adv. Attack |         |     |       |       |
| Joint   | 0.61    | 0.51| 0.21  | 0.03  |
| Sequential | 0.38    | 0.20| 0.57  | 0.13  |
| Hybrid  | 0.44    | 0.23| 1.06  | 0.35  |
| RCL-Joint | 0.52    | 0.49| 5.8e-3| 3.1e-4|
| RCL-Hybrid | 0.55    | 0.54| 1.9e-3| 1.8e-5|

Figure 3: Top-most: Original image and associated concepts. Following 3 images show final concept set after attack on selected concept (red). Concepts in red previously classified as “present” selectively attacked and removed.

tained) from the original concept set to ensure no significant change in originally relevant concepts (ideally close to 100%). Table 2 shows the percentage of non-relevant concepts successfully introduced on standard adversarial setting followed by Joint, Sequential and Hybrid models across CUB and C-MNIST datasets. For CUB, around 33%, 30% and 31% while for C-MNIST, 114%, 71% and 102% concepts are successfully introduced for joint, sequential and hybrid models respectively. Average percentage of relevant concepts retained are relatively high (≥90%) for all 3 models. Models trained with RCL are less susceptible to attack, with introduction percentages around 20% for both datasets. Non-relevant concept scores are not explicitly used during optimization in standard adv. attack, we observe low values of both percentage introduced and retained.

**Results on Confounding Attack.** Confounding is a combination of both erasure and introduction attacks. As confounding essentially maximizes the difference between original and perturbed concept sets, we report the Jaccard Similarity index (JSI) for binary concepts (CUB, C-MNIST) and average (Avg-Δ) and minimum (Min-Δ) absolute change in concept values for continuous concepts (OAI). Lower JSI values indicate a greater difference in concept sets before and after attack, implying higher success of confounding attack. Similarly, higher values of Avg-Δ implies confounding attack disrupts values for all concepts by a significant amount whereas, high Min-Δ implies that even minimum concept disruption caused is still relatively large - reducing trust in all concept predictions. Table 3 reports JSI on CUB and C-MNIST for joint, sequential and hybrid models across all 3 datasets. We observe relatively low values of JSI (around 0.2 for CUB and 0.4 for C-MNIST respectively) showcasing the success of proposed attack. We also observe models trained using RCL demonstrate relatively higher JSI values of around 0.5 for both datasets, thus making them less susceptible attack. Similarly, for OAI, RCL demonstrates much better robustness against confounding attacks with average absolute change 2 orders of magnitude less than standard (0.0019 vs 0.35) - which further validates success of RCL. Adversarial attack’s JSI is relatively high as none of the concept scores are utilized during optimization.

**Effect of varying attack budget (εthresh):** We also report additional results with varying attack budgets in the extended version. As expected, attack success rates increase with increasing value of attack budgets (εthresh). However, with higher εthresh, images start losing visual imperceptibility implying a trade-off between attack success and budget.

**Conclusion**

In this paper, we conducted the first systematic study on malicious attacks against concept bottleneck models (CBMs). Specifically, we first proposed 3 different novel attack methods to show that current CBMs are vulnerable to adversarial perturbations. To defend such adversarial attacks and enhance the robustness of CBMs against adversarial attacks, we proposed a generic adversarial training-based defense mechanism. Extensive experimental results on real-world datasets not only show that current CBMs are vulnerable to malicious perturbations, but also demonstrate the effectiveness of the proposed defense mechanism.
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