Continuous data assimilation and long-time accuracy in a $C^0$ interior penalty method for the Cahn-Hilliard equation
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Abstract

We propose a numerical approximation method for the Cahn-Hilliard equations that incorporates continuous data assimilation in order to achieve long time accuracy. The method uses a $C^0$ interior penalty spatial discretization of the fourth order Cahn-Hilliard equations, together with a backward Euler temporal discretization. We prove the method is long time stable and long time accurate, for arbitrarily inaccurate initial conditions, provided enough data measurements are incorporated into the simulation. Numerical experiments illustrate the effectiveness of the method on a benchmark test problem.

1 Introduction

This paper considers a numerical scheme that incorporates continuous data assimilation (CDA) in order to obtain long time stable and accurate approximations to the Cahn-Hilliard (CH) equation, which is given by \cite{10,11,37}

\begin{align}
\partial_t \varphi - \Delta (\varphi^3 - \varphi) + \varepsilon^2 \Delta^2 \varphi &= 0, \\
\varphi(0) &= \varphi_0,
\end{align}

where $\varphi$ represents the order parameter which takes on values between $-1$ and $1$ and is often interpreted as a concentration of one component in a two component system. The states $\varphi = \pm 1$ indicate phases of pure concentration and $\varepsilon > 0$ can be interpreted as an interfacial width between the two phases. The CH equation arises in many applications across science and engineering, including the modeling of two phase fluid flow, Hele-Shaw flows, copolymer fluids, and crystal growth as just a few examples (cf. \cite{12,14,15,23,32,43} and the references therein.) Solving (1.1) analytically in dimensions 2 or 3 is generally very challenging and practitioners typically obtain solutions with numerical simulation methods. Most numerical methods are developed to acquire approximations to solutions of a mixed weak formulation of problem (1.1), see for example \cite{37,42} and references therein. Additionally, a few papers have developed numerical methods for the fourth-order formulation shown above, \cite{3,4,13}. The method proposed herein is novel in that it is the first to incorporate CDA and, as such, is the first to admit provable long-time accuracy.
In certain problem settings, partial observable or measurement values of the solution may be available. In such circumstances, using data assimilation to incorporate known solution values into numerical simulations often allows for more stable or accurate solutions. This has been studied for many different evolutionary physical partial differential equation (PDE) systems in recent years [16, 31, 6, 30, 29]. A new type of data assimilation known as CDA was developed in 2014 [6], which adapted classical nudging methods of the 1970’s (see, e.g., [3, 26]) to use a spatial interpolation operator in the feedback control. This seemingly small change has led to a profound impact in accuracy and theory of data assimilation methods, as CDA provides mathematically rigorous justification of data assimilated solutions converging to true solutions exponentially fast in time (for arbitrarily inaccurate initial conditions), as well as long time accuracy and stability; these properties are unique among existing data assimilation techniques. CDA has so far been used to improve solutions in Navier-Stokes equations [35, 8, 21, 34, 33], with noisy data [7, 24], and with temporal and spatial discretizations [30, 39, 27, 25], for NS-α and Leray-α models [1, 20], for Benard convection [2, 19, 22], for the Brinkman Forchheimer-extended Darcy [36] equation, for the surface quasi-geostrophic equation in [28], and for weather prediction [17], among others. Convergence of discretizations of CDA models has been studied in [30, 39, 44, 27, 25] for fluid related models, and it was found that if there is enough measurement data, then computed solutions will converge to the true solution exponentially fast in time, up to (optimal) discretization error.

We propose and analyze herein a particular discretization for the Cahn-Hilliard (CH) equation together with CDA, in an effort to obtain long time accuracy and stability of computed solutions to CH equations. To our knowledge, there is no literature for CDA applied to the CH equation. Perhaps the main reason for this is that the typical CDA application and analysis does not seem possible (at least not to the authors of this paper) for the second order mixed CH equation, which is a more commonly used formulation than the fourth order formulation above. At the PDE level, the CDA system we consider takes the form

\[ \partial_t \phi - \Delta \left( \phi^3 - \phi \right) + \varepsilon^2 \Delta^2 \phi + \omega I_H(\phi - \varphi) = 0, \]  
\[ \phi(0) = \phi_0, \]

(1.2a)

(1.2b)

where \( \phi \) is the approximate concentration and \( \varepsilon \) is the same as above. The initial condition can be arbitrarily inaccurate, and a common choice is \( \phi_0 = 0 \) in cases when there is no a priori knowledge of the initial state. The scalar \( \omega > 0 \) is known as the nudging parameter, and \( I_H \) is the interpolation operator, where \( H \) is the resolution of the coarse spatial mesh which represents the locations where measurements are taken (so that \( I_H(\varphi) \) is known). The added data assimilation term forces (or nudges) the coarse spatial scales of the approximating solution \( \phi \) toward the coarse spatial scales of the true solution \( \varphi \).

The discretization method we choose is a C\(^0\) interior penalty method for the spatial discretization, and first order semi-implicit in time. The first order temporal discretization is chosen for simplicity, and extension to BDF2 can be done in the usual way, following e.g. [30]. This spatial discretization is chosen so that C\(^0\) finite elements (FEs) can be used, since they are widely available in FE software but C\(^1\) FEs are not, and we note that extension of this work to a C\(^1\) FE discretization is possible and in fact the analysis would be simpler. We prove that for sufficiently small \( H \), solutions to our proposed discretization of (1.2) will converge (up to discretization error) to the solution of (1.1), exponentially fast in time and for any initial condition in \( L^2(\Omega) \). This in turn provides for long time accuracy and long time stability.

The remainder of the paper proceeds as follows. In Section 2 we introduce the necessary notation and preliminary results needed in the proceeding sections. Section 3 introduces a fully discrete finite element method (FEM) for the data assimilation model above. We then prove that
the FEM is uniquely solvable and demonstrate the long time stability of the scheme. In Section 4, we include a convergence analysis and we conclude with a few numerical experiments supporting our analyses in Section 5.

2 Notation and Preliminaries

We consider a bounded open domain Ω ⊂ ℝ². While the method can be used in 3D, the analysis with C⁰ interior penalty methods is currently limited to 2D. The L² inner product is denoted ⟨·,·⟩. Additionally, we denote the natural function space for the concentration φ by H²_N(Ω) := {v ∈ H²(Ω)|∂n v = 0}, where ∂n v represents the outward unit normal derivative of v. Furthermore, we denote a bilinear form a(·,·) : H²_N(Ω) × H²_N(Ω) → ℝ, which is defined for all v,w ∈ H²_N(Ω) by

\[ a(\cdot,\cdot) := \int_\Omega \nabla^2 w : \nabla^2 v \, dx, \quad (2.1) \]

and which represents the inner product of the Hessian matrices of w and v. With this notation, we are able to define a weak formulation of (1.1) as follows: Find φ ∈ L∞(0,T;H²_N(Ω)) such that, for almost all t ∈ (0,∞),

\[ (\partial_t \phi,\psi) + (\nabla (\phi^3 - \phi),\nabla \psi) + \varepsilon^2 a(\phi,\psi) = 0, \quad \forall \psi \in H²_N(\Omega). \quad (2.2) \]

2.1 Discretization Preliminaries

Let Th be a simplicial triangulation of Ω. We will use the following notation throughout the paper:

- hK = diameter of triangle K (h = maxK∈Th hK),
- vK = restriction of the function v to the triangle K,
- |K| = area of the triangle K,
- E_h = the set of the edges of the triangles in Th,
- e = the edge of a triangle.

Additionally, we let Z_h := {v ∈ C(Ω)|v_K = v|K ∈ P_2(Ω)∀K ∈ Th} represent a standard Lagrange FE space associated with Th and assume that the mesh is sufficiently regular for the inverse inequality to hold. Specifically, we assume that there exists a constant C such that for all v ∈ Z_h,

\[ \| \nabla v \|_{L^2} \leq Ch^{-1} \| v \|_{L^2}. \]

Furthermore, we consider I_H to be an interpolation operator that satisfies: For a given mesh Th with H ≤ 1 and associated FE space Z_h,

\[ \| I_H(w) - w \|_{L^2} \leq C_I H \| \nabla w \|_{L^2}, \quad (2.3) \]

\[ \| I_H(w) \|_{L^2} \leq C_I \| w \|_{L^2}, \quad (2.4) \]

for any w ∈ H¹(Ω). Examples of such I_H are the L² projection onto Z_h where Z_h consists of piecewise constants over Th, the algebraic nudging technique from [39], and the Scott-Zhang interpolant [40].

Let w ∈ H²(K), v ∈ H¹(K), then we have the following integration by parts formula:

\[ \int_K (\Delta w) v \, dx = \int_{\partial K} \frac{\partial w}{\partial n} v \, ds - \int_K \nabla w \cdot \nabla v \, dx, \quad (2.5) \]
If instead, \(w \in H^4(K), v \in H^2(K)\), then we have:

\[
\int_K (\Delta^2 w) v \, dx = \int_{\partial K} \left[ \left( \frac{\partial \Delta w}{\partial n} \right) v - \left( \frac{\partial^2 w}{\partial n^2} \right) \left( \frac{\partial v}{\partial n} \right) - \left( \frac{\partial^2 w}{\partial n \partial t} \right) \left( \frac{\partial v}{\partial t} \right) \right] \, dS
+ \int_K (\nabla^2 w : \nabla^2 v) \, dx,
\]

where \(\partial/\partial n\) (resp. \(\partial/\partial t\)) denote the exterior normal derivative (resp. the counterclockwise tangential derivative). The integration by parts formula (2.6) leads to the definition of the bilinear form \(a_h^{IP} (\cdot, \cdot)\) on the piecewise Sobolev space \(H^3(\Omega, \mathcal{T}_h) := \{ v \in L^2(\Omega) \mid v|_K \in H^3(K) \forall K \in \mathcal{T}_h \}\) such that

\[
a_h^{IP} (w, v) := \sum_{K \in \mathcal{T}_h} \int_K (\nabla^2 w : \nabla^2 v) \, dx + \sum_{e \in \partial h} \int_e \left[ \left( \frac{\partial^2 w}{\partial n^2} \right) \left( \frac{\partial v}{\partial n} \right) \right] \left[ \frac{\partial v}{\partial n_e} \right] \, dS
+ \sum_{e \in \partial h} \int_e \left[ \left( \frac{\partial v}{\partial n^2} \right) \left( \frac{\partial w}{\partial n} \right) \right] \left[ \frac{\partial v}{\partial n_e} \right] \, dS + \sigma \sum_{e \in \partial h} \frac{1}{|e|} \left[ \frac{\partial w}{\partial n_e} \right] \left[ \frac{\partial v}{\partial n_e} \right] \, dS,
\]

with \(\sigma \geq 1\) known as a penalty parameter. The jumps and averages that appear in (2.7) are defined as follows. For an interior edge \(e\) shared by two triangles \(K_\pm\) where \(n_e\) points from \(K_-\) to \(K_+\), we define on the edge \(e\)

\[
\left[ \frac{\partial v}{\partial n_e} \right] = n_e \cdot (\nabla v_+ - \nabla v_-), \quad \left\{ \left( \frac{\partial^2 v}{\partial n^2} \right) \left( \frac{\partial v}{\partial n} \right) \right\} = \frac{1}{2} \left( \frac{\partial^2 v_-}{\partial n^2} + \frac{\partial^2 v_+}{\partial n^2} \right),
\]

where \(\frac{\partial^2 v}{\partial n^2} = n_e \cdot (\nabla^2 v) n_e\) and \(v_\pm = v|_{K_\pm}\). For a boundary edge \(e\), we take \(n_e\) to be the unit normal pointing towards the outside of \(\Omega\) and define on the edge \(e\)

\[
\left[ \frac{\partial v}{\partial n_e} \right] = -n_e \cdot \nabla v_K, \quad \left\{ \left( \frac{\partial^2 v}{\partial n^2} \right) \left( \frac{\partial v}{\partial n} \right) \right\} = n_e \cdot (\nabla^2 v) n_e.
\]

**Remark 2.1.** Note that the definitions (2.8) and (2.9) are independent of the choice of \(K_\pm\), or equivalently, independent of the choice of \(n_e\).

Let \(\| \cdot \|_{2,h}\) be defined by

\[
\| v \|_{2,h}^2 := \sum_{K \in \mathcal{T}_h} |v|_{H^2(K)}^2 + \sum_{e \in \partial h} \frac{\sigma}{|e|} \left\| \left[ \frac{\partial v}{\partial n_e} \right] \right\|_{L^2(e)}^2.
\]

The following theorem guarantees the boundedness of \(a_h^{IP} (\cdot, \cdot)\).

**Lemma 2.2** (Boundedness of \(a_h^{IP} (\cdot, \cdot)\)). There exists positive constants \(C_{\text{cont}}\) and \(C_{\text{coer}}\) such that for choices of the penalty parameter \(\sigma \) large enough we have

\[
a_h^{IP} (w, w) \leq C_{\text{cont}} \| w \|_{2,h} \| v \|_{2,h} \quad \forall w, v \in Z_h
\]

\[
C_{\text{coer}} \| w \|_{2,h}^2 \leq a_h^{IP} (w, w) \quad \forall w \in Z_h,
\]

where the constants \(C_{\text{cont}}\) and \(C_{\text{coer}}\) depend only on the shape regularity of \(\mathcal{T}_h\).

**Proof.** The proof of the Lemma may be found in [9].
We remark that for all \( v \in Z_h \), we have the following Poincaré type inequalities: There exists a constant \( C_P \) depending only on \( \Omega \) such that,

\[
\|v\|_{L^2} \leq C_P \|\nabla v\|_{L^2} \quad \text{and} \quad \|\nabla v\|_{L^2} \leq C_P \|v\|_{2,h}.
\]

Additionally, the first of these inequalities holds for all \( v \in H^2_0(\Omega) \). Finally, the following two lemmas are critical to the remainder of the paper.

**Lemma 2.3.** Suppose \( \Omega \) is a bounded polygonal domain. For all \( w \in Z_h \), \( v \in H^1(\Omega) \), and \( \sigma \) large enough,

\[
| (\nabla w, \nabla v) | \leq \sqrt{2} \|w\|_{2,h} \|v\|_{L^2}. \tag{2.13}
\]

*Proof.* We begin by rewriting the integration by part formula (2.5):

\[
\int_K \nabla w \cdot \nabla v \, dx = \int_{\partial K} \frac{\partial w}{\partial n} v \, ds - \int_K \Delta w v \, dx.
\]

Summing over all triangles in \( T_h \), we have

\[
\sum_{K \in T_h} \int_K \nabla w \cdot \nabla v \, dx = \sum_{K \in T_h} \int_{\partial K} \frac{\partial w}{\partial n} v \, ds - \sum_{K \in T_h} \int_K \Delta w v \, dx.
\]

Now, we can write the first sum on the right-hand side of the equation above as a sum over the edges in \( \mathcal{E}_h \):

\[
\sum_{K \in T_h} \int_K \nabla w \cdot \nabla v \, dx = \sum_{e \in \mathcal{E}_h} \int_e \left[ \frac{\partial w}{\partial n_e} \right] v \, ds - \sum_{K \in T_h} \int_K \Delta w v \, dx.
\]

Using the Cauchy-Schwarz inequality and a standard trace inequality, we have

\[
\left( \sum_{K \in T_h} \int_K \nabla w \cdot \nabla v \, dx \right)^2 \leq 2 \left( \sum_{e \in \mathcal{E}_h} |e|^{-1} \left\| \frac{\partial w}{\partial n_e} \right\|_{L^2(e)} \right)^2 \left( \sum_{e \in \mathcal{E}_h} |e| \|v\|_{L^2(e)}^2 \right)
\]

\[
+ \left( \sum_{K \in T_h} |w|_{H^2(K)}^2 \right) \left( \sum_{K \in T_h} \|v\|_{L^2(K)}^2 \right)
\]

\[
\leq 2 \left( \sum_{e \in \mathcal{E}_h} |e|^{-1} \left\| \frac{\partial w}{\partial n_e} \right\|_{L^2(e)}^2 \right) \left( C \sum_{K \in T_h} \|v\|_{L^2(K)}^2 \right)
\]

\[
+ \left( \sum_{K \in T_h} |w|_{H^2(K)}^2 \right) \left( \sum_{K \in T_h} \|v\|_{L^2(K)}^2 \right)
\]

\[
\leq 2 \|w\|_{2,h}^2 \|v\|_{L^2(\Omega)}^2
\]

for \( \sigma \) large enough. \( \square \)

**Lemma 2.4.** Suppose the constants \( r \) and \( B \) satisfy \( r > 1 \) and \( B \geq 0 \). Then if the sequence of real numbers \( \{a_m\} \) satisfies

\[
ra_{m+1} \leq a_m + B, \tag{2.14}
\]

we have that

\[
a_{m+1} \leq a_0 \left( \frac{1}{r} \right)^{m+1} + \frac{B}{r-1}.
\]

*Proof.* See [30]. \( \square \)
3 Fully Discrete $C^0$ Interior Penalty FEM with Data Assimilation

Let $M$ be a positive integer and $0 = t_0 < t_1 < \cdots < t_M = T$ be a uniform partition of $[0, T]$. A fully discrete $C^0$ interior penalty method for (1.2) is: Given $\phi_h^{m-1} \in Z_h$ and true solution $\varphi \in L^\infty(0, T; H^2_N(\Omega))$, find $\phi_h^m \in Z_h$ such that

$$
(\delta \Delta t \phi_h^m, \psi) + \left(\nabla \left((\phi_h^m)^3 - \phi_h^{m-1}\right), \nabla \psi\right) + \varepsilon^2 a_h^{IP} (\phi_h^m, \psi) + \omega (I_H (\phi_h^m - \varphi^m), \psi) = 0,
$$

(3.1)

for all $\psi \in Z_h$ with initial data taken to be $\phi_h^0 := P_h \phi_0$ where $P_h : H^2_N(\Omega) \rightarrow Z_h$ is a Ritz projection operator such that

$$a_h^{IP} (P_h \phi - \phi, \xi) = 0 \quad \forall \xi \in Z_h, \quad (P_h \phi - \phi, 1) = 0,$n

(3.2)

and where $\delta \Delta t \phi_h^m := \frac{\phi_h^m - \phi_h^{m-1}}{\Delta t}$ with $\Delta t = T/M$ as the size for the time step. We will refer to the method (3.1) as the CDA-FEM.

We will begin by showing that solutions to (3.1) exist followed by a stability result and then conclude with a proof for the uniqueness of the solution.

Lemma 3.1. Let $\phi_h^{m-1} \in Z_h$ and $\varphi^m \in H^2_N(\Omega)$ be given. Then, if $\omega < \frac{C_{coer}}{2C^2_{IP}C^2 H^2}$, there exists a solution $\phi_h^m \in Z_h$ to (3.1).

Proof. Let $\phi_h^{m-1} \in Z_h$ and $\varphi^m \in H^2_N(\Omega)$ be given and $G_h : Z_h \rightarrow Z_h$ be the continuous map defined by

$$(G_h(\phi_h^m), \chi) := (\phi_h^m - \phi_h^{m-1}, \chi) + \Delta t \left(\nabla \left((\phi_h^m)^3 - \phi_h^{m-1}\right), \nabla \chi\right)
+ \varepsilon^2 \Delta t a_h^{IP} (\phi_h^m, \chi) + \omega \Delta t (I_H (\phi_h^m - \varphi^m), \chi).$$

(3.3)

It is a well-known consequence of Brouwer’s fixed-point theorem [11] that $G_h(\phi_h^m) = 0$ has a solution $\phi_h^m \in B_\delta := \{\chi \in Z_h : \|\chi\|_{L^2} \leq \delta\}$ if $(G_h(\chi), \chi) > 0$ for $\|\chi\|_{L^2} = \delta$.

Using Young’s inequality, (2.3), (2.4), and Lemmas 2.2 and 2.3 we have

$$
(G_h(\chi), \chi) \geq (1 + \omega \Delta t) \|\chi\|_{L^2}^2 + 3 \Delta t \|\nabla \chi\|_{L^2}^2 + C_{coer} \varepsilon^2 \Delta t \|\chi\|_{L^2}^2 \nabla \chi
- (\phi_h^{m-1}, \chi) - \Delta t (\nabla \phi_h^{m-1}, \nabla \chi) - \omega \Delta t (\chi - I_H \chi, \chi) - \omega \Delta t (I_H \varphi^m, \chi)
\geq (1 + \omega \Delta t) \|\chi\|_{L^2}^2 + 3 \Delta t \|\nabla \chi\|_{L^2}^2 + C_{coer} \varepsilon^2 \Delta t \|\chi\|_{L^2}^2 \nabla \chi - \|\phi_h^{m-1}\|_{L^2} \|\chi\|_{L^2}^2
- \sqrt{2} \Delta t \|\phi_h^{m-1}\|_{L^2} \|\chi\|_{L^2} + C_{coer} \varepsilon^2 \Delta t \|\chi\|_{L^2}^2 \nabla \chi - \|\phi_h^{m-1}\|_{L^2} \|\chi\|_{L^2}^2
- \sqrt{2} \Delta t \|\phi_h^{m-1}\|_{L^2} \|\chi\|_{L^2} - \omega C_H \Delta t \|\nabla \chi\|_{L^2} \|\chi\|_{L^2} - \omega C_H \Delta t \|\varphi^m\|_{L^2} \|\chi\|_{L^2}
\geq (1 + \omega \Delta t) \|\chi\|_{L^2}^2 + 3 \Delta t \|\nabla \chi\|_{L^2}^2 + C_{coer} \varepsilon^2 \Delta t \|\chi\|_{L^2}^2 - \frac{1}{2} \|\phi_h^{m-1}\|_{L^2}^2 - \frac{1}{2} \|\chi\|_{L^2}^2
- \sqrt{2} \Delta t \|\phi_h^{m-1}\|_{L^2} \|\chi\|_{L^2} - \omega C_H \Delta t \|\nabla \chi\|_{L^2} \|\chi\|_{L^2} - \omega C_H \Delta t \|\varphi^m\|_{L^2} \|\chi\|_{L^2}
\geq (1 + \omega \Delta t) \|\chi\|_{L^2}^2 + 3 \Delta t \|\nabla \chi\|_{L^2}^2 + C_{coer} \varepsilon^2 \Delta t \|\chi\|_{L^2}^2 - \frac{1}{2} \|\phi_h^{m-1}\|_{L^2}^2 - \frac{1}{2} \|\chi\|_{L^2}^2
- \frac{2 \Delta t}{C_{coer} \varepsilon^2} \|\phi_h^{m-1}\|_{L^2}^2 - C_{coer} \varepsilon^2 \Delta t \|\chi\|_{L^2}^2 - C_{coer} \varepsilon^2 \Delta t \|\chi\|_{L^2}^2
- \frac{\omega C^2_H C^2 H \Delta t}{C_{coer} \varepsilon^2} \|\varphi^m\|_{L^2}^2 - \frac{\omega C^2_H \Delta t}{2} \|\varphi^m\|_{L^2}^2 - \frac{\Delta t}{2} \|\chi\|_{L^2}^2.
Combining like terms and multiplying by 2 now provides the bound

\[
2 (G_h(\chi), \chi) \geq \left[ 1 + \omega \Delta t \left( 1 - \frac{2\omega C_p^2 C_l^2 H^2}{C_{\text{coer}} \varepsilon^2} \right) \right] \| \chi \|_{L^2}^2 + 6 \Delta t \| \chi \nabla \chi \|_{L^2}^2 + C_{\text{coer}} \varepsilon^2 \Delta t \| \chi \|_{H^2}^2 \\
- \| \phi_h^{m-1} \|_{L^2}^2 - \frac{4 \Delta t}{C_{\text{coer}} \varepsilon^2} \| \phi_h^{m-1} \|_{L^2}^2 - \omega C_l^2 \Delta t \| \varphi^m \|_{L^2}^2 \\
\geq 0,
\]

if \(0 < \omega < \frac{C_{\text{coer}} \varepsilon^2}{2C_p^2 C_l^2 H^2}\) and \(\| \chi \|_{L^2}^2 = q^2 = 1 + \frac{4 \Delta t}{C_{\text{coer}} \varepsilon^2} \| \phi_h^{m-1} \|_{L^2}^2 + \omega C_l^2 \Delta t \| \varphi^m \|_{L^2}^2\). \(\square\)

**Lemma 3.2.** Let \(\varphi \in L^\infty(0, \infty; H^2(\Omega))\) represent the true solution and black \(H\) and \(\omega\) be chosen so that

\[
\lambda_0 := \frac{\omega C_{\text{coer}} \varepsilon^2 - 2\omega_2 C_l^2 C_p^2 H^2 - 4}{C_{\text{coer}} \varepsilon^2 + 4 \Delta t} > 0,
\]

i.e. \(H\) sufficiently small and \(\omega\) sufficiently large. Then, for any \(m, h, \Delta t > 0\), solutions to the CDA-FEM (3.1) satisfy

\[
\| \phi_h^m \|_{L^2}^2 \leq \| \phi_h^0 \|_{L^2}^2 \left( \frac{1}{1 + \lambda \Delta t} \right)^m + \frac{\omega \varepsilon^2 C_l^2}{\omega \varepsilon^2 - 2\omega_2 C_l^2 C_p^2 H^2 - 4} \Phi \leq C_{\text{data}},
\]

where \(\Phi := \| \varphi \|_{L^\infty(0, \infty; L^2(\Omega))}^2\).

**Proof.** Setting \(\psi = \phi_h^m\) in (3.1) we have

\[
(\delta \Delta t \phi_h^m, \phi_h^m) + 3 \| \phi_h^m \nabla \phi_h^m \|_{L^2}^2 - (\nabla \phi_h^{m-1}, \nabla \phi_h^m) + \varepsilon^2 a_{IP} (\phi_h^m, \phi_h^m) + \omega (I_H (\phi_h^m - \varphi^m), \phi_h^m) = 0.
\]

Now, adding and subtracting appropriate terms and using Lemma 2.3 along with properties (2.3), (2.4), and (2.12), Young’s inequality, and the polarization identity, we have

\[
\frac{1}{2 \Delta t} \left( \| \phi_h^m \|_{L^2}^2 - \| \phi_h^{m-1} \|_{L^2}^2 + \| \phi_h^m - \phi_h^{m-1} \|_{L^2}^2 \right) + \omega \| \phi_h^m \|_{L^2}^2 + 3 \| \phi_h^m \nabla \phi_h^m \|_{L^2}^2 + C_{\text{coer}} \varepsilon^2 \| \phi_h^m \|_{H^2}^2 \\
\leq \omega \left( \phi_h^m - I_H \phi_h^m, \phi_h^m \right) + \omega (I_H \varphi^m, \phi_h^m) + (\nabla \phi_h^{m-1}, \nabla \phi_h^m) \\
\leq \omega \| \phi_h^m \|_{L^2} + C_l \| \varphi^m \|_{L^2} \| \phi_h^m \|_{L^2} + \omega C_l \| \phi_h^m \|_{L^2} \| \phi_h^m \|_{L^2} + \sqrt{2} \| \phi_h^{m-1} \|_{L^2} \| \phi_h^m \|_{L^2} \\
\leq \omega C_l \| \phi_h^m \|_{L^2} \| \phi_h^m \|_{L^2} + \omega C_l \| \phi_h^m \|_{L^2} \| \phi_h^m \|_{L^2} + \sqrt{2} \| \phi_h^{m-1} \|_{L^2} \| \phi_h^m \|_{L^2} \\
\leq \frac{\omega^2 C_l^2 C_p^2 H^2}{C_{\text{coer}} \varepsilon^2} \| \phi_h^m \|_{L^2} + \frac{C_{\text{coer}} \varepsilon^2}{2} \| \phi_h^m \|_{L^2}^2 + \frac{\omega C_l^2}{2} \| \varphi^m \|_{L^2}^2 + \frac{\omega}{2} \| \phi_h^m \|_{L^2}^2 + \frac{2}{C_{\text{coer}} \varepsilon^2} \| \phi_h^{m-1} \|_{L^2}^2.
\]

Combining like terms, multiplying by \(2 \Delta t\), and dropping positive terms on the left hand side of the equation above, we get that

\[
\left[ 1 + \omega \Delta t - \frac{2\omega^2 C_l^2 C_p^2 H^2 \Delta t}{C_{\text{coer}} \varepsilon^2} \right] \| \phi_h^m \|_{L^2}^2 \leq \frac{C_{\text{coer}} \varepsilon^2 + 4 \Delta t}{C_{\text{coer}} \varepsilon^2 + 4 \Delta t} \| \phi_h^{m-1} \|_{L^2}^2 + \omega C_l^2 \Delta t \| \varphi^m \|_{L^2}^2.
\]

Multiplying by \(C_{\text{coer}} \varepsilon^2 + 4 \Delta t\), we obtain

\[
\left[ C_{\text{coer}} \varepsilon^2 (1 + \omega \Delta t) - 2\omega^2 C_l^2 C_p^2 H^2 \Delta t \right] \| \phi_h^m \|_{L^2}^2 \leq \| \phi_h^{m-1} \|_{L^2}^2 + \frac{\omega C_l^2 C_{\text{coer}} \varepsilon^2}{C_{\text{coer}} \varepsilon^2 + 4 \Delta t} \| \varphi^m \|_{L^2}^2.
\]
which leads to
\[
1 + \Delta t \left( \frac{\omega C_{\text{coer}} \varepsilon^2 - 2 \omega^2 C^2 P H^2 - 4}{C_{\text{coer}} \varepsilon^2 + 4 \Delta t} \right) \| \phi^m_h \|_{L^2} \leq \| \phi^0_h \|_{L^2} + \frac{\omega C^2 P H^2 \Delta t}{C_{\text{coer}} \varepsilon^2 + 4 \Delta t} \Phi.
\]

Requiring \( \lambda_0 := \frac{\omega C_{\text{coer}} \varepsilon^2 - 2 \omega^2 C^2 P H^2 - 4}{C_{\text{coer}} \varepsilon^2 + 4 \Delta t} > 0 \) and applying Lemma 2.4 yields the desired result:

for any \( m, h, \Delta t > 0 \)
\[
\| \phi^m_h \|_{L^2} \leq \| \phi^0_h \|_{L^2} \left( \frac{1}{\lambda_0 \Delta t} \right)^m + \frac{\omega C^2 P H^2}{\omega C_{\text{coer}} \varepsilon^2 - 2 \omega^2 C^2 P H^2 - 4} \Phi \leq C_{\text{data}}.
\]

\[\square\]

**Remark 3.3.** Lemma 3.2 is satisfied if the nudging parameter \( \omega \) is \( O(\varepsilon^{-2}) \) which would then require \( H \) to be \( O(\varepsilon^2) \). However, the numerical experiments provided in Section 5 suggests that \( H \) can be taken much larger than that.

Define \( C_{\text{inf}} := \sup_{0 \leq m < \infty} \| \phi^m_h \|_{L^\infty} \). Then under the conditions from Lemma 3.2 we have \( C_{\text{inf}} < \infty \) on any regular mesh since by the inverse inequality and the 2D Agmon inequality,
\[
C_{\text{inf}} = \sup_{0 \leq m < \infty} \| \phi^m_h \|_{L^\infty} \leq \sup_{0 \leq m < \infty} C h^{-1} \| \phi^m_h \|_{L^2} \leq C C_{\text{data}} h^{-1}.
\]

While this is the best long-time \( L^\infty \) bound we were able to prove, we expect \( C_{\text{inf}} = O(1) \) and not \( O(h^{-1}) \), since computing CH in practice yields \( |\phi^m_h(x)| \leq 1.1 \) or 1.2, and never as high as 2. Furthermore, if we assume a finite end time \( T \), then it is likely that we can prove this with the usual techniques [15] that \( \max_{0 \leq m \leq T/\Delta t} \| \phi^m_h \|_{L^\infty} \leq C e^T \), with \( C \) depending on data and independent of \( h \) and \( \Delta t \). Since CH solutions generally converge quickly to a steady state solution, we expect \( \max_{0 \leq m \leq T/\Delta t} \| \phi^m_h \|_{L^\infty} = \sup_{0 \leq m < \infty} \| \phi^m_h \|_{L^\infty} \), from which we again infer that \( C_{\text{inf}} \) will be independent of \( h \).

**Lemma 3.4.** Let \( \varphi \in L^\infty(0, \infty; H^2_N(\Omega)) \) represent the true solution and suppose that
\[
\frac{1}{\Delta t} + \omega > \left( \frac{C^2 P H^2 \omega^2 + 18 (C_{\text{inf}})^4}{C_{\text{coer}} \varepsilon^2} \right).
\]

Then solutions to the CDA-FEM (3.1) are unique.

**Remark 3.5.** The condition (3.5) is satisfied with a sufficiently small \( \Delta t \), or by \( \omega \) being sufficiently large while \( H \) is sufficiently small. We note that this is a sufficient condition.

**Proof.** Let \( \phi^m_h \in Z_h \) and \( \varphi^m \in H^2_N(\Omega) \) be given. Let \( U \) and \( V \) represent two solutions to (3.1). Then,
\[
\frac{1}{\Delta t} (U - V, \psi) + \langle \nabla(U^3 - V^3), \nabla \psi \rangle + \varepsilon^2 a^P_h (U - V, \psi) + \omega (I_H (U - V), \psi) = 0.
\]
Solutions of (4.1) are consistent with solutions of (2.2) since
\[ a \in \mathbb{R} \]
where
\[ \phi \]
Invoking the properties of the Ritz projection operator, we have for all
\[ z \in \mathbb{Z} \]
to (1.2) since
\[ L \]
We introduce the following notation:
\[ \delta \]
We provide a rigorous convergence analysis for the semi-discrete method in the appropriate energy norms. Note that the CDA-FEM (3.1) is not well-defined for solutions to (1.2) since \( Z_h \not\subset H^2_N(\Omega) \). Therefore, we define \( W_h \subset H^2_N(\Omega) \) to be the Hsieh-Clough-Tocher micro finite element space associated with \( T_h \) as in [9]. We furthermore define the linear map \( E_h : Z_h \to W_h \cap H^2_N(\Omega) \) as in [9] which allows us to consider the following problem: Find \( \varphi \in H^2_N(\Omega) \) such that
\[ (\partial_t \varphi, \psi) + \left( \nabla \left( \varphi^3 - \varphi \right), \nabla \psi \right) + \varepsilon^2 a_h^{IP}(\varphi, \psi) \]
\[ = (\partial_t \varphi, \psi - E_h \psi) + \left( \nabla \left( \varphi^3 - \varphi \right), \nabla(\psi - E_h \psi) \right) + \varepsilon^2 a_h^{IP}(\varphi, \psi - E_h \psi), \quad \forall \psi \in Z_h. \] (4.1)
Solutions of (4.1) are consistent with solutions of (2.2) since \( a_h^{IP}(\varphi, E_h \psi) = a(\varphi, E_h \psi) \) for all \( \psi \in Z_h \).

We introduce the following notation:
\[ e^m = e^m_P + e^m_h, \quad e^m_P := \varphi^m - P_h \varphi^m, \quad e^m_h := P_h \varphi^m - \phi^m_h, \]
where \( \varphi^m := \varphi(t_m) \). Using this notation and subtracting (3.1) from (4.1), we have for all \( \psi \in Z_h \)
\[ (\delta \varphi^m, \psi) + \varepsilon^2 a_h^{IP}(\varphi^m, \psi) + \omega (I_H e^m, \psi) + \left( \nabla \left( \left( \varphi^m \right)^3 - \left( \phi^m_h \right)^3 \right), \nabla \psi \right) \]
\[ = (\delta \varphi^m - \partial_t \varphi^m, \psi) + \left( \nabla e^{m-1}, \nabla \psi \right) + \left( \nabla (\varphi^m - \varphi^{m-1}), \nabla \psi \right) + (\partial_t \varphi^m, \psi - E_h \psi) + \left( \nabla \left( (\varphi^m)^3 - \varphi^m \right), \nabla(\psi - E_h \psi) \right) + \varepsilon^2 a_h^{IP}(\varphi^m, \psi - E_h \psi). \]

Invoking the properties of the Ritz projection operator, we have for all \( \psi \in Z_h \)
\[ (\delta \varphi^m, \psi) + \varepsilon^2 a_h^{IP}(\varphi^m, \psi) + \omega (I_H e^m, \psi) + \left( \nabla \left( \left( \varphi^m \right)^3 - \left( \phi^m_h \right)^3 \right), \nabla \psi \right) = - (\delta \varphi^m, \psi) \]
\[ - \omega (I_H e^m, \psi) + (\delta \varphi^m - \partial_t \varphi^m, \psi) + \left( \nabla (e^{m-1} + e^{m-1}), \nabla \psi \right) + \left( \nabla (\varphi^m - \varphi^{m-1}), \nabla \psi \right) + (\partial_t \varphi^m, \psi - E_h \psi) + \left( \nabla \left( (\varphi^m)^3 - \varphi^m \right), \nabla(\psi - E_h \psi) \right) + \varepsilon^2 a_h^{IP}(\varphi^m, \psi - E_h \psi). \] (4.2)
Adding and subtracting appropriate terms and setting \( \psi = \varepsilon_h^m \), we arrive at the key error equation

\[
(\delta \Delta t \varepsilon_h^m, \varepsilon_h^m) + \varepsilon^2 a^I_P (\varepsilon_h^m, \varepsilon_h^m) + \omega (\varepsilon_h^m, \varepsilon_h^m)
= - (\delta \Delta t \varepsilon_h^m, \varepsilon_h^m) - \omega (I_H \varepsilon_h^m, \varepsilon_h^m) + \omega (\varepsilon_h^m - I_H \varepsilon_h^m, \varepsilon_h^m) + (\delta \Delta t \varphi^m - \partial_t \varphi^m, \varepsilon_h^m)
\]

\[
- (\nabla (\varphi^m)^3 - (\varepsilon^m)^3), \nabla \varepsilon_h^m) + (\nabla (\varepsilon^m - \varepsilon_h^m), \varepsilon_h^m) + (\nabla (\varphi^m - \varepsilon_h^m), \varepsilon_h^m)
\]

\[
(\partial_t \varphi^m, \varepsilon_h^m - E_h \varepsilon_h^m) + (\nabla ((\varphi^m)^3 - \varphi^m), \nabla (\varepsilon_h^m - E_h \varepsilon_h^m)) + \varepsilon^2 a^I_P (\varphi^m, \varepsilon_h^m - E_h \varepsilon_h^m).
\]

(4.3)

The following lemma will bound many of the terms on the right hand side of (4.3) by oscillations in the time derivative of the concentration \( \partial_t \varphi \). The procedure, known as a medius analysis, has been utilized in much of the literature found on the C0-IP method and details can be found in [2]. It relies on an equivalent formulation of the bilinear form \( a^I_P (\cdot, \cdot) \) for functions satisfying \( w \in H^4(\Omega, T_h) \cap H^1(\Omega) \) and \( v \in H^2(\Omega, T_h) \cap H^1(\Omega) \):

\[
a^I_P (w, v) := \sum_{K \in T_h} \int_K (\Delta^2 w) v \, dx + \sum_{e \in \partial_h} \int_e \left\{ \frac{\partial^2 v}{\partial n_e^2} \right\} \left[ \frac{\partial w}{\partial n_e} \right] dS
\]

\[
+ \sum_{e \in \partial_h} \int_e \left[ \frac{\partial \Delta w}{\partial n_e} \right] v - \left[ \frac{\partial^2 w}{\partial n_e^2} \right] \left[ \frac{\partial v}{\partial n_e} \right] - \left[ \frac{\partial^2 w}{\partial n_e \partial t_e} \right] \frac{\partial v}{\partial t_e} dS
\]

\[
+ \sigma \sum_{e \in \partial_h} \frac{1}{|e|} \int_e \left[ \frac{\partial w}{\partial n_e} \right] \left[ \frac{\partial v}{\partial n_e} \right] dS,
\]

(4.4)

where \( H^s(\Omega, T_h) := \{ v \in L^2(\Omega)| v_K \in H^s(K) \forall K \in T_h \} \).

**Lemma 4.1.** Suppose \( \varphi^m \) is a weak solution to (2.2). Then for any \( m, h, \tau > 0 \),

\[
(\partial_t \varphi^m, \varepsilon_h^m - E_h \varepsilon_h^m) + (\nabla ((\varphi^m)^3 - \varphi^m), \nabla (\varepsilon_h^m - E_h \varepsilon_h^m)) + \varepsilon^2 a^I_P (\varphi^m, \varepsilon_h^m - E_h \varepsilon_h^m)
\]

\[
\leq \frac{C}{C_{coer}} \frac{1}{\varepsilon^2} \left( \| \text{Osc}_j(\partial_t \varphi^m) \|^2 + \| \varphi^m - P_h \varphi^m \|^2_{L^2_h} \right) + \frac{C_{coer}}{8} \| \varepsilon_h^m \|^2
\]

for \( t^* \in (t_{m-1}, t_m) \) where \( \text{Osc}_j(\nu) \) is referred to as the oscillation of \( \nu \) (of order \( j \)) defined by

\[
\text{Osc}_j(\nu) := \left( \sum_{K \in T_h} h^4 \| \nu - \tilde{\nu} \|^2_{L^2(K)} \right)^{\frac{1}{2}}
\]

(4.5)

and where \( \tilde{\nu} \) is the \( L^2 \) orthogonal projection of \( \nu \) on \( P_j(\Omega, T_h) \), the space of piecewise polynomial functions of degree less than or equal to \( j \), i.e.,

\[
\int_{\Omega} (\nu - \tilde{\nu}) \psi \, dx = 0 \quad \forall \psi \in P_j(\Omega, T_h).
\]

**Proof.** Properties of the Ritz projection operator (3.2) lead to,

\[
a^I_P (\varphi^m, \varepsilon_h^m - E_h \varepsilon_h^m)
\]

\[
= a^I_P (\varphi^m - P_h \varphi^m, \varepsilon_h^m - E_h \varepsilon_h^m) + a^I_P (P_h \varphi^m, \varepsilon_h^m - E_h \varepsilon_h^m)
\]

\[
= a^I_P (\varphi^m - P_h \varphi^m, E_h \varepsilon_h^m) + a^I_P (P_h \varphi^m, \varepsilon_h^m - E_h \varepsilon_h^m)
\]

\[
= \sum_{K \in T_h} \int_K \nabla^2 (P_h \varphi^m - \varphi^m) : \nabla^2 (E_h \varepsilon_h^m) \, dx + \sum_{e \in \partial_h} \int_e \left\{ \frac{\partial^2 (E_h \varepsilon_h^m)}{\partial n_e^2} \right\} \left[ \frac{\partial P_h \varphi^m}{\partial n_e} \right] dS
\]

\[
+ a^I_P (P_h \varphi^m, \varepsilon_h^m - E_h \varepsilon_h^m).
\]

(4.6)
Furthermore, the alternative definition (4.4) yields the following

\[
a^IP_h (P_h \varphi^m, e^m_h - E_h e^m_h) = \sum_{K \in T_h} \int_K (\Delta^2 P_h \varphi^m) \left( e^m_h - E_h e^m_h \right) dx
\]

\[
+ \sum_{e \in \partial e} \int_e \left\{ \frac{\partial^2 (e^m_h - E_h e^m_h)}{\partial n_e^2} \right\} \left[ \frac{\partial P_h \varphi^m}{\partial n_e} \right] dS + \sum_{e \in \partial e} \int_e \left\{ \frac{\partial \Delta P_h \varphi^m}{\partial n_e} \right\} \left( e^m_h - E_h e^m_h \right) dS
\]

\[
- \sum_{e \in \partial e} \int_e \left[ \frac{\partial^2 P_h \varphi^m}{\partial n_e^2} \right] \left\{ \frac{\partial (e^m_h - E_h e^m_h)}{\partial n_e} \right\} dS - \sum_{e \in \partial e} \int_e \left[ \frac{\partial^2 P_h \varphi^m}{\partial n_e^2} \right] \frac{\partial (e^m_h - E_h e^m_h)}{\partial n_e} dS
\]

\[
+ \sigma \sum_{e \in \partial e} \frac{1}{|e|} \int_e \left[ \frac{\partial P_h \varphi^m}{\partial n_e} \right] \left[ \frac{\partial (e^m_h - E_h e^m_h)}{\partial n_e} \right] dS.
\]

(4.7)

Combining equations (4.6)–(4.7), we have

\[
(\varphi^m, e^m_h - E_h e^m_h) + \left( \nabla \left( (\varphi^m)^3 - \varphi^m \right), \nabla (e^m_h - E_h e^m_h) \right) + \varepsilon^2 a^IP_h (\varphi^m, e^m_h - E_h e^m_h)
\]

\[
= \sum_{K \in T_h} \int_K \left( \varepsilon^2 \Delta^2 P_h \varphi^m - \Delta \left( (\varphi^m)^3 - \varphi^m \right) + \partial \varphi^m \right) \left( e^m_h - E_h e^m_h \right) dx
\]

\[
+ \varepsilon^2 \sum_{K \in T_h} \int_K \nabla^2 (P_h \varphi^m - \varphi^m) : \nabla^2 (E_h e^m_h) dx + \varepsilon^2 \sum_{e \in \partial e} \int_e \left\{ \frac{\partial^2 e^m_h}{\partial n_e^2} \right\} \left[ \frac{\partial P_h \varphi^m}{\partial n_e} \right] dS
\]

\[
+ \varepsilon^2 \sum_{e \in \partial e} \int_e \left[ \frac{\partial \Delta P_h \varphi^m}{\partial n_e^2} \right] \left( e^m_h - E_h e^m_h \right) dS - \varepsilon^2 \sum_{e \in \partial e} \int_e \left[ \frac{\partial \Delta P_h \varphi^m}{\partial n_e^2} \right] \left\{ \frac{\partial (e^m_h - E_h e^m_h)}{\partial n_e} \right\} dS
\]

\[
- \varepsilon^2 \sum_{e \in \partial e} \int_e \left[ \frac{\partial \Delta P_h \varphi^m}{\partial n_e^2} \right] \frac{\partial (e^m_h - E_h e^m_h)}{\partial n_e} dS + \varepsilon^2 \sigma \sum_{e \in \partial e} \frac{1}{|e|} \int_e \left[ \frac{\partial P_h \varphi^m}{\partial n_e} \right] \left[ \frac{\partial (e^m_h - E_h e^m_h)}{\partial n_e} \right] dS.
\]

Following the medius analysis presented in [9] (see pages 96-100), we proceed by bounding each
of the terms on the right-hand side:

\[
\sum_{K \in T_h} \int_K \left( \varepsilon^2 \Delta^2 P_h \varphi^m - \Delta \left( (\varphi^m)^3 - \varphi^m \right) + \partial_t \varphi^m \right) \left( e_h^m - E_h e_h^m \right) \, dx \leq \left( \sum_{K \in T_h} h^4 \left\| \varepsilon^2 \Delta^2 P_h \varphi^m - \Delta \left( (\varphi^m)^3 - \varphi^m \right) + \partial_t \varphi^m \right\|_{L^2(K)}^2 \right)^{1/2} \| e_h^m \|_{2,h},
\]

\[
\varepsilon^2 \sum_{K \in T_h} \int_K \nabla^2 (P_h \varphi^m - \varphi^m) : \nabla^2 (E_h e_h^m) \, dx \leq C \varepsilon^2 \left( \sum_{K \in T_h} |\varphi^m - P_h \varphi^m|_{H^2(K)}^2 \right)^{1/2} \| e_h^m \|_{2,h},
\]

\[
\varepsilon^2 \sum_{e \in \partial_h} \int_e \left\{ \left\{ \frac{\partial^2 \varphi^m}{\partial n_e^2} \right\} \left\{ \frac{\partial P_h \varphi^m}{\partial n_e} \right\} \right\} (e_h^m - E_h e_h^m) \, dS \leq C \varepsilon^2 \left( \sum_{e \in \partial_h} \left\| \frac{\partial^2 P_h \varphi^m}{\partial n_e^2} \right\|_{L^2(e)}^2 \right)^{1/2} \| e_h^m \|_{2,h},
\]

\[
\varepsilon^2 \sum_{e \in \partial_h} \int_e \left\{ \left\{ \frac{\partial^2 P_h \varphi^m}{\partial n_e^2} \right\} \left\{ \frac{\partial (e_h^m - E_h e_h^m)}{\partial n_e} \right\} \right\} \, dS \leq C \varepsilon^2 \left( \sum_{e \in \partial_h} \left\| \frac{\partial^2 P_h \varphi^m}{\partial n_e^2} \right\|_{L^2(e)}^2 \right)^{1/2} \| e_h^m \|_{2,h},
\]

\[
\varepsilon^2 \sum_{e \in \partial_h} \int_e \left[ \frac{\partial^2 P_h \varphi^m}{\partial n_e^2} \right] \frac{\partial (e_h^m - E_h e_h^m)}{\partial \hat{n}_e} \, dS \leq C \varepsilon^2 \left( \sum_{e \in \partial_h} \left\| \frac{\partial (P_h \varphi^m - \varphi^m)}{\partial n_e} \right\|_{L^2(e)}^2 \right)^{1/2} \| e_h^m \|_{2,h},
\]

\[
\varepsilon^2 \sigma \sum_{e \in \partial_h} \frac{1}{|e|} \int_e \left[ \frac{\partial P_h \varphi^m}{\partial n_e} \right] \left[ \frac{\partial (e_h^m - E_h e_h^m)}{\partial n_e} \right] \, dS \leq C \varepsilon^2 \left( \sum_{e \in \partial_h} \left\| \frac{\partial (P_h \varphi^m - \varphi^m)}{\partial n_e} \right\|_{L^2(e)}^2 \right)^{1/2} \| e_h^m \|_{2,h},
\]
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Thus, we have

\[
(\partial_t \varphi^m, e_h^m - E_h e_h^m) + \left( \nabla \left( (\varphi^m)^3 - \varphi^m \right), \nabla (e_h^m - E_h e_h^m) \right) + \varepsilon^2 a_h^{IP} (\varphi^m, e_h^m - E_h e_h^m) \\
\leq C \varepsilon^2 \left( \sum_{K \in T_h} |\varphi^m - P_h \varphi^m|_{H^2(K)}^2 + \frac{1}{\varepsilon^4} \sum_{K \in T_h} h^4 \left\| \varepsilon^2 \Delta^2 P_h \varphi^m - \Delta ((\varphi^m)^3 - \varphi^m) + \partial_t \varphi^m \right\|_{L^2(K)}^2 \\
+ \sum_{e \in \partial \Omega} \frac{1}{|e|} \left\| \left\| \frac{\partial (P_h \varphi^m - \varphi^m)}{\partial n_e} \right\| \right\|_{L^2(e)}^2 \\
+ \sum_{e \in \partial \Omega} \frac{1}{|e|} \left\| \left\| \frac{\partial \varphi^m}{\partial n_e} \right\| \right\|_{L^2(e)}^2 \right)^{1/2} \|e_h^m\|_{2,h} \\
\leq C \varepsilon^2 \left( \frac{1}{\varepsilon^4} |\text{Osc}_j(\partial_t \varphi^m)|^2 \right) + \sum_{K \in T_h} |\varphi^m - P_h \varphi^m|_{H^2(K)}^2 + \sum_{e \in \partial \Omega} \frac{1}{|e|} \left\| \left\| \frac{\partial (P_h \varphi^m - \varphi^m)}{\partial n_e} \right\| \right\|_{L^2(e)}^2 \right)^{1/2} \|e_h^m\|_{2,h} \\
\leq C \varepsilon^2 \left( \frac{1}{\varepsilon^2} |\text{Osc}_j(\partial_t \varphi^m)| + \|\varphi^m - P_h \varphi^m\|_{2,h} \right) \|e_h^m\|_{2,h}
\]

where we have followed the medius analysis presented in [9] (see pages 101-106) and where Osc$_j(\nu)$ is referred to as the oscillation of $\nu$ (of order $j$) defined by

\[
\text{Osc}_j(\nu) := \left( \sum_{K \in T_h} h^4 \|\nu - \tilde{\nu}\|_{L^2(K)}^2 \right)^{1/2} 
\]

and where $\tilde{\nu}$ is the $L^2$ orthogonal projection of $\nu$ on the space of piecewise polynomial functions of degree less than or equal to $j$, i.e.,

\[
\int_{\Omega} (\nu - \tilde{\nu}) \psi \, dx = 0 \quad \forall \psi \in P_j(\Omega, T_h).
\]

Thus,

\[
(\partial_t \varphi^m, e_h^m - E_h e_h^m) + \left( \nabla \left( (\varphi^m)^3 - \varphi^m \right), \nabla (e_h^m - E_h e_h^m) \right) + \varepsilon^2 a_h^{IP} (\varphi^m, e_h^m - E_h e_h^m) \\
\leq \frac{C}{C_{\text{coer}}} \left( \frac{1}{\varepsilon^2} |\text{Osc}_j(\partial_t \varphi^m)|^2 + \|\varphi^m - P_h \varphi^m\|_{2,h}^2 \right) + \frac{C_{\text{coer}} \varepsilon^2}{8} \|e_h^m\|_{2,h}^2. \tag{4.9}
\]

\[\square\]

**Lemma 4.2.** Let $u_t \in L^\infty(0, \infty; H^4(\Omega))$ and $u \in L^\infty(0, \infty; H^4(\Omega))$, then the Ritz projection operator [3.2] satisfies the following bound:

\[
\|u - P_h u\|_{2,h} \leq C_{\text{data}} \lambda_{\text{min}(s,k+1)}^{-2} \tag{4.10}
\]

where $k \geq 2$ is the order of the Lagrange finite element space $Z_h$.  
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Proof. According to [9] and considering the model problem

\[ \Delta^2 u = f \quad \text{in} \quad \Omega \\
\frac{\partial u}{\partial n} = \frac{\partial \Delta u}{\partial n} = 0 \quad \text{on} \quad \partial \Omega \]

it can be shown that

\[ \| u - P_h u \|_{2,h} \leq C h^{\min(s,k+1) - 2} \]

as long as \( f \in H^\ell(\Omega) \) and \( u \in H^s(\Omega) \) for \( s \in (2, \ell + 4] \), where \( k \geq 2 \) is the order of the Lagrange finite element space \( Z_h \) and where \( C \) depends on the data.

In the case of a parabolic model problem

\[ \Delta^2 u = u_t \quad \text{in} \quad \Omega, \\
u(0) = u_0 \quad \text{in} \quad \Omega, \\
\frac{\partial u}{\partial n} = \frac{\partial \Delta u}{\partial n} = 0 \quad \text{on} \quad \partial \Omega, \]

we simply replace \( f \) with \( u_t \) in the analysis of [9] in order to achieve (4.10).

We are now in position to prove the main theorem in this section. We shall assume that the weak solutions have the additional regularities.

\[
\phi \in L^\infty(0, \infty; H^3(\Omega)), \\
\partial_t \phi \in L^\infty(0, \infty; H^3(\Omega)), \\
\partial_{tt} \phi \in L^\infty(0, \infty; L^2(\Omega)).
\]

(4.11)

With these regularities, we set \( \ell = 2, s = 3, \) and \( k = 2 \) in order to obtain

\[ \| \phi - P_h \phi \|_{2,h} \leq C_{\text{data}}^{\ast} h. \]

(4.12)

Theorem 4.3. Let \( \phi^m \) represent the solution to (3.1) and suppose that \( \phi \) satisfies the regularities (4.11) and that \( H \) and \( \omega \) are chosen so that

\[
\lambda_1 := \frac{C_{\text{coer}}^2 \omega - 4C_1^2 C_2^2 H^2 \omega^2 - 72 ((C_{\text{inf}})^2 + (C_{\text{data}}')^2)^2 - 16}{C_{\text{coer}}^2 + 16 \Delta t} > 0,
\]

(4.13)

i.e. \( H \) sufficiently small and \( \omega \) sufficiently large. Then we have

\[
\| \phi^m - \phi^m_h \|_{L^2} \leq \| \phi^0 - \phi^0_h \|_{L^2} \left( \frac{1}{1 + \lambda_1 \Delta t} \right)^m \\
+ \left( \frac{C_{\text{coer}}^2 (h^2 + h^5 + (\Delta t)^2)}{\omega C_{\text{coer}}^2 - 4C_1^2 C_2^2 H^2 \omega^2 - 72 ((C_{\text{inf}})^2 + (C_{\text{data}}')^2)^2 - 16} \right) C_{\text{data}}^{\ast}
\]

for any \( m, h, \Delta t > 0. \)

Remark 4.4. The sufficient condition (4.13) is a similar sufficient condition to what is found in the long term error bound CDA applied to Navier-Stokes equations [39, 30], where \( H \) must be small enough so that the nudging parameter can be taken large enough to allow a long term error bound to hold. In our numerical tests, just as in the numerical tests for CDA applied to Navier-Stokes in [39, 30], the sufficient condition appears far from a necessary condition.
Proof. We proceed by bounding the first seven terms on the right hand side of equation \((4.3)\). The first bound follows from an application of Young’s Inequality, Taylor’s theorem, and standard finite element theory. We have

\[
- (\delta t e^m_P, \epsilon_h^m) \leq \| \delta t e^m_P \|_{L^2} \| \epsilon_h^m \|_{L^2}
\]

\[
\leq \frac{2}{\epsilon} \| \delta t e^m_P \|_{L^2}^2 + \frac{\omega}{8} \| \epsilon_h^m \|_{L^2}^2
\]

\[
\leq \frac{2}{\epsilon} \| \varphi(t) - P_h \varphi(t) \|_{L^2}^2 + \frac{\omega}{8} \| \epsilon_h^m \|_{L^2}^2
\]

\[
\leq \frac{2C^4_{data}(C^m) h^2}{\omega} + \frac{\omega}{8} \| \epsilon_h^m \|_{L^2}^2 ,
\]

where \( t^* \in [t_{m-1}, t_m] \) and where \( C^m_{data} \) corresponds to the assumption that \( \varphi \in L^\infty(0, \infty; H^3(\Omega)) \) from \((4.11)\). The next two estimates rely on properties of the projection operator \( I_H \), \((2.3)\) and \((2.4)\). Thus, with the assumption that \( \varphi \in L^\infty(0, \infty; H^3(\Omega)) \), we have

\[
- \omega (I_H e^m_P, \epsilon_h^m) \leq \omega \| I_H e^m_P \|_{L^2} \| \epsilon_h^m \|_{L^2}
\]

\[
\leq 2\omega \| I_H e^m_P \|_{L^2}^2 + \frac{\omega}{8} \| \epsilon_h^m \|_{L^2}^2
\]

\[
\leq 2C^2_{I} \omega \| e^m_P \|_{L^2}^2 + \frac{\omega}{8} \| \epsilon_h^m \|_{L^2}^2
\]

\[
\leq 2C^2_{I} C^4_{data} \omega \| e^m_P \|_{L^2}^2 + \frac{\omega}{8} \| \epsilon_h^m \|_{L^2}^2
\]

\[
\leq 2C^2_{I} C^4_{data}(C^m) \omega h^2 + \frac{\omega}{8} \| \epsilon_h^m \|_{L^2}^2.
\]

and

\[
\omega (\epsilon_h^m - I_H \epsilon_h^m, \epsilon_h^m) \leq \omega \| \epsilon_h^m - I_H \epsilon_h^m \|_{L^2} \| \epsilon_h^m \|_{L^2}
\]

\[
\leq C_{I} H \omega \| \nabla \epsilon_h^m \|_{L^2} \| \epsilon_h^m \|_{L^2}
\]

\[
\leq \frac{C_{coer} \omega}{8} \| \epsilon_h^m \|_{L^2}^2 + \frac{C^2_{I} C^2_{data} H^2 \omega^2}{C_{coer} \omega} \| \epsilon_h^m \|_{L^2}^2 .
\]

For the next term, an application of Taylor’s theorem lead to

\[
(\delta t \varphi^m - \partial_t \varphi^m, \epsilon_h^m) \leq \| \delta t \varphi^m - \partial_t \varphi^m \|_{L^2} \| \epsilon_h^m \|_{L^2}
\]

\[
\leq \frac{2}{\omega} \| \delta t \varphi^m - \partial_t \varphi^m \|_{L^2}^2 + \frac{\omega}{8} \| \epsilon_h^m \|_{L^2}^2
\]

\[
\leq \frac{2(\Delta t)^2}{\omega} \| \varphi_{ss}(t^*) \|_{L^2}^2 + \frac{\omega}{8} \| \epsilon_h^m \|_{L^2}^2
\]

\[
\leq \frac{C^m_{data}(\Delta t)^2}{\omega} + \frac{\omega}{8} \| \epsilon_h^m \|_{L^2}^2 ,
\]

where \( t^* \in [t_{m-1}, t_m] \) and \( C^m_{data} \) corresponds to the assumption that \( \varphi_{tt} \in L^\infty(0, \infty; L^2(\Omega)) \) from
Taylor's Theorem leads to the bounds on the next term:

\[-(\nabla ((\varphi^m)^3 - (\phi_h^m)^3), \nabla e_h^m) \leq \sqrt{2} \|(\varphi^m)^3 - (\phi_h^m)^3\|_L^2 \|e_h^m\|_{2,h}\]

\[\leq \sqrt{2} \|(\varphi^m)^2 + \varphi^m \phi_h^m + (\phi_h^m)^2\|_L^\infty \|e_h^m\| + \|e_h^m\|_L^2 \|e_h^m\|_{2,h}\]

\[\leq \frac{3\sqrt{2}}{2} ((C_{inj})^2 + (C_{data})^2) \left(\|e_h^m\|_L^2 + \|e_h^m\|_{2,h}\right)\]

\[\leq \frac{18 ((C_{inj})^2 + (C_{data})^2)^2}{C_{coer}^2} \left(\|e_h^m\|_L^2 + \|e_h^m\|_{2,h}\right)^2 + \frac{C_{coer}^2}{8} \|e_h^m\|_{2,h}^2\]

\[\leq \frac{36 ((C_{inj})^2 + (C_{data})^2)^2}{C_{coer}^2} \|e_h^m\|_{2,h}^2\]

\[\leq \frac{36 C_P^2 ((C_{inj})^2 + (C_{data})^2)^2}{C_{coer}^2} \|e_h^m\|_{2,h}^2\]

\[+ \frac{36 ((C_{inj})^2 + (C_{data})^2)^2}{C_{coer}^2} \|e_h^m\|_{2,h} + \frac{C_{coer}^2}{8} \|e_h^m\|_{2,h}\]

\[\leq \frac{36 C_P^2 (C_{data})^2 ((C_{inj})^2 + (C_{data})^2)^2}{C_{coer}^2} h^2\]

\[+ \frac{36 ((C_{inj})^2 + (C_{data})^2)^2}{C_{coer}^2} \|e_h^m\|_{2,h} + \frac{C_{coer}^2}{8} \|e_h^m\|_{2,h}\]

where \(C_{data}'\) corresponds to the assumption that \(\varphi \in L^\infty(0, \infty; H^3(\Omega))\). Again, relying on Lemma 2.3, we have

\[\|(\nabla e_P^{m-1} + e_h^{m-1}), \nabla e_h^m\| \leq \sqrt{2} \|e_P^{m-1} + e_h^{m-1}\|_L^2 \|e_h^m\|_{2,h}\]

\[\leq \frac{8}{C_{coer}^2} \|e_P^{m-1}\|_{L^2}^2 + \frac{8}{C_{coer}^2} \|e_h^{m-1}\|_{L^2}^2 + \frac{C_{coer}^2}{8} \|e_h^m\|_{2,h}\]

\[\leq \frac{8 C_P^2 (C_{data})^2}{C_{coer}^2} h^2 + \frac{8}{C_{coer}^2} \|e_h^{m-1}\|_{L^2}^2 + \frac{C_{coer}^2}{8} \|e_h^m\|_{2,h}\]

Taylor’s Theorem leads to the bounds on the next term:

\[-(\nabla (\varphi^m - \varphi^{m-1}), \nabla e_h^m) = (\Delta (\varphi^m - \varphi^{m-1}), e_h^m)\]

\[\leq \|\Delta (\varphi^m - \varphi^{m-1})\|_L^2 \|e_h^m\|_{L^2}\]

\[\leq \frac{2}{\omega} \|\Delta (\varphi^m - \varphi^{m-1})\|_{L^2}^2 + \frac{\omega}{8} \|e_h^m\|_{L^2}^2\]

\[\leq \frac{2(\Delta t)^2}{\omega} \|\varphi(t^*)\|_{L^2}^2 + \frac{\omega}{8} \|e_h^m\|_{L^2}^2\]

\[\leq \frac{C_{data}'' (\Delta t)^2}{\omega} + \frac{\omega}{8} \|e_h^m\|_{L^2}^2\]

where \(t^* \in [t_{m-1}, t_m]\) and we have used the assumption that \(\varphi \in L^\infty(0, \infty; H^3(\Omega))\) from assumption
Finally, Lemma 4.1 allows us to bound the remaining terms by
\[
(\partial_t \phi^m, e_h^m - E_h e_h^m) + \left( \nabla \left( (\phi^m)^3 - \phi^{m-1} \right), \nabla (e_h^m - E_h e_h^m) \right) + \varepsilon^2 a_I^P (\phi^m, e_h^m - E_h e_h^m)
\]
\[
\leq \frac{C}{C_{\text{coer}}} \left( \frac{1}{\varepsilon^2} \left[ \text{Osc}_j (\partial_t \phi^m)^2 + \| \phi^m - P_h \phi^m \|_{2,h}^2 \right] + \frac{C_{\text{coer}} \varepsilon^2}{8} \| e_h^m \|_{2,h}^2 \right)
\]
\[
\leq \frac{C}{C_{\text{coer}}} \left( \frac{1}{\varepsilon^2} \left[ \text{Osc}_j (\partial_t \phi^m)^2 + (C_{\text{data}}^{**})^2 h^2 \right] + \frac{C_{\text{coer}} \varepsilon^2}{8} \| e_h^m \|_{2,h}^2 \right).
\]

Combining inequalities (4.14)–(4.21) with Lemma 2.2 leads to
\[
\frac{1}{2\Delta t} \left( \| e_h^m \|_{L^2}^2 - \| e_h^{m-1} \|_{L^2}^2 + \| e_h^m - e_h^{m-1} \|_{L^2}^2 \right) + \frac{C_{\text{coer}} \varepsilon^2}{2} \| e_h^m \|_{2,h}^2 + \omega \| e_h^m \|_{L^2}^2
\]
\[
\leq \frac{8}{C_{\text{coer}} \varepsilon^2} \| e_h^{m-1} \|_{L^2}^2 + \frac{2C^2 C_P^2 H^2 \omega^2}{C_{\text{coer}} \varepsilon^2} \| e_h^m \|_{L^2}^2 + \frac{36 ((C_{\text{inf}})^2 + (C_{\text{data}}')^2)^2}{C_{\text{coer}} \varepsilon^2} \| e_h^m \|_{L^2}^2
\]
\[
+ \frac{2C^4 P (C_{\text{data}}')^2 h^2}{\omega} + \frac{2C^4 P (C_{\text{data}}')^2 h^2}{\omega} + \frac{36 C^4 P (C_{\text{data}})^2 ((C_{\text{inf}})^2 + (C_{\text{data}}')^2)^2 h^2}{C_{\text{coer}} \varepsilon^2}
\]
\[
+ \frac{8C^4 (C_{\text{data}}')^2 h^2}{C_{\text{coer}} \varepsilon^2} + \frac{C}{C_{\text{coer}} \varepsilon^2} \left( \frac{1}{\varepsilon^2} \left[ \text{Osc}_j (\partial_t \phi^m)^2 + (C_{\text{data}}^{**})^2 h^2 \right] \right)
\]
\[
\leq \frac{8}{C_{\text{coer}} \varepsilon^2} \| e_h^{m-1} \|_{L^2}^2 + \frac{2C^2 C_P^2 H^2 \omega^2}{C_{\text{coer}} \varepsilon^2} \| e_h^m \|_{L^2}^2 + \frac{36 ((C_{\text{inf}})^2 + (C_{\text{data}}')^2)^2}{C_{\text{coer}} \varepsilon^2} \| e_h^m \|_{L^2}^2
\]
\[
+ \frac{C_{\text{data}} (h^2 + (\Delta t)^2)}{C_{\text{coer}} \varepsilon^2} \left( \| e_h^m \|_{L^2}^2 \right).
\]

where \( C_{\text{data}}^{**} \) depends on \( \varepsilon, \omega, \) etc. but does not depend on the time step size \( \Delta t \) or the mesh size \( h \). Multiplying by \( 2\Delta t \), combining like terms and dropping a few of the positive terms on the left hand side, we arrive at
\[
\left[ 1 + \omega \Delta t - 2\Delta t \left( \frac{2C^2 C_P^2 H^2 \omega^2 + 36 ((C_{\text{inf}})^2 + (C_{\text{data}}')^2)^2}{C_{\text{coer}} \varepsilon^2} \right) \right] \| e_h^m \|_{L^2}^2
\]
\[
\leq \frac{C_{\text{coer}} \varepsilon^2 + 16 \Delta t}{C_{\text{coer}} \varepsilon^2} \| e_h^{m-1} \|_{L^2}^2 + \frac{C_{\text{data}} (h^2 + (\Delta t)^2)}{C_{\text{coer}} \varepsilon^2} + \frac{C \Delta t}{C_{\text{coer}} \varepsilon^2} \left( \| \text{Osc}_j (\partial_t \phi^m) \| \right).
\]

Multiplying by \( \frac{C_{\text{coer}} \varepsilon^2}{C_{\text{coer}} \varepsilon^2 + 16 \Delta t} \) leads to
\[
\left[ 1 + (\omega \Delta t - 4C^2 C_P^2 H^2 \omega^2 + 72 ((C_{\text{inf}})^2 + (C_{\text{data}}')^2)^2 - 16) \frac{C_{\text{coer}} \varepsilon^2 \Delta t}{C_{\text{coer}} \varepsilon^2 + 16 \Delta t} \right] \| e_h^m \|_{L^2}^2
\]
\[
\leq \| e_h^{m-1} \|_{L^2}^2 + \frac{C_{\text{coer}} \varepsilon^2 \Delta t}{C_{\text{coer}} \varepsilon^2 + 16 \Delta t} \left( h^2 + h^5 + (\Delta t)^2 \right) C_{\text{data}}^{**},
\]

where we have used the bound \( \text{Osc}_j (\partial_t \phi^m) \leq Ch^{2+\min\{\ell,k+1\}} \) such that \( k = 2 \) is the polynomial degree of the finite element space \( Z_h \) and \( \partial_t \varphi \in L^\infty(0,\infty;H^3(\Omega)) \) \( (\ell = 3) \) by the higher regularity assumption to obtain a bound on the oscillations of \( \partial_t \varphi \). (See [9] for details.)

Lemma 2.4 now guarantees the required results provided the choice of \( H \) and \( \omega \) allow for
\[
\lambda_1 := \frac{C_{\text{coer}} \varepsilon^2 \omega - 4C^2 C_P^2 H^2 \omega^2 - 72 ((C_{\text{inf}})^2 + (C_{\text{data}}')^2)^2 - 16}{C_{\text{coer}} \varepsilon^2 + 16 \Delta t} > 0.
\]
to hold.
5 Numerical Experiments

In this section, we present results of several numerical experiments which demonstrate the effectiveness of the proposed data assimilation finite element method. The Firedrake Project [38] was used to perform all numerical experiments. We use a square domain $\Omega = (0,1)^2$ and take $\mathcal{T}_h$ to be a regular triangulation of $\Omega$ consisting of right isosceles triangles which is a quasi-uniform family. (We use a family of meshes $\mathcal{T}_h$ such that no triangle in the mesh has more than one edge on the boundary.) Additionally, in each experiment, we set the interfacial width parameter $\varepsilon = 0.05$.

The data assimilation term $\omega \left( I_H(\phi^m_h - \varphi^m), \psi \right)$ was computed as follows. A true solution $\varphi$ was obtained at all times by selecting a cross shaped region as initial conditions as shown in the top right image of Figure 6, setting the nudging parameter $\omega = 0$, and solving the CH equation using the $C^0$ interior penalty FEM (3.1). A data assimilation grid size $H$ was chosen and grid points were identified and located on the finite element mesh. A vector was then created such that the value of 1 was assigned for all nodes corresponding to these grid points and a value of 0 was assigned for all other nodes. Let us name this vector $v$. Then the data assimilation term $\omega \left( I_H(\phi^m_h - \varphi^m), \psi \right)$ was computed by

$$\omega \left( I_H(\phi^m_h - \varphi^m), \psi \right) = \omega (v\phi^m_h - v\varphi^m, v\psi),$$

where we note that $v \in Z_h$ and that this is equivalent to the interpolation method onto a coarse mesh of piecewise constants $Z_H$, as described in [39]. Finally, in each of the experiments, the initial conditions for the numerical solution $\phi_0$ was set to random initial conditions as shown in Figure 6.

The first numerical experiment demonstrates the effectiveness of the CDA-FEM for various grid sizes $H$. For this experiment, we set the nudging parameter $\omega = \nicefrac{1}{\varepsilon^2} = 400$ as indicated by the theory above. We then chose five different grid sizes $H = 0.011049, 0.015625, 0.03125, 0.0625$, and 0.125, which correspond respectively to 8,100, 4,096, 1,024, 256 and 64 grid points, while the fine mesh uses piecewise quadratics and has 33,025 grid points. Theorem 4.3 provides a sufficient condition that the grid size should be chosen as $H = O(\varepsilon^2)$ but our experiments suggest that a grid size much coarser than that will produce good results.

![Figure 1: The $L2$ error between the true solution and the solution to the data assimilation finite element method for various data assimilation grid sizes is shown on the left and energy dissipation with respect to the CH energy is shown on the right. The mesh size is $h = \sqrt{2}/64$ and the time step size is $\Delta t = 0.002$. All other parameters are defined in the text.](image-url)

Figure 1 shows a semi-log plot of the error between the true solution and the solution to the CDA-FEM (3.1) measured in the $L^2$ norm for the five different grid sizes on the left. All but the
coarsest grid size of $H = 0.125$ converge exponentially with respect to time to the true solution. To verify that a grid size of $H = 0.0625$ converges as expected but a grid size of $H = 0.125$ does not, we additionally show re-scaled semi-log plots of the error for these two grid sizes in Figure 2. However, it is interesting to note that the grid size of $H = 0.125$ does look like it may eventually converge to the true solution. Additionally, if solutions to the CDA-FEM are converging to the true solution, one would expect that the CH energy of solutions to the CDA-FEM would converge to the CH energy of the true solution. We illustrate that this is the case for the grid sizes $H = 0.011049, 0.015625,$ and $0.03125$ in the image on the right of Figure 1.

![Figure 2: The $L^2$ error between the true solution and the solution to the data assimilation finite element method with a data assimilation grid size of $H = 0.0625$ on the left and $H = 0.125$ on the right. The mesh size is $h = \sqrt[4]{64}$ and the time step size is $\Delta t = 0.002$. All other parameters are defined in the text.](image)

The second numerical experiment demonstrates the effectiveness of the CDA-FEM for various values of the nudging parameter $\omega$. For this experiment, we set the data assimilation grid to be $H = 0.03125$, and chose five different values for the nudging parameter $\omega = 1, 20, 400, 1000,$ and $5000$. Theorem 4.3 admits a sufficient condition that the appropriate value for the nudging parameter $\omega$ is at least $1/\epsilon^2 = 400$, but if $\omega$ is too large then $H$ needs to be very small. However, our experiments show that good results can also be obtained for much larger values of $\omega$. Figure 3 shows a semi-log plot of the error between the true solution and the solution to the CDA-FEM (3.1) measured in the $L^2$ norm for the five different values of the nudging parameter. Only values of $\omega \geq 1/\epsilon^2 = 400$ converge exponentially with respect to time as expected. To verify that values of the nudging parameter $\omega = 1$ and $\omega = 1/\epsilon = 20$ do not converge as expected, we additionally show re-scaled semi-log plots of the error for these values of the nudging parameter in Figure 4. One might also expect that increasing the nudging parameter above $\omega = 5000$ will only improve the results. However, we note that in this case, the linear solver may break down. Convergence of energy for the simulations is also shown in Figure 3 and we observe that the simulations that converged to the true solution in $L^2$ norm also found the correct energy, while those that did not converge ($\omega = 20, 1$) did not find the correct energy.

In viewing the results of the first two experiments above, the performance of the CDA-FEM (3.1) appears to be more sensitive to the value of the nudging parameter $\omega$ than the data assimilation grid size $H$. To determine if setting a higher value for the nudging parameter can overcome the deficiencies seen by taking coarse grid sizes, we repeated the first experiment with a nudging parameter set equal to $\omega = 1000$. Figure 5 illustrates that increasing the nudging parameter does help improve the results if a coarse grid size $H$ is chosen. This is best illustrated by comparing the
Figure 3: The $L^2$ error between the true solution and the solution to the CDA-FEM for various values of the nudging parameter on the left and energy dissipation with respect to the CH energy is shown on the right. The mesh size is $h = \sqrt{2}/64$ and the time step size is $\Delta t = 0.002$. All other parameters are defined in the text.

Figure 4: The $L^2$ error between the true solution and the solution to the CDA-FEM with a nudging parameter of $\omega = 1$ on the left and $\omega = 20$ on the right. The mesh size is $h = \sqrt{2}/64$ and the time step size is $\Delta t = 0.002$. All other parameters are defined in the text.

Finally, in Figure 6 we present images of the true solution with initial conditions set as a cross shaped region, the solution to the CDA-FEM (3.1) with random initial conditions and a nudging parameter of $\omega = 400$ with a data assimilation grid size of $H = 0.03125$, and solutions to the finite element method (3.1) with random initial conditions and a nudging parameter of $\omega = 0$ side by side at times $t = 0.0, 0.002, 0.01, 0.05, 1.0$. A mesh size of $h = \sqrt{2}/64$ and an interfacial width parameter of $\varepsilon = 0.05$ was chosen for each. Convergence of the CDA-FEM to the true solution is observed in the sequence of plots, while the solution without data assimilation finds a different long time steady state.
6 Conclusions and Future Directions

We proposed, analyzed and tested a CDA-FEM method for the Cahn-Hilliard equations. A fourth order formulation of Cahn-Hilliard was used, and so that common FE software packages could be used, the spatial discretization used was $C^0$ interior penalty. We proved long time stability and accuracy of the method, provided enough measurement points and a large enough nudging parameter. Numerical tests revealed the method is very effective.

For future work, there are several important questions that remain unresolved. First, making a CDA method work for the more commonly used second order mixed formulation is an important next step. Second, the analytical results herein give sufficient conditions on $H$ and $\omega$ for the results to hold, but our numerical tests suggest these conditions are not sharp. Hence an improved analysis that sharpens these bounds may be possible. Finally, extending these results to two-phase flow is an important future direction.
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