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Abstract
A mathematical formulation for particle states and electronic properties of a curved graphene sheet is provided, exploiting a massless Dirac spectrum description for charge carriers living in a curved bidimensional background. In particular, we study how the new description affects the characteristics of the sample, writing an appropriate conductivity Kubo formula for the modified background. Finally, we provide a theoretical analysis for the particular case of a cylindrical graphene sample.
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1 Introduction

The Dirac equation is a relativistic wave equation which describes the behaviour of spin 1/2 particles. The reformulation of the Dirac formalism in curved backgrounds is an intriguing field of research due to its considerable applications in high-energy physics, quantum field theory, gravity, cosmology and condensed matter.

The above areas of study describe very different aspects of physics, and the considerable gap between different branches is due to the independent formulation and development of the single fields of research. Some instances of exchange of ideas and techniques between different areas are the physics of superfluids [1–3], the AdS-CFT correspondence [4–6], the possible coupling of the gravitational field with the condensate in a superconductor [7–9], the concept of topological defect [10–12], the study of the Unruh effect in ultracold atoms [13, 14]. Some recent developments in material science provide a new connection between condensed matter, high-energy physics and quantum electrodynamics. In particular, the study of the physics of carbon-based materials like graphene opens a window on the possibility of new direct observation of quantum behaviour in the curved background of a solid state system [15, 16].

Graphene crystals were first produced in 2004 as two-dimensional, single carbon atom sheets [17, 18]. Unlike conventional systems, whose charge carriers are described by the Schrödinger equation with effective mass, graphene’s charge carriers are characterized by an equation describing two-dimensional massless Dirac-fermions [19, 20]. This gives the possibility to study quasi-relativistic particle behaviour at sub-light speed regime [21] and, as a consequence of this, many high-energy particle physics effects can be measured in a solid state system [22, 23].

From the perspective of high energy physics, graphene can provide us a real framework to study what is believed to be (as close as possible) a quantum field in a curved spacetime, with measurable effects pertaining to electronic properties of the sample itself. The peculiar structure of a graphene sheet determines a natural description of its properties in terms of massless, relativistic Dirac pseudoparticles [24]. In the honeycomb lattice structure, there are two inequivalent sites per unit cell; the latter distinction is not referred to different kind atoms (since they are all carbons) but is related to their topological inequivalence: that is how the two-component Dirac spinor emerges, the description being resistant to changes of the lattice preserving this aspect of the structure.

The relativistic behavior of the charge carriers can be inferred from the dispersion relation between energy and (quasi)momentum. In the momentum space, the valence and the conductivity band touch at inequivalent points, near which the spectrum is linear in the Fermi velocity $v_F$: this behavior is expected in a relativistic theory, whereas, in a non-relativistic system, the dispersion relations are usually quadratic\footnote{a graphene sheet is relativistic in the sense of the Fermi velocity as limiting speed} [25].
Dirac physics can be realized for our quasiparticles considering low-lying energy excitations \( E < E_a \sim v_f/a \). If we consider energy ranges below \( E_a \), the electrons wavelength is large compared to the lattice length \( a \), so that these charge carriers see the graphene sheet as a continuum, justifying the quantum description in 2+1 spacetime. Moreover, quasiparticles with large wavelength are sensitive to sheet curvature effects, claiming a quantum field formulation in curved spacetime\(^2\)[24].

From an experimental point of view, graphene exhibits particular electronic properties which allow the observations of quantum reactions, such as an anomalous quantum Hall effect [26, 27] or strain-induced pseudomagnetic fields [28, 29], opening also the possibility to study exotic phenomena like Unruh effect [30]. The particular mechanical properties of graphene sheets have also suggested immediate applications, such as its use in composite materials [31]. In addition to this, graphene presents other experimental responses based on the well-known Klein paradox [32, 33]: the latter is associated to the particular electronic-transport properties of the graphene sheet, while it was previously discussed only for high-energy phenomena regarding nuclear physics and black holes [34–36]. The description of the electronic spectrum of graphene through the Dirac equation was used to analyse the electron-phonon coupling in large fullerene molecules [37, 38], the surface states of a topological insulator [39], the appearance and coupling of effective gauge fields in the honeycomb lattice of carbon-based materials [15, 40].

A new possible development comes from the study of particular curved configurations of a graphene sheet, the peculiar electronic properties of the material charge carriers derived from the previously discussed massless Dirac description in a curved background [37–43]. The choice of the geometry, the corresponding parametrization and the quantization of some physical quantities, can lead to characteristic observable effects. In particular, some optical responses of the graphene sample can be obtained in peculiar ranges of energy, giving rise to new experimental effects and observations.

In the following, we will apply the formalism of quantum field theory on curved space in order to appropriately describe the Dirac-like spectrum of graphene charge carriers. We will also study the influence of sample structure on the electronic transport, and how optical measurements in graphene sheets are determined by geometry and microscopical disorder. The work is organized as follows.

In Sect. 2 we will illustrate the construction of the Dirac equation in curved backgrounds, introducing the vielbein formalism and giving an example of parametrization in cylindrical space. Then, in Sect. 3 we will define some optical properties of a curved sample, providing a consistent formulation of the Kubo formula for the optical conductivity in a bidimensional background and a correspondent formula for its polarization property. In Sect. 4 we will see how the massless Dirac spectrum can be used to describe particle states and electronic transport in a graphene cylindrical sheet. In particular, we

\(^2\)one should also ask the curvature to be small compared to a limiting maximal curvature related to the lattice length; if not the description cannot be done in terms of a smooth metric, implying also a bending of the very strong s-bonds, that is an instance that does not occur
will study how the new description affects the optical properties of the sample, obtaining the new form for the Hamiltonian and the velocity operators in the curved space; they are subsequently used to write the correspondent conductivity Kubo formula for the modified background. We will also provide a theoretical analysis and interpretation of the results, giving some experimental predictions. Finally, in Sect. 5 we will analyse the obtained results and propose some possible future developments.

2 Dirac equation in curved space

2.1 Basics on Dirac equation

The Dirac equation was the final result of the construction of a relativistic field equation, whose squared wave function modulus could be consistently interpreted as a probability density. To satisfy this requirement, the equation is of first order in time-derivative, while relativistic invariance requires the equation to be first order in space-derivative too [44, 45]. The most general form for this kind of wave equation is:

\[ i \frac{\partial \psi}{\partial t} = (-i \alpha^i \partial_i + \beta m) \psi = \hat{H} \psi. \]  

(1)

The final explicit form of the above equation must have some properties:

i. it must be Lorentz-covariant, implying Poincaré invariance;

ii. the solution \( \psi \) must satisfy the Klein-Gordon equation (mass-shell condition);

iii. a suitable conserved current, written in terms of \( \psi \), must have a positive-definite 0-component, which can be interpreted as the probability density.

To satisfy the above prescriptions, the \( \alpha, \beta \) matrices are required to be anticommuting and to square to the identity, namely:

\[ \{\alpha^i, \alpha^j\} = 2 \delta^{ij} \mathbb{1}, \quad \{\alpha^i, \beta\} = 0; \quad (\alpha^i)^2 = \beta^2 = \mathbb{1}, \]  

(2)

with no summation over \( i \) in the third relation. If one introduces the new set of matrices

\[ \gamma^0 \equiv \beta, \quad \gamma^i \equiv \beta \alpha^i, \]  

(3)

the conditions (2) can be rewritten in the form:

\[ \{\gamma^a, \gamma^b\} = 2 \eta^{ab} \mathbb{1}, \]  

(4)

that is usually referred to as Clifford algebra, where \( i = 1, \ldots, n \) while \( a = 0, \ldots, n \). The matrix \( \eta^{ab} \) is the inverse of the Minkowski flat metric \( \eta_{ab} \) that we choose in the mostly minus convention:

\[ \eta_{ab} = \begin{pmatrix} 1 & 0 \\ 0 & -\mathbb{1} \end{pmatrix}, \]  

(5)

\[ ^3 \text{here and in the following, we will adopt natural units, where } c = \hbar = 1 \]
where \( \mathbb{1} \equiv \mathbb{1}_n \) is a \( n \times n \) diagonal identity matrix, the value of \( n \) depending on the space dimension. In terms of the above \( \gamma^a \) matrices, the previous equation (1) can be rewritten in the compact form:

\[
(i \gamma^a \partial_a - m \mathbb{1}) \psi(x) = 0 ,
\]

(6)

where, for the sake of notational simplicity, we have omitted the spinorial indices of \( \psi \equiv \psi^a \) and \( \gamma^a = (\gamma^a)^{\alpha}_\beta \). Spinors are objects that transform as scalars under the general space-time coordinate transformations and in a spinor representation \( \mathcal{R} \) under the local Lorentz group, so that one can write

\[
\psi'^{\alpha}(x) = \mathcal{R}[\Lambda(x)]^{\alpha}_\beta \psi^\beta(x) .
\]

(7)

Using the explicit form of the Lorentz group generators to construct the Pauli-Lubanski operator, it can be easily shown that the particle described by the Dirac equation has spin \( s = \frac{1}{2} \).

### 2.2 Curved spaces

Einstein’s theory of gravity is based on the symmetry principle of invariance under general coordinate transformations, seen as local space-time transformations generated by the local translation generators. In this background, the gravitational force can be modelled and described from a geometric point of view in terms of the curvature of space-time. Therefore, one must introduce some new tools in order to conveniently describe general relativity and spinorial objects transformation rules (generalized to curved backgrounds). This can be nicely done through the vielbein formalism [46, 47].

#### 2.2.1 Vielbein formalism

Consider a set of coordinates that is locally inertial, so that one can apply the usual Lorentz behaviour of spinors, and imagine to find a way to translate back to the original coordinate frame. More precisely, let \( y^\mu(x_0) \) denote a coordinate frame that is inertial at the space-time point \( x_0 \): we shall call these the “Lorentz” coordinates. Then,

\[
e^a_\mu(x) = \left. \frac{\partial y^\mu(x_0)}{\partial x^\mu} \right|_{x=x_0} ,
\]

(8)

define the so-called vielbein. It defines a local set of tangent frames of the space-time manifold and, under general coordinate transformations, it transforms covariantly as

\[
e'^a_\mu(x') = \frac{\partial x^\nu}{\partial x'^\mu} e^a_\nu(x) ,
\]

(9)

while a Lorentz transformation leads to

\[
e'^a_\mu(x) = e^b_\mu(x) \Lambda^a_b .
\]

(10)
In particular, the space-time metric can be expressed as

\[ g_{\mu\nu}(x) = e^{a}_{\mu}(x) e^{b}_{\nu}(x) \eta_{ab}, \]  

(11)

in terms of the Minkowski flat metric \( \eta_{ab} \). We can convert the constant \( \gamma_{a} \) matrices of the inertial frame into \( \bar{\gamma}_{\mu} \) matrices in the curved frame by the action of the vielbein:

\[ \bar{\gamma}_{\mu}(x) = e^{a}_{\mu} \gamma_{a}, \]  

(12)

while the inverse vielbein \( e^{a}_{\mu} \) performs the transformation in the other direction. The vielbein thus takes Lorentz (or “flat”) latin indices to indices in the coordinate basis (or “curved”) greek indices.

The gamma matrices with upper index

\[ \bar{\gamma}^{\mu}(x) = g^{\mu\nu} \bar{\gamma}_{\nu}, \]  

(13)

satisfy the relation:

\[ \{ \bar{\gamma}^{\mu}, \bar{\gamma}^{\nu} \} = 2 g^{\mu\nu} \mathbb{1}, \]  

(14)

that holds in curved background and is the equivalent form of previous (4).

**Covariant derivative, spin connection.** The choice of the locally inertial frame \( y^{a} \) is unique up to Lorentz transformations given by the Lorentz generators \( M_{ab} \). In order to couple fields, we can define Lorentz covariant derivatives:

\[ \mathcal{D}_{\mu} = \partial_{\mu} + \frac{1}{4} \omega^{ab}_{\mu} M_{ab}, \]  

(15)

where

\[ M_{ab} = \frac{1}{2} [\gamma_{a}, \gamma_{b}] . \]  

(16)

The \( \omega^{ab}_{\mu} \) object defines the spin connection, that can be seen as the gauge field of the local Lorentz group and is determined through the vielbein postulate (tetrad covariantly constant) [48]:

\[ \mathcal{D}_{\mu} e_{\nu}^{a} - \Gamma^{\lambda}_{\mu\nu} e_{\lambda}^{a} = 0, \]  

(17)

written in terms of the affine connection \( \Gamma^{\lambda}_{\mu\nu} \)

\[ \Gamma^{\lambda}_{\mu\nu} = \frac{1}{2} g^{\lambda\sigma} (\partial_{\mu} g_{\nu\sigma} + \partial_{\nu} g_{\mu\sigma} - \partial_{\sigma} g_{\mu\nu}) . \]  

(18)

The spin connection can be explicitly written as

\[ \omega^{ab}_{\mu} = e_{\nu}^{a} \partial_{\mu} e^{\nu b} + e_{\nu}^{a} \Gamma^{\lambda}_{\mu\nu} e^{\lambda b} . \]  

(19)
2.2.2 Example: cylindrical space

For our purposes, it can be instructive to derive an explicit example of parametrization for a geometrical space consisting of a 2D-surface (cylindrically) wrapped around itself several times. The symmetry of the chosen space together with the periodicity on the angular coordinate, will lead to a particular form for the solution of the Dirac equation, in addition to a quantization condition on the transverse component of the electron momentum.

The parametrization can be done in terms of three-dimensional spacetime coordinates $x^\mu$:  

$$x^A \equiv x^A = (t, x, y, z) \quad \Rightarrow \quad x^\mu \equiv x^\mu = (t, \varphi, z),$$  

(20)

and, using cylindrical coordinates, one can write  

$$x = r(\varphi) \cos(\varphi),$$  

$$y = r(\varphi) \sin(\varphi),$$  

$$z = z,$$  

(21)

where we have considered a possible $\varphi$-dependence for the radius. The Jacobian can be written as  

$$J^A_\mu = \frac{\partial x^A}{\partial x^\mu} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -r(\varphi) \sin(\varphi) + r'(\varphi) \cos(\varphi) & 0 \\ 0 & +r(\varphi) \cos(\varphi) + r'(\varphi) \sin(\varphi) & 0 \\ 0 & 0 & 1 \end{pmatrix},$$  

(22)

where $r'(\varphi) \equiv \frac{\partial r(\varphi)}{\partial \varphi}.$

The metric $g_{\mu\nu}$ of the curved space has the form:  

$$g_{\mu\nu} = (J^A_\mu)^T \eta_{AB} J^B_{\nu} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -r(\varphi)^2 - r'(\varphi)^2 & 0 \\ 0 & 0 & -1 \end{pmatrix},$$  

(23)

so that the line element is written as  

$$ds^2 = g_{\mu\nu} dx^\mu dx^\nu = dt^2 - d\varphi^2 (r(\varphi)^2 + r'(\varphi)^2) - dz^2.$$  

(24)

The vielbeins can be easily parameterized as  

$$e^a_\mu = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -\sqrt{r(\varphi)^2 + r'(\varphi)^2} & 0 \\ 0 & 0 & -1 \end{pmatrix}.$$  

(25)
**Gamma matrices.** In a three-dimensional (flat) spacetime, a possible set of gamma matrices can be written in terms of the Pauli matrices as

$$\gamma_a = \{ \sigma_3, -i\sigma_1, i\sigma_2 \} = \left\{ \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \begin{pmatrix} 0 & -i \\ -i & 0 \end{pmatrix}, \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \right\},$$

and one can easily verify that the matrices $\gamma^a = \eta^{ab}\gamma_b$ satisfy the Clifford algebra (4).

The curved $\bar{\gamma}$ matrices for the cylindrical space can be obtained using the vielbein as:

$$\bar{\gamma}_\mu = e_\mu^a \gamma_a = \left\{ \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \begin{pmatrix} 0 & i f(\varphi) \\ i f(\varphi) & 0 \end{pmatrix}, \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \right\},$$

with

$$f(\varphi) = \sqrt{r(\varphi)^2 + r'(\varphi)^2}.$$  

The reader can check that the upper indexed gamma matrices $\bar{\gamma}^\mu = g^{\mu\nu} \bar{\gamma}_\nu$ satisfy the Clifford algebra (14) for curved spaces.

### 2.3 Solution of Dirac equation in cylindrical space

In the previous section we have seen how to modify the flat $\gamma$ matrices and the derivative term of the Dirac equation to describe the dynamics in curved spaces.

Let us now consider the case of the above cylindrical surface of Sect. 2.2.2. The Dirac equation in curved space is written as:

$$(i \bar{\gamma}^\mu D_\mu - m \mathbb{1}) \Psi = 0,$$  

where the $\bar{\gamma}$ matrices have been explicitly obtained in (27) and the covariant derivative has been defined in (15). Because of the particular symmetry of the chosen space, the spin connection vanishes, so that the curved Dirac equation simplifies in:

$$(i \bar{\gamma}^\mu \partial_\mu - m \mathbb{1}) \Psi = 0.$$  

The solution of the above equation can be written as:

$$\Psi = e^{-i\lambda Et} \begin{pmatrix} \Phi_\lambda(\varphi, z) \\ \Phi_b(\varphi, z) \end{pmatrix},$$

where

$$\Phi_\lambda(\varphi, z) = C_\lambda e^{ik_x \int f(\varphi') d\varphi'} e^{ik_z z},$$  

$$\Phi_b(\varphi, z) = C_\lambda e^{ik_x \int f(\varphi') d\varphi'} e^{ik_z z} \frac{i k_x + k_z}{\lambda E + m}.$$  

with
\[ C_\lambda = \sqrt{\frac{\lambda E + m}{2E}} , \quad f(\varphi) = \sqrt{r(\varphi)^2 + r'(\varphi)^2} , \quad \lambda = \pm 1 \, , \]  
and where the value of \( \lambda \) labels hamiltonian eigenstates having positive or negative eigenvalues. The reader can verify that the above solution satisfies the Dirac equation (30) together with the on-shell condition:
\[ E^2 = \vec{k}^2 + m^2 \, , \quad \vec{k} = (k_\varphi, k_z) \, . \]  

Quantization of the momentum. The periodicity condition on the angular coordinate of the cylindrical surface can be expressed as
\[ \varphi = \varphi + 2\pi n \, , \quad n \in \mathbb{N} \, . \]  
If we want periodic solutions in \( \varphi \), the exponential factor in (32)
\[ e^{i k_\varphi \int f(\varphi') \, d\varphi'} \equiv e^{i \vartheta(\varphi)} \, , \]  
must satisfy:
\[ \vartheta(2\pi) - \vartheta(0) = 2\pi n \, , \quad n \in \mathbb{N} \, . \]  
This leads to the definition of a geometrical factor \( \zeta \)
\[ \zeta \equiv \int_0^{2\pi} f(\varphi') \, d\varphi' = \frac{2\pi n}{k_\varphi} \, , \]  
coinciding with the cylinder circumference, from which follows the quantization condition for the \( k_\varphi \)-momentum:
\[ k_\varphi = \frac{2\pi n}{\zeta} \, . \]  

3 Optical properties

Now we can study some physical, measurable properties of a graphene curved surface, whose charge carriers are described by a massless Dirac spectrum, using the mathematical tools developed in the previous Sect. 2.2. In particular, we will be interested in getting the optical conductivity of a graphene layer and obtaining a general formula for the polarization angle of refractive waves.

3.1 Conductivity

Our starting point is the Kubo formula [49–52] adapted to a bidimensional background:
\[ \sigma_{\alpha\beta} = i \frac{\tau_S}{\Omega} \sum_{\alpha,\beta} \frac{F_{\alpha\alpha}(E_\alpha - \bar{\mu}) - F_{\alpha\beta}(E_\beta - \bar{\mu})}{\Omega - \Omega_{\alpha\beta} - i \epsilon} v_\alpha^{\alpha\beta} v_\mu^{\beta\alpha} \, . \]  

Kubo formula
In the above formula, $\mathcal{F}_{\text{fd}}(\Upsilon)$ is the Fermi-Dirac function

$$\mathcal{F}_{\text{fd}}(\Upsilon) = \frac{1}{1 + e^{\Upsilon/(k_b T)}}, \quad (41)$$

$k_b$ is the Boltzmann constant, $\tilde{\mu}$ is the chemical potential, $\Omega$ is the light energy, $\Omega_{\alpha\beta} = E_\beta - E_\alpha$ is the transition energy, $T_s = T_s(e, S)$ is a prefactor depending on electric charge of the particle and layer dimension $S$, $\epsilon$ is an infinitesimal quantity. Finally, $v_{\mu}^{\alpha\beta}$ are the matrix elements of the velocity operator $\hat{v}_\mu$:

$$v_{\mu}^{\alpha\beta} = \langle \alpha | \hat{v}_\mu | \beta \rangle. \quad (42)$$

The operator $\hat{v}_\mu$ can be obtained from the standard quantum mechanics formula

$$\hat{v}_\mu = i \left[ \hat{H}, \hat{x}_\mu \right]. \quad (43)$$

In this regard, the explicit formula of the Hamiltonian is needed. In Sect. 4 we will discuss the case of a graphene cylindrical geometry.

**Longitudinal conductivity.** Let us now focus on the longitudinal optical conductivity, namely:

$$\sigma_{\mu\mu} = i \frac{T_s}{\Omega} \sum_{\alpha, \beta} \mathcal{F}_{\text{fd}}(E_\beta - \tilde{\mu}) - \mathcal{F}_{\text{fd}}(E_\alpha - \tilde{\mu}) \frac{\Omega - \Omega_{\alpha\beta} - i \epsilon}{\Omega - \Omega_{\alpha\beta} - i \epsilon} |v_{\mu}^{\alpha\beta}|^2. \quad (44)$$

For infinitesimal $\epsilon$, we have

$$\frac{g(x)}{x + i \epsilon} = \frac{g(x)}{x} - i \pi \delta(x) g(x) \quad \text{with } \epsilon \to 0, \quad (45)$$

and the real part of the optical conductivity can thus be expressed as:

$$\text{Re}[\sigma_{\mu\mu}] = \pi \frac{T_s}{\Omega} \sum_{\alpha, \beta} \Delta(E_\alpha, E_\beta, \tilde{\mu}) |v_{\mu}^{\alpha\beta}|^2 \delta(\Omega - \Omega_{\alpha\beta}), \quad (46)$$

with

$$\Delta(E_\alpha, E_\beta, \tilde{\mu}) = \mathcal{F}_{\text{fd}}(E_\beta - \tilde{\mu}) - \mathcal{F}_{\text{fd}}(E_\alpha - \tilde{\mu}). \quad (47)$$

The Dirac delta acts as an energy conservation constraint that has to be solved, together with the on-shell condition (34), to fix the momentum values. In fact, one can write in general:

$$\delta(\Omega - \Omega_{\alpha\beta}(k^*_\alpha)) \equiv \delta(g(k^*_\alpha)) = \sum_{k^*_\alpha} \frac{\delta(k^*_\alpha - k^*_\beta)}{|g'(k^*_\alpha)|}, \quad (48)$$

where we have made explicit the dependence of the energy transition $\Omega_{\alpha\beta}$ on the value of the $k^*_\alpha$-component of the momentum, and where the sum is performed over the values $k^*_\alpha$ that are roots of the Dirac delta argument $g(k^*_\alpha)$, i.e. the values satisfying the energy
conservation constraint $\Omega = \Omega_{\alpha\beta}$.

One can thus obtain a new form for the real part of the optical conductivity that can be written as:

$$\text{Re}[\sigma_{\mu\mu}] = \frac{\pi \mathcal{I}_B}{\Omega} \sum_{\alpha,\beta} \Delta(E_{\alpha}, E_{\beta}, \mu_c) \left| v_{\mu}^{\alpha\beta} \right|^2 \mathcal{W}(\Omega) \delta(k_s - k_s^0), \quad (49)$$

with

$$\mathcal{W}(\Omega) = \frac{1}{\left| \frac{d\Omega_{\alpha\beta}}{dk_s^0}(k_s^0) \right|}. \quad (50)$$

### 3.2 Polarization

Once the conductivity is given, it is also possible to write, for normal incident light on a graphene layer, the reflection and transmission coefficients as [53–55]

$$R = \frac{Z_{(2)} - Z_{(1)} - Z_{(1)} Z_{(2)} \sigma_{\mu\mu}}{Z_{(2)} + Z_{(1)} + Z_{(1)} Z_{(2)} \sigma_{\mu\mu}}, \quad (51)$$

$$T = 1 + R = \frac{2 Z_{(2)}}{Z_{(2)} + Z_{(1)} + Z_{(1)} Z_{(2)} \sigma_{\mu\mu}}. \quad (52)$$

where $Z_{(n)} = \sqrt{\frac{\mu_n}{\epsilon_n}}$ is the impedance of each medium. The reflection and transmission probability (reflectance and transmittance [56]) are then given by the square of the previous expressions:

$$\tilde{r} = R^2, \quad \tilde{t} = T^2. \quad (53)$$

### 4 Graphene cylindrical layer

Let us consider the previous graphene layer cylindrically wrapped around itself, whose geometrical properties have been described in Sect. 2.2.2. In what follows, we can safely consider massless particles ($m = 0$) [19, 20], to better appreciate the properties due to geometric effects of the curved surface.

#### 4.1 Geometrical analysis

To find a final expression for the real part of the optical conductivity, we need an explicit expression for the velocity operators matrix element (42) and for the $\mathcal{W}(\Omega)$ function of eq. (50).

**Hamiltonian and velocity operators.** The Hamiltonian of the cylindrical curved graphene can be read from the Dirac equation, taking into account the Schrodinger equation

$$i \partial_t \Psi = \hat{H} \Psi. \quad (54)$$
Using the explicit form of the $g^{\mu\nu}$ inverse metric and of the curved gamma matrices, one can isolate the 0-term of the Dirac equation (30) with $m = 0$, obtaining

$$i \partial_t \Psi = i \left( \frac{\bar{\gamma}_0 \gamma_1}{f(\varphi)^2} \partial_\varphi + \bar{\gamma}_0 \gamma_2 \partial_z \right) \Psi,$$

and, therefore, the cylindrical space Hamiltonian operator is obtained as:

$$\hat{H}_{cyl} = i \left( \frac{\bar{\gamma}_0 \gamma_1}{f(\varphi)^2} \partial_\varphi + i \bar{\gamma}_0 \gamma_2 \partial_z \right).$$

(55) \quad (56)

Now it is possible to infer the form of the velocity operator from

$$\hat{v}_\mu = i \left[ \hat{H}_{cyl}, \hat{x}_\mu \right],$$

(57)

obtaining:

$$\hat{v}_\varphi = -\frac{\bar{\gamma}_0 \gamma_1}{f(\varphi)^2} = \frac{\gamma_0 \gamma_1}{f(\varphi)},$$

(58.i) \quad Velocity operators

$$\hat{v}_z = -\bar{\gamma}_0 \gamma_2 = \gamma_0 \gamma_2,$$

(58.ii)

in terms of the flat gamma matrices (26).
Velocity operator matrix elements. The final expression for the matrix elements

\[ v_{\mu}^{\alpha \beta} = \langle \Psi' | \hat{v}_{\mu} | \Psi^{\beta} \rangle \]  \hspace{1cm} (59)

that appear in the real part of the optical conductivity (46) is calculated using the explicit solution \( \Psi^{\alpha} \) given in (31)-(33) and the velocity operators obtained in (58).

We decide to label the solution \( \Psi^{\alpha} \) in terms of the natural number \( n \), related to the quantization condition (39), and Hamiltonian label eigenvalue \( \lambda \):

\[ \Psi^{\alpha} \equiv \Psi^{(\lambda, n)} \]  \hspace{1cm} (60)

and obtain, for the \( \hat{v}_{\varphi} \) operator, the matrix element

\[ v_{\varphi}^{\alpha \beta} = 2\pi C_{\lambda} C'_{\lambda'} \left( \frac{-i k_z + k_{\varphi}}{\lambda E} + \frac{i k_z + k_{\varphi}'}{\lambda' E'} \right) G_{\varphi}(n, n') \]  \hspace{1cm} (61)

with

\[ G_{\varphi}(n, n') = \int_0^{2\pi N} d\varphi e^{i2\pi(n-n')/\zeta_N} \frac{f(\varphi')}{f(\varphi)} \]  \hspace{1cm} (62)

and

\[ \zeta_N \equiv \int_0^{2\pi N} f(\varphi') d\varphi'. \]  \hspace{1cm} (63)

The number \( N \) takes into account the wingdings of the graphene layer wrapped around itself [57]. From a physical point of view, however, it acts as a momentum cut-off, just limited by the validity of the (long wavelength) continuum approximation. This means that the number \( N \) must be small when compared with the circumference of the cylinder divided graphene lattice spacing \( (N \ll 2\pi R/a) \).

The matrix element is used within the formula (49) to obtain the real part of the optical conductivity, together with the constraint ensured by the presence of the Dirac delta. The solution of the latter, i.e. \( \Omega = \Omega_{\alpha\beta}(k_z) \), fixes the value of the \( k_z \) component in the massless case to the value \( k_z^0 \) (see formula (48)):

\[ k_z \rightarrow k_z^0 = \sqrt{\left( \frac{k_{\varphi}^2 - k_{\varphi}'^2}{2} \right)^2 - 2 \left( \frac{k_{\varphi}^2 + k_{\varphi}'^2}{2} \right) \Omega^2 + \Omega^4} \]  \hspace{1cm} (64)

where, for the \( k_{\varphi} \)-component, we use the adapted version of (39):

\[ k_{\varphi} = \frac{2\pi n}{\zeta_N}, \quad k_{\varphi}' = \frac{2\pi n'}{\zeta_N}. \]  \hspace{1cm} (65)
In the same way, the matrix element for the \( \hat{v}_z \) operator is calculated and reads:

\[
  v^\alpha_\beta = 2\pi C\lambda C_{\lambda'} \left( \frac{i k_{\varphi} + k_z}{\lambda E} + \frac{-i k_{\varphi}' + k_z}{\lambda' E'} \right) G_z(n, n') ,
\]

with

\[
  G_z(n, n') = \int_0^{2\pi N} d\varphi \ e^{i 2\pi \frac{(n-n')}{\zeta_N}} \int_{\varphi} d\varphi' f(\varphi') ,
\]

where, again, \( k_z \) is fixed to the value \( k_0^z \) and \( k_{\varphi} \) and \( k_{\varphi}' \) are those of eq. (65).

The explicit form of the layer-surface parametrization given in Sect. 2.2.2 can be used to calculate, through the factor \( f(\varphi) \), the functions \( G_\varphi(n, n'), G_z(n, n') \) that modulate the amplitude of the velocity operator matrix elements, and obtain an explicit result for the real part of the optical conductivity (49).

The \( W(\Omega) \) function of eq. (50), in the massless case, has the explicit form:

\[
  W(\Omega) = (k_0^z)^{-1} \left( \frac{1}{\lambda E_0} + \frac{1}{\lambda' E'_0} \right)^{-1} ; \quad E_0 \equiv E|_{k_0^z=k_0^z} .
\]

Finally, we obtain a new compact expression for the real part of the longitudinal optical conductivity (46) in cylindrical geometry, with explicit form:

\[
  \text{Re}[\sigma_{\varphi\varphi}] = \frac{\pi J_8}{\Omega} \sum_{\alpha,\beta} \Delta(E_\alpha, E_\beta, \mu_c) W(\Omega) |v_{\varphi}^{\alpha\beta}|^2 , \quad (69.i)
\]

\[
  \text{Re}[\sigma_{zz}] = \frac{\pi J_8}{\Omega} \sum_{\alpha,\beta} \Delta(E_\alpha, E_\beta, \mu_c) W(\Omega) |v_{z}^{\alpha\beta}|^2 , \quad (69.ii)
\]

where the function \( \Delta(E_\alpha, E_\beta, \mu_c) \) is defined in eq. (47). As in formula (60), the labels \( \alpha = (\lambda', n') \) and \( \beta = (\lambda, n) \) are related to Hamiltonian energy eigenvalues \( \lambda, \lambda' = \pm 1 \) and natural numbers \( n, n' \in [1, N] \).

4.2 Analysis and experimental predictions

The structure of formula (69) determines the behaviour of the optical conductivity for our graphene cylindrical layer.

The functions \( G_\varphi, G_z \) are geometrical factors related to the form of the manifold describing the graphene sample, and modulate the amplitude of \( \text{Re}[\sigma] \). In the case under consideration, they only depend on the number of wingdings of the graphene layer and on the chosen parametrization \( r(\varphi) \) of the surface.

The function \( W(\Omega) \) of eq. (68) exhibits a pole at the energy values \( \Omega_0 \) for which \( k_0^z \) vanishes:

\[
  k_0^z = 0 \quad \Rightarrow \quad \Omega_0 = \left| \frac{2\pi (n \pm n')}{\zeta_N} \right| , \quad n + n' \leq N ,
\]

\[14\]
suggesting a certain number of singularities for the optical conductivity, leading to a possible peak structure\textsuperscript{4,5}.

In the case of \textit{intraband transition}, that is between states with same energy eigenvalues ($\lambda \lambda' = 1$), the factor $\Delta [E_\alpha, E_\beta, \mu]$ strongly suppresses in general the value of $\text{Re}[\sigma^{\text{intra}}]$, according to Pauli exclusion principle. In particular, in case of flat graphene sheet ($n = n'$), the intraband conductivity would vanish. However, in a curved graphene sample, we can find intraband transition with $n \neq n'$, that is between different quantum states. This means that $\text{Re}[\sigma^{\text{intra}}]$ is a suppressed quantity, except for transition having $n \neq n'$ and energy values $\Omega \approx \Omega_0$ approaching the poles of the $W(\Omega)$ function. We therefore expect a narrow peak structure for the real part of the optical conductivity for small values of $\Omega$, the peaks coinciding with the poles of eq. (70).

In the case of \textit{interband transition}, i.e. transition between states with different energy eigenvalues ($\lambda \lambda' = -1$), the matrix element $|v^{\text{inter}}_\varphi|$ vanishes for $\Omega = \Omega_0$, giving us:

$$\lim_{\Omega \to \Omega_0} |v^{\text{inter}}_\varphi(\Omega)|^2 W(\Omega) = 0 ,$$

(71)

cancelling the poles of the $W(\Omega)$ function and leading to a minimum for the optical conductivity $\text{Re}[\sigma^{\text{inter}}]$. The latter is therefore expected to reflect the quantization process (65) of the $k_\varphi$-momentum with a number of oscillation related to the number $N$, i.e. to the geometry of our sample. On the contrary, the matrix element $|v^{\text{inter}}_z|$ is different from zero for $\Omega = \Omega_0$, leaving the poles of the $W(\Omega)$ function: this suggest again a strongly peaked configuration for $\text{Re}[\sigma^{\text{inter}}]_z$.

Obviously, in both interband and intraband case, the conductivity will be suppressed for very large values of $\Omega$.

\textbf{Example.} Let us consider the following parametrization for the cylindrical geometry of our graphene sample:

$$r(\varphi) = R \left( 1 - \frac{1}{2\pi} \frac{\varphi}{DN} \right)^2 ,$$

(72)

where the coefficient $D$ determines the distance between different layers and $R$ is a typical dimension for the average radius of the cylinder.

\textsuperscript{4}singularities arising from $W(\Omega)$ in the real graphene sample are partially removed by internal disorder such as carrier density inhomogeneity and imperfections of the sample itself, leaving only a multiple peak configuration for the conductivity

\textsuperscript{5}internal disorder of the sample can be simulated, in the calculations, by performing an ensemble averaging over a distribution of the model parameters [54]
Figure 1: Parametric plot for \( \frac{r(\varphi)}{R} \) with \( D = 120 \)

The functions \( G_\varphi \) and \( G_z \) can be explicitly obtained using (62) and (67) once fixed the number of wingdings and the parameter \( D \).

Figure 2: Example of the \( G_\varphi(n, n') \) function for \( N = 6, D = 120 \).
The poles of the $W(\Omega)$ function can be found using (70) and, choosing $R = 90$ nm, $N = 6$ and $D = 120$, one obtains:

$$\Omega_0 = p \times 0.368 \text{ eV}, \quad p = 1, 2, 3, \ldots, 12.$$  

(73)

This means that we can expect significant optical responses from our graphene sample in a range of energy $[0.3 \div 4.5]$ eV, that is, an interval including the visible light energy range.

## 5 Conclusions

We have seen how the curved space formalism can be used to describe the peculiar massless Dirac spectrum of graphene charge carriers. In particular, we focused on a particular sample geometry, having cylindrical symmetry. The resulting formulation leads to a modified Dirac equation, whose solution is used to obtain the matrix transition elements for the velocity operators. The particular geometry of the manifold, represented by the graphene sheet, gives also a suitable quantization rule for the momentum component $k_\phi$. Finally, the matrix elements define a final expression for the Kubo conductivity, and its simple form can be used for experimental predictions to be tested.

In Section 4 we have seen how the obtained Kubo formula can be used to infer the optical properties of the cylindrical graphene sample and, in Section 4.2, we have also shown how a suitable choice for the parametrization can result in a physical response of the sample in particular ranges of energy, including the visible light interval. In this regard, experimental observations are currently taking place.

The whole procedure applies in general to different graphene geometries, and can be suitably and simply modified to describe various symmetric spaces describing the curved graphene sheet.
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