LIPSCHITZ PROPERTIES OF CONVEX MAPPINGS
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ABSTRACT. The present paper is concerned with Lipschitz properties of convex mappings. One considers the general context of mappings defined on an open convex subset $\Omega$ of a locally convex space $X$ and taking values in a locally convex space $Y$ ordered by a normal cone. One proves also equi-Lipschitz properties for pointwise bounded families of continuous convex mappings, provided the source space $X$ is barrelled. Some results on Lipschitz properties of continuous convex functions defined on metrizable topological vector spaces are included as well.

The paper has a methodological character - its aim is to show that some geometric properties (monotonicity of the slope, the normality of the seminorms) allow to extend the proofs from the scalar case to the vector one. In this way the proofs become more transparent and natural.
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1. INTRODUCTION

As it is well known every convex function defined on an open interval of the real axis is Lipschitz on each compact subinterval of its domain of definition (see, e.g., [15], Ch.3, §18). This result can be extended to convex functions defined on convex open subsets of $\mathbb{R}^n$ - every such function is locally Lipschitz on $\Omega$ and Lipschitz on every compact subset of $\Omega$. Assuming the continuity of the convex function the result can be further extended to the case when $\Omega$ is an open convex subset of a normed space (see, e.g., [13]), or of a locally convex space, [10], [12], [22], [32] (see also [33]).

Convex mappings (or convex operators), meaning mappings defined on a convex subset of a vector space and with values in an ordered vector space, have been intensively studied in the last years, mainly in connection with optimization problems and mathematical programming in ordered vector spaces, see [4], [5], [6], [23] and the monographs [14], [20].

Lipschitz properties of continuous convex vector functions defined on an open convex subset of a normed space and with values in a normed space ordered by a normal cone were proved in [3] and [25].

Equicontinuity results (Banach-Steinhaus type principles) for pointwise bounded families of continuous convex mappings were proved in [19], [24]. P. Kosmol [18] proved that a pointwise bounded family of continuous convex mappings, defined on an open convex subset $\Omega$ of a Banach space $X$ and with values in a normed space $Y$ ordered by a normal cone,
is locally equi-Lipschitz on Ω. The case of real-valued functions was considered in [17]. M. Jouak and L. Thibault [16] proved equicontinuity and equi-Lipschitz results for families of continuous convex mappings defined on open convex subsets of Baire topological vector spaces or of barrelled locally convex spaces and taking values in a topological vector space respectively in a locally convex space, ordered by a normal cone. New proofs of these results were given in [11]. W. W. Breckner and T. Trif [9] extended these results to families of rationally s-convex functions. Condensation of singularities principles for non-equicontinuous families of continuous convex mappings have been proved in [8].

The present paper has a methodological character - its aim is to show that some geometric properties (monotonicity of the slope, the normality of the seminorms) allow to extend the proofs from the scalar case to the vector one. In this way the proofs become more transparent and natural.

2. ORDERED VECTOR SPACES AND NORMAL CONES

As we shall work with functions taking values in ordered vector spaces, we recall some notions and results on this topic. Details can be found in [1], [2], [7] or [31].

A preorder on a nonempty set S is a binary relation on S, denoted ≤, which satisfies the following properties:

(O1) s ≤ s, for all s ∈ S;

(O2) if s ≤ s′ and s′ ≤ s′′, then s ≤ s′′,

The relation ≤ is called an order if further

(O3) s ≤ s′ and s′ ≤ s imply s = s′.

Two elements of s, s′ ∈ S are called comparable if s ≤ s′ or s′ ≤ s. If no one of these relations hold, then the elements s, s′ ∈ S are called incomparable. If any two elements s, s′ ∈ S are comparable, then the set S is called totally preordered (resp. totally ordered).

A cone in a vector space X is a nonempty subset C of X such that

(C1) C + C ⊂ C and (C2) ℝ⁺C ⊂ C.

It is clear that a cone C is a convex set and

αx + βy ∈ C,

for all x, y ∈ C, and all α, β ≥ 0 in ℝ.

The relation

x ≤ₐ y ⇐⇒ y − x ∈ C,

is a vector preorder on X, i.e. a preorder satisfying the conditions:

(OVS1) x ≤ y ⇒ x + z ≤ y + z;

(OVS2) x ≤ y ⇒ tx ≤ ty,

for all x, y, z ∈ X and all t ≥ 0.

Conversely, if X is a vector space is equipped with a preorder satisfying (OVS1) and (OVS2), then

X⁺ := \{x ∈ X : x ≥ 0\}

is a cone in X, called the cone of positive elements, and the preorder ≤ₓ⁺ induced by X⁺ agrees with ≤.
A vector preorder \( \leq_C \) induced by a cone \( C \) is an order if and only if the cone \( C \) is pointed, i.e.
\[
C \cap (-C) = \{0\}.
\]

An order interval in an ordered vector space \((X, C)\) is a (possibly empty) set of the form
\[
[x, y]_o = \{ z \in X : x \leq z \leq y \} = (x + C) \cap (y - C),
\]
for \( x, y \in X \). It is clear that an order interval \([x, y]_o\) is a convex subset of \( X \) and that
\[
[x, y]_o = x + [0, y - x]_o.
\]

The notation \([x, y]\) will be reserved to algebraic intervals:
\[
[x, y] := \{(1 - t)x + ty : t \in [0, 1]\}.
\]

If the elements \( x, y \) are not comparable, then \([x, y]_o = \emptyset\). If \( x \leq y \), then \([x, y] \subset [x, y]_o\), but the reverse inclusion could not hold as the following example shows. Taking \( X = \mathbb{R}^2 \) with the coordinate order and \( x = (0, 0), \ y = (1, 1) \), then \([x, y]_o\) equals the (full) square with the vertices \((0, 0), (0, 1), (1, 1) \) and \((0, 1)\), so it is larger than the segment \([x, y]\).

A subset \( A \) of \( X \) is called full (or order-convex, or saturated) if \([x, y]_o \subset A \) for all \( x, y \in A \). Since the intersection of an arbitrary family of order-convex sets is order-convex, we can define the order-convex hull \([A]\) of a nonempty subset \( A \) of \( X \) as the intersection of all order-convex subsets of \( X \) containing \( A \), i.e. the smallest order-convex subset of \( X \) containing \( A \). It follows that
\[
[A] = \bigcup \{ [x, y]_o : x, y \in A \} = (A + C) \cap (A - C).
\]

Obviously, \( A \) is order-convex iff \( A = [A] \).

An ordered vector space \( X \) is called a vector lattice (or a Riesz space) if every pair \( x, y \in X \) admits a supremum \( x \vee y \). Since
\[
x \wedge y = -[(-x) \vee (-y)],
\]

it follows that every pair of elements in \( X \) admits an infimum. The property extends to finite subsets of \( X \), i.e. every such subset has an infimum and a supremum.

For \( x \in X \) one defines
\[
x^+ = x \vee 0, \quad x^- = (-x) \vee 0, \quad |x| = x \vee (-x).
\]

It follows
\[
(i) \quad x = x^+ - x^- \quad \text{and} \quad x^+ \wedge x^- = 0, \quad |x| = x^+ + x^-,
\quad | - x| = |x| ;
\]
\[
(ii) \quad ||x| - |y|| \leq |x + y| \leq |x| + |y| ;
\]
\[
(iii) \quad |x| \leq a \iff (x \leq a \text{ and } -x \leq a) \quad \text{for any } a \geq 0 ;
\]
\[
(iv) \quad |x| \vee |y| = \frac{1}{2} (|x + y| + |x - y|) \quad \text{and} \quad |x| \wedge |y| = \frac{1}{2} (|x + y| - |x - y|) ;
\]
\[
(v) \quad x \leq y \leq z \Rightarrow |y| \leq |x| \vee |z| .
\]

We prove only the last assertion (v) from above which will be used in the proof of Theorem 6.9 (see also Remark 6.11). The others can be found in every book on ordered vector spaces (see, for instance, [1] Th. 1.17 or [2] p. 318).
Observe that

\[ x \leq y \leq z \Rightarrow 0 \leq y - x \leq z - x. \]

By (iv),

\[ |x| \lor |z| = \frac{1}{2} [ |z + x| + |z - x| ] = \frac{1}{2} [ |z + x| + z - x ] \]

\[ \geq \frac{1}{2} [ z + x + y - x ] = \frac{1}{2} [ z + y ] \geq y. \]

Since

\[ x \leq y \leq z \Rightarrow -z \leq -x \leq -y, \]

it follows

\[ |x| \lor |z| = | -x | \lor | -z | \geq -y, \]

implying \[ |y| \leq |x| \lor |z| \].

In fact, the following general principles hold in vector lattices ([2, Th. 8.6 and Corollary 8.7, p. 318]).

**Theorem 2.1.**

1. Every lattice identity that is true for real numbers is also true in every Archimedean Riesz space.
2. If a lattice inequality is true for real numbers, then it is true in any Riesz space.

This is due to the fact that every Archimedean Riesz space is lattice isomorphic to an appropriate function space with the order defined pointwise.

In the case of an ordered topological vector space (TVS) \( (X, \tau) \) some connections between order and topology hold. Let \( (X, \tau) \) be a TVS with a preorder, or an order, \( \leq \) generated by a cone \( C \).

We start by a simple result.

**Proposition 2.2.** The cone \( C \) is closed if and only if the inequalities are preserved by limits, meaning that for all nets \( (x_i : i \in I) \), \( (y_i : i \in I) \) in \( X \),

\[ (\forall i \in I, x_i \leq y_i \text{ and } \lim_i x_i = x, \lim_i y_i = y) \implies x \leq y. \]

Other results are contained in the following proposition.

**Proposition 2.3** ([1, Lemmas 2.3 and 2.4). Let \( (X, \tau) \) be a TVS ordered by a \( \tau \)-closed cone \( C \). Then

1. The topology \( \tau \) is Hausdorff.
2. The cone \( K \) is Archimedean.
3. The order intervals are \( \tau \)-closed.
4. If \( (x_i : i \in I) \) is an increasing net which is \( \tau \)-convergent to \( x \in X \), then \( x = \sup \{ x_i \} \).
5. Conversely, if the topology \( \tau \) is Hausdorff, \( \text{int}(K) \neq \emptyset \) and \( K \) is Archimedean, then \( K \) is \( \tau \)-closed.

**Note 2.4.** In what follows a cone in a TVS will be always supposed to be closed.
Let \((X, P)\) be a locally convex space ordered by a closed cone \(C\).

The cone \(C\) is called \textit{normal} if the space \(X\) admits a neighborhood basis at the origin formed of \(C\)-full sets. It can be shown that in this case \(Y\) admits a basis of 0-neighborhoods formed of absolutely convex \(C\)-full sets (see [31, V.3.1]).

A seminorm \(p\) on a vector space \(X\) is called:

- \(\gamma\)-\textit{monotone} if \(0 \leq x \leq y \implies p(x) \leq \gamma p(y)\);
- \(\gamma\)-\textit{absolutely monotone} if \(-y \leq x \leq y \implies p(x) \leq \gamma p(y)\);
- \(\gamma\)-\textit{normal} if \(x \leq z \leq y \implies p(z) \leq \gamma \max\{p(x), p(y)\}\).

The following characterizations of normal cones hold.

\textbf{Theorem 2.5 ([7], [31]).} Let \((X, \tau)\) be a LCS ordered by a cone \(C\). The following are equivalent.

1. The cone \(C\) is normal.
2. The TVS \(X\) admits a basis of 0-neighborhoods formed of \(C\)-full absolutely convex sets.
3. There exists \(\gamma > 0\) and a family of \(\gamma\)-normal seminorms generating the topology \(\tau\) of \(X\).
4. There exists \(\gamma > 0\) and a family of \(\gamma\)-monotone seminorms generating the topology \(\tau\) of \(X\).
5. There exists \(\gamma > 0\) and a family of \(\gamma\)-absolutely monotone seminorms generating the topology \(\tau\) of \(X\).

All the above equivalences hold also with \(\gamma = 1\) in all places.

A subset \(Z\) of a topological vector space \((X, \tau)\) is called \textit{bounded} (or \textit{topologically bounded}) if it is absorbed by every neighborhood of 0, i.e. for every neighborhood \(V\) of 0, there exists \(\lambda > 0\) such that \(\lambda Z \subset V\).

If \(X\) is a locally convex space with the topology generated by a family \(P\) of seminorms, then \(Z\) is topologically bounded if and only if

\[\sup\{p(z) : z \in Z\} < \infty,\]

for every \(p \in P\). If, further, \(X\) is a normed space, then \(Z\) is topologically bounded if and only if

\[\sup\{\|z\| : z \in Z\} < \infty.\]

A subset \(Z\) of a vector space \((X, \leq)\) ordered by a cone \(C\) is called \textit{upper (lower) \(o\)-bounded} (\(o\) comes from “order”) if there exists \(y \in X\) such that \(z \leq y\) (resp. \(y \leq z\)) for all \(z \in Z\), where \(\leq = \leq_C\) is the order generated by the cone \(C\). It is called \(o\)-\textit{bounded} if it is both upper and lower bounded, i.e. there exist \(x, y \in X\) such that \(Z \subset [x, y]_o\), where \([x, y]_o\) denotes the order interval determined by \(x\) and \(y\) (see [11]).

We mention the following result.

\textbf{Proposition 2.6.} Let \((X, \tau)\) be a topological space ordered by a cone \(C\).

1. If the cone \(C\) is normal, then every \(o\)-bounded subset of \(X\) is topologically bounded.
2. If \(X\) is a locally convex space, then the cone \(C\) is normal if and only if every \(o\)-bounded subset of \(X\) is topologically bounded.
Proof. We shall justify only the direct assertion 1. Suppose that the cone $C$ is normal and
let $Z$ be an $o$-bounded subset of $X$. Then there exist $x, y \in X$ such that $Z \subset [x, y]_o$. Let
$V$ be a $C$-full neighborhood of $0 \in X$. Since $V$ is absorbing, there exists $\lambda > 0$ such that
$\lambda x, \lambda y \in V$. It follows $[\lambda x, \lambda y]_o \subset [V] = V$, so that $\lambda Z \subset [\lambda x, \lambda y]_o \subset V$. □

3. SOME PROPERTIES OF CONVEX VECTOR-FUNCTIONS

We consider now convex mappings from a more general point of view, meaning mappings
with values in an ordered vector space which are convex with respect to the vector order and
and give some simple results that are essential for the proofs in the following sections.

Let $X, Y$ be real vector spaces and suppose that $Y$ is ordered by a cone $C$. If $\Omega$ is a
convex subset of $X$, then a mapping $f : \Omega \to Y$ is called convex (or a convex operator, or
$C$-convex) provided

\[ f((1-\alpha)x_1 + \alpha x_2) \leq (1-\alpha)f(x_1) + \alpha f(x_2) \]

for all $x_1, x_2 \in \Omega$ and $\alpha \in [0, 1]$, where $\preceq := \leq_C$ stands for the order induced by the cone
$C$, $x \leq_C y \iff y - x \in C$.

The following results are well known in the case of real-valued convex functions.

**Proposition 3.1.** Let $I$ be an interval in $\mathbb{R}$, $Y$ a vector space ordered by a cone $C$ and
$\varphi : I \to Y$ a $C$-convex function.

1. If $t_1 < t_2 < t_3$ are points in $I$, then

\[ t_2 = \frac{t_3 - t_2}{t_3 - t_1} t_1 + \frac{t_2 - t_1}{t_3 - t_1} t_3, \]

and the following equivalent inequalities hold

\[ \varphi(t_2) \leq \frac{t_3 - t_2}{t_3 - t_1} \varphi(t_1) + \frac{t_2 - t_1}{t_3 - t_1} \varphi(t_3) \iff \]

\[ \frac{\varphi(t_2) - \varphi(t_1)}{t_2 - t_1} \leq \frac{\varphi(t_3) - \varphi(t_1)}{t_3 - t_1} \iff \]

\[ \frac{\varphi(t_3) - \varphi(t_1)}{t_3 - t_1} \leq \frac{\varphi(t_3) - \varphi(t_2)}{t_3 - t_2} \iff \]

\[ \frac{\varphi(t_2) - \varphi(t_1)}{t_2 - t_1} \leq \frac{\varphi(t_3) - \varphi(t_2)}{t_3 - t_2}, \]

where $\preceq := \leq_C$ is the order induced by the cone $C$.

2. For $t_0 \in I$ fixed, the slope of $\varphi$ at $t_0$, defined by

\[ \Delta_{t_0}(\varphi)(t) = \frac{\varphi(t) - \varphi(t_0)}{t - t_0}, \quad t \in I \setminus \{t_0\}, \]

is an increasing function of $t$, i.e.

\[ \frac{\varphi(t) - \varphi(t_0)}{t - t_0} \leq \frac{\varphi(t') - \varphi(t_0)}{t - t_0}, \]

for all $t, t' \in I \setminus \{t_0\}$ with $t < t'$. 
Proof. 1. The identity (5) can be verified by direct calculation, while the inequality (6) follows from (5) and the convexity of \( \varphi \).

Isolating in the left-hand side of the inequalities (b),(c),(d) the value \( \varphi(t_2) \) one obtains the inequality from (a), proving their equivalence.

2 Follows from 1. \( \Box \)

For \( x, y \in X, x \neq y \), the right line \( D(x, y) \) and the algebraic segment determined \( x, y \) are given by

\[
D(x, y) = \{ x + t(y - x) : t \in \mathbb{R} \} \quad \text{and} \quad [x, y] = \{ x + t(y - x) : t \in [0, 1] \},
\]

respectively.

Consider now a more general framework.

**Proposition 3.2.** Let \( X \) be a vector space and \( p \) a seminorm on \( X \). For \( x, y \in X \) such that \( p(x - y) > 0 \) put \( z_t = x + t(y - x), t \in \mathbb{R} \).

1. For every \( t, t' \in \mathbb{R} \)

\[
p(z_t - z_{t'}) = |t - t'|p(y - x).
\]

2. If \( z_1, z_2, z_3 \) are points corresponding to \( t_1 < t_2 < t_3 \), then

\[
z_2 = \frac{p(z_3 - z_2)}{p(z_3 - z_2)}z_1 + \frac{p(z_2 - z_1)}{p(z_3 - z_2)}z_3 \quad \text{and} \quad p(z_3 - z_1) = p(z_2 - z_1) + p(z_3 - z_2).
\]

3. Let \( \Omega \) be a convex subset of \( X \), \( Y \) a vector space ordered by a cone \( C \) and \( f : \Omega \to Y \) a \( C \)-convex function. For \( x_0 := x + t_0(y - x) \in D(x, y) \cap \Omega \), the \( p \)-slope of \( f \) is given by

\[
\Delta_{p,x_0}(f)(z_t) = \frac{f(z_t) - f(x_0)}{p(z_t - x_0)},
\]

for \( t \in \mathbb{R} \) such that \( z_t \in D(x, y) \cap \Omega \).

Then

\[
(t_0 < t < t' \quad \text{or} \quad t < t' < t_0) \Rightarrow \Delta_{p,x_0}(f)(z_t) \leq \Delta_{p,x_0}(f)(z_{t'}),
\]

and \( t < t_0 < t' \) implies

\[
\frac{f(x_0) - f(z_t)}{p(x_0 - z_t)} \leq \frac{f(z_{t'}) - f(x_0)}{p(z_{t'} - x_0)} \quad (\iff -\Delta_{p,x_0}(f)(z_t) \leq \Delta_{p,x_0}(f)(z_{t'})).
\]

Proof. The equality from 1 follows by the definition of \( z_t \).

For 2, observe that the equality

\[
t_2 = \frac{t_3 - t_2}{t_3 - t_1}t_1 + \frac{t_2 - t_1}{t_3 - t_1}t_3
\]

implies

\[
z_2 = \frac{t_3 - t_2}{t_3 - t_1}z_1 + \frac{t_2 - t_1}{t_3 - t_1}z_3.
\]

By 1,

\[
\frac{t_3 - t_2}{t_3 - t_1} = \frac{p(z_3 - z_2)}{p(z_3 - z_1)} \quad \text{and} \quad \frac{t_2 - t_1}{t_3 - t_1} = \frac{p(z_2 - z_1)}{p(z_3 - z_1)},
\]

proving the representation formula for \( z_2 \).
The equality \( p(z_3-z_1) = p(z_2-z_1) + p(z_3-z_2) \) is equivalent to \( t_3-t_1 = (t_3-t_2) + (t_2-t_1) \).

3. Let \( x_0 = x + t_0(y-x) \), \( z = x + t(y-x) \) and \( z' = x + t'(y-x) \). The function \( \varphi(t) = f(x + t(y-x)) \) is convex, so that, by Proposition 3.1, its slope is increasing. If \( t_0 < t < t' \), then

\[
\frac{f(z) - f(x_0)}{p(z-x_0)} = \frac{\varphi(t) - \varphi(t_0)}{(t-t_0)p(y-x)} \leq \frac{\varphi(t') - \varphi(t_0)}{(t'-t_0)p(y-x)} = \frac{f(z') - f(x_0)}{p(z'-x_0)}.
\]

The case \( t < t' < t_0 \) can be treated similarly. If \( t < t_0 < t' \), then

\[
\frac{f(x_0) - f(z)}{p(x_0-z)} = \frac{\varphi(t_0) - \varphi(t)}{(t_0-t)p(y-x)} \leq \frac{\varphi(t') - \varphi(t_0)}{(t'-t_0)p(y-x)} = \frac{f(z') - f(x_0)}{p(z'-x_0)}.
\]

\[\square\]

4. Continuity properties of convex functions

In this section we prove some results on the continuity of convex functions.

We start with real-valued function of one real variable, a typical case. Based on the monotonicity of the slope one can give a simple proof of the Lipschitz continuity of convex functions.

**Proposition 4.1.** Let \( \varphi : I \to \mathbb{R} \) be a convex function defined on an interval \( I \subset \mathbb{R} \). Then \( \varphi \) is continuous on \( \text{int}(I) \) and Lipschitz on every compact interval \( [a, b] \subset \text{int}(I) \).

**Proof.** It is obvious that it suffices to check the fulfillment of the Lipschitz condition. For \( [\alpha, \beta] \subset \text{int}(I) \) with \( \alpha < \beta \), let \( a, b \in \text{int}(I) \) be such that \( a < \alpha < \beta < b \).

Let \( \alpha \leq t < t' \leq \beta \). By 2,

\[
\frac{\varphi(t') - \varphi(t)}{t' - t} \leq \frac{\varphi(b) - \varphi(t)}{b - t} \leq \frac{\varphi(b) - \varphi(\beta)}{b - \beta} =: B,
\]

and

\[
A := \frac{\varphi(\alpha) - \varphi(a)}{\alpha - a} \leq \frac{\varphi(t') - \varphi(a)}{t' - a} \leq \frac{\varphi(t) - \varphi(t')}{t - t'}.
\]

It follows \( |\varphi(t) - \varphi(t')| \leq L |t - t'| \), for all \( t, t' \in [\alpha, \beta] \), where \( L := \max\{|A|, |B|\} \). \[\square\]

We mention also the following properties of convex functions.

**Proposition 4.2.**

1. Let \( I \) be an interval in \( \mathbb{R} \), \( \varphi : I \to \mathbb{R} \) a convex function and \( a < b \) two points in \( I \). If for some \( 0 < t_0 < 1 \), \( \varphi((1-t_0)a + t_0b) = (1-t_0)\varphi(a) + t_0\varphi(b) \), then \( \varphi \) is an affine function on the interval \( [a; b] \), that is \( \varphi((1-t)a + tb) = (1-t)\varphi(a) + t\varphi(b) \) for every \( t \in [0; 1] \).

2. Any nonconstant convex function \( \varphi : \mathbb{R} \to \mathbb{R} \) is unbounded, more exactly \( \sup \varphi(\mathbb{R}) = +\infty \).
Proof. 1. Suppose that for some \( t, t_0 < t < 1, \varphi(a + t(b - a)) < \varphi(a) + t(\varphi(b) - \varphi(a)) \). Let \( c = a + t_0(b - a) \) and \( c_t = a + t(b - a) \). It follows \( 0 < t_0/t < 1, c = a + \frac{t_0}{t}(c_t - a) \), and

\[
\varphi(c) = \varphi(a) + t_0(\varphi(b) - \varphi(a)) = \left(1 - \frac{t_0}{t}\right) \varphi(a) + \frac{t_0}{t} [\varphi(a) + t(\varphi(b) - \varphi(a))] > \left(1 - \frac{t_0}{t}\right) \varphi(a) + \frac{t_0}{t} \varphi(c_t),
\]

in contradiction to the convexity of \( f \).

The case \( 0 < t < t_0 \) can be treated similarly.

2. Suppose that there exists two points \( a < b \) in \( \mathbb{R} \) such that \( \varphi(a) \neq \varphi(b) \).

Case I. \( \varphi(b) - \varphi(a) < 0 \)

Let \( \alpha_t = a + t(b - a) \), \( t < 0 \). The monotonicity of the slope implies

\[
\frac{\varphi(\alpha_t) - \varphi(a)}{\alpha_t - a} \leq \frac{\varphi(b) - \varphi(a)}{b - a}.
\]

Since \( \alpha_t - a = t(b - a) < 0 \), it follows

\[
\varphi(\alpha_t) - \varphi(a) \geq t \, (\varphi(b) - \varphi(a)) \to +\infty \text{ as } t \to -\infty.
\]

Case II. \( \varphi(b) - \varphi(a) > 0 \)

In this case we take \( \alpha_t = a + t(b - a) \) for \( t > 1 \). In this case \( \alpha_t > b \) so that, the monotonicity of the slope implies

\[
\frac{\varphi(\alpha_t) - \varphi(a)}{\alpha_t - a} \geq \frac{\varphi(b) - \varphi(a)}{b - a}.
\]

Since, in this case, \( \alpha_t - a = t(b - a) > 0 \), it follows

\[
\varphi(\alpha_t) - \varphi(a) \geq t \, (\varphi(b) - \varphi(a)) \to +\infty \text{ as } t \to +\infty.
\]

\[\square\]

Remark 4.3. Geometrically the property 1 from Proposition 4.2 says that if a point \((t_0, \varphi(t_0))\) belongs to the segment \([A, B]\) where \( A(a, \varphi(a)) \) and \( B(b, \varphi(b)) \) are points on the graph of \( \varphi \), then the graph of \( \varphi \) for \( t \in [a, b] \) agrees with the segment \([A, B]\).

We consider now a more general situation.

Proposition 4.4. Let \( X \) be a TVS, \( \Omega \subset X \) open and convex and \( f : \Omega \to \mathbb{R} \) a convex function.

1. If the function \( f \) is bounded from above on a neighborhood of some point \( x_0 \in \Omega \), then \( f \) is continuous at \( x_0 \).
2. If there exists a point \( x_0 \in \Omega \) and a neighborhood \( U \subset \Omega \) of \( x_0 \) such that \( f \) is bounded from above on \( U \), then \( f \) is locally bounded from above on \( \Omega \), that is every point \( x \in \Omega \) has a neighborhood \( V \subset \Omega \) such that \( f \) is bounded from above on \( V \).
3. If the function \( f \) is bounded from above on a neighborhood of some point \( x_0 \in \Omega \), then \( f \) is continuous on \( \Omega \).

Proof. 1. Let \( U \) be a balanced neighborhood of \( 0 \) such that \( x_0 + U \subset \Omega \) and, for some \( \beta > 0 \), \( f(x) \leq \beta \) for all \( x \in x_0 + U \), or, equivalently, to \( f(x_0 + u) \leq \beta \) for all \( u \in U \).
For \(0 < \varepsilon < 1\), \(\pm \varepsilon u \in U\) and, by the convexity of \(f\),
\[
f(x_0 + \varepsilon u) - f(x_0) = f((1 - \varepsilon)x_0 + \varepsilon(x_0 + u)) - f(x_0) \leq (1 - \varepsilon)f(x_0) + \varepsilon f(x_0 + u) - f(x_0),
\]
so that
\[
f(x_0 + \varepsilon u) - f(x_0) \leq \varepsilon(f(x_0 + u) - f(x_0)) \leq \varepsilon(\beta - f(x_0)). \tag{10}
\]
On the other side
\[
f(x_0) = f(x_0 + \varepsilon u + x_0 - \varepsilon u) \leq \frac{1}{2} f(x_0 + \varepsilon u) + \frac{1}{2} f(x_0 - \varepsilon u),
\]
implying
\[
f(x_0) - f(x_0 + \varepsilon u) \leq f(x_0 - \varepsilon u) - f(x_0) \leq \varepsilon(\beta - f(x_0)). \tag{11}
\]
The last inequality from above follows by replacing \(u\) with \(-u\) in \(10\). Now, by \(10\) and \(11\) it follows
\[
|f(x_0 + \varepsilon u) - f(x_0)| \leq \varepsilon(\beta - f(x_0)) \text{ for all } u \in U,
\]
which is equivalent to
\[
|f(x_0 + v) - f(x_0)| \leq \varepsilon(\beta - f(x_0)) \text{ for every } v \in \varepsilon U,
\]
which shows that \(f\) is continuous at \(x_0\).

2. The proof has a geometric flavor and can be nicely illustrated by a drawing. Let \(U\) be a balanced neighborhood of 0 such that \(x_0 + U \subset \Omega\) and, for some \(\beta > 0\), \(f(x) \leq \beta\) for all \(x \in x_0 + U\).

Let \(x \in \Omega\). Since the set \(\Omega\) is open, there exists \(\alpha > 1\) such that \(x_1 := x_0 + \alpha(x - x_0) \in \Omega\), implying \(x = \frac{1}{\alpha}x_1 + (1 - \frac{1}{\alpha})x_0\). Consider the neighborhood \(V := x + \frac{\alpha - 1}{\alpha}U\) of \(x\). We have \(V \subset \Omega\), because, by the convexity of \(\Omega\),
\[
x + \frac{\alpha - 1}{\alpha}u = \frac{1}{\alpha}x_1 + \frac{\alpha - 1}{\alpha}(x_0 + u) \in \frac{1}{\alpha}\Omega + \frac{\alpha - 1}{\alpha}\Omega \subset \Omega,
\]
for all \(u \in U\).

Also
\[
f\left(x + \frac{\alpha - 1}{\alpha}u\right) = f\left(\frac{1}{\alpha}x_1 + \frac{\alpha - 1}{\alpha}(x_0 + u)\right) \leq \frac{1}{\alpha} f(x_1) + \frac{\alpha - 1}{\alpha} f(x_0 + u)
\]
\[
\leq \frac{1}{\alpha} f(x_1) + \frac{\alpha - 1}{\alpha} \beta,
\]
for every \(u \in U\).

3. The assertion from 3 follows from 1 and 2. \(\square\)

The following proposition shows that in the finite dimensional case the convex functions are continuous.

**Proposition 4.5.** Let \(f : \Omega \subseteq \mathbb{R}^n \rightarrow \mathbb{R}\) be a convex function, where the set \(\Omega\) is open and convex. Then \(f\) is locally bounded from above on \(\Omega\).

Consequently, \(f\) is continuous on \(\Omega\).
Proof. Let us choose \( x_0 \in \Omega \) and \( K \subseteq \Omega \) be a hypercube having the center in \( x_0 \).

We are going to prove that \( f \) is bounded from above on \( K \).

If \( v_1, ..., v_m \), where \( m = 2^n \), are the vertices of \( K \), then for each \( x \in K \) there exist \( \lambda_1, ..., \lambda_m \in [0, 1] \), \( \sum_{k=1}^{m} \lambda_k = 1 \), such that \( x = \sum_{k=1}^{m} \lambda_k v_k \).

On one hand, taking into account Jensen’s inequality for convex functions, we obtain that

\[
\begin{align*}
  f(x) &= f\left(\sum_{k=1}^{m} \lambda_k v_k\right) \\
  &\leq \sum_{k=1}^{m} \lambda_k f(v_k) \\
  &\leq \max_{k\in\{1,2,...,m\}} f(v_k) =: M,
\end{align*}
\]

and therefore \( f \) is bounded from above on \( K \).

A convex function defined on an infinite dimensional normed linear space is not necessarily locally bounded as the following example shows.

**Example 4.6.** Let \( X \) be the space of polynomials endowed with the norm given by

\[
\|P\| = \max_{x \in [-1,1]} |P(x)|.
\]

Then the function \( f : X \to \mathbb{R} \) given by

\[
f(P) = P'(1)
\]

for each \( P \in X \) is convex (even linear) but it is not locally bounded.

Consider for each \( n \in \mathbb{N} \) the polynomial

\[
P_n(x) = \frac{1}{\sqrt{n}} x^n.
\]

Then

\[
\|P_n\| = \frac{1}{\sqrt{n}} \to 0, \quad n \to \infty,
\]

but

\[
f(P_n) = \sqrt{n} \to \infty, \quad n \to \infty,
\]

proving the discontinuity of the functional \( f \).

**Remark 4.7.** In fact a normed space \( X \) is finite dimensional if and only if every linear functional on \( X \) is continuous. On the other hand there exists infinite dimensional locally convex spaces \( X \) such that every convex function on \( X \) is continuous.

Indeed, it is known that every linear functional on a finite dimensional topological vector space is continuous. If \( X \) is an infinite dimensional normed space then it contains a linearly independent set \( D = \{e_n : n \in \mathbb{N}\} \subset S_X \). Consider a Hamel basis \( E \) of \( X \) containing this set and define \( \varphi : E \to \mathbb{R} \) by \( \varphi(e_n) = n, n \in \mathbb{N} \), and \( \varphi(e) = 0 \) for \( e \in E \setminus D \), extended by linearity to whole \( X \). Then \( \sup\{\varphi(x) : x \in X, \|x\| \leq 1\} \geq \sup\{\varphi(e_n) : n \in \mathbb{N}\} = \infty \), proving the discontinuity of \( \varphi \).

Concerning the second affirmation, let \( X \) be an infinite dimensional vector space equipped with the finest locally convex topology \( \tau \). A neighborhood basis at 0 for this topology is formed by all absolutely convex absorbing subsets of \( X \). A family of seminorms generating this topology is formed of the Minkowski functionals of these neighborhoods. It follows that every convex absorbing subset of \( X \) is a neighborhood of 0 and every linear functional is
continuous on $X$. Also every convex function defined on a nonempty open convex subset $\Omega$ of $X$ is continuous on $\Omega$ (see [12] for details).

5. SOME FURTHER PROPERTIES OF CONVEX VECTOR-FUNCTIONS

Now we shall present, following [25], some further results on $C$-convex mappings. Let $X$ be a TVS, $Y$ a vector space ordered by a cone $C$ and $\Omega$ an open subset of $X$. We say that a mapping $f : \Omega \rightarrow Y$ is locally $o$-bounded on $\Omega$ if every point in $\Omega$ has a neighborhood on which $f$ is $o$-bounded.

The following proposition is the analog of Proposition 4.4 with boundedness replaced by $o$-boundedness.

**Proposition 5.1.** Let $X,Y$ be as above and suppose that $\Omega \subset X$ is open and convex and $f : \Omega \rightarrow Y$ a $C$-convex mapping.

1. If $f$ upper $o$-bounded on a neighborhood of some point $x_0 \in \Omega$, then $f$ is locally $o$-bounded on $\Omega$.
2. If $Y$ is a TVS ordered by a normal cone $C$ and $f$ is $o$-bounded on a neighborhood of a point $x_0 \in \Omega$, then $f$ is continuous at $x_0$.
3. If the cone $C$ is normal and $f$ is continuous at some point $x_0 \in \Omega$, then $f$ is continuous on $\Omega$.

**Proof.**

1. Let $U$ be a balanced 0-neighborhood and let $y \in Y$ be such that $x_0 + U \subset \Omega$ and $f(x_0 + u) \leq y$ for all $u \in U$. Then $-u \in U$ and

$$f(x_0) \leq \frac{1}{2}[f(x_0 + u) + f(x_0 - u)]$$

implies

$$f(x_0) - f(x_0 + u) \leq f(x_0 - u) - f(x_0) \leq y - f(x_0).$$

It follows

$$f(x_0 + u) \geq 2f(x_0) - y,$$

for all $u \in U$, showing that $f$ is also lower $o$-bounded on $x_0 + U$.

The fact that $f$ is locally $o$-bounded on $\Omega$ can be proved similarly to the proof of assertion 2 in Proposition 4.4.

2. Suppose first that $0 \in \Omega$ and $f(0) = 0$. Let $U \subset \Omega$ be a balanced neighborhood of 0 such that $f$ is $o$-bounded on $U$, that is the set $f(U)$ is $o$-bounded in $Y$. Since the cone $C$ is normal it follows that $f(U)$ is topologically bounded. Let $V$ be a balanced $C$-full neighborhood of $f(0) = 0 \in Y$. The boundedness of $f(U)$ implies the existence of $\lambda > 0$ such that $\lambda f(U) \subset V$. Since $V$ is balanced we can suppose further that $\lambda < 1$.

By the convexity of $f$

$$f(\lambda u) = f((1 - \lambda)0 + \lambda u) \leq (1 - \lambda)f(0) + \lambda f(u) = \lambda f(u) \in V,$$

for all $u \in U$.

Also

$$0 = f(0) \leq \frac{1}{2}[f(-\lambda u) + f(\lambda u)]$$

implies

$$f(\lambda u) \geq -f(-\lambda u) = -f(\lambda(-u)) \geq -\lambda f(-u) \in V.$$
Consequently, $-\lambda f(-u) \leq f(\lambda u) \leq \lambda f(u)$, with $-\lambda f(-u), \lambda f(u) \in V$. Since $V$ is $C$-full, this implies $f(\lambda u) \in V$ for all $u \in U$. Since $\lambda U$ is a neighborhood of $0 \in X$ and $f(\lambda U) \subset V$, this proves the continuity of $f$ at $0$.

In general, for $x_0 \in \Omega$ consider the set $\tilde{W} = -x_0 + \Omega$ and the function $\tilde{f} : \tilde{\Omega} \to Y$ given by $\tilde{f}(z) = f(x_0 + z) - f(x_0)$. It follows that $\tilde{f}$ is $o$-bounded on a neighborhood $U \subset \tilde{\Omega}$ of $0 \in X$, so that it is continuous at $0$, implying the continuity of the mapping $f$ at $x_0 \in \Omega$.

6. Lipschitz properties of convex vector-functions

In this section we shall prove some results on Lipschitz properties of convex vector-functions, meaning convex functions with respect to a cone.

6.1. Convex functions on locally convex spaces. We define first Lipschitz functions between locally convex spaces.

**Definition 6.1.** Let $(X, P)$ and $(Y, Q)$ be locally convex spaces, where $P, Q$ are directed families of seminorms generating their topologies, and $A \subseteq X$. A function $f : A \to Y$ is said to satisfy the Lipschitz condition (or that $f$ is a Lipschitz function) if for each $q \in Q$ there exist $p \in P$ and $L = L_q \geq 0$ such that

$$q(f(x) - f(y)) \leq Lp(x - y),$$

for all $x, y \in A$.

The function $f$ is called locally Lipschitz on $A$ if every point $x \in A$ has a neighborhood $V$ such that $f$ is Lipschitz on $V \cap A$.

**Remark 6.2.** It is easy to check that the definition does not depend on the (directed) families of seminorms $P, Q$ generating the locally convex topologies on $X$ and $Y$, respectively.

**Remarks 6.3.** If $X$ and $Y$ are Banach spaces then the above definition coincides with the standard definition (with respect to the metrics generated by the norms).

If $Y = \mathbb{K}$, then $f : A \to \mathbb{R}$ is Lipschitz if there exist $p \in P$ and $L > 0$ such that

$$|f(x) - f(y)| \leq Lp(x - y),$$

for all $x, y \in A$.

The next theorem shows that continuous convex vector-functions defined on open convex subsets of locally convex spaces are locally Lipschitz. For a seminorm $p$ on a vector space $X$ we use the notations

$$B_p = \{x \in X : p(x) \leq 1\} \quad \text{and} \quad B'_p = \{x \in X : p(x) < 1\}.$$

**Theorem 6.4.** Let $(X, P), (Y, Q)$ be locally convex spaces, $C$ a normal cone in $Y$ and $\Omega$ an open convex subset of $X$.

If $f : \Omega \to Y$ is a continuous convex mapping then $f$ is locally Lipschitz on $\Omega$.

Furthermore, $f$ is Lipschitz on every compact subset of $\Omega$.

We start with the following proposition, the key tool for the proof of the theorem.
Proposition 6.5. Let $X$ be a vector space, $x_0 \in X$, $p$ a seminorm on $X$, $Y$ a vector space ordered by a cone $C$ and let $q$ be the Minkowski functional of an absolutely convex $C$-full absorbing subset $W$ of $Y$.

For $R > 0$ let $V = B_p[x_0, R]$ and let $f : V \to Y$ be a $C$-convex function.

If, for some $\beta > 0$, $q(f(x)) \leq \beta p(x)$ for all $x \in V$, then for every $0 < r < R$,

\begin{equation}
q(f(x) - f(y)) \leq \frac{2\beta}{R - r} p(x - y),
\end{equation}

for all $x, y \in B_p[x_0, r]$.

We need the following simple remark.

Lemma 6.6 ([7], Prop. 2.5.6). Let $Y$ be a vector space ordered by a cone $C$. If $W$ is a $C$-full absolutely convex absorbing subset of $Y$ then the Minkowski functional $q$ of $W$ is a seminorm, satisfying the condition

\begin{equation}
q(y) \leq \max\{q(x), q(z)\},
\end{equation}

for all $x, y, z \in Y$ with $x \leq y \leq z$.

Proof. Let $a := \max\{q(x), q(z)\}$. Then, for every $\varepsilon > 0$, $q(x), q(z) < a + \varepsilon$, so, by the definition of the Minkowski functional, there exist $b, c \in (0, a + \varepsilon)$ such that $x \in bW$ and $z \in cW$. Since $W$ is balanced,

\[ bW = (a + \varepsilon) \frac{b}{a + \varepsilon} W \subset (a + \varepsilon)W, \]

and

\[ cW = (a + \varepsilon) \frac{c}{a + \varepsilon} W \subset (a + \varepsilon)W, \]

implying $(a + \varepsilon)^{-1}x, (a + \varepsilon)^{-1}z \in W$. Since $W$ is $C$-full and $(a + \varepsilon)^{-1}x \leq (a + \varepsilon)^{-1}y \leq (a + \varepsilon)^{-1}z$ it follows $(a + \varepsilon)^{-1}y \in W$ or, equivalently, $y \in (a + \varepsilon)W$. But then $q(y) \leq a + \varepsilon$. Since $\varepsilon > 0$ was arbitrarily chosen, this implies

\[ q(y) \leq a = \max\{q(x), q(z)\}. \]

Proof of Proposition 6.5. Let $x, y \in B_p[x_0, r]$, $x \neq y$.

Case I. $p(x - y) = 0$.

In this case the line $D(x, y) := x + \mathbb{R}(y - x)$ is contained in $B_p[x_0, r]$.

Indeed, for $z_t = x + t(y - x)$,

\[ p(z_t - x_0) \leq p(x - x_0) + |t|p(y - x) \leq r, \]

for all $t \in \mathbb{R}$, proving that $D(x, y) \subset B_p[x_0, r]$.

For $t > 1$ let $z_t = y + t(x - y)$ and $z'_t = x + t(y - x)$. Then $x = (1 - t^{-1})x + t^{-1}z_t$ and $y = (1 - t^{-1})x + t^{-1}z'_t$, so that, by the convexity of $f$,

\[ f(x) \leq (1 - t^{-1})f(y) + t^{-1}f(z_t) \]

implying

\begin{equation}
f(x) - f(y) \leq t^{-1}(f(z_t) - f(x)).
\end{equation}
Indeed, as we have seen, in this case

\[ f(y) - f(x) \leq t^{-1}(f(z'_t) - f(y)) \iff f(x) - f(y) \geq t^{-1}(f(x) - f(z'_t)) \]

But then, by Lemma 6.6

\[ q(f(x) - f(y)) \leq \max\{t^{-1}q(f(z_t) - f(y)), t^{-1}q(f(x) - f(z'_t))\} \leq \frac{2\beta}{t}. \]

Letting \( t \to \infty \), one obtains \( q(f(x) - f(y)) = 0 \).

Case II. \( p(x - y) > 0 \).

The function \( \psi : \mathbb{R} \to \mathbb{R} \) defined by \( \psi(t) = p(x - x_0 + t(y - x)), t \in \mathbb{R} \), is continuous and \( \psi(0) = p(x - x_0) \leq r < R, \psi(1) = p(y - x_0) \leq r < R \).

The inequality

\[ \psi(t) \geq |t|p(y - x) - p(x - x_0) \]

shows that \( \lim_{|t| \to \infty} \psi(t) = \infty \), so that there are \( a < 0 \) and \( b > 1 \) such that

\[ \psi(a) = R \quad \text{and} \quad \psi(b) = R. \]

Putting \( u := x + a(y - x) \) and \( v := x + b(y - x) \), it follows

\[ u - x = x - x_0 + a(y - x) - (x - x_0) \quad \text{and} \quad v - y = x - x_0 + b(y - x) - (y - x_0), \]

so that

\[ p(u - x) \geq \psi(a) - p(x - x_0) \geq R - r \quad \text{and} \quad p(v - y) \geq \psi(b) - p(y - x_0) \geq R - r. \]

Appealing to (9), it follows

\[ \frac{f(x) - f(u)}{p(x - u)} \leq \frac{f(y) - f(x)}{p(y - x)} \leq \frac{f(v) - f(y)}{p(v - y)}. \]

By hypothesis and the inequalities (22), \( q((f(x) - f(u))/p(x - u)) \leq 2\beta(R - r)^{-1} \) and \( q((f(v) - f(y))/p(v - y)) \leq 2\beta(R - r)^{-1} \), so that, by Lemma 6.6

\[ q\left(\frac{f(y) - f(x)}{p(y - x)}\right) \leq \frac{2\beta}{R - r} \iff q(f(y) - f(x)) \leq \frac{2\beta}{R - r} p(y - x). \]

\[ \square \]

**Remark 6.7.** If \( Y = \mathbb{R} \) the case \( p(x - y) = 0 \) can be treated appealing to Proposition 4.2. Indeed, as we have seen, in this case \( D(x, y) \subset B_p[x_0, r] \), so we can define the convex function \( \varphi : \mathbb{R} \to \mathbb{R}, \varphi(t) = f(x + t(y - x)), t \in \mathbb{R} \). By hypothesis the function \( \varphi \) is bounded, so that by Proposition 4.2.2 it is constant. But then \( f(x) = \varphi(0) = \varphi(1) = f(y) \).

**Proof of Theorem 6.4.** Suppose that \( P \) is directed and that the seminorms in \( Q \) are the Minkowski functionals of the members of a neighborhood base of \( 0 \) formed of absolutely convex \( C \)-full sets (31, V.3.1)).

Let \( x_0 \in \Omega \) and \( q \in Q \). The continuity of \( f \) at \( x_0 \) implies the existence of a seminorm \( p \in P \) and of \( R > 0 \) such that \( V := x_0 + RB_p \subset \Omega \) and

\[ q(f(x)) \leq 1 \quad \forall x \in V. \]

If \( 0 < r < R \) then, by Proposition 6.5

\[ q(f(x) - f(y)) \leq \frac{2}{R - r} p(x - y) \]
for all \( x, y \in x_0 + rB_p \).

Let’s show now that \( f \) is Lipschitz on every compact subset \( K \) of \( \Omega \). Let \( q \in Q \) be the Minkowski functional of a \( C \)-full absolutely convex neighborhood of \( 0 \in Y \). By the first part of the proof, for every \( x \in K \) there are \( p_x \in P, L_x > 0 \) and \( r_x > 0 \) such that \( U_x := x + r_x B'_p \subset \Omega \) and

\[
q(f(u) - f(v)) \leq L_x p_x (u - v) \quad \forall u, v \in U_x.
\]

The compactness of \( K \) implies the existence of a finite set \( \{x_1, \ldots, x_n\} \subset K \) such that

\[
K \subset \bigcup_{i=1}^n U_i,
\]

where \( U_i = U_{x_i} \). Put \( p_i = p_{x_i}, r_i = r_{x_i}, L_i = L_{x_i} \), and let \( p \in P, p \geq p_i, i = 1, \ldots, n \) and \( L = \max\{L_1, \ldots, L_n\} \). We show that

\[
q(f(x) - f(y)) \leq Lp(x - y)
\]

for all \( x, y \in K \).

Let \( x, y \) be distinct points in \( K \). Suppose first that \( p(x - y) > 0 \). If \( i, j \in \{1, \ldots, n\} \) are such that \( x \in U_i \) and \( y \in U_j \) then, since these sets are open, there exist \( a < 0 \) and \( b > 1 \) such that \( u := x + a(y - x) \in U_i \) and \( v := x + b(y - x) \in U_j \).

Now, by (9),

\[
\frac{f(x) - f(u)}{p(x - u)} \leq \frac{f(y) - f(x)}{p(y - x)} \leq \frac{f(v) - f(y)}{p(v - y)},
\]

so that, by Lemma 6.6,

\[
\frac{q(f(y) - f(x))}{p(y - x)} \leq \max \left\{ \frac{q(f(x) - f(u))}{p(x - u)}, \frac{q(f(v) - f(y))}{p(v - y)} \right\} \leq L.
\]

If \( p(x - y) = 0 \) then

\[
p(y - x_i) \leq p(y - x) + p(x - x_i) < r_i
\]

implying \( x, y \in U_i \) and

\[
q(f(x) - f(y)) \leq L_i p_i (x - y) \leq Lp(x - y).
\]

□

Taking into account Proposition 4.5 and Theorem 6.4, one obtains the following consequence.

**Corollary 6.8.** Let \( f : \Omega \subset \mathbb{R}^n \to \mathbb{R} \) be a convex function, where the set \( \Omega \) is open and convex. Then \( f \) is locally Lipschitz on \( \Omega \) and Lipschitz on every compact subset of \( \Omega \).


6.2. The order-Lipschitz property. Papageorgiou [25] considered a notion of Lipschitzness for convex vector functions related to the order. Let $X$ be a normed space and $Y$ a normed lattice, $\Omega \subset X$ and $f : \Omega \to Y$. One says that $f$ is $o$-Lipschitz on a subset $Z$ of $\Omega$ if there exists $y \geq 0$ in $Y$ such that

$$|f(z) - f(z')| \leq y\|z - z'|,$$

for all $z, z' \in Z$.

Notice that an $o$-Lipschitz function is Lipschitz. Indeed, from (19),

$$\|f(z) - f(z')\| \leq y\|z - z'|,$$

for all $z, z' \in Z$, because in a normed lattice $|x| \leq |y|$ implies $\|x\| \leq \|y\|$.

**Theorem 6.9.** Let $X$ be a normed space, $Y$ a normed lattice, $\Omega \subset X$ open and convex and $f : \Omega \to Y$ a function convex with respect to the order of $Y$. If $f$ is upper $o$-bounded on a neighborhood of a point $x_0 \in \Omega$, then $f$ is locally $o$-Lipschitz on $\Omega$.

The proof will follow from an analog of Proposition 6.5.

**Lemma 6.10.** Under the hypotheses of Theorem 6.9, if $R > 0$ is such that $V = B[x_0, R] \subset \Omega$ and, for some $y \geq 0$ in $Y$,

$$|f(x)| \leq y,$$

for all $x \in V$, then for every $0 < r < R$

$$|f(x) - f(y)| \leq \frac{2y}{R - r}\|x - y\|,$$

for all $x, y \in U := B[x_0, r]$.

**Proof.** The proof is similar to that of Proposition 6.5 so we only sketch it.

Let $x \neq y$ in $U$. Since $\|x - y\| > 0$ we have to consider only Case 2 of the corresponding proof. Like there, let $a < 0$ and $b > 1$ be such that

$$\|x - x_0 + a(y - x)\| = R = \|x - x_0 + b(y - x)\|.$$

Putting $u := x + a(y - x)$ and $v := x + b(y - x)$, it follows

$$\|u - x\| \geq \|x - x_0 + a(y - x)\| - \|x - x_0\| \geq R - r \quad \text{and}$$

$$\|v - y\| \geq \|x - x_0 + b(y - x)\| - \|y - x_0\| \geq R - r.$$

Appealing to (9), it follows

$$\frac{f(x) - f(u)}{\|x - u\|} \leq \frac{f(y) - f(x)}{\|y - x\|} \leq \frac{f(v) - f(y)}{\|v - y\|}.$$

By hypothesis and the inequalities (22),

$$\frac{|f(x) - f(u)|}{\|x - u\|} \leq \frac{2y}{R - r} \quad \text{and} \quad \frac{|f(v) - f(y)|}{\|v - y\|} \leq \frac{2y}{R - r},$$

so that

$$\frac{|f(y) - f(x)|}{\|y - x\|} \leq \frac{2y}{R - r} \iff |f(y) - f(x)| \leq \frac{2y}{R - r}\|y - x\|.$$

□
Proof of Theorem 6.9. By Proposition 5.1 the function $f$ is locally $o$-bounded on $\Omega$. Therefore, for any $x \in \Omega$ there exist $R > 0$ and $y \geq 0$ such that (20) holds. By Lemma 6.10 the function $f$ satisfies (21), that is it is $o$-Lipschitz on $B[x,r]$, for every $r \in (0,R)$. □

Remark 6.11. We have used some properties of the order relations in a vector lattice (an ordered vector space that is also a lattice, called also a Riesz space – see Section 2).
For instance at the end of the proof of Lemma 6.10 we have used the following property
$u \leq v \leq w \Rightarrow |v| \leq |u| \vee |w|$, (see the proof following the relations (3).

7. Equi-Lipschitz properties of families of continuous convex mappings

Let $(X,P)$, $(Y,Q)$ be real locally convex spaces, where $P, Q$ are directed families of semi-norms generating the topologies, $\Omega$ an open convex subset of $X$ and $F$ a family of functions from $\Omega$ to $Y$. The family $F$ is called equi-Lipschitz on a subset $A$ of $\Omega$ if for every $q \in Q$ there are $p = p_q \in P$ and a number $L_q \geq 0$ such that

$$q(f(x) - f(y)) \leq L_q p(x - y)$$

for all $x, y \in A$ and all $f \in F$. The family $F$ is called locally equi-Lipschitz on $\Omega$ if each point $x \in \Omega$ has a neighborhood $U_x \subset \Omega$ such that $F$ is equi-Lipschitz on $U_x$.

The family $F$ is called pointwise bounded on $\Omega$ if, for every $q \in Q$, holds for each $x \in \Omega$.

A barrel in a locally convex space $(X,P)$ is an absorbing absolutely convex and closed subset. The locally convex space $X$ is called barreled if each barrel is a neighborhood of 0 in $X$. Any Baire LCS, hence any complete semimetrizable LCS, is a barreled space. Notice that there exist noncomplete normed spaces that are Baire spaces (see [28, p. 100]), and normed spaces that are barreled but not Baire (see [30]).

The following result was proved in [16]. The proof given here is adapted from [11].

**Theorem 7.1.** Let $(X,P)$ be a barreled locally convex space, $(Y,Q)$ a locally convex space ordered by a normal cone $C$ and $\Omega$ an open convex subset of $X$.

If $F$ is a pointwise bounded family of continuous convex functions from $\Omega$ to $Y$ then $F$ is locally equi-Lipschitz on $\Omega$.

Furthermore, the family $F$ is equi-Lipschitz on every compact subset of $\Omega$.

**Proof.** Suppose that the seminorms in $Q$ are the Minkowski functionals of members of a neighborhood basis $B$ of 0 in $Y$ formed of absolutely convex $C$-full sets.

Let $x_0 \in \Omega$, $W \in \mathcal{B}$ and let $q \in Q$ be the Minkowski functional of the set $W \in \mathcal{B}$. We show that there are $p \in P$, $R > 0$ and $\beta > 0$ such that $V := x_0 + RB_p \subset \Omega$ and

$$q(f(x)) \leq \beta$$

for all $x \in V$ and all $f \in F$. Taking into account Proposition 6.5 the relation (26) yields that, for any $0 < r < R$, we have

$$q(f(x) - f(y)) \leq \frac{2\beta}{R - r} p(x - y)$$
for all $x, y \in x_0 + rB_p$ and all $f \in F$.

Let

$$B = \{ u \in X : x_0 + u \in \Omega \text{ and } f(x_0 + u) - f(x_0) \in \frac{1}{2}W - C \quad \forall f \in F \}$$

A simple verification shows that $B$ is a convex subset of $X$. We show that $B$ is also absorbing. To this end let $x \in X$ and let $\alpha > 0$ be such that $x_0 + \alpha x \in \Omega$ (possible since the set $\Omega$ is open). For any $t, 0 < t < 1, x_0 + t\alpha x \in \Omega$ (since $\Omega$ is convex) and

$$f(x_0 + t\alpha x) = f((1 - t)x_0 + t(x_0 + \alpha x)) \leq (1 - t)f(x_0) + tf(x_0 + \alpha x)$$

implying

$$(27) \quad f(x_0 + t\alpha x) - f(x_0) \leq t(f(x_0 + \alpha x) - f(x_0)).$$

Since the family $F$ is pointwise bounded there exists $t, 0 < t < 1$, such that

$$t(f(x_0 + \alpha x) - f(x_0)) \in \frac{1}{2}W$$

for all $f \in F$, so that by (27),

$$f(x_0 + t\alpha x) - f(x_0) =$$

$$= [f(x_0 + t\alpha x) - f(x_0) - t(f(x_0 + \alpha x) - f(x_0))] + t(f(x_0 + \alpha x) - f(x_0)) \in -C + \frac{1}{2}W,$$

for all $f \in F$, showing that $t\alpha x \in B$. Consequently, the set $B$ is a barrel in $X$ and, since $X$ is barrelled, $B$ is a neighborhood of $0 \in X$.

Take $R > 0$ and $p \in P$ such that $V := x_0 + RB_p \subset x_0 + B$. For $f \in F$ and $u \in RB_p \subset B$, there exists a net $(u_i)_{i \in I}$ in $B$ converging to $u$. The relations $f(x_0 + u_i) - f(x_0) \in 2^{-1}W - C$ and the continuity of $f$ imply

$$f(x_0 + u) - f(x_0) = \lim_{i} (f(x_0 + u_i) - f(x_0)) \in \text{cl}(\frac{1}{2}W - C) \subset W - C.$$ 

Similarly

$$f(x_0 - u) - f(x_0) \in W - C.$$ 

By the convexity of $f$

$$2f(x_0) \leq f(x_0 + u) + f(x_0 - u) \iff f(x_0 + u) - f(x_0) \geq f(x_0) - f(x_0 - u)$$

$$\Rightarrow f(x_0 + u) - f(x_0) \in f(x_0) - f(x_0 - u) + C.$$ 

But then

$$f(x_0 + u) - f(x_0) \in -W + C + C = W + C.$$ 

Therefore

$$f(x_0 + u) - f(x_0) \in (W - C) \cap (W + C) = W \subset B_q,$$

i.e.

$$q(f(x) - f(x_0)) \leq 1 \quad \forall x \in V \text{ and } \forall f \in F.$$

Hence

$$q(f(x)) \leq 1 + q(f(x_0)) \leq 1 + \sup\{q(f(x_0)) : f \in F\} =: \beta.$$ 

for all $x \in V$ and all $f \in F$. 


The proof of the fact that $F$ is equi-Lipschitz on every compact subset of $\Omega$ proceeds like in the case of one function, taking into account that, by (26), we can add ”for all $f \in F$” to each of the relations used in the proof of the corresponding assertion of Theorem 6.4.

8. Convex functions on metrizable TVS

In this section we shall discuss the Lipschitz properties of convex functions on metrizable TVS.

As it was shown in [12] continuous convex functions are also locally Lipschitz with respect to some translation invariant metrics.

For $0 < p < 1$ consider the linear space $\ell^p$ of all sequences $x = (x_k)$ of real numbers such that $\sum_{k=1}^{\infty} |x_k|^p < \infty$. The function

$$d(x, y) = \sum_{k=1}^{\infty} |y_k - x_k|^p$$

is a translation invariant (i.e. $d(x + z, y + z) = d(x, y)$, $\forall x, y, z \in X$) metric on $\ell^p$ generating a linear topology on $\ell^p$.

**Proposition 8.1.** Let $\Omega$ be an open convex subset of the space $\ell^p$, $0 < p < 1$. If $f : \Omega \to \mathbb{R}$ is continuous and convex, then $f$ is locally Lipschitz on $\Omega$.

**Proof.** For $x_0 \in \Omega$ there exists $r > 0$ and $a > 0$ such that $|f(x)| \leq a$ for all $x \in U$, where $U := \{x \in \ell^p : d(x_0, x) \leq r\} \subset \Omega$ is a neighborhood of $x_0$. Let $V := \{x \in \ell^p : d(x_0, x) \leq r/4\} \subset U$. For $x, y \in V$, $x \neq y$, we have $d(x, y) \leq r/2$ and

$$d\left(\frac{r}{2d(x, y)} (y - x), 0\right) = \left(\frac{r}{2d(x, y)}\right)^p d(y - x, 0)$$

$$= \left(\frac{r}{2d(x, y)}\right)^p d(x, y) = \left(\frac{r}{2}\right)^p (d(x, y))^{1-p} \leq \frac{r}{2}.$$

The element $z := y + r (d(x, y))^{-1} (y - x)$ belongs to $U$ because

$$d(z - x_0, 0) \leq d(y - x_0, 0) + d\left(\frac{r}{2d(x, y)} (y - x), 0\right) \leq \frac{r}{4} + \frac{r}{2} < r.$$

It follows

$$y = \frac{2d(x, y)}{2d(x, y) + r} x + \frac{r}{2d(x, y) + r} z,$$

so that, by the convexity of $f$,

$$f(y) \leq \frac{2d(x, y)}{2d(x, y) + r} f(z) + \frac{r}{2d(x, y) + r} f(x),$$

implying

$$f(y) - f(x) \leq \frac{2d(x, y)}{2d(x, y) + r} (f(z) - f(x)) \leq \frac{4a}{2d(x, y) + r} d(x, y) \leq \frac{4a}{r} d(x, y).$$

By symmetry

$$f(x) - f(y) \leq \frac{4a}{r} d(x, y),$$
so that

\[ |f(y) - f(x)| \leq \frac{4a}{r} d(x, y). \]

Consequently \( f \) is Lipschitz on \( V \) with \( L = (4a)/r. \)

\[ \square \]

**Remark 8.2.** The dual of the space \( \ell^p, 0 < p < 1 \), is the space \( \ell^\infty \) of all bounded sequences, the duality \( \alpha \mapsto \varphi_\alpha \in (\ell^p)^\ast \) for \( \alpha = (\alpha_k) \in \ell^\infty \), being realized by the formula

\[ \varphi_\alpha(x) = \sum_{k=1}^{\infty} \alpha_k x_k, \quad \text{for } x = (x_k) \in \ell^p; \]

(see [21, p. 110]).

Consequently, for \( 0 < p < 1 \) every space \( \ell^p \) contains a good supply of nonempty open convex sets and non identically null continuous convex functions.

In contrast, \( (L^p[0,1])^\ast = \{0\} \) for every \( 0 < p < 1 \), so that \( L^p[0,1] \) does not contain nonempty open convex subsets and the only continuous convex function on \( L^p[0,1] \) is \( f \equiv 0 \) (see [29, §1.47]

A similar result holds in metrizable LCS. Let \((X, \tau)\) be a Hausdorff LCS with the topology generated by the countable directed family \((p_n)_{n \in \mathbb{N}}\) of seminorms. It is known that the topology of \( X \) is metrizable and

\[ d(x, y) = \sum_{n=1}^{\infty} \frac{1}{2^n} \cdot \frac{p_n(x - y)}{1 + p_n(x - y)}, \quad x, y \in X, \]

is a translation invariant metric on \( X \) generating the topology \( \tau \).

**Proposition 8.3.** Let \( X \) be a metrizable Hausdorff LCS and \( \Omega \) an open convex subset of \( X \). If \( f : \Omega \to \mathbb{R} \) is a continuous convex function, then \( f \) is locally Lipschitz on \( \Omega \) with respect to the metric \( d \).

**Proof.** Let \( x_0 \in \Omega \). By Theorem 6.4 there exists a convex neighborhood \( U \subset \Omega \) of \( x_0 \), \( m \in \mathbb{N} \) and \( L_m > 0 \) such that

\[ |f(x) - f(y)| \leq L_m p_m(x - y), \]

for all \( x, y \in U \). Let \( r > 0 \) be such that \( V := \{ x \in X : d(x_0, x) \leq r \} \subset U \cap \{ x \in X : p_m(x - x_0) \leq 1 \} \). Then, for any \( x, y \in V \), \( p_m(x - y) \leq 2 \) and

\[ |f(x) - f(y)| \leq L_m p_m(x - y) = 2^m L_m (1 + p_m(x - y)) \cdot \frac{1}{2^m} \cdot \frac{p_m(x - y)}{1 + p_m(x - y)} \]

\[ \leq 3 \cdot L_m \cdot 2^m \cdot \sum_{k=1}^{\infty} \frac{1}{2^k} \cdot \frac{p_k(x - y)}{1 + p_k(x - y)} = L \cdot d(x, y), \]

where \( L := 3 \cdot L_m \cdot 2^m \)

\[ \square \]

**Remark 8.4.** The fact that the metric \( d \) is translation invariant is essential for the validity of Propositions 8.1 and 8.3.
Indeed, on $X = \mathbb{R}$ the metric $d(x, y) = |x^3 - y^3|$, $x, y \in \mathbb{R}$, generates the usual topology on $\mathbb{R}$. The function $f(x) = x$, $x \in \mathbb{R}$, is continuous and convex on $\mathbb{R}$, but it is not Lipschitz around 0, because

$$|f(x) - f(y)| = \frac{1}{x^2 + xy + y^2} \cdot |x^3 - y^3| \quad \text{for} \quad (x, y) \neq (0, 0),$$

and

$$\lim_{(x,y) \to (0,0)} \frac{1}{x^2 + xy + y^2} = +\infty.$$
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