Examining the validity of the two-dimensional conical model to describe the three-dimensional ZrTe$_5$
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Understanding the low-energy excitation state in three-dimensional (3D) layered compound ZrTe$_5$ remains a challenging problem in the study of novel topological materials. Recently a two-dimensional conical model was proposed to explain the experimental optical spectroscopy in 3D ZrTe$_5$ [Phys. Rev. Lett. 122, 217402 (2019)]. Motivated by this work, in this paper, we perform a systematic theoretical study on the optical conductivity of this model in both cases without and with an external magnetic field, in order to further demonstrate the validity of this model and to recover new physics. We find that there exist completely different characteristics for optical conductivity along different directions, due to anisotropic low-energy excitations in this two-dimensional conical model. Specifically, for the interband optical conductivity, we find asymptotic dependence on the optical frequency as $\text{Re}(\sigma_x) \sim \omega^{\frac{1}{2}}$ and $\text{Re}(\sigma_z) \sim \omega^{\frac{1}{2}}$, which are universal both in the gapped insulator phase and Weyl semimetal phase. For the magneto-optical conductivity, on the contrary, $\text{Re}(\sigma_{y/x})$ shows distinct signatures in the gapped insulator phase and Weyl semimetal phase, which can help distinguish the two phases. Our results, to be verified in future experiments, could provide more insights in the understanding of topological nature in ZrTe$_5$.

I. INTRODUCTION

Dirac semimetal stands as a paradigmatic representative of a symmetry-protected gapless topological state. It can be realized in the low-energy excitation of the pristine two-dimensional (2D) graphene [1] and also in several three-dimensional (3D) materials [2], such as Cd$_3$As$_2$ [3–5] and Na$_3$Bi [6]. The 3D Dirac node can be regarded as two overlapped Weyl nodes of opposite chiralities and is protected by the time-reversal and the spatial inversion symmetry. When either symmetry is broken, the Dirac node splits into a pair of Weyl nodes and the system comes into the so-called Weyl semimetal (WSM) phase, which has been found to exist in a multilayer heterostructure [7] and TaAs family [8–10].

Among the studies of 3D topological materials, a layered compound ZrTe$_5$, with an extremely high mobility, has aroused many interests [11–22]. Both theoretical and experimental results support a nontrivial topological of the low-energy excitation states in ZrTe$_5$. It is, however, still under heated debate so far, regarding the nature of the topological character. The early ab initio calculations indicated that ZrTe$_5$ was close to the phase boundary between the strong and weak topological insulators (TIs) [11], of which only the former has topologically protected surface states [23]. The angle-resolved photoemission spectroscopy (ARPES) [12], infrared spectroscopy [13], magneto-optical [14] measurements were interpreted in terms of the 3D gapless Dirac semimetal. The scanning tunneling microscopy (STM) studies [15, 16] found that ZrTe$_5$ was a weak 3D TI with a bulk band gap of about 80–100 meV, which was also supported by an ARPES study of the evolution of the band structure with temperature and surface doping [17]. To the contrary, other ARPES and optical transition studies revealed a metallic character of the sample surface and suggested that ZrTe$_5$ was a strong TI [18–20]. These contradictory verifications about the low-energy excitation state in ZrTe$_5$ may be attributed to its strong sensitivity on the details of the lattice parameter and also on the purity of the crystals.

Recently, based on an optical spectroscopy study in ZrTe$_5$, Martino et al. [22] proposed a novel viewpoint that its low-energy excitation should be more suitably described by a 2D conical model, as in Eq. (1), rather than by the 3D massless/massive Dirac model. In this 2D conical model, the linear conical dispersion is not 3D, but only 2D in the $x$–$y$ plane. A natural question arises that, is the proposed 2D conical model valid or sufficient to describe the low-energy excitation in 3D ZrTe$_5$? To explore this model and to reveal the topological nature in ZrTe$_5$, in this paper, we perform a systematic theoretical study on the optical conductivity of the 2D conical model. We will consider both cases without and with an external magnetic field.

Our main results are as follows. Starting from the Kubo’s formula, we obtain the analytical expressions for the optical conductivity in the clean limit and consider the effects of impurity scatterings by phenomenologically introducing a finite scattering rate. We find that, due to the anisotropic low-energy states, there exist completely different characteristics of the optical conductivity along the $x$– and $z$–direction. (i) For the interband optical conductivity, we find that no matter what phase the system lies in, the asymptotic dependence on the photon frequency is given as $\text{Re}(\sigma_x) \sim \omega^{\frac{1}{2}}$ and $\text{Re}(\sigma_z) \sim \omega^{\frac{1}{2}}$, which are less affected by the impurity scatterings. For the optical conductivity $\text{Re}(\sigma_x)$ in the band insulator phase, we obtain an accurate and exact expression compared to that in Ref. [22], as the whole wave vectors in the Brillouin zone are included in our calculations of the current density operator. (ii) For the magneto-optical...
conductivity, $\text{Re}(a_{\nu}^B)$, exhibits distinct signatures in the gapped insulator phase and WSM phase, which can provide clear evidences to distinguish the two phases. With increasing impurity scattering, numerics show that they provide clear evidences to distinguish the two phases. With our work may provide some guidances for experiment in the future and can help verify the low-energy excitation state in ZrTe$_5$.

**II. ENERGY BANDS AND LANDAU LEVELS**

We start from the description of 3D system with the 2D conical dispersion model. The two-band Hamiltonian is given as ($\hbar = 1$) [22, 24, 25],

$$H(k) = v(k_x \tau_x + k_y \tau_y) + (\Delta + \zeta k_z^2)\tau_z,$$

(1)

where the Pauli matrices $\tau$ act on the pseudospin degree of freedom, such as orbital or sublattice, $v$ is the isotropic Fermi velocity in the $x-y$ plane, $\Delta$ has the dimension of energy and $\zeta = \frac{m^*}{m}$, with $m^*$ being the effective mass in $z$-direction. Throughout this paper, we neglect the spin-orbit coupling and assume that spin is a good quantum number. The Hamiltonian preserves the inversion symmetry $I^{-1}H(-k)I = H(k)$, with $I = \tau_z$. The non-vanishing $\tau_z$ term in $H(k)$ breaks the time-reversal symmetry $T^{-1}H(-k)T \neq H(k)$, with $T = i\tau_y K$ and $K$ being the complex conjugation operator. Thus, the system belongs to the unitary class A in the Altland and Zirnbauer notations [26, 27].

Without external magnetic field, the energy and the corresponding eigenvector of $H(k)$ are obtained directly as

$$\varepsilon_s = s\varepsilon = s\sqrt{v^2(k_x^2 + k_y^2) + (\Delta + \zeta k_z^2)^2},$$

(2)

and

$$\psi_+ = \left(\begin{array}{c}
\chi^+ e^{-i\theta} \\
\chi^-
\end{array}\right), \quad \psi_- = \left(\begin{array}{c}
\chi^- e^{-i\theta} \\
-\chi^+
\end{array}\right),$$

(3)

with the band index $s = \pm 1$, $\tan \theta = \frac{k_y}{k_x}$, and $\chi_{\pm} = \sqrt{\frac{1}{2} \pm \frac{\Delta + \zeta k_z^2}{2v}}$. The Hamiltonian represents (i) the band insulator for $\Delta > 0$, (ii) the critical phase for $\Delta = 0$ and (iii) the WSM for $\Delta < 0$. In the WSM phase, the Weyl points are located at $K_{\pm} = (0, 0, \pm \sqrt{-\Delta})$, with the sign $\pm$ indicating opposite chiralities of the two Weyl nodes. The different phases controlled by $\Delta$ are schematically plotted in Fig. 1. In Ref. [22], the experimental studies supported the ZrTe$_5$ sample lies in the gapped band insulator phase, with $\Delta = 3\text{meV}$ derived from the magneto-optical transmission measurements. We note that a two-dimensional analogue of $H(k)$ was used to study the quantum multicriticality near the critical point driven by the short-range interactions [28].

When a magnetic field is present in the system, we assume it along the $z$-direction, $B = (0, 0, B)$. We choose the Landau gauge $A = (-yB, 0, 0)$ and make the Periels substitution $p \rightarrow p - eA$. By using the raising and lowering operators, the energy and eigenvector of the $n-LL$ are obtained as:

$$\varepsilon_{n>1,s} = s\varepsilon_n = s\sqrt{2nv^2l_B^2 + (\Delta + \zeta k_z^2)^2},$$

(4)

$$\varepsilon_0 = \Delta + \zeta k_z^2,$$

(5)

and

$$\psi_{n+} = \left(\begin{array}{c}
\chi_n e^{-i\theta_n} \\
\chi_{n-}\phi_n
\end{array}\right), \quad \psi_{n-} = \left(\begin{array}{c}
\chi_{n-}\phi_n \\
-\chi_n e^{-i\theta_n}
\end{array}\right),$$

(6)

with $\phi_n = \frac{\varepsilon_n}{\omega}$, $\varepsilon_n = \sqrt{\varepsilon_n^2 + l_B^2}$, $l_B = \frac{\sqrt{n}}{eB}$, $\varepsilon_n = \sqrt{\varepsilon_n^2 + l_B^2}$, $\chi_{n\pm} = \sqrt{\frac{1}{2} \pm \frac{\Delta + \zeta k_z^2}{2v}}$.

**III. INTERBAND OPTICAL CONDUCTIVITY**

In this section, we investigate the interband optical conductivity in the system without a magnetic field. The optical conductivity is calculated from the linear-response Kubo’s formula,

$$\sigma_{\alpha}(\omega) = -\frac{i}{V} \sum_{s,s',k} f(\varepsilon_s) - f(\varepsilon_{s'}) \frac{|\langle \psi_s | J_\alpha | \psi_{s'} \rangle|^2}{\varepsilon_s - \varepsilon_{s'} + i\Gamma},$$

(7)
Thus, calculations, the analytical results for the conductivities $\theta$ and $k$ states have the same electromagnetic fields are considered, the initial and final density operator. As the configuration of the uniform system, $\Gamma$ is the scattering rate, $\omega$ on, where $\alpha = x, z$ is the direction that the optical field acts on, $\omega$ is the photon frequency, $V$ is the volume of the system, $\Gamma$ is the scattering rate, $f(x)$ is the Fermi-Dirac distribution function, and $J_\alpha = -ie[r_\alpha, H]$ is the current density operator. As the configuration of the uniform electromagnetic fields are considered, the initial and final states have the same $k$.

In the clean limit $\Gamma = 0$, the optical conductivity is determined by the photon absorption process, therefore the energy conversation must be satisfied, $\omega + \varepsilon_s = \varepsilon_{s'}$, requiring that the band indices are $s = -1$ and $s' = 1$. Thus $\varepsilon_{-1} = -\frac{\omega}{2}$, $\varepsilon_1 = \frac{\omega}{2}$ and $f(\varepsilon_{-1}) - f(\varepsilon_1) = \theta(\frac{\omega}{2} + \mu) - \theta(-\frac{\omega}{2} + \mu) = \theta(\omega - 2\mu)$, where $\mu$ is the Fermi energy and $\theta(x)$ denotes the step function. After straightforward calculations, the analytical results for the conductivities at $\Gamma = 0$ can be obtained [31]. For $\Delta > 0$, we have

$$\text{Re}(\sigma_x) = \frac{\sigma_0 \sqrt{2} \xi}{21 \nu^2} c_1^3 (1 - \frac{6\Delta}{5\nu} - \frac{8\Delta^2}{5\nu^2}) \theta(\omega - 2\mu).$$  \hfill (9)

For $\Delta < 0$, we have

$$\text{Re}(\sigma_x) = \frac{\sigma_0 \sqrt{2} \xi}{20 \sqrt{2} \nu} [c_1 (1 + \frac{4\Delta}{9\nu} + \frac{16\Delta^2}{9\nu^2}) + c_2 (1 + \frac{4\Delta}{9\nu} - \frac{16\Delta^2}{9\nu^2}) \theta(-\omega - 2\Delta)] \theta(\omega - 2\mu),$$  \hfill (10)

and

$$\text{Re}(\sigma_z) = \frac{\sigma_0 \sqrt{2} \xi}{21 \nu^2} [c_1^3 (1 - \frac{6\Delta}{5\nu} - \frac{8\Delta^2}{5\nu^2}) + c_2^3 (1 - \frac{6\Delta}{5\nu} + \frac{8\Delta^2}{5\nu^2}) \theta(-\omega - 2\Delta)] \theta(\omega - 2\mu).$$  \hfill (11)

Here $\sigma_0 = \frac{\varepsilon_0^2}{2\pi}$ is the unit of the quantum conductivity, $c_1 = \sqrt{\omega - 2\Delta}$ and $c_2 = \sqrt{\omega - 2\Delta}$. It is interesting to find that $\text{Re}(\sigma_{x/z})$ has the same expression for the two cases of $\Delta > 0$ and $0 < -2\Delta < \omega$. If we use $\frac{\sqrt{\nu}}{\varepsilon_0}$ and $\frac{\sigma_0 \sqrt{2} \xi}{\nu^2}$ as the unit of $\text{Re}(\sigma_x)$ and $\text{Re}(\sigma_z)$, respectively, the conductivities depend on the three quantities, $\Delta$, $\omega$ and $\mu$.

It is worth emphasizing that in the band insulator phase $\Delta > 0$, the result of $\text{Re}(\sigma_x)$ in Eq. (8) is quite different when compared with the previous work [22]. In their work [22], to explain the experimental data of optical conductivity, the authors proposed the 2D conical model to describe 3D $\text{ZrTe}_5$. However, they made a slippery argument that only the behavior in the vicinity of the Weyl point was interested, and therefore, in the calculation of the current density operator, only the limiting region of $k \to 0$ was considered. As a result, the second and third term of $\text{Re}(\sigma_x)$ in Eq. (8) are missing in their work [22], while these terms are actually very important when the photon frequency is comparable to $\Delta$, $\omega \sim \Delta$.

Our result is accurate and more reasonable by taking into account the contributions of all $k$ in the whole Brillouin zone.

We plot the interband optical conductivities $\text{Re}(\sigma_x)$ and $\text{Re}(\sigma_z)$ in Figs. 2(a) and (b), respectively. First we consider the zero Fermi energy, $\mu = 0$. For the band insulator, the optical transitions are allowed only when the photon frequency is larger than the energy gap, $\omega > 2\Delta$, and occur at the wave vector $k_z = \pm k_1 = \pm \frac{\Delta}{\xi} + \frac{1}{2\pi} \sqrt{\omega^2 - \rho^2}$, with the condition $0 < \rho < \omega$. In Fig. 2, there is a low-frequency cutoff in both $\text{Re}(\sigma_x)$ and $\text{Re}(\sigma_z)$. Note that the contributions to the conductivity from the positive and negative wave vectors are equal. For the WSM, the transitions at $k_z = \pm k_1$ are also allowed, but the condition changes as $0 < \rho < \omega$. Besides $k_z = \pm k_1$, the additional transitions at $k_z = \pm k_2 = \pm \frac{\Delta}{\xi} - \frac{1}{2\pi} \sqrt{\omega^2 - \rho^2}$ are allowed, with the condition $0 < \rho < \omega$ for $\omega < -2\Delta$.
In this section, we investigate the magneto-optical conductivity in the system when an external magnetic field.

The results show that for the 2D conical model, the asymptotic optical conductivity depends heavily on the direction that the optical field acts on, but is independent of the phase that the system lies in. On one hand, the asymptotic Re(σz) is consistent with the experimental results in ZrTe5 [22], demonstrating the validity of the model in explaining the optical response. On the other hand, to fully understand the topological nature of 3D ZrTe5 and to evaluate the validity of the 2D conical model, further experimental studies are needed, especially of Re(σx).

For d-dimensional Dirac electrons, featuring the linear dispersions in all directions down to arbitrarily low energy, the interband optical response [32, 33] was found to scale as Re(σ) ∝ ω(d−2)/2, with z being the exponent in the band dispersion relation, ε(k) ∝ |k|^z. As the dispersion is isotropic, there is no difference for the optical response in different directions. In 2D graphene, Re(σ) is independent of the photon frequency, which has been verified in experiment [34, 35]. In 3D Dirac and Weyl semimetals, the optical conductivity is linear with the photon energy, which has been observed in Cd3As2 [36, 37] and TaAs [38]. For the 2D conical model studied in this work, the obtained exponents of 1/2 and 3/2 are quite different from the isotropic Dirac models.

For the finite carrier density in real samples, the nonvanishing Fermi energy can screen the contributions to the conductivity from the conduction band that lies below it, εF < μ. As a result, the optical conductivity vanishes when ω < 2μ and the corresponding signatures are concealed, as shown in Fig. 2. More importantly, when the Fermi energy satisfies μ > |Δ|, the optical conductivities exhibit similar shapes for Δ > 0 and Δ < 0. Therefore, it is unlikely to judge which phase the system lies in from the interband optical conductivity.

The impurity scatterings are crucial in determining the transport properties of the system. Here we include it phenomenologically by considering a nonvanishing scattering rate Γ in Eq. (7) [29]. The optical conductivity at finite Γ is calculated numerically and the results are also plotted in Fig. 3. We have carefully checked that as Γ → 0, the numerical results are consistent with the analytical ones. We observe that for Δ > 0, the low-frequency cutoff in Re(σx) and Re(σz) will gradually disappear with increasing Γ. At strong scattering rate Γ = 0.5, the optical conductivity can reach a nonzero value even at zero frequency, ω = 0. This is attributed to the fact that the increasing impurity scatterings can scatter more electronic states into the energy gap. For Δ < 0, the sharp increase in Re(σx) and the kink point in Re(σz) are smoothened by the impurity scatterings. However, the asymptotic behaviors of the optical conductivities are not affected by Γ, even when the impurity scatterings are sufficiently strong as Γ = 0.5Δ, which is accessible in the experimental condition. For the mass parameter Δ = 3meV in ZrTe5 [22], we estimate that the scattering rate Γ = 0.1Δ = 0.3meV and the optical frequency ω = 10Δ = 30meV.

IV. MAGNETO-OPTICAL CONDUCTIVITY

In this section, we investigate the magneto-optical conductivity in the system when an external magnetic field
anomaly arises [2, 41]. The chiral anomaly can lead to the fields are present, the intriguing phenomenon of the chiral indicated. In Fig. 4, in which the wave vectors are explicitly indicated with arrows. The wave vectors for the transitions are $k_{1x}^n = \sqrt{\frac{2a_n}{\tilde{\chi}} - \frac{\tilde{\lambda}}{\tilde{\chi}}}$ and $k_{2x}^n = \sqrt{-\frac{a_n}{\tilde{\chi}} - \frac{\tilde{\lambda}}{\tilde{\chi}}}$, $k_{1z}^n = \sqrt{\frac{a_n}{\tilde{\chi}} - \frac{\tilde{\lambda}}{\tilde{\chi}}}$, $k_{2z}^n = \sqrt{-\frac{a_n}{\tilde{\chi}} - \frac{\tilde{\lambda}}{\tilde{\chi}}}$.

is present, which can provide rich information about the LL structure and electronic dynamics. The previous experimental studies about magneto-optical spectroscopy in ZrTe$_5$, revealed that an exceptionally low magnetic field can drive the compound into the quantum limit [14, 19]. The magneto-optical conductivity can also be calculated from the Kubo’s formula in Eq. (7). As the quantized LLs are formed with the magnetic field, the Kubo’s formula under the LL basis becomes

$$\sigma_x^B (\omega) = \frac{-i}{2\pi I_B^2} \int_{-\infty}^{\infty} \frac{dk_z}{2\pi} \sum_{n,n'} \frac{\epsilon_{ns}}{\omega + \epsilon_{ns} - \epsilon_{n's'} + i\Gamma} \left| \langle \psi_{ns} | J_0 | \psi_{n's'} \rangle \right|^2$$

$$(14)$$

where the factor $\frac{1}{2\pi I_B^2} = \frac{D}{\tilde{\phi}_0}$ denotes the degeneracy of each Landau state in an unit area of the $x-y$ plane. For convenience, we use $\epsilon_a = \sqrt{\frac{h}{I_B}}$ as the unit of energy and label the rescaled quantities as $\tilde{\epsilon}_{ns} = \frac{\epsilon_{ns}}{\epsilon_a}$, $\tilde{\Delta} = \frac{\Delta}{\epsilon_a}$, $\tilde{\omega} = \frac{\omega}{\epsilon_a}$, $\tilde{\mu} = \frac{\mu}{\epsilon_a}$, $\tilde{\mu}_+ = -\tilde{\mu}_-$, and $\tilde{\Gamma} = \Gamma/\epsilon_a$. Here we choose the zero Fermi energy, $\tilde{\mu} = 0$, and focus only on the interband optical transitions.

In the clean limit $\Gamma = 0$, in addition to the energy conservation $\omega + \epsilon_{ns} = \epsilon_{n's'}$, the nonvanishing matrix element in Eq. (14) determines the selection rules between the initial and final states [14, 29, 30, 39, 40]: if the optical field is perpendicular to the magnetic field, the Landau indices between the states differ by 1, $n-n' = \pm 1$; if the optical field is parallel to the magnetic field, the Landau indices are the same, $n = n'$. So the $n = 0$ LL can contribute to $\text{Re}(\sigma_x^B)$, but not to $\text{Re}(\sigma_y^B)$. The photon-assisted LL transitions are schematically plotted in Fig. 4, in which the wave vectors are explicitly indicated.

In $\text{Re}(\sigma_x^B)$, where the parallel electric and magnetic fields are present, the intriguing phenomenon of the chiral anomaly arises [2, 41]. The chiral anomaly can lead to the nonconservative electron density at the two Weyl nodes and shift the local Fermi energy from zero to finite $\tilde{\mu}_+/\tilde{\mu}_-$, with $\tilde{\mu}_+ = -\tilde{\mu}_- > 0$ [42]. However, if we assume that the variation of the local Fermi energy is below the $n = 1$ LL, $\tilde{\mu}_+ < \tilde{\xi}_{1+}$, the resonant peaks in $\text{Re}(\sigma_x^B)$ will not be affected by the chiral anomaly [30].

Using the obtained LL solutions, the magneto-optical conductivities can be derived at $\Gamma = 0$ [31]. For $\Delta > 0$, we have

$$\text{Re}(\sigma_x^B) = \frac{\sigma_0}{8\sqrt{2}\tilde{\omega}^2} \sum_{n \geq 1} \left( \frac{\tilde{\omega}^2 - \tilde{\mu} \tilde{\omega} g_n - 2n - 1}{g_n \sqrt{g_n - 2\Delta}} \right)$$

$$+ \frac{\sigma_0 f_1}{4\sqrt{2}\tilde{\omega}},$$

$$\text{(15)}$$

and

$$\text{Re}(\sigma_y^B) = \frac{\sigma_0 2\sqrt{2\tilde{\omega}}}{\tilde{\omega}^2 I_B^2} \sum_{n \geq 1} \left( \frac{n \sqrt{h_n - 2\Delta}}{h_n} + \frac{\sqrt{-h_n - 2\Delta}}{h_n} \right).$$

$$\text{(16)}$$

For $\Delta < 0$, we have

$$\text{Re}(\sigma_x^B) = \frac{\sigma_0}{8\sqrt{2}\tilde{\omega}^2} \sum_{n \geq 1} \left( \frac{\tilde{\omega}^2 - \tilde{\mu} \tilde{\omega} g_n - 2n - 1}{g_n \sqrt{g_n - 2\Delta}} \right)$$

$$+ \frac{\tilde{\omega}^2 + \tilde{\mu} \tilde{\omega} g_n - 2n - 1}{g_n \sqrt{-g_n - 2\Delta}} + \frac{\sigma_0}{4\sqrt{2}\tilde{\omega}} \left( f_1 \theta(\tilde{\xi}_0 > \tilde{\mu}) \right)$$

$$+ f_2 \theta(\tilde{\xi}_0 < \tilde{\mu}),$$

$$\text{(17)}$$

and

$$\text{Re}(\sigma_y^B) = \frac{\sigma_0 2\sqrt{2\tilde{\omega}}}{\tilde{\omega}^2 I_B^2} \sum_{n \geq 1} \left( \frac{n \sqrt{h_n - 2\Delta}}{h_n} + \frac{\sqrt{-h_n - 2\Delta}}{h_n} \right).$$

$$\text{(18)}$$

Here the parameters $f_1 = \frac{1}{\sqrt{\tilde{\omega}^2 - 2\Delta}}$, $f_2 = \frac{1}{\tilde{\omega} - \tilde{\omega} - 2\Delta}$, $g_n = \sqrt{(\tilde{\omega} - 1/\tilde{\chi})^2 - 4n}$ and $h_n = \sqrt{\tilde{\omega}^2 - 4n}$. In Eqs. (15) and (17) of $\text{Re}(\sigma_x^B)$, $\lambda = 1$ and $-1$ represents $n \rightarrow (n+1^-)$ and $(n+1)^+ - n \rightarrow$ LL transition, respectively, and the last term(s) is related to $n = 0$ LL transition. In Eqs. (17) and (18), the first term in the bracket corresponds to $k_z = \pm k_{1z}^0$ transition and the second term corresponds to $k_z = \pm k_{2z}^0$ transition. If we use $\frac{2\tilde{\omega}^2}{I_B^2}$ and $\frac{\tilde{\omega}^2 I_B^2}{h_n}$ of $\text{Re}(\sigma_x^B)$ and $\text{Re}(\sigma_y^B)$, respectively, the magneto-optical conductivities are also dependent on the three quantities, $\Delta$, $\tilde{\omega}$ and $\tilde{\mu}$.

The results of $\text{Re}(\sigma_x^B)$ and $\text{Re}(\sigma_y^B)$ are plotted as a function of $\tilde{\omega}$ in Figs. 5 and 6, respectively. The resonant peaks in the conductivities correspond to the singularities in Eqs. (15)-(18). As the transitions persist with increasing frequency at larger $k_{1z}^0$, the long tails of the peaks and the linear background in $\text{Re}(\sigma_x^B)$ are thus induced. This is consistent with the previous magneto-optical studies in 3D WSMs and other materials [29, 30, 39].
First, we consider the conductivity in the band insulator, $\Delta = 0.8$. For $\text{Re}(\sigma_{xy}^B)$ in Fig. 5(a), with increasing frequency, the transition peaks appear. One finds that both $n \to (n+1)$ and $(n+1) \to n$ transitions have the onset frequency at $\tilde{\omega}_{xa}^n = \sqrt{\Delta^2 + n} + \sqrt{\Delta^2 + n+1}$, which corresponds to a strong peak and is determined by $y_n = 2\Delta$ in Eq. (15). Note that $\tilde{\omega}_{xa}^0 = \Delta + \sqrt{\Delta^2 + 1}$ is a singularity of the last term. For $\text{Re}(\sigma_{xy}^B)$ in Fig. 6(a), there are weak peaks in the conductivity. Intuitively, the energy difference between $n$ and $n+1$ LLs at $k_z = 0$ gives the onset frequency at $\tilde{\omega}_{xa}^n = 2\sqrt{\Delta^2 + n}$. But as $\omega = \tilde{\omega}_{xa}^n$ is not a singularity of Eq. (16), it just gives the onset frequency of the transition and the weak peaks occur at a frequency larger than the onset frequency $\omega > \tilde{\omega}_{xa}^n$. 

Next, we consider the WSM, $\Delta = -0.8$. For $\text{Re}(\sigma_{xy}^B)$ in Fig. 5(b), two aspects are worth pointing out: (i) The double-strong peaks appear in the conductivity. This is because four different photon absorptions are included in one LL transition, e.g., see $1- \to 2+$ transition in Fig. 4(b). Two are related to the wavevector $k_z = \pm k_{1x}$, with the onset frequency $\tilde{\omega}_{xa}^n = \sqrt{n} + \sqrt{n+1}$, which is determined by $g_n = 0$ in Eq. (17). Another two are related to $k_z = \pm k_{2x}$, and the corresponding transitions are restricted in a finite frequency range $\tilde{\omega}_{xb}^n < \omega < \tilde{\omega}_{xa}^n$. So there are no tails for these transitions. The maximum frequency $\tilde{\omega}_{xa}^n$ is determined by $g_n = 2|\Delta|$ in Eq. (17) and is the same as the above $\Delta > 0$ case. (ii) As the zeroth LL intersects the zero energy, it may lie in the conduction band or the valence band. If $\bar{\varepsilon}_0 > \bar{\mu}$, the $1- \to 0$ transition occurs with $\omega > \tilde{\omega}_{xb}^0 = 1$, while if $\bar{\varepsilon}_0 < 0$, the $0 \to 1+$ transition is restricted in a finite frequency range $\tilde{\omega}_{xb}^0 < \omega < \tilde{\omega}_{xa}^0 = -\Delta + \sqrt{\Delta^2 + 1}$. Note that $\omega = \tilde{\omega}_{xa}^0$ is a singularity and corresponds to a strong peak, while $\omega = \tilde{\omega}_{xb}^0$ is not a singularity and there is no strong peak. When the Fermi energy is tuned above (below) the zero energy, $\bar{\mu} > 0$ ($\bar{\mu} < 0$), the peak at $\omega = \tilde{\omega}_{xb}^0$ will move to high (low) frequency.

For $\text{Re}(\sigma_{xz}^B)$ in Fig. 6(b), there are strong peaks and kinks in the conductivity. Similar to $\text{Re}(\sigma_{xy}^B)$ in Fig. 5(b),
As the Fermi energy is finite in real samples, the low-frequency signatures of the magneto-optical conductivity will be screened by the Fermi surface, which is the same as the interband optical conductivity in the above section. However, the high-frequency signatures still exist, as \( \text{Re}(\sigma^B_z) \) exhibits strong resonant peaks in the gapped insulator phase and double-strong peaks in the WSM phase, while \( \text{Re}(\sigma^B_z) \) exhibits weak peaks in the gapped insulator phase and the kink structure in the WSM phase. Therefore we suggest that the magneto-optical conductivities can give clear evidences about which phase the system lies in.

We also consider the effect of the impurity scatterings on the magneto-optical conductivity phenomenologically, by including a finite scattering rate \( \Gamma \) in Eq. (14). The numerical results of the conductivity at finite \( \Gamma \) are plotted in Figs. 5 and 6. We have also carefully checked that as \( \Gamma \rightarrow 0 \), the numerical results are consistent with the analytical ones. We see that for weak scattering \( \Gamma = 0.02 \), the resonant peaks in \( \text{Re}(\sigma^B_z) \) and \( \text{Re}(\sigma^B_z) \) are well preserved. With increasing \( \Gamma \), the LL broadenings may be larger than the separations between neighboring LLs [43, 44]. Consequently, the impurity scatterings tend to blur out the resonant peaks in the conductivity [29]. In Figs. 5 and 6, the resonant peaks disappear at strong scattering \( \Gamma = 0.2 \). In Fig. 6(b), the kink structure in \( \text{Re}(\sigma^B_z) \) at \( \Delta < 0 \) is easily broken by the impurity scatterings, even when \( \Gamma \) is weak. So the kink structure may not be easily discerned in experiment. However, for weak \( \Gamma \), they can still provide important evidence to distinguish the two phases, since the weak peaks and strong peaks in the two different phase can be identified in \( \text{Re}(\sigma^B_z) \). Similar to disorder scattering, finite temperatures can also smooth out the absorption signatures [29, 30]. Thus the key features in the magneto-optical conductivity would be observable as long as the temperature and the impurity scatterings are small compared to \( \Delta \).

For the Fermi velocity \( v = 5 \times 10^9\text{m/s} \) in ZrTe5 [22], we estimate that \( \varepsilon_u = 18.1\sqrt{B}\text{meV} \). So \( \Delta = 0.8\varepsilon_u \) used in Figs. 5(a) and 6(a) equals to the experimental value \( \Delta = 3\text{meV} \) when the magnetic field is weak as \( B = 0.043\text{T} \). We also estimate that the photon frequency \( \omega = 2\varepsilon_u = 36.2\sqrt{B}\text{meV} \), and a scattering rate \( \Gamma = 0.1\varepsilon_u = 1.81\sqrt{B}\text{meV} \).

V. CONCLUSIONS

In conclusion, we have performed a systematic study on the frequency-dependent optical conductivity of the 2D conical model. To evaluate the validity of this model in describing the topological properties of 3D ZrTe5, we consider the optical conductivity in both cases with and without an external magnetic field. For the interband optical conductivities, the asymptotic behaviors at high frequency can support the validity of the 2D conical model. The asymptotic behaviors also show robustness to the impurity scatterings. For the magneto-optical conduc-

---

**FIG. 7.** (Color online) Plot of the characteristic frequencies in the magneto-optical conductivity vs \( |\Delta| \). \( \omega, \omega^u_{za/b} \) and \( \Delta \) are measured in units of \( \varepsilon_u \). (a) \( \omega^u_{za/b} \) for \( 0 \leq n \leq 4 \) and (b) \( \omega^u_{za/b} \) for \( 1 \leq n \leq 4 \). Four different photon absorptions are included in one transition, e.g., see 1− → 1+ transition in Fig. 4(b). Two are related to \( k_z = \pm k_{z}^{0} \) and occur at the onset frequency \( \omega_{zb}^{0} = 2\sqrt{\varepsilon_u} \), which is determined by \( h_u = 0 \) of the first term in Eq. (18). Another two are related to \( k_z = \pm k_{z}^{0} \) and are also restricted in a finite range \( \omega_{zb}^{0} < \omega < \omega_{za}^{n} \). As the maximum frequency \( \omega = \omega_{za}^{n} \) is not a singularity, it does not correspond to the strong peak in \( \text{Re}(\sigma^B_z) \), but instead, to the kink, as shown by the arrows in Fig. 6(b). To explore the influence of \( \Delta \) on the magneto-optical conductivity, we plot the characteristic frequencies \( \omega^u_{za/b} \) and \( \omega^u_{za/b} \) as a function of \( |\Delta| \) in Fig. 7. It is shown that \( \omega_{za}^{n} \) and \( \omega_{za}^{n} \) increase with \( |\Delta| \), but \( \omega_{zb}^{n} \) and \( \omega_{zb}^{n} \) remain unchanged. For the critical phase \( \Delta = 0 \), the characteristic frequencies overlap as \( \omega_{za}^{0} = \omega_{zb}^{0} \) and \( \omega_{za}^{n} = \omega_{zb}^{n} \). In the WSM phase, if \( -1 < \Delta < 0 \), the double-strong peaks in \( \text{Re}(\sigma^B_z) \) and the kinks in \( \text{Re}(\sigma^B_z) \) are clearly resolved, which favor the observations in experiment. If \( \Delta < -1 \), we have \( \omega_{za}^{n} > \omega_{zb}^{n+1} \) and \( \omega_{za}^{n} > \omega_{zb}^{n+1} \), meaning that the characteristic frequencies are mixed, which in turn makes them hard to be resolved in experiment.
tivities, their distinct behaviors can give further information about which phase the system lies in. As the impurity scatterings can smooth out the signatures in the magneto-optical conductivity, the clean ZrTe$_5$ samples are favored in experiment. Our work helps characterize the low-energy electronic states in ZrTe$_5$ and further broaden the understanding of topological nature of the anisotropic Dirac electrons.
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