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Abstract

We propose a Regularization framework based on Adversarial Transformations (RAT) for semi-supervised learning. RAT is designed to enhance robustness of the output distribution of class prediction for a given data against input perturbation. RAT is an extension of Virtual Adversarial Training (VAT) in such a way that RAT adversarially transforms data along the underlying data distribution by a rich set of data transformation functions that leave class label invariant, whereas VAT simply produces adversarial additive noises. In addition, we verified that a technique of gradually increasing of perturbation region further improves the robustness. In experiments, we show that RAT significantly improves classification performance on CIFAR-10 and SVHN compared to existing regularization methods under standard semi-supervised image classification settings.

Introduction

Semi-supervised learning (SSL) (Chapelle, Scholkopf, and Zien 2006) is an effective learning framework on datasets that have large amounts of the data and few labels. In a practical situations, obtained datasets are often partially labeled, because labeling is more costly than collecting data in many cases. Thus, a powerful SSL framework that enhances the model performance is needed.

Among the many SSL algorithms, virtual adversarial training (VAT) (Miyato et al. 2016; 2018) is a successful one. It regularizes local distributional smoothness, by which we mean the robustness of the output distribution around each input datapoint against local perturbation, by using virtual adversarial perturbation. The perturbation is calculated as the noise, which adversarially changes the output of the model, and VAT imposes the consistency between the outputs of the model for the data and the perturbed data. It indicates that VAT enforces the output distribution to be robust with respect to perturbation within the $\epsilon$-ball centered on the data, where $\epsilon$ denotes the norm of the perturbation vector. The specific advantage of VAT is to leverage the adversarial perturbation.

Figure 1: Comparison between VAT and RAT with moons dataset. Colored regions of (b), (c), and (d) correspond to prediction confidence. Each moon has 10 labeled data (dark color points in (a)) and 30 unlabeled data (light color points in (a)), and each data is randomly generated from semicircles in (a) with Gaussian noise. RAT uses noise injection and rotation along the blue and red semicircles in (a) as transformation. The setting of (b) and (d) is the same except for using rotation in (d).

Although VAT demonstrates remarkable accuracy in standard benchmarks, VAT allows the smoothing only within the $\epsilon$-ball. This means that there is no guarantee that two data-points are classified into the same class even if they belong to the same class, if the distance between them is greater than $2\epsilon$ (see Figure 1 (b)). However, if $\epsilon$ is too large, the perturbed data may penetrate the true class boundary; inconsistency within $\epsilon$-ball may occur (see Figure 1 (c)). To summarize, the $\epsilon$-ball, that is an isotropic hypersphere in the input space, is too universal to take the underlying data distribution into account. Our basic idea is to use some adversarial transformations under which a datapoint transforms to another point...
Within the underlying distribution of the same class. We propose a regularization framework, RAT (Regularization based on Adversarial Transformations), which regularizes the smoothness of the output distribution by utilizing adversarial transformations. The aim of RAT is to make the outputs with respect to the same class data close. We justify RAT as the regularization for smoothing the distribution, and provide use of composite functions and a technique, \( \epsilon \)-rampup, that enlarge the area in which the smoothing is effective. To demonstrate the effectiveness of RAT, we compare it with baseline methods in the experiments following the valid setting proposed by Oliver et al. (2018), and RAT outperforms baseline methods.

We summarize our contributions as follows:

- We propose the regularization framework based on adversarial transformations, which includes VAT as a special case. Unlike VAT, RAT can impose distributional smoothness along the underlying data distribution.
- We claim that use of composite transformations, each of which leaves class label invariant, can further improve the smoothing effect, because it enhances the degrees of freedom.
- Moreover, we provide a technique to enhance the smoothing effect by ramping up \( \epsilon \). The technique is common to VAT and RAT, and enlarge the area in which the smoothing is effective.
- RAT outperforms baseline methods in semi-supervised image classification tasks. In particular, RAT is robust against reduction of labeled samples, compared to other methods.

**Virtual Adversarial Training: A Review**

In this section, we review virtual adversarial training (VAT) (Miyato et al. 2016; 2018). VAT is a similar method of the adversarial training (Goodfellow, Shlens, and Szegedy 2014), but the aim of VAT is to regularize distributional smoothness. Miyato et al. (2016; 2018) claimed importance of the adversarial noise and proved this by comparing it with random perturbation training. VAT has indeed shown state-of-the-art results in valid benchmarks (Oliver et al. 2018).

Let \( x \in \mathbb{R}^I \) be a data sample where \( I \) is the dimension of the input, and \( p_0(y|x) \) be a model distribution parameterized by \( \theta \). The objective function of VAT in SSL scenario is:

\[
\mathcal{L}_{\text{VAT}}(x_l, y, x_u, \theta) \equiv \mathcal{L}(x_l, y, \theta) - \lambda \text{LDS}(x_u, \theta),
\]

(1)

where \( \mathcal{L} \) denotes a supervised loss term. \( x_l, y \) and \( x_u \) are labeled data, its labels, and unlabeled data. \( \lambda \) is a scaling parameter for regularization. LDS, local distributional smoothness, is defined as follows:

\[
\text{LDS}(x, \theta) \equiv -\Delta_{\text{KL}}(r_{\text{v-adv}}, x, \theta),
\]

(2)

where \( \Delta_{\text{KL}} \) and \( r_{\text{v-adv}} \) are KL divergence between output distributions with respect to an original data and a noise-added data, and virtual adversarial perturbation, respectively. They are defined as follows:

\[
\Delta_{\text{KL}}(r, x, \theta) \equiv \text{KL} [p_0(y|x) \| p_0(y|x + r)],
\]

\[
r_{\text{v-adv}} \equiv \arg \max_r \{ \Delta_{\text{KL}}(r, x, \theta); ||r||_2 \leq \epsilon \},
\]

(3)

where \( \text{KL}[\cdot\|\cdot] \) denotes KL divergence and \( ||\cdot||_2 \) denotes the L2 norm. \( \epsilon \) is a hyperparameter to control the range of the smoothing.

\( r_{\text{v-adv}} \) emerges as the eigenvector of Hessian matrix \( H(x, \theta) \equiv \nabla^2 \Delta_{\text{KL}}(x, \theta) \) from the following derivation. Since \( \Delta_{\text{KL}}(r, x, \theta) \) takes a minimum value at \( r = 0, \nabla_r \Delta_{\text{KL}}(r, x, \theta)|_{r=0} = 0 \). Therefore, the second-order Taylor approximation of \( \Delta_{\text{KL}}(r, x, \theta) \) around \( r = 0 \) is:

\[
\Delta_{\text{KL}}(r, x, \theta) \approx \frac{1}{2} r^T H(x, \theta) r.
\]

(5)

We can describe (4) using (5) as follows:

\[
r_{\text{v-adv}} \approx \arg \max_r \{ r^T H(x, \theta) r; \|r\|_2 \leq \epsilon \}.
\]

(6)

By this approximation, \( r_{\text{v-adv}} \) is parallel to the eigenvector corresponding to the largest eigenvalue of \( H(x, \theta) \). Note that VAT assumes that \( p_0(y|x) \) is differentiable with respect to \( \theta \) and \( x \) almost everywhere, and we also assume it in this paper.

**Regularization Based on Adversarial Transformations**

We propose the regularization framework, RAT, which imposes the consistency between output distributions with respect to datapoints belonging to the same class. Leveraging the power of adversariality, we introduce adversarial transformations that replace additive adversarial noises \( r_{\text{v-adv}} \) in VAT.

To consider imposing the consistency, we assume that each datapoint belonging to \( k \)-th class is in a class-specific subspace \( S_k \). We consider the generic transformation parameterized by \( \phi \), for any \( k, f_\phi : S_k \rightarrow S_k \) such that \( ||\phi|| \leq \epsilon \), where \( ||\cdot|| \) denotes valid norm with respect to \( f_\phi \) such as L1, L2, or operator norm. Our strategy is to regularize the output distribution by utilizing \( f_\phi \) instead of \( r_{\text{v-adv}} \). Note that we mainly consider the image classification tasks in this work. Therefore, we deal with the transformation such as the spatial transformation or the color distortion.

We define local distributional smoothness utilizing a transformation as follows:

\[
\text{LDS}_{T}(x, \theta) \equiv -\tilde{\Delta}_{\text{KL}}(f_{\phi_{\text{T-adv}}}, x, \theta),
\]

where \( \tilde{\Delta}_{\text{KL}} \) and \( \phi_{\text{T-adv}} \) are defined as follows:

\[
\tilde{\Delta}_{\text{KL}}(f_\phi, x, \theta) \equiv \text{KL} [p_\theta(y|x) \| p_\theta(y|f_\phi(x))],
\]

\[
\phi_{\text{T-adv}} \equiv \arg \max_\phi \{ \tilde{\Delta}_{\text{KL}}(f_\phi, x, \theta); ||\phi|| \leq \epsilon \}.
\]

(8)

We refer to \( f_{\phi_{\text{T-adv}}} \) as an adversarial transformation in this paper. There are some adversarial attacks utilizing functions instead of additive noises (Alaifari, Alberti, and Gauksson 2018; Tsuzuku and Sato 2019), and the relation between adversarial transformation and these attacks is similar to the relation between virtual adversarial perturbation and adversarial perturbation (Goodfellow, Shlens, and Szegedy 2014).

We utilize LDS\(_T\) for imposing the consistency. Thus, the objective function of RAT for SSL scenario is represented as follows:

\[
\mathcal{L}_{\text{RAT}}(x_l, y, x_u, \theta) \equiv \mathcal{L}(x_l, y, \theta) - \lambda \text{LDS}_{T}(x_u, \theta).
\]

(10)
We can identify VAT as the special case of RAT; when \( f_\phi(x) = x + \phi \) and \( \| \cdot \| \) is the L2 norm, RAT is equal to VAT.

To compute LDS, we have to solve the maximization problem (9). However, it is difficult to exactly solve it. Therefore, we consider approximating it by using Taylor approximation.

To efficiently approximate and solve (9), \( f_\phi \) needs to satisfy the following two conditions:

1. **C1.** \( f_\phi \) is differentiable with respect to \( \phi \) almost everywhere.
2. **C2.** There is a parameter \( \phi_{id} \) that makes \( f_\phi \) identity transformation, \( f_{\phi_{id}}(x) = x \).

If \( f_\phi \) satisfies these conditions, \( \Delta_{KL}(f_\phi, x, \theta) \) takes a minimum value at \( \phi = \phi_{id} \) and (8) is written in the same form as (5) by the second-order Taylor approximation around \( \phi_{id} \) as \( \Delta_{KL}(f_\phi, x, \theta) = \frac{1}{2}\phi^T H(f_\phi, x, \theta) \phi \), where \( H(f_\phi, x, \theta) \equiv \nabla \phi \Delta_{KL}(f_\phi, x, \theta)\bigr|_{\phi=\phi_{id}} \). Thus, (9) is approximated as follows:

\[
\phi_{T-adv} \approx \arg \max_{\phi} \{ \phi^T H(f_\phi, x, \theta) \phi; \| \phi \| \leq \epsilon \}.
\]

\( \phi_{T-adv} \) is also parallel to the eigenvector corresponding to the largest eigenvalue of \( H(f_\phi, x, \theta) \).

\( f_\phi \) allows any transformations satisfying \( f_\phi : S_k \to S_k \), and the conditions C1 and C2. In this paper, we use hand-crafted transformations depending on input data domain such as image coordinate shift, image resizing, or global color change, to name a few for the case of an image classification task. In a next section, we propose use of composite transformations as \( f_\phi \) to further enhance the effect of the smoothing.

**Use of Composite Transformations**

Let \( \mathcal{F} \) be a set of functions, \( \{ f_\phi : S_k \to S_k; \| \phi \| \leq \epsilon \} \), satisfying the conditions C1 and C2. \( \mathcal{F} \) may contain composite functions of the form \( f_{\phi_{id}} = f_{\phi_{id}^{(1)}} \circ f_{\phi_{id}^{(2)}} \circ \cdots \circ f_{\phi_{id}^{(n)}} \), where \( f_{\phi_{id}^{(i)}} \in \mathcal{F} \); \( \| \phi^{(i)} \| \leq \epsilon^{(i)} \) and \( \tilde{\phi} \equiv \{ \phi^{(i)} \}_{i=1} \). It is obvious that these composite functions \( f_{\tilde{\phi}} : S_k \to S_k(\forall k) \) satisfy the conditions C1 and C2.

By having such composite functions, one can obtain a much richer set of transformations that still yield class-invariant transformations, as given by the relation, \( \tilde{f}_{\phi} = f_{\phi_{id}^{(1)}} \circ f_{\phi_{id}^{(2)}} \circ \cdots \circ f_{\phi_{id}^{(n)}} \) when \( f_{\phi_{id}^{(i)}} = f_{\phi_{id}^{(j)}} \) for all \( i \) except for \( j \). It is reasonable for RAT to utilize the composite functions, because the composite functions leads to the richer transformation and imposing the consistency over a wider range.

**Fast Approximation of \( f_{\phi_{T-adv}} \)**

Although \( \phi_{T-adv} \) emerges as the eigenvector corresponding to the largest eigenvalue of Hessian matrix \( H = \nabla \phi \Delta_{KL}(f_{\phi}, x, \theta)\bigr|_{\phi=\phi_{id}} \) as already described, the computational costs of the eigenvector are \( O(n^3) \). There is a way to approximate the eigenvector with small computational costs (Golub and Van der Vorst 2001; Miyato et al. 2016; 2018).

We approximate the parameters \( \tilde{\phi} \) with the power iteration and the finite difference method, just as VAT does. For each transformation \( f^{(i)} \in \mathcal{F} \), we sample random unit vectors \( \tilde{v} \equiv \{ v^{(i)} \}_{i=1} \) as initial parameters and calculate \( \tilde{v} \leftarrow H \tilde{v} \) iteratively. It makes \( \tilde{v} \) converge to the eigenvector corresponding to the largest eigenvalue of \( H \).

The Hessian-vector product is calculated with the finite difference method as follows:

\[
\tilde{H} \tilde{v} \approx \nabla_{\tilde{\phi}} \Delta_{KL}(\tilde{f}_{\tilde{\phi}}, x, \theta)|_{\tilde{\phi}=\tilde{\phi}_{id}} + \xi \tilde{v} \nabla_{\tilde{\phi}} \Delta_{KL}(\tilde{f}_{\tilde{\phi}}, x, \theta)|_{\tilde{\phi}=\tilde{\phi}_{id}} \frac{\xi}{\xi},
\]

with \( \xi \neq 0 \). We used the fact that \( \nabla_{\tilde{\phi}} \Delta_{KL}(\tilde{f}_{\tilde{\phi}}, x, \theta)|_{\tilde{\phi}=\tilde{\phi}_{id}} = 0 \). We approximate \( \phi_{T-adv} \) by normalizing the norm of the approximated eigenvector as described in the next section. Note that we calculate just one iteration for power iteration in this paper, because it is reported in (Miyato et al. 2016; 2018) that one iteration is sufficient for computing accurate \( \tilde{H} \tilde{v} \) and increasing the iteration does not have an effects.

**\( \epsilon \)-Rampup**

Although \( \phi_{T-adv} \) should satisfy \( \| \phi \| \leq \epsilon \), \( \phi_{T-adv} \) is actually given as the parameter satisfying \( \| \tilde{\phi} \| = \epsilon \) when solving (11), because the Hessian of KL divergence is semi-positive definite.

In the case of VAT, the smoothing with \( \| r \|_2 = \epsilon \) means that the model should satisfy consistency between the outputs with respect to the original data and the data on the surface of the \( \epsilon \)-ball centered on the original data.

We propose a technique, \( \epsilon \)-rampup, that enhances the effect of the smoothing not only on the boundary but also inside the boundary with small computational costs. The technique is to ramp up \( \epsilon \) from 0 to a predefined value during training, and the parameters of the adversarial transformation are determined by solving \( \arg \max_{\phi} \{ \Delta_{KL}(f_\phi, x, \theta); \| \phi \| = \epsilon \} \). One can approximately solve this by normalizing the approximated eigenvector to satisfy \( \| \phi \| = \epsilon \) after the power iteration.

Although there are many techniques to ramp up or anneal parameters (Tarvainen and Valpola 2017; Smith 2017), we adopt the procedure used in Mean Teacher (Tarvainen and Valpola 2017). Mean Teacher utilizes a sigmoid shape function, \( \exp(-5(1-x)^2) \); \( x \in [0, 1] \), for ramping up the regularization coefficient, and we adopt it for \( \epsilon \).

We show the pseudocode of the generation process of \( \phi_{T-adv} \) in Algorithm 1.

**Evaluation on Synthetic Dataset**

We show the smoothing effect of RAT with a toy problem, a moons dataset, in Figure 1. We make 10 labeled samples and 30 labeled samples for each moon. \( p_\theta(y|x) \) consists of a three-layer neural network with ReLU nonlinearity (Krizhevsky, Sutskever, and Hinton 2012). All hidden layers have 128 units. \( \theta \) is optimized with Adam optimizer for 500 iterations with default parameters suggested
Algorithm 1 Generation of $\phi_{T,\text{adv}}$

1: **Input:** Data $x \in X$; transformation functions $\{f^{(t)}\}_{t=1}^n \in \mathcal{F}$; scalar parameters $\{\epsilon^{(t)}\}_{t=1}^n$ and $\xi$
2: **Output:** function parameters $\{\phi^{(t)}\}_{t=1}^n$
3: Make copy of data $\hat{x} \leftarrow x$
4: for $i = 1, \ldots, n$ do
5: \hspace{1em} initialize $\phi^{(i)}$ as a random unit vector
6: \hspace{1em} $\phi^{(i)} = \phi_{id}^{(i)} + \xi v^{(i)}$
7: \hspace{1em} $\hat{x} \leftarrow f^{(i)}(\phi^{(i)}(\hat{x}))$
8: \hspace{1em} end for
9: for $i = 1, \ldots, n$ do
10: \hspace{1em} $v^{(i)} \leftarrow \nabla_{\phi^{(i)}}\text{KL}[p_{\theta}(y|x) \| p_{\theta}(y|\hat{x})]$
11: \hspace{1em} $\epsilon^{(i)} \leftarrow \text{Rampup}(\epsilon^{(i)})$
12: \hspace{1em} Normalize $v^{(i)}$ to satisfy $\|\phi^{(i)}\| = \epsilon^{(i)}$
13: \hspace{1em} $\phi^{(i)}_{T,\text{adv}} = \phi_{id}^{(i)} + v^{(i)}$
14: end for

in (Kingma and Ba 2014). In each iteration, we use all samples for updating $\theta$. We treat this toy problem as if we already know appropriate class-invariant transformations; we adopt class-wise rotation along each moon as $f(x) = R(x, \phi^{(1)} + \phi^{(2)}; \theta) \| \phi^{(2)}\|_2 \leq 0.3, \|\phi^{(1)}\| \leq 10^2$ for illustration purpose. Note that we do not ramp up $\epsilon$ in this experiment.

VAT with a small $\epsilon$ draws the decision boundary crossing $S_k$ as shown in Figure 1 (b). When we adopt a larger $\epsilon$, VAT cannot smooth the output distribution within the $\epsilon$-ball as shown in Figure 1 (c), because the larger $\epsilon$ allows the unexpected transformation $f: S_k \rightarrow S_k$, and causes inconsistency. On the other hand, RAT draws the decision boundary along $S_k$.

In this toy problem, we utilize $S_k$ and it is equal to using the label information implicitly. Therefore, in a next section, we evaluate RAT using realistic situations, where we do not know $S_k$.

**Experiments**

We evaluate the effectiveness of RAT and $\epsilon$-rampup through three experiments on a semi-supervised image classification task: (i) evaluation of composite transformations, (ii) evaluation of $\epsilon$-rampup for VAT and RAT, and (iii) comparison of RAT to baseline methods. As the baseline methods, we use II-Model (Sajjadi, Javanmardi, and Tasdizen 2016; Laine and Aila 2017), Pseudo-label (Lee 2013), Mean Teacher (Tarvainen and Valpola 2017), and VAT (Miyato et al. 2018). Note that VAT utilizes entropy regularization in all experiments. To evaluate realistic situations, we follow the setting proposed by Oliver et al. (2018). We use PyTorch (Paszke et al. 2017) to implement and evaluate SSL algorithms, and we carefully reproduced the results of Oliver et al. (2018). All hyperparameters for SSL algorithms are adopted the same as in Oliver et al. (2018) except that we do not use L1 and L2 regularization.

For all experiments, we used the same Wide ResNet architecture, depth 28 and width 2 (Zagoruyko and Komodakis 2016), and we use the CIFAR-10 (Krizhevsky and Hinton 2009) and SVHN (Netzer et al. 2011) datasets for evaluation. CIFAR-10 has 50,000 training data and 10,000 test data, and we split training data into a train/validation set, 45,000 data for training and 5,000 data for validation. SVHN has 73,257 data for training and 26,032 data for testing. We also split training data into 65,931 data for training and 7,326 data for validation. For the semi-supervised setting, we further split training data into labeled data and unlabeled data.

We utilize standard preprocessing and data augmentations for training, following Oliver et al. (2018). For SVHN, we normalize the pixel value into the range $[-1, 1]$, and use random translation by up to 2 pixels as data augmentation. For CIFAR-10, we apply ZCA normalization (Krizhevsky and Hinton 2009) and global contrast normalization as normalization, and random horizontal flipping, random translation by up to 2 pixels, and Gaussian noise injection with standard deviation 0.15 as data augmentation.

We report the mean and standard deviation of error rates over five trials with test sets. The test error rates are evaluated with the model that has the minimum error rate on validation sets. The evaluation on validation set is executed every 25,000 training iterations.

**Implementation Details of RAT**

We tested three types of data transformations, all of which are commonly used in data augmentation in image classification tasks. All transformations $f_\theta$ discussed below satisfy the conditions C1 and C2. We evaluated different types of composite transformations as is discussed below.

**Noise Injection** The noise injection is represented as $f_\theta(x) = x + \phi$. We define the norm for the parameters of the noise injection as the L2 norm, $\|\phi\|_2$. This is equal to the formulation of VAT.

**Spatial Transformation** We consider three spatial transformations with different degrees of freedom: affine transformation, thin plate spline (Bookstein 1989), and flow field. All these transformations shift the pixel position $(u, v)$ by offset vector $(\delta u, \delta v)$ to give $(u + \delta u, v + \delta v)$. The pixel values of the transformed image are calculated by bilinear interpolation. The details of these transformations are provided in (Jaderberg et al. 2015).

The difference between transformations is the degrees of freedom to calculate the offset vectors as follows: affine transformation has six parameters, thin plate spline has parameters proportional to the number of control points $m$, and the flow field directly has the local offset vectors as parameters, meaning that the number of parameters of the flow field is proportional to the spatial resolution of the image. We set $m$ to 16 in all experiments, which means we employ a $4 \times 4$ grid.

We define the norm for the parameters of the flow field formulations as the L2 norm, $\sqrt{\sum_{i=1}^{N}(\delta u_i^2 + \delta v_i^2)}$, where $N$ is the number of pixels. The norm for thin plate spline is also defined as the L2 norm of offset vectors for the control points.
Affine transformation is a linear operator in homogeneous coordinates, and the norm is given as the operator norm. Thus, \( \| \phi \| \) is calculated as the maximum singular value of an affine transformation matrix.

**Color Distortion**  Color distortion is an effective augmentation method for image classification tasks. Among many methods for color distortion, we use a simple way, channel-wise weighting, \( f_\phi(x_c) = \phi_c x_{c,i} \), where \( x_{c,i} \) is the pixel value of the \( c \)-th channel of the \( i \)-th pixel, and \( \phi_c \) is the scalar value for each channel. This transformation is described as the linear operator, and we define the norm as the operator norm. Note that channel-wise weighting is represented as the multiplication of a diagonal matrix and a pixel value, and the operator norm is calculated as \( \max_c |\phi_c| \).

**Evaluation of Composite Transformations**

Since the performance of RAT depends on the combination of the transformations, we report the effect of a combination of functions by adding transformations to VAT.

We first seek good \( \epsilon \) for each transformation with a grid search on CIFAR-10 with 4,000 labeled data, from 0.001 to 0.01 with 0.001 step size for channel-wise weighting, from 0.1 to 1 with a 0.1 step size for affine transformation and thin plate spline, and from 0.01 to 0.1 with a 0.01 step size for flow field. We show the grid search results in Table 1. Other parameters such as \( \xi \), \( \lambda \), and parameters for optimization are the same as VAT suggested in (Oliver et al. 2018). We summarize the parameters in Table 2. Note that \( \epsilon \)-rampup is not utilized in this experiment, because this experiment explores the effect of composite transformations.

The results of adopting various transformations with CIFAR-10 with 4,000 labeled data and SVHN with 1,000 labeled data are shown in Table 3. All transformations and combinations improve the performance from supervised learning. However, channel-wise weighting and flow field increase the test error rates from VAT in CIFAR-10. For CIFAR-10, since we apply the ZCA normalization and the global contrast normalization, channel-wise weighting for the space of normalized data is an unnatural transformation for natural images. On the other hand, flow field is the transformation that can break object structure. Unlike a simple structure like the data in SVHN, the detail structure is the important feature for general objects. Thus, flow field induces the unfavorable effect.

Affine transformation achieves the best performance of all spatial transformations, and the results are induced by the low degree of freedom of the affine transformation. The affine transformation has the lowest degree of freedom among the three. In particular, the affine transformation preserves points, straight lines and planes. In other words, the affine transformation preserves the basic structure of the objects. Therefore, except for extreme cases, the affine transformation ensures that the class of transformed data is the same as the class of original data. This fact matches the strategy of RAT, which is that the output distribution of the data belonging to the same class should be close.

The effect of combining channel-wise weighting and each spatial transformation is less effective. This fact means that combining channel-wise weighting does not expand the smoothing effect to a meaningful range. Indeed, the difference of combining channel-wise weighting is within the standard deviation.

**Evaluation of \( \epsilon \)-Rampup**

We evaluate the effectiveness of \( \epsilon \)-rampup with CIFAR-10 with 4,000 labeled data. Since \( \epsilon \)-rampup is the technique for VAT and RAT, we compare the results with and without ramping up for VAT and RAT. We ramp up \( \epsilon \) for 400,000 iterations. We utilize the composite transformations consisting of affine transformation and noise injection for RAT, and the hyperparameters are as in Table 2.

The results are shown in Table 4. For both VAT and RAT, \( \epsilon \)-rampup brings a positive effect. As interesting effects, \( \epsilon \)-rampup allows for a large \( \epsilon \). Since the smoothing effect reaches within the range of \( \| \phi \| \leq \epsilon \) by ramping up, VAT and RAT with ramping up work well with a relatively large \( \epsilon \).

**Comparison of RAT to Baselines**

We show the effectiveness of RAT by comparing it with baseline methods and non-adversarial version of RAT (Random Transformation). We use the composite transformations consisting of affine transformation and noise injection for RAT. The hyperparameters of RAT and \( \epsilon \) for transformations are the same as shown in Tables 1 and 2, respectively, except that we set \( \epsilon \) for affine transformation to 1 for RAT with ramping up with CIFAR-10, and set \( \epsilon \) for noise injection to 5 for RAT and VAT with \( \epsilon \)-rampup with SVHN. Note that all the parameters of the random transformation are the same as RAT.

In Table 5, we show the comparison results with standard SSL settings, CIFAR-10 with 4,000 labeled data and SVHN with 1,000 labeled data. On both datasets, RAT improves test error rates more than 2% from the best baseline method, VAT. Furthermore, RAT also improves the error rates from the random transformation. The results prove the importance of the adversariality.
Table 3: Test error rates of RAT with various transformations on CIFAR-10 with 4,000 labeled data and SVHN with 1,000 labeled data. All settings of RAT include noise injection as transformation, and all of the hyperparameters and experiment settings of VAT and RAT are the same, except for the inherent parameters of RAT.

| Methods   | Channel-wise | Affine | Thin Plate Spline | Flow Field | CIFAR-10        | SVHN        |
|-----------|--------------|--------|-------------------|------------|-----------------|-------------|
| Supervised|              |        |                   |            | 20.35±0.14%     | 12.33±0.25% |
| VAT       |              | ✓      |                   |            | 13.68±0.25%     | 5.32±0.25%  |
| RAT ✓     | ✓            | ✓      | ✓                 | ✓          | 14.33±0.44%     | 5.19±0.29%  |
|           | ✓            | ✓      |                   |            | 11.70±0.32%     | 3.10±0.12%  |
| RAT ✓     | ✓            | ✓      |                   |            | 13.06±0.44%     | 4.12±0.11%  |
|           | ✓            | ✓      |                   | ✓          | 14.27±0.41%     | 4.93±0.35%  |
| RAT ✓     | ✓            | ✓      |                   |            | 11.32±0.44%     | 3.14±0.12%  |
| RAT ✓     | ✓            | ✓      |                   |            | 13.46±0.37%     | 4.06±0.16%  |
| RAT ✓     | ✓            | ✓      |                   | ✓          | 14.17±0.27%     | 4.85±0.12%  |

We evaluate the test error rates of each method with a varying number of labeled data from 250 to 8,000. The results are shown in Figure 2. RAT consistently outperforms other methods for all the range on both datasets. Remarkably, RAT significantly improves the test error rate in CIFAR-10 with 250 labeled data compared with the best result of baseline methods, from 50.20±1.88% to 36.31±2.03%. We believe that the improvement results from appropriately smoothed model prediction along the underlying data distribution. The experimental fact of VAT’s underperformance, namely 15% degraded CIFAR-10 test error rate compared to RAT, is a clear indication that adversarial, class-invariant transformation provides far better consistency regularization than isotropic, adversarial noise super-

Figure 2: Test error rates obtained by varying the number of labeled data. Shaded regions indicate standard deviation over five trials.

Table 4: Comparison between with and without ϵ-rampup on CIFAR-10 with 4,000 labeled data. RAT has two ϵ, one for the noise injection and one for the affine transformation.

| Methods          | maximum ϵ | CIFAR-10        |
|------------------|-----------|-----------------|
| VAT              | 6         | 13.68±0.25%     |
| VAT              | 10        | 14.31±0.33%     |
| VAT w/ ϵ-rampup  | 10        | 13.26±0.20%     |
| RAT              | (6, 0.6)  | 11.70±0.32%     |
| RAT              | (6, 1)    | 12.68±0.29%     |
| RAT w/ ϵ-rampup  | (6, 1)    | 11.26±0.34%     |

Lastly, we compare our results with very recently reported results of Mixup-based SSL method, MixMatch (Berthelot et al. 2019). Interestingly, RAT is comparative or superior to MixMatch on SVHN, while MixMatch is superior to RAT on CIFAR-10. But, we should point out that this comparison does not seem fair because the experimental settings of MixMatch are different in several respects from ours and others shown in Figure 2. In MixMatch paper, the authors took exponential moving average of models, and the final results
were given by the median of the last 20 test error rates measured every 216 training iterations. These settings, that are missing in our experiments, seem to partly boost their performance. Readers are referred to Appendix for the detailed comparison with MixMatch.

**Related Work**

There are many SSL algorithms such as graph-based methods (Kipf and Welling 2017; Bengio, Delalleau, and Le Roux 2006), generative model-based methods (Kingma et al. 2014; Salimans et al. 2016; Kumar, Sattigeri, and Fletcher 2017), and regularization-based methods (Miyato et al. 2016; Sajjadi, Javanmardi, and Tasdizen 2016; Laine and Aila 2017; Tarvainen and Valpola 2017; Berthelot et al. 2019).

Label propagation (Bengio, Delalleau, and Le Roux 2006) is a representative graph-based SSL method. Modern graph-based approaches utilize neural networks for graphs (Kipf and Welling 2017). Graph-based methods demonstrate the effectiveness, when elaborated graph structure is given.

Generative models such as VAE and GAN are now popular frameworks for the SSL setting (Kingma et al. 2014; Salimans et al. 2016). Although generative model-based SSL methods typically have to train additional models, they tend to show remarkable gain in test performance.

Regularization-based methods are comparatively much more tractable, and can be utilized in arbitrary models. Next, we review three regularization-based methods closely related to RAT.

**Consistency Regularization**

Consistency regularization is a method imposing the consistency between the outputs of one model with respect to a typically unlabeled data and its perturbed counterpart, or the outputs of two models with respect to the same input. One of the simplest ways of constructing consistency regularization is to add stochastic perturbation to the data, \( x \rightarrow \tilde{x} \), as follows:

\[
\min_{\theta} \mathbb{d}(p_{\theta}(y|x), p_{\theta}(y|\tilde{x}))
\]

where \( \mathbb{d} \) is some distance functions; e.g., Euclidean distance or KL divergence. VAT (Miyato et al. 2016; 2018) and RAT are classified in this category.

The random transformation-based consistency regularization techniques, the work (Sajjadi, Javanmardi, and Tasdizen 2016) and “II-Model” (Laine and Aila 2017) are vary similar and famous ones. We refer to these models as II-Model in this paper. One can view II-Model as non-adversarial version of RAT.

The other way of constructing consistency regularization is to utilize dropout (Srivastava et al. 2014). Let \( \theta_1 \) and \( \theta_2 \) be the randomly selected parameters through dropout. Dropout as consistency regularization is represented as follows:

\[
\min_{\theta_1, \theta_2 \sim \theta} \mathbb{d}(p_{\theta_1}(y|x), p_{\theta_2}(y|x)).
\]

Mean Teacher (Tarvainen and Valpola 2017) is a successful method that employs consistency regularization between two models. It makes a teacher model by exponential moving average of the parameters of a student model, and imposes the consistency between the teacher and the student. Although Mean Teacher can be combined with other SSL methods, the combination sometimes impairs the model performance as reported in (Berthelot et al. 2019).

VAT (Miyato et al. 2016; 2018) is a very effective consistency regularization method. The advantage of VAT lies in the generation of adversarial noises, and the adversariality leads to isotropic smoothness around sampled datapoints. VAT also show the effectiveness in natural language processing tasks (Miyato, Dai, and Goodfellow 2016).

**Entropy Regularization**

Entropy regularization is a way to bring low entropy on \( p_\theta(y|x) \) to make model prediction more discriminative, and is known to give low-density separation (Grandvalet and Bengio 2005; Chapelle, Scholkopf, and Zien 2006). The entropy regularization term is:

\[
\min_{\theta} -p_\theta(y|x) \log p_\theta(y|x).
\]

This regularization is often combined with other SSL algorithms (Sajjadi, Javanmardi, and Tasdizen 2016; Miyato et al. 2018) and a combined method, VAT-entropy regularization, shows the state-of-the-art results in (Oliver et al. 2018).

**Mixup**

Mixup (Zhang et al. 2018) is a powerful regularization method that is very recently used for SSL (Verma et al. 2019a; Berthelot et al. 2019; Verma et al. 2019b). Mixup blends two different data, \( x_1 \) and \( x_2 \), and their labels, \( y_1 \) and \( y_2 \), as follows:

\[
\tilde{x} = \beta x_1 + (1 - \beta) x_2, \quad \tilde{y} = \beta y_1 + (1 - \beta) y_2,
\]

where \( \beta \) is the scalar value sampled from Beta distribution. In a semi-supervised setting, \( \tilde{y} \) is calculated as a blend between a label and a prediction or predictions, \( \beta y_1 + (1 - \beta) p_\theta(y|x_2) \) or \( \beta p_\theta(y|x_1) + (1 - \beta) p_\theta(y|x_2) \), and a regularization term is described as consistency regularization, \( \min_{\theta} \mathbb{d}(\tilde{y}, p_\theta(y|\tilde{x})) \).

**Conclusion**

We proposed an SSL framework, called RAT. Regularization framework based on Adversarial Transformation. RAT aims to smooth model output along the underlying data distribution within a given class based on recent advancement of generation of adversarial inputs that stem from unlabeled data. Instead of just superposing adversarial noise, RAT uses a wider range of data transformations, each of which leaves class label invariant. We further propose use of composite transformations and a technique, called \( \epsilon \)-rampup, to enlarge the area in which the smoothing is effective without sacrificing computational cost. We experimentally show that RAT significantly outperform the baseline methods including VAT in semi-supervised image classification tasks. RAT is especially robust against reduction of labeled samples, compared to other methods. As a future work, we would like to replace the designing of composite functions by black box function optimization.
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Appendix: Adversarial Transformations for Semi-Supervised Learning
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A. Hyperparameters
Hyperparameters for all baseline methods except for VAT are shown in Table 6. VAT and RAT hyperparameters are given in the main text.

Table 6: Hyperparameter settings. All hyperparameters were determined following Oliver et al. (2018) except for L1 and L2 regularization. In our experiments, we do not use L1 and L2 regularization, because the original implementation of Oliver et al. (2018) do not use them.

|                | Shared          | Supervised     | Mean Teacher | Pseudo-Label |
|----------------|-----------------|----------------|--------------|--------------|
| Training iteration | 500,000         |                |              |              |
| Learning decayed by a factor of | 0.2             |                |              |              |
| at training iteration | 400,000         |                |              |              |
| Consistency coefficient rampup | 200,000         |                |              |              |
| Initial learning rate | 0.003           | 0.0003         | 0.0004       | 0.003        |
| Max consistency coefficient | 20              | 8              | 0.95         | 1.0          |
| Exponential moving average decay | 0.95            |                |              |              |

B. Comparison of RAT to MixMatch
We compare a Mixup-based method, MixMatch (Berthelot et al. 2019) in Tables 7 and 8. MixMatch is an unrefereed state-of-the-art method at the time of submission. MixMatch combines various semi-supervised learning (SSL) mechanisms, such as consistency regularization, pseudo-label, and mixup. As is mentioned in the main text, the comparisons in Tables 7 and 8 are not exactly fair. In MixMatch paper, the authors took exponential moving average of models, and the final results were given by the median of the last 20 test error rates measured every $2^{16}$ training iterations. These settings are missing in our experiments.

We show the results on SVHN, varying the number of labeled data in Table 7. MixMatch results are taken from (Berthelot et al. 2019). Although the experiment setting is slightly different, RAT outperforms MixMatch except for the 4000 labeled setting. The test error rates of RAT increase from 2,000 labeled data to 8,000 labeled data settings. The hyperparameters of RAT were determined on CIFAR-10 with 4,000 labeled data and did not consider SVHN. Nevertheless, the test error rates of RAT on SVHN 4000 labeled are the same as MixMatch.

We also show the results on CIFAR-10 in Table 8. MixMatch demonstrated remarkable results.

Since RAT and Mixup are compatible, RAT has the potential to improve test error rates by Mixup. However, exploring the combination of SSL methods is outside the scope of this paper. We will evaluate RAT+Mixup in future work.

Table 7: Test error rates (%) for SVHN

| labels | MixMatch | RAT w/ $\epsilon$-rampup |
|--------|----------|---------------------------|
| 250    | 3.78±0.26| 3.30±0.08                 |
| 500    | 3.64±0.46| 3.14±0.11                 |
| 1000   | 3.27±0.31| 2.86±0.07                 |
| 2000   | 3.04±0.13| 2.78±0.11                 |
| 4000   | 2.89±0.06| 2.89±0.05                 |
| 8000   | N/A      | 2.99±0.05                 |

C. Test error rates of Figure 2
We show the test error rates of Figure 2 in Tables 9 and 10.
Table 8: Test error rates (%) for CIFAR-10

|          | 250    | 4000   |
|----------|--------|--------|
| MixMatch w/o Mixup | 39.11  | 10.97  |
| MixMatch      | 11.80  | 6.00   |
| RAT w/ $\epsilon$-rampup | 36.31±2.03 | 11.26±0.34 |

Table 9: Test error rates (%) for CIFAR-10

|          | 250    | 500    | 1000   | 2000   | 4000   | 8000   |
|----------|--------|--------|--------|--------|--------|--------|
| II-Model | 52.24±0.94 | 43.92±1.08 | 34.19±1.48 | 23.31±0.55 | 16.24±0.38 | 12.74±0.25 |
| Pseudo-label | 50.20±1.88 | 41.86±0.68 | 30.42±1.24 | 18.23±0.33 | 14.78±0.26 | 12.61±0.19 |
| Mean Teacher | 50.78±0.93 | 42.96±0.25 | 33.31±1.30 | 21.64±0.63 | 15.77±0.22 | 12.84±0.18 |
| VAT       | 51.12±1.54 | 30.52±0.93 | 24.23±0.82 | 16.04±0.43 | 13.68±0.25 | 11.39±0.27 |
| RAT w/ $\epsilon$-rampup | 36.31±2.03 | 27.17±0.95 | 21.38±1.74 | 15.38±0.42 | 11.26±0.34 | 10.51±0.21 |

Table 10: Test error rates (%) for SVHN

|          | 250    | 500    | 1000   | 2000   | 4000   | 8000   |
|----------|--------|--------|--------|--------|--------|--------|
| II-Model | 25.51±1.67 | 12.21±0.61 | 7.81±0.39 | 6.39±0.34 | 5.33±0.12 | 4.51±0.11 |
| Pseudo-label | 13.66±0.96 | 7.78±0.21 | 7.26±0.27 | 5.67±0.29 | 5.03±0.28 | 4.43±0.12 |
| Mean Teacher | 12.35±0.60 | 7.80±0.40 | 6.48±0.44 | 5.40±0.32 | 5.05±0.21 | 4.33±0.21 |
| VAT       | 7.24±0.30 | 6.37±0.13 | 5.32±0.25 | 5.22±0.11 | 4.76±0.28 | 4.28±0.13 |
| RAT w/ $\epsilon$-rampup | 3.30±0.08 | 3.14±0.11 | 2.86±0.07 | 2.78±0.11 | 2.89±0.05 | 2.99±0.05 |