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Abstract

We investigate minimax testing for detecting local signals or linear combinations of such signals when only indirect data is available. Naturally, in the presence of noise, signals that are too small cannot be reliably detected. In a Gaussian white noise model, we discuss upper and lower bounds for the minimal size of the signal such that testing with small error probabilities is possible. In certain situations we are able to characterize the asymptotic minimax detection boundary. Our results are applied to inverse problems such as numerical differentiation, deconvolution and the inversion of the Radon transform.
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1 Introduction

In many practical applications one aims to infer on properties of a quantity which is not directly observable. As a guiding example, consider computerized tomography (CT), where the interior (more precisely the tissue density) of the human body is imaged via the absorption of X-rays along straight lines. Mathematically, the relation between the available measurements $Y$ (absorption along lines, the so-called sinogram) and the unknown quantity of interest $f$ (the tissue density) is described by the Radon transform, which is an integral operator to be described in more detail later (cf. Figure 1 for illustration). Potential further applications include astronomical image processing, magnetic resonance imaging, non-destructive testing and super-resolution microscopy, to mention a few. Typically, the measurements are either of random nature themselves (as e.g. in positron emission tomography (PET, see [43]), magnetic resonance imaging (MRI, see [25])) or super-resolution microscopy (see [37])) and/or additionally corrupted by measurement noise. This motivates us to consider the inverse Gaussian white noise model

$$Y_\sigma = Af + \sigma \xi$$

(1.1)
with a (known) bounded linear operator \( A : \mathcal{X} \rightarrow \mathcal{Y} \) mapping between (real or complex) Hilbert spaces \( \mathcal{X} \) and \( \mathcal{Y} \), noise level \( \sigma > 0 \) and a Gaussian white noise \( \xi \) on \( \mathcal{Y} \) (details will be given in section 2).

A major effort of research is devoted to the development and analysis of estimation and recovery methods of the signal \( f \) from the measurements \( Y_\sigma \) (see Section 1.2 for some references). However, when \( f \) is expected to be very close to some reference \( f_0 \), by which we mean that either \( f = f_0 \) or \( f \) deviates from \( f_0 \) by only a few localized components (anomalies), then instead of full recovery of \( f \), one might be more interested in testing whether \( f = f_0 \) or not. This is especially relevant, since, when the signal-to-noise level is too small for full recovery, then testing may still be informative as it is well-known to be a simpler task (see e.g. [40] and the references therein). Although of practical importance, testing in model (1.1) is a much less investigated endeavor than estimation and a full theoretical understanding has not been achieved yet. Hence, in this paper, we are interested in analyzing such testing methodology for inferring on \( f \).

Importance, testing in model (1.1) is a much less investigated endeavor than estimation and a full theoretical understanding has not been achieved yet. Hence, in this paper, we are interested in analyzing such testing methodology for inferring on \( f \) based on the available data \( Y_\sigma \). Note that, due to the linearity of the model (1.1), we can w.l.o.g. assume that \( f_0 = 0 \). Thus, we suppose that either \( f = 0 \) (no anomaly is present) or \( f = \delta u \) (an anomaly given by \( \delta u \) is present), where \( u \in \mathcal{F}_\sigma \) for some (finite) class \( \mathcal{F}_\sigma \subseteq \mathcal{X} \) of non-zero functions, that are suitably normalized, and the constant factor \( \delta \) describes its orientation, and – more importantly – how “large” or “pronounced” the signal \( f \) is. To this end, we consider the family of testing problems

\[
H_0 : f = 0 \quad \text{against} \quad H_{l, \sigma} : f = \delta u \text{ for some } u \in \mathcal{F}_\sigma \text{ and } |\delta| > \mu_\sigma,
\]

where \((\mu_\sigma)_{\sigma > 0}\) is a family of decreasing non-negative real numbers. This can be viewed as the problem of detecting an anomaly from the set \( \{\delta u : u \in \mathcal{F}_\sigma, |\delta| > \mu_\sigma\} \). Note that the sets \( \mathcal{F}_\sigma \) of possible anomalies will become larger with smaller values of \( \sigma \).

We would like to emphasize already at this point, that the type of anomalies we have in mind are \emph{local} deviations from zero, and hence, the influence of \( A \) in (1.1) is expected to propagate to the testing problem (1.2) in an ill-posed way.

We suppose that the family of classes \((\mathcal{F}_\sigma)_{\sigma > 0}\) is chosen in advance. This choice is crucial for the analysis of the problem and it depends solely on the specific application: For CT we might think of small inclusions such as tumors, cf. Figure 1, where certain wavelets are used as mathematical representation. If no a priori knowledge about potential anomalies is known, it is natural to start by considering dictionaries \((u_k)_{k \in I}\) with good expressibility in \( \mathcal{X} \), e.g. frames or wavelets, and set \( \mathcal{F}_\sigma = \{u_k : k \in I_\sigma\} \) for subsets \( I_\sigma \) of \( I \). The particular choices that we analyze in this paper will be built from such dictionaries, see also [9] and [17] for recent references in the context of estimation.

### 1.1 Aim of the paper

Given a family of classes \((\mathcal{F}_\sigma)_{\sigma > 0}\), our main objective will be to assess to what extent powerful tests for the testing problem (1.2) exist. The answer will usually depend on the size of \( \mu_\sigma \): If \( \mu_\sigma \) is large enough, then powerful tests exist, and if \( \mu_\sigma \) is too small, then no test has high power. Hence, we aim to find a minimal family of thresholds \((\mu_\sigma^*)_{\sigma > 0}\), such that powerful detection at a controlled error rate is still possible. Vice versa, such a minimal family would determine which signals can not be detected reliably, even when they are present.

To this end, we extend the existing theory on minimax signals detection in inverse problems focusing on localized signals and linear combinations of localized signals, which are common in practice. This has, to the best of our knowledge, not been investigated yet. We present upper bounds, lower bounds and asymptotics for the minimal values of \( \mu_\sigma \) such that powerful tests for testing problems given by (1.2) exist. They depend on the difficulty of the inverse problem induced by the forward operator \( A \), the cardinality of \( I_\sigma \) (denoted by \(|I_\sigma|\)) and the inner products between the images \( Au_k, k \in I_\sigma \), of the potential anomalies. We aim to determine not just the asymptotic rate of \( \mu_\sigma^* \), but also the corresponding minimax constant. Let us stress that our results can be applied to a variety of dictionaries \((u_k)_{k \in I}\), such as wavelets, whereas previous results were restricted to dictionaries based on the SVD of the operator \( A \). This is a severe limitation as the...
Figure 1: Illustration of structured hypothesis testing in the CT example. To infer whether the unknown signal deviates from a reference image, we use a test based on the noisy sinogram. In the above example, when the distortion is assumed to be a linear combination of certain wavelets (cf. Sections 3.2.3 and 4), then the results of Theorem 3.9 imply the existence of a test which is able to distinguish the distorted (1d) from the undistorted image (1a) with type I and type II error both at most 0.05, based on the measurements 1f.

shape of the signal in any real world application is fully unrelated to the operator (measurement device). As one particular example, our results can be applied to the situation where the dictionary \((u_k)_{k \in I}\) is (a subset of) the famous Wavelet-Vaguelette-decomposition (WVD, see [8]) or the Vaguelette-Wavelet-decomposition (VWD, see [1]) of \(A\).

Figure 1 serves as an illustrative example. If it is known a priori, that the anomaly which distorts the reference image is a linear combination of a certain collection of wavelets (see the discussion in Sections 3.2.3 and 4 for details), then our results suggest that the anomaly that is present in display (d) is large enough, such that there is a test which is able to distinguish it from the undistorted image in display (a) with type I and type II error both at most 0.05, based on the measurements in display (f) (see Theorem 3.9), despite the fact that the distortion is invisible by eye in display (f) compared to display (c). In fact, the distortion shown in Figure 1 is deep in the alternative in the sense that Theorem 3.9 ensures its detectability by a test with high probability. Note that our results are not restricted to wavelets. In fact, most of our results are applicable under very mild conditions on the dictionary \((u_k)_{k \in I}\).

We finally stress that this paper does not constitute an exhaustive study of the subject. Rather, we aim to provide some first analysis and discuss some illustrative examples.

1.2 Connection to existing literature

Most of the literature about inverse problems of the form (1.1) is concerned with the estimation of
f from $Y_\sigma$ (or its discretized version). We mention the seminal monograph [10], which utilizes for estimation of f a spectral decomposition of $A$ in a deterministic noise model, and the more recent book [15]. In case of random data, spectral estimation has been extensively treated in [4], and in [35] for the related problem of density deconvolution. Whereas spectral methods are particularly well-suited for signals which are sparse in the spectral domain, estimation techniques which provide spatially sparse solutions include Wavelet thresholding [1,2,8,24], localized TV regularization [7], and other nonlinear estimation schemes [45]. For a recent survey, see [14]. Statistical minimax optimality [1,7,8,23,41,42] and adaptation [22,30] to the unknown smoothness of the signal are meanwhile well established theories, which resemble many of these methods as highly efficient (possibly after certain practical modifications). More recently, also Bayesian estimators [13,36] have been made accessible to a rigorous statistical analysis which theoretically supports their great practical success, known for a long time.

In contrast, the paper at hand focuses on (minimax) testing, which is well known to differ substantially from estimation. In case of the direct problem, i.e. when $\mathcal{X} = \mathcal{Y}$ and $A$ is the identity, meanwhile a comprehensive theory of minimax testing has been developed, see e.g. the seminal monograph [20] based on a series of papers by Y. Ingster [19]. These works treat a variety of problems to test the hypothesis $f = 0$ against alternatives of the form $f \in \mathcal{F}_\sigma$ and $\|f\|_X \geq \mu_\sigma^*$, where $\mathcal{F}_\sigma$ is a certain class of functions. Typical examples for $\mathcal{F}$ in [20] are Sobolev or Besov balls $\mathcal{F}_\sigma$, i.e. $\mathcal{F}_\sigma$ is defined in terms of (global) smoothness properties of the anomaly $f$. In the last decades, this approach has been extended to the case of inverse problems (i.e. $A$ is allowed to differ from the identity) by several authors, which we will describe in more detail now. Early references on the closely related inverse problem of testing in density deconvolution models are [5,16], where the authors provide the rate behavior of $\mu_\sigma^*$ in different scenarios such as polynomially smooth kernels (noise densities) and different smoothness classes of the density. The suggested tests are based on kernel density estimators resulting from regularized Fourier inversion. Closely related to density deconvolution are error in variable models, where tests have been suggested based on regularization schemes resulting from regularized Fourier inversion. Closely related to density deconvolution are error in variable models, where tests have been suggested based on regularization schemes resulting from regularized Fourier inversion.

For the inverse testing problem (1.2) with $\mathcal{F}_\sigma = \mathcal{E}_{a,2}^X(R)$ is - in terms of the asymptotic rate of $\mu_\sigma^*$ ensuring distinguishability, see Section 2.3 below - equivalent to a direct testing problem

$$H_0^{DP} : Af = 0 \quad \text{vs.} \quad H_1^{DP} : Af \in \mathcal{E}_{a,2}^{X,R}(\sigma), \|Af\| \geq \mu_\sigma^*,$$

with the sequence $s^{-1}a = (s_j^{-1}a_j)_{j \in \mathbb{N}}$. However, as also shown in [32], minimax testing procedures for the inverse testing problem (1.2) are not automatically minimax for the corresponding direct problem. For a detailed analysis of the relation between direct and inverse testing under global smoothness assumptions, we refer to [5,18,21,34], including extensions e.g. to multidimensional problems or specific tests. We also mention [39] for a recent work in that spirit.

In contrast to the above mentioned work, the testing problem (1.2) we have in mind and our aim substantially differ from the previously investigated scenarios in two major aspects. First of all, instead of testing against a global smoothness condition $f \in \mathcal{E}_{a,2}^{X,R}(\sigma)$ with sufficiently large norm, we aim to test for localized anomalies, which are contained in a very specific set of candidate functions. An illustration is given in Figure 1, where the reference image in display (a) is distorted by a localized function in display (d). This localized function has certain smoothness properties (as a Wavelet), but has much more structure than just its smoothness. Secondly, it is not representable as a finite combination of singular vectors of the radon transform $A$ (which are non-local), which reveals SVD based methods as not well-suited. Nevertheless, it is compatible with the operator in the sense of a WVD. Therefore, we aim to investigate localized testing instead.
of global testing. This implies that in general it is not possible to transform the problem into a
direct testing problem. A more detailed motivation for using such localized alternatives in inverse
problems, and a discussion of the resulting difficulties can e.g. be found in [26, 40].

For such testing problems, we aim to determine the exact asymptotic detection boundary of
the problem (1.2) in the sense that we are not only interested in the decay rate of \( \mu^* \), but also in
the constant which describes the phase transition between distinguishable and undistinguishable
anomalies (alternatives). This paper is also motivated from previous work on minimax bump
testing in time series [11, 12], which to some extent can be rewritten as a one-dimensional inverse
problem as in (1.1), but to the best of our knowledge, no such result (neither for bump functions
nor for other anomalies) is known in case of general inverse problems. We stress, that our work
also shows that localized functions such as Wavelets turn out to be more suitable than bumps in
inverse (testing) problems from a modeling and analysts view point, see e.g. [8] and our results
below.

Finally, we want to highlight [29] explicitly, as this work considers alternatives consisting of
linear combinations of anomalies given in terms of the SVD of the operator \( A \), which is a special
case of this study.

1.3 Outline

We start by giving a detailed description about our model and some basic facts about testing and
minimax signal detection in section 2. Section 3 contains the main results: In section 3.1 we assume
that \( F_\sigma \) is a collection of frame elements, and in section 3.2 we assume that \( F_\sigma \) contains functions
in the linear span of a collection of frame elements. Both sections also include discussions about
conditions that frames need to satisfy for our results to be applicable. We present illustrative
simulation studies in section 4. All proofs are postponed to section 6.

2 Preliminaries

Throughout the paper we assume, that the Hilbert space \( \mathcal{Y} \) is separable, i.e. has a countable
complete orthonormal system \( \{e_i : i \in \mathbb{N}\} \). This means, that

\[
\langle e_i, e_j \rangle_{\mathcal{Y}} = \begin{cases} 1 & i = j, \\ 0 & i \neq j, \end{cases} \quad \text{for all } i, j \in \mathbb{N},
\]

and that each element \( y \in \mathcal{Y} \) can be represented as \( y = \sum_{i \in \mathbb{N}} (y, e_i)_{\mathcal{Y}} e_i \).

2.1 Detailed model assumptions

The model (1.1) has to be understood in a weak sense, i.e.

\[
Y_\sigma(h) = \langle Af, h \rangle_\mathcal{Y} + \sigma \xi(h), \quad h \in \mathcal{Y}.
\]  

The error \( \xi \) is a Gaussian white noise on \( \mathcal{Y} \):

(1) If \( \mathcal{X} \) and \( \mathcal{Y} \) are real Hilbert spaces, we suppose that \( \xi : \mathcal{Y} \rightarrow L^2(\Omega, P) \), for some some proba-
bility space \( (\Omega, \mathcal{A}, P) \), is a linear mapping satisfying \( \xi(h) \sim \mathcal{N}(0, ||h||_Y^2) \) and \( \mathbb{E}(\xi(h)\xi(h')) = \langle h, h' \rangle_\mathcal{Y} \) for all \( h, h' \in \mathcal{Y} \).

(2) If \( \mathcal{X} \) and \( \mathcal{Y} \) are complex Hilbert spaces, instead we suppose that \( \xi(h) \sim \mathcal{CN}(0, 2||h||_Y^2) \) and
\( \mathbb{E}(\xi(h)\xi(h')) = 2\langle h, h' \rangle_\mathcal{Y} \). Here \( X \sim \mathcal{CN}(0, 1) \) means that \( X \) is distributed according to the
standard complex normal distribution, i.e. \( X = X_1 + iX_2 \), where \( X_1, X_2 \sim \mathcal{N}(0, 1/2) \).

We will use the notation \( \langle Y_\sigma, h \rangle_\mathcal{Y} := Y_\sigma(h) \) for convenience.
2.2 Notation

For a complex number $z$, we denote its real and imaginary part by $\Re z$ and $\Im z$, respectively. For two families $(a_\sigma)_{\sigma > 0}, (b_\sigma)_{\sigma > 0}$ of non-negative real numbers we write $a_\sigma \lesssim b_\sigma$ if $\lim_{\sigma \to 0} a_\sigma/b_\sigma \leq 1$, and we write $a_\sigma \gtrsim b_\sigma$ if $\lim_{\sigma \to 0} a_\sigma/b_\sigma \geq 1$. If $\lim_{\sigma \to 0} a_\sigma/b_\sigma = 1$, we write $a_\sigma \sim b_\sigma$, and if $\lim_{\sigma \to 0} a_\sigma/b_\sigma = c < \infty$, we write $a_\sigma \sim b_\sigma$.

2.3 Testing and distinguishability

In the above testing problem (1.2), we wish to test the hypothesis $H_0$ against the alternative $H_{1,\sigma}$, which means making an educated guess (based on the data) about the correctness of the hypothesis when compared to the alternative, while keeping the error of wrongly deciding against $H_0$ under control. Tests are based on test statistics, i.e. measurable functions of the data $y_\sigma$. We suppose that any test statistics can be expressed in terms of the Gaussian sequence $y_\sigma = (y_{\sigma,i})_{i \in \mathbb{N}}$ given by

$$y_{\sigma,i} := (Y_\sigma, \epsilon_i) y = (Af, \epsilon_i) + \sigma \xi_i, \quad i \in \mathbb{N},$$

and, consequently, $\xi_i \overset{i.i.d.}{\sim} \mathcal{N}(0,1)$ (in the real case) or $\xi_i \overset{i.i.d.}{\sim} \mathcal{CN}(0,1)$ (in the complex case) for $i \in \mathbb{N}$. In the following, we use the notation $Y_\sigma$ interchangeably for either the random process given by (2.1) or the random sequence given by (2.2), since they are equivalent in terms of the data they provide.

A test for the testing problem (1.2) can now be viewed as a measurable function of the sequence $y_\sigma$ given by

$$\phi : \mathbb{R}^\mathbb{N} \to \{0,1\},$$

where $\mathbb{K}$ is either $\mathbb{R}$ or $\mathbb{C}$. The test $\phi$ can be understood as a decision rule in the following sense: If $\phi(y_\sigma) = 0$, the hypothesis is accepted. If $\phi(y_\sigma) = 1$, the hypothesis is rejected in favor of the alternative.

If $H_0$ is true, i.e. $f = 0$, but $\phi(y_\sigma) = 1$, we call this a type I error (the hypothesis is rejected although it is true). The probability to make a type I error is

$$\alpha_\sigma(\phi) := \mathbb{P}_0(\phi(y_\sigma) = 1),$$

where $\mathbb{P}_0$ denotes the distribution of $y_\sigma$ given that $H_0$ is true. Likewise, the alternative might be true, but $\phi(y_\sigma) = 0$. We call this a type II error (the hypothesis is accepted although the alternative is true). Let us, for simplicity, introduce the notation $\mathcal{F}_\sigma(\mu_\sigma) = \{\delta u : u \in \mathcal{F}_\sigma, |\delta| \geq \mu_\sigma\}$. The type II error probability, given that a specific $f \in \mathcal{F}_\sigma(\mu_\sigma)$ is the true signal, is denoted as

$$\beta_\sigma(\phi, f) := \mathbb{P}_f(\phi(y_\sigma) = 0), \quad f \in \mathcal{F}_\sigma(\mu_\sigma),$$

where $\mathbb{P}_f$ denotes the distribution of $y_\sigma$ given that $f$ is the true underlying signal. Since the alternative is -- in general -- composite, i.e. does not only consist of only one element, the type II error probability will in general depend on the element $f$. For such composite alternatives we consider the worst case error given by the maximum type II error probability over $\mathcal{F}_\sigma(\mu_\sigma)$ for our analysis.

We say that the hypothesis $H_0$ is asymptotically distinguishable (in the minimax sense) from the family of alternatives $(H_{1,\sigma})_{\sigma > 0}$ when there exist tests for the testing problems $H_0$ against $H_{1,\sigma}$, $\sigma > 0$, that have both small type I and small maximum type II error probabilities. We define

$$\gamma_\sigma = \gamma_\sigma(\mu_\sigma) := \inf_{\phi \in \Phi_\sigma} \left[ \alpha_\sigma(\phi) + \sup_{f \in \mathcal{F}_\sigma(\mu_\sigma)} \beta_\sigma(\phi, f) \right],$$

where $\Phi_\sigma$ is the set of all tests for the testing problem $H_0$ against $H_{1,\sigma}$. In terms of $\gamma_\sigma$ we say that $H_0$ and $H_{1,\sigma}$ are distinguishable if $\gamma_\sigma \to 0$, as $\sigma \to 0$. If $\gamma_\sigma \to 1$, we say that they are indistinguishable. We refer to [21] for an in-depth treatment.
For prescribed families $F_\sigma$, we are interested in determining the smallest possible values $\mu_\sigma$, such that $H_0$ and $H_{1,\sigma}$ are still asymptotically distinguishable, if possible. If a family $(\mu_\sigma^*)_{\sigma>0}$ exists, that satisfies

$$\gamma_\sigma(\mu_\sigma) \to 0 \quad \text{if} \quad \mu_\sigma \gtrsim \mu_\sigma^*, \quad \text{and} \quad \gamma_\sigma(\mu_\sigma) \to 1 \quad \text{if} \quad \mu_\sigma \lesssim \mu_\sigma^*,$$

as $\sigma \to 0$, we call $(\mu_\sigma^*)_{\sigma>0}$ the (asymptotic) minimax detection boundary. We may say that $(\mu_\sigma^*)_{\sigma>0}$ separates detectable and undetectable signals.

It is, however, not always possible to find such a sharp threshold. If the family $(\mu_\sigma^*)_{\sigma>0}$ only satisfies the weaker conditions

$$\gamma_\sigma(\mu_\sigma) \to 0 \quad \text{if} \quad \mu_\sigma/\mu_\sigma^* \to \infty, \quad \text{and} \quad \gamma_\sigma(\mu_\sigma) \to 1 \quad \text{if} \quad \mu_\sigma/\mu_\sigma^* \to 0,$$

we call it the separation rate of the family of testing problems “$H_0$ against $H_{1,\sigma}$”.

**Remark:** Although we are mostly interested in the asymptotics of the problem, we will also state non-asymptotic results, which we deem interesting.

3 Results

Throughout the rest of the paper, we will assume that $(u_k)_{k \in I}$ is a countable collection of functions in $\mathcal{X}$, and $(I_\sigma)_{\sigma>0}$ is a family of finite subsets of $I$.

3.1 Alternatives given by finite collections of functions

We first suppose that $F_\sigma$ consists of the appropriately normalized functions $u_k$, $k \in I_\sigma$, i.e.

$$F_\sigma = \{ \|Au_k\|_Y^{-1}u_k : k \in I_\sigma \}. $$

As above, write $F_\sigma(\mu_\sigma) = \{ \delta \|Au_k\|_Y^{-1}u_k : k \in I_\sigma, |\delta| \geq \mu_\sigma \}$, so that testing problem (1.2) can be written as

$$H_0 : f = 0 \text{ against } H_{1,\sigma} : f \in F_\sigma(\mu_\sigma). \quad (3.1)$$

3.1.1 An upper bound for the detection boundary $\mu_\sigma^*$

Any family of tests $(\phi_\sigma)_{\sigma>0}$ for the family of testing problems (3.1) yields an upper bound for $\mu_\sigma^*$.

It seems natural to choose maximum likelihood type tests as candidates, which are given by

$$\phi_{\sigma,\alpha}(y_\sigma) = \mathbb{1}\left\{ \sup_{k \in I_\sigma} \frac{|Y_\sigma, Au_k|_Y}{\sigma \|Au_k\|_Y} > c_{\alpha,\sigma} \right\}, \quad \sigma > 0, \quad (3.2)$$

for a given significance level $\alpha \in (0, 1)$, and for appropriately chosen thresholds $c_{\alpha,\sigma}$ (which depend on whether the spaces $\mathcal{X}$ and $\mathcal{Y}$ are real or complex Hilbert spaces).

**Theorem 3.1.** Let $N_\sigma = |I_\sigma|$ and assume that $N_\sigma \to \infty$, as $\sigma \to 0$. In addition, assume that

$$\mu_\sigma \gtrsim (1 + \varepsilon_\sigma)\sqrt{2\sigma^2 \log N_\sigma},$$

where $\varepsilon_\sigma \to 0$ and $\varepsilon_\sigma \sqrt{\log N_\sigma} \to \infty$ as $\sigma \to 0$. Then $\gamma_\sigma(\mu_\sigma) \to 0$ and thus, $\mu_\sigma^* \lesssim (1 + \varepsilon_\sigma)\sqrt{2\sigma^2 \log N_\sigma}$.

The bound given in Theorem 3.1 does not depend on $A$ and it depends on set of anomalies $(u_k)_{k \in I}$ and the family of candidate indices $(I_\sigma)_{\sigma>0}$ only through the cardinality $N_\sigma$. Thus, Theorem 3.1 has the advantage that it is (almost) always applicable, but it might not be very well suited for specific applications. We will see examples, where the bound is essentially sharp, and an example, where it is basically useless.
3.1.2 A lower bound for $\mu^*_\sigma$

Theorem 3.2. Let

$$N^*_\sigma = \sup\{ \#S : S \subseteq I_\sigma, \mathbb{R}(\langle Au_k, Au_{k'} \rangle_Y) \leq 0 \text{ for any two distinct } k, k' \in S \},$$

and assume that $N^*_\sigma \to \infty$. In addition, assume that

$$\mu_\sigma \gtrapprox (1 - \varepsilon_\sigma)\sqrt{2\sigma^2 \log N^*_\sigma},$$

(3.3)

where $(\varepsilon_\sigma)_{\sigma > 0}$ is a family of positive real numbers such that $\varepsilon_\sigma \to 0$ and $\varepsilon_\sigma \sqrt{\log N^*_\sigma} \to \infty$ as $\sigma \to 0$. Then $\gamma_\sigma(\mu_\sigma) \to 1$ and thus, $\mu^*_\sigma \gtrapprox (1 - \varepsilon_\sigma)\sqrt{2\sigma^2 \log N^*_\sigma}$.

This theorem can be proven by using Proposition 4.10 and Lemma 7.2 of [20]. However, we will provide a self-contained and simple proof employing a weak law of large numbers for dependent random variables in section 6.

Theorem 3.2 implies that the number $N^*_\sigma$ of negatively correlated image elements $Au_k$ is the relevant quantity which determines the difficulty of testing (1.2). The actual cardinality $N_\sigma$ plays no role in the lower bound (3.3).

3.1.3 The detection boundary

As a consequence, we are now in position to describe the asymptotic detection boundary precisely in several situations. First, a combination of the previous theorems yields the following:

Corollary 3.3. Assume that $N_\sigma = |I_\sigma| \to \infty$, and let

$$M_\sigma = \sup_{k \in I_\sigma} \#\{k' \in I_\sigma : \mathbb{R}(\langle Au_k, Au_{k'} \rangle_Y) > 0\},$$

and assume that $M_\sigma N^{-\varepsilon_\sigma}_\sigma \to 0$ for a family $(\varepsilon_\sigma)_{\sigma > 0}$ that satisfies $\varepsilon_\sigma \to 0$ and $\varepsilon_\sigma \sqrt{\log N_\sigma} \to \infty$ as $\sigma \to 0$. Then $\mu^*_\sigma \gtrapprox \sqrt{2\sigma^2 \log N_\sigma}$.

In particular, Corollary 3.3 yields the asymptotic detection boundary, when $(Au_k)_{k \in I_\sigma}$ is orthogonal. Note that the assumptions of Corollary 3.3 are satisfied when $M_\sigma$ is constant as $\sigma \to 0$. This has several applications, as we will see e.g. in Section 3.1.5.

Assume now that the operator $A : X \to Y$ is compact and has a singular value decomposition given by orthonormal systems $(\zeta_i)_{i \in \mathbb{N}}$ and $(\eta_i)_{i \in \mathbb{N}}$ in $X$ and $Y$, respectively, and singular values $(s_i)_{i \in \mathbb{N}}$.

Corollary 3.4. Let $I = \mathbb{N}$ and $u_k = \zeta_k$ and $a_k = 1/s_k$ for $k \in \mathbb{N}$, and let $(I_\sigma)_{\sigma > 0}$ be any family of finite subsets of $I$, such that $N_\sigma = |I_\sigma| \to \infty$, as $\sigma \to 0$. Then $\mu^*_\sigma \gtrapprox \sqrt{2\sigma^2 \log N_\sigma}$.

Remark: The detection thresholds for the SVD are clearly very easy to find, and could be deduced from other known results (see [21] for example). We include it here, since, as far as we know, it has not been stated explicitly before.

3.1.4 Frame decompositions

We have seen that sharp detection thresholds for the SVD can easily be found, but this does (usually) not cover the situation when we are interested in local anomalies. We will thus focus on other options for anomaly systems, particularly frames, for which we briefly introduce the most important notation. Let $\mathcal{H}$ be a separable Hilbert space, and let $I$ be a countable index set. A sequence $(e_k)_{k \in I} \subseteq \mathcal{H}$ is called a frame of $\mathcal{H}$ if there exist constants $C_1, C_2 > 0$, such that for any $h \in \mathcal{H}$

$$C_1 \|h\|^2_{\mathcal{H}} \leq \sum_{k \in I} |\langle h, e_k \rangle_{\mathcal{H}}|^2 \leq C_2 \|h\|^2_{\mathcal{H}}.$$
Since frames do not have to be orthonormal, they provide great flexibility. Theorems 3.2 and 3.1 clearly apply to testing (1.2) with \( u_k = e_k \), however, the fact that \((u_k)_{k \in I}\) constitutes a frame is, on its own, not enough to guarantee that we obtain a sharp detection boundary from Corollary 3.3.

In the following we show how frames \((u_k)_{k \in I}\) can be constructed, for which Corollary 3.3 can be applied. The idea is as follows: Since the bounds for the detection threshold mostly depend on properties of the images \(Au_k\) in \(Y\), we will simply start by defining a frame \((v_k)_{k \in I}\) in \(Y\) that will guarantee that the needed properties are satisfied, and then construct the corresponding frame \((u_k)_{k \in I}\) in \(X\), such that the pair \((u_k)_{k \in I}\), \((v_k)_{k \in I}\) is a decomposition of the operator \(A\), and such that the assumptions of Corollary 3.3 are satisfied for any family of subsets \((I_\sigma)_{\sigma > 0}\).

**Assumption 3.5.** (i) There is a dense subspace \(\tilde{Y} \subseteq Y\) with inner product \(\langle \cdot, \cdot \rangle_{\tilde{Y}}\) and norm \(\| \cdot \|_{\tilde{Y}}\), and constants \(c_1, c_2 > 0\), such that

\[
c_1\|x\|_X \leq \|Ax\|_{\tilde{Y}} \leq c_2\|x\|_X, \tag{3.4}
\]

for all \(x \in X\).

(ii) There is a frame \((v_k)_{k \in I}\) of \(Y\) and a sequence \((\lambda_k)_{k \in I}\) of real numbers with \(\lambda_k \neq 0\), and constants \(a_1, a_2 > 0\), such that

\[
a_1\|y\|_{\tilde{Y}}^2 \leq \sum_{k \in I} \lambda_k^2 |\langle y, v_k \rangle_{\tilde{Y}}|^2 \leq a_2\|y\|_{\tilde{Y}}^2,
\]

for all \(y \in \tilde{Y}\).

Assumption 3.5 implies that \(A\) as an operator from \(X\) to \(\text{ran}(A) \subseteq \tilde{Y}\) is invertible. Now let \((v_k)_{k \in I}\) be a frame of \(\text{ran}(A)\) as in (ii). We apply the Gram-Schmidt procedure with respect to the inner product \(\langle \cdot, \cdot \rangle_{\tilde{Y}}\) to \((v_k)_{k \in I}\). This results in a sequence \((v_k^*)_{k \in I}\), which is a frame in \(\text{ran}(A)\) and which is orthogonal with respect to \(\langle \cdot, \cdot \rangle_{\tilde{Y}}\). Now we define

\[
u_k = \lambda_k A^{-1}v_k^*,
\]

for \(k \in I\). The system \((u_k)_{k \in I}\) clearly yields sharp detection thresholds, as for any subset \(I_\sigma \subset I\) it holds that \(N_\sigma = N_\sigma^*\) by construction. Furthermore, it is a frame in \(X\), since for \(x \in X\)

\[
\sum_{k \in I} |\langle x, u_k \rangle_X|^2 = \sum_{k \in I} \lambda_k^2 |\langle (A^*)^{-1}x, v_k^* \rangle_{\tilde{Y}}|^2 \sim \|A(A^*)^{-1}x\|_{\tilde{Y}}^2,
\]

and

\[
\|A^*\|_{\tilde{Y} \to X} \|x\|_X \leq \|A(A^*)^{-1}x\|_{\tilde{Y}} \leq \|A^*\|_{X \to \tilde{Y}} \|x\|_X.
\]

As a consequence we obtain the following.

**Theorem 3.6.** Suppose that Assumption (3.5) is satisfied. Then for any frame \((u_k)_{k \in I}\) of \(X\), constructed as above, and for any family of subsets of indices \((I_\sigma)_{\sigma > 0}\) with \(N_\sigma := |I_\sigma| \to \infty\) as \(\sigma \to 0\), we have \(\mu_\sigma^* \asymp \sqrt{2\sigma^2 \log N_\sigma}\).

**3.1.5 Examples**

We discuss several commonly used operators and present a few typical examples of collections \((u_k)_{k \in I}\), for which the above theorems may or may not apply.

**Integration**

Let \(X = Y = L^2(\mathbb{R})\) and let \(A : X \to Y\) be the linear Fredholm integral operator given by

\[
(Af)(x) = \int_{-\infty}^{x} f(t)dt, \quad x \in \mathbb{R},
\]
for \( f \in \mathcal{X} \). Suppose that \( \psi \) is a (mother) wavelet in \( L^2(\mathbb{R}) \), that satisfies \( \int_\mathbb{R} \psi(x)dx = 0 \), and for which the collection \( \{\psi_{j,k}\}_{j,k \in \mathbb{Z}} \) given by

\[
\psi_{j,l}(x) = 2^{j/2} \psi(2^j x - l)
\]

forms an orthogonal frame of \( L^2(\mathbb{R}) \). For an in-depth treatment of wavelet theory, we refer to [33] or [6].

Let us suppose that the system of possible anomalies is given by this wavelet system, i.e. we consider \( \{u_{j,l} : (j,l) \in I \subset \mathbb{Z}^2 \} \) with \( u_{j,l} = \psi_{j,l} \). Assume further that \( \psi \) is compactly supported with support size \( L \), which implies that for any pair of indices \((j,l)\) the number of indices \( k' \), such that \( \text{supp} u_{j,l} \cap \text{supp} u_{j,k'} \neq \emptyset \) is at most \( L \).

Since, in practical applications, we would not expect to be able to obtain observations on the whole plane \( \mathbb{R}^2 \), we suppose that an anomaly, if one exists, must lie within some compact subset of \( \mathbb{R}^2 \), e.g. the unit interval \([0,1]\). For some family of integers \( \{j_\sigma\}_{\sigma > 0} \) that satisfies \( j_\sigma \to \infty \) as \( \sigma \to 0 \) we define the family \( \{I\}_\sigma \) of “candidate” indices by

\[
I_\sigma = \{(j_\sigma, l) : \text{supp } u_{j_\sigma, l} \subseteq [0,1]\}.
\]

Note that \( N_\sigma \approx 2^{j_\sigma} \). Since \( \text{supp} Af \subseteq \text{supp} f \), it follows that for any \( l \), the number of indices \( l' \) such that \( \text{sup} Af_{j_\sigma, l} \cap \text{sup} Af_{j_\sigma, l'} \neq \emptyset \) is bounded by \( L \). Thus, the number of indices \( l' \) such that \( \langle Af_{j_\sigma, l}, Af_{j_\sigma, l'} \rangle_Y > 0 \) is also bounded by \( L \). This means that \( N_\sigma' \geq N_\sigma / L \) and \( M_\sigma = L \).

Consequently, the conditions of Theorem 3.3 are satisfied, and it follows that, in this case, \( \mu_\sigma \propto \sqrt{2\sigma^2 \log(N_\sigma)} \).

**Periodic convolution**

Let \( h : \mathbb{R} \to \mathbb{C} \) be a 1-periodic and bounded function, and let \( A \) be the integral operator \( A : L^2([0,1]) \to L^2([0,1]) \) given by

\[
(Af)(x) := \int_0^1 h(u-x)f(u)du, \quad x \in [0,1].
\]

The system \( (e_k)_{k \in \mathbb{Z}} \), where \( e_k(x) = e^{-ikx} \), is a complete orthonormal system of \( L^2([0,1]) \), which consists of singular functions of \( A \), since \( A^*Ae_k = |\hat{h}(k)|^2 e_k \). Thus, Corollary 3.4 yields the detection threshold for the detection of anomalies given by \( \gamma = e_k \).

Let us now try to come up with another system of possible anomalies. For the sake of simplicity, let us, from now on, only consider spaces of real-valued functions, i.e. let \( X = Y = L^2([0,1], \mathbb{R}) \). Motivated by the previous example, let \( \{\psi_{j,l} : j,l \in \mathbb{Z}\} \) be a system of compactly supported wavelets with one vanishing moment (i.e. \( \int_\mathbb{R} x\psi_{j,l}(x)dx = 0 \)) forming an orthonormal frame of \( L^2(\mathbb{R}) \). We define periodic wavelets \( \psi_{j,l}^{(\text{per})} = \sum_{z \in \mathbb{Z}} \psi_{j,l}( \cdot + z) \) for \( l = 0, \ldots, 2^j - 1 \). The system \( \{u_{j,l} : (j,l) \in I\} \) given by \( u_{j,l} = \psi_{j,l}^{(\text{per})} \) for \( I = \bigcup_{j \in \mathbb{Z}} \{j\} \times \{0, \ldots, 2^j - 1\} \) then forms an orthonormal frame of \( L^2([0,1]) \). If the function \( h \) is sufficiently smooth, this constitutes a setting in which, for certain choices of \( I_\sigma \), Theorem 3.2 cannot be applied and the upper bound from Theorem 3.1 is basically useless, as can be seen in the following lemma.

**Lemma 3.7.** Suppose that \( h : \mathbb{R} \to \mathbb{R} \) is a 1-periodic, symmetric and continuously differentiable function, and suppose that its derivative \( h' \) is Lipschitz. Let \( X = Y = L^2([0,1], \mathbb{R}) \) and let \( A \) be the convolution operator defined by (3.6). Let \( I = \bigcup_{j \in \mathbb{Z}} \{j\} \times \{0, \ldots, 2^j - 1\} \subset \mathbb{R}^2 \) and define \( u_{j,l} = \psi_{j,l}^{(\text{per})} \) as above for any \((j,l) \in I\). Let \( (j_\sigma)_{\sigma > 0} \) be a family of integers that satisfies \( j_\sigma \to \infty \) as \( \sigma \to 0 \) and set

\[
I_\sigma = \{(j_\sigma, l) : l = 0, \ldots, 2^{j_\sigma} - 1\}.
\]

for \( \sigma > 0 \). Then \( \gamma_\sigma \to 0 \) if \( \mu_\sigma / \gamma \to \infty \).
The Radon transform is an operator from $H^\alpha(\mathbb{R}^n)$ for any $\alpha \in \mathbb{R}$ and $\mathcal{A}u(\omega, l)\|Au(\omega, l)\|_Y^{-1}$ where the same is not true for $Au(\omega, l)$. In fact, it turns out, that all subsequent results can be extended to any dimensions. Mathematically, this is modeled by the integral operator $R : L^2(\mathcal{B}) \to L^2(Z, (1 - l^2)^{-1/2})$, where $\mathcal{B} = \{x \in \mathbb{R}^2 : |x| \leq 1\}$ and $Z = [-1, 1] \times [0, 2\pi]$, given by

$$(Rf)(t, \theta) = \int_{\mathbb{R}} f(t \cos \theta + s \sin \theta, t \cos \theta - s \sin \theta)ds,$$

known as the Radon transform. The singular system of $R$ is analytically known (see [38]). Let $I = \{(k, l) : k \in \mathbb{N}_0, |l| \leq k, k + l \text{ even}\}$. We define functions $u_{(k, l)} \in L^2(\mathcal{B})$, $(k, l) \in I$ by

$$u_{(k, l)}(x) := e^{itx}(2r^2 - 1), \quad x = (r \cos \varphi, r \sin \varphi) \in \mathcal{B},$$

where $P_k^{(0, |l|)}$ are the Jacobi polynomials uniquely determined by the equations $\int_0^1 t^jP_k^{(0, |l|)}(2t) = \delta_{k, k'}$. The system $\{u_{(k, l)}(k, l) \in I\}$ is a complete orthonormal system in $L^2(\mathcal{B})$ and, together with the appropriate system $v_{(k, l)}(k, l) \in I$ and constants $(\lambda_{(k, l)}(k, l) \in I$, forms the SVD of the Radon transform $R : L^2(\mathcal{B}) \to L^2(Z, (1 - l^2)^{-1/2})$. Thus, Corollary 3.4 yields the detection thresholds for the system $\{u_{(k, l)}(k, l) \in I\}$.

However, the discussion in Section 3.1.4 gives rise to another option to choose systems of anomalies that attain the same detection boundaries. For $n \in \mathbb{N}$ we define the usual Sobolev space

$$H^\alpha(\mathbb{R}^n) = \left\{ f \in L^2(\mathbb{R}^n) : \|f\|_{H^\alpha(\mathbb{R}^n)} < \infty \right\},$$

where $\|f\|_{H^\alpha(\mathbb{R}^n)}^2 := \int_{\mathbb{R}^n} (1 + |w|^2)^\alpha |\hat{f}(w)|^2dw$, and set (in the notation of [38])

$$H^\alpha_0(\mathbb{B}^n) := \left\{ f \in H^\alpha(\mathbb{R}^n) : \supp f \subseteq \mathcal{B} \right\}.$$

In addition, let

$$H^\alpha(\mathbb{R} \times [0, 2\pi]) := \left\{ f \in L^2(\mathbb{R} \times [0, 2\pi]) : \|f\|_{H^\alpha(\mathbb{R} \times [0, 2\pi])} < \infty \right\},$$

where

$$\|f\|_{H^\alpha(\mathbb{R} \times [0, 2\pi])}^2 := \int_0^{2\pi} \|f(\cdot, \theta)\|_{H^\alpha(\mathcal{B})}^2d\theta.$$

The Radon transform is an operator from $H^\alpha_0(\mathbb{B}^n)$ to $H^\alpha(\mathbb{R} \times [0, 2\pi])$ that satisfies (see Theorem 5.1 of [38])

$$C_1\|f\|_{H^\alpha_0(\mathcal{B}^n)} \leq \|Rf\|_{H^\alpha(\mathbb{R} \times [0, 2\pi])} \leq C_2\|f\|_{H^\alpha_0(\mathcal{B}^n)}$$

for any $f \in H^\alpha_0(\mathbb{B}^n)$. Thus, Theorem 3.6 can be applied. The range of $R$ in $H^\alpha(\mathbb{R} \times [0, 2\pi])$ is $\text{ran}(R) = \{f \in H^\alpha(\mathbb{R} \times [0, 2\pi]) : \supp f \subseteq (-1, 1) \times [0, 2\pi] \}$. Thus, any orthonormal frame $(v_k)_{k \in I}$ of $\text{ran}(R)$ gives rise to a frame $(u_k)_{k \in I}$ of $\mathcal{X} = H^\alpha_0(\mathcal{B}^n)$ with sharp detection boundaries given by Theorem 3.6.
3.2 Alternatives given by the linear span of collections of anomalies

Assume now that possible anomalies might be linear combinations of the $u_k, k \in I_\sigma$. For the upcoming analysis it is necessary to assume that the $u_k$ satisfy the following.

**Assumption 3.8.** There is a collection $(v_k)_{k \in I}$ of functions in $\mathcal{Y}$, and a sequence $(\lambda_k)_{k \in I}$ of non-zero complex numbers, such that for any $f \in \mathcal{X}$ it holds that

$$\langle Af, v_k \rangle_{\mathcal{Y}} = \lambda_k \langle f, u_k \rangle_{\mathcal{X}}.$$

Assumption 3.8 guarantees that we can present our results in terms of the $u_k$. Clearly, it is satisfied, when $u_k \in \text{ran}(A^*)$ for all $k \in I$. In addition, if we were to assume that the collections $(u_k)_{k \in I}$ and $(v_k)_{k \in I}$ have some kind of useful structure (we may for example assume that they constitute frames of $\mathcal{X}$ and $\mathcal{Y}$, respectively, as we did in Subsection 3.1.4), then the sequence $(\lambda_k)_{k \in I}$ from Assumption 3.8 takes the role of what might be called quasi-singular values.

In this section, we suppose that $\mathcal{F}_\sigma$ consists of functions in the linear span of the functions $u_k, k \in I_\sigma$, namely $\mathcal{F}_\sigma = \mathcal{F}_\sigma^L = \{ f \in \text{span}\{u_k : k \in I_\sigma\} : \sum_{k \in I_\sigma} |\lambda_k \langle f, u_k \rangle_{\mathcal{X}}|^2 = 1 \}$. Thus, testing problem 1.2 becomes

$$H_0 : f = 0 \quad \text{against} \quad H_{1,\sigma} : f \in \mathcal{F}_{\sigma}^L(\nu_\sigma),$$

where

$$\mathcal{F}_{\sigma}^L(\nu_\sigma) = \left\{ f \in \text{span}\{u_k : k \in I_\sigma\} : \sum_{k \in I_\sigma} |\lambda_k \langle f, u_k \rangle_{\mathcal{X}}|^2 \geq \nu_\sigma^2 \right\},$$

for some family of positive real numbers $(\nu_\sigma)_{\sigma > 0}$ (we use the notation $\nu_\sigma$ instead of $\mu_\sigma$ to avoid confusion with the results from the previous section).

3.2.1 Nonasymptotic results

For a subset $J \subseteq I$, we define the matrix $\Xi_J$ by $(\Xi_J)_{k,k'} = \langle v_k, v_{k'} \rangle_{\mathcal{Y}}, k, k' \in J$, and the matrix $\tilde{\Xi}_J$ by $(\tilde{\Xi}_J)_{k,k'} = \langle \tilde{v}_k, \tilde{v}_{k'} \rangle_{\mathcal{Y}}, k, k' \in J$, where

$$\tilde{v}_k := \lambda_k^{-1} A u_k,$$

for $k \in I$. We denote the Frobenius norm of a matrix $M$ by $\|M\|_F$.

The next theorem (the non-asymptotic upper bound for the detection threshold) can not be given in terms of the minimax sum of errors $\gamma_{\sigma}$. Instead we define

$$\gamma_{\sigma,\alpha}(\nu_\sigma) = \inf_{\phi \in \Phi_{\sigma,\alpha}} \left[ \alpha_{\sigma}(\phi) + \sup_{f \in \mathcal{F}_\sigma(\nu_\sigma)} \beta_{\sigma}(\phi, f) \right],$$

where $\Phi_{\sigma,\alpha}$ is the set of all level $\alpha$ tests for the testing problem “$H_0$ vs $H_{1,\sigma}$”. In other words, we consider the minimax sum of errors when only level $\alpha$ tests are allowed.

**Theorem 3.9.** Suppose that Assumption 3.8 holds. Assume that the family of subsets $(I_\sigma)_{\sigma > 0}$ is such that the matrices $\Xi_{I_\sigma}$ are positive definite for all $\sigma > 0$. Then, for any $\alpha \in (0,1)$ and $\delta \in (\alpha, 1)$, we have $\gamma_{\sigma,\alpha}(\nu_\sigma) \leq \delta$ if

$$\nu_\sigma \geq \varepsilon d_\alpha(\delta) \sigma \sqrt{\|\Xi_{I_\sigma}\|_F},$$

where $d_\alpha(\delta) = \sqrt{\log \frac{1}{\alpha - \delta}} + \left( \log \frac{1}{\alpha(\alpha - \delta)} + \sqrt{2 \log \frac{1}{\alpha - \delta}} + \sqrt{2 \log \frac{1}{\alpha}} \right)^{1/2},$ and $\varepsilon$ is given by $\varepsilon = 1$ if $\mathcal{X}$ and $\mathcal{Y}$ are real Hilbert spaces and $\varepsilon = \sqrt{2}$ if $\mathcal{X}$ and $\mathcal{Y}$ are complex Hilbert spaces.

It is now obvious why it is necessary to allow only tests at a prescribed level $\alpha$. Making $\alpha$ arbitrarily small would require the detection threshold to become arbitrarily large in order to keep the type II error small.

Contrary to the upper bound, the non-asymptotic lower bound for the detection threshold can be stated in terms of $\gamma_{\sigma}$.
Theorem 3.10. Suppose that Assumption 3.8 holds, and assume that the family of subsets \((I_\sigma)_{\sigma>0}\) is such that the matrices \(\tilde{\Xi}_I\) are positive definite for all \(\sigma > 0\). Then, for any \(\delta \in (0,1)\), we have
\[
\gamma_\sigma(\nu_\sigma) \geq \delta
\]
if \(\nu_\sigma \leq c(\delta)\sigma \sqrt{\|\tilde{\Xi}_I^{-1}\|_F} \),
where \(c(\delta) = (\log(1 + (2 - 2\delta)^2))^{1/4}\).

Remark 1: The assumption that \(\Xi_I\) and \(\tilde{\Xi}_I\), respectively, are positive definite (and consequently invertible, since they are Hermitian) is a technical necessity. However, it is also intuitively justified, because it prevents certain “unreasonable” choices of \(I_\sigma\) (for example any subset \(I_\sigma\) such that \((u_k)_{k \in I_\sigma}\) is linearly dependent).

Remark 2: Note that it can be easily seen that, if we consider the set
\[
\left\{ f \in \text{span}\{u_k : k \in I_\sigma\} : \sum_{k \in I_\sigma} |\langle f, u_k \rangle_X|^2 \geq \nu_\sigma^2 \right\},
\]
instead of \(J_{\sigma}^f(\nu_\sigma)\), then we would obtain the same bounds as above with \(\Xi_I\) replaced by the matrix \(A_I\), which is given by \((A_I)_{k,k'} = (\lambda_k \lambda_k')^{-1} (v_k, v_{k'})_Y\), and \(\tilde{\Xi}_I\) replaced by the matrix \(\tilde{A}_I\), given by \((\tilde{A}_I)_{k,k'} = \langle Au_k, Au_{k'} \rangle_Y\). It follows, that our results are compatible with the results obtained in [29], where the above testing problem was considered when the system \((u_k, v_k, \lambda_k)_{k \in I}\) is given by the SVD of \(A\).

3.2.2 Asymptotic results

The asymptotic results for this section can now be easily deduced from the previous theorems.

Corollary 3.11. Suppose that the assumptions of Theorems 3.9 and 3.10 hold.

(1) \(H_0\) and \(H_{1,\sigma}\) are asymptotically distinguishable if
\[
\frac{\nu_\sigma}{\sigma \sqrt{\|\Xi_I\|_F}} \to \infty.
\]

(2) \(H_0\) and \(H_{1,\sigma}\) are asymptotically indistinguishable if
\[
\frac{\nu_\sigma}{\sigma \sqrt{\|\tilde{\Xi}_I\|_F}} \to 0.
\]

Until now, we have allowed the \(u_k\) to just be any functions we might be interested in detecting. However, we are able to refine our results when we assume that \((v_k)_{k \in I}\) and \((\tilde{v}_k)_{k \in I}\) are “well-behaved”. We call a sequence of functions \((h_i)_{i \in \mathbb{N}}\) from some Hilbert space \(\mathcal{H}\) a Riesz sequence, if there exist constants \(C_1, C_2 > 0\) such that
\[
C_1 \sum_{i \in \mathbb{N}} |a_i|^2 \leq \| \sum_{i \in \mathbb{N}} a_i h_i \|^2_{\mathcal{H}} \leq C_2 \sum_{i \in \mathbb{N}} |a_i|^2,
\]
for any sequence \((a_i)_{i \in \mathbb{N}} \in \ell^2\). Two sequences \((h_i)_{i \in \mathbb{N}}\) and \((h'_i)_{i \in \mathbb{N}}\) are called biorthogonal if
\[
\langle h_i, h'_i \rangle_{\mathcal{H}} = \delta_{i,j},
\]
where \(\delta_{i,j}\) is the Kronecker symbol.

Assumption 3.12. The collections \((v_k)_{k \in I}\) and \((\tilde{v}_k)_{k \in I}\) are biorthogonal Riesz sequences.
Lemma 3.13. Suppose that Assumptions 3.8 and 3.12 hold, and let \((I_\sigma)_{\sigma>0}\) be an arbitrary family of subsets of \(I\). Then the following statements hold.

1. For any \(\sigma > 0\), the matrices \(\Xi_{I_\sigma}\) and \(\tilde{\Xi}_{I_\sigma}\) are positive definite.
2. There are constants \(c_1, c_2 > 0\) such that \(c_1 \|\Xi_{I_\sigma}\|_F \leq \|\Xi_{I_\sigma}^{-1}\|_F \leq c_2 \|\Xi_{I_\sigma}\|_F\).
3. \(\|\Xi_{I_\sigma}\|_F \sim N_\sigma^{1/2}\) (and consequently, also \(\|\Xi_{I_\sigma}^{-1}\|_F \sim N_\sigma^{1/2}\)), as \(\sigma \to 0\), where \(N_\sigma = |I_\sigma|\).

Thus, if all conditions of Lemma 3.13 are satisfied, it follows from Corollary 3.11 that the separation rate of the family of testing problems “\(H_0\) against \(H_{1,\sigma}\)” is given by \(\nu_\sigma^* \sim \sigma N_\sigma^{1/4}\).

Remark: Note that this result is not surprising. The separation rate corresponds to the rate (in terms of the euclidean norm) of detecting an \(n\)-dimensional signal \(\theta \in \mathbb{R}^n \setminus \{0\}\) from observations given by \(X = \theta + \sigma Z\), where \(Z \sim N(0, \text{id}_n)\). Furthermore, it has been shown previously (cf. [29]) that the same holds, when \((u_k,v_k,\lambda_k)_{k \in I}\) constitute the SVD of the operator \(A\). Thus, the above results yield a generalization of the known theory.

3.2.3 Examples

It is clear that, when the system \((u_k,v_k,\lambda_k)_{k \in I}\) is given by the SVD of the operator \(A : \mathcal{X} \to \mathcal{Y}\), then all of the above theory can be applied. Since this was the subject of [29], we will omit a discussion of this example here.

Examples based on the wavelet-vaguelette decomposition

Suppose that \((u_k)_{k \in I}\) is a system of orthogonal wavelets in \(\mathcal{X}\). If chosen appropriately (for a complete discussion, see [8]), it follows that for certain operators \(A : \mathcal{X} \to \mathcal{Y}\), there exist non-zero numbers \((\lambda_k)_{k \in I}\), such that the systems \((v_k)_{k \in I}\) and \((\tilde{v}_k)_{k \in I}\) of functions in \(\mathcal{Y}\) given by

\[
A^* v_k = \lambda_k u_k, \quad \tilde{v}_k = \lambda_k^{-1} A u_k
\]

form biorthogonal Riesz sequences in \(\mathcal{Y}\) (see Theorem 2 of [8]). Clearly, Assumption 3.8 is satisfied in this case.

We immediately see that this would yield nice examples of the theory developed in this section. We will discuss a few situations, in which such a construction is possible, below.

Integration

Consider the setting of example 3.1.5, i.e. \(u_{(j,l)} = \varphi_{j,k}\) for \((j,l) \in I = \mathbb{Z}^2\) and for some wavelet \(\varphi\). Suppose that the wavelet \(\varphi\) is continuously differentiable. In this case, the WVD is particularly simple. Let

\[
u_{(j,l)}(x) = -2^{j/2} \varphi'(2^j x - l), \quad \tilde{\nu}_{(j,l)}(x) = 2^{j/2} \varphi'^{-1}(2^j x - l),
\]

with \(\lambda_{(j,l)} = 2^{-j}\). Then it follows from [8] that the systems \((v_{(j,l)})_{(j,l) \in I}\) and \((\tilde{v}_{(j,l)})_{(j,l) \in I}\) form biorthogonal Riesz sequences in \(L^2(\mathbb{R})\). Thus, we can apply Lemma 3.13 to obtain \(\|\Xi_{I_\sigma}\|_F \sim N_\sigma^{1/2}\), and thus, \(\nu_\sigma^* \sim \sigma N_\sigma^{1/4}\) for any family \((I_\sigma)_{\sigma>0}\) of “candidate” indices.
Periodic Convolution

Let \( \mathcal{X} = \mathcal{Y} = L^2(S^1) \), where \( S^1 \) is the unit circle. In other words we consider square-integrable 1-periodic functions on \([0,1]\). Let the operator \( A \) be given by \((Af)(x) = \int_0^1 h(x-u)f(u)\,du\), \( x \in [0,1] \) for some 1-periodic function \( h \). Let \((\psi_{j,k})_{(j,k) \in \mathbb{Z}^2}\) be a basis of periodic Meyer wavelets, each with Fourier coefficients \( u_{j,k,m}, m \in \mathbb{Z} \), and let \((I_x)_{x>0}\) be any family of finite subsets of \( I = \mathbb{Z}^2 \). Let \( h_m, m \in \mathbb{Z} \) be the Fourier coefficients of \( h \). It was shown in Appendix B of [23] that, if \( h_m = C|m|^{-a} \), for some \( a > 0 \), the collections \((\psi_{j,k})_{(j,k) \in \mathbb{Z}^2}\) and \((\tilde{\psi}_{j,k})_{(j,k) \in \mathbb{Z}^2}\) given by

\[
\psi_{j,k}(x) = \sum_{m \in \mathbb{Z}} \frac{\lambda_{j,k} u_{j,k,m}}{h_m} e^{imx}, \quad \tilde{\psi}_{j,k}(x) = \sum_{m \in \mathbb{Z}} \frac{h_m u_{j,k,m}}{\lambda_{j,k}} e^{imx},
\]

where the quasi-singular values are given by \( \lambda_{j,k} = 2^{-ja}C \), yield biorthogonal Riesz sequences.

Radon transform

We start by introducing two-dimensional wavelet systems. Let \( \psi \) be a (one-dimensional) wavelet and \( \varphi \) its corresponding scaling function. We assume that they are of compact support and at least at times continuously differentiable. Define the two-dimensional functions

\[
\eta^0(x) := \varphi(x_1)\varphi(x_2), \quad \eta^1(x) := \psi(x_1)\varphi(x_2), \quad \eta^2(x) := \varphi(x_1)\psi(x_2), \quad \eta^3(x) := \psi(x_1)\psi(x_2),
\]

where \( x = (x_1, x_2) \in \mathbb{R}^2 \). The function \( \eta^0 \) is the two-dimensional scaling function, and the functions \( \eta^\varepsilon, \varepsilon \in \{1,2,3\} \), are the two-dimensional wavelets. They are scaled and translated as usual, i.e.

\[
\eta^\varepsilon_{j,l}(x) := 2^j \eta^\varepsilon(2^j x - l), \quad j \in \mathbb{Z}, \quad l \in \mathbb{Z}^2, \quad \varepsilon \in \{0,1,2,3\}.
\]

The collection of all translated and scaled wavelets (without the scaling functions, i.e. excluding \( \varepsilon = 0 \)) is a complete orthonormal system of \( L^2(\mathbb{R}^2) \) (see for example Theorem 7.24 of [33]). Using the projection theorem (see Theorem 1.1 of [38]), it was shown in [8] that for \( \varepsilon \in \{1,2,3\} \) and for \( f \in L^2(\mathbb{R}^2) \cap \text{dom}(R) \), we have

\[
\int_0^\pi \int_{-\infty}^{\infty} (Rf)(t, \theta)(R\omega_{j,k}^\varepsilon)(t, \theta) dt d\theta = \int_{\mathbb{R}^2} f(x)\overline{\eta_{j,k}^\varepsilon(x)} dx
\]

where \( \omega_{j,k}^\varepsilon \) is defined through its Fourier transform \( \omega_{j,k}^\varepsilon(x) = \frac{1}{2\pi} |x| \overline{\eta_{j,k}^\varepsilon(x)} \). In other words,

\[
(Rf, R\omega_{j,k}^\varepsilon)_{L^2(\mathbb{R} \times [0,2\pi])} = \langle f, \eta_{j,k}^\varepsilon \rangle_{L^2(\mathbb{R}^2)}, \quad (3.8)
\]

An inhomogeneous wavelet basis of \( L^2(\mathbb{R}) \) can be constructed as follows: For some \( j_0 \in \mathbb{Z} \), we consider the collection of functions

\[
\{\eta^0_{j,n} : k \in \mathbb{Z}^2\} \cup \{\eta^\varepsilon_{j,k} : \varepsilon \in \{1,2,3\}, k \in \mathbb{Z}^2, j \geq j_0\}.
\]

Note that for any \( j_0 \in \mathbb{Z} \), \( k_0 \in \mathbb{Z}^2 \) we can write

\[
\eta^0_{j_0,k_0} = \sum_{\varepsilon \in \{1,2,3\}} \sum_{k \in \mathbb{Z}^2} c_{\varepsilon,j_0,k_0} \eta^\varepsilon_{j_0,k_0},
\]

and thus, it follows from the linearity of all the above operations that the relation (3.8) is also true for \( \varepsilon = 0 \) with \( \eta^0_{j,k} \) defined accordingly.

With practical applications (where it is an unreasonable assumption that observations on all of the plane \( \mathbb{R}^2 \) can be made) in mind, we assume that signals, if existent, lie within a compact set, e.g. the unit ball \( B = \{ x \in \mathbb{R}^2 : ||x||_2 \leq 1 \} \). We consider the Radon transform as an operator \( R : \mathcal{X} \rightarrow \mathcal{Y} \), where \( \mathcal{X} = L^2(B) \), and \( \mathcal{Y} = L^2(\mathbb{Z}) \) with \( \mathbb{Z} = [-1,1] \times [0, \pi] \). Note that, contrary to the example in Section 3.1.5, the space \( \mathcal{Y} \) is equipped with the norm \( \| \cdot \|_{\mathcal{Y}} \) given by
\[ \|f\|_{\mathcal{Y}} = \int_0^{2\pi} |f(t, \theta)|^2 d\theta dt. \] (Note that the operator \( \mathbb{R} : \mathcal{X} \to \mathcal{Y} \) is well-defined and bounded since \( \|f\|_{L^2(\mathbb{R})} \leq \|f\|_{L^2(Z, (1-t^{-1})^{-1/2}} \) for any \( f \in L^2(Z) \).)

We devise a "wavelet-type" frame of \( L^2(\mathcal{B}) \) as follows. We choose \( j_0 \) large enough, such that the area of \( \text{supp}(\eta_{j_0,k}^0) \) is small compared to the area of the unit ball \( \mathcal{B} \). Now let

\[ I = \{(j_0, k, 0) : \text{supp}(\eta_{j_0,k}^0) \cap \mathcal{B} \neq \emptyset\} \cup \{(j, k, \varepsilon) : j \geq j_0, \varepsilon \in \{1, 2, 3\}, \text{supp}(\eta_{j,k}^\varepsilon) \cap \mathcal{B} \neq \emptyset\}, \]

and finally, define \( u_{(j,k,\varepsilon)} = \eta_{j,k}^\varepsilon \) for \( (j,k,\varepsilon) \in I \). The collection \( \{(u_{(j,k,\varepsilon)})_{(j,k,\varepsilon) \in I}\} \) forms a frame of \( L^2(\mathcal{B}) \), since, for any \( f \in L^2(\mathbb{R}^2) \) supported in \( \mathcal{B} \), we have

\[ \langle f, u_{(j,k,\varepsilon)} \rangle_{L^2(\mathcal{B})} = \langle f, \eta_{j,k}^\varepsilon \rangle_{L^2(\mathbb{R}^2)}. \]

Note that \( \|R_\omega \eta_{j,k}^\varepsilon\|_{L^2(\mathbb{R} \times [0,2\pi])} \sim 2^{j/2} \) (again, see [8]). Thus, if we let \( v_{(j,k,\varepsilon)} = 2^{j/2} R_\omega \eta_{j,k}^\varepsilon \), we obtain

\[ \langle Rf, v_{(j,k,\varepsilon)} \rangle_{L^2(\mathbb{R} \times [0,2\pi])} = 2^{-j/2} \langle Rf, \eta_{j,k}^\varepsilon \rangle_{L^2(\mathbb{R} \times [0,2\pi])} = 2^{-j/2} \langle f, \eta_{j,k}^\varepsilon \rangle_{L^2(\mathbb{R} \times [0,2\pi])}, \]

for any \( f \in L^2(\mathcal{B}) \) (we extended to \( L^2(\mathbb{R}^2) \) by setting \( f(x) = 0 \) whenever \( x \notin \mathcal{B} \)). Thus, Assumption 3.8 is satisfied for the set \( \{(u_{(j,k,\varepsilon)})_{(j,k,\varepsilon) \in I}\} \) with \( v_{(j,k,\varepsilon)} \) defined as above and \( \lambda_{(j,k,\varepsilon)} = 2^{-j/2} \).

It follows that Theorems 3.9 and 3.10 are applicable for the collection \( \{(u_{(j,k,\varepsilon)})_{(j,k,\varepsilon) \in I}\} \) and yield non-asymptotic results for appropriate choices of \( I_\sigma \). However, note that the \( u_{(j,k,\varepsilon)} \) are not necessarily orthonormal.

It follows from Lemma 4 (and the discussion leading up to it) of [8] that, if \( \psi \) has at least 4 vanishing moments and is at least 4 times continuously differentiable, then the collections \( \{(2^{-j/2} R_\omega \eta_{j,k}^\varepsilon)_{j \in \mathbb{Z}, k \in \mathbb{Z}, \varepsilon \in \{1,2,3\}}\} \) and \( \{(2^{-j/2} R_\omega \eta_{j,k}^\varepsilon)_{j \in \mathbb{Z}, k \in \mathbb{Z}, \varepsilon \in \{1,2,3\}}\} \) are Riesz sequences.

If we suppose that all subsets \( I_\sigma \) are chosen such that all \( \eta_{j,k}^\varepsilon \) lie completely within \( \mathcal{B} \), i.e. \( \text{supp}(\eta_{j,k}^\varepsilon) \subseteq \mathcal{B} \) for any \( (j,k,\varepsilon) \in I_\sigma \) for all \( \sigma > 0 \), then \( v_{(j,k,\varepsilon)} = 2^{j/2} R_\omega \eta_{j,k}^\varepsilon \), and it follows from the same arguments as in the proof of Lemma 3.13 that

\[ \|\Xi_{I_\sigma}^{-1}\|_F \geq C_\sigma \|\Omega_{I_\sigma}\|_F \geq C_\sigma \sqrt{N_\sigma}, \]

where \( \Omega_{I_\sigma} \) is given by \( \langle \Omega_{I_\sigma}, v_{k,k'} \rangle = \|2^{-j/2} R_\omega \eta_{j,k}^\varepsilon \|_{L^2(\mathbb{R} \times [0,2\pi])} \cdot \|2^{-j/2} R_\omega \eta_{j,k'}^\varepsilon \|_{L^2(\mathbb{R} \times [0,2\pi])} \). On the other hand, since \( \{v_k\}_{k \in I_\sigma} \) is a frame of \( L^2([-1,1] \times [0,\pi]) \), it follows (as in the proof of Lemma 3.13) that

\[ \|\Xi_{I_\sigma}\|_F^2 \leq C_\sigma \sum_{k \in I_\sigma} \|v_k\|_{L^2([-1,1] \times [0,\pi])} \leq C_\sigma \sum_{k \in I_\sigma} \|2^{-j/2} R_\omega \eta_{j,k}^\varepsilon\|_{L^2(\mathbb{R} \times [0,\pi])} \leq C_\sigma N_\sigma. \]

Thus, \( \nu_\sigma \sim \sigma N_\sigma^{1/4}. \)

### 4 Simulation study

#### A note on discretization

For convenience, we will from now on assume that \( \mathbb{K} = \mathbb{R} \). Assume that \( \mathcal{Y} = L^2(D, \mathbb{R}) \) for some \( D \subseteq \mathbb{R}^d \), \( d \in \mathbb{N} \). For a finite subset \( S \subseteq D \), we define the evaluation function \( e_S : h \mapsto (h(s))_{s \in S} \). Now let \( A_S = e_S \circ A \). Clearly, \( A_S : \mathcal{X} \to \mathbb{R}^n \), where \( n = |S| \), is a bounded linear operator. We equip \( \mathbb{R}^n \) with the inner product \( \langle \cdot, \cdot \rangle_n \) and the corresponding norm \( \|\cdot\|_n \) given by \( \langle x, x' \rangle_n = \frac{\text{vol}(D)}{n} \sum_{s \in S} x_s x'_s \) for \( x = (x_s)_{s \in S}, x' = (x'_s)_{s \in S} \in \mathbb{R}^n \), and thereby make \( \mathbb{R}^n \) a Hilbert space. Here, \( \text{vol}(D) \) denotes the \( (d\text{-dimensional}) \) volume of \( D \). Now suppose that we observe data \( Y_{\sigma,S} \) on \( \mathbb{R}^n \) given by

\[ Y_{\sigma,S} = A_S(f) + \sigma \sqrt{\frac{n}{\text{vol}(D)}} \xi, \quad (4.1) \]
where $\xi = (\xi_s)_{s \in S} \sim \mathcal{N}(0, \text{id}_n)$. Since, for any $x, x' \in \mathbb{R}^n$, we have

$$\left\langle \frac{n}{\text{vol}(D)} \xi, x \right\rangle_n \sim \mathcal{N}(0, \|x\|_n) \quad \text{and} \quad \mathbb{E} \left( \left\langle \frac{n}{\text{vol}(D)} \xi, x \right\rangle_n \left\langle \frac{n}{\text{vol}(D)} \xi, x' \right\rangle_n \right) = \langle x, x' \rangle_n,$$

it follows that our results are valid for this discretized model. Note that asymptotic results still refer to $n$ becoming small (and not $n$ becoming large). If $S$ is chosen appropriately, $(\epsilon_S(h), \delta_S(h'))_n$ can be viewed as an approximation of $(h, h')_\mathcal{Y}$ for $h, h' \in \mathcal{Y}$, and, consequently, the upper and lower bounds derived from (4.1) can be viewed as an approximation of the upper and lower bounds derived from the data (1.1).

Finally, note that testing “$f = 0$” against “$f \in \mathcal{F}_\sigma(\mu_\sigma)$” based on the data $Y_{\sigma,n}$ is equivalent to testing “$f = 0$” against “$f \in \mathcal{F}_\sigma \left( \frac{\mu \text{vol}(D)}{n} \right)$” based on $X_{\sigma,S}$ given by

$$X_{\sigma,S} := A_S(f) + \sigma \sqrt{\frac{\text{vol}(D)}{n}} \xi.$$ 

**Integration**

We consider the example from section 3.1.5, discretized as above with $S = \{ \frac{i}{2^n} : i = 0, \ldots, n-1 \}$ for $n = 2^{15}$. The wavelet system $(\psi_{j,k})_{j,k \in \mathbb{Z}}$ consists of Daubechies (db6) wavelets. See Figure 2 for the results of the simulation study. Note that the displayed results are only approximations in two senses: First, we used the test $\phi_{\sigma,n}$ from (3.2), which may not necessarily be the optimal test, and second, we approximate $\sup_{f \in \mathcal{F}_\sigma} \beta_\sigma(\phi_{\sigma,n}, f)$ by $\hat{\beta}_\sigma(\delta) := \sqrt{\frac{\text{vol}(D)}{n}} \Theta_{\sigma,n} \epsilon_\sigma(\phi_{\sigma,n})$ where $\Theta_{\sigma,n}$ is an approximation of the true function $\Theta_{\sigma}$. Note that the proof of Theorem 3.1 yields a non-asymptotic upper bound for the detection threshold: We have $\sup_{f \in \mathcal{F}_\sigma} \beta_\sigma(\phi_{\sigma,n}, f) \leq \alpha$ when $\delta \geq \sigma(c_\sigma + z_1 - \sigma)$, where $z_1 - \sigma$ is the $(1 - \sigma)$-quantile of the standard Gaussian distribution.

Next, we consider the example from section 3.2.3. Everything is as above, except for a few differences: We consider alternatives given by linear combinations of $(u_k)_{k \in I_\sigma}$ as in Section 3.2, we use the test $\phi_{\sigma,n} = \phi_{\sigma,n}^\delta$ given by (6.2), and $\hat{\beta}_\sigma(\delta)$ is given by $\hat{\beta}_\sigma(\phi_{\sigma,n}^\delta | \epsilon_\sigma) = \epsilon_\sigma(\phi_{\sigma,n}^\delta)$, where $\pi$ is the uniform distribution on $\mathcal{F}_\sigma$. The results of this study are displayed in Figure 3.

**Radon transform**

The setting for our simulation study for the Radon transform is inspired by the discussion in Section 3.2.3. We consider the Radon transform as an operator

$$R : L^2(B_\mathcal{Y}, \mathbb{R}) \rightarrow L^2 \left( \left[ -\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}} \right] \times [0, \pi), \mathbb{R} \right),$$

where $B_\mathcal{Y} = \left\{ x \in \mathbb{R}^2 : \|x\| \leq \frac{1}{\sqrt{2}} \right\}$ is the ball that contains the unit square $[-1/2, 1/2]^2$. Let $\{\psi_{j,l} : j \in \mathbb{Z}, l \in \mathbb{Z}^2, \epsilon \in \{1, 2, 3\} \}$ be the two-dimensional wavelet system (consisting of Daubechies (db4) wavelets) from Section 3.2.3, define $u_{j,l} = \eta_{j,l}^\delta$ for $(j, l, \epsilon) \in I$ with

$$I = \{(j, l, \epsilon) : \supp \eta_{j,l}^\delta \subseteq [-1/2, 1/2]^2 \},$$

and let $I_\sigma = \{(j, l, \epsilon) : \supp \eta_{j,l}^\delta \subseteq [-1/2, 1/2]^2 \}$, for family $(j, l)_{\sigma > 0}$ of natural numbers. We consider discretized data of the form (4.1) with $S = \{(-\frac{1}{4} + \frac{i_1}{1024}, \frac{i_2}{1000} \pi) : i_1 = 0, \ldots, 1023, i_2 = 0, \ldots, 359 \}$. As above, we use the test $\phi_{\sigma,n} = \phi_{\sigma,n}^\delta$ given by (6.2), and $\hat{\beta}_\sigma(\delta) = \epsilon_\sigma \beta_\sigma(\phi_{\sigma,n}^\delta, \delta f)$, where $\pi$ is the uniform distribution on $\mathcal{F}_\sigma$. The results of this study are displayed in Figure 4.

The example in Figure 1 also comes from this setting: The parameters were $f_\sigma = 5$, $\sigma = 15$, and $\delta = 264$. By Theorem 3.9, the distorted image can be distinguished from the reference image with type I and type II error both at most 0.05 by the test $\phi_{8,0.05}^\delta$.
Figure 2: **Left:** Estimation of $1 - \beta_\sigma^*(\delta)$ for $\delta$ between 0 and 10, for $j_\sigma = 6$, $\sigma = 1$ and $\alpha = 0.05$. For each value of $\delta$, 5000 tests have been performed. The results suggest that the power achieves 95% for $\delta \approx 5.3414$. **Right:** Estimated values of $\delta$ for which the power achieves 95% for $j_\sigma \in \{5, \ldots, 10\}$ and $\sigma = 1$ compared with the upper bound derived from the proof of Theorem 3.1.

Figure 3: **Left:** Estimation of $1 - \beta_\sigma^*(\delta)$ for $\delta$ between 0 and 80, for $j_\sigma = 6$, $\sigma = 1$ and $\alpha = 0.05$, compared with the upper bound (UB) from 3.9 and the lower bound (LB) from Theorem 3.10. For each value of $\delta$, 5000 tests have been performed. The results suggest that the power achieves 95% for $\delta \approx 36.948$. **Right:** Estimated values of $\delta$ for which the power achieves 95% for $j_\sigma \in \{5, \ldots, 10\}$ and $\sigma = 1$ compared with the upper bound from 3.9 and the lower bound from Theorem 3.10.
Figure 4: **Left:** Estimation of $1 - \beta_\alpha^*(\delta)$ for $\delta$ between 0 and 11, for $j_\sigma = 3$, $\sigma = 1$ and $\alpha = 0.05$, compared with the upper bound (UB) from 3.9 and the lower bound (LB) from Theorem 3.10. For each value of $\delta$, 5000 tests have been performed. The power achieves 95% for $\delta \approx 5.5221$.

**Right:** Estimated values of $\delta$ for which the power achieves 95% for $j_\sigma \in \{5, \ldots, 10\}$ and $\sigma = 1$ compared with the upper bound from 3.9 and the lower bound from Theorem 3.10.

These simulations seem to affirm our theoretical results. Note that the thresholds displayed in Figure 2 are very large compared to the asymptotic detection boundary from Corollary 3.3. This is due to the logarithmic growth of the detection boundary.

5 Discussion

In this paper, we have considered statistical hypothesis testing in inverse problems with localized alternatives. This can be used to determine whether an unknown object that deviates from a reference object, can be distinguished from that reference or not.

More precisely, we first considered alternatives given by finitely many elements (e.g. chosen from a dictionary), and under additional restrictions on the structure of this system we were able to derive the (asymptotic) detection boundary. Those results are illustrated along examples such as integration, convolution, and the Radon transform. Afterwards, we have moved to more complex alternatives allowing for linear combinations of elements from the dictionary. In this case, we were still able to derive the minimax separation rate even under weaker assumptions on the structure of the system. This has been illustrated again for the above-mentioned and in simulations.

The results in this study offer several point of contact for further research. For practical purposes, the design of more (computationally and statistically) efficient multiple tests is on demand, which is beyond the scope of this paper. It would be interesting to see which methods can be used to efficiently test a reference object against hypotheses which consist e.g. of wavelets on different scales, which is a setting, for which the assumptions of Corollary 3.3 are not satisfied in general. Another interesting question is the detection boundary in case of sparse alternatives (similar to [29]), which we have not discussed here.
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6 Proofs

6.1 Proof for section 3.1

6.1.1 Proof of the upper bound

Proof of Theorem 3.1. We treat the two cases (whether $\mathcal{X}$ and $\mathcal{Y}$ are real or complex spaces) separately.

**$\mathcal{X}$ and $\mathcal{Y}$ are real Hilbert spaces.** Any test for the testing problem (1.2) yields an upper bound for $\gamma_\sigma$, and, thus, also an upper bound for $\mu^*_\sigma$. Our upper bound is based on a particularly simple family of likelihood ratio type tests given by (3.2) with thresholds given by

$$c_{\alpha, \sigma} = \sqrt{2 \log \frac{N_\sigma}{\alpha}}.$$

We show that for any $\sigma > 0$ and any $\alpha \in (0, 1)$, the test $\phi_{\alpha, \sigma}$ has level $\alpha$ and its asymptotic type II error vanishes for the testing problem (1.2) if $\mu_\sigma \gtrsim (1 + \varepsilon_\sigma) \sqrt{2 \sigma^2 \log N_\sigma}$. This would then imply that $\gamma_\sigma \lesssim \alpha + o(1)$, which will immediately prove the theorem, since $\alpha$ was arbitrary.

Setting $f_k = \frac{\langle Y_\sigma, A\mu_k \rangle_Y}{\sigma \|A\mu_k\|_Y}$, we have

$$\mathbb P_{H_0} (\phi_{\alpha, \sigma}(y_\sigma) = 1) = \mathbb P_{H_0} \left( \sup_{k \in I_\sigma} \left| \frac{\langle Y_\sigma, A\mu_k \rangle_Y}{\sigma \|A\mu_k\|_Y} \right| > c_{\alpha, \sigma} \right) \leq N_\sigma \mathbb P (|Z| > c_{\alpha, \sigma}) = N_\sigma \exp \left( -\frac{1}{2} c_{\alpha, \sigma}^2 \right) = \alpha,$$

for some $Z \sim \mathcal N(0, 1)$. Thus, $\phi_{\alpha, \sigma}$ is indeed a level $\alpha$ test. Next, we show that the maximal type II error of $\phi_{\alpha, \sigma}$ vanishes. For some identically distributed (but not necessarily independent) random variables $Z_{\sigma, k} \sim \mathcal N(0, 1)$, $k \in I_\sigma$, we find by the union bound, that

$$\sup_{k \in I_\sigma} \sup_{|s| \geq \mu_\sigma} \mathbb P_{\delta f_k} (\phi_{\alpha, \sigma}(y_\sigma) = 0) = \sup_{k \in I_\sigma} \sup_{|s| \geq \mu_\sigma} \mathbb P_{\delta f_k} \left( \sup_{k' \in I_\sigma} \left| \frac{\langle Y_\sigma, A\mu_{k'} \rangle_Y}{\sigma \|A\mu_{k'}\|_Y} \right| \leq c_{\alpha, \sigma} \right) \leq \sup_{k \in I_\sigma} \sup_{|s| \geq \mu_\sigma} \mathbb P \left( \sup_{k' \in I_\sigma} \left( Z_{\sigma, k'} + \frac{\delta \langle A\mu_{k'}, A\mu_k \rangle_Y}{\sigma \|A\mu_{k'}\|_Y \|A\mu_k\|_Y} \right) \leq c_{\alpha, \sigma} \right) \leq \sup_{k \in I_\sigma} \sup_{|s| \geq \mu_\sigma} \mathbb P \left( Z_{\sigma, k} + \frac{\delta}{\sigma} \leq c_{\alpha, \sigma} \right) = \mathbb P \left( Z + \frac{\mu_\sigma}{\sigma} \leq c_{\alpha, \sigma} \right) = \mathbb P \left( Z \leq \sqrt{2 \log N_\sigma} + \sqrt{2 \log (1/\alpha)} - (1 + \varepsilon_\sigma) \sqrt{2 \log N_\sigma} \right) \to 0,$$

since $\varepsilon_\sigma \sqrt{\log N_\sigma} \to \infty$.

**$\mathcal{X}$ and $\mathcal{Y}$ are complex Hilbert spaces.** The idea of the proof is the same as above. We again use the test given by (3.2) with thresholds

$$c_{\alpha, \sigma} = \sqrt{1 + 2 \log \frac{N_\sigma}{\alpha} + 2 \log \frac{N_\sigma}{\alpha}}.$$
Setting $f_k' = \frac{\nu_{k'}}{|\sigma||Au_k'||\gamma|}$ as above, we have

\[
\frac{\langle Y, Au_k \rangle_{\gamma}}{\sigma||Au_k'||\gamma} \sim \mathcal{CN}(0, 2) \quad \text{and} \quad \frac{\langle Y, Au_k \rangle_{\gamma} f = \delta_{f_k'}}{\sigma||Au_k'||\gamma} \sim \mathcal{CN}\left(\frac{\langle \delta(Au_k'), Au_k \rangle_{\gamma}}{\sigma||Au_k'||\gamma||Au_k'||\gamma}, 2\right)
\]

We first show that $\Phi_\alpha$ is a level $\alpha$ test. For some $Z \sim \mathcal{CN}(0, 1)$ we find, using the union bound, that

\[
\mathbb{P}_{H_0}\left(\phi_{\alpha, \sigma}(y_{\sigma}) = 1\right) = \mathbb{P}_{H_0}\left(\sup_{k \in I_{\sigma}} \frac{\langle Y, Au_k \rangle_{\gamma}}{\sigma||Au_k'||\gamma} > c_{\alpha, \sigma}\right) \leq N_{\sigma}\mathbb{P}\left(|Z|^2 > c_{\alpha, \sigma}^2\right).
\]

Note that $|Z|^2 = \Re(Z)^2 + \Im(Z)^2 \sim \chi_2^2$. It follows from Lemma 1 of [28] that

\[
N_{\sigma}\mathbb{P}\left(|Z|^2 > 1 + 2\sqrt{\log \frac{N_{\sigma}}{\alpha} + 2 \log \frac{N_{\sigma}}{\alpha}}\right) \leq N_{\sigma}\exp\left(-\log \frac{N_{\sigma}}{\alpha}\right) = \alpha.
\]

Thus, $\phi_{\alpha, \sigma}$ is indeed a level $\alpha$ test. As above, we must now show that the maximal type II error of $\phi_{\alpha, \sigma}$ vanishes. For some identically distributed (but not necessarily independent) random variables $Z_{\sigma, k} \sim \mathcal{CN}(0, 2)$, $k \in I_{\sigma}$ and $Z_{\sigma} \sim \mathcal{CN}(0, 2)$, we find by the union bound, that

\[
\sup_{k \in I_{\sigma}} \sup_{|\delta| \geq \mu_{\sigma}} \mathbb{P}_{\delta f_k}(\phi_{\alpha, \sigma}(y_{\sigma}) = 0) = \sup_{k \in I_{\sigma}} \sup_{|\delta| \geq \mu_{\sigma}} \mathbb{P}_{\delta f_k}\left(\sup_{k' \in I_{\sigma}} \frac{\langle Y, Au_{k'} \rangle_{\gamma}}{\sigma||Au_{k'}||\gamma} \leq c_{\alpha, \sigma}\right)
\leq \sup_{k \in I_{\sigma}} \sup_{|\delta| \geq \mu_{\sigma}} \mathbb{P}\left(\sup_{k' \in I_{\sigma}} |Z_{\sigma, k'} + \frac{\delta(Au_{k'}, Au_k)}{\sigma||Au_{k'}||y||Au_k||y}| \leq c_{\alpha, \sigma}^2\right)
\leq \sup_{k \in I_{\sigma}} \mathbb{P}\left(|Z_{\sigma, k} + \frac{\delta}{\sigma}| \leq c_{\alpha, \sigma}^2\right) = \sup_{|\delta| \geq \mu_{\sigma}} \mathbb{P}\left(|Z_{\sigma} + \frac{\delta}{\sigma}| \leq c_{\alpha, \sigma}^2\right).
\]

We have

\[
|Z_{\sigma} + \frac{\delta}{\sigma}| = |Z_{\sigma}|^2 + 2\Re\left(\frac{\delta}{\sigma} Z_{\sigma}\right) + \frac{|\delta|^2}{\sigma^2} \geq 2\frac{|\delta|}{\sigma} Z_{\sigma'} + \frac{|\delta|^2}{\sigma^2} + \frac{|\delta|^2}{\sigma^2},
\]

for some $Z_{\sigma}' \sim \mathcal{N}(0, 1)$. It follows that

\[
\sup_{|\delta| \geq \mu_{\sigma}} \mathbb{P}\left(|Z_{\sigma} + \frac{\delta}{\sigma}| \leq c_{\alpha, \sigma}^2\right) \leq \mathbb{P}\left(\frac{2\mu_{\sigma} Z_{\sigma'}'}{\sigma} + \frac{\mu_{\sigma}^2}{\sigma^2} \leq 2 + 2\sqrt{\log \frac{N_{\sigma}}{\alpha} + 2 \log \frac{N_{\sigma}}{\alpha}}\right)
\leq \mathbb{P}\left(Z_{\sigma'}' \leq \sqrt{\frac{1}{2} \log N_{\sigma} - (1 + \varepsilon_{\sigma})\sqrt{\frac{1}{2} \log N_{\sigma}} + O(1)}\right) \to 0,
\]

since $\varepsilon_{\sigma} \sqrt{\log N_{\sigma}} \to \infty$. \hfill \Box

6.1.2 Proof of the lower bound

We suppose that $X$ and $Y$ are complex Hilbert spaces. The proof for the real case is analogous. In fact, the proof of Theorem 3.2 can in principle be derived from Proposition 4.10 and Lemma 7.2 from [20] with just a few adjustments.

Proof of Theorem 3.2. Let $I_{\sigma}^*$ be the largest subset of $I_{\sigma}$ such that $\Re(\langle Au_k, Au_{k'} \rangle_{\gamma}) \leq 0$ for any distinct $k, k' \in I_{\sigma}^*$. Recall that $|I_{\sigma}^*| = N_{\sigma}^*$. Recall that

\[
y_{\sigma,i} := \langle Y, e_i \rangle_{\gamma} = \langle A f, e_i \rangle_{\gamma} + \sigma \xi_i,
\]

where $\xi_i \sim \mathcal{CN}(0, 2)$ for $i \in \mathbb{N}$. This means that under $H_0$ the random sequence

\[
\bar{y}_{\sigma} := \left(\frac{1}{\sigma} \Re(y_{\sigma,1}), \frac{1}{\sigma} \Im(y_{\sigma,1}), \frac{1}{\sigma} \Re(y_{\sigma,2}), \frac{1}{\sigma} \Im(y_{\sigma,2}), \ldots\right)
\]

is a sequence of i.i.d. $\mathcal{N}(0, 1)$-distributed random variables. Any test statistic may be expressed in terms of the Gaussian sequence $\bar{y}_{\sigma}$. Hence, any test may be expressed as a function of $\bar{y}_{\sigma}$.
Bayesian alternative. For \( k \in I_\sigma \) we define \( f_k := \frac{\mu_{\sigma, k}}{\|A_{\sigma, k}\|} \), and let \( \pi_\sigma \) be the prior distribution on the alternative set \( \mathcal{F}_\sigma (\mu_\sigma) \) given by \( \pi_\sigma = \frac{1}{N_\sigma} \sum_{k \in I_\sigma} \delta_{f_k} \). The idea is to bound the maximal type II error probability from below by the mean (in terms of \( \pi_\sigma \)) type II error probability as follows:

\[
\gamma_\sigma = \inf_{\phi \in \Phi_\sigma} \left[ \alpha_\sigma (\phi) + \sup_{f \in \mathcal{F}_\sigma (\mu_\sigma)} \beta_\sigma (\phi, f) \right] = \inf_{\phi \in \Phi_\sigma} \left[ \alpha_\sigma (\phi) + \frac{1}{N_\sigma} \sum_{k \in I_\sigma} \beta_\sigma (\phi, f_k) \right].
\]

We may say that it suffices to analyze the “simpler” testing problem

\[
H_0 : f \equiv 0 \quad \text{vs} \quad H_{\pi, \sigma} : f \sim \pi_\sigma,
\]

in terms of its mean type II error, instead of (1.2) in the minimax sense. We have (cf. [20], chapter 2)

\[
\inf_{\phi \in \Phi_\sigma} \left[ \alpha_\sigma (\phi) + \frac{1}{N_\sigma} \sum_{k \in I_\sigma} \beta_\sigma (\phi, f_k) \right] = 1 - \frac{1}{2} \mathbb{E}_0 \left| \frac{d\mathbb{P}_f}{d\mathbb{P}_0} (\tilde{y}_\sigma) - 1 \right|,
\]

where \( \mathbb{E}_\sigma \frac{d\mathbb{P}_f}{d\mathbb{P}_0} (\tilde{y}_\sigma) = \frac{1}{N_\sigma} \sum_{k \in I_\sigma} \frac{d\mathbb{P}_f}{d\mathbb{P}_0} (\tilde{y}_\sigma) \). We see that, in order to show indistinguishability, it suffices to show that

\[
\mathbb{E}_0 \left| \frac{d\mathbb{P}_f}{d\mathbb{P}_0} (\tilde{y}_\sigma) - 1 \right| \to 0.
\]

We denote the distribution of \( \tilde{y}_\sigma \) on \( \mathbb{R}^N \) under \( H_0 \) by \( \mathbb{P}_0 \) (this is of course the standard Gaussian distribution on \( \mathbb{R}^N \)). The Cameron-Martin space corresponding to \( (\mathbb{R}^N, \mathbb{P}_0) \) is \( \mathcal{H} = l^2 \) with norm \( \| \cdot \|_H = \| \cdot \|_2 \) (see for example Example 4.1 of [31]). If \( f = f_k \), then \( \tilde{y}_\sigma \) has distribution \( \mathbb{P}_{f_k} \) which is

\[
h_{k, 2j} = \frac{\mu_{\sigma, k}}{\sigma \|A_{\sigma, k}\|} \mathbb{R}(\langle A_{\sigma, k}, e_j \rangle_\gamma), \quad h_{k, 2j} = \frac{\mu_{\sigma, k}}{\sigma \|A_{\sigma, k}\|} \mathbb{I}(\langle A_{\sigma, k}, e_j \rangle_\gamma), \quad j \in \mathbb{N}.
\]

It follows that

\[
\left\| h_k \right\|_H^2 = \sum_{i \in \mathbb{N}} \frac{\mu_{\sigma, k}^2}{\sigma^2 \|A_{\sigma, k}\|} \left| \langle A_{\sigma, k}, e_i \rangle_\gamma \right|^2 = \frac{\mu_{\sigma, k}^2}{\sigma^2},
\]

which also shows that \( h \in \mathcal{H} \). Thus, by the Cameron-Martin theorem (see Theorem 5.1 of [31]),

\[
\frac{d\mathbb{P}_f}{d\mathbb{P}_0} (\tilde{y}_\sigma) = \exp \left( \sum_{i \in \mathbb{N}} h_{k, i} \tilde{y}_{\sigma, i} - \frac{\mu_{\sigma, k}^2}{2\sigma^2} \right)
= \exp \left( \frac{\mu_\sigma}{\sigma \|A_{\sigma, k}\|} \sum_{j \in \mathbb{N}} (\mathbb{R}(\langle A_{\sigma, k}, e_j \rangle_\gamma) \tilde{y}_{\sigma, 2j} - \mathbb{I}(\langle A_{\sigma, k}, e_j \rangle_\gamma) \tilde{y}_{\sigma, 2j} - 1) \frac{\mu_{\sigma, k}^2}{2\sigma^2} \right) \mathbb{E}_0 \exp (X_{\sigma, k}),
\]

where \( X_{\sigma, k} \sim \mathcal{N} \left( \frac{\mu_{\sigma, k}^2}{2\sigma^2}, \frac{\sigma^2}{\sigma^2} \right) \). Note that the distribution of \( X_{\sigma, k} \) does not depend on \( k \). However, the collection \( \{ X_{\sigma, k} : k \in I_\sigma \} \) is, in general, not independent. We have

\[
\mathbb{E}_\sigma \frac{d\mathbb{P}_f}{d\mathbb{P}_0} (Y_\sigma) = \frac{1}{N_\sigma} \sum_{k \in I_\sigma} \exp (X_{\sigma, k}),
\]

In order to show that (6.1) holds, we employ a weak law of large numbers, namely Theorem 3.2 from [44]. However, note that similar ideas have been used in [21].
A weak law of large numbers. Let \((\sigma_m)_{m \in \mathbb{N}}\) be a sequence of positive real numbers, such that \(\sigma_m \downarrow 0\) as \(m \to \infty\). Consider the triangular array of random variables \(\{\exp(X_{\sigma_m,k}) : m \in \mathbb{N}, k \in I_{\sigma_m}\}\). Note that
\[
\text{Cov}(\exp(X_{\sigma_m,k}), \exp(X_{\sigma_m,k'})) = \exp\left(\frac{\mu_{\sigma_m}}{\sigma_m} \mathbb{E}(\langle A_{uk'}, A_{uk'} \rangle)\right) - 1 \leq 0,
\]
for any \(m\) and any two distinct \(k, k' \in I_{\sigma_m}\). Let \((\kappa_m)_{m \in \mathbb{N}}\) be another sequence of real numbers given by \(\kappa_m = (N_{\sigma_m}^*)^{(1+\varepsilon_{\sigma_m})(1-\varepsilon_{\sigma_m})^2}\). Then \(\kappa_m \to \infty\) as \(m \to \infty\) and
\[
(N_{\sigma_m}^*)^{-1}\kappa_m = (N_{\sigma_m}^*)^{-\varepsilon_{\sigma_m} + O(\varepsilon_{\sigma_m}^2)} \to 0.
\]

It follows that
\[
\frac{1}{N_{\sigma_m}^*} \sum_{k \in I_{\sigma_m}} \mathbb{E}_0 [\exp(X_{\sigma_m,k}) 1(\exp(X_{\sigma_m,k}) > \kappa_m)] = \mathbb{P}\left[N(0,1) \leq \frac{\mu_{\sigma_m}}{2\sigma_m} - \frac{\sigma_m \log \kappa_m}{\mu_{\sigma_m}}\right] \leq \mathbb{P}\left[N(0,1) \leq -\varepsilon_{\sigma_m}(1 + \varepsilon_{\sigma_m})\sqrt{\frac{1}{2} \log N_{\sigma_m}^*}\right],
\]
which vanishes as \(m \to \infty\), since \(\varepsilon_{\sigma} \sqrt{2 \log N_{\sigma}} \to \infty\). We can now employ Theorem 3.2 from [44], which immediately yields that
\[
\mathbb{E}_0 \left|\mathbb{E}_{\sigma_m} \frac{d\mathbb{P}}{d\mathbb{P}_0}(Y_\sigma) - 1\right| = \mathbb{E}_0 \left|\frac{1}{N_{\sigma_m}^*} \sum_{k \in I_{\sigma_m}} \exp(X_{\sigma_m,k}) - 1\right| \to 0,
\]
as \(m \to \infty\).

6.1.3 Remaining proofs

Proof of Corollary 3.3. For \(k \in I_\sigma\), let
\[
S_\sigma(k) = \{k' \in I_\sigma : \mathbb{E}(\langle A_{uk}, A_{uk'} \rangle) \geq 0\}.
\]
We construct a subset \(I_\sigma'\) of \(I_\sigma\) iteratively as follows. We choose \(k_1 \in I_\sigma\) arbitrarily, then choose \(k_2 \in I_\sigma \setminus S_\sigma(k_1)\) arbitrarily, then choose \(k_3 \in I_\sigma \setminus (S_\sigma(k_1) \cup S_\sigma(k_2))\) arbitrarily, and continue until \(S_\sigma(k_1) \cup S_\sigma(k_2) \cup \ldots = I_\sigma\). Then set \(I_\sigma' = \{k_1, k_2, k_3, \ldots\}\). Since, by assumption, \(|S_\sigma(k)| \leq \sigma_{\sigma}\) for any \(k \in I_\sigma\), it follows that \(|I_\sigma'| \geq N_{\sigma}/\sigma_{\sigma} \gtrsim N_{\sigma}^{1+\varepsilon_{\sigma}}\). Since the set \(I_\sigma'\) can be constructed as above, Theorem 3.2 yields
\[
\mu_{\sigma}^* \gtrsim (1 - \varepsilon_{\sigma})\sqrt{1 + \varepsilon_{\sigma}} \sqrt{2 \log N_{\sigma}}.
\]
Thus,
\[
\sqrt{1 - \varepsilon_{\sigma} - \varepsilon_{\sigma}^2} + \varepsilon_{\sigma} \gtrsim \frac{\mu_{\sigma}^*}{\sqrt{2 \log N_{\sigma}}} \gtrsim 1 + \varepsilon_{\sigma},
\]
and the claim follows.

Proof of Corollary 3.4. Since \(A_{\eta_k} = s_k \eta_k\) for all \(k\), and the system \((\eta_k)_{k \in \mathbb{N}}\) is orthonormal, this follows immediately from Corollary 3.3.

Proof of Lemma 3.7. Since, by assumption, \(\mu_{\sigma}/\sigma \to \infty\), we can choose a family of positive integers \((n_{\sigma})_{\sigma>0}\), such that \(n_{\sigma} \to \infty\) as \(\sigma \to 0\) and
\[
\frac{\mu_{\sigma}}{\sigma} \to \sqrt{2 \log n_{\sigma}} \to \infty.
\]
For \( m \in \{0, \ldots, n_\sigma - 1\} \) let
\[
w_{\sigma,m} = 2^{j_\sigma/2} \psi \left( 2^{j_\sigma} \left( - m/n_\sigma \right) \right),
\]
and let \( w_{\sigma,m}^{(\text{per})} = \sum_{z \in \mathbb{Z}} w_{\sigma,m}(z + z) \). For \( \alpha \in (0, 1) \) consider the test \( \phi_{\alpha,\sigma}(y) = 1 \{ T_\sigma > c_{\alpha,\sigma} \} \) with threshold \( c_{\alpha,\sigma} = \sqrt{2 \log(n_\sigma/\alpha)} \) and test statistic
\[
T_\sigma = \sup_{0 \leq m \leq n_\sigma - 1} \left| \langle Y_\sigma, A w_{\sigma,m}^{(\text{per})} \rangle_Y \right|.
\]
It is easy to see that \( \phi_{\alpha,\sigma} \) is a level \( \alpha \) test. Let \( f_l = \psi_{\alpha,\sigma}^{(\text{per})} \|w_{\sigma,m}^{(\text{per})}\|_Y \). For \( l \in \{0, \ldots, 2{j_\sigma} - 1\} \) we define \( m^*(l) = \arg \min \{2^{-j_\sigma} l - n_\sigma^{-1} m : m \in \{0, \ldots, n_\sigma - 1\} \} \). As in the previous proofs we find
\[
\sup_{0 \leq l \leq 2^j - 1} \sup_{l \geq \mu} P_{\delta l} \left( \phi_{\alpha,\sigma}(y) = 0 \right) \leq \mathbb{P} \left( Z \leq c_{\alpha,\sigma} - \frac{\mu_\sigma}{\sigma} \inf_{0 \leq l \leq 2^j - 1} \frac{\|w_{\sigma,m}^{(\text{per})}\|_Y}{\|w_{\sigma,m}^{(\text{per})}\|_Y} \right),
\]
for some \( Z \sim \mathcal{N}(0, 1) \). It remains to show that
\[
\inf_{0 \leq l \leq 2^j - 1} \frac{\|w_{\sigma,m}^{(\text{per})}\|_Y}{\|w_{\sigma,m}^{(\text{per})}\|_Y} \rightarrow 1,
\]
as \( \sigma \to 0 \). Note that, due to periodicity, for any \( l \in \{0, \ldots, 2^j - 1\} \) and \( m \in \{0, \ldots, n_\sigma - 1\} \),
\[
\|w_{\sigma,m}^{(\text{per})}\|_Y^2 = \|w_{\sigma,m}^{(\text{per})}\|_Y^2 = \int_0^1 \left( \int_0^1 h(u-x)w_{\sigma,m}^{(\text{per})}(u)du \right)^2 dx = \int_0^1 \left( \int_{-\infty}^{\infty} h(u-x)2^{j_\sigma/2} \psi(2^{j_\sigma} u)du \right)^2 dx.
\]
It follows from equation (6.15) of [33], that for any \( x \in \mathbb{R} \),
\[
\lim_{\sigma \to 0} 2^{3j_\sigma/2} \int_{-\infty}^{\infty} h(u-x)2^{j_\sigma/2} \psi(2^{j_\sigma} u)du = C h'(x),
\]
for some constant \( C > 0 \). Due to Theorem 6.2 of [33], there exist an integrable function \( \theta \), such that \( -\frac{d}{dx} \theta(x) = \psi(x) \). Since \( \psi \) has bounded support, \( \theta \) has bounded support as well. Thus, we find by integrating and substituting by parts that
\[
2^{3j_\sigma/2} \int_{-\infty}^{\infty} h(u-x)2^{j_\sigma/2} \psi(2^{j_\sigma} u)du = 2^{3j_\sigma/2} \int_{-\infty}^{\infty} h(2^{-j_\sigma} v - x)2^{-j_\sigma/2} \psi(v)dv
\]
\[
= - \int_{-\infty}^{\infty} h'(2^{-j_\sigma} v - x)\theta(v)dv.
\]
Since, by assumption, \( h' \) is Lipschitz and periodic, it follows that it is bounded. Thus, for any \( x \in \mathbb{R} \),
\[
\left| 2^{3j_\sigma/2} \int_{-\infty}^{\infty} h(u-x)2^{j_\sigma/2} \psi(2^{j_\sigma} u)du \right| \leq C' \int_{-\infty}^{\infty} |\theta(v)| dv.
\]
It follows from the dominated convergence theorem that
\[
2^{3j_\sigma/2}\|w_{\sigma,m}^{(\text{per})}\|_Y \rightarrow C\|h'\|_Y,
\]
as \( \sigma \to \infty \). We have
\[
\frac{\langle A \psi_{j\sigma,l}^{(\text{per})}, A w_{j\sigma,m}^{(\text{per})}(t) \rangle_Y}{\|A \psi_{j\sigma,l}^{(\text{per})}\|_Y \|A w_{j\sigma,m}^{(\text{per})}(t)\|_Y} = 1 - \frac{\|A \psi_{j\sigma,l}^{(\text{per})} - A w_{j\sigma,m}^{(\text{per})}(t)\|_Y^2}{\|A \psi_{j\sigma,l}^{(\text{per})}\|_Y^2}. 
\]
We substitute twice, integrate by parts, use that $h'$ is Lipschitz and that $|2^{-j}s - m^*(l)n_\sigma^{-1}| \leq \frac{1}{2n_\sigma}$, for any $k \in I_\sigma$, which follows immediately from the definition of $m^*(l)$, to obtain

$$
|A_{j,s,l}^{(per)}(x) - A_u^{(per)}_{j,s,m^*(l)}(x)|
= \left| \int_{-\infty}^{\infty} h(u - x) 2^{js/2} \psi(2^{js}(u - 2^{-j}s l)) du - \int_{-\infty}^{\infty} h(u - x) 2^{js/2} \psi(2^{js}(u - m^*(l)n_\sigma^{-1})) du \right|
= \left| \int_{-\infty}^{\infty} [h(2^{-j} s \nu + 2^{-j}s l - x) - h(2^{-j} s v + m^*(l)n_\sigma^{-1} - x)] 2^{-js/2} \psi(v) dv \right|
\leq 2^{-3js/2} C' |2^{-j}s - m^*(l)n_\sigma^{-1}| \int_{-\infty}^{\infty} \theta(v) dv \leq C'' \frac{2^{-3js/2}}{2n_\sigma}.
$$

It follows that

$$
\inf_{0 \leq \nu \leq 2^{\alpha-1}} \frac{\|A_{j,s,l}^{(per)} - A_u^{(per)}_{j,s,m^*(l)}\|_Y^{(2)}}{\|A_{j,s,0}^{(per)}\|_Y^{(2)}} \leq C''' \frac{n_\sigma^{-2}}{2\beta s \|A_{j,s,0}^{(per)}\|_Y^{(2)}} \to 0,
$$

since $n_\sigma \to \infty$ and the denominator converges to a positive constant.

6.2 Proofs for section 3.2

Techniques used in the following proofs are inspired by [29]. Note that here we only consider the case that $X$ and $Y$ are complex spaces. The proofs for the case that they are real is analogous.

6.2.1 Proof of the nonasymptotic upper bound

Proof of Theorem 3.9. Define the test

$$
\phi_{\alpha, \sigma}(y_\sigma) = \mathbb{1}\{T_\sigma > t_{1-\alpha, \sigma}\},
$$

where $T_\sigma := T_\sigma(Y_\sigma) := \sum_{k \in I_\sigma} |\langle Y_\sigma, v_k \rangle_Y|^2$, and $t_{1-\alpha, \sigma}$ is the $(1 - \alpha)$-quantile of $T_\sigma$ (which follows a generalized $\chi^2$-distribution) under $H_0$. Thus, by its very definition, $\phi_{\alpha, \sigma}$ is a level $\alpha$ test. We need to show that, if $\nu_\sigma$ is large enough, for any $f \in \mathcal{F}_\sigma^H(\nu_\sigma)$

$$
P_f(T_\sigma \leq t_{1-\alpha, \sigma}) \leq \delta - \alpha.
$$

We aim to show that asymptotically $t_{1-\alpha, \sigma} \leq t_{\delta - \alpha, \sigma}(f)$ whenever $\nu_\sigma \geq \sqrt{2d_\alpha(\delta)\sigma} \sqrt{\|\Xi_\sigma\|_F}$, where $t_{\delta - \alpha, \sigma}(f)$ denotes the $\delta - \alpha$ quantile of $T_\sigma$ when $f$ is the true underlying signal. First, we need to discuss the distribution of $T_\sigma$.

For $f \in \mathcal{F}_\sigma^H(\nu_\sigma)$, the random vector $(\langle Y_\sigma, v_k \rangle_Y)_{k \in I_\sigma}$ is normally distributed with mean vector $m_\sigma = (\lambda_k(f, u_k, x))_{k \in I_\sigma}$ and covariance matrix $2\sigma^2 \Xi_\sigma$. Since $\Xi_\sigma$ is Hermitian and positive definite by assumption, it can be decomposed as

$$
\Xi_\sigma = U_\sigma S_\sigma U_\sigma^H,
$$

where $U$ is unitary and $S_\sigma$ is a diagonal matrix containing the (real and positive) eigenvalues $(\sigma_k)_{k \in I_\sigma}$ of $\Xi_\sigma$. It follows that the random vector $(\langle Y_\sigma, v_k \rangle_Y)_{k \in I_\sigma}$ can be written as $\sqrt{2\sigma} U_\sigma S_\sigma^{1/2} Z_\sigma + m_\sigma$ for some $Z_\sigma \sim \mathcal{CN}(0, I_d)$ and thus,
\[ T_\sigma = (\sqrt{2}\sigma U_\sigma S_{\sigma}^{1/2} Z_\sigma + m_\sigma)^H (\sqrt{2}\sigma U_\sigma S_{\sigma}^{1/2} Z_\sigma + m_\sigma) \]
\[ = 2\sigma^2 (Z_\sigma + (\sqrt{2}\sigma)^{-1} S_{\sigma}^{-1/2} U_\sigma^H m_\sigma)^H S_\sigma (Z_\sigma + (\sqrt{2}\sigma)^{-1} S_{\sigma}^{-1/2} U_\sigma^H m_\sigma) \]
\[ = 2\sigma^2 \sum_{k \in I_\sigma} |Z_{\sigma,k} - \frac{1}{\sqrt{2}} \tilde{m}_{\sigma,k}|^2 \]
\[ = 2\sigma^2 \sum_{k \in I_\sigma} \left[ \left( R(Z_{\sigma,k}) - \frac{1}{\sqrt{2}} R(\tilde{m}_{\sigma,k}) \right)^2 + \left( \Im(Z_{\sigma,k}) - \frac{1}{\sqrt{2}} \Im(\tilde{m}_{\sigma,k}) \right)^2 \right] \]
\[ = \sigma^2 \sum_{k \in I_\sigma} \left[ (Z'_{\sigma,k} - \Im(\tilde{m}_{\sigma,k}))^2 + (Z''_{\sigma,k} - \Im(\tilde{m}_{\sigma,k}))^2 \right], \]

where \( \tilde{m}_\sigma = \sigma^{-1} S_{\sigma}^{-1/2} U_\sigma^H m_\sigma \) and \( Z', Z'' \overset{i.i.d.}{\sim} \mathcal{N}(0, \text{id}_{N_\sigma}). \) In other words, \( T_\sigma \) is the sum of \( 2N_\sigma \) weighted non-central chi-squared random variables. Note that

\[ \sigma^2 \sum_{k \in I_\sigma} s_k |\tilde{m}_{\sigma,k}|^2 = (S_{\sigma}^{-1/2} U_\sigma^H m_\sigma)^H S(S_{\sigma}^{-1/2} U_\sigma^H m_\sigma) = m_\sigma^H m_\sigma = \sum_{k \in I_\sigma} |\lambda_k(f, u_k)\chi|^2. \]

**Upper bound for** \( t_{1-\alpha,\sigma} \). Under \( H_0 \) we have that \( T_\sigma = \sigma^2 \sum_{k \in I_\sigma} s_k [(Z'_{\sigma,k})^2 + (Z''_{\sigma,k})^2] \). It follows from Lemma 1 from [28] that for any \( t > 0 \)

\[ \mathbb{P}_0 \left( T_\sigma > 2\sigma^2 \sum_{k \in I_\sigma} s_k + 2\sigma^2 \sqrt{2t \sum_{k \in I_\sigma} s_k^2} + \sigma^2 t \left( \sup_{k \in I_\sigma} s_k \right) \right) \leq \exp(-t), \]

and thus, setting \( t = \log(1/\alpha) \), we have

\[ t_{1-\alpha,\sigma} \leq 2\sigma^2 \sum_{k \in I_\sigma} s_k + 2\sqrt{2\log(1/\alpha)} \sigma^2 \|\Xi_\sigma\|_F + \log(1/\alpha) \sigma^2 \sup_{k \in I_\sigma} s_k. \]

**Lower bound for** \( t_{\delta-\alpha,\sigma}(f) \). We use Lemma 2 from [29], which yields that for any \( t > 0 \)

\[ \mathbb{P}_f \left( T_\sigma \leq ET_\sigma - 2\sqrt{2t} \sqrt{\sigma^4 \sum_{k \in I_\sigma} s_k^2 + \sigma^4 \sum_{k \in I_\sigma} s_k^2 |\tilde{m}_{\sigma,k}|^2} \right) \leq \exp(-t). \]

Setting \( t = \log(1/(\delta - \alpha)) \), it follows that

\[ t_{\delta-\alpha,\sigma}(f) \geq ET_\sigma - 2\sqrt{2\log(1/(\delta - \alpha))} \sqrt{\sigma^4 \|\Xi_\sigma\|_F^2 + \sigma^4 \sum_{k \in I_\sigma} s_k^2 |\tilde{m}_{\sigma,k}|^2} \]
\[ \geq 2\sigma^2 \sum_{k \in I_\sigma} s_k + \sum_{k \in I_\sigma} |\lambda_k(f, u_k)\chi|^2 - 2\sqrt{2\log(1/(\delta - \alpha))} \left[ \sigma^2 \|\Xi_\sigma\|_F + \sigma \sqrt{\|\Xi_\sigma\|_F} \sqrt{\sum_{k \in I_\sigma} |\lambda_k(f, u_k)\chi|^2} \right], \]

where we used that \( \sup_{k \in I_\sigma} s_k \leq \sqrt{\sum_{k \in I_\sigma} s_k^2} = \|\Xi_\sigma\|_F \).

**Comparing the bounds.** It follows that \( t_{1-\alpha,\sigma} \leq t_{\delta-\alpha,\sigma}(f) \) is true when

\[ \sum_{k \in I_\sigma} |\lambda_k(f, u_k)\chi|^2 - 2\sqrt{2\log(1/(\delta - \alpha))} \sqrt{\|\Xi_\sigma\|_F} \sum_{k \in I_\sigma} |\lambda_k(f, u_k)\chi|^2 \]
\[ - \left( 2\sqrt{2\log(1/(\delta - \alpha))} + 2\sqrt{2\log(1/\alpha)} \right) \sigma^2 \|\Xi_\sigma\|_F - \log(1/\alpha) \sigma^2 \sup_{k \in I_\sigma} s_k \geq 0, \]
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which holds when
\[ \sqrt{\sum_{k \in I_\sigma} |\lambda_k(f, u_k)_\mathcal{X}|^2} \geq \sqrt{2} \left[ \sqrt{\log \frac{1}{\delta - \alpha}} + \left( \frac{1}{\alpha(\delta - \alpha)} + \sqrt{2 \log \frac{1}{\alpha}} \right)^{1/2} \right] \sigma \sqrt{\|\Xi_{I_\sigma}\|_F}. \]

\[ \square \]

6.2.2 Proof of the non-asymptotic lower bound

Proof of Theorem 3.10. The matrix \(\tilde{\Xi}_{I_\sigma}\) given by \((\tilde{\Xi}_{I_\sigma})_{k,k'} = \langle \tilde{v}_k, \tilde{v}_{k'} \rangle_y\) is Hermitian and positive definite, and thus, and we have the decompositions
\[ \tilde{\Xi}_{I_\sigma} = \tilde{U}_\sigma \tilde{S}_\sigma \tilde{U}_\sigma^H, \quad \tilde{\Xi}_{I_\sigma}^{-1} = \tilde{U}_\sigma \tilde{S}_\sigma^{-1} \tilde{U}_\sigma^H, \]
where \(\tilde{U}_\sigma\) is unitary and \(\tilde{S}_\sigma\) is a diagonal matrix with real and positive entries \((\tilde{s}_k)_{k \in I_\sigma}\) on its diagonal. The proof of the lower bound has the same core idea as the proof of Theorem 3.2: We start by defining a prior distribution on the set \(\mathcal{F}_\sigma^L(\nu_\sigma)\). Let \(w = (w_k)_{k \in I_\sigma}\) be a vector with \(w_k \in \{-1, 1\}\) for all \(k\), and define
\[ \tilde{w} = \frac{\nu_\sigma}{\|\Xi_{I_\sigma}^{-1}\|_F} \tilde{U}_\sigma \tilde{S}_\sigma^{-1} w, \]
and
\[ f_w = \sum_{k \in I_\sigma} \overline{w_k} \lambda_k^{-1} u_k. \]
Note that
\[ \sum_{k \in I_\sigma} |\lambda_k(f, u_k)_\mathcal{X}|^2 = \nu_\sigma^2, \]
and thus, indeed \(f_w \in \mathcal{F}_\sigma^L(\nu_\sigma)\). As in the proof of Theorem 3.2 we get the likelihood ratio
\[ \frac{dP_w}{dP_0}(\tilde{y}_\sigma) = \exp \left( \frac{1}{\sigma} \sum_{j \in \mathbb{N}} [\Re((A f_w, e_j)_y) \tilde{y}_{\sigma, 2j-1} + \Im((A f_w, e_j)_y) \tilde{y}_{\sigma, 2j}] - \frac{\|A f_w\|_F^2}{2\sigma^2} \right). \]

Note that \(A f_w = \sum_{k \in I_\sigma} \overline{w_k} \tilde{v}_k\), an thus,
\[ \|A f_w\|_F^2 = \sum_{k \in I_\sigma} \overline{w_k} \tilde{v}(\tilde{v}_k, \tilde{v}_j)_y = \frac{\nu_\sigma^2}{\|\Xi_{I_\sigma}^{-1}\|_F^2} \tilde{w}^T \tilde{S}_\sigma^{-1} \tilde{U}_\sigma^H \tilde{U}_\sigma \tilde{S}_\sigma^{-1} \tilde{w} = \frac{\nu_\sigma^2}{\|\Xi_{I_\sigma}^{-1}\|_F^2} \sum_{k \in I_\sigma} \overline{w_k} \tilde{v}_k. \]
Let \(\tilde{v}^{(j)}\) be the vector with entries \(\tilde{v}_k^{(j)} = \langle \tilde{v}_k, e_j \rangle_y\) for \(k \in I_\sigma\). Then
\[ \langle A f_w, e_j \rangle_y = \sum_{k \in I_\sigma} \overline{w_k} \langle \tilde{v}_k, e_j \rangle_y = \frac{\nu_\sigma}{\|\Xi_{I_\sigma}^{-1}\|_F} \tilde{w}^T \tilde{S}_\sigma^{-1} \tilde{U}_\sigma^H \tilde{v}^{(j)} = \frac{\nu_\sigma}{\|\Xi_{I_\sigma}^{-1}\|_F} \sum_{k \in I_\sigma} w_k \left( \tilde{S}_\sigma^{-1} \tilde{U}_\sigma^H \tilde{v}^{(j)} \right)_k, \]
and it follows that
\[ \sum_{j \in \mathbb{N}} [\Re(\langle A f_w, e_j \rangle_y) \tilde{y}_{\sigma, 2j-1} + \Im(\langle A f_w, e_j \rangle_y) \tilde{y}_{\sigma, 2j}] = \frac{\nu_\sigma}{\|\Xi_{I_\sigma}^{-1}\|_F} \sum_{k \in I_\sigma} w_k Z_{\sigma, k}, \]
where \( Z_\sigma = (Z_{\sigma,k})_{k \in I_\sigma} \), with \( Z_{\sigma,k} = \sum_{j \in \mathbb{N}} \mathbb{R} \left( \tilde{S}_\sigma^{-1} \tilde{U}_\sigma^H \tilde{v}^{(j)} \right)_{k} \bar{y}_{\sigma,2j-1} + 3 \left( \tilde{S}_\sigma^{-1} \tilde{U}_\sigma^H \tilde{v}^{(j)} \right)_{k} \tilde{y}_{\sigma,2j} \), is a normally distributed random vector with mean 0 and covariance matrix \( \Sigma \) given by

\[
\Sigma_{k,l} = \sum_{j \in \mathbb{N}} \mathbb{R} \left[ \left( \tilde{S}_\sigma^{-1} \tilde{U}_\sigma^H \tilde{v}^{(j)} \right)_{k} \left( \tilde{S}_\sigma^{-1} \tilde{U}_\sigma^H \tilde{v}^{(j)} \right)_{l} \right]
\]

\[
= \sum_{j \in \mathbb{N}} \mathbb{R} \left[ \sum_{m \in I_\sigma} \left( \tilde{S}_\sigma^{-1} \tilde{U}_\sigma^H \right)_{k,m} \langle \tilde{v}_m, e_j \rangle \left( \sum_{m' \in I_\sigma} \left( \tilde{S}_\sigma^{-1} \tilde{U}_\sigma^H \right)_{l,m'} \langle \tilde{v}_{m'}, e_j \rangle \right) \right]
\]

\[
= \mathbb{R} \left[ \sum_{m,m' \in \mathbb{N}} \left( \tilde{S}_\sigma^{-1} \tilde{U}_\sigma^H \right)_{k,m} \left( \tilde{S}_\sigma^{-1} \tilde{U}_\sigma^H \right)_{l,m'} \langle \tilde{v}_m, \tilde{v}_{m'} \rangle \right]
\]

\[
= \mathbb{R} \left( \tilde{S}_\sigma^{-1} \tilde{U}_\sigma^H \tilde{v}_{\sigma} \tilde{v}_{\sigma}^H \right)_{k,l} = \frac{1}{\tilde{s}_{k,l}} \delta_{k,l}.
\]

In other words, the random variables \( Z_{\sigma,k} \) are independent and \( Z_{\sigma,k} \sim \mathcal{N}(0, 1/\tilde{s}_k) \) for \( k \in I_\sigma \).

Thus, under \( H_0 \), we have

\[
\frac{dP_{f_\sigma}}{dP_0} (\tilde{y}_\sigma) = \exp \left[ -\frac{\nu_\sigma^2}{2\sigma^2\|\tilde{X}_0\|_F^2} \sum_{k \in I_\sigma} \frac{1}{\tilde{s}_k} \right] \prod_{k \in I_\sigma} \exp \left[ \frac{\nu_\sigma}{\sigma\|\tilde{X}_0\|_F} \frac{\nu_\sigma}{\sqrt{\tilde{s}_k}} \phi_{\sigma, k} \right],
\]

where \( Z_{\sigma,k} \overset{i.i.d.}{\sim} \mathcal{N}(0, 1) \) for \( k \in I_\sigma \).

Now, assume that \( \tilde{w}_k, k \in I_\sigma \) are independent Rademacher variables (which means that \( P(\tilde{w}_k = 1) = P(\tilde{w}_k = -1) = 1/2 \) for any \( k \), that are also independent from \( \tilde{y}_\sigma \), and let \( \tilde{w} = (\tilde{w}_k)_{k \in I_\sigma} \) be the corresponding random vector. We denote by \( \pi_\sigma \) the (finitely supported) distribution of the random function \( f_\sigma \) on \( P_{\nu_\sigma}(\nu_\sigma) \). As in the proof of Theorem 3.2 we have

\[
\gamma_\sigma = \inf_{\phi \in \Phi_\sigma} \left[ \alpha_\sigma(\phi) + \sup_{f \in P_{\nu_\sigma}(\nu_\sigma)} \beta_\sigma(\phi, f) \right] = 1 - \frac{1}{2} \mathbb{E}_0 \left[ \mathbb{E}_{\pi_\sigma} \frac{dP_f}{dP_0} (Y_\sigma) - 1 \right],
\]

Note that

\[
\mathbb{E}_0 \mathbb{E}_{\pi_\sigma} \frac{dP_f}{dP_0} (\tilde{y}_\sigma) = \mathbb{E}_{\pi_\sigma} \mathbb{E}_0 \frac{dP_f}{dP_0} (\tilde{y}_\sigma) = 1,
\]

and it follows that

\[
\left( \mathbb{E}_0 \left[ \mathbb{E}_{\pi_\sigma} \frac{dP_f}{dP_0} (\tilde{y}_\sigma) - 1 \right] \right)^2 \leq \mathbb{E}_0 \left( \mathbb{E}_{\pi_\sigma} \frac{dP_f}{dP_0} (\tilde{y}_\sigma) \right)^2 - 1,
\]

and thus,

\[
\gamma_\sigma(\nu_\sigma) \geq 1 - \frac{1}{2} \left( \mathbb{E}_0 \left( \mathbb{E}_{\pi_\sigma} \frac{dP_f}{dP_0} (\tilde{y}_\sigma) \right)^2 - 1 \right)^{1/2}.
\]

We have

\[
\mathbb{E}_{\pi_\sigma} \frac{dP_f}{dP_0} (\tilde{y}_\sigma) = \exp \left[ -\frac{\nu_\sigma^2}{2\sigma^2\|\tilde{X}_0\|_F^2} \sum_{k \in I_\sigma} \frac{1}{\tilde{s}_k} \right] \prod_{k \in I_\sigma} \cosh \left[ \frac{\nu_\sigma}{\sigma\sqrt{\tilde{s}_k}} \|\tilde{X}_0\|_F \right].
\]

It follows that

\[
\mathbb{E}_0 \left( \mathbb{E}_{\pi_\sigma} \frac{dP_f}{dP_0} (\tilde{y}_\sigma) \right)^2 \geq \prod_{k \in I_\sigma} \cosh \left[ -\frac{\nu_\sigma^2}{\sigma^2\tilde{s}_k} \|\tilde{X}_0\|_F^2 \right] \leq \prod_{k \in I_\sigma} \exp \left[ -\frac{\nu_\sigma^4}{\sigma^4\tilde{s}_k} \|\tilde{X}_0\|_F^4 \right] = \exp \left[ -\frac{\nu_\sigma^4}{\sigma^4\|\tilde{X}_0\|_F^4} \right],
\]

where we used that \( \mathbb{E} \cosh^2(tX) = \exp(t^2) \cosh(t^2) \) for any \( t \in \mathbb{R} \) and \( X \sim \mathcal{N}(0, 1) \) and that \( \cosh(t) \leq \exp(t^2/2) \) for any \( t \in \mathbb{R} \). The claim follows immediately.
6.2.3 Remaining proofs

Proof of Corollary 3.11. The second part follows immediately from Theorem 3.10. For the first part, note that \( \gamma_\sigma(\nu_\sigma) \leq \gamma_{\sigma,\alpha}(\nu_\sigma) \) for any \( \alpha \). Thus, the first part follows immediately from Theorem 3.9. \( \square \)

Proof of Lemma 3.13. (1) Let \( z = (z_k)_{k \in I_\sigma} \) be a non-zero complex vector. Then it follows from the fact that \( (v_k)_{k \in I_\sigma} \) is a Riesz sequence that

\[
z^H \Xi_{I_\sigma} z = \left\| \sum_{k \in I_\sigma} \overline{v_k} v_k \right\|_Y^2 \geq \left( C \sum_{k \in I_\sigma} |\overline{v_k}|^2 \right)^{1/2} > 0,
\]

for some constant \( C > 0 \). The proof for \( \tilde{\Xi}_{I_\sigma} \) is analogous.

(2) The results of Theorem 3.9 and 3.10 (which can be applied since \( \Xi_{I_\sigma} \) and \( \tilde{\Xi}_{I_\sigma} \) are positive definite) imply that \( \|\Xi_{I_\sigma}^{-1}\|_F = O(\|\Xi_{I_\sigma}\|_F) \). It remains to show that \( \|\Xi_{I_\sigma}\|_F \leq C\|\Xi_{I_\sigma}^{-1}\|_F \) for some constant \( C > 0 \). We have

\[
\|\Xi_{I_\sigma}\|_F = \|\Xi_{I_\sigma} \tilde{\Xi}_{I_\sigma} \tilde{\Xi}_{I_\sigma}^{-1}\|_F \leq \|\Xi_{I_\sigma} \tilde{\Xi}_{I_\sigma}\| \|\tilde{\Xi}_{I_\sigma}^{-1}\|_F,
\]

where \( \|\Xi_{I_\sigma} \tilde{\Xi}_{I_\sigma}\|_2 = \max_{\|z\|_1 = 1} \|\Xi_{I_\sigma} \tilde{\Xi}_{I_\sigma} z\|_2 \), where \( \| \cdot \|_2 \) denotes the euclidean norm on \( \mathbb{C}^{N_\sigma} \). Now let \( z = (z_k)_{k \in I_\sigma} \) be a complex vector with \( \|z\|_2 = 1 \). Recall that, since \( (v_k)_{k \in I} \) and \( (\tilde{v}_k)_{k \in I} \) are Riesz sequences, they are also frames of their respective spans. It follows that

\[
\|\Xi_{I_\sigma} \tilde{\Xi}_{I_\sigma} z\|_2^2 = \sum_{k \in I_\sigma} \sum_{l \in I_\sigma} \left| \sum_{j \in I_\sigma} (v_k, v_j)_Y \overline{\tilde{v}_l, \tilde{v}_j}_Y \right|^2 \leq C \sum_{k \in I_\sigma} \left( \sum_{j \in I_\sigma} \left| \sum_{l \in I_\sigma} \overline{v_l, \tilde{v}_j}_Y \right|^2 \right)^{1/2} \leq C' \sum_{j \in I_\sigma} \left( \sum_{l \in I_\sigma} \left| \overline{v_l, \tilde{v}_j}_Y \right|^2 \right)^{1/2} \leq C'' \|\Xi_{I_\sigma} \|_F \leq C'' \|\Xi_{I_\sigma} \|_F \leq C'' \sum_{l \in I_\sigma} |\overline{v_l}|^2 = C''',
\]

which concludes this proof.

(3) Note that there are constants \( C_1, C_2 > 0 \), such that \( C_1 \leq \|v_k\|_Y \leq C_2 \), for any \( k \in I \), since \( (v_k)_{k \in I} \) is a Riesz sequence. It follows that

\[
\|\Xi_{I_\sigma}\|_F^2 = \sum_{k \in I_\sigma} \sum_{k' \in I_\sigma} |(v_k, v_{k'})_Y|^2 \geq \sum_{k \in I_\sigma} |(v_k, v_k)_Y|^2 = \sum_{k \in I_\sigma} \|v_k\|_Y^4 \geq C^4_1 N_\sigma,
\]

and

\[
\|\Xi_{I_\sigma}\|_F^2 \leq \sum_{k \in I_\sigma} \sum_{k' \in I} |(v_k, v_{k'})_Y|^2 \leq C \sum_{k \in I_\sigma} \|v_k\|_Y^2 \leq CC_2^2 N_\sigma.
\]

The claim follows. \( \square \)
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