Output power levelling for DFIG wind turbine system using intelligent pitch angle control
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**ABSTRACT**

Blade pitch angle control, as an indispensable part of wind turbine, plays a part in getting the desired power. In this regard, several pitch angle control methods have been proposed in order to limit aerodynamic power gained from the wind turbine system (WTS) in the high-wind-speed regions. In this paper, intelligent control methods are applied to control the blade pitch angle of doubly-fed induction generator (DFIG) WTS. Conventional fuzzy logic and neuro-fuzzy-particle swarm optimization controllers are used to get the appropriate wind power, where fuzzy inference system is based on fuzzy c-means clustering algorithm. It reduces the extra repetitive rules in fuzzy structure which in turn would reduce the complexity in neuro-fuzzy network with maximizing efficiency. In comparing the controllers at any given wind speed, adaptive neuro-fuzzy inference systems controller involving both mechanical power and rotor speed revealed better performance to maintain the aerodynamic power and rotor speed at the rated value. The effectiveness of the proposed method is verified by simulation results for a 9 MW DFIG WTS.

**1. Introduction**

Nowadays, there is a growing interest in using renewable energies due to some exceptional benefits such as global availability, low initial costs, being environmentally friendly and the high rate of technological development [1,2]. Wind energy is the most accessible variable source friendly and the high rate of technological development availability, low initial costs, being environmentally

Control systems for variable-speed wind turbines are continuously evolving toward innovative and more efficient solutions [6,7]. The blade pitch angle control is the most important controller applied in wind turbine in the purpose of getting the desired output power from wind [8]. To achieve this objective, various control methods are proposed, among which the proportional–integral–derivative (PID) controller has been often implemented for pitch angle regulation on the basis of the turbine model. Due to its simplicity, linearity in functionality and easy implementation in control systems, PID controller is considered as the most versatile one [9,10]. Gains of the controller will be regulated either on the basis of human experience and intuition of engineers or by using intelligent methods, or a combination of both. In [11], PID controller with modified gains has used to improve the performance of wind-energy conversion system that it is proposed to compensate for changes in the sensitivity of the aerodynamic torque to the blade pitch angle. PID controller has desirable accuracy just in a limited range over the operating points the controller is linearized at the operating points and often leads to some problems in such nonlinear systems [12].

Sliding mode control is one of the appropriate methods of nonlinear control since it provides the system with a reliable dynamic robustness when the system faces uncertainties in turbine parameters [13]. In controlling wind turbines, the sliding mode provides a close fit between changes in efficiency and torque fluctuations. Sliding mode controllers have demonstrated a good robustness against uncertainties of turbine parameters, and have improved the stability properties. Nevertheless, they depend on the mathematical models of the wind turbines and need the wind data. Moreover, if the control parameters encounter with sudden change(s), a considerable pressure will be imposed on turbine and as a result, the chattering effect increases.

Linear quadratic Gaussian is one of the most basic optimization methods able to design linear feedback control for unknown nonlinear systems [14]. This method has been applied in [15] to control the blade angle. This combined method includes a linear quadratic estimator accompanied with a linear quadratic regulator which are calculated and designed separately. The performance of this controller is limited because of nonlinear characters on the top of the wind turbines.
and is not reliable as an automatic optimizer. In [16], control gains are adjusted by the changes in operating conditions of the systems. However, H∞ does not need any system performance momentary estimator and offers an almost rapid response to changes in operating conditions. The main drawback of these control methods is that its function depends on the turbine of linear model. Designing a programing function for the control gains in different functional points is not easy.

Fuzzy logic control is a wise choice as an overcoming factor with respect to lack of information compared to the PI controller [17]. One of the conventional strategies of the variable speed wind turbine control is the use of the rotor speed as a function of the wind speed. The factors of rotor speed, torque and dynamic of system heavily depend on the wind speed, which are very problematic like, distraction in system parameters and changes in environmental condition; consequently, fuzzy logic is an effective approach for controlling wind turbines functionality [18]. Ensuring fast convergence and independence in changing the parameters even in the presence of noise signals and non-integer types are the main factors of this controller [19].

There exist several reports on blade pitch angle control through fuzzy logic. In [20], rotor speed variations and their derivatives are added to wind speed factor, where the data of wind speed and anemometer are needed. In [21], a blade pitch controller is designed for PM generator wind turbines. The main advantage of this design is related to the replacement of rotor speed in the controller input. Mechanical power (∆p), the derivative of mechanical power (∆p), and rotor speed are considered as the inputs of fuzzy systems. Mechanical power generators compared with the reference value and generate (∆p) [22]. Next, the fuzzy controller converts the numerical errors, the changes thereof and rotor speed error into fuzzy and then forms the linguistic variables. In continuation, a variety of control PID and fuzzy controller in wind speed with an average of 12 and 14 metres per second are compared with one another and results indicate the superiority of the fuzzy controller, especially when the wind changes in a sudden manner. In [23], the only fuzzy input applied is the mechanical power variations and during sudden changes in wind speed low fluctuation is observed in the aerodynamic response in comparison with that of the conventional controller. Moreover, no discussion is run on maximum power point tracking (MPPT) and more power tracking in comparison to PI controller, in fact, pitch angle control must be able to meet both the requirements of fluctuation reduction and yield maximum energy, simultaneously. In [24], fuzzy controller is applied together with a dead zone to reduce voltage fluctuations and frequency in island mode. However, difficulties in regulating a fuzzy system might reduce its benefits. To overcome these difficulties, neuro-fuzzy controllers have been applied in controlling pitch angle [25]. In [26], a fuzzy-neural controller is used to adjust the angle between input wind direction and chord line of the blades. The main advantage of this approach is that, in the case of new changes, the fuzzy-neural adaptive networks can obtain new learning methods and adapt themselves to the new data. From the outcome of this assessment it can be deduced that a more reliable performance is evident in the response of rotor speed and output power of generator. But this is not at all helpful in optimizing efforts to increase the number of membership functions. By choosing the more efficient type of membership functions and finding the best locations for them, even in the least number, the best structure of neuro-fuzzy could be achieved.

In this paper, on the basis of using the minimum number of membership functions, adaptive neuro-fuzzy inference systems (ANFIS) controller is designed to keep the rotor speed of doubly-fed induction generator (DFIG) wind turbine system (WTS) at the rated value at any instance. To achieve a better clustering for ANFIS controller, FCM algorithm clustering is modified through receiving data from conventional fuzzy controller. The initial fuzzy inference systems (FIS) is built and optimized with particle swarm optimization (PSO) algorithm. By using ANFIS controller in different case of inputs, and comparing them with conventional fuzzy logic controller, a proper assessment will be achieved.

2. Modelling of wind turbines

Exploiting mechanical power by turbine and converting this power into the electrical power by generator are two main sections of the WTSs [27]. In studying transient stability for modelling the connection between the mechanical and electrical systems of wind turbines, the two-mass model is usually applied. This model is expressed by the following equations [28]:

\[
\frac{d\omega_r}{dt} = \frac{1}{2H_R} (T_E + T_{sh}) \\
\frac{d\omega_I}{dt} = \frac{1}{2H_T} (T_M - T_{sh}) \\
\frac{d\beta}{dt} = \omega_E (\omega_I - \omega_R)
\]

where \( T_{sh} \) is the shaft torque, \( T_E \) and \( T_M \) are the machine electromagnetic torque and mechanical turbine torques, respectively. \( H_R \) and \( H_T \) are the rotor and turbine constant inertia, respectively. \( \omega_E \) and \( \omega_R \) are the angular frequency of the rotor and turbine, and \( \beta \) is the shaft twist angle. Turbine mechanical torque equation is expressed as the following [29]:

\[
T_M = \frac{0.5 \rho \pi R^2 C_p V_w^3}{S_h \omega_T}
\]
where $\rho$ is the air density (kg/m$^2$), $R$ is the radius of blade (m), $V_w$ is the wind speed (m/s), $S_b$ is the nominal power and $C_p$ is called power coefficient WTS with this equation

$$C_p = 0.22 \left( \frac{116}{\lambda_i} - 0.4 \beta_p - 5 \right) e^{-\frac{116}{\lambda_i}}$$

(5)

where $\beta_p$ is the pitch angle and $\lambda_i$ is given by

$$\lambda_i = \left( \frac{1}{\lambda + 0.08 \beta_p} - \frac{0.035}{\beta_p^3 + 1} \right)^{-1}$$

(6)

where $\lambda$ is the ratio of the blade tip speed to wind speed:

$$\lambda = \frac{\omega_r R}{V_w}$$

(7)

Controlling (7), it is observed that at a certain wind speed, there is just a unique rotational speed named MPPT. Using the derivative of (5), the extreme points of $C_p$ as a function of $\lambda$ can be found as

$$\lambda_{OPT} = \left( \frac{14.28 + 0.4 \beta_p}{116} + \frac{0.035}{\beta_p^3} \right)^{-1} - 0.8 \beta_p$$

(8)

Therefore, for different pitch angles $\beta_p$, the ratio of the blade tip speed and the wind speed can be obtained. A typical power curve is demonstrated in Figure 1, where the power limitation is started in pitch angle sector.

Once the rotor speed exceeds its upper limit, the blade’s angle should be increased for reducing aerodynamic pressure. In a closed-loop system, actuator can be considered as an integrator or a delayed first-order system with a time constant ($\tau_c$). The angle actuator dynamic behaviour is presented by the following equation:

$$\frac{dB}{dt} = \frac{1}{\tau_c} (-\beta + \beta_{ref})$$

(9)

where $\beta$ is the pitch angle and $\beta_{ref}$ is the reference value achieved through different methods. The pitch angle response depends on time constant of the pitch actuator, which usually ranges between 0.2 and 0.25 s [30]. The rate limiter is necessary to represent a real output of the controller’s response. The real power is determined by the following equation:

$$\beta_{ref} = K_{pb}(P_t - P_{t_{ref}}) + x_{p}$$

(10)

$$\frac{dx_{p}}{dt} = K_{ib}(P_t - P_{t_{ref}})$$

(11)

where $K_{pb}$ and $K_{ib}$ are the proportional and integrator gains. The block diagram of typical pitch control system is shown in Figure 2.

3. Fuzzy logic controller

A fuzzy controller consists of four main sections: fuzzifier, fuzzy rule base, fuzzy inference engine and defuzzifier. The input and output of the fuzzy inference system are fuzzy, while the input and output of the proposed system is Crisp. The fuzzifier changes the Crisp input to fuzzy in order to make it ready for inference engine, while defuzzifier changes the fuzzy output to Crisp. The fuzzy rules are adjusted based on the human experience and expressed by the linguistic variables. Inference engine is the heart of the fuzzy system that would make decisions, do calculations and also set rules [22]. By considering the following fuzzy rule:

If $X_i$ is $A_i^1$ and $X_n$ is $A_n^1$, then $y$ is $B^1$, $1 = 1, \ldots, M$.

(12)

If fuzzy set $B^1$ is normal with $y'$centre, for product inference engine, singleton fuzzifier and centre of
gravity defuzzifier, the calculations of the fuzzy system will be obtained [31]

\[
f(x) = \frac{\sum_{l=1}^{M} \left( \prod_{i=1}^{l} \mu_{A_i}(x_i) \right)}{\sum_{l=1}^{M} \left( \prod_{i=1}^{l} \mu_{A_i}(x_i) \right)}
\]  
(13)

Here, product inference engine, singleton defuzzifier and centre of gravity defuzzifier are used in Mamdani-type inference. The block diagram of the fuzzy logic controller applied in DFIG WTS is shown in Figure 3, where the error in the generator output power \( (\Delta p) \), the variation of the output power error \( (\delta \Delta p) \) and rotor speed \( (\omega_r) \) are considered as inputs for the proposed fuzzy controller. The generator output power will be compared with reference value \( (P_{ref}) \) and it provides the \( \Delta p \). The error in the generator output power \( (\Delta p) \), the variation of the output power error \( (\delta \Delta p) \) and rotor speed \( (\omega_r) \) are considered as inputs for the proposed fuzzy controller.

\[
\Delta p(i) = p_{i}(i) - p_{ref}(i)
\]
(14)

\[
\delta(\Delta p) = \Delta p(i) - \Delta p(i-1)
\]
(15)

At first, fuzzy controller converts numerical error to fuzzy one. Linguistic variables are defined on the basis of the human experience. Linguistic variables are expressed by positive small (PS), positive medium (PM), positive big (PB), very negative (VN), medium negative (MN), slightly negative (SLN), zero (ZE), slightly positive (SLP), medium positive (MP), very positive (VP). Fuzzy rules is tabulated in Table 1. For example, one of the rules is that it can be interpreted as: If \( \Delta p \) is VERY NEGATIVE and \( \delta \Delta p \) is ZERO and \( \omega_r \) is PM, then \( \beta_{ref} \) will be SLIGHTLY NEGATIVE.

The triangular membership functions used for input and output are shown in Figure 4. Figure 5 shows the block diagram of the DFIG WTS, where the fuzzy controller is applied as a pitch angle controller.

4. Design of ANFIS controller

4.1. Clustering of fuzzy c-mean

The fuzzy c-mean (FCM) is a data clustering method in which the process begins with one initial guess for the clusters’ centres, which is usually incorrect [33].

FCM partitions a collection of \( n \) vectors (data: \( x_1, x_2, ..., x_i, ..., x_n \in \mathbb{R}^d \)) into fuzzy group. By considering \( A_1, A_2, ..., A_j, ..., A_k \) as clusters, \( c_1, c_2, ..., c_j, ..., c_k \in \mathbb{R}^d \) as clusters’ centres (where \( \mathbb{R}^d \) is a \( d \) dimension space, \( k \) is the number of clusters and or the number of cluster centres, \( n \) is the number of data and \( A_j, c_j \) and \( x_i \) constitute the general statement), and setting objective in minimizing the Euclidean distance between \( x_i \) and \( A_j \) cluster centre, objective function is defined as

\[
O_f = \left\{ \begin{array}{ll} 
\frac{1}{n} \sum_{i=1}^{n} D(x_i, c_j(i)) & \text{OR} \\
\frac{1}{n} \sum_{i=1}^{n} D(x_i, c_j(i))^2 & 
\end{array} \right.
\]

(16)

The FCM determines the membership degree for each one of the clusters. The degree of membership of

| \( \omega_r \) | PS | PM | PB |
|---|---|---|---|
| \( \Delta p \) | VN | VN | VN | VN | VN | VN | VN | VN | VN | VN | VN | VN | VN | VN |
| SLN | SLN | SLN | SLN | SLN | SLN | SLN | SLN | SLN | SLN | SLN | SLN | SLN | SLN |
| ZE | ZE | ZE | ZE | ZE | ZE | ZE | ZE | ZE | ZE | ZE | ZE | ZE | ZE |
| SLP | SLP | SLP | SLP | SLP | SLP | SLP | SLP | SLP | SLP | SLP | SLP | SLP | SLP |
| VP | VP | VP | VP | VP | VP | VP | VP | VP | VP | VP | VP | VP | VP | VP |

Table 1. Fuzzy rules.
The \( r \)-th cluster \( j \) is expressed as follows:

\[
u_j(x) = \frac{1}{\sum_{k} \frac{d(x,k)}{D_{ck}}} \quad 0 \leq u_j(x) \leq 1 \quad (17)
\]

According to Equation (17), the objective function in Equation (16) can be rewritten as

\[
O_f = \frac{1}{n} \sum (x_i, c_j(i))^2 + u_j(x) \quad (18)
\]

Finally, the new \( c \)-fuzzy clusters centre is calculated

\[
c_j = \frac{\sum_i u_j(x_i) x_i}{\sum_i u_j(x_i)} \quad (19)
\]

**4.2. Neuro-fuzzy inference system**

ANFIS structure takes advantage of both artificial neural network (ANN) and fuzzy logic theory. By employing the fuzzy inference, the input data can generate output data, easy to understand and interpret [34,35]. By applying the ANN, parameters of the Takagi–Sugeno inference model can be updated in a desirable manner. The ANFIS structure consists of five distinct layers' and two basic parts: constructing and training [36]. To reach a better understanding of ANFIS concept, the following example of radial basis Gaussian function as transfer function is given as

\[
\mu_{A_i}(x) = \frac{1}{1 + \left(\frac{x-c_i}{\sigma_i}\right)^2} = \exp\left(-\frac{(x-c_i)^2}{\sigma_i^2}\right) \quad (20)
\]

where \( X \) is the input node \( i, A_i \) per language tag (short, long, ...) accompanying the node and \( b_i, c_i \) and \( \sigma_i \) are the set of premise parameters, where \( c \) is the centre.
and $\sigma$ is the variance of the membership functions. The ANFIS structure is applied in following five layers [37]:

At the first layer, every node produces one degree of membership for a language tag. At the second layer, every node calculates the firing power (weighted) of every rule according to the product of the following:

$$W_i = \mu_{A_i}(x) \cdot \mu_{B_i}(y)$$  \hspace{1cm} (21)

At the third layer, the $i$th node calculates the firing power rule (weighted) in relation to the $i$th node of the firing powers of all rules as follows:

$$\overline{W_i} = \frac{w_i}{\sum w_j}$$  \hspace{1cm} (22)

The output of this layer is used in the next layer. At the fourth layer, consequent parameters are taken into account to calculate output. Consider a linear SUGENO structure, where the fuzzy rules follow the if–then rule and expressed as follows for a two input-one output system:

Rule 1: if $x_1$ is $A_1$ and $x_2$ is $B_1$ then $Y_1 = a_1x_1 + b_1x_2 + c_1$

...  

...  

Rule 5: if $x_1$ is $A_5$ and $x_2$ is $B_5$ then $Y_5 = a_5x_1 + b_5x_2 + c_5$

By taking into account the membership function's output, the output of fourth layer is presented as

$$\overline{W_i}Y_i = \overline{W_i}(a_ix_1 + b_ix_2 + c)$$  \hspace{1cm} (23)

The last layer calculates the general output layer as the total of all received signals as follows:

$$\text{OverallOutput} = \sum \overline{W_i}Y_i = \sum \frac{w_iY_i}{\sum w_i}$$  \hspace{1cm} (24)

5. Neuro-fuzzy PSO

In the optimization process, determining weight coefficients is of great importance in order to get appropriate optimization, specifically in abundant tunable parameters. For this purpose, the necessary data is received from input and output of PI controller. Through the FCM algorithm, the basic FIS structure is built and the weight coefficients of input for ANFIS controller are specified and cost function optimized through PSO algorithm. For better coverage of uncertainty, clustering is repeated again in the base of neuro fuzzy clustering. The tunable input parameters ($c, \sigma$) and the output parameters ($a, b, c$) become updated in a graded manner. In the first part, applying neuro-fuzzy-PSO controller for the purpose of pitch angle control, rotor speed and its deviation are considered as inputs. The
rotor speed is compared with the reference value ($w_{ref}$) and builds error in order to consider as the controller’s input. Here, neuro-fuzzy-PSO controller with two inputs is named ANFIS 1. Figure 6 shows the structure of ANFIS 1 controller in proposed wind turbine. As shown in Figure 6, if the structure of neuro-fuzzy is assumed as a two-input one-output, for each $X_t$, the error is determined through the $W_r$ and its reference. The cost function of error is obtained through the following equation [38]:

$$ E = \frac{1}{N} \sum_{i=1}^{T} c_i^2 $$  \hspace{1cm} (25)

By analysing (23) and (24) the $\beta_{ref}$ is yielded

$$ \beta_{ref} = \frac{\sum_i \sum_{j=1}^{m} (a_i x_1 + b_i x_2 + c_j) \exp \left( -\frac{1}{2} \sum_{j=1}^{m} \left( \frac{x_j - c_j}{\sigma} \right)^2 \right)}{\sum_i \exp \left( -\frac{1}{2} \sum_{j=1}^{m} \left( \frac{x_j - c_j}{\sigma} \right)^2 \right)} $$  \hspace{1cm} (26)

To guarantee that the system works well at every operating point, the tunable input parameters ($c, \sigma$) and the output parameters ($a, b, c$) should be redesigned. On the other hand, although the operating point is changed, the pitch angle control using the proposed method still gives good performance. The tunable parameters become updated in a graded manner and acquired adaptive states with PSO algorithm. In the simulations made here, the manner of applying PSO algorithm resembles that of [39]. The searching process of PSO-tuning parameter is implemented as follows:

(a) Specifying the lower and upper bounds of the controller parameters and initializing randomly the individuals of the population. (b) Employing the Routh–Hurwitz criterion for each initial individual of the population. (c) Calculating fitness values for each particle. (d) Modifying the member velocity of each individual according to its equation. (e) Changing the velocity of each particle toward its best position at each time step. (f) Generating an optimal controller parameter set.

In the second part, $\Delta \rho$, $\sigma \Delta \rho$ and rotor speed are considered as the inputs of controller to reach efficient utilization of main parameters by participating mechanical power in control process and the controller is named ANFIS 2.

6. Simulation results

To verify the efficiency of the proposed controller, the simulation is performed for a DFIG wind power system. For the fuzzy scheme, control parameters are set according to the fuzzy range, where $K_1 = 10^{-6}$, $K_2 = 10^{-2}$, $K_3 = 1$, $K_4 = 100$. The parameters of the wind turbine and induction generator are listed in Tables 2 and 3, respectively. Figure 7 shows the pattern of the wind speed, of which the rated value is 13 m/s. Considering the regular pattern for wind speed is another advantage of this design for observance of more differences in performance. Both the MPPT and pitch angle control were performed with PSO algorithm. The optimized parameters in ANFIS 1 are listed in Table 4.

| Table 2. Generator and grid parameters. |
|----------------------------------------|
| Parameters                          | Values       |
| Nominal power                      | 9 MW         |
| Grid voltage and frequency         | 575 V–60 Hz  |
| Infinite bus-voltage               | 120 kV       |
| Nom. dc bus voltage                | 1200 V       |
| DC-bus capacitor                   | 0.06 F       |
| Grid gains (Kp Ki)                  | [1.25 300]   |
| Rotor gains (Kp Ki)                 | [1 100]      |
| Line length                        | 20 km        |

| Table 3. Parameters of wind turbine. |
|--------------------------------------|
| Rated power                          | 9 MW         |
| Rated wind speed                     | 12 m/s       |
| Max. pitch angle                     | 40 deg       |
| Max. rated of pitch angle            | 2 deg/s      |
| Cut-in speed                         | 5 m/s        |
| Cut-out speed                        | 24 m/s       |

| Table 4. Optimized parameters in ANFIS 1. |
|------------------------------------------|
| Params/MF | $\sigma$ | C | A   | B   | C   |
| IN1 | IN2 | IN1 | IN2 | 8.9e-5 | 741.9 | 0.00053 | -0.00024 |
| MF1 | 0.02729 | 0.5459 | -0.019 | 592.1 | 0.0054 | -0.0006 |
| MF2 | 0.09085 | 0.01446 | -0.5155 | 465.2 | -0.00066 | -0.0013 |
| MF3 | 0.04229 | 0.04069 | -0.1769 | 200 | -0.00011 | 0.00034 |
| MF4 | 0.03165 | 0.07162 | 0.03603 | 4.433e-5 | 741.9 | 0.00053 | -0.00024 |

Figure 7. Pattern of wind speed at the mean of 13 m/s.
modes are assessed to ensure the good performance of the proposed controller.

In the first part of applying neuro-fuzzy in DFIG pitch angle control, ANFIS 1 is presented. The tunable input and output parameters in ANFIS 1 are optimized through PSO and tabulated in Table 4. By considering four Gaussian membership functions for fuzzy structure and finding their best location through PSO, better coverage of uncertainty could be achieved. In the second part, ANFIS 2 controller is applied to control the pitch angle. The input variables for the proposed ANFIS 2 controller, which are the error of the generator output power, the variation of the power error, the rotor speed and the pitch angle reference are shown in Figure 8(a–d), respectively. Table 5 shows the input and output tunable parameters in ANFIS 2 which are optimized thorough PSO. Figure 9 shows the generator output power, rotor speed and mechanical torque, respectively. Figure 9(c) shows the power coefficient for different methods. The maximum power coefficient $C_{p_{\text{max}}}$ corresponds to the optimal tip-speed ratio $\lambda_{\text{opt}}$, with a zero-pitch angle. It should be noted that $C_{p_{\text{max}}} = 0.48$ for the wind turbine in this simulation. The rotor speed for different methods is shown in Figure 9(b). It can be seen that the proposed method is able to track the optimal power coefficient better than the conventional methods and thus is able to track the desired rotor speed better. Figure 9(a) shows the generator power. It is found that this proposed controller outperforms other controllers. It is kept almost at the rated value by the proposed pitch control strategy. The average generator power for the three methods in the full-load region is tabulated and evaluated in Table 6, where the proposed method gives the highest output power. This table compares the percentages of improvement in the mean of $P_{\text{mec}}$ and $C_p$.

To find better validation and assessing proposed controllers, a more realistic wind pattern is applied in the system shown in Figure 10. Both of the MPPT and pitch angle sectors are evaluated to prove the controllers’ performance. Figure 11(a) shows the performance comparison of the conventional and advanced pitch angle controllers. It shows that efficient pitch angle gives better performance in limiting the generator power and rotor speed to their rated values. Figure 11(b,c) shows the mechanical power and rotor speed, which is kept at the maximum value of 0.9 and 1.25 pu, respectively. Figure 11(d,e) shows the power conversion coefficients and mechanical torque, respectively.

Overall, it shows the rotor speed which is not well maintained at the rated value and has the high ripple modes are assessed to ensure the good performance of the proposed controller.

Table 5. Optimized parameters in ANFIS 2.

| Params/MF | $\sigma$ | $C$ | OUTPUT |
|-----------|---------|-----|--------|
|           | IN1     | IN2 | IN3    | IN1     | IN2 | IN3 | A   | B   | C   | D   |
| MF1       | 0.02907 | 0.03475 | 0.01337 | 0.05654 | 0.0081 | 1.199 | 41.05 | -1.205 | 27.38 | -50.58 |
| MF2       | 0.02929 | 0.04231 | 0.02975 | 0.00303 | 0.0010 | 0.7985 | -68.85 | 5.229 | 340.2 | -522.9 |
| MF3       | 0.00922 | 0.02597 | 0.0175 | 0.00354 | 0.00663 | 1.186 | 79.28 | -11.97 | 112.1 | -132.2 |
| MF4       | 0.09269 | 0.04689 | 0.03637 | -0.2349 | 0.03638 | 0.68 | 15.32 | 6.915 | -21.04 | 12.74 |

Table 6. Parameters of different techniques.

| Mean | PI | ANFIS 1 | Fuzzy | ANFIS 2 |
|------|----|---------|-------|--------|
| $P_{\text{mec}}$ | 0.7410 | 0.7539 | 0.7552 | 0.7626 |
| $C_p$ | 0.4028 | 0.4106 | 0.4112 | 0.4146 |
Figure 9. Simulation results for PI controller and proposed controllers at the mean wind speed of 13 m/s.
Figure 10. Pattern of realistic wind speed.

Figure 11. Simulation results for PI controller and proposed controllers at realistic wind speed.
components with the conventional controllers, whereas the rotor speed and the generator power are kept almost at the rated value by the proposed pitch control strategies. It represents that clustering on the base of best data, contributes in finding best performance of pitch angle controller by redesigning the control parameters.

7. Conclusion
In this article, three automatic controllers are designed through fuzzy and neuro-fuzzy-PSO structure for the pitch angle of a DFIG wind turbine and are simulated in Matlab/Simulink. The obtained results are compared with the typical PI controller. By focusing on the outputs of the simulation, it is observed that the ANFIS controller outperforms its counterparts in tracking the wind speed, limiting the rotor speed and fixing the mechanical torque, especially when there are sudden changes in the wind speed. By comparing average values of the controllers, at the mean wind speed of 13 m/s, the average generator output power of the system using ANFIS 2 controller is 2.91% higher than that of the PI controller and the Power conversion coefficients is higher than that of the PI controller by 2.93%. The proposed methods could exploit more power from wind and better dynamic response in torque.
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