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Video acquisition has become more convenient as science and technology have progressed, and the development of mobile Internet has resulted in a large amount of video data being generated every day. The question of how to analyze these videos automatically has become urgent. Among them, the study of sports movement recognition in video has important theoretical implications in sports research as well as practical application value. This paper proposes a PSO-NN-based sports action recognition model. Kernel principal component analysis is used to extract and analyze the characteristics of sports movements. The improved neural network is used to identify common human postures in sports, and the classification and block background estimation method is used to detect human targets. The feature extraction of targets is completed according to the edge features, and the feature extraction of targets is completed according to the edge features. Finally, the feature vectors are trained using a backpropagation neural network (BPNN), and the parameters of the BPNN are chosen using the PSO algorithm to create a classifier for sports action recognition. The results show that this model improves the accuracy of sports video recognition and is an effective method of sports action recognition when compared to the comparison model.

1. Introduction

With the development of network technology and computer intelligent monitoring technology, a large number of video data came into being [1]. The traditional manual analysis method can no longer meet the current demand for video analysis of specific targets, so intelligent video data processing has emerged as a major issue [2]. The field of vision and sensors is currently the primary research hotspot in motion recognition. Cameras are used to collect data in vision-based motion recognition, but it is expensive, requires a lot of equipment, and is light-sensitive. Motion recognition based on sensors, on the other hand, primarily employs microsensors and processes data using machine learning methods [3]. The majority of sporting performances are achieved by watching sports videos, which is unquestionably time and labor-intensive. The target detection and deep learning (DL) [4] technologies offer new approaches to resolving this issue. Applying them to sports motion detection and efficiently extracting sports motion detection from sports videos can not only improve the viewing experience of sports videos but also help athletes train more effectively.

Human motion recognition is an important field of computer vision research, and its purpose is to analyze the ongoing human activities in the video [5]. With the progress of science and technology, especially the development of mobile Internet, video acquisition is more convenient, and a large number of video data are generated every day. How to analyze these videos automatically has become an urgent problem [6, 7]. In the past research of sports action recognition, the biggest difficulty was how to extract proper feature values [8]. Compared with silhouette features, contour features can better describe the categories of sports movements. Fourier transform is often used to obtain contour features of sports movements. The more the features are, the more unfavorable it is to classify and identify sports movements. It is necessary to reduce the dimension of contour features and select some important features for sports movement identification modeling [9]. The neural
network (NN) model [10] can be directly applied to raw data to automatically extract feature values, eliminating the tedious process of manually extracting feature values. Moreover, due to the characteristics of the NN model, the amount of calculation in the training stage is large, and the amount of calculation in the classification stage is small, which makes the mobile-based action recognition system possible.

With the wide use of video surveillance and the emergence of various video clients, a large amount of video data has been generated in intelligent surveillance, human-computer interaction, and auxiliary medical care, and the key information can be obtained more effectively by identifying and detecting human behavior in video data by machine learning algorithm [11]. Among them, the research on sports movement recognition in video has important theoretical significance in sports research and great application value in practical application, so it has received great attention [12, 13]. In this paper, in order to obtain more ideal sports action recognition results, a sports action recognition model of particle swarm optimization neural network (PSO-NN) is proposed. This model can directly process the time series data, automatically extract feature values, and avoid the tedious process of manually extracting feature values.

2. Related Work

Spriet [14] extracted the silhouette of the human body from each frame and regarded the sequence of the silhouette of the human body in the frame as the “space-time shape.” Extracting local features from the shape can be done by solving a Poisson equation and finally using a template-based nearest neighbor classifier for classification. Xu et al. and Zheng et al. [15, 16] tracked the main joints of the human body, used a parameterized method to represent the rotation and translation of each part of the human body, and used these parameters to express the actions. Poultagari et al. [17] introduced cloud theory and particle swarm algorithm and used particle swarm optimization backpropagation neural network (PSO-BPNN) method for structural damage identification. The simulation test shows that the recognition algorithm can accurately determine the damage location and damage degree, and the result is stable. A sports video recognition model combining multiple features and NN was proposed in [18, 19]. It extracts the static and dynamic features that reflect the sports video, classifies them separately using the RBF neural network, constructs the basic probability assignment of the preliminary recognition results, and uses the evidence theory to fuse the preliminary results to obtain the sports video recognition results. The optical flow filter was used to recognize human actions in [20], and the result is fed into a template-based classifier. Their method could be the first to start at the frame level and perform actions solely through optical flow. To obtain high-level representations, Qi et al. [21] used a set of optical flow filters to extract dense local motion features, which are then combined and compared with complex template features. Finally, the discriminative classifier is fed these high-level representations. Du et al. [22] used a version of the corner detector to represent the entire video sequence as a sparse set of spatiotemporal interest points. A variety of different descriptors are proposed around the space-time window of interest points: gradient histogram, optical flow histogram, gradient projection, and optical flow projection. The classifier then uses nearest neighbor matching to classify a video sequence. The foreground information of the video image was expressed as a binary motion energy map and a scalar motion history map in [23], and action recognition was performed using the template matching method. MHI was combined with two shape feature foreground images and color histograms in [24], and action classification was performed using a support vector machine based on simulated annealing. The human body is represented as a series of 2D or 3D joint points, and motion is represented and recognized by tracking the joint motion trajectory, according to the literature [25]. These methods can analyze human motion in detail and have view invariance, but they require a powerful computer. The components allow you to track the position of human joints accurately. A PSO-DL sports action recognition model was proposed in [26]. To create a classifier for sports action recognition, use the particle swarm optimization (PSO) algorithm to select DL parameters. The feature vector was modeled in [27], and the state transition model for action recognition was established. To improve the accuracy of sports movement recognition, a PSO-NN-based sports movement recognition model is proposed in this paper. Following the pooling layer, an attention network based on time dimension features is added, and the features obtained after pooling are added to the time attention network, as well as the relevance weights of features in video frames, and the weights of features are updated via the iteration of attention mechanism. The corresponding database is used for experimental verification and result analysis.

3. Methodology

3.1. Sports Video Action Recognition Model. With the development of sports, sports video data are increasing day by day. It is more and more important to manage sports video data effectively and help users find sports videos efficiently and quickly. However, classification and identification are the basis of sports video browsing and retrieval, so it is of great significance to improve sports video recognition rate [28]. Among the current motion recognition algorithms, the convolutional neural network (CNN), as the representative algorithm of DL, has the ability of representation learning and has better performance than traditional computer vision technology and expert system in the fields of target detection and recognition, natural language processing, and so on.

Sports video recognition is essentially a multi-classification problem that involves the steps of sports video image collection, preprocessing, feature extraction, and classifier design, with feature extraction and classifier design posing the most challenges. The two key modules in human
behavior recognition in traditional methods are feature extraction and behavior recognition. To model and identify sports video information, traditional methods typically use a single static or dynamic feature. The single feature only describes sports video information from one perspective, making it difficult to comprehensively and accurately describe video category information, as well as guaranteeing identification accuracy and having low identification accuracy [29]. The most important step in traditional target recognition is feature extraction, which is why so many improvements and promotions are centered on it. The goal of feature extraction, which is why so many improvements and promotions are centered on it. The goal of the recognition process is to obtain as distinct features of the target that can be used for classification. The goal of the recognition process is to obtain as few features as possible while also obtaining feature vectors with a low chance of misclassification.

Feature extraction refers to extracting important features from video sequences, converting pixel information into feature information, mapping it to the same representation space, and converting it into feature vectors which are convenient for classifier processing [30]. Action classification refers to training a classification model by using the extracted feature vectors to accurately predict the category of a new action feature. In the process of sports video recognition, texture, color, lens editing, and motion features are independent of each other, and the sports video recognition results of single feature can be fused, and the optimal sports video recognition results can be obtained according to decision rules and decision thresholds. The sports video recognition process is shown in Figure 1.

Feature extraction is the first step of action recognition and a very important link, which directly affects the accuracy and robustness of action recognition. Global feature is a top-down research idea, which first locates the human body by target tracking algorithm and then encodes the whole detected target to form global feature. Local feature is a bottom-up research idea, which firstly detects the spatiotemporal interest points in the video, then calculates feature descriptors based on these interest points, and finally integrates them into feature vectors of the whole action sequence. Local features are independent of algorithms such as human localization, are insensitive to noise, occlusion, angle change, and brightness, and have strong robustness, so they have been widely used.

The related algorithm of DL-based motion recognition method is to let the model independently complete the fitting of data features through training data. The fitting methods mainly include the following: ① motion recognition method based on CNN; ② motion recognition method based on recurrent neural network and related algorithms; ③ motion recognition method based on restricted Boltzmann machine and related algorithms; and ④ motion recognition method based on self-encoder and its improved algorithm.

3.2. PSO Sports Action Recognition Model. The essence of the PSO-NN algorithm is to use cloud theory to optimize the particle velocity, update weight w, and then optimize the process of BPNN’s initial weight threshold. Therefore, we must first establish a BPNN model, then implement the PSO-BPNN algorithm, and finally use the sample data to train the network to complete the prediction. The process is shown in Figure 2.

In a video frame or image, each pixel is made up of a mix of three primary colors. The amount of data read at once during network training is significant, which has a significant impact on the computer’s computing speed. The gray image, on the other hand, has a range of change for each pixel, but it can retain the gradient and other information from the original image. Grayscale data saves memory, and grayscale features are easier to deal with when read by the network. The gray features of human motion can ignore the influence of light, color, and other factors in motion recognition, so they are a factor to consider.

Shot switching is the separation and connection of different shots in a sports video sequence, with switching frequency and switching event ratio serving as editing features. The scanning connected domain labeling algorithm is used to extract the moving area’s running information and feature information, allowing the moving foreground image to be detected. The network is fed with video clips with fixed frame lengths, with time series length having no effect on classification results. As a result, we first train the network with video clips of various frame lengths in order to obtain several feature extractors and then combine the extracted features into a single multi-instance learning package, with each package containing feature information from video clips of various durations. This method effectively avoids the recognition error caused by the similarity of two actions over time.

In the process of sports movement recognition, the athletes’ movements should be detected first. Combined with the characteristics of athletes’ movements, the movement detection is realized by using the method of inter-frame difference, and the detection results are expanded and corroded to strengthen the contour, as follows.

Suppose f(i,j) is the frame image of sports video, the two frames before and after are f_k(i, j) and f_k+1(i, j), and Gray (f_1(i, j)) and Gray (f_2(i, j)) are used as grayscale images. The conversion method is as follows:

\[ \text{Gray}(f(i,j)) = 0.11R(i,j) + 0.59G(i,j) + 0.3B(i,j). \]  

(1)

The threshold \( \epsilon \) is used to judge the noise in the sports image, and equation (2) is used for the difference operation to obtain a binary image \( D(i,j) \). If \( D(i,j) = 1 \), the pixel position is the location where the action is generated.

\[ D(i,j) = \begin{cases} 0, & |f_k(i,j) - f_{k+1}(i,j)| < \epsilon, \\ 1, & |f_k(i,j) - f_{k+1}(i,j)| \geq \epsilon. \end{cases} \]  

(2)

The expansion and corrosion processing of the binary image is

\[ D = X \oplus S = \{(x, y) | (x, y) \in X, S(x, y) \cap X \neq \emptyset\}, \]  

E = X \ominus S = \{(x, y) | (x, y) \in X, S(x, y) \subseteq X \}. \]  

(3)

(4)
Gaussian filtering is used to remove the noise in the binary image. The Gaussian function is defined as follows:

\[ f(x, y) = \frac{1}{2\pi\sigma^2}e^{-\frac{x^2+y^2}{2\sigma^2}}. \]

The obtained raw data are denoised by median filter and third-order low-pass Butterworth filter with cutoff frequency of 20 Hz. Among them, the processing method of missing values adopts the method of mean interpolation of missing values.

Human detection is only the first step of processing in the field of intelligent image monitoring; the second step is feature extraction, and the third step is human target recognition and verification. The most important step is feature extraction of human targets, which involves first separating human targets using edge detection technology, then completing feature extraction of targets based on edge features, and finally completing the identification and classification of sports movements.

\[ V_n \in [V_{\text{min}}, V_{\text{max}}]. \]

The location of \( n \) particles:

\[ S_n \in [S_{\text{min}}, S_{\text{max}}]. \]

Define the fitness function and update the speed and position according to the following formulas:

\[ v_{nd}^{k+1} = wv_{nd}^k + r_1(\xi(p_{nd}^k - s_{nd}^k)) + r_2\eta, \]

\[ s_{nd}^{k+1} = s_{nd}^k + v_{nd}^{k+1}, \]

where \( k \) is the current iteration number, \( k = 1, 2, \ldots, K; d = 1, 2, \ldots, D; n = 1, 2, \ldots, N. \ P_n = (P_{n1}, P_{n2}, \ldots, P_{nD}) \) is the coordinate of the particle \( n \) closest to the target. \( P_g = (P_{g1}, P_{g2}, \ldots, P_{gD}) \) is the coordinate of the group closest to the target. \( w \) is the weight of inertia, usually 0.726. \( r_1 \) and \( r_2 \) are non-negative constants, called learning factors, usually 1.49445. \( \xi \) and \( \eta \) are pseudo-random numbers, uniformly distributed in the interval \([0,1]\).

The PSO algorithm uses a certain number of particles to fly and search in the solution space, continuously adjust its flight direction and speed, and finally find the optimal solution to the problem. The speed and position adjustment methods of the particles are as follows:

\[ v_{id}^{k+1} = \omega \cdot v_{id}^k + c_1 \cdot \text{rand} \cdot (p_{id}^k - x_{id}^k) + c_2 \cdot \text{rand} \cdot (g_{id}^k - x_{id}^k), \]

\[ x_{id}^{k+1} = x_{id}^k + v_{id}^{k+1}, \]

where \( \omega \) is the weight; \( c_1 \) and \( c_2 \) are the learning factors; and \( p_{id}^k \) and \( g_{id}^k \) are the best locations in the history of individuals and populations. PSO-BPNN selects some important features and simultaneously solves the problems of feature selection and classifier parameter optimization, which makes the recognition results of sports movements more reliable.

Sampling it to obtain \( M \) video clips, extracting \( M \) feature vectors, combining these feature vectors into a package in multi-example learning, and performing action classification using the trained classifier, create a video database, sample each video in the training dataset with a step size \( L \), obtain several video clips with a frame length of \( F \), and use each video clip as a training sample for the convolutional neural network to train.

4. Result Analysis and Discussion

In sports action recognition, the input data contain a video frame sequence, and it is necessary to consider not only the spatial representation of actions but also the sequence of atomic actions in the video frame sequence. Traditional 2D convolution network cannot deal with the sequence of atomic actions when dealing with motion recognition in video, which has great limitations. This problem can be solved in 3D convolution network. After training the video feature extractor, we can train the multi-instance learning model based on it. When training the classifier, each video in the video library is regarded as a packet of multi-instance...
learning, and the feature vector extracted from the video by the feature extractor is regarded as an example in the packet to train the multi-instance learning model. In the process of multi-instance learning, each action corresponds to a classifier, and the videos belonging to this action are regarded as positive packets, while other actions are regarded as negative packets.

In order to determine the parameters in the network conveniently and accurately, the grayscale processed video frames are input into the network for training. Because the gray data and the original data are single except the image pixel data, the video length, dataset size, action types, and so on are consistent. Therefore, select gray image to preliminarily determine the training parameters of the network structure. Therefore, in this section, the number of batch data samples and the number of iterations in the process of network training will be determined through the grayscale experiment. In order to verify the action recognition rate of a frame of video, the first frame of each video is taken as a sample. Because there are not many data obtained, all experimental evaluations on this dataset use leave-one-out cross-validation. Figure 3 shows the average recognition rate when the dataset takes different frame lengths.

It can be seen that this has been a good solution for applications requiring accuracy. The recognition rate is maintained at a relatively stable level in the later stage, which shows that the influence of the frame number on the recognition rate is not so obvious at this time.

In order to determine the batch size of network training, based on the iteration times of 1 time, 10 times, 20 times, 30 times, and 40 times, respectively, the batch data are from 10 to 200, and network training is conducted every 10 groups of samples. Finally, the value of batch size is selected by comparing the accuracy change curve of test identification. The effects of different batch sizes on the recognition effect are shown in Figure 4.

According to Figure 4, batch size is negatively correlated with recognition accuracy. In the process of parameter selection, it is found that within a certain range, the correct rate will increase with the increase of iteration times, but it will not increase indefinitely, as shown in Figure 5. Moreover, with the increase of iteration times, the whole model will produce overfitting phenomenon. In addition, in the case of a large amount of data, with the increase of iterations, the training of the model will consume a lot of time and resources.
Foreach action video, we capture several video segments with a length of 16 frames in 32 frames and input these video segments into the trained network, respectively. Each video segment can extract 4096-dimensional feature vectors, and then average these feature vectors and L2 normalize them as the feature vectors of the whole video sequence. After experiments, the recognition results in different scenes are shown in Figure 6.

The outdoor scene (S1,S2,S3) is clearly worse than the indoor scene (S4), owing to the fact that the outdoor scene illumination varies more, whereas the indoor illumination is relatively stable and single. Because of using the zoom lens, S2 gets the worst results. The lens is sometimes far away and sometimes close when shooting video, resulting in a significant change in viewing angle. The scale change is usually preprocessed in this case, but the unprocessed video is fed into the program.

During training, a classifier is used to train each action category; all video samples of the current action are considered positive packets, while other action samples are considered negative packets. When predicting, the category of the sample in the packet with the highest recognition probability is used as the category to which the packet belongs, i.e., the category of the video to be tested. The recognition accuracy is 0.8 when using a combination of gray and original image input. The effect is improved when compared to the gray image, but when compared to the model results trained with only the original image, the original image has a better effect than the gray image and original image combination input. Crop cutting processing is applied to the input data during data enhancement, and the processed results are combined with the original image for training. Because of the first three data combinations, the obtained model has a recognition effect. The sports action recognition model is built using the training samples and then tested using the test samples. The recognition rates of BPNN, KPCA-BPNN, and PSO-BPNN are shown in Figure 7.

From Figure 7, it can be seen that PSO-BPNN has the best effect compared with the other two methods, which further reflects the superiority of this method. Each video in the video library is regarded as a packet of multi-instance learning, and the feature vector extracted from the video by the feature extractor is regarded as an example in the packet, and the multi-instance learning classifier is trained. In the process of multi-instance learning, for each action, we take the action as a positive packet and the other actions as negative packets and train a classifier, respectively. For each test video, we sample it separately and input it into the trained network to calculate its feature vector. Then, the obtained feature vector is averaged and L2 normalized and used as the feature vector of the video. The recognition speed of BPNN, KPCA-BPNN, and PSO-BPNN is shown in Figure 8.

In comparison to the other two methods, PSO-BPNN has the shortest recognition time, as shown in the graph. It demonstrates that this model reduces the time it takes to recognize sports videos and is a useful method for
recognizing sports actions. We treat each action video as a multi-instance learning package, and all of the features extracted from the video using a 3D convolutional neural network are used to train the multi-instance learning model. Each action corresponds to a multi-instance learning, and the videos associated with that action are treated as positive packets, while the rest are treated as negative packets, with the support vector machine being used to train the optimal classification hyperplane. Finally, the highest probability example in the packet determines the category to which the video to be tested belongs. The model uses different frame rates to obtain spatial semantic information and motion information in video, and the two channels of information are fused by lateral connection. After all the features are acquired, the features are input into the timing detection network, the time when the action occurs is located, the key frame information of the action is given, and the behavior identity is designed for the network model to prove the applicability of the network model. Experiments show that this model improves the recognition efficiency and accuracy of sports movements. Compared with other models, it has certain advantages and can meet the requirements of practical application.

5. Conclusions

With the advancement of video technology, sports video data are rapidly increasing, which is critical for detecting sports movements in sports videos. As a result, using a computer’s powerful storage and computing power to recognize and understand video information has a lot of research value and a lot of application potential. A sports action recognition model based on PSO-BPNN is proposed in this paper, with the goal of parameter optimization of the classifier in current sports action recognition modeling. Its effectiveness is verified through test experiments. To construct the NN model, the adaptive weight is first set to update the particle velocity and position to reach the optimal solution, after which it is transformed into the initial weight and threshold of BPNN. The sample space is then trained, and the optimized NN is tested, using static strain data obtained by finite element analysis under no noise. The results show that this algorithm is capable of accurately detecting common human postures in motion. In addition, the execution time is reduced, and the speed at which sports actions are recognized is increased. It can be a valuable resource for physical education instructors and students. It will be necessary to continue to optimize the algorithm and develop an efficient and widely applicable sports action recognition model in future research and work.
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