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Abstract

Quantitative stochastic models of gene regulatory networks are important tools for studying cellular regulation. Such models can be formulated at many different levels of fidelity. A practical challenge is to determine what model fidelity to use in order to get accurate and representative results. The choice is important, because models of successively higher fidelity come at a rapidly increasing computational cost. In some situations, the level of detail is clearly motivated by the question under study. In many situations however, many model options could qualitatively agree with available data, depending on the amount of data and the nature of the observations. Here, an important distinction is whether we are interested in inferring the true (but unknown) physical parameters of the model or if it is sufficient to be able to capture and explain available data. The situation becomes complicated from a computational perspective because inference and model selection need to be approximate. Most often it is based on likelihood-free Approximate Bayesian Computation (ABC) and determining which summary statistics to use, as well as how much data is needed to reach the desired level of accuracy, are difficult tasks. Ultimately, all of these aspects - the model fidelity, the available data, and the numerical choices for inference and model selection - interplay in a complex manner. In this paper we develop a computational pipeline designed to systematically evaluate inference accuracy for a wide range of true known parameters. We then use it to explore inference settings for negative feedback gene regulation. In particular, we compare a spatial stochastic model, a coarse-grained multiscale model, and a simple well-mixed model for several data-scenarios and for multiple numerical options
for parameter inference. Practically speaking, this pipeline can be used as a preliminary step to guide modelers prior to gathering experimental data. By training Gaussian processes to approximate the distance metric, we are able to significantly reduce the computational cost of running the pipeline.

1 Introduction

Mathematical modeling is an important tool to study gene regulatory networks (GRNs) in single cells. These models exist on many levels of fidelity, ranging from deterministic Ordinary Differential Equations (ODE) to discrete stochastic well-mixed models, to detailed spatial stochastic models. In practice, the choice of a mathematical model has a subjective element to it and the choice depends both on the question under study, the available data, and the computational budget.

There have been many studies where modelers have simulated models at different levels of fidelity to study the same biological system. Often these studies have had the same aim of capturing either qualitative properties or relatively coarse-grained summary statistics, both of which could in principle be captured by any of the models. One commonly studied biological system is the Hes1 negative feedback system. This system produces oscillatory dynamics which are thought to provide a clock for the segmentation of the somites during embryogenesis [25]. This system has spawned models of different levels of biological fidelity, including models comprised of ordinary differential equations [6], delay differential equations [40, 28], partial differential equations (PDE) [10], stochastic differential equations [24] and spatial stochastic simulations [52]. These models were used to simulate the Hes1 system with the aim of producing oscillatory dynamics of the Hes1 protein and messenger RNA (mRNA) with a period of approximately 2 hours. All models were able to produce the desired oscillatory behaviour, but in the ODE case an extra intermediate reaction had to be introduced. This deployment of a variety of modelling approaches is not unique to the Hes1 intracellular pathway, the p53 signalling pathway [15, 53] and NF-κB pathway [57] have similar variety in the fidelity of models produced to capture simple summary statistics. It is not clear in these studies whether the data alone necessitated a higher fidelity model. Outside of the intracellular modelling space, there have been many similar studies in the cancer modelling space that have used models of differing fidelity to capture tumour growth time series data. These models have often been either ODE or PDEs or even agent based models with huge differences in computational expense and model complexity [16]. Again though, it is not clear if and when the available data clearly motivated one approach over another. A central issue is whether the models are developed with the goal to infer parameter values from experimental data or if they are developed to predict some future state of the system. In the latter case, some have argued that the precise parameter values may be of less concern and may even take biologically infeasible values so long as the model is a good
predictor of the system [22].

In some situations the question at hand clearly motivates a spatial model over a well-mixed one, such as if we were to study the effect of location and numbers of membrane receptors on downstream signaling in a signaling cascade. However, in situations where the question could in principle be addressed using models of various different levels of fidelity, and when the choice is driven by observed data, the situation is less clear. In particular, it is common that quantitative experimental observations are “well-mixed” in nature, such as time series data of total protein or mRNA counts in cells, or distribution data from large cell populations from e.g., fluorescent activated cell sorting (FACS). An interesting question then is in which situations it is motivated to use a high-fidelity spatial model even though the observations are more coarse-grained in nature. This question can be expected to depend critically on what the goal of the modeling is, for example, is the goal simply to capture the qualitative trends in data, or is the goal to identify model parameters that are in good quantitative agreement with the true biochemical and physical parameters, such as diffusion constants and kinetics rate constants? This is fundamentally a hard problem to address due to the lack of ground truth (both for the model and for the parameter). But if enough computational power is available, we can scan through the space of possible parameters and evaluate how inference would perform were the postulated parameters the ground truth (synthetic data). While the true posterior distribution is out of reach, we can still analyze how the estimated posterior relates to the true parameters for various choices of models and for various types of observations. In this paper, we develop such a computational pipeline in which we generate synthetic ground truth data using a high-fidelity spatial model (simulated using Smoldyn [4]) for a wide range of possible true parameters (controlling the degree of diffusion control of the system), then systematically compare inference tasks for the spatial model, the well-mixed model and a coarse-grained multiscale model.

However, since it is necessary to use likelihood-free, or simulation-based approximate inference, there are several numerical considerations for accurate inference, apart from the question of the simulator and how much data is available. In particular, ABC, the mostly widely used method, relies critically on the chosen distance metric and summary statistics. In the end, both the model fidelity, the data, and the numerical choices for inference need to be studied simultaneously. The fact that ABC requires a large number of potentially expensive simulations becomes a practical hinder to such large-scale studies. Here we train Gaussian Processes (GPs) to approximate the distance metric, and are in this way able to significantly reduce the computational cost of running the pipeline.

While ideally models would be constrained using sufficiently rich experimental data in practice there are often limitations to the amount and kind of data available. The modeling of cellular functions requires sensitive measurement of various molecular species such as mRNA and proteins. For data captured at the intracellular level, there are often trade offs between the richness of the time series, the number of replicates and the level of spatial information captured.
Traditionally used population-averaged techniques like Western blots, Northern blots and enzyme-linked immunosorbent assay (ELISA) do not capture the important details at the single cell level. More modern techniques such as mass spectrometry (MS) generally lack the sensitivity to detect the small amounts of proteins present in individual cells [1, 45]; however, recent developments in MS have made progress towards uncovering single-cell proteomes [8]. Flow cytometry and mass cytometry (e.g., CyTOF) can detect proteins in single cells, but developing sample standards for quantification has proved challenging [5]. In very recent years, the digital proximity ligation assay (dPLA) was developed. dPLA provides the ability to take direct digital measurements of protein and mRNA copy numbers in single mammalian cells [3]. In dPLA, digital PCR (dPCR) was used to quantify proteins detected with a pair of oligonucleotide-tagged antibodies called PLA probes. Previously published PLA methods enabled multiplexed simultaneous protein and mRNA measurements from single cells. It was noted though that their quantitative polymerase chain reaction (qPCR) readout limits the sensitivity of the measurements [12]. The use of the dPCR readout provides significantly improved resolution and limits of detection [56], which allows direct quantification of protein copy numbers in individual mammalian cells. This advance, along with the use of dPCR for mRNA quantification allows for simultaneous measurement of both mRNA and protein albeit at low time resolution (with readings captured every 10 minutes) [36]. All of these experimental technologies come with different costs and can require different levels of experience to gather, hence it is important to know when enough data is captured to warrant the use of a more sophisticated model. To that end, in this study we use a synthetic data set that mimics the cutting edge of what is possible experimentally, i.e. simultaneously capturing mRNA and protein copy number data at the single cell level for various cells and time points, to address the question of how much data is needed to warrant a higher fidelity model.

There are a growing number of studies investigating parameter inference in the presence of different kinds of data. In [24], it was demonstrated that MCMC methods for stochastic differential equations provide practical algorithms for estimating the parameters of simple dynamic regulatory and signaling systems even when the time series data are coarse. Furthermore, it was reported that if one had access to good quality temporally resolved data, one could also obtain information about stochastic modeling parameters and population sizes. In [34], Kursawe et al. investigated the performance of parameter inference using a vertex model for cell mechanics and image data. They showed that estimating the noise by having several realizations of the observed data was critical for reliable inference. Harrison et al. [23] quantified the effect of noise and data density on the posterior estimate and compared ABC to the particle Markov Chain Monte Carlo method (pMCMC). They showed that, when applicable, pMCMC performed better, although ABC was more general and more easily parallelizable.

Some doubts have been raised regarding the validity of the posterior distributions generated with ABC [44, 54]. Specifically, and although they are fundamental requirements for the well-posedness of the inverse problem, iden-
tifiability \cite{38} and sufficiency \cite{43} may not be attainable in practice. Yet, this need not be the end of the story. Firstly because identifiability can be demonstrated for some simpler models \cite{7}, and secondly because insights can still be gained from models where the true solution is known \cite{37}.

In this paper, we show that such an approach is indeed feasible for ABC. We propose a computational pipeline to evaluate the accuracy of ABC in different scenarios. Specifically we evaluate the performance of ABC throughout the parameter space while keeping the cost down using Gaussian processes to approximate the distance metric. We then analyze the accuracy of the resulting posterior distribution with respect to the true parameters. We can then repeat this procedure for different models, summary statistics or even data sets (e.g., when measuring proteins or when measuring mRNA) and determine which setup gives the best performance. This preliminary analysis can then be used to guide practitioners to choose models and design experiments. Contrary to other analytical approaches to guide modelers and optimize experiments \cite{55, 18}, our approach is purely computational and does not require the ability to derive analytical formulae from the model formulation. Hence, models of arbitrarily high complexity can be used. With this approach we can answer questions such as:

- How much data is needed to reach a given level of inference accuracy?
- What features are worth measuring in an experiment if the goal is to identify parameters?
- Which modeling level is appropriate?
- Which summary statistics or distance metric should be used?

We exemplify this procedure through different scenarios based on a canonical negative feedback gene regulation network motif for three models of various fidelities. The remainder of this paper is organized as follows: in Section 2, we give some background on stochastic modeling and likelihood-free Bayesian inference. In Section 3, we explain our pipeline in detail. In Section 4 we illustrate how this pipeline can be used in four different scenarios. Finally in Section 5 we discuss our contributions and future areas of research.

2 Background

2.1 Stochastic models for chemical kinetics

Stochastic chemical kinetics in single cells can be modeled at various levels, from stochastic differential equation to detailed particle models \cite{21}. Yet, the choice of modeling level is not always easy to do a priori. In particular, models including spatial details about the distribution of molecules throughout the cells can reveal new insights but come with a significant increase in computational cost \cite{9}.

A popular modeling framework is the Chemical Master Equation (CME) \cite{19}. In the CME formalism, the system is represented by a state vector $x$ where
each row represent the molecular count of a given species. The probability distribution for a system of \( n \) species and \( m \) reactions is given by the solution of the master equation:

\[
\partial_t p(x, t|x_0, t_0) = \sum_{i=1}^{m} a_i(x - \nu_i)p(x - \nu_i|x_0, t_0) - a_i(x)p(x, t|x_0, t_0),
\]

where \( x \) is the state vector of the system, \( a_i(x) \) and \( \nu_i \) are the propensity and the stochiometric vector of reaction \( i \), respectively, and \( x_0 \) is the state of the system at time \( t_0 \).

Unfortunately, solving the CME numerically is in most practical cases intractable. It is however possible to generate realizations of the CME using Gillespie’s Stochastic Simulation Algorithm (SSA) [20]. One fundamental assumption of the CME is that molecules inside the cell are well-mixed, i.e. there is enough time between reactions for the molecules to diffuse uniformly across the cell. In other words, the CME does not include spatial details about the location of each molecules.

In [11], we presented a technique to include some degrees of spatial details into the CME framework. By dividing the cell into compartments and computing transition rates between these compartments, we are able to include some spatial information and approximate more detailed models for only a marginal increase in computational cost.

Another, more standard generalization of the CME to include spatial details is the Reaction-Diffusion Master Equation (RDME) [14, 51]. In the RDME framework, space is discretized into small voxels. Every voxel is assumed to be well mixed and reaction can only occur between molecules belonging to the same voxel. Additionally, molecules can diffuse to neighboring voxels, depending on the geometry of the discretization and of the diffusion rate.

Other, even more detailed methods track the position of each molecule in continuous space. For instance, in the Smoluchowski diffusion limited model, molecules diffuse in space following Fick’s second law:

\[
\frac{dp}{dt}(\mathbf{r}, t) = D \Delta p(\mathbf{r}, t)
\]

where \( \mathbf{r} \) is the position of a molecule, \( D \) its diffusion constant and \( p \) the probability distribution of its position. Molecules are then modeled as hard spheres that react upon collision with a given probability. Solving the Smoluchowski equation in the general case is an open problem. One approach to circumvent this issue is to discretize time and rely on approximations to determine when two molecules collide and potentially trigger a chemical reaction. This approach is used in e.g. Smoldyn [4]. Another approach consists in isolating pairs of molecules or single molecules in protective domains where the Smoluchowski equations can be solved analytically using Green’s Function Reaction Dynamics. This is the approach used in e.g. eGFRD [50].

There is a well defined mathematical hierarchy between these approaches [21, 49]. As a matter of fact, it is known that in the limit of infinite diffusion, spatial
approaches will converge towards the CME. However, in practice, it is difficult to determine if diffusion is “fast enough” for the CME to be a valid approximation of the chemical system under scrutiny. Using a more detailed model will be more accurate, but at the price of a higher computational cost. Balancing these two aspects is a critical question in modeling.

In a previous study [11], we considered three stochastic models including various levels of details and compared how they related to each other in terms of accuracy in the context of the Hes1 system presented in [52]. In Section 4 we will use the same models to illustrate how our pipeline can be used to compare these models in a Bayesian parameter inference setting.

2.2 Likelihood-free Bayesian Inference

Given a mathematical model $y = f(\theta)$, the goal of parameter inference is to fit $f$ to observed data $y_o$, i.e., estimate the parameters $\theta_o$ that give rise to simulated data $y_{sim} = f(\theta_o)$ such that $y_{sim} = y_o$. As the model $f$ is stochastic, in reality the equality condition is too strict and can never be fulfilled exactly. Typically the equality condition is replaced by a relaxed form involving a threshold. Also, we note that for all but very simple models of academic interest, the likelihood function corresponding to $f$ is unavailable. Therefore, parameter estimation must proceed in a likelihood-free manner making use of the observed data, and access to the simulation model $f$.

The most popular family of parameter estimation methods in the likelihood-free setting is approximate Bayesian computation (ABC) [48]. ABC parameter inference begins with the specification of a prior distribution $p(\theta)$ over the parameters $\theta$, representing the parameter search space. The ABC rejection sampling algorithm then samples $\theta_{sim} \sim p(\theta)$, and simulates $y_{sim} = f(\theta_{sim})$. The simulated time series $y_{sim}$ must now be compared to $y_o$ to validate whether the two time series were sufficiently close. If so, then $\theta_{sim}$ is deemed to be accepted, else rejected. This sample-simulate-compare rejection sampling cycle is repeated until enough amount of accepted samples are obtained. The set of accepted samples then form the estimated posterior distribution $p(\theta | y_o)$, solving the parameter inference problem.

The comparison between time series’ $y_o$ and $y_{sim}$ is typically performed in terms of $k$ low-dimensional summary statistics $S = S_1(y), ..., S_k(y)$ or features of the time series (e.g., statistical moments). This is due to the curse of dimensionality when comparing rich high-dimensional time series (detailed discussion in Chapter 5 of [48]).

Summary statistic selection is a well-studied problem, and there exist methods to select $k$ informative statistics out of a candidate pool of $m$ total statistics. A thorough treatment of the topic can be found in [43, 48]. A well motivated method of selecting summary statistics is based on the notion of approximate sufficiency (AS) [31]. Summary statistics $S$ are sufficient if adding a statistic $S_{new}$ to $S$ does not change the approximated posterior $p(\theta | y_o)$. The AS algorithm initiates tests for different statistics in random order [41], therefore in this work we will repeat summary statistic selection several times to compute the
frequency of selection of each statistic. The most frequently selected statistics will be used in the parameter inference process. The candidate pool of statistics to choose from include the following statistics/features for each species.

- sum of values
- absolute energy
- mean absolute change
- mean change
- median
- mean
- length
- standard deviation
- skewness
- kurtosis
- longest strike below mean
- longest strike above mean
- last location of maximum
- first location of maximum
- last location of minimum
- first location of minimum
- maximum
- minimum

Therefore, in total there are 36 candidate statistics to choose from (18 for each species - mRNA and protein).

3 A Computational Pipeline for Systematic Parameter Inference Evaluation

Given that we want to be able to use models of high complexity it is usually not possible to rely on \textit{a priori} mathematical analysis to determine the validity of ABC for a given setup. For example, information on system identifiability is often not available in practice, and numerical identifiability needs to be studied empirically. We can, however, systematically evaluate the performance of ABC using synthetic observed data sampled throughout the parameter space. Given the high computational cost, we use an approximation scheme based on Gaussian processes. This makes it possible to only generate the data once, prior to inferring parameters with ABC in various configurations.

3.1 Overview

We have developed a pipeline made up of two main parts, a data generation step and a parameter inference step. Figure 1 illustrates how these parts are combined. Starting with a prior distribution, we first simulate ground truth data for one parameter point using the highest model fidelity (Fig. 1A and then generate simulated data across the entire parameters range of the prior with the model meant for Bayesian inference (Fig. 1B). We then use this data to approximate the distance between observed (synthetic data generated with the
highest fidelity) and simulated data. This approximate distance map (Fig. 1C) is then used to perform parameter inference without the need to simulate more data during this process (Fig. 1D).

This entire pipeline can then be executed multiple times using synthetic observed data sets from different regions of the parameter space. The core idea is to generate the data once and then reuse it first as synthetic observed data, and then as training data to approximate the distance function used in ABC. Thus, the same data set can be reused in various configurations, e.g. with different summary statistics or by subsampling the data in terms of number of trajectories or time samples. This in turn generates many posterior distributions which can be compared to the true parameters. By systematically measuring the discrepancy between posterior distribution and true known parameters, we can then build up error maps showing regions in parameter space where inference performs better or worse.

Analyzing the thus obtained error maps from various combinations of models, summary statistics and amounts of data can offer insights into which combination would be more or less likely to perform well when used against experimental data. We believe that this pipeline can be used as a pre-processing step to calibrate inference pipelines when the true parameters and model is unknown, assuming we believe that the model of the highest fidelity is fundamentally the best representation of reality of the simulators we consider. As we will show, the pipeline is in particular useful to reason about in which situations it is motivated to use which model fidelity in systems biology projects.

3.2 Gaussian Processes for Likelihood-Free Parameter Inference

ABC typically entails a slow convergence towards the estimated posterior, and may require several thousands of simulations to provide a reliable estimate.
When simulations are expensive, and when we need to perform many such inference computations, this can represent a serious computational bottleneck. In this study, we set to make this cost as small as possible, so that we can repeat parameter inference experiments over wide prior ranges and many inference setups.

In [27], Järvenpää et al. describe how Gaussian processes can be used to approximate the distance function, or discrepancy, between simulated data and observed data and demonstrate how this technique can be used to efficiently infer parameters when simulations are too costly to be used directly in the inference algorithm. Here we use a similar approach and train Gaussian processes to approximate the distance functions between simulated and observed data (one for each simulation model we consider). We set up the Gaussian processes with Scikit-learn [42] and set the kernel to the sum between a rational quadratic kernel and a white kernel. The process can be summarized as follows:

1. We train Gaussian processes to approximate the distance function between synthetic, observed data and simulated data.
2. This surrogate distance is used by pyABC to evaluate candidate particles. No extra simulations are performed during this process.

Gaussian processes not only estimate the mean value of the distance function at a given point in parameter space, they also estimate the uncertainty of this value. In our case, this is important because of the stochastic aspect of particle acceptance in ABC. Specifically, the same particle may be accepted or rejected depending on the simulated data from this particle, especially if it comes from a stochastic model. Thus, by modeling the stochastic variations around the measured distance with Gaussian processes, we can reproduce this aspect.

Naturally, the GP surrogates come at the cost of an approximation error. Since we do not know the true posterior distribution, it is difficult to quantify what is the effect of this approximation on our results. Järvenpää et al. introduced a measure of utility to quantify the goodness of fit of the Gaussian processes. Although in absolute terms, this raw number is not very enlightening, it can be used to compare how the approximation performs in different configurations. In all our experiments, the utility was never correlated with the patterns exhibited on the error maps (see Figure S1), suggesting it had only a low impact on the inference error.

By using this approximate distance, we can greatly reduce the computational cost of running ABC, regardless of the model used to simulate the data. In particular, even detailed models which would be far too computationally expensive to be used as is in ABC can be plugged in into our pipeline. This makes it possible to set a baseline in terms of what could be achieved in terms of accuracy when using simpler models.
4 Results

We next use the pipeline described in Section 3 to investigate different scenarios for inferring parameters. We first detail the model used to generate the data in Section 4.1 and then elaborate on how we measure the posterior error in Section 4.2. We then investigate how the amount of data in terms of time sampling density, throughput and observed species (protein, mRNA or both) can influence accuracy and in what situations we clearly benefit from using the higher spatial model fidelity, as motivated by data. We then investigate where in the parameter space each model performs best, and which combination of model and distance metrics gives the best results overall.

4.1 GRN models, synthetic data generation and distance metrics

In [11], we studied a negative feedback motif motivated by the Hes1 GRN, in which a gene represses its own expression through a negative feedback loop: mRNA is transcribed in the nucleus and diffuses out into the cytoplasm where it is translated to proteins. These proteins then diffuse back to the nucleus and repress the gene. This process is illustrated in Figure 2. The delay between the moment mRNA is produced and the moment proteins diffuse back into the nucleus and bind to the gene tends to generate oscillations in gene expression level. These chemical reactions are described in Equations 3–7 while their parameters are summarized in Table 1. Three approaches were used to model this network: the first approach consists of a detailed particle model based on the Smoluchowski diffusion limited equations. We use the widely-used software Smoldyn [4] to simulate the model, thus we refer to it simply as Smoldyn in the remainder of this paper. The second approach is a cheap multiscale approximation from [11]. Here the cell geometry is divided into two compartments (cytosol and nucleus) which are themselves considered to be well-mixed. Transition rates between these two compartments are then derived using hitting-time analysis on the Smoluchowski model, thus capturing some of the spatial effects. The model is simulated with the standard SSA and is referred to as the Compartment-Based Model (CBM). Finally, the entire cell is considered to be well-mixed and the model (WMM) is simulated using SSA. Note that we use diffusion-limited reaction rates in the association reactions between the gene and protein, thus all three models explicitly involve all physical constants, enabling direct comparison. For all SSA simulations we use the software Gillespy2 in the StochSS suite of tools [30, 13].
Figure 2: Sketch of the genetic motif studied in this article. A gene, placed at the center of the nucleus of the cell, transcribes mRNA. mRNA then diffuses out of the nucleus and into the cytoplasm, where it is translated to proteins. These proteins then diffuse back into the nucleus, where they repress the expression of the gene.

Our goal is to systematically evaluate the quality of parameter estimates inferred with ABC, depending on which of the three models are used to simulate the data, and on the amount of data available. We use the well-established Sequential Monte-Carlo (SMC) variant of ABC as provided in the pyABC Python package [33]. The prior is set to a log-uniform distribution between 0.25 and 16 for $\chi$ and between 0.0039 and 16 for the diffusion constant. For each setup, we infer parameters from 256 different synthetic data sets generated with Smoldyn, and compare the posterior distributions to the true parameters. This gives us a map of inference performance for the systems ranging from the strongly diffusion-limited regime to the well-mixed regime.

We consider three distance metrics to measure the discrepancy between candidate particles and the observed data:

1. First we consider four common summary statistics, namely the mean value, the minimum value, the maximum value and the standard deviation of a trajectory. We then take the expected value over all trajectories and for both species, and compute the distance between simulated data and synthetic data using the $L_2$ norm. This setting represents a likely
Parameter Description Localization Base Value Unit
\(R\) cell radius 6.0 \(\mu m\)
\(r\) nucleus radius 2.5 \(\mu m\)
\(D\) diffusion constant 0.6 \(\mu m^2 min^{-1}\)
\(k_a\) binding rate nucleus \(1.00 \times 10^9\) \(M^{-1} min^{-1}\)
\(k_d\) unbinding rate nucleus 0.1 \(min^{-1}\)
\(\mu\) transcription rate nucleus 3.0 \(min^{-1}\)
\(\kappa\) translation rate cytoplasm 1.0 \(min^{-1}\)
\(\gamma\) degradation rate entire cell 0.04 \(min^{-1}\)

Table 1: Base parameters as presented in [11]. The parameters to be estimated with Bayesian inference are highlighted in grey and are varied over several orders of magnitude in the synthetic data sets. Parameters \(\mu\), \(\kappa\) and \(\gamma\) are varied simultaneously by multiplying them by a common variable, noted \(\chi\). This variable and the diffusion constant are the targets to be inferred.

1. First setting formulated manually by a modeler. We refer to this setting as \textit{naive statistics}.

2. Second, we select optimal summary statistics using the AS algorithm described in Subsection 2.2. The selected statistics are: the longest strike below the mean, the longest strike above the mean, the mean absolute change, the maximum, the minimum and the variance. The distance is computed as in 1 above. We refer to this setting as \textit{optimized statistics}.

3. Third, following [35], we observe the distribution of molecular counts for each species and at every time point, i.e. we compute a histogram density approximation of the cumulative density function (CDF) based on the observed trajectories for each time point, and then compute the average Kolmogorov distance between the two data sets over these distributions. We refer to this setting as \textit{Kolmogorov distance}.

The data used for our study is publicly available as a .json file (as well as all the code used in that study) on GitHub\(^1\). The data this study is based on is taken from a previous study [11] and is publicly available as a .json file also on GitHub\(^2\). For each pair of diffusion and reactivity coefficient, the data set contains 64 trajectories over 100 time samples for the two species of interest in the system (namely mRNA and proteins), and for each of three models. A burn in period was used at the beginning of each simulation to make sure all trajectories are uncorrelated from the initial condition.

In the data-scenarios detailed in this study, the pipeline is run separately for each model (WMM, CBM and Smoldyn) and then for each of our 256 synthetic data sets. Figure 3 illustrates this process. In total, 768 inferences are performed

\(^1\)https://github.com/Aratz/PipelineforParameterInference
\(^2\)https://github.com/Aratz/MultiscaleCompartmentBasedModel/blob/master/data/data.zip
Figure 3: Illustration of the computational experiments performed. For the different data-scenarios and for each combination of distance metric and amount of data, we execute the pipeline using all 256 synthetic data sets as observed data, and for each of the three models.
for each setup. In each scenario we vary the amount of data and the distance metric used each time. All the computations were run on Rackham, a high performance computing cluster provided by the Multidisciplinary Center for Advanced Computational Science (UPPMAX). Each node consists of two 10-core Xeon E5-2630 V4 processors at 2.2 GHz and 128 GB of memory. Running the pipeline for one setup (i.e. 256 × 3 inferences) took approximately 200 core-hours. Specifically, this is the cost of generating the results as presented e.g., in Figure 4. We emphasize that executing our pipeline is only made possible by the use of Gaussian Processes to approximate the distance function between simulated and observed data.

4.2 Depending on distance metric, a detailed spatial model can be motivated also by non-spatial observations

In this section, we compare the performance of the three model levels for parameter inference using the complete observed dataset (64 trajectories sampled at 100 time points) for each of the three distance metrics. When the true parameters are unknown, it is common practice to report on the posterior mean estimate of the parameters, as well as confidence intervals. If the true parameters are known, as in our case, we can compute the actual error between the parameter estimates and the true parameters, or report if they fall within given confidence intervals. Since the parameter space we use spans several orders of magnitude, computing the relative error in the mean posterior parameters is not very meaningful, i.e., when the true parameters are on the small end of the parameter space, the relative error tends to be large, while if the true parameters are on the bigger end, the relative error will be close to 1. Instead, we choose to report the expected log-error with respect to the posterior with the following formula:

$$\varepsilon = E \left[ \Vert \log_{10} \hat{\theta} - \log_{10} \theta_e \Vert_2 \right].$$

Here $\theta_e$ are the true parameters and $\hat{\theta}$ is the estimate of the parameters from retained particles in the posterior, i.e. we compare the estimates in terms of order of magnitudes from the true parameters. This measure also penalizes wide posteriors, which will have a larger expected error than tighter posteriors. This allows us to clearly and concisely report on both the accuracy and uncertainty in the 256 inferences performed in each experiment and for each model. In summary, the chosen error measure takes smaller values for inferences with tight posteriors around the correct expected parameter point and increases both with bias and spread of the posterior (lower inference quality). Fig. 4 shows these error maps for all three models, the naive statistics and the Kolmogorov distance.

As seen from the figure, we obtain significantly better inference performance when using Smoldyn as the simulator compared to when using the WMM both when using the naive set of statistics and the Kolmogorov distance, even in the well-mixed regions of parameter space. We also see that using the Kolmogorov distance together with the detailed spatial simulator gives the best inference
Figure 4: Expected log-error based on summary statistics (upper row) and the Kolmogorov (lower row) distance, for all three models. The CBM performs almost as good as Smoldyn when using summary statistics. When using the Kolmogorov distance, Smoldyn outperforms the two other models.
quality overall. This answers one of our initial questions - it is motivated from a inference and data-driven perspective to use models with explicit spatial detail even though observations are more coarse-grained in nature. The nature of observation and the distance metric employed have a large influence here: when using summary statistics rather than Kolmogorov distance, the CBM leads to approximately the same inference quality as Smoldyn, suggesting that the model is able to capture the critical spatial effects on the statistics. We also clearly see the variation of inference quality throughout parameter space – in simple words, some regions are easier to infer than others, and for some regions the expected log error is unacceptably high (2 orders of magnitude or more) even for the best configurations. In particular, with this dataset size we are not able to accurately identify parameters even if using the ground truth model in those regions. We suggest that computing this type of error map for the simulators a modeler considers will also aid when using real experimental data – if the inferred parameter falls in a region of the map where the error is large it is a good indication that care needs to be taken in interpreting the results.

![Distance metrics](image)

Figure 5: Expected log-error for all three models and all three distance metrics. There is general convergence when adding more details to the model, although for a given model, no metric is consistently more accurate than the others.

Although the error map in Fig 4 provides a detailed view of the regions where the inference has the lowest error, the level of detail makes it hard to compare two models quantitatively. For instance, in Figure 4, it is unclear how much more accurate Smoldyn is compared to the CBM. Thus, when comparing results for two different settings, we build an enhanced box plot. Contrary to the regular box plot, where only the quartiles are shown, the extended box plot also displays the next 2^n-quantiles above the upper quartile and below the lower quartile, thus giving a better view on the distribution of tail values [26]. Figure 5 illustrates such visualization technique. By representing the error in this way, we trade local information in parameter space for easier, global comparison.
Here we also show results using the optimized statistics. Although they do improve inference for the synthetic data sets where it was already accurate with the naive summary statistics (Figure S3), overall, they do not bring significant improvements in inference quality, and will in some cases also lead to worse performance than the naive set. This illustrates the challenge in choosing good statistics.

For the WMM, inference quality does not depend on the distance metric used, suggesting that model error is dominating. When it comes to the Kolmogorov distance, we see minor improvements when going from the WMM to the CBM, and indeed distance metrics based on summary statistics outperform the Kolmogorov distance for the CBM. This can be understood in light of the approximation properties of the CBM: in [11], we showed that, when using summary statistics, the CBM could better approximate Smoldyn than when using Kolmogorov distance. There is a significant improvement in using the CBM versus the WMM. When it comes to Smoldyn, however, the Kolmogorov distance largely outperforms both naive and optimized summary statistics. In fact, this is the only case where the parameters were inferred with acceptable accuracy over the majority of the parameter space. This suggests that this distance is more robust to outliers than summary statistics based metrics. Thus, when combined with an accurate model, this distance is capable of producing more accurate results when inferring the parameters.

We conclude with a comment on the accuracy of inference versus the local approximation quality of the coarse grained model alternatives. In [11], we showed that, when using summary statistics, the CBM could accurately approximate Smoldyn throughout the entire parameter space considered in this study. When using the Kolmogorov distance, we showed that it was only highly accurate in the upper left half of the parameter space, namely when diffusion is high and chemical reactions are slow. Regardless which distance metric was used, the WMM was only accurate in the upper left half of the parameter space. Inspecting Figure 4 and comparing it to the Figure 3 in [11], we can see that the accuracy of inference does not directly depend on the accuracy of the coarse-grained model at location of the true parameters, i.e. inference can be relatively accurate when the coarse-grained model is not a good approximation and it can also be very inaccurate even when the coarse-grained model is a good approximation. That being said, we can still see that parameter inference becomes more accurate when a more detailed model is used, regardless of the distance metric in use. All in all, this shows that accurate inference does not depend only on how good the coarse-grained model fits the detailed spatial model at the true parameters, but rather how well it globally fits the fully detailed model over the parameter space.
4.3 FACS-like data with Kolmogorov distance is able to discriminate between low-and high model fidelities even for coarse time samples

In this section, we compare the performance of our three models in terms of parameter inference in a fluorescence activated cell sorting (FACS) like setting. First developed in the 1960s, flow cytometry is a popular analytical cell-biology technique that utilises light to count and profile cells in a heterogeneous fluid mixture. Flow cytometry is a particularly powerful tool because it allows a researcher to rapidly and accurately acquire population data related to many parameters from a heterogeneous fluid mixture containing live cells. Flow cytometry is used extensively throughout the life and biomedical sciences, and can be applied in any scenario where a researcher needs to rapidly profile a large population of loose cells in a liquid media. FACS differs from conventional flow cytometry in that it allows for the physical separation, and subsequent collection, of single cells or cell populations [32]. FACS is useful for applications such as establishing cell lines carrying a transgene, enriching for cells in a specific cell cycle phase, or studying the transcriptome, or genome, or proteome, of a whole population on a single cell level.

In order to mimic a FACS experimental setup, we followed the method of [35]. In [35] measurements are taken at regular intervals. For a given interval, the Kolomogorov distance between the observed distribution and the simulated distribution is computed and the average distance across all measurements is reported. Our data set contains a total of 100 time measurements (one every ten minutes). We reduce this data set to contain only 12, 6 and 3 measurements. We then run our inference pipeline on each coarsened data set with each model. The expected log-error is reported in Figure 6.

Strikingly, we found that, while Smoldyn had the lowest error, reducing the amount of data available had only little effect when using the WMM or the CBM, suggesting that model error was the limiting factor. Although the CBM achieved a lower error level than the WMM, it did not improve with larger numbers of samples, suggesting again that the model is not able to accurately capture the data. Put another way, there was no statistically significant improvement in the error distribution across the considered parameter space for 3 samples versus 100 samples. Increasing the number of time samples only had some effect in the case of Smoldyn. Overall the results of this section suggest that using more time samples is only beneficial if enough computational power is available to use the detailed model.

4.4 Protein measurements are more important for inference accuracy than mRNA measurements

Depending on time and/or budgetary constraints, researchers may have access to mRNA data, protein data or both mRNA and protein data. While some dynamical models have been used to infer networks using only mRNA data [39], others have been constrained using both mRNA and protein data [46]. However,
to the best of our knowledge the relative importance of mRNA and/or protein data for model inference is not well studied.

In this section, we compare the performance of our three models in three different data scenarios using three different distance measures. In terms of data, we compare using only mRNA data, using only protein data or using both mRNA and protein data. In terms of distance measures, we compare naive statistics, optimized statistics and the Kolmogorov distance metric. We present our findings for this section in Figure 7.

Analyzing data simulated using Smoldyn, we found that only measuring mRNA levels had worse accuracy than measuring only protein levels or measuring both mRNA and protein levels. We also found that collection of mRNA and protein data was only beneficial when used in conjunction with the Kolmogorov distance. In contrast, we found that data simulated using the WMM or CBM showed little difference between all three distance metrics for all three data scenarios (Figure S2). The results here suggest that model error is the limiting factor with respect to inference accuracy and that only measuring one species is enough if only the WMM or CBM models can be used.

5 Discussion

In this manuscript, we built a computational pipeline to systematically investigate the performance of ABC with respect to the choice of model, the nature and amount of observed data and the way we compare true and simulated data
in likelihood-free inference with ABC (i.e., the distance metric). We applied this pipeline to a canonical model of negative feedback regulation and several experimentally motivated data-scenarios. We showed that the pipeline can be used to reveal insights into which combination of model, amount of data and distance metric can be expected to lead to the most accurate inference result. When analyzing inference error over the parameter space, one can then identify areas where inference is most likely to be accurate when executed against experimental data. Using the complete set of observations (64 trajectories each with 100 equidistant temporal observations) we found that parameter inference was most accurate overall using the most detailed model (as expected) and the Kolmogorov distance (as opposed to summary statistics).

One key question we sought to answer using our simulation-driven inference pipeline was under which inference conditions we were able to see a clear benefit from using the full spatial model (Smoldyn). Since the true synthetic data was generated with Smoldyn we expected that, if inference conditions allowed, using that simulator should lead to superior inference accuracy. In our experiments, we observed a clear benefit from using Smoldyn over the WMM model when using both naive and optimized summary statistics (Fig 5). However, when using these summary statistics, there was no significant benefit in using Smoldyn over a simpler multiscale compartment model that incorporates some spatial features of the simulation. However, when distribution data was used with the Kolmogorov distance metric instead of the mean values, only the fully detailed spatial model managed to leverage the information in the data (Fig. 5 and Fig S4).

From an experimental point of view, another interesting question we sought
to answer using our pipeline is whether it is better for inference accuracy to observe mRNA, protein, or both. We ran experiments for this scenario and showed that, for the negative feedback model we consider, only measuring mRNA levels gave the least accurate results. Measuring only proteins was usually as accurate as measuring both species except when Smoldyn and the Kolmogorov distance were used, in which case a relatively small gain was obtained from observing both species.

We considered two sets of summary statistics, a naive pool consisting of typical statistics a modeler might choose for a first attempt at inference, and a set of statistics obtained by state-of-the-art summary statistic selection from a larger pool of time series features. These optimized summary statistics did not show major improvements compared to the naively chosen statistics, highlighting the fact that statistics selection is a challenging problem. It is possible, of course, that there exists a possible set of statistics that performs better. However, in our experiments the Kolmogorov distance approach gave more robust results. Here, using Kolmogorov distance to compare summary statistics (as opposed to taking expectations) shows a gain for the spatial model, however the standard Kolmogorov distance measure led to more accurate results still, see Fig. S4. An interesting future direction would be to also compare to an emerging class of methods that automatically learn good or optimal statistics by training a regression model [17] to predict the posterior mean parameters [2, 29, 58]. This approach is particularly useful in cases where optimal summary statistics may not even exist in the candidate pool to select from, but comes with an overhead of requiring a sizeable amount of training data (pairs of the form \( \mathbf{y}, \theta \)) to obtain the regression models.

Executing the pipeline over such a large section of the parameter space we used was only made computationally tractable by the use of Gaussian processes to approximate the distance metric when assessing the discrepancy of candidate particles. Indeed, as shown in [11], inferring the parameters for a single synthetic data set with the WMM or the CBM took between 10 and 100 core-hours, and a lower bound estimate for running ABC using Smoldyn ranged from 780 to 4635 core-hours depending on parameter values. Clearly, running this process on a large amount of synthetic data sets and in various configurations in terms of distance metrics and amount of data is not computationally tractable. In comparison, inferring the parameters of one data set with the Gaussian process approximation took less than one core-hour including the time to train the Gaussian processes. There is of course some error associated with using such an approximation, and this error should be monitored to differentiate it from other sources. In Figure S1, we looked at the utility as defined by Järvenpää et al. [27] and showed that it was relatively constant, suggesting our results are consistent over the parameter space. In a further study, we will use this pipeline to estimate the error stemming from the Gaussian processes by varying the amount of training data and studying the effect it has on the posterior distribution. Executing this pipeline should only be seen as a preliminary step to select the components involved in parameter inference. Once the setup has been calibrated and experimental data has been collected, regular ABC can be used, provided
simulating the model is not too computationally expensive.

In this study, we used the model of highest fidelity when it comes to biophysical realism as a proxy for the ground truth. This enabled us to compare different model levels to each other. When attempting to make extrapolations of the pipeline results to real experimental conditions, it is important to recall that in practice, real experimental data will be noisier than simulated data, first because every model is wrong (although some of them are useful, as the quote says), and then because even if the model is an accurate representation of reality there will always be measurement noise due to limitations in the experimental protocol. Here we opted for "perfect synthetic data" to make interpretation of numerical settings and model comparison easier, however if would be possible and interesting to repeat the numerical experiments using a measurement error model. In this way it would be possible to also study the different settings and scenarios (e.g. summary statistics vs. Kolmogorov distance) with respect to robustness to noise.

In an inference scenario using real experimental data the "true" parameters are unknown and it will be difficult to validate parameter inference, given that the model error is unknown. As discussed in the introduction, most often a modeler will favor one model type. As our study revealed however, it can be important to compare different models to each other and in particular compare different inference strategies.

Bayesian parameter inference is an efficient technique to find areas of the parameter space that resembles observed data. If the parameters are identifiable, the estimated parameters will correspond to the "true" parameters. Showing identifiability, however, is only possible for a limited class of models [47]. Our approach provides an alternative where it is possible to quantify potential error due to model choice, summary statistics or lack of data in the context of Bayesian inference.

Finally, we note that in this work we were interested in using the model to accurately learn the underlying model parameters. For a given set of observed data and for given numerical inference settings, it is then clear that a modeler should favor the computationally cheapest model that results in good parameter inference. Note here that, due to practical aspects of likelihood-free inference it is not enough if a coarse-grained approximation is accurate only at the true parameter point, it needs to be accurate throughout the support of the prior distribution. Given that true parameters are unknown in practice, this means that we either need some prior knowledge about in which regimes the true parameter will fall (in which case we can use a pipeline like ours to suggest the stability of inference to different model choices), or we need to seek a globally accurate approximation. We emphasize that this problem is different from a typical ABC-based Bayesian model selection problem, in which we seek to use simulators for different models to compute the probability of the models generating the observed data. In that setting we allow models to take "wrong" physical parameter values as long as that model configuration is capable of generating trajectories close to the observed data. To illustrate this, we used pyABC to solve a model selection problem comparing the WMM, CBM and Smoldyn for
each of the synthetic datasets using either the naive summary statistics or the Kolmogorov distance (Fig. 8). As can be seen, when using summary statistics we obtain an intuitive picture where Smoldyn is clearly favored in the highly diffusion limited regime, the CBM is favored in a transition region, and all models are about equally probable as the systems becomes more well-mixed (Fig. 8 upper row). However, using the Kolmogorov distance, which we showed gave superior inference accuracy, the WMM model is favored almost everywhere in the parameter space (Fig. 8 lower row) even though the Smoldyn simulations leads to lower inference error for most parameter combinations, c.f. Fig. 5. This highlights that care needs to be taken both when interpreting model selection results, not to mix up objectives (inferring true parameters vs. a model that can generate the observed data) and when choosing ABC setup since a setup that is robust for accurate inference can be non-robust for Bayesian model selection.
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7 Supplementary Material

Model Utility based on the Kolmogorov distance

Figure S1: Utility map for all three models when using the Kolmogorov distance. Overall, it does not correlate with the error estimates presented in Figure 4.
Figure S2: Comparison of expected log-error for the WMM and the CBM, for all three different distance metrics and when measuring only protein levels, only mRNA levels, or both. Overall no big difference can be observed, contrary to the case where the Smoldyn was used.
Figure S3: Expected log-error for all three models based on optimized summary statistics. The error is slightly lower than when only basic summary statistics are used.
Figure S4: Comparison of distance measure based on expected value or based on distribution. When comparing simulated and true data via summary statistics for datasets with multiple trajectories the most straightforward and the most common way is to compute the statistic for each trajectory and then compare the expected values for true and simulated data. This is what is done in the main manuscript when using summary statistics. As a more elaborate alternative we can also compare the summary statistics using the Kolmogorov distance (Kolmogorov statistics). This entails computing the histogram CDF for the statistic at each timepoint, then taking the Kolmogorov distance between true and observed data. As can be seen, this approach is advantageous when using the Smoldyn simulator, however it does not lead to as low errors as directly comparing the copy numbers as done in the main manuscript (Kolmogorov distance). For the CBM model, however, taking a distribution measure leads to higher error.