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Abstract

This paper is devoted to the study of a newly introduced tool, projectional coderivatives and the corresponding calculus rules in finite dimensions. We show that when the restricted set has some nice properties, more specifically, is a smooth manifold, the projectional coderivative can be refined as a fixed-point expression. We will also improve the generalized Mordukhovich criterion to give a complete characterization of the relative Lipschitz-like property under such a setting. Chain rules and sum rules are obtained to facilitate the application of the tool to a wider range of problems.
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1 Introduction

Among various stability properties, the Lipschitz-like property (also known as the Aubin property) plays a central role and has deep consequences with other stability properties like error bounds, metric regularity and calmness, which are widely adopted in convergence analysis of iterative algorithms. It can be traced back to [1]
and inherits the name to reveal its intrinsic nature as a local Lipschitzian behavior of multifunctions ([12]). By virtue of the Mordukhovich criterion introduced in [3], it can be fully captured by coderivatives, along with the graphical modulus described by the outer norm of coderivatives. This criterion provides a geometric perspective on local stability behaviors of the graph of the set-valued mapping. The calculus rules of coderivatives widely adopted were largely initiated in [4] and introduced in later monographs [5] and [6] under the assumptions of local boundedness and graph-convexity, in finite as well as infinite dimensions. These rules facilitate analyzing the Lipschitz-like property of broader types of problems. Abundant calculus fitting diverse parametric systems can also be found in [7–10]. For more introduction on parametric optimization problems, see monographs by [11–13] and [14].

However, the Lipschitz-like property has an implicit prerequisite that the reference point lies in the interior of the domain, which can be observed via both the definition of the property and the local boundedness requirement of coderivatives in the Mordukhovich criterion. Besides, in practical problems, perturbations often come in structures or in specific directions. Thus over the years the relative stability has gained much attention. Most of these research employed the tool directional limiting coderivatives, introduced in [15] with directional limiting calculus initiated in [16]. For directionally Lipschitzian single-valued mappings and generalized directional derivatives, see [17]. In [18] sufficient conditions were established for the calmness and the Lipschitz-like property of implicit multifunctions by using a directional limiting coderivative along with graphical derivative. For other stability properties relative to a set, see [19–21] and [11] for the relative metric regularity, [22] for the restrictive metric regularity and [23] for the relative isolated calmness.

Recently, sufficient conditions for the Lipschitz-like property relative to a closed set of the solution map for a class of parameterized variational systems were derived in [23]. These conditions require computation of directional limiting coderivatives of the normal-cone mapping for the critical directions. However, they only provided sufficiency which failed to characterize the property fully, especially when the candidate point lies on the boundary. In [24], a new tool, the projectional coderivative, was introduced and both sufficiency and necessity were provided for characterizing the Lipschitz-like property relative to a closed and convex set. This complete characterization is called the generalized Mordukhovich criterion, as when the candidate point lies in the interior of the relative set, it reduces to the Mordukhovich criterion. This verifiable condition also pins down the associated graphical modulus of the set-valued mapping relative to the closed and convex set with the outer norm of projectional coderivatives. The comparison between the tool in [24] and that in [23] was also demonstrated via an example.

For this newly acquainted tool, only a few properties and examples are presented due to its complicated nature. It involves interactions between normal cone of the set-valued mapping and projection onto the tangent cone of the set in the neighborhood. Carrying the projection into the outer limit brings difficulties to generalization of applicability of this tool in two ways: one is that the projected normal cone does not enjoy outer-semicontinuity as normal cone does. The other one is that the projection creates asymmetrical effects. Because the element corresponding to the domain part
takes the projection, while the element corresponding to the range part does not. In [25] the upper estimates of parametric system were given and applied to specific linear complementarity problems and affine variational inequalities. It was shown that an equality is attainable under regularity condition when referring a smooth manifold within domain.

In this direction, we continue our research in analyzing the properties of projectional coderivatives relative to a smooth manifold. It turns out that, by virtue of the orthogonality between the tangent cone and normal cone of smooth manifolds, the projected normal cone mapping is equal to an intersection and becomes outer-semicontinuous locally. Therefore the projectional coderivative is shown to be an intersection of restricted coderivative and the tangent cone of the smooth manifold. A result in [26] shows that this intersection, when contains 0 only, provides sufficiency of relative Lipschitz-like property. We revisit the sufficient and necessary conditions in [24] and extend the generalized Mordukhovich criterion for this case. Such a sufficiency is proven to be a full characterization, along with other equivalences.

The pursue of this paper is two-fold. The first objective is to investigate the possibility of simplifying the expression of projectional coderivatives relative to some certain set: smooth manifolds and to extend the generalized Mordukhovich criterion under this setting. The other attention of this paper is paid to developing calculus rules for projectional coderivatives. We first develop the chain rule for composition mapping. Unlike the chain rule for coderivative, here we require a stronger condition due to the projectional structure. A neater equation can be attained when both mappings are graph-convex and the relative set is a smooth manifold. We also mention two special cases: the outer or the inner mapping is single-valued. The first case can be derived naturally while the latter needs some extra effort in giving coderivative of a restricted single-valued mapping. Instead of applying the chain rule directly to obtain the sum rules, we develop the sum rules based on that of coderivatives to maintain tighter estimates considering the asymmetric nature of projectional coderivatives. Also, as the projectional coderivative involves the restricted mapping, the restriction can be imposed in different levels: either in summation mapping $S$ or the component mapping $S_i$. We develop two sum rules accordingly for user’s convenience.

The organization of the paper is as follows. Section 2 introduces the standard tools and notations in variational analysis and the tool projectional coderivatives along with the generalized Mordukhovich criterion. The geometric difference between the projectional coderivative and coderivative is also illustrated directly via a figure. Our work begins in Section 3 by introducing some properties of smooth manifolds, mainly from the perspective of tangent cones and projections to give a fixed-point expression of projectional coderivatives relative to smooth manifolds. Section 4 extends the generalized Mordukhovich criterion and gives complete characterizations of the Lipschitz-like property relative to a smooth manifold. Section 5 is devoted to obtaining the chain rule for projectional coderivatives and establish an equation for smooth manifolds similar to coderivatives. Some special cases like when inner or outer layer of the function is single-valued are also discussed. Subsequently in Section 6 two sum rules are analyzed with different constraint qualifications. The difference is mainly caused by how we deal with restricting the mappings onto the set.
2 Preliminaries

In this section, we review some notations, tools and corresponding properties extensively used throughout the paper. Most of these are standard in variational analysis and can be found in monographs [5, 6]. Readers who are familiar with these notations may safely skip this section.

The closed unit ball and the unit sphere in \( \mathbb{R}^n \) are denoted by \( \mathbb{B} \) and \( \mathbb{S} \). Given a nonempty set \( C \subseteq \mathbb{R}^n \), the interior, the closure, the boundary, and the positive hull of \( C \) are denoted respectively by \( \text{int} \, C \), \( \text{cl} \, C \), \( \text{bdry} \, C \), and \( \text{pos} \, C := \{0\} \cup \{\lambda x \mid x \in C, \lambda > 0\} \). The projection mapping \( \text{proj}_C \) is defined by

\[
\text{proj}_C(x) := \{y \in C \mid ||y-x|| = d(x, C)\},
\]

where \( d(x, C) \) is the distance from \( x \) to \( C \). For a set \( X \subseteq \mathbb{R}^n \), we denote the projection of \( X \) onto \( C \) by

\[
\text{proj}_C X := \{y \in C \mid \exists x \in X, \text{ s.t. } d(x, y) = d(x, C)\}.
\]

If \( C = \emptyset \), by convention we set that \( d(x, C) := +\infty \), \( \text{proj}_C(x) := \emptyset \), and \( \text{proj}_C X := \emptyset \).

Let \( x \in C \). We use \( T_C(x) \) to denote the tangent/contingent cone to \( C \) at \( x \), given by

\[
T_C(x) = \limsup_{t \searrow 0} \frac{C-x}{t}.
\]

The regular/\( \text{Fréchet} \) normal cone, \( \widehat{N}_C(x) \), is the polar cone of \( T_C(x) \), defined by

\[
\widehat{N}_C(x) = \left\{ v \in \mathbb{R}^n \mid \limsup_{x' \to x} \frac{\langle v, x' - x \rangle}{\|x' - x\|} \leq 0 \right\}.
\]

Here \( x' \overset{C}{\to} x \) means \( x' \to x, x' \in C, x' \neq x \). The (basic/limiting/Mordukhovich) normal cone to \( C \) at \( x \), \( N_C(x) \), is defined via the outer limit of \( \widehat{N}_C \) as

\[
N_C(x) := \left\{ v \in \mathbb{R}^n \mid \exists \text{ sequences } x_k \overset{C}{\to} x, v_k \to v, \forall k \in \mathbb{N}, x_k \in \widehat{N}_C(x_k) \right\}.
\]

We say that \( C \) is locally closed at a point \( x \in C \) if \( C \cap U \) is closed for some closed neighborhood \( U \subseteq N(x) \). \( C \) is said to be regular at \( x \) in the sense of Clarke if it is locally closed at \( x \) and \( \widehat{N}_C(x) = N_C(x) \). For any \( x \not\in C \), we set by convention \( T_C(x), \widehat{N}_C(x), N_C(x) \) are all empty sets.

Let \( f : \mathbb{R}^n \to \overline{\mathbb{R}} := \mathbb{R} \cup \{\pm \infty\} \) be an extended real-valued function and let \( \bar{x} \) be a point with \( f(\bar{x}) \) finite. The vector \( v \in \mathbb{R}^n \) is a regular/\( \text{Fréchet} \) subgradient of \( f \) at \( \bar{x} \), written \( v \in \partial f(\bar{x}) \), if

\[
f(x) \geq f(\bar{x}) + \langle v, x - \bar{x} \rangle + o(x - \bar{x}).
\]
The vector \( v \in \mathbb{R}^n \) is a (general/basic) subgradient of \( f \) at \( \bar{x} \), written \( v \in \partial f(\bar{x}) \), if there exist sequences \( x_k \to \bar{x} \) and \( v_k \to v \) with \( f(x_k) \to f(\bar{x}) \) and \( v_k \in \partial f(x_k) \). The subdifferential set \( \partial f(\bar{x}) \) is also referred to as limiting/Mordukhovich subdifferential.

### 2.1 Notations for set-valued mappings

For a set-valued mapping \( S : \mathbb{R}^n \rightrightarrows \mathbb{R}^m \), we denote by \( \text{gph} \, S := \{(x, u) \mid u \in S(x)\} \) the graph of \( S \) and \( \text{dom} \, S := \{x \mid S(x) \neq \emptyset\} \) the domain of \( S \). \( S \) is said to be positively homogeneous if \( \text{gph} \, S \) is a cone. If \( S \) is a positively homogeneous mapping, the outer norm of \( S \) is denoted and defined by

\[
|S|^+ := \sup_{x \in \mathbb{R}} \sup_{u \in S(x)} \|u\|, \tag{1}
\]

The (normal) coderivative and the regular/Fréchet coderivative of \( S \) at \( \bar{x} \) for any \( \bar{u} \in S(\bar{x}) \) are respectively the mapping \( D^*S(\bar{x} \mid \bar{u}) : \mathbb{R}^m \rightrightarrows \mathbb{R}^n \) defined by

\[
x^* \in D^*S(\bar{x} \mid \bar{u})(u^*) \iff (x^*, -u^*) \in N_{\text{gph} \, S}(\bar{x}, \bar{u}), \tag{2}
\]

the mapping \( \hat{D}^*S(\bar{x} \mid \bar{u}) : \mathbb{R}^m \rightrightarrows \mathbb{R}^n \) defined by

\[
x^* \in \hat{D}^*S(\bar{x} \mid \bar{u})(u^*) \iff (x^*, -u^*) \in \hat{N}_{\text{gph} \, S}(\bar{x}, \bar{u}).
\]

Both of these mappings are positively homogeneous.

For a set \( X \subset \mathbb{R}^n \), we denote by

\[
S|_X := \begin{cases} 
S(x) & \text{if } x \in X, \\
\emptyset & \text{if } x \notin X,
\end{cases}
\]

the restricted mapping of \( S \) on \( X \). It is clear to see that

\[
\text{gph} \, S|_X = \text{gph} \, S \cap (X \times \mathbb{R}^m) \quad \text{and} \quad \text{dom} \, S|_X = X \cap \text{dom} \, S.
\]

As mentioned, one of the primary goals of the paper is to investigate relative Lipschitz-like property. Accordingly, we introduce some properties relative to a set.

**Definition 2.1** (local boundedness relative to a set,\([5, \text{p. 162}])\) For a mapping \( S : \mathbb{R}^n \rightrightarrows \mathbb{R}^m \), a closed set \( X \subset \mathbb{R}^n \) and a given point \( \bar{x} \in X \), if for some neighborhood \( V \in \mathcal{N}(\bar{x}) \), \( S(V \cap X) \) is bounded, we say \( S \) is locally bounded relative to \( X \) at \( \bar{x} \). Such definition is equivalent to local boundedness of \( S|_X \) at \( \bar{x} \), where \( S|_X \) means the mapping \( S \) restricted to \( X \).

Similar to definition of regularity in \([5, \text{Definition 6.4}, \) here we introduce a local version:
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Definition 2.2 For a set $C \subseteq \mathbb{R}^n$, we say $C$ is regular at around $\bar{x} \in C$ (in the sense of Clarke) if it is locally closed around $\bar{x}$ and there exists a neighborhood $X$ of $\bar{x}$, such that for any $x \in X \cap C$, $\hat{N}_C(x) = N_C(x)$.

Definition 2.3 (Outer semicontinuity relative to a set, [5, Definition 5.4]) A set-valued mapping $\mathcal{S} : \mathbb{R}^n \rightarrow \mathbb{R}^m$ is outer semicontinuous (osc) at $\bar{x}$ relative to $X$ if $\bar{x} \in X$ and
\[
\limsup_{x \to \bar{x}} (\mathcal{S}(x)) = \mathcal{S}(\bar{x}),
\]
Such a definition is equivalent to outer semicontinuity of $\mathcal{S}|_X$ as
\[
\limsup_{x \to \bar{x}} S(x) = \limsup_{x \to \bar{x}} S|_X(x) = S|_X(\bar{x}).
\]

2.2 Relative Lipschitz-like property and generalized Mordukhovich criterion

Next we present a central role in stability of $\mathcal{S}$, the Lipschitz-like property, and the corresponding tool for the criterion.

Definition 2.4 (Lipschitz-like property relative to a set, [5, Definition 9.36]) A mapping $\mathcal{S} : \mathbb{R}^n \rightarrow \mathbb{R}^m$ has the Lipschitz-like property relative to $X$ at $\bar{x}$ for $\bar{u}$, where $\bar{x} \in X$ and $\bar{u} \in \mathcal{S}(\bar{x})$, if $\text{gph}\mathcal{S}$ is locally closed at $(\bar{x}, \bar{u})$ and there are neighborhoods $V \subseteq N(\bar{x}), W \subseteq N(\bar{u})$, and a constant $\kappa \in \mathbb{R}_+$ such that
\[
\mathcal{S}(x') \cap W \subseteq \mathcal{S}(x) + \kappa \|x' - x\| B, \quad \forall x, x' \in X \cap V.
\]

The graphical modulus of $\mathcal{S}$ relative to $X$ at $\bar{x}$ for $\bar{u}$ is then
\[
\text{lip}_X \mathcal{S}(\bar{x} | \bar{u}) := \inf \{ \kappa \geq 0 | \exists V \in N(\bar{x}), W \in N(\bar{u}), \text{ such that } \}
\]
\[
\mathcal{S}(x') \cap W \subseteq \mathcal{S}(x) + \kappa \|x' - x\| B, \quad \forall x, x' \in X \cap V \}.
\]

The property with $V$ in place of $X \cap V$ in (3) is the Lipschitz-like property along with the graphical modulus $\text{lip} \mathcal{S}(\bar{x} | \bar{u})$. To characterize the relative Lipschitz-like property, in [24], a new tool, the projectional coderivative, is introduced.

Definition 2.5 ([24, Definition 2.2]) $D^*_X \mathcal{S}(\bar{x} | \bar{u}) : \mathbb{R}^m \rightarrow \mathbb{R}^n$ of $\mathcal{S} : \mathbb{R}^n \Rightarrow \mathbb{R}^m$ at $\bar{x} \in X$ for any $\bar{u} \in \mathcal{S}(\bar{x})$ with respect to $X$ is defined as
\[
(r^*, u^*) \in D^*_X \mathcal{S}(\bar{x} | \bar{u})(u^*) \iff (r^*, -u^*) \in \limsup_{(x, u) \to (\bar{x}, \bar{u})} \text{proj}_{\mathcal{S}|_X(x, u) = N_{\text{gph}\mathcal{S}}(x, u)}(x, u).
\]

Here we give an example of the calculation on projectional coderivatives.

Example 2.1 Let
\[
\mathcal{S}(x) = \begin{cases} (-\infty, \frac{2}{1+e^{-x}} - 1], & \text{if } x \geq 0, \\ \emptyset, & \text{else.} \end{cases}
\]

We consider the reference pair $(\bar{x}, \bar{u}) = (0, 0) \in \text{gph}\mathcal{S}$. $X = \text{dom}\mathcal{S} = \mathbb{R}_+$. Thus $\text{gph}\mathcal{S}|_X = \text{gph}\mathcal{S}$. For $(x, u) \xrightarrow{\text{gph}\mathcal{S}} (\bar{x}, \bar{u})$ we have the following three cases (trivial case omitted):
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Fig. 1 The projectional coderivatives in example 2.1

1. \( x \in \mathbb{R}^+ : T_{X}(x) = \mathbb{R} \) and
   \[
   \text{proj}_{T_{X}}(x)N_{gph}S(x, u) = N_{gph}S(x, u) \rightarrow \mathbb{R}^+(−1, 1).
   \]

2. \( x = 0 \) with \( u \in \mathbb{R}^- : T_{X}(x) = \mathbb{R}^+ \) and
   \[
   \text{proj}_{T_{X}}(x)N_{gph}S(x, u) = \text{proj}_{\mathbb{R}^+ \times \mathbb{R}}([0, 0]) = [(0, 0)].
   \]

3. \((x, u) = (\bar{x}, \bar{u}) : T_{X}(\bar{x}) = \mathbb{R}^+ , N_{gph}S(\bar{x}, \bar{u}) = \{(x^*, u^*) : 0 \leq u^* \leq -x^*\}.
   \[
   \text{proj}_{T_{X}(\bar{x})\times \mathbb{R}}N_{gph}S(\bar{x}, \bar{u}) = \{0\} \times \mathbb{R}^+.
   \]

Thus by definition (4) we have

\[
\text{gph}D^*_{X}S(\bar{x}|\bar{u}) = \{(u^*, x^*) : 0 \leq u^* \leq -x^*\}
\]

\[
\text{gph}D^*_X S(\bar{x}|\bar{u}) = \mathbb{R}^+ \times \{0\} \cup \mathbb{R}^+ (1, -1).
\]

Given this new tool, a handy test for the Lipschitz-like property relative to a closed and convex set is developed similarly to the Mordukhovich criterion, and is named as the generalized Mordukhovich criterion.

**Theorem 2.1** (generalized Mordukhovich criterion, [24, Theorem 2.4]) Consider \( S : \mathbb{R}^n \Rightarrow \mathbb{R}^m \), \( \bar{x} \in X \subseteq \mathbb{R}^n \) and \( \bar{u} \in S(\bar{x}) \). Suppose that \( gph S \) is locally closed at \((\bar{x}, \bar{u})\) and that \( X \) is closed and convex. Then \( S \) has the Lipschitz-like property relative to \( X \) at \( \bar{x} \) for \( \bar{u} \) if and only if \( D^*_{X}S(\bar{x}|\bar{u})(0) = \{0\} \) or equivalently \( |D^*_{X}S(\bar{x}|\bar{u})^*| < +\infty \). In this case, \( \text{lip}_{X}S(\bar{x}|\bar{u}) = |D^*_{X}S(\bar{x}|\bar{u})^*| \).

From the definition 2.5, we can see that when \( \bar{x} \in \text{int} X \), the projectional coderivative reduces to coderivatives naturally. Accordingly, the generalized Mordukhovich criterion becomes the Mordukhovich criterion as well (see [3, 5]).

### 3 Projectional coderivatives and properties of smooth manifolds

The definition of projectional coderivatives involves normal cones, the projection, together with the process of taking outer limit (see (4)). Thus the calculation of it
can be complicated and deviates from the commonly adopted coderivatives. In this section, we are concerned with a multifunction \( S : \mathbb{R}^n \rightrightarrows \mathbb{R}^m \) and a closed set \( X \subseteq \mathbb{R}^n \) and the projectional coderivative of \( S \) relative to a smooth manifold. We first introduce some properties of projection and some natural observations of projectional coderivatives. The special setting of \( X \): smooth manifolds, allows us to simplify the expression \( D_X^*S \) to a fixed-point expression. Some examples are given to illustrate the calculations. Below we first present an observation on the connection between projectional coderivatives and coderivatives, which is introduced in [25].

**Lemma 3.1** [25, Corollary 2.5] For a set valued-mapping \( S : \mathbb{R}^n \rightrightarrows \mathbb{R}^m \), and a closed set \( X \subseteq \mathbb{R}^n \), for any \((\bar{x}, \bar{u}) \in \text{gph} S|_{X}\).

\[
D^*S|_{X}(\bar{x} \mid \bar{u})^{-1}(0) \subseteq D_X^*S(\bar{x} \mid \bar{u})^{-1}(0).
\]

By definition of projectional coderivatives (Definition 2.5), it involves projecting normal cone of \( \text{gph} S \) onto \( T_X(x) \times \mathbb{R}^n \) for all neighboring points. The projection onto the tangent cone enjoys continuity when the tangent cone mapping is also continuous, in a manner that the expression of projectional coderivative can be refined as a fixed point one. Before introducing the exact form, we first present some basic properties of a smooth manifold in the following proposition. In what follows, let \( X \) be a \( d \)-dimensional smooth manifold in \( \mathbb{R}^n \) around the point \( \bar{x} \in X \), in the sense that \( X \) can be represented relative to an open neighborhood \( O \in \mathcal{N}(\bar{x}) \) as the set of solutions to \( F(x) = 0 \), where \( F : O \rightarrow \mathbb{R}^{n-d} \) is a smooth (i.e., \( C^1 \)) mapping with \( \nabla F(\bar{x}) \) of full rank \( n - d \). This definition is borrowed from [5, Example 6.8]. For more thorough details of smooth manifold, see the monograph by [27].

**Proposition 3.2** (Basic properties of smooth manifolds) Let \( X \in \mathbb{R}^n \) be a smooth manifold around \( \bar{x} \). We have the following basic properties.

(a) \( X \) is regular at around \( \bar{x} \). The tangent and normal cones to \( X \) at any \( x \) being close enough to \( \bar{x} \) are linear subspaces orthogonally complementary to each other, namely

\[
T_X(x) = \{ w \in \mathbb{R}^n \mid \nabla F(x)w = 0 \} \quad \text{and} \quad N_X(x) = \{ \nabla F(x)^*y \mid y \in \mathbb{R}^{n-d} \}. \]

Moreover,

\[
\text{proj}_{T_X(x)}(x^*) = \left[ I - \nabla F(x)^*(\nabla F(x)\nabla F(x)^*)^{-1}\nabla F(x) \right] x^*, \quad \forall x^*.
\]

(b) For any \( x \) being close enough to \( \bar{x} \) in \( X \) and \( x^* \in \mathbb{R}^n \), it holds that

\[
T_X(x_k) \rightarrow T_X(x) \quad \text{and} \quad \text{proj}_{T_X(x_k)}(x_k^*) \rightarrow \text{proj}_{T_X(x)}(x^*),
\]

where \( \{x_k\} \) and \( \{x_k^*\} \) are two sequences such that \( x_k \xrightarrow{x} x \) and \( x_k^* \rightarrow x^* \).

(c) For any \( \varepsilon > 0 \), there exists some \( \delta > 0 \) such that

\[
\left\| \frac{y - x}{\| y - x \|} - \text{proj}_{T_X(x)} \left( \frac{y - x}{\| y - x \|} \right) \right\| \leq \varepsilon
\]

holds for all \( x, y \in X \cap B_\delta(\bar{x}) \) with \( x \neq y \).
Proof The properties in (a) then follows readily from [5, Exercise 6.7, Example 6.8] and [28, p. 365].

For (b), with regularity, by [5, Corollary 6.29 (b)], \( T_X(x) = \overline{T}_X(x) = \liminf_{x' \to x} T_X(x') \).

To prove continuity relative to \( X \), it remains to prove lim sup \( x' \to x \) \( T_X(x') \subseteq T_X(x) \). For \( w \in \limsup_{x' \to x} T_X(x') \), it is equivalent that there exist sequences \( x_k \to x \) and \( w_k \in T_X(x_k) = \{ w \in \mathbb{R}^n \mid \nabla F(x_k)w = 0 \} \)

such that \( w_k \to w \). Given \( \nabla F(x_k) \to \nabla F(x) \) when \( x_k \to x \) and \( \nabla F(x_k)w_k = 0 \), then \( \nabla F(x_k)w_k \to \nabla F(x)w = 0 \) when \( k \to \infty \), which shows \( w \in T_X(x) \) and thus \( T_X(\cdot) \) is continuous at \( x \) relative to \( X \) and always convex-valued. By [5, Example 5.35], we have

\[
\text{proj}_{T_X(x_k)}(x_k^*) \to \text{proj}_{T_X(x)}(x^*) \text{ for } x_k \to x \text{ and } x_k^* \to x^*.
\]

It remains to show (c). Suppose by contradiction that there exist some \( \varepsilon_0 > 0 \) and some sequences \( x_k, y_k \to \bar{x} \) with \( x_k \neq y_k \) such that

\[
\left\| \frac{y_k - x_k}{\|y_k - x_k\|} - \text{proj}_{T_X(x_k)} \left( \frac{y_k - x_k}{\|y_k - x_k\|} \right) \right\| > \varepsilon_0, \quad \forall k.
\]

Without loss of generality, we can assume that \( x_k, y_k \in O \) with \( \nabla F(x_k) \) of full rank \( n - d \) for all \( k \), and that there is some \( w \in \mathcal{S} \) such that \( \frac{y_k - x_k}{\|y_k - x_k\|} \to w \). It then follows that

\[
\int_0^1 \nabla F(\tau y_k + (1 - \tau) x_k) \, d\tau \cdot \frac{y_k - x_k}{\|y_k - x_k\|} = \frac{F(y_k) - F(x_k)}{\|y_k - x_k\|} = 0, \quad \forall k,
\]

where the integral of a matrix is to be understood componentwise. Applying componentwise the first mean value theorem for definite integrals, we have

\[
\int_0^1 \nabla F(\tau y_k + (1 - \tau) x_k) \, d\tau \to \nabla F(x),
\]

and hence

\[
\int_0^1 \nabla F(\tau y_k + (1 - \tau) x_k) \, d\tau \cdot \frac{y_k - x_k}{\|y_k - x_k\|} \to \nabla F(x)w.
\]

In view of (7), we have \( \nabla F(x)w = 0 \). As \( \nabla F(x_k) \) is of full row rank, we have \( T_X(x_k) = \{ w \mid \nabla F(x_k)w = 0 \} \), and hence

\[
\frac{y_k - x_k}{\|y_k - x_k\|} - \text{proj}_{T_X(x_k)} \left( \frac{y_k - x_k}{\|y_k - x_k\|} \right) = \nabla F(x_k)^* (\nabla F(x_k) \nabla F(x_k)^*)^{-1} \nabla F(x_k) \cdot \frac{y_k - x_k}{\|y_k - x_k\|}
\]

\[
\to \nabla F(x)^* (\nabla F(x) \nabla F(x)^*)^{-1} \nabla F(x)w = 0,
\]

contradicting to (6). This completes the proof. \( \square \)

These local properties of smooth manifolds facilitate us in reducing the projectional coderivative expression of \( \mathcal{S} \) relative to a smooth manifold to a fixed-point expression. In the next proposition we show how the normal cone of \( \text{gph} \mathcal{S} \) restricted to \( X \) interacts with the tangent cone \( T_X \).

**Proposition 3.3** (Projectional coderivatives of a set-valued mapping on a smooth manifold) Consider \( \mathcal{S} : \mathbb{R}^n \rightrightarrows \mathbb{R}^m \) and \( \bar{x} \in \mathcal{S}(\bar{x}) \). Suppose that \( \text{gph} \mathcal{S} \) is locally closed at \((\bar{x}, \bar{u})\) and \( X \) is a smooth manifold around \( \bar{x} \) with \( \bar{x} \in X \). The following properties hold for all \((x, u)\) close enough to \((\bar{x}, \bar{u})\) in \( \text{gph} \mathcal{S}|_X \):

**Proof**
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(a) \( \text{proj}_{T_X(x) \times \mathbb{R}^n} \overline{N}_{\text{gph}S|_X} (x, u) = \overline{N}_{\text{gph}S|_X} (x, u) \cap (T_X(x) \times \mathbb{R}^m). \)

(b) \( \text{proj}_{T_X(x) \times \mathbb{R}^n} N_{\text{gph}S|_X} (x, u) = N_{\text{gph}S|_X} (x, u) \cap (T_X(x) \times \mathbb{R}^m). \)

(c) \( D^*_X S(x \mid u)(u^*) = \text{proj}_{T_X(x)} D^* S|_X (x \mid u)(u^*) = D^* S|_X (x \mid u)(u^*) \cap T_X(x), \quad \forall u^*. \)

Proof In what follows, let \((x, u)\) be close enough to \((\bar{x}, \bar{u})\) in \(\text{gph}S|_X\) such that the properties in Proposition 3.2 (a) and (b) holds.

To prove (a), it suffices to show

\[
\text{proj}_{T_X(x) \times \mathbb{R}^n} \overline{N}_{\text{gph}S|_X} (x, u) \subseteq \overline{N}_{\text{gph}S|_X} (x, u) \cap (T_X(x) \times \mathbb{R}^m). \tag{8}
\]

Let \((y^*, u^*)\) belong to the left-hand side of (8). Then there exists some \(x^*\) such that \(y^* = \text{proj}_{T_X(x)} (x^*)\) and \((x^*, u^*) \in \overline{N}_{\text{gph}S|_X} (x, u).\) Then by definition we have

\[
\limsup_{(x', u') \to \text{gph}S|_X (x, u)} \frac{\langle (x^*, u^*), (x' - x, u' - u) \rangle}{\| (x' - x, u' - u) \|} \leq 0. \tag{9}
\]

Let \(z^* := \text{proj}_{N_X(x)} (x^*).\) As \(N_X(x)\) is a linear subspace (see Proposition 3.3 (a)), we have \(\pm z^* \in N_X(x).\) This implies that \(\lim_{x' \to x \atop x' \neq x} \frac{\langle z^*, x' - x \rangle}{\| x' - x \|} = 0,\) and hence that

\[
\lim_{(x', u') \to \text{gph}S|_X (x, u)} \frac{\langle z^*, x' - x \rangle}{\| (x' - x, u' - u) \|} = 0. \tag{10}
\]

By [5, Example 12.22], \(x^* = y^* + z^*\) and such a representation is unique. It follows from (9) and (10) that

\[
\limsup_{(x', u') \to \text{gph}S|_X (x, u)} \frac{\langle (y^*, u^*), (x' - x, u' - u) \rangle}{\| (x' - x, u' - u) \|} \leq 0,
\]

which amounts to that \((y^*, u^*) \in \overline{N}_{\text{gph}S|_X} (x, u).\) From the fact that \(y^* \in T_X(x),\) it then follows that \((y^*, u^*)\) belongs to the right-hand side of (8).

To prove (b), it suffices to show

\[
\text{proj}_{T_X(x) \times \mathbb{R}^n} N_{\text{gph}S|_X} (x, u) \subseteq N_{\text{gph}S|_X} (x, u) \cap (T_X(x) \times \mathbb{R}^m). \tag{11}
\]

Let \((y^*, u^*)\) belong to the left-hand side of (11). Then there exists \(x^*\) such that \(y^* = \text{proj}_{T_X(x)} (x^*)\) and \((x^*, u^*) \in N_{\text{gph}S|_X} (x, u).\) By definition there are sequences \((x_k, u_k) \rightharpoonup \text{gph}S|_X (x, u)\) and \((x^*_k, u^*_k) \in \overline{N}_{\text{gph}S|_X} (x_k, u_k)\) such that \((x^*_k, u^*_k) \to (x^*, u^*).\) In view of (a), we have for all sufficiently large \(k,

\[
\left( \text{proj}_{T_X(x)} (x^*_k), u^*_k \right) \in \overline{N}_{\text{gph}S|_X} (x_k, u_k).
\]

By Proposition 3.2 (b), we have \( \text{proj}_{T_X(x)} (x^*_k) \to \text{proj}_{T_X(x)} (x^*) = y^*\). Then by definition we have \((y^*, u^*) \in \overline{N}_{\text{gph}S|_X} (x, u).\) From the fact that \(y^* \in T_X(x),\) it then follows that \((y^*, u^*)\) belongs to the right-hand side of (11). Let \(u^* \in \mathbb{R}^m.\) From (b) and the definitions of coderivatives (2) and projectional coderivatives (4), we get

\[
D^*_X S(x \mid u)(u^*) \supset \text{proj}_{T_X(x)} D^* S|_X (x \mid u)(u^*) = D^* S|_X (x \mid u)(u^*) \cap T_X(x).
\]

To show (c), it suffices to show

\[
D^*_X S(x \mid u)(u^*) \subset D^* S|_X (x \mid u)(u^*) \cap T_X(x). \tag{12}
\]
Let $y^*$ belong to the left-hand side of (12). Then by definition there are some $(x_k, u_k) \xrightarrow{\text{gph}S |_X} (x, u)$ and $x_k^* \in D^* S |_X (x_k | u_k, u_k^*)$ such that $u_k^* \to u^*$ and $y_k^* := \text{proj}_{T_X(x_k)}(x_k^*) \to y^*$. By (b), we have for all sufficiently large $k$,

$$y_k^* \in D^* S |_X (x_k | u_k, u_k^*) \cap T_X(x_k),$$

implying that $y^* \in D^* S |_X (x | u)(u^*)$. As $y_k^* \in T_X(x_k)$, we get from Proposition 3.2 (b) that $y^* \in T_X(x)$. That is, $y^*$ belongs to the right-hand side of (12). This completes the proof. \qed

Next we give a simple example for geometric interpretation of the results in Proposition 3.3.

**Example 3.1** Consider a multifunction $S : \mathbb{R}^2 \Rightarrow \mathbb{R}^2$ defined as

$$S((x_1, x_2)^T) = \begin{cases} \{(0, -x_2)^T\}, & x_1 \neq 0 \\ \mathbb{R}^2, & x_1 = 0. \end{cases}$$

For $X = \mathbb{R} \times \{0\} \subseteq \text{dom} S = \mathbb{R}^2$ and $\bar{x} = (0, 1)^T$, $\bar{u} = (0, 0)^T$, $(\bar{x}, \bar{u}) \in \text{gph} S |_X$. By calculation we have $N_{\text{gph} S |_X}(\bar{x} | \bar{u}) = \mathbb{R}^2 \times \{0\}$, $T_X(\bar{x}) = \mathbb{R} \times \{0\}$ and

$$D^* S |_X (\bar{x} | \bar{u})(u^*) = \begin{cases} \mathbb{R}^2, & u^* = (0, 0)^T \\ \{0\}, & u^* \neq (0, 0)^T \end{cases}.$$ 

Then we can see that

$$\text{proj}_{T_X(\bar{x}) \times \mathbb{R}^2} N_{\text{gph} S |_X}(\bar{x} | \bar{u}) = \text{proj}_{\mathbb{R} \times \{0\} \times \mathbb{R}^2} \left(\mathbb{R}^2 \times \{0\}\right) = \mathbb{R} \times \{0\} = N_{\text{gph} S |_X}(\bar{x} | \bar{u}) \cap (T_X(\bar{x}) \times \mathbb{R}^m)$$

and

$$D^*_X(\bar{x} | \bar{u})(u^*) = \text{proj}_{T_X(\bar{x})} D^* S |_X (\bar{x} | \bar{u})(u^*) = \begin{cases} \mathbb{R} \times \{0\}, & u^* = (0, 0)^T \\ \{0\}, & u^* \neq (0, 0)^T \end{cases} = D^* S |_X (\bar{x} | \bar{u}) \cap T_X(\bar{x}).$$

For coderivatives defined as in (2), we know that by outer semicontinuity of normal cone mappings

$$D^* S (\bar{x} | \bar{u}) = \underset{(x, u) \xrightarrow{\text{gph}S} (\bar{x}, \bar{u})}{\text{g-limsup}} D^* S (x | u).$$

It is natural to ask if projectional coderivatives have such a property as well. The coming corollary is a natural observation from Propositions 3.2 and 3.3, and [25, Lemma 3.3].

**Corollary 3.4** Consider $S : \mathbb{R}^n \Rightarrow \mathbb{R}^m$ and $\bar{u} \in S(\bar{x})$. Suppose that gph $S$ is locally closed at $(\bar{x}, \bar{u})$, $\bar{x} \in X$ and $X$ is a smooth manifold around $\bar{x}$ with $X \subseteq \text{dom} S$. Then the mapping $(x, u) \mapsto \text{proj}_{T_X(\bar{x}) \times \mathbb{R}^m} N_{\text{gph} S |_X}(x, u)$ is outer semicontinuous relative to gph $S |_X$ at $\bar{x}, \bar{u}$ and

$$D^*_X(\bar{x} | \bar{u}) = \underset{(x, u) \xrightarrow{\text{gph}S} (\bar{x}, \bar{u})}{\text{g-limsup}} D^*_X (x | u) = \text{proj}_{T_X(\bar{x})} D^*_X (\bar{x} | \bar{u}). \quad (13)$$
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Proof This result is simply an application of Proposition 3.2, Proposition 3.3 and the outer semicontinuity of normal cone mapping.

We next show by a smooth function that the calculation of projectional coderivative may not be as simple as the coderivatives as the projection of normal cone does not enjoy outer semicontinuity unless the set X has some nice structures. For example, when X is a closed half-space, the projectional coderivative becomes either a line segment or a set containing two points (see [24, Remark 2.2]).

Lemma 3.5 (Projectional coderivatives of a smooth function) For $F : \mathbb{R}^n \to \mathbb{R}^m$ being smooth and single-valued on $\mathbb{R}^n$ and a closed set $X \subseteq \mathbb{R}^n$, for any $\bar{x} \in \text{bdry } X$,

$$D_X^*F(\bar{x})(y) = \limsup_{x \to \bar{x}, y \to y} \left\{ \text{proj}_{T_x(X)}(\nabla F(x)^*y + w) \mid w \in N_X(x) \right\}.$$  \hfill (14)

If furthermore $X$ is regular at around $\bar{x}$,

$$D_X^*F(\bar{x})(y) = \limsup_{x \to \bar{x}} \left\{ \text{proj}_{T_x(X)}(\nabla F(x)^*y + w) \mid w \in N_X(x) \right\}.$$  \hfill (15)

In particular when $X$ is a smooth manifold around $\bar{x}$,

$$D_X^*F(\bar{x})(y) = \text{proj}_{T_{\bar{x}}(X)}(\nabla F(\bar{x})^*y).$$  \hfill (16)

Proof For smooth mapping $F$ defined on $\mathbb{R}^n$, we can easily find an open set $O \supseteq X$ such that $F$ remains smooth on $O$. In this way, $\nabla F|_X(x) = \nabla F(x)$ for any $x \in X$. Then for any $x \in X$ and [5, Example 8.34],

$$N_{gphF}(x, F(x)) = \{(\nabla F(x)^*y, -y) \mid y \in \mathbb{R}^m \}.$$  

By expressing $F|_X = F + \delta_X$ where $\delta_X$ is the indicator function of $X$, and by [5, Exercise 10.43], we have

$$D^*F|_X(x)(y) = N_X(x) + \nabla F(x)^*y, \forall y \in \mathbb{R}^m.$$  

That is, for all $x \in X$,

$$N_{gphF|_X}(x, F(x)) = \{(\nabla F(x)^*y + w, -y) \mid y \in \mathbb{R}^m, w \in N_X(x) \}.$$  

From definition of projectional coderivative (4),

$$t \in D_X^*F(\bar{x})(y) \iff (t, -y) \in \limsup_{x \to \bar{x}} \text{proj}_{T_x(X) \times \mathbb{R}^m} N_{gphF|_X}(x, F(x))$$

$$\iff (t, -y) \in \limsup_{x \to \bar{x}} \text{proj}_{T_x(X) \times \mathbb{R}^m} \left\{ (\nabla F(x)^*y' + w, -y') \mid y' \in \mathbb{R}^m, w \in N_X(x) \right\}.$$  

Therefore we have (14).

For $t \in \limsup_{x \to \bar{x}} \left\{ \text{proj}_{T_x(X)}(\nabla F(x)^*y' + w), w \in N_X(x) \right\}$, there exist sequences $x_k \to \bar{x}$, $w_k \in N_X(x_k)$, $y_k \in \mathbb{R}^m$ and $t_k \in \text{proj}_{T_{x_k}(X)}(\nabla F(x_k)^*y_k + w_k)$, such that $t_k \to t$ and $y_k \to y$. When $X$ is regular at around $\bar{x}$, $T_X(x)$ is convex for all $x \in X$ around $\bar{x}$. With nonexpansive property of $\text{proj}_{T_x(X)}$ for sufficiently large $k$, we have

$$\left\| \text{proj}_{T_{x_k}(X)}(\nabla F(x_k)^*y + w_k) - t \right\|$$

$$\leq \left\| \text{proj}_{T_{x_k}(X)}(\nabla F(x_k)^*y + w_k) - \text{proj}_{T_{x_k}(X)}(\nabla F(x_k)^*y_k + w_k) \right\|$$
In this section, we extend the criterion to the setting of a smooth manifold. The generalized Mordukhovich criterion (Theorem 2.1) requires that the projectional coderivative (Definition 2.4) be Lipschitz-like relative to a smooth manifold. Proposition 3.2 (c). Considering that the Lipschitz-like property relative to X at \( \bar{x} \) holds for all \( (x, u) \) close enough to \((\bar{x}, \bar{u})\) in \( \text{gph}S|_X \), we arrive at (15). If furthermore X is a smooth manifold, \( T_X(x) \) and \( N_X(x) \) are linear subspaces orthogonally complementary to each other for any \( x \in X \) being sufficiently close to \( \bar{x} \) ([5, Example 6.8]). By [5, Theorem 12.22],

\[
\text{proj}_{T_X(x)}(\nabla F(x)^*y + w) = \text{proj}_{T_X(x)}(\nabla F(x)^*y), \quad \forall w \in N_X(x).
\]

Then the fixed-point expression (16) is obtained along with the continuity of \( T_X(x) \) and \( N_X(x) \).

\section{Lipschitz-like property relative to a smooth manifold}

In the last section, we derived a fixed-point expression for projectional coderivative of a mapping relative to a smooth manifold (see Proposition 3.3). Considering that the generalized Mordukhovich criterion (Theorem 2.1) requires that \( X \) to be a closed and convex set, in this section, we extend the criterion to the setting of a smooth manifold.

First, we give the sufficient and necessary conditions respectively for \( S \) to be Lipschitz-like relative to a smooth manifold. Recall that the Lipschitz-like property relative to a set is given in Definition 2.4.

**Lemma 4.1** ([Necessity, [24, Theorem 2.1]]) Consider a mapping \( S : \mathbb{R}^n \rightrightarrows \mathbb{R}^m \), \( \bar{x} \in X \subset \mathbb{R}^n \) where \( X \) is a smooth manifold at around \( \bar{x} \), \( \bar{u} \in S(\bar{x}) \) and \( k \geq 0 \). If \( S \) has the Lipschitz-like property relative to \( X \) at \( \bar{x} \) for \( \bar{u} \) with constant \( k \), then the condition

\[
\|\text{proj}_{T_X(x)}(x^*)\| \leq k\|u^*\| \quad \forall x^* \in \overline{D^*S}|_X(x \mid u)(u^*)
\]

holds for all \( (x, u) \) close enough to \((\bar{x}, \bar{u})\) in \( \text{gph}S|_X \).

The necessary condition is a direct application of [24, Theorem 2.1]. For the sufficient condition, some efforts need to be made to change the set from \( \text{cl pos}(X - x) \) to \( T_X(x) \). We give the proof similar to the one in [24, Theorem 2.2] employing the property of smooth manifold, Proposition 3.2 (c).

**Lemma 4.2** (Sufficiency) Consider a mapping \( S : \mathbb{R}^n \rightrightarrows \mathbb{R}^m \), \( \bar{x} \in X \subset \mathbb{R}^n \) where \( X \) is a smooth manifold at around \( \bar{x} \), \( \bar{u} \in S(\bar{x}) \) and \( k > \kappa > 0 \). Suppose that \( \text{gph}S \) is locally closed at \((\bar{x}, \bar{u})\). If the condition

\[
\|\text{proj}_{T_X(x)}(x^*)\| \leq k\|u^*\|, \quad \forall x^* \in D^*S|_X(x \mid u)(u^*)
\]

holds for all \( (x, u) \) close enough to \((\bar{x}, \bar{u})\) in \( \text{gph}S|_X \), then \( S \) has the Lipschitz-like property relative to \( X \) at \( \bar{x} \) for \( \bar{u} \) with constant \( \kappa \).
Theorem 4.3 (Lipschitz-like property relative to a smooth manifold) Consider a mapping \( S : \mathbb{R}^n \rightrightarrows \mathbb{R}^m \), \( \tilde{x} \in X \subseteq \mathbb{R}^n \) where \( X \) is a smooth manifold at around \( \tilde{x} \), and \( \tilde{u} \in S(\tilde{x}) \). Suppose that \( gph S \) is locally closed at \((\tilde{x}, \tilde{u})\). The following properties are equivalent:

(a) \( S \) has the Lipschitz-like property relative to \( X \) at \( \tilde{x} \) for \( \tilde{u} \).

(b) \( \text{proj}_{X(\tilde{x})} D^*S|_X(\tilde{x} \mid \tilde{u})(0) = \{0\} \).

(c) \( |\text{proj}_{X(\tilde{x})} D^*S|_X(\tilde{x} \mid \tilde{u})|_{+} < +\infty \).

(d) \( D^*S|_X(\tilde{x} \mid \tilde{u})(0) \cap T_X(\tilde{x}) = 0 \).

(e) \( D^*S|_X(\tilde{x} \mid \tilde{u})(0) = N_X(\tilde{x}) \).

(f) \( D^*_X S(\tilde{x} \mid \tilde{u})(0) = \{0\} \).

Furthermore, we have

\[
\text{lip}_X S(\tilde{x} \mid \tilde{u}) = |\text{proj}_{X(\tilde{x})} D^*S|_X(\tilde{x} \mid \tilde{u})|_{+}. \tag{19}
\]
Proof It is clear to see that
\[ D^*S|_{X}^{|\tilde{x} \mid \tilde{u}}(0) \subseteq D^*S|_{X}^{|\tilde{x} \mid \tilde{u}}(0) \subseteq D^*S^\perp|_{X}^{|\tilde{x} \mid \tilde{u}}(0) + N_X|_{X}^{|\tilde{x}}, \]
and that the mapping $\text{proj}_{T_{X}(\tilde{x})}D^*S|_{X}^{|\tilde{x} \mid \tilde{u}}$ is outer semicontinuous (see Corollary 3.4) and positively homogeneous. Then the equivalence of (b) and (c) follows immediately from [5, Proposition 9.23]. The equivalences among (b), (d) and (f) follows readily from Proposition 3.2 (c). In view of (20), we get the equivalence of (b) and (e). It remains to prove the equivalence of (a) and (b).

[(a) $\implies$ (c)] Assuming (a), we will show (c) by proving the inequality
\[ |\text{proj}_{T_{X}(\tilde{x})}D^*S|_{X}^{|\tilde{x} \mid \tilde{u}}|^\perp \leq \text{lip}_X^S|_{X}^{|\tilde{x} \mid \tilde{u}}. \]
(21)
Choose any $\kappa \in (\text{lip}_X^S|_{X}^{|\tilde{x} \mid \tilde{u}}) \cup (+\infty)$. Then $S$ has the Lipschitz-like property relative to $X$ at $\tilde{x}$ for $\tilde{u}$ with constant $\kappa$. Let $(u^*, v^*)$ be given arbitrarily such that $v^* \in \text{proj}_{T_{X}(\tilde{x})}D^*S|_{X}^{|\tilde{x} \mid \tilde{u}}(u^*)$. Then there is some $x^* \in D^*S|_{X}^{|\tilde{x} \mid \tilde{u}}(u^*)$ such that
\[ v^* = \text{proj}_{T_{X}(\tilde{x})}(x^*). \]
(22)
By the definition of the limiting coderivatives, there are some $(x_k, u_k) \rightarrow (\tilde{x}, \tilde{u})$ with $(x_k, u_k) \in gphS|_X$ and $x_k^* \in D^*S|_{X}^{|\tilde{x} \mid \tilde{u}}(x_k, u_k)$ such that $(x_k^*, -u_k) \rightarrow (x^*, -u^*)$. By Lemma 4.1, there exists some positive integer $k'$ such that
\[ \|\text{proj}_{T_{X}(x_k)}(x_k^*)\| \leq \kappa \|u_k^*\| \quad \forall k \geq k'. \]
(23)
Since $X$ is a smooth manifold around $\tilde{x}$, we have
\[ \text{proj}_{T_{X}(x_k)}(x_k^*) \rightarrow \text{proj}_{T_{X}(\tilde{x})}(x^*). \]
(24)
In view of (22-24), we have $\|v^*\| \leq \kappa \|u^*\|$ and hence
\[ |\text{proj}_{T_{X}(\tilde{x})}D^*S|_{X}^{|\tilde{x} \mid \tilde{u}}|^\perp \leq \kappa. \]
As $\kappa \in (\text{lip}_X^S|_{X}^{|\tilde{x} \mid \tilde{u}}) \cup (+\infty)$ is chosen arbitrarily, we get (21) immediately.

[(c) $\implies$ (a)] Assuming (c), we will show (a) by proving the inequality
\[ \text{lip}_X^S|_{X}^{|\tilde{x} \mid \tilde{u}} \leq |\text{proj}_{T_{X}(\tilde{x})}D^*S|_{X}^{|\tilde{x} \mid \tilde{u}}|^\perp, \]
from which the equality (19) follows as the inequality in the other direction has been proved earlier.

Suppose by contradiction that $|\text{proj}_{T_{X}(\tilde{x})}D^*S|_{X}^{|\tilde{x} \mid \tilde{u}}|^\perp < \text{lip}_X^S|_{X}^{|\tilde{x} \mid \tilde{u}}$. Choose any $\kappa', \kappa''$ as
\[ \kappa' \in (|\text{proj}_{T_{X}(\tilde{x})}D^*S|_{X}^{|\tilde{x} \mid \tilde{u}}|^\perp, \text{lip}_X^S|_{X}^{|\tilde{x} \mid \tilde{u}}), \kappa'' \in (|\text{proj}_{T_{X}(\tilde{x})}D^*S|_{X}^{|\tilde{x} \mid \tilde{u}}|^\perp, \kappa'). \]
Clearly, $S$ fails to have the Lipschitz-like property relative to $X$ at $\tilde{x}$ for $\tilde{u}$ with constant $\kappa'$. By Lemma 4.2, there exist some sequences $(x_k, u_k) \rightarrow (\tilde{x}, \tilde{u})$ with $(x_k, u_k) \in gphS|_X^\kappa$ and some $x_k^* \in D^*S|_{X}^{|\tilde{x} \mid \tilde{u}}(x_k, u_k)$ such that $\|v_k^*\| > \kappa'' \|u_k^*\|$. $\forall k$, where $v_k^* := \text{proj}_{T_{X}(x_k)}(x_k^*)$. By Proposition 3.3, we have
\[ v_k^* \in D^*S|_{X}^{|x_k \mid u_k^*}(u_k^*) \cap T_{X}(x_k), \forall k. \]
Clearly, we have $v_k^* \neq 0$ for all $k$. By taking a subsequence if necessary, we assume that there is some $v^* \in T_{X}(\tilde{x})$ with $\|v^*\| = 1$ such that $\frac{v_k^*}{\|v_k^*\|} \rightarrow v^*$. As we have $\frac{\|u_k^*\|}{\|v_k^*\|} \leq \frac{1}{\kappa'}$ for any $k$, by taking a subsequence if necessary again, we assume that there is some $u^*$ with $\kappa'' \|u^*\| \leq 1$ such that $\frac{u_k^*}{\|v_k^*\|} \rightarrow u^*$. Thus, we have $v^* \in D^*S|_{X}^{|\tilde{x} \mid \tilde{u}}(u^*)$ and $\|v^*\| \geq \kappa'' \|u^*\|$. So we have
\[ |\text{proj}_{T_{X}(\tilde{x})}D^*S|_{X}^{|\tilde{x} \mid \tilde{u}}|^\perp := \sup_{\tilde{u}^* \in \text{B}} \sup_{x^* \in D^*S|_{X}^{|\tilde{x} \mid \tilde{u}}(\tilde{u}^*)} |\text{proj}_{T_{X}(\tilde{x})}(x^*)|| \geq \|\text{proj}_{T_{X}(\tilde{x})}(\kappa'' v^*)\| = \kappa'' \|u^*\| = \kappa'' \]
contradicting to the setting that $\kappa'' \in (|\text{proj}_{T_{X}(\tilde{x})}D^*S|_{X}^{|\tilde{x} \mid \tilde{u}}|^\perp, \kappa')$. This completes the proof. \hfill $\square$
5 Chain rules for projectional coderivatives

To broaden the scope of application of the projectional coderivative to various systems, one important thing would be developing the corresponding calculus rules, which is also the main goal of the coming two sections. In this section, we focus on the chain rules, i.e., the calculation of $D^*S$ with $S = S_2 \circ S_1$. Unlike the chain rule for coderivatives (see [5, Theorem 10.37]), the one for projectional coderivatives comes with stricter assumptions as it involves projection.

**Theorem 5.1** (Projectional coderivative chain rule) Suppose $S = S_2 \circ S_1$ for mappings $S_1 : \mathbb{R}^n \rightrightarrows \mathbb{R}^p$ and $S_2 : \mathbb{R}^p \rightrightarrows \mathbb{R}^m$. Let $X \subseteq \mathbb{R}^n$ be a closed set with $\bar{x} \in X$. Here $S_1$ is outer semicontinuous relative to $X$ and $S_2$ is outer semicontinuous. For a pair $(\bar{x}, \bar{u}) \in \text{gph} S_{1|X} = \text{gph}(S_2 \circ S_1|_X)$, assume:

(a) the mapping $(x, u) \mapsto S_1[x(x) \cap S_2^{-1}(u)]$ is locally bounded at $(\bar{x}, \bar{u})$, or equivalently, the mapping $(x, u) \mapsto S_1(x) \cap S_2^{-1}(u)$ is locally bounded relative to $X \times \mathbb{R}^m$ at $(\bar{x}, \bar{u})$ (this being true in particular if either $S_1$ is locally bounded relative to $X$ or $S_2^{-1}$ is locally bounded at $\bar{u}$). In this way, $S_2 \circ S_1|_X$ is outer semicontinuous (see [5, Proposition 5.52 (b)]).

(b) $D^*S_2(\bar{w} \mid \bar{u})(0) \cap D^*_X S_1(\bar{x} \mid \bar{w})^{-1}(0) = \{0\}$ holds for any $\bar{w} \in S_1|_X(\bar{x}) \cap S_2^{-1}(\bar{u})$ (this being true in particular if $S_2$ has Lipschitz-like property at $\bar{w}$ for $\bar{u}$).

Then $\text{gph} S_{1|X}$ is locally closed around $(\bar{x}, \bar{u})$ and

$$D^*_X S(\bar{x} \mid \bar{u}) \subset \bigcup_{\bar{w} \in S_1|_X(\bar{x}) \cap S_2^{-1}(\bar{u})} D^*_X S_1(\bar{x} \mid \bar{w}) \odot D^* S_2(\bar{w} \mid \bar{u}).$$

Besides, if (a) and (b) hold, $S_1|_X$ and $S_2$ are graph-convex and $X$ is a smooth manifold around $\bar{x}$, then $S_{1|X}$ is graph-convex as well and we can obtain an equation:

$$D^*_X S(\bar{x} \mid \bar{u}) = D^*_X S_1(\bar{x} \mid \bar{w}) \odot D^* S_2(\bar{w} \mid \bar{u}), \forall \bar{w} \in S_1|_X(\bar{x}) \cap S_2^{-1}(\bar{u}).$$

**Proof** By Lemma 3.1, we have that the constraint qualification (b) also indicates the constraint qualification below:

$$D^*S_2(\bar{w} \mid \bar{u})(0) \cap D^*_X S_{1|X}(\bar{x} \mid \bar{w})^{-1}(0) = \{0\}. \quad (27)$$

Let $C = \{(x, w, u) \mid (x, w) \in \text{gph} S_{1|X}, (w, u) \in \text{gph} S_2\}$ and $G : (x, w, u) \mapsto (x, u)$. Then $\text{gph} S_{1|X} = G(C)$. With assumption (a), we can obtain $\varepsilon > 0$ such that $G^{-1}(N_{w}(\bar{x}, \bar{u})) \cap C$ is bounded. Then by [5, Theorem 6.43] on $\text{gph} S_{1|X}$ at $(\bar{x}, \bar{u})$, we have that $\text{gph} S_{1|X}$ is locally closed at $(\bar{x}, \bar{u})$ and

$$N_{\text{gph} S_{1|X}}(\bar{x}, \bar{u}) \subset \bigcup_{(\bar{x}, \bar{w}, \bar{u}) \in G^{-1}(\bar{x}, \bar{w}, \bar{u})} \{(v, -y) \mid \nabla G(\bar{x}, \bar{w}, \bar{u})^* (v, -y) \in N_{C}(\bar{x}, \bar{w}, \bar{u})\}$$

$$= \bigcup_{\bar{w} \in S_1|_X(\bar{x}) \cap S_2^{-1}(\bar{u})} \{(v, -y) \mid (v, 0, -y) \in N_{C}(\bar{x}, \bar{w}, \bar{u})\}. \quad (28)$$

Next we try to obtain the expression for $N_{C}(\bar{x}, \bar{w}, \bar{u})$. Let $D = \text{gph} S_{1|X} \times \text{gph} S_2$. For $F : (x, w, u) \mapsto (x, w, w, u)$, we have $C = F^{-1}(D)$. Here the definition of $F$ ensures the component $w$ of $(x, w, w, u)$ in $D$ belongs to $S_1|_X(x) \cap S_2^{-1}(u)$. Here we apply [5, Theorem 6.14] on $C = F^{-1}(D)$. The constraint qualification requires that:

$$\forall q \in N_D(F(\bar{x}, \bar{w}, \bar{u})) \text{ with } -\nabla F(\bar{x}, \bar{w}, \bar{u})^* q = 0 \implies q = 0,$$
which is
\[
\begin{cases}
(q_1, q_2) \in N_{\text{gph}S_{1|x}}(\bar{x}, \bar{w}) \\
(q_3, q_4) \in N_{\text{gph}S_{2}(\bar{w}, \bar{u})} \\
(q_1, q_2 + q_3, q_4) = 0
\end{cases}
\implies q_1, q_2, q_3, q_4 = 0
\]
due to the product form of \(D = \text{gph} S_{1|x} \times \text{gph} S_{2}\) (see [5, Proposition 6.41]). By expressing in coderivatives, it becomes
\[
0 \in D^* S_{1|x}(\bar{x} | \bar{w})(q_3), \quad q_3 \in D^* S_{2}(\bar{w} | \bar{u})(0) \implies q_3 = 0 \text{ for all } \bar{w} \in S_{1|x}(\bar{x}) \cap S^{-1}_2(\bar{u}),
\]
which can be reformulated as in (27). Then we can have the inclusion:
\[
N_C(\bar{x}, \bar{w}, \bar{u}) \subset \{\nabla F(\bar{x}, \bar{w}, \bar{u})^* q \mid q \in N_D(\bar{x}, \bar{w}, \bar{u}, \bar{u})\}
\]
\[
= \{(q_1, q_2 + q_3, q_4) \mid (q_1, q_2) \in N_{\text{gph}S_{1|x}}(\bar{x}, \bar{w}), (q_3, q_4) \in N_{\text{gph}S_{2}(\bar{w}, \bar{u})}\}.
\]
Together with (28) we have
\[
N_{\text{gph}S_{1|x}}(\bar{x}, \bar{u}) \subseteq \bigcup_{\bar{w} \in S_{1|x}(\bar{x}) \cap S^{-1}_2(\bar{u})} \left\{(x^*, -u^*) \mid \exists w^* \text{ s.t.} \right. \left. x^* \in D^* S_{1|x}(\bar{x} | \bar{w})(w^*), w^* \in D^* S_{2}(\bar{w} | \bar{u})(u^*) \right\}.
\]
Next we prove that the constraint qualification (27) also holds for all \((x, u)\) in \(\text{gph} S_{1|x}\) sufficiently near to \((\bar{x}, \bar{u})\) by contradiction. Suppose there exist sequences \((x_k, u_k) \xrightarrow{\text{gph} S_{1|x}} (\bar{x}, \bar{u})\), \(w_k \in S_{1|x}(x_k) \cap S^{-1}_2(u_k)\), and \(w^*_k \in D^* S_{2}(w_k | u_k)(0) \cap D^* S_{1|x}(x_k | w_k)^{-1}(0)\) (which is a cone) such that \(w^*_k \neq 0\). Without loss of generality we assume \(\|w^*_k\| = 1\). Note that under assumption (a), \(w_k \to \bar{w} \in S_{1|x}(\bar{x}) \cap S^{-1}_2(\bar{u})\). By outer semicontinuity of normal cone mappings, \(w^*_k\) must converge to some \(w^* \in D^* S_{2}(\bar{w} | \bar{u})(0) \cap D^* S_{1|x}(\bar{x} | \bar{w})^{-1}(0)\) with \(\|w^*\| = 1\), which contradicts (27). As the assumption (a) and (27) hold for all \((x, u)\) in \(\text{gph} S_{1|x}\) around \((\bar{x}, \bar{u})\), the inclusion can be obtained:
\[
N_{\text{gph}S_{1|x}}(x, u) \subseteq \bigcup_{w \in S_{1|x}(x) \cap S^{-1}_2(u)} \left\{(x^*, -u^*) \mid \exists w^* \text{ s.t.} \right. \left. x^* \in D^* S_{1|x}(x | w)(w^*), w^* \in D^* S_{2}(w | u)(u^*) \right\}
\]
for all \((x, u)\) in \(\text{gph} S_{1|x}\) around \((\bar{x}, \bar{u})\). Given the upper estimate of \(N_{\text{gph}S_{1|x}}(x, u)\) in (29), we now proceed to exploring the estimate of projectional coderivative \(D^*_X S(\bar{x}, \bar{u})\). Let \(r^* \in D^*_X S(\bar{x} | \bar{u})(u^*)\), then there are sequences \((x_k, u_k) \xrightarrow{\text{gph} S_{1|x}} (\bar{x}, \bar{u})\) and \((x^*_k, -u^*_k) \in N_{\text{gph}S_{1|x}}(x_k, u_k)\) with \(t^*_k \in \text{proj}_{T_{x_k}(x_k)}(x^*_k)\), such that \(t^*_k \to r^*\) and \(u^*_k \to u^*\). By (29), there exist \(w_k \in S_{1|x}(x_k) \cap S^{-1}_2(u_k)\) and \(w^*_k \in N_{\text{gph}S_{1|x}}(x_k | w_k)\) such that \((x^*_k, -w^*_k) \in N_{\text{gph}S_{1|x}}(x_k, w_k)\) and \((w^*_k, -u^*_k) \in N_{\text{gph}S_{2}}(w_k, u_k)\).

Given \(w_k \in S_{1|x}(x_k) \cap S^{-1}_2(u_k)\), the outer semicontinuity of \(S_{1|x} \cap S^{-1}_2\) and local boundedness of the mapping \((x, u) \mapsto S_{1|x}(x) \cap S^{-1}_2(u)\) around \((\bar{x}, \bar{u})\), \(\{w_k\}\) must converge to some \(\bar{w} \in S_{1|x}(\bar{x}) \cap S^{-1}_2(\bar{u})\) (taking a subsequence if necessary). For \((w^*_k, -u^*_k) \in N_{\text{gph}S_{2}}(w_k, u_k)\) and outer semicontinuity of \((w, u) \mapsto \text{gph} S_{2}(w, u)\) at \((\bar{w}, \bar{u})\), we have either \(w^*_k \to w^*\) or \(\lambda_k w^*_k \to w^*\) with \(\lambda_k \to 0\). For the first case we have \(w^* \in D^* S_{2}(\bar{w} | \bar{u})(u^*)\). Given \((x^*_k, -w^*_k) \in N_{\text{gph}S_{1|x}}(x_k, w_k)\) and \(t^*_k \in \text{proj}_{T_{x_k}(x_k)}(x^*_k)\) with \(t^*_k \to r^*\), then \(r^* \in D^*_X S(\bar{x} | \bar{w})(w^*)\) with \(\bar{w} \in S_{1|x}(\bar{x}) \cap S^{-1}_2(\bar{u})\).

For the second case, without loss of generality we can assume \(\|w^*\| = 1\). Under the conic nature, \(\lambda_k w^*_k \to D^* S_{2}(w_k | u_k)(\lambda_k u^*_k)\). Given \(\{u^*_k\}\) is bounded with \(u^*_k \to u^*\), then \(\lambda_k u^*_k \to 0\) and we have \(w^* \in D^* S_{2}(\bar{w} | \bar{u})(0)\). Similarly we have \((\lambda_k x^*_k, -\lambda_k w^*_k) \in N_{\text{gph}S_{1|x}}(x_k, w_k)\). As \(T_X(x)\)
is a nonempty closed cone for any \( x \in X \) around \( \bar{x} \), \( \lambda_k t_k^* \in \text{proj}_{T(x)}(\lambda_k s_k^*) \) and \( \lambda_k t_k^* \to 0 \). That is, \( 0 \in D'_X S_1(\bar{x} | \bar{w})(w^*) \). Thus we have \( w^* \in D' S_2(\bar{w} | \bar{u})(0) \cap D'_X S_1(\bar{x} | \bar{w})^{-1}(0) = \{0\} \) with \( ||w^*|| = 1 \), which contradicts the assumption (b). Therefore the case \( \{\lambda_k w_k^*\} \to w^* \) can be abandoned and the inclusion (25) is thus proved.

Note that by definition, \( \text{proj}_{T(x)} D^S \big|_X(\bar{x} | \bar{w}) \subseteq D'_X S(\bar{x} | \bar{w}) \). When \( gph S_1|_X \) and \( gph S_2 \) are convex, the inclusion (29) becomes an equation for every \( w \in S_1|_X(x) \cap S_2^{-1}(u) \) and the union becomes superfluous (see [5, Theorem 10.37]). Then we have

\[
\text{proj}_{T(x)} D^S \big|_X(\bar{x} | \bar{w}) \subseteq D'_X S(\bar{x} | \bar{w}), \quad \forall \bar{w} \in S_1|_X(x) \cap S_2^{-1}(u).
\]

and that \( gph S_1|_X \) is convex as well. Besides, when \( X \) is a smooth manifold around \( \bar{x} \), by Proposition 3.3,

\[
D'_X S_1(\bar{x} | \bar{w}) \circ D'_S(\bar{w} | \bar{u}) = \text{proj}_{T(x)} D^S \big|_X(\bar{x} | \bar{w}) \circ D^S(\bar{w} | \bar{u}).
\]

Then the equation (26) is obtained. \( \square \)

Based on Theorem 5.1 above, similar to [5, Exercise 10.39, Theorem 10.40], we give the following two subsequent results when one of the mapping in the composition is single-valued. When the outer layer is single-valued, we can apply Theorem 5.1 directly.

**Corollary 5.2** (Outer composition with a single-valued function) Let \( X \) be a closed set in \( \mathbb{R}^n \) and \( S = F \circ S_0 \) for a mapping \( S_0 : \mathbb{R}^n \to \mathbb{R}^m \) being outer semicontinuous relative to \( X \) and a single-valued function \( F : \mathbb{R}^m \to \mathbb{R}^n \). Let \( \bar{u} \in S|_X(\bar{x}) \) and suppose \( F \) is strictly continuous at every \( \bar{w} \in S_0(\bar{x}) \). Suppose also that the mapping \( (x,u) \mapsto S_0|_X(x) \cap F^{-1}(u) \) is locally bounded at \( (\bar{x},\bar{u}) \). Then

\[
D'_X S(\bar{x} | \bar{u}) \subseteq \bigcup_{\bar{w} \in S_0(\bar{x}) \cap F^{-1}(\bar{u})} D'_X S_0(\bar{x} | \bar{w}) \circ D^* F(\bar{w}).
\]

If in addition \( S_0|_X \) is graph-convex, \( X \) is a smooth manifold, and \( F \) is linear, then

\[
D'_X S(\bar{x} | \bar{u}) = D'_X S_0(\bar{x} | \bar{w}) \circ \nabla F(\bar{w})^*.
\]

**Proof** This result is obtained directly as a special case of Theorem 5.1. \( \square \)

Next we provide a simple example for illustration.

**Example 5.1** Let \( S_0(x) = \left[ -\sqrt{\lambda x}, \sqrt{\lambda x} \right] \), \( F(w) = 2w \), \( X = \mathbb{R}_+ \). Then \( S|_X(x) = F \circ S_0|_X(x) = \left[ -2 \sqrt{\lambda x}, 2 \sqrt{\lambda x} \right] \). For \( \bar{x} = 0 \) and \( \bar{u} = 0 \in S|_X(\bar{x}) = F \circ S_0|_X(\bar{x}) \). Then we have \( \bar{w} \in S_0|_X(\bar{x}) \cap F^{-1}(\bar{u}) = \{0\} \) and

\[
D'_X S_0(\bar{x} | \bar{w})(z) = \begin{cases} \mathbb{R}_- & z = 0 \cr \emptyset & z \neq 0 \end{cases}, \quad \nabla F(\bar{w})^* y = 2y.
\]

Therefore

\[
D'_X S(\bar{x} | \bar{u})(y) = D'_X S_0(\bar{x} | \bar{w}) \circ \nabla F(\bar{w})^* y = \begin{cases} \mathbb{R}_- & y = 0 \cr \emptyset & y \neq 0 \end{cases}.
\]
However, when the inner layer of the composition involves a single-valued function, it varies from direct application of Theorem 5.1 in that $F$ is restricted on $X$ rather than defined on the whole space when we try to derive an equation for the projectional coderivative. Before that, we present the expression of the coderivative of $F$ restricted on $X$.

**Lemma 5.3** Let $X$ be a closed set in $\mathbb{R}^n$ and $F : \mathbb{R}^n \to \mathbb{R}^m$ be strictly continuous at $\bar{x}$ relative to $X$. Then for all $z \in \mathbb{R}^m$ we have

\[
\begin{align*}
\hat{D}^*F|_X(\bar{x})(z) &= \partial(zF|_X)(\bar{x}), \\
D^*F|_X(\bar{x})(z) &= \partial(zF|_X)(\bar{x}).
\end{align*}
\]

**Proof** For $v \in \hat{D}^*F|_X(\bar{x})(z)$, it is equivalent that

\[
\langle v, x - \bar{x} \rangle - \langle z, F|_X(x) - F|_X(\bar{x}) \rangle \leq o(||(x, F|_X(x)) - (\bar{x}, F|_X(\bar{x}))||).
\]

As $F$ is strictly continuous at $\bar{x}$ relative to $X$, we can replace $o(||(x, F|_X(x)) - (\bar{x}, F|_X(\bar{x}))||)$ with $o(||x - \bar{x}||)$, i.e.,

\[
(zF|_X)(x) \geq (zF|_X)(\bar{x}) + \langle v, x - \bar{x} \rangle + o(||x - \bar{x}||).
\]

Thus it is equivalent that $v \in \partial(zF|_X)(\bar{x})$. Given that $F$ is also strictly continuous at $x$ relative to $X$ for $x$ being sufficiently close to $\bar{x}$, such equation (30) also holds for any $x \in X \cap O$ for some $O \in \mathcal{N}(\bar{x})$. Let $v \in \hat{D}^*F|_X(\bar{x})(z)$, then there exist sequences $x_k \to \bar{x}$ and $z_k \to z$. By (30), $v_k \in \partial(z_k F|_X(x_k)) \subset \partial(z F|_X(x_k)) \subset \partial(z F|_X(x_k)) = \partial(z F|_X(x_k) + (z_k - z) F|_X(x_k)) = \partial(z F|_X(x_k)) + \partial((z_k - z) F|_X(x_k))$. When $k \to \infty$, $\partial((z_k - z) F|_X(x_k)) \to \{0\}$ as $z_k \to z$. Given $F$ is strictly continuous at $\bar{x}$ relative to $X$, $z F|_X(x_k) \to z F|_X(\bar{x})$ when $x \to \bar{x}$. Then we have $v_k \to v$ in $\partial(z F|_X)(\bar{x})$. For the inclusion in reverse for (31), let $v \in \partial(z F|_X)(\bar{x})$. Then there exist sequences $x_k \to \bar{x}$ and $z_k \to z$ such that $v_k \to v$. Then it is equivalent that $x \to \bar{x}$ and $v_k \in \hat{D}^*F|_X(x_k)(z)$ and by definition of normal cone mappings we have $v_k \to v$ in $\hat{D}^*F|_X(\bar{x})(z)$. \hfill \square

**Theorem 5.4** (Inner composition with a single-valued function) Let $X$ be a closed set in $\mathbb{R}^n$, and $S = S_0 \circ F$ for an outer semicontinuous mapping $S_0 : \mathbb{R}^p \rightrightarrows \mathbb{R}^m$ and a single-valued mapping $F : \mathbb{R}^n \to \mathbb{R}^m$. Let $\hat{u} \in S_X(\bar{x})$. If

\[
D^*S_0(F(\bar{x}) \mid \hat{u})(0) \cap D^*_X F(\bar{x})^{-1}(0) = \{0\},
\]

then

\[
D^*_X S(\bar{x} \mid \hat{u}) \subseteq D^*_X F(\bar{x}) \circ D^*S_0(F(\bar{x}) \mid \hat{u}).
\]

Still under (32), suppose that $F$ is strictly continuous at $\bar{x}$ relative to $X$, $S_0$ is graphically regular at $F(\bar{x})$, the function $zF|_X$ is regular at $\bar{x}$ for all $z \in \text{rg } D^*S_0(F(\bar{x}) \mid \hat{u})$, and $X$ is a smooth manifold in $\mathbb{R}^n$. Then $S|_X$ is graphically regular at $\bar{x}$ for $\hat{u}$, and

\[
D^*_X S(\bar{x} \mid \hat{u}) = D^*_X F(\bar{x}) \circ D^*S_0(F(\bar{x}) \mid \hat{u}).
\]

**Proof** The inclusion (33) comes from directly applying the chain rule for projectional coderivatives, as $F|_X(\cdot)$ is locally bounded and single-valued at $\bar{x}$. For the equation, first we prove

\[
\hat{D}^*F|_X(\bar{x}) \circ \hat{D}^*S_0(F(\bar{x}) \mid \hat{u}) \subseteq \hat{D}^*S|_X(\bar{x} \mid \hat{u}).
\]
Let \( v \in \overline{D}^* F_{|X}(\bar{x})(z) \) and \( z \in \overline{D}^* S_0(F(\bar{x}) \mid \bar{u})(y) \). By definition we have:

\[
\limsup_{(x,u) \in gph S_{|X}} \frac{\langle v, x - \bar{x} \rangle - \langle z, F_{|X}(x) - F_{|X}(\bar{x}) \rangle}{||x - \bar{x}, F_{|X}(x) - F_{|X}(\bar{x})||} \leq \limsup_{x \to \bar{x}} \frac{\langle v, x - \bar{x} \rangle - \langle z, F_{|X}(x) - F_{|X}(\bar{x}) \rangle}{||x - \bar{x}, F_{|X}(x) - F_{|X}(\bar{x})||} \leq 0
\] (36)

and

\[
\limsup_{(x,u) \in gph S_{|X}} \frac{\langle z, F_{|X}(x) - F_{|X}(\bar{x}) \rangle - \langle y, u - \bar{u} \rangle}{||F_{|X}(x) - u \rangle - (F_{|X}(\bar{x}), \bar{u})||} \leq \limsup_{(w,u) \in gph S_{|X}} \frac{\langle z, w - F_{|X}(\bar{x}) \rangle - \langle y, u - \bar{u} \rangle}{||w - u \rangle - (F_{|X}(\bar{x}), \bar{u})||} \leq 0.
\] (37)

As \( F \) is strictly continuous at \( \bar{x} \) relative to \( X \), \( F_{|X}(x) \to F_{|X}(\bar{x}) \) when \( x \to \bar{x} \) and

\[
\limsup_{x \to \bar{x}} \frac{||F_{|X}(x) - F_{|X}(\bar{x})||}{||x - \bar{x}||} < \infty.
\]

Therefore by (36) and (37) we have:

\[
\limsup_{(x,u) \in gph S_{|X}} \frac{\langle v, x - \bar{x} \rangle - \langle z, F_{|X}(x) - F_{|X}(\bar{x}) \rangle}{||x - \bar{x}, u - \bar{u}||} = \limsup_{(x,u) \in gph S_{|X}} \frac{\langle v, x - \bar{x} \rangle - \langle z, F_{|X}(x) - F_{|X}(\bar{x}) \rangle}{||x - \bar{x}, F_{|X}(x) - F_{|X}(\bar{x})||} \cdot \frac{||x - \bar{x}, u - \bar{u}||}{||x - \bar{x}, u - \bar{u}||} \leq 0
\] (38)

and

\[
\limsup_{(x,u) \in gph S_{|X}} \frac{\langle z, F_{|X}(x) - F_{|X}(\bar{x}) \rangle - \langle y, u - \bar{u} \rangle}{||F_{|X}(x) - u \rangle - (F_{|X}(\bar{x}), \bar{u})||} = \limsup_{(x,u) \in gph S_{|X}} \frac{\langle z, F_{|X}(x) - F_{|X}(\bar{x}) \rangle - \langle y, u - \bar{u} \rangle}{||F_{|X}(x) - u \rangle - (F_{|X}(\bar{x}), \bar{u})||} \cdot \frac{||F_{|X}(x) - u \rangle - (F_{|X}(\bar{x}), \bar{u})||}{||x - \bar{x}, u - \bar{u}||} \leq 0.
\] (39)

Given that \( x \in X \) and \( (F_{|X}(x), u) \in gph S_0 \) is equivalently to \( (x,u) \in gph S_{|X} \), combining (38) and (39) we have

\[
\limsup_{(x,u) \in gph S_{|X}} \frac{\langle v, x - \bar{x} \rangle - \langle y, u - \bar{u} \rangle}{||x - \bar{x}, u - \bar{u}||} \leq \limsup_{(x,u) \in gph S_{|X}} \frac{\langle v, x - \bar{x} \rangle - \langle z, F_{|X}(x) - F_{|X}(\bar{x}) \rangle}{||x - \bar{x}, u - \bar{u}||} + \limsup_{(x,u) \in gph S_{|X}} \frac{\langle z, F_{|X}(x) - F_{|X}(\bar{x}) \rangle - \langle y, u - \bar{u} \rangle}{||x - \bar{x}, u - \bar{u}||} \leq 0,
\]

which means \( v \in \overline{D}^* S_{|X}(\bar{x}) \mid \bar{u})(y) \). For the equation part, note that (32) also indicates

\[
z \in D^* S_0(F(\bar{x}) \mid \bar{u})(0), \ 0 \in D^* F_{|X}(\bar{x})(z) = \partial F_{|X}(\bar{x}) \Rightarrow z = 0.
\]
By [5, Theorem 10.37], we have

\[ D^*S|_X(\bar{x} \mid \bar{u}) \subseteq D^*F|_X(\bar{x}) \circ D^*S_0(F(\bar{x}) \mid \bar{u}). \quad (40) \]

With (35) and (40), if we assume that \( \text{gph} S_0 \) is regular at \( (F(\bar{x}), \bar{u}) \) and the function \( zF|_X \) is regular at \( \bar{x} \) for all \( z \in \text{rg} \ D^*S_0(F(\bar{x}) \mid \bar{u}) \), we have

\[ D^*S|_X(\bar{x} \mid \bar{u}) = D^*F|_X(\bar{x}) \circ D^*S_0(F(\bar{x}) \mid \bar{u})) \]

and also that \( S|_X \) is graphically regular at \( \bar{x} \) for \( \bar{u} \). Therefore

\[ \text{proj}_{T_X(\bar{x})} D^*F|_X(\bar{x}) \circ D^*S_0(F(\bar{x}) \mid \bar{u})) = \text{proj}_{T_X(\bar{x})} D^*S|_X(\bar{x} \mid \bar{u}). \]

Besides, when \( X \) is a smooth manifold,

\[ D^+_X \bar{S}(\bar{x} \mid \bar{u}) = \text{proj}_{T_X(\bar{x})} D^*S|_X(\bar{x} \mid \bar{u}) \subseteq \text{proj}_{T_X(\bar{x})} D^*F|_X(\bar{x}) \circ D^*S_0(F(\bar{x}) \mid \bar{u})) \]

where the two equations come from applying Proposition 3.3 to \( S \) and \( F \) and the inclusion comes from (40). Combining these two inclusions (41) and (42), we can obtain (34). \( \square \)

6 Sum rules for projectional coderivatives

Next we present two sum rules on projectional coderivatives obtained by different methods. Instead of directly applying Theorem 5.1 twice, we develop our sum rules from the sum rule of coderivatives to maintain tighter estimates. The reason behind is the generic asymmetrical nature of the projectional coderivatives: only projecting to \( T_X(x) \). Such an asymmetry also causes the difference when we are imposing the restriction of \( X \) to different levels. For the multifunction \( S = S_1 + \cdots + S_p \), when restricting \( S \) onto \( X \) (Sum rule-1), we separate \( X \)-related expressions from \( S_i \) and when restricting each \( S_i \) onto \( X \) (Sum rule-2), the calculation is performed on \( S_i|_X \). Readers may choose any one of these sum rules depending on the structure of their problems.

**Theorem 6.1** (Sum rule-1) Let \( S = S_1 + \cdots + S_p \) for \( S_i : \mathbb{R}^n \rightarrow \mathbb{R}^m \) being outer semicontinuous relative to \( X \) and let \( \bar{x} \in \text{dom} S \cap X, \bar{u} \in S|_X(\bar{x}) \).

- **(boundedness condition):** the mapping

\[ (x, u) \mapsto \left\{ (u_1, \cdots, u_p) \mid u_i \in S_i(x), \forall i = 1, \ldots, p, \sum_{i=1}^p u_i = u \right\} \quad (43) \]

is locally bounded at \((\bar{x}, \bar{u})\).

- **(constraint qualification):**

\[ v_i \in D^*S_i(\bar{x} \mid u_i)(0), u_i \in S_i(\bar{x}), \sum_{i=1}^p u_i = \bar{u}, \]

\[ 0 \in \sum_{i=1}^p v_i + N_X(\bar{x}) \]

\[ \implies v_i = 0 \text{ for } i = 1, \ldots, p \quad (44) \]

Then \( \text{gph} S|_X \) is locally closed at \((\bar{x}, \bar{u})\) and one has

\[ D^+_X S(\bar{x} \mid \bar{u})(y) \subseteq \limsup_{\substack{y' \rightarrow y \\ (x, u) \rightarrow (\bar{x}, \bar{u}) \atop \text{gph} S_i|_X}} \bigcup_{u_i' \in S_i(x)}^{u_i' \notin S_i(x)} \text{proj}_{T_X(x)} \left( \sum_{i=1}^p D^*S_i(x \mid u_i')(y') + N_X(x) \right). \quad (45) \]
If in addition $X$ is a smooth manifold, the inclusion becomes a fixed-point expression as

$$D_X^*S(\bar{x} \mid \bar{u}) \subseteq \bigcup_{u_i \in S_i(\bar{x})} \operatorname{proj}_{T_X(\bar{x})} \left( \sum_{i=1}^{p} D^*S_i(\bar{x} \mid u_i) \right).$$

(46)

When every $S_i|_X$ is graph-convex and $X$ is regular at around $\bar{x}$, the union is superfluous and the inclusions (45) and (46) become equations.

Proof\ As we restrict our scope only to $X$ here, without loss of generality, we can relax the requirement that $S_i$ being outer semicontinuous to being outer semicontinuous relative to the set $X$. Then given (43) and (44) and that (44) holds for points $(x, u) \in \text{gph} \ S|_X$ around $(\bar{x}, \bar{u})$ (as similar proof is given in Theorem 5.1), by [5, Theorem 6.42 and Theorem 10.41], we have for all $(x, u) \in \text{gph} \ S|_X$ around $(\bar{x}, \bar{u})$,

$$N_{\text{gph} \ S|_X}(x, u) \subseteq \bigcup_{u_i' \in S_i'(x)} \left\{ \left( \sum_{i=1}^{p} v_i + w, -y' \right) \bigg| v_i \in D^*S_i(x \mid u_i'(y'), w \in N_X(x) \right\}$$

(47)

and therefore,

$$\limsup_{(x,u) \rightarrow (\bar{x},\bar{u})} \operatorname{proj}_{T_X(x) \times \mathbb{R}^n} N_{\text{gph} \ S|_X}(x, u) \subseteq \limsup_{(x,u) \rightarrow (\bar{x},\bar{u})} \bigcup_{u_i' \in S_i'(x)} \left\{ \operatorname{proj}_{T_X(x)} \left( \sum_{i=1}^{p} v_i + w \right), -y' \bigg| v_i \in D^*S_i(x \mid u_i'(y'), w \in N_X(x) \right\}$$

(48)

Given the definition of projectional coderivative and the upper estimate (48) we have (45).

Moreover, when $X$ is a smooth manifold, by Corollary 3.4 and the upper estimate (47), we have

$$D_X^*S(\bar{x} \mid \bar{u})(y) = \operatorname{proj}_{T_X(\bar{x})} D^*S|_X(\bar{x} \mid \bar{u})(y) \subseteq \bigcup_{u_i \in S_i(\bar{x})} \left\{ \operatorname{proj}_{T_X(\bar{x})} \left( \sum_{i=1}^{p} v_i + w \right) \bigg| v_i \in D^*S_i(\bar{x} \mid u_i)(y), w \in N_X(\bar{x}) \right\}.$$

By orthogonality between $T_X(\bar{x})$ and $N_X(\bar{x})$ of smooth manifolds (see Proposition 3.2 (a)), we arrive at the inclusion in (46). When every $S_i|_X$ is graph-convex and $X$ is regular around $\bar{x}$, by [5, Theorem 6.42, Theorem 10.41], the inclusion (47) becomes an equation and the union is superfluous. Thus the inclusions (45) and (46) become equations accordingly.

Comparing the constraint qualification (44) with the one in [5, Theorem 10.41], we can see that (44) also serves as a constraint qualification to express $N_{\text{gph} \ S|_X}$ via $N_{\text{gph} \ S}$ and $N_X$. Next we present a sum rule where each $S_i$ is restricted onto $X$. Unlike in Theorem 6.1 where we restrict every $S_i$ onto $X$, in this sum rule we restrict each $S_i$ onto $X$. 


Theorem 6.2 (Sum rule-2) Let \( S = S_1 + \cdots + S_p \) for \( S_i : \mathbb{R}^n \to \mathbb{R}^m \) being outer semicontinuous relative to \( X \) and let \( \bar{x} \in \text{dom}\ S \cap X, \bar{u} \in S|_X(\bar{x}) \). Assume the boundedness condition (43) is satisfied and the constraint qualification holds:

\[
v_i \in D^*S_i|_X(\bar{x} | u_i)(0), \quad u_i \in S_j(\bar{x}), \quad \sum_{i=1}^{p} u_i = \bar{u} \quad \implies v_i = 0 \quad \text{for } i = 1, \ldots, p.
\] (49)

Then \( gph S|_X \) is locally closed at \((\bar{x}, \bar{u})\) and one has

\[
D^*_{X}S(\bar{x} | \bar{u})(y) \subseteq \limsup_{(x,u)\to(\bar{x},\bar{u})} \bigcup_{u_i \in S_i(\bar{x}), \sum_{i=1}^{p} u_i = \bar{u}} \text{proj}_{T_X(x)} \left( \sum_{i=1}^{p} D^*S_i|_X(x | u_i')(y') \right).
\] (50)

When \( S_i|_X \) are graph-convex and \( X \) is a smooth manifold around \( \bar{x} \),

\[
D^*_{X}S(\bar{x} | \bar{u})(y) = \bigcup_{u_i \in S_i(\bar{x}), \sum_{i=1}^{p} u_i = \bar{u}} \text{proj}_{T_X(x)} \left( \sum_{i=1}^{p} D^*S_i|_X(\bar{x} | u_i)(y) \right).
\] (51)

Proof. By [5, Theorem 10.41], for any \((x,u) \in gph S|_X\) being close enough to \((\bar{x}, \bar{u})\):

\[
N_{gph S|_X}(x,u) \subseteq \bigcup_{u_i \in S_i(\bar{x})} \left\{ \sum_{i=1}^{p} v_i, -y' \right\} \quad \text{where } v_i \in D^*S_i|_X(x | u_i')(y')
\]

and therefore

\[
\limsup_{(x,u)\to(\bar{x},\bar{u})} \text{proj}_{T_X(x)} N_{gph S|_X}(x,u) \subseteq \limsup_{(x,u)\to(\bar{x},\bar{u})} \bigcup_{u_i \in S_i(\bar{x})} \left\{ \left( \text{proj}_{T_X(x)} \left( \sum_{i=1}^{p} v_i \right), -y' \right) \right\} \quad \text{where } v_i \in D^*S_i|_X(x | u_i')(y')
\].

The equation (51) is developed similarly as in Theorem 6.1

As both Theorem 6.2 and Theorem 6.1 are obtained directly from applying, [5, Theorem 10.41], the difference mainly exists in using different constraint qualifications. The one in Theorem 6.2 carries \( X \) in each \( S_i|_X \) in the calculation while the one in Theorem 6.1 separates \( X \) from \( S_i \).

7 Conclusions

In this article, we focused on introducing more properties of a newly introduced tool, projectional coderivatives, and deriving the corresponding calculus rules. By exploiting the structure of smooth manifolds, we simplified the expression of projectional coderivatives of any set-valued mapping relative to a smooth manifold to a fixed-point one and subsequently extended the generalized Mordukhovich criterion to such a setting. For a closed set in general, we introduced the chain rule of this tool for composition of two set-valued mappings with outer semicontinuity. Along with different constraint qualifications that feature the different levels of imposing set restriction \( X \), we introduced two sum rules for users to compute according to their problem structures.
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