Stochastic Shortest Path with Adversarially Changing Costs

Aviv Rosenberg$^1$ and Yishay Mansour$^{1,2}$

$^1$Tel Aviv University, Israel
$^2$Google Research, Tel Aviv

{avivros007,mansour.yishay}@gmail.com

Abstract

Stochastic shortest path (SSP) is a well-known problem in planning and control, in which an agent has to reach a goal state in minimum total expected cost. In this paper we present the adversarial SSP model that also accounts for adversarial changes in the costs over time, while the underlying transition function remains unchanged. Formally, an agent interacts with an SSP environment for $K$ episodes, the cost function changes arbitrarily between episodes, and the transitions are unknown to the agent. We develop the first algorithms for adversarial SSPs and prove high probability regret bounds of square-root $K$ assuming all costs are strictly positive, and sub-linear regret in the general case. We are the first to consider this natural setting of adversarial SSP and obtain sub-linear regret for it.

1 Introduction

Stochastic shortest path (SSP) is one of the most basic models in reinforcement learning (RL). It features an agent that interacts with a Markov decision process (MDP) with the aim of reaching a predefined goal state in minimum total expected cost. Many important RL problems fall into the SSP framework, e.g., car navigation and Atari games, and yet it was only rarely studied from a theoretical point of view until very recently, mainly due to its challenging nature in comparison to finite-horizon, average-reward or discounted MDPs. For example, in SSP some policies might suffer infinite cost.

An important aspect that the standard SSP model fails to capture is changes in the environment over time (e.g., changes in traffic when navigating a car). In the finite-horizon setting, the adversarial MDP model was proposed to address changing environments, and has gained considerable popularity in recent years. It allows the cost function to change arbitrarily over time, while still assuming a fixed transition function.

In this work we present the adversarial SSP model that introduces adversarially changing costs to the classical SSP model. Formally, the agent interacts with an SSP instance for $K$ episodes, and the cost function changes arbitrarily between episodes. The agent’s objective is to reach the goal state in all episodes while minimizing its total expected cost. Its performance is measured by the regret, defined as the cumulative difference between the agent’s total cost in $K$ episodes and the expected total cost of the best policy in hindsight.

Finite-horizon MDPs are a special case of the general SSP problem where the agent is guaranteed to reach the goal state within a fixed number of steps $H$. This model is extensively studied in recent years for both stochastic and adversarial costs. In the adversarial MDP literature it is better known as the loop-free SSP model. While having a similar name, loop-free SSP follows the restrictive assumption that after $H$ steps the goal will be reached and is thus far less challenging.

As pointed out by [Tarbouriech et al., 2020], in the general SSP problem we face new challenges that do not arise in the loop-free version. Notably, it features two possibly conflicting objectives – reaching the goal vs minimizing cost; and it requires handling unbounded value functions and episode lengths. In the adversarial SSP model, these difficulties are further amplified as the adversary might encourage the learner to use “slow” policies and then punish her with large costs.

In this paper we propose the first algorithms for regret minimization in adversarial SSPs without any restrictive assumptions (namely, loop-free assumption). While we leverage algorithmic and technical tools from both SSP and finite-horizon adversarial MDP, tackling the general SSP problem in the presence of an adversary requires novel techniques and careful analysis. Our algorithms are based on the popular online mirror descent (OMD) framework for online convex optimization (OCO). However, naive application of OMD to SSP cannot overcome the challenges mentioned above as we later show, and we use carefully designed mechanisms to establish our theoretical guarantees.

The main contributions of this paper are as follows. First, we formalize the adversarial SSP model and define the notion of learning and regret. Second, we establish an efficient implementation of OMD in the SSP model with known transitions and study the conditions under which it guarantees near-optimal $\sqrt{K}$ expected regret, showing that some modifications are necessary. Then, we illustrate the challenge of obtaining regret bounds in high probability in adversarial SSPs, and present a novel method that allows OMD to obtain its regret with high probability. Finally, we tackle unknown transitions. We describe the crucial adaptations that allow OMD to be combined with optimistic estimates of the transition function and guarantee $\sqrt{K}$ regret when all costs are strictly positive, and $K^{3/4}$ regret in the general case. Hopefully, the
infrastructure created in this paper for handling adversarial costs in SSPs with unknown transition function paves the way for future work to achieve minimax optimal regret bounds.

**Related work.** Early work by [Bertsekas and Tsitsiklis, 1991] studied the planning problem in SSPs, i.e., computing the optimal strategy efficiently when parameters are known. Under certain assumptions, they established that the optimal strategy is a deterministic stationary policy (a mapping from states to actions) and can be computed efficiently using standard planning algorithms, e.g., Value Iteration and LP.

Recently [Tarbouriech et al., 2020] presented the problem of learning SSPs (with stochastic costs) and provided the first algorithms with sub-linear regret but with dependence on the minimal cost \( c_{\text{min}} \). Their results were further improved by [Rosenberg et al., 2020] that eliminate the \( c_{\text{min}} \) dependence and prove high probability regret bound of \( \tilde{O}(D|S|\sqrt{|A|K}) \) complemented by a nearly matching lower bound of \( \Omega(D\sqrt{|S||A|K}) \), where \( D \) is the diameter, \( S \) is the state space and \( A \) is the action space.

As mentioned before, regret minimization in RL is extensively studied in recent years, but the literature mainly focuses on the average-reward infinite-horizon model [Bartlett and Tewari, 2009; Jaksch et al., 2010] and on the finite-horizon model [Osband et al., 2016; Azar et al., 2017; Dann et al., 2017; Jin et al., 2018; Zanette and Brunskill, 2019; Efroni et al., 2019]. Adversarial MDPs were also first studied in the average-reward model [Even-Dar et al., 2009; Neu et al., 2014], before focusing on the finite-horizon setting which is typically referred to as loop-free SSP. Early work in this setting by [Neu et al., 2010] used a reduction to multi-arm bandit [Auer et al., 2002], but then [Zimin and Neu, 2013] introduced the O-REPS framework, which is the implementation of OMD in finite-horizon MDPs. All these works assume known transition function, but more recently [Neu et al., 2012; Rosenberg and Mansour, 2019a; Rosenberg and Mansour, 2019b; Jin et al., 2020; Shani et al., 2020; Cai et al., 2020] consider unknown transitions.

We stress that all previous work in the adversarial setting made the restrictive loop-free assumption, avoiding the main challenges tackled in this paper. Building on our methodologies, [Chen et al., 2020] recently extended our work and obtained minimax optimal \( \sqrt{K} \) regret with known transitions. However, they do not consider the more challenging unknown transitions case, and also assume that the learner knows in advance the running time of the best policy in hindsight.

## 2 Preliminaries

An adversarial SSP problem is defined by an MDP \( M = (S, A, P, s_0, g) \) and a sequence \( \{c_k : S \times A \to [0, 1]\}_{k=1}^K \) of cost functions. \( S \) and \( A \) are finite state and action spaces, respectively, \( s_0 \in S \) is an initial state and \( g \not\in S \) is the goal state. \( P \) is a transition function such that \( P(s' | s, a) \) gives the probability to move to \( s' \) when taking action \( a \) in state \( s \), and thus \( \sum_{s' \in S \cup \{g\}} P(s' | s, a) = 1 \) for every \( (s, a) \in S \times A \).

The learner interacts with \( M \) in episodes, where \( c_k \) is the cost function for episode \( k \). However, it is revealed to the learner only in the end of the episode. Formally, the learner starts each episode \( k \) at the initial state\(^1\) \( s_0^k = s_0 \). In each step \( i \) of the episode, the learner observes its current state \( s_i^k \), picks an action \( a_i^k \) and moves to the next state \( s_{i+1}^k \) sampled from \( P(· | s_i^k, a_i^k) \). The episode ends when the goal state \( g \) is reached, and then the learner observes \( c_k \) and suffers cost \( \sum_{i=1}^K c_k(s_i^k, a_i^k) \) where \( K^k \) is the length of the episode. Importantly, \( K^k \) is a random variable that might be infinite. This is the unique challenge of SSP compared to finite-horizon.

### Proper Policies.

A stationary policy \( \pi : A \times S \to [0, 1] \) is a mapping such that \( \pi(a | s) \) gives the probability that action \( a \) is selected in state \( s \). A policy \( \pi \) is called proper if playing according to \( \pi \) ensures that the goal state is reached with probability 1 when starting from any state (otherwise it is improper). Since reaching the goal is one of the learner’s main objectives, we make the basic assumption that there exists at least one proper policy. This is equivalent to the assumption that the goal state is reachable from every state, which is clearly a necessary assumption.

We denote by \( T^\pi(s) \) the expected hitting time of \( g \) when playing according to \( \pi \) and starting at \( s \). In particular, if \( \pi \) is proper then \( T^\pi(s) \) is finite for all \( s \), and if \( \pi \) is improper there must exist some \( s' \in S \) such that \( T^\pi(s') = \infty \). When paired with a cost function \( c : S \times A \to [0, 1] \), any policy \( \pi \) induces a cost-to-go function \( J^\pi : S \to [0, \infty] \), where \( J^\pi(s) \) is the expected cost when playing policy \( \pi \) and starting at state \( s \), i.e., \( J^\pi(s) = \lim_{T \to \infty} E[\sum_{k=1}^T c(s_k, a_k) | P, \pi, s_1 = s] \). For a proper policy \( \pi \), it follows that \( J^\pi(s) \) is finite for all \( s \).

Under the additional assumption that every improper policy suffers infinite expected cost from some state, [Bertsekas and Tsitsiklis, 1991] show that the optimal policy is stationary, deterministic and proper; and that every proper policy \( \pi \) satisfies the following Bellman equations for every \( s \in S \):

\[
J^\pi(s) = \sum_{a \in A} \pi(a | s) \left(c(s, a) + \sum_{s' \in S} P(s' | s, a) J^\pi(s')\right)
\]

\[
T^\pi(s) = 1 + \sum_{a \in A} \sum_{s' \in S} \pi(a | s) P(s' | s, a) T^\pi(s').
\]

### Learning Formulation.

The learner’s goal is to minimize its total cost. Its performance is measured by the regret – the difference between the learner’s total cost in \( K \) episodes and the total expected cost of the best proper policy in hindsight:

\[
R_K = \sum_{k=1}^K \sum_{i=1}^{K^k} c_k(s_i^k, a_i^k) - \min_{\pi \in \Pi_{\text{proper}}} \sum_{k=1}^K J^\pi_k(s_0),
\]

where \( J^\pi_k(s_0) \) is the cost-to-go of policy \( \pi \) with respect to (w.r.t) cost function \( c_k \), and \( \Pi_{\text{proper}} \) is the set of proper policies. If \( J^\pi_k \) is infinite for some \( k \), we define \( R_K = \infty \) forcing the learner to reach the goal in every episode. We also denote by \( \pi^* = \arg\min_{\pi \in \Pi_{\text{proper}}} \sum_{k=1}^K J^\pi_k(s_0) \) the best policy in hindsight.

\(^{1}\)Our algorithms readily extend to a fixed initial distribution.
We use the cost function $c_{\pi}$ and discuss about $c_{\min}$ in Section 5.

**Assumption 1.** All costs are positive, i.e., there exists $c_{\min} > 0$ such that $c_k(s, a) \geq c_{\min}$ for every $k$ and $(s, a) \in S \times A$.

We can easily eliminate Assumption 1 by applying a perturbation to the instantaneous costs. That is, instead of $c_k$ we use the cost function $c_k(s, a) = \max\{c_k(s, a), \epsilon\}$ for some $\epsilon > 0$. This ensures that the effective minimal cost is $c_{\min} = \epsilon$, at the price of introducing additional bias. Choosing $\epsilon = \Theta(K^{-1/4})$ ensures that all our algorithms obtain regret bounds of $O(K^{3/4})$ in the general case. See details in Appendix K and discussion about $c_{\min}$ in Section 5.

**Occupancy Measures.** Every policy $\pi$ induces an occupancy measure $q^\pi : S \times A \to [0, \infty]$ such that $q^\pi(s, a)$ is the expected number of times to visit state $s$ and take action $a$ when playing according to $\pi$, i.e.,

$$q^\pi(s, a) = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \mathbb{I}\{s_t = s, a_t = a\} | P, \pi, s_1 = s_0,$$

where $\mathbb{I}\{\cdot\}$ is the indicator function. Note that for a proper policy $\pi$, $q^\pi(s, a)$ is finite for every $(s, a)$. In fact, the correspondence between proper policies and finite occupancy measures is 1-to-1, and its inverse is $q(s) = q(\pi|s) = \sum_{a \in A} q(s, a)$ which is the expected number of visits to $s$. The equivalence between policies and occupancy measures is well-known for MDPs (see, e.g., [Zimin and Neu, 2013]), but also holds for SSPs by linear programming formulation [Manne, 1960]. Notice that the expected cost of policy $\pi$ is linear w.r.t $q^\pi$, i.e.,

$$J_k^\pi(s_0) = E\left[\sum_{i=1}^{t_k} c_k(s_i, a_i) | P, \pi_k, s_1 = s_0\right],$$

$$= \sum_{s \in S} \sum_{a \in A} q_i(s, a) c_k(s, a) \equiv \langle q^\pi, c_k \rangle.$$

Thus, minimizing the expected regret can be written as an instance of online linear optimization in the following manner,

$$\mathbb{E}[R_k] = \mathbb{E}\left[\sum_{k=1}^{K} J_k^\pi(s_0) - \sum_{k=1}^{K} J_k^\pi(s_0)\right] = \mathbb{E}\left[\sum_{k=1}^{K} \langle q^\pi - q^\pi, c_k \rangle\right].$$

### 3 Known Transition Function

We start with the simpler (yet surprisingly challenging) case where $P$ is known to the learner. Recall that while the transition function is known, the costs change arbitrarily between episodes. In Section 3.1 we establish the implementation of the OMD method in SSP, and in Section 3.2 we use it to obtain a high probability regret bound.

---

If $q(s) = 0$ for some state $s$ then the inverse mapping is not well-defined. However, since $s$ will not be reached, we can pick the action there arbitrarily. More precisely, the correspondence holds when restricting to reachable states.

#### 3.1 Online Mirror Descent for SSP

Online mirror descent is a popular framework for OCO and its application to occupancy measures yields the O-REPS algorithms [Zimin and Neu, 2013; Rosenberg and Mansour, 2019a; Rosenberg and Mansour, 2019b; Jin et al., 2020]. Usually these algorithms operate w.r.t the set of all occupancy measures (which corresponds to the set of all policies), but a naive application of this kind fails in SSP because it does not guarantee that the learner plays proper policies. For example, in the first episode these algorithms play the uniform policy which may suffer exponential cost (see Appendix A).

Thus, we propose to apply OMD to the set $\Delta(\tau) = \{\pi : \pi(\cdot|s) \geq \tau, \forall s \in S\}$ of policies $\pi$ that reach the goal in expected time $T^\pi(s_0) \leq \tau$. This set is convex and has a compact representation as we show shortly. Our algorithm SSP-O-REPS operates as follows. In the beginning of episode $k$, it picks an occupancy measure $q_k$ from $\Delta(\tau)$ which minimizes a trade-off between the current cost function and the distance to the previously chosen occupancy measure. Then, it extracts the policy $\pi_k = \pi_k q_k$ and plays it through the episode. Formally,

$$q_k = q^\pi_k = \arg\min_{\pi \in \Delta(\tau)} \eta(q, c_k - 1) + \text{KL}(q || q_k),$$

where $\text{KL}(\cdot || \cdot)$ is the KL-divergence, and $\eta > 0$ is a learning rate. Computing $q_k$ is implemented in two steps: first find the unconstrained minimizer and then project it into $\Delta(\tau)$, i.e.,

$$q_k = \arg\min_{q} \eta(q, c_k - 1) + \text{KL}(q || q_k - 1)$$

and

$$q_k = \arg\min_{q \in \Delta(\tau)} \text{KL}(q || q_k).$$

Eq. (3) has a closed form $q_k(s, a) = q_{k-1}(s, a) e^{-\eta c_k - 1(s, a)}$, and Eq. (4) can be formalized as a constrained convex optimization problem with the following linear constraints:

$$\forall s, a \in A, \sum_{s' \in S} q(s, a) e^{-\eta c_k - 1(s, a)} - \sum_{a' \in A} q(s', a') P(s'|s, a') = \mathbb{I}\{s = s_0\},$$

$$\sum_{s \in S} \sum_{a \in A} q(s, a) \leq \tau,$$

where we omitted non-negativity constraints. The first set of constraints are standard flow constraints, while the novel constraint (5) ensures that $T^\pi(s_0) \leq \tau$. In Appendix B we show how to solve this problem efficiently and describe implementation details for the algorithm. Pseudocode in Appendix C.

Finally, we need to pick the parameter $\tau$. While it needs to be upper bounded $T^\pi(s_0)$ in order to have $q^\pi \in \Delta(\tau)$, we want it to be as small as possible to get tighter regret guarantees. To that end, define the SSP-diameter [Tarbouriech et al., 2020] $D = \max_{s \in S} \min_{\pi \in \Pi_{\text{rep}}(s)} T^\pi(s)$ and pick $\tau = D/c_{\min}$. The diameter can be computed efficiently by finding the optimal policy w.r.t the constant cost function $c(s, a) = 1$ (see Appendix B). We refer to this policy as the fast policy $\pi^f$, and it holds that $D = \max_{s \in S} T^\pi(s)$.

Indeed $q^\pi \in \Delta(D/c_{\min})$ because the total cost of the best policy in hindsight in $K$ episodes is upper bounded by the total cost of any other policy, e.g., the fast policy (which is
at most $DK$), and is lower bounded by the expected time of $\pi^*$ times the minimal cost, i.e., $J^*_{\pi^*}(s_0) \geq c_{\text{min}}T^\pi_\tau(s_0)$ (see Appendix D). In Appendix A we also show that this choice of $\tau$ cannot be smaller in general.

In Appendix D we provide the full analysis of the algorithm yielding the following regret bound in expectation. Moreover, we show that all the chosen policies must be proper and therefore the goal is reached with probability 1 in all episodes.

**Theorem 1.** Under Assumption 1, the expected regret of SSP-O-REPS2 with known transition function and $\eta = \Theta(1/\sqrt{K})$ is

$$
E[R_K] \leq O\left(\frac{D}{c_{\text{min}}} \sqrt{K \log \frac{D|S||A|}{c_{\text{min}}}}\right) = \tilde{O}\left(\frac{D}{c_{\text{min}} \sqrt{K}}\right).
$$

### 3.2 High Probability Regret Bound

To obtain high probability regret bounds, we must control the deviation between the learner’s suffered cost and its expected value. While this is easily achievable in the finite-horizon setting through an application of Azuma inequality, it appears a major challenge in SSP since there is no finite upper bound on the learner’s cost. In fact, Appendix A illustrates a simple example with 0 expected regret, but constant probability to suffer large regret (linear in $K$). The idea here is that even though a policy has small cost in expectation, there might be a tiny probability that it suffers huge cost (this cannot happen in finite-horizon since the cost is always bounded by $H$). Finally, even an event with tiny probability will happen at least once if there is a large number of episodes $K$.

Our strategy to control the deviation between the learner’s actual suffered cost and its expected value is based on the observation that this quantity is closely related to the expected time to reach the goal from any state. This is illustrated by the following lemma whose proof is based on an adaptation of Azuma inequality to unbounded martingales (Theorem 11) which may be of independent interest.

**Lemma 1.** Assume that in each episode $k$ the learner plays a strategy $\sigma_k$ such that the expected time to reach the goal from any state is at most $\tau$. Then, with probability at least $1 - \delta$,

$$
\sum_{k=1}^K \sum_{i=1}^{c_k} c_k(s_i^k, a_i^k) \leq \sum_{k=1}^K \mathbb{E}\left[\sum_{i=1}^{c_k} c_k(s_i^k, a_i^k) \mid P, \sigma_k, s_1^k = s_0\right]
+ O\left(\tau \sqrt{K \log^3 \frac{K}{\delta}}\right).
$$

Thus, bounding the regret in high probability boils down to guaranteeing that $T^\pi_k(s) \leq D/c_{\text{min}}$ for all $s \in S$ and not just $s_0$. Unfortunately, these constraints admit a non-convex set of occupancy measures. To bypass this issue we propose the SSP-O-REPS2 algorithm that operates as follows: start every episode $k$ by playing the policy $\pi_k$ chosen by SSP-O-REPS (i.e., Eq. (2)), but once we reach a state $s$ whose expected time to the goal is too long (i.e., $T^\pi_s(s) \geq D/c_{\text{min}}$), switch to the fast policy $\pi^f$. We defer to the pseudocode in Appendix E.

Now the conditions of Lemma 1 are clearly met, so it remains to relate the expected cost of our new strategy $\sigma_k$ to this of $\pi_k$. The key novelty of our mid-episode policy switch is the timing. The naive approach would be to perform the switch when the policy takes too long, but then there is no way to bound the excess cost when compared to that of $\pi_k$. Performing the switch only once a “bad” state is reached ensures that the expected cost of $\sigma_k$ can only be better than $\pi_k$. The analysis in Appendix F makes these claims formal and proves the following high probability regret bound.

**Theorem 2.** Under Assumption 1, with probability $1 - \delta$, the regret of SSP-O-REPS2 with known transition function is

$$
R_K \leq O\left(\frac{D}{c_{\text{min}}} \left(\frac{K D|S||A|}{\delta c_{\text{min}}}\right)^{1/3}\right) = \tilde{O}\left(\frac{D}{c_{\text{min}} \sqrt{K}}\right).
$$

### 4 Unknown Transition Function

A standard technique to deal with unknown transition function in adversarial MDPs is to use optimistic estimates of $P$. We follow this approach but, as in the known transitions case, crucial modifications are necessary to apply optimism and obtain regret guarantees. In this section we describe our SSP-O-REPS3 algorithm for unknown transitions.

We start by describing the confidence sets and transition estimates used by the algorithm. SSP-O-REPS3 proceeds in epochs and updates the confidence set at the beginning of every epoch. The first epoch begins at the first time step, and an epoch ends once an episode ends or the number of visits to some state-action pair is doubled. Denote by $N^e(s, a)$ the number of visits to $(s, a)$ up to (and not including) epoch $e$ and by $N^e(s, a, s')$ the number of times this was followed by a transition to $s'$. Let $N^e_k(s, a) = \max\{N^e(s, a, s')\}$ and define the empirical transition function for epoch $e$ by $P^e(s'|s, a) = N^e(s, a, s')/N^e_k(s, a)$. Finally, define the confidence set for epoch $e$ as the set of all transition functions $P'$ such that for every $(s, a, s') \in S \times A \times (S \cup \{\emptyset\})$,

$$
|P'(s' \mid s, a) - P^e(s' \mid s, a)| \leq \epsilon_e(s' \mid s, a),
$$

where

$$
\epsilon_e(s' \mid s, a) = 8\sqrt{P^e(s' \mid s, a)A^e(s, a) + 28A^e(s, a)}
$$

is the confidence set radius for $A^e(s, a) = \log\left(|S||A|N^e_k(s, a)/\delta\right) / N^e_k(s, a)$.

By Bernstein inequality (see, e.g., [Azar et al., 2017]), these confidence sets contain $P$ with probability $1 - \delta$ for all epochs.

Next, we extend our OMD implementation to the unknown transitions case. We follow the elegant approach of [Rosenberg and Mansour, 2019] that use occupancy measures that are extended to include a transition function as well, that is,

$$
q^{P_{\pi^s}(s, a, s')} = \lim_{T \to \infty} \frac{1}{T} \mathbb{E}\left[\sum_{t=1}^T 1\{s_t = s, a_t = a, s_{t+1} = s'\}\right],
$$

where $\mathbb{E}[]$ is shorthand for $\mathbb{E}[\cdot \mid P, \pi, s_1 = s_0]$ here. Now an occupancy measure $q$ corresponds to a transition function-policy pair with the inverse mapping given by

$$
\pi^q(a \mid s) = \frac{q(s, a)}{q(s)} \text{ ; } P^q(s' \mid s, a) = \frac{q(s, a, s')}{q(s, a)},
$$

where $q(s, a) = \sum_{s' \in S \cup \{\emptyset\}} q(s, a, s')$ is the expected number of visits to $(s, a)$ w.r.t $P^q$ when playing $\pi^q$. We extend the set $\Delta(\tau)$ (which we cannot compute without knowing
The goal is at most $\tau$, and it admits the following OMD update step:

$$q_k = q^{P_k, \pi_k} = \arg \min_{q \in \Delta_{\epsilon}(\tau)} \eta(q, e_{k-1}) + \text{KL}(q \parallel q_{k-1}),$$

(6)

where $e(k)$ denotes the first epoch in episode $k$. Similarly to the known transitions case, this update can be performed efficiently. See Appendix G for details of the implementation.

In contrast to the known transitions case, this version of OMD cannot even guarantee bounded regret in expectation, because without knowledge of the transition function there is no guarantee that the chosen policies are even proper. Proper policies are important in SSP for two reasons: (1) they allow for upper bounds on the regret, and (2) because without knowledge of the transition function there is no guarantee that the chosen policies are even proper. Proper policies are important in SSP for two reasons: (1) they allow for upper bounds on the regret, and (2) because without knowledge of the transition function there is no guarantee that the chosen policies are even proper.

To overcome these challenges, we propose to force exploration in the following manner. Define a state to be unknown until every action was played at least $\Phi = \frac{D|S|}{c_{\min}} \log \frac{D|S||A|}{c_{\min}}$ times in this state (for some constant $\alpha > 0$), and known afterwards. When reaching an unknown state, we play the least played action so far (forcing exploration), and only then switch to the optimistic fast policy. The idea behind this forced exploration is inspired by Rosenberg et al. [2020] that show that once all states are known, the optimistic fast policy is proper with high probability.

To summarize, SSP-O-REPS3 operates as follows. We start each episode $k$ by playing the policy $\pi_k$ computed in Eq. (6), and maintain confidence sets that are updated at the beginning of every epoch. When we reach a state $s$ such that $T^{\pi_k}_k(s) \geq D/c_{\min}$, we switch to the optimistic fast policy. In addition, when an unknown state is reached we play the least played action up to this point and then switch to the optimistic fast policy. Finally, we also make the switch to the optimistic fast policy once the number of visits to some state-action pair is doubled, at which point we also recompute it. We defer to the full pseudocode in Appendix H and to the full analysis in Appendix I that yields the following regret bound.

**Theorem 3.** Under Assumption 1, with probability $1 - \delta$, the regret of SSP-O-REPS3 with known SSP-diameter $D$ is

$$R_K \leq \tilde{O}\left(\frac{D|S|}{c_{\min}} \sqrt{|A|K} + \frac{D^2|S|^2|A|}{c_{\min}^2}\right)$$

$$= \tilde{O}\left(\frac{D|S|}{c_{\min}} \sqrt{|A|K}\right),$$

where the last equality holds for $K \geq D^2|S|^2|A|/c_{\min}^2$.

Our analysis builds on ideas from Rosenberg et al. [2020] that analyze optimistic algorithms in SSP with stochastic costs. However, for the many reasons described in this paper and because our algorithm is not optimistic, many novel technical adaptations are needed in order to tackle the new challenges that arise when both the costs are adversarial and the transition function is unknown. Due to lack of space these are mostly presented in Appendix I, but here we give a short overview of the analysis.

Recall that the learner has two objectives in SSP: minimizing cost and reaching the goal. When transitions were known, we used Lemma 1 to say that (with high probability) the goal is reached in every episode, and then we could simply focus on bounding the regret. With unknown transitions, the argument for bounding the total time becomes more involved. The idea is that (with high probability) the number of steps between policy switches cannot be too long, as a consequence of our added mechanisms. To that end, we split the time steps into intervals. The first interval begins at the first time step, and an interval ends once (1) an episode ends, (2) an epoch ends, (3) an unknown state is reached, or (4) a policy switch is made due to reaching a “bad” state. Intuitively, we bound the length of every interval by $\tilde{O}(D/c_{\min})$ with high probability, and then use fact that the number of intervals is bounded by $\tilde{O}(K + D|S|^2|A|/c_{\min}^2)$ to bound the total time. Then, we show that the regret of the learner can be bounded by the regret of OMD (analyzed in Section 3) plus the square root of the total variance (times $|S|^2|A|$). Finally, we obtain our regret bound by noticing that the total variance is equal to the variance in each interval times the number of intervals, and bounding the variance in an interval by $O(D^2/c_{\min}^2)$.

**Estimating the SSP-diameter.** When the transition function is unknown, we cannot compute the diameter $D$. However, a careful look at our algorithms shows that we use it only twice. First, we pick $\tau = D/c_{\min}$ as an upper bound on the expected time of the best policy in hindsight. For this purpose it is enough to use $T^{\pi_0}_k(\cdot) / c_{\min}$, and therefore we shall dedicate the first $L$ episodes to computing an estimate
\( \tilde{D}(s_0) \) of \( T^{\pi^f}(s_0) \) before running SSP-O-REPS3. Second, \( D \) is used to make a switch when a “bad” or unknown state \( s \) is reached, but again it is enough to use \( T^{\pi^f}(s) \) instead. Similarly, we use the first \( L \) visits to \( s \) to estimate \( T^{\pi^f}(s) \) and then continue executing the algorithm with \( \tilde{D}(s) \) instead of \( D \).

To compute \( \tilde{D}(s) \) we run the algorithm of [Rosenberg et al., 2020] for regret minimization in SSP with constant cost of 1 (since it measures time). By their regret bound, we can set \( L \approx \sqrt{K} \) and suffer negligible additional regret. This is also enough to yield the two properties we need in order to keep the same regret bound (with high probability): \( \tilde{D}(s) \) is an upper bound on \( T^{\pi^f}(s) \) for any \( s \in S \), and \( \tilde{D}(s) \leq O(D) \) (i.e., it is not too large). Details and full proofs in Appendix J.

5 Discussion

Lower bound and future work. In this paper we presented the first algorithms to achieve sub-linear regret in SSP with adversarially changing costs. Building on some of our ideas, [Chen et al., 2020] recently proposed sophisticated algorithms with minimax optimal regret of \( \tilde{O}(\sqrt{DTc_{\min}K}) \) in the known transitions case, where \( T_s \) is the expected time of the best policy in hindsight. Interestingly, their lower bound reveals a gap from the stochastic setting (and from finite-horizon adversarial MDPs), showing that the adversarial SSP model is indeed significantly more challenging than previous models. Moreover, it shows that our regret bounds are near-optimal (up to \( 1/\sqrt{c_{\min}} \)) in the hard case where the expected time of \( \pi^* \) is as large as \( D/c_{\min} \) (see example in Appendix A).

There are still many interesting open problems in adversarial SSPs. Achieving minimax optimal regret with unknown dynamics is an important open problem that can hopefully be solved using some of the techniques presented here. The known transitions case is still far from solved as well. The algorithm of [Chen et al., 2020] requires knowing \( T_s \) in advance which is a very restrictive assumption. Estimating \( T_s \) on the fly is another important open problem which seems very challenging due to the adversarially changing costs.

SSP vs finite-horizon. As this paper and the works of [Tarbouriech et al., 2020; Rosenberg et al., 2020] attempt to show, the SSP problem presents very different challenges than finite-horizon MDPs (or equivalently loop-free SSPs) although they are seemingly similar in structure. These differences stem from the double objective that the agent has to face in SSP, i.e., minimizing cost vs reaching the goal, while the only focus of the finite-horizon model is minimizing cost (the time of each episode is bounded by \( H \) by definition). Apart from the conceptual difference, this leads to numerous technical challenges, where the biggest one is unbounded value functions and episode lengths. Note that almost every online learning problem has some boundedness assumptions and therefore novel technical tools must be used here (or at least non-trivial adaptations of existing tools, e.g., Theorem 11).

Dealing with adversarial costs in SSP is challenging even when the transition function is known to the learner. As described in this paper, using occupancy measures, this becomes an online linear optimization problem. However, unlike the finite-horizon case, in the SSP setting the decision set (i.e., the set of occupancy measures) does not have a bounded diameter (in finite-horizon it has diameter \( H \)), and this is the source of the unique challenges. To address these issues, we proposed to limit the decision set so it has a finite diameter (but still contains the best occupancy measure in hindsight). Surprisingly this is not enough to obtain high probability regret bounds (see example in Appendix A), because we cannot constrain the expected time from all states, and thus we used a novel notion of switching policy when reaching “bad” states.

When the transitions are unknown, all these challenges become harder because in order to estimate the expected cost of a policy to reasonable error (even just to determine whether it is proper), one needs very good estimation of the transition function. While in the finite-horizon setting OMD is easily generalized to unknown transitions through optimistic estimates, in adversarial SSP further adaptations are necessary.

Adversarial vs stochastic costs in SSP. In this paper we studied the effects of adversarially changing costs on the general SSP model without any restrictive assumptions, previously studied only under stochastic costs [Tarbouriech et al., 2020; Rosenberg et al., 2020]. The recent lower bound [Chen et al., 2020] shows that adversarial costs in SSP pose significant new challenges, as opposed to finite-horizon where the lower bound for adversarial or stochastic costs is the same.

Both [Tarbouriech et al., 2020; Rosenberg et al., 2020] use optimism w.r.t the costs, which ensures that the time is also bounded since they use the positive costs assumption, i.e., Assumption 1. While \( c_{\min} \) appears in their regret bounds, the latter is able to push it to an additive term (independent of \( K \)) and thus keep a regret of \( \tilde{O}(\sqrt{K}) \) in the general case (after applying perturbation). Since we are dealing with adversarial costs, we cannot use optimism. Instead we use the OMD method to handle the adversary, and must make sure that we do so while reaching the goal with high probability. For this reason we incorporate explicit constraints on the time, and these cause us to suffer regret that depends on \( D/c_{\min} \) instead of \( D \) since \( T^{\pi^*} \) is not bounded by \( D \) even though \( \pi^* \) is. This dependence is unavoidable in the adversarial case, and it also requires the additional challenge of estimating \( D \), while optimistic estimates are bounded by \( D \) (with high probability).

Technically, our analysis follows the framework of [Rosenberg et al., 2020] since we need to show the goal is reached with high probability. Yet, the mechanisms we introduced are necessary to make this framework useful in the adversarial case, and even then careful analysis is needed. Hopefully, the framework we introduced here will help obtain minimax optimal regret with unknown transitions. In this context, two notable mechanisms are forced exploration and policy switch in “bad” states. Forced exploration is key to handle large variance stochastic policies might have in SSP (without adversarial costs deterministic policies suffice). It ensures that we can determine whether our policies are proper as soon as possible and finish intervals early. While the motivation for switching in “bad” states is clear from known transitions, when dynamics are unknown this switch becomes problematic as we cannot guarantee it actually oc-
curs in “bad” states (our estimate for the time is not even optimi-

tistic). More ideas are required in order to bound the excess cost that comes from switching policies in falsely estimated “bad” states (see Appendix I).
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A Examples that illustrate some challenges in adversarial SSPs

A.1 Naive application of OMD fails in SSP

In general, the first policy that OMD picks is the one that maximizes the entropy, which is the uniform policy, i.e., \( \pi^n(a | s) = 1/|A| \) for every \((s, a) \in S \times A\). Next we show that, in SSP, this might result in exponential cost of \(|A|^{|S|}\) already in the first episode. In the finite-horizon setting, this is not a concern because the cost in a single episode is always bounded by \(H\), while in SSP it can be infinite.

Consider the following example shows that the expected time of the best policy in hindsight might be \(\Omega(|A||S|)\). In every state \(s\) there is one action \(a(1)\) (picked uniformly at random in advance) such that \(P(s+1 | s, a(1)) = 1\), while the other actions return the agent to the initial state \(s\). Finally, the cost function in the first episode in which OMD picks \(\pi^n\) is simply \(c(s, a) = 1\) for every \((s, a) \in S \times A\).

Clearly the best policy in this case is to pick \(a(1)\) in state \(s\) and then the total cost is \(|S|\) (the SSP-diameter in this example is also \(|S|\)). However, the uniform policy picks this action only with probability \(1/|A|\) which yields exponential expected time to reach the goal (and therefore exponential cost). To see that consider the Bellman equations for \(\pi^n\):

\[
J^n(s) = 1 + \frac{1}{|A|} \cdot J^n(s+1) + \frac{1}{|A|} \cdot J^n(s), \quad \forall s \in S,
\]

Solving these equations gives \(J^n(s_0) = J^n(1) = \frac{|A|(|A|^{|S|}-1)}{|A|-1} \geq |A||S|\).

A.2 The expected time of the best policy in hindsight might be \(\Omega(D/c_{min})\)

The following example shows that the expected time of the best policy in hindsight might be \(\Omega(D/c_{min})\), and therefore there is no better a priori choice for \(\tau\).

Consider the MDP \(M = (S, A, P, s_0, c)\) that has only one state (other than the goal) and two actions. Playing action \(a_1\) transitions to the goal with probability \(1/D\) and back to \(s_0\) with probability \(1 - 1/D\), i.e., \(P(s_0 | s_0, a_1) = 1 - 1/D\) and \(P(s_1 | s_0, a_1) = 1/D\). Therefore, the expected time of the policy that plays \(a_1\) is \(D\) and so the SSP-diameter is also bounded by \(D\).

Playing action \(a_2\) transitions to the goal with probability \(2c_{min}/D\) and back to \(s_0\) with probability \(1 - 2c_{min}/D\), i.e., \(P(s_0 | s_0, a_2) = 1 - 2c_{min}/D\) and \(P(s_1 | s_0, a_2) = 2c_{min}/D\). Therefore, the expected time of the policy that plays \(a_1\) is \(D/2c_{min}\).

A priori there is no way to tell if \(a_1\) or \(a_2\) will be the best policy in hindsight. For example, if \(c(s_0, a_1) = 1\) and \(c(s_0, a_2) = c_{min}\) then \(a_2\) is better, and if \(c(s_0, a_1) = 1\) and \(c(s_0, a_2) = 3c_{min}\) then \(a_1\) is better. Thus, the smallest possible choice for \(\tau\) in this case is \(D/2c_{min} = \Omega(D/c_{min})\).

A.3 A bound on the expected regret does not guarantee a high probability regret bound in SSP

In most online learning problems, algorithms that guarantee bounded regret in expectation also guarantee bounded regret with high probability. The way to show this (in most problems) is by Azuma inequality for bounded martingales. However, the SSP problem is unique in the sense that guaranteeing bounded regret in expectation is significantly easier than guaranteeing bounded regret with high probability. This is illustrated by the following simple example in which there exists a policy with 0 expected regret, but linear regret with constant probability of at least 1/30.

Consider the MDP \(M = (S, A, P, s_0, c)\) that has only two states (other than the goal) and two actions. In state \(s_0\) playing action \(a_1\) simply transitions to the goal, i.e., \(P(s_1 | s_0, a_1) = 1\). In this state playing action \(a_2\) transitions to the goal with probability \(p = 1 - 10c_{min}/10K\) and transitions to state \(s_1\) with probability \(1 - p\), i.e., \(P(g | s_0, a_2) = p\) and \(P(s_1 | s_0, a_2) = 1 - p\). Moreover, in state \(s_1\) both actions have the same effect. They transition to the goal with probability \(1/10K\) and remain in state \(s_1\) with probability \(1 - 1/10K\), i.e., \(P(g | s_1, a_1) = 1/10K\) and \(P(s_1 | s_1, a_1) = 1 - 1/10K\) for \(i = 1, 2\).

Now consider the simple case where the cost function is the same for all episodes. Playing action \(a_1\) always suffers a cost of 1, i.e., \(c(s_0, a_1) = c(s_1, a_1) = 1\). Playing action \(a_2\) suffers cost of \(c_{min}\) in \(s_0\) but cost of 1 in \(s_1\), i.e., \(c(s_0, a_2) = c_{min}\) and \(c(s_1, a_2) = 1\). There are only two policies: \(\pi_1\) plays action \(a_1\) in state \(s_0\), and \(\pi_2\) plays \(a_2\). Notice that both policies have the same expected cost since clearly \(J^{\pi_2}(s_0) = \pi_2(s_0) = 1\) and

\[
J^{\pi_2}(s_0) = c_{min} + p \cdot 0 + (1 - p) \cdot 10K = c_{min} + \frac{1 - c_{min}}{10K} \cdot 10K = 1.
\]

Moreover, both have similar expected time since clearly \(T^{\pi_1}(s_0) = 1\) and

\[
T^{\pi_2}(s_0) = 1 + p \cdot 0 + (1 - p) \cdot 10K = 1 + \frac{1 - c_{min}}{10K} \cdot 10K = 2 - c_{min} \leq 2.
\]
Thus, playing policy $\pi_2$ in all episodes has optimal expected regret of 0 since

$$E[R_K] = E\left[\sum_{k=1}^{K} J^{\pi_2}(s_0) - 1\right] = E\left[\sum_{k=1}^{K} 1 - 1\right] = 0.$$ 

However, we now show that with probability at least $1/2$ the actual regret is linear. Define the event $E_k$ in episode $k$ the agent’s cost was at most $2K$. Now define $E = \cap_{k=1}^{K} E_k$ as the event that $E_k$ occurs for all episodes. Notice that if $E$ does not occur than the regret is linear in $K$ since in some episode $k$ the cost was at least $2K$ while the overall cost of $\pi_1$ in all episodes is just $K$. The following lemma proves that event $E_k$ occurs with probability at most $1 - 1/26$ and therefore event $E$ indeed occurs with probability at most $(1 - 1/26)^K \leq e^{-1/26} \leq 29/30$.

**Lemma 2.** For every $k = 1, \ldots, K$ it holds that $Pr[E_k] \leq 1 - 1/26K$.

**Proof.** Recall that $E_k$ is the event that the actual cost of the learner in episode $k$ is bounded by $2K$. The probability of that is the probability to transition to the goal from $s_0$ or to transition to $s_1$ and stay there for at most $2K$ steps. Thus,

$$Pr[E_k] \leq p + (1-p) \sum_{i=1}^{2K} (1 - \frac{1}{10K})^i \cdot \frac{1}{10K}$$

$$= 1 - \frac{c_{\min}}{10K} + \frac{1 - c_{\min}}{100K^2} \sum_{i=1}^{2K} (1 - \frac{1}{10K})^i$$

$$\leq 1 - \frac{1}{10K} + \frac{1 - c_{\min}}{100K^2} \cdot \frac{1}{10K} \times (1 - (\frac{1}{10K})^{2K+1})$$

$$= 1 - \frac{1 - c_{\min}}{10K} + \frac{1 - c_{\min}}{10K} \cdot \frac{1}{5} \leq 1 - \frac{1 - c_{\min}}{13K} \leq 1 - \frac{1}{26K},$$

where the third inequality holds for large enough $K$ since $(1 - \frac{1}{10K})^{2K+1} \to e^{-1/5}$, and the last inequality holds for $c_{\min} \leq 1/2$. 


Before describing the algorithm, some more definitions are in order. First, define $\text{KL}(q \parallel q')$ as the unnormalized Kullback–Leibler divergence between two occupancy measures $q$ and $q'$:

$$\text{KL}(q \parallel q') = \sum_{s \in S} \sum_{a \in A} q(s, a) \log \frac{q(s, a)}{q'(s, a)} + q'(s, a) - q(s, a).$$

Furthermore, let $R(q)$ define the unnormalized negative entropy of the occupancy measure $q$:

$$R(q) = \sum_{s \in S} \sum_{a \in A} q(s, a) \log q(s, a) - q(s, a).$$

SSP-O-REPS chooses its occupancy measures as follows:

$$q_1 = q_1^{x_1} = \arg\min_{q \in \Delta(D/c_{\text{min}})} R(q)$$

$$q_{k+1} = q_{k+1}^{x_{k+1}} = \arg\min_{q \in \Delta(D/c_{\text{min}})} \eta(q, c_k) + \text{KL}(q \parallel q_k).$$

As shown by [Zimin and Neu, 2013], each of these steps can be split into an unconstrained minimization step, and a projection step. Thus, $q_1$ can be computed as follows:

$$q_1' = \arg\min_q R(q)$$

$$q_1 = \arg\min_{q \in \Delta(D/c_{\text{min}})} \text{KL}(q \parallel q_1'),$$

where $q_1'$ has a closed-from solution $q_1'(s, a) = 1$ for every $s \in S$ and $a \in A$. Similarly, $q_{k+1}$ is computed as follows for every $k = 1, \ldots, K - 1$:

$$q_{k+1}' = \arg\min_q \eta(q, c_k) + \text{KL}(q \parallel q_k)$$

$$q_{k+1} = \arg\min_{q \in \Delta(D/c_{\text{min}})} \text{KL}(q \parallel q_{k+1}'),$$

where again $q_{k+1}'$ has a closed-from solution $q_{k+1}'(s, a) = q_k(s, a)e^{-\eta c(s, a)}$ for every $s \in S$ and $a \in A$. Therefore, we just need to show that the projection step can be computed efficiently (the implementation follows [Zimin and Neu, 2013]). We start by formulating the projection step as a constrained convex optimization problem:

$$\min_q \text{KL}(q \parallel q_{k+1}')$$

s.t. \(\begin{align*}
\sum_{a \in A} q(s, a) - \sum_{s' \in S} \sum_{a' \in A} P(s \mid s', a')q(s', a') & = I\{s = s_0\} \\
\sum_{s \in S} \sum_{a \in A} q(s, a) & \leq \frac{D}{c_{\text{min}}} \\
q(s, a) & \geq 0
\end{align*}\) \forall (s, a) \in S \times A

To solve the problem, consider the Lagrangian:

$$\mathcal{L}(q, \lambda, v) = \text{KL}(q \parallel q_{k+1}') + \lambda \left(\sum_{s \in S} \sum_{a \in A} q(s, a) - \frac{D}{c_{\text{min}}}\right)$$

$$+ \sum_{s \in S} v(s) \left(\sum_{s' \in S} \sum_{a' \in A} P(s \mid s', a')q(s', a') + I\{s = s_0\} - \sum_{a \in A} q(s, a)\right)$$

$$= \text{KL}(q \parallel q_{k+1}') + \sum_{s \in S} \sum_{a \in A} q(s, a) \left(\lambda + \sum_{s' \in S} P(s' \mid s, a)v(s') - v(s)\right)$$

$$+ v(s_0) - \frac{D}{c_{\text{min}}} \lambda$$
where $\lambda$ and $\{v(s)\}_{s \in S}$ are Lagrange multipliers. Differentiating the Lagrangian with respect to any $q(s, a)$, we get

$$\frac{\partial \mathcal{L}(q, \lambda, v)}{\partial q(s, a)} = \log q(s, a) - \log q_{k+1}^t(s, a) + \lambda + \sum_{s' \in S} P(s' | s, a) v(s') - v(s).$$

Hence, setting the gradient to zero, we obtain the formula for $q_{k+1}(s, a)$:

$$q_{k+1}(s, a) = \frac{1}{q_{k+1}^t(s, a)} e^{-\lambda - \sum_{s' \in S} P(s' | s, a) v(s')} + v(s)
= q_k(s, a) e^{-\lambda - \mu + B_k^\pi(s, a)},$$

where the second equality follows from the formula of $q_{k+1}^t(s, a)$, and setting $c_0(s, a) = 0$ and $q_0(s, a) = 1$ for every $s \in S$ and $a \in A$. The last equality follows by defining $B_k^\pi(s, a) = v(s) - \eta c_k(s, a) - \sum_{s' \in S} P(s' | s, a) v(s')$.

We now need to compute the value of $\lambda$ and $\nu$ at the optimum. To that end, we write the dual problem $D(\lambda, \nu) = \min_q \mathcal{L}(q, \lambda, \nu)$ by substituting $q_{k+1}$ back into $\mathcal{L}$:

$$D(\lambda, \nu) = \sum_{s \in S} \sum_{a \in A} q_{k+1}^t(s, a) - \sum_{s \in S} \sum_{a \in A} q_{k+1}(s, a) + v(s_0) - \lambda \frac{D}{c_{\min}}
= - \sum_{s \in S} \sum_{a \in A} q_k(s, a) e^{-\lambda + B_k^\pi(s, a)} + v(s_0) - \lambda \frac{D}{c_{\min}} + \sum_{s \in S} \sum_{a \in A} q_{k+1}^t(s, a).$$

Now we obtain $\lambda$ and $\nu$ by maximizing the dual. Equivalently, we can minimize the negation of the dual (and ignore the term $\sum_{s \in S} \sum_{a \in A} q_{k+1}^t(s, a)$), that is:

$$\lambda_{k+1}, \nu_{k+1} = \arg\min_{\lambda \geq 0, \nu} \sum_{s \in S} \sum_{a \in A} q_k(s, a) e^{-\lambda + B_k^\pi(s, a)} + \lambda \frac{D}{c_{\min}} - v(s_0).$$

This is a convex optimization problem with only non-negativity constraints (and no constraints about the relations between the variables), which can be solved efficiently using iterative methods like gradient descent.

### B.2 Computing the SSP-diameter and the fast policy

The fast policy $\pi^f$ is a deterministic stationary policy that minimizes the time to the goal state from all states simultaneously (its existence is similar to regular MDPs, for a detailed proof see [Bertsekas and Tsitsiklis, 1991]). Thus, $\pi^f$ is the optimal policy w.r.t the constant cost function $c(s, a) = 1$ for every $s \in S$ and $a \in A$.

Finding the optimal policy of an SSP instance is known as the planning problem. By [Bertsekas and Tsitsiklis, 1991], this problem can be solved efficiently using Linear Programming (LP), Value Iteration (VI) or Policy Iteration (PI).

The SSP-diameter $D$ is an upper bound on the expected time it takes to reach the goal from some state, and therefore $D = \max_{s \in S} T^{\pi^f}(s)$. Thus, in order to compute $\pi^f$ and $D$ we need to perform the following steps:

1. Compute the optimal policy $\pi^f$ w.r.t the constant cost function $c(s, a) = 1$, using LP or VI.
2. Compute $T^{\pi^f}(s)$ for every $s \in S$ by solving the linear Bellman equations:

$$T^{\pi^f}(s) = 1 + \sum_{a \in A} \sum_{s' \in S} \pi^f(a | s) P(s' | s, a) T^{\pi^f}(s') \quad \forall s \in S.$$

3. Set $D = \max_{s \in S} T^{\pi^f}(s)$. 

C Pseudo-code for SSP-O-REPS

Algorithm 1 SSP-O-REPS

Input: state space $S$, action space $A$, transition function $P$, minimal cost $c_{\text{min}}$, optimization parameter $\eta$.

Initialization:
Compute the SSP-diameter $D$ (see Appendix B.2).
Set $q_0(s, a) = 1$ and $c_0(s, a) = 0$ for every $(s, a) \in S \times A$.

for $k = 1, 2, \ldots$ do
  Compute $\lambda_k, v_k$ as follows (using, e.g., gradient descent):
  $$\lambda_k, v_k = \arg \min_{\lambda \geq 0, v} \sum_{s \in S} \sum_{a \in A} q_{k-1}(s, a)e^{-\lambda + B_{k-1}^v(s, a)} + \lambda \frac{D}{c_{\text{min}}} - v(s_0),$$
  where $B_{k}^v(s, a) = v(s) - \eta c_{k}(s, a) - \sum_{s' \in S} P(s' \mid s, a)v(s')$.
  Compute $q_k$ as follows for every $(s, a) \in S \times A$:
  $$q_k(s, a) = q_{k-1}(s, a)e^{-\lambda_k + B_{k-1}^v(s, a)}.$$

  Compute $\pi_k$ as follows for every $(s, a) \in S \times A$:
  $$\pi_k(a \mid s) = \frac{q_k(s, a)}{\sum_{a' \in A} q_k(s, a')}.$$

Set $s_k^1 \leftarrow s_0$, $i \leftarrow 1$.
while $s^i_k \neq g$ do
  Play action according to $\pi_k$, i.e., $a_k^i \sim \pi_k \cdot s_k^i$.
  Observe next state $s_{i+1}^k \sim P(\cdot \mid s_i^k, a_i^k)$, $i \leftarrow i + 1$.
end while
Set $I^k \leftarrow i - 1$.
Observe cost function $c_k$ and suffer cost $\sum_{j=1}^{I_k} c_k(s_j^k, a_j^k)$.
end for
D Proofs for Section 3.1

Lemma 3. It holds that \( q^* \in \Delta(D/c_{\min}) \).

Proof. Denote by \( \pi^f \) the fast policy, i.e., \( \pi^f = \arg \min_{\pi \in \Pi_{\text{prop}}} T^\pi(s_0) \). By definition of the SSP-diameter we have that \( T^\pi(s_0) \leq D \). Now, recall that \( \pi^* \) is the best policy in hindsight and therefore

\[
\frac{1}{K} \sum_{k=1}^{K} J_k^\pi(s_0) \leq \frac{1}{K} \sum_{k=1}^{K} J_k^{\pi^f}(s_0) \leq \frac{1}{K} \sum_{k=1}^{K} T^\pi(s_0) \leq D,
\]

where the second inequality follows because \( c_k(s, a) \leq 1 \).

However, we also have that \( c_k(s, a) \geq c_{\min} \) and therefore \( J_k^\pi(s_0) \geq c_{\min} T^\pi(s_0) \). Thus, combining with Equation (8), we obtain

\[
c_{\min} T^\pi(s_0) \leq \frac{1}{K} \sum_{k=1}^{K} J_k^\pi(s_0) \leq D.
\]

This finishes the proof since \( T^\pi(s_0) \leq \frac{D}{c_{\min}} \).

D.1 Proof of Theorem 1

Lemma 4. Let \( \tau \geq 1 \). For every \( q \in \Delta(\tau) \) it holds that \( R(q) \leq \tau \log \tau \).

Proof.

\[
R(q) = \sum_{s \in S} \sum_{a \in A} q(s, a) \log q(s, a) - \sum_{s \in S} \sum_{a \in A} q(s, a)
\]

\[
\leq \sum_{s \in S} \sum_{a \in A} q(s, a) \log q(s, a)
\]

\[
= \sum_{s \in S} \sum_{a \in A} q(s, a) \log \frac{q(s, a)}{\tau} + \sum_{s \in S} \sum_{a \in A} q(s, a) \log \tau
\]

\[
\leq \sum_{s \in S} \sum_{a \in A} q(s, a) \log \tau \leq \tau \log \tau,
\]

where the first two inequalities follow from non-positivity, and the last one from the definition of \( \Delta(\tau) \).

Lemma 5. Let \( \tau \geq 1 \). For every \( q \in \Delta(\tau) \) it holds that \( -R(q) \leq \tau(1 + \log(|S||A|)) \).

Proof. Similarly to Lemma 4 we have that

\[
-R(q) = -\sum_{s \in S} \sum_{a \in A} q(s, a) \log \frac{q(s, a)}{\tau} + \sum_{s \in S} \sum_{a \in A} q(s, a) - \sum_{s \in S} \sum_{a \in A} q(s, a) \log \tau
\]

\[
\leq -\tau \sum_{s \in S} \sum_{a \in A} q(s, a) \log \frac{q(s, a)}{\tau} + \tau \leq \tau \log(|S||A|) + \tau,
\]

where the first inequality follows because the last term is non-positive and from the definition of \( \Delta(\tau) \), and the last inequality follows from properties of Shannon’s entropy.

Proof of Theorem 1. We start with a fundamental inequality of OMD (see, e.g., [Zimin and Neu, 2013]) that holds for every \( q \in \Delta(D/c_{\min}) \) (by Lemma 3 it also holds for \( q^* \)),

\[
\sum_{k=1}^{K} \langle q_k - q^*, c_k \rangle \leq \sum_{k=1}^{K} \langle q_k - q'_{k+1}, c_k \rangle + \frac{\text{KL}(q^* \parallel q_1)}{\eta},
\]

For the first term we use the exact form of \( q'_{k+1} \) and the inequality \( e^x \geq 1 + x \) to obtain

\[
q'_{k+1}(s, a) = q_k(s, a)e^{-\eta c_k(s, a)} \geq q_k(s, a) - \eta q_k(s, a)c_k(s, a).
\]
We substitute this back and obtain
\[
\sum_{k=1}^{K} \langle q_k - q_{k+1}, c_k \rangle \leq \eta \sum_{k=1}^{K} \sum_{s \in S} \sum_{a \in A} q_k(s, a) c_k(s, a)^2 \leq \eta \sum_{k=1}^{K} \sum_{s \in S} q_k(s, a)
\]
\[
= \eta \sum_{k=1}^{K} T^{\pi_k}(s_0) \leq \eta K \frac{D}{c_{\text{min}}},
\]
(10)
where the last inequality follows from the definition of \( \Delta(D/c_{\text{min}}) \).

Next we use Lemmas 4 and 5 to bound the second term of Equation (9). Recall that \( q_1 \) minimizes \( R \) in \( \Delta(D/c_{\text{min}}) \), this implies that \( \langle \nabla R(q_1), q^\pi - q_1 \rangle \geq 0 \) because otherwise we could decrease \( R \) by taking small step in the direction \( q^\pi - q_1 \).

Thus we obtain
\[
\text{KL}(q^\pi || q_1) = R(q^\pi) - R(q_1) - \langle \nabla R(q_1), q^\pi - q_1 \rangle \leq R(q^\pi) - R(q_1)
\]
\[
\leq \frac{D}{c_{\text{min}}} \log \frac{D}{c_{\text{min}}} + \frac{D}{c_{\text{min}}} (1 + \log(|S||A|)) \leq 3 \frac{D}{c_{\text{min}}} \log \frac{D|S||A|}{c_{\text{min}}},
\]
(11)

By substituting Equations (10) and (11) into Equation (9) and choosing \( \eta = \sqrt{\frac{3 \log D|S||A|}{K c_{\text{min}}}} \), we obtain,
\[
\sum_{k=1}^{K} \langle q_k - q^\pi, c_k \rangle \leq \eta K \frac{D}{c_{\text{min}}} + \frac{3D}{c_{\text{min}}} \log \frac{D|S||A|}{c_{\text{min}}} \leq \frac{2D}{c_{\text{min}}} \sqrt{3K \log \frac{D|S||A|}{c_{\text{min}}}}.
\]
(12)
This finishes the proof since
\[
\mathbb{E}[R_K] = \mathbb{E} \left[ \sum_{k=1}^{K} \langle q_k - q^\pi, c_k \rangle \right].
\]

D.2 SSP-O-REPS picks proper policies
For every policy \( \pi_k \) chosen by SSP-O-REPS it holds that \( T^{\pi_k}(s_0) \leq D/c_{\text{min}} \). If there exists some state \( s \in S \) such that \( T^{\pi_k}(s) = \infty \), then the probability to reach it must be zero, since otherwise \( T^{\pi_k}(s_0) = \infty \). Thus there exists \( B > 0 \) such that if \( s \) is reachable from \( s_0 \) using \( \pi_k \) then \( T^{\pi_k}(s) \leq B \). By Lemma 6, this implies that the goal state will be reached in every episode with probability 1. Thus, all policies chosen by SSP-O-REPS are proper.
E  Pseudo-code for SSP-O-REPS2

Algorithm 2  SSP-O-REPS2

Input: state space $S$, action space $A$, transition function $P$, minimal cost $c_{\text{min}}$, optimization parameter $\eta$.

Initialization:
Compute the SSP-diameter $D$ and the fast policy $\pi^f$ (see Appendix B.2).
Set $q_0(s, a) = 1$ and $c_0(s, a) = 0$ for every $(s, a) \in S \times A$.

for $k = 1, 2, \ldots$ do

  Compute $\lambda_k, v_k$ as follows (using, e.g., gradient descent):

  \[
  \lambda_k, v_k = \arg \min_{\lambda \geq 0, v} \sum_{s \in S} \sum_{a \in A} q_{k-1}(s, a)e^{-\lambda + B^v_{k-1}(s, a)} + \lambda \frac{D}{c_{\text{min}}} - v(s_0),
  \]

  where $B^v_k(s, a) = v(s) - \eta c_k(s, a) - \sum_{s' \in S} P(s' \mid s, a)v(s')$.

  Compute $q_k$ as follows for every $(s, a) \in S \times A$:

  \[
  q_k(s, a) = q_{k-1}(s, a)e^{-\lambda_k + B^v_{k-1}(s, a)}.
  \]

  Compute $\pi_k$ as follows for every $(s, a) \in S \times A$:

  \[
  \pi_k(a \mid s) = \frac{q_k(s, a)}{\sum_{a' \in A} q_k(s, a')}.\]

  Set $T^\pi_k(s) \leftarrow \frac{D}{c_{\text{min}}}$ for every $s \in S$ such that $q^\pi_k(s) = \sum_{a \in A} q^\pi_k(s, a) = 0$.

  Compute $T^\pi_k$ by solving the following linear equations (the Bellman equations):

  \[
  T^\pi_k(s) = 1 + \sum_{a \in A} \sum_{s' \in S} \pi_k(a \mid s)P(s' \mid s, a)T^\pi_k(s') \quad \forall s \in \{s \in S : \sum_{a \in A} q^\pi_k(s, a) > 0\}.
  \]

  Set $s^k_1 \leftarrow s_0, i \leftarrow 1$.

  while $s^k_i \neq g$ and $T^\pi_k(s^k_i) < \frac{D}{c_{\text{min}}}$ do

    Play action according to $\pi_k$, i.e., $a^k_i \sim \pi_k(\cdot \mid s^k_i)$.

    Observe next state $s^k_{i+1} \sim P(\cdot \mid s^k_i, a^k_i), i \leftarrow i + 1$.

  end while

  while $s^k_i \neq g$ do

    Play action according to $\pi^f$, i.e., $a^k_i \sim \pi^f(\cdot \mid s^k_i)$.

    Observe next state $s^k_{i+1} \sim P(\cdot \mid s^k_i, a^k_i), i \leftarrow i + 1$.

  end while

  Set $I^k \leftarrow i - 1$.

  Observe cost function $c_k$ and suffer cost $\sum_{j=1}^{I^k} c_k(s^k_j, a^k_j)$.

end for
F Proofs for Section 3.2

F.1 Proof of Lemma 1

Lemma 6. Let be a strategy such that the expected time of reaching the goal state when starting at state is at most for every . Then, the probability that takes more than steps to reach the goal state is at most .

Proof. By Markov inequality, the probability that takes more than steps before reaching the goal state is at most . Iterating this argument, we get that the probability that takes more than steps before reaching the goal state is at most . In general, for any , the probability that takes more than steps before reaching the goal state is at most .

Proof of Lemma 1. Define

This is a martingale difference sequence, and in order to use Theorem 11 we need to show that with high probability using Lemma 1.

By Theorem 11, , with probability , which gives the Lemma’s statement.

F.2 Proof of Theorem 2

Lemma 7. For every , it holds that

Proof. Until a state with is reached, the strategy is the same as the policy . If such a state is reached then , where the first inequality is because all costs are bounded from below by . On the other hand, , where the last inequality follows by the definition of the fast policy and the SSP-diameter. Therefore, .

Lemma 8. For every , the strategy of the learner ensures that the expected time to the goal state from any initial state is at most .

Proof. Let . If , then we play the fast policy when we start in . Thus, the expected time to the goal when starting in will be at most .

If , then the expected time to the goal when starting in will also be at most since playing only decreases the expected time.

Proof of Theorem 2. We decompose the regret into two terms as follows,

The first term accounts for the deviations in the performance of the learner’s strategies from their expected value, and is bounded with high probability using Lemma 1.
The second term is the difference between the expected performance of the learner’s strategies and the best policy in hindsight. Using Lemma 7, we can bound it as follows,

\[
\sum_{k=1}^{K} \mathbb{E} \left[ \sum_{i=1}^{I^k} c_k(s_i^k, a_i^k) \mid P, \sigma_k, s_1^k = s_0 \right] - \sum_{k=1}^{K} J_k^{\pi^*}(s_0) \leq \sum_{k=1}^{K} J_k^{\pi_k}(s_0) - \sum_{k=1}^{K} J_k^{\pi^*}(s_0)
\]

\[
= \sum_{k=1}^{K} \langle q^{\pi_k} - q^{\pi^*}, c_k \rangle
\]

\[
\leq \frac{2D}{\epsilon_{\min}} \sqrt{3K \log \frac{D|S||A|}{\epsilon_{\min}}},
\]

where the last inequality follows from Equation (12), and the equality follows because

\[
J_k^{\pi}(s_0) = \sum_{s \in S} \sum_{a \in A} q^{\pi}(s, a)c_k(s, a) = \langle q^{\pi}, c_k \rangle.
\]
G Implementation details for SSP-O-REPS3

G.1 Computing $q_k$

After extending the occupancy measures, we must extend our additional definitions. Define $KL(q \parallel q')$ as the unnormalized Kullback–Leibler divergence between two occupancy measures $q$ and $q'$:

$$KL(q \parallel q') = \sum_{s \in S} \sum_{a \in A} \sum_{s' \in S^+} q(s, a, s') \log \frac{q(s, a, s')}{q'(s, a, s')} + q'(s, a, s') - q(s, a, s'),$$

where $S^+ = S \cup \{q\}$. Furthermore, let $R(q)$ define the unnormalized negative entropy of the occupancy measure $q$:

$$R(q) = \sum_{s \in S} \sum_{a \in A} \sum_{s' \in S^+} q(s, a, s') \log q(s, a, s') - q(s, a, s').$$

SSP-O-REPS3 chooses its occupancy measures as follows:

$$q_1 = q^{P_1, \pi_1} = \arg \min_{q \in \Delta_{x(1)(D/c_{\text{min}})}} R(q)$$

$$q_{k+1} = q^{P_{k+1}, \pi_{k+1}} = \arg \min_{q \in \Delta_{x(k+1)(D/c_{\text{min}})}} \eta(q, c_k) + KL(q \parallel q_k).$$

As shown in [Rosenberg and Mansour, 2019a], each of these steps can be split into an unconstrained minimization step, and a projection step. Thus, $q_1$ can be computed as follows:

$$q_1' = \arg \min_{q} R(q)$$

$$q_1 = \arg \min_{q \in \Delta_{x(1)(D/c_{\text{min}})}} KL(q \parallel q_1'),$$

where $q_1'$ has a closed-from solution $q_1'(s, a, s') = 1$ for every $(s, a, s') \in S \times A \times S^+$. Similarly, $q_{k+1}$ is computed as follows for every $k = 1, \ldots, K - 1$:

$$q_{k+1}' = \arg \min_{q} \eta(q, c_k) + KL(q \parallel q_k)$$

$$q_{k+1} = \arg \min_{q \in \Delta_{x(k+1)(D/c_{\text{min}})}} KL(q \parallel q_{k+1}'),$$

where again $q_{k+1}'$ has a closed-from solution $q_{k+1}'(s, a, s') = q_k(s, a, s')e^{-\eta c_k(s, a)}$ for every $(s, a, s') \in S \times A \times S^+$. Therefore, we just need to show that the projection step can be computed efficiently (the implementation follows [Rosenberg and Mansour, 2019a; Jin et al., 2020]). We start by formulating the projection step as a constrained convex optimization problem (where $c = e(k+1)$):

$$\min_{q} \quad KL(q \parallel q_{k+1})$$

s.t.

$$\sum_{s \in S} \sum_{a \in A} q(s, a, s') - \sum_{s' \in S} \sum_{a' \in A} q(s', a', s) = \mathbb{I}\{s = s_0\} \quad \forall s \in S$$

$$q(s, a, s') \leq (\bar{P}_e(s' \mid s, a) + \epsilon_e(s' \mid s, a)) \sum_{s'' \in S^+} q(s, a, s'') \quad \forall (s, a, s') \in S \times A \times S^+$$

$$q(s, a, s') \geq (\hat{P}_e(s' \mid s, a) - \epsilon_e(s' \mid s, a)) \sum_{s'' \in S^+} q(s, a, s'') \quad \forall (s, a, s') \in S \times A \times S^+$$

$$\sum_{s \in S} \sum_{a \in A} \sum_{s' \in S^+} q(s, a, s') \leq \frac{D}{\epsilon_{\text{min}}}$$

$$q(s, a, s') \geq 0 \quad \forall (s, a, s') \in S \times A \times S^+$$
To solve the problem, consider the Lagrangian:

\[
\mathcal{L}(q, \lambda, v, \mu) = \text{KL}(q \parallel q_{k+1}) + \lambda \left( \sum_{s \in S} \sum_{a \in A} \sum_{s' \in S^+} q(s, a, s') - \frac{D}{c_{\min}} \right) \\
+ \sum_{s \in S} v(s) \left( \sum_{s' \in S} \sum_{a' \in A} q(s', a', s) + \|s = s_0\| - \sum_{a \in A} \sum_{s' \in S^+} q(s, a, s') \right) \\
+ \sum_{s \in S} \sum_{a \in A} \sum_{s' \in S^+} \mu^+(s, a, s') \left( q(s, a, s') - (\hat{P}_c(s' \mid s, a) + \epsilon_c(s' \mid s, a)) \sum_{s'' \in S^+} q(s, a, s'') \right) \\
+ \sum_{s \in S} \sum_{a \in A} \sum_{s' \in S^+} \mu^-(s, a, s') \left( (\hat{P}_c(s' \mid s, a) - \epsilon_c(s' \mid s, a)) \sum_{s'' \in S^+} q(s, a, s'') - q(s, a, s') \right)
\]

where \(\lambda, \{v(s)\}_{s \in S}, \{\mu^+(s, a, s')\}_{(s, a, s') \in S \times A \times S^+}\) and \(\{\mu^-(s, a, s')\}_{(s, a, s') \in S \times A \times S^+}\) are Lagrange multipliers, and we set \(v(q) = 0\) for convenience. Differentiating the Lagrangian with respect to any \(q(s, a, s')\), we get

\[
\frac{\partial \mathcal{L}(q, \lambda, v, \mu)}{\partial q(s, a, s')} = \log \frac{q(s, a, s')}{q_{k+1}^0(s, a, s')} + \lambda + v(s') - v(s) + \mu^+(s, a, s') - \mu^-(s, a, s') \\
- \sum_{s'' \in S^+} \hat{P}_c(s'' \mid s, a)(\mu^+(s, a, s'') - \mu^-(s, a, s'')) \\
- \sum_{s'' \in S^+} \epsilon_c(s'' \mid s, a)(\mu^+(s, a, s'') + \mu^-(s, a, s'')).
\]

Next we define

\[
B_k^{\nu, \mu}(s, a, s') = v(s) - v(s') + \mu^-(s, a, s') - \mu^+(s, a, s') - \eta_c k(s, a) \\
+ \sum_{s'' \in S^+} \hat{P}_c(s'' \mid s, a)(\mu^+(s, a, s'') - \mu^-(s, a, s'')) \\
+ \sum_{s'' \in S^+} \epsilon_c(s'' \mid s, a)(\mu^+(s, a, s'') + \mu^-(s, a, s'')).
\]

Hence, setting the gradient to zero, we obtain the formula for \(q_{k+1}(s, a)\):

\[
q_{k+1}(s, a, s') = q_{k+1}^0(s, a, s') e^{-\lambda + \eta_c k(s, a) + B_k^{\nu, \mu}(s, a, s')} \\
= q_k(s, a, s') e^{-\lambda + B_k^{\nu, \mu}(s, a, s')},
\]

where the last equality follows from the formula of \(q_{k+1}^0(s, a, s')\), and setting \(c_0(s, a) = 0\) and \(q_0(s, a, s') = 1\) for every \((s, a, s') \in S \times A \times S^+\).

We now need to compute the value of \(\lambda, v, \mu\) at the optimum. To that end, we write the dual problem \(D(\lambda, v, \mu) = \min_q \mathcal{L}(q, \lambda, v, \mu)\) by substituting \(q_{k+1}\) back into \(\mathcal{L}\):

\[
D(\lambda, v, \mu) = \sum_{s \in S} \sum_{a \in A} \sum_{s' \in S^+} q_{k+1}(s, a, s') - \sum_{s \in S} \sum_{a \in A} \sum_{s' \in S^+} q_{k+1}(s, a, s') + v(s_0) - \lambda \frac{D}{c_{\min}} \\
= -\sum_{s \in S} \sum_{a \in A} \sum_{s' \in S^+} q_k(s, a, s') e^{-\lambda + B_k^{\nu, \mu}(s, a, s')} + v(s_0) - \lambda \frac{D}{c_{\min}} + \sum_{s \in S} \sum_{a \in A} \sum_{s' \in S^+} q_{k+1}(s, a, s').
\]
Now we obtain $\lambda, v, \mu$ by maximizing the dual. Equivalently, we can minimize the negation of the dual (and ignore the term $\sum_{s \in S} \sum_{a \in A} \sum_{s' \in S^+} q'_{k+1}(s, a, s')$), that is:

$$
\lambda_{k+1}, v_{k+1}, \mu_{k+1} = \arg \min_{\lambda \geq 0, v \geq 0, \mu \geq 0} \sum_{s \in S} \sum_{a \in A} \sum_{s' \in S^+} q_k(s, a, s')e^{-\lambda + B_{k+1}^c(s, a, s')} + \lambda \frac{D}{c_{\min}} - v(s_0).
$$

This is a convex optimization problem with only non-negativity constraints (and no constraints about the relations between the variables), which can be solved efficiently using iterative methods like gradient descent.

### G.2 Computing the optimistic fast policy

The optimistic fast policy $\pi^f_{e}$ is a deterministic stationary policy that together with the optimistic fast transition function from the confidence set of epoch $e$, minimizes the time to the goal state from all states simultaneously out of all pairs of policies and transition functions from the confidence set. Essentially, this is the optimal pair of policy and transition function from the confidence set w.r.t the constant cost function $c(s, a) = 1$ for every $s \in S$ and $a \in A$.

The existence of the optimistic fast policy is proven in [Tarbouriech et al., 2020], and there they also show that it can be computed efficiently with Extended Value Iteration. In [Rosenberg et al., 2020], the authors compute the following optimistic fast transition function for every $(s, a, s') \in S \times A \times S$:

$$\tilde{P}^f_{e}(s' | s, a) = \max \left\{ 0, \frac{1}{\tilde{P}^f_{e}(s' | s, a)} - 28A^e(s, a) - 4 \sqrt{\tilde{P}^f_{e}(s' | s, a)A^e(s, a)} \right\},$$

where the remaining probability mass goes to $\tilde{P}^f_{e}(g | s, a)$. Then, $\pi^f_{e}$ is computed by finding the fast policy w.r.t $\tilde{P}^f_{e}$ (see Appendix B.2).

While this method is simpler and more efficient than Extended Value Iteration, the authors do not prove that this is indeed the optimistic fast policy. However, this policy is sufficient for their analysis and for our analysis as well. For simplicity, throughout the analysis we assume that $\pi^f_{e}$ is the optimistic fast policy, but every step of the proof works with this computation as well.
Algorithm 3 SSP-O-REPS3

**Input:** state and space $S$, action space $A$, minimal cost $c_{\min}$, optimization parameter $\eta$ and confidence parameter $\delta$.

**Initialization:**
Obtain SSP-diameter $D$ from user or estimate it (see Appendix J).
Set $q_0(s, a, s') = 1$ and $c_0(s, a) = 0$ for every $(s, a, s') \in S \times A \times S^+$.
Set $c \leftarrow 0$ and for every $(s, a, s') \in S \times A \times S^+$:
$N^0(s, a) \leftarrow 0, N^0(s, a, s') \leftarrow 0, n_0(s, a) \leftarrow 0, n_0(s, a, s') \leftarrow 0.$

for $k = 1, 2, \ldots$ do
$\quad e \leftarrow e + 1$, start new epoch (Algorithm 4).
$\quad$ Set $s_i^k \leftarrow s_0$, $i \leftarrow 1$.

while $s_i^k \neq g$ and $T^\pi_k(s_i^k) < \frac{D}{\eta c_{\min}}$ and $\forall a \in A. n^\pi(s_i^k, a) + N^\pi(s_i^k, a) > \alpha \frac{D|S|}{c_{\min}} \log \frac{D|S||A|}{\delta c_{\min}}$ do
$\quad$ Play action according to $\pi_k$, i.e., $a_i^k \sim \pi_k(\cdot | s_i^k)$.
$\quad$ Observe next state $s_{i+1}^k \sim P(\cdot | s_i^k, a_i^k)$.
$\quad$ Update counters:
$\quad\quad n^\pi(s_i^k, a_i^k) \leftarrow n^\pi(s_i^k, a_i^k) + 1, n^\pi(s_i^k, a_i^k, s_{i+1}^k) \leftarrow n^\pi(s_i^k, a_i^k, s_{i+1}^k) + 1.$
$\quad$ if $n^\pi(s_{i-1}^k, a_{i-1}^k) \geq N^\pi(s_{i-1}^k, a_{i-1}^k)$ then
$\quad\quad e \leftarrow e + 1$, start new epoch (Algorithm 4).
$\quad$ break
end if
end while

while $s_i^k \neq g$ do
$\quad$ if $\exists a \in A. n^\pi(s_i^k, a) + N^\pi(s_i^k, a) \leq \alpha \frac{D|S|}{c_{\min}} \log \frac{D|S||A|}{\delta c_{\min}}$ then
$\quad\quad$ Play the least played action $a_i^k = \arg\min_{a \in A} n^\pi(s_i^k, a) + N^\pi(s_i^k, a)$.
else
$\quad\quad$ Play according to $\pi'_k$, i.e., $a_i^k \sim \pi'_k(\cdot | s_i^k)$.
end if
$\quad$ Observe next state $s_{i+1}^k \sim P(\cdot | s_i^k, a_i^k)$.
$\quad$ Update counters:
$\quad\quad n^\pi(s_i^k, a_i^k) \leftarrow n^\pi(s_i^k, a_i^k) + 1, n^\pi(s_i^k, a_i^k, s_{i+1}^k) \leftarrow n^\pi(s_i^k, a_i^k, s_{i+1}^k) + 1.$
$\quad$ if $n^\pi(s_{i-1}^k, a_{i-1}^k) \geq N^\pi(s_{i-1}^k, a_{i-1}^k)$ then
$\quad\quad e \leftarrow e + 1$, start new epoch (Algorithm 4).
end if
end while

Set $I^k \leftarrow i - 1$.
Observe cost function $c_k$ and suffer cost $\sum_{j=1}^{I^k} c_k(s_j^k, a_j^k)$.

end for
Algorithm 4 \textsc{Start New Epoch}

Update counters for every \((s,a,s') \in S \times A \times S^+\):

\[
N^e(s,a) \leftarrow N^{e-1}(s,a) + n^{e-1}(s,a) ; \quad n^e(s,a) \leftarrow 0
\]

\[
N^e(s,a,s') \leftarrow N^{e-1}(s,a,s') + n^{e-1}(s,a,s') ; \quad n^e(s,a,s') \leftarrow 0
\]

Update confidence set for every \((s,a,s') \in S \times A \times S^+\):

\[
\hat{P}_e(s' \mid s,a) = \frac{N^e(s,a,s')}{{N_+}^e(s,a)}
\]

\[
\epsilon_e(s' \mid s,a) = 4\sqrt{\hat{P}_e(s' \mid s,a)A^e(s,a) + 28A^e(s,a)},
\]

where \(A^e(s,a) = \frac{\log(|S|A|N^e(s,a)|\delta)}{N_+^e(s,a)}\).

\textbf{if} \(e\) is the first epoch of episode \(k\) \textbf{then}

Compute \(\lambda_k, v_k, \mu_k\) as follows (using, e.g., gradient descent):

\[
\lambda_k, v_k, \mu_k = \arg \min_{\lambda \geq 0, v, \mu \geq 0} \sum_{s \in S} \sum_{a \in A} \sum_{s' \in S^+} q_{k-1}(s,a,s')e^{-\lambda + B_{k-1}^v(s,a,s') + \lambda \frac{D}{\epsilon_{\text{min}}} - v(s_0)},
\]

where \(B_{k-1}^v(s,a,s')\) is defined in Equation (13).

Compute \(q_k\) as follows for every \((s,a,s') \in S \times A \times S^+\):

\[
q_k(s,a,s') = q_{k-1}(s,a,s')e^{-\lambda_k + B_{k-1}^v(s,a,s')}.\]

Compute \(\pi_k\) and \(P_k\) as follows for every \((s,a,s') \in S \times A \times S^+\):

\[
\pi_k(a \mid s) = \frac{\sum_{s' \in S^+} q_k(s,a,s')}{\sum_{a' \in A} \sum_{s' \in S^+} q_k(s,a',s')} ; \quad P_k(s' \mid s,a) = \frac{q_k(s,a,s')}{\sum_{s'' \in S^+} q_k(s,a,s'')}
\]

Set \(\bar{T}_k^{\pi_k}(s) \leftarrow \frac{P_k}{\epsilon_{\text{min}}}\) for every \(s \in S\) such that \(\sum_{a \in A} \sum_{s' \in S^+} q_k(s,a,s') = 0\).

Compute \(\bar{T}_k^{\pi_k}\) by solving the following linear equations:

\[
\bar{T}_k^{\pi_k}(s) = 1 + \sum_{a \in A} \sum_{s' \in S} \pi_k(a \mid s)P_k(s' \mid s,a)\bar{T}_k^{\pi_k}(s') \forall s \in \{s \in S : \sum_{a \in A} \sum_{s' \in S^+} q_k(s,a,s') > 0\}.
\]

\textbf{else}

Compute the optimistic fast policy \(\bar{\pi}_k^f\) (see Appendix G.2).

\textbf{end if}
I Analysis of SSP-O-REPS3 (proofs for Section 4)

I.1 Overview

Our analysis follows the framework of [Rosenberg et al., 2020] for analyzing optimism in SSPs, but makes the crucial adaptations needed to handle the adversarial environment.

We have two objectives: bounding the number of steps $T$ taken by the algorithm (to show that we reach the goal in every episode) and bounding the regret. To bound the total time we split the time steps into intervals. The first interval begins at the first time step, and an interval ends once (1) an episode ends, (2) an epoch ends, (3) an unknown state is reached, or (4) a state $s$ such that $T^x_k(s) \geq D/c_{min}$ is reached when playing $\pi_k$ in episode $k$, i.e., there is a switch.

Intuitively, we will bound the length of every interval by $\tilde{O}(D/c_{\min})$ with high probability, and then use the number of intervals $\tilde{O}(K + D|S|^2|A|/c_{\min}^2)$ to bound the total time $T$. Finally, we will show that the regret scales with the square root of the total variance (which is the number of intervals times the variance in each interval) to finish the proof. While intuitive, this approach is technically difficult and therefore we apply these principles in a different way.

We start by showing that the confidence sets contain $P$ with high probability, which is a common result (see, e.g., [Zanette and Brunskill, 2019; Efroni et al., 2019]). Define $\Omega^m$ the event that $P$ is in the confidence set of the epoch that interval $m$ belongs to.

Lemma 9 ([Rosenberg et al., 2020], Lemma 4.2). With probability at least $1 - \delta/2$, the event $\Omega^m$ holds for all intervals $m$ simultaneously.

There are two dependant probabilistic events that are important for the analysis. The first are the events $\Omega^m$, and the second is that the deviation in the cost of a given policy from its expected value is not large. To disentangle these events we define an alternative regret for every $M = 1, 2, \ldots$,

$$
\tilde{R}_M = \sum_{m=1}^{M} \sum_{k=1}^{H^m} \sum_{a \in A} \tilde{\pi}_m(a, s^m_k) c_m(s^m_k, a) \mathbb{I}\{\Omega^m\} - \sum_{k=1}^{K} J_k^\pi(s_0),
$$

where $c_m = c_k$ for the episode $k$ that interval $m$ belongs to, $\tilde{\pi}_m$ is the policy followed by the learner in interval $m$, $H^m$ is the length of interval $m$, and the trajectory visited in interval $m$ is $\tilde{U}_m = (s^m_1, a^m_1, \ldots, s^m_{H^m}, a^m_{H^m}, s^m_{H^m+1})$.

We focus on bounding $\tilde{R}_M$ because we can use it to obtain a bound on $R_k$. This is done using Lemma 9 and an application of Azuma inequality, when $M$ is the number of intervals in which the first $K$ episodes elapse (we show that the learner indeed completes these $K$ episodes).

As mentioned, bounding the length of each interval complicates the analysis, and therefore we introduce artificial intervals. That is, an interval $m$ also ends at the first time step $H$ such that $\sum_{h=1}^{H^m} \sum_{a \in A} \tilde{\pi}_m(a, s^m_k) c_m(s^m_k, a) \geq D/c_{\min}$. The artificial intervals are only introduced for the analysis and do not affect the algorithm. Now, the length of each interval is bounded by $2D/c_{\min}^2$ and we can bound the number of intervals as follows.

Lemma 10. Let $\tilde{C}_M = \sum_{m=1}^{M} \sum_{k=1}^{H^m} \tilde{\pi}_m(a, s^m_k) c_m(s^m_k, a)$. The total time satisfies $T \leq \tilde{C}_M / c_{\min}$ and the total number of intervals satisfies

$$
M \leq \frac{c_{\min} \tilde{C}_M}{D} + 2|S||A| \log T + 2K + 2\alpha \frac{D|S|^2|A|}{c_{\min}^2} \log \frac{D|S||A|}{\delta c_{\min}}.
$$

Note that a confidence set update occurs only in the end of an epoch and thus $\Omega^m = \Omega^{m-1}$ for most intervals. Also, for artificial intervals the policy does not change. Next we bound $\tilde{C}_M$ as a function of the number of intervals $M$. Through summation of our confidence bounds, and by showing that the variance in each interval is bounded by $D^2/c_{\min}^2$ we are able to obtain the following, when Lemma 9 holds,

$$
\tilde{C}_M \leq \sum_{k=1}^{K} (q_k, c_k) + \tilde{O}\left( \frac{D|S|}{c_{\min}} \sqrt{M|A|} + \frac{D^2|S|^2|A|}{c_{\min}^2} \right).
$$

Substituting in Lemma 10 and solving for $\tilde{C}_M$ we get

$$
\tilde{R}_M = \tilde{C}_M - \sum_{k=1}^{K} J_k^\pi(s_0) \leq \sum_{k=1}^{K} (q_k - q^P, c_k) + \tilde{O}\left( \frac{D|S|}{c_{\min}} \sqrt{|A|K} + \frac{D^2|S|^2|A|}{c_{\min}^2} \right).
$$

Notice that the first term on the RHS of the inequality is exactly the regret of OMD, and therefore analyzing it similarly to Theorem 1 gives the final bound (see Appendix I.7).
1.2 Notations

Denote the trajectory visited in interval \( m \) by \( U^m = (s_1^m, a_1^m, \ldots, s_H^m, a_H^m, s_{H+1}^m) \), where \( a_h^m \) is the action taken in \( s_h^m \), and \( H^m \) is the length of the interval. In addition, the concatenation of trajectories in the intervals up to and including interval \( m \) is denoted by \( \bar{U}^m \), that is \( \bar{U}^m = \bigcup_{m'=1}^m U^{m'} \).

The policy that the learner follows in interval \( m \) is denoted by \( \bar{\pi}_m \), and the transition function that was involved in the choice of \( \bar{\pi}_m \) is denoted by \( \bar{P}_m \). For the first interval of every episode these are chosen by OMD, i.e., \( \bar{\pi}_k \) and \( \bar{P}_k \), and for other intervals these are the optimistic fast policy \( \bar{\pi}_f \) and the transition function chosen from the confidence set together with it \( \bar{P}_f \), for the epoch \( \epsilon \) that interval \( m \) belongs to. Notice that intervals with unknown states are of length 1. Thus, there is no policy since only one action is performed – we ignore visits to unknown states and we suffer their cost directly in Lemma 13.

The expected cost of \( \bar{\pi}_m \) w.r.t \( \bar{P}_m \) is denoted by \( \bar{J}^m \), and the expected time to the goal is denoted by \( \bar{T}^m \). For intervals in which we follow the optimistic fast policy, we will show that \( \bar{T}^m(s) \leq D \) for every \( s \in S \) when \( \Omega^m \) holds. We would like to have a similar property for intervals in which we follow the OMD policy, i.e., the first interval of every episode.

Note that for the first interval \( m \) of episode \( k \), we have that \( \bar{T}^\pi_k = \bar{T}^m \), and recall that reaching a state \( s \in S \) such that \( \bar{T}^\pi_k(s) \geq D/\epsilon_{\min} \) ends the current interval. We would like to take advantage of this fact in order to make sure that \( \bar{T}^m \) is always bounded by \( D/\epsilon_{\min} \). Similarly to Section 3.2, we compute \( \bar{T}^\pi_k(s) \) only for states \( s \) that are reachable from \( s_0 \) w.r.t \( P_k \).

Since reaching a state \( s \) with \( \bar{T}^\pi_k(s) \geq D/\epsilon_{\min} \) yields the start of a new interval for which we use the optimistic fast policy, we can set \( \bar{T}^\pi_k(s) = D/\epsilon_{\min} \) for states that are not reachable from \( s_0 \) without affecting the algorithm’s choices.

We make another change to \( \bar{P}_m \) for interval \( m \) that is the first interval of episode \( k \). Since reaching a state \( s \in S \) such that \( \bar{T}^\pi_k(s) \geq D/\epsilon_{\min} \) ends the interval, we tweak \( \bar{P}_m \) such that from such a state it goes directly to the goal with expected time of \( D/\epsilon_{\min} \) and expected cost of \( D \) (can be done with a self-loop that has \( \epsilon_{\min}/D \) probability to go to \( g \)). Thus, when we consider the expected cost of \( \bar{\pi}_m \) w.r.t \( \bar{P}_m \), we have that \( \bar{J}^m(s_0) \leq \bar{J}^\pi_k(s_0) \) because we only decreased the cost from some states. However, notice that now \( \bar{P}_m \) is in the confidence set only for states that we did not tweak. We show that this does not affect the analysis, since reaching those states ends the interval.

We would like to emphasize that tweaking \( \bar{P}_m \) is only done in hindsight as a part of the analysis, and does not change the algorithm.

1.3 Properties of the learner’s policies

**Lemma 11.** Let \( m \) be an interval. If \( m \) is the first interval of episode \( k \) then \( \bar{T}^m(s) \leq D/\epsilon_{\min} \) for every \( s \in S \). Otherwise, if \( \Omega^m \) holds then \( \bar{T}^m(s) \leq D \) for every \( s \in S \).

**Proof.** The first case holds by definition of \( \bar{P}_m \) for intervals that are in the beginning of some episode (see discussion in Appendix 1.2). The second case follows by optimism and the fact that \( P \) is in the confidence set (see [Rosenberg et al., 2020], Lemma B.2).

**Lemma 12.** Let \( m \) be an interval and let \( 1 \leq h \leq H^m \). If \( \Omega^m \) holds then the following Bellman equations hold:

\[
\bar{J}^m(s_h^m) = \sum_{a \in A} \bar{\pi}_m(a \mid s_h^m) \epsilon_{\min}(s_h^m, a) + \sum_{a \in A} \sum_{s' \in S} \bar{\pi}_m(a \mid s_h^m) \bar{P}_m(s' \mid s_h^m, a) \bar{J}^m(s')
\]

\[
\bar{T}^m(s_h^m) = 1 + \sum_{a \in A} \sum_{s' \in S} \bar{\pi}_m(a \mid s_h^m) \bar{P}_m(s' \mid s_h^m, a) \bar{T}^m(s').
\]

**Proof.** For the optimistic fast policy \( \bar{\pi}_f \) the Bellman equations hold for every \( s \in S \) since it is proper w.r.t \( \bar{P}_f \) (see [Rosenberg et al., 2020], Lemma B.11). When \( \bar{\pi}_m \) is the policy chosen by OMD \( \pi_k \), reaching a state \( s \) such that \( q^{P_k, \pi_k}(s) = 0 \) will end the interval (since we set \( \bar{T}^\pi_k(s) = D/\epsilon_{\min} \) for these states). Thus, it suffices to show that the Bellman equations hold for all states in \( \{ s \in S : q^{P_k, \pi_k}(s) > 0 \} \).

For these states we have that \( \bar{T}^m \) is bounded by \( D/\epsilon_{\min} \) and therefore \( \bar{\pi}_m \) is proper w.r.t \( \bar{P}_m \) and the Bellman equations hold. Note that we did not make changes to \( \bar{P}_m \) or \( \epsilon_{\min} \) in states that can be visited during the interval.

1.4 Regret decomposition

**Lemma 13.** It holds that

\[
\bar{R}_M \leq \sum_{m=1}^M \bar{R}_m^1 + \sum_{m=1}^M \bar{R}_m^2 - \sum_{k=1}^K J^\pi_k(s_0) + \alpha \frac{D|S|^2|A|}{\epsilon_{\min}} \log \frac{D|S||A|}{\delta \epsilon_{\min}}.
\]
Proof. First we have a cost of at most Equation (15) to get the lemma, noting that the first term telescopes within the interval.

Lemma 14. Where we will ignore visits to unknown states throughout the analysis because we calculated their contribution to the total cost.

We can use the Bellman equations w.r.t. $P_m$ (Lemma 12) to have the following interpretation of the costs for every interval $m$ and time $h$:

$$
\sum_{a \in A} \tilde{\pi}_m(a | s^m_h) c_m(s^m_h, a) \mathbb{I}\{\Omega^m\} = 
= \left( \tilde{J}^m(s^m_h) - \sum_{a \in A} \sum_{s' \in S} \tilde{\pi}_m(a | s^m_h) \tilde{P}_m(s' | s^m_h, a) \tilde{J}^m(s') \right) \mathbb{I}\{\Omega^m\} 
= \left( \tilde{J}^m(s^m_h) - \tilde{J}^m(s^m_{h+1}) \right) \mathbb{I}\{\Omega^m\} 
+ \left( \tilde{J}^m(s^m_{h+1}) - \sum_{a \in A} \sum_{s' \in S} \tilde{\pi}_m(a | s^m_{h+1}) \tilde{P}_m(s' | s^m_{h+1}, a) \tilde{J}^m(s') \right) \mathbb{I}\{\Omega^m\}. \tag{15}
$$

We now write $\tilde{R}_m = \sum_{m=1}^{\infty} \sum_{a \in A} \sum_{s' \in S} \tilde{\pi}_m(a | s^m_h) c_m(s^m_h, a) \mathbb{I}\{\Omega^m\}$, and substitute for each cost using Equation (15) to get the lemma, noting that the first term telescopes within the interval. \qed

Lemma 14. It holds that

$$
\sum_{m=1}^{\infty} \tilde{R}_m^1 \leq 2|S||A| \log T + \alpha \frac{D^2|S|^2|A|}{\delta^2} \log \frac{|S||A|}{\delta|S|} + \sum_{m=1}^{\infty} \tilde{J}^m(s_0) \mathbb{I}\{\Omega^m\},
$$

where $m(k)$ is the first interval of episode $k$.

Proof. For every two consecutive intervals $m$, $m + 1$ we have one of the following:

1. If interval $m$ ended in the goal state then $\tilde{J}^m(s^m_{H+1}) = \tilde{J}^m(g) = 0$ and $\tilde{J}^{m+1}(s^{m+1}_1) = \tilde{J}^m(s^m_1) \leq \tilde{J}^m(s_0) \leq \tilde{J}^m(s_0) \mathbb{I}\{\Omega^m(k)\}$.

2. If interval $m$ ended since the sum of expected costs in the interval passed $D/c_{min}$, then we did not change policy. Thus, $\tilde{J}^m = \tilde{J}^{m+1} = \tilde{J}^m(s_0) \leq \tilde{J}^{m+1}(s_{H+1}) = \tilde{J}^{m+1}(s^m_{H+1}) \mathbb{I}\{\Omega^m\}$.

3. If interval $m$ ended by reaching an unknown state, then we switch policy. Thus,

$$
\tilde{J}^{m+1}(s^{m+1}_1) \mathbb{I}\{\Omega^m\} \geq \tilde{J}^{m+1}(s^m_{H+1}) \mathbb{I}\{\Omega^m\} \leq \tilde{J}^m(s^m_{H+1}) \mathbb{I}\{\Omega^m\} \leq D,
$$

where the last inequality follows because we switched to the optimistic fast policy and thus its expected time will be bounded by $D$ if $P$ is in the confidence set (see Lemma 11). This happens at most $|S||A| \alpha \frac{D^2|S|^2|A|}{\delta^2} \log \frac{|S||A|}{\delta|S|}$ times.

Here we ignored the unknown state (since we accounted for its cost in Lemma 13) and jumped right to the next interval, which is controlled by the optimistic fast policy.

4. If interval $m$ ended with doubling the visits to some state-action pair, then similarly to the previous article,

$$
\tilde{J}^{m+1}(s^{m+1}_1) \mathbb{I}\{\Omega^m\} \geq \tilde{J}^{m+1}(s^m_{H+1}) \mathbb{I}\{\Omega^m\} \leq \tilde{J}^m(s^m_{H+1}) \mathbb{I}\{\Omega^m\} \leq D.
$$

This happens at most $2|S||A| \log T$. 

5. If \( m \) is the first interval of an episode \( k \) and it ended because we reached a “bad” state then \( \tilde{J}^m(s^{m+1}_{H^m+1}) = D \) and \( \tilde{J}^{m+1}(s^{m+1}_{1}) \leq D \) since this is the optimistic fast policy. Thus,
\[
\tilde{J}^{m+1}(s^{m+1}_{1}) \mathbb{I}\{\Omega^{m+1}\} - \tilde{J}^m(s^{m}_{H^m+1}) \mathbb{I}\{\Omega^m\} \leq 0.
\]
\[\square\]

**Lemma 15.** With probability at least \( 1 - \delta/6 \), the following holds for all \( M = 1, 2, \ldots \) simultaneously.
\[
\sum_{m=1}^{M} \tilde{R}_m^2 \leq \sum_{m=1}^{M} \mathbb{E}[\tilde{R}_m^2 | \tilde{U}^{m-1}] + \frac{6D}{\epsilon_{\min}} \sqrt{M \log \frac{4M}{\delta}},
\]
where \( \mathbb{E}[\cdot | \tilde{U}^{m-1}] \) is the expectation conditioned on the trajectories up to interval \( m \).

**Proof.** Consider the martingale difference sequence \( (Y^m)_{m=1}^{\infty} \) defined by \( Y^m = X^m - \mathbb{E}[X^m | \tilde{U}^{m-1}] \) and
\[
X^m = \sum_{h=1}^{H^m} \left( \tilde{J}^m(s^m_{H^m+1}) - \sum_{a \in A} \sum_{s' \in \mathcal{S}} \tilde{\pi}_m(a | s^m_h) \tilde{P}_m(s' | s^m_h, a) \tilde{J}^m(s') \right) \mathbb{I}\{\Omega^m\}.
\]
The Bellman equations of \( \tilde{\pi}_m \) w.r.t. \( \tilde{P}_m \) (Lemma 12) obtain
\[
|X^m| = \left| \left( \tilde{J}^m(s^m_{H^m+1}) - \tilde{J}^m(s^m_1) \right) + \sum_{h=1}^{H^m} \tilde{J}^m(s^m_h) - \sum_{a \in A} \sum_{s' \in \mathcal{S}} \tilde{\pi}_m(a | s^m_h) \tilde{P}_m(s' | s^m_h, a) \tilde{J}^m(s') \right| \mathbb{I}\{\Omega^m\} \leq \frac{D}{\epsilon_{\min}} + \sum_{h=1}^{H^m} \sum_{a \in A} \tilde{\pi}_m(a | s^m_h) c_m(s^m_h, a) \leq \frac{3D}{\epsilon_{\min}}
\]
where for the first inequality we used Lemmas 11 and 12, and the last inequality follows because the cost in every interval is at most \( 2D/\epsilon_{\min} \).

Therefore, we use anytime Azuma inequality (Theorem 10) to obtain that with probability at least \( 1 - \delta/6 \):
\[
\sum_{m=1}^{M} X^m \leq \sum_{m=1}^{M} \mathbb{E}[X^m | \tilde{U}^{m-1}] + \frac{6D}{\epsilon_{\min}} \sqrt{M \log \frac{4M}{\delta}}.
\]
\[\square\]

### I.5 Bounding the variance within an interval

**Lemma 16** ([Rosenberg et al., 2020], Lemma B.13). Denote \( A^m(s, a) = \frac{\log(|\mathcal{S}|A) N^e(m)(s, a)}{N^e(m)(s, a)} \), where \( e(m) \) is the epoch that interval \( m \) belongs to. When \( \Omega^m \) holds we have for any \( (s, a, s') \in \mathcal{S} \times A \times \mathcal{S}^+ \):
\[
|P(s' | s, a) - \tilde{P}_m(s' | s, a)| \leq 8\sqrt{P(s' | s, a)A^m(s, a) + 136A^m(s, a)}.
\]

**Lemma 17.** Denote \( A^m_h = A^m(s^m_h, a^m_h) \). For every interval \( m \) it holds that,
\[
\mathbb{E}[\tilde{R}_m^2 | \tilde{U}^{m-1}] \leq 16\mathbb{E} \left[ \sum_{h=1}^{H^m} \sqrt{|\mathcal{S}|} \mathbb{V}^{m}_h A^m_h \mathbb{I}\{\Omega^m\} | \tilde{U}^{m-1} \right] + 272\mathbb{E} \left[ \sum_{h=1}^{H^m} \frac{D}{\epsilon_{\min}} |\mathcal{S}| A^m_h \mathbb{I}\{\Omega^m\} | \tilde{U}^{m-1} \right],
\]
where \( \mathbb{V}^{m}_h \) is the empirical variance defined as
\[
\mathbb{V}^{m}_h = \sum_{s' \in \mathcal{S}^+} P(s' | s^m_h, a^m_h) \left( \tilde{J}^m(s') - \mu^m_h \right)^2,
\]
and \( \mu^m_h = \sum_{a \in A} \sum_{s' \in \mathcal{S}^+} \tilde{\pi}_m(a | s^m_h) P(s' | s^m_h, a) \tilde{J}^m(s') \).
Proof. Denote

\[
X^m = \sum_{h=1}^{H^m} \left( \tilde{J}^m(s^h_{h+1}) - \sum_{a \in A} \sum_{s' \in S} \tilde{\pi}_m(a \mid s^m_h) \tilde{P}_m(s' \mid s^m_h, a) \tilde{J}^m(s') \right) \mathbb{1}\{\Omega^m\}
\]

\[
Z_h^m = \left( \tilde{J}^m(s^m_{h+1}) - \sum_{a \in A} \sum_{s' \in S} \tilde{\pi}_m(a \mid s^m_h) P(s' \mid s^m_h, a) \tilde{J}^m(s') \right) \mathbb{1}\{\Omega^m\}.
\]

Think of the interval as an infinite stochastic process, and note that, conditioned on \(U^{m-1}\), \((Z_h^m)_{h=1}^{\infty}\) is a martingale difference sequence w.r.t. \(U^{m-1}\), where \(U^m\) is the trajectory of the learner from the beginning of the interval and up to and including time \(m\). This holds since, by conditioning on \(U^{m-1}\), \(\Omega^m\) is determined and is independent of the randomness generated during the interval.

Note that \(H^m\) is a stopping time with respect to \((Z_h^m)_{h=1}^{\infty}\), which is bounded by \(2D/c^2_{\min}\). Hence by the optional stopping theorem \(\mathbb{E}[\sum_{h=1}^{H^m} Z_h^m \mid U^{m-1}] = 0\), which gets us

\[
\mathbb{E}[X^m \mid U^{m-1}] = \mathbb{E}\left[E \left[ \sum_{h=1}^{H^m} \sum_{a \in A} \sum_{s' \in S} (P(s' \mid s^m_h, a) - \tilde{P}_m(s' \mid s^m_h, a)) \tilde{\pi}_m(a \mid s^m_h) \tilde{J}^m(s') \mathbb{1}\{\Omega^m\} \mid U^{m-1} \right] \right] = \mathbb{E}\left[ \sum_{h=1}^{H^m} \sum_{a \in A} \sum_{s' \in S} (P(s' \mid s^m_h, a) - \tilde{P}_m(s' \mid s^m_h, a)) \tilde{\pi}_m(a \mid s^m_h) \tilde{J}^m(s') \mathbb{1}\{\Omega^m\} \mid U^{m-1} \right]
\]

Furthermore, we have

\[
\mathbb{E}\left[ \frac{H^m}{m} \sum_{h=1}^{H^m} \sum_{a \in A} \sum_{s' \in S} (P(s' \mid s^m_h, a) - \tilde{P}_m(s' \mid s^m_h, a)) \tilde{\pi}_m(a \mid s^m_h) \tilde{J}^m(s') \mathbb{1}\{\Omega^m\} \mid U^{m-1} \right]
\]

\[
\leq \mathbb{E}\left[ \frac{H^m}{m} \sum_{h=1}^{H^m} \sum_{s' \in S^+} A_h^m P(s' \mid s^m_h, a^m_h) \left( \tilde{J}^m(s') - \mu^m_h \right)^2 \mathbb{1}\{\Omega^m\} \mid U^{m-1} \right]
\]

where the first equality follows because \(\tilde{J}^m(s') = 0\) and the second by the definition of \(a^m_h\). The third equality follows since \(P(\cdot \mid s^m_h, a^m_h)\) and \(\tilde{P}_m(\cdot \mid s^m_h, a^m_h)\) are probability distributions over \(S^+\) whence \(\mu^m_h\) does not depend on \(s'\). The first inequality follows from Lemma 16, and the second inequality from Jensen’s inequality, Lemma 11, \(|S^+| \leq 2|S|\), and the definition of \(\tilde{J}^m\).

The following lemma will help us bound the variance within an interval, and it follows by the fact that known states were visited many times so our estimation of the transition function in these states is relatively accurate.
Lemma 18 ([Rosenberg et al., 2020], Lemma B.14). Let $m$ be an interval and $s$ be a known state. If $\Omega^m$ holds then for every $a \in A$ and $s' \in S^+$,
\[
|\bar{P}_m(s' | s, a) - P(s' | s, a)| \leq \frac{1}{8} \sqrt{\frac{c_{\min}^2 \cdot P(s' | s, a)}{|S|D}} + \frac{c_{\min}}{|S|D}.
\]
Define $\mu^m(s) = \sum_{a \in A} \sum_{s' \in S^+} \bar{\pi}_m(a | s) P(s' | s, a) \bar{J}_m(s')$ and therefore $\mu^m_h = \mu^m(s^m_h)$. Similarly, define $\nu^m(s, a) = \sum_{s' \in S^+} P(s' | s, a) (\bar{J}_m(s') - \mu^m(s))$ and therefore $\nu^m_h = \nu^m(s^m_h, a^m_h)$. The next lemma bounds the variance within a single interval.

Lemma 19. For any interval $m$ it holds that $\mathbb{E} \left[ \sum_{h=1}^{H^m} \nu^m_h \mathbb{I}(\Omega^m) \right] \leq 64D^2/c_{\min}^2$.

Proof. Denote
\[
Z^m_h = \left( \bar{J}_m(s^m_{h+1}) - \sum_{a \in A} \sum_{s' \in S} \bar{\pi}_m(a | s^m_h) P(s' | s^m_h, a) \bar{J}_m(s') \right) \mathbb{I}(\Omega^m),
\]
and think of the interval as an infinite stochastic process. Note that, conditioned on $\bar{U}^{m-1}$, $(Z^m_h)_{h=1}^{\infty}$ is a martingale difference sequence w.r.t $(U^h)_{h=1}^{\infty}$, where $U^h$ is the trajectory of the learner from the beginning of the interval up to time $h$ and including. This holds since, by conditioning on $\bar{U}^{m-1}$, $\Omega^m$ is determined and is independent of the randomness generated during the interval. Note that $\bar{H}_m$ is a stopping time with respect to $(Z^m_h)_{h=1}^{\infty}$ which is bounded by $2D/c_{\min}^2$. Therefore, applying Lemma 29 obtains
\[
\mathbb{E} \left[ \sum_{h=1}^{H^m} \nu^m_h \mathbb{I}(\Omega^m) \right] = \mathbb{E} \left[ \left( \sum_{h=1}^{H^m} Z^m_h \mathbb{I}(\Omega^m) \right)^2 \right] \mathbb{I}(\bar{U}^{m-1}) \leq 64D^2/c_{\min}^2.
\]

We now proceed by bounding $|\sum_{h=1}^{H^m} Z^m_h|$ when $\Omega^m$ occurs. Therefore,
\[
\left| \sum_{h=1}^{H^m} Z^m_h \right| \leq \sum_{h=1}^{H^m} |\bar{J}_m(s^m_{h+1}) - \bar{J}_m(s^m_h)|
\]
\[
+ \sum_{h=1}^{H^m} \left| \sum_{a \in A} \sum_{s' \in S} \bar{\pi}_m(a | s^m_h) \bar{P}_m(s' | s^m_h, a) \bar{J}_m(s') \right|
\]
\[
+ \sum_{h=1}^{H^m} \sum_{a \in A} \sum_{s' \in S^+} \bar{\pi}_m(a | s^m_h) \left( \bar{P}_m(s' | s^m_h, a) - P(s' | s^m_h, a) \right) \left( \bar{J}_m(s') - \mu^m_h \right),
\]
where Equation (19) is given as $P(\cdot | s^m_h, a)$ and $\bar{P}_m(\cdot | s^m_h, a)$ are probability distributions over $S^+$, $\mu^m_h$ is constant w.r.t $s'$, and $\bar{J}_m(g) = 0$.

We now bound each of the three terms above individually. Equation (17) is a telescopic sum that is at most $D/c_{\min}$ on $\Omega^m$ (Lemma 11). For Equation (18), we use the Bellman equations for $\bar{\pi}_m$ w.r.t $\bar{P}_m$ (Lemma 12) thus it is at most $2D/c_{\min}$ (see proof of Lemma 15). For Equation (19), recall that all states at times $h = 1, \ldots, H^m$ are known by definition of $\bar{H}^m$. Hence by Lemma 18,
where the last inequality follows from Jensen’s inequality and because $|S^+| \leq 2|S|$. Therefore,
\[
\sum_{a \in A} \sum_{s' \in S^+} \left( P(s' \mid s_h^m, a) - \tilde{P}_m(s') \right) \left( \tilde{f}_m(s') - \mu_h^m \right) \leq \sum_{a \in A} \tilde{\pi}_m(a \mid s_h^m) \left( \frac{1}{4} \sqrt{\frac{\alpha^2 \|\tilde{f}_m(s_h^m)\|}{D}} + \frac{c_{\min}}{2} \right)
\]
\[
\leq \frac{1}{4} \sqrt{\frac{\alpha^2 \sum_{a \in A} \tilde{\pi}_m(a \mid s_h^m) \|\tilde{f}_m(s_h^m)\|}{D}} + \frac{c_{\min}}{2},
\]
where the last inequality follows again from Jensen’s inequality. We use Jensen’s inequality one last time to obtain
\[
\frac{1}{4} \sqrt{\frac{\alpha^2 \sum_{h=1}^{H^m} \sum_{a \in A} \tilde{\pi}_m(a \mid s_h^m) \|\tilde{f}_m(s_h^m)\|}{D}} + \frac{c_{\min} H^m}{2} \leq \frac{1}{4} \sqrt{\frac{\alpha^2 \sum_{h=1}^{H^m} \sum_{a \in A} \tilde{\pi}_m(a \mid s_h^m) \|\tilde{f}_m(s_h^m)\|}{D}} + \frac{c_{\min} H^m}{2},
\]
where we used the fact that $H^m \leq 2D/c_{\min}^2$.

Plugging these bounds back into Equation (16) gets us
\[
\mathbb{E} \left[ \sum_{h=1}^{H^m} \|\tilde{f}_m(s_h^m)\| \cdot \bar{\Omega} \right] \leq \mathbb{E} \left[ \left( \frac{4D}{c_{\min}} + \frac{1}{2} \left( \sum_{h=1}^{H^m} \sum_{a \in A} \tilde{\pi}_m(a \mid s_h^m) \|\tilde{f}_m(s_h^m)\| \cdot \bar{\Omega} \right) \right)^2 \cdot \bar{\Omega}^{-1} \right]
\]
\[
\leq \frac{32D^2}{c_{\min}^2} + \frac{1}{2} \mathbb{E} \left[ \sum_{h=1}^{H^m} \sum_{a \in A} \tilde{\pi}_m(a \mid s_h^m) \|\tilde{f}_m(s_h^m)\| \cdot \bar{\Omega} \right] \cdot \bar{\Omega}^{-1}
\]
\[
= \frac{32D^2}{c_{\min}^2} + \frac{1}{2} \mathbb{E} \left[ \sum_{h=1}^{H^m} \|\tilde{f}_m(s_h^m)\| \cdot \bar{\Omega} \right] \cdot \bar{\Omega}^{-1},
\]
where the second inequality is by the elementary inequality $(a + b)^2 \leq 2(a^2 + b^2)$, and the last equality is by definition of $a_h^m$ and $\tilde{f}_m$. Rearranging gets us $\mathbb{E} \left[ \sum_{h=1}^{H^m} \|\tilde{f}_m(s_h^m)\| \cdot \bar{\Omega} \right] \cdot \bar{\Omega}^{-1} \leq 64D^2/c_{\min}^2$, and the lemma follows.

**Lemma 20.** With probability at least $1 - \delta/6$, the following holds for all $M = 1, 2, \ldots$ simultaneously.
\[
\sum_{m=1}^{M} \mathbb{E} [\tilde{R}_m^2 \mid \bar{U}^{-1}] \leq 573 \frac{D|S|}{c_{\min}} \sqrt{M|A| \log \frac{2T|S|}{|A|} \delta} + 544D \frac{D}{c_{\min}^2} |S|^2 |A| \log^2 \frac{T}{|A|} \delta.
\]

**Proof.** From Lemma 17 we have that
\[
\mathbb{E} [\tilde{R}_m^2 \mid \bar{U}^{-1}] \leq 16 \mathbb{E} \left[ \sum_{h=1}^{H^m} \|\tilde{f}_m(s_h^m)\| \cdot \bar{\Omega} \right] \cdot \bar{\Omega}^{-1} + 272 \mathbb{E} \left[ \sum_{h=1}^{H^m} \frac{D}{c_{\min}} |S| \|A_h^m\| \cdot \bar{\Omega} \right] \cdot \bar{\Omega}^{-1}.
\]
Moreover, by applying the Cauchy-Schwartz inequality twice, we get that
\[
\mathbb{E} \left[ \sum_{h=1}^{H^m} \|\tilde{f}_m(s_h^m)\| \cdot \bar{\Omega} \right] \cdot \bar{\Omega}^{-1} \leq \mathbb{E} \left[ \sum_{h=1}^{H^m} \|A_h^m\| \cdot \bar{\Omega} \right] \cdot \bar{\Omega}^{-1}.
\]
\[
\leq 8D \frac{D}{c_{\min}} \mathbb{E} \left[ \sum_{h=1}^{H^m} \|A_h^m\| \cdot \bar{\Omega} \right] \cdot \bar{\Omega}^{-1},
\]
where the last inequality is by Lemma 19. We sum over all intervals to obtain

\[
\sum_{m=1}^{M} \mathbb{E}[R_m^2 \mid \bar{U}^{m-1}] \leq \frac{128D}{c_{\min}} \sum_{m=1}^{M} \left| S \right| \sum_{h=1}^{H^m} A_n^h \mathbb{P}(\Omega^m) \left| \bar{U}^{m-1} \right| + \frac{272D|S|}{c_{\min}} \sum_{m=1}^{M} \left| S \right| \sum_{h=1}^{H^m} A_n^h \mathbb{P}(\Omega^m) \left| \bar{U}^{m-1} \right|
\]

\[
\leq \frac{128D}{c_{\min}} \left| S \right| \sum_{m=1}^{M} \sum_{h=1}^{H^m} A_n^h \mathbb{P}(\Omega^m) \left| \bar{U}^{m-1} \right| + \frac{272D|S|}{c_{\min}} \sum_{m=1}^{M} \sum_{h=1}^{H^m} A_n^h \mathbb{P}(\Omega^m) \left| \bar{U}^{m-1} \right|
\]

where the last inequality follows from Jensen’s inequality. We finish the proof using Lemma 21 below.

Lemma 21. With probability at least 1 − δ/6, the following holds for M = 1, 2, . . . simultaneously.

\[
\sum_{m=1}^{M} \mathbb{E}\left[ X^m \mid \bar{U}^{m-1} \right] \leq 20|S||A| \log^2 \frac{T|S||A|}{\delta}.
\]

Proof. Define the infinite sequence of random variables: X^m = \sum_{h=1}^{H^m} A_n^h \mathbb{P}(\Omega^m) for which \left| X^m \right| \leq 2 due to Lemma 22 below. We apply Equation (28) of Lemma 30 to obtain with probability at least 1 − δ/6, for all M = 1, 2, . . . simultaneously

\[
\sum_{m=1}^{M} \mathbb{E}[X^m \mid \bar{U}^{m-1}] \leq 2 \sum_{m=1}^{M} X^m + 8 \log \frac{12M}{\delta}.
\]

Now, we bound the sum over X^m by rewriting it as a sum over epochs (since the confidence sets update only in the beginning of a new epoch):

\[
\sum_{m=1}^{M} X^m \leq \sum_{m=1}^{M} \sum_{h=1}^{H^m} \log(\left| S \right| |A|N^e(s^m, a^m) / \delta) \leq \log \left| S \right| |A| T \delta \sum_{s \in S} \sum_{a \in A} \sum_{e=1}^{E} n_e(s, a) N_e^e(s, a),
\]

where n_e(s, a) is the number of visits to (s, a) during epoch e. From Lemma 23 below we have that for every (s, a) \in S \times A,

\[
\sum_{e=1}^{E} n_e(s, a) \leq 2 \log N_{E+1}(s, a) \leq 2 \log T.
\]

We now plug the resulting bound for \sum_{m=1}^{M} X^m and simplify the acquired expression by using M \leq T.

Lemma 22. For any interval m, \left| \sum_{h=1}^{H^m} A_n^h \right| \leq 2.

Proof. Note that all states during the interval are known. Hence, \left. N_e^e(s^m, a^m) \right| s^m, a^m \geq \alpha \cdot \frac{D|S|}{c_{\min}} \frac{D|S||A|}{\delta c_{\min}} \log \frac{D|S||A|}{\delta c_{\min}}. Therefore, since \log(x)/x is decreasing and since \left| A \right| \geq 2 (otherwise the learner has no choices),

\[
\sum_{h=1}^{H^m} A_n^h = \sum_{h=1}^{H^m} \log(\left| S \right| |A|N^e(s^m, a^m) / \delta) \leq \frac{c_{\min}^2 H^m}{D} \leq 2.
\]

Lemma 23 ([Rosenberg et al., 2020], Lemma B.18). For any sequence of integers z_1, . . ., z_n with 0 \leq z_k \leq Z_k := \max\{1, \sum_{i=1}^{k-1} z_i\} and Z_0 = 1, it holds that

\[
\sum_{k=1}^{n} \frac{z_k}{Z_{k-1}} \leq 2 \log Z_n.
\]

I.6 Proof of Theorem 3

Theorem 4 (Restatement of Theorem 3). Under Assumption 1, running SSP-O-REPS3 with known SSP-diameter D and \eta = \sqrt{5 \log(\frac{D|S||A|}{\delta c_{\min}})} ensures that, with probability at least 1 − δ,

\[
R_K \leq O(\frac{D|S|}{c_{\min} \sqrt{|A|K}} \log K \frac{D|S||A|}{\delta c_{\min}} + \frac{D^2|S||A|^2}{c_{\min}^2} \log^2 K \frac{D|S||A|}{\delta c_{\min}}) = \tilde{O}(\frac{D|S|}{c_{\min} \sqrt{|A|K}}),
\]

where the last equality holds for K \geq D^2 |S|^2 |A| / c_{\min}^2.
Proof of Theorem 3. With probability at least $1 - \delta$, via a union bound, we have that Lemmas 9, 15 and 20 hold and the following holds by Azuma inequality for every $T = 1, 2, \ldots$ simultaneously,

$$
\sum_{m=1}^{M} \sum_{n=1}^{H_m} c_m(s_h^n, a_h^n) \leq \sum_{m=1}^{M} \sum_{n=1}^{H_m} \sum_{a \in A} \tilde{\pi}_m(a \mid s_h^n) c_m(s_h^n, a) + 4 \sqrt{T \log \frac{T}{\delta}}.
$$

(20)

We start by bounding $\tilde{R}_M$ and in the end we explain how this yields a bound on $R_K$.

Plugging in the bounds of Lemmas 14, 15 and 20 into Lemma 13, we have that for any number of intervals $M$:

$$
\tilde{C}_M \leq \sum_{k=1}^{K} J_k^*(s_0) \mathbb{E}\{\Omega^{(k)}\} + O\left(\frac{D|S|}{c_{\min}} \sqrt{|A|} |K| \log \frac{T |S| |A|}{\delta c_{\min}} + \frac{D^2|S|^2|A|}{c_{\min}^2} \log^2 \frac{T |S| |A|}{\delta c_{\min}}\right).
$$

We now plug in the bound on $M$ from Lemma 10 into the bound above. After simplifying this gets us

$$
\tilde{C}_M \leq \sum_{k=1}^{K} J_k^*(s_0) \mathbb{E}\{\Omega^{(k)}\} + O\left(\sqrt{\frac{D^2|S|^2|A|}{c_{\min}^2}} \frac{T D |S| |A|}{\delta c_{\min}} + \sqrt{\frac{D^2|S|^2|A|}{c_{\min}^2}} \frac{T D |S| |A|}{\delta c_{\min}}\right).
$$

From which, by solving for $\tilde{C}_M$ (using that $x \leq a \sqrt{x} + b$ implies $x \leq (a + \sqrt{b})^2$ for $a \geq 0$ and $b \geq 0$), and simplifying the resulting expression by applying $J_k^*(s_0) \leq D/c_{\min}$ and our assumptions that $K \geq |S|^2|A|, |A| \geq 2$, we get that

$$
\tilde{C}_M \leq \sum_{k=1}^{K} J_k^*(s_0) \mathbb{E}\{\Omega^{(k)}\} + O\left(\frac{D|S|}{c_{\min}} \sqrt{|A| |K|} \log \frac{T D |S| |A|}{\delta c_{\min}} + \frac{D^2|S|^2|A|}{c_{\min}^2} \log^2 \frac{T D |S| |A|}{\delta c_{\min}}\right).
$$

(21)

Note that in particular, by simplifying the bound above, we obtain a polynomial bound on the total cost: $\tilde{C}_M = O\left(\sqrt{\frac{D^2|S|^2|A|}{c_{\min}^2} K T / \delta}\right)$. Next we combine this with the fact, stated in Lemma 10 that $T \leq \tilde{C}_M / c_{\min}$. Isolating $T$ gets $T = O\left(\frac{D^2|S|^2|A|^2}{c_{\min}^2 \delta}\right)$, and plugging this bound back into Equation (21) and simplifying gets us

$$
\tilde{C}_M \leq \sum_{k=1}^{K} J_k^*(s_0) \mathbb{E}\{\Omega^{(k)}\} + O\left(\frac{D|S|}{c_{\min}} \sqrt{|A| |K|} \log \frac{K D |S| |A|}{\delta c_{\min}} + \frac{D^2|S|^2|A|}{c_{\min}^2} \log^2 \frac{K D |S| |A|}{\delta c_{\min}}\right).
$$

(22)

Recall that

$$
\sum_{k=1}^{K} J_k^*(s_0) - J_k^{\pi^*}(s_0) = \sum_{k=1}^{K} \left(q_k - q_{\pi^*}, c_k\right),
$$

and thus applying OMD analysis (see Appendix I.7) we obtain

$$
\tilde{R}_M \leq O\left(\frac{D|S|}{c_{\min}} \sqrt{|A| |K|} \log \frac{K D |S| |A|}{\delta c_{\min}} + \frac{D^2|S|^2|A|}{c_{\min}^2} \log^2 \frac{K D |S| |A|}{\delta c_{\min}}\right).
$$

Now, as $\Omega^{m}$ hold for all intervals, we use Equation (20) to bound the actual regret (together with $T \leq \tilde{C}_M / c_{\min}$) for any number of intervals $M$, with the bound we have for $\tilde{R}_M$.

We note that the bound above holds for any number of intervals $M$ as long as $K$ episodes do not elapse. As the instantaneous costs in the model are positive, this means that the learner must eventually finish the $K$ episodes from which we derive the bound for $R_K$ claimed by the theorem.

\[\square\]

1.7 OMD analysis

This analysis follows the lines of Appendix D, but it is adjusted to extended occupancy measures.

Lemma 24. Let $\tau \geq 1$. For every $q \in \Delta_m(\tau)$ it holds that $R(q) \leq \tau \log \tau$. 
Proof.

\[
R(q) = \sum_{s \in S} \sum_{a \in A} \sum_{a' \in S^+} q(s, a, s') \log q(s, a, s') - \sum_{s \in S} \sum_{a \in A} \sum_{a' \in S^+} q(s, a, s')
\]

\[
\leq \sum_{s \in S} \sum_{a \in A} \sum_{a' \in S^+} q(s, a, s') \log q(s, a, s')
\]

\[
= \sum_{s \in S} \sum_{a \in A} \sum_{a' \in S^+} q(s, a, s') \log \left(\frac{q(s, a, s')}{\tau}\right) + \sum_{s \in S} \sum_{a \in A} \sum_{a' \in S^+} q(s, a, s') \log \tau
\]

where the first two inequalities follow from non-positivity, and the last one from the definition of \(\widetilde{\Delta}_m(\tau)\).

Lemma 25. Let \(\tau \geq 1\). For every \(q \in \widetilde{\Delta}_m(\tau)\) it holds that \(-R(q) \leq \tau(1 + \log(|S|^2|A|))\).

Proof. Similarly to Lemma 4 we have that

\[
-R(q) = -\sum_{s \in S} \sum_{a \in A} \sum_{a' \in S^+} q(s, a, s') \log \left(\frac{q(s, a, s')}{\tau}\right) + \sum_{s \in S} \sum_{a \in A} \sum_{a' \in S^+} q(s, a, s') \log \tau
\]

\[
\leq -\tau \sum_{s \in S} \sum_{a \in A} \sum_{a' \in S^+} \frac{q(s, a, s')}{\tau} \log \left(\frac{q(s, a, s')}{\tau}\right) + \tau \leq \tau \log(|S|^2|A|) + \tau,
\]

where the first inequality follows because the last term is non-positive and from the definition of \(\widetilde{\Delta}_m(\tau)\), and the last inequality follows from properties of Shannon’s entropy.

Lemma 26. If \(\Omega^m\) holds for all intervals \(m\), then

\[
\sum_{k=1}^{K} \langle q_k - q^{P,\pi^*}, c_k \rangle \leq \frac{2D}{c_{min}} \sqrt{6K \log \frac{D|S||A|}{c_{min}}}
\]

Proof. We start with a fundamental inequality of OMD (see, e.g., [Rosenberg and Mansour, 2019a]) that holds for every \(q \in \widetilde{\Delta}_m(D/c_{min})\) for every \(m\) (since \(\Omega^m\) holds it also holds for \(q^{P,\pi^*}\)),

\[
\sum_{k=1}^{K} \langle q_k - q^{P,\pi^*}, c_k \rangle \leq \sum_{k=1}^{K} \langle q_k - q_{k+1}, c_k \rangle + \frac{\text{KL}(q^{P,\pi^*} \| q_1)}{\eta}.
\]

For the first term we use the exact form of \(q_{k+1}\) and the inequality \(e^x \geq 1 + x\) to obtain

\[
q_{k+1}(s, a, s') = q_k(s, a, s')e^{-\eta c_k(s, a)} \geq q_k(s, a, s') - \eta q_k(s, a, s') c_k(s, a).
\]

We substitute this back and obtain

\[
\sum_{k=1}^{K} \langle q_k - q_{k+1}, c_k \rangle \leq \eta \sum_{k=1}^{K} \sum_{s \in S} \sum_{a \in A} \sum_{s' \in S^+} q_k(s, a, s') c_k(s, a)^2 \leq \eta \sum_{k=1}^{K} \sum_{s \in S} \sum_{a \in A} \sum_{s' \in S^+} q_k(s, a, s')
\]

\[
= \eta \sum_{k=1}^{K} \bar{T}_k(s_0) \leq \eta K \frac{D}{c_{min}},
\]

where the last inequality follows from the definition of \(\widetilde{\Delta}_{m(k)}(D/c_{min})\).

Next we use Lemmas 24 and 25 to bound the second term of Equation (23). Recall that \(q_1\) minimizes \(R\) in \(\Delta_1(D/c_{min})\), this implies that \(\langle \nabla R(q_1), q^{P,\pi^*} - q_1 \rangle \geq 0\) because otherwise we could decrease \(R\) by taking small step in the direction \(q^{P,\pi^*} - q_1\). Thus we obtain

\[
\text{KL}(q^{P,\pi^*} \| q_1) = R(q^{P,\pi^*}) - R(q_1) - \langle \nabla R(q_1), q^{P,\pi^*} - q_1 \rangle \leq R(q^{P,\pi^*}) - R(q_1)
\]

\[
\leq \frac{D}{c_{min}} \log \frac{D}{c_{min}} + \frac{D}{c_{min}} (1 + \log(|S|^2|A|)) \leq \frac{6D}{c_{min}} \log \frac{D|S||A|}{c_{min}}.
\]
By substituting Equations (24) and (25) into Equation (23) and choosing $\eta = \sqrt{\frac{6 \log D|S||A|}{K}}$, we obtain,

$$\sum_{k=1}^{K} \langle q_k - q^{P,\pi^*}, c_k \rangle \leq \eta K \frac{D}{c_{\min}} + \frac{6D}{c_{\min} \eta} \log \frac{D|S||A|}{c_{\min}} \leq 2 \frac{D}{c_{\min}} \sqrt{6K \log \frac{D|S||A|}{c_{\min}}}.$$
\section{Estimating the SSP-diameter}

When $D$ is given, we use it to get the upper bound $D/c_{\text{min}}$ on the expected time of the best policy in hindsight $T^{\pi^*}(s_0)$. The reason that $T^{\pi^*}(s_0) \leq D/c_{\text{min}}$ is that $D$ is an upper bound on the expected time of the fast policy, i.e., $T^{\pi^f}(s_0) \leq D$ (see Lemma 3). Thus, we want to compute $\tilde{D}(s_0)$ to be an upper bound on $T^{\pi^f}(s_0)$.

We would like to use the first $L$ episodes in order to estimate an upper bound $\tilde{D}(s_0)$ on the expected time of the fast policy, and then we can run SSP-O-REPS3 and obtain the same regret bound as in Theorem 3 but with $\tilde{D}(s_0)$ replacing $D$.

Notice that $\pi^f$ is the optimal policy w.r.t the constant cost function $c(s, a) = 1$, and its expected cost is $T^{\pi^f}(s_0)$. Thus, we run the SSP regret minimization algorithm of [Rosenberg et al., 2020] with the cost function $c(s, a) = 1$ for $L$ episodes. Then, we set $\tilde{D}(s_0)$ to be the average cost per episode times 10, that is,

$$\tilde{D}(s_0) = \frac{10}{L} \sum_{k=1}^{L} \sum_{i=1}^{I^k} c(s_i^k, a_i^k) = \frac{10}{L} \sum_{k=1}^{L} I^k.$$

We start by showing that $\tilde{D}(s_0)$ is indeed an upper bound on $T^{\pi^f}(s_0)$, given $L$ is large enough.

\textbf{Lemma 27.} If $L \geq \frac{2400D^2}{T^{\pi^f}(s_0)} \log^3 \frac{4K}{\delta}$ then, with probability at least $1 - \delta$, $T^{\pi^f}(s_0) \leq \tilde{D}(s_0)$.

\textbf{Proof.} Notice that playing $\pi^f$ during the first $L$ episodes will result in smaller total cost then running the regret minimization algorithm. Thus, it suffices to prove the Lemma as if we are playing the fast policy. Define

$$X_k = \sum_{i=1}^{I^k} c(s_i^k, a_i^k) - \mathbb{E} \left[ \sum_{i=1}^{I^k} c(s_i^k, a_i^k) \mid P, \pi^{i^k}, s_1^k = s_0 \right] = \sum_{i=1}^{I^k} c(s_i^k, a_i^k) - T^{\pi^f}(s_0).$$

This is a martingale difference sequence, and in order to use Theorem 11 we need to show that $\sum_{k=1}^{L} X_k$ is large enough.

By Theorem 11, $\sum_{k=1}^{L} |X_k| \leq 44D \sqrt{L \log^3 \frac{4L}{\delta}}$ with probability $1 - \delta$. Therefore we have,

$$\sum_{k=1}^{L} \sum_{i=1}^{I^k} c(s_i^k, a_i^k) \geq LT^{\pi^f}(s_0) - 44D \sqrt{L \log^3 \frac{4L}{\delta}},$$

and thus,

$$\tilde{D}(s_0) = \frac{1}{L} \sum_{k=1}^{L} \sum_{i=1}^{I^k} c(s_i^k, a_i^k) \geq T^{\pi^f}(s_0) - 44D \sqrt{\log^3 \frac{4L}{L}}. \quad (26)$$

Since $L \geq \frac{2400D^2}{T^{\pi^f}(s_0)} \log^3 \frac{4K}{\delta}$, we have that $44D \sqrt{\log^3 \frac{4L}{L}} \leq \frac{9}{10} T^{\pi^f}(s_0)$ and therefore we obtain from Equation (26) that $T^{\pi^f}(s_0) \leq \tilde{D}(s_0)$.

Next, we show that $\tilde{D}(s_0)$ is a good estimation of $T^{\pi^f}(s_0)$, given $L$ is large enough.

\textbf{Lemma 28.} If $L \geq |S|^2 |A| \sqrt{D} \log^2 \frac{K|S||A|}{\delta}$ then, with probability at least $1 - \delta$, $\tilde{D}(s_0) \leq O(D)$.

\textbf{Proof.} By the regret bound of the SSP regret minimization algorithm we have, with probability at least $1 - \delta$,

$$\frac{1}{L} \sum_{k=1}^{L} \sum_{i=1}^{I^k} c(s_i^k, a_i^k) - T^{\pi^f}(s_0) \leq O \left( \frac{D|S| \sqrt{|A|} \log \frac{LD|S||A|}{\delta}}{\sqrt{L}} + \frac{D^{3/2} |S|^2 |A| \log^2 \frac{LD|S||A|}{\delta}}{L} \right).$$

Since $T^{\pi^f}(s_0) \leq D$ we obtain

$$\tilde{D}(s_0) \leq O \left( D + \frac{D|S| \sqrt{|A|} \log \frac{LD|S||A|}{\delta}}{\sqrt{L}} + \frac{D^{3/2} |S|^2 |A| \log^2 \frac{LD|S||A|}{\delta}}{L} \right) \leq O(D).$$

where the last inequality follows because $L \geq |S|^2 |A| \sqrt{D} \log^2 \frac{K|S||A|}{\delta}$. \qed
The second place in which the SSP-O-REPS3 algorithm uses $D$ is to determine when to switch to the optimistic fast policy. The switch happens when we reach a state with expected time larger than $D/c_{\min}$. A careful look at the analysis (especially Lemma 14) shows that we actually need to switch in state $s$ if the expected time is larger than $T^{\pi^f}(s)/c_{\min}$. Thus, we need to estimate an upper bound $\bar{D}(s)$ on $T^{\pi^f}(s)$ which is done exactly as we estimated $T^{\pi^f}(s_0)$, i.e., in the first $L$ visits to $s$ we switch to the optimistic fast policy and then we can estimate $T^{\pi^f}(s)$ (by taking the average time to the goal times 10). This just means that now the threshold for a state to become known is $L$ instead of $\frac{D|S||A|}{c_{\min}} \log \frac{|D|S||A|}{\delta c_{\min}}$. Assuming $L$ is large enough we get a good enough estimate, similarly to what we just proved for $T^{\pi^f}(s_0)$.

To summarize, the algorithm proceeds as follows. We start by running the regret minimization algorithm of [Rosenberg et al., 2020] with constant cost of 1 for $L$ episodes and use it to estimate an upper bound on $T^{\pi^f}(s_0)$. Then, we run SSP-O-REPS3 (setting $\eta$ as a function of our estimate instead of $D$) with a known state threshold of $L$. When a state $s$ becomes known we compute an upper bound on $T^{\pi^f}(s)$ and in the next episodes we make the switch in this state using this estimate and not when the expected time is larger than $D/c_{\min}$. The following theorem shows that we can set $L \approx \sqrt{K}$, and this leads to the same regret bound (as if we knew $D$ in advance) assuming $K$ is large enough. Otherwise, the regret is just bounded by some constant that does not depend on $K$.

**Theorem 5.** Under Assumption 1, running SSP-O-REPS3 with $\eta = \sqrt{\frac{3 \log(|D(s_0)||S||A|/\delta c_{\min})}{K}}$ and $L = 2400 \max\{|S|^2|A| \log^2 \frac{|K||S||A|}{\delta c_{\min}} \frac{\sqrt{K}}{c_{\min}} \log \frac{|K||S||A|}{\delta c_{\min}}}$ ensures that, with probability at least $1 - \delta$,

\[
R_K \leq O \left( \frac{|D|S|}{c_{\min}} \sqrt{|A|K} \log \frac{K|D||S||A|}{\delta c_{\min}} + \frac{|D^2||S|^2||A|}{c_{\min}^2} \log^3 \frac{|K||D||S||A|}{\delta c_{\min}} \right),
\]

for $K \geq \max \left\{ c_{\min}^2 D|S|^2|A| \log^2 \frac{|D|S||A|}{\delta c_{\min}}, (\frac{c_{\min}^2 D^3||A||S|^2}{\min_{s \in S} T^{\pi^f}(s)})^4 \log^4 \frac{|D||S||A|}{\delta c_{\min}} \right\}$. For smaller $K$, we have

\[
R_K \leq \tilde{O} \left( \frac{c_{\min}^2 D^2||A|^2}{c_{\min}^2} + \frac{c_{\min}^2 D^4||A||S|^2}{\min_{s \in S} T^{\pi^f}(s)} + \frac{c_{\min}^4 D|S||A|}{\delta c_{\min}} \right).
\]

**Proof.** First assume that $K$ is large enough. By union bounds, Lemmas 27 and 28 and the regret bound of SSP-O-REPS3 all hold with probability at least $1 - 3|S||A|\delta$ (because of the $O(\cdot)$ notation it is the same as $1 - \delta$). Therefore, $T^{\pi^f}(s) \leq \bar{D}(s) \leq O(D)$ for all $s \in S$. During the first $L$ episodes our cost is bounded as follows,

\[
\sum_{k=1}^{L} \sum_{i=1}^{t_k} c_k(s_i^k, a_i^k) \leq LD + O \left( \frac{|D||S|}{\sqrt{|A|K}} \log \frac{L|D||S||A|}{\delta} + \frac{|D^3/2||S|^2||A| \log^2 \frac{|L|D||S||A|}{\delta}}{c_{\min}} \right)
\]

\[
\leq O \left( \frac{|D||S|}{\sqrt{|A|K}} \log \frac{K|D||S||A|}{\delta} + \frac{D^3/2||S|^2||A| \log^3 \frac{K|D||S||A|}{\delta}}{c_{\min}} \right),
\]

and then we bound the regret as in Theorem 3 to get the final result (the extra regret that comes from enlarging the known state threshold is at most $L|D||S||A|$ which is of the same order).

When $K$ is too small we might encounter an underestimate or an overestimate of some $T^{\pi^f}(s)$. In the rest of the proof assume that $K > 2400|S|^2|A| \log^2 \frac{|D||S||A|}{\delta c_{\min}}$ because otherwise we never go past the diameter estimation phase and the regret is bounded by

\[
R_K \leq \tilde{O} \left( \frac{D^3/2||S|^2||A|}{c_{\min}} \right).
\]

By following the proof of Lemma 28, for $K > 2400|S|^2|A| c_{\min}^2 \log^2 \frac{|D||S||A|}{\delta c_{\min}}$ we have that $\bar{D} \leq O(D^{3/2})$.

**Underestimate.** The problem with an underestimate is that now our regret bound does not hold against $\pi^*$, but only against the best policy in hindsight $\pi^*(\bar{D}(s_0))$ with expected time of at most $\bar{D}(s_0)$. In addition, we may loose $D$ every time we switch to the fast policy (and the reason was reaching a “bad” state) by the proof of Lemma 14. Thus, the regret bound of SSP-O-REPS3 (without diameter estimation) gives

\[
\sum_{k=1}^{K} \sum_{i=1}^{t_k} c_k(s_i^k, a_i^k) - \sum_{k=1}^{K} J_k^*(\bar{D}(s_0)) \leq O \left( \frac{|D||S|}{\sqrt{A}K} \log \frac{K|D||S||A|}{\delta c_{\min}} + \frac{|D^2||S|^2||A| \log^2 \frac{K|D||S||A|}{\delta c_{\min}} + KD}{c_{\min}} \right). \tag{27}
\]
We can use this to bound the total cost, and therefore the regret of the learner, as follows

\[ R_K \leq \sum_{k=1}^{K} \sum_{i=1}^{I_k} c_k(s_k^i, a_i^k) \]

\[ \leq \sum_{k=1}^{K} J_k^{\pi^*(\tilde{D}(s_0))}(s_0) + O\left( \frac{D|S|}{c_{\min}} \sqrt{|A|K} \log \frac{KD|S||A|}{\delta c_{\min}} + \frac{D^2|S|^2|A|}{c_{\min}} \log^2 \frac{KD|S||A|}{\delta c_{\min}} + KD \right) \]

\[ \leq O\left( K \tilde{D}(s_0) + \frac{D|S|}{c_{\min}} \sqrt{|A|K} \log \frac{KD|S||A|}{\delta c_{\min}} + \frac{D^2|S|^2|A|}{c_{\min}} \log^2 \frac{KD|S||A|}{\delta c_{\min}} + KD \right) \]

\[ \leq O\left( KD + \frac{D|S|}{c_{\min}} \sqrt{|A|K} \log \frac{KD|S||A|}{\delta c_{\min}} + \frac{D^2|S|^2|A|}{c_{\min}} \log^2 \frac{KD|S||A|}{\delta c_{\min}} \right) \]

\[ \leq \tilde{O}\left( D^5|A|c_{\min}^2 + D^3|S||A| + \frac{D^2|S|^2|A|}{c_{\min}^2} \right), \]

where the second inequality follows from Equation (27), the third because the expected time of \( \pi^*(\tilde{D}(s_0)) \) is at most \( \tilde{D}(s_0) \), the forth because \( \tilde{D}(s_0) \leq D \) as an underestimate, and the last one is because underestimation may occur when \( K < \frac{c_{\min} D^3|A|}{s_{\min}} \log^4 \frac{D|S||A|}{\delta c_{\min}} \) according to Lemma 27.

**Overestimate.** At this situation our regret bound holds, but its dependence in \( \tilde{D}(s) \) is problematic because \( \tilde{D}(s) \) overestimates \( D \) for some \( s \in S \). However, according to Lemma 28, this may occur only when \( K < \frac{c_{\min} D^3|A|}{s_{\min}} \log^2 \frac{D|S||A|}{\delta c_{\min}} \). In addition, as mentioned before, \( \tilde{D}(s) \leq O(D^{3/2}) \). Thus, we have

\[ R_K \leq O\left( \frac{D(s)|S|}{c_{\min}} \sqrt{|A|K} \log \frac{KD|S||A|}{\delta c_{\min}} + \frac{D(s)^2|S|^2|A|}{c_{\min}} \log^2 \frac{KD|S||A|}{\delta c_{\min}} \right) \]

\[ \leq O\left( \frac{D^{3/2}|S|}{c_{\min}} \sqrt{|A|K} \log \frac{KD|S||A|}{\delta c_{\min}} + \frac{D^3|S|^2|A|}{c_{\min}} \log^2 \frac{KD|S||A|}{\delta c_{\min}} \right) \]

\[ \leq \tilde{O}\left( D^2|S|^3|A|^2 + \frac{D^3|S|^2|A|}{c_{\min}^2} \right). \]
K Zero costs

We can artificially fulfill Assumption 1 by adding a small $\epsilon > 0$ perturbation to the costs. That is, when $c_k$ is revealed, we pass to the learner the perturbed cost function $\tilde{c}_k(s, a) = \max\{c_k(s, a), \epsilon\}$ for every $s \in S$ and $a \in A$.

Notice that changing the cost function does not change the transition function or the SSP-diameter. However, the bias introduced by our perturbation adds an additional $\epsilon D^* K$ term to the regret, where $D^*$ is the expected time it takes the best policy in hindsight to reach the goal state.

Choosing $\epsilon$ to balance the algorithms’ regret with the new term yields the following regret bounds for the general case. Theorem 6 matches Theorem 1, Theorem 7 matches Theorem 2, Theorem 8 matches Theorem 3, and Theorem 9 matches Theorem 5.

**Theorem 6.** Running SSP-O-REPS with known transition function, $\eta = \sqrt{\frac{3 \log(D|S|A)/\epsilon}{K}}$ and $\epsilon = K^{-1/4}$ ensures that

$$E[R_K] \leq O\left(D^* K^{3/4} \sqrt{\log(KD|S|A)}\right).$$

**Theorem 7.** Running SSP-O-REPS2 with known transition function, $\eta = \sqrt{\frac{3 \log(D|S|A)/\epsilon}{K}}$ and $\epsilon = K^{-1/4}$ ensures that, with probability $1 - \delta$,

$$R_K \leq O\left(D^* K^{3/4} \log \frac{KD|S|A}{\delta}\right).$$

**Theorem 8.** Running SSP-O-REPS3 with known SSP-diameter $D$, $\eta = \sqrt{\frac{3 \log(D|S|A)/\epsilon}{K}}$ and $\epsilon = K^{-1/4}|S| \sqrt{\log KD|S|A}/\delta$, ensures that, with probability $1 - \delta$,

$$R_K \leq O\left(D^* |S| \sqrt{|A| K^{3/4} \log \frac{KD|S|A}{\delta}} + D^2 \sqrt{K} \log \frac{KD|S|A}{\delta}\right).$$

**Theorem 9.** Running SSP-O-REPS3 with $\epsilon = K^{-1/4} |S| \sqrt{|A| \log \frac{KD|S|A}{\delta}}$, $\eta = \sqrt{\frac{3 \log(D|S|A)/\epsilon}{K}}$ and $L = 2400 \max\{|S|^2|A| \log^2 \frac{K|S|A}{\delta}, \sqrt{\frac{K}{\epsilon}} \log \frac{K|S|A}{\delta}\}$ ensures that, with probability at least $1 - \delta$,

$$R_K \leq O\left(D^* |S| \sqrt{|A| K^{3/4} \log \frac{KD|S|A}{\delta}} + D^2 \sqrt{K} \log^2 \frac{KD|S|A}{\delta}\right),$$

for $K \geq \max\left\{D^{2/3}|S|^4|A|^{8/3} \log^2 \frac{D|S|A}{\delta}, D^{8/3}|S|^6|A|^{4/3} \log^{10/3} \frac{D|S|A}{\delta} \right\}$. For smaller $K$, we have

$$R_K \leq \tilde{O}\left(D^* |S| \sqrt{|A| K^{3/4} + D^3 \sqrt{K} + D^5|S|^2|A|^2 / \sqrt{K}} + D^2 |S|^3|A|^2\right) \leq \tilde{O}\left(D^* |S| \sqrt{|A| K^{3/4} + D^3 \sqrt{K} + D^5|A| + D|S|^3|A|^2}\right) \leq \tilde{O}\left(D^* |S| \sqrt{|A| K^{3/4} + D^3 \sqrt{K} + D^5|S|^3|A|^2}\right).$$

Note that for $\epsilon \leq 1$ in Theorems 8 and 9, we need $K \geq |S|^4|A|^2$. However, if $K < |S|^4|A|^2$ (this is something the algorithm can check) we can just stay in the diameter estimation phase (i.e., assume all costs are $c(s, a) = 1$) and get a regret of $\tilde{O}\left(D|S|^4|A|^2 + D^{3/2}|S|^2|A|\right)$ (or tune $\epsilon$ especially for this case for better results).
L Concentration inequalities

Theorem 10 (Anytime Azuma). Let \((X_n)_{n=1}^\infty\) be a martingale difference sequence such that \(|X_n| \leq B_n\) almost surely. Then with probability at least \(1 - \delta\),
\[
\sum_{n=1}^{N} X_n \leq 4 \sqrt{\sum_{n=1}^{N} B_n^2 \log \frac{N}{\delta}} \quad \forall N \geq 1.
\]

Lemma 29 ([Rosenberg et al., 2020], Lemma B.15). Let \((X_k)_{k=1}^\infty\) be a martingale difference sequence adapted to the filtration \((\mathcal{F}_t)_{t=0}^\infty\). Let \(Y_n = \sum_{i=1}^n X_i^2 - \sum_{i=1}^n \mathbb{E}[X_i^2 \mid \mathcal{F}_{t-1}]\). Then \((Y_n)_{n=0}^\infty\) is a martingale, and in particular if \(\tau\) is a stopping time such that \(\tau \leq c\) almost surely, then \(\mathbb{E}[Y_\tau] = 0\).

Lemma 30 ([Rosenberg et al., 2020], Lemma D.4). Let \((X_n)_{n=1}^\infty\) be a sequence of random variables with expectation adapted to the filtration \((\mathcal{F}_n)_{n=0}^\infty\). Suppose that \(0 \leq X_n \leq B\) almost surely. Then with probability at least \(1 - \delta\), the following holds for all \(n \geq 1\) simultaneously:
\[
\sum_{i=1}^{n} \mathbb{E}[X_i \mid \mathcal{F}_{i-1}] \leq 2 \sum_{i=1}^{n} X_i + 4B \log \frac{2n}{\delta}.
\]

Lemma 31. Let \(X\) be a non-negative random variable such that \(\mathbb{P}(|X| > m) \leq \alpha e^{-m/b} (a \geq 1)\) for all \(m \geq 0\). Then, \(\mathbb{E}[XI\{X > r\}] \leq \alpha(r + b)e^{-r/b}\).

Proof. We have that,
\[
\mathbb{E}[XI\{X > r\}] = r \mathbb{P}[X > r] + \mathbb{E}[(X - r)I\{X > r > 0\}],
\]
and
\[
\mathbb{E}[(X - r)I\{X > r > 0\}] = \int_{m=0}^{\infty} \mathbb{P}[X - r > m] dm.
\]
\[
= \int_{m=r}^{\infty} \mathbb{P}[X > m] dm,
\]
\[
\leq \int_{m=r}^{\infty} \alpha e^{-m/b} dm,
\]
\[
= \alpha b e^{-r/b}.
\]
Hence \(\mathbb{E}[XI\{X > r\}] \leq \alpha(r + b)e^{-r/b}\) as required.

Theorem 11 (Anytime Azuma for Unbounded Martingales). Let \((X_n)_{n=1}^\infty\) be a non-negative martingale difference sequence adapted to the filtration \((\mathcal{F}_n)_{n=1}^\infty\) such that \(\mathbb{P}(|X_n| > m) \leq \alpha e^{-m/b} (a \geq 1)\) for all \(n \geq 1\) and \(m \geq 0\). Then, with probability at least \(1 - \delta\),
\[
\sum_{n=1}^{N} X_n \leq 11b \sqrt{N \log^3 \frac{2aN}{\delta}} \quad \forall N \geq 1.
\]

Proof. Define \(r_n = 2b \log \frac{2an}{\delta}\), and note that \(\mathbb{P}(|X_n| > r_n) \leq \delta\).

Additionally define \(Y_n = X_n I\{|X_n| \leq r_n\} - \mathbb{E}[X_n I\{|X_n| \leq r_n\} \mid \mathcal{F}_{n-1}]\). \((Y_n)_{n=1}^\infty\) is a bounded martingale difference sequence, and by Theorem 10 we have that with probability at least \(1 - \frac{\delta}{2}\),
\[
\sum_{n=1}^{N} Y_n \leq 4 \sqrt{\sum_{n=1}^{N} r_n^2 \log \frac{N}{\delta}} \quad \forall N \geq 1.
\]

Therefore, by a union bound, both the above holds and \(|X_n| \leq r_n\) for all \(n \geq 1\) with probability at least \(1 - \delta\). We get that
\[
\sum_{n=1}^{N} X_n I\{|X_n| \leq r_n\} - \mathbb{E}[X_n I\{|X_n| \leq r_n\} \mid \mathcal{F}_{n-1}] \leq 4 \sqrt{\sum_{n=1}^{N} r_n^2 \log \frac{N}{\delta}}.
\]
and simplifying using the definition of \(r_n\) gets
\[
\sum_{n=1}^{N} X_n I\{|X_n| \leq r_n\} \leq \sum_{n=1}^{N} \mathbb{E}[X_n I\{|X_n| \leq r_n\} \mid \mathcal{F}_{n-1}] + 8b \sqrt{N \log^3 \frac{2aN}{\delta}}.
\]
It thus remains to upper bound \( \left| \sum_{n=1}^{N} \mathbb{E} \left[ X_n \mathbb{I} \{ |X_n| \leq r_n \} \mid \mathcal{F}_{n-1} \right] \right| \). First note that (since \( X_n \) is a martingale difference sequence)

\[
\mathbb{E} \left[ X_n \mathbb{I} \{ |X_n| \leq r_n \} \mid \mathcal{F}_{n-1} \right] = \mathbb{E} \left[ X_n \mid \mathcal{F}_{n-1} \right] - \mathbb{E} \left[ X_n \mathbb{I} \{ |X_n| > r_n \} \mid \mathcal{F}_{n-1} \right]
\]

\[
= -\mathbb{E} \left[ X_n \mathbb{I} \{ |X_n| > r_n \} \mid \mathcal{F}_{n-1} \right],
\]

from which

\[
\left| \sum_{n=1}^{N} \mathbb{E} \left[ X_n \mathbb{I} \{ |X_n| \leq r_n \} \mid \mathcal{F}_{n-1} \right] \right| = \left| \sum_{n=1}^{N} \mathbb{E} \left[ X_n \mathbb{I} \{ |X_n| > r_n \} \mid \mathcal{F}_{n-1} \right] \right|
\]

\[
\leq \sum_{n=1}^{N} \mathbb{E} \left[ |X_n| \mathbb{I} \{ |X_n| > r_n \} \mid \mathcal{F}_{n-1} \right]
\]

\[
\leq \sum_{n=1}^{N} a(r_n + b)e^{-r_n/b}
\]

\[
\leq \sum_{n=1}^{N} 3ab \left( \frac{\delta}{2an} \right)^2 \log \frac{2an}{\delta}
\]

\[
\leq \sum_{n=1}^{N} 6ab \left( \frac{\delta}{2an} \right)^2 \left( \frac{2an}{\delta} \right)^{1/2}
\]

\[
= \sum_{n=1}^{N} 6ab \left( \frac{\delta}{2an} \right)^{3/2}
\]

\[
\leq \sum_{n=1}^{N} 3b \frac{3b}{n^{3/2}} \leq 3b \log(N + 1) \leq 3b \log(2N),
\]

where the second inequality follows from Lemma 31 and the forth inequality follows because \( \log x \leq 2\sqrt{x} \). \( \square \)