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Abstract—We propose a communicationally and computationally efficient algorithm for high-dimensional distributed sparse learning. At each iteration, local machines compute the gradient on local data and the master machine solves one shifted l_1 regularized minimization problem. The communication cost is reduced from constant times of the dimension number for the state-of-the-art algorithm to constant times of the sparsity number via Two-way Truncation procedure. Theoretically, we prove that the estimation error of the proposed algorithm decreases exponentially and matches that of the centralized method under mild assumptions. Extensive experiments on both simulated data and real data verify that the proposed algorithm is efficient and has performance comparable with the centralized method on solving high-dimensional sparse learning problems.

I. INTRODUCTION

One important problem in machine learning is to find the minimum of the expected loss,

\[
\min_{\theta} \mathbb{E}_{X,Y \sim D} [l(Y, \langle X, \theta \rangle)].
\]

Here \(l(\cdot, \cdot)\) is a loss function and \((X, Y) \in \mathcal{X} \times \mathcal{Y} \subseteq \mathbb{R}^d \times \mathcal{Y}\) has a distribution \(D\). In practice, the minimizer \(\theta^*\) needs to be estimated by observing \(N\) samples \(\{x_i, y_i\}\) drawn from distribution \(D\). In many applications \(N\) or \(d\) are very large, so distributed algorithms are necessary in such case. Without loss of generality, assume that \(N = nm\) and that the observations of \(j\)-th machine are \(\{x_{ij}, y_{ij}\}_{i=1}^n\). We consider the high-dimensional learning problem where the dimension \(d\) can be very large, and the effective variables are supported on \(S := \text{support}(\theta^*) = \{i \in [d] : \theta_{i}^* \neq 0\}\) and \(s := |S| \ll d\). Extensive efforts have been made to develop batch algorithms \([1]–[3]\), which provide good convergence guarantees in optimization. However, when \(N\) is large, batch algorithms are inefficiency, which takes at least \(O(N)\) time per iteration. Therefore, an emerging recent interest is observed to address this problem using the distributed optimization frameworks \([5]–[7]\), which is more efficient than the stochastic algorithms.

One important issue of existing distributed optimization for sparse learning is that they did not take advantage of the sparse structure, thus they have the same communication costs with general dense problems. In this paper, we propose a novel communication-efficient distributed algorithm to explicitly leverage the sparse structure for solving large scale sparse learning problems. This allows us to reduce the communication cost from \(O(d)\) in existing works to \(O(s)\), while we still maintaining nearly the same performance under mild assumptions.

Notations For a sequence of numbers \(a_n\), we use \(O(a_n)\) to denote a sequence of numbers \(b_n\) such that \(b_n \leq C \cdot a_n\) for some positive constant \(C\). Given two sequences of numbers \(a_n\) and \(b_n\), we say \(a_n \lesssim b_n\) if \(a_n = O(b_n)\) and \(a_n \gtrsim b_n\) if \(b_n = O(a_n)\). The notation \(a_n \asymp b_n\) denotes that \(a_n = O(b_n)\) and \(b_n = O(a_n)\). For a vector \(v \in \mathbb{R}^d\), the \(l_p\)-norm of \(v\) is defined as \(\|v\|_p = (\sum_{i=1}^d |v_i|^p)^{1/p}\), where \(p > 0\); the \(l_0\)-norm of \(v\) is defined as the number of its nonzero entries; the support of \(v\) is defined as \(\text{supp}(v) = \{i : v_i \neq 0\}\).

For simplicity, we use \([d]\) to denote the set \(\{1, \ldots, d\}\). For a matrix \(A = (a_{ij}) \in \mathbb{R}^{n_1 \times n_2}\), we define the \(l_\infty\)-norm of \(A\) as \(\|A\|_\infty = \max_{i \in [n_1], j \in [n_2]} |a_{ij}|\). Given a number \(k \leq d\), the hard thresholding \(H_k(v)\) of a vector \(v \in \mathbb{R}^d\) is defined by keeping the largest \(k\) entries of \(v\) (in magnitude) and setting the rest to be zero. Given a subset \(S\) of index set \(\{1, \ldots, d\}\), the projection \(P_S(v)\) of a vector \(v\) on \(S\) is defined by

\[
P_S(v)_j = 0, \text{ if } j \notin S \text{ and } P_S(v)_j = v_j, \text{ if } j \in S.
\]

\(P_S(v)\) is also denoted as \((v)_S\) for short.

A. Related work

There is much previous work on distributed optimizations such as (Zinkevich et al. [8]; Dekel et al. [9]; Zhang et al. [10]; Shamir and Srebro [11]; Arjevani and Shamir [12]; Lee et al. [6]; Zhang and Xiao [13]). Initially, most distributed algorithms used averaging estimators formed by local machines (Zinkevich et al. [8]; Zhang et al. [10]). Then Zhang and Xiao [13], Shamir et al. [14] and Lee et al. [15] proposed more communication-efficient distributed optimization algorithms.

More recently, using ideas of the approximate Newton-type method, Jordan et al. [5] and Wang et al. [7] further improved the computational efficiency of this type of method.

Many gradient hard thresholding approaches are proposed in recent years such as (Yuan et al. [16]; Li et al. [17]; Jain et al. [18]). They showed that under suitable conditions, the hard thresholding type first-order algorithms attain linear convergence to a solution which has optimal estimation accuracy with high probability. However, to the best of our knowledge, hard thresholding techniques applied to approximate Newton-type distributed algorithms has not been considered yet. So in this paper, we present some initial theoretical and experimental results on this topic.




II. ALGORITHM

In this section, we explain our approach to estimating the \( \theta^* \) that minimizes the expected loss. The detailed steps are summarized in Algorithm 1.

First the empirical loss at each machine is defined as

\[
L_j(\theta) = \frac{1}{n} \sum_{i=1}^{n} l(y_{ji}, x_j, \theta), \quad \text{where} \quad j \in [m].
\]

At the beginning of the algorithm, we solve a local Lasso subproblem to get an initial point. Specifically, at iteration \( h = 0 \), the master machine solves the minimization problem

\[
\gamma_0 = \arg \min_{\theta} L_1(\theta) + \mu_0 \|\theta\|_1.
\]

The initial point \( \theta^0 \) is formed by keeping the largest \( k \) elements of the resulting minimizer \( \gamma_0 \) and setting the other elements to be zero, i.e., \( \theta^0 = \mathcal{H}_k(\gamma_0) \). Then, \( \theta^0 \) is broadcasted to the local machines, where it is used to compute a gradient of local empirical loss at \( \theta^0 \), that is, \( \nabla L_j(\theta^0) \). The local machines project \( \nabla L_j(\theta^0) \) on the support \( S^0 \) of \( \theta^0 \) and transmit the projection \( \mathcal{P}_{S^0} \nabla L_j(\theta^0) \) back to the master machine. Later at \( (h+1) \)-th iteration \( (h \geq 0) \), the master solves a shifted \( l_1 \) regularized minimization subproblem:

\[
\gamma^{h+1} = \arg \min_{\theta} L_1(\theta) + \mu_{h+1} \|\theta\|_1
+ \left\langle \mathcal{P}_{S^h} \left[ \frac{1}{m} \sum_{j=1}^{m} \nabla L_j(\theta^h) \right] - \nabla L_1(\theta^h), \theta \right\rangle.
\]

Again the minimizer \( \gamma^{h+1} \) is truncated to form \( \theta^{h+1} \), and this quantity is communicated to the local machines, where it is used to compute the local gradient as before.

Solving subproblem (3) is inspired by the approach of Wang et al. [7] and Jordan et al. [5]. Note that the formulation takes advantage of both global first-order information and local higher-order information. Specially, assuming the \( \mu_{h+1} = 0 \) and \( L_j \) has an invertible Hessian, the solution of (3) has the following closed form

\[
\gamma^{h+1} = \theta^h - \nabla^2 L_1(\theta^h)^{-1} \left( \mathcal{P}_{S^h} \left[ \frac{1}{m} \sum_{j=1}^{m} \nabla L_j(\theta^h) \right] - \nabla L_1(\theta^h) \right),
\]

which is similar to a Newton updating step. Note that here we add a projection procedure \( \mathcal{P}_{S^h} \left[ \frac{1}{m} \sum_{j=1}^{m} \nabla L_j(\theta^h) \right] \) to reduce the number of nonzeros that need to be communicated to the master machine. This procedure is reasonable intuitively. First, when \( \theta^h \) is close to \( \theta^* \), the elements of \( \frac{1}{m} \sum_{j=1}^{m} \nabla L_j(\theta^h) \) outside the support \( S^h \) should be very small, so nominally little error is incurred in the truncation step. Second, when \( \theta^{h+1} \) is also close to \( \theta^* \), the last part has even more minimal effects on the inner product in subproblem (3). Third, we leave \( -\nabla L_1(\theta^h) \) in (3) out of the truncation to maintain the formulation as unbiased.

III. THEORETICAL ANALYSIS

A. Main Theorem

We present some theoretical analysis of the proposed algorithm in this section.

Assumption III.1. The loss \( l(\cdot, \cdot) \) is a \( L \)-smooth function of the second argument, i.e.,

\[
l'(x, y) - l'(x, z) \leq L|y - z|, \quad \forall x, y, z \in \mathbb{R}
\]

Algorithm 1 Two-way Truncation Distributed Sparse Learning

Input: Loss function \( l(\cdot, \cdot) \), data \( \{x_{ji}, y_{ji}\}_{i \in [n], j \in [m]} \).

Local machines:

Initialization: The master solves the local \( l_1 \) regularized loss minimization problem (2) to get a solution \( \gamma^0 \). Set \( \theta^0 = \mathcal{H}_k(\gamma^0) \).

for \( h = 0, 1, \ldots \) do

for \( j = 2, 3, \ldots, m \) do

if Receive \( \theta^h \) from the master then

Calculate gradient \( \nabla L_j(\theta^h) \) and get the projection \( \mathcal{P}_{S^h} \nabla L_j(\theta^h) \) of the gradient on support \( S^h \) and transmit it to the master.

end

end for

Master:

if Receive \( \{\nabla L_j(\theta^h)\}_{j=2}^{m} \) from local machines then

Solve the shifted \( l_1 \) regularized problem (3) to obtain \( \gamma^{h+1} \).

Do hard thresholding \( \theta^{h+1} = \mathcal{H}_k(\gamma^{h+1}) \).

Let \( S^{h+1} = \text{supp}(\theta^{h+1}) \).

Broadcast \( \theta^{h+1} \) to every local machine.

end

end for

Moreover, the third derivative with respect to its second argument, \( \partial^3 l(x, y)/\partial y^3 \), is bounded by a constant \( M \), i.e.,

\[
|\partial^3 l(x, y)/\partial y^3| \leq M, \quad \forall x, y \in \mathbb{R}
\]

Assumption III.2. The empirical loss function computed on the first machine satisfies that:

\[
L_1(\theta^*) + \Delta - L_1(\theta^*) - \langle \nabla L_1(\theta^*), \Delta \rangle \geq \kappa \|\Delta\|_2^2,
\]

where \( C(S, 3) \) is defined as

\[
C(S, 3) = \{\Delta \in \mathbb{R}^d | \|\Delta_{S^c}\|_1 \leq 3\|\Delta_S\|_1\}.
\]

Assumption III.3. The \( \gamma^{h+1}, S^{h+1} \) and \( S^h \) defined in Algorithm 1 satisfy the following condition: there exists some positive constants \( H \) and \( \tau_1 \) and \( \tau_2 \) such that for \( h \geq H \),

\[
\|\gamma^{h+1} - \theta^*\|_{S^{h+1}\setminus S^h} \leq \tau_2 \|\gamma^{h+1} - \theta^*\|_1.
\]

Remark III.1. In practice, both \( \tau_1 \) and \( \tau_2 \) are very small even after only one round of communication and will decrease to 0 fast in the later steps.

For simplicity, we define the following notation:

\[
\overline{L}_1(\theta^*, \theta^h) := L_1(\theta^*) + \left\langle \frac{1}{m} \sum_{j=1}^{m} \nabla L_j(\theta^h) - \nabla L_1(\theta^h), \theta \right\rangle,
\]

\[
\overline{L}_1(\theta^*, \theta^h) := L_1(\theta^*) + \left\langle \mathcal{P}_{S^h} \left[ \frac{1}{m} \sum_{j=1}^{m} \nabla L_j(\theta^h) - \nabla L_1(\theta^h) \right], \theta \right\rangle.
\]

Now we state our main theorem.
\textbf{Theorem III.1.} Suppose that Assumption \textbf{III.1} \textbf{III.2} and \textbf{III.3} hold. Let \( k = C_1 \cdot s \) with \( C_1 > 1 \) and
\[
\mu_{h+1} = 4 \left( \frac{1}{m} \sum_{j=1}^{m} \nabla L_j(\theta^*) \right)_{\infty} + 2L \left( \max_{j,i} \|x_{ji}\|_{\infty}^2 \right) \cdot \left( 2\sqrt{\frac{\log(2d/\delta)}{n}} + \rho \right) \|\theta^h - \theta^*\|_1 + 2M \left( \max_{j,i} \|x_{ji}\|_{\infty}^3 \right) \|\theta^h - \theta^*\|_2^2, \tag{4}
\]
where \( \rho := \tau_1 + \tau_2 \).

Then with probability at least \( 1 - \delta \), we have that
\[
\|\theta^{h+1} - \theta^*\|_1 \leq \frac{C_2}{\kappa} \left( \frac{1}{m} \sum_{j=1}^{m} \nabla L_j(\theta^*) \right)_{\infty} + \frac{C_2}{\kappa} L \cdot \max_{j,i} \|x_{ji}\|_{\infty}^2 \cdot \left( 2\sqrt{\frac{\log(2d/\delta)}{n}} + \rho \right) \|\theta^h - \theta^*\|_1 + \frac{C_2}{\kappa} M \cdot \max_{j,i} \|x_{ji}\|_{\infty}^3 \cdot \left( 2\sqrt{\frac{\log(2d/\delta)}{n}} + \rho \right) \|\theta^h - \theta^*\|_2 + a_n \|\theta^h - \theta^*\|_1,
\]

where \( a_n = \frac{C_2}{\kappa} L \cdot \max_{j,i} \|x_{ji}\|_{\infty}^2 \cdot \left( 2\sqrt{\frac{\log(2d/\delta)}{n}} + \rho \right) \)

and
\[
b_n = \frac{C_2}{\kappa} \sqrt{\sigma X} L \cdot \max_{j,i} \|x_{ji}\|_{\infty} \cdot \left( 2\sqrt{\frac{\log(2d/\delta)}{n}} + \rho \right),
\]

where \( C_2 \) and \( C_3 \) are defined in Theorem \textbf{III.1} and independent of \( m, n, s, d \).

\textbf{Remark III.2.} From the conclusion, we know that the hard thresholding parameter \( k \) can be chosen as \( C_1 \cdot s \), where \( C_1 \) can be a moderate constant larger than 1. By contrast, previous work such as [17] solving a nonconvex minimization problem subject to an constraint \( \|\theta\|_0 \leq k \) requires that \( k \geq \mathcal{O}(\kappa s^2) \), where \( \kappa \) is the condition number of the object function. Moreover, instead of only hard thresholding on the solution of Lasso subproblems, we also do projection on the gradients in (3). These help us reduce the communication cost from \( \mathcal{O}(d) \) to \( \mathcal{O}(s) \).

\textbf{B. Sparse Linear Regression}

In the sparse linear regression, data \( \{x_{ji}, y_{ji}\}_{i \in [n], j \in [m]} \) are generated according to the model
\[
y_{ji} = (x_{ji}, \theta^*) + \epsilon_{ji}, \tag{6}
\]

where the noise \( \epsilon_{ji} \) are i.i.d subgaussian random variables with zero mean. Usually the loss function for this problem is the squared loss function \( l(y_{ji}, \langle \theta, x_{ji} \rangle) = \frac{1}{2} (y_{ji} - \langle \theta, x_{ji} \rangle)^2 \), which is 1-smooth.

Combining Corollary \textbf{III.1} with some intermediate results obtained from [19], [20] and [21], we have the following bound for the estimation error.

\textbf{Corollary III.2.} Suppose the design matrix and noise are subgaussian. Assumption \textbf{III.3} holds and \( \mu_{h+1} \) is defined as [4]. Then under the sparse linear model, we have the following error bound with probability at least \( 1 - 2\delta \):
\[
\|\theta^{h+1} - \theta^*\|_1 \leq \frac{1 - a_n^{h+1}}{1 - a_n} \cdot \frac{C_2 \sigma X}{\kappa} \cdot \frac{\log(d/\delta)}{mn} + a_n^{h+1} \frac{\log(2d/\delta)}{n}
\]
and
\[
\|\theta^{h+1} - \theta^*\|_2 \leq \frac{1 - a_n^{h+1}}{1 - a_n} \cdot \frac{C_3 \sqrt{\sigma \gamma X} }{\kappa} \cdot \frac{\log(d/\delta)}{mn} + a_n^{h+1} b_n \frac{\log(2d/\delta)}{n},
\]

where \( C_2 \) and \( C_3 \) are defined in Theorem \textbf{III.1} and where
\[
a_n = \frac{C_2 \sigma^2}{\kappa} \log \left( \frac{mn \delta}{\delta} \right) \left[ 2\sqrt{\frac{\log(2d/\delta)}{n}} + \rho \right]
\]
and
\[
b_n = \frac{C_3 \sqrt{\sigma \gamma X} }{\kappa} \log \left( \frac{mn \delta}{\delta} \right) \left[ 2\sqrt{\frac{\log(2d/\delta)}{n}} + \rho \right].
\]

\textbf{Remark III.3.} Under certain conditions we can further simplify the bound and have an insight of the relation between \( n, m, s, d \). When \( n \geq s \log d \), it is easy to see by choosing
\[
\mu_{h+1} = \sqrt{\frac{\log d}{mn}} + \sqrt{\frac{\log d}{n}} \left[ s \left( \frac{\log d}{n} + \rho \right) \right]^{h+1}
\]
and $k = \Theta(s)$ there holds the following error bounds with high probability:

$$\|\theta^{h+1} - \theta^*\|_1 \leq s \sqrt{\frac{\log d}{mn}} + s \sqrt{\frac{\log d}{n} \left( \frac{\sqrt{\log d}}{n} + \rho \right)^{h+1}},$$

$$\|\theta^{h+1} - \theta^*\|_2 \leq s \sqrt{\frac{\log d}{mn}} + s \sqrt{\frac{\log d}{n} \left( \frac{\sqrt{\log d}}{n} + \rho \right)^{h+1}}.$$

C. Sparse Logistic Regression

Combining Corollary III.1 with some intermediate results obtained from [7] and [22], we now can give a similar result about the estimation error bound for sparse logistic regression. The explicit form is omitted due to the limitation of spaces.

IV. EXPERIMENTS

Now we test our algorithm on both simulated data and real data. In both settings, we compare our algorithm with various advanced algorithms. These algorithms are:

1. EDSL: the state-of-the-art approach proposed by Jialei Wang et al. [7].
2. Centralize: using all data, one machine solves the centralized loss minimization problem with $l_1$ regularization. This procedure is communication expensive or requires much larger storage.
3. Local: the first machine solves the local $l_1$ regularized loss minimization problem with only the data stored on this machine, ignoring all the other data.
4. Two-way Truncation: the proposed sparse learning approach which further improves the communication efficiency.

A. Simulated data

The simulated data $\{x_{ij}\}_{i \in [n], j \in [m]}$ is sampled from multivariate Gaussian distribution with zero mean and covariance matrix $\Sigma$. We choose two different covariance matrices: $|\Sigma_{ij}| = 0.5^{i-j}$ for a well-conditioned situation and $|\Sigma_{ij}| = 0.5^{i-j}/5$ for an ill-conditioned situation. The noise $\epsilon_{ji}$ in sparse linear model $(y_{ji} = (x_{ji}, \theta^*) + \epsilon_{ji})$ is set to be a standard Gaussian random variable. We set the true parameter $\theta^*$ to be $s$-sparse where all the entries are zero except that the first $s$ entries are i.i.d random variables from a uniform distribution in $[0,1]$. Under both two models, we set the hard thresholding parameter $k$ greater than $s$ but less than $3s$.

We compare the algorithms in different settings of $(n,d,m,s)$ and plot the estimation error $\|\theta^{h} - \theta^*\|_2$ over rounds of communications. The results of sparse linear regression and sparse logistic regression are showed in Figure 1 and Figure 2. We can observe from these plots that:

- First, there is indeed a large gap between the local estimation error and the centralized estimation error. The estimation errors of EDSL and the Two-way Truncation decrease to the centralized one in the first several rounds of communications.
- Second, the Two-way Truncation algorithm is competitive with EDSL in both statistical accuracy and convergence rate as the theory indicated. Since it can converge in at least the same speed as EDSL’s and requires less communication and computation cost in each iteration, overall it’s more communicationally and computationally efficient.

The above results support the theory that the Two-way Truncation approach is indeed more efficient and competitive to the centralized approach and EDSL.

B. Real data

The high-dimensional data ’dna’ and ’a9a’ are used in the

1. http://archive.ics.uci.edu/ml/
2. https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
regression model and classification model respectively. We randomly partition the data in [60%, 20%, 20%] for training, validation and testing respectively. Here the data is divided randomly on \( m = 10 \) machines and processed by algorithms mentioned above. The results are summarized in Figure 3. These results in real-world data experiments again validate the theoretical analysis that the proposed Two-way Truncation approach is a quite effective sparse learning method with very small communication and computation costs.

V. CONCLUSIONS

In this paper we propose a novel distributed sparse learning algorithm with Two-way Truncation. Theoretically, we prove that the algorithm gives an estimation that converges to the minimizer of the expected loss exponentially and attain nearly the same statistical accuracy as EDSL and the centralized method. Due to the truncation procedure, this algorithm is more efficient in both communication and computation. Extensive experiments on both simulated data and real data verify this statement.
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