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Abstract—In this work, we propose to train a deep neural network by distributed optimization over a graph. Two nonlinear functions are considered: the rectified linear unit (ReLU) and a linear unit with both lower and upper cutoffs (DCutLU). The problem reformulation over a graph is realized by explicitly representing ReLU or DCutLU using a set of slack variables. We then apply the alternating direction method of multipliers (ADMM) to update the weights of the network layerwise by solving subproblems of the reformulated problem. Empirical results suggest that by proper parameter selection, the ADMM-based method converges considerably faster than gradient descent method.

Index Terms—Deep learning, DNN, optimization, ADMM.

I. INTRODUCTION

In the last decade, research on deep learning has made remarkable progress both in theoretical understanding and in practical successful applications (see [1] for an overview). In general, deep learning intends to learn representations of data with multiple levels of abstraction through a computational model with multiple processing layers. Each processing layer is composed of a set of simple but nonlinear processing units (referred to as neurons), which aims to transform the input into progressively more abstract representations [2], [3]. With the composition of multiple processing layers, the computational model is able to produce data representations that are required by various applications.

A major advantage of deep learning is that it can process raw data (e.g., images or audio signals) directly and still produce competitive or better results than traditional machine learning methods. Traditional methods often require careful preprocessing of data such as manual design and the selection of representations (known as features) of data by experts. Therefore, deep learning is commonly recognised as a breakthrough towards real artificial intelligence (AI).

Roughly speaking, deep learning includes three different types of computational models: deep neural networks, convolutional neural networks (CNNs) and recurrent neural networks (RNNs). Deep neural networks have been successfully applied in speech recognition [4], [5] while CNNs are popular in computer vision [6], [7]. RNNs have proven to be effective for mapping sequential inputs and outputs [8], [9].

The most common procedure for training a neural network is based on optimizing an objective function that measures the difference or similarity between outputs of the network and their desired values. For instance, the desired values for a classification problem consists of a vector of scores, one for each category. By optimizing the objective function, the network gradually adjusts its parameters (also referred to as weights) to approach the desired values. This procedure is often referred to as supervised learning.

At the moment, stochastic gradient descent (SGD) is probably the most popular method for adjusting the weights of a network under supervised learning. The basic idea of the method is to randomly select and feed a few training samples to the network each time. It then computes an averaged gradient vector of the weights w.r.t. the training samples. Finally, the method adjusts the weights by a small amount in the direction that optimizes the objective function [10]. The amount of adjustment is explicitly controlled by a parameter called learning-rate. In general, the learning-rate has to be chosen carefully to ensure convergence with reasonable speed, which is often problem dependent.

The fact that the single learning rate determines the parameter-updating for all the layers may limit performance. A natural question is how to design a training method that allows each individual layer to learn most effectively in the learning process, leading to fast convergence.

In this paper, we propose to train a deep neural network by reformulating the problem as an optimization over a factor graph \( G = (V, C) \) [11], [12]. Every node \( r \in V \) carries a function of its node variable while every factor \( c \in C \) carries a nonlinear equality constraint in terms of the node variables connected to the factor. Our graphical formulation is able to handle rectified linear units (ReLUs) (see [13], [14]) and linear units with both upper and lower cutoffs (DCutLUs). In particular, the ReLUs or DCutLUs are represented in terms of a set of slack variables, which lead to the equality constraints in the factor graph.

To solve the graph-based problem, we build an augmented Lagrangian function, where each Lagrangian multiplier is introduced for an equality constraint of a factor \( c \in C \), which corresponds to one layer in the network. We then update the weights of the network layerwise by applying the alternating direction method of multipliers (ADMM) (see [15] for an overview) to optimize subfunctions of the overall augmented Lagrangian function. ADMM has already demonstrated faster convergence than other methods for solving nonnegative matrix factorization (NMF) [16], which is nonconvex. Experimental results in this paper suggest that with proper parameter selection, ADMM also converges considerably faster than the gradient descent (GD) for training a deep neural network.

We note that the work of [17] also proposes to decouple
the nested structure of DNNs by introducing a set of auxiliary variables and a set of equality constraints. However, there are three major differences between [17] and our work. Firstly, in [17], the nonlinear units (e.g., ReLUs) remain in the reformulated problem, which therefore must rely on a traditional method such as gradient descent to handle the nonlinearity. Secondly, [17] proposes to perform a two-step optimization: optimizing over all the weights by fixing all the auxiliary variables and vice versa. On the other hand, our method computes the weights layerwise where the weights of each layer are updated with the help of optimizing a subset of slack variables. Thirdly, the method of [17] needs to adjust a parameter gradually towards infinity to reach optimality.

II. ON TRAINING A DEEP NEURAL NETWORK

Suppose we have a sequence of \( m \) training samples, represented by an input matrix form \( D \in \mathbb{R}^{m \times n_{in}} \) and an output matrix form \( O \in \mathbb{R}^{m \times n_{out}} \), where the \( q \) th row-vectors of \( D \) and \( O \) forms an input-output pair. Given \((D,M)\), we consider training a deep neural network with the weights \( \{W_i,b_i\} | i = 1, \ldots, N \) of \( N \) layers, where for each \( i \), \( W_i \in \mathbb{R}^{n_{i-1} \times n_i} \) is a weighting matrix and \( b_i \in \mathbb{R}^{1 \times n_i} \) a bias vector. To match the network with the training samples, we let \( n_0 = n_{in} \) and \( n_N = n_{out} \). The research objective is to find the proper weights \( \{W_i,b_i\} \) so that the corresponding network maps the input \( D \) to the output \( O \) as accurate as possible.

In general, the selection of the nonlinear function \( h_i \) for neurons in hidden layer \( i \), \( i = 1, \ldots, N-1 \), is flexible. In recent work, ReLU is preferred over sigmoid and tanh as it leads to fast convergence using SGD [14]. We consider ReLU and DCutLU in this paper. Formally, we define DCutLU to be

\[
y = h(x) = \min(\max(x,l),u) \quad l < u,
\]

where \( l \) and \( u \) are the lower and upper threshold, respectively. ReLU is a special case of DCutLU by letting \( l = 0 \) and \( u = \infty \). Given the input matrix \( D \), we use \( V_i \) to denote the output of layer \( i \), \( i \leq N \), which is obtained by \( V_i = h_i(V_{i-1}W_i + b_i) \), where \( h_i(\cdot) \) operates on the matrix elements and \( e \) is a column vector of ones. When \( i = 1 \), \( V_0 = D \).

The procedure of training the above neural network can be formulated as

\[
\begin{align*}
\min_{\{V_i,W_i,b_i\}} & \left[ f_N(V_N;O) + \sum_{i=1}^{N} g_i(W_i,b_i) \right] \\
\text{s. t.} & \quad V_i = h_i(V_{i-1}W_i + b_i) \quad \forall i = 1, \ldots, N-1, \quad (3) \\
& \quad V_N = V_{N-1}W_N + eb_N, \quad (4)
\end{align*}
\]

where \( f_N \) measures the difference between the output \( V_N \) and the ground truth \( O \), and \( g_i \) is a penalty function on \( W_i \) and \( b_i \), which could be, for example, the \( l_2 \) or \( l_1 \) norm of \( (W_i,b_i) \).

**Remark 1.** DCutLU can be used to approximate sigmoid or tanh functions by choosing \((l, u)\) properly. One example is the work in [18] which considers using a sigmoid to approximate DCutLU for speech enhancement.

III. PROBLEM REFORMULATION ONTO A GRAPH

In this section, we reformulate \((2)-(4)\) as an optimization over a factor graph. The key step is to represent the nonlinear functions \( \{h_i\} \) explicitly by introducing a set of slack variables. To simplify the analysis, we assume that every \( h_i \) is a DCutLU, characterised by the two thresholds \( l_i \) and \( u_i \). The usage of ReLU is easily addressed in the framework.

From the above analysis, Equ. (3) can be rewritten as

\[
\begin{align*}
X_i &= V_{i-1}W_i + eb_i \\
X_i + Y_i &= \max(V_{i-1}W_i + eb_i, l_i) \quad (5) \\
X_i + Y_i + Z_i &= V_i = \min(\max(V_{i-1}W_i + eb_i, l_i), u_i) \quad (6)
\end{align*}
\]

where the max and min operators are element-wise, and for each \( i \in \{1, \ldots, N-1\} \) we introduce three slack matrices \( X_i, Y_i, Z_i \) to explicitly characterize the effect of the upper and lower cutoffs of \( h_i \) at \( u_i \) and \( l_i \).

Next we show that \((6)-(7)\) can be alternatively expressed in terms of a few constraints on \((X_i,Y_i,Z_i)\). To do so, we introduce two index sets for each layer \( i \):

\[
\begin{align*}
\Omega^f_i &= \{(i,j,q)|x_{i,j,q} < l_i\} \quad (8) \\
\Omega^u_i &= \{(i,j,q)|x_{i,j,q} > u_i\}, \quad (9)
\end{align*}
\]

where \( x_{i,j,q} \) is the \((q, j)\) element of \( X_i \). At the moment, one can think of \( \Omega^f_i \) and \( \Omega^u_i \) as two sets that are preset already, imposing a group of constraints on \( X_i \). We will explain later how to update \((\Omega^f_i, \Omega^u_i)\) iteratively. Given \( \Omega^f_i, (10) \) can be rewritten as

\[
\begin{align*}
\mathcal{P}_{\Omega^f_i}(X_i) &> l_i \quad (10a) \\
\mathcal{P}_{\Omega^f_i}(X_i) + \mathcal{P}_{\Omega^u_i}(Y_i) &> l_i \quad (10b) \\
\mathcal{P}_{\Omega^f_i}(X_i) &> l_i \quad (10c) \\
\mathcal{P}_{\Omega^u_i}(Y_i) &> 0 \quad (10d)
\end{align*}
\]

where \( \bar{\Omega} \) denotes the complement of \( \Omega \) and \( \mathcal{P}_\Omega \) denotes the projection on each and every element of \( \Omega \). By inspection of \((6)\) and \((7)\), we conclude that \( Y_i \) and \( Z_i \) are decoupled given \( X_i \). As a result, \((7)\) can be rewritten as constraints on \((X_i, Z_i)\)

\[
\begin{align*}
\mathcal{P}_{\Omega^f_i}(X_i) &> u_i \quad (11a) \\
\mathcal{P}_{\Omega^f_i}(X_i) + \mathcal{P}_{\Omega^u_i}(Z_i) &> u_i \quad (11b) \\
\mathcal{P}_{\Omega^f_i}(X_i) &> u_i \quad (11c) \\
\mathcal{P}_{\Omega^u_i}(Z_i) &> 0 \quad (11d)
\end{align*}
\]

Based on the above analysis, the training problem \((2)-(4)\) can be reformulated as

\[
\begin{align*}
\min_{\{W_i,b_i\},X_i,Y_i,Z_i} & \left[ f_N(V_N;O) + \sum_{i=1}^{N} g_i(W_i,b_i) + \sum_{i=1}^{N-1} f_i(X_i,Y_i,Z_i|\Omega^f_i,\Omega^u_i) \right] \\
\text{s. t.} & \quad X_i = (X_{i-1} + Y_{i-1} + Z_{i-1})W_i + eb_i \quad \forall i = 1, \ldots, N \quad (12)
\end{align*}
\]
where \((X_0, Y_0, Z_0) = (V_0, 0, 0)\) and each \(f_i(X_i, Y_i, Z_i; \Omega_i^t, \Omega_i^u)\) can be taken as a summation of indicator functions, each defined by one constraint in (10)-(11), given by

\[
f_i(X_i, Y_i, Z_i; \Omega_i^t, \Omega_i^u) = \left[ 1_{\Omega_i^t}(X_i) = l_i + 1_{\Omega_i^u}(Y_i) = l_i + 1_{\Omega_i^u}(Z_i) = 0 + 1_{\Omega_i^u}(X_i) \leq u_i + 1_{\Omega_i^u}(Y_i) + 1_{\Omega_i^u}(Z_i) = u_i \right], \tag{14}
\]

where the indicator function \(1_{ \cdot }\) equals to 0 when its constraint is satisfied and equals to +∞ otherwise.

Eqns. (12)-(14) define a problem over a factor graph \(G = (\mathcal{V}, \mathcal{C})\) (see [12], [11], [19]), where every node \(r \in \mathcal{V}\) carries a component function in (12) and every factor \(c \in \mathcal{C}\) carries one equality constraint of (13) (see Fig. 1).

**Remark 2.** If the ReLU is chosen for a layer \(i\) of the network, one can simply ignore \(Z_i\) and \(\Omega_i^u\) and let \(l_i = 0\) in (12)-(14).

### IV. Optimization Over a Graph

We note that (12)-(14) is a nonconvex optimization because of the nonlinear constraints (13). To tackle (12)-(14), each time we solve a (convex) subproblem of it over a few variables by fixing the remaining variables by using ADMM. ADMM is well known to converge with reasonable speed under mild conditions and has found many successful applications ([15]).

In order to apply ADMM, we introduce a Lagrangian multiplier \(\Lambda_i\) for the \(i\)th equality constraint in (13). We then build an augmented Lagrangian function

\[
L_{\{\rho_i\}|s \geq i)}(X_i, Y_i, Z_i, b_i, W_i, \Lambda_i) = f_i(X_i; N; O) + \sum_{i=1}^{N-1} g_i(W_i, b_i) + \sum_{i=1}^{N} f_i(X_i, Y_i, Z_i; \Omega_i^t, \Omega_i^u) + \sum_{i=1}^{N} \rho_i (X_i-\lambda_i)+Y_i+Z_i-\lambda_i)W_i-e\cdot b_i)^2
\]

where for each \(i = 1, \ldots, N\), \(\rho_i(\cdots)\) is defined as

\[
\rho_i(\cdots) = \left[ \frac{\rho_i}{2} \|X_i-\lambda_iW_i-e\cdot b_i\|^2 + \langle \Lambda_i, X_i-\lambda_iW_i-e\cdot b_i \rangle \right], \tag{16}
\]

where \(\rho_i > 0\), \((X_0, Y_0, Z_0) = (V_0, 0, 0)\), and \(\langle \cdot, \cdot \rangle\) denotes dot product. We note that differently from the single learning rate of SGD, each layer \(i\) possesses a positive parameter \(\rho_i\).

Next we optimize the Lagrangian function \(L_{\{\rho_i\}}\). We note that each function \(\rho_i(\cdots)\) involves variable-multiplications (e.g., \(X_{i-1}W_i\)) within the \(l_2\) norm, which makes it difficult to update all the variables simultaneously. To proceed with the optimization, we perform blockwise computation of the variables. At each iteration, we update \((W_i, b_i, \Lambda_i)\) sequentially from \(i = N \) (i.e., top layer) until \(i = 1\) (i.e., bottom layer) (see Table I). Each estimate \((W_i, b_i, \Lambda_i)\) is computed by following the updating procedure of ADMM. When all the weights and bias vectors are computed sequentially from the top to bottom layers, the index sets \(\{\Omega_i^t, \Omega_i^u\}\) are then updated by feeding \(X_0\) (or \(D\)) to the neural network.

Suppose \((W_i, b_i, \Lambda_i)\) is to be updated. We fix all the variables with indices less than \(i\) by replacing them with their recent estimates. Also we fix the variables \((W_s, b_s, \Lambda_s)\) for all \(s > i\) (See Fig. 2). The Lagrangian function \(L_{\{\rho_i\}}\) in this situation can be simplified as

\[
L_{\{\rho_i\}|s \geq i)}(W_i, b_i, \Lambda_i) = g_i(W_i, b_i) + \rho_i(\hat{X}_{i-1}, \hat{Y}_{i-1}, \hat{Z}_{i-1}, X_i, W_i, b_i, \Lambda_i) + \sum_{s=1}^{N-1} f_s(X_s, Y_s, Z_s; \Omega_s^t, \Omega_s^u) + f_N(X_N; O) + \sum_{s=i}^{N-1} \rho_s (X_{s-1}+W_{s-1}+Z_{s-1}+X_s, \hat{W}_s, \hat{b}_s, \hat{\Lambda}_s)\|s\|, \tag{17}
\]

which corresponds to a convex subproblem of (12)-(14).

The next step is to apply ADMM to the function \(L_{\{\rho_i\}|s \geq i)}\). To briefly summarize, we update the three sets of variables \((X_s, Y_s, Z_s; |s \geq i\}), (W_i, b_i)\) and \(\Lambda_i\) sequentially and iteratively until the method converges (see the most inner
iteration of Table II. The computation of \((\hat{W}_i, \hat{b}_i)\) is relatively simple if \(g_i(W_i, b_i)\) takes a simple functional-form (e.g., a quadratic function). The computation of \(\{X_s, \hat{Y}_s, Z_s|s \geq i\}, X_N\) is difficult because of the indicator functions in (14) or equivalently the constraints (10)-(11).

We now elaborate on the computation of \(\{\hat{X}_s, \hat{Y}_s, Z_s|s \geq i\}, X_N\) in Table II. To be able to tackle the indicator functions in (14), we introduce the auxiliary variables \((X'_s, Y'_s, Z'_s)\) to replace \((X_s, Y_s, Z_s)\) in \(f_s(X_s, Y_s, Z_s|\Omega'_s, \Omega''_s)\) with the constraints \(X'_s = X_s, Y'_s = Y_s, Z'_s = Z_s\). We then apply ADMM again to perform the computation. To handle the constraints, we build the augmented Lagrangian as

\[
L_\beta(X, Y, Z) = \sum_{s=1}^N q_s (X_s - \hat{X}_s)^2 + \frac{\beta_s}{2} \|Y_s - \hat{Y}_s\|^2 + \frac{\beta_s}{2} \|Z_s - \hat{Z}_s\|^2 + \frac{\beta_s}{2} \|X_s - X'_s\|^2 + \frac{\beta_s}{2} \|Y'_s - Y'_s\|^2 + \frac{\beta_s}{2} \|Z'_s - Z'_s\|^2 + \sum_{s=1}^N f_s(X'_s, Y'_s, Z'_s|\Omega'_s, \Omega''_s),
\]

where \(\{\beta_s\}\) are the Lagrangian multipliers, and \(\beta_s > 0\) for any \(s \geq i\) which has a similar role as \(\rho_s\) in \(L_\rho(X, \hat{Y}, \hat{Z})\). We update the three sets of variables \((X_s, Y_s, Z_s|s \geq i\), \(X_N\), \(\{X'_s, Y'_s, Z'_s|s \geq i\}\) and \(\{\beta_s\}\) sequentially and iteratively until the method converges (see Table II).

V. EXPERIMENTAL RESULTS

In the simulation, we considered the handwritten-digits recognition problem by using MNIST with the standard division of the training and test datasets. In doing so, we built a deep neural network of three layers \(N = 3\). Each of the two hidden layers consists of 800 neurons \((n_1 = n_2 = 800)\). The output function was chosen as the summation of the individual cross-entropy functions (20), one per training sample. The function \(g_i(W_i, b_i)\) was chosen as \(\frac{1}{2}\|\langle W_i, b_i\rangle\|^2\) to avoid computing the inversion of singular matrices. The performance of the algorithms (implemented by Matlab) was evaluated by measuring the execution time on an Apple macbook pro.

We note that the cross-entropy function makes it difficult to compute \((\hat{X}_s, \hat{Y}_s), Z_s|s \geq i\), \(X_N=3)\) analytically in Table II. When updating the above variables at each iteration, we approximate each cross-entropy term by a quadratic function around the most recent estimate, where the quadratic coefficient is set to 5 and the linear coefficient as the gradient.

In designing the stopping criterion for the double-loop ADMM in Table I and II we measure the \(l_\infty\) norm of the difference between \(X'_i\) and its last estimate for the inner-loop ADMM and the \(l_\infty\) norm of the difference between \(\hat{X}_i\) and its last estimate for the outer-loop ADMM. The thresholds for the inner and outer loops were set as \(10^{-3}\) and \(10^{-2}\), respectively.

We tested the proposed algorithm for both the ReLUs and DCutLUs (where \(\{l_i = 0\}\) and \(\{u_i = 1\}\) in the network, referred to as ADMM-ReLU and ADMM-DCutLU, respectively. To make a comparison, we also tested the gradient descent method for the network with ReLUs, referred to as GD-ReLU.

In the simulation, all the training samples \((n=60,000)\) were processed simultaneously instead of processing mini-batches.

We evaluated the methods by conducting two experiments. In the first experiment, we tested the convergence properties of the three methods. The learning rate of GD-ReLU was chosen as 0.4 (producing the fastest convergence among \(\{0.1, 0.2, 0.3, 0.4, 0.5\}\) divided by \(m = 60,000\) in order to normalize the objective function and the gradient) while all the other parameters \(\{\rho\}\) and \(\{\beta\}\) of ADMM-ReLU and ADMM-DCutLU were set to 1 for simplicity. The experimental results are displayed in Fig. 3(a) and (b). It is seen that ADMM-ReLU converges fast while GD-ReLU converges fast in the beginning and gets slower later on. Furthermore, ADMM-ReLU exhibits overfitting, which reduces performance on the test data after 20 minutes, while the other two methods tend to have increasing recognition accuracy over a relatively long time.

In the second experiment, we studied how the parameters \(\{\rho\}\) and \(\{\beta\}\) affect the convergence speed of ADMM-ReLU. Three different configurations of the parameters were tested, where the results are displayed in Fig. 3 (c) and (d). It is observed that large values of \(\{\rho\}\) slow down the convergence speed while the recognition accuracy increases compared to the case of small \(\{\rho\}\). Further, the parameters \(\{\beta\}\) have little effect on the recognition accuracy for fixed \(\{\rho\}\).

**Remark 3.** Additional experiments were conducted showing that the weights of all the layers can also be updated simultaneously using ADMM. The results will be reported in a longer version of the paper.

VI. CONCLUSIONS

We have proposed a new algorithm for training a DNN by performing optimization over a factor graph. The key step is to explicitly represent the ReLUs or DCutLUs by a set of slack variables, which enables a problem reformulation over a factor graph. The weights of the networks are updated layerwise by applying ADMM to solve different (convex) subproblems of the overall problem on the graph. One future research direction is to adjust the parameters \(\{\rho\}\) and \(\{\beta\}\) automatically and properly, which can lead to reasonable convergence rates for various learning problems.
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