Effect of mismatch on Doppler backscattering in MAST and MAST-U spherical-tokamak plasmas
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Abstract. The Doppler backscattering (DBS) diagnostic, also referred to as Doppler reflectometry, measures turbulent density fluctuations of intermediate length scales. However, when the beam’s wavevector is not aligned perpendicular to the magnetic field, the backscattered power is attenuated. In previous work, we used beam tracing and reciprocity to derive this mismatch attenuation quantitatively. This theoretical framework was implemented in a predictive code, Scotty, and validated on DIII-D plasmas, where the mismatch angle at cut-off was varied systematically via toroidal steering. In this paper, we apply Scotty’s predictions to the following novel regimes: spherical-tokamak plasmas, a different polarisation (O-mode), and a wider range of frequencies (30–60 GHz). Since spherical tokamaks have larger magnetic pitch angles and shear than conventional tokamaks, the former provides a good avenue for testing our ability to quantitatively calculate mismatch attenuation. For both O- and X-modes, we compared experimental data with our Scotty’s predictions at multiple times during the shots, showing consistent good agreement, an improvement over earlier work, where only one time per shot was studied. Finally, we analysed other contributions to the backscattered signal, such as the probe beam’s electric field and the turbulence spectrum. For MAST and MAST-U, we find that the effect of these contributions on measurements of mismatch attenuation is smaller than experimental uncertainty. Hence, the variation of DBS signal on toroidal steering depends predominantly on mismatch attenuation alone. The high sensitivity of DBS to mismatch indicates that DBS can potentially shed light on magnetic pitch angle in the core; as such, this paper potentially provides the physics basis for a new pitch-angle diagnostic.
1. Introduction

The Doppler backscattering (DBS) diagnostic, also referred to as Doppler reflectometry, measures flows and turbulent density fluctuations of intermediate length scales, typically $10 \gtrsim k_\perp \rho_i \gtrsim 1$ [11, 12, 13, 14, 15, 16, 17]. Here $k_\perp$ is the turbulence’s wavenumber and $\rho_i$ is the ion gyroradius. Additionally, the DBS diagnostic is able to measure turbulence in the core, which is challenging. It is also likely to enjoy continued usage in future fusion reactors, as it is robust enough to survive the high neutron fluxes involved [9, 10]. Given the usefulness and versatility of DBS, it has been implemented at a wide range of tokamaks and stellarators [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28].

The DBS diagnostic works as follows. A microwave beam is sent into the plasma, and the backscattered signal is measured by the same antenna that emits the probe beam. As such, the wavenumber of turbulence responsible for backscattering at any point along the beam’s path is twice that of the beam’s wavenumber. This is commonly known as the Bragg condition. Additionally, the wavevector of the turbulence has to be parallel to that of the beam. This condition is not always exactly met. The turbulence wavevector perpendicular to the magnetic field is much larger than that parallel to it, hence the beam wavevector has to also be perpendicular to the field. We call the angle between beam and turbulence wavevectors the mismatch angle, and the associated decrease of the signal the mismatch attenuation. The DBS signal thus depends on both density turbulent fluctuations, which one tries to measure, and mismatch attenuation. In addition to DBS, analogous wavevector mismatch is also important for the cross-polarisation scattering diagnostic [29] and the high-$k$ scattering diagnostic [30]. To avoid this problem in DBS, mismatch attenuation is typically minimised by toroidally steering the probe beams such that the mismatch angle is zero at the cut-off [31, 32, 33, 34, 35, 36], from where most of the backscattered signal is expected to come. Unlike electron-cyclotron heating and current drive beams [37, 38], actively matching the polarisation ellipticity to the edge magnetic field for perfect coupling is not practised by the DBS community [32, 35, 23, 26, 39].

However, toroidal optimisation of mismatch is more complicated in spherical tokamaks, since the magnetic field pitch angle is not only large, but also varies both temporally and spatially. Hence, if the DBS has multiple launch frequencies or when the equilibrium is changing throughout the shot, as was the case for the Mega Ampere Spherical Tokamak (MAST) [10], it is not possible to optimise steering for all frequencies or at all times, respectively [32]. Even in the best of cases, most of the frequencies will have at least a significant mismatch attenuation most of the time. The need for a quantitative understanding of mismatch is more pressing, with MAST Upgrade (MAST-U) starting operations recently [41], the National Spherical Torus Experiment Upgrade (NSTX-U) expected to begin operations soon [42], and the Spherical Tokamak for Energy Production (STEP) [43] as well as the spherical tokamaks from private companies [44] planned for the future. MAST-U has two DBS systems, one from the Southwestern Institute of Physics (SWIP) [15, 21, 26] and another from the University of California, Los Angeles (UCLA) [46, 47, 25]. Data from the latter is studied in this paper. Being able to correct for mismatch attenuation in these systems will enable us to properly characterise the turbulence in spherical tokamaks, which is not only interesting for the rich physics involved but will also help us design better spherical tokamaks in the future. Moreover, recent work [33, 35, 36] indicates that mismatch attenuation is significant even in conventional tokamaks; the same techniques demonstrated in this paper would also apply to them.

To evaluate our understanding of mismatch attenuation and thus our ability to account for it, we study a group of repeated shots carried out at MAST and another on its upgrade, MAST-U. The first of these shot groups had previously been analysed with a heuristic estimate of the mismatch attenuation [32], and properly evaluated only at a single time [34, 36]. In this work, we compare our model with multiple O-mode channels for the first time. We then apply our model to both O-mode and X-mode data from different times within each shot group, giving further confidence to our model’s ability to quantitatively predict mismatch. This analysis enables us to identify a systematic error in the Q-band system of the MAST DBS. Finally, we show how other contributions to the backscattered signal might affect our measurements of mismatch attenuation.

We begin by summarising relevant insights and the associated formalism from our previous work [34] on the beam model of DBS in Section 2. We then detail how experimental data is processed in Section 3. Next, we have the key results of this paper: we evaluate the effectiveness of the beam model in quantitatively accounting for the mismatch attenuation in Section 4. We conclude in Section 5.

2. Summary of the beam model

We use the beam model of Doppler backscattering in [34] to account for the effect of mismatch, evaluating the applicability of the model to spherical tokamak...
plasmas. This model uses the reciprocity theorem \cite{48,49} in conjunction with beam tracing \cite{50,51}, enabling us to evaluate the backscattered signal in general geometry.

To introduce notation used in this paper, we briefly summarise the model over the rest of this section. We linearise the dielectric tensor, such that it has a large part associated with the equilibrium $\epsilon_{eq}$ and a small part related to the turbulent density fluctuations $\epsilon_{tb}$,

$$
\epsilon_{tb} = \frac{\delta n_e}{n_e}(\epsilon_{eq} - 1).
$$

Here $\mathbf{1}$ is the $3 \times 3$ identity matrix, while $n_e$ and $\delta n_e$ are equilibrium and fluctuating parts of the electron density, respectively. The two pieces of the dielectric tensor, $\epsilon_{eq}$ and $\epsilon_{tb}$, determine two distinct pieces of the microwave electric field: the beam electric field $\mathbf{E}_b$,

$$
\frac{c^2}{\Omega^2} \nabla \times (\nabla \times \mathbf{E}_b) = \epsilon_{eq} \cdot \mathbf{E}_b,
$$

and the scattered electric field $\mathbf{E}_s$,

$$
\frac{c^2}{\Omega^2} \nabla \times (\nabla \times \mathbf{E}_s) = \epsilon_{tb} \cdot \mathbf{E}_b + \epsilon_{eq} \cdot \mathbf{E}_s,
$$

where $c$ is the speed of light and $\Omega$ is the angular frequency of the probe beam. We use various diagnostics, such as Thomson scattering and Mirnov coils, to find $\epsilon_{eq}$. With the equilibrium dielectric tensor, we use beam tracing to find the probe beam’s electric field $\mathbf{E}_b$ and the reciprocity theorem \cite{48,49} to determine the relevant scattered electric field $\mathbf{E}_s$.

Beam tracing for fusion plasmas was developed by Pereverzev, Poli, and collaborators \cite{51,52}. In this work, we use the formalism presented in Appendix A of our earlier work \cite{34}, which is equivalent to, but an alternative of, Pereverzev’s derivation \cite{51}. Beam tracing evolves a Gaussian beam by finding its envelope around a central ray $\mathbf{q}(\tau)$, where $\tau$ is a scalar coordinate that determines the position along the ray. The probe beam’s electric field is given by

$$
\mathbf{E}_b = A_{ant} e^{i \phi_G + i \phi_P} \left[ \frac{\det(\Im(\Psi_w))}{\det(\Im(\Psi_w, ant))} \right]^{\frac{1}{2}} \sqrt{\frac{g_{ant}}{g}} \exp \left( is + i \mathbf{K}_w \cdot \mathbf{w} + \frac{i}{2} \mathbf{w} \cdot \Psi_w \cdot \mathbf{w} \right),
$$

where $A_{ant}$ is the amplitude of the probe’s electric field at the antenna, $\phi_G$ is the Gouy phase, $\phi_P$ is the phase associated with the changing polarisation when propagating through a plasma, $\mathbf{e}$ is the polarisation of the beam, $\mathbf{g} = dq/d\tau$ is the group velocity, $\mathbf{w}$ is the position vector perpendicular to the central ray, $s$ is the eikonal, the complex symmetric matrix $\Psi_w$ contains the beam width and curvature, and $\mathbf{K}$ is the wavevector of the beam. The subscript $ant$ denotes that the quantity is evaluated at the antenna, while $w$ indicates that the quantity is projected in the direction perpendicular to the central ray of the beam, that is, in the $1 - \mathbf{g} \mathbf{g}$ direction, where $\mathbf{g} = \mathbf{g}/g$. The amplitude of the electric field’s dependence on $g^{-1/2}$ and $[\det(\Im(\Psi_w))]^{1/4}$ ensures conservation of energy.

The eikonal is given by

$$
s = \int_0^\tau K_g(\tau') g(\tau') \, d\tau',
$$

with $K_g(\tau) = \mathbf{K}(\tau) \cdot \mathbf{g}(\tau)$ being the projection of the wavevector along the ray. In the orthonormal basis $(\mathbf{x}, \mathbf{y}, \mathbf{g})$, the vectors $\mathbf{w}$ and $\mathbf{K}_w$, as well as the matrix $\Psi_w$, are given by

$$
\mathbf{w} = \begin{pmatrix} w_x \\ w_y \\ 0 \end{pmatrix},
$$

$$
\mathbf{K}_w = \begin{pmatrix} K_x \\ K_y \\ 0 \end{pmatrix},
$$

$$
\Psi_w = \begin{pmatrix} \Psi_{xx} & \Psi_{xy} & 0 \\ \Psi_{yx} & \Psi_{yy} & 0 \\ 0 & 0 & 0 \end{pmatrix},
$$

where we define $\det(\Psi_w) = \Psi_{xx} \Psi_{yy} - \Psi_{xy}^2$. The real part of $\Psi_w$ is responsible for the curvature of the Gaussian beam, while its imaginary part gives the characteristic decay width of the Gaussian envelope. In general, the real and imaginary parts are not simultaneously diagonalisable. When separately diagonalised, the eigenvalues of the real part are

$$
[\text{Re}(\Psi_w)]_{\alpha\alpha} = \frac{K^3}{K_g^2 R_{b,\alpha}},
$$

where $R_{b,\alpha}$ are the principal radii of curvature of the beam front, while the eigenvalues of the imaginary part are

$$
[\text{Im}(\Psi_w)]_{\alpha\alpha} = \frac{2}{W_{\alpha}^2},
$$

where $W_{\alpha}$ are the principal beam widths. We solve for $\mathbf{E}_b$, given in equation (4), with our open-source beam-tracing code, Scotty \cite{34,53}.

Once we determine the probe beam’s electric field, we find the backscattered amplitude via reciprocity \cite{48,49}.

$$
A_r = \frac{\Omega}{2c} \int \mathbf{E}_b(+) \cdot \epsilon_{tb} \cdot \mathbf{E}_b \, dV.
$$

For cold plasmas, it turns out that the reciprocal electric field $\mathbf{E}_b(+) = \mathbf{E}_b$ almost has the same form as $\mathbf{E}_b$ \cite{34}. To evaluate the integrals, we need to take into account the fact that turbulence structures are elongated along the magnetic field. For this reason, we define an orthonormal basis in the magnetic field’s frame, which helps us to express the components of the density fluctuations. We have $(\mathbf{u}_1, \mathbf{u}_2, \mathbf{b})$ at each point along
the beam. Here \( \hat{\mathbf{b}} \) and \( \hat{\mathbf{g}} \) are the unit vectors along the external magnetic field \( \mathbf{B} \) and group velocity \( \mathbf{g} \), respectively; while \( \hat{\mathbf{u}}_1 \) and \( \hat{\mathbf{u}}_2 \) are given by

\[
\hat{\mathbf{u}}_1 = \frac{(\hat{\mathbf{b}} \times \hat{\mathbf{g}}) \times \hat{\mathbf{b}}}{|\hat{\mathbf{b}} \times \hat{\mathbf{g}}|},
\]

and

\[
\hat{\mathbf{u}}_2 = \frac{\hat{\mathbf{b}} \times \hat{\mathbf{g}}}{|\hat{\mathbf{b}} \times \hat{\mathbf{g}}|}.
\]

We also associate another orthonormal basis, that of the beam’s reference frame \((\hat{x}, \hat{y}, \hat{g})\), with each point along the beam to express the beam characteristics. We align the \((\hat{x}, \hat{y}, \hat{g})\) basis with the \((\hat{u}_1, \hat{u}_2, \hat{b})\) basis as shown in Figure 1. We choose \( \hat{y} = \hat{u}_2 \) and denote projection in that direction with the subscript \( y \). The other basis which is perpendicular to both \( \hat{g} \) and \( \hat{y} \) is

\[
\hat{x} = \frac{\hat{y} \times \hat{g}}{|\hat{y} \times \hat{g}|} = \frac{\hat{u}_2 \times \hat{g}}{|\hat{u}_2 \times \hat{g}|} = \frac{\hat{u}_2 \times \hat{g}}{|\hat{u}_2 \times \hat{g}|}.
\]

The detailed rationale for this choice of coordinate systems is given in our previous work [34].

To make analytical progress, we need to make a few assumptions about the mismatch angle. We consider two situations, the small-mismatch and large-mismatch orderings. These names refer to two different orderings typical of but not exclusive to conventional and spherical tokamaks, respectively. In the small-mismatch ordering, the mismatch angle is small throughout the path of the beam, \( \theta_m \sim W/L \), where \( W \) is the characteristic beam width and \( L \) is the inhomogeneity length scale. Hence, the signal is largely localised to the cut-off location. This backscattered signal from the cut-off is attenuated by mismatch, which we determine with our model. In the large-mismatch ordering, the mismatch angle is allowed to be up to order unity along the path of the beam, but on at least one point along the beam, it must be zero. The signal is then localised to the points of zero mismatch, which may not be at the cut-off. We showed the result obtained from the small-mismatch ordering are still applicable even in situations which are moderately in the large-mismatch regime [34].

Consequently, we now consider small mismatch angle limit. After several integrals across and along the beam, and in one of the directions of \( \mathbf{k} \), we express the integral along the other direction of \( \mathbf{k} \) as an integral along the arc length \( l \) of the central ray and equation (11) thus gives

\[
P_r \frac{1}{P_{\text{ant}}} = \frac{\sqrt{\pi} e^4}{2 \pi^2 \epsilon_0 \mu_0 n_e^2 W_y} \int F_i \langle \delta n_e^2(t) \rangle_t \tilde{C}_l(\omega) \ d l. \tag{15}
\]

Here \( P_r \) is the backscattered spectral density, \( P_{\text{ant}} \) is the power that the antenna emits, \( \langle \delta n_e^2(t) \rangle_t \) is the time-averaged square of the amplitude of electron density fluctuations, \( \tilde{C}_l(\omega) \) is the correlation function, which will be defined later in this section, and \( F_i \) is instrumentation weight at every point along the ray. One can also think of \( F_i \) as a function that weighs measurements of turbulence at various locations. Other authors have different names for the instrumentation weight and related quantities: spatial resolution [19], instrumentation response function [34], weighting function [50], or filter function [57]. We introduce the notation in equation (15) throughout the rest of this section. Here \( p_r \) is the spectral density, \( l \) is the arc-length along the central ray, \( M_w \) is the symmetric modified \( \Psi_w \) matrix, given by

\[
M_w = \begin{pmatrix} M_{xx} & M_{xy} & 0 \\ M_{xy} & M_{yy} & 0 \\ 0 & 0 & 0 \end{pmatrix},
\]

where

\[
M_{xx} = \Psi_{xx} - \frac{K_g}{\cos \theta} \left( \sin \theta \frac{d \theta}{d \tau} - \kappa \cdot \hat{x} \sin \theta \right)
\]

\[
+ \hat{x} \cdot \nabla \hat{b} \cdot \hat{g} - \hat{x} \cdot \nabla \hat{b} \cdot \hat{x} \tan \theta, \tag{17}
\]

\[
M_{xy} = \Psi_{xy} - \frac{K_g}{\cos \theta} \left( -\kappa \cdot \hat{y} \sin \theta + \hat{y} \cdot \nabla \hat{b} \cdot \hat{g} \right)
\]

\[
+ \sin \theta \tan \theta \frac{d \hat{x}}{d \tau} \cdot \hat{y} - \hat{y} \cdot \nabla \hat{b} \cdot \hat{x} \tan \theta, \tag{18}
\]

and

\[
M_{yy} = \Psi_{yy}. \tag{19}
\]

Here the subscripts give the relevant directions of \( M_w \), shown in Figure 1 the angle

\[
\cos \theta = \hat{g} \cdot \hat{u}_1 \tag{20}
\]

is related to the angle between the group velocity and magnetic field, also shown in Figure 1 and

\[
\kappa = \frac{1}{g} \frac{d g}{d \tau}, \tag{21}
\]

is the curvature of the central ray. This ray curvature should not be confused with the wavefront curvature, \( R_0 \). In general, the real and imaginary parts of \( M_w \) are not simultaneously diagonalisable, as was the case for \( \Psi_w \). In this formulation of \( M_w \), we have used the Bragg condition to evaluate \( k_{\perp 1} \) along the ray, and \( k_{\perp 2} = 0 \); the argument for this was presented in our previous work [34]. To simplify \( M_w \), we neglect terms that are small in mismatch angle [34], getting

\[
M_{xx} \approx \Psi_{xx} - K \left( \hat{b} \cdot \nabla \hat{b} \cdot \hat{g} \right), \tag{22}
\]

\[
M_{xy} \approx \Psi_{xy} - K \left[ \left( \frac{\hat{b} \times \hat{g}}{\hat{b} \cdot \hat{g}} \right) \cdot \nabla \hat{b} \cdot \hat{g} \right], \tag{23}
\]

and

\[
M_{yy} = \Psi_{yy}. \tag{24}
\]
Note that the corrections are related to the curvature of field lines and magnetic shear, not the curvature of the cut-off.

In equation (15), we use the shorthand
\[ C_l(\omega) = \tilde{C}_l(r = q(\tau(l)), k_{\perp,1} = -2K(\tau(l)), \\
    k_{\perp,2} = 0, \Delta u_{\parallel} = 0, \omega), \] (25)
where \( u_l \) is the arc length along magnetic field lines and \( \tilde{C}_l \) is the Fourier-transformed correlation function, given by
\[ \tilde{C}(r, k_{\perp,1}, k_{\perp,2}, \Delta u_{\parallel}, \omega) = \langle \delta n^2(r, t) \rangle^{-1} \]
\[ \times \int \delta n_x \left( k_{\perp,1}, k_{\perp,2}, u_{\parallel} + \Delta u_{\parallel}, \omega \right) \]
\[ \times \delta n_y \left( k_{\perp,1}, k_{\perp,2}, u_{\parallel}, \omega \right) \]
\[ \times \exp \left[ \frac{ik_1k_2}{k_{\perp,1}k_{\perp,2}}u_1 \right] \]
\[ \times \exp \left[ i(k_{\perp,1} - k_{\perp,2})u_2 \right] \]
\[ dk_{\perp,1} dk_{\perp,2}. \] (26)
We have used the Bragg condition to get \( k_{\perp,1} = -2K(\tau(l)) \); in earlier work [34], we had
\[ k_{\perp,1} \cos \theta(\tau) = -2K_g(\tau). \] (27)
Neglecting terms that are small in mismatch, we get
\[ k_{\perp,1} \approx -2K(\tau), \] (28)
which is how the Bragg condition is typically presented in the literature: at every point along the ray, there is a specific \( k_{\perp,1} \) that is responsible for backscattering, and its value is determined solely by the wavenumber at that point. Moving forward, we define the inverse of \( M_w \) as
\[ M_w^{-1} = \begin{pmatrix} M_{xx}^{-1} & M_{xy}^{-1} & 0 \\
    M_{yx}^{-1} & M_{yy}^{-1} & 0 \\
    0 & 0 & 0 \end{pmatrix} \] (29)
\[ = \begin{pmatrix} \left( M_{xx}^{-1} \right) & 0 & 0 \\
    0 & \left( M_{yy}^{-1} \right) & 0 \\
    0 & 0 & 0 \end{pmatrix}. \] (30)
It is important to bear in mind that \( M_{ij}^{-1} \) is the \( ij \) component of \( M_w^{-1} \), and not \( 1/M_{ij} \).

We split the integrand in equation (15) into two parts. The first is the turbulence we are trying to measure, given by
\[ \langle \delta n^2(t) \rangle \tilde{C}_l(\omega). \] (31)
The turbulence spectrum may contribute to the instrumentation weight. For electrostatic turbulence, references [58, 59, 60] suggest that the spectrum is of the form \( \tilde{C}(r, k_{\perp,1}, k_{\perp,2}, \Delta u_{\parallel}, \omega) \propto k_{\perp}^{-10/3} \) or \( \tilde{C}(r, k_{\perp,1}, k_{\perp,2}, \Delta u_{\parallel}, \omega) \propto k_{\perp}^{-13/3} \), depending on the size of \( k_{\perp,\mu} \). Since the backscattered \( k_{\perp,1} \) is related to the beam’s wavevector via the Bragg condition, equation (28), the turbulence spectrum localises signal to the cut-off, which we nominally take to be the point along the ray where the beam wavenumber \( K \) is at a minimum. While the exact turbulence spectrum differs from experiment to experiment, this power law enables us to qualitatively study the effect of turbulence on measurements of mismatch attenuation. The second part of equation (15) is the instrumentation weight, which we split into various factors
\[ F_i = F_p, F_b, F_m. \] (32)
Here we have the polarisation factor, which we referred to as \( \varepsilon \) in previous work [34],
\[ F_p = \varepsilon = \frac{\Omega^2 e_2^2 m_e^2}{e^4 n_e^2 c^2} |\hat{e}^* \cdot (\epsilon_{eq} - 1) \cdot \hat{e}|^2, \] (33)
ray piece,
\[ F_b = \frac{\kappa^2_{ant} \hat{b}}{g^2}, \] (34)
beam piece,
\[ F_m = \frac{\tilde{W}_y \det [\Im (\Psi_w)]}{2 [\det [M_w]] - \Im (M_{yy}^{-1}) \Im (M_{yy}^{-1}) \Im (M_{yy}^{-1}) \Im (M_{yy}^{-1})}, \] (35)
and mismatch piece,
\[ F_m = \exp \left[ \frac{-2 \Delta \theta^2_m(l)}{|\Delta \theta_m(l)|^2} \right], \] (36)
where \( \Delta \theta_m(l) \) is the characteristic width of the mismatch attenuation, given by
\[ \Delta \theta_m = \frac{1}{K} \left( \frac{\sqrt{|\Im (M_{yy}^{-1})|}}{\sqrt{|\Im (M_{xx}^{-1})|}} \right)^2, \] (37)
The physical intuition relating to the various contributions to \( \Delta \theta_m \) is given in our earlier work [34]. Having introduced the beam model and its associated notation in this section, we describe our experimental approach in the next.
3. Analysis of experimental data

In this section, we explain what data was studied and how we analysed it. This begins in subsection 3.1 with an introduction to the various MAST and MAST-U shots that were used for this paper. We then describe in subsection 3.2 what equilibrium data was needed. The geometry of the MAST DBS is detailed in subsection 3.3, while that of MAST-U is given in previous work [25]. Subsequently, we state and explain the initial beam parameters used for our beam tracing simulations of the MAST DBS in Appendix A. Finally, we detail how we analysed experimental DBS data in subsection 3.4.

3.1. Shot parameters

To study the effect of mismatch attenuation, we varied the toroidal launch angle and thus the mismatch angle. Pulses were repeated with the same plasma current, shape, and heating waveforms, such that the equilibria were as similar as experimentally possible. The toroidal angle was varied shot to shot. We studied two sets of repeated shots on MAST (shot group 1) and MAST-U (shot group 2), respectively. Details of these shots are given in Table 1. Shots in group 1 were neutral-beam-injection driven with plasma currents ~800 kA and shots in group 2 were ohmic with plasma currents ~70 kA.

In shot group 1, the shots were repeated with the same conditions from start to end, Figure 2. The shots in group 2 were also repeated shots, with significant differences only after 150 ms. In shot group 1, the MAST DBS was configured such that the V-band launched O-mode polarisation and the Q-band launched X-mode polarisation. In shot group 2, the Q-band launched X-mode polarised beams. As density and plasma current increased as the shots in group 1 progressed, the Q-band DBS on MAST moved from measuring deep into the core to the edge, Figure 3. This enables us to compare the calculated mismatch attenuation data from across multiple different plasma equilibria with the same DBS configuration, as discussed in Subsection 3.3.

3.2. Magnetic equilibria and density profiles

In order to determine the equilibrium dielectric tensor $\epsilon_{eq}$, we need to know the electron density $n_e(r)$ and magnetic field $B(r)$, both as functions of position. This is made simpler by assuming toroidal symmetry. Hence, we only need to know these quantities as expressed in the poloidal plane, as a function of $R$ and $Z$. We use EFIT [61, 62] constrained by the motional Stark effect diagnostic [63] when possible, to determine the normalised poloidal flux and the toroidal magnetic field $B_\text{t}$. MSE-constrained EFIT was available for shot group 1 (see Table 1) but not for shot group 2 since there were no neutral beams. Nonetheless, edge-magnetics-only EFIT should be sufficient for shot group 2 for two reasons. First, at the times studied, the plasmas were in L-mode. Secondly, we only evaluated DBS data from scattering near the edge for these shots. In addition to EFIT, we used the Thomson scattering (TS) diagnostic [64], which gives density $n_e$ at points along its path. The TS electron density data, together with the poloidal flux from EFIT at points along the TS laser beam, we express electron density as a function of flux label $n_e(\psi_p)$. In this work, we used a smoothing spline for interpolation of the density profiles.

We use the equilibrium dielectric tensor, as determined from EFIT and Thomson scattering, as input for our beam tracing code, Scotty [34]. Scotty first determines the probe beam’s electric field via beam tracing. It subsequently calculates the mismatch attenuation and other instrumentation weights. Such calculation only requires the beam parameters and some post-processing with our model, so one is not limited to using Scotty; any beam tracing code, such as Torbeam [52], would suffice.

| Shot number | $\varphi_{\text{rot}}$ | $\varphi_{\text{tilt}}$ |
|-------------|-----------------|-----------------|
| 29904       | $-4^\circ$      | $-4^\circ$      |
| 29905       | $-5^\circ$      | $-4^\circ$      |
| 29906       | $-6^\circ$      | $-4^\circ$      |
| 29908       | $-3^\circ$      | $-4^\circ$      |
| 29909       | $-2^\circ$      | $-4^\circ$      |
| 29910       | $-1^\circ$      | $-4^\circ$      |

Table 1: Summary of shots examined in this paper, together with the DBS mirror angles (MAST) and launch angles (MAST-U). For shot group 1, the Q-band (30–50 GHz) was in X-mode and the V-band (55–75 GHz) was in O-mode. Shot group 2 only had Q-band measurements in X-mode. Here $\varphi_{\text{rot}}$ and $\varphi_{\text{tilt}}$ are the angles of the steering mirror, see subsection 3.3. Here $\varphi_{\text{pol}}$ and $\varphi_{\text{tor}}$ are the poloidal and toroidal launch angles, respectively, defined in equation (40).
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Figure 2: Shot group 1 (top) and shot group 2 (bottom). Plasma current (left) and total NBI power (right); shot group 2 was Ohmic and had no neutral beams. We studied data from the time intervals shaded in white, ignoring data from times shaded in grey. Plasma current and neutral beam power from shot group 1 were previously published [32].

3.3. Geometry of DBS hardware

The current DBS system on MAST-U is described in another paper [25]. While the previous MAST DBS was also covered in previous work [32], we proceed to show its setup in further detail. Detailed system geometry helps set the groundwork for a later section, where we argue that the MAST Q-band has a small systematic error. This manifests as an apparent error in the mirror rotation angle; however, since the same mirror is used for both bands and the V-band data does not have this error, the error must arise from the misalignment of another component in the Q-band quasioptical system. Direct measurement of this error is no longer possible because this DBS system has already been dismantled.

The MAST DBS had two horns, one for the Q-band and the other for the V-band. Both of these horns had their own focusing lenses shown in Figure 4. After a polariser [32], the beams were incident, at the same angle, on a steering mirror. This geometry is shown in Figure 4. This mirror was used to control the poloidal and toroidal launch angles of the beam. It is important to realise that the mirror angles, which we call rotation $\varphi_{\text{rot}}$ (left and right) and tilt $\varphi_{\text{tilt}}$ (up and down), are related to the Scotty (as well as other codes, like Torbeam and Genray) launch angles by a 3D transformation. A positive $\varphi_{\text{tilt}}$ corresponds to the normal of the mirror pointing towards the ceiling (and negative corresponds to pointing towards the ground).

The sign convention for $\varphi_{\text{rot}}$ is given in Figure 5. When $\varphi_{\text{rot}} = 0$ and $\varphi_{\text{tilt}} = 0$, the beam is incident on the mirror at 45° and reflected at 45°, subsequently propagating in the midplane of the tokamak. However, $\varphi_{\text{rot}} = 0$ does not correspond to the beam being launched in the radial direction (straight toward the central column); in this situation, the beam does not propagate towards the centre of the central column, but is displaced to the side by 12.5 cm as shown in Figure 5. Those wishing to analyse data from the MAST DBS would do well to take meticulous care to ensure that all the above issues are properly accounted for. In the laboratory Cartesian system ($X, Y, Z$), the mirror normal is given by

$$\mathbf{n}_{\text{mirror}} = \begin{pmatrix} \cos \varphi'_{\text{rot}} & -\sin \varphi'_{\text{rot}} & 0 \\ \sin \varphi'_{\text{rot}} & \cos \varphi'_{\text{rot}} & 0 \\ 0 & 0 & 1 \end{pmatrix} \times \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos \varphi_{\text{tilt}} & -\sin \varphi_{\text{tilt}} \\ 0 & \sin \varphi_{\text{tilt}} & \cos \varphi_{\text{tilt}} \end{pmatrix} \begin{pmatrix} 0 \\ 1 \end{pmatrix},$$

(38)

where we use the shorthand

$$\varphi'_{\text{rot}} = \frac{\pi}{4} + \varphi_{\text{rot}} - \tan^{-1}\frac{2155}{125}.$$  

(39)

The arctangent accounts for an angular offset, which is illustrated in Figure 5. With the normal vector of the mirror, the direction of the probe beam as it propagates away from the mirror is calculated, giving the poloidal and toroidal launch angles required as input for Scotty.
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Figure 3: Properties of the plasma equilibrium for MAST shot group 1. MAST DBS frequencies indicated by the horizontal dashed lines and points (crosses for X-mode and circles for O-mode). Here \( f_{PE} \) is the plasma frequency, \( f_{CE} \) is the cyclotron frequency, \( f_R \) is the X-mode cut-off frequency, \( \tan^{-1}(B_Z/B_\zeta) \) is the pitch angle, \( B_Z \) is a poloidal component of the magnetic field, and \( B_\zeta \) the toroidal component. The values of these quantities on the midplane are plotted as a function of radius, \( R \).

Figure 4: Previous DBS system on MAST. Simplified 2D schematic of the horns, lenses, adjustable polariser, and mirrors. The Q-band beam is transmitted through the polariser, while the V-band beam is reflected off it; this is why the polarisation of the two bands are always orthogonal to each other. The polariser is adjusted such that one band is in O-mode and the other X-mode. The last mirror here is the steering mirror, which appears in Figure 5. For a 3D view of the experimental layout, refer to Figure 6 of previous work on the MAST DBS [32].
The initial wavevector in the laboratory frame \((R, \zeta, Z)\) is given by

\[
K_{R,\text{ant}} = -\frac{\Omega}{c} \cos \varphi_{\text{tor}} \cos \varphi_{\text{pol}},
\]

\[
K_{\zeta,\text{ant}} = -\frac{\Omega}{c} R_{\text{ant}} \sin \varphi_{\text{tor}} \cos \varphi_{\text{pol}},
\]

\[
K_{Z,\text{ant}} = -\frac{\Omega}{c} \sin \varphi_{\text{pol}},
\]

where \(\varphi_{\text{pol}}\) and \(\varphi_{\text{tor}}\) are the poloidal and toroidal launch angles, respectively. Calculation of the initial beam widths and curvatures for both bands is detailed in Appendix A.

The hardware was such that the polarisations of the beams from the two horns of the MAST DBS were always perpendicular to each other. These polarisations were optimised such that one horn would launch an O-mode beam, and the other an X-mode beam. Here the O-mode refers to the polarisation being parallel to the magnetic field upon entering the plasma, and the X mode refers to the polarisation being perpendicular to the magnetic field upon entry.

### 3.4. Spectral analysis of DBS signal

We use Welch’s method of averaged periodograms \(65\) to calculate the spectral density, weighted with Hann windows \(66\) and using a 50\% overlap. This method involves dividing a time period into equal segments, applying a Hann window to each of them, individually Fourier transforming them, and then finding the mean spectral density at every given frequency. The standard deviation is then used to estimate the associated standard error of the mean, which we use for error bars. In this work, we average over 101 segments. Each segment spans 0.1024 ms, which gives us a total of 5.2 ms, since any two adjacent segments overlap. We then smooth the spectrum. The smoothing process works as follows. We consider a moving window of 5 points, discard the highest and lowest points, and then take the mean of the remaining 3 points. This is essentially a moving trimmed average.

DBS spectra are often formed of two peaks: one centred at zero frequency, with the other at some Doppler-shifted frequency, as shown in Figure 6. The latter is believed to contain the useful backscattered signal, while the former is thought to be a spurious contribution \(67\). Hence, one tries to remove the zero-frequency peak, and analyse the Doppler-shifted peak. This is typically done by fitting peaks to the spectrum, enabling one to find the Doppler shift and backscattered power of the signal. The Doppler shift is generally of interest as it sheds light on the velocity profile of the plasma. However, in this study we are not interested in the frequency of this shift, and fitting the data is difficult because the DBS Doppler-shifted peak is often asymmetric and broad; instead, we focus on the backscattered power. Consequently, the analysis procedure may be significantly simplified compared to that of previous work \(52\). We find the total backscattered power at both positive and negative frequencies and subtract the latter from the former, getting what we call the antisymmetric backscattered power, see Figure 6.

Using the antisymmetric backscattered power for DBS analysis is a technique also used by other groups \(68\). This approach relies on the zero-frequency peak being symmetric about zero frequency. Different techniques for finding the backscattered power were also explored; they turned out to be as robust for the purposes of this work. Hence, we chose the simplest method, the one described above. As for the MAST-U DBS, we fitted the Doppler shifted peak with a Gaussian and calculated the power accordingly.

### 4. Mismatch attenuation

Having discussed our model, shots studied, experimental setup, and data analysis approach in the previous section, we now explain how they come together to quantitatively elucidate the effect of mismatch on DBS signals. We first describe how we use the mismatch factor, \(F_m\), and the other instrumentation weighting functions, \(F_r\), \(F_h\), and \(F_p\), to evaluate the variation of backscattered power with toroidal launch angle, subsection 4.1. We then present comparison with O-mode MAST V-band data in subsection 4.2 and with X-mode MAST Q-band data in subsection 4.3.

#### 4.1. Evaluating contributions to the backscattered signal

We now describe how we bring together the beam model’s insight on instrumentation weighting and experiments to calculate the effect of mismatch attenuation.

Experimental investigation of the mismatch attenuation factor at the cut-off, \(F_{m,c}\), is usually \(32\) \(34\) \(36\) \(33\) \(35\) done as follows. The poloidal launch angle is fixed and the toroidal launch angle varied with each repeated shot, Figure 7. We aim for significant variation in only the mismatch angle. As such, the difference in backscattered powers for any given channel can then typically be attributed entirely to the mismatch attenuation. Quite unfortunately, for shot group 1, we find that there is indeed a significant variation in the cut-off location and the corresponding wavenumber at that location as the toroidal launch angle is swept, Figure 8. This is rather unlike the toroidal scan on DIII-D \(35\) \(39\), where such a variation was minimal. Taking the 57.5 GHz beam as an example, this variation corresponds to a change of the cut-off location from...
Figure 5: Top-down view (toroidal plane) of the previous DBS system on MAST. The steering mirror rotates around two axes, both of which pass through the point where the centre of the beam is incident on its surface. The angle $\phi_{\text{rot}}$ refers to the launch angle in the plane of the diagram, and $\phi_{\text{tilt}}$ adjusts the mirror rotation angle out of plane of the diagram. That is, they are related to the azimuthal and polar angles respectively. A positive $\phi_{\text{tilt}}$ corresponds to mirror’s normal pointing towards the sky (and negative corresponds to pointing towards the ground). The sign convention for $\phi_{\text{rot}}$ is given in the diagram. In the diagram, we have $\phi_{\text{rot}} = 0$ and $\phi_{\text{tilt}} = 0$, such that the beam is incident at 45°, reflected at 45°, and propagates in the midplane of the tokamak. Note that the probe beam’s central ray is offset from intersecting the central column due to the position of the vacuum window. This was taken into account in the geometries used in the calculations.

Figure 6: Welch periodogram (grey line) of the spectral density and the smoothed spectrum (black line). We calculate the backscattered power by subtracting the blue area from the red area, which is a good approximation as the zero-frequency peaks in this study were sufficiently symmetric about $f = 0$. a normalised poloidal flux of 0.84 to 0.71 and thus a beam wavenumber from 10 cm$^{-1}$ to 14 cm$^{-1}$; a significant variation. Drawing insight by analogy with high-k scattering [69], the scattered signal should decrease with increasing wavenumber as the scattering efficiency is lower. As a result of the Bragg condition and the power-law spectrum of turbulence, we would also expected the backscattered signal to decrease with increasing wavenumber. Moreover, the statistical properties of turbulence might change with location; for example, the exponent in the power law could be different. To avoid these challenges in future experiments, instead of effectively fixing the poloidal angle, one could carefully vary the poloidal angle during the toroidal sweep to counter this change, such that the wavenumber at cut-off and cut-off location stay similar. This would require another set of repeated shots with meticulous planning to optimise the DBS setup.

In this work, we adopt an alternative approach. We use our model [34] to quantitatively calculate the effect of different wavenumbers and turbulence spectra on the backscattered signal. In our model, we do not explicitly have a scattering efficiency piece. The magnitude of the group velocity in the ray piece, equation (34), is proportional to wavenumber in slab geometry [70]. However, the physical intuition of this piece is not that of scattering efficiency, but rather, the amplitude of the DBS probe beam’s electric
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Figure 7: Trajectories of the 55 GHz MAST DBS probe beam at 240 ms. These beams are launched with different toroidal angles, corresponding to the angles in shot group 1, and reach the cut-off at similar flux surfaces. For each ray, the circle marks the cut-off location, defined to be the point where the wavenumber \( K \) is minimised.

This ray piece arises from the \( g^{-1/2} \) in the amplitude of the probe beam’s electric field, equation [4]. To study how the turbulence spectrum affects the backscattered power, we take \( \tilde{C} \propto k^\alpha \propto K_c^\alpha \) use the exponents \( \alpha = \frac{13}{3} \) and \( \alpha = \frac{10}{3} \). We find that both instrumentation effects and amplitude of measured turbulence due to the power-law spectrum do indeed vary significantly as the toroidal angle is changed. In particular, \( K_c^{-\frac{13}{3}} \) varies by order unity. Rather surprisingly, the beam model found that mismatch piece remained the dominant contribution to the variation in backscattered signal with toroidal angle. While the other instrumentation weights and turbulence spectra did affect both the width and the peak backscattered power as a function of toroidal launch angle, the overall effect was small and, given the uncertainty in our experimental data, not conclusively distinguishable from that by mismatch attenuation alone, Figure [8]. Interestingly, while the turbulence had a noticeable effect, the choice of exponent did not make a significant difference. These results are the same for both the MAST and MAST-U shot studied.

In the next subsection, we extend our analysis by studying all channels of the MAST Q and V bands at various times.

4.2. Validation: V-band DBS on MAST, O-mode

This is the first systematic study of quantitatively predicting the mismatch attenuation of O-mode DBS. Previous work only used a single time and a single frequency with a finite toroidal offset \[34\] or focused on X-mode \[36, 35\]. We limit our analysis to cases where most of the backscattered signal comes from the region around the cut-off. This corresponds to the lowest two frequency channels at later times in the shots, when the electron densities were higher.

We find that the mismatch attenuation and total instrumentation weighting functions, both evaluated at the cut-off, predict similar variations of backscattered power as a function of \( \varphi_{rot} \). To summarise large amounts of data, we compare the \( 1/e^2 \) halfwidths of the mismatch tolerance. These results are shown in...
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Figure 9: Instrumentation weights at the cut-off as a function of mirror rotation angle (MAST) and toroidal launch angle (MAST-U). We show results from the 57.5 GHz channel of the MAST DBS in O-mode (shot group 1 at 240 ms) and the 32.5 GHz channel of the MAST-U DBS in X-mode. Here the subscript \(c\) indicates evaluation of the quantity at the nominal cut-off location, that is, the point along the central ray where the beam’s wavenumber is minimised. The polarisation piece \(F_{p,c}\) is included in the calculation of \(F_{t,c}\), but it is not plotted separately as it does not vary significantly. To account for the power-law turbulence spectrum, we use the pieces \(K^{-10/3}_c\) and \(K^{-13/3}_c\). The various pieces are normalised to their respective values at zero mismatch. We see that the change in backscattered power is mostly due to the mismatch attenuation; the other pieces may change significantly (top row), but ultimately have only a small effect on both the width and peak of the predicted toroidal variation in backscattered signal (bottom row). We plot these widths, which we call mismatch tolerance, in Figure 10 showing that the other instrumentation weights and turbulence spectra affected the decay half width by under a degree. This effect is so small that the different lines overlap significantly in the bottom two figures.
The beam model’s predictions largely agree with experiments; the experimental fit’s error bars are large because the toroidal sweep was coarse, in only three of the six repeated shots do the DBS diagnostic measure significant backscattered power. Moreover, there is some small variation in the plasma equilibrium from shot to shot. We consistently find that, despite apparently non-negligible variation in wavenumber at cut-off and cut-off location, its effect on the mismatch tolerance is small. Interestingly, we also see that the mismatch tolerance at nominal cut-off, $\Delta \theta_{m,c}$, does not change significantly with time. One can obtain some intuition of this phenomena from considering DBS in slab geometry. In this case, mismatch tolerance depends strongly on the $\Psi_{xx}$ component of the beam [34]; while the beam focuses strongly due to the plasma, this focusing is in the $\Psi_{yy}$ direction [70] instead.

4.3. Validation: Q-band DBS on MAST, X-mode

The beam model’s predictions of mismatch attenuation was previously validated on DIII-D plasmas for DBS in X-mode at a single time [36, 35]. We now extend this study to spherical tokamak plasmas at different times.

Assuming a constant offset of 2.6° for all Q-band channels at all times, as justified in Appendix B, we find that there is generally good agreement between the beam model and experimental data, see Figure 11. The difference in mismatch tolerance calculated from $F_m$ alone compared to that with the other instrumentation effects and turbulence spectrum is still small compared to the error bars. However, the difference is larger than that of the V-band channels, see Figure 10. The Q-band channels’ cut-off locations did not vary significantly with toroidal angle, unlike the V-band’s; however, the percentage change in wavenumber was larger. Hence, the wavenumber at cut-off is more important than the exact cut-off location.

5. Future work

Having a finer sweep in toroidal angle would enable one to understand the effects of the ray and beam instrumentation functions, as well as the turbulence spectrum; while this could be done with more repeated shots, small errors in exactly reproducing the plasma mean that either simultaneous measurements with an antenna array or in-shot toroidal steering would be the best approaches. For example, when the turbulence spectrum is accounted for, the beam model sometimes predicts a narrower peak in the toroidal response than the current data would suggest. Another diagnostic effect pertains to how localised is the backscattered signal to the cut-off and to what extent the signal is line integrated; having finer toroidal measurements would allow us to distinguish between these two cases. While we did calculate the expected line-integrated response with Scotty, given our data, the results were not sufficiently distinguishable from the calculated cut-off-only response. Finally, such fine measurements would require careful in-laboratory measurements of the DBS quasioptics, such that the initial conditions of the DBS are accurately known. We have done our due diligence, as described in Appendix A, but dedicated measurements would be needed for the type of experiments proposed in this paragraph.

6. Conclusion

In this work, we applied the beam model of DBS [35] via the predictive code, Scotty, to spherical-tokamak plasmas, a wider range of frequencies, and a different polarisation. Since spherical tokamaks have larger pitch angles and magnetic shear than conventional tokamaks (such as DIII-D), they provide a more comprehensive testbed for evaluating our ability to quantitatively calculate mismatch attenuation. This validation was performed at multiple times within the same shot, providing a significantly larger body of data than previously attained. In situations where the wavenumber at cut-off and cut-off location varied concurrently with changing mismatch attenuation, Scotty was able to account for the instrumentation effects and isolate the mismatch response.

The findings presented in this paper paves the way for reliable and quantitative accounting of mismatch attenuation and instrumentation effects in all future DBS studies, which has two advantages: better interpretation of DBS data and loosening of the requirement that the beam wavevector has to be exactly perpendicular to the magnetic field at the cut-off. As long as the mismatch angle is not so large that the signal is below the noise floor, the beam model allows one to correct for this effect and use the backscattered signal for other studies. Quantitative correction of mismatch attenuation enables a wider range of legacy data to now be analysed, potentially yielding more physical results from existing measurements. On the other hand, our work also helps new DBS systems to be designed in situations where toroidal steering is limited or not possible, such as for burning plasmas.

While the exponent of the turbulence spectrum might change with radial location, along with the probe beam’s properties like wavenumber, we found that the variation of peak backscattered power with toroidal steering is much more sensitive to pitch angle matching than any other factor. This strong dependence of the backscattered signal on mismatch angle raises the possibility of using DBS as a method...
Figure 10: The decay halfwidths of backscattered power as a function of time, for shot group 1: Gaussian fits of experimental data (points), the mismatch tolerance factor (green line), and the total instrumentation weight (black line). These were O-mode channels. Calculation of the error bars is described in Section 3.4. As the data are from repeated shots and not simulatenous measurements of the same shot, the error bars and the change in backscattered power should be largely attributed to shot-to-shot variation in plasma properties. Also note that the plasma density is increasing during this time interval, Figure 3. We see that the other instrumentation weights do not have a significant effect on the apparent mismatch tolerance (red line), despite the variation in cut-off wavenumber and cut-off location, as shown in Figure 8.

Figure 11: The decay halfwidths of backscattered power as a function of time, for shot group 1: Gaussian fits of experimental data (points), the mismatch tolerance factor (green line), and the total instrumentation weight (black line). These were X-mode channels. All channels at 210 ms (left) and various times for the 47.5 GHz channel (right). In this situation, we see that the other instrumentation weights have some effect the apparent mismatch tolerance (red line), but the difference is not significant enough to be conclusively differentiated with our experimental data.
of measuring magnetic pitch angle in the core, an attractive prospect since DBS is likely able to survive the harsh environment of burning plasmas.
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Appendix A. MAST DBS beam parameters

The beam parameters at launch are required as input for our beam-tracing code, Scotty. These parameters determine the initial $\Psi_w$ at launch. In this work, we take the beam to be launched from the steering mirror’s centre. The launch beam width and curvatures depend on frequency. This subsection describes and explains our choice of initial conditions.

The MAST DBS system had eight Q-band channels, as well as eight V-band channels. However, for the shots studied, the highest frequency V-band channel (75 GHz) was not digitised. The most straightforward way to determine the initial beam parameters would be to simply measure them for every channel. Since it is no longer possible to measure these parameters for the original system, we proceed with the available data. The beam width as a function of distance from the lens, for the Q-band, was measured for three different frequencies: 35 GHz, 45 GHz, and 50 GHz. For the V-band, although the beam widths were measured, these measurements were not frequency resolved. As such, we estimate the beam parameters differently for the Q and V-bands.

To get the MAST DBS Q-band parameters for all channels, we performed full-wave simulations of the horn-lens system using the commercial software CST Studios. The beam parameters are then extracted from the far field data in the E and H planes. In Appendix A, we show that there is good agreement between the simulations and measured data. In this work, we use the width and curvature in the plane parallel to the launch polarisation for simplicity. Similar techniques were used for the MAST-U DBS (Q-band only), with one difference. Instead of performing full-wave simulations of the horn, we calculate the launch beam properties from the horn’s specifications. As for the MAST DBS V-band, we do not know enough about the horn to perform such simulations. Consequently, for every V-band frequency, we fit the Gaussian beam evolution to the measured far-field data as shown in Appendix A. We summarise the beam parameters at launch in Figure A1.

Figure A1: Beam width, $W$, and curvature, $1/R_b$, used as initial conditions for beam tracing for the DBS systems, as a function of frequency. The MAST Q-band’s initial beam was not circular, with slightly different widths and curvatures parallel and perpendicular to the polarisation. In this work, we use the width and curvature in the plane parallel to the launch polarisation. Determination of these parameters is discussed in Appendix A.

In this appendix, we present the methods and data used to determine the MAST DBS initial conditions required by our beam-tracing code, Scotty. At the
point of writing, the MAST DBS has long since lost its original configuration. Hence, a straightforward measurement of beam properties is not possible. As such, we have seek to figure out what the launch beam widths and curvatures are, given the data we have and what we know of the horn-lens system. In the Q-band, we have three frequency resolved measurements. For each frequency, the beam widths were measured at various distances from the flat of the lens. In the V-band, similar measurements were done, but they were not frequency resolved; the measured beam width had all frequencies contributing to it at once.

A detailed description of the DBS setup is given in previous work [32]. For each band, there was a horn antenna and a lens in front of it. The Q-band antenna was a standard smooth brass conical horn (Figure A2). On the other hand, the V-band antenna was a custom-made narrow-beam corrugated scalar horn, model: Quinstar QSH-V2500. Its frequency band followed the WR-15 standard (50–75GHz), the far-field full width at half maximum was $25^\circ$ in the mid-band (62.5GHz), and it was fed with a circular waveguide with a diameter of 0.165 inches. Quinstar's catalogue claims that the emission pattern is highly symmetric, and thus the far-field beam properties do not depend on the plane of measurement.

As for the lenses, they were aspherical hyperbolic-planar. As the name implies, one side of the lens was planar and the other was hyperbolic. The lenses were designed such that rays originating from the focal point would leave the lens parallel to the optic axis (Figure A3). We do not further discuss the design considerations in this paper. We use a fit to describe the hyperbolic side of the lens,

$$X = \frac{Y^2 R_l^{-1}}{1 + [1 - (1 + k) Y^2 R_l^{-2}]}^{1/2}. \quad (A.1)$$

Here $X$ and $Y$ are the horizontal and vertical coordinates of the hyperbolic surface, $R_l$ is the radius of curvature of the lens, and $k$ is the conic constant. The fit parameters and lens diameter and focal lengths are given in Table A1 and illustrated in Figure A3. We take the refractive indices for both lenses to be $N = 1.53$.

Using this information, we run full-wave simulations of the horn-lens system to determine the Q-band beam properties. To reduce simulation time, we split this into two steps. First, the emission pattern of the Q-band antenna is simulated in CST Microwave Studio. Secondly, we feed the results into a larger simulation area, which includes the lens, as shown in Figure A4 (top). We fit a Gaussian function to the beam profile, and extract the associated width. Interestingly, the beam does not reach the far field, and the profile is significantly non-Gaussian (in both simulations and in the data collected), until at least 50 cm from the lens. As such, we fit a Gaussian beam to these widths only at distances which we are confident are in the far-field Figure A4 (bottom). We only fit the central lobe, as the side lobes in these simulations are larger than that measured. We find that our simulations do

| Lens parameter | Q-band | V-band |
|----------------|--------|--------|
| $R_l$/cm       | −15.5  | −8.78  |
| $k$            | −0.594 | −0.588 |
| $D$/cm         | 20     | 19.5   |
| $F$/cm         | 27     | 12.5   |

Table A1: Parameters for describing the hyperbolic side of the lens. Here $R_l$ is the radius of curvature of the lens in question, $k$ its conic constant, $D$ the diameter, and $F$ the focal length. We take the refractive indices for both lenses to be $N = 1.53$. 
Indeed match the data well, and so we use our simulations to determine the beam properties for the Q-band antenna.

The design of V-band horn was more complex, and we do not have enough of its details to run a meaningful simulation. Hence, our approach to finding its beam widths is more empirical than that of the Q-band. We fit all frequencies in the V-band to the far field data as shown in Figure A3.

The approaches described above were what we used as initial conditions for the Scotty beam-tracing simulations in this paper. We explored using other methods of obtaining these initial conditions, but they were unsatisfactory for several reasons, as described in the rest of this paragraph. We tried using horn properties, together with the thin lens approximation, to find the initial beam conditions. The result was in the right ballpark. However, as seen from Figure A3, the lenses were thick and aspherical. Hence, we calculated the appropriate ray transfer matrices for the hyperbolic lenses. We ray-traced paraxial rays through the lenses in Zemax OpticStudio 21.2. For a given lens, two paraxial rays were launched, both incident on the planar side: the first on the optical axis with a small angle of incidence, the second a small distance from the optical axis and at normal incidence. The positions and directions of both rays at the output plane were then used to calculate the ray transfer matrix. We compared the measured Q-band beam properties with that calculated from the initial beam conditions and the ray transfer matrix, and the agreement between the calculated and measured widths and curvatures was good. We repeated this for the V-band but did not manage to get decent results, likely because the initial conditions at the horn were not well-specified. Particularly, while we were able to calculate the width of the beam waist from the far-field full with at half maximum, we do not know where the waist actually is. We assumed the waist to be at the mouth of the horn.

Appendix B. Toroidal offset of the MAST Q-band system

Earlier work analysing the MAST DBS [32] argued that there had to be an offset in the toroidal launch angle, for both the Q- and V-band systems. That is, there is a systematic difference between the recorded angle of the steering mirror’s rotation stage and the actual angle. When varying the toroidal launch angle, we expect there to be maximum signal when the beam’s wavenumber is perpendicular to the magnetic field. This is a well-known result in the field, typically optimised by ray tracing. Our beam model enables the decay width of the toroidal response to be predicted, in addition to the change in the optimal toroidal angle due to other instrumentation effects. We found that the optimal toroidal angle, that is the angle where backscattered power is maximised, is only weakly affected by instrumentation effects other than mismatch. As such, we still expect there to be maximum backscattered power at the toroidal angle where the beam is fully matched at cut-off.

After careful analysis of the DBS system’s geometry, detailed in Section 3.3, we found that there was no offset for the V-band system. However, for the Q-band, we find that there to be a finite offset. Since both systems use the same steering mirror, the error is not in the steering mirror’s angle. Rather, we argue that there is some misalignment in the Q-band optics that is equivalent to a systematic 2.6° error in the mirror angle. This accounts for most of the aforementioned discrepancy, for all Q-band channels at all times studied, see Figure B1. As such, in this paper, we consistently used a 2.6° offset for Q-band results.

We postulate several reasons for this offset. Since the lens had quite a short focal length, a slight ∼1 mm transverse offset of the lens relative to the horn would already steer the beam enough to account for the 2.6° error. Similarly, the lens might also not have been centred. A combination of lens and horn offsets could account for the angular offset seen here. Analysis of other repeated shots on MAST indicate a similarly-sized error, but the results are not as conclusive as that from shot group 1. We find that this error changes slightly, less than a degree, at different times in shot group 1, which is small enough to be attributed to the uncertainty in equilibrium reconstruction. Unfortunately, the MAST DBS was removed immediately after MAST’s final campaign; experimentally-verified calibration and more detailed measurements are no longer possible.
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