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Abstract
Temporal disaggregation is a method commonly used in official statistics to enable high-frequency estimates of key economic indicators, such as gross domestic product (GDP). Traditionally, such methods have relied on only a couple of high-frequency indicator series to produce estimates. However, the prevalence of large, and increasing, volumes of administrative and alternative data-sources motivates the need for such methods to be adapted for high-dimensional settings. In this article, we propose a novel sparse temporal-disaggregation procedure and contrast this with the classical Chow–Lin method. We demonstrate the performance of our proposed method through simulation study, highlighting various advantages realised. We also explore its application to disaggregation of UK GDP data, demonstrating the method’s ability to operate when the number of potential indicators is greater than the number of low-frequency observations.
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1 | INTRODUCTION

Understanding short-term dynamics of headline macroeconomic variables has become increasingly important in the diverse and digital modern economy we witness today. National Statistics Institutes (NSI) such as the UK’s Office for National Statistics (ONS) are increasingly asked to...
provide more frequent publication of Gross Domestic Product (GDP) or annual industry and household surveys. The typical motivation for providing these more frequent measures is to paint a more timely picture of the current economic health of a country. In recent years, several reports (e.g. Bean, 2016; Eurostat, 2017; Pfeffermann et al., 2015) have reviewed how official statistics are gathered, and motivated attempts to move away from the traditional survey-centric approach. In particular, there has been a push towards adopting alternative and administrative data-sources that are readily available and measure numerous processes in a timely and reliable manner. Jarmin (2019) emphasises that traditional data-sources will remain critical, however these will be designed to complement and improve the measure capabilities of new higher frequency sources. While a sense of awareness for these new data-sources is being established, for example using Value Added Tax (VAT) return data as an indicator of GDP, or scanned price data in supermarkets as an indicator of inflation, the statistical methodology to calibrate insights from these sources remains under-developed.

This article is motivated by the challenging task of performing high frequency disaggregation for UK national GDP, moving from a quarterly to a monthly resolution. We wish to make use of a variety of monthly data sources, referred to as indicator series, that are believed to indicate the short-term movements of GDP. This information is used to construct a monthly estimate of GDP that will follow similar short-term dynamics to the indicator series, however remain temporally consistent with quarterly observations.

For this task, there are a considerable number of indicator series that one may wish to use. In our application we consider survey-based series, such as the monthly business survey (MBS) in both services and production, alongside VAT data, retail sales indices and several novel indicators such as traffic flows at ports and on roads. In total, we consider 97 indicators, all of which are collected at a monthly frequency. Given the significant interest in fast measurements of economic activity, the ONS has developed a monthly GDP index, and published this statistic since May 2018. This index is constructed using monthly information from the Index of Services, Index of Production and Index of Construction. For details see ONS (2021). Even though a monthly index exists in this case, there is still great interest in performing temporal disaggregation, the reasons are threefold. Firstly, the monthly index is an output-based measure; however, economists may also be interested in both expenditure- and income-based estimates. Since, temporal disaggregation can be applied to any output stream, either expenditure- or income-based measures could be used. The resulting high-frequency estimate can thus complement the existing output-based index. Secondly, due to the construction of the index, publication lags the period of measurement, an issue common to most economic statistics. However, temporal disaggregation can be used to find indicators that are relevant and updated more frequently, potentially enabling the estimation of the output statistic at a more frequent rate than is traditionally reported. This way, we are able to evaluate higher frequency estimates of the economic activity itself, rather than an index, and obtain detailed short-term information at the end of the sample. NSIs are actively developing so-called fast-indicators for exactly this purpose and in this article we consider several of these in the form of traffic data. Finally, one of the key issues surrounding the fast release of data is in understanding the associated short-term movements. To this end, temporal disaggregation using interpretable indicator series can provide insight by highlighting which indicators are driving movement.

Early work on temporal disaggregation by Lisman and Sandee (1964) and Denton (1971) set up a constrained quadratic optimisation problem trying to minimise the difference between revised and original series. Generalisations of these approaches were made by Wei and Stram (1990) and Guerrero and Martinez (1995) who used autoregressive moving average (ARIMA) models to
interpolate data in the absence of high-frequency indicator information. Chow and Lin (1971) were the first to suggest a generalised least squares (GLS) regression utilising a set of explanatory variables recorded at the desired high frequency. Their well-established approach is still used today by several NSIs to perform disaggregation and compile national accounts (Eurostat, 2018). Extensions of Chow and Lin (1971) include Fernandez (1981) and Litterman (1983) who allow for complex, non-stationary error structures, Mitchell et al. (2005) who derive an approximation using logarithms, Proietti (2006) who study a dynamic state-space generalisation and Di Fonzo (1990) who propose a multivariate extension to perform regional temporal disaggregation. See Pavia-Miralles et al. (2010) for an extensive literature review of disaggregation procedures and Chen (2007) for an empirical comparison using 60 series of annual data from national accounts. More recent work of temporal disaggregation includes Labonne and Weale (2020) who derive monthly estimates of business sector output in the United Kingdom from rolling quarter- ly VAT returns by employing an unobserved components model to accommodate measurement noise.

A related but distinct field of work to disaggregation in the econometrics time series literature is that of nowcasting (or real-time forecasting). Nowcasting is an essential tool to overcome the so-called ragged-edge problem, namely publication delays of headline variables, which cause missing values at the end of sample. Popular methods include mixed-data sampling regression (Ghysels et al., 2004), dynamic factor models (Banbura & Rünstler, 2011) and mixed-frequency vector autoregression models (Koop et al., 2019). These methods can be used, for example, to predict the next quarter of UK GDP using monthly indicators, to prevent long waits for publication lags. As previously mentioned, our focus is on an alternative and quite distinct, unsupervised learning task, where we attempt to estimate unobserved monthly GDP between each quarterly sample. As such, nowcasting within a temporal disaggregation context such that we can obtain nowcasts at the higher frequency remains an interesting avenue for future research.

Chow and Lin (1971) and its extensions have proven to work well when only a couple of indicator series are used for the disaggregation task. However, with the integration of alternative and administrative data sets, the collection of indicator series that can potentially provide important information on the output is vast and we find ourselves operating in a so-called high-dimensional setting. In fact, we naturally find ourselves in this setting when we consider the GDP disaggregation challenge previously outlined (97 series over 50 quarters). In this case, classical methods for temporal disaggregation demonstrably fail. It is precisely this gap in the temporal disaggregation literature that we seek to address: how to build a robust and interpretable methodology that can accurately disaggregate key survey based statistics by utilising large numbers of alternative and administrative data sources.

Methodologically, our key contribution is to establish a regularised M-estimation framework that extends the Chow–Lin (CL) approach, we refer to this framework as Sparse Temporal Disaggregation (spTD). A key aspect of the method is the incorporation of a penalty function on the regression parameters which operates alongside the usual GLS cost function. These regularisation functions are able to take a variety of forms, and help ensure the estimator is stable in high-dimensional settings (Bühlmann & Van De Geer, 2011). To illustrate the effectiveness of our methodology we focus on the popular $\ell_1$ penalty (LASSO) (Tibshirani, 1996). This has the twin benefits of computational robustness due to convexity, and interpretation due to its ability to produce sparse sets of regression coefficients. In addition, $\ell_1$ penalisation has rapid, robust algorithms available to compute parameter estimates over a range of sparsity levels (Efron et al., 2004).
Alternative approaches to dealing with high-dimensionality include Angelini et al. (2006) and Proietti and Giovannelli (2020), and are principally based on dynamic factor models. Here, factor estimation methods such as principal components analysis are used to reduce the dimensionality of the large indicator data set before model fitting by combining indicators into a limited number of common factors. Specifically, the large indicator set can be decomposed into the sum of two mutually orthogonal unobserved components. First, the common component that drive the co-movements of the high-dimensional indicators through a few common factors, and second, the idiosyncratic component that arises from features that are specific to an individual indicator variable such as measurement error. Standard temporal disaggregation procedures can then be performed using these estimated common factors as predictors. This approach has the joint benefits of being able to handle ragged edge data via filtering techniques when computing factor estimates, and is able to asymptotically remove the idiosyncratic variation in the indicators when estimating the disaggregate series. Although such approaches can be effective, the factor model approach possesses difficulties regarding specification and interpretability. There exists uncertainty in how the appropriate factor estimation method is selected, and in the number of factors used (Kuzin et al., 2013). A more considerable issue is the loss of interpretation into the individual effects of indicators, as it is the factors or principal components, that are retained instead of original predictors. We therefore tackle the high-dimensional temporal disaggregation problem from the variable selection viewpoint; as our regularised M-estimation framework is able to simultaneously select the relevant indicators and estimate their impact. To our knowledge, this is the first work to tackle the disaggregation problem in this way.

Through extensive simulation studies we investigate the performance of our approach in estimating high frequency disaggregated series in both standard and high-dimensional scenarios. We also compare against the established CL method in standard dimensional settings. Finally, we illustrate how the method can be used to solve the high-dimensional GDP disaggregation problem. As we will demonstrate later, our estimated model not only aligns with economic intuition, but also achieves better tracking of the published monthly GDP index when compared against the CL method. The paper is structured as follows. Section 2 introduces the statistical framework for temporal disaggregation and explores shortcomings of existing methods in high dimensions. In Section 3 we establish a sparse modelling framework for high-dimensional temporal disaggregation, before providing details of an estimation strategy and tuning procedure for \( \ell_1 \) penalisation. Section 4 highlights the advantages of our approach through a simulation study, while Section 5 implements our method on real GDP data.

## 2 Background

The temporal disaggregation problem is perhaps best viewed from the perspective of a practitioner working in official statistics. The practitioner observes a low-frequency data-stream of a key statistic (such as GDP) that they wish to disaggregate to a higher frequency. For the sake of clarity, we can assume that this low-frequency data-stream is at an annual scale and denote this as the vector \( y_a \in \mathbb{R}^n \), containing \( n \) yearly observations. The practitioner seeks to construct a disaggregated version of \( y_a \), at a sub-annual time resolution. In addition, it is desirable that the disaggregated series be temporally consistent during each year and not contain spurious jumps between years. Consider, by way of example, a setting where one seeks to produce a quarterly version and denote this by \( y_q \in \mathbb{R}^m \), where \( m = 4n \) in the case of annual-to-quarterly disaggregation. Note the subscript \( q \) to denote a quarterly series and \( a \) to represent an annual series.
FIGURE 1  Annual to quarterly temporal disaggregation of gross domestic product (GDP) from 2015 to 2019 using Business Surveys in Production and Services as quarterly indicator series. (a) Annual GDP; (b) quarterly indicator series; (c) quarterly GDP estimate

The disaggregation challenge lies in developing a principled approach to interpolate or distribute between each observed annual data point. A common approach to achieve this goal is to use indicator series recorded at the desired high frequency that are believed to indicate the intra-annual movements. A simple example of temporal disaggregation is shown in Figure 1 whereby annual GDP data is disaggregated to a quarterly level by making use of business surveys from production and services industries recorded quarterly. We denote the set of high-frequency indicator series as the matrix \( X_q \in \mathbb{R}^{m \times p} \) where each column is a quarterly time series representing one of \( p \) indicators.

We now formulate the canonical temporal disaggregation problem and outline the method proposed by Chow and Lin (1971). To construct the unobserved quarterly time series \( y_q \), the following regression model is assumed at the quarterly frequency

\[
y_q = X_q \beta + u_q, \tag{1}
\]

where \( \beta \in \mathbb{R}^p \) is the vector of regression coefficients to be estimated, and \( u_q \in \mathbb{R}^m \) is a residual vector. Note that the matrix \( X_q \) may contain deterministic terms such as constants and trends. The residual vector \( u_q \) is mean-zero and has covariance matrix \( V_q \). Chow and Lin (1971) assume the data generating process of \( u_q \) follows a first-order autoregressive process \( u_t = \rho u_{t-1} + \epsilon_t \) with \( \epsilon_t \sim N(0, \sigma^2) \) and \( |\rho| < 1 \). This assumption of a stationary residual process allows a co-integrating relationship between \( y_q \) and \( X_q \) when they are non-stationary, a likely scenario with economic time series. Thus, the regression coefficient \( \beta \) measures both the long- and short-run effect of \( X_q \) on \( y_q \). The resulting covariance matrix \( V_q \) has the well-known Toeplitz form

\[
V_q = \frac{\sigma^2}{1 - \rho^2} \begin{pmatrix}
1 & \rho & \ldots & \rho^{m-1} \\
\rho & 1 & \ldots & \rho^{m-2} \\
\vdots & \vdots & \ddots & \vdots \\
\rho^{m-1} & \rho^{m-2} & \ldots & 1
\end{pmatrix},
\]

containing two unknown parameters \( \rho \) and \( \sigma^2 \) that must be estimated.

As the dependent variable in (1) is unobserved, the regression is pre-multiplied by the \( n \times m \) aggregation matrix

\[
C = I_n \otimes (1, 1, 1, 1),
\]

containing two unknown parameters \( \rho \) and \( \sigma^2 \) that must be estimated.
to obtain the observable annual counterpart of (1) given by

$$ y_a = X_a \beta + u_a, $$

(3)

where \( y_a = Cy_q \), \( X_a = CX_q \) and \( u_a = Cu_q \) with covariance matrix \( V_a = CV_q C^\top \). Without loss of generality, we assume we are dealing with flow data where four quarterly figures in a year must sum to their corresponding observed yearly figure, hence the vector of ones \((1, 1, 1, 1)\) appearing in the aggregation matrix. For alternative aggregations see the reviews by Quilis (2018) and Sax and Steiner (2013).

The regression equation in (3) is now fully observable and can be solved using standard techniques. As autocorrelation is present in the AR(1) residual process, this is dealt with by using the GLS estimator:

$$ \hat{\beta} = \arg \min_{\beta \in \mathbb{R}^p} \left\{ \| V_a^{-1/2} (y_a - X_a \beta) \|_2^2 \right\} $$

$$ = (X_a^\top V_a^{-1} X_a)^{-1} X_a^\top V_a^{-1} y_a. $$

(4)

The estimator for \( \beta \) is conditional on the covariance matrix \( V_a \) which contains the unknown parameters \( \rho \) and \( \sigma^2 \). In fact, the \( \sigma^2 \) parameter can be factored out of the covariance matrix \( V_a \) and will cancel itself out in the estimator \( \hat{\beta} \). Thus, only \( \rho \) has to be estimated. It follows that \( \hat{\beta} \), conditional on \( \hat{\rho} \), is a feasible GLS estimator of \( \beta \). Originally, Chow and Lin (1971) proposed an iterative procedure to infer the \( \rho \) parameter from the observed autocorrelation of the aggregated residuals; however, it has since been shown this method is not very reliable and suffers when sharp movements are present in the series (Chen, 2007). Bournay and Laroque (1979) provide a more intuitive method by first estimating \( \hat{\beta} \) and \( \hat{V}_a \) via profile-likelihood maximisation, before searching for the autoregressive parameter over the stationary range of \( \rho \in (-1, 1) \).

The feasible GLS estimator \( \hat{\beta} \) conditioned on the maximum likelihood estimate of \( \rho \) is used to construct the target quarterly unobserved series \( y_q \). Chow and Lin (1971) show the optimal (best linear unbiased) solution is given by

$$ \hat{y}_q = X_q \hat{\beta} + V_q C V_a^{-1} (y_a - X_a \hat{\beta}). $$

(5)

The first part of this expression \( X_q \hat{\beta} \) is the conditional expectation of \( y_q \) given \( X_q \). The second is an estimate of the quarterly residual \( u_q \), obtained by disaggregating the observed annual residuals \( y_a - X_a \hat{\beta} \) to ensure temporal consistency between the estimates \( \hat{y}_q \) and observations \( y_a \).

### 2.1 Shortcomings of the CL procedure

Despite the popularity of Chow and Lin (1971) to compile national accounts across Europe (Eurostat, 2018), the method runs into several shortcomings when operating in data-rich environments NSIs now find themselves in. Below we outline several of these, prior to introducing our regularised temporal disaggregation approach in Section 3.

In moderate and high dimensions, the behaviour of the CL procedure faces several statistical challenges: (a) excessive variance in \( \hat{\beta} \) impacts interpretation in the weight given to indicator variables; (b) unreliable estimation of the AR(1) parameter and variance \((\rho, \sigma)\) leads to poor performance in identifying \( V_q \), and thus the high frequency series; (c) interpretation into which
indicator series are most relevant is hampered since all indicators will be included in the model by default. To date, there has been limited research to answer this collection of shortcomings in the temporal disaggregation literature.

Delving into the details of these challenges a little further, we see the GLS estimator of (4) takes the form:

\[
\hat{\beta} = \left[ X_a^\top V_a^{-1} X_a \right]^{-1} X_a^\top V_a^{-1} y_a. \tag{6}
\]

This solution is only uniquely identified if the matrix \( M \) highlighted in (6) is of full rank (invertible). This fails to be the case in high-dimensional scenarios as \( \text{rank}(M) = n \) with \( p > n \). In moderate-dimensional scenarios, \( M \) may have many eigenvalues close to zero, leading to estimates \( \hat{\beta} \) with high variance and inevitably results in overfitting. In such settings, Ciammola et al. (2005) noted the poor performance of CL in estimating the AR(1) parameter \( \rho \). Further, a reliable estimate of \( \sigma \) is important for quantifying the uncertainty associated with the estimate \( \hat{\beta} \).

Chow and Lin (1971) use the standard estimator:

\[
\hat{\sigma}^2 = \frac{||V_a^{-1/2} (y_a - X_a\hat{\beta})||^2}{n},
\]

however, it has been shown that even in the classical \( n > p \) setting such an estimator is biased downwards (Yu & Bien, 2019).

Finally, in addition to the challenges of dimensionality, the Chow and Lin (1971) approach offers limited model interpretation as no model selection is performed. Since it is sometimes difficult to collect high frequency indicator series, it can be beneficial to identify which are of most importance when monitoring the economic phenomenon of interest. This way, when future estimates are made, irrelevant indicators can be avoided, reducing model complexity and the cost of creating outputs by a great deal.

### 3 | SPARSE TEMPORAL DISAGGREGATION

In this section we introduce a novel spTD method. Our approach seeks to provide robust and reliable solutions, with a view to resolving the aforementioned shortcomings of current temporal disaggregation methodologies. In Section 3.1 we provide a general regularised M-estimation framework that allows us to encompass a variety of penalty functions in the CL regression framework to accomplish temporal disaggregation in moderate and high dimensions. In Section 3.2 we draw attention to a specific penalty of the general framework, namely the \( \ell_1 \) penalty and provide a detailed description of the estimation strategy and tuning procedure. Section 3.3 concludes with a discussion on how to extend our model when the indicator series are highly correlated. We assume throughout that the indicator set \( X_q \) is fully observed up to the latest low frequency observation and hence does not contain a ‘ragged edge’ structure. It would be possible to extrapolate indicator variables forward if they contain end-of-sample missingness by assuming the indicators follow a certain time series model but we do not consider that here.

#### 3.1 | A general regularised M-estimation framework for temporal disaggregation

With large-scale data sets now becoming popular, developing parsimonious models contains numerous advantages. By imposing the assumption that only a relatively small subset
\( K = |\{ \beta_r \neq 0 \}| \) of the \( p \) possible indicators may actually be active in the model, this gives us scope to achieve good performance in increasing the accuracy of estimators by discarding noisy information and helps towards revealing underlying characteristics in the data. The empirical performance of sparse modelling has been examined in various settings by Meinshausen and Bühlmann (2010) and Bühlmann and Mandozzi (2014).

Mirroring the established Chow and Lin (1971) temporal disaggregation approach to construct the high-frequency estimator \( \hat{y}_q \), we propose to study estimators of the form:

\[
\hat{\beta}_\rho = \arg \min_{\beta \in \mathbb{R}^p} \left\{ \| V_a^{-1/2} (y_a - X_a \beta) \|^2_2 + P_\lambda(\beta) \right\},
\]

where we explicitly index the solution as a function of \( \rho \) to highlight dependence on this parameter. This estimator incorporates a regularising penalty function in conjunction with the classic CL cost function to encode the assumption of sparsity. It does this by shrinking coefficients of indicator series, \( \beta \), towards zero that cause a large least squares score in the CL cost function. By doing so, we simultaneously select important indicator series and estimate their regression coefficients with sparse estimates. This will significantly reduce the variance in moderate dimensions and enable accurate estimators in high dimensions. Not only is this novel in the area of temporal disaggregation, working with a GLS cost function in the high-dimensional setting has to-date received little attention in the statistics literature.

The regulariser function, \( P_\lambda(\beta) \) is indexed by the regularisation parameter \( \lambda \geq 0 \) that controls the degree of shrinkage. This function may take various forms depending on the assumptions required by the user. As indicated by Hastie et al. (2015) and Bühlmann and Van De Geer (2011), common choices include \( \ell_q \) norm penalties \( P_\lambda(\beta) = \lambda \| \beta \|_q^q = \lambda \sum_{j=1}^p |\beta_j|^q \) for \( q > 0 \), and the \( \ell_0 \) pseudo-norm penalty \( \lambda I(\beta \neq 0) \) for \( q = 0 \), where \( I(\beta \neq 0) \) is the number of non-zero components of \( \beta \). Estimates have the parsimonious property with some components being shrunk exactly to zero when \( q \leq 1 \), and the minimisation problem is convex when \( q \geq 1 \).

### 3.2 The \( \ell_1 \)-spTD method

Given our interest in performing accurate model selection for temporal disaggregation, we here focus on the LASSO (\( \ell_1 \)) penalty (Hastie et al., 2015; Tibshirani, 1996). This specification provides an example of our general M-estimation framework while enabling us to examine the benefits afforded by \( \ell_1 \) shrinkage. Notably, out of the class of \( \ell_q \) norms, only the \( \ell_1 \) penalty has the properties of yielding sparse solutions while maintaining convexity. We refer to this method as \( \ell_1 \)-spTD and utilise the regulariser function

\[
P_\lambda(\beta) = \lambda \| \beta \|_1 := \lambda \rho \sum_{j=1}^p |\beta_j|. \]

A further useful property of LASSO penalisation is that fast algorithms exist to find estimators for a range of \( \lambda \) values. These methods are known as path algorithms, with least angle regression (LARS) (Efron et al., 2004) perhaps being one of the more widely used approaches. In this work we employ LARS to provide an initial screening of indicator series by constructing unique solution.
paths $\hat{\beta}_\rho(\lambda)$, with varying sparsity levels controlled by $\lambda_\rho$. We suggest an additional re-fitting procedure here to reduce the bias in the LARS solution paths.

Unlike GLS which generates only one set of coefficient estimates, the loss function in (7) will produce a different set of estimates for each value of the regulariser parameter. Correctly selecting the best $\lambda$ is vital. If too small, then not enough shrinkage occurs and we overfit. Conversely, if it is too large then we shrink too much and underfit. Since the parameter $\lambda$, and consequently the coefficient estimate $\hat{\beta}_\rho$, depend on the specification of the AR parameter $\rho$, the estimator in (7) can be seen as maximising a penalised profile likelihood as a function of $\rho$. A final optimisation step searching over the stationary domain of $\rho$ is then used to obtain a final set of parameter estimates.

Our approach proceeds according to the following steps, which we now elaborate on:

(a) Generating solution paths $\hat{\beta}_\rho(\lambda)$ for a range of $\lambda$ using the LARS algorithm;
(b) Reducing the bias of these solution paths using a re-fitting procedure;
(c) Tuning the model for the best $\lambda$ and optimising over $\rho$.

To simplify notation we use $\tilde{y} = V_a^{1/2}y_a$, $\tilde{X} = V_a^{1/2}X_a$ and $\tilde{u} = V_a^{1/2}u_a$. This represents the GLS rotated aggregate data we find LASSO solutions for.

### 3.2.1 Generating solution paths

To compute solution paths $\hat{\beta}_\rho(\lambda)$ of the convex problem (7), we use the LARS algorithm (Efron et al., 2004). This combination of forward stagewise regression (Hastie et al., 2007) and LASSO (Tibshirani, 1996) is able to provide full piecewise linear solution paths for many values of $\lambda$. We use LARS as it is a computationally fast algorithm that offers interpretable models, with stable and accurate predictions. Furthermore, the solution path forms a useful graphical output that shows key trade-offs in model complexity (Hesterberg et al., 2008).

In our approach, we will need to solve Equation (7) multiple times, over a range of GLS rotations and regulariser parameters. For any fixed $\rho$, the LARS procedure begins with a large value of $\lambda$, and correspondingly sets all regression parameters $\beta = 0$. Let the $i$th indicator series be the one that is most correlated with the response $\tilde{y}$, this indicator then enters the active set of relevant predictors. Rather than fit this predictor completely (i.e. set to OLS solution), the algorithm moves the coefficient $\beta_i$ of this predictor continuously towards its least squares value, causing its correlation with the evolving residual to decrease in absolute value. The value of $\lambda$ is then decreased until another predictor $j$ has as much correlation with the current residual. At this point, the process is then paused and $j$ enters the active set. The two corresponding predictor coefficients ($\beta_i$, $\beta_j$) now move in the direction of their joint least squares fit of the current residual on the two predictors. The process continues adding predictors in this fashion by gradually decreasing $\lambda$, and is able to remove predictors from the active set (the LASSO step) if their coefficient hits zero. For this reason, the algorithm usually has more iterations than the number of predictors, $p$. Each iteration step $l = 1, \ldots, k$ of the algorithm has a decreasing $\lambda(l)$ value causing the solution paths to become less sparse as the algorithm moves forward. The final step occurs when the model becomes saturated with $n$ non-zero coefficients. It is interesting to note that the sparsity of this final step contains no more than $\min(n,p)$ non-zero values. This means that the number of different LASSO estimated sub-models is typically $O(\min(n,p))$, which represents a huge reduction compared to all $2^p$ possible sub-models, especially in the case where $p \gg n$. 
After running the LARS algorithm on the regression we get a set of solution paths \( \hat{\beta}_p(\lambda^{(l)}) \) for steps \( l = 1, \ldots, k \) that are of the form:

\[
\begin{align*}
\text{Step 0:} & \quad \hat{\beta}_p(\lambda^{(0)} : \lambda^{(0)} > 0) = (0, \ldots, 0), \text{ with all values zero;} \\
\text{Step 1:} & \quad \hat{\beta}_p(\lambda^{(1)} : 0 < \lambda^{(1)} < \lambda^{(0)}) = (-\beta_p, -\ldots), \text{ one non-zero;} \\
\text{Step 2:} & \quad \hat{\beta}_p(\lambda^{(2)} : 0 < \lambda^{(2)} < \lambda^{(1)}) = (-\beta_{p;1}, \beta_{p;2}, -\ldots), \text{ two non-zero;} \\
& \vdots \\
\text{Step k:} & \quad \hat{\beta}_p(\lambda^{(k)}) = (-\beta_{p;1}, \ldots, \beta_{p;s}, -\ldots), \text{ with } s = \min(n, p) \text{ non-zero.}
\end{align*}
\]

Figure 2a shows the LARS algorithm applied to a synthetic data set with non-stationary indicator series, \( n = 100, p = 150, \rho = 0.5 \) and the true \( \beta \) parameter having the first 10 values equal to 5 and the other 140 equal to 0. This demonstrates the algorithm beginning with the null model, then correctly activating the first 10 predictors towards 5. Then, as the algorithm moves forward, and \( \lambda \) decreases, the model becomes less sparse until the model is saturated.

3.2.2 Reducing the bias in solution paths

Before tuning the above algorithm to select the optimal \( \lambda^{(l)} \) for \( l = 1, \ldots, k \), we propose a preliminary step to reduce the bias in the solution paths. The significance of this preliminary step is assessed in our simulation study in Section 4. It is a recognised drawback of LASSO estimators that they include a small amount of bias, as their absolute value is typically smaller than that of the true parameter; \( |\mathbb{E}(\hat{\beta}_p(\lambda) - \beta_p)| > 0 \) for \( \lambda > 0 \). This behaviour can be seen in Figure 2a with the parameter estimates for the first 10 predictors being slightly below 5, whereas, the unbiased estimator in this case would have expectation of exactly 5. Many authors (Bühlmann & Van De Geer, 2011; Zheng et al., 2014) have suggested a simple remedy to this issue is to treat LASSO as a variable screening procedure and to perform a second refitting step on the selected support. Belloni and
Chernozhukov (2013) provide a theoretically justified refitting technique which involves performing a least-squares re-estimation of the non-zero coefficients of the LASSO solution. We suggest adopting this least-squares re-estimation approach in our algorithm. With each solution path $\hat{\mathbf{p}}_l(\lambda^{(l)})$ for $l = 1, \ldots, k$ obtained from the LARS algorithm, a new design matrix $\tilde{\mathbf{X}}'$ is constructed containing only the predictors that have a non-zero coefficient in the corresponding solution path. We then perform usual least squares estimation on $(\tilde{\mathbf{X}}', \tilde{\mathbf{y}})$ and obtain estimates $\hat{\mathbf{p}}_\rho$ with a reduced bias.

### 3.2.3 Tuning model parameters

The performance of our estimator relies heavily on the choice of tuning parameter $\lambda$ to select the optimal estimate from $\hat{\mathbf{p}}_\rho(\lambda^{(1)}), \ldots, \hat{\mathbf{p}}_\rho(\lambda^{(k)})$. We propose to use the Bayesian Information Criterion (BIC) statistic (Schwarz, 1978) to achieve this and choose $\lambda$ such that

$$\hat{\lambda}_\rho = \arg \min_{\lambda \in \{\lambda^{(1)}, \ldots, \lambda^{(k)}\}} \left\{ -2\mathcal{L}(\hat{\mathbf{p}}_\rho(\lambda), \hat{\sigma}^2) + \log(n)K_\lambda \right\},$$

where $K_\lambda = |\{r: (\hat{\mathbf{p}}_\rho(\lambda))_r \neq 0\}|$ is the degrees of freedom and $\mathcal{L}(\hat{\mathbf{p}}_\rho(\lambda), \hat{\sigma}^2)$ is the log-likelihood of the GLS regression.

Since we are working with relatively small sample size of low frequency observations, BIC seems more appropriate than resampling procedures such as cross-validation or bootstrap and comes at a much lower computational expense (Friel et al., 2017). Furthermore, Efron et al. (2004) show how BIC offers substantially better accuracy than cross-validation and related non-parametric methods in selecting optimal $\lambda$ in LARS. BIC is preferred to other information criteria as parsimony is a primary concern, and BIC generally places a heavier penalty on models with many variables due to the $\log(n)K_\lambda$ term.

Assuming Gaussian errors, the log-likelihood of the GLS regression (4) is given by

$$\mathcal{L}(\mathbf{p}, \sigma^2) = -\frac{n}{2} \log(2\pi) - \frac{n}{2} \log(\sigma^2) - \frac{1}{2} \log(|\mathbf{S}|) - \frac{1}{2\sigma^2} (\tilde{\mathbf{y}} - \tilde{\mathbf{X}}\hat{\mathbf{p}})^T (\tilde{\mathbf{y}} - \tilde{\mathbf{X}}\hat{\mathbf{p}}),$$

where $|\mathbf{S}|$ is the determinant of the Toeplitz matrix $\mathbf{S}$ which depends on $\rho$ and is such that $\mathbf{V}_\lambda = \sigma^2 \mathbf{S}$. We can then maximise this log-likelihood at the reduced-bias estimator $\hat{\mathbf{p}}_\rho(\lambda)$ from the re-fitted LARS algorithm and using an estimator of the error variance $\hat{\sigma}^2$. Finding a good estimator of $\mathbf{p}$ has received considerably more attention in the literature than finding a good estimator of $\sigma^2$ (Reid et al., 2016). However, constructing a reliable estimator of $\sigma^2$ in finite samples is crucial as it enables one to understand the uncertainty in estimating $\mathbf{p}$ and be able to construct $p$-values and confidence intervals (Yu & Bien, 2019). We utilise the estimator

$$\hat{\sigma}^2 = \frac{1}{n - K_\hat{\lambda}} (\tilde{\mathbf{y}} - \tilde{\mathbf{X}}\hat{\mathbf{p}}_\rho(\lambda))^T (\tilde{\mathbf{y}} - \tilde{\mathbf{X}}\hat{\mathbf{p}}_\rho(\lambda)),$$

which debiases the residual sum of squares by the degrees of freedom. We use this form of estimator as it has been shown to have promising performance in an extensive simulation study done by Reid et al. (2016). After substituting the estimators into the log-likelihood to obtain $\mathcal{L}(\hat{\mathbf{p}}_\rho(\lambda), \hat{\sigma}^2)$, we simply search along the solution path to find the $\lambda$ that minimises the BIC objective (8).

In high-dimensional settings this BIC heuristic may not be optimal. Indeed, we find that after a certain number of steps of the LARS algorithm, when $K_\lambda$ becomes close to $n$, the BIC starts...
to behave erratic and drop in value. Figure 2b plots the BIC score for each step of the LARS algorithm applied to the high-dimensional synthetic non-stationary data set. After around iteration 100, corresponding to $K_\lambda$ being around 70, the BIC starts to exhibit this erratic behaviour. Such behaviour may be due to the expected increase in variance in estimating $\hat{\sigma}^2$ with a small degrees of freedom. To accommodate this shortcoming, we adopt a heuristic approach and only consider solution paths $\hat{\beta}(\lambda)$ where $K_\lambda$ is less than $n/2$; identified by the cut-off line shown. Constructing a well-behaved information criteria in high dimensions is an active research area in the literature. For instance, the extended BIC formulas of Chen and Chen (2008), or alternative tuning strategies such as Belloni et al. (2011) form directions for future research.

Once we have found the LARS step minimising BIC, and thus $\hat{\lambda}$, we store the corresponding BIC score and repeat the process with a new initialisation of $\rho \in (-1, 1)$. The estimate $\hat{\rho}$ is then given by the $\rho$ that has the lowest overall BIC score in our search. Using $\hat{\rho}$, we then have our final parameter estimate $\hat{\beta}_\rho$. The pseudo code for this procedure can be found in Algorithm 1. Code for implementing the $\ell_1$-spTD algorithm can be found in the R package DisaggregateTS.

### 3.3 Dealing with correlated indicator series

It is likely that high-dimensional data sets of economic indicator series will exhibit correlation between series and multi-collinearity. It has been shown (Fan & Li, 2001; Zou, 2006) that in certain correlated design settings the choice of regularisation parameter $\lambda$ is not guaranteed to satisfy the oracle properties and this can lead to inconsistent selection results in high dimensions. Variable selection consistency is only guaranteed if the design matrix $X$ of indicators satisfies the so-called irrepressibility condition (see Zou, 2006, for details). Intuitively, this condition says that relevant indicator series in the model are not allowed to be too correlated with irrelevant indicator series. If $X$ violates the irrepressibility condition then an irrelevant variable may enter the active set in the LARS algorithm before all relevant variables have entered, leading to incorrect support recovery. This will cause problems in our re-fitting strategy as an over-fitted support will be re-fit.

One approach to overcome this difficulty is to apply a different penalty to each predictor variable by re-weighting the usual $\ell_1$ penalty. This is the adaptive lasso (Zou, 2006). For a linear model, it is defined as a two-stage procedure:

$$\hat{\beta}_{\text{adapt}}(\lambda) = \arg \min_{\beta} \left( \|y - X\beta\|_2^2 + \lambda \sum_{j=1}^p |\beta_j| \right),$$

where $\hat{\beta}_{\text{init}}$ is an initial estimator. Zou (2006) proposes to use the OLS estimate $\hat{\beta}_{\text{OLS}}$ for $\hat{\beta}_{\text{init}}$, however, in high-dimensional scenarios Bühlmann and Van De Geer (2011) propose to use the lasso estimate $\hat{\beta}_{\text{lasso}}$ for $\hat{\beta}_{\text{init}}$. We propose to use the estimate $\hat{\beta}_\rho$ from a run of our $\ell_1$-spTD algorithm for $\hat{\beta}_{\text{init}}$. That is, using the aggregated indicator matrix $\tilde{X}$ that has been GLS rotated by $\hat{\rho}$ obtained from the initial fit, we then re-scale this to get $X_{\text{new}} = \tilde{X}|\hat{\beta}_\rho|$. A second stage regression is then performed using LARS (with BIC tuning) on $(X_{\text{new}}, y)$ to get an estimate $\hat{\beta}^*$. Finally, we scale back by $\hat{\beta}_{\text{adapt}} = \hat{\beta}^*|\hat{\beta}_\rho|$ to obtain the adaptive lasso solution. In non-GLS settings, this has been shown (van de Geer et al., 2011; Zou, 2006) to have variable selection oracle properties even when the data violates the irrepressibility condition.

---

1 Can be downloaded from https://cran.r-project.org/web/packages/DisaggregateTS/index.html
Algorithm 1. $\ell_1$-spTD

**Input:** $y_a \in \mathbb{R}^n$ and $X_q \in \mathbb{R}^{m \times p}$

**for** $\rho \in (-1, 1)$ **do**

1. **Initialise:** $\sigma^2 = 1$, $C = I_n \otimes 1$ and $V_q := \text{Toeplitz}(\rho, \sigma^2) \in \mathbb{R}^{m \times m}$
2. **Aggregate:** $V_a = \sigma^2 S = CV_q C^T \in \mathbb{R}^{n \times n}$ and $X_a = CX_q$
3. **GLS Rotate:** $\tilde{y} = V_a^{-1/2} y_a$ and $\tilde{X} = V_a^{-1/2} X_a$  
4. **LARS** ($\tilde{y} \sim \tilde{X}$) $\Rightarrow \hat{\beta}_\rho(\lambda(i))$
5. **for** $i = 1$ to $k$ **do**
   1. Find $K_\lambda = \{ j : \hat{\beta}_\rho(\lambda(i))_j \neq 0 \}$
   2. **if** Performing De-biasing (Section 3.2.2) **then**
      1. Define $\tilde{X}' = \tilde{X}[K_\lambda]$
      2. Derive $\hat{\beta}_{\text{GLS}}(\lambda(i))$ using $\tilde{y} \sim \tilde{X}'$
   **end if**
   **end for**
7. **for** $j$ **in** $1, \ldots, \max\{ j : K_\lambda j < [n/2]\}$ **do**
   1. $\hat{\sigma}_j^2 = (\tilde{y} - \tilde{X}\hat{\beta}_\rho(\lambda(i)))^T(\tilde{y} - \tilde{X}\hat{\beta}(\lambda(i)))/(n - K_\lambda)$
   2. $L(\hat{\beta}_\rho(\lambda(i)), \hat{\sigma}_j^2) = -n \log(2\pi)/2 - n \log(\hat{\sigma}_j^2)/2 - \log(\det(S))/2 - (n - K_\lambda)/2$
   3. BIC($\lambda(i)$) $= -2L(\hat{\beta}_\rho(\lambda(i)), \hat{\sigma}_j^2) + \log(n)K_\lambda$
   **end for**
8. $\hat{\lambda} = \arg\min_\lambda(\text{BIC})$
9. $\text{BIC}_\rho = \text{BIC}(\hat{\lambda})$
10. $\hat{\beta}_\rho = \hat{\beta}_\rho(\hat{\lambda})$
11. **end for**
12. $\hat{\rho} = \arg\min_\rho(\text{BIC}_\rho)$
13. $\hat{\beta}$ $=$ $\hat{\beta}_{\hat{\rho}}$
14. $\hat{y}_q = X\hat{\beta} + V_q C^T V_a^{-1}(y_a - X_a \hat{\beta})$ using $\hat{\rho}$ for $V_q$

Bühlmann and Van De Geer (2011) outline scenarios where the the irrepresentable condition holds despite the predictors in $X$ being correlated. These include scenarios when the covariance matrix of $X$ has equal positive correlation, Toeplitz structure or bounded pairwise correlation. In these settings, using LARS without adaptive weighting has been shown to be stable, Bach et al. (2011) have confirmed this good behaviour in simulations using different levels of correlation. Furthermore, they compare LARS against other lasso-solving algorithms such as coordinate-descent, re-weighted-$\ell_2$ schemes, simple proximal methods, demonstrating that LARS both outperforms and is faster than the other methods for small and medium scale problems. LARS also performed the best when predictors were highly correlated. We confirm this good behaviour in our simulation study in Section 4.

### 4 | SIMULATION STUDY

We now provide an in-depth simulation study to assess the performance of our $\ell_1$-spTD algorithm in performing annual-to-quarterly disaggregation in the high-dimensional setting, and compare
how we do against the well-established CL method (Chow & Lin, 1971) in moderate dimensions. We further examine the benefits of the proposed re-fit step (Section 3.2.2) to reduce the bias of LASSO estimates. This consists of running Algorithm 1 and comparing the results with and without the refitting procedure, these methods are respectively referred to as spTD_RF and spTD.

To understand the behaviour of the methods under different covariate inputs, we consider two data generating processes for the indicator series in $X_q$. Firstly, we consider an example with stationary series by simulating from the standard Normal distribution and secondly, we consider non-stationary series by simulating from a random walk process. That is, we consider (i) $x_{t,j} \sim N(0,1)$ and (ii) $x_{t,j} = x_{t-1,j} + e_{t,j}$, $e_{t,j} \sim N(0,1)$, respectively, for $t = 1, \ldots, m$ and $j = 1, \ldots, p$, the residual series is given by an AR(1) process $u_j = \rho u_{j-1} + e_j$ with $|\rho| < 1$ and $e_j \sim \mathcal{N}(0,1)$. We assume a sparse regression coefficient

$$\beta = (5, \ldots, 5, 0, \ldots, 0)$$

This allows us to generate the true ‘unobservable’ quarterly series using $y_q = X_q \beta + u_q$ and we aggregate this using $C = I_n \otimes 1_4$ to get the ‘observable’ annual series $y_a = Cy_q$.

To explore different situations we use the following scenarios of parameters. We fix the low-frequency sample size to be $n = 100$ and consider three scenarios for the number of indicator series $p$. These are $p = 30, 90$ and $150$ to represent low-, moderate- and high-dimensional settings, respectively. We consider three values of the AR(1) parameter $\rho = 0.2, 0.5$ and $0.8$ to represent low, medium and high auto-correlation in the residuals respectively. Under each scenario we perform 1000 simulations and assess the performance on the following three outcomes:

(a) The accuracy of the estimated quarterly disaggregated series $\hat{y}_q$;
(b) The recovery of the true regression coefficient parameters $\hat{\beta} = (\hat{\beta}_1, \ldots, \hat{\beta}_p)$;
(c) The distribution of estimates for the true AR(1) parameter $\hat{\rho}$.

The study is similarly extended to include a correlated design setting for the indicators. First, a block structure with equal correlation that satisfies the representability condition (Bühlmann & Van De Geer, 2011). Second, a random covariance matrix design that does not satisfy this condition. We adopt the adaptive lasso weighting scheme in (9) to assess whether this improves spTD_RF in this second setting.

We implement the simulation in R, making use of the tempdisagg package (Sax & Steiner, 2013) to find CL estimates and the lars package (Hastie & Efron, 2013) to run the LARS algorithm to obtain coefficient paths.

### 4.1 Estimating the true quarterly series

To assess how well we estimate $y_q$, we compute the root mean squared error (RMSE) between the true series and our estimate. Figures 3 and 4 display the distribution of RMSE scores over 1000 simulations for $\hat{y}_q$ in the stationary and non-stationary experiments, respectively. The first column in each represents the low dimensional setting with $p = 30$. In this setting both CL and the two versions of our method perform similarly well, with spTD_RF performing slightly better. It is interesting to note that RMSE score is only slightly worse for larger values of the true AR(1)
FIGURE 3  Boxplots comparing root mean squared error values of $\hat{y}_q$ for Chow–Lin, sparse temporal disaggregation (spTD) and spTD_RFin the stationary i.i.d. standard normal indicator series experiment. Left, middle and right columns represent $p = 30, 90$ and $150$ respectively. Top, middle and bottom rows represent AR(1) parameter $\rho = 0, 0.2, 0.5$ and $0.8$, respectively.

parameter $\rho$, thus, the amount of auto-correlation present in the residuals does have much impact on temporal disaggregation results.

The middle columns represent the moderate dimensional setting, $p = 90$, and we start to notice the decrease in performance of CL. To make the comparison visible, we have taken a log-scale of RMSE scores (keeping $y$-axis values fixed) as the difference in performance is so large. Again with spTD_RF performing slightly better than spTD, the proposed methods clearly perform a great deal better in moderate dimension scenarios in accurately disaggregating time series.

The columns on the right represent the high-dimensional setting of $p = 150$. In this setting, CL can no longer be used, whereas, both our methods still perform very well with low RMSE scores across the 1000 simulations. Additionally, experiments with even larger dimension of $p = 400$ resulted in similar low RMSE scores for the methods we propose. A further interesting property of these results is that RMSE scores are generally lower in all scenarios for the non-stationary random walk indicator series experiment (Figure 4). This is a consequence of known results in the statistics literature showing least-squares estimators of the parameters for
FIGURE 4  Boxplots comparing root mean squared error values of \( \hat{\beta} \) for Chow–Lin, sparse temporal disaggregation (spTD) and spTD_RF in the non-stationary random walk indicator series experiment. Left, middle and right columns represent \( p = 30, 90 \) and 150, respectively. Top, middle and bottom rows represent AR(1) parameter \( \rho = 0, 2, 0.5 \) and 0.8, respectively.

non-stationary but co-integrated series can converge to their true values faster than stationary series (Johansen, 1988).

4.2  Recovery of the true regression coefficient

In addition to the recovery of the true high-frequency series, a further motivation for temporal disaggregation is to understand potential drivers of short-term change. To this end, we here assess the recovery of the regression coefficients. Table A1 provides the mean and SD (in brackets) across 1000 iterations of our simulation assessing the recovery of the true \( \beta \) for the three methods CL, spTD and spTD_RF. It is quite clear from this table that spTD_RF provides the lowest score on all three metrics used across all scenarios. The improvement of our method on CL in the moderate dimension scenario can again be seen by the RMSE scores. Interestingly, as \( p \) increases, the RMSE for our methods decreases, meaning we are closer to recovering the true values of the
Figure 5  Boxplots for the estimates $\hat{\beta}_1, \ldots, \hat{\beta}_p$ using Chow–Lin, sparse temporal disaggregation (spTD) and spTD_RF (left to right respectively) with $\rho = 0.5$ and $p = 30$ (top row) and $p = 90$ (bottom row) with stationary indicator series.

Figure 5 shows the distribution for each $\beta$ parameter over 1000 iterations in the stationary indicator series experiment with CL, spTD and spTD_RF from left to right and $p = 30$ on top and $p = 90$ on the bottom. There is very large variance in the CL boxplots, with tails overlapping in the $p = 90$ setting (plot d). In comparison to our methods, the variance is very narrow around the true $\beta$ values at 5 and 0. It is evident here to see the refitting strategy in action in plots (c) and (f), as the estimates in (b) and (e) have reduced in bias and shifted upwards towards the true support value of 5. Furthermore, the shrinkage effect for our methods are evident by there not being boxes for estimates $\hat{\beta}_6$ onwards. Except for outliers, which have not been shown on this plot, our method is able to correctly set coefficients to zero, which from a practical point of view means analysts/practitioners are able to identify irrelevant indicator series.

4.3  Distribution of AR(1) parameter estimate

We restrict our grid search for $\hat{\rho}$ to the positive stationary domain $[0.01, 0.99]$. Performing the search on the positive domain has been motivated previously in CL-related studies (Ciammola et al., 2005; Miralles et al., 2003; Sax & Steiner, 2013).

Figure A1 displays the distribution of $\hat{\rho}$ over 1000 iterations for the stationary indicator series experiment. A horizontal line is drawn at the true value of $\rho$ to compare performance. In the first column representing $p = 30$ we observe how all three methods tend to over-estimate the
true value of $\rho$, with CL over-estimating the most. There is also a large variance associated with the estimator when $\rho = 0.2$ and this is again the case when $p = 90$ (middle column). In this moderate-dimensional setting CL fails to identify the true $\rho$ completely with it seeming to only select $\rho$ at the boundaries of the search space (0, 1). The proposed methods seem to perform similarly well with the centre of mass surrounding the correct values. In the high-dimensional setting we are again centred around the true values with a little more variance. We believe these estimates will be a lot more accurate with a better way of defining BIC in high dimensions.

Figure A2 shows the distribution of $\hat{\rho}$ with non-stationary indicator series. It is evident from these plots that in this non-stationary setting, correctly identifying the true $\rho$ becomes a lot more challenging. In moderate dimensions ($p = 90$) CL always selected 0 as the estimate, whereas, our methods spread the search space, tending to under-estimate the truth. This large variance in performance may be the result of the algorithm including a lot more false positives in the non-stationary setting. It is worth noting that even though estimating the true AR parameter is a lot less accurate in the non-stationary setting, the recovery of $\beta$ and $y_q$ is more accurate in this setting. Thus, one may conclude that correctly identifying $\rho$ does not play that large of a factor in the quality of regression estimates.

4.4 Correlated design setting

To investigate the effects of correlation present between indicator series, we extend the above i.i.d. setting for $X_q$ to now be generated from two correlated designs. The first has a block structure with 10 indicators in each block, where each block has a covariance matrix $\Sigma$ with $\Sigma_{ii} = 1$ and $\Sigma_{ij} = \theta$ for $i \neq j$. We consider $\theta = \{0.2, 0.6, 0.9\}$ and let

$$\beta = (5, \ldots, 5, 0, \ldots, 0)$$

in the first three blocks and 0 everywhere after. This equicorrelated design does not violate the irrepresentability condition. Therefore, in order to assess an even more challenging situation we further consider a random covariance design setting for $X_q$ that does break this condition.

We found the spTD_RF method handles the block correlation design setting very well, presenting accurate predictions for $y_q$ and recovery of the correct support for $\beta$ in all scenarios. Figure 6 shows the distribution of each $\beta_j$ for the most difficult case of $\theta = 0.9$. The variance using CL is very large in this setting as shown in Figure 6d. We notice some variance around 0 in spTD without re-fit, whereas spTD_RF does an excellent job in recovering the true support.

In the second experiment considering the design that breaks the irrepresentability conditions, we use the coefficients

$$\beta = (-2, 2, -2 \ldots, 2, 0, \ldots, 0)$$

to allow a change of sign and a lower signal-to-noise ratio than previously. In this design setting we observe spTD_RF is still able to provide accurate estimates for the high-frequency series $\hat{y}_q$ but struggles to obtain the correct support for $\beta$. Out of the 1000 simulations, spTD_RF produced on average 4.26 false positives with a large SD of 4.03. By re-fitting the obtained estimates using the adaptive re-weighting scheme outlined in Section 3.3, we see significant improvements in the
There are many measures we can use to assess the state of the economy. These are often disaggregated to different resolution levels, temporally, geographically and across business sectors. To illustrate the methods developed, we consider the most popular measure of a nation’s production, its GDP as the output series of interest, and a range of high-frequency indicator series as inputs. In our analysis here we deliberately include indicators which are direct inputs into the deterministic calculation of GDP, for instance, reports from the MBS. However, to supplement this information, we also include a set of relatively novel fast indicators produced by the ONS, based on VAT receipts, and traffic flows. A summary of the indicators we use in our analysis is given in Table 1.

The use of sensor data for traffic flows is an indicator of particular interest here as this aligns with the ONS’ endeavour to incorporate and gain insight from alternative data sources into the production of official statistics. This data provides mean 15-min counts, aggregated to the monthly level, of the number of vehicles on roads across England and within 10 km of ports with details on the size of the vehicle observed. This has potential to be a key indicator of supply and demand across England and trade activity at ports.

While it may seem counter-intuitive to try and recover the GDP series from quantities that directly drive this, there is still significant interest in how temporal disaggregated estimates align simply using monthly level data. In general, much more information goes into the estimation of the quarterly GDP results, and these are often considered the gold standard in terms of calibrated measurements of economic activity. Thus, disaggregating to a monthly level while maintaining consistency with the calibrated quarterly output is of significant interest. In this example, the output series we aim to disaggregate is the published quarterly (seasonally adjusted) GDP at chained volume measure from 2008 Q1 to 2020 Q2. To illustrate the behaviour of our monthly disaggregated estimates we make comparisons with the published monthly GDP index that represents a percentage growth-rate based on the average of 2016 being 100%. To make these comparison

**FIGURE 6** Boxplots for the estimates $\hat{\beta}_1, \ldots, \hat{\beta}_p$ using Chow–Lin, sparse temporal disaggregation (spTD) and spTD_RF (left to right, respectively) with $\rho = 0.5$ and $p = 30$ (top row) and $p = 90$ (bottom row) with correlated (0.9) indicator series support recovery performance with 91% of the 1000 iterations achieving exact support recovery and the remainder having at most three false positives.

## 5 TEMPORAL DISAGGREGATION OF GDP
TABLE 1 Summary of indicators used in gross domestic product analysis

| Indicator (number of series) | Description |
|-----------------------------|-------------|
| Monthly business survey (MBS) turnover in production (38) | Total turnover of production industries in £million |
| MBS turnover in services (29) | Total turnover of service industries in £million |
| Retail sales index (4) | Value of retail sales by commodity at current prices as an index |
| VAT diffusion index (18) | Diffusion index tracking industry turnover from VAT returns |
| Traffic flow on roads (4) | Mean 15-min traffic count for vehicles on roads across England |
| Traffic flow at ports (4) | Mean 15-min traffic count for vehicles within 10 km of a port in England |

meaningful we adjust the published monthly index to be a value in £million by benchmarking it onto the quarterly output using Denton–Cholette benchmarking (Cholette, 1983). As we are using a total count of 97 monthly indicator series and output data from 2008 Q1 to 2020 Q2 (\( n = 50 \) quarters) we are firmly in the high-dimensional setting, and thus hope to capitalise on the benefits of spTD to produce a monthly estimate. Additionally, for comparison in the standard dimensional setting we produce an estimate using only 10 indicator series by aggregating our indicator set such that we have a single series each for MBS Turnover in Production, and MBS Turnover in Services, alongside four each for Retail Sales, and the VAT Diffusion Indices. This allows us to make a comparison with the traditional Chow and Lin temporal disaggregation procedure.

Before discussing our results, it is worth considering our data-quality checks and pre-processing routines. Generally, releases from the ONS are of high quality and based on robust production pipelines, however, in this case there are a couple of missing observations from January to March 2015 for the road traffic indicator data. This is due to a pause in the data being published throughout this period, as it is only 3 months in total we simply apply imputation based on linearly interpolation for these series. Beyond issues of data-quality, we need to ensure indicator series are of comparable form, for instance, if we want to benchmark with respect to a seasonally adjusted output, it would be prudent to use seasonally adjusted input series. To this end, and to enable better comparison we therefore seasonally adjust each of the indicator series before performing temporal disaggregation by making use of the seasonal package in R that calls the automatic procedures of X-13ARIMA-SEATS to perform seasonal adjustment (Sax, 2018). The final pre-processing step we perform is to re-scale our indicator series such that they are comparable in the eyes of the penalised regression problem. For example, the MBS results and road traffic counts are flow data, whereas VAT diffusion and retail sales are indexes. We therefore scale both the inputs and output to have zero mean and unit variance in order to obtain more interpretable results. To re-scale the monthly estimate back to the original £million scale we use the following: \[
\text{Final Estimate} = \frac{\text{Model Estimate} \times \text{SD(Quarterly Output)} + \text{mean(Quarterly Output)}}{3}.
\]

5.1 Results

Given the automatic tuning procedure we have developed both \( \ell_1 \)-spTD and the CL method can be straightforwardly applied to the data. In the synthetic experiments, the re-fitting procedure
improved performance over the pure lasso approach, as such we generally recommend the refitting strategy, and focus on this method in this application. Figure 7 shows the monthly estimates of disaggregating quarterly seasonally adjusted GDP at chained volume measures using CL and $\ell_1$-spTD with 10 indicators (red and blue, respectively) and also using $\ell_1$-spTD with 97 indicators (green line). Further it shows the index-based monthly GDP series described above to compare against (black). For the purposes of this discussion, we will refer to this index-based series as the true series. In general, all methods seem to be doing a good job of estimating the true trend in Figure 7a with $\ell_1$-spTD using 97 indicators being the smoothest and most accurate. This advantage is demonstrated in panels (Figure 7b–d) where the absolute error is shown to be both lower in magnitude, and more consistent over time. For instance, with the high-dimensional example we do not see large errors in the periods around early 2012, and 2020.

**FIGURE 7** Comparison of estimated sequences and the Office for National Statistics’ monthly gross domestic product index. (a) Estimated high-frequency (monthly) series for 2008–2020. (b–d) Absolute difference between the index and the estimate for each month (millions of pounds), (b) Chow–Lin with 10 indicators, (c) $\ell_1$-spTD with 10 possible indicators, (d) $\ell_1$-spTD with 97 possible indicators. [Colour figure can be viewed at wileyonlinelibrary.com]
This behaviour is further captured by the RMSE errors between the true monthly series and the estimates. For the CL and $\ell_1$-spTD methods with 10 indicator series we obtain respectively RMSE scores of 1055.74 and 985.13. Given its access to a wider array of indicator series, the $\ell_1$-spTD method applied to 97 series gives significantly improved performance on average with an RMSE of 749.63.

Even though it may seem the performance of the estimates between CL and $\ell_1$-spTD with 10 indicators is close, the real advantage of $\ell_1$-spTD stems from the fact that our method selects a sparse subset of the most relevant indicators. This informs practitioners and users of this data about the main factors driving the economic variable of interest; assisting with understanding data revisions and analysis. Table A2 displays the coefficient estimates of the 10 indicator series used in the GDP analysis. $\ell_1$-spTD selects 3 out of the 10. These are: the aggregate series for MBS Turnover in Production, the VAT Diffusion Index for Production and the Retail Sales Index for Clothing and Footwear. Unsurprisingly, MBS for Production appears as one of the main components that goes into GDP. Perhaps somewhat more surprisingly is the large weight given to the clothing and footwear sales index. Indeed, if one plots the published monthly GDP index alongside this indicator it is clear they share very similar dynamics. Table A3 displays the indicator selected out of 97 in the high-dimensional task and their corresponding coefficient estimate. They are, four MBS Production industries, seven MBS Services industries, Vehicles over 11.66 m on roads, VAT Diffusion Index for Services, and the Retail sales Index for Clothing and Footwear. The benefits of using this many indicators is that we get information on exactly which industries in production and services are most informative across MBS surveys, alongside the inclusion of faster, alternative indicators. Interestingly, the fact that vehicles over 11.66 m on roads is selected gives evidence that these relatively novel traffic indicators can be of use for rapid economic measurement. More large vehicles/lorries on the motorways could be a sign of increased supply and demand of goods, positively impacting the economy. Cars and aircraft drive manufacturing movements so it is no surprise they are selected. Similarly, mining and quarrying are significant in wider production.

Since many of these indicators may be correlated, as a final check we also run the adaptive lasso extension outlined in Section 3.3 to assess the impact on the variables selected. Figures A2 and A3 show the weightings from this adaptive extension. In the case of 10 indicators the method selects exactly the same variables, whereas in the 97 application, a subset of the indicators is returned as active. We can see in this case, the adaptive lasso acts to further prune out potential false positives, however, the RMSE score of 799.11 is very similar to that achieved without using adaptive weighting. Future work may look to extend our analysis to include more informative structured priors, for instance via the group lasso (Yuan & Lin, 2006) based on pre-identified economic factors, or using knowledge of the aggregation hierarchy (Hecq et al., 2021).

6 | CONCLUSION

The process of using high-frequency indicators to construct high-frequency renditions of low-frequency information, known as temporal disaggregation, is widely used in official statistics. However, traditional methods (Chow & Lin, 1971; Dagum & Cholette, 2006) have become somewhat outdated and may not be compatible with the large-scale, high-frequency administrative and alternative data sources NSIs increasingly seek to utilise.

In this article, we have introduced a novel spTD framework that can operate in settings where the number of indicators used can exceed the low-frequency sample size. The method
builds estimators that incorporate regulariser penalty functions into the well-established Chow and Lin cost function to promote more parsimonious modelling. By focusing on the $\ell_1$-norm (LASSO) penalty (Tibshirani, 1996), we have produced methodology that is able to simultaneously select important indicators and estimate their regression coefficients. Through extensive simulation studies, we have shown $\ell_1$-spTD to outperform CL temporal disaggregation in all moderate-dimensional scenarios and provide accurate and interpretable estimates in high dimensions. While recovery of the true high-frequency series and regression parameters becomes slightly more challenging with a smaller sample size ($n < 100$) and smaller regression coefficient value ($\beta_j < 5$) than ones considered, we do find our method still outperforms CL in these scenarios. Extra simulation studies not presented in this paper confirm this. As might be expected with a LASSO-related method, we found that when indicators are highly correlated and break the irrepressentability condition, recovery of the correct support of $\beta$ is difficult. A further limitation of our proposed method is in scenarios when the true support of the indicator set considered is actually dense. As the $\ell_1$ variant of our method relies on the assumption of sparsity, it may perform poorly in this setting. Factor-based approaches may be a better option in this setting, or utilising alternative penalisation strategies, that is, ridge regression.

Applying this method to the disaggregation of quarterly GDP data also highlighted $\ell_1$-spTD’s ability to achieve an accurate monthly estimate while informing us of the most relevant indicators. Unlike previous approaches there are no restrictions here on the number of indicators we can input to the model. This application can be easily extended to produce monthly (or more frequent) estimates of numerous headline variables and accurate disaggregated estimates can act as cost-efficient alternatives to sending out expensive surveys frequently.

Interestingly, our synthetic analysis also verified the difficulty of estimating $\rho$ in the temporal disaggregation setting. This was an area of particular weakness for the classical CL method (Ciammola et al., 2005). A similar issue is encountered within Proietti (2006) where the author suggests using a diffuse prior on the regression coefficients may help. Our proposed method appears to significantly outperform CL in the estimation of $\rho$, however, can still struggle in moderate and high-dimensional settings. Interpreting our $\ell_1$ penalised solution as a maximum a posteriori estimator with a Laplacian prior on the regression coefficients, we provide evidence that weakly informative priors may help in both the recovery of the regression and autocorrelation coefficients. While in our experiments estimation of the autocorrelation structure (via $\rho$) does not have much impact on the high-frequency estimates themselves, it could significantly impact the confidence intervals associated with inference on the regression parameters and their coverage properties. Technical verification of this claim requires further work, and is complicated by the nature of the $\ell_1$ regularisation. There is, however, a considerable literature on post-selection inference for the lasso (cf, van de Geer et al., 2014), and it is feasible that this can also be adapted to the temporal disaggregation setting, an exciting direction for future work.

We would like to note, that while developed in the context of official statistics, the methods proposed here have application far beyond this domain. For instance, they may be used to help companies produce more granular estimates of consumer behaviour, or to improve the resolution at which researchers can assess complex environmental processes.
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FIGURE A1  Violin plots showing the distribution of $\hat{\rho}$ for Chow–Lin, sparse temporal disaggregation (spTD) and spTD_RF using stationary indicator series. Dimension $p = 30, 90$ and $150$ from left to right and true AR parameter $\rho$ are indicated by horizontal dashed line.
FIGURE A2  Violin plots showing the distribution of $\hat{\rho}$ for Chow–Lin, sparse temporal disaggregation (spTD) and spTD_RF using non-stationary indicator series. Dimension $p = 30, 90$ and $150$ from left to right and true AR parameter $\rho$ are indicated by horizontal dashed line.
TABLE A1  Metrics for the performance of $\hat{\beta}$ using Chow–Lin, sparse temporal disaggregation (spTD) and spTD_RF across $p = 30, 90, 150$ and $\rho = 0.2, 0.5, 0.8$ in both the stationary and non-stationary indicators setting

|                  | $p = 30$ | $p = 90$ | $p = 150$ |
|------------------|----------|----------|-----------|
|                  | $\rho = 0.2$ | $\rho = 0.5$ | $\rho = 0.8$ | $\rho = 0.2$ | $\rho = 0.5$ | $\rho = 0.8$ | $\rho = 0.2$ | $\rho = 0.5$ | $\rho = 0.8$ |
| **RMSE**         |          |          |           |          |          |           |          |          |           |
| CL               | 0.143 (0.0237) | 0.195 (0.0316) | 0.268 (0.0436) | 0.464 (0.151) | 0.657 (0.211) | 1.114 (0.332) | — | — | — |
| spTD             | 0.118 (0.0256) | 0.160 (0.0344) | 0.215 (0.0467) | 0.095 (0.0195) | 0.129 (0.0260) | 0.177 (0.0375) | 0.084 (0.0167) | 0.114 (0.0227) | 0.160 (0.0340) |
| spTD_RF          | 0.084 (0.0246) | 0.115 (0.0335) | 0.152 (0.0471) | 0.066 (0.0249) | 0.089 (0.0347) | 0.110 (0.0441) | 0.065 (0.0234) | 0.086 (0.0367) | 0.099 (0.0482) |
| **$\ell_\infty$**|          |          |           |          |          |           |          |          |           |
| CL               | 0.334 (0.0728) | 0.461 (0.100) | 0.632 (0.140) | 1.264 (0.446) | 1.783 (0.629) | 3.032 (1.010) | — | — | — |
| spTD             | 0.343 (0.0875) | 0.465 (0.121) | 0.623 (0.164) | 0.445 (0.106) | 0.604 (0.142) | 0.825 (0.205) | 0.502 (0.114) | 0.681 (0.156) | 0.945 (0.236) |
| spTD_RF          | 0.275 (0.0789) | 0.379 (0.107) | 0.493 (0.147) | 0.327 (0.0898) | 0.444 (0.125) | 0.560 (0.172) | 0.363 (0.106) | 0.488 (0.137) | 0.604 (0.210) |
| **FP**           |          |          |           |          |          |           |          |          |           |
| spTD             | 4.613 (2.746) | 4.462 (2.767) | 4.462 (2.864) | 8.775 (6.077) | 8.971 (6.298) | 9.964 (6.299) | 11.653 (8.341) | 11.921 (8.467) | 13.619 (8.881) |
| spTD_RF          | 0.776 (1.149) | 0.839 (1.167) | 0.928 (1.321) | 3.406 (4.545) | 3.688 (4.902) | 3.252 (4.248) | 9.034 (10.926) | 8.325 (10.548) | 5.813 (8.066)  |

(Continues)
TABLE A1 (Continued)

| Non-stationary indicators | \( p = 30 \) | \( p = 90 \) | \( p = 150 \) |
|---------------------------|------------|------------|------------|
|                           | \( \rho = 0.2 \) | \( \rho = 0.5 \) | \( \rho = 0.8 \) | \( \rho = 0.2 \) | \( \rho = 0.5 \) | \( \rho = 0.8 \) | \( \rho = 0.2 \) | \( \rho = 0.5 \) | \( \rho = 0.8 \) |
| **RMSE**                  |            |            |            |            |            |            |            |            |            |
| CL                        | 0.040 (0.00804) | 0.059 (0.0114) | 0.098 (0.0181) | 0.182 (0.0486) | 0.231 (0.0605) | 0.298 (0.0775) | — | — | — |
| spTD                      | 0.343 (0.00835) | 0.465 (0.0117) | 0.623 (0.0190) | 0.445 (0.00990) | 0.604 (0.0126) | 0.825 (0.0167) | 0.502 (0.0104) | 0.681 (0.0126) | 0.945 (0.0141) |
| spTD_RF                   | 0.021 (0.00776) | 0.033 (0.0117) | 0.055 (0.0194) | 0.025 (0.0110) | 0.037 (0.0154) | 0.048 (0.0242) | 0.025 (0.0114) | 0.034 (0.0154) | 0.042 (0.0223) |
| **\( \ell_\infty \)**     |            |            |            |            |            |            |            |            |            |
| CL                        | 0.095 (0.0235) | 0.138 (0.0342) | 0.230 (0.0552) | 0.493 (0.144) | 0.626 (0.187) | 0.808 (0.240) | — | — | — |
| spTD                      | 0.081 (0.0269) | 0.118 (0.0375) | 0.202 (0.0587) | 0.148 (0.0489) | 0.202 (0.0631) | 0.308 (0.0844) | 0.201 (0.0682) | 0.265 (0.0857) | 0.365 (0.0964) |
| spTD_RF                   | 0.062 (0.0219) | 0.096 (0.0330) | 0.164 (0.0549) | 0.105 (0.0390) | 0.152 (0.0543) | 0.222 (0.0795) | 0.135 (0.0484) | 0.182 (0.0634) | 0.240 (0.0890) |
| **FP**                    |            |            |            |            |            |            |            |            |            |
| spTD                      | 8.205 (2.803) | 8.366 (3.059) | 7.863 (3.153) | 21.687 (7.056) | 21.926 (7.444) | 18.931 (9.566) | 25.335 (9.225) | 24.262 (10.065) | 19.026 (11.069) |
| spTD_RF                   | 5.530 (2.188) | 5.470 (2.293) | 3.903 (2.547) | 16.127 (6.617) | 15.080 (7.756) | 8.001 (9.513) | 17.275 (10.903) | 14.687 (11.982) | 9.061 (11.631) |

Note: Metrics include the mean (SD) across 1000 iterations of root mean square error (RMSE), \( \ell_\infty \) and false positives (FP).
TABLE A2  Coefficient estimates of gross domestic product analysis with 10 indicator series using Chow–Lin (CL), $\ell_{1}$-spTD and adaptive extension

| Indicator                                                      | CL       | $\ell_{1}$-spTD | Adaptive |
|---------------------------------------------------------------|----------|-----------------|----------|
| Monthly business survey (MBS) turnover in production aggregate| 0.0728   | 0.121           | 0.121    |
| MBS Turnover in services aggregate                            | 0.0505   | 0               | 0        |
| VAT diffusion index - agriculture                             | 0.00327  | 0               | 0        |
| VAT diffusion index - production                              | −0.395   | −0.0206         | −0.0206  |
| VAT diffusion index - services                                | 0.00235  | 0               | 0        |
| VAT diffusion index - construction                            | 0.0138   | 0               | 0        |
| Retail sales index - clothing                                 | 0.201    | 0.239           | 0.239    |
| Retail sales index - food                                     | −0.0772  | 0               | 0        |
| Retail sales index - household                                | −0.00325 | 0               | 0        |
| Retail sales index - non-foods                                | 0.0587   | 0               | 0        |

TABLE A3  Non-zero coefficient estimates of gross domestic product analysis with 97 indicator series using $\ell_{1}$-spTD and adaptive lasso extension

| Indicator                                                      | $\ell_{1}$-spTD | Adaptive |
|---------------------------------------------------------------|-----------------|----------|
| Monthly business survey (MBS) production - mining and quarrying| 0.0232          | 0.0366   |
| MBS production - fabricated metal products (excluding weapons) | 0.00546         | 0        |
| MBS production - Motor vehicles                               | 0.0305          | 0.0234   |
| MBS production - Air and spacecraft                           | 0.00355         | 0        |
| MBS services - Wholesale retail trade repair of motor vehicles | 0.0599          | 0.0591   |
| MBS services - Rail and land transport                        | 0.0140          | 0        |
| MBS services - Food and beverage serving                      | 0.107           | 0.124    |
| MBS services - Legal activities                                | 0.0231          | 0.0281   |
| MBS services - Rental and leasing                             | 0.0344          | 0.0426   |
| MBS services - Employment                                     | 0.0198          | 0        |
| MBS services - Creative arts and entertainment                | 0.0187          | 0.0168   |
| VAT diffusion index - ‘S’ other service activities             | −0.0201         | −0.0216  |
| Retail sales index - Clothing                                 | 0.00273         | 0        |
| Vehicles over 11.66 m on roads across England                  | 0.0263          | 0.0397   |