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ABSTRACT: Broadening is a classic jet observable that probes the transverse momentum structure of jets. Traditionally, broadening has been measured with respect to the thrust axis, which is aligned along the (hemisphere) jet momentum to minimize the vector sum of transverse momentum within a jet. In this paper, we advocate measuring broadening with respect to the “broadening axis”, which is the direction that minimizes the scalar sum of transverse momentum within a jet. This approach eliminates many of the calculational complexities arising from recoil of the leading parton, and observables like the jet angularities become recoil-free when measured using the broadening axis. We derive a simple factorization theorem for broadening-axis observables which smoothly interpolates between the thrust-like and broadening-like regimes. We argue that the same factorization theorem holds for two-point energy correlation functions as well as for jet shapes based on a “winner-take-all axis”. Using kinked broadening axes, we calculate event-wide angularities in $e^+e^-$ collisions with next-to-leading logarithmic resummation. Defining jet regions using the broadening axis, we also calculate the global logarithms for angularities within a single jet. We find good agreement comparing our calculations both to showering Monte Carlo programs and to automated resummation tools. We give a brief historical perspective on the broadening axis and suggest ways that broadening-axis observables could be used in future jet substructure studies at the Large Hadron Collider.
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1 Introduction

Event shapes offer a detailed probe of the jet-like behavior of quantum chromodynamics (QCD). Classic event shapes like thrust \([1]\) have been used to test the structure of QCD \([2–6]\) and extract the strong coupling constant \(\alpha_s\) \([7–9]\). Most event shapes have corresponding jet shapes, which have been used to differentiate between quark- and gluon-initiated jets \([10–12]\). More recently, jet shapes have offered insights into jet substructure and boosted objects at the Large Hadron Collider (LHC) \([13–17]\).

One of the most powerful jet observables is broadening \([18–20]\), which is the scalar sum of transverse momentum as measured with respect to the thrust axis.\(^1\) Broadening is a recoil-sensitive observable, meaning that it responds to deflections of the leading parton away from the thrust axis. For this reason, it is a rather complicated observable from the point of view of perturbative QCD, though event-wide broadening in \(e^+e^-\) collisions has been calculated to next-to-next-to-leading logarithmic accuracy (N\(^2\)LL) \([23]\), and there is an understanding of non-perturbative power corrections \([24–26]\). More recently, the technique of rapidity factorization has been used to calculate resummed broadening distributions \([27, 28]\), though recoil-sensitivity leads to transverse recoil convolutions in the factorization theorem.

In this paper, we show how these recoil complications can be avoided by measuring broadening with respect to the “broadening axis”. The broadening axis \(\hat{b}\) is defined as the direction that minimizes the scalar sum of transverse momentum within a jet (or hemisphere in the case of \(e^+e^-\) event shapes). This is in contrast to the thrust axis \(\hat{t}\) which minimizes the vector sum and is therefore aligned along the jet (or hemisphere) momentum. For the case of a single jet, the broadening and thrust axes minimize the following quantities:\(^2\)

\[
\text{Broadening axis } \hat{b} : \quad \min_{\hat{b}} \sum_{i \in \text{jet}} |\hat{b} \times \vec{p}_i| \approx \min_{\hat{b}} \sum_{i \in \text{jet}} E_i \theta_{i,\hat{b}},
\]

\[
\text{Thrust axis } \hat{t} : \quad \min_{\hat{t}} \sum_{i \in \text{jet}} 2(|\vec{p}_i| - \hat{t} \cdot \vec{p}_i) \approx \min_{\hat{t}} \sum_{i \in \text{jet}} E_i \theta_{i,\hat{t}}^2,
\]

where the sum runs over particles \(i\) with momentum \(\vec{p}_i\) in a given jet. The approximations hold in the small angle limit, with particle energies \(E_i\) and angles \(\theta_{i,\hat{n}}\) with respect to the axis \(\hat{n}\). To our knowledge, the first paper that defined something like the broadening axis was ref. \([29]\) (the “spherocity axis”, see section 7), though this definition was lost to history. The broadening axis was reintroduced in the context of the jet substructure observable \(N\)-subjettiness \([30–32]\) as the “\(\beta = 1\) minimization” axis \([33]\), and has been subsequently utilized in at least two jet substructure studies \([12, 34]\).\(^3\)

\(^1\)In the context of jet shapes, broadening is sometimes referred to as “girth” or “width” \([10, 21]\). It is equivalent to angularities with \(a = 1\) \([13, 14, 22]\). When we perform calculations, we will actually use a slightly different definition of broadening, namely eq. (1.3) with \(\beta = 1\).

\(^2\)It is straightforward to show that minimizing eq. (1.2) is the same as minimizing \(\sum_{i \in \text{jet}} \hat{t} \times \vec{p}_i\) and that \(\hat{t} \propto \sum_{i \in \text{jet}} \vec{p}_i\) at the minimum.

\(^3\)Ref. \([30]\) introduced an observable identical to \(N\)-jettiness for \(e^+e^-\) events shortly after thrust was defined. In their language, 3-jettiness is “triplicity”.

---
As we will see, almost any jet or event shape that is measured with respect to the broadening axis will be recoil-free, including broadening itself. As a concrete example, we calculate the jet angularities [13, 14, 22] with respect to the broadening axis \( \hat{b} \). For a single jet, we define the angularities about an arbitrary axis \( \hat{n} \), forming a light-cone vector \( n = (1, \hat{n}) \), as

\[
\tau^{(\beta)} = \frac{1}{E_{\text{jet}}} \sum_{i \in \text{jet}} \left( \frac{2 n \cdot p_{i}}{E_{i}} \right)^{\beta/2} \\
= \frac{1}{E_{\text{jet}}} \sum_{i \in \text{jet}} E_{i} \left( 2 \sin \frac{\theta_{i,\hat{n}}}{2} \right)^{\beta} \\
\approx \frac{1}{E_{\text{jet}}} \sum_{i \in \text{jet}} E_{i} \theta_{i,\hat{n}}^{\beta},
\]

(1.3)

where \( p_{i}^{\mu} \) is the four-vector of a massless particle \( i \), \( E_{i} \) is its energy, and \( \theta_{i,\hat{n}} \) is the angle between particle \( i \) and axis \( \hat{n} \).\(^{5}\) For massless hadrons, the limit \( \beta = 1 \) corresponds to broadening and \( \beta = 2 \) to thrust. True to their names, the broadening axis minimizes \( \tau^{(1)} \) and the thrust axis minimizes \( \tau^{(2)} \). In terms of the exponent \( a \) in the original angularities paper, we are using the notation \( \beta = 2 - a \), and \( \beta > 0 \) \((a < 2)\) is needed for infrared and collinear (IRC) safety. Crucially, in order for \( \tau^{(\beta)} \) to be recoil-free, we have to identify the jet region using a recoil-free jet algorithm such that the jet center coincides with the hard-collinear radiation and not the jet momentum axis.

Remarkably, we find a simple factorization theorem for \( \tau^{(\beta)} \) about the broadening axis that has the same form for the entire range \( 0 < \beta < \infty \), including broadening itself with \( \beta = 1 \). This factorization theorem is derived using soft-collinear effective theory (SCET) [36–40]. Our result is in contrast to the usual case of \( \tau^{(\beta)} \) about the thrust axis, where there is a factorization theorem for \( 1 < \beta < \infty \) that expands any recoil contributions as power suppressed [22, 41], and a different factorization theorem that accounts for recoil at \( \beta = 1 \) [27, 28]. Because broadening-axis observables do not require transverse recoil convolutions, our factorization theorem is \( \beta \)-independent, which is quite surprising given that the relative scaling of the collinear and soft modes depends on \( \beta \). As a proof of concept, we resum the event-wide broadening-axis \( \tau^{(\beta)} \) distributions to next-to-leading logarithmic (NLL) accuracy for any value of \( \beta \). We also apply our analysis to jet-based broadening-axis \( \tau^{(\beta)} \) distributions to next-to-leading logarithmic (NLL) accuracy, ignoring non-global logarithms [42] at present.

The behavior of our factorization theorem is particularly interesting in the vicinity of \( \beta = 1 \) (corresponding to broadening itself). Strictly speaking, rapidity factorization [28] is

\(^{4}\)This definition of the angularities differs from any of the previous definitions in refs. [13, 14, 22], both because of the form of the angular measure and because of an overall factor of \( 2^{\beta - 1} \). We prefer this angular measure because it is monotonic on \( \theta_{i} \in [0, \pi/2] \) for all \( \beta > 0 \). The angular measures used in previous definitions, e.g. eq. (3.32), are only monotonic in \( \theta_{i} \) for \( \beta \geq 1 \), which has the unfortunate consequence of making the same value of the angularity sensitive to both two and three jet configurations for \( \beta < 1 \). We choose our factor of 2 convention such that the angularities have a simple form in the collinear limit.

\(^{5}\)In this paper, we will always treat hadrons as being effectively massless. Hadron masses are relevant for non-perturbative power corrections [25, 35], which are beyond the scope of this paper.
needed at exactly $\beta = 1$, with or without recoil. However, ordinary soft/collinear factorization is valid for $\beta = 1 \pm \epsilon$ for non-zero $\epsilon$, and we can obtain the $\beta = 1$ distributions from the limits $\beta \to 1^+$ or $\beta \to 1^-$. By measuring angularities with respect to the broadening axis, we therefore achieve a smooth interpolation between the thrust-like ($\beta = 2$) and broadening-like ($\beta = 1$) regimes.

Furthermore, we argue that our factorization theorem also holds for the two-point energy correlation function [12, 43–45] as well as for angularities measured with respect to the “winner-take-all axis” (defined in section 2.4, see also ref. [46]). This is true in a very strong sense: not only is the form of the factorization theorem identical, but the anomalous dimensions of all corresponding functions in each observable are identical for a given $\beta$. Only the finite terms of the functions can differ. Even though the observables are clearly distinct, the fact that even one of the soft or collinear limits agrees is sufficient to prove that they have the same large logarithmic behavior.

The outline of the remainder of this paper is as follows. In section 2 we define the broadening axis, highlight the important recoil properties of broadening-axis observables, and show how to define jets using the broadening axis. We then introduce a factorization theorem for general angularities about the broadening axis in section 3, calculating event-wide angularities in $e^+e^-$ collisions to NLL’ accuracy. We briefly discuss how to apply this factorization theorem to jet-based angularities in section 4. In section 5, we discuss the broadening limit ($\beta = 1$) and sketch how to obtain rapidity factorization from ordinary soft/collinear factorization. We compare our distributions to showering Monte Carlo programs and automated resummation tools in section 6. We give a historical perspective on the broadening axis in section 7, and conclude in section 8 with some potential applications for broadening-axis observables at the LHC. Various calculational details are left to the appendices.

2 Jet observables with the broadening axis

2.1 Defining the broadening axis

To simplify the notation in parts of this paper, we will sometimes display expressions that are only valid in the small-angle limit. The difference between, e.g., $\sin \theta$ and $\theta$ does not matter at NLL order, though it is relevant for fixed-order corrections. Similarly, the dynamics of the broadening axis is dominated by the collinear radiation, where $\sin \theta \simeq \theta$ is a good approximation. For our actual SCET calculations, we use the full expressions in eq. (1.3), but we use the small angle limit when focusing on the dynamics.

For a single jet, the broadening axis is defined as the axis that minimizes the broadening jet shape. Repeating the equations in the introduction for convenience:

\[
\text{Angularities } \tau^{(\beta)} : \quad \tau^{(\beta)} = \frac{1}{E_{\text{jet}}} \sum_{i \in \text{jet}} \left( 2 \sin \left( \frac{\theta_i \hat{n}}{2} \right) \right)^\beta, \quad (2.1)
\]

\[
\text{Broadening axis } \hat{b} : \quad \hat{b} = \hat{n} \quad \text{with} \quad \min_{\hat{n}} \tau^{(1)}. \quad (2.2)
\]
For $e^+e^-$ event shapes, the situation is more subtle. As discussed more in section 7, there are various pathologies associated with applying eq. (2.2) to an entire $e^+e^-$ event (where the resulting axis is called the spherocity axis [29]). The hard-collinear dijets need not be back-to-back due to wide-angle emissions of soft radiation, so to have a recoil-free observable, it is necessary to define two independent broadening axes. In order to more easily compare results between broadening and thrust in section 6, we will partition the event into a left hemisphere $H_L$ and a right hemisphere $H_R$ using the thrust axis, such that the event-wide angularities with respect to two arbitrary axes $\hat{n}_L$ and $\hat{n}_R$ are

$$\tau_{\text{event}}^{(\beta)} = \frac{1}{E_{\text{event}}} \sum_{i \in H_L} E_i \left( 2 \sin \frac{\theta_{i,\hat{n}_L}}{2} \right)^\beta + \sum_{i \in H_R} E_i \left( 2 \sin \frac{\theta_{i,\hat{n}_R}}{2} \right)^\beta \equiv \tau_{L}^{(\beta)} + \tau_{R}^{(\beta)}. \quad (2.3)$$

When clear from context, we will often drop the “event” subscript. We can then find the broadening axes $\hat{b}_L$ and $\hat{b}_R$ separately in each hemisphere using eq. (2.2). In general $\hat{b}_L$ and $\hat{b}_R$ will not be back-to-back, so we will refer to them as kinked broadening axes, as shown in figure 1. This is in contrast to thrust, where $\hat{t}_L = -\hat{t}_R$ in the $e^+e^-$ center-of-mass frame by momentum conservation.

---

6It is a bit unsatisfying that eq. (2.3) depends on both the broadening and thrust axes. An alternative approach is to minimize 2-jettiness with a suitably chosen measure [31, 33]:

$$2\text{-jettiness } \tau_2^{(\beta)} : \quad \tau_2^{(\beta)} = \frac{1}{E_{\text{event}}} \sum_{i \in \text{event}} E_i \min \left\{ \left( 2 \sin \frac{\theta_{i,\hat{n}_L}}{2} \right)^\beta, \left( 2 \sin \frac{\theta_{i,\hat{n}_R}}{2} \right)^\beta \right\}, \quad (2.4)$$

$$\text{Broadening axes } \hat{b}_L, \hat{b}_R : \quad \hat{b}_i = \hat{n}_i \quad \text{with} \quad \min_{\hat{n}_L, \hat{n}_R} \tau_2^{(1)}.$$

The minimum inside the sum in $\tau_2^{(1)}$ effectively partitions the event into two regions, and $\hat{b}_i$ is the broadening axis for the $i$-th region. Note that the two axes $\hat{b}_L$ and $\hat{b}_R$ still partition the event into hemispheres separated by a plane, though the $\hat{b}_i$ are not perpendicular to that plane. One can think of these broadening hemispheres as being a rotation of the usual thrust hemispheres. For the event shape, these distinctions do not matter, since the total angularity is unchanged regardless what hemisphere a boundary parton is assigned. Because the distributions for $\tau_2^{(\beta)}$ and $\tau_{\text{event}}^{(\beta)}$ are the same to leading power, we will stick with the thrust partitioning for convenience.
2.2 Recoil properties of the broadening axis

Traditionally, the jet shape $\tau^{(\beta)}$ and event shape $\tau^{(\beta)}_{\text{event}}$ have been measured with respect to thrust axes. However, this induces problematic dependence on the soft radiation, since the thrust axis itself depends on the pattern of soft radiation. This effect is known as “recoil” [12, 20, 43, 47], since the soft radiation causes the direction of collinear particles to recoil away from the thrust axis. This recoil sensitivity can be formally ignored for jets whose soft wide-angle radiation has momentum transverse to the jet axis that is parametrically smaller than that of the hard-collinear radiation [48]. This can be selected for with a thrust value $\tau^{(2)}$ that is sufficiently small. However, to achieve robust insensitivity to the dynamics of soft radiation, one wants to study recoil-free observables.

As we will now explain, the broadening axis $\hat{b}$ is one example of a recoil-free axis, in the sense that the broadening axis is insensitive to the pattern of soft radiation. To illustrate this, first consider a jet populated by two particles, 1 and 2, with energy fractions $z_i \equiv \frac{E_i}{E_{\text{jet}}}$. In the small angle limit, for a generic axis $\hat{n}$, the broadening takes the form

$$\tau^{(1)} = z_1 \theta_{1,\hat{n}} + z_2 \theta_{2,\hat{n}},$$

and the broadening axis is obtained by minimizing $\tau^{(1)}$ with respect to the choice of $\hat{n}$. Without loss of generality we can assume $z_1 < z_2$, and we can take the two particles to lie in the same plane as the candidate axis, since moving out of the plane increases the angle to both particles. Rewriting eq. (2.7) in terms of the relative angle $\theta_{12} \equiv \theta_{2,\hat{n}} + \theta_{1,\hat{n}}$ of the two particles,

$$\tau^{(1)} = (z_2 - z_1) \theta_{2,\hat{n}} + z_1 \theta_{12} \theta_{12}.$$

This is minimized for $\theta_{2,\hat{n}} = 0$, so that the broadening axis coincides with the momentum of particle 2. Note that it does not matter how much smaller $z_1$ is compared to $z_2$: the broadening axis always tracks the most energetic particle and is insensitive to the softer particle. See appendix A for an analysis for a jet with three constituents.

Now consider a single energetic particle $J$ accompanied by arbitrary soft radiation $S$. We assume that the sum of the soft radiation’s energy is less than half of the total energy of the jet,$^7$ as with the two particle case, and the soft radiation is generically at wide angle relative to the energetic particle:

$$\sum_{i \in S} z_i < \frac{1}{2} < z_J, \quad \theta_{i,J} \sim O(1), \quad i \in S.$$  

\footnote{In terms of factorization in SCET, this formally means we are not specifying whether we are in SCET$_I$- or SCET$_{II}$-like theories. Taking the sum of soft energy to be less than half the jet energy is a rather mild requirement, and holds for all observables that we are aware of where there is some notion of soft factorization.}
For an arbitrary axis $\hat{n}$, the broadening takes the form:

$$\tau^{(1)} = z_J \theta_{J,\hat{n}} + \sum_{i \in S} z_i \theta_{i,\hat{n}},$$

(2.10)

$$= z_J \theta_{J,\hat{n}} + z_S \theta_{S,\hat{n}},$$

(2.11)

where in the second line we have effectively treated the soft radiation as a single particle, defining $z_S \equiv \sum_{i \in S} z_i$ and $\theta_{S,\hat{n}} \equiv \frac{1}{z_S} \sum_{i \in S} z_i \theta_{i,\hat{n}}$. This is similar to eq. (2.7) but with the difference that the “two” particles are in no sense co-planar as the soft “particle” is a sum of wide angle radiation. This implies that $\theta_{S,\hat{n}} \sim O(1)$ for any choice of $\hat{n}$, such that the sum is minimized for $\theta_{J,\hat{n}} = 0$. Again, the broadening axis tracks the hardest particle, even after considering the net effect of recoil from the soft radiation.

To determine the broadening axis for a generic jet, we allow our energetic particle $J$ to undergo collinear splittings. The broadening axis will move in a nonlinear fashion with subsequent splittings, and in general, there is no closed form expression for $\hat{b}$. However, if $\theta_C$ is the largest angle involved in the collinear splittings (subject to the condition that the splitting is genuinely collinear, $\theta_C \ll 1$), then the broadening axis remains confined in a disc of radius $\theta_C$ about the initial energetic particle. The broadening axis never leaves this disc, since doing so would only decrease the broadening contribution from some of the soft radiation, while increasing the contribution from collinear radiation and that of other soft particles.

Thus, the broadening axis is immune to recoil from soft radiation because it tracks the hard, collinear radiation, and it recoils coherently with the collinear radiation under soft emission. While the broadening axis does depend on the precise configuration of the collinear radiation, this is of less concern since that radiation is naturally clustered together. Indeed, for the purposes of factorization, we could use any axis that depends on the dynamics of the collinear radiation alone, since that axis (by definition) would be recoil free. We will see an explicit example of this with the “winner-take-all axis” defined in section 2.4.

This behavior of the broadening axis is in contrast to that of the thrust axis. The thrust axis lies along the total jet momentum, and is therefore conserved in the evolution of the jet, so the energetic core of a jet can be displaced from its thrust axis. In the case of the setup in eq. (2.10) with one energetic particle in a haze of soft radiation, the thrust axis is generically displaced from the energetic particle $J$ by an angle set by $z_S$. Thus, whether the thrust axis can be considered recoil-free depends sensitively on the precise scaling of the soft energy fraction $z_S$ versus the typical collinear splitting angles $\theta_C$. In contrast, the broadening axis is recoil free as long as the soft radiation is soft (i.e. $z_S < 1/2$).

---

8Specifically, the variation of the broadening axis under collinear splittings induces changes in the soft contribution:

$$\sum_{i \in S} z_i \theta_{i,\hat{n}} \to \sum_{i \in S} z_i (\theta_{i,\hat{n}} + O(\theta_C)) \approx \sum_{i \in S} z_i \theta_{i,\hat{n}},$$

(2.12)

where again $\theta_C \ll O(1)$ for a collinear splitting. Any collinear splitting that produces a soft particle can be included in the initial haze of soft radiation.
2.3 Comparison to other recoil-free observables

The broadening-axis angularities \( \tau^{(\beta)} \) are a recoil-free observable for any value of \( \beta \). To our knowledge, the only other jet-like observables in the QCD literature with this property are the energy correlation functions \([12, 43, 44]\). The (normalized) two-point energy correlation function for a jet is defined as\(^9\)

\[
C_1^{(\beta)} = \frac{1}{E_{\text{jet}}^2} \sum_{i<j \in \text{jet}} E_i E_j \left( 2 \sin \frac{\theta_{ij}}{2} \right)^\beta ,
\]

(2.13)

where the sum runs over all distinct pairs of particles in the jet. Because the angles \( \theta_{ij} \) are measured between pairs of particles, this observable is manifestly insensitive to recoil, since it does not depend on the overall pattern of soft radiation.

In fact, for the same value of \( \beta \), \( C_1^{(\beta)} \) and broadening-axis \( \tau^{(\beta)} \) are identical observables in the soft-collinear limit \([12]\). In section 3.5, we will show that this implies the much stronger result that the logarithmic resummation of these two observables are identical to all orders, though the specific functions appearing in the factorization theorem will be different. We will verify that the NLL resummation of \( \tau^{(\beta)} \) in this paper matches the NLL resummation of \( C_1^{(\beta)} \) presented in ref. \([43]\) in section 6.2.

2.4 Recoil-free jet algorithms and the “winner-take-all” axis

The key feature of the broadening axis is that it recoils coherently with the collinear radiation. In order to have a fully recoil-free observable, though, the particles that enter into the observable should be selected in a recoil-free fashion as well. This is automatic for the event shape \( \tau^{(\beta)}_{\text{event}} \) since all particles enter the observable,\(^{10}\) but not for the jet shape \( \tau^{(\beta)} \) which depends on which particles are clustered into the jet.

A full study of the recoil properties of jet algorithms is beyond the scope of this work, but suffice it to say that all recursive jet algorithms using standard “\( E \)-scheme” recombination \([49]\)\(^{11}\) are recoil-sensitive, including anti-\( k_T \) \([50]\). In the \( E \)-scheme, one simply adds the four-vectors in a pair-wise recombination \( (p_r = p_1 + p_2) \), which ensures that the jet axis (i.e. the center of the jet) and the jet momentum are aligned at each stage of the recursion, and therefore the final jet is centered on the thrust axis. Similarly, iterative cone algorithms \([51]\) search for stable cones where the jet axis and jet momentum align. For these recoil-sensitive jet algorithms, the jet axis depends on both the collinear and soft radiation.

In this paper, we will use two different recoil-free jet algorithms. The first jet algorithm is based on \( N \)-jettiness minimization using the \( \beta = 1 \) measure \([33]\). To define a single jet

---

\(^9\)To agree with the recoil-free angularities in the soft limit, we have changed the angular factor from \( \theta_{ij}^\beta \) as defined in ref. \([12]\) to that given in eq. (2.13).

\(^{10}\)Strictly speaking, the partitioning of the event into left and right hemispheres is recoil sensitive, since it depends on the recoil-sensitive thrust axis. However, the effect of this partitioning is power suppressed. For a truly recoil-free partitioning, see footnote 6.

\(^{11}\)Not to be confused with the \( E \)-scheme for treating hadron masses \([25, 35]\).
with radius $R$, we augment 1-jettiness with an out-of-jet measure:

$$\tau^{(\beta)}_1 : \tau^{(\beta)}_1 = \frac{1}{E_{\text{event}}} \sum_{i \in \text{event}} E_i \min \left\{ \left( 2 \sin \frac{\theta_{i,\hat{n}}}{2} \right)^\beta, \left( 2 \sin \frac{R}{2} \right)^\beta \right\}, \quad (2.14)$$

Jet axis $\hat{b}$: $\hat{b} = \hat{n}$ with $\min_{\hat{n}} \tau^{(1)}_1$. \quad (2.15)

After minimizing to find the jet axis, the particles that contribute to the first minimum term in $\tau^{(\beta)}_1$ are inside the jet (i.e. particles with $\theta_{i,\hat{b}} < R$) and the rest are outside the jet. Note that the resulting jet axis is the same as the broadening axis for the found jet (hence the notation $\hat{b}$), so by construction the jet region is defined in a recoil-free fashion. For a multi-jet final state, 1-jettiness will typically identify the hardest jet in the event, since $\tau^{(\beta)}_1$ penalizes unclustered radiation proportional to the unclustered energy.

The second jet algorithm is based on recursive jet clustering algorithms with an alternative recombination scheme.\footnote{We thank Gavin Salam for discussions on this point. The winner-take-all scheme was recently used in ref. [46] for determining a jet axis that was guaranteed to align along the direction of one of the input particles.} Consider the “winner-take-all” recombination scheme, where we define the four-vector from pair-wise recombination to be massless, i.e. $p_r = (E_r, E_r \hat{n}_r)$, with momentum pointing in the direction of the harder particle:

$$E_r = E_1 + E_2, \quad (2.16)$$

$$\hat{n}_r = \begin{cases} \hat{n}_1 & \text{if } E_1 > E_2, \\ \hat{n}_2 & \text{if } E_2 > E_1, \end{cases} \quad (2.17)$$

where $\hat{n}_i = \vec{p}_i / |\vec{p}_i|$ are unit-normalized. This recombination scheme is (perhaps surprisingly) IRC safe, just like other weighted schemes like the $p_T^2$-scheme [52, 53], and it can be applied to any of the generalized $k_T$ algorithms including anti-$k_T$. Because the jet axis always aligns with the harder particle in a pair-wise recombination, soft radiation cannot change the jet axis, so the resulting jet axis is recoil-free. Note that the jet axis is only needed to determine the particles clustered into a given jet, but the actual jet four-vector can be defined by adding the jet’s constituents (just as in the $E$-scheme, though here the jet momentum and jet axis will be offset because of recoil). Because finding the winner-take-all axis is computationally much faster than minimizing $\tau^{(\beta)}$, we expect it will become the default way to define a recoil-free axis. We leave a more in depth study of the winner-take-all axis for future work.

In section 6.1, we will see that this winner-take-all axis yields nearly identical results to the broadening axis. This is a consequence of both being dominated by collinear dynamics. The difference between angularities measured with respect to the broadening axis versus the winner-take-all axis must be proportional to the typical collinear splitting angle. Since soft radiation cannot resolve such splittings, the two observables share the same soft function to leading power. Then to all orders in perturbation theory, the anomalous dimensions of all functions for either axis are identical; see section 3.5. Indeed, to NLL’ order, the two cross sections are identical.
3 Resummation of event-wide angularities

To illustrate the recoil insensitivity of the broadening axis, we now present a factorization theorem for the event-wide angularities in eq. (2.3) for all $\beta > 0$, measured with respect to kinked broadening axes. We use this factorization theorem to calculate the broadening-axis angularities to NLL' order in section 3.4, including matching to the full $\mathcal{O}(\alpha_s)$ fixed-order result.

3.1 Relevant collinear and soft modes

We are interested in the process $e^+e^- \rightarrow$ hadrons with kinked broadening axes $\hat{b}_{L,R}$ and measured hemisphere angularities $\tau_{L,R}^{(\beta)}$. By requiring $\tau_{L,R}^{(\beta)} \ll 1$, we can select for events with energy clustered about the two axes, which defines a two-jet state. These jets are dominated by collinear and soft radiation, and to find the specific modes that contribute to the observable, we set our power counting parameter by $\tau_{L,R}^{(\beta)} \sim \lambda$. We are interested in describing the double-differential cross section in $\tau_L^{(\beta)}$ and $\tau_R^{(\beta)}$ to leading power in $\lambda$.

Because we are measuring $\tau_{L,R}^{(\beta)}$ with respect to kinked broadening axes, there is an important subtlety regarding the choice of coordinate system. Consider measuring just the left hemisphere contribution $\tau_L^{(\beta)}$ about a light-cone vector $n_L = (1, \hat{n}_L)$ aligned along the left broadening axis $\hat{b}_L$. As shown already in figure 1, $\tilde{n}_L = (1, -\hat{n}_L)$ is not aligned along the right broadening axis $\hat{b}_R$, and we will return to that subtlety in a moment. Looking only in the left hemisphere and using the notation of section 2.2, the power counting $\tau_L^{(\beta)} \sim \lambda$ implies the following scalings for the energy fractions and splitting angles:

Collinear modes: $z_C \sim 1$, $\theta_C \sim \lambda^{\frac{3}{2}}$

Soft modes: $z_C \sim \lambda$, $\theta_C \sim 1$.  

Thus, in light-cone coordinates $p = (\tilde{n}_L \cdot p, n_L \cdot p, \tilde{p}_\perp)$, the relevant collinear and soft modes (in the left hemisphere) have the scaling

$$p_{n_L} \sim Q \left( 1, \lambda^{\frac{2}{3}}, \lambda^{\frac{4}{3}} \right),$$

$$p_s \sim Q(\lambda, \lambda, \lambda),$$

where $Q$ is the collision energy of the event. Running the same argument for the right hemisphere about a light cone vector $n_R = (1, \hat{n}_R)$, we get the same soft modes, but find additional contributions to $\tau_R^{(\beta)}$ from right-collinear modes $p_{n_R}$. Therefore, in the small $\lambda$ limit, the relevant modes of the theory are

$$p_{n_L} \text{ (left-collinear)}, \quad p_{n_R} \text{ (right-collinear)}, \quad p_s \text{ (soft)}. \quad (3.4)$$

Having identified the relevant modes, we are free to use reparametrization invariance (RPI) of the effective theory $[54, 55]$ to perform small changes in the jet axis directions. In particular, instead of kinked broadening axes, we can invoke RPI to use back-to-back thrust axes to characterize the modes and operators of the effective theory. Physically, one can think about performing a small $\mathcal{O}(\lambda)$ boost on the system to make $\hat{b}_L$ and $\hat{b}_R$...
back-to-back. Practically, RPI will allow us to recycle known factorization theorems for thrust-axis observables to generate a factorization theorem for broadening-axis observables. It is well-known that thrust-axis observables are described by collinear, anti-collinear, and soft modes, though for general angular exponent $\beta$, we have to use the scaling from eq. (3.3):

$$
\begin{align*}
  p_n &\sim Q \left( 1, \lambda^{\frac{2}{\beta}}, \lambda^{\frac{1}{\beta}} \right), \\
  p_\bar{n} &\sim Q \left( \lambda^{\frac{2}{\beta}}, 1, \lambda^{\frac{1}{\beta}} \right), \\
  p_s &\sim Q(\lambda, \lambda, \lambda).
\end{align*}
$$

(3.5)

As we will see in section 3.2, unlike traditional factorization theorems, there will be a formal difference between the directions used for the measurement (i.e. $\hat{b}_{L,R}$) and the directions used to define the fields (i.e. $n, \bar{n}$).

From the assigned scaling in eq. (3.5), we can derive the natural hard, jet, and soft scales by the invariant mass of the corresponding modes:

$$
\begin{align*}
  \mu_H &= Q, \\
  \mu_J &= \theta_C Q \sim \left( \tau_{L,R}^{(\beta)} \right)^{1/\beta} Q, \\
  \mu_S &= z_S Q \sim \tau_{L,R}^{(\beta)} Q .
\end{align*}
$$

(3.6)

Depending on the choice of the angular exponent $\beta$, the jet scale can lie either above ($\beta > 1$) or below ($\beta < 1$) the soft scale. For the special case $\beta = 1$ (discussed more in section 5), the jet and soft scales coincide. The relative positions of all modes in the theory are illustrated in figure 2. From the point of view of the factorization theorem, the relative hierarchy between $\mu_J$ and $\mu_S$ will be largely irreverent, though we will have to choose appropriate scales in appendix D.\textsuperscript{13}

3.2 Factorization theorem for broadening-axis angularities

Because we have used RPI to define the relevant modes in terms of eq. (3.5), we can recycle the factorization theorem in ref. \textsuperscript{28}, which is applicable to any $e^+e^-$ event shape that selects two-jet structures. We will then use the recoil-free nature of the broadening axis to derive a simplified broadening-axis factorization theorem.

To lowest order in $\lambda$, the double-differential cross section in $\tau_{L}^{(\beta)}$ and $\tau_{R}^{(\beta)}$ is

$$
\frac{d^2\sigma}{d\tau_{L}^{(\beta)} d\tau_{R}^{(\beta)}} = \sigma_0 H \left( Q^2, \mu \right) \int de_n de_\bar{n} \int d^2\vec{k}_{1\perp} d^2\vec{k}_{2\perp} \\
J_n \left( Q, e_n, \vec{k}_{1\perp} \right) J_\bar{n} \left( Q, e_\bar{n}, \vec{k}_{2\perp} \right) S \left( \tau_{L}^{(\beta)} - e_n, \tau_{R}^{(\beta)} - e_\bar{n}, \vec{k}_{1\perp}, \vec{k}_{2\perp} \right) .
$$

(3.7)

Here, $H \left( Q^2, \mu \right)$ is the hard function and $\sigma_0$ is the Born-level cross section for the process $e^+e^- \rightarrow$ dijets. Note that the above factorization theorem allows for recoil between the soft

\textsuperscript{13}The relative hierarchy is interesting from the point of view of non-perturbative physics. For $\beta < 1$, the leading non-perturbative power correction will be controlled by the collinear modes, not the soft modes as it is for $\beta > 1$ observables like thrust \textsuperscript{56}. Non-perturbative corrections to the jet function are not well-understood, so we will not discuss this issue further in this paper.
Figure 2. Hierarchy of modes in the effective theory for $\beta > 1$ (left) and $\beta < 1$ (right). Shown is the light-cone momentum plane $(n \cdot p, \bar{n} \cdot p)$ and the dots correspond to the hard (H), left-collinear (J), right-collinear (\bar{J}), and soft (S) modes. The curves indicate the natural invariant mass scale for the hard ($\mu_H$), jet ($\mu_J$), and soft ($\mu_S$) functions. For $\beta > 1$, the soft modes have smaller invariant mass than the collinear modes, but this hierarchy is inverted for $\beta < 1$. The arrows indicate the direction of renormalization group evolution if modes are factorized at the jet scale (as we will do in this paper).

and collinear modes. This recoil is captured by the 2-dimensional transverse momentum convolution between the jet and soft functions (i.e. the $\vec{k}_{i\perp}$ integrals). The jet and soft functions themselves are defined as:

$$J_n(Q,e_n,\vec{k}_{1\perp}) = \frac{(2\pi)^3}{N_c} \text{tr}(0) \frac{\hat{\mathbf{P}}}{2} \delta (\bar{n} \cdot \hat{\mathbf{P}} - Q) \delta (e_n - \hat{e}_{b_L}) \delta^{(2)} (\hat{P}_1 - k_{1\perp}) \bar{x}_n |0\rangle,$n \cdot p$

$$J_{\bar{n}}(Q,e_{\bar{n}},\vec{k}_{2\perp}) = \frac{(2\pi)^3}{N_c} \langle 0 | \bar{x}_{\bar{n}} \delta (n \cdot \hat{\mathbf{P}} - Q) \delta (\bar{e}_n - \hat{e}_{b_R}) \delta^{(2)} (\hat{P}_1 - k_{2\perp}) \bar{\mathbf{P}}_{\bar{n}} \frac{\hat{\mathbf{P}}}{2} \bar{x}_{\bar{n}} |0\rangle,$n \cdot p$

$$S(e_L,e_R,\vec{k}_{1\perp},\vec{k}_{2\perp}) = \frac{1}{N_c} \text{tr}(0) S_n^\dagger S_n \delta^{(2)} (\bar{e}_{b_L} + k_{1\perp}) \delta^{(2)} (\bar{e}_{b_R} + k_{2\perp}) \times \delta (e_L - \hat{e}_{b_L}) \delta (e_R - \hat{e}_{b_R}) S_n^\dagger S_n |0\rangle.

Here, we are using the notation of ref. [28], where $\chi_{\bar{n}}$ is a collinear field operator, and $S_n$ is a soft wilson line operator defined as

$$S_n = \mathcal{P} \exp \left( ig \int_0^\infty d\lambda \bar{n} \cdot A_s(n\lambda) \right).$$

The directions of the jets are set by the momentum-constraining delta functions inserted between the two collinear field operators. Within these delta functions, the operator $\hat{\mathbf{P}}$

\[\text{In position space, this is defined as } \chi_{\bar{n}} = W^\dagger_{\bar{n}} \xi_n(0) \text{ with } \xi_n \text{ being the standard quark field operator and } W \text{ a collinear Wilson line defined as } W_n = \mathcal{P} \exp \left( ig \int_0^\infty d\lambda \bar{n} \cdot A_c(\bar{n}\lambda) \right).\]
returns the momentum of the collinear state. The soft recoil contribution is accounted for by the operators \( \mathbb{E}_{nL} \) and \( \mathbb{F}_{nL} \) in the soft function, which measure the total transverse momentum generated by the soft radiation in the left and right hemispheres respectively; this sets the amount of recoil injected into the jet function by the \( \vec{k}_{l\perp} \) convolutions. As discussed above eq. (3.5), we have defined the field operators in terms of the thrust axis, even though the measurement operators \( \hat{e}_{nL,R} \) are defined with respect to the broadening axis.

We can specialize eq. (3.7) to broadening-axis observables by making use of the fact that the broadening axis is recoil-free. As argued in section 2.2, the collinear modes recoil coherently with the broadening axis, so any injected transverse momentum from the soft radiation merely translates the broadening axis with the collinear radiation. Thus, the jet function is independent of the injected transverse momentum \( k_{l\perp} \) to leading power:

\[
\mathcal{J}_n \left( Q, e_n, \vec{k}_\perp \right) = \mathcal{J}_n( Q, e_n, 0) + \mathcal{O} \left( \lambda^2 \right) .
\] (3.10)

Using the analysis of section 2.2, it is straightforward to check explicitly that this form holds at tree-level and one-loop. Because eq. (3.10) is true for any \( \beta > 0 \), recoil is a power-suppressed correction for all of the broadening-axis angularities.

It is instructive to compare this behavior to the thrust-axis angularities, where only for \( \beta > 1 \) is recoil power-suppressed [48]. For the thrust-axis angularities, one can perform a multipole expansion [37, 57, 58] of the jet function in \( \vec{k}_\perp \) to account for the displacement of the collinear direction due to soft recoil. This displacement is power suppressed for \( \beta > 1 \) since the \( p_L \) of a soft mode is a factor of \( \lambda^{(\beta-1)/\beta} \) smaller than the \( p_L \) of a collinear mode, so the effect of recoil can be formally ignored to leading power. By contrast, the broadening axis lies in the collinear direction for all \( \beta > 0 \), independent of the soft emissions in the jet, so the multipole expansion is irrelevant. There are still power corrections to eq. (3.10) for the broadening axis, but they are generated by hard perturbative emissions, the finite size of the collinear region, and similar effects.

Using eq. (3.10), we can trivially perform the transverse momentum integrals in eq. (3.7) to achieve the simplified factorization theorem for broadening-axis observables:

\[
\frac{1}{\sigma_0} \frac{d^2 \sigma}{d \tau_L^{(3)} d \tau_R^{(3)}} = H(Q^2, \mu^2) \int d\epsilon_n \, d\epsilon_R \, \mathcal{J}_n(Q, \epsilon_n) \mathcal{J}_n(Q, \epsilon_R) \mathcal{S} \left( \tau_L^{(3)} - \epsilon_n, \tau_R^{(3)} - \epsilon_R \right),
\] (3.11)

where the jet and soft functions are defined as

\[
\mathcal{J}_n(Q, \epsilon_n) = \left( \frac{2\pi}{N_c} \right) \text{tr}(0) \frac{i\gamma_5}{2} \chi_n \delta \left( \bar{n} \cdot \hat{P} - Q \right) \delta \left( \epsilon_n - \hat{e}_{bL} \right) \delta^{(2)} \left( \hat{P}_L \right) \chi_n |0 \rangle,
\]
\[
\mathcal{J}_n(Q, \epsilon_R) = \left( \frac{2\pi}{N_c} \right) \text{tr}(0) \chi_n \delta \left( \bar{n} \cdot \hat{P} - Q \right) \delta \left( \epsilon_R - \hat{e}_{bR} \right) \delta^{(2)} \left( \hat{P}_L \right) \frac{i\gamma_5}{2} \chi_n |0 \rangle,
\]
\[
\mathcal{S}(\epsilon_L, \epsilon_R) = \frac{1}{N_c} \text{tr}(0) \mathcal{S}_{nL}^{\dagger} \mathcal{S}_{nL} \delta \left( \epsilon_L - \hat{e}_{bL} \right) \delta \left( \epsilon_R - \hat{e}_{bR} \right) \mathcal{S}_{nL}^{\dagger} \mathcal{S}_{nL} |0 \rangle.
\] (3.12)

This factorization theorem will be the basis for our subsequent analysis. The event-wide observable from eq. (2.3) is obtained by summing over the left and right hemispheres

\[
\frac{d\sigma}{d\tau_{\text{event}}^{(3)}} = \int d\tau_L^{(3)} d\tau_R^{(3)} \frac{d^2 \sigma}{d \tau_L^{(3)} d \tau_R^{(3)}} \delta \left( \tau_{\text{event}}^{(3)} - \tau_L^{(3)} - \tau_R^{(3)} \right),
\] (3.13)

and the procedure for calculating the jet-based observables is given in section 4.
The key ingredient needed to derive this factorization theorem was eq. (3.10), so one can really think of eq. (3.10) as defining what it means to be a recoil-free observable. Indeed, the energy correlation functions (section 2.3) and angularities with respect to the winner-take-all axis (section 2.4) satisfy the same property, so the factorization theorem above applies equally well to those observables. Of course, even though the jet function is insensitive to soft recoil effects, the jet function does depend on the relative angles between collinear radiation. Consequently, different recoil-free observables will have different jet (and soft) functions, even though they share the same factorization theorem. As we discuss in detail in section 3.5, recoil-free observables with the same behavior in the soft limit will necessarily have the same jet and soft anomalous dimensions to all orders, a fact which is generically not true for recoil-sensitive observables.

3.3 Resummation

The recoil insensitivity of the broadening-axis angularities greatly simplifies the resummation of the cross section, since the form of the factorization theorem in eq. (3.11) is independent of the angular exponent $\beta$. As with traditional thrust-axis angularities, rapidity divergences arise when $\beta = 1$ (i.e. the broadening limit), and we will treat that case separately in section 5. That said, we will find in section 5 that the renormalization group (RG) evolution discussed here will smoothly merge onto the rapidity RG of ref. [28] as $\beta \to 1$.

Conveniently, the form of the broadening-axis factorization theorem in eq. (3.11) is identical in form to the familiar thrust factorization theorem [59, 60]. Correspondingly, the resummation of large logarithms in the angularities cross section using RG evolution can be performed in exactly the same way as for thrust, which we review here. We start by writing the factorization theorem in eq. (3.11) schematically as

$$
\frac{1}{\sigma_0} \frac{d^2 \sigma}{d \tau_L^{(\beta)} d \tau_R^{(\beta)}} = H \times J_n \left( \tau_L^{(\beta)} \right) \otimes J_n \left( \tau_R^{(\beta)} \right) \otimes S \left( \tau_L^{(\beta)}, \tau_R^{(\beta)} \right),
$$

where $\times$ denotes ordinary multiplication, and $\otimes$ denotes a convolution in the observables $\tau_L^{(\beta)}, \tau_R^{(\beta)}$. We can remove the convolutions by transforming to Laplace space, so the factorization theorem becomes

$$
\frac{1}{\sigma_0} \frac{d^2 \tilde{\sigma}}{d s_L^{(\beta)} ds_R^{(\beta)}} = H \tilde{J}_n \left( s_L^{(\beta)} \right) \tilde{J}_n \left( s_R^{(\beta)} \right) \tilde{S} \left( s_L^{(\beta)}, s_R^{(\beta)} \right),
$$

where the Laplace transform of a function $g(\tau^{(\beta)})$ is defined as

$$
\tilde{g}(s^{(\beta)}) = \int_0^{\infty} d\tau^{(\beta)} e^{-s^{(\beta)}\tau^{(\beta)}} g(\tau^{(\beta)}).
$$

Being a physical quantity, the cross section itself is finite. In each sector, though, divergences appear in loop calculations which are removed by corresponding $Z$-factors, which carry all the divergent terms in a given function $F$:

$$
\tilde{F}^B(s^{(\beta)}) = Z_F \left( s^{(\beta)}, \frac{\mu}{Q} \right) \tilde{F}^R \left( s^{(\beta)}, \frac{\mu}{Q} \right).
$$
The superscript $B$ ($R$) indicate the bare (finite renormalized) functions. The product of these $Z$-factors from all sectors is 1 due to the finiteness of the cross section. That is,

$$1 = Z_H \left( \frac{\mu}{Q} \right) Z_n \left( s^{(\beta)}_L, \frac{\mu}{Q} \right) Z_{\bar{n}} \left( s^{(\beta)}_R, \frac{\mu}{Q} \right) Z_S \left( s^{(\beta)}_L, s^{(\beta)}_R, \frac{\mu}{Q} \right).$$

(3.18)

Applying this to the cross section, we have:

$$\frac{1}{\sigma_0} \frac{d^2 \tilde{\sigma}}{ds^2} = H^B \tilde{J}^B \left( s^{(\beta)}_L, \frac{\mu}{Q} \right) \tilde{J}^B \left( s^{(\beta)}_R, \frac{\mu}{Q} \right) \tilde{S}^B \left( s^{(\beta)}_L, s^{(\beta)}_R \right)$$

$$= H^R \left( \frac{\mu}{Q} \right) \tilde{J}^R \left( s^{(\beta)}_L, \frac{\mu}{Q} \right) \tilde{J}^R \left( s^{(\beta)}_R, \frac{\mu}{Q} \right) \tilde{S}^R \left( s^{(\beta)}_L, s^{(\beta)}_R, \frac{\mu}{Q} \right).$$

(3.19)

Thus, in removing these divergences, we have introduced into each function the (same) factorization scale $\mu$. The physical cross section is independent of this factorization scale for exactly the reason it contains no divergences.

To minimize large logarithms in the cross section, we want to evolve each function from its initial factorization scale $\mu$ to its “natural” scale using its RG equation. The anomalous dimensions can be calculated from the $Z$-factors as

$$\tilde{\gamma}_F \left( s^{(\beta)}, \frac{\mu}{Q} \right) = -\mu \frac{d}{d\mu} \log Z_F \left( s^{(\beta)}, \frac{\mu}{Q} \right),$$

(3.20)

and the renormalized function $F^R$ satisfies the RG equation

$$\mu \frac{d}{d\mu} F^R \left( s^{(\beta)}, \frac{\mu}{Q} \right) = \tilde{\gamma}_F \left( s^{(\beta)}, \frac{\mu}{Q} \right) F^R \left( s^{(\beta)}, \frac{\mu}{Q} \right).$$

(3.21)

The presence of the eikonal lines in the functions eq. (3.12) meeting at a cusp implies that the anomalous dimensions also depend on the observable through $s^{(\beta)}$. In Laplace space, solving the RG equation is quite simple,

$$\log \frac{F^R \left( s^{(\beta)}, \frac{\mu}{Q} \right)}{F^R \left( s^{(\beta)}, \frac{\mu}{Q} \right)} = \int_{\mu_I}^{\mu_F} \frac{d\mu}{\mu} \tilde{\gamma}_F \left( s^{(\beta)}, \frac{\mu}{Q} \right).$$

(3.22)

By solving the RG equations, the scales in each function can be set to independent values and large logarithms of the ratio of those scales are resummed. Note that from the one-loop results in appendix B for the jet and soft functions, the scale choice discussed already in eq. (3.6) minimizes the $\mu$-dependent logarithms. By eq. (3.18), we have the following consistency condition among the anomalous dimensions

$$0 = \gamma_H + \gamma_J + \gamma_{\bar{J}} + \gamma_S,$$

(3.23)

where $\gamma_J$ ($\gamma_{\bar{J}}$) is the anomalous dimension of the left (right) hemisphere jet function.

For a given function $F = H, J, S$, it is convenient to break up the anomalous dimension $\tilde{\gamma}_F$ into a cusp term $\Gamma_F$ and non-cusp term $\gamma_F$. The evolution in $\mu$ of the function $F$ can then be written as

$$\mu \frac{d}{d\mu} \log F(\mu) = \gamma_F [\alpha_s(\mu)] + \Gamma_F [\alpha_s(\mu)] \log(\mu).$$

(3.24)
The logarithm in the cusp-term will generically depend on the canonical scale of the specific function, which we have suppressed here. We can express the solution to the RG equation, eq. (3.22), entirely in terms of the running coupling using the definition of the $\beta$-function:

$$\log \frac{F(\mu_f)}{F(\mu_i)} = \int_{\alpha_s(\mu_i)}^{\alpha_s(\mu_f)} \frac{d\alpha}{\beta(\alpha)} \left[ \gamma_F[\alpha] + \Gamma_F[\alpha] \int_{\alpha_s(\mu_i)}^{\alpha} \frac{d\alpha'}{\beta(\alpha')} \right],$$

(3.25)

where we have used

$$\frac{d\alpha_s}{\beta(\alpha_s)} = d \log \mu.$$  

(3.26)

### 3.4 Resummed cross section to NLL and NLL’

Here, we present the complete resummed cross section at NLL and NLL’ order. At NLL order, the two-loop cusp and one-loop non-cusp anomalous dimension are included in the resummation, but only the tree-level expressions for the hard, jet, and soft functions are necessary. At NLL’ order, one further includes the $O(\alpha_s)$ corrections to the hard, jet, and soft functions, which allows both for scale profiling in the resummation and for matching to fixed-order corrections. As we will show in section 6.3, increasing the accuracy of the cross section significantly reduces the dependence on the renormalization scale $\mu$.

To NLL’ order, the cross section for the hemisphere recoil-free angularities can be written as

$$\frac{1}{\sigma_0} \frac{d^2 \sigma}{d \tau_L^{(\beta)} d \tau_R^{(\beta)}} = e^{K_H(\mu_H, \mu_H)} \left( \frac{\mu_H}{Q} \right)^{\omega_H(\mu_H)} \times \int \frac{ds_L^{(\beta)}}{2\pi i} \frac{ds_R^{(\beta)}}{2\pi i} e^{\gamma_{i_1}^{(\beta)} s_L^{(\beta)}} e^{\gamma_{i_2}^{(\beta)} s_R^{(\beta)}} e^{K_S(\mu_S)} \left( \frac{\mu_S}{s_L^{(\beta)}/Q} \right)^{\omega_S(\mu_S)} \left( \frac{\mu_S}{s_R^{(\beta)}/Q} \right)^{\omega_S(\mu_S)} 
\times e^{K_J(\mu, \mu)} \left( \frac{\mu_J}{s_L^{(\beta)}/Q} \right)^{\omega_J(\mu, \mu)} e^{K_J(\mu, \mu)} \left( \frac{\mu_J}{s_R^{(\beta)}/Q} \right)^{\omega_J(\mu, \mu)} 
\times \left\{ 1 + f_H(Q, \mu_H) + f_J \left( s_L^{(\beta)}, \mu_J \right) + f_J \left( s_R^{(\beta)}, \mu_J \right) + f_S \left( s_L^{(\beta)}, s_R^{(\beta)} \right) \right\}.$$  

The integrals over $s_L^{(\beta)}$, $s_R^{(\beta)}$ represent the inverse Laplace transform. The functions $K_F(\mu, \mu_F)$ and $\omega_F(\mu, \mu_F)$ are defined through the anomalous dimensions as

$$K_F(\mu, \mu_F) = \int_{\alpha_s(\mu_F)}^{\alpha_s(\mu_F)} \frac{d\alpha}{\beta(\alpha)} \left[ \gamma_F[\alpha] + \Gamma_F[\alpha] \int_{\alpha_s(\mu_F)}^{\alpha} \frac{d\alpha'}{\beta(\alpha')} \right],$$

$$\omega_F(\mu, \mu_F) = \frac{1}{f_F} \int_{\alpha_s(\mu_F)}^{\alpha_s(\mu_F)} \frac{d\alpha}{\beta(\alpha)} \Gamma_F[\alpha],$$

(3.28)

where $f_F$ is a number that depends on the scale choice $\mu_F$ of the function $F$. For example, for the canonical scale choice $\mu_F$ of the jet and soft functions in eq. (3.6), $j_J = \beta$ and $j_S = 1$. The $f$-functions correspond to the $O(\alpha_s)$ finite pieces of the jet and soft functions which is necessary for NLL’ accuracy. The anomalous dimensions and the finite pieces of the jet and soft functions to one loop are presented in appendix B.
For accuracy just to NLL order, eq. (3.27) still applies, but the $f$-functions can simply be set to 0.

At NLL' (but not NLL) order, we can match to the $\mathcal{O}(\alpha_s)$ fixed-order cross section by simply adding the non-singular terms of the cross section:

$$
\frac{d^2\sigma}{d\tau_L^{(\beta)} d\tau_R^{(\beta)}} = \frac{d^2\sigma^{\text{NLL}^\prime}}{d\tau_L^{(\beta)} d\tau_R^{(\beta)}} + \frac{d^2\sigma^{\text{non-sing}}}{d\tau_L^{(\beta)} d\tau_R^{(\beta)}},
$$

(3.29)

where the non-singular correction factor $\sigma^{\text{non-sing.}}$ is chosen such that $\sigma$ gives the complete $\mathcal{O}(\alpha_s)$ cross section when resummation is turned off (i.e. $\mu_H = \mu_J = \mu_S = Q$). This additive matching is possible since the fixed-order singular contributions to the cross section are encoded by the $f$ functions in eq. (3.27), so even when the resummation is turned off, one gets the correct singular cross section out of the NLL' result. At NLL, these singular pieces are only encoded by the resummation, so that if the resummation is turned off, one is left with nothing. Schemes do exist to match at NLL (see e.g. ref. [61]), but we use NLL' resummation to exploit the full power of the RG approach. To achieve a smooth transition between the resummation and fixed-order regimes, we use profile scales [9] which interpolate between the canonical scales in eq. (3.6) and a common scale choice $\mu_i = Q$. A comparison of the relative strengths of the singular and non-singular contributions to the fixed order can be found in figure 12, and the details of the profiling is given in section D.

The total event-wide recoil-free angularity $\tau^{(\beta)}$ cross section is found by integrating over one of the hemisphere angularities subject to the constraint that $\tau^{(\beta)} = \tau^{(\beta)}_L + \tau^{(\beta)}_R$.

$$
\frac{1}{\sigma_0} \frac{d\sigma}{d\tau^{(\beta)}} = e^{K_H(\mu_J,\mu_H)} \left( \frac{\mu_H}{Q} \right) \omega_H(\mu_J,\mu_H)
\times \int \frac{ds^{(\beta)}}{2\pi i} e^{s^{(\beta)} s(\beta)} e^{K_S(\mu_J,\mu_S)} \left( \frac{\mu_S}{s(\beta) Q} \right) \omega_S(\mu_J,\mu_S)
\times \left\{ 1 + f_H(Q, \mu_H) + 2 f_J \left( s^{(\beta)}, \mu_J \right) + f_S \left( s^{(\beta)}, \mu_S \right) \right\}.
$$

(3.30)

3.5 Equality of anomalous dimensions

As already mentioned, different recoil-free observables will in general have different jet and soft functions. Surprisingly, though, any two factorizable recoil-free observables which share the same soft, small angle behavior (and the same hard function) will exhibit the same anomalous dimensions. In particular, broadening-axis angularities $\tau^{(\beta)}$, winner-take-all-axis angularities $\tau^{(\beta)}$, and the energy correlation function $C^{(\beta)}_1$ all have the same anomalous dimensions. We are not aware of a similar generic statement being true for recoil-sensitive observables.

To see why this is the case, we will follow the logic depicted in figure 3. Consider two recoil-free observables $e_A$ and $e_B$ with the same soft, small angle behavior. These observables may or may not have explicit dependence on a recoil-free axis. Because it is recoil-free, in the soft limit, $e_A$ only depends on the pattern of soft radiation about one
or more collinear directions. We can then build an alternative observable $e_{A'}$ which uses one or more broadening axes to define the collinear directions but extrapolates the soft behavior of $e_A$ to all energy scales. Because by construction $e_A$ and $e_{A'}$ have the same soft function, they must have the same soft anomalous dimension: $\gamma^A_S = \gamma^{A'}_S$. Because the total cross section is independent of renormalization scales, they must have the same anomalous dimensions for the jet function $\gamma^A_J = \gamma^{A'}_J$ as well, assuming that the hard functions are identical. We can perform the same manipulations to generate $e_{B'}$ from $e_B$.

Now consider the collinear behavior of $e_{A'}$ and $e_{B'}$. Since $e_{A'}$ and $e_{B'}$ were built by extrapolating the soft (arbitrary angle) behavior of $e_A$ and $e_B$ to all energies, and since $e_A$ and $e_B$ have the same soft, small angle behavior by assumption, $e_{A'}$ and $e_{B'}$ will have the same small angle behavior for all energy scales. Because $e_{A'}$ and $e_{B'}$ measure the same (small) angles with respect to the same broadening axes, they must have the same jet function (up to possible power corrections), and therefore the same jet function anomalous dimension: $\gamma^{A'}_J = \gamma^{B'}_J$. By construction, it then follows that

$$\gamma^A_J = \gamma^{A'}_J = \gamma^B_J = \gamma^{B'}_J,$$  

and by consistency of the anomalous dimensions, we also have $\gamma^A_S = \gamma^B_S$. Therefore, the anomalous dimensions of recoil-free observables $e_A$ and $e_B$ are identical if they have the same soft, small-angle behavior.

As a concrete example, compare the broadening-axis angularities with the angular measure defined in eq. (1.3) to the traditional angular measure [14, 22]:

$$\tau^{(\beta)} = \frac{1}{E_{\text{jet}}} \sum_{i \in \text{jet}} E_i \left(2 \sin \frac{\theta_{ib}}{2}\right)^\beta,$$

$$\tau^{(\beta)}_{\text{trad}} = \frac{1}{E_{\text{jet}}} \sum_{i \in \text{jet}} E_i \sin \theta_{ib} \left(\tan \frac{\theta_{ib}}{2}\right)^{\beta-1},$$  

(3.31)
where \( \hat{b} \) is the broadening axis. Up to a factor of \( 2^{\beta - 1} \), they have the same collinear limit

\[
\lim_{\theta \to 0} \tau^{(\beta)} = \lim_{\theta \to 0} 2^{\beta - 1} \tau^{(\beta)\text{trad}} = \frac{1}{E_{\text{jet}}} \sum_{i \in \text{jet}} E_i \theta_i^{\beta \hat{b}} ,
\]

and therefore have the same jet function (and same jet anomalous dimension). The soft functions differ, but by the above argument, the soft anomalous dimensions must be the same.

Similarly, the broadening-axis angularities agree with the energy correlation functions \( C_1^{(\beta)} \) from eq. (2.13) in the soft limit:

\[
\lim_{E \to 0} \frac{1}{E_{\text{jet}}} \sum_{i < j \in \text{jet}} E_i E_j \left( 2 \sin \frac{\theta_{ij}}{2} \right)^{\frac{\beta}{2}} = \frac{1}{E_{\text{jet}}} \sum_{i \in \text{jet}} E_i \left( 2 \sin \frac{\theta_i^{\hat{b}}}{2} \right)^{\frac{\beta}{2}} ,
\]

where \( \hat{b} \) is the axis of the hardest particle in the jet, which coincides with the broadening axis in the soft limit. This means that they share the same soft function (and the same soft anomalous dimension). The jet functions differ, but by the above argument, the jet anomalous dimensions must be the same. The same logic holds for the broadening-axis angularities versus winner-take-all-axis angularities, which have distinct behavior in the collinear limit but identical behavior in the soft limit. Among other things, this means that the fact that the winner-take-all axis always lies along the direction of an input particle is irrelevant to logarithmic accuracy.

Thus, for the same value of \( \beta \), all of the recoil-free observables considered in this paper have the same anomalous dimensions, and thus the same large logarithmic behavior. We will see numerical evidence for this in section 6.

4 Resummation of jet-based angularities

The analysis of the previous section for event-wide angularities can be repeated for jet-based angularities. This requires the introduction of a jet algorithm to identify a region of radius \( R_0 \) in the event about a single collinear direction. The factorization of jet-based angularities measured with respect to the thrust axis was explicitly derived in ref. [14] for cone [51] and \( k_T \)-type [50, 52, 62–65] jet algorithms.\(^{15}\) The global component of the cross section factorizes when the jets in the event are well-separated in angle compared to the jet radius \( R_0 \). Factorization-violating non-global [42] or clustering [66] logarithms are beyond the scope of this paper, but we do not expect the broadening axis to present any additional complications with respect to those issues.

We now sketch a derivation of the factorization theorem for broadening-axis angularities measured on a single jet. The key point is that in the absence of recoil, it is possible to extend the factorization proof for thrust-axis angularities given in ref. [14] to the broadening-axis case. What ref. [14] showed is that even in the presence of a jet algorithm, the jet-based angularities factorize into contributions from soft and collinear modes

\(^{15}\)Because of recoil and rapidity divergences, the analysis of ref. [14] only formally holds for angularities for which \( \beta = 2 - a > 1 \).
within the jet (where the soft function itself depends on the light-like directions of unmeasured jets). The proof of ref. [14] is only valid for $\beta > 1$, though, since only then is the jet function recoil-free (i.e. independent of the injected transverse momentum to leading power). However, apart from recoil, nothing in the proof of ref. [14] precluded an extension to $\beta < 1$, since the same power counting and identification of modes holds equally well for all $\beta > 0$. For the broadening-axis angularities, eq. (3.10) guarantees that there are no recoil effects for all $\beta > 0$. Thus, in the absence of recoil, we can simply recycle the $\beta > 1$ factorization theorem from ref. [14] and apply it to the jet-based broadening-axis angularities for all $\beta > 0$.

The only subtlety in the above argument is that for $\beta < 1$, one has to use a recoil-free jet algorithm (see section 2.4), such that the jet region is determined solely by the location of the collinear modes and is independent of soft recoil. Having dealt with that subtlety, then the jet-based factorization theorem is analogous to the event-wide factorization theorem from section 3.2 in the sense that one can smoothly continue the result for $\beta > 1$ thrust-axis angularities to the $\beta > 0$ broadening-axis angularities.

In general, we would have to use the full machinery of ref. [14] to calculate the (recoil-free) jet-based angularities, including a careful treatment of the color structure of unmeasured jets. Since we will only ever work to NLL$'$ accuracy, though, there is a simple procedure to determine the global structure of the cross section for the jet-based broadening-axis angularity from the corresponding event-wide result. Recall that our factorization theorem for the event-wide angularities in eq. (3.11) divided the event into two hemispheres, with each hemisphere containing a single collinear direction. As we define a jet by a single collinear direction, we can integrate over the unmeasured hemisphere to compute the cross section of the angularity in the measured hemisphere:

$$\frac{1}{\sigma_0} \frac{d\sigma}{d\tau^{(\beta)}_{\text{jet}}} = \int \frac{1}{\sigma_0} \frac{d^2\sigma}{d\tau^{(\beta)}_L d\tau^{(\beta)}_R} \bigg|_{\tau^{(\beta)}_R = \tau^{(\beta)}_L}. \quad (4.1)$$

At this point, we have made no approximations, but we are only describing hemisphere jets. To NLL$'$ accuracy, the jet radius can be incorporated by boosting the hemisphere into a region of radius $R_0$ about the collinear direction. As shown in ref. [14], this can be accomplished by appropriately rescaling the canonical soft scale by the jet radius,

$$\mu_S \rightarrow \frac{\tau^{(\beta)}_J Q_J}{2^{\beta-1} \sin^{\beta-1} \frac{R_0}{2}}, \quad (4.2)$$

where $Q_J$ is the energy of the jet and the jet scale is unchanged. This holds for both cone and $k_T$-type algorithms to NLL$'$, but higher order corrections will in general differ between the two algorithms. We will only consider the recoil-free jet algorithms presented in section 2.4 in the rest of this paper for which these results hold at NLL$'$ accuracy.

5 The broadening limit ($\beta = 1$)

Thus far, we have avoided the special case of $\beta = 1$, which corresponds to broadening itself. At $\beta = 1$, rapidity divergences arise that are unregulated by dimensional regularization schemes. These divergences require an additional regularization procedure, and an
additional rapidity RG evolution to resum all large logarithms of the matrix elements [28]. However, the recoil-free factorization theorem in eq. (3.11) has a continuous behavior as \( \beta \to 1 \), which suggests that one can achieve the exponentiation of the rapidity divergences without direct use of the rapidity RG. Here, we will show that this is indeed the case by sketching the mapping between the traditional \( \mu \) RG and the rapidity RG.

To see explicitly that the \( \beta = 1 \) limit is singular, consider the RG equations in Laplace space for \( e^+ e^- \to q\bar{q} \) from section 3.3. From eqs. (B.17) and (B.30), the one-loop RG equations for the jet and soft functions are

\[
\frac{d}{d\mu} \log \tilde{J} \left( s^{(\beta)}, \frac{\mu}{Q} \right) = \frac{\alpha_s(\mu)}{\pi} C_F \left[ \frac{3}{2} - \frac{2}{1 - \beta} \log \left( \frac{2^{\beta-1} s^{(\beta)} e^{\gamma_E} \mu^\beta}{Q^\beta} \right) \right],
\]

\[
\frac{d}{d\mu} \log \tilde{S} \left( s^{(\beta)}, \frac{\mu}{Q} \right) = \frac{4 C_F}{1 - \beta} \frac{\alpha_s(\mu)}{\pi} \log \left( \frac{2^{\beta-1} s^{(\beta)} e^{\gamma_E} \mu}{Q} \right),
\]

which are singular at \( \beta = 1 \). However, the resummed cross section is continuous through \( \beta = 1 \), suggesting that there should be a way to recover (non-singular) RG evolution from the (singular) \( \mu \) RG equations.

To do this, consider the \( \mu \) evolution in the neighborhood of the canonical scales. From eq. (3.6), we can write the jet scale \( \mu_J \) in terms of the soft scale \( \mu_S \) as

\[
\mu_J = Q \left( \frac{\nu}{\mu_S} \right)^{1-\beta} \left( \frac{\mu_S}{Q} \right)^{\frac{1}{\beta}},
\]

(5.2)

where \( \frac{\nu}{\mu_S} \) is an \( O(1) \) constant. The scale \( \nu \) is introduced to keep track of the arbitrariness in the scale setting, which will allow us to connect to the rapidity RG parameter \( \nu \) introduced in ref. [28]. For convenience, we choose the factorization scale \( \mu \) in eq. (3.19) to be the jet scale \( \mu_J \), such that the evolution of the jet function trivial. The soft function must be evolved from \( \mu_S \) to \( \mu_J \) in order to resum logarithms. In principle, the hard function also needs to be evolved from \( \mu_H \) to \( \mu_J \), but we will ignore that evolution here since there are no divergences in the hard anomalous dimension at \( \beta = 1 \).

In the limit \( \beta \to 1 \), the soft function RG solution from eq. (3.22) is

\[
\lim_{\beta \to 1} \log \frac{S \left( s^{(\beta)}, \mu_J \right)}{S \left( s^{(\beta)}, \mu_S \right)} = \lim_{\beta \to 1} \frac{4 C_F}{1 - \beta} \int_{\mu_S}^{\mu_J} \frac{d\mu}{\mu} \frac{\alpha_s(\mu)}{\pi} \log \left( s^{(\beta)} e^{\gamma_E} \mu^\beta \right). 
\]

(5.3)

As \( \beta \to 1 \), the singularity in the anomalous dimension is regulated by the decreasing range of integration, since from eq. (5.2):

\[
\mu_J = \mu_S \left( 1 + (1 - \beta) \log \frac{\nu}{Q} + \ldots \right).
\]

(5.4)

At \( \beta = 1 \), we have

\[
\lim_{\beta \to 1} \frac{S \left( s^{(\beta)}, \mu_J \right)}{S \left( s^{(\beta)}, \mu_S \right)} \equiv \log \frac{S \left( s^{(\beta)}, \mu_J \right)}{S \left( s^{(\beta)}, \mu_J, \nu \right)} = \frac{4 \alpha_s(\mu_J)}{\pi} C_F \log \left( s_1 e^{\gamma_E} \mu_J \right) \log \frac{\nu}{Q}.
\]

(5.5)

At the end of the evolution, \( \mu_S = \mu_J \), but the number of renormalization scales remains constant for all \( \beta \): when \( \beta \neq 1 \), \( \mu_S \) and \( \mu_J \) are the renormalization scales, and when \( \beta = 1 \),
\( \mu_f \) remains but the soft scale transmutes into the rapidity scale \( \nu \). Importantly, this result is precisely of the form dictated by the rapidity RG, with \( \nu \) being the effective rapidity scale. In particular, we show in appendix C that we can interpret eq. (5.5) as the rapidity evolution of the soft function: \(^{16}\)

\[
\nu \frac{d}{d\nu} \log S = -4 \frac{\alpha_s(\mu)}{\pi} C_F \log \left( \frac{s_1 e^{\gamma_E} \mu}{Q} \right).
\]

Our analysis in this section has been confined to the renormalization at one-loop for which only the cusp anomalous dimension is singular as \( \beta \to 1 \). At higher loop order, one expects that the non-cusp anomalous dimension will also have a pole at \( \beta = 1 \), which would subsequently contribute to the soft function evolution studied in this section. Nevertheless, because the physical cross section is continuous through \( \beta = 1 \), we expect that, to all orders, the terms in the anomalous dimensions that are singular at \( \beta = 1 \) should map directly onto the rapidity anomalous dimensions. This also assumes that the RG evolution of the hard, jet and soft functions resums all (global) logarithms, but this should be guaranteed from the factorization theorem.

6 Numerical results

Having established the resummation of broadening-axis angularities, we now show numerical results from our analytic calculation and compare them to results obtained from a showering Monte Carlo program and an automated resummation tool.

6.1 Effect of axes choice

To begin, it is instructive to see how the angularities depend on the various possible axes choices. These effects are easiest to demonstrate using a showering Monte Carlo program. Our event sample is \( e^+e^- \to u\bar{u}, d\bar{d} \) at a center-of-mass energy of 1 TeV, generated using PYTHIA 8.165 \(^{[67, 68]} \). In order to isolate the final state parton evolution, we turn off initial state radiation and hadronization effects, though we maintain PYTHIA’s matrix element matching for the first emission \(^{[69]} \). To later compare to our NLL’ calculations, we take \( \alpha_s(m_Z) = 0.118 \) (different from PYTHIA’s default of 0.1383) and include two-loop running (different from the default of one-loop running).

In figure 4, we show the normalized distributions for event-wide broadening and event-wide thrust for three different axes choices: kinked broadening axes, kinked winner-take-all axes, and back-to-back thrust axes. To find the kinked broadening axes, we first find the thrust hemispheres using PYTHIA’s built-in thrust routines, and then we run a one-pass minimization algorithm \(^{[33]} \) to find the broadening axis in each hemisphere (i.e. the solution to eq. (2.2)).\(^{17}\) To find the winner-take-all axis in each hemisphere, we use the Cambridge-

\(^{16}\)This rapidity scale evolution is distinct from that presented in ref. \([28]\) because there broadening was a recoil-sensitive observable. The effect of recoil modifies the non-cusp component of the rapidity anomalous dimensions from that for recoil-free broadening presented here.

\(^{17}\)Strictly speaking, the measure in ref. \([33]\) and the measure in eq. (2.1) are different, so this requires a slight change in the minimization algorithm. With the different measure, the minimization algorithm is only guaranteed to converge to a local minimum of \( \tau^{(1)} \), not a global minimum. Because we use the thrust axes as the seeds for one-pass minimization, this local minimum is still IRC safe. On a small sample of events, we checked that 100-pass minimization with random seed axes gives nearly identical results.
Figure 4. Event-wide broadening ($\tau^{(1)}$, left) and thrust ($\tau^{(2)}$, right) in PYTHIA 8.165. We test three different axes choices: broadening axes, winner-take-all axes, and thrust axes. The effect of recoil is seen clearly in the left figure, where the recoil-sensitive thrust axes give a larger value of $\tau^{(1)}$ compared to the recoil-free axes. In the right figure, all the curves are quite similar in the Sudakov peak region, since the effect of recoil is power-suppressed for $\tau^{(2)}$.

6.2 Broadening at NLL

To better understand the difference between recoil-free and recoil-sensitive broadening, we can compare the two distributions to NLL order using our analytic calculation. To see the effect of different color factors, we show distributions for two different processes at a
center-of-mass energy of 1 TeV:

\begin{align}
\text{Quarks:} & \quad e^+ e^- \to q \bar{q}, \\
\text{Gluons:} & \quad e^+ e^- \to gg,
\end{align}

where the second process occurs through an off-shell Higgs boson. We will consider both event-wide and jet-based broadening, but we will not account for non-global logarithms \[42\] in the jet-based version.

For the (recoil-free) broadening-axis broadening, our NLL result is described by the anomalous dimensions given in eqs. \((C.4)\) and \((C.5)\), with the jet and soft functions set to their tree-level expressions (see eq. \((3.27)\)). For the (recoil-sensitive) thrust-axis broadening, we use the results of ref. \[28\] which includes an additional transverse momentum convolution. In both cases, we use the natural hard, jet, and soft scales given in eq. \((3.6)\).

Note that these NLL results are not directly comparable to the \textsc{Pythia} distributions in section 6.1, since they lack the $O(\alpha_s)$ singular corrections which show up only at NLL′ order.

As a cross check of our SCET factorization theorem, we can also compare our results to the CAESAR approach for NLL resummation \[43\].\(^{18}\) Since recoil-free broadening and $C_1^{(1)}$ have the same distribution at NLL order, we can use the CAESER result for $C_1^{(1)}$ derived in ref. \[43\] (where $C_1^{(\beta)}$ is called $FC_x$ with $x = 2 - \beta$). For the thrust-axis broadening, we use the expression for the resummed cross section first computed in ref. \[47\]. Interestingly, the CAESAR and SCET results are functionally identical, as long as we use the scale choice in eq. \((3.6)\).\(^{19}\) Therefore, we will label the plots below as corresponding generically to “NLL”, since the two calculational methods agree.

\(^{18}\)Though CAESAR is available as an automated tool, here we are simply using the formulas given in ref. \[43\].

\(^{19}\)Strictly speaking, there is a small difference because we use two-loop $\alpha_s$ running throughout our computation, whereas the CAESAR formulae truncate the expansion to only include effects that are formally NLL order.
Figure 6. Event-wide (left) and jet-based (right) broadening calculated with NLL resummation. At this order, the distributions are functionally identical between the SCET and CAESAR calculational methods. Shown are $e^+e^- \rightarrow q\bar{q}$ (quarks) and $e^+e^- \rightarrow gg$ (gluons) distributions, measured with respect to either the broadening axes or the thrust axes. The effect of recoil is again seen in the relative shift between the two axes choices.

In figure 6, we show broadening for the two different event samples (quarks vs. gluons), the two different axes choices (broadening axes vs. thrust axes), and the two different particle selections (event-wide vs. jet-based). As the color factor is changed from $C_F = 4/3$ (quarks) to $C_A = 3$ (gluons), the broadening distribution predictably moves to larger values. Going from thrust axes to broadening axes decreases the value of broadening, in agreement with the behavior seen in figure 4. The jet-based version is qualitatively similar to the event-wide version, but the distributions are pushed to lower values because of the soft rescaling in eq. (4.2).

As a further cross check of our factorization theorem at NLL, we can compare the recoil-free angularities between SCET and CAESAR for different values of $\beta$. In the SCET calculation, we have already emphasized that the same factorization theorem can be used for all values of $\beta$. Similarly, to get different values of $\beta$ in CAESAR, one needs only adjust the $b_1 = \beta - 1$ parameter in the CAESAR cross section. Again, we find identical functional forms between the SCET and CAESAR results to NLL order. In figure 7, we show the NLL recoil-free angularities for $\beta = \{0.5, 0.75, 1.0, 1.5, 2.0\}$, for the $e^+e^- \rightarrow q\bar{q}$ sample.

6.3 Effects at NLL′

Our SCET result for the differential cross section of the recoil-free angularities is systematically improvable and as discussed in section 3.4, the first realistic distributions are obtained at NLL′ order. NLL′ order is defined as resummation to NLL accuracy and the inclusion of the $O(\alpha_s)$ non-singular terms of the jet and soft functions. At NLL′ order, it is important to properly choose renormalization scales, and we distinguish between the canonical scale choices from eq. (3.6) (NLL$^c$) versus the more accurate profile method [9] discussed in appendix D (which we indicate by just NLL$'$). For the distributions of the recoil-free angularities in $e^+e^- \rightarrow q\bar{q}$ events, we will also consider the full $O(\alpha_s)$ fixed-order
corrections, which we will refer to as NLL’+NLO accuracy. Here, we study the progression to higher accuracy and, in particular, emphasize the significant decrease in dependence on renormalization scale at NLL’ as compared to NLL order.

In figure 8, we compare the event-wide recoil-free angularities at NLL, NLL’c, and NLL’+NLO for $\beta = 2, 1, 0.5$. The differences between the distributions is small at large $\beta$, but because the cusp anomalous dimension scales like $1/\beta$, NLL’ corrections grow as $\beta$ decreases. The difference between canonical scales and profiled scales is large for $\beta = 0.5$, which is indicative of large uncertainties in the NLL’ calculation. We also compare the dependence of the distributions on the renormalization scale $\mu$ at NLL and NLL’+NLO. For the NLL distribution, we vary the renormalization scale in the hard and soft functions up and down by a factor of 2 and the scale variation for the NLL’+NLO distribution is discussed in appendix D. The error bands are defined by the envelope of all scale variations. This nicely illustrates the reduced scale dependence at NLL’+NLO compared to NLL.

As argued in section 3.5, the broadening-axis angularities $\tau^{(\beta)}$ and the energy correlation functions $C_1^{(\beta)}$ have identical anomalous dimensions and therefore identical NLL distribution. In going from NLL to NLL’ order, though, the $\tau^{(\beta)}$ and $C_1^{(\beta)}$ distributions are no longer identical, since finite terms in their jet and soft functions differ. In figure 9, we compare event-wide $\tau^{(\beta)}$ and $C_1^{(\beta)}$ in both a NLL’c calculation and in the PYTHIA event sample from section 6.1. Note that $C_1^{(1)}$ is generally smaller than $\tau^{(1)}$, which can be understood because for a hemisphere with two constituents with energy fractions $z$ and $(1-z)$, $C_1^{(1)}$ is proportional to $z(1-z)$ while $\tau^{(1)}$ is proportional to just $z$. For the NLL’c result in figure 9a, the resulting difference is rather mild. For the PYTHIA distributions in figure 9b, however, there is a much larger offset between $\tau^{(\beta)}$ and $C_1^{(\beta)}$, especially at small $\beta$. The most dramatic difference is for $\tau^{(0.5)}$, for which the peak region lies at large values of $\tau^{(0.5)}$, where non-singular corrections as important as resummation. In fact, the PYTHIA distribution for $\tau^{(0.5)}$ extends well beyond the end point of the $\mathcal{O}(\alpha_s)$ fixed-order cross section (see figure 8e), suggesting that this part of the distribution is being dominated.
The uncertainties as defined by scale variation decrease significantly in \( \Sigma \rightarrow 0.1 \) Arrow \( \Sigma' \beta 0.3 \) 0.4 10 /Mini 4 0.001 0.01 0.1 10.0 0.2 0.4 0.6 0.8 \( \Sigma \rightarrow \delta (d) /\beta' \rightarrow 0.0 0.1 0.2 0.3 0.4 0.5 0.0 0.5 1.0 1.5 2.0 \( \Sigma \rightarrow \delta (d) \rightarrow 2 (top), 1 (middle), and 0 (bottom). Here, we compare the distributions with NLL resummation, NLL’ resummation with the canonical scale choice (NLL’), and NLL’ with profiled scales matched to fixed-order (NLL’+NLO). As \( \beta \) decreases, the impact of NLL’ resummation and the choice of scales is enhanced, because the corresponding cusp anomalous dimension scales like 1/\( \beta \). The uncertainties as defined by scale variation decrease significantly in going from NLL to NLL’ order. Note that the plotted range is reduced on the right-hand plots.

**Figure 8.** Event-wide broadening-axis angularities (left) and fractional uncertainties (right) in \( e^+ e^- \rightarrow q\overline{q} \) events with \( \beta = 2 \) (top), 1 (middle), and 0.5 (bottom).
Figure 9. Comparison of event-wide $x^{(\beta)}$ and $C_1^{(\beta)}$ in the NLL$'$ SCET calculation (left) and in Pythia (right). Especially at small $\beta$, the difference is larger in the Pythia event sample because of important $\mathcal{O}(\alpha_s^2)$ non-singular effects that are absent from the NLL$'$ result.

Figure 10. Event-wide (left) and jet-based (right) angularities at NLL$'$ order for $\beta = \{0.5, 0.75, 1.0, 1.5, 2.0\}$. The NLL$'$ event-wide distribution is further matched to the $\mathcal{O}(\alpha_s)$ fixed-order result (NLL$'$+NLO). These plots are directly comparable to figure 7.

by non-singular out-of-plane emissions, which only show up at $\mathcal{O}(\alpha_s^2)$. For $C_1^{(\beta)}$, there is surprisingly good quantitative agreement between NLL$'$ and Pythia, suggesting that this observable is less sensitive to higher order corrections than the angularities.

Finally for completeness, we show the event-wide and jet-based angularities for a wider range of $\beta$ values in figure 10. We emphasize that these distributions were all obtained with the same factorization theorem, and the $\beta = 1$ curve was obtained by using $\beta = 1.001$, exploiting the continuity of the cross section through $\beta = 1$. 
7 Historical perspective

We have seen that the broadening axis yields very interesting properties with respect to factorization and resummation of event shapes. It is therefore curious why the broadening axis was not previously defined in the 35+ years of development of QCD observables. Indeed, the history is quite interesting, and we will give a brief historical perspective on the “spherocity axis”, the intellectual precursor to the broadening axis.

An early event shape observable introduced to study the jetty nature of QCD was sphericity \[ S = \frac{3}{2} \min \sum_i p_T^2_i \sum_p p_i^2, \] (7.1)
where the sums are over all particles in the event. However, sphericity is not IRC safe, which led to the development of spherocity by Georgi and Machacek \[29\] in 1977. Spherocity, which is IRC safe, is defined as
\[ S' = \left( \frac{4}{\pi} \right)^2 \left( \sum_i |p_{\perp i}| \sum_i |p_i| \right)^2, \] (7.2)
where the transverse momentum is measured with respect to the spherocity axis. The spherocity axis minimizes the scalar sum of momentum transverse to it:
\[ \text{Spherocity axis } \hat{s} : \min \sum_{i \in \text{event}} |\hat{s} \times \vec{p}_i|. \] (7.3)
The spherocity axis only differs from the broadening axis by the fact that the broadening axis only considers particles in a single hemisphere (or jet region) of an event. Like the broadening axis, ref. \[29\] notes that the spherocity axis “typically...will be the direction of the largest particle momentum”. However, this distinction between a global spherocity axis (proposed in ref. \[29\]) and two kinked broadening axes (defined here in section 2.1) had very important consequences for the study of spherocity in the future.

Shortly after spherocity was introduced, Farhi defined thrust \[1\] and the thrust axis. Applied to an entire event, the thrust axis maximizes the scalar sum of momentum longitudinal to it:
\[ \text{Thrust axis } \hat{t} : \max \sum_{i \in \text{event}} |\hat{t} \cdot \vec{p}_i|. \] (7.4)
In the following years, it was realized that while the spherocity and thrust axes are identical at \(O(\alpha_s)\) in perturbation theory for \(e^+e^-\) collisions, the thrust axis was greatly preferred. The thrust axis nicely partitions the event into two hemispheres of equal and opposite momentum, is very stable to perturbations of the momenta of particles in the event, and can be determined by an exact procedure for events with arbitrary numbers of particles. By contrast, the spherocity axis does not divide events nicely into two hemispheres, is very sensitive to perturbations of the momenta of particles in the event, and admits no analytic procedure to determine its direction. For these reasons and others, by the early 1980s, spherocity was no longer seriously considered as a sufficiently interesting QCD observable, both theoretically and experimentally.\[21\]

\[20\] This definition is equivalent to eq. (1.2) applied to each hemisphere of an \(e^+e^-\) event.
\[21\] The only experimental measurements of spherocity that we know of are in refs. [72–74].
In the early 1990s, the resummation of large logarithms in perturbative cross sections was becoming more well understood, with the resummation of thrust to NLL in ref. [75] and heavy jet mass to NLL in ref. [76].\footnote{To our knowledge, the sphericity distribution has never been resummed.} In 1992, event-wide broadening with respect to the thrust axis was studied in ref. [20] by Catani, Turnock, and Webber (CTW), and CTW claimed to resum broadening to NLL. In their calculation, they approximated the recoil of the hard quark off of the jet axis by half of the value of the broadening. A few years later, Dokshitzer, Lucenti, Marchesini, and Salam (DLMS) realized that the CTW calculation of broadening neglected to properly account for the effect of the vector sum of soft emissions on the direction of the quark, which was necessary for NLL resummation [47].

At first glance, the observation of these recoil effects by DLMS would seem to imply that the CTW calculation was simply obsolete. As we have seen in this paper, though, ignoring the effect of the vector sum of soft emissions on the recoil in broadening is the same (to leading power) as measuring recoil-free broadening with respect to two kinked broadening axes. Therefore CTW had actually calculated the recoil-free broadening to NLL, over 20 years prior to this paper!

Going back to the CTW paper, they make a direct comparison between broadening and spherocity [20]:

Thus [broadening] is similar to the spherocity, except that it is defined with respect to the thrust axis instead of being minimized with respect to the choice of axis. . . . As far as we know, there is no convenient procedure for finding the spherocity axis and it does not permit the simple resummation of logarithmic contributions.

In light of subsequent developments, one has to appreciate some of the irony in this last statement about resummation. While the thrust axis is convenient for many purposes, it leads to recoil-sensitivity in observables like broadening, making resummation more difficult. Despite the apparent drawbacks of the sphericity axis, if one allows for a separate sphericity axis (i.e. broadening axis) in each event hemisphere, then spherocity/broadening becomes a recoil-free observable, greatly simplifying factorization and resummation. And while there is no convenient procedure for finding the broadening axis, the winner-take-all axis (section 2.4) is easily obtained via recursive clustering and has the same recoil-free properties as the broadening axis. So while the QCD community had good reasons to dismiss the (global) sphericity axis initially, we see with the benefit of hindsight that the (local) broadening axis has a special role to play in defining recoil-free observables.

8 Conclusions

In this paper, we have (re)introduced the broadening axis. While at first glance, the jet momentum axis (i.e. the thrust axis) would seem like the most natural choice for jet studies, the four-momentum of a jet includes contributions from both collinear and soft modes. In contrast, the broadening axis is recoil free, meaning that it is independent of soft degrees of freedom and only depends on the kinematics of the collinear modes. Using the broadening axis dramatically simplifies the structure of the factorization theorem for
angularities at all $\beta > 0$, including broadening itself at $\beta = 1$. While previous studies of thrust-axis angularities required a different treatment of $\beta = 1$ compared to $\beta \geq 2$, our NLL$'$ resummation of the broadening-axis observables achieves a smooth interpolation between the SCET$_{II}$ and SCET$_I$ regimes.

Here, we used the broadening axis to define recoil-free jet observables, but one could envision other applications of the broadening axis, particularly at the LHC. By definition, a recoil-free axis is insensitive to perturbative soft radiation, but this same requirement means that it is insensitive to other kinds of soft jet contamination, including initial state radiation, underlying event, pileup contamination, detector noise, and even the QCD fireball in heavy-ion collisions. The advantage of defining jets with respect to the broadening axis is that the jet center will always be aligned along the hard collinear modes, though of course the jet energy will still be impacted by soft effects. In practice, we suspect that the winner-take-all axis (instead of the broadening axis) will become the preferred recoil-free axis for future jet studies, since it can be easily implemented in existing jet clustering algorithms like anti-$k_T$.

In the context of jet substructure studies, the broadening axis can be used to measure the degree of recoil within a jet. Because a jet from a boosted object with $N$ hard prongs is unlikely to have one of its prongs aligned along the jet momentum axis, one can use the angle between the thrust axis and the broadening axis as a boosted object discriminant. This kind of logic was exploited in ref. [78] to define “axis pull” and “axis contraction” variables based on $N$-subjettiness. Similarly, measuring the thrust-broadening angle may help in discriminating pileup jets from QCD jets [79].

Finally, our focus has been on perturbative aspects of the broadening axis, but it would be interesting to study non-perturbative power corrections to $\tau^{(\beta)}$, especially for $0 < \beta < 1$. The simple form of the broadening-axis factorization theorem suggests that it should be straightforward to include appropriate non-perturbative shape functions [80, 81]. We expect that the form of broadening-axis power correction should differ from the thrust-axis case [24], and it may be that the broadening-axis case more resembles the earlier broadening power correction study in ref. [82]. Of particular interest would be to compare the non-perturbative corrections between the angularities $\tau^{(\beta)}$ and the energy correlation functions $C^{(\beta)}_1$ for $0 < \beta < 1$. While both are recoil-free, $\tau^{(\beta)}$ is sensitive to $O(\Lambda_{QCD}/Q)$ angles between individual collinear modes and the broadening axis while $C^{(\beta)}_1$ is sensitive to $O(\Lambda_{QCD}/Q)$ angles between all pairs of collinear modes. Hopefully, such a study would shed light on the comparative advantages of axis-based versus axis-free jet observables.
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23A similar observation was made in ref. [77]. Amusingly, for a single emission within a jet, the thrust-broadening angle is identical to recoil-free broadening, thus the two observables have the same resummation to NLL order, though not the same factorization theorem.
Figure 11. Figures for studying the broadening axis for a jet with three coplanar particles. Left: the initial jet with two particles with energy fractions $z_1 = \frac{1}{2} + \epsilon$ and $z_2 = \frac{1}{2} - \epsilon$ separated by an angle $\theta_C$. Right: the jet after an emission of energy $\delta$ off of particle 1. The angle of the soft emission with respect to particle 1 is $\phi$, and the angle of the broadening axis is $\gamma$.

A Broadening axis for three coplanar particles

Unlike for the thrust axis, there is no closed form expression for the broadening axis in a jet with an arbitrary number of particles. Indeed, no closed form exists even for a jet with only three particles. Here, we will consider a jet with three constituents in special phase space configurations so as to explore the behavior of the broadening axis. This example will illustrate how the broadening axis is affected by emissions that are moderately soft as well as explicitly show how the broadening axis is IRC safe.

As discussed in section 2.2, if a single particle carries more than half of the energy of the jet, then the broadening axis will align along it. Correspondingly, the behavior of the broadening axis is most subtle when there is roughly equal energy sharing among particles. Consider first a jet with two particles, as illustrated in figure 11a. Particle 1 has energy fraction $z_1 = \frac{1}{2} + \epsilon$, particle 2 has energy fraction $z_2 = \frac{1}{2} - \epsilon$, and the angle of separation between the particles is $\theta_C$. For $0 < \epsilon < \frac{1}{2}$, particle 1 has larger energy than particle 2, so the broadening axis lies along the direction of particle 1.

We would like to determine the effect of a soft emission off of particle 1 on the location of the broadening axis, as illustrated in figure 11b. The energy fraction of the soft emission is $\delta < \frac{1}{2}$ and the angle of the soft emission with respect to particle 1 is $\phi$. Particle 1 now has energy fraction $z_1 = \frac{1}{2} + \epsilon - \delta$ while particle 2’s energy fraction is unchanged ($z_2 = \frac{1}{2} - \epsilon$). Depending on the relationship between $\delta$ and $\epsilon$, particle 1 may have less energy than particle 2 after the emission. We assume that the energy $\delta$ of the soft particle is sufficiently small such that the angle between particle 1 and 2 is still $\theta_C$.

To determine the location of the broadening axis, we measure the scalar sum of the transverse momenta with respect to an axis and then minimize. For simplicity, assume that the three particles lie in a plane and that the broadening axis is at an angle $\gamma$ with respect to particle 1. Here, the direction of positive angles is indicated in figure 11b. In the
small angle limit, the scalar sum of the transverse momentum with respect to this axis is

\[
|p_T^1| + |p_T^2| + |p_T^s| = \left( \frac{1}{2} + \epsilon - \delta \right) |\gamma| + \left( \frac{1}{2} - \epsilon \right) |\theta_C - \gamma| + \delta |\phi + \gamma|.
\] (A.1)

The value of \( \gamma \) that minimizes this quantity now depends sensitively on the angle \( \phi \) and energy fraction \( \delta \).

In fact, in this limit (planar, small angles), finding the broadening axis angle \( \gamma \) is the same as finding the median of a (weighted) distribution, where the angles are the distribution entries and the energy fractions are the weights. It is well-known that the median jumps discontinuously as the entries and weights change, and the same will be true for the location of the broadening axis.

Consider the case where \( \phi \) is positive. If \( \delta \leq \frac{1}{2} \), then the broadening axis has to lie between the hard particles, so \( 0 < \gamma < \theta_C \). In this case:

\[
\phi > 0 : \quad |p_T^1| + |p_T^2| + |p_T^s| = \left( \frac{1}{2} - \epsilon \right) \theta_C + \delta \phi + 2 \epsilon \gamma,
\] (A.2)

which is minimized for \( \gamma = 0 \). That is, the broadening axis is unchanged under soft, wide angle emission from hard particles. Because of this, the change in the value of any angularities \( \tau^{(\beta)} \) measured about the broadening axis before and after the soft emission is suppressed by the energy \( \delta \) of the soft emission.

Now consider the case where the soft emission lies between particles 1 and 2. In this case, eq. (A.1) becomes

\[
-\theta_C < \phi < 0 : \quad |p_T^1| + |p_T^2| + |p_T^s| = \left( \frac{1}{2} - \epsilon \right) \theta_C + \delta \phi + 2(\epsilon - \delta) \gamma,
\] (A.3)

and the location of the broadening angle \( \gamma \) depends on the precise relationship between \( \delta \) and \( \epsilon \). For \( \delta > \epsilon \), the sum is minimized when the broadening axis lies along the direction of the soft emission. While this might seem like it results in the broadening axis being IRC unsafe, the broadening axis discontinuously moves back to particle 1 once \( \delta \) decreases below \( \epsilon \) (in particular, in the soft limit \( \delta \to 0 \)). This discontinuous change should not be cause for concern, though, since the phase space for the soft emission to lie in the plane between particles 1 and 2 has zero measure and is not enhanced by any singularities. If instead the soft emission lies out of the plane of the two hard particles, then the broadening axis returns to the hardest particle continuously as the energy of the soft emission becomes small. Of course, for this to be consistent with the behavior when the soft emission is in the plane, the rate of return increases without bound as the soft emission approaches the plane of the hard particles. Thus, for sufficiently soft emissions, the broadening axis is unchanged, explicitly illustrating its IRC safety.

B Calculational details

In this appendix, we present the details of the calculation of the jet and soft functions for the angularities \( \tau^{(\beta)} \) in eq. (1.3) measured with respect to the broadening axis. We also give the \( \mathcal{O}(\alpha_s) \) fixed-order corrections in section B.3.
B.1 Jet function calculation

Our calculations are evaluated at one-loop, which means that the jets contain two particles. We choose to work in a frame where the two particles have light-cone momenta

\[ \left( q^+, q^-, q_\perp \right), \quad \left( l^+ - q^+, Q - q^-, -q_\perp \right), \] (B.1)

where the jet has total momentum \((l^+, Q, 0)\) in the \(+\), \(-\) and \(\perp\) components, respectively. The broadening axis will be aligned with the particle that has larger \(-\) component and therefore the softer particle will determine the value of the angularity. To leading power, the angle between the particles in the jet is

\[ \tan \frac{\theta}{2} \simeq \sin \frac{\theta}{2} \simeq \frac{Qq_\perp}{q_- (Q - q^-)}, \] (B.2)

where \(\tan \theta\) and \(\sin \theta\) are the same to leading power in the jet function. The energy of the softer particle that contributes to the angularity is

\[ E_Q = \min[|Q - q^-, q^-|] \] (B.3)

Therefore, the broadening axis angularities at one-loop in the jet function are

\[ \tau^{(\beta)} = 2^{\beta - 1} Q^{\beta - 1} q_\perp^{\beta} (q^-)^{1 - \beta} (Q - q^-)^{1 - \beta} \min \left[ (Q - q^-)^{-1}, (q^-)^{-1} \right]. \] (B.4)

For all \(\beta > 0\), the quark jet function can be computed in this frame from

\[
\begin{align*}
J_q^{(1)}(\tau^{(\beta)}) &= g^2 \bar{\mu}^2 \nu^\eta C_F \int \frac{dt^+}{2 \pi (l^+)^2} \int \frac{d^d q}{(2\pi)^d} (q^-)^{-\eta} \left( 4 \frac{l^+}{q^-} + (d - 2) \frac{l^+ - q^+}{Q - q^-} \right) \\
&\times 2 \pi \delta (q^+ q^- - q_\perp^2) \Theta (q^+) \Theta (q^-) \\
&\times \Theta (Q - q^-) \Theta (l^+ - q^+) 2 \pi \delta \left( l^+ - q^+ - \frac{q_\perp^2}{Q - q^-} \right) \\
&\times \left\{ \Theta \left( \frac{Q}{2} - q^- \right) \delta \left( \tau^{(\beta)} - (2Q)^{\beta - 1} (Q - q^-)^{-\beta} (q^-)^{1 - \beta} q_\perp^{\beta} \right) \\
&+ \Theta \left( q^- - \frac{Q}{2} \right) \delta \left( \tau^{(\beta)} - (2Q)^{\beta - 1} (Q - q^-)^{1 - \beta} (q^-)^{-\beta} q_\perp^{\beta} \right) \right\}, \quad (B.5)
\end{align*}
\]

in \(d = 4 - 2\epsilon\) dimensions with \(\overline{\text{MS}}\) scale \(\bar{\mu}\) defined as

\[ \bar{\mu}^2 = \mu^2 \frac{\gamma_E}{4\pi}, \] (B.6)

where \(\gamma_E\) is the Euler-Mascheroni constant. We have also introduced \(\eta\) which regulates rapidity divergences for \(\beta = 1\) and has a corresponding scale \(\nu\). Similarly, the gluon jet
function can be computed from
\[
J_g^{(1)} (\tau^{(\beta)}) = 2g^2 \mu^{2\epsilon} \nu \int \frac{dl^+}{2\pi l^+} \int \frac{dl^q}{(2\pi)^d} (q^-)^{-\eta} \frac{1}{Q - q^{-}} 2\pi \delta (q^+ q^- - q_{1\perp}^2) \\
\times \Theta (q^+) \Theta (q^-) \Theta (Q - q^-) \Theta (l^+ - q^+) \theta (l^+ - q^+) \theta (q^+ - q_{1\perp}^2) \\
\times \left[ \frac{n_f T_R}{2 - \frac{1}{\epsilon}} - C_A \left( 2 - \frac{Q}{q} - \frac{Q}{Q-q} \right) \right] \\
\times \left\{ \Theta \left( \frac{Q}{2} - q^- \right) \delta (\tau^{(1)} - (2Q)^{\beta - 1} \left( Q - q^- \right)^{1-\beta} \left( q^- \right)^{-\beta} \right) \\
+ \Theta \left( q^- - \frac{Q}{2} \right) \delta (\tau^{(\beta)} - (2Q)^{\beta - 1} \left( Q - q^- \right)^{1-\beta} \left( q^- \right)^{-\beta} q_{1\perp}^2) \right\}. \tag{B.7}
\]

Performing the integrals, the quark jet function is
\[
J_q^{(1)} (\tau^{(\beta)}) = \frac{\alpha_s}{\pi} \frac{C_F}{\beta} \frac{\epsilon^{\gamma\epsilon}}{\Gamma(1-\epsilon)} \tau^{(\beta) - 1} \left( \frac{\mu^2}{Q^2} \right)^{\epsilon} \left( \frac{\nu}{\epsilon} \right) \eta \left\{ \frac{2\beta}{2(\beta - 1) + \beta \eta + \frac{3}{2}} \right. \\
- \epsilon \left( -13 + \frac{2\pi^2}{3} + \frac{3}{\beta} - \frac{3\log 2}{\beta} \right) \bigg\} + \mathcal{O} (\epsilon^2) \bigg\}, \tag{B.8}
\]
and the gluon jet function is
\[
J_g^{(1)} (\tau^{(\beta)}) = \frac{\alpha_s}{\pi} \frac{C_A}{\beta} \frac{\epsilon^{\gamma\epsilon}}{\Gamma(1-\epsilon)} \tau^{(\beta) - 1} \left( \frac{\mu^2}{Q^2} \right)^{\epsilon} \left( \frac{\nu}{Q} \right) \eta \left\{ \frac{2\beta}{2(\beta - 1) + \beta \eta + \frac{11}{6}} - \frac{1}{3} \frac{n_f T_R}{C_A} \right. \\
- \epsilon \left( -67 + \frac{2\pi^2}{3} + \frac{137}{36\beta} - \frac{11 \log 2}{3\beta} + \frac{n_f T_R}{C_A} \left( \frac{23}{18} - \frac{29}{36\beta} - \frac{2 \log 2}{3\beta} \right) \right) \\
+ \mathcal{O} (\epsilon^2) \bigg\}. \tag{B.9}
\]

For consistency of the factorization, the limit \( \eta \to 0 \) must be taken first, and then the limit \( \epsilon \to 0 \) can be taken. The rapidity regulator \( \eta \) is therefore only active if \( \beta = 1 \) and does not appear in the jet function if \( \beta \neq 1 \). Expanding in \( \eta \) and \( \epsilon \) isolates the singularities of the jet function which allows for renormalization.

**B.1.1 Renormalization of the jet function for \( \beta \neq 1 \)**

We now present the calculation of the renormalized jet function from which the anomalous dimension of the jet function can be defined. For \( \beta \neq 1 \), there are no rapidity divergences, and so we consider that case first. The renormalized jet function \( J^{(R)} \) is defined from the bare jet function \( J^{(B)} \) calculated above as
\[
J^{(R)} (\tau^{(\beta)}) = \int d\epsilon' Z_J (\epsilon') J^{(B)} (\tau^{(\beta)} - \tau^{(\beta)'}) , \tag{B.10}
\]
with the \( Z_J \) factor containing all divergences of the bare jet function. Note that \( Z_J \) depends on the value of the angular exponent \( \beta \).
To determine the $Z_J$ factor, and therefore the renormalized jet function, requires expanding eqs. (B.8) and (B.9) in $\epsilon$. This can be accomplished using $+$-distributions defined in ref. [83] where

$$
\mathcal{L}_n \left[ \tau^{(\beta)}, \left( \frac{\mu}{2^{1+\beta}Q} \right)^\beta \right] = \frac{\mu^\beta}{2^{1+\beta}Q^\beta} \left[ \frac{2^{1+\beta}Q^\beta}{\tau^{(\beta)} \mu^\beta} \log^n \left( \frac{2^{1+\beta}Q^\beta}{e\mu^\beta} \right) \right]_+. \quad (B.11)
$$

The $+$-distribution integrates to zero on $\tau^{(\beta)} \in [0, 1]$ and only has support on $\tau^{(\beta)} \in (0, 1]$. For $\beta \neq 1$, the expansion that is needed is

$$
\tau^{(\beta)-1} \frac{\beta-1}{\beta} (\frac{\mu^2}{Q^2})^\epsilon = -\frac{\beta}{2\epsilon} \delta (\tau^{(\beta)}) + \mathcal{L}_0 \left[ \tau^{(\beta)}, \left( \frac{\mu}{2^{1+\beta}Q} \right)^\beta \right] + \frac{2\epsilon}{\beta} \mathcal{L}_1 \left[ \tau^{(\beta)}, \left( \frac{\mu}{2^{1+\beta}Q} \right)^\beta \right] + \mathcal{O} (\epsilon^2). \quad (B.12)
$$

Using this in eqs. (B.8) and (B.9) and setting $\eta = 0$, the divergent terms of the quark jet function are

$$
Z_{J_q} (\tau^{(\beta)}) = \delta (\tau^{(\beta)}) + \frac{\alpha_s}{2\pi} C_F \left\{ \left( \frac{1}{1-\beta} \frac{1}{\epsilon^2} + \frac{3}{2} \frac{1}{\epsilon} \right) \delta (\tau^{(\beta)}) + \frac{1}{1-\beta} \frac{1}{\epsilon} \mathcal{L}_0 \left[ \tau^{(\beta)}, \left( \frac{\mu}{2^{1+\beta}Q} \right)^\beta \right] \right\}, \quad (B.13)
$$

and for the gluon jet function

$$
Z_{J_g} (\tau^{(\beta)}) = \delta (\tau^{(\beta)}) + \frac{\alpha_s}{2\pi} C_A \left\{ \left( \frac{1}{1-\beta} \frac{1}{\epsilon^2} + \frac{\beta_0}{C_A} \frac{1}{\epsilon} \right) \delta (\tau^{(\beta)}) + \frac{1}{1-\beta} \frac{1}{\epsilon} \mathcal{L}_0 \left[ \tau^{(\beta)}, \left( \frac{\mu}{2^{1+\beta}Q} \right)^\beta \right] \right\}. \quad (B.14)
$$

Here, $\beta_0$ is the one-loop $\beta$-function coefficient

$$
\beta_0 = \frac{11}{6} C_A - \frac{2}{3} n_f T_R. \quad (B.15)
$$

The one-loop anomalous dimensions as defined in eq. (3.24) are therefore

$$
\Gamma_{J_q} = 2 \frac{\alpha_s}{\pi} C_F \frac{\beta}{\beta - 1}, \quad \Gamma_{J_g} = 2 \frac{\alpha_s}{\pi} C_A \frac{\beta}{\beta - 1},
$$

$$
\gamma_{J_q} = \frac{3}{2} \frac{\alpha_s}{\pi} C_F, \quad \gamma_{J_g} = \frac{\alpha_s}{\pi} \beta_0, \quad (B.16)
$$

for the cusp part ($\Gamma$) and the non-cusp part ($\gamma$).

The renormalized quark jet function is then

$$
J_q^{(R)} (\tau^{(\beta)}) = \delta (\tau^{(\beta)}) + \frac{\alpha_s C_F}{\pi} \left\{ \left[ \frac{13}{4} - \frac{3}{8} \pi^2 - \frac{3}{2\beta} (1 + \log 2) + \frac{\pi^2}{8\beta^2} - \frac{\pi^2}{8(1-\beta)\beta} \right] \delta (\tau^{(\beta)}) + \frac{3}{2\beta} \mathcal{L}_0 \left[ \tau^{(\beta)}, \left( \frac{\mu}{2^{1+\beta}Q} \right)^\beta \right] + \frac{2}{(1-\beta)\beta} \mathcal{L}_1 \left[ \tau^{(\beta)}, \left( \frac{\mu}{2^{1+\beta}Q} \right)^\beta \right] \right\}, \quad (B.17)
$$
and the renormalized gluon jet function is

\[
J_g^{(R)}(\tau^{(\beta)}) = \delta(\tau^{(\beta)}) + \frac{\alpha_s C_A}{\pi} \left\{ \left[ \frac{67}{18} - \frac{3}{8} n^2 - \frac{5}{72\beta} - \beta_0 \frac{C_A}{C_A} (1 + \log 2) \right] + \frac{\pi^2}{8\beta} - \frac{\pi^2}{8(1-\beta)\beta} + \frac{n_s T_R}{C_A} \left( \frac{53}{36\beta} - \frac{23}{18} \right) \right\} \delta(\tau^{(\beta)})
\]

\[+ \frac{\beta_0}{C_A \beta} L_0 \left[ \tau^{(\beta)}, \left( \frac{\mu}{2\sqrt{\pi} Q} \right)^\beta \right] + \frac{2}{(1-\beta)\beta} L_1 \left[ \tau^{(\beta)}, \left( \frac{\mu}{2\sqrt{\pi} Q} \right)^\beta \right]. \tag{B.18}\]

**B.1.2 Renormalization of the jet function for \( \beta = 1 \)**

When \( \beta = 1 \), there are rapidity divergences in the jet function that are regulated by the parameter \( \eta \). To determine the divergences of the jet function we first expand the jet function for \( \eta \to 0 \) and then for \( \epsilon \to 0 \). This ordering is vital for extracting the correct singularities. The \( Z \) factor for quark jets with \( \beta = 1 \) is

\[
Z_q(\tau^{(1)}) = \delta(\tau^{(1)}) + \frac{\alpha_s}{\pi} C_F \left\{ \frac{2}{\eta \Gamma(1-\epsilon)} \left( \tau^{(1)} \right)^{1-2\epsilon} \left( \frac{\mu^2}{Q^2} \right)^\epsilon - \frac{1}{\epsilon} \left[ \frac{3}{4} + \log \left( \frac{\nu}{Q} \right) \right] \delta(\tau^{(1)}) \right\}, \tag{B.19}\]

while for gluon jets

\[
Z_g(\tau^{(1)}) = \delta(\tau^{(1)}) + \frac{\alpha_s}{\pi} C_A \left\{ \frac{2}{\eta \Gamma(1-\epsilon)} \left( \tau^{(1)} \right)^{1-2\epsilon} \left( \frac{\mu^2}{Q^2} \right)^\epsilon - \frac{1}{\epsilon} \left[ \frac{\beta_0}{2C_A} + \log \left( \frac{\nu}{Q} \right) \right] \delta(\tau^{(1)}) \right\}. \tag{B.20}\]

The renormalized jet function for quark jets is then

\[
J_q^{(R)}(\tau^{(1)}) = \delta(\tau^{(1)}) + \frac{\alpha_s}{\pi} C_F \left\{ \left[ \frac{7}{4} - \frac{\pi^2}{6} - \frac{3}{2} \log 2 \right] \delta(\tau^{(1)}) + \left( \frac{3}{2} + 2 \log \left( \frac{\nu}{Q} \right) \right) L_0 \left[ \tau^{(1)}, \frac{\mu}{Q} \right] \right\}, \tag{B.21}\]

and for gluon jets, we have

\[
J_g^{(R)}(\tau^{(1)}) = \delta(\tau^{(1)}) + \frac{\alpha_s}{\pi} C_A \left\{ \left[ \frac{131}{72} - \frac{\pi^2}{6} - \frac{17n_s T_F}{36C_A} + \frac{\beta_0}{C_A} \log 2 \right] \delta(\tau^{(1)}) + \left( \frac{\beta_0}{C_A} + 2 \log \left( \frac{\nu}{Q} \right) \right) L_0 \left[ \tau^{(1)}, \frac{\mu}{Q} \right] \right\}. \tag{B.22}\]

**B.2 Soft function calculation**

At one-loop, the soft function consists of a single soft emission off of the hard jet. The momentum of the soft emission is

\[\left( k^+, k^-, k^\perp \right)\]

in the +, − and \( \perp \) light-cone coordinates measured with respect to the thrust axis of the event. While the observables that we consider are measured with respect to the broadening axis, and not the thrust axis, the angle between the thrust and broadening axes is power-suppressed in the soft function. Therefore, to leading power, we can consider the soft modes as measured with respect to the thrust axis of the jet.
For dijet events in $e^+e^-$ collisions, the soft function consists of two contributions, depending on which jet in the event the soft emission is closer to in angle. If $k^- > k^+$, then the soft emission is closer to the $\bar{n}$ axis and its angle with respect to the $\bar{n}$ axis is

$$\sin^2 \frac{\theta}{2} = \frac{k^+}{k^- + k^+}.$$  \hfill (B.23)

The energy of a soft emission is

$$E = \frac{k^- + k^+}{2},$$  \hfill (B.24)

and so the value of the angularity when $k^- > k^+$ is

$$\tau^{(\beta)} = 2^{\beta-1} \sin^{-1} \left( \left( \frac{k^+}{k^- + k^+} \right)^{\beta/2} \right).$$  \hfill (B.25)

When $k^+ > k^-$, the expression for the angularity is the same, with $k^+ \leftrightarrow k^-$. Then, at one-loop for dijet events, the soft function can be computed from

$$S^{(1)}(\tau^{(\beta)}) = \frac{\alpha_s}{\pi} C_i \int \frac{d^4k}{(2\pi)^d} \left[ \frac{|k^- - k^+|^{-\eta}}{k^+ + k^-} \right] 2\pi \delta(k^2) \Theta(k^0) \Theta(k^0) \left\{ \Theta(k^- - k^+) \delta \left( \tau^{(\beta)} - 2^{\beta-1} \sin^{-1} \left( \left( \frac{k^+}{k^- + k^+} \right)^{\beta/2} \right) \right) + \Theta(k^+ - k^-) \delta \left( \tau^{(\beta)} - 2^{\beta-1} \sin^{-1} \left( \left( \frac{k^+}{k^- + k^+} \right)^{\beta/2} \right) \right) \right\}. \quad (B.26)$$

$C_i$ is the total color of the jets in each hemisphere and $\eta$ is the rapidity regulator. Evaluating this expression, we find

$$S^{(1)}(\tau^{(\beta)}) = \frac{\alpha_s}{\pi} \frac{2^{1-(1-\beta)(\eta+2\epsilon)}e^{\gamma\epsilon\epsilon}}{\Gamma(1-\epsilon)} \tau^{-(1-2\epsilon-\eta)} \left( \frac{\mu^2}{Q^2} \right)^\eta \left( \frac{\nu}{Q} \right) \tau^{(\beta)} \times \frac{\Gamma(1-\eta)\Gamma\left(\frac{\beta}{2}\eta + (1-\beta)\epsilon\right)}{\Gamma(1-(1-\beta)\epsilon - \frac{\beta}{2}(2-\beta)\eta)} \times 2F_1 \left( \frac{(-1-\beta)\epsilon + \frac{\beta}{2} \eta}{(1-\beta)\epsilon + \frac{\beta}{2} \eta}; 1; (1-\beta)\epsilon + \frac{1}{2}(\beta-2)\eta; -1 \right),$$  \hfill (B.27)

where $2F_1(a, b; c; z)$ is the hypergeometric function. As for the jet function, we must first take $\eta \to 0$ and then $\epsilon \to 0$ and so the rapidity regulator is only relevant for $\beta = 1$.

B.2.1 Renormalization of the soft function for $\beta \neq 1$

As with the jet function, the soft function can be renormalized by isolating the divergences. We first consider the soft function for $\beta \neq 1$ so that there are no rapidity divergences. The renormalization $Z$ factor defined in eq. (B.10) for the soft function computed above is

$$Z_S \left( \tau^{(\beta)} \right) = \delta \left( \tau^{(\beta)} \right) - \frac{\alpha_s}{2\pi} \frac{C_i}{1-\beta} \left\{ \frac{1}{\epsilon^2} \delta \left( \tau^{(\beta)} \right) - \frac{4}{\epsilon} L_0 \left[ \tau^{(\beta)}; \frac{\mu}{21-2\beta Q} \right] \right\},$$  \hfill (B.28)

where we have set $\eta = 0$ in eq. (B.27). The soft anomalous dimension is therefore

$$\Gamma_{S_i} = -2 \frac{\alpha_s}{\pi} C_i \frac{1}{\beta - 1}.$$  \hfill (B.29)
The renormalized soft function is then

\[ S^{(R)}(\tau^{(\beta)}) = \delta(\tau^{(\beta)}) + \frac{\alpha_s}{\pi} C_i \left\{ \left( \frac{\pi^2}{4} + \frac{\pi^2}{12}(1-\beta)(\beta-2) \right) \delta(\tau^{(\beta)}) + 4\mathcal{L}_1 \left[ \tau^{(\beta)}, \frac{\mu}{2^{1-\beta}Q} \right] \right\}, \]

(B.30)

where the +-distributions are defined in eq. (B.11).

### B.2.2 Renormalization of the soft function for \( \beta = 1 \)

For \( \beta = 1 \), there are rapidity divergences in the soft function that are regulated by the parameter \( \eta \). Thus, the renormalization factor \( Z_S \) for \( \beta = 1 \) will have dependence on both the dimensional regularization parameter \( \epsilon \) as well as \( \eta \). The \( Z \) factor is then

\[ Z_S(\tau^{(1)}) = \delta(\tau^{(1)}) - \frac{\alpha_s}{\pi} C_i \left\{ \frac{8}{\eta \Gamma(1-\epsilon)} \left( \frac{\mu^2}{Q^2} \right)^\epsilon \right\} \left\{ \frac{1}{\epsilon^2} - \frac{2}{\epsilon} \log \left( \frac{\nu}{\mu} \right) \right\} \delta(\tau^{(1)}). \]

(B.31)

The renormalized soft function for \( \beta = 1 \) follows:

\[ S^{(R)}(\tau^{(1)}) = \delta(\tau^{(1)}) + \frac{\alpha_s}{\pi} C_i \left\{ \frac{\pi^2}{2} \delta(\tau^{(1)}) - 4 \log \left( \frac{\nu}{\mu} \right) \mathcal{L}_0 + 4\mathcal{L}_1 \left[ \tau^{(1)}, \frac{\mu}{Q} \right] \right\}. \]

(B.32)

### B.3 Fixed-order corrections

For the \( e^+e^- \) event shape, we give the necessary expressions to reproduce the fixed-order non-singular corrections in eq. (3.29). At \( \mathcal{O}(\alpha_s) \) in the differential cross section, there are three partons in the final state: \( q, \bar{q}, g \). The two broadening axes coincide with the momenta of the two most energetic partons, and the least energetic parton sets the value of the angularity. Because we use thrust axes to partition the event into hemispheres, the angularity is set by the angle between the least energetic and the second-most energetic parton. This effectively partitions the phase space into six sectors, depending on the ordering of particle energies.

For each of the six sectors, the phase space is identical, so after a trivial relabeling of variables in the squared matrix element, the six sectors can be summed into a single integral. The differential cross section for \( \tau^{(\beta)} > 0 \) is then given by:

\[
\frac{1}{\sigma_0} \frac{d\sigma}{d\tau^{(\beta)}} = \frac{\alpha_s C_F}{\pi} \int_0^1 \frac{dx}{x} \int_x^1 dy \Theta(1-x-2y) \delta \left( \tau^{(\beta)} - 2^{\beta-1}x^\frac{\beta}{2}(1-y)^{-\frac{\beta}{2}}(x+y)^{1-\frac{\beta}{2}} \right) \times \left\{ \frac{2 - 3(1+x)(1-y) + 3(1+x^2)(1-y)^2 + 3x(1+x)(1-y)^3}{x(1-y)(1-(1+x)(1-y))} \right\}, \]

(B.33)

where within a sector, before relabeling, \( x \) is the invariant mass between second-most and least energetic partons, normalized to \( Q^2 \). These particles form the broadening axis and the measured parton. Then \( y \) is the invariant mass between the least energetic parton and the most energetic parton.
If $\beta = 2$, all integrals can be performed analytically, and the result is:

$$
\frac{1}{\sigma_0} \frac{d\sigma}{d\tau^{(2)}} = \frac{\alpha_s C_F}{\pi} \left\{ \frac{6 \left( -32 - 4\tau^{(2)} + 6 \left( \tau^{(2)} \right)^2 - 4 \left( \tau^{(2)} \right)^3 + \left( \tau^{(2)} \right)^4 \right) \tau^{(2)} (2 - \tau^{(2)}) (4 - \tau^{(2)})^2 (2 + \tau^{(2)})}{\tau^{(2)} (2 - \tau^{(2)}) (4 - \tau^{(2)})^2 (2 + \tau^{(2)})} \right\}.
$$

(B.34)

When $\beta \neq 2$, one of the integrals can be done via the delta function constraint after the change of variables:

$$
y \rightarrow u - (1 - u)v, \\
x \rightarrow (1 - u)v.
$$

(B.35)

The remaining integral can be computed numerically.

We can split the fixed-order cross section at $O(\alpha_s)$ into two contributions. First, there is the singular contribution that can be computed in the effective theory. This is defined as the part of the cross section in eq. (3.30) that remains when $\tau^{(\beta)} \rightarrow 0$:

$$
\frac{\tau^{(\beta)}}{\sigma_0} \frac{d\sigma^{\text{sing}}}{d\tau^{(\beta)}} = \lim_{\tau^{(\beta)} \rightarrow 0} \frac{\tau^{(\beta)}}{\sigma_0} \frac{d\sigma}{d\tau^{(\beta)}} = -\frac{\alpha_s C_F}{\pi \beta} \left[ 4 \log \left( \frac{2}{1 - \beta \tau^{(\beta)}} \right) + 3 \right].
$$

(B.36)

After subtracting off the singular contribution, the rest defines the non-singular contribution. The non-singular contribution is beyond the scope of the effective theory and is necessary for matching the resummed cross section to achieve formal next-to-leading order (NLO) accuracy.

There are two non-trivial checks of the fixed-order result in eq. (B.33). The first is that it must reproduce the singular behavior in eq. (B.36). The second is that the cross section must vanish at

$$
\tau^{(\beta)}_{\text{max}} = 3^{\frac{2}{\beta}} - 1.
$$

(B.37)

This is because the maximum value of the angularity at $O(\alpha_s)$ is given by the “Mercedes-Benz” configuration when all three partons have equal energy. In eq. (B.33), this corresponds to $x$ and $y$ in the integrand both equaling $1/3$, at which point $\tau^{(\beta)} = \tau^{(\beta)}_{\text{max}}$.

In figure 12, we plot singular and non-singular contributions to the cross section at $O(\alpha_s)$ for $\beta = 0.5, 1, 2$. The two above cross checks are satisfied because the non-singular piece goes to zero as $\tau^{(\beta)} \rightarrow 0$ and $\sigma^{\text{sing}} + \sigma^{\text{non-sing}} = 0$ at $\tau^{(\beta)} = \tau^{(\beta)}_{\text{max}}$. The resummation is important in the region where the singular contribution to the cross section dominates and the fixed order result is important where the non-singular contribution dominates. As we discuss in appendix D, we will turn off the resummation when $\sigma^{\text{sing}}$ and $\sigma^{\text{non-sing}}$ are equal.
Figure 12. Comparison of the contributions of the singular and non-singular components of the cross section at \( \mathcal{O}(\alpha_s) \) as a function of \( \tau^{(\beta)} \). Where the dashed and solid curves of like color cross corresponds to when the resummation should be turned off.

C Check of the \( \beta = 1 \) Limit

When \( \beta = 1 \), the bare jet and soft functions develop new divergences associated with rapidity integrals. These divergences can be renormalized like the standard ultraviolet divergences by including two renormalization parameters \( \mu \) and \( \nu \) in each sector:

\[
F^B \left( \tau^{(1)} \right) = \int d\tau^{(1)}' \ Z_F \left( \tau^{(1)}', \mu, \nu \right) F^R \left( \tau^{(1)} - \tau^{(1)}', \mu, \nu \right). \tag{C.1}
\]

The corresponding RG equations for evolution in \( \mu \) and \( \nu \) are then

\[
\mu \frac{d}{d\mu} F^R \left( \tau^{(1)}, \mu, \nu \right) = \gamma_{F}^{\text{UV}}(\nu_F/\nu) F^R \left( \tau^{(1)}, \mu, \nu \right), \tag{C.2}
\]

\[
\nu \frac{d}{d\nu} F^R \left( \tau^{(1)}, \mu, \nu \right) = \int d\tau^{(1)}' \gamma_{F}^{\text{Rap}} \left( \tau^{(1)}', \mu \right) F^R \left( \tau^{(1)} - \tau^{(1)}', \mu, \nu \right). \tag{C.3}
\]

The scale \( \nu_F \) is the intrinsic rapidity scale of the function \( F^R \), and each anomalous dimension is labeled according to its physical origin.

The convolution structure of these objects (or lack thereof) can be understood as follows. Each function has a cusp double logarithmic structure, where one of these logarithms is tied the invariant mass of the sector, and the other its rapidity scale. Thus, in general one expects the anomalous dimension to depend on the observable, whose values is set by the invariant mass. However, since the invariant mass of the sector is controlled by the RG parameter \( \mu \), the \( \mu \)-derivative in the standard UV anomalous dimension removes the observable dependence, so the structure of eq. (C.2) must be multiplicative. By contrast, in the rapidity anomalous dimension, one is intrinsically sensitive to the observable in the anomalous dimension, since the \( \nu \) derivative does not remove the observable dependence in the cusp double logarithmic structure.
We wish to compare with the $\beta \rightarrow 1$ limit of section 5. To make a direct comparison, we Laplace transform the one-loop matrix elements for the jet and soft functions, eq. (B.21) and eq. (B.32), and consider $e^+e^- \rightarrow q\bar{q}$ events, yielding the UV anomalous dimensions:

$$\gamma_{J,UV}^{\nu}(Q/\nu) = \frac{\alpha_s}{\pi} C_F \left[ \frac{3}{2} + 2 \log \left( \frac{\nu}{Q} \right) \right],$$

$$\gamma_{S,UV}^{\mu/\nu} = -4 \frac{\alpha_s}{\pi} C_F \log \left( \frac{\nu}{\mu} \right).$$

for the jet and soft functions, respectively. From the same matrix elements, we find the rapidity anomalous dimensions to be:

$$\gamma_{J,\text{Rap}}^{s_1}(s_1, \mu) = \frac{2 \alpha_s C_F}{\pi} \log \left( s_1 e^{\gamma_{J.E}^{\nu} \frac{\mu}{Q}} \right),$$

$$\gamma_{S,\text{Rap}}^{s_1}(s_1, \mu) = -4 \frac{\alpha_s C_F}{\pi} \log \left( s_1 e^{\gamma_{E}^{s_1} \frac{\mu}{Q}} \right).$$

Therefore, under the rapidity renormalization group, the product of jet and soft functions in Laplace space becomes

$$\tilde{J}_n^R \tilde{J}_n^R \tilde{S}_n^R \left( s_1, \frac{\mu}{Q}, \frac{\nu}{Q} \right) \tilde{J}_n^R \left( s_1, \frac{\mu}{Q}, \frac{\nu}{Q} \right) \tilde{S}_n^R \left( s_1, \frac{\mu}{Q}, \frac{\nu}{Q} \right) = \exp \left[ -4 \frac{\alpha_s C_F}{\pi} \log \left( \frac{\nu}{\mu} \right) \log \left( s_1 e^{\gamma_{J.E}^{\nu} \frac{\mu}{Q}} \right) \right]$$

$$\times \tilde{J}_n^R \left( s_1, \frac{\mu}{Q}, \frac{\nu}{Q} \right) \tilde{J}_n^R \left( s_1, \frac{\mu}{Q}, \frac{\nu}{Q} \right) \tilde{S}_n^R \left( s_1, \frac{\mu}{Q}, \frac{\nu}{Q} \right).$$

If we take $\mu = \mu_J = \mu_S$ and $\nu = \nu_S$ and $\nu_J = Q$, we recover the $\beta \rightarrow 1$ limit of the soft evolution factor in eq. (5.5).

D Profile scales for general $\beta$

The canonical RG scales in eq. (3.6) are appropriate in the region $\tau_{L,R}^{(\beta)} \ll 1$ where resummation is needed, but at larger values of $\tau_{L,R}^{(\beta)}$, fixed-order corrections dominate the cross section. In order to smoothly interpolate between the resummed and fixed-order results, we can use profiling of the resummation scales [9], where the RG scales depend on the measured value of $\tau_{L,R}^{(\beta)}$.

Since we are ignoring the inclusion of non-perturbative effects, we have three dominant regions as shown in figure 13: a canonical (peak) region, a tail region, and a far-tail region. In the canonical region, we set scales to minimize the logarithms in the low-scale matrix elements, while in the tail and far-tail regions, we gradually turn off resummation to return to the fixed-order cross section. We also include small transition regions to make sure that the scales are everywhere differentiable.

To set the functional form of the profile functions, we first have to determine the location of the canonical/tail boundary $(\tau_c^{(\beta)})$, the tail/far-tail boundary $(\tau_t^{(\beta)})$, and the point at which resummation is completely turned off $(\tau_e^{(\beta)})$. The canonical/tail boundary
occurs when resummation of logarithms starts to become less relevant. For thrust-like observables as considered in ref. [9], the sector of lowest virtuality is the soft sector, so the canonical/tail boundary is set by the condition $\alpha_s \log \tau^{(\beta)} \sim O(1)$ (i.e. when the soft logarithms are no longer large). However, if $\beta < 1$, the collinear sectors have the lowest virtuality, and collinear logarithms of the form $\frac{\alpha_s}{\beta} \log \tau^{(\beta)}$ can still be relevant up to larger value of $\tau^{(\beta)}$ (and therefore must still be resummed). Hence, we adopt the prescription for the canonical/tail boundary $\tau^{(\beta)}_c$ to be set by the sector of lowest virtuality:

$$\text{Soft: } \alpha_s \left( \frac{\tau^{(\beta)}_c Q}{C_i} \right) \log \tau^{(\beta)}_c \sim 1 \text{ if } \beta > 1,$$

$$\text{Jet: } \frac{\alpha_s}{\beta} \left( \frac{\tau^{(\beta)}_c Q}{C_i} \right) \log \tau^{(\beta)}_c \sim 1 \text{ if } \beta < 1,$$

where $C_i$ is the appropriate color factor for the jet. The resummation should be completely turned off when the perturbative non-singular corrections become as important as the singular pieces, so

$$\frac{d\sigma^{\text{sing}}}{d\tau^{(\beta)}} \left( \tau^{(\beta)}_c \right) \sim \frac{d\sigma^{\text{non-sing}}}{d\tau^{(\beta)}} \left( \tau^{(\beta)}_c \right).$$

Together, the tail and far-tail regions is defined by $\tau^{(\beta)}_c < \tau^{(\beta)} < \tau^{(\beta)}_e$, and the boundary between them is somewhat ambiguous. For concreteness, we set the tail/far-tail boundary by $\tau^{(\beta)}_t \sim \tau^{(\beta)}_e / 3$.

A peculiar feature of these profiles is that the $\tau^{(\beta)}_c$ and $\tau^{(\beta)}_e$ boundaries start to coincide as $\beta \to 0$. This can be understood because $\tau^{(\beta)}_c$ grows as $\beta \to 0$ but the position where the singular corrections vanish remains fixed. Hence the tail plus far-tail region necessarily shrinks. Thus, unlike the case for thrust, as $\beta \to 0$ one can expect both singular and non-singular corrections to be substantial in the peak/tail regions of the cross section. We saw this in the plots in section 6.3, where there are large differences between the NLL and NLL$'$+NLO calculations even in the peak region.

Having set the boundaries of the regions, we can now set the profiles for arbitrary $\beta$. The simplest profile to fix is the soft profile, since the canonical soft scale in eq. (3.6) is a linear function of the observable. We therefore make the profile for $\mu_S$ to be a linear...
function of \(\tau^{(\beta)}_{L,R}\) near the origin, and then use quadratic splines in the vicinity of \(\tau^{(\beta)}_{c}\) and \(\tau^{(\beta)}_{t}\) to move the soft scale \(\mu_S\) to the hard scale \(\mu_H\), turning off resummation. At each transition, the splines are continuous through the first derivative, so the cross section exhibits no kinks. The final functional form is shown in figure 14. Specifically we use:

\[
\mu_S(\tau^{(\beta)}; a, \mu_H) = \begin{cases} 
    a\tau^{(\beta)}, & \tau^{(\beta)} < \tau_c, \\
    b_1 + b_2\tau^{(\beta)} + b_3\left(\tau^{(\beta)}\right)^2, & \tau_c < \tau^{(\beta)} < \tau_t, \\
    c_1 + c_2\tau^{(\beta)} + c_3\left(\tau^{(\beta)}\right)^2, & \tau_t < \tau^{(\beta)} < \tau_e, \\
    \mu_H, & \tau_e < \tau^{(\beta)}.
\end{cases}
\]

The soft profile has as free parameters the slope of the canonical region \(a\), as well as the boundary points \(\tau_c, \tau_t, \tau_e\). The constants \(b_i\) and \(c_i\) are set by demanding continuity through the first derivative at each boundary.

Once we have fixed the soft profile for \(\mu_S\), the jet profile for \(\mu_J\) is fixed by the relative scalings between the all modes in the theory. Motivated by eq. (3.6), we take

\[
\mu_J(\tau^{(\beta)}; a, \mu_H, e_J) = \left(\mu_H + e_J\left(\mu_H - \mu_S(\tau^{(\beta)}; a, \mu_H)\right)\right)^{\frac{1-\beta}{\beta}} \left(\mu_S(\tau^{(\beta)}; a, \mu_H)\right)^{\frac{\beta}{\beta}},
\]

The jet profile has another free parameter \(e_J\), whose default value we take to be 0. As \(\beta \to 1\), the parameter \(e_J\) controls the effective rapidity scale variation, as described in section 5.

To gauge the \(\mu\)-variation of the profiled NLL’ result, we vary \(e_J\) from \(-\frac{1}{2}\) to 1, \(a\) from \(\frac{1}{2}\) to 2, \(\mu_H\) from \(\frac{Q}{2}\) to \(2Q\), and \(\tau^{(\beta)}_{c}\) from half to twice its default value. The bands in figure 8 correspond to the envelope of these variations.
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