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Abstract

We extend Krasnoselskii’s fixed point result to non-self-real functions. We find a new and simple proof for Hillam’s result. In our approach, we don’t assume the image of the related mapping to be compact or bounded. In this way, we extend Hillam’s result to self-mappings on $\mathbb{R}$. Finally, we present a new proof for the global convergence of the Newton-Raphson method.
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1 Introduction

We start our discussion by presenting the definition of L-Lipschitz functions, Krasnoselskii’s theorem, and some generalizations of this result. In these results, the related function is self-mapping. In this manuscript, we extend Theorem 1.2 to non-self mappings that are more useful in practice.

Definition 1.1 Let $L > 0$, $h : [a, b] \rightarrow \mathbb{R}$ ia called an L-Lipschitz function if $|h(x) - h(y)| \leq L|x - y|$ for each $x, y \in [a, b]$. 
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Definition 1.2 (Krasnosel’skii’s sequence [1]) Let $X$ be a Banach space and $A$ be a nonempty subset of $X$. For each $x_0 \in A$ and $t \in (0,1]$, the Krasnosel’skii iteration of $h : A \to A$ is defined as follows:

$$x_{n+1} = tx_n + (1-t)h(x_n) \text{ for each } n \geq 0.$$  \hfill (1)

Theorem 1.1 (Krasnosel’skii [2]) Suppose $A$ is a uniformly convex compact subset of a Banach space $X$. For every nonexpansive mapping $h : A \to A$ (i.e., $|h(x) - h(y)| \leq |x - y|$ for each $x, y \in A$) the sequence of iterations defined by Equation (1) converges to a fixed point of $h$.

Moreover, Edelstein generalized this result to Banach spaces with a strictly convex norm [3]. Ishikawa showed this result holds for an arbitrary Banach space [4]. Edelstein and O’brien independently confirmed this result again [5]. Apart from all these generalizations, Bailey gave proof of Krasnosel’skii’s result for nonexpansive real-valued functions on a closed interval [6], [7]. For some other fixed point results about real-valued functions based on Krasnosel’skii’s method, we also refer the reader to [8]. Hillam B. P. [9] extended Bailey’s result to Lipschitzian functions, which is the main subject of our discussion.

Theorem 1.2 (Hillam [9]) Let $L > 0$, and $h : [a, b] \to [a, b]$ be a L-Lipschitz mapping. Then, the sequence of iterations defined by Equation (1) converges monotonically to a fixed point of $h$ if $0 < t \leq \frac{1}{1+L}$.

As we mentioned before, in the proof of all Krasnosel’skii fixed point generalizations, especially in Theorem 1.2, the fact that $h$ is a self-mapping on a closed interval plays a crucial role.

The structure of this manuscript is as follows: First, in Theorems 1.3 and 1.4 we replace the differentiability condition with Lipschitz condition and extend these results to some Krasnosel’skii type results for non-self real-valued mappings, Lemmas 2.1 and 2.2 of Section 2. Then, we extend Hillam’s theorem to self-mappings on $\mathbb{R}$, Theorem 2.1. After that, we present this result for non-self mappings. Finally, we give a simple proof for Hillam’s Theorem. In Section 3, we study conditions under which the Newton-Raphson sequence always converges for any starting point, which is called the global convergence of the Newton-Raphson method. The global convergence of the Newton-Raphson method has already been studied by J. L. Moriss [10]. In Section 3, based on Theorems 1.3 and 1.4 we present a more brief and simple proof for the global convergence of this method. L. Thorlund-Petersen characterized all the functions for which the Newton-Raphson method converges globally [11]. We need the following results in the sequel.

Khandani et al. [12] proved some results, similar to Theorem 1.2, for real differentiable functions and the Krasnosel’skii’s sequence $x_{n+1} = \frac{x_n + h(x_n)}{2}$ as follows:
Some extensions of Krasnoselskii’s fixed point result for real functions

Theorem 1.3 (khandani, H. and Khojasteh. F [12]) Let $h$ be a continuous real-valued function on $[a, c]$ that is differentiable on $(a, c)$ with $h'(x) \geq -1$ on $(a, c)$, $h(x) > x$ for each $x \in [a, c]$, and $c$ is the unique fixed point of $h$ in $[a, c]$. Let $x_0 \in [a, c]$ and for each $n \geq 0$ define:

$$x_{n+1} = \frac{x_n + h(x_n)}{2},$$  

then the sequence $\{x_n\}$ converges to $c$.

Theorem 1.4 (khandani, H. and Khojasteh. F [12]) Let $h$ be a continuous real-valued function on $[c, b]$ that is differentiable on $(c, b)$ with $h'(x) \geq -1$ on $(c, b)$, $h(x) < x$ for each $x \in (c, b)$, and $c$ is the unique fixed point of $h$ in $[c, b]$. Let $x_0 \in (c, b)$ and for each $n \geq 0$ define:

$$x_{n+1} = \frac{x_n + h(x_n)}{2},$$  

then the sequence $\{x_n\}$ converges to $c$.

In this manuscript, we denote the set of real numbers by $\mathbb{R}$. We denote the set $\{0, 1, 2, \ldots\}$ of nonnegative integers by $\mathbb{N}$. For each $a, b \in \mathbb{R}$ with $a < b$, $[a, b] = \{x \in \mathbb{R} : a \leq x \leq b\}$ and $(a, b) = \{x \in \mathbb{R} : a < x < b\}$ are called closed and open interval from $a$ to $b$ respectively.

2 Main results

First, in Theorems 1.3, 1.4, we replace the differentiability condition with the Lipschitz condition. Then, we replace related recursive sequences with the Krasnoselskii sequence. We produce two fixed-point results. Then, we provide a simple and new proof for Hillam’s theorem. Therefore, the following two Lemmas that extend Krasnoselskii’s result to non-self mappings are among the main results of this manuscript.

Lemma 2.1 Let $L > 0$, $h : [a, c] \to \mathbb{R}$ be a $L$-Lipschitz mapping, $h(x) > x$ for each $x \in [a, c]$, and $c$ be the unique fixed point of $h$ in $[a, c]$. Let $x_0 \in [a, c]$ and for each $n \geq 0$ define:

$$x_{n+1} = (1 - t)x_n + th(x_n),$$  

then for each $0 < t \leq \frac{1}{1+L}$ the sequence $\{x_n\}$ converges to $c$.

Proof If $x_m = c$ for some non-negative integer $m$, then we have $x_n = c$ for each $n \geq m$ and the proof is complete. Therefore, we suppose $x_n \neq c$ for each $n \geq 0$. Let $0 < t \leq \frac{1}{1+L}$ and $x \in [a, c)$. Since $h$ is $L$-Lipschitz function we have $\frac{h(x) - c}{x - c} \geq -L \geq 1 - \frac{1}{t}$. This follows that $\frac{h(x) - x}{x - c} \geq -\frac{1}{t}$. Rearranging this inequality, we get:

$$(1 - t)(x) + th(x) \leq c$$  

Assume $\{x_n\}$ be defined by Equation 6. From equation 5 and argument by induction we see that $x_n < c$ for each $n \geq 0$. We show that $\{x_n\}$ is an increasing sequence. Since $h(x_0) > x_0$, we have $c > x_1 = (1 - t)x_0 + th(x_0) > x_0$. Suppose $x_0 <
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$x_1 < \cdots < x_m < c$. Since $a \leq x_m < c$, by our assumption $h(x_m) > x_m$ and $x_{m+1} = (1 - t)x_m + th(x_m) > x_m$. Therefore, by induction, $\{x_n\}$ is an increasing sequence. Now, $x_n < c$ for each $n \geq 0$ and $\{x_n\}$ is an increasing sequence in $[a, c]$. Assume $x_n$ converges to $b \in [a, c]$. Then, using the continuity of $h$, we deduce that $b$ is also a fixed point of $h$. Since $f$ has a unique fixed point in $[a, c]$, we deduce that $b = c$. Now, the proof is complete. \hfill \Box

Lemma 2.2 Let $L > 0$, $h : [c, a] \to \mathbb{R}$ be a $L$-Lipschitz mapping, $h(x) < x$ for each $x \in (c, a]$, and $c$ be the unique fixed point of $h$ in $[c, a]$. Let $x_0 \in [c, a]$ and for each $n \geq 0$ define:

$$x_{n+1} = (1 - t)x_n + th(x_n),$$

then for each $0 < t < \frac{1}{1+L}$ the sequence $\{x_n\}$ converges to $c$.

Proof The proof is similar to that of Lemma 2.1 and therefore, we omit it. \hfill \Box

Now, in Hillam’s fixed Theorem [9], we replace the interval $[a, b]$ with $\mathbb{R}$ and extend this result as follows.

Theorem 2.1 Let $L > 0$, $h : \mathbb{R} \to \mathbb{R}$ be a $L$-Lipschitz mapping. Let $e \in \mathbb{R}$, define $x_0 = e$ and

$$x_{n+1} = (1 - t)x_n + th(x_n), n \geq 1$$

Then, $\{x_n\}$ is a monotone sequence that either converges to a fixed point of $h$ or diverges to infinity.

Proof Assume $x_0 = e \in [a, b]$. If $h(x_0) = x_0$, then $\{x_n\}$ is a constant sequence and converges to the fixed point $e = x_0$. If $h(x_0) > x_0$, then we have the following two different cases:

- (a) There exists a fixed point $d$ such that $x_0 < d$. In this case, suppose that $c$ be the smallest fixed point of $h$ such that $x_0 < c$. Then, $h : [x_0, c] \to \mathbb{R}$ satisfies all the conditions of 2.1 and therefore $\{x_n\}$ converges to $c$.

- (b) There is no fixed point $d$ such that $x_0 < d$. Suppose $f(y) < y$ for some $y > x_0$. Then, using intermediate value theorem for the continuous function $h(x) - x$ on the interval $[x_0, y]$ follows that there exists a point $z$ with $x_0 < z < y$ such that $h(z) = z$. This is a contradiction, therefore, we deduce that $h(x) > y$ for each $x > x_0$. We have $x_1 = (1 - t)x_0 + th(x_0) > (1 - t)x_0 + tx_0 = x_0$. By induction, we deduce that $x_{n+1} = (1 - t)x_n + th(x_n) > x_n$ for each $n \geq 0$. Therefore, $\{x_n\}$ is an increasing sequence. If $\{x_n\}$ is a bounded sequence, then it converges to some point $c > x_0$. Since $h$ is a continuous map, taking limit of both sides of Equation 7 follows that $h(c) = c$ that is a contradiction. Therefore, $\{x_n\}$ is not bounded and diverges to infinity.

Therefore, the proof is complete when $f(x_0) > x_0$. A similar proof holds when $f(x_0) < x_0$. The only difference is that the sequence $\{x_n\}$ is decreasing when $f(x_0) < x_0$. \hfill \Box
We extend Theorem 2.1 as follows to non-self mapping. The only difference is that the sequence \( \{x_n\} \) may exit the interval \([a, b]\) instead of diverging to infinity.

**Corollary 2.1** Let \( L, a, b > 0, a < b \), \( h : [a, b] \rightarrow \mathbb{R} \) be a \( L \)-Lipschitz mapping. Let \( e \in \mathbb{R} \), define \( x_0 = e \) and

\[
x_{n+1} = (1 - t)x_n + th(x_n), \quad n \geq 1
\]

Then, \( \{x_n\} \) is a monotone sequence that either converges to a fixed point of \( h \) or exits the interval \([a, b]\).

**Proof** The proof is the same as with Theorem 2.1. Since the sequence \( \{x_n\} \) is monotone, it exits the interval if there is no fixed point in front of it. \( \square \)

Now, we deduce Theorem 1.2 as follows:

**Theorem 2.2** (Hillam’s Theorem) Let \( L > 0 \), then for every \( L \)-Lipschitz mapping \( h : [a, b] \rightarrow [a, b] \) the sequence of iterations defined by Equation 1 converges monotonically to a fixed point of \( h \) if \( 0 < t \leq \frac{1}{1 + L} \).

**Proof** Let \( x_0 \in [a, b] \) and define the sequence \( \{x_n\} \) as Equation 6. First, suppose \( h(x_0) > x_0 \). Since \( h(x) - x \) is a continuous function on \([x_0, b]\) and \( h(b) \leq b \), there exists a fixed point \( c \) of \( h \) such that \( x_0 \leq c \leq b \). Suppose \( c \) be the smallest fixed point of \( h \) such that \( c > x_0 \), \( c \) is the unique fixed point of \( h \) in \([a, c]\). Then, \( h : [x_0, c] \rightarrow \mathbb{R} \) satisfies all conditions of Lemma 2.1, so \( \{x_n\} \) converges to \( c \) that completes the proof. If \( h(x_0) < x_0 \), using Lemma 2.2, the proof follows similarly. \( \square \)

**Remark 2.1** If \( h : [a, b] \rightarrow \mathbb{R} \) be an \( L \)-Lipschitz function, then \( \frac{h(x) - h(y)}{x-y} \geq -L \) for each \( x, y \in [a, b] \). All our presented results hold if we just assume \( \frac{h(x) - h(y)}{x-y} \geq -L \) for each \( x, y \in [a, b] \) that is weaker than the \( L \)-Lipschitz condition.

### 3 A new proof of global convergence condition for the Newton-Raphson method

In this section, we show that the Newton-Raphson sequence is a special case of Krasnoselskii’s sequence, and we provide new proof for its global convergence as follows. It is worth mentioning that these results have been presented already as a pre-print paper[13].

**Theorem 3.1** Suppose that \( a, c \in \mathbb{R} \) with \( a < c \), \( h : [a, c] \rightarrow \mathbb{R} \) is a real-valued function, \( c \) is the unique root of \( h \) in \([a, c]\). Also assume that \( h''(x), h'(x) \) exist for
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Each $x \in (a, c)$, $h(x)h''(x) \geq 0$ for each $x \in (a, c)$, $h(x)h'(x) < 0$ for each $x \in [a, c)$, $h'(x) \neq 0$ for each $x \in (a, c)$, $h'(a+) \neq 0$, $h'(c-) \neq 0$. For each $x_0 \in [a, c]$ define:

$$x_{n+1} = x_n - \frac{h(x_n)}{h'(x_n)} \text{ for all } n \geq 0.$$  \hspace{1cm} (9)

Then, $\{x_n\}$ converges to $c$ as $n \to \infty$.

Proof For each $x \in [a, c]$, define $g(x) = x - \frac{2h(x)}{h'(x)}$. By our assumptions $h(x) > x$ for each $x \in [a, c)$ and

$$g'(x) = -1 + 2\frac{h''(x)h(x)}{(h'(x))^2} \geq -1 \text{ for each } x \in (a, c).$$  \hspace{1cm} (10)

We have $\frac{g(x_0) + x_n}{2} = x_n - \frac{h(x_n)}{h'(x_n)} = x_{n+1}$. Now, $g$ satisfies all conditions of Lemma 1.3, so $\{x_n\}$ converges to $c$ as $n \to \infty$ where $c$ is the fixed point of $h$. We have $c = c - \frac{h(c)}{h'(c-)}$ which follows that $h(c) = 0$. \hfill \Box

Theorem 3.2 Suppose that $c, b \in \mathbb{R}$ with $c < b$, $h : [c, b] \to \mathbb{R}$ is a real-valued function, $c$ is the unique root of $h$ in $[c, b]$. Also assume that $h''(x), h'(x)$ exist for each $x \in (c, b)$, $h(x)h''(x) \geq 0$ for each $x \in (c, b)$, $h(x)h'(x) > 0$ for each $x \in (c, b)$, $h'(x) \neq 0$ for each $x \in (c, b)$, $h'(c+) \neq 0$ and $h'(b-) \neq 0$. For each $x_0 \in [c, b]$ define:

$$x_{n+1} = x_n - \frac{h(x_n)}{h'(x_n)} \text{ for all } n \geq 0.$$  \hspace{1cm} (11)

Then, $\{x_n\}$ converges to $c$ as $n \to \infty$.

Proof For each $x \in [c, b]$, define $g(x) = x - \frac{2h(x)}{h'(x)}$. By our assumptions $h(x) < x$ for each $x \in (c, b]$ and

$$g'(x) = -1 + 2\frac{h''(x)h(x)}{(h'(x))^2} \geq -1 \text{ for each } x \in (c, b).$$  \hspace{1cm} (12)

We have $\frac{g(x_0) + x_n}{2} = x_n - \frac{h(x_n)}{h'(x_n)} = x_{n+1}$. Now, $g$ satisfies all conditions of Lemma 1.4, so $\{x_n\}$ converges to $c$ as $n \to \infty$ where $c$ is the fixed point of $h$. We have $c = c - \frac{h(c)}{h'(c+)}$ which follows that $h(c) = 0$. \hfill \Box

Conclusion

In this paper, we introduced a new method for finding the fixed points of Lipschitz mappings. Using this method, we extended Krasnoselskii’s fixed point theorem to non-self mappings. It is worth mentioning that generalizing a result to non-self mapping is more useful in practice and can be applied to more functions. We provided a new simple proof of Hillam’s result. Our results are valuable for two reasons. First, using them, we can obtain an algorithm to estimate the fixed point or real root of a Lipschitz map. On the other hand,
using this method, it is possible to give new proofs of Krasnoselski’s result for self or non-self maps on $\mathbb{R}^n$ and to present new fixed point results. We also investigated the convergence of the Newton-Raphson method and presented the global convergence condition for this method. This global convergence condition is not a new result, but we have obtained it more easily. Moreover, we can apply our method to more iterative sequences and provide convergence conditions for these iterations.
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