ON SEIDEL REPRESENTATION IN QUANTUM K-THEORY OF GRASSMANNIANS
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Abstract. We provide a direct proof of Seidel representation in the quantum $K$-theory $QK(Gr(k,n))$ by studying projected Gromov-Witten varieties concretely. As applications, we give an alternative proof of the $K$-theoretic quantum Pieri rule by Buch and Mihalcea, reduce certain quantum Schubert structure constants of higher degree to classical Littlewood-Richardson coefficients for $K(Gr(k,n))$, and provide a quantum Littlewood-Richardson rule for $QK(Gr(3,n))$.
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1. Introduction

Let $\text{Ham}(M,\omega)$ denote the group of Hamiltonian symplectomorphisms on a symplectic manifold $(M,\omega)$. Seidel representation is an action of the fundamental group $\pi_1(\text{Ham}(M,\omega))$ on the invertible quantum cohomology $QH^*(M)\times$. It was first constructed by Seidel for monotone symplectic manifolds [34], and was later extended to all symplectic manifolds [30, 31]. While Seidel representation has very nice applications for toric manifolds (see [24, 17] and references therein), one of its first two applications was for complex Grassmannians $X = Gr(k,n)$ [54]. In this case, the $U(n)$-action on $\mathbb{C}^n$ induces a Hamiltonian action of projective unitary group $PU(n)$ on $X$. In return, Seidel constructed an action of the cyclic group $\pi_1(\text{PU}(n)) = \mathbb{Z}/n\mathbb{Z}$ on the quantum cohomology $QH^*(X)$ (with specialization at $q = 1$). There was an explanation of this cyclic symmetry from the viewpoint of Verlinde algebra by Agnihotri and Woodward [11 Proposition 7.2]. The Grassmannian $X$ is a special case of a flag variety $G/P$, where $G$ is a simple simply connected complex Lie group and $P$ is a parabolic subgroup of $G$. In [3], Belkale constructed an injective group homomorphism from the center of $G$ to the Weyl group of $G$, and
obtained a transformation formula for genus zero, three-pointed Gromov-Witten invariants for \( G/P \) in a geometric way. This recovers the \((\mathbb{Z}/n\mathbb{Z})\)-symmetry for \( QH^*(X) \) again. There was also a combinatorial aspect of this cyclic symmetry by Postnikov in Proposition 6.1. The Seidel representation in the quantum cohomology of complete flag manifolds in Lie type \( A \) was constructed by Postnikov in and for cominuscule Grassmannians by Chaput, Manivel and Perrin in.

The small quantum cohomology \( QH^*(X) = (H^*(X, \mathbb{Z}) \otimes \mathbb{Z}[q], *) \) is a deformation of the classical cohomology \( H^*(X, \mathbb{Z}) \), and has a \( \mathbb{Z}[q] \)-additive basis of Schubert classes \( [X^\lambda] \) indexed by partitions \( \lambda \in k \times (n-k) \) rectangle. Here \( X^\lambda \) denotes a Schubert variety of codimension \( |\lambda| \). The aforementioned cyclic symmetry is actually realized by an operator \( T = [X^{(1,\cdots,1)}]_* \) on \( QH^*(X) \), where \( X^{(1,\cdots,1)} \) is a smooth Schubert variety isomorphic to \( Gr(k, n-1) \). The fact \( T^n = q^k \text{Id} \), together with the fact that \( T^j \) is not a scalar map for \( 1 \leq j < n \), shows that \( T|_{q=1} \) generates a \((\mathbb{Z}/n\mathbb{Z})\)-action on \( QH^*(X)|_{q=1} \).

Compared with the extensive studies of \( QH^*(X) \), much less is known about the quantum \( K \)-theory \( QK(X) = (K(X) \otimes \mathbb{Z}[q], *) \). The classes \( \mathcal{O}^\lambda = [O_{X^\lambda}] \) of the structure sheaves over Schubert varieties \( X^\lambda \) form an additive basis of \( QK(X) \). The quantum \( K \)-product

\[
\mathcal{O}^\lambda \ast \mathcal{O}^\mu = \sum_{d \in \mathbb{Z} \geq 0} \sum_{\nu} N^{\nu, d}_{\lambda, \mu} \mathcal{O}^\nu q^d
\]

is a priori a formal power series in \( q \) by definition, and turns out to be a polynomial in \( q \) \cite{BuchMihalcea}. The first detailed study of \( QK(X) \) was due to Buch and Mihalcea in \cite{BuchMihalcea}, including a Pieri rule calculating quantum \( K \) products of the form \( \mathcal{O}^\lambda \ast \mathcal{O}^{(r,0,\cdots,0)} \). The operator \( T = \mathcal{O}^{(1,\cdots,1)}_* : QK(X) \to QK(X) \) could be viewed as a special case of their Pieri rule, thanks to the isomorphism between \( X \) and its dual Grassmannian \( Gr(n-k, n) \). As one main result, we show the behavior of \( T \) directly, by studying relevant projected Gromov-Witten varieties carefully. It is a highlight of our alternative proof that we provide very concrete descriptions of the relevant curve neighborhoods in section 4.2 (especially Proposition 4.5). This inspired a recent work \cite{Tari} of Tarigradshi, which gives a proof of the conjecture on curve neighborhoods of Seidel products proposed in \cite{Tari}.

**Theorem 1.1.** Let \( \lambda \in \mathcal{P}_{k,n} = \{(\lambda_1, \cdots, \lambda_k) \in \mathbb{Z}^k \mid n-k \geq \lambda_1 \geq \cdots \geq \lambda_k \geq 0\} \). In \( QK(X) \), we have

\[
T(\mathcal{O}^\lambda) = \mathcal{O}^{(1,\cdots,1)} \ast \mathcal{O}^\lambda = \begin{cases} q\mathcal{O}^{(\lambda_2,\cdots,\lambda_k,0)}, & \text{if } \lambda_1 = n-k, \\ \mathcal{O}^{(\lambda_1+1,\cdots,\lambda_k+1)}, & \text{if } \lambda_1 < n-k. \end{cases}
\]

It follows that \( T^n = q^k \text{Id} \), and \( T|_{q=1} \) generates a \((\mathbb{Z}/n\mathbb{Z})\)-action on \( QK(X)|_{q=1} \), which we called Seidel representation. As the first application, we use Seidel representation to reprove Buch and Mihalcea’s quantum Pieri rule in Proposition 5.7. We remark that intersections of two Schubert varieties of \( X \) associated to non-transverse complete flags arise in our alternative proof. To obtain the rational connectedness of such intersections, we make use of the refined double decomposition of intersections of Schubert cells of the complete flag variety by B. Shapiro, M. Shapiro and Vainshtein \cite{Shapiro} (see also \cite{Mihalcea}).

**Remark 1.2.** It is worth to understand the quantum Pieri rule from the viewpoint of Seidel representation, which roughly tells us that

quantum Pieri rule = classical Pieri rule + Seidel action.
For quantum cohomology of Gr(k, n), this was shown by Belkale [3]. Along this line, the first and third named authors [29] studied the quantum Pieri rule in the quantum cohomology of complete flag variety \( F_\ell \), where the special Schubert classes are those pullback from Gr(1, n). In [13], Buch, Chaput and Perrin studied quantum Pieri rule for quantum K-theory of cominuscule Grassmannians along this line as well.

Let \( \lambda \uparrow i \) be the unique partition satisfying \( T^i(\mathcal{O}_\lambda)|_{q=1} = \mathcal{O}_\Lambda^{\lambda \uparrow i} \), called the \( i \)-th Seidel shift of \( \lambda \) [16, Definition 15] (see Definition 2.1 for precise descriptions). As the second application of Seidel representation, we obtain the following.

**Theorem 1.3.** Let \( \lambda, \mu \in \mathcal{P}_{k,n} \). The smallest power \( d_{\min} \) of \( q \) appearing in \( \mathcal{O}_\lambda \star \mathcal{O}_\mu \) in \( QK(X) \) equals that appearing in \( [X^\lambda] \star [X^\mu] \) in \( QH^*(X) \), and is given by

\[
d_{\min} = \max \{ \frac{1}{n} (|\lambda| - |\lambda \uparrow i| + |\mu| - |\mu \uparrow (n-i)|) | 0 \leq i \leq n \}.
\]

Moreover, if the max is achieved for \( r \), then

\[
\mathcal{O}_\lambda \star \mathcal{O}_\mu = q^{d_{\min}} \mathcal{O}_\Lambda^{\lambda \uparrow r} \star \mathcal{O}_\mu^{\mu \uparrow (n-r)}.
\]

In particular, the structure constants \( N_{\lambda,\mu}^{\nu,d_{\min}} \) are all Littlewood-Richardson coefficients in \( \mathcal{O}^{\lambda \uparrow r} \cdot \mathcal{O}^{\mu \uparrow (n-r)} \) in \( K(X) \).

**Remark 1.4.** Belkale obtained the same formula as (1.2) in Theorem 10 of [3] for the quantum cohomology \( QH^*(\text{Gr}(k,n)) \). Postnikov also obtained an equivalent formula by combining Corollary 6.2 and the \( d_{\min} \)-part of Theorem 7.1 in [33]. The above theorem generalizes their results to the quantum K-theory \( QK(\text{Gr}(k,n)) \).

The first part on \( d_{\min} \) has also been proved independently in [12]. Therein Buch, Chaput, Mihalcea and Perrin showed that the powers \( q^d \) that occur in \( \mathcal{O}_\lambda \star \mathcal{O}_\mu \) form an interval which is the same as that for the quantum product \( [X^\lambda] \star [X^\mu] \) in the quantum cohomology of a (minuscule) Grassmannian. A formula for \( d_{\min} \) in the quantum cohomology of a homogeneous variety \( G/P \) was proved in [21].

Our theorem has a different emphasis in relating two quantum products, so that the coefficient of the smallest power \( q^{d_{\min}} \) in a quantum product coincides with a precisely described Littlewood-Richardson coefficient of another product in the K-theory of \( Gr(k,n) \).

Using the operators \( \mathcal{T}, \mathcal{O}^{(n-k,0,\ldots,0)} \) and the duality in [15, Theorem 5.13], we also show that certain structure constants \( N_{\lambda,\mu}^{\nu,d} \) with \( d \geq 1 \) are equal to classical Littlewood-Richardson coefficients \( N_{\lambda,\mu}^{\nu,0} \). For instance, we provide an accessible sufficient condition for reduction for structure constants of degree one as follows.

**Theorem 1.5.** Let \( \lambda, \mu, \nu \in \mathcal{P}_{k,n} \) and \( d \geq 1 \). If \( \nu_i < \max \{ \lambda_i, \mu_i \} \) for some \( i \), then there exist \( \tilde{\lambda}, \tilde{\mu}, \tilde{\nu} \in \mathcal{P}_{k,n} \) with explicit descriptions, such that \( N_{\lambda,\mu}^{\nu,d} = N_{\tilde{\lambda},\tilde{\mu}}^{\tilde{\nu},d-1} \).

More precise statement of the above theorem will be provided in Theorem 6.5. We remark that many reductions of quantum-to-classical type have been given by Postnikov [33] for quantum cohomology \( QH^*(X) \), while the reduction for the largest power in the quantum product of two Schubert classes cannot be generalized to quantum K-theory due to the lack of strange duality. The structure constants \( N_{\lambda,\mu}^{\nu,d} \) are not single but combinations of K-theoretic Gromov-Witten invariants. This is completely different from that for \( QH^*(X) \), making the study of \( N_{\lambda,\mu}^{\nu,d} \) much more
complicated. The quantum-to-classical principle derived in [15] can only reduce $K$-theoretic Gromov-Witten invariants of $X$ to classical $K$-intersection numbers of two-step flag varieties, which leads to complicated combinatorics for calculating general structure constants. There is an expression of the structure constants of degree one in terms of combination of structure constants of degree zero for most of flag varieties of general Lie type in [28, Theorem 6.8], which unfortunately involves sign cancelations. As from the computational examples, it seems that the sufficient condition we provided covers most of the non-vanishing terms $N_{\lambda^\prime,1}^{\mu,1}$ already.

By more careful but a bit tedious analysis for $Gr(3,n)$, we obtain a further application as follows, and refer to Theorem 7.3 for detailed descriptions.

**Theorem 1.6.** In $QK(Gr(3,n))$, for any partitions $\lambda, \mu, \nu$ and degree $d$, we have

$$N_{\lambda,\mu}^{\nu,d} = N_{\lambda^\prime,\mu^\prime}^{\nu,0}$$

with precise descriptions of partitions $\lambda^\prime, \mu^\prime, \nu^\prime$, except for a few cases for which a formula of $N_{\lambda,\mu}^{\nu,d}$ with manifestly alternating positivity can be provided directly.

We therefore obtain a quantum Littlewood-Richardson rule for $QK(Gr(3,n))$, thanks to Buch’s classical Littlewood-Richardson rule for $K(Gr(k,n))$ [7]. As a direct consequence of our reduction and the well-known alternating positivity [7, 6] for the Littlewood-Richardson coefficients for $K(Gr(k,n))$, we obtain the following.

**Corollary 1.7.** In $QK(Gr(3,n))$, for any partitions $\lambda, \mu, \nu$ and degree $d$, we have

$$(-1)^{|\lambda|+|\mu|+|\nu|+nd} N_{\lambda,\mu}^{\nu,d} \geq 0.$$
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2. Seidel action on $QH^*(Gr(k,n))$

In this section, we review Seidel representation on the quantum cohomology $QH^*(X)$ of Grassmannians $X = Gr(k,n)$, mainly following [3]. We refer to [8, 21] for the well-known facts for $QH^*(X)$.

**Quantum cohomology.** Let $k,n$ be integers with $1 \leq k < n$. The complex Grassmannian $X = \{V \subseteq \mathbb{C}^n \mid \dim V = k\}$ is a smooth projective variety. Let $P_{k,n} = \{\lambda = (\lambda_1, \ldots, \lambda_k) \in \mathbb{Z}^k \mid n - k \geq \lambda_1 \geq \cdots \geq \lambda_k \geq 0\}$. Fix an arbitrary complete flag $F_* = (F_1 \subseteq F_2 \subseteq \cdots \subseteq F_{n-1} \subseteq F_n = \mathbb{C}^n)$. For each partition $\lambda \in P_{k,n}$, the Schubert subvariety (associated to the complete flag $F_*$)

$$X^\lambda = X^\lambda(F_*) := \{V \in X \mid \dim V \cap F_{n-k+i-\lambda_i} \geq i, 1 \leq i \leq k\}.$$ is of codimension $|\lambda| = \sum_{i=1}^k \lambda_i$. In particular, $X^{(1,\ldots,1)}$ is smooth, isomorphic to $Gr(k,n-1)$, and $X^{(n-k,0,\ldots,0)}$ is also smooth, isomorphic to $Gr(k-1,n-1)$. By abuse of notation, we denote both the homology class of $X^\lambda$ and its Poincaré dual cohomology class as $[X^\lambda]$. The Schubert (cohomology) classes $[X^\lambda]$ are independent of choices of $F_*$, and form a basis of the cohomology of $X$: $H^*(X,\mathbb{Z}) = \bigoplus_{\lambda \in P_{k,n}} \mathbb{Z}[X^\lambda]$. The special Schubert classes $[X^j] := [X^{(j,0,\ldots,0)}]$ (resp. $[X^1] := [X^{(1,\ldots,1,0,\ldots,0)}]$) generate the cohomology ring $(H^*(X,\mathbb{Z}), \cup)$. Moreover, $[X^j] = c_j(Q)$ and $[X^1] = (-1)^j c_j(S)$ are the Chern classes of tautological vector bundles. Here $0 \to S \to \mathbb{C}^n \to Q \to 0$ is an exact sequence of vector bundles over $X$, in which the fiber $S|_{V \in \mathcal{X}}$ is the vector space $V$. We notice that $\int_X [X^\lambda] \cup [X^\mu] = \delta_{\lambda,\mu}$ for any $\lambda, \mu \in P_{k,n}$; here $\mu^\vee$ is the dual partition of $\mu = (\mu_1, \ldots, \mu_k)$, defined by $\mu^\vee := (n-k-\mu_k, \ldots, n-k-\mu_1)$.

Denoting by $\square$ the (unique) homology class of Schubert variety of complex dimension one, we have $H_2(X,\mathbb{Z}) = \mathbb{Z}\square$. Let $\overline{M}_{0,3}(X,d)$ be the moduli space of three-pointed stable maps to $X$ of genus zero and degree $d\square$, which is of dimension $(\dim X + nd)$. Let $ev_i : \overline{M}_{0,3}(X,d) \to X$ denote the $i$-th evaluation map. The (small) quantum cohomology $QH^*(X) = (H^*(X,\mathbb{Z}) \otimes \mathbb{Z}[q], \ast)$ is deformation of $H^*(X,\mathbb{Z})$. The structure constants in the quantum product

$$[X^\lambda] \ast [X^\mu] = \sum_{d \geq 0} \sum_{\nu \in P_{k,n}} c_{\lambda,\mu}^{\nu,d} [X^\nu] q^d$$

are given by genus zero, three-pointed Gromov-Witten invariants:

$$c_{\lambda,\mu}^{\nu,d} = \langle [X^\lambda], [X^\mu], [X^\nu] \rangle_d = \int_{\overline{M}_{0,3}(X,d)} ev_1^*[X^\lambda] \cup ev_2^*[X^\mu] \cup ev_3^*[X^\nu].$$

In particular, the above sum is finite, since

$$c_{\lambda,\mu}^{\nu,d} \neq 0 \quad \text{only if } |\lambda| + |\mu| = |\nu| + nd.$$
Moreover, $c_{\lambda,\mu}^{d,\rho} \in \mathbb{Z}_{\geq 0}$, since geometrically it counts the number of morphisms $f : P^1 \to X$ of degree $f_*([P^1]) = d\boxtimes$ with the properties $f(0) \in g_1X^\lambda, f(1) \in g_2X^\mu$ and $f(\infty) \in X^{\mu \cap \lambda}$ for fixed generic $g_1, g_2 \in GL(n, \mathbb{C})$.

**Seidel representation on $QH^*(X)$**. In addition to the set of partitions, Schubert classes in $H^*(X, \mathbb{Z})$ can be indexed by other combinatorial sets, for instance by the set $\binom{[n]}{k}$ of jump sequences $1 \leq a_1 < a_2 < \cdots < a_k \leq n$. There is a bijection $\varphi : \mathcal{P}_{k,n} \to \binom{[n]}{k}$ of sets, given by $\lambda \mapsto I_\lambda = \{n - k + j - \lambda_j | 1 \leq j \leq k\}$.

For $I = \{a_j\}_{j \in \{\binom{n}{k}\}}$ and $p \in \mathbb{Z}$, by $I + p$ we mean the unique element $\{b_j\}$ in $\binom{[n]}{k}$ such that for some permutation $\phi \in S_k$, $b_{\phi(j)} \equiv a_j + p \mod n$ for all $1 \leq j \leq k$; for $0 \leq i \leq n$, we denote by $d_i(I)$ the cardinality of the set $\{j | a_j \leq i, 1 \leq j \leq k\}$. Following [16 section 3.5], we define the notion of **Seidel shift** as below.

**Definition 2.1.** We define the first Seidel shift of a partition $\lambda \in \mathcal{P}_{k,n}$ by

$$\lambda \uparrow 1 = \begin{cases} \left(\lambda_1 + 1, \lambda_2 + 1, \cdots, \lambda_k + 1\right), & \text{if } \lambda_1 < n - k, \\ \left(\lambda_2, \lambda_3, \cdots, \lambda_m, 0\right), & \text{if } \lambda_1 = n - k. \end{cases}$$

The $p$-th Seidel shift $\lambda \uparrow p$ is defined inductively by $\lambda \uparrow 0 = \lambda$ and $\lambda \uparrow (p + 1) = (\lambda \uparrow p) \uparrow 1$ for $p \geq 0$. For $0 \leq p \leq n$, we write $\lambda \downarrow p := \lambda \uparrow (n - p)$, and notice

$$ (\lambda \uparrow p)^\downarrow = \lambda \downarrow (n - p). $$

We notice $I_\lambda - 1 = I_{\lambda \downarrow 1}$ and $d_1(I_\lambda) = \frac{k + |\lambda| - |\lambda \downarrow 1|}{n}$, following immediately from $\varphi$.

Seidel representation on $QH^*(X)$ is generated by the operator $T = [X^{\lambda}]$ on $QH^*(X)$ in [4], which maps a Schubert class $[X^\lambda] = [X^{I_\lambda}]$ to

$$(2.2) \quad T([X^{I_\lambda}]) = q^{d_1(I_\lambda)}[X^{I_\lambda - 1}] = q^{\frac{k + |\lambda| - |\lambda \downarrow 1|}{n}}[X^{\lambda \downarrow 1}].$$

Together with the fact $T^r([X^{I_\lambda}]) = q^{d_r(I_\lambda)}[X^{I_\lambda - r}]$, it follows that

$$(2.3) \quad T^r([X^\lambda]) = q^{d_r(I_\lambda)}[X^{\lambda \downarrow r}] \quad \text{with} \quad d_r(I_\lambda) = \frac{1}{n}(rk + |\lambda| - |\lambda \uparrow r|).$$

As an application of the Seidel representation, Belkale obtained the following in the proof of [3 Theorem 10], which is stronger than the statement of his theorem.

**Proposition 2.2.** Let $\lambda, \mu \in \mathcal{P}_{k,n}$. The smallest power $d_{\min}$ of $q$ appearing in $[X^\lambda] \ast [X^\mu]$ in $QH^*(X)$ is the number

$$d_{\min} = \max \{\frac{1}{n}(|\lambda| - |\lambda \uparrow i| + |\mu| - |\mu \uparrow (n - i)|) | 0 \leq i \leq n\}.$$ 

Moreover, if the max is achieved for $r$, then

$$[X^\lambda] \ast [X^\mu] = q^{d_{\min}}[X^{\lambda \downarrow r}] \ast [X^{\mu \uparrow (n - r)}].$$

**Remark 2.3.** The above proposition was originally given in terms of jump sequences, and is equivalent to [33 Corollary 6.2 and the $D_{\min}$-part of Theorem 7.1].

**Remark 2.4.** The formula $T([X^\lambda])$ is a special case of Bertram’s quantum Pieri rule [4], but does not rely on it. The quantum Pieri rule was reproved by using Seidel representation and the dimension constraint for $c_{\lambda,\mu}^{d,\rho}$ [4].
3. Quantum $K$-theory of $Gr(k,n)$

$K$-theory. The $K$-theory $K(X) = K^0(X)$, as a free abelian group, is the Grothendieck group of isomorphism classes $[E]$ of algebraic vector bundles over $X$ of finite rank, subject to the relations $[E] + [F] = [H]$ whenever there is a short exact sequence of algebraic vector bundles $0 \to E \to H \to F \to 0$. The two ring operations on $K(X)$ are defined by $[E] + [F] := [E \oplus F]$ and $[E] \cdot [F] := [E \otimes F]$. Each structure sheaf $O_{X,\lambda}$ has a resolution $0 \to E_N \to E_{N-1} \to \cdots \to E_0 \to O_{X,\lambda} \to 0$ by locally free sheaves, making it meaningful to define the class $O^{\lambda} = [O_{X,\lambda}] := \sum_{j=0}^{N} (-1)^j [E_j] \in K(X)$. Moreover, we have $K(X) = \bigoplus_{\lambda \in \mathcal{P}_{k,n}} \mathbb{Z} O^{\lambda}$. The Euler characteristic of $[E] \in K(X)$ is given by $\chi_X([E]) := \sum_{j=0}^{\dim X} (-1)^j \dim H^j(X,E)$. $K(X)$ has another basis of ideal sheaves $\xi_\lambda$, satisfying $\chi_X(O^{\lambda} \cdot \xi_\mu) = \delta_{\lambda,\mu}$ for all $\lambda, \mu \in \mathcal{P}_{k,n}$. Precisely, $\xi_\mu = [O_{X,\mu} \otimes (-\partial X^{r'})] = \sum_{\eta \supset \mu} O^{\eta}$ is a rook strip $(-1)^{|\eta|/r'} O^{\eta}$. The structure constants $N_{\lambda,\mu}^{\nu}$ in the product satisfy the alternating property \[ N_{\lambda,\mu}^{\nu} = \sum_{\nu \in \mathcal{P}_{k,n}} N_{\lambda,\mu}^{\nu} O^{\nu} \text{ with } (-1)^{|\lambda|+|\mu|+|\nu|} N_{\lambda,\mu}^{\nu} \in \mathbb{Z}_{\geq 0}. \]

A Littlewood-Richardson rule for them was first given by Buch \cite{Buch}. Quantum $K$-theory. Similar to the cohomological Gromov-Witten invariants, the genus zero $K$-theoretic Gromov-Witten invariants of degree $d \square$ for $\gamma_1, \cdots, \gamma_m \in K(X)$ are defined by $I_d(\gamma_1, \cdots, \gamma_m) := \chi_{\overline{M}_{0,m}(X,d)}(\text{ev}_1^*(\gamma_1) \cdots \text{ev}_m^*(\gamma_m)) \in \mathbb{Z}$. The (small) quantum $K$-theory $QK(X) = (K(X) \otimes \mathbb{Z}[[q]], *)$ is a deformation of the classical $K$-theory $K(X)$. The structure constants in the quantum $K$-product, $O^{\lambda} \ast O^{\mu} = \sum_{d \in \mathbb{Z}_{\geq 0}} \sum_{\nu \in \mathcal{P}_{k,n}} N_{\lambda,\mu}^{\nu,d} O^{\nu} q^d$, are defined by combination of $K$-theoretic Gromov-Witten invariants, or equivalently defined recursively by structure constants of smaller degree as follows \cite{Givental1, Givental2}.

\begin{align}
N_{\lambda,\mu}^{\nu,d} &= \sum_{r \in \mathbb{Z}_{\geq 0}} \sum_{(d_0, \cdots, d_r) \in \mathbb{Z}_{\geq 0}^r} \sum_{\kappa_1, \cdots, \kappa_r \in \mathcal{P}_{k,n}} (-1)^r I_{d_0}(O^{\lambda}, O^{\mu}, \xi_\kappa_1) \prod_{i=1}^{r} I_{d_i}(O^{\kappa_i}, \xi_\kappa_{i+1}) \\
N_{\lambda,\mu}^{\kappa,d} &= I_d(O^{\lambda}, O^{\mu}, \xi_\nu) \ast \sum_{\kappa \in \mathcal{P}_{k,n} \ k_0 \leq d} N_{\lambda,\mu}^{\kappa,\nu} I_{\kappa, \xi_\nu}.
\end{align}

The sum in (3.1) is over all $(d_0, \cdots, d_r) \in \mathbb{Z}_{\geq 0}^r \times \mathbb{Z}_{\geq 0}$ with $d = \sum_{i=0}^{r} d_i$, and we set $\kappa_{r+1} = \nu$. In contrast to the cohomological invariants, the $K$-theoretic Gromov-Witten invariants could be nonzero even for large $d$. Nevertheless, the structure constants $N_{\lambda,\mu}^{\nu,d}$ do vanish whenever $d$ is large enough \cite{Givental1, Givental2}. Moreover, $N_{\lambda,\mu}^{\nu,0} = N_{\lambda,\mu}^{\nu,1}$, namely $O^{\lambda} \ast O^{\mu} |_{q=0} = O^{\lambda} \cdot O^{\mu} \in K(X)$.

4. Seidel action on $QK(Gr(k,n))$

In this section, we provide a direct proof of Seidel representation on $QK(X)$, by describing projected Gromov-Witten varieties precisely.

---

\footnote{For Grassmannian $X$, the moduli space $\overline{M}_{0,m}(X,d)$ of stable maps is an orbifold, so that the issue of virtual structure sheaf will not be involved.}
4.1. Projected Gromov-Witten varieties. Recall $X^\lambda = X^\lambda(F_*)$ is of codimension $|\lambda|$. There are also Schubert varieties $X_\lambda$ of dimension $|\lambda|$, opposite to $X^\lambda$. Precisely, we consider the complete flag $F_0^{\text{opp}} := C_{w_0}F_*$, where $C_{w_0}$ denotes the permutation matrix associated to the longest permutation $w_0 \in S_n$. That is, $F_i^{\text{opp}}$ is spanned by $\{ e_{n}, e_{n-1}, \cdots, e_{n-i+1} \}$ for all $i$. Then $X_\lambda := C_{w_0} \cdot X^{\lambda \gamma}$ is given by

$$X_\lambda = X_\lambda(F_0^{\text{opp}}) := \{ \lambda \in X \mid \dim \Lambda \cap F^{\text{opp}}_{i+\lambda_k+1} \geq i, 1 \leq i \leq k \} = C_{w_0} \cdot X^{\lambda \gamma}.$$  

Recall that $ev_i : \overline{M}_{0,3}(X,d) \to X$ is the $i$-th evaluation map.

**Definition 4.1.** Let $Y, Z \subset X$ be closed subvarieties. The Gromov-Witten variety of $Y$ and $Z$ of degree $d$ is defined by $M_d(Y,Z) := \text{ev}_1^{-1}(Y) \cap \text{ev}_2^{-1}(Z) \subset \overline{M}_{0,3}(X,d)$. The image $\Gamma_d(Y,Z) := ev_3(M_d(Y,Z))$ is called a projected Gromov-Witten variety.

Let $F_{\ell_{n_1},\cdots,n_r:n} := \{ V_{n_1} \leq V_{n_2} \leq \cdots \leq V_{n_r} \leq \mathbb{C}^n \mid \dim V_{n_i} = n_i, 1 \leq i \leq r \}$. For $1 \leq d < \min\{k+1,n-k\}$, we consider the natural projections $\pi_G, \pi_F, pr_1$ and $pr_2$ among flag varieties in the following commutative diagram.

\[
\begin{array}{ccc}
F_{\ell_{k-d,k+d:n}} & \xrightarrow{\pi_F} & F_{\ell_{k,k+d:n}} \\
\downarrow{\pi_G} & & \downarrow{pr_1} \\
X & = & Gr(k,n)
\end{array}
\]

Geometrically, $\Gamma_d(Y,Z)$ consists of points $p$ in $X$ such that there exists a rational curve $C_d$ of degree $d$ in $X$ that passes $p$, $Y$ and $Z$. For $d = 1$, the composition $\pi_G \circ \pi_F^{-1}$ gives an isomorphism between $F_{\ell_{k-1,k+1:n}}$ and the space of lines in $Gr(k,n)$ [37]. For general $d$, the kernel $V_{k-d}$ and span $V_{k+d}$ [2] of a general rational curve $C_d \subset X$ form a point $V_{k-d} \subseteq V_{k+d}$ in $F_{\ell_{k-d,k+d:n}}$. By chasing the commutative diagram (8) in [13] (see for instance [11, formula (4)] for the special case $\Gamma_d(X^\lambda, X \eta)$), for any subvarieties $Y_1, Y_2$ of $X$, we have the following formula

\[
\Gamma_d(Y_1, Y_2) = \pi_G(Z_d(Y_1, Y_2)),
\]

\[
\text{where} \quad Z_d(Y_1, Y_2) = \pi^{-1}_F(\pi^{-1}_F(\pi^{-1}_G(Y_1)) \cap \pi^{-1}_G(Y_2)).
\]

In particular when $Y_2 = X$, we simply denote

\[
\Gamma_d(Y_1) := \Gamma_d(Y_1, X) \quad \text{and} \quad Z_d(Y_1) := Z_d(Y_1, X).
\]

The restriction $ev_3 : M_d(X^\lambda, X \eta) \to \Gamma_d(X^\lambda, X \eta)$ is cohomological trivial by [11, Theorem 4.1 (b)]. The following is a direct consequence, where $O_\eta := [O_{X \eta}].$

**Proposition 4.2** (Corollary 4.2 of [11]). For any $\lambda, \eta \in \mathcal{P}_{k,n}$, $\gamma \in K(X)$ and $d \geq 1$,

\[
I_d(O^\lambda, O^\eta, \gamma) = \chi_X([O_{\Gamma_d(X^\lambda, X \eta)}] \cdot \gamma).
\]

4.2. Main propositions. In this subsection, we provide concrete descriptions of relevant projected Gromov-Witten varieties, which play key roles in our direct proof of Seidel representation as well as in the alternative proof of quantum Pieri rule.

**Lemma 4.3.** Let $\eta \in \mathcal{P}_{k,n}$, $1 \leq i \leq n-k$ and $1 \leq d < n-k$. Let $V_k \subset Gr(k,n)$ satisfy $\dim V_k \cap (F^{\text{opp}}_{d+n-k-d+1} + F_{n-k-i+1}) \geq 1$ and for all $a < j \leq k$,

\[
\dim V_k \cap F^{\text{opp}}_{a+n-k-j+1} \geq j-d, \quad \dim V_k \cap (F^{\text{opp}}_{j+n-k-j+1} + F_{n-k-i+1}) \geq j-d+1.
\]

Then there exists $V_{k+d} \subset Gr(k+d,n)$ with $V_k \leq V_{k+d}$ that satisfies

\[
\dim V_{k+d} \cap F_{n-k-i+1} \geq 1, \quad \dim V_{k+d} \cap F_{s+n-k-s+i+1} \geq s, \quad \forall 1 \leq s \leq k.
\]
Proof. We consider the set $R := \bigcup_{d \leq s \leq k} S_j$ with each $S_j$ being defined by $S_j := \{v \mid v = w + v_0 \text{ for some } w \in F_{s+j_{k-j-1}}^{\text{opp}} \text{ and } v_0 \in F_{n-k-i+1} \setminus \{0\}; v \in V_k \setminus \{0\}\}$.

Assume $R = \emptyset$ first. Let $\{v_1, \ldots, v_s\}$ be a set of linearly independent vectors satisfying $v_s \in F_{s+j_{k-j-1}}^{\text{opp}}$ for all $1 \leq s \leq k$. Take $v_0 \in F_{n-k-i+1} \setminus \{0\}$. Clearly, there is $d-1 \leq r \leq k$ such that $V_{k+d} := V_k + H_r$ is of dimension $k + d$, where $H_r := \mathbb{C}v_0 + \mathbb{C}v_1 + \cdots + \mathbb{C}v_r$. By definition, we have $v_0 \in V_{k+d} \cap F_{n-k-i+1} \setminus \{0\}$ and $\dim V_{k+d} \cap F_{s+j_{k-j-1}}^{\text{opp}} \geq \dim H_r \cap F_{s+j_{k-j-1}}^{\text{opp}} \geq s$ for $1 \leq s \leq r$. Note $V_{k+d} = V_k + H_d$ for some $H_d \subset H_r$ with $V_k \cap H_d = \emptyset$. For $k \geq s > r \geq d - 1$, it follows from $S_s = \emptyset$ that $\dim V_k \cap F_{s+j_{k-j-1}}^{\text{opp}} = \dim V_k \cap (F_{s+j_{k-j-1}}^{\text{opp}} + F_{n-k-i+1}) \geq s - d + 1$; hence $\dim V_{k+d} \cap F_{s+j_{k-j-1}}^{\text{opp}} \geq \dim V_k \cap F_{s+j_{k-j-1}}^{\text{opp}} + \dim H_d \cap F_{s+j_{k-j-1}}^{\text{opp}} \geq s - d + 1 + (d - 1) = s$.

Now we assume $R \neq \emptyset$, and set $m := \min \{j \mid S_j \neq \emptyset; 0 \leq j \leq k\}$. Then there exists $v = w + v_0$ with $w \in F_{s+j_{k-j-1}}^{\text{opp}}$, $v_0 \in F_{n-k-1} \setminus \{0\}$ and $v \in V_k \setminus \{0\}$. Let $\{v_1, \ldots, v_s\}$ be a set of linearly independent vectors satisfying $v_s \in F_{s+j_{k-j-1}}^{\text{opp}}$ for all $1 \leq s \leq k$ and $w \in Cv_1 + \cdots + Cv_m$. Set $\hat{H}_0 := \mathbb{C}w$ and $\hat{H}_j := \mathbb{C}w + \mathbb{C}v_1 + \cdots + \mathbb{C}v_j$ for $j > 0$. Once again we have $V_{k+d} := V_k + \hat{H}_r \subset Gr(k + d, n)$ for some $d - 1 \leq r \leq k$, and $\dim V_{k+d} \cap F_{s+j_{k-j-1}}^{\text{opp}} \geq \dim \hat{H}_r \cap F_{s+j_{k-j-1}}^{\text{opp}} \geq s$ for $1 \leq s \leq r$. Moreover, $0 \neq v_0 = v - w \in V_k + \hat{H}_r = V_{k+d}$, implying $\dim V_{k+d} \cap F_{n-k-1-i+1} \geq 1$.

It remains to discuss $r < s \leq k$. Let $t := \dim \hat{H}_r$. Clearly, $r \leq t \leq r + 1$. If $m \leq r$, by the same arguments for $R = \emptyset$, we conclude $\dim V_{k+d} \cap F_{s+j_{k-j-1}}^{\text{opp}} \geq s$ for $r < s \leq k$. If $r < m$, then we still have

$$\begin{align*}
\dim V_{k+d} \cap F_{s+j_{k-j-1}}^{\text{opp}} &\geq \dim V_k \cap F_{s+j_{k-j-1}}^{\text{opp}} + \dim \hat{H}_r \cap F_{s+j_{k-j-1}}^{\text{opp}} - \dim V_k \cap \hat{H}_r \\
&\geq \begin{cases} (s - d + 1) + r - (k + t - (k + d)) = s + 1 + r - t \geq s, & \text{for } r < s \leq m, \\
(s - d + 1) + t - (k + t - (k + d)) = s, & \text{for } r < m \leq s \leq k.
\end{cases}
\end{align*}$$

Here $\dim V_k \cap F_{s+j_{k-j-1}}^{\text{opp}} \geq s - d + 1$ follows from $S_s = \emptyset$ for all $r \leq s < m$. \qed

Lemma 4.4. Let $\eta \in \mathcal{P}_{k,n}$ and $1 \leq i \leq n - k$. For $1 \leq d < \min\{k + 1, n - k\}$,

$$Z_d(X^i, X_n) = \{V_{k-d} \leq V_k \leq V_{k+d} \mid \dim V_{k+d} \cap F_{s+j_{k-j-1}}^{\text{opp}} \geq s, \text{ for } 1 \leq s \leq k; \\
\dim V_{k+d} \cap F_{n-k-i+1} \geq 1; \dim V_{k-d} \cap F_{j+j_{k-j-1}} \geq s, \text{ for } d \leq j \leq k\}.$$

Proof. By definition, we have $\pi_{F}^{-1}\pi_{F}^{-1}\pi_{G}^{-1}(X_n) = \text{RHS1}$ with

$$\text{RHS1} := \{V_{k-d} \leq V_k \leq V_{k+d} \mid \exists V_k \text{ such that } V_{k-d} \leq V_k \leq V_{k+d}, \\
\dim V_k \cap F_{s+j_{k-j-1}}^{\text{opp}} \geq s, \text{ for } 1 \leq s \leq k\}.$$

Clearly, we have $\text{RHS1} \subseteq \text{RHS2}$, where

$$\text{RHS2} := \{V_{k-d} \leq V_k \leq V_{k+d} \mid \dim V_{k+d} \cap F_{s+j_{k-j-1}}^{\text{opp}} \geq s, \text{ for } 1 \leq s \leq k, \\
\dim V_{k-d} \cap F_{j+j_{k-j-1}}^{\text{opp}} \geq j - d, \text{ for } d \leq j \leq k\}.$$

To show $\text{RHS1} \supseteq \text{RHS2}$, we denote $G_s := F_{s+j_{k-j-1}}^{\text{opp}}$ for all $1 \leq s \leq k$. Since $\dim V_{k+d} \cap G_s \geq s$ for $1 \leq s \leq d$, we can take a partial flag $W_1 \leq W_2 \leq \cdots \leq W_d$ with $W_s \subset V_{k+d} \cap G_s$ for all $1 \leq s \leq d$. Clearly $\dim W_d \cap V_{k-d} = 0 = d - d$. Let $d \leq r < k$. Assume that we have obtained partial flag $W_d \leq W_{d+1} \leq \cdots \leq W_r$ that satisfies $W_j \subset V_{k+d} \cap G_j$ and $\dim W_j \cap V_{k-d} \geq j - d$ for all $d \leq j \leq r$. Notice $\dim V_{k-d} \cap G_{r+1} \geq r + 1 - d$ and $\dim V_{k+d} \cap G_{r+1} \geq r + 1$. If there exists
\(v \in (V_{k-d} \cap G_{r+1}) \setminus W_r\), then we take \(W_{r+1} = C_v + W_r\); otherwise, we take any \(w \in (V_{k+d} \cap G_{r+1}) \setminus W_r\) and set \(W_{r+1} = C_w + W_r\). In either cases, we have \(W_{r+1} \subset V_{k+d} \cap G_{r+1}\) and \(\dim W_{r+1} \cap V_{k-d} \geq r + 1 - d\). Thus by induction we obtain a partial flag \(W_1 \leq W_2 \leq \cdots \leq W_k\) with the properties \(W_k \subset V_{k+d} \cap G_k \subset V_{k+d}\), \(\dim W_k \cap G_s \geq \dim W_s \cap G_s = \dim W_s = s\) for all \(1 \leq s \leq k\), and \(\dim W_k \cap V_{k-d} \geq k - d\). The last inequality implies \(W_{k-d} \subset W_k\). Therefore, for any element \(V_{k-d} \leq V_k \leq V_{k+d}\) satisfying the constraints in RHS2, we can find \(W_k\) that satisfies the constraint in RHS1. Hence, RHS2 \(\subseteq\) RHS1.

\[
\pi_F^{-1}(\pi_F \pi_G^{-1}(X^i)) = \{V_{k-d} \leq V_k \leq V_{k+d} \mid \exists V_k \text{ such that } V_{k-1} \leq V_k \leq V_{k+1}, V_k \in X^i\}
= \{V_{k-d} \leq V_k \leq V_{k+d} \mid \dim V_{k+d} \cap F_{n-k+1-i} \geq 1\}.
\]

Since \(Z_d(X^i, X_\eta) = \pi_F^{-1}(\pi_F \pi_G^{-1}(X^i)) \cap \pi_F^{-1}(\pi_F \pi_G^{-1}(X_\eta))\), the statement follows. \(\square\)

Set \(\tilde{F}_*: = g \cdot F_{\text{opp}}^*, \) where the permutation matrix \(g\) is defined by
\[
g := \begin{pmatrix}
0 & 1 & 0 & \cdots & \cdots & 0 \\
0 & 0 & 1 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 & \ddots & 0 \\
0 & 0 & \cdots & 0 & 1 & \ddots \\
1 & 0 & \cdots & 0 & 0 & \cdots \\
\end{pmatrix}
\]
\begin{equation}
(4.6)
\end{equation}

Namely \(\tilde{F}_1 = C e_1\), and \(\tilde{F}_j\) is spanned by \(\{e_1, \cdots, e_{n-j+2}\}\) for \(2 \leq j \leq n\).

**Proposition 4.5.** Let \( \eta \in \mathcal{P}_{k,n} \) and \(1 \leq i \leq n - k\). For \(1 \leq d < \min\{k+1, n-k\}\),
\[
\Gamma_d(X^i, X_\eta) := \{V_k \mid \dim V_k \cap F_{j+\eta_{j+1}}^+ \geq j - d, \text{ for } d + 1 \leq j \leq k, \dim V_k \cap (F_{s+\eta_{s+1}}^+ + F_{n-k+1-i}) \geq s - d + 1, \text{ for } d \leq s \leq k\}.
\]

In particular, \(\Gamma_d(X^{n-k}, X_\eta)\) is a Schubert variety given by
\[
\Gamma_d(X^{n-k}, X_\eta) = X_{\tilde{\eta}}(\tilde{F}_*) = g \cdot X_{\tilde{\eta}},
\]
where \(\tilde{\eta}_j = \min\{\eta_{j-d+1} + d, n-k\}\) for \(1 \leq j \leq k\), with \(\eta_i := n\) for \(i \leq 0\).

**Proof.** Denote by RHS the right hand side of the equality in the statement.

Let \(V_k \in \Gamma_d(X^i, X_\eta) = \pi_G(Z_d(X^i, X_\eta))\). Then there exists \(V_{k-d} \leq V_k \leq V_{k+d}\) in \(Z_d(X^i, X_\eta)\). By Lemma 4.3 we have have
\[
\dim V_k \cap F_{j+\eta_{j+1}}^+ \geq \dim V_{k-d} \cap F_{j+\eta_{j+1}}^+ \geq j - d, \quad d + 1 \leq j \leq k
\]
By the definition of \(F_*\) and \(F_{\text{opp}}^*\), either \(F_{j+\eta_{j+1}}^+ \cap F_{n-k-i+1}^+ = 0\) or \(F_{j+\eta_{j+1}}^+ + F_{n-k-i+1}^+ = \mathbb{C}^n\) must hold. For any \(1 \leq s \leq k\), in the former case, we have
\[
\dim V_{k+d} \cap (F_{s+\eta_{s+1}}^+ + F_{n-k-i+1}) \geq V_{k+d} \cap F_{s+\eta_{s+1}}^+ + \dim V_{k+d} \cap F_{n-k-i+1} \geq s + 1;
\]
in the latter case, \(\dim V_{k+d} \cap (F_{s+\eta_{s+1}}^+ + F_{n-k-i+1}) = \dim V_{k+d} \geq s + 1\). Therefore \(\dim V_k \cap (F_{s+\eta_{s+1}}^+ + F_{n-k-i+1}) \geq s + 1 - d\) in either cases. Thus \(\Gamma_d(X^i, X_\eta) \subseteq\) RHS.

Now we take any \(V_k\) in RHS. By Lemma 4.3 there exists \(V_{k+d} \in Gr(k+d, n)\) with \(V_k \leq V_{k+d}\) that satisfies
\[
\dim V_{k+d} \cap F_{n-k-i+1} \geq 1, \quad \dim V_{k+d} \cap F_{s+\eta_{s+1}}^+ \geq s, \quad 1 \leq s \leq k.
\]
Since \( \dim V_k \cap F_{j+\eta_{k-j+1}}^{\text{opp}} \geq j - d \) for \( d < j \leq k \), there exists a partial flag \( V_1 \leq \cdots \leq V_{k-d} \leq V_k \) with \( V_{j-d} \subset V_k \cap F_{j+\eta_{k-j+1}}^{\text{opp}} \) for \( d < j \leq k \). In particular, \( \dim V_{k-d} \cap F_{j+\eta_{k-j+1}}^{\text{opp}} \geq j - d \) for \( d < j \leq k \). Hence, the element \( V_{k-d} \leq V_k \leq V_{k+d} \) is in \( Z_d(X^i, X_{\eta}) \). Thus \( \Gamma_d(X^i, X_{\eta}) \geq \text{RHS} \).

So far we have shown \( \Gamma_d(X^i, X_{\eta}) = \text{RHS} \). In particular for \( i = n - k \), we have

\[
\Gamma_d(X^{n-k}, X_{\eta}) = \{ V_k \mid \dim V_k \cap F_{j+\eta_{k-j+1}}^{\text{opp}} \geq j - d \text{ for } d + 1 \leq j \leq k, \text{ dim } V_k \cap (F_{s+\eta_{-s-1}} + F_{n-k-1-(n-k)}) \geq s - d + 1, \text{ for } d \leq s \leq k \}
\]

\[
= \{ V_k \mid \dim V_k \cap (F_{s+\eta_{-s-1}} + F_1) \geq s - d + 1, \text{ for } d \leq s \leq k \}
\]

\[
= \{ V_k \mid \dim V_k \cap \tilde{F}_{s-d+1+(d+\eta_{k-s-1})} \geq s - d + 1, \text{ for } d \leq s \leq k \}
\]

Hence, the last part follows directly from the definitions of \( \tilde{F} \) and \( X_{\eta}(\tilde{F}) \). 

The curve neighborhood \( \Gamma_d(\Omega) \) of a Schubert variety \( \Omega \) in a general flag variety was studied in [14]. Therein it was shown that \( \Gamma_d(\Omega) \) is a Schubert variety labeled by the Hecke product of Weyl group elements. In the special case of (co)minuscule Grassmannians, \( \Gamma_d(\Omega) \) was studied earlier in [17]. For \( X = Gr(k, n) \), we have

\[
(4.7) \quad \Gamma_d(X^{\lambda}) = X^{\lambda^d},
\]

where the partition \( \lambda^d \) is obtained by removing the first \( d \) rows and columns from \( \lambda \) [14]. Equivalently, for all \( j \), \( \lambda^{j+1} \) is obtained by removing the outer rim of the partition \( \lambda^j \); namely for \( \lambda^j = (\lambda_1^j, \ldots, \lambda_s^j) \), \( \lambda^{j+1} = (\lambda_1^j - 1, \ldots, \lambda_s^j - 1, 0) \) where \( \lambda_i^j - 1 \leq 0 \) whenever \( \lambda_i^j = 0 \) [36, Theorem 2.5]. Here \( \lambda^0 := \lambda \).

**Corollary 4.6.** Let \( \mu \in P_{k,n} \). If \( \mu_k > 0 \), then for any \( d \geq 1 \), we have

\[
\Gamma_d(X^{n-k}, X_{\mu^\vee}) = \Gamma_{d-1}(g \cdot X_{\mu^\vee \uparrow 1}).
\]

**Proof.** Let \( m = \min\{k+1, n-k\} \). For \( 1 \leq d < m \), we notice \( \mu_1^\vee = n-k-\mu_k < n-k \). By Proposition [4.3] we have \( \Gamma_1(X^{n-k}, X_{\mu^\vee}) = X_{\tau(1)}(\tilde{F}) = g \cdot X_{\tau(1)} \) with \( \tau(1) = (\mu_1^\vee + 1, \cdots, \mu_{k-d+1}^\vee + 1) = \mu^\vee \uparrow 1 \).

It follows directly from the description of \( \Gamma_d(X^{n-k}, X_{\mu^\vee}) = X_{\tau(d)}(\tilde{F}) \) in Proposition [4.3] that \( (\tau(d+1))^\vee \) is obtained by removing the outer rim from \( (\tau(d))^\vee \). Therefore the statement holds for \( 1 \leq d < m \) by using (4.7) and induction on \( d \).

The partition \( (\mu^\vee \uparrow 1) \) has at most \( k \) rows and at most \( n-k-1 \) columns. Thus for any \( d \geq m \), we have \( \Gamma_{d-1}(g \cdot X_{\mu^\vee \uparrow 1}) = X \) by (4.7), and consequently

\[
X = \Gamma_{d-1}(\Gamma_1(X^{n-k}, X_{\mu^\vee})) \subseteq \Gamma_d(X^{n-k}, X_{\mu^\vee}) \subseteq X.
\]

Although \( Z_d(X^i \cap X_{\eta}) \) is a proper subvariety of \( Z_d(X^i, X_{\eta}) \), they could have the same image under the projection \( pr_1 \), as shown in the following key lemma.

**Lemma 4.7.** Let \( \eta \in P_{k,n} \) and \( 1 \leq i \leq n-k \). If \( \eta_1 = n-k \), then we have

\[
pr_1(Z_d(X^i, X_{\eta})) = pr_1(Z_d(X^i \cap X_{\eta})) \quad \text{for any } 1 \leq d < \min\{k, n-k\}.
\]

**Proof.** The direction \( pr_1(Z_d(X^i, X_{\eta})) \supseteq pr_1(Z_d(X^i \cap X_{\eta})) \) follows immediately from the definitions in (4.3) and (4.4). It remains to show that any two-step flag \( V_k \leq V_{k+d} \in pr_1(Z_d(X^i, X_{\eta})) \) must also belong to \( pr_1(Z_d(X^i \cap X_{\eta})) \).
Since \( V_k - d \leq V_k \leq V_{k+1} \) belongs to \( Z_d(X^i, X^\eta) \) for some \( V_{k-d} \), by Lemma 4.3 we have \( \dim V_{k-d} \cap F^{\text{opp}}_{j+\eta_{k-j-1}} \geq j - d \) for \( d + 1 \leq j \leq k \), and
\[
\dim V_{k+d} \cap F_{s+\eta_{k+s+1}} \geq 1, \quad \dim V_{k+d} \cap F^{\text{opp}}_{s+\eta_{k+s+1}} \geq s, \text{ for } 1 \leq s \leq k.
\]
Hence, there exist \( v_0 \in V_{k+d} \cap F_{n-k-1-i} \setminus \{0\} \) and a partial flag \( \hat{V}_1 \leq \cdots \leq \hat{V}_{k-1} \leq V_{k+d} \) with \( \hat{V}_s \subset V_{k+d} \cap F^{\text{opp}}_{s+\eta_{k+s+1}} \) for \( 1 \leq s \leq k-1 \). In particular, we have
\[
\dim \hat{V}_{k-1} \cap F^{\text{opp}}_{s+\eta_{k+s+1}} \geq s, \quad 1 \leq s \leq k-1.
\]
If \( v_0 \notin \hat{V}_{k-1} \), then we define \( \bar{V}_k := \hat{V}_{k-1} + C v_0 \). Otherwise, we take \( w \in V_{k+d} \setminus \hat{V}_{k-1} \) and then define \( \bar{V}_k := \hat{V}_{k-1} + C w \). In either cases, we have
\[
\dim \bar{V}_k \cap F_{n-k-1+i} \geq 1, \quad \dim \bar{V}_k \cap F^{\text{opp}}_{s+\eta_{k+s+1}} \geq s, \quad 1 \leq s \leq k-1.
\]
Since \( \eta_1 = n-k, F^{\text{opp}}_{k+n_1} = C^n \). Thus \( \dim \bar{V}_k \cap F^{\text{opp}}_{s+n_1} = k \) and \( \bar{V}_k \in X^i \cap X^\eta \). Since \( V_k \) and \( \bar{V}_k \) are both \( k \)-dimensional vector subspaces in \( V_{k+d} \), we have \( \dim V_k \cap \bar{V}_k \geq k-d \). Thus there exists \( (k-d) \)-dimensional vector subspace \( \bar{V}_{k-d} \subset V_k \cap \bar{V}_k \), implying
\[
\dim \bar{V}_{k-d} \cap F^{\text{opp}}_{s+\eta_{k+s+1}} \geq j - d, \quad d + 1 \leq j \leq k.
\]
Then \( \bar{V}_{k-d} \leq V_k \leq V_{k+d} \) belongs to \( \pi_F \pi_F \pi^{-1} \pi^{-1} \pi \pi^{-1} \pi^{-1} (X^i \cap X^\eta) = Z_d(X^i \cap X^\eta) \), since the partial flag \( \bar{V}_{k-d} \leq \bar{V}_k \leq \bar{V}_{k+d} \) satisfies \( \bar{V}_k \in X^i \cap X^\eta \). Thus \( V_k \leq V_{k+d} \) belongs to \( P_1(Z_d(X^i \cap X^\eta)) \). Hence, \( P_1(Z_d(X^i \cap X^\eta)) \subseteq P_1(Z_d(X^i \cap X^\eta)) \). \( \square \)

**Proposition 4.8.** Let \( \eta \in \mathcal{P}_{k,n} \) and \( 1 \leq i \leq n-k \). If \( \eta_1 = n-k \), then we have
\[
\Gamma_d(X^i, X^\eta) = \Gamma_d(X^i \cap X^\eta) \quad \text{for any } d \geq 1.
\]

**Proof.** For \( 1 \leq d < \min\{k, n-k\} \), by Lemma 4.3 and \( \pi_{G} = pr_2 \circ pr_1 \), we have
\[
\Gamma_d(X^i, X^\eta) = pr_2 \circ pr_1(Z_d(X^i, X^\eta)) = pr_2 \circ pr_1(Z_d(X^i \cap X^\eta)) = \Gamma_d(X^i \cap X^\eta).
\]
Since \( \eta_1 = n-k \), \( X^i \cap X^\eta \neq \emptyset \). Consequently for \( d \geq \min\{k, n-k\} \), we have \( X = \Gamma_d(\text{point}) \subseteq \Gamma_d(X^i \cap X^\eta) \subseteq \Gamma_d(X^i, X^\eta) \subseteq X \).

Here the first equality follows directly from 4.7. Hence, we are done. \( \square \)

### 4.3. Proof of Seidel representation

We consider the operators \( H, T \) on \( QK(X) \), defined respectively by
\[
H(O^\lambda) = O^{n-k} \ast O^\lambda, \quad \text{and} \quad T(O^\lambda) = O^{1-k} \ast O^\lambda.
\]
Under the isomorphism \( Gr(k,n) \cong Gr(n-k,n) \), Theorem 1.1 is equivalent to Theorem 4.9 as follows. As a consequence, we have \( HT = q Id, H^n = q^{n-k} Id \) and \( T^n = q^k Id \). Moreover, \( T|_{\nu=1} \) generates an action of the cyclic group \( \mathbb{Z}/n\mathbb{Z} \) on \( QK(X)|_{\eta=1} \), called the Seidel representation on \( QK(X) \).

**Theorem 4.9.** Let \( \mu \in \mathcal{P}_{k,n} \). In \( QK(X) \), we have
\[
(4.8) \quad H(O^\mu) = O^{n-k} \ast O^\mu = q \frac{\binom{n-k+|\mu|-|\nu|}{n}}{\binom{n-|\nu|}{n}} O^{\mu_{\nu}} = \left\{\begin{array}{ll}
q O^{(\mu_1, \cdots, \mu_{k-1})}, & \text{if } \mu_1 > 0, \\
O^{(n-k, \mu_1, \cdots, \mu_{k-1})}, & \text{if } \mu_1 = 0.
\end{array}\right.
\]

**Proof.** Assume \( \mu_k > 0 \) first. Then \( (n-k, 0, \cdots, 0) \leq \mu^\nu \) in the Bruhat order, so that \( X^{n-k} \cap X^\mu \neq \emptyset \). Thus we have \( O^{n-k} \ast O^\mu = 0 \) in \( K(X) \). For any \( \nu \in \mathcal{P}_{k,n} \),
\[
N_{n-k, \mu_1}^1 = I_1(O^{n-k}, O^\mu, \xi_\nu) = \chi_X([O_{G}(X^{n-k} \cap X^\mu)], \xi_\nu)
= \chi_X([O_{G}(X^{n-k} \cap X^\mu)], \xi_\nu) = \chi_X(O^{\mu_{\nu}}, \xi_\nu) = \delta_{\mu_{\nu}, \nu}.
\]
Notice $\mu^\vee \uparrow 1 = (\mu \downarrow 1)^\vee$. Using (3.2), (14) and induction on $d \geq 2$, we have

\[
N_{n-k,\mu}^{\nu,d} = I_d(O^{n-k}, O^\mu, \xi_\nu) - I_{d-1}(O^{\mu+1}, \xi_\nu) \\
= I_d(O^{n-k}, O^\mu, \xi_\nu) - I_{d-1}(O^{\mu+1}, \xi_\nu) \\
= \chi x([O_{\Gamma_d}(X^{n-k}, X^\nu)]; \xi_\nu) - \chi x([O_{\Gamma_{d-1}(X^{\mu+1})}; \xi_\nu) \\
= \chi x([O_{\Gamma_{d-1}(g \cdot X^\nu)]; \xi_\nu) - \chi x([O_{\Gamma_{d-1}(X^{\mu+1})}; \xi_\nu) \\
= 0.
\]

Here we denote $O^{id} := O^{(0, \ldots, 0)}$, which is the identity element. The third equality follows from Corollary 4.6.

Now we assume $\mu_k = 0$, and notice $\mu_i^\vee = n - k$. Hence,

\[
X^{n-k} \cap X^\nu = \{V_k \mid \dim V_k \cap F_1 \geq 1, \dim V_k \cap F_{j+\mu_k-j-1} \geq j, 1 \leq j \leq k\} \\
= \{V_k \mid \dim V_k \cap F_1 \geq 1, \dim V_k \cap (F_1 + F_{j+\mu_k-j-1}) \geq j + 1, \leq j \leq k - 1\} \\
= X^{\mu+1}(g^{-1} \cdot F^{op}) = g^{-1} \cdot X^{\mu+1}(F^{op}),
\]

where $g$ was given in (110). Hence, $O^{n-k} : O^\nu = O^{\mu+1}$. Moreover, for any $\nu \in \mathcal{P}_{k,n}$, using (4.1) we have

\[
N_{n-k,\mu}^{\nu,1} = I_1(O^{n-k}, O^\mu, \xi_\nu) - \sum_{\kappa \in \mathcal{P}_{k,n}} N_{n-k,\mu}^{\kappa,0} I_1(O^\kappa, \xi_\nu) \\
= I_1(O^{n-k}, O^\mu, \xi_\nu) - I_1(O^{id}, O^{\mu+1}, \xi_\nu) \\
= \chi x([O_{\Gamma_1}(X^{n-k}, X^\nu)]; \xi_\nu) - \chi x([O_{\Gamma_1}(X^{\mu+1})]; \xi_\nu) \\
= \chi x([O_{\Gamma_1}(X^{n-k} \cap X^\nu)]; \xi_\nu) - \chi x([O_{\Gamma_1}(X^{\mu+1})]; \xi_\nu) \\
= \chi x([O_{\Gamma_1}(g^{-1} \cdot X^{\mu+1}(F^{op})]); \xi_\nu) - \chi x([O_{\Gamma_1}(X^{\mu+1})]; \xi_\nu) \\
= 0.
\]

Here the fourth equality follows from Proposition 138. By induction on $d$ and using Proposition 138 we conclude $N_{n-k,\mu}^{\nu,d} = 0$ for all $d > 0$.

5. An alternative proof of quantum Pieri rule

For $\lambda, \nu \in \mathcal{P}_{k,n}$, by $\lambda \leq \nu$ in the Bruhat order we mean $\lambda_i \leq \nu_i$ for all $i$. In this paper, by $\nu/\lambda$ we always request $\lambda \leq \nu$ such that the complement $\nu/\lambda$ is a horizontal strip (i.e. $\nu_{i+1} \leq \lambda_i$ for all $1 \leq i \leq k - 1$). Denote by $r(\nu/\lambda)$ the number of nonempty rows in the skew diagram $\nu/\lambda$. Let $\ell(\lambda)$ represent the number of index $i$ with $\lambda_i \neq 0$ for all $1 \leq i \leq k$. The following quantum Pieri rule was proved by Buch and Mihalcea [15] Theorem 5.4]. Its degree zero part is the classical Pieri rule due to Lenart [27] Theorem 3.2].

**Proposition 5.1** (Quantum Pieri rule). Let $\lambda \in \mathcal{P}_{k,n}$ and $1 \leq i \leq n - k$. We have

\[
O^\lambda \ast O^i = \sum_{i \leq |\nu|/|\lambda| \leq i + r(\nu/\lambda) - 1} (-1)^{|\nu|/|\lambda| - i} \left( r(\nu/\lambda) - 1 \right) O^\nu + \sum (-1)^r \left( \frac{q}{e} \right) O^\nu.
\]

Here the second sum occurs only if $\ell(\lambda) = k$ and $\nu$ can be obtained from $\lambda$ by removing a subset of the boxes in the outer rim of $\lambda$ with at least one box removed from each row. When this holds, $e = |\nu| + n - |\lambda| - i$, and $q$ counts the number
of rows of \( \nu \) that contain at least one box from the outer rim of \( \lambda \), excluding the bottom row of this rim.

**Example 5.2.** Consider \( N_{i,\lambda}^{\nu,1} \) for \( QK(Gr(4,9)) \), where \( i = 4 \), \( \lambda = (4,3,2,1) \) and \( \nu = (3,2,1,0) \). The boxes inside the outer rim of \( \lambda \) are shaded below.

We have \( e = |\nu| + 9 - |\lambda| - 4 = 1 \) and \( q = 3 \). Thus \( N_{i,\lambda}^{\nu,1} = -3 \), giving the negative coefficient of the following product in \( QK(Gr(4,9)) \):

\[
O^i \ast O^{(4,3,2,1)} = O^{(5,4,3,2)} + qO^{(2,2,1,0)} + qO^{(3,1,1)} + qO^{(3,2,0,0)} - 3qO^{(3,2,1,0)}.
\]

Moreover, we let \( \nu := \nu \downarrow \lambda = (5,3,2,1) \) and \( \lambda := \lambda \downarrow \lambda = (3,2,1,0) \). Then we have \( r(\nu,\lambda) - 1 = 3 \) and \( |\nu,\lambda| - i = 1 \), and hence \( N_{i,\lambda}^{\nu,0} = (-1)^{|(\nu,\lambda)|} = -3 = N_{i,\lambda}^{\nu,1} \).

### 5.1. An alternative proof of Proposition 5.1

We assume the following lemma first, and leave the proof in the next subsection.

**Lemma 5.3.** Let \( \eta \in P_{k,n} \) and \( 1 \leq i \leq n-k \). If \( \eta_1 = n-k \), then we have

\[
(5.1) \ I_d([O_X \cap X_\eta], \gamma) = \chi_X([O_{\Gamma_d(X \cap X_\eta)}] \cdot \gamma) \quad \text{for} \ 1 \leq d < \min\{k,n-k\}.
\]

**Lemma 5.4.** Let \( \lambda, \eta \in P_{k,n} \). If \( X_\lambda \cap X_\eta \neq \emptyset \), then we have

\[
(5.2) \ I_d([O_X \cap X_\lambda \cap X_\eta], \gamma) = \chi_X([O_{\Gamma_d(X \cap X_\eta)}] \cdot \gamma) \quad \text{for} \ d \geq \min\{k,n-k\}.
\]

**Proof.** Since \( d \geq \min\{k,n-k\} \), we have \( \Gamma_d(\text{point}) = X \) by (4.7), implying that \( \Gamma_d(X_\lambda \cap X_\eta) = \Gamma_d(X_\lambda \cap X_\eta) = X \). Notice \( \chi_X([O_Z]) = 1 \), whenever \( Z \subset X \) is a closed torus-invariant subvariety that is unirational and has rational singularities [20] Corollary 4.18. In particular, we have

\[
1 = \chi_X([O_X \cap X_\eta]) = \chi_X(O^\lambda \cdot O^\nu) = \chi_X(\sum_{\kappa} N_{\lambda,\eta}^{\kappa,0} O^\kappa) = \sum_{\kappa} N_{\lambda,\eta}^{\kappa,0}.
\]

\[
I_d([O_X \cap X_\lambda \cap X_\eta], \gamma) = I_d(O^\lambda \cdot O^\nu, \gamma) = \sum_{\kappa} N_{\lambda,\eta}^{\kappa,0} I_d(O^\kappa, \gamma)
\]

\[
= \sum_{\kappa} N_{\lambda,\eta}^{\kappa,0} \chi_X([O_{\Gamma_d(X_\eta)}] \cdot \gamma)
\]

\[
= \sum_{\kappa} N_{\lambda,\eta}^{\kappa,0} \chi_X([O_X] \cdot \gamma)
\]

\[
= \chi_X([O_{\Gamma_d(X \cap X_\eta)}] \cdot \gamma)
\]

\[\square\]

**Corollary 5.5.** Let \( \mu \in P_{k,n} \) and \( 1 \leq i \leq n-k \). If \( \mu_k = 0 \), then we have

\[
O^i \ast O^\mu = O^i \cdot O^\mu.
\]

**Proof.** Since \( \mu_k = 0 \), \( \mu_1 = n-k \). For any \( \nu \in P_{k,n} \), by (3.2) we have

\[
N_{i,\nu}^{\nu,1} = I_1(O^i \cdot O^\mu \cdot \xi_\nu) - \sum_{\kappa \in P_{k,n}} N_{i,\mu}^{\kappa,0} I_1(O^\kappa \cdot \xi_\nu)
\]

\[
= I_1(O^i \cdot O^\mu \cdot \xi_\nu) - I_1(O^i \cdot O^\mu \cdot \xi_\nu)
\]

\[
= I_1(O^i \cdot O^\mu \cdot \xi_\nu) - I_1([O_X \cap X_\nu] \cdot \xi_\nu)
\]

\[
= \chi_X([O_{\Gamma_d(X \cap X_\nu)}] \cdot \xi_\nu) - \chi_X([O_{\Gamma_d(X \cap X_\nu)}] \cdot \xi_\nu)
\]

\[= 0\]
Here the third equality follows from Lemma 5.3 and the fourth equality follows from Proposition 4.8. Thus $N_{\nu, \mu, d}^\nu = 0$ for all $1 \leq d < \min\{k, n - k\}$, by using Lemma 5.3 and induction on $d$.

As a consequence, for $d = \min\{k, n - k\}$, by Lemma 5.4 we have

$$N_{\nu, \mu}^\nu = I_d(O^\nu, O^\mu, \xi_\nu) - I_d(O^\nu \cdot O^\mu, \xi_\nu) = \chi_X([O_{\Gamma_d(X^\nu, X_\mu^\nu)}] \cdot \xi_\nu) - \chi_X([O_{\Gamma_d(X^\nu \cap X_\mu^\nu)}] \cdot \xi_\nu) = 0.$$  

The last equality holds by noting $\Gamma_d(X^\nu, X_\mu^\nu) = \Gamma_d(X^i \cap X_\mu^\nu) = X$. Hence, $N_{\nu, \mu}^\nu = 0$ for all $d \geq \min\{k, n - k\}$, by using Lemma 5.4 and induction on $d$.  

\begin{remark}
The above corollary is also a consequence of [12, Proposition 7.1].
\end{remark}

We remind of our assumption for $\nu / \lambda$ that $\lambda \leq \nu$ with the complement of $\lambda$ in $\nu$ being a horizontal strip. Now we can reprove Proposition 5.4 in the following form.

\begin{proposition}
For any $\lambda \in \mathcal{P}_{k,n}$ and $1 \leq i \leq n - k$, in $QK(Gr(k,n))$ we have

$$O^\lambda \star O^i = \sum (-1)^{|\nu / \lambda| - i} (r(\nu / \lambda) - 1)^{\nu - i} O^\nu + q \sum (-1)^{|\nu| + n - i - |\lambda|} (r(\nu / \lambda) - 1)^{\nu - i} O^\nu.$$

Here $i \leq |\nu / \lambda| \leq i + r(\nu / \lambda) - 1$ in the first sum. Set $\tilde{\lambda} = \lambda \downarrow \lambda_k$. The second sum occurs only if $\lambda_k > 0$, and when this holds it is over partitions $\nu$ such that the associated partition $\tilde{\nu}$ defined by

$$\tilde{\nu}_1 = \nu_k - \lambda_k + n - k + 1, \quad \tilde{\nu}_i = \nu_{i-1} - \lambda_k + 1, \quad 2 \leq i \leq k$$

satisfies a) $i \leq |\tilde{\nu} / \tilde{\lambda}| \leq i + r(\tilde{\nu} / \tilde{\lambda}) - 1$ and b) $\tilde{\nu}_1 > n - k - \lambda_k$.

\begin{proof}
By Corollary 5.4 $N_{\nu, \lambda, i}^\nu \neq 0$ for $d > 0$, only if $\lambda_k > 0$. Noting $\tilde{\lambda}_k = 0$, we have $O^\lambda = T^{\lambda_k}(O^{\tilde{\lambda}})$. By Corollary 5.4 and the associativity in $QK(X)$, we have

$$O^\lambda \star O^i = T^{\lambda_k}(O^{\tilde{\lambda}}) \star O^i = T^{\lambda_k}(O^\lambda \star O^i) = T^{\lambda_k}(O^{\tilde{\lambda}} \star O^i) = T^{\lambda_k} \left( \sum \tilde{d}^\nu \mu_{\tilde{\lambda}_i} O^\nu \right).$$

Hence, $O^\lambda \star O^i = \sum \tilde{d}^\nu \mu_{\tilde{\lambda}_i} O^\nu \mu_{\tilde{\lambda}_i}$, where $d_{\tilde{\lambda}_k} := d_{\lambda_k}(I_{\tilde{\nu}})$ was defined in (2.3).

In other words, for $\nu = \tilde{\nu} \uparrow \lambda_k$, we have $\tilde{\nu} = \nu \downarrow \lambda_k$ and $N_{\tilde{\nu}, \lambda, i}^\nu = N_{\tilde{\nu}, \lambda, i}^\nu$. By Lenart’s Pieri rule, $N_{\tilde{\nu}, \lambda, i}^\nu \neq 0$ only if $\tilde{\nu} / \tilde{\lambda} = \lambda$ is a horizontal strip with $|\tilde{\nu} / \tilde{\lambda}| \geq i$, which implies $\tilde{\nu}_2 \leq \tilde{\nu}_1 = \lambda_1 - \lambda_k$. By Theorem 1.1 we can write $T^j(O^\nu) = q^d O^{\nu \uparrow j}$. The power $d_j$ is increasing in $j$; for $j = n - k - \tilde{\nu}_1$, we notice $d_j = 2$ and $d_{j+1} = 1$. Since

$$n - k - \tilde{\nu}_1 + 1 \geq n - k - (\lambda_1 - \lambda_k) + 1 = (n - k - \lambda_1) + 1 + \lambda_k > \lambda_k,$$

it follows that $d_{\lambda_k} \leq 1$. Moreover, $d_{k} \geq 1$ holds if and only if $\lambda_k > n - k - \tilde{\nu}_1 =: r$, by noticing $T^r(O^\nu) = O^{(n - k, \tilde{\nu}_2 + r, \ldots, \tilde{\nu}_k + r)}$. (We refer to section 6 for further study of the reductions of quantum-to-classical types by using $T$.)

In a summary, we have $N_{\nu, \lambda, i}^\nu = 0$ for any $d > 1$. Moreover, $N_{\nu, \lambda, i}^\nu \neq 0$ if and only if $\nu = \tilde{\nu} \uparrow \lambda_k = (\tilde{\nu}_2 + \lambda_k - 1, \ldots, \tilde{\nu}_k + \lambda_k - 1, \lambda_k - n + k + \tilde{\nu}_1 - 1)$.  

\begin{remark}
It follows from the expression of $\nu$ that $|\tilde{\nu} / \tilde{\lambda}| = |\nu| + n - |\lambda|$. Moreover, we have $\lambda_j > \nu_j \geq \lambda_{j+1} - 1$ for all $j$, where $\lambda_{k+1} := 0$. This shows that $\nu$ is obtained from $\lambda$ by removing a subset of the boxes in the outer rim of $\lambda$ with at least one box

In a summary, we have $N_{\nu, \lambda, i}^\nu = 0$ for any $d > 1$. Moreover, $N_{\nu, \lambda, i}^\nu \neq 0$ if and only if $\nu = \tilde{\nu} \uparrow \lambda_k = (\tilde{\nu}_2 + \lambda_k - 1, \ldots, \tilde{\nu}_k + \lambda_k - 1, \lambda_k - n + k + \tilde{\nu}_1 - 1)$.  

\begin{remark}
It follows from the expression of $\nu$ that $|\tilde{\nu} / \tilde{\lambda}| = |\nu| + n - |\lambda|$. Moreover, we have $\lambda_j > \nu_j \geq \lambda_{j+1} - 1$ for all $j$, where $\lambda_{k+1} := 0$. This shows that $\nu$ is obtained from $\lambda$ by removing a subset of the boxes in the outer rim of $\lambda$ with at least one box
removed from each row. For \( 2 \leq j \leq k \), the \( j \)-th row of \( \tilde{\nu}/\lambda \) makes contributions in the counting \( r(\tilde{\nu}/\lambda) \) if and only if \( \tilde{\nu}_j > \lambda_j \), equivalently \( \nu_{j-1} = \tilde{\nu}_j + \lambda_k - 1 > \lambda_j - 1 \); namely the \((j-1)\)-th row of \( \nu \) contain at least one box from the outer rim of \( \lambda \). Since \( \tilde{\nu}_1 > n - k - \lambda_k \geq \lambda_1 - \lambda_k = \lambda_1 \), the first row of \( \tilde{\nu}/\lambda \) makes contribution in the counting. Hence \( r(\tilde{\nu}/\lambda) - 1 \) coincides with the number of rows of \( \nu \) that contain at least one box from the outer rim of \( \lambda \), excluding the bottom row of this rim. In a summary, the description of the second sum in the above proposition is indeed equivalent to that in Proposition 5.1.

5.2. Proof of Lemma 5.3.

5.2.1. Basic facts on cohomological triviality. We start with some facts about cohomologically trivial morphisms, as were collected in [11, section 2].

Definition 5.9. A morphism \( f : Y \to Z \) of schemes is called cohomologically trivial, if \( f_*\mathcal{O}_Y = \mathcal{O}_Z \) and \( R^if_*\mathcal{O}_Y = 0 \) for \( i > 0 \).

Definition 5.10. An irreducible complex variety \( Y \) has rational singularities, if there exists a cohomologically trivial resolution \( \varphi : \tilde{Y} \to Y \), namely \( \tilde{Y} \) is a nonsingular variety and \( \varphi \) is a proper birational and cohomologically trivial morphism.

The following is [11, Proposition 2.2], proved in [13, Theorem 3.1] by Buch and Mihailea as an application of [26, Theorem 7.1] by Kollár.

Proposition 5.11. Let \( f : Y \to Z \) be a surjective morphism between complex irreducible projective varieties with rational singularities. Assume that the general fibers of \( f \) are rationally connected. Then \( f \) is cohomologically trivial.

Lemma 5.12 (Lemma 2.4 of [11]). Let \( f_1 : Y_1 \to Y_2 \) and \( f_2 : Y_2 \to Y_3 \) be morphisms of schemes. Assume \( f_1 \) to be cohomologically trivial. Then \( f_2 \) is cohomologically trivial if and only if \( f_2 \circ f_1 \) is cohomologically trivial.

The next property is a useful criterion for rational connectedness, which was conjectured by Kollár, Miyaoka and Mori, and was proved by Graber, Harris and Starr.

Proposition 5.13 (Corollary 3 of [23]). Let \( f : Y \to Z \) be any dominant morphism of complete irreducible complex varieties. If \( Z \) and the general fibers of \( f \) are rationally connected, then \( Y \) is rationally connected.

We also need the following property about projected Richardson varieties proved in [5, 25]. The projections \( \pi_G, \pi_F, pr_1, pr_2 \) in diagram [11, 14] are the natural projections among flag varieties \( G/P \) when \( G = SL(n, \mathbb{C}) \). Moreover, \( F_{\ell_n} := F_{\ell_{1,2,\ldots,n-1,n}} \) is the special case of complete flag variety \( G/B \) when \( G = SL(n, \mathbb{C}) \). Let \( \rho : G/B \to G/P \) denote the natural projection.

Proposition 5.14. Let \( R \subset G/B \) be a Richardson variety.

1. The projected Richardson variety \( \rho(R) \subset G/P \) has rational singularities.
2. The restricted map \( \rho : R \to \rho(R) \) is cohomologically trivial.

5.2.2. Cohomological triviality of \( \pi_G|_{Z_d(X \cap X_d)} \). Consider the fiber product

\[ Z_d \times_{F_{\ell_k-k+d,n}} Z_d = \{ (V_{k-d}, V_k, V_{k+d}) \mid V_{k-d} \leq V_k \leq V_{k+d}, V_{k-d} \leq V_k \leq V_{k+d} \} \]

Let \( \pi_3 : Z_d \times_{F_{\ell_k-k+d,n}} Z_d \to F_{\ell_k-k+d,n} \) and \( \pi_4 : Z_d \times_{F_{\ell_k-k+d,n}} Z_d \to Gr(k,n) \) be the natural projections defined by mapping \( (V_{k-d}, V_k, V_{k+d}) \) to \( V_{k-d} \leq V_k \leq V_{k+d} \).
Lemma 3. In particular, $F$ is normal, it follows that $F$ noting that the intersections $V$ in Lemma 5.16. Therefore we have $\pi_3(IV) = Z_d(X^i \cap X_\eta)$. For $x \in pr_1(Z_d(X^i \cap X_\eta))$, we set $F_x := \pi_3^{-1}(pr_1|Z_d(X^i \cap X_\eta)(x)) \subset IV$, and consider the following surjective morphisms, where we still denote by $\pi_i$ the restriction maps by abuse of notation.

$$x \in pr_1(Z_d(X^i \cap X_\eta)) \xrightarrow{pr_1|Z_d(X^i \cap X_\eta)} IV \xrightarrow{\pi_4} X^i \cap X_\eta \xrightarrow{\pi_4} F_x \xrightarrow{\pi_4} \pi_4(F_x)$$

Since $\eta_1 = n - k$, $F^{opp}_{k+n-k+1} = C^n$. Thus $\tilde{V}_k \cap F^{opp}_{k+n-k+1} \cap V_{k+d} \geq k$ holds if and only if $\tilde{V}_k \leq V_{k+d}$, we have

$$\pi_4(F_x) = \{\tilde{V}_k \leq C^n \mid \dim \tilde{V}_k \cap F_{n-k+1-i} \geq 1 \}, \tilde{V}_k \cap F^{opp}_{s+n-k-1} \geq s \leq k; \tilde{V}_k \leq V_{k+d}\}

= \{\tilde{V}_k \leq V_{k+d} \mid \dim \tilde{V}_k \cap F_{n-k+1-i} \cap V_{k+d} \geq 1 \}, \tilde{V}_k \cap F^{opp}_{s+n-k-1} \cap V_{k+d} \geq s \leq k\}

= X^{\tilde{m}}(F_x \cap V_{k+d}) \cap X_\tilde{\eta}(F^{opp}_x \cap V_{k+d}) ,

for some partitions $(\tilde{m}, 0, \cdots, 0)$ and $\tilde{\eta}$ in $P_{k,k+d}$. The third equality holds, by noting that the intersections $F_x \cap V_{k+d}$ and $F^{opp}_x \cap V_{k+d}$ are induced complete flags in $V_{k+d}$. The complete flag $F_x \cap V_{k+d} = h \cdot (F^{opp}_x \cap V_{k+d})$, where $h \in SL(k, k+d)$, is no longer opposite to $F^{opp}_x \cap V_{k+d}$ in general.

Lemma 5.15. For any $x \in pr_1(Z_d(X^i \cap X_\eta))$, $\pi_4(F_x)$ is connected.

Proof. It follows from $\eta_1 = n - k$ that $n_1 = d$. (Namely the dimension condition for $s = k$ is always redundant.) Thus $(\tilde{m}, 0, \cdots, 0) \leq (\tilde{\eta}, \cdots, \tilde{\eta})$ in the Bruhat order, and consequently the Richardson variety $X^{\tilde{\eta}}_{\tilde{\eta}}(F^{opp}_x \cap V_{k+d}) \cap X^{\tilde{\eta}}(F^{opp}_x \cap V_{k+d})$ in Gr($k, V_{k+d}$) is nonempty. Hence, the statement follows by [11] Proposition 3.2. □

Lemma 5.16. For generic $x \in pr_1(Z_d(X^i \cap X_\eta))$, both $\pi_4(F_x)$ and $F_x$ are reduced, irreducible projective varieties.

Proof. The fiber of $\pi_4|_{F_x}$ at an arbitrary point $\tilde{V}_k \in \pi_4(F_x)$ is given by

$$\pi_4^{-1}(\tilde{V}_k) = \{V_{k-d} \mid V_{k-d} \leq \tilde{V}_k, V_{k-d} \leq V_k\} = Gr(k-d, V_k \cap \tilde{V}_k),$$

and hence is connected. By Lemma 5.15, $\pi_4(F_x)$ is connected, so is $F_x$.

By Lemma 4.7, $pr_1(Z_d(X^i \cap X_\eta)) = pr_1(Z_d(X^i, X_\eta))$ is a projected Richardson variety in $F_{k,k+d,m}$, since $Z_d(X^i, X_\eta)$ is a Richardson variety in $F_{k,k+d,m}$. In particular, $pr_1(Z_d(X^i \cap X_\eta))$ is irreducible. Since $IV$ is irreducible and has rational singularities, the generic fiber $F_x$ of $pr_1 \circ \pi_3|_{IV}$ has rational singularities by [6] Lemma 3. In particular, $F_x$ is reduced and normal. Since $F_x$ is connected and normal, it follows that $F_x$ is reduced. Hence, $\pi_4(F_x)$ is irreducible as well. Since $F_x$ is reduced, its scheme theoretic image $\pi_4(F_x)$ is reduced as well. □
Every Schubert variety in a flag variety has a stratification by Schubert cells, with each Schubert cell isomorphic to an affine space and the largest Schubert cell being a Zariski open subset. In particular, Schubert varieties are rational. In [35], B. Shapiro, M. Shapiro and A. Vainshtein made refined double decomposition for intersections of Schubert cells in $F\ell_n$, and studied topological properties of such intersections. We will just need formal descriptions of the strata as follows, and refer to [35] for relevant notions and more precise descriptions. We remark that a refinement of Bruhat decomposition for complete flag varieties of general Lie type was given by Curtis [19].

**Proposition 5.17** (Theorem A. of [35]). Let $F^{(1)}_{\bullet}$ and $F^{(2)}_{\bullet}$ be any two complete flags in $\mathbb{C}^N$. Let $u, v$ be permutations in $S_N$. The intersection of Schubert cells $\hat{X}_u(F^{(1)}_{\bullet})$ and $\hat{X}_v(F^{(2)}_{\bullet})$ in $F\ell_n$ admits a refined double decomposition

$$\hat{X}_u(F^{(1)}_{\bullet}) \cap \hat{X}_v(F^{(2)}_{\bullet}) = \bigcup_{U \in RD_{F^{(1)}_{\bullet},F^{(2)}_{\bullet}}} U,$$

with each stratum being biholomorphically equivalent to $(\mathbb{C}^*)^a \times \mathbb{C}^b$ for some $(a, b)$.

**Corollary 5.18.** For generic $x \in \text{pr}_1(Z_d(X^i \cap X_n))$, $\pi_d(F_x)$ is rationally connected.

**Proof.** For the natural projection $\rho : F\ell_{k+d} \to \text{Gr}(k, V_{k+d})$, the preimage $\rho^{-1}(\pi_d(F_x))$ is an intersection of Schubert varieties $X^u(F_x \cap V_{k+d})$ and $X^v(F_x^{opp} \cap V_{k+d})$ in $F\ell_{k+d}$ for some permutations $u, v$. Since $\pi_d(F_x)$ is reduced and irreducible by Lemma 5.16, so is $\rho^{-1}(\pi_d(F_x))$. Each Schubert variety has a stratification by Schubert cells. Thus $\rho^{-1}(\pi_d(F_x))$ is the disjoint union of intersection of Schubert cells in $F\ell_n$, and hence is the disjoint union of refined double strata of the form $(\mathbb{C}^*)^a \times \mathbb{C}^b$. The reduced double strata of the largest dimension are Zariski open subsets of $\rho^{-1}(\pi_d(F_x))$. Since $\rho^{-1}(\pi_d(F_x))$ is reduced and irreducible, there exists a unique stratum of the largest dimension, say $(\mathbb{C}^*)^a \times \mathbb{C}^b$, which is also reduced scheme-theoretically. Hence, $\rho^{-1}(\pi_d(F_x))$ is birational to $\mathbb{P}^{a+b}$. Hence, $\rho^{-1}(\pi_d(F_x))$ is rationally connected, and consequently the statement follows.

**Proposition 5.19.** Let $\eta \in \mathcal{P}_{k,n}$, $1 \leq i \leq n - k$ and $1 \leq d < \min\{k, n - k\}$. If $\eta_1 = n - k$, then $\pi_d : Z_d(X^i \cap X_n) \to \Gamma_d(X^i \cap X_n)$ is cohomologically trivial.

**Proof.** Notice that $Z_d(X^i, X_n)$ is Richardson variety in $F\ell_{k-d,k,k+d,n}$. Consider the natural projection $\hat{\rho} : F\ell_n \to F\ell_{k-d,k,k+d,n}$. Then $Y := \hat{\rho}^{-1}(Z_d(X^i, X_n))$ is again a Richardson variety. Hence, $\hat{\rho}|_Y$, $\text{pr}_1 \circ \hat{\rho}|Y$ and $\pi_d \circ \hat{\rho}|Y$ are all cohomologically trivial by Proposition 5.13 (2). Therefore $\text{pr}_2 : \text{pr}_1(Z_d(X^i, X_n)) = \text{pr}_1 \circ \hat{\rho}|Y \to \Gamma_d(X^i, X_n)$ is cohomologically trivial by Lemma 5.12. Therefore by Lemma 5.14 and Proposition 5.18 $\text{pr}_2 : \text{pr}_1(Z_d(X^i \cap X_n)) \to \Gamma_d(X^i \cap X_n)$ is cohomologically trivial.

The variety $\pi_F \pi_{G}^{-1}(X^i \cap X_n)$ is a projected Richardson variety in $F\ell_{k-d,k,k+d,n}$. Thus it is irreducible and has rational singularities. Since $\pi_F$ is a smooth morphism, $Z_d(X^i \cap X_n) = \pi_F^{-1}(\pi_F \pi_{G}^{-1}(X^i \cap X_n)$ is irreducible and has rational singularities as well. By Lemma 5.17 $\text{pr}_1(Z_d(X^i \cap X_n)) = \text{pr}_1(Z_d(X^i, X_n))$, and hence it is a projected Richardson variety. Consequently $\text{pr}_1(Z_d(X^i \cap X_n))$ is irreducible and has rational singularities. For generic $x \in \text{pr}_1(Z_d(X^i \cap X_n))$, both $F_x$ and $\pi_d(F_x)$ are irreducible by Lemma 5.16. The base $\pi_d(F_x)$ is rationally connected by Corollary 5.15. The fiber of $\pi_d|_{F_x}$ is rationally connected, for being $\text{Gr}(k, V_x \cap \hat{V}_k)$. Therefore $F_x$ is rationally connected by Proposition 5.13. Hence, the generic fiber $\text{pr}_1^{-1}(x)$
of $pr_1|_{Z_d(X^i \cap X_n)}$ is rationally connected. Hence, $pr_1|_{Z_d(X^i \cap X_n)}$ is cohomologically trivial by Proposition 5.11. Therefore $\pi_G|_{Z_d(X^i \cap X_n)} = pr_2 \circ pr_1|_{Z_d(X^i \cap X_n)}$ is cohomologically trivial by Lemma 5.12.

5.2.3. Proof Lemma 5.3. We state the non-equivariant version of [15] Theorem 4.2 as follows, where $a = \max\{k - d, 0\}$ and $b = \min\{k + d, n\}$.

**Proposition 5.20.** For any classes $\alpha_1, \alpha_2, \alpha_3 \in K(X)$ and any $d \geq 1$, we have

$$I_d(\alpha_1, \alpha_2, \alpha_3) = \chi_{Pr_{a,b,n}}(\pi_F^* \pi_G^* (\alpha_1) \cdot \pi_F^* \pi_G^* (\alpha_2) \cdot \pi_F^* \pi_G^* (\alpha_3)).$$

**Corollary 5.21.** For any $\lambda, \mu, \eta \in \mathcal{P}_{k,n}$ and $d \geq 1$, we have

$$I_d(\mathcal{O}_{X^i \cap X_n}, \gamma) = \chi_X (\pi_G^* |_{\mathcal{O}_{Z_d(X^i \cap X_n)}} \cdot \gamma).$$

**Proof.** By Proposition 5.20 and the projection formula, we have

$$I_d(\mathcal{O}_{X^i \cap X_n}, \gamma) = \chi_{Pr_{a,b,n}}(\pi_F^* \pi_G^* (\mathcal{O}^{id}) \cdot \pi_F^* \pi_G^* (\mathcal{O}_{X^i \cap X_n}) \cdot \pi_F^* \pi_G^* (\mathcal{O}^{id}) \cdot \pi_F^* \pi_G^* (\mathcal{O}_{X^i \cap X_n}) \cdot \gamma).$$

Since $\pi_G^{-1} (X^i \cap X_n)$ is a Richardson variety, $\pi_F |_{\pi_G^{-1} (X^i \cap X_n)}$ is cohomologically trivial by Proposition 5.14 (2) (more precisely, by the same arguments as at the beginning of Proposition 5.19). It follows that $\pi_F^* \pi_F^* \pi_G^* (\mathcal{O}_{X^i \cap X_n}) = [\mathcal{O}_{\pi_F^{-1} \pi_F \pi_G^{-1} (X^i \cap X_n)}] = \mathcal{O}_{Z_d(X^i \cap X_n)}$. Therefore the statement follows.

**Proof of Lemma 5.3.** We have $I_d(\mathcal{O}_{X^i \cap X_n}, \gamma) = \chi_X (\pi_G^* |_{\mathcal{O}_{Z_d(X^i \cap X_n)}} \cdot \gamma)$ by Corollary 5.21. By Proposition 5.19 $\pi_G : Z_d(X^i \cap X_n) \to \Gamma_d(X^i \cap X_n)$ is cohomologically trivial. Since the projection $\pi_G : Z_d(X^i \cap X_n) \to \Gamma_d(X^i \cap X_n)$ is proper and surjective, we have $\pi_G^* |_{\mathcal{O}_{Z_d(X^i \cap X_n)}} = [\mathcal{O}_{\Gamma_d(X^i \cap X_n)}]$. Thus the statement follows.

6. QUANTUM-TO-CLASSICAL FOR CERTAIN STRUCTURE CONSTANTS

As in [15] Conjecture 5.10], the structure constants for $QK(X)$ are expected to satisfy the alternating positivity: $(-1)^{|\lambda| + |\mu| + |\nu| + d} N^{\nu,d}_{\lambda,\mu} \geq 0$. This was recently proved in [12] for minuscule Grassmannians and quadric hypersurfaces with a geometric method. It is then very natural to ask for a quantum Littlewood-Richardson rule for all $N^{\nu,d}_{\lambda,\mu}$, which is a central theme in the subject of Schubert calculus. The classical Littlewood-Richardson rule for all $N^{\nu,d}_{\lambda,\mu}$ was first given by Buch [5]. In this section, we will prove Theorem 6.3 which ensures that the structure constants $N^{\nu,d}_{\lambda,\mu}$ for the smallest power $q^{d+min}$ appearing in $\mathcal{O}^{\lambda} \ast \mathcal{O}^{\mu}$ are all equal to corresponding classical Littlewood-Richardson coefficients. We will also reduce a bit more structure constants $N^{\nu,d}_{\lambda,\mu}$ to structure constants of smaller degree. Similar properties have been studied for $QH^*(X)$ by Postnikov [34] Proposition 6.10.2

The sufficient condition we provide looks more accessible.

---

2 Postnikov [34] Proposition 6.10] also did the quantum-to-classical reduction for the largest power of $q$ appearing in a quantum product, while this part cannot be generalized to $QK(X)$, because of the lack of strange duality.
6.1. Proof of Theorem 1.3

For convenience, we restate Theorem 1.3 as follows. It is the quantum $K$-version of a formula by Belkale in the proof of [13, Theorem 10], or equivalently the quantum $K$-version of [14, Corollary 6.2 and the $D_{\min}$-part of Theorem 7.1] by Postnikov.

**Theorem 6.1.** Let $\lambda, \mu \in P_{k,n}$. The smallest power $d_{\min}$ of $q$ appearing in $O^\lambda \ast O^\mu$ in $K^*(X)$ equals that appearing in $[X^\lambda] \ast [X^\mu]$ in $Q H^*(X)$, and is given by

$$
\begin{align*}
\begin{split}
d_{\min} = & \max \left\{ \frac{1}{n} \left( |\lambda| - |\lambda \uparrow i| + |\mu| - |\mu \uparrow (n-i)| \right) | 0 \leq i \leq n \right\}.
\end{split}
\end{align*}
$$

Moreover, if the max is achieved for $r$, then

$$
O^\lambda \ast O^\mu = q^{d_{\min}} O^{\lambda \uparrow r} \ast O^{\mu \uparrow (n-r)}.
$$

**Proof.** Notice that we have obtained (1.1), due to (1.8) and the isomorphism $Gr(k,n) \cong Gr(n-k,n)$. Then for any $i \geq 0$, it follows from (2.2) that $T^i(O^\lambda) = q^i O^\lambda \in K^*(X)$ if and only if $T^i([X^\lambda]) = q^i [X^\lambda] \in Q H^*(X)$. Therefore

$$
q^i O^\lambda \ast O^\mu = T^i(O^\lambda) \ast O^\mu = T^i(O^\lambda) \ast T^{n-i}(O^\mu) = q^i \left( (n-i)k + |\lambda| - |\lambda \uparrow (n-i)| \right) O^{\lambda \uparrow i} \ast q^i \left( (n-i)k + |\mu| - |\mu \uparrow (n-i)| \right) O^{\mu \uparrow (n-i)}.
$$

Here the second equality follows from the associativity and commutativity of the quantum $K$ product among Schubert classes. It follows that

$$
O^\lambda \ast O^\mu = q^{d_{\min}} O^{\lambda \uparrow r} \ast O^{\mu \uparrow (n-r)}
$$

for all $0 \leq i \leq n$. In particular for $d_{\min} = \max \left\{ \frac{1}{n} \left( |\lambda| - |\lambda \uparrow i| + |\mu| - |\mu \uparrow (n-i)| \right) | 0 \leq i \leq n \right\}$ which is achieved for $i = r$, we have

$$
O^\lambda \ast O^\mu = q^{d_{\min}} O^{\lambda \uparrow r} \ast O^{\mu \uparrow (n-r)}.
$$

By Proposition 2.2, $d_{\min}$ is the smallest power of $q$ appearing in $[X^\lambda] \ast [X^\mu]$ in $Q H^*(X)$, and $[X^\lambda] \ast [X^\mu] = q^{d_{\min}} [X^{\lambda \uparrow i}] \ast [X^{\mu \uparrow (n-i)}]$. Therefore there exist $\nu, \tilde{\nu} \in P_{k,n}$ such that $c_{\lambda,\mu}^{\nu,0} = c_{\lambda,\mu}^{\nu,d_{\min}} \neq 0$. Since $K(X)$ has a $\mathbb{Z}$-filtration structure $\{ \prod_{|\lambda| \geq k} \mathbb{Z} O^\lambda \}_{k \in \mathbb{Z}}$ whose associated grading ring gives $H^*(X,\mathbb{Z})$, we have $N_{\lambda,\mu}^{\nu,0} = c_{\lambda,\mu}^{\nu,0} \neq 0$. It says that the smallest power of $q$ appearing in $O^{\lambda \uparrow r} \ast O^{\mu \uparrow (n-r)}$ is zero. Thus $d_{\min}$ must also be the smallest power of $q$ appearing in $O^\lambda \ast O^\mu$.

6.2. More reductions of quantum-classical type.

Here we provide more reductions, especially Theorem 6.5, by using the operators $H$ and $T$ on $K^*(X)$.

**Lemma 6.2.** Let $\lambda, \mu, \nu \in P_{k,n}$ and $d \geq 1$.

1. If $|\lambda| - |\lambda \uparrow 1| > |\nu| - |\nu \uparrow 1|$, then $N^\nu_{\lambda,\mu} = N^\nu_{\lambda \uparrow 1,\mu} \cdot$
2. If $|\lambda| - |\lambda \downarrow 1| > |\nu| - |\nu \downarrow 1|$, then $N^\nu_{\lambda,\mu} = N^\nu_{\lambda \downarrow 1,\mu} \cdot$
3. If $|\lambda| - |\lambda \uparrow i| = |\nu| - |\nu \uparrow i|$ for some $i$, then $N^\nu_{\lambda,\mu} = N^\nu_{\lambda \uparrow i,\mu} \cdot$
4. If $|\lambda| - |\lambda \downarrow i| = |\nu| - |\nu \downarrow i|$ for some $i$, then $N^\nu_{\lambda,\mu} = N^\nu_{\lambda \downarrow i,\mu} \cdot$

**Proof.** Expanding $T^i(O^\lambda \ast O^\mu)$ in two ways, we have

$$
T^i(O^\lambda \ast O^\mu) = T^i(\sum_{\nu,d} N_{\lambda,\mu}^{\nu,d} O^\nu) = \sum_{\nu,d} N_{\lambda,\mu}^{\nu,d} q^d T^i(O^\nu) = \sum_{\nu,d} N_{\lambda,\mu}^{\nu,d} q^d \left( \frac{q^{\frac{1}{k} + |\lambda| - |\nu \uparrow i|}}{n} \right) O^{\nu \uparrow i};
$$
$T^i(O^\lambda \ast O^\mu) = T^i(O^\lambda) \ast O^\mu = q^{\frac{(k+1)|\lambda|+|\lambda|}{n}} O^{\lambda \uparrow i} \ast O^\mu = q^{\frac{(k+1)|\lambda|+|\lambda|}{n}} \sum_{\nu \in \mu} N_{\lambda \uparrow i, \mu}^{\nu \downarrow i} O^{\nu} q^d.$

Hence, statement (3) follows immediately. By definition, $|\lambda|-|\lambda \uparrow 1| = -k$ if $\lambda_1 < n-k$, or $n-k$ if $\lambda_1 = n-k$; so does $|\nu|-|\nu \uparrow 1|$. Hence, $|\lambda|-|\lambda \uparrow 1| > |\nu|-|\nu \uparrow 1|$ if and only if $|\lambda|-|\lambda \uparrow 1| = n-k$ and $|\nu|-|\nu \uparrow 1| = -k$. Comparing the above equalities for such $i = 1$, we have $\sum_{\nu \in \mu} N_{\lambda \uparrow i, \mu}^{\nu \downarrow i} O^{\nu} q^d = q \sum_{\nu \in \mu} N_{\lambda \uparrow 1, \mu}^{\nu \downarrow 1} O^{\nu} q^d$.

Therefore, $N_{\lambda,\mu}^{\nu,d} = N_{\lambda \uparrow 1, \mu}^{\nu \downarrow 1,d-1}$, namely statement (1) holds. Similarly, we conclude statements (4) and (2), by using the associativity $H^i(O^\lambda \ast O^\mu) = H^i(O^\lambda) \ast O^\mu$. □

**Lemma 6.3** (Theorem 5.13 of [13]). For $\lambda, \mu, \nu \in \mathcal{P}_{k,n}$ and $d \geq 0$, $N_{\lambda,\mu}^{\nu,d} = N_{\lambda,\mu}^{\nu,d}$. 

**Lemma 6.4.** Let $\lambda, \nu \in \mathcal{P}_{k,n}$ and $1 \leq m \leq k$. If $\nu_i \geq \lambda_i$ for all $1 \leq i < m$ and $\nu_m < \lambda_m$, then we have

\[
\lambda \uparrow (n-k-\lambda_m+m) = (\lambda_{i+1}+n-k-\lambda_m, \ldots, \lambda_k+n-k-\lambda_m, \lambda_{i-1}-\lambda_m, \lambda_m, 0);
\]

\[
\nu \uparrow (n-k-\lambda_m+m) = (\nu_{i+1}+n-k-\lambda_m+1, \ldots, \nu_k+n-k-\lambda_m+1, \nu_{i-1}-\lambda_m+1, \ldots, \nu_{m-1}-\lambda_m+1).
\]

**Proof.** Denote $a_0 = n-k-\lambda_i + i$ and recursively define $\lambda^{(i)} = \lambda^{(i-1)} \uparrow (a_i - a_{i-1})$ for $1 \leq i \leq m$. By the definition of Seidel shifts and induction on $i$, we conclude

\[
\lambda^{(i)} = (\lambda_{i+1} + a_i - i, \ldots, \lambda_k + a_i - i, \lambda_{i-1} - (i-1), a_i - a_2 - (i-2), \ldots, a_i - a_{i-1} - 1, 0)
\]

for all $1 \leq i \leq m$. In particular, the first half of the statement follows from the case $i = m$.

Denote $b_0 = 0$ and $\nu^{(0)} = \nu$. Set $b_m = a_m$ and $b_i = n-k-\nu_i + i$ for $1 \leq i \leq m-1$. Then, $b_m - b_{m-1} = \nu_m - \lambda_m + 1 \geq \lambda_m - \lambda_m + 1 > 0$. For $1 \leq i \leq m-1$, we recursively define $\nu^{(i)} = \nu^{(i-1)} \uparrow (b_i - b_{i-1})$, and by induction we conclude

\[
\nu^{(i)} = (\nu_{i+1} + b_i - i, \ldots, \nu_k + b_i - i, \nu_{i-1} - (i-1), b_i - b_2 - (i-2), \ldots, b_i - b_{i-1} - 1, 0).
\]

Noting $b_m + \nu_{m-1} = \nu_m + n-k-\lambda_m + 1 \leq n-k$, we have

\[
\nu \uparrow (n-k-\lambda_m+m) = \nu^{(m-1)} \uparrow (b_m - b_{m-1}) = \nu^{(m-1)} + (b_m - b_{m-1}, \ldots, b_m - b_{m-1}).
\]

Therefore the second half of the statement follows. □

**Theorem 6.5.** Let $\lambda, \mu, \nu \in \mathcal{P}_{k,n}$ and $d \geq 1$. If $\nu_i < \lambda_i$ for some $i$, then we set $m = \min\{i \mid \nu_i < \lambda_i, 1 \leq i \leq k\}$. We have

\[
N_{\lambda,\mu}^{\nu,d} = N_{\lambda \uparrow 1, \mu}^{\nu \downarrow 1,d-1}
\]

\[
= N_{\nu,\mu}^{(\nu_m+n-k-\lambda_m+1, \ldots, \nu_k+n-k-\lambda_m+1, \nu_{m-1}-\lambda_m+1), d-1}.
\]

**Proof.** Set $r = n-k-\lambda_m+m$ and $t := r k + [|\lambda| - |\lambda \uparrow 1|] - r k + [|\nu| - |\nu \uparrow 1|]$. By comparing the equalities for the two ways of expansions of $T^r(O^\lambda \ast O^\mu)$(as in the proof of Lemma 6.2), we have

\[
N_{\lambda,\mu}^{\nu,d} = N_{\lambda \uparrow 1, \mu}^{\nu \downarrow 1,d-t}.
\]

By Lemma 6.3, we have $|\lambda| - |\lambda \uparrow r| = -(n-k)(k-m) + k \lambda_{m}$ and $|\nu| - |\nu \uparrow r| = -(n-k+1)(k-m+1) + k \lambda_{m} - m + 1$. Hence, $t = 1$, namely the first equality in the statement holds. By Lemma 6.4 the second equality holds as well. □

We provide two consequences of Theorem 6.5 below.
Example 6.7. In $\text{QK}(\text{Gr}(6, 17))$, take $\lambda = \mu = (10, 8, 6, 4, 2, 0)$ and $d = 3$.

For $\nu = (3, 3, 2, 1, 0, 0)$, $\nu_1 + 3 - 2 < \lambda_3 - 1$ and $\nu_{3-3+1} + 3 - 1 < \lambda_3$ hold. By Proposition 6.6 with respect to $s = t = 3$, we have $n - k - \lambda_t = t + 8$ and

$$N_{\lambda, \mu}^{\nu, 3} = N_{\lambda, \mu}^{\nu, 0} = N_{(9, 7, 5, 3, 2), (10, 8, 6, 4, 2, 0)}^{(11, 11, 10, 9, 8, 8), 0}.$$

For $\eta = (6, 2, 2, 1, 0, 0)$, Proposition 6.6 is not applicable. Nevertheless, we can apply Theorem 6.5 repeatedly and obtain

$$N_{(8, 4, 4, 3, 2, 2), (10, 8, 6, 4, 2, 0)}(9, 7, 5, 3, 1, 0), (10, 8, 6, 4, 2, 0) = \lambda_{(10, 6, 6, 5, 4, 4), 1} = \lambda_{(9, 7, 5, 3, 1, 0), (9, 7, 5, 3, 1, 0)} = \lambda_{(11, 11, 10, 9, 4, 0), (9, 7, 5, 3, 1, 0)}.$$

Proposition 6.8. Let $\lambda, \mu, \nu \in \mathcal{P}_{n}$ and $d \geq 1$. If $\nu_1 \geq \lambda_1$ and $\nu_1 < \lambda_{k+1-j} + \mu_j$ for some $j$, then we set $m = \min\{j \mid \nu_1 < \lambda_{k+1-j} + \mu_j, 1 \leq j \leq k\}$. We have

$$N_{\lambda, \mu}^{\nu, d} = N_{\lambda, \mu}^{\nu_{1}, d}.$$

Proof. Since $\nu_1 \geq \lambda_1$, we have $n - k - \lambda_1 \geq n - k - \nu_1$. By Lemma 6.3 and Lemma 6.2 (4), we have

$$N_{\lambda, \mu}^{\nu, d} = N_{\lambda, \mu}^{\nu_{1}, d} = N_{\lambda, \mu}^{\nu_{1}, d} = N_{(n-k-\nu_1), \mu}^{\nu_{1}, d} = N_{n-k-\nu_1}, \mu}^{\nu_{1}, d} = N_{n-k-\nu_1, \mu}^{\nu_{1}, d} = N_{\lambda, \mu}^{\nu_{1}, d} = N_{\lambda, \mu}^{\nu_{1}, d}.$$

Therefore by Theorem 6.5 together with the definition of Seidel shifts, we have

$$N_{\lambda, \mu}^{\nu, d} = N_{\lambda, \mu}^{\nu, d} = N_{\lambda, \mu}^{\nu, d} = N_{\lambda, \mu}^{\nu, d} = N_{(n-k-\nu_1), \mu}^{\nu_{1}, d} = N_{n-k-\nu_1, \mu}^{\nu_{1}, d} = N_{(n-k-\nu_1), \mu}^{\nu_{1}, d} = N_{\lambda, \mu}^{\nu_{1}, d}.$$

□
7. A Quantum Littlewood-Richardson Rule for $QK(Gr(3,n))$

In this section, we restrict to $Gr(3,n)$, and provide a quantum Littlewood-Richardson rule for $QK(Gr(3,n))$ in Theorem 7.3. We obtain the rule by reducing most of $N_{\lambda,\mu}^{\nu,d}$ to corresponding $N_{\lambda,\mu}^{\nu,0}$ and computing the rest directly. As a direct consequence, we show the alternating positivity in Corollary 7.4.

**Proposition 7.1.** Let $\lambda, \mu, \nu, \sigma \in \mathcal{P}_{3,n}$ and $d \geq 1$. In $QK(Gr(3,n))$, we have

$$N_{\lambda,\mu}^{\nu,d} = N_{(\lambda_1-\lambda_2-\lambda_3,0),\nu}^{\nu,0} |_{\frac{(\lambda_1,\lambda_2,\lambda_3)+d}{3}} =: N_{\lambda,\mu}^{\nu,d}.$$

Moreover, we have $(-1)^{\lambda+|\mu|+|\nu|+dn} = (-1)^{\hat{\lambda}+|\hat{\mu}|+|\hat{\nu}|+\hat{d}n}$.

**Proof.** The arguments for the first equality are the same as that for Lemma 6.2. The second equality follows immediately from the definition of the notation. \qed

Thanks to the above proposition, we will always consider the partitions $\lambda = (\lambda_1,\lambda_2,0)$ and $\mu = (\mu_1,\mu_2,0)$ in $\mathcal{P}_{3,n}$ in the rest of this section.

The next lemma is a special case of the Giambelli formula in [15, Theorem 5.6]. Here we provide the detail by quantum Pieri formula for completeness.

**Lemma 7.2.** Let $\mu = (\mu_1,\mu_2,0) \in \mathcal{P}_{3,n}$. In $QK(Gr(3,n))$, we have

$$O^\mu = O^{\mu_1} \ast O^{\mu_2-1} + \sum_{j=\mu_1}^{n-3} O^{j} \ast (O^{\mu_2} - O^{\mu_2-1}).$$

**Proof.** For any $n-3 \geq a \geq b \geq 0$, by the quantum Pieri rule we have

$$O^a \ast O^b = O^{(a,b,0)} + \sum_{j=a+1}^{\min\{a+b,n-3\}} (O^{(j,a+b-j,0)} - O^{(j,a+b-j+1,0)}).$$

Hence, the right hand side RHS of the expected equality satisfies

$$\text{RHS} = O^{n-3} \ast O^{\mu_2} + \sum_{j=\mu_1}^{n-4} (O^{j} \ast O^{\mu_2} - O^{j+1} \ast O^{\mu_2-1})$$

$$= O^{(n-3,\mu_2,0)} + \sum_{j=\mu_1}^{n-4} (O^{(j,\mu_2,0)} - O^{(j+1,\mu_2,0)})$$

$$= O^{(\mu_1,\mu_2,0)}.$$

\qed

**Theorem 7.3.** Let $\lambda, \mu, \nu \in \mathcal{P}_{3,n}$ with $\lambda_3 = \mu_3 = 0$. In $QK(Gr(3,n))$, we have $N_{\lambda,\mu}^{\nu,d} = 0$ unless $d \leq 1$. Moreover, descriptions of $N_{\lambda,\mu}^{\nu,1}$ are given as follows.

1. If $\nu_1 < \min\{\lambda_1,\mu_1\}$, assuming $\nu_1 < \lambda_1$, we have

$$N_{\lambda,\mu}^{\nu_1,1} = N_{(\lambda_2+n-3-\lambda_1,\mu_2+n-2-\lambda_2,\nu_3+n-2-\lambda_1),\nu}^{(\nu_1+n-3-\lambda_1,\nu_2+n-2-\lambda_1,\nu_3+n-2-\lambda_1),\nu}.$$

2. If $\nu_1 \geq \max\{\lambda_1,\mu_1\}$ and $\nu_2 < \min\{\lambda_2,\mu_2\}$, assuming $\nu_2 < \lambda_2$, we have

$$N_{\lambda,\mu}^{\nu_1,1} = N_{(n-3,\lambda_1-\lambda_2,0),\nu}^{(\nu_2+n-2-\lambda_2,\nu_3+n-2-\lambda_2,\nu_1-\lambda_2+1),\nu}.$$
(3) If \( \nu_1 \geq \max\{\lambda_1, \mu_1\} \) and \( \nu_2 \geq \max\{\lambda_2, \mu_2\} \), setting \( m := |\nu| + n - |\lambda| - |\mu| \) and \( A := \lambda_1 + \mu_1 - \nu_1 - \nu_2 \), we have

\[
N^{\nu,1}_{\lambda,\mu} = \begin{cases} 
\min\{A - 1, n - 3 - \nu_1\}, & \text{if } m = 0, \\
\min\{A, n - 3 - \nu_1\} - 2 \min\{A - 1, n - 3 - \nu_1\}, & \text{if } m = 1, \\
2 \min\{A, n - 3 - \nu_1\} + \min\{A - 1, n - 3 - \nu_1\}, & \text{if } m = 2, \\
- \min\{A, n - 3 - \nu_1\}, & \text{if } m = 3,
\end{cases}
\]

provided all the constraints in \( L_1 \) hold, or \( N^{\nu,1}_{\lambda,\mu} = 0 \) otherwise.

Proof. By Lemma \( L_2 \)

\[
O^\lambda \ast O^\mu = O^{(\lambda_1, \lambda_2, 0)} \ast (O^{\mu_1} \ast O^{\mu_2-1} + \sum_{j=\mu_1}^{n-3} O^j \ast (O^{\mu_2} - O^{\mu_2-1}))
\]

\[
= O^{(\lambda_1, \lambda_2, 0)} \ast O^{\mu_1} \ast O^{\mu_2-1} + (\sum_{j=\mu_1}^{n-3} O^{(\lambda_1, \lambda_2, 0)} \ast O^j) \ast (O^{\mu_2} - O^{\mu_2-1}).
\]

Since \( \lambda_3 = 0 \), we have \( O^{(\lambda_1, \lambda_2, 0)} \ast O^j = O^{(\lambda_1, \lambda_2, 0)} \ast O^j = \sum_q c_q O^q \). Thus \( N^{\nu,1}_{\lambda,\mu} = 0 \) whenever \( d > 1 \), by Proposition \( L_3 \). Namely the first claim in the statement holds.

Statement (1) and (2) follow directly from Theorem \( L_3 \).

Now we start with the hypotheses \( \nu_1 \geq \lambda_1 \) and \( \nu_2 \geq \lambda_2 \) only. For any \( a \), the term \( q O^\nu \) occurs in \( O^q \ast O^a \) only if \( \nu \) can be obtained from \( \eta \) by removing at least one box at each row. In particular if \( \lambda_i \leq \nu_i+1 \) for some \( 1 \leq i \leq 2 \), then none of \( \eta \) could satisfy the requirement. Consequently we have

\[
N^{\nu,1}_{\lambda,\mu} = 0, \text{if } \nu_i \geq \lambda_i \text{ for all } i \in \{1, 2\} \text{ and } \lambda_j \leq \nu_{j+1} \text{ for some } j \in \{1, 2\}.
\]

Since \( \nu_1 \geq \lambda_1 \) and \( \nu_2 \geq \lambda_2 \), it follows that \( \eta_i > \lambda_i \) for \( 1 \leq i \leq 3 \), so that \( r(\eta/\lambda) = 3 \). Thus by Proposition \( L_4 \) \( N^{\nu,1}_{\lambda,\mu} \) coincides with the coefficient of \( q O^\nu \) in PRHS with
PRHS = \sum_{i=0}^{2} \sum_{|\eta/\lambda|=\mu_1+i} (-1)^i \binom{2}{i} \mathcal{O}^\eta \ast \mathcal{O}^{\mu_2-1} \\
+ \sum_{j=\mu_1}^{n-3} \sum_{i=0}^{2} (-1)^i \binom{2}{i} \mathcal{O}^\eta \ast (\mathcal{O}^{\mu_2} - \mathcal{O}^{\mu_2-1}) \\
= \sum_{i=0}^{2} \sum_{|\eta/\lambda|=\mu_1+i} (-1)^i \binom{2}{i} \mathcal{O}^\eta \ast \mathcal{O}^{\mu_2-1} \\
+ (\sum_{|\eta/\lambda|=\mu_1} \mathcal{O}^\eta - \sum_{|\eta/\lambda|=\mu_1+1} \mathcal{O}^\eta) \ast (\mathcal{O}^{\mu_2} - \mathcal{O}^{\mu_2-1}) \\
= \sum_{|\eta/\lambda|=\mu_1+2} \mathcal{O}^\eta \ast \mathcal{O}^{\mu_2-1} - \sum_{|\eta/\lambda|=\mu_1+1} \mathcal{O}^\eta \ast \mathcal{O}^{\mu_2-1} \\
- \sum_{|\eta/\lambda|=\mu_1+1} \mathcal{O}^\eta \ast \mathcal{O}^{\mu_2} + \sum_{|\eta/\lambda|=\mu_1} \mathcal{O}^\eta \ast \mathcal{O}^{\mu_2}

Since \eta/\lambda is a horizontal strip, \(|\eta/\lambda| \leq n - 3\) is an implicit constraint in the above sums. In particular if \(|\eta/\lambda| > n - 3\), then the corresponding sum is read off as 0. Since \(r(\eta/\lambda) = 3\), the outer rim of \(\eta\) has 3 rows. Since \(\nu_i \geq \lambda_i\) for all \(i\), the first two rows of the outer rim of \(\eta\) both contain at least a box in \(\nu\). Therefore for any \(a\), the coefficient of \(q^{\nu/\lambda}\) in \(\mathcal{O}^\eta \ast \mathcal{O}^\nu\) is equal to \((-1)^i \binom{c}{i}\), provided \(|\nu| - |\eta| + n - a = e \in \{0, 1, 2\}\) and the implicit constraint that \(\nu\) can be obtained from \(\eta\) by removing a subset of the boxes in the outer rim of \(\eta\) with at least one box removed from each row. Hence,

\[
N^{\nu,1}_{\lambda,\mu} = \sum_{|\nu| - |\eta| + n - \mu_2 + 1 = 0} |\eta/\lambda| = \mu_1 + 1 1 + \sum_{|\nu| - |\eta| + n - \mu_2 + 1 = 1} |\eta/\lambda| = \mu_1 + 2 \frac{(-2)}{1} + \sum_{|\nu| - |\eta| + n - \mu_2 + 1 = 2} |\eta/\lambda| = \mu_1 + 2 1 \\
- \sum_{|\nu| - |\eta| + n - \mu_2 + 1 = 0} |\eta/\lambda| = \mu_1 + 1 1 - \sum_{|\nu| - |\eta| + n - \mu_2 + 1 = 1} |\eta/\lambda| = \mu_1 + 1 \frac{(-2)}{1} - \sum_{|\nu| - |\eta| + n - \mu_2 + 1 = 2} |\eta/\lambda| = \mu_1 + 1 1 \\
- \sum_{|\nu| - |\eta| + n - \mu_2 + 2 = 0} |\eta/\lambda| = \mu_1 + 1 1 - \sum_{|\nu| - |\eta| + n - \mu_2 + 1 = 1} |\eta/\lambda| = \mu_1 + 2 \frac{(-2)}{1} - \sum_{|\nu| - |\eta| + n - \mu_2 + 2} |\eta/\lambda| = \mu_1 + 2 1 \\
+ \sum_{|\nu| - |\eta| + n - \mu_2 = 0} |\eta/\lambda| = \mu_1 + 1 1 + \sum_{|\nu| - |\eta| + n - \mu_2 = 1} |\eta/\lambda| = \mu_1 + 2 \frac{(-2)}{1} + \sum_{|\nu| - |\eta| + n - \mu_2 = 2} |\eta/\lambda| = \mu_1 + 2 1.
\]

Let \(m = n + |\nu| - |\lambda| - |\mu|\). The first sum occurs only if \(|\eta/\lambda| + (|\nu| - |\eta| + n - \mu_2 + 1) = (\mu_1 + 2) + 0\), namely only if \(m = 1\). For the same reason, only part of the sum could
occur at the same time. Precisely, we have

\[
N_{\lambda,\mu}^{\nu_1} = \begin{cases} 
- \sum_{|\eta/\lambda|=\mu_1+1} 1 + \sum_{|\eta/\lambda|+\mu_2=0} 1, & \text{if } m = 0, \\
+ \sum_{|\eta/\lambda|=\mu_1+2} 1 + \sum_{|\eta/\lambda|+\mu_2+1=0} 1, & \text{if } m = 1, \\
- \sum_{|\eta/\lambda|=\mu_1+2} 1 + \sum_{|\eta/\lambda|+\mu_2+1=1} 1, & \text{if } m = 2, \\
0, & \text{otherwise.}
\end{cases}
\]  

(7.3)

Notice $|\nu| - |\lambda| \geq \nu_3$. If $\mu_1 + \mu_2 < n - 3 + \nu_3$, then $m \geq \nu_3 + n - |\mu| = \nu_3 + n - (\mu_1 + \mu_2) > 3$. Therefore by formula (7.3), we have

\[
N_{\lambda,\mu}^{\nu_1} = 0, \text{ if } \nu_i \geq \lambda_i \text{ for all } i \in \{1, 2\} \text{ and } \mu_1 + \mu_2 < n - 3 + \nu_3.
\]

The above arguments only use the hypotheses $\nu_1 \geq \lambda_1$ and $\nu_2 \geq \lambda_2$. Since $\nu_i \geq \max\{\lambda_i, \mu_i\}$, by interchanging $\lambda$ and $\mu$ in (7.2) and (7.4), we obtain

\[
N_{\lambda,\mu}^{\nu_1} = 0, \text{ if } \nu_i \geq \mu_i \text{ for all } i \in \{1, 2\} \text{ and } \lambda_j \leq \nu_{j+1} \text{ for some } j \in \{1, 2\};
\]

(7.5)

\[
N_{\lambda,\mu}^{\nu_1} = 0, \text{ if } \nu_i \geq \mu_i \text{ for all } i \in \{1, 2\} \text{ and } \lambda_1 + \lambda_2 < n - 3 + \nu_3.
\]

(7.6)

Now we consider the case $\mu_1 + \mu_2 \geq n - 3 + \nu_3$ and $\lambda_j > \nu_{j+1}$ for all $j \in \{1, 2\}$. Assume $\lambda_2 \geq \mu_2$ (otherwise we interchange $\lambda$ and $\mu$ in the arguments below). Set

\[
\Gamma_{\eta}^j := \{\eta \mid \eta \text{ occurs in the unique sum when } m = j \text{ and } |\eta/\lambda| = \mu_1 + i\}.
\]

We claim $(\eta_1, \eta_2, \eta_3) \mapsto (\eta_1, \eta_2, \eta_3 - 1)$ well defines a map $\psi_{\eta}^j : \Gamma_{\eta}^j \rightarrow \Gamma_{\eta}^{j-1}$ for all $(i, j)$. Indeed, we just need to show $\nu$ can be obtained from $(\eta_1, \eta_2, \eta_3 - 1)$ by removing a subset of the boxes in the outer rim of $(\eta_1, \eta_2, \eta_3 - 1)$ with at least one box removed from each row, for all $\eta \in \Gamma_{\eta}^j$. That is, we need to show $\eta_j - 1 > \nu_j$. Notice $\mu_1 + i = |\eta| - |\lambda| = \eta_3 + (\eta_1 - \lambda_1) + (\eta_2 - \lambda_2) \leq \eta_3 + (n - 3 - \lambda_1) + (\lambda_1 - \lambda_2)$. Hence $\eta_3 \geq \mu_1 + i + \lambda_2 - (n - 3) \geq \mu_1 + \mu_2 + i - (n - 3)$.

a) If $m = 3$, then we have $i = 2$ and hence $\eta_3 \geq n - 3 + \nu_3 + 2 - (n - 3) = \nu_3 + 2$.

b) If $m < 3$, then $|\nu| = |\nu| + n - |\lambda| - m > \nu_3 + n - 3$, and consequently $\eta_3 > \nu_3 + n - 3 + i - (n - 3) = \nu_3 + i \geq \nu_3 + 1$.

Thus we always have $\eta_3 - 1 > \nu_3$. Since $\psi_{\eta}^j$ is obviously injective, we have

\[
N_{\lambda,\mu}^{\nu_1} = \begin{cases} 
[\Gamma^m_0 \setminus \psi_3^m(\Gamma^m_1)], & \text{if } m = 0, \\
-|\Gamma^m_1 \setminus \psi_2^m(\Gamma^m_2)| - 2|\Gamma^m_0 \setminus \psi_1^m(\Gamma^m_1)|, & \text{if } m = 1, \\
2|\Gamma^m_1 \setminus \psi_2^m(\Gamma^m_2)| + |\Gamma^m_0 \setminus \psi_1^m(\Gamma^m_1)|, & \text{if } m = 2, \\
-|\Gamma^m_0 \setminus \psi_3^m(\Gamma^m_1)|, & \text{if } m = 3.
\end{cases}
\]  

(7.7)
\[ \Gamma_{i-1}^m \setminus \psi_i^m(\Gamma_i^m) \]

\[ = \{ \eta \in P_{3,n} \mid \eta_3 = \lambda_2, \nu_1 + 1 \leq \eta_1, \nu_2 + 1 \leq \eta_2 \leq \lambda_1, |\eta| - |\lambda| = \mu_1 + i - 1 \} \]

\[ \cong \{(a, b) \in \mathbb{Z}^2 \mid \nu_1 - \lambda_1 + 1 \leq a \leq n - 3 - \lambda_1, \]
\[ \nu_2 + 1 - \lambda_2 \leq b \leq \lambda_1 - \lambda_2, \quad a + b = \mu_1 + i - 1 - \lambda_2 \}. \]

Since \( \mu_1 \leq \nu_1 \) and \( i \in \{1, 2\} \), we have

\[ \mu_1 + i - 1 - \lambda_2 - (\nu_1 - \lambda_1 + 1) = \lambda_1 - \lambda_2 + (\mu_1 - \nu_1) + (i - 2) \leq \lambda_1 - \lambda_2; \]

\[ \mu_1 + i - 1 - \lambda_2 - (\nu_1 - \lambda_1 + 1) - (\nu_2 - \lambda_2 + 1) = \lambda_1 + \mu_1 - \nu_1 - \nu_2 + i - 3 = A + i - 3. \]

Thus \( \Gamma_{i-1}^m \setminus \psi_i^m(\Gamma_i^m) \neq \emptyset \) if and only if \( A + i - 3 \geq 0 \). Hence, by \( \text{7.3} \) we have

\[ N_{\lambda, \mu}^{\nu, 1} = 0, \quad \text{if} \; A \leq 0. \]

Now we assume \( A > 0 \). (We allow the case \( A = 1 \) and \( i = 1 \), since \( \Gamma_0^m \setminus \psi_i^m(\Gamma_i^m) \) would be an empty set, consistent with the counting number \( A - 1 = 0 \). For \( M = \mu_1 - \nu_2 + i - 2 \), we have \( \mu_1 + i - 1 - \lambda_2 = M + (\nu_2 - 1 - \lambda_2) \), and \( M \) is the upper bound of \( a \) for which the required lower bound of \( b \) is satisfied. Hence,

\[ \Gamma_{i-1}^m \setminus \psi_i^m(\Gamma_i^m) \cong \{ a \in \mathbb{Z} \mid \nu_1 - \lambda_1 + 1 \leq a \leq \min\{ M, n - 3 - \lambda_1 \} \}, \]

independent of the value of \( m \). Hence,

\[ |\Gamma_{i-1}^m \setminus \psi_i^m(\Gamma_i^m)| = \begin{cases} n - 3 - \nu_1 \leq A + i - 2, & \text{if} \; M \geq n - 3 - \lambda_1, \\ A + i - 2 \leq n - 3 - \nu_1, & \text{if} \; M < n - 3 - \lambda_1. \end{cases} \]

Consequently statement (3) follows from \( \text{7.3} \).

As a direct consequence, we verify \( \text{15} \) Conjecture 5.10] by Buch and Mihalcea in the special case \( Gr(3, n) \).

**Corollary 7.4.** Let \( \lambda, \mu, \nu \in P_{3,n} \) and \( d \in \mathbb{Z}_{\geq 0} \). In \( QK(Gr(3, n)) \), we have

\[ (-1)^{|\lambda| + |\mu| + |\nu| + \nu d} N_{\lambda, \mu}^{\nu, d} \geq 0. \]

**Proof.** If \( d = 0 \), the alternating positivity is known to hold \( \text{7.5} \). By Proposition \( \text{7.1} \) we can assume \( \lambda_3 = \mu_3 = 0 \) and \( d = 1 \).

If \( \nu_i < \max\{ \lambda_i, \mu_i \} \) for some \( 1 \leq i \leq 2 \), then it follows from Theorem \( \text{7.3} \) (1) and (2) that \( N_{\lambda, \mu}^{\nu, 0} = N_{\lambda, \bar{\mu}}^{\bar{\nu}, 0} \) with \( |\lambda| + |\mu| + |\nu| + n \equiv |\bar{\lambda}| + |\bar{\mu}| + |\bar{\nu}| \mod 2 \). Hence the statement follows.

If \( \nu_i \geq \max\{ \lambda_i, \mu_i \} \) for all \( 1 \leq i \leq 2 \), then the statement follows directly from Theorem \( \text{7.3} \) (3).

**Example 7.5.** Let \( c, u \) be integers with \( 0 \leq c < u \leq 2c < n - 3 \). Let \( \lambda = \mu = (2c, c, 0) \) and \( \mu = (u, c, 0) \). Then \( \lambda = \lambda_1 + \mu_1 - \nu_1 - \nu_2 = u - c > 0 \). In \( QK(Gr(3, n)) \), by Theorem \( \text{7.3} \) (3) we have

\[ N_{(2c, c, 0), 1}^{(2c, c, 0), 1} = \begin{cases} n - 3 - 2c, & \text{if} \; u = n - c, \\ -3(n - 3 - 2c), & \text{if} \; u = n - 1 - c, \\ 3(n - 3 - 2c), & \text{if} \; u = n - 2 - c, \\ -(n - 3 - 2c), & \text{if} \; u = n - 3 - c, \\ 0, & \text{otherwise}. \end{cases} \]
In particular if \( u = 2c \), then \( n - 3 = 3c \) and \( N^{(2c,c,0)}_{(2c,c,0)} = -c \).

We remark that part of the structure constants \( N_{\lambda,\mu}^{\nu,1} \) in case (3) in Theorem 7.3 can also be reduced to \( N_{\lambda,\mu}^{\nu,0} \). For instance if \( \nu_1 < \lambda_2 + \mu_2 \), then the reduction can be done by Proposition 6.8. Here we provide a reduction for the part when \( \nu_3 = 0 \).

**Proposition 7.6.** Let \( \lambda,\mu,\nu \in P_{3,n} \) with \( \lambda_3 = \mu_3 = 0 \). Assume \( \nu_1 \geq \max\{\lambda_1,\mu_1\} \), \( \nu_2 \geq \max\{\lambda_2,\mu_2\} \) and \( \nu_3 = 0 \). If either of \( i \), \( ii \) holds,

\( i) \) \( n - 3 - \mu_j < \lambda_3 - j \) for some \( j \in \{1,2\} \); \( ii) \) \( \lambda = \mu = \nu, \lambda_1 < 2\lambda_2, \lambda_1 + \lambda_2 \leq n - 3; \)
then \( N_{\lambda,\mu}^{\nu,1} = N_{\tilde{\lambda},\tilde{\mu}}^{\nu,0} \) for some \( \tilde{\lambda},\tilde{\mu},\tilde{\nu} \in P_{3,n} \) with explicit descriptions.

If \( \lambda = \mu = \nu = 2\lambda_2, \lambda_1 + \lambda_2 \leq n - 3; \), then \( N_{\lambda,\mu}^{\nu,1} = -\lambda_2 \).

If none of \( i \), \( ii \), \( iii \) holds, then \( N_{\lambda,\mu}^{\nu,1} = 0 \).

**Proof.** By Lemma 6.3 and Lemma 6.2 (3), we have

\[ N_{\lambda,\mu}^{\nu,1} = N_{(\lambda_1,\lambda_2,0),(n-3,n-3-\nu_2,n-3-\nu_1)} \
= N_{(\lambda_1,\lambda_2,0),(n-3,n-\nu_2,n-\nu_1)} \cdot \]

(1) Assume \( n - 3 - \mu_2 < \lambda_1 \), then by Theorem 6.3 we have

\[ N_{\lambda,\mu}^{\nu,1} = N_{(n-3-\nu_1,0),(n-3-\nu_2,n-3-\nu_1)} \cdot \]

(2) Assume \( n - 3 - \mu_2 \geq \lambda_1 \) and \( n - 3 - \mu_1 < \lambda_2 \), then by Theorem 6.3 we have

\[ N_{\lambda,\mu}^{\nu,1} = N_{(n-3-\nu_1,0),(n-3-\nu_2,n-3-\nu_1)} \cdot \]

(3) Assume \( n - 3 - \mu_2 \geq \lambda_1 \) and \( n - 3 - \mu_1 \geq \lambda_2 \).

(a) If \( \lambda \neq \mu \), then we further assume \( \lambda_1 + \lambda_2 > \mu_1 + \mu_2 \) without loss of generality. Thus \( 2(n - 3) - (\mu_2 + \mu_1) \geq \lambda_1 + \lambda_2 > \mu_1 + \mu_2 \). It follows that \( \mu_1 + \mu_2 < n - 3 \), and hence \( N_{\lambda,\mu}^{\nu,1} = 0 \) by Theorem 7.3 (3)(a).

(b) If \( \lambda = \mu \), then \( n - 3 - \mu_2 = n - 3 - \lambda_2 \geq \lambda_1 \). If \( \lambda_1 + \lambda_2 < n - 3 \), then \( N_{\lambda,\mu}^{\nu,1} = 0 \) by Theorem 7.3 (3)(a). If \( \lambda_1 + \lambda_2 = n - 3 \), then by the conclusion of part (a), we have \( N_{\lambda,\mu}^{\nu,1} = 0 \) unless \( \lambda = \nu \).

It remains to discuss the case \( \lambda = \mu = \nu \) with \( \lambda_1 + \lambda_2 = n - 3 \). We have

\[ N_{\lambda,\lambda}^{\lambda,1} = N_{(n-3,n-3-\lambda_1,n-3-\lambda_1)} \]

If \( \lambda_1 - \lambda_2 < \lambda_2 \), then by Theorem 6.3 we have

\[ N_{\lambda,\lambda}^{\lambda,1} = N_{(n-3-\lambda_1+1,n-3-\lambda_2+1,\lambda_1-\lambda_2+1)} \]

If \( \lambda_1 - \lambda_2 > \lambda_2 \), then \( N_{\lambda,\lambda}^{\lambda,1} = 0 \) by the conclusion of part (a).

If \( \lambda_1 - \lambda_2 = \lambda_2 \), then \( 3\lambda_2 = \lambda_1 + \lambda_2 = n - 3 \) and \( N_{\lambda,\lambda}^{\lambda,1} = -\lambda_2 \) by Example (3). \( \square \)
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