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Abstract. Let dimensions \( d \geq 3 \) and codimensions \( c \geq 3 \) be positive integers, and define the exceptional set \( E = \{3, 4\} \). We prove that, for \( d \notin E \) with arbitrary \( c \), or for \( d \in E \) with \( c \leq d \), for any \( d \)-dimensional integral homology class \([\Sigma]\) on a compact (not necessarily orientable) \((d + c)\)-dimensional smooth manifold \( M \), there exist open sets \( \Omega_{[\Sigma]} \) in the space of smooth Riemannian metrics such that all area-minimizing integral currents in \([\Sigma]\) are singular for metrics in \( \Omega_{[\Sigma]} \). This resolves a conjecture by White regarding the generic regularity of area-minimizing surfaces (Problem 5.16 in [3]) and provides a sharp dimension-wise answer. As a corollary, we determine the moduli space of area-minimizing currents in the vicinity of any area-minimizing transverse immersion with dimension \( d \geq 3 \) and codimension \( c \geq 3 \) that satisfies an angle condition of asymptotically sharp order in \( d \). Analogous conclusions apply to mod 2 area-minimizing surfaces.
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1. Introduction

In this paper, area-minimizing surfaces refer to area-minimizing integral currents or mod 2 currents. Roughly speaking they are singular surfaces counted with multiplicity that minimize the area functional for homologous competitors in integral or mod 2 homology classes. These surfaces arise naturally in various geometric contexts, such as special holonomic geometries (e.g., special Lagrangians, associative varieties, etc.,) and in the geometry of positive scalar curvature (area-minimizing hypersurfaces).

The author is partially supported by NSF grant DMS-FRG-1854344.
In many cases, area-minimizing surfaces exhibit singularities. However, Almgren’s Big Theorem ([4]) and De Lellis-Spadaro’s new proof ([9][10][11]), control the dimension of the singular set, bounding it by \(d - 2\). In the hypersurface case, the singular set’s dimension can be reduced to \(d - 7\) as per [18]. In general the \(j\)-th strata in the Almgren stratification of the singular set is \(j\)-rectifiable according to [42].

A natural question is whether these singular sets can be generically avoided. We know that 2-dimensional area minimizing integral currents are classical branched minimal immersed surfaces and all the tangent cones are unique by [12][56]. Consequently, 2-dimensional area-minimizing surfaces are smooth in generic metrics by [57]. Similar results hold for area-minimizing hypersurfaces in 8-dimensional manifolds ([45] and [47]).

One might hope for similar results in general dimensions and codimensions, but existing work by Lawlor (Section 6.4 in [30]), Morgan (the first paragraph on page 138 in [39]), and Haskins and Pacini (Theorem 2.2 in [24]) suggests the presence of persistent singularities. Brian White posed the following question (Problem 5.16 in [3]):

"One can also ask whether singularities in a homologically area minimizing cycle in a Riemannian manifold disappear after generic perturbations of the metric."

According to [50], integral homology classes of dimension larger than 6 and codimension larger than 2 may not have smooth representatives, leading to a trivial answer to White’s question in those cases. However, our results show that, for area-minimizers, in general, every homology class can exhibit non-smoothable singularities in both integral cases (Theorem 1.1) and mod 2 cases (Theorem 1.4). Our answer to White’s question is sharp dimension-wise.

**Theorem 1.1.** Let \(d \geq 3, c \geq 3\) be integers, and set the exceptional set \(E = \{3, 4\}\). In case of \(d \not\in E\), \(c\) arbitrary, or \(d \in E, c \leq d\), for every \(d\)-dimensional integral homology class \([\Sigma]\) on a compact (not necessarily orientable) \((d + c)\)-dimensional smooth manifold \(M\), there exist open sets of Riemannian metrics \(\Omega_{[\Sigma]}\), so that all area-minimizing integral currents in \([\Sigma]\) are singular for all metrics in \(\Omega_{[\Sigma]}\). If \([\Sigma]\) admits immersed representatives with multiplicities on their connected components, then the singular set of any area-minimizer has Hausdorff dimension at least \(\max\{d - c, d - 5\}\) for metrics in \(\Omega_{[\Sigma]}\).

Thus, in general dimensions and codimensions, homologically area-minimizing surfaces can remain singular under generic perturbations of metric.

**Remark 1.** The dimension and codimension bounds stem from two types of obstructions to smoothing. When \(3 \leq c \leq d\), transverse self-intersections with not-so-small angles serve as one kind of obstruction. This is demonstrated using Lawlor’s vanishing calibrations (introduced in Section 2.5). For \(c = 2\) or \(d = 2\), even orthogonal transverse intersections can be smoothed.
out, as seen in complex hypersurfaces and holomorphic curves, where Lawlor’s calibration doesn’t exist. For $d \geq 5$ and $c \geq 3$, bordism rings pose obstructions (first observed by Haskins and Pacini in [24]), such as cones with non-boundary links. Our singularity model utilizes the cone over the Veronese embedding of $\mathbb{CP}^2 \subset S^7$ and its product with spheres. As the obstruction arises from bordism, it is insensitive to codimensions. Combining these two cases explains our dimension and codimension requirements.

Remark 2. Transverse intersection singularities deform into nearby transverse intersections in nearby metrics. We do not know the exact nature of singularities that minimizers possess under metric perturbations for bordism ring-induced singularities.

Remark 3. Since analytic metrics are dense, restricting the initial point of perturbation to analytic metrics cannot yield generic regularity.

Remark 4. In contrast to Thom’s results in [50], area-minimizers with non-smoothable singularities exist from dimension 3, while integral homology classes without smooth representatives emerge from dimension 7. Our result encompasses every integral and mod 2 (Theorem 1.4) homology class that meets the dimension and codimension bounds.

Remark 5. Starting from dimension 4, the transversality type singularities used in the theorem can locally be made of special Lagrangians. From dimension 6, the oriented bordism ring type singularities can also locally be made of special Lagrangians. As a result, even when imposing the condition of special Lagrangian calibrations, one should not expect better outcomes.

Remark 6. Most of these singularities are not isolated. To the author’s knowledge, these examples provide the first instances of non-smoothable, non-isolated singularities of area-minimizing currents under metric perturbation. (In fixed metric cases, numerous examples arise by considering the sum of orthogonal subtori in a high-dimensional torus.)

Remark 7. The codimension requirement of $c \geq 3$ may also be sharp. Both transversality and bordism ring obstructions are absent in codimension 2. However, all known examples of codimension 1 and 2 area-minimizing currents are smoothable.

As a by-product, we also determine the moduli space of area-minimizing integral currents near an area-minimizing immersion.

**Theorem 1.2.** Let $T$ be a $d$-dimensional homologically area-minimizing integral current in a $d + c$-dimensional closed compact (not necessarily orientable) Riemannian manifold $M^{d+c}$ with a metric $g$, with $d, c \geq 3$. Suppose $T$ satisfies the following conditions:

- $T$ is a self-transverse immersion of a (not necessarily connected) compact orientable manifold $\Sigma$;
The angles of self-intersections (Definition 2.2) are always larger than $2 \arctan \frac{2}{\sqrt{c^2 - 4}}$.

Near the self-intersection set of $T$, $T$ decomposes into the sum of two embedded submanifolds.

Then there exists an open neighborhood $\Omega_T$ of $g$ in the space of Riemannian metrics and an open set $U \subset M$ containing the support of $T$, with the following properties:

- For any $g' \in \Omega_T$, any homologically area-minimizing current in the homology class $[T]$ with support in $U$ is also a transverse immersion of $\Sigma$.
- The self-intersection set of the minimizers is diffeomorphic to that of $T$.
- If $T$ is the unique minimizer, then we can take $U = M$.

Remark 8. The angle condition is of sharp asymptotic order in view of Lawlor’s necks (31), where the topology of nearby area-minimizing currents can change and self-intersection singularities can disappear when the angle equals $\frac{\pi}{d} = \frac{\pi}{c}$.

Area-minimizing self-transverse immersions, and more generally, area-minimizing $C^\infty$ generic immersions (defined in Section 2.6) are abundant due to the following result by Yongsheng Zhang.

Lemma 1.3. (Theorem 3.20 in 60) Suppose $i: \Sigma \to M$ is a $C^\infty$ immersion of a connected orientable smooth $d$-dimensional manifold $\Sigma$ into $M^{d+c}$ ($d, c \geq 3$), satisfying the following properties:

- $i(\Sigma)$ is homologically non-trivial;
- $i(\Sigma)$ is $C^\infty$ generic;
- Around the singular set of $i(\Sigma)$, it can be decomposed into the sum of embedded submanifolds.

Then there exists a metric $g$ on $M$ so that $i(\Sigma)$ is uniquely homologically area-minimizing, and a smooth form $\psi_\Sigma$ that calibrates $i(\Sigma)$ in a neighborhood of it. Moreover, the intersection angles on self-intersecting sheets are all equal to $\frac{\pi}{d}$.

Remark 9. For $c < d$, such immersions can possess quite complicated singularities, coming from the stratification of points with fixed multiplicity.

We can also consider the case of unoriented area-minimizing surfaces, for which a direct extension of our methods yields the following.

Theorem 1.4. Theorem 1.1, 1.2 and 3.1 hold, if we drop the orientability requirements and replace the integral homology with the mod 2 homology and integral currents with mod 2 currents.

Remark 10. The dimension bound for the mod 2 case in Theorem 1.1 is sharp, as shown in 58. While it is generally expected that singularities
can be perturbed away in codimension 1 (e.g., [33]), it is anticipated that mod 2 area-minimizing currents in codimension 2 may not be smoothable. If one can demonstrate that a mod 2 cone with a non-bounding link in \( \mathbb{R}^5 \) is area-minimizing using Lawlor-type retractions, a direct application of our methods would imply that the mod 2 cases of Theorem 1.1 hold for all \( d \geq 3, c \geq 2 \).

As a by-product, we obtain the following realization result for mod 2 area-minimizing cones.

**Theorem 1.5.** Let \( M \) be a smooth manifold. Suppose we have a mod 2 cycle \( T \), so that

- \( T \) represents a nontrivial mod 2 homology class;
- The regular part of \( T \) is connected and of multiplicity 1;
- The singular set of \( T \) has finitely many connected components \( S_1, \ldots, S_k \);
- There exist smooth open sets \( U_j \) around each \( S_j \), so that \( T \) can be sent to \( C_j \times \Sigma_j \) by a diffeomorphism \( U_j \to B_n^{1j} \times \Sigma_j \), where \( C_j \) is a truncated mod 2 area-minimizing cone with smooth link in the unit ball \( B_n^{1j} \subset \mathbb{R}^n_j \) equipped with Lawlor’s retraction (Section 2.5), and \( \Sigma_j \) is a smooth manifold with boundary.

Then there exists a smooth metric \( g \) on \( M \), so that \( T \) is the unique homologically mod 2 area-minimizing current in its mod 2 homology class.

**Remark 11.** The multiplicity 1 assumption is not a restriction, since we are dealing with mod 2 currents.

A direct corollary follows.

**Corollary 1.** All mod 2 area-minimizing cones that admit Lawlor’s retractions as defined in [30] and the products of the cones with Euclidean space arise as tangent cones of mod 2 homological area-minimizers in smooth manifolds.

**Remark 12.** The integral homology case follows from Main Theorem in [61].

1.1. **Sketch of proof.** For the proof of Theorem 1.1 we only need to consider the case where the homology class is represented by an embedded submanifold, potentially with multiplicity on its connected components. In cases where this cannot happen, the statements are trivial. Given that we do not impose global obstructions on the existence of smooth minimizers, our focus should be on identifying local obstructions. By finding suitably calibrated singularities that cannot be locally perturbed, we can utilize the constructions in [60] and [61] to attach these singularities to the representatives. (Technically, this gluing cannot be applied directly to a multiplicity greater than 1. Instead, we must perform connected sums of the components and use Lemma 1.3 to eliminate the multiplicity.)
We employ two types of local obstructions in this proof. The first involves a transverse intersection with a relatively large intersection angle, as demonstrated by Lawlor ([30]) in the Euclidean case for two orthogonal $\mathbb{R}^d$ intersecting only at 0 within $\mathbb{R}^{2d}$. Our strategy is to generalize Lawlor’s vanishing calibration methods to broader Riemannian metrics and a wider variety of intersections. In essence, the obstruction resulting from extending Lawlor’s method relies on the first-order deviation of comass from the flat case. For smooth minimal submanifolds forming the intersection, this first-order term corresponds exactly to the mean curvature. Thus, meticulous calculations within the Riemannian setting yield the desired results. As a bonus, this also provides Theorem 1.2.

The second local obstruction stems from singularities bounded by nontrivial elements in the oriented bordism ring, as initially identified by Haskins and Pacini ([24]). We construct general singularities by employing cones over $\mathbb{C}P^2$ and its product with spheres. A slicing argument reveals that any nearby minimizer must also be singular.

For the mod 2 cases (Theorem 1.4), we follow a similar approach, replacing calibrations with area non-increasing retractions.
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2. Basic facts and preliminaries

In this section, we will review some fundamental concepts and provide basic definitions.
Given a Euclidean space $\mathbb{R}^{n+m}$ with coordinates $(x_1, \ldots, x_n, y_1, \ldots, y_m)$, we use $x$ to represent the vector of $x$-components in $\mathbb{R}^n$ and $y$ for the $y$-components in a similar manner. The coordinate label $x_1, \ldots, x_n$ will be denoted by a Roman index subscript, i.e., $x_j$. The corresponding vector fields $\partial_{x_j}$ will be represented as $\partial_j$. For the coordinate label among $y_1, \ldots, y_m$, we use a Greek letter, i.e., $y_\alpha$. The vector fields $\partial_{y_\alpha}$ will be denoted by $\partial_\alpha$.

We adopt the convention $r = \sqrt{\sum_j x_j^2}$, $z = \sqrt{\sum_\alpha y_\alpha^2}$, and $t = \frac{z}{r}$, following [30]. The $j$-dimensional unit sphere and unit ball in $\mathbb{R}^{j+1}$ will always be denoted as $S^j$ and $B^j$, respectively.

Consider two transversally intersecting planes, $P_1$ and $P_2$, with non-trivial intersection in Euclidean space. Then, $P_1 \cup P_2$ can be expressed as a product of their intersection $P_1 \cap P_2$ with two planes, $P'_1$ and $P'_2$, intersecting only at the origin in a lower-dimensional Euclidean space.

**Definition 2.1.** The intersection angle $\theta(P_1, P_2)$ is defined to be

$$\theta(P_1, P_2) = \inf_{v \in P'_1, w \in P'_2} \arccos \frac{|\langle v, w \rangle|}{|v||w|}.$$  

Let $X, Y$ be two submanifolds intersecting transversely along a submanifold $L$ inside a Riemannian manifold $M$.

**Definition 2.2.** The intersection angle $\theta(X, Y)$ (at the tangent space level of) $X, Y$ is defined to be

$$\theta(X, Y) = \inf_{p \in L} \theta(T_p X, T_p Y).$$

2.1. Integral currents and calibrations. Since our focus is mainly on the geometric side, the reader may consider integral currents as chains over immersed oriented submanifolds with singularities. The action of an integral current on a differential form is integration on the chain. If the chain is an oriented smooth submanifold $\Sigma$ with mild singularities (possibly with boundary), we typically use the notation $\Sigma$ instead of the conventional literature notation $[\Sigma]$.

For calibrations, the reader should be familiar with the definitions of comass and calibrations (Section II.3 and II.4 in [22]). The primary reference is [22]. The most important concept to keep in mind is the fundamental theorem of calibrations (Theorem 4.2 in [22]), which states that calibrated currents are area-minimizing among homologous competitors. We will apply this theorem numerous times without explicit citation.

2.2. Definition of mod 2 minimizing. We begin by defining the concept of mod 2 minimizing, which is identical to Definition 1.2 in [8].

**Definition 2.3.** An integral current $T$ on a manifold $M$ is called a cycle (or boundary) mod 2 if there exists an integral current $S$ such that $T + 2S$ is a cycle (or boundary, respectively) as an integral current. A mod 2 cycle
This considered area minimizing mod 2 if, for any mod 2 boundary $S$, the following inequality holds:

$$M(T) \leq M(T + S),$$

where $M$ denotes the mass of currents.

**Remark 13.** Corollary 1.5 and 1.6 in [53] show that the above definition is equivalent to the canonical definition of mod 2 flat chains.

### 2.3. Fermi coordinates.

Suppose $\Sigma$ is a smooth submanifold of $M$. Given a coordinate system $(x_1, \ldots, x_n)$ on $\Sigma$, we define the Fermi coordinates $(x_1, \ldots, x_n, y_1, \ldots, y_m)$ by exponentiating sections in the normal bundle of $\Sigma$ (see Chapter 2.1 of [21]). It is essential to understand that $z = \sqrt{\sum_{\alpha} y_\alpha^2}$ represents the distance to $\Sigma$, and $\partial_z = \frac{y_\alpha}{z} \partial_{\alpha}$ integrates to geodesics originating orthogonally from $\Sigma$, always orthogonal to $\partial_j$ (refer to Chapter 2.3 and 2.4 in [21]). We will make use of the following lemma:

**Lemma 2.1.** We have

$$\langle \partial_{x_1} \wedge \cdots \wedge \partial_{x_n}, \partial_{x_1} \wedge \cdots \wedge \partial_{x_n} \rangle(x,y)$$

$$= (1 - 2H^\Sigma y_\alpha + O(|y|^2)) \langle \partial_{x_1} \wedge \cdots \wedge \partial_{x_n}, \partial_{x_1} \wedge \cdots \wedge \partial_{x_n} \rangle(x,0),$$

where $H = H^\Sigma \partial_\alpha$ denotes the mean curvature of $\Sigma$.

**Proof.** The inner product evaluates to $\det(\partial_{x_i}, \partial_{x_j})$. We then find

$$\partial_{y_\alpha} \langle \partial_{x_1}, \partial_{x_j} \rangle = \langle \nabla \partial_{y_\alpha} \partial_{x_1}, \partial_{x_j} \rangle + \langle \partial_{x_1}, \nabla \partial_{y_\alpha} \partial_{x_j} \rangle$$

$$= \langle \nabla \partial_{x_1} \partial_{y_\alpha}, \partial_{x_j} \rangle + \langle \partial_{x_1}, \nabla \partial_{x_j} \partial_{y_\alpha} \rangle$$

$$= -2A^\alpha_{ij},$$

with $A$ the second fundamental form of $\Sigma$, i.e., $A(\partial_i, \partial_j) = A^\alpha_{ij} \partial_\alpha$. Thus, by Taylor’s theorem with remainder, we have

$$\det(\partial_{x_i}, \partial_{x_j})(x,y) = \det(g_{ij}(x,0) - 2A^\alpha_{ij} y_\alpha + O(|y|^2))$$

$$= \det g_{ij}(x,0) \det(\delta_i^j - 2g^{il} A^\alpha_{lj} y_\alpha + O(|y|^2))$$

$$= \det(\partial_{x_i}, \partial_{x_j})(x,0)(1 - 2g^{il} A^\alpha_{lj} y_\alpha + O(|y|^2))$$

$$= (1 - 2H^\Sigma y_\alpha + O(|y|^2)) \det(\partial_{x_i}, \partial_{x_j})(x,0).$$

\[\Box\]

### 2.4. Non-continuous calibration forms.

We need the following fact about non-smooth differential forms as calibrations.

**Lemma 2.2.** Let $\phi$ be an $l$-dimensional $L^\infty$-differential form defined on a smooth open set $U$ within a closed compact manifold $M$. Assume that $\phi$ has a comass no larger than 1 and that, locally, we have $\phi = d\omega$ for some Lipschitz form $\omega$. Let $S$ be a current supported in $\bar{U}$ with a smooth boundary on $\partial U$ and calibrated by $\phi$. If there exists a local choice of $\omega$ such that the
singular set of \(\omega\) has zero \(l\)-dimensional Hausdorff measure in the support of \(S\), then \(S\) is area-minimizing among homologous competitors in \(U\).

Remark 14. Here the singular set of \(\omega\) means the complement of the set where \(\omega\) is \(C^1\).

Proof. This result is a Riemannian adaptation of Theorem A8 in [30]. Utilizing Nash’s embedding theorem, we can isometrically embed \(M\) into a high-dimensional Euclidean space. Let \(\pi\) denote the smooth projection of the tubular neighborhood of radius \(r_0 > 0\) around \(M\), with \(r_0\) sufficiently small. Note that \(\pi\) is induced by the normal exponential map, so \(d\pi\) is the identity on the tangent bundle of \(M\). Consequently, \(\pi^*(\phi)\) will have comass \(1 + O(r)\) in \(\pi^{-1}(U)\), where \(r < r_0\) denotes the distance to \(M\). By the naturalness of the exterior derivative, we obtain

\[
d(\pi^*(\omega)) = \pi^*(d\omega) = \pi^*(\phi).
\]

We then proceed with the same mollifier argument as in the proof of Lemma A8 in [30], using \(\epsilon < \frac{\pi}{2}\) and the pullback of the forms by \(\pi\). The only difference is that \(\pi^*\phi\) is not exact. To remedy this, observe that locally it still holds that  

\[
d(\pi^*\omega) = (\pi^*\phi)\epsilon,
\]

so we have \(d(\pi^*\phi)\epsilon = 0\), with subscript \(\epsilon\) denoting mollifications with parameter \(\epsilon\). Thus, we use the homologous condition, i.e., \(T - S = \partial Q\), to deduce that \((T - S)((\pi^*\phi)\epsilon) = Q(d(\pi^*\phi)\epsilon) = 0\). 

2.5. Lawlor’s vanishing calibrations and retractions. We need to refine some facts from [30]. Lawlor’s vanishing calibration is roughly speaking a discontinuous form that has Lipschitz anti-derivative locally and is zero outside an angular wedge around the surfaces, i.e., for \(\frac{\pi}{r} = t\) larger than some angle, and smooth on the inside of the wedge. It can serve as a calibration due to Lemma 2.2. The following are roughly from Section 2.2 and 2.3 in [30].

Definition 2.4. For parameters \((n, a) \in \mathbb{N} \times \mathbb{R}\), satisfying constraints

\[
n \in \mathbb{Z}, n \geq 3, a \in \mathbb{R}, \frac{4n}{n + 2} < a < n(n - 2),
\]

define \(g_{(n,a)} : [0, \infty) \to \mathbb{R}\) as follows. For \(t \in [0, \tan \theta(n, a)]\), with

\[
\theta(n, a) = \arctan \sqrt{\frac{a}{n(n - 2)}},
\]

define

\[
g_{(n,a)}(t) = 1 - c(n, a)t^2,
\]

with \(c(n, a) = \frac{n(n-2)}{a}\). On \((\tan \theta(n, a), \infty)\) define

\[
g_{(n,a)}(t) \equiv 0.
\]

Lemma 2.3. The function \(g_{(n,a)}\) has the following properties.

- \(g_{(n,a)}\) is smooth and monotonically decreasing on \([0, \tan \theta(n, a)]\) and \(\theta(n, a) < \frac{\pi}{4}\).
Moreover, we can also ensure that \( g \) satisfies the following differential inequality for \( t \leq \tan \theta(n, a) \),
\[
0 < \kappa(n, a) \leq \left( g(n, a) - \frac{t}{n} g(n, a)' \right)^2 + \left( \frac{g(n, a)'}{n} \right)^2 \leq 1 - \delta(n, a)t^2,
\]
with
\[
\delta(n, a) = \frac{(n - 2)^2(a(n + 2) - 4n)}{a^2n} > 0, \quad \kappa(n, a) = \frac{4(a - 1)}{a^2} > 0.
\]

Proof. Since \( c(n, a) = \frac{n(n - 2)}{a} \) with \( 0 < a < n(n - 2) \) and \( \tan \theta(n, a) = \sqrt{\frac{a}{n(n - 2)}} \), we clearly have \( g(n, a)' \leq 0 \), and \( \tan \theta(n, a) < 1 \). From now on, we restrict to \( 0 \leq t \leq \tan \theta(n, a) \).

Direct calculation gives
\[
\left( g(n, a) - \frac{t}{n} g(n, a)' \right)^2 + \left( \frac{g(n, a)'}{n} \right)^2 = 1 - 2\left( \frac{n - 2}{a} \right) (a - 2)t^2 + \frac{(n - 2)^4}{a^2} t^4.
\]

Regarding the above as a quadratic polynomial in \( t^2 \). The discriminant can be calculated to be
\[
\Delta = -\frac{16(a - 1)(n - 2)^4}{a^4} < 0,
\]
since \( a > \frac{4n}{n^2 + 2} > 1 \). Note that when \( t = 0 \), \( (g(n, a) - \frac{t}{n} g(n, a)')^2 + \left( \frac{g(n, a)'}{n} \right)^2 = 1 \). Since \( \Delta < 0 \), \( (2.3) \) will always be positive. The minimum of \( (g(n, a) - \frac{t}{n} g(n, a)')^2 + \left( \frac{g(n, a)'}{n} \right)^2 \) for \( t^2 \in \mathbb{R} \) is reached at its symmetric axis \( t^2 = \frac{a - 2}{(n - 2)^2} \), and the minimum can be calculated to be
\[
\kappa(n, a) = \frac{4(a - 1)}{a^2}.
\]

The coefficient of the \( t^4 \) term in \( (2.3) \) is positive. Using \( t^4 \leq (\tan \theta(n, a))^2 t^2 = \frac{a}{n(n - 2)} t^2 \), we have
\[
\left( g(n, a) - \frac{t}{n} g(n, a)' \right)^2 + \left( \frac{g(n, a)'}{n} \right)^2 \leq 1 - \frac{(n - 2)^2(a(n + 2) - 4n)}{a^2n} t^2.
\]

For \( \delta \) to exist, clearly \( a > \frac{4n}{n^2 + 2} \) suffices. \( \square \)

Remark 15. The taking \( a \) arbitrarily close to \( \frac{4n}{n^2 + 2} \), we see that as long as \( \theta(n, a) > \arctan \frac{2}{\sqrt{n^2 + 4}} \), we can find such \( g(n, a) \).

With \( g(n, a) \) in hand, we can construct a Lipschitz area-nonincreasing retraction.
Lemma 2.4. There exists a 1-homogeneous area-nonincreasing Lipschitz retraction $\Pi$ from $\mathbb{R}^{n+m}$ to the $x_1 \cdots x_n$-plane, defined by,

$$\Pi(x, y) = (g_{(n,a)}(t))^{1/n}(x, 0).$$

$\Pi$ maps $\{\arctan t > \theta(n,a)\}$ smoothly to 0, and $\{\arctan \leq \theta(n,a)\}$ smoothly onto the $x_1 \cdots x_n$-plane.

Proof. The corresponding integral curve in the notation of Section 1.1 in [30] is

$$r_{\theta} = (r_\theta \cos \theta) = g_{(n,a)}(\tan \theta).$$

Direct calculation as in Section 2.4 in [30] using inequality (2.2) shows that $\Pi$ is area-nonincreasing. \qed

Now we can construct Lawlor’s vanishing calibration. Let $dx = dx_1 \wedge \cdots \wedge dx_n$, and consider

$$\psi = \frac{1}{n} (x_1 dx_2 \wedge \cdots \wedge dx_n - x_2 dx_1 dx_3 \wedge \cdots \wedge dx_n + \cdots).$$

Direct calculation gives

$$d\psi = dx_1 \wedge \cdots \wedge dx_n, \quad \psi = \frac{r}{n} \partial_r (dx_1 \wedge \cdots \wedge dx_n),$$

with $\partial_r = \frac{x_i}{r} \partial_i$, $dr = \frac{z}{r} dx_i$, and $i$ the interior product by inserting a vector. In other words, $\frac{r}{n} \psi$ is dual to the tangent plane to standard spheres centered at the origin in $\mathbb{R}^n$.

Lemma 2.5. Define Lawlor’s vanishing calibration as

$$\phi = d(g_{(n,a)} \frac{\psi}{n}) = \left((g_{(n,a)} - \frac{t}{n}g_{(n,a)}')dr + \left(\frac{g_{(n,a)}}{n}\right)'dz\right) \wedge \left(\frac{r}{n} \psi\right).$$

Then $\phi$ is a simple form, dual to the n-plane $\phi^*$ spanned by $((g_{(n,a)} - \frac{t}{n}g_{(n,a)}')\partial_r + (\frac{g_{(n,a)}}{n})'dz) \wedge \left(\frac{r}{n} \psi\right)^*$ (the tangent planes to the standard spheres centered at the origin). The dual n-plane $\phi^*$ to $\phi$ is the orthogonal complement of the tangent space of level sets of the retraction $\Pi$.

Proof. The form is simple by construction. By Lemma 2.2 and inequality (2.2), $\phi$ can serve as a calibration form and calibrates the $x_1 \cdots x_n$-plane. And by 2.4.1 Proposition in [30], the dual plane to $\phi$ is the orthogonal complement to the level sets of the retraction $\Pi$. \qed

Lemma 2.6. If $f$ is a smooth function on $x_1 \cdots x_n$-plane, then $(f \circ \Pi)\phi$ is closed. Moreover, if $|f| \leq 1$ then $(f \circ \Pi)\phi$ is a calibration form that satisfies the assumptions in Lemma 2.2.
Proof. By discussion in 6.2.5 Definition in [30], \( d((f \circ \Pi)\phi) = 0 \), whenever it is defined. To show the claim about satisfying assumptions in Lemma 2.2, we want to show that \( (f \circ \Pi)\phi \) is the exterior derivative of a Lipschitz form. Using the same reasoning as in Corollary A9 in [30], it suffices to find a Lipschitz form \( \eta \) so that
\[
- d((f \circ \Pi)\phi) \wedge (g(n,a)\psi) = d\eta,
\]
and take the antiderivative of \( (f \circ \Pi)d(g(n,a)\psi) \) to be \( (f \circ \Pi)g(n,a)\psi + \eta \). As shown in the proof of Corollary A9 in [30], this reduces to showing that \( d((f \circ \Pi)\phi) \wedge g(n,a)\psi \) is Lipschitz. Since both factors are smooth on the two closed sets \( 0 \leq t \leq \tan \theta(n,a) \) and \( t \geq \tan \theta(n,a) \), we only need to deal with \( t = \tan \theta(n,a) \). This follows from direct calculations using Leibnitz rule's calculation, and the fact that \( g(n,a)\psi((x + x_0, y + y_0)) = O(\sqrt{x^2 + y^2}) \) for \( |y_0|/|x_0| = \tan \theta(n,a) \). □

2.6. Transversality, generic immersions and proof of Lemma 1.3

First of all, by transverse (self-transverse), we mean that the intersection set has only double points, and at any point of the intersection set, the tangent planes to the two pieces sum to give the tangent space of the ambient manifold.

By \( C^\infty \) generic immersions, we mean immersions with normal crossings (Definition 3.1 in [19]). They are also called strongly self-transverse in [57] and completely regular in [26]. For a rigorous introduction please see the above references. Generic immersions form an open and dense subset of the space of immersions, as detailed in Definition 1.1 and Proposition 3.2 of [26].

Heuristically, generic immersions imply that the immersed sheets are locally pairwise transverse along the intersections, any sheet is transverse to the intersection of transverse pairs of sheets, and so on. Furthermore, the points of multiplicity at most \( j + 1 \) are contained within the points of multiplicity \( j \), with codimension \( c \). There can be at most \( \lfloor \frac{d+c}{c} \rfloor \) sheets meeting at a single point, as stated in the first paragraph on Page vii of [26]. Additionally, by Lemma 1.9 in [26], a coordinate system exists around any point in the image of the immersion, such that the immersion becomes linear subspaces in general positions.

2.7. Zhang’s gluing constructions for calibrations. Consider a sequence of boundaryless currents \( T^l \geq 1 \) of dimension \( d \geq 1 \) and codimension \( c \geq 1 \) on a smooth compact manifold \( M \), converging to an integral current \( T^\infty \) in the flat norm. Suppose they satisfy the following properties. (Note that from now on, the superscript \( l \) can be \( \infty \).)

1) Each \( T^l \),
   a) represents the same nontrivial integral homology class;
   b) has density 1 \( d \)-dimensional Hausdorff measure a.e.;
   c) i) is either irreducible in the sense that there are no two different boundaryless multiplicity 1 currents that sum to it;
ii) or decomposes into a finite sum of irreducible currents
\[ T^l = \sum_{a=1}^{b} T^l_1, \]
with the collection of homology classes \( \{[T^l_1]\} \) linearly independent over \( \mathbb{Z} \).

2) There exists four fixed (not necessarily connected) smooth compact open sets \( \tilde{O} \supset O \supset O' \supset O'' \) and sequences of shrinking smooth open sets \( V^l_1 \supset V^l_2 \supset \cdots \), so that
a) each \( O \)-symbol set is compactly contained in the previous one;
b) the singular set of \( T^l \) is contained in \( O'' \), each \( T^l \) is smooth near \( \partial O'' \) and \( T^l \) restricted to \( (O'')^C \) is the same for all \( l \).
c) \( \lim \text{dist}(\text{spt} T^l, (O'')^C, V^l_j \cap (O'')^C) = 0 \) and each \( V^l_j \) contains the support of \( T^l \).
d) each \( V^l_j \cup O'' \) is the same set for all \( l \).
e) i) in case of 1.a.i, if \( V^l_j \) converges to \( \text{spt} T \) in Hausdorff distance, then we have \( H_d(V^l_j, Z) = Z[T^l] \). Otherwise in case 1.a.i, we have \( H_d(V^l_j \cup O', Z) = Z[T^l] \).
ii) in case of 1.a.ii, if \( V^l_j \) converges to \( \text{spt} T \) in Hausdorff distance, then we have \( H_d(V^l_j, Z) = \oplus_j Z[T^l_j] \). Otherwise in case 1.a.ii, we have \( H_d(V^l_j \cup O', Z) = \oplus_j Z[T^l_j] \).
f) \( \partial O \) intersect \( T^l \) transversely,
g) each \( \partial V^l_j \) intersects \( \partial O \) and \( \partial O' \) transversely, and \( \partial O \cap V^l_j \) deformation retracts onto \( \partial O \cap \text{spt} T^l \).

3) there exists a sequence of smooth metric \( \{g^l_O\} \) on \( \tilde{O} \) and a sequence of bounded measurable \( d \)-dimensional form \( \{\phi^l\} \) on \( O \) that satisfies the assumptions in Lemma 2.2, so that
a) \( \phi^l \) calibrates \( T^l \), \( \phi^l \) is smooth \( d \)-dim a.e. on the support of \( T^l \), and \( \phi^l \) is smooth in \( (O \setminus O') \cap V^l_j \) for some \( j \geq k_0 \), with the same \( k_0 \) for all \( l \).
b) \( g^l_O \) converges smoothly to a smooth limit \( g^\infty_O \), and \( \phi^l \) converges in \( L^\infty \) to \( \phi^\infty \).

**Remark 16.** For the condition of \( H_d(U_j, Z) = Z[T] \), in most cases, \( T \) can be triangulated into a simplicial complex, so one can apply Theorem 1 in [28] to construct such \( U_j \) (Lemma 2.8). For irreducibility, generically speaking, the connectedness of the regular part suffices (Lemma 2.10).

**Remark 17.** Roughly speaking, the sequence \( V^l_j \) is to provide tube-like neighborhoods for \( T^l \). The \( O \) sets are created for the convenience of extensions and gluings.

We will use the results from [60] and [61] to prove the following lemma.

**Lemma 2.7.** With the above assumptions, we have the following constructions.
• Up to truncating the first few terms of all the sequences above, there exists a sequence of smooth Riemannian metrics \( \{ g^l \} \) on \( M \), so that \( T^l \) is homologically area-minimizing in \( g^l \), and the metric is unchanged near the singular set of \( T^l \).

• The sequence \( \{ g^l \} \) converges smoothly to a smooth limit \( g^\infty \), in which \( T^\infty \) is homologically area-minimizing.

Moreover, we can achieve more in the following cases.

• Suppose no current contained in \( O \) can be in the same homology class as \( T^l \). In case of \( 2[T^l] \neq 0 \), \( T^l \) is the unique homological area-minimizer. In case of \( 2[T^l] = 0 \), \( T^l \) and \( -T^l \) are all the area-minimizers in the class \( [T^l] \).

• If \( T^l \) belongs to a nontrivial real homology class on \( M \) and each \( \phi^l \) is smooth, then we can find a smooth form \( \phi^l \) that calibrates \( T^l \). Moreover, \( \phi^l \) converges to \( \phi^\infty \) smoothly.

Remark 18. If \( T \) is homologically trivial, then we can make \( T \) area-minimizing in a neighborhood and we do not need the irreducibility and homological assumptions.

Remark 19. Compared to [60] and [61], the main difference is the requirement of neighborhoods with homology spanned by \( T \). This is due to the fact that \( T \) might represents a torsion class in our cases, so we need more than a calibration locally to compare area.

Remark 20. The strongest form as state above involving sequences of constructions is never used in this manuscript. However, it is useful in many other settings, so we include it here for completeness.

Proof. The idea of the proof is a combination of the methods in [60], [61], and [49]. It involves three steps. The first one is to make \( T^l \) minimizing in a neighborhood. The next step is to rescale the metric to make \( T^l \) globally minimizing. The last two correspond to the two added assumptions.

2.7.1. Set up. In order to avoid cumbersome notations, we will drop the sup/subscripts \( l \). Before the proof, let us do some setup.

First, equip \( M \) with an arbitrary smooth metric \( g_0 \). Then we glue \( g_0 \) to \( g_O \) in \( \tilde{O} \setminus O \) by a fixed 1 to 0 transition function \( \tau \) that is 1 in \( \tilde{O}^\infty \) and 0 in \( O \) to define \( g_{\tilde{O}\setminus O} = \tau g_0 + (1 - \tau) g_O \). (By point 2.a, such \( \tau \) exist.) Define our base metric

\[
\bar{g}_0 = \begin{cases} 
g_0, & \text{in } (\tilde{O})^\infty, 
g_{\tilde{O}\setminus O}, & \text{in } \tilde{O} \setminus O, 
g_O, & \text{in } O. 
\end{cases}
\]

By construction, \( \bar{g}_0 \) is smooth.

Due to 2.b and 2.c, we can let \( j_0 \) be large enough so that \( \text{dist}(V_j \cap (O'')^\infty, \text{spt} T \cap (O'')^\infty) \) is smaller than the focal radius of \( T \cap (O'')^\infty \) for \( j \geq j_0 \). By 2.c, 2.d,
and 3.b, such $j_0$ can be chosen to be the same for all $l$ up to truncating the first few terms in all sequences. Thus, we can always talk about pullbacks of volume forms of $T$ under normal bundle projection of $T$ in $V_j \cap (O' \setminus \tilde{C})$ for $j \geq j_0$. Now fix one $j \geq \max\{j_0, k_0\}$ ($k_0$ defined in 3.a).

2.7.2. Step 1: making $T$ minimizing in a neighborhood. First, let us construct a metric and a calibration in a neighborhood of the current $T$ so that $T$ becomes area-minimizing in this neighborhood.

We already have a calibration at hand in $O$. In $V_j \cap (O' \setminus \tilde{C})$, the pullback of volume form $\omega_T$ of $T$ under normal bundle projection $\pi_T$ in $V_j$ is closed and one can rescale the metric to make it a calibration (Remark 3.5 in [60]). Denote the form by $\pi_T^*(\omega_T)$.

\begin{equation}
(2.11)
\end{equation}

(Note that such a rescale depends smoothly on on $g_0$ by assumption 2.b and 2.d.) Now we need to glue the metric and calibration forms together smoothly (mostly Section 4 in [60]). The proof of Section 4 in [60] covered the case where $O$ is a ball of radius $\epsilon$, and the gluing happens at radius $\epsilon/3$ to $\epsilon$. The proof carries over to our case with two conditions:

- a smooth transition region $\Omega$ between the two calibrations (corresponding to $B_\epsilon(0) \setminus B_{\epsilon/3}(0)$ in Zhang’s proof) with $H^d(\Omega, \mathbb{R}) = 0$ to get primitives of calibration forms
- and a smooth function $\rho$ defined in $\Omega$ with no critical point and level sets foliating $\Omega$ (corresponding to the radius function in Zhang’s proof) whose level sets foliate $\Omega$ to construct smooth transition functions.

We will show how to construction $\Omega$ and $\rho$.

Consider a fixed smooth vector field $v$ that is nonzero inward pointing on $\partial O$, tangent to $\partial V_j$ on $\partial V_j$ and 0 outside of a neighborhood of $\partial O$. The existence of $v$ can be deduced by transversality and a partition of unity argument. Now extend $v$ smoothly. By 2.b and 2.d, such $v$ can be chosen to be the same for all $l$.

Now if we flow $M$ according to $v$ for a short time $t \in [0, \epsilon]$, so that $\partial O$ is flowed into $O \setminus \tilde{O}$. Then $V_j$ is unchanged under the flow and $O$ is flowed into a slightly smaller open set $\tilde{O}'$.

Now set $\Omega = (O \setminus \tilde{O}') \cap V_j$. By construction, $\Omega$ is a smooth manifold with corner and $\Omega$ admits a deformation retract onto $\partial O \cap V_j$. By 2.f, $\partial O \cap V_j$ deformation retracts onto $\partial O \cap \text{spt} T$, which by 2.g and 2.b is a smooth $d-1$-dimensional submanifold. By homotopy invariance of homology, we deduce that $H^d(U, \mathbb{R}) = 0$. By de Rham’s theorem, every $d$-dimensional closed form in $\Omega$ is exact. Thus by Theorem 3.1.1 in [44], there exist forms $\omega'_T$ and $\phi'$
on \( \Omega \) that depends smoothly on \( \pi_T^* (\omega_T) \) and \( \phi \) respectively, so that
\[
d\omega'_T = \pi_T^* (\omega_T), \ d\phi' = \phi.
\]

Implicit function arguments show that \( \partial O \times [0, \epsilon] \) admits a diffeomorphism onto \( M \) by the flow of \( v \). Thus, if we set \( \rho \) to be the time function, then \( \rho \) can substitute the radius function \( r \) used in Zhang’s proof. Note that \( \rho \) is the same for all \( l \).

Run through the argument in Section 4 of [60]. In the process, we glue the two forms together using the transition of antiderivatives in (2.12).

Then we restrict to a smaller \( V_j \) with larger \( j \) uniformly using 3.c (in Zhang’s proof, a smaller \( h \)-disk normal bundle) to achieve condition (c) on page 664 of [60]. Then decompose the metric to horizontal and vertical directions of \( T \) and change accordingly using his proof. In the end, we deduce that there exists a smooth metric
\[
g \label{eq:2.13}
\]
and a smooth calibration form
\[
\overline{\phi} \label{eq:2.14}
\]
defined in \( V_j \cup \tilde{O}' \) (for a possibly larger \( j \) than we strated), so that \( \overline{\phi}|_{O'} = \phi \) and \( \overline{g}|_{O'} = g_{O} \) and and \( \overline{\phi}|_{V_j \cap (O')^c} \) restrict to pullbacks of volume forms of \( T \) under normal bundle projection in the metric \( \overline{g}_{O} \), i.e., a simple form. It is straightforward to verify that in this process, every auxiliary function and vector space splitting used depends geometrically and smoothly on \( T, \phi, g \) restricted to \( (O \setminus O') \cap V_j \), which themselves are smooth. The auxiliary constants depend continuously on \( T, \phi, g \). Thus, after direct calculation, we can conclude the gluing process preserves the claimed convergences with respect to \( l \).

Remark 21. The auxiliary constants in Zhang’s proof depend on the comass of the forms, which depend continuously on the geometrical objects involved. This is the main reason that we cannot turn the sequential convergence into real parameter families of smooth convergence.

2.7.3. Step 2: making \( T \) a homological minimizer. By 2.d, \( V_j \cup \tilde{O}' = V_j \cup O'' \cup \tilde{O}' \) is the same for all \( l \). First, we need to set up an inner and an outer copy of \( V_j \cup O' \) in order to give room for our arguments. Just like in the previous subsection, take a vector field \( v_{\overline{\phi}} \) that is nonzero inward pointing on \( \partial \tilde{O}' \) and tangential to \( V_j \), then flow for a short time gives a smaller open set \( \tilde{O}' \subset \tilde{O}' \) while keeping \( V_j \) unchanged. Now do this with \( V_j \) and \( \tilde{O}' \) reversed, we dedeuce the existence of a diffeomorphism sending \( V_j \cup \tilde{O}' \) to a smaller open set
\[
\tilde{V}_j \cup O',
\]
with each component of \( \tilde{V}_j \cup \tilde{O}' \) compactly contained in that of \( V_j \cup \tilde{O}' \). Repeating the argument with outward pointing vectors, we deduce the
existence of a diffeomorphism sending $V_j \cup \tilde{O}'$ to a larger open set
$$\hat{V}_j \cup \hat{O},$$
each component of the latter compactly containing that of the previous one.
Now we can glue $\check{g}$ (defined in (2.13)) and $\bar{g}$ (defined in (2.10)) together in $V_j \cup \hat{O}' \setminus (V_j \cup \hat{O})$. Again this gluing can be made to depend smoothly on the objects involved and preserves the convergence of sequences.
We are ready to run the arguments of Section 4 in [61]. First, let us deal with the harder case of 1.a.i. The basic idea of Section 4 of [61] is to make the metric small near $T$ to force any minimizer to stay in a neighborhood. For the case of $H_d(V_j \cup O, \mathbb{Z}) = \mathbb{Z}[T]$, in his notation in the proof of Theorem 4.1 in [61], we set $W'' = \hat{V}_j \cup \hat{O}'$, $W' = V_j \cup \hat{O}'$, $W = \hat{V}_j \cup \hat{O}'$. By homotopy invariance of homology, all three $W$ variant sets have $H_d(\cdot, \mathbb{Z}) = \mathbb{Z}[T]$. Then in his notation after changing the metric to $\check{g}$, the rescaled form $\gamma \hat{\phi}$ remains a calibration form in $U$ and calibrates $T$ ($\gamma$ as defined in last line of Page 180 in [61]). By his argument, any area-minimizer $S$ in metric $\check{g}$ homologous to $T$ must stay in $W$. However, $H_d(W, \mathbb{Z}) = \mathbb{Z}[T]$. Since $S$ is not a boundary, we deduce that $S$ is homologous to $\alpha T$ for some integer $\alpha \neq 0$ in $W$. (Warning: restricting to open subsets can change homological relations between cycles in general, so we don’t know that $S$ and $T$ are homologous in $W$.) Thus, we have $|\alpha| M(T) = |S(\check{\phi})| \leq M(S)$. This implies $M(T) \leq M(S)$, with equality if and only if $\alpha = \pm 1$ and $S$ calibrated by $\check{\phi}$. Thus, we have constructed a smooth metric so that $T$ is homologically area-minimizing. For the case of $H_d(V_j, \mathbb{Z}) = \mathbb{Z}[T]$, just do the above argument with $W'' = \hat{V}_j$, $W' = V_j$, $W = \hat{V}_j$. It is straightforward to verify that all auxiliary functions involved depend smoothly on $T, \phi, g$ and all auxiliary constants depend continuously so, thus preserving the convergence.
In the case of 1.a.ii, the above warning does not hold by linear independence of $\{T_j\}$ over $\mathbb{Z}$. In other words, if we run the argument above, then for all $S \in [T]$ and spt$S \subset W$, we must have $S$ homologous to $T$ in $W$. Thus, we must have $M(T) = T(\check{\phi}) = S(\check{\phi}) \leq M(S)$ directly.

2.7.4. Step 3.1: uniquely minimizing and global calibration. Now we need to prove that $[T]$ is the unique homological area-minimizer when no current in $\tilde{O}$ is homologous to $T$. In the proof above, any area-minimizer $T'$ homologous to $T$ must stay in $W$. Then consider a smooth bump $\beta$ function that is 0 outside of $\exp^1 T \cap (\hat{V}_j \cap O^L)$, 1 on $\exp^1 T \cap (\hat{V}_j \cap O^L)$ and with value always in $[0, 1]$. Let $\nu$ denote the distance to $T$ on the regular part and consider the conformal metric $(1 + \beta z^2)\check{g}$. The area of everything is at least that in $\check{g}$. Moreover, $T$ has an unchanged area. However, with the positive $z^2$ bump, we deduce that any current passing through $W \cap O^L$ has increased area unless it has the same support as $T$. By the added assumption on $O$, any other minimizer $T'$ must pass through $W \cap O^L$, otherwise they are contained in $O$, a contradiction. Thus $T'$ has the same support as $T$. In case of 1.a.i,
by irreducibility, we must have $T' = -T$ or $T$. In case of 1.a.ii, by linear independence of the summands $T_j$, we must have $T' = T$. Again, all auxiliary functions depend geometrically on $\phi, T, g$, thus preserving convergence.

2.7.5. Step 3.2: global calibration. If $T$ lies in a nontrivial real homology class, then argue as Section 3.3 and 3.4 in [60] to transit the calibration we produced near $T$ to an arbitrary closed form $\psi$ with $[T](\psi) = 1$ away from $T$. Such $\psi$ exists by the reasoning in the first paragraph of Section 3.2 in [60]. Then we use the universal coefficient theorem instead of retraction to deduce that $H^d(V_j \cup O, \mathbb{R}) \cong H^d(T, \mathbb{R})$ or $H^d(V_j, \mathbb{R}) \cong H^d(T, \mathbb{R})$. Use Theorem 3.1.1 in [44] to get antiderivatives of exact forms that depend smoothly on the form. This gives (3.4) in [60]. The only thing that needs modification is a smooth distance function for the transition. In the case of $H^d(V_j, \mathbb{R}) = \mathbb{R}[T]$, just use the distance function to $\partial V_j$ and reverse the transition. In the case of $H^d(V_j \cup O, \mathbb{R}) = \mathbb{Z}[T]$, note that one can smooth the corners of $V_j \cup O$ to get smooth open subsets that converge to $V_j \cup O$ in Hausdorff distance. Use the distance function to these smooth approximations instead and reverse the transition. Then just chase the argument and replace $\|\Phi\|_g$ in his notation with 1. Again, we can preserve the convergence. □

It is natural to ask when a current satisfies the conditions listed before the lemma. The following comes in handy.

**Lemma 2.8.** Let $Z$ be a closed subset of a compact closed smooth manifold $M$. Suppose $Z$ admits a Whitney stratification. Then there exist a sequences of smooth neighborhoods $V_1 \supset V_2 \supset V_3 \cdots$ so that each $V_j$ is compactly contained in the previous ones and each $V_j$ deformation retracts onto $S$.

**Proof.** Suppose the Whitney stratification of $Z$ is $Z_1 \supset Z_2 \supset \cdots$. (Here we use the convention that $Z_j \setminus Z_{j+1}$ is the smooth open submanifolds that form the stratification.) Then it is straightforward to check that $M \supset Z_1 \supset Z_2 \supset \cdots$ is a Whitney stratification of $M$.

By Proposition 5 on page 199 of [20], we deduce that $M$ admits a triangulation so that $Z$ is a subcomplex of $M$. (The proposition is stated for a stratified object, which is precisely the axiomatization of desirable properties of Whitney stratifications as stated in Section 8 of [41].)

By 3.1.1, 3.1.2 and 6.3.1 of [48], we know that the $n$-th barycentric subdivision for $n \geq 2$ gives a neighborhood $V^n$ of $Z$ that deformation retracts onto $Z$. By construction we have $V^{n+1} \subset V^n$ with compact containment as sets and $V_j$ converges to $Z$ in Hausdorff distance.

Now by the claim (1a)' in the proof of Theorem 1 in [28], for every such neighborhood of the $Z$, there exist smooth regular neighborhoods $V_j$ that can be made arbitrarily close to $V_j$ in Hausdorff distance and $V_j$ deformation retracts onto $Z$. We are done. □

As a corollary, we deduce the following.
Lemma 2.9. Suppose we have a compact closed Hausdorff \( d \)-dimensional set \( S \) that is smooth \( d \)-dimensional a.e. on a manifold \( M \). Suppose there exists a neighborhood \( U \) containing all the singular points of \( S \) with finitely many connected components \( U_1, \ldots, U_l \). For each connected component \( U_j \), we have the following dichotomy:

- either \( S \cap U_j \) can be sent to \( C \times \Sigma \subset B^n_1 \times \Sigma \) by a diffeomorphism. Here \( \Sigma \) is a smooth manifold and \( C \) an \( m \)-dimensional cone over a smooth \( m-1 \)-dimensional submanifold of \( S^{n-1} \) with \( 1 < m < n \), truncated inside the unit ball \( B^n_1 \).
- or \( S \cap U_j \) decomposes into finitely many embedded submanifolds that sum to represent a \( C^\infty \) generic immersion.

Then there exists sequences of smooth neighborhoods \( V_1 \supset V_2 \cdots \supset S \) each compactly contained in the previous one, so that \( V_j \) deformation retracts onto \( S \).

Proof. By Lemma 2.8 it suffices to show that \( S \) admits a Whitney stratification. Set the first stratum \( Z_d = S \). For case one (diffeomorphic to \( C \times \Sigma \)) in each \( U_j \), denote \( Z_{d-1}^{\dim \Sigma} \) to the set \( \{0\} \times \Sigma \). For case two (generic immersions), in each \( U_j \), let \( Z_{d-k-1} \) to be the points of multiplicity at least \( k \) intersection set. (Here the lower index always denotes the dimension of the strata.) Then set \( Z_l = \sum_j \sum_{m \leq l} Z_m^{\dim \Sigma} \). We claim that \( Z_d \supset Z_{d-1} \supset \cdots \) is a Whitney stratification of \( S \). (If \( Z_{d-1} \) is empty then just omit it in the sequence.) By the first paragraph of page vii of [26], the points of multiplicity at least \( k \) is closed and the points of multiplicity precisely \( k \) is an embedded open submanifold of dimension \( d - (k - 1)c \). Thus, by construction we always have that each \( Z_l \) is closed and for two consecutive \( Z_l \supset Z_{l'} \) in the filtration, \( Z_l \setminus Z_{l'} \) is an open submanifold of dimension \( l \). Since \( k \) fold points of generic immersion can only have limit of \( k' \) points of intersection for \( k' \geq k \), we deduce that the stratification \( Z_d \supset \cdots \) satisfies the frontier condition of Definition 4.1.3 in [52]. To show this is a Whitney stratification, by Definition 4.2.3 in [52], we have to show that the stratification satisfies Whitney’s condition (b). For case one \( (C \times \Sigma) \), a sequence of smooth points \( \{x_n\} \) converges to the limit of a sequence \( \{y_n\} \) in \( \{0\} \times \Sigma \). Take a coordinate system on \( \Sigma \) centered at \( \lim_n y_n \). Then \( C \times \Sigma \) becomes \( C \times \mathbb{R}^{\dim \Sigma} \subset \mathbb{R}^{n + \dim \Sigma} \). Note that \( C \times \mathbb{R}^{\dim \Sigma} \) is a cone that is translation invariant along \( \mathbb{R}^{\dim \Sigma} \). We deduce that line segments \( [x_n, y_n] \) lie in \( C \times \mathbb{R}^{\dim \Sigma} \). By definition of the tangent plane, we deduce that the line segment \( [x_n, y_n] \) and thus \( \frac{y_n - x_n}{y_n - x_n} \) lie in the tangent space of \( S \) to \( x_n \). Thus, Whitney’s condition (b) is trivially satisfied. In the immersion case, by Lemma 1.9 in [26], at any point \( y \) of the \( k \)-fold intersection set, there exists a coordinate system centered at \( y \), so \( S \) becomes \( d \)-dimensional vector subspaces of \( \mathbb{R}^{d+c} \) in general position. Let \( \{x_n\} \) be a sequence of points in a stratum, with \( \lim_n x_n = y \) and \( \{y_n\} \) be a sequence of points in the same stratum as \( y \) with \( \lim_n y_n = y \). Note that the stratum containing \( x_n \) by construction consists of points of multiplicity...
$k'$ with $k' < k$ and is an open subset of a vector subspace of dimension $d - (k' - 1)c$, whose limit set contains $\{y_n\}$. Thus, the line segment $[x_n, y_n]$ is tangential to the tangent space of $x_n$ to its stratum. Again, by taking the limit, we see that Whitney’s condition (b) is trivially satisfied. □

The following criterion for irreducibility is also useful.

**Lemma 2.10.** Let $T$ be a $d$-dimensional integral cycle $T$ of multiplicity 1 on the regular part (or a mod 2 cycle) on a compact manifold $M$. Suppose the singular set of $T$ has $d$-dimensional Hausdorff measure 0 and the regular part of $T$ is connected. Then $T$ is irreducible.

*Proof.* By our assumptions, there exists a sequence of finite covers of balls around the singular set with radius tending to 0 and volume tending to 0. Without loss of generality, we can substitute the covers with a sequence of smooth open sets $\{V_j\}$ so that the singular set of $T$ is contained in $V_j$ and its Hausdorff distance to $V_j$ converges to 0. Moreover we can assume that $T$ restricted to $V_j^C$ is a smooth manifold with boundary. (Just mollify the collection of spheres and use a generic perturbation to get transverse intersections with $T$.) For $j$ large enough, note that $T$ restricted to $V_j^C$ is connected. Suppose $T'$ is another integral or mod 2 cycle with support contained in the support of $T$ with multiplicity 1 a.e. Then $T'$ restricted to $V_j^C$ for $j$ large enough must be multiples of $T$ restricted to $V_j^C$ by connectedness and the Constancy Theorem on page 357 of [17]. Since $T'$ is of multiplicity one, the multiple must be 1 or $-1$. Since $V_j$ converges to the singular set of $T$ in Hausdorff distance, we deduce that $T' = \pm T$. If $T$ is not irreducible, then we have two multiplicity 1 cycles $T', T''$ so that $T' = \pm T, T'' = \pm T$, and $T' + T'' = T$. However, for $T \neq 0$, this cannot happen. □

2.8. **Proof of Lemma 1.3.** With these basic setups, we are ready to prove Lemma 1.3. For a sum of any finite number of embedded submanifolds of codimension at least 3, that overall represents a generic immersion, Theorem 3.20 in [60] constructs a smooth calibration form and a smooth metric in a neighborhood of these embeddings. However, by our assumptions in Lemma 1.3, near the singular set of the immersion, the image of the immersion decomposes into a sum of embedded submanifolds. Thus, by Lemma 2.7, Lemma 2.10 and Lemma 2.9, we can find a smooth metric and a smooth calibration form near $T$, so that $T$ is area-minimizing.

2.9. **Unique continuation.** We also need the following versions of unique continuation theorems.

**Lemma 2.11.** (Strong unique continuation) If two properly embedded minimal submanifolds in some Riemannian manifold touch at one point of infinite order, then in a neighborhood they coincide.
Proof. This is folklore, but the author could not find a reference for general codimension in arbitrary ambient metrics. We will only sketch proof. Say the two surfaces are $F,G$. By setting up Fermi coordinates adapted to $G$, (Chapter II in [21]) we can express $F$ as a smooth graph. Direct calculation shows

$$\Delta G F^\alpha = O(|F| + (r + |D^2 F|)|DF|)$$

for coordinate components of $F$ normal to $G$. Then use Theorem 1.8 in [29]. \qed

**Lemma 2.12.** (Uniquely minimizing of multiplicity 1 interior regions of minimizers) Let $T$ be an area-minimizing integral or mod 2 current with a possibly nonempty boundary in a compact (not necessarily boundaryless) manifold $M$, satisfying the following properties,

- the support of $T$ lie in the interior of $M$;
- for a smooth open set $U \subset (\text{spt } \partial T)^\complement$, we have $T$ restricted to $U$ is smooth with multiplicity 1 near $\partial U$.

Then $TLU$ is the unique area-minimizer in $M$ among competitors $\partial T' = \partial TL U$ and $T' + TLU^\complement$ homologous to $T$.

**Proof.** First, let us do the integral case. Let $\Gamma$ denote the boundary of $T$ restricted to $U$. Now suppose $\Sigma$ is another integral current with $\partial \Sigma = \Gamma$ and $\Sigma + TLU^\complement$ homologous to $T$. By Theorem 2.1 in [5], we deduce that $\Sigma$ has regular boundary points on an open dense subset $D$ of $\Gamma$. In other words, for any point $b \in D$, there exists a small geodesic ball $B_r(p)$, so that $\Sigma$ equals $\sum_{1 \leq j \leq c} \Sigma_j^+ + \sum_{0 \leq i \leq c-1} \Sigma_i^-$, where $\Sigma_j^+$ are smooth multiplicity 1 submanifolds with boundary $\Gamma \cup D$ and $\Sigma_i^-$ are smooth multiplicity 1 submanifolds with boundary $-\Gamma \cup D$. By Theorem 0.3 in [11], $\Sigma$ is smooth outside of a set of Hausdorff codimension 1 of $\Gamma$ on $\Gamma$. Since $\Sigma + TLU^\complement$ is area-minimizing among competitors homologous to $T$, we deduce that $\Sigma$ must have the same area as $TLU$. Thus we can cut $TLU$ away and paste in $\Sigma$ to get an area-minimizing current. Using the non-existence of $m$-dimensional area-minimizing cones with $m-1$-dimensional translation invariance, we deduce that the tangent cone of the pasted together current at regular points of $T$ is $c$ times the original tangent plane for some integer $c$. Thus, at any regular point of $T$, for any $i$, $\Sigma_i^+$ touches $T$ of $C^1$ order. By Allard regularity ([1]), the patched-together surface must be smooth through $\Sigma_i^+$. This gives infinite order touching and by Lemma 2.11, the patched-together surface coincides with $T$ on the regular part. This implies $c = 1$ and non-existence of $\Sigma_i^-$. Repeat this at each regular point and each component of $\Gamma$. We deduce that $\Sigma$ coincides with $T$ restricted to $U$. For mod 2 cases, the reasoning is the same. Just use the boundary regularity of Theorem 5 in [59]. \qed

2.10. **Allard type regularity.** We will frequently use Allard-type regularity arguments under the following assumptions.
(a) $T$ is an area-minimizing current on (a possibly non-complete non-compact) Riemannian manifold $M$ with metric $g$;
(b) for $\partial T \neq 0$, we assume that $\partial T$ is a smooth (possibly not connected) compact submanifold with multiplicity 1;
(c) $p$ is a point in the interior of $T$, so that $T$ is smooth and multiplicity 1 near $p$;
(d) for $\partial T \neq 0$, $b$ is a point in support of $\partial T$, so that $T$ is a multiplicity 1 smooth manifold with boundary $\partial T$ in a neighborhood of $b$.

Use $B_r(p)$ and $B_r(b)$ to denote the geodesic ball around $p$, $b$ in $g$. We endow the space of Riemannian metrics with the weak $C^\infty$ topology, i.e., the usual one induced by $C^k$ norms for all $k \geq 0$.

**Lemma 2.13.** Let $T$ satisfy our assumptions (a) to (d) above. For any constant $\delta > 0$, there exists a constant $\epsilon > 0$, an open subset $U \subset M$ containing the support of $T$, a radius $r > 0$, and an open set $\Omega_T$ in the space of Riemannian metrics with the following properties.

- For any $g' \in \Omega_T$, and any current $T'$ supported in $U$ and homologous to $T$ in $U$, if $T'$ is area-minimizing among homologous competitors in $M$, then $T'$ is a smooth submanifold of multiplicity 1 in $B_r(p)$, and graphical as exponentiated sections with $C^1$ norm smaller than $\delta$, in the normal bundle of smooth part of $T$.
- If $\partial T'$ is a smooth submanifold of multiplicity 1 and is a graph of an exponentiated section in the normal bundle of $\partial T$ with $C^1$ norm smaller than $\epsilon$, then $T'$ is a smooth manifold with boundary in $B_r(b)$.
- If $T$ is the unique homological area-minimizer on $M$ in its class, then we can take $U = M$.

**Proof.** Embed $M$ isometrically into Euclidean space. Direct calculation shows that any such $T$ in any nearby metrics will have bounded generalized mean curvature with a uniform bound. Then using the monotonicity formula as in [1] and [2], we get upper semi-continuity of densities at the boundary and in the interior. Now argue by contradiction and use Allard regularity in [1] and [2].

3. **Proof of Theorem 1.2**

In this section, we will prove Theorem 1.2. First, we will do a reduction to the local case.

3.1. **Basic setup.** Let $n \geq 3, k \geq 0$ be integers. We need the following basic setup.

(A) $(M^{2n+k}, g)$ be a (possibly non-complete non-orientable) smooth Riemannian manifold, with a (possibly non-orientable) $k$-dim compact closed submanifold $L$ in the interior.
(B) we have two orientable minimal submanifolds $X$ and $Y$ of dimension $n + k$ intersecting transversally along $L$, with boundaries outside of $B_r(L)$.

(C) the intersection of $B_r(L)$ with $X$ and $Y$ are orientable submanifolds in $X$ and $Y$ for a.e. $r$ small.

Remark 22. Here $B_r(L)$ denotes a tubular neighborhood of a small radius $r$ in $M$. The point (C) follows from the first two by Sard’s theorem and the fact that the boundaries of smooth open sets in orientable manifolds are orientable.

At any point $p \in L$, consider the tangent space $T_pM$. Then $T_pX$ and $T_pY$ splits off as products over $T_pL$ into two $n$-dimension planes $X', Y'$ intersecting transversally in $\mathbb{R}^{2n}$. We define the intersecting angle $\theta(p)$ to be $\theta(T_pX, T_pY)$ by Definition 2.1.

**Theorem 3.1.** Suppose $\inf_{p \in L} \theta(p) > 2 \arctan \frac{2}{\sqrt{n^2-4}}$. With the condition (A) to (C), we have the following.

- By restricting to a smaller radius in the tubular neighborhood, the current $X + Y$ is area-minimizing, calibrated by the sum of Lawlor type vanishing calibrations, smooth near $X + Y$ away from $X \cap Y$.
- There exists an open set $\Omega$ in the space of Riemannian metrics containing $g$, and a slightly smaller neighborhood $U$ around $L$, whose boundary $\partial U$ intersects $X + Y$ smoothly and transversally.
- Any integral area-minimizing current $T'$ in $U$ with metric $g' \in \Omega$, and $\partial T'$ smooth and graphical as an exponentiated section in the normal bundle of $\partial((X + Y)L \cup U)$ with $C^1$ norm smaller than some positive constant $c$, must also decompose into $T' = X' + Y'$.
- $X', Y'$ are smooth minimal immersions diffeomorphic to $X \cup U, Y \cup U$, respectively, and $X'$ intersects $Y'$ transversally at a submanifold $L'$ diffeomorphic to $L$.

For the proof of Theorem 3.1 in the next few subsections, we will construct Lawlor’s vanishing calibrations with vanishing angles of less than $\arctan \frac{2}{\sqrt{n^2-4}}$ for both $X$ and $Y$. Then summing the two together gives the calibration. The decomposition for nearby currents comes by summing nearby minimal submanifolds together using similar constructions of vanishing calibrations.

3.2 Proof of Theorem 1.2 assuming Theorem 3.1. First, let us show that we indeed have a reduction. Let $U$ be the open set in Theorem 3.1 around $L$. By Lemma 2.13 and covering the regular part of $T$ in $U^C$ using finitely many small enough balls, for any small $\delta > 0$, there exists an open neighborhood $q_0$ in the space of Riemannian metrics and an open set $O$ containing the support of $T$, so that any homologically area-minimizing current $T'$ contained in $O$, and homologous to $T$ is regular outside of $U$. Moreover,
$T'$ is graphical with $C^1$ norm smaller $\delta$, over $T$ near $\partial(T\cap U)$. Now apply Theorem 3.1 to $T'\cap U$. We are done. In case $T$ is a unique minimizer, just argue by contradiction and use the fact that convergence of area-minimizing current implies convergence of support in Hausdorff distance.

Now we go on to prove Theorem 3.1.

3.3. Fermi coordinates. Let $X,Y,L = X \cap Y$ be as above in the introduction to this section. Start with $X$. Let $\exp_X$ be the exponential map from the normal bundle of $X$ to $M$. For some small $z_0 > 0$, this will be a diffeomorphism for sections no longer than $r$. Let $\pi_X$ denote the corresponding projection induced by the projection in the normal bundle to the zero section.

Similarly, let $\exp_L^X$ be the exponential map of the normal bundle of $L$ inside $x$ under the intrinsic metric of $X$. Again, we can ensure that it is a diffeomorphism up to radius $r_0 > 0$ and use $\pi_L$ to denote the associated projection.

Let $U = \exp_X^X(\exp_L^X(L, \{|\nu_L| \leq r_0\}), \{|\nu_X| \leq z_0\})$, with $\nu_L$ the vectors in the normal bundle of $L$ inside $X$ and similarly for $X$.

We need a cover of $U$ by Fermi coordinates neighborhoods. First, cover $L$ by coordinate neighborhoods $(l_1, \cdots, l_k)$ so that $dl_1 \wedge \cdots \wedge dl_k$ equals the volume form for $L$ orientable or the volume density up to signs for $L$ unorientable (by Moser [11]). By compactness of $L$, we can cover it by finitely many such coordinate neighborhoods $V_1, \cdots, V_b$. For each $V_j$, construct a Fermi coordinate $V_j^X$ over $V_j$ with orthonormal frames in the normal bundle of $L$ in $X$, denoted by $(l_1, \cdots, l_k, x_1, \cdots, x_n)$. Moreover, we require that $dx_1 \wedge \cdots \wedge dx_n \wedge dl_1 \wedge \cdots \wedge dl_k$ are positive multiples of $\omega$. Finally, construct a Fermi coordinate adapted to $X$ with orthonormal frames in the normal bundle of $X$ by $(l_1, \cdots, l_k, x_1, \cdots, x_n, y_1, \cdots, y_n)$. Sometimes we will write it more compactly as $(x,y,l)$. By shrinking the radius and taking finer coverings $V_j$, we can ensure the existence of these orthonormal frames and the Fermi coordinates. Use $U_j$ to denote these coordinate neighborhoods. They form a covering of $U$.

3.4. The projection. Note that for each point $p$ in $U$, there exists a unique geodesic in the intrinsic metric on $X$, starting from $\pi_L \circ \pi_X(p)$ to $\pi_X(p)$, stemming from $L$ orthogonally, and then another unique geodesic starting from $\pi_X(p)$ to $p$, stemming from $X$ orthogonally. We use $r$ to denote the length of the first geodesic and $z$ to denote the length of the second geodesic. Then by the generalized Gauss lemma (Lemma 2.11 in [21]) the vector field $\partial_t$ dual to the 1-form $dz$ has unit length and its integral curves are geodesics normal to $X$. For the same reasoning, the vector field $\partial_t$ dual to the form $dr$ on $X$ has unit length and integrates to the geodesics in $X$ normal to $L$. Note that $r \circ \pi_X = r$. This gives $\pi_X^*dr = dr$. Let $t = \frac{z}{r}$. Again, we let $t = \frac{z}{r}$.

We will define a retraction $\Pi$ from $U$ to $X$ as follows.
Definition 3.1. Consider the unique geodesic from $\pi_L \circ \pi_X(p)$ to $\pi_X(p)$. There exists a unique point $g_{(n,a)}(t)^{1/n} \pi_X(p)$ defined to be the point $g_{(n,a)}(t)^{1/n} \pi_X(p)$ away from $\pi_L \circ \pi_X(p)$ on this geodesic. Define

$$\Pi(p) = g_{(n,a)}(t)^{1/n} \pi_X(p).$$  \hspace{1cm} (3.1)

Lemma 3.2. In any $U_j$ coordinate and using the notation of Section 2.5, we have

$$\pi_X(x,y,l) = (x,0,l), \pi_L \circ \pi_X(x,y,l) = (l,0,0),$$

$$dr = \frac{x_j}{r} dx_j, dz = \frac{y_\alpha}{z} dy_\alpha, \partial_r = \frac{x_j}{r} \partial_j, dz = \frac{y_\alpha}{z} \partial_\alpha,$$

$$\Pi = \Pi.$$  

Proof. Follows from the discussion in Section 2.3 and $\pi^*_L dr = dr$. \qed

Let $\omega$ denote the volume form on $X$. Note that on $X$, $dr$ and $\partial_r$ are both of length 1, so we have $dr \wedge i_{\partial_r} \omega = \omega$, where $i$ is the interior product.

3.5. The vanishing calibration form. First, we need the following lemma

Lemma 3.3. There is a smooth function $\lambda$ on $X$ so that $\lambda = 1 + O(r)$ and satisfies

$$\partial_r \log \lambda = \frac{n}{r} \left(1 - \text{div} \left(\frac{r}{n} \partial_r\right)\right).$$  \hspace{1cm} (3.2)

Proof. In each patch $V^X_m$, we have $\frac{r}{n} \partial_r = \frac{1}{n} (x_j \partial_j)$. The volume form can be written as

$$\omega = \sqrt{\det} dl_1 \wedge \cdots \wedge dl_k \wedge dx_1 \wedge \cdots \wedge dx_n,$$

where

$$\sqrt{\det} = \sqrt{(\partial_{t_1} \wedge \cdots \wedge \partial_{t_k} \wedge \partial_{x_1} \wedge \cdots \wedge \partial_{x_n}, \partial_{t_1} \wedge \cdots \wedge \partial_{t_k} \wedge \partial_{x_1} \wedge \cdots \wedge \partial_{x_n})}.$$

We will verify that $\lambda = (\sqrt{\det})^{-1}$ is the $\lambda$ we want and the definition is independent of coordinate choices.

We have

$$\text{div} \left(\frac{r}{n} \partial_r\right) = \frac{1}{n \sqrt{\det}} \partial_i (\sqrt{\det}) x_i = 1 + \frac{1}{n} \frac{\sqrt{\det}}{\sqrt{\det}} x_j,$$

This gives

$$\partial_r \log \lambda = -\partial_r \log \sqrt{\det}.$$

and thus $\partial_r \log (\lambda \sqrt{\det}) = 0$. Note that by our construction, $\sqrt{\det} = 1$ on $L$ in all patches $V^X$. Thus, if we set $\lambda = 1$ on $L$, then integrating along the $\partial_r$ directions, we must have $\lambda = (\sqrt{\det})^{-1}$ in each patch $V^X$. Taylor’s theorem gives $\sqrt{\det} = 1 + O(r)$. This shows the smoothness and existence of $\lambda$.

It is not obvious that $\sqrt{\det}$ is independent of the choice of Fermi coordinates. We can see this as follows. $dl_1 \wedge \cdots \wedge dl_k$ equal to $\pi_L^\ast \omega_L$ by Lemma 3.2.
where $\omega_L$ is up to signs the volume density on $L$. This is invariant up to signs. Thus the choice of $\partial_{l_1}, \cdots, \partial_{l_k}$ does not matter. For any two different choices of local orthonormal frames $\{e_j\}$ and $\{e'_j\}$ in the normal bundle of $L$ inside $X$, we can assume that with reference to $\{e_j\}$, the frames $\{e'_j\}$ are smooth fiberwise $SO(n)$ transformations of $\{e_j\}$ (taking orientation into account). In Fermi coordinates generated by those two frames, we have $(x'_1, \cdots, x'_{n}) = O(x_1, \cdots, x_n)$ with $O$ a smooth varying function in $SO(n)$ depending only on $l$-coordinate directions. Taking the exterior derivative gives $dx' = O dx + (dO)x$. However, $O$ only depends on the $l_j$ directions. Thus $(dO)x \wedge \pi^*(\omega_L) = 0$. This implies that $dx_1 \wedge \cdots \wedge dx_n \wedge \pi^*(\omega_L) = (\det O) dx'_1 \wedge \cdots \wedge dx'_n \wedge \pi^*(\omega_L) = dx'_1 \wedge \cdots \wedge dx'_n \wedge \pi^*(\omega_L)$. Thus, the choice of orthonormal frames does not matter either. This shows that $dl_1 \wedge \cdots \wedge dl_k \wedge dx_1 \wedge \cdots \wedge dx_n$ is independent of the choice of the Fermi coordinates, so is its ratio over $\omega$.

Lemma 3.4. Define

\[
\psi = \pi_X^* \left( \frac{r}{n} \lambda i_{\partial_r} \omega \right),
\]

where $i$ is the interior product of inserting a vector. Then $\psi$ is a smooth form with

\[
dr \wedge \left( \frac{n}{r} \psi \right) = d\psi.
\]

Proof. By Lemma 3.2 we deduce that $r \partial_r$ is smooth, so $\psi$ is also smooth. By Cartan’s magic formula, the naturalness of exterior derivative, and equation (3.2), we have

\[
d\psi = \pi_X^* \left( \frac{r}{n} \lambda i_{\partial_r} \omega \right)
= \frac{1}{n} \pi_X^* (L_{\lambda r \partial_r} \omega - \lambda i_{r \partial_r} d\omega)
= \frac{1}{n} \pi_X^* (\text{div}_X (\lambda r \partial_r) \omega)
= \frac{1}{n} \pi_X^* ((r \partial_r \lambda + \lambda \text{div}_X (r \partial_r)) \omega)
= \pi_X^* \left( \lambda \left( \frac{r}{n} \partial_r \log \lambda + \text{div}_X \left( \frac{r}{n} \partial_r \right) \right) \omega \right)
= \pi_X^* (\lambda \omega)
= \pi_X^* \left( dr \wedge \frac{n}{r} \lambda i_{\partial_r} \omega \right)
= dr \wedge \frac{n}{r} \psi.
\]
By our assumption, we have \( \inf_{p \in L} \theta(p) = 2 \arctan \frac{2}{\sqrt{n^2 - 4}} + \epsilon \) for some \( \epsilon > 0 \). Now choose \( a \), so that
\[
\arctan \sqrt{\frac{a}{n(n - 2)}} = \arctan \frac{2}{\sqrt{n^2 - 4}} + \epsilon.
\]
By monotonicity of \( \tan \) such \( a \) exists and \( n(n - 2) > a > \frac{4n}{n + 2} \). Moreover, by construction, we have
\[
2 \arctan \sqrt{\frac{a}{n(n - 2)}} < \inf_{p \in L} \theta(p) = 2 \arctan \frac{2}{\sqrt{n^2 - 4}} + \epsilon. \tag{3.4}
\]
With the choice of \( a \), we can construct the cut-off functions \( g_{(n, a)} \) using Lemma 2.3.

**Lemma 3.5.** The form \( \phi \), defined by
\[
\Psi = \frac{1}{\lambda \circ \Pi} d(g_{(n, a)}(t)\psi),
\]
with \( t = \frac{t}{r} \) can serve as a vanishing calibration form, and \( \Psi \) is locally exterior derivatives of Lipschitz forms, i.e., satisfying the assumptions in Lemma 2.2. Moreover, we have
\[
\Psi = \frac{1}{\lambda \circ \Pi} \left( \left( g_{(n, a)}(t) - g_{(n, a)}'(t) \frac{t}{n} \right) dt + g_{(n, a)}'(t) \frac{dz}{n} \right) \wedge \left( \frac{n}{r} \psi \right) \tag{3.5}
\]

**Proof.** The calculation for (3.5) is as follows
\[
\Psi = \frac{1}{\lambda \circ \Pi} \left( g_{(n, a)}(t) dt + g_{(n, a)}'(t) \frac{dz}{r} \right) \wedge \psi
\]
\[
= \frac{1}{\lambda \circ \Pi} \left( g_{(n, a)}(t) dt + g_{(n, a)}'(t) \frac{dz}{r} \right) \wedge \psi
\]
\[
= \frac{1}{\lambda \circ \Pi} \left( g_{(n, a)}(t) dt \wedge \left( \frac{n}{r} \psi \right) + g_{(n, a)}'(t) \frac{dz}{n} - g_{(n, a)}'(t) \frac{t}{n} dt \right) \wedge \left( \frac{n}{r} \psi \right)
\]
\[
= \frac{1}{\lambda \circ \Pi} \left( g_{(n, a)}(t) dt \wedge \left( \frac{n}{r} \psi \right) + g_{(n, a)}'(t) \frac{dz}{n} \right) \wedge \left( \frac{n}{r} \psi \right).
\]
In each Fermi coordinate patch, we have \( \omega = \sqrt{\det dx_1 \wedge \cdots \wedge dx_n \wedge dl_1 \wedge \cdots \wedge dl_k} \). This simplifies \( \Psi \) to
\[
\Psi = \frac{1}{\lambda \circ \Pi} \left( g_{(n, a)}(t) - g_{(n, a)}'(t) \frac{t}{n} \right) dt + g_{(n, a)}'(t) \frac{dz}{n} \wedge \left( \frac{n}{r} \psi \wedge dl_1 \wedge \cdots \wedge dl_k \right), \tag{3.6}
\]
where \( \bar{\psi} \) is defined before Lemma 2.5. This implies \( d\Psi = 0 \), since the \( l_b \) direction derivatives \( \frac{1}{\lambda \circ \Pi} \) are killed by \( dl_1 \wedge \cdots \wedge dl_k \), and by Lemma 2.6 the \( x_j \) direction derivatives are killed by \( \left( g_{(n, a)}(t) - g_{(n, a)}'(t) \frac{t}{n} \right) dt + \).
\( g_{(n,a)}'(t) \frac{dz}{n} \wedge \frac{\sqrt{g}}{r} \). Now we can argue as in the proof of Lemma 2.6 to find Lipschitz primitives locally, in order to use Lemma 2.2. We are done. \( \square \)

By construction \( \Psi \) gives value 1 on the tangent spaces to \( X \), and the singular set of \( \Psi \) is \( L \), which is of codimension \( n \) in \( X \). Thus, if we can show that the comass of \( \Psi \) is no larger than 1, then we know that \( X \) is area-minimizing by Lemma 2.2. It suffices to do this in each coordinate patch.

### 3.6. Comass estimates of \( \Psi \): the scaling factor \( f \)

Now fix a Fermi coordinate neighborhood \( U_j \) defined in Section 3.3. We will write the coordinate as \( (x,y,l) \). Equation (3.6) gives

\[
\Psi = \frac{1}{\lambda \circ \Pi} \left( (g_{(n,a)}(t) - g_{(n,a)}'(t) \frac{t}{n}) \frac{dr}{n} + g_{(n,a)}'(t) \frac{dz}{n} \right) \wedge \left( \frac{n}{r} \sqrt{\gamma} \wedge dl_1 \wedge \cdots \wedge dl_k \right).
\]

Define

\[
\begin{align*}
    c &= g_{(n,a)} - \frac{t}{n} g_{(n,a)}, \\
    s &= \frac{g_{(n,a)}}{n}.
\end{align*}
\]

(3.7) \hspace{1cm} (3.8)

Let \( e_2, \ldots, e_n \) denote orthonormal tangent vectors to the standard spheres in the \( x_1 \cdots x_n \)-planes with \( y_1 = \cdots = y_n = 0 \), and let \( e_2^*, \ldots, e_n^* \) denote their dual in the flat metric. Note that pointwise we can choose \( e_j \) to be linear combinations of \( \{ \partial_{x_j} \} \), thus we can extend \( e_j \) constantly in \( y \)-directions to \( U_j \). This gives \( e_2^* \wedge \cdots \wedge e_n^* = (\frac{2}{r} \sqrt{\gamma}) \).

Similarly, use \( v_2, \ldots, v_n \) to denote the orthonormal tangent vectors to the standard spheres in the \( y_1 \cdots y_n \)-planes with \( x_1 = \cdots = x_n = 0 \). Again pointwise we can choose \( v_j \) to be linear combinations of \( \{ \partial_{y_j} \} \), thus we can extend \( v_a \) constantly in \( x \)-directions to \( U_j \).

The form \( \Psi \) can be written as

\[
\Psi = f(c dr + s dz) \wedge e_2^* \wedge \cdots \wedge e_n^* \wedge dl_1 \wedge \cdots \wedge dl_k.
\]

Now, let us compare \( f(x,y,l) \) with \( f(x,0,l) \). By definition of the retraction (Lemma 2.4), we have

\[
f(x,y,l) = f((g(t))^{1/n} x, 0, l).
\]

However,

\[
f(x,0,l) = \sqrt{\det(x,0,l)}
\]

\[
= \sqrt{\langle \partial_{x_1} \wedge \cdots \wedge \partial_{x_n} \wedge \partial_{l_1} \wedge \cdots \wedge \partial_{l_k}, \partial_{x_1} \wedge \cdots \wedge \partial_{x_n} \wedge \partial_{l_1} \wedge \cdots \wedge \partial_{l_k} \rangle}
\]

equals the coefficient of volume form on \( X \) in this coordinate since \( \partial_{x_j} \) is orthonormal on \( X \). Thus, by Taylor’s theorem and shrinking using finer covers, we can assume that

\[
|f(x,y,l) - f(x,0,l)| \leq O((1 - (g(t))^{1/n})|x|).
\]
with the constant in $O$ depending on the geometry of $L$, $X$ and $M$. On the other hand

$$0 \leq 1 - (g(t))^{1/n} = \frac{1 - g(t)}{\sum_{0 \leq j \leq n} g(t)^{j/n}} \leq c_n t^2.$$ 

Also, $1$ is close to $f(x, 0, l)$, so by enlarging the constant a bit, we have

$$f(x, y, l) = f(x, 0, l)(1 + O(rt^2)).$$ (3.9)

### 3.7. Comass estimates of $\Psi$: the comass on the orthogonal complement of $\ker \Psi$.

Now define the kernel of $\Psi$ to be

$$\ker \Psi = \{w| i_w \Psi = 0\}.$$

By Lemma 7.5 in Section II of [22], to evaluate the comass of $\Psi$, it suffices to evaluate the comass of $\Psi$ restricted to the orthogonal complements of $\ker \Psi$.

Note that by definition $\ker \Psi$ is generated by $v_2, \ldots, v_n, s\partial_r - c\partial_z$. Use $v_1$ to denote the last one. Set $v_j = \frac{v_j}{\langle v_j, v_j \rangle}$ and $h_{ij} = \langle v_i, v_j \rangle$. (Here $\langle \cdot, \cdot \rangle$ is the Riemannian metric.) Using $\partial_r \perp v_j, \partial_r$ everywhere, $\kappa_n \leq c^2 + s^2 \leq 1$, and $\langle \partial_z, \partial_z \rangle = 1$ (Lemma 2.11 in [21]), we can calculate directly by Taylor’s theorem to give,

$$h_{ij} = \delta_{ij} + O(rt),$$

$$h_{ij} = \delta_{ij} + O(rt),$$

$$v_i(x, y, l) = (1 + O(rt))v_i \sqrt{\langle v_i, v_i \rangle(x, 0, l)},$$

with constants depending only on the geometry of $X$ and $\kappa_n$. Then by dimension counting, the orthogonal complement to $\ker \Psi$ is spanned by

$$c\partial_r + s\partial_z - h_{ij} \langle c\partial_r + s\partial_z, v_i \rangle v_j,$$

(3.10)

$$e_2 - h_{ij} \langle e_2, v_i \rangle v_j, \ldots, e_n - h_{ij} \langle e_n, v_i \rangle v_j,$$

(3.11)

$$\partial_1 - h_{ij} \langle \partial_1, v_i \rangle v_j, \ldots, \partial_k - h_{ij} \langle \partial_k, v_i \rangle v_j,$$

(3.12)

Use $w^{\perp \Psi}$ to denote the component of $w$ in the orthogonal complement of $\ker \Psi$. Since the vectors above are all orthogonal to $\ker \Psi$ on $X$, by Taylor’s
theorem, we have
\[ (c\partial_r + s\partial_z)^+\Psi \]
\[ = c\partial_r + s\partial_z - h^{ij}(1 + O(rt)) \frac{1}{\sqrt{c^2 + s^2}} (cs(\langle \partial_r, \partial_r \rangle - \langle \partial_z, \partial_z \rangle) + (c^2 + s^2)\langle \partial_r, \partial_z \rangle) v_j \]
\[ - \sum_{a \geq 2} a^{ij}(c\partial_r + s\partial_z, v_a)(x, 0, l) + O(|y|) v_j \]
\[ = c\partial_r + s\partial_z - h^{ij}(1 + O(rt)) \frac{1}{\sqrt{c^2 + s^2}} (cs(\langle \partial_r, \partial_r \rangle(x, 0, l) + O(|y|) - 1) \]
\[ + (c^2 + s^2)(\langle \partial_r, \partial_z \rangle(x, 0, l) + O(|y|)) v_j - \sum_{a \geq 2} a^{ij}O(rt) v_j \]
\[ = c\partial_r + s\partial_z + \sum_j O(rt) v_j, \]
and similarly \( e_a^{+\Psi} = e_a + \sum_j O(rt) v_j, \quad \partial_{ta}^{+\Psi} = \partial_{ta} + \sum_j O(rt) v_j. \)

To simplify calculations, we will take the simple \( n + k \)-vector representative \( P \) of \( \ker \Psi^+ \), so that
\[ (3.13) \quad \frac{1}{f} \Psi(P) = 1, \]
i.e.,
\[ P = \frac{1}{(\sqrt{c^2 + s^2})^2} (c\partial_r + s\partial_z - h^{ij}(c\partial_r + s\partial_z, v_i) v_j) \]
\[ \wedge (e_2 - h^{ij}(e_2, v_i) v_j) \wedge \cdots \wedge (e_n - h^{ij}(e_n, v_i) v_j) \]
\[ \wedge (\partial_{t1} - h^{ij}(\partial_{t1}, v_i) v_j) \wedge (\partial_{tk} - h^{ij}(\partial_{tk}, v_i) v_j). \]

By the generalized Gauss lemma (Lemma 2.11 in [21]), we have \( \partial_z \) perpendicular to all vectors tangent to \( X \) and their constant translations in Fermi coordinate. This implies the same statement when we take \( \perp \Psi \) of every vector. Thus, expanding out the determinant gives
\[ \langle P, P \rangle = \frac{1}{c^2 + s^2} (c^2 - \frac{d_1}{c^2 + s^2} d_1 + \frac{s^2}{c^2 + s^2} d_2). \]

Here
\[ d_1 = \langle \partial_r^{+\Psi} \wedge e_2^{+\Psi} \wedge \cdots \wedge e_n^{+\Psi} \wedge \partial_{t1}^{+\Psi} \wedge \cdots \wedge \partial_{tk}^{+\Psi} \rangle(x, y, l, \).
\]

We have
\[ \langle \partial_r^{+\Psi}, e_j^{+\Psi} \rangle = \langle \partial_r + \sum_a O(rt) v_a, e_j + \sum_b O(rt) v_b \rangle \]
\[ = \langle \partial_r, e_j \rangle + O(rt) (\langle \partial_r, v_a \rangle + \langle e_j, v_a \rangle) + O(r^2 t^2) \]
\[ = \langle \partial_r, e_j \rangle + O(r^2 t^2). \]
And similarly for the inner product of any two terms in the wedge. Thus, we have
\[
d_1 = \langle \partial_r \wedge e_2 \wedge \cdots \wedge e_n \wedge \partial_{t_1} \wedge \cdots \wedge \partial_{t_k}, \partial_r \wedge e_2 \wedge \cdots \wedge e_n \wedge \partial_{t_1} \wedge \cdots \wedge \partial_{t_k} \rangle (1 + O(r^2t^2))
\]
\[
= \langle \partial_{x_1} \wedge \cdots \wedge \partial_{x_n} \wedge \partial_{t_1} \wedge \cdots \wedge \partial_{t_k}, \partial_{x_1} \wedge \cdots \wedge \partial_{x_n} \wedge \partial_{t_1} \wedge \cdots \wedge \partial_{t_k} \rangle (1 + O(r^2t^2))
\]
By Lemma 2.1, the mean curvature of \(X\), \(H_X = 0\) and \(|y| = z = tr\) gives
\[
d_1 = (f(x,0,l))^2(1 + O(t^2r^2)),
\]
with the constant in \(O\) depending on the geometry of \(L, X\) and \(M\). On the other hand,
\[
d_2 = \langle e_2^\perp \wedge \cdots \wedge e_n^\perp \wedge \partial_{t_1}^\perp \wedge \cdots \wedge \partial_{t_k}^\perp, e_2^\perp \wedge \cdots \wedge e_n^\perp \wedge \partial_{t_1}^\perp \wedge \cdots \wedge \partial_{t_k}^\perp \rangle (x, y, l).
\]
A similar calculation as above gives
\[
d_2 = \langle e_2 \wedge \cdots \wedge e_n \wedge \partial_{t_1} \wedge \cdots \wedge \partial_{t_k}, e_2 \wedge \cdots \wedge e_n \wedge \partial_{t_1} \wedge \cdots \wedge \partial_{t_k} \rangle (x, y, l)(1 + O(r^2t^2)).
\]
Denote the plane spanned by \(e_2, \cdots, e_n, \partial_{t_1}, \cdots, \partial_{t_k}\) by \(P'\), and let \((P')^\perp\) denote the projection into the orthogonal complement of \(P'\). Then
\[
d_1 = \langle P, P \rangle (1 + O(r^2t^2)) = \langle (P')^\perp \partial_r, (P')^\perp \partial_r \rangle \langle P', P' \rangle (1 + O(r^2t^2)).
\]
Thus to estimate \(d_2\), it suffices to estimate
\[
\langle (P')^\perp \partial_r, (P')^\perp \partial_r \rangle.
\]
For this, note that \(\partial_r \perp P'\) on \(F_j\), so by Taylor’s theorem, we have \((P')\partial_r = \partial_r + O(rt)\). This gives
\[
\langle (P')^\perp \partial_r, (P')^\perp \partial_r \rangle (x, y, l) = \langle \partial_r, \partial_r \rangle (x, y, l) + O(tr) = 1 + O(tr),
\]
with the constant in \(O\) depending on the geometry of \(L, X\) and \(M\). This gives the estimate
\[
d_2 = d_1(1 + O(tr)).
\]
Combining these gives
\[
\langle P, P \rangle = \frac{1}{c^2 + s^2} d_1(1 + \frac{s^2}{c^2 + s^2} O(tr)).
\]
Note that in all the above big \(O\) terms, they all have a factor of \(r\). Thus, shrinking \(r\), if necessary we have
\[
\frac{1}{\sqrt{\langle P, P \rangle}} = \frac{1}{f(x,0,l)} \sqrt{c^2 + s^2} \frac{1}{1 + \frac{s^2}{c^2 + s^2} O(tr)}.
\]
However, by Lemma 2.3, we have
\[
c^2 + s^2 \leq 1 - \delta_n t^2, \quad \frac{s^2}{c^2 + s^2} \leq \frac{4c_n^2 l^2}{n^2 \kappa_n}.
\]
Inserting these and \((3.9)\) and \((3.13)\), we get
\[
\frac{1}{\sqrt{\langle P, P \rangle}} \leq \frac{1}{f(x,0,l)} \frac{1}{(1 + O(t^2r^2))(1 - \delta_n t^2)(1 + O(t^3r))}.
\]
Thus, the comass of $\Psi$ satisfies
\begin{equation}
\text{comass } \Psi = \Psi\left(\frac{P}{\sqrt{\langle P, P \rangle}}\right) \leq (1 + O(t^2r))(1 + O(t^2r^2))(1 - \delta_n t^2)(1 + O(t^3r)),
\end{equation}
where all the bounds in big $O$ depend only on $n, k$ and the geometry of $X, L$ and $M$.

Note that $\Psi \equiv 0$ for $t > \tan \theta(n, a)$, so we only have to deal with $t \leq \tan \theta(n, a) < 1$ using the above inequality. With $r \to 0$, and no zeroth and first order term in $t$ among the factors, the term $(1 - \delta_n t^2)$ dominates, so we have $\text{comass } \Psi \leq 1$ for $r$ small enough.

### 3.8. Vanishing calibration for $Y$

Now if we do the same reasoning for $Y$, then we can get a vanishing calibration $\Phi$ that calibrates $Y$ for $r$ small enough. By (3.14), we see that the supports of $\Phi$ and $\Psi$ only intersect at $L$. Thus, it can be used to calibrate $X + Y$, which gives its area-minimality.

### 3.9. Nearby currents and finishing the proof of Theorem 3.1

To sum it up, we have proved the following result,

**Corollary.** $X + Y$ is calibrated by the sum of two Lawlor’s vanishing calibration forms $\Phi + \Psi$ in a tubular neighborhood $B_r(L)$. The radius $r$ and comass estimates depend only on the geometry of $L, X + Y$, and $M$.

This already gives the first two bullet points in Theorem 3.1. Now we will the rest of that theorem, i.e., to account for nearby currents denoted as $T'$.

To achieve this, we first restrict our focus to a smaller open set $B_{r_0}(L)$, such that $r_0 < r$ and the restriction of $(X + Y)$ on $B_{r_0}(L)$ still maintains a smooth boundary.

Given the boundary of any nearby current $T' \cup B_{r_0}(L)$ is, by assumption, $\epsilon$ close to the boundary of $(X + Y) \cup B_{r_0}(L)$ in $C^1$, it can be decomposed into two connected, smooth, orientable submanifolds, $A$ and $B$. We then consider the area minimizing current $X'$, bounded by $A$, and $Y'$, bounded by $B$.

Applying Allard’s regularity lemma (Lemma 2.13), we can infer that $X'$ and $Y'$ are diffeomorphic to and graphical over $X$ and $Y$ within $B_{r_0}(L)$. Following the Transversality Theorem 2.1 presented in [27], it can be deduced that $X'$ and $Y'$ intersect along a submanifold $L'$ that is in close proximity to $L$, provided $r$ is small.

By arguing in coordinates and applying the implicit function theorem for any point on $L$, we can demonstrate that $L'$ is locally graphical over $L$. This effectively shows that $L'$ is diffeomorphic to $L$.

Since the constants in the preceding Corollary are contingent on the geometry of $L, X + Y$, and $M$, we can apply the same process to deduce that $X'$ and $Y'$ will also minimize, provided that $r$ is small, and be calibrated by vanishing calibrations with angles close to (3.4). As a consequence, the
support of the two vanishing calibrations will only intersect at $L'$ for $\epsilon$ small. Their sum calibrates $X' + Y'$.

Finally, we apply Lemma 2.12 to infer that $T' \setminus B_{r_0}(L)$, being the unique minimizer bounded by its boundary, must equate to $X' + Y'$. Hence, our proof is complete.

4. The model singularities

In this section, we will construct the model cases of non-smoothable singularities. They will be glued to homology class representatives to prove Theorem 1.1.

4.1. The link of product cones. Let $C_n$ be a cone with a smooth (not necessarily orientable or connected) link in $\mathbb{R}^{n+k}$.

**Definition 4.1.** Define the $l$-th product link over $C_n$ to be

$$\sigma^l(C) = (C \times \mathbb{R}^{l+1}) \cap S^{n+k+l}.$$  \hspace{2cm} (4.1)

Here $S^{n+k+l}$ is the unit sphere in $\mathbb{R}^{n+k+l+1}$ and $C \times \mathbb{R}^{l+1}$ is embedded naturally in $\mathbb{R}^{n+k} \times \mathbb{R}^{l+1} \cong \mathbb{R}^{n+k+l+1}$.

The product link $\sigma^l(C)$ will serve as our model singularities for suitable cones.

**Lemma 4.1.** $\sigma^l(C)$ has the following properties.

- The singular set of $\sigma^l(C)$ as an integral current (or mod 2 current) is totally geodesic $l$-dimensional sphere $\{0\} \times S^l \subset S^{n+k+l+1}$.
- Small enough tubular neighborhoods $U_r$ around the singular set are diffeomorphic to $B_1^{n+k} \times S^l$, with $B_1^{n+k}$ the unit ball in $\mathbb{R}^{n+k}$.
- The diffeomorphisms $\Gamma$ can be chosen so that $\sigma^l(C)$ is sent to $(C \cap B_1^{n+k}) \times S^l$.

**Remark 23.** Here we regard $S^0$ as two points.

**Proof.** Note that $C \times \mathbb{R}^{l+1}$ is also a cone. Thus, we deduce that $\sigma^l(C)$ is smooth outside of the intersection of $S^{n+k+l}$ with the singular set of $C \times \mathbb{R}^{l+1}$, i.e., $\{0\} \times \mathbb{R}^{l+1}$. The intersection is precisely a totally geodesic $l$-dimensional sphere in $S^{n+k+l}$.

Denote the first $n+k$ factors by $x = (x_1, \cdots, x_{n+k})$ and the last $l+1$ factors by $y = (y_1, \cdots, y_{l+1})$. Consider the following map

$$\Gamma(x, y) = \left(\frac{x}{|y|}, \frac{y}{|y|}\right).$$

$\Gamma$ is smooth away from $|y| = 0$. 

Direct calculation shows that
\[ D\Gamma(x,y)(v,w) = \frac{1}{|y|} \left( v - \frac{y}{|y|} w \right) \frac{x}{|x|} , w - \frac{y}{|y|} w \right). \]
Thus, \( D\Gamma \) is not bijective if and only if there exists nontrivial \( v, w \) with \( v = \langle \frac{w}{|y|}, \frac{w}{|y|} \rangle, w = \langle \frac{w}{|y|}, \frac{w}{|y|} \rangle \). Solving these two gives
\[ v = \frac{x}{|y|}, w = \frac{y}{|y|}. \]
If we restrict \( D\Gamma \) to the tangent bundle of \( S^n \), then this gives
\[ 0 = \langle v, x \rangle + \langle w, y \rangle = |x|^2 + |y|, \]
which is impossible as long as \( |y| \neq 0 \). Thus, as long as \( |y| \neq 0 \), \( D\Gamma \) has rank \( n + k + l \) on \( S^n \).
We claim that \( \Gamma \) maps \( S^n \setminus \{ |y| = 0 \} \) bijectively to \( \mathbb{R}^{n+k} \times S^l \).
For injectivity, \( \frac{x}{|y|} = \frac{x'}{|y'|}, \frac{y}{|y|} = \frac{y'}{|y'|} \) implies that \( y' = \frac{|y|}{|y'|} y, x' = \frac{|y|}{|y'|} x \). However, \( x^2 + y^2 = (x')^2 + (y')^2 = 1 \) gives \( |y'| = |y| \), which implies \( (x, y) = (x', y') \).
For surjectivity, consider
\[ \Gamma'(x, y) = \left( \frac{x}{\sqrt{1 + |x|^2}}, \frac{y}{\sqrt{1 + |x|^2}} \right). \]
\( \Gamma' \) is smooth everywhere. Direct calculation shows for \( |y| = 1 \) we have
\[ |\Gamma'(x, y)| = 1, \Gamma \circ \Gamma'(x, y) = (x, y). \]
This implies that \( \Gamma \) is surjective.
By Theorem 4.14 in \cite{32}, we deduce that \( \Gamma \) is a diffeomorphism when restricted to \( S^n \setminus \{ |y| = 0 \} \). Moreover, the inverse diffeomorphism is defined by \( \Gamma' \).
Reducing by the symmetry group \( O(n + k) \times O(l + 1) \), we deduce that the tubular neighborhoods around \( \{0\} \times S^l \) are implicitly defined by
\[ U_r = \{(x, y)||x|^2 + |y|^2 = 1, |x| < \sin r \}. \]
Direct calculation shows that \( U_{\frac{r}{4}} \) is mapped by \( \Gamma' \) bijectively to \( B_1^{n+k} \times S^l \).
Let \( v \) be a point in \( C \) with \( |v| \leq 1 \). For any point \( |y| = 1 \), we have
\[ \Gamma'(v, y) = \left( \frac{v}{\sqrt{1 + |v|^2}}, \frac{y}{\sqrt{1 + |v|^2}} \right) \in C \times \mathbb{R}^{l+1}, \]
by the homogeneity of \( C \). Similarly, for \( |y| \leq 1 \), we have
\[ \Gamma(\sqrt{1 - |y|^2} v, y) = \left( \frac{1 - |y|^2}{|y|} v, \frac{y}{|y|} \right) \in C \times S^l. \]
Thus, we deduce that \( \Gamma \) sends \( \sigma'(C) \cap U_{\frac{r}{4}} \) to \( C \times S^l \). \( \square \)
4.2. Non-smoothable singularities. Let $C$ be an integral or mod 2 area-minimizing cone of dimension $n$ in $\mathbb{R}^{n+k}$. In this section, we always assume the following:

(i) the link of $C$ is non-trivial in the oriented bordism ring if $C$ is an integral current;
(ii) or the link of $C$ is non-trivial in the unoriented bordism ring if $C$ is a mod 2 current;
(iii) or $n \geq 6$ is even and $C = \{0\} \times \mathbb{R}^\frac{n}{2} + \mathbb{R}^\frac{n}{2} \times \{0\}$ as an integral or mod 2 current, where we decompose $\mathbb{R}^n = \mathbb{R}^\frac{n}{2} \times \mathbb{R}^\frac{n}{2}$.

Remark 24. By Theorem 2 in [49] and the explanation of $g = 3$ case on page 370 therein, there exists an embedding of $\mathbb{C}P^2$ into $S^7$, so that the cone $C(\mathbb{C}P^2)$ over it satisfies Lawlor’s curvature criterion (1.3.5 Theorem in [30]), thus area-minimizing both as integral and mod 2 current in $\mathbb{R}^8$. Note that $\mathbb{C}P^2$ cannot bound any orientable or unorientable manifold by Euler characteristic arguments or Stiefel-Whitney class calculations as in [38]. Thus, the cone $C(\mathbb{C}P^2)$ satisfies both the first and the second assumptions.

Remark 25. By [63], the special Lagrangian cones over Wu-manifold links $SU(n)/SO(n)$ for $n \geq 3$ satisfy the first two conditions. (The cohomology ring of $SU(n)/SO(n)$ has been calculated in [35]. The Stiefel-Whitney number is nonzero as a result, thus giving nontrivial bordism class by [50].)

Lemma 4.2. Suppose we have an area-minimizing integral or mod 2 current $T$ on a smooth Riemannian manifold $(M, g)$ satisfying the following properties,

- $T$ is the unique minimizer in its homology class;
- there exists a smooth diffeomorphism $\Phi$ sending a smooth open set $U$ in $M$ to $B^{n+k} \times \Sigma$, with $\Sigma$ a smooth compact closed manifold of dimension $l$;
- $\Phi_\#(T|_U) = (C \cap B^{n+k}) \times \Sigma$ with $C$ satisfying any of the assumptions (i) to (iii).

Then there exists an open set $\Omega[T]$ in the space of Riemannian metrics so that any homological area-minimizers homologous to $T$ with metrics in $\Omega[T]$ are singular. Moreover, the singular set has Hausdorff dimension at least $l$.

Proof. We stay in $B^{n+k} \times \Sigma$ using $\Phi$. In the last case where $C$ is a sum of orthogonal planes, this is a direct consequence of Theorem 4.1 for the integral current case and Theorem 1.4 for mod 2 current case. For $C$ integral with a non-bounding link, by Lemma 2.13 there exists an open set $\Omega[T]$ in the space of Riemannian metrics on $M$ containing $g$, so that any homological area-minimizer $T'$ homologous to $T$ is smooth and graphical over $T$ outside of $(\frac{1}{10}B^{n+k}) \times \Sigma$. Consider the function $f : B^{n+k} \times \Sigma \to \Sigma$ defined by projection into the $\Sigma$ factor. The function $f$ slices $T$ into $C \cap B^{n+k}$. Now suppose $T'$ is smooth near some slice $f^{-1}(v)$ for $v \in \Sigma$. Then by Sard’s theorem (Theorem 6.10 in [32]), for $l$-dimensional a.e. $v'$ near $v$, we deduce
that $f^{-1}(v')$ will slice $T'$ into a smooth submanifold that is graphical over $C \backslash B^{n+k}$ outside of a neighborhood of the conical point. However, this implies that we have a smooth manifold bounded by the link of $C$, which is a contradiction. Thus, the singular set of $T'$ must intersect each slice of $f$. By 3.2.30 in [17], we deduce that the singular set of $T'$ must have Hausdorff dimension at least $l$. For $C \mod 2$ with a non-bounding link, the reasoning is the same. \hfill \Box

5. Proof of Theorem 1.5

In this subsection, we will give a gluing construction for mod 2 currents which is a retraction version of the results in [61]. First, we need a fundamental lemma that turns the constructions in [61] into retractions.

**Lemma 5.1.** Suppose we have a $C^1$ retraction $\Psi$ from a neighborhood of a smooth oriented $d$-dimensional submanifold $\Sigma$ to $\Sigma$. Let $\omega$ denote the volume form of $\Sigma$. Then $\Psi$ is $d$-dimensional area non-increasing at a point $p$ if and only if $\Psi^* \omega$ has comass no larger than 1 at $p$.

**Remark 26.** The lemma holds if $\Psi$ is Lipschitz, $\Sigma$ is a sufficiently smooth current, $\Sigma$ carries a suitable volume form $\omega$ and $\Psi^* \omega$ can serve as a calibration in the sense of Lemma 2.2. In fact, Lawlor’s vanishing calibration is precisely the pullback of the volume form under Lawlor’s retraction.

**Proof.** By definition of retraction, the image of $d\Psi$ lies in the tangent spaces to $\Sigma$. Thus, for any $d$-dimensional unit simple vector $P$, we have

$$\Psi^* \omega(P) = \omega(\Psi_* P) = \pm \sqrt{\langle \Psi_* P, \Psi_* P \rangle}.$$

Thus, the comass of $\Psi^* \omega$ is precisely the maximum of $\sqrt{\langle \Psi_* P, \Psi_* P \rangle} / \sqrt{\langle P, P \rangle}$. \hfill \Box

Now we are ready to give a proof of Theorem 1.5. We will first prove that we can make $T$ area-minimizing in a neighborhood of its support by using area non-increasing retractions, then use the constructions in Section 4 of [61] to find global smooth metrics.

5.1. The normal bundle retraction for the smooth part. To facilitate clearer presentations of the proof of Theorem 1.5 we will omit the subscript $j$ from $\Sigma_j, n_j$, etc. We initiate by constructing a base metric $g_0$. We assign each $\Sigma$ with an arbitrary metric and equip $\mathbb{R}^n$ with the standard flat metric. $\mathbb{R}^n \times \Sigma$ is endowed with the product metric. Using a partition of unity, we provide $M$ with a smooth metric $g$ such that each connected component of a smaller open set $U_j$ is exactly $B^d_j \times \Sigma$ and $T$ is $C \times \Sigma$.

Let $\pi_T$ denote the projection in the normal bundle of the smooth part of $T$. Note that as long as we stay away from the singular set, we can find tubular neighborhoods of uniform radius around $T$, so that $\pi_T$ exists.
Around any point \( p \) on the regular part of \( T \), locally there exists a volume form \( \omega \) of \( T \).

**Remark 27.** **Warning:** the regular part of \( T \) can be unorientable, so volume forms only exist locally up to a sign. From now on, by volume forms, we always mean such local volume forms up to a sign.

Denote

\[ \kappa = \text{comass } \pi_T^* \omega \]

in a tubular neighborhood of \( T \). Note that even if \( T \) is not orientable, \( \kappa \) is still smooth. No matter the orientation of \( T \), the comass of \( \pi_T^* \omega \) equals \( |\pi_T^*(\ker \pi_T^\perp)| \) i.e., reached on the orthogonal complement to the kernel of \( \pi_T \) properly oriented, which varies smoothly.

Then \( \pi_T \) becomes area non-increasing in the metric

\[
(5.1) \quad g_1 = \kappa^2 g_0.
\]

As there always exists a local volume form \( \omega \) on \( T \), by Lemma 3.5 in \cite{60}, \( \pi_T^* \omega \) is a calibration form in \( g_1 \). Following this, Lemma 5.1 completes this step. Consequently, we obtain a smooth area-non-increasing retraction \( \pi_T \) in the smooth metric \( g_1 \) on the regular part of \( T \).

### 5.2. Cases of \( \Sigma \) a point, link of \( C \) orientable.

We will first address the case where each \( \Sigma \) is a point and \( C \) is orientable of dimension \( m \). This implies that the diffeomorphism maps \( T \) around \( S_j \) to a cone \( C \subset B^n_1 \) with an orientable link. The proof of the general case will be presented in the subsequent subsection.

Let us fix some notations. Use \( m \) to denote the dimension of \( C \). For any point \( p \in B^n_1 \), decompose \( p \) as

\[ p = x + \nu, \]

with \( x \) the nearest projection into the cone, and \( \nu = p - x \) the normal vector obtained after subtracting the projection. Denote \( r = |x| \), and \( t = |\nu| \).

By our assumption in \( U_j \) we have Lawlor’s area non-increasing retraction of the cone \( C \). We just need to glue it to the normal bundle retraction \( \pi_T \). Let us first review the constructions in Section 5 of \cite{60}. For singularities being precisely cones, Zhang first uses a modified version of Lawlor’s calibration with

\[ \phi_1 = d\tilde{\psi}_1 = d(f_1 \omega^* \psi), \]

with \( f_1 \) a modified version of \( g_{(m,a)}(t) \), \( d\omega_C \) the volume form of the cone and

\[ \psi = \frac{r}{m} \partial_t d\omega_C \]

the volume form of the link times \( \frac{r}{m} \). By construction, we have

\[
(5.2) \quad d\psi = d\omega_C,
\]
on $C$, where $dvol_C$ is the volume form of the cone (the first formula on page 186 of [61] or just by direct calculation using Cartan’s magic formula $\text{d}V + i\text{d}V = \mathcal{L}_V$).

Zhang then glues the form into the pullback of the volume form under the normal bundle exponential map. Consider

$$\Phi = [\tau(r)(f_1\varpi^\ast\psi) + (1 - \tau(r))\varpi^\ast\psi],$$

with $\tau(r)$ a smooth transition function from 1 to 0, with $r$ the length of the projection to the cone.

Finally, he modifies the metric into a smooth metric $g_2$ so that $\Phi$ becomes a calibration. An important point to note is that the metric patches smoothly to $g_1$ when $\tau$ reaches zero (the fourth line from the bottom of page 186 of [61] with $\sigma = 1$). Thus, define a smooth metric $g$ around $T$ by setting

$$g = \begin{cases} g_2 & \text{on } U_j \\ g_1 & \text{on } \cup_j U_j^C. \end{cases}$$

Now define a retraction in $U_j$ to the cone $C$ as follows:

$$\Pi_0 : x + \nu \mapsto (f_2(t))^{\frac{\nu}{\|\nu\|}} x,$$

with

$$f_2(t) = \tau(r)f_1(t) + (1 - r)$$

We have the following property.

Lemma 5.2. $\Pi_0$ is area non-increasing in the metric $g$.

Proof. In view of Lemma 5.1 and the construction of $g$, it suffices to prove that

$$\Pi_0^*dvol = \Phi.$$

Thus, by naturality of exterior derivative and (5.2), this is equivalent to proving that

$$\Pi_0^*(\frac{\nu}{m}i_\partial, dvol_C) = f_2\varpi^\ast(\frac{\nu}{m}i_\partial, dvol_C).$$

First, let us decompose the tangent space at any point $p \in B^m_1$ into subspaces $TC$ the tangent space to $C$ at $x$, and subspaces $T^+C$ the normal space to $C$ at $x$. Then use $e_2, \ldots, e_m$ to denote the orthonormal basis of $TC/x$ and $v_2, \ldots, v_{n-m}$ to denote the orthonormal basis of $T^+C/v$. Since $C$ is a cone we can make $e_2, \ldots, e_d, v_2, \ldots, v_c$ the same along any ray.

Then we have

$$dvol_C = e_2^\ast \wedge \cdots \wedge e_m^\ast.$$

Use $e_1$ to denote $\frac{\nu}{\|\nu\|}$. Then we have

$$A_C(e_1, e_j) = 0,$$

with $A_C$ the second fundamental form of $C$, by 1-homogeneity of $C$. 

By 2.3.2 Lemma of [30], we have
\[ d\varpi(Y) = [I - \langle A_C(e_i, e_j), \nu \rangle]^{-1}(TC(Y)), \]
for any vector \( Y \), where the factor is regarded as the inverse of a matrix and we express the projection of \( Y \) into \( TC \), i.e., \( TC(Y) \), as a column vector in basis \( e_1, \cdots, e_n \). However, the matrix \( [\langle A_C(e_i, e_j), \nu \rangle] \) is all zero in the first row and first column. Thus, the matrix factor \( [I - \langle A_C(e_i, e_j), \nu \rangle]^{-1} \) has is zero in the first row and the first column except for the (1, 1) element being 1. This implies that \( d\varpi \) sends \( e_1 \) to \( e_1 \) and \( TC/\partial r \) to \( TC/\partial_r \).

On the other hand, \( f_2 \) has only derivatives in the \( e_1 \) direction and \( \nu/|\nu| \) direction. Thus, from
\[ d\Pi_0(Y) = d\left( f_2^{1/2} \varpi \right)(Y) = d(f_2^{1/2})(Y)x + f_2^{1/2}d\varpi(Y), \]
we deduce that
\[ d\Pi_0(\frac{r}{m}e_2^* \wedge \cdots \wedge e_m^*) = f_2^{1/2}d\varpi(e_j), \]
for \( j \neq 2 \). Thus for any vectors \( w_2, \cdots, w_m \subset \text{span}\{e_2, \cdots, e_m\} \), we have
\[ \Pi_0^*(\frac{r}{m}e_2^* \wedge \cdots \wedge e_m^*)(v_2, \cdots, v_m) = f_2^{1/2}\frac{|x|}{m}e_2^* \wedge \cdots \wedge e_m^*(d\Pi_0(v_2), \cdots, d\Pi_0(v_m)) \]
\[ = f_2\frac{|x|}{m}e_2^* \wedge \cdots \wedge e_m^*(d\varpi(v_2), \cdots, d\varpi(v_m)) \]
\[ = f_2\varpi^*(\frac{r}{m}i_{\partial_r}dvol_C). \]

We are done.

Thus, \( \Pi_0 \) is area non-increasing on \( U_j \). However, by construction, \( \Pi_0 \) patches smoothly to \( \pi_T \) on near \( \partial U_j \).
Define
\[ \overline{\Pi} = \begin{cases} 
\Pi_0 & \text{on } U_j \\
\pi_T & \text{on } \cup_j U_j^C \end{cases}, \]
then \( \overline{\Pi} \) is a Lipschitz area non-increasing retraction onto \( T \) in the metric \( g \) defined both in a neighborhood around \( T \).
5.3. The general case. First, if $C$ has a smooth link, but is unorientable, then we no longer have well-defined volume forms of $C$ globally. However, locally $dvol_C$ is always well-defined in small enough conical regions up to a sign. We can still carry out the argument in the previous section, and deduce the existence of a smooth metric $g$ around $T$ and an area non-increasing retraction $\Pi$ onto $T$.

Now we are left to deal with the cases where $T$ becomes $C \times \Sigma$ for nontrivial $\Sigma$ in $U_j$, i.e., $\dim \Sigma \geq 1$. We can take the projection $\Pi_0$ in the previous subsection in $B^n_1$, to define

$$\Pi'_0 = (\Pi_0 \circ \pi_B, \pi_\Sigma),$$

where $\pi_B$ is the projection onto the $B^n_1$ factor and $\pi_\Sigma$ is the projection onto the $\Sigma$ factor. By construction $\Pi'_0$ is a retraction of $U_j$ onto $C \times \Sigma$. If $dvol_\Sigma$ denotes the local volume forms of $\Sigma$, then

$$\pi_B^* \Phi \land \pi_\Sigma^* dvol_\Sigma,$$

have comass at most 1 in the metric $g \times g_\Sigma$, by Proposition 7.10 in [22]. Here $g_\Sigma$ is the metric on $\Sigma$ factor and $dvol_\Sigma$ is the volume form locally of $\Sigma$. However, by the product structure, we have

$$\Pi'_0(dvol_T) = \Pi'_0(dvol_C \land dvol_\Sigma) = \pi_B^* \Phi \land \pi_\Sigma^* dvol_\Sigma.$$

Again, we regard every volume form only as local forms, instead of defined globally. By Lemma 5.1 this implies that $\Pi'_0$ is an area non-increasing retraction.

Since the normal vectors to $T$ lie completely in $n$-dimensional subspaces tangent to the factor $B^n_1$, this implies that geodesics starting from $T$ remain in the $B^n_1$ factor and are just geodesics in $B^n_1$ by Proposition 38 of Chapter 7 in [33]. Thus, by construction, $\Pi'_0$ transits smoothly to the projection $\pi_T$ associated with the normal bundle of $T$ near $\partial U_j$.

Now equip the smooth part of $T$ with the normal bundle projection in Section 5.1 and change the metric accordingly in $\cap_j U_j^c$. While the projection $\pi_T$ transit smoothly to $\Pi'_0$, the metric does not. Since outside of $U_j$, the metric has a conformal factor $\kappa \frac{m-s}{m}$ in the notation of Section 5.1 (if the dimension of $\Sigma$), while near the boundary inside $\partial U_j$, the metric is unchanged in the $\Sigma$ factor while having a conformal factor $\kappa \frac{m}{m}$ in the $B^n_1$ factor.

To resolve this, let $\lambda$ denote the distance to the $\Sigma$ factor in $U_j$ and $\lambda_m$ denote its maximum in $U_j$. By our construction, $\Pi'_0$ becomes $\pi_T$ after some $\lambda'_m < \lambda_m$. Let $\gamma$ be a non-negative smooth transition function that is 0 on $[0, \lambda'_m]$ and 1 on $[\lambda'_m + \lambda_m, \lambda_m]$. Then consider the new metric $g'$ in $U_j$,

$$g' = \kappa \frac{m}{m} \gamma(\lambda + (1-\gamma(\lambda)) \frac{2}{m-s} g_2 + \kappa \left(1 - \frac{m}{2} (\frac{2}{m} \gamma(\lambda) + (1-\gamma(\lambda)) \frac{2}{m-s}) \right) g_\Sigma.$$ 

For $\gamma = 1$, $g' = (\frac{2}{m} g) \times g_\Sigma$. For $\gamma = 0$, $g' = \kappa \frac{m-s}{m} (g \times g_\Sigma)$. For any $m+s$-dimensional plane $P_1 \times P_2$, so that $P_1$ is tangent to $B^n_1$, $P_2$ is tangent to $\Sigma$, ...
we have
\[ \frac{|P_1 \times P_2|_{g'}}{|P_1 \times P_2|_{\kappa^{2/\ell} g \times g_{\Sigma}}} = \left( \frac{\kappa \frac{2}{\ell} \gamma(\lambda) + (1 - \gamma(\lambda)) \frac{2}{m+2}}{\kappa} \right) \left( \frac{1 - \frac{m}{2} \frac{2}{\ell} \gamma(\lambda) + (1 - \gamma(\lambda)) \frac{2}{m+2}}{\kappa} \right) = 1. \]
Thus, for product planes, the area has not changed. However, \( \pi_T^* (dvol_T) = \pi_B^* dvol_C \wedge \pi_T^* dvol_{\Sigma} \) decomposes as a product. (Again, all forms are understood to exist only locally.) Using Proposition 7.10 in [22], we deduce that its comass is still at most 1 in \( g' \). Thus, the associated projection is area non-increasing in the transition region by Lemma 5.1. In the non-transition region everything is not changed, thus remains area non-increasing. Now define
\[
g = \begin{cases} 
g' & \text{on } U_j \\
g_1 & \text{on } \cup_j U_j^C.
\end{cases}
\]
Then \( g \) is smooth by construction. If we define
\[
\Pi = \begin{cases} 
\Pi'_0 & \text{on } U_j \\
\pi_T & \text{on } \cup_j U_j^C.
\end{cases}
\]
Then \( \Pi \) is an area non-increasing Lipschitz retraction onto \( T \) in \( g \).

5.4. Conclusions. To sum it up, we have proven that for \( T \) satisfying the assumptions in Theorem 1.5, there exists a neighborhood \( U \) of \( T \), a smooth metric \( g \) in \( U \) and an area non-increasing Lipschitz projection \( \Pi \). Then invoke Lemma 2.9 to deduce the existence of an open set \( V \subset U \) containing the support of \( T \), so that \( V \) deformation retracts onto \( T \). Flow \( V \) with respect to the inward normal for a short time to induce a smooth open set \( V' \subset V \). \( V' \) also deformation retracts onto \( T \) by composing the retraction of \( V \) with the flow sending \( V \) to \( V' \). Now apply Section 4 of [61] up to a constant conformal factor, to deduce the existence of a smooth metric \( \overline{g} \) that coincides with \( g \) on the smaller open set \( V' \subset V \), so that any area-minimizing mod 2 current \( \overline{T}' \) in the homology class \([T]\) lies in \( V' \). Since \( V' \) deformation retracts onto \( T \), we deduce that \( T' \) must have the same homology class as \( T \) in the region \( V' \). Consider \( \Pi_* T' \). It must be a cycle contained in \( T \) and share the same homology class as \([T]\). However, since \( \Pi \) is area non-increasing, we deduce that the area of \( T' \) is at least that of \( T \).

Note that small tubular neighborhoods around the singular set retract to the \( \Sigma \), so they must have vanishing homology in the dimension of the current. Thus, no current homologous to \( T \) can be supported near the singular set. Now apply the reasoning in Section 2.7.4 in the proof of Lemma 2.7 to make \( T \) the unique minimizer by adding positive bumps to the area away from \( T \). We are done.
In this section, we will prove Theorem 1.1. First of all, we need a reduction to the model cases.

**Lemma 6.1.** Theorem 1.1 holds if we can prove it for cases where the homology class $[\Sigma]$ has a representative that satisfies the assumptions in Lemma 1.3.

**Proof.** Note that a smooth non-orientable submanifold cannot support an integral current with no boundary. Otherwise, suppose a non-orientable submanifold $N$ supports an integral current $T$ with no boundary. By Theorem 1 (6) in [36], there exists a smooth hypersurface $\Sigma$ so that $N \setminus \Sigma$ is orientable. By Constancy Theorem on page 357 of [17], we deduce that $T$ restricted to $N \setminus \Sigma$ equals integer multiples of it. However, $\partial (N \setminus \Sigma) = 2\Sigma$ by construction. This is a contradiction.

Now suppose $[\Sigma]$ has a representative $\Sigma'$ of the homology class so that $\Sigma' = a_1\Sigma'_1 + a_2\Sigma'_2 + \cdots + a_l\Sigma'_l$, where each $\Sigma'_j$ are connected orientable submanifolds counted with multiplicity $a_j > 0$, and they are pairwise disjoint. If we regard $\Sigma$ as an immersion of a surface with many connected components, then with a small perturbation, we can destroy the multiplicities almost everywhere and get a surface $\Sigma''$ homologous to $\Sigma'$ with $\Sigma'' = \Sigma_1 + \cdots + \Sigma_l$, and all the summands are in general position. Since the codimension is larger than 1, by transversality, we can do successive connected sums of $\Sigma_i$ to $\Sigma$, getting a generic immersion of a connected oriented surface $\Sigma$, homologous to $\Sigma'$. (Just connect multiplicity 1 points using a curve, which will avoid intersecting except for endpoints by transversality. Then widen the curve to get a neck that does the job.) By construction, the structure of the current near the self-intersection set satisfies the assumptions in Lemma 1.3. □

**Remark 28.** By [50], some $[\Sigma]$ cannot be represented by continuous maps from smooth manifolds.

Thus, we can assume that $[\Sigma]$ has a multiplicity 1 a.e. representative that is smoothly calibrated in its neighborhood in some smooth metric.

### 6.1. The case of $c \leq d$.

The idea is that we can insert a transverse intersection into the multiplicity one surface $\Sigma$. Choose $C$ to be the sum of two transversal orthogonal $c$-dimensional planes in $\mathbb{R}^{2c}$. Then consider $\sigma^{d-c}(C)$ in Lemma 4.1. It is embedded in $S^{d+c}$. Then we do a simultaneous connected sum of $\Sigma$ with $\sigma^{d-c}(C)$ on the smooth part and $M$ with $S^{d+c}$. Since we are connected summing with standard sphere, $M$ is diffeomorphic to $M \# S^{d+c}$ and by homotopy invariance, we have $[\Sigma \# \sigma^{d-c}(C)] = [\Sigma]$ as homology classes. To make the regular part connected, we do a further connected sum of the two summands of $\sigma^{d-c}(C)$.

Note that $\phi_C = dx_1 \wedge \cdots \wedge dx_c + dy_1 \wedge \cdots \wedge dy_c$ calibrates $C$. Thus, $\phi_C \wedge \pi^*_{S^{d-c}} dvol_{S^{d-c}}$ calibrates $C \times S^{d-c} \subset \mathbb{R}^{2c} \times S^{d-c}$ with product metric by
Proposition 7.10 in [22]. Here \( \pi_{S^{d-c}} \) is the projection into the spherical factor and \( d\text{vol}_{S^{d-c}} \) the volume form of \( S^{d-c} \) extended constantly over the product. By Lemma 4.1, a tubular neighborhood around the singular set of \( \sigma^l(C) \) is calibrated by a smooth form in a smooth metric.

Now apply Lemma 2.7. We deduce that in a smooth metric \( \Sigma^l \sigma^l(C) \) is the unique minimizer. Then Lemma 4.2 finishes the proof.

6.2. The case of \( c \geq d \geq 5 \). Here we choose \( C \) to the cone over \( \mathbb{CP}^2 \) mentioned in Remark 24. Instead of using the inclusion \( C \subset \mathbb{R}^8 \), we use \( C \subset \mathbb{R}^{8+m} \) with \( m \geq 0 \). Then \( \sigma^l(C) \subset S^{8+m+l} \). Now connect sum \( \Sigma \) with \( \sigma^l(C) \subset S^{8+m+l} \). \( C \) is still calibrated by Lawlor’s vanishing calibration \( \phi_C \) in \( \mathbb{R}^{8+m} \), so we have an \( L^\infty \) calibration \( \phi_C \wedge \pi^*_g d\text{vol}_{S^l} \) satisfying the assumptions of Lemma 2.2 on \( U_{\pi^4} \times S^l \) in the notation of the proof of Lemma 4.1. Moreover, the calibration is smooth near the boundary of the region \( U_{\pi^4} \times S^l \). The rest is the same as the previous subsection.

Now set \( d = 5 + l \) and \( c = 3 + m \), which are precisely the dimensions and codimensions of \( \sigma^l(C) \). With \( l, m \geq 0 \), we cover all \( c \geq 3, d \geq 5 \).

6.3. Dimension lower bound of the singular set. This is a straightforward consequence of Lemma 4.2 and dimension counting. For \( c \geq d \geq 5 \), \( \max\{d-c, d-5\} = d-5 \), note that the singularity in the last subsection has precisely dimension \( d-5 \). For \( 3 \leq c \leq d, d \geq 5 \), we do the construction of the previous two subsections simultaneously. This gives the \( \max\{d-c, d-5\} \) dimension lower bound on the singular set. For \( d \leq 4 \), we are left with only intersection type singularities, but \( \max\{d-c, d-5\} = d-c \) gives the dimension of the singular set correctly. We have covered all cases. We are done.

7. Proof of Theorem 1.4

Roughly speaking the proof of Theorem 1.4 is the same as the proof for integral homology cases. We just need to replace calibrations with retractions.

7.1. Proof of mod 2 version of Theorem 1.2 and Theorem 3.1 The proof of Theorem 1.2 relies on a cut-and-paste argument. For nearby minimizers, we cut away the surface near the singular set and substitute the sum of two minimal embeddings by Allard regularity. Then we use two vanishing calibrations with support intersecting only at the intersection to calibrate the sum. This implies the sum is just the original minimizer by unique continuation. For the mod 2 case, the only argument that needs modification is the vanishing calibration. In the non-orientable case, the calibration form does not exist. However, the projection defined in the formula (3.1) still exists.

Lemma 7.1. \( \Pi \) is area non-increasing on \( n + k \)-dimensional planes.
Proof. Note that the projection sends the points with $t \geq \theta(n,a)$ to the intersection set, so this holds trivially in that region. For $t \leq \theta(n,a)$, the tangent space to the level sets of $\Pi$ are annihilated by $\Pi$. Moreover, dimension counting gives that the orthogonal complement $P$ to the tangent of level sets has precisely dimension $n + k$. Thus, it suffices to show that $\langle \Pi_*P, \Pi_*P \rangle / \langle P, P \rangle \leq 1$. The same argument as in the orientable case shows that $P$ is spanned by the two lines of vectors following (3.10). The same calculation gives the length of $P$ the same in (3.14). Direct calculation gives
\[ d\Pi(\partial_l) = \partial_l, d\Pi(v_a) = 0, d\Pi(e_b) = (g(n,a))^{\frac{1}{n}} e_b, \]
\[ d\Pi(\partial_r) = g(n,a)^{\frac{1-n}{n}} c \partial_r, d\Pi(\partial_z) = g(n,a)^{\frac{1-n}{n}} s \partial_r, \]
in the notation of (3.10). This yields
\[ \Pi_*P = \partial_r \wedge e_2 \wedge \cdots \wedge e_n \wedge dl_1 \wedge \cdots \wedge dl_k. \]
Thus, we have
\[ \langle \Pi_*P, \Pi_*P \rangle = \frac{1}{\lambda \circ \pi} \]
in the notation of Lemma 3.2. This gives the same upper bound of $\sqrt{\langle \Pi_*P, \Pi_*P \rangle / \langle P, P \rangle}$ as (3.15), which is smaller than 1 provided with small $r$. □

Again this retraction depends only on the geometry of the objects involved. Thus, we can define a retraction to the sum of the two pasted submanifolds using the juxtaposition of the two retractions, which remain a valid retraction by the angle conditions. By area non-increasing property, we deduce that the pasted pieces are also minimizing. Now just argue by unique continuation. We are done.

7.2. Proof of mod 2 version of Theorem 1.1. In the mod 2 case, if a homology class admits smooth representatives in the current sense, then it must be represented by sums of embedded submanifolds with multiplicity one. Now connect summing them together gives a smoothly embedded connected representative $\Sigma$. This gives us the homology representative to glue to.

The rest of the reasoning is the same with Section 7 by using Theorem 1.5 to glue these singularities to the homology class representatives and use necks to connect all the components.

8. Proof of Corollary 1.1

Just apply the construction in the previous section to the chosen cone $C$ replacing the cone over $\mathbb{CP}^2$. 
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