Bonds, bands, and bandgaps in tetrahedrally bonded ternary compounds: the role of group V Lone Pairs

Dat Do\textsuperscript{1,a)} and S. D. Mahanti\textsuperscript{1}

Department of Physics and Astronomy, Michigan State University, East Lansing, MI 48824, USA

(Dated: 7 May 2014)

An interesting class of tetrahedrally coordinated ternary compounds have attracted considerable interest because of their potential as good thermoelectrics. These compounds, denoted as I\textsubscript{3}-V-VI\textsubscript{4}, contain three monovalent-I (Cu, Ag), one nominally pentavalent-V (P, As, Sb, Bi), and four hexavalent-VI (S, Se, Te) atoms; and can be visualized as ternary derivatives of the II-VI zincblende or wurtzite semiconductors, obtained by starting from four unit cells of (II-VI) and replacing four type II atoms by three type I and one type V atoms. In trying to understand their electronic structures and transport properties, some fundamental questions arise: whether V atoms are indeed pentavalent and if not how do these compounds become semiconductors, what is the role of V lone pair electrons in the origin of band gaps, and what are the general characteristics of states near the valence band maxima and the conduction band minima. We answer some of these questions using ab initio calculations (density functional methods with both local and nonlocal exchange-correlation potential).

I. INTRODUCTION

Tetrahedrally coordinated semiconductors have played an important role in our understanding of the relationship between coordination, bonding, and band gap. This relationship is easy to understand in monoatomic covalent solids C, Si, Ge, Sn. In these solids, the spatially directed \( sp^3 \) hybrids form bonding (B) and antibonding (AB) bands.\textsuperscript{1,2} Electrons fill up the bonding bands (valence bands) following the simple Lewis octet rule\textsuperscript{3,4}, the antibonding bands (condution bands) are empty, and there exists a band gap \( (E_g) \) between the valence band maximum and the conduction band minimum. There is a decrease in the splitting between the bonding and anti-bonding bands due to increase in the lattice constant as one goes from C to Sn, with a concurrent reduction in the band widths. The net effect is a decrease in \( E_g \) which is nearly zero for Sn. Although this qualitative relationship between bonds and
band gap is easy to understand, the actual value of $E_g$ depends on other subtleties like the details of band dispersion, spin orbit interaction etc.

The inter-relationship between bonds, bands and band gaps discussed above can be extended to tetrahedrally bonded III-V and II-VI binary compounds.\textsuperscript{1,2} Here again the octet rule plays the dominant role. However, the splitting between the valence and the conduction bands and therefore the band gap depends on other parameters, namely the differences in electron affinity (EA) and ionization energy (IE) of the two components. The bonds now pick up both covalent and ionic characters. The classic works of Pauling\textsuperscript{1} and Phillips\textsuperscript{2} on relating the ionicity and covalency of a particular bond to the above parameters (Pauling) and to the dielectric properties (Phillips) have given a fundamental understanding of the bonding and structure of these binary compounds. But these theories do not explicitly address the relationship between band gaps and the nature of bonds. (Phillips’ ionicity scale does depend indirectly on the band gap through the dielectric constant). However, the general trend seen in covalent semiconductors, i.e. the decrease in $E_g$ with increasing lattice constant (bond length) is also seen in binary tetrahedrally bonded semiconductors. For example, $E_g = 6.2$ eV in BN (lattice constant $a=3.61$ Å) and 0.23 eV in InSb ($a=6.48$ Å). Although this tendency is quite general, the actual value of the band gap depends on the details of the band dispersion.

Progress in electronic structure theories (density functional theory (DFT), both local and non-local, GW, and others) have helped us in addressing the relationship between bonding, band structure and band gap in these compounds.\textsuperscript{5}

Extending the above ideas to tetrahedrally coordinated ternary compounds becomes challenging because of the competition between the natures of different bonds. A simple but helpful way of looking at the ternary compounds is to consider them as derivatives of a tetrahedrally coordinated binary compounds, following Grimm and Sommerfeld’s rule.\textsuperscript{6} One can take multiple unit cells of a ternary system, fix (say) the anions, and replace the cations by a combination of two cations keeping the total cation valence constant. A classic example is the chalcopyrite structure (CuInSe$_2$). One starts from ZnSe with zincblend structure, doubles the unit cell to (ZnSe)$_2$, keeps the Se sublattice intact, and replaces two Zn (divalent – II) atoms by Cu (monovalent – I) and In (trivalent – III). Another example is to triple the unit cell and replace the three divalent cations by two monovalent and one tetravalent cation and get I$_2$-IV-VI$_3$, such as...
Cu$_2$GeSe$_3$. The system that we will be concerned with here is the class of I$_3$-V-VI$_4$ compounds, where the unit cell is quadruple of ZnSe, and 4 divalent cations are replaced by three monovalent (Cu, Ag) and one pentavalent (P, As, Sb, Bi) cation. Our focus here is to understand the nature the band structure and its relation to the inter-atomic bonds, critically examining the valency of the nominally pentavalent cation ($ns^2np^3$ shells of V, $n = 3, 4, 5, 6$) and the role of its lone pair ($ns^2$) in the band-gap formation.

It is known that the lone pairs play an important role in the structural distortions and the formation of local dipole moments in several physical systems (GeTe, SnTe, PbTe, PbTiO$_3$, PbZrO$_3$, BiVO$_4$, etc). Sidgwick and Powell in their discussions on the foundations of Valence Shell Electron Pair Repulsion theory argued that bonding pairs and lone pairs are of equal importance in the structure formation and these electrons distributed themselves to minimize inter-electron repulsion. Later Gillipsie and Nyholm argued that repulsive forces between lone pairs and other electrons were stronger. The effect of lone pairs on the atomic structure of inorganic compounds is well known. In fact, cation-centered lone pairs (often with Pb$^{2+}$ as the central cation, but also Sn$^{2+}$ and Bi$^{3+}$) have been found to be important in understanding the origin of off-centered displacement of ions and the resulting electric dipoles. These off-centered displacements and associated low-energy structural dynamics (soft phonons and large Gruneissen parameters) have played important roles in ferro- and piezoelectric materials, multiferroics, thermoelectrics and nonlinear optical materials.

In spite of extensive studies trying to understand the role of lone pairs on the atomic structure and lattice vibrations, the subtle role of the interplay between the lone pairs and the local geometry on the band structure and the band-gap formation has not been explored in great depth in the class I$_3$-V-VI$_4$ of compounds. The main aim of this work is to explore this question and point out that in compounds where the group V atom is tetrahedrally coordinated, its lone pairs indeed play an important role not only in opening up a gap (making the system semiconducting) but also in controlling the nature of low-energy electronic excitations. We also point out how the simple Lewis octet rule breaks down when the lone pairs take an active part in the band-gap formation.

The arrangement of the paper is as follows: In section II we describe the structure of tetrahedrally-coordinated ternary compounds I$_3$-V-VI$_4$ containing group V atoms (P, As, Sb, Bi). In section III we discuss the atomic energy levels of the constituent atoms.
to help us in understanding the results of the ab initio band structure calculations. Section IV discusses briefly some theoretical and technical details of our calculations and section V gives our results. Finally we present a summary of our major findings in section VI.

II. STRUCTURE OF TETRAHEDRALLY COORDINATED I₃-V-VI₄ COMPOUNDS

We consider the family of I₃-V-VI₄ compounds where (I) is Cu and Ag, (V) is P, As, Sb or Bi, and (VI) is S, Se or Te. While most Ag-compounds are not found in the literature, Cu-compounds usually crystallize in the Famatinite structure (Fa) and some in the Enargite structure (En). Famatinite and Enargite structures may be considered as derivatives of the well known Zinc blende and Wurtzite structures respectively. As shown in Fig. 1, Fa and En can be obtained by doubling the ZnS unit cell (Zincblende or Wurtzite respectively) and replacing four Zn atoms by three I’s and one V. This keeps the cation valence count intact (4 divalent Zn vis-à-vis 3 monovalent Ag/Cu and 1 nominally pentavalent P/As/Sb/Bi). In our calculations, due to different space groups (body centered tetragonal for Fa and simple orthorhombic for En), the Fa unit cell contains one formula unit while En unit cell has two formula units. This difference gives rise to different Brillouin zones and a difference in the number of bands for a given wave vector k, namely, En has twice as many bands as Fa.

In both the structures, all the atoms are tetrahedrally coordinated to four nearest neighbors, in which I and V atoms bond to four VI atoms while VI atoms bond to three
TABLE I. Summary of crystal structures of Cu$_3$AB$_4$

| B \ A | P | As | Sb | Bi |
|-------|---|----|----|----|
| S    | En $d = 2.06^{\exp,14,15}$ | Fa/En($T_c = 580$)$^{16}$ | Fa $d = 2.38^{\exp,15}$ | Fa $d = 2.65^{\text{GGA}}$ |
|      | $2.11^{\text{GGA}}$ | $d = 2.20^{\exp,17}$ | $2.48^{\text{GGA}}$ | |
| Se   | En $d = 2.29-2.36^{\exp,14}$ | Fa $d = 2.50^{\text{GGA}}$ | Fa $d = 2.54^{\exp,18}$ | Fa $d = 2.78^{\text{GGA}}$ |
|      | $2.29-2.32^{\text{GGA}}$ | $d = 2.50^{\text{GGA}}$ | $2.65^{\text{GGA}}$ | |
| Te   | $\times$ | ? | ? | $\times$ |

En = Enargite, Fa = Famatinite, $\times$ = does not exist, ? = unknown, $d$ = nearest neighbor distance between atoms A and B (unit Angstrom). GGA indicates that parameters were relaxed using GGA approximation in the current work.

I and one V. Table I presents a summary of crystal types of I$_3$-V-VI$_4$ compounds and the bond lengths between V and VI. As the constituent atoms go from smaller to larger radii, the bond lengths increase accordingly. We will show later that the change in bond lengths and the band gaps are intimately related.

III. ATOMIC ENERGY LEVELS OF CONSTITUENTS AND SOME SCHEMATIC STUDIES.

In analyzing bonding and antibonding natures of different bonds and bands, it is helpful to know the energies of atomic levels of the constituent atoms. In table II, we give the atomic energies of the $s$ and $p$ valence electrons for different constituents and for Cu we also give the energy of the $d$-level. Positions of these atomic levels are shown in Fig. 2. It is clear that Cu-$d$ and S/Se-$s$ level are the lowest, which makes both S/Se-$s$ and Cu-$d$ states stable and fully occupied, Cu-$d$ states locate near the Fermi level. The energies of the $s$ and $p$ levels of V-atoms increase in going from P to Bi.

In our earlier work on Cu$_3$SbSe$_4$, we proposed a simplified bonding-antibonding model for states of different atoms as shown in Fig. 3. In this picture, $s$-level of Cu and $p$-states of Sb have highest energy and donate all their electrons to the others. The $s$-states of Se can be treated as filled core states and the $s$-states of Cu as empty states to start. The $p$-states of Se anions and the $s$-state of
TABLE II. Atomic energies (given in eV) of the $s$ and $p$ valence electrons for different constituents and for the monovalent Cu, the energy of Cu $d$-level is included.\textsuperscript{19}

|       | P   | As  | Sb  | Bi  | Cu  | S   | Se  | Te  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| $E_s$ | -19.92 | -18.92 | -16.03 | -15.19 | -7.7 | -24.02 | -22.86 | -19.12 |
| $E_p$ | -9.54  | -8.98  | -8.14  | -7.79  | -11.6 | -10.68 | -9.54  |      |
| $E_d$ |       |       |       |       | -20.26 |       |       |      |

FIG. 2. This figure will appear in color in print and online. Visualization of the atomic levels of the constituent atoms.

Sb (lone pairs) strongly interact and form the bonding and anti-bonding bands, giving rise to an unoccupied band near the Fermi level (hereinafter we call this band the “band of interest” or “BOI”). The position of the BOI is very sensitive to the approximation scheme applied to the exchange-correlation potential and the distance between the Sb atom and its four Se neighbors. The lone pair states of Sb are somewhat schizophrenic, they not only bond with the $s$-states of the surrounding Se but also like to bond with one of the properly symmetrized combination of the $p$ states of those Se$_4$ cluster. This latter bonding is so strong that it splits off one band from the top of the Se $p$-bands, giving rise to a band gap. The $d$-bands of Cu are quite narrow and lie below but near the Fermi level. Their precise role in the band structure depends on the particular type of atoms forming the compound. Our aim in this paper is to extract some of the generic (universal) role of the V lone pairs and show that the proposed bonding-antibonding picture for Cu$_3$SbSe$_4$ is rather universal and applicable to the other tetrahedral compounds containing V-VI$_4$ clusters. Since the nearest neighbor distances increase from P to Bi one should expect competing effects between the shrinking of bonding-antibonding separation and the narrowing of the bandwidth on the formation of the band gap. This competing relation is more complicated in these ternary compounds because they have several types of atoms with different atomic energy levels and different natures of bonds. Particularly,
FIG. 3. This figure will appear in color in print and online. Simple bonding-antibonding scheme in Cu$_3$SbSe$_4$ showing energy levels in the atomic limit (left column) intermediate bonding-antibonding states (middle column) and bonding-antibonding states in crystal (right column). (Cu $d$ and Sb-$p$ are not shown for simplicity). In the blankets are the numbers of states.

to understand the role of $d$ states of I, we investigate the case with Cu replaced by an alkali atom, Na, which doesn’t have the $d$-shells to interact with other bands.

IV. METHODS OF ELECTRONIC STRUCTURE CALCULATIONS

A. Local/Semi-local DFT

Firstly, we tried the standard LDA and GGA since they have been extensively used to study the electronic structure of compounds. One, however, is aware of their well-known shortcomings in dealing with semiconductors and ordinary insulators (band insulators).$^{21}$ The major problem is the underestimation of the band gap.$^{21}$ In some extreme cases, gapped system are wrongly predicted to be metallic within LDA/GGA.$^{20,22}$ There have been many attempts to improve LDA/GGA and several methods have been proposed, including semilocal approximations: PBE for solid (PBE-sol)$^{23}$, modified Becke-Johnson potential by Tran and Blaha (mBJ),$^{24}$ LDA/GGA+U.$^{25,26}$

LDA/GGA+U method was proposed several decades ago by introducing a correction due to Coulomb interaction of opposite-spin localized electrons when they occupied the same orbital. This correction is a mean field approximation of Hubbard-type correction, in which energy levels become:

\[
\epsilon_i = \epsilon_i^{LDA} + U(\frac{1}{2} - n_i) \quad (1)
\]

where $n_i$ is the occupancy of energy level $\epsilon_i$. GGA+U has been successful in predicting the semiconducting/insulating ground states of many systems, including but not limited to the famous Mott-insulators.$^{26}$

B. Hybrid Functional

Among several improvements beyond LDA/GGA, hybrid functionals$^{27}$ are being increasingly used. In this scheme, to account for the discontinuity of the exchange
potential, which is missed in the (semi)local theories, a part of the exchange term in LDA/GGA is replaced by an exact Hartree-Fock term. The formalism developed by Heyd, Scuseria and Ernzerhof in 2003 and then in 2006 (HSE06),\textsuperscript{28–30} has become a desired method of choice to study electronic structure for many authors. In this scheme, the exchange-correlation energy is given by

\[ E_{xc}^{LDA} = E_{x}^{LDA} + E_{c}^{LDA} \]  \hspace{1cm} (2)

\[ E_{x}^{LDA} = \alpha E_{HF,SR}^{x}(\omega) + (1 - \alpha) E_{PBE,SR}^{x}(\omega) + E_{PBE,LR}^{x}(\omega) \]  \hspace{1cm} (3)

in which LR and SR denote long-range and short-range parts respectively, $\alpha$ and $\omega$ are the mixing and screening parameters accordingly. $\omega = 0$ mean no screening at all and $\omega \to \infty$ mean complete screening, or in other words, HSE06 in the limit of infinite $\omega$ falls back to GGA. The values of $\alpha=1/4$ and $\omega=0.2$ are considered optimal values which give reasonable results for many systems.\textsuperscript{28–30}

C. Technical Details

Calculations were done using the projector-augmented wave (PAW) method\textsuperscript{31,32} as implemented in the VASP code.\textsuperscript{33–35} Plane-wave energy cutoff of 400 eV and an energy convergence criterion (between two successive self-consistent cycles) of $10^{-4}$ eV (total energy/unit cell) were set. We use Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional\textsuperscript{36} for GGA. For GGA+U calculations we apply the formalism proposed by Dudarev et al.\textsuperscript{37}, where the on-site repulsion and exchange are incorporated through a parameter $U_{eff} = U - J$, where $U$ and $J$ are the Coulomb and exchange parameters. Monkhorst-Pack $k$-mesh of $12 \times 12 \times 12$ for Fa and $12 \times 14 \times 10$ for En were used. The density of states (DOS) is obtained using bigger $k$-mesh. For HSE06 type, due to extensive computational requirement, smaller $k$-meshes are used, within acceptable uncertainty.

V. RESULTS AND DISCUSSIONS

To understand the crucial role played by the lone pairs of the group V atoms in the bonding-antibonding scheme and whether the underlying mechanism for the formation of band gap proposed in Cu$_3$SbSe$_4$ can be applied to other members of the I$_3$-V-VI$_4$ family, we first carried out GGA calculations the whole class; Cu$_3$(P,As,Sb,Bi)(S,Se)$_4$. In Fig. 4 we show the band structures of these compounds, focusing near the Fermi level, in which the BOI’s are marked as red thick lines. The GGA calculations show that all the compounds have similar features in their band structures which resemble the simple picture.
FIG. 4. This figure will appear in color in print and online. GGA bandstructure of (a) Cu$_3$PS$_4$ (b) Cu$_3$PSe$_4$ (c) Cu$_3$AsS$_4$ (d) Cu$_3$AsSe$_4$ (e) Cu$_3$SbS$_4$ (f) Cu$_3$SbSe$_4$ (g) Cu$_3$BiS$_4$ and (h) Cu$_3$BiSe$_4$.

of the bonding-antibonding scheme discussed above. The difference between En and Fa band structures is that for each $k$ the former has twice as much number of bands as the latter. As a result En has two BOI’s. Both compounds have Cu-$d$ states occupied right below the Fermi level and the lowest partially unoccupied band is the BOI. The Cu-$d$ states mix with the Se-$p$ states. Most systems, like Cu$_3$SbSe$_4$, within GGA, are semimetals with pseudogaps near the Fermi energy. For these systems, the Cu-$d$ states mix with the BOI at the $\Gamma$ point of the Brillouin zone, giving rise to a three-fold degenerate band, while the next band has Sb-$s$ and Se-$p$ (or V-$s$ and VI-$p$ for the others) characters as the BOI. The only exception is Cu$_3$PS$_4$ where there is a band gap between BOI and the rest of the bands below, which are occupied. It is predicted to be a semiconductor even with GGA level of approximation. The reason which makes Cu$_3$PS$_4$ unique is that it has the shortest V-VI nearest neighbor distance as listed in Table I. We also find that the overlap between BOI and valence bands increases when going from P to Bi as well as from S to Se.

In our earlier work$^{20}$, to overcome the GGAs failure to predict the band gap correctly we used the HSE06 scheme which correctly produced a band gap of $\sim$0.3 eV in Cu$_3$SbSe$_4$ (in agreement with experiment$^{16,38,39}$). A similar scheme was used by Yang et al.$^{40}$ and also gave a band gap, the value of the gap, however, is $\sim$0.4 eV which is a little larger than our value. We also noted that one can get almost identical results within GGA+U (local theory) but using an unphysically large value of U ($\sim$15 eV) for the Cu-$d$ orbitals. Indeed, in spite of the unphysical meaning large U ($\sim$15 eV), GGA+U could reproduce almost identical band structures near the Fermi level as those obtained from HSE06. As seen in Fig. 5a, increasing U does two things, it lowers the occupied $d$-
bands of Cu, which reduces the hybridization between the Cu $d$ and the rest of the $s$, $p$ bands (the amount of $d$-character in BOI at the $\Gamma$ point decreases) and eventually, for a sufficiently large value of $U$, a gap opens up between the BOI and the rest of the occupied valence bands. The value of $U$ needed to open a gap is too large ($>10$ eV) in comparison to the typical value used in literature\textsuperscript{41}. Similar effects are observed in HSE06 calculations\textsuperscript{20} as one increases the strength of the nonlocal exchange by increasing the value of the mixing parameter $\alpha$, the $d$-character of the BOI at the $\Gamma$ point decreases and the band gap opens up. We found that with $U=15$ eV, GGA+U calculation could reproduce reasonably well HSE06 band structure near the Fermi energy (see Fig. 5b).

One subtle difference between GGA+U and HSE06 is that the Cu-$d$ bands are pushed down much further in the former. It can be easily observed in Fig. 5. In Fig. 5a, as $U$ increases, the mixing between Cu $d$ and Se $p$ decreases, and as a result, the $d$ characters in the conduction bands near Fermi level get weaker and eventually disappear at large $U$. The difference in the position of $d$-levels is easily seen when comparing band structures obtained using GGA, GGA+U and HSE06. This suggests that if HSE06 gives the correct band structure, one should detect a Cu-$d$ peak closer to Fermi level in XPS.

Despite of the difference in the position of $d$-states, the band structures near the Fermi level are quite similar in GGA+U and HSE06. Since the low-energy physics of materials (the materials studied in this work in particular) depend mostly on the electronic structure in the vicinity of the Fermi level, GGA+U (even with unphysical $U$) can give some good insight in different compounds, without consuming much computational resources as needed for HSE06 calculations. Hence, GGA+U is easier to implement when

FIG. 5. This figure will appear in color in print and online. (a) Effect of $U$ on band structure and (b) comparison between GGA+U and HSE06 band structures. The energy is given in the absolute scale.
FIG. 6. This figure will appear in color in print and online. GGA+U bandstructure of (a) Cu$_3$PS$_4$ (b) Cu$_3$PSe$_4$ (c) Cu$_3$AsS$_4$ (d) Cu$_3$AsSe$_4$ (e) Cu$_3$SbS$_4$ (f) Cu$_3$SbSe$_4$ (g) Cu$_3$BiS$_4$ and (h) Cu$_3$BiSe$_4$.

one studies the nature of defect states in these compounds because in this case one will have to use large supercells with number of atoms (∼64 or larger).

With the above rationale, we use GGA+U calculations to investigate the general role of the lone pair of V in the band gap formation in the entire class of I$_3$-V-VI$_4$ compounds. Whenever we have some questions for a particular system, we can use HSE06 calculations to compare. In Fig. 6, we give the GGA+U band structures of (a) Cu$_3$PS$_4$, (b) Cu$_3$PSe$_4$, (c) Cu$_3$AsS$_4$, (d) Cu$_3$AsSe$_4$, (e) Cu$_3$SbS$_4$, (f) Cu$_3$SbSe$_4$, (g) Cu$_3$BiS$_4$ and (h) Cu$_3$BiSe$_4$.

FIG. 7. This figure will appear in color in print and online. Relation between band gap and the distance between V and VI elements.

(b) Cu$_3$PSe$_4$, (c) Cu$_3$AsS$_4$, (d) Cu$_3$AsSe$_4$, (e) Cu$_3$SbS$_4$, (f) Cu$_3$SbSe$_4$, (g) Cu$_3$BiS$_4$ and (h) Cu$_3$BiSe$_4$. We see that a band gap between BOI and the occupied valence bands opens up, except in Bi compounds. For those compounds where band gap opens up, the highest occupied bands are multiply degenerate, which makes these systems excellent p-type thermoelectric, just like Cu$_3$SbSe$_4$.

To see how the band structures depend on the crystal structure, for some compounds, we carried out calculations for both Fa and En structures. In Fig. 7 we plot the magnitude of the band gap as a function of average nearest neighbor (nn) distance between V and VI elements and between the sp elements for the other ternary compounds involving lone-pair atoms.

Let us first analyze the trend in I$_3$-V-
VI$_4$ compounds. One can see that irrespective of the crystal structure (En or Fa), the band gap decreases with the increase of the V-VI distance ($d_{V-VI}$). The band gap decreases almost linearly with the $d_{V-VI}$ up to $d \approx 2.6 \text{Å}$ as represented by the red solid line in Fig. 7. With larger $d_{V-VI}$, the gap disappears. With other constituents being the same, compounds with S have smaller $d_{V-VI}$ than those with Se, and thus the band gaps are larger in the former. However, for the same $d_{V-VI}$, Se-compounds have larger band gap. For instance, the band gap of Cu$_3$SbSe$_4$ is $\sim 0.4$ eV while Cu$_3$BiS$_4$ is gapless. One exception is the case of Cu$_3$SbS$_4$ and Cu$_3$AsSe$_4$. Both of them have $d_{V-VI} \approx 2.4 \text{Å}$ but the former has a larger band gap.

To explain these features, one may attempt to look at the atomic energy levels of the constituents (given in table II and Fig. 2). The difference between S and Se is that the atomic levels of the latter is higher than those of the former, the energy difference for s level is $\sim 1.16$ eV and for p is $\sim 0.92$ eV. These energy differences may account for the band gap difference between S- and Se-compounds. On the other hand, when going from As to Sb, there is a big jump in the atomic levels (Fig. 2). This change in the atomic levels between As and Sb may compensate for the difference in the atomic levels between S and Se, making the band gap of Cu$_3$AsSe$_4$ smaller than that of Cu$_3$SbS$_4$.

To check this argument, we vary $d_{V-VI}$ in Cu$_3$SbS$_4$ and Cu$_3$SbSe$_4$ by changing the lattice parameter, keeping the relative ionic positions intact. The results are presented in Fig. 7 as the purple dotted (Cu$_3$SbS$_4$) and cyan dot-dashed (Cu$_3$SbSe$_4$) curves. Interestingly, for $d_{V-VI} > 2.3 \text{Å}$, two curves are almost identical and follow the general trend which we discuss above; band gap decreases when the $d_{V-VI}$ increases. For small distances, two curves split by about 1 eV and the trend turns over; the band gap now decreases with decreasing distance. This change indicates that for short distances, the increasing of the band width overcomes the splitting of bonding-antibonding band, reducing the band gap. The turning points are different in two curves, it occurs at larger distance in Se-compound. These results do not appear to support the arguments we made about the relation between the band gap and atomic levels.

In an attempt to resolve this puzzle, we calculate the band structures for Cu$_3$XSe$_4$, where X is P, As, Sb or Bi, using the same lattice parameter as that of Cu$_3$SbSe$_4$ for two cases: (1) with the same positions of atoms (hence, the same $d_{V-VI}$) and (2) with the ionic positions relaxed. The results are shown in table III. It is interesting to note that, without relaxation, only Sb-compound has a
TABLE III. Band-gap comparison between different V elements at the same lattice parameter as Cu$_3$SbSe$_4$ with and without relaxation.

| Element | w/ relaxation | w/o relaxation |
|---------|---------------|----------------|
|         | $a$(Å) | $E_g$(eV) | $a$(Å) | $E_g$(eV) |
| P       | 2.29 | 0.92 | 0 |
| As      | 2.42 | 0.29 | 0 |
| Sb      | 2.56 | 0.28 | 0.28 |
| Bi      | 2.68 | 0 | 0 |

positive band gap whereas other compounds have overlap between BOI and the valence bands. However, when the atomic positions are allowed to relax, we go back to the general trend where the $d_{V-V}$ increases as one goes from P to Bi, and as a result, the band gap decreases accordingly. Thus, different constituents affect the local geometry of tetrahedrally coordinated compounds differently, giving different values of the band gaps.

Similar effects are also observed in other tetrahedrally coordinated compounds such as I-III-VI$_2$, I$_2$-IV-VI$_3$. The values of the band gaps (within GGA+U, with U=15 eV) for some systems are shown as green triangle in Fig. 7. These materials, in general, have larger band gaps than the I$_3$-V-VI$_4$ compounds. Detailed studies of these compounds will be discussed in another paper.

To verify that the underlying physics of the band-gap formation is dominated by the interaction between the lone pairs of V and the $p$-states of VI and less so by the hybridization with the $d$-states of Cu, we carried out calculations for an artificial compound Na$_3$SbSe$_4$. The structural parameters, since it is, to the best of our knowledge, not known in the literature, are initially chosen to be the same as Cu$_3$SbSe$_4$ but then allowed to fully relax. In Fig. 8, we give the band structures of Na$_3$SbSe$_4$ obtained using (a) GGA and (b) HSE06 with fat-band representation showing atomic orbital associated with energy levels.

FIG. 8. This figure will appear in color in print and online. Band structure of Na$_3$SbSe$_4$ obtained using (a) GGA and (b) HSE06 with fat-band representation showing atomic orbital associated with energy levels.
FIG. 9. This figure will appear in color in print and online. HSE06 bandstructure of (a) Cu$_3$BiS$_4$ and (b) Cu$_3$BiSe$_4$.

...compound. Also the distance between Sb and nn Se decreases from 2.65 Å in the Cu compound to 2.49 Å in the Na compound. This leads to a stronger interaction between V and VI atoms leading to a larger band gap in Na$_3$SbSe$_4$. Another interesting feature shows up, clearly due to the absence of $d$-levels, we find that other nondegenerate bands split off from the Se-$p$ bands but pushed below. This band has strong Sb-$p$ character indicating a strong mixing between the Sb-$p$ conduction bands and the Se-$p$ valence bands. A closer examination of the band structure of the Cu compounds also shows this feature.

Finally we would like to address the band structure of the two compounds containing Bi, Cu$_3$BiS$_4$ and Cu$_3$BiSe$_4$. Both GGA (Fig. 4g,h) and GGA+U (Fig.6g,h) did not give a gap. We carried out HSE06 calculations for these two compounds and the results are given in Fig. 9. Again we do not see any gap opening up and both these compounds are semimetals and the band structures are similar to those obtained from GGA+U. We thus conclude that Cu$_3$BiS$_4$ and Cu$_3$BiSe$_4$ are semimetals.

VI. SUMMARY AND CONCLUSION

In summary, we have studied the electronic structures of valence compensated ternary compounds given by the formula $I_3$-V-VI$_4$ and its relation to the local bonds as well as to the role of V lone-pair electrons. We found that V lone pair electrons strongly interact with the surrounding VI-$p$ orbitals, giving rise to the special BOI (single band in Famatinite and two bands in Enargite) which play the role of the lowest of conduction bands. V lone pairs are directly involved in the band gap formation. On the other hand, the filled $d$-shells of Cu contribute indirectly in the band gap, only through changing the bonding nature and bond length between V and VI atoms. By comparing the electronic structure of a large number of ternary $I_3$-V-VI$_4$ systems using different methods (local and non-local), we bring out the importance of the non-local exchange in gap opening. We also show that GGA+U (with a properly cho-
sen value of U, say 15 eV in this work) is still useful in surveying a wide range of materials, giving adequate information to understand the physics of materials, particularly, at low energy. Our work also suggests that one can easily tune the band gap to a desirable value by choosing proper constituent elements. This work gives a foundation for further study of tetrahedrally bonded ternary materials, for example to investigate the electronic structure of defects.
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