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Abstract

In this paper we provide a latent-variable formulation and solution to the recommender system (RS) problem in terms of a fundamental property that any reasonable solution should be expected to satisfy. Specifically, we examine a novel tensor completion method to efficiently and accurately learn parameters of a model for the unobservable personal preferences that underly user ratings. By regularizing the tensor decomposition with a single latent invariant, we achieve three properties for a reliable recommender system: (1) uniqueness of the tensor completion result with minimal assumptions, (2) unit consistency that is independent of arbitrary preferences of users, and (3) a consensus ordering guarantee that provides consistent ranking between observed and unobserved rating scores. Our algorithm leads to a simple and elegant recommendation framework that has linear computational complexity and with no hyperparameter tuning. We provide empirical results demonstrating that the approach significantly outperforms current state-of-the-art methods.

1 Introduction

The emphasis on user-specific latent traits has driven the algorithmic development of recommendation systems over the last decade Almahairi et al. [2015], Knijnenburg et al. [2012], Isinkaye et al. [2015], Karumur et al. [2018], Arentze et al. [2018], Wang et al. [2021]. As these latent variables are highly complex in structure for very large datasets, providing a rigorous analysis of the latent vectors based on data relating users, products, and features can be expected to illuminate salient structures. A recommendation system (RS) is intended to infer different user evaluations of products to accurately predict how a given user is likely to evaluate a new product Fang et al. [2019]. To achieve this goal, the RS must extrapolate a model that captures the relationships among observed evaluations of products by a given user to those of different users Hu et al. [2009]. The key is to ensure that inferences are derived from a common latent space that is fundamental to the evaluation process of different users.

In this paper we propose unit consistency (UC) as a latent invariant that is common to user evaluations. UC presumes that user evaluations will be invariant up to an arbitrary choice of positive units applied to a set of incommensurate variables defining the state of a system Marlène and Louis [2010]. For example, consider state vector $x$ for a system defined with lengths in meters and rotations in radians per minute, and another state vector $y$ for the same system but with lengths in centimeters and rotations in radians per second. Unit consistency implies that for a nonlinear transformation...
$T_y$ gives the same result as $T x$ but in the units of $y$. Intuitively, the choice of units should not qualitatively affect the result of a transformation, just the units in which the result is expressed [Zhang and Uhlmann 2018]. UC fits into the context of RS through the following demonstration. In the context of RS, each user can be presumed to evaluate each product based on an implicit set of personal units applied to each attribute [Lalor et al. 2016]. The RS cannot possibly know the full set of attributes each user evaluates in the rating of each product, let alone infer the units each user applies with respect to each of those attributes [Yeung 2019]. Even a user would unlikely be able to reflect on and identify the precise set of variables that led to their specific rating for a particular product [Uhlmann 2019]. Thus, at a minimum, a RS should be expected to compute ratings in a manner that provides UC with respect to such unknowable units. In other words, the RS should implicitly model user ratings as deriving from an underlying model in which ratings from different users can be explained in terms of each having their own individual set of units that relate to their individual personal preferences [Uhlmann 2019, Wang et al. 2014].

In this paper, we show that regularizing tensor completion algorithm by a small number of latent invariants is sufficient to yield unique and accurate recommendations underpinning a reliable RS. To acquire the solutions satisfying the UC constraints, we define an optimization framework that guarantees uniqueness of normalized tensor and tensor completion results with minimal assumptions. Furthermore, we show that results from our method satisfy consensus ordering property. Experimental tensor-completion results in both 2D and 3D demonstrate significant performance improvements over prior state-of-the-art recommender system algorithms.

### 2 Related Works

Computationally efficient tensor completion can be formulated as an optimization problem [Masood and Doshi-Velez 2019, Agarwal et al. 2019], where nuclear norm minimization is employed to enforce unitary invariance. To tackle this problem, [Recht 2011, Barak and Moitra 2015, Potechin and Steurer 2017] utilized singular value decomposition (SVD) method to achieve state-of-the-art probabilistic bounds on the minimum number of entries sufficient for retrieval. Other methods, such as collaborative filtering [Lemire 2005, parameter-decrease [Zeng et al. 2015], Scale Invariant Feature Transform [Lowe 2004, Kim et al. 2021], and social choice theory [Pennock et al. 2000], exploit unitary invariance indirectly via the Moore-Penrose pseudoinverse. However, some applications might require desirable properties beyond unitary invariance, such as physics or robotics [Zhang and Uhlmann 2019, 2018, Shaukat 2010]. For example, we might want invariance with respect to the choice of units on key variables [Zhang and Uhlmann 2019] or with respect to global rotations of the system coordinate [Zhang and Uhlmann 2018].

In this paper, problem-specific invariants are identified and enforced to be fundamental, and relaxation of a critical invariant for computational efficiency is only considered as a last resort. Our algorithm takes a simpler iterative structure from the tensor completion procedure and then deterministically generates recommendation scores without consideration of the rank of the tensor. [Anandkumar et al. 2012] considered tensor completion that is applicable for a sparse-coding model in the overcomplete regime, where the tensor rank is larger than the dimension. Our work reduces the complexity involved within the parameter space of the tensor rank and allows a fast convergence rate. To estimate latent features in the complex parameter space, [Owen and Zhou 2000, Fang and Li 2021] also examine a theoretical gradient-based method procedure to estimate the latent parameters. With minimal assumptions, we utilize a convex optimization model based on [Nguyen and Uhlmann 2021] to retrieve the latent vectors and provide recommendation results directly.

### 3 Method

#### 3.1 Problem Set Up

We consider the following RS as a running example. A recommender interacts with the user $i$-th whose feature vector $x_i \in \mathcal{X} \subset \mathbb{R}^{d_x}$ is assumed to be determined by an unknown but fixed latent variable $z_i$. For a recommendation framework $A$, we denote the rating of user $u_i$ for product $p_j$ as $r_{u_i,p_j}$. For user $i$, the recommender has access to that user’s rating by indexing into a row of a tensor $A$ with ratings as $r_{u_1,p_1}, r_{u_2,p_2}, ..., r_{u_i,p_j}$ of $P$ products $\{p_1, ..., p_P\} \subseteq \mathcal{P}$. Each movie $p_j$ in the set $\mathcal{P}$ is characterized by a vector $p_j \in \mathcal{P} \subset \mathbb{R}^{d_p}$. Given a user $i$ with a fixed latent variable $z_i$, we overload the index of the movie and its features.
An equivalent objective is to learn the log latent variable. For notational convenience, let our data has the form of a tensor $D$ and we index $r$ and $j$ to user $i$ that is most likely to give a maximum rating $r_{ui,pj}$. Toward this goal, we learn the relationship $f(x_i,p_j;z_i)$ to predict an unrated movie through tensor completion.

Our objective is to learn latent variable $z_k$ from $A$ via tensor decomposition. Specifically, we seek the $D$-dimensional tensor $A' \in \mathbb{R}^{I_1 \times \cdots \times I_D}$ and a positive vector $Z_k$ such that

$$A' = A \ast_k Z_k$$

$$\prod_{i \in A'[i']^{obs}} A'[i'] = 1, \quad \forall A'[i'] \in A'$$

meaning that the product of the observed entries of each $k$-dimensional subtensor $A'[i']$ is 1.

An equivalent objective is to learn the log latent variable. For notational convenience, let $A$ also be the logarithm conversion of $A$, i.e., all known entries are replaced with their logs. Specifically, we

\[ r_{ui,pj} = f(x_i,p_j; z_i) = A[u_i,p_j,x_i[0],...,x_i[d_x],p_j[0],...,p_j[d_p]] \]  

(1)

The RS aims to recommend a previously-unrated product $j$ to user $i$ that is most likely to give a rating $r_{ui,pj}$. Toward this goal, we learn the relationship $f(x_i,p_j;z_i)$ to predict an unrated movie through tensor completion.

Our data has the form of a tensor $A \in \mathbb{R}^{I_1 \times \cdots \times I_D}$, and we index $A$ with index vector $i = [i_1,\ldots,i_D]$:

$$A[i] = A[i_1,\ldots,i_D]$$

where $i_d \in [D] \cup \emptyset$ and $[D] = \{ n \in \mathbb{N} : n < D \}$

(2)

When $i_d = \emptyset$, we access all elements in dimension $d$ of $A$. Let $I$ be a set of all vectors $i$ with length $D$ that has $k$ non-null components. A $k$-dimensional subtensor $A[i]\in\mathbb{R}^{I_d \times \cdots \times I_d}$ for $i \in I$ spans all the $k$ null components of $i$ at dimensions $d_1,\ldots,d_k$. Let $A_I = \{ A[i] | i \in I \}$ be the set of $k$-dimensional subtensors of $A$. If vector $i'$ with $D$-non-null elements satisfies that $A[i']$ is an element of subtensor $A[i]$, we denote $i' \in A[i]$. We define the set of observed and unobserved entries of $A$ as:

$$A^{\text{obs}} = \{ i \mid A[i] \neq 0 \} \text{ and } A^{\text{unobs}} = \{ i \mid A[i] = 0 \}$$

(3)

Let $Z_k \in \mathbb{R}^{I_I}$ be a strictly positive-valued vector of length equal to the number of $k$-dimensional subtensors of $A$. Then $Z_k, A[i]$ is an element of $Z_k$ associated with subtensor $A[i]$. We provide a more rigorous concept of a latent variable extraction of a tensor $A$. The product $A' = Z_k \ast_k A$ is defined as a latent scaling of each $k$-dimensional subtensor $A[i]$ of $A$ to $A'[i]$ of $A'$ as $A'[i] = Z_k, A[i] \ast A[i]$.

For example, when $D = 3$ and $k = 1$:

$$I = \bigcup_{[i_1,i_2,i_3]} \{ [i_1, 0, i_3], [0, i_2, i_3], [i_1, i_2, 0] \}$$

$$A_I = \bigcup_{[i_1,i_2,i_3]} \{ A[i_1, 0, i_3], A[0, i_2, i_3], A[i_1, i_2, 0] \}$$

(4)

Our objective is to learn latent variable $z_k$ from $A$ via tensor decomposition. Specifically, we seek the $D$-dimensional tensor $A' \in \mathbb{R}^{I_1 \times \cdots \times I_D}$ and a positive vector $Z_k$ such that

$$A' = A \ast_k Z_k$$

$$\prod_{i \in A'[i']^{obs}} A'[i'] = 1, \quad \forall A'[i'] \in A'$$

meaning that the product of the observed entries of each $k$-dimensional subtensor $A'[i']$ is 1.

An equivalent objective is to learn the log latent variable. For notational convenience, let $A$ also be the logarithm conversion of $A$, i.e., all known entries are replaced with their logs. Specifically, we

\[ r_{ui,pj} = f(x_i,p_j; z_i) = A[u_i,p_j,x_i[0],...,x_i[d_x],p_j[0],...,p_j[d_p]] \]  

(1)

Without loss of generality, we assume for convenience that $A$ is strictly positive.
We present Algorithm 1 for learning latent variables, with the details of the correctness and efficiency of the algorithm in Nguyen and Uhmann [2021], where the authors proved its equivalence to a convex optimization model, with optimal time complexity that is linear in the number of observed entries, $O(|A^{\text{obs}}|)$. This time complexity is valid even when we encounter data sparsity as $|A^{\text{obs}}| \ll |A^{\text{unobs}}|$ and is unaffected by the final step of converting back from the log-space solution to the desired solution. Here we present our Learning Latent Invariance algorithm (LLI) as Algorithm 1 and the tensor completion algorithm (TCA) in Algorithm 2.

### Algorithm 1: Learning Latent Variables of Tensor $A$

**Input:** $D$-dimensional tensor $A$.

**Output:** $A'$ and scaling vector $Z_k$.

**Function** $\text{LLI}(A, k)$:

- **Step 1:** *Iterative step over constraints*. Initialize $\text{count} \leftarrow 0$, variance variable $v \leftarrow 0$, and let $\rho$ be a zero vector of conformant length. For notational convenience, let $A$ also be the logarithm conversion of $A$, i.e., all known entries are replaced with their logs.

  
  for each subtensor $A[i'] \in A_X$

  \[
  \rho_v = -\left(\frac{1}{|A[i']^{\text{obs}}|}\sum_{i \in A[i']^{\text{obs}}} A[i]\right)
  \]

  \[
  A[i] \leftarrow A[i] + \rho_v, \quad v \leftarrow v + \rho_v^2, \quad \text{for } i \in A[i']^{\text{obs}}
  \]

  \[
  z_{k,A[i']} \leftarrow z_{k,A[i']} + \rho_v
  \]

- **Step 2:** *Convergence*. If $v$ is less than a selected threshold $\epsilon$, then exit loop. Otherwise, set $\text{count} \leftarrow \text{count} + 1$ and return to step 1.

  return $A' \leftarrow \exp(A)$ and $Z_k \leftarrow \exp(z_k)$.

### Algorithm 2: Tensor Completion Algorithm

**Input:** $D$-dimensional tensor $A$ and $k$.

**Output:** $A'$

**Function** $\text{TCA}(A, k)$:

- **Step 1:** LLI process.

  $Z_k \leftarrow \text{LLI}(A, k)$

- **Step 2:** Tensor completion process:

  $A' = A$

  for $i \in A^{\text{unobs}}$

  \[
  A'[i] \leftarrow \prod_{i' : i \in A[i']} Z_{k,A[i']}^{-1}
  \]

  return $A'$.

seek the $D$-dimensional tensor $A'$ and a latent vector $z_k$ such that

\[
A'[i] = A[i] + \sum_{i' : i \in A[i']} z_k,A[i'], \quad \forall i \in A^{\text{obs}} \quad \text{where} \quad \sum_{i \in A[i']^{\text{obs}}} A'[i] = 0, \quad \forall A'[i'] \in A'_X
\]

meaning the sum of observed entries of $k$-dimensional subtensor $A'[i']$ equals zero. We conduct the learning process in log latent purely to improve the numerical properties of our algorithm.

### 3.2 Algorithms

We present Algorithm 1 for learning latent variables, with the details of the correctness and efficiency of the algorithm in Nguyen and Uhmann [2021], where the authors proved its equivalence to a convex optimization model, with optimal time complexity that is linear in the number of observed entries, $O(|A^{\text{obs}}|)$. This time complexity is valid even when we encounter data sparsity as $|A^{\text{obs}}| \ll |A^{\text{unobs}}|$ and is unaffected by the final step of converting back from the log-space solution to the desired solution. Here we present our Learning Latent Invariance algorithm (LLI) as Algorithm 1 and the tensor completion algorithm (TCA) in Algorithm 2.

A Special Case of Tensor Completion Algorithm In the case of $D=2$ when $A$ is a 2D tensor, i.e., $\text{LLI}(A, k=1)$, the set of $k=1$ subtensors is simply the set of rows and columns. This is a specialized instance of a tensor problem studied in Rothblum and Zenios [1992] with all of its dimensions explicitly distinguished for the problem of scaling line products of a tensor to chosen positive values (for which a solution is not guaranteed to exist except in the case we use of all scaling values equal to 1). For notational convenience, we define the completion function $\text{MCA}(A)$ as a special case of TCA:

\[
\text{MCA}(A) \equiv \text{TCA}(A, 1) \quad \text{for } D = 2.
\]

(8)
The time and space complexity for MCA($A$) is $O(|A^{obs}|)$. Both TCA and MCA directly yield unit-consistent completion algorithms. Here we examine their properties when applied to the RS problem.

### 3.3 Theoretical Analyses

#### 3.3.1 Uniqueness

**Theorem 1. Uniqueness of $A'$ in Learning Latent Invariance Algorithm:** There exists a unique tensor $A'$ for which there exists a strictly positive latent vector $Z_k$ such that the solution $A' \leftrightarrow LLP(A, k)$ is unique and and $A'^{obs} = A^{obs}$. Furthermore, if a positive vector $T_k$ satisfies

$$\prod_{i' \in \mathcal{I} : i \in A'[i']} T_{k,A[i']} = 1 \quad \forall i \in A^{obs},$$

then $(A', Z_k \circ T_k)$ is also a solution, where $\circ$ is the Hadamard product.

**Proof.** The full proof of the first part is in the paper Nguyen and Uhlmann [2021]. For the second part, we have for each $i \in A^{obs}$,

$$\prod_{i' \in \mathcal{I} : i \in A'[i']} A[i] \cdot (Z_{k,A[i']} \cdot T_{k,A[i']}) = \prod_{i' \in \mathcal{I} : i \in A'[i']} A[i] \cdot Z_{k,A(i')} = A'[i],$$

and

$$\prod_{i \in A'[i']^{obs}} A'[i] = 1, \quad \forall A'[i'] \in A'$$

\[ \square \]

Although the learned tensor is unique, the latent vectors $z_k$ and TCA($A, k$) may not be. We will be able to define a sufficient number and structure of known entries such that the tensor completion result, TCA($A, k$), is unique. We refer to a tensor with sufficient known entries to guarantee uniqueness as having full support. Definition 1 formally defines our notion of full support.

**Definition 1. Fully Supported Structure:** Given $A$, we define that tensor as fully supported if for every entry $i \in A^{unobs}$, there exist $2^D - 1$ vectors $i' \in A^{obs}$ such that for each dimension $d$ then

$$i'_d \neq \emptyset$$

and has the form $i'_d = i_d + \Delta_d$, where $\Delta_d \in \{0, s_d\}$ for some fixed vector $s$ such that $s_d \in \mathbb{Z}_{>0}$.

Definition 1 says that every unknown entry forms a structure with $2^D - 1$ known entries. Using this theorem, we obtain the following theorem regarding uniqueness of the recommendation/entry-completion result when there is sufficient data.

**Theorem 2. Uniqueness of Tensor Completion Algorithm:** If $A$ is fully-supported, the result from TCA($A, k$) is uniquely determined even if there are distinct sets of latent vectors $\{Z_k\}$ that yield the same, unique, $LLI(A, k)$.

**Proof.** For $A' = TCA(A, k)$, since entry $i \in A^{obs}$ has $A'[i] = A[i]$ by Theorem 1, we need only prove uniqueness of any completion $i \in A^{unobs}$. From the uniqueness result of Theorem 1, TCA($A, k$) admits two distinct scaling vectors $Z'_k$ and $Z_k$ that yield the same, unique, $LLI(A, k)$. From definition 1, there exists $2^D - 1$ vector $i'$ such that $i'_d = i_d + \Delta_d$, where $\Delta_d \in \{0, s_d\}$ for some fixed vector $s$. From Theorem 1, the scaling vector $Z'_k$ equals $Z_k \circ T_k$ is equivalent to

$$\prod_{i'' \in \mathcal{I} : i' \in A[i'']} T_{k,A[i'']} = 1 \quad \forall i'.$$

We now show that

$$A'[i] = \prod_{i'' \in \mathcal{I} : i' \in A[i'']} Z_{k,A[i'']}^{-1} = \prod_{i'' \in \mathcal{I} : i' \in A[i'']} Z_{k,A[i'']}^{i'' - 1}$$

or equivalently from Theorem 1

$$\prod_{i'' \in \mathcal{I} : i' \in A[i'']} T_{k,A[i'']} = 1.$$
Without loss of generality, we consider the case $D \equiv 0 \pmod{2}$, and the other case can be proven similarly. We define two sets $G_0$ and $G_1$ by the following: Except for $i' = i + s$, we divide $2D - 2$ remaining vectors $i''$ into two groups. For each $i' = i + \Delta$, if the number of $\Delta_d = 0$ equals $j$ modulo 2, then $i'$ goes to $G_j$ for $j \in \{0, 1\}$. We also denote $G_j \cap A[i''] = \{i' \in G_j \mid i' \in A[i'']\}$. Then

$$
\prod_{i' \in G_j} \prod_{i'' \in I, i' \in A[i'']} T_{k,A[i'']} = 1 \iff \prod_{i'' \in I} T_{k,A[i'']}^{|G_j \cap A[i'']|} = 1 . \tag{15}
$$

Consider $i'' \in I$ that has $k$ non-null elements. Let’s say that $i''$ has $C$ elements $i''_d = i_d$, then the remaining $k - C$ elements of $i''$ satisfies $i''_d = i_d + s_d$. Consider case 1 when $0 < C < k$. For each $i''$, we form a fixed $i'$ by replacing $m \leq D - k$ null elements of $i''$ such that $m + C$ is the number of elements in vector $i$ such that $i''_d = i_d$. For $j \in \{0, 1\}$, if $m + C \equiv j \pmod{2}$, then $i''$ forms $(\binom{D - k}{m})$ numbers of $i'$ that belongs to $G_j$. So when we sum between $0 \leq m \leq D - k$, $|G_0 \cap A[i'']| = \sum_{m+C \equiv 0 (\pmod{2})} (\binom{D - k}{m}) = 2^{D-k-1}$ and $|G_1 \cap A[i'']| = \sum_{m+C \equiv 1 (\pmod{2})} (\binom{D - k}{m}) = 2^{D-k-1}$. Thus,

$$
\frac{T_{k,A[i'']}^{|G_0 \cap A[i'']|}}{T_{k,A[i'']}^{|G_1 \cap A[i'']|}} = 1 . \tag{16}
$$

If $C = k$, we encounter the vector $i$ when forming $i'$. If $C = 0$, we encounter the vector $i+s$ when forming $i'$. Since we omit $i$ and $i+s$ from $G_0$, $|G_0 \cap A[i'']| = 2^{D-k-1} - 1$ and $|G_1 \cap A[i'']| = 2^{D-k-1}$ in either case of $C$. Thus,

$$
\frac{T_{k,A[i'']}^{|G_0 \cap A[i'']|}}{T_{k,A[i'']}^{|G_1 \cap A[i'']|}} = T_{k,A[i']}, \tag{17}
$$

and therefore

$$
\prod_{i'' \in I} T_{k,A[i'']}^{|G_0 \cap A[i'']|} \prod_{i'' \in I} T_{k,A[i'']}^{|G_1 \cap A[i'']|} = 1 \Rightarrow \prod_{i'' \in I} T_{k,A[i'']} \prod_{i'' \in I} T_{k,A[i'']} = 1 \Rightarrow \prod_{i'' \in I} T_{k,A[i'']} = 1 . \tag{18}
$$

This equality implies that $A'$ is unchanged, and thus uniquely determined.

\[\square\]

### 3.3.2 Unit Consistency

We now describe scale-invariance properties of the TCA($A, k$) process.

**Theorem 3. Unit Consistency:** Given a tensor $A$ and an arbitrary conformant positive latent vector $Z \in \mathbb{R}^{[2]}$, we have $Z \ast_k \text{TCA}(A, k) = \text{TCA}(Z \ast_k A, k)$.

**Proof.** Let $Z_k \leftarrow LLI(A, k)$. It can be shown that $A' = LLI(Z_k \ast_k A, k) = LLI(A, k)$ for all $A$. We assume the unknown entries of $A'$ are assigned the value of 1, i.e., $A'[i] = 1$ for $i \in A^{\text{unobs}}$. The complete TCA process can then be defined as $\text{TCA}(A, k) = Z_k^{-1} \ast_k A'$, where $Z_k^{-1} = [Z_{i,A}]_{i \in I}$ is the inverse vector of $Z_k$. Now, using the uniqueness Theorem 1, we can substitute the latent vector $Z_k$ and deduce that

$$
Z \ast_k \text{TCA}(A, k) = (Z_k^{-1} \circ Z) \ast_k A' = \text{TCA}(Z \ast_k A, k) \tag{19}
$$

\[\square\]

### 3.3.3 Consensus Ordering

When $k = D - 1$, we establish how ordering from high to low rankings from known entries can be preserved in recommendation of unobserved entries.

**Definition 2. Ordering by $D$ dimension:** Given a tensor $A$ and a permutation index vector $\gamma$ at dimension $D$ for each $\gamma_d \in [I_D] \cup \emptyset$, we define a set of vectors $I^{\text{obs}}_d$ that preserves/follows ordering $\gamma$ in tensor $A$ if for $i \in I_d$ and $i \in \mathbb{Z}^{D - 1}$:

$$
A[i, \gamma_d] \in A^{\text{obs}}, \forall \gamma_d \neq \emptyset \text{ where } A[i, \gamma_d] \prec A[i, \gamma_{da}] \text{ when } a < b. \tag{20}
$$

6
Then the set of unobserved vectors $T_{\gamma}^{unobs}$ satisfies that for $i \in T_{\gamma}^{unobs}$,

$$A[i, \gamma_d] \in A^{unobs} \ \forall \gamma_d \neq \emptyset$$

(21)

**Theorem 4. Consensus Ordering:** Given a fully-supported tensor $A$, the obtained result $A' = TCA(A, D - 1)$, permutation index vector $\gamma$. Given $T_{\gamma}^{obs} \neq \emptyset$, then any unobserved vector $i \in T_{\gamma}^{unobs}$ would satisfy $A'[i, \gamma_d] < A[i, \gamma_d]$ when $a < b$.

**Proof.** Assuming the ordering for $i \in T_{\gamma}^{obs}, A[i, \gamma_d] < A[i, \gamma_d]$ when $a < b$. After the LLI process for $A = LLI(A, D - 1)$,

$$A[i, \gamma_d] = A'[i, \gamma_d] \cdot Z_{k,A[0,\gamma_d]}^{-1} \cdot \prod_{d=1}^{D-1} Z_{k,A[0,i_d,\emptyset]}^{-1}$$

Substituting into the above inequality, we have:

$$A'[i, \gamma_d] \cdot Z_{k,A[0,\gamma_d]}^{-1} < A'[i, \gamma_d] \cdot Z_{k,A[0,\gamma_d]}^{-1}$$

(22)

Using the constraint from the problem setup:

$$\prod_{i, \gamma_d \in A[0, \gamma_d]^{obs}} A'[i, \gamma_d] = 1.$$  \hspace{1cm} (23)

Substituting (23) into (22) gives $Z_{k,A[0,\gamma_d]}^{-1} < Z_{k,A[0,\gamma_d]}^{-1}$. For any vector $i' \in T_{\gamma}^{unobs}$ and $A' = TCA(A, D - 1)$, the following entry is uniquely determined,

$$A'[i', \gamma_d] = Z_{k,A[0,\gamma_d]}^{-1} \cdot \prod_{d=1}^{D-1} Z_{k,A[0,i'_d,\emptyset]}^{-1}$$

(24)

and we therefore deduce that $A'[i, \gamma_d] < A'[i, \gamma_d]$ when $a < b$, thus completing the proof. \hfill \square

Theorem 4 applies even when we replace ordering at the $D$ dimension by ordering at any lower dimension $d \leq D$. We illustrate how this theorem provides the recommendation procedure from a given dataset with the observed user, product, and feature.

### 4 Recommendation System Procedure

**Definition 3.** For a given user $u$ and product $p$ and vector $i = [u, p]$, denote $r_{u,p} = A'[i]$ as the recommendation result from tensor $A$ with $A' = TCA(A, D - 1)$.

We state the general recommendation framework from a 3-dimensional tensor following Theorem 4.

**Corollary 1. Recommendation procedure for 3D Tensor:** Given a tensor $A \in \mathbb{R}^{I_1 \times I_2 \times I_3}$ and $A' = TCA(A, k = 2)$. We retrieve $r_{u,p}$ by the following: Given permutation index vector of the features of users $\gamma_f \subset \{I_2\}$ and the non-empty set $T_{\gamma_f}^{obs}$, then any user-product vector $[u, p] \in T_{\gamma_f}^{obs}$ satisfies

$$A'[u, \gamma_{fa}, p] < A'[u, \gamma_{fa}, p]$$

when $a < b$. \hspace{1cm} (25)

From here we could provide rating recommendation of user $u$ and product $p$ through maximization projection based on user’s feature.

$$r_{u,p} = \max \{A'[u, \emptyset, p]\}$$

(26)

Using Corollary 1, we obtain the method to retrieve the recommendation result of a user on a product by looking at the features that maximize their rating. This is remarkable since the proposed RS method comes from rigorous framework; Geng et al. [2015], Han and Karypis [2005] have demonstrated the importance of using users’ features for recommendation. Using Theorem 4, we derive the consensus ordering property in the context of a 2-dimensional tensor and a 3-dimensional tensor.
Corollary 2. Consensus Ordering for 2D tensor: Given a 2D Tensor $A \in \mathbb{R}^{m \times n}$ and MCA($A$) with permutations index vectors of users $\gamma_u \subset [m]$ and of products $\gamma_p \subset [n]$. The following statements showcase the ranking consistency with respect to either user or product:

1. Given that $T^{\text{obs}}_{\gamma_p}$ is non-empty. Then any unobserved user $u \in T^{\text{unobs}}_{\gamma_p}$ satisfies

   $$r_{u, \gamma_p} < r_{u, \gamma_p} \text{ when } a < b.$$  

   From here we could provide prediction on what product user $u$ will prefer/not prefer.

2. Given that $T^{\text{obs}}_{\gamma_u}$ is non-empty. Then any unobserved product $p \in T^{\text{unobs}}_{\gamma_u}$ satisfies

   $$r_{\gamma_u, p} < r_{\gamma_u, p} \text{ when } a < b.$$  

   From here we could provide prediction on which user will prefer/not prefer a product $p$.

Corollary 3. Consensus Ordering for 3D Tensor: Given a tensor $A \in \mathbb{R}^{I_1 \times I_2 \times I_3}$ and $A' = TCA(A, k = 2)$. The following statements showcase the equivalency with corollary 2.

1. Give permutation index vector of products $\gamma_p \subset [I_3]$ and non-empty set of observed user-feature vector $T^{\text{obs}}_{\gamma_p}$. Then each unobserved user vector $u \in T^{\text{unobs}}_{\gamma_p}$ satisfies:

   $$r_{u, \gamma_p} < r_{u, \gamma_p} \text{ when } a < b.$$  

2. Give permutation index vector of users $\gamma_u \subset [I_1]$ and non-empty set of observed product-feature vector $T^{\text{obs}}_{\gamma_u}$. Then each unobserved product vector $p \in T^{\text{unobs}}_{\gamma_u}$ satisfies:

   $$r_{\gamma_u, p} < r_{\gamma_u, p} \text{ when } a < b.$$  

5 Experiment

5.1 2D Tensor Completion

We experiment on three datasets: MovieLens10M, MovieLens1M, and Jester-2. Each of the two datasets MovieLens10M and MovieLens1M contains user ratings of films, along with features/attributes of users, and Jester 2 is a dataset containing user ratings of jokes. This permits both 2D and 3D tensor formulations of the latent invariance tensor completion problem, with user features representing the third tensor component. For this dataset, the observed ratings are in the interval $[1, 5]$. The Jester-2 dataset provides ratings of jokes from a scale of $[-10, 10]$, and we convert the data by a translational shift from the smallest rating among all users to obtain positive entries.

For each dataset, the ratio of training data to testing data is 4:1. The only hyperparameter is the stopping rate $\epsilon = 10^{-10}$, which only affects convergence accuracy. We incorporate the training data into a tensor $A$ and retrieve the recommendation through latent vectors. Specifically, we run throughout MCA algorithm to obtain two latent vectors $Z_1$ and $Z_2$, from which a query seeking a recommendation of a specified product for a specified user can be obtained in $O(1)$ time. Purely for consistency with conventions of previous methods, we use the root-mean-square error (RMSE) and mean absolute error (MAE) to evaluate the accuracy of our model. We compare our results with the well-established benchmarks: SVD, SVD with implicit ratings (SVD++), collaborative filtering (Co-Clustering, Slope One, and Normal Predictor), k-nearest neighbors (KNN) algorithms - KNNBasic, KNNWithMean, KNNZscore, and KNNBaseline - and non-negative matrix factorization (NMF).

For KNNs, we set the number of neighbors as $k = 25$ with the minimum threshold as $k = 5$, with nearest neighbors determined using cosine similarity. We use a 5-fold cross-validation method to retrieve the mean and standard deviation. More details on our experimental set-up and codebase can be found at https://github.com/tungnguyen1234/LLI.

5.2 3D Tensor Completion

In this section we test $TCA(k = 2)$ for $D = 3$ on MovieLens1M dataset. The tensor has coordinates user, product, and user feature, and each respective triplet of user, product, and user’s features corresponds to a rating score in the tensor. As there are 3 categorical features: age, occupation, and gender; we evaluate all 6 possible combinations of including either one, two, or all features in the feature dimension. In this dataset, the gender category has 2 binary indices representing male and female and 20 indices from 0 to 20 representing the occupation category (or occup for short).
Figure 2: TCA when $D = 2$, SVD, and other unitarily-invariant optimization methods implicitly minimize RMSE. The TCA approach yields results comparable to the state-of-the-art on the standard MovieLens-10M, MovieLens-1M, and Jester-2 benchmark dataset according to RMSE and MAE.

We construct a full 3-dimensional tensor with observed entries and then divided the entries into both a training tensor and a testing mask with a ratio of 4:1. As in the 2D case, the only parameter is the stopping rate as $\epsilon = 10^{-10}$. We run the TCA($A, 2$) to get the three latent vectors and construct a prediction tensor through projecting on a testing mask. Using Corollary 1, we perform a maximizing projection on the feature dimension based on the prediction tensor to obtain the predicted 2-dimensional RS for MovieLens1M.

6 Results and Discussion

The result for MovieLens1M, MovieLens10M ($D = 2$, $D = 3$), and Jester-2 ($D = 2$) datasets are in Figure 2 and Figure 4, respectively. In Figure 2, TCA gives comparable RMSE values of 0.893 for MovieLens10M, 0.936 for MovieLens1M, and 4.642 for Jester-2. This is significant because the competing methods are implicitly or explicitly designed to minimize squared error. Our approach, by contrast, is not designed to minimize squared error, and yet it performs nearly identically to methods that are tailored to minimize this measure.

In Figure 4, even though adding additional features is expected to yield more accurate predictions, one possibility is that the inherently arbitrary nature of MAE and RMSE as overall performance metrics contributes to the numerical variation. One possibility is to improve the testing retrieval process in the TCA to obtain better MAE/RMSE values. Nevertheless, our results provide evidence that unit consistency relates to something fundamental about the RS problem. Specifically, it achieves comparable performance with well-known benchmark methods without the need for any problem-specific hyperparameters.

7 Conclusion and Future Work

In summary, we provide a tensor decomposition framework that utilizes a convex optimization model based on unit consistency to retrieve robust latent vectors for determining RS recommendations without the need for any hyperparameters. Our empirical results indicate high accuracy and low errors on standard datasets and surpass the performance of state-of-the-art benchmark methods. Future work will examine implicit feedback involving information about user behaviors associated
with the giving scores, e.g., measures of the number of clicks or duration of focus while watching a video.
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