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ABSTRACT

This paper presents an overview of the emerging area of collaborative intelligence (CI). Our goal is to raise awareness in the signal processing community of the challenges and opportunities in this area of growing importance, where key developments are expected to come from signal processing and related disciplines. The paper surveys the current state of the art in CI, with special emphasis on signal processing-related challenges in feature compression, error resilience, privacy, and system-level design.

Index Terms— Collaborative intelligence, feature compression, feature error resilience, distributed inference

1. INTRODUCTION

Artificial Intelligence (AI) is moving from research labs to the real world. One of the promising avenues for bringing AI “to the edge” is Collaborative Intelligence (CI), a framework in which AI inference is shared between the edge devices and the cloud. In CI, typically, the front-end of an AI model is deployed on an edge device, where it performs initial processing and feature computation. These intermediate features are then sent to the cloud, where the back-end of the AI model completes the inference, as shown in Fig. 1. Variations on this basic model are possible, where multiple edge devices or multiple inference engines are involved.

CI has been shown to have the potential for energy and latency savings compared to the more typical cloud-based or fully edge-based AI model deployment [1,2], but it also introduces new challenges, which require new science and engineering principles to be developed in order to achieve optimal designs. In CI, a capacity-limited channel is inserted in the information pathway of an AI model. This necessitates compression of features computed at the edge sub-model. Moreover, errors introduced into features due to channel imperfections would need to be handled at the cloud side in order to perform successful inference. Finally, issues related to the privacy of transmitted data need to be addressed.

This paper presents an overview of signal processing-related challenges an opportunities brought by CI. Section 2 presents an overview of the existing work and future challenges in deep intermediate feature compression. Section 3 discusses error resilience of intermediate features to bit errors and packet loss, while Section 4 focuses on privacy aspects. Section 5 discusses challenges in system-level design of CI systems. Finally, Section 6 concludes the paper.

2. INTERMEDIATE FEATURE COMPRESSION

Due to the capacity-limited channel in the information path of a CI model, intermediate features that are being transferred from the edge to the cloud need to be compressed. Feature compression in itself is not a new topic; earlier work on Compact Descriptors for Visual Search (CDVS) [3] and Compact Descriptors for Video Analysis (CDVA) [4] have considered compression of (mostly handcrafted) features for visual analytics, especially matching, search, and retrieval. Such features are ultimate ones, because they can be directly used in the cloud (without the need of significant back-end processing as in Fig. 1). On the other hand, in CI, the focus is on learned, intermediate features, and the applications range beyond visual analytics.

A new scheme of coding and transmitting intermediate deep learnt features instead of sensor data or the aforementioned ultimate features is emerging recently [5,6], where deep neural networks are split into the edge part and the cloud one respectively. A task is performed in an edge-cloud collaborative manner. The generic backbone networks with most computing burden in visual analysis may be located on the edge to extract intermediate features, while the task-specific
components are then assigned to the cloud. The load balancing can be achieved in a flexible and task-specific manner. A generic deep learning architecture can be deployed to reduce the cost of edge devices. To enable the new paradigm, compression and coding techniques for intermediate deep learning features are needed.

Lossless compression is not practical for intermediate deep feature coding [8], and most existing works have employed conventional video codecs to perform lossy feature compression. Research in [9-12] has performed lossy intermediate deep feature compression for the object detection task, utilizing traditional image/video codecs including PNG, JPEG, JPEG2000, VP9 and HEVC. A coding framework with three modules (PreQuantization, Repack, and VideoEncoder) has been devised [5,8] to encode intermediate deep features and demonstrated the compression performance on three computer vision tasks (image classification, image retrieval, and visual object detection). In addition, there is investigation adopting multi-task learning [9].

The optimization goal of video coding is to minimize signal loss under certain bitrate constraints. In contrast, feature coding’s optimization goal is to minimize the loss of analysis and recognition at a given bit rate. Up to date, solutions toward deep video feature compression, with the analysis or retrieval performance being maintained, still remains open. A rate-performance-loss optimization model [10] is to make a tradeoff between required bitrate and analysis/retrieval performance. It is similar to the Rate-Distortion Optimization (RDO) in video coding but with the performance loss as the distortion term. To take advantages of temporal redundancy in deep features for improved compression performance, three types of features are defined according to potential coding modes: Independently-coded feature (I-feature); Predictively-coded feature (P-feature); and Skip-coded feature (S-feature). Following this, a joint coding framework for local and global deep features extracted from videos was proposed, in which local feature coding can be accelerated by making use of the frame types determined with global features, while the decoded local features can be used as a reference for global feature coding [11]. The authors in [12] introduced feature and texture compression in a scalable coding framework, where the base layer is catered for the deep learning feature while the enhancement layer aims to reconstruct the texture. Towards collaborative compression and intelligent analytics, Video Coding for Machines (VCM) [13-14] bridges the gap between feature coding for machine vision and video coding for human vision.

The feature (instead of the whole visual signal) compression enables more accurate visual features since they are extracted from original (rather than decoded) visual signal. As noted earlier, there is flexibility of computational load balancing between edge devices and cloud servers. There are fewer privacy concerns because not the whole video is coded and transmitted, as discussed further in Section 4. There has been initial standardization effort for intermediate feature compression, as noted above: MPEG has started an ad-hoc working group on VCM, and AVS (Audio Video Coding Standard of China) has had a visual feature coding working group for intermediate deep learnt feature compression earlier [15].

The coding framework described above adopts traditional video codecs, which do not closely match the feature data distribution since they have been designed and optimized for natural images and videos; and some coding tools are inevitably redundant in feature compression, consuming unnecessary computing resource. For the next steps, more coding tools designed for intermediate deep features are anticipated.

Traditional coding methods aim for best video quality under certain bit-rate constraint for human consumption while the said new framework allows to extract useful information directly for machine analysis. Hence, joint optimization of video coding and feature coding can be investigated in the future. We can explore how to use both feature bitstream and video bitstream to reconstruct high quality videos for human or/and machine intelligence.

3. ERROR AND LOSS RESILIENCE

Besides being capacity-limited, the communication channel will introduce errors into the information path of a CI model. At the physical layer, bit errors will be observed in the transmitted data. At the network/transport layer, packet loss will be introduced into the transmitted data. Error control methods will need to be designed to handle these impairments.

From the existing work on feature compression, it appears that intermediate features can tolerate some degree of quantization noise without much degradation of the model’s accuracy. However, resilience of intermediate features to bit errors and packet loss, and the corresponding error control methods, are currently largely unexplored. Among the few existing works, [17,18] studied joint source-channel coding of intermediate features, [19] explored simple interpolation methods for recovering features missing due to packet loss, while [20] proposed low-rank tensor completion for this purpose. All these methods have considered single-image input to the CI system, rather than video input. There are many open issues here, revolving around finding the best ways to exploit various redundancies (spatial, temporal, inter-channel) in the feature domain, to come up with effective data recovery methods.

One could also imagine developing unequal error protection schemes, where the level of protection would be tailored.
to the importance of specific features in relation to the model accuracy. Gauging the feature importance may be achieved using attention mechanisms \[21\], while the actual error protection may be implemented via channel codes of varying strength, unequal power allocation, or by matching features of different importance with appropriate network traffic management policies and Quality of Service (QoS) schemes.

4. PRIVACY

From the privacy point of view, an inherent advantage of CI systems over more traditional cloud-based analytics is that the original input signal never leaves the edge device; only intermediate features are transmitted for further processing. These intermediate features may or may not resemble input images, but even if they look very different from input images, this does not mean that it is impossible to reconstruct some private information from them. Privacy is an extensively studied topic in machine/deep learning \[22\]. However, much of the work in this area is focused on learning, whereas CI approach requires inference-time privacy. Based on the classification presented in \[22\], CI privacy would be most related to model inversion and attribute inference type of attacks.

Fig. 2 adapted from \[7\], shows input images reconstructed from 7th, 11th, and 17th layer of YOLOv2 \[23\]. Input reconstruction was accomplished using a trained “mirror model,” which has the same architecture as the front-end model up to the given layer, but with pooling layers replaced by upsampling, and convolutions replaced by transpose convolutions. Although this is not necessarily the best architecture for input reconstruction, it does show that fairly decent reconstruction, potentially revealing private information, is possible from the 7th layer features of YOLOv2, and perhaps 11th layer as well in some cases. Further, it should be noted that full input reconstruction may not be necessary for privacy to be breached; for example, someone’s identity may be revealed via the shape of heir head or the silhouette of their haircut, even without the fine details of their facial features.

Hence, the privacy problem in CI systems is much more involved than simply avoiding transmission of the input signal. However, since the intermediate features are learnt, this creates opportunities to construct a learning process that would result in features that are privacy-friendly in addition to being able to support the main analytics task(s). One way to accomplish this would be to develop loss functions that would increase the uncertainty (entropy) about private information while reducing (or trading off) the error(s) on the main task(s). Another approach would be to create noise to be added to the intermediate features to improve their privacy \[24\]. One could also imagine an adversarial learning strategy \[25\], where the “discriminator” would try to infer private information from intermediate features, while the “generator” would try to create features that protect it.

5. SYSTEM-LEVEL DESIGN

Compared with the traditional cloud-centered data processing mode, the CI system faces many challenges for big data processing, such as latency constraints, and memory occupation. Big data processing for CI relies on huge computing resources. The traditional cloud-centered processing architecture brings an enormous burden to the cloud, especially with the high computational complexity of deep neural networks (DNNs). Meanwhile, AI-driven devices are increasingly expected to perform various related tasks by running multiple homogeneous DNNs simultaneously. It is a big challenge to deploy these networks on resource-constrained devices.

Typically, a DNN can be divided into several modules. In this way, part of the computation of DNN modules can be migrated to the front-end devices that are equipped with graphic processing units (GPUs), which can alleviate the cloud burden and shorten the processing latency. A DNN partition method was introduced by Kang et al. \[1\] to improve the efficiency and throughput of the whole system. A scheduler was developed to partition the DNN computation between mobile devices and data centers automatically. Esghatifar et al. \[16\] presented an intermediate feature compression method for the dynamic DNN partition. An inference computation allocation method among multi-layer Internet of things systems was introduced in \[26\], in which all the videos still need to be sent to the cloud servers. Zhang et al. \[27\] provided a task-level allocation method to shorten the end-to-end latency.

For the multi-task memory storage reduction, sharing information on different networks provides a promising way to reduce the sizes of multiple correlated models. Therefore, how to optimize the storage usage of multi-task homogeneous networks without significant performance degradation in each task is a tricky problem. It is necessary to share parts of differ-
ent networks to remove inter-redundancy information. Most studies focus on compressing a single deep network [28][31], although removing the intra-redundancy within every single model is important for their usage on the resource-constrained devices. An intuitive solution to reduce the inter-redundancy is multi-task learning techniques [32][33]. Multi-task learning aims to improve generalization by sharing representations between related tasks. A commonly-used multi-task learning approach is to share the hidden layers between all tasks while preserving several task-specific output layers, or even use a single shared architecture [34][36]. Recently, more works pay attention to develop more effective mechanisms for multi-task learning by learning additional task-specific parameters for new tasks. Additional cross-stitch units was introduced in [37] to allow features to be shared across tasks. In [38], a residual adapter module was proposed to enable a high degree of parameter sharing between domains. The authors in [38] learned new filters that are linear combinations of existing filters for new tasks. A Multi-Task Attention Network consisting of two major components was proposed in [39]: a single shared network learning a global feature pool and a soft-attention module for each task, allowing for automatic learning of both task-shared and task-specific features.

Most of the multi-task learning methods adopt pre-defined shared structures [34][40][41], which may result in performance degradation due to improper sharing of knowledge. Some approaches learn what to share across tasks from pre-trained models [42][44]. However, such methods suffer from some limitations: 1) The dependence on pre-trained models makes these methods lacking in versatility and adaptability to different initialization of models. 2) Additional training overhead is required to obtain the pre-trained models when some pre-trained models are not available.

Meanwhile, some other popular methods [42][44] have been explored to share parameters among pre-trained models. Multiple well-trained DNNs are merged in [42] and [43] via weight sharing directly. A branched multi-task structure was proposed [44] by leveraging the employed task affinities for layer sharing among pre-trained networks. However, these methods are over-reliant on the pre-trained models, resulting in a lack of adaptability to different initialization models and additional training overhead.

6. CONCLUSION

In this paper we presented a brief overview of signal processing-related challenges and opportunities in collaborative intelligence. These were grouped into areas where we felt the signal processing community will make key contributions: feature compression, error resilience, privacy, and system-level design. Many other important areas, such as lightweight/reduced-precision deep models, embedded DNN system development, feature communication and scheduling, could not be included due to space constraints, but in those areas too, signal processing is expected to provide key insights and solutions. We look forward to seeing the field grow, and signal processing playing an important role in it.
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