StairNet: Top-Down Semantic Aggregation for Accurate One Shot Detection
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Abstract

One-stage object detectors such as SSD or YOLO already have shown promising accuracy with small memory footprint and fast speed. However, it is widely recognized that one-stage detectors have difficulty in detecting small objects while they are competitive with two-stage methods on large objects. In this paper, we investigate how to alleviate this problem starting from the SSD framework. Due to their pyramidal design, the lower layer that is responsible for small objects lacks strong semantics (e.g., contextual information). We address this problem by introducing a feature combining module that spreads out the strong semantics in a top-down manner. Our final model StairNet detector unifies the multi-scale representations and semantic distribution effectively. Experiments on PASCAL VOC 2007 and PASCAL VOC 2012 datasets demonstrate that StairNet significantly improves the weakness of SSD and outperforms the other state-of-the-art one-stage detectors.

1. Introduction

Convolutional Neural Networks (CNNs) have significantly pushed the performance of visual recognition tasks such as image classification [12, 13, 17, 32, 34], semantic segmentation [3, 23, 26, 40] and object detection [9, 10, 21, 27, 30]. Thanks to the representation power of the CNNs, features learned by neural networks in an end-to-end, data-driven manner have provided dramatically better results than hand-crafted features. Hence, it is not surprising that most of the recent researches on visual recognition are based on network engineering rather than feature engineering [38]. Designing the better network architectures became a critical issue on a broad array of vision problems and among them object detection is one of the fastest-moving areas.

Recent object detectors that are based on the CNN can be divided into two streams. The first is two-stage detectors popularized by R-CNN [10], where sparse regions were proposed in the first stage then followed by a second stage for refinement. They guarantee high accuracy but is not suitable for real-time applications due to the high memory usage and slow speed, e.g., 5FPS. On the other hand, the one-stage approaches such as the Single Shot Detector (SSD) [21] or You Only Look Once (YOLO) [27, 28] directly predict the output without region proposal module. They are fast and simple to train end-to-end. However, it is shown that they produce a low quality bounding boxes, hence, results in a failure localization of small objects or occluded objects [29] We focus to alleviate this issues by carefully dissolving recent ideas into the network design.

Our first design principle is motivated by [7, 21]. Detecting objects of various scales has long been a demanding challenge. Prior to the advent of the CNNs, image pyramids were proposed as a solution. For example, deformable part models (DPM) [7] use a multi-scale images to produce a multi-scale features then the filters slide densely on top of the feature pyramid. Recent top-ranked detectors in the benchmarks [6, 20] also use multi-scale images for the training and testing. Despite the promising results of
image pyramids, computation time increases considerably and memory usage gets high. Instead, we draw on a recent approach [21], especially adopting the SSD-style pyramid. The multi-scale feature maps are already constructed by a subsampling layers in a deep CNN. SSD have shown the effectiveness of this cost-free inherent representations for object detection. However, the original SSD-style pyramid misses to exploit semantically strong information which is critical for small object detection. While following the SSD, we augmented the pyramid with our feature combining module to boost performance.

It has been widely recognized that the contextual information is decisive on detecting visually impoverished objects (e.g. small, truncated and occluded objects). Many of recent detectors are proposed to use contextual information. [1, 8, 19, 29]. However due to their complex [1, 29] and heavy architecture [8], the network shows slow inference time and is not able to be trained in end-to-end [8]. To address these issues, we propose a simple module that propagates semantically strong features, which contain contextual information, from top to bottom in the network. In this respect, FPN [19] is similar to ours in that the final goal is to construct a multi-scale feature maps with small semantic gaps. [19] combines high level features with low level features, enabled by a nearest neighbor upsampling and lateral connections. Instead, we adopt different components and carefully designed the top-down feature combining module that significantly improves the weakness of SSD. Our final model is called StairNet that unifies multi-scale representations and semantic distribution in an efficient way. StairNet is an end-to-end, one-stage detector which outperforms current state-of-the-art one-stage detectors.

Our main contributions are summarized as follows:

- We propose StairNet framework that effectively unifies multi-scale representations and semantic distribution.
- We conduct extensive ablation experiments and introduce a set of effective design choices for feature combining.
- We show that StairNet can achieve state-of-the-art performance on two standard benchmarks (PASCAL VOC 2007 and PASCAL VOC 2012) without losing real-time processing speed.

2. Related works

Object detection

Detection frameworks have been dominated by sliding-window paradigm for many years. These methods heavily relied on hand-crafted features such as HOG [5]. However, after the dramatic performance boost brought on by R-CNN [10], which combines an object proposal mechanism [36] with a powerful CNN classifier, traditional methods were surpassed in a short period time. The R-CNN detector has been improved over the years both in terms of speed and accuracy. Recently, Faster-RCNN [30] integrated proposal generation module and the Fast R-CNN [9] classifier into a single CNN. Many researchers adopted [30] framework and proposed a numerous extensions. This two-stage approaches consistently have occupied the top entries of the challenging benchmarks so far. However, due to the propose and classify two-stage design, two-stage detector hurts the detection efficiency. They suffer from high memory usage and slow inference time. This motivates to build one-stage detectors that predicts outputs in a proposal-free manner.

OverFeat [31] is the first CNN based one-stage object detector using sliding-window paradigm. YOLO [27] and SSD [21] have recently been proposed for real-time detection. They are a fast single stage methods which divide an image in to a multiple grids and simultaneously predict bounding boxes and class confidences. Unlike YOLO, SSD uses in-network multiple feature maps to detect objects with sizes of a specified ranges. This makes SSD more robust to detect varying shapes and sizes of objects than YOLO. We adopt the SSD framework for our starting point.

Using multiple layers and context information

A number of studies have shown that exploiting multiple layers within a CNN can improve detection and segmentation. HyperNet [16] and ION [1] concatenate the features from different layers and pool object proposals from the coupled layer. FCN [23] and Hypercolumns [11] upsample multiple layers and combine partial scores of each layers for final decision. SSD [21] enforces each layer to predict certain scale of objects by distributing various scales of default boxes to multiple layers. Similar to SSD, MS-CNN [2] also uses multiple feature maps for prediction and they newly introduced deconvolution layer to increase the resolution of feature maps. FPN [19] attempted to leverage the pyramidal shape of CNN. They augmented the CNN to build strong semantics at all scales of feature maps, enabled by nearest neighbor upsampling and lateral connections.

Global contexts are well known to play critical role in visual recognition problems. Recent architectures attempt to use this strong semantics for their specific tasks. DPM [7] integrated a global root model and finer local part models to represent deformable objects efficiently. Viewpoints and Keypoints [35] leverages the global viewpoint estimation to improve local keypoint predictions. RRC [29] transfers each feature semantic information to other layers by stacking pooling and deconvolution layers upon SSD. [8, 25, 26] have shown that encoder-decoder, hourglass shape, is effective to propagate the context information. FPN [19] builds
rich semantics at all levels by combining each layers. CoupleNet [42] introduces global FCN branch to extract global semantics. All of which show that effective combination of the strong semantics(e.g. global context information) and fine local details improve the discrimination performance.

Inspired by recent works, we propose to use top-down feature combining module to diffuse out the semantics effectively. Our proposed StairNet follows the SSD-style pyramid and thus it inherits the advantages of SSD, while produces more accurate models. We show that our model is simple and effective which outperforms current state-of-the art one-stage detectors.

3. StairNet

In this section, we begin by explaining the defect of the current detectors in details, then we elaborate the new improved detection framework, StairNet. We discuss why we choose the particular architecture and how we come up with our combining strategy.

3.1. A weak spot of current detectors

While recent CNN models designed for object detection have shown excellent capability to address the multiclass problem, less improvement has been made towards the detection of objects at various scales. For example, the Faster-RCNN [30] incorporated the proposal mechanism into single CNN. This saved computation time and enabled end-to-end training. However, for the object proposals, this approach only relies on the large receptive field of feature map(e.g. conv5). Since filter receptive fields are fixed but objects scales vary in natural scenes, this creates a discordance and compromises the performance. We can summarize this in a simple mathematical expression,

\[ f_n = C_n(f_{n-1}) = C_n(C_{n-1}(...C_1(I))), \quad (1) \]

Object Proposals = \( P(f_n) \), \( (2) \)

where \( I \) is an input image, \( C_n \) is a \( n_{th} \) convolution block that is composed of convolutional layers, pooling layers, ReLU layers, etc. \( f_n \) is the \( n_{th} \) layer feature map, \( P \) is the prediction layer that transforms certain feature map to detection outputs: class confidence score and bounding box location.

Recently in order to resolve the problem of Eq. (2), SSD [21] and MS-CNN [2] focused on the fact that the internal feature maps of a deep CNN are already of multi-scale, pyramidal shape. They utilizes the low-resolution maps to detect large objects and high-resolution map to detect small objects. These two approaches can be expressed as follows,

\[ \text{Detection Outputs} = \{P_{n-k}(f_{n-k}), ..., P_n(f_n)\}, \]

\[ \text{where } n > k > 0 \]

Since they directly enforce each layer to be responsible for certain scale, every layers that are used for prediction have to be semantically strong.

It is well known that SSD-style detectors have inferior performance on small objects while they are competitive with state-of-the-art two-stage detectors on large objects. [14] We conjecture that this is because the lower level feature maps do not contain strong semantics(e.g contextual information). Due to different receptive field sizes of each feature maps, they differ in the level of semantics they are containing. In other words, as the feature map level goes down, semantic level gradually decreases,(\( n \rightarrow n - k \)) The lowest layer then contains weak semantics, local features. [41] found that the actual receptive field(\( \text{arf} \)) size is much smaller than the theoretical receptive field(\( \text{trf} \)) size. [24] shows that the pixels near the center of receptive field have much larger effect than the outer pixels, leading to a 2D-gaussian shape that also occupies smaller fraction than the trf. These findings indicate that the trf size sets an upper bound on the arf size. Since the \( \text{arf} \) size of \( f_{n-k} \) that is responsible for small objects in SSD is 58.6 [37], we can infer that \( f_{n-k} \) seriously lacks global context information and only sees the local part of image that has size of 300 or 512. In Eq. (3), it does not considers this problem well and directly uses \( f_{n-k} \) to detect small objects, leading to poor performance. Therefore, we propose a new effective expression to handle this problem as follow,

\[ \text{Detection Outputs} = \{P_{n-k}(f_{n-k}'), ..., P_n(f_n')\} \]

\[ f_n' = f_n \]
\[ f_{n-1}' = f_n + f_{n-1} \]
\[ \vdots \]
\[ f_{n-k}' = f_n + f_{n-1} + ... + f_{n-k}, \]

\[ \text{where } n > k > 0 \]

The Eq. (4) differs from Eq. (2) and Eq. (3), in that it uses multi-scale representations and distributes the stronger semantics gradually staring from the top layer. This gradual semantic aggregation is enabled by our iterative top-down feature combining operation. One thing to note that is still a one-stage process.

3.2. Network Architecture

The proposed StairNet is a single, unified network composed of 1) a meta-architecture(\( \text{SSD} \)), 2) the feature combining module, and 3) an unified prediction layer. Fig. 2 illustrates the architecture of proposed StairNet framework.
Figure 2. **StairNet** architecture augments the SSD with **feature combining module**. The black dotted box shows the detail architecture of the feature combining module. This module spreads out the contextual information through down the layer effectively.

along with the original SSD. Our framework first processes an arbitrary single-scale image in a fully convolutional way. Then the feature combining module distributes the semantics through down the layer, starting from the top-most feature map that generally contains strong semantics. The enhanced multi-scale feature maps are then referenced by the unified classifier to output the final predictions. We show that our StairNet improves the abstraction level of lower layer effectively. We elaborate each component in the following.

### 3.2.1 Meta-architecture of StairNet

Our first design principle is to leverage an in-network feature pyramid, hence, we adopt the SSD framework as the (meta)-architecture of StairNet. In particular, within the SSD, the feature extractor can be substituted for recent off-the-shelf CNNs [12,13,33]. However in order to fairly measure the effectiveness of our proposed feature combining module, we maintained the feature extractor [32] identical to the original SSD.(Fig. 2)

Since the SSD contains multi-scale feature maps with a scaling step of 2, we take total five scales of feature maps that have strides of \{8, 16, 32, 64, 100\} pixels with respect to the input images. We take first two of feature maps from the base network(conv4_3 and conv5_2 from VGGNet). Then the remaining three feature maps are selected from the output of the two-stride subsampling layers that are added after the base network. We adopt different default box scale distribution from the original SSD. Given five level of feature maps, we set the scale of default boxes to be \{0.1, 0.2, 0.37, 0.54, 0.71\} respectively. We used the aspect ratio of default boxes to be \{2, 3\} in all scales.

### 3.2.2 Feature Combining Module

Our second design principle is to make all feature maps semantically strong. We augment the conventional SSD with our feature combining module in order to propagate the high-level abstraction features of top layer to lower layer. (Fig. 2 black dotted box) illustrates the unit of feature combining module. It consists of three parts: 1x1 convolution layer, deconvolution layer and 3x3 convolution layer.

In order to combine the propagated information of upper layer and the original features of corresponding bottom layer, we introduced **1x1 convolution layers**. We adopt whole channels of feature maps to be 256 which is the minimum of original values \{512, 1024, 512, 256, 256\}.(Fig. 2 blue line) This choice is natural since it allows similar levels of influence when two feature maps are combined. To combine two different size of feature maps, we added **deconvolution layers** that upsample by a factor of 2.(Fig. 2 green line)
The features of upper layer, that have more strong semantics relative to lower layer, are delivered by this deconvolution layer. Before combining them together, it is essential to normalize features from different layers since it shows different scale distribution. Note that we used batch normalization to handle this problem. We then combine them using element-wise add operation. The combined features are passed down directly to the next deconvolution layer. The spectrum of information sources of each feature maps are differently increased by the iterative process. The lower the feature map, the more the information sources are supplied to complement weak semantics of lower feature maps. To effectively mix the information from different streams(Fig. 2 blue and green line), we applied a 3x3 convolution layer(Fig. 2 red line) to construct the final enhanced feature maps before the classifier. Note that the enhanced feature maps have same spatial sizes respect to the original feature maps.

### 3.2.3 Unified Prediction Layer

As shown in Table. 2 col7 and col8, despite of reducing the number of parameters by employing unified (shared) classifier, performance remains the same. Many previous works argued that object scale difference causes different distribution in feature space [18, 39]. Thus, like SSD, multiple classifiers for different scales have been popular choice for better performance. In this point of view, the result in Table. 2 implies that proposed feature combining module effectively mitigate the semantic gap between different hierarchical layers, i.e. the feature maps share similar degree of semantics in spite of scale difference. In this reason, by adopting the unified classifier we can reduce the parameters of classifier. Potential advantage of similar semantic representation over hierarchical layers and unified classifier is alleviation of training data imbalance problem over object scales. For the skewed distribution of a specific category, e.g. there are many large cows but few small cows in PASCAL VOC 2007, our method could be helpful because our module shares a single classifier over various scales: as the final feature representations of large cow and small cow are similar, the classifier trained with large cows would work well for small cows as well.

Like the other one-stage classifiers, our unified prediction layer predicts the probability of object presence and bounding box offsets, at each spatial location for each of the $k$ default boxes and $c$ object classes. Taking the outputs of feature combing module as input, this prediction layer applies a 3x3 conv layer with $(c + 4)k$ filters.

| Extra ConvBlock | SUM | MAX | PRODUCT |
|-----------------|-----|-----|---------|
| w 3x3Conv       | 78.8 (76.4) | 78.9 (76.2) | 78.3     |
| w/o 3x3Conv     | 78.2 | 77.8 |         |

Table 1. Effects of Extra ConvBlock and Combining Methods

|                  | SSD   | StairNet |
|------------------|-------|----------|
|                  | [2,3] |          |
| deconv           | ✓     | ✓        |
| 3x3 conv         | ✓     | ✓        |
| unified          | ✓     | ✓        |
|                  | {1.6, 2, 3} |   |
| bilinear         | ✓     | ✓        |
| ResBlock         |       | ✓        |
| multi            |       |          |

Table 2. Ablation Experiments on StairNet. Each component of the first row corresponds to each component of the second row in an one-to-one manner. (2,3) and {1.6, 2, 3} indicates the aspect ratio of the default boxes. deconv and bilinear indicates the upsampling method in the feature combining module. 3x3 conv and ResBlock indicates the extra layers in the feature combining module. unified and multi indicates whether the prediction layer shares the weight or not.

### 4. Experiments

We evaluate the StairNet on the widely used datasets: PASCAL VOC 2007 and VOC 2012 benchmarks [6]. All of our experiments are based on the Pytorch framework. In order to better perform apple-to-apple comparisons, we first attempted to reproduce the original accuracy of SSD in the Pytorch framework and set as our baseline. Then we performed extensive ablation studies to thoroughly investigate the effectiveness of each component. Moreover, we evaluate our model on different object scales and verify that StairNet improves the weakness of SSD. Finally, we show that StairNet outperforms current state-of-the-art one-stage detectors.

#### 4.1. Ablation studies on VOC2007

We perform ablation experiments on PASCAL VOC 2007 test sets for detailed analysis of our proposed StairNet framework. We train the models on the union set of VOC 2007 trainval and VOC2012 trainval (07+12), and evaluate on VOC 2007 test set. We first removed each component step-by-step to observe real effects of each component. (Table. 2 cols 9,4,3 and 2) We then conduct controlled experiment to investigate several design choices in our model. (Table. 2 cols 9,8,7,6 and 5) In all the experiments, the size of input image is fixed to 300 for simplicity. The results are mainly summarized in Table. 1 and Table. 2.
This experiment shows that the extra 3x3 convolution layer serves that without the 3x3 convolution layer, performances are consistently degraded regardless of the type of combining methods. In the case of element-wise product, the training was even not stable without the 3x3 convolution layer. This experiment shows that the extra 3x3 convolution layer not only improves the performance but also helps training more stable. Since introducing 3x3 convolution layer makes the total depth of the model more deep, it increases the capacity of the model. Moreover, we conjecture that 3x3 convolution layer acts like a buffer that constructs similar semantic levels of final feature maps before the unified classifier.

### 4.1.3 Model architecture design

#### Top-bottom connection

As shown in Table 2, col 3, we observe significant drop of performance without the deconvolution layer, i.e. removing top-bottom connection. This shows that top-down semantic aggregation plays a critical role in feature combining module. The deconvolution layer helps the distribution of semantics from top to bottom and reduces the semantic gap of feature maps. We can also adopt naive upsampling methods such as nearest neighbor and bilinear interpolation. [19] However we found deconvolution layer performs better than simple upsampling method. We will discuss this point in the following section.

### 4.1.4 Analysis of each component in StairNet

#### Extra ConvBlock

As shown in Table 2 of col 4, we observe performance drop without the 3x3 convolution layer. In order to investigate the role of 3x3 convolution layer thoroughly, we conducted additional experiment shown in Table 1. We observe that without the 3x3 convolution layer, performances are consistently degraded regardless of the type of combining methods. In the case of element-wise product, the training was even not stable without the 3x3 convolution layer. This experiment shows that the extra 3x3 convolution layer
## Table 5. Scale-aware evaluation on PASCAL VOC 2007 test. Two methods are trained on VOC 07+12. VGGNet is used as backbone in both methods.

| Method    | data     | network | mAP   | fps | lb  |
|-----------|----------|---------|-------|-----|-----|
| YOLO      | 0.7+12   | GoogLeNet | 63.4  | 45  | DarkNet |
| YOLOv2,502 | 0.7+12 | DarkNet-19 | 73.7  | 81  | DarkNet |
| SSD300*   | 0.7+12   | VGGNet  | 77.2  | 42  | PyTorch |
| SSD300    | 0.7+12   | VGGNet  | 77.5  | 62  | Caffe  |
| DSSD321[3] | 0.7+12 | ResNet-101 | 78.6  | 9.5 | Caffe  |
| R-SSD300  | 0.7+12   | VGGNet  | 78.5  | 35.0| Caffe  |
| DiCSSD300 | 0.7+12   | VGGNet  | 78.1  | 40.8| Caffe  |
| StairNet  | 0.7+12   | VGGNet  | 78.8  | 30  | PyTorch |

*: reproduced in PyTorch framework.

## Table 6. PASCAL VOC 2007 test detection results. It is worth to note that PyTorch implementation runs slower (62fps $\rightarrow$ 42fps) and shows lower performance (77.5 $\rightarrow$ 77.2) than Caffe implementation for exactly same algorithm (Row 4 & 5). In spite of this disadvantage, StairNet outperforms other state-of-the-art methods.

| Method    | data   | Recall @0.7 | mAP   | fps | lb  |
|-----------|--------|--------------|-------|-----|-----|
| SSD300*   | 0.7+12 | 0.5          | 51.4  | 64.9| 44.9 |
| R-SSD300  | 0.7+12 | 0.6          | 68.9  | 37.6| 47.2 |
| StairNet  | 0.7+12 | 0.6          | 70.1  | 38.8| 48.1 |

*: reproduced in PyTorch framework.

## Top-bottom connection: Deconv vs Bilinear

Generally, there are two ways to enlarge the resolution(x2) of feature map. First, the deconvolution layer that their upsampling weights are learned through the training process. Second, naive upsampling methods such as nearest neighbor or bilinear interpolation. As can be seen in Table. 2 cols 6 and 9) deconvolution layer improves the performance. This implies that the learned upsampling-weights perform better than the naive upsampling kernels. Moreover, the recent studies [8, 26] have shown that the sequence of deconvolution layer is suitable for propagating the information efficiently.

## Extra ConvBlock: 3x3Conv vs ResBlock

We already have shown the effectiveness of 3x3 convolution layer in Sec. 4.1.2. Rather than 3x3 convolution layer, we experiment with ResBlock to make each detection path deeper. The detail architecture of ResBlock\(^1\) is explained in supplemental section. As shown in the (Table. 2 cols 7 and 9), we observe that 3x3 convolution layer performs better than ResBlock. We conjecture that since the combined features which are fed into ResBlock would have redundant information, skip path in ResBlock would deliver unnecessary information which causes performance degradation.

### Unified Classifier vs Multi Classifier

Unlike original SSD, our final StairNet uses unified classifier. As shown in (Table. 2 cols 8 and 9) we observe no big difference on performance which indicates that all feature maps share similar degree of semantics. This justifies the effectiveness of our feature combining module that spreads out the information effectively. We adopt unified classifier for our final model to save weight parameters.

### 4.2. Impact on different sized objects

To analyze the impact of our final model on the detection performance of different sized objects, we evaluated SSD and StairNet, considering objects of three different sizes. We find that the MS COCO criteria for object scales causes serious imbalance on VOC2007 test set, leading to undesirable comparison. We show this statistics in supplemental section. Instead, for each class we sorted ground truth bounding boxes on test set by area and divided them into three part: small : [\(\sim 25\%\)], medium : [25% \(\sim 75\%\)] and large : [75% \(\sim \)] which consistently results in 1:2:1 ratio of number of sizes of test set for each class. When benchmarking on objects of each size, the ground truth labels for other sizes were ignored. As shown in Table. 5, proposed method shows significantly better performance than SSD on small scales.(8.9 mAP increase) StairNet wins on 18 classes among 20 classes. Even though the non-rigid objects such as cow, horse, person, and bird look very different due to its deformability, StairNet works better on these categories because it captures contextual information.

### 4.3. PASCAL VOC 2007 Results

We trained our model on the union of 2007 trainval and 2012 trainval. We used the same training scheme for both SSD and StairNet. We used a weight decay of 0.0001 and a momentum of 0.9. A batch size was set to 16 and adopted SGD optimizer with initial learning rate 0.001. We then decreased it by a factor of 10 at 80K and 100K iterations respectively. The training was terminated at 120K iterations.
Table 3 shows our results on the PASCAL VOC 2007 test set. SSD* is the reproduced version in Pytorch framework by ourselves and we achieved 77.2%. StairNet achieves a mAP of 78.8%, which outperforms the SSD by 1.6 points. Our model even outperforms the DSSD which uses ResNet-101 as their base network. Note that our StairNet model shows a large improvement over the classes with specific backgrounds like boat, car, cow, train, i.e. water for boat and railroad for train and so on. We also observed significant gain over the objects that mainly contain a small sizes of ground truth boxes such as bottle and plant.

We evaluate the inference time of our network using a NVIDIA-TITAN X GPU (pascal) along with CUDA 8.0 and cuDNN-v5.1. As shown in Table 6, StairNet outperforms all the current one-stage methods in 30fps. One thing to note is that Pytorch implementation runs slower and shows lower performance than original Caffe implementation for exactly same algorithm. Inspite of this disadvantage, StairNet outperforms other state-of-the-art methods including most recent SSD-based detectors. [8, 15, 37]

Moreover we evaluate our model on mean average precision over Recall ≥ 0.7 suggested by [15]. Table 7 shows the results that even in the high-recall range our model achieves high-precision and outperforms SSD and R-SSD [15].

4.4. PASCAL VOC 2012 Results

We also evaluate our method on the more challenging VOC2012 dataset by submitting results to the public evaluation server. We use VOC 2007 test, VOC 2007 trainval and VOC2012 trainval as the training set. We follow the same setting of VOC2007 except the number of total iterations. Since there are more training images we increased the number of training iterations to 140K. Starting from the same learning rate of 0.001, we then decreased it by a factor of 10 at 80k, 100k and 120k iterations respectively. The training was terminated at 140K iterations.

Table 4 shows the results on the VOC2012 test set. Our method achieves 76.4% mAP, which outperforms the SSD by 1.6%. As shown in the table we observe similar improvement over the specific class. The StairNet outperforms all other one-stage methods once again.

5. Conclusion

In this paper, we present the StairNet an effective one-stage detector that spreads out the strong semantics in a top-down manner and constructs an enhanced multi-scale feature maps for accurate detection. We point out that two-stage methods do not utilize the advantages of inherent multi-scale feature maps while one-stage methods ignore to incorporate global context information. To address this, we augment the SSD framework with our feature combing module, leading to significant improvement on detecting small objects. The StairNet is simple and fast. We verify its efficacy by showing that it achieves state-of-the-art accuracy on two standard benchmarks.
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