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Abstract—Large collections of geo-referenced panoramic images are freely available for cities across the globe, as well as detailed maps with location and meta-data on a great variety of urban objects. They provide a potentially rich source of information on urban objects, but manual annotation for object detection is expensive, laborious and challenging. Can we utilize such multimedia sources to automatically annotate street level images as an inexpensive alternative to manual labeling? With the PanorAMS framework we introduce a method to automatically generate bounding box annotations for panoramic images based on urban context information. Following this method, we acquire large-scale, albeit noisy, annotations for an urban dataset solely from open data sources in a fast and automatic manner. The dataset covers the City of Amsterdam and includes over 14 million noisy bounding box annotations of 22 object categories present in 771,299 panoramic images. For many objects further fine-grained information is available, obtained from geospatial metadata, such as building value, function and average surface area. Such information would have been difficult, if not impossible, to acquire via manual labeling based on the image alone. For detailed evaluation, we introduce an efficient crowdsourcing protocol for bounding box annotations in panoramic images, which we deploy to acquire 147,075 ground-truth object annotations for a subset of 7,348 images, the PanorAMS-clean dataset. For our PanorAMS-noisy dataset, we provide an extensive analysis of the noise and how different types of noise affect image classification and object detection performance.

Index Terms—Object detection, noisy labeling, crowdsourcing, urban computing, panoramic image datasets.

I. INTRODUCTION

Detecting urban objects in geo-referenced images is relevant to many applications, ranging from autonomous driving [1], [2], [3] to urban planning and analysing city life [4], [5]. While a large amount of geo-referenced image data is available for cities around the world, the tremendous cost and labour involved in acquiring suitable annotations is a major limiting factor in training current generic state-of-the-art object detectors for the specifics of urban datasets. Most existing urban object detection datasets, such as KITTI [1], required human annotators to manually draw precise bounding boxes in thousands of images. To bring forward the various applications, more efficient ways of annotation are needed.

Recent years have seen a noticeable increase in research efforts to elevate the annotation burden in object detection. Many such efforts have focused on weak supervision settings, such as using only image class labels [6], [7], [8], scribble [9] and click supervision [10]. These methods still require some form of accurate labeling. In an attempt to completely eliminate the need for manual annotation, detectors have been trained on queried images from the web [11], [12], [13]. This setting is even more challenging as not all retrieved images will be relevant to the query, thus, introducing class label noise into the dataset. These methods are further limited to one central object per image, while the urban context often involves analysing crowded street imagery. On the other hand, a key characteristic of the urban...
context is that modern cities nowadays are largely mapped out. Maps with detailed object information are a potential rich source to automatically annotate geo-referenced images.

Urban multimedia sources that contain relevant information for automatic image annotation include geospatial object information, elevation map data and human knowledge of the city. By combining these multimedia sources, essential 3D real-world object measurements can be extracted. The width and distance of an object in relation to a geo-referenced image can, for instance, be determined on the basis of object coordinates contained in Geographic Information Systems (GIS). The main challenge in converting the obtained 3D measurements to 2D street level image coordinates is the drastic change in viewpoint. While the conversion itself can be done using a simple camera model [14, 15, 16], it is difficult to determine which objects are occluded from a street level viewpoint, as opposed to aerial where occlusions are minimal but little information on 3D structure is present. Another problem is dealing with measurement inaccuracies that arise from uncertainties in the registered image location, geographic object coordinates, and real-world (estimated) measurements of objects, and cause the image location of generated annotations to be imprecise, thus, introducing bounding box location noise. Previous work required neural networks to handle occlusion and location noise, and has been limited either in the diversity of objects [15, 16, 17, 18, 19], the number of images [14, 15, 20], or the variety of data sources [14, 15, 18] involved. In this work, we use multiple open-source multimedia sources to generate millions of bounding boxes in hundreds of thousands of images for a variety of object classes and deal with occlusion through simple geometric reasoning, i.e. based on bounding box overlap and real-world distance between objects and the image location, without the use of dedicated networks.

Following our automatic annotation pipeline, we create a large-scale dataset with bounding box annotations solely from open data sources in a fast and inexpensive manner. The PanorAMS-noisy dataset covers the entire land area of 219.5 km² of the City of Amsterdam and contains 14,821,852 labeled object instances in 771,299 panoramic street level images. It contains 22 object categories commonly found in street scenery (e.g. building, tree, and lamp post) with further fine-grained information obtained from geospatial meta-data for certain classes (e.g. building value, function and average surface area). Thus, by capitalising on the wealth of contextual information available within the urban setting we not only move away from manual labeling, we also obtain richer object information compared to previous urban detection datasets.

To evaluate the quality of our automatically generated bounding boxes, we crowdsource ground-truth annotations for a subset of the images contained in PanorAMS-noisy. For this, we implement an efficient crowd-sourcing protocol using the generated boxes as a starting point. In the interest of minimizing the required annotation time, our protocol focuses on preventing task-switching, which is cognitively demanding, and keeping the necessary mouse and eye movements to a minimum. We divide our protocol into three sub-tasks based on [21] and implement extreme clicking, a fast box annotation technique by clicking the object’s four extreme points (i.e. top, bottom, left-most, right-most) [22]. It further includes a specific method to label an object that is present on both the left- and right-side of the image (due to the nature of 360° panoramic images), in which case two boxes need to be be labeled as belonging to the same object.

Following our protocol, we crowdsourced 147,075 ground-truth bounding box annotations for a subset of 7,348 images of the PanorAMS-noisy dataset, resulting in the PanorAMS-clean dataset.

Finally, we provide extensive analysis of classification and detection performance in our noisy label setting. By analyzing how different types of noise affect network performance, we provide valuable insights into training Deep Neural Networks (DNNs) on a real-world dataset with annotations involving both class and bounding box location noise.

To summarize, in this article we introduce the PanorAMS framework (see Fig. 1), which encompasses the following contributions:

- a method to automatically generate bounding box annotations for a variety of object classes in panoramic street-level images based on urban context information,
- a protocol to efficiently crowdsource ground-truth bounding box annotations in 360° images with noisy boxes as a starting point,
- a large-scale urban dataset containing 14,821,852 noisy bounding box annotations in 771,299 images, associated with rich object meta-data (PanorAMS-noisy), and 147,075 crowdsourced ground-truth annotations for a subset of 7,348 images (PanorAMS-clean),
- detailed analysis of the effect of different types of label noise on classification and detection performance.

## II. RELATED WORK

In this section, we first address previous work on using urban context to label images. We then provide a comprehensive overview of relevant existing datasets and their limitations, followed by relevant studies on learning from noisy labels. Finally, we address related work on acquiring ground-truth annotations via crowdsourcing.

### A. Automatic Annotation Based on Urban Context

Geospatial context information has previously been used to acquire image labels in an automatic way. One such approach is to label geo-referenced images without image tags based on image similarity with a set of user tagged images geo-referenced in the same area [29]. Previous work on object detection has mostly used geospatial information as a way to obtain object priors [14, 20], rather than using it as a way to obtain bounding boxes on which object detectors can be trained directly. One exception is TorontoCity [17], which uses geospatial data of buildings and streets to obtain ground-truth object segmentations. TorontoCity does require specific algorithms to align geospatial data and image data due to a large error margin on the geolocation of images. While [16] use a public tree inventory as the basis to create their dataset containing bounding box annotations of different tree species, a subset of crowdsourced annotations is still required to automatically label the remaining images. Notably,
Ardeshir et al. [14] demonstrate how to automatically acquire bounding box annotations in street-level images based on object distance measurements from geospatial information and object height and width measurements that were estimated on the basis of city observations. This is done only for a limited amount of images and object classes. A graph matching process with additional computational cost is required to deal with the noise associated with these automatically generated boxes in order to perform object detection.

### B. Urban Classification and Object Detection Datasets

Popular urban benchmark datasets for classification include SUN [23] and Places365 [30]. A popular benchmark for scene understanding in panoramic images is the SUN360 dataset [31]. Most existing urban detection datasets, including KITTI [1], Cityscapes [24], Mapillary Vistas [25], and Waymo Open [28], were created with autonomous driving in mind. As a result, the main classes in these datasets concern moving objects, such as vehicles and people, and the variety of classes concerning static objects in urban scenes is limited for most. OpenStreetMap (OSM), which is one of our sources to obtain geospatial object information, was consulted for the Mapillary Vistas dataset to determine which object categories to include. However, they do not use geospatial information in the actual labeling process [25]. TorontoCity is a large-scale urban detection dataset that uses geospatial information as a way to generate labels in an automatic way [17]. However, the authors do so for only two object categories, namely buildings and streets, and due to license restrictions the dataset is not publicly available. In this article, we demonstrate how geospatial information from open data sources may be used to label 22 object classes selected and frequently used by domain experts in thousands of panoramic images. The WoodScape [27] dataset concerns images of a similarly large horizontal field of view, but a different type of distortion. The PASS dataset [32], its’ extension DP-Pass [33], and the WildPASS dataset [34] involve a much smaller set of panoramic images than our PanorAMS datasets and the semantic segmentations are not available at instance-level. Table I provides a comparison of public detection datasets concerning street imagery.

| Dataset            | # Images | # Classes | # Instances | Horizontal Field of View | Image Distortion | Map Data | Meta Data | Automatic Annotation |
|--------------------|----------|-----------|-------------|--------------------------|------------------|----------|-----------|----------------------|
| KITTI [1]          | 14,999   | 3         | 80,256      | < 180°                  | ×                 | ×        | ×         | ×                    |
| SUN2012* [23]      | 16,873   | 3,819**   | 249,522     | < 180°                  | ×                 | ×        | ×         | ×                    |
| Cityscapes* [24]   | 25,000   | 30        | 65,385      | < 180°                  | ×                 | ×        | ×         | ×                    |
| Mapillary Vistas* [25] | 25,000   | 37        | ~ 400,000   | < 180°                  | ×                 | ×        | ×         | ×                    |
| ADE20K* [26]       | 22,210   | 2,693**   | 434,826     | < 180°                  | ×                 | ×        | ×         | ×                    |
| WoodScape [27]     | 10,000   | 7         | 67,706      | 360°                    | Fishey           | ×        | ×         | ×                    |
| Waymo Open [28]    | ~ 200,000| 4         | ~ 9,900,000 | ~ 225°                  | ×                 | ×        | ×         | ×                    |
| PanorAMS-clean (ours) | 7,348   | 22        | 147,075     | 360°                    | Panorama         | ✓        | ✓         | ✓                    |
| PanorAMS-noisy (ours) | 771,299 | 22       | 14,821,832  | 360°                    | Panorama         | ✓        | ✓         | ✓                    |

* bounding boxes can be obtained from instance-level semantic segmentations
** dataset includes both street and indoor imagery, which explains the large number of classes compared to others
*** metadata is linked to bounding boxes based on the PanorAMS-noisy dataset through automatic annotation

### C. Learning From Noisy Labels

Studies on the dynamics of modern DNNs have indicated that DNNs learn simple patterns first, before gradually memorizing all samples [35]. This memorization effect, in combination with the large number of trainable parameters, cause DNNs to easily overfit to noisy labels, leading to poor generalization performance [35], [36]. One well-known technique to prevent overfitting is the use of regularizers, such as weight decay, dropout [37], mixup [38], and gradient centralization [39]. We implement these techniques during our training. Another way to prevent memorization is to use noise robust loss functions. Softmax cross-entropy, commonly used in multi-class classification, was shown to be sensitive to label noise [40]. In multi-label classification, asymmetric loss (ASL) was recently introduced as a robust loss that discards possibly mislabeled examples, while addressing the high imbalance in negative and positive examples [41]. We implement ASL as classification loss in our models.

When investigating the effect of image label noise, researchers often experiment on originally clean datasets with synthetically introduced noise, such as CIFAR-10, CIFAR-100 and Tiny ImageNet. The number of real-world noisily labeled datasets is limited. Three popular real-world benchmark datasets are Clothing1M [42], containing 14 fashion classes, Food-101N [43], containing 101 food categories, and WebVision [44], covering 1,000 semantic concepts in web-crawled images from Flickr and Google. With PanorAMS-noisy we introduce a new large-scale, publicly available, real-world dataset that, apart from class label noise, also involves bounding box location noise.

### D. Crowdsourcing

A couple of open-source applications to crowdsource bounding box annotations are available, such as the VGG Image Annotator [45] and LabelMe [46]. However, none of the available applications had all the functionalities we required. While starting the crowdsourcing process from an initial set of automatically generated boxes is not new [47], [48], the mentioned open-source applications do not include this option nor do they have a particularly suited layout for panoramic images. We therefore chose to develop our own annotation tool based on best practices. Easy creation and adjustability of bounding boxes are...
key elements of a good annotation tool [22], [49]. We design our tool in such a way that required eye and mouse movements are kept to a minimum. We follow [21] as an authoritative source on crowdsourcing bounding box annotations, and divide our annotation protocol up into sub-tasks in a similar manner. Extreme clicking has proven to be a fast and accurate way to create new bounding boxes [22]. We implement this method in our tool. We further introduce the concept of linked bounding boxes that is specific to objects split across the left and right side of 360° images, whereby two bounding boxes are labeled as belonging to the same object.

III. USING GEOSPATIAL CONTEXT FOR AUTOMATIC OBJECT ANNOTATION: PANORAMS-NOISY DATASET

The high population density and great variety of object appearances across administrative areas make Amsterdam a uniquely challenging place of study (see Fig. 8 for some image examples of different geographic locations in Amsterdam). Amsterdam is the largest city of the Netherlands with a population of roughly 850,000 people. The PanorAMS-noisy dataset covers the entire land area of 219.5 km² falling within the official city boundaries of Amsterdam. It is a densely populated area with 5,296 inhabitants/km² and 2,715 houses/km² [50].

B. Automatically Generating Bounding Boxes

In this section, we describe our method for generating bounding box annotations in an automatic fashion (see Fig. 2 for an overview).

1) Obtaining 3D Real-World Object Coordinates: The first step is to extract the relevant real-world 3D object measurements (e.g. the object’s width, height, distance from the camera, and azimuth angle) from the multimedia sources (see step 1 in Fig. 2). To this end, we first query the geospatial information on all objects falling within a 150 m radius around the registered GPS location of the image. The 150 m radius is a rough estimate of the maximum distance at which large objects may still be visible within our urban setting. For each relevant object we then determine the minimum distance between the object and the camera location. In case the location information is given by a polygon or a polyline, we are further able to determine the real-world width of the object as seen from the camera position. For polygons (e.g. buildings) we do this by first determining those points on the polygon for which a line can be drawn between the point and the camera location that does not cross the polygon at any other point. In case there are more than two points, we then determine which two of those points result in the largest angle between two lines, each drawn from one point on the polygon to the camera location. Once we have found two points, we approximate the real-world width of the object as the distance between the two points. When dealing with polylines...
(e.g. Railway Tracks), we first extract that part of the polyline that falls within the 150 m radius area around the camera location. We then approximate the real-world width of the object as the distance between the two endpoints of the extracted part of the polyline. In case an object’s location information does not allow us to determine the real-world width of the object, for instance if only a registered point location is available, the width is fixed to an estimated average of the object class (e.g. 1 m for a lamppost). Here we can rely on prior observations of the urban space to estimate the real-world width of objects commonly encountered in street scenery, which for urban objects is a straightforward task to do as both the number of classes and the within-class visual appearance is generally limited. We also need to determine the real-world height of the object. In case of relatively large objects, such as buildings or trees, we can determine the height based on elevation map data. For smaller objects, we again rely on our observations of the urban space to estimate the average height of a specific class of object (e.g. 6 meters for a lamppost). Finally, we determine the azimuth as the angle between the geographic north and the object’s center point as seen from the camera location. Following this procedure, we now have the necessary 3D world coordinates of each relevant object, namely the real-world height, width, minimum distance to the camera, and the azimuth angle.

2) Camera Model: The second step is to map the 3D world coordinates of the queried objects to 2D image coordinates (see step 2 in Fig. 2). Similar to [14], we use the pinhole camera model to find an approximation for these coordinates. To apply the pinhole camera model, we first determine the camera model in the form of: $P = K[R|t]$, where $K$ is the intrinsic camera model, $R$ is the rotation matrix, and $t$ is a translation vector. $K$ can be obtained from:

$$K = \begin{bmatrix}
s_x f & a & u_0 & 0 \\
0 & s_y f & v_0 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix}$$

where $f$ is the focal length of the camera, $s_x$ and $s_y$ are the sensor size, $u_0$ and $v_0$ are the pixel coordinates of the image center, and $a$ is a skew factor related to the shear of the coordinate system. In our case, the images have already been calibrated for shear and rotation, leading to 0 shear and rotation in the formula above. $f$, $s_x$, $s_y$ are known from the camera specifications. $t$ includes a translation factor to account for the height of the camera, which is fixed based on camera specifications to 2 meters for images taken on land surface and 1 m on water surface. We can now map the 3D real-world object coordinates $(x_r, y_r, z_r)$ to 2D image coordinates $(x_i, y_i)$ following:

$$\begin{bmatrix}
x_i \\
y_i \\
1
\end{bmatrix} = P \begin{bmatrix}
x_r \\
y_r \\
z_r
\end{bmatrix}$$

We apply the camera model two times to determine the position of the bounding box as though the most left-side of the object faces the true north. Both times $z_r$ concerns the distance between object and camera. The top-left pixel coordinates are then obtained by filling in 0 for $x_r$, and the real-world height of the object for $y_r$. The bottom-right coordinates follow from filling in the object’s real-world width for $x_r$, and 0 for $y_r$. Based on the azimuth angle of the object’s center point, we then determine the object’s $x_{center}$ image coordinate and adjust the bounding box $x$-coordinates accordingly. By mapping the 3D coordinates...
of all queried objects to 2D image coordinates, we acquire an initial set of noisy bounding boxes.

3) Box Refinement and Occlusion Handling: The initial set of bounding boxes still contains many boxes of objects that are occluded by other objects and, thus, needs to be refined and filtered (see steps 3–5 in Fig. 2). As buildings are large prominent objects, we address overlapping building boxes first. If a box overlaps entirely with another box of a building that is located closer to the camera, the occluded box further away from the camera is removed. In case a pair of boxes only partly overlap, the x coordinates of the occluded box are adjusted such that there is no more overlap with the building box in the front. Next up, we observe that there are many places in the city where trees are packed closely together, resulting in extremely cluttered tree boxes in our initial set. To clean up this clutter, we remove tree boxes in case they overlap for more than 30% with another tree box located closer to the camera. We then tackle the fact that there are overlapping boxes concerning the exact same object. This can happen when multiple sources of geospatial information are available for the same object class. In those cases, we merge overlapping boxes of the same class and make sure to retain the associated geospatial information of all sources. Finally, we jointly address all overlapping boxes of all classes. Boxes that overlap for more than 80% with any box in the front, excluding boxes of classes that are considered non-blocking, are removed. Based on our city observations, the following classes are considered non-blocking: bicycle path, railway track, bridge, park, ferry, bus, waterway, train, tram, tree, and lamppost.

IV. EFFICIENT CROWDSOURCING FOR ACCURATE OBJECT ANNOTATION: PANORAMS-CLEAN DATASET

In this section we describe how we selected the set of images contained in the PanorAMS-clean dataset, as well as our crowdsourcing protocol for obtaining the ground-truth bounding box annotations. We leverage Amazon Mechanical Turk [54] to select workers and conduct Human Intelligence Tasks (HITs).

A. Image Selection Based on PanorAMS-Noisy Dataset

We construct the PanorAMS-clean dataset in such a way that it can be used 1) in conjunction with an overlapping subset of the PanorAMS-noisy dataset, e.g. to train teacher-student networks, 2) to evaluate performance of networks trained on the non-overlapping subset of images of the PanorAMS-noisy dataset, and 3) as a standalone dataset with clean annotations for fully supervised classification and detection. As such, we maintain three criteria for determining the subset of images of the PanorAMS-noisy dataset that form the PanorAMS-clean dataset. In order to prevent the over-representation of a geographic area, selecting a geographically balanced set of images is the first criterion. At the same time, following the reasoning behind group cross-validation commonly applied in e.g. medical image analysis and emotion recognition, all images of a certain administrative neighbourhood need to be assigned to either the PanorAMS-clean dataset or the train set of images of the PanorAMS-noisy dataset used in 2) as described above. This second criterion is important to guarantee sufficient disparity between the images contained in the test set and those in the train set. As a final criterion, all 22 classes of the PanorAMS-noisy dataset need to be present in PanorAMS-clean as well. In order to fulfill these criteria, we first determine based on PanorAMS-noisy which neighbourhoods contain objects belonging to rare classes. For each of the identified neighbourhoods we then inspect the geographic location and the variety of object classes over all images in the area. Based on this inspection and taking our crowdsourcing budget constraint for acquiring ground-truth annotations into consideration, we establish the PanorAMS-clean dataset of 7,348 images. The dataset covers 10 administrative neighbourhoods with a total land area of 3.9 km².

B. Annotation Protocol

In order to avoid task-switching, which is well-known to increase response time and decrease accuracy [21], [55], our annotation protocol is subdivided into three tasks much like in [21]. One significant difference with [21] is that we do not need to start from scratch. We already have our automatically generated bounding boxes following the approach presented in Section III. Having initial boxes to start with helps workers localize objects, especially in crowded street scenes. We further introduce a specific labeling method for objects that span the left- and right-side of the image (due to the nature of 360° panoramic images), whereby two boxes need to be linked. Linked boxes are fixed to the right and left extremities of the image and have equal height (see Fig. 3 for an example).

1) Adjustment Task: In this task a worker corrects, with the possibility to delete, the bounding boxes that have been automatically generated (see Section III). This is done for all classes simultaneously [56]. The annotator’s attention is directed from left to right by starting the correction with the utmost left box and then continuing the correction with each subsequent box to the right. The current box under consideration is indicated by a specific color corresponding to the object class the box belongs.
to. Upon hovering over the box an icon is shown, which also corresponds to the box’ object class.

2) Addition Task: The main purpose of this task is to collect bounding boxes for those objects that were not included during the first task. In order to do so, workers need to know which boxes have already been labelled in an image. Thus, per class we first have a verification stage in which workers verify and, if necessary, further adjust each box that was acquired during task 1. This way we provide workers the necessary information concerning which objects have already been labeled, while at the same time building in a quality check on the already labeled boxes. After each class verification stage, a worker can add new boxes for instances of the specific class that were missed during task 1. Workers can add new boxes by clicking on the four extreme points of the object, i.e. top, bottom, left-most, right-most. This method, called extreme clicking, has been shown to significantly reduce annotation time compared to drawing a box in the conventional manner [22].

3) Final Verification Task: The last task serves as a final verification and quality check. It follows the same setup as the addition task. Per class, workers are guided through the image from left to right by having to first verify the boxes acquired during task 2. After each class verification stage, they can then add new boxes for the specific class by means of extreme clicking.

C. Annotator Evaluation and Training

Workers are first presented with a step-by-step tutorial explaining the annotation process and functionality of the tool. Per class we explain what the correct way of labeling an instance is, accompanied by examples of well-labelled bounding boxes. After the tutorial, workers need to pass a qualification test before they can start the official task. In case of failure, workers can review their work and compare it to the bounding boxes used as evaluation. This way workers get immediate feedback on their work, allowing them to learn from their mistakes. Workers can retake the qualification test as many times as needed.

Similarly to [22], we provide workers with a batch of 5 images. Each batch contains 1 gold standard image that is used to evaluate workers’ performance on the HIT. Gold standard images are acquired by selecting a geographically balanced subset of images of the PanorAMS-clean dataset (482 images) and recruiting multiple well-informed computer vision experts to label those images. A final verification check on all gold standards images by one and the same expert safeguards the quality of gold standard annotations. We set an absolute minimum quality threshold on gold standard images in order to automatically filter out poor quality work. Work that does not pass this quality threshold is automatically rejected. We perform an additional, more extensive evaluation on work that did pass the automatic evaluation stage.

V. PANORAMS Annotation Analysis

In this section we provide an extensive analysis regarding the automatically generated, and crowdsourced annotations of, respectively, PanorAMS-noisy and PanorAMS-clean.

A. Dataset Statistics

Fig. 4(a) shows the total number of instances per class in PanorAMS-noisy and PanorAMS-clean. It is apparent that both datasets involve large class imbalances. Fig. 4(b) further specifies for each class what percentage of the bounding boxes are small, medium and large in size. We follow the definition originally outlined in MS COCO that bounding boxes with an area < 32\(^2\) are small, 32\(^2\) <= area <= 96\(^2\) are medium, and area > 96\(^2\) are large [57]. There is significant variation among the different classes as to the size of objects, whereby PanorAMS-noisy and PanorAMS-clean follow a similar pattern for the majority of the classes. Fig. 4(c) shows the distribution of unique classes in images, and Fig. 4(d) shows the distribution of the total number of instances in images. Both datasets clearly involve crowded scenes with many instances and multiple different classes per image.

B. Annotation Quality and Efficiency

1) Panorams-Noisy: As measure for the annotation quality of PanorAMS-noisy, we estimate class label and bounding box location noise. We estimate the amount of image label noise by analysing the precision and recall per class, and the overall image label accuracy of a subset of the image labels of PanorAMS-noisy compared to the labels of the same set of images of PanorAMS-clean (see Fig. 5). The three most prevalent classes (Building, Tree, and Lamppost) all have high precision and recall (>0.85). The dynamic classes (Bus, Tram, and Train) have, as expected, low precision (<0.25), while their recall is quite high (>0.75). The latter is due to the fact that these types of objects generally follow a clear, accurately defined geographic route. A few classes (Windturbine, Advertising Column, and Traffic Light) have low recall (<0.25), while their precision is quite high (>0.75). Overall, the label accuracy per image is >0.6, with over 70% of the samples >0.9.

As estimation for the amount of bounding box location noise in PanorAMS-noisy, we analyse the overlap between bounding boxes of PanorAMS-clean and the bounding boxes of the overlapping subset of images of PanorAMS-noisy. We use two overlap metrics, namely Intersection over Union (IoU) and Generalized IoU (GIoU) [58]. IoU, the most commonly used metric for evaluating the similarity between two bounding boxes (A, B), is defined as \(\text{IoU} = \frac{|A \cap B|}{|A| + |B|} - 1\). One major drawback of IoU is that if A \(\cap\) B = 0, then IoU(A, B) = 0, no matter how far or close the bounding boxes are to each other. GIoU aims to solve this issue by adding a penalty term as follows \(\text{GIoU} = \text{IoU} - \frac{|C \cap (A \cup B)|}{|C|} \cdot\), whereby C is the smallest box enclosing A and B. Using these metrics, we solve the optimal assignment between noisy and clean bounding boxes with the Hungarian algorithm [59]. Fig. 6(a) shows the result of the matching. For each class the distribution of IoU and GIoU values is given, as well as the percentage of noisy and clean boxes that could be matched. There are clear class differences. For some classes, such as tree and building, a high percentage of the noisy boxes can be matched with a high percentage of the clean boxes and at least half of the boxes have an IoU/GIoU > 0.3. Bicycle path and railway tracks have even higher IoU/GIoU values for most boxes, but
a relatively higher percentage of noisy boxes that could not be matched with any clean box. There are also extremely noisy classes, both in terms of IoU/GIoU values and the percentage of boxes that could be matched, such as traffic sign and traffic light. We further analyse the overall shift from clean to noisy bounding box coordinates. For this analysis, we calculate the Euclidean distance between noisy and clean $x_{\text{min}}$, $y_{\text{min}}$, $x_{\text{max}}$, and $y_{\text{max}}$ coordinates without differentiating between classes, and again use the Hungarian algorithm to match boxes. Fig. 6(b) shows the result. Generally, the noisy boxes are slightly shifted to the right compared to clean boxes. The $y_{\text{max}}$ coordinate is relatively accurate in most cases, while there is a larger variance in the error on the $y_{\text{min}}$ coordinate.

Generating labels for PanorAMS-noisy is extremely efficient, as there are no annotation costs and minimal effort involved. The method outlined in Section III requires some fine-tuning of the
estimated width and height based on city observations per class, but can otherwise be easily implemented in other cities where similar data sources are available.

2) **Panorams-Clean**: As measure for the quality of the crowdsourced labels of PanorAMS-clean, we analyse the median Intersection over Union (IoU) obtained on gold standard images. For the same expert, redoing the labeling of gold standard images resulted in an average of 0.83 median IoU. This highlights the difficulty of labeling crowded street scenes in which there are many small and partially occluded objects (see Figs. 4 and 8). On average, MTurk workers obtained a median IoU of 0.72 with gold standard images. Further crowdsourcing statistics per administrative neighbourhood can be found in the supplementary material.

Acquiring annotations for PanorAMS-clean is costly and requires a lot more effort compared to PanorAMS-noisy. Developing our crowdsourcing tool for panoramic images takes time and effort. Large-scale crowdsourcing of groundtruth annotations is the most costly part. Workers spent an average 3.8, 2.3, and 2 minutes per image during, respectively, the first (adjustment), second (addition), and third (final verification) annotation task. As each batch of 5 images contains 1 gold-standard image, workers annotate an average 12, 20, and 24 new images per hour for task 1, 2, and 3. With a reward of $3.50 (task 1), $1.70 (task 2) and $1.70 (task 3) per HIT (≈ $8-11 hourly rate), fully annotating 1 image costs $1.73. Analysing the time spent per bounding box, we find that the median time to adjust a box (includes the action of deleting boxes) is 8.9 seconds during the first task. If we ignore deleting boxes as an action (which only takes a median 2.4 seconds), the adjustment time per box increases to 10.3 seconds. Interestingly, this is a lot faster than the reported 34.5 seconds for drawing and verifying a box in [21] and is only slightly slower than the reported 7.0 seconds for creating a new box with extreme clicking in [22]. One possible explanation for our fast annotation time, is that using the generated boxes as a starting point reduces the time workers need to spend on visually searching for objects in the image. Contributing factors may be that we kept required mouse movements to a minimum and allowed for easy adjustment of boxes. During the second task, the median time spent on verifying and adding new boxes is 5.9 seconds per box. During the third task, this median time drops to 4.4 seconds per box as the quality of the annotations increases and, thus, the time required to correct a box decreases. Despite the efficiency of our crowdsourcing method, annotating the entire set of images of PanorAMS-noisy would take tremendous effort (>130 k hours) and cost (> $1 million).

### VI. **PanorAMS Algorithmic Analysis**

In this section we describe our experiments for evaluating the performance of classification and detection models on our PanorAMS datasets. Unless stated otherwise, mentioned parameter settings were found via grid search using the train-val split of the PanorAMS-clean dataset (when training on clean annotations) or the train-val split of the PanorAMS-noisy dataset (when training on noisy annotations).

#### A. **Experimental Protocol**

1) **Data**: In order to improve performance for objects that are split across the left and right extremities of the panoramic image, we circularly pad the left-side of the image with 25 pixels of the rightmost part of the image and vice-versa for the right-side of the image. Bounding boxes are corrected for this increase in image size by increasing the width of linked boxes accordingly based on the amount of width of the object present in the circularly padded area and duplicating (part of) the non-linked bounding boxes that have a minimum width of 20 pixels in the padded area. The bottom 150 pixels of the image are cropped off as this part solely contains the capturing vehicle. This results in the final detection input size of $1450 \times 550$ pixels. For classification, the top 50 pixels, which contain heavy object distortions due to the panoramic nature, are cropped off. The remaining image of $1450 \times 500$ pixels is cut into three pieces of each $500 \times 500$ pixels, whereby each image part has an overlay of 25 pixels with each of the other two parts. Each of these parts is resized to the classification input size of $224 \times 224$ pixels.

We split the data following the criterion outlined in Section IV-A that all images of a certain administrative neighbourhood need to be assigned to either the train, validation or test split. This results in 4,213 and 763,951 train, 1,606 and 5,657 validation, and 1,444 and 1,444 test images in, respectively, the PanorAMS-clean and PanorAMS-noisy dataset. Additionally, we create a subset dataset of PanorAMS-noisy, containing the same images, and splits as the PanorAMS-clean dataset. Due to splitting according to administrative neighbourhoods, it is not possible to select sufficient instances for all classes in each split. We’ve had to exclude Wind Turbine, High Voltage Pylon, Sport Facility, and Train from our evaluation as there are no or too few examples (< 6) in the Clean (test) split, and Ferry as there are no training examples in the Noisy (subset) split. The dataset splits used for the final experiments are shown in Table II. Clean (subset) and Noisy (subset) concern the same set of images. All models are evaluated on the Clean (test) split.

2) **Training Details**: We apply random data augmentations to regularize the training process and prevent over-fitting. During classification, we apply mixup ($\alpha = 0.2$) [38] and random image resizing in the range of $180 \times 180$ and $224 \times 224$ pixels while maintaining the original aspect ratio of the image. During detection, we apply the mixup augmentation as implemented in the mmdetection toolbox [60], random image resizing in the range of $1160 \times 440$ and $1450 \times 550$ pixels while keeping the aspect ratio intact, and random cropping whereby the cropped

| Dataset Split | Annotations      | # Images |
|---------------|-----------------|----------|
| Clean (subset)| PanorAMS-clean  | 5,817    |
| Noisy (subset)| PanorAMS-noisy  | 5,817    |
| Noisy (all)   | PanorAMS-noisy  | 769,437  |

*Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.*
image and bounding boxes have a minimum IoU of 0.5 with the original.

To counter the large class imbalance in our datasets, we train all models with repeat factor sampling (RFS) [61], which has been shown to yield state-of-the-art results on class imbalanced datasets. For each category $c$, the category-level repeat factor is defined following $r_c = \max(1, \sqrt{t/[f_c]})$, whereby $f_c$ is the fraction of images that contain at least one instance of category $c$ and $t$ is a hyperparameter. Since an image may contain multiple categories, the image-level repeat factor is then defined following $r_i = \max_{c \in i}(r_c)$, whereby $\{i \in c\}$ are the categories labeled in image $i$. Intuitively, this means that all images containing a category with $f_c > t$ are oversampled following the square-root inverse frequency heuristic of the rarest class present in the image. We empirically found $t = 0.1$ to work best in our setting.

We optimize all networks using the stochastic gradient descent (SGD) algorithm with gradient centralization, which has recently been shown to stabilize training and improve generalization [39]. Weight decay and momentum are fixed to, respectively, 0.0001 and 0.9 for all experiments. As DNNs learn simple patterns first, it should be beneficial to show simpler images with fewer objects first. We therefore train on images in an ordered fashion whereby the image containing the least amount of object instances is seen first and the image containing the largest amount of object instances last. We indeed empirically verified this to be the most stable way of training. In order to prevent overfitting on the Noisy (all) split, we divided the examples of this split into 120 different sets, whereby each set is geographically balanced and all images in a set are ordered from least amount of total object instances to largest. We train all networks using the 1cycle learning rate policy [62] with a batch size of 5, initial learning rate of 0.002, linear warm-up of 500 iterations (0.001 warm-up ratio), and a maximum learning rate of 0.02. We train for 120 ($= 1 \times$ the entire dataset split), 12, and 12 epochs on, respectively, the Noisy (all), Noisy (subset), and Clean (subset) split.

3) Metrics: We use the F-score as classification evaluation metric, which is defined as $F = 2 \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}$. We use the scikit-learn implementation of the weighted F-score as aggregate for all classes. This is the macro F-score weighted according to the number of true instances for each class in order to account for class imbalance. As detection evaluation metric, we use the COCO-style average precision (mAP@[.5:95]) metric that averages over categories and different box IoU thresholds [57], mAP@[.5] that measures average precision at an IoU threshold of 0.5, and recall@100 that measures recall when only the top 100 detections are selected from an image.

B. Classification

1) Model: We use the popular ResNet-50 model [63] to evaluate classification performance on our PanorAMS datasets. The model is trained from scratch in a multi-label fashion, whereby the three image parts (acquired by following the procedure described in Section VI-A1) are processed by the network in a round robin fashion, i.e. the first image part goes through the network first, the second part second, and the third part last. Network weights are updated after all three parts of the image have been processed.

2) Performance: Fig. 7 summarizes the overall and per class classification performance on the PanorAMS datasets. We see high performance overall, but there are clear performance differences per class. The three most prevalent classes (Building, Tree, and Lamppost) all show comparable performance on each training split. We observe that for classes with fewer training examples training on the Noisy (all) dataset results in better performance than training on the much smaller Clean (subset) dataset. The large increase in training examples outweighs the negative effect of training with noisy image labels. Notably, especially polyline objects (e.g. Bridge, Waterway, and Railway Track) appear to profit most from the increase in training examples in the Noisy (all) dataset. The geographic location of these objects is generally well-defined and accurate as this is concerning mostly rigid objects, resulting in relatively clean (high recall) image labels for those classes (see Fig. 5(a)). Overall, training on the much larger Noisy (all) training split leads to similar or higher performance for all classes compared to training on a much smaller training split with accurate image labels. Our estimated label accuracy per image of the PanorAMS-noisy dataset is quite high (see Fig. 5(b)), which could explain our high performance on the Noisy (all) split. The variation in foreground/background ratio could be a contributing factor towards the observed difference in performance between classes. Buildings, for instance, often make up a large part of the image foreground and achieve the best classification performance as well. Fig. 7 further reveals the difficulty of obtaining (good) classification performance on classes belonging to the long-tail of infrequent classes. Further techniques to deal with the heavy class imbalance may improve performance for these tail classes. We provide additional precision-recall curves per class in the supplement.
C. Detection

1) Models: We use two common general detectors, the two-stage detector Mask R-CNN [64] and the cascade detector Cascade R-CNN [65] to evaluate detection performance on our PanorAMS datasets. We favor general detectors over more domain specific networks such as pedestrian detectors. As an example consider pedestrian detectors, they are specifically developed to tackle dense object detection, but a recent study found such models to poorly handle even small domain shifts [66]. Cascade R-CNN was found to generalize well to pedestrian detection, achieving competitive results compared to recent state-of-the-art pedestrian detectors. We use a ResNet-50 backbone pretrained on ImageNet with 6 level FPN [67] for both Mask R-CNN and Cascade R-CNN. The pretrained weights of the first two layers of the backbone are frozen. We adjust the anchor generation settings to account for the great variety in object scales and sizes present in the PanorAMS datasets. We set the anchor ratios to \([0.15, 0.6, 1.3, 3.5, 4.5, 7.5, 11.5]\) based on the median bounding box width:height ratios per class in PanorAMS-noisy. Anchor strides are set to \([4, 8, 16, 32, 64, 128]\) based on the bounding box sizes per class in PanorAMS-noisy. In the clean annotation setting, the background and the foreground thresholds to determining negative and positive samples are set to, respectively, 0.25 and 0.7 for both models. In the noisy annotation setting, the background and foreground thresholds are dropped to, respectively, 0.1 and 0.6 in order to account for the bounding box location noise. In the cascade model, the foreground thresholds of the cascade detectors are set to 0.4, 0.5, and 0.6 in the noisy setting. We empirically found these parameters to work best on relevant validation sets. Further implementation details for Mask R-CNN and Cascade R-CNN are based on the default settings of the mmdetection toolbox [60].

2) Performance: In Table III we provide the overall mAP@[.5;.95], mAP@.5 and recall@100 for the PanorAMS datasets. The low mAP@[.5;.95] score on the Clean (subset) trainset demonstrates that PanorAMS is a challenging detection dataset, even with accurate bounding box annotations. As illustrated in Figs. 4 and 8, oftentimes images are crowded, containing box annotations of multiple object instances, different classes, and a variety of object sizes. The overall scores drop significantly when training on noisy annotations, highlighting the even bigger challenge of performing object detection in a noisy label setting. For 8 classes (Park, Bus, Tram, Public Transport Stop, Playground, Advertising Column, Traffic Light, and Public Toilet) the extent of the noise inhibits the network from learning to recognize and localize these objects in our supervised setting. Further research on specific noise handling techniques is required to reveal whether sufficient training signal can be obtained from our noisy annotations for these classes. Inspecting the detection performance on the other 9 classes (see Table IV), reveals interesting differences. In line with what was observed during classification, large, rigid, polyline objects (Waterway, Bicycle Path, and Railway Track) benefit from the increase in training examples in the Noisy (all) split and even outperform the network trained on the Clean (subset) split. In Fig. 6(a) we observe that the median IoU/GIoU for bounding boxes of these classes is around or above 0.5. The percentage of matching clean

| Trainset | mAP@[.5;.95] | mAP@.5 | recall@100 |
|----------|-------------|--------|------------|
| Mask R-CNN Clean (subset) | 10.2 | 23.3 | 20.2 |
| Mask R-CNN Noisy (subset) | 1.5 | 5.9 | 4.9 |
| Mask R-CNN Noisy (all) | 2.5 | 9.2 | 7.5 |
| Cascade R-CNN Clean (subset) | 9.8 | 21.6 | 19.3 |
| Cascade R-CNN Noisy (subset) | 1.2 | 5.2 | 5.1 |
| Cascade R-CNN Noisy (all) | 2.6 | 9.2 | 8.1 |
TABLE IV
DETECTION PERFORMANCE ON THE PANORAMS DATASETS, mAP@.5

| Trainset | Building | Tree | Lampost | Bicycle Path | Bridge | Waterway | Traffic Sign | Railway Track | Trash Container |
|----------|----------|------|---------|--------------|--------|----------|-------------|---------------|-----------------|
| Clean (subset) | 66.5 | 71.6 | 57.0 | 19.2 | 9.3 | 36.5 | 29.5 | 16.4 | 35.2 |
| Noisy (subset) | 27.1 | 24.9 | 4.5 | 8.3 | 0.7 | 25.5 | 0.2 | 3.9 | 4.5 |
| Noisy (all) | 38.9 | 26.7 | 3.0 | 21.4 | 2.5 | 40.6 | 0.7 | 15.0 | 5.9 |

and noisy boxes is also relatively high with at least 50% of the noisy bounding boxes overlapping with at least 50% of the clean boxes. In addition, the majority of these boxes is large in size (see Fig. 4(b)). Notably, for the polyline object class that does not perform well (Bridge) the overlap between noisy and clean boxes, and the percentage of large boxes are both significantly lower. Less than 25% of the noisy bridge boxes have an IoU/GIoU of 0.5 or higher with clean boxes. This observation is true for all classes with mAP@.5 < 10% on the Noisy (all) split (Lamp-post, Bridge, Traffic Sign, and Trash Container). The highest performing of all classes with mAP@.5 < 10% (Traffic Container) also displays the most overlap between noisy and clean bounding boxes in comparison. Finally, the two most prevalent classes (Building and Tree) both show decent performance on the Noisy (all) split, while the performance gap with the Clean (subset) split is apparent. Despite a large number of different instances to learn from, the network clearly suffers from the noisy bounding box annotations. This becomes especially apparent when comparing the performance between the Noisy (subset) and Noisy (all) split. Generally, we observe that the noisier the annotations of a class are, the less that class is able to benefit from the increase in training examples in the Noisy (all) split. This highlights the limitations of training current fully supervised detection networks in the presence of considerable class and bounding box location noise. Generally, our results indicate that automatic annotation using geospatial context information is a suitable method for those object classes that have information with well-documented geographic locations available on many instances (>100,000).

VII. CONCLUSION

We introduced the PanorAMS framework as a means to move away from the effort of manual annotation for object detection. We outlined just how time-consuming and costly manual labeling can be, which remains the predominant method in acquiring bounding box annotations to this day. By generating bounding boxes around a range of objects in public spaces solely based on urban context information and linking them to panoramic images, we open the door to automatically generating information-rich urban multimedia at an unprecedented, cost-effective scale that could be deployed in numerous tasks of relevance to the multimedia community. Together with the efficiently crowdsourced ground-truth annotations of PanorAMS-clean, our large-scale PanorAMS-noisy dataset enables future study of classification and object detection in a real-world setting with annotations involving both class and bounding box location noise. This is a challenging task, as our results reveal the detrimental effect bounding box location noise can have on detection performance as well as how different types of noise affect network performance. It may take a combination of techniques before networks are truly capable of differentiating noisy signals from general patterns of interest for determining object location. On the other hand, we already obtain improved classification performance training on our large set of noisy image labels compared to training on a much smaller set of clean labels. This demonstrates the capacity of DNNs to ignore noise to a large extent, provided that sufficient examples with ample training signal are present. Our analysis is an important step in determining where those thresholds regarding the amount of examples and training signal that constitute sufficient may lie. In the hope of making our automatic annotation method an even more promising alternative to manual labeling, we make our PanorAMS-noisy and PanorAMS-clean datasets publicly available and invite the community to tackle the challenging task of performing classification and object detection on a real-world dataset in the presence of considerable annotation noise.
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