Abstract. The turnpike property refers to the phenomenon that in many optimal control problems, the solutions for different initial conditions and varying horizons approach a neighborhood of a specific steady state, then stay in this neighborhood for the major part of the time horizon, until they may finally depart. While early observations of the phenomenon can be traced back to works of Ramsey and von Neumann on problems in economics in 1928 and 1938, the turnpike property received continuous interest in economics since the 1960s and recent interest in systems and control. The present chapter provides an introductory overview of discrete-time and continuous-time results in finite and infinite-dimensions. We comment on dissipativity-based approaches and infinite-horizon results, which enable the exploitation of turnpike properties for the numerical solution of problems with long and infinite horizons. After drawing upon numerical examples, the chapter concludes with an outlook on time-varying, discounted, and open problems.
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1. Introduction and Historical Origins

Optimal control has a rich history, which can be traced back at least to the 1600s (Sussmann & Willems [1997]). Moreover, around the mid of the 20th century two complementary breakthroughs—the Pontryagin Minimum Principle (PMP) (Boltyanskii et al. [1960]) and Dynamic Programming (DP) (Bellman [1954])—have been achieved for which the investigations into the Calculus of Variations have paved the road, see (Pesch [2013]). The number of papers, books, and PhD theses triggered by the PMP and DP is countless. This evident scientific appeal is likely due to optimal control being a unique combination of powerful mathematical concepts applicable to the entire spectrum of dynamics systems from finite to infinite dimensions—including differential algebraic settings, hybrid formulations, and inclusions. At the same time, optimal control is nowadays readily applicable in a variety of contexts ranging from analysis of phenomena in nature and society towards the design and automation of technical systems. Hence, it comes without surprise that the list of successful applications of optimal control is ever growing since and includes highlights such as: the moon landing in 1969 and numerous space missions; insights into brain evolution in humans (González-Forero & Gardner [2018]); understanding the complex interplay between economic growth, climate change, and green house
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gas emissions (Nordhaus 1992); design and understanding of methods for machine learning (E et al. 2017, Esteve et al. 2020, Li et al. 2017); as well as numerous mass-consumer products, which entail feedback control loops designed and implemented via optimal control theory. In the view of automatic control applications, a tremendously successful off-spring of the family of methods subsumed as optimal control is its receding horizon variant, which is also denoted as model predictive control (Rawlings et al. 2017).

From Ramsey and von Neumann to Aircraft Design. This chapter is concerned with providing an overview on the turnpike phenomenon and its numerical application, which occurs frequently in real-world Optimal Control Problems (OCPs). It refers to qualitative and quantitative similarity of optimal solutions to OCPs for different initial conditions and varying horizons. Specifically, the solutions approach a neighbourhood of the best steady state, stay within this neighbourhood for some time, and might leave this neighbourhood towards the end of the optimization horizon. The notion of turnpike properties in OCPs has been coined by (Dorfman et al. 1958, p. 331) with the following lines:

*It is exactly like a turnpike paralleled by a network of minor roads. [...] if origin and destination are far enough part, it will always pay to get on to the turnpike and cover distance at the best rate of travel, even if this means adding a little mileage at either end.*

Prior to this foundational description, the phenomenon has been reported by von Neumann (1938) and by Ramsey (1928). Given that these early works on the subject investigated specific problems arising in economics, it is not surprising that turnpike theory was driven by research on applying optimal control in economics and econometrics (McKenzie 1976, Carlson et al. 1991). Interestingly, also in systems and control the phenomenon was observed at least as early as (Wilde & Kokotovic 1972)—though Kokotovic and Wilde used a different name, referring to it as a *dichotomy in optimal control*.

Historically, the majority of turnpike results look at specific problems and exploit structure of the optimality conditions. Recent papers have proposed to leverage turnpikes in applications as diverse as shape optimization in aircraft design (Lance et al. 2020), membrane-filtration systems (Kalboussi et al. 2018), or control of chemical reactors with uncertain models (Faulwasser & Pannocchia 2019).

Remarkably, in the systems and control community, turnpikes have received little attention. One of the earliest comment on turnpike properties in receding-horizon optimal control appears to be (Rawlings et al. 2008), who later coined the phrase economic MPC (Rawlings & Amrit 2009) for receding horizon optimal control with generic objectives. Eventually, the interest in economic MPC has led to a new line of research towards turnpike properties centred around dissipativity notions, which have been introduced by Jan Willems (Willems 1971, 1972a, b). Early works in this direction include (Grüne 2013, Faulwasser et al. 2014), while Grüne & Müller (2016) and Faulwasser et al. (2017) investigate equivalence of turnpike and dissipativity properties of OCPs in discrete-time, respectively, continuous-time settings. Given the close relation between dissipativity and stability of dynamic systems, it is far from surprise, that the recent elaboration of the
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1. More recently, the name hyper-sensitive optimal control problems was also used (Rao & Mease 1999).
2. Generic refers to objectives that do not merely penalize the distance to some reference setpoint.
dissipativity route to turnpikes establishes a close relation between turnpikes and stability in infinite-horizon optimal control \cite{Gruneetal2017,FaulwasserKellett2020}. All these works refer to steady-state turnpikes. We will comment on the progress with respect to time-varying and periodic turnpikes in the outlook in Section 5.

The remainder of this chapter is structured as follows: In Section 1 we conclude with the problem setup and a review of the necessary optimality conditions. Section 2 attempts a taxonomy of turnpike properties, this way providing guidance in the considerable amount of literature on this subject. Section 3 details the generating mechanisms as well as necessary and sufficient conditions for the occurrence of the phenomenon. Finally, Section 4 comments on the exploitation of turnpikes in numerics and receding-horizon optimal control. This chapter concludes with an outlook on advanced turnpike settings and open problems of interest.

**Notation.** The set \( \mathbb{N}_{[a,b]} = \{a,\ldots,b\} \subset \mathbb{N} \) denotes an interval of natural numbers. Functions \( u : [0,T] \to U \) and sequences \( u : \{0,1,\ldots,-1\} \to U \) are written as \( u(\cdot) \). Partial derivatives are indicated by subscripts, i.e. \( \ell_x \) is the partial derivative of \( \ell \) w.r.t. \( x \). Throughout this chapter, optimal solutions to optimization and optimal control problems are indicated by superscript \( (\cdot)^\star \). Variables at steady state are marked by superscript \( \bar{(\cdot)} \).

**1.1. Discrete-time and Continuous-time Setting.** We consider discrete-time OCPs of the following form

\[
V_T(x_0) = \min_{u(\cdot)} \sum_{t=0}^{T-1} \ell(x(t),u(t)) + \varphi(x(T))
\]

subject to

\[
\begin{align*}
\begin{aligned}
x(t+1) &= f(x(t),u(t)), & x(0) &= x_0, \\
0 &\geq g(x(t),u(t)), & t &\in \mathbb{N}_{[0,T-1]}, \\
0 &\geq \psi(x(T)).
\end{aligned}
\end{align*}
\]

The constraint set for \( z = (x,u) \in X \times U \), where \( X \) and \( U \) are normed metric spaces, is defined as

\[
Z = \{ z = (x,u) \in X \times U \mid g_j(z) \leq 0, \ j \in \mathbb{N}_{[1,n_g]} \},
\]

where the constraints \( g_j(x,u) = [g_1(x,u) \ldots g_{n_g}(x,u)]^\top \) with \( g_j : X \times U \to \mathbb{R}, j \in \mathbb{N}_{[1,n_g]} \).

The projection of \( Z \) onto \( X \) is denoted as \( X \) and the projection of \( Z \) onto \( U \) is written as \( U \). The continuous functions \( \ell : X \times U \to \mathbb{R} \) and \( \varphi : X \to \mathbb{R} \) are the Lagrange function and, respectively, the Mayer term. Moreover, \( T \in \mathbb{N} \) is the horizon.

We remark that, throughout this chapter, unless otherwise stated, we do not make specific assumptions on \( \ell \) and \( \varphi \) such as quadratic structures or convexity. Instead we will work with a rather generic dissipativity assumption to be introduced later. Equation \( (1d) \) defines the terminal constraint; the more general case of coupled constraints on initial and terminal states is left out due to space limitations.

\[\text{In case this projection depends on the state } x, \text{ we write } U(x).]
The continuous-time counterpart to OCP (1) reads

\[ V_T(x_0) = \min_{u(\cdot) \in \mathcal{L}([0,T],\mathcal{U})} \int_0^T \ell(x(t), u(t)) dt + \varphi(x(T)) \]

subject to

\[
\begin{align*}
\dot{x} &= f(x, u), \quad x(0) = x_0, \quad t \in [0, T], \\
0 &\geq g(x(t), u(t)), \quad t \in [0, T], \\
0 &\geq \psi(x(T)).
\end{align*}
\]

The projected constraint sets are similarly defined as in case of OCP (1). The horizon is \( T \in \mathbb{R}^+ \). However, the underlying space is considered to be a real-valued vector space of appropriate finite dimension, i.e., (3) refers to a finite-dimensional OCP. In order guarantee existence of optimal solutions for continuous-time OCPs, one will typically invoke further differentiability properties of the problem data and feasibility assumptions. For the sake of brevity, we skip the details and refer to classical texts such as [Lee & Markus 1967, Berkovitz 1974] or more recent treatments [Hartl et al. 1995, Vinter 2010, Gerdts 2011].

Comparing the discrete-time and the continuous-time variants—OCP (1), respectively, OCP (3)—shows that as OCP (1) is defined in normed metric spaces it admits the interpretation as an infinite-dimensional system. This implies that a large variety of discrete-time results to be touched upon later can be—or already have been—formulated in this general setting. In contrast, it is more difficult to formalize infinite-dimensional continuous-time optimal control problems in a unified way. Hence we have limited (3) to finite-dimensional problems. Nevertheless, we will comment on infinite-dimensional continuous-time problems at several places throughout this chapter.

1.2. Optimality Conditions. Dual variables are key to the understanding of any optimization problem. Hence, we now formulate the first-order Necessary Conditions of Optimality (NCOs) for OCP (1), respectively, OCP (3).

The NCOs for OCP (1) are built using the point-wise Lagrangian function

\[
L(t) = \lambda_t (x(t) - x_0) + \ell(x(t), u(t)) + \lambda(t+1)^\top (f(x(t), u(t)) - x(t+1)) + \mu(t)^\top g(x(t), u(t)), \quad t \in \mathbb{N}[0, T-1],
\]

which directly leads to the overall Lagrangian

\[ L(x(\cdot), u(\cdot), \lambda(\cdot), \mu(\cdot)) = \sum_{t=0}^T \mathcal{L}(t), \]

with \( \mathcal{L}(t) \) from (4). Here, \( x \) and \( u \) are called the primal variables while \( \lambda \) and \( \mu \) are called the dual variables or adjoints/costates (in case of \( \lambda \)).
Let the objective functional in OCP (1) be written as
\[
J_T(u(\cdot), x_0) = \sum_{t=0}^{T-1} \ell(x(t), u(t)) + \varphi(x(T))
\]
and the one in OCP (3) as
\[
J_T(u(\cdot), x_0) = \int_0^T \ell(x(t), u(t)) dt + \varphi(x(T)).
\]
Then, for finite horizons \(T < \infty\), optimality of primal solutions \((x(t), u(t))\) is characterized by
\[
J_T(u^\star(\cdot), x_0) \leq J_T(u(\cdot), x_0) \quad \text{for all admissible } u(\cdot)
\]
A dual solution is called optimal if it satisfies the NCOs defined below together with the primal optimal solution. Optimal primal and dual solutions, provided they exist, are denoted by superscript \(\cdot\), i.e. we write \(\chi^\star(\cdot; x_0)\), \(\chi \in \{x, u, \lambda, \mu\}\). The argument \(x_0\) will be dropped whenever the considered initial condition can be inferred from the context.

The first-order NCOs are given by
\[
\nabla L = 0, \quad \text{which entails} \quad x^\star(t+1) = f(x^\star(t), u^\star(t)), \quad x^\star(0) = x_0,
\]
\[
\lambda^\star(t) = f_x^\top \lambda^\star(t + 1) + \ell_x + g_x^\top \mu^\star(t), \quad \lambda^\star(T) = \left(\varphi_x + \psi_x^\top \mu^\star\right)|_{t=T},
\]
\[
0 = f_u^\top \lambda^\star(t) + \ell_u + g_u^\top \mu^\star(t).
\]
Observe that the NCOs as listed above leave out parts of standard KKT conditions such as primal feasibility, complementary slackness, or higher-order conditions. However, for the purposes of the subsequent exposition, the conditions above suffice.

In correspondence to the discrete-time OCP we consider the steady-state optimization problem
\[
\min_{\bar{x}, \bar{u}} \ell(\bar{x}, \bar{u})
\]
subject to
\[
\bar{x} = f(\bar{x}, \bar{u}),
\]
\[
0 \geq g(\bar{x}, \bar{u})
\]
and its Lagrangian \(\bar{L} = \ell(\bar{x}, \bar{u}) + \bar{\lambda}^\top (f(\bar{x}, \bar{u}) - \bar{x}) + \bar{\mu}^\top g(\bar{x}, \bar{u})\). Superscript \(\bar{\cdot}\) denotes variables at steady state and hence optimal steady-state variables are indicated by \(\bar{\cdot}\). The optimality conditions of this problem entail
\[
x^\star = f(\bar{x}^\star, \bar{u}^\star),
\]
\[
\lambda^\star = f_x^\top \bar{\lambda}^\star + \ell_x + g_x^\top \bar{\mu}^\star,
\]
\[
0 = f_u^\top \bar{\lambda}^\star + \ell_u + g_u^\top \bar{\mu}^\star.
\]
\[4\text{A feasible primal pair } (\bar{x}, \bar{u}) \text{ satisfying } (6b) \text{ in discrete time or } (10b) \text{ in continuous time is called a controlled equilibrium.}\]
Notice that the optimality conditions (7) of the stationary problem (6) coincide with the full NCOs (5) of OCP (1) if only constant solutions are considered.

The continuous-time counterpart to (5) can be obtained via a classical direct adjoining approach, i.e. one considers the Hamiltonian
\[ H(x, u, \lambda, \mu) = \lambda^0 \ell(x, u) + \lambda^\top f(x, u) + \mu^\top g(x, u). \]
Excluding abnormal problems we set \( \lambda^0 \equiv 1 \) and then the Pontryagin Minimum Principle reads
\[
\dot{x}^* = f(x^*, u^*), \quad x^*(0) = x_0, \\
\dot{\lambda}^* = f_x^\top \lambda^* + \ell_x + g_x^\top \mu^*, \quad \lambda^*(T) = \left( \varphi_x + \psi_x^\top \mu^* \right)_{|t=T}, \\
0 = f_u^\top \lambda^* + \ell_u + g_u^\top \mu^*, \\
H(x^*, u^*, \lambda^*, \mu^*) \leq \min_{u \in U(x^*)} H(x^*, u, \lambda^*, \mu^*).
\]

Similar to the discrete-time case, we have left out some technical conditions which do not affect the further developments. Specifically, in the time-invariant setting considered here the Hamiltonian is constant along optimal solutions \( H(x^*, u^*, \lambda^*, \mu^*) = \text{const} \) and the adjoints satisfy \( (\lambda_0, \lambda^*(t)) \neq 0 \) for all \( t \in [0, T] \). Moreover, in analyzing the continuous-time OCPs state path constraints (3c) can lead to difficulties. Hence, one usually either restricts the setting to mixed-input-state constraints combined with a linear independence condition, or one limits the degree of pure state path constraints, or one considers optimality conditions formulated in terms of bounded variation. We refer, e.g., to Hartl et al. (1995) for comments and insights. Here, however, we will be able to avoid those technicalities by assuming for OCP (1), respectively, OCP (3) that the turnpike properties to be analyzed occur in the interior of the constraint set \( \mathcal{Z} \).

The steady-state optimization problem corresponding to OCP (3) reads
\[
\min_{\bar{x}, \bar{u}} \ell(\bar{x}, \bar{u}) \\
\text{subject to} \\
0 = f(\bar{x}, \bar{u}), \\
0 \geq g(\bar{x}, \bar{u}).
\]
The reader will face no difficulties in verifying that also in continuous time the optimality conditions of the stationary problem (10) correspond to the full NCOs (9) of OCP (3) if constant solutions are considered.

2. Definition and Taxonomy of Turnpike Properties

In many applications it is of interest to consider the solutions of OCPs for varying problem data such as parameters of the underlying dynamics—(1b) respectively (3b)—, different initial conditions \( x_0 \) of said model, or varying length of the optimization horizon \( T \) in (1), respectively, in (3). Classical sensitivity theory (Fiacco 1976) provides a handle for locally analyzing the former, i.e. for small parametric variations. In contrast, turnpike theory aims at a non-local analysis of the structure of solutions for varying initial conditions \( x_0 \) and horizons \( T \) over a large range of values. Hence, we consider OCP (1)
it will be uncountable. As we will see later, the size of the maximal set \( X \)
depending on the considered input constraints and the properties of (1b) / (3b), the set \( B \)
for an informal definition), and let \( \{ \). Let \( \bar{\chi} \) be some controlled equilibrium satisfying (6b) / (10b) (see Footnote 4
for an informal definition), and let \( B, (\bar{\chi}) \) be a ball of radius \( \varepsilon > 0 \) centred at \( \bar{\chi} \). Turnpike
theory tries to establish global properties of the following type:
\[
\forall x_0 \in X_0, \forall T > 0, \forall \varepsilon > 0, \quad \text{[time]} \chi^*(\cdot; x_0) \notin B, (\bar{\chi})] \leq \nu(\varepsilon) < \infty
\]
where \( \nu : [0, \infty) \rightarrow \mathbb{R} \cap \infty \) is independent of the actual horizon length \( T \) and of the
initial condition \( x_0 \). Naturally, the conceptual property above calls for precisions and
further comments: With respect to which variables \( \chi \in \{ x, u, \lambda, \mu \} \) shall the closeness be established? How to measure/express the time spent outside of \( B, (\bar{\chi}) \)? Besides these technical aspects it is imperative to notice two issues: (a) The conceptual statement above becomes trivial, if the considered horizons \( T \) are bounded from above by a finite number. (b) The property is to be established for all \( x_0 \in X_0 \). Thus, given \( X_0 \) is more complex than a simple \( \varepsilon \)-ball, one aims at establishing a non-local (similarity) property of optimal solutions for varying initial conditions and varying horizon length.

2.1. Motivating Example. To illustrate the turnpike phenomenon, we consider a simple
example dating back to Cliff & Vincent (1973). The OCP at hand reads
\[
\min_{u(\cdot) \in C([0, T], \mathcal{U})} \int_0^T \left[ ax(t) + bu(t) - cx(t)u(t) \right] dt, \quad \text{subject to}
\]
\[
\dot{x} = x(x_s - x - u), \quad x(0) = x_0 > 0
\]
\[
\forall t \in [0, T] : u(t) \in [0, u_{\max}]
\]
\[
\forall t \in [0, T] : x(t) \geq x_{\min}
\]
The state \( x \) is the fish density in a certain habitat, the control \( u \) is the fishing rate, and the parameter \( x_s \) describes the highest sustainable fish density. In slightly modified form—i.e., with an additional terminal constraint and the state constraint \( x(\tau) > 0 \)—this
OCP is analyzed by Cliff & Vincent (1973) and in Carlson et al. (1991, Chap. 3.3).

The parameter values are \( a = 1, b = c = 2, x_s = u_{\max} = 5, x_{\min} = 0.1 \). In case the state constraint \( x \geq x_{\min} \) is active on some interval \([\tau_{\text{act}}, \tau_{\text{deact}}]\), it is easily verified that
\( u(t) = x_s - x_{\min} > 0, \forall t \in [\tau_{\text{act}}, \tau_{\text{deact}}] \). However, for sufficiently small but positive
\( x_{\min} \), if \( x_0 = x_{\min} \), the optimal solutions depart from the state constraint immediately.

The considered OCP has exactly one singular arc of order two along which
\[
\bar{x} = \frac{1}{2} x_s + \frac{b - a}{2c} > x_{\min}, \quad \bar{u} = x_s - \bar{x}, \quad \bar{\lambda} = c - \frac{b}{\bar{x}}, \quad \bar{\mu} = 0,
\]
i.e. primal and dual variables are at steady state. We refer to Bryson & Ho (1969), Zelikin
& Borisov (1994) for details on the analysis of singular arcs and to Carlson et al. (1991,
Chap. 3.3) for details on the derivation of the singular arc in this example. As long as
the state constraint does not become active, the optimal input signal for this OCP takes only three values $u^*(t; x_0) \in \{0, \bar{u}, u_{max}\}$ for all $t \in [0, T]$ and all $x_0 \geq x_{min}$.

Figure 1 shows numerical results for initial conditions $x_0 \in X_0 = \{0.5, 2.5, 4.5\}$ and horizons $T \in \{1.0, 1.1, 1.2\}$. As one can see, the optimal solutions all comprise three distinct arcs: the turnpike entry arc, the turnpike arc, and the leaving arc. Put differently, all solutions enter the steady state at $(\bar{x}, \bar{u})$ exactly. Moreover, while the primal variables enter $(\bar{x}, \bar{u})$, the adjoint $\lambda$ also reaches its steady value $\bar{\lambda}$. Notice that, despite different initial conditions and different horizons, the optimal solutions are qualitatively similar, i.e. they have the middle arc along which the optimal solutions are stationary in common. As demanded by (11), the time the optimal solutions spent outside of the steady state triplet $(\bar{x}, \bar{u}, \bar{\lambda})$ is bounded independent of the horizon length.

2.2. Turnpike Definitions. In order to be more precise, we turn towards a discrete-time definition of the turnpike phenomenon which was introduced by Grün (2013), see also (Zaslavski 2006, first paragraph of Chapter 8) for an earlier though different definition.

**Definition 1** (Discrete-time (cardinality) turnpike). OCP (1) is said to have a turnpike at $\xi$, $\xi \in \{x, (x, u), (x, u, \lambda, \mu)\}$ if there exists a function $\nu_\xi : [0, \infty) \to [0, \infty]$ such that, for all $x_0 \in X_0$ and all $T \in \mathbb{N}$,

\[ \#Q_{\xi, T}(\epsilon) \leq \nu_\xi(\epsilon) < \infty \quad \forall \epsilon > 0, \]

where

\[ Q_{\xi, T}(\epsilon) = \{ t \in \{0, \ldots, T-1\} \mid \| \xi^*(t; x_0) - \xi \| > \epsilon \} \]

and $\#Q_{\xi, T}(\epsilon)$ is the cardinality of $Q_{\xi, T}(\epsilon)$.

\[ ^5 \text{We remark that for turnpike analysis it is in general not crucial that the optimal solutions enter the turnpike at } (\bar{x}, \bar{u}) \text{ exactly. Indeed, as we comment subsequently, in many cases the solutions will only get arbitrarily close, see also Remark 1 and the specific turnpike definitions below.} \]
• If $\xi = x$, then OCP (1) is said to have a state turnpike at $\bar{x}$.
• If $\xi = (x, u)$, then OCP (1) is said to have an input-state turnpike at $(\bar{x}, \bar{u})$.
• If $\xi = (x, u, \lambda, \mu)$, then OCP (1) is said to have a primal-dual turnpike at $(\bar{x}, \bar{u}, \bar{\lambda}, \bar{\mu})$.

Moreover, if
$$\lim_{\varepsilon \searrow 0} \nu_\xi(\varepsilon) < \infty$$
then the turnpike property is said to be exact.

Usually, one refers to the steady-state variables $\{\bar{x}, (\bar{x}, \bar{u}), (\bar{x}, \bar{u}, \bar{\lambda}, \bar{\mu})\}$ simply as the turnpike. Historically, many results have addressed the case of state turnpikes, while the input-state and the primal-dual case have received attention more recently. One important aspect in these developments has been the research on converse turnpike results, i.e. analyzing the implications if an OCP is assumed to exhibit a specific turnpike property. We will come back to this point later in Section 3.1.

The continuous-time counterpart to Definition 1 was proposed in (Faulwasser et al. 2014, Faulwasser & Bonvin 2015). However, the conceptual idea has already been used in earlier results (Carlson et al. 1991, Thm. 4.2). Using again the placeholder variable $\xi$, we define the set

$$\Theta_{\xi,T}(\varepsilon) = \{t \in [0, T] \mid \|\xi^*(t; x_0) - \bar{\xi}\| > \varepsilon\}.$$  

Definition 2 (Continuous-time (measure) turnpike). OCP (3) is said to have a turnpike at $\bar{\xi}, \xi \in \{x, (x, u), (x, u, \lambda, \mu)\}$ if there exists a function $\nu_\xi : [0, \infty) \to [0, \infty]$ such that, for all $x_0 \in X_0$ and all $T \in \mathbb{R}^+$, we have

$$\mu[\Theta_{\xi,T}(\varepsilon)] \leq \nu_\xi(\varepsilon) < \infty \quad \forall \varepsilon > 0,$$

where $\mu[\cdot]$ is the Lebesgue measure on $\mathbb{R}$.

• If $\xi = x$, then OCP (3) is said to have a state turnpike at $\bar{x}$.
• If $\xi = (x, u)$, then OCP (3) is said to have an input-state turnpike at $(\bar{x}, \bar{u})$.
• If $\xi = (x, u, \lambda, \mu)$, then OCP (3) is said to have a primal-dual turnpike at $(\bar{x}, \bar{u}, \bar{\lambda}, \bar{\mu})$.

Moreover, if
$$\lim_{\varepsilon \searrow 0} \nu_\xi(\varepsilon) < \infty$$
then the turnpike property is said to be exact.

The two previous definitions (in their non-exact variants) state the most general turnpike properties we will encounter in this chapter. The reason being that, in principle, the measure/cardinality based properties allows for cases where optimal solutions would temporarily depart and return from the turnpike neighborhood. For the case of exact state turnpikes it is easy to verify that this cannot be the case (Faulwasser & Bonvin 2017, Lem. 1). For the non-exact case, which was called approximate in (Faulwasser & Bonvin 2015), similar statements can be made using dissipativity conditions (Faulwasser, Grüne, Humaloja & Schaller 2020).

Occasionally, exact turnpike are also denoted as finite turnpikes (Gugat et al. 2020). Here, however, we stick to the wording coined in (Carlson et al. 1991, Chap. 2).
To continue our exploration of different turnpike concepts, we turn toward a stronger notion where instead of measures and cardinalities the deviation of optimal solutions from their turnpike values is bounded in time by an exponential function. This kind of turnpike property was first observed in the economics literature, see, e.g., (Bewley 1982, Theorem (4.5)) or (McKenzie 1986, Theorem 10.1). Here we give a definition that appears in similar form, e.g., in (Porretta & Zuazua 2013) or (Damm et al. 2014).

**Definition 3** (Exponential turnpike) The discrete-time OCP (1) is said to have an exponential turnpike at $\bar{\xi}$, $\xi \in \{x, (x,u),(x,u,\lambda,\mu)\}$ if there exist $C > 0$, $\rho \in [0,1)$ such that, for all $x_0 \in X_0$ and all $T \in \mathbb{N}$,

\[
\|\hat{\xi}^*(t;x_0) - \bar{\xi}\| \leq C (\rho^T + \rho^{T-t}) .
\]  

Similarly, the continuous-time OCP (3) is said to have an exponential turnpike at $\bar{\xi}$, $\xi \in \{x, (x,u),(x,u,\lambda,\mu)\}$ if there exist $C > 0$, $\gamma > 0$ such that, for all $x_0 \in X_0$ and all $T \in \mathbb{R}$, if (18) holds with $\rho = e^{-\gamma}$.

One can show that the exponential turnpike property implies the cardinality/measure variant as one computes from (18) that

$$\mu[\Theta_{\xi,T}(\varepsilon)] = \max \{0, 2t_1(\varepsilon, T)\}, \quad t_1(\varepsilon, T) = -\frac{1}{\gamma} \left( \frac{\varepsilon}{2C} + \sqrt{\frac{\varepsilon^2}{4C^2} - e^{-\gamma T}} \right).$$

Here $t_1(\varepsilon, T)$ can be interpreted as the worst-case time the optimal solutions enter the $\varepsilon$-ball around the turnpike. This derivation uses that the symmetry of the right hand side in (18) implies $T - t_1(\varepsilon, T) = t_2(\varepsilon, T)$, where $t_2(\varepsilon, T)$ is the worst-case time the optimal solutions leave the $\varepsilon$-ball. Hence, one has that

$$\mu[\Theta_{\xi,T}(\varepsilon)] \leq \max \left\{ 0, -\frac{2}{\gamma} \ln \frac{\varepsilon}{2C} \right\} .$$

Similarly, in the discrete-time case (18) implies

$$\#Q_{\xi,T}(\varepsilon) \leq \min \left\{ k \in \mathbb{N} \mid -\frac{2}{\gamma} \log_{\rho} \frac{\varepsilon}{2C} \leq k \right\} .$$

Summing up, the definitions of the cardinality/measure turnpike and the exponential variants provide the blueprint for a number of specific variants such as, e.g., exponential input-state turnpikes etc. That is, one can create taxonomy of turnpike properties with respect to two different dimensions:

- characterization by the asymptotics of how the closeness of optimal solutions to the turnpike is measured—i.e. the difference of Definition 1/2 and Definition 3—,

- characterization by the arguments/variables of what is close to its turnpike value—i.e., the difference between subvariants in Definition 1/2.

This taxonomy is sketched in Figure 2 and we notice that it is not entirely complete. For example, Gugat & Hante (2019) investigate a stronger-than-measure-turnpike weaker-than-exponential-turnpike result for OCPs comprising infinite-dimensional hyperbolic systems and strict convexity assumptions for the objective. Specifically, it is shown that the optimal control profiles are close to their stationary values in a time-averaged sense.
Characterization by Asymptotics

- exponential turnpike
- measure/cardinality turnpike

Characterization by Argument

- state turnpike
- input turnpike
- state-input turnpike
- dual turnpike
- primal-dual turnpike

**Figure 2.** Taxonomy of turnpike properties with respect to the asymptotics of the optimal solutions (left) and with respect to considered arguments (right).

In other words, instead of an exponential bound—see (18) for the discrete-time version—a weaker integrable bound is established. Theorem 1 and Theorem 2 in (Gugat & Hante 2019) establish input turnpike properties. The latter under integrality constraints for the controls. For problems arising in OCPs comprising finite-dimensional mechanical systems, (Faulwasser et al. 2019, Faulwasser, Fläskamp, Ober-Blöbaum & Worthmann 2020) recently proposed the consideration of hyperbolic bounds.

During the first 50-60s years after the foundational quote by Dorfman et al. (1958),—and quite surprisingly given the numerous works and the impact of turnpike results—precise definitions of turnpike properties have been, to the best of our knowledge, not been common in the literature. Actually, the book of Zaslavski (2006) appears to be the first to present an explicit turnpike definition. This implies that the vast majority of classical turnpike results does not adhere to any kind of taxonomy and define the property under consideration in an ad-hoc manner. Rather most of those results are denoted simply as turnpike results.

Putting the taxonomy proposed above in use, we note that originally state turnpike properties have been in the focus of many works in economics (McKenzie 1976, Carlson et al. 1991). The need to extend to input-state turnpikes arose in receding-horizon and predictive control (Faulwasser & Bonvin 2015) and in the investigation of converse turnpike results (Grüne & Müller 2016, Faulwasser et al. 2017). We remark that especially converse turnpike analysis relies on precise definitions of the phenomenon. In parallel to the developments driven by receding-horizon and predictive control, the move towards primal-dual (exponential) turnpikes was done by Porretta & Zuazua (2013), Trélat & Zuazua (2015). We will comment in Section 3.1 on the differences in the technical analysis of the varying approaches. Moreover, in Section 3.2 we will comment on the extension towards infinite horizons.
3. Generating Mechanisms

Before entering the technical analysis we informally illustrate the mechanisms that generate turnpike phenomena. To this end, we consider the three distinct arcs of turnpike solutions—the entry arc, the turnpike arc, and the leaving arc—separately. Notice that the characteristic leaving arc is not required by the Definitions 1–3.

For the sake of illustration, we revisit the fish harvest problem from Section 2.1. Figure 3 illustrates the geometry of OCP (12) in the $x−u$ plane (right) while also recalling the optimal trajectories (left). The dashed black line in the right hand side figure depicts the set of steady states given by $0 = x(x_s − x − u)$, and the coloured lines are the contour lines of $\ell(x, u)$. The red cross marks the optimal steady state at which the set of steady states is tangent to the contour lines of the objective. This point coincides with the primal variables of the singular arc (13).

Figure 3 provides an intuitive explanation why the problem at hand exhibits the turnpike phenomenon: It is easily verified that the singular arc (13) corresponds to the unique KKT point of the steady-state optimization problem (10) for OCP (12). Moreover, one can directly infer that above the steady-state set (= dashed black line), the dynamics of (12b) points in the direction of lower $x$ values, while below the steady-state set it points in the direction of increasing $x$ values.

In other words, the fact that the optimal solutions approach the turnpike clearly requires (at least asymptotic) controllability properties of the dynamics. Moreover, reaching the turnpike implicitly expresses that there does not exist any other set or
state than the turnpike \((\bar{x}, \bar{u})\) where the system can stay infinitely long and which has better time-averaged performance than \(\ell(\bar{x}, \bar{u})\)\(^7\).

Finally, comparing the left and right hand side plots in Figure 3, one may observe that the characteristic leaving arc steers the system to the transient domain above the steady-state set, where for the final part of the time horizon the optimal solutions are at a domain of lower values of \(\ell\). Note that, however, the system can only stay a limited amount of time in this domain due to the system dynamics and the constraints.

At first glance, one may conjecture that the characteristic turnpike phenomenon is induced by the fact that for sufficiently long horizons OCP (12) exhibits the unique and stationary singular arc \((\bar{x}, \bar{u})\). However, as we show next, this is not the case. To this end, we modify OCP (12) as follows
\[
\ell(x, u) = \frac{1}{2} \left( (x - x_c)^2 q + (u - u_c)^2 \right), \quad \varphi(x) = -\frac{1}{2} x^2, \quad \psi(x) = 0
\]
with \(x_c = 4, u_c = 5\) and \(q = 10\). Due to the quadratic input penalization, OCP (12) with (19) is not singular. The left hand side of Figure 4 shows its numerical solutions. As one can see, despite the changes to the objective, the optimal solutions also show the turnpike phenomenon. The right hand side of Figure 4 illustrates again the geometry in the \(x - u\) plane. Recall that without a Mayer term (and with bilinear Lagrange term \(\ell\)) the optimal solutions of OCP (12) exhibited a leaving arc approaching the domain with lower values of \(\ell\), cf. Figure 3. Observe that in OCP (12) with (19) the Mayer term \(\varphi(x) = -\frac{1}{2} x^2\) is dominant compared to the Lagrange cost \(\ell\). Hence, the turnpike leaving arcs approach a part of the \(x - u\) plane with higher running cost \(\ell\) but lower terminal cost \(\varphi\), see Figure 4.

Finally, we consider a third variation of OCP (12) by changing (19) to
\[
\ell(x, u) = \frac{1}{2} \left( (x - x_c)^2 q + (u - u_c)^2 \right), \quad \varphi(x) = 0, \quad \psi(x) = x - x_f,
\]
with \(x_c = 3.64, u_c = 1.37, q = 10\), and \(x_f = 3\). The left hand side of Figure 5 shows the numerical solutions for the arising problem with the resulting terminal equality constraint \(\psi(x) = x - 3 = 0\).

Table 1. Comparison of the three variants of the optimal fish harvest problem.

| OCP       | Primal Perspective                                      | Adjoint Perspective                                      |
|-----------|--------------------------------------------------------|----------------------------------------------------------|
| (12)      | \(\exists \tau < T \forall t \in [\tau, T] : \ell(x^*(t), u^*(t)) < \ell(\bar{x}, \bar{u})\) | \(\lambda \neq \lambda^*(T) = 0\)                       |
| (12) & (19)| \(\int_0^T \ell(x^*(t), u^*(t))dt + \varphi(x^*(T))\)  | \(\bar{\lambda} \neq \lambda^*(T) = \varphi(x^*(T))\) |
| (12) & (20)| \(\int_0^T \ell(x^*(t), u^*(t))dt \text{ with } \psi(x^*(T)) = 0\) | \(\bar{\lambda} \neq \lambda^*(T)\)                   |

\(^7\)This observation indicates that the turnpike phenomenon is closely linked to a property which was coined at optimal operation at steady state, which in turn is closely linked to overtaking optimality (Carlson et al. 1991). This property requires that in a time-averaged sense a dynamic system is optimally operated at a specific steady state. For details and the link to dissipativity of OCPs see (Müller et al. 2015) for the discrete-time case and Faulwasser et al. 2017 for continuous-time results.
Figure 4. Fish harvest example with quadratic objective and Mayer term [19] with pairs of $x_0$ and $T$: $x_0 = 0.5, T = 2.0; x_0 = 2.5, T = 2.1;$ and $x_0 = 4.5, T = 2.2$. Left: optimal state, input and adjoint trajectories. Right: $x - u$ plane with optimal trajectories and contour lines of the Lagrange function $\ell(x, u)$ (coloured), and the set of admissible steady states (dashed black).

Figure 5. Fish harvest example with quadratic objective and terminal constraint [20] with pairs of $x_0$ and $T$: $x_0 = 0.5, T = 2.0; x_0 = 2.5, T = 2.1;$ and $x_0 = 4.5, T = 2.2$. Left: optimal state, input and adjoint trajectories. Right: $x - u$ plane with optimal trajectories and contour lines of the Lagrange function $\ell(x, u)$ (coloured), and the set of admissible steady states (dashed black).
Observe that, despite the fact that the center point of the convex quadratic objective $x_c = 3.64, u_c = 1.37$ being an unconstrained minimizer of $\ell$ and a steady state, optimal solutions still show the turnpike leaving arc. This is because the problem data (20) implies that the optimal solutions have to depart from $(\bar{x}, \bar{u})$ to meet the terminal equality constraint $\psi(x(T)) = 0$.

Based on the three considered variants of the optimal fish harvest problem, one can identify three different mechanisms which induce the characteristic turnpike leaving arc, i.e. the departure from the neighborhood of the optimal steady state towards the end of the horizon. The middle column of Table 1 concisely recalls the primal perspective, which we already discussed. Therein, $\tau < T$ denotes a time after which the running cost along the leaving arc is smaller than at the turnpike.

While the middle column describes the turnpike phenomenon that we see in the primal variables, the right hand side column of Table 1 shows the dual perspective, which provides additional valuable insights. Indeed, besides the different Lagrange functions $\ell$, the three considered OCPs differ in terms of the transversality conditions, i.e. the terminal constraint for the adjoint variable $\lambda$.

In case of the original OCP (12), the absence of a Mayer term implies $\lambda^*(T) = 0$, which differs from the steady value of $\bar{\lambda}$ given in (13). For (12) with (19), the Mayer term implies $\lambda^*(T) = \varphi_x(x^*(T))$. Here we have chosen the Mayer term such that $\bar{\lambda} \neq \lambda^*(T) = \varphi_x(x^*(T))$. In other words, for the first two variants of the fish harvest problem, it is the difference between the turnpike value of the adjoint and the corresponding boundary conditions—$\bar{\lambda} \neq \lambda^*(T)$—which creates the leaving arc. The third variant—i.e., (12) with (20)—includes a terminal equality constraint $\psi(x^*(T)) = 0$. As we consider $\psi(x) = x - 3$, and $\bar{x} = 3.64 \neq x^*(T)$, in this case it is the primal terminal constraint, which forces the optimal solutions to leave the optimal steady state $(\bar{x}, \bar{u})$.

In summary, we arrive at the following observations:

- The turnpike entry requires asymptotic reachability properties. It is triggered by the fact for sufficiently long horizons it is optimal in a time averaged sense to approach the turnpike.
- The turnpike as such is the globally optimal steady state of the dynamics under the considered Lagrange function $\ell$.
- The characteristic leaving arc is induced whenever the terminal constraints (either for the primal or the dual variables) present in the optimality system (9) do not correspond to the turnpike variables. Specifically, this implies that either a primal mismatch between the turnpike state and the terminal equality constraints $\bar{x} \notin \{x \in \mathbb{R}^n | \psi(x) = 0\}$ or a dual mismatch between $\bar{\lambda} \neq \lambda^*(T)$ occurs. In the latter case, it is well-known that the transversality conditions for $\lambda^*(T)$ (5b) / (9b) are governed by the interplay of the Mayer term $\varphi$ and the terminal inequality constraints $\psi(x) \leq 0$, see [Bryson & Ho 1969].

**Remark 1** (Exactness of turnpikes). The careful reader will have noticed that in case of OCP (12) the turnpike property is indeed exact as the optimal solutions enter the optimal steady state, which coincides with the singular arc (13). Intuitively, it is clear...
that whenever a turnpike property is exact this induces additional structure to the optimality system \((9)\). Indeed under fairly mild technical assumptions it has been shown in (Faulwasser & Bonvin 2017, Thm. 3) that whenever the only singular arc is a steady state of \((9)\), then, if they exist, turnpikes are exact. More generally, whenever the set of control values taken is finite, the turnpike will be exact with respect to the inputs. This occurs frequently in case of mixed-integer OCPs, see Faulwasser & Murray (2020) for first steps in this direction. We remark that recently it has been shown \(L_1\) tracking terms can also induce exact turnpikes phenomena in finite dimensional OCPs (Gugat et al. 2020) and that certain objectives induce exactness of turnpikes also in Hilbert spaces.

Finally, in (Zanon & Faulwasser 2018, Remark 3 and Lemma 3) we argued that turnpikes in the interior of \(Z\) are never exact provided that the Jacobian linearization at \((\bar{x}, \bar{u})\) is controllable and the steady state problem satisfies differentiability assumptions and LICQ, see also Faulwasser & Zanon (2018) for the discrete-time analysis.

3.1. Necessary and Sufficient Conditions for Turnpikes. As the examples in the previous section showed, the turnpike property is easily observed numerically by looking at simulated optimal trajectories. However, the fact that closed-form expressions of optimal trajectories are hardly ever available indicates that this is not a feasible way to obtain rigorous statements about the presence of the turnpike property.

To this end, sufficient and necessary conditions have been developed in the literature, which we survey in this section. One obvious necessary condition is approximate asymptotic controllability to \(\bar{\xi}\). This property demands that for all neighborhoods \(N\) of \(\bar{\xi}\) there exists \(\tau > 0\) such that for all initial conditions \(x_0 \in X_0\) and all \(T > 0\) there is an admissible control \(u(\cdot)\) with \(\xi(t; x_0) \in N\) for all \(t \in [\tau, T]\). For affine linear systems \(\dot{x} = Ax + Bu + c\) and \((\bar{x}, \bar{u}) \in \text{int} Z\), one easily sees that this property is equivalent to stabilizability of the pair \((A, B)\).

The existing sufficient conditions can be divided into two classes: (i) conditions based on necessary optimality conditions and (ii) conditions based on dissipativity. Regarding (i), Trélat & Zuazua (2015) provide a prototype example for finite dimensional systems. Essentially, suitable conditions on the Hamiltonian \((8)\) of the OCP are formulated, which allow to conclude the continuous-time primal-dual exponential turnpike property. This approach can be extended to larger classes of systems, for instance, to optimal control problems governed by PDEs, as in, e.g., (Porretta & Zuazua 2013, Zuazua 2017, Grüne, Schaller & Schiela 2020) or to shape optimization problems (Lance et al. 2020). It should be mentioned that several of these references consider linear-quadratic problems as a special case or as a local approximation of more general nonlinear problems. This allows to use the Riccati equation as an alternative way to formulate necessary conditions for optimality, and thus also to derive sufficient conditions for turnpike behaviour, typically in form of detectability conditions.

Regarding (i), dissipativity-based approaches rely on the systems-theoretic notion of dissipativity introduced by Willems (1972), typically in a strict form. This property requires the existence of so-called storage and supply functions \(S : X \to \mathbb{R}\) and \(w : X \times U \to \mathbb{R}\), which satisfy the inequality

\[
\nabla S^T(x)f(x, u) \leq w(x, u) - \alpha(||x - \bar{x}|| + ||u - \bar{u}||)
\]
for continuous-time problems and
\[(22) \quad S(f(x, u)) - S(x) \leq w(x, u) - \alpha(||x - \bar{x}|| + ||u - \bar{u}||)\]
for discrete-time problems, where \(\alpha \in K_\infty\) and \(S\) is bounded from below. For some purposes it is sufficient that only \(||x - \bar{x}||\) appears in the argument of \(\alpha\) in (21) or (22).

The link to the OCPs introduced in the last section is then established by specifying \(w(x, u) = \ell(x, u) - \ell(\bar{x}, \bar{u})\).

The earliest result we are aware of that proves that strict dissipativity (plus an appropriate controllability property) implies the turnpike property can be found in Gr"une et al. [1991], Theorem 4.2. The respective Assumption 4.2 in this reference requires the existence of a linear storage functions \(S(x) = \bar{p}^T x\). The proof, however, is easily extended to general \(S\), see Gr"une [2013], Theorem 5.6, in discrete time and Faulwasser et al. [2017], Theorem 2) in continuous time. The proof idea is actually very easy; we sketch the idea in discrete time for state turnpike in a problem with terminal cost \(\varphi \equiv 0\): assume that the optimal trajectory \(x^*\) stays outside an \(\varepsilon\)-ball around \(\bar{x}\) for an amount of time instances \(K(T)\) that grows unboundedly as \(T\) tends to infinity. Then summing up (22) along the optimal trajectory yields
\[V_T(x_0) = \sum_{t=0}^{T-1} \ell(x^*(t), u^*(t)) \geq T\ell(\bar{x}, \bar{u}) - S(x_0) + S(x^*(T)) + K(T)\alpha(\varepsilon)\]
\[\geq C + T\ell(\bar{x}, \bar{u}) + K(T)\alpha(\varepsilon),\]
where \(C\) is a constant that is independent of \(T\) (here the lower bound on \(S\) is important because \(x^*(T)\) may vary with \(T\)). Now, if in addition the inequality
\[(23) \quad V_T(x_0) \leq \tilde{C} + T\ell(\bar{x}, \bar{u})\]
holds for a constant \(\tilde{C}\) independent of \(T\), then we arrive at a contradiction, implying that \(K(T)\) must be bounded as \(T \to \infty\), from which the turnpike property can be concluded. Inequality (23) can be ensured by controllability or stabilizability properties of the dynamics, see, e.g., Theorem 6.4 in Gr"une [2013]. An assumption of this kind is imposed in all dissipativity based proofs of the turnpike property. Notice that the proof as sketched above requires the dissipation inequalities and (21) and (22) to hold only along optimal solutions. Moreover, in the continuous-time case, the integral counterpart to (21) suffices.

As this sketch already indicates, dissipativity-based proofs of the turnpike property typically only deliver measure or cardinality turnpike. Yet, under additional conditions

\[\alpha \in K_\infty\]

As usual, \(K_\infty\) denotes the space of functions \(\alpha : [0, \infty) \to [0, \infty)\) that are continuous, strictly increasing and unbounded with \(\alpha(0) = 0\).

The integral counterpart to (21) reads
\[S(x(T)) - S(x_0) \leq \int_0^T \ell(x, u)dt - \int_0^T \alpha(||x(t) - \bar{x}|| + ||u(t) - \bar{u}||)dt.\]
This can also be written as
\[S(x(T)) - S(x_0) \leq V_T(x_0) - \int_0^T \alpha(||x(t) - \bar{x}|| + ||u(t) - \bar{u}||)dt,\]
which highlights that the dissipation inequality—specifically the storage function \(S\)—provides a lower bound on \(V_T\), see also Willems [1971], Faulwasser & Kellett [2020].
on the problem data one can also obtain exponential turnpike \cite{Damm_2014}, which is particularly interesting because it provides a direct way to establish exponential turnpike for nonlinear systems without having to resort to linearization arguments. Strict dissipativity inequalities as in (21) or (22) yield the input-state turnpike property, while if one uses $\alpha(||x - \bar{x}||)$ instead of $\alpha(||x - \bar{x}|| + ||u - \bar{u}||)$ in these inequalities one obtains the state turnpike property. As there is no direct connection between strict dissipativity and necessary optimality conditions, there is no direct access to the dual variables in this approach and hence—to the best of our knowledge—no direct way to obtain primal-dual turnpike properties from strict dissipativity. However, under suitable assumptions on the optimal control problem, the primal-dual turnpike property follows from the input-state turnpike property \cite{Faulwasser_2020}.

As we will discuss in Section 4 below, strict dissipativity is a very useful property in the context of model predictive control, which allows for deriving qualitative properties of the approximately optimal trajectory generated by this method. It is thus natural to ask how much stronger strict dissipativity is compared to the mere occurrence of the turnpike property. In \cite{Grune_2016} it was shown for discrete-time controllable systems, that strict dissipativity (with $\alpha(||x - \bar{x}||)$ instead of $\alpha(||x - \bar{x}|| + ||u - \bar{u}||)$) is equivalent to a robust variant of the state-turnpike property. This robust variant demands that not only optimal but also near-optimal trajectories exhibit turnpike behavior, i.e. the turnpike property is robust with respect to perturbations of optimal trajectories. These results can be refined for linear-quadratic problems in both discrete and continuous time, see \cite{Grune_2018, Grune_2020}.

3.2. Finite and Infinite-Horizon Cases. So far we have considered turnpike properties on finite time horizons $T$. While it is important to allow for arbitrarily long horizons $T$, until now each $T$ under consideration was finite. It is, however, also possible (and not uncommon in the literature) to define the turnpike property for optimal control problems on an infinite time horizon. In the discrete-time case, the optimization criterion (1a) then becomes

$$\begin{align*}
V_\infty(x_0) &= \inf_{u(\cdot)} \sum_{k=0}^{\infty} \ell(x(k), u(k)),
\end{align*}$$

the conditions (1b) and (1c) are required for all $k \in \mathbb{N}_0$, and the terminal constraint (1d) is dropped. In continuous time, the changes are analogous.

Definition (24) must be interpreted with care, because in general the infinite sum need not converge. In case an optimal equilibrium exists, the usual remedy is to replace $\ell(x, u)$ by $\ell(x, u) - \ell(\bar{x}, \bar{u})$. This implies that $V_\infty(\bar{x}) < \infty$ and then additional regularity assumptions are imposed (e.g., bounds and continuity assumptions on the storage function $S$ and on $V_\infty$) in order to ensure that the problem is well posed. This procedure is adopted, e.g., in \cite{Grune_2017} (Chapter 7). Alternatively, optimality can be defined using the notion of overtaking optimality \cite{Carlson_1991, Blot_2014}, which can in particular be exploited for analyzing turnpike properties for time-varying systems \cite{Grune_2018}.

Note that the optimal trajectories are now defined for all $k \in \mathbb{N}_0$. The translation of the turnpike properties from finite to infinite time horizon can then be performed
almost formally: it suffices to replace “$T$” by “$\infty$” in the definitions. For instance, the definition of cardinality turnpike in the discrete-time case becomes:

**Definition 4 (Discrete-time (cardinality) turnpike for infinite horizon problem).** OCP \((24)\) is said to have a turnpike at \(\xi, \xi \in \{x, (x, u), (x, u, \lambda, \mu)\}\) if there exist a function \(\nu_{\xi}: [0, \infty) \rightarrow [0, \infty]\) such that, for all \(x_0 \in \mathbb{X}_0\),

\[
\#Q_{\xi, \infty}(\varepsilon) \leq \nu_{\xi}(\varepsilon) < \infty \quad \forall \varepsilon > 0,
\]

where

\[
Q_{\xi, \infty}(\varepsilon) \equiv \{t \in \mathbb{N} \mid \|\xi^\star(t; x_0) - \bar{\xi}\| < \varepsilon\}
\]

and \(\#Q_{\xi, \infty}(\varepsilon)\) is the cardinality of \(Q_{\xi, \infty}(\varepsilon)\).

- If \(\xi = x\), then OCP \((24)\) is said to have a state turnpike at \(\bar{x}\).
- If \(\xi = (x, u)\), then OCP \((24)\) is said to have an input-state turnpike at \((\bar{x}, \bar{u})\).
- If \(\xi = (x, u, \lambda, \mu)\), then OCP \((24)\) is said to have a primal-dual turnpike at \((\bar{x}, \bar{u}, \bar{\lambda}, \bar{\mu})\).

It is easy to check that this definition implies that for each \(x_0 \in \mathbb{X}_0\) and each \(\varepsilon > 0\) there is \(T_{\varepsilon} > 0\) such that

\[
\|\xi^\star(t; x_0) - \bar{\xi}\| \leq \varepsilon
\]

for all \(t \geq T_{\varepsilon}\)—which is nothing else than saying that \(\xi^\star(t; x_0)\) converges to \(\bar{\xi}\) as \(t \to \infty\). The infinite-horizon cardinality turnpike property hence demands that all optimal trajectories (possibly including the corresponding inputs and costates) converges towards the same steady state.

Interestingly, the analogous infinite-horizon variant of the continuous-time measure turnpike property (which is obtained replacing \(T\) by \(\infty\) in \((16)\) and \((17)\)) does not imply this convergence. This is because the mere fact that the measure \(\nu_{\xi}(\varepsilon)\) is finite does not exclude the existence of arbitrary large times \(t \in \Theta_{\xi, \infty}\). However, for instance for the state trajectory, convergence can be recovered if the the state trajectory is uniformly continuous in \(t\), because the Lebesgue measure of \(\Theta_{\xi, \infty} \cap [t_1, \infty)\) must tend to 0 as \(t_1\) tends to \(\infty\). This means that the length of time intervals contained in \(\Theta_{\xi, \infty} \cap [t_1, \infty)\) tends to zero, and uniform continuity then implies that the deviation of the trajectories from the turnpike during these time intervals also becomes arbitrarily small as \(t_1\) tends to \(\infty\). Alternatively, \((\text{Carlson et al. 1991} \text{ Chap. 4.6})\) discuss an approach to guarantee primal-dual stability of infinite-horizon continuous-time optimal solutions via the Lyapunov function candidate \(\Lambda^\top x\), certain convexity assumptions and LaSalle’s invariance principle. Moreover, \((\text{Faulwasser & Kellett 2020} \text{ Thm. 2 and Thm. 4})\) show convergence and local exponential stability of primal solutions via a dissipativity assumption.

In the case of the exponential turnpike, the infinite-horizon version is obtained replacing \((18)\) by

\[
\|\xi^\star(t; x_0) - \bar{\xi}\| \leq C\rho^t,
\]

which is required for all \(t \geq 0\). This implies exponential convergence of the optimal trajectories towards the turnpike \(\bar{\xi}\) in both discrete and continuous time. In case the stronger estimate \(\|\xi^\star(t; x_0) - \bar{\xi}\| \leq C\|x_0 - x\|\rho^t\) holds, we even obtain exponential stability of the optimally controlled system. Conversely, for infinite-horizon OCPs, one can show as a local result that exponential stability of the infinite-horizon dual variables implies strict input-state dissipativity \((\text{Faulwasser & Kellett 2020})\).
The generating mechanisms for infinite-horizon turnpike behaviour are very similar to those in the finite-horizon case. Under suitable regularity conditions on the optimal control problem, it can even be rigorously shown that finite-horizon turnpike behaviour occurs if and only if infinite-horizon turnpike behaviour occurs. Conditions under which this is true are given, e.g., in (Zaslavski 2006, Theorem 3.1.4) or in (Zaslavski 2008, Theorem 3) in continuous time, and in (Grüne et al. 2017) in discrete time (see also (Zaslavski 2014, Theorem 2.2) for conditions under which the infinite-horizon turnpike property implies the finite-horizon property in discrete time). To give an impression about the flavor of such conditions, we briefly explain the two conditions needed in (Grüne et al. 2017, Theorem 3.1): The first condition is that the optimal value functions for finite and infinite horizon are bounded on bounded sets by bounds that are independent of the horizon length. The second condition demands that trajectories with bounded objective remain in bounded sets, again uniformly, i.e. the size of the bounded set is determined by the bound on the objective and does not depend on the time horizon. Here it should be mentioned that the robust definition of the turnpike property discussed in the last paragraph of Section 3.1 is needed for this result.

Remark 2 (Relation between $\tilde{\lambda}$ and $V_\infty$). In case of a primal-dual turnpike as per Definition 2 one immediately has that for sufficiently large horizons $T$, there exists $\tau \in [0,T] \setminus \Theta(x,u,\lambda,\mu,T(\varepsilon))$ such that

$$\nabla V_T(x(\tau)) = \lambda^*(\tau) \approx \tilde{\lambda},$$

i.e. close to the turnpike $\tilde{\lambda}$ is an approximation of $\nabla V_T$. Under appropriate regularity assumptions we can also make statements about the dual variables in the infinite-horizon case. For instance, under suitable differentiability assumptions it can be shown that the gradient of the optimal value function of the infinite-horizon OCP, $V_\infty$, satisfies

$$\nabla V_\infty(\bar{x}) = \tilde{\lambda} = -\nabla S(\bar{x}),$$

cf. (Faulwasser & Kellett 2020, Thm. 10).

In view of Table 4 it also appears natural to conjecture that for $T = \infty$ the optimal adjoint trajectory $\lambda^*$ approaches its turnpike value. Indeed, a recent analysis in (Faulwasser & Kellett 2020) shows that assuming dissipativity one can provide a positive answer to this classical problem of adjoint boundary conditions for infinite-horizon OCPs posed by Halkin (1974).

4. Exploitation of Turnpikes in Numerics and Receding-horizon Control

There are at least three different ways how the turnpike property can be exploited for the numerical computation of optimal trajectories: (i) splitting the optimization horizon at the turnpike, (ii) receding-horizon approximation, and (iii) exploiting the turnpike phenomenon in the numerical discretization appearing in (ii). All of these approaches are particularly efficient when optimal trajectories on long, possible infinitely long time intervals $[0,T], T \in \mathbb{R} \cup \{\infty\},$ are sought. We note that when the length of the time horizon $T$ increases, the computational effort for computing optimal trajectories in general grows superlinearly and the condition of the problem typically deteriorates rapidly. A direct computation of infinite horizon optimal trajectories is challenging and often
only possible using dynamic programming techniques, which become numerically infeasible already for moderate state dimension, see, e.g., (Bertsekas 1995). This motivates techniques that circumvent the direct computation of optimal trajectories on long and infinite horizons.

The first approach is the most straightforward one: Given the turnpike equilibrium \( \bar{x} \), the optimization horizon \( T > 0 \) (possibly \( T = \infty \)), an initial condition \( x_0 \), and in case \( T < \infty \), a terminal condition \( x(T) \in X_f = \{ x \in X \mid \psi(x) \leq 0 \} \), we compute

- an optimal trajectory \( x_1(\cdot) \) with finite horizon \( T_1 < T \) and initial and terminal conditions \( x_1(0) = x_0, x_1(T_1) = \bar{x} \)
- in case \( T < \infty \), an optimal trajectory \( x_2(\cdot) \) with horizon \( T_2 < T - T_1 \) and initial and terminal conditions \( x_2(0) = \bar{x}, x_2(T_2) \in X_f \).

An approximation of the optimal trajectory is then obtained by

\[
\tilde{x}(t) = \begin{cases} 
x_1(t), & t \in [0, T_1] 
x^e, & t \in [T_1, T - T_2] 
x_2(t - T + T_2), & t \in [T - T_2, T] 
\end{cases}
\]

in case \( T < \infty \) and

\[
\tilde{x}(t) = \begin{cases} 
x_1(t), & t \in [0, T_1] 
x^e, & t \in [T_1, T] 
\end{cases}
\]

in case \( T = \infty \). The idea for this construction goes back at least as far as (Wilde & Kokotovic 1972), see also (Anderson & Kokotovic 1987), in which also the error of the method is analyzed for particular classes of optimal control problems. If the turnpike is not exact, the method causes an error because the approaching arc—which is approximated by \( x_1(\cdot) \) —does not reach the turnpike equilibrium \( \bar{x} \) exactly but only a neighbourhood of \( \bar{x} \). Likewise, the middle part of the optimal solution is only near \( \bar{x} \) but does not exactly coincide with \( \bar{x} \). Finally, the leaving arc, which is approximated by \( x_2(\cdot) \), does in general not start exactly at \( \bar{x} \) but only near \( \bar{x} \). The resulting error can be estimated if the speed of convergence towards the turnpike is known (as in the case of exponential turnpike) and if the sensitivity of the optimal value with respect to the initial condition \( x_0 \approx \bar{x} \) is independent of \( T \), i.e. if the optimal value for initial conditions \( x_0 \) satisfying \( \| x_0 - \bar{x} \| \leq \delta \) satisfies \( V_T(x_0) - V_T(\bar{x}) \) \( \leq \varepsilon \) with \( \varepsilon > 0 \) independent of \( T \) and \( \varepsilon \to 0 \) as \( \delta \to 0 \). In this case the error of each of the trajectory pieces constituting \( \tilde{x}(\cdot) \) and thus the overall error can be estimated.

The second approach uses Model Predictive Control (MPC), also known as Receding Horizon Control. In this approach, we fix a finite horizon \( T_{opt} < T \) and a control horizon \( \delta < T_{opt} \), set \( t := 0 \), \( x_{MPC}(0) := x_0 \), and proceed as follows:

1. Solve the optimal control problem with horizon \( T_{opt} \) (possibly with additional or modified terminal conditions) with initial condition \( x_0 = x_{MPC}(t) \) and denote the numerical approximation of the optimal solution by \( x_{opt}(\cdot) \)
2. set \( x_{MPC}(t + \tau) := x_{opt}(\tau) \) for \( \tau \in [0, \delta] \), set \( t := t + \delta \)
3. if \( T < \infty \), set \( T_{opt} := \min\{T_{opt}, T - t\} \), \( \delta := \min\{\delta, T - t\} \)
4. if \( T_{opt} > 0 \), go to 1.

Compared to the first approach, MPC has the advantage that the optimization is carried out repeatedly. Efficient modern algorithms can perform one of the optimizations in Step 1. of the MPC algorithm in the range of milliseconds or even below (Houska et al.)
This means that for many applications the approach is real-time capable and thus provides the control in form of a feedback law that is able to react to perturbations or modelling errors. Yet, even if for a specific OCP the MPC methodology is not real-time capable, e.g., due to the dimensionality of the problem or due to the complexity of the dynamics, MPC is a powerful approach to reduce the computational complexity of the problem and allows to approximate problems that cannot be solved directly. As such, MPC can be seen as a complexity reduction technique in time.

Under essentially the same conditions as for the first approach it can be shown that this method yields approximately optimal trajectories (Grüne 2016). If one additionally assumes strict dissipativity (21) or (22), it can also be shown that $x_{MPC}$ has the turnpike property, at least approximately (Grüne & Stieler 2014). Suitable terminal conditions on the optimal control problem to be solved in Step 1, can improve both the performance properties as well as the qualitative behavior of $x_{MPC}$ (Zanon & Faulwasser 2018, Faulwasser et al. 2018, Grüne & Pannek 2017, Chapter 7). Interestingly, so far this analysis appears to be limited to the case $T = \infty$ as we are not aware of a rigorous analysis for the case of a finite $T$. Yet, we expect that similar arguments work for finite $T$.

The third approach is intertwined with the second approach, as it concerns efficient numerical discretization for computing the solutions of the optimal control problem in Step 1, of the MPC algorithm, particularly for problems governed by partial differential equations (PDEs). It relies on the obvious fact that only $x_{opt}|_{[0,\delta]}$ is needed for generating $x_{MPC}$ in Step 2, of the MPC algorithm, hence there is no need to compute $x_{opt}(\tau)$ accurately for $\tau \in (\delta,T_{opt})$.

To this end, the following interpretation of the turnpike property is useful: it implies that optimal trajectories are essentially independent of the initial condition and—if present—of the terminal condition, for times that are not close to the initial or terminal time, respectively. In the particular case of the exponential turnpike property, one can even quantify that the influence of initial and terminal condition is damped exponentially as $t$ increases or decreases, respectively. For several classes of PDE governed optimal control problems it turns out (Grüne et al. 2019, Grüne, Schaller & Schiela 2020) that the same mechanism that generates the exponential turnpike property also implies that perturbations acting on the system at a certain point $t_{pert}$ in time are damped out exponentially, i.e. their influence on the solution decreases exponentially in $|t-t_{pert}|$. This property can be called an exponential sensitivity property and was also established recently for other types of optimal control problems, see, e.g., Shin et al. 2019. Since discretization errors can be interpreted as perturbations, this implies that increasingly coarse discretizations towards the end of the horizon do only marginally affect the accuracy of $x_{opt}|_{[0,\delta]}$. This observation forms the basis for the design of efficient adaptive discretizations in time and space, which can be generated using appropriate goal oriented error estimators (Grüne, Schaller & Schiela 2020a). Moreover, the third approach has also been considered for solving OCPs concerning chemical processes wherein in the middle of the horizon a less dense discretization scheme was used while no error bounds are given, see (Sahlodin & Barton 2015).
We illustrate the third approach and its use in MPC by means of a numerical example. We consider the linear heat equation with distributed control
\[
\dot{x}(t, \omega) = 0.1 \Delta x(t, \omega) + u \quad \text{for } (t, \omega) \in (0, T) \times \Omega \\
x(t, \omega) = 0 \quad \text{for } (t, \omega) \in (0, T) \times \partial \Omega \\
x(0, \omega) = 0 \quad \text{for } \omega \in \Omega,
\]
with \(\Omega = [0, 3] \times [0, 1]\) and \(T = 10\). We consider the cost function
\[
\ell(x(t, \cdot), u(t, \cdot)) = \frac{1}{2} \|x(t, \cdot) - x_{ref}(t, \cdot)\|_{L_2(\Omega)}^2 + \alpha \|u\|_{U}^2,
\]
with \(\alpha = 10^{-3}\), where \(x_{ref}\) may either be the constant reference
\[
x_{ref}(t, \omega) = x_c(\omega) := g \left( \left\| \omega - \left( \begin{array}{c} 1.5 \\ 0.5 \end{array} \right) \right\| \right)
\]
depicted in Figure 6 or the time-varying reference
\[
x_{ref}(t, \omega) = x_{tv}(t, \omega) := g \left( \left\| \omega - \omega(t) \right\| \right),
\]
with
\[
\omega(t) = \left( 1.5 - \cos \left( \pi \left( \frac{t}{10} \right) \right), \cos \left( \pi \left( \frac{t}{10} \right) \right) \right)^\top.
\]
In both cases we use \(g(r) = 10 \exp(1 - 1/(1 - 100r^2/9))\) for \(s < 1\) and \(g(r) = 0\) else. It was shown in (Grüne et al. 2019) that this problem has the exponential turnpike and the exponential sensitivity property. Figure 6 shows the adaptive grid over time for the numerical solution of one optimal control problem in Step 1, of the MPC algorithm for the static reference. On the right, the adaptivity criterion is obtained from a usual error estimator on \([0, T]\), resulting in a grid that is refined in almost all time steps. On the left, a goal oriented error estimator is used, that only aims at providing an accurate solution on the interval \([0, \delta]\) that is actually implemented in the MPC algorithm. Here with \(\delta = 0.5\). The fineness of the grid is chosen such that the total number of space grid points is approximately equal on both sides. Just as the turnpike and sensitivity theory predicts, the accuracy of the solution for \(t \in [0, \delta]\) is only marginally affected by errors for large \(t\), hence the error estimator allows for coarse grids.

The advantage of using a goal oriented error estimator that exploits the turnpike structure also shows up when looking at the value of the MPC closed-loop trajectory in dependence of the number of space grid points. It is particularly pronounced for the
Figure 7. Evolution of adaptively refined space grids for an MPC adapted goal oriented error estimator (left) and a standard error estimator (right) with 5825 and 5478 total space grid points, respectively.
time varying reference, the respective values can be seen in Figure 8 (for other settings see Gr"une, Schaller & Schiela 2020a). As this figure shows, with the goal oriented error estimator the closed-loop cost is significantly lower for the same number of grid points.

For further numerical examples, including adaptive time discretization as well as unstable and semilinear PDEs we refer to Gr"une et al. 2019, Gr"une, Schaller & Schiela 2020a.

5. Topics not Discussed and Open Problems

In this section we briefly sketch parts of the theory that we did not present in this chapter and discuss some open questions. A class of optimal control problems that we did not discuss here are discounted problems, in which the cost is multiplied with a time varying, decreasing factor, typically an exponential of the form $e^{-\delta t}, \delta > 0$. In discrete time, many of the results discussed in this paper carry over to discounted problems, see Gaitsgory et al. 2018, Gr"une, M"uller, Kellett & Weller 2020. In continuous time, however, this still seems to be largely open.

This situation is similar for time-varying problems. Here, one has to distinguish on the one hand between problems with time-invariant data that exhibit a time-varying turnpike, e.g., a periodic orbit instead of an equilibrium. On the other hand, time-varying turnpikes appear naturally in problems depending on time-varying data. Motivated by MPC, both problems have been studied recently, see, e.g., Gr"une et al. 2018, Gr"une & Pirkelmann 2019, M"uller & Gr"une 2016, Zanon et al. 2017. However, these investigations are again mostly limited to discrete time.

Both in discrete-time and continuous-time the existing turnpike results focus mostly on the turnpike being in the interior of the constraints, i.e., a comprehensive treatment with active constraints at the turnpike appears to be open. Moreover, problems with mixed-integer inputs and/or hybrid dynamics have only been discussed to a very limited extent, see Faulwasser & Murray 2020 for discrete-time dissipativity-based results and Gugat & Hante 2019 for results on infinite-dimensional hyperbolic systems with integrality constraints on the inputs under strict convexity assumptions for the objective.

In recent years the analysis of turnpike properties for infinite-dimensional continuous-time optimal control problems—typically problems governed by PDEs—has received great attention, see, e.g., Faulwasser, Gr"une, Humaloja & Schaller 2020, Gugat &
Interestingly, this line of research is usually based on necessary optimality conditions rather than on dissipativity notions with Trélat & Zhang (2018) being one of the few exceptions. A comprehensive theory linking dissipativity and turnpike phenomena for this problem class (as it is available, e.g., for finite-dimensional linear quadratic problems (Grüne & Guglielmi 2020)) is still missing, even for the relatively simply linear-quadratic case.

More generally, the connection between the optimality-condition-based and the dissipativity-based approach to turnpike analysis is still not completely understood. Both approaches are usually used in parallel and as an alternative to each other, but many aspects of the relation between these concepts—for instance the question whether there are problem classes for which one of the approaches works while the other fails—have not yet been clarified.

Finally, in mathematical economy there is a huge body of literature on turnpike behavior in stochastic optimal control problems, see (Marimon 1989, Kolokoltsov & Yang 2012, Sethi et al. 1992) for only a small selection of representative papers. While this property has been established for many specific optimal control problems, a thorough mathematical treatment based, e.g., on stochastic notions of dissipativity, as well as an exploitation of this property for numerical purposes are missing so far.

Acknowledgement: We thank Manuel Schaller for providing the figures of the numerical examples in Section [1].

References

Anderson, B. D. O. & Kokotović, P. V. (1987), ‘Optimal control problems over large time intervals’, Automatica 23(3), 355–363.
Bellman, R. (1954), ‘The theory of dynamic programming’, Bulletin of the American Mathematical Society 60(6), 503–515.
Berkovitz, L. (1974), Optimal Control Theory, Vol. 12 of Applied Mathematical Sciences, Springer.
Bertsekas, D. P. (1995), Dynamic Programming and Optimal Control. Vol. 1 and 2., Athena Scientific, Belmont, MA.
Bewley, T. (1982), ‘An integration of equilibrium theory and turnpike theory’, Journal of Mathematical Economics 10(2-3), 233–267.
Blot, J. & Hayek, N. (2014), Infinite-horizon optimal control in the discrete-time framework, SpringerBriefs in Optimization, Springer, New York.
Boltyanskii, V., Gamkrelidze, R. & Pontryagin, L. (1960), ‘Theory of optimal processes. i. the maximum principle’, Izvestiya Rossiiiskoi Akademii Nauk. Seriya Matematicheskaya 24(1), 3–42.
Bryson, A. & Ho, Y.-C. (1969), Applied Optimal Control, Ginn and Company, Waltham, Massachusetts.
Carlson, D. A., Haurie, A. B. & Leizarowitz, A. (1991), Infinite horizon optimal control. Deterministic and Stochastic Systems, 2nd edn, Springer, Berlin.
Cliff, E. & Vincent, T. (1973), ‘An optimal policy for a fish harvest’, Journal of Optimization Theory and Applications 12(5), 485–496.
Damm, T., Grüne, L., Stieler, M. & Worthmann, K. (2014). ‘An exponential turnpike theorem for dissipative discrete time optimal control problems’, SIAM Journal on Control and Optimization 52(3), 1935–1957.

Dorfman, R., Samuelson, P. & Solow, R. (1958), Linear Programming and Economic Analysis, McGraw-Hill, New York.

E, W., Han, J. & Jentzen, A. (2017), ‘Deep learning-based numerical methods for high-dimensional parabolic partial differential equations and backward stochastic differential equations’, Communications in Mathematics and Statistics 5(4), 349–380.

Esteve, C., Geshkovski, B., Pighin, D. & Zuazua, E. (2020), ‘Large-time asymptotics in deep learning’, Preprint, arXiv 2008.02491.

Faulwasser, T. & Bonvin, D. (2015), On the design of economic NMPC based on approximate turnpike properties, in ‘Proc. of 54th IEEE Conference on Decision and Control’, Osaka, Japan, pp. 4964 – 4970.

Faulwasser, T. & Bonvin, D. (2017), ‘Exact turnpike properties and economic NMPC’, European Journal of Control 35, 34–41.

Faulwasser, T., Fläkamp, K., Ober-Blöbaum, S. & Worthmann, K. (2019), ‘Towards velocity turnpikes in optimal control of mechanical systems’, IFAC-PapersOnLine 52(16), 490–495.

Faulwasser, T., Fläkamp, K., Ober-Blöbaum, S. & Worthmann, K. (2020), A dissipativity characterization of velocity turnpikes in optimal control problems for mechanical systems, in ‘Accepted for 24th International Symposium on Mathematical Theory of Networks and Systems (MTNS 2020)’. Conference postponed to 2021 due to CoViD-19.

Faulwasser, T., Grüne, L., Humaloja, J.-P. & Schaller, M. (2020), ‘The interval turnpike property for adjoints’, Pure and Applied Functional Analysis. To appear, preprint available from arXiv 2005.12120.

Faulwasser, T., Grüne, L. & Müller, M. A. (2018), ‘Economic nonlinear model predictive control’, Foundations and Trends® in Systems and Control 5(1), 1–98.

Faulwasser, T. & Kellett, C. (2020), ‘On continuous-time infinite horizon optimal control – Dissipativity, stability and transversality’. arxiv: 2001.09601.

Faulwasser, T., Korda, M., Jones, C. & Bonvin, D. (2014), Turnpike and dissipativity properties in dynamic real-time optimization and economic MPC, in ‘Proc. of the 53rd IEEE Conference on Decision and Control’, Los Angeles, California, USA, pp. 2734–2739.

Faulwasser, T., Korda, M., Jones, C. N. & Bonvin, D. (2017), ‘On turnpike and dissipativity properties of continuous-time optimal control problems’, Automatica 81, 297–304.

Faulwasser, T. & Murray, A. (2020), ‘Turnpike properties in discrete-time mixed integer optimal control’, IEEE Control Systems Letters 4, 704 – 709. arxiv: 2002.02049.

Faulwasser, T. & Pannocchia, G. (2019), ‘Towards a unifying framework blending real-time optimization and economic model predictive control’, Industrial and Chemical Engineering Research 58(30), 13583–13598.

Faulwasser, T. & Zanon, M. (2018), ‘Asymptotic stability of economic NMPC: The importance of adjoints’, IFAC-PapersOnLine 51(20), 157–168.
Fiacco, A. (1976), ‘Sensitivity analysis for nonlinear programming using penalty methods’, Mathematical programming 10(1), 287–311.

Gaitsgory, V., Grüne, L., Höger, M., Kellett, C. M. & Weller, S. R. (2018), ‘Stabilization of strictly dissipative discrete time systems with discounted optimal control’, Automatica 93, 311–320.

Gerdt, M. (2011), Optimal control of ODEs and DAEs, Walter de Gruyter.

González-Forero, M. & Gardner, A. (2018), ‘Inference of ecological and social drivers of human brain-size evolution’, Nature 557(7706), 554–557.

Grüne, L. (2013), ‘Economic receding horizon control without terminal constraints’, Automatica 49(3), 725–734.

Grüne, L. (2016), ‘Approximation properties of receding horizon optimal control’, Jahresbericht der Deutschen Mathematiker-Vereinigung 118(1), 3–37.

Grüne, L. & Guglielmi, R. (2018), ‘Turnpike properties and strict dissipativity for discrete time linear quadratic optimal control problems’, SIAM Journal on Control and Optimization 56(2), 1282–1302.

Grüne, L. & Guglielmi, R. (2020), ‘On the relation between turnpike properties and dissipativity for continuous time linear quadratic optimal control problems’, Mathematical Control and Related Fields. To appear, online first version available from http://dx.doi.org/10.3934/mcrf.2020032.

Grüne, L., Kellett, C. M. & Weller, S. R. (2017), ‘On the relation between turnpike properties for finite and infinite horizon optimal control problems’, Journal on Optimization Theory and Applications 173(3), 727–745.

Grüne, L. & Müller, M. A. (2016), ‘On the relation between strict dissipativity and the turnpike property’, Systems & Control Letters 90, 45–53.

Grüne, L., Müller, M. A., Kellett, C. M. & Weller, S. R. (2020), ‘Strict dissipativity for discrete time discounted optimal control problems’, Mathematical Control and Related Fields. To appear.

Grüne, L. & Pannek, J. (2017), Nonlinear Model Predictive Control. Theory and Algorithms, 2nd edn, Springer-Verlag, London.

Grüne, L. & Pirkelmann, S. (2019), ‘Economic model predictive control for time-varying system: Performance and stability results’, Optimal Control Applications and Methods 41(1), 42–64. Special Issue on MPC for Energy Systems: Economic and Distributed Approaches.

Grüne, L., Pirkelmann, S. & Stieler, M. (2018), Strict dissipativity implies turnpike behavior for time-varying discrete time optimal control problems, in G. Feichtinger, R. M. Kovacevic & G. Tragler, eds, ‘Control systems and mathematical methods in economics: Essays in Honor of Vladimir M. Veliov’, Vol. 687 of Lecture Notes in Econom. and Math. Systems, Springer, Cham, pp. 195–218.

Grüne, L., Schaller, M. & Schiela, A. (2019), ‘Sensitivity analysis of optimal control for a class of parabolic PDEs motivated by model predictive control’, SIAM Journal on Control and Optimization 57(4), 2753–2774.

Grüne, L., Schaller, M. & Schiela, A. (2020a), ‘Efficient MPC for parabolic PDEs with goal oriented error estimation’, Preprint, arXiv 2007.14446.

Grüne, L., Schaller, M. & Schiela, A. (2020b), ‘Exponential sensitivity and turnpike analysis for linear quadratic optimal control of general evolution equations’, Journal
of Differential Equations 268(12), 7311–7341.
Grüne, L. & Stieler, M. (2014), ‘Asymptotic stability and transient optimality of economic MPC without terminal conditions’, Journal of Process Control 24(8), 1187–1196.
Gugat, M. & Hante, F. (2019), ‘On the turnpike phenomenon for optimal boundary control problems with hyperbolic systems’, SIAM Journal on Control and Optimization 57(1), 264–289.
Gugat, M., Schuster, M. & Zuazua, E. (2020), ‘The finite-time turnpike phenomenon for optimal control problems: Stabilization by non-smooth tracking terms’, Preprint, arXiv:2006.07051.
Halkin, H. (1974), ‘Necessary conditions for optimal control problems with infinite horizons’, Econometrica: Journal of the Econometric Society pp. 267–272.
Hartl, R., Sethi, S. & Vickson, R. (1995), ‘A survey of the maximum principles for optimal control problems with state constraints’, SIAM Review 37(2), 181–218.
Houska, B., Ferreau, H. J. & Diehl, M. (2011), ‘An auto-generated real-time iteration algorithm for nonlinear MPC in the microsecond range’, Automatica 47(10), 2279–2285.
Kalboussi, N., Rapaport, A., Bayen, T., Amar, N., Ellouze, F. & Harmand, J. (2018), ‘Optimal control of membrane-filtration systems’, IEEE Transactions on Automatic Control 64(5), 2128–2134.
Kolokoltsov, V. & Yang, W. (2012), ‘Turnpike theorems for Markov games’, Dynamic Games and Applications 2(3), 294–312.
Lance, G., Trélat, E. & Zuazua, E. (2020), ‘Shape turnpike for linear parabolic PDE models’, Systems & Control Letters 142, 104733, 9.
Lee, E. & Markus, L. (1967), Foundations of Optimal Control Theory, The SIAM Series in Applied Mathematics, John Wiley & Sons New York, London, Sydney.
Li, Q., Chen, L., Tai, C. & Weinan, E. (2017), ‘Maximum principle based algorithms for deep learning’, The Journal of Machine Learning Research 18(1), 5998–6026.
Marimon, R. (1989), ‘Stochastic turnpike property and stationary equilibrium’, Journal of Economic Theory 47(2), 282–306.
McKenzie, L. (1976), ‘Turnpike theory’, Econometrica: Journal of the Econometric Society 44(5), 841–865.
McKenzie, L. W. (1986), Optimal economic growth, turnpike theorems and comparative dynamics, in ‘Handbook of Mathematical Economics, Vol. III’, Vol. 1 of Handbooks in Economics, North-Holland, Amsterdam, pp. 1281–1355.
Müller, M. A. & Grüne, L. (2016), ‘Economic model predictive control without terminal constraints for optimal periodic behavior’, Automatica 70, 128–139.
Müller, M., Angeli, D. & Allgöwer, F. (2015), ‘On necessity and robustness of dissipativity in economic model predictive control’, IEEE Trans. Automat. Contr. 60(6), 1671–1676.
Nordhaus, W. D. (1992), ‘An optimal transition path for controlling greenhouse gases’, Science 258, 1315–1319.
Pesch, H. (2013), ‘Carathéodory’s royal road of the calculus of variations: Missed exits to the maximum principle of optimal control theory’, Numerical Algebra, Control & Optimization 3(1), 161–173.
Porretta, A. & Zuazua, E. (2013), ‘Long time versus steady state optimal control’, *SIAM Journal on Control and Optimization* **51**(6), 4242–4273.  
Ramsey, F. P. (1928), ‘A mathematical theory of saving’, *The Economic Journal* **38**(152), 543–559.  
Rao, A. & Mease, K. (1999), ‘Dichotomic basis approach to solving hyper-sensitive optimal control problems’, *Automatica* **35**(4), 633–642.  
Rawlings, J. & Amrit, R. (2009), Optimizing process economic performance using model predictive control, in L. Magni, D. Raimondo & F. Allgöwer, eds, ‘Nonlinear Model Predictive Control - Towards New Challenging Applications’, Vol. 384 of *Lecture Notes in Control and Information Sciences*, Springer Berlin, pp. 119–138.  
Rawlings, J., Bonnê, D., Jorgensen, J., Venkat, A. & Jorgensen, S. (2008), ‘Unreachable setpoints in model predictive control’, *IEEE Transactions on Automatic Control* **53**(9), 2209–2215.  
Rawlings, J., Mayne, D. & Diehl, M. (2017), *Model Predictive Control: Theory, Computation, and Design*, Nob Hill Publishing, Madison, WI.  
Sahlodin, A. & Barton, P. (2015), ‘Optimal campaign continuous manufacturing’, *Industrial & Engineering Chemistry Research* **54**(45), 11344–11359.  
Sethi, S., Soner, H. M., Zhang, Q. & Jiang, J. (1992), ‘Turnpike sets and their analysis in stochastic production planning problems’, *Mathematics of Operations Research* **17**(4), 932–950.  
Shin, S., Faulwasser, T., Zanon, M. & Zavala, V. M. (2019), A parallel decomposition scheme for solving long-horizon optimal control problems, in ‘Proceedings of the 58th IEEE Conference on Decision and Control—CDC 2019’, Nice, France, pp. 5264–5271.  
Sussmann, H. & Willems, J. (1997), ‘300 years of optimal control: from the brachystochrone to the maximum principle’, *IEEE Control Systems* **17**(3), 32–44.  
Trélat, E. & Zhang, C. (2018), ‘Integral and measure-turnpike properties for infinite-dimensional optimal control systems’, *Mathematics of Control, Signals, and Systems* **30**(1), Art. 3, 34.  
Trélat, E. & Zuazua, E. (2015), ‘The turnpike property in finite-dimensional nonlinear optimal control’, *Journal of Differential Equations* **258**(1), 81–114.  
Vinter, R. (2010), *Optimal Control*, Birkhäuser, Basel, Boston, Berlin.  
von Neumann, J. (1938), Über ein ökonomisches Gleichungssystem und eine Verallgemeinerung des Brouwerschen Fixpunktsatzes, in K. Menger, ed., ‘Ergebnisse eines Mathematischen Seminars’.  
Wilde, R. & Kokotovic, P. (1972), ‘A dichotomy in linear control theory’, *IEEE Trans. Automat. Contr.* **17**(3), 382–383.  
Willems, J. (1971), ‘Least squares stationary optimal control and the algebraic Riccati equation’, *IEEE Trans. Aut. Contr.* **16**(6), 621–634.  
Willems, J. C. (1972a), ‘Dissipative dynamical systems. I. General theory’, *Archive for Rational Mechanics and Analysis* **45**, 321–351.  
Willems, J. C. (1972b), ‘Dissipative dynamical systems. II. Linear systems with quadratic supply rates’, *Archive for Rational Mechanics and Analysis* **45**, 352–393.  
Zanon, M. & Faulwasser, T. (2018), ‘Economic MPC without terminal constraints: Gradient-correcting end penalties enforce stability’, *Journal of Process Control* **63**, 1–14.
Zanon, M., Grüne, L. & Diehl, M. (2017), ‘Periodic optimal control, dissipativity and MPC’, IEEE Transactions on Automatic Control 62(6), 2943–2949.
Zaslavski, A. J. (2006), Turnpike Properties in the Calculus of Variations and Optimal Control, Springer, New York.
Zaslavski, A. J. (2008), ‘Turnpike properties of approximate solutions of autonomous variational problems’, Control and Cybernetics 37(2), 491–512.
Zaslavski, A. J. (2014), Turnpike Phenomenon and Infinite Horizon Optimal Control, Springer International Publishing.
Zelikin, M. & Borisov, V. (1994), Theory of Chattering Control, Springer.
Zuazua, E. (2017), ‘Large time control and turnpike properties for wave equations’, Annual Reviews in Control 44, 199–210.