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Abstract: Data on solving of nonlinear integro-differential equations using Laplace-SBA method are scarce. The objective of this paper is to determine exact solution of nonlinear 2 dimensionnal Volterra-Fredholm differential equation by this method. First, SBA method and Laplace SBA method are described. Second, three nonlinear Volterra-Fredholm integro-differential equations are solved using each method. Application of each method give an exact solution. However, application of Laplace-SBA method permits for solve integro-differential equation compared with SBA method. This proves that this last method can be fruitfully applied in the resolution of integro-differential equations.
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1. Introduction

For 50 years, we have observed the renewal of an intimate link between numerical analysis and physics (theoretical and applied). The two scientific fields become more and more complementary and the methods developed in one are fruitfully applied in the other. Indeed, the partial integro-differential equations (linear and nonlinear) are involved in the modeling of several phenomena and mechanisms observed in engineering sciences (mechanics of structures and fluid dynamics, process engineering, etc) in physics (propagation of waves, field theory, etc) and even in biology [1, 2]. It is in this context that their resolution has interested mathematicians, especially the specialists in numerical analysis. To this proposal, several researchers have devoted their work to the search of exact or approximate solutions of nonlinear integro-differential equations using various methods, such as triangular function [3], reduced differential transformation method [4], Tau method [5].

In this paper, we solve some nonlinear integro-differential equations by the Laplace-Somé Blaise Abbo (SBA) method initiated by African mathematicians, particularly those of Burkina Faso [6], and Congo-Brazzaville [7, 8].

2. Description of SBA Method and Laplace-SBA Method

2.1. SBA Method

About SBA method, we can see [6, 7]

2.2. Laplace-SBA Method: [9, 10]

Consider the following equation:

\[ Au = f \] (1)

\( A : H \rightarrow H \) is a linear or a nonlinear operator \( H \) is a real Hilbert space, \( f \in H \) and \( u \) is the unknown.
We suppose that we can decompose the operator \( A \) in the following form:

\[
A = L + R + N
\]  

(2)

Where \( L + R \) is the linear part and \( N \), the non-linear part, \( L \) is supposed invertible in the sense of Adomoian with \( L^{-1} \) as inverse.

Then, equation (1) gives

\[
Lu + Ru + Nu = g
\]

(3)

We look for the solution of equation (1) in a series expansion form:

\[
Lu + Ru + Nu = g
\]

(9)

Taking (9) in (8), we obtain:

\[
\sum_{n=0}^{+\infty} \left( \mathcal{L}(u_n(x,t)) \right) = \sum_{n=0}^{+\infty} \left( \frac{1}{s^2} \mathcal{L}(Ru_n(x,t)) \right) - \frac{1}{s^2} \mathcal{L}(Nu^{k-1}(x,t)) + \frac{1}{s^2} u(x,0) + \frac{1}{s^2} \frac{\partial u(x,0)}{\partial t} + \frac{1}{s^2} \mathcal{L}(g), k \geq 1
\]

(10)

According to the successive approximations method from (7), we have:

\[
\mathcal{L}(u^k(x,t)) = \frac{1}{s^2} \mathcal{L}(Ru^k(x,t)) - \frac{1}{s^2} \mathcal{L}(Nu^{k-1}(x,t)) + \frac{1}{s^2} u(x,0) + \frac{1}{s^2} \frac{\partial u(x,0)}{\partial t} + \frac{1}{s^2} \mathcal{L}(g), k \geq 1
\]

(8)

We look for the solution of (1) in a serie expansion form:

\[
u^k(x,t) = \sum_{n=0}^{+\infty} u_n^k(x,t).
\]

(9)

Applying the inverse transform \( \mathcal{L}^{-1} \) Laplace to (11), we have:

\[
\left\{
\begin{align*}
u^0_0(x,t) &= \mathcal{L}^{-1}\left(\frac{1}{s} u(x,0) + \frac{1}{s^2} \frac{\partial u(x,0)}{\partial t} + \frac{1}{s^2} \mathcal{L}(g) - \frac{1}{s^2} \mathcal{L}(Nu^{k-1}(x,t))\right) \\
u_{n+1}^k(x,t) &= -\mathcal{L}^{-1}\left(\frac{1}{s^2} \mathcal{L}(Ru_n^k(x,t))\right), \quad n \geq 0
\end{align*}
\right.
\]

(11)

The SBA principle needs that, for \( k = 1 \), we must choose \( u^0(x,t) \) like \( N(u^0) = 0 \) and for \( k > 1 \), we must have \( N(u^{k-1}) = 0 \).

The solution at each step is given by:

\[
u = \lim_{k \to +\infty} u^k = \lim_{k \to +\infty} \sum_{n \geq 0} u_n^k
\]

(13)
3. Numerical Application

We apply SBA method and Laplace-SBA method to solve three nonlinear integro-differential equations.

3.1. Example 1: [3, 13]

In this example, we consider the following a two-dimensional mixed Volterra-Fredholm integro-differential equation:

\[
\begin{align*}
    &u_{xx} + u_{xt}(x,t) + \frac{1}{6} \int_0^x \int_0^y (xt + yz^2) u(y,z)dydz + u^2(x,t) + \\
    &\int_0^x (x + t + y + z) u^2(y,z)dydz = g(x,t), \quad (x,t) \in [0,1]^2 \\
    &u(0,t) = 0 \\
    &u_x(0,t) = e^t
\end{align*}
\]  

(14)

where

\[
g(x,t) = -\frac{1}{2} e^t - \frac{2}{3} + \frac{1}{2} e^t + \frac{1}{3} e - \frac{7}{24} x^4 - \frac{1}{6} x^3 t + \frac{1}{12} x^3
\]  

(15)

Resolution by the SBA method

Consider the equation

\[
u_{xx} = g(x,t) - \left( u_{xt}(x,t) + \int_0^x \int_0^y (xt + yz^2) u(y,z)dydz \right) - \left( u^2(x,t) + \int_0^x \int_0^y (x + t + y + z) u^2(y,z)dydz \right)
\]  

(16)

From (16), we obtain:

\[
u(x,t) = xe^t + \int_0^x \left( \int_0^\lambda g(s,t)ds \right) d\lambda - \frac{1}{6} \int_0^x \int_0^y (xt + yz^2) u(y,z)dydz + u^2(x,t) + N(u)
\]  

(17)

Thus

\[
u(x,t) = xe^t + \frac{1}{6} x^2 e - \frac{1}{12} x^3 + \frac{1}{2} x^2 e^t - \frac{1}{3} x^2 + \frac{1}{12} t x^3 e + N(u)
\]  

(18)

where

\[
N(u(x,t)) = -\frac{1}{120} t x^5 - \frac{1}{240} x^5 e^t + \frac{1}{20} x^5 e^t + \frac{7}{120} x^6 e^t + \frac{1}{240} x^5
\]  

(19)

Applying the successive approximations method to (18), we have:

\[
\begin{align*}
    &u^k(x,t) = xe^t + \frac{1}{6} x^2 e - \frac{1}{12} t x^3 + \frac{1}{2} x^2 e^t - \frac{1}{3} x^2 + \frac{1}{12} t x^3 e + N(u^{k-1}) \\
    &- \frac{1}{6} \int_0^x \int_0^y (xt + yz^2) u^{k-1}(y,z)dydz + u^2(x,t) + N(u)
\end{align*}
\]  

(20)
According to the SBA method, we find the solution of problem (1), through the following modified Adomian algorithm:

\[
\begin{cases}
  u_0^n (x, t) = xe^t + N \left( u^{k-1} \right), k \geq 1 \\
  u_1^n (x, t) = \frac{1}{6}x^2e - \frac{1}{12}tx^3 + \frac{1}{2}x^2e^t - \frac{1}{3}x^2 + \frac{1}{12}tx^3e - \int_0^x \left( \int_0^s \int_0^{yz^2} u_0^n(s, t)ds \right) d\lambda \\
  u_{n+1}^k (x, t) = -\int_0^x \left( \int_0^s \int_0^{yz^2} (st + yz^2) u_0^n(s, t)ds \right) d\lambda, n \geq 0
\end{cases}
\] (21)

For \( k = 1 \), we have the following SBA algorithm:

\[
\begin{cases}
  u_0^1 (x, t) = xe^t + N (u^0) \\
  u_1^1 (x, t) = \left( \frac{1}{6}x^2e + \frac{1}{2}x^2e^t - \frac{1}{3}x^2 + \frac{1}{12}tx^3e \right) - \int_0^x \left( \int_0^s \int_0^{yz^2} u_0^1(s, t)ds \right) d\lambda \\
  u_{n+1}^1 (x, t) = -\int_0^x \left( \int_0^s \int_0^{yz^2} u_0^1(s, t)ds \right) d\lambda, n \geq 0
\end{cases}
\] (22)

From (23), we have get:

\[
\begin{cases}
  u_0^1 (x, t) = xe^t \\
  u_1^1 (x, t) = \left( \frac{1}{6}x^2e + \frac{1}{2}x^2e^t - \frac{1}{3}x^2 + \frac{1}{12}tx^3e \right) \\
  u_{n}^1 (x, t) = 0
\end{cases}
\] (23)

So the solution in step 1 is:

\[
u^1 (x, t) = \sum_{n=0}^{\infty} u_n^1 (x, t) = u_0^1 (x, t) = xe^t \quad \forall n \geq 1 \quad u_n^1 (x, t) = 0
\] (24)

Thus, we get the solution in step 1:

\[
u^1 (x, t) = xe^t
\] (25)

For \( k = 2 \), we have following SBA algorithm:

\[
\begin{cases}
  u_0^2 (x, t) = xe^t + N (u^1), k \geq 1 \\
  u_1^2 (x, t) = \frac{1}{6}x^2e - \frac{1}{12}tx^3 + \frac{1}{2}x^2e^t - \frac{1}{3}x^2 + \frac{1}{12}tx^3e - \int_0^x \left( \int_0^s \int_0^{yz^2} u_0^2(s, t)ds \right) d\lambda \\
  u_{n+1}^2 (x, t) = -\int_0^x \left( \int_0^s \int_0^{yz^2} (st + yz^2) u_0^2(s, t)ds \right) d\lambda, n \geq 0
\end{cases}
\] (26)
First, let’s calculate $N (u^1)$:

$$
N (u^1) = - \frac{1}{120} txe^5 - \frac{1}{240} x^5 e^{2t} + \frac{1}{20} x^3 e^t + \frac{7}{720} x^6 e^{2t} + \frac{1}{240} x^5
$$

$$
- \frac{7}{720} x^6 + \frac{1}{60} txe^2x - \int_0^x \left( \int_0^t \left( \int_0^s (s + t + y) y^2 e^{2s} dydz \right) ds \right) d\lambda
$$

$$
- \frac{z}{12} \left( \int_0^x \left( \int_0^t \left( \int_0^s (s + t + z) z^2 e^{2s} dydz \right) ds \right) d\lambda
$$

Therefore, the modified SBA algorithm (26) allows to write:

$$
\begin{align*}
\{ u_0^2 (x, t) &= x e^t + N (u^1) \\
u_1^2 (x, t) &= \frac{1}{6} x^2 e - \frac{1}{12} x^2 e^t + \frac{1}{3} x^2 + \frac{1}{12} txe^t - \int_0^x \left( \int_0^t (u_0^1 (s, t)) ds \right) d\lambda \\
- \int_0^x \left( \int_0^t \left( \int_0^s (st + yz^2) u_0^2 (y, z) dydz \right) ds \right) d\lambda
\end{align*}
$$

$$
\begin{align*}
u_{n+1}^2 (x, t) &= - \int_0^x \left( \int_0^t \left( u_n^2 (s, t) ds \right) d\lambda - \int_0^x \left( \int_0^t \left( \int_0^s (st + yz^2) u_n^2 (y, z) dydz \right) ds \right) d\lambda
\end{align*}
$$

\[
\Rightarrow
\begin{align*}
u_0^2 (x, t) &= x e^t \\
u_1^2 (x, t) &= \left( \frac{1}{6} x^2 e + \frac{1}{2} x^2 e^t - \frac{1}{3} x^2 - \frac{1}{12} txe^t + \frac{1}{12} x^3 e \right) + \left( \frac{1}{6} x^2 e - \frac{1}{2} x^2 e^t + \frac{1}{3} x^2 + \frac{1}{12} x^3 t - \frac{1}{12} x^3 e \right) = 0
\end{align*}
\]

The exact solution in step $k = 2$ is

$$
u^2 (x, t) = x e^t$$

The solution is deduced by recurrence at each step:

$$u^2 (x, t) = u^3 (x, t) = \cdots = u^k (x, t) = x e^t$$

and the exact solution of problem 1 is given by:

$$u(x, t) = \lim_{k \to +\infty} u^k (x, t) = x e^t$$

### 3.2. Example 2: [4, 11, 12]

Consider the following integro-differential equation:

$$
\begin{align*}
&u_{tt} + t^2 u(x, t) - \int_0^x y e^{2y} u^3 (y, z) dydz = g(x, t), (x, t) \in [0, 1]^2 \\
u(x, 0) = 0 \\
u_t (x, 0) = e^x
\end{align*}
$$
where
\[
g(x, t) = (t^3 + t - 2)e^{x-t} - \frac{1}{36}(3x - 1)t^4e^{3x} - \frac{1}{36}t^4
\] (34)

Resolution by the Laplace-SBA method
Consider the equation
\[
u_{tt} + t^2u(x, t) - \frac{t}{2} \int_0^x ye^z u^3(y, z) dydz = g(x, t)
\] (35)

Applying the Laplace transform \(L\) to (35), we have:
\[
L(u_{tt}) + L\left(t^2u(x, t)\right) - L\left(\frac{t}{2} \int_0^x ye^z u^3(y, z) dydz\right) = L\left(g(x, t)\right)
\] (36)
\[
\Leftrightarrow
\]
\[
s^2L(u(x, t)) - su(x, 0) - \frac{\partial u(x, 0)}{\partial t} + L\left(t^2u(x, t)\right) - L\left(\frac{t}{2} \int_0^x ye^z u^3(y, z) dydz\right) = L\left(g(x, t)\right)
\] (37)

so
\[
L(u(x, t)) = \frac{1}{s^2}e^x - \frac{1}{s^2}L\left(t^2u(x, t)\right) + \frac{1}{s^2}L\left(\frac{t}{2} \int_0^x ye^z u^3(y, z) dydz\right) + \frac{1}{s^2}L\left(g(x, t)\right)
\] (38)

Applying the inverse transform applied to equation (38), we obtain:
\[
u(x, t) = te^x = \mathcal{L}^{-1}\left(\frac{1}{s^2}L\left(t^2u(x, t)\right)\right) + \mathcal{L}^{-1}\left(\frac{1}{s^2}L\left(\frac{t}{2} \int_0^x ye^z u^3(y, z) dydz\right)\right) + \mathcal{L}^{-1}\left(\frac{1}{s^2}L\left(g(x, t)\right)\right)
\] (39)

We remark that:
\[
\left\{\begin{array}{l}
\mathcal{L}^{-1}\left(\frac{1}{s^2}L\left(g(x, t)\right)\right) = \mathcal{L}^{-1}\left(\frac{1}{s^2}\left[\mathcal{L}\left((t^3 - 3x - 1)t^4e^{3x} - \frac{1}{36}t^4\right)\right]\right)
\end{array}\right.
\]
\[
= \left(\frac{1}{36}e^{3x} - \frac{1}{12}xe^{3x}\right) \frac{1}{30}t^6 + e^x (2e^t - 2e^{-t} - 2) + e^x (t + 2e^t + te^{-t} - 2) + e^x (6t + 24e^t - 18e^t - 2t^2 + te^{-t} + 6e^t - 24) - \frac{1}{1080}t^6
\] (40)

Therefore, we get:
\[
\left\{\begin{array}{l}
u(x, t) = te^x + \left(\frac{1}{36}e^{3x} - \frac{1}{12}xe^{3x}\right) \frac{1}{30}t^6 + (2e^x - 2e^t e^{-t} + 2e^t - 2e^t e^{-t})
\end{array}\right.
\]
\[
+ te^x + 2e^x e^{-t} + te^x e^{-t} - 2e^x + 6e^x t + 24e^x e^{-t} + 18te^x e^{-t} + 6t^2 e^x e^{-t}
\]
\[
+ \mathcal{L}^{-1}\left(\frac{1}{s^2}L\left(t^2u(x, t)\right)\right)
\]
\[
+ \mathcal{L}^{-1}\left(\frac{1}{s^2}L\left(\frac{t}{2} \int_0^x ye^z u^3(y, z) dydz\right)\right)
\] (41)

Thus
\[
u(x, t) = te^x + 24e^x e^{-t} - 24e^x + 5te^x - 19te^x e^{-t} + 6t^2 e^x e^{-t} + t^3 e^x e^{-t}
\]
\[
- \mathcal{L}^{-1}\left(\frac{1}{s^2}L\left(t^2u(x, t)\right)\right) + N(u(x, t))
\] (42)

where
\[
N(u(x, t)) = \mathcal{L}^{-1}\left(\frac{1}{s^2}L\left(\frac{t}{2} \int_0^x ye^z u^3(y, z) dydz\right)\right) - \frac{1}{1080}t^6 (3xe^{3x} - e^{3x} + 1)
\] (43)
Applying the successive approximation method to (42), we have:

\[ u^k(x,t) = te^x + 24e^x e^{-t} - 24e^x + 5te^x + 19te^x e^{-t} + 6t^2 e^x e^{-t} + t^3 e^x e^{-t} - \mathcal{L}^{-1}\left(\frac{1}{\sqrt{s}} \mathcal{L} \left(t^2 u^k(x,t)\right)\right) + N(u^{k-1}(x,t)), \forall k \geq 1 \] (44)

From (44), we have the following modified SBA algorithm:

\[
\begin{aligned}
  u^0_0(x,t) &= te^x e^{-t} + N(u^0(x,t)) \\
  u^k_0(x,t) &= 24e^x e^{-t} - 24e^x + 6te^x + 18te^x e^{-t} + 6t^2 e^x e^{-t} + t^3 e^x e^{-t} - \mathcal{L}^{-1}\left(\frac{1}{\sqrt{s}} \mathcal{L} \left(t^2 u^k_0(x,t)\right)\right) \forall k \geq 1 \\
  u^n_{n+1}(x,t) &= -\mathcal{L}^{-1}\left(\frac{1}{\sqrt{s}} \mathcal{L} \left(t^2 u^n_n(x,t)\right)\right), \forall n \geq 1
\end{aligned}
\] (45)

For \( k = 1 \) we have the following SBA algorithm:

\[
\begin{aligned}
  u^1_0(x,t) &= te^x e^{-t} \\
  u^1_1(x,t) &= 24e^x e^{-t} - 24e^x + 6te^x + 18te^x e^{-t} + 6t^2 e^x e^{-t} + t^3 e^x e^{-t} - \frac{1}{24} \mathcal{L} \left(t^2 u^1_0(x,t)\right) \\
  u^n_{n+1}(x,t) &= -\mathcal{L}^{-1}\left(\frac{1}{\sqrt{s}} \mathcal{L} \left(t^2 u^n_n(x,t)\right)\right), \forall n \geq 2
\end{aligned}
\] (46)

We suppose that one can find \( u^0 \) as \( N(u^0) = 0 \), from (46), we obtain:

\[
\begin{aligned}
  u^1_0(x,t) &= te^x e^{-t} \\
  u^1_1(x,t) &= 24e^x e^{-t} - 24e^x + 6te^x + 18te^x e^{-t} + 6t^2 e^x e^{-t} + t^3 e^x e^{-t} - \frac{1}{24} \mathcal{L} \left(t^2 u^1_0(x,t)\right) = 0 \\
  u^n_{n+1}(x,t) &= 0, \forall n \geq 2
\end{aligned}
\] (47)

From (47), we get:

\[ u^1(x,t) = u^1_0(x,t) = te^x e^{-t} \] (48)

For \( k = 2 \), calculate \( N_1(u^1(x,t)) \)

\[
\begin{aligned}
  N_1(u^1) &= \mathcal{L}^{-1}\left(\frac{1}{\sqrt{s}} \mathcal{L} \left(\int_0^1 \int_0^y xe^{3y} u^3(y,z) dydz\right)\right) - \frac{1}{1080} t^6 \left(3xe^{3x} - e^{3x} + 1\right) \\
  &= \left(3xe^{3x} - e^{3x} + 1\right) \mathcal{L}^{-1}\left(\frac{2}{3s^2}\right) - \frac{1}{1080} t^6 \left(3xe^{3x} - e^{3x} + 1\right) \\
  &= \left(3xe^{3x} - e^{3x} + 1\right) \frac{1}{1080} t^6 - \frac{1}{1080} t^6 \left(3xe^{3x} - e^{3x} + 1\right) \\
  &= 0
\end{aligned}
\] (49)

The SBA algorithm gives:

\[
\begin{aligned}
  u^2_0(x,t) &= te^x e^{-t} \\
  u^2_1(x,t) &= 24e^x e^{-t} - 24e^x + 6te^x + 18te^x e^{-t} + 6t^2 e^x e^{-t} + t^3 e^x e^{-t} - \mathcal{L}^{-1}\left(\frac{1}{\sqrt{s}} \mathcal{L} \left(t^2 u^2_0(x,t)\right)\right) \\
  u^n_{n+1}(x,t) &= -\mathcal{L}^{-1}\left(\frac{1}{\sqrt{s}} \mathcal{L} \left(t^2 u^n_n(x,t)\right)\right), \forall n \geq 1
\end{aligned}
\] (50)
From (50), we get:
\[
\begin{align*}
    u_0^2(x,t) &= te^x e^{-t} \\
    u_1^2(x,t) &= 24e^x e^{-t} - 24e^x + 6te^x + 18te^x e^{-t} + 6t^2 e^x e^{-t} + t^3 e^x e^{-t} \\
    u_n^2(x,t) &= (6e^x t + 24e^x e^{-t} + 18te^x e^{-t} + 6t^2 e^x e^{-t} + t^3 e^x e^{-t} - 24e^x) = 0 \quad (51)
\end{align*}
\]

Thus:
\[
    u_2^2(x,t) = u_0^2(x,t) = te^x e^{-t} \quad (52)
\]

Using the same procedure we obtain:
\[
    u_2^2(x,t) = u_3^2(x,t) = \cdots = u_k^2(x,t) = te^x e^{-t} \quad (53)
\]

and the solution of (33) is:
\[
    u(x,t) = \lim_{k \to +\infty} u_k^2(x,t) = te^x e^{-t} \quad (54)
\]

### 3.3. Example 3: [3]

Consider the following integro-differential equation:
\[
\begin{align*}
    \begin{cases}
        u_{tt} + u_x(x,t) & - \frac{t}{0} \int \left( y - \cos z \right) u^2(y,z) dy dz + \frac{1}{0} \int \left( y + \cos z \right) u^3(y,z) dy dz = g(x,t), (x,t) \in [0,1]^2 \\
        u(x,0) &= 0 \\
        u_t(x,0) &= x
    \end{cases}
\end{align*}
\]

where
\[
    g(x,t) = \frac{1}{8} x^4 \cos t \sin t - \frac{1}{8} x^4 t - \frac{1}{9} x^3 \sin t + \frac{1}{9} x^3 \sin t \cos^2(t) + \frac{1}{6} - \frac{1}{4} \cos(1) + \frac{1}{12} \cos^3(1) \quad (56)
\]

Resolution by the SBA method

Let’s denote
\[
\begin{align*}
    Lu &= \frac{\partial^2 u}{\partial t^2}, \\
    Ru(x,t) &= u(x,t) \\
    N\left(u(x,t)\right) &= g(x,t) + \frac{t}{0} \int \left( y + \cos z \right) u^2(y,z) dy dz - \frac{1}{0} \int \left( y^3(y,z) dy dz
\end{align*}
\]

The equation (55) gives:
\[
    Lu + Ru = Nu \quad (58)
\]

From (58), we obtain:
\[
\begin{align*}
    u(x,t) &= u(x,0) + \int_0^t \int_0^s Ru(x,v) dv ds + \int_0^t \int_0^s Nu(x,v) dv ds \quad (59)
\end{align*}
\]

\[
\Leftrightarrow
\]
\[
\begin{align*}
    u(x,t) &= xt - \int_0^t \int_0^s u(x,v) dv ds + \int_0^t \int_0^s Nu(x,v) dv ds \quad (60)
\end{align*}
\]

let’s denote
\[
    \tilde{N}(u(x,t)) = \int_0^t \int_0^s Nu(x,v) dv ds \quad (61)
\]

Applying the successive approximations method to (60), we have:
\[
    u^k(x,t) = xt + \tilde{N}\left(u^{k-1}(x,t)\right) - \int_0^t \int_0^s u^k(x,v) dv ds; \quad k \geq 1 \quad (62)
\]
From (62), we get the following SBA algorithm:

\[
\begin{align*}
\begin{cases}
    u^k_0(x, t) &= xt + \tilde{N}(u^{k-1}(x, t)); k \geq 1 \\
    u^k_{n+1}(x, t) &= -\int_0^t \int_0^{u^k_n(x, v)} dv ds; \ n \geq 0
\end{cases}
\end{align*}
\]  
(63)

For \( k = 1 \), we suppose that one can find \( u^0 \) as \( N(u^0) = 0 \), we obtain the following SBA algorithm:

\[
\begin{align*}
\begin{cases}
    u^1_0(x, t) &= xt \\
    u^1_{n+1}(x, t) &= -\int_0^t \int_0^{u^1_n(x, v)} dv ds, \ \forall \ n \geq 0
\end{cases}
\end{align*}
\]  
(64)

From (64), we get:

\[
\begin{align*}
\begin{cases}
    u^1_0(x, t) &= xt \\
    u^1_1(x, t) &= -\frac{1}{6}xt^3 \\
    u^1_2(x, t) &= \frac{1}{120}xt^5 \\
    \vdots \\
    u^1_n(x, t) &= \frac{(-1)^n}{(2n + 1)!}xt^{2n+1}
\end{cases}
\end{align*}
\]  
(65)

From (65), we have:

\[
u^1 = \sum_{n=0}^{\infty} u^1_n = x \sum_{n=0}^{\infty} \frac{(-1)^n}{(2n + 1)!}t^{2n+1} = x \sin t
\]  
(66)

For \( k = 2 \), we have the following algorithm:

\[
\begin{align*}
\begin{cases}
    u^2_0(x, t) &= xt + \tilde{N}(u^1(x, t)) \\
    u^2_{n+1}(x, t) &= -\int_0^t \int_0^{u^2_n(x, v)} dv ds, \ n \geq 0
\end{cases}
\end{align*}
\]  
(67)

We calculate:

\[
\tilde{N}(u^1(x, t)) = \int_0^t \int_0^s Nu^1(x, v) dv ds
\]  
(68)

where

\[
N(u(x, t)) = g(x, t) + \int_0^t \int_0^s (y + \cos z) \left[u^1(y, z)\right]^2 dy dz - \int_0^t \int_0^s \left[u^1(y, z)\right]^3 dy dz
\]  
(69)

\[
A = \int_0^t \int_0^s (y + \cos z) \left[u^1(y, z)\right]^2 dy dz = \int_0^t \int_0^s (y + \cos z) y^2 \sin^2 z dy dz
\]

\[
= \int_0^t \sin^2 z \left( \int_0^s (y^3 + y^2 \cos z) dy \right) dz = \int_0^t \left( \frac{1}{4}x^4 \sin^2 z + \frac{1}{3}x^3 \left(\sin^2 z \cos z\right) \right) dz
\]

\[
= \int_0^t \left( \frac{1}{8}x^4 (1 - \cos 2z) - \frac{1}{12}x^3 (\cos 3z - \cos z) \right) dz = -\frac{1}{8}x^4 \cos t \sin t + \frac{1}{8}tx^4 - \frac{1}{36}x^3 \sin 3t + \frac{1}{12}x^3 \sin t
\]

\[
= -\frac{1}{8}x^4 \cos t \sin t + \frac{1}{8}tx^4 - \frac{1}{36}x^3 (4 \cos^2 t \sin t - \sin t) + \frac{1}{12}x^3 \sin t
\]

\[
= -\frac{1}{8}x^4 \sin t \cos t + \frac{1}{8}tx^4 - \frac{1}{9}x^3 \sin t \cos^2 t + \frac{1}{9}x^3 \sin t
\]
and

\[
B = \int_0^1 \int_0^1 [u^3(y, z)]^3 \, dy \, dz = \int_0^1 \int_0^1 y^3 \sin^3 z \, dy \, dz
\]

\[
= \frac{1}{48} \cos 3 - \frac{3}{16} \cos 1 + \frac{1}{6}
\]

\[
= \frac{1}{48} (4 \cos^3 1 - 3 \cos 1) - \frac{3}{16} \cos 1 + \frac{1}{6}
\]

\[
= \frac{1}{12} \cos^3 1 - \frac{1}{4} \cos 1 + \frac{1}{6}
\]  

Therefore

\[
N(u^1(x, t)) = g(x, t) + A - B
\]

\[
= \frac{1}{8} x^4 \cos t \sin t - \frac{1}{8} x^4 t - \frac{1}{9} x^3 \sin t + \frac{1}{9} x^3 t \cos^2(t) + \frac{1}{6} - \frac{1}{4} \cos(1)
\]

\[
+ \frac{1}{12} \cos^3(1) + \left(-\frac{1}{8} x^4 \sin t \cos t + \frac{1}{8} t x^4 - \frac{1}{9} x^3 \sin t \cos^2 t + \frac{1}{9} x^3 \sin t\right)
\]

\[
- \left(\frac{1}{12} \cos^3 1 - \frac{1}{4} \cos 1 + \frac{1}{6}\right)
\]

\[
= 0
\]  

So

\[
\tilde{N}(u^1(x, t)) = \int_0^t \int_0^s Nu^1(x, v) \, dv \, ds = 0
\]  

(73)

(67) gives:

\[
\begin{cases}
  u_n^2(x, t) = x t \\
  u_n^2(x, t) = -\int_0^t \int_0^s u_n^2(x, v) \, dv \, ds, \forall n \geq 0
\end{cases}
\]  

(74)

Thus, we get:

\[
\begin{cases}
  u_0^2(x, t) = x t \\
  u_1^2(x, t) = -\frac{1}{6} x t^3 \\
  u_2^2(x, t) = \frac{1}{120} x t^5 \\
  \vdots \\
  u_n^2(x, t) = \frac{(-1)^n}{(2n + 1)!} x t^{2n+1}
\end{cases}
\]  

(75)

We have:

\[
u^2(x, t) = \sum_{n=0}^{\infty} u_n^2 = x \left(\sum_{n=0}^{\infty} \frac{(-1)^n}{(2n + 1)!} t^{2n+1}\right) = x \sin t
\]  

(76)

Using the same procedure, for \(k \geq 3\), we obtain:

\[
u^3 = u^4 = \ldots = u^p = \ldots = x \sin t
\]  

(77)

Therefore, the exact solution of (55) is:

\[
u(x, t) = \lim_{k \to +\infty} u^k(x, t) = x \sin t
\]  

(78)

4. Conclusion

In this work, we applied the SBA and Laplace-SBA methods to solve one mixed Volterra-Fredholm non-linear integro-differential equations and two other integro-differential equations. The numerical results found show that these methods are simple, more efficient and does not rely excessively on computer processing, as is the case with the Galerkin method and the collocations method. However, Laplace-SBA method applied to our integro-differential equations gives exact solutions. The Laplace-SBA method therefore represents a particular interest by its rational and logical conception of a numerical model for solving integro-differential equations. Therefore, it can be used by researchers in engineering and physics for other equations or systems of Volterra differential equations.
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