On a Type I singularity condition in terms of the pressure for the Euler equations in $\mathbb{R}^3$
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Abstract

We prove a blow up criterion in terms of the Hessian of the pressure of smooth solutions $u \in C([0, T); W^{2,q}(\mathbb{R}^3))$, $q > 3$ of the incompressible Euler equations. We show that a blow up at $t = T$ happens only if

$$\int_0^T \int_0^t \left\{ \int_0^s \|D^2 p(\tau)\|_{L^\infty} d\tau \exp \left( \int_s^t \int_0^\sigma \|D^2 p(\tau)\|_{L^\infty} d\tau d\sigma \right) \right\} ds dt = +\infty.$$ 

As consequences of this criterion we show that there is no blow up at $t = T$ if $\|D^2 p(t)\|_{L^\infty} \leq \frac{c}{(T-t)^2}$ with $c < 1$ as $t \nearrow T$. Under the additional assumption of $\int_0^T \|u(t)\|_{L^\infty(B(x_0, \rho))} dt < +\infty$, we obtain localized versions of these results.
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1 Introduction

We are concerned with the homogeneous incompressible Euler equation on $\mathbb{R}^3 \times [0, T)$.

$$(E) \begin{cases} u_t + u \cdot \nabla u = -\nabla p, \\ \nabla \cdot u = 0, \quad u(x, 0) = u_0(x) \end{cases}$$  

where $u(x, t) = (u_1(x, t), u_2(x, t), u_3(x, t))$ is the fluid velocity and $p = p(x, t)$ is the scalar pressure. The local in time well-posedness of the Cauchy problem of (E) for
smooth initial data $u_0$ is well established in various function spaces (see e.g. \[13, 7\] and the reference therein). In this paper we are interested in the problem of finite time blow up of local smooth solutions $u \in C([0, T); W^{2,q}(\mathbb{R}^3))$, for $q > 3$, in which cases the local well-posedness is established in \[10\]. There are very many studies of this problem, in particular establishing blow up criteria (see e.g. \[11, 8, 7\]). We mention that there are also important results of showing apparition of singularity at the boundary points in the domains having boundaries \[12, 9\]. Our main concern is on the possibility of spontaneous appearance of interior singularity starting from a smooth initial data. Below we first establish a global in space blow up criterion in terms of the Hessian of the pressure, which is sharper than any previously known ones in the literature. As an immediate consequence of this criterion we are able to obtain a sharp ‘small type I condition’ in terms of the Hessian of the pressure, which is consistent with hyperbolic scaling. The second result is a localization of the first result, showing that certain conditions in terms of the Hessian of the pressure in a ball imply no blow up in the ball.

**Theorem 1.1** Let $(u, p) \in C^1(\mathbb{R}^3 \times (0, T))$ be a solution of the Euler equation (E) with $u \in C([0, T); W^{2,q}(\mathbb{R}^3))$, for some $q > 3$.

(i) If

$$
\int_0^T \int_0^t \left\{ \int_0^s \| D^2 p(\tau) \|_{L^\infty} d\tau \exp \left( \int_0^s \int_0^\sigma \| D^2 p(\tau) \|_{L^\infty} d\tau d\sigma \right) \right\} ds dt < +\infty,
$$

then $\limsup_{t \to T} \| u(t) \|_{W^{2,q}} < +\infty$.

(ii) If

$$
\limsup_{t \to T} (T - t)^2 \| D^2 p(t) \|_{L^\infty} < 1,
$$

then $\limsup_{t \to T} \| u(t) \|_{W^{2,q}} < +\infty$.

**Remark 1.1** A blow up criterion of the Euler equations in terms of the Hessian of pressure was obtained in \[3\] in a different form. Let $S = (S_{ij})$ with $S_{ij} = \frac{1}{2}(\partial_i u_j + \partial_j u_i)$ the symmetric part of the velocity gradient matrix, and we set the unit vectors $\xi = \omega/|\omega|$, $\zeta = S\xi/|S\xi|$. Define $\zeta \cdot P\xi = \mu$, where $P = (\partial_i \partial_j p)$ is the Hessian of the pressure. Then, it is shown \[3, Theorem 5.1\] that there is no blow up at $t = T$ if

$$
\int_0^T \exp \left( \int_0^t \| \mu(s) \|_{L^\infty} ds \right) dt < +\infty.
$$

We note that there exists no mutual implication relation between the conditions \((1.1)\) and \((1.3)\), although a stronger condition than \((1.3)\) (hence, the result of the criterion itself is weaker)

$$
\int_0^T \exp \left( \int_0^t \| D^2 p(s) \|_{L^\infty} ds \right) dt < +\infty.
$$
implies (1.1). A related result is found in [6].

**Remark 1.2** Comparing (1.2) with the ‘small type I condition’ in terms of the velocity,

$$\limsup_{t \to T} (T - t) \|Du(t)\|_{L^\infty} < 1$$

(1.5)

introduced in [2], and observing the well-known velocity-pressure relation,

$$\partial_i \partial_j p = \sum_{k,m=1}^{3} R_i R_j (\partial_k u_m \partial_m u_k),$$

we see that (1.2) is an optimal ‘small type I condition’ in terms of the pressure consistent with hyperbolic scaling. Here, \(R_j, j = 1, 2, 3,\) are the Riesz tranforms in \(\mathbb{R}^3\) (see e.g. [14]).

We also note that from the condition (1.4) it is impossible to deduce the correct small type I condition (1.2) guaranteeing absence of blow up.

**Theorem 1.2** Let \((u, p) \in C^1(B(x_0, \rho) \times (T - \rho, T))\) be a solution to \((E)\) with \(u \in C([T - \rho, T); W^{2,q}(B(x_0, \rho))) \cap L^\infty(T - \rho, T; L^2(B(x_0, \rho)))\) for some \(q \in (3, \infty).\)

(i) If

$$\int_{T - \rho}^{T} \|u(t)\|_{L^\infty(B(x_0, \rho))} dt < +\infty$$

(1.6)

and

$$\int_{T - \rho}^{T} \left\{ \int_{T - \rho}^{t} \int_{T - \rho}^{s} \|D^2 p(\tau)\|_{L^\infty(B(x_0, \rho))} d\tau \times \right.$$  
$$\exp \left( \int_{s}^{t} \int_{T - \rho}^{\tau} \|D^2 p(\sigma)\|_{L^\infty(B(x_0, \rho))} d\sigma d\tau \right) ds \right\} dt < +\infty,$$

(1.7)

then for all \(r \in (0, \rho)\)

$$\limsup_{t \to T} \|u(t)\|_{W^{2,q}(B(x_0, r))} < +\infty.$$

(1.8)

(ii) If (1.6) holds, and

$$\limsup_{t \to T} (T - t)^2 \|D^2 p(t)\|_{L^\infty(B(x_0, \rho))} < 1,$$

(1.9)

then for all \(r \in (0, \rho)\) we have

$$\limsup_{t \to T} \|u(t)\|_{W^{2,q}(B(x_0, r))} < +\infty.$$

(1.10)

**Remark 1.3** A remark similar to Remark 1.2 above holds, comparing (1.9) with the local version of ‘small Type I condition’

$$\limsup_{t \to T} (T - t) \|\nabla u(t)\|_{L^\infty(B(x_0, \rho))} < 1,$$

(1.11)

which was obtained in [3].
2 The Proof of the Main Theorems

Proof of Theorem 1.1: Proof of (i) We use the particle trajectory mapping \( \alpha \mapsto X(\alpha, t) \) from \( \mathbb{R}^3 \) into \( \mathbb{R}^3 \) generated by \( u = u(x, t) \), which means the solution of the ordinary differential equation,

\[
\begin{cases}
\frac{\partial X(\alpha, t)}{\partial t} = u(X(\alpha, t), t) & \text{on } (0, T), \\
X(\alpha, 0) = \alpha \in \mathbb{R}^3.
\end{cases}
\]  

(2.1)

Taking curl of (E), we obtain the vorticity equations

\[ \omega_t + u \cdot \nabla \omega = \omega \cdot \nabla u, \quad \omega = \nabla \times u. \]  

(2.2)

The equation (2.2) can be rewritten in terms of the particle trajectory as

\[ \frac{\partial}{\partial t} \omega(X(\alpha, t), t) = \omega(X(\alpha, t), t) \cdot \nabla u(X(\alpha, t), t). \]  

(2.3)

Therefore,

\[ \frac{\partial^2}{\partial t^2} \omega(X(\alpha, t), t) = \frac{\partial}{\partial t} \omega(X(\alpha, t), t) \cdot \nabla u(X(\alpha, t), t) \\
+ \omega(X(\alpha, t), t) \cdot \frac{\partial}{\partial t} \nabla u(X(\alpha, t), t). \]  

(2.4)

From (E) we also compute

\[ \frac{\partial}{\partial t} \partial_j u_k(x, t) + u \cdot \nabla \partial_j u_k(x, t) = - \sum_{m=1}^3 \partial_j u_m \partial_m u_k - \partial_j \partial_k p, \]

which can be written as

\[ \frac{\partial}{\partial t} \partial_j u_k(X(\alpha, t), t) = - \sum_{m=1}^3 \partial_j u_m(X(\alpha, t), t) \partial_m u_k(X(\alpha, t), t) - \partial_j \partial_k p(X(\alpha, t), t). \]  

(2.5)

Substituting (2.3) and (2.5) into (2.4), one has

\[ \frac{\partial^2}{\partial t^2} \omega_k(X(\alpha, t), t) = \sum_{j=1}^3 \frac{\partial}{\partial t} \omega_j(X(\alpha, t), t) \partial_j u_k(X(\alpha, t), t) \\
+ \sum_{j=1}^3 \omega_j(X(\alpha, t), t) \frac{\partial}{\partial t} \partial_j u_k(X(\alpha, t), t) \]
\[
\sum_{j,m=1}^{3} \omega_m(X(\alpha, t), t) \partial_m u_j(X(\alpha, t), t) \partial_j u_k(X(\alpha, t), t)
\]
\[- \sum_{j,m=1}^{3} \omega_j(X(\alpha, t), t) \partial_j u_m(X(\alpha, t), t) \partial_m u_k(X(\alpha, t), t)
\]
\[- \sum_{j=1}^{3} \omega_j(X(\alpha, t), t) \partial_j \partial_k p(X(\alpha, t), t)
\]
\[- \sum_{j=1}^{3} \omega_j(X(\alpha, t), t) \partial_j \partial_k p(X(\alpha, t), t),
\]

(2.6)

from which, after a double integral in time, we obtain

\[
\omega_k(X(\alpha, t), t) = \omega_{0,k}(\alpha) + \frac{\partial \omega_k(X(\alpha, t), t)}{\partial t}\bigg|_{t=0} t
\]
\[- \sum_{j=1}^{3} \int_{0}^{t} \int_{0}^{s} \omega_j(X(\alpha, \sigma), \sigma) \partial_j \partial_k p(X(\alpha, \sigma), \sigma) d\sigma ds
\]
\[= \omega_{0,k}(\alpha) + \sum_{j=1}^{3} \omega_{0,j}(\alpha) \partial_j u_{0,k}(\alpha) t
\]
\[- \sum_{j=1}^{3} \int_{0}^{t} \int_{0}^{s} \omega_j(X(\alpha, \sigma), \sigma) \partial_j \partial_k p(X(\alpha, \sigma), \sigma) d\sigma ds,
\]

(2.7)

where \( \omega_0 = \nabla \times u_0 \), and we used (2.3) to compute

\[
\frac{\partial \omega_k(X(\alpha, t), t)}{\partial t}\bigg|_{t=0} = \sum_{j=1}^{3} \omega_{0,j}(\alpha) \partial_j u_{0,k}(\alpha).
\]

This leads us into

\[
|\omega(X(\alpha, t), t)| \leq |\omega_0(\alpha)| + |\omega_0(\alpha) \cdot \nabla u_0(\alpha)| t
\]
\[+ \int_{0}^{t} \int_{0}^{s} |D^2 p(X(\alpha, \sigma), \sigma)||\omega(X(\alpha, \sigma), \sigma)| d\sigma ds.
\]

(2.8)

Since the right hand side of (2.8) is monotone non-decreasing with respect to \( t > 0 \), taking the supremum of the both sides over \( (0, t) \), we have

\[
\sup_{0 < \tau < t} |\omega(X(\alpha, \tau), \tau)| \leq |\omega_0(\alpha)| + |\omega_0(\alpha) \cdot \nabla u_0(\alpha)| t
\]
\[+ \int_{0}^{t} \int_{0}^{s} |D^2 p(X(\alpha, \sigma), \sigma)||\omega(X(\alpha, \sigma), \sigma)| d\sigma ds
\]
\[\leq |\omega_0(\alpha)| + |\omega_0(\alpha) \cdot \nabla u_0(\alpha)| t
\]
\[+ \int_{0}^{t} \sup_{0 < \sigma < s} |\omega(X(\alpha, \sigma), \sigma)| \int_{0}^{s} |D^2 p(X(\alpha, \sigma), \sigma)| d\sigma ds.
\]

(2.9)
Hence the function \( \Phi(s) := \sup_{0 < \sigma < s} |\omega(X(\alpha, \sigma), \sigma)| \) satisfies
\[
\Phi(t) \leq |\omega_0(\alpha)| + |\omega_0(\alpha) \cdot \nabla u_0(\alpha)| t + \int_0^t \Phi(s) g(s) ds, \tag{2.10}
\]
where we set \( g(s) = \int_0^s |D^2 p(X(\alpha, \sigma), \sigma)| d\sigma \). By Gronwall’s lemma
\[
\Phi(t) \leq |\omega_0(\alpha)| + |\omega_0(\alpha) \cdot \nabla u_0(\alpha)| t
+ \int_0^t (|\omega_0(\alpha)| + |\omega_0(\alpha) \cdot \nabla u_0(\alpha)| s) g(s) \exp \left( \int_s^t g(\sigma) d\sigma \right) ds
\leq (|\omega_0(\alpha)| + |\omega_0(\alpha) \cdot \nabla u_0(\alpha)| t) \left\{ 1 + \int_0^t g(s) \exp \left( \int_s^t g(\sigma) d\sigma \right) ds \right\}. \tag{2.11}
\]
We obtain thus
\[
|\omega(X(\alpha, t), t)| \leq (|\omega_0(\alpha)| + |\omega_0(\alpha) \cdot \nabla u_0(\alpha)| t) \times
\times \left\{ 1 + \int_0^t \int_0^s |D^2 p(X(\alpha, \tau), \tau)| d\tau \exp \left( \int_s^t \int_0^\sigma |D^2 p(X(\alpha, \tau), \tau)| d\tau d\sigma \right) ds \right\}. \tag{2.12}
\]
Taking supremum over \( \alpha \in \mathbb{R}^3 \), and then integrating it over \([0, T]\), we are led to the inequality
\[
\int_0^T \|\omega(t)\|_{L^\infty} dt \leq (\|\omega_0\|_{L^\infty} + \|\omega_0 \cdot \nabla u_0\|_{L^\infty} T) \times
\times \left[ T + \int_0^T \left\{ \int_0^t \int_0^s |D^2 p(\tau)|_{L^\infty} d\tau \exp \left( \int_s^t \int_0^\sigma |D^2 p(\tau)|_{L^\infty} d\tau d\sigma \right) ds \right\} dt \right]. \tag{2.13}
\]
Applying the well-known Beale-Kato-Majda criterion, we, obtain the desired conclusion of (i).

Proof of (ii) The hypothesis \( (2.14) \) implies there exists \( t_0 \in (0, T) \) and \( \eta \in (0, 1) \) such that
\[
\sup_{t_0 < \tau < T} (T - \tau)^2 \|D^2 p(\tau)\|_{L^\infty} \leq \eta. \tag{2.14}
\]
Hence,
\[
\int_{t_0}^T \int_{t_0}^t \left\{ \int_{t_0}^s |D^2 p(\tau)|_{L^\infty} d\tau \exp \left( \int_s^t \int_0^\sigma |D^2 p(\tau)|_{L^\infty} d\tau d\sigma \right) \right\} ds dt
\leq \eta \int_{t_0}^T \int_{t_0}^t \left\{ \int_{t_0}^s \frac{1}{(T - \tau)^2} d\tau \exp \left( \eta \int_s^t \int_0^\sigma \frac{1}{(T - \tau)^2} d\tau d\sigma \right) \right\} ds dt
\leq \int_{t_0}^T \int_{t_0}^t \left\{ \frac{1}{T - s} \exp \left( \eta \int_s^t \frac{1}{T - \sigma} d\sigma \right) \right\} ds dt
\leq \int_{t_0}^T \left[ \int_{t_0}^t \frac{1}{T - s} \left( \frac{T - s}{T - t} \right)^\eta ds \right] dt
\leq \int_{t_0}^T \left( \frac{T - t_0}{T - t} \right)^\eta dt = \frac{T - t_0}{1 - \eta} < +\infty. \tag{2.15}
\]
The result follows from (i). □

**Remark:** The starting point of the argument, equation (2.6), can also be derived from the Lagrangian form of the Euler equations,

$$\frac{\partial^2 X(\alpha, t)}{\partial t^2} = -\nabla p(X(\alpha, t), t).$$

(2.16)

Indeed, taking the gradient the both sides of (2.16), and multiplying them by \(\omega_0(\alpha)\), and then using the Cauchy formula \(\omega(X(\alpha, t), t) = \nabla X(\alpha, t)\omega_0(\alpha)\), we have (2.6).

**Proof of Theorem 1.2:** We consider a sequence \(\{t_k\}_{k \in \mathbb{N}} \subset (T - \rho, T)\) such that \(t_k < t_{k+1}\) for all \(k \in \mathbb{N}\), and \(\lim_{k \to +\infty} t_k = T\). Let \(X(\alpha, t)\) be the particle trajectory defined by the ODE in (1.1) for \((\alpha, t) \in B(x_0, \rho) \times [T - \rho, T)\). Thanks to the hypothesis (1.6), we can have a continuous extension of \(X(\alpha, t)\) to an extended domain \(B(x_0, \rho) \times [T - \rho, T]\) by setting \(X(\alpha, T) := \lim_{t \to T} X(\alpha, t)\) for all \(\alpha \in B(x_0, \rho)\). Indeed,

\[|X(\alpha, t_k) - X(\alpha, t_m)| \leq \int_{t_m}^{t_k} \|u(t)\|_{L^\infty(B(x_0, \rho))} dt \to 0\]

as \(k \geq m \to +\infty\), which shows that for each \(\alpha \in B(x_0, \rho)\) the sequence \(\{X(\alpha, t_k)\}_{k \in \mathbb{N}}\) is Cauchy in \(\mathbb{R}^3\), and converges to a limit. Moreover, for we claim \(X(\cdot, T) \in C(B(x_0, r))\) for all \(r < \rho\). Indeed, let \(\alpha, \beta \in B(x_0, r)\). Then, we have the following estimates for all \(\delta \in (0, \rho)\).

\[
|X(\alpha, T) - X(\beta, T)| \leq |\alpha - \beta| + \int_{t_{\rho}}^{T-\delta} |u(X(\alpha, t), t) - u(X(\beta, t), t)| dt
+ \int_{T-\rho}^{T} |u(X(\alpha, t), t) - u(X(\beta, t), t)| dt
\leq |\alpha - \beta| + |\alpha - \beta| \int_{t_{\rho}}^{T-\delta} \frac{|u(X(\alpha, t), t) - u(X(\beta, t), t)|}{|X(\alpha, t) - X(\beta, t)|} |X(\alpha, t) - X(\beta, t)| dt
+ 2 \int_{T-\delta}^{T} (|u(X(\alpha, t), t)| + |u(X(\beta, t), t)|)
\leq |\alpha - \beta| + |\alpha - \beta| \int_{t_{\rho}}^{T-\delta} \|\nabla u(t)\|_{L^\infty(B(x_0, r))} \|\nabla X(\cdot, t)\|_{L^\infty(B(x_0, r))} dt
+ 2 \int_{T-\delta}^{T} \|u(t)\|_{L^\infty(B(x_0, r))} dt
\leq |\alpha - \beta| \left(1 + \int_{t_{\rho}}^{T-\delta} \|\nabla u(t)\|_{L^\infty(B(x_0, r))} e^{\int_{T-\rho}^{t} \|\nabla u(s)\|_{L^\infty(B(x_0, r))} ds} dt\right)
+ 2 \int_{T-\delta}^{T} \|u(t)\|_{L^\infty(B(x_0, r))} dt,
\]

(2.17)

where we used the estimate

\[
\|\nabla X(\cdot, t)\|_{L^\infty(B(x_0, \rho))} \leq \|\nabla X(\cdot, t_1)\|_{L^\infty(B(x_0, \rho))} \exp \left(\int_{t_1}^{t} \|\nabla u(s)\|_{L^\infty(B(x_0, \rho))} ds\right),
\]
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which follows from \( X(\alpha, t) = X(\alpha, t_1) + \int_{t_1}^t u(X(\alpha, s), s) ds \) by taking \( \nabla_\alpha \), and using

Gronwall’s lemma. We also used the Sobolev inequality

\[
\int_0^{T-\delta} \|u(s)\|_{L^\infty(B(x_0, r))} dt \leq C(T - \delta) \sup_{0 < t < T - \delta} \|u(t)\|_{W^{2,q}(B(x_0, r))} < +\infty,
\]

for all \( \delta \in (0, T) \), which holds thanks to the assumption \( u \in C([0, T); W^{2,q}(B(x_0, r))) \) with \( q > 3 \). Now, given \( \eta > 0 \), we choose \( \delta > 0 \) so that

\[
2 \int_{T-\delta}^{T} \|u(t)\|_{L^\infty(B(x_0, r))} dt < \frac{\eta}{3}.
\]

Then, for such \( \delta > 0 \) we choose \( |\alpha - \beta| \) small enough to have

\[
|\alpha - \beta| \left(1 + \int_0^{T-\delta} \|u(t)\|_{L^\infty(B(x_0, r))} e^{\int_{T-\delta}^{T} \|u(s)\|_{L^\infty(B(x_0, r))} ds} dt \right) < \frac{\eta}{3}.
\]

Then, \( (2.17) \) shows that \( |X(\alpha, T) - X(\beta, T)| < \eta \). The claim \( X(\cdot, T) \in C(B(x_0, r)) \) is proved.

By the continuity of the trajectory mapping \( X(\cdot, t) \) for \( t \in [0, T] \) for each \( r \in (0, \rho) \) there exists \( \varepsilon > 0 \) such that

\[
B\left(x_0, r + \frac{\rho - r}{3}\right) \subset X\left(B\left(x_0, r + \frac{\rho - r}{2}\right), T - t\right) \subset B(x_0, \rho) \quad \forall t \in [0, \varepsilon]. \tag{2.18}
\]

where \( X(\alpha, t) \) is the extension of the particle trajectory to \( t = T \) defined by the following ordinary differential equations

\[
\begin{aligned}
\frac{\partial X(\alpha, t)}{\partial t} &= u(X(\alpha, t), t) \quad \text{on } [T - \varepsilon, T), \\
X(\alpha, T - \varepsilon) &= \alpha \in B(x_0, r).
\end{aligned} \tag{2.19}
\]

Then, we have from \( (2.12) \)

\[
\|\omega(t)\|_{L^\infty(B(x_0, r + \frac{\rho - r}{4}))} \leq \sup_{\alpha \in B(x_0, r + \frac{\rho - r}{4})} \left\{ |\omega(\alpha, T - \varepsilon)| + |\omega(\alpha, T - \varepsilon)| \|\nabla u(\alpha, T - \varepsilon)t\| \times \\
\left[\int_{T - \varepsilon}^t \left\{ \int_{T - \varepsilon}^s \left| \int_{T - \varepsilon}^\tau |D^2 p(X(\alpha, \tau), \tau)| d\tau \exp \left( \int_{T - \varepsilon}^\tau \int_{T - \varepsilon}^\sigma |D^2 p(X(\alpha, \tau), \tau)| d\tau d\sigma \right) ds \right\} \right]
\right.
\leq \left\{ \|\omega_0\|_{L^\infty(B(x_0, \rho))} + \|\omega_0 \nabla u_0\|_{L^\infty(B(x_0, \rho))} \right\} \times \\
\left[\int_{T - \varepsilon}^t \left\{ \int_{T - \varepsilon}^\sigma \left| D^2 p(\tau) \right|_{L^\infty(B(x_0, \rho))} d\tau \exp \left( \int_{T - \varepsilon}^\tau \int_{T - \varepsilon}^\sigma \left| D^2 p(\tau) \right|_{L^\infty(B(x_0, \rho))} d\tau d\sigma \right) ds \right\} \right]. \tag{2.20}
\]
Integrating this over $[T-\varepsilon, T]$, we find

$$
\int_{T-\varepsilon}^{T} \|\omega(t)\|_{L^\infty(B(x_0, r + \frac{\varepsilon}{T-s}))} dt \leq \left\{\|\omega_0\|_{L^\infty(B(x_0, \rho))} + \|\omega_0 \nabla u_0\|_{L^\infty(B(x_0, \rho))} T \right\} \times
\times \left[T + \int_{T-\varepsilon}^{T} \int_{T-\varepsilon}^{t} \left\{ \int_{T-\varepsilon}^{s} \|D^2 p(\tau)\|_{L^\infty(B(x_0, \rho))} d\tau \times
\times \exp \left( \int_{s}^{t} \int_{T-\varepsilon}^{\tau} \|D^2 p(\sigma)\|_{L^\infty(B(x_0, \rho))} d\tau d\sigma \right) ds \} dt \right],
$$

which is finite by the hypothesis (1.7). Applying the localized version Beale-Kato-Majda criterion of [4, Theorem 1.1], we obtain (1.8). This completes the proof of (i). The proof of (ii) is exactly the same as that of Theorem 1.1(ii) above, just replacing $\|D^2 p(t)\|_{L^\infty}$ by $\|D^2 p(t)\|_{L^\infty(B(x_0, \rho))}$. □
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