Flexible habitat choice of pelagic bacteria increases system stability and energy flow through the microbial loop
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Abstract

Pelagic bacteria can be classified into free-living and particle-attached life modes, which either dwell in the water column or attach to suspended particles. Bacteria with a generalist life style, however, can actively shift between these two habitats. Globally increasing densities of natural and artificial particles enhance habitat heterogeneity, with potential consequences for system stability and trophic transfer through aquatic food webs. To better decipher the dynamics of microbial communities, we investigated the influence of adaptive vs. fixed habitat choice on species coexistence for a simplified bacterial community by analyzing a corresponding food web model, consisting of two specialist bacterial prey species (free and attached), a generalist bacterial prey species with the ability to shift between both habitats, and two protist predators, specialized on either water or particle compartment. For simplicity we assume a shared resource pool, considering particles only for colonization but not as a source for nutrients or carbon, that is, inert particles like microplastics or inorganic sediments. The model predicts coexistence on a cyclic attractor between fixed and flexible bacteria, if the costs for adaptive habitat choice can be balanced by adaptation speed. The presence of adaptive prey dampens predator–prey cycle amplitudes, contributing to system stabilization resulting in higher mean predator biomass compared to specialist prey only. Thus, in pelagic microbial systems, flexible habitat choice at the prey level has important implications for system stability and magnitude of energy flow through the microbial loop.

Aquatic environments sustain highly diverse heterotrophic microbial communities which can rapidly change in space and time due to fluctuations in natural conditions. In pelagic environments, heterotrophic bacteria play an important role in the recycling of nutrients from organic matter such as dissolved organic carbon (DOC) or particulate algal detritus, rendering them available for new primary production (Williams and leB. 1981; Cho and Azam 1988; Pomeroy et al. 1991). At the same time, bacteria are under high grazing pressure by bacterivorous protists (Fenchel 1984; Hahn et al. 2000; Garcia-Chaves et al. 2015) and a substantial fraction of bacterial biomass is directly transferred toward higher trophic levels through grazing by protozoa, the so-called "microbial loop" (Azam et al. 1983). The microbial loop can form an important alternative energy channel at the base of the aquatic food web. For example, in oligotrophic environments (e.g., open ocean waters) with low abundance of phytoplankton species or dominance of very small sized phytoplankton, which cannot effectively be grazed by metazoans, the main energy link to metazoans and thereby higher trophic levels is via phagotrophic flagellates and ciliates (Sherr and Sherr 1988). Thus, under certain circumstances bacteria and protist interactions in pelagic environments play a key role in order to sustain aquatic food webs.

Pelagic environments contain two main habitats for bacterial colonization and activity (Grossart 2010): (1) the water and (2) particles or aggregates suspended in the water. The source of particles in aquatic systems is highly diverse, ranging from abiotic inorganic material (e.g., sediments, calcite, minerals, etc.) to allochthonous organic debris (e.g., wood, carcases, detritus, etc.) and autochthonous organic matter such as single phytoplankton cells or macroscopic organic aggregates, that is, "marine or lake snow" (Simon et al. 2002; Kiørboe et al. 2003). Although the density and source of particles naturally varies in aquatic environments, an increased frequency of extreme weather events due to current climate change, including heavy rainfalls, floods, and strong winds, will likely increase the input of suspended particles from the terrestrial to the aquatic environment (Perga et al. 2018). In addition, anthropogenic pollutants like microplastics have been shown to increase globally in oceans (Law 2017), freshwaters (Eerkes-Medrano et al. 2015), polar environments (Obbard
et al. 2014), and even pristine mountain lakes (Free et al. 2014). These nutrient poor oceans interfere with the dynamics of natural microbial communities as they serve as a new surface for microbial colonization, potentially changing development and role of free-living vs. particle-attached bacteria.

To some extent, related to habitat and resource utilization, two main specialized life modes can be distinguished among heterotrophic bacteria in the pelagic environment. (1) free-living bacteria ($B_{fl}$) with very efficient nutrient uptake and transporter systems that allow them to cope with low nutrient conditions in the ambient water (Garcia et al. 2013), and (2) particle-attached bacteria ($B_{pa}$) that are specialized in attaching to particles (Simon et al. 2002; Grossart 2010). In addition to these two lifestyle specialists, generalist bacteria ($B_{c}$) are able to dwell in both habitats, involving an active behavioral response for habitat choice, that is, particles or water (Seiler et al. 2017). Note that while in microbiology the definition of specialist vs. generalist is often related to resource use, in the context of our study system the definition of specialist vs. generalist refers solely to habitat choice. The ability to adapt allows generalist bacteria to actively shift between different micro-habitats mostly by being associated with the water–particle interface. Especially, the water–particle interface acts as a microbial hotspot and plays a key role for microbial activity, but also holds a remarkably high grazing pressure (Kiorboe et al. 2004; Corno et al. 2015). The ability to escape predation by actively shifting habitats enables generalist bacteria to optimize habitat choice with respect to predation pressure. Depending on their feeding behavior, phagotrophic protists are either specialized on grazing in the pelagic habitat or on surfaces (e.g., particles), that is, free-living or particle-attached bacteria, respectively. Although free-living protists mainly feed on suspended bacteria by filtering or direct interception using cilia (Ciliates, e.g., *Paramecium tetraurelia*), or by creating water currents with a flagellum towards their mouth (Flagellates: e.g., *Cafeteria roenbergensis*; Boenig and Arndt 2002), protists specialized on particles need to be attached to surfaces where they are supported by pseudopods (e.g., Ameboids like *Vannella* sp.), feed on particle-attached bacteria (Parry 2004).

A behavioral predator escape mechanism is one form of adaptive phenotypic plasticity (sensu Gaedke and Klauschies 2017). For unicellular bacteria this adaptive behavior is often associated with a more complex genotype which enables the species to rapidly respond to a wide range of environmental conditions, providing adaptive species an advantage especially under variable conditions (Kassen 2002). However, this flexibility comes at a cost, as maintenance of the sensory and regulatory machinery needed for plasticity results in increased metabolic costs (energy demand) compared to the habitat specialists (DeWitt et al. 1998). Specifically, bacterial habitat generalists need to be able to exhibit a wider variety of traits related to habitat use compared to the bacterial habitat specialists. They need motility in their free-living life mode via corresponding flagella, but also require the ability to find particles via chemotaxis, enabling bacteria to attach to and colonize surfaces in the particle-attached life mode. Furthermore, bacterial habitat generalists need to detect the presence of predators, often by the recognition of chemical cues (Kats and Dill 1998), to correspondingly adapt habitat choice. In the specific case of generalist bacteria in the pelagic habitat, the ability to escape high predation pressure in one habitat (i.e., water or particles) makes them vulnerable to predation in the alternative habitat, a situation that has been termed incompatible defense (Ellner and Becks 2011; van Velzen et al. 2018).

It is known that adaptive prey dynamics feedback to the predator and competitor level, leading to system dynamics that can significantly differ from the case of fixed traits. This has been demonstrated by theoretical (Abrams and Matsuda 1997; Vos et al. 2004) as well as empirical studies (Yoshida et al. 2003; Verschoor et al. 2004). For example, classic predator–prey cycles assuming species with fixed traits, typically show a quarter-period lag between prey and predator peaks (Rosenzweig and MacArthur 1963; Bulmer 1975). However, in the presence of inducible defense mechanisms at the prey level, similar to rapid evolution (Yoshida et al. 2003; Jones and Ellner 2007; Becks et al. 2012), predator–prey dynamics can shift to antiphase cycles where the peaks in prey population overlap with minima in the predator population and vice versa in theoretical studies (Mougi 2012; Yamamichi et al. 2019).

To investigate the interplay of adaptive and nonadaptive strategies in the context of particle-attached vs. free-living bacterial lifestyles, we investigated the dynamic features of a corresponding food web model dependent on nutrient availability, the energetic costs of being adaptive and the speed of adaptation. The food web consists of a free-living and a particle-attached specialist bacterium and their respective habitat-specialized protist predators, as well as a generalist bacterial prey with the ability to actively switch between the two habitats in order to maximize its own growth. Our modeling approach considers one shared resource pool for all prey species. Thus, particles in our model system are considered as a habitat but do not provide a source of carbon or nutrients. Correspondingly, model results are most representative for inert particles such as inorganic sediments and microplastics suspended in the water column, but may not be adequate for organic matter rich particles such as marine and lake snow which frequently occur in natural ecosystems (Simon et al. 2002).

Our results show that coexistence between specialist and generalist bacteria strongly depends on the interplay of associated costs and speed of adaptation, but also on nutrient availability in the surrounding water. Single predator–prey lags are significantly longer for the generalist in comparison to specialist prey species and range from shorter than a quarter-period to lags well above 0.5. The latter is indicative of reversed cycle dynamics where the prey peak seems to follow the predator peak, while in classic predator–prey cycles the predator peak typically follows the prey peak (Cortez and Weitz 2014). This can occur if population dynamics are regulated by internal trait shifts which determine the edibility to the predator. Observed total predator–prey lags are significantly larger than quarter-period, ranging from antiphase to reversed cycle dynamics. In contrast, the effective
prey biomass per compartment is always close to a quarter-period lag. Overall the presence of the generalist stabilizes system dynamics by pushing population minima away from zero and albeit its ability to escape predation, the presence of the generalist leads to higher average protist biomass compared to the case with only nonadaptive prey. This indicates that the presence of prey species with adaptable lifestyle in the pelagic microbial community has important consequences for the transfer of energy via the microbial loop to higher trophic levels, with important implications for energy flow in pelagic food webs.

### Material and methods

#### Model description

Our model food web consists of three prey species and two predators (Fig. 1B). Based on the distinction between the two pelagic compartments (1) ambient water and (2) particles, the prey species consist of two specialist bacterial species: a (nonattached) free-living bacterium ($B_{FL}$) and a particle-attached bacterium ($B_{PA}$), as well as a generalist bacterial species ($B_{G}$) that can actively switch between both compartments. The two predators are either specialized to be free-living ($P_{FL}$) or particle-attached ($P_{PA}$). Accordingly, $P_{FL}$ only feeds on $B_{FL}$ and the part of the generalist population in the water compartment, while $P_{PA}$ only feeds on $B_{PA}$ and the part of the generalist population in the particle compartment. The limiting substrate is assumed to be carbon and follows chemostat dynamics with maximum substrate concentration $S_{max}$ (mg C L$^{-1}$) and dilution rate $D$ (d$^{-1}$) (Eq. 1). All bacteria are assumed to share the same carbon pool, that is, particles themselves are not a source of carbon, therefore our system can be assumed to be representative for inorganic particles, but may not be adequate for organic matter rich particles. Bacterial prey and protist predator biomasses are expressed in carbon content (mg C L$^{-1}$). The corresponding ordinary differential equation (ODE) system (Eqs. 1–7) is based on a model system introduced by Gaedke and Klauschies (2017) on incompatible defense mechanisms via adaptive phenotypic plasticity such as adaptive behavior.

\[
\frac{dS}{dt} = D \times (S_{max} - S) - \left( \frac{r \times B_{FL} \times S}{H + S} + \frac{r \times B_{PA} \times S}{H + S} + \frac{r \times (1 - c) \times B_{G} \times S}{H + S} \right) ,
\]

\[
\frac{dB_{FL}}{dt} = \left( \frac{r \times S}{H + S} - D \right) \times B_{FL} - g \times \left( \frac{B_{FL}}{B_{FL} + (1 - \alpha)^n \times B_{G} + K} \right) \times P_{FL},
\]

\[
\frac{dB_{PA}}{dt} = \left( \frac{r \times S}{H + S} - D \right) \times B_{PA} - g \times \left( \frac{B_{PA}}{B_{PA} + \alpha^n \times B_{G} + K} \right) \times P_{PA},
\]

\[
\frac{dB_{G}}{dt} = \left( \frac{r \times (1 - c) \times S}{H + S} - D \right) \times B_{G} - g \times \left( \frac{B_{G}}{B_{FL} + (1 - \alpha)^n \times B_{G} + K} \right) \times P_{FL} - g \times \left( \frac{\alpha^n \times B_{G}}{B_{PA} + \alpha^n \times B_{G} + K} \right) \times P_{PA},
\]

\[
\frac{dP_{FL}}{dt} = \left( e_p \times g \times \left( \frac{B_{FL} + (1 - \alpha)^n \times B_{G}}{B_{FL} + (1 - \alpha)^n \times B_{G} + K} \right) - D \right) \times P_{FL},
\]

\[
\frac{dP_{PA}}{dt} = \left( e_p \times g \times \left( \frac{B_{PA} + \alpha^n \times B_{G}}{B_{PA} + (\alpha^n \times B_{G} + K)} \right) - D \right) \times P_{PA},
\]

**Fig. 1.** Alternative possible system states dependent on the energetic cost and speed of adaptation. (A) Generalist region, (B) coexistence region, (C) specialist region. Illustrated are the free-living compartment (FLC) in blue and the particle-attached compartment (PAC) in brown. Specialist prey bacteria and predators are encircled in respective colors. The generalist (thick black circle) can shift between both habitats, indicated by different labels for the two subpopulations ($B_{GFL}$ and $B_{GPA}$). S illustrates the shared carbon pool.
\[
\frac{da}{dt} = V \times \left( \frac{\partial}{\partial \alpha} \left( \frac{1}{\beta_{G} \alpha} \frac{db_{r}}{d\alpha} \right) \right) + \frac{w}{\alpha^2} - \frac{w}{(1-\alpha)^2}.
\] (7)

The food uptake term of bacterial prey and protist predators follows a saturating functional response with maximum growth rate \(r\) and half saturation constant \(H\) for prey (Eqs. 2–4) and with grazing rate \(g\) and half saturation constant \(K\) for predators (Eqs. 5–6). Consumed resource/prey is converted into own biomass with conversion efficiencies \(e_{b}\) and \(e_{p}\) for bacteria and predators, respectively. For simplicity and to focus on the effect of the adaptability of the generalist, all nutrient/food uptake parameters are assumed to be identical for all prey/predator species, respectively (see Table 1). Investigations on the influence of a nonidentical parameterization and assumptions of different assimilation efficiencies for prey vs. predators can be found in the supplemental material (see Supporting Information S1 and S2). The growth rate \(r\) of the generalist prey species is reduced by a factor \(c\), which represents energetic costs associated with its ability to adapt (Eq. 4).

The adaptive trait parameter \(a\) indicates the rate of attachment and can vary between 0 and 1. Thereby, \(a\) indicates the fraction of the generalist population that is in the particle-attached compartment given by \(B_{G} = B_{G} \times a\), while \((1-a)\) indicates the fraction of the generalist population in the free-living compartment given by \(B_{GFL} = B_{G} \times (1-a)\). Each predator can consume the subpopulation of the generalist \(B_{G} (B_{GFL} and B_{GPA})\) in its respective compartment as determined by \(a\). In our study system, the trait parameter “rate of attachment” \(a\) defines a behavioral response and changes to increase the per-capita population growth rate of the generalist along the fitness gradient (Abrams et al. 1993; Yamamichi et al. 2019a). It has been argued by Abrams et al. (1993) and recently reviewed by Yamamichi et al. (2019a), that inducible defense mechanisms, due to the fact that they may even be faster than evolutionary changes, can be described by a fitness gradient approach, which typically is used for the description of the evolution of quantitative traits, if modified to allow for greater speed of adaptation. The trait value thereby represents the population mean of a continuous defense trait (in our case habitat choice). Different to an optimal adaptive trait approach which assumes an instantaneous response without any time delay, the fitness gradient approach allows to investigate the influence of different speeds of adaptation on system dynamics (Yamamichi et al. 2019a). Thereby the fitness gradient approach allows to gain insight on how species-specific differences in the speed of adaptation influence system dynamics. Consequently, we describe the trait dynamics of the rate of attachment (\(a\)) by a fitness function (Eq. 7), where a change in trait \(a\) depends on the change in net-growth of the generalist population (\(B_{G}\) with a change in \(a\), expressed by a corresponding partial derivative, multiplied by the speed of adaptation (\(V\)). This first part of Eq. 7 is followed by a boundary function \(\left(\frac{\alpha - \frac{w}{1-a}}{\alpha} \right)\) which keeps \(a\) within the interval of [0; 1] (Yamamichi et al. 2019a). The shape parameter \(n\) (Eqs. 4–6) influences the shape of the trade-off between the susceptibility of \(B_{G}\) against predation by \(P_{PA}\) and \(P_{FL}\). For \(n = 1\) this trade-off is assumed to be linear. For values below 1, per-capita predation pressure on \(B_{G}\) is increased for intermediate values of \(a\) compared to the linear case, correspondingly the generalist experiences a higher predation pressure in comparison to the specialist prey species. Thereby our choice of \(n = 0.8\) accounts for an additional cost for the generalist in comparison to the specialist prey species, termed “ecological cost” by Gaedke and Klauschies (2017). Note that with \(n = 0.8\) the increase in predation pressure in comparison to the specialist prey species is small. Therefore, the assumption of a

**Table 1.** Parameter values, units, and description.

| Parameter | Value | Unit | Description |
|-----------|-------|------|-------------|
| \(D\)     | 0.1*  | \(d^{-1}\) | Dilution rate |
| \(S_{\text{max}}\) | 0.5 and 1 | \(\text{mg C L}^{-1}\) | Maximum substrate concentration |
| \(r\)     | 3.33* | \(d^{-1}\) | Maximum growth rate of bacterial prey |
| \(c\)     | [0;1] | — | Energetic cost |
| \(H\)     | 0.01* | \(\text{mg C L}^{-1}\) | Half saturation constant for substrate uptake |
| \(g\)     | 1.2*  | \(d^{-1}\) | Maximum grazing rate of protist predators |
| \(n\)     | 0.8*  | — | Shape of the trade-off between the susceptibilities to grazing by \(P_{FL}\) and \(P_{PA}\) |
| \(K\)     | 0.1*  | \(\text{mg C L}^{-1}\) | Half saturation constant for prey ingestion |
| \(e_{b}\) | 0.3*  | — | Conversion efficiency for bacteria |
| \(e_{p}\) | 0.3*  | — | Conversion efficiency for predators |
| \(V\)     | [0.01;1] | — | Speed of adaptation |
| \(w\)     | 0.0001* | \(d^{-1}\) | Scaling factor of boundary function |

*Parameter values taken from Gaedke and Klauschies (2017).
linear trade-off \((n = 1)\), that is, no additional costs, would benefit the generalist, slightly increasing the parameter range \((c, V)\) where \(B_G\) is present (see Supporting Information S3).

**Model analysis**

We investigated the effect of flexible habitat choice of the generalist population \(B_G\) under top-down (predation) and bottom-up (resource competition) control on species coexistence and community dynamics. Note that coexistence in our study system and parameter values is only possible as part of an oscillatory attractor, since for a stable point equilibrium, the generalist prey species, due to the associated costs of being flexible, would always be outcompeted by the specialist prey species. To enable mechanistic insight on how the presence of the generalist species influences the system dynamics and how this depends on specific parameter values associated with the ability of a behavioral habitat choice, we restricted our analysis to levels of \(S_{\text{max}}\) where system dynamics equilibrate to regular limit cycle dynamics. The used parameterization is assumed to be representative for a bacterial prey-protist predator system following Gaedke and Klauschies (2017), but does not mimic a specific bacteria-protist system. All parameter values and investigated parameter ranges can be found in Table 1.

Possible community states and corresponding dynamics were investigated dependent on two parameters that are critical for the characterization of the adaptive life mode, namely the energetic cost of being adaptive \(c\) and the speed of adaptation \(V\). We investigated the system dynamics by calculating the time orbits along transects of \(c\) (between 0 and 1) for fixed values of \(V\) and along transects of \(V\) (between 0.01 and 1) for fixed values of \(c\). Starting at \(c = 0\) \((V = 0.01)\) system dynamics were followed for 5000 time units. The values from the last time point were used as starting condition for the next simulation run with slightly increased \(c\)-value \((V\)-value\) along each transect, increasing the respective parameter by a step size of 0.001. In addition, all transects have also been calculated in reverse direction, starting from the highest to the lowest \(c\) \((V)\) value to look for possible hysteresis areas with bi-stable alternative system states. The default initial condition at the starting point of each transect was \((S = 0.2; B_{FL} = 0.11; B_{PA} = 0.1; B_G = 0.11; P_{FL} = 0.01; P_{PA} = 0.01; \alpha = 0.5)\). The slight difference in initial prey biomasses are chosen to avoid observed symmetry-driven pathological dynamics exhibited by the system—see Supporting Information S4 for details. For each simulation, maxima, minima, and average biomass per population cycle was calculated for each species based on the last third of the time orbit to avoid any influence of transient dynamics. Extinction of a given species was assumed if maximum biomass in the last third of the simulated time steps was below \(10^{-5} \text{ mg C L}^{-1}\). For each simulation, after increasing \(V\) or \(c\), a value of 0.0001 was added to the initial conditions of all species to allow for reinvasion in case of extinction in the previous simulation.

To assess the role of initial conditions and the stability of the observed attractors in our system, we recomputed the bifurcation diagram and the largest two Lyapunov exponents using random initial conditions. Find details on this analysis in Supporting Information S5. To calculate the time lag between peaks of prey and predator pairs, we used the solution after the system has settled on regular dynamics (post-transient phase). Taking the last third of the calculated time points into account, we identified the consecutive cycle maxima of all species. The full cycle length was determined by the distance between two specialist predator peaks. Since for the standard parameterization cycle dynamics are exactly mirrored between compartments, the cycle length was estimated based on two consecutive maxima of the particle-attached predator \((P_{PA})\). Lag estimates were then calculated based on the peak distance between each prey and predator pair within two consecutive \(P_{PA}\) peaks divided by the full cycle length. For the generalist prey population predator–prey peaks were derived with respect to each predator, based on the distance between the peak of the generalist subpopulation and predator peak in the same habitat (defined by \(\alpha\)). Since the total generalist population fluctuates two times faster compared to the specialist predator and prey populations, predator–prey lags for the generalist population were calculated based on (1) the full cycle length (of the generalist subpopulations/the specialist populations) (see Fig. 3, cycle length indicated in blue) as well as (2) the shorter cycle length of the total generalist population (see Fig. 3, cycle length indicated in black). Predator–prey lags were also calculated with respect to total predator-total prey biomass peaks (see Fig. 3, horizontal magenta arrows) and with respect to predator-effective prey peaks (see Fig. 3, horizontal green arrows). Effective prey biomass represents the prey biomass available to predation by the respective specialist predator (van Velzen and Gaedke 2017). In the generalist region, effective prey biomass is represented by the subpopulation of the generalist in each habitat available to the respective predator, in the coexistence region effective prey biomass is the sum of the generalist subpopulation and the specialist prey per habitat, and in the specialist region effective prey biomass equals the biomass of the specialist prey population for each habitat. A total of 10 consecutive cycle intervals were used to calculate the lag of each predator–prey pair (see examples for some cycle intervals and corresponding peaks in Supporting Information S6, Fig. S6.1).

Simulation of the system dynamics, time lag calculations, and bifurcation plots were performed using MATLAB (MathWorks R2018b) with Runge–Kutta solver ode45. Bifurcation plot and Lyapunov exponent calculations in Supporting Information S5 were done with Fortran using the double precision VODE ODE solver (Brown et al. 1989) to simulate the differential equation system. Fortran codes, along with VODE solver, can be found at https://github.com/legol18/Bifurcation-Lag-Lyapunov.
**Results**

Range of coexistence between specialists and generalist prey

The analysis of system states dependent on energetic costs for adaptation ($c$) and speed of adaptation ($V$) reveals three different regions (Fig. 2), (1) a specialist region where $B_G$ is absent and only specialized prey ($B_{HA}$ and $B_{PA}$) and predators ($P_{HA}$ and $P_{PA}$) are present, (2) a coexistence region where all prey species and predators are present, and (3) a generalist region, where the two specialized prey species are out-competed by $B_G$ and both predators exist on the generalist prey. The coexistence region extends to higher $c$ values with increasing $V$, indicating that higher speed of adaptation allows the generalist to compensate for higher energetic costs and, therefore, to coexist with the specialist prey and predators. However, there seems to be an upper threshold of energetic costs close to 0.5, which is asymptotically reached for increasing values of $V$, above which a further increase in $V$ cannot compensate for even higher energetic costs. Above this threshold, the generalist cannot persist and only specialists remain in the system. On the contrary, at low energetic costs and a high speed of adaptation, the generalist out-competes the two specialist prey species. The range of coexistence and generalist region increases with increasing nutrient availability ($S_{\text{max}}$) (compare Fig. 2A,B). Note that for $S_{\text{max}} = 0.5$, there is a small region with bi-stability at the intersection of specialist and coexistence region. It is increasingly pronounced for higher $V$-values as indicated by the thickness of the boundary line (Fig. 2B). In this area, initial conditions determine which of the two possible states will be reached.

Dynamics for different community states

For the investigated range of nutrient availabilities, dynamics of all community states settle on a limit cycle.

In the generalist region (Fig. 3A–D), $B_G$ is fluctuating regularly between the free-living and particle-attached compartment, thereby maintaining both specialist predators. If $B_G$ is dominantly in one compartment ($\alpha$ close to zero or one), the corresponding predator biomass increases over time. When predator biomass and therefore top down pressure on its prey is getting too high, $B_G$ shifts quite abruptly to the alternative compartment, as indicated by the trait parameter $\alpha$ (Fig. 3D). Note that total $B_G$ biomass cycles twice as fast as the single predator biomass of each compartment (comparing Fig. 3A,C), every second generalist peak corresponding to a specific compartment (Fig. 3D). The lag between peaks of the total generalist population per compartment and the peak of the respective specialist predator is significantly longer than the quarter-period lag period of classical predator–prey cycles, following values close to 0.3 (Fig. 4, gray line) and equals the effective predator–prey lags (Fig. 4, green line). When considering the shorter cycle length of the total $B_G$ population instead of the longer cycle length of the $B_G$ subpopulations (the specialist populations), the lag between the peak of total $B_G$ biomass and the peak of the respective predator (indicated by the corresponding $\alpha$ value) is slightly longer than half-period following values close to 0.6 (Fig. 4, black line) and equals the total predator-total prey lags (Fig. 4, magenta line). In the coexistence region (Fig. 3E–H), the generalist population shows similar dynamics as in the generalist region, with $B_G$ fluctuating two times faster compared to the two specialist predators and preys. For the specialist prey species, the lag of the predator–prey cycles within each compartment first slightly decreases with increasing $c$, starting from values close to a quarter-period lag (Fig. 4, brown line), while the predator–prey lags between $B_G$ and the predator species remain close to the lag values of the generalist only case (Fig. 4, gray and black lines). This pattern changes around $c = 0.25$, beyond which all single predator–prey lags start to increase steeply, being most

**Fig. 2.** Diagrams show different community states dependent on speed of adaptation $V$ and energetic cost $c$ for different nutrient availabilities: (A) $S_{\text{max}} = 1$, (B) $S_{\text{max}} = 0.5$. In (B), thickness of boundary between specialist and coexistence area indicates the extension of a bistability area. The vertical dashed line at $V = 0.7$ in (A) indicates the transect along $c$ which was used for further analysis of cycle dynamics and predator-prey lags (Figs. 3–6).
pronounced for the total $B_G$— predator lags with respect to the shorter $B_G$ cycle length (Fig. 4, black line), which reach values of almost 0.8 at the extinction threshold of $B_G$ ($c = 0.5$). The latter is indicative of reversed cycles; however, this is only true if total predator and total generalist prey peaks are taken into account irrespective of the generalists' habitat use. Taking habitat use into account, within each compartment the $B_G$ prey peak still precedes the peak of its respective predator, the distance between the two increasing with increasing $c$. The lags of the specialist predator–prey pairs reach the typical quarter-period lag period at the extinction threshold of $B_G$, on which they settle constantly within the specialist region. The turning point at $c \approx 0.25$, where the lags start increasing, coincides with the change in dominance from the generalist to the specialist preys, indicated by a corresponding shift from max($B_G$) > max($B_F$) for $c < 0.25$ to max($B_G$) < max($B_F$) for $c > 0.25$ (and equally with respect to max($B_{FL}$)); see Supporting Information S6, Fig. S6.2). In contrast to the single predator–prey lags, total predator–prey lags and predator-effective prey lags decrease steeply for $c < 0.25$, but settle on values close to the lags observed for the specialist region for values of $c > 0.25$. In the specialist region (Fig. 3I–L), population dynamics in each compartment are characterized by predator–prey cycles with fixed traits, where a prey peak is followed by a predator peak with a quarter-period lag (Fig. 4, brown line), while total predator–prey lags follow an antiphase cycle (Fig. 4, magenta line). The specialist food web and its dynamics can also be interpreted as a coevolution model with clonal reproduction (Mendelian/discrete trait) at the prey and predator level under a matching allele interaction (Grosberg and Hart 2000), which has been shown to be analogous to the bidirectional axis of vulnerability in quantitative (continuous) traits, the latter reflecting the specialist-two predator food web (Yamamichi et al. 2019b). Our findings of antiphase cycles for total predator–prey dynamics even for the specialist food web are therefore in concordance with previous studies showing that coevolution along a bidirectional axis of vulnerability can produce antiphase cycles (Mougi 2012a). Specifically, the decrease of a prey population in one compartment allows the prey species of the alternative compartment to increase, due to low competition for the shared resource in combination with low predator densities. This increase starts the predator–prey cycle in the respective compartment until, at low prey densities (after the predator peak), the cycle is reinitiated in the other compartment.

**Shifts in timing of $B_G$ peak with increasing energetic costs**

In the coexistence region, we observe a continuation of the generalist-predator lags from the generalist only case for $c < 0.25$ and a pronounced increase in the generalist-predator

---

**Fig. 3.** Time orbits illustrating regular cycle dynamics for: Left column: Generalist region ($c = 0.02$), central column: coexistence region ($c = 0.2$), and right column: specialist region ($c = 0.5$). All scenarios are calculated for $s_{max} = 1$ and $V = 0.7$. Biomass units are expressed in mg C L$^{-3}$. In the upper three rows, black solid lines indicate total prey/predator biomass, dash-dotted blue (dashed brown) lines indicate prey/predator biomass of free-living (particle-attached) compartment. Note that in (B,F,I), total prey biomass per compartment is illustrated, whereas in (E,J) colored lines refer to individual populations. In (E), dash-dotted blue, dashed brown and dotted gray lines represent free-living, particle-attached specialist and generalist biomass, respectively. Colored horizontal arrows in (A,E,I) illustrate the lag between predator and prey peaks, the colors correspond to the respective lags plotted in Fig. 4: (A) generalist predator–prey lag (black, gray), (E) effective predator–prey lag (green) and (I) total predator–prey lag (magenta). Colored horizontal arrows in (D,H,K) illustrate: (D) the full specialist (brown) and shorter cycle length of $B_G$ (black), defined by two consecutive peaks of $P_{NA}$ and $B_G$, respectively, (H) the full specialist cycle length (brown), and (K) the total predator cycle length (black) defined by two consecutive peaks of total predator biomass. Note that due to the increase of the cycle’s frequency the time interval on the x-axis differs between regions.
lags for $c > 0.25$ (Fig. 4, black and gray lines). Taking a detailed look at the cyclic dynamics for different values of $c$, we find that with increasing $c$, the timing of the generalist peak appears earlier after its shift to a compartment, indicated by $\alpha$ (Fig. 5).

Looking at the maximum and total biomass, we observe that for $c = 0.2$ (Fig. 5A-C), $B_G$ biomass is higher than the corresponding specialist prey biomass almost throughout the cycle (Fig. 5A). For $c = 0.3$ (Fig. 5D-F), the generalist dominates total prey population only until it peaks, for the rest of the cycle the specialist prey dominates the prey population in the respective compartment. At this value the specialist prey also reaches higher maximum values compared to the generalist (Fig. 5D). This indicates that with increasing $c$, predator biomass is more and more determined by the availability of the specialist prey. Therefore, the phase of the predator–prey cycle, determined by total available prey per compartment, extends compared to the generalist only case. For $c = 0.4$ this is even more pronounced (Fig. 5G-I). The generalist dominates the prey population only at a small time interval at the beginning of the cycle, and peaks at a much lower value compared to lower $c$ values. Now, for most of the cycle, prey population is dominated by the specialist prey, and cycle length as well as the lag between generalist and predator peak is prolonged.

Accordingly, the timing of a complete shift of the generalist population from the free-living to the particle-attached compartment indicated by $\alpha$ shifting from one to zero (Fig. 5C,F,I), coincides with the predator peak in the free-living compartment for $c = 0.2$, but moves more and more to time points before the predator peak for higher $c$ values (Fig. 5, indicated by vertical dashed brown line).

**Fig. 4.** Shifts in predator–prey phase lags with increasing energetic costs for: (i) the total generalist population $B_G$ with respect to both predators $P_{FL}$ and $P_{PA}$, the lag estimated based on the shorter cycle period of the generalist population (black line); (ii) the generalist subpopulations $B_{GFL}$ and $B_{GPA}$ with respect to their respective predators $P_{FL}$ and $P_{PA}$, the lag estimated based on the longer cycle period of the predators (generalist subpopulations) (gray line); (iii) the specialist species ($B_{FL}$ and $B_{PA}$) with respect to their specialist predator ($P_{FL}$ and $P_{PA}$) (brown line); (iv) the total prey to total predator lag (magenta line); and (v) the effective prey to predator lag per compartment (green line). Note that effective and single species to predator lags are identical between compartments, therefore for each case only one line is represented for the respective lags in both compartments. The horizontal solid black line represents the typical quarter-period and half-period lag. Calculation was carried out for $S_{max} = 1 \text{ mg C L}^{-1}$ and $V = 0.7$.

**Fig. 5.** Time orbits in the coexistence region for three different $c$ values (0.2, 0.3, and 0.4). In the upper two rows, black solid lines indicate total prey/predator biomass, lines indicate generalist (gray dotted), free-living bacteria and predator (blue dashed), and particle-attached bacteria and predator (brown dashed). For each scenario, the timing of the first $B_G$ maximum in the particle-attached compartment is indicated by a gray vertical dashed line and the timing of the corresponding predator peak $P_{PA}$ by a dashed vertical brown line. Black and blue horizontal arrows (C,F) indicate the cycle length of total $B_G$ population vs. the cycle length of the subpopulations, here illustrated for $B_{GPA}$. Biomass units are expressed in $\text{mg C L}^{-1}$. All graphs are calculated for $S_{max} = 1 \text{ mg C L}^{-1}$ and $V = 0.7$.
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Comparing minimum, maximum, and average values for the different system states for $S_{\text{max}} = 1$ (Fig. 6), we observe that in the presence of $B_G$ (generalist region and coexistence region) oscillations have a lower amplitude, and population minima are bound away from zero. Although in the specialist region, predator and prey undergo extreme cycles with long periods of population values near zero (Fig. 6, compare also Fig. 3E-I). The two specialist prey species gain the highest average biomass in the absence of the generalist (Fig. 6A). In contrast, the predator populations reach higher average biomasses in the presence of the generalist compared to only specialist prey species (Fig. 6B).

Discussion

Our study on a simplified bacterial model system reveals that the ability to adapt habitat choice in response to predation pressure and interspecific competition strongly influences community dynamics and composition. Specifically, our analysis shows that the parameter range for which the adaptive generalist can successfully establish is increasing with nutrient availability, making this strategy more successful in nutrient-rich environments. For low associated costs and a high speed of adaptation, the generalist can even out-compete the specialist competitors while sustaining both predator populations. However, associated energetic costs can only to a certain extent be compensated by a higher speed of adaptation, beyond which the generalist is always outcompeted by the specialists.

In our system, coexistence between generalist and specialist bacteria is only possible as part of an oscillatory attractor. This reflects the fact that under stable equilibrium conditions, the generalist, due to the associated energetic costs for being flexible, would always be out-competed as inferior resource competitor. This is consistent with other theoretical studies showing that asynchronous cycle dynamics are a prerequisite for coexistence between two specialists (fixed traits) and one generalist (flexible trait) consumer if limited by only two resources (Abrams 2006) or if competing for one resource in presence of a shared consumer (Yamamichi et al. 2011). Although coexistence is also possible under higher nutrient availability, where the system exhibits irregular oscillatory dynamics (Gaekde and Klauschies 2017), we restricted our analysis to the range of regular oscillatory dynamics to enable a mechanistic understanding of system dynamics dependent on increasing energetic costs and speed of adaptation. The investigated parameter range with respect to associated costs and speed of adaptation covers a broad range of biologically possible scenarios, where different species would be located at different positions on the parameter space. The results show that, especially if associated costs are low, the investigated behavioral defense mechanism enables coexistence of a habitat generalist with habitat specialist bacterial prey. This is related to the ability of the generalist to shift its biomass from one compartment to the alternative compartment, enabling to quickly reach higher biomass in the more favorable habitat compared to the specialist prey which has to increase from low numbers. Along the cycle this gives $B_G$ an initial advantage in the resource competition before specialist prey and predator reach higher biomass levels. Furthermore, we observe a strong stabilizing influence of the adaptive generalist species on overall community dynamics, bounding cycle minima away from zero and leading to strongly reduced cycle amplitudes of protists, potentially allowing for a more regular and increased energy flow up to higher trophic levels compared to the specialist only case. The ability to shift the habitat, dependent on the speed of adaptation, enables the generalist to increase soon after the decrease of a predator which reduces the cycle amplitudes in comparison to the specialist only case and buffer the minima of predator biomass away from zero (see Supporting Information S8; Fig. 5).

A main difference to many existing studies on inducible defense is that, in our case, the ability to escape high

![Fig. 6. Comparison of minimum, maximum, and average values of prey (A) and predator (B) biomass among generalist ($c = 0.02$), coexistence ($c = 0.2$) and specialist region ($c = 0.5$) with $S_{\text{max}} = 1$, $V = 0.7$. For average total prey biomass, the time average of calculated total biomass was taken.](image-url)
predation pressure in one habitat, makes the prey vulnerable to predation in the alternative habitat, also called incompatible defense (Ellner and Becks 2011; van Velzen et al. 2018). Hence, in such a system escape dynamics can only be temporarily effective, making it prone to oscillatory dynamics. Although our findings on the stabilizing influence of an inducible defense mechanism is in line with previous studies (Ives and Dobson 1987; Cortez 2011; Klauschies et al. 2016), the study by van Velzen et al. (2018) on an incompatible defense mechanism in a one-generalist prey-two-predator system, similar to our generalist only case, found the possibility of complete synchronization of the two generalist subpopulations for high exchange rates between phenotypes, leading to a destabilizing effect. These contrasting results are probably due to different implementations and therefore assumptions on the involved inducible defense mechanism. Although we use a fitness gradient approach with a dynamic trait parameter describing the change in the population mean trait value, van Velzen et al. (2018) explicitly consider two subpopulations (distinct phenotypes) with a fixed or adaptive exchange rate between them. Hence, in our case, a change in the (adaptive) trait immediately leads to a corresponding change in the distribution of the generalist population between the two habitats. In contrast, in the implementation of van Velzen et al. (2018) the distribution of the generalist population responds with a delay to a change in the exchange rate (biomass flow between the subpopulations). This further highlights the critical role of the implementation of inducible defense for system dynamics (Yamamichi et al. 2019a), which should be carefully chosen with respect to the involved mechanism. The implementation by van Velzen et al. (2018) can be considered to reflect mechanisms that involve morphological adaptations, creating a greater time lag when shifting between different subpopulations defined by different morpho-states, while our model implementation reflects a rapid behavioral escape response (see Supporting Information S9 for further details).

Furthermore, with regard to the implementation of the behavioral response, we assumed that the ability to adapt comes with increased maintenance costs, due to additional energy needed for the corresponding sensory and regulatory machinery (DeWitt et al. 1998), which was implemented by a respective decrease in the generalist growth rate. In principle, one could also imagine scenarios where the ability to adapt affects the half saturation constant or the overall mortality rate. Investigations of these additional scenarios show that the parameter that is influenced by additional costs has an effect on the range of coexistence, while the coexistence mechanism and associated community dynamics investigated in this study remain qualitatively the same (Supporting Information S7).

In our coupled system, we observe strong differences in the lags between specialist and generalist prey and their respective predators ranging from shorter than quarter-period lag to values close to one indicating reversed cycle dynamics (i.e., prey peak following the predator peak) (Cortez and Weitz 2014). In simple one predator-one prey systems, non-adaptive predator-prey cycles typically exhibit a quarter-period lag (Rosenzweig and MacArthur 1963; Bulmer 1975), while antiphase cycles are indicative for rapid evolution (Yoshida et al. 2003; Jones and Ellner 2007; Becks et al. 2012) as well as inducible defense mechanisms (Mougi 2012a,b; Yamamichi et al. 2019a) at the prey level. In our study system, antiphase cycles are only observed for total predator-prey dynamics, with lag values specifically matching 0.5 for the specialist only case. As described in the result section, this is related to the fact that our specialist predator-prey food web can also be interpreted as a coevolution model with clonal reproduction under a matching allele interaction (i.e., a predator clone can only consume the matching prey clone) (e.g., Grosberg and Hart 2000). Co-evolution along the bidirectional vulnerability axis is then represented by changes in the relative abundance of the two clones (species) in the total prey and predator population. Correspondingly, the specialist and the generalist only case can be seen as extreme cases of discrete vs. continuous trait adaptations at the prey level along a bidirectional vulnerability axis (Mougi 2012a; Yamamichi et al. 2019b) and illustrate dynamic consequences of genotype sorting vs. behavioral response mechanisms.

Looking at the single predator-prey lags, for the specialist only case each predator-prey pair follows the classic quarter-period lag, while for the generalist only case the predator-prey lags are significantly larger than the classic quarter-period lag and even longer than the expected half-period lag, if considering the shorter cycle length of the generalist population. In the range of coexistence, we observe two distinct patterns with time lags being similar to the generalist only case for low associated costs, where the generalist dominates the cycle dynamics, but generalist predator-prey lags increasing steeply once the specialist prey species start to dominate the cycle dynamics with increasing associated costs. This observation is due to the decreasing time window for the generalist species, determined by low competition and predation in one habitat, with increasing costs due to the increasing dominance of the specialist prey along the cycle, which strongly limits the biomass accumulation of the generalist population. In contrast, total prey and effective prey to predator lags initially show a steep decrease with increasing costs within the coexistence area, but settle on values matching the predator-prey lags of the specialist only case once the specialists start dominating the cycle dynamics. Overall cycle dynamics are speeded up in presence of the generalist compared to the specialist only case, reflecting differences between rapid behavioral responses vs. the slower response mechanism via clonal sorting.

Our model system can also be related to meta-community theory, reflecting a situation of two habitats connected by a moving prey. Similar investigations on meta-communities support our findings on the stabilizing influence of rapid prey
movement towards the most rewarding patch (Abrams 2000; Mougi 2019), being defined by inter-specific density dependent dispersal rates (Hauzy et al. 2010). This is an interesting aspect of the investigated model system and further extensions of the existing model to a spatially explicit approach might lead to more detailed insights on the influence of particle concentration on the bacterial community dynamics in aquatic environments with potential consequences for energy transport up to higher trophic levels.

This study used a strongly reduced conceptual representation of a natural aquatic microbial system to focus on the effect of adaptive vs. fixed habitat choice of free-living and particle-attached bacterial prey. Some of the simplifying assumptions shall be discussed in the following section. A central assumption in our model is the shared nutrient pool for all bacteria, which precludes the investigation of effects of particles that themselves are a source of carbon/nutrients. Although this assumption enabled to focus on the effect of flexible habitat choice, avoiding the rather complex remineralization processes of dissolved organic material and its effects on competition between specialist and generalist bacteria, it limits the implications of the model system to be best comparable to non-organic particles like microplastics, where particle-attached bacteria rely on carbon sources/nutrients from the surrounding water. Even with this limitation, the model points to important implications for bacterial community dynamics and energy transport via the microbial loop given the global increase in plastic litter, which has become the most abundant form of marine debris (Derraik 2002; Andrady 2011; Cole et al. 2011) and is common to all environments: oceans (Law 2017), freshwaters (Eerkes-Medrano et al. 2015), polar environments (Obbard et al. 2014) and even pristine mountain lakes (Free et al. 2014). Several studies show a high colonization rate of bacteria and protists on microplastics and the development of complex biofilm structures with bacteria, fungi, phytoplankton, protists, and so on (Kettner et al. 2019; Amaral-Zettler et al. 2020).

Another simplifying model assumption is that the particle compartment is only indirectly implemented through habitat-specific predators. Therefore, in its current form, the model does not capture the relative sizes of water vs. particle compartment. In nature the particle compartment will offer less surface area for colonization compared to the available volume of ambient water. This will restrict the maximum bacterial biomass that can accumulate on inorganic as well as organic particles. Relative compartment size will influence cycle amplitudes and likely reduce the range of coexistence for the generalist, if there is a mismatch between compartments with respect to possible maximum biomass that can be reached. A further simplifying assumption is the parameter choice with identical physiological parameters for all preys and predators, leading to a case of large synchrony between compartments. While this is not realistic, we still claim that our model results adequately capture the main dynamic features of the investigated model system. This is supported by additional analysis assuming different conversion efficiencies between preys and predators (see Supporting Information S1) and different growth/consumption rates between compartments (see Supporting Information S2), which lead to the same qualitative results as in the main study.

Especially for the case of inorganic particles, results from our model system can be indicative for consequences of the presence of different bacterial lifestyles for energy flow through the microbial loop to higher trophic levels in pelagic systems. Trait adaptations that influence species interactions potentially drive changes in community dynamics that, in turn, affect ecosystem functions (Matthews et al. 2011). Results from our study system suggest that the presence of generalist bacterial prey leads to higher average predator biomass compared to the presence of only specialist prey, enabling also increased energy flow to higher trophic levels. Furthermore, predator minima are more bound away from zero, leading to increased stability in the presence of generalist prey. Our results indicate that, especially in nutrient-rich environments, generalists could play an important role in the contribution of the microbial loop to energy flow in pelagic systems (Cho and Azam 1988; Pomeroy et al. 1991; Sherr and Sherr 2002). But also in oligotrophic environments, the presence of the generalist bacterial prey species is predicted to have a positive effect on system stability and enhance the transfer of organic matter through the food web.

Our modeling approach is an attempt to gain insight on consequences of adaptive dynamics at the base of the aquatic food web with respect to niche differentiation in pelagic environments. The specialization of microbes to water or particles (Grossart 2010) does not only define microbial lifestyle, but also influences processes and dynamics in pelagic environments, for example, organic matter turnover, which is important for nutrient losses to the sediments. Adaptive dynamics related to bacterial lifestyle could potentially affect community dynamics, but are not trivial to assess in nature. Therefore, experiments and modeling simulations are very useful to better understand these behavioral processes and its ecological consequences. Such an understanding is of high importance in light of observed and projected changes in precipitation patterns and the occurrence of extreme weather events like heavy rainfalls, floods or strong winds due to climate change, which will potentially increase the input of suspended particles (Perga et al. 2018). This in combination with the global thread of microplastics (Cole et al. 2011; Free et al. 2014; Eerkes-Medrano et al. 2015) necessitates studies to better understand the impact of inorganic particles on (microbial) food web interactions and predict consequences for energy flow in aquatic systems.
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