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1. Introduction

In recent years, fractional calculus deals with derivatives and integrations of arbitrary order [1, 2] and has found many applications in different areas of physics, applied mathematics, and technology. Due to their characterization by fractional-order equations, several studies show that certain dynamics systems are governed by differential equations with noninteger derivatives. The use of classical models based on an integer derivative is therefore not appropriate. Therefore, models based on noninteger differential equations have been developed.

For these reasons, there are several analyses for fractional derivatives, such as the definition of Caputo [3], Riemann–Liouville, and Grünwald–Letnikov [4].

It can be seen that the description of some systems is more accurate when the fractional derivative is used. For example, the heat transfer process modelling for photovoltaic/thermal hybrid system [5], which is defined by heterogeneous media due to the multilayers that make up the system, can be characterized by a fractional-order partial differential equation. The applications are numerous, whether in electricity, chemistry, or signal processing [6–9].

The main problem for the automation researcher is to represent these physical processes with sufficient estimation and a simple structural model. The difficulty lies then between the fidelity of the model with respect to the real process and the transformation of this model to a mathematically exploitable form.

To overcome these difficulties, different designs of observers are developed. An observer that can be described as the association of a physical sensor with an algorithm that provides, from the measurements provided by the physical sensor and the inputs applied to the system, online estimates of the different state variables.

The synthesis of observer for linear systems is completely characterized by well-established necessary and sufficient conditions. Indeed, the first works on observer, published around the sixties by Kalman [10] and Luenberger [11], are interested in time-invariant linear systems.

However, most of the industrial processes have nonlinear behaviors which encouraged researchers to develop nonlinear observers with applications such as extended Kalman filter [12], high-gain observers [13], or sliding mode estimators [14, 15].

More recently, several studies have tried to solve the observer design problem for noninteger-order nonlinear systems. For instance, in [16–18], researchers paid attention to nonlinear observer designs for fractional chaotic systems.

In [19], Boroujeni and Momeni focused on a nonfragile nonlinear fractional-order observer design, and they...
proposed the indirect application of Lyapunov to find LMI-based nonfragile fractional-order observer gain for a class of Lipschitz nonlinear systems using continuous frequency distribution.

Fractional high-gain observer is an algorithm processed by several authors to solve the problem of estimation [20, 21]. It was shown that when using high-gain observers, the state estimate converges to the actual state rapidly. It was exhibited that when high-gain observers are used in output feedback control, they can regain the performance of the state feedback controller.

In [22], a novel high-gain observer with Mittag-Leffler function was proposed.

In [23, 24], a sliding mode fractional observer for nonlinear systems was developed. In consideration of its performance and its robustness to uncertainty and perturbations, the sliding mode observer is attracting the interest of researchers in fractional-order systems.

Most of these approaches of fractional-order nonlinear systems are based on the Lyapunov stability [25–27].

In this paper, we focus on the fractional-order nonlinear systems described by the following equation:

In this section, some definitions and lemmas associated with fractional calculus are presented. Indeed, we focus on the definition of Caputo fractional derivative. Fractional calculus is a generalization of integration and differential calculus is a generalization of differentiation; it develops naturally when solving fractional differential equations.

In this paper, we focus on the fractional-order nonlinear systems described by the following equation:

\[ \text{Definition 1.} \] The gamma function is defined as

\[ \Gamma (a) = \int_{0}^{\infty} e^{-t} t^{a-1} dt. \]  \hspace{1cm} (1)

\[ \text{Definition 2.} \] The Caputo fractional derivative is defined as

\[ ^{c}D_{t}^{a} f(t) = \frac{1}{\Gamma(r-a)} \int_{t}^{T} (t-\tau)^{r-a-1} f^{(r)}(\tau) d\tau, \]  \hspace{1cm} (2)

with \( r \) is a positive integer verifying the inequality \( (r-1) < \alpha < r \). According to the Caputo definition, \( ^{c}D_{t}^{a} f(t) \) denotes the fractional-order derivative \( \alpha \) of the function \( f(t) \) between \( a \) and \( t \).

However, when using the Caputo derivative, the initial conditions take the same form as that integer-order differential equations.

Furthermore, the Mittag-Leffler function, which has achieved importance in the solution of fractional-order systems, can be expressed as follows:

\[ E_{\alpha}(z) = \sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(ak+1)}. \]  \hspace{1cm} (3)

where \( 0 < \alpha < 1 \).

The Mittag-Leffler function plays a role similar to the exponential function; it develops naturally when solving fractional differential equations.

In this paper, we focus on the fractional-order nonlinear systems described by the following equation:

\[ \text{Definition 3.} \] Moreover, \( f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m} \) is a nonlinear function that is Lipschitz with a Lipschitz constant \( d \). This is a necessary and sufficient condition for the stability of a nonlinear system, defined by

\[ \| f(x_{1}) - f(x_{2}) \| \leq d \| x_{1} - x_{2} \|. \]  \hspace{1cm} (5)

\[ \text{Definition 4.} \] The fractional system (4) is said to be Mittag-Leffler stable, if for any initial condition \( x_{0} \), at any initial time \( t_{0} \), its solution satisfies

\[ \| x(t, x_{0}) \| \leq d(\| x_{0} \|) E_{\alpha}(\lambda (t-t_{0})^{\alpha}) \]  \hspace{1cm} (6)

where \( b > 0 \), and satisfies \( d(0) = 0 \).

Then, from the definition of caputo fractional derivative, we can obtain the following lemmas.

\[ \text{Theorem 1} \] (see [28]). Let \( x=0 \) be an equilibrium point of system (4), and \( x_{0} = x(t_{0}) \), where \( a \in (0, 1) \).

Let \( V(t, x(t)) : [0, \infty) \times \mathbb{R}^{n} \rightarrow \mathbb{R} \) be a continuously differentiable function and locally Lipschitz with respect to \( x \), such that

\[ m_{1}\| x \|^{a} \leq V(t, x(t)) \leq m_{2}\| x \|^{b}, \]  \hspace{1cm} (7)

\[ \text{Lemma 1} \] (see [29]). Let \( x \in \mathbb{R}^{n} \) be a vector of differential functions. Then, for any time instant \( t \geq 0 \), the following relationship applies:

\[ ^{c}D_{t}^{\alpha}(x(t)^{T}Px(t)) \leq 2x(t)^{T} P^{r} D_{t}^{\alpha} x(t), \]  \hspace{1cm} (8)

\( \forall \alpha \in (0, 1), \forall t \geq t_{0}, \text{ where } P \in \mathbb{R}^{m \times m} \) is a constant, square, symmetric, and positive definite matrix.
3. Fractional High-Gain Observer

This paper considers the problem of designing a continuous-time observer for fractional systems. A fractional high-gain observer (FHGO) is proposed to estimate the fractional-order system (4) described by the following equation:

\[ {}^cD_t^\alpha \tilde{x}(t) = A\tilde{x} + Bu + f(\tilde{x}, u) - \theta \Delta_\theta^{-1} S^{-1} C^T (C\tilde{x} - y), \]

where \( \tilde{x} \in \mathbb{R}^n \) is the state estimation and \( \Delta_\theta \) is a diagonal matrix given as follows:

\[ \Delta_\theta = \text{diag} \left[ I_p, \frac{1}{\theta} I_p, \ldots, \frac{1}{\theta^{q-1}} I_p \right]. \]

So, \( S \) is a positive definite matrix solution of Lyapunov equation (11):

\[ \theta S + A^T S + SA - C^T C = 0, \]

and the vector \( S^{-1} C^T \) can be expressed as follows:

\[ S^{-1} C^T = \begin{pmatrix} C_1 I_p \\ C_2 I_p \\ \vdots \\ C_q I_p \end{pmatrix}. \]

Assumption 1. The function \( f(x, u) \) is globally Lipschitz with respect to \( x(t) \), uniformly in \( u(t) \).

\[ \| f(x_1, u) - f(x_2, u) \| \leq \gamma \| x_1 - x_2 \|. \]

Under assumption (13), system (9) is an exponential observer for system (4), and the observation error converges asymptotically to zero for quite high value of synthesis parameter \( \theta > 1 \).

Furthermore, we present the following equations that establishes the dynamic error for a high gain fractional order class.

The estimation error of \( {}^cD_t^\alpha e = D_t^\alpha \tilde{x} - D_t^\alpha x \) is substituted into the corresponding dynamic equations (4) and (9):

\[ {}^cD_t^\alpha e = A(\tilde{x} - x) - \theta \Delta_\theta^{-1} S^{-1} C^T (C\tilde{x} - y) + f(\tilde{x}, u) - f(x, u). \]

So, we get

\[ {}^cD_t^\alpha \tilde{e} = (A - \theta S^{-1} C^T C)e + f(\tilde{x}, u) - f(x, u). \]

Remark 1. More specifically, the high-gain observers have design flexibility and can be easily adapted to the design of adaptive fuzzy observers proposed by Boukhroutne et al. in [30]. In the same way, numerical approximations show a high degree of convergence, which indicates that the results are much closer to the actual.

4. Stability of the Proposed High-Gain Observer

We define the stability of the system (9) which ensures the Mittag-Leffler stability, the Lyapunov function is checked as follows:

\[ \lambda \| e \|^p \leq V(e(t)), \]

where \( \lambda > 0 \), \( p > 0 \), and \( \gamma > 0 \); then, fractional-order system (9) is a Mittag-Leffler high-gain observer for system (4) and \( \| \tilde{x} - x \| \leq k [E(-\gamma t)]^{1/p} \) for all \( t \geq 1 \), where \( k \) is a positive number based on \( \tilde{x}_0 - x_0 \).

Therefore, from expression (16) and Lemma 1, the fractional Caputo derivative of the Lyapunov function can be defined as follows:

\[ {}^cD_t^\alpha V_\theta(\tilde{e}, t) = 2\tilde{e}^T (t) S {}^cD_t^\alpha \tilde{e}(t), \]

and then

\[ {}^cD_t^\alpha V_\theta(e, t) = \tilde{e}^T \left[ (A - \theta S^{-1} C^T C)^T + \Delta_\theta K(\cdot)^T \right] S \tilde{e} + \tilde{e}^T S \left[ (A - \theta S^{-1} C^T C)\tilde{e} + \Delta_\theta K(\cdot) \right], \]

\[ K(\cdot) = (f(\tilde{x}, u) - f(x, u)). \]
In addition,

\[ \dot{D}^\alpha_{t_0} V_\theta(x, t) \leq \varepsilon^T \left[ (A - \theta S^{-1} C^T C)^T S + S(A - \theta S^{-1} C^T C) \right] \varepsilon + 2\alpha^T S \tilde{\Delta}_0 K(\cdot), \]

or

\[ \dot{D}^\alpha_{t_0} V_\theta(x, t) \leq \varepsilon^T (A^T S - 2\theta S^{-1} C^T C + S A) \varepsilon + 2\alpha^T S \tilde{\Delta}_0 K(\cdot). \]

Finally, when using (11), we found

\[ \dot{D}^\alpha_{t_0} V_\theta(x, t) \leq -\theta e^T S e + (1 - 2\theta) e^T C^T C e + 2\alpha^T S \tilde{\Delta}_0 K(\cdot). \]

End of proof [13].

Using Assumption 1, we deduce that

\[ \|\tilde{\Delta}_0(f(\tilde{x}, u) - f(x, u))\| \leq \gamma \|e\|, \]

for \( \theta \geq 1 \). And if condition (17) is replaced by

\[ \lambda_1 \|e\|^2 \leq V(e(t)) \leq \lambda_2 \|e\|^2, \]

Hence, from expression (25), equation (18) becomes

\[ \dot{D}^\alpha_{t_0} V_\theta(e) \leq -\lambda_{\text{min}}((\theta S + (2\theta - 1)\tilde{\Delta}_0 C^T C))\|e\|^2 + 2\gamma \lambda_{\text{max}}\|e\|^2 \]

Then, from (17), we get

\[ V(e(t)) \leq -d \|e\|^2, \quad \text{with } d = \lambda_{\text{min}}((\theta S + (2\theta - 1)\tilde{\Delta}_0 C^T C)) - 2\gamma \lambda_{\text{max}}(S) > 0. \]

So, if \( \gamma < (\lambda_{\text{min}}((\theta S + (2\theta - 1)\tilde{\Delta}_0 C^T C))/2\lambda_{\text{max}}(S)) \) and Theorem 1 and Assumption 1 are satisfied, then the fractional-order high-gain observer converges exponentially, which is globally Mittag-Leffler stable.

**Assumption 2.** There exists a matrix \( k \) such that \( \text{Re}(\lambda(A + BK)) \neq 0 \), the pair \((A, B)\) is stabilizable, and a Lyapunov function \( V(x) = x^T P x \), where \( P = P^T > 0 \) such that

\[ P(A + BK) + (A + BK)^T, \quad P = -Q, Q \succ 0. \]

**Proof.** The derivative of \( V(x) \) satisfies

\[ \dot{D}^\alpha_{t_0} V_\theta(x) \leq -x^T Q x + 2x^T P f(x, kx). \]

Using Assumption 1 and \( f(0, u) = 0 \),

\[ \dot{D}^\alpha_{t_0} V_\theta(x) \leq \left[-\lambda_{\text{min}}(Q) + 2\gamma \lambda_{\text{max}}(P)\right]\|x\|^2. \]

Then, the Mittag–Leffler feedback law \( u(x) = kx \) stabilized system (4) when Assumptions 2 and 1 are verified, and the Lipschitz constant \( \gamma \) verifies

\[ \gamma < \frac{\lambda_{\text{min}}(Q)}{2\lambda_{\text{max}}(P)} \]

**Theorem 2.** If \((11)\) and Assumptions 2 and 1 hold and if

\[ \dot{D}^\alpha_{t_0} V_\theta(x(t), t) \leq \varepsilon^T \left[ (A - \theta S^{-1} C^T C)^T S + S(A - \theta S^{-1} C^T C) \right] \varepsilon + 2\alpha^T S \tilde{\Delta}_0 K(\cdot), \]

then the system

\[ \dot{x} = Ax + Bu(t), \quad D^\alpha_{t_0} x(t), \]

is globally Mittag-Leffler stable.

The feedback controller is synthesized under sufficient conditions of linear matrix inequalities and expressed in terms of Riccati differential equations. But in this paper, we use a parameter to prove the global asymptotic stability of the nonlinear system.

**5. Simulation Results**

In order to evaluate the performance of the proposed observer, two simulation experiments were carried out for this study.

We performed a comparative study between the proposed approach and the developed method [22, 31] with a variation of \( \alpha \) value and using the predictor-corrector (PC) method.

**5.1. First Example of Fractional-Order System.** The fractional-order system used in [31] given by equation (35) is globally Mittag-Leffler stable.
Using LMI MATLAB, we obtain the pair $(A, C)$ is observable, and by solving expression (11), we find the Mittag-Leffler stabilizable. According to the general expression of the fractional high-gain observer given by expression (9), we proposed the FHGO of system (35) as follows:

\[ \begin{align*}
\mathcal{C}_t^\alpha x_1 (t) &= 3x_2 + u + 0.2 \sin (x_2) \sin (u), \\
\mathcal{C}_t^\alpha x_2 (t) &= x_1 + 0.2 \sin (x_1), \quad t \geq t_0, \\
y &= Cx = x_1, \\
t \geq t_0,
\end{align*} \]

with $u = -x_1 - 4x_2$, $A = \begin{bmatrix} 0 & 3 \\ 1 & 0 \end{bmatrix}$, $B = \begin{bmatrix} 1 \\ 0 \end{bmatrix}$, and $f(x, u) = 0.2 \begin{bmatrix} \sin (x_2) \sin (u) \\ \sin (x_1) \end{bmatrix}$.

According to the general expression of the fractional high-gain observer given by expression (9), we proposed the FHGO of system (35) as follows:

\[ \begin{align*}
\mathcal{C}_t^\alpha \tilde{x}_1 (t) &= 3\tilde{x}_2 + \tilde{u} + 0.2 \sin (\tilde{x}_2) \sin (\tilde{u}) - 2\theta \times (\tilde{x}_1 - x_1), \\
\mathcal{C}_t^\alpha \tilde{x}_2 (t) &= \tilde{x}_1 + 0.2 \sin (\tilde{x}_1), \\
-\theta^2 \times (3 + 0.2 \times \cos (\tilde{x}_2) \sin (\tilde{u})) \times (\tilde{x}_1 - x_1), \\
y &= C\tilde{x} = \tilde{x}_1.
\end{align*} \]

Moreover, using $\theta = 7$, the Lipchitz constant verifies $\gamma = 0.2 < \frac{(\lambda_{\min} (Q) + (2\theta - 1)\lambda_1 C^T C) / \lambda_{\max} (S)}{2\lambda_{\max} (S)} = 0.99$. The pair $(A, C)$ is observable, and by solving expression (11), using LMI MATLAB, we obtain

\[ S = \begin{bmatrix} 0.1597 & -0.0628 \\ -0.0628 & 0.0707 \end{bmatrix} = S^T > 0. \]

Applying conditions given by expressions (11), (13), and (27), the system given by expression (35) can be globally Mittag-Leffler stabilizable.

On the other hand, by solving expression in Assumption 2, we find

\[ P = \begin{bmatrix} 0.4 & 0.1 \\ 0.1 & 0.3 \end{bmatrix} = P^T > 0. \]

Furthermore, the Lipchitz constant verifies $\gamma = 0.2 < \frac{(\lambda_{\min} (Q) / \lambda_{\max} (P))}{2\lambda_{\max} (P)} = 0.92$. So, the controlled system is globally Mittag-Leffler stable. This validates the theoretical results. This concludes the proof of Theorem 2.

Now, using the initial conditions as $x_0 = [ -1.5 \ 1 ]^T$, $\tilde{x}_0 = [ -1 \ 2 ]^T$, and $\alpha = 0.5$, Figures 1 and 2 illustrate the obtained results.

From these figures, it is noticed that the proposed FHGO design approach gives a good concordance with the state system. Compared with the results obtained in [31], we can understand that the proposed design of fractional high-gain observer achieves the same performance as the observer used in [31], with better convergence error. One can notice that system (35) is Mittag-Leffler stable, and the estimation error asymptotically tends towards zero, which implies asymptotic stability as given by Figure 3.

Furthermore, our objective, in this paper, is to study the change in the value of order $\alpha$ and their influence on the FHGO performances; Figures 4 and 5 are investigated for different values of $\alpha$ ($\alpha = 0.6$, $\alpha = 0.9$).

From simulation results presented in Figures 3 and 4, it is shown that for each value of $\alpha$, the dynamics of the system change. The proposed FHGO presents good results in each case of $\alpha$. It is noticed that when $\alpha = 0.9$, the system is faster than the case of $\alpha = 0.6$.

Hence, this modification in the value of $\alpha$ makes the estimate more consistent with the current state.
With Figures 6 and 7, we can discuss the stability of system (35) when changing the $\alpha$ value.

So, in Figure 7, it is observed that the estimation error converges more rapidly to zero when $\alpha \approx 0.9$ than when we choose $\alpha \approx 0.6$ in Figure 6.

According to the stability conditions in the theory part, we have seen that they are satisfied in numerical results in Figures 6 and 7. Thus, the following condition is satisfied:

$$
\|x - \hat{x}\| \leq 0.2\|e_0\|[E_\alpha(\lambda (t - t_0)^\alpha)]^{1/2}
$$

We can confirm that the controlled fractional-order system is asymptotically stable and that good control performance has been obtained.

5.2. Second Example of Fractional-Order System. To examine the efficiency of the proposed FHGO approach, let us consider the fractional-order Arneodo system given by the following expression [22]:

\begin{equation}
\begin{align*}
\frac{d^\alpha x_1}{dt^\alpha}(t) &= x_2, \\
\frac{d^\alpha x_2}{dt^\alpha}(t) &= x_3, \\
\frac{d^\alpha x_3}{dt^\alpha}(t) &= -5.5x_1 - 3.5x_2 - 0.25x_3 - x_1^3, \\
y &= Cx = x_1.
\end{align*}
\end{equation}

The fractional high-gain observer of system (39) obtained from the theoretical calculations is illustrated by the following equation:
By using the initial conditions as $x_0 = \begin{bmatrix} -0.25 & 1.2 & 0.2 \end{bmatrix}^T$, $\alpha = 0.92$, $\theta = 20$, and $\bar{x}_0 = \begin{bmatrix} 3 & 1.8 & 0.25 \end{bmatrix}^T$ and applying the PC method, the following simulations are presented (Figures 8–10).

The results show that the estimated states $\tilde{x}_1$, $\tilde{x}_2$, and $\tilde{x}_3$ converge to the current states $x_1$, $x_2$, and $x_3$.

It is found that the high gain fractional observer (40) achieves fast and stable convergence estimation. It can be noted that the proposed approach has a high performance.

From Figure 11, we can notice that the estimation convergence error tends towards the origin state. Thus, system (40) is stable.

Compared with the results obtained in [22], we can remark that the fractional high-gain observer achieves better performance than the observer used in [22], as designed to provide good state estimates and especially $x_2$ and $x_3$.

Since the Arneodo system is defined as a chaotic system, the results have shown the efficiency of the proposed method on the fractional-order chaotic systems.

Moreover, Figures 12 and 13 illustrate the influence of $\alpha$ on the Arneodo system.

In Figures 12 and 13, we can observe the dynamics of the Arneodo system, which has lost synchronization in time when we decrease alpha to zero ($0 < \alpha < 1$). We see that even though the amplitudes of the dynamics system are changed, the observer has good tracking performance and estimation.

These comparisons are made to show how the states and their estimates are changed when the fractional order is modified (0.92, 0.8, and 0.7), and this undoubtedly improves the performance.

From Figures 14 and 15, we can conclude that $\|\hat{x} - x\| \to 0$ when $t \to \infty$. So, the condition $\|\hat{x} - x\| \leq \sqrt{(\lambda_{\text{max}}(S)/\lambda_{\text{min}}(S))\|x_0 - \bar{x}_0\|}[E_{\alpha}(\lambda(t - t_0)^{\alpha})]^{1/2}$ is satisfied, and the Mittag-Leffler stability is proved.

In more detail, Figures 14 and 15 show that the error converges to zero such that $e_2$ converges faster than $e_3$ and $e_1$. Hence, the results of illustrative simulations of the synchronization of the fractional-order chaotic Arneodo system in the presence of different orders show good performance of this proposed observer.

We can show the efficiency of our proposed method during a perturbation, if we have an unknown external...
disturbance presented in the state $x_3$, taken as $g(t) = 0.5 \cos(5t)x_1 - 0.5 \sin(t)$.

The equation of system (39) becomes

\begin{align*}
\dot{D}_{t_0}^a x_1(t) &= x_2, \\
\dot{D}_{t_0}^a x_2(t) &= x_3, \\
\dot{D}_{t_0}^a x_3(t) &= -5.5x_1 - 3.5x_2 - 0.25x_3 - x_1^3 + g(t),
\end{align*}

(41)

\[ y = Cx = x_1. \]

The simulation results are shown in Figure 16.

In Figure 16, we see that even though the disturbance is presented, the proposed method has a good tracking performance.

The high-gain observer is robust in modelling uncertainties and external disturbances and guarantees a fast exponential decay of the estimation error.

We consider the measurement noise in the output of the system; we add white Gaussian noise to signal.

In Figure 17, it is observed that the algorithm (40) provides fast convergence even in the presence of noise that affects the available output signal.
Figure 12: The estimated states with $\alpha = 0.7$. 
Figure 13: The estimated states with \( \alpha = 0.8 \).
Figure 14: Convergence error for $\alpha = 0.7$.

Figure 15: Convergence error for $\alpha = 0.8$.

Figure 16: Continued.
Figure 16: Estimation of fractional-order Arneodo system for $\alpha = 0.92$ during the disturbance.

Figure 17: Estimation of Arneodo system for $\alpha = 0.92$ with measurement noise in the output.
Therefore, despite the modification of the fractional order, the observer provides a good convergence. The fractional high-gain observer has shown a good ability to reconstruct the system states, ensuring a low squared error compared to the classical observer.

It can be seen from Figure 18 that the approach considered provides a set of fractional laws that guarantee the asymptotic stability of fractional-order chaotic systems in the sense of the Lyapunov stability theorem.

6. Conclusion
In this paper, a fractional-order high-gain observer is designed for a class of nonlinear systems, which is characterized by their large performance. This approach allows fast convergence as the error converges to the origin. On the other hand, the system stability is examined, and the conditions that provide the Mittag-Leffler stability are shown.

This proposed approach is applied to two nonlinear fractional-order systems. According to the simulation results, this observer has good efficiency and the change of fractional-order value presents an interesting discussion. Indeed, every time we change the value of alpha, the dynamics and estimation of the system change.

Finally, we have verified the effectiveness of the proposed observer and its application to two examples, and they give good results. The results of illustrative simulations of the synchronization of the fractional-order chaotic Arneodo system in the presence of disturbance show the good performance and efficiency of this control solution.
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