Longitudinal modeling of fasting blood sugar with diabetes: A case study of Adama Hospital Medical College, Ethiopia
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Abstract
Objective: The aim of this study was to evaluate the change in fasting blood sugar (FBS) over time and its determinants in diabetic patients.

Methods: A longitudinal data analysis retrospective-based study was considered with a sample of 312 patients, and the linear mixed effect model was applied.

Results: Based on the linear mixed model, the 3-month change in time decreases the average FBS level by 0.0111. An increase of one unit of body mass index (BMI) increases the FBS level by 0.0434. Similarly, an increase in blood pressure (DBP) per unit increased the average log FBS level by 0.0005. Secondary and higher education levels lower log FBS levels by 99.41% and 99.45%, respectively, compared with noneducated individuals.

Conclusion: The study showed that hypertension history, type of diet, age, status of education, type of drug, body mass index, diastolic blood pressure, and time were statistically significant factors.

Implications: According to the study, eating a healthy diet, maintaining a healthy body weight, and a low blood sugar level are essential to controlling blood sugar and preventing long-term complications. The government should build an educational institution proportional to the population and open programs to increase awareness about the prevention mechanism of diabetes in communities.
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1 INTRODUCTION

Diabetes mellitus (DM) is a lifelong disease that affects human health whether the pancreas does not produce enough insulin (the hormone that controls blood sugar), or the body cannot use insulin effectively.1 DM is a chronic and progressive disease with an increase in blood sugar levels.2 Diabetes can affect many parts of the body, including blood vessels, eyes, the heart, kidneys, and nerves. This also increases the overall risk of dying.1–4 The typical signs of diabetes disease include inflated urine, water thirst, persistent hunger, loss of weight, changes in vision, and fatigue.5

Diabetic diseases are divided into three main categories according to their origin and cause: gestational diabetes, Type 2 diabetes, and Type 1 diabetes.6 When the body does not produce the necessary insulin, Type 1 diabetes develops, on the other hand, Type 1 diabetes develops when the body produces an elevated level of blood sugar or sugar due to errors in insulin synthesis or inadequate insulin.6 Unlike the above two, gestational diabetes is a disease of
diabetes that occurs when the mother becomes pregnant. This study focused on the first two types of diabetes, specifically Type 1 and Type 2 diabetes. The number of people with diabetes has continuously increased in recent decades due to population growth, an aging population, and an increase in the prevalence of diabetes at all ages.

Currently, 463 million people between the ages of 20 and 79 in the world have diabetes. In 2019, out of the 463 million people with diabetes (Type 2 diabetes), 50% or 231.9 million were unaware that they had the disease. Around 79.4% of diabetic patients worldwide reside in low- and middle-income countries, and the majority are between the ages of 40 and 59.

The South East Asia and Western Pacific regions have the largest numbers of diabetes patients, and represent half of the diabetes cases in the world. According to estimates, 4.2 million people aged 20 to 79 died from diabetes in 2019. This indicates that a person with diabetes dies every 8 s. Among all death causes in the world, diabetes scored 11.3%. Almost half (46.2%) of the deaths associated with diabetes are in people under 60 years of age in the working age group.

According to a recent report, 19.4 million adult Africans between the ages of 20 and 79 had diabetes. Similarly, in this region, 45.9% of people with diabetes live in low-income countries, and 54.1% of diabetics live in middle-income countries. In Africa, adults aged 65 to 69 account for 8.8% of the prevalence of diabetes, and 59.7% of the diseased individuals are ignorant of it.

In Ethiopia, the number of people with diabetes consistently increases. For example, according to the Global Estimated Prevalence of Diabetes, the prevalence of diabetes among adult Ethiopians increased and was 4.4% in 2013. According to the report of the International Diabetes Federation (IDF) report, there were 2,652,129 cases of diabetes in 2017 in Ethiopia. This placed Ethiopia among the top five countries in Africa. Likewise, the International Diabetes Federation Atlas (IDFA) in 2019 reported that there were 1.9 million diabetes cases whose age rolled from 20 to 79 years, and 1.2 million of them were diabetic patients from rural areas. In the same way, 34,262 deaths related to diabetes occurred. Additionally, the frequency of diabetes among the towns of Ethiopia is increasing dangerously.

The development of diabetes-related diagnostic and treatment tools has led to a reduction in diabetes deaths and related complications. Managing blood sugar includes managing heart disease, stroke, retinal diseases, loss of vision, chronic kidney diseases and high blood pressure. However, it is impossible to prevent all complications completely.

According to Belete et al., the metabolic syndrome affects more than a quarter of people with Type 1 diabetes. Furthermore, another study investigating the effects of diabetes on bone health showed that long-term exposure to diabetes affected bone metabolism, and it changes the microarchitecture of bone through various molecular and structural mechanisms. Moreover, a study also indicated that hospital mortality is more severe due to diabetes. In Greece, a study compared six meals a day with three meals a day. The authors of this study conclude that six versus six meals a day can increase glycemic control in obese patients with early stage. Type 2 diabetes improves and stabilizes postpregnancy sugar regulation in prediabetic subjects. Patient education is the most important factor associated with diabetes. Education is used as the exchange of tools and information practices that meet the needs of the patient, and it is the most crucial factor associated with diabetics that could be achieved through education.

Low income, poor adherence, and poor glycemic control were found to be modifiable predictors of diabetes complications, while age and type of diabetes are determining factors that cannot be changed; they are determined as nonmodifiable determinants. Diabetes is associated with high blood pressure, smoking, body fat, body mass index, and total cholesterol. As the prevalence of Type 2 diabetes increases compared to other diseases, it affects the shorter life expectancy of people. Elderly people are more likely to develop diabetes related to obesity, high cholesterol, low lipoproteins, and high total cholesterol. Another study showed that being a man, attaining education, monthly average income, and undergoing previous diabetes training are related to a high awareness of the diseases of the participants.

Similarly, a study conducted in Debre Berhan using a generalized linear mixed model reported that: age, sex, time, time to illiterates, time with primary, time with address, and time with age are statistically significant factors in the progression of fast blood sugar levels. Similarly, a study using a linear mixed effects model conducted in a comprehensive specialized hospital of the University of Gondar showed that the household history of diabetes, food type, age, educational status, treatment, physical exercise, alcohol consumption, and body mass index are important factors in the random blood sugar level of diabetes over time. In the same way, a study of the incidence and risk factors of diabetes showed that smoking habits, high blood pressure, age, body mass index, waist circumference, and overall cholesterol are significant factors in diabetes mellitus. A study conducted in Uganda showed that women between the ages of 61 and 65 become more diabetic. Variables such as diabetes history of the family, obesity, and overweight were identified as risk factors for type 2 diabetes. Furthermore, a study conducted in Ethiopia investigated: behavioral factors (medication adherence and diabetic self-care activity), sociodemographic factors (marital status, age, and residence), and clinical factors (such as diabetes mellitus complications and depression), that are caused by fasting blood sugar (FBS) are factors associated with diabetes diseases. The risk factors for developing diabetes were differ significantly among the population with BMI in Japanese populations. Factors such as age, illiteracy, smoking, BMI ≥ 25, DM family history, hypertension history, and physical inactivity have been identified as risk factors for Type 2 DM.

Most of the earlier research, which were relied on cross-sectional data, focused on the incidence and prevalence of diabetes. However, being unable to account for correlation between data leads to bias in inference and parameter estimation. Longitudinal studies are appropriate to model FBS variation and to identify associated risk factors over time taking into account the correlation of FBS levels within a
patient. Although few longitudinal studies on fasting blood sugar change were conducted, for example, a study from Ghana\(^3\) had conducted on the mixed effects model for the longitudinal study of Type 2 diabetes, but did not address sufficient baseline clinical/laboratory characteristics in the study that can significantly affect FBS change over time in diabetes patients. Therefore, the gap was addressed in this study with an appropriate variance-covariance structure in the core of the linear mixed model. To our knowledge, no research has been conducted using longitudinal data analysis on fasting blood sugar change in diabetic patients, particularly within the Adama study area, Ethiopia. This is the research gaps that were filled in this study, with the research gap mentioned above. Therefore, the main objective of this study was to model the variation of fasting blood sugar over time among diabetic patients. The results of this study are providing information to public health professionals and personnel of the DM patient monitoring system. Furthermore, the study serves as the baseline for longitudinal FBS research for future research in the study area.

2 | MATERIALS AND METHODS

2.1 | Study area

The study area of this research was the diabetes clinic of Adama Hospital Medical College, which is located 99 km from southeast Addis Ababa, the capital city of Ethiopia. The target population of this study was all patients with newly diagnosed Type 1 and 2 DM who had been active in follow-up treatment in a 3-month interval from September 1, 2018, to August 30, 2019 at Adama Hospital. The medical records of the diabetic patients during the specified period were extracted from the patient’s charts. All diabetic patients who were 18 years or older were coming to attend their treatment at Adama Hospital Medical College during the study period. However, only patients with at least two visits to the longitudinal response were eligible for this study.

2.2 | Data

The samples were selected using a simple random sampling technique from a sampling frame of the identification number of DM patients. The number of measurements was not equal for all patients due to the time difference in the follow-up. All patients who underwent measurements at baseline (time zero), 3, 6, 9, 12, 15, 18, 21, and 24 months, with a 3-month gap between each measurement. Check considered the Diggle formula was used to determine the study sample size.\(^3\)

\[
N = \frac{4(Z_{\alpha/2} + Z_{\beta})^2 \sigma^2 (1 + (m - 1)\rho)}{md^2} = \frac{4(1.96 + 0.842)^2 12.72(1 + (9 - 1)0.5)}{9 \times 0.8^2} = 312
\]  

Where \(N\) is the total sample size, \(d\) is the effect size sample (0.8), \(m\) is the number of time points of repeated measurements, \(\rho\) is the correlation between repeated measurements, and \(\sigma^2\) is the variance of outcome variables all taken from the previous study. Assuming a significance level of 0.05, the power of the study was 0.8, \(m = 9\), which is the number of time points for repeated measurements. \(\rho = 0.5\) and effect size of 0.8, \(\sigma^2 = 12.72\) (random intercept model)\(^3\) Using \(Z_{\alpha/2} = 1.96, Z_{\beta} = 0.842\) and inserting all quantities in the formula.

The outcome variable is the FBS level measured in milligrams per deciliter for each subject over a repeated time. Age, sex, marital status, residence, education level, exercise activity, frequency of meals, dietary type, history of hypertension, alcohol use, body mass index of patients, diastolic blood pressure, and comorbid condition were all predicted predictor variables.\(^3\)–\(^8\)

2.3 | Methods

For longitudinal data, there are two sources of variation: within-subject variation, variation in measurements within each subject, which allows the study of changes over time and between-subject variation, variation in data between different subjects.\(^4\) In longitudinal data analysis, observations of an individual are correlated with one another due to multiple measurements being taken on the same subject at various time points.\(^3\) As well as from clustering measurements taken on individuals who share a common category or characteristic results in correlation. Longitudinal data can be continuous or discrete binary.\(^3\) This study focused on both cases of binary and continuous repeated measurements.

Individual profiles (individual FBS trajectory), the average structure (time-average response), variance-covariance structure, and correlation structure were performed using independently and identically distributed error term, and randomly occurring effects, were performed in this study as exploratory data analysis.

Mixed models are useful and versatile tools for analyzing data with complicated covariation patterns.\(^4\) The linear mixed Effect model for data from longitudinal measurements approves the intent that the response composition of an individual depends on some attributes of that individual, including: some hidden effects are then included as random variables or as equivalent to the so-called random effects in the model.\(^4\)\(^6\) The mixed model has two components, namely the fixed effect model or average model and the random model. Depending on the way that variables occur in the study explanatory variables categorized either from fixed effects or random components.\(^3\)\(^4\) It can also be used to calculate data that has different measurement numbers for each individual. Random effect is one effect among a population of effects, but the fixed effect is thoughtful as invariant that we aim to measure.\(^4\)

In general, linear mixed models are written as

\[
y_i = X_i\beta + Z_i b_i + \epsilon_i
\]
Where \( Y_i \) is the response vector for the \( i^{th} \) subject, \( X_i \) is the \( n_{i} \times p \) fixed between-subject design matrix, \( \beta \) is the \( p \times 1 \) vector of fixed effects (averaged by population) assumed common for all subjects, \( Z_i \) is the random design matrix \( n_{i} \times q \) within subjects (specific design matrix of subjects), \( b_i \) is \( b_1, \ldots, b_q \), independent random component parameters with \( q \)-dimensional vectors and we can express statistically as \( b_i \sim \mathcal{N}(0, D) \), \( \varepsilon_i \) is the error term of the model with \( n_i \) row vectors, it is also random, and \( \varepsilon_i \sim \mathcal{N}(0, \Sigma_i) \), \( D \) and \( \Sigma \) are variance covariance components.\(^{49}\)

Restricted maximum likelihood estimation (REML) and maximum likelihood estimation (ML) methods were applied to estimate the model parameters. Both the model and variance parameters are included under the maximum likelihood estimation technique. In other words, the terms of the fixed effect and the random effect of the probability (likelihood) function. The coefficients of the model variables treated as fixed and not known quantities when the variance parameters of the fixed effects are estimating the degree of freedom are not taken into account. As a result, the maximum likelihood estimates have lower variances, and are biased.

The estimates of \( D \) and \( \Sigma \) are constant values of the model coefficients and less sensitive to extreme values than the estimates of maximum likelihood. However, in the REML estimation technique, only the variance parameters are included. In estimating the parameters of the fixed effects in the linear mixed effects model, the degree of freedom that parameterize the random effects is lost. Therefore, the estimation of the variance for random effects was less biased. The log-likelihood function of maximum likelihood and restricted maximum likelihood function for \( \Sigma_i \) and \( D \) are given as below.

\[
\begin{align*}
\text{ML}: L(D, \Sigma) &= -\frac{1}{2} \log |V| - \frac{1}{2} rV^{-1} - \frac{n}{2} \log(2\pi) \\
\text{REML}: L(D, \Sigma) &= -\frac{1}{2} \log|V| - \frac{1}{2} \log |X'V^{-1}X| - \frac{1}{2} rV^{-1} \\
\end{align*}
\]

where, \( r = y - X(x'V^{-1}x)^{-1}x'y \)

Using a Newton-Raphson algorithm stabilized on the ridge to reduce the above equation twice, we may determine the variance value (V). After determining the variance, the equation used to estimate the variable coefficients in the linear mixed model are obtained as follows:

\[
\begin{bmatrix} 
X'\Sigma_1^{-1}X & X'\Sigma_1^{-1}Z \\
Z'\Sigma_1^{-1}X & Z'\Sigma_1^{-1}Z + D^{-1} 
\end{bmatrix} \hat{\beta} = 
\begin{bmatrix} 
X'\Sigma_1^{-1}Y \\
Z'\Sigma_1^{-1}Y 
\end{bmatrix}
\]

By simplifying Equation (4) above, one can get the estimate of

\[
\hat{\beta} = (X'V^{-1}X)^{-1}X'V^{-1}Y \quad \text{and} \quad \hat{\theta} = D^{-1}Z'V^{-1}(Y - X\hat{\beta})
\]

Missing data may hide values in an actual estimation, and ignoring missing values leads to biased estimates. Multiple imputations are the methods which are used to handle missing data values. It substitutes all the missing values with five or more acceptable values, which represents the distribution of possibilities.\(^{50}\) The multiple calculation conclusion consists of three different phases.\(^{50}\) The first step is to fill the missing data \( m \) times to create the absolute data set, then using appropriate methods, analyze the \( m \) data set, and then combine the results of the \( m \) data set to draw conclusions.

In these investigations, the models were compared to see which model is better suited to the data. Although there are different techniques to select the best-fitted model, this paper used the likelihood ratio test, the Bayesian information criterion (BIC), and the Akaike information criterion (AIC). A better understanding was also obtained by examining the plot of the standardized residuals versus fitted values.\(^{51,52}\) The normality assumption of the error within the group was diagnosed using the quantile plot of the residuals of covariates. The hypothesis for the statistical tests was a two-sided test. Data was entered and cleaned using SPSS version 23, and they were exported to R statistical software version 3.6.1 and SAS 9.2 statistical software for further analysis.

### 3 | RESULTS AND DISCUSSION

#### 3.1 | Results

This study discovered that the FBS level was significantly above the norm at all periods, which is contradicting with the presumption of normality. From Figure 1, the box plot of the actual FBS data showed that the distribution of FBS skewed to the right (high FBS level), especially for minor points. Hence, the transformation of FBS was needed. The outliers are reduced after the right-side plot of the logarithmic transformation. Therefore, the logarithmically transformed FBS level is better than the actual FBS.

Figure 2 indicates that the linear time effect decreases and there is no need for other forms of time effects as observed that there was high variability between patients, but there was low variability within patients over time. It is also observed from this graph that there was a fluctuation in the FBS of the patients over time. The variation at the beginning was higher than at the end of the follow-up time for patients. A linear mixed model was used to effectively fit the data, which have heterogeneity in the intercept and slope of the trajectories.

Figure 3 reveals the mean profile plot of log FBS level over time. Generally, as one can easily understand from the mean profile plot, the log FBS level of these patients showed linear decreases over the treatment time. The mean log FBS level of the patients seems to decrease and showed a linear pattern over time for all covariates, even if the amount varies from group to group within a covariate.

The variance structure for logarithmic FBS showed an irregular pattern over time. As Figure 4 showed, there was high variability at the beginning of the study but low variation between patients at the end of the follow-up time. The variance of FBS levels of patients fluctuates over follow-up time.

The correlation matrix shown in Table 1 revealed a positive correlation between any two repeated measurements and the correlation deemed decreasing over time. Since the off-diagonal
correlation has no constant value over time, it gives clues about the unstructured correlation.

Compared to AIC and BIC, the correlation structure with the smaller value was the unstructured correlation structure that best explained the model in the study shown in Table 2. Therefore, the unstructured variance covariance is used in identifying the correlation structure.

AIC and the likelihood ratio test were used to evaluate the random intercept, and slope models. As shown in Table 3, the inclusion of the random intercept and the random slope is reasonable. So, in the final model, both random intercept and random slope with linear time effect were considered for this study.

From Table 4, the variances of the intercepts and linear effects of time were significantly different from zero. These showed that the values of the logarithmic FBS level at the beginning of the study vary between subjects, and the change in the logarithmic FBS level over time varies between subjects. This indicated that the random intercepts exhibited the highest level of variability. It also showed
that the standard deviation of the random intercepts was higher than that of the random slopes, indicating that between-patient variability is higher than within-patient variability. The value of the intraclass correlation is the ratio of the between-patients variance to the total variance presented in Table 5. It tells us that the proportion of the total variance in the log FBS level (68.7%), which is accounted for the variance among patients. The value of the intraclass correlation revealed that the mixed model is appropriate to fit the data.

Figure 5 illustrates how the residual plots were utilized in this study to assess the validity of the model assumptions. The quantile plot shows that the residuals do not exhibit a departure from normality. The “Residual fit” concentrated around zero implies that a linear mixed effect model is well fitted to the FBS data. After the reasonable exploratory data analysis, the variables were selected in the univariate and fixed effects model using the backward elimination method. Table 5 shows the results of the
estimate of restricted maximum probability (likelihood) of a linear mixed effects model.

The statistical computation of linear mixed model shows the following outputs. For a given patient, maintaining the impact of other continuous covariates as constant over 3 months will reduce the average log FBS level to 0.0111267 mg/dl. After 3 months of treatment, the age of the patients increased and the predicted value of the log FBS level decreased from 0.00002 mg/dl. On the other hand, when the patient's body mass index shows a unit increment, the average logarithm of FBS level increases to 0.0434 mg/dl. Likewise, with an increase in unit DBP, when the effect of other factors remains unchanged, the logarithmic level of FBS increases to 0.0004749 mg/dl. Secondary and higher education levels have reduced average log FBS levels to 0.0058844 and 0.0055161, respectively, compared to uneducated patients (reference groups). Drug type has an undeniable effect on the change of logarithm of FBS levels: patients who take a combination of Oral Hyperglycemia Agents (OHA) and insulin drug lowered their average logarithm of FBS levels by 0.0069765 amount compared to patients who take insulin drug (the reference group), keeping the effect of other covariates constant.

4 | DISCUSSION

From the mixed linear model, the study revealed that the age of a patient has a negative correlation with the value of the FBS level \( (p = 0.03) \), and this is a similar finding to\textsuperscript{28} and contrasts with the study of\textsuperscript{24} Individuals who had a history of hypertension increased FBS levels more than individuals who had no history of hypertension with a \( p \) value of 0.02. This result is consistent with the findings of\textsuperscript{21,29} Furthermore, the body mass index \( (p = 0.04) \) of a patient has a positive association with FBS level, and hence elevated body mass index increases the risk of developing diabetes complications. This is consistent with the studies conducted by\textsuperscript{22,28,29,34} The educational status indicated that the highest educated people (secondary and tertiary levels of education) have a better understanding of disease management and treatment plans with significantly higher changes in FBS level compared to patients without education. The result of the present variable agrees with the study conducted by authors\textsuperscript{19,25,28}.

Patients who frequently use meat have a significantly \( (p = 0.04) \) higher increase in the mean change of FBS levels than other types of dietary meals. People who eat primarily meat were exposed to DM disease and could not control FBS to reach FBS due to a lack of mineral content for the protection of the disease. A diet which is high in cereals, vegetables, and fruits is recommended to lower blood sugar levels while diets high in proteins, eggs, and meat raise FBS levels which is linked to diabetes and its complications. This finding is consistent with\textsuperscript{27,28} The type of drug (insulin and OHA) has a

| TABLE 1 | Correlation structure matrix |
|-------------------|-----------------------------|
| logFBS0 | 1.0000 |
| logFBS3 | 0.9303 1.0000 |
| logFBS6 | 0.8051 0.8617 1.0000 |
| logFBS9 | 0.8676 0.8819 0.8118 1.0000 |
| logFBS12 | 0.7766 0.8294 0.8006 0.8394 1.0000 |
| logFBS15 | 0.6097 0.6662 0.6484 0.7311 0.7685 1.0000 |
| logFBS18 | 0.5911 0.6574 0.6068 0.6885 0.7662 0.8585 1.0000 |
| logFBS21 | 0.5516 0.5990 0.5571 0.6154 0.6776 0.7803 0.8870 1.0000 |
| logFBS24 | 0.3817 0.4376 0.3764 0.4048 0.5183 0.6210 0.7434 0.8238 1.0000 |

| TABLE 2 | Correlation structure checking |
|-------------------|-----------------------------|
| Compound symmetry | Unstructured | AR (1) |
| AIC | 5831.52 | 5783.03 | 5912.65 |
| BIC | 5713.93 | 5689.13 | 5782.60 |

Abbreviations: AIC, Akaike information criterion; BIC, Bayesian information criterion.

| TABLE 3 | Comparison of random effect model |
|-------------------|-----------------------------|
| Random effects model | AIC | Likelihood ratio-test |
| Model 1 intercept | 5534.4 | 2808.2 |
| Model 2 intercept, time | 5277 | 2677.7 |

| TABLE 4 | Random parameter estimates for FBS data set |
|-------------------|-----------------------------|
| Groups | Name | Standard deviation | Intraclass corr. |
| Subject | (Intercept) | 0.105 |
| Time | 0.004 | 0.687 |
| Residual | 0.04943 |

Abbreviation: FBS, fasting blood sugar.

ABDULAHI ET AL.
TABLE 5  Parameter estimates for full linear mixed-effects model with both random intercept and slope model

| Effect                  | Estimate   | St. error  | DF | t Value | p Value |
|-------------------------|------------|------------|----|---------|---------|
| Intercept               | 1.9439499  | 0.018031159 | 1795 | 107.8105 | <0.001** |
| Age                     | -0.0002012 | 0.000212467 | 292 | -0.94697 | 0.33*    |
| Sex male                | -0.0025840 | 0.004581226 | 292 | -0.56404 | 0.57    |
| Educational_status primary | -0.0018078 | 0.006890196 | 292 | -0.26238 | 0.79    |
| Educational_status secondary | -0.0055161 | 0.006625390 | 292 | -0.83257 | 0.44*   |
| Educational_status tertiary | -0.0058844 | 0.006963855 | 292 | -0.84500 | 0.04*   |
| Marital_status married  | 0.0121576  | 0.005556352 | 292 | 2.18805  | 0.09    |
| Marital_status divorced | 0.0049914  | 0.007617271 | 292 | 0.65528  | 0.51    |
| Marital_status widowed  | 0.0024773  | 0.010917391 | 292 | 0.22692  | 0.82    |
| Residence urban         | 0.0048482  | 0.004746779 | 292 | 1.02138  | 0.30    |
| Dietary_type meat       | 0.0027650  | 0.004710933 | 292 | 0.58694  | 0.04*   |
| Dietary_type others     | -0.0029909 | 0.005119327 | 292 | -0.58423 | 0.56    |
| Exercise_activity       | -0.0036818 | 0.005106023 | 292 | -0.72184 | 0.47    |
| Drug_type OHA           | 0.0018733  | 0.005500709 | 292 | 0.34056  | 0.73    |
| Drug_type both          | -0.0069765 | 0.004630413 | 292 | -1.50549 | 0.01*   |
| HTN yes                 | 0.0062799  | 0.005408709 | 292 | 1.16107  | 0.02*   |
| Alcohol_status yes      | 0.0056387  | 0.004998443 | 292 | 1.12808  | 0.26    |
| DBP                     | 0.0004749  | 0.000208397 | 292 | 2.27878  | 0.02*   |
| BMI                     | 0.0009951  | 0.000731718 | 1795 | 1.35992  | 0.04*   |
| Time                    | -0.0111267 | 0.002707189 | 1795 | -4.11007 | <0.001** |
| Other_commorbid yes     | 0.0043492  | 0.004075806 | 292 | 1.06709  | 0.28    |

Abbreviation: OHA, Oral Hyperglycemia Agents.
** Is significant at 1% level of significant and,
* Is significant at 5% level of significant.

FIGURE 5  Residuals plot for logarithm of fasting blood sugar level data
negative significant ($p = 0.01$) effect on the change of FBS level patients who take a combination of (insulin + OHA) drug lowers their FBS level.

5 | CONCLUSION

In this research, we demonstrated a linear mixed-effects model (random intercept and random slope) with an unstructured covariance structure for the rate of change in logarithmic level (FBS) experienced by patients over the treatment time. Concerning time, we found that the pattern of an average FBS level revealed a linear decrement over time, confirming with the model that the estimate of time was negative. This study illustrated that 68.7% of the variability in log FBS levels was due to the variability between patients.

Finally, we conclude that time (duration of follow-up), BMI, diastolic blood pressure, dietary type, education status, age, history of hypertension, and drug type were found to be significant predictors of the FBS level variation over time. According to the results, patients who had no history of hypertension, lower BMI, higher educational attainment, and who used a combination of insulin and OHA drugs were better able to manage and control their FBS levels in their body.

According to the study, maintaining healthy body weight and taking a healthy diet along with lower blood sugar levels are essential to control blood sugar in the body and to prevent long-term complications. Educated patients can manage their blood sugar levels more than uninformed individuals. Therefore, the government should spread education and educate people about the prevention mechanism of diabetes in communities in the study area.

6 | LIMITATIONS

The main limitation of the study was that the data on some predictors such as the patient’s income status, side effects from medication, illness, and stress that may have influenced the rate of change in FBS levels were not available due to retrospective nature of the data. The sample was recruited at a hospital where diabetic patients with high self-awareness and self-care visit for follow-up, so it seems to be over the representativeness of the population.
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