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Abstract
The presence of water-immiscible organic liquids—commonly called non-aqueous phase liquids or NAPLs—in soils and groundwater, is a worldwide environmental problem. Typical examples of NAPLs include: petroleum products, organic solvents and organic liquid waste from laboratories and industry. The molecular components of NAPLs present in soils, rocks and groundwater are readily transferred to the vapour and aqueous phases. The extent to which they do this is determined by their solubility (which is quite limited) and vapour pressure (which can be quite high). These molecular components, once dispersed in the vapour phase or dissolved in the aqueous phase, can provide a long-term source of harm to biotic receptors. The object of this lecture text is to examine how we can assess the degree of harm using quantitative risk assessment and how NAPL contaminated environments can be restored through the use of chemical, biological and physical remediation technologies.
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Introduction
A wide variety of water-immiscible organic liquids—referred to as non-aqueous phase liquids (NAPLs)—have been manufactured and used since the beginning of the twentieth century [1]. Commonly encountered examples include chlorinated hydrocarbon solvents, coal tar products...
and petroleum. In a previous manuscript [2] we examined the environmental behaviour and fate of NAPLs in the subsurface environment. It was noted that NAPLs are released into the environment through inappropriate or careless use, storage in leaking containers and pipes (see Fig. 1), spillage or inappropriate disposal.

In this text it is important to draw the reader’s attention to an important point regarding terminology. NAPL refers to the separate phase organic liquid. Most NAPLs encountered in the environment are liquid mixtures of several components. These components are able to transfer to the vapour phase by vaporisation or the aqueous phase by solubilisation. When molecularly dispersed in the vapour or aqueous phase they are no longer referred to as NAPLs but as NAPL components. In fact the term VOC (volatile organic compound) is sometimes used to describe the molecularly dispersed components in the vapour phase. In this text we shall use the term VOC as shorthand for a NAPL component that is either dissolved in water or present in the vapour phase.

When a NAPL is discharged into the soil environment it will tend to migrate vertically downwards towards the water table. NAPLs readily displace air in the unsaturated sub-surface—this is the sub-surface zone where pore spaces contain either air or water. NAPLs, however, do not necessarily displace water. This is because of the capillary forces generated at the curved interface between water and NAPL in the pore network, which is of capillary dimensions. See Ref. [2] for further details.

On the trailing edge of a migrating NAPL body, droplets of NAPL are detached and are trapped in the pore space. These droplets are immobile. Capillary forces are responsible for the trapping of these droplets, which are commonly referred to as residuals. NAPL bodies of sufficient volume will, at some stage, come into contact with the saturated zone. This is the sub-surface zone where all pore spaces are filled with water. NAPLs that are denser than water can penetrate the saturated zone if they are able to overcome the capillary forces generated at the water/NAPL interface. NAPLs with a density less than that of water will accumulate above the water table.

The presence of NAPL in the sub-surface may pose a serious threat of harm to environmental receptors (be they animal, plant or abiotic) via the vapour and aqueous phases. NAPL in the unsaturated zone can vaporise directly into the vapour phase, which in turn can dissolve into infiltrating rain water, which will eventually contaminate groundwater. NAPL in the saturated zone directly contaminates groundwater through solubilisation and can contaminate the unsaturated zone through volatilisation—the transfer of a solute from the aqueous phase to the vapour phase. NAPL components present in either phase are then readily transported by advection from the NAPL source zone to the “at-risk” receptor.

Important questions immediately arise when NAPL is present in the subsurface:

- Does the presence of NAPL or NAPL components (VOCs) in the subsurface environment necessarily provide a risk of harm to a receptor? Or, is there a threshold below which no harm is anticipated? If so, how can we determine this threshold?
- How can we quantify the probability and scale of harm? We call this process risk assessment.
- If risk assessment demonstrates the probability of substantial harm, how can we ameliorate that harm?
- Finally, when can intervention to remediate a contaminated site be shown to have reduced the risk of harm to acceptable levels? That is, when can we stop our remedial works?

The purpose of this manuscript is therefore: (1) to examine the basics of environmental risk assessment, which for our purposes will examine some basic aspects of environmental modelling, coupled with exposure assessment and the use of toxicological data, and (2) following on from this, to examine the variety of (bio)chemical/engineering processes that have been proposed to remediate these contaminated environments, with a particular emphasis upon the underlying chemistry and physics.

**Risk assessment**

Quantitative environmental risk assessment involves the application of a number of characterisation procedures. For substances that do not cause cancer, risk assessment includes the following stages [3].
Hazard characterisation

Animal studies or epidemiology can provide a dose level below which no adverse effects are anticipated. Dose normally has the units of mg (of toxicant) per kg (of receptor body weight) per day. In general, animal studies are designed to reveal the chemical dose rate at which either a no observed adverse effects level (NOAEL), or a minimal observed adverse effects level (Lowest OAEL), is observed. NOAELs or LOAELs are then divided by uncertainty factors to account for the following:

- intra-human variability—some humans may be more sensitive than others to the toxicant;
- inter-species variability—the test animals may be less sensitive than humans to the toxicant;
- and if using a LOAEL we need to reduce it to a NOAEL [4].

The numerical values of the uncertainty factors are normally set by toxicological experts, who work for a particular organisation or committee, charged with providing occupational and/or environmental exposure limits to selected environmental contaminants [4]. The end result of using these uncertainty factors is a toxicant dose rate below which we should not observe any health problems. This dose may be referred to as the tolerable daily intake (TDI), the reference dose (RfD) or human limit value (HLV).

Exposure assessment

For this stage, uptake via various exposure routes is calculated. These routes may include breathing contaminated air, eating contaminated food or drinking contaminated water. It is usual to have some fixed assumptions as to the quantities per day of water drunk, air inhaled, and soil/dust or food ingested [5].

Risk characterisation

The last stage involves comparing the calculated daily dose obtained in the exposure assessment stage with the TDI. If it is greater, then some remedial intervention may be required.

Risk assessment calculations

A typical example of how toxicological data can be converted into a safe soil concentration is provided by Pohl and co-workers [6]. Their work was concerned with assessing non-cancer risks associated with exposure to 2,3,7,8-tetrachlorodibenzene-\(p\)-dioxin (TCDD).

Dioxins, it should be noted, have no marketable industrial uses and are usually found as unwanted by-products of industrial and combustion processes [7]. For example, 2,3,7,8-tetrachlorodibenzene-\(p\)-dioxin was produced in small quantities during the production of 2,4,5-trichlorophenol. The phenol was manufactured by the alkaline hydrolysis of 1,2,4,5-tetrachlorobenzene, and 2,3,7,8-tetrachlorodibenzene-\(p\)-dioxin was formed via the dimerization of the phenol [7].

Pohl et al. used data from an investigation that reported that a 14-day acute (a short time period) exposure to doses—ranging from 0.01 to 2.0 \(\mu\)g kg\(^{-1}\) day\(^{-1}\)—of TCDD suppressed serum total haemolytic complement activity in female B6C3F1 mice [8]. Complement proteins are part of the immune system that aid in the destruction of bacteria in alliance with antibodies [9]. It was found that TCDD increases susceptibility to \(Streptococcus pneumoniae\), a bacterial pathogen whose host defence is complement mediated [8]. Since even the lowest dose rate used in the study of 0.01 \(\mu\)g kg\(^{-1}\) day\(^{-1}\) suppressed serum total haemolytic complement activity, this dose is identified as a LOAEL. From this Pohl et al. derived a TDI by dividing the LOAEL by the following uncertainty factors:

- 10 for using a LOAEL—they assumed that reduction of the lowest dose rate by an order of magnitude would convert a LOAEL to NOAEL.
- 10 for extrapolation from animals to humans—they assumed that the animals could be less susceptible to the toxicant than humans.
- and 10 for intra-human variability—they assumed that some humans might be more susceptible than others. Thus, the calculated TDI value obtained in the second stage might only protect some humans [6].

They also divided by a modifying factor of 0.5 because the TCDD was administered in a more bioavailable form (it was dissolved in oil) than it would be if it were administered absorbed in soil. Thus, the acute TDI for TCDD was calculated to be:
0.01 (μg kg⁻¹ day⁻¹) \[\times \frac{10 \times 10 \times 0.5}{100 \text{ mg}}\] = 20 (pg kg⁻¹ day⁻¹).

This is an extremely small dose rate and confirms just how toxic TCDD is. This TDI was then converted into a safe soil level by assuming that a normal person ingests 100 mg of soil per day and that their body weight is 70 kg [6]. A safe soil level was then calculated using the formula:

\[
\text{Safe soil concentration} = \frac{\text{TDI} \times \text{BW}}{I_{\text{rate}}},
\]

(1)

where TDI is the tolerable daily intake (pg kg⁻¹ day⁻¹), BW is body weight (kg) and \(I_{\text{rate}}\) is the ingestion rate of soil (g day⁻¹).

A dimensional analysis readily shows that the result of using the formula shown in Eq. (1) is a safe soil concentration.

\[
\frac{\text{pg of TCDD}}{\text{kg body weight \times day}} \times \frac{\text{kg body weight}}{\text{g of soil day}} = \frac{\text{pg of TCDD}}{\text{g of soil}}.
\]

We can convert the units of the final safe soil concentration to more frequently encountered units by using conversion factors (such as \(10^{-6} \mu g \text{ pg}^{-1}\)); these are used in the following calculation:

\[
20 \text{ (pg kg}^{-1} \text{ day}^{-1}) \times \frac{70 \text{ (kg) \times 10^{-6} (μg pg}^{-1})}{100 \text{ (mg day}^{-1}) \times 10^{-3} (g \text{ mg}^{-1})} = 0.014 (μg g^{-1}).
\]

This value would normally be quoted as 14 ppb (parts per billion), which is equivalent to 14 ng g⁻¹.

There are several aspects of the analysis that we need to appreciate.

- The dose rate may not be protective of human health for chronic (long-term) exposure [6]. Indeed, for chronic exposure Pohl et al. [6] have suggested that a lower dose rate of 0.7 pg kg⁻¹ day⁻¹ should be used. This translates into a safe soil concentration of 0.5 ppb, which should protect human receptors from ill effects arising from chronic exposure.
- Children are at greater risk of harm for two reasons. First, their body weights are smaller. Pohl et al. assume that the average child body weight is 10 kg [6]. Second, children probably consume greater quantities of soil (assumed to be 200 mg day⁻¹) [6] through contaminated hand to mouth activity. So whilst the established safe dose rate does not change, the safe soil concentration does change, if we consider children to be the critical receptors. For them the safe soil concentration, derived from acute exposure data, would be:

\[
20 \text{ (pg kg}^{-1} \text{ day}^{-1}) \times 10 \text{ (kg) \times 10^{-6} (μg pg}^{-1}) \times \frac{200 \text{ (mg day}^{-1}) \times 10^{-3} (g \text{ mg}^{-1})}{100 \text{ (mg day}^{-1}) \times 10^{-3} (g \text{ mg}^{-1})} = 0.001 (μg g^{-1})
\]

or 1 ppb—14 times lower than the adult safe soil level. The safe level used would be determined by circumstances. The higher level would possibly be used if the critical receptors were workers who were occupationally exposed. The lower value may be used if the soil under investigation was present in a children’s play area.

The reader at this point will begin to appreciate that it is of critical importance to understand the assumptions that underpin the setting of a safe soil level so that it can be applied appropriately.

**Cancer risk assessment**

So far we have examined toxicological outcomes that do not result in cancer; as a result we have been able to establish thresholds below which we are confident that no ill effects will result from a specified exposure dose rate. On the other hand, it is usually assumed that there is no safe threshold dose for carcinogenic (having the potential to cause cancer) materials.

The response observed for a population exposed to a carcinogen are dichotomous and probabilistic. By dichotomous we mean that result of exposure is either yes—with cancer—or no—without cancer [10]. If the exposure dose rate is low and the time period over which exposure occurs is small then the number of cancers is likely to be very low. If the dose rate and/or the time period of exposure increases then the probability of increased cancers occurring in the population will increase. We thus need a way of assessing cancer risk that considers the time scale over which cancer may develop as a result of exposure to a carcinogen and the fact that the outcome of exposure is probabilistic. What we mean by this latter statement is that we cannot really make an assessment about whether an individual will develop cancer as a result of exposure to a carcinogen. We can only make an assessment about the excess cancers we may see developing in an exposed population.

Cancer risk assessment is therefore based upon animal studies or epidemiological studies that compute the number of excess cancers that appear in an exposed population compared to the number of cancers that appear in an non-exposed population. The purpose of animal studies is to examine the relationship between the number of excess cancers as a function of dose. The number of excess cancers can be converted into the empirical probability (or relative frequency) of cancer and is then plotted against dose. The data can then be fitted to a model and in the linear low-dose
region of the fit the slope can be measured giving the so-called slope factor [5]. The slope factor essentially gives the cancer risk in an exposed population to a dose rate of 1 mg kg\(^{-1}\) day\(^{-1}\). Epidemiological studies on the other need to be able to calculate doses in occupationally exposed populations—this would involve estimates of exposure time and concentrations—and correlate these figures with the empirical probability of excess cancers. This, as may be expected, is very hard to accomplish.

The models used to fit the data should be based upon a sound conceptual understanding of how cancer is initiated and progresses. Unfortunately, the theory is not well developed and so the models used to fit the data are empirical [10]. Most models are constructed based upon a mathematical description of what are believed to be the elementary underlying biological mechanisms [11]. The animal studies will generally be based upon the application of large doses to observe statistically significant occurrences of cancer, in the exposed population, over a specified timespan [5]. The models will then be chosen so as to give a non-threshold linear response (the slope factor) in the low dose region [12] as shown, indicatively, in Fig. 2. The low dose region encompasses the range of exposure values over which we might expect to see a population exposed.

We can examine how we use cancer slope factors in risk assessments by considering the following example.

**Problem: tetrachloromethane in drinking water (adapted from Ref. [5])**

Tetrachloromethane (TCM) is a DNAPL (a NAPL which is denser than water), which is slightly soluble in water (0.846 g dm\(^{-3}\) at 25 °C [13]). TCM has been discovered in the drinking water supplied to a city of 500,000 at a concentration of 7.3 μg dm\(^{-3}\). The oral cancer slope factor for TCM is 7 × 10\(^{-2}\) (mg kg\(^{-1}\) day\(^{-1}\))\(^{-1}\) [14]. What is the cancer risk associated with drinking this water?

To answer this question we assume that adult humans consume 2 l of water per day over their lifetime (of 70 years) and that the bodyweight of an adult is 70 kg [5]. Thus, the chronic daily intake (CDI)—the daily intake of a toxicant averaged over a life time—is given by:

\[
\text{CDI} = \frac{C_w \times \text{IR}}{\text{BW}},
\]

where \(C_w\) is the aqueous concentration of TCM (μg dm\(^{-3}\)), \(\text{IR}\) is the ingestion rate of water (dm\(^3\) day\(^{-1}\)) and \(\text{BW}\) is bodyweight (kg)

\[
7.3 \frac{\mu g}{dm^3} \times 2 \frac{dm^3}{day} \times 10^{-3} \frac{mg}{\mu g} \times \frac{1}{70 (kg)} = 0.00021 \left( \frac{mg}{kg \text{ day}} \right).
\]

The equation contains the factor—10\(^{-3}\) (mg μg\(^{-1}\))—which is used to convert the CDI to the correct dose units of mg kg\(^{-1}\) day\(^{-1}\).

The cancer risk is then obtained by multiplying the cancer slope factor with the chronic daily intake.

Cancer risk rate = Cancer slope factor × CDI

\[
7 \times 10^{-2} \left( \frac{mg}{kg \text{ day}^{-1}} \right) \times 0.00021 \left( \frac{mg}{kg \text{ day}^{-1}} \right) = 14.6 \times 10^{-6}.
\]

The cancer risk is 14.6 × 10\(^{-6}\), which signifies that we would expect to see 14.6 excess cancers in a population of 1 million exposed daily to this level of TCM in their drinking water over a 70-year period (the assumed exposure lifetime). The yearly excess cancer rate for a population of 500,000 drinking this water daily would work out to be:

\[
5 \times 10^5 \text{ (persons)} \times \frac{14.6 \text{ (excess cancers)}}{10^6 \text{ (persons)}} \times \frac{1}{70 \text{ (years)}} = 0.00021 \left( \frac{mg}{kg \text{ day}} \right).
\]

which is approximately 0.1 excess cancers per year or about 1 excess cancer every 9.6 years. The number of new cancers per year for the UK is reported to be 367,167 [15]. The population of the UK is 66.65 million, which suggests that in a city of 500,000 we should expect about 2750 new cancers a year. A figure of 0.1 excess cancers per year resulting from drinking TCM-contaminated water is thus unlikely to be detected.

We can calculate a concentration value which would be protective of the population using 1 × 10\(^{-6}\) as an acceptable risk level [5]. Equation (3) can be rearranged to give an acceptable daily intake (ADI):

\[
\text{ADI} = \frac{\text{Acceptable cancer risk level}}{\text{Cancer slope factor}}.
\]
ADI = \frac{10^{-6}}{7 \times 10^{-2} \left( \frac{mg}{kg \times day} \right)} = 1.43 \times 10^{-5} \left( \frac{mg}{kg \times day} \right).

Again assuming that average human weighs 70 kg and consumes 2 l of water per day then the ADI is converted into a safe water concentration in the following way:

Safe water concentration = \frac{\text{ADI} \left( \frac{mg}{kg \times day} \right) \times \text{Body weight (kg)}}{\text{Water ingestion rate} \left( \frac{dm^3}{day} \right)}

1.43 \times 10^{-5} \left( \frac{mg}{dm^3} \right) \times 70 (kg) = 5 \times 10^{-4} \left( \frac{mg}{dm^3} \right) \rightarrow 0.5 \left( \frac{\mu g}{dm^3} \right).

The US EPA enforcement limit for TCM in water is 5 \mu g dm^{-3}, which may reflect the technical infeasibility of trying to enforce a lower limit or the use of a higher acceptable risk level.

It is worth noting that trichloromethane may be detected in drinking water as a result of disinfection using chlorine [16]. Disinfection is a very necessary step in ensuring that drinking water does not contain dangerous pathogens. Thus, anyone making a risk assessment would need to balance the need to effectively disinfect water against the cancer risk.

**Problem: benzene in the indoor environment**

The concentration of benzene in groundwater below a dwelling is 189 \mu g m^{-3}. What is the concentration of benzene in the interior environment of the dwelling? Figure 3 shows a conceptual model that we can use to examine the problem. Benzene in the sub-surface aqueous phase is in equilibrium with benzene in the sub-surface vapour phase. Benzene-laden air migrates from the soil vapour phase into the home at the rate of 10 m^3 h^{-1}. The house is estimated to have a volume of 500 m^3. It is a well-mixed environment, i.e. the concentration of benzene is homogeneous throughout the interior. The air change rate (ACR)—the fraction of the indoor air that is replaced per hour—is 0.3 h^{-1}. It is assumed that the concentration of benzene in the exterior ambient atmospheric compartment is negligible. Thus, the only source of benzene in the house is groundwater.

To answer this problem we assume that the distribution of benzene between the aqueous and vapour phases is thermodynamically controlled. The equilibrium distribution of a compound between the aqueous and gaseous phases is described by the Henry’s law constant. It may be recalled that Raoult’s law expresses the relationship between the vapour pressure of a component and its concentration in a liquid mixture as:

\[ p_i = x_i p_i^* \]

where \( p_i \) is the vapour pressure of component \( i \) in equilibrium with a liquid mixture, \( x_i \) is the mole fraction of component \( i \) in the liquid phase and \( p_i^* \) in the saturated vapour pressure of component \( i \). A plot of \( p_i \) against \( x_i \) is linear with the slope equal to \( p_i^* \) for an ideal solution. In the Henry’s law region where the concentration of \( i \) is extremely small, a similar plot is also linear but the gradient is not equal to \( p_i^* \) [17]. Instead, the gradient is referred to as the Henry’s law constant \( H \) and functions as a partition coefficient.

\[ H = \frac{p_i}{x_i} \]

McKay uses an alternative form of the Henry’s law equation [18]:

\[ H' = \frac{p_i}{c_i} \]

where \( p_i \) is the partial pressure of the compound and \( c_i \) is the solubility of the compound in water. This equation itself can be used to provide a dimensionless partition equation by dividing through by \( RT \) where \( R \) is the universal gas constant and \( T \) is the absolute temperature:

\[ \frac{H'}{RT} = \frac{p_i}{RT C_i} \rightarrow K_{aw} = \frac{C_a}{C_w} \]

\( K_{aw} \) for benzene is 0.22 [18].

To solve the problem we assume that: (1) the indoor concentration of benzene is at a steady state and (2) the house interior is well mixed so that the concentration is constant in all the interior air space. We can thus formulate a steady-state mass balance equation where the rate at which benzene enters the building is balanced by the rate of removal by ventilation.

\[ \frac{p_i}{RT} C_i \rightarrow K_{aw} = \frac{C_a}{C_w} \]

\[ \text{Groundwater} \quad c = 189 \quad \text{g m}^{-3} \]

\[ \text{Air out} \quad \text{ACR}=0.3 \quad \text{h}^{-1} \]

\[ \text{Volume} = 500 \text{m}^3 \]

\[ \text{Vapour infiltration} \quad \text{10 m}^3 \text{h}^{-1} \]

\[ \text{Home} \]

Fig. 3 Conceptual model for the infiltration of benzene into the indoor environment

\[ \text{Springer} \]
where \( C_{\text{Soil air}} \) and \( C_{\text{Indoor air}} \) are the concentrations of benzene in soil air and indoor air respectively. The ventilation rate is denoted by ACR, which is the air change rate and is defined as the fraction of indoor air that is exchanged with fresh air every hour. IFR is the infiltration rate and is a measure of the volume of soil air entering the building per hour. Finally, \( V_{\text{Indoor air}} \) is the volume of air in the building. Using Eq. (8) we can rewrite Eq. (9) to give:

\[
C_{\text{Soil air}} \left( \frac{\mu g}{m^3} \right) \times \text{IFR} \left( \frac{m^3}{h} \right) = C_{\text{Indoor air}} \left( \frac{\mu g}{m^3} \right) \times \text{ACR} \left( \frac{1}{h} \right) \times V_{\text{Indoor air}} \left( m^3 \right),
\]

Risk linkage: source pathway receptor

Harm may occur when a receptor is exposed to a hazardous material via one or more exposure pathways. The protection of a receptor requires that the connection that links a source containing a hazardous material and the pathway by which the hazardous material is transferred to a receptor must be broken. For NAPLs it is therefore of paramount importance to identify the source and the particular routes by which NAPL and/or its molecularly dispersed components in the subsurface environment pose unacceptable risks to identified receptors.

A NAPL source zone can be defined as:

“…a saturated or unsaturated subsurface zone containing hazardous substances, pollutants, or contaminants”…derived from a NAPL “…that acts as a reservoir that sustains a contaminant plume in groundwater, surface water, or air, or acts as a source for direct exposure” [22].

NAPL source zones may contain:

1. Pooled NAPL—which is potentially mobile given an external pressure stimulus.
2. NAPL trapped in pore spaces by capillary forces as droplets or ganglia, which are immobile under normal water flow conditions.
3. NAPL components encountered as vapour and water phase contaminants and ad/absorbed to organic matter present on solid surfaces.
4. Dissolved NAPL components may also diffuse into the matrix of porous rocks and remain there for a considerable time. Indeed, when the NAPL has been fully

\[
K_{\text{aw}} \times C_{\text{Water}} \times \text{IFR} = C_{\text{Indoor air}} \times \text{ACR} \times V_{\text{Indoor air}}
\]

\[
0.22 \times 189 \left( \mu g \ m^{-3} \right) \times 10 \left( m^3 h^{-1} \right) = C_{\text{Indoor air}} \times 0.3 \left( h^{-1} \right) \times 500 \left( m^3 \right)
\]

\[
C_{\text{Indoor air}} = 2.77 \left( \mu g \ m^{-3} \right).
\]
depleted, back-diffusion from the rock matrix will occur thereby prolonging the lifetime of the source zone.

NAPL components in the source zone dissolve into flowing groundwater or vaporise into the soil air to create a plume of contamination as shown in Fig. 4. The plume develops in the direction of groundwater flow in the aqueous phase and in the direction of the barometric pressure gradient in the vapour phase. Plume development is described by the advection dispersion equation [23, 24]:

$$\frac{\partial c}{\partial t} = -v \frac{\partial c_w}{\partial x} + D \left( \frac{\partial^2 c_w}{\partial x^2} \right) + \frac{\rho_B}{\phi} \frac{\partial c_s}{\partial t} + \frac{\partial c_w}{\partial t},$$  \hspace{1cm} (11)

where $c_w$ is the aqueous phase concentration of VOC (ML$^{-3}$), $t$ is time (T), $v$ is the transport velocity—the rate at which water flows (L T$^{-1}$), $x$ is distance along the longitudinal direction of the plume (L), $D$ is the longitudinal dispersion coefficient (L$^2$ T$^{-1}$), $\rho_B$ is the bulk density of the sub-surface environment (ML$^{-3}$), $\phi$ is the porosity of the sub-surface environment (–), and $c_s$ is the amount of VOC sorbed per unit mass of solid (–).

The first term on the right-hand side of Eq. (11) is the advective term and describes the transport of solute in the flowing aqueous phase. The term is negative because the flow of solute is from the high concentration source zone away to some point downgradient from the source zone where the concentration is lower. Thus, the concentration gradient is negative. The second term, on the right-hand side, refers to dispersion, which describes the spreading of the contaminant plume from regions of high-to-low solute concentration. The dispersion term is made of contributions from: diffusion—the mass transfer at the molecular level of solute molecules from high to low concentration and hydrodynamic dispersion—which arises from the fact that a fluid, and thus the entrained dissolved VOC, (1) moves faster through the centre of pores than at the sides, (2) moves along different pathways through a porous medium some of which are comparatively long and some of which are shorter and (3) travels faster through large pores than through smaller pores. Dispersion is three dimensional and as such occurs longitudinally, in the direction of transport, laterally (transverse dispersion) and vertically. Longitudinal dispersion is normally greater than lateral dispersion. The two may, however, be approximately equal when flow rates through porous media are very small [25]. Equation (11), as written, is one dimensional, and $D$ refers to longitudinal dispersion only.

Advective transport is retarded by sorption to stationary solid surfaces. This is described by the third term on the right-hand side of the equation. In the subsurface organic solute transport is usually retarded by ad/absorption to organic matter. The final term, on the right-hand side, describes the abiotic and/or biotic degradation of the VOC.

If we use the simple stochastic model that we introduced into the previous publication [2], we can show that plume development does not go on indefinitely. In fact, the plume will come to a steady state where the rate of solute dissolution is balanced by the rates of dispersion and degradation. Under steady-state conditions the plume length remains constant. This is shown in Fig. 5, which neatly demonstrates that the concentration of solute in the plume varies with distance from the source. Essentially the concentration is at its highest closest to the source and increasingly lower the further away from the source. At some point in the longitudinal direction from the source, the concentration is lower than the detection limit of the analytical method.

Problems arise when a contaminant plume intersects a regulatory compliance point. This could be one of the following:

- A public water supply borehole. This will result in the public being exposed to the contaminant through contaminated drinking water. Risk assessment will determine if the level of exposure will result in adverse health outcomes.
- Streams, rivers and lakes. These surface water features are fed by groundwater. If the plume intersects surface water then risk assessment will determine whether there will be adverse health outcomes for both sediment and water dwelling organisms.
- Migration of the plume across a property boundary. Off-site migration of the plume under buildings can result in contamination of indoor air through volatilisation. Again quantitative risk assessment will determine whether exposure will result in adverse health outcomes.
The owner of a site where such a contaminant source is located will assume, in most jurisdictions, liability for the harm caused and will be compelled to prevent further harm. If the source remains in place then the plume is sustained and the harm continues. If the source is removed then the problem should eventually be resolved. However, the principal and very often complex problem is trying to locate the plume source. The ground surface location of a spill does not necessarily supply information on the sub-surface location of the source. Kueper et al. [1] have shown that NAPLs in the sub-surface spread as they downwardly migrate. The depth of migration is dependent upon the structure of the sub-surface. For example, spreading occurs when the downwardly migrating NAPL meets a capillary barrier [1] such as a water-saturated fine-grained silt or clay layer. The pressure needed to overcome the capillary forces generated at the NAPL/water interface at the tight junctions formed by the particles comprising the layer is large and given by the following inequality [2]:

\[ P_N > P_w + \frac{2\sigma \cos(\theta)}{r}, \]  

(12)

where \( P \) is the pressure (units Pa) exerted by the NAPL (\( N \)) and water (\( w \)) phases, respectively, \( \sigma \) is the water/NAPL interfacial tension (units N m\(^{-1}\)), \( \theta \) is the contact angle (dimensionless) and \( r \) is the pore throat radius (units m)—the pore throat is the junction of two more grains that form the entry point into a pore. If the NAPL cannot penetrate the capillary barrier, it will, then, spread across the barrier.

NAPL will also readily migrate in the contiguous network of fractures found in sub-surface rocks as long as the fracture apertures are of a suitable size. NAPL bodies of sufficient mass can migrate far and deep in fractured rock environments.

Thus, source removal whilst attractive is not necessarily easy to accomplish since the source may well be difficult to locate. For some NAPLs like coal tar, which has a density close to that of water and is highly viscous, migration is extremely slow. In such cases soil excavation has been used to remedy the problem, though the problem as to what to do with the excavated soil remains. On the other hand chlorinated hydrocarbons, which have a substantially greater density than that of water and a much lower viscosity, migrate extremely quickly and in a direction determined by the structure and heterogeneity of the sub-surface.

How long will a NAPL source zone remain a hazard to health?

To answer this question we could ask two ancillary questions:

1. For how long does NAPL remain in the source zone as a separate phase?
2. For how long does water coming from the source zone provide a risk of harm to environmental receptors?

To answer question 1 we could consider the following problem. If the source zone is solely comprised of a single component free phase NAPL then we could use the following equation:

\[ \frac{dM}{dt} = -SQ. \]  

(13)

where \( M \) is the NAPL mass (M), \( t \) is time (T), \( S \) is solubility (ML\(^{-3}\)) and \( Q \) is the volumetric flow of water (L\(^3\) T\(^{-1}\)). Equation (13) assumes that the NAPL and water are in intimate contact and that the solubilisation of the NAPL is not kinetically limited. Integration of Eq. (13) gives:

\[ \int_{M_0}^M dM = -SQ \int_0^t dt \rightarrow M = M_0 - SQ t. \]  

(14)

Removal of TCM as a separate phase corresponds to \( M=0 \) and thus Eq. (14) after some rearrangement provides an expression for the time to full depletion:

\[ t = \frac{M_0}{SQ}. \]  

(15)

Let’s consider a direct leak of 60 L of trichloromethane (TCM) into groundwater. Let’s assume that the TCM source zone forms a rectangular prism of dimensions 0.5 m (height) × 0.5 m (width) × 4 m (length). The total volume of the rectangular prism is 1 m\(^3\). Let’s assume that the porosity of the system is 0.3. Porosity is the volume of pore space divided by the total volume of the system. Thus, the volume of pore space is 0.3 m\(^3\), which means that the source zone is 20% saturated with TCM which is a reasonable figure. Let’s assume that the source zone is located in fine sand, which has a relatively homogeneous grain size (hydrogeologists describe such a system as well sorted). The hydraulic conductivity of the sand is \( 1 \times 10^{-2} \) m s\(^{-1}\) and hydraulic gradient is 0.01 (see [2] for further explanation of these terms).

Using the Darcy’s law equation [24], we can obtain \( Q \):

\[ Q = AKu \frac{\Delta h}{\Delta l}. \]  

(16)
where \( A \) is the cross-sectional area through which flow occurs (L\(^2\)), \( K_H \) is the hydraulic conductivity (L T\(^{-1}\)) and \( \Delta h/\Delta t \) is the hydraulic gradient.

In our example, the cross-sectional area is 0.5 m \( \times \) 0.5 m = 0.25 m\(^2\). Thus, the volumetric flow-through is:

\[
Q = 0.25 \left( \frac{m^2}{s} \right) \times 1 \times 10^{-5} \left( \frac{m}{s} \right) \times 0.01 = 2.5 \times 10^{-8} \left( \frac{m^3}{s} \right),
\]

or 0.0022 m\(^3\) day\(^{-1}\). The solubility of TCM is 8.09 g dm\(^{-3}\) [18] and the density of TCM is 1479 g L\(^{-1}\) [26]. The initial mass of TCM, \( M_0 \), is 88.74 kg, and the time necessary to remove the TCM as a separate phase is 5078 days or about 13.8 years.

It is important to stress the assumptions that drive this result. We assume that the source zone behaves, in chemical engineering terms, as a continuously stirred (well-mixed) reactor and that the solubilisation of TCM in water is driven purely by thermodynamics. Since the source zone is at equilibrium, the chemical potential of the dissolved TCM (\( \mu_{aq} \)) and the chemical potential of the TCE NAPL phase (\( \mu_N \)) are equal. Using the standard expression for chemical potential written in terms of the standard chemical potential (\( \mu^0 \)) and chemical activity (\( a \)) [17] and assuming TCM is a single component with no impurities, we can write:

\[
\mu_N = \mu_{aq}
\]

\[
\mu^0_N + RT \ln a_N = \mu^0_{aq} + RT \ln a_{aq}
\]

since \( a_N = 1 \) and \( a_{aq} \approx S \)

and \( \mu^0_N - \mu^0_{aq} = \Delta G^0 \)

\[
\frac{\Delta G^0}{RT} = -\ln S,
\]

which leads to the result that the equilibrium constant is the solubility of TCM (\( S \) in Eq. 17). As TCM-laden water leaves the source zone and is replaced by clean water, Le Chatelier’s principle is obeyed and equilibrium is instantaneously restored through further dissolution of TCM; since the source zone is a continuously stirred reactor the concentration of TCM in water is constant throughout the source zone and is equal to the solubility of TCM.

Kinetically, the removal of TCM dissolved in water is a zero order process when TCM NAPL is present since the concentration of dissolved TCM in the outflow water from the source zone is controlled by its solubility which is time invariant. However, once TCM as a separate phase disappears, dissolved TCM, which is still present in the source zone, will now be removed from the source zone by a first-order kinetic process.

We can explain why this is the case by using the conceptual model presented in Fig. 6. The volume of water present in the source zone is \( V_w \). The volume of water flowing through the source zone in unit time (i.e. the flow-rate) is \( Q \). Thus, the fraction of water flowing out per unit time is \( \frac{Q}{V_w} \), which has the units of T\(^{-1}\) and is a first-order rate. The expression \( \frac{Q}{V_w} C_w \) describes the mass of dissolved TCM that is removed in unit time.

The removal process can be described by the following kinetic expression:

\[
\frac{dC_w}{dt} = -\frac{Q}{V_w} C_w,
\]

which on integration and rearrangement gives

\[
C = C_0 e^{-\frac{Q}{V_w} t}.
\]

The concentration of TCM in groundwater emerging from the source zone can then be given by the following piecewise expression:

\[
C(t) = \begin{cases} 
S & t < t_{dis} \\
Se^{-\frac{Q}{V_w} t} & t \geq t_{dis},
\end{cases}
\]

where \( t_{dis} \) is the time for the TCM to disappear as a separate NAPL phase, which is given by Eq. (15). The USEPA has set a safe water concentration for TCM of 0.08 mg dm\(^{-3}\) [27]. The time necessary for the outflow concentration to reach this level is 28.4 years. Thus, even when the NAPL has disappeared as a separate phase the problem still persists for a further 14.6 years.

If we accept the assumptions that were made to facilitate the calculation then it becomes immediately apparent that the architecture of the source zone is an important factor controlling the time to depletion. For instance, if the
cross-sectional area was an order of magnitude smaller and the length of the source zone correspondingly bigger, then the time to reduce the TCM concentration in the outflow to below the USEPA safe level would be about 285 years. Identifying the location and architecture of the source zone is clearly an important but unfortunately difficult forensic engineering problem.

So far, we have assumed that the source zone is at thermodynamic equilibrium. This is implied by the assumption that the aqueous phase in the source zone is always saturated with VOC. In other words, we assume that there are no time constraints upon the attainment of saturation. Unfortunately environmental systems rarely—if ever—exist in thermodynamic equilibrium. It is therefore common for measured VOC concentrations in groundwater to be a factor of 10 or more lower than their pure phase solubility [28]. The reason for this is due to kinetic constraints placed on the mass transfer of VOC molecules from the NAPL to the aqueous phase by molecular diffusion [28].

For the source zone where a NAPL derived VOC is distributed between the contacting NAPL and aqueous phases, thermodynamic equilibrium is achieved when the chemical potential of the compound is equal in both phases. For this to occur the aqueous phase concentration of the VOC in the source zone must be homogeneous. The concentration however is only likely to be homogeneous if the system is agitated. In groundwater, agitation can be provided by turbulence, which arises when the inertial forces (forces associated with momentum) that give rise to flow are very much greater than the viscous forces that oppose flow [29]. However, groundwater turbulence is unlikely to arise in subsurface media that are finer than coarse gravels [29]. Thus, for our model system, which is comprised of fine sand, it means that water flow through the source zone is likely to be laminar.

What is laminar flow? Laminar flow is characterised by fluid particles moving smoothly along flow paths in layers. Each layer moves at a slightly different velocity compared to its neighbouring layers. Those layers closest to a stationary solid surface move slowest. Indeed, the layer next to the stationary surface (called the boundary layer) is itself stationary, whilst those further away move increasingly more quickly. The further they are from the stationary surface, the faster they move. Most importantly there is no lateral mixing between adjacent layers. Thus, VOC molecules that have migrated from the NAPL phase to the aqueous phase can only spread by molecular diffusion since no other mixing mechanism exists. If the flow rate is increased sufficiently then turbulence is introduced. Turbulence is demonstrated by the appearance of eddies or vortices. These will significantly improve mass transfer.

Diffusive mass transfer is described by Fick’s first law of diffusion:

\[
J = -D \frac{\Delta c}{\Delta x}
\]  

(21)

\(J\) (\(\text{M} \cdot \text{L}^{-2} \cdot \text{T}^{-1}\)) is the rate at which material diffuses down a concentration gradient \(\Delta c/\Delta x\) (\(\text{M} \cdot \text{L}^{-1}\))—where \(c\) is concentration and \(x\) is length—through a fluid of cross-sectional area, \(A\) (\(\text{L}^2\)). \(D\) is the diffusion coefficient (dimensions \(\text{L}^2 \cdot \text{T}^{-1}\)). Note the presence of the negative sign on the right-hand side of this equation. This arises because the concentration gradient is negative. The diffusive mass transfer of matter proceeds from a high to a low concentration in a single medium such as water. Since the concentration gets smaller with distance from the source zone, the concentration gradient is negative.

It is common to combine the diffusion coefficient \((D)\) and \(\Delta x\)—the length over which the concentration difference is measured into one parameter—the mass transfer coefficient \((L \cdot T^{-1})\), which has the units of velocity. In fact, we can go further and combine \(D\), \(A\) and \(\Delta x\) into a lumped parameter, \(k_w\) (\(L^3 \cdot T^{-1}\)). The product of the lumped parameter and concentration has the units of \(\text{M}^{-1}\).

We assume that the concentration of the VOC on the water side of the NAPL/water interface is either:

- equal to the solubility for a single component NAPL or
- is given by Raoult’s Law—\(S_i x_i\) where \(S_i\) is the solubility of the pure phase and \(x_i\) is the mole fraction of component \(i\) for a mixed component NAPL.

To make things simpler, we shall assume that diffusion only takes place across the boundary layer. The rest of the aqueous phase is well mixed through turbulence.

Two equations can be written which describe the change in mass in each compartment. For the NAPL phase the change in mass of TCM with time is a balance between the rate of removal of dissolved TCM by the groundwater flowing through the source zone.

\[
\frac{dm}{dt} = k_w (C_w - S),
\]  

(22)

where \(m\) is the mass of TCM, \(t\) is time, \(C_w\) is the aqueous phase concentration of TCM and \(S\) is the solubility of TCM in water.

For the water phase the rate of change in composition is a balance of diffusive mass transfer to and from the NAPL body and the rate of removal of dissolved TCM by the groundwater flowing through the source zone.

\[
V \frac{dC_w}{dt} = k_w (S - C_w) - QC_w,
\]  

(23)

where \(Q\) is the water flow rate through the source zone. Equations (22) and (23) can be solved numerically to give a
value for the time necessary for depletion of the free phase NAPL. As might be expected the time necessary for depletion is critically dependent upon the lumped mass transfer parameter, $k_w$. Using the previously defined data for the TCM source zone and a $k_w$ value of 0.001 m$^3$ day$^{-1}$ (a flux rate of 8.09 g day$^{-1}$ from the residually trapped TCM to water) leads to a NAPL depletion time of 47.8 years and 62.4 years for the outflow concentration to reach a safe level. These values are much larger than those results that were obtained assuming equilibrium conditions.

It should be stressed that in general we do not have any prior knowledge of the values of the lumped mass transfer coefficients. Instead, their values are determined through fitting experimental data to a mathematical model of the system.

The mathematical model presented in Eqs. (22) and (23) can be made more realistic if we consider other sub-surface components that will absorb/adsorb organic molecules and which, as a result, will have an impact upon the length of time the source zone persists. For example, natural organic matter (NOM) is derived from the action of bacteria on biopolymers and the resulting bacterial cell debris is found on the surfaces of soils, sediments and rocks. Thermally altered NOM [30] such as coal and kerogen (the precursor of petroleum and natural gas) may also be present in the subsurface environment.

We can demonstrate quite easily that the presence of NOM increases the longevity of risk arising from water emerging from the source zone. We can use the following model which assumes that NAPL is no longer present in the source zone. However, TCM is still present: either dissolved in groundwater or adsorbed into NOM present in the source zone. The distribution of TCM between the aqueous and NOM phases is described by a partition constant, $K_{d,N}$, which can be estimated using the following equation [18]:

$$K_d = 0.41 \times f_{oc} \times K_{ow}, \quad (24)$$

where $K_{ow}$ is the octanol water partition coefficient and whose values are widely tabulated in environmental, pharmaceutical and toxicological datasets; $f_{oc}$ is the fraction of organic carbon present in the sample.

The equations describing the removal of dissolved TCM from the source zone are:

$$V_w \frac{dC_w}{dt} = -QC_w + k_w \left( \frac{C_{om}}{K_d} - C_w \right) \quad (25)$$

$$V_{om} \frac{dC_{om}}{dt} = k_w \left( C_w - \frac{C_{om}}{K_d} \right), \quad (26)$$

where $C_{om}$ is the concentration of TCM in NOM and $V_{om}$ is the volume of NOM present in the source zone. In both equations it is assumed that the NOM environment behaves as a continuously stirred reactor and as such the concentration of TCM is homogeneous throughout the phase. Equation (25) therefore describes the changing concentration of TCM dissolved in the source zone as the sum of TCM removed by water flow through the source zone $-QC_w$, TCM that transfers from the water phase to the NOM phase $-k_w C_w$ and TCM that is transferred from the NOM phase to bulk water $k_w C_{om} / K_d$ where the term $C_{om} / K_d$ is the aqueous concentration of TCM at the water/NOM interface. The terms on the right-hand side of Eq. (26) can be understood in the same way. The signs indicate the direction of transfer: the positive sign signifies transfer in and the negative sign signifies transfer out of the phase.

We assume that the initial aqueous concentration of TCM is 200 mg dm$^{-3}$ (note for this calculation it is assumed that no NAPL is present), $f_{oc}$ is 5% of the source zone and $V_{om}$ is thus 0.015 m$^3$. We shall also assume that the presence of NOM has no impact upon water flow. $K_{ow}$ for chloroform is 10$^{1.97}$. Using these values we can solve Eqs. (25) and (26) numerically. We calculate that it takes 1100 days for the TCM in the outflow concentration to fall below a safe concentration level if NOM is absent and 1210 days if 5% NOM is present. As might be expected if the amount of NOM increases then the time for the source zone concentration to fall below a safe level becomes greater. For example, if the fraction of NOM were 10% then the time to needed for the concentration to fall below a safe level would rise to 1375 days.

These simple calculations are corroborated by many field observations that have noted that the presence of NOM prolongs the time it takes for the contaminant concentration in the plume to fall to a safe level [31].

Finally, to circumvent any confusion, it is emphasised these values are lower than those calculated earlier because no TCM is present as a separate phase. It is only present as VOC dissolved in the aqueous phase and sorbed onto the organic matter phase.

### Groundwater remediation

#### Pump and treat

One way of treating a plume is to pump out the contaminated groundwater and treat it to remove the contamination, hence the process name, “pump and treat”. Typically, one or more wells are installed in a site location, which prior investigation will have shown to be suitable. Water is then abstracted, brought to the ground surface and subsequently routed to a treatment system via a holding tank. Treatment may involve the use of activated carbon or vapour stripping and will be
determined by the nature of the VOC. For example, non-volatile components are not readily removed by vapour stripping but may be easily removed by adsorption to activated carbon.

Activated carbons are manufactured from a range of heterogeneous base materials including lignite, bituminous coal, coconut shells and wood or from relatively homogeneous material such as cellulose [32]. Activated carbon particles are porous, the pore size distribution being wide. Water-based contaminants of appropriate size enter the pores and are held in situ by intermolecular forces. The tighter the pore is the greater the strength of adsorption because of the greater number of contacts between adsorbent and adsorbate. Thus, activated carbons are useful adsorbents for small molecules [32].

For air stripping, water containing VOC(s) is sprayed into a tall packed column containing a packing material made of, for example, ceramic or steel. As the contaminated water percolates down through the column, air is pumped up through the column in the counter current direction. The intimate contact between water and air readily permits the mass transfer of VOC(s) from water to air. The process works best for VOCs that have a high Henry’s law constant (cf. Eq. (8)). Clean water from the treatment process can then be discharged into a nearby stream or river. In some cases it may be pumped back into the groundwater.

What are the dimensions of a contaminant plume? Mackay and Cherry [33] catalogue the size and composition of several plumes which were documented in the USA back in the 1980s. Plume lengths ranged between 500 m to 10 km. The amount of contaminated water in the documented plumes ranged between 40,000,000 m³ down to 102,000 m³. However, the amount of NAPL giving rise to the plumes was in some cases relatively small. For example, one plume located at a trainyard/airport site in Denver, Colorado, was estimated to contain 80 L of dissolved NAPL components (trichloroethene, 1,1,1-trichloroethane and 1,2-dibromo-3-chloropropane) but occupied 4.5 × 10⁹ m³ of groundwater.

A rate constant for contaminated groundwater removal from this plume can be calculated if we use a suitable water abstraction term. A pump and treat system installed at a superfund site in Massachusetts, USA, pumped out slightly under 700 m³ of water a day [34]. So, if this pumping rate were applied to the Denver site then the first-order rate constant for removal would be:

\[
\frac{700 \text{ (m}^3 \text{ d}^{-1})}{4,500,000,000 \text{ (m}^3)} = 1.56 \times 10^{-7} \text{ (d}^{-1}).
\]

The rate constant as noted before signifies the fraction of the contaminant plume that is extracted and treated per day. The value in this case indicates that treatment will take a long time. The contaminant(s) concentration in the plume, however, are not uniform and thus not all the plume needs treatment because the contaminant concentration will be below a risk-based threshold concentration in locations further away from the source zone. Yet, supposing we only need to treat one hundredth of the plume volume and that the concentration of VOC in the vicinity of the extraction wells is 50 μg dm⁻³, it would still take about 40 years to reduce the contaminant concentration to a safe level of 5 μg dm⁻³ [27]; this calculated value assumes that no organic matter or low permeability clay bed is present, which will increase the remediation timescales. It has therefore been concluded by many observers that pump and treat is not a particularly sustainable way of treating a plume, since the timescales involved in restoring impacted groundwater to a state that provides a minimal health risk are potentially very long [33]. It can however prove useful for hydraulically containing a contaminant plume. Pumping results in drawdown of the water table to create a cone of depression; see Fig. 7. As shown in the cartoon the formation of the cone of depression results in a steepening change in the hydraulic gradient as we get closer to the extraction well. This actually leads to a reversal of the hydraulic gradient on the down-stream side of the groundwater flow.

If the treated groundwater has a minimal VOC concentration after treatment then it can be directly pumped back into the sub-surface where it will actually raise the water table in the vicinity of the injection well (a reversal of the cone of depression). A suitable spatial combination of extraction and injection wells can be designed to manipulate the hydraulic gradient in such a fashion that the plume is hydraulically contained as shown in Fig. 8. This is very often undertaken to protect a public water-supply borehole from a migrating contaminant plume.
Permeable reactive barriers

An alternative to pump and treat, which was first proposed in the 1990s, is the use of permeable reactive barriers (PRBs). This remedial system involves the emplacement of a reactive material—that degrades the plume contaminant(s)—in an excavated sub-surface trench orientated perpendicularly to the plume. Groundwater passes through the system under natural flow conditions. The essentials of the technique are shown in the cartoon shown in Fig. 9.

The practicability of the technique was first established by Gillham and O’Hannesin [35], when they used iron metal (very often described as zero-valent iron—ZVI) to degrade chlorinated hydrocarbon compounds dissolved in water. Iron is a fairly mild reducing agent:

$$\text{Fe}^{2+} + 2e^- \xrightarrow{\text{red}} \text{Fe}^0 \quad E^o = -0.44 \text{ V},$$

but it can readily reduce chlorinated hydrocarbons, which have reduction potentials between +0.5 and +1.5 V [36, 37], via the following reaction sequence [35]:

$$2\text{Fe}^0 \rightarrow 2\text{Fe}^{2+} + 4e^-$$
$$3\text{H}_2\text{O} \rightarrow 3\text{H}^+ + 3\text{OH}^-$$
$$2\text{H}^+ + 2e^- \rightarrow \text{H}_2(\text{g})$$
$$\text{R-Cl} + 2e^- + \text{H}^+ \rightarrow \text{R-H} + \text{Cl}^-.$$

The reaction is an example of dissolving metal reduction [37].

A VOC like trichloroethene (TCE), which is a common groundwater contaminant due to its widespread use as an industrial solvent and in chemical manufacture, can undergo several consecutive hydrogenolysis reactions that are initiated by the presence of iron. This reaction sequence is displayed in the reaction scheme shown in Fig. 10 [38] and designated pathway A. The intermediate reactions involving dichloroethenes and vinyl chloride are kinetically slow [38]. The parallel pathway results in the β elimination of chlorine and the rapid formation chloroethyne. This is followed by hydrogenolysis to ethyne and subsequent hydrogenation to ethene and ethane. Most of the TCE is degraded by β elimination [39]; only some 5–10% of the original TCE may appear as dichloroethenes (the cis isomer being the predominant) and vinyl chloride [38]. Since vinyl chloride is actually more toxic than TCE it is critical that the design of the system ensures that VOC residence time is sufficient to secure degradation to safe end products.

Technical and cost constraints restrict the construction of PRBs to near surface locations—the maximum depth lies between 30 and 40 m below ground surface [40]. They can therefore only be used to treat shallow, near surface, contaminant plumes. The hydraulic conductivity of the PRB should be greater than that of the surrounding aquifer material to ensure that water passively enters the system without any external stimulus. If the permeability of the PRB were lower than the surrounding aquifer material, then groundwater would tend to migrate around the PRB, following the flow pathway of least resistance.
Iron reactivity is a function of specific surface area (i.e. surface area per unit mass) and specific surface area is inversely related to particle size. Thus, fast reaction rates are obtainable using small particles. However, small particles have low permeabilities. Therefore, the chosen particle size is a trade-off between reactivity and hydraulic performance [41]. Iron grain size is usually in the range of 0.25–2.0 mm and the surface area is 0.5–1.5 m² g⁻¹ [41]. Mixing the iron with coarse sand can also help achieve the desired PRB permeability.

The iron used in the PRB does not have to be of any particular purity. In most field applications scrap iron is used—pure iron is not necessary. In fact evidence suggests that carbon, a common impurity in iron, provides sorption sites for chlorinated organic VOCs, which actually assists in the degradation process [42].

Iron will, of course, also react with oxygen via the following reaction sequence:

\[
\begin{align*}
4\text{Fe}^0 & \rightarrow 4\text{Fe}^{2+} + 8e^- \\
8e^- + 8\text{H}^+ + 2\text{O}_2 & \rightarrow 4\text{H}_2\text{O} \\
4\text{Fe}^{2+} + 4\text{H}^+ + \text{O}_2 & \rightarrow 4\text{Fe}^{3+} + 2\text{H}_2\text{O} \\
4\text{Fe}^{3+} + 12\text{OH}^- & \rightarrow 4\text{Fe(OH)}_3 \\
12\text{H}_2\text{O} & \rightarrow 12\text{H}^+ + 12\text{OH}^- 
\end{align*}
\]

---

**Fig. 10** Reaction scheme for the iron facilitated reduction of trichloroethene
The precipitation of iron(III) hydroxide in PRB pore space can impact the permeability of the system and its precipitation on iron surfaces can impact reactivity. Long-term studies have shown that the hydraulic properties of PRBs are not adversely affected by precipitation [43]. Similarly, the surface precipitates do not seem to passivate the iron surface [38]. Problems with iron hydroxide precipitation can be obviated by installing a pre-treatment zone consisting of sand mixed with 10–15% iron. Water flowing out of this zone is deoxygenated and therefore has little impact upon iron present in the treatment zone [44].

The reaction rates can be enhanced in several ways. Matheson and Tratnyek [37] provided evidence that the rate of degradation of chlorinated methanes is inversely related to pH—at low pH values the rate of degradation is fast. The reaction of iron with oxygen clearly raises the pH of the system since it removes protons and releases hydroxide ions. Thus, it would be expected that the increase in pH should lead to a reduction in the rate of reaction. The pH of the system however may be buffered at around 7–8 by the dissolution of naturally occurring aluminosilicate minerals such as kaolinite and this enhances the rates of iron corrosion and release of protons [38, 45]. Several researchers have also examined the use of bimetallic couples—prepared by plating a second metal such as copper or nickel on iron—which accelerate the degradation of chlorinated VOCs [38].

PRBs may have one of several designs. The simplest consists of an excavated trench that perpendicularly intersects the contaminant plume, which is then back-filled with sand and granular iron. In some cases the contaminant plume is guided through the PRB by an engineered low-permeability construction (the black block in Fig. 11). Such a low permeability system can be made from clay, which has a low hydraulic conductivity, metal sheet pilings or even a hydrophobic textile that is impermeable to water. The low permeability unit forms a funnel, and the funnel exit comprises the PRB. Such a system is referred to as a funnel and gate.

\[ 4\text{Fe}^0 + 3\text{O}_2 + 6\text{H}_2\text{O} \rightarrow 4\text{Fe(OH)}_3. \]

**In situ chemical oxidation (ISCO)**

Despite the success of PRBs to deal with some plumes it is not necessarily the answer for all contaminant plumes. PRBs are useful for degrading chlorinated organic VOCs and for reducing plumes containing chromium (which is not a focus of this lecture text). However, plumes created by the release of aliphatic and aromatic hydrocarbon NAPLs are not affected by reductants like iron since they are already in their most reduced state. Moreover, treatment of plumes located deep below ground surface, using PRB technology, would provide enormous technical and cost challenges. This has led some researchers to examine the use of alternative techniques for the remediation of VOC plumes. One remedial intervention that has been investigated, and which has shown some success, is the injection of an oxidant solution into the plume. Several oxidant systems have been considered and tested; these include: (1) potassium and sodium permanganate [46]; (2) Fenton’s reagent—a mixture of hydrogen peroxide and iron (II) ions [47]; (3) sodium persulphate [48]; (4) ozone [49]. A range of organics are treatable by ISCO. ISCO-treatable VOCs derived from common NAPLs include [50]:

- benzene, methylbenzene, ethylbenzene and dimethylbenzene—these are commonly encountered in petroleum and petroleum products;
- 2-methoxy-2-methylpropane (methyl tertiary butyl ether—MTBE)—this is a commonly used additive in petrol to improve its anti-knock properties;
- petroleum hydrocarbons;
- chlorinated hydrocarbon solvents;
- polyaromatic hydrocarbons—these are often encountered in coal tar and creosote;
- polychlorinated biphenyls—these compounds were widely used, as oils, in electrical equipment such as capacitors and transformers and as heat transfer agents. Because of their toxicity their use has been phased out but because they are extremely stable they are still
encountered in electrical equipment and in the environment.

We shall look at two systems: permanganate oxidations and iron-catalysed hydrogen peroxide decompositions.

**Permanganate oxidation**

Permanganate oxidations are carried out using either potassium or sodium permanganate. Solutions of potassium permanganate are commonly made up on site. The solubility of potassium permanganate is limited and the highest achievable concentrations are around 20–40 g dm\(^{-3}\) [47]. Sodium permanganate is normally supplied as a concentrated, 40%, solution. The counter ion makes little difference to reactivity. However, the rates of reaction are dependent upon permanganate concentration.

There are always potential problems associated with using a strong oxidant in powder form so the use of sodium permanganate in solution may be preferred on-site. However, the higher achievable aqueous concentrations using sodium permanganate may create a highly exothermic reaction if brought into contact with high reductant concentrations in groundwater.

Permanganate is used to oxidize compounds with double bonds such as alkenes, aldehydes and ketones. It readily interacts with \(\pi\) bonds [51]. It is not, however, able to oxidize commonly encountered aromatic compounds like benzene where the delocalised \(\pi\) electrons are more tightly bound. Permanganate is also not effective against saturated organic compounds.

In the pH range 3.5–12, which encompasses the normal pH values encountered in groundwater, permanganate undergoes a three-electron reduction via the following reaction mechanism [50]:

\[
\text{MnO}_4^- + 2\text{H}_2\text{O} + 3e^- \rightarrow \text{MnO}_2(s) + 4\text{OH}^-.
\]

The reactions with chlorinated ethenes are outlined below [50]:

Tetrachloroethene

\[
10\text{KMnO}_4 + 3\text{C}_2\text{H}_3\text{Cl} \rightarrow 6\text{CO}_2 + 10\text{MnO}_2(s) + 10\text{K}^+ + 3\text{Cl}^- + 7\text{OH}^- + \text{H}_2\text{O}
\]

These reactions are second order [52, 53] with respect to the chlorinated ethene substrate and permanganate. Laboratory studies have further confirmed that chlorinated ethenes are completely degraded to harmless end products [53].

A reaction mechanism for the degradation of tetrachloroethene at low pH is shown in Fig. 12 [52]. Degradation reaction rates are affected by the presence of competing organic substrates such as NOM [50]. Degradation of NOM could be fortuitous—VOCs are adsorbed by NOM and its destruction will result in their release to groundwater where
they can then react with permanganate. However, treatabil-
ity studies will be necessary prior to field-scale injection
to establish the concentration of permanganate needed to
ensure the complete destruction of the chlorinated ethene
VOC. One advantageous aspect of permanganate’s chemis-
try is that it is fairly stable in the sub-surface and as a result
is persistent [50].

A common feature of all the reactions shown above is
the formation of solid manganese (IV) oxide particles. This
can be a problem for the degradation of chlorinated ethene
VOCs encountered, for example, in low-permeability zones
[54], since capture of particles at pore throats or their accu-
mulation in pores can severely reduce the permeability of
the zone which in turn can result in the isolation of the VOC
plume from further interaction with permanganate [55]. Lab-
oration studies, however, have shown that the co-injection
of sodium hexametaphosphate (SHMP) with permanganate
can inhibit the aggregation of manganese (IV) oxide parti-
cles to form a precipitate resulting in a better VOC degrada-
tion outcome [54]. It would appear that SHMP stabilized
particles (particle sizes are ≤ 0.1 μm) are protected against agglomeration through electrostatic repulsion [55]; the zeta
potential of the particles stabilized by SHMP being about
−26 mV [55]. Such small particles are readily retained in
flowing groundwater and the negative zeta potential should
prevent adsorption to the negatively charged sub-surface
mineral surfaces.

Unfortunately, SHMP may also disperse clays like kao-
linite [56], which may have the effect of reducing the perme-
ability of fine grained porous media as mobile clay particles
are trapped at pore throats.

In general, permanganate is used to degrade VOCs dis-
solved in groundwater. However, there has been at least one
study where permanganate has been used to treat both a
tetrachloroethene and a mixed trichloroethene/tetrachloro-
ethene DNAPL source zone [46]. Essentially, permanganate
was formulated as a 10 g dm⁻³ solution and was flushed
through the source zone at the rate of 50 dm³ day⁻¹. For the
mixed DNAPL, 8 dm³ was emplaced into a test cell located
in a site in Borden, Ontario. After flushing for 290 days there
was a 62% reduction in the amount of DNAPL.

**Fenton’s reagent**

Hydrogen peroxide is an oxidant that can be used in ISCO.
However, the kinetics of VOC degradation by hydrogen per-
oxide alone is too slow. The addition of a solutions of Fe(II)
ions rapidly increases the rate of reaction. The mixture of
hydrogen peroxide and iron (II) ions, which is often referred
to as Fenton’s reagent—acknowledging the first chemist who
described the use of this system—decomposes in the follow-
ing way:

\[ \text{H}_2\text{O}_2 + \text{Fe}^{2+} \rightarrow \text{OH}^- + \text{HO}^+ + \text{Fe}^{3+}. \]

OH⁻ is the oxidant of interest. If the pH of the system is
kept < 5 then the Fe(III) is reconverted back to Fe(II) and
thus remains in solution to help catalyse further breakdown
of hydrogen peroxide [50]. The system originally used by
Fenton consisted of a dilute solution of hydrogen perox-
ide and Fe(II) ions [57]. It is, however, extremely difficult
to maintain a well-mixed low concentration of peroxide
in groundwater; thus, a modified Fenton’s system is used
[50], which involves the injection of a 4–20% solution of
hydrogen peroxide and co-injection of Fe(II) in acid solution
into the VOC plume in groundwater. The acid used may be
hydrochloric, sulphuric or ethanoic acid.

The OH⁻ radical can undergo electrophilic substitution
with aromatic compounds [58] and addition reactions with
alkanes [59]. In addition, the hydroxyl radical can abstract
hydrogen atoms from saturated compounds like alkanes
[47]. The reactions are kinetically second order and are
fast—in some cases the limit on the rate of reaction arises
solely from the diffusion of the reactants. A diffusion limited
rate constant is of the order of 10¹⁰ M⁻¹ s⁻¹ [59]. A study of
the kinetics of the reaction between hydroxyl radicals and
substituted benzenes showed that the rate constants are
>10⁹ M⁻¹ s⁻¹, and it is considered that rate constants which
are >10⁹ M⁻¹ s⁻¹ are suitable for ISCO [47].

Apart from the hydroxyl radical, other species are formed
when the concentration of hydrogen peroxide is high. These
radical species are obtained by the reaction of hydroxyl radi-
cals with hydrogen peroxide.

The hydroperoxyl radical, HO₂⁻, is formed in the follow-
ing way:

\[ \text{OH}^- + \text{H}_2\text{O}_2 \rightarrow \text{HO}_2^- + \text{H}_2\text{O} \quad k = 2.7 \times 10^7 \text{ M}^{-1} \text{ s}^{-1}, \]

the superoxide radical anion is formed by proton
dissociation:

\[ \text{HO}_2^- \rightarrow \text{O}_2^- + \text{H}^+ \quad \text{pK}_a = 4.8, \]

and the hydroperoxide anion is formed via the following
reaction:

\[ \text{HO}_2^- + \text{Fe}^{2+} \rightarrow \text{HO}_2^- + \text{Fe}^{3+} \quad k = 1.2 \times 10^6 \text{ M}^{-1} \text{ s}^{-1}. \]

Radical species, R⁻, emerging from the interactions of
hydroxyl radicals with the VOCs, can be important in the
formation of more hydroxyl radicals:

\[ \text{R}^- + \text{H}_2\text{O}_2 \rightarrow \text{ROH} + \text{OH}^- \]

The rate constant for the formation of the hydroperoxyl
radical is quite low but for systems where the concentration of hydro-
gen peroxide is high the concentrations of hydroperoxyl

superoxide radicals and the hydroperoxide anion become significant [47].

The presence of these species aids the degradation of a whole variety of VOCs making it a near universal treatment system [47]. Indeed, modified Fenton’s reagent can be further used to degrade VOCs that are sorbed to NOM and treat NAPL source zones.

**Air sparging and vapour extraction**

Air sparging and vapour extraction are used as remedial technologies in field situations where the NAPL components present in the sub-surface are readily removed via the vapour phase. Air sparging involves the injection of air below the water table followed by the subsequent partitioning from the water phase to the vapour phase of organic components. Vapour extraction involves the pumping out of air from the unsaturated zone which contains volatile organic compounds that have already partitioned from groundwater to the air phase. Often the two technologies are used together in order that the contaminated vapour phase is removed and treated.

We can create a simple mathematical model of how air sparging works based upon the cartoon shown in Fig. 13. It is understood that as the injected air passes through groundwater it forms air channels [60] that are in direct contact with groundwater, shown in Fig. 13. The air channels will, depending upon air pressure and the capillary forces generated at the pore throats (see Ref. [2]), occupy a relatively small fraction of the porous medium.

The change in the mass of the volatile organic compound (VOC) in the aqueous phase with time (t, dimension T) is given by the following equation:

\[ V_w \frac{dC_w}{dt} = -QC_a, \]  

(27)

where \( C_w \) and \( C_a \) are the concentrations of VOC in water and air respectively (ML\(^{-3}\)), \( V_w \) is the volume of water (L\(^3\)) and \( Q \) is the volumetric throughput of air (L\(^3\) T\(^{-1}\)). Equation (27) arises from the assumption that as the VOC is removed by the injected air flow more VOC will immediately partition into the air phase from the aqueous phase. The amount that partitions is determined by the aqueous phase concentration and the partition coefficient \( K_{aw} \).

Equation (27) can then be used with Eq. (8) to give:

\[ V_w \frac{dC_w}{dt} = QK_{aw}C_a. \]  

(28)

Integration of Eq. (28) gives the following first-order kinetic expression:

\[ C_w = C_0e^{-QK_{aw}V_wt}. \]  

(29)

\( C_0 \) is the aqueous phase concentration of the VOC at time zero. The exponent term \( QK_{aw}/V_w \) has the dimensions of (T\(^{-1}\)) which of course makes this a first rate constant. The rate constant essentially describes the fraction of material that is removed per unit time.

The graph in Fig. 14 shows the reduction in the aqueous concentration of VOC with time for a model system and clearly shows that the magnitude of the value of \( K_{aw} \) determines the length of time it takes for the removal of the VOC. The greater the value of \( K_{aw} \) is the smaller the time interval necessary for VOC removal to an environmentally safe endpoint. If for example a safe limit for the concentration of VOC in water is 10\(^{-6}\) g dm\(^{-3}\) then for \( K_{aw} = 1 \) the time necessary to reduce the aqueous concentration to this level is 46 h. If \( K_{aw} = 0.01 \) the time necessary to achieve this level is two orders of magnitude greater at 4605 h.

Equally, the greater the value of \( Q \) is the less time necessary for reduction in aqueous concentration to below a safe
level. If the safe level is again \(10^{-6} \text{ g dm}^{-3}\) and \(K_{aw} = 1\) then at \(Q = 0.2 \text{ m}^3 \text{ h}^{-1}\) the time necessary to achieve the safe level is 23 h and for \(Q = 0.3 \text{ m}^3 \text{ h}^{-1}\) the time necessary is 15.4 h. These numbers bear no resemblance to what we might encounter in the field, but they do provide an indication of how the various parameters associated with air sparging affect the final results.

If NAPL is present in the sub-surface volume then, for a system that we assume to be at equilibrium, the aqueous phase will be saturated with VOC. Air sparging will reduce the NAPL mass but the aqueous phase concentration will remain constant. Once the NAPL is depleted and no longer exists as a separate liquid phase, the VOC concentration will be reduced, as shown in Fig. 15.

The time necessary to deplete the NAPL as a separate liquid phase is given by solution of the following expression:

\[
M_0 - SK_{aw}Qt_d \over V_w = S. \tag{30}
\]

\(M_0\) is the original mass of NAPL (M), \(S\) is the solubility of the NAPL in water (we assume that the NAPL contains a single component) (ML\(^{-3}\)), \(Q\) is the air flow rate (L\(^3\) T\(^{-1}\)), \(V_w\) is the volume of water and \(t_d\) is the time to depletion. The term \(SK_{aw}Qt_d\) merely represents the total amount of VOC removed by the air phase in time \(t_d\). \(SK_{aw}\) converts the aqueous phase concentration into an vapour phase concentration. \(SK_{aw}Q\) converts the air concentration into the amount of VOC removed per unit time. \(SK_{aw}Qt_d\) calculates the total amount of VOC removed over time, \(t_d\). This term is then subtracted from \(M_0\) and divided by \(V_w\) to give an apparent aqueous phase concentration. If this apparent concentration is greater than the aqueous solubility of the VOC then NAPL must still be present. Once the apparent concentration is equal to the solubility the VOC ceases to exist as a separate liquid phase. For the system shown in Fig. 3 it takes about 41.3 days to deplete the NAPL. If the value of \(K_{aw}\) is an order of magnitude lower then it would take something like 1.13 years to remove the NAPL. Moreover, we would still need to carry on sparging to reduce the aqueous phase concentration to a safe level.

The treatment so far has been based upon the assumption that the relationship between the concentrations of VOC in the vapour and aqueous phases is related by the modified Henry’s Law Constant \(K_{aw}\). This assumption clearly implies that the VOC can migrate across the interface at such a rate so as to continuously and instantaneously maintain thermodynamic equilibrium. However, the existence of boundary layers on both the water side and vapour side, where the respective fluids are stagnant, provides a resistance to mass transfer across the interface. These boundary layers arise even if both fluids are turbulent because eddies created by turbulence are damped at the interface \([18]\). A conceptual model for mass transfer in the air/water system drawn from Ref. \([18]\) is shown in Fig. 16. We can use the diagram as the basis for producing a lumped parameter model for air sparging.

The VOC flux \((\text{M T}^{-1})\) on the water side is given by:

\[
J = k_wA(C_w - C_{w,i}), \tag{31}
\]

where \(k_w\) is the water side mass transfer coefficient (L T\(^{-1}\)), \(A\) is interfacial area (L\(^2\)) and \(C\) is concentration (ML\(^{-3}\)). The subscripts \(w\) and \(i\) refer to water and interface respectively.

The equation is written such that that flux goes from high concentration (the bulk water concentration—\(C_w\)) to low concentration (the VOC concentration at the interface—\(C_{w,i}\)—is lower).

A similar expression can be given for VOC flux on the air side:

\[
J = k_aA(C_{a,i} - C_a), \tag{32}
\]

where the subscript \(a\) refers to air.

We assume that the bulk phases are well-mixed reactors so that the bulk phase concentrations are homogeneous throughout the respective bulk phases. We assume that the concentrations at the interface are in thermodynamic equilibrium. Thus:

\[
C_{a,i} \over C_{w,i} = K_{aw}. \tag{33}
\]

We do not make this assumption about the bulk phase concentrations.

We can rewrite Eq. (32) as:

\[
C_{a,i} - C_a = {J \over k_aA}. \tag{34}
\]

Similarly we can rewrite Eq. (31) and substitute for \(K_{w,i}\) using Eq. (33) to give:
If we add Eqs. (34) and (35) we obtain the following expression:

\[ C_w K_{aw} - C_{a,i} = \frac{J K_{aw}}{k_w A} \]  (35)

If we add Eqs. (34) and (35) we obtain the following expression:

\[ C_w K_{aw} - C_a = J \left( \frac{K_{aw}}{k_w} + \frac{1}{k_a} \right) \]  (36)

The term in brackets is usually identified as an overall mass transfer coefficient [61]:

\[ \frac{1}{k_w} = \frac{K_{aw}}{k_w} + \frac{1}{k_a}. \]  (37)

Thus, the flux equation can be written as:

\[ J = k_{aw} A (C_w K_{aw} - C_a). \]  (38)

We use the schematic in Fig. 17, which shows the flow of material in our air sparging system, to create a lumped-parameter model to describe air sparging.

Two equations can be written for each environmental compartment. For the vapour phase we can write using Eq. (38):

\[ V_a \frac{dC_a}{dt} = k_{aw} A (K_{aw} C_w - C_a) - QC_a, \]  (39)

and for the aqueous phase

\[ V_w \frac{dC_w}{dt} = k_{aw} A (C_a - K_{aw} C_w). \]  (40)

Again, the mass transfer coefficient and interfacial area can be combined into a lumped-parameter with the units of

Fig. 16 Conceptual model of mass transfer between the water and vapour phases. The concentration profile graphically depicts how VOC concentration changes going across the interface. In particular, the graphic shows that \( C_w > C_{w,i} \) and \( C_{a,i} > C_a \).

Fig. 17 Conceptual model of air sparging used to create Eqs. (39) and (40)

\[ C_w K_{aw} - C_{a,i} = \frac{J K_{aw}}{k_w A}. \]
L^3 T^{-1}. This parameter when multiplied by concentration describes the fraction of VOC that is transferred per unit time.

Both equations are written as a rate of change in VOC concentration in either phase. On the right-hand side of each equation the various expressions represent either rates of entry into the phase or rates of departure. Rates of entry are added; rates of departure are subtracted. The mass transfer coefficient describes the rate of transport of VOC in either direction—either from the air/water interface to the air phase or the air phase to the interface.

Equations (39) and (40) can be solved numerically to provide the plots shown in Fig. 18. The parameters used to obtain Fig. 18 are the same as before. $K_{aw}$ is set to 1, $Q$ is set to 0.1 m$^3$ h$^{-1}$ and $k_{aw}$ is set to 0.03 (which seems a reasonable value [62]).

Numerical solution of Eqs. (39) and (40) allows us to calculate the time necessary to reduce the aqueous phase VOC concentration to a safe level. In this particular case if the safe level is once again $10^{-6}$ g dm$^{-3}$ then it will take 200 h to reach this concentration. This is nearly four times longer than the time predicted using the equilibrium model and clearly shows the need to consider mass transfer.

The models presented can be made more realistic by incorporating other processes that are likely to be encountered in real systems such as adsorption and degradation. As we saw previously [2] organic contaminants dissolved...
in water are adsorbed/absorbed by organic matter attached to solid surfaces in soil and rock systems. Furthermore, it should be anticipated that for VOCs that are readily degraded by aerobic microorganisms—such as petroleum hydrocarbons—the introduction of air will augment the sub-surface oxygen levels and encourage the further biodegradation of these VOCs. This latter process is sometimes referred to as biosparging.

Figure 19 schematically shows an air sparging system. In this set-up one well is sunk down into the saturated zone—this is the zone where all pore spaces are filled with water. A second well is placed in the unsaturated zone—the zone that is variably saturated with air and water. Air is injected into the saturated zone and moves through air channels. These air channels arise because of a phenomenon known as viscous fingering. Viscous fingering is the unstable displacement of a more viscous fluid by a less viscous fluid [63].

**Fig. 19** Schematic showing an air sparging system.

**Surfactant facilitated groundwater remediation**

The term surfactant is derived from the term surface active agent. Surfactants are amphiphilic molecules that chemically combine non-polar hydrophobic (water repelling) and polar hydrophilic (water attracting) moieties. The non-polar fragment is normally an alkyl chain. The polar group may be either ionic—both anionic and cationic groups are encountered—or a non-ionic water soluble polar segment, which may be made from a sugar or a polyether like polyethylene oxide.

A typical anionic surfactant, sodium dodecyl sulphate, is shown in Fig. 20.

A typical cationic surfactant hexadecyltrimethylammonium bromide is shown in Fig. 21.

A typical non-ionic surfactant, octaethylene glycol monododecyl ether, is shown in Fig. 22.

When added to water the differing solvent preferences of the two parts of the surfactant molecule are accommodated by two separate mechanisms, depending upon the surfactant concentration:
Adsorption at the interface between water and a NAPL permits the non-polar tail of the surfactant to orientate and embed itself in the non-polar NAPL phase thereby “expressing” its phase preference. Similarly the polar head remains located in the aqueous phase. Adsorption of surfactant molecules at interface between water and a NAPL has the effect of reducing the NAPL/water interfacial tension. Several explanations can be advanced for this reduction. The immiscibility of water and a NAPL indicates that there is a free energy penalty arising from contact at an interface between the two phases. The free energy penalty arises from the breaking of hydrogen bonds between water molecules and their replacement by much weaker van der Waals forces between NAPL molecules and water. This free energy penalty gives rise to the interfacial tension. Indeed, the interfacial free energy per unit interfacial area is numerically equal to the interfacial tension [64]. The replacement of water molecules at the interface by surfactant molecules reduces this free energy penalty and thus reduces the interfacial tension. Whilst this explanation may provide a thermodynamic rationale for interfacial tension and its reduction by surfactant molecules, it does not provide a physical explanation for the emergence of the contractile force at the interface and its reduction by surfactant adsorption.

The contractile force underpinning interfacial tension arises from the non-isotropic distribution of pressure at the interface. Pressure has a kinetic and static component. The kinetic component arises from the transport of momentum across an imaginary test interface. The static component arises from the intermolecular forces acting between molecules acting across the imaginary test interface. In general, these forces are attractive and thus negative—except when the molecules are extremely close—and as such they reduce the overall pressure since they are subtracted from the kinetic component. In the bulk phases the kinetic and static components are isotropic. At the interface the static component across imaginary test surfaces drawn normally and tangentially to the interface is different. The tangential static component is greater than the normal static component (see Refs. [2, 64, 65] for an explanation) and thus the tangential pressure is lower than the normal pressure (which is equal to atmospheric pressure). This is the origin of interfacial tension.

Surfactants increase the pressure acting tangentially to the surface [66]. This surface pressure increase presumably arises from the electrostatic repulsions that develop between the ionic headgroups or from the entropic penalties that occur from the interactions between the polar head groups. These repulsive effects decrease the static pressure contribution to the tangential pressure and thus lead to a reduction in surface/interfacial tension.

The surface/interface cannot hold an unlimited amount of surfactant. There comes a point where the surface is saturated. Further addition of surfactant results in micelle formation. Micelle formation represents an alternative way through which surfactant molecules can resolve their solvent preferences. The hydrophobic tails of the surfactant molecules self-aggregate to reduce their exposure to water whilst at the same time the polar surfactant head groups remain in contact with the aqueous phase. The interior of a micelle is essentially a non-polar solvent. For example, micelles formed from sodium dodecyl sulphate have an interior that is essentially dodecane—a liquid hydrocarbon solvent. As a liquid the dodecane chains close to the sulphate head group are constrained to be more or less perpendicular to the surface; however, the rest of the chain acts as a normal liquid [67]. The micelle exterior favourably interacts with water due to the polar head groups. This permits the facile dispersion of micelles in water. Micelles are thus in effect small volumes of non-polar liquid solvents dispersed in water. The micelle depicted in Fig. 24 is spherical. However, micelles are not necessarily spherical and they may take on a number of different structures such as cylindrical or lamellar [68]. Finally, micelles are formed when the aqueous surfactant concentration is greater than a concentration threshold called the critical micelle concentration (cmc).

One important property of micelles is their ability to solubilise hydrophobic compounds. Solubilisation is the process whereby a hydrophobic organic compound (HOC) partitions from a solid or separate liquid phase to the interior of a micelle via the aqueous phase. The process increases the apparent aqueous solubility of the HOC. An example of
solubilisation is shown in Fig. 25; the data were taken from Ref. [69]. The surfactant used is a poly(ethylene oxide)-poly(propylene oxide) block copolymer with the approximate formula (EO)17 (PO)60 (EO)17 and trade name P103 (the generic structure is shown in Fig. 26). The propylene oxide (PO) block is the hydrophobic moiety. The ethylene oxide (EO) blocks are hydrophilic. The plot shows that the solubility enhancement—the ratio of the apparent aqueous solubility in the surfactant solution to the pure water aqueous solubility—increases as the surfactant concentration increases above the cmc. In this example there is also some indication of an increase in apparent solubility below the cmc, which seems to be a feature of these block copolymeric surfactants [69].

Several investigators have examined the use of aqueous surfactant solutions for the removal of NAPL residues from soils. Typically, the NAPLs studied have included coal tar and petroleum hydrocarbons. Paterson et al. [70] examined the use of a range of ethylene oxide/propylene oxide block copolymers (see Fig. 26) to remove named polyaromatic hydrocarbons from a coal tar contaminated soil obtained from a former manufactured gas site located in London.

Manufactured gas or Town Gas was produced by the heating of coal in an anoxic atmosphere. The gas produced was used for domestic cooking, heating and lighting. Coal tar, a complex mixture of phenolic, polyaromatic hydrocarbon (PAH) and heterocyclic compounds, was a by-product of the process. Thus, many former manufactured gas sites are contaminated with coal tar (see for example Fig. 1).

The soil water distribution coefficient (K_d) is defined as the ratio of the concentration (C) of a compound (x) in soil (s) and water (w):

\[ K_d = \frac{C_s}{C_w} \]  

Figure 27 shows how increasing surfactant concentration increasingly reduces the value of K_d for naphthalene, indicating that the amount of naphthalene desorbed from soil to the aqueous phase increases with increasing surfactant concentration. Moreover, at moderate surfactant concentrations K_d is reduced to quite low values suggesting that contaminant concentrations in soils can be reduced to levels that are below risk-based quality guidelines.

Surfactant facilitated contaminant desorption can be used as the basis for an engineered soil remediation system. Such a system can be designed to be either ex situ or in situ. Ex situ remediation typically involves the extraction and removal of the soil from its site location and its subsequent treatment with an aqueous surfactant solution. In situ remediation typically involves flushing an aqueous surfactant system through the contaminated subsurface location.

Most studies examining the surfactant facilitated removal of contaminants from soil are laboratory studies. However, there have been some field studies. For example, Iturbe et al. undertook the remediation of soil located in a former petroleum distribution and storage facility located in Mexico [72]. Their investigation focussed upon the removal of petroleum

---

**Fig. 25** Plot showing the solubilisation of naphthalene in aqueous solutions of the non-ionic surfactant P103 data taken from Ref. [69]

**Fig. 26** Structure of an ethylene oxide/propylene oxide block copolymer
hydrocarbons and PAHs since they were identified as the primary risk drivers. About 351 tonnes of soil was excavated and placed in trenches where the soil was mixed with an aqueous solution of the non-ionic surfactant Tween 80. Figure 28 shows the chemical structure of Tween 80.

Measured initial soil concentrations of total petroleum hydrocarbons (TPH) ranged between 3000 to 17,000 mg kg$^{-1}$. Treatment with the surfactant solution was able to reduce TPH by between 55 to 93%. More importantly, measured TPH concentrations were reduced to levels below risk guidelines [72].

In situ remediation is implemented in very much the same as ISCO. An aqueous surfactant solution is injected and flushed through the NAPL source zone and collected by a separate extraction well or wells. Essentially, the presence of micelles in the aqueous phase enhances the mass transfer of NAPL components from the trapped NAPL phase into the mobile aqueous phase [73] through the creation of an enhanced chemical potential gradient from the NAPL to the micelle via the aqueous phase. The solubilised components are then removed by the mobile aqueous phase. The process is thus in essence an augmented form of pump and treat whose effectiveness has been demonstrated in a number of field studies [74–76]. For example, in one demonstration a 1% surfactant solution was used to remove TCE from a sandy soil. Something like 21 pore volumes were used to remove the NAPL over a 4-year period [76]. It was estimated if only water was pumped through the system it would require 2000 pore volumes over 400 years to produce the same outcome.

In situ flushing works well if the hydraulic conductivity of the system is high and the system is relatively homogeneous.

Other issues that arise that can compromise the efficacy of surfactant flushing are surfactant precipitation and surfactant adsorption to mineral surfaces. Hard water—water containing high levels of calcium ions—can cause surfactants to precipitate out of solution. For example, the solubility of sodium dodecyl sulphate below its cmc is controlled by the solubility product and calcium ion concentration [77]. Surfactant concentration in aqueous solution may also be depleted by adsorption to soil particle surfaces. Sub-surface surfaces, especially colloidal clay surfaces at circumneutral pH, are normally negatively charged. This arises from a number of different processes:

1. isomorphous substitution such as the substitution of a Si$^{4+}$ ion by an Al$^{3+}$ ion;
2. the deprotonation of OH groups attached to Al, Fe and Si atoms at clay edges;
3. the ionisation of –OH and –COOH groups attached to soil organic matter.
Cationic surfactants are readily adsorbed and as such are of little use for surfactant-enhanced groundwater remediation. Non-ionic surfactants, which comprise ethylene oxide oligomer chains, are also adsorbed to surface silanol (SiOH) groups through hydrogen bonding [78], though sorptive losses are dependent upon the nature of the solid phase. Bentonite, for example, a clay formed from volcanic ash can completely adsorb an ethylene oxide containing surfactant [79]. However, sand seems to have little adsorptive capacity for these surfactants [79].

Surfactant-enhanced remediation can prove to be expensive especially if using commercially sourced surfactants. Costs can be reduced by reusing the surfactant, which clearly requires the separation of the organic contaminant load from the surfactant.

A number of separation approaches have been investigated. Many have already been discussed in previous sections:

- Vapour stripping can be used to remove volatile or semi-volatile organic compounds [80] from the surfactant treatment stream. However, its effectiveness is compromised if foaming occurs as air is pumped through the surfactant solution. Instead of pumping, air can be drawn through the system through the application of a rough vacuum (a pressure ranging from atmospheric pressure down to 100 Pa). This can be used in conjunction with heat to separate the contaminant load from the surfactant [81]. This increases the separation effectiveness for low volatility organic compounds and reduces the amount of foaming [80, 82].
- Adsorption can be used to separate the contaminant load from the surfactant treatment stream through the use of a variety of adsorbents. These can include activated carbon and organo-clay materials [80].
- Oxidative degradation using *inter alia* Fenton’s reaction and ozone [83].

**Surfactant mobilisation**

Residually trapped NAPL is immobilised in a porous medium by capillary forces. The scale of these forces is described by the right-hand term of the Laplace equation (Eq. 42)

\[
P_e = \frac{2\sigma \cos(\theta)}{r},
\]

where \(P_e\) is the displacement entry pressure (the pressure necessary to displace a NAPL droplet from a pore), \(\sigma\) is the interfacial tension, \(\theta\) is the contact angle and \(r\) is the radius of the capillary, located in the porous medium, where the aqueous and NAPL phases are in contact.

Clearly if the contact angle (\(\theta\)) could be increased or the interfacial tension (\(\sigma\)) decreased then the capillary trapping forces would be reduced and, under the right conditions, could be sufficiently reduced for mobilisation along a pressure gradient to occur. Surfactants are readily adsorbed at the NAPL/water interface because of their amphiphilic nature (i.e. the covalent linkage of hydrophobic and hydrophilic moieties) and as a consequence adsorption reduces the interfacial tension. Thus, surfactants can significantly reduce the pressure gradient necessary to mobilise a trapped NAPL in a porous medium.

Engineers define three dimensionless numbers to characterise the trapping and mobilisation of a NAPL [73, 84]:

- The *capillary number* (\(N_c\)), which is the ratio of the of the viscous force generated by flowing groundwater and the capillary force generated at the curved interface between water and NAPL at a pore throat.

\[
N_c = \frac{q_w \eta_w}{\sigma_{NW} \cos(\theta)},
\]

where \(q_w\) is the Darcy velocity (or flux), which is the volume of water through unit cross-sectional of porous medium in unit time and is given by \(K_w \Delta h / \Delta l\) (see Eq. 16); \(\eta_w\) is the viscosity of water; the subscripts N and W refer to NAPL and water respectively.

- The *Bond number* (\(N_B\)), which is the ratio of the buoyancy force to the capillary force:

\[
N_B = \frac{\alpha \Delta \rho \, g \, k_w}{\sigma_{NW} \cos(\theta)}.
\]

where \(\alpha\) is the slope of flow relative to the horizontal axis \(\Delta \rho\) is the density difference between the NAPL and water, \(g\) is the acceleration due to gravity, and \(k_w\) the intrinsic permeability of the porous medium—this is the permeability of the system independent of the fluid and determined by the architecture of the porous medium and \(k_{rw}\) is the relative permeability of the aqueous phase that is the permeability of the system to water flow when a second fluid phase is present.

- Finally, the *trapping number* (\(N_T\)), which is defined as the vector summation of the Bond and capillary numbers.

\[
N_T = \sqrt{N_c^2 + 2N_c N_B \sin(\alpha) + N_B^2}.
\]

It has been demonstrated that the trapping number must exceed a critical value for NAPL to be mobilised. Several independent experiments suggest that the critical trapping number is in the range of \(1.5 \times 10^{-5}\) and \(5 \times 10^{-5}\) [73].
Of course, mobilisation may actually be a problem when dealing with DNAPLs. If mobilised without taking precautions, trapped DNAPLs will tend to sink further in the subsurface making them more difficult to deal with and may in fact create a much wider spread environmental challenge. Thus, engineered soil flushing of DNAPLs is very often designed to enhance solubilisation but to suppress mobilisation [85].

The use of aqueous surfactant solutions to displace trapped NAPLs from a porous medium is referred to as immiscible displacement. Immiscible displacement using surfactant solutions was first developed by petroleum engineers to increase the productivity of petroleum extraction from oil reservoirs. Its use was justified when the price of crude oil was sufficiently high to make it cost effective. However, it does not usually extract all the emplaced oil. Whilst this may make economic sense for the petroleum industry it does not necessarily reduce risk posed by NAPL-impacted environments, though it may reduce the longevity of the source zone. Thus, immiscible displacement only makes remedial sense if it can significantly reduce risk.

One issue that can be addressed here is that surfactants may be added to organic solvents to improve their end use in industrial applications. However, surfactants present in solvents like trichloroethene will alter their wetting properties as shown in Fig. 29.

Quartz surfaces are usually hydrophilic. Thus, when TCE is placed on a quartz surface as shown in Fig. 29 in a water-filled environment, the TCE will tend to bead up, as shown in the left-hand photograph in Fig. 29. The TCE drop, shown in the right-hand photograph of Fig. 29, is, on the other hand, loaded with surfactant and as a result spreads across the quartz surface. This occurs because the cationic head group of the surfactant is adsorbed to the quartz surface, which permits the hexadecyl chains to embed themselves into the TCE. By this mechanism, the TCE drop spreads over the quartz surface. Such changes in wetting can make it much harder to remove the NAPL [86].

**Microemulsion formation**

Emulsions are formed by the fine dispersion of one immiscible phase in a second continuous phase. They are thermodynamically unstable. One familiar example of emulsion formation is provided by solvent extraction wherein an organic solvent is used to extract a hydrophobic solute from an aqueous solution. The emulsion is formed by vigorous agitation and rapidly separates (we use the term breaks) into two phases once agitation has ceased. The mechanism by which this emulsion breaks is via the coalescence of the dispersed phase droplets. A free energy penalty arises from the interfacial tension that exists at the interface between the immiscible water and organic liquid phases. The free energy penalty is given by $\sigma_{\text{NW}} \Delta A$ [87] where $\sigma_{\text{NW}}$ is the water/NAPL interfacial tension and $\Delta A$ the increase in interfacial area. Clearly the greater the number of droplets is the greater the magnitude of interfacial areal contact and thus the greater the free energy penalty. In the absence of a droplet stabilisation mechanism coalescence of two droplets that come into contact is thermodynamically favoured.

Surfactant adsorption at the droplet interface reduces the interfacial tension and thus reduces the free energy penalty associated with droplet formation. However, the presence of surfactant at the droplet interface can also make a contribution to droplet stabilisation. If the surfactant is ionic then coalescence is hindered by the coulombic repulsion arising from the charged headgroups at the surface of the organic liquid drop [64]. If the surfactant is non-ionic then the hydrophilic parts of the surfactant molecules—which are very often polymeric—stabilise the dispersed organic
liquid droplets through the osmotic gradient that is created by the local increase in concentration of the hydrophilic chains when two droplets come together [88]. Despite the free energy penalty reduction and the stabilisation arising from surfactant adsorption, emulsion formation for this ternary component system still requires the input of energy, which suggests that flushing a surfactant solution through a source zone will form an emulsion with difficulty if at all.

However, it is possible to formulate systems that spontaneously form emulsions. These thermodynamically stable, optically transparent emulsions are called microemulsions. The use of microemulsions for tertiary oil recovery has been extensively investigated as a means of increasing the yield of petroleum from oil reservoirs [89]. The problems that microemulsions address in petroleum engineering—namely displacing crude oil trapped in tight formation pores—are the same as those provided by the presence of NAPLs in soils and rocks. Microemulsions can be produced by the suitable formulation of a ternary component system—water, NAPL and surfactant at an appropriate temperature and pressure. However, for the remediation of NAPL-impacted environments it may be more convenient to use additional components such as salt, alcohol, co-surfactant or an organic solvent [90]. Figure 30 shows a series of microemulsions formed by the addition of sodium chloride to an aqueous phase that already contains the anionic surfactant sodium dodecyl sulphate (SDS). The organic phase is a coal tar sample obtained from a former coal gas manufacturing site based in the English Midlands. In test tube 1 the system has separated into two phases, a lower coal tar phase and an upper NAPL-in-water microemulsion phase. This upper phase consists of swollen micelles and is described as a Winsor type 1 microemulsion [91]. The role of sodium chloride is apparently two-fold. The presence of sodium chloride reduces the solubility of the dodecyl chains present in the SDS molecule and thus increases their surface activity, i.e. their adsorption at interfaces. Second, the increase in ionic strength provided by the presence of sodium chloride also means that the SDS molecules adsorbed at an interface are able to pack closer together because of the reduced electrostatic repulsion between the sulphate head groups. This may help to produce smaller, more tightly curved micelles, which increases the transparency of the emulsion, though it must be confessed that coal tar emulsions do not lend themselves well to transparency. In test tube 4, the salinity is so great that we obtain inverted micelles, which are more soluble in the NAPL phase. As a result, we obtain a water-in-coal tar microemulsion, which is the lower phase. This is called a Winsor type 2 microemulsion.

In test tubes 2 and 3, the system splits into three phases, an upper water phase, a lower coal tar phase and a middle phase comprising the microemulsion. This type of microemulsion is called a Winsor type 3. Studies show that the middle phase can have a very low interfacial tension, and the size and size distribution of the dispersed phase particles can be small [92]. Such properties are enormously helpful in aiding the removal of NAPL. The aim of environmental engineers is to formulate the system such that the size of the middle phase is as large as possible. The reader can observe that the size of the middle phase in tube 2 (in Fig. 30) is greater than that in tube 3. There are times when the system is formulated so that the middle phase is the only phase that is formed. This is called a Winsor type 4 system. There have been several field studies which have demonstrated that micro-emulsion flooding can be very effective in removing NAPL from sub-surface locations [90, 93].

**Natural attenuation**

So far, we have examined chemical and/or physical intervention as the means by which the risk posed by pollutants transported, from a source zone, through groundwater to a receptor can be either mitigated or reduced to an acceptable level. Intervention is costly and in some cases unnecessary since natural physical, chemical and microbiological processes may reduce contaminant concentrations to safe levels at regulatory compliance points (RCPs) such as water supply wells. Reliance upon naturally occurring phenomena is described as natural attenuation (NA). The focus of NA is not on contaminant concentrations that emerge from a source zone which may be greatly in excess of guideline water quality values, but on the concentrations at RCPs. These are points where breaches of water quality regulations will almost certainly lead to legal penalties. NA is therefore an attractive remedial option, though it does need...
to be established that it can provide the necessary protection of RCPs.

Processes that contribute to NA include [23, 94]:

- Dispersion (given by the $D$ term in Eq. 11) describes the spreading out of the pollutant as it migrates in the flowing groundwater.
- Volatilisation—the transfer of a solute from the aqueous phase to the vapour phase and described by the Henry’s law constant (see Eq. 6).
- Dilution—when the contaminant plume intersects a water supply well the contaminant is drawn up in the well. However, the well also draws in uncontaminated water, which has the effect of diluting the contaminant concentration emerging from the well head.
- Retardation—as a plume is growing the retardation of the contaminant velocity through interaction with organic carbon present on the surface of soil and rock surfaces reduces the rate at which the plume advances.
- Microbiological degradation—many organic contaminants are used as electron donors by microbiological organisms. Oxidation of the pollutants can therefore be an important part of microbiological metabolism. In some other cases the contaminant may act as an electron acceptor.

As we have emphasised previously a contaminant plume does not grow indefinitely but actually reaches a steady-state length when the influx of contaminant from the source zone is balanced by natural attenuation processes. Unfortunately, non-engineered microbial-mediated degradation—which is likely to be the most important NA process—is slow. As such, it is unlikely to be sufficient to reduce the plume length so as to prevent the plume infringing an RCP in cases where NAPL is present. If the rate of influx is reduced then plume length is reduced as long as the rate of natural attenuation is not altered. Influx is certainly reduced if the NAPL source zone is removed and in many cases NA will be sufficient to “mop up” the aqueous phase contaminant load so that
the reduced plume does not breach a regulatory limit at a compliance point. However, nearly all engineered NAPL removal systems such as surfactant flooding are defeated by the heterogeneity of the sub-surface environment. At best, we may only achieve partial mass removal. However, even partial mass removal coupled with NA may be sufficient to protect an RCP. We can demonstrate this using the simple stochastic model, which was introduced in Ref. [2]. The results of the simulations are shown in Figs. 31 and 32.

The impact of partial mass removal without NA is shown in Fig. 31. It is clear that in the Fig. 31b where the source zone has been reduced by 90% that the plume intensity is reduced. Whether this reduction is sufficient to protect an environmental receptor is moot. However, in Fig. 32 it is clear that with partial mass removal coupled with NA, the concentration of contaminant in the plume is reduced sufficiently that it should pose a negligible risk to a receptor situated some distance from the source zone.

It is, of course, possible that even when there is no mass removal of the source zone the degradation rate can be improved sufficiently to protect a receptor. For example, the microbially mediated degradation of common electron donors like petroleum hydrocarbons is normally limited by the absence of suitable electron acceptors like oxygen. However, sub-surface microbiota are facultative anaerobes, which means that they can use other electron acceptors, like sulphate, nitrate, iron(III) and hydrogen carbonate ions. If the concentration of oxygen is limiting the rate of degradation of the contaminant present in the plume then it can be introduced via pumping (biosparging—see the section on air sparging) or through the use of oxygen release compound [95]. Oxygen release compound is a patented proprietary formulation containing magnesium peroxide. Increasing the electron acceptor concentration is referred to as biostimulation. We could also increase the numbers of or introduce more suitable microbial consortia. This is referred to as bioaugmentation.

In some cases, the target contaminant compound is an electron acceptor. Chlorinated hydrocarbon solvents like trichloroethene and trichloromethane fall into this category. The microbiological genus *Dehalococcoides* has been successfully used to reduce chlorinated ethenes through dechlorination down to ethene and ethane [96]. To accomplish this the redox conditions of groundwater environment are made reducing. This is done via the addition of an electron acceptor. The SABRE (Source Area BioREmediation) project, completed in the UK, tested a number of electron donors including soya bean oil, hexanol and butyl ethanoate in a series of microcosm experiments with dehalorespiring bacteria [97].

The question naturally arises: do we rely upon NA or do we use biostimulation and/or bioaugmentation? In depth site characterisation coupled with a functional conceptual model of how the pollutant behaves on site and a proper risk assessment will help answer the question.

**Final remarks**

The initial aim of this text has been to show how toxicological data can be used in risk assessment to set permissible levels for NAPL-derived contaminants in groundwater. Next we have examined how contaminated groundwater systems can be treated so as to reduce environmentally challenging VOC concentrations to acceptable levels. We have tried to elucidate the essential physics and chemistry of a number of remediation technologies. The choice of which technology to use is determined by the nature of the problem. If NAPL is present then an on-site engineer’s initial concern may be with preventing any mobile NAPL from migrating off-site. If NAPL is present but immobile then removal of the source zone or containment and/or treatment of the plume may become the next concern. For a NAPL source zone surfactant flooding may be a suitable treatment, but it is inappropriate for treating VOCs dissolved in groundwater—they are already present in the mobile groundwater. For a contaminant plume air sparging is likely to be successful when dealing with petroleum hydrocarbons but not good for VOCs with low Henry’s law constants. There are a number of treatments that have not been dealt with, for example heating to volatilise VOCs and smouldering to slowly, flamelessly combust NAPLs. There is clearly scope for the development of further treatments by chemists and chemical engineers.
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