In this paper, the finite-time stabilization and destabilization of a class of quaternion-valued neural networks (QVNNs) with discrete delays are investigated. In order to surmount the difficulty of noncommutativity of quaternion, a new vector matrix differential equation (VMDE) is proposed by employing decomposition method. And then, a nonlinear controller is designed to stabilize the VMDE in an infinite-time interval. Furthermore, under that controller, the finite-time stability and instability of the QVNNs are analyzed via Lyapunov function approach, and two criteria are derived, respectively; furthermore, the settling time is also estimated. At last, by two illustrative examples we verify the correctness of the conclusions.
Like \( x = c + di + ej + fk \), \( c, d, e, f \in \mathbb{R} \), we call number \( x \) a quaternion proposed in 1843, and it satisfies the following rule:

\[
\begin{align*}
ixi & = jxj = kxk = -1, ixi = -jxi = k,
ixj & = -kxj = i, kxi = -i x k = j.
\end{align*}
\]

Quaternions have been widely used in space control, computer 3D image processing, and attitude control of spacecraft [29]. Up to now, the neural network has obtained great development in many fields, such as signal processing, artificial intelligence, and optimization. Particularly, for the real-valued neural networks (RVNNs), many researchers have carried out a lot of work [30–33], as well as complex-valued neural networks (CVNNs) [3,4,34–37]. Since there are three imaginary parts of quaternion, combined with many advantages of neural network, QVNNs have many properties that RVNNs and CVNNs do not have and have been applied in many practical fields, such as high-dimensional data processing, image compression, pattern recognition, and optimization. While, much fewer attentions are given to the dynamical behavior of QVNNs [20,38–47]. Li and Zheng investigated the globally asymptotical stability of QVNNs [20,38–47].

\[
T_u et al. investigated the globally asymptotical stability and exponential stability of a class of QVNNs with mixed delays via nonseparating technologies [42]. Based on fractional-order QVNNs, quasi-synchronization and bifurcation were also considered [43]. Nevertheless, according to our knowledge, it is still open and significative to study the finite-time stabilization of delayed QVNNs, such as how to carry out the finite-time stabilization of QVNNs and how to design the controller to stabilize the instable systems remain unsolvable. Some new theory and methods should be explored to resolve those problems. We mainly want to discuss the finite-time stability of QVNNs in this paper. By constructing a new vector Lyapunov candidate function and designing a nonlinear vector-matrix controller, both finite-time stabilization and destabilization of delayed QVNNs are analyzed. Furthermore, we only need to adjust the appropriate parameters, and the finite-time stabilization and destabilization can be realized. We sort out the chief contributions of this article as follows:

1. It is the first time that the finite-time stabilization and destabilization of QVNNs with discrete delays are studied. A new vector Lyapunov function is constructed and a new nonlinear vector-matrix controller is designed to investigate the aforementioned problem.
2. Based on the new developed method, some easily checked results for the finite-time stabilization and destabilization of QVNNs are provided, respectively. Compared to [4], the obtained criteria are more concise and natural.
3. The influence of initial condition of the system and parameter of the designed controller to the settling time is analyzed in detail.

The remaining sections of this article will be arranged as follows. In Section 2, an equivalent VMDE of QVNNs is established and several correlative definitions, lemmas, and assumptions are presented. In Section 3, a new nonlinear vector-matrix controller is given, and both the finite-time destabilization and stabilization of QVNNs with discrete delays is analyzed. In Section 4, the validity of our proposed criteria is checked by two illustrative examples. In Section 5, a summary of the paper is given and some thoughts on the future work of finite-time problems are conceived.

Notations. The symbol \( \mathbb{R} \) expresses the real number set, the symbol \( \mathbb{C} \) expresses complex number set, and the symbol \( \mathbb{Q} \) expresses quaternion set. We call \( \mathbb{R}^{m \times l} \) and \( \mathbb{Q}^{m \times l} \) all \( m \times l \) real matrices and quaternion matrices set, respectively. \( \mathbb{Q}^l \) is said to be a \( l \)-dimensional quaternion space. A continuous mapping from \([t_0 - \tau, t_0] \) to \( \mathbb{Q}^l \) is \( \phi \in C([t_0 - \tau, t_0]; \mathbb{Q}^l) \). The transpose of \( B \) is noted by symbol \( B^T \). We can use \( B > 0 \) \((B < 0)\) to represent a positive definite \((\text{negative definite})\) matrix, respectively. A vector \( y = (y_1, y_2, \ldots, y_l)^T \in \mathbb{Q}^l \) means that \( y_i < 0, i = 1, \ldots, l \). The 1-norm of vector \( Q \in \mathbb{R}^l \) is written as \( \|Q\| = \sum_{i=1}^l |Q_i| \). When \( b(t) = (b_1(t), b_2(t), \ldots, b_l(t))^T \in \mathbb{R}^l \) and \( y \in \mathbb{R}^l \), \( |b(t)| = |b_1(t)|, |b_2(t)|, \ldots, |b_l(t)| \), \( \text{sgn}(b(t)) = (\text{sgn}(b_1(t)), \text{sgn}(b_2(t)), \ldots, \text{sgn}(b_l(t)))^T \).

\[
[b] = (b_{ij}) \in \mathbb{R}^{m \times l}, \quad B = (b_{ij}) \in \mathbb{R}^{m \times l}. \quad \text{A continuous function } a: [0, a) \rightarrow [0, +\infty) \text{ is a class } \mathcal{K} \text{ function if it is strictly increasing and } a(0) = 0, I = (1, 1, \ldots, 1)^T \in \mathbb{R}^l. \quad E \text{ is an identity matrix.}
\]

2. Preliminaries

Based on the following QVNNs model with discrete time-varying delays, we will analyze how to stabilize and destabilize the QVNNs in a finite- and short-time interval:

\[
\dot{x}(t) = -Cx(t) + Mg(x(t)) + N g(x(t - \tau(t))) + I(t),
\]

where \( x(t) = (x_1(t), x_2(t), \ldots, x_l(t)) \in \mathbb{Q}^l \) is called a \( l \)-dimensional state variable at time \( t \), \( C = \text{diag}[c_1, c_2, \ldots, c_l] \in \mathbb{R}^{l \times l} \) is called a self-feedback link weight matrix with \( c_i > 0, i = 1, 2, \ldots, l \), \( M, N \in \mathbb{Q}^{l \times l} \) denote link weight matrices, \( g(x(t)) = (g_1(x_1(t)), g_2(x_2(t)), \ldots, g_l(x_l(t)))^T \in \mathbb{Q}^l \) is activation function, \( \tau(t) \) satisfies \( 0 < \tau(t) < \tau, 0 < \tau + \infty \), which is the time-varying delay, and \( I(t) = (I_1(t), I_2(t), \ldots, I_l(t))^T \in \mathbb{Q}^l \) denotes outer input vector which will be designed later. The initial condition is given by \( x(s) = \psi(s) \in \mathbb{Q}^l, s \in [t_0 - \tau, t_0] \), where \( \psi(s) = \psi^r(s) + \psi^i(s)j + \psi^k(s)k \).

Let

\[
\begin{align*}
 x(t) & = x^{(r)}(t) + x^{(i)}(t)i + x^{(k)}(t)k, \\
 M & = M^{(r)} + M^{(i)}i + M^{(k)}k, \\
 N & = N^{(r)} + N^{(i)}i + N^{(k)}k, \\
 g(x(t)) & = g^{(r)}(x^{(r)}(t)) + g^{(i)}(x^{(i)}(t))i \\
 & + g^{(k)}(x^{(k)}(t))j + g^{(k)}(x^{(k)}(t))k,
\end{align*}
\]

\[
(3)\]

where \(x^{(p)}(t), \ g^{(p)}(x^{(p)}(t)) \in \mathbb{R}^l\) and \(M^{(p)}, \ N^{(p)} \in \mathbb{R}^{l \times l}\), \(p = r, i, j, k\).

**Remark 1.** In general, let \(x = x^{(r)} + x^{(i)}i + x^{(j)}j + x^{(k)}k\), and the activation function \(g(x)\) should be written as:

\[
g(x) = g^{(r)}(x^{(r)}, x^{(i)}i, x^{(j)}j, x^{(k)}k) + g^{(i)}(x^{(r)}, x^{(i)}, x^{(j)}j, x^{(k)}k)j + g^{(j)}(x^{(r)}, x^{(i)}i, x^{(j)}, x^{(k)}k)k.
\]

(4)

However, in this paper, to reduce the difficulty of research and simplify the results of finite-time stability of QVNNs, we employ a special activation function introduced above, such as the activation functions of illustrative examples later.

By means of decomposition methods as those used in [41,47], we decompose QVNNs (2) into four RVNNs equally and combine them into an equivalent VMDE as follows

\[
\dot{Q}(t) = -\tilde{C}Q(t) + \tilde{A}g(Q(t)) + \tilde{B}(Q(t - \tau(t))) + \tilde{T}(t),
\]

(5)

\[
Q(s) = \Psi(s), s \in [t_0 - \tau, t_0],
\]

(6)

where

\[
\tilde{C} = \text{diag}[C, C, C, C] \in \mathbb{R}^{4l \times 4l},
\]

\[
\tilde{A} = \begin{pmatrix}
M^{(r)} & -M^{(i)} & -M^{(j)} & -M^{(k)} \\
M^{(i)} & M^{(r)} & -M^{(j)} & M^{(k)} \\
M^{(j)} & M^{(k)} & M^{(r)} & -M^{(i)} \\
M^{(k)} & -M^{(j)} & M^{(i)} & M^{(r)}
\end{pmatrix} \in \mathbb{R}^{4l \times 4l},
\]

\[
\tilde{B} = \begin{pmatrix}
N^{(r)} & -N^{(i)} & -N^{(j)} & -N^{(k)} \\
N^{(i)} & N^{(r)} & -N^{(k)} & N^{(j)} \\
N^{(j)} & N^{(k)} & N^{(r)} & -N^{(i)} \\
N^{(k)} & -N^{(j)} & N^{(i)} & N^{(r)}
\end{pmatrix} \in \mathbb{R}^{4l \times 4l},
\]

(7)

**Remark 2.** In fact, system (5) is a real-valued system. Evidently, the dynamic characteristics of QVNNs (2) are in accord with those of system (5) by considering that \(x(t) = x^{(r)}(t) + x^{(i)}(t)i + x^{(j)}(t)j + x^{(k)}(t)k\) corresponds to \(Q(t)\). Therefore, one only needs to analyze system (5)’s dynamical characteristics instead of system (2), and the difficulty of noncommutativity of quaternion can be overcome.

In order to explicitly present main results, some definitions, assumptions, and lemmas should be introduced firstly.

**Assumption 1.** \(g: \mathbb{R}^l \rightarrow \mathbb{R}^l\) (or \(\hat{g} = (\hat{g}_1, \hat{g}_2, \ldots, \hat{g}_l)^T\)), which is a continuous function, is called a function of class \(\Delta\{\alpha_1, \alpha_2, \ldots, \alpha_l\}\) if \(g(x)\) satisfies \(g_1(0) = 0\) and for each \(a, b \in \mathbb{R}, a \neq b\), there exist \(\alpha_i > 0\) such that

\[
0 \leq \frac{g_i(a) - g_i(b)}{a - b} \leq \alpha_i, \quad i = 1, 2, \ldots, l,
\]

(8)

and let \(\Delta = \text{diag}[\alpha_1, \alpha_2, \ldots, \alpha_l]\).

**Definition 1 (see [7]).** System (5) can reach a stable state in a finite time if an initial condition \(\Psi\) is given such that the system (5) is Lyapunov stable and any solution \(Q(t, \Psi)\) of (5) satisfies \(Q(t, \Psi) = 0\), \(\forall t \geq T(\Psi)\), where \(T(\Psi): R^l \rightarrow R^+ \cup [0]\) is the settling time function.

**Remark 3.** The convergence time interval of finite-time stability must be given in advance, but it is difficult to estimate the upper boundary of the time interval. In this paper, some new vector-matrix analysis techniques are developed to derive the upper boundary, and the vector-matrix techniques can be used to investigate the finite-time synchronization of QVNNs in future work.

**Assumption 2.** If Assumption 1 holds, one obtains \(\hat{g} = (\hat{g}^{(r)})^T, (\hat{g}^{(i)})^T, (\hat{g}^{(j)})^T, (\hat{g}^{(k)})^T)^T = (\hat{g}_1, \hat{g}_2, \ldots, \hat{g}_l)^T: R^l \rightarrow R^l, \quad \hat{g} \in \Delta\{\alpha_1, \alpha_2, \ldots, \alpha_1, \alpha_2, \ldots, \alpha_l\}, \quad \Delta = \text{diag}[\Delta, \Delta, \Delta].\)

**Lemma 1** (see [48]). The system VMDE (5) is called to be finite-time stable; if under Assumption 1 and the initial
Lemma 2 (see [49]). Let \( Q_j \geq 0 \) for \( j = 1, 2, \ldots, l \), and \( 0 < a \leq 1, b > 1 \); then, the following inequalities hold:

\[
\left( \sum_{j=1}^{l} Q_j \right)^{a} \leq \sum_{j=1}^{l} Q_j^{a}, \quad \sum_{j=1}^{l} Q_j^{b} \leq \sum_{j=1}^{l} Q_j^{b},
\]

Lemma 3 (see [48]). If system (5) can reach a finite-time stable state, then we can find a function \( r \in \mathcal{R} \), which is a continuous and positive definite, such that, for all Lyapunov functions \( V(t, \psi) \) \( (V(t, \psi) \) is the same as \( V(t, \psi) \) in Lemma 1),

\[
D^{-} V(t, \psi) \geq -r(V(t, \psi)),
\]

always hold.

Remark 4. Lemma 1 is a sufficient condition for judging finite-time stability, and Lemma 3 is a necessary condition about finite-time stability. Lemma 3 can be used when we judge finite-time instability of that QVNN. Lemma 2 will be used to derive \( D^{+} V(t, \psi) \leq -r(V(t, \psi)) \) and \( D^{-} V(t, \psi) \geq -r(V(t, \psi)) \) in the proof of Theorems 1 and 2 later.

3. Main Results

In this section, by designing several suitable nonlinear controllers, some criteria are proposed to carry out stabilization and destabilization of system (5) in a finite time. The following controllers are designed:

\[
I^{(r)}(t) = -\lambda_{1}^{(r)}x^{(r)}(t) - \lambda_{2}^{(r)} \left( x^{(r)}(t) \right)^{T} \text{sgn}(x^{(r)}(t)) - \theta^{(r)} \left( x^{(r)}(t) - \tau(t) \right)^{T} \text{sgn}(x^{(r)}(t)),
\]

\[
I^{(i)}(t) = -\lambda_{1}^{(i)}x^{(i)}(t) - \lambda_{2}^{(i)} \left( x^{(i)}(t) \right)^{T} \text{sgn}(x^{(i)}(t)) - \theta^{(i)} \left( x^{(i)}(t) - \tau(t) \right)^{T} \text{sgn}(x^{(i)}(t)),
\]

\[
I^{(j)}(t) = -\lambda_{1}^{(j)}x^{(j)}(t) - \lambda_{2}^{(j)} \left( x^{(j)}(t) \right)^{T} \theta(\left( x^{(j)}(t) \right)^{T}) - \theta^{(j)} \left( x^{(j)}(t) - \tau(t) \right)^{T} \text{sgn}(x^{(j)}(t)),
\]

\[
I^{(k)}(t) = -\lambda_{1}^{(k)}x^{(k)}(t) - \lambda_{2}^{(k)} \left( x^{(k)}(t) \right)^{T} \text{sgn}(x^{(k)}(t)) - \theta^{(k)} \left( x^{(k)}(t) - \tau(t) \right)^{T} \text{sgn}(x^{(k)}(t)),
\]

where \( \sigma_{i} > 0 \), and \( \lambda_{1}^{(p)}, \lambda_{2}^{(p)}, \theta^{(p)} \in \mathbb{R}, p = r, i, j, k \),

\[
\tilde{I}(t) = -\Lambda_{1}Q(t) - \Lambda_{2}Q_{\psi} \text{sgn}(Q(t)) - \Theta Q_{\tau} \text{sgn}(Q(t)),
\]

\[
\Lambda_{1} = \text{diag} \{ \lambda_{1}^{(r)}, \lambda_{1}^{(i)}, \lambda_{1}^{(j)}, \lambda_{1}^{(k)} \} \in \mathbb{Q}^{4 \times d_{4}},
\]

\[
\Lambda_{2} = \text{diag} \{ \lambda_{2}^{(r)}, \lambda_{2}^{(i)}, \lambda_{2}^{(j)}, \lambda_{2}^{(k)} \} \in \mathbb{Q}^{4 \times d_{4}},
\]

\[
\Theta = \text{diag} \{ \theta^{(r)}, \theta^{(i)}, \theta^{(j)}, \theta^{(k)} \} \in \mathbb{Q}^{4 \times d_{4}},
\]

\[
Q_{r} = \text{diag} \left\{ x_{1}^{(r)}(t), \ldots, x_{d_{r}}^{(r)}(t) \right\} \in \mathbb{Q}^{4 \times d_{4}},
\]

\[
Q_{\tau} = \text{diag} \left\{ x_{1}^{(r)}(t - \tau(t)), \ldots, x_{d_{r}}^{(r)}(t - \tau(t)) \right\} \in \mathbb{Q}^{4 \times d_{4}},
\]

\[
\text{sgn}(Q(t)) = \left( \text{sgn}(x^{(r)}(t))^{T}, \text{sgn}(x^{(i)}(t))^{T}, \text{sgn}(x^{(j)}(t))^{T}, \text{sgn}(x^{(k)}(t))^{T} \right)^{T} \in \mathbb{Q}^{4}. \]
Theorem 1. When Assumptions 1 and 2 hold, \(0 < \sigma_1 < 1\) and \(\Lambda_2 > 0\), given positive diagonal matrices \(\Lambda_1\) and \(\Theta\) such that

\[
I^T \left[ - (\tilde{C} + \Lambda_1) + |\tilde{A}|\tilde{\Lambda} \right] < 0, \\
I^T (|\tilde{B}|\tilde{\Lambda} - \Theta) < 0,
\]

then under controller (14), the VMDE (5) will reach a stable state in a finite-time interval. \(T\) is the settling time and can be prescribed by \(T \leq (1/\lambda_{2\min}(1 - \sigma_1))V(0)^{1 - \sigma_1}\), where \(\lambda_{2\min} = \min\{\lambda^{(\mu)}_2\}, \mu = r, i, j, k, k\).

\[
D^* V(t) = \text{sgn}(Q(t))I^T \dot{Q}(t)
\]

\[
= \text{sgn}(Q(t))I^T \left[- \tilde{C}Q(t) + \tilde{A}\tilde{\Lambda}Q(t) + \tilde{B}\tilde{\Lambda}Q(t - \tau(t)) - \Lambda_1 Q(t) - \Lambda_2 Q(t)\text{sgn}(Q(t)) - \Theta Q_{\text{ext}}\text{sgn}(Q(t)) \right]
\]

\[
\leq - I^T (\tilde{C} + \Lambda_1)Q(t) + I^T |\tilde{A}|\tilde{\Lambda}Q(t) + I^T |\tilde{B}|\tilde{\Lambda}Q(t - \tau(t)) - I^T \Lambda_2 Q(t)I - I^T \Theta Q_{\text{ext}}I
\]

\[
\leq - I^T (\tilde{C} + \Lambda_1)Q(t) + I^T |\tilde{A}|\tilde{\Lambda}Q(t) + I^T |\tilde{B}|\tilde{\Lambda}Q(t - \tau(t)) - I^T \Theta Q_{\text{ext}}I - I^T \Lambda_2 Q(t)I
\]

\[
= I^T \left[ (\tilde{C} + \Lambda_1) + |\tilde{A}|\tilde{\Lambda}Q(t) + I^T (|\tilde{B}|\tilde{\Lambda} - \Theta)Q(t - \tau(t)) - I^T \Lambda_2 Q(t)I, \right.
\]

\[
D^* V(t) \leq - I^T \Lambda_2 Q(t)I
\]

\[
\leq - \lambda_{2\min}\left(I^T Q(t)\right)^{\sigma_1}
\]

\[
= - \lambda_{2\min}\left|Q(t)\right|^{\sigma_1}
\]

\[
= - \lambda_{2\min}V^{\sigma_1}(t),
\]

where \(\lambda_{2\min} = \min\{\lambda^{(\mu)}_2\}, \mu = r, i, j, k, \Lambda_2 > 0\).

And for all \(\varepsilon > 0\), one has

\[
\int_0^\varepsilon \frac{1}{\lambda_{2\min}^{\sigma_1}} \varepsilon d\varepsilon = \frac{1}{\lambda_{2\min}^{1 - \sigma_1}} e^{1 - \sigma_1} < +\infty.
\]

Hence, by Lemma 1, we obtain that system (5) is finite-time stable under controller (14). And the settling time is prescribed by

\[
T \leq \frac{1}{\lambda_{2\min}^{1 - \sigma_1}} V(0)^{1 - \sigma_1}.
\]

Remark 5. Obviously, the settling time is related to the parameters \(\lambda_{2\min}\) and \(V(0)\) under \(0 < \sigma_1 < 1\). The results obtained here is more general; let \(\sigma_1\) choose some special value, and the exponentially stable and power stable can be obtained. If \(\sigma_1 = 1\), the VMDE (5) is exponentially stable. However, when \(\sigma_1 > 1\), \(t = \int_0^{V(0)} \frac{1}{\lambda_{2\min}^{1 - \sigma_1}} \varepsilon d\varepsilon = V(t)^{1 - \sigma_1} - V(0)^{1 - \sigma_1}/\lambda_{2\min}(\sigma_1 - 1)\) or \(V(t) = [V(0)]^{1 - \sigma_1} + \lambda_{2\min}(\sigma_1 - 1)t^{1 - \sigma_1}\); then, we know VMDE (5) is power stable with power rate \((1/1 - \sigma_1)\).

\[
I^T \left[ (\tilde{C} + \Lambda_1) + |\tilde{A}|\tilde{\Lambda} \right] < 0,
\]

\[
I^T (|\tilde{B}|\tilde{\Lambda} + \Theta) < 0,
\]

then under controller (14), the VMDE (5) cannot reach a stable state in a finite time.

Proof. Choose the same Lyapunov candidate function as Theorem 1:

\[
V(t) = \|Q(t)\|.
\]
$D^+ V(t) = \text{sgn}(Q(t))^T \bar{Q}(t)$

$= \text{sgn}(Q(t))^T [-\dot{C}Q(t) + \dot{\Lambda} \dot{\Lambda}^T Q(t)]$

$\cdot \left( -\Lambda_1 Q(t) - \Lambda_2 Q^T \text{sgn}(Q(t)) - \Theta Q_{+,\tau} \text{sgn}(Q(t)) \right)$

$\geq -\int^t \left( \dot{\Lambda} + \Lambda_1 \right) |Q(t)| - \int^t |\dot{\Lambda}^2 Q(t)| - \int^t \dot{Q}_{+,\tau} [\text{sgn}(Q(t)) - \Theta]$

$\cdot (Q(t) - \tau(t)) - \int^t \Lambda_2 Q^T I - \int^t \Theta Q_{+,\tau} I$

$\geq -\int^t \left( \dot{\Lambda} + \Lambda_1 \right) |Q(t)| - \int^t |\dot{\Lambda}^2 | Q(t)| - \int^t |\dot{\Lambda}^2 | Q(t)$

$\cdot (Q(t) - \tau(t)) - \int^t \Lambda_2 Q^T I$

$\geq -\int^t \left( \dot{\Lambda} + \Lambda_1 \right) |Q(t)| - \int^t |\dot{\Lambda}^2 | Q(t)| - \int^t |\dot{\Lambda}^2 | Q(t)$

$\cdot (Q(t) - \tau(t)) - \int^t \Lambda_2 Q^T I$

Here, by Assumption 2, $|\bar{g}_i(Q_t) - \bar{g}_i(0)| \leq r_i |Q_t| - \|\Theta\| Q_{+,\tau} n + q \Theta h < 0$, and Lemma 2 that

$D^- V(t) \geq -\int^t 2 \max \left\{ \lambda^{p+1} \right\} Q^T I$

$\geq -4(4)\|Q(t)\| |\tau(t)|$

$\geq -4(4)\|Q(t)\| |\tau(t)|$

where $\lambda^{p+1} = \max \left\{ \lambda^{p+1} \right\} \geq \lambda^{p+1} > 0$.

Therefore,

$D^- V(t) \geq -4(4)\|Q(t)\| |\tau(t)|$

$$\frac{\lambda^{p+1}}{\lambda^{p+1} - 1} = \frac{\lambda^{p+1}}{\lambda^{p+1} - 1}$$

By Lemma 1, one obtains that system (5) under controller (14) cannot be finite-time stable.

**Remark 6.** The time-varying delays of system (5) under controller (14) can be understood as follows. In fact, the third term $-\Theta Q_{+,\tau} \text{sgn}(Q(t))$ in controller (14) and scaling techniques is employed to reduce its influence. And if the time delays are infinite, the system cannot achieve finite-time stabilization; therefore, $\tau(t)$ is supposed to be finite. Furthermore, we cannot ignore time delays’ influence when discussing the short-time stability of various dynamical systems. However, fewer literature utilized the time delays in their controllers; hence, this paper attempts to design a nonlinear controller with time delays, which is a meaningful work.

**Example 1.** Consider the QVNNs model as follows:

$$\dot{x}(t) = -Cx(t) + Mg(x(t)) + Ng(x(t - \tau(t))) + I(t),$$

where

$$M = \begin{pmatrix} -6 + 5i + 5j + 5k & -4 + 2i - 3j + 1k \\ 4 - 2i + 3j + 1k & 9 + 5i + 1j + 6k \end{pmatrix},$$

$$N = \begin{pmatrix} 3 + 2i + 3j + 1.3k & 4 + 4i - 4j - 2k \\ -4 - 4i - 4j + 3k & 2 + 2i + 3j + 4k \end{pmatrix},$$

$$C = \text{diag}\{18, 7\},$$

$$\tau(t) = 0.45 \sin t + 0.35,$$

$$g(x(t)) = \frac{x^{(i)}(t) + 1}{2} - \frac{x^{(i)}(t) - 1}{2}$$

and

$$x^{(i)}(t) + 1, -x^{(i)}(t) - 1$$

for $i = 1, 2, 3$. The paper is one of the first to do this attempt.

**Example 2.** The vector-matrix analysis method can be widely used for the other stability analysis of neural networks. Furthermore, there is no result to discuss the finite-time stability of QVNNs with discrete delays. This paper is one of the first to do this attempt.
Complexity

Under \( I(t) = 0 \) and initial condition
\[
x(s) = \left( \frac{2}{3} \right) + \left( \frac{-3}{2.5} \right)i \left( \frac{-3}{2.5} \right)j + \left( \frac{3}{4} \right)k, \quad s \in [0.8, 0],
\]
the state trajectories of system (29) are shown in Figure 1(a), which shows that system (29) is unstable. By Assumptions 1 and 2, choose \( \Delta = \text{diag}[0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01] \). To reach the finite-time stable conditions of Theorem 1, by (14), the following controller is designed:
\[
\hat{I}(t) = -\Lambda_1 Q(t) - \Lambda_2 Q^p \text{sgn}(Q(t)) - \Theta Q - \text{sgn}(Q(t)),
\]

(31)

where
\[
\sigma_1 = 0.5,
\]
\[
\Lambda_2 = \text{diag}[20, 20, 20, 20, 20, 20, 20, 20].
\]

Then, when consider appropriate \( \hat{\Delta}, \Lambda_1 \) such that \( -\hat{\Delta} - \Lambda_1 + \hat{\Delta} \Lambda_1 < 0 \), the LMI toolbox in MATLAB is used, and then it is easy to check \( I^T (-\hat{\Delta} - \Lambda_1 + \hat{\Delta}) < 0 \). So, the following feasible solutions of \( \Lambda_1 \) and \( \Theta \) can be obtained:

\[
\begin{align*}
\Lambda_1 &= \text{diag}[417.7830, 417.7830, 417.7830, 417.7830, 417.7830, 417.7830, 417.7830, 417.7830], \\
\Theta &= \text{diag}[423.9499, 423.9499, 423.9499, 423.9499, 423.9499, 423.9499, 423.9499, 423.9499], \\
I^T (\hat{\Delta} - \Lambda_1 + |\hat{\Delta}|) &= \{-434.5630, -423.9430, -434.4430, -423.9030, -434.5030, -423.8330, -434.2130, -423.2530\} < 0, \\
I^T (\hat{\Delta} + |\hat{\Delta}|) &= \{-423.3759, -422.9399, -422.9669, -422.8299, -422.1369, -422.8899, -422.9669, -422.8899\} < 0.
\end{align*}
\]

(33)

Therefore, condition (16) of Theorem 1 can be verified. Hence, by Theorem 1, under controller (31), system (29) can reach the stable state in finite time, and one can estimate the settling time \( T \leq 0.9716 \). Furthermore, the state trajectories of \( x(t) \) of system (29) under controller (31) are shown in Figure 1(b), which shows that any solution of system (29) can converge to zero in a finite-time interval. Therefore, the correctness of Theorem 1 is verified.

Now, we analyze the effect of the parameter \( \Lambda_2 \) and initial condition \( x(0) \) on the settling time \( T \). When initial condition \( x(0) = 0 \), obviously, \( T = 0 \). Fix other values and increase the value \( \lambda_{\text{min}} \); the settling time will decrease, which can be shown in Figure 2. Therefore, the settling time in Theorem 1 is reasonable.

**Example 2.** Consider the QVNNs model as follows:
\[
\dot{x}(t) = -Cx(t) + Mg(x(t)) + Ng(x(t - \tau(t))) + I(t),
\]

(34)

where

\[
M = \begin{pmatrix}
-3 + 2i + 2j - 4k & -0.4 - 2i - 3j + 1k \\
0.4 + 2i + 3j - 1k & 3 + 0.5i + 1j + 1.9k
\end{pmatrix},
\]
\[
N = \begin{pmatrix}
2 + 2i + 3j + 1.2k & -1.4 + 0.4i - 4j - 1.2k \\
1.4 - 0.4i + 4j + 1.2k & 2 + 2i + 3j + 4k
\end{pmatrix},
\]
\[
C = \text{diag}[20, 20],
\]
\[
\tau(t) = 0.45 \sin t + 0.1,
\]
\[
g(x(t)) = \frac{\left\| x(t) + 1 \right\| - \left\| x(t) - 1 \right\|}{2} + \frac{\left\| x(t) + 1 \right\| - \left\| x(t) - 1 \right\|}{2} + \frac{\left\| x(t) + 1 \right\| - \left\| x(t) - 1 \right\|}{2} + \frac{\left\| x(t) + 1 \right\| - \left\| x(t) - 1 \right\|}{2}.
\]

(35)
Figure 1: The state trajectories of $x^r(t), x^i(t), x^l(t), x^k(t)$ of QVVNs (29). (a) With $I(t) = 0$. (b) Under controller (31).

Figure 2: Continued.
Figure 2: Effect of the change of $\Lambda_2$ on the settling time of QVNNs model (29). (a) $\Lambda_2 = 20 \times E$, (b) $\Lambda_2 = 100 \times E$, (c) $\Lambda_2 = 500 \times E$, and (d) $\Lambda_2 = 750 \times E$.

Figure 3: The state trajectories of $x^{(i)}(t)$, $x^{(i)}(t)$, $x^{(j)}(t)$, and $x^{(k)}(t)$ of QVNNs model (34). (a) With $I(t) = 0$. (b) Under controller (31).
Under $I(t) = 0$ and initial condition $x(s) = \begin{pmatrix} 2 \\ -1 \end{pmatrix} + \begin{pmatrix} 3 \\ 1.2 \end{pmatrix} i + \begin{pmatrix} -3.2 \\ -2.1 \end{pmatrix} j + \begin{pmatrix} -2 \\ 1 \end{pmatrix} k$, $s \in [0.55, 0]$, the state trajectories of system (34) are shown in Figure 3(a), which shows that system (34) is stable. By Assumptions 1 and 2, we let $\hat{\Lambda} = \text{diag}(5, 5, 5, 5, 5, 5, 5, 5)$. To reach the finite-time instable conditions of Theorem 1, by (14), the following controller is designed:

$$\tilde{I}(t) = -\Lambda_1 Q(t) - \Lambda_2 Q^\tau \text{sgn}(Q(t)) - \Theta Q_{t-} \text{sgn}(Q(t)),$$

(36)

where

$$\sigma_1 = 1.1,$$

$$\Lambda_2 = \text{diag}(10, 10, 10, 10, 10, 10, 10, 10).$$

(37)

Then, similarly, to realize $\hat{C} + \Lambda_1 + |\hat{A}| \hat{A} < 0$, $\Theta + |\hat{B}| \hat{A} < 0$, the LMI toolbox in MATLAB is used and the following feasible solutions of $\Lambda_1$ and $\Theta$ can be obtained:

$$\Lambda_1 = \text{diag}(-18361, -18361, -18361, -18361, -18361, -18361),$$

$$\Theta = \text{diag}(-18337, -18337, -18337, -18337, -18337, -18337).$$

(38)

And it so happened that

$$I^T(\hat{C} + \Lambda_1 + |\hat{A}| \hat{A}) = 10^4 \times \begin{pmatrix} -1.7779 & -1.8002 & -1.7779 \\ -1.7897 & -1.7874 & -1.8040 & -1.7931 & -1.7954 \end{pmatrix} < 0,$$

$$I^T(\Theta + |\hat{B}| \hat{A}) = 10^4 \times \begin{pmatrix} -1.8023 & -1.7753 & -1.7595 \\ -1.7582 & -1.8032 & -1.8019 & -1.7937 & -1.7924 \end{pmatrix} < 0,$$

(39)

Therefore, conditions (22) and (23) of Theorem 2 can be verified. The state trajectories of $x(t)$ of system (34) are shown in Figure 3(b), which shows that the state variables of system (34) can become big enough from zero point in a finite time, i.e., system (34) can reach the instable state in a finite-time interval under (36). Hence, the correctness of Theorem 2 is verified.

Remark 9. Through the analysis of these two examples, the advantages of the vector-matrix method processing finite-time stabilization and destabilization of QVNNs are checked, which is easy to calculate by computer programming. Furthermore, this approach is applicable when discussing other high-dimensional systems.

5. Conclusion

In this paper, we analyze two interesting problems, the finite-time stabilization and destabilization of QVNNs with discrete delays, respectively. Utilizing the decomposition method, a new, vector-matrix and suitable nonlinear controller is constructed to carry out the finite-time stabilization and destabilization of the discussed QVNNs, which is used by fewer references. Furthermore, the obtained criteria are compact, effective, and easily checked. Through two numerical examples, the correctness, the convenience, and the applicability of the two criteria are all verified. In addition, the problems of fixed-time stabilization and preassigned-time control of QVNNs are also interesting and challenging, which we will consider in the near future. Moreover, in this paper, the activation functions in model (2) are special functions; hence, we will also discuss the finite-time stability of QVNNs with more general activation functions in future work.

Data Availability

No data were used to support the findings of the study.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This work was supported in part by the National Natural Science Foundation of China under Grant no. 61877033, Natural Science Foundation of Shandong Province under Grant no. ZR2019MF021, Natural Science Foundation Project of Chongqing, China, under Grant no. cstc2018jcyjAX0588, and Scientific and Technological Research Program of Chongqing Municipal Education Commission under Grant no. KJQN201901206.

References

[1] P. Dorato, “Short time stability in linear time-varying systems,” in Proceedings of the IRE International Convention Record Part, pp. 83–87, New York, NY, USA, January 1961.
[2] S. G. Nersesov, C. Nataraj, and J. M. Avis, “Design of finite-time stabilizing controllers for nonlinear dynamical systems,” International Journal of Robust and Nonlinear Control, vol. 19, no. 8, pp. 900–918, 2009.
[3] R. Rakkiyappan, G. Velmuru, and J. Cao, “Finite-time stability analysis of fractional-order complex-valued memristor-based neural networks with time delays,” Nonlinear Dynamics, vol. 78, no. 4, pp. 2823–2836, 2014.
[4] Z. Zhang, X. Liu, D. Zhou, C. Lin, J. Chen, and H. Wang, “Finite-time stabilizability and instabilizability for complex-valued memristive neural networks with time delays,” IEEE Transactions on Systems, Man, and Cybernetics: Systems, vol. 48, no. 12, pp. 2371–2382, 2018.
[5] L. Weiss, “On uniform and nonuniform finite-time stability,” *IEEE Transactions on Automatic Control*, vol. 14, no. 3, pp. 313–314, 1969.

[6] P. Dorato, L. Weiss, and E. Infante, “Comment on “Finite-time stability under perturbing forces and on product spaces”,” *IEEE Transactions on Automatic Control*, vol. 12, no. 3, p. 340, 1967.

[7] W. Lu, X. Liu, and T. Chen, “A note on finite-time and fixed-time stability,” *Neural Networks*, vol. 81, pp. 11–15, 2016.

[8] D. Yang, X. Li, J. Shen, and Z. Zhou, “State-dependent switching control of delayed switched systems with stable and unstable modes,” *Mathematical Methods in The Applied Sciences*, vol. 41, no. 16, pp. 6968–6983, 2018.

[9] F. Wang, J. Wang, K. Wang, C. Hua, and Q. Zong, “Finite-time control for uncertain systems and application to flight control,” *Nonlinear Analysis-Modelling and Control*, vol. 25, no. 2, pp. 163–182, 2020.

[10] Y. Hong, Y. Xu, and J. Huang, “Finite-time control for robot manipulators,” *Systems & Control Letters*, vol. 46, no. 4, pp. 243–253, 2002.

[11] X. Yu, Z. Liu, and Y. Zhang, “Fault-tolerant flight control design with finite-time adaptation under actuator stuck failures,” *IEEE Transactions on Control Systems and Technology*, vol. 25, no. 4, pp. 1431–1440, 2017.

[12] H. Gui and G. Vukovich, “Global finite-time attitude tracking via quaternion feedback,” *Systems & Control Letters*, vol. 97, pp. 176–183, 2016.

[13] C. Huang, J. Lu, G. Zhai, J. Cao, G. Lu, and M. Perc, “Stability and stabilization in probability of probabilistic boolean networks,” *IEEE Transactions on Neural Networks and Learning Systems*, vol. 99, pp. 1–11, 2018.

[14] J. Lu, L. Sun, Y. Liu, D. W. C. Ho, and J. Cao, “Stabilization of boolean control networks under aperiodic sampled-data control,” *SIAM Journal on Control and Optimization*, vol. 56, no. 6, pp. 4385–4404, 2018.

[15] S. Zhu, Y. Liu, Y. Lou, and J. Cao, “Stabilization of linear control networks: an event-triggered control approach,” *Science in China Series F: Information Sciences*, vol. 63, no. 1, Article ID 112203, 2020.

[16] S. Zhu, J. Lu, and Y. Liu, “Asymptotical stability of probabilistic boolean networks with state delays,” *IEEE Transactions on Automatic Control*, vol. 65, no. 4, pp. 1779–1784, 2020.

[17] R. Li and J. Cao, “Finite-time stability analysis for markovian jump memristive neural networks with partly unknown transition probabilities,” *IEEE Transactions on Neural Networks*, vol. 28, no. 12, pp. 2924–2935, 2017.

[18] P. Liu, L. Li, K. Shi, and J. Lu, “Pinning stabilization of probabilistic boolean networks with time delays,” *IEEE Access*, vol. 8, pp. 154050–154059, 2020.

[19] F. Amato, M. Dorato, and G. De Tommasi, “Finite-time stabilizability and detectability of linear systems. Part I: necessary and sufficient conditions for the existence of output feedback finite-time stabilizing controllers,” in *Proceedings of the 2016 European Control Conference (ECC)*, pp. 1412–1417, Aalborg, Denmark, June 2016.

[20] X. Chen, Q. Song, Z. Li, Z. Zhao, and Y. Liu, “Stability analysis of continuous-time and discrete-time quaternion-valued neural networks with linear threshold neurons,” *IEEE Transactions on Neural Networks and Learning Systems*, vol. 29, no. 7, pp. 2769–2781, 2018.

[21] X. Fan, X. Zhang, L. Wu, and M. Shi, “Finite-time stability analysis of reaction-diffusion genetic regulatory networks with time-varying delays,” *IEEE/ACM Transactions on Computational Biology and Bioinformatics*, vol. 14, no. 4, pp. 868–879, 2017.

[22] E. Moulay, M. Dambrine, N. Yeganefar, and W. Perruquetti, “Finite-time stability and stabilization of time-delay systems,” *Systems & Control Letters*, vol. 57, no. 7, pp. 561–566, 2008.

[23] Z. Yan, G. Zhang, J. Wang, and W. Zhang, “State and output feedback finite-time guaranteed cost control of linear itô stochastic systems,” *Journal of Systems Science and Complexity*, vol. 28, no. 4, pp. 813–829, 2015.

[24] L. Wang and Y. Shen, “Finite-time stabilizability and instabilizability of delayed memristive neural networks with nonlinear discontinuous controller,” *IEEE Transactions on Neural Networks and Learning Systems*, vol. 26, no. 11, pp. 2914–2924, 2015.

[25] X. Li, J. Shen, and R. Rakkiyappan, “Persistent impulsive effects on stability of functional differential equations with finite or infinite delay,” *Applied Mathematics and Computation*, vol. 329, pp. 14–22, 2018.

[26] X. Yang, X. Li, Q. Xi, and P. Duan, “Review of stability and stabilization for impulsive delayed systems,” *Mathematical Biosciences and Engineering*, vol. 15, no. 6, pp. 1495–1515, 2018.

[27] X. Li, X. Yang, and T. Huang, “Persistence of delayed cooperative models: impulsive control method,” *Applied Mathematics and Computation*, vol. 342, pp. 130–146, 2019.

[28] Y. Wang, J. Lu, and Y. Lou, “Halasany-type inequality with delayed impulses and its applications,” *Science in China Series F: Information Sciences*, vol. 62, no. 9, Article ID 192206, 2019.

[29] N. Li and W. X. Zheng, “Passivity analysis for quaternion-valued memristor-based neural networks with time-varying delay,” *IEEE Transactions on Neural Networks and Learning Systems*, vol. 31, no. 2, pp. 639–650, 2020.

[30] W. Shen, X. Zhang, and Y. Wang, “Stability analysis of high order neural networks with proportional delays,” *Neurocomputing*, vol. 372, pp. 33–39, 2020.

[31] Z. Dong, X. Zhang, and X. Wang, “State estimation for discrete-time high-order neural networks with time-varying delays,” *Neurocomputing*, vol. 411, pp. 282–290, 2020.

[32] Z. Dong, X. Wang, and X. Zhang, “A nonsingular m-matrix-based global exponential stability analysis of higher-order delayed discrete-time cohen-rossberg neural networks,” *Applied Mathematics and Computation*, vol. 385, pp. 125401, 2020.

[33] R. Yang, B. Wu, and Y. Liu, “A halanay-type inequality approach to the stability analysis of discrete-time neural networks with delays,” *Applied Mathematics and Computation*, vol. 265, pp. 696–707, 2015.

[34] X. Ji, J. Lu, J. Lou, J. Qiu, and K. Shi, “A unified criterion for global exponential stability of quaternion-valued neural networks with hybrid impulses,” *International Journal of Robust and Nonlinear Control*, vol. 30, pp. 231–245, 2020.

[35] Z. Wang and J. Cao, “Finite-time stabilization control of complex-valued neural networks with discontinuous activation functions and time delay,” in *Proceedings of the 2019 Chinese Control Conference (CCC)*, pp. 1195–1200, Wuhan, China, July 2019.

[36] X. Yang, J. Lam, D. W. C. Ho, and Z. Feng, “Fixed-time synchronization of complex networks with impulsive effects via nonchattering control,” *IEEE Transactions on Automatic Control*, vol. 62, no. 11, pp. 5511–5516, 2017.

[37] Y. Liu, P. Xu, J. Lu, and J. Liang, “Global stability of Clifford-valued recurrent neural networks with time delays,” *Nonlinear Dynamics*, vol. 84, no. 2, pp. 767–777, 2016.

[38] S. Buchholz and N. Le Bihan, “Optimal separation of polarized signals by quaternionic neural networks,” in *Proceedings of the 2016 European Control Conference (ECC)*, pp. 1412–1417, Aalborg, Denmark, June 2016.
X. Qi, H. Bao, and J. Cao, “Synchronization criteria for quaternion-valued coupled neural networks with impulses,” *Neural Networks*, vol. 128, pp. 150–157, 2020.

X. Qi, H. Bao, and J. Cao, “Exponential input-to-state stability of quaternion-valued neural networks with time delay,” *Applied Mathematics and Computation*, vol. 358, pp. 382–393, 2019.

H. Duan, T. Peng, Z. Tu, J. Qiu, and J. Lu, “Globally exponential stability and globally power stability of quaternion-valued neural networks with discrete and distributed delays,” *IEEE Access*, vol. 8, pp. 46837–46850, 2020.

Z. Tu, Y. Zhao, N. Ding, Y. Feng, and W. Zhang, “Stability analysis of quaternion-valued neural networks with both discrete and distributed delays,” *Applied Mathematics and Computation*, vol. 343, pp. 342–353, 2019.

U. Kandasamy, X. Li, and R. Rajan, “Quasi-synchronization and bifurcation results on fractional-order quaternion-valued neural networks,” *IEEE Transactions on Neural Networks and Learning Systems*, vol. 60, pp. 1–10, 2019.

H. Deng and H. Bao, “Fixed-time synchronization of quaternion-valued neural networks,” *Physica A: Statistical Mechanics and Its Applications*, vol. 527, Article ID 121351, 2019.

Y. Liu, Y. Zheng, J. Lu, J. Cao, and L. Rutkowski, “Constrained quaternion-variable convex optimization: a quaternion-valued recurrent neural network approach,” *IEEE Transactions on Neural Networks and Learning Systems*, vol. 3, no. 31, pp. 1022–1035, 2020.

Y. Liu, D. Zhang, J. Lou, J. Lu, and J. Cao, “Stability analysis of quaternion-valued neural networks: decomposition and direct approaches,” *IEEE Transactions on Neural Networks and Learning Systems*, vol. 29, no. 9, pp. 4201–4211, 2018.

Y. Liu, D. Zhang, and J. Lu, “Global exponential stability for quaternion-valued recurrent neural networks with time-varying delays,” *Nonlinear Dynamics*, vol. 87, pp. 553–565, 2017.

E. Moulay and W. Perruquetti, “Finite time stability of differential inclusions,” *IMA Journal of Mathematical Control and Information*, vol. 22, no. 4, pp. 465–475, 2005.

H. K. Khalil and J. W. Grizzle, *Nonlinear Systems*, Prentice-Hall, Upper Saddle River, NJ, USA, 2002.