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1 Introduction

Entropy can be seen as a measure for uncertainty or for the chaotic behaviour of an evolution process. In information theory entropy is often interpreted as the minimal number of yes-no questions that are necessary to encrypt a finite signal. Here we are interested in the entropy of a dynamical system. A deterministic dynamical system preserving a smooth probability measure is the process generated by successive applications of a diffeomorphism on some space or manifold. The entropy for such a system given a partition of the space is roughly speaking the asymptotic exponential rate of yes-no questions necessary to encrypt the path of a particle evolving with this system with respect to this partition weighted with the invariant measure (see definition below).
Pesin’s formula relates the entropy of a smooth dynamical system with its positive Lyapunov exponents. This remarkable formula was first established for deterministic dynamical systems on a compact Riemannian manifold preserving a smooth measure (see [14–16]). Pesin first proved general results concerning the existence of families of stable manifolds and their absolute continuity (see [14]) and deduced therefrom the formula. Later, results were generalized to deterministic dynamical systems preserving only a Borel measure (see [7,18]) and for dynamical systems with singularities (see [9]). In [4] one finds a comprehensive and self-contained account on the theory dynamical systems with nonvanishing Lyapunov exponents, i.e. non-uniform hyperbolicity theory.

In this article we are interested in random dynamical systems, i.e. the evolution of the process generated by the successive application of random diffeomorphisms which will be assumed to be chosen independently according to some probability measure on the set of diffeomorphisms. Since it is much too restrictive to assume invariance of some probability measure for each diffeomorphism, the notion of invariance was extended to random dynamical system in [10]: a probability measure is said to be invariant for a random dynamical system if the average over all possible diffeomorphisms preserves the measure (see definition below). The notion of entropy for random dynamical systems can not directly be deduced from the deterministic case, since in many interesting cases this quantity equals infinity (see [10, Theorem II.1.2]). Thus Kifer extended the notion of entropy in [10] to random dynamical systems: Roughly speaking entropy of a random dynamical system given a partition of the state space is the asymptotic exponential rate of the averaged number of yes-no questions necessary to encrypt the path of a particle evolving with this system with respect to this partition weighted with the invariant measure. In terms of conditional entropy this coincides with the conditional entropy of the skew product given the randomness (see Sect.3.2). By this Pesin’s results were generalized in [10,12,13] to random dynamical systems on compact Riemannian manifolds.

In this article we will extend the results to random dynamical systems on the non-compact space \( \mathbb{R}^d \). The main application we have in mind when we consider random dynamical systems on \( \mathbb{R}^d \) are stochastic flows on \( \mathbb{R}^d \) with stationary and independent increments preserving a probability measure that is absolutely continuous to the Lebesgue measure on \( \mathbb{R}^d \). In [2] it was proven that under some regularity assumptions there is a one to one relation between random dynamical systems and stochastic flows of a Kunita type (see [11]). In Sect. 9 we will show that the assumptions (see Sect. 3.1) are satisfied for a broad class of stochastic flows which have an invariant probability measure.

First we will introduce the formal concept of entropy and conditional entropy of partitions and measure preserving transformations (see Sect. 2). After we have defined random dynamical systems we will present some facts on entropy for random dynamical systems and the existence of Lyapunov exponents (see Sect. 3).

To bound the entropy from below we have to construct a proper partition (see Sect. 7) such that the entropy of the random dynamical system given this partition can be bounded from below by its positive Lyapunov exponents. This partition will be constructed via local stable manifolds. Hence we will present the construction and the existence of local stable manifolds for random dynamical systems on \( \mathbb{R}^d \) which have an invariant probability measure in Sect. 4. This section follows very closely the general plan of [13]. Roughly speaking, the stable manifold at any point \( x \) in space consists of those points that converge by application of the iterated functions with exponential speed to the iterated of \( x \). One important construction within the proof is to define sets, nowadays called Pesin sets, which are chosen in such a way that one has uniform hyperbolicity on these sets (see Sect. 4.1), i.e. uniform bounds (in space and randomness) on the behaviour of the differential of the iterated maps (see Lemma 4.1).
In Sects. 5 and 6 we state the theorems on the absolute continuity property. These basically say that the conditional measure with respect to the family of local stable manifolds of the volume on the state space is absolutely continuous (in fact, even equivalent) to the induced volume on the local stable manifolds. This is a crucial property within the construction of the partition mentioned in the previous paragraph and is proven in [5].

Finally in Sect. 8 we state the proof of Pesin’s formula for random dynamical systems on $\mathbb{R}^d$ which have an invariant probability measure which is absolutely continuous to the Lebesgue measure on $\mathbb{R}^d$. First, we will bound the entropy from below following the proof of [13, Chap. IV] and using the results from the previous sections (see Sect. 8.1). The estimate from above (see Sect. 8.2) was established in [19] for certain stochastic flows, but its proof can be applied to our situation by changing only two estimates in the proof.

Let us emphasize that we obviously can not equip the space of twice continuously differentiable diffeomorphisms on $\mathbb{R}^d$ with the uniform topology, as done in the case of a compact state space. Here we will use the topology induced by uniform convergence on compact sets (see [11, Sect. 4.1]). Clearly by this we lose the uniform bounds used in [13] to establish local stable manifolds (in particular the counterpart of Lemma 4.4). To replace these uniform bounds we need to assume certain integrability assumptions (see Sect. 3.1). As already mentioned we will show in Sect. 9 that all these assumptions are satisfied for a broad class of stochastic flows on $\mathbb{R}^d$.

2 Preliminaries

We will give a short introduction into (conditional) entropy of partitions and measure preserving transformations, mainly following [13].

2.1 Measurable Partitions

Let $(X, B, \mu)$ a Lebesgue space. A partition of $X$ is a collection of non-empty disjoint sets that cover $X$. Subsets of $X$ that are unions of elements of a partition $\xi$ are called $\xi$-sets.

A countable family $\{B_\alpha : \alpha \in \mathcal{A}\}$ of measurable $\xi$-sets is said to be a basis of the partition $\xi$ if for any two elements $C$ and $C'$ of $\xi$ there exists an $\alpha \in \mathcal{A}$ such that either $C \subset B_\alpha$, $C' \not\subset B_\alpha$ or $C' \subset B_\alpha$, $C \not\subset B_\alpha$. A partition which has a basis is called a measurable partition.

For $x \in X$ we will denote by $\xi(x)$ the element of the partition $\xi$ that contains $x$. If $\xi, \xi'$ are measurable partitions of $X$, we will write $\xi \leq \xi'$ if $\xi'(x) \subset \xi(x)$ for $\mu$-almost every $x \in X$.

For any system of measurable partitions $\{\xi_\alpha\}$ of $X$ there exists a product $\bigvee_{\alpha} \xi_\alpha$ defined as the measurable partition $\xi$ that satisfies the following two properties: (1) $\xi_\alpha \leq \xi$ for all $\alpha$; (2) if $\xi_\alpha \leq \xi'$ for all $\alpha$ then $\xi \leq \xi'$. Furthermore for any measurable partition $\{\xi_\alpha\}$ of $X$ there exists an intersection $\bigwedge_{\alpha} \xi_\alpha$ defined as the measurable partition $\xi$ that satisfies the following two properties: (1) $\xi_\alpha \geq \xi$ for all $\alpha$; (2) if $\xi_\alpha \geq \xi'$ for all $\alpha$ then $\xi \geq \xi'$.

Let us introduce the factor space $X/\xi$ of $X$ with respect to a partition $\xi$ whose points are the elements of $\xi$. Its measurable structure and measure $\mu_\xi$ is defined as follows: Let $p$ be the map that maps $x \in X$ to $\xi(x)$, then a set $Z$ is considered to be measurable if $p^{-1}(Z) \in B$ and we define $\mu_\xi(Z) := \mu(p^{-1}(Z))$. Let us remark that if $\xi$ is a measurable partition then $X/\xi$ is again a Lebesgue space.

For measurable partitions $\xi_n$, $n \in \mathbb{N}$ and $\xi$ of $X$ the symbol $\xi_n \nearrow \xi$ indicates that $\xi_1 \leq \xi_2 \leq \cdots$ and $\bigvee_n \xi_n = \xi$. Similarly the symbol $\xi_n \searrow \xi$ indicates that $\xi_1 \geq \xi_2 \geq \cdots$ and $\bigwedge_n \xi_n = \xi$. 
For a measurable partition $\xi$ the $\sigma$-algebra generated by $\xi$ consists of those measurable sets of $X$ that are (arbitrary) unions of $\xi$-sets. Conversely for any sub-$\sigma$-algebra there exists a generating measurable partition. Thus in the future we will often not distinguish between the $\sigma$-algebra and its generating partition.

One very important property of measurable partitions of a Lebesgue space is that associated to such a partition $\xi$ there exists a unique system of measures $\{\mu_C\}_{C \in \xi}$ satisfying the following two conditions:

(i) $(C, B|_C, \mu_C)$ is a Lebesgue space for $\mu_\xi$-a.e. $C \in X/\xi$

(ii) for every $A \in B$ the map $C \mapsto \mu_C(A \cap C)$ is measurable on $X/\xi$ and

$$
\mu(A) = \int_{X/\xi} \mu_C(A \cap C) \, d\mu_\xi(C).
$$

Such a system of measures $\{\mu_C\}_{C \in \xi}$ is called a canonical system of conditional measures of $\mu$ associated to the partition $\xi$.

More detailed informations on measurable partitions can be found in [13, Sect. 0.2].

2.2 Conditional Entropies of Measurable Partitions

Let us again assume that $(X, B, \mu)$ is a Lebesgue space. If $\xi$ is a measurable partition of $X$ and $C_1, C_2, \ldots$ are the elements of $\xi$ with positive $\mu$ measure then we define the entropy of the partition $\xi$ by

$$
H_\mu(\xi) = \begin{cases} 
- \sum_k \mu(C_k) \log(\mu(C_k)) & \text{if } \mu\left(X \setminus \bigcup_k C_k\right) = 0 \\
+\infty & \text{if } \mu\left(X \setminus \bigcup_k C_k\right) > 0.
\end{cases}
$$

Let us remark that the sum in the first part can be finite or infinite.

If $\xi$ and $\eta$ are two measurable partitions of $X$, then almost every partition $\xi_B$, which is the restriction $\xi|_B$ of $\xi$ to $B \in X/\eta$, has a well defined entropy $H_\mu(\xi_B)$. This is a non-negative measurable function on the factor space $X/\eta$, called the conditional entropy of $\xi$ with respect to $\eta$. Let us set

$$
H_\mu(\xi|\eta) := \int_{X/\eta} H_\mu(\xi_B) \, d\mu_\eta(B),
$$

which is the mean conditional entropy of $\xi$ with respect to $\eta$. This number can be finite or infinite. If $\eta$ is the trivial partition whose single element is $X$ itself, then clearly $H_\mu(\xi|\eta)$ coincides with $H_\mu(\xi)$. Furthermore it is easy to see that

$$
H_\mu(\xi|\eta) = -\int_X \log(\mu_{\eta(x)}(\xi(x) \cap \eta(x))) \, d\mu(x).
$$

(2.1)

If the partition $\eta$ generates the $\sigma$-algebra $G$ then the conditional entropy can be expressed in terms of conditional probabilities, i.e.

$$
H_\mu(\xi|\eta) = H_\mu(\xi|G) := -\int_X \mu(C|G) \log \mu(C|G) \, d\mu.
$$

Let us state some basic properties of the conditional entropy (see [13, Sect. 0.3]).

**Lemma 2.1** Let $\xi_n, \eta_n$ for $n \in \mathbb{N}$ and $\xi, \eta$ be measurable partitions of $X$. Then we have
(i) if $\xi \nrightarrow \xi$ then $H_\mu(\xi_n|\eta) \nrightarrow H_\mu(\xi|\eta)$;
(ii) if $\xi \searrow \xi$ and $\eta$ satisfies $H_\mu(\xi_1|\eta) < \infty$ then $H_\mu(\xi_n|\eta) \searrow H_\mu(\xi|\eta)$;
(iii) $H_\mu(\xi \lor \eta|\zeta) = H_\mu(\xi|\zeta) + H_\mu(\eta|\xi \lor \zeta)$;
(iv) if $\eta \nrightarrow \eta$ and $\xi$ satisfies $H_\mu(\xi_1|\eta) < \infty$ then $H_\mu(\xi_n|\eta) \nrightarrow H_\mu(\xi|\eta)$;
(v) if $\eta \nrightarrow \eta$ then $H_\mu(\xi_n|\eta) \nrightarrow H_\mu(\xi|\eta)$.

Further if $(X_i, B_i, \mu_i)$ for $i = 1, 2$ are two Lebesgue spaces and $T$ is a measure-preserving transformation from $(X_1, B_1, \mu_1)$ to $(X_2, B_2, \mu_2)$, then for any measurable partition $\xi$ and $\eta$ of $X_2$ we have

$$H_{\mu_1}(T^{-1}\xi|T^{-1}\eta) = H_{\mu_2}(\xi|\eta).$$

**Proof** For the proof of property (i)–(v) see [17] and for the last one see [13, Sect. 0.3].

### 2.3 Conditional Entropies of Measure-Preserving Transformations

Let us consider a measure preserving transformation $T : X \to X$ and a $\sigma$-algebra $A \subset B$ with $T^{-1}A \subset A$ and denote the generating partition of $A$ by $\zeta_0$. Then we can define the entropy of the transformation $T$ in the sense of Kifer (see [10]) as follows.

**Lemma and Definition 2.2** For any measurable partition $\xi$ with $H_\mu(\xi|A) < +\infty$ the following limit exists

$$h^A_\mu(T, \xi) = \lim_{n \to +\infty} \frac{1}{n} H_\mu\left(\bigvee_{i=0}^{n-1} T^{-i} \xi \bigg| \zeta_0\right).$$

The number $h^A_\mu(T, \xi)$ is called the $A$-conditional entropy of $T$ with respect to $\xi$. Furthermore

$$h^A_\mu(T) := \sup_\xi h^A_\mu(T, \xi)$$

are called the $A$-entropy of $T$ and entropy of $T$ respectively. Here the supremum is either taken over all partition $\xi$ with finite entropy or over all finite partitions.

**Proof** See [10; 13, Sects. 0.4 and 0.5].

If we want to define entropy for any measurable partition of $X$ we need to assume that the $\sigma$-algebra $A$ is invariant under the transformation $T$, i.e. the following definition.

**Definition 2.3** Assume that $T^{-1}A = A$. Then for any measurable partition $\xi$ of $X$ we define

$$h^A_\mu(T, \xi) = H_\mu\left(\bigvee_{k=1}^{+\infty} T^{-k} \xi \lor \xi_0\right).$$

**Remark** For any measurable partition $\xi$ that satisfies $H_\mu(\xi|A) < +\infty$ the Definitions 2.2 and 2.3 coincide (see [13, Remark 0.5.1]).

### 3 Entropy and Lyapunov Exponents of Random Dynamical Systems

In this section we will first introduce the notion of random dynamical systems. Then we will define its entropy and state the multiplicative ergodic theorem to define Lyapunov exponents. Here we are following [13, Chap. I].
3.1 Random Dynamical Systems

Let us abbreviate the set of two-times differentiable diffeomorphisms on $\mathbb{R}^d$ by $\Omega$. The topology on $\Omega$ is the one induced by uniform convergence on compact sets for all derivatives up to order 2 as described in [11, Sect. 3.1]. With this topology $\Omega$ becomes a separable Banach space. Let us fix a Borel probability measure $\nu$ on $(\Omega, \mathcal{B}(\Omega))$, where $\mathcal{B}(\Omega)$ denotes the Borel $\sigma$-algebra of $\Omega$.

We are interested in ergodic theory of the evolution process generated by successive applications of randomly chosen maps from $\Omega$. These maps will be assumed to be independent and identically distributed with law $\nu$. Thus let

$$
\left( \Omega^N, \mathcal{B}(\Omega)^N, \nu^N \right) = \prod_{i=0}^{+\infty} (\Omega, \mathcal{B}(\Omega), \nu)
$$

be the infinite product of copies of the measure space $(\Omega, \mathcal{B}(\Omega), \nu)$. Let us define for every $\omega = (f_0(\omega), f_1(\omega), \ldots) \in \Omega^N$ and $n \geq 0$

$$
f^n_\omega = \text{id}, \quad f^n_\omega = f_{n-1}(\omega) \circ f_{n-2}(\omega) \circ \cdots \circ f_0(\omega).
$$

The random dynamical system generated by these composed maps, e.g. $\{f^n_\omega : n \geq 0, \omega \in (\Omega^N, \mathcal{B}(\Omega)^N, \nu^N)\}$ will be referred to as $\mathcal{X}^+(\mathbb{R}^d, \nu)$.

Let us further define the two important spaces $\Omega^N \times \mathbb{R}^d$ and $\Omega^Z \times \mathbb{R}^d$, both equipped with the product $\sigma$-algebras $\mathcal{B}(\Omega)^N \times \mathcal{B}(\mathbb{R}^d)$ and $\mathcal{B}(\Omega)^Z \times \mathcal{B}(\mathbb{R}^d)$ respectively. As already mentioned above $\Omega$ is a separable Banach space by the choice of the uniform topology on compact sets. Hence we have

$$
\mathcal{B}(\Omega)^N \times \mathcal{B}(\mathbb{R}^d) = \mathcal{B}(\Omega^N \times \mathbb{R}^d),
$$

$$
\mathcal{B}(\Omega)^Z \times \mathcal{B}(\mathbb{R}^d) = \mathcal{B}(\Omega^Z \times \mathbb{R}^d).
$$

Further let us denote by $\tau$ the left shift operator on $\Omega^N$ and $\Omega^Z$, namely

$$
f_n(\tau \omega) = f_{n+1}(\omega)
$$

for all $\omega = (f_0(\omega), f_1(\omega), \ldots) \in \Omega^N$, $n \geq 0$ and $\omega = (\ldots, f_{-1}(\omega), f_0(\omega), f_1(\omega), \ldots) \in \Omega^Z$, $n \in \mathbb{Z}$ respectively. Finally let

$$
F : \Omega^N \times \mathbb{R}^d \to \Omega^N \times \mathbb{R}^d \quad (\omega, x) \mapsto (\tau \omega, f_0(\omega)x),
$$

$$
G : \Omega^Z \times \mathbb{R}^d \to \Omega^Z \times \mathbb{R}^d \quad (\omega, x) \mapsto (\tau \omega, f_0(\omega)x).
$$

The function $F$ is often called the skew product of the system. The two systems $(\Omega^N \times \mathbb{R}^d, F)$ and $(\Omega^Z \times \mathbb{R}^d, G)$ will allow us to see the random dynamical system somehow as a deterministic one on the product space.

**Definition 3.1** A Borel probability measure $\mu$ on $\mathbb{R}^d$ is called an invariant measure of $\mathcal{X}^+(\mathbb{R}^d, \nu)$ if

$$
\int_{\Omega} \mu(f^{-1}(\cdot))d\nu(f) = \mu.
$$

From now let us assume that there exists an invariant measure $\mu$ of $\mathcal{X}^+(\mathbb{R}^d, \nu)$ and let us denote the random dynamical system associated with $\mu$ by $\mathcal{X}^+(\mathbb{R}^d, \nu, \mu)$. From [10, Lemma I.2.3] we have the following Lemma, which relates the notion of invariance defined above with the invariance with respect to the skew product, i.e. the function $F$ on $\Omega^N \times \mathbb{R}^d$. 
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Lemma 3.2 Let μ be a probability measure on \( \mathbb{R}^d \). Then μ is an invariant measure of \( X^+(\mathbb{R}^d, \nu) \) (in the sense of Definition 3.1) if and only if \( \nu^N \times \mu \) is \( F \)-invariant, i.e. \( (\nu^N \times \mu) \circ F^{-1} = \nu^N \times \mu \).

Proof See [10, Lemma I.2.3]. \( \square \)

Let us denote the tangent space at some point \( y \in \mathbb{R}^d \) by \( T_y \mathbb{R}^d \). Although this is quite unusual for systems on \( \mathbb{R}^d \) we will stick to the notation from [13]. Let us define the following map, in differential geometry known as the exponential function, for \( y \in \mathbb{R}^d \)

\[
\exp_y : \mathbb{R}^d \cong T_y \mathbb{R}^d \to \mathbb{R}^d \quad x \mapsto \exp_y(x) := x + y,
\]

where \( \cong \) means that the two spaces are isometrically isomorphic and thus can be identified. In the following we will use this often implicitly. Then we can define for \( (\omega, x) \in \Omega^1 \times \mathbb{R}^d \) and \( n \geq 0 \) the map

\[
F_{(\omega, x), n} : T_{f^n(\omega, x)} \mathbb{R}^d \to T_{f^{n+1}(\omega, x)} \mathbb{R}^d ; \quad F_{(\omega, x), n} := \exp_{f^n(\omega, x)}^{-1} \circ f_n(\omega) \circ \exp_{f^n(\omega, x)},
\]

which is the evolution process centered around the trajectory of \( x \), i.e. \( F_{(\omega, x), n}(0) = 0 \) for all \( n \geq 0 \). Throughout this article we will assume that the random dynamical system \( X^+(\mathbb{R}^d, \nu, \mu) \) satisfies the following integrability assumptions on \( \nu \) and \( \mu \):

Assumption 1 Let \( \nu \) and \( \mu \) satisfy

\[
\log^+ |D_x f_0(\omega)| \in \mathcal{L}^1(\nu^N \times \mu),
\]

where \( |D_x f_0(\omega)| \) denotes the operator norm of the differential as a linear operator from \( T_x \mathbb{R}^d \) to \( T_{f_0(\omega, x)} \mathbb{R}^d \) induced by the Euclidean scalar product and \( \log^+(a) = \max\{\log(a); 0\} \).

Assumption 2 Let \( \nu \) and \( \mu \) satisfy

\[
\log \left( \sup_{\xi \in B_x(0, 1)} |D^2_{\xi} F_{(\omega, x), 0}| \right) \in \mathcal{L}^1(\nu^N \times \mu),
\]

\[
\log \left( \sup_{\xi \in B_x(0, 1)} |D^2_{F_{(\omega, x), 0}(\xi)} F_{(\omega, x), 0}^{-1}| \right) \in \mathcal{L}^1(\nu^N \times \mu),
\]

where \( B_x(0, r) \) denotes the open ball in \( T_x \mathbb{R}^d \) around the origin with radius \( r > 0 \) and \( D^2 \) is the second derivative operator.

Assumption 3 Let \( \nu \) and \( \mu \) satisfy

\[
\log |D_0 F_{(\omega, x), 0}^{-1}| = \log |D_{f_0(\omega, x)} f_0(\omega)^{-1}| \in \mathcal{L}^1(\nu^N \times \mu).
\]

Assumption 4 Let \( \nu \) and \( \mu \) satisfy

\[
\log |\det D_x f_0(\omega)| \in \mathcal{L}^1(\nu^N \times \mu).
\]

Assumption 5 Let \( \mu \) and \( \nu \) satisfy for all \( n \in \mathbb{N} \)

\[
\sup_{\xi \in B(x, 1)} \log^+ |D_x f^n_\omega| \in \mathcal{L}^1(\nu^N \times \mu).
\]
Assumption 1 is necessary for the application of the multiplicative ergodic theorem (see next section), whereas Assumption 3 is used in Lemma 4.9 to achieve an estimate on the derivative of the inverse. Assumption 2 is used in Lemma 4.4 to get an uniform bound on the Lipschitz constant of the derivative and its inverse on some specific set $\Gamma_0 \subset \Omega^N \times \mathbb{R}^d$. Finally we need Assumption 4 in Sect. 8.1 for the final proof to bound the entropy from below and Assumption 5 for the proof of the estimation from above (see Sect. 8.2).

Let us remark that Assumption 2 can be relaxed by taking not the unit ball in $T_x\mathbb{R}^d$ into consideration but some ball with positive radius. Furthermore obviously Assumption 5 implies Assumption 1, but we want to make clear which integrability assumption is used at what point of the proof.

3.2 Measure-Theoretic Entropies of Random Diffeomorphisms

In this section we will define the notion of entropy for random dynamical systems. We are closely following [10,13].

**Lemma and Definition 3.3** For any finite partition $\xi$ of $\mathbb{R}^d$ the limit

$$h_\mu(\mathcal{X}^+(\mathbb{R}^d, v), \xi) := \lim_{n \to +\infty} \frac{1}{n} \int_{\Omega^N} H_\mu\left(\bigvee_{k=0}^{n-1} (f_0^k)\right) dv_N(\omega)$$

exists. The number $h_\mu(\mathcal{X}^+(\mathbb{R}^d, v), \xi)$ is called the entropy of $\mathcal{X}^+(\mathbb{R}^d, v, \mu)$ with respect to $\xi$. The number

$$h_\mu(\mathcal{X}^+(\mathbb{R}^d, v)) := \sup_{\xi} h_\mu(\mathcal{X}^+(\mathbb{R}^d, v), \xi)$$

is called the entropy of $h_\mu(\mathcal{X}^+(\mathbb{R}^d, v), \xi)$. Here the supremum is either taken over all partition $\xi$ with finite entropy or over all finite partitions.

Let us denote the projection from $\Omega^Z \times \mathbb{R}^d$ to $\Omega^N \times \mathbb{R}^d$ by $P$, i.e.

$$P : \Omega^Z \times \mathbb{R}^d \to \Omega^N \times \mathbb{R}^d, \quad (\omega, x) \mapsto (\omega^+, x),$$

where $\omega^+ := (f_0(\omega), f_1(\omega), \ldots)$ for $\omega \in \Omega^Z$ and let us define the following $\sigma$-algebras

$$\sigma_0 := \left\{ \Gamma \times \mathbb{R}^d : \Gamma \in \mathcal{B}(\Omega^N) \right\};$$

$$\sigma^+ := \left\{ \prod_{0}^{+\infty} \Omega \times \Gamma \times \mathbb{R}^d : \Gamma \in \mathcal{B}\left(\prod_{0}^{+\infty} \Omega\right) \right\};$$

$$\sigma := \left\{ \Gamma' \times \mathbb{R}^d : \Gamma' \in \mathcal{B}(\Omega^Z) \right\}.$$

Clearly these $\sigma$-algebras correspond to the measurable partitions $\{[\omega] \times \mathbb{R}^d : \omega \in \Omega^N\}$ of $\Omega^N \times \mathbb{R}^d$, $\{\prod_{-\infty}^{-1} \Omega \times [\omega] \times \mathbb{R}^d : \omega \in \prod_{0}^{+\infty} \Omega\}$ of $\Omega^Z \times \mathbb{R}^d$ and $\{[\omega] \times \mathbb{R}^d : \omega \in \Omega^Z\}$ of $\Omega^Z \times \mathbb{R}^d$ respectively. We will often use the same symbols for both, the $\sigma$-algebra and the partition.

Then we have the following result from [13], which relates the entropy of $\mathcal{X}^+(\mathbb{R}^d, v, \mu)$ in the sense of the previous definition to the conditional entropy defined in Definition 2.2.
Theorem 3.4 If $\xi = \{A_1, \ldots, A_n\}$ is a finite partition of $\mathbb{R}^d$ and $\eta = \{B_1, \ldots, B_m\}$ a finite partition of $\Omega^N$ then we have

$$h_\mu(\mathcal{X}^+(\mathbb{R}^d, v), \xi) = h^{\sigma_0\nu}_{\nu N \times \mu}(F, \xi \times \eta),$$

where $\xi \times \eta := \{A_i \times B_j : 1 \leq i \leq n, 1 \leq j \leq m\}$. Furthermore this yields

$$h_\mu(\mathcal{X}^+(\mathbb{R}^d, v)) = h^{\sigma_0\nu}_{\nu N \times \mu}(F).$$

Proof See [13, Theorem I.2.2].

The following proposition from [13] justifies to transfer the invariant measure from $\Omega^N \times \mathbb{R}^d$ to $\Omega^Z \times \mathbb{R}^d$.

Proposition 3.5 For every invariant probability measure $\mu$ of $\mathcal{X}^+(\mathbb{R}^d, v)$ there exists a unique Borel probability measure $\mu^*$ on $\Omega^Z \times \mathbb{R}^d$ such that $G \mu^* = \mu^*$ and $P \mu^* = \nu N \times \mu$.

Proof See [13, Proposition I.1.2].

The following theorem from [13] relates the entropy of $G$ on $\Omega^Z \times \mathbb{R}^d$ with the entropy of $F$ on $\Omega^N \times \mathbb{R}^d$. It will be useful for the proof of the estimation of the entropy from below (see Sect. 8.1).

Theorem 3.6 For $\mathcal{X}^+(\mathbb{R}^d, v, \mu)$ it holds that

$$h^{\sigma_0\nu}_{\nu N \times \mu}(F) = h_{\mu^*}(G) = h^{\sigma_0\mu}_{\mu^*}(G).$$

Proof See [13, Theorem I.2.3].

3.3 Multiplicative Ergodic Theorem and Lyapunov Exponents

By Assumption 1 in the previous section the multiplicative ergodic theorem yields the existence of linear subspaces with corresponding Lyapunov exponents, which play an extraordinary important role in the analysis of dynamical systems. The following theorem is [13, Theorem I.3.2].

Theorem 3.7 For the given system $\mathcal{X}^+(\mathbb{R}^d, v, \mu)$ there exists a Borel set $\Lambda_0 \subset \Omega^N \times \mathbb{R}^d$ with $\nu N \times \mu(\Lambda_0) = 1$, $F \Lambda_0 \subset \Lambda_0$ such that:

(i) For every $(\omega, x) \in \Lambda_0$ there exists a sequence of linear subspaces of $T_x \mathbb{R}^d$

$$\{0\} = V_{(\omega, x)}^{(0)} \subset V_{(\omega, x)}^{(1)} \subset \cdots \subset V_{(\omega, x)}^{(r(x))}$$

and numbers (called Lyapunov exponents)

$$\lambda^{(1)}(x) < \lambda^{(2)}(x) < \cdots < \lambda^{(r(x))}(x)$$

($\lambda^{(1)}(x)$ may be $-\infty$), which depend only on $x$, such that

$$\lim_{n \to +\infty} \frac{1}{n} \log \left| D_x f^n_{(\omega, x)} \right| = \lambda^{(i)}(x)$$

for all $\xi \in V_{(\omega, x)}^{(i)} \setminus V_{(\omega, x)}^{(i-1)}, 1 \leq i \leq r(x)$, and in addition

$$\lim_{n \to +\infty} \frac{1}{n} \log \left| D_x f^n_{(\omega, x)} \right| = \lambda^{(r(x))}(x)$$

$$\lim_{n \to +\infty} \frac{1}{n} \log \left| \det \left( D_x f^n_{(\omega, x)} \right) \right| = \sum_i \lambda^{(i)}(x)m_i(x)$$
where $m_i(x) = \dim(V_{(\omega,x)}^{(i)}) - \dim(V_{(\omega,x)}^{(i-1)})$, which depends only on $x$ as well. Moreover, $r(x)$, $\lambda^{(i)}(x)$ and $V_{(\omega,x)}^{(i)}$ depend measurably on $(\omega, x) \in \Lambda_0$ and
\[
 r(f_0(\omega)x) = r(x), \quad \lambda^{(i)}(f_0(\omega)x) = \lambda^{(i)}(x), \quad D_x f_0(\omega)V_{(\omega,x)}^{(i)} = V_{F(\omega,x)}^{(i)},
\]
for each $(\omega, x) \in \Lambda_0$, $1 \leq i \leq r(x)$.

(ii) For each $(\omega, x) \in \Lambda_0$, we introduce
\[
 \rho(1)(x) \leq \rho(2)(x) \leq \cdots \leq \rho(d)(x)
\]
(3.1)
to denote $\lambda^{(1)}(x), \ldots, \lambda^{(1)}(x), \ldots, \lambda^{(i)}(x), \ldots, \lambda^{(r(x))}(x), \ldots, \lambda^{(r(x))}(x)$ with $\lambda^{(i)}(x)$ being repeated $m_i(x)$ times. Now, for $(\omega, x) \in \Lambda_0$, if $\{\xi_1, \ldots, \xi_d\}$ is a basis of $T_x \mathbb{R}^d$ which satisfies
\[
 \lim_{n \to +\infty} \frac{1}{n} \log |D_x f_0^n \xi_i| = \rho^{(i)}(x)
\]
for every $1 \leq i \leq d$, then for every two non-empty disjoint subsets $P, Q \subset \{1, \ldots, d\}$ we have
\[
 \lim_{n \to +\infty} \frac{1}{n} \log \gamma(\mathcal{D} f_0^n E_P, D_x f_0^n E_Q) = 0,
\]
where $E_P$ and $E_Q$ denote the subspaces of $T_x \mathbb{R}^d$ spanned by the vectors $\{\xi_i\}_{i \in P}$ and $\{\xi_j\}_{j \in Q}$ respectively and $\gamma(\cdot, \cdot)$ denotes the angle between the two associated subspaces.

For more details on the multiplicative ergodic theorem for random dynamical systems and Lyapunov exponents see for example [1] or [13, Sect. I.3]. The angle between to linear subspaces $E$ and $E'$ of a tangent space $T_x \mathbb{R}^d$ for some $x \in \mathbb{R}^d$ is defined by
\[
 \gamma(E, E') := \inf \left\{ \cos^{-1}\left(\langle \xi, \xi' \rangle \right) : \xi \in E, \xi' \in E', |\xi| = |\xi'| = 1 \right\},
\]
where $\langle \cdot, \cdot \rangle$ denotes the Euclidean scalar product on $T_x \mathbb{R}^d$.

### 3.4 Pesin Formula

Now we are able to formulate the main theorem of this article

**Theorem 3.8** Let $\mathcal{X}(\mathbb{R}^d, \nu)$ be a random dynamical system which has an invariant measure $\mu$ and satisfying Assumptions 1–5. Further assume that the invariant measure $\mu$ is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^d$ then we have
\[
 h_\mu(\mathcal{X}(\mathbb{R}^d, \nu)) = \int \sum_i \lambda^{(i)}(x)^+ m_i(x) d\mu(x).
\]

**Proof** The proof of the theorem can be found in Sect. 8. For the proof we need some preparation, which will be done in the following sections.

### 4 Local and Global Stable Manifolds

In this section we will mainly follow the book of Liu and Qian [13, Chap. III]. In general proofs are only given, if there is a need to change arguments due to the non-compactness of $\mathbb{R}^d$ as the state space of the random dynamical system. Otherwise we will state the reference for the proof.
4.1 Lyapunov Metric and Pesin Sets

Let us define for some interval \([a, b]\), \(a < b \leq 0\), of the real line the set

\[\Lambda_{a, b} := \left\{ (\omega, x) \in \Lambda_0 : \lambda^i(x) \notin [a, b] \text{ for all } i \in \{1, \ldots, r(x)\} \right\},\]

where \(\Lambda_0\) was defined in of Theorem 3.7. Because of \(F\Lambda_0 \subset \Lambda_0\) and the invariance of the Lyapunov exponents we have \(F\Lambda_{a, b} \subset \Lambda_{a, b}\). For \((\omega, x) \in \Lambda_{a, b}\) and \(n \geq 1\) define the following linear subspaces of \(T_x\mathbb{R}^d\) and \(T_{f^n_\omega}x\mathbb{R}^d\) respectively by

\[E_0(\omega, x) := \bigcup_{\lambda(\omega, x) < a} V_{\omega, x}^{(i)}(\omega), \quad H_0(\omega, x) := E_0(\omega, x)\perp,\]

\[E_n(\omega, x) := D_xf_n^\omega E_0(\omega, x), \quad H_n(\omega, x) := D_xf_n^\omega H_0(\omega, x).\]

For \(n, l \geq 1\) let us denote the iterated functions by

\[f_n^0(\omega) := \text{id}, \quad f_n^l(\omega) = f_{n+l-1}(\omega) \circ \cdots \circ f_n(\omega).\]

and we will denote the derivative of \(f_n^l(\omega)\) at \(f_n^0(\omega)\) by \(f_n^l(\omega) := Df_n^\omega f_n^l(\omega)\) and its restriction to \(E_n(\omega, x)\) and \(H_n(\omega, x)\) respectively by

\[S_n^l(\omega, x) := f_n^l(\omega, x)|_{E_n(\omega, x)} , \quad U_n^l(\omega, x) := f_n^l(\omega, x)|_{H_n(\omega, x)} .\]

Let us now fix \(k \geq 1\) and \(0 < \varepsilon \leq \min\{1, (b - a)/(200d)\}\) and let us assume that the set

\[\Lambda_{a, b, k} := \{(\omega, x) \in \Lambda_{a, b} : \dim E_0(\omega, x) = k\}\]

is non-empty. Then we have the following lemma from [13, Lemma III.1.1].

**Lemma 4.1** There exists a measurable function \(l : \Lambda_{a, b, k} \times \mathbb{N} \rightarrow (0, +\infty)\) such that for each \((\omega, x) \in \Lambda_{a, b, k}\) and \(n, l \geq 1\) we have

(i) \(\left| S_n^l(\omega, x)\xi \right| \leq l(\omega, x, n)|\xi|\) for all \(\xi \in E_n(\omega, x)\);

(ii) \(\left| U_n^l(\omega, x)\eta \right| \geq l(\omega, x, n)^{-1}|\eta|\) for all \(\eta \in H_n(\omega, x)\);

(iii) \(\gamma(E_{n+l}(\omega, x), H_{n+l}(\omega, x)) \geq l(\omega, x, n)^{-1}e^{-\varepsilon l}\);

(iv) \(l(\omega, x, n + l) \leq l(\omega, x, n)e^{\varepsilon l}\),

where \(\gamma(\cdot, \cdot)\) again denotes the angle between two linear subspaces.

**Proof** See [13, Proof of Lemma III.1.1].

Let us fix a number \(l' \geq 1\) such that the set

\[\Lambda_{a, b, k, e}^{l'} := \{(\omega, x) \in \Lambda_{a, b, k} : l(\omega, x, 0) \leq l'\}\]

is non-empty. These sets where we have uniform bounds on the derivative by Lemma 4.1 are often called Pesin sets. Since on these sets the function \(l\) is uniformly bounded by definition we can show continuity of the subspaces \(E_0(\omega, x)\) and \(H_0(\omega, x)\) there, which is [13, Lemma III.1.2].

**Lemma 4.2** The linear subspaces \(E_0(\omega, x)\) and \(H_0(\omega, x)\) depend continuously on \((\omega, x) \in \Lambda_{a, b, k, e}^{l'}\).
Proof. Although this is [13, Lemma III.1.2] we will say a few words concerning the topology on \( \Omega^N \). As mentioned in Sect. 3.1 the topology on \( \Omega \) will be the one induced by uniform convergence on compact sets for all derivatives up to order 2 (see [11, Chap. 4]). Thus on \( \Omega^N \) we will use the usual topology of uniform convergence on finitely many elements. The space of all \( k \)-dimensional subspaces of \( T_x \mathbb{R}^d \cong \mathbb{R}^d \) will be equipped with the Grassmannian metric, by which this space is compact.

Let \((\omega_n, x_n) \in \Lambda'_{a,b,k,e} \) be a sequence converging to \((\omega, x) \in \Lambda'_{a,b,k,e} \). By compactness of the Grassmannian there exists a subsequence of \((\omega_n, x_n)\) (denoted by the same symbols) such that \( E_0(\omega_n, x_n) \) converges to some linear subspace \( E \). Clearly \( E \) is a subspace of \( T_x \mathbb{R}^d \). For each \( \zeta \in E \) there is a sequence \( \xi_n \in E_0(\omega_n, x_n) \) such that |\( \zeta - \xi_n \)| \( \to 0 \). Because for \( n \in \mathbb{N} \) we have by Lemma 4.1 that

\[
T'_0(\omega_n, x_n) \xi_n = |S'_0(\omega_n, x_n) \xi_n| \leq l'e^{(a+2)e} |\xi_n| \to l'e^{(a+2)e} |\zeta|
\]

we only need to show that the left hand side converges to \( |T'_0(\omega, x) \zeta| \). Since \( \{\xi_n\}_{n \in \mathbb{N}} \cup \{\zeta\} \) is a compact set in \( \mathbb{R}^d \) and the derivatives of each component of \( \omega_n \) converge uniformly on compact sets we get for all \( \zeta \in E \)

\[
|T'_0(\omega, x) \zeta| \leq l'e^{a+2e} |\zeta|.
\]

Then Lemma 4.1 implies that actually \( \zeta \in E(\omega, x) \), which completes the proof. \( \square \)

For \((\omega, x) \in \Lambda'_{a,b,k,e} \) and \( n \in \mathbb{N} \) Lemma 4.1 also allows us to define an inner product \( \langle \cdot, \cdot \rangle_{(\omega,x),n} \) on \( T_{f^a_{j_n}} \mathbb{R}^d \) such that

\[
\langle \xi, \xi' \rangle_{(\omega,x),n} = \sum_{l=0}^{+\infty} e^{-2(a+2)e} \binom{S'_0(\omega, x) \xi, S'_0(\omega, x) \xi'}{E_n(\omega, x)} \quad \text{for } \xi, \xi' \in E_n(\omega, x)
\]

\[
\langle \eta, \eta' \rangle_{(\omega,x),n} = \sum_{l=0}^{n} e^{2(b-2)e} \binom{U'_{n-l}(\omega, x)^{-1} \eta, U'_{n-l}(\omega, x)^{-1} \eta'}{H_n(\omega, x)} \quad \text{for } \eta, \eta' \in H_n(\omega, x).
\]

and \( E_n(\omega, x) \) and \( H_n(\omega, x) \) are orthogonal with respect to \( \langle \cdot, \cdot \rangle_{(\omega,x),n} \). Thus we can define the norms

\[
\|\xi\|_{(\omega,x),n} := \left[ \langle \xi, \xi \rangle_{(\omega,x),n} \right]^{\frac{1}{2}} \quad \text{for } \xi \in E_n(\omega, x);
\]

\[
\|\eta\|_{(\omega,x),n} := \left[ \langle \eta, \eta \rangle_{(\omega,x),n} \right]^{\frac{1}{2}} \quad \text{for } \eta \in H_n(\omega, x);
\]

\[
\|\xi\|_{(\omega,x),n} := \max \left\{ \|\xi\|_{(\omega,x),n}, \|\eta\|_{(\omega,x),n} \right\} \quad \text{for } \zeta = \xi + \eta \in E(\omega, x) \oplus H(\omega, x).
\]

The sequence of norms \( \{\|\cdot\|_{(\omega,x),n}\}_{n \in \mathbb{N}} \) is usually called Lyapunov metric at the point \((\omega, x)\). By the definition of the inner product and by Lemma 4.2 the inner product \( \langle \cdot, \cdot \rangle_{(\omega,x),n} \) depends continuously on \((\omega, x) \in \Lambda'_{a,b,k,e} \). Now we can state [13, Lemma III.1.3].

Lemma 4.3 Let \((\omega, x) \in \Lambda'_{a,b,k,e} \). Then the Lyapunov metric at \((\omega, x)\) satisfies for each \( n \in \mathbb{N} \)

(i) \( \|S'_0(\omega, x) \xi\|_{(\omega,x),n+1} \leq e^{a+2e} \|\xi\|_{(\omega,x),n} \quad \text{for } \xi \in E_n(\omega, x) \);

(ii) \( \|U'_0(\omega, x) \eta\|_{(\omega,x),n+1} \geq e^{b-2e} \|\eta\|_{(\omega,x),n} \quad \text{for } \eta \in H_n(\omega, x) \);

(iii) \( \frac{1}{2} |\zeta| \leq \|\zeta\|_{(\omega,x),n} \leq A^\epsilon_2 |\zeta| \quad \text{for } \zeta \in T_{f^a_{j_n}} \mathbb{R}^d \), where \( A = 4(l')^2(1 - e^{-2e})^{-\frac{1}{2}} \).
Proof See [13, Lemma III.1.3].

To the end of this section we will prove the following important lemma. The proof is similar to the one of [13, Lemma III.1.4] but has to be adapted to the situation of a non-compact state space. We will use Lip(·) to denote the Lipschitz constant of a function with respect to the Euclidean norm |·| if not mentioned otherwise.

Lemma 4.4 There exists a Borel set \( \Gamma_0 \subset \Omega^N \times \mathbb{R}^d \) and a measurable function \( r : \Gamma_0 \to (0, \infty) \) such that \( v^N \times \mu(\Gamma_0) = 1 \), \( F\Gamma_0 \subset \Gamma_0 \) and for all \( (\omega, x) \in \Gamma_0 \)

(i) the map \( F_{(\omega,x),0} = \exp_{f_0(\omega)\cdot x}^{-1} \circ f_0(\omega) \circ \exp_x : T_x \mathbb{R}^d \ni B_x(0,1) \to T_{f_0(\omega)\cdot x} \mathbb{R}^d \),

where \( B_x(0,1) \) denotes the unit ball in \( T_x \mathbb{R}^d \) around 0, satisfies

\[
\text{Lip}(D.F_{(\omega,x),0}) \leq r(\omega, x),
\]

\[
\text{Lip}(D^2 F_{(\omega,x),0}(\xi) F^{-1}_{(\omega,x),0}) \leq r(\omega, x); 
\]

(ii) \( r(F^n(\omega, x)) = r(\tau^n \omega, f^n_{\omega} x) \leq r(\omega, x) e^{en} \).

Proof Let us define the function \( r' : \Omega^N \times \mathbb{R}^d \) by

\[
r'(\omega, x) := \max \left\{ \sup_{\xi \in B_x(0,1)} D^2_{\xi} F_{(\omega,x),0} \left| \sup_{\xi \in B_x(0,1)} D^2_{\xi} F_{(\omega,x),0}(\xi) F^{-1}_{(\omega,x),0} \right| \right\},
\]

where \( D^2 \) is the second derivative operator. Then by Assumption 2 we have \( \log(r') \in \mathcal{L}^1(v^N \times \mu) \). According to Birkhoff’s ergodic theorem there exists a measurable set \( \Gamma_0 \subset \Omega^N \times \mathbb{R}^d \) with \( v^N \times \mu(\Gamma_0) = 1 \) and \( F\Gamma_0 \subset \Gamma_0 \) such that for all \( (\omega, x) \in \Gamma_0 \) we have

\[
\lim_{n \to \infty} \frac{1}{n} \log \left( r'(F^n(\omega, x)) \right) = 0.
\]

Thus it follows that

\[
r(\omega, x) := \sup_{n \geq 0} \left( r'(F^n(\omega, x)) e^{-en} \right)
\]

is finite at each point \( (\omega, x) \in \Gamma_0 \) and \( r \) satisfies the requirements of the lemma by the mean value theorem. \( \square \)

4.2 Local Stable Manifolds

Fix a number \( r' \geq 1 \) such that the Borel set

\[
\Lambda'_{a,b,k,\varepsilon} := \left\{ (\omega, x) \in \Lambda''_{a,b,k,\varepsilon} \cap \Gamma_0 : r(\omega, x) \leq r' \right\}
\]

is non-empty. For ease of notation we will abbreviate \( \Lambda' := \Lambda'_{a,b,k,\varepsilon} \). Then we can introduce the notion of local stable manifolds as in [13, Sect. III.3].

Definition 4.5 Let \( X \) be a metric space and let \( \{D_x\}_{x \in X} \) be a collection of subsets of \( \mathbb{R}^d \).

We call \( \{D_x\}_{x \in X} \) a continuous family of \( C^1 \) embedded \( k \)-dimensional discs in \( \mathbb{R}^d \) if there is a finite open cover \( \{U_i\}_{i=1,\ldots,l} \) of \( X \) such that for each \( U_i \) there exists a continuous map \( \theta_i : U_i \to \text{Emb}^1(B^k, \mathbb{R}^d) \) such that \( \theta_i(x)B^k = D_x, \ x \in U_i \), where \( B^k := \{ \xi \in \mathbb{R}^k : |\xi| < 1 \} \) is the open unit ball in \( \mathbb{R}^k \) and the topology on \( \text{Emb}^1(B^k, \mathbb{R}^d) \) is the one induced by uniform convergence on compact sets.
Then we have the main theorem of this section, which states the existence of local stable manifolds and its representation (see [13, Theorem III.3.1]).

**Theorem 4.6** For each \( n \in \mathbb{N} \) there exists a continuous family of \( C^1 \) embedded \( k \)-dimensional discs \( \{ W_n(\omega, x) \} \) in \( \mathbb{R}^d \) and there exist numbers \( \alpha_n, \beta_n \) and \( \gamma_n \) which depend only on \( a, b, k, \varepsilon, l' \) and \( r' \) such that the following hold true for every \( (\omega, x) \in \Lambda' \):

(i) There exists a \( C^{1,1} \) map

\[
h_{(\omega,x),n} : O_n(\omega, x) \to H_n(\omega, x),
\]

where \( O_n(\omega, x) \) is an open subset of \( E_n(\omega, x) \) which contains \( \xi \in E_n(\omega, x) : |\xi| \leq \alpha_n \), such that

(a) \( h_{(\omega,x),n}(0) = 0 \);
(b) \( \text{Lip}(h_{(\omega,x),n}) \leq \beta_n, \text{Lip}(D h_{(\omega,x),n}) \leq \beta_n \);
(c) \( W_n(\omega, x) = \exp_{f_n^0} \text{graph}(h_{(\omega,x),n}) \) and \( W_n(\omega, x) \) is tangent to \( E_n(\omega, x) \) at the point \( f_n^0 = (\omega, x) \);

(ii) \( f_n(\omega)W_n(\omega, x) \subseteq W_{n+1}(\omega, x) \)

(iii) \( d^s(f_n^l(\omega) y, f_n^l(\omega) z) \leq \gamma_n e^{(a+4\varepsilon)l} d^s(y, z) \) for \( y, z \in W_n(\omega, x), l \in \mathbb{N} \), where \( d^s(\cdot, \cdot) \) is the distance along \( W_m(\omega, x) \) for \( m \in \mathbb{N} \);  

(iv) \( \alpha_{n+1} = \alpha_n e^{-5\varepsilon}, \beta_{n+1} = \beta_n e^{7\varepsilon} \) and \( \gamma_{n+1} = \gamma_n e^{2\varepsilon} \).

**Proof** For the proof see [13, Theorem III.3.1]. But let us emphasize that the following estimates are essential for the proof and that they are satisfied in our situation. Put

\[
\varepsilon_0 := e^{a+4\varepsilon} - e^{a+2\varepsilon}, \quad c_0 := 4Ar \varepsilon, \quad r_0 := c_0^{-1} \varepsilon_0.
\]

Then one can easily check by using the results from Sect. 4.1 that for \( l \geq 0 \) the map

\[
F_{(\omega,x),l} = \exp_{f_{n+1}^l}^{-1} \circ f_l(\omega) \circ \exp_{f_{n+1}^l} : \{ \xi \in T_{f_{n+1}^l} \mathbb{R}^d : \|\xi\|_{(\omega,x),l} \leq r_0 e^{-3\varepsilon l} \} \to T_{f_{n+1}^l} \mathbb{R}^d
\]

satisfies

\[
\text{Lip}_{\|\cdot\|}(D F_{(\omega,x),l}) \leq c_0 e^{3\varepsilon l} \quad \text{and} \quad \text{Lip}_{\|\cdot\|}(F_{(\omega,x),l} - D_0 F_{(\omega,x),l}) \leq \varepsilon_0,
\]

where \( \text{Lip}_{\|\cdot\|} \) denotes the Lipschitz constant with respect to \( \|\cdot\|_{(\omega,x),l} \) and \( \|\cdot\|_{(\omega,x),l+1} \). Furthermore if we define for \( n, l \geq 0 \) the composition by

\[
F_n^0(\omega, x) = \text{id}, \quad F_n^l(\omega, x) := F_{(\omega,x),n+l-1} \circ \cdots \circ F_{(\omega,x),n}
\]

then for \( (\xi_0, \eta_0) \in \exp_{x}^{-1}(W_0(\omega, x)) \) with \( \| (\xi_0, \eta_0) \|_{(\omega,x),0} \leq r_0 \) we get for every \( n \geq 0 \) the estimate

\[
\| F_n^0(\omega, x)(\xi_0, \eta_0) \|_{(\omega,x),n} \leq \| (\xi_0, \eta_0) \|_{(\omega,x),0} e^{(a+6\varepsilon)n}.
\]

\( \Box \)

### 4.3 Global Stable Manifolds

This section deals with the existence of global stable manifolds, which are constructed using local stable manifolds. Denote

\[
\Lambda_0 := \Lambda_0 \cap \Gamma_0, \quad \Lambda_{a,b,k} := \Lambda_{a,b,k} \cap \Lambda_0, \quad (4.1)
\]

\( \triangleright \) Springer
where $\Lambda_0$ comes from Theorem 3.7 and $\Gamma_0$ from Lemma 4.4. Let $(l'_m)_{m \in \mathbb{N}}$ and $(r'_m)_{m \in \mathbb{N}}$ be a monotone sequence of positive numbers such that $l'_m \nearrow +\infty$ and $r'_m \nearrow +\infty$ as $m \to +\infty$. Then we have for all $m \in \mathbb{N}$

$$\Lambda_{a,b,k,\varepsilon}^{l'_m, r'_m} \subset \Lambda_{a,b,k,\varepsilon}^{l'_{m+1}, r'_{m+1}}$$

and

$$\hat{\Lambda}_{a,b,k} = \bigcup_{m=1}^{+\infty} \Lambda_{a,b,k,\varepsilon}^{l'_m, r'_m}.$$

If we denote

$$\{(a_n, b_n)\}_{n \in \mathbb{N}} := \{[a, b] : a < b \leq 0, \ a \text{ and } b \text{ are rational}\}$$

and let

$$\epsilon_n := \frac{1}{2} \min \left\{ 1, \frac{1}{(200d)}(b_n - a_n) \right\},$$

then we have

$$\hat{\Lambda}_0 = \left\{ \bigcup_{n=1}^{+\infty} \bigcup_{k=1}^{d} \bigcup_{m=1}^{+\infty} \Lambda_{a_n, b_n, k, \epsilon_n}^{l'_m, r'_m} \right\} \cup \left\{ (\omega, x) \in \hat{\Lambda}_0 : \lambda^{(i)}(x) \geq 0, 1 \leq i \leq r(x) \right\}.$$

The following theorem, which is [13, Theorem III.3.2], then states the existence of global stable manifolds.

**Theorem 4.7** Let $(\omega, x) \in \hat{\Lambda}_0 \setminus \left\{ (\omega, x) \in \hat{\Lambda}_0 : \lambda^{(i)}(x) \geq 0, 1 \leq i \leq r(x) \right\}$ and let $\lambda^{(1)}(x) < \cdots < \lambda^{(p)}(x)$ be the strictly negative Lyapunov exponents at $(\omega, x)$. Define $W^{s,1}(\omega, x) \subset \cdots \subset W^{s,p}(\omega, x)$ by

$$W^{s,i}(\omega, x) := \left\{ y \in \mathbb{R}^d : \limsup_{n \to -\infty} \frac{1}{n} \log |f^n_{\omega} x - f^n_{\omega} y| \leq \lambda^{(i)}(x) \right\}$$

for $1 \leq i \leq p$. Then $W^{s,i}(\omega, x)$ is the image of $V^{(i)}_{(\omega, x)}$ under an injective immersion of class $C^{1,1}$ and is tangent to $V^{(i)}_{(\omega, x)}$ at $x$. In addition, if $y \in W^{s,i}(\omega, x)$ then

$$\limsup_{n \to -\infty} \frac{1}{n} \log d^s \left( f^n_{\omega} x, f^n_{\omega} y \right) \leq \lambda^{(i)}(x)$$

where $d^s(\cdot, \cdot)$ denotes the distance along the submanifold $f^n_{\omega} W^{s,i}(\omega, x)$.

**Proof** See [13, Theorem III.3.2].

**Definition 4.8** For $(\omega, x) \in \Omega^{\mathbb{N}} \times \mathbb{R}^d$ the global stable manifold $W^s(\omega, x)$ is defined by

$$W^s(\omega, x) := \left\{ y \in \mathbb{R}^d : \limsup_{n \to -\infty} \frac{1}{n} \log |f^n_{\omega} x - f^n_{\omega} y| < 0 \right\}.$$

Let $\Lambda' = \Lambda_{a,b,k,\varepsilon}^{l'_m, r'_m}$ be as considered before Theorem 4.6. For $(\omega, x) \in \Lambda'$ let $\lambda^{(1)}(x) < \cdots < \lambda^{(i)}(x)$ be the Lyapunov exponents smaller than $a$. Then one can see that

$$W^{s,i}(\omega, x) = \left\{ y \in \mathbb{R}^d : \limsup_{n \to -\infty} \frac{1}{n} \log |f^n_{\omega} x - f^n_{\omega} y| \leq a \right\}.$$
Thus if \((\omega, x) \in \tilde{\Lambda}_0 \setminus ((\omega, x) \in \tilde{\Lambda}_0 : \lambda(i)(x) \geq 0, 1 \leq i \leq r(x))\) and \(\lambda(1)(x) < \cdots < \lambda(p)(x)\) are the strictly negative Lyapunov exponents at \((\omega, x)\) then we get

\[ W^s(\omega, x) = W^{s,p}(\omega, x) \]

and hence \(W^s(\omega, x)\) is the image of \(V_{(\omega, x)}^{(p)}\) under an injective immersion of class \(C^{1,1}\) and is tangent to \(V_{(\omega, x)}^{(p)}\) at \(x\).

### 4.4 Another Estimate on the Derivative

For the proof of the absolute continuity theorem (see [5]), which will be stated in the next section, we need the following estimate on the derivative.

**Lemma 4.9** There exists a set \(\Gamma_1 \subset \Omega^N \times \mathbb{R}^d\), with \(F\Gamma_1 \subset \Gamma_1\) and \(\nu^N \times \mu(\Gamma_1) = 1\) such that for every \(\delta \in (0, 1)\), there exists a positive measurable function \(C_\delta\) defined on \(\Gamma_1\) such that for every \((\omega, x) \in \Gamma_1\) and \(n \geq 0\) one has

\[ |D_0 F_{(\omega, x), n}^{-1}| \leq C_\delta(\omega, x)e^{\delta n}. \]

**Proof** By Assumption 3 we have \(\log |D_0 F_{(\omega, x), 0}^{-1}| \in \mathcal{L}^1(\nu^N \times \mu)\) and hence we get by Birkhoff’s ergodic theorem the existence of a measurable set \(\Gamma_1 \subset \Omega^N \times \mathbb{R}^d\), which satisfies \(F\Gamma_1 \subset \Gamma_1\) and \(\nu^N \times \mu(\Gamma_1) = 1\) such that for all \((\omega, x) \in \Gamma_1\)

\[ \frac{1}{n} \log |D_0 F_{(\omega, x), n}^{-1}| = \frac{1}{n} \log |D_0 F_{F\omega(\omega, x), 0}^{-1}| \to 0. \]

Thus for all \(\delta \in (0, 1)\) we find a measurable function \(C_\delta\) such that for all \(n \geq 0\) and \((\omega, x) \in \Omega^N \times \mathbb{R}^d\)

\[ |D_0 F_{(\omega, x), n}^{-1}| \leq C_\delta(\omega, x)e^{\delta n}. \]

\(\square\)

Let us fix some \(C' \geq 1\) such that the set

\[ \Lambda_{a,b,k,e}^{l',r',C'} := \{(\omega, x) \in \Lambda_{a,b,k,e}^{l',r'} \cap \Gamma_1 : C_\varepsilon(\omega, x) \leq C'\} \]

is non-empty and let us abbreviate in the following

\[ \Delta := \Lambda_{a,b,k,e}^{r',l',C'}. \]

The parameters for the definition of \(\Delta\) will be fixed from now on.

### 5 Absolute Continuity Theorem

In this section we will state the absolute continuity theorem. To do so we will need some preparation.

Let us choose a sequence of approximating compact sets \(\{\Delta_l\}_l\) with \(\Delta_1 \subset \Delta\) and \(\Delta_l \subset \Delta_{l+1}\) such that \(\nu^N \times \mu(\Delta \setminus \Delta_l) \to 0\) for \(l \to \infty\) and let us fix arbitrarily such a set \(\Delta_1\). For \((\omega, x) \in \Delta\) and \(r > 0\) define

\[ \tilde{U}_{\Delta,\omega}(x, r) := \exp_{\chi} \left( \left\{ \xi \in T_x \mathbb{R}^d : \|\xi\|_{(\omega, x), 0} < r \right\} \right) \]
and for \((\omega, x) \in \Delta^l\) let

\[
V_{\Delta^l}(\omega, x, r) := \left\{ (\omega', x') \in \Delta^l : d(\omega, \omega') < r, x' \in \tilde{U}_{\Delta,\omega}(x, r) \right\},
\]

where the distance \(d\) in \(\Omega^N\) is as before the one induced by uniform convergence on compact sets for all derivatives up to order 2. Let us denote the collection of local stable manifolds \(\{W_{\Delta^l}(\omega, x)\}_{(\omega, x) \in \Delta^l}\) which was constructed in Theorem 4.6 in the following by \(\{W_{loc}(\omega, x)\}_{(\omega, x) \in \Delta^l}\). Since by Theorem 4.6 this is a continuous family of \(C^1\) embedded \(k\)-dimensional discs and \(\Delta^l\) is compact there exists uniformly on \(\Delta^l\) a number \(\delta_{\Delta^l} > 0\) such that for any \(0 < q \leq \delta_{\Delta^l}\) and \((\omega', x') \in V_{\Delta^l}(\omega, x, q/2)\) the local stable manifold \(W_{loc}(\omega', x')\) can be represented in local coordinates with respect to \((\omega, x)\), i.e. there exists a \(C^1\) map

\[
\phi : \left\{ \xi \in E_0(\omega, x) : \|\xi\|_{(\omega, x),0} < q \right\} \to H_0(\omega, x)
\]

with

\[
\exp_x^{-1}\left( W_{loc}(\omega', x') \cap \tilde{U}_{\Delta,\omega}(x, q) \right) = \text{graph}(\phi).
\]

By choosing \(\delta_{\Delta^l}\) even smaller we can ensure, that for all \(0 < q \leq \delta_{\Delta^l}\), \((\omega, x) \in \Delta^l\) and \((\omega', x') \in V_{\Delta^l}(\omega, x, q/2)\)

\[
\sup \left\{ \|D_\xi \phi\|_{(\omega, x),0} : \xi \in E_0(\omega, x), \|\xi\|_{(\omega, x),0} < q \right\} \leq \frac{1}{3}.
\]

Let us fix until the end of the section \((\omega, x) \in \Delta^l\) and \(0 < q \leq \delta_{\Delta^l}\). Then we denote by \(\Delta^l_\omega := \{ x \in \mathbb{R}^d : (\omega, x) \in \Delta^l \}\) the \(\omega\)-section of \(\Delta^l\) and by \(\mathcal{F}_{\Delta^l_\omega}(x, q)\) the collection of local stable submanifolds \(W_{loc}(\omega, y)\) passing through \(y \in \Delta^l_\omega \cap \tilde{U}_{\Delta,\omega}(x, q/2)\) and set

\[
\tilde{\Delta}^l_\omega(x, q) := \bigcup_{y \in \Delta^l_\omega \cap \tilde{U}_{\Delta,\omega}(x, q/2)} W_{loc}(\omega, y) \cap \tilde{U}_{\Delta,\omega}(x, q/2).
\]

Let us introduce the notion of transversal manifolds to the collection of local stable manifolds \(\mathcal{F}_{\Delta^l_\omega}(x, q)\).

\textbf{Definition 5.1} A submanifold \(W\) of \(\mathbb{R}^d\) is called transversal to the family \(\mathcal{F}_{\Delta^l_\omega}(x, q)\) if the following hold true

(i) \(W \subset \tilde{U}_{\Delta,\omega}(x, q)\) and \(\exp_x^{-1} W\) is the graph of a \(C^1\) map

\[
\psi : \left\{ \eta \in H_0(\omega, x) : \|\eta\|_{(\omega, x),0} < q \right\} \to E_0(\omega, x);
\]

(ii) \(W\) intersects any \(W_{loc}(\omega, y), y \in \Delta^l_\omega \cap \tilde{U}_{\Delta,\omega}(x, q/2)\), at exactly one point and this intersection is transversal, i.e. \(T_z W \oplus T_z W_{loc}(\omega, y) = \mathbb{R}^d\) where \(z = W \cap W_{loc}(\omega, y)\).

For a submanifold \(W\) of \(\mathbb{R}^d\) transversal to \(\mathcal{F}_{\Delta^l_\omega}(x, q)\) let

\[
\|W\| := \sup_{\eta} \|\psi(\eta)\|_{(\omega, x),0} + \sup_{\eta} \|D_\eta \psi\|_{(\omega, x),0},
\]

where the supremum is taken over \(\{ \eta \in H_0(\omega, x) : \|\eta\|_{(\omega, x),0} < q \}\) and \(\psi\) is the map representing \(W\) as in Definition 5.1.

Consider two submanifolds \(W^1\) and \(W^2\) transversal to \(\mathcal{F}_{\Delta^l_\omega}(x, q)\). By the choice of \(\delta_{\Delta^l}\) each local stable manifold passing through \(y \in \Delta^l_\omega \cap \tilde{U}_{\Delta,\omega}(x, q/2)\) can be represented
via some function $\phi$, whose norm of the derivative with respect to the Lyapunov metric is bounded by $1/3$. Thus the following map, which is usually called Poincaré map or holonomy map, is well defined. Define

$$P_{W^1, W^2} : W^1 \cap \tilde{\Delta}_\omega^l (x, q) \rightarrow W^2 \cap \tilde{\Delta}_\omega^l (x, q)$$

by

$$P_{W^1, W^2} : z = W^1 \cap W_{loc} (\omega, y) \mapsto W^2 \cap W_{loc} (\omega, y),$$

for each $y \in \Delta_\omega^l \cap \tilde{U}_{\Delta, \omega} (x, q/2)$. Since the collection of local stable manifolds is by Theorem 4.6 a continuous family of $C^1$ embedded $k$-dimensional discs $P_{W^1, W^2}$ is a homeomorphism. Denoting the Lebesgue measures on $W^1$ by $\lambda_{W^i}$ for $i = 1, 2$, we can define absolute continuity of the family $\mathcal{F}_{\Delta^l_\omega} (x, q)$.

**Definition 5.2** The family $\mathcal{F}_{\Delta^l_\omega} (x, q)$ is said to be absolutely continuous if there exists a number $\varepsilon_{\Delta^l_\omega} (x, q) > 0$ such that for any two submanifolds $W^1$ and $W^2$ transversal to $\mathcal{F}_{\Delta^l_\omega} (x, q)$ and satisfying $\| W^i \| \leq \varepsilon_{\Delta^l_\omega} (x, q)$, $i = 1, 2$, the Poincaré map $P_{W^1, W^2}$ constructed as above is absolutely continuous with respect to $\lambda_{W^1}$ and $\lambda_{W^2}$, i.e. $\lambda_{W^1} \approx \lambda_{W^2} \circ P_{W^1, W^2}$.

Then we have the following main theorem, often called absolute continuity theorem, which is proved for this case in [5]. Let us denote the Lebesgue measure on $\mathbb{R}^d$ by $\lambda$.

**Theorem 5.3** Let $\Delta^l$ be given as above. There exist numbers $0 < q_{\Delta^l} < \delta_{\Delta^l} / 2$ and $\varepsilon_{\Delta^l} > 0$ such that for every $(\omega, x) \in \Delta^l$ and $0 < q \leq q_{\Delta^l}$:

(i) The family $\mathcal{F}_{\Delta^l_\omega} (x, q)$ is absolutely continuous.

(ii) If $\lambda(\Delta^l_\omega) > 0$ and $x$ is a density point of $\Delta^l_\omega$ with respect to $\lambda$, then for every two submanifolds $W^1$ and $W^2$ transversal to $\mathcal{F}_{\Delta^l_\omega} (x, q_{\Delta^l})$ and satisfying $\| W^i \| \leq \varepsilon_{\Delta^l}$, $i = 1, 2$, any Poincaré map $P_{W^1, W^2}$ is absolutely continuous and the Jacobian $J(P_{W^1, W^2})$ satisfies the inequality

$$\frac{1}{2} \leq J(P_{W^1, W^2})(y) \leq 2$$

for $\lambda_{W^1}$-almost all $y \in W^1 \cap \tilde{\Delta}_\omega^l (x, q_{\Delta^l})$.

**Proof** See [5].

---

6 Absolute Continuity of Conditional Measures

In this section we will state the main conclusion of the absolute continuity theorem namely Theorem 6.2, which roughly speaking says that the conditional measure with respect to the family of local stable manifolds of the volume on the state space is absolutely continuous (in fact, even equivalent) to the induced volume on the local stable manifolds.

Let us start with the following proposition, which is [13, Proposition 6.1].

**Proposition 6.1** Let $(X, \mathcal{B}, \nu)$ be a Lebesgue space and let $\alpha$ be a measurable partition of $X$. If $\hat{v}$ is another probability measure on $\mathcal{B}$ which is absolutely continuous with respect to $\nu$, then for $\hat{v}$-almost all $x \in X$ the conditional measure $\hat{v}_{\alpha(x)}$ is absolutely continuous with respect to $\nu_{\alpha(x)}$ and
\[ \frac{d\hat{\nu}_{\alpha(x)}}{d\nu_{\alpha(x)}} = \frac{g}{\int_{\omega(x)} g d\nu_{\alpha(x)}} \]

where \( g = d\hat{\nu}/d\nu \).

**Proof** See [13, Proposition 6.1]. \( \square \)

Let \( \Delta^I \) be a compact set as in the previous section. Without loss of generality we can and will assume that \( q_{\Delta^I} = \epsilon_{\Delta^I} \). Let us fix a point \((\omega, x) \in \Delta^I\) until the end of this section such that \( \lambda(\Delta^I_\omega) > 0 \) and \( x \) is a density point of \( \Delta^I_\omega \) with respect to \( \lambda \). Let us introduce the following abbreviations

\[
\tilde{U} := \tilde{U}_{\Delta, \omega}(x, q_{\Delta^I})
\]

\[
\tilde{B}^1 := \{ \xi \in E_0(\omega, x) : \|\xi\|_{(\omega, x), 0} < q_{\Delta^I} \}
\]

\[
\tilde{B}^2 := \{ \eta \in H_0(\omega, x) : \|\eta\|_{(\omega, x), 0} < q_{\Delta^I} \}.
\]

We will denote by \( \beta \) the measurable partition \( \{\exp_1(\{\xi\} \times \tilde{B}^2)\}_{\xi \in \tilde{B}^1} \) of \( \tilde{U} \) and by \( \alpha \) the partition of \( \tilde{\Delta}^I_\omega(x, q_{\Delta^I}) \) into local stable manifolds, i.e. \( \{W_{loc}(\omega, y) \cap \tilde{U}_{\Delta, \omega}(x, q_{\Delta^I})\}_{y \in \Delta^I_\omega \cap \tilde{U}_{\Delta, \omega}(x, q_{\Delta^I}/2)} \).

Since \( \{W_{loc}(\omega, y)\}_{y \in \Delta^I_\omega} \) is a continuous family of \( C^1 \) \( k \)-dimensional embedded discs \( \alpha \) is a measurable partition of \( \tilde{\Delta}^I_\omega(x, q_{\Delta^I}) \). Further we define the sets

\[
I := \beta(x) \cap \tilde{\Delta}^I_\omega(x, q_{\Delta^I})
\]

and for \( N \subset I \)

\[
[N] := \bigcup_{z \in N} \alpha(z).
\]

Since \( q_{\Delta^I} \) is chosen such that each local stable manifold \( W_{loc}(\omega, y) \) for \( y \in \tilde{\Delta}^I_\omega \cap \tilde{U}_{\Delta, \omega}(x, q_{\Delta^I}/2) \) can be expressed as a function on \( E_0(\omega, x) \) we have \([I] = \tilde{\Delta}^I_\omega(x, q_{\Delta^I}) \).

Because \( x \) is a density point of \( \Delta^I_\omega \) with respect to \( \lambda \) we have \( \lambda(\Delta^I_\omega \cap \tilde{U}_{\Delta, \omega}(x, q_{\Delta^I}/2)) > 0 \) which implies that \( \lambda(\tilde{\Delta}^I_\omega(x, q_{\Delta^I})) = \lambda([I]) > 0 \).

The restriction of \( \beta \) to \([I] \) will be denoted by \( \beta_I \). Finally let us denote by \( \lambda^X \) the normalized Lebesgue measure on a Borel set \( X \) of \( \mathbb{R}^d \) with \( \lambda(X) > 0 \) and by \( \lambda^\beta \) \( \beta \)-measurable partition of \( \tilde{\Delta}^I_\omega(x, q_{\Delta^I}) \).
\[
R_{\Delta^l}^{-1} \leq \frac{d\lambda^{(l)}(z)}{d\lambda_z} \leq R_{\Delta^l}
\]

\(\lambda_z^s\)-almost everywhere on \(\alpha(z)\), where \(R_{\Delta^l} > 0\) is a number depending only on the set \(\Delta^l\) but not on the individual \((\omega, x) \in \Delta^l\).

**Proof** The proof can be found in [13, Theorem III.6.1]. Since for fixed \((\omega, x) \in \Delta^l\) this is a local property, the proof remains true in our situation. Let us remark that an essential part of the proof is the absolute continuity theorem (Theorem 5.3). \(\square\)

### 7 Construction of the Partition

Recall that \(\hat{\Lambda}_0 \subset \Omega^N \times \mathbb{R}^d\) is the \(F\)-invariant set of full measure defined in (4.1) then let us define

\[
\hat{\Lambda}_1 := \left\{ (\omega, x) \in \hat{\Lambda}_0 : \lambda^{(1)}(x) < 0 \right\}
\]

and state two following definitions.

**Definition 7.1** A measurable partition \(\eta\) of \(\Omega^N \times \mathbb{R}^d\) is said to be subordinate to \(W^s\)-submanifolds of \(X^+(\mathbb{R}^d, \nu, \mu)\), if for any measurable partition \(\eta\) subordinate to \(W^s\)-manifolds of \(X^+(\mathbb{R}^d, \nu, \mu)\) one has for \(\nu\times\mu\)-a.e. \((\omega, x) \in \Omega^N \times \mathbb{R}^d\) the function

\[
\mu^\eta_x \ll \lambda^s_{(\omega, x)}, \quad \mu \text{-a.e. } x \in \mathbb{R}^d,
\]

where \(\mu^\eta_x\) is a (essentially unique) canonical system of conditional measures of \(\mu\) associated with the partition \(\eta\) and \(\lambda^s_{(\omega, x)}\) is the Lebesgue measure on \(W^s(\omega, x)\) induced by Euclidean structure as a submanifold of \(\mathbb{R}^d\), where \(\lambda^s_{(\omega, x)} = \delta_x\) if \((\omega, x) \notin \hat{\Lambda}_1\).

Now we are able to state the main proposition, which yields a measurable partition \(\eta\) with certain properties by which we are able to show the estimate of the entropy from below as presented in the next section.

**Proposition 7.3** Let \(X^+(\mathbb{R}^d, \nu, \mu)\) be given. Then there exists a measurable partition \(\eta\) of \(\Omega^N \times \mathbb{R}^d\) which has the following properties:

(i) \(F^{-1}\eta \leq \eta\) and \([\omega] \times \mathbb{R}^d \leq \eta\);

(ii) \(\eta\) is subordinate to \(W^s\)-manifolds of \(X^+(\mathbb{R}^d, \nu, \mu)\);

(iii) for every Borel set \(B \in \mathcal{B}(\Omega^N \times \mathbb{R}^d)\) the function

\[
P_B(\omega, x) = \lambda^s_{(\omega, x)}(\eta_\omega(x) \cap B_\omega)
\]

is measurable and \(\nu \times \mu\) almost everywhere finite, where \(B_\omega := \{ y : (\omega, y) \in B \}\) is the \(\omega\)-section of \(B\);

(iv) if \(\mu \ll \lambda\), then for \(\nu \times \mu\text{-a.e. } (\omega, x)\)

\[
\mu^\eta_x \ll \lambda^s_{(\omega, x)}.
\]
From Sect. 4.1 we know that there exist countably many compact sets \( \{ \Lambda_i : \Lambda_i \subset \hat{\Lambda}_1 \}_{i \in \mathbb{N}} \) such that \( v^N \times \mu(\Lambda_1 \setminus \bigcup_i \Lambda_i) = 0 \) and each set \( \Lambda_i \) is a set of type \( \Delta^1 \) as considered in Sects. 5 and 6 but with \( E_0(\omega, x) = \bigcup_{j > (\omega, x) \in \Lambda_i} V^{(j)}_{(\omega, x)} \) for each \( (\omega, x) \in \Lambda_i \), i.e. \( b = 0 \). For \( \Lambda_i \in \{ \Lambda_i : i \in \mathbb{N} \} \) we will use the constants as in the previous sections, i.e. set \( k_{\Lambda_i} := \dim E_0(\omega, x) \) for \( (\omega, x) \in \Lambda_i \) and in the same way \( A_{\Lambda_i}, \delta_{\Lambda_i}, q_{\Lambda_i} \) and so on. As in the previous sections we will denote the continuous family of \( C^1 \) embedded \( k_{\Lambda_i} \)-dimensional discs (the local stable manifolds) given by Theorem 4.6 corresponding to \( n = 0 \) by \( \{ W^s_{\text{loc}}(\omega, x) \}_{(\omega, x) \in \Lambda_i} \).

By Theorem 4.6 there exist \( \lambda_i > 0 \) and \( \gamma_i > 0 \) such that for every \( (\omega, x) \in \Lambda_i \), if \( y, z \in W^s_{\text{loc}}(\omega, x) \) then for all \( l \geq 0 \) we have

\[
d^s\left(f^l_{(\omega, x)}, f^l_{(\omega, x)}\right) \leq \gamma_i e^{-\lambda_i l} d^s(y, z).
\]

For \( (\omega, x) \in \Lambda_i \) and \( r > 0 \) let us denote

\[ B_{\Lambda_i}((\omega, x), r) := \{ (\omega', x') \in \Lambda_i : d(\omega, \omega') < r, |x - x'| < r \}, \]

where as before \( d \) denotes the metric on \( \Omega^N \) as introduced in Sect. 3.1 and, to repeat, for \( x \in \mathbb{R}^d \) and \( (\omega, x) \in \Lambda_i \) respectively

\[
B(\omega, x) := \{ x \in \mathbb{R}^d : |x - y| < r \}
\]

\[
\hat{U}_{\Lambda_i, \omega}(x, r) := \exp_{\chi} \left\{ \zeta \in T_{\chi} \mathbb{R}^d : \| \zeta \|_{(\omega, x), 0} < r \right\}.
\]

Then we have the following corollary, which is an immediate consequence of Lemma 4.3 and Theorem 4.6.

**Corollary 7.4** There exist numbers \( r_i > 0 \), \( R_i > 0 \) and \( 0 < \varepsilon_i < 1 \) such that the following hold true:

(i) Let \((\omega, x) \in \Lambda_i\). If \((\omega', x') \in B_{\Lambda_i}((\omega, x), r_i)\) then

\[
B(x, r_i) \subset \hat{U}_{\Lambda_i, \omega'}(x', q_{\Lambda_i}/2).
\]

(ii) For any \( r \in [r_i/2, r_i] \) and each \((\omega, x) \in \Lambda_i\), if \((\omega', x') \in B_{\Lambda_i}((\omega, x), \varepsilon_i r)\) then the local stable manifold \( W^s_{\text{loc}}(\omega', x') \cap B(x, r) \) is connected and the map

\[
(\omega', x') \mapsto W^s_{\text{loc}}(\omega', x') \cap B(x, r)
\]

is continuous from \( B_{\Lambda_i}((\omega, x), \varepsilon_i r) \) to the space of subsets of \( B(x, r) \) (endowed with the Hausdorff topology).

(iii) Let \( r \in [r_i/2, r_i] \) and \((\omega, x) \in \Lambda_i\). If \((\omega', x'), (\omega'', x'') \in B_{\Lambda_i}((\omega, x), \varepsilon_i r)\) then either

\[
W^s_{\text{loc}}(\omega', x') \cap B(x, r) = W^s_{\text{loc}}(\omega', x'') \cap B(x, r)
\]

or the two terms in the above equation are disjoint. In the latter case, if it is assumed moreover that \( x'' \in W^s(\omega', x') \), then

\[
d^s(y, z) > 2r_i
\]

for any \( y \in W^s_{\text{loc}}(\omega', x') \cap B(x, r) \) and \( z \in W^s_{\text{loc}}(\omega', x'') \cap B(x, r) \).

(iv) For each \((\omega, x) \in \Lambda_i\), if \((\omega', x') \in B_{\Lambda_i}((\omega, x), r_i) \) and \( y \in W^s_{\text{loc}}(\omega', x') \cap B(x, r_i) \), then \( W^s_{\text{loc}}(\omega', x') \) contains the close ball of center \( y \) and \( d^s \) radius \( R_i \) in \( W^s(\omega', x') \).

**Proof** Property (i) is an immediate consequence of Lemma 4.3. Where as properties (ii)–(iv) follows directly from Theorem 4.6 and the choice of \( q_{\Lambda_i} \) in Sect. 5. \( \square \)
For the proof of Proposition 7.3 we need some characterization of the $F$-invariant sets in terms of stable manifolds. Let us define

$$B^s := \left\{ B \in B_{vN} \times _{\mu} (\Omega^N \times \mathbb{R}^d) : B = \bigcup_{(\omega,x) \in B} \{\omega\} \times W^s(\omega,x) \right\},$$

where $B_{vN} \times _{\mu} (\Omega^N \times \mathbb{R}^d)$ is the completion of $B(\Omega^N \times \mathbb{R}^d)$ with respect to $v^N \times \mu$. Further denote the $\sigma$-algebra of $F$-invariant sets by

$$B^f := \left\{ A \in B_{vN} \times _{\mu} (\Omega^N \times \mathbb{R}^d) : F^{-1} A = A \right\}.$$

Then we have the following lemma, which is [13, Lemma IV.2.2] and states that every $F$-invariant set is basically a union of global stable manifolds.

**Lemma 7.5** We have $B^f \subset B^s$, $v^N \times \mu$-mod 0.

**Proof** The proof of [13, Lemma III.2.2] is adapted to the case of $\mathbb{R}^d$, but follows along the same line. Put $\Omega^N \times B_{\mu}(\mathbb{R}^d) := \{\Omega^N \times B : B \in B_{\mu}(\mathbb{R}^d)\}$ where $B_{\mu}(\mathbb{R}^d)$ is the completion of $B(\mathbb{R}^d)$ with respect to $\mu$. Since the infinitely often differentiable functions with compact support on $\mathbb{R}^d$ are dense in $L^2(\mathbb{R}^d, B(\mathbb{R}^d), \mu)$ and build a separable space there exists a countable set

$$\mathcal{F} := \{g_i : \text{the map } g_i : \Omega^N \times \mathbb{R}^d \to \mathbb{R} \text{ is continuous with compact support and } g_i(\omega, x) \text{ depends only on } x \text{ for each } (\omega, x) \in \Omega^N \times \mathbb{R}^d, i \in \mathbb{N}\},$$

which is dense in $L^2(\Omega^N \times \mathbb{R}^d, \Omega^N \times B_{\mu}(\mathbb{R}^d), v^N \times \mu)$. By Birkhoff’s ergodic theorem for each $g_i \in \mathcal{F}$ there exists a set $\Lambda_{g_i} \in B^f$ with $v^N \times \mu(\Lambda_{g_i}) = 1$ such that for all $(\omega, x) \in \Lambda_{g_i}$ we have

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} g_i \circ F^k(\omega, x) = \mathbb{E}\left[g_i \mid B^f\right](\omega, x).$$

Denote $\Lambda_{\mathcal{F}} := \bigcap_i \Lambda_{g_i}$. For two points $(\omega, y), (\omega, z) \in \Lambda_{\mathcal{F}}$ belonging to the same stable manifold, i.e. there exists $(\omega, x)$ such that $(\omega, y), (\omega, z) \in \{\omega\} \times W^s(\omega, x)$, we have

$$\lim_{n \to \infty} \|f^n y - f^n z\| = 0.$$

Thus for any $\varepsilon > 0$ and any $g_i \in \mathcal{F}$ there exists some compact set $C \subset \mathbb{R}^d$ and $\delta > 0$ such that $g_i|_C = 0$ and $|z - y| \leq \delta$ implies $|g_i(z) - g_i(y)| \leq \varepsilon$. Hence there exists $N \in \mathbb{N}$ such that we have

$$\left| \mathbb{E}\left[g_i \mid B^f\right](\omega, y) - \mathbb{E}\left[g_i \mid B^f\right](\omega, z) \right| = \lim_{n \to \infty} \left| \frac{1}{n} \sum_{k=0}^{n-1} (g_i(F^k(\omega, y)) - g_i(F^k(\omega, z))) \right|$$

$$\leq \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{N-1} \left| g_i(F^k(\omega, y)) - g_i(F^k(\omega, z)) \right| + \lim_{n \to \infty} \frac{n - N}{n} \varepsilon = \varepsilon.$$
Since the functions that are invariant with respect to $F$ do not depend on $\omega$ (see [13, Corollary I.1.1]) we have

$$L^2 \left( \Omega^N \times \mathbb{R}^d, B^r, \nu^N \times \mu \right) \subset L^2 \left( \Omega^N \times \mathbb{R}^d, \Omega^N \times B_\mu(R^d), \nu^N \times \mu \right).$$

Since $\mathcal{F}$ is a dense subset of the right-hand space and the conditional expectation can be seen as an orthogonal projection we have that $\{ E[g_i|B^r] : g_i \in \mathcal{F} \}$ is dense in $L^2(\Omega^N \times \mathbb{R}^d, B^r, \nu^N \times \mu)$. Then from (7.2) it follows that

$$L^2 \left( \Lambda_{\mathcal{F}}, B^r|_{\Lambda_{\mathcal{F}}}, \nu^N \times \mu \right) \subset L^2 \left( \Lambda_{\mathcal{F}}, B^{s'}|_{\Lambda_{\mathcal{F}}}, \nu^N \times \mu \right),$$

which implies since $\nu^N \times \mu(\Lambda_{\mathcal{F}}) = 1$ the desired, i.e.

$$B^r \subset B^{s'}, \nu^N \times \mu \text{-mod } 0.$$  

$\square$

Let us now state the a sketch of the proof of Proposition 7.3, which is [13, Proposition IV.2.1], in particular the construction of the partition $\eta$.

**Proof of Proposition 7.3 Step 1.** Let $\Lambda_i \in \{ \Lambda_i, i \in \mathbb{N} \}$ be arbitrarily fixed and choose the constants $\varepsilon_i, r_i$ and $R_i$ according to Corollary 7.4. Since $\Lambda_i$ is compact, the open cover $\{ B_{\Lambda_i}((\omega, x), \varepsilon_i r_i/2) \}_{(\omega, x) \in \Lambda_i}$ has a finite subcover $\mathcal{U}_{\Lambda_i}$ of $\Lambda_i$. Let us fix arbitrarily $B_{\Lambda_i}((\omega_0, x_0), \varepsilon_i r_i/2) \in \mathcal{U}_{\Lambda_i}$. For each $r \in \{ r_i/2, r_i \}$ we define

$$S_r := \bigcup_{(\omega, x) \in B_{\Lambda_i}((\omega_0, x_0), \varepsilon_i r)} \{ (\omega) \times [ W^{s}_{loc}(\omega, x) \cap B(x_0, r) ] \}.$$  

Denote by $\xi_r$ the partition of $\Omega^N \times \mathbb{R}^d$ into all sets $\{ \omega \} \times [ W^{s}_{loc}(\omega, x) \cap B(x_0, r) ]$, $(\omega, x) \in B_{\Lambda_i}((\omega_0, x_0), \varepsilon_i r)$ and the set $\Omega^N \times \mathbb{R}^d \backslash S_r$. By $ii)$ and $iii)$ of Corollary 7.4 one sees that $\xi_r$ is a partition and by the continuity property of the local stable manifolds that it is even a measurable partition. Now put

$$\eta_r := \left( \bigcup_{n=0}^{+\infty} F^{-n} \xi_r \right) \backslash \left( \{ \omega \} \times \mathbb{R}^d : \omega \in \Omega^N \right).$$

One can see ([13, Proof of IV.2.1]) that for almost every $r \in \{ r_i/2, r_i \}$ the partition $\eta_r$ has the following properties:

1. $F^{-1} \eta_r \leq \eta_r$ and $\{ \omega \} \times \mathbb{R}^d : \omega \in \Omega^N \} \leq \eta_r$;
2. Put $\hat{S}_r = \bigcup_{n=0}^{+\infty} F^{-n} S_r$. Then for $v^N \times \mu$-a.e. $(\omega, y) \in \hat{S}_r$ we have $(\eta_r)_\omega(y) := \{ z : (\omega, z) \in \eta_r(\omega, y) \} \subset W^s(\omega, y)$ and it contains an open neighborhood of $y$ in $W^s(\omega, y)$;
3. For any $B \in \mathcal{B}(\Omega^N \times \mathbb{R}^d)$ the function

$$P_B(\omega, y) := \lambda^s_{(\omega, y)}((\eta_r)_\omega(y) \cap B_\omega)$$

is measurable and finite $v^N \times \mu$-a.e. on $\hat{S}_r$;
4. Define $\hat{\eta}_r = \eta_r|_{\hat{S}_r}$ and for $\omega \in \Omega^N$ let $\{ \mu(\hat{\eta}_r)_\omega(y) \}_{y \in (\hat{S}_r)_\omega}$ be a canonical system of conditional measures of $\mu|_{(\hat{S}_r)_\omega}$ associated with the partition $(\hat{\eta}_r)_\omega$. If $\mu \ll \lambda$ then for $v^N$-a.e. $\omega \in \Omega^N$ it holds that

$$\mu(\hat{\eta}_r)_\omega(y) \ll \lambda^s_{(\omega, y)} \mu\text{-a.e. } y \in (\hat{S}_r)_\omega.$$
Let us remark that for the proof of property (4) Theorem 6.2 is the essential part.

Step 2. Let us notice that Step 1 works for any $\Lambda^i$ and any set in $U_{\Lambda^i}$. So let us denote $\bigcup_{i=1}^{+\infty} U_{\Lambda^i} = \{U_1, U_2, U_3, \ldots\}$ and for each $U_n$, we will denote the partition $\eta_r$ satisfying (1)-(4) from Step 1 by $\eta_n$ and the associated set $\hat{S}_r$ by $\hat{S}_n$. Define for each $n \geq 0$ the set $I_n := \bigcap_{l=1}^{+\infty} F^{-l} \hat{S}_n$. Then we have

$$I_n = \bigcap_{l=1}^{+\infty} \bigcup_{k \geq l} F^{-k} S_n$$

and thus clearly $F^{-1} I_n = I_n$. The Poincaré recurrence theorem implies $\nuN \times \mu(\hat{\Lambda}_1 \setminus \bigcup_{n=1}^{+\infty} I_n) = 0$. Because of Lemma 7.5 we can and will assume that the canonical system of conditional measures we have properties of Proposition 7.3 are satisfied.

Finally the partition $\hat{\eta}$ of (1)-(4) from Step 1 by $\eta_n$ and the associated set $\hat{S}_r$ by $\hat{S}_n$. Define for each $n \geq 0$ the set $I_n := \bigcap_{l=1}^{+\infty} F^{-l} \hat{S}_n$. Then we have

$$I_n = \bigcap_{l=1}^{+\infty} \bigcup_{k \geq l} F^{-k} S_n$$

and thus clearly $F^{-1} I_n = I_n$. The Poincaré recurrence theorem implies $\nuN \times \mu(\hat{\Lambda}_1 \setminus \bigcup_{n=1}^{+\infty} I_n) = 0$. Because of Lemma 7.5 we can and will assume that the canonical system of conditional measures we have properties of Proposition 7.3 are satisfied.

Let us remark that for the proof of property (4) Theorem 6.2 is the essential part.

By Property (iii) of Proposition 7.3 we can define as in [13, Sect. IV.2] a Borel measure $\lambda^*$ on $\OmegaN \times \mathbb{R}^d$ by

$$\lambda^*(K) := \int \lambda_\omega^\prime (\eta_\omega(x) \cap K_\omega) \, d\nuN \times \mu(\omega, x)$$

for any $K \in \mathcal{B}(\OmegaN \times \mathbb{R}^d)$. One can easily see that $\lambda^*$ is a $\sigma$-finite measure. By definition of the canonical system of conditional measures we have

$$\nuN \times \mu(K) = \int \mu_\omega^\eta (\eta_\omega(x) \cap K_\omega) \, d\nuN \times \mu(\omega, x)$$

for each $K \in \mathcal{B}(\OmegaN \times \mathbb{R}^d)$. Since by Property iv) of Proposition 7.3 for $\nuN \times \mu$-almost every $(\omega, x) \in \OmegaN \times \mathbb{R}^d$ we have $\mu_\omega^\eta \ll \lambda_\omega^\prime$ we get

$$\nuN \times \mu \ll \lambda^*.$$
So let us define

\[ g := \frac{d\nu^N \times \mu}{d\lambda^*}. \]

Then we have the following proposition, which is [13, Proposition IV.2.2].

**Proposition 7.6** For \( \nu^N \times \mu \)-almost every \((\omega, x)\), we have

\[ g = \frac{d\mu_{\|\omega}}{d\lambda^*_{(\omega, x)}} \quad (7.4) \]

\( \lambda^S_{(\omega, x)} \)-a.e. on \( \eta_{\omega}(x) \).

**Proof** This is [13, Proposition III.2.2]. \(\square\)

8 Proof of Theorem 3.8

In this section we will state the proof of Pesin’s formula for random dynamical systems on \( \mathbb{R}^d \) which have an invariant probability measure and satisfies the assumptions from Sect. 3.1.

8.1 Estimation of the Entropy from Below

First we will state the proof of the estimation of the entropy from below, i.e. the following the result, which is basically taken from [13, Sect. IV.3] and bases on the partition constructed in the previous section.

**Theorem 8.1** Let \( \mathcal{X}(\mathbb{R}^d, \nu, \mu) \) be a random dynamical system that satisfies Assumptions 1–4. If the invariant measure \( \mu \) is absolutely continuous with respect to Lebesgue measure on \( \mathbb{R}^d \) then we have

\[ h_\mu(\mathcal{X}(\mathbb{R}^d, \nu, \mu)) \geq \int \sum_i \lambda^{(i)}(x)^+ m_i(x) d\mu. \]

**Proof** Assuming for the moment that

\[ \frac{1}{n} H_{\nu^N \times \mu}^{\mathcal{X}}(\eta|F^{-n} \eta \vee \sigma_0) < +\infty \quad (8.1) \]

then one can show (see [13, Proof of Theorem IV.1.1]) that by Theorems 3.4 and 3.6

\[ \lim_{n \to \infty} \frac{1}{n} H_{\nu^N \times \mu}(\eta|F^{-n} \eta \vee \sigma_0) \leq H_{\mu^*}(\eta^+|G^{-1} \eta^+ \vee \sigma) = h_{\mu^*}(G, \eta^+) \leq \sup_{\xi} h_{\mu^*}(G, \xi) = h_{\mu^*}(G) = h_\mu(\mathcal{X}(\mathbb{R}^d, \nu, \mu)), \]

where \( G \) was defined in Sect. 3.1, \( \sigma_0 \) and \( \sigma \) were defined in Sect. 3.2, \( \mu^* \) is the measure defined by Proposition 3.5 and \( \eta^+ := P^{-1} \eta \) with the projection \( P \) as defined in Sect. 3.2. Thus it suffices to show that \( (8.1) \) is true and that for all \( n \geq 1 \)

\[ \frac{1}{n} H_{\nu^N \times \mu}(\eta|F^{-n} \eta \vee \sigma_0) \geq \int \sum_i \lambda^{(i)}(x)^+ m_i(x) d\mu. \quad (8.2) \]
By (2.1) and the properties of the partition \( \eta \) we get
\[
H_{\nu, N, \mu} (\eta | F^{\nu} \eta \vee \sigma_0) = - \int_{\Omega N \times \mathbb{R}^d} \log \left( \nu^N \times \mu_{(\omega, x)} \right) d\nu^N \times \mu (\omega, x)
\]
\[
= - \int_{\Omega N} \int_{\mathbb{R}^d} \log \left( \mu_x (f_n^m)^{-1} \eta_{\nu, \omega} (\eta_\omega (x)) \right) d\mu (x) d\nu (\omega). \tag{8.3}
\]

Let \( \{ I_j \}_{j \in \mathbb{N}} \) be the sets from the proof of Proposition 7.3 of the construction of the partition \( \eta \) and define \( I := \bigcup_{j \in \mathbb{N}} I_j \) and \( I_0 := \Omega N \times \mathbb{R}^d \setminus I \). Since each \( I_j \) is \( F \)-invariant we have \( F^{-1} I = I \) and \( F^{-1} I_0 = I_0 \). Thus \( \eta \) and \( F^{-\nu} \eta \vee \sigma_0 \) are refinements of the partition \( \{ I, I_0 \} \) and their restriction to \( I_0 \) is the partition into single points which implies for each \( (\omega, x) \in I_0 \)
\[
\log \left( \mu_{x, f_n} (f_n^m)^{-1} \eta_{\nu, \omega} (\eta_\omega (x)) \right) = 0.
\]

By definition of \( \hat{\lambda} \) the Lyapunov exponents are all non-negative on \( (\Omega N \times \mathbb{R}^d) \setminus \hat{\lambda} \), i.e. \( \lambda^{(1)} (x) \geq 0 \) on \( (\Omega N \times \mathbb{R}^d) \setminus \hat{\lambda} \). Thus we get from [13, Proposition I.3.3]
\[
0 \leq \int_{I_0} \sum_i \lambda^{(i)} (x) m_i (x) d\nu^N \times \mu = \int_{I_0} \sum_i \lambda^{(i)} (x) m_i (x) d\nu^N \times \mu \leq 0,
\]
which implies
\[
\int_{I_0} \sum_i \lambda^{(i)} (x) m_i (x) d\nu^N \times \mu = 0.
\]

So in the following let us assume without loss of generality that \( \nu^N \times \mu (I) = 1 \).

Because of \( \mu \ll \lambda \) and the invariance of \( \mu \) we get that there exists a Borel subset \( \Gamma' \subset \Omega N \) with \( \nu^N (\Gamma') = 1 \) such that for any \( \omega \in \Gamma' \)
\[
\mu \ll \mu \circ f_n^m,
\]
where \( \mu \circ f_n^m (E) := \mu (f_n^m (E)) \) for any Borel set \( E \subset \mathbb{R}^d \). Denoting by \( \phi := d\mu / d\lambda \) the Radon–Nikodym derivative it is easy to check that for any \( \omega \in \Gamma' \)
\[
\frac{d\mu}{d (\mu \circ f_n^m)} (z) = \frac{\phi (z)}{\phi (f_n^m (z))} \left| \det D_z f_n^m \right|^{-1} =: \Phi_n (\omega, z).
\]

Then Proposition 6.1 implies that
\[
\frac{d\mu_{x, f_n^m} (f_n^m)^{-1} \eta_{\nu, \omega}}{d (\mu \circ f_n^m)} (f_n^m)^{-1} \eta_{\nu, \omega} = \frac{\Phi_n (\omega, \cdot) (f_n^m)^{-1} \eta_{\nu, \omega} (x)}{\int (f_n^m)^{-1} \eta_{\nu, \omega} (x) \Phi_n (\omega, z) d (\mu \circ f_n^m) (f_n^m)^{-1} \eta_{\nu, \omega}}
\]
for \( \mu \)-a.e. \( x \in \mathbb{R}^d \). For \( \nu^N \times \mu \)-a.e. \( (\omega, y) \in \Omega N \times \mathbb{R}^d \) let us define
\[
W_n (\omega, x) := \mu_{y, f_n^m} (f_n^m)^{-1} \eta_{\nu, \omega} (\eta_\omega (y))
\]
\[
X_n (\omega, x) := \frac{\phi (y)}{\phi (f_n^m (y))} \frac{g (F_n^m (\omega, y))}{g (\omega, y)}
\]
\[
Y_n (\omega, x) := \frac{\left| \det (D_y f_n^m | E_0 (\omega, z)) \right|}{\left| \det (D_y f_n^m) \right|}
\]

\[\text{Springer}\]
\[ Z_n(\omega, x) := \int (f^n_\omega(y))^{-1} \eta_{n, \omega} d\mu \circ f^n_\omega(y) / \Phi_n(\omega, z) \]

where \( g \) is the function defined before Proposition 7.6. Then one can show (see [13, Claim IV.3.1]) using change of variables formula twice and the absolute continuity of \( \mu \ll \lambda \) and \( \mu_{\eta, x} \ll \lambda^s_{(\omega, x)} \) for \( \nu^N \times \mu \)-a.e. \((\omega, x)\) that almost everywhere on \( \Omega^N \times \mathbb{R}^d \) we have

\[ W_n(\omega, x) = X_n(\omega, x)Y_n(\omega, x)Z_n(\omega, x). \]  

Because of

\[ |\det(D_x f^n_\omega)| \leq |D_x f^n_\omega|^d \]

Assumption 1 implies for each \( n \geq 1 \) that \( \log^+ |\det(D_x f^n_\omega)| \in L^1(\nu^N \times \mu) \) and analogously that \( \log^+ |\det(D_x f^n_\omega|_{E_0(\omega, x)})| \in L^1(\nu^N \times \mu) \). Thus by the multiplicative ergodic theorem we have for \( n \geq 1 \)

\[ \frac{1}{n} \int \log |\det(D_x f^n_\omega)| d\nu^N \times \mu = \int \sum_i \lambda^{(i)}(x)m_i(x)d\mu(x) \]  

and

\[ \frac{1}{n} \int \log |\det(D_x f^n_\omega|_{E_0(\omega, x)})| d\nu^N \times \mu = \int \sum_i \lambda^{(i)}(x)^{-m_i(x)}d\mu(x), \]

where both sides of the two equations might be \(-\infty\). By the multiplicity of the determinante Assumption 4 implies that \( \log |\det(D_x f^n_\omega)| \in L^1(\nu^N \times \mu) \) for \( n \geq 1 \) and thus by (8.5) that

\[ \sum_i \lambda^{(i)}(x)m_i(x) \in L^1(\mathbb{R}^d, \mu). \]

This yields by (8.6) that \( \log |\det(D_x f^n_\omega|_{E_0(\omega, x)})| \in L^1(\nu^N \times \mu) \), which finally implies the integrability of \( \log Y_n \), i.e. \( \log Y_n \in L^1(\nu^N \times \mu) \) and

\[ -\frac{1}{n} \int \log Y_n d\nu^N \times \mu = \int \sum_i \lambda^{(i)}(x)^{m_i(x)}d\mu(x). \]  

Further from [13, Claim IV.3.3 and IV.3.4] we get that \( \log X_n \in L^1(\nu^N \times \mu) \) and \( \log Z_n \in L^1(\nu^N \times \mu) \) with

\[ -\frac{1}{n} \int \log X_n d\nu^N \times \mu = 0 \]

and

\[ -\frac{1}{n} \int \log Z_n d\nu^N \times \mu \geq 0. \]

Combining now (8.7), (8.8) and (8.9) via (8.4) and (8.3) finishes the proof. □
8.2 Estimate of the Entropy from Above

A nice and short proof of the reverse inequality was given in [3] for random dynamical systems on a compact Riemannian manifold. This proof was extended in [19] to isotropic Ornstein-Uhlenbeck flows, which can be seen as some special random dynamical system on $\mathbb{R}^d$. This proof can be extended to our more general situation assuming Assumption 5. Precisely we have the following theorem.

**Theorem 8.2** Let $\mathcal{X}(\mathbb{R}^d, v, \mu)$ be a random dynamical system that satisfies Assumption 1 and 5, then we have

$$h_\mu(\mathcal{X}(\mathbb{R}^d, v)) \leq \int \sum_i \lambda^{(i)}(x) + m_i(x) d\mu.$$

**Proof** Let us remark that for isotropic Ornstein-Uhlenbeck flows the distribution of the derivative is translation invariant. Thus for $k \in \mathbb{N}, \omega \in \Omega^N$ and $y \in \mathbb{R}^d$ the random variable

$$L_k(n, \omega, y) := \sup_{z \in B(y, \frac{1}{k})} |D_z f^N|,$$

is independent of $y$ and hence

$$\int_{\Omega^N} \log^+(L_1(n, \omega, y)) d\nu^N(\omega)$$

is uniformly bounded in $y \in \mathbb{R}^d$. Since we clearly do not have the translation invariance for any random dynamical system we need to have a closer look at the two estimates in [19] where (8.10) is used. In particular we need to bound

$$\lim_{k \to \infty} \sum_{i=m+1}^{+\infty} \mu(\xi_{x_i}) \int_{\Omega^N \setminus \Omega_{k,l}} \log^+(L_k(n, \omega, x_i)) d\nu^N(\omega)$$

for the estimate on term II and show that

$$\lim_{k \to \infty} \sum_{i=1}^{m} \mu(\xi_{x_i}) \int_{\Omega^N \setminus \Omega_{k,l}} \log^+(L_k(n, \omega, x_i)) d\nu^N(\omega) = 0$$

for the estimate on term III, where for each $k, l \in \mathbb{N}$ the family of sets $\{\xi_{x_i}\}_{i=1, \ldots, m}$ is a partition of $B(0, l)$ and $\{\xi_{x_i}\}_{i \geq m+1}$ a partition of $\mathbb{R}^d \setminus B(0, l)$ with $\xi_{x_i} \subset B(x_i, 1/k)$ for every $i \in \mathbb{N}$. The sets $\Omega_{k,l}$ are certain subsets of $\Omega^N$ such that for each fixed $l \in \mathbb{N}$ we have $\Omega_{k,l} \not\subset \Omega$ for $k \to \infty$. For details concerning the definition of $\{\xi_{x_i}\}_{i \in \mathbb{N}}$ and $\Omega_{k,l}$ see [19]. Then for any $i \in \mathbb{N}$ and $x \in \xi_{x_i}$ we have

$$B\left(x_i, \frac{1}{k}\right) \subset B\left(x, \frac{2}{k}\right).$$

Thus we get by monotonicity of $\log^+$

$$\lim_{k \to \infty} \sum_{i=m+1}^{+\infty} \mu(\xi_{x_i}) \int_{\Omega^N} \log^+(L_k(n, \omega, x_i)) d\nu^N(\omega)$$

Springer
\[ \lim_{k \to \infty} \sum_{i=m+1}^{+\infty} \int \int \log^+ (L_{k/2}(n, \omega, x)) \, d\nu^N(\omega) \, d\mu(x) \]

\[ \leq \int \int \log^+ (L_1(n, \omega, x)) \, d\nu^N(\omega) \, d\mu(x) \]

\[ = \int \int \sup_{z \in B(x,1)} \log^+ (|D_z f^n|) \, d\nu^N(\omega) \, d\mu(x), \]

which is finite because of Assumption 5. On the other hand we have analogously

\[ \sum_{i=1}^{m} \mu(\xi_{x_i}) \int \int \log^+ (L_k(n, \omega, x_i)) \, d\nu^N(\omega) \]

\[ \leq \int \int \sup_{z \in B(x,1)} \log^+ (|D_z f^n|) \, d\nu^N(\omega) \, d\mu(x). \]

Because of Assumption 5 and \( \Omega_{k,l} \nearrow \Omega \) this last expression converges to 0 for \( k \to \infty \) by dominated convergence. By this the proof of Theorem 8.2 follows strictly along the proof in [19].

\[ \square \]

9 Application to Stochastic Flows

In this section we will show that a broad class of stochastic flows which are generated by stochastic differential equations driven by continuous semimartingale noise can be seen as a random dynamical system in the sense of Sect. 3.1. Assuming that the generated dynamical system has an invariant probability measure that satisfies a mild integrability assumptions, we will show that the assumptions of Sect. 3.1 are satisfied and hence Pesin’s formula holds.

9.1 Definition of Stochastic Flows

For a short introduction to stochastic flows we will follow [8, Sect. 2]. Let \( \{F(x, t)\}_{t \geq 0} \) be a family of \( \mathbb{R}^d \)-valued continuous semimartingales indexed by \( x \in \mathbb{R}^d \) on a filtered probability space \( (\tilde{\Omega}, \tilde{\mathcal{F}}, (\tilde{\mathcal{F}}_t)_{t \geq 0}, \mathbb{P}) \). Let \( F(x, t) = M(x, t) + V(x, t) \) be the canonical decomposition of the semimartingale into a local martingale \( M \) and a process \( V \) of locally bounded variation. We will assume in the following that both \( M \) and \( V \) are jointly continuous in \( (x, t) \) and furthermore that there exists \( a : \mathbb{R}^d \times \mathbb{R}^d \times [0, +\infty) \times \tilde{\Omega} \to \mathbb{R}^{d \times d} \) and \( b : \mathbb{R}^d \times [0, +\infty) \times \tilde{\Omega} \to \mathbb{R}^d \) such that

\[ (M_i(x, \cdot), M_j(y, \cdot))_t = \int_0^t a_{i,j}(x, y, u) \, du, \quad V_i(x, t) = \int_0^t b_i(x, u) \, du, \]

where \( \cdot, \cdot \) is the quadratic variation process at time \( t \). The functions \( a \) and \( b \) are called the local characteristics of \( F \).

For a multi-index \( \alpha = (\alpha_1, \ldots, \alpha_d) \) with \( \alpha_i \in \mathbb{N}_0, i = 1, \ldots, d \) we write \( |\alpha| := \sum_{i=1}^{d} |\alpha_i| \). We will say that \( F \) has local characteristics of class \( B_{ub}^{m,\delta} \) for \( m \in \mathbb{N}_0, 0 < \delta \leq 1 \) (or just \( F \in B_{ub}^{m,\delta} \)) if \( b \in C^m \) and all derivatives of \( a \) up to order \( m \) with respect to \( x \) and \( y \)
(simultaneously) are continuous and for all $T > 0$

$$\operatorname{ess sup} \sup_{\tilde{\omega} \in \hat{\Omega}} \sup_{0 \leq t \leq T} \big( \|a(t)\|_{m+\delta} + \|b(t)\|_{m+\delta} \big) < +\infty,$$

where

$$\|a(t)\|_{m+\delta} := \sup_{x, y \in \mathbb{R}^d} \frac{|a(x, y, t)|}{(1 + |x|)(1 + |y|)} + \sum_{1 \leq |a| \leq m} \sup_{x, y \in \mathbb{R}^d} \|D_1^a D_2^a a(x, y, t)\|$$

$$+ \sum_{|a| = m} \|D_1^a D_2^a a(x, y, t)\|,$$

with

$$\|f\|_{\tilde{\delta}} := \sup_{x \neq x', y \neq y'} \frac{|f(x, y) - f(x', y) - f(x, y') + f(x', y')|}{|x - x'|^{\delta} |y - y'|^{\delta}},$$

and

$$\|b(t)\|_{m+\delta} := \sup_{x \in \mathbb{R}^d} \frac{|b(x, t)|}{(1 + |x|)} + \sum_{1 \leq |a| \leq m} \sup_{x \in \mathbb{R}^d} \|D_1^a b(x, t)\|$$

$$+ \sum_{|a| = m} \sup_{x \neq y} \frac{|D_1^a b(x, t) - D_1^a b(y, t)|}{|x - y|^{\delta}},$$

where $D_j$ denotes the derivative operator with respect to the $j$th spatial variable and $D := D_1$ if there is only one spatial variable. If we consider the stochastic differential equation

$$dX(t) = F(X(t), dt) \quad (9.1)$$

on $\mathbb{R}^d$ where $F \in B_{ab}^{k,\delta}$ with $k \geq 1$ and $0 < \delta \leq 1$ is a spatial semimartingale as above then by [11, Theorem 4.6.5] there exists a stochastic flow of diffeomorphisms associated with (9.1). That is a map $\varphi : [0, +\infty) \times [0, +\infty) \times \mathbb{R}^d \times \hat{\Omega} \to \mathbb{R}^d$ such that

(i) $\varphi_{s,t}(x, \cdot), t \geq s$ solves (9.1) with initial condition $X(s) = x$ for $s \geq 0, x \in \mathbb{R}^d$;

(ii) $\varphi_{s,t}(\cdot, \tilde{\omega})$ is a $C^k$-diffeomorphism for each $s, t \geq 0, \tilde{\omega} \in \hat{\Omega}$;

(iii) $\varphi_{s,t}(\cdot, \tilde{\omega}) = \varphi_{t,s}^{-1}(\cdot, \tilde{\omega})$ for each $s, t \geq 0, \tilde{\omega} \in \hat{\Omega}$;

(iv) $\varphi_{s,u}(\cdot, \tilde{\omega}) = \varphi_{t,u}(\cdot, \tilde{\omega}) \circ \varphi_{s,t}(\cdot, \tilde{\omega})$ for each $s, t, u \geq 0, \tilde{\omega} \in \hat{\Omega}$;

(v) $(s, t) \mapsto \varphi_{s,t}(\cdot, \tilde{\omega})$ is continuous from $[0, +\infty)^2$ to the (group of) diffeomorphisms on $\mathbb{R}^d$.

If $F \in B_{ab}^{k,\delta}$ for some $k \geq 1$ and $0 < \delta \leq 1$ and the correction term

$$c(x, t) := \sum_{j=1}^{d} \frac{\partial a_j}{\partial x_j}(x, y, t) \big|_{y=x}$$

also belongs to $B_{ab}^{k,\delta}$ then the generating semimartingale field of the backward flow $\{\varphi_{t,s} : 0 \leq s \leq t < \infty\}$ is also an element of $B_{ab}^{k,\delta}$ (see [11, Sect. 4.1]).

9.2 Stochastic Flows as Random Dynamical Systems

Under quite general assumptions this was done in [2] and for our purpose in [6, p. 31].

To construct a random dynamical system in the sense of Sect. 3.1 we need to assume that the semimartingale $F$ has stationary and independent increments, i.e. for all $0 \leq \tau \leq \tau_1$
the \( C(R^d, R^d) \)-valued random variables \( F(\cdot, t) - F(\cdot, s) \) and \( F(\cdot, t - s) \) have the same distribution and for all \( n \geq 0 \) and \( 0 \leq t_1 < t_2 < \cdots < t_n \) the random variables \( F(\cdot, t_1), F(\cdot, t_2) - F(\cdot, t_1), \ldots, F(\cdot, t_n) - F(\cdot, t_{n-1}) \) are independent. Since the flow \( \varphi \) satisfies (9.1) stationarity and independence is directly transferred to \( \nu \). Then we can construct a random dynamical system from a stochastic flow as follows: As in the proof of [6, Proposition 2.2.1] we can construct the flow \( \varphi \) on its canonical pathspace \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbf{P}})\), where

\[
\tilde{\Omega} := C_0 \left( R, C \left( R^d, R^d \right) \right) := \left\{ f : R \rightarrow C \left( R^d, R^d \right) : f \text{ is continuous and } f(0) = 0 \right\}
\]
equipped with the topology of uniform convergence on compacts and

\[
\tilde{\mathcal{F}} := \mathcal{B} \left( C_0 \left( R, C \left( R^d, R^d \right) \right) \right)
\]

the Borel \( \sigma \)-algebra on \( \tilde{\Omega} \). The measure \( \tilde{\mathbf{P}} \) on \((\tilde{\Omega}, \tilde{\mathcal{F}})\) is then defined by \( \tilde{\mathbf{P}}(\tilde{\omega}(0) = \text{id}_{R^d}) = 1 \) and its increments, i.e. for all \( n \geq 0 \), \( 0 \leq t_1 < t_2 < \cdots < t_n \) and all \( B \in \mathcal{B} \left( C \left( R^d, R^d \right) \right)^{\otimes n} \) set

\[
\tilde{\mathbf{P}} \left( (\tilde{\omega}(t_1), \tilde{\omega}(t_2) \circ \tilde{\omega}(t_1)^{-1}, \ldots, \tilde{\omega}(t_n) \circ \tilde{\omega}(t_{n-1})^{-1}) \in B \right)
= \mathbf{P} \left( (\varphi_{0,t_1,1}, \varphi_{t_1,t_2,1}, \ldots, \varphi_{t_{n-1},t_n,1}) \in B \right).
\]

If we now discretize the flow uniformly with step size 1 then we can define by the stationarity and independence of the flow the measure

\[
\nu := \mathbf{P} \circ \varphi_{0,1}^{-1}
\]
on \((\Omega, \mathcal{B}(\Omega)) \) (in the sense of Sect. 3.1) and one can easily see that we are exactly in the situation of Sect. 3.1 with \( f_0(\omega) = \tilde{\omega}(1) = \varphi_{0,1}(\tilde{\omega}, \cdot) \).

We will call a probability measure \( \mu \) on \( R^d \) an invariant measure of the stochastic flow \( \varphi \), if it is an invariant measure for the one-point motion of the flow in the sense of discrete (one-step) Markov chains, i.e. for any Borel set \( A \) of \( R^d \)

\[
\int \limits_{\tilde{\Omega}} \mu \left( \varphi_{0,1}^{-1}(A) \right) \, d\mathbf{P} = \mu(A).
\]

This definition coincides directly with the definition of invariant measures for random dynamical systems (see Definition 3.1) via the construction above.

Let us remark that we can use the one-step discretization without loss of generality for our purposes. If we denote \( \nu_t := \mathbf{P} \circ \varphi_{0,t}^{-1} \) then [19, Corollary 3.3] implies that for every \( t \geq 0 \) the entropy satisfies

\[
h_\mu \left( \mathcal{X}^+(R^d, \nu_t) \right) = t h_\mu \left( \mathcal{X}^+(R^d, \nu) \right).
\]

Thus we will consider the random dynamical system constructed from the one-step discretization of the stochastic flow \( \varphi \).

9.3 Pesin’s Formula for Stochastic Flows

Then we can state the main theorem, which says that under some mild regularity assumptions on the driving semimartingale field and a mild integrability assumption on the invariant probability measure the assumptions from Sect. 3.1 are satisfied and hence Pesin’s formula holds.
Theorem 9.1 Let \( \varphi \) be an stochastic flow with driving semimartingale field \( F \in B^{k,1}_{ub} \) for some \( k \geq 2 \) which has stationary and independent increments and let the semimartingale field of the backward flow be also an element of \( B^{k,1}_{ub} \). Assume further that \( \varphi \) has an invariant probability measure \( \mu \) which satisfies
\[
\int_{\mathbb{R}^d} (\log(|x| + 1))^{1/2} d\mu(x) < +\infty. \tag{9.2}
\]
Then the discretized \( \varphi \) is a random dynamical system in the sense of Sect. 3.1 and it satisfies Assumptions 1–5.

Proof From Sect. 9.2 we know that the discretized flow can be seen as a random dynamical system in the sense of Sect. 3.1.

Let us prove that the integrability assumptions are satisfied. Since the norm of the derivative of order \( k \) can be bounded (in both directions) by the sum of norms of partial derivatives up to order \( k \) (neglecting a constant) it suffices to estimate each partial derivative. We will apply [8, Theorem 2.2] to prove that the assumptions from Sect. 3.1 are satisfied. So let \( \alpha \) be a multi index with \( |\alpha| = 1 \). Since the generating semimartingale field is an element of \( B^{k,1}_{ub} \) for \( k \geq 2 \), by [8, Theorem 2.2] there exists \( c, \gamma > 0 \) such that the random variable
\[
Y_\alpha = \sup_{y \in \mathbb{R}^d} \sup_{0 \leq s, t \leq 1} |D_\alpha \varphi_{s, t}| e^{-\gamma (\log^+ |y|^2)^{1/2}}
\]
is \( \Phi_c \)-integrable, where \( \Phi_c(x) := \int_1^\infty \exp(-c t^2) x^t dt \). By [8, Lemma 1.1] we have for \( x \geq 1 \) the inequality
\[
e^{(\log x^2)/4c}e^{-(\log K^2)/4c} \leq \Phi_c(x),
\]
where the constant \( K \) only depends on \( c \) and is defined in [8, Lemma 1.1]. Hence using the inequality \( x \leq e^{x^2} \) and the fact that \( \Phi_c(x) \geq 0 \) for \( x \geq 0 \) we get for each \( (\omega, x) \in \Omega_1 \times \mathbb{R}^d \)
\[
\log^+ |D_\alpha f_0(\omega)| = \log^+ |D_\alpha \varphi_{0,1}(\omega)| \leq \log^+ (Y_\alpha) + \gamma (\log^+ |x|)^{1/2}
\leq 1_{\{Y_\alpha < 1\}} \Phi_c(Y_\alpha) + 1_{\{Y_\alpha \geq 1\}} 2\sqrt{c} \exp \left(\frac{(\log K)^2}{4c}\right) \Phi_c(Y_\alpha)
+ \gamma (\log^+ |x|)^{1/2} \tag{9.3}
\]
which yields the Assumption 1 since the first and second term are integrable with respect to \( P \) where as the third one is integrable with respect to \( \mu \) by (9.2). Because of
\[
\log^+ |D_f(\omega,x) f_0(\omega)^{-1}| \leq \log^+ |D_f(\omega,x) f_0(\omega)^{-1}| + \log^+ |D_{\alpha} f_0(\omega)| \tag{9.4}
\]
and since the flow property implies \( f_0(\omega)^{-1} = \varphi_0^{-1} = \varphi_0 \) Assumption 3 follows from Assumption 1 and from (9.3) applied to the inverse using the invariance of \( \mu \).

Assumption 2 follows similarly. Let \( |\alpha| \leq 2 \). Since the exponential map on \( \mathbb{R}^d \) is a simple translation we have for each \( (\omega, x) \in \Omega_2 \times \mathbb{R}^d \)
\[
|D_\alpha \varphi_{(\omega,x),0}| = |D_\alpha \exp_{(\xi)} f_0(\omega)|.
\]

\( \square \) Springer
This implies for $(\omega, x) \in \Omega \times \mathbb{R}^d$

\[
\log^+ \left( \sup_{\xi \in B_1(0,1)} \left| D_{\alpha}^F(\omega,x,0) \right| \right) = \log^+ \left( \sup_{\xi \in B_1(0,1)} \left| D_{\exp_\omega(\xi)}^\alpha f_0(\omega) \right| \right)
\leq \log^+ \left( \sup_{\xi \in B_1(0,1)} \left| D_{\exp_\omega(\xi)}^\alpha \varphi_{0,1} \right| e^{-\gamma (\log^+ |\exp_\omega(\xi)|)^{1/2}} \right)
+ \sup_{\xi \in B_1(0,1)} \gamma \left( \log^+ |\exp_\omega(\xi)| \right)^{1/2}
\leq \log^+ (Y_\alpha) + \gamma \left( \log^+ (|x| + 1) \right)^{1/2},
\]

which proves via (9.3) the integrability of the positive part and analogously of

\[
\log^+ \left( \sup_{\xi \in B_1(0,1)} \left| D_{F(\omega,x,0),0}^\alpha \varphi \right| \right).
\]

Thus Assumption 2 follows via (9.4).

Because the determinante of a matrix can be bounded by the Euclidean norm, i.e.

\[ |\det D_x f_0(\omega)| \leq |D_x f_0(\omega)|^d, \]

inequality (9.4) implies

\[ |\log |\det D_x f_0(\omega)|| \leq d |\log |D_x f_0(\omega)|| \leq d \log^+ |D_x f_0(\omega)| + d \log^+ |D_{f_0(\omega)x} f_0(\omega)^{-1}|, \]

which proves Assumption 4 via Assumptions 1 and 3.

Finally let us define for $\alpha \leq k$ and $n \in \mathbb{N}$

\[ Y_{\alpha}^n := \sup_{y \in \mathbb{R}^d} \sup_{0 \leq s, t \leq n} |D_y^{\alpha} \varphi_{s,t}| e^{-\gamma (\log^+ |y|)^{1/2}}. \]

Then for fixed $n \in \mathbb{N}$ by [8, Theorem 2.2] there exist $c_n, \gamma_n > 0$ such that $Y_{\alpha}^n$ is $\Psi_{c_n}$-integrable and thus Assumption 5 follows analogously via (9.5).
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