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Abstract. Fog computing serves the delay-sensitive applications of the Internet of Things (IoT) in more efficient means than the cloud. The heterogeneity of the tasks and the limited fog resources make task scheduling a complicated job. This paper proposes a clustering based task scheduling algorithm. Specifically, the K-Means++ clustering algorithm is used for clustering the fog nodes. Randomized round robin, a task scheduling algorithm is applied to each cluster. The results show that the proposed algorithm reduces the system’s average waiting time.
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1. Introduction. Internet of things (IoT) are found everywhere around the globe, thus generating the data in bulk. Cloud provides its reliable services to IoT devices’ enormous data, including storage, infrastructure, platform, and software as a service [10, 4]. Computing the data at the cloud needs massive network bandwidth and adds the burden of transmission delay. Therefore the delay-sensitive benefits of IoT cannot be responded to and processed quickly.

Fog computing, a computing paradigm brings cloud services closer to the edge of the network [6]. The fog benefits are available nearer the edge of the network, in between the IoT devices and the cloud servers. Fog reduces the cloud’s burden by performing the filtering, pre-processing, and data analysis before sending the data to the cloud.

Although the cloud possesses enormous storage and processing capabilities, its large distance from the end devices incur delays that affect the delay-sensitive applications’ quality of service. Hence the fog is a good solution for IoT. The fog layer comprises the numerous fog nodes or devices which are geographically distributed and dynamic. To efficiently utilize the resource and provide the quality of the service, resource and task scheduling is an urgent need. Heterogeneity, uncertainty, and dispersion of fog resources pose a challenge for resource and task scheduling.

K-means clustering algorithm, one of the most popular clustering algorithm, is an effective classification algorithm. It is an unsupervised learning algorithm used to find the groups in the unlabelled data [7]. Although K-means is popular for its speed, usability, effortlessness, it lags in accuracy mainly due to randomly choosing the centroids [3, 8]. K-means requires good initialization of the centroids; otherwise, it may end in a local minimum. K-means++ solves this problem of choosing the initial centroids. K-means++ chooses those datapoints as the initial centroid, which are farther from each other, hence avoiding the K-means clustering algorithm’s poor clustering. In this paper, we choose the K-means++ clustering algorithm to cluster the fog nodes.

We begin by clustering the fog resources into clusters and then use the randomized round robin scheduling algorithm for task scheduling inside the clusters. At last, the proposed policy is compared with the random, round robin scheduling algorithms.

The remainder of the paper is organized as follows: Section 2 discusses the related work, the algorithms used in this work is discussed in section 3, the system model is described in section 4, Randomized Round Robin Scheduling Algorithm is discussed in section 5, section 6 comprises of experimental results, and finally there will be the conclusion in section 7.
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2. Related Work. The resource scheduling is NP-hard problem; various scheduling algorithms are proposed to solve this problem. A dynamic resource allocation policy is proposed for Industrial Internet of Things (IIoT), particularly for tactile applications in Fog computing [1]. Based on the average delay, jitter, latency, packet loss, blocking probability Fog nodes are ranked for resource allocation. Selection is performed based on required resources and ranking of Fog. The results show the resource is utilized efficiently and QoE is improved. Fog based IoT is also used in super markets in order to manage the resources smartly and in real time [16]. K-Means clustering algorithm along with the Principal Component Analysis are used to cluster the products as per their demand and the product distribution decisions are made based on the reinforcement learning model. Fog can also be helpful in medical data wherein it will reduce IoT data by filtering the data before sending to the cloud. In [11], the EEG data is reduced before sending to the cloud. Agglomerative hierarchical clustering is used to cluster the EEG data and Huffman encoding is applied to each cluster for data compression. K-means clustering along with Support Vector Regression is used to predict the drought [13]. The authors have also taken power consumption and accuracy of the system in consideration.

In [2] an architecture for resource allocation between cloud and Fog servers is proposed. In the Fog layer, a Fog server manager reviews the available resource and may agree to execute all or some of the tasks and postpone others. In terms of response time, loading time, and total cost compared with other algorithms, including optimize response time policy, re-configuring dynamically with load balancing, the proposed algorithm performs better.

The authors in [12] have compared the K-means, K-means++ and Fuzzy C-means clustering algorithms. The algorithms are fed with sorted and unsorted data and are analysed on the factors of elapsed time and number of iterations. Fuzzy clustering along with the particle swarm optimization is used for resource allocation in fog computing environment [14]. The fog nodes are clustered into three clusters which are made available to the tasks that require computing, bandwidth and storage resources respectively. In another work [17], the authors have used Agglomerative Hierarchical Clustering for the resource pooling and to diminish the delay. K-means clustering algorithm is used for analysis of speech data of patients suffering from Parkinson’s diseases in fog architecture [7]. The authors in [5] have used K-means on River Ganga basin and diabetes data. The results shows fog computing performs well for medical and geospatial data. Unlike these studies, our paper uses K-means++ with randomized round-robin for task scheduling.

3. Algorithms. In this section we will discuss the algorithms used in this work.

3.1. K-means++ Clustering algorithm. k-means++ is an unsupervised clustering algorithm used to cluster the unlabelled data. Rather than randomly choosing the initial centroid points like the K-means clustering algorithm, the centroids are chosen iteratively based on the distance [3]. Initially, the first centroid is selected uniformly at random from the set of datapoints. The distance is calculated for each datapoints from the previously chosen centroid. The next cluster centroid is chosen with the probability proportional to the square of the distance \(d(x)^2\). After obtaining, the required number of cluster centroids datapoints are assigned to the clusters based on the minimum distance from the cluster centroids. The cluster centroids are updated by taking the mean of the datapoints of the cluster. The process is repeated until no datapoints are reassigned.

3.2. Round Robin Scheduling. Round Robin is the scheduling algorithm, which is mainly used and designed especially for time sharing systems. The processes which are ready to execute are kept in a ready queue (circular queue) in FIFO (first in first out) order. The scheduler assigns the CPU to the processes in a circular fashion for a period of time quantum. The process is given the CPU for time quantum; if the process is still executing, it is preempted and added to the end of the queue. The process will release the CPU if it completes before the time quantum expires. In both cases, the CPU is assigned to the next process in the ready queue. The value of time quantum will directly affect the performance of the algorithm. Shorter burst time will result in more context switches and hence adds extra burden to the processing time. If the burst time is very large, it will make the algorithm behave like FCFS. Various dynamic time quantum policies have been proposed [9, 15], where the time quantum changes for every iteration.

3.3. Random Scheduling. Random scheduling is a technique where the tasks are chosen randomly with equal probability. From the pool of the tasks, a task is chosen randomly and assigned to the processor and the
Algorithm 1 K-means++ algorithm

**Input:** Processing power of ‘n’ fog nodes, \( C_F = \{c_{f1}, c_{f2}, \ldots, c_{fn}\} \) and number of clusters

**Output:** K clusters.

1. procedure K–Means++
2. Select a cluster centroid \( c_{fi} \) uniformly at random from \( C_F \)
3. for each \( c_{fi} \)
4. compute distance from the nearest centroid chosen previously. end for
5. Select new centroid from \( c_{fi} \) with probability proportional to
6. \[
\frac{D(c_{fi})^2}{\sum_{c_{j}}C_F D(c_{j})^2}
\]
7. Repeat steps from 3 to 6 until k centroids are obtained.
8. for each \( c_{fi}'s \) do
9. Assign \( c_{fi} \) to that cluster centroid whose distance from the cluster centroid is minimum.
10. end for
11. Recalculate the new cluster centroid by taking the mean of data points of cluster.
12. Repeat steps from 8 to 11 until no data point \( (c_{fi}) \) is reassigned.
13. end procedure

Fig. 4.1: System Model

The process is repeated till the pool becomes empty.

**4. System Model.** The proposed system architecture is shown in figure 4.1. The IoT devices do no computation of their own; instead, tasks are offloaded to the fog layer for processing. The fog layer comprises multiple fog nodes; they are grouped into two clusters using the K-Means++ clustering algorithm. The IoT generated tasks are randomly distributed between the clusters, and also inside the clusters, the tasks are randomly assigned to the fog nodes. Randomized round robin scheduling algorithm is used to schedule the
**Algorithm 2** Proposed Algorithm: Clustering based Randomized Round Robin Scheduling Algorithm

**Input:** Burst time, $S_T = \{s_{t1}, s_{t2}, \ldots, s_{tn}\}$ and time quantum ($T_q$)

**Output:** waiting time.

1: **procedure** RANDOMIZED ROUND ROBIN
2: Cluster fog nodes into two clusters using K-means++ clustering algorithm.
3: **for** each cluster **do**
4: 
5: Place the processes (here $s_{ti}$) in ready queue of each fog node randomly in FCFS order.
6: **while** Burst time of the processes $S_T = \{s_{t1}, s_{t2}, \ldots, s_{tn}\} \neq 0$ **do**
7: 
8: choose the process $s_{ti}$ from $s_{ti}$ randomly.
9: **if** $s_{ti} < T_q$ **then**
10: 
11: $s_{ti}$ executed completely.
12: **end if**
13: **goto** step 5
14: **else**
15: $s_{ti}$ is executed till $T_q$ unit of time, interrupted and added to the queue.
16: **end if**
17: **end while**
18: **for** each process $s_{ti}$ **do**
19: Calculate Waiting Time
20: 
21: **end for**
22: **end procedure**

5. Proposed Algorithm. In this section we will discuss the clustering based randomized round robin scheduling algorithm in detail (Algorithm 2).

*Clustering based Randomized Round Robin Scheduling Algorithm.* Randomized round robin scheduling algorithm is an extension of the round robin algorithm. The algorithm begins by clustering the fog nodes by means of K-Means++ clustering algorithm. Based on the processing power, the fog nodes are clustered into two clusters. The IoT generated tasks are randomly distributed among the clusters. For each cluster, like the round robin algorithm, each task is executed for the time quantum, preempted, and added back to the queue. It differs in the selection of the tasks from the queue. From each fog node’s ready queue, jobs are chosen randomly after another without repetition and executed for a quantum time. If the job’s burst time is greater than the time quantum, the job is preempted and updated in the ready queue. The control of the processor is given to the next job chosen randomly from the ready queue. If the burst time is lower than the time quantum, then the job is completely executed, and the next process is randomly chosen from the queue without repetition. The process is repeated for the next iterations until the value of the processes’ burst time becomes zero. By introducing the randomness in the round robin, the waiting time is reduced considerably compared to round robin. It is due to the selection of the tasks from the ready queue. The task does not have to wait for all other tasks to gain control of the processor back; instead, tasks can be chosen randomly, which reduces the waiting time.

6. Experimental Results. With the K-Means++ clustering algorithm, the fog nodes are classified into two clusters. The processing power of fog nodes is chosen as a criterion for clustering. The fog nodes having higher processing power form one cluster, and the rest will form another. The IoT tasks are randomly distributed among the cluster nodes. Each fog node has a scheduling queue in which the jobs are queued. Jobs are distributed randomly and scheduled independently on different processors. The tasks in the queue of the nodes are scheduled using a randomized round robin scheduling algorithm.

This section studies the performance of the proposed algorithm. The number of fog nodes and the tasks are
Table 6.1: Performance at different traffic

| Type of algorithm              | Number of tasks |
|-------------------------------|-----------------|
|                               | 1000 2000 3000 4000 5000 6000 | Average waiting time |
| Random                        | 6.200 12.728 19.541 26.143 32.414 39.079 |  |
| Randomized Round Robin (RRR)  | 7.531 14.483 21.062 26.321 31.657 35.983 |  |
| Round Robin                   | 7.931 15.997 24.759 32.694 40.954 49.608 |  |
| RRR without clustering        | 7.871 14.976 21.929 27.636 33.368 37.449 |  |

randomly set. The processing power of fog nodes is randomly set between 250-600 Millions of instructions per second (MIPS). Similarly, the tasks’ size is randomly set between the range of 10-300 MI (million instructions). Fog nodes are clustered using the K-means++ algorithm based on the processing power. The randomized round robin algorithm is applied to each cluster and is analyzed for the waiting time. The time quantum is dynamically calculated for each fog node which is equal to the average of the size of the tasks present in the ready queue. The proposed algorithm is compared with the round robin, random and randomized round robin without clustering algorithms.

The random performs better than round robin in terms of waiting time because in round robin each process is given a time quantum after which the process is preempted and added back to the ready queue. This preemption adds an extra burden to the waiting time. The randomized round robin algorithm introduced the factor of randomness in the round robin, in which the jobs are chosen randomly from the ready queue. Choosing jobs randomly lower the waiting time of the processes as compared to the round robin.

The proposed algorithm’s performance is evaluated at different traffic as shown in table 6.1. The figures 6.7, 6.14 shows the comparison of randomized round robin, round robin, random task scheduling, and randomized round robin without clustering algorithms.

Figure 6.7 shows the algorithms’ performance with respect to the average waiting time at different numbers of tasks. To evaluate the algorithms at different traffic, the number of tasks is set to six different values that is 1000, 2000, 3000, 4000, 5000, 6000. The results in figures 6.1, 6.2, 6.3, 6.4 depicts that at lower traffic random algorithm performs better than all others. It is due to the preemption of task after every time quantum in round robobin, which adds to the process’s waiting time. In the randomized round robobin, no doubt we choose the tasks randomly, but at the same time, we assign the processor to the processes or tasks circularly after every time quantum, which in turn will increase the waiting time. The randomized round robobin algorithm performs better at high traffic load as shown in figures 6.5, 6.6. The round robobin performs worst at higher load because a task has to wait time quantum times the number of tasks in the ready queue minus one unit of time before attaining the processor. The random as such does not rely on time quantum so its waiting time is comparatively lower than round robobin. A process has to wait for the entire burst time of the previous process before attaining the processor, which incurs the increase in that process’s waiting time. In the randomized round robobin, processes are given time quantum and are randomly chosen, which sometimes helps in choosing processes that can be completed in a few time quantum’s which otherwise was blocked by the huge processes( huge burst time) as in random scheduling. The increased traffic increases the waiting time of the processes, but with the randomized round robobin scheduling, the processes’ waiting time decreases considerably.

Figure 6.14 shows the average waiting of each fog node at different number of tasks. The figures 6.8, 6.9, 6.10, 6.11, 6.12, 6.13 shows the out performance of the randomized round robobin algorithm with increase in the traffic. The results also show randomized round robobin with clustering performs better than randomized round robobin without clustering in terms of waiting time.
Fig. 6.1: Evaluation at different number of tasks
Fig. 6.2: Evaluation at different number of tasks
7. Conclusion. This paper discusses the task scheduling at the fog layer. K-Means++ clustering algorithm is applied to categorize the fog nodes into different clusters based on their processing power. The tasks generated by the IoT devices are distributed randomly among the clusters. The tasks are scheduled using a randomized round robin scheduling algorithm. The comparative analysis of different algorithms was done to see the effect on waiting time. The results shows that the proposed algorithm achieves the minimum waiting time with the increase in the number of tasks. When compared with the random, round robin, and randomized round robin without clustering scheduling algorithms, the proposed algorithm outperforms all.

The proposed algorithm shall be suitable for delay sensitive IoT applications where it will minimize the delay by minimizing the waiting time. The proposed policy can be used for smart transportation systems, smart parking, smart homes, and all those applications where delay of even microseconds matters.
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