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Abstract—A significant challenge in motion planning is to avoid being in or near singular configurations (singularities), that is, joint configurations that result in the loss of the ability to move in certain directions in task space. A robotic system’s capacity for motion is reduced even in regions that are in close proximity to (i.e., neighbouring) a singularity. In this work we examine singularity avoidance in a motion planning context, finding trajectories which minimize proximity to singular regions, subject to constraints. We define a manipulability-based likelihood associated with singularity avoidance over a continuous trajectory representation, which we then maximize using a maximum a posteriori (MAP) estimator. Viewing the MAP problem as inference on a factor graph, we use gradient information from interpolated states to maximize the trajectory’s overall manipulability. Both qualitative and quantitative analyses of experimental data show increases in manipulability that result in smooth trajectories with visibly more dexterous arm configurations.

I. INTRODUCTION

Motion planning is a fundamental challenge for robotic systems that must execute complex tasks. It is possible for motion planning methods to produce trajectories requiring large joint velocities in response to small changes in task space constraints, particularly when naïve sampling-based initialization is used. The goal of singularity avoidance (see below) in motion planning is to generate trajectories avoiding such configurations, known as singularities. The arm trajectory shown on the left side of Fig. 1 is an example in which the configuration is initially (and throughout the motion) nearly singular, with the arm fully extended. On the right side of Fig. 1 is a trajectory that results in the same final 3D position of the end effector in task space, but that avoids these near-singular configurations throughout.

A configuration’s proximity to a singularity can be inferred using the manipulability ellipsoid [1], which gives a measure of the robot’s capacity to perform task space motions. The manipulability measure introduced by Yoshikawa in [2] is proportional to this ellipsoid’s volume and has previously been used for singularity avoidance in motion planning. Velocity-level redundancy resolution [3], search [4], and optimization [5] methods have all been used to maximize the manipulability measure of a single configuration. In this paper we propose a novel method that considers singularity avoidance as an optimization problem over a continuous trajectory representation.

By choosing to represent the robot’s trajectory as a sample from a continuous-time Gaussian process [6], the above singularity avoidance problem can be formulated as probabilistic inference; a maximum a posteriori (MAP) estimator can be used to find a solution that is, locally, relatively far from singular regions [7]. By formulating this problem as inference on a factor graph [8], we can interpolate over the trajectory to provide additional gradient information. Further, replanning on a factor graph [8] can be performed in a very efficient manner using the Smoothing and Mapping (SAM) family of algorithms [9]. This results in a smooth trajectory which maintains high manipulability. Moreover, the resulting trajectory can be queried at any point, allowing us to monitor the robot’s manipulability throughout. We make the following contributions herein:

(i) we formulate the problem of singularity avoidance using a continuous-time Gaussian process trajectory representation,

(ii) we define the likelihood of a given configuration not being singular using a known manipulability measure, maximizing this measure over the entire trajectory using a MAP estimator, and

(iii) we demonstrate that the likelihood gradient information from interpolated states can be used to further improve the resulting trajectories.
II. SINGULARITY AVOIDANCE

Consider a joint configuration $\theta_i$ as the state of a trajectory $\theta$ at time $\tau_i$. The kinematic relationship between configuration and task space velocities at $\theta_i$ for an n-DOF robot is defined as

$$\dot{x} = J(\theta_i) \omega,$$

where $J(\theta_i) \in \mathbb{R}^{m \times n}$ is the robot Jacobian matrix at $\theta_i$, while $\omega \in \mathbb{R}^n$ and $\dot{x} \in \mathbb{R}^m$ are the configuration and task space velocities at $\tau_i$, respectively. Now, consider an $n$-dimensional ellipsoid in the space of unit joint velocities $||\omega||^2 = 1$; we can define the mapping to the Cartesian (task) velocity space as

$$||\omega||^2 = \dot{x}^T (JJ^T)^{-1} \dot{x}. \quad (2)$$

From Eq. (2), we see that the scaling of joint velocities to the task space depends on the conditioning of the positive semi-definite matrix $JJ^T$. Configurations that result in the matrix $JJ^T$ being non-invertible are termed singularities.

A. Manipulability

Manipulability is a computationally tractable measure of the capacity for change in the pose of a robot given a specific joint configuration [2]. It is associated with the ellipsoid defined by Eq. (1), which is known as the manipulability ellipsoid [1]. The principal axes $\sigma_1u_1, \sigma_2u_2...\sigma_mu_m$ of this ellipsoid can be determined through singular value decomposition of $J = U\Sigma V^T$. The manipulability measure of a given kinematic chain at $\theta_i$ is defined as

$$\lambda = \sqrt{\det (JJ^T)} = \sigma_1\sigma_2...\sigma_k...\sigma_m, \quad \text{(3)}$$

and is proportional to the volume $V$ of the manipulability ellipsoid [1]. The value $\sigma_k \geq 0$ is the $k$-th largest singular value of $J$, while $u_k$ is the $k$-th column vector of $U$. A low manipulability corresponds to a low volume of the manipulability ellipsoid, inhibiting motion in the task space. An example of the manipulability ellipsoid of the end effector frame of a simple manipulator is depicted in Fig. 2.

The gradient of Eq. (3) can be calculated numerically, but it is also possible to derive its change with respect to the $j$-th joint of the configuration $\theta_i$ using Jacobi’s identity:

$$\frac{\partial \lambda}{\partial \theta_{i,j}} = \frac{\lambda}{2} Tr \left((JJ^T)^{-1} \left(\frac{\partial J}{\partial \theta_{i,j}} J^T + J \frac{\partial J}{\partial \theta_{i,j}}^T \right)\right). \quad \text{(4)}$$

The components of Eq. (4), $J$ and $\frac{\partial J}{\partial \theta_{i,j}}$, can be calculated using geometrical methods [10].

B. Singularity Avoidance Likelihood

Consider a kinematic chain and corresponding manipulability ellipsoid with a volume $V \propto \lambda$, as shown in Fig. 2. We define a minimum acceptable ellipsoid volume $V_S \in \mathbb{R}^+$, and regard configurations resulting in a manipulability $\lambda \leq (V_S)$ to be nearly singular (labelled $S$).

Conversely, a high manipulability value does not guarantee that a configuration is not nearly singular, as an ellipsoid with one ‘degenerate’ (i.e., of very small magnitude) axis may still have a large volume. The volume of manipulability ellipsoids for the chain is bounded by the value $V_{max} < \infty$. Assuming the axes $\sigma_1u_1, \sigma_2u_2...\sigma_mu_m$ are of an acceptable length for all such ellipsoids, we infer that configurations whose ellipsoid volume is sufficiently close to $V_{max}$ are not nearly singular (labelled $\bar{S}$).

Probabilistic inference provides an intuitive and efficient way to reason about the mapping between configurations and singularities. We define the likelihood of a given configuration not being nearly singular as:

$$L(\theta_i|S) \propto p(S|\theta_i). \quad \text{(5)}$$

By modelling the distribution in Eq. (5), we can optimize a chosen trajectory prior to avoid singularities by maximizing the corresponding likelihood. Our approach requires the distribution of Eq. (5) to take the form

$$p(S|\theta_i) = \exp\{-\frac{1}{2} ||h_{\bar{S},i}||^2_{\Sigma_S}\}. \quad \text{(6)}$$

Since the manipulability measure is proportional to a $n$-dimensional volume, its value may vary by several orders of magnitude throughout a trajectory. In order to compensate for these large changes, we choose the cost $h_{\bar{S},i}$ to be logarithmic:

$$h_{\bar{S},i} = \ln \left(\frac{\lambda_{max}}{\lambda} \right), \quad \text{(7)}$$

where the value $\lambda_{max}$ is the manipulability value at $V_{max}$. This improves cost gradient scaling by canceling out the $\lambda$ occurring in Eq. (4).

C. Trajectory Optimization

A continuous-time trajectory is considered as a sample from a vector-valued Gaussian process (GP), $\theta(t) \sim GP(\mu(t), K(t,t'))$, with mean $\mu(t)$ and covariance $K(t,t')$, generated by a linear time-varying stochastic differential equation (LTV-SDE)

$$\dot{\theta}(t) = A(t)\theta(t) + u(t) + F(t)w(t), \quad \text{(8)}$$

where $A$ and $F$ are system matrices, $u$ is a known control input and $w$ is generated by a white noise process. In [7],

1Viewing $\Sigma_S$ as a covariance matrix implies that $\frac{1}{\lambda}$ has a log-normal probability density function.
such a representation is used to achieve efficient trajectory optimization. Assuming an exponential distribution for the trajectory prior $p(\theta)$, finding a trajectory maximizing the likelihood in Eq. (6) is a MAP problem:

$$\theta^* = \arg \max_{\theta} p(\theta) p(\bar{S} | \theta).$$  \hspace{1cm} (9)

The maximization in Eq. (9) can be performed using methods such as Gauss-Newton or Levenberg-Marquardt. This MAP trajectory optimization procedure can also be represented as inference on a factor graph [11] and solved efficiently using the SAM class of algorithms [8]. Gradient information from additional states can be collected by GP interpolation, due to the Markovian property of the LTV-SDE describing the exactly sparse Gaussian process. Other factors representing likelihoods for constraints such as obstacle avoidance may be added in the same manner.

III. RESULTS

A nearly singular trajectory similar to the one shown in Fig. [1] can be generated by significantly extending the Universal Robots UR-10 arm\footnote{The UR-10 manipulator is available in our laboratory at the University of Toronto.} at the elbow joint, for example. The result is a loss of the capacity to move along the arm’s extended axis. To demonstrate our approach to singularity avoidance, in this section we define an example motion planning problem where the final state is a Cartesian goal position and the trajectory prior is nearly singular throughout.

The first scenario we describe places no constraints on arm movement, while the second scenario incorporates an obstacle in the arm’s workspace.

We solve both problems using the GPMP2 algorithm [8], comparing cases with and without the singularity avoidance factors described in Section II. The singularity avoidance factor covariance value in Eq. (6) is initialized as $\Sigma_Q = 10^{-3} I$ with a GP power spectral density value of $Q_{s} = 10^{5} I$. The position goal is defined as a factor on the final state of the factor graph in both cases, while singularity and collision factors [7] are included in the optimized and interpolated states. We expect our method to increase the manipulability measure over the entire trajectory, ‘escaping’ from the nearly singular prior while maintaining smoothness.

1) Unconstrained workspace: Fig. 3a shows that our method results in a significant increase in the manipulability measure, as defined by Eq. 6, over the entire trajectory. The standard GPMP2 method produces a smooth solution, maintaining a minimum distance from the initial trajectory as governed by the GP prior factors. The change in trajectory achieved by our method is seen in Fig. 3b—the arm is (visibly) less extended and regains its movement capability along the previously degenerate axis. The GP prior factors also maintain smoothness in our solution (with manipulability optimization), as seen in Fig. 3d where there are no sudden jumps or changes in the joint values.

2) Obstacle in workspace: In order to ensure that multiple factors can be successfully optimized simultaneously, we repeated the test above while placing a table-shaped obstacle in the workspace (hence necessitating the use of collision avoidance factors). We choose singularity and collision avoidance factor covariance values of $\Sigma_Q = 10^{-2}$ and $\Sigma_{obs} = 10^{-3} I$, with a GP power spectral density value of $Q_s = 10^3 I$.

In this case, the trajectory prior passed through the table, making the initial collision cost non-zero. Fig. 3b shows both resulting trajectories in the collision avoidance scenario as feasible solutions, with our method achieving a significant improvement in manipulability, as can be seen in Fig. 4a. As demonstrated by Fig. 4c, both trajectories maintain the smoothness imposed by the prior. Note that the final trajectory produced by the standard GPMP2 method remains nearly singular, despite avoiding the obstacle. Our method finds a solution with a visibly larger capacity for further motion in the task space, by bending the arm at the elbow to pass directly in front of the table. This is instead of the more conservative trajectory that avoids the table but compromises the arms manipulability, maintaining a near-singular (overextended) configuration throughout the motion.

An interesting result is shown in Fig. 5 which characterizes how increasing the number of interpolation states affects the manipulability over the trajectory. In the first scenario, where no obstacle is present, increasing the number of interpolation states improves the results by a large margin, whereas in the second scenario, with an obstacle, the need to avoid collisions offsets this manipulability improvement. A possible explanation is that propagating interpolated gradients for both collision and singularity costs to support states fails to provide clear gradient information for optimizing the support states. Nonetheless, we observe that in all cases, even when avoiding collision, the manipulability values are higher than those in the prior.

IV. CONCLUSION AND FUTURE WORK

In this paper we presented a novel method for avoiding singular configuration during planning and replanning using a continuous-time Gaussian process trajectory representation. This allowed us to formulate the problem in a maximum likelihood framework, which, for our representation, is solvable using a MAP estimator. Initial results show significant manipulability improvements, which we have shown in our analyses.

Preliminary tests demonstrate that our method can be used to achieve rapid replanning with the iSAM2 algorithm, however we leave a full experimental treatment as future work. Exploring the properties of manipulability ellipsoids when taking into account configuration uncertainties could prove to be an interesting future research direction. This may provide an alternative formulation of the likelihood function.
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Fig. 3: Experimental results for both the prior and optimized trajectories, without collision avoidance. The values are normalized to the maximum observed manipulability value of 2.93.

Fig. 4: Experimental results for both the prior and optimized trajectory with collision avoidance included. The values are normalized to the maximum observed manipulability value of 2.93.

Fig. 5: Increase of manipulability with a larger number of interpolated states. Values are normalized to the highest observed value.