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Abstract
Random restart of a given algorithm produces many partitions that can be aggregated to yield a consensus clustering. Ensemble methods have been recognized as more robust approaches for data clustering than single clustering algorithms. We propose the use of determinantal point processes or DPPs for the random restart of clustering algorithms based on initial sets of center points, such as $k$-medoids or $k$-means. The relation between DPPs and kernel-based methods makes DPPs suitable to describe and quantify similarity between objects. DPPs favor diversity of the center points in initial sets, so that sets with similar points have less chance of being generated than sets with very distinct points. Most current initial sets are generated with center points sampled uniformly at random. We show through extensive simulations that, contrary to DPPs, this technique fails both to ensure diversity, and to obtain a good coverage of all data facets. The latter are two key properties that make DPPs achieve good performance. Simulations with artificial datasets and applications to real datasets show that determinantal consensus clustering outperforms consensus clusterings which are based on uniform random sampling of center points.
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1 Introduction
A classical procedure in fields such as biology, psychology, medicine and marketing is to group elements based on similar features (cluster analysis) to provide a framework...
for learning (Jain and Dubes 1988). Some clustering techniques, such as the standard $k$-means algorithm (Lloyd 1982) or the partitioning around medoids algorithm (Kaufmann and Rousseeuw 1987), are characterized by an initial choice of a subset of random points. We find the same type of initial choice in some classification techniques, such as neural networks or machine learning models that use the stochastic gradient descent algorithm for optimization (Saad 1998). Selecting a subset of points simply at random does not consider the diversity among the selected points, because this sort of sampling mechanism gives to every point an equal probability of being selected. Many similar points may be chosen simultaneously, conveying much redundancy and little representability of the data. In some domains of research, the diversity of the selected points is a major concern. Ensuring diversity, so as to obtain a good coverage of all data facets, would certainly fail when doing simple random sampling. In contrast, determinantal point processes, or DPPs for short, induce negative correlations between similar points (Borodin and Olshanski 2000). They permit to assign higher probability to sets of points that are more diverse (Kulesza and Taskar 2012). Consequently, similar points have less chance of appearing together. This property has established DPPs’ use in machine learning as models for subset selection (Hafiz Affandi et al. 2013).

Traditionally, cluster analysis methods are gathered in two families: hierarchical and partitioning non-hierarchical techniques. We consider only the so-called crisp versions of the methods, where each data point is assigned to a single cluster (Lago-Fernández and Corbacho 2010). Hierarchical techniques include agglomerative clustering with single linkage (Florek et al. 1951) and Ward linkage (Ward Jr 1963), and Hidden Markov Models agglomerative clustering (Smyth 1997). Partitioning techniques include the partitioning around medoids (PAM) algorithm (Kaufmann and Rousseeuw 1987), and the $k$-means algorithm (Lloyd 1982). Other techniques have emerged later, such as probabilistic model-based techniques, (Banfield and Raftery 1993; Fraley and Raftery 1998), density-based techniques (Ester et al. 1996; Ankerst et al. 1999; Stuetzle and Nugent 2010; Stuetzle 2003), and grid-based techniques (Wang et al. 1997; Hinneburg and Keim 1999). One can find a good description of some of these techniques in (Han et al. 2011). Recently due to the contribution of advanced computational methods, additional families of clustering have arised. Among these, spectral clustering (Shi and Malik 2000; Ng et al. 2001) has gained popularity. It extracts the eigenvalues of a similarity matrix to perform dimensionality reduction before doing clustering. This technique can also be framed within the context of kernel based clustering methods, and hence it is linked to many other similar approaches (Filippone et al. 2008).

Most clustering methods seek to obtain a single optimal partition of the data according to some internal clustering criterion based on the principle of maximizing both within-cluster similarity and between-cluster dissimilarity. Different clustering techniques applied to the same data can produce very different clustering results, due in part to a lack of an external objective and impartial criterion (Vega-Pons and Ruiz-Shulcloper 2011). For some techniques their dependency on the initial choice of center points (centroids or medoids) can also explain those differences. In order to improve the quality and robustness of clustering results Blatt et al. (1996, 1997) introduced a probabilistic cluster membership framework. Strehl and Ghosh (2002) formalized this
Determinantal consensus clustering approach by defining the *cluster ensembles* approach whose main objective is to combine different clustering results into a single consolidated clustering. Vega-Pons and Ruiz-Shulcloper (2011) established four desirable properties that should be present in any cluster ensemble method: robustness, consistency, novelty and stability. In particular, these imply that any cluster ensemble method should (i) produce clustering solutions usually not attainable by single clustering algorithm, and (ii) have lower sensitivity to noise, outliers and initial conditions. One of the most well-known cluster ensembles methods was introduced by Monti et al. (2003) in genomic studies, inspired by resampling and cross-validation techniques such as bootstrapping.

More generally, the cluster ensemble produces multiple partitions generated by possibly different clustering algorithms. The multiple partitions may also be obtained by multiple executions of the same clustering algorithm. Consensus clustering is defined as a method meant for attaining a single consolidated clustering from the multiple partitions. The obtained single consolidated clustering, built over some agreement among the several runs, represents a partition of data. Although not required, multiple runs of the algorithm could be initialized with a random restart.

In this paper, we focus on partitioning techniques with random initial conditions. We explore the determinantal point process for sampling the initial cluster centers (Ben Hough et al. 2006; Kulesza and Taskar 2012). It involves the choice of a real, symmetric and positive semidefinite matrix that measures similarity between each pair of points. The properties of this type of matrices open a connection with the well-known kernel-based methods, which have been widely used in pattern analysis, classification and clustering (Howley and Madden 2006). One of the most popular kernels, and the one we use in this paper, is the Radial Basis Function, also known as the Gaussian kernel.

The paper is organized as follows: in Sect. 2, we present the basic ideas related to consensus clustering. In Sect. 3, we lay out the basic properties of determinantal point processes, and put them into context as a sampling method to generate cluster centers in a partitioning clustering algorithm. Since the choice of a proper kernel is central in the construction of determinantal point processes, kernel-based methods are briefly described in this section as well. In Sect. 4, we introduce our proposed methodology for determinantal consensus clustering, or *consensus DPP*, for short. In Sect. 5, we perform an extensive simulation in order to evaluate the performance of consensus DPP. The performance of the proposed algorithm on real datasets is shown in Sect. 6. Comparisons with other partitioning methods are also shown in these last two sections. We conclude with a few thoughts and a discussion in Sect. 7.

## 2 Consensus clustering

Throughout the paper the data will be denoted by $S = \{x_1, \ldots, x_n\} \subset \mathbb{R}^p$, where $x_i$ represents a $p$-dimensional vector, for $i = 1, \ldots, n$ and $n \geq 2$. As mentioned in Sect. 1, this paper focuses on *crisp* partitions of the data. Consider a particular partitioning clustering technique run $R$ times on the data $S$. The agreement among the several runs of the algorithm is based on the *consensus matrix* $C$. This is a $n \times n$ symmetric matrix whose entries $\{C_{ij}, i, j = 1, \ldots, n\}$ represent the proportion of runs
in which elements \( x_i \) and \( x_j \) of \( S \) fall in the same cluster. Let \( r \) represent a specific run of the clustering algorithm, \( r = 1, \ldots, R \), and let \( C_r = (c_{ij}^r) \) be the associated \( n \times n \) symmetric binary matrix with entries given by \( c_{ij}^r = 1 \) if \( x_i \) and \( x_j \) belong to the same cluster, and \( c_{ij}^r = 0 \), otherwise, \( i, j = 1, \ldots, n \). The consensus matrix \( C \) is then the \( n \times n \) symmetric matrix with entries defined by \( C_{ij} = \sum_{r=1}^{R} c_{ij}^r / R \), \( i, j = 1, \ldots, n \). The entry \( C_{ij} \) is known as consensus index. Obviously, the diagonal entries are given by \( C_{ii} = 1 \), for \( i = 1, \ldots, n \). Clusters can also be defined using graph theory by considering the graph \((V, E)\) whose vertices are given by the elements \( x_i \in S \). The set of edges \( E \) is defined by connecting each pair of elements sharing some common features or properties. A clustering configuration with \( K \) clusters consists in an undirected graph with \( K \) connected components. The single consolidated clustering with \( K \) final clusters obtained by consensus clustering are the \( K \) connected components of the consensus graph (Murua et al. 2008), that is, the graph over the observations with an edge between any pair of elements that belong to the same cluster in the majority of the configurations. The majority concept is tied to the consensus index defined above.

### 3 The determinantal point process

Keeping the notation from the previous section, a DPP is a probability measure on \( 2^S \) that assigns the probability

\[
P(Y) = \frac{\det(L_Y)}{\det(L + I_n)},
\]

(1)

to any subset \( Y \in 2^S \), where \( L \) is a \( n \times n \) real, symmetric and positive semidefinite matrix that measures similarity between all pairs of elements of \( S \); \( L_Y \) is the principal submatrix of \( L \) whose rows and columns are indexed by \( Y \), i.e., \( L_Y = (L_{ij})_{i,j \in Y} \); and \( I_n \) is the \( n \times n \) identity matrix. If \( Y \) is the random variable that represents the subset selected from \( 2^S \), then we write \( Y \sim DPP_{S}(L) \) for the corresponding determinantal process. The matrix \( L \) is known as the kernel matrix of the (Kulesza and Taskar 2012; Kang 2013; Hafiz Affandi et al. 2014). It can be shown (Kulesza and Taskar 2012) that \( \det(L + I_n) = \sum_{Y \subset 2^S} \det(L_Y) \), hence (1) does indeed define a probability mass function over all subsets in \( 2^S \). This definition states restrictions on all the principal minors of the kernel matrix \( L \), denoted by \( \det(L_{Y}) \). Indeed, as \( P(Y = Y) \propto \det(L_Y) \) represents a probability measure, we have \( \det(L_{Y}) \geq 0 \), for any \( Y \subseteq S \). This implies that any symmetric positive semidefinite matrix can be taken as kernel matrix \( L \), where its eigenvalues are such that \( \lambda_i(L) \geq 0 \), for every \( i = 1, \ldots, n \).

Determinants have a well-known geometric interpretation. Because \( L \) is positive semidefinite, it can be decomposed as \( L = B^T B \), where \( B \) is a \( m \times n \) matrix. Denoting the columns of \( B \) by \( B_i \), for \( i = 1, \ldots, n \), we have

\[
P(Y = Y) \propto \det(L_Y) = \text{Vol}^2 (\{B_i\}_{i \in Y}),
\]

(2)

where \( \text{Vol}^2 \) represents the squared volume of the parallelepiped spanned by the columns of \( B \) corresponding to elements in \( Y \). The columns of \( B \) can be interpreted as feature vectors describing the elements of \( S \) and, therefore, \( L \) measures similarity.
Determinantal consensus clustering using dot products between feature vectors. As the dot product is the most natural similarity measure between vectors, it establishes a connection with the well-known kernel-based methods. Kernels are widely used to describe and quantify how any two objects are related. They have been widely used in pattern analysis, like classification and clustering (Howley and Madden 2006). By (2), we can see that the probability assigned by a DPP to a subset $Y$ is related to the volume spanned by its associated feature vectors: sets composed of very diverse elements have higher probabilities, because their feature vectors are more orthogonal, and span larger volumes.

Methods based on “sum-of-squares” have proved to be effective for datasets with ellipsoidal clustered structures (Jain and Dubes 1988). However, if the boundaries that separate clusters are non-quadratic, these methods will fail to generate an effective clustering configuration. One of the several approaches to deal with this problem consists in nonlinearly transforming the data into a high-dimensional feature space, so that clustering analysis can be conducted in this feature space, constructing an optimal separating hyperplane (Vapnik 1995; Girolami 2002; Murua et al. 2008). Kernel-based methods calculate a similarity measure between each pair of elements on the feature space to afterwards use algorithms that only need the value of this measure (Schölkopf et al. 2004).

The choice of an appropriate kernel function $\kappa(x_i, x_j)$, for all $x_i, x_j \in S$, is a critical step in the application of any kernel-based method. Kernel functions are often considered measures of similarity, since a higher kernel value represents a higher correlation in the feature space. Therefore, for the DPP established in (1), we will use $L = (\kappa(x_i, x_j))_{i,j=1}^n$. There is no rule or consensus about the choice of the most suitable kernel function for a particular problem (Howley and Madden 2006). In the absence of expert knowledge, a common choice is the Radial Basis Function (RBF) kernel (or Gaussian kernel):

$$\kappa(x_i, x_j) = \exp\left(-\|x_i - x_j\|^2/(2\sigma^2)\right), \quad (3)$$

where the scale parameter $\sigma$, known as the bandwidth of the kernel, represents the relative spread of the distances $\|x_i - x_j\|$. Here, the distance $\|x_i - x_j\|$ represents the Euclidean distance between $x_i$ and $x_j$, a common choice for the RBF. This kernel can be interpreted as a scaled measure of similarity between $x_i$ and $x_j$. It has been extensively used and studied in machine and statistical learning applications (Girolami 2002). So we have chosen it for building the similarity matrix $L$ of the DPP. The computation of the RBF kernel requires the estimation of the bandwidth parameter $\sigma$. Most of the literature considers $\sigma$ as a parameter that can be estimated by observed data (Murua and Wicker 2014). Inspired by Blatt et al. (1996) and Blatt et al. (1997), we estimate $\sigma^2$ by the average of all pairwise squared Euclidean distances, i.e.,

$$\hat{\sigma}^2 = 2 \sum_{i < j} \|x_i - x_j\|^2/(n(n - 1)). \quad (4)$$

The authors justify the use of the average to estimate $\sigma^2$ based on local structure of the data and identification of high-density regions in the data space. Other methods of
estimating the bandwidth parameter can be found in the literature. Murua et al. (2008) do not consider \(\sigma\) as fixed and propose an adaptive bandwidth selection procedure, where \(\sigma\) depends on the data points. They explore the relationship between Potts model and kernel density estimation, building an algorithm based on Markov Chain Monte Carlo methods to obtain a Bayesian estimate of \(\sigma\). Murua and Wicker (2014) consider \(\sigma\) as fixed and obtain its Bayesian estimate based on the Wang–Landau algorithm (Wang and Landau 2001). Sejdinovic et al. (2013) refer the median of the pairwise Euclidean distances as a common choice. However, Chaudhuri et al. (2017) demonstrate that the use of the average and the median of Euclidean distances to estimate \(\sigma\) produce similar clustering results for the majority of situations. They justify the use of the average distances by its simplicity and fast computation even when the dataset is large. We decided to use the average for the same reasons.

To explore the sensitivity of the clustering configuration to the parameter \(\sigma\), we decided to introduce a tuning parameter \(s > 0\), which will be estimated heuristically by simulation in Sect. 4.2. With the bandwidth estimate given by (4) and the tuning parameter \(s\), the RBF kernel in (3) will be adjusted to

\[
\kappa(x_i, x_j) = \exp \left( -\|x_i - x_j\|^2 / (2s\hat{\sigma}^2) \right).
\] (5)

4 Consensus DPP

In this section we develop a partitioning clustering algorithm that will be run \(R\) times over the set \(S\), in order to obtain a consolidated clustering configuration by consensus clustering. To build a consensus clustering, any partitioning clustering method can be chosen. We propose the use of determinantal point processes as the partition generating algorithm. The algorithm is also based on a Voronoi diagram as described next.

Voronoi diagrams support many clustering techniques (Aurenhammer 1991), such as the \(k\)-means and \(k\)-medoids algorithms, for example. A Voronoi diagram refers to a partition of the space into several cells or regions, based on a subset of elements that are called generator points, or simply generators. Each cell includes only one generator and all the space points that are closer to that generator than to any other generator. For a formal definition of Voronoi diagram, see for example (Okabe et al. 2000).

Let \(\mathcal{P} = \{p_1, \ldots, p_K\} \subseteq S\) be the generator set of the Voronoi diagram. For each \(x \in S\), let \(p_x = \{p_k : \|x - p_k\| \leq \|x - p_j\| \text{ for all } j = 1, \ldots, K\}\) be the set of nearest-generator points to \(x\). In most cases, \(p_x\) is just a singleton. But in rare occasions, \(p_x\) might contain more than one generator point. Due to this latter case, we define \(p_x^*\) as a uniform draw from \(p_x\). In the case of a singleton the draw is always the unique generator point in the singleton. Hence, without loss of generality, we consider the \(p\)-dimensional Voronoi polyhedron associated with \(p_i, i = 1, \ldots, K\) as the region defined by

\[
V(p_i) = \{x \in S : p_x^* = p_i\}.
\]

The set \(\mathcal{V}(\mathcal{P}) = \{V(p_1), \ldots, V(p_K)\}\) is said to be the \(p\)-dimensional Voronoi diagram generated by \(\mathcal{P}\). We call \(p_i\) the generator or generator point of the \(i\)th Voronoi
polyhedron. The Voronoi diagram is a partition of the data \( S \), and hence a clustering of the data. In order to obtain a Voronoi diagram, one needs to select the set of generators. We proposed using a determinantal point process rather than a classical random sampling for this step. We conjecture that sampling from a DPP for Voronoi generators is more efficient than sampling generator points uniformly at random as it is usually done in PAM. Our experiments in Sect. 4.2 corroborate this belief.

Ben Hough et al. (2006) and Kulesza and Taskar (2012) present an efficient scheme to sample from a DPP. The algorithm is based on the following observations. Let \( L = \sum_{i=1}^{n} \lambda_i(L) v_i v_i^T \) be an orthonormal eigendecomposition of \( L \). For any set of indexes \( J \subseteq \{1, 2, \ldots, n\} \), define the subset of eigenvectors \( V_J = \{ v_i : i \in J \} \), and the associated matrix \( K_J = \sum_{i,j \in J} v_i v_j^T \). It can be shown that the matrix \( K_J \) defines a so-called elementary DPP which we denote by \( \text{DPP}(K_J) \). It turn out that the \( \text{DPP}_S(L) \) is a mixture of all elementary DPP given by the index sets \( J \). That is

\[
\text{DPP}_S(L) = \left[ \sum_J \text{DPP}(K_J) \prod_{i \in J} \lambda_i(L) \right] / \det(L + I_n)
\]

The mixture weight of \( \text{DPP}(K_J) \) is given by the product of the eigenvalues \( \lambda_i(L) \) corresponding to the eigenvectors \( v_j \in V_J \), normalized by \( \det(L + I_n) = \prod_{i=1}^{n} [\lambda_i(L) + 1] \). Sampling can be realized by first selecting an elementary DPP, \( \text{DPP}(K_J) \), with probability equal to its mixture component weight, and then, in a second step, sampling \( Y \sim \text{DPP}(K_J) \). In particular, it can be shown that in this case, necessarily \( \text{card}(Y) = \text{rank}(K_J) \), where for any set \( A \), \( \text{card}(A) \) denotes the number of elements in the given set \( A \).

For the purpose of consensus clustering and the construction of the consensus matrix with entries defined in Sect. 2, we will consider \( R \) runs of the sampling algorithm of Ben Hough et al. (2006) and Kulesza and Taskar (2012). The sampling of the \( R \) sets is done from the DPP with associated kernel matrix \( L \) constructed with the RBF kernel in (5). This yields \( R \) generator sets \( \{P_r\}_{r=1}^{R} \). For each generator set, we construct a \( p \)-dimensional Voronoi diagram \( V(P_r) \) based on the similarities given by \( L \). The binary matrix \( C_r \) introduced in Sect. 2 has an entry \( c_{ij}^r = 1 \) if and only if the points \( x_i \) and \( x_j \) fall in the same Voronoi cell, \( r = 1, \ldots, R \). The corresponding consensus matrix \( C \) is finally given by the average of all the matrices \( C_r \) over the \( R \) runs, \( r = 1, \ldots, R \).

The consensus matrix represents the proportion of runs in which two elements \( x_i \) and \( x_j \) of \( S \) belong to the same cluster. The consolidated clustering configuration is obtained by a thresholding procedure. If \( C_{ij} \geq \theta \), with \( 0 \leq \theta \leq 1 \), points \( x_i \) and \( x_j \) are defined as “friends” and then included in the same final cluster (Blatt et al. 1996). Moreover, all mutual friends (including friends of friends, etc.) are assigned to the same cluster. It can be shown that this is equivalent to finding the connected components of the consensus graph introduced in Sect. 2 (Murua et al. 2008). For each threshold \( \theta \), finding the connected components is of order \( O(n \log n) \) (Murua and Wicker 2014).

The choice of the threshold is not an easy task. Although a value of \( \theta = 0.5 \) makes sense most of the time, it might not be the optimal choice. In fact, choosing a fixed and unique threshold does not necessarily give the best clustering results (Murua and
Wicker 2014). Changing the threshold yields different clustering results. Many of those clusterings are worth exploring. Murua and Wicker (2014) consider all threshold values from the set of all different observed consensus indexes $C_{ij}$ (see Sect. 2). If there are $t$ different consensus indexes, we will have a collection of $t$ thresholds $\theta_1, \theta_2, \ldots, \theta_t$. For each threshold $\theta_i, i = 1, \ldots, t$, a consolidated clustering configuration with $K(\theta_i)$ clusters is obtained. If $\theta_i = 0$, we obtain a graph with $K(0) = 1$ cluster, that is, $S$. If $\theta_i = 1$, we obtain a graph with $K(1) = n$ clusters; that is, each element of $S$ is an isolated point and form a singleton cluster of size one. In general, clustering configurations with one cluster or $n$ clusters are of no interest. Therefore, thresholds $\theta_i$ that are too low or too large are not relevant. We adopt a mixed strategy between choosing a predetermined fixed threshold (Blatt et al. 1996) and studying a sequence of interesting thresholds (Murua and Wicker 2014). We consider a sequence of $t$ predetermined thresholds $\theta_1, \theta_2, \ldots, \theta_t$ that are above a certain minimum threshold $\tau$. The value of $\tau = 0.6$ has been determined through simulations. These are reported in Sect. 4.2.

A given sequence of increasing thresholds $\theta_1 < \theta_2 < \cdots < \theta_m$, gives rise to hierarchical cluster partitions. The associated consolidated matrices $C^{(1)}, \ldots, C^{(m)}$ are nested in the sense that when $s < t, C^{(s)}_{ij} \geq C^{(t)}_{ij}$ for all pairs $(i, j) s,t = 1, \ldots, m$. This holds because if $C^{(t)}_{ij} = 1$, the proportion of times that the points $x_i$ and $x_j$ appear together in a partition is at least $\theta_t$. Since $\theta_s \leq \theta_t$, necessarily $C^{(s)}_{ij} = 1$ as well. Similarly, if $C^{(s)}_{ij} = 0$, then necessarily $C^{(t)}_{ij} = 0$. This property of the consolidated matrices implies that the consensus partitions are also nested. The proof of this result is given in the “Appendix”.

We are not interested in a clustering configuration with too many small clusters. We impose a minimal size for each cluster, accepting only clustering configurations with cluster sizes larger than that minimal value. For the establishment of the minimal size, we decided to take a classical approach, inspired by the “square-root choice” for the number of bins of a histogram, $\sqrt{n}$. However, we also consider a more general case that eliminates all clusters with less than $n^a$ elements for a predetermined power $a \in (0, 1)$. The optimal value of the power $a$ depends on various considerations such as the data size, the data dimension, and the number of clusters. We have studied it through the simulations reported in Sect. 4.2. In summary, we examine all the $t$ consolidated clustering configurations obtained with all the different considered thresholds $\theta_1, \theta_2, \ldots, \theta_t$. If one configuration does not satisfy the minimal cluster size criterion, we merge each small cluster with its closest “large” cluster, according to the following procedure: select the component $V$ that has the smallest cluster size $< n^a$; find the pair of indexes $(i^*, j^*) \in \{1, \ldots, n\}$ that satisfies $C_{i^*, j^*} = \max\{C_{ij} : x_i \in V, x_j \notin V\}$; merge the component $V$ to the component that includes $x_{j^*}$; repeat the merging procedure until there are no more connected components with cluster size smaller than $n^a$. This procedure is similar to single-linkage (Ao et al. 2005; Bien and Tibshirani 2011) because this latter merges two clusters based on a minimal distance or maximum similarity. We adopted this single linkage-like procedure instead of complete or average linkage, due to the nature of our consensus clustering which looks for connected components on a graph. As explained above, these are sets of
points that can be joined by a path formed by pairs of points that appear together with a high enough frequency given by a particular threshold. Our merging of a small cluster with a larger one corresponds to descending through the space of thresholds until a path linking the small cluster to the larger one is found.

As mentioned above, the choice of the power $a$, the minimum threshold $\tau$, and the number $R$ of runs of our clustering algorithm, have been determined via simulation (see Sect. 4.2).

4.1 Choosing an optimal clustering

There is a vast literature on measuring the quality and the validity of a clustering configuration. Hennig (2019) gives a nice survey of current available cluster validity measures. We decided to use an internal kernel-based validity measure that only depends on the kernel matrix $L$. Consider the RBF kernel $\kappa(x_i, x_j)$ defined by (3).

The mean scattering induced by the kernel on the data (Vert et al. 2004; Fan et al. 2010), $V_S$, is the average Euclidean distance between the transformed points and the mean of the transformed points. Details on its computation and the computation of the other quantities given in this section can be found in the “Appendix”.

Let $\mathcal{V} = \{V_1, \ldots, V_K\}$ be a clustering configuration with $K$ clusters. Also, let $n_k$ be the size of cluster $V_k$, and let $J_k = \{i : x_i \in V_k\}$, $k = 1, \ldots, K$. As with the mean scattering, the kernel induced scattering $W_{V_k}$ within each cluster $V_k$ is the mean distance in the transformed space between the points in cluster $V_k$ and the corresponding cluster mean (Fan et al. 2010). The average within cluster scattering associated with clustering configuration $\mathcal{V}$ is defined as $W_{\mathcal{V}} = \sum_{k=1}^{K} W_{V_k} / (K V_S)$. To measure the total scattering between clusters, one considers the distance between cluster means in the transformed space $B^2(V_i, V_j) = [B(V_i, V_j)]^2$, and $B_{\mathcal{V}} = (B_{\max} / B_{\min}) \sum_{i=1}^{K} \sum_{j=1}^{K} [B^2(V_i, V_j)]^{-1}$, where $B_{\max} = \max_{(i,j)} B^2(V_i, V_j)$, and $B_{\min} = \min_{(i,j)} B^2(V_i, V_j)$. A simple measure of quality of the clustering configuration is the kernel-based validation index (Fan et al. 2010)

$$KV_{VI_{\mathcal{V}}} = \alpha W_{\mathcal{V}} + B_{\mathcal{V}},$$

where $\alpha$ is a tuning parameter that Fan et al. (2010) set to the value of $B_{\mathcal{V}}$ associated with the largest clustering size $K$ among those clustering configurations being considered. The optimal clustering configuration among the set of all retained clustering configurations is the one that minimizes (6). The steps of the consensus clustering algorithm presented in this section are summarized in Algorithms 1 below and Algorithm 2 of the “Appendix”. Algorithm 2 gives an efficient scheme to sample $Y \sim DPP_{\mathcal{S}}(L)$ and is found in Kulesza and Taskar (2012, Page 145). We adapted it using the notation of our paper. Algorithm 1 permits to obtain a set of $t$ clustering configurations, where each configuration is built from each threshold $\theta_1, \theta_2, \ldots, \theta_t$ applied to the consensus matrix $C$. This matrix is obtained after running Algorithm 2 $R$ times. The optimal clustering configuration is the one among the $t$ clustering configurations that minimizes the kernel-based validation index defined in (6).
Algorithm 1: Consensus DPP

Input: $n \times n$ kernel matrix $L$

$C \leftarrow (0)_{i,j=1}^n$

for $r = 1$ to $R$ do

$P \leftarrow Y_r$ from Algorithm 1

$M_{P} \leftarrow (0)_{i,j=1}^n$

for $i = 1$ to $n$ do

$C_r \leftarrow (0)_{i,j=1}^n$

for $j = 1$ to $n$ do

if $M_{P}[i] = M_{P}[j]$ then

$C_r[i,j] \leftarrow 1$

end

end

end

$C \leftarrow C + C_r$

end

$C \leftarrow C / R$

thresholds $\leftarrow$ values in $C$ greater than 0.6

$V \leftarrow \{1, 2, \ldots, n\}$

foreach $\theta \in$ thresholds do

undirected graph $G = (V, E)$

for $i = 1$ to $n - 1$ do

if $C[i,j] > \theta$ then

$E \leftarrow E \cup$ edge $(i, j)$

end

end

$\mathcal{V}(P) \leftarrow$ connected components of $G$

if any component of $\mathcal{V}(P)$ has size less than $n^a$ then

repeat

select component $\mathcal{V} \in \mathcal{V}(P)$ that has the smallest size

select $C^*_{ij} = \max\{C_{ij} : x_i \in \mathcal{V}, x_j \notin \mathcal{V}\}$ from $C$

merge $\mathcal{V}$ with component that includes $x_j$ corresponding to $C^*_{ij}$

until no component of $\mathcal{V}(P)$ has size less than $n^a$

end

end

$CC \leftarrow$ set of $\text{card(thresholds)}$ clustering configurations

Compute $KV_{I_V}$ measure for each clustering configuration $\mathcal{V}(P) \in CC$

Output: select clustering configuration $\mathcal{V}(P)^*$ with smallest $KV_{I_V}$

4.2 Setting appropriate consensus DPP parameters

In this section, we will conduct simulations to choose the tuning parameters of the proposed clustering method. These are (i) the tuning parameter $a$ for the minimal size of clusters $n^a$; (ii) the number $R$ of sufficient runs of the clustering algorithm; (iii) the inferior limit $\tau$ for the threshold range to obtain the consolidated clustering.
configurations; and (iv) the tuning parameter $s$ in (5) for the sensitivity of the bandwidth parameter $\hat{\sigma}^2$.

**Data generation.** The simulated data were generated with the algorithm of Melnykov et al. (2012). This generates datasets from $p$-variate Gaussian mixtures with $K$ components, $\sum_{k=1}^{K} \pi_k \phi_p(\cdot; \mu_k, V_k)$, where $\phi_p$ denotes the $p$-variate normal density. The mean vectors of the components, $\{\mu_1, \ldots, \mu_K\}$, are obtained as $k$ independent realizations from a uniform $p$-variate unit hypercube. The covariance matrix of each component, $V_k$, is obtained as a realization from the $p$-variate standard Wishart distribution with $p + 1$ degrees of freedom. The mixing proportions $\pi_k$ are generated from a Dirichlet distribution on the standard $K - 1$ simplex, so that $\sum_{k=1}^{K} \pi_k = 1$. The number of elements generated from each component is obtained from the multinomial distribution based on the mixing proportions.

The algorithm allows to control the *pairwise overlap* between two components, which measures the interaction between components, and controls the clustering complexity of datasets simulated from the mixtures. For the purposes of our study, we focus on low pairwise overlap cases, as the notion of clustering itself becomes less meaningful as the overlap degree between clusters becomes large. An average overlap of 0.4 is considered extreme while an average overlap of 0.001 is considered very low (Melnykov et al. 2012). We fix a maximum pairwise overlap of 0.01 between any two components. The values of the pairwise overlap were then generated uniformly at random taking into account this constraint. Moreover, the data were obtained from mixtures with ellipsoidal covariance matrices, and unequal number of elements per component.

We studied the effect of three variables on the clustering results. These are the number of observations per dataset $n \in \{150 \text{ (low)}, 500 \text{ (medium)}, 1500 \text{ (large)}\}$; the number of variables per dataset $p$: low ($2 \leq p \leq 7$), medium ($8 \leq p \leq 12$) and large ($13 \leq p \leq 20$); and the number of components or clusters per dataset $K$: low ($2 \leq K \leq 5$), medium ($6 \leq K \leq 10$) and large ($11 \leq K \leq 20$). The values of $p$ and $K$ were chosen randomly in each case once the level (low, medium or large) was chosen. The three categories generate a $3^3$ factorial design with 27 experimental conditions. To simulate data for this factorial design, we ensured that no cluster with a small number of elements was present in the simulated datasets. This was done because, according to the merging procedure described in Sect. 4, small clusters would be inevitably merged with a larger cluster. This consideration results in simulated data with more or less balanced clusters. However, as it is impossible to simulate a dataset with a low number of observations ($n = 150$) and a large number of clusters ($11 \leq K \leq 20$) that contains no cluster with a small number of elements, this case has been excluded from our analysis. Therefore, we only consider 24 experimental conditions of the $3^3$ factorial design, generating 10 datasets per condition, obtaining a total of 240 datasets. We will refer to the 24 experimental conditions as the 24 experimental scenarios, or scenarios, for short.

**Measuring the quality of the clustering.** In order to measure the quality of the clustering results we use the Adjusted Rand Index (ARI), which is a common measure of goodness-of-fit in the clustering literature (Yeung et al. 2001; Murua and Wicker 2014). The ARI was first introduced by Rand (1971) and later adjusted for randomness...
by Hubert and Arabie (1985). It is a measure of agreement between two clustering configurations. The original Rand Index counts the proportion of elements that are either in the same clusters in both clustering configurations or in different clusters in both configurations. The adjusted version of the Rand Index corrected the calculus of the proportion, so that its expected value is zero when the clustering configurations are random. The larger the ARI, the more similar the two configurations are, with the maximum ARI score of 1.0 indicating a perfect match.

We will also use the relative difference in the estimated number of clusters and the true number of clusters \(RN = (\sqrt{\hat{G}} - \sqrt{G})/\sqrt{G}\), where \(\hat{G}\) is the estimated number of clusters and \(G\) is the true number of clusters (Muñoz and Murua 2018). Here, small absolute values of RN are preferred and, therefore, the absolute value of RN will be used as another measure of clustering quality.

Results. For each of the ten replicas associated with one of the 24 scenarios, we run consensus DPP with \(R = 1000\), and \(a \in \{1/4, 1/3, 1/2, 2/3\}\). To obtain the consolidated clustering configurations with the thresholding procedure, we set the threshold to a unique fixed value in \{0.4, 0.5, 0.6, 0.7, 0.8, 0.9\}. The quality of each clustering configuration associated with each threshold was assessed with the ARI criterion, after the first 10, 50, 100, 200, 300, 500, 700, 900 and 1000 runs. As each case is evaluated on the ten replica datasets of a particular scenario, the ARIs were averaged over the ten runs. For the choice of the optimal clustering, we used the kernel-based validation index, defined in (6).

From the results (not shown here) we observe a relative stability of the ARI mean values for most of the cases. Also, setting \(a = 1/2\) for the minimal cluster size criterion of the merging procedure seems a reasonable choice, which corresponds to the classic choice of \(\sqrt{n}\). With respect to the number of runs required to achieve a good clustering fit, the simulations show that a number of runs between 50 and 200 is adequate. As the best results are obtained most of the times with 200 runs, we adopt \(R = 200\). The choice of the inferior limit \(\tau\) for the range of thresholds depends slightly on the experimental scenario. The optimal values of \(\tau\) are larger for datasets with a large number of clusters. In this scenario, values of 0.7–0.9 are preferred. For the other cases, the optimal value hovers around 0.5. In order to recommend a unique value, we took the average among the optimal values of \(\tau\) for each scenario. This yielded \(\tau = 0.6\).

To evaluate the sensitivity of the bandwidth parameter \(\hat{\sigma}^2\) through the tuning parameter \(s\) in (5), we evaluate the ARI criterion as above for every value of \(s \in \{0.5, 0.75, 1, 1.25, 1.5, 2\}\). Following the above observations on the optimal values for \(a\), \(R\) and \(\tau\), for this experiment, we set \(a = 0.5\), \(R = 200\), and \(\tau = 0.6\). The simulation results clearly show that the value of \(s\) has almost no effect on the clustering configurations, nor the corresponding ARI values. Therefore, we decided to fix \(s = 1\) in (5).

We would like to stress that the parameter values chosen as optimal in our study would not necessarily be optimal for all situations. However, they could be taken as good values to start exploring the data at hand.
5 Comparison performance between consensus DPP and PAM

As the choices for $a$, $R$, $\tau$ and $s$ have been fixed, we can now assess the performance of our clustering algorithm. For the evaluation, we use the procedure to simulate data described in the previous section. As a reference, and for comparison purposes, our consensus clustering methodology will not only be applied to clustering configurations generated with DPP, but also to clustering configurations generated by the well-known Partitioning Around Medoids (PAM) method. The PAM method is a classical partitioning technique for clustering introduced by Kaufmann and Rousseeuw (1987). These authors proposed a sequential process to optimally select the initial set of points. In order to simplify the selection process of PAM, several authors have suggested the Voronoi iteration method whose centers are chosen by simple random sampling (Park and Jun 2009; Ibrahim and Harbi 2013; Budiaji and Leisch 2019; Schubert and Rousseeuw 2019). For comparison purposes, we use this latter approach. We select data points centers by simple random sampling, to then apply our consensus clustering methodology to build the final clustering configuration. This procedure, previously introduced in Chen et al. (2009), will be denoted by Consensus Clustering-PAM (CC-PAM). As DPP selects data points centers based on diversity, our goal here is to study how the quality of the clustering configurations depends on diversity at sampling centroids.

To sample points with the CC-PAM procedure, we first sample a number $k$ of Voronoi cells uniformly at random from a finite set of integers $\{1, \ldots, K_{\text{max}}\}$. Then, we sampled uniformly at random $k$ points from the dataset. Although, the sampling is uniform over the subset sizes, and over subsets of the same size, this sampling technique is not really uniform; it favors very large and very small subsets over moderately sized subsets. In fact, the probability of choosing a subset of $k$ points $\{x_{i1}, \ldots, x_{ik}\}$ following this sampling technique is $\left(K_{\text{max}} \binom{n}{k}\right)^{-1}$. Despite this fact, we will refer to this sampling as uniform random sampling.

In what follows, we first compare the performance of DPP and CC-PAM on data with elliptical (Gaussian) clusters. Then, we study the sensitivity of DPP with respect to the kernel chosen to measure similarities between data points. Finally, we compare the performance of DPP and CC-PAM on data with non-Gaussian clusters.

5.1 Gaussian clusters

First, we compare the ARI trajectories of consensus DPP with those of CC-PAM as a function on the number of runs $R$. Figure 1 displays these trajectories considering all experimental scenarios described in the previous section. The trajectories globally reflect the performance of each experimental condition involving the three levels of variables (low, medium and large) and the three levels of clusters (low, medium and large). Observe that due to the diversity in the sampling of data points center, DPP has a jump-start like behavior, requiring very few runs to achieve good clustering configurations. CC-PAM, on the contrary, improves slowly its clustering configurations, and sometimes, even after 1000 runs, it never catches up with consensus DPP.
We can see clear benefits of using DPP as a sampling method for the initial points needed to construct the Voronoi diagrams that define the clustering configurations. However, consensus DPP and CC-PAM yield similar results when the variable dimensions are low. The dimension $p$ seems to play a crucial role in the potential of DPPs to sample with more diversity: there are more possibilities of distinguishing two vectors $x_i, x_j \in \mathbb{R}^p$ in the transformed space $\mathcal{H}$ when the dimension $p$ is already large, since the two vectors are more likely to be projected in very different places. In this case, DPP will sample these two points together more often than uniform random sampling, which will sample any pair of points with the same probability. When $p$ is small, the two vectors have less potential of being very different, and using DPP or CC-PAM should give similar results. DPP offers clear benefits when compared to CC-PAM when $p$ is moderate and large.

To complement the differences between DPP and CC-PAM, we show in Fig. 2 typical histograms of the logarithm of the probability mass function of the DPP, given by (1), for 1000 sampled random subsets, using either the DPP sampling algorithm of Ben Hough et al. (2006) and Kulesza and Taskar (2012), or the uniform random sampling of CC-PAM, for three simulated datasets selected among the 24 experimental scenarios.

The histograms clearly show that DPP selects random subsets with higher and less dispersed probability mass values (likelihood) than uniform random sampling. This explains the observed lower dispersion of the ARI values when sampling is performed with DPP. The higher likelihood of the random subsets sampled by DPP confirms the higher diversity of those subsets. Instead, subsets sampled as in CC-PAM can be highly or poorly diverse: in fact, the associated histograms show very high dispersion in terms of diversity. DPP tends to select points that maintain a high level of diversity at each
Next, we fix $R = 200$ as suggested by the study of the previous section, and compare the performance of consensus DPP and CC-PAM. We have already noted the superiority of consensus DPP when looking at ARI as a measure of clustering quality. But, this time we apply our mixed strategy presented in Sect. 4. That is, we consider a sequence of thresholds $\theta_1, \theta_2, \ldots, \theta_t$ that are above the inferior limit $\tau$. We recall that adopting the strategy of considering a range of thresholds results in a collection of consolidated clustering configurations for each datasets in each scenario. For the choice of the optimal clustering configuration, we use the kernel-based validation index $KVI_V$ in (6). To measure the goodness-of-fit of the optimal clustering configuration we use the ARI and RN measures described earlier. Table 1 displays the ARI means and standard deviations over all 24 scenarios, while Table 2 displays the RN means and standard deviations over all 24 scenarios.

As noted earlier, there is a clear advantage of using DPP over uniform random sampling for the initial points needed to construct the Voronoi diagrams. This is particularly true when the number of variables is moderate to high. When the number of variables is low, the results yielded by DPP and CC-PAM are similar. Another interesting advantage that we observe is that sampling with DPP contributes to reducing the dispersion of the ARI scores, and then produces more stable optimal clustering configurations. Turning now to the RN means of Table 2, the same conclusion applies: sampling with DPP yields better results. The optimal clustering configurations yielded by consensus DPP are associated with estimated number of clusters closer to the true number of clusters than those yielded by CC-PAM. Observe as well, that DPP contributes to the reduction of the variability of the RN values for almost all the cases, as it was already the case with ARI.

### 5.2 Non-Gaussian clusters

In this section, we evaluate the performance of consensus DPP, compared to CC-PAM and $k$-means on data composed of non-Gaussian clusters. The $k$-means algorithm was proposed by Stuart Lloyd in 1957, and later published in Lloyd (1982). It starts with
### Table 1  
ARI means and standard deviations (within parentheses) over all 24 scenarios with consensus DPP and CC-PAM

| Sample size | Method | Number of clusters | Number of variables | Low      | Medium | Large     |
|-------------|--------|--------------------|--------------------|----------|--------|-----------|
|             |        |                    |                    |          |        |           |
|             | DPP    | Low                | 0.95 (0.07)        | 0.92 (0.16) | 0.90 (0.15) |
|             | CC-PAM |                    | 0.90 (0.14)        | 0.93 (0.13) | 0.74 (0.22) |
|             | DPP    | Medium             | 0.92 (0.09)        | 0.94 (0.07) | 0.85 (0.10) |
|             | CC-PAM |                    | 0.98 (0.02)        | 0.83 (0.14) | 0.65 (0.14) |
| n = 150     | DPP    | Low                | 0.95 (0.11)        | 0.95 (0.10) | 0.92 (0.09) |
|             | CC-PAM |                    | 0.77 (0.22)        | 0.86 (0.19) | 0.83 (0.18) |
|             | DPP    | Medium             | 0.95 (0.08)        | 0.98 (0.03) | 0.91 (0.11) |
|             | CC-PAM |                    | 0.96 (0.08)        | 0.90 (0.11) | 0.71 (0.34) |
|             | DPP    | Large              | 0.96 (0.05)        | 0.96 (0.03) | 0.98 (0.02) |
|             | CC-PAM |                    | 0.99 (0.02)        | 0.87 (0.10) | 0.70 (0.15) |
| n = 500     | DPP    | Low                | 0.95 (0.11)        | 0.95 (0.10) | 0.92 (0.09) |
|             | CC-PAM |                    | 0.77 (0.22)        | 0.86 (0.19) | 0.83 (0.18) |
|             | DPP    | Medium             | 0.95 (0.08)        | 0.98 (0.03) | 0.91 (0.11) |
|             | CC-PAM |                    | 0.96 (0.08)        | 0.90 (0.11) | 0.71 (0.34) |
|             | DPP    | Large              | 0.96 (0.05)        | 0.96 (0.03) | 0.98 (0.02) |
|             | CC-PAM |                    | 0.99 (0.02)        | 0.87 (0.10) | 0.70 (0.15) |
| n = 1500    | DPP    | Low                | 0.91 (0.08)        | 0.89 (0.11) | 0.90 (0.10) |
|             | CC-PAM |                    | 0.66 (0.26)        | 0.74 (0.18) | 0.76 (0.26) |
|             | DPP    | Medium             | 0.96 (0.04)        | 0.99 (0.01) | 0.88 (0.15) |
|             | CC-PAM |                    | 0.98 (0.02)        | 0.99 (0.01) | 0.96 (0.06) |
|             | DPP    | Large              | 0.97 (0.04)        | 0.96 (0.05) | 0.96 (0.02) |
|             | CC-PAM |                    | 0.93 (0.12)        | 0.90 (0.17) | 0.69 (0.35) |

### Table 2  
RN means and standard deviations (within parentheses) over all 24 scenarios with consensus DPP and CC-PAM

| Sample size | Method | Number of clusters | Number of variables | Low      | Medium | Large     |
|-------------|--------|--------------------|--------------------|----------|--------|-----------|
|             |        |                    |                    |          |        |           |
|             | DPP    | Low                | 0.03 (0.06)        | 0.04 (0.08) | 0.04 (0.06) |
|             | CC-PAM |                    | 0.04 (0.08)        | 0.03 (0.08) | 0.09 (0.12) |
|             | DPP    | Medium             | 0.03 (0.05)        | 0.02 (0.03) | 0.04 (0.04) |
|             | CC-PAM |                    | 0.00 (0.00)        | 0.08 (0.08) | 0.17 (0.07) |
| n = 150     | DPP    | Low                | 0.05 (0.13)        | 0.04 (0.13) | 0.04 (0.08) |
|             | CC-PAM |                    | 0.23 (0.21)        | 0.08 (0.11) | 0.13 (0.17) |
|             | DPP    | Medium             | 0.03 (0.06)        | 0.02 (0.05) | 0.04 (0.07) |
|             | CC-PAM |                    | 0.02 (0.06)        | 0.05 (0.06) | 0.16 (0.20) |
|             | DPP    | Large              | 0.02 (0.02)        | 0.02 (0.03) | 0.01 (0.01) |
|             | CC-PAM |                    | 0.01 (0.01)        | 0.06 (0.06) | 0.14 (0.06) |
| n = 500     | DPP    | Low                | 0.11 (0.13)        | 0.16 (0.21) | 0.18 (0.22) |
|             | CC-PAM |                    | 0.50 (0.40)        | 0.37 (0.28) | 0.44 (0.50) |
|             | DPP    | Medium             | 0.02 (0.04)        | 0.00 (0.00) | 0.16 (0.21) |
|             | CC-PAM |                    | 0.01 (0.03)        | 0.00 (0.00) | 0.03 (0.08) |
|             | DPP    | Large              | 0.02 (0.02)        | 0.02 (0.03) | 0.01 (0.03) |
|             | CC-PAM |                    | 0.03 (0.06)        | 0.04 (0.07) | 0.14 (0.16) |
an initial set of $k$ means, representing $k$ clusters. It assigns each observation to the corresponding Voronoi cell or cluster given by the corresponding closer mean among the $k$ means. Once all observations are assigned, the mean vectors of all Voronoi cells are updated, and the process is repeated until there is no change in the means. However, the popular methods for choosing the initial set of $k$ means, such as Forgy (Forgy 1965), Random Partition (Pena et al. 1999) and Maximin methods (Gonzalez 1985; Katsavounidis et al. 1994), result often in cluster configurations with a low clustering quality (Celebi et al. 2013). For that reason we decided to work with the $k$-means++ algorithm (Arthur and Vassilvitskii 2007), a popular choice mentioned by several authors (Capó et al. 2017; Fränti and Sieranoja 2019) that avoids the poor quality results of the traditional methods for choosing the initial means. It is based on a simple probabilistic technique. For the consensus clustering with $k$-means, we proceed as follows: we first sample a number $k$ of Voronoi cells uniformly at random from a finite set of integers $\{1, \ldots, K_{\text{max}}\}$. Then we run $k$-means++ to obtain an initial set of $k$ means. This step consists of (i) selecting the first center at random from the dataset $S$; and (ii) repeating the following two steps until a subset of $k$ centers has been sampled: (a) for each $x \in S$, we compute $dc^2(x)$ the square of the Euclidean distance between $x$ and the closest center among those already sampled; (b) a new center is sampled with probability $dc^2(x)/\sum_{x' \in S} dc^2(x')$. Once the $k$ centers have been chosen, we proceed as in the standard $k$-means algorithm described above. We repeat the selection of $k$ initial means $R = 200$ times, just as we do with consensus DPP and CC-PAM, to afterwards apply our consensus clustering methodology to the clustering configurations. We will denote the whole procedure by Consensus Clustering-$k$-means++ (CC-$k$-means++).

We used the simulated datasets described in Sect. 4.2, which consist in ten replicas of the 24 scenarios described in the same section. Recall that the experimental conditions considered were $n \in \{150 \text{ (low)}, 500 \text{ (medium)}, 1500 \text{ (large)}\}$, $p \in \{5 \text{ (low)}, 10 \text{ (medium)}, 14 \text{ (large)}\}$, and $K \in \{3 \text{ (low)}, 10 \text{ (medium)}, 18 \text{ (large)}\}$. In order to obtain non-ellipsoidal (non-Gaussian) clusters, we selected one of the ten replicas and transformed the data on each of the 24 scenarios with the inverse Box–Cox transformation (Box and Cox 1964). For the power parameter $\lambda$ of the Box–Cox transformation, we selected $\lambda = 1/3$, $\lambda = 1/2$, and $\lambda = 2$. We ran consensus DPP, CC-PAM and CC-$k$-means++ on the transformed data as described above, running five repetitions of each algorithm. We computed the ARI of the five final clustering configurations for each algorithm. Figure 3 shows a barplot of the average ARIs for the case of large datasets ($n = 1500$). Their corresponding standard errors are drawn as segments measuring the average ARI plus and minus one standard error. The results associated to medium ($n = 500$) and small ($n = 150$) datasets are similar and not shown here. There is not much difference in performance when $p$ is small, except when $K$ is also small. In this latter case, DPP appears to perform better than the other two methods. The differences in performance can be seen when $p$ increases, specially when $K$ is large for all three transformations. We can see that CC-$k$-means++ and CC-PAM are more sensible to the complexity of the data, that is, when $p$ and $K$ increase, than DPP. The performance of DPP is pretty stable across all scenarios studied. This DPP behavior is very similar to the one observed in the simulations involving Gaussian clusters (see Table 1).
We also carried out a sensitivity analysis on the consensus DPP methodology. The goal was to study the effect on the quality of the final clustering configuration under different DPP kernels, and under different estimates of the bandwidth. We also investigated the behavior of the kernels on data whose clusters are non-Gaussian, and compare the results with those produced by CC-PAM and CC-k-means++. We considered three kernels: the linear kernel, $\kappa(x_i, x_j) = x_i^T x_j$, and two variants of the $q$-stable kernel (Bilodeau and Nangue 2017), also known as the $q$-Gaussian kernel (Verleysen and François 2005), which is given by $\kappa(x_i, x_j) = \exp\left(- \frac{\|x_i - x_j\|^q}{\sigma^q}\right)$, $q \in (0, 2]$, where $\sigma > 0$ is the kernel bandwidth. The variants considered are the Laplace kernel ($q = 1$), and the Gaussian kernel ($q = 2$). Further details on the simulations and results are given in the “Appendix” (see Fig. 5 of the “Appendix”).

We observed that the linear kernel is not a good option, as it yields the lowest ARI values. The Gaussian kernel is the DPP kernel that shows the highest ARI values. The Laplace kernel yields intermediate results: while some results are comparable to the ARI obtained with the Gaussian kernel, others are clearly inferior (specially when $K$ is small). We also observed that DPP with Gaussian kernel is very stable across data with very different cluster shapes. Overall, DPP with the Gaussian kernel performs better than CC-PAM and CC-k-means++. The choice of kernel does have an effect in the DPP results. If chosen correctly, consensus clustering with DPP has the potential to outperform other methods across different data scenarios. An advantage of DPP
Table 3  Selected datasets from the UCI and openML repositories

| Dataset     | n    | K | p  | Dataset     | n    | K | p  |
|-------------|------|---|----|-------------|------|---|----|
| Iris        | 150  | 3 | 4  | Forest      | 198  | 4 | 27 |
| OliveOil    | 572  | 9 | 8  | Breast      | 569  | 2 | 30 |
| Ecoli       | 327  | 5 | 7  | Synthetic   | 600  | 6 | 60 |
| Bank        | 1372 | 2 | 4  | Lung cancer | 181  | 2 | 12,533 |
| Colposcopy  | 287  | 3 | 62 | Yeast Cycle | 384  | 5 | 17 |

is that depending on the data at hand, the kernel can be chosen accordingly. This is demonstrated in the next section with an application to document clustering.

6 Application to real data

In this section we proceed to evaluate the performance of consensus DPP versus CC-PAM on real datasets. The datasets were obtained from the UCI Machine Learning Repository (Dua and Graff 2017) and OpenML website (Vanschoren et al. 2013), two well known databases in the Machine Learning community for clustering and classification problems. Table 3 shows the selected real datasets and some of their features: $n$ = number of observations, $K$ = number of clusters, $p$ = number of variables (i.e., data dimension).

Following the recommendations in Bicego and Baldo (2016) and Xuan et al. (2013), and due to its strongly unbalanced nature, the Ecoli dataset was transformed using the Box–Cox transformation procedure. Moreover, the original dataset contains $n = 336$ observations with $K = 8$ clusters, but two clusters have only 2 observations, and a third cluster has only 5 observations. These clusters were removed from the data. The Breast and Lung Cancer datasets were also transformed using the Box–Cox transformation. We note that transforming the data is a common procedure for DNA microarray data (Thygesen and Zwinderman 2004). The Bank dataset has only two clusters, even though it contains $n = 1372$ observations. So using $\sqrt{n} \approx 37$ as a minimal cluster size in the cluster merging stage of the consensus procedure is not optimal. We note that our experiments to select the appropriate parameters for consensus DPP hinted at larger values of the power $a$ when the number of clusters is small. Hence, for these data, we used $n^{2/3} \approx 124$ as the minimal cluster size.

For each dataset, we performed $R = 200$ runs of consensus DPP. The procedure was repeated ten times. For the choice of the optimal clustering configuration, we use the kernel-based validation index $KVI_V$ defined in (6). To measure the goodness-of-fit of the optimal clustering configuration we use the ARI and RN measures. We compare the consensus DPP results to those obtained with the application of our consensus clustering methodology to random initial centers generated as in PAM, $k$-means, and kernel $k$-means algorithms. Our goal is to show the advantages of the DPP diversity at sampling centroids on the quality of clustering configurations.
The PAM algorithm was already mentioned in the study with the simulated datasets of Sect. 5. We denoted by CC-PAM our consensus clustering methodology applied to random initial sets of points generated as in PAM algorithm. Our implementation of the consensus k-means algorithm was described in Sect. 5.2. We denoted it by CC-k-means++. The same consensus clustering procedure was applied with kernel k-means++ with a Gaussian kernel (Schölkopf et al. 1998; Arthur and Vassilvitskii 2007). We used the implementation of kernel k-means++ provided by the command kkmeans of the kernlab package (Karatzoglou et al. 2004) of R. As we did with consensus DPP, the optimal cluster configurations from CC-PAM, CC-k-means++, and CC-kernel-k-means++ were chosen using the kernel-based validation index KVIc criterion defined in (6). The whole procedure was repeated ten times. Table 4 displays the ARI and RN means and standard deviations obtained by applying consensus DPP, CC-PAM and CC-k-means++ to the datasets of Table 3.

We observe that, in general, consensus DPP yields higher ARI values than the three other methods, and contributes to reducing the variability of this measure, as well. That is, consensus DPP produces stable and better clustering configurations. The RN results are more balanced in the sense that there is no major difference between the four

| Dataset         | Measure | DPP     | CC-PAM  | CC-k-means++ | CC-kernel-k-means++ |
|-----------------|---------|---------|---------|--------------|---------------------|
| Iris            | ARI     | 0.91 (0.03) | 0.83 (0.09) | 0.66 (0.05) | 0.73 (0.12)        |
|                 | RN      | 0.03 (0.07) | 0.06 (0.08) | 0.02 (0.05) | 0.02 (0.05)        |
| OliveOil        | ARI     | 0.72 (0.06) | 0.60 (0.11) | 0.68 (0.08) | 0.71 (0.06)        |
|                 | RN      | 0.12 (0.05) | 0.10 (0.07) | 0.11 (0.03) | 0.11 (0.06)        |
| Ecoli           | ARI     | 0.76 (0.02) | 0.66 (0.09) | 0.71 (0.07) | 0.75 (0.02)        |
|                 | RN      | 0.05 (0.06) | 0.14 (0.08) | 0.04 (0.05) | 0.06 (0.05)        |
| Bank            | ARI     | 0.66 (0.09) | 0.53 (0.19) | 0.50 (0.10) | 0.23 (0.03)        |
|                 | RN      | 0.13 (0.12) | 0.25 (0.19) | 0.24 (0.15) | 1.34 (0.11)        |
| Colposcopy      | ARI     | 0.44 (0.09) | 0.42 (0.14) | 0.35 (0.11) | 0.43 (0.10)        |
|                 | RN      | 0.21 (0.09) | 0.15 (0.10) | 0.16 (0.14) | 0.19 (0.14)        |
| Forest          | ARI     | 0.86 (0.05) | 0.70 (0.01) | 0.72 (0.22) | 0.72 (0.05)        |
|                 | RN      | 0.01 (0.04) | 0.13 (0.00) | 0.08 (0.12) | 0.13 (0.05)        |
| Breast          | ARI     | 0.61 (0.05) | 0.50 (0.13) | 0.61 (0.13) | 0.23 (0.06)        |
|                 | RN      | 0.09 (0.12) | 0.13 (0.12) | 0.07 (0.11) | 1.17 (0.16)        |
| Synthetic       | ARI     | 0.69 (0.02) | 0.66 (0.04) | 0.64 (0.01) | 0.62 (0.03)        |
|                 | RN      | 0.09 (0.10) | 0.16 (0.08) | 0.13 (0.07) | 0.19 (0.12)        |
| Lung cancer     | ARI     | 0.89 (0.14) | 0.84 (0.34) | 0.65 (0.42) | 0.03 (0.10)        |
|                 | RN      | 0.09 (0.12) | 0.00 (0.00) | 0.02 (0.07) | 0.11 (0.18)        |
| Yeast Cycle     | ARI     | 0.47 (0.004) | 0.47 (0.03) | 0.44 (0.05) | 0.48 (0.01)        |
|                 | RN      | 0.08 (0.06) | 0.10 (0.04) | 0.03 (0.05) | 0.06 (0.05)        |
methods. This means that all four methods hinted at reasonable number of clusters, but not all got good clustering configurations.

As we also did for the simulated data in Sect. 5, we present in Fig. 4 two typical histograms of the logarithm of the probability mass function of the DPP, given by (1). The datasets in the figure are Iris and Synthetic (see Table 3).

As with simulated datasets, we observe that while subsets sampled at random as in CC-PAM result in histograms with a very high dispersion in terms of diversity, DPP tends to select points that maintain a high level of diversity in each sample. DPP seems to be more consistent and stable than uniform random sampling in ensuring the heterogeneity of the elements forming the subsets.

6.1 An application to text mining

In this section, we consider the task of document clustering. The kernel for this application is not a Gaussian kernel, but a dedicated kernel function for text mining. The kernel matrix $L$ was constructed using a string kernel (Watkins 1999; Herbrich 2001) that measures the similarity between two strings $x$ and $\tilde{x}$ by

$$k(x, \tilde{x}) = \sum_{s \in S} \text{num}_s(x) \text{num}_s(\tilde{x})\lambda_s,$$

where $S$ represents the set of all non empty strings, $\text{num}_s(x)$ represents the number of times the substring $s$ occurs in $x$, and $\lambda_s$ is a decay factor whose value may depend on the properties of $s$, such as its length. In this application we used the so-called $\ell$-spectrum string kernel. This string kernel considers all substrings $s$ of exact length $\ell$ in the collection of string sequences $S$ (that is, the documents being analyzed). In this case $\lambda_s$ is a constant.

The data consist of a sample of 40 text documents selected from the Reuters news data set (Lewis 1997). The sample is available in R in the kernlab package. To evaluate the string kernel, we used the stringdot function, also in the kernlab
Table 5  ARI means and standard deviations (within parentheses) associated with consensus DPP, CC-PAM and CC-kernel-k-means, with the length of the substrings ranging from 2 to 7

| length | DPP      | CC-PAM    | CC-kernel-k-means |
|--------|----------|-----------|-------------------|
| 2      | 0.66 (0.05) | 0.54 (0.10) | 0.20 (0.12)       |
| 3      | 0.77 (0.05) | 0.76 (0.13) | 0.24 (0.08)       |
| 4      | 0.34 (0.08) | 0.50 (0.14) | 0.14 (0.05)       |
| 5      | 0.50 (0.05) | 0.35 (0.13) | 0.02 (0.06)       |
| 6      | 0.42 (0.05) | 0.16 (0.11) | 0.03 (0.03)       |
| 7      | 0.53 (0.08) | 0.44 (0.22) | 0.06 (0.09)       |

For each length, the highest ARI among the three methods is highlighted in bold.

package. The obtained kernel values were normalized to remove any bias introduced by document length. We decided to evaluate the sensitivity of the results according to the length $\ell$ of the substrings $s \in S$. We replicated our consensus DPP algorithm five times, with $R = 200$ runs at each time, and computed the ARI for each replica. For comparison purposes, we applied the same procedure with CC-PAM and CC-kernel-k-means. The results are summarized by the ARI means and the corresponding standard deviations, which can be found in Table 5.

7 Conclusions and discussion

We explored the potential of determinantal point processes as a sampling method for initializing each run of a consensus clustering algorithm. As a probabilistic model of repulsion, it favors diversity within subsets of points. This is in contrast to uniform random sampling, which gives to every point an equal probability of being selected. Our simulations showed that, when compared to uniform random sampling, the use of DPPs results in final clustering configurations with higher and less dispersed quality scores. Applications to real datasets confirm these conclusions.

By using DPPs to generate center point sets for clustering, the consensus clustering does not require a large number of sampled partitions to ensure a high goodness-of-fit score in the final clustering configurations. In fact, a moderate number of ensemble partitions of about 100 or 200 is sufficient. In contrast, uniform random sampling generally requires a larger number of sampled partitions to reach ARI mean values comparable to determinantal consensus clustering.

There is limited literature dealing with experimental designs to choose the initial center points. Maitra (2009) suggest a five-stage procedure that specifies initial values by estimating a large number of potential local modes of the distribution associated with the dataset, so as to choose a representative set of the most separated ones. The first step consists in a dimension reduction obtained with a singular value decomposition, so as to search for local models in one-dimensional spaces. The rationale of this procedure is the same as the one driving DPP, which select a set of initial values while maximizing diversity. However, the multistage nature of Maitra (2009) may be seen as a drawback of the approach. Instead, sampling with DPP is a quicker procedure that does not imply several steps. The information on point diversity is captured in both the kernel and the
repulsive nature of DPP. Also, it is not clear that a set composed of a Cartesian product of univariate local-modes would yield local-modes of the multivariate distribution of the data. Another approach that goes in the same spirit as ours, is the approach of Katsavounidis et al. (1994). A set of points is chosen sequentially as the points that are the further apart from each other, starting with the point with the highest Euclidean norm. While the approach is simple and intuitive, it suffers from major drawbacks, when compared to DPP. First, contrary to DPP, the chosen set of initial points is not random, but deterministic. To introduce randomness within the procedure described by the authors, a resampling procedure such as bootstrap (Efron and Tibshirani 1994) could be used. Second, the distances between vectors are computed in the original space of the points. Therefore, this approach does not benefit from the advantages of the kernel trick. If the separation or relationship between points in the original space are non-linear, computing linear distances between points can give poor results. The kernel trick, typical of kernel methods such as DPP, permits to compute linear distances in a space of a superior dimension, where non-linear relationships of the original space are converted in linear relationships in the transformed space.

Selecting an appropriate threshold during the merging procedure of the determinantal consensus algorithm is essential. Our simulations show that a good strategy consists in choosing a small subset of diverse thresholds among all the possible threshold values given by the observed consensus indexes. The main advantage of this strategy is to speed up the computations, while preserving the properties associated with keeping all threshold values from the set of all different observed consensus indexes (Murua and Wicker 2014). Retaining thresholds above 0.6 was adopted as a general choice. For the choice of the final clustering configuration among several candidates, the kernel-based validation index of Fan et al. (2010) has proven to be a good option.

Even if DPP offers clear benefits when compared to CC-PAM when $p$ is moderate to large, some adjustment in the use of the kernels may be necessary for very large $p$. According to Verleysen and François (2005), the “curse of dimensionality” may affect Gaussian kernels which they show, are not able to discriminate between close and far points in high-dimensional spaces, specially when $p = 100$. Our simulations were conducted with $2 \leq p \leq 20$, so we have not detected any problems with the Gaussian kernel. However, it is clear that an extension of our methodology to high-dimensional data would need to consider the curse of dimensionality. Following the work of Verleysen and François (2005), we could use a $q$-stable kernel, $q \in \mathbb{R}^+$, instead of the usual Gaussian kernel (which is a 2-stable kernel), where besides the kernel-bandwidth, $q$ becomes another parameter of the kernel.

A variety of interesting questions remain for future research: (i) To extend the determinantal consensus clustering to datasets with both continuous and categorical variables, inducing the choice of a proper measure of distance, necessary for the construction of the kernel matrix. In general, for continuous random variables, the Euclidean or Mahalanobis-like distances perform well. For categorical data, Lin’s pairwise similarity measure (Lin 1998) is an attractive alternative to the usual Hamming distance. (ii) To study the effect of multivariate outliers on the mean and dispersion of quality scores of clustering configurations yielded by the determinantal consensus clustering. (iii) To adapt the determinantal consensus clustering to the case of very large datasets. The bottleneck of the method is the eigendecomposition of the kernel
matrix. This is a central step for obtaining an initial random subset of points with the determinantal point process. The computational complexity of the eigendecomposition of a \( n \times n \) symmetric matrix is \( O \left( n^3 \right) \). As \( n \) grows larger, the computation of the matrix spectral decomposition becomes expensive. We explore approximative ways to overcome this challenge with sparse matrix approximation to the kernel matrix. This is the topic we cover in a sequel paper on determinantal consensus clustering on large datasets.
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8 Appendix: Proof that an increasing sequence of thresholds gives rise to hierarchical cluster partitions

Consider a given sequence of increasing thresholds \( \theta_1 < \theta_2 < \cdots < \theta_m \). As mentioned in Sect. 4, the associated consolidated matrices \( C^{(1)}, \ldots, C^{(m)} \) are nested in the sense that when \( s < t \), \( C^{(s)}_{ij} \geq C^{(t)}_{ij} \) for all pairs \( (i, j) \) \( s, t = 1, \ldots, m \). Let \( P_s \) and \( P_t \) be the connected component partitions associated with the consolidated matrices \( C^{(s)} \) and \( C^{(t)} \), respectively. Let points \( x_i \) and \( x_j \) be in the same connected component of \( P_t \). That is, there is a path \( x_i \leftrightarrow x_{l_1} \leftrightarrow \cdots \leftrightarrow x_{l_{g-1}} \leftrightarrow x_j \) of points satisfying \( C^{(t)}_{l_h,l_{h+1}} = 1, h = 0, \ldots, g - 1 \), with \( l_0 = i \), and \( l_g = j \). Since \( C^{(s)}_{ij} \geq C^{(t)}_{ij} \) for all pairs \( (i, j) \), necessarily points \( x_i \) and \( x_j \) are also in the same connected component of \( P_s \). The converse is not true. So suppose that points \( x_i \) and \( x_j \) are in the same connected component, say \( C_\ell \) of \( P_s \). That is, there is a path \( x_i \leftrightarrow x_{l_1} \leftrightarrow \cdots \leftrightarrow x_{l_{g-1}} \leftrightarrow x_j \) of points satisfying \( C^{(s)}_{l_h,l_{h+1}} = 1, h = 0, \ldots, g - 1 \), with \( l_0 = i \), and \( l_g = j \). Suppose as well that for some \( h \in \{0, \ldots, g - 1\} \), \( C^{(t)}_{l_h,l_{h+1}} = 0 \). Then the proportion of times the pair \( (x_i, x_j) \) appear together is at least \( \theta_s \), but less than \( \theta_t \). Points \( x_i \) and \( x_j \) are necessarily in different connected components of \( P_t \). This means that the component \( C_\ell \in P_s \) has split in several connected components isolated from all other components of \( P_s \). In this sense the sequence of thresholds \( \theta_1 < \theta_2 < \cdots < \theta_m \), leads to a sequence of partitions satisfying \( P_1 \supseteq P_2 \supseteq \cdots \supseteq P_m \), where \( P_s \supseteq P_t \) means that each connected component in \( P_t \) arises from a connected component of \( P_s \), and the number of connected components of \( P_t \) is larger or equal to the number of connected components of \( P_s \).

9 Appendix: Scattering formulas in the transformed space: using the kernel trick

Consider the RBF kernel \( \kappa(x_i, x_j) \) defined by (3). The mean scattering induced by the kernel on the data (Vert et al. 2004; Fan et al. 2010) is defined as
This formula is derived using the kernel trick which links kernel evaluations with inner products between transformed points in a high-dimensional space. It can be shown that this quantity corresponds to the average distance between the transformed points and the mean of the transformed points. Let \( V = \{ V_1, \ldots, V_K \} \) be a clustering configuration with \( K \) clusters. Also, let \( n_k \) be the size of cluster \( V_k \), and let \( J_k = \{ i : x_i \in V_k \}, k = 1, \ldots, K. \) As with the mean scattering, Fan et al. (2010) define similarly, the kernel induced scattering within each cluster \( V_k \),

\[
W_{V_k} = \frac{1}{n_k} \sum_{i \in J_k} \left\{ \kappa(x_i, x_i) - \sum_{j \in J_k} \frac{2 \kappa(x_i, x_j)}{n_k} + \sum_{j, \ell \in J_k} \frac{\kappa(x_j, x_\ell)}{n_k^2} \right\}^{\frac{1}{2}}
\]

which can be seen as the average distance between the mean of the clusters \( V_k \) in the transformed space and the transformed points of cluster \( V_k \). Finally, to measure the total scattering between clusters, one considers the distance between clusters in the transformed space,

\[
B^2(V_i, V_j) = \left| B(V_i, V_j) \right|^2 = \sum_{i, j \in J_i} \frac{\kappa(x_i, x_j)}{n_i^2} - \sum_{i \in J_i} \sum_{j \in J_j} \frac{2 \kappa(x_i, x_j)}{n_i n_j} + \sum_{j \in J_j} \frac{\kappa(x_j, x_j)}{n_j^2}.
\]

10 Appendix: Scheme to sample \( Y \sim DPP_S(L) \)

Below \( e_i \) represents the \( i \)th standard basis vector, a \( n \)-dimensional vector that is all zeros except for a one in the \( i \)th position. The span of a given finite collection of vectors \( V \), denoted by \( \text{span}(V) \), is the set containing of all linear combinations of the vectors in \( V \), i.e., \( \text{span}(V) = \{ \sum_{v \in V} a_v v \mid a_v \in \mathbb{R} \} \).

11 Appendix: Sensitivity analysis on kernel choice

As mentioned in Sect. 5.3, we considered three kernels: the linear kernel, \( \kappa(x_i, x_j) = x_i^T x_j \), and two variants of the \( q \)-stable kernel (Bilodeau and Nangue 2017), also known as the \( q \)-Gaussian kernel (Verleysen and François 2005), which is given by \( \kappa(x_i, x_j) = \exp \left( - \| x_i - x_j \|^q / \sigma^q \right), q \in (0, 2] \), where \( \sigma > 0 \) is the kernel bandwidth. The variants considered are the Laplace kernel \( (q = 1) \), and the Gaussian kernel \( (q = 2) \).

Two estimates of the bandwidth associated with each one of the two \( q \)-stable kernels studied were considered. For the Laplace kernel, the bandwidth estimates were the mean \( \hat{\sigma}^2 \) and the median \( \tilde{\sigma}^2 \) of all pairwise Euclidean distances. For the Gaussian kernel, the estimates were the mean \( \hat{\sigma}^2 \) and the median \( \tilde{\sigma}^2 \) of all pairwise squared Euclidean

\[
\text{DPP}_S(L)
\]
Algorithm 2: Sampling from a DPP

Input: eigendecomposition \( L = \sum_{i=1}^{n} \lambda_i(L) v_i v_i^T \)

Draw \((Z_1, \ldots, Z_n)\), where \( Z_i \sim \text{Bernoulli} \left( \frac{\lambda_i(L)}{\lambda_i(L) + 1} \right) \), \( i = 1, \ldots, n \)

\[ J \leftarrow \emptyset \]

for \( i = 1 \) to \( n \) do
  if \( Z_i = 1 \) then
    \( J \leftarrow J \cup \{i\} \)
  end

\[ V_J \leftarrow \{v_i : i \in J\} \]

\( Y \leftarrow \emptyset \)

while \( \text{card}(V_J) > 0 \) do
  Select \( i \) from \( \{1, 2, \ldots, n\} \) with probability \( \frac{1}{\text{card}(V_J)} \sum_{v \in V_J} \left( v^T e_i \right)^2 \)
  \( Y \leftarrow Y \cup \{i\} \)
  \( V_J \leftarrow \text{orthonormal basis for the subspace of span}(V_J) \) orthogonal to \( e_i \)
end

Output: \( Y \)

distances. Note that the Gaussian kernel with bandwidth estimate \( \hat{\sigma}^2 \) corresponds to our proposed DPP kernel.

We further investigated the behavior of the kernels on data whose clusters are non-Gaussian. For this simulation, we followed the setup of Sect. 5.2. Recall that the data were generated from 24 experimental conditions of a 3^3-factorial design. For this study, we generated five replicas from each experimental condition. The non-ellipsoidal (non-Gaussian) clusters were obtained by applying the inverse Box–Cox transformation to the datasets. As before, we selected \( \lambda = 1/3, \lambda = 1/2, \) and \( \lambda = 2 \)
Determinantal consensus clustering for the power parameter $\lambda$ of the Box–Cox transformations. We run the consensus DPP algorithm described in Sect. 4 on each dataset with the five different kernels. The values of the consensus DPP parameters were set to $a = 0.5$, $R = 200$, and $\tau = 0.6$. To select the optimal clustering configuration, we used the kernel-based validation index $KVI_L$ given by (6). To measure its quality, we use the adjusted Rand index (see Sect. 4.2). The results are displayed in Fig. 5 in the form of barplots. Each bar represents a different kernel or consensus method. The segments on top of the bars represent $\pm$ one standard error. We also compare the results from the different kernels with those yielded by CC-PAM and CC-$k$-means++.

For both $q$-stable kernels, estimating the bandwidth parameter with the median or the mean of all the pairwise distances do not produce any major difference in the ARI results.
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