Molecular Origin of Balanced Bipolar Transport in Neat Layers of the Emitter CzDBA
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Recently, an efficient single-layer organic light-emitting diode has been reported, consisting of a neat layer of the diboron-based thermally activated delayed fluorescence emitter 5,10-bis(4-(9H-carbazol-9-yl)-2,6-dimethylphenyl)-5,10-dihydroboranthrene (CzDBA), sandwiched between Ohmic electron and hole contacts. The material CzDBA, the chemical structure of which is shown in Figure 1, is a donor–acceptor compound, which exhibits thermally activated delayed fluorescence, converting triplet excitons into singlet excitons via reverse intersystem crossing. Part of the success of this single-layer OLED was the near-trap-free and balanced electron and hole transport. As a result, remarkably low operating voltages were obtained, while the external quantum efficiency reached 19%, comparable to multilayer OLEDs employing triplet-exciton harvesting. Furthermore, the balanced electron and hole transport resulted in a broad recombination zone, leading to greatly enhanced device stability.

With an ionization energy of 5.9 eV and an optical gap of 2.48 eV, the energy levels of CzDBA are located suitably with regard to the recently identified energy window for trap-free charge transport in organic semiconductors. However, the origin for the balanced electron and hole mobility in CzDBA is yet to be explored. In general, charge transport in thermally activated delayed fluorescence (TADF) emitters has been largely ignored, as research has focused more on spectroscopic properties of these materials and their use to create efficient OLEDs. However, understanding of the charge-transport properties is important for developing simplified and more stable TADF-based OLEDs.

In this manuscript, we perform multiscale simulations that yield atomistic morphologies, energy levels, energetic disorder, and charge transport in CzDBA. We additionally perform temperature-dependent charge-transport measurements, to validate the simulations. Interestingly, larger energetic disorder is observed for holes compared to electrons in both simulation and experiment. This difference in energetic disorder is, however, counteracted by an increase in coupling elements for holes, leading to balanced charge transport in CzDBA.

1. Introduction

Design of efficient organic light-emitting diodes (OLEDs) targets several processes simultaneously: balanced electron and hole transport, efficient charge injection, efficient harvesting of both triplet and singlet excitons, and efficient light extraction. A common approach is to dedicate different compounds and layers for each individual process, e.g., dope charge transport layers for Ohmic injection, employ dedicated charge-transport layers to move electrons and holes to the emitting layer, adjust the host for balanced transport inside the emitting layer, and tailor the phosphorescent emitter and host for triplet harvesting. Every new material adds a degree of freedom and hence flexibility to the OLED design, but complicates the final composition of the OLED and may compromise device stability.

Recently, it was demonstrated that such complex multilayer design could be reduced to a simple single-layer architecture. This was achieved by using a neat layer of the diboron-based compound 5,10-bis(4-(9H-carbazol-9-yl)-2,6-dimethylphenyl)-5,10-dihydroboranthrene (CzDBA).

2. Charge Transport Measurements

To explore the charge transport in CzDBA in detail, we have performed temperature-dependent space-charge-limited current measurements on electron- and hole-only devices. Space-charge-limited current measurements give valuable information on the steady-state transport properties, whereas...
time-resolved techniques, such as photocurrent time-of-flight measurements can give overestimated mobilities in case of dispersive transport[6–9] and are insensitive to deep traps.[10] However, in a space-charge-limited current experiment, it is important to have Ohmic injection from the electrodes, which we have solved here by using a thin interlayer of a material with a large ionization energy.[11]

Figure 2 displays the temperature-dependent current density–voltage characteristics for electron- and hole-only devices. The experimental data is fitted with drift-diffusion simulations employing the extended Gaussian disorder model (EGDM).[12] This model describes the mobility in the situation of hopping transport in a system with a Gaussian density-of-states (DOS) distribution and includes the density dependence of the mobility as opposed to original GDM. The EGDM is a mobility function that described the temperature-, density-, and field-dependence of the mobility based on three input parameters, viz. the width of the Gaussian energetic disorder \( \sigma \), the lattice constant \( a \), and a mobility prefactor \( \mu_0 \). By fitting the EGDM to charge-transport measurements at different temperature and layer thicknesses, these three parameters can be reliably determined.[13–16] Note that due to the small dipole moment (zero in the ground state) of CzDBA, the site energy correlations are small, which justifies the use of the EGDM instead of the correlated Gaussian disorder model.[17]

As observed in Figure 2, the drift-diffusion simulations are in close agreement with the experimental data. Interestingly, even though the electron and hole currents are almost balanced at room temperature, the hole transport exhibits larger temperature dependence. Since the temperature activation of the mobility is controlled by the width of the energetic disorder \( \sigma \), charge-transport experiments suggest that the energetic disorder for holes is larger than the disorder for electrons. The fit parameters for the EGDM, which are summarized in Table 1, indeed confirm this observation. Interestingly, at room temperature the large difference in DOS widths is compensated by the mobility prefactor \( \mu_0 \), so that the measured room temperature electron and hole mobilities are well balanced, \( \mu_e = 5 \times 10^{-5} \text{ cm}^2 \text{ V}^{-1} \text{ s}^{-1} \), \( \mu_h = 3 \times 10^{-5} \text{ cm}^2 \text{ V}^{-1} \text{ s}^{-1} \).

To link energetic disorder and mobility prefactors to the molecular structure, we have simulated atomistic morphologies of CzDBA films, evaluated their solid-state energy levels

Figure 1. a) Chemical structure, b) optimized geometry (m06-2x/6-311g(d,p)), c) highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) orbitals (m06-2x/6-311g(d,p)), d) electrostatic potential (m06-2x/6-311g(d,p) ± 0.03 V) of 5,10-bis(4-(9H-carbazol-9-yl)-2,6-dimethylphenyl)-5,10-dihydroboranthrene, CzDBA.

Figure 2. Temperature-dependent current density–voltage characteristics for electrons a) and holes b) in CzDBA single-carrier devices with a CzDBA layer thickness of 130 nm. Symbols represent experimental data, lines are fits with drift-diffusion simulations incorporating the EGDM mobility function.
and the corresponding densities of states, calculated electronic couplings and charge transfer rates, and finally evaluated mobilities of electrons and holes.

3. Charge Transport Simulations

To evaluate the mobilities of amorphous films, we first employed atomistic molecular dynamics simulations to generate the amorphous morphologies. While CzDBA is well aligned in doped host-guest films, with a nematic order parameter of 0.84\(^{[2]}\) in neat films this alignment is unclear. We therefore study well-defined, orientationally and positionally amorphous morphologies of CzDBA. We then used quantum chemical calculations and polarizable force fields to compute site energies, reorganization energies, and electronic couplings, again as described in the Experimental Section. Using these parameters, we evaluate charge-hopping rates within the high-temperature limit of the Marcus theory. Finally, we employ the kinetic Monte Carlo algorithm to solve the master equation for the drift-diffusion of a hole and electron in the simulated morphologies.

3.1. Morphology

Figure 3 shows the molecular dynamics snapshots of an amorphous morphology, together with the corresponding radial distribution function (RDF). The protocol used to prepare this morphology is described in the Experimental Section. To quantify the structural ordering, we have evaluated the nematic order parameter \( S \), i.e., the largest eigenvalue of the order tensor, \( \delta_{\alpha\beta} = n_\alpha n_\beta - \frac{1}{2} \delta_{\alpha\beta} \), where \( n \) is a unit vector along the long molecular axis (we used the normalized vector between the two nitrogen atoms). \( S = 1 \) corresponds to a morphology of perfectly aligned molecules, \( S = 0 \) to an isotropic orientational distribution. In our system of density \( \rho = 1.074 \text{ g cm}^{-3} \), \( S = 0.03 \), confirming that we indeed have an amorphous morphology.

The RDF of the simulated amorphous mesophase has two pronounced peaks. Interestingly, the second peak position around 1.5 nm is close to the distance that the EGDM fit predicts for the lattice constant, see Table 1. This clearly indicates that, for anisotropic molecules such as CzDBA, a direct mapping of the atomistically resolved morphology to a cubic lattice model cannot be quantitative.

3.2. Density of States

Solid-state energies of a cation, \( E_n \), anion, \( E_a \), and a neutral state, \( E_n \), where are evaluated as described in the Experimental Section. From these energies we have calculated the distributions of electron affinities, \( \text{EA} = E_n - E_a \), and ionization energies, \( \text{IE} = E_n - E_h \). The onsets of these distributions, \( \text{EA}_{\text{onset}} = 2\sigma_{\text{EA}} \), \( \text{IE}_{\text{onset}} = 2\sigma_{\text{IE}} \), \( \sigma_{\text{EA}} \), \( \sigma_{\text{IE}} \) are the variances of the Gaussian function fitted to these distributions, can be directly compared to the experimentally measured quantities, in particular the IE measured by the ultraviolet photoelectron spectroscopy (UPS). Both IE and EA distributions are shown in Figure 4 together with their onsets, and the gas-phase values. We do observe a good agreement between the simulated (−5.7 eV) and the experimentally measured (−5.9 eV) IE. Notably, the solid-state stabilization of the cation (1.2 eV) is much larger than the stabilization of the anion (0.8 eV). This asymmetry is the result of a much larger polarizability of the cation as compared to the anion (see the Experimental Section for actual values). It can also be traced back to the molecular architecture: the HOMO is delocalized over the two carbazole donors, while the LUMO is more compact since it is delocalized only over the central DBA unit.

| Parameter | Value |
|-----------|-------|
| \( \mu_0^e \) | 5000 m\(^2\)V\(^{-1}\)s\(^{-1}\) |
| \( \mu_0^h \) | 20 000 m\(^2\)V\(^{-1}\)s\(^{-1}\) |
| \( a_e \) | 1.5 nm |
| \( a_h \) | 1.3 nm |
| \( \sigma_e \) | 0.115 eV |
| \( \sigma_h \) | 0.135 eV |
the trap-limited electron transport. \[18\] Hence, both electron and hole mobilities are not hindered by intrinsic impurities, such as water and air. \[5\] Similarly, the solid-state IE plus the optical gap, which are often used as an estimate of EA, is around 3.5 eV, which is close to the onset of the trap-limited electron transport.

Another important observation is that the solid-state IE of CzDBA is smaller than 6 eV, which has been reported as the IE above which hole transport becomes trap-limited due to intrinsic impurities, such as water and air. \[5\] Similarly, the solid-state IE plus the optical gap, which are often used as an estimate of EA, is around 3.5 eV, which is close to the onset of the trap-limited electron transport. \[5\] Hence, both electron and hole transport are not hindered by intrinsic impurities, rendering CzDBA as a bipolar material.

It is also interesting that both calculated and experimentally measured energies of the first excited state are \(\approx 1\) eV smaller than the transport gap, EA–IE. This implies that not only the exchange interaction of the electron and hole but also their direct Coulomb binding is rather small in the first excited state. This is in part due to the spatially separated donor and acceptor and hence electron and hole in the excited state (TADF design). In addition, the dielectric screening of the electron–hole interaction by the polarizable environment is much stronger for excited states with a charge transfer (CT) character. \[19\] Indeed, the calculated gas-phase excitation energy of 2.77 eV is \(\approx 0.3\) eV smaller compared to the experimentally measured solid-state optical gap of 2.48 eV, which is a sizable stabilization due to the CT character of the excitation.

### 3.3. Hole and Electron Mobility

To evaluate the charge transfer rates, we first calculated electron and hole reorganization energies, which amount to \(\lambda_e = 0.259\) eV for electrons and \(\lambda_h = 0.072\) eV for holes. The much smaller reorganization energy for the hole than for the electron can be explained by analyzing the frontier molecular orbitals, which are shown in Figure 1c. The LUMO is localized on the rigid DBA acceptor where the bond relaxation is limited. At the same time, the HOMO is delocalized over the two donors and two bridges, which is easier to relax upon charging.

We now turn to the one-electron coupling elements, evaluated for all neighboring molecules as described in the Experimental Section. From the distribution of the log of the squared electronic coupling element, shown in Figure 5, we can immediately see that the holes have, on average, larger couplings (the important part of the distribution is in the area of larger couplings). Moreover, the log \(j^2\) plotted against the center-of-mass separation, bottom of Figure 5, shows large hole coupling elements even for distances up to 2.5 nm, while for electrons there is a clear exponential decay with separation and the strongest couplings are clustered around separations of \(\approx 1\) nm. Again, this can be traced back to the elongated shape and the D–A–D molecular architecture: for the holes, the diabatic state is localized on the edges (carbazole groups), while for the electrons, the diabatic state is on the central DBA group. It is significantly easier to have a direct contact between the molecules via the edge groups, also at larger center-of-mass separations, exactly what we observe from the distributions.

Finally, we have simulated electron and hole mobilities using the Marcus rate expression. The temperature dependence of both hole and electron mobilities is shown in Figure 6, together with the fit to the empirical temperature dependence of the mobility. \[7\] Similar to the experiments, we observe balanced transport at room temperature, in spite of very different values of the energetic disorder, reorganization energies, and electronic couplings for holes and electrons. The calculated mobilities are approximately an order of magnitude smaller than the experimental values, having a similar functional temperature dependence. The reason for the discrepancy is mainly due to a small difference in energetic disorder between simulations and experiments.

### 4. Conclusion

We have experimentally and theoretically investigated the bulk electron- and hole-transport properties of the TADF molecule CzDBA. By using a recently developed method to form Ohmic contacts, temperature-dependent space-charge-limited currents were obtained in hole- and electron-only devices. The electron and hole mobilities and their dependence on charge concentration, electric field, and temperature were obtained by modeling the experimental current–voltage characteristics. Multiscale...
simulations were carried out, which allowed to link energetic disorder, ionization energy, site spacing, and mobility to the underlying chemical structure of CzDBA.

We find that the D(onor)-B(ridge)-A(acceptor)-B(ridge)-D(onor) architecture of the TADF molecule leads to a large polarization of a cation and hence larger stabilization of the gas-phase ionization energy than electron affinity in the film. We also find that electronic coupling elements for holes are on average larger than for electrons (at the same center-of-mass separation). This is again due to the donor moieties located on the periphery of the molecule. Large HOMO/HOMO couplings balance the larger hole energetic disorder, leading to similar hole and electron mobilities, at room temperature.

Finally, both the solid-state IE and the EA (determined here as IE offset by the optical gap) fall within the trap-free window, hence we observe practically no trapping for both holes and electrons.

5. Experimental Section

**Charge Transport Simulations**: Hole-only devices of CzDBA were prepared on glass substrates prepatterned with indium-tin oxide. The substrates were thoroughly cleaned with detergent solution and sonication in acetone and isopropyl alcohol, followed by UV–ozone treatment. Next, a 40 nm layer of poly(3,4-ethylenedioxythiophene):polystyrene sulfonate (CLEVIOS P VP Al 4083) layer spin coated and annealed at 140 °C for 10 min in air. The substrates were then transferred into a nitrogen-filled glove box, and were not exposed to air in the subsequent steps. Subsequently, layers of MoO3 (6 nm), C60 (3 nm), CzDBA, and C60 (3 nm) were thermally evaporated consecutively at base pressures below 1 × 10⁻⁶ mbar. The devices were finished with a thermally evaporated MoO3(10 nm)/Al(100 nm).

Electron-only devices were fabricated using a similar procedure, where cleaned glass substrates were covered by thermally evaporated Al.
Table 3. Summary of the kinetic Monte Carlo simulations.

| T [$^\circ$C] | $\mu_z$ | $\mu_y$ | $\mu_x$ | $\mu_{tot}$ | $\mu_z$ | $\mu_y$ | $\mu_x$ | $\mu_{tot}$ |
|-------------|--------|--------|--------|-----------|--------|--------|--------|-----------|
| 300         | $-5.7E-07$ | $-3.2E-07$ | $-8.7E-07$ | $-5.84E-07$ | $5.8E-07$ | $3.0E-07$ | $2.2E-07$ | $3.65E-07$ |
| 350         | $-5.2E-06$ | $-3.7E-06$ | $-6.1E-06$ | $-4.99E-06$ | $3.3E-06$ | $2.2E-06$ | $2.4E-06$ | $2.63E-06$ |
| 400         | $-2.5E-05$ | $-1.9E-05$ | $-2.5E-05$ | $-2.29E-05$ | $2.1E-05$ | $1.4E-05$ | $1.4E-05$ | $1.63E-05$ |
| 500         | $-1.6E-04$ | $-1.5E-04$ | $-1.8E-04$ | $-1.61E-04$ | $2.3E-04$ | $1.9E-04$ | $1.8E-04$ | $1.98E-04$ |
| 600         | $-4.6E-04$ | $-4.9E-04$ | $-5.3E-04$ | $-4.92E-04$ | $9.0E-04$ | $7.0E-04$ | $7.3E-04$ | $7.77E-04$ |
| 800         | $-1.6E-03$ | $-1.5E-03$ | $-1.4E-03$ | $-1.49E-03$ | $3.6E-03$ | $3.2E-03$ | $3.1E-03$ | $3.31E-03$ |

(35 nm) bottom electrodes. Next, layers of CzDBA and TPEI (4 nm) were evaporated consecutively, followed by evaporation of an Al (100 nm) top electrode.

The current–voltage characteristics of the devices were measured inside a nitrogen-filled glove box using a Keithley 2400 source meter.

**Simulations:** For morphology simulations, the OPLS-AA force field was adapted. Lennard–Jones parameters were taken from this force field and the OPLS combination rules and the fudge-factor of 0.5 for 1–4 interactions were used. Atomic partial charges were computed via the CHELPG scheme. The CzDBA molecule was partitioned into five rigid fragments: two carbazole acceptors, a DBA donor in the middle, and two bridge groups in-between. The dihedral interaction potentials that connect these five fragments, shown as bold bonds in Figure 1 were parameterized as described elsewhere:

For each fixed value of the dihedral angle the geometry was optimized at the m06-2x/6-311g level and are summarized in Table 2.

Electronic coupling elements were evaluated for all molecule pairs in the neighbor list using the dimer projection method by approximating the diabatic states of the molecular dimer with the highest occupied (lowest unoccupied) molecular orbitals (HOMO/LUMO) of the monomers. The neighbor list was constructed using a cutoff of 0.7 nm between the rigid fragments, which helped to account for the anisotropic shape of CzDBA. These calculations were performed at m06-2x/6-311g level of theory using the Gaussian 16 and VOTCA packages. The calculations of gas-phase molecular polarizabilities were performed at the m06-2x/6-311g(p) level and are summarized in Table 2.

**Kinetic Monte Carlo simulations for electron and hole mobilities at different temperatures were performed based on the final snapshot morphology from MD simulation, where a constant electric field of 10 000 V cm$^{-1}$ was applied solely on either x, y, or z lattice direction, respectively. The calculated mobilities of the three directions as the estimated mobilities were averaged. The values are listed in Table 3.**
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