Electron transport across electrically switchable magnetic molecules
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We investigate the electron-transport properties of a model magnetic molecule formed by two magnetic centers whose exchange coupling can be altered with a longitudinal electric field. In general, we find a negative differential conductance at low temperatures originating from the different scattering amplitudes of the singlet and triplet states. More interestingly, when the molecule is strongly coupled to the leads and the potential drop at the magnetic centers is only weakly dependent on the magnetic configuration, we find that there is a critical voltage $V_C$ at which the current becomes independent of the temperature. This corresponds to a peak in the low-temperature current noise. In such limit, we demonstrate that the quadratic current fluctuations are proportional to the product between the conductance fluctuations and the temperature.
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I. INTRODUCTION

An intriguing aspect of electronic transport is the interaction between the current electrons and the internal degrees of freedom of the conductor. Atomic positions and vibrations are certainly at the research center stage, electromigration being the most obvious example of interplay between the current and the atoms motion. The situation becomes even more intriguing at the nanoscale, where quantized vibrations can be detected by measuring the electron current and its derivatives with respect to the applied bias. This is the principle of inelastic electron-tunneling spectroscopy (IETS). Furthermore also the reverse effect is possible, namely, one can control the atomic positions of a nano-object by exciting appropriately some vibrational modes. Current-induced chemical reactions and nanocatalysis on surfaces are among the most appealing potential applications of this field. Equally important is the interplay between the electron current and the magnetic texture of a magnetic device. Such an interplay underpins the giant magnetoresistance effect. More interestingly, when the molecule is strongly coupled to the leads and the potential drop at the magnetic centers is only weakly dependent on the magnetic configuration, we find that there is a critical voltage $V_C$ at which the current becomes independent of the temperature. This corresponds to a peak in the low-temperature current noise. In such limit, we demonstrate that the quadratic current fluctuations are proportional to the product between the conductance fluctuations and the temperature.

II. SYSTEM SETUP AND COMPUTATIONAL METHOD

In Fig. 1 we show the simple model system investigated, which comprises a diatomic magnetic molecule sandwiched between two one-dimensional (1D) nonmagnetic electrodes. The system is described by the $s$-$d$ model, where spin of the current carrying $s$ electrons is exchange coupled to the local spins $S_1$ and $S_2(d)$ of the two atoms in the dimer. $S_1$ and $S_2$ are treated as classical variables and their orientation determines the scattering potential for the $s$ electrons. These are described by a tight-binding Hamiltonian with a single $s$ orbital per site at half filling. The on-site energy and hopping integral in the electrodes are $\epsilon_L=2$ eV and $\gamma_L=-2$ eV, a magnetic molecule can be detected electrically. This is the goal of our paper where we investigate the current-voltage, $I$-$V$ curve of a two-terminal device incorporating a two-center magnetic molecule in which the exchange coupling changes with bias. Importantly we find that, in particular conditions of coupling between the molecule and the electrodes, there is a critical voltage $V_C$ at which the current becomes independent of the temperature. This is accompanied by a negative differential conductance (NDC) at low temperature originating from the difference in scattering amplitude of the different spin states of the molecule.

![FIG. 1.](image-url) (Color online) The model system investigated: a dimer of magnetic atoms, dark gray (red online), carrying, respectively, spin $S_1$ and $S_2$, is attached to two 1D nonmagnetic electrodes, light gray (light blue online). The Hamiltonian for the dimer is $H_{\text{DIM}}$. The scattering region (dashed box) includes the dimer and six atoms of the electrodes and it is described by the Hamiltonian matrix $H_S$. 
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choice which maintains the system far from the van Hoof singularities at any voltage investigated. No local spins are present in the electrodes so that their electronic structure is not spin polarized. The Hamiltonian of the dimer is

\[ H_{\text{DIM}} = \sum_{\alpha \beta} \sum_{i} h_{i}^{\alpha \beta} c_{i}^{\alpha \dagger} c_{i}^{\beta} + \sum_{\alpha} \gamma( c_{1}^{\alpha} c_{2}^{\alpha} + c_{2}^{\alpha} c_{1}^{\alpha}), \]

(1)

where \( h_{i}^{\alpha \beta} \) is the on-site Hamiltonian matrix of the \( i \)th atom of the dimer, \( \gamma \) is the hopping parameter, and \( c_{i}^{\alpha} (c_{i}^{\alpha})^{\dagger} \) is the creation (annihilation) operator for an electron with spin \( \alpha \) at the site \( i \). We have defined \( h_{i}^{\alpha \beta} = \{ e_{i} + U(\rho_{i} - \rho_{0}) \} \delta_{\alpha \beta} - J_{d} S_{i} \cdot (\partial_{\alpha \beta})_{\text{der}} \) where \( \partial \) are the Pauli matrices, \( \rho_{i} \) is the total occupation of \( i \)th site, \( \rho_{0} = 1 \) is the site occupation in the neutral configuration, \( U = 1 \) eV is the atomic charging energy and \( J_{d} = 2 \) eV is the exchange parameter between the \( s \) electrons and the local spins. In our calculations we consider \( e_{i} = 2 \) eV, \( \gamma = -0.1 \) eV, and \( |S| = 1 \). In absence of spin-orbit interaction and spin polarization of the electrodes the scattering potential is determined only by the mutual angle, \( \theta \), between the two local spins. Finally, the dimer and the electrodes are coupled by the hopping integral \( \gamma_{C} \). In particular we explore the two cases in which \( \gamma_{C} = 1/4 \gamma_{L} \) and \( \gamma_{C} = 1/2 \gamma_{L} \). These parameters are only illustrative and have been chosen in order to maximize the difference in conductance between different spin states of the molecule (\( \theta = 0 \) vs \( \theta = \pi \)).

The nonequilibrium Green’s function method\(^{13}\) applied to our tight-binding Hamiltonian\(^{14}\) is used to calculate the transport properties. The central quantity is the retarded Green’s function of the scattering region

\[ G(E) = \lim_{\eta \to 0^{+}} \left[ (E + i \eta) - H_{\text{DIM}} - \Sigma_{L} - \Sigma_{R} \right]^{-1}, \]

(2)

where \( E \) is the energy, \( H_{S} \) is the Hamiltonian matrix of the scattering region, and \( \Sigma_{L} (\Sigma_{R}) \) is the self-energy of the left-(right)-hand side electrode. This latter describes the interaction between the scattering region, which includes the dimer and six atoms of the electrodes (see Fig. 1), and the electrodes. \( G(E) \) enters in a self-consistent procedure to evaluate the stationary occupation of the scattering region and once convergence is achieved the two-probe microscopic current, \( i(V) \), at the voltage \( V \) is extracted from the Landauer formula.\(^{14}\)

Since at any given temperature the angle between the magnetic moments in the dimer fluctuates, for any microscopic quantity \( q \) we can define its macroscopic counterpart, \( Q \), as the thermal average over all the possible angles

\[ Q(V) = \langle q(V) \rangle = \frac{\int_{E_{12}} q_{\text{max}}(E_{12}) e^{-E_{12} k_{B} T} dE_{12}}{\int_{E_{12}} e^{-E_{12} k_{B} T} dE_{12}} \]

(3)

thus if \( q = i \) one obtains the macroscopic current, \( I \). Here \( E_{12} \) is the dimer magnetic energy, which writes

\[ E_{12} = - J_{dd} \cos \theta, \quad J_{dd} = a + b \quad v_{1}^{2}(\theta, V) \]

(4)

and \( E_{\text{max}} (E_{\text{min}}) \) is its minimum (maximum) value. In the Eqs. (4) above \( J_{dd} \) is the exchange energy between the two spins, which in turns is a quadratic function of the electrical potential differential difference between them, \( v_{\theta} \). This latter is an intrinsic function of both \( V \) and \( \theta \). Finally the constants \( a \) and \( b \) are fixed to the values of \( a = 0.001 \) eV and \( b = -0.8 \) eV/V\(^{2}\). Note that the functional dependence of \( J_{dd} \) over \( v_{\theta} \) implies a critical voltage at which the exchange energy changes sign, i.e., the magnetic coupling turns from ferromagnetic to antiferromagnetic.\(^{7,8}\)

III. RESULTS AND DISCUSSION

We begin our analysis by investigating the microscopic quantities, i.e., the current \( i(V, \theta) \) and the dimer internal potential drop \( v_{\theta} \). In Fig. 2 we present, for both choices of coupling \( \gamma_{C} \), \( i - \theta \) for different voltages and \( v_{\theta} = V \) for different angles \( \theta \). In the case of \( \gamma_{C} = 1/4 \gamma_{L} \) the current varies as \( i(V, \theta) \sim |i_{0} + i_{1} \cos \theta|V \) with \( i_{0} \) and \( i_{1} \) two constants. At the same time \( v_{\theta} \) is only weakly dependent on the internal spin configuration, i.e., the \( v_{\theta} = V \) curve changes little with the angle \( \theta \) [Fig. 2(b)]. In contrast for \( \gamma_{C} = 1/2 \gamma_{L} \) the current peaks at approximately \( \theta \approx \pi/2 \) with both the parallel and antiparallel configurations being low conducting. Again the amplitude of the current variation over \( \theta \) increases with bias although only moderately in this case. Furthermore for this situation \( v_{\theta} \), which is still linear with \( V \), is rather sensitive to the angle between the two spins. These differences affect dramatically the macroscopic current, \( I \), that we calculate next.

The macroscopic \( I-V \) curves for the two cases are presented in the panels (a) and (c) of Fig. 3 while the panels (b) and (d) report the current quadratic fluctuations \( \Delta I = \sqrt{i^{2}(\theta)} - \langle I \rangle \) still as a function of bias. In all cases we study the electrical response in the temperature range 1–15 K. The most interesting behavior is found for \( \gamma_{C} = 1/4 \gamma_{L} \), from which we start our discussion.

Figure 3(a) reveals two remarkable features. First we note that there is a pronounced NDC at about 0.2 Volt, which is
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The second and most striking feature of Fig. 3(a) is the presence of a critical voltage, $V_C$, at which the current becomes independent of the temperature.

The second and most striking feature of Fig. 3(a) is the presence of a critical voltage, $V_C$, at which the current becomes independent of the temperature. Such a voltage is in the vicinity of the NDC and correlates well with the peak in the current quadratic fluctuations [Fig. 3(b)] at low temperature. Note that this second feature is absent in the case of strong coupling to the leads.

All these aspects can be easily understood by relating the microscopic quantities of Fig. 2 with the average of Eq. (3). Let us consider the case of $\gamma_C=1/4\gamma_L$ first. In general the macroscopic current $I(V)$ is determined by the microscopic currents $i(V, \theta)$ of those configurations in which the system spends most of the time. The Eqs. (4) tell us that the ferromagnetic configuration is energetically favorable at low bias while it is the antiferromagnetic to dominate at higher voltages (for $v_d$ larger than $\pm \sqrt{a/b}$). This means that as the external bias increases the average current becomes progressively dominated by antiferromagnetic configurations to the expenses of the ferromagnetic ones. Since the microscopic current for $\theta=\pi$ is always considerably smaller than that for $\theta=0$ [see Fig. 2(a)], this results in a decrease in the macroscopic current as a function of bias, i.e., in the NDC. Note that this particular NDC is not of microscopic electronic origin since the microscopic currents $i(V, \theta)$ are monotonic in $V$ for every $\theta$.

In brief, the NDC described here originates because, as the bias is changed, the system spends on average a different amount of time in the many accessible magnetic configurations. Thus, the present mechanism is different from previously proposed schemes for magnetic molecules. In that case the NDC is the result of the spin-selection rule forbidden suppression of transitions between different charging states of the molecule. As such the NDC has a microscopic origin and always appears as satellite of the main Coulomb blockade physics, i.e., it strictly occurs when the coupling between the molecule and the electrodes is weak. In contrast our macroscopic NDC is simply rooted in the energetics of the problem and can occur even in the limit of strong coupling and without charging.

The fact that the exchange coupling changes sign as a function of the bias produces the second important feature in the macroscopic $I$-$V$ curve. In fact when the potential drop between the two magnetic atoms is $v_d=\pm \sqrt{a/b}$ then the parallel and antiparallel configurations of the magnetic molecule become energetically degenerate. This means that now no magnetic energy scale enters into the problem and the system spends an equal amount of time in any spin configurations regardless of the temperature. In general, $v_d$ is proportional to the external bias $V$. Therefore one expects the existence of a universal external bias $V_C=V\{E_1(v_d)=0\}$ such that $E_1=0$ and the macroscopic currents becomes independent of the temperature as indeed demonstrated in Fig. 3(a). However there is a second condition for this to happen, i.e., $v_d$ should be independent of the angle $\theta$. This is not satisfied for $\gamma_C=1/2\gamma_L$ [see Fig. 2(d)] and as a consequence the $I$-$V$ curves remain temperature dependent at any bias.

From our discussion it is now clear that if $v_d$ is proportional to $V$ and weakly dependent on $\theta$ then there will be a critical voltage $V_C$ at which any macroscopic quantity becomes temperature independent. Figure 3(a) illustrates this feature for the current and the same is demonstrated in Fig. 4(b) for the conductance $G=(\frac{dI}{dV})$. Interestingly one can also adopt a different definition for the macroscopic conductance, namely, that of the bias derivative of the macroscopic current $dI/dV$. Such a quantity is presented in Fig. 4(a) and as expected it appears sensibly different from $G$. Interestingly both $G$ and $dI/dV$ are, in principle, accessible from experiments, and one may wonder whether some general conclusions can be taken by measuring the two quantities independently.

In general, by taking the Eq. (3) and formally deriving $Q$ with respect to the bias $V$ we find

$$\left[\frac{\partial q}{\partial V}\right] - \frac{\partial Q}{\partial V} k_B T = \left\langle q \frac{\partial E_{12}}{\partial V} - Q \frac{\partial E_{12}}{\partial V} \right\rangle. \quad (5)$$

where $k_B$ is the Boltzman constant. If one now considers $q = i$ then the Eq. (5) establishes a general relation between the conductance fluctuations and the correlation function between the current and the magnetic energy, which reads

$$\left[ G - \frac{\partial I}{\partial V} \right] k_B T = \left\langle i(V, \theta) \frac{\partial E_{12}(V, \theta)}{\partial V} - I \frac{\partial E_{12}(V, \theta)}{\partial V} \right\rangle. \quad (6)$$

Such a relation is drastically simplified when the microscopic current has the typical spin-valve dependence $i(V, \theta)$
FIG. 4. Differential conductance calculated as (a) the derivative of the macroscopic current, $I$, with respect to the bias or as the (b) thermal average, $G$, of the microscopic conductance. In panel (c) we show the product of $(G - \partial I/\partial V)$ with the temperature $T$ as a function of bias. Results are presented for $\gamma_c = 1/4 \gamma_l$. Note that $(G - \partial I/\partial V)T$ is proportional to the square of the current quadratic fluctuations $\Delta I^2$ [panel (d)] of Fig. 3(b).

$\sim [i_0 + i_1 \cos \theta]V$ and $v_{12}$ is linear with $V$. In this situation (encountered here for $\gamma_c = 1/4 \gamma_l$) one finds

$$[G - \partial I/\partial V] k_B T \approx \Delta I^2,$$

i.e., that the conductance fluctuations rescaled by the temperature are proportional to the squared current fluctuations. A numerical proof of such a relation is provided in the panels (c) and (d) of Fig. 4, where we show, respectively, $G - \partial I/\partial V$ and $\Delta I^2$.

We believe that such a relation can be verified experimentally. The right-hand side of Eq. (7) is essentially the square of the current noise and it is directly addressable experimentally. The key point is then that of evaluating the left-hand side, i.e., of measuring independently $G$ and $\partial I/\partial V$. The second quantity $(\partial I/\partial V)$ is simply the numerical derivative of the $I$-$V$ curve measured by slowly sweeping the bias in a dc measurement. In contrast we can extract $G$ from the real part of the complex conductivity obtained as the linear response to a slow ac modulation around a given voltage $V$. Note also that our argument holds if the dominant fluctuations of the current have the magnetic origin discussed here. Therefore we speculate that this relation can be verified in a temperature range where vibrational fluctuations are suppressed and where quantum tunneling is still negligible.

Before concluding we wish to point out that our main result, namely, the existence of a critical voltage $V_C$ at which the macroscopical observable become temperature independent, is expected to hold valid even to a fully quantum-mechanical description of the molecule spin. In fact the only two conditions for our argument to be valid are that there must exist two different spin states of the molecule having different scattering properties and that these two states must become energetically degenerate for a certain value of the external bias potential. These two conditions can be certainly met even if the molecule spins are treated quantum mechanically. However, in the quantum case we expect quantum tunneling to dominate the transition between the two spin states at low temperature and voltages near $V_C$ (i.e., when the two states are quasidegenerate). In that situation low-temperature anomalies in the $I$-$V$ around $V_C$ are likely to be present. These cannot be described by our classical model.

IV. CONCLUSION

In conclusion we have investigated the temperature-dependent electronic transport through a model diatomic magnetic molecule, in which the exchange coupling between the two magnetic centers is a function of the bias. This presents two remarkable characteristics. First, if the potential drop between the two magnetic centers is only weakly dependent on the angle between their magnetic moments and it is linear in $V$ then there is a critical voltage $V_C$ at which the macroscopic current becomes temperature independent. Second, if in addition the microscopic current has a form $i(V, \theta) \sim [i_0 + i_1 \cos \theta]V$ then there is a universal relation between the temperature-rescaled conductance fluctuations and the quadratic current fluctuations. Both these effects are a unique fingerprint of the dependence of the conductance energy upon an external bias and can be used as a tool for detecting such a dependence.
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