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Abstract

A subgraph \( T \) of a graph \( G \) is a tree \( t \)-spanner of \( G \) if and only if \( T \) is a tree and for every pair of vertices in \( G \) their distance in \( T \) is at most \( t \) times their distance in \( G \), where \( t \) is called a stretch factor of \( T \). An efficient algorithm to determine whether a graph admits a tree 2-spanner has been developed, while for each \( t \geq 4 \) the problem to determine whether a graph admits a tree \( t \)-spanner has been proven to be NP-complete. Although it is not known whether it is tractable to decide graphs that admit a tree 3-spanner, an efficient algorithm to determine whether a graph admits a tree 3-spanner of diameter at most 5 is presented.

1 Introduction

There are applications of spanners in a variety of areas, such as distributed computing \cite{2, 14}, communication networks \cite{12, 13}, motion planning and robotics \cite{1, 7} and phylogenetic analysis \cite{3}. Furthermore, spanners are used in embedding finite metric spaces in graphs approximately \cite{15}.

On one hand, in \cite{4, 6, 5} an efficient algorithm to decide tree 2-spanner admissible graphs is presented, where a method to construct all the tree 2-spanners of a graph is also given. On the other hand, in \cite{6, 5} it is proven that for each \( t \geq 4 \) the problem to decide graphs that admit a tree \( t \)-spanner is an NP-complete problem. The complexity status of the tree 3-spanner problem is unresolved. In \cite{9} it is shown that the problem to determine whether a graph admits a tree \( t \)-spanner of diameter at most \( t + 1 \) is tractable, when \( t \leq 3 \), while it is an NP-complete problem, when \( t \geq 4 \). The remainder of the paper is on tree 3-spanners, while, in general, terminology of \cite{17} is used.

Definition 1 A graph \( T \) is a tree 3-spanner of a graph \( G \) if and only if \( T \) is a subgraph of \( G \) that is a tree and, for every pair \( u \) and \( v \) of vertices of \( G \), if \( u \) and \( v \) are at distance \( d \) from each other in \( G \), then \( u \) and \( v \) are at distance at most \( 3 \cdot d \) from each other in \( T \).

Note that in order to check that a spanning tree of a graph \( G \) is a tree 3-spanner of \( G \), it suffices to examine pairs of adjacent in \( G \) vertices. Toward
an efficient algorithm for the tree 3-spanner problem, graphs that admit a tree 3-spanner of diameter at most 5 are studied. To focus on trees that have bounded diameter, the concept of a \( k \)-center is introduced. Note that a path of even length has a central vertex, while a path of odd length has a central edge.

**Definition 2** A \( k \)-center \( K \) of a graph \( G \) is a subgraph of \( G \) consisting exactly of either a vertex when \( k \) is even, or a pair of adjacent in \( K \) vertices when \( k \) is odd, such that for all \( u \) in \( G \), \( d_G(K, u) \leq \lfloor \frac{k}{2} \rfloor \).

For any \( k \)-center \( K \), it holds that \( |K| = |E(K)| = k \mod 2 \). Clearly, when \( k > 0 \), a tree has a \( k \)-center if and only if it is of diameter at most \( k \).

Assume that a graph \( G \) contains a \( k \)-center \( K \). Any Breadth-First Search tree \( T \) of \( G \) starting from \( K \) has the property that \( d_T(K, u) = d_G(K, u) \), for every vertex \( u \) of \( G \). Therefore, since \( K \) is a \( k \)-center of \( G \), \( T \) is a tree \( k \)-spanner of \( G \); observe that the distance in \( T \) between any pair of vertices \( u \) and \( v \) is at most equal to the distance from \( u \) to \( K \) plus \( |K| \) plus the distance from \( K \) to \( v \). The difficulty of the tree 3-spanner problem appears when graphs that do not contain any 3-center are examined. A frequently used lemma follows.

**Lemma 1** Let \( G \) be a graph and \( T \) a tree 3-spanner of \( G \). If \( u \) is in a \( p \)-, \( q \)-path of \( T \) and \( p \), \( q \) are not neighbors of \( u \) in \( T \), then every \( p \)-, \( q \)-path \( P' \) of \( G \) contains a vertex which is a neighbor of \( u \) in \( T \).

**Proof.** Consider the components of \( T \setminus u \). Obviously, vertices \( p \) and \( q \) belong to different such components. Therefore, for any \( p \)-, \( q \)-path \( P' \) of \( G \) there is an edge \( uu' \) in \( P' \) such that \( w \) is in a different component than \( w' \) is. Since all the tree paths connecting vertices of different such components pass through \( u \), it holds that \( d_T(w, w') = d_T(w, u) + d_T(u, w') \). But the tree distance between \( w \) and \( u' \) can be at most 3, therefore at least one of \( w \) or \( w' \) is a neighbor of \( u \) in \( T \).

Tree 3-spanners have been studied for various families of graphs. If a connected graph is a cograph or a split graph or the complement of a bipartite graph, then it admits a tree 3-spanner \([5]\). Also, all convex bipartite graphs have a tree 3-spanner, which can be constructed in linear time \([16]\). Efficient algorithms to recognize graphs that admit a tree 3-spanner have been developed for interval, permutation and regular bipartite graphs \([11]\), \([12]\), planar graphs \([8]\), directed path graphs \([10]\), 2-trees \([?]\), very strongly chordal graphs (containing all interval graphs), 1-split graphs (containing all split graphs) and chordal graphs of diameter at most 2 \([?]\).

### 2 The algorithm

**Input.** A graph \( G \) and a pair of adjacent in \( G \) vertices \( u \), \( v \).

**Question.** Does \( G \) admit a tree 3-spanner for which vertices \( u \), \( v \) form a 5-center?
Vertices that are at distance 2 in $G$ from $\{u, v\}$ induce in $G$ a number of components: $Q = \{X \subseteq G : X$ is a component of $G \setminus N_G[u, v]\}$. Note that if $Q$ is empty, then $G$ trivially admits such a tree 3-spanner, so hereafter $Q$ is not empty.

2.1 Structures related to each member of $Q$

It can be proved that all the vertices of a component in $Q$ are in the same component of $T$ minus edge $uv$, for every tree 3-spanner $T$ of $G$ with 5-center $uv$. The adjacencies in such a spanner of neighbors in $G$ of a component in $Q$ depend on the placement of the component in the spanner, i.e. the neighbors of a component should be close to the component. For each $Q$ in $Q$ consider the following sets to store such dependencies.

1. In case that the vertices of $Q$ are to be closer to $u$ than to $v$ in the under construction spanner declare sets:
   - $U_{Q,u}$ to store neighbors of $v$ but not of $u$ that should be at distance 2 from the 5-center in the spanner and closer to $u$ than to $v$. (the Up vertices).
   - $D_{Q,u}$ to store neighbors of $u$ that should be neighbors of $u$ in the spanner as well (the Down vertices).

2. In case that the vertices of $Q$ are to be closer to $v$ than to $u$ in the under construction spanner similarly declare sets: $U_{Q,v}$, $D_{Q,v}$.

These sets take some initial values and then they are defined through an iteration. The definitions of the sets related to vertex $u$ follow, while the sets related to $v$ are defined similarly.

\[
U_{Q,u} := N_G(Q) \setminus N_G(u) \\
D_{Q,u} := N_G(Q) \cap N_G(u) \\
do \\
U_{Q,u} := U_{Q,u} \cup (((N_G(U_{Q,u}^a) \setminus D_{Q,u}^a) \cap N_G(u, v)) \setminus N_G(u)) \\
D_{Q,u} := D_{Q,u} \cup (((N_G(U_{Q,v}^u) \setminus D_{Q,u}^u) \cap N_G(u, v)) \cap N_G(u)) \\
until((N_G(U_{Q,v}^a) \setminus D_{Q,v}^a) \cap N_G(u, v) = \emptyset)
\]
2.2 Formation of complexes

In case that the vertices of a component in $Q$ are to be closer to $u$ than to $v$ in the under construction spanner, the vertices of some other components in $Q$ should also be closer to $u$. The structure of a complex is to describe such consequences. Let $Q$ be a component in $Q$ and declare the following sets and structures:

1. In case that the vertices of $Q$ are to be closer to $u$ than to $v$ in the under construction spanner declare sets:
   - $M^Q_{C,u}$ to store components in $Q$ that should follow $Q$ (the components of the complex).
   - $U^Q_{C,u}$ to store neighbors of $v$ but not of $u$ that will be at distance 2 from the 5-center in the spanner (the Up vertices).
   - $D^Q_{C,u}$ to store neighbors of $u$ that will be neighbors of $u$ in the spanner as well (the Down vertices).
   - $R^Q_{C,u}$ to store vertices in $D^Q_{C,u}$ that can carry the paths in the spanner from vertices in $Q$ to the 5-center (the Representatives of $Q$).

   Also, to refer to these sets, let $C^Q_{u}$ point to the above four sets.

2. In case that the vertices of $Q$ are to be closer to $v$ than to $u$ in the under construction spanner similarly declare sets: $M^Q_{C,v}$, $U^Q_{C,v}$, $D^Q_{C,v}$, $R^Q_{C,v}$, while $C^Q_{v}$ points to these sets.

Again, these sets take some initial values and then they are defined through an iteration. The definitions of sets related to vertex $u$ follow, while sets related to $v$ are defined similarly.

\[
\begin{align*}
M^Q_{C,u} &:= \{Q\} \\
U^Q_{C,u} &:= U^Q_{C,u} \\
D^Q_{C,u} &:= D^Q_{C,u} \\
R^Q_{C,u} &:= \emptyset \\
do &
M^Q_{C,u} := M^Q_{C,u} \cup \{X \in Q \setminus M^Q_{C,u} : N_G(X) \cap U^Q_{C,u} \neq \emptyset\} \\
U^Q_{C,u} := U^Q_{C,u} \cup (N_G(\cup M^Q_{C,u}) \setminus N_G(u)) \\
D^Q_{C,u} := D^Q_{C,u} \cup (N_G(\cup M^Q_{C,u}) \cap N_G(u)) \\
do &
U^Q_{C,u} := U^Q_{C,u} \cup (((N_G(U^Q_{C,u}) \setminus D^Q_{C,u}) \cap N_G(u,v)) \setminus N_G(u)) \\
D^Q_{C,u} := D^Q_{C,u} \cup (((N_G(U^Q_{C,u}) \setminus D^Q_{C,u}) \cap N_G(u,v)) \cap N_G(u)) \\
until((N_G(U^Q_{C,u}) \setminus D^Q_{C,u}) \cap N_G(u,v) = \emptyset)
until(\{X \in Q \setminus M^Q_{C,u} : N_G(X) \cap U^Q_{C,u} \neq \emptyset\} = \emptyset) \\
R^Q_{C,u} := \{x \in D^Q_{C,u} : N_G(x) \supseteq (U^Q_{C,u} \cup V(\cup M^Q_{C,u}))\} \\
C^Q_{u} := \langle M^Q_{C,u}, U^Q_{C,u}, D^Q_{C,u}, R^Q_{C,u}\rangle
\end{align*}
\]
2.3 Putting complexes together

Each complex is to be attached either to $u$ or to $v$. Also, two complexes are thought to be compatible to each other in case that the implementation of one does not prevent the implementation of the other. This leads to the decision whether graph $G$ admits a tree 3-spanner for which pair $u, v$ is a 5-center.

For each $Q$ in $Q$, ordered sets $C^{Q,u}$ and $C^{Q,v}$ have already been defined. For $Q, Q'$ in $Q$, it holds that if $Q'$ is in $M^{Q,u}_C$, then $C^{Q,u}$ and $C^{Q',u}$ are the same, i.e. $M^{Q,u}_C = M^{Q',u}_C$, $U^{Q,u}_C = U^{Q',u}_C$, $D^{Q,u}_C = D^{Q',u}_C$, and $R^{Q,u}_C = R^{Q',u}_C$.

Along these lines, procedure `identify` below assigns to the entries of the first argument the values of the entries of the second one. Each auxiliary variable $C^u_i$ has entries $M^u_{C,i}, U^u_{C,i}, D^u_{C,i}$ and $R^u_{C,i}$, while each $C^v_i$ has similar entries.

```
X := an element in Q
identify(C^u_1, C^{X,u})
C^u := \{C^u_1\}
i := 1
while(Q \ (\bigcup_{Y \in C^u} M^u_Y) \neq \emptyset)
{
    X := an element in Q \ (\bigcup_{Y \in C^u} M^u_Y)
i := i + 1
    identify(C^u_i, C^{X,u})
    C^u := C^u \cup \{C^u_i\}
}
similarly evaluate C^v
```

Let $\Gamma$ be a graph with vertex set:

$V(\Gamma) := \{X \in C^u : R^u_X \neq \emptyset\} \cup \{X \in C^v : R^v_X \neq \emptyset\}$

and edge set defined as follows:

$XY \in E(\Gamma)$ if and only if

$((X \in (C^u \cap V(\Gamma)) \ni Y \lor X \in (C^v \cap V(\Gamma)) \ni Y) \lor (X \in (C^u \cap V(\Gamma)) \ni Y \in (C^v \cap V(\Gamma)) \ni \land M^u_X \land M^v_Y = \emptyset \land (D^u_X \cup U^u_X) \cap (D^v_Y \cup U^v_Y) = \emptyset))$

If ($\Gamma$ contains a clique $K$: $\bigcup_{X \in (K \cap C^u)} M^u_X \cup \bigcup_{X \in (K \cap C^v)} M^v_X = Q$)
then output(YES)
2.4 Finding such a clique

If a component in $Q$ is contained only in one vertex of $\Gamma$, then this vertex should be in $K$ to meet the containment requirement.

\[
K := \emptyset
\]

\[
\text{FLAG} := (Q \subseteq (\bigcup_{X \in (V(\Gamma) \cap C_u)} M_X^u \cup \bigcup_{X \in (V(\Gamma) \cap C_v)} M_X^v))
\]

\[
\text{while}(\{Q \setminus (\bigcup_{X \in (V(\Gamma) \cap C_u)} M_X^u \cup \bigcup_{X \in K} M_X^u) \neq \emptyset\) AND \text{FLAG})
\]

\[
K := K \cup \{X \in (C_v \cap V(\Gamma)) : \exists Y \in Q(Y \in M_X^u \land Y \not\in \bigcup_{Z \in (V(\Gamma) \cap C_u)} M_Z^u)\}
\]

\[
V(\Gamma) := V(\Gamma) \setminus \{X \in V(\Gamma) : \exists Y \in K \land XY \not\in E(\Gamma)\}
\]

\[
\text{FLAG} := (Q \subseteq (\bigcup_{X \in (V(\Gamma) \cap C_u)} M_X^u \cup \bigcup_{X \in (V(\Gamma) \cap C_v)} M_X^v))
\]

IF \text{FLAG output}(K \cup (V(\Gamma) \setminus C_v) induces such a clique)

3 Correctness of the algorithm

It turns out that it suffices to examine tree 3-spanners with a 5-center whose vertices are as close to the 5-center as possible.

**Definition 3** A tree 3-spanner $T$ of a graph $G$, where $uv$ is a 5-center of $T$, is concentrated if and only if, first, there is no neighbor of $u$ in $G$ which is closer in $T$ to $u$ than to $v$ and it is not a neighbor of $u$ in $T$ and, second, there is no neighbor of $v$ in $G$ which is closer in $T$ to $v$ than to $u$ and it is not a neighbor of $v$ in $T$.

**Lemma 2** If $G$ admits a tree 3-spanner with 5-center $uv$, then $G$ admits a concentrated tree 3-spanner with 5-center $uv$.

**Proof.** Let $T$ be a tree 3-spanner of $G$ with 5-center $uv$ and let $w$ be a vertex of $T$ which certifies that $T$ is not concentrated. Hence, $w$ is a leaf of $T$. Assume that $wq$ is an edge of $T$. Also, assume without loss of generality that $w$ is a neighbor of $u$ in $G$ and $w$ is closer in $T$ to $u$ than to $v$. Then, graph with vertex set $V(T)$ and edge set $E(T) - wq + wu$ is a tree 3-spanner of $G$ with 5-center $uv$ that has fewer vertices which certify that it is not concentrated than $T$ has. $\square$

**Lemma 3** Let $G$ be a graph that admits a concentrated tree 3-spanner $T$ with 5-center $uv$. Also, let $Q$ be a component in $Q$ which contains a vertex at distance 2 from $u$ in $T$. Then, every edge of the form $ux$, where $x$ is in $D_C^{Q,u}$ belongs to $E(T)$. Also, there is a vertex $r$ in $R_C^{Q,u}$, such that every edge of the form $rx$, where $x$ is in $(\bigcup_{X \in M_C^{Q,u}} V(X)) \cup U_C^{Q,u}$, belongs to $E(T)$.

**Proof.** Prove this lemma with induction on the number of iterations of the outer loop toward the construction of $C^{Q,u}$ (section 2.2), except of the requirement that $r$ should be in $R_C^{Q,u}$. 6
For 0 iterations, since a vertex of $Q$ is at distance 2 from $u$ in $T$, then all vertices of $Q$ are closer in $T$ to $u$ than to $v$, because of Lemma 1. Also, it cannot be that two vertices of $Q$ are connected to $u$ in $T$ through different vertices in $N_T(u)$, because of the same lemma and the fact that $uv$ is a 5-center of $T$; hence, all vertices in $Q$ are adjacent in $T$ to the same vertex, say $r$, where $r$ has to be in $D^{Q,u}$. Vertices which are added iteratively (section 2.1) to $U^{Q,u}$ should be adjacent in $T$ to $r$, because, first, these vertices are not adjacent to $u$, second, they have to be within distance 3 from particular vertices in $Q$ union the so far constructed set $U^{Q,u}$ and, third, $uv$ is a 5-center of $T$. Finally, vertices in $D^{Q,u}$ should be within distance 3 in $T$ from particular vertices in $Q \cup U^{Q,u}$ and as close in $T$ to the 5-center as possible, since $T$ is a concentrated tree 3-spanner with 5-center $uv$; so, all vertices in $D^{Q,u}$ are adjacent to $u$ in $T$. Note that for 0 iterations $M_{Q,u}^0 = \{Q\}$, $U_{C}^{Q,u} = U^{Q,u}$, $D_{C}^{Q,u} = D^{Q,u}$.

As sets $M_{Q,u}^0$, $U_{C}^{Q,u}$, and $D_{C}^{Q,u}$ increase iteratively, following similar syllogism as above, one verifies that the induction step holds. Finally, vertex $r$ because of its neighborhood in $T$ belongs to $R_{C}^{Q,u}$. \hfill \Box

**Proposition 1** A graph $G$ admits a tree 3-spanner with 5-center $uv$ if and only if the algorithm in section 2 outputs $\text{YES}$ on input $(G, u, v)$.

**Proof.** Assume that $G$ admits a tree 3-spanner with 5-center $uv$. Then, due to Lemma 2, $G$ admits a concentrated tree 3-spanner $T$ with 5-center $uv$.

Given $G$ and $uv$, sets $C^u$ and $C^v$ are constructed. Let $C$ be an element of $C^u$. If a vertex in a component in $M_{C}^{u}$ is closer in $T$ to $u$ than to $v$, then all vertices in $(\bigcup_{X \in M_{C}^{u}} V(X)) \cup U_{C}^{u}$ are adjacent in $T$ to a vertex in $R_{C}^{u}$, due to Lemma 3. Therefore, $R_{C}^{u}$ is not empty. Similarly, if $C$ is an element of $C^v$, such that a vertex in a component in $M_{C}^{v}$ is closer in $T$ to $v$ than to $u$, then $R_{C}^{v}$ is not empty. Let $A$ be the subset of $C^u$ such that $X \in A$ if and only if a vertex in a component in $M_{X}^{v}$ is closer in $T$ to $u$ than to $v$. Also, let $B$ be the subset of $C^v$ such that $X \in B$ if and only if a vertex in a component in $M_{X}^{v}$ is closer in $T$ to $u$ than to $u$.

First, $A \cup B \subseteq V(\Gamma)$, because $A$ and $B$ contain complexes that have nonempty sets of representatives. Second, there is no component in $Q$, which is not in $\bigcup_{X \in A} M_{X}^{v} \cup \bigcup_{X \in B} M_{X}^{v}$. Third, for any complex $C_1$ in $A$ and for any complex $C_2$ in $B$, on one hand, $M_{C_1}^{u} \cap M_{C_2}^{u} = \emptyset$ and, on the other hand, $(U_{C_1}^{u} \cup D_{C_1}^{u}) \cap (U_{C_2}^{u} \cup D_{C_2}^{u}) = \emptyset$, because otherwise it is a contradiction to Lemma 3. Therefore, $A \cup B$ induces a clique $K$ in $\Gamma$, such that $\bigcup_{X \in (K \cap C^v)} M_{X}^{v} \cup \bigcup_{X \in (K \cap C^v)} M_{X}^{u} = Q$. Hence, the algorithm outputs $\text{YES}$.

For the converse, assume that the algorithm on input $(G, u, v)$ outputs $\text{YES}$. Let $K$ be the clique of $\Gamma$ that the algorithm picked to cover all the components in $Q$.

Let $X$ be in $K$. In case that $X$ belongs to $C^u$, let $r_X$ be a vertex in $R_{X}^{u}$, where $R_{X}^{u}$ is nonempty, since $X$ is a vertex of $\Gamma$. Furthermore, let $E_X$ be the set that contains exactly the following edges: first, all edges of the form $r_X x$, where $x$ is in $(\bigcup_{Y \in M_{X}^{v}} V(Y)) \cup U_{X}^{u}$ and, second, all edges of the form $ux$, where $x$ is in $D_{X}^{u}$. In case that $X$ belongs to $C^v$, define $E_X$ similarly.
Also, let \( F_u \) be the edges of the form \( ux \), where \( x \) is in \( N_G(u) \), \((\bigcup_{Y \in K \cap C_u} (U_Y^u \cup D_Y^u)) \cup \bigcup_{Y \in K \cap C_u} (U_Y^u \cup D_Y^v) \). Finally, let \( F_v \) be the edges of the form \( vx \), where \( x \) is in \( N_G(v) \), \((\bigcup_{Y \in K \cap C_v} (U_Y^u \cup D_Y^v)) \cup \bigcup_{Y \in K \cap C_v} (U_Y^u \cup D_Y^v) \cup N_G(v) \).

Now, let \( T \) be the graph with vertex set \( V(G) \) and edge set \( \bigcup_{X \in K} E_X \cup F_u \cup F_v \cup \{uv\} \).

For each \( X \) in \( K \) the edges in \( E_X \) form a tree 3-spanner of the subgraph of \( G \) induced by vertices incident to these edges, because of the definition of a complex. Also, for \( X, Y \) in \( K \cap C_u \), the intersection of \( E_X \) and \( E_Y \) is a set of edges of the form \( ux \), where \( x \) is in \( D_X^u \cap D_Y^u \). Therefore, one can see that edges in \( \bigcup_{X \in K \cap C_u} E_X \) form a tree, say \( T_u \); similarly, edges in \( \bigcup_{X \in K \cap C_v} E_X \) form a tree, which, additionally, is vertex disjoint to \( T_u \). Obviously, no edge in \( F_u \cup F_v \) can participate in a cycle in \( T \). First, using the aforementioned remarks, it can be shown that \( T \) has no cycles. Second, one can conclude that each vertex in \( V(G) \) is within distance 2 in \( T \) from \( uv \); note that \( K \) covers \( Q \). By these two facts, \( T \) is a spanning tree of \( G \) with 5-center \( uv \).

To see that \( T \) is also a 3-spanner of \( G \), observe that for each complex in \( K \) only its down vertices may be adjacent in \( G \) to vertices that are not registered in the complex and are other than \( u \) and \( v \).

\[ \square \]

4 Concluding remarks

Clearly, the algorithm presented in section 2 on input \((G, u, v)\) halts before a polynomial on \(|G|\) number of steps. To determine whether \( G \) admits a tree 3-spanner of diameter at most 5, the algorithm should be run for each possible 5-center of the under construction spanner; of course, there are only \(|E(G)|\) such centers. Therefore, there is an efficient algorithm to determine whether a graph admits a tree 3-spanner of diameter at most 5.

Also, each concentrated tree 3-spanner of the input graph \( G \) with 5-center \( uv \) may be constructed through the algorithm, when minor changes in evaluating its output are made, following the method used in the proof of correctness. Indeed, one can show that, depending on the choice of clique \( K \), the choice of representatives of complexes in \( K \), and the choice of sets \( F_u \) and \( F_v \), a list of all concentrated tree 3-spanners of \( G \) with 5-center \( uv \) can be produced.

Finally, it seems that this procedure may be used as a building block toward the design of an efficient algorithm to decide graphs that admit a tree 3-spanner. Note that the problem to decide graphs that admit a tree 3-spanner is reduced to the problem to determine whether a graph admits a tree 3-spanner with given \( k \)-center, where \( k \) is part of the input.
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