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Based on the Pomeranchuk theorem, one constructs the $\delta(s)$ parameter to measure the difference between experimental data for the particle-particle and particle-antiparticle total cross section at same energy. The experimental data for the proton-proton and proton-antiproton total cross section were used to show that, at the same energy, this parameter tends to zero as the collision energy grows. Furthermore, one assumes a classical description for the total cross section, dividing it into a finite number of non-interacting disjoint cells, each one containing a quark-antiquark pair subject to the confinement potential. Near the minimum of the total cross section, one associates $\delta(s)$ with the entropy generated by these cells, analogously to the XY-model. Using both the Quigg-Rosner and Cornell confinement potentials and neglecting other energy contributions, one can calculate the internal energy of the hadron. One obtains that both the entropy and internal energy possess the same logarithmic dependence on the spatial separation between the pairs in the cell. The Helmholtz free energy is used to estimate the transition temperature, which is far from the temperature widely related to the Quark-Gluon Plasma.

PACS numbers: 12.38.Aw, 21.30.Fe, 12.38.Mh

I. INTRODUCTION

The so-called forward quantities ($t = 0$) play a fundamental role in high energy scattering physics. As well-known, the precise measurement of the total cross section $\sigma_{tot}(s)$, as well the $\rho(s)$-parameter and the slope $B(s,t)$, can help the normalization and calibration of beams as well detectors. Furthermore, the optical theorem connects $\sigma_{tot}(s)$ with the imaginary part of the forward scattering amplitude and, through the well-known derivative dispersion relations, one can obtain the full-forward scattering amplitude. Hereafter, $s$ and $t<0$ are, respectively, the squared energy and the squared momentum transfer in the center-of-mass system.

In Quantum Mechanics (QM), $\sigma_{tot}(s)$ is interpreted as the probability of occurrence of an event in a collision process, representing the sum over all possible final states. In potential theory, the total cross section is determined uniquely from a given potential. Classically, on the other hand, $\sigma_{tot}(s)$ can be viewed as representing the effective area in a head-on collision. Necessary to emphasize that the result of QM is four times the classical, which has been interpreted as if the wave associated with the scattering takes into account the area of the sphere [1].

There are some cases in physics for which physical observables are interpreted in terms of an effective area. An ordinary example is work done by an external force. A further example, much more sophisticated, is given by the entropy-area law for the black holes [2–5]. Even in the definition of confinement (definitively a not easy task) in Quantum Chromodynamics (QCD), one can associate the planar Wilson loops with an area-law falloff [6]. Also, the concept of area is closely related to the study of phase transitions.

In solid-state physics, the typical way to introduce the study of phase transition is using 2D-systems and looking for the emergence of some physical modification in the system taking into account a certain critical value (temperature is the usual parameter). The result of such analyzes has culminated in the study of the physical properties of the so-called XY-model, intensively studied years ago [7]. In particular, the XY-model seemed to violate the Mermin-Wagner-
Hohenberg-Coleman theorem [8–10], i.e. considering a system with short-range interactions and dimension $d \leq 2$, then there is no symmetry breaking (at finite temperatures) of continuous symmetries. However, the study carried out by Berezinskii [11] and, independently, by Kosterlitz and Thouless [12] revealed the role played by topological excitations to explain the divergences present in the XY-model. Nowadays, this effect is known as the Berezinskii-Kosterlitz-Thouless (BKT) phase transition, occurring in two-dimensional systems and possessing a topological character. By a topological phase transition, it should be understood that the physical space of the system has a topology below the critical value and another topology above this value. Originally, a system where the BKT phase transition takes place is characterized by the emergence of unbound vortices, i.e. the arising of single vortices is energetically favored over the vortex-antivortex pair [11] [12]. This effect is only possible once the entropy controls the free energy of the system, above the phase transition.

In the context of particle physics, the general belief attaches to the Hagedorn temperature [13, 14] the phase transition from the hadronic matter to Quark-Gluon Plasma (QGP) [15–17] (part of the vast literature about QGP can be found in Refs. [18, 19], and references therein). This is a dynamical phase transition representing the spontaneous breaking of the chiral symmetry, being a formal prediction of QCD.

Based on the above discussion, the first question arises: is there some topological phase transition in high energy scattering? To answer this question, it is necessary first to look at the experimental data for proton-proton ($pp$) and proton-antiproton ($p\bar{p}$) total cross sections. These data exhibit a minimum for $\sigma_{\text{tot}}(s)$ at some collision energy. As well-known, for a long time, the general belief was the total cross section should be asymptotically constant. Only the measurement of Serpukhov on $\pi^\pm p$ and $K^\pm p$, and later ISR and FNAL on $pp$ and $p\bar{p}$ total cross sections, had shown the rise of $\sigma_{\text{tot}}(s)$. Thus, a possible candidate where the phase transition takes place may be the minimum of $\sigma_{\text{tot}}(s)$. To produce a topological phase transition in the same way as BKT, it is necessary to introduce a second question: may the classical view of the total cross section be connected with the entropy of the hadron during the collision process? If this assumption is valid, then the next goal is to obtain the internal energy of the hadron.

To show that the entropy may be obtained from $\sigma_{\text{tot}}(s)$, one uses the Pomeranchuk theorem [20] to construct the $\delta(s)$ parameter, relating $pp$ and $p\bar{p}$ total cross sections. Considering the classical description of the total cross section, one divides $\sigma_{\text{tot}}(s)$ into a finite number of non-interacting disjoint cells, each one containing a quark-antiquark ($q\bar{q}$) pair. Thus, one obtains a quantity that can be related to the entropy of the system. This entropy depends on the logarithm of the ratio of the total cross section to the size of the cell.

The next step is to calculate the hadron internal energy from the confinement potential. One uses here two confinement potentials: Quigg-Rosner [21, 22] and Cornell [23–25]. As shall be seen, the entropy and internal energy in the system possess the same logarithmic dependence, competing by the Helmholtz free energy and resulting in a topological phase transition, exactly as the BKT phase transition [11, 12].

It is important to stress that the entropy calculation proposed here is not the same one measured in, for example, multiparticle systems created in high-energy collision events [26–29]. The main point in this work is to study the effects of the entropy by analyzing the hadronic total cross section as the energy grows, trying to understand, from the thermodynamic point of view, the effects of the confinement of quarks and gluons. A possible interpretation for such phase transition may be the chiral symmetry restoration [30, 31] in the confinement phase of QCD. In this scenario, the emergence of free quarks above the phase transition can occur, resulting in an effect quite similar to the one at XY-model.

This work has been organized as follows. In Section [I], one introduces the $\delta(s)$ parameter, analyzing its physical meaning based on the experimental data for $pp$ and $p\bar{p}$ total cross section. Section [III] presents the BKT phase transition according to the two confinement potentials adopted. A discussion of the results is left to the final section [IV].
FIG. 1: Total cross section experimental data in the energy range $3.5 \text{ GeV} < \sqrt{s} < 63.0 \text{ GeV}$, collected from the Particle Data Group [38]. The experimental data here are not necessarily at the same energy, being used only as a guide to the reader.

II. THE $\delta(s)$ PARAMETER

At the end of the 1950s, Pomeranchuk has suggested that particle-particle and particle-antiparticle total cross sections tend to be asymptotically equal at $s \to \infty$ [20]. Thus, one can write for the asymptotic condition $s \to \infty$

$$\frac{\sigma_{pp}^{\bar{p}p}(s)}{\sigma_{tot}^{pp}(s)} \to 1,$$

(1)

which is a result obtained by Grunberg and Truong considering that $\sigma_{tot}(s)$ grows with energy [32]. At high $s$, the pomeron is the exchange particle responsible by [1] and should have the vacuum quantum numbers [33]. Thus, the pomeron cannot distinguish particle from antiparticle, explaining why the total cross sections tend to the same value as stated in (1). At low $s$, a sub-leading term, the so-called odderon, becomes dominant. That particle is defined as the leading singularity in the complex plane contributing to the odd crossing amplitude. In this way, it predicts the differences in the differential cross section for $pp$ and $p\bar{p}$. In other words, this particle exchange has different couplings to particle and antiparticle, resulting in that $pp$ and $p\bar{p}$ total cross sections have different slopes.

Recently, a possible experimental evidence for the odderon was obtained [34], being subject to discussions in the literature [35–37].

Based on the above theoretical result, one proposes the use of the following parameter defined below

$$\delta(s) = \ln \frac{\sigma_{pp}^{\bar{p}p}(s)}{\sigma_{tot}^{pp}(s)},$$

(2)

as a possible way to measure the difference between both the $pp$ and $p\bar{p}$ experimental data set at same energy. Note that if the Pomeranchuk theorem [1] is satisfied, then $\delta(s) \to 0$ as $s \to \infty$.

Figure [1] shows all the available experimental data for $pp$ and $p\bar{p}$ total cross section in the energy range $3.5 \text{ GeV} < \sqrt{s} < 63.0 \text{ GeV}$. The data were collected from the Particle Data Group [38], and there was any data selection. This figure is used only as a guide to the analysis of $\delta(s)$, given below.

To produce the values observed in Figure [2] for $\delta(s)$, one uses only experimental data for $pp$ and $p\bar{p}$ at the same energy in both panels. Unfortunately, there is no experimental data for both total cross sections at the same energy above 63.0 GeV. Thus, for practical uses, the high energy limit is limited here to the medium energy range. The error
FIG. 2: The $\delta(s)$ parameter behavior depending on $pp$ and $p\bar{p}$ experimental data. In panel (a), one has all the experimental data at same energy for $pp$ and $p\bar{p}$. Panel (b) shows the shoulder near the minimum of the total cross sections, shown in Figure 1. Apparently, $\delta(s)$ tends to zero as $s \to \infty$.

Propagation is performed as usual

$$\Delta(\delta) = \delta \sqrt{\frac{\Delta(\delta_1)^2}{\delta_1^2} + \frac{\Delta(\delta_2)^2}{\delta_2^2}}. \tag{3}$$

In Fig. 2b, one has the global behavior of $\delta(s)$ based on the experimental data collected. It is interesting to note that, despite the collision energy $s$ is far from the so-called asymptotia, the value of the logarithmic ratio at $\sqrt{s} = 62.7$ GeV is very close to zero, $\delta(s) = 0.0128 \pm 0.0001$. Notice that $\delta(s)$ grows as the collision energy diminishes toward the Coulomb-Nuclear region possibly indicating that the role played by the odderon exchange is more evident when contributions from secondary reggeons (pomeron) can be neglected.

In Fig. 2b, one observes the small shoulder in the energy range $10.0 \text{ GeV} \lesssim \sqrt{s} \lesssim 30.0 \text{ GeV}$. Its occurrence may be explained as follows. First of all, it is important to stress that in the energy range $10.0 \text{ GeV} < \sqrt{s} < 30.0 \text{ GeV}$, one observes the minimum of $\sigma_{tot}(s)$ (for $pp$ and $p\bar{p}$), as can be viewed in Figure 1. The minimum, however, does not necessarily occur at the same energy. Thus, one may have two minima and, further, in this energy range $\sigma_{tot}^{pp}(s) < \sigma_{tot}^{p\bar{p}}(s) \to 0 < \delta(s)$.

Based on Figure 1, one assumes that $\sigma_{tot}^{pp}(s)$ achieves its minimum value at $s_{c1}$ and $\sigma_{tot}^{p\bar{p}}(s)$ at $s_{c2}$, being $s_{c1} < s_{c2}$. Considering the energy range $s_{c1} < s \to s_{c2}$, then $\sigma_{tot}^{pp}(s)$ has been going toward its minimum value, while $\sigma_{tot}^{p\bar{p}}(s)$ is growing as the energy rise (its minimum occurred at $s_{c1}$). At $s = s_{c2}$, on the other hand, one has that $\sigma_{tot}^{p\bar{p}}(s)$ achieve its minimum value, then $\delta(s)$ reaches its maximum in this energy range. Thus, one should expect the emergence of the visible shoulder in the region of the minimum of the total cross sections, as shown in Figure 2.

It should be pointed out that if the minimum for both, $\sigma_{tot}^{pp}(s)$ and $\sigma_{tot}^{p\bar{p}}(s)$, occurred at the same energy $\sqrt{s}$, then $\delta(s) = 0$, and a dip would be observed in this energy range. Nevertheless, it seems that it does not occur, as observed in Figure 1.

A. Total Cross Section and Entropy

One supposes here that $\sigma_{tot}(s)$ can be divided into a finite number of non-interacting disjoint 2D cells, each one containing a $q\bar{q}$-pair ($u\bar{u}$ and $d\bar{d}$). Moreover, one neglects the spin since one supposes it does not change in the cell.

Using $\delta(s)$, and assuming a classical view for the total cross section, the main point here is to furnish a measure of
the entropy associated with the rise of $\sigma_{tot}(s)$. First of all, notice the result (2) can be written as

$$\delta(s) = \ln \sigma_{tot}^{pp}(s) - \ln \sigma_{tot}^{pp}(s).$$  \hspace{1cm} (4)

Up to the Coulomb-Nuclear interference (CNI), the elastic scattering is governed by the electromagnetic and the strong interaction. In the near-forward direction, $t \approx 0$, both interactions contribute in a similar way to the interference effects measured, resulting in the high values observed to $\sigma_{tot}(s)$. However, one should stress that the $pp$ total cross section, from CNI up to is minimum, is mainly due to baryon annihilation processes, which has higher total cross section, whereas the $pp$ total cross section is weakly energy-dependent in this energy range.

As the collision energy rises above the CNI, one assumes the effective area represented by the (classical) total cross section can be divided into a finite number of identical non-interacting disjoint cells, each one containing a single $q\bar{q}$-pair subject to a confinement potential, as stated above. Consequently, each cell is viewed as possessing a null topological (color) charge, representing the experimental fact that the $q\bar{q}$-pair is a color singlet. Thus, one can write

$$\delta(s) = \ln \left( \frac{\sigma_{tot}^{pp}(s)}{a^2} - \frac{b^2}{a^2} \right) = \ln \left( \frac{\sigma_{tot}^{pp}(s)}{b^2} \right) = \ln \frac{\sigma_{tot}^{pp}(s)}{a^2} - \ln \frac{\sigma_{tot}^{pp}(s)}{b^2} + \ln \left( \frac{a}{b} \right)^2,$$  \hspace{1cm} (5)

where $a^2, b^2 > 0$ are the size of each cell in $\sigma_{tot}^{pp}(s)$ and $\sigma_{tot}^{pp}(s)$, respectively. The interest here is the region near the minimum of the total cross sections, where the system is near the equilibrium (quasi-static). Thus, one can consider $a^2 \approx b^2 = c^2$. Therefore, near the minimum of the total cross section ($\ln(a/b)^2 \approx 0$)

$$\delta(s) \approx \ln \left( \frac{\sigma_{tot}^{pp}(s)}{c^2} \right) - \ln \frac{\sigma_{tot}^{pp}(s)}{c^2},$$  \hspace{1cm} (6)

In this situation, one possible interpretation for each term in the r.h.s. of (6) is: they represent the entropy given by the presence of the cell of size $c^2$ (containing the $q\bar{q}$-pair) in the total cross sections.

Near the minimum of $\sigma_{tot}(s)$, one can drop the scattering process, keeping the size of the cell as the same $pp$ and $pp$. Then, one writes the entropy for the total cross section as

$$S(s) = \ln \frac{\sigma_{tot}(s)}{c^2}. $$  \hspace{1cm} (7)

The above definition is of statistical order since one can understand the calculation of $\sigma_{tot}(s)/c^2$ as the probability of finding a specific physical situation in the system. In thermodynamic terms, on the other hand, if the nature of the particles constituting the system and the interactions between them are fully known, then all the possible states $\Omega(s)$ of the system can be computed. If, near the equilibrium, these states are equally likely, then $\sigma_{tot}(s)/c^2 \propto \Omega(s)$.

The total cross section in the classical picture is spherically symmetric and $\sigma(s) \propto R^2(s)$, where $R(s)$ is the hadron radius. Of course, the size of the cell cannot be constant during the collision process. As the collision energy grows, the spatial separation between the quark and antiquark in the cell should decrease up to the non-confinement, near the QGP regime. However, near the minimum value of the total cross section, one can suppose the size of the cell is almost constant since $\sigma_{tot}(s)$ presents a small variation in this energy range (see Fig. 1). Accordingly, one can neglect small fluctuations in the volume of both the cell and hadron near the minimum. Taking the distance in the $q\bar{q}$-pair at the transition energy $s_c$ as $r_c$ as well as the hadron radius as $R(s_c) = R_c$, then the entropy (7) at the minimum of $\sigma_{tot}(s)$ can be written as

$$S(R_c) \approx 2 \ln \frac{R_c}{r_c}.$$  \hspace{1cm} (8)

The shape of the cell, square or circular, does not constitute a real problem since the 2D-disc and the unit square in $\mathbb{R}^2$ are homeomorphic. A theorem due to Prigogine [39] asserts that for steady states sufficiently close to equilibrium,
the entropy production reaches its minimum. Then, at the minimum of $\sigma_{\text{tot}}(s)$, one gets the minimum value for the entropy in the system.

### III. BKT PHASE TRANSITION

The study of phase transitions is one of the cornerstones of solid-state physics, relying on a well-defined ground. An important theorem due to Mermin and Wagner [8] and Hohenberg [9] in statistical physics, and Coleman [10] in quantum field theory prevents the existence of ordered phases in the 2D system. In other words, in systems with finite temperature and with sufficiently short-range interaction, the Mermin-Wagner-Hohenberg-Coleman theorem states that it is impossible to have a phase transition from ordered to disordered system accompanied by a spontaneous symmetry breaking. Thus, long-range fluctuations are permitted and favored since their occurrence contributes to the increase of entropy.

As well-known, the BKT phase transition occurs without spontaneous symmetry breaking [11, 12]. In the XY-model, at low temperatures, the presence of nontrivial vortex configuration is suppressed due to the binding effect caused by the vortex-antivortex interaction. At high temperatures, above some critical value, the binding effect can be neglected, and the nontrivial vortex becomes free. Consequently, one can estimate the critical temperature using the Helmholtz free energy.

In the BKT, the physical meaning of the phase transition is quite simple. For temperatures below the transition, the free energy is positive, and the single vortex is suppressed, resulting in the lattice behaving as a dilute gas of vortex-antivortex pairs. This is the so-called binding of vortex-antivortex pairs. Above the transition temperature, the free energy is negative, resulting in that entropy rise is favored by contributions coming from the free vortices. Then, the vortex-antivortex pairs are unbinding and the system becomes a vortex plasma.

The internal energy and the entropy in the X-model possess the same logarithmic behavior, being that the key-point for the occurrence of the effect since this dependence provokes the competition between the energy $E$ and $S$ by the Helmholtz free energy. The dominance of one of these both quantities depends on the system is below or above the transition temperature.

As well-known, the internal energy of the hadron cannot be obtained from the first principles of thermodynamics or even from QCD. In general, the internal energy $U$ has several constraints, being the sum of the kinetic, potential, and chemical terms (among others). On the other hand, the strong interaction is the dominant energy in the $q\bar{q}$-pair. Thus, one can neglect the kinetic, chemical, and action terms in the system.

The use of the potential to mimic the internal energy is not new in physics, remounting to the original work of Bohm [40]. Despite its naivety, the potential approach seems to agree, at a qualitative level, to the thermodynamics of $T$-matrix formalism [41]. Also, the Bohm quantum potential has been used to mimic the internal energy of a quantum system, giving insight into its role in stationary states [42, 43].

Differently from the original XY-model, the size of the cell as well the total cross section changes according to the collision energy. Furthermore, one may have a $q\bar{q}$-pair creation due to the rise of the collision energy. For simplicity, one assumes a constant number of pairs in the model. Then, one assumes the confinement potential $V(r)$ and the hadron internal energy $U(r)$ can be connected through the integration

$$U(r) = \bar{m} \int_{r_0}^{r} V(r') dr',$$

where $r_0 < r$ and $\bar{m}$ is the mean of the reduced mass $\mu(q\bar{q})$ of the different $q\bar{q}$-pairs: $u\bar{u}$ or $d\bar{d}$. Also, $r_0$ is the scale separating the confinement from the non-confinement regime of QCD. Notice the maximum of the spatial separation between the constituents of the pair is given at the end of CNI, where $r = R$, the hadron radius.

For the sake of simplicity, one reduces the focus of this work on two potentials: the Quigg-Rosner potential [21] and the Cornell potential [23,25]. These two potentials are power-law potentials where mass dependence of energy levels
and distance scales follows elementary re-scaling operations [22]. Moreover, the virial theorem connects the kinetic $K$, potential and total bound-state $E(r)$ energies [22]

$$\langle K(r) \rangle = E(r) - \langle V(r) \rangle = \frac{r}{2} \frac{dV(r)}{dr}.$$  \hspace{1cm} (10)

Considering the above discussion, one can say these two potentials cover a wide class of physical interest. Then, the approach developed here is based on the main confinement potentials, and both agree with experimental results considering their limits of validity.

### A. Quigg-Rosner Confinement Potential

There are several ways to confine the $q\bar{q}$-pairs [23–25,44–48]. In particular, the Quigg-Rosner confinement potential is written as [21]

$$V(r) = \gamma \ln \frac{r}{r_0},$$ \hspace{1cm} (11)

where $\gamma \approx 0.75$ GeV. This non-relativistic potential was used to reproduce some features of charmonium giving level spacing independent of the quark masses [21]. One can define the scale [22]

$$r_{q\bar{q}} = \frac{1}{\mu(q\bar{q})},$$ \hspace{1cm} (12)

as the confinement scale for each species of $q\bar{q}$ in the hadron. Then, one can write the confinement potential [11] as the sum of the confinement potential due to $u\bar{u}$- and $d\bar{d}$-pairs

$$V(r) = \gamma \left( \ln \frac{r}{r_{u\bar{u}}} + \ln \frac{r}{r_{d\bar{d}}} \right) = 2\gamma \ln \frac{r}{r_0},$$ \hspace{1cm} (13)

where one assumes that $\gamma$ is the same for both pairs, and that the confinement scale $r_0 = \sqrt{r_{u\bar{u}}r_{d\bar{d}}} \approx 0.6$ fm, is the geometric mean of each individual confinement scale. It is important to stress that at the minimum of the total cross section, $r_c > r_0$.

Replacing the confinement potential [13] into integral of (9), one obtains

$$U(r) = 2\bar{m}\gamma \left[ r_0 + r \left( \ln \frac{R_c}{r_0} - 1 \right) \right] - 2\bar{m}\gamma r \ln \frac{R_c}{r}. $$  \hspace{1cm} (14)

From the experimental data available for $pp$ and $p\bar{p}$, the minimum for $\sigma_{tot}(s)$ is settled around $36 \sim 42$ mb. Using $\sigma_{tot}(s) \approx 4\pi R^2$, then one obtains $R_c \approx 1.7 \sim 1.9$ fm ($r_0 < r_c \leq R_c$) at $s_c$. Without loss of generality, one supposes $r_c = nR_c$, where $n \leq 1$. Thus, for $r = r_c = nR_c$, the internal energy is written as (using $\ln y = \ln(yx/x)$, $y, x > 0$)

$$U(r_c) = 2\bar{m}\gamma \left[ r_0 + nR_c \left( \ln \frac{R_c}{r_0} + \ln n - 1 \right) \right] + 2\bar{m}\gamma nR_c \ln \frac{R_c}{r_c}. $$  \hspace{1cm} (15)

The term $E_0 = 2\bar{m}\gamma [r_0 + nR_c(\ln(R_c/r_0) + \ln n - 1)]$ corresponds to the ground state energy at $s_c$. The ground state, defined here, means that the occupation of the energy states suffers an inversion, and the $q\bar{q}$-pair in the cell achieves the lower-energy state. Setting $E_0 = 0$, then one can obtain the value of $r_c$ according to $R_c$ and $r_0$. Taking $r_0 \approx 0.6$ fm from the above considerations and assuming $R_c \approx 1.7$ fm at the minimum $\sigma_{tot}(s)$, one gets that for $n \approx 0.78$. Then, the spatial separation for the $q\bar{q}$-pair at the minimum of $\sigma_{tot}(s)$ is around $r_c \approx 1.33$ fm.

The Helmholtz free energy can give the transition temperature $T_c$ at $s_c$, following the scenario introduced above.
The internal energy $U$ given by (14) and entropy (8) has the same logarithmic dependence, competing by the free energy in the system. Then, the critical temperature is given by

$$T_c = n \gamma n R_c.$$  \hspace{1cm} (16)

As stated above, the radius $R_c$ at $s_c$ is about $1.7 \sim 1.9$ fm, and the mean mass is $\bar{m} \approx 1.8$ MeV, which result in the following critical temperature at the minimum of $\sigma_{tot}(s)$

$$T_c \approx 0.1 \text{ MeV},$$  \hspace{1cm} (17)

corresponding to a temperature three orders of magnitude less than the Hagedorn temperature ($150 \sim 200$ MeV), representing the approximate temperature where the $pp$ and $p\bar{p}$ total cross sections achieve their minimum value.

**B. Cornell Confinement Potential**

The Cornell confinement potential is written as [23–25]

$$V(r) = -\frac{4}{3} \alpha_s(r) \ln r + \sigma r,$$ \hspace{1cm} (18)

where $\sigma$ is the string tension and $\alpha_s(r)$ is the running coupling constant of QCD. There is no general definition for $\alpha_s(r)$ in the confinement phase of QCD since the perturbative approach developed for the non-confinement cannot be used in that phase. This situation leads to different definitions for the running coupling as, for example, the approaches due to Richardson [40] and Brodsky-de Teraum-Deur (BdT) [50].

Replacing (18) into (9) and performing an integration by parts, one has

$$U(r) = -4\bar{m}^3 \left[ \alpha_s(r) \ln r - \alpha_s(r_0) \ln r_0 + f(r) \right] + \frac{\sigma \bar{m}^2}{2} (r^2 - r_0^2),$$ \hspace{1cm} (19)

where

$$f(r) = -\int_{r_0}^r \alpha'_s(r') \ln r' dr',$$ \hspace{1cm} (20)

and $\alpha'_s(r) = d\alpha_s(r)/dr$. The function $f(r)$ depends on the definition of $\alpha_s(r)$ in the confinement phase of QCD. As an example, one concentrates the attention only on the BdTD approach, which is written as [50]

$$\alpha_s(Q) = e^{-\frac{Q^2}{4k^2}},$$ \hspace{1cm} (21)

where $k$ is the mass scale. The numerical integration of (20) is performed using the Fourier-sine transform of (21), resulting in the running coupling in terms of $r$. Figure 3(a) shows the result for $f(r)$ while panel (b) exhibits the behavior of the Fourier-sine transform of (21), $\alpha_s(r)$. Notice that the use of the mnemonic rule from QM, $Q \propto 1/r$, will result, within this specific example, in a similar pattern for $\alpha_s(r)$. Based on the numerical results, one assumes the function $f(r)$ does not diverge for $r = r_c$.

Observe that one can write (19) as

$$U(r) = -\frac{4\bar{m}}{3} \left[ \ln \left( \frac{R_c}{\alpha_s(r_0)} \right) + f(r) \right] + \frac{\sigma \bar{m}}{2} (r^2 - r_0^2) + \frac{4\bar{m}}{3} \ln \left( \frac{R_c}{\alpha_s(r)} \right).$$ \hspace{1cm} (22)

Of course, the running coupling at $r_c$ is finite, and it can be lower or greater than 1. If it is greater than 1, then
FIG. 3: Panel (b) shows the behavior of \( f(r) \) given by (20) using the running coupling as defined in \([50]\). In panel (b), the Fourier-sine transform of \( \alpha_s(Q) \) given by (21).

\[
\alpha_s(r_c) = 1 + e(r_c), \text{ where } e(r_c) \text{ is the excess of } \alpha_s(r_c). \text{ If it is lower than } 1, \text{ then } \alpha_s(r_c) = 1 - l(r_c) \text{ where } l(r_c) \text{ is the lack of } \alpha_s(r_c). \text{ Without any loss, one supposes } \alpha_s(r_c) < 1 \text{ and, then, the last term on the r.h.s. of (22) can be written as (at } r = r_c) \]

\[
\ln \left( \frac{R_c}{r_c \alpha_s(r_c)} \right) = \ln \left( \frac{R_c}{r_c} \right) + \ln \left( \frac{1}{r_c l(r_c)} \right). \tag{23}
\]

Returning this term within (22) and reorganizing the result, one can, analogously to the internal energy obtained from the Quigg-Rosner potential, define the ground state energy \( E_0 = 0 \) at \( r_c \)

\[
E_0 = -\frac{4\bar{m}}{3} \ln \left( \frac{r_0^{\alpha_s(r_0)}}{R_c r_c l(r_c)} \right) + f(r_c) + \frac{\sigma \bar{m}}{2} \left( r_c^2 - r_0^2 \right) = 0. \tag{24}
\]

The temperature at the phase transition can be calculated assuming, again, that near the phase transition, the Helmholtz free energy holds, resulting

\[
T_c = \frac{2}{3} \bar{m} \approx 1.2 \text{ MeV}, \tag{25}
\]

which is \( \sim 10 \) times greater than the temperature obtained using the Quigg-Rosner confinement potential. The definition of \( T_c \) from the Cornell confinement potential does not depend on \( \alpha_s(r_c) \), contrarily to the ground state energy.

The conclusion from the above results allows one to assert that either the Quigg-Rosner as well as Cornell confinement potential, there is a topological phase transition occurring at \( T_c \approx 0.1 \sim 1.2 \) MeV.

A possible explanation for the emergence of the topological phase transition may be the presence of the so-called quarkyonic matter, introduced some years ago \([30, 31]\). In this picture, the chiral symmetry is restored even in face of confinement matter (hadrons). Thus, the quark matter in the hadron undergoes the phase transition obtained here, whose result is the restoration of the chiral symmetry above \( T_c \). Therefore, above \( T_c \) but below the Hagedorn temperature, the emergence of a free quark state is allowed \([30, 31]\), resulting in an effect quite similar to the emergence of the free vortex in the XY-model. Indeed, it was shown that the chiral symmetry can be restored but the matter still remains confined \([31]\).
IV. DISCUSSION

One cannot disregard the entropy in the study of any physical system. Assuming the classical view of the total cross section, one divides $\sigma_{\text{tot}}(s)$ in a finite number of non-interacting disjoint 2D cells, each one containing a $q\bar{q}$-pair. Analogously to the XY-model, one associates an entropy to the area represented by the logarithm of the ratio of the total cross section to the area of the cell. Using the Quigg-Rosner and the Cornell confinement potentials, one calculates the internal energy of the hadron. It was shown here that both entropy and internal energy has the same logarithmic dependence on the spatial distance between the constituents of the cell. Then, near the minimum of the total cross section, one supposes a small (volume) variation, which allows the use of the Helmholtz free energy to calculate the transition temperature at the minimum of $\sigma_{\text{tot}}(s)$.

The use of the Quigg-Rosner confinement potential was able to furnish the desired logarithmic dependence on the spatial pair separation. The Cornell confinement potential, which has a good agreement with experimental data \[51,53\] for the spectrum of light and heavy mesons, also has furnished the same behavior. Certainly, due to this good agreement with the experimental data, it is possible to suppose that the transition temperature $T_c$ is near 1.2 MeV than the value 0.1 MeV, obtained within the Quigg-Rosner approach.

It is important to stress this transition temperature does not correspond to the Hagedorn temperature since, at this collision energy, the hadron is far from the transition from the confinement to the non-confinement phase of QCD. Thus, the transition temperature obtained corresponds to the one where here is supposed a topological phase transition takes place. A possible explanation is based on the quarkyonic matter \[30,31\], where the presence of free quarks is allowed in the confinement phase of QCD. This approach leads to a direct identification between the appearance of the free quark and the emergence of the free vortex in the XY-model. In the work of McLerran and Pisarski \[30\], the main idea is based on qualitative arguments for large $N_c$, stating that at large chemical potential and low temperature (as obtained here), the existence of a chirally symmetric phase of confining quark is possible. On the other hand, Glozman and Wagenbrunn \[31\] show that, with a finite density and low temperature, the same effect can be found. Thus, the improvement of the present model should include information on the finite density of the system, for example, which will be performed elsewhere.

The approach for entropy presented here is, of course, not performed from the first principles of thermodynamics, which is not obvious at all. Thus, this is a clear weakness of the approach. Also, the use of a potential to mimic the internal energy is not new in physics, but it evidently excludes all the other energy manifestation forms in the hadron. However, despite the naivety of the presented approach, it corroborates recent theoretical strategies indicating the presence of a chirally symmetric phase (free quarks) in the confinement phase of QCD, with remarkable similarity with the BKT approach for the XY-model.

In a more realistic scenario, the creation of virtual $q\bar{q}$-pairs may occur in the off mass shell regime. The back-reaction of the virtual pair creation may act to raise the total cross section. In other words, the increasing number of virtual cells may lead to the growth of entropy, implying the rise of the total cross section.
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