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Abstract

We study the class of Azéma–Yor processes defined from a general semi-martingale with a continuous running supremum process. We show that they arise as unique strong solutions of the Bachelier stochastic differential equation which we prove is equivalent to the Drawdown equation. Solutions of the latter have the drawdown property: they always stay above a given function of their past supremum. We then show that any process which satisfies the drawdown property is in fact an Azéma–Yor process. The proofs exploit group structure of the set of Azéma–Yor processes, indexed by functions, which we introduce.

Secondly we study in detail Azéma–Yor martingales defined from a non-negative local martingale converging to zero at infinity. We establish relations between
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Average Value at Risk, Drawdown function, Hardy-Littlewood transform and its generalised inverse. In particular, we construct Azéma–Yor martingales with a given terminal law and this allows us to rediscover the Azéma–Yor solution to the Skorokhod embedding problem. Finally, we characterise Azéma–Yor martingales showing they are optimal relative to the concave ordering of terminal variables among martingales whose maximum dominates stochastically a given benchmark.

In [2] Azéma and Yor introduced a family of simple local martingales, associated with Brownian motion or more generally with a continuous martingale, which they exploited to solve the Skorokhod embedding problem. These processes, called Azéma–Yor processes, are simply functions of the underlying process $X$ and its running maximum $\overline{X}_t = \sup_{s \leq t} X_s$. They proved to be very useful especially in describing laws of the maximum or of the last passage times of a martingale and were applied in problems ranging from Skorokhod embeddings, through optimal inequalities, to Brownian penalisations (cf. Azéma and Yor [1], Oblój and Yor [26], Roynette, Vallois and Yor [28]). The appearance of Azéma–Yor martingales in all these problems was partially explained with a characterisation in Oblój [25] as the only local martingales which can be written as a function of the couple $(X, \overline{X}_t)$.

Recently these processes have seen a revived interest with applications in mathematical finance including re-interpration of classical pricing formulae (see Madan, Roynette and Yor [22]) and portfolio optimisation under pathwise constraints (see El Karoui and Meziou [9, 10]). In this paper we uncover a more general structure of these processes and present new characterisations. We explore in depth their properties and present some further applications of Azéma–Yor processes. We work in a general setup and extend the concept of Azéma–Yor processes $M^U(X)$, as defined in [2] below, to the context of an arbitrary semimartingale $(X_t)$ with a continuous running supremum process $\overline{X}_t$.

We start by studying the (sub)set of Azéma–Yor processes $M^U(X)$, indexed by increasing absolutely continuous functions $U$, and show that it has a simple group structure. This allows to see any semimartingale with continuous running supremum as an Azéma–Yor process. The main contribution of the Section [2] is to study how such representation arise naturally. We show that Azéma–Yor processes allow to solve explicitly the Bachelier equation, which we also identify with the Drawdown equation. The solutions to the latter satisfy the Drawdown constraint $Y_t \geq w(Y_t)$ up to time $\zeta$. Conversely, if $(Y_t)$ satisfies Drawdown constraint up to time $\zeta$ then it can be written as $M^{U\wedge \zeta}(X)$ for some non-negative $X$. Further, if $Y_\zeta = w(Y_\zeta)$ a.s., then the inverse process $(X_{t \wedge \zeta})$...
is stopped upon hitting $0$ or $b$. We provide explicit relation between function $U$ which generates Azéma–Yor process and functions $w$ and $\varphi$ which feature in the Drawdown constraint and in the SDEs. This characterises the processes both in a pathwise manner and differential manner.

Then in Section 3 we specialise further and investigate Azéma–Yor processes defined from $X = N$ a non-negative local martingale with continuous supremum process and with $N_t \to 0$ as $t \to \infty$. We show how one can identify explicitly Azéma–Yor processes from their terminal values. In Section 3.3 we discuss the Average Value at Risk and the Hardy-Littlewood transform in a unified manner using tail quantiles of probability measures. Then we construct Azéma–Yor martingales with a prescribed terminal law. This allows us to re-discover, in Section 3.4 the Azéma–Yor [2] solution to the Skorokhod embedding problem and give it a new interpretation.

Finally, in the last section, we apply the previous results to uncover optimal properties of Azéma–Yor martingales. More precisely, we show that all uniformly integrable martingales whose maximum dominates stochastically a given floor distribution are dominated by an Azéma–Yor martingale in the concave ordering of terminal values. This problem is an extension of the more intuitive problem, motivated by finance, to find an optimal martingale for the concave order dominating (pathwise) a given floor process. It is rather surprising to find that the two problems have the same solution. We recover in this way the $\Delta$ operator of Kertz and Rösler [20] and give a direct way to compute it. These dual results are compared with the classical primal result stating that among all uniformly integrable martingales with a fixed terminal law the Azéma–Yor martingale has the largest maximum (relative to the stochastic order). Furthermore, in both problems we can show that any optimal martingale is necessarily an appropriate Azéma–Yor martingale.

1 The set of Azéma–Yor processes

Throughout, all processes are defined on $(\Omega, \mathcal{F}, (\mathcal{F}_t), P)$ a filtered probability space satisfying the usual hypothesis and assumed to be taken right-continuous with left limits (càdlàg), up to $\infty$ included if needed. All functions are assumed to be Borel measurable. Given a process $(X_t)$ we denote its running supremum $X_t = \sup_{s \leq t} X_s$. In what follows, we are essentially concerned with semimartingales with continuous running supremum, that we call max-continuous semimartingales. Observe that under this assumption, the process $\overline{X}_t = \sup_{s \leq t} X_s$ only increases when $\overline{X}_t = X_t$ or
equivalently
\[
\int_0^T (\overline{X}_t - X_t) d\overline{X}_t = 0.
\] (1)

We let \( \tau^b(X) = \tau^b_X = \inf\{t \geq 0 : X_t \geq b\} \) be the first up-crossing time of the level \( b \) by process \( X \), with the standard convention that \( \inf\{\emptyset\} = \infty \). Note that by max-continuity \( X_{\tau^b(X)} = b \), if \( 0 < \tau^b(X) < \infty \). With a slight abuse of notation, \( \tau^\infty_X \) denotes the explosion time of \( X \).

1.1 Definition and Properties

There are two different ways to introduce Azéma–Yor processes, and their equivalence has been proven by several authors (see the comments below).

Definition 1.1. Let \( (X_t) \) be a max-continuous semimartingale starting from \( X_0 = a \), and \( \overline{X}_t \) its (continuous) running supremum.

With any locally bounded Borel function \( u \) we associate the primitive function \( U(x) = a^* + \int_a^x u(s) ds \) defined on \([a, +\infty)\). The Azéma–Yor process associated with \( U \) and \( X \) is defined by one of these two equations,

\[
M^U_t(X) := U(\overline{X}_t) - u(\overline{X}_t)(\overline{X}_t - X_t) \quad (2)
\]

or

\[
M^U_t(X) = a^* + \int_0^t u(\overline{X}_s) d\overline{X}_s. \quad (3)
\]

In consequence, \( M^U(X) \) is a semimartingale and it is a local martingale when \( X \) is a local martingale.

Observe that the process \( M^U(X) \) is càdlàg, since \( U(\overline{X}_t) \) is continuous and \( u(\overline{X}_t)(\overline{X}_t - X_t) \) is nonzero only on the intervals of constancy of \( \overline{X}_t \), where the non regular process \( u(\overline{X}_t) \) is constant. Moreover the jumps of \( M^U_t(X) \) are given explicitly by \(-u(\overline{X}_t)(\overline{X}_t - X_t)\) and \( M^U_t(X) = M^U(X_{\tau^b(X)}) \).

We note also that when \( u \) is defined only on some interval \( [a, b) \) but \( U(b) \leq \infty \) is well defined then we can still define \( M^U_t(X) \) for \( t \leq \tau^b(X) \) and \( M^U_t(X_{\tau^b(X)}) = U(b) \leq \infty \). Further, using regularity of paths of \( (X_t) \) we have that \( [2, 3] \) hold with \( t \wedge \tau^b(X) \) instead of \( t \) and \( u(b) := 0 \).

The symbol \( M^U(X) \) is a slight abuse of notation since this process depends explicitly on the derivative \( u \) rather than the function \( U \). Azéma and Yor [2] were the first to introduce these processes when \( (X_t) \) is a continuous local martingale. The
equivalence between (2) and (3) is easy to establish when \( u \) is smooth enough to apply Itô’s formula, since the continuity of the running supremum implies from (1) that
\[
\int_0^t (X_t - X_s) \, du(X_s) \equiv 0.
\]
This results may be extended to all bounded functions \( u \) via monotone class theorem and to all locally bounded functions \( u \) via a localisation argument. Alternatively, the equivalence can be argued using the general balayage formula, see Nikeghbali and Yor [23]. The case of locally integrable function \( u \) can be attained for continuous local martingale \( X \), as shown in Oblój and Yor [26].

The importance of the family of Azéma–Yor martingales is well exhibited by Oblój [25] who proves that in the case of a continuous local martingale \( (X_t) \) all local martingales which are functions of the couple \( (X_t, \overline{X}_t) \), \( M_t = H(X_t, \overline{X}_t) \) can be represented as \( M = M^U(X) \) local martingale associated with a locally integrable function \( u \). We note that such processes are sometimes called max-martingales.

1.2 Monotonic transformations and Azéma–Yor processes

We want to investigate further the structure of the set of Azéma–Yor processes associated with a max-continuous semimartingale \( (X_t) \). One of the most remarkable properties of these processes is that their running supremum can be easily computed, when the function \( U \) is non decreasing \((u \geq 0)\).

We denote by \( \mathcal{U}_m \) the set of such functions, that is absolutely continuous functions defined on an appropriate interval with a locally bounded and non negative derivative. This set is stable by composition, that is if \( U \) and \( F \) are in \( \mathcal{U}_m \), and defined on appropriate intervals then \( U \circ F(x) = U(F(x)) \) is in \( \mathcal{U}_m \). We let \( \mathcal{U}^+_m \) be the set of increasing functions \( U \in \mathcal{U}_m \), with inverse function \( V \in \mathcal{U}_m \), or equivalently of functions \( U \) such that \( u = U' > 0 \) and both \( u \) and \( 1/u \) are locally bounded. Throughout, when we consider an inverse function \( V \) of \( U \in \mathcal{U}^+_m \) then we choose \( v(y) = V'(y) = 1/u(V(y)) \).

In light of (2), then we have

**Proposition 1.2.** a) Let \( U \in \mathcal{U}_m \), \( X \) be a max-continuous semimartingale and \( M^U(X) \) be the \((U,X)\)-Azéma–Yor process in (2). Then
\[
M^U_t(X) = U(\overline{X}_t),
\]
and \( M^U(X) \) is a max-continuous semimartingale.

b) Let \( F \in \mathcal{U}_m \) defined on an appropriate interval, so that \( U \circ F \) is well defined. Then
\[
M^U_t(M^F(X)) = M^{U \circ F}_t(X).
\]
Remark 1.3. It follows from point b) above that the set of Azéma–Yor processes indexed by $U \in U_m^+$ defined on whole $\mathbb{R}$ with $U(\mathbb{R}) = \mathbb{R}$, is a group under the operation $\otimes$ defined by

$$M^U \otimes M^F := M^{U \circ F}.$$ 

Proof. a) In light of (4), when $u$ is non negative, the Azéma–Yor process $M^U_t(X)$ is dominated by $U(X_t)$, with equality if $t$ is a point of increase of $X_t$. Since $U$ is non decreasing we obtain (4). Moreover, since $U(X)$ is a continuous process, $M^U_t(X)$ is a max-continuous semimartingale and we may take an Azéma–Yor process of it.

b) Let $F$ be in $U_m$, $f = F' > 0$, such that $U \circ F$ is well defined. We have from (4)

$$M^U_t(M^F(X)) = U(F(X_t)) - u(F(X_t))f(X_t)(X_t - X_t) = M^U_t^{U \circ F}(X),$$

where we used $(U(F(x)))' = u(F(x))f(x)$. \qed

The two properties described in Proposition 1.2 are rather simple but at the same time extremely useful. As we will see, they will be crucial tools in most of the proofs in the paper. We phrase part b) above for stopped processes and for $F = V = U^{-1}$ as a separate corollary.

Corollary 1.4. Let $a < b \leq \infty$, $U \in U_m^+$ a primitive function of a locally bounded $u : [a, b) \to (0, \infty)$ such that $U(a) = a^*$. Let $V : [a^*, U(b)) \to [a, b)$ be the inverse of $U$ with locally bounded derivative $v(y) = 1/u(V(y))$.

Then for any max-continuous semimartingale $(X_t)$, $X_0 = a$, stopped at the time $\tau^b = \tau^b(X) = \inf\{t : X_t \geq b\}$ we have

$$X_{t \land \tau^b} = M^{V}_{t \land \tau^b}(M^{U}(X)).$$

From the differential point of view, on $[0, \tau^b)$,

$$dY_t := dM_t^U(X) = u(Y_t)dX_t, \quad dX_t = v(Y_t)dY_t.$$  \hfill (7)

Consider $u$ as above with $b = U(b) = \infty$. As a consequence of the above, any max-continuous semimartingale $(X_t)$ can be seen as an Azéma–Yor process associated with $U$. Indeed, $X_t = M^U_t(Y)$ with $Y_t = M^V_t(X)$. In the following section we study how such representations arise in a natural way.
2 The Bachelier–Drawdown equation

In his paper “Théorie des probabilités continues”, published in 1906, French mathematician Louis Bachelier [3] was the first to consider and study stochastic differential equations. Obviously, he didn’t prove in his paper existence and uniqueness results but focused his attention on some particular types of SDE’s. In this way, he obtained the general structure of processes with independent increments and continuous paths, the definition of diffusions (in particular, he solved the Langevin equation), and generalized these concepts to higher dimensions.

2.1 The Bachelier equation

In particular, Bachelier [3, pp.287–290] considered and “solved” an SDE depending on the supremum of the solution, \( dY_t = \varphi(Y_t) dX_t \) which we call the Bachelier equation. Let \( U \in U_m^+ \) and \( V \in U_m^+ \) its inverse function with derivative \( v \). From [3] and [4] we see that the Azéma–Yor process \( Y = M_U(X) \) verifies the Bachelier equation for \( \varphi(y) = 1/v(y) \). Now, we can solve the Bachelier equation as an inverse problem. We present a rigorous and explicit solution to this equation which proves to be surprisingly simple. We note that a similar approach is developed in Revuz and Yor [27, Ex.VI.4.21].

Theorem 2.1. Let \((X_t : t \geq 0), X_0 = a, \) be a max-continuous semimartingale. Consider a positive Borel function \( \varphi : [a^*, \infty) \to (0, \infty) \) such that \( \varphi \) and \( 1/\varphi \) are locally bounded. Let \( V(y) = a + \int_{a^*}^y \frac{ds}{\varphi(s)} \) and \( U \) its inverse defined on \( (a,V(\infty)) \).

The Bachelier equation

\[
dY_t = \varphi(Y_t) dX_t, \quad Y_0 = a^* \tag{8}
\]

has a strong, pathwise unique, max-continuous solution defined up to its explosion time \( \tau^{\infty}_Y = \tau^{V(\infty)}_X \) given by \( Y_t = M^U_t(X), \quad t < \tau^{V(\infty)}_X \).

When \( X \) is a continuous local martingale it suffices to assume that \( 1/\varphi \) is a locally integrable function.

Proof. The assumptions on \( \varphi \) imply that \( V \) and therefore \( U \) are in \( U_m^+ \) with \( U(a) = a^* \).

With the version of \( u = \varphi(V) \) we choose, Definition 1.1 gives that the Azéma–Yor process \( M^U(X) \) verifies

\[
dM^U_t(X) := u(X_t) dX_t = \varphi(M^U_t(X)) dX_t, \quad t < \tau^{V(\infty)}_X.
\]
Furthermore, on $\tau^{V(\infty)}(X) < \infty$, $M^{U}_{\tau^{V(\infty)}}(X) = U(V(n)) = n$ and we see that if $V(\infty) < \infty$ then $\tau^{V(\infty)}_X$ is the explosion time of $M^{U}(X)$. So, $M^{U}$ is a solution of (8). Now let $Y$ be a max-continuous solution to the equation (8). Definition 1.1 and (8) imply that $dM^{V}t(Y) = dXt$ on $[0, \tau^{\infty}_X]$. It follows from Corollary 1.4 that $Y_t = M^{U}(X)$ and $\tau^{\infty}_X$ is the explosion time $\tau^{\infty}_Y$ of $Y$.

The above extends to more general $\varphi$ whenever $U, V$ and $M^{U}(X)$ are well defined. When $X$ is a continuous local martingale, to define $V$ and $U$ it is sufficient (and necessary) to assume $1/\varphi$ is locally integrable. That $M^{U}(X)$ is then well defined follows from Obłój and Yor [26].

The above extends naturally to the case when $a$ and $a^*$ are some $\mathcal{F}_t$-measurable random variables. It suffices to assume that $\varphi$ is well defined on $[l, \infty)$ where $-\infty \leq l$ is the lower bound of the support of $a^*$. We could also consider $X$ which is only defined up to its explosion time $\tau^{\infty}_X$ which would induce $\tau^{\infty}_Y = \tau^{\infty}_X \wedge \tau^{V(\infty)}_X$.

In Section 3 we will also consider the case when $\varphi \equiv 0$ on $(r, \infty)$ and then $(Y_t)$ is stopped upon hitting $r$.

Finally note that under a stronger assumption that $X$ has no positive jumps, any solution of the Bachelier equation has no positive jumps and hence is a max-continuous semimartingale.

### 2.2 Drawdown constraint and Drawdown equation

In various applications, in particular in financial mathematics one is interested in processes which remain above a (given) function $w$ of their running maximum. The purpose of this section is to show that Azéma–Yor processes provide a direct answer to this problem when the underlying process $X$ is positive. The following notion will be central throughout the rest of the paper.

**Definition 2.2.** Given a function $w$, we say that a càdlàg process $(M_t)$ satisfies $w$-drawdown ($w$-DD) constraint up to the (stopping) time $\zeta$, if $\min\{M_t-, M_t\} > w(M_t)$ for all $0 \leq t < \zeta$ a.s.

We will see in Section 3 that for a local martingale $M$ it suffices to impose $M_t > w(M_t)$ in the above definition.

Azéma–Yor processes, $Y = M^{U}(X)$ defined from a positive max-continuous semimartingale $X$ and function $U \in \mathcal{U}^{+}_m$ provide an example of such processes with
DD-constraint function \( w \) defined from \( U \) and \( V = U^{-1} \) by:

\[
w(y) = h(V(y)) = y - V(y)/v(y), \quad \text{where} \quad h(x) = U(x) - xu(x).
\] (9)

Indeed, thanks to the positivity of \( X \) and \( u \), and to the characterisation of the left-continuous process \( Y_{t-} \) in \( D \) have:

\[
Y_{t-} = U(X_t) - u(X_t)X_t + u(X_t)X_{t-} > U(X_t) - u(X_t)X_t = h(X_t) = w(Y_t).
\] (10)

The converse is possibly more interesting. We show below that if we start with a given \( w \) then \( M^U(X) \), where \( U = V^{-1} \) and \( V \) is given in (11), satisfies the \( w \)-DD constraint. Furthermore, it turns out that all processes which satisfy a drawdown constraint are of this type. More precisely, given a max continuous semimartingale \( Y \) satisfying the \( w \)-DD constraint we can find explicitly \( X \) such that \( Y \) is the Azéma–Yor process \( M^U(X) \). Moreover, the first instant \( Y \) violates the drawdown constraint is precisely the first hitting time to zero of \( X \). For a precise statement we need to introduce the set of admissible functions \( w \):

**Definition 2.3.** We say that \( w : [a^*, \infty] \to \mathbb{R} \) is a drawdown function if it is non-decreasing and there exists \( r_w \leq \infty \) such that \( y - w(y) > 0 \) is locally bounded and locally bounded away from zero on \( [a^*, r_w) \) and \( w(y) = y \) for \( y \geq r_w \).

We impose \( w \) non-decreasing as it is intuitive for applications. It will also arise naturally in Section 3. We introduced here \( r_w \) as it gives a convenient way to stop the process upon hitting a given level and again it will be used in Section 3. If a drawdown function \( w \) is defined on \( [a^*, \infty) \) then we put \( w(\infty) = \lim_{y \to \infty} w(y) \) and the above definition requires that \( w(\infty) = \infty \). In fact for the results in this section it is not necessary to require any monotonicity from \( w \) or that \( w(\infty) = \infty \), we comment this below.

We let \( \tau_0(X) = \tau_0^X = \inf \{ t : \min\{X_{t-}, X_t\} \leq 0 \} \) and note that when \( X \) is non-negative then \( X_{\tau_0^X} \geq 0 \). Further let \( \zeta_w(Y) = \zeta_w^Y = \inf \{ t : \min\{Y_{t-}, Y_t\} \leq w(Y_t) \} \). As mentioned before, definitions of both \( \tau_0 \) and \( \zeta_w \) simplify for local martingales, see Lemma 3.1 and Corollary 3.2 in Section 3.

**Theorem 2.4.** Consider a drawdown function \( w \) of Definition 2.3 and \( V \) solution of the ODE (9), \( V(a^*) = a > 0 \), given as

\[
V(y) = a \exp \left( \int_{a^*}^y \frac{1}{u - w(u)} \, du \right), \quad y \geq a^*.
\] (11)
For \((X_t), X_0 = a,\) a non-negative max-continuous semimartingale and \(\zeta := \tau_0(X) \wedge \tau^{V(r_w-)}(X)\) the Drawdown equation

\[
\frac{dY_t}{Y_{t_-} - w(Y_{t_-})} = \frac{dX_t}{X_{t_-}}, \quad t < \zeta,
\]

has a pathwise unique max-continuous solution, \(Y_0 = a^*,\) which satisfies \(w-\text{DD}\) constraint on \([0, \zeta),\) given by \(Y_t = M^U_t(X),\) where \(U\) is the inverse of \(V.\) We have \(\zeta_w(Y) = \zeta\) and further \(Y_{\zeta_w} = w(\bar{Y}_{\zeta_w})\) on \(\{X_t \in (0, V(r_w-))\}\). Conversely, given \((Y_t), Y_0 = a^*,\) a max-continuous semimartingale satisfying \(w-\text{DD}\) constraint up to \(\zeta := \zeta_w(Y),\) there exists a pathwise unique max-continuous semimartingale \((X_t : t < \zeta), X_0 = a,\) which solves \((12).\) \(X\) may be deduced from \(Y\) by the Azéma–Yor bijection \(X_t = M^V_t(Y)\) and \(\zeta = \tau_0(X) \wedge \tau^{V(r_w-)}(X).\)

Remark 2.5. Naturally \(V(y) \equiv \infty\) for \(y \geq r_w.\) However \(V(r_w-)\) could be both finite or infinite and consequently \(\tau^{V(r_w-)}(X)\) can be both a hitting time of a finite level or the explosion time for \(X.\)

Observe that \(\{X_t \in (0, V(r_w-))\}\) could be larger than \(\{\zeta < \infty\}.\) This will be the case in Section 3 where \(X_t \to 0\) as \(t \to \infty\) and in fact \(X_{\zeta} \in (0, V(r_w-))\) a.s. Naturally, we also have \(Y_{\zeta_w} = w(\bar{Y}_{\zeta_w})\) on \(\{X_t \in (0, V(r_w-))\}\) a.s. Note also that in the converse part of the theorem we could have \(Y_\zeta < w(\bar{Y}_\zeta)\) which would correspond to \(X_{\zeta} < 0.\)

Remark 2.6. It will be clear from the proof that the theorem holds without assuming any monotonicity on \(w\) or that \(w(\infty)\) is defined and equal to \(\infty.\) The only change is that

\[
Y_{\zeta_w} = w(\bar{Y}_{\zeta_w})\)

on \(\{X_t = V(r_w-)\}\) if and only if \(w(r_w) = r_w\) and if \(V(\infty) < \infty,\) for which \(w\) would have to decrease faster than linear, then \(Y\) explodes at \(\tau^{V(\infty)}(X).\)

Proof. Expression for \(V\) in terms of \(w\) follows as \(v(y) = V(y)/(y - w(y)).\) Note that \(V(\infty) = \infty.\) Hence, for \(t < \zeta, Y_t = M^U_t(X)\) is well defined and recall from Corollary 14 that \(X_t = M^V_t(Y)\) and \(Y_t = V(\bar{Y}_t).\) Direct computation yields

\[
Y_{t_-} - w(\bar{Y}_t) = Y_{t_-} - U(\bar{X}_t) + u(\bar{X}_t)\bar{X}_t = u(\bar{X}_t)\bar{X}_{t-}.
\]

Thanks to the positivity of \(u\) and \(X\) and \(X_-\) on \(t < \zeta,\) we have that \(Y_{t_-}, Y_t > w(\bar{Y}_t)\) and it follows from \(3\) that \(Y = M^U_t(X)\) solves \(12).\)

Now consider any \(Y,\) a max-continuous solution of \(12,\) \(\min\{Y_{t_-}, Y_t\} > w(Y_t)\) for \(t < \zeta.\) Then, using \(2\) and \(3,\) we have

\[
\frac{dY_t}{Y_{t_-} - w(\bar{Y}_{t_-})} = \frac{v(\bar{Y}_t)}{M^U_t(Y)}dY_t = \frac{dM^Y_t(Y)}{M^U_t(Y^*)}.
\]
Since $Y$ is solution of (12), $X$ and $M^V(Y)$ have the same relative stochastic differential, and the same initial condition. Then, there are undistinguishable processes and Corollary 1.4 yields $Y_t = M^V_t(X_t)$.

Finally, when $X_\zeta = 0$ (resp. $X_\zeta = V(r_w -)$) we have $Y_\zeta = U(\overline{X}_\zeta) - w(\overline{X}_\zeta)\overline{X}_\zeta = w(V(\overline{X}_\zeta)) = w(\overline{Y}_\zeta)$ (resp. $Y_\zeta = r_w = \overline{Y}_\zeta = w(\overline{Y}_\zeta)$) and $\zeta = \zeta_w(Y)$. If $X_\zeta \notin \{0, V(r_w -)\}$ then $X_{\zeta -} = 0$ or $\zeta = \infty$ and in both cases $\zeta = \zeta_w(Y)$. That $\zeta = \zeta_w(Y)$.

Consider now the second part of the theorem. We can rewrite (12) as

$$\frac{dY_t}{Y_{t-} - w(Y_{t-})} = \frac{dX_t}{X_{t-}}, \quad t < \zeta.$$  

(13)

This equation defines without ambiguity a positive process $X$ starting from $X_0 = a > 0$. By assumption on $w$, the solution $V$ of (9) is a positive finite increasing function on $[a^*, r_w)$, $V(y)/v(y) = y - w(y)$. Put $\hat{X}_t = M^V_t(Y)$, and observe that the differential properties of $V$ imply that $\hat{X}_t = v(\overline{Y}_t)(Y_{t-} - w(Y_{t-})) > 0$, for $t < \zeta$. Then, the stochastic differential of $M^V_t(Y) = \hat{X}_t$ is

$$d\hat{X}_t = v(\overline{Y}_t)dY_t = \hat{X}_{t-}(Y_{t-} - w(Y_{t-}))^{-1}dY_t,$$

and hence both $\hat{X}$ and $X$ are solutions of the same stochastic differential equation and have the same initial conditions. So, they are undistinguishable processes. Identification of $\zeta$ follows as previously.

Naturally, since $Y = M^U(X)$ solves both the Bachelier equation (8) and the Drawdown equation (12) these equations are equivalent. We phrase this as a corollary in the case $\zeta = \infty$ a.s. in (12).

**Corollary 2.7.** Let $(X_t : t \geq 0)$, $X_0 = a$, be a positive max-continuous semimartingale, $\tau_0^X = \infty$ a.s., and $\varphi, V$ as in Theorem 2.1 with $V(\infty) = \infty$. Then, the Bachelier equation (8) is equivalent to the Drawdown equation (12) where $w$ and $V$ are linked via (9) or equivalently via (11).

The Drawdown equation (12) was solved previously by Cvitanić and Karatzas [7] for $w(y) = \gamma y, \gamma \in (0, 1)$ and recently by Elie and Touzi [11]. The use of Azéma–Yor processes simplifies considerably the proof and allows for a general $w$ and $X$. We have shown that this equation has a unique strong solution and is equivalent to the Bachelier equation.

Note that we assumed $X$ is positive. The quantity $dX_t/X_{t-}$ has a natural interpretation as the differential of the stochastic logarithm of $X$. In various applications,
such as financial mathematics, this logarithm process is often given directly since \( X \) is defined as a stochastic exponential in the first place.

**An Illustrative Example.** Let \( X \) be a positive max-continuous semimartingale such that \( X_0 = 1 \). Let \( U \) be the power utility function defined on \( \mathbb{R}^+ \) by \( U(x) = \frac{1}{1-\gamma} x^{1-\gamma} \) with \( 0 < \gamma < 1 \) and \( u(x) = x^{-\gamma} \) its derivative. The inverse function \( V \) of \( U \) is \( V(y) = ((1-\gamma)y)^{(1-\gamma)/(1-\gamma)} \) and its derivative is \( v(y) = ((1-\gamma)y)^{\gamma/(1-\gamma)} \).

Then the (power) Azéma–Yor process is

\[
M_t^U(X) = Y_t = \frac{1}{1-\gamma} (\frac{X_t}{X_t})^{1-\gamma} \left( \gamma + (1-\gamma) \frac{X_t}{X_t} \right) = \frac{1}{1-\gamma} \left( \gamma + (1-\gamma) \frac{X_t}{X_t} \right).
\]

Since \( X \) is positive, \( Y_t > w(Y_t) = \gamma Y_t \). The drawdown function \( w \) is the linear one, \( w(y) = \gamma y \).

The process \( (Y_t) \) is a semimartingale (local martingale if \( X \) is a local martingale) starting from \( Y_0 = 1 \), and staying in the interval \( [\gamma Y_t, Y_t] \). Since the power function \( U \) is concave, we also have an other floor process \( Z_t = U(X_t) \). Both processes \( Z_t \) and \( \gamma Y_t \) are dominated by \( Y_t \). They are not comparable in the sense that in general at time \( t \) either of them can be greater. We study floor process \( Z \) in more detail in Section 4.2.

The Bachelier-Drawdown equation \((8)-(12)\) becomes here

\[
dY_t = X_t^{-\gamma} dX_t = \left( (1-\gamma) Y_t \right)^{\frac{1}{1-\gamma}} dX_t
\]

\[
= (Y_t - \gamma Y_t) \frac{dX_t}{X_t}. \quad (14)
\]

As noted above, this equation, for a class of processes \( X \), was studied in Cvitanić and Karatzas \[7\]. Furthermore, in \[7\] authors in fact introduced processes \( M_t^U(X) \) where \( U \) is a power utility function, and used them to solve the portfolio optimisation problem with drawdown constraint of Grossman and Zhou \[15\] (see also \[11\]). Using our methods we can simplify and generalize their results and show that the portfolio optimisation problem with drawdown constraint, for a general utility function and a general drawdown function, is equivalent to an unconstrained portfolio optimisation problem with a modified utility function. We develop these ideas in a separate paper.
3 Setup driven by a non-negative local martingale converging to zero

In previous section we investigated Azéma–Yor processes build from a non-negative semimartingale as solutions to the Drawdown equation \((12)\). We specialise now further and study in detail Azéma–Yor processes associated to \(X = N\) a non-negative local martingale converging to zero at infinity. The maximum of \(N\) has a universal law which, together with \(N_\infty = 0\), allows to write Azéma–Yor martingales explicitly from terminal values, see Sections 3.1–3.2. Our study exploits tail quantiles of probability measures and is intimately linked with the Average Value at Risk and the Hardy–Littlewood transform of a measure, as explored in Section 3.3. Finally, combining these results with Theorem 2.4, we construct Azéma–Yor martingales with prescribed terminal distributions and in particular obtain the Azéma–Yor [2] solution of the Skorokhod embedding problem.

3.1 Universal properties of \(X = N\)

A non-negative local martingale \((N_t)\) is a supermartingale and it is a (true) martingale if and only if \(\mathbb{E} N_t = \mathbb{E} N_0\), \(t \geq 0\). We also have that if \(N_t\) or \(N_t -\) touch zero then \(N_t\) remains in zero (see e.g. Dellacherie and Meyer [8, Thm VI.17]).

**Lemma 3.1.** Consider a non-negative local martingale \((N_t)\) with \(N_{0-} := N_0 > 0\). Then

\[
\tau_0(N) = \inf \{t : N_t = 0 \text{ or } N_t - = 0\} = \inf \{t : N_t = 0\}
\]

and \(N_u \equiv 0\), \(u \geq \tau_0(N)\).

This yields an immediate simplification of the \(w\)-DD condition. In fact in Definition 2.2 and definition of \(\zeta_w(Y)\) on page 9 it suffices to compare \(w(Y_t)\) with \(Y_t\) instead of \(Y_t\) and \(Y_{t-}\).

**Corollary 3.2.** Let \(w\) be a drawdown function of Definition 2.2 and \((Y_t)\) a max-continuous local martingale with \(Y_\zeta = w(Y_\zeta)\) a.s. on \(\{\zeta < \infty\}\), where \(\zeta = \inf \{t : Y_t \leq w(Y_t)\}\). Then \(Y\) satisfies \(w\)-DD condition up to time \(\zeta_w(Y) = \zeta\).

**Proof.** Assume \(r_w = \infty\) and let \(N_t = M_t^w(Y)\) where \(V\) is given via (11). Using (9)–(10), similarly as in the proof of Theorem 2.4 and Definition 1.1 \((N_t : t \leq \zeta)\) is a non-negative max-continuous local martingale and \(\zeta = \inf \{t : N_t = 0\}\). Using (15)
we have $\zeta = \tau_0(N)$ and our assumptions also give $N_\zeta = 0$ on $\{\zeta < \infty\}$. It follows from Theorem 2.4 that $Y_t = M^U(X)_t$, $U = V^{-1}$ satisfies the $w$-DD constraint up to $\zeta$ and $\zeta = \tau_0(N) = \zeta_w(Y)$. For the case $r_w < \infty$ it suffices to note that all processes are max-continuous and hence the first hitting times for $N_t$ and $\overline{N}_t$ are equal. 

Throughout this and following sections, we assume that

$$(N_i : t \geq 0)$$ is a non-negative max-continuous local martingale, $N_i \xrightarrow{t \to \infty} 0$ a.s. 

(16)

We recall some well known results on the distribution of the maximum of $N$ (see Exercice III.3.12 in Revuz-Yor [27]). We assume that $N_0$ is a constant. If $N_0$ is random all results should be read conditionally on $\mathcal{F}_0$.

**Proposition 3.3.** Consider $(N_i)$ in (16) with $N_0 > 0$ a constant.

a) The random variable $N_0/\overline{N}_\infty$ is uniformly distributed on $[0, 1]$.

b) The same result holds for the conditional distribution in the following sense: let $\overline{N}_{t,\infty} = \sup_{t \leq u \leq \infty} N_u$ then

$$P(K > \overline{N}_{t,\infty} \mid \mathcal{F}_t) = (1 - N_t/K)^+$$

i.e. $\overline{N}_{t,\infty}$ has the same $\mathcal{F}_t$-conditional distribution as $N_t/\xi$ where $\xi$ is an independent uniform variable on $[0,1]$.

b) Let $\zeta = \tau_0(N) \wedge r^b(N) = \inf\{t : N_t \notin (0, b]\}, b > N_0$. $(N_{t \wedge \zeta})$ is a bounded martingale and $N_\zeta \in \{0, b\}$. Furthermore, $\overline{N}_\zeta = \overline{N}_\infty \wedge b$ is distributed as $(N_0/\xi) \wedge b$, where $\xi$ is uniformly distributed on $[0, 1]$.

**Remark.** a) Given the event $\{\overline{N}_\zeta < b\} = \{N_\zeta = 0\}$, $N_0/\overline{N}_\zeta$ is uniformly distributed on $(N_0/b, 1)$. The probability of the event $\{\overline{N}_\zeta = b\}$ is $N_0/b$.

b) Any non-negative martingale $N$ stopped at $\zeta$, with $N_\zeta \in \{0, b\}$ a.s., may be extended into a local martingale (still denoted by $N$) as in (16), by putting $N_t := N_\zeta + 1_{\{N_\zeta = b\}}(N'_t - N'_\zeta), t > \zeta$, where $N'$ is another local martingale as in (16).

**Proof.** a) Let us consider the Azéma–Yor martingale associated with $(N_i)$ and the function $U(x) = (K - x)^+$, where $K$ is a fixed real $\geq 1$. Thanks to the positivity of $(N_i)$, the martingale $M^U(N)$ is bounded by $K$,

$$0 \leq M^U_t(N) = (K - \overline{N}_t)^+ + 1_{\{K > \overline{N}_t\}}(\overline{N}_t - N_t) = 1_{\{K > \overline{N}_t\}}(K - N_t) \leq K.$$

So $M^U_t(N)$ is a uniformly integrable martingale, and $\mathbb{E}\ M^U_\infty(N) = M^U_0(N)$. In other terms, for $K > N_0$, $K\ P(K > \overline{N}_\infty) = K - N_0$, or equivalently $P\left(\frac{N_\zeta}{N_\infty} \leq \frac{N_0}{K}\right) = \frac{N_0}{K}$. 
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for any $K \geq N_0$. That is exactly the desired result.

b) This result is the conditional version of the previous one. The reference process is now the process $(N_{t+h} : h \geq 0)$ adapted to the filtration $\mathcal{F}_{t+h}$, local martingale for the conditional probability measure $\mathbb{P}(\cdot | \mathcal{F}_t)$.

c) From (15) and since $N$ is non-negative and max-continuous it follows that $\tau_0(N) \land \tau^h(N) = \inf\{t : N_t \notin (0, b]\}$ and that $N_\zeta = b$, or $0$. Then, we have that $N_\zeta = N_\infty \land b$ since when $N_\zeta = b$, the maximum $N_\zeta$ is also equal to $b$. □

**Remark about last passage times.** Recently, for a continuous local martingale $N$, Madan, Roynette and Yor [22] have interpreted the event $\{K > N_\zeta\}$ in terms of the last passage time $g_K(N) \lor \tau^h(N)$ over the level $K$, as $\{K > N_\zeta\} = \{g_K(N) < T\}$. Our last Proposition yields immediately their result: the normalized Put pay-off is the conditional probability of $\{g_K(N) < T\}$: $(1 - N_T/K)^+ = \mathbb{P}(g_K(N) < T | \mathcal{F}_T)$. In particular we obtain the whole dynamics of the put prices:

$$\mathbb{E} [(K - N_T)^+ | \mathcal{F}_t] = K \mathbb{P}(g_K(N) < T | \mathcal{F}_t), \quad t \leq T,$$

and the initial prices ($t = 0$) are deduced from the distribution of $g_K$. In the geometrical Brownian motion framework with $N_0 = 1$, the Black-Scholes formula just computes the distribution of $g_1(N)$ as $\mathbb{P}(g_1 < t) = \mathcal{N}(\sqrt{t}/2) - \mathcal{N}(-\sqrt{t}/2) = \mathbb{P}(AB^2 \leq t)$, where $B_1$ is a standard Gaussian random variable and $\mathbb{N}(x) = \mathbb{P}(B_1 \leq x)$ the Gaussian distribution function (See also Madan, Roynette and Yor [22]).

**Financial framework.** Assume $S$ to be a max-continuous non negative submartingale whose instantaneous return by time unit is an adapted process $\lambda_t \geq 0$ defined on a filtered probability spaced $(\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P})$. For instance, $S$ is the current price of a stock under the risk neutral probability in a financial market with short rate $\lambda_t$. Put differently, $\tilde{S}_t = \exp(-\int_0^t \lambda_s ds)S_t$ is an $(\mathcal{F}_t)$-martingale. We assume that $\int_0^\infty \lambda_s ds = \infty$ a.s. Let $\zeta$ be an additional r.v. with conditional tail function $\mathbb{P}(\zeta \geq t | \mathcal{F}_\infty) = \exp(-\int_0^t \lambda_s ds)$. Then $X_t = S_t 1_{t<\zeta}$ is a positive martingale with negative jump to zero at time $\zeta$ with respect to the enlarged filtration $\mathcal{G}_t = \sigma(\mathcal{F}_t, \zeta \land t)$. Since the $\mathcal{G}$-martingale $X$ goes to zero at $\zeta$, the random variable $X_\zeta = X_\infty$ is distributed as $1/\zeta$, where $\zeta$ is uniformly distributed on $[0, 1]$. In particular, for any bounded function $h$

$$\mathbb{E}[h(X_\zeta)] = \mathbb{E} \left[ \int_0^\infty e^{-\int_0^u \lambda_s ds} h(S_\alpha) \lambda_\alpha du \right] = \int_0^1 h(S_0/u) du.$$

In consequence we have access to the law of the properly discounted maximum of the positive submartingale $S$. We stress that this is contrast to the more usual setting when
one only has access to the maximum of the discounted price process, cf. Grossman and Zhou [15]. We could also derive a conditional version of the equation above representing $U(S_t)$ as a potential of the future supremum $S_{t,u}$. Such representation find natural applications in financial mathematics, see Bank and El Karoui [4].

3.2 Azéma–Yor martingales with given terminal values

We describe now all local martingales whose terminal values are Borel functions of the maximum of some non-negative local martingale. This will be used in subsequent sections, in particular to construct Azéma–Yor martingales with given terminal distribution and solve the Skorokhod embedding problem. We start with a simple lemma about solutions to a particular ODE.

**Lemma 3.4.** Let $h$ be a locally bounded Borel function defined on $\mathbb{R}^+$, such that $h(x)/x^2$ is integrable away from zero. Let $U$ be the solution of the ordinary differential equation (ODE)

$$\forall x > 0 \quad U(x) - xU'(x) = h(x), \quad \text{such that} \quad \lim_{x \to \infty} U(x)/x = 0.$$  \hspace{1cm} (17)

a) The solution $U$ is given by

$$U(x) = x \int_x^\infty \frac{h(s)}{s^2} ds = \int_0^1 h\left(\frac{x}{s}\right) ds, \quad x > 0.$$  \hspace{1cm} (18)

b) Let $h_b(x) := h(x \land b)$ be constant on $(b, \infty)$. The associated solution $U_b(x) = \int_0^1 h\left(\frac{x}{s}\right) ds = U_b(x \land b)$ is constant on $(b, \infty)$, and $U_b(x) = h_b(x) = h(b)$.

c) Let $h(m, x) = h(x \lor m)$ be constant on $(0, m)$. The associated solution $U(m, x)$ is affine $U(m, x) = U(m) - U'(m)(m - x)$ for $x \in (0, m)$.

**Remark 3.5.** We considered here $U$ on $(0, \infty)$ but naturally if $h$ is only defined for $x > a > 0$ then we consider $U$ also only for $x > a > 0$. Note that to define $U_b$ it suffices to have a locally integrable $h$ defined on $(0, b]$. We then put $h(x) = h(b)$, $x > b$.

**Proof.** Formula (18) is easy to obtain using the transformation $(U(x)/x)' = -h(x)/x^2$ and the asymptotic condition in (17). Both b) and c) follow simply from general solution (18).

This analytical lemma allow us to characterize Azéma–Yor martingales from their terminal values. This extends in more details the ideas presented in El Karoui and Meziou [10] Proposition 5.8].
Proposition 3.6. Consider \((N_t)\) in (16) with \(N_0 > 0\) a constant.

a) Let \(h\) be a Borel function such that \(h(x)/x^2\) is integrable away from 0, and \(U\) the solution of the ODE \((17)\) given via (18). Then \(h(N)\) is an integrable random variable and the closed martingale \(E(h(N)|\mathcal{F}_t), t \geq 0\), is the Azéma–Yor martingale \(M^U(N)\).

b) For a function \(U\) with locally bounded derivative \(U'\) and with \(U(x)/x \to 0\) as \(x \to \infty\), the Azéma–Yor local martingale \(M^U(N)\) is a uniformly integrable martingale if and only if \(h(x)/x^2\) is integrable away from zero, where \(h\) is now defined via (17).

Proof. We start with the proof of a). We have

\[
E|h(N)\| = \int_0^1 |h(N_0/s)|ds = N_0 \int_{N_0}^{\infty} |h(s)/s^2| ds < \infty,
\]

since we assumed that \(h(x)/x^2\) is integrable away from 0. To study the martingale \(H_t = E(h(N)|\mathcal{F}_t)\), we use that \(N_\infty = N_t \vee N_t,\infty\). From Proposition 3.3 the running supremum \(N_t,\infty\) is distributed as \(N_t/\xi\), for an independent r.v. \(\xi\) uniform on \([0, 1]\). The martingale \(H_t\) is given by the following closed formula \(H_t = E(h(N_t \vee (N_t,\xi))|\mathcal{F}_t)\) that is

\[
H_t = \int_0^1 h(N_t \vee (N_t/s))ds = U(N_t, N_t) = U(N_t) - U'(N_t)(N_t - N_t),
\]

where in the last equalities, we have used Lemma 3.4.

To prove part b) it suffices to observe that \(M^U_t(N) \to M^U_\infty(N) = h(N_\infty)\) a.s. and hence integrability of \(h(N_\infty)\), i.e. integrability of \(h(x)/x^2\) away from zero, is necessary for uniform integrability of \(M^U(N)\). That it is sufficient we proved in part a).

Remark 3.7. It is not necessary to assume that \(N_0\) is a constant in Proposition 3.6.

However if \(N_0\) is random we have to further assume that \(E\int_0^1 |h(N_0/s)|ds = \int_{N_0}^{\infty} E|h(xN_0)|dx < \infty\). This holds for example if \(N_0\) is integrable and \(N_0 > \epsilon > 0\) a.s. We can apply the same reasoning to the process \((N_{t+u} : u \geq 0)\) to see that if \(E\int_0^1 |h(N_t/s)|ds < \infty\) then \(U(N_t) = E(h(N_t,\infty)|\mathcal{F}_t)\).

Finally, we note that similar consideration as in a) above were independently made in Nikeghbali and Yor [23].

We stress that the boundary condition \(U(x)/x \to 0\) as \(x \to \infty\) for (17) is essential in part a). Indeed, consider \(N_t = 1/Z_t\) the inverse of a three dimensional Bessel
process. Note that \( N_t \) satisfies our hypothesis and it is well known that \( N_t \) is a strict local martingale (cf. Exercise V.2.13 in Revuz and Yor [27]). Then for \( U(x) = x \) we have \( M_t^U(N) = N_t \) is also a strict local martingale but obviously we have \( U(x) - U'(x)x = 0 \).

Observe that \( \mathbb{P}(N_\zeta \in (0, b]) = 1 \) if \( \zeta = \inf \{ t \geq 0 : N_t \notin (0, b) \} \). Then, if \( h \) is constant on \([b, \infty)\) then \( h(N): = h(N_\zeta) \) and the closed martingale \( \mathbb{E}(h(N_\zeta) | \mathcal{F}_t) \), \( t \geq 0 \), is the Azéma–Yor martingale \( M_t^{U_b}(N) = M_{t \wedge \zeta}^{U_b}(N) \), where \( U_b \) the solution of the ODE (17) given in point b) of Lemma 3.4.

As shown in Sections 1 and 2, Azéma-Yor processes \( Y = M^U(N) \) generated by an increasing function \( U \) have very nice properties based on the characterisation of their maximum as \( \bar{Y} = U(N) \). In particular, from Theorem 2.4 the process \( Y \) satisfies a DD-constraint and can also be characterized from its terminal value. Recall Definitions 2.3 and the stopping time \( \zeta_w(Y) \) from page 9.

**Proposition 3.8.** Let \( h \) be a right-continuous non-decreasing function such that \( h(x)/x^2 \) is integrable away from 0 and put \( b = \inf \{ x : h(y) = h(x) \forall y \leq x \} \).

a) The solution \( U \) of the ODE (17) is then strictly increasing concave function on \((0, b)\) and constant and equal to \( h(b) \) on \((b, \infty)\).

b) Let \( V \) be the inverse of \( U \). Function \( w(y) = h(V(y)) \) given for \( y < U(b) \) by (9), or equivalently (11), and by \( w(y) = y \) for \( y \geq U(b) \), is a right-continuous drawdown function and \( r_w = U(b) = h(b) \).

c) Consider \((N_t)\) in (16) with \( N_0 > 0 \) a constant. The uniformly integrable martingale \( Y_t = M^U(N) = \mathbb{E}[h(N_\infty) | \mathcal{F}_t] \) satisfies \( w \)-DD constraint. Furthermore, \( Y_t = Y_{t \wedge \zeta_w(Y)} \), \( Y_{\zeta_w(Y)} = w(\bar{Y}_{\zeta_w(Y)}) \) a.s. and \( \zeta_w = \inf \{ t : N_t \notin (0, b) \} \).

Conversely, let \( w \) be a right-continuous drawdown function, with functions \( V, U, h \) satisfying a) and b). Then any uniformly integrable martingale \( Y \), satisfying the \( w \)-DD constraint and \( Y_{\zeta_w(Y)} = w(\bar{Y}_{\zeta_w(Y)}) \) a.s., is an Azéma–Yor martingale \( M^U(N) \) for some \((N_t)\) as in (16) with \( N_0 = V(Y_0) > 0 \) and such that \( N_{t \wedge \zeta_w(Y)} = M_{t \wedge \zeta_w(Y)}^U(Y) \) and \( \zeta_w = \inf \{ t : N_t \notin (0, V(r_w)) \} \).

**Remark 3.9.** Note that \( h \), and in consequence \( U \), need to be defined only for \( x \geq N_0 \). Then \( V(y) \) is defined for \( U(N_0) \leq y \leq U(b) \) with \( V(U(b)) = b \leq \infty \) and the drawdown function \( w(y) \) is defined for \( y \geq U(N_0) \).

A solution \( U \) of the ODE (17) is strictly increasing if and only if \( U > h \). But only increasing and concave solutions are easy to characterize.

**Proof.** a) When \( h \) is non-decreasing, from (17) and (18) it is clear that \( U \) is strictly
increasing until that \( h \) becomes constant, and constant after that. If \( h \) is differentiable, concavity of \( U \) follows since \( -xU''(x) = h'(x) \). The general case follows by regularisation or can be checked directly using \( \xi \) which yields to \( U'(x) = \int_{x}^{\infty} (h(s) - h(x))/s^2 ds = \int_{0}^{\infty} (h(s) - h(x))^+/s^2 ds \).

b) In consequence, \( V \) is increasing and convex on \([U(0), U(b)]\) and hence by \( \psi \) \( w(y) \) is increasing and \( w(y) < y \) for \( y \in (U(0), U(b)) \). We thus have \( r_w = U(b) \) but note that we could have \( w(U(b))- \) both less than or equal to \( U(b) \). Integrability properties of \( w \) in Definition 2.3 follow since \( V \) and \( U \) are well defined and we conclude that \( w \) is a drawdown function. Right-continuity of \( w \) follows from right-continuity of \( h \). More precisely, from (17), \( u = U' \) is right continuous and hence also \( V'(y) = 1/u(V(y)) \) is right-continuous and non decreasing.

c) Identification of \( Y \) is given in part a) of Proposition 3.6. The rest follows from Lemma 3.1, Theorem 2.4 and the fact that \( \mathcal{N}_\xi \in \{0, b\} \) a.s. for \( \xi = \inf \{t : N_t \notin (0, b)\} \) upon noting that \( V(r_w) = b \).

3.3 On relations between A\( \text{VaR}_\mu \), Hardy-Littlewood transform and tail quantiles

In this section we present results about probability measures, their tail quantile function, the Average Value at Risk and the Hardy-Littlewood transform. The presentation is greatly simplified using tail quantiles of measure.

The notation and quantities now introduced will be used throughout the rest of the paper. For \( \mu \) a probability measure on \( \mathbb{R} \) we denote \( l_\mu, r_\mu \) respectively the lower and upper bound of the support of \( \mu \). We let \( \overline{\mu}(x) = \mu([x, \infty)) \) and \( \underline{\mu}_\lambda : (0, 1] \to \mathbb{R} \cup \{\infty\} \) be the tail quantile function defined as the left-continuous inverse of \( \overline{\mu} \), \( \overline{\mu}_\lambda := \inf \{x \in \mathbb{R} : \overline{\mu}(x) < \lambda \} \). When \( \overline{\mu}_\lambda \) is a point of continuity of \( \overline{\mu} \), then \( \overline{\mu}(\overline{\mu}_\lambda) = \lambda \), whereas if not, \( \overline{\mu}(\overline{\mu}_\lambda^+) < \lambda \leq \overline{\mu}(\overline{\mu}_\lambda) \). In particular, if \( \overline{\mu}(r_\mu) > 0 \), \( r_\mu = \overline{\mu}(0^+) \) is a jump of \( \overline{\mu} \) and \( r_\mu = \overline{\mu}(0^+) = \overline{\mu}(\lambda) \), if \( 0 < \lambda \leq \overline{\mu}(r_\mu) \).

We write \( X \sim \mu \) to denote that \( X \) has distribution \( \mu \) and recall that \( \overline{\mu}_\lambda(\xi) \sim \mu \) for \( \xi \) uniformly distributed on \([0, 1]\).

Assume \( \int_{\mathbb{R}} |s|\mu(ds) < \infty \) and let \( m_\mu = \int_{\mathbb{R}} s\mu(ds) \). We define Call function \( \mathcal{C}_\mu \) and barycentre function \( \psi_\mu \) by

\[
C_\mu(K) = \int_{[K, \infty)} (s - K)^+ \mu(ds), \quad \psi_\mu(x) = \frac{1}{\overline{\mu}(x)} \int_{[x, \infty)} s\mu(ds),
\]

1This denomination is used in financial literature while the actuarial literature uses rather the notion of stop-loss function, cf. [13].
where \( K \in \mathbb{R}, x < r_\mu \). We put \( \psi_\mu(x) = x \) for \( x \geq r_\mu \).

Finally, we also introduce the \textit{Average Value at Risk} at the level \( \lambda \in (0, 1) \), given by

\[
\text{AVaR}_\mu(\lambda) = \frac{1}{\lambda} \int_0^\lambda \overline{q}_\mu(u) \, du
\]  

(20)

which is strictly decreasing on \((\overline{r}(r_\mu), 1)\), equal to \( r_\mu = \overline{q}_\mu(0^+) \) on \((0, \overline{r}(r_\mu))\) and \( \text{AVaR}_\mu(1) = m_\mu \).

The average value at risk \( \text{AVaR}_\mu \) is thus a quantile function of some probability measure \( \mu^{HL} \) with support \((m_\mu, r_\mu)\), which can be defined by

\[
\mu^{HL} \sim \text{AVaR}_\mu(\xi), \quad \xi \text{ uniform on } [0, 1].
\]  

(21)

This distribution, called the \textit{Hardy–Littlewood transform} of \( \mu \) has been intensively studied by many authors, from the famous paper of Hardy and Littlewood [16]. We will describe its prominent role in the study of distributions of maxima of martingales in Section 4 below. Recently Föllmer and Schied [12] studied properties of \( \text{AVaR}_\mu \) as a coherent risk measure. Finally note that here \( \mu \) is the law of losses (i.e. negative of gains) and some authors refer to \( \text{AVaR}_\mu(\lambda) \) as \( \text{AVaR}_\mu(1 - \lambda) \).

As in [12, pp 179–182, p 408, Lemma A.22], it is easy to characterize the Fenchel transform of the concave function \( \lambda \text{AVaR}_\mu(\lambda) \) as the Call function. From this property, we infer a non classical representation of the tail function \( \overline{\mu}^{HL}(y) \) as an infimum.

**Proposition 3.10.** Let \( \mu \) be a probability measure on \( \mathbb{R}, \int |s| \mu(ds) < \infty \).

i) The Average Value at Risk \( \text{AVaR}_\mu(\lambda) \) can be described as, \( \lambda \in (0, 1) \),

\[
\text{AVaR}_\mu(\lambda) = \frac{1}{\lambda} C_\mu(\overline{\mu}(\lambda)) + \overline{q}_\mu(\lambda) = \frac{1}{\lambda} \inf_{K \in \mathbb{R}} (C_\mu(K) + \lambda K).
\]  

(22)

ii) The Call function is the Fenchel transform of \( \lambda \text{AVaR}_\mu(\lambda) \), so that

\[
C_\mu(K) = \sup_{\lambda \in (0,1)} (\lambda \text{AVaR}_\mu(\lambda) - \lambda K), \quad K \in \mathbb{R}.
\]  

(23)

iii) The Hardy-Littlewood tail function \( \overline{\mu}^{HL} \) is given for any \( y \in (m_\mu, r_\mu) \) by

\[
\overline{\mu}^{HL}(y) = \inf_{z > 0} \frac{1}{z} C_\mu(y - z).
\]  

(24)

iv) The barycentre function and its right continuous inverse are related to the Average Value at Risk and Hardy-Littlewood tail function by

\[
\psi_\mu(x) = \text{AVaR}_\mu(\overline{\mu}(x)), \quad x \leq r_\mu, \quad \psi_\mu^{-1}(y) = \overline{q}_\mu(\overline{\mu}^{HL}(y)), \quad y \in [m_\mu, r_\mu].
\]  

(25)
Remark 3.11. From (19) we have \( \psi_\mu(x) = \mathbb{E}[X \mid X \geq x] \), where \( X \sim \mu \). Then (20) gives \( \text{AVaR}_\mu(\lambda) = \mathbb{E}[X \mid X \geq \overline{\mu}, \lambda] \), \( \text{AVaR}_\mu(\lambda) \)-a.e., which justifies names expected shortfall, or Conditional Value at Risk used for \( \text{AVaR}_\mu \).

Proof. We write \( \overline{\mu} = \overline{\mu}_\mu \).

i) The proof is based on the classical property, \( \overline{\mu}(\xi) \sim \mu \) for \( \xi \) uniformly distributed on \([0, 1]\). Then

\[
C_\mu(\overline{\mu}(\lambda)) = \int_0^1 (\overline{\mu}(u) - \overline{\mu}(\lambda))^+ \, du = \int_0^\lambda (\overline{\mu}(u) - \overline{\mu}(\lambda)) \, du = \lambda(\text{AVaR}_\mu(\lambda) - \overline{\mu}(\lambda)).
\]

Moreover, the convex function \( G_\lambda(K) := C_\mu(K) + \lambda K \) attains its minimum in \( K_\lambda \) such that \( \overline{\mu}(K_\lambda) = \lambda \).

When \( \overline{\mu}(\overline{\mu}(\lambda)) = \lambda, \overline{\mu}(\lambda) \) is a minimum of the function \( G_\lambda(K), \lambda \text{AVaR}_\mu(\lambda) = G_\lambda(\overline{\mu}(\lambda)) \), and (22) holds true.

If \( \overline{\mu}(\overline{\mu}(\lambda)) > \lambda > \overline{\mu}(\overline{\mu}(\lambda)+) \) then \( \mu \) has an atom in \( x := \overline{\mu}(\lambda) \). \( G_\lambda \) has a minimum in \( x \) and \( G_\lambda' \) changes sign discontinuously in \( x \). Then we see that \( G_\lambda(\overline{\mu}(\lambda)) = G_\lambda(x) \) is linear in \( \lambda \in (\overline{\mu}(x+), \overline{\mu}(x)) \).

ii) Convex duality for Fenchel transforms yields (24) from (22).

iii) Using (22) we have, for any \( y > m_\mu \) and \( \lambda \in (0, 1) \):

\[
\text{AVaR}(\lambda) < y \iff \exists K \text{ such that } y > \frac{C_\mu(K)}{\lambda} + K
\]

\[
\iff \exists K < y \text{ such that } \lambda > \frac{C_\mu(K)}{y - K} \iff \lambda > \inf_{K < y} \frac{C_\mu(K)}{y - K}
\]

The function \( \inf_{K < y} \frac{C_\mu(K)}{y - K} = \inf_{z > y} \frac{1}{z} C_\mu(y - z) \) is decreasing and left-continuous.

We conclude that it is the left-continuous inverse function of \( \text{AVaR}_\mu(\lambda) \) which is \( \overline{\mu}^{HL} \).

iv) By definition, \( \overline{\mu}(x) \text{AVaR}_\mu(\overline{\mu}(x)) = \int_0^{\overline{\mu}(x)} \overline{\mu}_\mu(u) \, du = \int_{|x, \infty|} s \mu(ds) \).

The right-continuous inverse \( \psi_\mu^{-1}(y) \) of the non decreasing left-continuous function \( \psi_\mu \) is defined by \( \psi_\mu^{-1}(y) = \sup \{ x : \psi_\mu(x) \leq y \} = \sup \{ x : \text{AVaR}_\mu(\overline{\mu}(x)) \leq y \} \). Since, \( \overline{\mu}^{HL} \) is the left continuous inverse of \( \text{AVaR}_\mu \), the following inequalities hold true for \( y \in [m_\mu, r_\mu] : \psi_\mu^{-1}(y) = \sup \{ x : \overline{\mu}(x) \geq \overline{\mu}^{HL}(y) \} = \sup \{ x : x \leq \overline{\mu}(\overline{\mu}^{HL}(y)) \} = \overline{\mu}(\overline{\mu}^{HL}(y)) \).

We now describe the relationship between \( \mu, \text{AVaR}_\mu, \psi_\mu \) and \( \mu^{HL} \) on one hand, and \( w_\mu \), solutions \( U_\mu \) of (17) when \( h(x) = \overline{\mu}(1/x) \) and the associated Azéma–Yor martingales \( M^{U_\mu}(N) \) on the other hand. It turns out all these objects are intimately linked together in a rather elegant manner. Some of our descriptions below, in particular characterisation of \( \text{AVaR} \) in a), appear to be different from classical forms in the
literature. We note that we start with \( \mu \) and define \( h \) but equivalently we could start with a non-decreasing right-continuous \( h \) and use \( h(x) = \bar{7}_\mu(1/x) \) to define \( \mu \).

Recall Definitions 2.2, 2.3 and the stopping time \( \zeta_w(Y) \) from page 9.

**Proposition 3.12.** Let \( \mu \) be a probability measure on \( \mathbb{R} \), \( \int |s| \mu(ds) < \infty \).

a) Let \( U_\mu(x) := \text{AVaR}_\mu(1/x) \) solves (17) with \( h_\mu(x) = \overline{\eta}_\mu(1/x), x \geq 1 \), and \( h_\mu(x)/x^2 \) is integrable away from zero. In particular \( U_\mu \) is given by (18) and \( U_\mu(x) = U_\mu(x \wedge b_\mu) \) with \( b_\mu = 1/\overline{\eta}(r_\mu) \). \( U_\mu \) is concave and \( V_\mu(y) = 1/\overline{\eta}^{HL}(y) \) is the inverse function of \( U_\mu \).

b) Let \( w_\mu(y) = h_\mu(V_\mu(y)) = q_\mu(\overline{\eta}^{HL}(y)) \) be the function associated with \( \mu \) by (19) or equivalently (11), for \( y \in (m_\mu, r_\mu) \), and extended via \( w_\mu(y) = y \) for \( y \geq r_\mu \). Then \( w_\mu \) is a drawdown function, \( r_w = r_\mu \) and \( w_\mu \) is the right-continuous inverse of the barycentre function \( \psi_\mu \). Furthermore, \( w_\mu \) is the hyperbolic derivative of \( V_\mu \) as defined by Kertz and Rölsler [21].

c) Let \( N \) be as in (16) with \( N_0 = 1 \) and \( Y_t = M_t^{U_\mu}(N) \). Then \( Y_t \geq U_\mu(N_t) \), \( Y_\infty = Y_{\zeta_w}(Y) = \overline{\sigma}_\mu(1/\overline{\eta}_\zeta) \) is distributed according to \( \mu \) and \( \overline{Y}_\infty = U_\mu(\overline{\eta}_\zeta) = \text{AVaR}_\mu(1/\overline{\eta}_\zeta) \) is distributed according to \( \mu^{HL} \). Furthermore, the process \( (Y_t) \) is a uniformly integrable martingale which satisfies \( w_\mu \)-DD constraint and \( \zeta_{w_\mu}^Y = \inf\{t : N_t \notin (0, b_\mu)\} = \inf\{t : \psi_\mu(Y_t) \leq \overline{Y}_t\} \).

The same properties hold true for any max-continuous uniformly integrable martingale \( Y \) satisfying the \( w_\mu \)-DD constraint up to \( \zeta = \zeta_{w_\mu}^Y \), \( w_\zeta = w(\overline{\eta}_\zeta) \) a.s.

**Proof.** We write \( \overline{7} = 7_\mu \), \( r = r_\mu \), \( b = b_\mu = 1/\overline{\eta}(r_\mu) = V_\mu(r_\mu)^- \).

a) From definition (20) we have \( \text{AVaR}_\mu(\lambda) = \int_0^\lambda \overline{7}(\lambda s)ds \) which is exactly the formula (18). Note that in the case \( \overline{7}(r) > 0 \) we have \( h(x) = h(b), x \geq b \) with \( b = 1/\overline{7}(r) \). \( U_\mu \) is concave by Proposition 3.8. The rest follows since \( \text{AVaR}_\mu \) is the tail quantile of \( \mu^{HL} \), see (21).

b) This follows by part iv) in Proposition 3.10 and the last statement follows from (11) and Theorem 4.3 in [21].

c) We have \( Y_t \geq U(N_t) \) from concavity of \( U_\mu \). The rest follows easily from points a) and b) above together with Proposition 3.8 properties of \( \overline{7} \), universal law of \( \overline{\eta}_\zeta \) given in point c) of Proposition 3.3 and the definition of \( \mu^{HL} \) in (21).

**An illustrative example** (continued from page 12) We come back to the example with linear DD-constraint \( w(y) = \gamma y, 0 < \gamma < 1 \), resulting from function \( U(x) = \frac{1}{1-\gamma} x^{1-\gamma}, x \geq 1 \). Using Proposition 3.12 we have \( Y_\infty \sim \mu \) and \( \overline{Y}_\infty \sim \mu^{HL} \) which we can now easily describe. We have \( \overline{\eta}^{HL}(y) = 1/V(y) = ((1-\gamma)y)^{1/(\gamma-1)} \) for
$y \geq m_\mu = \text{AVaR}_\mu(1) = U(1) = \frac{1}{1-\gamma}$. In consequence, the random variable $Y_\infty$ is distributed according to a Pareto distribution, with shape parameter $a = m_\mu = \frac{1}{1-\gamma}$ and location parameter $m = m_\mu$. The mean of $Y_\infty$ is $am/(a-1) = (\gamma(1-\gamma))^{-1}$.

Since $Y_\infty = w(Y_\infty) = \gamma Y_\infty$, we see that $Y_\infty$ is still distributed according to a Pareto distribution, with the same shape parameter, and location parameter $m_1 = m_\gamma = \frac{\gamma}{1-\gamma}$.

Naturally, we could also describe $\mu$ using $\psi_\mu(\lambda) = h(1/\lambda) = \frac{\gamma}{1-\gamma}\lambda^{-1}$ which, taking inverses, gives $\mu(x) = \left(\frac{1-\gamma}{\gamma}\right)^{\frac{1}{1-\gamma}}$ as required.

3.4 The Skorohod embedding problem revisited

The Skorokhod embedding problem can be phrased as follows: given a probability measure $\mu$ on $\mathbb{R}$ find a stopping time $T$ such that $X_T$ has the law $\mu$, $X_T \sim \mu$. One further requires $T$ to be small in some sense, typically saying that $T$ is minimal. We refer the reader to Obłý (24) for further details and the history of the problem.

In (2) Azéma and Yor introduced the family of martingales described in Definition 1.1 and used them to give an elegant solution to the Skorokhod embedding problem for $X$ a continuous local martingale (and $\mu$ centered). Namely, they proved that

$$T_\psi(X) = \inf\{t \geq 0 : \psi_\mu(X_t) \leq \overline{X}_t\}, \quad (27)$$

where $\psi_\mu$ in the barycentre function (19), solves the embedding problem.

We propose to rediscover their solution in a natural way using our methods, based on the observation that the process $X$ satisfies the $w_\mu$-DD constraint up to $T_\psi(X)$. If we show the equality $X_\zeta = w_\mu(X_\zeta)$ at time $\zeta = T_\psi(X)$, Proposition 3.12 gives us the result.

**Theorem 3.13 (Azéma and Yor [2]).** Let $(X_t)$ be a continuous local martingale, $X_0 = 0$, $(X)_\infty = \infty$ a.s. and $\mu$ a centered probability measure on $\mathbb{R}$: $\int |x|\mu(dx) < \infty$, $\int x\mu(dx) = 0$. Then $T_\psi < \infty$ a.s., $(X_{t\wedge T_\psi})$ is a uniformly integrable martingale and $XT_\psi \sim \mu$, $\overline{X}_{T_\psi} \sim \mu^{||L||}$, where $T_\psi$ is defined via (27).

With notation of Proposition 3.12 define $N_t = M_{t \wedge \tau^\nu(X)}^{\psi_\mu}(X)$. Then

$$T_\psi = \inf\{t \geq 0 : X_t \leq w_\mu(\overline{X}_t)\} = \inf\{t \geq 0 : N_t \leq 0\} \wedge \tau^\nu(N) \quad (28)$$

and $X_{t \wedge T_\psi} = M_{t \wedge T_\psi}^{\psi_\mu}(N)$. 23
Proof. Let \( \tau = \tau^\nu(X) \). \( (N_t : t < \tau) \) is a continuous local martingale with \( N_0 = 1 \) since \( U_\mu(1) = 0 \) thanks to \( \mu \) being centred. If \( b_\mu < \infty \) then \( r_\mu < \infty \) and \( (N_t : t \leq \tau) \) is a local martingale stopped at \( \inf \{ t : N_t = b_\mu \} = \tau < \infty \) a.s. Suppose \( b_\mu = \infty \). Then \( \overline{N}_\tau = \lim_{x \to r_\mu} V(x) = \infty \). This readily implies that \( \langle N \rangle_\tau = \infty \) a.s. and in particular \( \tau_0(N) < \tau \) a.s. (cf. Proposition V.1.8 in Revuz and Yor [27]). Note that this applies both for the case \( r_\mu \) finite and infinite. We conclude that \( N_t \wedge \tau_0(N) \) is as in (16) and furthermore that \( \tau_0(N) \wedge \tau^{b_\mu}(N) < \infty \) a.s. Theorem now follows from part c) in Proposition 3.12.

Remark 3.14. Note that in general only max-continuity of \( (X_t) \) would not be enough. More precisely we need to have \( X_T = w_\mu(X_T) \) a.s. or equivalently that the process \( N_t \) crosses zero continuously. Also, unlike in Proposition 3.12, we need to assume that \( \mu \) is centred to ensure that \( N_0 = M_0^\nu(X) = 1 \). Finally note that we do not necessarily have that \( \psi_\mu(X_T) = X_T \).

4 On optimal properties of AY martingales related to HL transform and its inverse

In this final section we investigate the optimal properties of Azéma–Yor processes and of the Hardy-Littlewood transform \( \mu \rightarrow \mu^{HL} \) and its (generalised) inverse operator \( \Delta \). We use two orderings of probability measures. We say that \( \mu \) dominates \( \nu \) in the stochastic order (or stochastically) if \( \overline{\mu}(y) \geq \overline{\nu}(y), y \in \mathbb{R} \). We say that \( \mu \) dominates \( \nu \) in the increasing convex order if \( \int g(y) \mu(dy) \geq \int g(y)\nu(dy) \) for any increasing convex function \( g \) whenever the expectations are defined. Observe that the latter order is equivalent to \( C_\mu(K) \geq C_\nu(K), K \in \mathbb{R} \) (cf. Shaked and Shanthikumar [29, Thm. 3.A.1]).

From (23) we deduce instantly that if \( \mu, \rho \) are probability measures on \( \mathbb{R} \) which admit first moments, then

\[
\text{AVaR}_\mu(\lambda) \leq \text{AVaR}_\rho(\lambda), \lambda \in (0,1) \iff C_\mu(K) \leq C_\rho(K), K \in \mathbb{R} .
\]

Using \( \text{AVaR}_\mu(\lambda) = \overline{\tau}_\mu^{HL}(\lambda) \) we then obtain

\[
\overline{\tau}^{HL}(y) \leq \overline{\tau}_\mu^{HL}(y), y \in \mathbb{R} \iff \overline{\tau}_\mu^{HL}(\lambda) \leq \overline{\tau}_\rho^{HL}(\lambda), \lambda \in [0,1] \\
\iff C_\mu(K) \leq C_\rho(K), K \in \mathbb{R} ,
\]

so that \( \rho^{HL} \) dominates \( \mu^{HL} \) stochastically if and only if \( \rho \) dominates \( \mu \) in the convex order.
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4.1 Optimality of Azéma–Yor stopping time and Hardy-Littlewood transformation

The Azéma–Yor stopping time has a remarkable property that the distribution of maximum of the martingale stopped at this time is known, as a Hardy-Littlewood maximum r.v. associated with $\mu$ (cf. Proposition 3.12). The importance of this result comes from the result of Blackwell and Dubins [5] (see also the concise version of Gilat and Meljenson [14]) showing that:

**Theorem 4.1** (Blackwell-Dubins(63)). Let $(P_t)$ be a uniformly integrable martingale and $\mu$ the distribution of $P_\infty$. Then,

$$P(P_\infty \geq y) \leq \mu^{HL}([y, \infty)), \quad y \in \mathbb{R}. \tag{31}$$

In other words, any Hardy-Littlewood maximal r.v. associated with $P_\infty$ dominates stochastically $P_\infty$.

In fact $\mu^{HL}$ is sometimes defined as the smallest measure which satisfies (31). One then proves the representation (31).

Azéma–Yor martingales, stopped appropriately, are examples of martingales which achieve equality in (31). We can reformulate this result in terms of optimality of the Azéma–Yor stopping time, which has been studied by several authors ([1], [14], Kertz and Rösler [19] and Hobson [17]).

**Corollary 4.2** (Azéma–Yor [1]). In the setup and notation of Theorem 4.1, the distribution of $X_{T_\psi}$ is $\mu^{HL}$. In consequence, $X_{T_\psi}$ dominates stochastically the maximum of any other uniformly integrable martingale with terminal distribution $\mu$.

The result is a corollary of Theorem 4.1 and the fact that the maximum $X_{T_\psi}$ is a Hardy-Littlewood maximal r.v. associated with $\mu$, which follows from Proposition 3.12. We present however an independent proof based on arguments in Brown, Hobson and Rogers [6].

**Proof.** Let $(P_t)$ be a uniformly martingale with terminal distribution $\mu$ and chose $y \in (0, r_\mu)$. Observe that for any $K < y$ the following inequality holds a.s.

$$1_{P_\infty \geq y} \leq \frac{(P_\infty - K)^+}{y - K} + \frac{y - P_\infty}{y - K}1_{P_\infty \geq y}. \tag{32}$$

If $P$ is max-continuous then the last term on the RHS is simply $-M_\infty^F(P)$ for $F(z) = \frac{(z-y)^+}{y-K}$ and has zero expectation. In general, we can substitute the last term with a
greater term \( \frac{P_{x}(P_{y} - P_{\infty}) - P_{\infty}}{y - K} \mathbf{1}_{P_{\infty} \geq y} \) which has zero expectation. Hence, taking expectations in (32) we find
\[
P(P_{\infty} \geq y) \leq \frac{1}{y - K} \int_{K}^{\infty} (x - K) \mu(dx).
\]
Taking infimum in \( K < y \) and using (24) we conclude that
\[
P(P_{\infty} \geq y) \leq \mu_{HL}(y).
\]

To end the proof it suffices to observe from the definition of \( T_{\psi} \) that
\[
X_{T_{\psi}} = w_{\mu}(X_{T_{\psi}}),
\]
and hence, with \( P_{t} = X_{t \wedge T_{\psi}} \), we have a.s. equality in (32) for \( K = w_{\mu}(y) \) and in consequence \( P(X_{T_{\psi}} \geq y) = \mu_{HL}(y) \).

We identified so far \( \mu_{HL} \) as the maximal, relative to stochastic order, possible distribution of supremum of a uniformly integrable martingale with a fixed terminal law \( \mu \). We look now at the dual problem: we look for a maximal terminal distribution of a uniformly integrable martingale with a fixed law of supremum. We saw in (30) that stochastic order of HL transforms translates into increasing convex ordering of the underlying distributions, and we expect the solution to the dual problem to be optimal relative to increasing convex order.

Let us fix a distribution \( \nu \) and look at measures \( \rho \), \( \int |x| \rho(dx) < \infty \), such that \( \rho_{HL} \) stochastically dominates \( \nu \): \( \overline{\theta}(x) \leq \overline{\rho}_{HL}(x) \), \( x \in \mathbb{R} \). We note \( S_{\nu} \) the set of such measures. Passing to the inverses, we can express the condition on \( \rho \in S_{\nu} \) in terms of tail quantiles:
\[
\rho \in S_{\nu} \iff \overline{\theta}(\lambda) \leq \overline{\rho}_{HL}(\lambda) = \text{AVaR}_{\rho}(\lambda) = \frac{1}{\lambda} \int_{0}^{\lambda} \overline{\theta}_{\rho}(u)du, \quad \lambda \in [0, 1], \quad (33)
\]
and where we used (20)-(21). Note that for existence of \( \rho \in S_{\nu} \) it is necessary that
\[
\lambda \overline{\theta}_{\rho}(\lambda) \xrightarrow[\lambda \to 0]{} 0 \text{ which is equivalent to } x \overline{\theta}(x) \xrightarrow[x \to \infty]{} 0 . \quad (34)
\]
We have the following theorem which synthesis several results from Kertz and Rösler \[20, 21\] as well as adds new interpretation of \( \Delta \) operator as the inverse of \( \mu \to \mu^{HL} \) and gives a construction of \( \nu_{\Delta} \). The proof is greatly simplified using tail quantiles.

**Theorem 4.3.** Let \( \nu \) be a probability measure on \( \mathbb{R} \). The set \( S_{\nu} \) is non-empty if and only if \( \nu \) satisfies (34). Under (34), \( S_{\nu} \) admits a minimal element \( \nu_{\Delta} \) relative to the increasing convex order, which is characterised by
\[
\lambda \overline{\theta}_{\nu_{HL}}(\lambda) = \int_{0}^{\lambda} \overline{\theta}_{\nu_{\Delta}}(u)du \text{ is the concave envelope of } \lambda \overline{\theta}_{\nu}(\lambda).
\]
Furthermore, if \( \nu = \mu^{HL} \) for an integrable probability measure \( \mu \), then \( \nu_{\Delta} = \mu \).
Proof. Assume (34) and let \( G(\lambda) \) be the concave envelope (i.e. the smallest concave majorant) of \( \lambda \tilde{\eta}_\nu(\lambda) \). If there exists a measure \( \nu_\Delta \) such that \( G(\lambda) = \int_0^\lambda \tilde{\eta}_\nu(u)du \) then clearly \( \nu_\Delta \in S_\nu \) by definition in (33). Furthermore, since \( \int_0^\lambda \tilde{\eta}_\nu(u)du \) is a concave function, we have that
\[
\int_0^\lambda \tilde{\eta}_\nu(u)du \leq \int_0^\lambda \tilde{\eta}_\rho(u)du, \quad \lambda \in [0, 1], \forall \rho \in S_\nu.
\] (35)

This in turn, using (29), is equivalent to \( \nu_\Delta \) being the infimum of \( \rho \in S_\nu \) relative to increasing convex ordering of measures and thus being a solution to our dual problem.

It remains to argue that \( \nu_\Delta \) exists. Recall that \(-\infty \leq \ell_\nu < r_\nu \leq \infty \) are respectively the lower and the upper bounds of the support of \( \nu \). Let \( \tilde{G}(x) \) be the (formal) Fenchel transform of \( \lambda \tilde{\eta}_\nu(\lambda) \):
\[
\tilde{G}(x) = \sup_{\lambda \in (0, 1)} (\lambda \tilde{\eta}_\nu(\lambda) - \lambda x), \quad x \in [\ell_\nu, r_\nu].
\] (36)

Observe that \( \tilde{G}(x) \geq 0 \) thanks to assumption (34) and by definition \( \tilde{G}(x) \) is convex, decreasing and \( \tilde{G}'(x) \in [-1, 0]. \) This implies that there exists a probability measure \( \nu_\Delta \) such that \( \tilde{G}(x) = \int (y - x)^+ \nu_\Delta(dy) = C_{\nu_\Delta}(y) \). In fact we simply have \( \tilde{C}_\Delta(x) := -\tilde{G}'(x) \). Since \( G \) was the concave envelope of \( \lambda \tilde{\eta}_\nu(\lambda) \) we can recover it as the dual Fenchel transform of \( \tilde{G} \) and, using (23) we have
\[
G(\lambda) = \inf_{x \in [\ell_\nu, r_\nu]} \left( \tilde{G}(x) + x \lambda \right) = \int_0^\lambda \tilde{\eta}_\nu(u)du, \quad \lambda \in [0, 1],
\] (37)
as required. Note that we could also take \( x \in \mathbb{R} \) above since the infimum is always attained for \( x \in [\ell_\mu, r_\mu] \). Finally, if \( \nu = \mu^{HL} \) then \( \lambda \tilde{\eta}_\nu(\lambda) \) is concave and equal to \( \int_0^\lambda \tilde{\eta}_\mu(u)du \) and hence \( \nu_\Delta = \mu \).

We stress that in the proof we obtain in fact a rather explicit representation which can be used to construct \( \nu_\Delta \). Namely we have \( \tilde{C}_\Delta(x) = -\tilde{G}'(x) \) with \( \tilde{G} \) defined in (36).

We find it is useful to rephrase conclusions of Theorem 4.3 in martingale terms. Furthermore, we also show that any max–continuous martingale \( (P_t) \), \( P_\infty \sim \mu \), which achieves the upper bound on the law of supremum, \( \mathcal{T}_\infty \sim \mu^{HL} \), is of the form \( P_t = X_{t \wedge T_\psi} = M_t^{U_\nu}(N) \) for some \( N \) as in (16).

**Theorem 4.4.** Let \( \nu \) be a distribution satisfying (34). For any uniformly integrable martingale \( (P_t) \) such that \( \mathcal{T}_\infty \) dominates \( \nu \) for the stochastic order, \( P_\infty \) dominates \( Y_\infty \sim \nu_\Delta \) for the increasing convex order, where \( Y_t = M^{U_\nu}(N)_t \) is the Azéma–Yor
martingale associated with $\nu$ by Proposition 3.12. Furthermore, if $\nu = \mu^{HL}$ and $(P_t)$ as above is max–continuous with $P_{\infty} \sim \mu$ then $P$ is the Azéma–Yor martingale $M^{U_{\mu}}(N)$ for some $(N_t)$ as in (16).

Proof. Let $\mu \sim P_{\infty}$. By Corollary 4.2 the distribution of $\overline{P}_{\infty}$ is dominated stochastically by $\mu^{HL}$. Hence $\mu^{HL}$ dominates stochastically $\nu$ and $\mu \in S_{\nu}$. The first part of Theorem is then a corollary of Theorem 4.3.

It remains to argue the last statement of the Theorem. Since $P_{\infty} \sim \mu$ and the distribution of $\overline{P}_{\infty}$ dominates stochastically $\mu^{HL}$ it follows from Theorem 4.1 that $P_{\infty} \sim \mu^{HL}$. We deduce from the proof of Corollary 4.2 that we have an a.s. equality in (32) for any $y > 0$ and $K = w_{\mu}(y)$ and hence

$$\{P_{\infty} \geq w_{\mu}(y)\} \supseteq \{\overline{P}_{\infty} > y\} \supseteq \{P_{\infty} > w_{\mu}(y)\}.$$  

It follows that $P_{\infty} = w_{\mu}(\overline{P}_{\infty})$. Further, from uniform integrability of $(P_t)$,

$$E_{\infty} P_{\infty} = E P_{\infty} \leq E w_{\mu}(\overline{P}_{\infty}(P)) \leq E w_{\mu}(\overline{P}_{\infty}).$$  

In consequence $P_t = P_{t \wedge \zeta_{w_{\mu}}(P)}$ and the statement follows with $N_t = M^{V_{\mu}}_{k \wedge \tau_{\mu}}(P)$, see Theorem 3.13 and Remark 3.14. □

4.2 Floor Constraint and concave order

In this final section we study how Theorem 4.4 can be used to solve different optimization problems motivated by portfolio insurance. Our insight comes in particular from constrained portfolio optimization problems discussed by El Karoui and Meziou [9]. In such problems it is more natural to consider conditions of pathwise domination. We note that it is quite remarkable that these turn out to be equivalent to, potentially weaker, conditions of ordering of distributions. Finally we remark that in financial context we often use the increasing concave order between two variables (rather than convex). This is simply a consequence of the fact that utility functions are typically concave.

Consider $g$ an increasing function on $\mathbb{R}_+$ whose increasing concave envelope $U$ is finite and such that $\lim_{x \to \infty} U(x)/x = 0$. Let $N_t$ be as in (16) with $N_0 = 1$. In the financial context, the floor underlying is modelled by $F_t = g(N_t)$. Financial positions can be modelled with uniformly integrable martingales and we are interested in choosing the optimal one, among all which dominate $F_t$ for all $t \geq 0$.  
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From Proposition 3.6 we know that the Azéma–Yor martingale $M_t^U(N)$ belongs to $\mathcal{M}_F^N$ and is optimal for the concave order of the terminal values, i.e. for any uniformly integrable martingales $M$ and $P \in \mathcal{M}_F^N$, $\mathbb{E}G(M_{\infty}^U(N)) \geq \mathbb{E}G(P_{\infty})$.

In fact the same result holds in the larger set $\mathcal{M}_F^\infty$ of uniformly integrable martingales $(P_t)$ with $P_0 = U(N_0)$ and $\mathbb{P}(\mathcal{F}_\infty \geq x) \geq \mathbb{P}(\mathcal{F}_\infty > x)$, for all $x \in \mathbb{R}$.

Remark 4.6. The process $(U(N_t))$ is the Snell envelop of $(g(N_t))$, that is the smallest supermartingale dominating $g(N)$, as shown in Galtchouk and Mirochnitchenko [13] using that $U$ is an affine function on $\{x : U(x) > g(x)\}$.

Proof. From concavity of $U$ we have $M_t^U(N) \geq U(N_t) \geq F_t$ which shows that $M_t^U(N)$ belongs to $\mathcal{M}_F^N$. Naturally, it suffices to prove the statement for the larger set $\mathcal{M}_F^\infty$. Observe that $\lambda U(\frac{1}{\lambda})$ is the concave envelope of $\lambda g(\frac{1}{\lambda})$ on $\lambda \in (0, 1)$. If we define a probability measure $\nu$ by $\nu \sim \mu(\infty)$ then $\mathcal{P}(x) = \frac{1}{g^{-1}(x)}$, $x \in [g(1), g(\infty))$.

In consequence $\lambda U(\frac{1}{\lambda})$ is the concave envelope of $\lambda g(\nu(\lambda))$. Theorem 4.4 and properties of AVaR in (20)–(21) imply that

$$U(\frac{1}{\lambda}) = \mathcal{P}_{\nu}^\lambda(\lambda) = \text{AVaR}_{\nu^\lambda}(\lambda).$$

Using Proposition 3.12 we have $U = U_{\nu^\lambda}$ and $h$ defined via (17) is given by $h(x) = \mathcal{P}_{\nu^\lambda}(1/x)$. Finally note that, since $\mathbb{E}P_{\infty} = F_0 = \mathbb{E}M_{\infty}^U(N)$, increasing convex order, increasing concave order and convex order on $P_{\infty}$ and $M_{\infty}^U(N)$ are all equivalent (cf. Shaked and Shanthikumar [29 Thms 3.A.15 and 3.A.16]). The rest now follows from Theorem 4.4. \[\square\]

If we want show the above statement only for the smaller set $\mathcal{M}_F^N$ then we can give a direct proof as in [10]. Any martingale $X$ which dominates $F_t$ dominates also the smallest supermartingale $Z_t$ which dominates $F_t$ and it is easy to see that $Z_t = U(N_t)$.

From Proposition 3.6 we know that $M_t = \mathbb{E}[h(N_{\infty})|\mathcal{F}_t]$ is a uniformly integrable martingale and we also have $\mathcal{M}_t = U(N_t) = Z_t$ (cf. Proposition 1.2). We assume $G$ is twice continuously differentiable, the general case following via a limiting argument. Since $h$ is concave, $G(y) - G(x) \leq G'(x)(y - x)$ for all $x, y \geq 0$. In consequence

$$\mathbb{E} \left[ G(P_{\infty}) - G(M_{\infty}) \right] \leq \mathbb{E} \left[ G'(M_{\infty})(P_{\infty} - M_{\infty}) \right] = \mathbb{E} \left[ G'(h(N_{\infty}))(P_{\infty} - M_{\infty}) \right] \leq \mathbb{E} \int_0^\infty G'(h(N_s))d(P_t - M_t) + \mathbb{E} \int_0^\infty (P_t - M_t)G''(h(N_s))d(h(N_s)).$$
The first integral is a difference of two uniformly integrable martingales (note that $\mathbb{N}_0 > 0$) and its expectation is zero. For the second integral, recall that $h$ is increasing and the support of $d(h(N_t))$ is contained in the support of $d\mathbb{N}_t$ on which $M_t = \mathbb{M}_t = \mathbb{Z}_t = Z_t \leq P_t$. As $G$ is concave we see that the integral is a.s. negative which yields the desired inequality.

References

[1] J. Azéma and M. Yor. Le problème de Skorokhod: compléments à “Une solution simple au problème de Skorokhod”. In Séminaire de Probabilités, XIII, volume 721 of Lecture Notes in Math., pages 625–633. Springer, Berlin, 1979.

[2] J. Azéma and M. Yor. Une solution simple au problème de Skorokhod. In Séminaire de Probabilités, XIII, volume 721 of Lecture Notes in Math., pages 90–115. Springer, Berlin, 1979.

[3] L. Bachelier. Théorie des probabilités continues. Journal des Mathématiques Pures et Appliquées, pages 259–327, 1906.

[4] P. Bank and N. El Karoui. A stochastic representation theorem with applications to optimization and obstacle problems. Ann. Probab., 32(18):1030–1067, 2004.

[5] D. Blackwell and L. E. Dubins. A converse to the dominated convergence theorem. Illinois J. Math., 7:508–514, 1963.

[6] H. Brown, D. Hobson, and L. C. G. Rogers. Robust hedging of barrier options. Math. Finance, 11(3):285–314, 2001.

[7] J. Cvitanić and I. Karatzas. On portfolio optimization under ”drawdown” constraints. IMA Lecture Notes in Mathematics & Applications, 65:77–88, 1995.

[8] C. Dellacherie and P.-A. Meyer. Probabilités et potentiel. Chapitres V à VIII: Théorie des martingales. Hermann, Paris, revised edition, 1980.

[9] N. El Karoui and A. Meziou. Constrained optimization with respect to stochastics dominance: Application to portfolio insurance. Mathematical Finance, 16(1):103–117, 2006.
[10] N. El Karoui and A. Meziou. Max-Plus decomposition of supermartingales and convex order. Application to American options and portfolio insurance. *Ann. Probab.*, 36(2):647–697, 2008.

[11] R. Elie and N. Touzi. Optimal lifetime consumption and investment under drawdown constraint. *Finance and Stochastics*, 12(3):299–330, 2008.

[12] H. Föllmer and A. Schied. *Stochastic finance. An introduction in discrete time*, volume 27 of *de Gruyter Studies in Mathematics*. Walter de Gruyter & Co., Berlin, 2nd extended edition, 2004.

[13] L. I. Galtchouk and T. P. Mirochnitchenko. Optimal stopping problem for continuous local martingales and some sharp inequalities. *Stochastics Stochastics Rep.*, 61(1-2):21–33, 1997.

[14] D. Gilat and I. Meilijson. A simple proof of a theorem of Blackwell & Dubins on the maximum of a uniformly integrable martingale. In *Séminaire de Probabilités, XXII*, volume 1321 of *Lecture Notes in Math.*, pages 214–216. Springer, Berlin, 1988.

[15] S. Grossman and Z. Zhou. Optimal investment strategies for controlling drawdowns. *Math. Finance*, 3(3):241–276, 1993.

[16] G. H. Hardy and J. E. Littlewood. A maximal theorem with function-theoretic applications. *Acta Math.*, 54(1):81–116, 1930.

[17] D. G. Hobson. The maximum maximum of a martingale. In *Séminaire de Probabilités, XXXII*, volume 1686 of *Lecture Notes in Math.*, pages 250–263. Springer, Berlin, 1998.

[18] W. Hurlimann. On stop-loss order and the distorsion pricing principle. *Astin Bulletin*, 28(1):119–134, 1998.

[19] R. P. Kertz and U. Rösler. Martingales with given maxima and terminal distributions. *Israel J. Math.*, 69(2):173–192, 1990.

[20] R. P. Kertz and U. Rösler. Stochastic and convex orders and lattices of probability measures, with a martingale interpretation. *Israel J. Math.*, 77(1-2):129–164, 1992.
[21] R. P. Kertz and U. Rösler. Hyperbolic-concave functions and Hardy-Littlewood maximal functions. In Stochastic inequalities (Seattle, WA, 1991), volume 22 of IMS Lecture Notes Monogr. Ser., pages 196–210. Inst. Math. Statist., Hayward, CA, 1993.

[22] D. Madan, B. Roynette, and M. Yor. Option prices as probabilities. Finance Research Letters, 5(2):79–87, 2008.

[23] A. Nikeghbali and M. Yor. Doob’s maximal identity, multiplicative decompositions and enlargements of filtrations. Illinois J. Math., 50(1-4):791–814 (electronic), 2006.

[24] J. Obłój. The Skorokhod embedding problem and its offspring. Probability Surveys, 1:321–392, 2004.

[25] J. Obłój. A complete characterization of local martingales which are functions of Brownian motion and its supremum. Bernoulli, 12(6):955–969, 2006.

[26] J. Obłój and M. Yor. On local martingale and its supremum: harmonic functions and beyond. In Y. Kabanov, R. Lipster, and J. Stoyanov, editors, From Stochastic Calculus to Mathematical Finance, pages 517–534. Springer-Verlag, 2006.

[27] D. Revuz and M. Yor. Continuous martingales and Brownian motion, volume 293 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag, Berlin, third edition, 1999.

[28] B. Roynette, P. Vallois, and M. Yor. Limiting laws associated with Brownian motion perturbed by its maximum, minimum and local time II. Studia Sci. Math. Hungar., 43(3):295–360, 2006.

[29] M. Shaked and J. G. Shanthikumar. Stochastic orders and their applications. Probability and Mathematical Statistics. Academic Press Inc., Boston, MA, 1994.