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Abstract

A key task in Bayesian machine learning is sampling from distributions that are only specified up to a partition function (i.e., constant of proportionality). One prevalent example of this is sampling posteriors in parametric distributions, such as latent-variable generative models. However sampling (even very approximately) can be #P-hard.

Classical results (going back to [BES85]) on sampling focus on log-concave distributions, and show a natural Markov process called Langevin diffusion mixes in polynomial time. However, all log-concave distributions are uni-modal, while in practice it is very common for the distribution of interest to have multiple modes. In this case, Langevin diffusion suffers from torpid mixing.

We address this problem by combining Langevin diffusion with simulated tempering. The result is a Markov chain that mixes more rapidly by transitioning between different temperatures of the distribution. We analyze this Markov chain for a mixture of (strongly) log-concave distributions of the same shape. In particular, our technique applies to the canonical multi-modal distribution: a mixture of gaussians (of equal variance). Our algorithm efficiently samples from these distributions given only access to the gradient of the log-pdf. To the best of our knowledge, this is the first result that proves fast mixing for multimodal distributions in this setting.

For the analysis, we introduce novel techniques for proving spectral gaps based on decomposing the action of the generator of the diffusion. Previous approaches rely on decomposing the state space as a partition of sets, while our approach can be thought of as decomposing the stationary measure as a mixture of distributions (a “soft partition”).

Additional materials for the paper can be found at [http://holdenlee.github.io/SimulatedTemperingLangevinMonteCarlo.html](http://holdenlee.github.io/SimulatedTemperingLangevinMonteCarlo.html). Note that the proof and results have been improved and generalized from the precursor at [http://www.arxiv.org/abs/1710.02736](http://www.arxiv.org/abs/1710.02736). See Section 3.1 for a comparison.
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1 Introduction

Sampling is a fundamental task in Bayesian statistics, and dealing with multimodal distributions is a core challenge. One common technique to sample from a probability distribution is to define a Markov chain with that distribution as its stationary distribution. This general approach is called Markov chain Monte Carlo. However, in many practical problems, the Markov chain does not mix rapidly, and we obtain samples from only one part of the support of the distribution.

Practitioners have dealt with this problem through a variety of heuristics. A popular family of approaches involve changing the temperature of the distribution. However, there has been little theoretical analysis of such methods. We give provable guarantees for a temperature-based method called simulated tempering when it is combined with Langevin diffusion.

More precisely, the setup we consider is sampling from a distribution given up to a constant of proportionality. This is inspired from sampling a posterior distribution over the latent variables of a latent-variable Bayesian model with known parameters. In such models, the observable variables $x$ follow a distribution $p(x)$ which has a simple and succinct form given the values of some latent variables $h$, i.e., the joint $p(h, x)$ factorizes as $p(h)p(x|h)$ where both factors are explicit. Hence, the posterior distribution $p(h|x)$ has the form $p(h|x) = \frac{p(h)p(x|h)}{p(x)}$. Although the numerator is easy to evaluate, the denominator $p(x)$ can be NP-hard to approximate even for simple models like topic models [SR11]. Thus the problem is intractable without structural assumptions.

Previous theoretical results on sampling have focused on log-concave distributions, i.e., distributions of the form $p(x) \propto e^{-f(x)}$ for a convex function $f(x)$. This is analogous to convex optimization where the objective function $f(x)$ is convex. Recently, there has been renewed interest in analyzing a popular Markov Chain for sampling from such distributions, when given gradient access to $f$—a natural setup for the posterior sampling task described above. In particular, a Markov chain called Langevin Monte Carlo (see Section 2.1), popular with Bayesian practitioners, has been proven to work, with various rates depending on the precise properties of $f$ [Dal16, DM16, Dal17, CB18, DMM18].

Yet, just as many interesting optimization problems are nonconvex, many interesting sampling problems are not log-concave. A log-concave distribution is necessarily uni-modal: its density function has only one local maximum, which is necessarily a global maximum. This fails to capture many interesting scenarios.
Many simple posterior distributions are neither log-concave nor uni-modal, for instance, the posterior distribution of the means for a mixture of Gaussians, given a sample of points from the mixture of Gaussians.

In a more practical direction, complicated posterior distributions associated with deep generative models and variational auto-encoders are believed to be multimodal as well.

In this work we initiate an exploration of provable methods for sampling “beyond log-concavity,” in parallel to optimization “beyond convexity”. As worst-case results are prohibited by hardness results, we must make assumptions on the distributions of interest. As a first step, we consider a mixture of strongly log-concave distributions of the same shape. This class of distributions captures the prototypical multimodal distribution, a mixture of Gaussians with the same covariance matrix. Our result is also robust in the sense that even if the actual distribution has density that is only close to a mixture that we can handle, our algorithm can still sample from the distribution in polynomial time. Note that the requirement that all Gaussians have the same covariance matrix is in some sense necessary: in Appendix F we show that even if the covariance of two components differ by a constant factor, no algorithm (with query access to f and ∇f) can achieve the same robustness guarantee in polynomial time.

1.1 Problem statement

We formalize the problem of interest as follows.

**Problem 1.1.** Let \( f : \mathbb{R}^d \rightarrow \mathbb{R} \) be a function. Given query access to \( \nabla f(x) \) and \( f(x) \) at any point \( x \in \mathbb{R}^d \), sample from the probability distribution with density function \( p(x) \propto e^{-f(x)} \).

In particular, consider the case where \( e^{-f(x)} \) is the density function of a mixture of strongly log-concave distributions that are translates of each other. That is, there is a base function \( f_0 : \mathbb{R}^d \rightarrow \mathbb{R} \), centers \( \mu_1, \mu_2, \ldots, \mu_m \in \mathbb{R}^d \), and weights \( w_1, w_2, \ldots, w_m (\sum_{i=1}^{m} w_i = 1) \) such that

\[
 f(x) = -\log \left( \sum_{i=1}^{m} w_i e^{-f_0(x-\mu_i)} \right),
\]

(1.1)

For notational convenience, we will define \( f_i(x) = f_0(x - \mu_i) \).

The function \( f_0 \) specifies a basic “shape” around the modes, and the means \( \mu_i \) indicate the locations of the modes.

Without loss of generality we assume the mode of the distribution \( e^{-f_0(x)} \) is at \( 0 (\nabla f_0(0) = 0) \). We also assume \( f_0 \) is twice differentiable, and for any \( x \) the Hessian is sandwiched between \( \kappa I \preceq \nabla^2 f_0(x) \preceq K I \). Such functions are called \( \kappa \)-strongly-convex, \( K \)-smooth functions. The corresponding distribution \( e^{-f_0(x)} \) are strongly log-concave distributions.\(^1\)

1.2 Our results

We show that there is an efficient algorithm that can sample from this distribution given just access to \( f(x) \) and \( \nabla f(x) \).

**Theorem 1.2** (Main). **Given** \( f(x) \) as defined in Equation (1.1), **where** the base function \( f_0 \) satisfies for any \( x \), \( \kappa I \preceq \nabla^2 f_0(x) \preceq K I \), and \( \| \mu_i \| \leq D \) for all \( i \in [m] \), **there** is **an algorithm** (given as Algorithm 2 with appropriate setting of parameters) with running time \( \text{poly} \left( \frac{1}{\epsilon}, D, \frac{1}{\kappa}, K \right) \), **which** given query access to \( \nabla f \) and \( f \), **outputs** a sample from a distribution within TV-distance \( \varepsilon \) of \( p(x) \propto e^{-f(x)} \).

\(^1\)On a first read, we recommend concentrating on the case \( f_0(x) = \frac{1}{2\sigma^2} \| x \|^2 \). This corresponds to the case where all the components are spherical Gaussians with mean \( \mu_i \) and covariance matrix \( \sigma^2 I \).
Note that importantly the algorithm does not have direct access to the mixture parameters \( \mu_i, w_i, i \in [n] \) (otherwise the problem would be trivial). Sampling from this mixture is thus non-trivial: algorithms that are based on making local steps (such as the ball-walk \([LS93, Vem05]\) and Langevin Monte Carlo) cannot move between different components of the gaussian mixture when the gaussians are well-separated. In the algorithm we use simulated tempering (see Section 2.2), which is a technique that adjusts the “temperature” of the distribution in order to move between different components.

Of course, requiring the distribution to be exactly a mixture of log-concave distributions is a very strong assumption. Our results can be generalized to all functions that are “close” to a mixture of log-concave distributions.

More precisely, assume the function \( f \) satisfies the following properties:

\[
\exists \tilde{f} : \mathbb{R}^d \to \mathbb{R} \text{ where } \| \tilde{f} - f \|_\infty \leq \Delta, \| \nabla \tilde{f} - \nabla f \|_\infty \leq \tau \text{ and } \| \nabla^2 \tilde{f} - \nabla^2 f \|_2 \leq \tau, \forall x \in \mathbb{R}^d \quad (1.2)
\]

\[
\text{and } \tilde{f}(x) = -\log \left( \sum_{i=1}^{m} w_i e^{-f_0(x - \mu_i)} \right) \quad (1.3)
\]

where \( \nabla f_0(0) = 0 \), and \( \forall x, \kappa I \preceq \nabla^2 f_0(x) \preceq K I. \quad (1.4) \)

That is, \( f \) is within a \( e^\Delta \) multiplicative factor of an (unknown) mixture of log-concave distributions. Our theorem can be generalized to this case.

**Theorem 1.3** (general case). For function \( f(x) \) that satisfies Equations (1.2), (1.3), and (1.4), there is an algorithm (given as Algorithm \( \square \) with appropriate setting of parameters) that runs in time \( \text{poly} \left( \frac{1}{w_{\text{min}}}, D, d, \frac{1}{\varepsilon}, e^\Delta, \tau, \frac{1}{\kappa}, K \right) \), which given query access to \( \nabla f \) and \( f \), outputs a sample \( x \) from a distribution that has TV-distance at most \( \varepsilon \) from \( p(x) \propto e^{-f(x)} \).

Both main theorems may seem simple. In particular, one might conjecture that it is easy to use local search algorithms to find all the modes. However in Section 4 we give a few examples to show that such simple heuristics do not work (e.g. random initialization is not enough to find all the modes).

The assumption that all the mixture components share the same \( f_0 \) (hence when applied to Gaussians, all Gaussians have same covariance) is also necessary. In Section 4 we give an example where for a mixture of two gaussians, even if the covariance only differs by a constant factor, any algorithm that achieves similar guarantees as Theorem 1.3 must take exponential time. The limiting factor is approximately finding all the mixture components. We note that when the approximate locations of the mixture are known, there are heuristic ways to temper them differently; see \([TRR18]\).

## 2 Overview of algorithm

Our algorithm combines *Langevin diffusion*, a chain for sampling from distributions in the form \( p(x) \propto e^{-f(x)} \) given only gradient access to \( f \) and *simulated tempering*, a heuristic used for tackling multimodality. We briefly define both of these and recall what is known for both of these techniques. For technical prerequisites on Markov chains, the reader can refer to Appendix A.

The basic idea to keep in mind is the following: A Markov chain with local moves such as Langevin diffusion gets stuck in a local mode. Creating a “meta-Markov chain” which changes the temperature (the simulated tempering chain) can exponentially speed up mixing.
2.1 Langevin dynamics

Langevin Monte Carlo is an algorithm for sampling from \( p(x) \propto e^{-f(x)} \) given access to the gradient of the log-pdf, \( \nabla f \).

The continuous version, overdamped Langevin diffusion (often simply called Langevin diffusion), is a stochastic process described by the stochastic differential equation (henceforth SDE)

\[
dX_t = -\nabla f(X_t) \, dt + \sqrt{2} \, dW_t
\]

where \( W_t \) is the Wiener process (Brownian motion). For us, the crucial fact is that Langevin dynamics converges to the stationary distribution given by \( p(x) \propto e^{-f(x)} \). We will always assume that \( \int_{\mathbb{R}^d} e^{-f(x)} \, dx < \infty \) and \( f \in C^2(\mathbb{R}^d) \).

Substituting \( \beta f \) for \( f \) in (2.1) gives the Langevin diffusion process for inverse temperature \( \beta \), which has stationary distribution \( \propto e^{-\beta f(x)} \). Equivalently we can consider the temperature as changing the magnitude of the noise:

\[
dX_t = -\nabla f(X_t) \, dt + \sqrt{2(\beta^{-1} - 1)} \, dW_t.
\]

Of course algorithmically we cannot run a continuous-time process, so we run a discretized version of the above process: namely, we run a Markov chain where the random variable at time \( t \) is described as

\[
X_{t+1} = X_t - \eta \nabla f(X_t) + \sqrt{2\eta} \xi_k, \quad \xi_k \sim \mathcal{N}(0, I)
\]

where \( \eta \) is the step size. (The reason for the \( \sqrt{\eta} \) scaling is that running Brownian motion for \( \eta \) of the time scales the variance by \( \sqrt{\eta} \).) This is analogous to how gradient descent is a discretization of gradient flow.

2.1.1 Prior work on Langevin dynamics

For Langevin dynamics, convergence to the stationary distribution is a classic result \([\text{Bha78}]\). Fast mixing for log-concave distributions is also a classic result: \([\text{BE85}] \) show that log-concave distributions satisfy a Poincaré and log-Sobolev inequality, which characterize the rate of convergence—If \( f \) is \( \alpha \)-strongly convex, then the mixing time is on the order of \( \frac{1}{\alpha} \). Of course, algorithmically, one can only run a “discretized” version of the Langevin dynamics. Analyses of the discretization are more recent: \([\text{Dal16}] \), \([\text{DM16}] \), \([\text{Dal17}] \), \([\text{DK17}] \), \([\text{CB18}] \), \([\text{DMM18}] \) give running times bounds for sampling from a log-concave distribution over \( \mathbb{R}^d \), and \([\text{BEL18}] \) give a algorithm to sample from a log-concave distribution restricted to a convex set by incorporating a projection. We note these analysis and ours are for the simplest kind of Langevin dynamics, the overdamped case; better rates are known for underdamped dynamics (\([\text{Che+17}] \)), if a Metropolis-Hastings rejection step is used (\([\text{Dwi+18}] \)), and for Hamiltonian Monte Carlo which takes into account momentum (\([\text{MS17}] \)).

\([\text{RRT17}] \), \([\text{Che+18}] \), \([\text{VW19}] \) carefully analyze the effect of discretization for arbitrary non-log-concave distributions with certain regularity properties, but the mixing time is exponential in general; furthermore, it has long been known that transitioning between different modes can take exponentially long, a phenomenon known as meta-stability \([\text{Bov+02}] \), \([\text{Bov+04}] \), \([\text{BGK05}] \). The Holley-Stroock Theorem (see e.g. \([\text{BGL13}] \)) shows that guarantees for mixing extend to distributions \( e^{-f(x)} \) where \( f(x) \) is a “nice” function that is close to a convex function in \( L^\infty \) distance; however, this does not address more global deviations from convexity. \([\text{MV17}] \) consider a more general model with multiplicative noise.
2.2 Simulated tempering

For distributions that are far from being log-concave and have many deep modes, additional techniques are necessary. One proposed heuristic, out of many, is simulated tempering, which swaps between Markov chains that are different temperature variants of the original chain. The intuition is that the Markov chains at higher temperature can move between modes more easily, and hence, the higher-temperature chain acts as a “bridge” to move between modes.

Indeed, Langevin dynamics corresponding to a higher temperature distribution—with $\beta f$ rather than $f$, where $\beta < 1$—mixes faster. (Here, we use terminology from statistical physics, letting $\tau$ denote the temperature and $\beta = \frac{1}{\tau}$ denote the inverse temperature.) A high temperature flattens out the distribution. However, we can’t simply run Langevin at a higher temperature because the stationary distribution is wrong; the simulated tempering chain combines Markov chains at different temperatures in a way that preserves the stationary distribution.

We can define simulated tempering with respect to any sequence of Markov chains $M_i$ on the same space $\Omega$. Think of $M_i$ as the Markov chain corresponding to temperature $i$, with stationary distribution $e^{-\beta_i f}$.

Then we define the simulated tempering Markov chain as follows.

- The state space is $[L] \times \Omega$: $L$ copies of the state space (in our case $\mathbb{R}^d$), one copy for each temperature.
- The evolution is defined as follows.
  1. If the current point is $(i, x)$, then evolve according to the $i$th chain $M_i$.
  2. Propose swaps with some rate $\lambda$. When a swap is proposed, attempt to move to a neighboring chain, $i' = i \pm 1$. With probability $\min\{p_{i'}(x)/p_i(x), 1\}$, the transition is successful. Otherwise, stay at the same point. This is a Metropolis-Hastings step; its purpose is to preserve the stationary distribution.

The crucial fact to note is that the stationary distribution is a “mixture” of the distributions corresponding to the different temperatures. Namely:

**Proposition 2.1.** \cite{MP92, Nea96} If the $M_k$, $1 \leq k \leq L$ are reversible Markov chains with stationary distributions $p_k$, then the simulated tempering chain $M$ is a reversible Markov chain with stationary distribution $p(i, x) = \frac{1}{L} p_i(x)$.

The typical setting of simulated tempering is as follows. The Markov chains come from a smooth family of Markov chains with parameter $\beta \geq 0$, and $M_i$ is the Markov chain with parameter $\beta_i$, where $0 \leq \beta_1 \leq \ldots \leq \beta_L = 1$. We are interested in sampling from the distribution when $\beta$ is large ($\tau$ is small). However, the chain suffers from torpid mixing in this case, because the distribution is more peaked. The simulated tempering chain uses smaller $\beta$ (larger $\tau$) to help with mixing. For us, the stationary distribution at inverse temperature $\beta$ is $\propto e^{-\beta f(x)}$.

\footnote{This can be defined as either a discrete or continuous Markov chain. For a discrete chain, we propose a swap with probability $\lambda$ and follow the current chain with probability $1 - \lambda$. For a continuous chain, the time between swaps is an exponential distribution with decay $\lambda$ (in other words, the times of the swaps forms a Poisson process). Note that simulated tempering is traditionally defined for discrete Markov chains, but we will use the continuous version. See Definition 5.1 for the formal definition.}
2.2.1 Prior work on simulated tempering

Provable results of this heuristic are few and far between. \cite{WSH09a,Zhe03} lower-bound the spectral gap for generic simulated tempering chains, using a Markov chain decomposition technique due to \cite{MR02}. However, for the Problem 1.1 that we are interested in, the spectral gap bound in \cite{WSH09a} is exponentially small as a function of the number of modes. Drawing inspiration from \cite{MR02}, we establish a Markov chain decomposition technique that overcomes this.

One issue that comes up in simulated tempering is estimating the partition functions; various methods have been proposed for this \cite{PP07,Lia05}.

2.3 Main algorithm

Our algorithm is intuitively the following. Take a sequence of inverse temperatures \( \beta_i \), starting at a small value and increasing geometrically towards 1. Run simulated tempering Langevin on these temperatures, suitably discretized. Take the samples that are at the \( L \) value and increasing geometrically towards 1. Run simulated tempering Langevin on these temperatures, suitably discretized. Take the samples that are at the \( L \)th temperature.

Note that there is one complication: the standard simulated tempering chain assumes that we can compute the ratio between temperatures \( \frac{p(x, i)}{p(x, f)} \). However, we only know the probability density functions up to a normalizing factor (the partition function). To overcome this, we note that if we use the ratios \( \frac{r_i p(x, i)}{r_i p(x, f)} \) instead, for \( \sum_{i=1}^L r_i = 1 \), then the chain converges to the stationary distribution with \( p(x, i) = r_i p_i(x) \). Thus, it suffices to estimate each partition function up to a constant factor. We can do this inductively: running the simulated tempering chain on the first \( L \) levels, we can estimate the partition function \( Z_{L+1} \); then we can run the simulated tempering chain on the first \( L + 1 \) levels. This is what Algorithm 2 does when it calls Algorithm 1 as subroutine.

A formal description of the algorithm follows.

**Algorithm 1** Simulated tempering Langevin Monte Carlo

**INPUT:** Temperatures \( \beta_1, \ldots, \beta_L \); partition function estimates \( \hat{Z}_1, \ldots, \hat{Z}_L \); step size \( \eta \), time \( T \), rate \( \lambda \), variance of initial distribution \( \sigma_0 \).

**OUTPUT:** A random sample \( x \in \mathbb{R}^d \) (approximately from the distribution \( p_L(x) \propto e^{-\beta_L f(x)} \)).

Let \( (i, x) = (1, x_0) \) where \( x_0 \sim N(0, \sigma_0^2 I) \).

Let \( n = 0 \), \( T_0 = 0 \).

**while** \( T_n < T \) **do**

Determine the next transition time: Draw \( \xi_{n+1} \) from the exponential distribution \( p(x) = \lambda e^{-\lambda x} \), \( x \geq 0 \).

Let \( \xi_{n+1} \leftarrow \min\{T - T_n, \xi_{n+1}\} \), \( T_{n+1} = T_n + \xi_{n+1} \).

Let \( \eta' = \xi_{n+1} / \left\lfloor \frac{\xi_{n+1}}{\eta} \right\rfloor \) (the largest step size \( < \eta \) that evenly divides into \( \xi_{n+1} \)).

Repeat \( \left\lfloor \frac{\xi_{n+1}}{\eta} \right\rfloor \) times: Update \( x \) according to \( x \leftarrow x - \eta' \beta_i \nabla f(x) + \sqrt{2 \eta' \lambda} \xi \), \( \xi \sim N(0, I) \).

If \( T_{n+1} < T \) (i.e., the end time has not been reached), let \( i' = i \pm 1 \) with probability \( \frac{1}{2} \). If \( i' \) is out of bounds, do nothing. If \( i' \) is in bounds, make a type 2 transition, where the acceptance ratio is \( \min \left\{ \frac{e^{-\beta_i f(x)}}{Z_i}, 1 \right\} \).

**end while**

If the final state is \( (\ell, x) \) for some \( x \in \mathbb{R}^d \), return \( x \). Otherwise, re-run the chain.
Algorithm 2 Main algorithm

Input: A function $f : \mathbb{R}^d$, satisfying assumption (1.2), to which we have gradient access.
Output: A random sample $x \in \mathbb{R}^d$.
Let $0 \leq \beta_1 < \cdots < \beta_L = 1$ be a sequence of inverse temperatures satisfying (9.9) and (9.10).
Let $Z_1 = 1$.

for $\ell = 1 \rightarrow L$

Run the simulated tempering chain in Algorithm 1 with temperatures $\beta_1, \ldots, \beta_\ell$, partition function estimates $\tilde{Z}_1, \ldots, \tilde{Z}_\ell$, step size $\eta$, time $T$, and rate $\lambda$ given by Lemma 9.2.
If $\ell = L$, return the sample.
If $\ell < L$, repeat to get $n = O(L^2 \ln \frac{1}{\delta})$ samples, and let $\hat{Z}_{\ell+1} = \hat{Z}_\ell \left( \frac{1}{n} \sum_{j=1}^{n} e^{(-\beta_{\ell+1} + \beta_\ell) f(x_j)} \right)$.

end for

3 Overview of the proof techniques

We summarize the main ingredients and crucial techniques in the proof. Full proofs appear in the following sections.

Step 1: Define a continuous version of the simulated tempering Markov chain (Definition 5.1, Lemma 5.2), where transition times are real numbers determined by an exponential weighting time distribution.

Step 2: Prove a new decomposition theorem (Theorem 6.3) for bounding the spectral gap (or equivalently, the mixing time) of the simulated tempering process we define. This is the main technical ingredient, and also a result of independent interest.

While decomposition theorems have appeared in the Markov chain literature (e.g. [MR02]), typically one partitions the state space, and bounds the spectral gap using (1) the probability flow of the chain inside the individual sets, and (2) between different sets.

In our case, we decompose the Markov process itself; this includes a decomposition of the stationary distribution into components. (More precisely, we decompose the generator of the process.) We would like to do this because in our setting, the stationary distribution is exactly a mixture distribution (Problem 1.1).

Our Markov process decomposition theorem bounds the spectral gap (mixing time) of a simulated tempering chain in terms of the spectral gap (mixing time) of two processes:

1. “component” processes on the mixture components
2. a “projected” process whose state space is the set of components, and which captures the action of the chain between components as well as the distance between the mixture components (measured in terms of their overlap)

This means that if the Markov process on the individual components mixes rapidly, and the “projected” process mixes rapidly, then the simulated tempering process mixes rapidly as well. (Note [MR02, Theorem 1.2] does partition into mixture components, but they only consider the special case where they components are laid out in a chain.)

The mixing time of a Markov process is quantified by a Poincaré inequality.

Theorem (Simplified version of Theorem 6.3). Consider the simulated tempering process $M$ with rate $\lambda = \frac{1}{C}$, where the Markov process at the $i$th level (temperature) is $M_i = (\Omega_i, \mathcal{L}_i)$ with stationary distribution
\( p_i \), for \( 1 \leq i \leq L \). Suppose we have a decomposition of the Markov process at each level, \( p_i M_i = \sum_{j=1}^{m} w_{i,j} p_{i,j} M_{i,j} \), where \( \sum_{j=1}^{m} w_{i,j} = 1 \). If each \( M_{i,j} \) satisfies a Poincaré inequality with constant \( C \), and the projected chain \( \overline{M} \) satisfies a Poincaré inequality with constant \( \overline{C} \), then \( M \) satisfies a Poincaré inequality with constant \( O(C(1 + \overline{C})) \).

Here, the projected process \( \overline{M} \) is the chain on \([L] \times [m]\) with probability flow in the same and adjacent levels given by

\[
\overline{T}((i, j), (i, j')) = w_{i,j} \delta_{(i, j), (i, j')} \quad (3.1)
\]

\[
\overline{T}((i, j), (i \pm 1, j)) = \delta_{(i, j), (i \pm 1, j)} \quad (3.2)
\]

where \( \delta_{(i,j),(i',j')} := \int_{\Omega} \min\{p_{i,j}(x), p_{i',j'}(x)\} \, dx \) is the overlap.

The decomposition theorem is the reason why we use a slightly different simulated tempering process, which is allowed to transition at arbitrary times, with some rate \( \lambda \). Such a process “composes” nicely with the decomposition of the Langevin chain, and allows a better control of the Dirichlet form of the tempering process, which governs the mixing time.

**Step 3:** Finally, we need to apply the decomposition theorem to our setup, namely a distribution which is a mixture of strongly log-concave distributions. The “components” of the decomposition in our setup are simply the mixture components \( e^{-f_0(x-\mu_j)} \). We rely crucially on the fact that Langevin diffusion on a mixture distribution decomposes into Langevin diffusion on the individual components.

We actually first analyze the hypothetical simulated tempering Langevin process on \( \tilde{p}_i \propto \sum_{j=1}^{m} w_j e^{-\beta_j f_0(x-\mu_j)} \) (Theorem 7.1)—i.e., where the stationary distribution for each temperature is a mixture. Then in Lemma 7.5 we compare to the actual simulated tempering Langevin that we can run, where \( p_i \propto p^{\beta} \). To do this, we use the fact that \( p_i \) is off from \( \tilde{p}_i \) by at most \( \frac{1}{w_{\min}} \). (This is the only place where a factor of \( w_{\min} \) comes in.)

To use our Markov process decomposition theorem, we need to show two things:

1. The component processes mix rapidly: this follows from the classic fact that Langevin diffusion mixes rapidly for log-concave distributions.

2. The projected process mixes rapidly: The “projected” process is defined as having more probability flow between mixture components in the same or adjacent temperatures which are close together in \( \chi^2 \)-divergence.

By choosing the temperatures close enough, we can ensure that the corresponding mixture components in adjacent temperatures are close (in the sense of having high overlap). By choosing the highest temperature large enough, we can ensure that all the mixture components at the highest temperature are close.

From this it follows that we can easily get from any component to any other (by traveling up to the highest temperature and then back down). Thus the projected process mixes rapidly from the method of canonical paths, Theorem A.3.

Note that the equal variance (for gaussians) or shape (for general log-concave distributions) condition is necessary here. For gaussians with different variance, the Markov process can fail to mix between components at the highest temperature. This is because scaling the temperature changes the variance of all the components equally, and preserves their ratio (which is not equal to 1).
Step 4: We analyze the error from discretization (Lemma 8.1), and choose parameters so that it is small. We show that in Algorithm 2, we can inductively estimate the partition functions. When we have all the estimates, we can run the simulated tempering chain on all the temperatures to get the desired sample.

3.1 Comparison to our previous algorithm and proof

We make some comparisons to our previous work [GLR17] that addresses the same problem. Note that the proof was given for mixtures of Gaussians, but extends in a straightforward way to mixtures of log-concave distributions. The main difference in the algorithm of [GLR17] is that transitions between temperatures only happen at fixed times—after a certain number of steps of running the Markov chain at the current temperature. The main difference from the proof in [GLR17] is that it uses Markov chain decomposition theorem of [MR02], which requires partitioning the state space into disjoint sets on which the restricted chain mixes well. Coming up with the partition requires an intricate argument relying on a spectral partitioning theorem for graphs given by [GT14]. Roughly, it says that if the \((m+1)\)th eigenvalue of a Markov chain is bounded away from 0 (as is the case for Langevin diffusion on a mixture of \(m\) log-concave distributions), then we can find a partition into \(\leq m\) sets, with good internal conductance and poor external conductance. However, since the theorem holds for discrete-time, discrete-space Markov chains, to use the theorem we need some technical discretization arguments. Since ultimately we care about the spectral gap, we have to bound the spectral gap by the conductance, and lose a square by Cheeger’s inequality. In this paper, we obtain better bounds by circumventing this issue with a soft decomposition theorem. We also circumvent the technical discretization arguments by working with Poincaré inequalities, which apply directly to the continuous chain.

Ignoring logarithmic factors and focusing on the dependence on \(d\) (dimension), \(\varepsilon\), \(m\) (number of components), and \(w_{\text{min}}\) (minimum weight of component), in [GLR17], the number of temperatures required is \(L = \tilde{\Theta}(d)\), the amount of time to simulate the Markov chain is \(t = \tilde{\Theta}\left(\frac{L^4 m^{16}}{w_{\text{min}}}\right) = \tilde{\Theta}\left(\frac{d^4 m^{16}}{w_{\text{min}}}\right)\), and the step size is \(\eta = \tilde{\Theta}\left(\frac{\varepsilon^2}{L t}\right)\) so the total amount of steps to run the Markov chain, once the partition function estimates are known, is \(\frac{L}{\eta} = \tilde{\Theta}\left(\frac{L^2 d}{\varepsilon^2}\right) = \tilde{\Theta}\left(\frac{d^3 m^{32}}{w_{\text{min}}^3}\right)\).

In this paper, examining the parameters in Lemma 9.2, the number of temperatures required is \(L = \tilde{\Theta}(d)\), the amount of time to simulate the Markov chain is \(T = \tilde{\Theta}\left(\frac{L^2}{w_{\text{min}}^2}\right)\), the step size is \(\eta = \tilde{\Theta}\left(\frac{\varepsilon^2}{T}\right)\), so the total amount of steps is \(\frac{T}{\eta} = \tilde{\Theta}\left(\frac{T^2 d}{\varepsilon^4}\right) = \tilde{\Theta}\left(\frac{d^6 m^{32}}{w_{\text{min}}^6}\right)\). Note that in either case, to obtain the actual complexity, we need to additionally multiply by a factor of \(L^4 = \tilde{\Theta}(d^4)\): one factor of \(L^4\) comes from needing to estimate the partition function at each temperature, a factor of \(L^2\) comes from the fact that we need \(L^2\) samples at each temperature to do this, and the final factor of \(L\) comes from the fact that we reject the sample if the sample is not at the final temperature. (We have not made an effort to optimize this \(L^4\) factor.)

4 Theorem statements

We restate the main theorems more precisely. First define the assumptions.

Assumptions 4.1. The function \(f\) satisfies the following. There exists a function \(\tilde{f}\) that satisfies the following properties.

\[^3\text{An error in the previous paper displayed the dependence of \(\eta\) on \(\varepsilon\) to be \(\varepsilon\) rather than \(\varepsilon^2\).}\]
1. \( \tilde{f}, \nabla \tilde{f}, \text{and} \nabla^2 \tilde{f} \) are close to \( f \):

\[
\| \tilde{f} - f \|_\infty \leq \Delta, \quad \| \nabla \tilde{f} - \nabla f \|_\infty \leq \tau \quad \text{and} \quad \nabla^2 \tilde{f}(x) \preceq \nabla^2 f(x) + \tau I, \forall x \in \mathbb{R}^d \quad (4.1)
\]

2. \( \tilde{f} \) is the log-pdf of a mixture:

\[
\tilde{f}(x) = -\log \left( \sum_{i=1}^m w_i e^{-f_0(x - \mu_i)} \right) \quad (4.2)
\]

where \( \nabla f_0(0) = 0 \) and

(a) \( f_0 \) is \( \kappa \)-strongly convex: \( \nabla^2 f_0(x) \succeq \kappa I \) for \( \kappa > 0 \).

(b) \( f_0 \) is \( K \)-smooth: \( \nabla^2 f_0(x) \preceq K I \).

Our main theorem is the following.

**Theorem 4.2** (Main theorem, Gaussian version). Suppose

\[
f(x) = -\ln \left( \sum_{j=1}^m w_j \exp \left( -\frac{\|x - \mu_j\|^2}{2\sigma^2} \right) \right)
\]

on \( \mathbb{R}^d \) where \( \sum_{j=1}^m w_j = 1, w_{\min} = \min_{1 \leq j \leq m} w_j > 0 \), and \( D = \max_{1 \leq j \leq m} \|\mu_j\| \). Then Algorithm 2 with parameters satisfying \( t, T, \eta^{-1}, \beta_1^{-1}, (\beta_i - \beta_{i-1})^{-1} = \text{poly} \left( \frac{1}{w_{\min}}, D, \frac{1}{\sigma^2}, \frac{1}{\epsilon} \right) \) produces a sample from a distribution \( p' \) with \( \|p - p'\|_1 \leq \epsilon \) in time \( \text{poly} \left( \frac{1}{w_{\min}}, D, \frac{1}{\sigma^2}, \frac{1}{\epsilon} \right) \).

The precise parameter choices are given in Lemma 9.2.

Our more general theorem allows the mixture component to come from an arbitrary log-concave distribution \( p(x) \propto e^{-f_0(x)} \).

**Theorem 4.3** (Main theorem). Suppose \( p(x) \propto e^{-f(x)} \) and \( f(x) = -\ln \left( \sum_{i=1}^m w_i e^{-f_0(x - \mu_i)} \right) \) on \( \mathbb{R}^d \), where \( f_0 \) satisfies Assumption 4.2 (\( f_0 \) is \( \kappa \)-strongly convex, \( K \)-smooth, and has minimum at 0), \( \sum_{i=1}^m w_i = 1, w_{\min} = \min_{1 \leq i \leq m} w_i > 0 \), and \( D = \max_{1 \leq i \leq m} \|\mu_i\| \). Then Algorithm 2 with parameters satisfying \( t, T, \eta^{-1}, \beta_1^{-1}, (\beta_i - \beta_{i-1})^{-1} = \text{poly} \left( \frac{1}{w_{\min}}, D, \frac{1}{\sigma^2}, \frac{1}{\epsilon}, \kappa \right) \) produces a sample from a distribution \( p' \) with \( \|p - p'\|_1 \leq \epsilon \) in time \( \text{poly} \left( \frac{1}{w_{\min}}, D, \frac{1}{\sigma^2}, \frac{1}{\epsilon}, K \right) \).

The precise parameter choices are given in Lemma 3.3.

**Theorem 4.4** (Main theorem with perturbations). Keep the setup of Theorem 4.3. If instead \( f \) satisfies Assumption 4.7 (\( f \) is \( \Delta \)-close in \( L^\infty \) norm to the log-pdf of a mixture of log-concave distributions), then the result of Theorem 4.3 holds with an additional factor of \( \text{poly}(e^\Delta, \tau) \) in the running time.

## 5 Simulated tempering

First we define a continuous version of the simulated tempering Markov chain (Definition 5.1). Unlike the usual definition of a simulated tempering chain in the literature, the transition times can be arbitrary real numbers. Our definition falls out naturally from writing down the generator \( L \) as a combination of the generators for the individual chains and for the transitions between temperatures (Lemma 5.2). Because \( L \) decomposes in this way, the Dirichlet form \( \mathcal{E} \) will be easier to control in Theorem 6.3.
**Definition 5.1.** Let \( M_i, i \in [L] \) be a sequence of continuous Markov processes with state space \( \Omega \) with stationary distributions \( p_i(x) \) (with respect to a reference measure). Let \( r_i, 1 \leq i \leq L \) satisfy
\[
    r_i > 0, \quad \sum_{i=1}^{L} r_i = 1.
\]

Define the **continuous simulated tempering Markov process** \( M_{st} \) with rate \( \lambda \) and relative probabilities \( r_i \) as follows.

The states of \( M_{st} \) are \([L] \times \Omega\). For the evolution, let \((T_n)_{n \geq 0}\) be a Poisson point process on \( \mathbb{R}_{\geq 0} \) with rate \( \lambda \), i.e., \( T_0 = 0 \) and
\[
    T_{n+1} - T_n | T_1, \ldots, T_n \sim \text{Exp}(\lambda)
\]
with probability density \( p(t) = \lambda e^{-\lambda t} \). If the state at time \( T_n \) is \((i,x)\), then the Markov process evolves according to \( M_i \) on the time interval \([T_n, T_{n+1})\). The state \( X_{T_{n+1}}^{-} \) at time \( T_{n+1} \) is obtained from the state \( X_{T_{n+1}}^{-} := \lim_{t \to T_{n+1} -} X_t \) by a “Type 2” transition: If \( X_{T_{n+1}}^{-} = (i,x) \), then transition to \((j = i \pm 1, x)\) each with probability
\[
    \frac{1}{2} \min \left\{ \frac{r_j p_j(x)}{r_i p_i(x)}, 1 \right\}
\]
and stay at \((i,x)\) otherwise. (If \( j \) is out of bounds, then don’t move.)

**Lemma 5.2.** Let \( M_i, i \in [L] \) be a sequence of continuous Markov processes with state space \( \Omega \), generators \( \mathcal{L}_i \) (with domains \( \mathcal{D}(\mathcal{L}_i) \)), and unique stationary distributions \( p_i \). Then the continuous simulated tempering Markov process \( M_{st} \) with rate \( \lambda \) and relative probabilities \( r_i \) has generator \( \mathcal{L} \) defined by the following equation, where \( g = (g_1, \ldots, g_L) \in \prod_{i=1}^{L} \mathcal{D}(\mathcal{L}_i) \):
\[
    (\mathcal{L} g)(i, y) = (\mathcal{L}_i g_i)(y) + \frac{\lambda}{2} \sum_{1 \leq j \leq L} \min \left\{ \frac{r_j p_j(x)}{r_i p_i(x)}, 1 \right\} (g_j(x) - g_i(x))
\]

The corresponding Dirichlet form is
\[
    \mathcal{E}(g, g) = - \langle g, \mathcal{L} g \rangle
    = \sum_{i=1}^{L} r_i \mathcal{E}_i(g_i, g_i) + \frac{\lambda}{2} \sum_{1 \leq i, j \leq L} \int_{\Omega} r_i p_i(x) \min \left\{ \frac{r_j p_j(x)}{r_i p_i(x)}, 1 \right\} (g_i(x)^2 - g_i(x) g_j(x)) \, dx
    = \sum_{i=1}^{L} r_i \mathcal{E}_i(g_i, g_i) + \frac{\lambda}{4} \sum_{1 \leq i, j \leq L} \int_{\Omega} (g_i - g_j)^2 \min \{r_j p_j, r_i p_i\} \, dx
\]

where \( \mathcal{E}_i(g_i, g_i) = - \langle g_i, \mathcal{L}_i g_i \rangle_{P_i} \).

**Proof.** Continuous simulated tempering is a Markov process because the Poisson process is memoryless. We show that its generator equals \( \mathcal{L} \). Let \( F \) be the operator which acts by
\[
    F g(x, i) = g_i(x) + \frac{1}{2} \sum_{1 \leq j \leq L} \min \left\{ \frac{r_j p_j(x)}{r_i p_i(x)}, 1 \right\} (g_j(x) - g_i(x))
\]
Let $N_t = \max \{ n : T_n \leq t \}$. Let $P_{j,t}$ be such that $(P_{j,t}g)(x) = \mathbb{E}_{M_j}[g(x_t)|x_0 = x]$, the expected value after running $M_j$ for time $t$, and let $P_t$ be the same operator for $M$.

We have, letting $P'_s = \sum_{j=1}^L \delta_j \times P_{j,s}$ (where $\delta_j(i) = 1_{i=j}$ is a function on $[L]$),

$$P_tg = \mathbb{P}(N_t = 0) \sum_{j=1}^L \delta_j \times P_{j,t}g_j + \int_0^t P'_s F P'_{t-s}g \mathbb{P}(t_1 = ds, N_t = 1) + \mathbb{P}(N_t \geq 2) h.$$  

where $\|h\|_{L^2(\mathbb{P})} \leq \|g\|_{L^2(\mathbb{P})}$ (by contractivity of Markov processes). Here, $P'_s F P'_{t-s}$ comes from moving for time $s$ at one level, doing a level change, then moving for time $t-s$ on the new level. By basic properties of the Poisson process, $\mathbb{P}(N_t = 0) = 1 - \lambda t + O(t^2)$, $\mathbb{P}(t_1 = s, N_t = 1) = \lambda + O(t)$ for $0 \leq s \leq t$, and $\mathbb{P}(N \geq 2) = O(t^2)$, so

$$\frac{d}{dt}(P_tg)|_{t=0} = -\lambda \sum_{j=1}^L \delta_j \times P_{j,t}g_j + \sum_{j=1}^L \delta_j \times \mathcal{L}g_j + \lambda Fg = \mathcal{L}g.$$

\[ \square \]

6 Markov process decomposition theorems

For ease of reading, we first prove a simple density decomposition theorem, Theorem 6.1 (which will not be needed, but gives the main idea in a simpler setting). Then we prove the density decomposition theorem for simulated tempering, Theorem 6.3, which is the density decomposition theorem that we use to prove the main Theorem 4.2.

Both of these theorems are consequences of a more general decomposition theorem, Theorem D.1 (up to constants). In Appendix D we prove the general theorem and show how to specialize it to the case of simulated tempering to recover Theorem 6.3. We also give a version of the theorem for a continuous index set, Theorem D.3.

We compare Theorems 6.1 and D.1 to decomposition theorems in the literature, [MR02, Theorem 1.1, 1.2] and [WSH09a, Theorem 5.2]. Note that our theorems are stated for continuous-time Markov processes, while the others are stated for discrete-time; however, either proof could be adapted for the other setting.

- In Theorem 6.1 we use the Poincaré constants of the component Markov processes, and the distance of their stationary distributions to each other, to bound the Poincaré constant of the original chain. (Theorem 6.1 gives a bound in terms of the $\chi^2$ divergences, but Remark 6.2 gives the bound in terms of the “overlap” quantity which is used in the literature.)

  This is a generalization of [MR02, Theorem 1.2], which deals with the special case where the state space is partitioned into overlapping sets, and [MR02, Theorem 1.2], which covers the special case where the component distributions are laid out in a chain. Our theorem can deal with any arrangement.

- In Theorem D.1 we additionally use the “probability flow” between components to get a more general bound. It involves partitioning the pairs of indices $I \times I$ into $S_\cap$ and $S_{\leftrightarrow}$, where to get a good bound, one puts $(i,j)$ where $p_i$ and $p_j$ are close into $S_\cap$, and $(i,j)$ where there is a lot of “probability flow” between $p_i$ and $p_j$ into $S_{\leftrightarrow}$. Theorem D.1 is the special case of Theorem D.1 when $S_{\leftrightarrow} = \phi$. Note that [WSH09a, Theorem 5.2] is similar to the case where $S_\cap = \phi$. However, they depend only on the probability flow, while we depend on the “overlap” in the probability flow.
6.1 Simple density decomposition theorem

**Theorem 6.1** (Simple density decomposition theorem). Let $M = (\Omega, \mathcal{L})$ be a (continuous-time) Markov process with stationary measure $P$ and Dirichlet form $\mathcal{E}(g, g) = -\langle g, \mathcal{L}g \rangle_P$. Suppose the following hold.

1. There is a decomposition
   \[
   \langle f, \mathcal{L}g \rangle_P = \sum_{j=1}^{m} w_j \langle f, \mathcal{L}_j g \rangle_{P_j}
   \]
   \[
   P = \sum_{j=1}^{m} w_j P_j.
   \]
   where $\mathcal{L}_j$ is the generator for some Markov chain $M_j$ on $\Omega$ with stationary distribution $P_j$.

2. (Mixing for each $M_j$) The Dirichlet form $E_j(f, g) = -\langle f, \mathcal{L}_j g \rangle_{P_j}$ satisfies the Poincaré inequality
   \[
   \text{Var}_{P_j}(g) \leq C E_j(g, g).
   \]

3. (Mixing for projected chain) Define the projected process $\overline{M}$ as the Markov process on $[m]$ generated by $\overline{\mathcal{L}}$, where $\overline{\mathcal{L}}$ acts on $\overline{g} \in L^2([m])$ by
   \[
   \overline{\mathcal{L}} \overline{g}(j) = \sum_{1 \leq k \leq m, k \neq j} [\overline{g}(k) - \overline{g}(j)] \overline{T}(j, k)
   \]
   where $\overline{T}(j, k) = \frac{w_k}{\chi_{\max}(P_j || P_k)}$
   \[
   \text{where } \chi^2_{\max}(P || Q) := \max\{\chi^2(P || Q), \chi^2(Q || P)\}. (Define \( \overline{T}(j, k) = 0 \) if this is infinite.) Let $\overline{P}$ be the stationary distribution of $\overline{M}$; $\overline{M}$ satisfies the Poincaré inequality
   \[
   \text{Var}_{\overline{P}}(\overline{g}) \leq C \mathcal{E}(g, g).
   \]

Then $M$ satisfies the Poincaré inequality

\[
\text{Var}_P(g) \leq C \left(1 + \frac{C}{2}\right) \mathcal{E}(g, g). \tag{6.1}
\]

**Remark 6.2.** The theorem also holds with $\overline{T}(j, k) = w_k \delta_{j,k}$, where $\delta_{j,k}$ is defined by

\[
Q_{j,k}(dx) = \min \left\{ \frac{dP_k}{dP_j}, 1 \right\} P_j(dx) = \min\{p_j, p_k\} dx
\]
\[
\delta_{j,k} = P_{j,k}(\Omega) = \int_\Omega \min\{p_j, p_k\} dx
\]
where the equalities on the RHS hold when each $P_i$ has density function $p_i$. For this definition of $\overline{T}$, the theorem holds with conclusion

\[
\text{Var}_P(g) \leq C \left(1 + 2\overline{C}\right) \mathcal{E}(g, g). \tag{6.2}
\]

$\overline{M}$ is defined so that the rate of diffusion from $j$ to $k$ is given by $\overline{T}(j, k)$.
Proof. First, note that a stationary distribution $\mathcal{P}$ of $\mathcal{M}$ is given by $\overline{p}(j) := \mathcal{P}\{\{j\}\} = w_j$, because $w_j T(j, k) = w_k T(k, j)$. (Note that the reason $\mathcal{P}$ has a maximum of $\chi^2$ divergences in the denominator is to make this “detailed balance” condition hold.)

Given $g \in L^2(\Omega)$, define $\overline{g} \in L^2([m])$ by $\overline{g}(j) = \mathbb{E}_{P_j} g$. Then decomposing the variance into the variance within the $P_j$ and between the $P_j$, and using Assumptions 2 and 3 gives

$$\text{Var}_{P}(g) = \sum_{j=1}^{m} w_j \int (g(x) - \mathbb{E}[g(x)])^2 P_j(dx)$$

$$= \sum_{j=1}^{m} w_j \int (g(x) - \mathbb{E}_{P_j}[g(x)])^2 P_j(dx) + \sum_{j=1}^{m} w_j (\mathbb{E}_{P_j} g - \overline{g})^2$$

$$\leq \sum_{j=1}^{m} w_j \int (g - \mathbb{E}_{P_j} g)^2 P_j(dx) + \sum_{j=1}^{m} \overline{g}(j)(\overline{g}(j) - \mathbb{E}\overline{g})^2$$

$$\leq C \sum_{j=1}^{m} w_j \mathcal{E}_{P}(g, g) + \text{Var}_{\mathcal{P}}(\overline{g})$$

$$\leq C \mathcal{E}(g, g) + C C \mathcal{E}(g, g). \quad (6.3)$$

Note $\mathcal{E}(g, g) = \sum_{j=1}^{m} w_j \mathcal{E}_{P}(g, g)$ follows from Assumption 1. Now

$$\mathcal{E}(g, g) = \frac{1}{2} \sum_{j=1}^{m} \sum_{k=1}^{m} (\overline{p}(j) - \overline{p}(k))^2 w_j T(j, k)$$

$$\leq \frac{1}{2} \sum_{j=1}^{m} \sum_{k=1}^{m} (\mathbb{E}[g] - \mathbb{E}\overline{g})^2 w_j \frac{w_k}{\chi^2(P_k || P_j)} \quad (6.4)$$

$$\leq \frac{1}{2} \sum_{j=1}^{m} \sum_{k=1}^{m} \text{Var}_{P}(g) w_j w_k \quad \text{by Lemma G.1} \quad (6.5)$$

$$\leq \frac{1}{2} \sum_{j=1}^{m} w_j C \mathcal{E}(g, g) = \frac{C}{2} \mathcal{E}(g, g). \quad (6.6)$$

Thus

$$\text{(6.3)} \leq C \mathcal{E}(g, g) + \frac{C C}{2} \mathcal{E}(g, g) \quad (6.7)$$

as needed.

For Remark 6.2, let $\overline{P}_{j,k}(dx) = \frac{P_{j,k}(dx)}{\delta_{j,k}} = \frac{P_{j,k}(dx)}{\mathbb{P}_{j,k}(\Omega)}$; it is $\overline{P}_{j,k}$ normalized to be a probability distribution. Note that we can instead bound (6.4) as follows.

$$\text{(6.4)} \leq \sum_{j=1}^{m} \sum_{k=1}^{m} \left[ \left( \mathbb{E}_{P_j} g - \mathbb{E}_{P_{j,k}} g \right)^2 + \left( \mathbb{E}_{P_j} g - \mathbb{E}_{\overline{P}_{j,k}} g \right)^2 \right] w_j w_k \delta_{j,k} \quad (6.8)$$

by $(a + b)^2 \leq 2(a^2 + b^2)$

$$\leq \sum_{j=1}^{m} \sum_{k=1}^{m} \left[ \text{Var}_{P_j}(g) \chi^2(P_j || \overline{P}_{j,k}) + \text{Var}_{P_k}(g) \chi^2(P_k || \overline{P}_{j,k}) \right] w_j w_k \delta_{j,k} \quad (6.9)$$
by Lemma G.1
\[ \leq \sum_{j=1}^{m} \sum_{k=1}^{m} (\text{Var}_{P_j}(g) + \text{Var}_{P_k}(g)) w_j w_k \]  
(6.10)

by Lemma G.3
\[ \leq \sum_{j=1}^{m} w_j 2C\mathcal{E}_j(g, g) = 2C\mathcal{E}(g, g) \]  
(6.11)

which gives (6.2).

6.2 Theorem for simulated tempering

The simple decomposition theorem requires us to decompose the stationary measures into measures that overlap. In the case of simulated tempering, however, the measures \( P_{(i,j)} \) at different levels \( i \) have disjoint supports. To adapt it to this case, we will let the probability flow in the projected chain depend on not just the distance between the probability measures, but also the “flow” between them in the original chain. Thus, in the projected chain, we can let there be flow between \((i, j)\) and \((i', j')\) in the same and adjacent levels such that \( P_{(i,j)} \) and \( P_{(i',j')} \) are close.

Actually, it suffices to include connections at the highest level and for the same component between adjacent levels, so the adjacency graph of \( T \) contains a complete graph at the highest temperature, and “chains” going down the levels. For alternatives, see the discussion in Appendix D.

**Theorem 6.3** (Density decomposition theorem for simulated tempering). Consider simulated tempering \( M \) with Markov processes \( M_i = (\Omega, \mathcal{L}_i), 1 \leq i \leq L \). Let the stationary distribution of \( M_i \) be \( \rho_i \), the relative probabilities be \( \tau_i \), and the rate be \( \lambda \). Let the Dirichlet forms be \( \mathcal{E}(g, h) = -\langle g, \mathcal{L} h \rangle_{P_i} \) and \( \mathcal{E}_i(g, h) = -\langle g, \mathcal{L}_i h \rangle_{P_i} \). Assume the probability measures have density functions with respect to some reference measure \( dx \), represented by the lower-case letter: \( P_i(dx) = p_i(x) \, dx \).

Represent a function \( g \in [L] \times \Omega \) as \( (g_1, \ldots, g_L) \). Let \( P \) be the stationary distribution on \([L] \times \Omega, \mathcal{L}\) be the generator, and \( \mathcal{E}(g, h) = -\langle g, \mathcal{L} h \rangle_{P} \) be the Dirichlet form.

Suppose the following hold.

1. There is a decomposition
\[ \langle f, \mathcal{L} g \rangle_{P_i} = \sum_{j=1}^{m_i} w_{i,j} \langle f, \mathcal{L}_{(i,j)} g \rangle_{P_{(i,j)}} \text{ for } f, g : \Omega_i \to \mathbb{R} \]  
(6.12)
\[ P_{(i,j)} = \sum_{j=1}^{m} w_{i,j} P_{(i,j)} \]  
(6.13)

where \( \mathcal{L}_{i,j} \) is the generator for some Markov chain \( M_{i,j} \) on \( \{i\} \times \Omega \) with stationary measure \( P_{(i,j)} \).

2. (Mixing for each \( M_{i,j} \)) \( M_{i,j} \) satisfies the Poincaré inequality
\[ \text{Var}_{P_{(i,j)}}(g) \leq C\mathcal{E}_{i,j}(g, g) \]  
(6.14)

where \( \mathcal{E}_{i,j}(g, g) = -\langle g, \mathcal{L}_{i,j} g \rangle_{P_{(i,j)}} \).
3. (Mixing for projected chain) Define

\[ T((i, j), (i', j')) = \begin{cases} 
\chi^{\max}_{\text{mix}}(P_{(i, j)}||P_{(i, j')}), & i = i' = 1 \\
K\delta_{(i, j), (i', j)}, & i' = i \pm 1, j = j' \\
0, & \text{else}
\end{cases} \quad (6.15) \]

where \( \chi^2_{\max}(P||Q) := \max\{\chi^2(P||Q), \chi^2(Q||P)\} \), \( K > 0 \) is any constant, and

\[ \delta_{(i, j), (i', j')} = \int \min \left\{ \frac{r_{i', j'} - P_{i', j'}(x)}{r_{i', j'}}, P_{i', j'}(x) \right\} dx. \quad (6.16) \]

Define the projected chain \( \overline{M} \) as the Markov chain on \( [n] \) generated by \( \mathcal{F} = \mathcal{F} - \text{Id} \), so that \( \mathcal{F} \) acts on \( \bar{g} \in L^2([n]) \) by

\[ \mathcal{F}\bar{g}(i, j) = \sum_{i=1}^{L} \sum_{j=1}^{m} \sum_{i'=1}^{L} \sum_{j'=1}^{m} \bar{g}(i', j') - \bar{g}(i, j) T((i, j), (i', j')). \quad (6.17) \]

Let \( \overline{P} \) be the stationary distribution of \( \overline{M} \); \( \overline{M} \) satisfies the Poincaré inequality

\[ \text{Var}_{\overline{P}}(\bar{g}) \leq C\mathcal{E}(g, g). \quad (6.18) \]

Then \( M \) satisfies the Poincaré inequality

\[ \text{Var}_{P}(g) \leq \max \left\{ C \left( 1 + \left( \frac{1}{2} + 6K \right) C \right), \frac{6KC}{\lambda} \right\} \mathcal{E}(g, g). \quad (6.19) \]

We will use the following lemma.

\textbf{Lemma 6.4.} Let \( P_1, P_2 \) be probability distributions on \( \Omega \), and \( q_1, q_2 : \Omega \to \mathbb{R} \), \( q_i \in L^2(P_i) \). Let \( Q \) be the measure that is the minimum of \( P_1 \) and \( P_2 \): \( Q = \min \left\{ \frac{dP_i}{dQ}, 1 \right\} P_i \). Let \( \delta = Q(\Omega) \) be the normalization constant (suppose \( \delta > 0 \)) and \( \overline{Q} = \frac{1}{\delta} Q \) be the normalized probability measure. Then

\[ \left( \int_\Omega g_1 P_1(dx) - \int_\Omega g_2 P_2(dx) \right)^2 \leq 3 \left[ \text{Var}_{P_1}(g_1) \chi^2(Q||P_1) + \text{Var}_{P_2}(g_2) \chi^2(Q||P_2) + \int_\Omega (g_1 - g_2)^2 \overline{Q}(dx) \right] \quad (6.20) \]

\textbf{Proof.} By Cauchy-Schwarz and Lemma \textbf{G.1} we have

\[ \left( \int_\Omega g_1 P_1(dx) - \int_\Omega g_2 P_2(dx) \right)^2 \quad (6.21) \]

\[ \leq \left[ \int_\Omega g_1 (P_1(dx) - \overline{Q}(dx)) + \int_\Omega (g_1 - g_2) \overline{Q}(dx) + \int_\Omega g_2 (\overline{Q}(dx) - P_2(dx)) \right]^2 \quad (6.22) \]

\[ \leq 3 \left[ \left( \int_\Omega g_1 (P_1(dx) - \overline{Q}(dx)) \right)^2 + \left( \int_\Omega g_2 (\overline{Q}(dx) - P_2(dx)) \right)^2 + \left( \int_\Omega (g_1 - g_2) \overline{Q}(dx) \right)^2 \right] \quad (6.23) \]

\[ \leq 3 \left[ \text{Var}_{P_1}(g_1) \chi^2(Q||P_1) + \text{Var}_{P_2}(g_2) \chi^2(Q||P_2) + \int_\Omega (g_1 - g_2)^2 \overline{Q}(dx) \int_\Omega \overline{Q}(dx) \right]. \quad (6.24) \]

\( \square \)
Proof of Theorem 6.3 First, note that the stationary distribution $\mathcal{P}$ of $\mathcal{M}$ is given by $\bar{p}(i, j) = r_i w_{i,j}$, because $T((i, j), (i', j')) r_i w_{i,j} = T((i', j'), (i, j)) r_i w_{i',j'}$. We can check that

$$r_i w_{i,j} \delta_{(i,j),(i',j')} = \min \left\{ r_i w_{i',j'} p_{(i',j')}, r_i w_{i,j} p_{(i,j)} \right\} = r_i w_{i',j'} \delta_{(i',j'),(i,j)}. \tag{6.25}$$

Given $g \in L^2([L] \times \Omega)$, define $\bar{g} \in L^2 \left( \bigcup_{i=1}^L \{i\} \times [m] \right)$ by $\bar{g}(i, j) = E_{P_{(i,j)}} g_i$.

$$\text{Var}_{P}(g) = \sum_{i=1}^L \sum_{j=1}^m r_i w_{i,j} \int_\Omega (g - E_P g)^2 P_j(dx) \tag{6.26}$$

$$= \sum_{i=1}^L \sum_{j=1}^m r_i w_{i,j} \left[ \int_\Omega (g_i - E_{P_{(i,j)}} g_i)^2 P_j(dx) + \left( E_{P_{(i,j)}} g_i - E_P g_i \right)^2 \right] \tag{6.27}$$

$$\leq C \sum_{i=1}^L \sum_{j=1}^m r_i w_{i,j} \mathcal{E}_{i,j}(g_i, g_i) + \text{Var}_{P}(\bar{g}) \tag{6.28}$$

$$\leq C \sum_{i=1}^L r_i \mathcal{E}_i(g_i, g_i) + C \mathcal{E}(\bar{g}, \bar{g}). \tag{6.29}$$

Now $\bar{g}$ has two terms; the first is bounded in the same way as in Theorem 6.1

$$\mathcal{E}(\bar{g}, \bar{g}) = \frac{1}{2} \sum_{j=1}^n \sum_{i=1}^n (\bar{g}(1,j) - \bar{g}(1,j'))^2 r_1 w_{1,j} T((1,j), (1,j')) \tag{6.30}$$

$$+ \frac{1}{2} \sum_{i=1}^L \sum_{j=1}^m \sum_{i' = 1 \leq i' \leq L} (\bar{g}(i, j) - \bar{g}(i', j))^2 r_i w_{i,j} T((i,j), (i',j)) \tag{6.31}$$

First we bound

$$A \leq \sum_{j=1}^n \sum_{j' = 1}^n \left( \bar{g}(1,j) - \bar{g}(1,j') \right)^2 r_1 w_{1,j} \frac{w_{1,j'}}{\lambda_{\max}(P_{1,j}||P_{1,j'})} \tag{6.32}$$

$$\leq \sum_{j=1}^n \sum_{j' = 1}^n r_1 w_{1,j} \text{Var}_{P_{1,j}}(g_i) \quad \text{by Lemma 6.4} \tag{6.33}$$

$$\leq \sum_{j=1}^n r_1 \text{Var}_{P_{1,j}}(g_i) \tag{6.34}$$

$$\leq r_1 C \mathcal{E}_1(g_i, g_i). \tag{6.35}$$

For the second term, let $\tilde{P}_{(i,j),(i',j')}$ be the probability measure with density function

$$\tilde{P}(i,j),(i',j') = \frac{1}{\delta_{(i,j),(i',j')}} \min \left\{ r_{i'} w_{i',j'} P_{(i',j')}(x), r_i w_{i,j} P_{(i,j)}(x) \right\}. \tag{6.36}$$
We use Lemma 6.4.

\[ B \leq 3 \sum_{i=1}^{L} \sum_{j=1}^{m} \sum_{i' = i + 1}^{m} \sum_{1 \leq i' \leq L} \left[ (\text{Var}_{P_{i,j}}(g_i) \chi^2(\overline{P}_{(i,j)}(g_i)||P_{i,j}) + \text{Var}_{P_{i',j}}(g_{i'}) \chi^2(\overline{P}_{(i',j)}(g_{i'})||P_{i',j})) \right] \]  

\[ + \int_{\Omega} (g_i - g_{i'})^2 \min \left\{ \frac{r_{i'w_{i',j}p_{(i',j)}(x)}}{r_{iw_{i,j} \delta(i,j),i'(j)}} \right\} dx \cdot r_{iw_{i,j}}K\delta(i,j),(i',j) \]  

\[ \leq 3K \sum_{i=1}^{L} \sum_{j=1}^{m} \sum_{i' = i + 1}^{m} \sum_{1 \leq i' \leq L} \left[ (\text{Var}_{P_{i,j}}(g_i) r_{iw_{i,j}} + \text{Var}_{P_{i',j}}(g_{i'}) r_{iw_{i,j}} \delta(i,j),(i',j)) \right] \]  

\[ + r_{iw_{i,j}} \int_{\Omega} (g_i - g_{i'})^2 \min \left\{ \frac{r_{i'w_{i',j}p_{(i',j)}(x)}}{r_{iw_{i,j}}} \right\} \]  

by Lemma G.3

\[ \leq 3K \sum_{i=1}^{L} \sum_{j=1}^{m} \sum_{i' = i + 1}^{m} \sum_{1 \leq i' \leq L} \left[ r_{iw_{i,j}} \text{Var}_{P_{i,j}}(g_i) + r_{i'w_{i',j}} \text{Var}_{P_{i',j}}(g_{i'}) \right] \]  

\[ + 3K \sum_{i=1}^{L} \sum_{i' = i + 1}^{m} \sum_{1 \leq i' \leq L} \left[ \int_{\Omega} (g_i - g_{i'})^2 \min \left\{ \sum_{j=1}^{m} r_{jw_{i,j}p_{(i,j)}(x)}, \sum_{j=1}^{m} r_{i'w_{i',j}}p_{(i',j)}(x) \right\} dx \right] \]  

\[ \leq 12K \sum_{i=1}^{L} \sum_{j=1}^{m} r_{iw_{i,j}} \text{Var}_{P_{i,j}}(g_i) + 3K \sum_{i=1}^{L} \sum_{i' = i + 1}^{m} \sum_{1 \leq i' \leq L} \left[ \int_{\Omega} (g_i - g_{i'})^2 \min \{r_{ip}(x), r_{i'p_{i'}}(x) \} dx \right] \]  

\[ \leq 12K \sum_{i=1}^{L} r_{i} \mathcal{E}_{i}(g_i, g_i) + 3K \sum_{i=1}^{L} \sum_{i' = i + 1}^{m} \sum_{1 \leq i' \leq L} \left[ \int_{\Omega} (g_i - g_{i'})^2 \min \{r_{ip}(x), r_{i'p_{i'}}(x) \} dx \right] \]  

Then

\[ (D.28) \leq C \sum_{i=1}^{L} r_{i} \mathcal{E}_{i}(g_i, g_i) \]  

\[ + \frac{C}{2} \left( (1 + 12K)C \sum_{i=1}^{L} r_{i} \mathcal{E}_{i}(g_i, g_i) + \frac{12K}{\lambda} \sum_{i=1}^{L} \sum_{i' = i + 1}^{m} \sum_{1 \leq i' \leq L} (g_i - g_{i'})^2 \min \{r_{ip}(x), r_{i'p_{i'}}(x) \} dx \right) \]  

\[ \leq \max \left\{ C \left( \frac{1}{2} + 6C \right), \frac{6K\overline{C}}{\lambda} \right\} \mathcal{E}(g, g). \]
7 Simulated tempering for gaussians with equal variance

7.1 Mixtures of gaussians all the way down

**Theorem 7.1.** Let $M$ be the continuous simulated tempering chain for the distributions with density functions

$$p_i(x) \propto \sum_{j=1}^{m} w_j e^{-\beta_i \frac{\|x-r_j\|^2}{2\sigma^2}}$$  \hspace{1cm} (7.1)

with rate $\Omega\left(\frac{1}{D^2}\right)$, relative probabilities $r_i$, and temperatures $0 < \beta_1 < \cdots < \beta_L = 1$ where

$$D = \max\{\max_j \|\mu_j\|, \sigma\}$$  \hspace{1cm} (7.2)

$$\beta_1 = \Theta\left(\frac{\sigma^2}{D^2}\right)$$  \hspace{1cm} (7.3)

$$\frac{\beta_{i+1}}{\beta_i} \leq 1 + \frac{1}{d}$$  \hspace{1cm} (7.4)

$$L = \Theta\left(d \ln\left(\frac{D}{\sigma}\right) + 1\right)$$  \hspace{1cm} (7.5)

$$r = \min_i r_i \max_i r_i.$$  \hspace{1cm} (7.6)

Then $M$ satisfies the Poincaré inequality

$$\text{Var}(g) \leq O\left(\frac{L^2 D^2}{r^2}\right) \mathcal{E}(g,g) = O\left(\left(d \ln\left(\frac{D}{\sigma}\right) + 1\right)^2 \frac{D^2}{r^2}\right) \mathcal{E}(g,g).$$  \hspace{1cm} (7.7)

**Proof.** Note that forcing $D \leq \sigma$ ensures $\beta_1 = \Theta(1)$. We check all conditions for Theorem 6.3. We let $K = 1$.

1. Consider the decomposition where

$$p_{i,j}(x) \propto \exp\left(-\beta_i \frac{\|x-\mu_j\|^2}{2\sigma^2}\right).$$  \hspace{1cm} (7.8)

$w_{i,j} = w_j$, and and $M_{i,j}$ is the Langevin chain on $p_{i,j}$, so that $\mathcal{E}_{i,j}(g_i, g_i) = \int_{\mathbb{R}^d} \|\nabla g_i\|^2 p_{i,j} \, dx$. We check (6.13):

$$\mathcal{E}_i(g_i, g_i) = \int_{\mathbb{R}^d} \|\nabla g_i\|^2 p_i \, dx = \int_{\mathbb{R}^d} \|\nabla g_i\|^2 \sum_{j=1}^{m} w_j p_j \, dx = \sum_{j=1}^{m} w_j \mathcal{E}_{i,j}(g_i, g_i).$$  \hspace{1cm} (7.9)

2. By Theorem A.4 and the fact that $\beta_1 = \Theta\left(\frac{\sigma^2}{D^2}\right)$, $\mathcal{E}_{i,j}$ satisfies the Poincaré inequality

$$\text{Var}_{p_{i,j}}(g_i) \leq \frac{\sigma^2}{\beta_i} \mathcal{E}_{i,j}(g_i, g_i) = O(D^2) \mathcal{E}_{i,j}(g_i, g_i).$$  \hspace{1cm} (7.10)
3. To prove a Poincaré inequality for the projected chain, we use the method of canonical paths, Theorem [A.3]. Consider the graph $G$ on $\bigcup_{i=1}^{L} \{i\} \times [m_i]$ that is the complete graph on the slice $i = 1$, and the only other edges are vertical edges $(i, j), (i \pm 1, j)$. $\mathcal{T}$ is nonzero exactly on the edges of $G$. For vertices $x = (i, j)$ and $y = (i', j')$, define the canonical path as follows.

(a) If $j = j'$, without loss of generality $i < i'$. Define the path to be $(i, j), (i + 1, j), \ldots, (i', j)$.

(b) Else, define the path to be $(i, j), (i - 1, j), \ldots, (1, j), (1, j'), \ldots, (i, j')$.

We calculate the transition probabilities (6.15), which are given in terms of the $\chi^2$ distances $\chi^2_{\text{max}}(P_{i,j}||P_{1,j'})$ and overlaps $\delta_{(i,j),(i',j)}$.

(a) Bounding $\chi^2(P_{1,j}||P_{1,j'})$: By Lemma [G.7] with $\Sigma_1 = \Sigma_2 = \beta_1^{-1} I_d$, 

$$
\chi^2(P_{1,j}||P_{1,j'} = \chi^2(N(\mu_j, \beta_1 I_d)||N(\mu_{j'}, \beta_1 I_d))
$$

(7.11)

and

$$
\chi^2(P_{i+1,j}||P_{i,j}) = \chi^2(N(\mu_j, \beta_i I_d)||N(\mu_{j}, \beta_i I_d))
$$

(7.13)

$$
= \left( \frac{\beta_{i+1}}{\beta_i} \right)^d \left( 2 \beta_{i+1} - \beta_i \right)^{-\frac{d}{2}} - 1
$$

(7.14)

$$
= \left( \frac{\beta_{i+1}}{\beta_i} \right)^d \left( 2 - \frac{\beta_i}{\beta_{i+1}} \right)^{-\frac{d}{2}} - 1
$$

(7.15)

$$
= O \left( (1 + \varepsilon) \left( 2 - \left( \frac{1}{1 + \varepsilon} \right) \right)^{-\frac{d}{2}} - 1 \right) = O(\varepsilon)
$$

(7.16)

so $\chi^2(P_{i+1,j}||P_{i,j}) \leq \frac{1}{4}$ when $\delta \leq \frac{1}{8}$ for a small enough constant $c$. Similarly, $\chi^2(P_{i-1,j}||P_{i,j}) = \frac{1}{4}$ for $\delta \leq \frac{1}{8}$.

(b) Bounding $\delta_{i,j,i',j'}$: Suppose that $\frac{\beta_{i+1}}{\beta_i} = 1 + \varepsilon$ where $\delta \leq \frac{1}{8}$. Then applying Lemma [G.7] to $\Sigma_1 = \beta_i^{-1} I_d$ and $\Sigma_2 = \beta_{i+1}^{-1} I_d$,

$$
\chi^2(P_{i+1,j}||P_{i,j}) = \chi^2(N(\mu_j, \beta_i I_d)||N(\mu_{j}, \beta_i I_d))
$$

(7.13)

Note that for probability distributions $P_1, P_2$ with density functions $p_1, p_2$,

$$
\left( \int_{\Omega} (p_1 - \min\{p_1, p_2\}) \, dx \right)^2 \leq \int_{\Omega} \frac{(p_1 - \min\{p_1, p_2\})^2}{p_1} \, dx = \chi^2(P_2||P_1)
$$

(7.17)

and

$$
\int_{\Omega} \min\{p_1, p_2\} \, dx \geq 1 - \sqrt{\chi^2(P_2||P_1)}.
$$

(7.18)

Moreover, we have

$$
\delta_{(i,j),(i\pm1,j)} = \int \min \left\{ \frac{r_i w_j p_{i,j}(x)}{r_i w_j}, p_{i,j} \right\} \, dx \geq r \int \min\{p_{i,j}(x), p_{i,j}(x)\} \, dx
$$

(7.19)

Hence $\delta_{(i,j),(i\pm1,j)} \geq \frac{1}{2} r$.

Note that $|\gamma_{x,y}| \leq 2L - 1$. Consider two kinds of edges in $G$. 


(a) $z = (1, j), w = (1, k)$. We have

$$\sum_{\gamma_{x,y}} \gamma_{x,y} |p(x)p(y)| \frac{p((1, j))}{\mathcal{P}((1, j), (1, k))} \leq \frac{(2L - 1)\mathcal{P}(\{L\} \times \{j\})\mathcal{P}(\{L\} \times \{k\})}{\mathcal{P}((1, j))\mathcal{T}((1, j), (1, k))}. \tag{7.20}$$

because the paths going through $zw$ are exactly those between $[L] \times \{j\}$ and $[L] \times \{k\}$. Now note

$$\mathcal{P}(\{L\} \times \{j\}) \leq \frac{L}{r} \tag{7.21}$$

$$\mathcal{P}(\{L\} \times \{k\}) = w_k \tag{7.22}$$

$$\mathcal{T}((1, j), (1, k)) = \frac{2}{\sqrt{\lambda_{\text{max}}(P_{1,j'}||P_{1,j})}} = \Omega(w_k) \tag{7.23}$$

by (7.12). Thus (7.20) $= O \left( \frac{L^2}{r} \right)$.

(b) $z = (i, j), w = (i - 1, j)$. We have

$$\sum_{\gamma_{x,y}} \gamma_{x,y} |p(x)p(y)| \frac{p((i, j))}{\mathcal{P}((i, j), (i - 1, j))} \leq \frac{(2L - 1)\mathcal{P}(S)\mathcal{P}(S')} {p((i, j))\mathcal{T}((i, j), (i - 1, j))} \tag{7.24}$$

where $S = \{i, \ldots, L\} \times \{j\}$. This follows because cutting the edge $zw$ splits the graph into 2 connected components, one of which is $S$; the paths which go through $zw$ are exactly those between $x, y$ where one of $x, y$ is a subset of $S$ and the other is not. Now note

$$\mathcal{P}(S) = \mathcal{P}((i, \ldots, L) \times \{j\}) \leq \frac{L}{r} \tag{7.25}$$

$$\mathcal{P}(S') \leq 1 \tag{7.26}$$

$$\mathcal{T}((i, j), (i - 1, j)) = \delta_{(i,j),(i-1,j)} = \Omega(r) \tag{7.27}$$

by (6.15) and the inequality $\delta_{(i,j),(i-1,j)} \geq \frac{1}{2} r$. Hence (7.24) $= O \left( \frac{L^2}{r^2} \right)$.

By Theorem 3.3, the projected chain satisfies a Poincaré inequality with constant $O \left( \frac{L^2}{r^2} \right)$. Thus by Theorem 6.3, the simulated tempering chain satisfies a Poincaré inequality with constant

$$O \left( \max \left\{ D^2 \left( 1 + \frac{L^2}{r^2} \right), \frac{L^2}{r^2} \right\} \right). \tag{7.28}$$

Taking $\lambda = \frac{1}{D^2}$ makes this $O \left( \frac{D^2L^2}{r^2} \right)$.

\[ \square \]

Remark 7.2. \textit{Note there is no dependence on either $w_{\text{min}}$ or the number of components.}

If $p(x) \propto \sum_{j=1}^{m} w_{j} e^{-\frac{\|x-u_{j}\|^2}{2\sigma^2}}$ and we have access to $\nabla \ln(p * N(0, \tau I))$ for any $\tau$, then we can sample from $p$ efficiently, no matter how many components there are. In fact, passing to the continuous limit, we can sample from any $p$ in the form $p = w * N(0, \sigma^2 I_d)$ where $\|w\|_1 = 1$ and $\text{Supp}(w) \subseteq B_D$.

In this way, Theorem 7.1 says that evolution of $p$ under the heat kernel is the most “natural” way to do simulated tempering. We don’t have access to $p * N(0, \tau I)$, but we will show that $p^3$ approximates it well (within a factor of $\frac{1}{\text{Vol}_{\text{min}}}$).

Entropy-SGD [Cha+16] attempts to estimate $\nabla \ln(p * N(0, \tau I))$ for use in a temperature-based algorithm; this remark provides some heuristic justification for why this is a natural choice.
7.2 Comparing to the actual chain

The following lemma shows that changing the temperature is approximately the same as changing the variance of the gaussian. We state it more generally, for arbitrary mixtures of distributions in the form $e^{-f_i(x)}$.

**Lemma 7.3** (Approximately scaling the temperature). Let $p_i(x) = e^{-f_i(x)}$ be probability distributions on $\Omega$ such that for all $\beta > 0$, $\int_\Omega e^{-\beta f_i(x)} \, dx < \infty$. Let

$$p(x) = \sum_{i=1}^n w_i p_i(x) \quad (7.29)$$

$$f(x) = -\ln p(x) \quad (7.30)$$

where $w_1, \ldots, w_n > 0$ and $\sum_{i=1}^n w_i = 1$. Let $w_{\min} = \min_{1 \leq i \leq n} w_i$.

Define the distribution at inverse temperature $\beta$ to be $p_\beta(x)$, where

$$g_\beta(x) = e^{-\beta f(x)} \quad (7.31)$$

$$Z_\beta = \int_\Omega e^{-\beta f(x)} \, dx \quad (7.32)$$

$$p_\beta(x) = \frac{g_\beta(x)}{Z_\beta} \quad (7.33)$$

Define the distribution $\tilde{p}_\beta(x)$ by

$$\tilde{g}_\beta(x) = \sum_{i=1}^n w_i e^{-\beta f_i(x)} \quad (7.34)$$

$$\tilde{Z}_\beta = \int_\Omega \sum_{i=1}^n w_i e^{-\beta f_i(x)} \, dx \quad (7.35)$$

$$\tilde{p}_\beta(x) = \frac{\tilde{g}_\beta(x)}{\tilde{Z}_\beta} \quad (7.36)$$

Then for $0 \leq \beta \leq 1$ and all $x$,

$$g_\beta(x) \in \left[1, \frac{1}{w_{\min}}\right] \tilde{g}_\beta \quad (7.37)$$

$$p_\beta(x) \in \left[1, \frac{1}{w_{\min}}\right] \tilde{p}_\beta \frac{\tilde{Z}_\beta}{Z_\beta} \subset \left[w_{\min}, \frac{1}{w_{\min}}\right] p_\beta. \quad (7.38)$$

**Proof.** By the Power-Mean inequality,

$$g_\beta(x) = \left(\sum_{i=1}^n w_i e^{-f_i(x)}\right)^\beta \quad (7.39)$$

$$\geq \sum_{i=1}^n w_i e^{-\beta f_i(x)} = \tilde{g}_\beta(x). \quad (7.40)$$
On the other hand, given $x$, setting $j = \text{argmin}_i f_i(x)$,
\[ g_\beta(x) = \left( \sum_{i=1}^{n} w_i e^{-f_i(x)} \right)^\beta \] (7.41)
\[ \leq (e^{-f_j(x)})^\beta \] (7.42)
\[ \leq \frac{1}{w_{\text{min}}} \sum_{i=1}^{n} w_i e^{-\beta f_i(x)} = \frac{1}{w_{\text{min}}} \bar{g}_\beta(x). \] (7.43)

This gives (7.37). This implies $\frac{\overline{Z}_j}{Z_0^\beta} \in [w_{\text{min}}, 1]$, which gives (7.38).

\section*{Lemma 7.4}
Let $P_1$, $P_2$ be probability measures on $\mathbb{R}^d$ with density functions $p_1 \propto e^{-f_1}$, $p_2 \propto e^{-f_2}$ satisfying $\|f_1 - f_2\|_\infty \leq \frac{\Delta}{2}$. Then
\[ \frac{\mathcal{E}_{P_1}(g,g)}{\|g\|^2_{L^2(P_1)}} \geq e^{-2\Delta} \frac{\mathcal{E}_{P_2}(g,g)}{\|g\|^2_{L^2(P_2)}}. \] (7.44)

\textbf{Proof.} The ratio between $p_1$ and $p_2$ is at most $e^{\Delta}$, so
\[ \frac{\int_{\mathbb{R}^d} \|\nabla g(x)\|^2 p_1(x) \, dx}{\int_{\mathbb{R}^d} \|g(x)\|^2 p_1(x) \, dx} \geq e^{-\Delta} \frac{\int_{\mathbb{R}^d} \|\nabla g(x)\|^2 p_2(x) \, dx}{\int_{\mathbb{R}^d} \|g(x)\|^2 p_2(x) \, dx}. \] (7.45)

\section*{Lemma 7.5}
Let $M$ and $\tilde{M}$ be two continuous simulated tempering Langevin chains with functions $f_i$, $\tilde{f}_i$, respectively, for $i \in [L]$, with rate $\lambda$, and with relative probabilities $r_i$. Let their Dirichlet forms be $\mathcal{E}$ and $\tilde{\mathcal{E}}$ and their stationary measures be $P$ and $\tilde{P}$.

Suppose that $\|f_i(x) - \tilde{f}_i(x)\|_\infty \leq \frac{\Delta}{2}$. Then\(^5\)
\[ \frac{\mathcal{E}(g,g)}{\text{Var}_P(g)} \geq e^{-3\Delta} \frac{\tilde{\mathcal{E}}(g,g)}{\text{Var}_{\tilde{P}}(g)}. \] (7.46)

\textbf{Proof.} By Lemma 7.4
\[ \frac{\sum_{i=1}^{L} r_i \tilde{\mathcal{E}}_i(g_i, g_i)}{\text{Var}_P(g_i)} \geq e^{-2\Delta} \frac{\sum_{i=1}^{L} \tilde{\mathcal{E}}_i(g_i, g_i)}{\text{Var}_{\tilde{P}}(g_i)} \] (7.47)
\[ \Rightarrow \frac{\sum_{i=1}^{L} r_i \tilde{\mathcal{E}}_i(g_i, g_i)}{\text{Var}_P(g_i)} \geq e^{-2\Delta} \frac{\sum_{i=1}^{L} r_i \tilde{\mathcal{E}}_i(g_i, g_i)}{\text{Var}_{\tilde{P}}(g_i)}. \] (7.48)

\(^5\)If adjacent temperatures are close enough, then $A$ and $B$ in the proof are close, so $[\min\{A, B\}, \max\{A e^\Delta, B e^\Delta\}] \subseteq [C, C \cdot O(e^\Delta)]$ for some $C$, improving the factor to $\Omega(e^{-2\Delta})$. A more careful analysis would likely improve the final dependence on $w_{\text{min}}$ from $\frac{1}{w_{\text{min}}}$ to $\frac{\frac{3}{2}}{w_{\text{min}}}$. See Section 3.1.
By Lemma 7.3 we have $\frac{p_i}{p_j} \in [A, Ae^\Delta]$, $\frac{\bar{p}_i}{\bar{p}_j} \in [B, Be^\Delta]$ for some $A, B \geq e^{-\Delta}$, so $\frac{\min\{r_ip_ip_j\}}{\min\{r_ip_ip_j\}} \in [\min\{A, B\}, \max\{Ae^\Delta, Be^\Delta\}] \subseteq [e^{-\Delta}, e^\Delta]$. Hence,

$$\frac{\int_{\mathbb{R}^d}(g_i - g_j)^2 \min\{r_ip_i, r_jp_j\} \, dx}{\int_{\mathbb{R}^d}(g_i - g_j)^2 \min\{r_i\bar{p}_i, r_j\bar{p}_j\} \, dx} \in [e^{-\Delta}, e^\Delta]$$  \hspace{1cm} (7.49) \\
\frac{\text{Var}_P(g_i)}{\text{Var}_{\bar{P}}(g_i)} \in [A, Ae^\Delta]  \hspace{1cm} (7.50) \\
\Rightarrow \quad \frac{\frac{1}{2} \sum_{i=1}^{L} \sum_{j=\pm 1} \int_{\mathbb{R}^d}(g_i - g_j)^2 \min\{r_ip_i, r_jp_j\} \, dx}{\text{Var}(g)} \geq e^{-3\Delta} \frac{\frac{1}{2} \sum_{i=1}^{L} \sum_{j=\pm 1} \int_{\mathbb{R}^d}(g_i - g_j)^2 \min\{r_i\bar{p}_i, r_j\bar{p}_j\} \, dx}{\text{Var}_{\bar{P}}(g)}$$  \hspace{1cm} (7.51) \\
Adding (7.48) and (7.54) gives the result. \hfill \Box

**Theorem 7.6.** Suppose $\sum_{j=1}^{m} w_j = 1$, $w_{\min} = \min_{1 \leq j \leq m} w_i > 0$, and $D = \max\{\max_{1 \leq j \leq m} \|\mu_j\|, \sigma\}$. Let $M$ be the continuous simulated tempering chain for the distributions

$$p_i(x) \propto \left( \sum_{j=1}^{m} w_j \frac{\|x - \mu_j\|^2}{2\sigma^2} \right)^{\beta_i}$$  \hspace{1cm} (7.55)

with rate $O\left( \frac{1}{D^2} \right)$, relative probabilities $r_i$, and temperatures $0 < \beta_1 < \cdots < \beta_L = 1$ satisfying the same conditions as in Theorem 7.1. Then $M$ satisfies the Poincaré inequality

$$\text{Var}(g) \leq O\left( \frac{L^2D^2}{r^2w_{\min}^3} \right) \mathcal{E}(g, g) = O\left( \frac{d^2(\ln \left( \frac{L}{\Delta} \right))^2}{r^2w_{\min}^3} \frac{D^2}{\sigma^4} \right) \mathcal{E}(g, g).$$  \hspace{1cm} (7.56)

**Proof.** Let $\bar{p}_i$ be the probability distributions in Theorem 7.1 with the same parameters as $p_i$ and let $\bar{p}$ be the stationary distribution of that simulated tempering chain. By Theorem 7.1 $\text{Var}_{\bar{P}}(g) = O\left( \frac{L^2D^2}{r^2} \right) \mathcal{E}_{\bar{P}}(g, g)$. Now use By Lemma 7.3 $\frac{p_i}{p_j} \in [1, \frac{1}{w_{\min}}]$, $\frac{\bar{p}_i}{\bar{p}_j} \in [\frac{1}{\bar{p}_j}]$. Now use Lemma 7.5 with $e^\Delta = \frac{1}{w_{\min}}$. \hfill \Box

## 8 Discretization

Throughout this section, let $f$ be as in Theorem 4.3 ($f = \sum_{i=1}^{m} w_i e^{-f_0(x - \mu)}$, where $f_0$ is $\kappa$-strongly convex, $K$-smooth, and has minimum at 0).

**Lemma 8.1.** Fix times $0 < T_1 < \cdots < T_n \leq T$.

Let $p^T, q^T : [L] \times \mathbb{R}^d \to \mathbb{R}$ be probability density functions defined as follows (and let $P^T, Q^T$ denote the corresponding measures).
1. \( p^T \) is the density function of the continuous simulated tempering Markov process as in Definition 5.1, but with fixed transition times \( T_1, \ldots, T_n \). The component chains are Langevin diffusions on \( p_i(x) \propto (\sum_{j=1}^m w_j e^{-f_0(x-\mu_i)} )^{\beta_i} \).

2. \( q^T \) is the discretized version as in Algorithm 1, again with fixed transition times \( T_1, \ldots, T_n \), and with step size \( \eta \leq \frac{\alpha^2}{2} \).

Then

\[
KL(P^T||Q^T) \lesssim \eta^2 D^6 K^7 \left( \frac{D^2 K^2}{\kappa} + d \right) Tn + \eta^2 D^3 K^3 \max_i E_{x \sim P_0(i,i)} \|x - x^*\|_2^2 + \eta D^2 K^2 dT
\]

where \( x^* \) is the maximum of \( \sum_{j=1}^m w_j e^{-f_0(x-\mu_j)} \) and satisfies \( \|x^*\| = O(D) \) where \( D = \max \|\mu_j\| \).

Before proving the above statement, we make a note on the location of \( x^* \) to make sense of \( \max_i E_{x \sim P_0(i,i)} \|x - x^*\|_2^2 \). Namely, we show:

**Lemma 8.2 (Location of minimum).** Let \( x^* = \arg\min_{x \in \mathbb{R}^d} f(x) \). Then, \( \|x^*\| \leq D \sqrt{\frac{K}{\kappa}} + 1 \).

**Proof.** Recall that \( f_i(x) = f_0(x - \mu_i) \). We claim that \( f(0) \leq \frac{1}{2} K D^2 \). Indeed, by smoothness, we have \( f_i(0) \leq \frac{1}{2} K \|\mu_i\|^2 \), which implies that \( f(0) \leq \frac{1}{2} K D^2 \).

Hence, it follows that \( \min_{x \in \mathbb{R}^d} f(x) \leq \frac{1}{2} K D^2 \). However, for any \( x \), it holds that

\[
f(x) \geq \frac{1}{2} \min_i \kappa \|\mu_i - x\|^2 \geq \frac{1}{2} \kappa \left( \|x\|^2 - \max_i \|\mu_i\|^2 \right) \geq \frac{1}{2} \kappa \left( \|x\|^2 - D^2 \right)
\]

Hence, if \( \|x\| > D \sqrt{\frac{K}{\kappa}} + 1 \), \( f(x) > \min_{x \in \mathbb{R}^d} f(x) \). This implies the statement of the lemma.

We prove a few technical lemmas. First, we prove that the continuous chain is essentially contained in a ball of radius \( D \). More precisely, we show:

**Lemma 8.3 (Reach of continuous chain).** Let \( P_T^\beta(X) \) be the Markov kernel corresponding to evolving Langevin diffusion

\[
dx_t = -\beta \nabla f(X_t) \, dt + dB_t
\]

where \( \tilde{f} \) and \( D \) are as defined in 4.1 for time \( T \). Then,

\[
E[\|X_T - x^*\|^2] \leq E[\|X_0 - x^*\|^2] + \left( 400\beta D^2 K^2 \kappa + 2d \right) T
\]

**Proof.** Let \( Y_t = \|X_t - x^*\|^2 \). By Itô’s Lemma, we have

\[
dY_t = -2 \left( X_t - x^*, \beta \sum_{i=1}^m \sum_{j=1}^m w_j e^{-f_j(X_t)} \nabla f_i(X_t) \right) + 2d \, dt + \sqrt{8} \sum_{i=1}^d (X_t)_i \, dB_i_t
\]
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We will show that
\[- \langle X_t - x^*, \nabla f_i(X_t) \rangle \leq 100 \frac{D^2 K^2}{\kappa}\]
Indeed, since \(f_i(x) = f_0(x - \mu_i)\), by (8.1), we have
\[\langle X_t, \nabla f_i(X_t) \rangle \geq \frac{\kappa}{2} \|X_t\|^2 - \frac{D^2 (2\kappa + K)^2}{2\kappa} - KD^2\]
Also, by the Hessian bound \(K I \preceq \nabla^2 f_0(x) \preceq K I\), we have
\[\langle x^*, \nabla f_i(X_t) \rangle \leq \|x^*\| \|\nabla f_i(X_t)\| \leq D \sqrt{\frac{K}{\kappa}} + 1 \|X_t - \mu_i\| \leq D \sqrt{\frac{K}{\kappa}} + 1 (\|X_t\| + D)\]
Hence,
\[- \langle X_t - x^*, \nabla f_i(X_t) \rangle \leq - \frac{\kappa}{2} \|X_t\|^2 - \frac{D^2 (2\kappa + K)^2}{2\kappa} - D \sqrt{\frac{K}{\kappa}} + 1 (\|X_t\| + D)\]
Solving for the extremal values of the quadratic on the RHS, we get
\[- \langle X_t - x^*, \nabla f_i(X_t) \rangle \leq 100 \frac{D^2 K^2}{\kappa}\]
Together with (8.1), we get
\[d Y_t \leq 100 \beta \frac{D^2 K^2}{\kappa} + 2d dt + \sqrt{8} \sum_{i=1}^{d} (X_t)_i d(B_i)_t\]
Integrating, we get
\[Y_t \leq Y_0 + 400 \beta \frac{D^2 K^2}{\kappa} T + 2d T + \sqrt{8} \int_0^T \sum_{i=1}^{d} (X_t)_i d(B_i)_t\]
Taking expectations and using the martingale property of the Itô integral, we get the claim of the lemma.

Next, we prove a few technical bound the drift of the discretized chain after \(T/\eta\) discrete steps. The proofs follow similar calculations as those in [Dal16]. We will first need to bound the Hessian of \(f\).

**Lemma 8.4 (Hessian bound).** For all \(x \in \mathbb{R}^d\),
\[-2(DK)^2 I \preceq \nabla^2 f(x) \preceq K I.\]

**Proof.** For notational convenience, let \(p(x) = \sum_{i=1}^{m} w_i e^{-f_i(x)}\). Note that \(f(x) = -\log p(x)\). We proceed to the upper bound first. The Hessian of \(f\) satisfies
\[\nabla^2 f = \sum_i w_i e^{-f_i} \nabla^2 f_i - \frac{1}{2} \sum_{i,j} w_i w_j e^{-f_i - f_j} (\nabla f_i - \nabla f_j) \otimes^2\]
\[\leq \max_i \nabla^2 f_i \leq K I\]
as we need. As for the lower bound, we have
\[ \nabla^2 f \succeq -\frac{1}{2} \left( \max_{i,j} \| \nabla f_i - \nabla f_j \|^2 \right) I \]

But notice that since \( f_i(x) = f_0(x - \mu_i) \), we have
\[
\| \nabla f_i(x) - \nabla f_j(x) \| = \| \nabla f_0(x - \mu_i) - \nabla f_0(x - \mu_j) \|
\leq K \| \mu_i - \mu_j \|
\leq 2DK
\]

where the next-to-last inequality follows from the strong-convexity of \( f_0 \). This proves the statement of the lemma.

We introduce the following piece of notation in the following portion: we denote by \( P_T(i, x) \) the measure on \([L] \times \mathbb{R}^d\) corresponding to running the Langevin diffusion process for \( T \) time steps on the second coordinate, starting at \((i, x)\), and keeping the first coordinate fixed. Let us define by \( \hat{P}_T(i, x) : [L] \times \mathbb{R}^d \rightarrow \mathbb{R} \) the analogous measure, except running the discretized Langevin diffusion chain for \( \frac{T}{\eta} \) time steps on the second coordinate, for \( \frac{T}{\eta} \) an integer.

**Lemma 8.5** (Bounding interval drift). In the setting of this section, let \( i \in [L], x \in \mathbb{R}^d \), and let \( \eta \leq \frac{1}{K} \).

\[
KL(P_T(i, x)||\hat{P}_T(i, x)) \leq \frac{4D^6\eta^2K^7}{3} \left( \|x - x^*\|^2_2 + 8Td \right) + dTD^2\eta K^2
\]

**Proof.** Let \( x_j, i \in [0, T/\eta - 1] \) be a random variable distributed as \( \hat{P}_{\eta^j}(i, x) \). By Lemma 2 in [Dal16] and Lemma 8.4, we have
\[
KL(P_T(i, x)||\hat{P}_T(i, x)) \leq \frac{\eta^3D^2K^2}{3} \sum_{k=0}^{T/\eta - 1} \mathbb{E}[\|\nabla f(x^k)\|^2_2] + dT\eta D^2K^2
\]

Similarly, the proof of Corollary 4 in [Dal16] implies that
\[
\eta \sum_{k=0}^{T/\eta - 1} \mathbb{E}[\|\nabla f(x^k)\|^2_2] \leq 4D^4K^4\|x - x^*\|^2_2 + 8DKTd
\]

Plugging this in, we get the statement of the lemma.

To prove the main claim, we will use Lemma 8.6, a decomposition theorem for the KL divergence of two mixtures of distributions, in terms of the KL divergence of the weights and the components in the mixture.

**Proof of Lemma 8.7.** Let’s denote by \( R(i, x) \) the measure on \([L] \times \mathbb{R}^d\), after one Type 2 transition in the simulated tempering process, starting at \((i, x)\).

We will proceed by induction. Towards that, we can obviously write
\[
p^{T_{i+1}} = \frac{1}{2} \left( \int_{x \in \mathbb{R}^d} \sum_{j=0}^{L-1} p_{T_i}(j, x) P_{T_{i+1}-T_i}(j, x) \right) + \frac{1}{2} \left( \int_{x \in \mathbb{R}^d} \sum_{j=0}^{L-1} p_{T_i}(j, x) R(j, x) \right)
\]
and similarly

\[ q^{T_{i+1}} = \frac{1}{2} \left( \int_{x \in \mathbb{R}^d} \sum_{j=0}^{L-1} q^{T_i}(j, x) P_{T_i+1-T_i}(j, x) \right) + \frac{1}{2} \left( \int_{x \in \mathbb{R}^d} \sum_{j=0}^{L-1} q^{T_i}(j, x) R(j, x) \right) \]

(Note: the \( R \) transition matrix doesn’t change in the discretized vs. continuous version.)

By convexity of KL divergence, we have

\[
\text{KL}(P^{T_{i+1}} || Q^{T_{i+1}}) \leq \frac{1}{2} \text{KL} \left( \int_{x \in \mathbb{R}^d} \sum_{j=0}^{L-1} p^{T_i}(x, j) P_{T_{i+1}-T_i}(x, j) \right) \int_{x \in \mathbb{R}^d} \sum_{j=0}^{L-1} q^{T_i}(x, j) P_{T_{i+1}-T_i}(x, j) + \frac{1}{2} \text{KL} \left( \int_{x \in \mathbb{R}^d} \sum_{j=0}^{L-1} p^{T_i}(x, j) R(x, j) \right) \int_{x \in \mathbb{R}^d} \sum_{j=0}^{L-1} q^{T_i}(x, j) R(x, j) \]

By Lemma [G.6], we have that

\[
\text{KL} \left( \int_{x \in \mathbb{R}^d} \sum_{j=0}^{L-1} p^{T_i}(x, j) R(x, j) \right) \int_{x \in \mathbb{R}^d} \sum_{j=0}^{L-1} q^{T_i}(x, j) R(x, j) \leq \text{KL}(P^{T_i} || Q^{T_i}).
\]

Similarly, by Lemma [8.5] together with Lemma [G.6] we have

\[
\text{KL} \left( \int_{x \in \mathbb{R}^d} \sum_{j=0}^{L-1} p^{T_i}(x, j) P_{T_{i+1}-T_i}(x, j) \right) \int_{x \in \mathbb{R}^d} \sum_{j=0}^{L-1} q^{T_i}(x, j) P_{T_{i+1}-T_i}(x, j) \leq \text{KL}(P^{T_i} || Q^{T_i}) + \frac{4D^6 K^6 \eta^2}{3} \left( \text{max}_j \mathbb{E}_{x \sim P^{T_i}(j)} \| x - x^* \|^2 + 8(T_{i+1} - T_i)d \right) + d(T_{i+1} - T_i) \eta K^2
\]

By Lemmas [8.3] and [8.2], we have that for any \( j \in [0, L - 1] \),

\[
\mathbb{E}_{x \sim P^{T_i}(j)} \| x - x^* \|^2 \leq \mathbb{E}_{x \sim P^{T_{i-1}}(j)} \| x \|^2 + \left( 400 \frac{D^2 K^2}{\kappa} + 2d \right) (T_i - T_{i-1})
\]

Hence, inductively, we have \( \mathbb{E}_{x \sim P^{T_i}(j)} \| x - x^* \|^2 \leq \mathbb{E}_{x \sim P^{0}(j)} \| x - x^* \|^2 + \left( 400 \frac{D^2 K^2}{\kappa} + 2d \right) T_i \).

Putting everything together, we have

\[
\text{KL}(P^{T_{i+1}} || Q^{T_{i+1}}) \leq \text{KL}(P^{T_i} || Q^{T_i}) + \frac{4\eta^2 D^6 K^7}{3} \left( \text{max}_j \mathbb{E}_{x \sim P^{0}(j)} \| x - x^* \|^2 + \left( 400 \frac{D^2 D^2 K^2}{\kappa} + 2d \right) T + 8T d \right) + dT \eta D^2 K^2
\]

By induction, we hence have

\[
\text{KL}(P^T || Q^{T}) \lesssim \eta^2 D^6 K^7 \left( \frac{D^2 K^2}{\kappa} + d \right) T n + \eta^2 D^9 K^3 \max_i \mathbb{E}_{x \sim P^{0}(i)} \| x - x^* \|^2 + \eta D^2 K^2 dT
\]

as needed. \( \square \)
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9 Proof of main theorem

Before putting everything together, we show how to estimate the partition functions. We will apply the following to $g_1(x) = e^{-\beta f(x)}$ and $g_2(x) = e^{-\beta_{i+1} f(x)}$.

**Lemma 9.1** (Estimating the partition function to within a constant factor). Suppose that $P_1$ and $P_2$ are probability measures on $\Omega$ with density functions (with respect to a reference measure) $p_1(x) = \frac{g_1(x)}{Z_1}$ and $p_2(x) = \frac{g_2(x)}{Z_2}$. Suppose $\tilde{P}_1$ is a measure such that $d_{TV}(\tilde{P}_1, P_1) < \frac{\epsilon}{2C}$, and $\frac{g_2(x)}{g_1(x)} \in [0, C]$ for all $x \in \Omega$. Given $n$ samples $x_1, \ldots, x_n$ from $\tilde{P}_1$, define the random variable

$$r = \frac{1}{n} \sum_{i=1}^{n} \frac{g_2(x_i)}{g_1(x_i)}.$$  \hspace{1cm} (9.1)

Let

$$r = \mathbb{E}_{x \sim P_1} \frac{g_2(x)}{g_1(x)} = \frac{Z_2}{Z_1}$$  \hspace{1cm} (9.2)

and suppose $r \geq \frac{1}{C}$. Then with probability $\geq 1 - e^{-\frac{n\epsilon^2}{2C^4}}$,

$$\left| \frac{r}{r} - 1 \right| \leq \epsilon.$$  \hspace{1cm} (9.3)

**Proof.** We have that

$$\left| \mathbb{E}_{x \sim \tilde{P}_1} \frac{g_2(x)}{g_1(x)} - \mathbb{E}_{x \sim P_1} \frac{g_2(x)}{g_1(x)} \right| \leq C d_{TV}(\tilde{P}_1, P_1) \leq \frac{\epsilon}{2C}.$$  \hspace{1cm} (9.4)

The Chernoff bound gives

$$\mathbb{P} \left( \left| \mathbb{E}_{x \sim \tilde{P}_1} \frac{g_2(x)}{g_1(x)} - \mathbb{E}_{x \sim P_1} \frac{g_2(x)}{g_1(x)} \right| \geq \frac{\epsilon}{2C} \right) \leq e^{-\frac{n(\frac{\epsilon}{2C})^2}{2(\frac{\epsilon}{2C})^2}} = e^{-\frac{n\epsilon^2}{2C^4}}.$$  \hspace{1cm} (9.5)

Combining (9.4) and (9.5) using the triangle inequality,

$$\mathbb{P} \left( \left| \frac{r}{r} - 1 \right| \geq \frac{1}{C} \right) \leq e^{-\frac{n\epsilon^2}{2C^4}}.$$  \hspace{1cm} (9.6)

Dividing by $r$ and using $r \geq \frac{1}{C}$ gives the result. □

**Lemma 9.2.** Suppose that Algorithm 1 is run on $f(x) = -\ln \left( \sum_{j=1}^{m} w_j \exp \left( -\frac{||x - \mu_j||^2}{2\sigma^2} \right) \right)$ with temperatures $0 < \beta_1 < \cdots < \beta_L \leq 1$, rate $\lambda$, and with partition function estimates $\hat{Z}_1, \ldots, \hat{Z}_L$ satisfying

$$\left| \frac{\hat{Z}_i}{\hat{Z}_j} \right| \in \left[ \left( 1 - \frac{1}{L} \right)^i, \left( 1 + \frac{1}{L} \right)^i \right]$$  \hspace{1cm} (9.7)
for all \(1 \leq i \leq \ell\). Suppose \(\sum_{j=1}^{m} w_j = 1\), \(w_{\text{min}} = \min_{1 \leq j \leq m} w_i > 0\), and \(D = \max \{ \max_{1 \leq j \leq m} \| \mu_j \|, \sigma \}\), and the parameters satisfy

\[
\lambda = \Theta \left( \frac{1}{D^2} \right) \quad (9.8)
\]

\[
\beta_1 = \Theta \left( \frac{\sigma^2}{D^2} \right) \quad (9.9)
\]

\[
\frac{\beta_{i+1}}{\beta_i} \leq 1 + \frac{1}{d + \ln \left( \frac{1}{w_{\text{min}}} \right)} \quad (9.10)
\]

\[
L = \Theta \left( \left( d + \ln \left( \frac{1}{w_{\text{min}}} \right) \right) \ln \left( \frac{D}{\sigma} \right) + 1 \right) \quad (9.11)
\]

\[
T = \Omega \left( \frac{L^2 D^2 \ln \left( \frac{\ell}{w_{\text{min}}} \right)}{w_{\text{min}}^3} \right) \quad (9.12)
\]

\[
\eta = O \left( \frac{\sigma^2 \varepsilon}{D^2} \min \left\{ \frac{\sigma^4}{D^2} \left( \frac{T}{\sigma} + \sqrt{d} \right), \frac{1}{D^2} \frac{\sigma \varepsilon}{dT} \right\} \right) \quad (9.13)
\]

Let \(q^0\) be the distribution \(N \left( 0, \frac{\sigma^2}{\beta_1^2} \right)\) on \([\ell] \times \mathbb{R}^d\). Then the distribution \(q^T\) after running time \(T\) satisfies \(\| p - q^T \|_1 \leq \varepsilon\).

Setting \(\varepsilon = O \left( \frac{1}{\ell T} \right)\) above and taking \(n = \Omega \left( L^2 \ln \left( \frac{1}{\delta} \right) \right)\) samples, with probability \(1 - \delta\) the estimate

\[
\hat{Z}_{\ell+1} = \overline{\pi} \hat{Z}_\ell, \quad \overline{\pi} := \frac{1}{n} \sum_{j=1}^{n} e^{(-\beta_{\ell+1} + \beta_i) f_i(x_j)} \quad (9.14)
\]

also satisfies (9.7).

**Proof.** By the triangle inequality,

\[
\| p - q^T \|_1 \leq \| p - p^T \|_1 + \| p^T - q^T \|_1. \quad (9.15)
\]

For the first term, by Cauchy-Schwarz, (using capital letters for the probability measures)

\[
\| p - p^T \|_1 \leq \sqrt{\chi^2(P^T \| P)} \leq e^{-\frac{T}{C}} \sqrt{\chi^2(P^0 \| P)} \quad (9.16)
\]

where \(C = O \left( \frac{\sigma^2 \ln \left( \frac{D}{\sigma} \right)}{w_{\text{min}}^2} \right)\) is an upper bound on the Poincaré constant as in Theorem 7.6. (The assumption on \(\hat{Z}_i\) means that \(r \leq \varepsilon\).) Let \(p_i\) be the distribution of \(p\) on the \(i\)th temperature, and \(\tilde{p}_i\) be as in Lemma 7.3.

To calculate \(\chi^2(P^0 \| P)\), first note by Lemma G.7 the \(\chi^2\) distance between \(N \left( 0, \frac{\sigma^2}{\beta_1^2} I_d \right)\) and \(N(\mu, \frac{\sigma^2}{\beta_1^2} I_d)\).
Lemma G.15: the assumptions of Lemma 9.1 are satisfied with

\[ \chi^2(P^0 || P) \]

is \( e^{\| \mu \|^2 \beta_1 \sigma^2}. \) Then

\[ \chi^2(P^0 || P) = O(\ell) \chi^2 \left( N \left( 0, \frac{\sigma^2}{\beta_1} I_d \right) || P_1 \right) \]

\[ = O \left( \frac{\ell}{w_{\min}} \right) \left( 1 + \chi^2 \left( N \left( 0, \frac{\sigma^2}{\beta_1} I_d \right) || P_1 \right) \right) \]

by Lemma G.3 and Lemma G.5

\[ = O \left( \frac{\ell}{w_{\min}} \right) \left( 1 + \sum_{j=1}^m w_j \chi^2 \left( N \left( 0, \frac{\sigma^2}{\beta_1} I_d \right) || N \left( \mu_j, \frac{\sigma^2}{\beta_1} I_d \right) \right) \right) \]

by Lemma G.3

\[ = O \left( \frac{e^{\frac{D^2 \beta_1}{\sigma^2} \ell}}{w_{\min}} \right) = O \left( \frac{\ell}{w_{\min}} \right). \]  

Together with (9.16), this gives \( \left\| p - p^T \right\|_1 \leq \frac{\varepsilon}{3}. \)

For the second term \( \left\| p^T - q^T \right\|_1, \) we first condition on there not being too many transitions before time \( T. \) Let \( N_T = \max \left\{ n : T_n \leq T \right\} \) be the number of transitions. Let \( C \) be as in Lemma G.17. Note that

\( \left( \frac{Cn}{T^2} \right)^{-n} \leq \varepsilon \quad \iff \quad e^{n(\frac{C}{T^2})-\ln n} \leq \varepsilon, \) and that this inequality holds when \( n \geq \frac{CT^2}{\varepsilon} + \ln \left( \frac{1}{\varepsilon} \right). \) We have by Lemma G.17 that \( \mathbb{P}(N_T \geq \frac{CT^2}{\varepsilon} + \ln \left( \frac{1}{\varepsilon} \right)) \leq \frac{\varepsilon}{3}. \) With our choice of \( T, \) \( \ln \left( \frac{1}{\varepsilon} \right) = O(T). \)

If we condition the event \( A \) of the \( T_i \)'s being a particular sequence \( T_1, \ldots, T_n \) with \( n < \frac{CT^2}{\varepsilon} + \ln \left( \frac{1}{\varepsilon} \right), \)

Pinsker's inequality and Lemma 8.1 (with \( K = \frac{1}{1-\gamma} \)) gives us

\[ \left\| p^T (\cdot | A) - q^T (\cdot | A) \right\|_1 \leq \sqrt{2 \text{KL}(P^T(\cdot | A)||Q^T(\cdot | A))} \]

\[ = O \left( \max \left\{ \frac{\eta^2 D^6 T^2 \lambda}{\sigma^4 (\frac{D^2}{\sigma^2} + d)}, \frac{\eta^2 D^3}{\sigma^6} \frac{1}{D^2} T^2, \eta D^2 \frac{1}{\sigma^4} T^2 \right\} \right) \]

In order for this to be \( \leq \frac{\varepsilon}{3}, \) we need (for some absolute constant \( C_1 \))

\[ \eta \leq \frac{C_1 \sigma^2 \varepsilon}{D^2} \min \left\{ \frac{\sigma^4}{(\frac{D}{\sigma} + \sqrt{d}) T^2}, \frac{1}{D^2} \frac{\sigma \varepsilon}{d T} \right\}. \]

Putting everything together,

\[ \left\| p^T - q^T \right\|_1 \leq \mathbb{P}(N_T \geq cT\lambda) + \left\| p^T (\cdot | N_T \geq cT\lambda) - q^T (\cdot | N_T \geq cT\lambda) \right\|_1 \leq \frac{\varepsilon}{3} + \frac{\varepsilon}{3} = \frac{2\varepsilon}{3}. \]

This gives \( \left\| p - q^T \right\|_1 \leq \varepsilon. \)

For the second part, setting \( \varepsilon = O \left( \frac{1}{T^4} \right) \) gives that \( \left\| p^T - q^T \right\|_1 = O \left( \frac{1}{T^4} \right). \) We will apply Lemma 9.1 By Lemma G.15 the assumptions of Lemma 9.1 are satisfied with \( C = O(1), \) as we have

\[ \frac{\beta_{i+1} - \beta_i}{\beta_i} = O \left( \frac{1}{\alpha \frac{D^2}{\sigma^2} + d + \ln \left( \frac{1}{w_{\min}} \right)} \right). \]
By Lemma 9.1, after collecting \( n = \Omega \left( L^2 \ln \left( \frac{1}{\delta} \right) \right) \) samples, with probability \( \geq 1 - \delta \), \( \left| \frac{Z_{\ell+1}}{Z_{\ell}} - 1 \right| \leq \frac{1}{L} \).

Set \( \tilde{Z}_{\ell+1} = \tau \tilde{Z}_{\ell} \). Then \( \frac{\tilde{Z}_{\ell+1}}{Z_{\ell}} \in \left[ 1 - \frac{1}{L}, 1 + \frac{1}{L} \right] \) and \( \frac{Z_{\ell+1}}{Z_{\ell}} \in \left[ \left( 1 - \frac{1}{L} \right)^\ell, \left( 1 + \frac{1}{L} \right)^\ell \right] \).

**Proof of Theorem 4.2.** Choose \( \delta = \frac{\varepsilon}{2L} \) where \( L \) is the number of temperatures. Use Lemma 9.2 inductively, with probability \( 1 - \frac{\varepsilon}{2} \) each estimate satisfies \( \frac{Z_{\ell}}{Z_1} \in \left[ \frac{1}{e}, e \right] \). Estimating the final distribution within \( \frac{\varepsilon}{2} \) accuracy gives the desired sample.

**10 Conclusion**

We initiated a study of sampling “beyond log-convexity.” In so doing, we developed a new general technique to analyze simulated tempering, a classical algorithm used in practice to combat multimodality but that has seen little theoretical analysis. The technique is a new decomposition lemma for Markov chains based on decomposing the *Markov chain* rather than just the *state space*. We have analyzed simulated tempering with Langevin diffusion, but note that it can be applied to any with any other Markov chain with a notion of temperature.

Our result is the first result in its class (sampling multimodal, non-log-concave distributions with gradient oracle access). Admittedly, distributions encountered in practice are rarely mixtures of distributions with the same shape. However, we hope that our techniques may be built on to provide guarantees for more practical probability distributions. An exciting research direction is to provide (average-case) guarantees for probability distributions encountered in practice, such as posteriors for clustering, topic models, and Ising models. For example, the posterior distribution for a mixture of gaussians can have exponentially many terms, but may perhaps be tractable in practice. Another interesting direction is to study other temperature heuristics used in practice, such as particle filters [Sch12; D+12; PJT15; G+17], annealed importance sampling [Nea01], and parallel tempering [WSH09a]. We note that our decomposition theorem can also be used to analyze simulated tempering in the infinite switch limit [Mar+19].
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A Background on Markov chains and processes

Throughout, we will use upper-case $P$ for probability measures, and lower-case $p$ for the corresponding density function (although we will occasionally abuse notation and let $p$ stand in for the measure, as well).
A discrete-time (time-invariant) Markov chain on \( \Omega \) is a probability law on a sequence of random variables \( (X_t)_{t \in \mathbb{N}_0} \) taking values in \( \Omega \), such that the next state \( X_{t+1} \) only depends on the previous state \( X_t \), in a fixed way. More formally, letting \( \mathcal{F}_t = \sigma((X_t)_{0 \leq s \leq t}) \), there is a transition kernel \( T \) on \( \Omega \) (i.e. \( T(x, \cdot) \) is a probability measure and \( T(\cdot, A) \) is a measurable function for any measurable \( A \)) such that

\[
P(X_{t+1} \in \cdot | \mathcal{F}_t) = T(X_t, \cdot).
\]  

(A.1)

A stationary measure is \( P \) such that if \( X_0 \sim P \), then \( X_t \sim P \) for all \( t \). The idea of Markov chain Monte Carlo is to design a Markov chain whose stationary distribution is \( P \) with good mixing; that is, if \( \pi_t \) is the probability distribution at time \( t \), then \( \pi_t \to P \) rapidly as \( t \to \infty \).

The Markov chains we consider will be discretized versions of continuous-time Markov processes, so we will mainly work with Markov processes (postponing discretization analysis until the end).

Instead of being defined by a single transition kernel \( T \), a continuous time Markov process is instead defined by a family of kernels \( (P_t)_{t \geq 0} \), and a more natural object to consider is the generator.

**Definition A.1.** A (continuous-time, time-invariant) Markov process is given by \( M = (\Omega, (P_t)_{t \geq 0}) \), where each \( P_t \) is a transition kernel. It defines the random process \( (X_t)_{t \geq 0} \) by

\[
P(X_{s+t} \in A | \mathcal{F}_s) = \mathbb{P}(X_{s+t} \in A | X_s) = P_t(X_s, A) = \int_A P_t(x, dy)
\]

where \( \mathcal{F}_s = \sigma((X_r)_{0 \leq r \leq s}) \). Define the action of \( \mathcal{P}_t \) on functions by

\[
(\mathcal{P}_t g)(x) = \mathbb{E}_{y \sim P_t(x, \cdot)} g(y) = \int \Omega g(y) P_t(x, dy).
\]

(A.2)

A stationary measure is \( P \) such that if \( X_0 \sim P \), then \( X_t \sim P \) for all \( t \). A Markov process with stationary measure \( P \) is reversible if \( \mathcal{P}_t \) is self-adjoint with respect to \( L^2(P) \), i.e., as measures \( P(dx) P_t(x, dy) = P(dy) P_t(y, dx) \).

Define the generator \( \mathcal{L} \) by

\[
\mathcal{L} g = \lim_{t \to 0} \frac{\mathcal{P}_t g - g}{t},
\]

(A.3)

and let \( \mathcal{D}(\mathcal{L}) \) denote the space of \( g \in L^2(P) \) for which \( \mathcal{L} g \in L^2(P) \) is well-defined. If \( P \) is the unique stationary measure, define the Dirichlet form and the variance by

\[
\mathcal{E}_M(g, h) = -\langle g, \mathcal{L} h \rangle_P
\]

(A.4)

\[
\text{Var}_P(g) = \left\| g - \int \Omega g P(dx) \right\|_{L^2(P)}^2
\]

(A.5)

Note that in order for \( (P_t)_{t \geq 0} \) to be a valid Markov process, it must be the case that \( \mathcal{P}_t \mathcal{P}_u g = \mathcal{P}_{t+u} g \), i.e., the \( (\mathcal{P}_t)_{t \geq 0} \) forms a Markov semigroup. All the Markov processes we consider will be reversible.

We will use the shorthand \( \mathcal{E}(g) := \mathcal{E}(g, g) \).

**Definition A.2.** A continuous Markov process (given by Definition A.1) satisfies a Poincaré inequality with constant \( C \) if for all \( g \) such that \( g \in \mathcal{D}(\mathcal{L}) \),

\[
\mathcal{E}_M(g, g) \geq \frac{1}{C} \text{Var}_P(g).
\]

(A.6)
We will implicitly assume \( g \in \mathcal{D}(\mathcal{L}) \) every time we write \( \mathcal{E}_M(g, g) \). The minimal \( \rho \) such that \( \mathcal{E}_M(g, g) \geq \rho \text{Var}_p(g) \) for all \( g \) is the spectral gap \( \text{Gap}(M) \) of the Markov process.

A Poincaré inequality implies rapid mixing: If \( C \) is maximal such that \( M \) satisfies a Poincaré inequality with constant \( C \), it can be shown that\footnote{Note the subtle point that the Poincaré inequality as we defined it only makes sense for \( g \in \mathcal{D}(\mathcal{L}) \), whereas (A.7) makes sense when \( g \in L^2(P) \). For Langevin diffusion, it suffices to show the Poincaré inequality for \( g \in \mathcal{D}(\mathcal{L}) \) to obtain (A.7) for all \( g \in L^2(P) \). See [BGL13]. This will, however, not be an issue for us because we will start with a measure \( \pi_0 \) with smooth density.}

\[
\| \mathcal{P} g - \mathbb{E}_P g \|_{L^2(P)}^2 \leq e^{-t \text{Gap}(M)} \| g - \mathbb{E}_P g \|_{L^2(P)}^2 \geq e^{-t} \| g - \mathbb{E}_P g \|_{L^2(P)}^2. \tag{A.7}
\]

We can turn this into a statement about probability distributions, as follows. If the probability distribution at time \( t \) is \( \pi_t \), then setting \( g = \frac{d\pi_t}{dP} \) (the Radon-Nikodym derivative) and assuming \( \| \frac{d\pi_0}{dP} \|_{L^2(P)} < \infty \), we have

\[
\left\langle \mathcal{P} f, \frac{d\pi_0}{dP} \right\rangle_{L^2(P)} = \int_{\Omega} \mathcal{P}_t f(x) \pi_0(\mathrm{d}x) = \int_{\Omega} f(y) P_t(x, \mathrm{d}y) \pi_0(\mathrm{d}x) = \int_{\Omega} f(y) \pi_t(\mathrm{d}y) = \left\langle f, \frac{d\pi_t}{dP} \right\rangle_{L^2(P)}.
\]

(A.8)

If the Markov process is reversible, then \( \langle \mathcal{P}_t f, \frac{d\pi_0}{dP} \rangle_{L^2(P)} = \langle f, \frac{d\pi_0}{dP} \rangle_{L^2(P)} \) \( \forall f \). Hence for all \( f \), \( \langle f, \mathcal{P}_t \frac{d\pi_0}{dP} \rangle_{L^2(P)} = \langle f, \frac{d\pi_0}{dP} \rangle_{L^2(P)} \). The \( \chi^2 \) divergence is defined by \( \chi^2(Q || P) = \| \frac{dQ}{dP} - 1 \|_{L^2(P)}^2 \), so putting \( g = \frac{d\pi_t}{dP} \) in (A.7) gives

\[
\chi^2(\pi_t || P) \leq e^{-t} \chi^2(\pi_0 || P). \tag{A.10}
\]

The following gives one way to prove a Poincaré inequality.

**Theorem A.3** (Comparison theorem using canonical paths, [D+91]). Suppose \( \Omega \) is finite. Let \( T : \Omega \times \Omega \to \mathbb{R} \) be a function with \( T(x, y) \geq 0 \) for \( y \neq x \) and \( \sum_{y \in \Omega} T(x, y) = 1 \). (Think of \( T \) as a matrix in \( \mathbb{R}^{\Omega \times \Omega} \) that operates on functions \( g : \Omega \to \mathbb{R} \), i.e., \( g \in \mathbb{R}^\Omega \).) Let \( L = T - I \), so that \( L(x, y) = T(x, y) \) for \( y \neq x \) and \( L(x, x) = -\sum_{y \neq x} T(x, y) \).

Consider the Markov process \( M \) generated by \( L \) (\( L \) acts as \( Lg(j) = \sum_{k \neq j} [g(k) - g(j)]T(j, k) \)); let its Dirichlet form be \( \mathcal{E}(g, g) = -\langle g, Lg \rangle \) and stationary distribution be \( p \).

Suppose each pair \( x, y \in \Omega \), \( x \neq y \) is associated with a path \( \gamma_{x,y} \). Define the congestion to be

\[
\rho(\gamma) = \max_{z, w \in \Omega, z \neq w} \left[ \frac{\sum_{\gamma_{x,y}(z, w)} |\gamma_{x,y}(x)p(x)p(y)|}{p(z)T(z, w)} \right]
\]

where \( |\gamma| \) denotes the length of path \( \gamma \). Then

\[
\text{Var}_p(g) \leq \rho(\gamma) \mathcal{E}(g, g).
\]

**Proof.** Note that the statement in [D+91] is for discrete-time Markov chains; we show that our continuous-time result is a simple consequence.

Let \( \epsilon > 0 \) be small enough such that \( T_{\epsilon} = I + \epsilon L = I + \epsilon(T - I) = (1 - \epsilon)I + \epsilon T \) has all entries \( \geq 0 \)\footnote{Alternatively, note that nothing in their proof actually depends on \( T \) having all entries \( \geq 0 \), so taking \( \epsilon = 1 \) is fine.}.

Note that the stationary distribution for \( M \) is the same as the stationary distribution of the discrete-time
Markov chain generated by $T_\varepsilon$, namely, the (appropriately scaled) eigenvector of $T$ corresponding to the eigenvalue 1. The Dirichlet form for $T_\varepsilon$ is $-\langle g, (T_\varepsilon - I)g \rangle = -\varepsilon \langle g, Lg \rangle = \varepsilon \mathcal{E}(g,g)$.

Applying [D+91] Proposition 1’ to $T_\varepsilon$ (note $T_\varepsilon(z,w) = \varepsilon T(z,w)$ for $z \neq w$) gives

$$\text{Var}_p(g) \leq \max_{z,w \in \Omega, z \neq w} \left[ \sum_{\gamma \in \mathcal{E}} \frac{\gamma(z,w) |p(x)p(y)|}{p(z)\varepsilon T(z,w)} \right] (\varepsilon \mathcal{E}(g,g)) = \rho(\gamma) \mathcal{E}(g,g). \quad (A.11)$$

A.1 Langevin diffusion

For Langevin diffusion with stationary measure $P$,

$$\mathcal{E}_M(g,g) = \| \nabla g \|^2_{L^2(P)}. \quad (A.12)$$

Since this depends in a natural way on $P$, we will also write this as $\mathcal{E}_P(g,g)$. A Poincaré inequality for Langevin diffusion thus takes the form

$$\mathcal{E}_P(g,g) = \int_{\Omega} \| \nabla g \|^2 P(dx) \geq \frac{1}{C} \text{Var}_P(g). \quad (A.13)$$

Showing mixing for Langevin diffusion reduces to showing such an inequality. If strongly log-concave measures, this is a classical result.

**Theorem A.4 ([BGL13]).** Let $f$ be $\rho$-strongly convex and differentiable. Then for $g \in \mathcal{D}(\mathcal{E}_P)$, the measure $P$ with density function $p(x) \propto e^{-f(x)}$ satisfies the Poincaré inequality

$$\mathcal{E}_P(g,g) \geq \rho \text{Var}_P(g).$$

In particular, this holds for $f(x) = \frac{||x-\mu||^2}{2}$ with $\rho = 1$, giving a Poincaré inequality for the Gaussian distribution.

B General log-concave densities

In this section we generalize the main theorem from gaussian to log-concave densities.

B.1 Simulated tempering for log-concave densities

First we rework Section 7 for log-concave densities.

**Theorem B.1** (cf. Theorem 7.1). Suppose $f_0$ satisfies Assumption 4.1(2) ($f_0$ is $\kappa$-strongly convex, $K$-smooth, and has minimum at 0).

Let $M$ be the continuous simulated tempering chain for the distributions

$$p_i \propto \sum_{j=1}^{m} w_j e^{-\beta f_0(x-\mu_j)} \quad (B.1)$$
with rate $\Omega \left( \frac{r}{D^2} \right)$, relative probabilities $r_i$, and temperatures $0 < \beta_1 < \cdots < \beta_L = 1$ where

$$D = \max \left\{ \max_j \| \mu_j \|, \frac{\kappa^{\frac{1}{2}}}{d^2 K} \right\} \quad (B.2)$$

$$\beta_1 = \Theta \left( \frac{\kappa}{dK^2D^2} \right) \quad (B.3)$$

$$\frac{\beta_{i+1}}{\beta_i} \leq 1 + \frac{Kd}{Kd \left( \ln \left( \frac{K}{\kappa} \right) + 1 \right) + 1} \quad (B.4)$$

$$L = \Theta \left( \frac{Kd \left( \ln \left( \frac{K}{\kappa} \right) + 1 \right)^2}{\kappa \ln \left( \frac{K}{\kappa} \right) + 1} \ln \left( \frac{dKD}{\kappa} \right) \right) \quad (B.5)$$

$$r = \min_i \frac{r_i}{\max_i r_i}. \quad (B.6)$$

Then $M$ satisfies the Poincaré inequality

$$\text{Var}(g) \leq O \left( \frac{L^2 D^2}{r^2} \right) \mathcal{E}(g, g) = O \left( \frac{K^2 D^2 \ln \left( \frac{K}{\kappa} \right) + 1}{\kappa^2 r^2} \right) \mathcal{E}(g, g). \quad (B.7)$$

**Proof.** Note that forcing $D \leq \frac{\kappa^{\frac{1}{2}}}{d^2 K}$ ensures $\beta_1 = \Omega(1)$.

The proof follows that of Theorem 7.1, except that we need to use Lemmas G.13 and G.12 to bound the $\chi^2$-divergences. Steps 1 and 2 are the same: we consider the decomposition where $p_{i,j} \propto e^{-\beta_i f_0(x - \mu_j)}$ and note $\mathcal{E}_{i,j}$ satisfies the Poincaré inequality

$$\text{Var}_{p_{i,j}}(g_i) \leq \frac{1}{K \beta_i} \mathcal{E}_{i,j} = O(D^2) \mathcal{E}_{i,j}(g_i, g_i). \quad (B.8)$$

By Lemma G.13

$$\chi^2(p_{i-1,j} || p_{i,j}) \leq e^{\frac{1}{2} \left| 1 - \frac{\beta_{i-1}}{\beta_i} \right| \frac{Kd}{\kappa} \left( \sqrt{\ln \left( \frac{K}{\kappa} \right) + 5} \right)^2 \left( 1 + \left| 1 - \frac{\beta_{i-1}}{\beta_i} \right| \right)^{-\frac{d}{2}} - 1 = O(1). \quad (B.9)$$

By Lemma G.12

$$\chi^2(p_{1,j'} || p_{1,j}) \leq e^{\frac{1}{2} \beta_1 \kappa (2D)^2 + \sqrt{\beta_1 K(2D)} \sqrt{\frac{2}{\kappa} \left( \sqrt{\ln \left( \frac{K}{\kappa} \right) + 5} \right)^2}} \left( e^{K(2D) \sqrt{\frac{2}{\kappa}} + \sqrt{\beta_1 K(2D)} \sqrt{\frac{4\pi}{\kappa} e^{\frac{2\sqrt{2\pi} \kappa (2D)^2 \sqrt{\pi}}{\sqrt{\pi} + \frac{\beta_1 K^2 (2D)^2}{2\kappa}}}} \right) - 1 = O(1). \quad (B.11)$$

The rest of the proof is the same. \hfill \Box

**Theorem B.2** (cf. Theorem 7.6). Suppose $f_0$ satisfies Assumption 4.1(2) ($f_0$ is $\kappa$-strongly convex, $K$-smooth, and has minimum at 0).
Suppose $\sum_{j=1}^{m} w_j = 1$, $w_{\min} = \min_{1 \leq j \leq m} w_i > 0$, and $D = \max_{1 \leq j \leq m} \|\mu_j\|$. Let $M$ be the continuous simulated tempering chain for the distributions

$$p_i \propto \left( \sum_{j=1}^{m} w_j e^{-f_0(x-\mu_j)} \right)^{\beta_i}$$

(B.13)

with rate $O \left( \frac{r}{D^2} \right)$, relative probabilities $r_i$, and temperatures $0 < \beta_1 < \cdots < \beta_L = 1$ satisfying the same conditions as in Theorem B.1. Then $M$ satisfies the Poincaré inequality

$$\text{Var}(g) \leq O \left( \frac{L^2 D^2}{r^2 w_{\min}^3} \right) \mathcal{E}(g, g) = O \left( \frac{K^2 d^2 \left( \ln \left( \frac{K}{\kappa} \right) + 1 \right) + \ln \left( \frac{dK D}{\kappa} \right)^2}{K^2 r^2 w_{\min}^3} \right) \mathcal{E}(g, g).$$

(B.14)

Proof. Let $\tilde{p}_i$ be the probability distributions in Theorem 7.1 with the same parameters as $p_i$ and let $\tilde{P}$ be the stationary distribution of that simulated tempering chain. By Theorem B.1

$$\text{Var}_{\tilde{p}}(g) = O \left( \frac{L^2 D^2}{r^2} \right) \mathcal{E}_{\tilde{p}}(g, g).$$

Now use By Lemma 7.3

$$\frac{p_i}{\tilde{p}_i} \in \left[ 1, \frac{1}{w_{\min}} \right] \tilde{Z}_i. \text{ Now use Lemma 7.5 with } \epsilon^\Delta = \frac{1}{w_{\min}}. \qed$$

B.2 Proof of main theorem for log-concave densities

Next we rework Section 9 for log-concave densities, and prove the main theorem for log-concave densities, Theorem 4.3.

Lemma B.3 (cf. Lemma 9.2). Suppose $f_0$ satisfies Assumption 4.1(2) ($f_0$ is $\kappa$-strongly convex, $K$-smooth, and has minimum at 0).

Suppose that Algorithm 1 is run on $f(x) = -\ln \left( \sum_{j=1}^{m} w_j f_0(x - \mu_j) \right)$ with temperatures $0 < \beta_1 < \cdots < \beta_\ell \leq 1$, $\ell \leq L$ with partition function estimates $\tilde{Z}_1, \ldots, \tilde{Z}_\ell$ satisfying

\[ \left( \frac{\tilde{Z}_i}{Z_i} \right)^{\beta_i} \in \left[ \left( 1 - \frac{1}{L} \right)^{i-1}, \left( 1 + \frac{1}{L} \right)^{i-1} \right] \]

(B.15)

for all $1 \leq i \leq \ell$. Suppose $\sum_{j=1}^{m} w_j = 1$, $w_{\min} = \min_{1 \leq j \leq m} w_i > 0$, and $D = \max \left\{ \max_j \|\mu_j\|, \frac{\kappa \lambda}{\kappa^2 K^2} \right\}$, $K \geq 1$, and the parameters satisfy

$$\lambda = \Theta \left( \frac{1}{D^2} \right)$$

(B.16)

$$\beta_1 = O \left( \frac{\kappa}{d K^2 D} \right)$$

(B.17)

$$\frac{\beta_{i+1}}{\beta_i} \leq 1 + \frac{\kappa}{K d \left( \ln \left( \frac{K}{\kappa} \right) + 1 \right)}$$

(B.18)

$$L = \Theta \left( \frac{K d \left( \ln \left( \frac{K}{\kappa} \right) + 1 \right)^2 \ln \left( \frac{dK D}{\kappa} \right)}{\kappa} \right)$$

(B.19)

$$T = \left( \frac{L^2 D^2}{w_{\min}^3} d \ln \left( \frac{\ell}{e w_{\min}} \right) \ln \left( \frac{K}{\kappa} \right) \right)$$

(B.20)

$$\eta = O \left( \min \left\{ \frac{\epsilon}{D^2 K^2 \left( D K \frac{\kappa}{\kappa^2} + d \left( \frac{K}{\kappa} \right)^2 \right) T}, \frac{\epsilon}{D^2 K^2 \left( \left( \frac{K}{\kappa} \right)^2 + 1 \right)}, \frac{\epsilon}{D^2 K^2 d T} \right\} \right).$$

(B.21)
Let $q^0$ be the distribution $N\left(0, \frac{1}{\kappa \beta_1}\right), 1)$ on $[\ell] \times \mathbb{R}^d$. The distribution $q^T$ after running time $T$ satisfies
\[ \|p - q^T\|_1 \leq \varepsilon. \]

Setting $\varepsilon = O\left(\frac{1}{T^2}\right)$ above and taking $n = \Omega\left(L^2 \ln\left(\frac{1}{\delta}\right)\right)$ samples, with probability $1 - \delta$ the estimate
\[ \tilde{Z}_{\ell+1} = \tau \tilde{Z}_\ell, \quad \tau : = \left(\frac{1}{n} \sum_{j=1}^{n} e^{(-\beta_{\ell+1} + \beta_{\ell}) f_i(x_j)}\right) \] (B.22)
also satisfies (B.15).

**Proof.** Begin as in the proof of Lemma 9.2. Let $p_{\beta, i} \propto e^{-\beta f_0(x - \mu_i)}$ be a probability density function.

Write $\|p - q^T\|_1 \leq \|p - p^T\|_1 + \|p^T - q^T\|_1$. Bound the first term by $\|p - p^T\|_1 \leq \chi^2(\frac{\eta}{\beta_1} ||p_{\beta_1, j}||) \leq e^{-T^2 / C}$ where $C$ is the upper bound on the Poincaré constant in Theorem B.2. As in (9.20), we get
\[ \chi^2(\frac{\eta}{\beta_1} ||p_{\beta_1, j}||) = O\left(\frac{\ell}{w_{\min}} \cdot \sum_{j=1}^{m} w_j \chi^2(\frac{\eta}{\beta_1} ||p_{\beta_1, j}||)\right). \] (B.23)

By Lemma G.14 with strong convexity constants $\kappa_\beta$ and $K_\beta$, this is
\[ O\left(\frac{\ell}{w_{\min}} \frac{K_\beta}{\kappa} \right) = O\left(\frac{\ell}{w_{\min}} \frac{K_\beta}{\kappa} \right) \] (B.24)
when $\beta_1 = O\left(\frac{K_\beta}{\kappa} \right)$. Thus for $T = \Omega\left(C \ln\left(\frac{\ell}{w_{\min}}\right) d \ln\left(\frac{K}{\kappa}\right)\right)$, $\|p - p^T\|_1 \leq \frac{\varepsilon}{3}$.

Again conditioning on the event $A$ that $N_T = \max \{n : T_n \leq T\} = O(T \lambda)$, we get by Lemma 8.1 that
\[ \|p^T(.|A) - q^T(.|A)\|_1 = O\left(\eta^2 D^6 K^7 \left(D^2 K^2 + d\right) T n + \eta^2 D^5 \left(\frac{K}{\kappa} + 1\right) + \eta D^2 K^2 d T\right). \] (B.25)

Choosing $\eta$ as in the problem statement, we get $\|p - q^T\|_1 \leq \varepsilon$ as before. Finally, apply Lemma 9.1 checking the assumptions are satisfied using Lemma G.16. The assumptions of Lemma G.16 hold, as
\[ \frac{\beta_{i+1} - \beta_i}{\beta_i} = O\left(\frac{1}{\alpha K D^2 + \frac{d}{\kappa} \left(1 + \ln\left(\frac{K}{\kappa}\right)\right) + \frac{1}{\kappa} \ln\left(\frac{1}{w_{\min}}\right)}\right). \] (B.26)

**Proof of Theorem 4.3.** This follows from Lemma B.3 in exactly the same way that the main theorem for gaussians (Theorem 4.2) follows from Lemma 9.2.

### C  Perturbation tolerance

The proof of Theorem 4.4 will follow immediately from Lemma C.2 which is a straightforward analogue of Lemma 9.2.
C.1 Simulated tempering for distribution with perturbation

First, we consider the mixing time of the continuous tempering chain, analogously to Theorem B.2:

Theorem C.1 (cf. Theorem B.2).

Suppose $f_0$ satisfies Assumption 4.1. Let $M$ be the continuous simulated tempering chain with rate $O \left( \frac{1}{\ell^2} \right)$, relative probabilities $r_i$, and temperatures $0 < \beta_1 < \cdots < \beta_L = 1$ satisfying the same conditions as in Lemma C.2. Then $M$ satisfies the Poincaré inequality

$$\text{Var}(g) \leq O \left( \frac{L^2 D^2}{r^2 w_{\min}^2} \right) \mathcal{E}(g, g) = O \left( \frac{K^2 d^2 \ln \left( \frac{K}{\kappa} \right) + 1}{\kappa^2 r^2 e^{3\Delta} w_{\min}^3} \right) \mathcal{E}(g, g). \quad (C.1)$$

Proof. The proof is almost the same as Let $\tilde{p}_i$ be the probability distributions in Theorem 7.1 with the same parameters as $p_i$ and let $\tilde{p}$ be the stationary distribution of that simulated tempering chain. By Theorem B.1, $\text{Var}_{\tilde{p}}(g) = O \left( \frac{L^2 D^2}{r^2} \right) \mathcal{E}(\tilde{p}, g, g)$. Now use Lemma 7.3 with $\epsilon$ substituted to be $e^{\Delta} \frac{1}{w_{\min}}$.

C.2 Proof of main theorem with perturbations

Lemma C.2 (cf. Lemma B.3). Suppose that Algorithm 1 is run on $f(x) = -\ln \left( \sum_{j=1}^{m} w_j f_0(x - \mu_j) \right)$ with temperatures $0 < \beta_1 < \cdots < \beta_\ell \leq 1$, $\ell \leq L$ with partition function estimates $\hat{Z}_1, \ldots, \hat{Z}_\ell$ satisfying

$$\left| \frac{\hat{Z}_i}{Z_i} \right| \leq \left[ \left( 1 - \frac{1}{L} \right)^{i-1}, \frac{1}{L} \right] \quad (C.2)$$

for all $1 \leq i \leq \ell$. Suppose $\sum_{j=1}^{m} w_j = 1$, $w_{\min} = \min_{1 \leq j \leq m} w_i > 0$, and $D = \max \left\{ \max_j \| \mu_j \|, \frac{\kappa^2}{\beta^2} K \right\}$, $K \geq 1$, and the parameters satisfy

$$\lambda = \Theta \left( \frac{1}{D^2} \right) \quad (C.3)$$

$$\beta_1 = O \left( \min \left\{ \lambda, \frac{\kappa}{dK^2 D^2} \right\} \right) \quad (C.4)$$

$$\frac{\beta_{i+1}}{\beta_i} \leq \min \left\{ \lambda, 1 + \frac{dK \ln \left( \frac{K}{\kappa} \right) + 1}{Kd} \right\} \quad (C.5)$$

$$L = \Theta \left( \frac{Kd \ln \left( \frac{K}{\kappa} \right) + 1}{\kappa} \ln \left( \frac{dKD}{\kappa} \right) \right) \quad (C.6)$$

$$T = \left( e^{3\Delta} \frac{L^2 D^2}{r^2 w_{\min}^3} d \ln \left( \frac{\ell}{w_{\min}} \right) \ln \left( \frac{K}{\kappa} \right) \right) \quad (C.7)$$

$$\eta = O \left( \min \left\{ \frac{\epsilon}{D^2 (K + \tau)^2 \left( D \frac{K + \tau}{\kappa^2} + \frac{1}{t^4} \right)}, \frac{\epsilon}{D^2 (K + \tau)^{\frac{3}{2}} \left( \left( \frac{K + \tau}{\kappa} \right)^{\frac{3}{2}} + 1 \right)}, \frac{\epsilon}{D^2 (K + \tau)^2 dT} \right\} \right). \quad (C.8)$$
Let \( q^0 \) be the distribution \( \mathcal{N}\left(0, \frac{1}{\kappa_0}I\right) \), on \([\ell] \times \mathbb{R}^d\). The distribution \( q^T \) after running time \( T \) satisfies
\[
\|p - q^T\|_1 \leq \epsilon.
\]
Setting \( \epsilon = O\left(\frac{1}{T^2}\right) \) above and taking \( n = \Omega\left(L^2 \ln\left(\frac{1}{\delta}\right)\right) \) samples, with probability \( 1 - \delta \) the estimate
\[
\mathcal{Z}_{t+1} = \tau \mathcal{Z}_t,
\]
\[
\tau := \left(\frac{1}{n} \sum_{j=1}^n e^{(-\beta t + \beta_t f_t(x_j))}\right)
\]
also satisfies \( \mathcal{E}\mathcal{C}\mathcal{C}.2 \).

The way we prove this theorem is to prove the tolerance of each of the proof ingredients to perturbations to \( f \).

**C.2.1 Discretization**

We now verify all the discretization lemmas continue to hold with perturbations.

The proof of Lemma 8.3, combined with the fact that
\[
\left\|\nabla \tilde{f} - \nabla f\right\|_\infty \leq \Delta
\]
gives

**Lemma C.3** (Perturbed reach of continuous chain). Let \( \tilde{P}_T(X) \) be the Markov kernel corresponding to evolving Langevin diffusion
\[
dX_t = -\beta \nabla \tilde{f}(X_t) \, dt + dB_t
\]
with \( f \) and \( D \) are as defined in 1.2 for time \( T \). Then,
\[
\mathbb{E}[\|X_t - x^*\|^2] \leq \mathbb{E}[\|X_0 - x^*\|^2] + \left(400 \beta \frac{D^2 K^2 \tau^2}{\kappa} + d\right) T
\]

**Proof.** The proof proceeds exactly the same as Lemma 8.3

Furthermore, since
\[
\left\|\nabla^2 \tilde{f}(x) - \nabla^2 f(x)\right\|_2 \leq \tau, \forall x \in \mathbb{R}^d,
\]
from Lemma 8.4 we get

**Lemma C.4** (Perturbed Hessian bound).
\[
\left\|\nabla^2 \tilde{f}(x)\right\|_2 \leq 4(DK)^2 + \tau, \forall x \in \mathbb{R}^d
\]

As a consequence, the analogue of Lemma 8.5 gives:

**Lemma C.5** (Bounding interval drift). In the setting of Lemma 8.5 let \( x \in \mathbb{R}^d, i \in [L] \), and let \( \eta \leq \frac{(K + \tau)^2}{\alpha} \).
Then,
\[
\text{KL}(P_T(x,i) || \hat{P}_T(x,i)) \leq \frac{4D^6 \eta^7 (K + \tau)^7}{3} \left(\|x - x^*\|^2 + 8Td\right) + dT D^2 \eta (K + \tau)^2
\]

Putting these together, we get the analogue of Lemma 8.1

**Lemma C.6.** Fix times \( 0 < T_1 < \cdots < T_n \leq T \).
Let \( p^T, q^T : [L] \times \mathbb{R}^d \to \mathbb{R} \) be defined as follows.

1. \( p^T \) is the continuous simulated tempering Markov process as in Definition 5.1 but with fixed transition times \( T_1, \ldots, T_n \). The component chains are Langevin diffusions on \( p_k \propto \left(\sum_{j=1}^m w_j e^{-f_0(x - \mu_i)}\right)^{-\beta_i} \).

45
2. $q^T$ is the discretized version as in Algorithm (1), again with fixed transition times $T_1, \ldots, T_n$, and with step size $\eta \leq \frac{\sigma^2}{T}$.

Then

$$KL(P^T||Q^T) \lesssim \eta^2 D^6 (K + \tau)^6 \left( D^2 \left( \frac{(K + \tau)^2}{\kappa} + d \right) Tn \right.$$ 

$$+ \eta^2 D^3 (K + \tau)^3 \max_i \mathbb{E}_{x \sim P_0} \|x - x^*\|^2 + \eta D^2 (K + \tau)^2 dT$$

where $x^*$ is the maximum of $\sum_{j=1}^{m} w_j e^{-f_0(x - \mu_j)}$ and satisfies $\|x^*\| = O(D)$ where $D = \max \|\mu_j\|$.

### C.2.2 Putting it all together

Finally, we prove Lemma C.2.

**Proof of Lemma C.2** The proof is analogous to the one of Lemma 9.2 in combination with the Lemmas from the previous subsections, so we just point out the differences.

We bound $\chi^2(\tilde{P}||Q^0)$ as follows: by the proof of Lemma 9.2, we have $\chi^2(P||Q^0) = O\left( \frac{\ell}{w_{\min}} K^\frac{d}{2} \right)$. By the definition of $\chi^2$, this means

$$\int \frac{q^0(x)^2}{p(x)} dx \leq O\left( \frac{\ell}{w_{\min}} K^\frac{d}{2} \right)$$

This in turn implies that

$$\chi^2(\tilde{P}||Q^0) \leq \int \frac{(q^0(x))^2}{\tilde{p}(x)} dx \leq O\left( \frac{\ell}{w_{\min}} K^\frac{d}{2} e^{\Delta} \right)$$

Then, analogously as in Lemma 9.2, we get

$$\left\| p^T (\cdot | A) - q^T (\cdot | A) \right\|_1 = O\left( \eta^2 D^6 (K + \tau)^7 \left( D^2 \left( \frac{(K + \tau)^2}{\kappa} + d \right) T\eta \right.$$ 

$$+ \eta^2 D^5 \left( \frac{K}{\kappa} + 1 \right) + \eta D^2 (K + \tau)^2 dT \right). \quad (C.10)$$

Choosing $\eta$ as in the statement of the lemma, $\left\| p - q^T \right\|_1 \leq \varepsilon$ follows. The rest of the lemma is identical to Lemma 9.2.

### D More on Markov process decomposition theorems

We will prove a general density decomposition theorem for Markov processes, Theorem D.1. Then we show how to specialize Theorem D.1 to the case of simulated tempering, Theorem 6.3. We also give a version of the theorem for a continuous index set, Theorem D.3.
D.1 General density decomposition theorem

Theorem D.1 (General density decomposition theorem). Consider a Markov process \( M = (\Omega, \mathcal{L}) \) with stationary distribution \( p \). Let \( M_i = (\Omega_i, \mathcal{L}_i) \) be Markov processes for \( i \in I \) (\( |I| \) finite), with \( M_i \) supported on \( \Omega_i \subseteq \Omega \) (possibly overlapping) and with stationary distribution \( P_i \). Let the Dirichlet forms be \( \mathcal{E}(g, h) = -\langle g, \mathcal{L} h \rangle_{P_i} \) and \( \mathcal{E}_i(g, h) = -\langle g, \mathcal{L}_i h \rangle_{P_i} \). (This only depends on \( g|_{\Omega_i} \) and \( h|_{\Omega_i} \)).

Suppose the following hold.

1. There is a decomposition

\[
\langle f, \mathcal{L} g \rangle_{P} = \sum_{i \in I} w_i \left\langle f, \mathcal{L}_i g \right\rangle_{P_i} + \sum_{i,j \in I} w_i \left\langle f, (\mathcal{R}_{i,j} - \text{Id}) g \right\rangle_{P_i}
\] (D.1)

\[
P = \sum_{i \in I} w_i P_i,
\] (D.2)

where \( \mathcal{R}_{i,j} \) acts on a function \( \Omega_j \rightarrow \mathbb{R} \) (or \( \Omega \rightarrow \mathbb{R} \), by restriction) to give a function \( \Omega_i \rightarrow \mathbb{R} \), by \( \mathcal{R}_{i,j} g(x) = \int_{\Omega_j} g(y) T_{i,j}(x, dy) \), and \( T_{i,j} \) satisfies the following:

- For every \( x \in \Omega_i \), \( T_{i,j}(x, \cdot) \) is a measure on \( \Omega_j \).
- \( w_i P_i(dx) T_{i,j}(x, dy) = w_j P_j(dx) T_{j,i}(y, dx) \).

2. (Mixing for each \( M_i \)) \( M_i \) satisfies the Poincaré inequality

\[
\text{Var}(P_i g) \leq C \mathcal{E}_i(g, g).
\] (D.3)

3. (Mixing for projected chain) Let \( I \times I = S_c \sqcup S_{\leftrightarrow} \) be a partition of \( I \times I \) such that \((i, j) \in S_{\bullet} \iff (j, i) \in S_{\bullet} \), for \( \bullet \in \{\circ, \leftrightarrow\} \).\(^8\) Suppose that \( \overline{T} : I \times I \rightarrow \mathbb{R}_{\geq 0} \) satisfies\(^9\)

\[
\forall i \in I, \quad \sum_{j:(i, j) \in S_c} \overline{T}(i, j) \chi^2(P_j||P_i) \leq K_1
\] (D.4)

\[
\forall i \in I, \quad \sum_{j:(i, j) \in S_{\leftrightarrow}} \overline{T}(i, j) \chi^2(\tilde{P}_{i,j}||P_i) \leq K_2
\] (D.5)

\[
\forall (i, j) \in S_{\leftrightarrow}, \quad \overline{T}(i, j) \leq K_3 Q_{i,j}(\Omega_i, \Omega_j)
\] (D.6)

\[
\forall i, j \in I, \quad w_i \overline{T}(i, j) = w_j \overline{T}(j, i)
\] (D.7)

where \( Q_{i,j}(dx, dy) = P_i(dx) T_{i,j}(x, dy) \) and \( \tilde{P}_{i,j}(dx) = \frac{P_i(dx) T_{i,j}(x, \Omega_j)}{Q_{i,j}(x, \Omega_j)} \).

Define the projected chain \( \overline{M} \) as the Markov chain on \( I \) generated by \( \overline{\mathcal{L}} \), where \( \overline{\mathcal{L}} \) acts on \( \overline{g} \in L^2(I) \) by

\[
\overline{\mathcal{L}} \overline{g}(i) = \sum_{j \in I} (\overline{g}(j) - \overline{g}(i)) \overline{T}(i, j).
\] (D.8)

\(^8\) We are breaking up the generator into a part that describes flow within the components, and flow between the components. \( P_{i,j} \) describes the probability flow between \( \Omega_i \) and \( \Omega_j \). Note that fixing the \( M_i = (\Omega_i, \mathcal{L}_i) \), the decomposition into the \( \mathcal{R}_{i,j} \) may be non-unique, because the \( \Omega_i \)’s can overlap.

\(^9\) The idea will be to choose \( S_{\circ} \) to contain pairs \((i, j)\) such that the distributions \( P_i, P_j \) are close, and to choose \( S_{\leftrightarrow} \) to contain pairs such that there is a lot of probability flow between \( P_i \) and \( P_j \).

\(^{10}\) \( \overline{T} \) represents probability flow, and will be chosen to have large value on \((i, j)\) such that \( P_i, P_j \) are close (from \( S_{\circ} \)), and on \((i, j)\) such that \( P_i, P_j \) have a large probability flow between them, as determined by \( \tilde{P}_{i,j} \).
Let $\bar{P}$ be the stationary distribution of $\bar{M}$ and $\mathcal{E}(\bar{g}, \bar{g}) = -\langle \bar{g}, \mathcal{L}\bar{g} \rangle$; $\bar{M}$ satisfies the Poincaré inequality

$$\text{Var}_{\bar{P}}(\bar{g}) \leq C\mathcal{E}(\bar{g}, \bar{g}).$$

(D.9)

Then $M$ satisfies the Poincaré inequality

$$\text{Var}_P(g) \leq \max \left\{ C \left( 1 + \left( \frac{1}{2}K_1 + 3K_2 \right) \mathcal{C} \right), 3K_3 \mathcal{C} \right\} \mathcal{E}(g, g).$$

(D.10)

To use this theorem, we would choose $T(i, j) \approx 1$ for $(i, j) \in S_\circ$ and $T(i, j) \approx x^2(P_i||P_j)$ for $(i, j) \in S_{eq}$, i.e., choose the projected chain to have large probability flow between distributions that are close, or have a lot of flow between them; $\bar{P}_{i,j}$ measures how much $P_i$ is “flowing” into $P_j$.

Remark D.2. As in Remark 6.2, we can replace (D.4) by

$$\forall i \in I, \sum_{j: (i, j) \in S_\circ} \bar{T}(i, j) \delta_{i,j} \leq K_1 \quad \text{where} \quad \delta_{i,j} = \int \Omega \min \left\{ \frac{dP_j}{dP_i}, 1 \right\} P_i(dx)$$

(D.11)

and obtain

$$\text{Var}_P(g) \leq \max \left\{ C \left( 1 + 2K_1 + 3K_2 \right) \mathcal{C} \right\}, 3K_3 \mathcal{C} \mathcal{E}(g, g).$$

(D.12)

Proof. First, we make some preliminary observations and definitions.

1. A stationary distribution $P$ of $\bar{M}$ is given by $\bar{p}(i) := \bar{P}(\{i\}) = w_i$, because $w_i T(i, j) = w_j T(j, i)$ by (D.7).

2. For $i, j \in I$, define

$$Q_{i,j}(dx, dy) := P_i(dx)T_{i,j}(x, dy)$$

(D.13)

$$\bar{Q}_{i,j}(dx, dy) := \frac{Q_{i,j}(dx, dy)}{Q_{i,j}(\Omega_i, \Omega_j)}$$

(D.14)

$$\bar{P}_{i,j}(dx) := \int_{y \in \Omega_j} \bar{Q}_{i,j}(dx, dy) = \frac{P_i(dx)T_{i,j}(x, \Omega_j)}{Q_{i,j}(\Omega_i, \Omega_j)}$$

(D.15)

and note

$$\frac{w_i P_i(dx)T_{i,j}(x, dy)}{w_i Q_{i,j}(\Omega_i, \Omega_j)} = \frac{w_j P_j(dy)T_{j,i}(y, dx)}{w_j Q_{j,i}(\Omega_j, \Omega_i)}$$

(D.16)

$$\Longrightarrow \bar{Q}_{i,j}(dx, dy) = \bar{Q}_{j,i}(dy, dx).$$

(D.17)

3. Let

$$\mathcal{E}_\circ(g, g) = \sum_{i \in I} w_i \mathcal{E}_i(g, g) = -\sum_{i \in I} w_i \langle g, \mathcal{L}_i g \rangle_{P_i}$$

(D.18)

$$\mathcal{E}_{eq}(g, g) = -\sum_{i, j \in I} w_i \langle g, (\mathcal{R}_{i,j} - \text{Id})g \rangle_{P_i}.$$
4. We can write $\mathcal{E}_{\leftrightarrow}$ in terms of squares as follows.

$$
\mathcal{E}_{\leftrightarrow}(g, g) = - \sum_{i,j \in I} \int_{\Omega_i} g(x) w_i \int_{\Omega_j} (g(y) - g(x)) T_{i,j}(x, dy) P_i(dx)
$$

(D.20)

$$
= \sum_{i,j \in I} \left[ \frac{1}{2} \int_{x \in \Omega_i} \int_{y \in \Omega_j} g(x)^2 w_i P_i(dx) T_{i,j}(x, dy) \right.
\left. - \int_{\Omega_i} \int_{\Omega_j} g(x) g(y) w_i P_i(dx) T_{i,j}(x, dy) + \frac{1}{2} \int_{\Omega_i} \int_{\Omega_j} g(y)^2 w_i P_i(dx) T_{i,j}(x, dy) \right]
$$

(D.21)

$$
= \frac{1}{2} \sum_{i,j \in I} \int_{\Omega_i} \int_{\Omega_j} (g(x) - g(y))^2 w_i P_i(dx) T_{i,j}(x, dy)
$$

(D.22)

$$
= \frac{1}{2} \sum_{i,j \in I} \int_{\Omega_i} \int_{\Omega_j} (g(x) - g(y))^2 w_i Q_{i,j}(dx, dy).
$$

(D.23)

Given $g \in L^2(\Omega)$, define $\overline{g} \in L^2(I)$ by $\overline{g}(i) = E_{P_i} g$. We decompose the variance into the variance within and between the parts, and then use the Poincaré inequality on each part.

$$
\text{Var}_{P_i}(g) = \sum_{i \in I} w_i \int_{\Omega_i} (g(x) - E_{P_i}[g(x)])^2 P_i(dx)
$$

(D.25)

$$
= \sum_{i \in I} w_i \left[ \left( \int (g(x) - E_{P_i}[g(x)])^2 P_i(dx) \right) + \left( E_{P_i}[g(x)] - E[g] \right)^2 \right]
$$

(D.26)

$$
\leq C \sum_{i \in I} w_i \mathcal{E}_i(g, g) + \text{Var}_{P_i}(\overline{g})
$$

(D.27)

$$
\leq C \mathcal{E}_{\leftrightarrow}(g, g) + \mathcal{C}\mathcal{E}(\overline{g}, \overline{g}).
$$

(D.28)

Now we break up $\mathcal{E}$ as follows,

$$
\mathcal{E}(\overline{g}, \overline{g}) = \frac{1}{2} \sum_{(i,j) \in S_\otimes} (\overline{g}(i) - \overline{g}(j))^2 w_i T(i, j) + \frac{1}{2} \sum_{(i,j) \in S_{\leftrightarrow}} (\overline{g}(i) - \overline{g}(j))^2 w_i T(i, j).
$$

(D.29)

First, as in Theorem 6.1 we bound $A$ by Lemma G.1

$$
A \leq \sum_{(i,j) \in S_\otimes} \text{Var}_{P_i}(g) \chi^2(P_j||P_i) w_i T(i, j)
$$

(D.30)

$$
\leq K_1 \sum_{(i,j) \in S_\otimes} w_i \text{Var}_{P_i}(g)
$$

(D.31)

$$
\leq K_1 C \mathcal{E}_{\leftrightarrow}(g, g).
$$

(D.32)
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For the second term,
\[
B = \sum_{(i,j) \in S_+} \left[ \int_{x \in \Omega_i} \int_{y \in \Omega_j} (g(x) - g(y))P_i(dx)P_j(dy) \right] w_i \bar{T}(i,j) \tag{D.33}
\]
\[
= \sum_{(i,j) \in S_+} \left[ \int_{x \in \Omega_i} \int_{y \in \Omega_j} (g(x) - g(y))(P_i(dx)P_j(dy) - \bar{Q}_{i,j}(dx,dy)) \right. \\
\left. + \int_{x \in \Omega_i} \int_{y \in \Omega_j} (g(x) - g(y))\bar{Q}_{i,j}(dx,dy) \right] w_i \bar{T}(i,j) \tag{D.34}
\]
Note that
\[
\int_{\Omega_i} \int_{\Omega_j} g(x)(P_i(dx)P_j(dy) - \bar{Q}_{i,j}(dx,dy)) = \int_{\Omega_i} g(x) \left( P_i(dx) - \int_{\Omega_j} \bar{Q}_{i,j}(dx,dy) \right) \\
= \int_{\Omega_i} g(x) \left( P_i(dx) - \bar{P}_{i,j}(dx) \right) \tag{D.36}
\]
and similarly, because \( \bar{Q}_{i,j}(dx,dy) = \bar{Q}_{i,j}(dy, dx) \) by \( \text{(D.17)} \),
\[
\int_{\Omega_i} \int_{\Omega_j} g(y)(P_i(dx)P_j(dy) - \bar{Q}_{i,j}(dx,dy)) = \int_{\Omega_j} g(y) \left( P_j(dy) - \bar{P}_{j,i}(dy) \right). \tag{D.38}
\]
Hence
\[
B = \sum_{(i,j) \in S_+} \left[ \int_{x \in \Omega_i} g(x) \left( P_i(dx) - \bar{P}_{i,j}(dx) \right) - \int_{x \in \Omega_j} g(y) \left( P_j(dy) - \bar{P}_{j,i}(dy) \right) \right. \\
\left. + \int_{x \in \Omega_i} \int_{y \in \Omega_j} (g(x) - g(y))\bar{Q}_{i,j}(dx,dy) \right] w_i \bar{T}(i,j) \tag{D.39}
\]
\[
\leq 3 \sum_{(i,j) \in S_+} \left[ \left( \int_{x \in \Omega_i} g(x) \left( P_i(dx) - \bar{P}_{i,j}(dx) \right) \right)^2 + \left( \int_{x \in \Omega_j} g(y) \left( P_j(dy) - \bar{P}_{j,i}(dy) \right) \right)^2 \right. \\
\left. + \left( \int_{x \in \Omega_i} \int_{y \in \Omega_j} (g(x) - g(y))\bar{Q}_{i,j}(dx,dy) \right)^2 \right] w_i \bar{T}(i,j) \tag{D.40}
\]
by Cauchy-Schwarz \( \text{(D.36)} \), \( \text{(D.37)} \), \( \text{(D.38)} \)
\[
\leq 3 \sum_{(i,j) \in S_+} \left[ \Var_{P_i}(g) \chi^2(\bar{P}_{i,j} || P_i)w_i \bar{T}(i,j) + \Var_{P_j}(g) \chi^2(\bar{P}_{j,i} || P_j)w_j \bar{T}(j,i) \right. \\
\left. + \int_{x \in \Omega_i} \int_{y \in \Omega_j} (g(x) - g(y))^2\bar{Q}_{i,j}(dx,dy)\bar{T}(i,j) \right] \tag{D.41}
\]
by Lemma \( \text{(G.1)} \) and \( \text{(D.7)} \) \( w_i \bar{T}(i,j) = w_j \bar{T}(j,i) \) \( \text{(D.42)} \)
\[
\leq 3 \left[ K_2 \sum_{i \in I} w_i \Var_{P_i}(g) + K_2 \sum_{j \in J} w_j \Var_{P_j}(g) \right. \tag{D.43}
\]
by \( \text{(D.5)} \) and \( \text{(D.6)} \) \( \text{(D.44)} \)
\[
+ K_3 \sum_{(i,j) \in S_{\omega}} \int_{x \in \Omega_i} \int_{y \in \Omega_j} (g(x) - g(y))^2 w_i Q_{i,j}(dx, dy) \]
\[
\leq 6K_2 C \mathcal{E}_{\omega}(g, g) + 6K_3 \mathcal{E}_{\omega}(g, g)
\]
where the last line follows from the Poincaré inequality on each \(M_i\), and \((D.24)\). Then

\[
\text{Var}_p(g) \leq (D.28) \leq C \mathcal{E}_{\omega}(g, g) + \mathcal{C} \left( \frac{1}{2} (A + B) \right)
\]
\[
\leq C \mathcal{E}_{\omega}(g, g) + \mathcal{C} \left( \frac{1}{2} K_1 C \mathcal{E}_{\omega}(g, g) + 6K_2 C \mathcal{E}_{\omega}(g, g) + 6K_3 \mathcal{E}_{\omega}(g, g) \right)
\]
\[
\leq \max \left\{ C \left( 1 + \left( \frac{1}{2} K_1 + 3K_2 \right) \mathcal{C} \right), 3K_3 \mathcal{C} \right\} \mathcal{E}(g, g).
\]

\(\square\)

### D.2 Theorem for simulated tempering

**Proof of Theorem 6.3 from [D.1]** We first relate \(M\) to \(M'\) on \([L] \times \Omega\) defined as follows. \(M'\) has transition probability from level \(i\) to level \(i' = i \pm 1\) given by \(\sum_{j=1}^{m} r_i w_{i,j} \min \{ \frac{r_i w_{i',j} p_{i',j}(x)}{r_i w_{i,j} p_{i,j}(x)}, 1 \}\) rather than \(r_i \min \{ \frac{r_i w_{i,j} p_{i,j}(x)}{r_i w_{i',j} p_{i',j}(x)}, 1 \}\). We show that \(\mathcal{E}'(g, g) \leq \mathcal{E}(g, g)\) below; this basically follows from the fact that the probability flow between any two distinct points in \(M'\) is at most the probability flow in \(M\). More precisely (letting \(p_{M'}\) denote the functional defined by \((p_{M'} f)(x) = p(x)(M' f)(x)\)),

\[
p_{M'} = \sum_{i=1}^{L} r_i p_{i,M} + \frac{\lambda}{2} \sum_{1 \leq i, i' \leq L \atop \prime = i \pm 1} \sum_{j=1}^{m} r_i w_{i,j} \min \left\{ \frac{r_i w_{i',j} p_{i',j}(x)}{r_i w_{i,j} p_{i,j}(x)}, 1 \right\} (g_{i'} - g_i)(x)
\]
\[
\mathcal{E}'(g, g) = -\langle g, M' g \rangle_p
\]
\[
= \sum_{i=1}^{L} r_i \mathcal{E}_i(g_i, g_i)
\]
\[
+ \frac{\lambda}{2} \sum_{1 \leq i, i' \leq L \atop \prime = i \pm 1} \int_{\Omega} \sum_{j=1}^{m} r_i w_{i,j} p_{i,j}(x) \min \left\{ \frac{r_i w_{i',j} p_{i',j}(x)}{r_i w_{i,j} p_{i,j}(x)}, 1 \right\} (g_i(x))^2 - g_i(x) g_{i'}(x) dx
\]
\[
= \sum_{i=1}^{L} r_i \mathcal{E}_i(g_i, g_i) + \frac{\lambda}{4} \sum_{1 \leq i, i' \leq L \atop \prime = i \pm 1} \int_{\Omega} \sum_{j=1}^{m} r_i w_{i,j} p_{i,j}(x) \min \left\{ \frac{r_i w_{i',j} p_{i',j}(x)}{r_i w_{i,j} p_{i,j}(x)}, 1 \right\} (g_i(x) - g_{i'}(x))^2 dx
\]
\[
= \sum_{i=1}^{L} r_i \mathcal{E}_i(g_i, g_i) + \frac{\lambda}{4} \sum_{1 \leq i, i' \leq L \atop \prime = i \pm 1} \int_{\Omega} \sum_{j=1}^{m} \min \left\{ r_{i'} w_{i',j} p_{i',j}(x), r_i w_{i,j} p_{i,j}(x) \right\} (g_i(x) - g_{i'}(x))^2
\]
\[
\leq \sum_{i=1}^{L} r_i \mathcal{E}_i(g_i, g_i) + \frac{\lambda}{4} \sum_{1 \leq i, i' \leq L \atop \prime = i \pm 1} \int_{\Omega} \min \left\{ r_{i'} p_{i'}(x), r_i p_i(x) \right\} (g_i(x) - g_{i'}(x))^2 = \mathcal{E}(g, g).
\]
Thus it suffices to prove a Poincaré inequality for $M'$. We will apply Theorem [D.1] with

$$T_{(i,j),(i',j')}(y, x, (i', dy)) = \begin{cases} \frac{\lambda}{2} \min r_{i'i,j}^p P_{(i,i+j)}(x), & j = j', i' = i \pm 1 \\ 0, & \text{else.} \end{cases}$$ (D.61)

First we calculate $\tilde{P}_{(i,j),(i',j)}$. We have

$$Q_{(i,j),(i',j)}([i] \times \Omega, [i'] \times \Omega) = \frac{\lambda}{2} \int \min \{r_{i'i,j}^p P_{(i,i+j)}(x), r_{i'i,j}^p P_{(i',j)}(x)\} dx = \frac{\lambda}{2} \min \{1 / \delta_{(i,j),(i',j)}, p_{(i,i+j)}(x), p_{(i',j)}(x)\}.$$ (D.62)

so

$$\tilde{P}_{(i,j),(i',j)}(x) = \frac{p_{(i,j)}(x)T_{(i,j),(i',j)}(x, \Omega)}{Q_{(i,j),(i',j)}([i] \times \Omega, [i'] \times \Omega)} = \text{Id}.$$ (D.63)

We check the 3 assumptions in Theorem [D.1]:

1. From Assumption 1, (D.54) and (D.61),

$$p_{i,i+j} = \sum_{i=1}^m r_{i'i,j}^p P_{(i,i+j)} \mathcal{L}_{i,i+j} + \sum_{1 \leq i, i' \leq L} \sum_{j=1}^m r_{i'i,j}^p P_{(i,i+j)} (\mathcal{T}_{(i,j),(i',j)} - \text{Id}).$$ (D.65)

2. This follows immediately from Assumption 2.

3. Let $S_{\circ}$ consist of all pairs $((1, j), (1, j'))$ and $S_{\rightarrow}$ consist of all pairs $((i, j), (i' = i \pm 1, j))$. (The other pairs $((i, j), (i', j'))$ satisfy $\mathcal{T}((i, j), (i', j')) = 0$, so they do not matter.) We check equations (D.4)–(D.7).

(D.4) By (6.15),

$$\sum_{j,j'=1}^m \mathcal{T}((1, j), (1, j')) \chi^2(P_{(1,j')}) \leq \sum_{j,j'=1}^m \chi^2(P_{(1,j')}) \chi^2(P_{(1,j)}) \leq 1.$$ (D.66)

so (D.4) is satisfied with $K_1 = 1$.

(D.5) We apply Lemma [G.3] with $P = P_{(i,j)}$ and $Q = r_{i'i,j}^p P_{(i',j)}$. Noting that $\tilde{P}_{(i,j),(i',j)} = \frac{1}{\delta_{ij,i'j}} Q$ by (D.64), we obtain

$$\chi^2(\tilde{P}_{(i,j),(i',j)}(P_{(i,j)})) \leq \frac{1}{\delta_{ij,i'j}}.$$ (D.67)

By (6.15) and (D.67),

$$\sum_{i' = i \pm 1} \mathcal{T}((i, j), (i', j')) \chi^2(\tilde{P}_{(i,j),(i',j)}(P_{(i,j)})) \leq \sum_{i' = i \pm 1} K \delta_{ij,i'j} \chi^2(\tilde{P}_{(i,j),(i',j)}(P_{(i,j)})) \leq 2K.$$ (D.68)
Theorem D.3

there is an analogue of the theorem for log-Sobolev inequalities [Lel09; Gru+09].

We consider the case where \( \Omega \) is continuous, and the Markov process is the Langevin process. We will take \( I = \Omega^{(1)} \subseteq \mathbb{R}^{d_1} \) and each \( \Omega_i \) will be a fixed \( \Omega^{(2)} \subseteq \mathbb{R}^{d_2} \), so the space is \( \Omega^{(1)} \times \Omega^{(2)} \subseteq \mathbb{R}^{d_1} \times \mathbb{R}^{d_2} = \mathbb{R}^{d_1+d_2} \).

The proof of the following is very similar to the proof of Theorem D.1, and to Lemma 5 in [Mou+19]. The main difference is that they bound using an \( L^{\infty} \) norm over \( \Omega^{(1)} \times \Omega^{(2)} \), and we bound using a \( L^{\infty} \) norm over just \( \Omega^{(1)} \); thus this bound is stronger, and can prevent having to consider restrictions. We also note that there is an analogue of the theorem for log-Sobolev inequalities [Lei09, Gru+09].

**Theorem D.3** (Poincaré inequality from marginal and conditional distribution). Consider a probability measure \( \pi \) with \( C^1 \) density on \( \Omega = \Omega^{(1)} \times \Omega^{(2)} \), where \( \Omega^{(1)} \subseteq \mathbb{R}^{d_1} \) and \( \Omega^{(2)} \subseteq \mathbb{R}^{d_2} \) are closed sets. For \( X = (X_1, X_2) \sim P \) with probability density function \( p \) (i.e., \( P(dx) = p(x) \, dx \) and \( P(dx_2|x_1) = p(x_2|x_1) \, dx_2 \)), suppose that

- The marginal distribution of \( X_1 \) satisfies a Poincaré inequality with constant \( C_1 \).
- For any \( x_1 \in \Omega^{(1)} \), the conditional distribution \( X_2 | X_1 = x_1 \) satisfies a Poincaré inequality with constant \( C_2 \).

Then \( \pi \) satisfies a Poincaré inequality with constant

\[
\tilde{C} = \max \left\{ C_2 \left( 1 + 2C_1 \left| \int_{\Omega^{(2)}} \frac{\| \nabla x_1 p(x_2|x_1) \|^2}{p(x_2|x_1)} \, dx_2 \right|_{L^{\infty}(\Omega^{(1)})} \right), 2C_1 \right\} \tag{D.73}
\]

(Note that an alternate way to write \( \int_{\Omega^{(2)}} \left| \frac{\nabla x_1 p(x_2|x_1)}{p(x_2|x_1)} \right|^2 \, dx_2 \) is \( \int_{\Omega^{(2)}} \nabla x_1 P(x_2|x_1) \nabla x_1 (\ln p(x_2|x_1)) \, dx_2 \).) Adapting this theorem it would be possible, with additional work, to show that Langevin on the space \([\beta_0, 1] \times \Omega \) (that is, include the temperature as a coordinate in the Langevin algorithm), where the first coordinate is the temperature, will mix.

In the proof we will draw analogies between the discrete and continuous case.
Proof. To make the analogy, let
\[
\mathcal{E}_{\leftrightarrow}(g, g) = \mathcal{E}^{(1)}(g, g) \coloneqq \int_{\Omega} \| \nabla x_1 g(x) \|^2 P(dx)
\]
and note \(\mathcal{E} = \mathcal{E}_{\leftrightarrow} + \mathcal{E}_{\leftarrow} = \mathcal{E}^{(1)} + \mathcal{E}^{(2)}\).

Let \(\overline{P}\) be the \(x_1\)-marginal of \(P\), i.e., \(\overline{P}(A) = P(A \times \Omega^{(2)})\). Given \(g \in L^2(\Omega^{(1)} \times \Omega^{(2)})\), define \(\overline{g} \in L^2(\Omega^{(1)})\) by \(\overline{g}(x) = \mathbb{E}_{x_2 \sim P(\cdot | x_1)}[g(x)]\). Analogously to (D.25),
\[
\text{Var}_P(g) = \int_{\Omega^{(1)}} \left( \int_{\Omega^{(2)}} (g(x) - \mathbb{E}_P g(x))^2 P(dx_2 | x_1) \right) \overline{P}(dx_1)
\]
\[
= \int_{\Omega^{(1)}} \left( \int_{\Omega^{(2)}} (g(x) - \mathbb{E}_P g(x))^2 P(dx_2 | x_1) + \left( \mathbb{E}_P g(x) - \mathbb{E}_{x_2 \sim P(\cdot | x_1)} g(x) \right)^2 \right) \overline{P}(dx_1)
\]
\[
\leq \int_{\Omega^{(1)}} C \mathcal{E}_{P(\cdot | x_1)}(g, g) \overline{P}(dx_1) + \text{Var}_{\overline{P}}(\overline{g})
\]
\[
\leq C_2 \mathcal{E}^{(2)}(g, g) + C_1 \overline{\mathcal{E}}(\overline{g}, \overline{g}).
\]
The second term is analogous to the \(B\) term in (D.29). (There is no \(A\) term.)
Note \(\overline{\mathcal{E}}(\overline{g}, \overline{g}) = \int_{\Omega^{(1)}} \| \nabla x_1 \overline{g}(x_1) \|^2 \overline{P}(dx_1)\), and we can expand \(\nabla x_1 \overline{g}(x_1)\) using integration by parts:
\[
\nabla x_1 \overline{g}(x_1) = \nabla x_1 \left( \int_{\Omega^{(2)}} g(x) P(dx_2 | x_1) \right) = \int_{\Omega^{(2)}} \nabla x_1 g(x) P(dx_2 | x_1) + \int_{\Omega^{(2)}} g(x) \nabla x_1 p(x_2 | x_1) dx_2
\]
Hence by Cauchy-Schwarz, (compare with (D.41))
\[
\overline{\mathcal{E}}(\overline{g}, \overline{g}) \leq 2 \left[ \int_{\Omega} \| \nabla x_1 g(x) \|^2 P(dx_2 | x_1) \overline{P}(dx_1) + \int_{\Omega^{(1)}} \left( \int_{\Omega^{(2)}} g(x) \nabla x_1 p(x_2 | x_1) dx_2 \right) ^2 \overline{P}(dx_1) \right]
\]
The first term is \(\mathcal{E}^{(1)}(g, g)\). The second term is bounded by Lemma G.2, the continuous analogue of Lemma G.1 with \(g \leftrightarrow g(x_1, \cdot)\) and \(p_{x_1}(x_2) = p(x_2 | x_1)\).
\[
\int_{\Omega^{(1)}} \left( \int_{\Omega^{(2)}} g(x) \nabla x_1 p(x_2 | x_1) dx_2 \right)^2 \overline{P}(dx_1)
\]
\[
\leq \int_{\Omega^{(1)}} \text{Var}_{P(\cdot | x_1)}[g(x)] \left( \int_{\Omega^{(2)}} \| \nabla x_1 p(x_2 | x_1) \|^2 \right) \overline{P}(dx_1)
\]
\[
\leq \int_{\Omega^{(1)}} C_2 \mathcal{E}_{P(\cdot | x_1)}(g, g) \overline{P}(dx_1) \cdot \left( \int_{\Omega^{(2)}} \| \nabla x_1 p(x_2 | x_1) \|^2 \right) \overline{P}(dx_1)
\]
by \(L^1\)-\(L^\infty\) inequality
\[
= C_2 \mathcal{E}^{(2)}(g, g) \left( \int_{\Omega^{(2)}} \| \nabla x_1 p(x_2 | x_1) \|^2 \right) \overline{P}(dx_1)
\]
Hence, recalling (D.79) and (D.81),

\[ E(g, g) \leq 2E^{(1)}(g, g) + 2 \left[ C_2 E^{(2)}(g, g) \left\| \frac{\nabla x_1 p(x_2|x_1)}{p(x_2|x_1)} \right\|_{L^\infty(\Omega)}^2 \right] \]

\[ \text{Var}_P(g) \leq C_2 E^{(2)}(g, g) + C_1 E(g, g) \]

\[ \leq \max \left\{ C_2 \left( 1 + 2C_1 \left\| \frac{\nabla x_1 p(x_2|x_1)}{p(x_2|x_1)} \right\|_{L^\infty(\Omega)}^2 \right), 2C_1 \right\} E(g, g). \]

\[ \text{(D.87)} \]

\[ \text{(D.88)} \]

\[ \text{(D.89)} \]

E Examples

It might be surprising that sampling a mixture of gaussians require a complicated Markov Chain such as simulated tempering. However, many simple strategies seem to fail.

Langevin with few restarts One natural strategy to try is simply to run Langevin a polynomial number of times from randomly chosen locations. While the time to “escape” a mode and enter a different one could be exponential, we may hope that each of the different runs “explores” the individual modes, and we somehow stitch the runs together. The difficulty with this is that when the means of the gaussians are not well-separated, it’s difficult to quantify how far each of the individual runs will reach and thus how to combine the various runs.

Recovering the means of the gaussians Another natural strategy would be to try to recover the means of the gaussians in the mixture by performing gradient descent on the log-pdf with a polynomial number of random restarts. The hope would be that maybe the local minima of the log-pdf correspond to the means of the gaussians, and with enough restarts, we should be able to find them.

Unfortunately, this strategy without substantial modifications also seems to not work: for instance, in dimension \( d \), consider a mixture of \( d + 1 \) gaussians, \( d \) of them with means on the corners of a \( d \)-dimensional simplex with a side-length substantially smaller than the diameter \( D \) we are considering, and one in the center of the simplex. In order to discover the mean of the gaussian in the center, we would have to have a starting point extremely close to the center of the simplex, which in high dimensions seems difficult.

Additionally, this doesn’t address at all the issue of robustness to perturbations. Though there are algorithms to optimize “approximately” convex functions, they can typically handle only very small perturbations. \[ \text{[Bel+15; LR16]} \]

Gaussians with different covariance Our result requires all the gaussians to have the same variance. This is necessary, as even if the variance of the gaussians only differ by a factor of 2, there are examples where a simulated tempering chain takes exponential time to converge \[ \text{[WSH09b]} \]. Intuitively, this is illustrated in Figure 1. The figure on the left shows the distribution in low temperature – in this case the two modes are separate, and both have a significant mass. The figure on the right shows the distribution in high temperature. Note that although in this case the two modes are connected, the volume of the mode with smaller variance is much smaller (exponentially small in \( d \)). Therefore in high dimensions, even though the modes can be connected at high temperature, the probability mass associated with a small variance mode is too small to allow fast mixing.
In the next section, we show that even if we do not restrict to the particular simulated tempering chain, no efficient algorithm can efficiently and robustly sample from a mixture of two Gaussians with different covariances.

![Figure 1: Mixture of two gaussians with different covariance at different temperature](image)

**F Lower bound when Gaussians have different variance**

In this section, we give a lower bound showing that in high dimensions, if the Gaussians can have different covariance matrices, results similar to our Theorem 4.2 cannot hold. In particular, we construct a log density function $\tilde{f}$ that is close to the log density of mixture of two Gaussians (with different variances), and show that any algorithm must query the function at exponentially many locations in order to sample from the distribution. More precisely, we prove the following theorem:

**Theorem F.1.** There exists a function $\tilde{f}$ such that $\tilde{f}$ is close to a negative log density function $f$ for a mixture of two Gaussians: $\|f - \tilde{f}\|_{\infty} \leq \log 2, \forall x \|\nabla f(x) - \nabla \tilde{f}(x)\| \leq O(d), \|\nabla^2 f(x) - \nabla^2 \tilde{f}(x)\| \leq O(d)$. Let $\tilde{p}$ be the distribution whose density function is proportional to $\exp(-\tilde{f})$. There exists constant $c > 0, C > 0$, such that when $d \geq C$, any algorithm with at most $2c d$ queries to $\tilde{f}$ and $\nabla \tilde{f}$ cannot generate a distribution that is within TV-distance $0.3$ to $\tilde{p}$.

In order to prove this theorem, we will first specify the mixture of two Gaussians. Consider a uniform mixture of two Gaussian distributions $N(0, 2I)$ and $N(u, I)(u \in \mathbb{R}^d)$ in $\mathbb{R}^d$.

**Definition F.2.** Let $f_1 = \|x\|^2/4 + \frac{d}{2} \log(2\sqrt{2\pi})$ and $f_2 = \|x - u\|^2/2 + \frac{d}{2} \log(2\pi)$. The mixture $f$ used in the lower bound is

$$f = -\log \left( \frac{1}{2}(e^{-f_1} + e^{-f_1}) \right).$$

In order to prove the lower bound, we will show that there is a function $\tilde{f}$ close to $f$, such that $\tilde{f}$ behaves exactly like a single Gaussian $N(0, 2I)$ on almost all points. Intuitively, any algorithm with only queries to $\tilde{f}$ will not be able to distinguish it with a single Gaussian, and therefore will not be able to find the second component $N(u, I)$. More precisely, we have

**Lemma F.3.** When $\|u\| \geq 4d \log 2$, for any point $x$ outside of the ball with center $2u$ and radius $1.5\|u\|$, we have $e^{-f_1(x)} \geq e^{-f_2(x)}$. 
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Proof. The Lemma follows from simple calculation. In order for $e^{-f_1(x)} \geq e^{-f_2(x)}$, since $e^x$ is monotone we know

$$-\frac{\|x-u\|^2}{2} \leq -\frac{\|x\|^2}{4} - \frac{d}{4} \log 2.$$  

This is a quadratic inequality in terms of $x$, reordering the terms we get

$$\|x-2u\|^2 \geq d \log 2 + 2\|u\|^2.$$  

Since $d \log 2 \leq 0.25\|u\|^2$, we know whenever $\|x-2u\|^2 \geq 1.5\|u\|$ this is always satisfied, and hence $e^{-f_1(x)} \geq e^{-f_2(x)}$. 

The lemma shows that outside of this ball, the contribution from the first Gaussian is dominating. Intuitively, we try to make $\hat{f} = f_1$ outside of this ball, and $\hat{f} = f$ inside the ball. To make the function continuous, we shift between the two functions gradually. More precisely, we define $\hat{f}$ as follows:

**Definition F.4.** The function

$$\hat{f}(x) = g(x)f_1(x) + (1-g(x))f(x). \quad (F.1)$$

Here the function $g(x)$ (see Definition F.6) satisfies

$$g(x) = \begin{cases} 
1 & \|x-2u\| \geq 1.6\|u\| \\
0 & \|x-2u\| \leq 1.5\|u\| \\
\in [0,1] & \text{otherwise}
\end{cases}$$

Also $g(x)$ is twice differentiable with all first and second order derivatives bounded.

With a carefully constructed $g(x)$, it is possible to prove that $\hat{f}$ is point-wise close to $f$ in function value, gradient and Hessian, as stated in the Lemma below. Since these are just routine calculations, we leave the construction of $g(x)$ and verification of this lemma at the end of this section.

**Lemma F.5.** For the functions $f$ and $\hat{f}$ defined in Definitions F.2 and F.4, if $\|u\| \geq 4d\log 2$, there exists a large enough constant $C$ such that

$$\|f - \hat{f}\|_\infty \leq \log 2$$

$$\forall x \quad \|\nabla f(x) - \nabla \hat{f}(x)\| \leq C\|u\|$$

$$\forall x \quad \|\nabla^2 f(x) - \nabla^2 \hat{f}(x)\| \leq C\|u\|^2.$$  

Now we are ready to prove the main theorem:

**Proof of Theorem F.1** We will show that if we pick $\|u\|$ to be a uniform random vector with norm $8d\log 2$, there exists constant $c > 0$ such that for any algorithm, with probability at least $1 - \exp(-cd)$, in the first $\exp{cd}$ iterations of the algorithm there will be no vector $x \neq 0$ such that $\cos \theta(x, u) \geq 3/5$.

First, by standard concentration inequalities, we know for any fixed vector $x \neq 0$ and a uniformly random $u$,

$$\Pr[\cos \theta(x, u) \geq 3/5] \leq \exp(-c'd),$$

for some constant $c' > 0$ ($c' = 0.01$ suffices).

Now, for any algorithm, consider running the algorithm with oracle to $f_1$ and $\hat{f}$ respectively (if the algorithm is randomized, we also couple the random choices of the algorithm in these two runs). Suppose when the oracle is $f_1$ the queries are $x_1, x_2, ..., x_t$ and when the oracle is $\hat{f}$ the queries are $\hat{x}_1, ..., \hat{x}_t$. 
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Let $c = c'/2$, when $t \leq \exp(cd)$, by union bound we know with probability at least $1 - \exp(-cd)$, we have $\cos \theta(x_i, u) < 3/5$ for all $i \leq t$. On the other hand, every point $y$ in the ball with center $2\|u\|$ and radius $1.6\|u\|$ has $\cos \theta(y, u) \geq 3/5$. We know $\|x_i - 2u\| > 1.6\|u\|$, hence $f_i(x_i) = \tilde{f}(x_i)$ for all $i \leq t$ (the derivatives are also the same). Therefore, the algorithm is going to get the same response no matter whether it has access to $f_i$ or $\tilde{f}$. This implies $\tilde{x}_i = x_i$ for all $i \leq t$.

Now, to see why this implies the output distribution of the last point is far from $x$, note that when $d$ is large enough $\tilde{p}$ has mass at least 0.4 in ball $\|x_i - 2u\| \leq 1.6\|u\|$ (because essentially all the mass in the second Gaussian is inside this ball), while the algorithm has less than 0.1 probability of having any point in this region. Therefore the TV distance is at least 0.3 and this finishes the proof.

\[\blacksquare\]

### F.1 Construction of $g$ and closeness of two functions

Now we finish the details of the proof by construction a function $g$.

**Definition F.6.** Let $h(x)$ be the following function:

$$
h(x) = \begin{cases} 
1 & x \geq 1 \\
0 & x \leq 0 \\
x^2(1-x)^2 + (1-(1-x)^2)^2 & x \in [0, 1]
\end{cases}
$$

We then define $g(x)$ to be $g(x) := h \left( 10 \left( \frac{\|x-2u\|}{\|u\|} - 1.5 \right) \right)$.

For this function we can prove:

**Lemma F.7.** The function $g$ defined above satisfies

$$
g(x) = \begin{cases} 
1 & ||x - 2u|| \geq 1.6||u|| \\
0 & ||x - 2u|| \leq 1.5||u|| \\
e \in [0, 1] & \text{otherwise}
\end{cases}
$$

Also $g(x)$ is twice differentiable. There exists large enough constant $C_g > 0$ such that for all $x$

$$
\|\nabla g(x)\| \leq C_g \|u\| \quad \|\nabla^2 g(x)\| \leq C_g (\|u\|^2 + 1).
$$

**Proof.** First we prove properties of $h(x)$. Let $h_0(x) = x^2(1-x)^2 + (1-(1-x)^2)^2$, it is easy to check that $h_0(0) = h_0'(0) = h_0''(0) = 0$, $h_0(1) = 1$ and $h_0''(1) = h_0''(1) = 0$. Therefore the entire function $h(x)$ is twice differentiable.

Also, we know $h_0'(x) = 2x(4x^2 - 9x + 5)$, which is always positive when $x \in [0, 1]$. Therefore $h(x)$ is monotone in $[0, 1]$. The second derivative $h_0''(x) = 24x^2 - 36x + 10$. Just using the naive bound (sum of absolute values of individual terms) we can get for any $x \in [0, 1]$, $|h_0''(x)| \leq 36$ and $|h''(x)| \leq 60$. (We can of course compute better bounds but it is not important for this proof.)

Now consider the function $g$. We know when $\|x - 2u\| \in [1.5, 1.6]\|u\|$, 

$$
\nabla g(x) = h' \left( 10 \left( \frac{\|x-2u\|}{\|u\|} - 1.5 \right) \right) \cdot 10(x-2u).
$$

Therefore $\|\nabla g(x)\| \leq 36 \times 10 \times \|x - 2u\| \leq C_g \|u\|$ (when $C_g$ is a large enough constant).
For the second order derivative, we know
\[ \nabla^2 g(x) = 100h'' \left( 10 \left( \frac{\|x - 2u\|}{\|u\|} - 1.5 \right) \right) (x - 2u)(x - 2u)^\top + 10h' \left( 10 \left( \frac{\|x - 2u\|}{\|u\|} - 1.5 \right) \right) I. \]

Again by bounds on \( h' \) and \( h'' \) we know there exists large enough constants so that \( \|\nabla^2 g(x)\| \leq C_g(\|u\|^2 + 1) \).

\[ \square \]

Finally we can prove Lemma F.5

**Proof of Lemma F.5.** We first show that the function values are close. When \( \|x - 2u\| \leq 1.5\|u\| \), by definition \( \tilde{f}(x) = f(x) \). When \( \|x - 2u\| \geq 1.5\|u\| \), by property of \( g \) we know \( \tilde{f}(x) \) is between \( f(x) \) and \( f_1(x) \). Now by Lemma F.3, in this range \( e^{-f_1(x)} \geq e^{-f_2(x)} \), so \( f_1(x) - \log 2 \leq f(x) \leq f_1(x) \). As a result we know \( |\tilde{f}(x) - f(x)| \leq \log 2 \).

Next we consider the gradient. Again when \( \|x - 2u\| \leq 1.5\|u\| \) the two functions (and all their derivatives) are the same. When \( \|x - 2u\| \in [1.5, 1.6]\|u\| \), we have
\[ \nabla \tilde{f}(x) = g(x)\nabla f_1(x) + (1 - g(x))\nabla f(x) + (f_1(x) - f(x))\nabla g(x). \]

By Lemma F.7 we have upperbounds for \( g(x) \) and \( \|\nabla g(x)\| \), also both \( \|\nabla f_1(x)\|, \|\nabla f(x)\| \) can be easily bounded by \( O(1)\|u\| \), therefore \( \|\nabla \tilde{f}(x) - \nabla f(x)\| \leq C\|u\| \) for large enough constant \( C \).

When \( \|x - 2u\| \geq 1.6\|u\| \), we know \( \nabla \tilde{f}(x) = \nabla f_1(x) \). Calculation shows
\[ \nabla f_1(x) - \nabla f(x) = \frac{e^{-f_2(x)}}{e^{-f_1(x)} + e^{-f_2(x)}} (\nabla f_1(x) - \nabla f_2(x)). \]

When \( \|x\| \leq 50\|u\| \), we have \( \|\nabla f_1(x) - \nabla f_2(x)\| \leq 2\|x\| + 2\|u\| \leq O(1)\|u\| \). When \( \|x\| \geq 50\|u\| \), it is easy to check that \( \frac{e^{-f_2(x)}}{e^{-f_1(x)} + e^{-f_2(x)}} \leq \exp -\|x\|^2/5 \) and \( \|\nabla f_1(x) - \nabla f_2(x)\| \leq 2\|x\| \), therefore in this case the difference in gradient bounded by \( \exp(-t^2/5)2t \) which is always small.

Finally we can check the Hessian. Once again when \( \|x - 2u\| \leq 1.5\|u\| \) the two functions are the same. When \( \|x - 2u\| \in [1.5, 1.6]\|u\| \), we have
\[ \nabla^2 \tilde{f}(x) = g(x)\nabla^2 f_1(x) + (1 - g(x))\nabla^2 f(x) \]
\[ + (\nabla f_1(x) - \nabla f(x))(\nabla g(x))^\top + (\nabla g(x))(\nabla f_1(x) - \nabla f(x))^\top \]
\[ + (f_1 - f)\nabla^2 g(x). \]

In this case we get bounds for \( g(x), \nabla g(x), \nabla^2 g(x) \) from Lemma F.7, \( \|\nabla f_1(x)\|, \|\nabla f(x)\| \) can still be bounded by \( O(1)\|u\|, \|\nabla^2 f_1(x)\|, \|\nabla^2 f(x)\| \) can be bounded by \( O(\|u\|^2) \) and \( O(1) \) respectively. Therefore we know \( \|\nabla^2 \tilde{f}(x) - \nabla^2 f(x)\| \leq C\|u\|^2 \) for large enough constant \( C \).

When \( \|x - 2u\| \geq 1.6\|u\| \), we have \( \tilde{f}(x) = f_1(x) \), and
\[ \nabla^2 f_1(x) - \nabla^2 f(x) = \frac{e^{-f_2(x)}}{e^{-f_1(x)} + e^{-f_2(x)}} (\nabla^2 f_1(x) - \nabla^2 f_2(x)) \]
\[ + \frac{e^{-f_1(x)} - f_2(x)}{e^{-f_1(x)} + e^{-f_2(x)}} (\nabla f_1(x) - \nabla f_2(x))(\nabla f_1(x) - \nabla f_2(x))^\top + \frac{e^{-f_1(x)} - f_2(x)}{(e^{-f_1(x)} + e^{-f_2(x)})^2}. \]
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Here the first term is always bounded by a constant (because $e^{-f_2(x)}$ is smaller, and $\nabla^2 f_1(x) - \nabla^2 f_2(x) = I/2$). For the second term, by arguments similar as before, we know when $\|x\| \leq 50\|u\|$ this is bounded by $O(1\|u\|^2)$. When $\|x\| \geq 50\|u\|$ we can check $\frac{e^{-f_1(x)-f_2(x)}}{e^{-f_1(x)+e^{-f_2(x)}}} \leq \exp(-\|x\|^2/5)$ and $\|(\nabla f_1(x) - \nabla f_2(x))(\nabla f_1(x) - \nabla f_2(x))^\top\| \leq 4\|x\|^2$. Therefore the second term is bounded by $\exp(-t^2/5)\cdot 4t^2$ which is no larger than a constant. Combining all the cases we know there exists a large enough constant $C$ such that $\|\nabla^2 f(x) - \nabla^2 f(x)\| \leq C\|u\|^2$ for all $x$.

\hfill \Box

## G Calculations on probability distributions

### G.1 Chi-squared and KL inequalities

**Lemma G.1.** Let $P, Q$ be probability measures on $\Omega$ such that $Q \ll P$, $\chi^2(Q||P) < \infty$, and $g : \Omega \to \mathbb{R}$ satisfies $g \in L^2(P)$. Then

$$\left( \int_{\Omega} g(x) P(dx) - \int_{\Omega} g(x) Q(dx) \right)^2 \leq \text{Var}_P(g)\chi^2(Q||P). \tag{G.1}$$

**Proof.** Noting that $\int_{\Omega} P(dx) - Q(dx) = 0$ and using Cauchy-Schwarz,

$$\left( \int_{\Omega} g(x) dP(x) - \int_{\Omega} g(x) Q(dx) \right)^2 = \left( \int_{\Omega} (g(x) - \mathbb{E}[g(x)]) (P(dx) - Q(dx)) \right)^2 \tag{G.2}$$

$$\leq \left( \int_{\Omega} (g(x) - \mathbb{E}[g(x)])^2 P(dx) \right) \left( \int_{\Omega} \left( 1 - \frac{dQ}{dP} \right)^2 P(dx) \right) \tag{G.3}$$

$$= \text{Var}_P(g)\chi^2(Q||P). \tag{G.4}$$

\hfill \Box

The continuous analogue of Lemma [G.1] is the following.

**Lemma G.2.** Let $\Omega = \Omega^{(1)} \times \Omega^{(2)}$ with $\Omega^{(1)} \subseteq \mathbb{R}^{d_1}$. Suppose $P_{x_1}$ is a probability measure on $\Omega^{(2)}$ for each $x_1 \in \Omega^{(1)}$ with density function $p_{x_1}$ (with respect to some reference measure $dx$), $g : \Omega^{(2)}$ satisfies $g \in L^2(P_{x_1})$, and $\int_{\Omega^{(2)}} \frac{\|\nabla_x p_{x_1}(x_2)\|^2}{p_{x_1}(x_2)} dx_2 < \infty$. Then

$$\left\| \int_{\Omega^{(2)}} g(x_2) \nabla_x p_{x_1}(x_2) dx_2 \right\|^2 \leq \text{Var}_{P_{x_1}}(g) \left( \int_{\Omega^{(2)}} \frac{\|\nabla_x p_{x_1}(x_2)\|^2}{p_{x_1}(x_2)} dx_2 \right) \tag{G.5}$$

**Proof.** Because each $P_{x_1}$ is a probability measure,

$$\int_{\Omega^{(2)}} \nabla_x p_{x_1}(x_2) dx_2 = \nabla_x \int_{\Omega^{(2)}} p_{x_1}(x_2) dx_2 = \nabla_x (1) = 0. \tag{G.6}$$
Hence
\[
\left\| \int_{\Omega(2)} g(x_2) \nabla x_1 p_{x_1}(x_2) d x_2 \right\|^2 \tag{G.7}
\]
\[
\leq \left\| \int_{\Omega(2)} \left[ g(x_2) - \mathbb{E}_{P_{x_1}^2} [g(x_2)] \right] \nabla x_1 p_{x_1}(x_2) d x_2 \right\|^2 \tag{G.8}
\]
\[
\leq \left( \int_{\Omega(2)} \left[ g(x_2) - \mathbb{E}_{P_{x_1}^2} [g(x_2)] \right]^2 p_{x_1}(x_2) d x \right) \left( \int_{\Omega(2)} \frac{\| \nabla x_1 p_{x_1}(x_2) \|^2}{p_{x_1}(x_2)} d x_2 \right) \tag{G.9}
\]
\[
= \text{Var}_{P_{x_1}}(g) \left( \int_{\Omega(2)} \frac{\| \nabla x_1 p_{x_1}(x_2) \|^2}{p_{x_1}(x_2)} d x_2 \right) \tag{G.10}
\]

**Lemma G.3.** Let \( P \) be a probability measure and \( Q \) be a nonnegative measure on \( \Omega \). Define the measure \( R \) by
\[
R = \min \{ \frac{dQ}{dP}, 1 \} P. \tag{G.11}
\]
Let \( \delta \) be the overlap \( \delta = R(\Omega) \), and \( \tilde{R} = \frac{R}{\delta} = \frac{R}{R(\Omega)} \) the normalized overlap measure. Then
\[
\chi^2(R||P) \leq \frac{1}{\delta}. \tag{G.12}
\]

**Proof.** We make a change of variable to \( u = \frac{dQ}{dP} \). Let \( F(u) = P \left( \{ x : \frac{dQ}{dP}(x) \leq u \} \right) \). Then
\[
\chi^2(R||P) = \int_{\Omega} \left( \frac{\min \{ 1, \frac{dQ}{dP} \}}{\delta} - 1 \right)^2 P(dx) \tag{G.13}
\]
\[
= \int_{\Omega} \left( \frac{\min \{ 1, u \}}{\delta} - 1 \right)^2 dF(u) \tag{Stieltjes integral} \tag{G.14}
\]
\[
\leq \frac{1}{\delta^2} \int_{\Omega} (\min \{ 1, u \})^2 dF(u) \tag{G.15}
\]
\[
\leq \frac{1}{\delta^2} \int_{\Omega} \min \{ 1, u \} dF(u). \tag{G.16}
\]

Now note that \( \int_{\Omega} \min \{ 1, u \} dF(u) = \int_{\Omega} \min \{ 1, \frac{dQ}{dP} \} P(dx) = \delta \). Hence \( \text{(G.15)} \) is at most \( \frac{1}{\delta^2} \delta = \frac{1}{\delta} \). \( \square \)

**Lemma G.4.** If \( P, P_i \) are probability measures on \( \Omega \) such that \( P = \sum_{i=1}^{n} w_i P_i \) (where \( w_i > 0 \) sum to 1), and \( Q \ll P, P_i \), then
\[
\chi^2(Q||P) \leq \sum_{i=1}^{n} w_i \chi^2(Q||P_i). \tag{G.17}
\]

This inequality follows from convexity of \( f \)-divergences; for completeness we include a proof.
Proof. By Cauchy-Schwarz,

\[
\chi^2(Q\|P) = \left( \int_{\Omega} \sum_{i=1}^{n} \left( \frac{dQ}{dP} \right)^2 \frac{dP}{dQ} P(dx) \right) - 1
\]

\[
= \int_{\Omega} \left( \sum_{i=1}^{n} w_i \frac{dP_i}{dP} \frac{dQ}{dP} \right)^2 P(dx) - 1
\]  \hspace{1cm} (G.17)

\[
\leq \int_{\Omega} \left( \sum_{i=1}^{n} w_i \frac{dP_i}{dP} \right) \left( \sum_{i=1}^{n} w_i \left( \frac{dQ}{dP_i} \right)^2 \frac{dP_i}{dP} \right) P(dx) - 1
\]  \hspace{1cm} (G.18)

\[
\leq \sum_{i=1}^{n} w_i \left( \int_{\Omega} \left( \frac{dQ}{dP_i} \right)^2 - 1 \right) P_i(dx) = \sum_{i=1}^{n} w_i \chi^2(Q\|P_i)
\]  \hspace{1cm} (G.19)

\[
= \int_{\Omega} \left( \sum_{i=1}^{n} w_i \left( \frac{dQ}{dP_i} \right)^2 - 1 \right) P_i(dx) = \sum_{i=1}^{n} w_i \chi^2(Q\|P_i)
\]  \hspace{1cm} (G.20)

Lemma G.5. Suppose \( P, \tilde{P} \) are probability distributions on \( \Omega \) such that \( \frac{d\tilde{P}}{dP} \leq K \). Then for any probability measure \( Q \ll P \),

\[
\chi^2(Q\|P) \leq K \chi^2(Q\|\tilde{P}) + K - 1.
\]  \hspace{1cm} (G.21)

Proof.

\[
= \int_{\Omega} \left( \frac{dQ}{dP} \right)^2 P(dx) - 1 = \int_{\Omega} \left( \frac{dQ}{dP} \right)^2 \left( \frac{d\tilde{P}}{dP} \right)^2 P(dx) - 1
\]  \hspace{1cm} (G.22)

\[
\leq K \left( \int_{\Omega} \left( \frac{dQ}{dP} \right)^2 \tilde{P}(dx) \right) - 1 = K(\chi^2(Q\|\tilde{P}) + 1) - 1.
\]  \hspace{1cm} (G.23)

Lemma G.6. Let \( W \) and \( W' \) be probability measures over \( I \), with densities \( w(i), w'(i) \) with respect to a reference measure \( d_i \), such that \( KL(W||W') < \infty \). For each \( i \in I \), suppose \( P_i, Q_i \) are probability measures over \( \Omega \). Then

\[
KL \left( \int_I w(i) P_i di \| \int_I w'(i) Q_i di \right) \leq KL(W||W') + \int_I w(i) KL(P_i||Q_i) di.
\]

Proof. Overloading notation, we will use \( KL(a||b) \) for two measures \( a, b \) even if they are not necessarily probability distributions, with the obvious definition. Using the convexity of KL divergence,

\[
KL \left( \int_I w(i) P_i di \| \int_I w'(i) Q_i di \right) = KL \left( \int_I w(i) P_i di \| \int_I w(i) Q_i \frac{w'(i)}{w(i)} di \right)
\]

\[
\leq \int_I w(i) KL \left( P_i || Q_i \frac{w'(i)}{w(i)} \right) di
\]

\[
= \int_I w(i) \log \left( \frac{w(i)}{w'(i)} \right) di + \int_I w(i) KL(P_i||Q_i) di
\]

\[
= KL(W||W') + \int_I w(i) KL(P_i||Q_i) di
\]

\[
\square
\]
G.2 Chi-squared divergence calculations for log-concave distributions

We calculate the chi-squared divergence between log-concave distributions at different temperatures, and at different locations. In the gaussian case there is a closed formula (Lemma G.7). The general case is more involved (Lemmas G.12 and G.13), and the bound is in terms of the strong convexity and smoothness constants.

**Lemma G.7.** For a matrix $\Sigma$, let $|\Sigma|$ denote its determinant. The $\chi^2$ divergence between $N(\mu_1, \Sigma_1)$ and $N(\mu_2, \Sigma_2)$ is

$$\chi^2(N(\mu_2, \Sigma_2)||N(\mu_1, \Sigma_1)) = \left|\frac{|\Sigma_1|^{\frac{1}{2}}}{|\Sigma_2|}\right|(2\Sigma_2^{-1} - \Sigma_1^{-1})^{-\frac{1}{2}}$$

$$\cdot \exp \left( \frac{1}{2} (2\Sigma_2^{-1}\mu_2 - \Sigma_1^{-1}\mu_1)^T (2\Sigma_2^{-1} - \Sigma_1^{-1})^{-1} (2\Sigma_2^{-1}\mu_2 - \Sigma_1^{-1}\mu_1) + \frac{1}{2} \mu_1^T \Sigma_1^{-1} \mu_1 - \mu_2^T \Sigma_2^{-1} \mu_2 \right) - 1$$

In particular, in the cases of equal mean or equal variance,

$$\chi^2(N(\mu, \Sigma_2)||N(\mu, \Sigma_1)) = \frac{|\Sigma_1|^{\frac{1}{2}}}{|\Sigma_2|}\left|(2\Sigma_2^{-1} - \Sigma_1^{-1})\right|^{-\frac{1}{2}} - 1$$

$$\chi^2(N(\mu_2, \Sigma)||N(\mu_1, \Sigma)) = \exp[(\mu_2 - \mu_1)^T \Sigma^{-1} (\mu_2 - \mu_1)].$$

**Proof.**

$$\chi^2(N(\mu, \Sigma_2)||N(\mu, \Sigma_1)) + 1 = \frac{1}{(2\pi)^{\frac{d}{2}}} \frac{|\Sigma_1|^{\frac{1}{2}}}{|\Sigma_2|} \int_{\mathbb{R}^d} \exp \left[ -\frac{1}{2} \left( (x - \mu_2)^T \Sigma_2^{-1} (x - \mu_2) - (x - \mu_1)^T \Sigma_1^{-1} (x - \mu_1) \right) \right] dx$$

$$= \frac{1}{(2\pi)^{\frac{d}{2}}} \frac{|\Sigma_1|^{\frac{1}{2}}}{|\Sigma_2|} \int_{\mathbb{R}^d} \exp \left[ -\frac{1}{2} \left( x^T (2\Sigma_2^{-1} - \Sigma_1^{-1}) x + 2x^T \Sigma_1^{-1} \mu_1 - 4x^T \Sigma_2^{-1} x ight. ight]$$

$$\left. - \mu_1^T \Sigma_1^{-1} \mu_1 + 2\mu_2^T \Sigma_2^{-1} \mu_2 \right] dx$$

$$= \frac{1}{(2\pi)^{\frac{d}{2}}} \frac{|\Sigma_1|^{\frac{1}{2}}}{|\Sigma_2|} \int_{\mathbb{R}^d} \exp \left[ -\frac{1}{2} (x^T (2\Sigma_2^{-1} - \Sigma_1^{-1}) x' + c) \right]$$

$x' := x - (2\Sigma_2^{-1} - \Sigma_1^{-1})^{-1} (\mu_1^T \Sigma_1^{-1} - 2\mu_2^T \Sigma_2^{-1})$

$c := \frac{1}{2} (2\Sigma_2^{-1}\mu_2 - \Sigma_1^{-1}\mu_1)^T (2\Sigma_2^{-1} - \Sigma_1^{-1})^{-1} (2\Sigma_2^{-1}\mu_2 - \Sigma_1^{-1}\mu_1) + \frac{1}{2} \mu_1^T \Sigma_1^{-1} \mu_1 - \mu_2^T \Sigma_2^{-1} \mu_2$

Integrating gives the result. For the equal variance case,

$$c = \frac{1}{2} (2\mu_2 - \mu_1) \Sigma^{-1} (2\mu_2 - \mu_1) + \frac{1}{2} \mu_1 \Sigma^{-1} \mu_1 - \mu_2 \Sigma^{-1} \mu_2 = (\mu_2 - \mu_1)^T \Sigma^{-1} (\mu_2 - \mu_1).$$

The following theorem is essential in generalizing from gaussian to log-concave densities.
Theorem G.8 (Hargé, [Har04]). Suppose the d-dimensional gaussian $N(0, \Sigma)$ has density $\gamma$. Let $p = h \cdot \gamma$ be a probability density, where $h$ is log-concave. Let $g : \mathbb{R}^d \rightarrow \mathbb{R}$ be convex. Then

$$\int_{\mathbb{R}^d} g(x - \mathbb{E}_P x) p(x) \, dx \leq \int_{\mathbb{R}^d} g(x) \gamma(x) \, dx.$$  \hspace{1cm} (G.37)

Lemma G.9 ($\chi^2$-tail bound). Let $\gamma = N(0, \frac{1}{\kappa})$. Then

$$\forall y \geq \sqrt{\frac{d}{\kappa}}, \quad P_{x \sim \gamma}(\|x\| \geq y) \leq e^{-\frac{d}{2}(\frac{y}{\sqrt{\kappa}})^2}.$$  \hspace{1cm} (G.38)

Proof. By the $\chi^2$ tail bound in [LM00], for all $t \geq 0,

$$\mathbb{P}_{x \sim \gamma}(\|x\|^2 \geq \frac{1}{\kappa}(\sqrt{d} + \sqrt{2t})^2) \leq \mathbb{P}_{x \sim \gamma}(\|x\|^2 \geq \frac{1}{\kappa}(d + 2(\sqrt{dt} + t))) \leq e^{-t} \hspace{1cm} (G.39)$$

$$\implies \forall y \geq \sqrt{\frac{d}{\kappa}}, \quad \mathbb{P}_{x \sim \gamma}(\|x\| \geq y) \leq e^{-\frac{d}{2}(\frac{y}{\sqrt{\kappa}})^2} = e^{-\frac{d}{2}(\frac{y}{\sqrt{\kappa}})^2}.$$  \hspace{1cm} (G.40)

Lemma G.10. Let $f : \mathbb{R}^d \rightarrow \mathbb{R}$ be a $\kappa$-strongly convex and $K$-smooth function and let $P$ be a probability measure with density function $p(x) \propto e^{-f(x)}$. Let $x^* = \arg\min_x f(x)$ and $\pi = \mathbb{E}_P f(x)$. Then

$$\|x^* - \pi\| \leq \sqrt{\frac{d}{\kappa}} \left(\sqrt{\ln \left(\frac{K}{\kappa}\right)} + 5\right).$$  \hspace{1cm} (G.41)

Proof. We establish both concentration around the mode $x^*$ and the mean $\pi$. This will imply that the mode and the mean are close. Without loss of generality, assume $x^* = 0$ and $f(0) = 0$.

For the mode, note that by Lemma G.9, for all $r \geq \frac{d}{m}$,

$$\int_{\|x\| \geq r} e^{-f(x)} \, dx \leq \int_{\|x\| \geq r} e^{-\frac{d}{2}Kx^2} \leq \left(\frac{2\pi}{\kappa}\right)^\frac{d}{2} e^{-\frac{d}{2}(r - \sqrt{\frac{K}{\kappa}})^2}$$  \hspace{1cm} (G.42)

$$\int_{\|x\| < r} e^{-f(x)} \, dx \geq \int_{\|x\| < r} e^{-\frac{d}{2}Kx^2} \geq \left(\frac{2\pi}{K}\right)^\frac{d}{2} \left(1 - e^{-\frac{K}{\kappa}(r - \sqrt{\frac{K}{\kappa}})^2}\right).$$  \hspace{1cm} (G.43)

Let $r = \sqrt{\frac{\pi}{\kappa}} \left(\sqrt{\ln \left(\frac{K}{\kappa}\right)} + 3\right)$. Then

$$\int_{\|x\| \geq r} e^{-f(x)} \, dx \leq \left(\frac{2\pi}{\kappa}\right)^\frac{d}{2} e^{-\frac{d}{2}(\ln \left(\frac{K}{\kappa}\right)+2)} \leq \left(\frac{2\pi}{K}\right)^\frac{d}{2} e^{-d}$$  \hspace{1cm} (G.44)

$$\int_{\|x\| < r} e^{-f(x)} \, dx \geq \left(\frac{2\pi}{K}\right)^\frac{d}{2} \left(1 - e^{-\frac{K}{\kappa}(r - \sqrt{\frac{K}{\kappa}})^2}\right)$$  \hspace{1cm} (G.45)

$$\geq \left(\frac{2\pi}{K}\right)^\frac{d}{2} \left(1 - e^{-\frac{Kd}{2\kappa}(2 \ln \left(\frac{K}{\kappa}\right))}\right) \geq \left(\frac{2\pi}{K}\right)^\frac{d}{2} \left(1 - e^{-d}\right).$$  \hspace{1cm} (G.46)

Thus

$$\mathbb{P}_{x \sim P}(\|x\| \geq r) = \frac{\int_{\|x\| \geq r} e^{-f(x)} \, dx}{\int_{\|x\| \geq r} e^{-f(x)} \, dx + \int_{\|x\| < r} e^{-f(x)} \, dx} \leq e^{-d} \leq \frac{1}{2}.$$  \hspace{1cm} (G.47)
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Now we show concentration around the mean. By adding a constant to \( f \), we may assume that \( p(x) = e^{-f(x)} \). Note that because \( f \) is \( \kappa \)-smooth, \( p \) is the product of \( \gamma(x) \) with a log-concave function, where \( \gamma(x) \) is the density of \( N(0, \frac{1}{\kappa} I_d) \). Note that by Hargé’s Theorem [G.8]

\[
\int_{\mathbb{R}^d} \|x - \bar{x}\|^2 p(x) \, dx \leq \int_{\mathbb{R}^d} \|x\|^2 \gamma(x) \, dx = \frac{d}{\kappa}.
\]  

(G.48)

By Markov’s inequality,

\[
P_{x \sim \mathcal{P}} \left( \|x - \bar{x}\| \geq \sqrt{\frac{2d}{\kappa}} \right) = P_{x \sim \mathcal{P}} \left( \|x - \bar{x}\|^2 \geq \frac{2d}{\kappa} \right) \leq \frac{1}{2}.
\]  

(G.49)

Let \( B_r(x) \) denote the ball of radius \( r \) around \( x \). By (G.47) and (G.49), \( B_{\sqrt{\frac{2}{\kappa}} \left( \sqrt{\ln \left( \frac{K}{\kappa} \right)} + 3 \right)}(x^*) \) and \( B_{\sqrt{\frac{2}{\kappa}}(\bar{x})} \) intersect. Thus \( \|\bar{x} - x^*\| \leq \sqrt{\frac{2}{\kappa}} \left( \sqrt{\ln \left( \frac{K}{\kappa} \right)} + 5 \right) \). □

**Lemma G.11** (Concentration around mode for log-concave distributions). Suppose \( f : \mathbb{R}^d \to \mathbb{R} \) is \( \kappa \)-strongly convex and \( K \)-smooth. Let \( \mathcal{P} \) be the probability measure with density function \( p(x) \propto e^{-f(x)} \). Let \( x^* = \arg\min_x f(x) \). Then

\[
P_{x \sim \mathcal{P}} \left( \|x - x^*\|^2 \geq \frac{1}{\kappa} \left( \sqrt{d + 2t} + d \ln \left( \frac{K}{\kappa} \right) \right)^2 \right) \leq e^{-t}.
\]  

(G.50)

**Proof.** By (G.42) and (G.43),

\[
P_{x \sim \mathcal{P}} \left( \|x\| \geq r \right) \leq \left( \frac{K}{\kappa} \right)^d e^{-\frac{3}{2} \left( r - \sqrt{\frac{2}{\kappa}} \right)^2}.
\]  

(G.51)

Substituting in \( r = \frac{1}{\sqrt{\kappa}} \left( \sqrt{d + 2t} + d \ln \left( \frac{K}{\kappa} \right) \right) \) gives the lemma. □

**Lemma G.12** (\( \chi^2 \)-divergence between translates). Let \( f : \mathbb{R}^d \to \mathbb{R} \) be a \( \kappa \)-strongly convex and \( K \)-smooth function and let \( p(x) \propto e^{-f(x)} \) be a probability distribution. Let \( \|\mu\| = D \). Then

\[
\chi^2(p(x)||p(x - \mu)) \leq e^{\frac{1}{2}K^2D^2 + KD \sqrt{\frac{2}{\kappa}} \left( \sqrt{\ln \left( \frac{K}{\kappa} \right)} + 5 \right)} e^{K^2D \sqrt{\frac{2}{\kappa}}} e^{\frac{4}{3\kappa^2} \ln \left( \frac{K}{\kappa} \right)} \left( e^{K^2D \sqrt{\frac{2}{\kappa}}} + 1 \right).
\]  

(G.52)

**Proof.** Without loss of generality, suppose \( f \) attains minimum at 0, or equivalently, \( \nabla f(0) = 0 \). We bound

\[
\chi^2(p(x)||p(x - \mu)) + 1 = \int_{\mathbb{R}^d} \frac{e^{-2f(x)}}{e^{-f(x)-\mu}} \, dx = \int_{\mathbb{R}^d} e^{-f(x)} e^{f(x-\mu)-f(x)} \, dx
\]  

(G.53)

\[
\leq \int_{\mathbb{R}^d} e^{-f(x)} e^{f(x-\mu)} e^{\frac{1}{2}KD^2} \, dx
\]  

(G.54)

Note that because \( f \) is \( \kappa \)-strongly convex, \( p \) is the product of \( \gamma(x) \) with a log-concave function, where \( \gamma(x) \) is the density of \( N(0, \frac{1}{\kappa} I_d) \). Let \( \overline{x} = \mathbb{E}_{x \sim \mathcal{P}} x \) be the average value of \( x \) under \( p \). Apply Hargé’s Theorem [G.8] on \( g(x) = e^{KD\|x+\overline{x}\|} \), \( p(x) = e^{-f(x)} \) to get that

\[
\int_{\mathbb{R}^d} e^{-f(x)} e^{KD\|x\|} \, dx \leq \int_{\mathbb{R}^d} e^{g(x)} e^{KD\|x+\overline{x}\|} \, dx
\]  

(G.55)

\[
= e^{KD\|\overline{x}\|} \left( e^{KD\sqrt{\frac{2}{\kappa}}} + \int_{\mathbb{R}^d} \mathbb{P}_{x \sim \mathcal{P}} (\|x\| \geq y) K De^{KDy} \, dy \right)
\]  

(G.56)
where we used the identity \( \int_{\mathbb{R}} f(x)p(x) \, dx = f(y_0) + \int_{y_0}^{\infty} \mathbb{P}_{x \sim p}(x \geq y) \, f'(y) \, dy \) when \( f(x) \) is an increasing function. By Lemma G.9

\[
\forall y \geq \sqrt{\frac{d}{m}}, \quad \mathbb{P}_{x \sim \gamma}(\|x\| \geq y) \leq e^{-\frac{y}{2}(\sqrt{\frac{d}{\kappa}})^2}
\]

\[\Rightarrow \int_{\sqrt{\frac{d}{\kappa}}}^{\infty} \mathbb{P}_{x \sim \gamma}(\|x\| \geq y) K D e^{K D y} \, dy \leq K D \int_{\sqrt{\frac{d}{\kappa}}}^{\infty} e^{-\frac{y}{2}(\sqrt{\frac{d}{\kappa}})^2 + K D y} \, dy
\]

\[= K D \int_{\sqrt{\frac{d}{\kappa}}}^{\infty} e^{-\frac{y}{2} \left( (\sqrt{\frac{d}{\kappa}})^2 - 2 K D \sqrt{\frac{d}{\kappa}} - \frac{K^2 D^2}{\kappa^2} \right)} \, dy
\]

\[= K D \int_{\sqrt{\frac{d}{\kappa}}}^{\infty} e^{-\frac{y}{2}(\sqrt{\frac{d}{\kappa}})^2 + 2 K D \sqrt{\frac{d}{\kappa}} + \frac{K^2 D^2}{\kappa^2}} \, dy
\]

\[\leq K D \left( \frac{4\pi}{\kappa} e^{2 K D \sqrt{\frac{d}{\kappa}} + \frac{K^2 D^2}{\kappa^2}} \right). \tag{G.61}
\]

Putting together (G.54), (G.56), and (G.61), and using Lemma G.10

\[
\chi^2(p(x)||p(x-m)) \leq e^{\frac{1}{2}K D^2 + K D \sqrt{\frac{d}{\kappa}}} \left( \sqrt{\ln(\frac{K}{\kappa})} + 5 \right) \left( e^{K D \sqrt{\frac{d}{\kappa}}} + K D \sqrt{\frac{4\pi}{\kappa}} e^{2 K D \sqrt{\frac{d}{\kappa}} + \frac{K^2 D^2}{\kappa^2}} \right).
\] \tag{G.62}

\[\square\]

**Lemma G.13** (\( \chi^2 \)-divergence between temperatures). Let \( f : \mathbb{R}^d \to \mathbb{R} \) be a \( \kappa \)-strongly convex and \( K \)-smooth function and let \( P, P_{\beta} \) be probability measures with density functions \( p(x) \propto e^{-f(x)}, p_{\beta}(x) \propto e^{-\beta f(x)} \). Suppose \( \beta_1, \beta_2 > 0 \) and \( |\beta_2 - \beta_1| < \frac{\kappa}{\sqrt{d}} \). Then

\[
\chi^2(P_{\beta_2}||P_{\beta_1}) \leq e^{\frac{1}{2} \left| 1 - \frac{\beta_1}{\beta_2} \right| \frac{K D}{\kappa} \left( \sqrt{\ln(\frac{K}{\kappa})} + 5 \right)^2 \left( 1 - \frac{K}{\kappa} \left| 1 - \frac{\beta_1}{\beta_2} \right| \left( 1 + \left| 1 - \frac{\beta_1 - 1}{\beta_1} \right| \right) \right)^{-\frac{d}{2}} - 1.
\] \tag{G.63}

**Proof.** Without loss of generality, suppose \( f \) attains minimum at 0 (or equivalently, \( \nabla f(0) = 0 \)), and \( f(0) = 0 \). We bound

\[
\chi^2(P_{\beta_2}||P_{\beta_1}) + 1 = \frac{\int_{\mathbb{R}^d} e^{-\beta_1 f(x)} \, dx \int_{\mathbb{R}^d} e^{(\beta_1 - 2\beta_2) f(x)} \, dx}{(\int_{\mathbb{R}^d} e^{-\beta_2 f(x)} \, dx)^2}.
\] \tag{G.64}

Let \( \overline{x} = \mathbb{E}_{x \sim P_{\beta_2}} x \) be the average value of \( x \) under \( p_{\beta_2} \). Note that because \( f \) is \( m \)-strongly convex, \( e^{-\beta_1 f(x)} \) is the product of \( \gamma(x) \) with a log-concave function, where \( \gamma(x) \) is the density of \( N \left( 0, \frac{1}{\beta_2 m} I_d \right) \). Applying Hargé’s Theorem G.8 on \( g_1(x) = e^{(\beta_2 - \beta_1) f(x + \overline{x})} \) and \( g_2(x) = e^{(\beta_1 - \beta_2) f(x + \overline{x})} \) to get

\[
\int_{\mathbb{R}^d} e^{(\beta_2 - \beta_1) f(x + \overline{x})} \gamma(x) \, dx \int_{\mathbb{R}^d} e^{(\beta_1 - \beta_2) f(x + \overline{x})} \gamma(x) \, dx.
\] \tag{G.65}

Because \( f \) is \( m \)-strongly convex and \( M \)-smooth, and \( f(0) = 0 \) is the minimum of \( f \),

\[
\int_{\mathbb{R}^d} e^{-|\beta_2 - \beta_1|^2 \overline{x} \cdot x} e^{-|\beta_2 - \beta_1|^2 \overline{x} \cdot x} \, dx \int_{\mathbb{R}^d} e^{-|\beta_2 - \beta_1|^2 \overline{x} \cdot x} e^{-|\beta_2 - \beta_1|^2 \overline{x} \cdot x} \, dx.
\] \tag{G.66}
Using the identity
\[
a \| x + \mathbf{\overline{x}} \|^2 + b \| x \|^2 = (a + b) \| x \|^2 + 2a \langle x, \mathbf{\overline{x}} \rangle + \frac{a^2}{a + b} \| \mathbf{\overline{x}} \|^2 + \frac{ab}{a + b} \| \mathbf{\overline{x}} \|^2
\]
\[
= (a + b) \left\| x + \frac{a}{a + b} \mathbf{\overline{x}} \right\|^2 + \frac{ab}{a + b} \| \mathbf{\overline{x}} \|^2,
\]
we get using Lemma G.10 (\cdots denote quantities not involving \( x \), that we will not need)
\[
\text{(G.66)} = \frac{1}{\int_{\mathbb{R}^d} e^{-\frac{\| x \|^2}{2}} \, dx} \left[ e^{\frac{K}{\kappa^d} \frac{b_2}{\beta_1} \| \mathbf{\overline{x}} \|^2} \int_{\mathbb{R}^d} e^{\left( \frac{K}{\kappa^d} \frac{b_2}{\beta_1} \right) \| x \|^2} \, dx \right]^2
\]
\[
= e^{\frac{K}{\kappa^d} \frac{b_2}{\beta_1} \| \mathbf{\overline{x}} \|^2} \int_{\mathbb{R}^d} e^{\left( \frac{K}{\kappa^d} \frac{b_2}{\beta_1} \right) \| x \|^2} \, dx \]
\[
\leq e^{-\frac{\| \mathbf{\overline{x}} \|^2}{2} \frac{\kappa^d}{\kappa^2 - \kappa \| \mathbf{\overline{x}} \|^2}} \left( \frac{2\pi}{\kappa \beta_2 - K \| \mathbf{\overline{x}} \|^2} \right)^{\frac{d}{2}} \left( \frac{2\pi}{\kappa (\beta_2 + \| \mathbf{\overline{x}} \|^2)} \right)^{\frac{d}{2}} \left( \frac{2\pi}{\kappa \beta_2} \right)^{-d} \]  
\[
\leq e^{-\frac{\| \mathbf{\overline{x}} \|^2}{2} \frac{\kappa^d}{\kappa^2 - \kappa \| \mathbf{\overline{x}} \|^2}} \left( 1 - \frac{K}{\kappa^d} \right)^{\frac{d}{2}} \left( 1 + \left| \frac{\beta_1}{\beta_2} \right| \right)^{-\frac{d}{2}}. \]

Lemma G.14 (\( \chi^2 \) divergence between gaussian and log-concave distribution). Suppose that probability measure \( P \) has probability density function \( p(x) \propto e^{-f(x-\mu)} \), where \( f \) is \( \kappa \)-strongly convex, \( K \)-smooth, and attains minimum at 0. Let \( D = \| \mu \| \). Then
\[
\chi^2 \left( N \left( 0, \frac{1}{K} I_d \right), \| P \| \right) \leq \left( \frac{K}{\kappa} \right)^{\frac{d}{2}} e^{K D^2}.
\]

Proof. We calculate
\[
p(x) = \frac{e^{-f_0(x-\mu)}}{\int_{\mathbb{R}^d} e^{-f_0(u-\mu)} \, du} \geq \frac{e^{-\frac{K}{2\pi} \| x-\mu \|^2}}{\int_{\mathbb{R}^d} e^{-\frac{K}{2\pi} \| u-\mu \|^2} \, du} = \left( \frac{K}{2\pi} \right)^{\frac{d}{2}} e^{-\frac{K}{2} \| x-\mu \|^2}.
\]
Then
\[
\chi^2 \left( N \left( 0, \frac{1}{K} I_d \right), \| P \| \right) = \int_{\mathbb{R}^d} \left( \frac{K}{2\pi} \right)^{\frac{d}{2}} e^{-\frac{K}{2} \| x \|^2} \frac{p(x)}{p(x)} \, dx - 1
\]
\[
\leq \left( \frac{K}{2\pi} \right)^{\frac{d}{2}} \left( \frac{2\pi}{\kappa} \right)^{\frac{d}{2}} \int_{\mathbb{R}^d} e^{-K (\| x \|^2 - \frac{1}{2} \| x-\mu \|^2)} \, dx
\]
\[
= \left( \frac{K}{\kappa} \right)^{\frac{d}{2}} \left( \frac{K}{2\pi} \right)^{\frac{d}{2}} \int_{\mathbb{R}^d} e^{-\frac{K}{2} \| x+\mu \|^2 + K \| \mu \|^2} \, dx
\]
\[
\leq \left( \frac{K}{\kappa} \right)^{\frac{d}{2}} e^{K D^2}.
\]
\[ \text{Lemma G.15. Suppose that } f(x) = -\ln \left( \sum_{i=1}^{n} w_i e^{-\frac{\|x - \mu_i\|^2}{2}} \right), \text{ and for } \alpha \geq 0 \text{ let } p_\alpha(x) \propto e^{-\alpha f(x)}, \text{ and for } \alpha \geq 0 \text{ let } p_\alpha(x) \propto e^{-\alpha f(x)}. \]

If \( \alpha < \beta \), then
\[
\left[ \int \min \{ p_\alpha(x), p_\beta(x) \} \, dx \right] / p_\beta(A) \geq \min_x \frac{p_\alpha(x)}{p_\beta(x)} \geq \frac{Z_\beta}{Z_\alpha} \geq \frac{1}{2} e^{-2(\beta - \alpha) \left( D + \frac{1}{\sqrt{n}} \left( \sqrt{3} + 2 \sqrt{\ln \left( \frac{2}{w_{\min}} \right)} \right)^2 \right)} . \quad \text{(G.79)}
\]

Choosing \( \beta - \alpha = O \left( \frac{1}{D^2 + \frac{d}{\alpha n} \left( 1 + \ln \left( \frac{K}{\kappa} \right) \right) + \frac{1}{\alpha n} \ln \left( \frac{1}{w_{\min}} \right)} \right) \), this quantity is \( \Omega(1) \).

This is a special case of the following more general lemma.

\[ \text{Lemma G.16. Suppose that } f(x) = -\ln \left( \sum_{i=1}^{n} w_i e^{-f_i(x)} \right), \text{ where } f_i(x) = f_0(x - \mu_i) \text{ and } f_0 \text{ is } \kappa\text{-strongly convex and } K\text{-smooth. Let } P, P_\alpha(\text{for } \alpha > 0) \text{ be probability measures with densities } p(x) \propto e^{-f(x)} \text{ and } p_\alpha(x) \propto e^{-\alpha f(x)}. \text{ Let } Z_\alpha = \int e^{-\alpha f(x)} \, dx. \text{ Suppose that } \|\mu_i\| \leq D \text{ for all } i. \]

Let \( C = D + \frac{1}{\sqrt{\alpha n}} \left( \sqrt{d} + \sqrt{d \ln \left( \frac{K}{\kappa} \right)} + 2 \ln \left( \frac{2}{w_{\min}} \right) \right) \). If \( \alpha < \beta \), then
\[
\left[ \int \min \{ p_\alpha(x), p_\beta(x) \} \, dx \right] / p_\beta(A) \geq \min_x \frac{p_\alpha(x)}{p_\beta(x)} \geq \frac{Z_\beta}{Z_\alpha} \geq \frac{1}{2} e^{-2(\beta - \alpha)K\kappa C^2} . \quad \text{(G.81)}
\]

If \( \beta - \alpha = O \left( \frac{1}{K \left( D^2 + \frac{d}{\alpha n} \left( 1 + \ln \left( \frac{K}{\kappa} \right) \right) + \frac{1}{\alpha n} \ln \left( \frac{1}{w_{\min}} \right) \right) \right) \), then this quantity is \( \Omega(1) \).

\[ \text{Proof. Let } \tilde{P}_\alpha \text{ be the probability measure with density function } \tilde{p}_\alpha(x) \propto \sum_{i=1}^{n} w_i e^{-\alpha f_0(x - \mu_i)}. \]

By Lemma 7.3 and Lemma G.11, since \( \alpha f \text{ is } \alpha\kappa\text{-strongly, convex,} \)
\[
P_{x \sim P}(\|x\| \geq C) \leq \frac{1}{w_{\min}} P_{x \sim \tilde{P}_\alpha}(\|x\| \geq C) \leq \frac{1}{w_{\min}} \sum_{i=1}^{n} w_i P_{x \sim \tilde{P}_\alpha}(\|x\| \geq C) \leq \frac{1}{w_{\min}} \sum_{i=1}^{n} w_i P_{x \sim P}(\|x\|^2 \geq (C - D)^2) \leq \frac{1}{w_{\min}} P_{x \sim P}(\|x\|^2 \geq \frac{1}{\alpha\kappa} \left( \sqrt{d} + \sqrt{d \ln \left( \frac{K}{\kappa} \right)} + 2 \ln \left( \frac{2}{w_{\min}} \right) \right)^2) \leq \frac{1}{w_{\min}} \frac{w_{\min}}{2} = \frac{1}{2}. \quad \text{(G.87)}
\]
Thus, using \( f(x) \geq 0 \),

\[
\left[ \int_A \min \{ p_\alpha(x), p_\beta(x) \} \, dx \right] / p_\beta(A) \geq \int_A \min \left\{ \frac{p_\alpha(x)}{p_\beta(x)}, 1 \right\} \, p_\beta(x) \, dx / p_\beta(A) \tag{G.88}
\]

\[
\geq \int_A \min \left\{ \frac{Z_\beta}{Z_\alpha} e^{(\beta-\alpha)f(x)}, 1 \right\} \, p_\beta(x) \, dx / p_\beta(A) \tag{G.89}
\]

\[
\geq \frac{Z_\beta}{Z_\alpha} \int e^{-\beta f(x)} \, dx / \int e^{-\alpha f(x)} \, dx \tag{G.90}
\]

\[
= \frac{\int e^{-\beta f(x)} \, dx}{\int e^{-\alpha f(x)} \, dx} = \int_{R^d} e^{(-\beta+\alpha)f(x)} p_\alpha(x) \, dx \tag{G.91}
\]

\[
\geq \int_{\|x\| \leq C} e^{(-\beta+\alpha)f(x)} p_\alpha(x) \, dx \tag{G.92}
\]

\[
\geq \frac{1}{2} e^{-(\beta-\alpha) \max_{\|x\| \leq C} (f(x))} \tag{G.93}
\]

\[
\geq \frac{1}{2} e^{-\frac{1}{2} (\beta-\alpha) MC^2} \tag{G.94}
\]

\[
\geq \frac{1}{2} e^{-\frac{1}{2} (\beta-\alpha) MC^2} \tag{G.95}
\]

\[
\Box
\]

### G.4 Other facts

**Lemma G.17.** Let \((N_T)_{T \geq 0}\) be a Poisson process with rate \(\lambda\). Then there is a constant \(C\) such that

\[
P(N_T \geq n) \leq \left( \frac{Cn}{T\lambda} \right)^{-n} \tag{G.96}
\]

*Proof.* Assume \(n > T\lambda\). We have by Stirling’s formula

\[
P(N_T \geq n) = e^{-\lambda T} \sum_{m=n}^{\infty} \frac{(\lambda T)^m}{m!} \tag{G.97}
\]

\[
\leq e^{-\lambda T} \frac{1}{n!} \frac{1}{1 - \frac{\lambda T}{n}} (\lambda T)^n \tag{G.98}
\]

\[
= e^{-\lambda T} O \left( n^{-\frac{1}{2}} \left( \frac{e\lambda T}{n} \right)^n \right) \tag{G.99}
\]

\[
\leq \left( \frac{Cn}{\lambda T} \right)^n \tag{G.100}
\]

for some \(C\), since \(e^{-\lambda T} \geq e^{-n}\). \(\Box\)

---
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