Symmetry-breaking oscillations in membrane optomechanics
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We study the classical dynamics of a membrane inside a cavity in the situation where this optomechanical system possesses a reflection symmetry. Symmetry breaking occurs through supercritical and subcritical pitchfork bifurcations of the static fixed point solutions. Both bifurcations can be observed through variation of the laser-cavity detuning, which gives rise to a boomerang-like fixed point pattern with hysteresis. The symmetry-breaking fixed points evolve into self-sustained oscillations when the laser intensity is increased. In addition to the analysis of the accompanying Hopf bifurcations we describe these oscillations at finite amplitudes with an ansatz that fully accounts for the frequency shift relative to the natural membrane frequency. We complete our study by following the route to chaos for the membrane dynamics.

I. INTRODUCTION

Optomechanical systems [1–4] show a variety of dynamical patterns in the classical and quantum regime [5, 6]. Several aspects of the classical nonlinear dynamics of these systems have been studied theoretically and observed in the experiment, including self-sustained oscillations [7–10], multistability and hysteresis [11], and chaotic [12–14] behaviour.

A different line of inquiry concerns the modification of the classical dynamics due to quantum effects [15]. The general correspondence between the classical and quantum dynamics of optomechanical systems, and the specific fate of self-sustained oscillations under the influence of quantum noise [16] and phase space diffusion [17] have been addressed in recent studies [18–20]. These studies require a clear picture of the classical dynamical patterns, to be able to identify the influence of quantum effects.

In order to contribute to this picture we address in this paper the nonlinear dynamics of a membrane inside a cavity (see Fig. 1), with a focus on the self-sustained oscillations that break the reflection symmetry of the specific setup considered here. Our work is motivated by previous studies of similar setups that addressed, e.g., the symmetry breaking at zero detuning [21], the onset of chaotic motion [22], or pattern formation and buckling phase transitions for a flexible membrane [23, 24]. We extend these studies along three lines. First, we analyse the pitchfork and saddle-node bifurcations related to symmetry breaking and hysteresis, which leads to a clear characterization of the different transitions between the symmetric and non-symmetric situation. Second, we establish a scaling relation for the bifurcations and fixed-point solutions that allows for tuning the symmetry-breaking transitions to different parameter regimes. Third, we introduce a new ansatz for the self-sustained membrane oscillations, and develop an intuitive physical picture of symmetry-breaking oscillations that is based on the power balance between optical and mechanical degrees of freedom associated with this ansatz. These results should help to observe static and dynamical symmetry breaking in future experiments. The close relation between our theoretical findings and the actual experiment is established by the translation rules between model and real ‘physical’ parameters given below.

One specific result of our study with potential experimental relevance is that the frequency of the self-sustained oscillations is shifted significantly relative to the natural membrane frequency. This is in contrast to the “cantilever-cavity” system with one photon mode, where self-sustained oscillations occur approximately at the cantilever frequency [10]. The frequency shift, which can be determined experimentally from the position of the optical sidebands, contains additional information about system parameters such as the membrane stiffness. At least in principle, mechanical parameters could thus be obtained from optical frequency measurements.

II. THEORETICAL SETUP

The symmetric “membrane-in-the-middle” setup considered here consists of a membrane with high reflectivity placed near the cavity center (see Fig. 1). Two degenerate photon modes in the left and right half of the cavity contribute equally to the radiation pressure acting on the membrane. Photon tunneling through the membrane
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connects both photon modes, lifts their degeneracy, and results in a quadratic dispersion of the optical modes as a function of the membrane position \( J_0 \). For the theoretical analysis of this situation it is convenient to work with dimensionless quantities (see App. A for a summary), especially, to measure time in units of the inverse membrane frequency \( (\Omega^{-1}) \). Then, the classical equations of motion read

\[
\dot{x} = p, \quad (1a)
\]
\[
\dot{p} = -x - \Gamma p - g \left( |a_L|^2 - |a_R|^2 \right), \quad (1b)
\]
\[
\dot{a}_L = [i\Delta - ix - \kappa] a_L - iJa_R - i, \quad (1c)
\]
\[
\dot{a}_R = [i\Delta + ix - \kappa] a_R - iJa_L - i, \quad (1d)
\]

for the membrane position \( x \) and momentum \( p \) and the photon field amplitudes in the left \((a_L)\) and right \((a_R)\) cavity. These equations contain five dimensionless parameters: the laser-cavity detuning \( \Delta = (\Omega_{\text{las}} - \Omega_{\text{cav}}) / \Omega \), cavity decay rate \( \kappa = \pi c/(2FL\Omega) \), mechanical damping \( \Gamma = 1/Q_m \), membrane transmissivity \( J = e^{i\varphi} \sqrt{2(1-r)\Omega}/\Omega \), and effective radiation pressure \( g = (\pi c \Omega_{\text{cav}} P)/(m \Omega F^2) \). These parameters are obtained from the ‘physical’ parameters of the cavity (length \( L \), frequency \( \Omega_{\text{cav}} \), finesse \( F \)), the membrane (frequency \( \Omega \), mass \( m \), quality factor \( Q_m \), reflectivity \( r \)), and the laser (frequency \( \Omega_{\text{las}} \), transmitted power \( P \), phase difference \( \varphi \)) as specified here and in App. A.

Note that the above equations of motion are valid for a relative phase \( e^{i\varphi} = \pm 1 \) of the laser amplitude at the right and left mirror, with \( J > 0 \) (\( J < 0 \)) for equal (opposite) phase. The laser power enters through the parameter \( g \). For typical experimental setups from the literature [4], we have \( g \lesssim 10 \) with significant optical losses (\( \kappa \approx 1 \)) and small mechanical damping (\( \Gamma \approx 10^{-4} \ll 1 \)). Since the effective optomechanical coupling \( g \) can be adjusted via the laser power, different experimental implementations are conceivable to achieve sufficiently large values of \( g \). In the optomechanical setup in Ref. [25], for example, a pump power on the order of \( P \approx 10^{-8} \text{W} \) is required if the cavity is driven with laser light with frequency \( \Omega_{\text{las}}/2\pi \approx 10^{14} \text{Hz} \). However, possible experimental realizations depend on the availability of highly reflective membranes with very small \( J \).

We now study the fixed point bifurcations related to symmetry breaking (Sec. III), the Hopf bifurcations leading to self-sustained oscillations and the properties of these oscillations at finite amplitudes (Sec. IV), before we follow the route to chaos (Sec. V) and conclude immediately thereafter (Sec. VI). The appendices collect additional information on the derivation of the dimensionless equations of motion (App. A), the stability analysis (App. B), and the finite amplitude ansatz (App. C).

### III. SYMMETRY BREAKING

The equations of motion (1) are invariant under the replacement \( x \mapsto -x \) (with \( p \mapsto -p \) and swapping \( a_{L/R} \mapsto a_{R/L} \)), which defines the reflection symmetry of the system with respect to the membrane position. The symmetry implies the existence of a trivial fixed point \( x_0 = 0 \), while symmetry breaking results in additional nontrivial fixed points \( \pm x_i \neq 0 \).

The fixed points are obtained from Eq. (1) as the solutions with \( \dot{x} = \dot{p} = \dot{a}_L = \dot{a}_R = 0 \). Four nontrivial fixed points can exist in addition to \( x_0 = 0 \), namely,

\[
\begin{align*}
    x_{1/2} &= \pm \sqrt{-\gamma + 2\sqrt{f}}, \\
    x_{3/4} &= \pm \sqrt{-\gamma - 2\sqrt{f}}, \\
\end{align*}
\]

where \( \gamma = \kappa^2 + J^2 - \Delta^2 \) and \( f = -\Delta^2 \kappa^2 - g(\Delta + J) \). These fixed points exist if the respective terms under the square root are non-negative. As a consequence of the reflection symmetry they occur in pairs \( \pm x_i \) with opposite sign. The corresponding values for \( a_{L/R} \) are

\[
a_{L/R} = \frac{-\Delta \pm x + i\kappa + J}{(i\Delta - \kappa)^2 + x^2 + J^2}.
\]

For small detuning \( |\Delta| \leq \sqrt{\kappa^2 + J^2} \) the bifurcation at \( g_p \) is a supercritical pitchfork bifurcation (see Fig. 2 left panel, upper plot). For \( g < g_p \) only the trivial fixed point \( x_0 = 0 \) exists. For \( g > g_p \), the trivial fixed point becomes unstable and the two stable fixed points \( x_1, x_2 \) appear. For large detuning \( |\Delta| \geq \sqrt{\kappa^2 + J^2} \), the bifurcation at \( g_p \) is a subcritical pitchfork bifurcation (see Fig. 2 left panel, lower plot), where the two unstable fixed points \( x_3, x_4 \) exist together with the stable trivial fixed point \( x_0 \) for \( g < g_p \). The pitchfork bifurcation is accompanied by a saddle-node bifurcation at

\[
g_s = -\frac{\Delta^2 \kappa^2}{\Delta + J},
\]

which connects the unstable fixed points \( x_3, x_4 \) to the two stable fixed points \( x_1, x_2 \). For \( g_s < g < g_p \) all five fixed points coexist.

Scaling Eqs. (2)–(5) are invariant under the scaling \( \Delta \mapsto s\Delta, \, J \mapsto sJ, \, \kappa \mapsto sk, \, \Delta \mapsto s\Delta, \, a_{L/R} \mapsto (1/s)a_{L/R}, \, g_i \mapsto s^2g_i \), for any \( s > 0 \). Therefore, the positions of the fixed points depend only on the appropriate ratios, e.g., \( J/\kappa, \, \Delta/\kappa, \, \text{and} \, g/\kappa^3 \). The stability of the fixed points, however, depends on the absolute values of the system parameters and changes with \( s \) (see Sec. IV). The occurrence of nontrivial fixed points is summarized in Fig. 2. Note that for \( \Delta = 0 \) only the supercritical pitchfork bifurcation occurs. In this situation symmetry breaking is formally related to the superradiant phase transition in the Dicke model [21].
FIG. 2. (Color online) Left panel: Supercritical pitchfork bifurcation for small detuning (upper plot, for $\Delta/\kappa = 0$), and subcritical pitchfork and saddle-node bifurcation for large detuning (lower plot, for $\Delta/\kappa = -3$), both for $J/\kappa = -1$. Right panel: Diagram of bifurcations (at $g_p$ and $g_s$) and number of fixed points in the $g$-$\Delta$ plane, for $J/\kappa = 0$. Small non-zero $J/\kappa$ shifts, essentially, the boundary curves in the plane (see, e.g., the dashed curves for $J/\kappa = -0.5$). Nontrivial fixed points exist for $\Delta < -J$.

Boomerang pattern Changing the laser-cavity detuning $\Delta$ instead of the effective radiation pressure $g$ allows for observation of the supercritical and subcritical pitchfork bifurcation in succession (see Fig. 3 left panel). The saddle-node bifurcation in the resulting “boomerang”-like fixed point pattern can be observed through the hysteresis that occurs when $\Delta$ is changed along a cycle (see Fig. 3 right panel).

IV. SELF-SUSTAINED OSCILLATIONS

A. Hopf bifurcations

In the vicinity of the pitchfork and saddle-node bifurcations the stability of fixed points changes according to the type of the bifurcation. Away from the fixed point bifurcations additional dynamical Hopf bifurcations can occur, through which potentially stable fixed points are replaced by oscillatory orbits.

The stability of the fixed points is determined by the stability matrix that is obtained from linearization of the equations of motion (see App. B for explicit expressions). Fig. 4 shows the stability of fixed points according to the linear analysis for the supercritical and subcritical pitchfork bifurcation. Note that the stability changes under the $s$-scaling that leaves the fixed points invariant, such that we have to specify the absolute value of, e.g., $\kappa$ in Fig. 4.

Fig. 5 shows the real part of the eigenvalues of the stability matrix, following the fixed points $x_0 \rightarrow x_1$ through the supercritical pitchfork bifurcation at small $|\Delta|$. In the vicinity of $g_p$ we observe how one real eigenvalue touches the imaginary axis ($\text{Re}\lambda = 0$) at the bifurcation. At a certain value $g > g_p$ a pair of complex conjugate eigenvalues ($\lambda$, $\lambda^*$) crosses the imaginary axis, and a (supercritical) Hopf bifurcation takes place. The frequency of the oscillations that appear immediately after the Hopf bifurcation is given by the imaginary parts of the eigenvalue pair.

The position of the Hopf bifurcation and the oscillation frequency depend on the absolute parameter values, not only the ratios $J/\kappa$ etc., and thus change under the $s$-scaling that leaves the fixed point pattern invariant. Fig. 5 shows both quantities as a function of the absolute parameter values. We note the significant shift of the oscillation frequency relative to the natural membrane frequency ($\omega = 1$) that occurs for some parameter combinations.
where the Fourier coefficients fulfill
\[ a_L^n = \frac{\hat J_n(\Delta/\omega)}{\Delta - x_c - n\omega + i\kappa}, \quad a_R^n = \frac{\hat J_n(\Delta/\omega)}{\Delta + x_c - n\omega + i\kappa}, \]
(8a)
(8b)
(see App. C for the derivation). For \( J = 0 \) both equations decouple and directly give the Fourier coefficients in terms of the Bessel functions \( \hat J_n(\cdot) \), but for \( J \neq 0 \) a coupled system of linear equations has to be solved. For small \(|J|\) this can be done iteratively.

To determine the parameters \( x_c, A, \omega \) in the ansatz we have to insert Eqs. (6), (7) into the first two equations of motion (1a), (1b), which gives the conditions
\[ x_c = -g \sum_m |a_L^m|^2 - |a_R^m|^2, \]
(9a)
[\( \Gamma \omega A = -2g \text{Im} \sum_m a_L^{m*}a_L^{m-1} - a_R^{m*}a_R^{m-1}, \]
(9b)
[\( A(1 - \omega^2) = -2g \text{Re} \sum_m a_L^{m*}a_L^{m-1} - a_R^{m*}a_R^{m-1}. \]
(9c)
The first condition follows from comparison of the Fourier mode \( n = 0 \) on both sides of the equations, the other two conditions for the Fourier modes \( n = \pm 1 \). The contribution of the higher Fourier modes to the membrane motion is negligible within the limits of validity of the ansatz, and they do not give additional conditions.

For an intuitive physical interpretation of the three conditions (9) we note that Eqs. (1a), (1b) are equations of motion of a driven harmonic oscillator, where the driving force is the radiation pressure (\( \propto g \)). In this picture, Eq. (9a) is a condition on the vanishing of the net force acting on the oscillator over one oscillation period, which can be written as \( 0 = \int_{t+2\pi/\omega}^{t+4\pi/\omega} \dot p(t') dt' \). Condition (9b) is a condition on the vanishing of the net change of the oscillator energy \( E = (x^2 + p^2)/2 \) over one oscillation period, which can be written as \( 0 = \Delta E = \int_{t+2\pi/\omega}^{t+4\pi/\omega} (x(t') \ddot x(t') + p(t') \ddot p(t')) dt' \). This allows us to interpret Eq. (9b) as the power balance
\[ P = P_{\text{rad}} - P_{\text{fric}} \]
(10)
between the energy gain from the radiation pressure acting on the membrane \( P_{\text{rad}} = -g\omega A \text{Im} \sum_m a_L^{m*}a_L^{m-1} - a_R^{m*}a_R^{m-1} \) and the average energy loss due to friction \( P_{\text{fric}} = \Gamma \Delta E = \Gamma \omega^2 A^2/2 \). These first two conditions are equivalent to those introduced in Ref. [10] for the optomechanical system with one photon mode.

The third new condition (9c) can be interpreted as a condition on the net phase shift per oscillation period, i.e., as the condition that \( \vartheta \) is constant in Eq. (9c). It can be written as \( 0 = \int_{t+2\pi/\omega}^{t+4\pi/\omega} (x(t') - x_c) \dot p(t') \ddot x(t') + \dot x(t') \ddot p(t') dt' \). This condition allows us to determine the oscillation frequency \( \omega \) in the ansatz. It would be missing if we considered a simpler ansatz with fixed \( \omega = 1 \).
The power balance $\mathcal{P}$ is plotted in Fig. 6. For these plots, the oscillation shift $x$, and frequency $\omega$ have been determined from the conditions (9a), (9c), and then the power balance $\mathcal{P}$ is computed as a function of the remaining free parameter in the ansatz, the oscillation amplitude $A$. Periodic solutions exist if condition (9a) is fulfilled, i.e., for $\mathcal{P} = 0$. Stable orbits exist if the frictional losses increase with the amplitude, i.e., for $d\mathcal{P}/dA > 0$.

Multistability For each set of system parameters, i.e., moving parallel to the vertical axis in Fig. 6, multiple solutions with $P = 0$ can be found from the ansatz. Among these, the solutions with $d\mathcal{P}/dA < 0$ correspond to stable orbits obtained from numerical solution of the equations of motion (1) (blue dots in Fig. 6). Our ansatz thus correctly predicts the coexistence of multiple stable periodic orbits at different amplitudes, i.e., the multistability of self-sustained oscillations in the “membrane-in-the-middle” setup.

Frequency renormalization For most parameter combinations the oscillation frequency is shifted significantly relative to the natural membrane frequency (see Fig. 7), as we noted previously during the analysis of the Hopf bifurcations. Allowing for multiple stable periodic orbits at different amplitudes, i.e., the multistability of self-sustained oscillations in the “membrane-in-the-middle” setup.

Starting from the self-sustained oscillations the entire route to chaos in optomechanical systems [13] can be observed also for the “membrane-in-the-middle” setup. Fig. 9 shows the “Feigenbaum cascade” of period doubling bifurcations that lead to chaos, starting from the nontrivial fixed point $x_1$ after the supercritical pitchfork bifurcation (cf. Fig. 2). The sequence of period doubling bifurcations can be observed through the appearance of additional sidebands in the optical spectrum (see upper panels in Fig. 9). Intricate patterns of intertwined regular and chaotic motion replace the fixed point patterns at a larger scale, as shown in Fig. 10 for the supercritical pitchfork bifurcation and the “boomerang” pattern. It will probably be hard to resolve details of these features in the experiment, but it should be possible to measure the position of the first few bifurcations accurately.

V. ROUTE TO CHAOS

VI. CONCLUSIONS
In contrast to the “cantilever-cavity” system the frequency of the self-sustained oscillations observed here differs from the natural mechanical (i.e., membrane) frequency. An interesting promise for future experiments is the indirect measurement of mechanical system parameters, e.g., the membrane stiffness, from the sidebands in the optical spectrum whose position is determined by the frequency shift. However, a major challenge for the experimental realization of the situation considered in this paper is to achieve the regime of high membrane reflectivity, i.e., small $J$.

In the present paper we focus specifically on the classical dynamics resulting from symmetry-breaking bifurcations. Certainly, the results reported here are only part of the broader picture of the dynamics of the “membrane-in-the-middle” system. The principal theoretical contribution of this work, our ansatz for the self-sustained oscillations, can be adapted to larger values of $J$, where the full dispersion of the cavity modes has to be taken into account, and also to situations without symmetry breaking, where the membrane is not placed in the cavity center. Based on a modified ansatz the present analysis extends to these scenarios, where dynamical patterns similar to those discussed here can be observed, and which may be more easily realized in the experiment. These extensions should be addressed in a future study. A more speculative line of thought is to ask for the influence of quantum effects, such as the breaking of symmetry due to quantum fluctuations and noise, and the ensuing modifications of the classical bifurcations.
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Appendix A: Derivation of the dimensionless equations of motion

We here summarize the relation between the standard equations of motion for the “membrane-in-the-middle” setup (cf. Figs. 1) given, e.g., in Ref. [26], and our dimensionless Eqs. 1. Note that we require only the classical equations of motion. The corresponding Hamiltonian can be constructed according to, e.g., Refs. [29, 30].

The equations of motion for the photon amplitudes in the left ($a_l$) and right ($a_r$) half of the cavity, in a reference frame rotating with the laser frequency, have the form

$$\dot{a}_l = [i\Delta - iGx - \kappa]a_l - iJa_l - \sigma a_l$$

$$\dot{a}_r = [i\Delta + iGx - \kappa]a_r - iJa_r + \sigma a_r$$

where $\Delta = \Omega_{\text{las}} - \Omega_{\text{cav}}$ is the detuning between the laser frequency $\Omega_{\text{las}}$ and the cavity frequency $\Omega_{\text{cav}} = n(2\pi c)/(L/2)$ (for the $n$-th optical mode), and $\kappa$ the cavity decay rate. In the units chosen here, $\{a_{\ell/R}\}^2$ is the number of photons, and $h\Omega_{\text{cav}}\{a_{\ell/R}\}^2$ the energy per optical mode. $G = -\partial\Omega_{\text{cav}}/\partial x = \Omega_{\text{cav}}/(L/2)$ gives the change of the optical frequency with membrane position $x$ in the linear regime of small $x$, which also determines the radiation pressure.

The parameter $J$, the membrane transmissivity, can be determined from comparison of the position of the optical resonances at $\pm \sqrt{J^2 + G^2x^2}$ (for $\kappa = 0$) to the quadratic dispersion near $x = 0$ obtained from Maxwell’s equations [26]. Note that this treatment is valid only in the limit of small $J$.

The parameter $\sigma$ is related to the laser input power $P$ transmitted into the cavity. Especially at resonance we have $|\alpha| = (\kappa P)/(2h\Omega_{\text{cav}})^{1/2}$, such that the energy per optical mode is $h\Omega_{\text{cav}}|\alpha/\kappa|^2 = P/(2\kappa)$, in accordance with the choice of $\kappa$ as the amplitude decay rate. The phase difference $\varphi$ between the laser in each half of the cavity is included through the factor $\sigma = e^{i\varphi}$. In the present symmetric setup we consider only phase differences $\varphi = \{0, \pi\}$, such that $\sigma = \pm 1$.

The equation of motion for the membrane position ($x$) has the form

$$\ddot{x}(t) = -\Omega^2 x(t) - \Gamma \dot{x}(t) - h(G/m)(|a_l|^2 - |a_r|^2)$$

with the membrane frequency $\Omega$, mass $m$, mechanical damping $\Gamma$, and the radiation pressure $\propto G$.

To obtain the dimensionless Eqs. 1, we now set $\bar{x} = (G/\Omega)x$, $\bar{p} = (G/\Omega^2)\dot{x}$, $\bar{a}_l = (\Omega/\alpha)a_l$, $\bar{a}_R = \sigma(\Omega/\alpha)a_R$, measure time as $\bar{t} = \Omega t$, and define the dimensionless parameters $\Gamma = \Gamma/\Omega$, $\bar{\kappa} = \kappa/\Omega$, $\bar{J} = \sigma J/\Omega$, $\bar{\Delta} = \Delta/\Omega$, $\bar{\sigma} = 2\Omega_{\text{cav}}\kappa P/(m\Omega^2 L^2)$. The relation between the dimensionless model parameters and the physical setup parameters is summarized after Eq. 1. Note that $h$ cancels in these equations, as it must in the classical case. To simplify notation, the overline “annotation is omitted in the main text.

Appendix B: Fixed point stability

For the linear stability analysis we rewrite the equations of motion 1 in terms of the quadratures $x_{L/R} = (1/2)(a_{L/R} + a^*_R)$, $p_{L/R} = (1/2)(a^*_L - a_{L/R})$ (defined without the usual factor $1/\sqrt{2}$) instead of the complex variables $a_{L/R}$. We then get the equations of motion

$$\dot{x} = p$$

$$\dot{p} = -x - \Gamma p - g(x^2 + p^2 - x^2 - p^2)$$

$$\dot{x}_L = -(\Delta - \kappa)x_L - \kappa x + Jx_R$$

$$\dot{p}_L = (\Delta - \kappa)x_L - \kappa p L - Jx_R - 1$$

$$\dot{x}_R = -(\Delta + \kappa)x_R - \kappa x_L + Jp_L$$

$$\dot{p}_R = (\Delta + \kappa)x_R - \kappa p_L - Jx_L - 1$$

for six real variables. The stability analysis of the fixed points requires the Jacobi matrix of the right hand side of these equations, which is given by

$$
\begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
-1 & -\Gamma & -2gx_L & -2gp_L & 2gx_R & 2gp_R \\
p_L & 0 & -\kappa & -\Delta + x & 0 & J \\
x_L & 0 & \Delta - x & -\kappa & -J & 0 \\
-p_R & 0 & 0 & J & -\kappa & -\Delta - x \\
x_R & 0 & -J & 0 & \Delta + x & -\kappa
\end{pmatrix}
$$

with the respective fixed point values inserted. For the quadratures, they are

$$\frac{x_{L/R}}{p_{L/R}} = \frac{(\Delta \pm x + J)(-\Delta^2 + \kappa^2 + x^2 + J^2) - 2\Delta \kappa^2}{(-\Delta^2 + \kappa^2 + x^2 + J^2)^2 + 4\Delta^2 \kappa^2}$$

with the plus (or minus) sign for $x_L, p_L$ (or $x_R, p_R$).

Appendix C: Fourier series solution for the finite amplitude ansatz

To solve the vector-valued linear differential equation

$$\dot{x}(t) = (A + f(t)B)x(t) + c$$

we write the solutions as

$$x(t) = e^{g(t)B}y(t)$$

where $g(t) = f(t)$. The vector $y(t)$ has to fulfill the differential equation

$$\dot{y}(t) = e^{-g(t)B}A e^{g(t)B}y(t) + e^{-g(t)B}c$$

Unless the matrices $A$ and $B$ commute, this is a differential equation with time-dependent parameters.
To proceed with the solution, assume that \( f(t) \) is a periodic function without a constant term such that also \( g(t) \) is periodic, say, \( g(t+2\pi/\omega) = g(t) \). Then, the Fourier expansions

\[
e^{-g(t)\mathbf{B}} A e^{g(t)\mathbf{B}} = \sum_n e^{in\omega t} \mathbf{X}_n, \\
e^{-g(t)\mathbf{B}} \mathbf{c} = \sum_n e^{in\omega t} \mathbf{c}_n
\]

(C4)

give the equations

\[
y_n = \frac{1}{i\omega_n - \mathbf{X}_0} (\mathbf{c}_n + \sum_{m \neq 0} \mathbf{X}_m y_{n-m}) \quad (\text{C5})
\]

for the Fourier coefficients in the expansion

\[
y(t) = \sum_n e^{in\omega t} y_n. \quad \text{ (C6)}
\]

Applied to the equations of motion \[\text{[1c], [1d]}, \]
with

\[
\mathbf{A} = \begin{pmatrix} i(\Delta - x_c) - \kappa & -iJ \\ -iJ & i(\Delta + x_c) - \kappa \end{pmatrix}, \\
\mathbf{B} = \begin{pmatrix} -i & 0 \\ 0 & i \end{pmatrix}, \quad \mathbf{c} = \begin{pmatrix} -i \\ -1 \end{pmatrix}
\]

(C7)

and \( f(t) = A \cos\omega t \) according to the ansatz \[\text{[6]}, \]
we have

\[
\mathbf{X}_0 = \begin{pmatrix} i(\Delta - x_c) - \kappa & 0 \\ 0 & i(\Delta + x_c) - \kappa \end{pmatrix}, \quad \text{(C9)}
\]

\[
\mathbf{X}_m = -iJ \begin{pmatrix} 0 & \hat{J}^m(2\Delta) \\ \hat{J}^m(-2\Delta) & 0 \end{pmatrix}, \quad \text{(C10)}
\]

\[
\mathbf{c}_n = -i \begin{pmatrix} \hat{J}^n(\Delta) \\ \hat{J}^n(-\Delta) \end{pmatrix}, \quad \text{(C11)}
\]

with the help of the Jacobi-Anger expansion

\[
e^{iz\omega t} = \sum_{n=-\infty}^{\infty} \hat{J}_n(z)e^{in\omega t} \quad \text{(C12)}
\]

for the Bessel functions \( \hat{J}_n(z) \), and thus obtain the Fourier coefficients in Eq. \[\text{[6]}. \]
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