Long and short distance behavior of the imaginary part of the heavy-quark potential
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Abstract. The imaginary part of the effective heavy-quark potential can be related to the total in-medium decay width of heavy quark-antiquark bound states. We extract the static limit of this quantity using classical-statistical simulations of the real-time Yang-Mills dynamics by measuring the temporal decay of Wilson loops. By performing the simulations on finer and larger lattices we are able to show that the nonperturbative results follow the same form as the perturbative ones. For large quark-antiquark separations, we quantify the magnitude of the non-perturbative long-range corrections to the imaginary part of the heavy-quark potential. We present our results for a wide range of temperatures, lattice spacings, and lattice volumes. We also extract approximations for the short-distance behavior of the classical potential.

1 Introduction

The suppression of heavy quark-antiquark bound states, such as bottomonium, is one of the key signatures of the Quark-Gluon Plasma (QGP). Due to the interactions of the heavy quark with the stochastic medium of the soft degrees of freedom, the effective heavy-quark potential possesses an imaginary part which is related to the total in-medium decay width of the states. This imaginary part has been determined using direct quantum field theoretic or effective field theory calculations [1–3].

The imaginary part of the heavy-quark potential has been calculated based on high-temperature quantum chromodynamics (QCD) calculations in the hard thermal loop (HTL) limit [1, 4–10], using effective field theory (pNRQCD) [11–14], finite-temperature lattice QCD [15–24], and real-time classical-statistical solutions of Yang-Mills theory in classical thermal equilibrium [25, 26]. In Ref. [25] the authors presented first results for the imaginary part of the heavy-quark potential using classical-statistical Yang-Mills simulations on spatially 3D lattices of size $12^3$ and $16^3$.

We extend the previous results to larger lattices up to $252^3$ and consider SU(2) and SU(3) gauge theories. Due to the use of rather large lattice sizes, we can now compute the imaginary part of the heavy quark potential at larger values of $r/a$ and reconstruct the functional form of the imaginary part of the heavy-quark potential for a much wider range of distances.
Herein we will present the results for the imaginary part of the heavy-quark potential obtained using classical Yang Mills (CYM) simulations of a thermalized gluonic plasma. The use of CYM simulations is motivated by the fact that in situations where (a) gluonic occupation numbers are large, such as in thermal equilibrium for sufficiently low momenta or in the initial stages of heavy-ion collisions, and (b) the gauge coupling is weak $g^2 \ll 1$, vacuum contributions to observables are suppressed by powers of the gauge coupling.

The system is initialized close to thermal equilibrium using momentum-space initialization and the fields self-thermalize in real time before the extraction of the observables. The advantage of this procedure is that we can run simulations on very large lattices with small lattice spacings $a$ at moderate computational cost.

An issue which can arise when dealing with classical-statistical treatments of gauge theories is that a finite ultraviolet limit does not exist due to the Rayleigh-Jeans divergence [27–32]. For this reason, it is important to identify a suitable manner in which one can scale results in order to extract relevant information. We will use the Debye mass $m_D$ computed in the hard-classical-loops framework to demonstrate that, when plotted as a function of $m_Dr$, the imaginary part of the heavy-quark potential is only mildly sensitive to the lattice spacing, or more generally to the simulation parameter $\beta \propto 1/(g^2 Ta)$, at small distances $m_Dr \lesssim 1$.

1.1 Theory and numerical setup

We considered mainly the pure SU(3) gauge theory with the Yang-Mills classical action. We use a standard real-time lattice discretization approach where fields are discretized on cubic lattices with $N^3$ sites and lattice spacing $a$ (see, e.g., Refs. [33, 34] and references therein for more details). In this real-time approach, spatial gauge fields are replaced by gauge links $U_j(t, x) \approx \exp(igaA_j(t, x))$ at discrete coordinates $x_k = nk a$ for $n_k = 0, \ldots, N - 1$, while temporal gauge with $A_0 = 0$ is used.

We are interested in extracting the imaginary part of the classical potential $V_{cl}(t, r)$ with $r \equiv |x|$. Following Refs. [1, 25], it can be calculated using

$$i \partial_t C_{cl}(t, r) = V_{cl}(t, r)C_{cl}(t, r),$$

as the asymptotic temporal slope of $\log[C_{cl}(t, r)]$. The classical thermal Wilson loop $C_{cl}(t, r)$ is defined as

$$C_{cl}(t, r) \equiv \frac{1}{N^2} \text{Tr} \left< W[(t_0, x_0); (t, x)] W[(t, x); (t_0, 0)] W[(t_0, 0); (t_0, x_0)] \right>, \quad (2)$$

with temporal Wilson lines $W[(t_0, x_0); (t, x)] = 1$ and spatial Wilson lines $W[(t_0, 0); (t, x)] = U_j(t, 0)U_j(t, a_j)U_{j}(t, 2a_j) \cdots U_j(t, x) = \mathbf{a}_j \cdot r$ and $\mathbf{a}_j = a_j a$ being a spatial unit vector. Since the classical thermal state is homogeneous, the Wilson loop is additionally averaged over all lattice points by averaging over the reference coordinates $0$.

In order to extract the imaginary part of $V_{cl}(t, r)$ we compute the time-dependence of $C_{cl}(t, r)$. Due to the imaginary part of the in-medium heavy quark potential, this quantity will decay exponentially at late times with the rate of exponential decay set by the imaginary part of $V_{cl}(t, r)$. We then define the imaginary part of the static classical potential as the late-time limit

$$\text{Im}[V_{cl}(t, r)] \equiv \lim_{t \to \infty} \text{Im}[V_{cl}(t, r)]. \quad (3)$$

We initialize the fields in a quasi-thermal configuration in momentum-space, and then allow them to self-thermalize dynamically.
In Ref. [1], an expression is given for the imaginary part of the heavy-quark potential to leading-order in the strong coupling constant using the continuum hard thermal loop framework and dimensional regularization. The final result could be expressed compactly as

\[ \text{Im}[V^{(2)}(r)] = -\frac{C_F g^2 T}{4\pi} \phi \left( m_D^{\text{HTL}} r \right). \]  

where \( C_F = (N_c^2 - 1)/2N_c \),

\[ \phi(x) \equiv 2 \int_0^{\infty} dz \frac{z}{(1 + z^2)^2} \left( 1 - \frac{\sin(zx)}{zx} \right), \]  

and \( m_D^{\text{HTL}} \) is the continuum hard thermal loop Debye mass.

The result for the imaginary part of the classical potential in the infinite volume and infinite time limit (\( N \to \infty, t \to \infty \)) from second-order perturbation theory regularized on a cubic lattice (HCL: Hard Classical Loop) of size \((aN)^3\) is calculated in Ref. [25]. We find that the numerical HCL curves are fit very well by the functional form

\[ \text{Im}[V^{(2)}_{cl}(r)] = g^2 T A_{\infty} \phi (B m_D r). \]  

with \( \phi(x) \) given in Eq. (5).

2 Results

We performed simulations of the signal, with \( g^2 T_0 = 0.44 \) and \( a = \{1, 0.5, 0.25, 0.2\} \) keeping \( aN = 12 \) fixed and also for \( g^2 T_0 = 0.45 \) and \( a = 0.1 \) with \( N = 252 \). The \( a = 0.1 \) CYM lattice simulation results are compared with the corresponding results (same \( a \) and \( T \)) obtained from HCL perturbation theory, included as a blue dashed curve. For both our CYM lattice results and the HCL results, \( \text{Im}[V^{(2)}_{cl}(r)]/g^2 T \) is plotted as a function of \( m_D r \), where we use the leading-order Debye mass \( m_D^{\text{HCL}} \) calculated in HCL theory. On the right edge of the figure we indicate the asymptotic \( r \to \infty \) values obtained using both the dimensionally-regularized continuum HTL result (4) and the extrapolated \( N, \beta \to \infty \) HCL result.

As can be seen from this Figure (figure. 1), the CYM lattice results seem to approach a finite large-\( \beta \) form when plotted as a function of \( m_D r \), with the CYM results with \( \beta = 136 \) even overlapping with the corresponding HCL curve at \( m_D r \lesssim 1 \). At large values of \( r \) our CYM simulation results approach the corresponding HCL curve for the respective \( \beta \) value. However, figure. 1 indicates that with increasing \( \beta \), the CYM potential is approaching the perturbative HCL large-\( \beta \) limit from below.

It should be noted that, while previous studies obtained the potential for different \( \beta \) values as functions of \( r/a \), we found that plotting it as a function of \( m_D r \) makes the comparison more intuitive. Most importantly, this allows to study the classical potential even at large \( \beta \) values while incorporating the dominant UV divergence into the mass.

We provide evidence that, at small distances, the classical potential extracted from our lattice simulation data also follows the functional form (6) for different values of \( \beta \). This is shown in the left panel of figure. 2, where \( \text{Im}[V^{(2)}_{cl}(r)]/g^2 T \) for fixed lattice spacing \( a = 0.1 \) is plotted for different temperatures corresponding to \( 100 \leq \beta \leq 300 \), as a function of \( m_D r \). Fits to each data set using (6) in the considered interval \( m_D r \leq 6 \) are included as continuous lines.

We can also perform a short-distance expansion of the fitting function for the imaginary part of the potential (6), neglecting terms \( O((m_D r)^4) \),

\[ \text{Im}[V^{(2)}_{cl}(r)] \approx -r^2 \frac{1}{9} |A_{\infty}| B^2 g^2 T m_D^3 (4 - 3\gamma - 3 \log(B m_D r)). \]  


The resulting curve is shown as a red line and is observed to agree well with our data points for $m_D r \leq 0.5$. Thus, for a wide range of $\beta$ values, the short-distance behavior of our CYM lattice data agrees well with the perturbative functional form (6) and its leading short-distance expansion, which is parametrically given by $|\text{Im}[V_{cl}(r)]| \sim C_F g^2 T (m_D r)^2 \log(m_D r)$.

In the right panel of figure 2, we combine all of the curves of the left panel and compare them to the function (6). As expected, one observes very good agreement with our data, especially at low distances $m_D r$. We can also perform a short-distance expansion of the fitting function for the imaginary part of the potential (6), neglecting terms $O((m_D r)^4)$,

$$|\text{Im}[V_{cl}(r)]| \sim C_F g^2 T (m_D r)^2 \log(m_D r).$$  

The resulting curve is shown as a red line and is observed to agree well with our data points for $m_D r \leq 0.5$. Thus, for a wide range of $\beta$ values, the short-distance behavior of our CYM lattice data agrees well with the perturbative functional form (6) and its leading short-distance expansion, which is parametrically given by $|\text{Im}[V_{cl}(r)]| \sim C_F g^2 T (m_D r)^2 \log(m_D r)$.

3 Conclusions

We used classical-statistical lattice simulations of the pure Yang-Mills theory to extract the imaginary part of the heavy-quark potential as a function of the quark-antiquark separation. To carry out our simulations on large and fine lattices, we used a self-thermalization scheme to generate thermalized gauge field configurations which relied on initialization of chromo-electric fields in momentum-space followed by a period of self-thermalization.

We extended the previous classical-statistical lattice calculations of $\text{Im}[V_{cl}]$ by considering rather large lattice sizes. We also found that both the lattice simulation and the HCL results were very well approximated by a functional form which can be obtained from a leading-order hard-thermal loop calculation. Using fits of this form and then expanding the
result at small \( m_{Df} \), we were able to extract small-distance approximations for the imaginary part of the heavy-quark potential. More details about our study can be found in Ref. [35].
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