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ABSTRACT. Let $\phi \subseteq \Gamma \backslash D$ be the image of a period map. We discuss progress towards a conjectural Hodge theoretic completion $\bar{\wp}^0$, an analogue of the Satake-Baily-Borel compactification in the classical case. The set $\bar{\wp}^0$ is defined and given the structure of a compact Hausdorff topological space. We conjecture that it admits the structure of a compact complex analytic variety. We verify this conjecture when $\dim \wp \leq 2$. In general, $\bar{\wp}^0$ admits a finite cover $\tilde{\wp}^0$ (also a compact Hausdorff space, and constructed from Stein factorizations of period maps). Assuming that $\tilde{\wp}^0$ is a compact complex analytic variety, we show that a lift of the augmented Hodge line bundle $\Lambda$ extends to an ample line bundle, giving $\tilde{\wp}^0$ the structure of a projective normal variety. Our arguments rely on refined positivity properties of Chern forms associated to various Hodge bundles; properties that might be of independent interest.
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1. Introduction

Let $\mathcal{M}$ be the moduli space for smooth varieties $X$ of general type and with given numerical characters. In a sweeping generalization of the Deligne–Mumford compactification $\overline{M}_g$ of the moduli space of curves, Kollár, Shepherd-Barron and Alexeev (KSBA), with contributions of many others, have constructed a canonical projective completion $\overline{\mathcal{M}}$ with geometric meaning (see [Kol13] and the references therein). However, even in the case of surfaces of general type with small invariants, little is known towards a classification of the boundary varieties, and about the global structure of the moduli space and its boundary $\partial \mathcal{M}$. A basic idea is to study $\mathcal{M}$ and its compactifications by using a natural invariant, namely a period mapping $\Phi : \mathcal{M} \to \Gamma \setminus D$, which associates to a smooth variety its relevant cohomology group endowed with a Hodge structure. Since $\Gamma \setminus D$ has a rich structure, the period map should be a powerful tool for understanding the structure of $\mathcal{M}$ and $\overline{\mathcal{M}}$.

This is indeed the case for the study of moduli spaces of curves, abelian varieties, $K3$ surfaces, and a few other related cases. Beyond these classical cases, to our knowledge, little is known in terms of the behavior of period maps for compactified moduli spaces. Among the simplest non-classical cases are the surfaces of general type with small invariants, for instance the case of $H$-surfaces and $I$-surfaces (surfaces of general type with $p_g = 2$, $q = 0$, $\kappa^2 = 2$ or 1 respectively). For such surfaces, one has a reasonable hold on the geometry of the KSBA degenerations (e.g. see [FPR17]). In current work in progress, we have obtained a number of partial results about an extended period map for $H$ and $I$-surfaces. The emerging picture (e.g. see [Gri21]) from this investigation is that this extended period map can be a very effective way to understand and give structure to the compactified moduli space $\overline{\mathcal{M}}$.

In this paper, we focus on a piece of this program. Namely, given the image of a period map $\varphi := \Phi(\mathcal{M}) \subset \Gamma \setminus D$, we are interested in a Hodge theoretic completion $\varphi^0$ of it. Before going into details, we recall that the subject naturally splits into a classical case, when $D$ is a Hermitian symmetric domain, and a complementary non-classical case. The classical case is well understood: there is a canonical, but quite singular, Satake-Baily-Borel projective compactification of $\Gamma \setminus D$ ([Sat60], [BB66]), which admits various (partial) toroidal resolutions ([AMRT10]). In contrast, much less is known in the non-classical case (see however [KU09, KNU21], [BBT18], and [GGR22] for some related work).
1.1. A general Baily-Borel type compactification. Here, we consider a period map
\begin{equation}
\Phi : B \to \Gamma \backslash D
\end{equation}
with $B$ a smooth, quasi-projective variety, and $D$ a Mumford–Tate domain\(^1\) (e.g. see [GGK12]). We fix a smooth projective compactification $\overline{B}$ such that $Z = \overline{B} \backslash B$ is a reduced simple normal crossing divisor. We further assume that the local monodromies $T_i = \exp(N_i)$ around the irreducible branches $Z_i$ of $Z$ are unipotent. We denote by
\begin{equation}
\wp := \Phi(B) \subset \Gamma \backslash D
\end{equation}
the image of such a period map.

Our goal is to construct a completion $\wp^0$ of the image of the period map $\wp$, and an extension
\begin{equation}
\Phi^0 : \overline{B} \to \wp^0
\end{equation}
of the period map (1.1.1). In the classical case, the existence of $\wp^0$ is a consequence of the Baily-Borel theory [BB66], while the extended period map (1.1.3) is due to Borel [Bor72]. Furthermore, still in the classical case, both $\wp^0$ and $\Phi^0$ are algebraic. In particular, $\wp$ is a quasi-projective variety, and frequently $\wp = \Gamma \backslash D$. In contrast, in the general non-classical case, $\Gamma \backslash D$ does not carry, even abstractly, an algebraic structure (cf. [GRT14]). Nonetheless, when restricting to images of period maps, various algebraicity properties are known or expected (see esp. [Gri70a], [Som78], [BBT18]). Most relevant here are the recent results of Bakker–Brunebarbe–Tsimerman [BBT18] who proved that the image $\wp$ of a period map is a quasi-projective variety, and that the augmented Hodge line bundle $\Lambda$ (see Definition 2.4.1) is ample on $\wp$. In this context, we report here on steps towards the construction of a compactified version (1.1.3) for the period map, which furthermore we show to be (conditionally) algebraic.

\(_1\)Period domains are Mumford–Tate domains, but the later are more general. It is necessary that we work in this greater generality; even if we are interested in period maps with target $D$ a period domain. Some of our arguments are inductive, and need the extra flexibility given by $D$ being a Mumford-Tate domain. Many of the results in the literature that are stated for period domains, are in fact true also for Mumford-Tate domains (see esp. [KP16, KPR19]).
Inspired by the situation in the classical case, and the analysis of degenerations of Hodge structure for surfaces of general type (e.g. Remark 1.1.8 below), it is clear that a compactification

\[(1.1.4) \quad \mathcal{P}^0 := \bigcup W \mathcal{P}^0_W\]

of the image \(\varphi\) of the period map should be obtained by gluing on pieces \(\mathcal{P}^0_W\) (see (2.1.2)) parameterizing the possible graded quotients of the limit mixed Hodge structure (LMHS) arising from the period map \(\Phi\) and the normal crossing compactification \(B \subset \overline{B}\) of the base (N.B. the index \(W\) corresponds to a natural stratification \(\{Z_W\}_W\) of \(\overline{B}\), with strata admitting proper period maps \(\Phi^0_W : Z_W \to \varphi^0_W\).\(^2\) The unique open stratum accounts for \(\Phi : B \to \varphi\). For instance, in the classical case of abelian varieties \(\mathcal{P}^0 = \mathbb{A}_g^* = \mathbb{A}_g \sqcup \mathbb{A}_{g-1} \sqcup \cdots \sqcup \mathbb{A}_0\). The general case is discussed in Section 2 below. Once this is done, one obtains a set-theoretic extension

\[(1.1.5) \quad \Phi^0 : \overline{B} \to \mathcal{P}^0,\]

of \(\Phi : B \to \varphi\), which is naturally stratified by analytic pieces \(\Phi^0|_{Z_W} := \Phi^0_W\). It is a consequence of the several-variable SL(2)–orbit theorem [CKS86] that \(\mathcal{P}^0\) can be given the structure of a Hausdorff topological space (compatible with the existing topology on \(\mathcal{P}^0_W\) as an analytic variety). In fact, \(\mathcal{P}^0\) is naturally a stratified topological spaces and the structure of how the strata fit together depends on deep properties of LMHS’s, including the weight filtration property. Additionally, the strata \(\mathcal{P}^0_W\) are quasi-projective varieties (cf. [BBT18]). Thus, it is natural to expect the following:

**Conjecture 1.1.6.** The image \(\mathcal{P}^0 = \Phi^0(\overline{B})\) is a projective completion of the image of the period map \(\varphi\). Furthermore, the extended period map \(\Phi^0 : \overline{B} \to \mathcal{P}^0\) is an algebraic morphism.

**Remark 1.1.7 (The conjecture holds when \(D\) is Hermitian).** In the classical case (when \(D\) is Hermitian symmetric and \(\Gamma\) is arithmetic), \(\Gamma \setminus D\) is a quasi-projective variety, with a projective compactification \((\Gamma \setminus D)^*\) (cf. [Sat60, BB66]). Furthermore, the Borel Extension Theorem [Bor72] yields an extension \(\Phi^0 : \overline{B} \to (\Gamma \setminus D)^*\) of the period map (1.1.1) to an

\(^2\)While we defer the details to the discussion in Section 2, we point out that already here, one needs to work in the more general set-up of Mumford-Tate domains.
algebraic map. In this situation, we can take $\overline{\wp}^0$ to be the closure of $\wp$ in $(\Gamma \backslash D)^*$. In general, such an argument would not work: the quotient $\Gamma \backslash D$ has no algebraic structure ([GRT14]), and meaningful compactifications are expected only in the horizontal directions.

**Remark 1.1.8 (KSBA vs. Baily-Borel compactifications for surfaces).** Since the singularities of limit objects occurring in KSBA compactifications are du Bois (cf. [KK10]), standard arguments (e.g. see [KL19, KLS19]) show that for surfaces the mixed Hodge structure of a KSBA stable surface $S_0$ determines the graded pieces of any KSBA smoothing of $S_0$. Thus, at least set-theoretically for surfaces of general type there is a map $\overline{M} \to \overline{\wp}^0$ between the KSBA and Baily-Borel compactifications, analogous to the Torelli map $\overline{M}_g \to \mathbb{A}^g_*$ for curves. It is of course, natural to speculate that (at least after passing to normalizations) $\overline{M} \to \overline{\wp}^0$ is in fact an algebraic morphism between projective varieties. This will be discussed elsewhere. On the other hand, starting with dimension 3, the map $\overline{M} \to \overline{\wp}^0$ does not exist even set-theoretically. This is explained by the difference between the standard Hodge bundle (relevant to KSBA compactifications) and the augmented Hodge bundle (relevant to Baily-Borel type compactifications), which is visible only starting with dimension 3.

For various technical reasons, it is in fact preferable not to work with $\Phi^0 : \overline{B} \to \overline{\wp}^0$ but rather a finite cover

$$
\begin{array}{ccc}
\overline{B} & \xrightarrow{\Phi^0} & \overline{\wp}^0 \\
\downarrow_{\hat{\Phi}^0} & & \downarrow_{\overline{\wp}^0}
\end{array}
$$

of it which arises from the Stein factorizations of the period maps $\Phi^0_W$ on the strata (N.B. by construction, $\Phi^0_W$ are all arranged to be proper; see §2.2). The set $\hat{\wp}^0$ is naturally a Hausdorff topological space covered by a stratification with normal, quasi-projective strata and, importantly, the fibres of $\hat{\Phi}^0$ are connected, compact algebraic subvarieties of $\overline{B}$. In the context of Conjecture 1.1.6, it is natural to expect that $\hat{\wp}^0$ is a normal projective variety.\(^3\)

We are not able to prove this at this time. We are making instead a weaker conjecture, namely $\hat{\wp}^0$ can be upgraded to a complex analytic variety. If this indeed the case, we are able to show that $\hat{\wp}^0$ is algebraic. Specifically, our main conjecture in this paper is the following:

\(^3\)One of the advantages of passing to $\hat{\wp}^0$ is to gain normality.
**Conjecture 1.1.9.** The compact Hausdorff space \( \hat{\varphi}^0 \) admits the structure of a normal complex analytic variety with the properties that:

(i) The extension \( \hat{\Phi}^0 : \hat{B} \to \hat{\varphi}^0 \) is an analytic map.

(ii) The restriction of the analytic structure on \( \hat{\varphi}^0 \) to the strata \( \hat{\varphi}^0_W \) coincides with the natural analytic structure on \( \hat{\varphi}^0_W \).

**Remark 1.1.10.** The conjecture holds when \( D \) is Hermitian (see Remark 1.1.7).

**Remark 1.1.11.** (The conjecture holds when \( \dim \varphi = 1 \)). In the case that \( \varphi = \Phi(B) \) is one-dimensional, the conjecture is a consequence of non-trivial results of Sommese [Som73] and Cattani-Deligne-Kaplan [CDK95]. We note that a key ingredient in Sommese’s argument, the Siegel property, fails\(^4\) in general for higher dimensional bases. This illustrates one of the challenges of passing from the one-variable case to multiple variables.

Our first result (see §3.1) is the two dimensional version of the above conjecture.

**Theorem 1.1.12.** If \( \dim B = 2 \) and \( \Phi : B \to \Gamma \backslash D \) satisfies local Torelli, Conjecture 1.1.9 holds.

Moving on to the general case, we introduce in §2.4 the augmented Hodge line bundle \( \Lambda \) living on \( B \) (aka Griffiths’ bundle) and the extended augmented Hodge bundle \( \Lambda_e \) living on \( \overline{B} \). The extended Hodge bundle descends to \( \hat{\varphi}^0 \).

**Theorem 1.1.13** ([GGR22]). For some \( m \geq 1 \), the line bundle \( \Lambda^m_e \) on \( \overline{B} \) descends to a line bundle on \( \hat{\varphi}^0 \).

**Remark 1.1.14.** In the case that \( \Gamma \) is neat, we may take \( m = 1 \) in the theorem, cf.[GGR22].

For notational simplicity, we will drop the index \( m \) – that is, we assume \( m = 1 \) – and work with \( \Lambda_e \). We note, however, that the arguments that follow all apply to the general case, with \( \Lambda^{\otimes m} \) in place of \( \Lambda_e \).

A priori, \( \Lambda_e \to \hat{\varphi}^0 \) is a topological line bundle with the property that its restrictions to the analytic strata \( \hat{\varphi}^0_W \subset \hat{\varphi}^0 \) are holomorphic. However, if Conjecture 1.1.9 holds, then

\(^4\)An explicit example of this was given in an earlier version of our paper, which is available on arXiv.
\( \Lambda_e \to \varphi^0 \) naturally admits the structure of a holomorphic line bundle that is compatible with the existing holomorphic structure of \( \Lambda_e|_{\mathcal{W}_0} \). With these preliminaries, we can state our main result, the conditional (on Conjecture 1.1.9) algebraicity of the compactified \( \varphi^0 \).

**Theorem 1.1.15.** Assume that the differential of \( \Phi: B \to \Gamma \setminus D \) is generically injective, and that Conjecture 1.1.9 holds. Then \( \Lambda_e \to \varphi^0 \) is ample.

**Remark 1.1.16.** The assumption that the differential of \( \Phi \) is generically injective is natural, and for us the fundamental case. Namely, we are interested in completing \( \varphi = \Phi(B) \). Thus, if needed, we could replace \( B \) and \( \overline{B} \) by a suitable log resolution of a compactification of \( \varphi \).

**Remark 1.1.17.** The algebraic structure given by Theorem 1.1.15 is compatible with the algebraic structure (on strata) coming from [BBT18]. Specifically, if one can show that \( \Lambda_e \) is semi-ample on \( \overline{B} \), then \( \overline{\varphi} = \text{Proj}R(\overline{B}, \Lambda_e) \) is a projective compactification of \( \varphi \), and we have a commutative diagram

\[
\begin{array}{ccc}
\overline{B} & \xrightarrow{\varphi^0} & \varphi^0 \\
\Phi^0 & & \text{Proj}R(\overline{B}, \Lambda_e) & \xrightarrow{\varphi^0} \\
\end{array}
\]

relating the various spaces arising in our paper.

The proof of Theorem 1.1.15 is in spirit analogous to the one used by Kodaira to show that over a compact, complex manifold a line bundle with positive Chern class in the differential-geometric sense is ample. The argument depends on some rather subtle properties of the Chern form \( c_1(\Lambda) \) that are discussed in §1.2 below. We note that the discussion of Chern forms is perhaps more general than strictly needed here. However, we choose to include it as it might be of independent interest, and in fact it was already used in some other work (e.g. [GG20]).

### 1.2. Properties of the Chern forms.

Let \( \text{Gr}^p\mathcal{F} = \mathcal{F}^p/\mathcal{F}^{p+1} \to B \) denote the quotient Hodge bundles. The polarization induces Hermitian forms on these bundles. Let \( c_r(\text{Gr}^p\mathcal{F}) \in A^{r,r}(B) \) denote the Chern forms (with \( A^{r,r} \) being the sheaf of smooth \((r,r)\)-forms). Assuming (as we may by passing to the proper extension of the period map) that all monodromy logarithms \( N_i \neq 0 \), these forms do not have smooth extensions to any larger
open set $B \subset B' \subset \overline{B}$. However, they do define currents on $\overline{B}$ (cf. [CKS86, (5.23)]). Using these currents and some subtle properties satisfied by them allows us to argue essentially as in the smooth case (i.e. when $B = \overline{B}$).

We let $c_r(\text{Gr}^p F_e)$ denote these currents. The notation is justified by the fact that Cattani–Kaplan–Schmid [CKS86] showed that the first Chern form/current $c_1(\text{Gr}^p F_e)$ computes the first Chern class of the extension $\text{Gr}^p F_e = F^p_e/F^p_{e-1}$ to $\overline{B}$. Subsequently, Kollár [Kol87, Theorem 5.20] generalized this statement to all the Chern forms.

One point that is new here is that the currents $c_r(\text{Gr}^p F_e)$ may be thought of as admitting well-defined restrictions to smooth forms on the strata $Z^*_I$ of the boundary $\overline{B} \setminus B$. This is made precise in Theorem 1.2.2 below. It is an interesting corollary that we can multiply the Chern forms (Remark 1.2.4).

To explain our result, we recall that the period maps on strata (see (2.1.1)) endow the strata $Z^*_I$ with Hodge vector bundles $F^p_I$, and the polarizations induce Hermitian metrics on the quotient bundles

$$\text{Gr}^p F_I = F^p_I/F^{p+1}_I \to Z^*_I.$$ 

Let $c_r(\text{Gr}^p F_I) \in A^{r,r}(Z^*_I)$ denote the Chern forms. With these notations, Theorem 1.2.2 says informally that the current $c_r(\text{Gr}^p F_e)$ has a well-defined restriction to $Z^*_I$, where it agrees with $c_r(\text{Gr}^p F_I)$; we express this as

$$c_r(\text{Gr}^p F_e)|_{Z^*_I} = c_r(\text{Gr}^p F_I).$$

For the precise statement, reordering the indices if necessary, we assume that $I = \{1, \ldots, k\}$. Every point $b \in Z^*_I$ admits a local coordinate chart $(t, w) : \Omega \to \Delta^k \times \Delta^\ell$ so that $Z_I \cap \Omega = \{t_i = 0\}$ (with $\Delta \subset \mathbb{C}$ the unit disc). In particular, $Z^*_I \cap \Omega = \{t_1, \ldots, t_k = 0\}$. Let

$$c_r(\text{Gr}^p F)|_{\Omega} = \sum_{|A| + |C| = r} f^p_{A,B,C,D} \, dw_A \wedge d\bar{w}_B \wedge dt_C \wedge d\bar{t}_D$$

be the local coordinate expression over $\Omega = B \cap \overline{\Omega}$, and let

$$(1.2.1) \quad \varrho_r(\text{Gr}^p F) = \sum_{|A|,|B|=r} f^p_{A,B} \, dw_A \wedge d\bar{w}_B$$

There is a choice of polarization on the strata; while the Hermitian metric depends on this choice, the Chern form does not (Remark 4.2.5).
be the part of this expression involving only the \(dw\) and \(d\bar{w}'s\). Equivalently, the interior products
\[i_{\partial_w/\partial t_i} g_r(\Gr^p F) \text{ and } i_{\partial_{\bar{w}}/\partial \bar{t}_i} g_r(\Gr^p F)\]
vanish, and
\[g_r(\Gr^p F) \equiv c_r(\Gr^p F)|_U \mod dt_i, \ d\bar{t}_i.\]

While \(c_r(\Gr^p F)|_U\) does not extend to a smooth form on \(\overline{U}\), the form \(g_r(\Gr^p F)\) does.

**Theorem 1.2.2.** The form \(g_r(\Gr^p F) \in \mathcal{A}^{r,r}(\Omega)\) extends to a smooth well-defined form
\[g_1(\Gr^p F_e) \in \mathcal{A}^{r,r}(\overline{\Omega}),\]
and
\[g_r(\Gr^p F_e)|_{Z_I \cap \Omega} = c_r(\Gr^p F_I)|_{Z_I \cap \Omega}.\]

The theorem will follow from
\[(1.2.3) \quad \lim_{t_1, \ldots, t_k \to 0} g_r(\Gr^p F) = c_r(\Gr^p F_I)|_{Z_I \cap \Omega},\]
which is a special case of (4.1.4). The existence of the limit and the equality is established in §4 by a significant elaboration of the arguments in [CKS86, §5] and [Kol87, §5]. Note that the definition (1.2.1) of \(g_r(\Gr^p F_e)\) does depend on the choice of coordinates \((t, w)\). However, the right-hand side of (1.2.3) is independent of any coordinate choice.

**Remark 1.2.4.** In general it is not possible to make sense of the wedge product of two currents. Theorem 1.2.2 implies that the Chern forms are an exception: we have a well-defined notion of the wedge product amongst the various \(c_r(\Gr^p F)\) on \(\overline{B}\) that is compatible with cup product in cohomology.

Let \(\Lambda_I = \det(F_I^n) \otimes \det(F_I^{n-1}) \otimes \cdots \otimes \det(F_I^{[n+1]/2}]\), be the (augmented) Hodge line bundle over \(Z^*_I\). Let \(g_1(\Lambda) \in \mathcal{A}^{1,1}(\Omega)\) be the obvious analog of (1.2.1) for the Chern form \(c_1(\Lambda) \in \mathcal{A}^{1,1}(B)\) of the Hodge line bundle.

**Corollary 1.2.5.** The form \(g_1(\Lambda) \in \mathcal{A}^{1,1}(\Omega)\) extends to a smooth well-defined form \(g_r(\Lambda_e) \in \mathcal{A}^{1,1}(\overline{\Omega})\), and
\[g_1(\Lambda_e)|_{Z_I \cap \Omega} = c_1(\Lambda_I)|_{Z_I \cap \Omega}.\]
Informally, this means that the current \(c_1(\Lambda_e)\) admits a well-defined restriction to \(Z^*_I\) where it coincides with the Chern form \(c_1(\Lambda_I)\).
Our primary applications of Corollary 1.2.5 are (1.2.6) and Corollary 1.2.7 below (see also [GG20] for some further applications). Namely, let \( C \subset \overline{B} \) be an irreducible curve, then it follows

\[
\int_C c_1(\Lambda_e) = \deg (\Lambda_e|_C) \geq 0,
\]

and equality holds if and only if \( \Phi^0(C) \) is a point. Keeping the positivity (2.4.5) in mind, Theorem 1.1.13 and Corollary 1.2.5, yield

**Corollary 1.2.7.** Assume that Conjecture 1.1.9 holds. Then \( \Lambda_e \to \varphi^0 \) is strictly nef.

2. Completion of \( \varphi \) and Extended Hodge Bundles.

Throughout the paper, we are in the set-up considered in the introduction; the standard set-up of degeneration of Hodge structure. Namely, we fix a period map \( \Phi \) as in (1.1.1), and a simple normal crossing compactification \( B \subset \overline{B} \) of the base satisfying additionally that the local monodromies around the boundary divisors are unipotent. As before, let \( \varphi = \Phi(B) \) be the image of period map.

In this review section, we discuss the relative (to \( \overline{B} \)) completion \( \varphi^0 \) and its Stein factorization cover \( \varphi^0 \to \overline{\varphi}^0 \). It is a consequence of the theory of degenerations of Hodge structure (esp. [CKS86]) that \( \overline{\varphi}^0 \) (and similarly \( \varphi^0 \)) is a stratified topological space with the strata \( \varphi^0_W \) being again images of period maps. The ultimate goal of our study is to show that \( \overline{\varphi}^0 \) has an algebraic structure and that \( \Phi \) extends to an algebraic morphism \( \Phi^0 \) (1.1.5). In this direction, we review the augmented Hodge bundle \( \Lambda \) on \( B \) and its extension \( \Lambda_e \) on \( B \).

It was known since the seventies, that \( \Lambda \) satisfies strong positivity properties on \( \varphi \). More recently, Bakker–Brunebarbe–Tsimerman [BBT18] proved that \( \varphi \) is indeed quasi-projective (using \( o \)-minimality theory) and (that the descent of) \( \Lambda \) is ample on \( \varphi \) (using positivity arguments). Similarly, the strata \( \varphi^0_W \) (and \( \varphi^0_W \)) occurring in the construction of \( \overline{\varphi}^0 \) (and \( \varphi^0 \) respectively) are themselves quasi-projective (cf. discussion following (2.4.5)). Our goal is to glue all these pieces together into an projective variety \( \overline{\varphi}^0 \) (cf. Conjecture 1.1.6). A first step in this direction is to show that (a power of) \( \Lambda_e \) descends to a line bundle on \( \varphi^0 \). The descent property is a consequence of the analysis undertaken in [GGR22] of the asymptotic behavior of the period map \( \Phi \) in a neighborhood of a \( \Phi^0 \)-fibre. In that work it is essential
that those fibres are both compact and connected. In particular, the results there do not yield descent to $\mathcal{P}^0$.

This section is complemented by Section A of the Appendix, where we collect the more technical aspects of the asymptotics of the period maps. Those are particularly relevant later on when we discuss the properties of the Chern forms.

2.1. **Stratified, set theoretic completion of $\Phi$.** With notations as above, we let $Z = \overline{B} \setminus B$ be the boundary divisor, and we denote by $Z_i$ the irreducible components of $Z$, and define

$$Z_I := \bigcap_{i \in I} Z_i.$$ 

This in turn defines a stratification of $\overline{B}$ by setting

$$Z_I^* := Z_I \setminus \left( \cup_{|J| > |I|} Z_J \right),$$

the open strata obtained by removing from $Z_I$ the lower dimensional sub-strata. By convention, the top stratum $Z^*_\emptyset$ corresponds to $B$, i.e. $Z^*_\emptyset = B$.

It is a consequence of the nilpotent orbit theorem [Sch73] that over each open stratum $Z_I^*$ we have a variation of nilpotent orbits. Passing to the “associated weight-graded quotient” we obtain period mappings

$$(2.1.1) \quad \Phi^0_I : Z_I^* \to \Gamma_I \setminus D_I^0,$$

(see §A.2 for further details). In [Gri70b] it is proved that period maps can be extended to proper holomorphic maps; simply, we can assume that $B \subset \overline{B}$ is extended to contain all the strata $Z_{\{i\}}^*$ with trivial monodromy. The same idea can be used to patch together the period maps $\Phi^0_I$ on strata to obtain proper holomorphic maps. Namely, along each strata $Z_I^*$ there is a well-defined $\Gamma$–congruence class of weight filtrations $[W^I]$. If we define

$$Z_W = \bigcup_{[W^I]=W} Z_I^*,$$

then the maps (2.1.1) with $Z_I^* \subset Z_W$ define a proper holomorphic map

$$\Phi^0_W : Z_W \to \Gamma_W \setminus D_W^0.$$
On any given substrata $Z_i^* \subset Z_W$, we have a commutative diagram

\[
\begin{array}{ccc}
Z_i^* & \xrightarrow{\phi_i^0} & \Gamma_I \setminus D_I^0 \\
\downarrow & & \downarrow \\
Z_W & \xrightarrow{\phi_W^0} & \Gamma_W \setminus D_W^0,
\end{array}
\]

and the fibres of $\Phi_i^0(Z_i^*) \to \Phi_W^0(Z_i^*)$ are finite. The properness of $\Phi_W^0$ implies that

\[
\phi_W^0 := \Phi_W^0(Z_W) \subset \Gamma_W \setminus D_W
\]

is a complex analytic variety. We refer to [GGR22, §2.3] for further details and discussion.

Glueing everything together, we obtain

\[
\psi^0 := \bigcup_W \phi_W^0
\]

and a set-theoretical extension

\[
\Phi^0 : \mathcal{B} \to \psi^0,
\]

of the period map $\Phi : B \to \psi$ by setting $\Phi^0|_{Z_W} := \Phi_W^0$. By construction, when restricting to the strata $Z_W$, we are in the analytic category and the morphisms are proper holomorphic. See [GGR22, §2.4] for further details and discussion.

2.2. The Stein factorization $\psi^0 \to \psi^0$. As already noted, it is important in our arguments to work with period maps with connected fibers. As usual, this can achieved by passing to the Stein factorization (e.g. see [GR84])

\[
\begin{array}{ccc}
B & \xrightarrow{\Phi} & \hat{\psi} \\
\downarrow_{\hat{\Phi}} & & \downarrow_{\psi} \\
\hat{\psi} & \xrightarrow{\alpha} & \psi
\end{array}
\]

of $\Phi$, which was previously arranged to be proper. Here $\hat{\psi} = \hat{\Phi}(B)$ is a normal complex analytic variety, the fibres of $\hat{\Phi} : B \to \hat{\psi}$ are connected, while those of $\hat{\psi} \to \psi$ are finite. Similarly, for each $Z_W$ stratum, we consider the corresponding Stein factorizations

\[
\begin{array}{ccc}
Z_W & \xrightarrow{\phi_W^0} & \hat{\psi}_W^0 \\
\downarrow_{\phi_W^0} & & \downarrow_{\psi_W^0} \\
\hat{\psi}_W^0 & \xrightarrow{\alpha_W} & \psi_W^0
\end{array}
\]
of $\Phi^0_W$. Again, the $\hat{\wp}_W^0$ are normal complex analytic varieties, the fibres of $\hat{\Phi}^0_W : Z_W \to \hat{\wp}_W^0$ are connected, and the fibres of $\hat{\wp}_W^0 \to \wp_W^0$ are finite. Taking the union

$$\wp^0 := \bigcup_W \wp_W^0$$

and

we obtain set-theoretically the extension

$$\hat{\Phi}^0 : B \to \wp^0,$$

of the map $\hat{\Phi} : B \to \wp$, also defined strata-wise by (2.2.2). This yields a “Stein factorization”

(2.2.3)

$$B \xrightarrow{\Phi^0} \wp^0 \xrightarrow{\wp^0} \wp^0,$$

of the extended period map $\Phi^0 : B \to \wp^0$. By construction the map $\wp^0 \to \wp^0$ is finite, and the restriction to strata are honest Stein factorizations. See [GGR22, §2.5] for further details and discussion.

2.3. Topological completions. The asymptotic behavior of the period maps guarantees the fact both $\wp^0$ and $\wp^0$ admit a compact Hausdorff topology with the following properties:

(i) $\wp \subset \wp^0$ and $\wp \subset \wp^0$ are dense open subsets;

(ii) the induced subspace topology on $\wp_W^0$ and $\wp_W^0$ coincides with the topology on these spaces as complex analytic varieties;

(iii) the maps in (2.2.3) are all continuous and proper.

The assertions (i) and (ii) above are established for $\wp^0$ in [GGR22, Proposition 2.25]; the argument there applies in a straightforward manner to $\wp^0$; and (iii) is immediate.

The topological space $\wp^0$ is our proposed SBB type compactification for general images of period maps. We expect $\wp^0$ to be an analytic space, and even algebraic (Conjecture 1.1.6). Here, we only note that the cover $\wp^0$ is more amenable to analysis. For instance, assuming $\wp^0$ has an analytic structure (Conjecture 1.1.9), then $\wp^0$ is automatically normal, while of course $\wp^0$ (and even $\wp$) does not need to be so. Our general strategy is to study $\wp^0$ and then use descent techniques (such as those of [Kol12]) to get a hold on $\wp^0$. 
2.4. **Hodge vector bundles.** The algebraicity of period maps is a consequence of strong positivity properties of Hodge bundles. Here, we review the basic set-up as relevant to us. To start, let

\[ \mathcal{F}^n \subset \mathcal{F}^{n-1} \subset \cdots \subset \mathcal{F}^1 \subset \mathcal{F}^0 \]

denote the Hodge vector bundles over \( B \). Under the assumption that the local monodromies around the branches \( Z_i \) of \( Z \) are unipotent with logarithms \( N_i \), it is well known ([CKS86] and [PS08]) that there are canonical extensions

\[ \mathcal{F}_e^n \subset \mathcal{F}_e^{n-1} \subset \cdots \subset \mathcal{F}_e^1 \subset \mathcal{F}_e^0 \]

of the Hodge vector bundles to \( \overline{B} \).

**Definition 2.4.1.** The (augmented) Hodge line bundle\(^6\) (HLB) over \( B \) is

\[
\Lambda = \det(\mathcal{F}^n) \otimes \det(\mathcal{F}^{n-1}) \otimes \cdots \otimes \det(\mathcal{F}^{[n+1)/2]}),
\]

and its extension to \( \overline{B} \) is denoted

\[
\Lambda_e = \det(\mathcal{F}_e^n) \otimes \det(\mathcal{F}_e^{n-1}) \otimes \cdots \otimes \det(\mathcal{F}_e^{[n+1)/2]}).
\]

**Remark 2.4.4.** The Hodge bundle (i.e. \( \det(\mathcal{F}^n) \)) is more familiar in moduli theory. For VHS of weight 1 or 2, there is no difference between the augmented Hodge bundle and the Hodge bundle (compare Remark 1.1.8).

The key standard fact about the augmented Hodge bundle is that the Chern form \( c_1(\Lambda) \) is semi-positive. In fact, given \( \xi \in TB \) we have

\[
(2.4.5a) \quad c_1(\Lambda)(\xi, \xi) = \|\Phi_*(\xi)\|^2,
\]

cf. [Gri70b, (7.15)]. Note that \( c_1(\Lambda) \) is positive on on \( B \) if and only if \( \Phi_* \) is everywhere injective. Similarly, for each boundary stratum, we have

\[
(2.4.5b) \quad c_1(\Lambda_I)(\xi, \xi) = \|(\Phi_I^0)_*(\xi)\|^2,
\]

for all \( \xi \in TZ_I^* \).

\(^6\)For consistency with the existing literature, we point out that in [BBT18] the Hodge line bundle is called Griffiths bundle.
These positivity properties of $\Lambda$ (and $\Lambda_e$) have strong consequences. In particular, Bakker–Brunebarbe–Tsimerman [BBT18, §5] proved that $\Lambda$ descends to an ample line bundle on the image of the period map $\varphi$. Similarly, the restrictions of $\Lambda_e$ to the strata $Z_W$ will descend to ample line bundles on the strata $\varphi^0_W$. Now, if we would know that $\Lambda_e$ is semi-ample, then we could define a closure of the image of the period map by $\overline{\varphi} := \text{Proj}R(\overline{B}, \Lambda_e)$, and this space would fit in the diagram (1.1.18) mentioned in the introduction. For now, we only note that the extended Hodge bundle $\Lambda_e$ descends to a (topological) line bundle on $\varphi^0$. This is a consequence of [GGR22] which analyzes the behavior of period maps in a neighborhood of a fiber.

**Theorem 2.4.6.** The line bundles $\text{det}(\mathcal{F}_e^p)^{m_p} \to \overline{B}$ are trivial on the connected fibres of $\hat{\Phi}^0$, for some $m_p \geq 1$, and descend to lines bundle on $\varphi^0$.

*Proof.* Let $A \subset \overline{B}$ be a fibre of $\hat{\Phi}^0$. The theorem is a corollary of [GGR22, Theorem 3.12] which asserts that the point $\hat{\Phi}^0(A) \in \varphi^0$ admits a neighborhood $\hat{O} \subset \varphi^0$ with the property that $\text{det}(\mathcal{F}_e^p)^{m_p}$ is trivial over $\overline{O} = (\hat{\Phi}^0)^{-1}(\hat{O}) \subset \overline{B}$, for some $m_p = m_p(\hat{O}) \geq 1$. Since $\varphi^0$ is compact, we may choose $m_p(\hat{O})$ independent of the neighborhood. \hfill $\square$

Theorem 2.4.6 immediately yields

**Corollary 2.4.7.** The line bundle $\Lambda_e^m \to \overline{B}$ is trivial on the connected fibres of $\hat{\Phi}^0$, for some $m \geq 1$, and descends to a line bundle on $\varphi^0$.

**Remark 2.4.8.** If $\Gamma$ is neat, we may take $m, m_p = 1$. We will assume this is the case from this point on to reduce notational clutter. The reader who does not which to make this assumption may simply replace all instances of $\Lambda_e \to \varphi^0$ with $\Lambda_e^m \to \varphi^0$ without compromising the arguments that follow.

**3. Proofs of the algebraicity results**

The technical core of the paper is Section 4, where new properties of the Chern forms (applying to the compact $\overline{B}$) are established. Here, assuming those results (as stated in §1.2

---

7We expect to have an appropriate descent also to $\overline{\varphi^0}$, however our argument depends on the connectedness of the fibers of the period map, which is true only for $\varphi^0$.  

of the introduction), we prove the main Theorem 1.1.15. As a warm-up, we discuss the two dimensional case (Theorem 1.1.12), which follows by elementary consideration (from the positivity of Hodge bundle), illustrating nonetheless some of the special properties satisfied by images of period maps.

3.1. The case that $B$ is a surface. In this subsection, we assume $\dim B = 2$ and that $\Phi_*$ is one-to-one on $B$.

Since $\dim B = 2$, the boundary divisors $Z_i$ are smooth, irreducible curves meeting transversally. The extended period map $\Phi^0$ (cf. (1.1.5)) maps $Z_i$ to either a point or a curve. Let

$$Z' := \sum_{\Phi^0(Z_i) = \text{pt}} Z_i = \sum_{i=1}^{m} Z_i$$

be the union of those $Z_i$ that are mapped to a point.

**Lemma 3.1.1.** The intersection matrix $\|Z_i \cdot Z_j\|_{i,j=1}^m$ is negative definite.

**Proof.** By Theorem 1.2.2, the current $c_1(\Lambda_e)$ represents the Chern class of the augmented Hodge line bundle $\Lambda_e \to \overline{B}$. It follows from (2.4.5) that

- $c_1(\Lambda_e) \geq 0$, and
- $c_1(\Lambda_e)|_{Z_i} = 0$, for $i = 1, \ldots, m$, so that $\Lambda_e \cdot Z_i = 0$.

Additionally, the assumption that $\Phi_*$ is one-to-one implies that $c_1(\Lambda_e)^2 > 0$. It follows that $\Lambda_e$ lies in the positive cone in $\text{Pic}(\overline{B})$. We now infer the lemma from the Hodge index theorem. \qed

**Proof of Theorem 1.1.12.** Given the lemma, a result of Grauert [Gra62] asserts that $Z'$ may be contracted to normal singular points on a complex analytic space $Y$. \qed

**Remark 3.1.2.** In the classical case that the Mumford–Tate domain is Hermitian symmetric, the SBB compactification $\Gamma \backslash D^*$ of $\Gamma \backslash D$ is a normal projective variety. Borel’s extension theorem yields the morphism $\Phi^0 : \overline{B} \to (\Gamma \backslash D)^*$. By hypothesis this morphism contracts $Z'$ to a set of points. Lemma 3.1.1 then follows from a result of Mumford [Mum61].
3.2. Sufficient conditions for semiample.

**Theorem 3.2.1.** Suppose that $c_1(\Lambda)$ is positive on $B$, and that $0 \leq -K_B \cdot C$ whenever $\Phi^0$ collapses the curve $C \subset B$ to a point. If the effective cone of 1-cycles $\text{Eff}^1(B)$ is finitely generated,\(^8\) then $\Lambda_e \to B$ is semiample.

*Proof.* Suppose that $c_1(\Lambda_e)$ is positive on $B$ (equivalently, $\Phi_e$ is everywhere injective by (2.4.5)), and that $0 \leq -K_B \cdot C$ whenever $\Phi^0(C)$ is a point. In order to apply the base point free theorem [KM98] to show that $\Lambda_e \to B$ is free we need to show that

(i) $m\Lambda_e - K_B$ is nef for $m \gg 0$, and
(ii) $m\Lambda_e - K_B$ is big for $m \gg 0$.

We begin with nef. If $\Phi^0(C)$ is a point, then $(m\Lambda_e - K_B) \cdot C = -K_B \cdot C \geq 0$ by assumption. Suppose that $\Phi^0(C)$ is a curve. Then (1.2.6) and Theorem 1.2.2 imply $(m\Lambda_e - K_B) \cdot C > 0$ for $m \geq m_0(C)$. The hypothesis that $\text{Eff}^1(B)$ is finitely generated allows to choose $m_0 \geq m_0(C)$ for all curves $C$ (that are not contracted by $\Phi^0$). This establishes (i).

To prove bigness, Theorem 3.2.3 (Demailly–Siu solution of the Grauert–Riemenschneider Conjecture) asserts that it suffices to show that at some point $b \in B$ we have $c_1(m\Lambda_e - K_B)^d > 0$ for $m \gg 0$ and with $d = \text{dim} B$. This follows from our assumption on the positivity of $c_1(\Lambda_e)$. \(\square\)

**Remark 3.2.2.** In [GGR21a] it is conjectured that under suitable local Torelli-type assumptions there exist integers $0 \leq a_i \in \mathbb{Z}$ and $m_0$ so that $m\Lambda_e - \sum a_i[Z_i]$ is ample for $m \geq m_0$. And it is shown that the conjecture holds in two cases: when $Z = Z_1$ is irreducible; and when $\text{dim} B = 2$.

**Theorem 3.2.3** (Demailly [Dem85], Siu [Siu84, Siu85]). Let $L \to X$ be a line bundle on a compact complex manifold of dimension $d$. Suppose $L$ admits a smooth Hermitian metric with the property that the Chern form $\omega$ is non-negative ($\omega \geq 0$) everywhere, and there exists a point $x \in X$ at which $\omega^d > 0$. Then $L$ is big.

\(^8\)We anticipate that this hypothesis can be removed.
3.3. **Proof of ampleness of extended augmented Hodge line bundle.** The goal of this section is to prove Theorem 1.1.15 provided that \( \hat{\wp} \) admits the analytic structure of Conjecture 1.1.9. Specifically, we show that the augmented Hodge line bundle \( \Lambda_e \to \hat{\wp} \) of Corollary 2.4.7 is ample. With some important differences to be explained below, the argument will follow the overall strategy, and use a number of the technical points, of the proof of [BBT18, Theorem 1.1]. Our new ingredient is the properties of the Chern form \( c_1(\Lambda_e) \) that are outlined in §1.2.

3.3.1. **Ample line bundles.** We briefly review the relevant notions of positivity for our situation. Throughout, we work with line bundles \( L \to X \) over (possibly non-reduced) compact analytic varieties.

**Definition 3.3.1.** The line bundle \( L \to X \) is:

- **ample** if for every coherent sheaf \( \mathcal{F} \to X \) there exists \( m_o(\mathcal{F}) \) so that \( H^q(X, \mathcal{F} \otimes L^m) = 0 \) for all \( q > 0 \) and \( m \geq m_o(\mathcal{F}) \);
- **semi-ample** if there exists \( 0 < m \in \mathbb{Z} \) so that the restriction \( H^0(X, L^m) \to L^m_x \) is surjective for all \( x \in X \);
- **big** if \( h^0(X, L^m) = Cm^d + \cdots \) for some \( C > 0 \) and where \( d = \dim X \) (here we assume \( X \) is irreducible);
- **strictly nef** if for any curve \( C \subset X \) we have \( \deg(L|_{C_{\text{red}}}) > 0 \).

We make the following observation.

**Lemma 3.3.2.** If \( L \to X \) is semi-ample and strictly nef, then \( L \to X \) is ample.

**Proof.** For \( m \gg 0 \) the complete linear system \( |mL| \) induces a morphism \( \psi : X \to \mathbb{P}^N \) so that \( \psi^*(\mathcal{O}_{\mathbb{P}^N}(1)) = L^m \). It follows that no curve \( C \subset X \) is contracted to a 0-dimensional subscheme of \( \mathbb{P}^N \). So \( \psi \) is a finite map. Using the Leray spectral sequence one may infer that \( L \to X \) is ample. \( \Box \)

3.3.2. **Proof of Theorem 1.1.15.** Assuming \( \hat{\wp} \) is a compact analytic variety, we want to show that \( \Lambda_e \to \hat{\wp} \) is ample. By Lemma 3.3.2 it suffices to show that \( \Lambda_e \to \hat{\wp} \) is both semi-ample and strictly nef. Corollary 1.2.7 establishes that \( \Lambda_e \) is strictly nef on \( \hat{\wp} \). It
remains to establish the semi-ampleness of \( \Lambda_e \) by producing enough sections. The general principle is that the positivity properties of the Hodge bundle lead to big line bundles, and thus many sections. We combine this with an inductive argument to obtain the conclusion.

**Step 1: reduced.** We may assume that \( \hat{\mathcal{P}}_0 \) is reduced, cf. Step 1 of [BBT18, pp. 26].

**Step 2: big.** Assuming \( \hat{\mathcal{P}}_0 \) is reduced, the line bundle \( \Lambda_e \to \hat{\mathcal{P}}_0 \) is big. This is a consequence of positivity of Hodge bundles; a similar argument is given in [BBT18, Lemma 6.4]. Take a desingularization \( \pi : \hat{\mathcal{P}}^0 \to \hat{\mathcal{P}}_0 \). Then the first Chern class of the pullback \( \pi^*(\Lambda_e) \to \hat{\mathcal{P}}^0 \) is represented by a pseudoeffective \((1,1)\)-current by [Kol87, Theorem 5.20]. The line bundle \( \pi^*(c_1(\Lambda_e)) \) is big if and only if

\[
0 < \int_{\hat{\mathcal{P}}^0} \pi^*(c_1(\Lambda_e))^\delta, \quad \delta = \dim \hat{\mathcal{P}} ,
\]

by [Bou02, Theorem 1.2], and this inequality may be inferred from §1.2.

**Step 3: semi-ample.** To show that \( \Lambda_e \to \hat{\mathcal{P}}^0 \) is semi-ample we have to produce sections. As in the proof of [BBT18, Theorem 6.2], this is done by induction on dimension. For this we need to produce a \( Y \subset |m\Lambda_e| \). By the inductive step \( \Lambda_e \to Y \) is semi-ample. Fujita vanishing yields a short-exact sequence

\[
H^0(\hat{\mathcal{P}}^0, m\Lambda_e) \to H^0(Y, m\Lambda_e) \to 0.
\]

Thus sections of \( m\Lambda_e \to \hat{\mathcal{P}}^0 \) span the fibres of \( \Lambda_e \to Y \). Since \( Y = \{s = 0\} \) for some \( s \in H^0(\hat{\mathcal{P}}^0, m\Lambda_e) \), we have \( s(x) \neq 0 \) for any \( x \notin Y \).

4. **Asymptotic behavior of Chern forms**

In this section we give a proof of Theorem 1.2.2 by establishing the limit (4.1.4) (of which (1.2.3) is a special case).

4.1. **Formulation of the result.** Associated to the bundles \( \text{Gr}^pF_I \to Z^*_I \) are principal bundles with fiber group

\[
\mathcal{H}^p_I = \prod_{q=0}^{p} \text{Aut}(H^{p-q,0}_I(-q)) \times \prod_{q=p+1}^{n} \text{Aut}(H^{0,q-p}_I(-p)) = \prod_{q=0}^{n} \text{GL}(h^{p,q}_I, \mathbb{C}) .
\]
(This discussion includes \( \text{Gr}^p \mathcal{F} \rightarrow B \) with \( I = \emptyset \).) Let
\[
\mathfrak{h}_I^p = \bigoplus_{q=0}^p \text{End}(H_I^{p-q,0}(-q)) \oplus \bigoplus_{q=p+1}^n \text{End}(H_I^{0,q-p}(-p)) = \bigoplus_{q=0}^n \text{Mat}(h_I^{p,q}, \mathbb{C})
\]
denote the Lie algebra of \( \mathcal{H}_I^p \); here \( \text{Mat}(h, \mathbb{C}) \) is the algebra of \( h \times h \) complex matrices. Let \( \mathbb{C}[\mathfrak{h}_I^p] \) be the algebra of \( \mathbb{C} \)-polynomials on \( \mathfrak{h}_I^p \), and let
\[
\mathfrak{P}_I^p = \mathbb{C}[\mathfrak{h}_I^p] \mathcal{H}_I^p := \{ P \in \mathbb{C}[\mathfrak{h}_I^p] : P(X) = P(\text{Ad}_g(X)) \forall X \in \mathfrak{h}_I^p, g \in \mathcal{H}_I^p \}
\]
be the subalgebra of polynomials that are invariant under the induced action of \( \text{Ad}(\mathcal{H}_I^p) \). A polarization of the variation of Hodge structure \( \Phi^0_0 : Z^*_I \rightarrow \Gamma_I \setminus \mathcal{D}^0_I \) induces a Hodge metric \( h_I^p \) on \( \text{Gr}^p \mathcal{F}_I \rightarrow Z^*_I \). Let \( \Theta_I^p \) denote the associated curvature form. We have the Chern–Weil homomorphism \( \mathfrak{P}_I^p \rightarrow H^*(Z^*_I, \mathbb{C}) \) mapping \( P \mapsto [P(\Theta_I^p)] \).

The extended Hodge bundles \( \mathcal{F}_I^p \rightarrow \overline{B} \) induce
\[
(4.1.1) \quad \mathcal{H}_J^p \hookrightarrow \mathcal{H}_I^p \quad \text{for all } \quad I \subset J,
\]
(cf. §4.2.2) so that \( \mathfrak{P}_I^p \subset \mathfrak{P}_J^p \) for all \( I \subset J \). Keeping in mind that \( B = Z^*_0 \), we write \( \text{Gr}^p \mathcal{F} = \text{Gr}_0^p \mathcal{F} \), \( \mathfrak{P}^p = \mathfrak{P}_0^p \) and \( \Theta^p = \Theta_0^p \). With this notation we have
\[
\mathfrak{P}^p \subset \mathfrak{P}_I^p \quad \text{for all } \quad I.
\]

Fix \( P \in \mathfrak{P}^p \). Without loss of generality \( P \) is a homogeneous polynomial of degree \( r \) so that \( P(\Theta^p) \in \mathcal{A}^{r,r}(B) \). Reordering the indices if necessary, we assume that \( I = \{1, \ldots, k\} \). Every point \( b \in Z^*_I \) admits a local coordinate chart \( (t, w) : \mathbb{T} \rightarrow \Delta^k \times \Delta^\ell \) so that \( Z_i \cap \mathbb{T} = \{t_i = 0\} \). In particular, \( Z^*_I \cap \overline{\mathbb{T}} = \{t_1, \ldots, t_k = 0\} \). Let
\[
P(\Theta^p)|_{\mathbb{U}} = \sum_{|A| + |C| = r} f^p_{\ell,A,B,C,D} dw_A \wedge d\bar{w}_B \wedge dt_C \wedge d\bar{t}_D
\]
be the local coordinate expression over \( \mathbb{U} = B \cap \overline{\mathbb{T}} \), and let
\[
(4.1.2) \quad \varrho = \sum_{|A|,|B|=r} f^p_{\ell,A,B} dw_A \wedge d\bar{w}_B
\]
be the part of this expression involving only the \( dw \) and \( d\bar{w} \)'s. Equivalently, the interior products \( i_{\partial/\partial t_i} \varrho \) and \( i_{\partial/\partial \bar{t}_i} \varrho \) vanish, and
\[
(4.1.3) \quad \varrho \equiv P(\Theta^p)|_{\mathbb{U}} \quad \text{mod } dt_i, d\bar{t}_i.
\]
While \( P(\Theta^p)\rvert_U \) does not extend to a smooth form on \( \overline{U} \), the form \( \varrho \) does. The purpose of this section is to prove

\[
\lim_{t_1, \ldots, t_k \to 0} \varrho = P(\Theta^p)\rvert_{Z^1 \cap \overline{\mu}}.
\]

Outline of the proof of (4.1.4). This will be a consequence of the analysis of asymptotics utilized by Cattani–Kaplan–Schmid to establish their estimates for the Hodge metric [CKS86, §5]. Given a nondegenerate Hermitian matrix \( h = (h_{ab}(t, w)) \), define \( h_{ab}(t, w) \) by

\[
h_{ac} \cdot h_{bc} = \delta_a^b.
\]

The associated curvature matrix is given by \( \Theta[h] = (\Theta[h]_{ab}) \) with

\[
\Theta[h]_{ab} := \bar{\partial}(h_{ac} \cdot \partial h_{bc}).
\]

The hypothesis \( P \in \mathcal{P}^p \) enters as follows: Let

\[
(4.1.5a) \quad \varrho[h] = (\varrho[h]_{ab}^a)
\]

be the obvious analog

\[
(4.1.5b) \quad \varrho[h]_{ab}^a := -\sum_{i,j} \partial_{\overline{w}_j}(h_{ac} \cdot \partial_{w_i} h_{bc}) \, dw_i \wedge d\overline{w}_j
\]

of (4.1.2) for the curvature form \( \Theta[h] \). Then if \( A(t) = (A_{ab}^a(t)) \) and \( B(t) = (B_{ab}^a(t)) \) are invertible matrices, and

\[
(4.1.6a) \quad \hat{h}_{ab}(t, w) = A_{ac}^a(t) h_{cd}(t, w) \overline{B_{bd}^d(t)},
\]

we have \( \varrho[\hat{h}]_{ab}^a = (A^{-1})_{cd} \varrho[h]_{cd}^a A_{bd}^d \), so that

\[
(4.1.6b) \quad P(\varrho[h]) = P(\varrho[\hat{h}]) \quad \text{for all} \quad P \in \mathcal{P}^p
\]

by definition of \( \mathcal{P}^p \). This is important because the metric \( h \) blows-up as we approach the divisor \( Z \) at infinity. The several-variable SL(2)–orbit theorem provides a method for replacing \( h \) with an \( \hat{h} \) that is bounded at infinity (§4.3.1). One may then argue, via repeated applications of (4.1.6), that (4.1.4) holds (§4.3.3). More precisely, we fix a sequence

\[
t_{\mu} = (t_{\mu 1}, \ldots, t_{\mu k}) \in \Delta^* \text{ converging to } 0.
\]

Writing \( \ell(t_{\mu j}) = z_{\mu j} = x_{\mu j} + \sqrt{-1} y_{\mu j} \), we have

\[
y_{\mu j} = -\frac{1}{\pi} \log |t_{\mu j}|.
\]

Restricting to a subsequence if necessary (and dropping the subscript \( \mu \)), we may assume without loss of generality that either \( y_i / y_j \to 0 \), \( y_i / y_j \to \infty \), or \( y_i / y_j \to \infty \)
is bounded (away from both 0 and ∞). Reordering indices if necessary, we may assume that there exists \( K = \{k_1, \ldots, k_\rho\} \subset \{1, \ldots, k\} = I \) so that \( y_{k_\alpha}/y_{k_{\alpha+1}} \to \infty \) and \( y_j/y_{k_\alpha} \) is bounded for all \( k_{\alpha-1} < j < k_\alpha \). In §A.6.2 we review a collection of commuting SL(2)'s that is well-suited to studying the asymptotic behavior of \( \Theta[h^p](t, w) \) under such a sequence. The key tool here is a semisimple automorphism \( \varepsilon(t, w) \) associated with those SL(2)'s, cf. §A.6.3, and it is the asymptotic behavior of \( \text{Ad}\varepsilon(t, w) \), and its eigenvalues, that yields the bounded \( \tilde{h} \), cf. Lemma A.6.14.

The remainder of §4 is occupied with the proof of (4.1.4). After recalling the local coordinate expressions for the metrics on the Hodge bundles in §4.2, (4.1.4) is proved in §4.3.

4.2. Review of the Hodge bundles and their curvature. We begin by reviewing the bundles \( \text{Gr}_t^pF \) and their curvature forms \( \Theta_t^p \), making use of the notations in §§A.3–A.4.

4.2.1. The metric on the quotient Hodge vector bundle \( \text{Gr}_t^pF \). Fix a set \( \{v_a\} \subset \tilde{F}_0^p \) of linearly independent vectors with the property that \( \{v_a \text{ mod } \tilde{F}_0^p+1\} \) forms a basis of \( \text{Gr}^p\tilde{F}_0^p = \tilde{F}_0^p/\tilde{F}_0^{p+1} \). With the notations of §A.3, we set

\[
\eta(t) := \exp\left(\sqrt{-1} \delta_0 + \sum_{i=1}^k \ell(t_i) N_i\right).
\]

Then

\[
v_a(t, w) := \eta(t) \zeta(t, w) v_a
\]

is naturally identified with a local holomorphic framing of the quotient Hodge vector bundle \( \text{Gr}^pF \to \mathcal{U} \). Let \( \{v^a(t, w)\} \) denote the dual coframing. Then the Hermitian metric

(4.2.1a) \[ h(t, w) = h_{ab}(t, w) v^a \otimes \overline{v}^b \]

on \( \text{Gr}^pF \) is given by

(4.2.1b) \[ h_{ab}(t, w) := (\sqrt{-1})^n Q\left(v_a(t, w), \overline{v}_b(t, w)\right). \]

Define \( h^{ab}(t, w) \) by

\[ h^{ab}(t, w) h_{ac}(t, w) := \delta_c^b. \]
The curvature form on the quotient Hodge vector bundle $\text{Gr}^p\mathcal{F} \to \mathfrak{u}$ is

$$\Theta^p = \bar{\partial} (h^{ac} \cdot \partial h_{bc}) \ v_a \otimes v^b.$$  

4.2.2. The metric the quotient Hodge vector bundle $\text{Gr}^p\mathcal{F}$. Let $X^{p,q}_0$ denote the component of $X$ taking value in $\tilde{\mathfrak{g}}^{p,q}_0$ (cf. §A.3). Define $X_I(w) = \oplus X^{-p,p}_0(0, w)$, and set

$$\zeta_I(w) := \exp X_I(w).$$

The function $X_I(w)$ is the component of $X(0, w)$ taking value in $\tilde{\mathfrak{z}}_I(0)$ (cf. §A.4). In particular, both $X_I(w)$ and $\zeta_I(w)$ commute with the $\{N_j\}_{j=1}^k$.

Recall that $\tilde{F}^p_0 = \oplus_{r \geq p} \tilde{F}^{r,\bullet}_0$, so that $\text{Gr}^p\tilde{F}_0 \simeq \tilde{F}^{p,\bullet}_0 = \oplus_q \tilde{F}^{p,q}_0$. Refine the set $\{v_a\}$ so that $v_a \in \tilde{F}^{p,q}_0$ for some $q = q(a)$. (It is this refined basis that gives us the inclusion (4.1.1).)

Then $v_I^I(w) := \zeta_I(w) v_a$ defines a local holomorphic framing of the quotient Hodge vector bundle $\text{Gr}^p_I\mathcal{F} \to \Delta^\ell$. Let $v_I^I(w)$ denote the dual coframing. Set

$$N := N_1 + \cdots + N_k \quad \text{and} \quad W := W(N).$$

Then the Hermitian metric

$$(4.2.4a) \quad h_I(w) = h_{ab}^I(w) v_a^I \otimes v_b^I$$

on $\text{Gr}^p_I\mathcal{F}$ is given by

$$(4.2.4b) \quad h_{ab}^I(w) = \begin{cases} (\sqrt{-1})^{n-q} Q \left( \zeta_I(w)v_a, N^a \overline{\zeta_I(w)v_a} \right), & q = q(a) = q(b), \\ 0, & q(a) \neq q(b). \end{cases}$$

Defining $h_{ab}^{ab}(w)$ by

$$h_{ab}^{ab}(w) h_{ac}^I(w) = \delta_{cb}^a,$$

the curvature form of $\text{Gr}^p_I\mathcal{F} \to \Delta^\ell$ is

$$\Theta^p_I := \bar{\partial} (h^{ac}_I \cdot \partial h_{bc}^I) \ v_a^I \otimes v_b^I.$$
Remark 4.2.5. In the definitions above, we might just as well replace \( N \) with any other \( N' = \sum_i y^i N_i \) in the nilpotent cone, \( y^i > 0 \). Then \( W(N) = W(N') \), and the two nilpotent operators are related by \( N' = \text{Ad}_g N \) with \( g \in \text{Aut}(V_R, Q) \) preserving the Deligne splitting of \( V_C \) determined by the mixed Hodge structure \( (W, \tilde{F}_0) \); that is, \( g \) is an element of the group \( G^\text{DS}_W \) of \( (A.6.9) \), [Rob16, Corollary 4.9]. So, while \( N \) and \( N' \) determine different Hermitian metrics \( h_I \) and curvatures \( \Theta^p_I \), it follows from the invariance of the Weil homomorphism, that \( P(\Theta^p_I) \) is independent of this choice. (In particular, they determine the same Chern form \( c_r(Gr^p F_I) \).) Of course, this is also a posteriori a consequence of (4.1.4).

4.3. Proof of (4.1.4). First we show that the limit on the left-hand side of (4.1.4) exists (Lemma 4.3.5), and then we show that equality holds. The necessary asymptotics are reviewed in §A.6.

4.3.1. Step 1: the limit exists. From (A.6.9) we see that there exists an invertible matrix \( A(u) = (A^b_a(u)) \), depending real-analytically on \( u \) so that \( A^b_a(u) = 0 \) if \( q(a) \neq q(b) \), and \( \sum_b A^b_a(u) v_b \) is an eigenvector of \( Y^\alpha(u, 0) \) with eigenvalue \( e_{aa} \), for all \( \alpha \). Then, as noted in (A.6.8), \( \varepsilon(s, u; 0) \) acts on \( A^b_a(u) v_b \) by the eigenvalue

\[
e_a(s) := \prod_\alpha s^e_{aa}/2.
\]

Let \( A(u)^{-1} = (B^b_a(u)) \) denote the inverse matrix. Then

\[
(4.3.1a) \quad \varepsilon(s, u; 0) v_a = \sum_{b,c} B^b_a(u) e_b(s) A^c_b(u) v_c.
\]

Notice that \( E(s, u) = (E^c_a(s, u)) \),

\[
(4.3.1b) \quad E^c_a(s, u) := \sum_b B^b_a(u) e_b(s) A^c_b(u),
\]

is the matrix representing \( \varepsilon(s, u; 0) \) with respect to the basis \( \{v_a\} \), and we have

\[
(4.3.2) \quad \det E(s, u) = \prod_c e(c)(s).
\]

Set

\[
(4.3.3) \quad \tilde{v}_a(w) := \psi(w)^{-1} v_a.
\]
Then (A.6.4) implies $\epsilon(s, u; w)$ acts on $A^b_a(u)\tilde{v}_b(w)$ by the eigenvalue $e_a(s)$, and

$$
\epsilon(s, u; w)\tilde{v}_a(w) = \sum_c E^c_a(s, u)\tilde{v}_c(w).
$$

Define $h^1(u, w) = (h^1_{ab}(u, w))$ by

$$
h^1_{ab}(u, w) = Q\left(\exp(2\sqrt{-1}N(u))\zeta_u(w)\nu_a, \zeta_u(w)\nu_b\right).
$$

Let $\varrho[h^1]$ be defined as in (4.1.5), substituting $h$ with $h^1$. Note that (4.1.3) yields

$$
(4.3.4) \quad \varrho = P(\varrho[h]).
$$

With the notation of Remark A.6.2, we have

**Lemma 4.3.5.** Suppose that $t \in (\Delta^*k)_c$. Then

$$
P(\varrho[h](t, w)) \xrightarrow{\sim} P(\varrho[h^1](u, w)).
$$

**Proof.** We have

$$
v_a(t, w) = \eta(t)\zeta(t, w)\nu_a
$$

$$
= \psi(w)\exp(\sum x_jN_j)\epsilon(s, u; w)^{-1}\lambda(t, w)\epsilon(s, u; w)\tilde{v}_a(w)
$$

$$
= \sum_c E^c_a(s, u)\psi(w)\exp(\sum x_jN_j)\epsilon(s, u; w)^{-1}\lambda(t, w)\tilde{v}_c(w).
$$

Define $\tilde{v}_c(t, w) := \psi(w)\exp(\sum x_jN_j)\epsilon(s, u; w)^{-1}\lambda(t, w)\tilde{v}_c(w)$, so that $v_a(t, w) = E^c_a(s, u)\tilde{v}_c(t, w)$. Then

$$
(4.3.6) \quad h_{ab}(t, w) = (\sqrt{-1})^n E^c_a(s, u)\overline{E^d_b(s, u)} Q\left(\tilde{v}_c(t, w), \overline{\tilde{v}_d(t, w)}\right)
$$

$$
= (\sqrt{-1})^n E^c_a(s, u)\overline{E^d_b(s, u)} \tilde{h}_{cd}(t, w),
$$

where

$$
\tilde{h}_{cd}(t, w) := Q\left(\tilde{v}_c(t, w), \overline{\tilde{v}_d(t, w)}\right) = Q\left(\lambda(t, w)\tilde{v}_c(w), \overline{\lambda(t, w)\tilde{v}_d(w)}\right).
$$

Then (4.1.6) yields

$$
(4.3.7) \quad P(\varrho[h]) = P(\varrho[\tilde{h}]).
$$
From (4.3.3) and Lemma A.6.20 we see that

\[
\tilde{h}(t,w) \xrightarrow{\sim} h^1(u,w).
\]

Therefore \(P(\tilde{h}) \xrightarrow{\sim} P(h^1)\). The lemma now follows from (4.3.7).

4.3.2. Interlude: the Chern form of the Hodge line bundle. We pause in the proof of (4.1.4) to recover a result of Kollár’s (Proposition 4.3.13). Consider the case that \(p = n\), so that \(\text{Gr}^p F = F^n\) is the Hodge vector bundle. Then \(h(t,w)\) is the metric on \(F^n \to B\). The asymptotic relationship of the Chern form

\[
c_1(\det F^n) = \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \log \det h(t,w)
\]

to the Poincaré metric is given by (4.3.11). From (4.3.2), (4.3.6) and (4.3.8) we see that

\[
\det h(t,w) = \sqrt{-1}^m \det \tilde{h}(t,w) (\det E(s,u))^2 = \det \tilde{h}(t,w) \prod_a e_a(s)^2,
\]

with \(m = n \text{ rank } F^n\), and

\[
\det \tilde{h}(t,w) \xrightarrow{\sim} \det h^1(u,w).
\]

So (dropping the \(\sqrt{-1}^m\))

\[
\log \det h(t,w) = \log \det \tilde{h}(t,w) + \sum_{a,a} e_{aa} \log s_a
\]

(4.3.9)

\[
= \log \det \tilde{h}(t,w) + \sum_{a,a} e_{aa} \log \left( \frac{\log |t_{k\alpha}|}{\log |t_{k\alpha+1}|} \right),
\]

and

\[
\log \det \tilde{h}(t,w) \xrightarrow{\sim} \log \det h^1(u,w).
\]

(4.3.10)

Differentiating yields

\[
\partial_{t_{k\beta}} \log \det h(t,w) \xrightarrow{\sim} \sum_a (e_{\beta,a} - e_{\beta-1,a}) \frac{dt_{k\beta}}{t_{k\beta} \log |t_{k\beta}|^2}
\]

(4.3.11)

\[
\partial_{t_{k\beta}} \partial_{t_{k\beta}} \log \det h(t,w) \xrightarrow{\sim} \sum_a (e_{\beta,a} - e_{\beta-1,a}) \frac{dt_{k\beta}}{|t_{k\beta}|^2 (\log |t_{k\beta}|^2)^2}.
\]
Remark 4.3.12. We claim that the coefficients $e_{\beta,a} - e_{\beta-1,a}$ are all nonnegative integers. The way to see this is to recall that $e_{\beta,a}$ is an eigenvector of $Y^{\beta}$, cf. §§A.6.2–A.6.3. So $e_{\beta,a} - e_{\beta-1,a}$ is an eigenvector of $Y^{\beta} - Y^{\beta-1} = \hat{Y}_\beta$. The $v_a \in H^I_{n-q,0}(-q)$ are all highest weight vectors for the SL(2)’s; that is, $N^+_\alpha (u,0)v_a = 0$. The claim follows from standard SL(2)–representation theory.

**Proposition 4.3.13** (Kollár [Kol87]). The integral $0 \leq \int_B c_1(\det F^n)^d < \infty$, $d = \dim B$.

**Proof.** It suffices to prove
\begin{equation}
\int_{U^K} c_1(\det F^n)^{k+\ell} < \infty.
\end{equation}
Fix $c > 1$. As noted in Lemma A.6.1, a neighborhood of 0 in $U$ is covered by (a finite number of) sets of the form
\[ U^K_c := \left\{ (t,w) \in (\Delta^*)^K \times \Delta^\ell \mid 1/c \leq w^j \leq c, \ s_\alpha > c \right\}. \]
Consequently, we see that to prove (4.3.14) it suffices to show that
\begin{equation}
\int_{U^K_c} c_1(\det F^n)^{k+\ell} < \infty.
\end{equation}
From (4.3.9) we see that $c_1(\det F^n) = \sqrt{-1} (\eta + \tau)$, where $\eta = \bar{\partial} \partial \log det \tilde{h}(t,w)$ and
\[ \tau := \bar{\partial} \partial \sum_{a,a} e_{a,a} \log \left( \frac{\log |t_{k_{\beta}}|}{\log |t_{k_{\beta+1}}|} \right) = \sum_a (e_{\beta,a} - e_{\beta-1,a}) \frac{dt_{k_{\beta}} \wedge d\bar{t}_{k_{\beta}}}{|t_{k_{\beta}}|^2 (\log |t_{k_{\beta}}|^2)^2}. \]
So to prove (4.3.15), it suffices to show that
\begin{equation}
\int_{U^K_c} \eta^a \wedge \tau^b < \infty,
\end{equation}
for every $0 \leq a, b \in \mathbb{Z}$ such that $a + b = k + \ell$. We will prove (4.3.16) by induction on $|K| = \rho$.

Set $\eta_1 := \bar{\partial} \partial \log det h^1(u,w)$. Then $\int_{U^K_c} \eta_1^a \wedge \tau^b < \infty$. It follows from (4.3.10) that there exists $c'$ (depending on $c > 1$) so that
\begin{equation}
\int_{V_{c,c'}} \eta^a \wedge \tau^b < \infty,
\end{equation}
where
\[ V^K_{c,c'} = \left\{ (t,w) \in U^K_c \mid s_\alpha > c', \forall \alpha \right\}. \]
Notice that
\[ U^K_c \setminus V^K_{c,c'} = \{(t,w) \in U^K_c \mid \exists \alpha \text{ s.t. } c < s_\alpha \leq c'\} . \]

In particular,
\[ (4.3.18) \quad U^K_c \setminus V^K_{c,c'} \subset \bigcup_{K' \subseteq K} U^{K'}_c. \]

If \(|K| = 1\), then \(s = (s_1, \ldots, s_\rho) = (s_1)\). So that
\[ U^K_c \setminus V^K_{c,c'} = \{(t,w) \in U^K_c \mid c < s_1 \leq c'\} \]
has compact closure in \(U\). The desired (4.3.16) then follows from (4.3.17).

For \(|K| > 1\), the desired (4.3.16) now follows from (4.3.18) by induction. \(\square\)

**Remark 4.3.19.** Proposition 4.3.13 also holds when \(c_1(\det F^n)\) is replaced with the Chern form \(c_1(\Lambda)\) of the augmented Hodge line bundle,
\[ 0 \leq \int_B c_1(\Lambda)^d < \infty, \]

essentially by the same argument. There is one subtlety here regarding Remark 4.3.12: the eigenvalues \(e_{\beta,a} - e_{\beta-1,a}\) appearing in this case need not be non-negative. However, any negative eigenvalues are dominated by positive eigenvalues. More precisely, if we define \(f_p \in \mathbb{N}\) by expressing the augmented Hodge line bundle (2.4.2) as
\[ \Lambda = \bigotimes_p (F^p/F^{p+1}) f_p, \]
then the right-hand side of (4.3.11) becomes
\[ \frac{[n+1]/2}{\sum_{p=n} [n+1]/2} \sum_{v_\alpha \in f^p_\alpha} f_p(e_{\beta,a} - e_{\beta-1,a}) \frac{dt_{k_\beta} \wedge d\overline{t}_{k_\beta}}{|t_{k_\beta}|^2 (\log |t_{k_\beta}|^2)^2} . \]

Standard SL(2)–theory ensures that the sum
\[ \frac{[n+1]/2}{\sum_{p=n} [n+1]/2} \sum_{v_\alpha \in f^p_\alpha} f_p(e_{\beta,a} - e_{\beta-1,a}) \]
is a non-negative integer.
4.3.3. Step 2: equality. Returning to (4.3.4) and Lemma 4.3.5, in order to prove (4.1.4) it remains to show that

\[(4.3.20)\quad P(h^1)(u, w) = P(\Theta[h^1](w)) .\]

Proof of (4.3.20). First recall that \(\sum y_j N_j\) commutes with \(\xi(0, w)\). Consequently, \(\text{Ad}_{\varepsilon(s, u; w)} \sum y_j N_j\) commutes with \(\mu(s, u; w)\). It follows from Lemma A.6.17 and (A.6.21) that \(N(u, w)\) and \(\psi(w)^{-1} \zeta_u(w) \psi(w)\) commute. Then (A.6.19) implies \(N(u) = N(u, 0)\) and \(\zeta_u(w)\) commute. Finally, we note that (A.6.6) implies that \(\zeta_u(w)\) preserves the \(\tilde{I}_{0,\ell} = \oplus_{p+q=\ell} \tilde{I}^{p,q}_0\), for all \(\ell\).

These observations, along with the fact that \(\text{N}(u)\) polarizes the MHS \((\tilde{W}, \tilde{F}_0)\), implies

\[
h^1_{ab}(u, w) := \begin{cases} (2\sqrt{-1})^q Q \left( \zeta_u(w) N(u)^q v_a, \overline{\zeta_u(w)} v_b \right), & q = q(a) = q(b); \\ 0, & \text{otherwise}. \end{cases}
\]

The observation (4.1.6) implies that the Hermitian matrix \(h^2(u, w) = (h^2_{ab}(u, w))\) given by

\[
h^2_{ab}(u, w) := \begin{cases} Q \left( \zeta_u(w) N(u)^q v_a, \overline{\zeta_u(w)} v_b \right), & q = q(a) = q(b) \\ 0, & q(a) \neq q(b), \end{cases}
\]
satisfies

\[(4.3.21)\quad P(h^1)(u, w) = P(h^2)(u, w) .\]

Each of the cones

\[\sigma := \text{span}_{\mathbb{R}>0}\{N_1, \ldots, N_k\} \quad \text{and} \quad \hat{\sigma}_u := \text{span}_{\mathbb{R}>0}\{\hat{N}_1(u, 0), \ldots, \hat{N}_\rho(u, 0)\}\]
is contained in an \(\text{Ad}(G_{D^{S_0}})\)-orbit (cf. (A.6.9)), [Rob16, Corollary 4.9]. Additionally, [CKS86, (4.20.vi)] implies they lie in the same orbit. In particular, there exists \(g(u) \in G_{D^{S_0}}\) so that \(N(u) = \text{Ad}_{g(u)} N\). Therefore \(N(u)^q v_a = g(u) N^q g(u)^{-1} v_a\). Since \(g(u)\) preserves both \(\tilde{I}^{n,q}\) and \(N^q(\tilde{I}^{n,q}) = \tilde{I}^{n,q,0}\), there exist functions \(g(u)^a_b, q = q(a) = q(b), \) so that

\[(4.3.22)\quad N(u)^q v_a = g(u) N^q g(u)^{-1} v_a = g(u)^a_b N^q v_b .\]

So we have

\[
h^2_{ab}(u, w) := \begin{cases} g(u)^a_b h^3_{ab}(u, w), & q = q(a) = q(b), \\ 0, & q(a) \neq q(b), \end{cases}
\]
where

\[ h_{cd}^3(u, w) := \begin{cases} 
Q \left( \zeta_u(w) N^q v_c, \zeta_u(w) v_d \right), & q = q(a) = q(b), \\
0, & q(a) \neq q(b).
\end{cases} \]

So (4.1.6) yields

\[ P(\varrho[h^2](u, w)) = P(\varrho[h^3](u, w)). \]

Recall that \( \zeta_I(w) = \exp(X_I(w)) \), with \( X_I(w) \) taking value in \( z \subset w = \bigoplus_{e_1, \ldots, e_\rho \geq 0} g_{-e_1, \ldots, -e_\rho, 0}(u, 0) \).

(4.2.2), §A.4, (A.6.13) and (A.6.16). In fact, (A.6.6) implies that \( X_I(w) \) is the component of \( X(0, w) \in z \) taking value in \( z \cap \ker Y_0 = z \cap \bigoplus_{e_1, \ldots, e_\rho-1 \geq 0} g_{-e_1, \ldots, -e_\rho-1, 0}(u, 0) \), and that this intersection is independent of \( u \). Consequently, \( \zeta_u(w) = \exp X_u(w) \), with \( X_u(w) \) the component of \( X_I(w) \) taking value in \( g_{0, \ldots, 0}(u, 0) \). It follows from Lemma A.6.14 that

\[ \varepsilon(s, u; 0) \zeta_I(w) \varepsilon(s, u; 0)^{-1} = \exp \text{Ad}_{\varepsilon(s, u; 0)} X_I(w) \xrightarrow{\sim} \exp X_u(w) = \zeta_u(w). \]

Since \( Q \) is \( G \)-invariant, and \( \varepsilon(s, u; 0) \) is \( G_\mathbb{R} \)-valued, we have

\[ Q \left( \varepsilon(s, u; 0) \zeta_I(w) \varepsilon(s, u; 0)^{-1} N^q v_a, \varepsilon(s, u; 0) \zeta_I(w) \varepsilon(s, u; 0)^{-1} v_b \right) \]

\[ = Q \left( \zeta_I(w) \varepsilon(s, u; 0)^{-1} N^q v_a, \zeta_I(w) \varepsilon(s, u; 0)^{-1} v_b \right). \]

Setting

\[ h_{ab}^s(s, u; w) := \begin{cases} 
Q \left( \zeta_I(w) \varepsilon(s, u; 0)^{-1} N^q v_a, \zeta_I(w) \varepsilon(s, u; 0)^{-1} v_b \right), & q = q(a) = q(b) \\
0, & q(a) \neq q(b)
\end{cases} \]

(4.1.6), (4.3.23), (4.3.25) and (4.3.26) yield

\[ P(\varrho[h^s'](s, u; w)) \xrightarrow{\sim} P(\varrho[h^3](u, w)). \]
On the other hand, by (4.3.1), we have 
\( \varepsilon(s, u; 0) - 1 \) \( v_a = E^{-1}(s, u)^b \) \( v_b \). An analogous argument yields 
\( \varepsilon(s, u; 0) - 1 N^q v_a = D^{-1}(s, u)^b N^q v_b \), for some invertible matrix \( D(s, u) \).

On the other hand, as noted after (A.6.11), \( \varepsilon(s, u; 0) \) preserves both \( \tilde{I}_{0, q} = \text{span} \{ v_a \}_{q = q(a)} \) and \( \tilde{I}_{0, q} = \text{span} \{ N^q v_a \}_{q = q(a)} \). In particular, there exist invertible matrices \( A(s, u)^c \) and \( B(s, u)^d \) so that 
\( \varepsilon(s, u; 0) - 1 N^q v_c = A(s, u)^c N^q v_a \) and \( \varepsilon(s, u; 0) - 1 v_b = B(s, u)^d v_d \). Consequently,

\[
\begin{align*}
\left(4.3.28\right) \quad h_{ab}'(s, u; w) &= \sum_{q = q(a) = q(d)} D^{-1}(s, u)^c D^{-1}(s, u)^d \\
&= \sum_{q = q(c) = q(d)} D^{-1}(s, u)^c \left( N^q \zeta_I(w) v_c, \zeta_I(w) v_d \right) E^{-1}(s, u)^d,
\end{align*}
\]

where the Hermitian metric \( h''(w) = (h''_{ab}(w)) \) is defined by

\[
\begin{align*}
h''_{ab}(w) &= \begin{cases} 
Q \left( N^q \zeta_I(w) v_c, \zeta_I(w) v_d \right), & \text{if } q = q(a) = q(b), \\
0, & q(a) \neq q(b).
\end{cases}
\end{align*}
\]

So (4.1.6) and (4.2.4) yield

\[
\left(4.3.29\right) \quad P(\varrho[h']) = P(\varrho[h_I]).
\]

The desired (4.3.20) now follows from (4.3.21), (4.3.24), (4.3.27) and (4.3.29). \( \square \)

Appendix A. Review of asymptotics at infinity

The proof of Theorem 1.2.2 which is given in Section 4 is based on the properties of the asymptotic behavior of \( \Phi \) at infinity established by [Sch73, CKS86]. This section is a brief review of the necessary material.

Remark A.0.1. It is important to note that while the results reviewed here were formulated originally in the case that \( D \) is a period domain, they in fact hold in the more general setting that \( D \) is Mumford–Tate domain, so that there is no obstruction to our applying them here. We refer the reader to [KPR19, §4] and the references within.
A.1. Local VHS. Recollect that $D$ parameterizes weight $n$, $Q$–polarized Hodge structures on a rational vector space $V$.

Let

$$\Delta := \{ \zeta \in \mathbb{C} : |\zeta| < 1 \}$$

denote the unit disc, and

$$\Delta^* := \{ \zeta \in \mathbb{C} : 0 < |\zeta| < 1 \}$$

the punctured unit disc. Fix a point $b_0 \in Z^*_1$. Let $\overline{\mathcal{U}} \simeq \Delta^r = \Delta^k \times \Delta^\ell \ni (t,w)$ be a local coordinate neighborhood centered at $b_0$ in $\overline{\mathcal{B}}$ so that $Z \cap \overline{\mathcal{U}} = \{ t_1 \cdots t_k = 0 \}$; in particular,

$$\mathcal{U} := \overline{\mathcal{U}} \cap B \simeq (\Delta^*)^k \times \Delta^\ell,$$

with $r = k + \ell$ and $k = |I|$.

Let $T_i \in \text{Aut}(V,Q)$ be the local monodromy operator induced by the generator of $\pi_1(\mathcal{U})$ coming from the $i$–th $\Delta^*$. After base change we may (and do) assume the $T_i$ are unipotent, and let $N_i := \log(T_i) \in \text{End}(V,Q)$ denote the nilpotent logarithms.

Let $\mathcal{H} \subset \mathbb{C}$ denote the upper-half plane, and let

$$\tilde{\Phi}_U : \mathcal{H}^k \times \Delta^\ell \to D$$

be a lift of $\Phi|_U$. Fix coordinates $(z,w) \in \mathcal{H}^k \times \Delta^\ell$. Then $(z,w) \mapsto (\exp(2\pi\sqrt{-1}z),w)$ defines the covering map $\mathcal{H}^k \times \Delta^\ell \to (\Delta^*)^k \times \Delta^\ell$. Here we are writing $\exp(2\pi\sqrt{-1}z)$ as short-hand for the $(\Delta^*)^k$–valued $\exp(2\pi\sqrt{-1}z_1),\ldots,\exp(2\pi\sqrt{-1}z_k))$. Let $\tilde{D} \supset D$ denote the compact dual of the Mumford–Tate domain. Schmid [Sch73] showed that there exists a holomorphic map

$$F : \overline{\mathcal{U}} \to \tilde{D}$$

so that the lifted period map factors as

\begin{equation}
(\text{A.1.1}) \quad \Phi_U(z,w) = \exp\left(\sum_{i \in I} z_i N_i\right) \cdot F(\exp(2\pi\sqrt{-1}z),w).
\end{equation}

Let

$$\ell(t_j) := \frac{\log t_j}{2\pi\sqrt{-1}}.$$

Observe that

\begin{equation}
(\text{A.1.2a}) \quad \Phi_U(t,w) := \exp\left(\sum_{i \in I} \ell(t_i) N_i\right) \cdot F(t,w)
\end{equation}
defines a local variation of Hodge structure

\[(A.1.2b) \quad \Phi_U : \mathcal{U} = (\Delta^*)^k \times \Delta^\ell \to \Gamma_{\mathcal{U}} \backslash D,\]

where $\Gamma_{\mathcal{U}} \subset \Gamma$ is the local monodromy group generated by the unipotent monodromy operators $\{T_i\}_{i \in I}$. Notice that $(A.1.2)$ recovers $\Phi|_{\mathcal{U}}$ after quotienting $\Gamma_{\mathcal{U}} \backslash D \to \Gamma \backslash D$ by the full monodromy group $\Gamma$.

A.2. The period map $\Phi^0_I : Z_I^* \to \Gamma_I \backslash D^0_I$. Define

$$\sigma_I = \text{span}_{\mathbb{R} \geq 0}\{N_i \mid i \in I\}.$$

and let

$$W_0(\sigma_I) \subset W_1(\sigma_I) \subset \cdots \subset W_{2n}(\sigma_I)$$

be the associated (shifted\(^9\)) weight filtration. The filtration $F(0, w)$ induces a Hodge filtration on the “weight graded” quotients

$$\text{Gr}_a^{W(\sigma_I)} := W_a(\sigma_I)/W_{a-1}(\sigma_I).$$

In general, the filtration $F(0, w) \in \hat{D}$ depends on the choice of local coordinates. (The well-defined object is the nilpotent orbit $\exp(\mathbb{C} \sigma_I) \cdot F(0, w)$.) However, the Hodge filtration on $\text{Gr}_a^{W(\sigma_I)}$ is independent of this choice. So we have a well-defined map on $Z_I^* \cap \overline{\mathcal{U}}$ sending $(0, w)$ to the Hodge filtrations $F^\bullet(0, w)(\text{Gr}^\bullet_W(\sigma_I))$. This map takes value in

$$D_I = \{F^\bullet(\text{Gr}_W^\bullet(\sigma_I)_\bullet) \mid (W, F, \sigma_I) \text{ is a polarized MHS}\}.$$

The fact that the triples $(W, F, \sigma_I)$ are polarized mixed Hodge structures implies that $D_I$ may be realized as a Mumford–Tate subdomain of a product of period domains. The local map $Z_I^* \cap \overline{\mathcal{U}} \to D_I$ induces the period map

\[(A.2.1) \quad \Phi^0_I : Z_I^* \to \Gamma_I \backslash D_I.\]

\(^9\)Typically, “$W(N)$” denotes a representation-theoretic filtration with indexing that is centered at 0. In this paper, we are letting “$W(N)$” denote the shifted geometric filtration $W(N)[-n]$, with indexing that centered at $n$. The reasons for this mild abuse of notation is that (i) this is the only filtration we will work with and (ii) the abuse significantly reduces notational clutter.
A.3. Deligne’s $\mathbb{R}$–split PMHS. In general, the LMHS $(W, F(0, w))$ will not be $\mathbb{R}$–split. It will be convenient to work with Deligne’s associated $\mathbb{R}$–split MHS $(W(N), \tilde{F}_w)$, cf. [CKS86, (2.20)]; here $\tilde{F}_w = \exp(-\sqrt{-1} \delta_w) \cdot F(0, w)$. The element $\delta_w \in \mathfrak{g}_\mathbb{R}$ commutes with the $N_i$, and $w \mapsto \delta_w$ is a real analytic map $\Delta^\ell \to \mathfrak{g}_\mathbb{R}$. Let

$$
\Phi(t, w) = \exp \left( \sqrt{-1} \delta_0 + \sum_{i=1}^{k} \ell(t_i) N_i \right) \zeta(t, w) \cdot \tilde{F}_0,
$$

where

$$
\zeta(t, w) := \exp X(t, w).
$$

See [CKS86, §5] for details.

A.4. Horizontality. Horizontality implies $X(0, w)$ commutes with the $\{N_i \mid i \in I\}$, and therefore takes value in

$$
\mathfrak{z}_I := \bigcap_{i \in I} \ker(\text{ad} N_i) \subset \mathfrak{g}_\mathbb{C}.
$$

Without loss of generality, $I = \{1, \ldots, k\}$, and we may write $\mathfrak{z}_I$ as

$$
\mathfrak{z}_C := \{Z \in \mathfrak{g}_\mathbb{C} \mid [Z, N_j] = 0, \forall j\} = \bigcap_{j=1}^{k} \ker \text{ad} N_j.
$$
This Lie algebra inherits a decomposition
\[ \mathfrak{z}_C = \bigoplus_{\ell \leq 0} \mathfrak{z}_\ell(w), \quad \text{with} \quad \mathfrak{z}_\ell(w) := \mathfrak{z}_C \cap \bigoplus_{p+q=\ell} \mathfrak{g}^{p,q} \]
from the Deligne splitting.

**A.5. Relationship between the \( \mathbb{R} \)-split \( \tilde{F}_w \).** The centralizer
\[ Z_C := \{ g \in G_C \mid \text{Ad}_g N_i = N_i, \ \forall i \} . \]
is defined over \( \mathbb{Q} \), preserves the weight filtration \( W(N), N = N_1 + \cdots + N_k \), and has Lie algebra \( \mathfrak{z}_C \).

The Hodge filtrations \( \tilde{F}_w \) are all congruent to \( \tilde{F}_0 \) under the action of \( Z_\mathbb{R} \) [KP16]. In particular, we may choose a real analytic function \( \psi : \Delta^\ell \to \exp(\mathfrak{z}_C \cap \tilde{n}_0) \subset Z_\mathbb{R} \) so that \( \psi(0) \) is the identity and
\[ \psi(w) \cdot \tilde{F}_w = \tilde{F}_0. \]

**A.6. The Cattani–Kaplan–Schmid asymptotics.** Here we review the necessary results from [CKS86, §5].

**A.6.1. The CKS coordinates.** Fix \( K = \{ k_1, \ldots, k_\rho \} \subset \{ 1, \ldots, k \} \) so that \( 1 \leq k_1 < \cdots < k_\rho = k \). Define
\[ s_\alpha := y_{k_\alpha}/y_{k_\alpha+1}, \quad \text{for} \ \alpha < \rho, \quad \text{and} \quad s_\rho := y_k; \]
\[ u^j_\alpha := y_j/y_{k_\alpha}, \quad \text{for} \ \kappa_{\alpha-1} < j < \kappa_\alpha. \]

---

10This choice of \( \psi(w) \) is not unique. There is a unique choice of \( \psi_\mathbb{C} : \Delta^\ell \to \exp(\mathfrak{z}_C \cap \tilde{n}_0) \subset Z_\mathbb{C} \) so that \( \psi_\mathbb{C}(0) \) is the identity and \( \psi_\mathbb{C}(w) \cdot \tilde{F}_w = \tilde{F}_0 \). Nonetheless it is better to work with the \( Z_\mathbb{R} \)-valued \( \psi(w) \), because the Hermitian metric \( h_{F_0} \) is \( G_\mathbb{R} \)-invariant, but not \( G_\mathbb{C} \)-invariant. And ultimately the argument and result are independent of our choice.

11The arguments of [CKS86, §5] assume that \( \ell = 0 \), so that the holomorphic parameter \( w \) does not play a role. However, the proofs there (up to and including that of [CKS86, (5.14)]) all apply, in a straightforward manner, in our more general setting to yield the assertions below.
Define

\[ \mathbb{R}_+^k := \{ y = (y_j) \in \mathbb{R}^k \mid y_j > 0 \} \]
\[ \mathbb{R}_+^\rho := \{ s = (s_\alpha) \in \mathbb{R}^\rho \mid s_\alpha > 0 \} \]
\[ \mathbb{R}_+^{k-\rho} := \{ u = (u^j_\alpha) \in \mathbb{R}^{k-\rho} \mid u^j_\alpha > 0 \} \].

Let

\[ \mathcal{A} := \text{(real) analytic functions of } (u, w) \in \mathbb{R}_+^{k-\rho} \times \Delta^\ell, \]
\[ \mathcal{L} := \text{Laurent polys. in } \{ s_\alpha^{1/2} \} \text{ with coef. in } \mathcal{A}, \]
\[ \mathcal{O} := \text{pullback to } \mathcal{H}^k \times \Delta^\ell \text{ of the ring of holo. germs at } 0 \in \Delta^r = \Delta^k \times \Delta^\ell \]
\[ \text{via } \mathcal{H}^k \to (\Delta^*)^k \hookrightarrow \Delta^k, \]
\[ \mathcal{L}^b := \text{polys. in } s_\alpha^{-1/2} \text{ with coef. in } \mathcal{A}, \]
\[ (\mathcal{O} \otimes \mathcal{L})^b := \text{subring of } \mathcal{O} \otimes \mathcal{L} \text{ gen. by } \mathcal{O}, \mathcal{L}^b, \text{ and all monomials of the form } \]
\[ t_j s_1^{m_1/2} \cdots s_\rho^{m_\rho/2} \text{ with } m_\alpha \in \mathbb{Z} \text{ and } m_\alpha \neq 0 \text{ only if } j \leq i_\alpha. \]

We identify \( \mathbb{R}_+^k \) with \( \mathbb{R}_+^\rho \times \mathbb{R}_+^{k-\rho} \) by \( y \mapsto (s,u) \). Recall that \( \mathcal{H} \subset \mathbb{C} \) denotes the upper-half plane. Given \( c > 0 \) define

\[ (\mathbb{R}_+^k)^K_c := \left\{ y \in \mathbb{R}_+^k \mid s_\alpha > c, \ 1/c \leq u^j_\alpha \leq c \right\} \]
\[ (\mathcal{H}^k)^K_c := \left\{ z \in \mathcal{H}^k \mid z = x + \sqrt{-1} y, \ y \in (\mathbb{R}_+^k)^K_c \right\} \]
\[ (\Delta^*)^k)^K_c := \left\{ t \in (\Delta^*)^k \mid \ell(t_j) \in (\mathcal{H}^k)^K_c \right\} . \]

**Lemma A.6.1** ([CKS86, (5.7)]). (a) For any \( c > 1 \), the regions \( (\Delta^*)^k)^K_c \) corresponding to the various permutations of the variables and choices of \( K \subset \{1, \ldots, k\} \) cover the intersection of \( (\Delta^*)^k \) with a neighborhood of \( 0 \in \Delta^k \). (b) The set \((\mathcal{O} \otimes \mathcal{L})^b \) consists of precisely those elements in \( \mathcal{O} \otimes \mathcal{L} \) that are bounded on \( (\mathcal{H}^k)^K_c \) for some (any) \( c \).

**Remark A.6.2.** The coordinates \( y = (s,u) \) are well-adapted to study the asymptotic behavior of the Hodge metric and Chern form for the sequence \( t_\mu \) (cf. the outline of the proof of (4.1.4) in §4.1). For the remainder of §A.6, and throughout §4.3, the notation

\[ f(x, s, u; w) \underset{\sim}{\rightarrow} g(x, u; w) \quad (\text{or } f(t, w) \underset{\sim}{\rightarrow} g(x, u; w)) \]
will indicate that $f(x,s,u;w)$ converges to $g(x,u;w)$ as $s_1,\ldots,s_\rho \to \infty$, and that this convergence is uniform on compact subsets of $\{x \in \mathbb{R}^k\} \times \{u_\alpha \in \mathbb{R}^{k-\rho}\} \times \{w \in \Delta^\ell\}$.

A.6.2. Commuting $\text{SL}(2)$’s. Define

$$N_\alpha(u) := N_{k_\alpha} + \sum_{k_{\alpha-1} < j < k_\alpha} u_j^\alpha N_j = \frac{1}{y_{k_\alpha}} \sum_{k_{\alpha-1} < j \leq k_\alpha} y_j N_j.$$ 

Note that

$$\sum_{j=1}^{k} y_j N_j = \sum_{\alpha=1}^{\rho} (s_\alpha s_{\alpha+1} \cdots s_\rho) N_\alpha(u).$$

Since each $\exp(\sum z_j N_j) \cdot \tilde{F}_w$ is a nilpotent orbit, it follows that $\exp(\sum z_\alpha N_\alpha(u)) \cdot \tilde{F}_w$ is also a nilpotent orbit. The several-variable $\text{SL}(2)$–orbit theorem [CKS86, (4.20)] associates to this nilpotent orbit a collection $\{\nu_\alpha : \text{SL}(2, \mathbb{C}) \to G_\mathbb{C}\}_{\alpha=1}^{\rho}$ of commuting horizontal $\text{SL}(2)$’s. Let $\{\hat{N}_\alpha(u,w), \hat{Y}_\alpha(u,w), \check{N}_\alpha^+(u,w)\}_{\alpha=1}^{\rho}$ denote the $\nu_\alpha$–images of the standard generators of $\mathfrak{sl}(2, \mathbb{R})$. Each of $\hat{N}_\alpha, \hat{Y}_\alpha$ and $\check{N}_\alpha^+$ is a $g_{\mathbb{R}}$–valued member of $\mathcal{A}$. Furthermore,

$$\left\{\hat{N}_\alpha(u,w), \hat{Y}_\alpha(u,w), \check{N}_\alpha^+(u,w)\right\} = \text{Ad}^{-1}_{\psi(w)} \left\{\hat{N}_\alpha(u,0), \hat{Y}_\alpha(u,0), \check{N}_\alpha^+(u,0)\right\},$$

for all $1 \leq \alpha \leq \rho$.

**Proof of (A.6.4).** This is a consequence of (A.5.1) and [CKS86, (4.75)]: note that the functions $T = T(W,F)$ and $\Phi = \Phi(Y,F)$ of [CKS86, p. 506] are $G_\mathbb{R}$–equivariant. \qed

Define

$$Y^\alpha(u,w) := \sum_{\beta=1}^{\alpha} \hat{Y}_\beta(u,w) \quad \text{(A.6.4)} \quad \Rightarrow \quad \text{Ad}^{-1}_{\psi(w)} Y^\alpha(u,0).$$

It follows directly from the CKS–construction that

$$Y^\rho(u,w)$$

is the element of $g_{\mathbb{R}}$ acting on $\tilde{g}_{w,\ell}$ by $\ell \in \mathbb{Z}$;

in particular, $Y^\rho_w := Y^\rho(u,w)$ is independent of $u$. 

\[ \text{(A.6.6)} \]
A.6.3. Eigenspace decompositions. Set

\[(A.6.7) \quad \varepsilon(y, w) = \varepsilon(s, u; w) := \exp \left( \frac{1}{2} \sum_\alpha \log s_\alpha Y_\alpha(u, w) \right) = \text{Ad}_{\psi(w)}^{-1}(s, u; 0). \]

Recall that the eigenvalues of \( Y_\alpha(u, w) \) are integers. Since \( Y_\alpha \) depends real-analytically on \((u, w)\), both the eigenvalues and their multiplicities are independent of \((u, w)\), and the eigenspaces depend real-analytically on \((u, w)\).

\[(A.6.8) \quad \text{If } Y_\alpha(u, w) \text{ acts by the eigenvalue } e_\alpha \in \mathbb{Z}, \text{ then } \varepsilon(s, u; w) \text{ acts by the eigenvalue } \prod_\alpha s_\alpha^{e_\alpha/2}. \]

So \( \varepsilon(s, u; w) \) is a \( G_{\mathbb{R}} \)-valued function in \( \mathcal{L} \). Additionally \( Y_\alpha(u, w) \in \mathfrak{g}_{w, \mathbb{R}}^{0,0} \), so that \( Y_\alpha(u, w) \) preserves the Deligne splittings (A.3.1). Consequently,

\[(A.6.9) \quad \varepsilon(s, u; w) \in G_{\mathbb{R}}^{\text{DS}_w} := \{ g \in G_{\mathbb{R}} \mid g(\tilde{I}_p^q) = \tilde{I}_p^q, \forall p, q \}. \]

This has two consequences: first,

\[(A.6.10) \quad \varepsilon(s, u; w) \cdot \tilde{F}_w = \tilde{F}_w = \varepsilon(s, u; w)^{-1} \cdot \tilde{F}_w. \]

Second, since \( \varepsilon(s, u; w) \) is semisimple,

\[(A.6.11) \quad \tilde{I}_p^q \text{ decomposes into a direct sum of } \varepsilon(s, u; w)-\text{eigenspaces}. \]

Since the \( \{ Y_\alpha(u, w) \}_{\alpha=1}^\rho \) are commuting semisimple endomorphisms, the Lie algebra admits a simultaneous eigenspace decomposition

\[ \mathfrak{g}_{\mathbb{R}} = \bigoplus_{e_1, \ldots, e_\rho \in \mathbb{Z}} \mathfrak{g}_{e_1, \ldots, e_\rho}(u, w), \]

with \( \text{ad } Y_\alpha \) acting on \( \mathfrak{g}_{e_1, \ldots, e_\rho} \) by the eigenvalue \( e_\alpha \in \mathbb{Z} \). In particular,

\[(A.6.12) \quad \text{Ad}_{\varepsilon(s, u; w)} \text{ acts on } \mathfrak{g}_{e_1, \ldots, e_\rho}(u, w) \text{ by the eigenvalue } \prod_\alpha s_\alpha^{e_\alpha/2}. \]

The eigenspaces \( \mathfrak{g}_{e_1, \ldots, e_\rho}(u, w) \) depend real-analytically on \((u, w)\), and (A.6.5) implies

\[ \mathfrak{g}_{e_1, \ldots, e_\rho}(u, w) = \text{Ad}_{\psi(w)}^{-1}\mathfrak{g}_{e_1, \ldots, e_\rho}(u, 0). \]
Recall that the common intersection of the weight filtrations
\[ \mathfrak{w} := \bigcap_{\alpha=1}^{\rho} W_0(\text{ad}(N_1 + \cdots + N_\alpha)) = \bigoplus_{e_1, \ldots, e_\rho \geq 0} \mathfrak{g}_{-e_1, \ldots, -e_\rho}(u, w) \]
is the direct sum of the eigenspaces for the nonpositive eigenvalues. The following is the key lemma in our analysis of the asymptotic behavior of the curvature matrix.

**Lemma A.6.14.** Suppose that \( U(u, w) \in \mathfrak{w} \) depends continuously on \((u, w)\). Let \( U'(u, w) \) denote the component of \( U(u, w) \) taking value in
\[ \mathfrak{g}_{0, \ldots, 0}(u, w) = \{ X \in \mathfrak{g} \mid [Y^\alpha(u, w), X] = 0, \forall \alpha \} = \bigcap_{\alpha} \ker(\text{ad}Y^\alpha(u, w)) , \]
with respect to the decomposition (A.6.13). Then (A.6.12) yields
\[ \varepsilon(s, u; w) \exp(U(u, w)) \varepsilon(s, u; w)^{-1} \rightarrow \exp(U'(u, w)) , \]
cf. Remark A.6.2.

**Proof.** This is an immediate consequence of (A.6.12). \(\square\)

**A.6.4. Asymptotic behavior.** We will find it useful to write
\[ \eta(t) \zeta(t, w) = \psi(w) \exp(\sum x_j N_j) \nu_w(y) \xi(t, w) \psi(w)^{-1} , \]
(cf. §A.3), where
\[ \nu_w(y) := \exp \sqrt{-1} \left( \text{Ad}_{\psi(w)}^{-1} \delta_0 + \sum_{i=1}^{k} y_i N_i \right) \]
\[ \xi(t, w) := \psi(w)^{-1} \zeta(t, w) \psi(w) = \exp \text{Ad}_{\psi(w)}^{-1} X(t, w) . \]
This allows us to rewrite (A.3.3) as
\[ \Phi(t, w) = \psi(w) \exp(\sum x_j N_j) \nu_w(y) \xi(t, w) \cdot \tilde{F}_w . \]
Define
\[ \mu(s, u; w) := \varepsilon(s, u; w) \zeta(0, w) \varepsilon(s, u; w)^{-1} . \]
Recall that \( X(0, w) = \log \zeta(0, w) \) takes value in the centralizer \( \mathfrak{z} = \bigcap_j \ker(\text{ad}N_j) \) of the \( \{ N_{j} \}_{j=1}^{k} \) (§A.4). Notice that
\[ \mathfrak{z} \subset \bigcap_{\alpha=1}^{\rho} \ker(\text{ad}(N_1 + \cdots + N_\alpha)) \subset \bigcap_{\alpha=1}^{\rho} W_0(\text{ad}(N_1 + \cdots + N_\alpha)) = \mathfrak{w} . \]
Let \( X_u(w) \) denote the component of \( X(0, w) \) taking value in \( g_{0,\ldots,0}(u, 0) \) with respect to the decomposition \( g_C = \oplus g_{e_1,\ldots,e_\rho}(u, 0) \), and set \( \zeta_u(w) := \exp(X_u(w)) \). Then (A.6.5) implies \( U'(u, w) = \Ad_{\psi(w)}^{-1} X_u(w) \).

**Lemma A.6.17.** Both \( \mu \) and \( \mu^{-1} \) belong to \( L^\flat \), and

\[
\mu(s, u; w) \to \exp \Ad_{\psi(w)}^{-1} X_u(w) = \psi(w)^{-1} \zeta_u(w) \psi(w) .
\]

**Proof.** Write \( \xi(0, w) = \exp(U(w)) \) with \( U(w) = \Ad_{\psi(w)}^{-1} X(0, w) \). The result now follows from Lemma A.6.14 \( \square \)

Define \( \lambda = \lambda_1 \cdot \lambda_2 \) by

\[
\begin{align*}
\lambda_1(t, w) & := \varepsilon(s, u; w) \nu_w(y) \varepsilon(s, u; w)^{-1} \\
\lambda_2(t, w) & := \varepsilon(s, u; w) \xi(t, w) \varepsilon(s, u; w)^{-1},
\end{align*}
\]

so that

\[
\begin{align*}
\eta(t) \zeta(t, w) & = \psi(w) \exp \left( \sum x_i N_i \right) \varepsilon(t, w)^{-1} \lambda(t, w) \varepsilon(t, w) \psi(w)^{-1} , \\
\Phi(t, w) & = \psi(w) \exp \left( \sum x_i N_i \right) \varepsilon(t, w)^{-1} \lambda(t, w) \varepsilon(t, w) \cdot \tilde{F}_w .
\end{align*}
\]

Set

\[
N(u, w) := \sum_{\alpha} \hat{N}_{\alpha}(u, w) \overset{(A.6.4)}{=} \Ad_{\psi(w)}^{-1} N(u, 0) .
\]

To simplify notation we set

\[
N(u) := N(u, 0) .
\]

**Lemma A.6.20 ([CKS86, §5]).** Both \( \lambda \) and \( \lambda^{-1} \) belong to \( (\mathcal{O} \otimes \mathcal{L})^\flat \), and

\[
\begin{align*}
\lambda(t, w) & \to \psi(w)^{-1} \exp \left(\sqrt{-1} N(u, 0)\right) \zeta_u(w) \psi(w) .
\end{align*}
\]

When \( \ell = 0 \), the lemma is proved by Cattani–Kaplan–Schmid in [CKS86, pp. 511–512]. Their argument extends to the general case with only minor modification; we sketch the proof here for completeness.
Proof. The proof of [CKS86, (5.12)] applies here to yield

$$\text{Ad}_{\varepsilon(s,u;w)}^{-1} \delta_0 \xrightarrow{\varepsilon} 0,$$

(A.6.21)

$$\text{Ad}_{\varepsilon(s,u;w)} \sum_{j=1}^{k} y_j N_j \xrightarrow{\varepsilon} N(u,w),$$

so that

(A.6.22)

$$\lambda_1(t,w) \xrightarrow{\varepsilon} \exp(\sqrt{-1} N(u,w)).$$

Briefly, (A.6.21) is a consequence of Lemma A.6.14, and the facts (a) that

$$\text{Ad}_{\varepsilon(s,u;w)}^{-1} \psi(w) \delta_0 \in \mathfrak{z} \cap \bigoplus_{p,q \leq -1} \mathfrak{g}^{p,q}_{w} \subset \bigoplus_{\epsilon_1, \ldots, \epsilon_{\rho-1} \geq 0, \epsilon_{\rho} \geq 2} \mathfrak{g}_{-\epsilon_1, \ldots, -\epsilon_{\rho}}(u,w)$$

and (b) the observation (A.6.3) and the fact [CKS86, (4.20.iii)] that $\hat{N}_a(u,w)$ is the component of $N_a(u)$ taking value in

$$\mathfrak{z} \cap \bigcap_{\beta=1}^{\alpha-1} \ker(\text{ad} \ Y^\beta(u,w)) \subset \bigoplus_{\epsilon_1, \ldots, \epsilon_{\rho} \geq 0} \mathfrak{g}_{0, \ldots, 0, -\epsilon_{\alpha}, \ldots, -\epsilon_{\rho}}(u,w).$$

From (A.3.3) and (A.6.15) we see that the nilpotent orbit asymptotically approximating $\Phi(t,w)$ is

$$\theta(t,w) = \eta(t) \zeta(0,w) \cdot \hat{F}_0$$

$$= \psi(w) \exp(\sum x_j N_j) \nu_w(y) \xi(0,w) \cdot \hat{F}_w$$

$$= \psi(w) \exp(\sum x_j N_j) \varepsilon(s,u;w)^{-1} \lambda_1(s,u;w) \varepsilon(s,u;w) \xi(0,w) \cdot \hat{F}_w.$$  

Fix a $G_\mathbb{R}$–invariant distance $d$ on $D$. Keeping (A.6.10) and (A.6.18) in mind, the nilpotent orbit theorem [CKS86, (1.15.iii)] implies

$$d(\Phi(t,w), \theta(t,w)) = d\left(\lambda(t,w) \cdot \hat{F}_w, \lambda_1(t,w) \mu(s,u;w) \cdot \hat{F}_w\right) \xrightarrow{\varepsilon} 0.$$

It then follows from Lemma A.6.17 and (A.6.22) that

$$\lambda(t,w) \cdot \hat{F}_w \xrightarrow{\varepsilon} \exp(\sqrt{-1} N(u,w)) \cdot \psi(w)^{-1} \zeta_u(w) \psi(w) \cdot \hat{F}_w.$$  

Therefore

$$\lambda_2(t,w) \cdot \hat{F}_w \xrightarrow{\varepsilon} \psi(w)^{-1} \zeta_u(w) \psi(w) \cdot \hat{F}_w.$$
Since both $\lambda_2(t, w)$ and $\psi(w)^{-1}\zeta_\nu(w)\psi(w)$ take value in $\exp(\tilde{n}_w)$, it follows from (A.3.2) that
\begin{equation}
(A.6.23) \quad \lambda_2(t, w) \xrightarrow{\sim} \psi(w)^{-1}\zeta_\nu(w)\psi(w).
\end{equation}

The lemma now follows from (A.6.19), (A.6.22) and (A.6.23).
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