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Abstract—In this paper, we study the cluster head detection problem of a hierarchical unmanned aerial vehicle (UAV) swarm network (USNET), consisting of multiple double-level clusters, from the perspective of the observers who are assumed not to know any internal information on the USNET. Specifically, we propose a multi-cluster graph attention self-supervised learning (MC-GASSL) framework for the observers. The MC-GASSL comprises two main algorithms, including the sequential metric learning (SML) algorithm for detecting the clusters in the USNET, and the graph attention self-supervised learning (GASSL) algorithm for detecting the cluster head in each cluster. The basic idea of the SML is to learn an embedding space where the UAVs can be easily clustered based on Euclidean distances, and the GASSL works by calculating the attention weights between UAVs and finding the attention center of the cluster. Extensive numerical results validate the effectiveness of the MC-GASSL. Moreover, the ablation study shows that the GASSL can detect the cluster head in single clusters with over 98% detection rate on average. The ablation study also shows that the clustering purity of the USNET with the SML exceeds that with traditional clustering algorithms by at least 10% on average.

Index Terms—Cluster head detection, graph attention network, self-supervised learning, hierarchical UAV swarm.

I. INTRODUCTION

UNMANNED aerial vehicle (UAV) swarm network (USNET) composed of several hierarchical UAV clusters usually has structural advantages over flat UAV swarms in many aspects, including collective management, communication efficiency, and labor divisions [1]. As a result, USNET has become a critical technology to a broad of UAV-aided scenarios, such as data collections [2], [3], area coverage [4] and securities [5]. Generating behaviors of UAVs is an important part in the USNET technique and has been investigated in many literatures. For example, the authors in [2], [4], [6], [7], [8] have studied the trajectory planning algorithms of USNET exhaustively in various scenes, while [9], [10], [11] and [12], [13] have proposed efficient methods on data transmissions and charging schedules for the USNET, respectively. Note that apart from the UAVs themselves, there usually exists another side of agents in practical applications of the USNET technique that respond to the behaviors of UAVs, such like ground users, clients or defenders [14]. They can all be referred to as observers. As high-level cluster head UAVs (HUAVs) often act as control and communication centers for low-level follower UAVs (FUAVs) in each UAV cluster [15], one of the prerequisites for observers is to detect the HUAVs of the USNET [16]. In fact, detecting the HUAVs is urgently needed in many practical scenes, especially in those involving offensive and defensive confrontations [17]. Many works have studied the cluster head selection problems [34], [35], [36], [37]. However, these problems mainly focus on selecting a cluster head from the perspective of the USNET itself to improve its own performance or abilities. Instead, the HUAV detection problem described above aims at let the observers know more about the inside structure of the USNET and help with their further decisions. Besides, the USNET usually know much information about each UAV, while the observers nearly do not know any prior information on the UAVs, especially in the confrontations scenarios. Actually, to the best of our knowledge, few literatures have deeply investigated the cluster head detection of USNET from the perspective of observers.

The cluster head detection of the USNET is a complex and even abstruse problem that faces many challenges [18]. The first challenge lies in the indistinguishability of the appearance of UAVs from different levels [19]. Specifically, the observers cannot tell the difference between HUAVs and FUAVs exclusively from exterior. Instead, they can only detect the HUAVs
by mining the UAVs’ flying patterns, such as patterns of positions, speeds, accelerations, etc., which makes the cluster head detection a non-trivial problem. Although there usually exists a function describing the flying rule of FUAVs with respect to HUAVs, named as the inherent following strategy (IFS), the observers cannot obtain the specific expression of such function in advance, especially in confrontation scenarios [17]. Besides, the communications links (CLs) between FUAVs and HUAVs that can help with the cluster head detection of the USNET are also unavailable to the observers. Hence, particular features of the IFS or the CLs cannot be utilized in designing the cluster head detection methods, which makes up the second challenge. Thirdly, the UAVs are constantly moving in three-dimensional (3D) spaces, making the USNET a dynamic graph instead of a static one. Therefore, the features of each UAV are composed of sequential position and speed vectors with various lengths, which increases the difficulties in finding the HUAVs in the USNET. Moreover, the number of UAV clusters in the USNET is usually not available to observers, which formulates another challenge in the cluster head detection problem.

In this paper, we study the cluster head detection problem of a hierarchical USNET consisting of multiple double-level clusters from the perspective of observers who nearly do not know any internal information on the USNET. To the best of our knowledge, we are the first to study such problem. The main contributions are summarized as follows.

- Firstly, we come up with a novel way to look at the HUA V in each cluster, i.e., viewing them as the attention center in each cluster. Based on this idea, we propose a graph attention self-supervised learning (GASSL) algorithm to detect the HUAVs in single clusters. Specifically, the GASSL calculates the attention weights of each UAV with respect to all other UAVs in the cluster and determines the HUA V as the UAV attaining the most attention weights. We also prove that the GASSL satisfies the necessary condition of detecting the HUA V within single clusters.

- Secondly, we develop a sequential metric learning (SML) algorithm to detect the clusters in the USNET. Specifically, the SML learns an embedding space for all UAVs, where the embeddings of UAVs from the same cluster stay close to each other while those of UAVs in distinct clusters remain distant, and clusters the USNET with clustering method based on Euclidean distances, such as K-means.

- Combining the GASSL algorithm and the SML algorithm, we propose the MC-GASSL algorithm to detect the HUAVs in the USNET with multiple clusters. Numerical results show that the MC-GASSL algorithm can efficiently detect all the HUAVs in the USNET under various IFSs and cluster numbers with low detection redundancies, which validates the effectiveness of it. We also analyze the computational complexity of the MC-GASSL algorithm, and the experiment results show that it can work in a nearly real-time manner.

- Moreover, the ablation studies on the GASSL show that the GASSL can detect the HUAVs in single clusters under various kinds of IFSs with over 98% detection rate on average. Moreover, the ablation studies on the SML show that the clustering purity of the USNET with MC-GASSL exceeds that with traditional clustering algorithms by at least 10% on average.

The rest parts of this paper are organized as follows. Section II presents the system models of the cluster head detection problem. Section III describes the proposed MC-GASSL framework, where Section III-A presents the details of the GASSL algorithm and Section III-B describes the details of the SML algorithm. Simulation results and analysis are provided in Section IV, and conclusions are made in Section V. The abbreviations are summarized in Table I, and the notations are summarized in Supplementary Material I. The preliminaries of the graph attention network and deep metric learning are presented in Supplementary Material II.

### II. SYSTEM MODEL

As shown in Fig. 1, we consider a two-level USNET, $\mathcal{U}_{\text{NET}}$, with $M \in \mathbb{N}_+$ clusters, where the $j$-th cluster is composed of one HUA V and $m_j \in \mathbb{N}_+$ FUAVs with exactly the same appearance, $j \in \mathcal{M} \triangleq \{1, 2, ..., M\}$. The total number of UAVs in $\mathcal{U}_{\text{NET}}$ can be calculated as $N \triangleq \sum_{j=1}^{M} (1 + m_j) = M + \sum_{j=1}^{M} m_j$. For convenience, each UAV is endowed with a fixed index $i \in \mathcal{N} \triangleq \{1, 2, ..., N\}$. Hereafter, we use UAV, FUA V and HUA V to represent a certain UAV, FUA V and HUA V with index $i$, respectively. In addition, we denote the index set of all UAVs in $\mathcal{U}_{\text{NET}}$ as $\mathcal{H} \subseteq \mathcal{N}$, and the index set of all UAVs within the $j$-th cluster as $\mathcal{N}_j \subseteq \mathcal{N}$, $\forall j$. Each FUA V has a communication link (CL) to the HUA V in the same cluster, but has no CLs to other UAVs. Establish an $X$-$Y$-$Z$ Cartesian coordinate for the USNET, and let the position of UAV $i$ at time step $t$ be $\mathbf{p}_{i,t} = [x_{i,t}, y_{i,t}, z_{i,t}]^T \in \mathbb{R}^3$, $t \in \mathbb{N}$, where $x_{i,t}$, $y_{i,t}$ and $z_{i,t}$ represent the $X$, $Y$ and $Z$ axis components, respectively. The speed of UAV $i$ at time step $t$ can then be defined as $\mathbf{v}_{i,t} = \mathbf{p}_{i,t+1} - \mathbf{p}_{i,t}$. Without loss of generality, we suppose that the HUAVs determine their speeds independently, while the FUAVs follow the HUAVs within the same clusters. To be specific, each FUA V in $\mathcal{U}_{\text{NET}}$ obeys an identical IFS. We suppose the speeds of FUAVs only depend on their historical
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**Table I. The Summarization of Abbreviations**

| Abbreviations | Full Name |
|---------------|-----------|
| UAV           | unmanned aerial vehicle |
| USNET         | unmanned aerial vehicle swarm network |
| HUA V         | high-level cluster head UAV |
| FUA V         | low-level follower UAV |
| GASSL         | graph attention cluster head UAV |
| AGAT          | multi-cluster graph attention |
| MC-GASSL      | self-supervised learning |
| AGAT          | adaptive graph attention network |
| IFSN          | inherent follow strategy network |
| IFS           | inherent follow strategy |
| CL            | communication link |
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|---------------|-----------|
| UAV           | unmanned aerial vehicle |
| USNET         | unmanned aerial vehicle swarm network |
| HUA V         | high-level cluster head UAV |
| FUA V         | low-level follower UAV |
| GASSL         | graph attention cluster head UAV |
| AGAT          | adaptive graph attention network |
| IFSN          | inherent follow strategy network |
| IFS           | inherent follow strategy |
| CL            | communication link |
positions in the past $T$ time steps, as well as their HUAVs’ historical speeds and positions in the past $T$ time steps, where $T_0 \in \mathbb{N}_+$ is a constant. The IFS can then be represented as a function $f(\cdot)$. Specifically, let UAV $i_F$ and UAV $i_j,H$ be an FUAV and an HUAV within the same cluster, respectively. The speed of FUAV $i_F$ at time step $t+1$ can be expressed as

$$v_{i_F,t+1} = f(P_{i_F,t+1}, v_{i_j,H,t}, P_{i_j,H,t-T_0+1}),$$

(1)

where $P_{i_F,t+1} \triangleq [P_{i_F,t+1}, \cdots, P_{i_F,t-T_0+1}]^T \in \mathbb{R}^{T_0+1 \times 3}$ and $V_{i_j,H,t} \triangleq [v_{i_j,H,t}, \cdots, v_{i_j,H,t-T_0+1}]^T \in \mathbb{R}^{T_0 \times 3}$. Note that (1) can encompass a wide range of functions. Examples of specific expressions of the IFS are shown in Table III. Note that as the HUAVs decide their speeds independently, UAVs from different clusters can be spatially mixed together. To avoid collisions, we assume that each UAV adopts the artificial potential field (APF) method [33] whose basic idea is described in the Supplementary Material VI.

A. Problem Settings

We study the cluster head detection problem of $U_{\NET}$ from the perspective of observers. Specifically, as the observers are not on the same side\(^2\) with $U_{\NET}$, they cannot obtain any information on the structures of $U_{\NET}$ in advance, including the number of clusters $M$, the number of FUAVs in each cluster $m_j$, and the CLs. Moreover, the observers are assumed to know the inputs to the IFS are $P_{i_F,t+1}$, $V_{i_j,H,t}$, $P_{i_j,H,t-T_0+1}$, but do not know the specific expressions of the IFS with these terms. In fact, the observers can only observe the positions and velocities of UAVs at each time step and detect the HUAVs by mining the relationship between these observations. All the perceptual information of the observers on $U_{\NET}$ is summarized in Table II. The goal of observers is to detect all the HUAVs in $U_{\NET}$ as accurately as possible.

\(^1\)See Supplementary Material III.A for further illustrations on (1).

\(^2\)For example, the observers are ground defenders, defending against $U_{\NET}$.

III. Multi-Cluster Graph Attention Self-Supervised Learning

To solve the cluster head detection problem of $U_{\NET}$ from the perspective of observers, we propose a multi-cluster graph attention self-supervised learning (MC-GASSL) framework. Specifically, the MC-GASSL framework consists of two main algorithms, including a sequential metric learning (SML) algorithm for clustering $U_{\NET}$, and a graph attention self-supervised learning (GASSL) algorithm for detecting HUAVs in each cluster. The MC-GASSL framework works in an iterative manner, alternating between clustering $U_{\NET}$ with the SML and detecting the HUAVs. The HUAVs in each cluster with the GASSL.

A. GASSL: Detecting the HUA in a Single Cluster

Suppose we have accurately clustered the USNET $U_{\NET}$. Without the loss of generality, let us consider the detection of the HUA in the $j$-th cluster, where the HUA takes the lead of $m_j$ FUAVs. For convenience, we here denote the index of the HUA in the $j$-th cluster as $i_j,H$, and denote the index set of all

| Information on $U_{\NET}$ | known/unknown to Observers |
|-----------------------------|-----------------------------|
| HUAVs $H$                   | unknown                     |
| cluster label of each UAV   | unknown                     |
| the number of clusters $M$  | unknown                     |
| FUAV number in each cluster, $m_j, V_j$ | unknown |
| CLs                         | unknown                     |
| specific expressions of the IFS $f(\cdot)$ | unknown |
| inputs to the IFS $f(\cdot)$ | known                      |
| positions $x_{j,t}$ and speeds $v_{j,t}$ of UAVs | known |

Fig. 1. Observers detect the cluster heads of a two-level USNET.
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the UAVs in the cluster as \( N_j \). As the IFS \( f(\cdot) \) inherently obeyed by each FUAV is only a function of positions and velocities of the HUA \( V_{ij,H} \) and the FUAV itself, each FUAV can be viewed as only focusing on the HUA \( V_{ij,H} \) in addition to itself and paying little attention to other FUAVs. In this way, the HUA \( V_{ij,H} \) acts as the attention center among all UAVs in the \( j \)-th cluster. Based on this point of view, we develop the GASSL algorithm to detect the HUA in each cluster. Its basic idea is to calculate the attention weights of each UAV \( i \) in the \( j \)-th cluster with respect to all other UAVs in the \( j \)-th cluster and determine the HUA \( V_{ij,H} \) as the UAV that attains the most attention weights.

To calculate the attention weights, we design a neural network with self-supervised learning schemes for each UAV \( i \) in the \( j \)-th cluster, as shown in Fig. 2. Specifically, the neural network is composed of two parts, including an adaptive graph attention network (AGAT) and an inherent follow strategy network (IFSN) \( \hat{f}(\cdot) \). The goal of the AGAT is to estimate the history position \( p_{ij,H,t-T_0+1} \) and speeds \( v_{ij,H,t} \) of the HUA \( V_{ij,H} \) based on the inputs of the history position and speeds of all UAVs in the \( j \)-th cluster, i.e.,

\[
\hat{V}_{i,t} \rightarrow V_{i,t}, \quad \hat{p}_{i,t-T_0+1} \rightarrow p_{i,t-T_0+1},
\]

where estimations \( \hat{V}_{i,t} \triangleq [\hat{v}_{i,t-T_0+1}, \hat{v}_{i,t-T_0+2}, ..., \hat{v}_{i,t}]^T \) and \( \hat{p}_{i,t-T_0+1} \) are the outputs of the AGAT. The goal of the IFSN \( \hat{f}(\cdot) \) is to fit IFS \( f(\cdot) \), i.e.,

\[
\hat{f}(\cdot) \rightarrow f(\cdot),
\]

where the input of the IFSN \( \hat{f}(\cdot) \) is the output of the AGAT, \( \hat{V}_{i,t} \) and \( \hat{p}_{i,t-T_0+1} \), as well as the historical positions of UAV \( i \) itself, \( \hat{V}_{i,t} \) and \( \hat{p}_{i,t-T_0+1} \), and the output of the IFSN \( \hat{f}(\cdot) \) is the prediction of the speed of UAV \( i \) at the next time step, \( \hat{v}_{i,t+1} \). Note that \( \hat{v}_{i,t+1} \) is also the output of the whole neural network.

The inference processes of the AGAT and IFSN, as well as the design of the loss function is described as follows.

1) AGAT: As shown in Fig. 2, the history speeds \( V_{i,t} \) and position \( p_{i,t-T_0+1} \) of UAV \( i \) are concatenated and pre-processed with a trainable multi-layer perceptron (MLP) \( L(\cdot) \) to obtain the query data. Note that the MLP \( L(\cdot) \) acts as the query matrix in a traditional graph attention network (GAT) [22]. As there are \( T_0 \) history speeds data and one history position data of each UAV \( i' \), we construct \( T_0+1 \) attention head modules in the AGAT. The \( l \)-th attention head is composed of a trainable MLP \( s_l(\cdot) \) acting as the similarity function, and a trainable parameter \( K_l \in \mathbb{R}^{K \times 3} \), where \( K \in \mathbb{N}_+ \) is a hyperparameter and \( l \in \{1, 2, ..., T_0+1\} \). The first \( T_0 \) attention heads deal with the history speeds of all UAVs, while the last attention head deals with the historical positions of all UAVs. Specifically, the \( l \)-th \( (l \neq T_0+1) \) attention head transforms the speeds of all UAVs at time step \( t-l+1 \) linearly by \( K_l \), obtaining the key data of the \( l \)-th attention head. Each key date is concatenated with query data and processed by similarity function \( s_l(\cdot) \) and softmax operation, as shown in (5), where \( \mathcal{Z} \) represents the concatenation operation, and \( \alpha_{i,i',l} \) is the attention value of UAV \( i \) with respect to the speed \( v_{i',t-l+1} \) of UAV \( i' \). The last attention head processes the positions of all UAVs at time step \( t-T_0+1 \) in the same way and outputs the attention values \( \alpha_{i,i',T_0+1}, v_{i',t} \) with respect to \( p_{i',t-T_0+1} \) as (6). The attention weight \( \alpha_{i,i'} \) of UAV \( i \) with respect to UAV \( i' \) is calculated as the average attention values in all \( T_0+1 \) attention heads, i.e.,

\[
\alpha_{i,i'} = \frac{1}{T_0+1} \sum_{l=1}^{T_0+1} \alpha_{i,i',l}.
\]
Denote the parameters of the AGAT for UAV $i$ as $\Phi_i$. Note that the attention weight $\alpha_{i',i}$ may not equal to $\alpha_{i,i'}$ since $\alpha_{i',i}$ is derived from the AGAT for UAV $i'$ with different parameters $\Phi_i'$. The value data are directly made as the history speeds and positions themselves with no trainable transformation parameters. Then the element $\hat{V}_{i,t-t+1}$ in the output $\hat{V}_{i,t}$ is calculated as the weighted combination of the value data $v_{i',t-t+1}$ with the attention values of the $l$-th attention head $\alpha_{i,i'}$, i.e., $\hat{V}_{i,t-t+1} = \sum_{i'=1}^{1+m_1} \alpha_{i,i'} v_{i',t-t+1}$, where $l \neq T_0 + 1$. Similarly, the output $\hat{p}_{i,t-T_0+1}$ is derived from the weighted combination of the value data $p_{i',t-T_0+1}$ with the attention values of the last attention head, i.e.,

$$\hat{p}_{i,t-T_0+1} = \sum_{i'=1}^{1+m_1} \alpha_{i,i'} p_{i',t-T_0+1}.$$  

2) IFSN: The IFSN receives $\hat{V}_{i,t}$ and $\hat{p}_{i,t-T_0+1}$ from the AGAT, and concatenates them together with the positions $p_{i,t}$ of UAV $i$. The concatenations are standardized as zero-mean vectors with unit variance to make the speed and position data in the same order of magnitude. The standardized vectors are processed with a trainable MLP to obtain the estimation $\hat{v}_{i,t+1}$ of the speed of UAV $i$ at time step $t + 1$. Note that the parameters of IFSN $\hat{f}(\cdot)$ are shared among all UAVs. We denote the parameters of IFSN $\hat{f}(\cdot)$ as $\Gamma$. Then all the parameters of GASSL for UAV $i$ can be denoted as $\Theta_i = \{\Phi_i, \Gamma\}$.

3) Self-Supervised Loss Function: The loss function $\mathcal{L}(\Theta_i)$ of the whole neural network in the GASSL for UAV $i$ is designed as the square error between the real speed $v_{i,t+1}$ and the estimated speed $\hat{v}_{i,t+1}$, i.e.,

$$\mathcal{L}(\Theta_i) = (v_{i,t+1} - \hat{v}_{i,t+1})^2 = (v_{i,t+1} - \hat{f}(\hat{p}_{i,t}, \hat{V}_{i,t}, \hat{p}_{i,t-T_0+1}))^2.$$  

Note that $\mathcal{L}(\Theta_i) \geq 0$. As proved in Proposition 1, a sufficient condition for $\mathcal{L}(\Theta_i) = 0$ is that the IFSN $\hat{f}(\cdot)$ completely fits the IFS $f(\cdot)$ and UAV $i$ only focuses on the speeds and positions of HUA $i_j,H$. A sufficient condition for $\mathcal{L}(\Theta_i) = 0$ is that

- the IFSN $\hat{f}(\cdot)$ completely fits the IFS $f(\cdot)$, i.e., $\hat{f}(\cdot) = f(\cdot)$;
- UAV $i$ only focuses on the speeds and positions of HUA $i_j,H$, i.e., $\alpha_{i,i',t} = 1$ for $\forall l$ and $\alpha_{i,j',t} = 0$ for $\forall l' \neq i,j; \forall l'$, hold at the same time.

Proof: When $\alpha_{i,i,j',t} = 1, \forall l$ and $\alpha_{i,j',t} = 0, \forall l' \neq i,j,H; \forall l'$, we have

$$\hat{v}_{i,t-l+1} = \sum_{i'=1}^{1+m_1} \alpha_{i,i'} v_{i',t-l+1} = \sum_{i'=1}^{1+m_1} 1 \{i' = i,j,H\} v_{i',t-l+1} = v_{i,t-l+1},$$

and at the same time, we have

$$\hat{p}_{i,t-T_0+1} = \sum_{i'=1}^{1+m_1} \alpha_{i,i'} p_{i',t-T_0+1} = \sum_{i'=1}^{1+m_1} 1 \{i' = i,j,H\} p_{i',t-T_0+1} = p_{i,t-T_0+1}.$$  

Hence, we have $\hat{V}_{i,t} = V_{i,j,H,t}$ and $\hat{p}_{i,t-T_0+1} = p_{i,j,H,t-T_0+1}$. Since $\hat{f}(\cdot) = f(\cdot)$, we can derive

$$\mathcal{L}(\Theta_i) = (v_{i,t+1} - \hat{f}(\hat{p}_{i,t}, \hat{V}_{i,t}, \hat{p}_{i,t-T_0+1}))^2 = (v_{i,t+1} - f(\hat{p}_{i,t}, V_{i,j,H,t}, p_{i,j,H,t-T_0+1}))^2 = (v_{i,t+1} - v_{i,t+1})^2 = 0.$$  

So far, we have completed the proof.

Therefore, we can reduce the loss function $\mathcal{L}(\Theta_i)$ towards zero by training the neural networks in GASSL, and obtain the attention weights $\alpha_{i,j',t}$ of UAV $i$ with respect to all UAVs. Then, we choose the index of the UAV with maximum attention weights as the index of HUA for UAV $i$, i.e.,

$$i^{(i)}_{j,H} \leftarrow \arg\max_{i'} \alpha_{i,j',t}.$$  

Note that $i^{(i)}_{j,H}$ only represents the choice of HUA from the perspective of UAV $i$. We apply the GASSL to all $m+1$ UAVs in the $j$-th cluster and obtain the indexes of HUA from the view of all UAVs. Then the probability of UAV $i$ being the HUA $i_{j,H}$ can be calculated as

$$c_i = \frac{1}{m+1} \sum_{i'} 1 \{i^{(i')}_{j,H} = i\}.$$  

It is worth noting that as the IFS $f(\cdot)$ may only relates to part of the HUA’s history speeds or positions, attention heads dealing with irrelevant speed or position data of HUA can produce attention weights with random values after training. See Supplementary Material III.B for details.
The GASSL selects the UAV with the maximum probability as the HYAV, i.e.,
\[
\hat{i}_{j,H} \leftarrow \arg \max \limits_{i \in N_j} c_i,
\]
where \(\hat{i}_{j,H}\) denotes the index of the selected HYAV. The superiority of the GASSL compared to existing GNNs are presented in Supplementary Material V.A.

B. SML: Clustering the USNET \(\mathcal{U}_{\text{NET}}\)

Let us consider the way to cluster \(\mathcal{U}_{\text{NET}}\). As the UAVs from different clusters can be spatially mixed with each other, \(\mathcal{U}_{\text{NET}}\) cannot be directly clustered in the X-Y-Z Cartesian coordinate based on geometric distances. Inspired by the metric learning algorithms used in many other realms, such as computer vision, we develop the SML algorithm to cluster \(\mathcal{U}_{\text{NET}}\). Its basic idea is to first map each UAV based on its historical positions and velocities into a learned embedding space, where the embeddings of UAVs from the same cluster stay close to each other while the embeddings of UAVs belonging to distinct clusters keeps away from each other; and then cluster the UAVs directly based on the geometric distance in the embedding space by traditional clustering algorithms, such as K-means [24]. Note that as the history speeds and positions of each UAV are sequential data, we should leverage recurrent neural networks (RNNs) to extract the embeddings of it. There are many versions of RNNs, including the vanilla RNN, LSTM, GRU [23], SRU and the bi-direction version of them. Due to the advantages of good performance and fast convergence of the GRU, we here select it as the embedding extractor. See Supplementary Material V.B for detailed explanations on the reasons of selecting the GRU. As shown in Fig. 3, the embedding extractor is composed of \(T_0\) identical GRU units. Specifically, to extract the features of UAV \(i\), the embedding network receives the position \(p_{i,t-T_0+1}\) and the speed vectors in \(v_{i,t}\) of UAV \(i\) sequentially, and outputs the extracted feature \(e_{i,t} \in \mathbb{R}^3\) of it. The inference process of the embedding network and the way of training it is described as follows.

1) Inference Process of the Embedding Network: The \(\tau\)-th GRU unit takes both the output \(h_{i,\tau-1} \in \mathbb{R}^3\) of the previous GRU unit and \(v_{i,t-T_0+\tau}\) as input, and calculates \(h_{i,\tau} \in \mathbb{R}^3\) for the next GRU unit, where \(h_{i,\tau} \equiv p_{i,t-T_0+\tau}\) and \(h_{i,0} \equiv e_{i,t}\), \(\forall \tau \in \{1, 2, \ldots, T_0\}\). Inside the \(\tau\)-th GRU, \(h_{i,\tau-1}\) and \(v_{i,t-T_0+\tau}\) are concatenated and transformed to the reset gate \(g_r \in \mathbb{R}^3\) and update gate \(g_u \in \mathbb{R}^3\), i.e.,
\[
\begin{align*}
  g_r &= \sigma(W_r(h_{i,\tau-1} \downarrow v_{i,t-T_0+\tau})), \\
  g_u &= \sigma(W_u(h_{i,\tau-1} \downarrow v_{i,t-T_0+\tau})),
\end{align*}
\]
where \(W_r \in \mathbb{R}^{3 \times 6}\) and \(W_u \in \mathbb{R}^{3 \times 6}\) are two trainable parameters, and \(\sigma(\cdot)\) is the sigmoid function. The reset gate \(g_r\) resets \(h_{i,\tau-1}\) through Hadamard product, and the obtained reset vector is concatenated with \(v_{i,t-T_0+\tau}\) and transformed to vector \(h'_{i,\tau} \in \mathbb{R}^3\), i.e.,
\[
\begin{align*}
  h'_{i,\tau} &= \tanh \left( W_h(v_{i,t-T_0+\tau} \downarrow (g_r \odot h_{i,\tau-1})) \right),
\end{align*}
\]
where \(W_h \in \mathbb{R}^{3 \times 6}\) is a trainable parameter, and \(\tanh(\cdot)\) is the hyperbolic tangent function. Then the output \(h_{i,\tau}\) of the \(\tau\)-th GRU unit is calculated as
\[
\begin{align*}
  h_{i,\tau} &= (1 - g_u) \odot h_{i,\tau-1} + g_u \odot h'_{i,\tau}.
\end{align*}
\]
Note that each GRU unit shares the same trainable parameters, and we denote the set of all the trainable parameters in a GRU unit as \(W \equiv \{W_r, W_u, W_h\}\).

2) Metric Learning of the Embedding Network: To train the embedding network, we develop a deep metric learning method, as shown in Fig. 3. Specifically, we construct a Siamese network consisting of three identical embedding networks with shared trainable parameters \(W\). For convenience, we refer these embedding networks as anchor network, positive network and negative network. We also design a loss function \(L^s(W)\) in the form of the triplet loss function [27]. The embedding network is learned after training the Siamese network with \(L^s(W)\). The detailed training process is described as follows. Suppose we have a dataset \(D\) of the USNET \(\mathcal{U}_{\text{NET}}\), consisting of the cluster label of each UAV and its historical positions and velocities. During each episode of training, the anchor network and the positive network calculate the features of UAVs from the same cluster, while the negative network calculates the features of the UAV from a distinct cluster. Specifically, we first arbitrarily pick a UAV \(i_n\) from a random cluster \(j\), referred as the anchor UAV. Then we sample a UAV \(i_p\) from the same cluster with hard sampling method [26], referred as the positive UAV, i.e.,
\[
\begin{align*}
  i_p &= \arg \max \limits_{i \in N_j} \left\| \frac{p_{i,t-T_0+1}}{v_{i,t}} - \frac{p_{i_p,t-T_0+1}}{v_{i_p,t}} \right\|_2, \\
  i_n &= \arg \min \limits_{i \in N_j} \left\| \frac{p_{i,t-T_0+1}}{v_{i,t}} - \frac{p_{i_n,t-T_0+1}}{v_{i_n,t}} \right\|_2.
\end{align*}
\]
Afterwards, we input the historical positions and velocities of anchor UAV, positive UAV and negative UAV into the anchor
network, positive network and negative network, respectively, and obtain the corresponding extracted embeddings \(e_{i_a,t}, e_{i_p,t}\) and \(e_{i_n,t}\). We calculate the loss function \(L^s(W)\) as

\[
L^s(W) = \left[ \left\| e_{i_p,t} - e_{i_a,t} \right\|_2^2 - \left\| e_{i_n,t} - e_{i_a,t} \right\|_2 + \gamma \right]_+,
\]

(21)

where \(\gamma > 0\) is a constant, and \(L^s(W) \geq 0\) always holds. Note that \(L^s(W) = 0\) means that the distance between the extracted embeddings of the anchor UAV and the negative UAV, i.e., \(\left\| e_{i_a,t} - e_{i_n,t} \right\|_2\), is at least \(\gamma\) larger than the distance between the extracted embeddings of the anchor UAV and the positive UAV, i.e., \(\left\| e_{i_a,t} - e_{i_p,t} \right\|_2\). This is consistent with the aforementioned basic idea of the SML. In practice, we usually sample several anchor UAVs in various clusters at once and find the corresponding positive and negative UAVs to form a batch of training data. The loss function for the batch can be expressed as

\[
L^s_B(W) = \sum_{b=1}^{B} \left[ \left\| e_{i_p,t,b} - e_{i_a,t,b} \right\|_2^2 - \left\| e_{i_n,t,b} - e_{i_a,t,b} \right\|_2 + \gamma \right]_+,
\]

(22)

where \(B \in \mathbb{N}_+\) is the size of the batch, and \(e_{i_a,t,b}, e_{i_p,t,b}\) and \(e_{i_n,t,b}\) are the \(b\)-th anchor, positive, and negative UAV in the batch, respectively, \(\forall b \in \{1, 2, ..., B\}\). The parameter \(W\) can be updated by gradient descent, i.e.,

\[
W \leftarrow W - \beta' \nabla_W L^s_B(W),
\]

(23)

where \(\beta' > 0\) is the learning rate. We iteratively sample batches from \(D\) and apply (23) to the parameter \(W\) until convergence.

3) Clustering in the Embedding Space: After training the embedding network, it is able to learn a embedding space where the UAVs within the same cluster stay close to each other, while the UAVs in distinct clusters are separated away. Hence, we can leverage traditional clustering methods, such as K-means, spectral clustering, symmetric non-negative matrix factorization (SNMF), etc., to cluster the USNET \(U_{\text{USNET}}\). Recall that as the number of clusters \(M\) is unknown, we need to estimate the number of clusters before clustering the USNET. Hence, the SML utilizes the gap-statistic method [29] to produce the estimation of the number of clusters and leverages the K-means method to cluster the USNET \(U_{\text{USNET}}\) due to its advantages of simplicity and efficiency.

C. MC-GASSL Implementations in Practice

As the dataset \(D\) cannot be obtained by the observers in advance, the metric learning of the embedding network cannot be carried out before the online deployment of the MC-GASSL. This makes the SML unable to accurately cluster the USNET \(U_{\text{USNET}}\) at one time. Hence, in practice, the MC-GASSL works in an iterative manner, alternating between clustering the USNET \(U_{\text{USNET}}\) with the SML and detecting the HUA V in each cluster with the GASSL. The training of the embedding network with metric learning are carried out online during the iterations. However, as the embedding network is untrained before the online deployment of the MC-GASSL, the clustering precision in the first iteration can be low and the time complexity of the online training can be high. Hence, to deal with these two issues, we develop an offline meta learning for the embedding network. The details of the offline meta learning are shown below.

1) Offline Meta Learning for Embedding Network: As the meta learning can find promising initial parameters for neural networks working across multiple tasks [28], we leverage the meta learning to obtain the initial parameters for the embedding network in an offline manner. The construction of the meta learning dataset is described as follows. Specifically, we randomly construct \(F \in \mathbb{N}_+\) ISFs \(f_m\) in the form of (1), where \(m \in \{1, 2, \cdots, F\}\). These can form an IFS set \(F = \{f_m|\forall m\}\). We construct \(F\) USNETs with \(M_0 \in \mathbb{N}_+\) clusters each, where the FUA Vs in the \(m\)-th USNET obey the IFS \(f_m\) and the UAVs leverage the APF to avoid collisions. For each USNET, we simulate the flying of all the UAVs and record the speeds and the positions of each UAV in \(t_0\) time steps as well as its cluster index. The records of \(m\)-th USNET makes up the support dataset \(D^S_{m}\). We re-simulate the flying of all the USNET, and construct the query dataset \(D^Q_{m}\) in the same way. With the constructed datasets \(D^S_{m}\) and \(D^Q_{m}\), we can carry out the meta learning. Specifically, we train the embedding network \(M\) episodes with a two-step update each [28]. To begin with, we randomly initialize the parameter of the embedding network as \(W_0\). In the \(m\)-th episode, we take \(D^Q_{m}\) and \(D^S_{m}\) to update the parameter of the embedding network. Denote the parameter of the embedding network at the \(m\)-th episode as \(W_m\). Specifically, a temporary embedding network with parameter \(\Pi_m\) is endowed with \(W_{m-1}\), i.e., \(\Pi_m \leftarrow W_{m-1}\). The first step is to update the parameter \(\Pi_m\) towards the gradient \(\nabla_{\Pi_m} L^s_B(\Pi_m; D^S_m)\) by \(\beta_{\text{meta}} > 0\) step size, i.e.,

\[
\Pi^1_m = \Pi_m - \alpha_{\text{meta}} \nabla_{\Pi_m} L^s_B(\Pi_m; D^S_m) = W_{m-1} - \alpha_{\text{meta}} \nabla_{W_{m-1}} \left[ \sum_{b=1}^{B} \left[ \left\| e_{i_p,t,b} - e_{i_n,t,b} \right\|_2^2 - \left\| e_{i_n,t,b} - e_{i_a,t,b} \right\|_2 + \gamma \right]_+ \right],
\]

(24)

where \(\Pi^0_m\) is the updated parameter of the temporary embedding network, \(e_{i_p,t,b}, e_{i_n,t,b}\) and \(e_{i_a,t,b}\) are the extracted features of the \(b\)-th anchor, positive, and negative UAV sampled in \(D^S_m\) using hard sampling method. Afterwards, the parameter of the embedding network is updated towards the gradient \(\nabla_{\Pi^1_m} L^s_B(\Pi^1_m; D^Q_m)\) by \(\alpha_{\text{meta}}\) step size, i.e.,

\[
W_m = W_{m-1} - \alpha_{\text{meta}} \nabla_{W_m} L^s_B(\Pi^1_m; D^Q_m) = W_{m-1} - \alpha_{\text{meta}} \nabla_{W_m} \left[ \sum_{b=1}^{B} \left[ \left\| e_{i_p,t,b} - e_{i_n,t,b} \right\|_2^2 - \left\| e_{i_n,t,b} - e_{i_a,t,b} \right\|_2 + \gamma \right]_+ \right],
\]

(25)

where \(e_{i_p,t,b}, e_{i_n,t,b}\) and \(e_{i_a,t,b}\) are the extracted features of the \(b\)-th anchor, positive, and negative UAV sampled in \(D^Q_m\) using the hard sampling method. This constitutes the second step update. After \(M_0\) episodes, the parameter \(W_{M_0}\) will be used as the meta parameter to initialize the embedding network.
2) **Online Execution of the MC-GASSL:** After initializing the embedding network with the meta parameter \( W_{M_0} \), the MC-GASSL starts to work online in an iterative manner. Specifically, in each iteration, the observers first record the positions and speeds of all UAVs in \( T_0 \) time steps. Note that all the FUAVs follow the IFS whose specific expression is unknown to the observers. The UAVs’ fly independently and all the UAVs adopt the APF to avoid collisions. Then the observers clusters the USNET \( U_{\text{NET}} \) using the SML algorithm with the records as the inputs. After clustering, the observers leverages the GASSL to detect the HUA Vs in each cluster. Here, the records of the UAVs in each cluster make up the online training data for the GASSL algorithm. Note that as the GASSL is a self-supervised learning algorithm, there is no need to provide the ground truth during the online training. Notably, to reduce the time complexity, we leverage the multi-process technique and train the neural networks in the GASSL for all UAVs in each cluster in parallel. Moreover, with the trained IFSN \( \hat{f}(\cdot) \), the MC-GASSL re-clusters the USNET \( U_{\text{NET}} \) to provide the dataset \( D \) for the online training of the embedding network. The re-cluster process is described as follows: each UAV \( i \) selects its HUA \( i_H \) among all other UAVs as the one that can minimize the distance between the predicted velocity calculated by the IFSN \( \hat{f}(\cdot) \) and the true velocity \( v_{i,t} \), i.e.,

\[
i_H \leftarrow \arg \min_{i \neq H} \left\| \hat{f}(p_{i,t}, v_{i,t}, p_{i_H,t}) - v_{i,t} \right\|^2_2.
\] (26)

The USNET \( U_{\text{NET}} \) can be grouped into clusters based on the UAVs that are regarded as the HUAVs of other UAVs. In this way, the dataset \( D \) consisting of the cluster label of each UAV and its historical positions and velocities can be constructed, based on which the embedding network can be trained with the proposed metric learning scheme. The overall algorithm of MC-GASSL is summarized in Algorithm 1.

3) **Time Complexity Analysis:** Recall that the neural network in the GASSL should be applied to each UAV in every cluster, taking the history speeds and positions of all other UAVs from the same cluster as inputs. Let the training episode of the neural network as \( T_G \), and the number of processes in the multi-process be \( N_p \). Then the time complexity of training the neural networks in GASSL for all \( N \) UAVs in the USNET \( U_{\text{NET}} \) is calculated as \( O(T_G N / N_p) \). As for the SML, the time complexity of the inference of the embedding network is proportional to \( T_0 \) and \( N \), and is calculated as \( O(T_0 N) \). The time complexity of training the embedding network is proportional to the training episode, denoted as \( T_S \), as well as \( T_0 \). Due to the hard sampling method, it also proportional to \( N \). Hence, the time complexity of training the embedding network is \( O(T_S T_0 N) \). Overall, the time complexity of the MC-GASSL can be calculated as \( O(T_E(T_G N / N_p + T_S T_0 N)) \), where \( T_E \) denotes the number of iterations. Hence, the MC-GASSL can be executed in an approximate real-time manner.

### IV. Experiments

We conduct simulated experiments to validate the effectiveness of the proposed algorithms. Specifically, we answer the following five questions in our experiments: (1) Can the MC-GASSL effectively detect the HUAVs from the perspective of observers? (2) What is the performance of the GASSL for detecting the HUA in a single cluster? (3) What is the performance of the SML for clustering the USNET \( U_{\text{NET}} \)? (4) Can the meta learning speed up the online training of the embedding network? (5) What is the time complexity of the GASSL and the SML? Can the MC-GASSL execute in a nearly real-time manner?

### A. Experiment Setups

1) **Setups on the USNET \( U_{\text{NET}} \):** In the simulation, the UAVs in the USNET are initially distributed in a 1,000m \( \times \) 1,000m \( \times \) 100m three-dimensional space. The numbers of FUAVs in distinct clusters may be different, but are all not less than 2, i.e., \( m_j \geq 2, \forall j \in M \). The speeds of distinct HUAVs are generated independently and randomly, while FUAVs in

---

### Algorithm 1 MC-GASSL Framework

**Inputs:** The inputs to the IFS.

**Hyper-parameters:** The maximum iteration number \( T_{\text{MAX}} \).

**Outputs:** The estimated HUAVs indexes.

**Offline Meta Learning:**

1: Construct the IFS set \( \mathcal{F} \).
2: Build the support dataset \( D^m_S \) and the query dataset \( D^m_Q \) of the USNET \( U_{\text{NET}} \), \( m \in \{1, 2, ..., M_0\} \).
3: Randomly initialize the parameter of the embedding network in the SML \( W_0 \).
4: for \( m = 1 \) to \( M_0 \) do
5: Sample a batch of anchor, positive, and negative UAVs by hard sampling method.
6: Train one step on parameter \( W_m \) with (24) based on \( D^m_S \). Update \( W_{m-1} \) to \( W_m \) with (25) based on \( D^m_Q \).
end for
7: Obtain the meta parameters \( W_{M_0} \) of the embedding network.

**Initializations:** The embedding network \( W_{M_0} \) of the SML is initialized with the meta parameter \( W_{M_0} \).

**Online Executions:**

1: for \( \tau = 1 \) to \( T_{\text{MAX}} \) do
2: Observe the positions and velocities of all UAVs for \( T_0 \) time steps.
3: **SML:** calculate the embeddings of all UAVs with the embedding network, estimate the number of clusters with gap-statistic method, and cluster the UAVs with K-Means.
4: **GASSL:** obtain the attention weights with self-supervised learning, determine the HUAVs in each cluster based on the attention weights.
5: if all the HUAVs have been detected then
6: Break.
7: end if
8: Construct the dataset \( D \) with (26). Further train the embedding network based on \( D \).
end for
different clusters obey the same IFS \( f(\cdot) \). Let \( T_0 = 4 \). As shown in Table III, we implement 7 different types of the IFS \( f(\cdot) \), including functions of the linear and quadratic combinations of the HUA V’s history speeds \( f_1 \) to \( f_5 \), functions of positions \( f_6 \), and even neural networks \( f_7 \). Note that we let the observers destroy the UAVs once they are detected as the HUA Vs by the observers. If there still remain HUAVs in the USNET that are not destroyed, then the UAVs will move towards the nearest HUAV to form new clusters. In the next detection iteration, the MC-GASSL detects the HUAVs based on the positions and speeds of UAVs in the new USNET.

2) Network Structures: In the neural networks of AGAT, the query matrix \( L(\cdot) \) and similarity function \( s_l(\cdot), \forall l \in \{1, 2, \ldots, T_0 + 1\} \) are MLPs of one and two hidden layers, respectively. The MLP in the IFSN \( \hat{f}(\cdot) \) is composed of three hidden layers, and there is no constraint layer in the IFSN \( \hat{f}(\cdot) \). The hyper-parameter fine-tuning of the neural networks is shown in Supplementary Material IV.B. Overall, the hyper-parameters hardly influence the performance of the proposed algorithms.

3) Performance Index: The performance indexes for the MC-GASSL include the average number of detection iterations, the number of successfully detected HUAVs and the number of detection errors. The average number of detection iterations refers to the number of iterations used for detecting all the HUAVs on average. The number of successfully detected HUAVs should equal to the number of clusters after all the HUAVs are detected. As the SML may not precisely detect the clusters during iterations, some FAUs may be falsely identified as HUAVs by the GASSL. Hence, the number of detection errors is another important performance index for the MC-GASSL. Overall, the smaller average number of detection iterations and the number of detection errors are, the better the performance of the MC-GASSL is.

The performance index for the ablation study on the GASSL is the detection rate of HUAVs in single clusters. The detection rate is defined as the ratio between the number of experiment times \( T_{\text{succ}} \) when the HUAV in the cluster is successfully detected and the total number of experiment times \( T_{\text{exp}} \), i.e.,

\[
\text{detection rate} = \frac{T_{\text{succ}}}{T_{\text{exp}}} \times 100\%.
\]

Table IV lists the configurations on the main devices of the used personal computer.

### B. Main Results

To answer question (1): We construct a USNET consisting of 5 UAV clusters with a total of 82 UAVs. We use the MC-GASSL to detect the HUAVs when the constructed

| Type | Notations | IFS \( f(\cdot) \) | Descriptions |
|------|-----------|--------------------|-------------|
| 1    | \( f_1 \) | \( v_{i,t+1} = \text{norm}(\kappa_0 v_{i,t} + \kappa_n n) \) | proportional to the previous speed \( v_{i,t} \) |
| 2    | \( f_2 \) | \( v_{i,t+1} = \text{norm}\left(\sum_{r=0}^{1} \kappa_r v_{i,t-r} + \kappa_n n\right) \) | linear combination of \( v_{i,t}, v_{i,t-1} \) |
| 3    | \( f_3 \) | \( v_{i,t+1} = \text{norm}\left(\sum_{r=0}^{2} \kappa_r v_{i,t-r} + \kappa_n n\right) \) | linear combination of \( v_{i,t}, v_{i,t-1}, v_{i,t-2} \) |
| 4    | \( f_4 \) | \( v_{i,t+1} = \text{norm}\left(\sum_{r=0}^{1} \kappa_r v_{i,t-r} \otimes v_{i,t-r} + \kappa_n n\right) \) | quadratic combination of \( v_{i,t}, v_{i,t-1} \) |
| 5    | \( f_5 \) | \( v_{i,t+1} = \text{norm}\left(\sum_{r=0}^{2} \kappa_r v_{i,t-r} \otimes v_{i,t-r} + \kappa_n n\right) \) | quadratic combination of \( v_{i,t}, v_{i,t-1}, v_{i,t-2} \) |
| 6    | \( f_6 \) | \( v_{i,t+1} = \text{norm}\left(\kappa_0 v_{i,t} + \kappa_n n\right) \) | following speed \( v_{i,t} \), keep in range \( \kappa_r \) with HUAV |
| 7    | \( f_7 \) | \( v_{i,t+1} = \text{MLP}(P_{i,t}, v_{i,t}, p_{i,t-3}) \) | fully connected neural network with inputs \( P_{i,t}, v_{i,t}, p_{i,t-3} \) |

\( \kappa_0 = 1, \kappa_1 = 1, \kappa_2 = 1, \kappa_3 = 1, \kappa_5 = 1, \kappa_6 = 0.05, \kappa_n = 60, \text{norm}(\cdot) = \frac{\|\cdot\|_2}{\|\cdot\|_2} \),

\( n \in \mathbb{R}^3 \) represents noise, and \( n \sim \mathcal{N}(0, I) \).
TABLE IV
THE DETECTION RATE OF HUA Vs IN SINGLE CLUSTERS WITH THE GASSL

| Type | IFS | 2   | 3   | 5   | 10  | 15  | 20  | 25  | 30  | 40  | 50  |
|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 1    | $f_1$ | 98.1% | 100.0% | 100.0% | 99.8% | 99.4% | 99.3% | 100.0% | 98.9% | 99.9% |
| 2    | $f_2$ | 99.8% | 100.0% | 100.0% | 100.0% | 98.3% | 99.2% | 99.1% | 100.0% | 100.0% |
| 3    | $f_3$ | 99.9% | 100.0% | 100.0% | 100.0% | 100.0% | 99.9% | 98.9% | 100.0% | 100.0% |
| 4    | $f_4$ | 92.0% | 93.4% | 99.2% | 91.4% | 98.3% | 98.5% | 99.1% | 99.5% | 94.2% | 97.5% |
| 5    | $f_5$ | 98.4% | 91.4% | 98.5% | 99.1% | 99.3% | 95.4% | 98.2% | 100.0% | 98.1% | 99.3% |
| 6    | $f_6$ | 98.2% | 100.0% | 99.9% | 98.5% | 99.1% | 99.2% | 99.9% | 100.0% | 98.9% | 99.5% |
| 7    | $f_7$ | 99.9% | 98.7% | 100.0% | 99.8% | 100.0% | 99.2% | 99.4% | 98.3% | 100.0% | 99.2% |

The detection rate is calculated as the ratio between the number of successfully detected HUA Vs and the number of experiment times.

TABLE V
HARDWARE RESOURCES USED TO CARRY OUT THE PROPOSED ALGORITHMS

| Devices | Configurations |
|---------|----------------|
| CPU     | model name: Intel(R) Xeon(R) Gold 6226R CPU @ 2.90GHz |
|         | physical cores: 2 |
|         | cpu cores: 16 |
|         | logic cores: 64 |
|         | RAM: 376GiB |
| GPU     | model name: NVIDIA GeForce RTX 3090 |
|         | memory: 24576MiB |

USNET obeys IFS $f_1$ to $f_7$, and the detection results are shown in Fig. 5(a). We can see that the MC-GASSL can detect all 5 HUA Vs with an average of 3 to 4 detection iterations regardless of the types of the obeyed IFS. The number of successful detected HUA Vs is 5 in all seven cases, where the detection redundancy is about $\frac{5}{3} = 6.1\% \ll 1$. Hence, the MC-GASSL is effective in detecting cluster heads when the USNET obeys different IFSs. In addition, we construct USNETs with $M = 2, 3, 5, 8, 10$ clusters that obey the same IFS $f = f_1$ and has a total of $N = 82$ UAVs. We detect the cluster heads of the USNET with MC-GASSL, and the detection results are shown in Fig. 5(b). We can see that the number of average detection rounds as well as the number of detection redundancy increase with the number of UAV clusters. Nonetheless, the MC-GASSL can detect all the HUA Vs successfully within an average of $R = 7$ detection rounds, and the average detection redundancy is smaller than $\frac{15.2}{82} = 22.2\%$. Hence, the MC-GASSL is effective in detecting cluster heads of USNETs with various UAV clusters. Moreover, we construct USNETs with different number of clusters $M = 5$, obeying the same type of IFS $f = f_1$, but with different number of UAVs. We utilize the MC-GASSL to detect the cluster heads of USNETs, and the detection results are shown in Fig. 5(c). We can see that the MC-GASSL can detect all 5 HUA Vs after an average of 3 to 4 detection rounds regardless of the total number of UAVs. The number of successful detected HUA Vs is 5, while the number of redundant HUA Vs is about 5 in all cases. Hence, the MC-GASSL is effective in detecting the cluster heads of USNETs with various number of total UAVs. To visualize, we take the case where $f = f_1$ and $M = 8$ as an example. The total number of UAVs in the USNET is 185. Fig. 6 shows the cluster head detection process with MC-GASSL, where Fig. 6(a) represents the ground truth of the USNET, Fig. 6(b) and 6(c) shows the attention weights and detected HUA Vs during the first and second detection round, respectively, and Fig. 7 shows the detection rates during the whole detection process. We can see that the MC-GASSL in the first round detects 8 UAVs, of which 6 UAVs are correct HUA Vs and 2 UAVs are false detections. The MC-GASSL finds all the remaining HUA Vs in the second round. The total consumption of UAVs is about 5.40%, where the successful detection rate is 4.32% and redundant detection rate is 1.08%.

C. Ablation Study

1) Performance of the GASSL: To answer question (2): We simulate with all seven types of the IFS $f(\cdot)$ under different number of UAVs 1,000 times each\(^4\). The detection rate of the GASSL are shown in Table IV. We can see that the detection rate achieves 100.00\% in many cases, and the average detection rate is 98.2\%. Hence, GASSL can effectively detect the HUA Vs in single clusters. Take the case where the IFS is $f_1$ and the number of UAVs is 15 as an example\(^5\). Note that the real index of HUA Vs is $i_L = 7$. Fig. 4 shows the heat map of the attentions between UAVs when using the GASSL, where the $i$-th row in Fig. 4(a) displays the attention weights of UAV $i$ with respect to all UAVs, and the $i$-th row in Fig. 4(b)–4(f) displays the attention values of UAV $i$ to all UAVs in the attention head 1 to 5, respectively. We can see that UAVs are paying the most attention to UAV 7 in all the attention heads except head 5. From

\(^4\)The loss function of the GASSL is shown in Supplementary Material IVC.

\(^5\)More examples of the attention weights in different cases are represented in Supplementary Material IV.A.
Fig. 4. Heat map of attentions weights and attention values of each attention head. The real index of HUA\( V \) is \( i_L = 7 \), while the detected HUA\( \hat{V}_1 = \{7\} \).

Fig. 5. The detection results with MC-GASSL.

Fig. 6. The detection process of the USNET with MC-GASSL.
the attention weights, we can determine the detected HUA V as UAV 7, which is consistent with the real index of HUA V $i_L = 7$. Fig. 8 indicates the attention relationship between UAVs, where the thickness of the line reflects the magnitude of the attention weight between two UAVs, and UAV 7 has the most great attentions from all UAVs in the USNET. Fig. 9 shows the hierarchy structure of the cluster, where UAV 7 acts as the HUA V.

2) Performance of the SML: To answer question (3): We construct USNETs obeying IFSs $f_1$ to $f_7$, respectively, and compare the clustering performance between the SML and other traditional clustering algorithms, including K-Means, symmetric non-negative matrix factorization (SNMF) [31] and spectral clustering [32]. Fig. 10(a) shows the clustering purities of these four algorithms. We can see that the average clustering purities of SML exceed those of other algorithms in all seven cases, which indicates the effectiveness of the SML in clustering the USNET. To visualize the learned embedding space, Fig. 10 shows an example of the UAVs’ feature changing during the metric learning process in the SML, where the USNET has $M = 5$ clusters with a total of $N = 237$ UAVs, obeying the IFS $f = f_1$. As shown in Fig. 10(b), the initial embeddings of UAVs in different clusters are mixed together and can hardly be clustered with traditional cluster methods, such as K-Means. Nonetheless, as the metric learning processes, embeddings of UAVs in distinct clusters move away from each other, while the embeddings of UAVs in the same clusters gradually converge together, as displayed in Fig. 10(c). Hence, the SML algorithm can map the historical positions and velocities of UAVs to a proper feature space, where features of UAVs from the same cluster stay close to each other and features of UAVs from distinct clusters stay away from each other.

D. Time Complexity Results

To answer question (4): Fig. 11 shows the loss function during the offline meta learning process. We can see that the loss function decreases with the learning episodes and converge to the value about 0.125. This indicates that the meta learning makes the GRU network cluster the USNET with various type of IFS within small metric learning loss. Fig. 12 shows the loss function of the online metric learning process using the GRU network initialized with meta parameters, pre-trained parameters [30] and random parameters, respectively. We can see that the starting point of the loss function with meta parameters is much smaller than that with pre-trained parameters and random parameters. The loss functions of all three kinds of parameters drops as the metric learning processes. Nonetheless, the loss function of meta parameters is always smaller than the other two loss functions and converges to a lower value. Hence, the offline meta learning can help the GRU network find better initialized parameters and improve the performance of online metric learning.

To answer question (5): We provide the real execution time of the proposed GASSL and SML algorithms, as well as the whole MC-GASSL framework in the response and the revised manuscript. Specifically, we provide the online training time of the neural network in the GASSL applied to each UAV in a cluster, as shown in Fig. 13 in the response. We can see that the average online training time is only about 2 seconds when the number of UAVs in the cluster is 3 and no more than 7 seconds when the number of UAVs in the cluster is 36. In addition, we let the number of process in the multi-process technique be $N_p = 12$ and provide the execution times of the GASSL under different number of UAVs, as shown in Fig. 14 in the response. We can see that the execution time is proportional to the number of UAVs, which is consistent with the time complexity expression of the GASSL, $O(T_G N_p/N_p)$. We can also see that the execution times of the GASSL using multi-process technique are much smaller than that with the single-process approach, especially as the number of UAVs increases.
Fig. 10. SML algorithm simulation results.
Fig. 11. Loss function during meta learning.
Fig. 12. Loss function of online metric learning.
Fig. 13. Online training time of the GASSL.
Fig. 14. Execution time of the GASSL.
Fig. 15. Inference time of the embedding network in the SML algorithm.
Fig. 16. Average time of stages in an iteration of the MC-GASSL.
As for the SML, we provide the inference times of the embedding network under different $T_0$, as shown in Fig. 15 in the response. We can see that the inference time of the embedding network for one UAV is only in the order of milliseconds ($10^{-3}$ seconds). Moreover, we conduct the training of the embedding network with different datasets 100 times, and the average time of training the embedding network is about 80 seconds. We test the MC-GASSL with a USNET of $M=5$ clusters and $N=82$ UAVs and summarize the average execution time of each algorithm during one iteration of the MC-GASSL in Fig. 16 in the response. We can see that the total time needed for each iteration is 182.39 seconds (about 3.04 minutes) on average. Note that the training process of the embedding network in the last iteration is not needed. The total execution time of the MC-GASSL also relies on the total number of iterations. The average of the total execution time of the MC-GASSL can be calculated as:

$$\text{average total execution time} = \text{average time per iteration} \times \text{number of iterations}.$$  

where the reason of subtracting the time of the last two stages, i.e., the “re-clustering & build the dataset” stage (7.87s) and the “SML: training the embedding network” stage (42.51s), is that we do not need to execute these two stages in the last iteration of the MC-GASSL since all the HUA Vs are detected in the “GASSL” stage in the last iteration. We also note that the number of iterations is usually not large. We conduct the experiment of testing the MC-GASSL algorithm ten times, and the average number of iterations is 3. The results are shown in Table VI. As an example, we next show the real total execution time of the MC-GASSL applied to the USNET in Fig. 6(a), where the MC-GASSL detects all the HUA Vs within two iterations. As shown in Fig. 17, the real execution time is 289.26 seconds. This is acceptable to the observers, e.g., the observers in the confrontation scenario, since a confrontation can often last for tens of minutes or even hours. Hence, the MC-GASSL executions in an approximate real-time manner.

V. CONCLUSION

In this paper, we study the cluster head detection problem of a two-level USNET with multiple clusters from the perspective of the observers, who are not aware of any internal information on the USNET, including the IFS. We propose the MC-GASSL framework for the observers. The MC-GASSL works in an iterative manner, alternating between detecting the clusters with the SML and detecting the HUA Vs within each single cluster with the GASSL. Numerical results show that the MC-GASSL can efficiently detect all the HUA Vs in the USNET under various IFSs and cluster numbers with low detection redundancies, which validates the effectiveness of it. In addition, the ablation studies on the GASSL show that the GASSL can detect the HUA Vs in single clusters under various kinds of IFSs with over 98% accuracy on average. Moreover, the ablation studies on the SML show that the clustering purity of the USNET with MC-GASSL exceeds that with traditional clustering algorithms by at least 10% on average.

TABLE VI
THE NUMBER OF ITERATIONS OF THE MC-GASSL IN TEN EXPERIMENTS

| Number of Iterations | 1  | 2  | 3  | 4  | 5  | 6  |
|---------------------|----|----|----|----|----|----|
| Times               | 0  | 5  | 3  | 0  | 1  | 1  |
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