Development of Low-Fidelity Virtual Replicas of Products for Usability Testing
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Abstract: Designers perform early-stage formative usability tests with low-fidelity prototypes to improve the design of new products. This low-tech prototype style reduces the manufacturing resources but limits the functions that can be assessed. Recent advances in technology enable designers to create low-fidelity 3D models for users to engage in a virtual environment. Three-dimensional models communicate design concepts and are not often used in formative usability testing. The proposed method discusses how to create a virtual replica of a product by assessing key human interaction steps and addresses the limitations of translating those steps into a virtual environment. In addition, the paper will provide a framework to evaluate the usability of a product in a virtual setting, with a specific emphasis on low-resource online testing in the user population. A study was performed to pilot the subject’s experience with the proposed approach and determine how the virtual online simulation impacted the performance. The study outcomes demonstrated that subjects were able to successfully interact with the virtual replica and found the simulation realistic. This method can be followed to perform formative usability tests earlier and incorporate subject feedback into future iterations of their design, which can improve safety and product efficacy.
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1. Introduction

Formative usability testing is the process of evaluating a new product with its users to gain information about potential use errors and places for design improvement [1–3]. For this type of testing, designers make strategic decisions on what aspects of the design will be evaluated (e.g., the functionality of the device, instructions), recruit subjects from the target user population, and have them use the device in a simulation of its use environment, record the performance, and analyze the results [4]. Designers can improve the look and functionality of their products by performing this type of usability testing iteratively and early in the product development process [5,6].

The prototypes used in formative usability testing are placed in two categories: high-fidelity and low-fidelity. These prototypes approximate the functionality and look of the final product [6–8]. High-fidelity prototypes have the same level of functionality and are made with the same production method and materials as the final product [7]. On the other hand, low-fidelity prototypes are low-tech or low-quality (e.g., made of paper or cardboard, static images on a screen) and only cover partial aspects of the final product functionality [7,9]. These models are created at distinct stages of the design process. High-fidelity prototypes are typically made towards the end of the design process due to their cost to produce. Low-fidelity prototypes are used early in the design process of a product, but the lack of full functionality makes it challenging to identify use errors in formative usability tests, which indicates failures during user-product interaction [10,11]. Due to their limited functionality, it is challenging to recognize use errors in low-fidelity prototypes,
which restricts the ability to identify significant issues in the early stages of design. One method to overcome these issues is to design these prototypes to be assessed in a virtual environment. Performing tests in a virtual environment helps to save on the cost of building physical prototypes and allows for earlier testing with fewer resources [6,12,13]. In addition, virtual prototypes can be used to pilot the software architecture very early and reduce the chance of mismatch in user expectations by organizing the required product functions that must be replicated within the simulation.

Advancements in computer-aided design (CAD) technology provide potential for the device to be used to assess usability, but the software has limitations. Currently CAD models are used to assist with design review [14–18], create virtual replicas of the final product and associated inform design documentation [19,20], communicate design ideas [21,22], and perform simulations on device assembly [23–25]. These uses involve minimal to no interaction with the models by the potential users, therefore usability cannot be evaluated. CAD models must be exported to other programs, such as a game development engine, where detailed interactions are added. In addition to object interactions, the CAD model could be placed in a virtual environment to replicate where the product will be used in the real world.

This paper will discuss a process used to create a low-fidelity usability test utilizing a CAD model. Enhanced use of CAD model in usability tests will expand capabilities to evaluate user experience and refine the design based on feedback, thereby reducing the potential for mismatch between user and designer expectations [26].

2. Background

As previously mentioned, low-fidelity prototypes are low-tech versions of the final product used in rapid prototyping. Rapid prototyping generates quick prototypes during the early stages of product development to assess basic interactions [27]. Paper or cardboard prototypes are cheap to produce and allow testing of a product’s basic look or functionality. For instance, a subject may move pieces of paper to reveal what data would be shown when a button is pressed [3,28]. Recent advancements in microcontrollers, sensors, and other technology have allowed additional functionality to be added to these physical low-fidelity prototypes (e.g., motors to cause motion) [29–32]. While this increases the number of functions that can be studied with a physical low-fidelity prototype, game development software enables assessment of visuals and more functionality. Improvements to game development software allows interaction with digital low-fidelity models on a screen [33,34] or combining the ability to interact with a physical prototype while using a screen to visualize the product [32,35]. This is especially useful during the preliminary stages of product development.

Early-design-stage CAD models can be exported for import into game development software to perform usability testing with the device. Several recent studies have used this process to document user interactions in a virtual environment [14,15,17]. Game development software has only recently begun to add the ability to create complex 3D models [36]. Previously, they were only able to generate basic shapes, such as cubes, and more complex structures needed to be imported (e.g., models of buildings, cars, people). CAD software can provide the look and some functionality of the 3D model [37–40]. For example, if a product has a button, then the animation of the button being pressed is created within the CAD software to import into the game development program. This allows diverse types of feedback to occur in response to interactions with the CAD model. For instance, when the button is pressed on the CAD model, the game development software will cause a light to turn on or off in response. The ability to program object interaction responses is beneficial in a low-fidelity format. The game development software is also used to create a replica use environment and record data about the product interaction (e.g., time to complete a task, what parts of the product were being interacted with). CAD models can be updated and reimported for additional testing.
3. Related Work

The use of virtual prototypes in usability assessments and to gain stakeholder feedback has been increasing over the years. This prototyping style tends to fall into two categories: immersive 3D virtual prototype studies or 2D virtual prototype studies. The following section will discuss immersive 3D virtual prototype studies, 2D virtual prototype studies, the technology used for interactions with virtual reality objects, and software architecture.

3.1. Immersive 3D Virtual Prototype

A subset of prior work involves the interaction of subjects with a CAD model in a Cave Automated Virtual Environment (CAVE) [41,42]. CAVEs are used to create a virtual room around the subject, where they interact with a virtual product and real-world objects in the room [42,43], as well as study groups of participants at once in a virtual environment [44]. For instance, one study evaluating how subjects enter and exit a vehicle had subjects interact with a physical seat and steering wheel while using the CAVE to visualize the car’s interior [43]. While using a CAVE allows for an immersive experience, CAVEs are expensive to build and maintain [34]. This limits their use in the early-stage testing of low-fidelity prototypes. A less expensive option is a virtual reality (VR) headset.

Prior work has utilized VR headsets to perform interactions with CAD models. These studies discussed using the HTC Vive and its controllers to review engineering designs and had users assess their experience [17,18]. The system’s goal was to aid stakeholders in understanding the basic construction of a product design. Subjects used the controllers to navigate the virtual environment and perform object interactions (pressing a button to initiate a grasp on a virtual object). Overall, subjects had a positive experience with the system (e.g., they found the object interactions intuitive). Two other studies used an Oculus Rift with a Leap Motion Controller (LMC) to allow for more natural interactions with virtual objects. The LMC is a hand tracking device that can be mounted to the front of a VR headset to capture how a person moves their hands and translates these motions to a virtual hand. In one study, this combination is used to aid in CAD model assessment [34] and evaluate aircraft engines in the other [45]. Subjects reported a positive interaction experience with the Oculus and LMC. The use of these pieces of hardware allowed subjects to be immersed in the virtual environment and to use realistic motions to interact with the CAD models. For formative usability testing, designs must limit the potential for adverse effects of their test medium on subject data collection. A poorly designed test will not provide effective feedback for the designer to apply to their device. For example, research has found that VR headsets cause some people simulation sickness (dizziness, nausea, etc.), negatively impacting their performance [46]. The use of a 2D display would reduce the chance of simulation sickness.

3.2. Two-Dimensional Virtual Prototype

Creating a virtual usability study with a 2D environment in mind lends itself to the possibility of testing in more areas (e.g., in a lab, downloadable application, or website). These studies can be performed with an augmented reality (AR) display or a 2D computer monitor. AR display studies have been conducted with and without the addition of physical objects. In some studies, researchers created a physical prototype with AR markers for subjects to manipulate. The markers would allow the software to overlay the replica of the product. One study used this technique to assess the performance of a prototype of a heater [47]. A tablet running AR software was placed in front of the respective objects to perform the AR overlay. Subjects interacted with buttons on the physical prototype and saw a response on the screen (e.g., see the arrow on a dial move as a knob is turned). Another study used an AR display to assess an MP3 player [48]. The physical prototype in this study was a simple card. A tablet was also used to overlay a product replica. All object interactions were performed by touching the tablet (e.g., touching the tablet to press a button on the simulated device). Both studies presented usability assessments to
their subjects and found that the AR experience yielded similar results compared to the traditional method (having subjects interact with a physical prototype).

A 2D display can be used on its own to create a virtual reality experience and perform usability testing without an accompanying low-fidelity physical prototype. Studies have shown that people are more accustomed to interacting with 2D displays, and they are cheaper to set up. In one study, the subjects’ ability to perform a human tissue registration task in VR versus a 2D display was assessed [33]. The goal of the task was to document where specific cells are located within the kidney. They found that subject’s performance was comparable between the two systems. Another study examined differences in spatial learning performance between a 2D display and a non-ambulatory HMD setup [49]. It was found that the subject’s ability to recall locations in the simulation was better with the 2D display.

3.3. Virtual Object Interaction

Subjects can use traditional technologies, such as the keyboard and mouse, and newer technologies, such as marker-less trackers and data gloves, to interact with objects in a virtual environment. Object interactions must align with the usability goals of the product as well. In the human tissue study mentioned above, the researchers found that using a keyboard and mouse allowed for more precise simulation manipulation in comparison to the VR controllers [33]. This was due to subjects using this technology in their daily lives. New technologies aim for more natural motions to be captured in VR.

Marker-less tracking systems utilize cameras built into the device or an external device that can be attached to the headset to track the hand and uses machine learning to translate the real-world information to a virtual avatar. One popular marker-less tracking system, the LMC, was discussed above and has been shown to allow subjects to use their hands naturally. Newer VR headsets are designed to use built-in cameras to perform marker-less tracking. This recent study evaluated the hand tracking accuracy within the Meta Quest 2 and found that the accuracy was negatively impacted by the distance from the central view area [50]. This same issue has been noted in the LMC [51] and the Vive Pro Eye [52]. A physical tracker such as a data glove could help alleviate some of these issues.

Data gloves track movement through built-in flexible sensors within the glove [53]. In some cases, these devices will also provide tactile feedback to the user when they interact with a virtual object. A systematic review of data gloves on the market identified that most gloves accurately track hand motions with proper calibration and an appropriate fit to the hand [54]. In addition to using hardware that allows of natural object interactions, software architecture can be developed to organization of the functions that must be made and how they relate to product interactions [55].

3.4. Software Architecture

A VR simulation must replicate a real-world product’s functions in a reliable way. Software architecture is a technique has been used to create VR simulations in various fields. In one study, a program was created to visualize medical images in a VR headset [56]. The architecture in the study displayed the connection between the visualization software and the program rendering the medical image in VR. The results of the study showed that subjects were able to successfully navigate the software faster in VR than on a desktop.

This technique has also been applied to the creation of virtual prototypes. In one study, it was used to assist in the prototyping of an aquatic research vessel. These researchers created a software architecture to represent the parts of the system involving humans interaction, the software that would synchronize the interactions and visuals within the simulation, and the physics that this research vessel would experience [57]. Another study discussed software architecture’s utility when creating a maritime crane [58]. This structure outlined the visualizations (e.g., 2D and 3D views), the software components (e.g., the use of programming languages during development), and how these two structures would be integrated. Once again, a computerized simulation was run to validate the model.
This technique can also be used when creating a virtual prototype for a usability study. Software architecture can help designers understand which human interactions and product functions can be effectively replicated in VR [59].

4. Materials and Methods

This paper presents a method to create a low-fidelity virtual replica for interactive usability testing on a 2D display. First, considerations when performing virtual object interactions will be discussed. There are many ways to interact with virtual objects, but not all are appropriate for a low-fidelity interaction. Second, the use case for the product pilot study will be introduced. This will provide knowledge on when the product should be used in real-life and its functionality. Third, the aspects of the product interactions that can be replicated in a virtual environment will be presented. This will provide structure for which interactions are programmed in the CAD and game development software. Fourth, the design of the simulated usability test will be explained. The simulation design must be realistic enough to elicit an appropriate interaction between the subject and the virtual environment. Lastly, the pilot study performed with the virtual replica will be described. The pilot study was conducted to validate the low-fidelity virtual replica’s functionality and assess its realism in a sample of the user population.

4.1. Virtual Object Interaction Development

Interactions with virtual objects and the feedback provided must be designed appropriately to avoid negatively impacting the subjects’ performance. When performing a low-fidelity usability test, some real-world object interactions cannot be replicated in a virtual environment. The following section will discuss considerations when attempting to replicate pushing buttons, moving objects, and providing sensory feedback to subjects during interaction in a virtual environment.

4.1.1. Pushing Buttons

Pushing buttons is a common interaction for many products that must be simulated in low-fidelity testing. Haptic, sensory, and auditory feedback all impact the experience of pressing a button. Haptic feedback relies on the sense of touch to communicate with users [60]. The material of the final product provides feedback which is used to confirm material properties and changes in material state. For instance, studies have found that material affects the perception of the product (e.g., is it high-quality) or the feel of the product (e.g., smooth) [61]. The material of the final product is not always necessary for low-fidelity prototyping. As discussed above, low-fidelity prototyping aims to assess the product’s basic functionality. The basic functionality can be commonly evaluated without the final product materials. In addition to materials, expected force feedback from the button press will impact performance, this aligns with what occurs in the real-world [62]. Furthermore, visual and auditory feedback are commonly received from buttons. Subjects can see a button move, a light turn on, or hear a sound in response to the button being pressed [62]. This type of feedback is easier to replicate or substitute in a low-fidelity, virtual replica through the use of virtual object animation and system speakers for audio communication.

There are a few hardware options to replicate the feedback when pressing a button. A data glove contains sensors to track the movements of the hand, allowing the subject to use their hand naturally to interact with the device [53,54]. Some options, such as the CyberGlove, provide force or tactile feedback when interacting with virtual objects. Data gloves can be expensive (ranging from several hundred to thousands of dollars) and must be calibrated appropriately to work well [54], limiting their accessibility in low-fidelity usability testing. A keyboard and mouse are more cost-effective solutions than a data glove. A keyboard and mouse are common hardware that subjects use daily and do not require the same calibration-level before use. However, they do not offer the realism of haptic feedback when pressing a button, therefore alternative feedback forms will need to be added.
4.1.2. Moving Objects

Moving an object within an environment is another type of critical object interaction performed in the real world, influenced primarily by dynamic visual feedback, the skill level required to move the object, the user’s strength, and force feedback from the object. Visual feedback is used to guide the movement of the object or the body from one location to the next [63]. A subject must be able to see where they need to move the object and visualize the path. In addition to vision, some objects require skill or strength to move effectively. Skill will determine how precisely or efficiently a person will perform a task [64]. Visual feedback can aid in the skilled movement of an object in an environment. Subjects will also anticipate a force being applied by the object they are moving, and expect the control mechanism used in the virtual environment to allow use of skills or strength to manipulate the object.

Similar to pushing buttons, in more general object movement, force feedback is not typically integrated for low-fidelity interactions and can only be minimally replicated in a virtual setting. A data glove, keyboard, or mouse can allow a subject to move an object about a virtual environment. A data glove enables the subject to use the grip that is commonly used and most comfortable to apply in the real world when attempting to move an item. This maintains the realism and assists with skill transfer between the two environments. The keyboard and mouse need to be programmed to allow for interactions with virtual objects. These interactions would need to be limited due to the lack of dexterity provided by a keyboard or mouse.

4.1.3. Sensory Feedback

Sensory feedback, such as visual and auditory stimuli, is regularly used when interacting with an object in the real world. Visual feedback often takes on the state of changing color, a light blinking, or seeing a movement in response to a previous action [65,66]. Auditory feedback takes on a variety of characteristics (e.g., directionality) and styles (e.g., beeps, clicks, vocals) [67]. Computer screens and speakers can be used to provide these styles of feedback. The virtual environment and objects can be programmed to give the expected visual and auditory cues experienced in the real world. If the real world versions of these feedback styles are not available, an approximation can be created in its place (e.g., using a different voice for audio feedback). The quality of the computer screen and the speakers will limit the effectiveness of the feedback. For in-person laboratory studies, the designer can control the quality of the stimuli that subjects are experiencing. However, when the study is conducted online, the designer has little control over the quality of the stimuli that the subject will experience as subjects will have varying hardware and software system specifications.

4.2. Product and Use Case Scenario

A real-world device and use case scenario was selected to demonstrate the process of designing a virtual product with the ability to push buttons, move objects, and receive sensory cues. To test this approach in the general population, it was necessary to select a product that required minimal formal training and could be used by the general population, thereby allowing for more flexibility in recruiting subjects for the pilot study described later in this paper. Automated external defibrillators (AED) were selected for this purpose as minimal training is required, and these devices can be found in many public areas, such as airports and hotels. AEDs are medical devices that attempt to restore normal heart rhythm in people who have suffered from sudden cardiac arrest (SCA) [68]. Due to the increase in people suffering from SCA outside of hospitals, semi- to completely automatic AEDs have been created for public use [68,69]. These devices are designed to be used by individuals without formal medical training, typically requiring a short certification course (e.g., half day course) to operate the device.

Despite the minimal training requirements, studies have shown that people struggle to use AEDs correctly for several reasons such as not hearing the instructions, assuming that
the device can only be used by trained personnel, and misunderstanding where to place
the shock pads, among other issues [70,71]. AEDs would benefit from further usability
evaluation and design refinement due to the reported use errors and its public health
impact. Misuse of this device can lead to an inaccurate assessment of the SCA victim’s
heart rhythm, or an ineffective shock being delivered, which could result in death.

Several AEDs were reviewed to aid in developing the simulated use pilot study. A list
of common interaction steps were first generated after reviewing user manuals of existing
semi-automatic AEDs available on the US market [72–77]. This served as the basis for the
software architecture of the simulation. The steps listed in the user manuals explained
expected human interactions, the components of the device that require active (e.g., pushing
button) or passive (e.g., viewing flashing light) interaction, and the responses they should
receive after performing actions (e.g., a new voice instruction playing). These activities
should be replicated in the virtual prototype.

AEDs are designed to walk users through how to operate them effectively by providing
visual and auditory feedback during the individual task and transitions between tasks. The
steps that involve passive or active interaction with the AED are summarized in Table 1.
The user will start by turning on the device and then proceeding to move objects from the
AED to the SCA victim. The user will await feedback from the AED on what to perform
next. An important step in this process is the cycle between the shock analysis step and
performing CPR. Shock and CPR deliverance will cycle until there is a notable recovery
of breathing from the patient, which will be analyzed during the analysis time of the device.
AEDs must be used quickly and effectively to save an SCA victim’s life. The SCA victim’s
chance of survival drops by 10% for every minute of delay [69]. Subjects participating in
the low-fidelity usability test will be required to deliver two shocks and rounds of CPR
to a simulated SCA victim. For this low-fidelity test, subjects will only perform the steps
involving using the AED (Table 1).

Table 1. Common steps for interacting with an AED.

| Steps |
|-------|
| 1. Power on the AED; |
| 2. Access the shock pads; |
| 3. Place the shock pads on the patient; |
| 4. Stand clear of the patient while the AED performs heart rhythm analysis; |
| 5. Press the shock button if prompted to deliver a shock; |
| 6. Perform CPR, and the AED will determine if another shock is required. |

In Table 1, Steps 1 and 5 require the subject to push a button on the device. Steps 2
and 3 require moving device components from one location to another. Lastly, Steps 4 and
6 require the subject to receive sensory feedback. An overview of the essential aspects to be
replicated will be discussed in more depth below.

4.3. Software Architecture of Simulation

As previously stated, the goal of a formative usability test is to gain information about
potential use errors. Subjects are presented with instructions on how to use the device,
and their performance is observed. Designers are required to ask follow-up questions to
elucidate subject performance during the formative usability test [78,79]. The instructions
for use should also be replicated in the simulation to plan for the baseline interaction and
determine whether the subject deviates from the planned sequence by documenting the
use error on each task.

A common method to plan the flow of a software program is through the use of a
Unified Modeling Language (UML) diagram. A UML diagram shows the logical flow of
software (e.g., software response to user interactions) and represents its software architec-
ture [80,81]. UMLs have several use cases, such as representing the user input to a web
interface through interactions [82] and displaying event sequencing and interactions [80].
The translation of Table 1 into a UML diagram is shown in Figure 1. This diagram represents the real-world steps to use an AED and is annotated to account for the sensory input and physical output during AED use, which may differ based on the accommodation of a simulation environment. Green icons are used to indicate inputs/outputs that exist in the real world. Red icons are inputs/outputs that were modified for the simulation. For example, the first step is to supply power by pressing the power button. The first row of the diagram captures how this will be accomplished. In the real world, the person using the AED will lean closer to the device to see the buttons. In this simulation, to replicate that action, the user will click a button for a closer view of the AED before pressing the power button. The black dot displays the starting point of the simulation. Rounded rectangles represent the simulation actions, which occur on their own or in response to the input from the subject. Steps that require user input are shown by a mouse icon and steps that provide feedback stimuli are represented by the eye and ear icons. Similar to many flow-based diagrams, a diamond represents a decision point of the simulation.

Figure 1. UML diagram of simulation flow.
Each subsection below provides additional detail on the user interactions shown in Figure 1: Sections 4.3.1 and 4.3.2 includes forms of communication with the subject, and Sections 4.3.3–4.3.5 encompasses user input in the simulation.

4.3.1. Communicating with the Subject—Visual Stimuli

The AED simulation communicates with the subject in several forms. Visual cues are the first forms of contact that the subject receives and were used throughout the simulation (Figure 1). These are used to stress important information and to help guide the subject. A countdown timer, one of the first elements to provide visual stimuli, was presented to subjects in a blue box in the upper right-hand corner of the screen (Figure 2). As stated previously, the SCA victim’s chance of survival drops by 10% each minute. This timer was meant to serve as a constant visual reminder to use the AED quickly in the simulation, and replicate the time-sensitive of the real-world scenario. Subjects were given 2 min to complete the simulation, which was determined from the average completion time of preliminary simulation tests. The blue timer box turns red when the timer reaches zero and the count ascends for each additional second spent in the simulation.

Figure 2. AED simulation timer.

AEDs typically have several pictures with lights that guide the subject on intended actions. Lights associated with each image will be highlighted to inform the user of the current step. The buttons on the AED will light up as well. For example, the power button will light up to indicate that the device is on, or the shock button will blink to let the subject know that it is ready to be pressed (Figure 1). Graphics were generated for the surface of the AED and the shock pads (Figure 3). The images on the Samaritan AED devices were sampled, and Photoshop version 23.3.2 (Adobe Photoshop, San Jose, United States of America) was used to edit the images to fit the low-fidelity model. Layering, rendering, sharpening, and other techniques adapted the images.

Figure 3. Early Blender creations of shock pads. The circle and arrow in the image provide extra guidance for shock pad placement.

4.3.2. Communicating with the Subject—Audio Stimuli

The other form of communication used throughout the simulation was audio stimuli (Figure 1). Several audio cues state if the user is expected to perform an active step or if the AED will perform an action (e.g., a voice describing required steps, a series of beeps...
indicating when the heart rhythm is assessed). Additional audio cues are used to convey that an action is successfully performed (e.g., a click sound when a button is pressed). The voice audio files were created with a free online text to mp3 generator [83]. The English voice option named “Salli” was selected for use due its similarity to automated voices in commercial AED training videos. Several audio clips were created based on the common AED commands (Table 2).

Table 2. List of voice instructions provided by the AED.

| Audio Clip Statements |
|-----------------------|
| “Pull ‘orange lever’ to access pads”. |
| “Apply pads to patient’s bare chest as shown in picture”. |
| “Press pads firmly to patient’s bare skin”. |
| “Assessing heart rhythm—do not touch the patient”. |
| “Stand clear of patient—shock advised” |
| “Stand clear of patient—press the red shock button now”. |
| “Shock delivered” |
| “Begin CPR” |
| “It is safe to touch the patient”. |
| Assessing heart rhythm—do not touch the patient. |

4.3.3. User Input—Simulation Navigation

As mentioned previously, many interaction modalities and peripherals can be used in a low-fidelity simulation. It was decided that subjects would engage with the 3D model using a mouse for this particular simulation, as represented by the mouse icon in Figure 1. Subjects use point-and-click style controls to press buttons and move objects throughout the simulation. This control option was selected in lieu of drag-and-drop interactions, which have been shown to cause errors in virtual interactions, leading to false data being collected for later analysis [84,85].

User interface buttons were created to allow subjects to change viewing locations: one above both the body and AED (Body View) (Figure 4), and the other zoomed into only the device (AED View) (Figure 5). This style of view was selected to allow subjects to zoom in and out of the AED, simulating the ability to move towards or away from the AED in the real world. In Body View, the AED is relatively small, which makes object interactions difficult. AED View allows subjects to better view the AED and interaction points, such as the power button.

Figure 4. Body View and starting view in the simulation.
Figure 5. View of the AED. In the center are the power and shock buttons. The arrows on the images act as simulated LEDs and flash to communicate the current step. The top image displays the need to place the shock pads in the locations where the arrows are pointing. The left image conveys the need to stop touching the patient while the AED analyzes their heart rhythm. The right image corresponds to performing CPR.

4.3.4. User Input—Pushing Buttons

AEDs typically require the user to interact with at least two buttons: a power button and a shock button. The power button turns on the device and initiates several processes depicted in Figure 1. For example, the AED begins calmly explaining how to use the device on the SCA victim. At several points in the use process, the AED will alert the subject to stop touching the SCA victim to allow their heart rate can be analyzed. The AED will then alert the subject to press the shock button to deliver a shock. These crucial features must be replicated to use the device realistically in the virtual environment.

Button presses were implemented using raycasts, which project a ray through a scene, and objects are programmed to respond to the ray. In this simulation, the mouse cursor casts a ray when clicked. Objects in the simulation were given colliders to interact with the ray. Only objects with a collider component can be detected when the user clicks. This interaction alerted the simulation to what object was being clicked and triggered a response. Button clicking results in a color change and auditory beep. This was intended to alert the subject that their interaction impacted the simulation through sensory feedback. The color change simulates a light turning on within the button and the click sound represents the audio stimuli that subjects would expect to hear after releasing the control.

CPR was performed by repeatedly clicking a hitbox. This is the last step that subjects must complete in this simulation (Figure 1). In a real-life CPR circumstance, the subject is expected to deliver chest compressions at a rate of 100–120 per minute for 2 min. For the web-based implementation, subjects click on a hitbox, and a set of lights on the AED indicated if the subject is clicking too fast or too slow for the correct chest compression rate. However, implementing this in a web-based platform is expected to yield different outcomes, as the mouse clicking is less physically strenuous than the actual chest compression, and can lower the user’s attention and focus on the activity, thereby impacting the reasons time. To account for this predicted outcome, the CPR performance time for subjects was reduced to 30 s. Boundaries depicting too-slow or too-fast compression rates were determined from the Samaritan PAD 450p manual [70]. An early mockup was created to assist with the planning of the feature. The mockup displayed that colors that are associated with the various CPR compression rates. The lights change from red (too fast or slow) to yellow (closer to the correct rate) and then green (correct rate). The integration of the CPR feature mockup into the simulation is shown in Figure 6.
4.3.5. User Input—Moving Objects

Subjects must move the shock pads from the AED and place them on the SCA victim (Figure 1). Shock pads allow the device to assess the heart rhythm and deliver the shock. These are stored in a compartment on the AED (e.g., a drawer or a zippered bag). The shock pads have images to show where they are to be placed on the SCA victim’s body (Figure 3). Point-and-click mouse interactions were used to cause movement within the simulation or to select objects to move. Opening the compartment and realistically moving the shock pads was considered unnecessary for this low-fidelity simulation, which primarily focused on the interface interactions and sensory cueing. The subjects’ understanding of the images on the shock pads is essential to ensure that subjects place them in the correct location. In the real world, on AEDs with a shock pad drawer, subjects must pull and drag the shock pad drawer open. The need to drag the drawer open was replaced by having subjects click on the drawer handle. When the subject clicks on the shock pad compartment handle, an animation of the drawer opening is initiated. The shock pads became visible once the animation finished.

The shock pads are expected to be moved from the drawer to their corresponding places on the subject’s body. Opening the shock pad drawer causes hitboxes to appear over the mannequin’s body (Figure 7). These hitboxes appeared all over the body and represented options to place the shock pads without guiding the subjects to the correct answer. The shock pads have pictures that show proper placement on the SCA victim’s body, however studies have shown that subjects still struggle to place the shock pads in the correct locations due to lack of image comprehension [71]. Shock pads are moved to a hitbox by clicking the shock pad to be moved and then clicking on a hitbox. When a subject’s mouse cursor hovers over a hitbox, it is highlighted in orange to help subjects keep track of their mouse cursor and identify the desired selection. The highlight effect on the hitboxes uses the same raycast feature used when a subject clicks on an object. In this instance, the cursor hovering over the hitbox causes the collider collision to trigger.

4.4. Simulation Development

A low fidelity model of an AED and its functionality were replicated using 3D modeling and game development software. The AED was reproduced in Blender 2.91 (Blender, Amsterdam, The Netherlands). The game development software used in this study was Unity 3D 2020.1.4f1 (Unity 3D, San Francisco, CA, USA). Blender provides capabilities to create complex polygon structures, meshes, and simulated object physics. This allowed the creation of shapes and functions specific to an AED (Figure 8). Blender models were exported in an fbx format for import into Unity. This format preserves the designed features through file transfer. Unity was used to create a virtual environment for the usability test. Unity was also used to modify the Blender file for features did not transfer successfully.

Figure 6. Early mockup and finalized version of the CPR rate feature.
Figure 7. View of shock pad hitboxes from Blender. All hitboxes were made the same color in the final version.

Figure 8. Early low-fidelity AED design in Blender.

4.4.1. Importing Blender Models into Unity

When importing fbx files into Unity, the models were unpacked completely for edits to be made. Objects from imports were then organized into more useful parent/child
relationships. For example, all objects from the larger import model associated with the AED were moved into a new parent game object labeled “AED.” The parent and child relationships of the model and its components were edited for ease of coding. A gray mannequin of an adult human body was used to reduce potential confounding factors associated with the appearance of the mannequin [86], which has been shown to impact performance in various fields ranging from fashion to medical training [87–91].

4.4.2. Data Collection and Usability Assessment

Collecting information on user interactions with the AED is critical for usability analysis and is all recorded by one script. The data collected provide insight into possible areas of confusion that will need to be redesigned. A script was written to record user clicks and written to a CSV file. Logged interactions include: the “current step” that the subject is currently on in the simulation; the time at which the click was made relative to the beginning of the simulation; which object was clicked; whether a shockpad was selected at the time of the click; and the x and y coordinates of the subject’s mouse. The shock pads were also monitored to identify when they were moved and to the hitbox identifier.

In addition to interaction data, a survey collected subjective data to understand the user’s perception of the simulated environment. A custom usability survey was created in Qualtrics to collect post-simulation data. Commonly used usability surveys such as the System Usability Scale [92] were not used to assess this pilot due to lack of specificity. The creation of a custom survey allowed for the collection of data that were relevant to the pilot study. Subjects were presented with 12 open-ended questions (Table 3). This survey asked subjects about aspects of the simulation that impacted performance: the effect of the CPR feature, the effect of the timer, and the assessment of simulation clarity. This feedback will be used to make future improvements to the simulation.

Table 3. List of post-simulation survey questions.

| Post-Simulation Questions                                                                 |
|------------------------------------------------------------------------------------------|
| 1. Were you able to set and change the CPR rate? If not, what parts of the simulation caused issue and what was the issue? |
| 2. Did you understand the CPR rate feedback provided by the flashing lights? If not, what steps need to be clarified? |
| 3. How did the timer make you feel?                                                       |
| 4. Was the timer easy to read? If not, what aspects would you change to make it easier to read? |
| 5. Was it clear what was expected of you at each stage of interaction? If not, what could be added to help users gain more clarity? |
| 6. Was the information on the screen easy to read and legible? If not, what changes would help make the information easier to read? |
| 7. Were you able to understand the voice in the simulation? Was the volume loud enough and the words clear? |
| 8. Did the objects in the simulation respond how you expected (buttons responded immediately when clicked, objects lit up, etc.)? If not, what parts of the simulation caused issue and what was the issue? |
| 9. Were you able to place the shock pads where you wanted them? If not, what issues did you encounter placing the shock pads? |
| 10. Were you able to easily transition between Body and AED view in the simulation, if not what issues did you encounter? |
| 11. Did anything unexpected occur in the simulation?                                         |
| 12. Was the real-world AED use realistic within the simulation environments? If not, what aspects would you have changed to make it more realistic? |
4.4.3. Website Development

In addition to considering the simulation design and interaction, the deployment of the simulation and the selected platform must also be considered, which is often limited by a lack of resources and subject numbers for low-fidelity usability tests. Practical in-person testing considerations due to COVID-19 must also be considered, as the pandemic significantly impacts in-person subject recruitment numbers [93–95]. Designers must find ways to perform usability tests within these constraints. These options have ranged from performing the study in person with a limited number of people in the study area [96], hosting web conference calls with subjects to observe their performance [97], and collecting data through websites [98]. For studies within a lab, this means reducing the number of researchers in the lab, ensuring everyone has the protective gear, and staying a safe distance away from subjects [96,99,100].

Performing the study online allows for social distancing and access to a large population of subjects who can participate at any location [101,102]. A method used by some online studies is to send subjects to a website where they were asked to download software to perform the study and then complete a survey [103,104]. However, the requirement to download unknown software has been shown to reduce subject recruitment [104]. The experiment performed for this research was designed to be embedded within a website. Therefore, subjects would not have to download software.

The project was built as a Unity WebGL to allow the simulation to be embedded within a website. Unity’s WebGL builds enable 3D graphics from the project to be rendered into a web browser without additional tools or plug-ins. Unity WebGL builds beneficial because they also build an HTML5/JavaScript program when published, allowing for the program to be deployed online easily for users to access in a web browser. A simple iframe code was added to a webpage to embed the WebGL. This build is easily tested through a local PHP server, and JavaScript scripts can be used to enhance the website and make it more user-friendly. Local testing makes it easy to test if the program is ready to deploy (e.g., running properly without lag or bugs).

After testing with the local server, the WebGL build was moved to a University of Maryland PHP-enabled server to allow the data to be securely written and saved for further research. The aforementioned Qualtrics XM surveys were added to a webpage displayed before and after the WebGL interface.

4.5. Pilot Study

A pilot study was performed to assess the realism of the low-fidelity simulation and its usability. This study was conducted with the approval of the IRB and the University of Maryland College Park (UMD IRB # 966696-8). Subjects were recruited from a class at UMD where they received extra credit for their participation. Data were collected from 132 subjects. This data included their object interactions in the virtual environment as they attempted to use the AED and the usability survey discussed in Section 4.4.2. As mentioned above, the purpose of this pilot study was to assess the realism and usability of the simulation; therefore, only the Qualtrics data will be presented below.

Subjects were provided with a link to the simulation where they were first trained on how to use an AED in real life and how to interact with the simulation. Subjects began the simulation once they completed the training and then completed the AED use steps in the order listed in Table 1. Upon completion of the simulation, subjects were directed to a post-simulation survey.

5. Results

The following results present the outcomes of the pilot study surveys provided by participants on the design and functionality of the virtual environment. The results of the open-ended questions were manually coded into thematic topics, and are shown in the tables below.
5.1. Effect of the CPR Feature

Subjects were asked to assess the CPR rate communication (Table 4). This refers to questions 1 and 2 in Table 3. Sixty-eight subjects (51%) had no trouble understanding how the CPR rate worked and were able to set and change the rate. However, nineteen subjects (14%) found it difficult to maintain the rate. In addition, sixteen subjects (12%) did not understand the CPR rate, while eleven subjects (8%) were unaware that the CPR rate changed with their mouse click rate.

Table 4. Were you able to understand the mechanics of the CPR rate?

| Response                                               | n out of 132 |
|--------------------------------------------------------|--------------|
| Yes/I understood                                       | 68           |
| It was difficult to keep the rate where I wanted it    | 19           |
| No/I do not understand                                 | 16           |
| No, did not know the rate could be changed             | 11           |
| Ignored CPR rate                                       | 12           |
| Yes, but the CPR mechanics needed more clarification   | 5            |
| Did not go far enough into the simulation              | 1            |

5.2. Effect of Timer on Performance

Subjects were asked to assess how the timer impacted their performance (Table 5). This relates to question 3 in Table 3. Forty-nine subjects (37%) stated that the timer had little to no effect on their performance. Forty-four subjects (33%) said the timer made them feel stressed and rushed. Five subjects (3%) only felt worried when the timer was approaching zero. Eighteen subjects (14%) did not pay much attention to the timer. Eleven subjects (8%) stated that the timer helped them to set a better pace when performing the simulation. Lastly, five subjects (3%) noted that the timer was confusing, as they were not sure what set of tasks was required to be completed before the timer reached zero.

Table 5. How did the timer affect your performance in the simulation?

| Response                                                   | n out of 132 |
|------------------------------------------------------------|--------------|
| Little to no effect                                        | 49           |
| Timer made me stressed and rushed                          | 44           |
| Did not pay much attention to the timer                     | 18           |
| Timer helped me set a better pace                           | 11           |
| Worried when the timer was close to zero                    | 5            |
| Timer was confusing                                        | 5            |

5.3. Assessment of Simulation Clarity

Subjects were asked to assess the clarity of the simulation (Table 6). The data presented in the following table are in response to questions 4 through 7 in Table 3. Ninety-five subjects (72%) felt that the simulation was easy to understand and clear. Nineteen subjects (14%) offered feedback to improve the simulation’s clarity, such as making images and text larger. Four subjects (3%) requested improvement to the visibility of the timer and including more oral and written directions, and improving the clarity of the voice. Four subjects (3%) thought that the voice was too calm for the simulation. Three subjects (5%) thought that certain aspects of the simulation felt distracting (flickering lights, beeping noises, the flashing of the exit screen).
Table 6. How clear was the simulation? (Clarity of the voice, timer, and written instructions).

| Response                                      | n out of 132 |
|-----------------------------------------------|--------------|
| Simulation was easy to understand             | 95           |
| Text and images could have been made bigger   | 19           |
| More directions would have helped             | 4            |
| Voice felt too slow and calm                  | 4            |
| Did not see the timer                         | 4            |
| Some aspects felt distracting                 | 3            |
| Voice could be more clear                     | 2            |
| Simulation was not clear                      | 1            |

5.4. Assessment of the Controls and Objects within the Simulation

Subjects were asked to assess if the simulation behaved as expected (Table 7). The data in this table represents the responses to questions 8 through 11 in Table 3. Seventy-five subjects (57%) felt that the controls and objects of the simulation responded and behaved as expected. Only seven subjects (5%) cited objects not responding as expected at specific parts of the simulation due to the subject not being familiar with the controls. Fifteen subjects (11%) had issues placing the pads in the correct locations due to being unsure whether the pads were oriented correctly when placed on the hitboxes over the mannequin. Seventeen subjects (13%) had trouble operating the AED (opening the AED drawer and moving the pads). Five subjects (4%) had issues transitioning between AED and the body view, as some felt unsure when to transition between the views. Nine subjects (7%) felt confused when they were unable to use particular objects at specific points of the simulation because the subject had not yet progressed far enough into the simulation.

Table 7. Did the controls and objects of the simulation operate and behave as expected?

| Response                                      | n out of 132 |
|-----------------------------------------------|--------------|
| Objects responded well and as expected        | 75           |
| Had trouble with operating the AED            | 17           |
| Had trouble with pad placement                | 15           |
| Confusion when some controls could not be used at certain parts of the simulation | 9 |
| Objects did not respond as expected at times  | 7            |
| Had some issues with the body and AED transitions | 5         |
| Some lag with the interactions in the simulation | 4         |

5.5. Assessment of Simulation Realism

Subjects were also asked to assess the realism of the simulation (Table 8). This refers to question 12 in Table 3. Eighty-five subjects (64%) felt that the simulation was realistic, and only three (2%) found the simulation to be completely unrealistic. Eleven subjects (8%) felt that more steps should be added to the simulation, such as making the subject check for the patient’s vitals and calling 911 to make the simulation more comprehensive. Four subjects (3%) felt that the simulation was not stressful enough, citing that the voice of the simulation felt too calm, and the environment did not give enough of a sense of urgency. Four subjects (3%) also cited that the mannequin felt unrealistic. Nineteen subjects (14%) noted that the virtual nature of the simulation in itself limits the realism of the simulation.
Table 8. Did the simulation feel realistic to you?

| Response                                      | n out of 132 |
|-----------------------------------------------|--------------|
| Simulation felt realistic                     | 85           |
| Realism felt limited due to being virtual     | 19           |
| Could use more steps                          | 11           |
| No comment/not qualified to answer            | 6            |
| Could use more stress                         | 4            |
| Mannequin felt unrealistic                    | 4            |
| Not realistic                                 | 3            |

6. Discussion

The findings of this study showed that, overall, subjects successfully interacted with the low-fidelity prototype and its simulated use environment. Subjects were able to understand AED sensory communication, and the AED responded as expected once subjects reached the correct point within the simulation. Despite these preliminary findings, several issues should be addressed in the next iteration of this simulation: the CPR feature caused confusion due to subjects struggling to perform CPR at the correct rate, the timer was ignored or had no effect on performance, and the lack of instruction clarity. These issues will be discussed in more detail below.

6.1. Effect of the CPR Feature

As noted in Table 4, the CPR rate was challenging to maintain, and the CPR rate feedback was difficult to understand. The confusion with maintaining the CPR rate and understanding the feedback was possibly due to sensory overload. Sensory overload occurs when the brain is provided with more information than it can process, leading to compromise performance [105–107]. Two different forms of visual stimuli were delivered simultaneously for the same piece of information. The chest compression rate was reported to the user through a light that moved from “too slow” and “too fast,” as well as the numerical value of the rate appearing above the mannequin’s chest. This might have led to confusion if the subjects tried simultaneously monitoring both visual stimuli. The future CPR feature will be simplified to address this issue by removing the chest compression rate output above the chest. This will limit subjects to one form of visual feedback for the CPR rate. The lesson learned here can be applied to designing low-fidelity prototypes, as designers should be mindful of how many feedback forms are used across sensory channels. Too much of one type of feedback for the same piece of information could negatively impact the performance.

6.2. Effect of Timer on Performance

As mentioned in Table 5, the timer had a negligible effect on the performance. Subjects in the study only worried as the time approached zero, ignored the timer, or found the timer to be confusing. Timing is of crucial importance when using an AED (victim’s chance of survival decreases by 10% every minute). The purpose of an AED was stated in the simulation training along with the timer’s purpose. The location of the timer was in the upper right corner, not the center of the screen, where most of the interactions within the simulation took place. The timer’s arrangement and presentation could have contributed to the confusion. Studies have found that the structure of information and the design of icons on a screen can impact information recall and task completion speed. Regarding the arrangement, information placed on the left periphery of the screen will receive more attention than on the right periphery [108], and subject expectations of where data should be located can impact the speed of the task completion [109,110]. In the case of icon design, it has been shown that the design of an icon can help guide the user’s eyes to different parts of the screen, improving the task completion speed and accuracy [111]. Future iterations of
this simulation will test the timer placement by moving it towards the center of the screen and enlarging the timer block to make it easier to visualize and more difficult to ignore.

Another aspect of the timer that needs to be updated is the current color changing pattern. In the study, the timer flashes red to alert subjects that they have exceeded the time limit set in the simulation. Color changing and flashing lights are commonly used as warnings in safety-critical systems [65,66,112]. These flashing lights help to alert the user about something occurring within the system. Some subjects mentioned finding the timer to be confusing. In future iterations of the design, the link between the color change of the timer in relation to the use of the AED will be made clearer. In addition to moving the timer towards the center of the screen, it will change colors (green to yellow to red) as the time approaches zero, and will be paired with a survival rate bar that will decrease over time and change colors as well (Figure 9). While a timer or survival rate bar would not be present in the real-world use of the AED, subjects should be mindful of their actions since this device is time-sensitive to use.

![AED View](image)

Figure 9. Updated starting view of the AED simulation.

6.3. Assessment of Simulation Clarity

Instructions were also assessed in the pilot study, which is typical for early-stage formative usability testing [3,113–115]. Studies have found that clarity of instructions impacts performance [116,117]. In the pilot study, the clarity of the instructions affected several simulation areas. As mentioned previously, the CPR feature and timer were sources of confusion. While this is partially due to subjects ignoring these features, some subjects may have ignored the training instructions to focus their attention on other information provided. Table 6 also shows that subjects wanted more direction from the simulation. Future iterations of this simulation will evaluate enhanced testing instructions for the CPR feature.

Another issue revealed in the pilot study was a mismatch between subjects’ expectations of virtual object interactions and the results, as shown in Table 6, by a small percentage of subjects. Expectation mismatch can confuse and adjust how one responds [26,118]. Improvements will be made to the software architecture of the simulated object interactions to better align subject expectations with the functions of the simulation. As mentioned above, subjects had the ability to click on anything they wanted within the simulation. This did not always yield a response from the simulation. Subjects were expected to follow the instructions of the AED. If subjects attempted to perform actions out of order, then the simulation documented those mouse clicks but did not cause a change within the simulation. In the future, a feature could be added to aid in matching subject expectations and reducing frustration due to undetermined behavior. For example, a sound can be played when subjects click on an object with limited interaction. This could help prime
expectations and help subjects keep track of appropriate object interactions. Studies have found that virtual environment performance can impact real-world performance [119–122]. The habits that subjects are forming when interacting with virtual replicas must translate into good practices when using the real-world version of the product.

### 6.4. Study Limitations

This study has several limitations. College students provided a convenient sample population for the pilot, but do not completely align with the actual user population or the population that will be assessed in a higher fidelity AED usability study. The purpose of this study was to pilot test aspects of the simulation design. A pilot test is meant to help researchers assess the feasibility of the study and identify possible shortcomings before performing the final full-scale study [123,124]. As discussed above, the students identified several design aspects that impacted the survey results (e.g., clarity of the CPR feature). There are likely to be additional shortcomings that have not been identified due to a lack of a diverse subject pool. Studies have shown that the relationships between variables can change depending on the sample population in the study [125,126]. The final full-scale study will focus on the evaluation of the self-assessed performance across a variety of surveys. If parts of the simulation that were found to cause confusion are left in the study, then they will negatively impact how subjects evaluate their performance. Unidentified shortcomings will need to be taken into consideration when analyzing data from the final study.

Another limitation of the pilot study is the lack of additional background information on the subjects. The focus of this pilot study was to gather subjective feedback about the state of the simulation. This would provide direct insight into what aspects of the simulation need to be updated. The pre-study survey only served to consent the subjects and to train them on how to use an AED. Additional information, such as their age, experience with virtual environment interactions, and amount of emergency medical training, could have provided more insight into the survey comments offered. A study by Dong et al. evaluated the ability to use an AED across three age groups and found that people between the ages of 55–65 struggled to use the AED more often than their younger counterparts [71]. In a study assessing the effect of video game experience on navigation in a virtual environment, it was found that subjects who played video games that involved navigation performed better in the study [127]. This type of information will be collected in the future to provide additional insight into subject performance.

### 7. Conclusions

This paper discussed how to design a low-fidelity virtual replica and perform an online simulated use test, intended for early design stages. The proposed method addresses considerations to replicate real-world aspects of a device in a virtual setting, as well as how to replicate essential component interaction functions of the reproduced product. A simulated version of a product was created and assessed in a pilot study. The results of this study have shown that this is a viable method to perform early-stage formative usability testing of human device interactions. Insights from the study highlighted the critical need for early-stage design testing, as aspects of the design, independent from the simulation, were identified (e.g., clarity of instructions, sensory cueing confusion). Subject feedback can be used to improve future iterations of the low-fidelity simulation.

The next steps include replicating the study in a lab with a VR headset. The current 2D, online version of the study allowed for social distancing during the COVID-19 pandemic and served as a low-resource option to perform the study. Performing the study with a VR headset will provide subjects with a more immersive experience and allow for the use of additional hardware within the study that is more difficult to access outside of a lab (e.g., biosensors, data gloves). For example, different interaction hardware, such as a data glove, can be integrated into the simulation for a natural object interaction experience.
The knowledge gained from this research will help virtual and augmented reality designers to develop more accurate low-fidelity models and simulations. This will result in updates being made earlier in the product design process, thereby saving on resources required to build prototypes in the future. Designers will have a clearer idea of what aspects of functionality need to be replicated and how to utilize virtual and augmented reality for early-stage formative usability testing.
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