Contents

Original Papers

Forecasting Daily Patient Outflow From a Ward Having No Real-Time Clinical Data (e25)
Shivapratap Gopakumar, Truyen Tran, Wei Luo, Dinh Phung, Svetha Venkatesh ................................................................. 2

A Semi-Supervised Learning Approach to Enhance Health Care Community–Based Question Answering: A Case Study in Alcoholism (e24)
Papis Wongchaisuwat, Diego Klabjan, Siddhartha Jonnalagadda. .......................................................................................... 18

Characterizing the (Perceived) Newsworthiness of Health Science Articles: A Data-Driven Approach (e27)
Ye Zhang, Erin Willis, Michael Paul, Noémie Elhadad, Byron Wallace. .................................................................................. 31

Evaluation of an Expert System for the Generation of Speech and Language Therapy Plans (e23)
Vladimir Robles-Bykbaev, Martín López-Nores, Jorge García-Duque, José Pazos-Arias, Daysi Arévalo-Lucero. ......................... 51

Prediction of Sepsis in the Intensive Care Unit With Minimal Electronic Health Record Data: A Machine Learning Approach (e28)
Thomas Desautels, Jacob Calvert, Jana Hoffman, Melissa Jay, Yaniv Kerem, Lisa Shieh, David Shimabukuro, Uli Chettipally, Mitchell Feldman, Chris Barton, David Wales, Ritankar Das. ........................................................................................................ 67

Satisfaction Levels and Factors Influencing Satisfaction With Use of a Social App for Neonatal and Pediatric Patient Transfer Information Systems: A Questionnaire Study Among Doctors (e26)
Iee Choi, Jin Kim, Sun Kim, Soo Cho, Il Kim. .......................................................................................................................... 82
Forecasting Daily Patient Outflow From a Ward Having No Real-Time Clinical Data

Shivapratap Gopakumar¹, MTech; Truyen Tran¹, PhD; Wei Luo¹, PhD; Dinh Phung¹, PhD; Svetla Venkatesh¹, PhD
Centre for Pattern Recognition and Data Analytics, Deakin University, Geelong Waurn Ponds, Australia

Corresponding Author:
Shivapratap Gopakumar, MTech
Centre for Pattern Recognition and Data Analytics
Deakin University
Building KA
75 Piddons Road
Geelong Waurn Ponds, 3216
Australia
Phone: 61 3 5227 1266
Fax: 61 3 5227 2028
Email: shivapratap@gmail.com

Abstract

Background: Modeling patient flow is crucial in understanding resource demand and prioritization. We study patient outflow from an open ward in an Australian hospital, where currently bed allocation is carried out by a manager relying on past experiences and looking at demand. Automatic methods that provide a reasonable estimate of total next-day discharges can aid in efficient bed management. The challenges in building such methods lie in dealing with large amounts of discharge noise introduced by the nonlinear nature of hospital procedures, and the nonavailability of real-time clinical information in wards.

Objective: Our study investigates different models to forecast the total number of next-day discharges from an open ward having no real-time clinical data.

Methods: We compared 5 popular regression algorithms to model total next-day discharges: (1) autoregressive integrated moving average (ARIMA), (2) the autoregressive moving average with exogenous variables (ARMAX), (3) k-nearest neighbor regression, (4) random forest regression, and (5) support vector regression. Although the autoregressive integrated moving average model relied on past 3-month discharges, nearest neighbor forecasting used median of similar discharges in the past in estimating next-day discharge. In addition, the ARMAX model used the day of the week and number of patients currently in ward as exogenous variables. For the random forest and support vector regression models, we designed a predictor set of 20 patient features and 88 ward-level features.

Results: Our data consisted of 12,141 patient visits over 1826 days. Forecasting quality was measured using mean forecast error, mean absolute error, symmetric mean absolute percentage error, and root mean square error. When compared with a moving average prediction model, all 5 models demonstrated superior performance with the random forests achieving 22.7% improvement in mean absolute error, for all days in the year 2014.

Conclusions: In the absence of clinical information, our study recommends using patient-level and ward-level data in predicting next-day discharges. Random forest and support vector regression models are able to use all available features from such data, resulting in superior performance over traditional autoregressive methods. An intelligent estimate of available beds in wards plays a crucial role in relieving access block in emergency departments.

(JMIR Med Inform 2016;4(3):e25) doi:10.2196/medinform.5650
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Introduction

Demand for health care services has become unsustainable [1,2]. This is largely due to an increase in population and life expectancy, escalating costs, increased patient expectations, and workforce issues [3]. Despite increased demands, the number of inpatient beds in hospitals has come down by 2% since the last decade [2,4]. Efficient bed management is key to meeting this rising demand and reducing health care costs.

Daily discharge rate can be a potential real-time indicator of operational efficiency [5]. From a ward-level perspective, a good estimate of next-day discharges will enable hospital staff to foresee potential problems such as changes in number of available beds and changes in number of required staff. Efficient forecasting reduces bed crisis and improves resource allocation. This foresight can help accelerate discharge preparation, which has huge cost on clinical staff and educating patients and family, requiring postdischarge planning [6,7]. However, studying patient flow from general wards offers several challenges.

Ward-level discharges incorporate far greater hospital dynamics that are often nonlinear [8]. Accessing real-time clinical information in wards can be difficult because of administrative and procedural barriers, such data may not be available for predictive applications. Because the diagnosis coding is performed after discharge, there is little information about medical condition or variation in care quality in real time. In addition, factors other than patient condition play a role in discharge decisions [5,9,10].

The current practice of bed allocation in general wards of most hospitals involves a hospital staff/team, who use past information and experience, to schedule and assign beds [11]. Modern machine learning techniques can be used to aid such decisions and help understand the underlying process. As an example, Figure 1 illustrates a decision tree trained on past discharges and ward occupancy statistics, which models the daily discharge pattern from an open ward in a regional Australian hospital. Although the absence of patient medical information affected forecast performance, the decision rules provide important insight into the discharge process.

Motivated by this result, we address the open problem of forecasting daily discharges from a ward with no real-time clinical data. Specifically, we compare the forecasting performance of 5 popular regression models: (1) the classical autoregressive integrated moving average (ARIMA), (2) the autoregressive moving average with exogenous variables (ARMAX), (3) k-nearest neighbor (KNN) regression, (4) random forest (RF) regression, and (5) support vector regression (SVR).

Our experiments were conducted on commonly available data from a recovery ward (heath wing 5) in Barwon Health, a regional hospital in Victoria, Australia. The ARIMA and kNN models are built from daily discharges from ward. To account for the seasonal nature of discharges, the ARMAX model included day of the week and ward occupancy statistics. We identified and constructed 20 ward-level and 88 patient-level predictors to derive the RF and SVR models.

Forecasting accuracy was measured using 3 metrics on a held out set of 2511 patient visits in the year 2014. When compared with a naive forecasting method of using the mean of last week discharges, we demonstrate through our experiments that (1) using regression methods for forecasting discharge outperforms naive forecasting, (2) SVR and RF models outperform the autoregressive methods and kNN, (3) an RF model derived from 108 features has the minimum error for next-day forecasts.

The significance of our study is in identifying the importance of foreseeing available beds in wards, which could help relieve emergency access block [12].

Patient length of stay directly contributes to hospital costs and resource allocation. Long-term forecasting in health care aims to model bed and staffing needs over a period of months to years. Cote and Tucker categorize the common methods in health care demand forecasting as percent adjustment, 12-month moving average, trendline, and seasonalized forecast [13]. Although each of these methods is built from historical demand, seasonalized forecasting provides more realistic results as it takes into account the seasonal variations and trends in the data. Mackay and Lee [3] advise modeling the patient flow in health care institutions for tactical and strategic forecasting. To this end, compartmental modeling [14,15], queuing models [16,17] and simulation models [17-20] have been applied to analyze patient flow. To understand long-term patient flow, studies analyze metrics such as bed occupancy [3,8,14,19,21,22], patient arrivals [23], and individual patient length of stay [19,24-27].

On the other hand, our work implements short-term forecasting. The short-term forecasting methods are concerned with hourly and daily forecasts from a single unit in a care environment. The most popular unit of interest is the emergency or acute care department because this is often a key performance indicator metric in assessing quality of care [28,29].
Time Series and Smoothing Methods

When looking at discharges as time series, autoregressive moving average models are the most popular [30-32]. Exponential smoothing techniques have also been used to forecast monthly [33] and daily patient flow [34].

Jones et al used the classical ARIMA to forecast daily bed occupancy in emergency department of a European hospital [30]. The model which included seasonality terms demonstrated reasonable performance to predict bed occupancy. The authors speculated whether nonlinear forecasting techniques could improve over ARIMA. A recent study confirmed the effectiveness of this forecasting technique in a US hospital setting [35]. ARIMA models were also successfully used to forecast the number of occupied beds during a SARS outbreak in a Singapore hospital [36]. A recent study used patient attendances in a pediatric emergency department to model daily demand using ARIMA [37].

Jones et al [34] compared the ARIMA mode with exponential smoothing and artificial neural networks to forecast daily patient volumes in emergency department. The study revealed no single model to be superior and concluded that seasonal patterns play a major role in daily demand.

Simulation Methods

Modeling using simulation is typically used to study the behavior of complex systems. An early work in investigated the effects of emergency admissions on daily bed requirements in acute care, using discrete-event stochastic simulation modeling [38]. Sinreich and Marmor [39] proposed a guide for building a simulation tool based on data from emergency departments of 5 Israeli hospitals. Their method analyzed the flow of patients clustered into 8 types along with time elements. The simulation demonstrated that patient processes are better characterized by type of the patients, rather than specific hospitals visited. Yeh and Lin used a simulation model to characterize patient flow through a hospital emergency department and reduced waiting times using a genetic algorithm [40]. A similar experiment was carried out in a geriatric department using a combination of discrete event simulation and queuing model to analyze bed occupancy [19].

Regression for Forecasting

Regression models analyze the relationship between the forecasted variable and features in the data. Linear regression that encoded monthly variations was used to forecast patient admissions over a 6-month horizon and outperformed quadratic and autoregressive models [41]. Another study used clustering and Principle Component Analysis PCA to find significant predictors from patient data to model emergency length of stay using linear regression [42]. A nonlinear approach using regression trees was proposed in forecasting patient admissions which demonstrated superior performance over a neural net framework [43].

Barnes et al used 10 predictors to model real-time inpatient length of stay in a 36-bed unit using an RF model [24].

Nonlinear regression is better suited to model the changing dynamics of patient flow. To characterize the outflow of patients from the ward, we resort to regression using RF, kNN, and SVR. In the area of pattern recognition, kNNs [44] are the most effective method that exploits repeated patterns. The kNN algorithm has been successfully applied to forecast to histogram time series in financial data [45]. The nonparametric regression using kNN has been successfully demonstrated for short-term traffic forecasting [46,47] and electricity load forecasting [48,49]. However, kNN regression has not been studied for patient flow.

Another powerful and popular regression technique, SVR, uses kernel functions to map features into a higher dimensional space to perform linear regression. Though this technique has not seen much application in medical forecasting, support vector machines have been successful in financial market prediction, electricity forecasting, business forecasting, and reliability forecasting [50].

Apart from the standard autoregressive methods, we use kNN, RFs, and SVR in forecasting next-day discharges. Because
discharge patterns repeat over time, kNN regression can be
applied to search for a matching pattern from past discharges.
RFs and SVR regression are powerful modelling techniques
requiring minimum tuning to effectively handle nonlinearity in
the hospital processes.

Recently, RF forecasting was used to predict total patient
discharges from a 36 bed unit in an urban hospital [24]. Apart
from 4 demographic and 2 timing predictors, this study used 3
clinical predictors for patients: (1) reason for visit: identified
by a physician and recorded using International Classification
of Diseases: version 9 (ICD-9) diagnosis codes [51], (2)
observation status: assigned to patients for monitoring purpose,
and (3) pending discharge location. Total number of discharges
was estimated from aggregate of individual patient length of
stay.

The absence of real-time clinical information in our data makes
calculating patient length of stay impossible. Instead, we resort
to modelling next-day discharges by observing previous
discharge patterns and examining demographics and flow
characteristics in the ward.

Methods

Data

Our study used retrospective data collected from a recovery
ward in Barwon Health, a large public health provider in
Victoria, Australia serving about 350,000 residents. Ethics
approval was obtained from the Hospital and Research Ethics
Committee at Barwon Health (number 12/83) and Deakin
University. The total number of available beds depended on the
number of staff assigned to the ward. On average, the ward had
36 staffed beds, but fluctuated between 20 and 80 beds with
varying patient flow. The physicians in the ward had no teaching
responsibilities.

Table 1. Tables in hospital database used in our data collection.

| Tables      | Columns                                      |
|-------------|----------------------------------------------|
| Patients    | 1. Patient ID                               |
|             | 2. Age                                      |
|             | 3. Gender                                   |
| Ward Stay   | 1. Admission ID                             |
|             | 2. Name of the ward                         |
|             | 3. Time (entry, exit)                       |
|             | 4. Bed ID                                   |
| Admissions  | 1. Patient ID                               |
|             | 2. Admission ID                             |
|             | 3. Time (admit, discharge)                  |
|             | 4. Patient Class (21 categories)            |
|             | 5. Admission type (7 categories)            |

Table 2. Cohort details.

| Cohort                  | Stats    |
|-------------------------|----------|
| Total patient visits    | 12,141   |
| Unique patients         | 10,610   |
| Length of stay (mean, median, IQR\(^a\)) | 4.26, 3, 5 |
| Discharges per day (mean, median, IQR)   | 8.7, 8, 5 |
| Admissions per day (mean, median, IQR)   | 8.6, 8, 5 |
| Mean ward occupancy, IQR | 30.9, 4 |
| Gender                  | 54.8% Female |
| Age (mean, median)      | 66, 63.23 |

\(^a\)IQR, interquartile range.

The data for our study came from three tables in the hospital
database, as shown in Table 1. Additional real-time data that
described patient condition or disease progression were
unavailable because diagnosis coding using medical codes is
done after discharge. Patient flow was collected for a period of
4 years. Using the admission and discharge times for each
patient, we calculated the daily discharges from our ward in
study. A total of 12,141 patients were admitted into the ward
with a median discharge of 8 patients per day from January 1,
2010, to December 31, 2014. Table 2 summarizes the main characteristics of our data.

A time series decomposition of our data revealed strong seasonal variations and high nonlinearity in daily discharge patterns. There was a defined weekly pattern—discharge from ward peaked on Fridays and dropped significantly on weekends (see Figure 2). This seasonal nature is in tune with previous studies [9,32]. Aggregating the daily discharges into a monthly time series revealed defined monthly patterns (see Figure 3). The data displayed no significant trend. In addition, the daily discharge pattern was found to be highly nonlinear. Our forecasting methods must be able to handle such data dynamics.

We describe the following diverse methods that are applicable to forecasting under complex data dynamics: (1) ARIMA, (2) autoregressive moving, (3) forecasting using kNN discharge patterns, (4) RF, and (5) SVR. Autoregressive methods model the temporal linear correlation between nearby data points in the time series. Nearest patterns lift this linearity assumption and assumes that short periods form repeated patterns. Finally, RF and SVR look for a nonlinear functional relationship between the future outcomes and descriptors in the past.

**Figure 2.** Mean admissions and discharges per day from ward.

**Figure 3.** Time series of monthly discharges from ward.

**Forecasting Methods**

**Autoregressive Integrated Moving Average**

Time-series forecasting methods can analyze the pattern of past discharges and formulate a forecasting model from underlying temporal relationships [52]. Such models can then be used to extrapolate the discharge time series into the future. ARIMA models are widely used in time-series forecasting. Their popularity can be attributed to ease of model formulation and interpretability [53]. ARIMA models look for linear relationships in the discharge sequence to detect local trends and seasonality. However, such relationships can change over
time. ARIMA models are able to capture these changes and update themselves accordingly. This is done by combining autoregressive (AR) and moving average (MA) models. Autoregressive models formulate discharge at time $t = y_t$, as a linear combination of previous discharges. On the other hand, moving averages models characterize as linear combination of previous forecast errors. For ARIMA model, the discharge time series is made stationary using differencing. Let $\theta$ be autoregressive parameters, $\phi$ be moving average parameters, and $\beta$ be the forecast errors. Such an ARIMA model can be defined as shown in Figure 4, where $\mu$ is a constant. By varying $p$ and $q$, we can generate different models to fit the data. Box Jenkins method [54] provides a well-defined approach for model identification and parameter estimation. In our work, we choose the auto.arima() function from the forecast package [55] in R [56] to automatically select the best model.

**Figure 4.** Classical ARIMA model.

$$y_t = \mu + \sum_{i=1}^{p} \phi_i y_{t-i} + \epsilon_t - \sum_{i=1}^{q} \theta_q \epsilon_{t-i}$$

### Autoregressive Moving Average With Exogenous Variables (ARMAX)

Dynamic regression techniques allow adding additional explanatory variables, like day of the week and number of current patients in the ward, to autoregressive models. The autoregressive moving ARMAX modifies ARIMA model by including depending external variable $x_t$ at time $t$, as shown in Figure 5. We model $x_t$ using features from the hospital database.

**Figure 5.** ARIMA model with exogenous variable $x_t$.

$$y_t = \mu + \sum_{i=1}^{p} \phi_i y_{t-i} + \epsilon_t - \sum_{i=1}^{q} \theta_q \epsilon_{t-i} + \beta x_t$$

### Detecting Discharge Patterns Using k-Nearest Neighbors

The kNN algorithm takes advantage of the locality in data space. We assume that the next-day discharge depends on the discharges happening in previous days. Using kNN principles, we can do a regression to forecast the next-day discharge. Let $y_d$ represent number of discharges on the current day: $d$. To forecast the next day discharge: $y_{d+1}$, we look at the discharges over the past $p$ days as: $\text{disch_vec} = [y_d, y_{d-1}, \ldots, y_{d-p}]$. Using Euclidean distance metric, we find $k$ closest matches to $\text{disch_vec}$ from the training data. An estimate of next-day discharge: $\hat{y}_{d+1}$, is calculated as a measure of the next-day discharges of the $k$ matched patterns: $(y_{\text{match}},)_{1:3}$ (1:k). Figure 6 shows an example of kNN based forecasting. Here, $\text{disch_vec}$ in red $[y_d; y_{d-1}]$ results in 3 matches from the training data. For simplicity, we have plotted the matched patterns alongside $\text{disch_vec}$, although they had occurred in the past. The next-day forecast $\hat{y}_{d+1}$ becomes a measure of $(y_{\text{match}},)_{1:3}$, where $(y_{\text{match}},)_{1:3}$ is the $(d+1)^{\text{th}}$ term of each of the matched patterns [57].

One popular method of calculating $\hat{y}_{d+1}$ is by minimizing the weighted quadratic loss (Figure 7), where $w_i$ takes values between 0 and 1, with $\sum_{i=1}^{k} w_i = 1$. However, there are 2 main drawbacks making it less desirable for our data. First, the quadratic loss is sensitive to outliers. Second, a robust estimate of $\{w_i\}$ becomes difficult.

Our data contain significant noise, causing large variations in next-day forecasts of the $k$ matched patterns. We illustrate this problem in Figure 8. For a given day, kNN regression returns 125 matched patterns. The next-day forecasts from each $k=125$ patterns displayed significant variations. In such scenario, we resort to estimating $\hat{y}_{d+1}$ by minimizing the robust loss (Figure 9).

**Figure 6.** k-nearest neighbor forecasting example with $k=3$ and $p=7$.  

```
% MATLAB PLOT
plot(d-7, d-5, d-4, d-3, d-2, d-1, d, d+1, y, yhat, yhat1, yhat2, yhat3); 
legend('pattern', 'match1', 'match2', 'match3');
xlabel('Previous Days'); ylabel('Discharges'); 
```

```
% R PLOT
plot(d-7, d-6, d-5, d-4, d-3, d-2, d-1, d, d+1, y, yhat, yhat1, yhat2, yhat3); 
legend('pattern', 'match1', 'match2', 'match3');
xlabel('Previous Days'); ylabel('Discharges'); 
```
Figure 7. Calculating $\hat{y}_{d+1}$ by minimizing the weighted quadratic loss.

$$\hat{y}_{d+1} = \min_y \sum_{i=1}^{k} w_i ((y_{\text{match}})_i - y)^2$$

$$= \sum_{i=1}^{k} w_i (y_{\text{match}})_i$$

Figure 8. Scatterplot of next-day forecast using k-nearest neighbor for a given day. X-axis represents each matched nearest-neighbor pattern. Y-axis represents the next day forecast of that matched pattern.

Figure 9. Estimating $\hat{y}_{t+1}$ by minimizing the robust loss.

$$\hat{y}_{t+1} = \min_y \sum_{i=1}^{k} |(y_{\text{match}})_i - y|$$

$$= \text{median}(y_{\text{match}})_{i=1 \text{ to } k}$$

**Random Forest**

In this approach, we assume the next-day discharge as a function of historical descriptor vector: $x$. We use each day in the past as a data point, where the next-day discharge is the outcome, and the short period before the discharge are used to derive descriptors. The RF used in this paper is currently one of the most powerful methods to model the function $y = f(x)$ [58,59].

An RF is an ensemble of regression trees. A regression tree approximates a function $f(x)$ by recursively partitioning the descriptor space. At each region $R_p$, the function is approximated as shown in Figure 10, where $|R_p|$ is the number of data point falling in region $R_p$. The RF creates a diverse collection of random trees by varying the subsets of data points to train the trees and the subsets of descriptors at each step of space partitioning. The final outcome of RF is an average of all trees in the ensemble. Since tree growing is a highly adaptive process, it can discover any nonlinear function to any degree of approximation if given enough training data. However, the flexibility makes regression tree prone to overfitting, that is, the inability to generalize to unseen data. This requires controlling the growth by setting the number of descriptors per partitioning step, and the minimum size of region $R_p$.

The voting leads to great benefits: reduce the variations per tree. The randomness helps combat against overfitting. There is no assumption about the distribution of data or the form of the function ($x$). There is controllable quality of fits.

Figure 10. Random forests formulation of next day discharges ($y$) from historical descriptors ($x$).

$$f(x) = \frac{1}{|R_p|} \sum_{x_j \in R_p} y_j$$
Support Vector Regression

The historical descriptor vector \( x \), used in the RF model can also be used to build a SVR model [60]. Given the set of data \( \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\} \), where each \( x_i \in \mathbb{R}^m \) denotes the input descriptor for the corresponding next day forecast \( y_i \in \mathbb{R}^1 \), a regression function takes the form: \( \hat{y}_i = f(x_i) \). SVR works by (1) mapping the input space of \( x_i \) into a higher dimensional space using a nonlinear mapping function: \( \varphi \), (2) performing a linear regression in this higher dimensional space. In general, we can express the regression function as: \( f(x) = (w \varphi(x)) + b \), where, \( w \in \mathbb{R}^m \) is the weights and \( b \in \mathbb{R}^1 \) is the bias term. Vapnik [60] proposed the \( \varepsilon \)-insensitive loss function for SVR, which takes the form as shown in Equation 1 in Figure 11. The loss function \( L \) tolerates errors that are smaller than the threshold: \( \varepsilon \), resulting in a “tube” around the true discharge values. Model parameters can be estimated by minimizing the cost function as shown in Equation 2 in Figure 11, where \( C \) is a constant that penalizes error in training data.

In our work, we use an RBF kernel [61] for mapping our input data to higher dimensional feature space. RBF kernels are a good choice for fitting our nonlinear discharge pattern because of its ability to map the training data to an infinite dimensional space and easy implementation. The solution to the dual formulation of SVR cost function is detailed in [60,62].

Figure 11. The SVR learning model.

\[
L_{\varepsilon}(f(x) - y) = \begin{cases} |f(x) - y|, & |f(x) - y| \geq \varepsilon \\ 0, & \text{otherwise} \end{cases}
\]

Equation 1. \( \varepsilon \)-insensitive loss function.

\[
R = C \times \frac{1}{n} \sum_{i=1}^{n} L_{\varepsilon}(f(x) - y) + \frac{1}{2} \|w\|^2
\]

Equation 2. SVR cost function.

Experiments

We extracted all data from the database tables (as in Table 1) for our ward in study. Patient flow was analyzed for a period of 5 years. We formatted our data as a matrix where each row corresponds to a day and each column represents a feature (descriptor). Two main groups of features were identified: (1) ward level and (2) patient level. Our feature creation process resulted in 20 ward-level and 88 patient-level predictors, as listed in Table 3. The ward-level descriptor: trend of next-day discharge was calculated by fitting a locally weighted polynomial regression [63] from past discharges. An example of this regression fitting is shown in Figure 12.

Table 3. Features constructed from ward data in hospital database.a

| Type         | Predictor       | Description                                |
|--------------|-----------------|--------------------------------------------|
| Ward-level   | Seasonality     | Current day-of-week, current month         |
|              | Trend           | Calculated using locally weighted polynomial regression from past discharges on the same weekday |
|              | Admissions      | Number of admissions during past 7 days    |
|              | Discharges      | Number of discharges during past 7 days, number of discharges in previous 14th day and 21st day |
|              | Occupancy       | Ward occupancy in previous day             |
| Patient-level| Admission type  | 5 categories                               |
|              | Patient referral| 49 categories                              |
|              | Patient class   | 21 categories                              |
|              | Age category    | 8 categories                               |
|              | Number of wards visited | 4 categories                        |
|              | Elapsed length of stay | Calculated daily for each patient in the ward |

a The random forest and support vector regression models used the full set of features. The ARMAX (autoregressive moving average with exogenous variables) model used seasonality and occupancy. All other models were derived from daily discharges.
Figure 12. An example of the discharge trend, as derived from a locally weighted polynomial regression model.

**Evaluation Protocol**

Our training and testing sets are separated by time. This strategy reflects the common practice of training the model using data in the past and applying it on future data. Training data consisted of 1460 days from January 1, 2010, to December 31, 2013. Testing data consisted of 365 days in the year 2014. The characteristics of the training and validation cohort are shown in Table 4. Most stays were short, around 65% of patients stayed for less than 5 days.

Table 4. Characteristics of training and validation cohorts.

| Categorization       | Training (2010-2013) | Testing (2014) |
|----------------------|----------------------|----------------|
| Total days           | 1460                 | 365            |
| Mean discharges per day | 8.47                | 9.17           |
| Number of admissions | 9630                 | 2511           |
| Gender               |                      |                |
| Male                 | 4329 (44.9%)         | 1135 (45.2%)   |
| Female               | 5301 (55.1%)         | 1376 (54.8%)   |
| Mean age (years)     | 63.65                | 61.62          |
| Length of stay       |                      |                |
| 1-4 days             | 6377 (66.22%)        | 1636 (65.15%)  |
| 5 or more days       | 3253 (33.78%)        | 875 (34.85%)   |

**Baseline Forecasting**

The current hospital strategy involves using past experience to foresee available beds. To compare the efficiency of our proposed approaches, we model the following baselines: (1) Naive forecasting using the last day of week discharge: since our data were found to have defined weekly patterns, we model the next day discharge as the number of discharges for the same day during previous week; (2) naive forecasting using mean of last week discharges: to better model the variation and noise in weekly discharges, we model the next-day discharge as the mean of discharges during previous 7 days; and (3) naive forecasting using mean of last 3-week discharges: to account for the monthly and weekly variations in our data, we use mean of daily discharges over the past 3 weeks to model the next-day discharge.

**Measuring Forecast Performance**

We compare the next-day forecasts of our proposed approaches with the baseline methods on the measures of mean forecast error, mean absolute error, symmetric mean absolute percentage error, and root mean square error [64,65]. If \( y_t \) is the measured discharge at time \( t \), \( f_t \) is the forecasted discharge at time \( t \), we can define the following:

- **Mean forecast error (MFE):** is used to gauge model bias and is calculated as \( \text{MFE} = \text{mean}(y_t - f_t) \)
- **Mean absolute error (MAE):** is the average of unsigned errors: \( \text{MAE} = \text{mean} | y_t - f_t | \)
- **Root mean square error (RMSE):** is a measure of the deviation of forecast errors. It is calculated as: \( \text{RMSE} = \sqrt{\text{mean}(y_t - f_t)^2} \)

MAE indicates the absolute size of the errors.

Due to squaring and averaging, large errors tend to have more influence over RMSE. In contrast, individual errors are weighted...
equally in MAE. There has been much debate on the choice of MAE or RMSE as an indicator of model performance [66,67].

• Symmetric mean absolute percentage error (sMAPE): It is scale independent and hence can be used to compare forecast performance between different data series. It overcomes 2 disadvantages of mean absolute percentage error (MAPE) namely, (1) the inability to calculate error when the true discharge is zero and (2) heavier penalties for positive errors than negative errors. sMAPE is a more robust estimate of forecast error and is calculated as: \( \text{sMAPE} = \text{mean}(200 |y_t - f_t| / (y_t + f_t)) \). However, sMAPE ranges from −200% to 200%, giving it an ambiguous interpretation [68].

### Results

**Model Performance**

In this section, we describe the results of comparing our different forecasting methods. The model parameters for kNN forecast, RF, and SVR models were tuned to minimize forecast errors. For kNN regression, the optimum value of pattern length: \( d \) and number of nearest neighbours: \( k \), was obtained by analyzing forecast RMSE for values \( d = (1,100) \) and \( k = (5,1000) \). Minimum RMSE of 3.77 was obtained at \( d = 70 \) and \( k = 125 \).

The SVR parameters \( C \) (penalty cost) and \( \gamma \) (amount of allowed error) were determined by choosing the best value from a grid search, that minimized the model RMSE. Similarly, the optimum number of variables in building each node of the RF was chosen by examining its effect on minimizing the out-of-bag estimate.

We compared the naive forecasting methods with our proposed 5 models using MFE, MAE, RMSE, and sMAPE. The results are summarized in Table 5, whereas Figure 13 compares the distribution of actual discharges with different model forecasts.

| Model                      | Mean forecast error | Mean absolute error | Symmetric mean absolute percentage error | Root mean square error | Mean absolute error improve over naive |
|----------------------------|---------------------|---------------------|------------------------------------------|------------------------|----------------------------------------|
| Naive forecast             |                     |                     |                                          |                        |                                        |
| Using discharge from last  | 0.03                | 3.81                | 45.70 %                                  | 4.95                   |                                        |
| weekday                    |                     |                     |                                          |                        |                                        |
| Using mean of last week    | 0.02                | 3.57                | 41.68 %                                  | 4.42                   |                                        |
| discharges                 |                     |                     |                                          |                        |                                        |
| Using mean of last 3-week  | 0.04                | 3.44                | 40.14 %                                  | 4.34                   |                                        |
| discharges                 |                     |                     |                                          |                        |                                        |
| ARIMA\(^a\)               | 0.06                | 3.27                | 38.32 %                                  | 4.15                   | 4.9 %                                  |
| ARMAX\(^b\)               | -0.01               | 2.99                | 34.86 %                                  | 3.84                   | 13.1 %                                 |
| k-nearest neighbor         | 1.09                | 2.88                | 34.92 %                                  | 3.77                   | 16.3 %                                 |
| Support vector regression  | 0.73                | 2.75                | 32.88%                                   | 3.64                   | 20.1 %                                 |
| Random forest              | 0.44                | 2.66                | 31.86 %                                  | 3.49                   | 22.7 %                                 |

\(^a\) ARIMA: autoregressive integrated moving average

\(^b\) ARMAX: autoregressive moving average with exogenous variables

The naive forecasts are unable to capture all variations in the data and resulted in the maximum error when compared with other models.

The variations in seasonality and trend are better captured in ARIMA and ARMAX models. The time series consisting of past 3-month discharges were used to generate the next-day discharge forecast. The ARMAX model also included the day of week and ward occupancy as exogenous variables, which resulted in better forecast performance over ARIMA.

Interestingly, kNN was more successful than ARIMA and ARMAX in capturing the variations in discharge, demonstrating about 3% improvement in MAE, when compared with ARMAX. However, the kNN model tends to under forecast (MFE = 1.09), possibly because of resorting to median values for forecast. In comparison, RF and SVR forecast models demonstrated better performance. This can be expected because they are derived from all the 108 features. However, RF demonstrated a relative improvement of 3.3 % in MAE over SVR model (see Table 5). When looking at forecast errors for each day of week, RF model confirmed better performance, as shown in Figure 14.

The process of SVR with RBF kernel maps all data into a higher dimensional space. Hence, the original features responsible for forecast cannot be recovered, and the model acts as a black box. Alternatively, RF algorithm returns an estimate of importance for each variable for regression. Examining the features with high importance could give us a better understanding of the discharge process.
Feature Importance in the Random Forest model

The features in random forecast model were ranked on importance scores. The top 10 significant features are described as follows. The day of week for the forecast proved to be the most important feature. Other features were number of patients in the ward during the day of forecast, the trend of discharges measured using locally weighted polynomial regression, number of discharges in past 14th day, number of discharges in past 21st day, number of patients who had visited only one previous ward, the number of males in the ward, number of patients labelled as: “public standard,” and current month of forecast.

Discussion

Principal Findings

Improved patient flow and efficient bed management is key to counter escalating service and economic pressures in hospitals. Predicting next-day discharges is crucial but has been seldom studied for general wards. When compared with emergency and acute care wards, predicting next-day discharges from a general ward is more challenging because of the nonavailability of real-time clinical information. The daily discharge pattern is seasonal and irregular. This could be attributed to management of hospital processes such as ward rounds, inpatient tests, and medication. The nonlinear nature of these processes contributes to unpredictable length of stay even in patients with similar diagnosis.

Typically, for open wards, a floor manager uses previous experience to foresee the number of available beds. In this paper, we attempt to model total number of next-day discharges using 5 methods. We have compared the forecasting performance using MAE, RMSE, and sMAPE. Our predictors are extracted from commonly available data in the hospital database. Although the kNN method is simple to implement, requiring no special expertise, software packages for other models are available for all common platforms. These models can be implemented by the analytics staff in hospital IT department and can be easily integrated into existing health information systems.

In our experiments, forecast based on RF model outperformed all other models. Forecasting error rate is 31.9% (as measured by sMAPE) which is in the same ballpark as the recent work of [24], though we had no real-time clinical information.
RF model makes minimum assumptions about the underlying data. Hence, it is the most flexible, and at the same time, comes with great overfitting control. Similarly, SVR also demonstrated superior performance, compared with the autoregressive and kNN models. The RBF kernel maps the features into a higher dimensional space during the regression process. Hence, the physical meaning of the features is lost, making it difficult to interpret the model. Finally, RFs and SVR are able to handle more features. This extra information in the form of patient demographics and past admission and discharge statistics contributed to improve the predictive performance when compared with other models.

The kNN regression also performed well as it assumes only the locality in the data. But it is not adaptive, and thus less flexible in capturing complex patterns. The kNN regression assumes similar patterns in past discharges extrapolate to similar future discharge, which is not true for daily discharges from ward. ARMAX model outperformed the traditional ARIMA forecasts since it incorporated seasonal information as external regressors. As expected, a naive forecast of using the median of past discharges performed worst.

We noticed a weekly pattern (Figure 2) and monthly pattern (Figure 3) in discharges from the ward. Other studies have also confirmed that discharges peak on Friday and drop during weekends [5,9,10]. This “weekend effect” could be attributed to shortages in staffing or reduced availability of services like sophisticated tests and procedures [10,69]. This suggests discharges are heavily influenced by administrative reasons and staffing.

Feature importance score from an RF model helps in identifying the features contributing to the regression process. The day of forecast proved to be one of the most important features in the RF model. Other important features included trend based on nonlinear regression of past weekdays, number of discharges in the past days, ward occupancy in previous day, number of males in the ward, and number of general patients in ward.

When looking at for each day of the week, the RF and SVR model consistently outperformed other models. Sundays and Thursdays proved to be the easiest to predict for all models (Figure 14). This can be expected since these days had the least variation in our data. Fridays proved to be the most difficult to forecast. Retraining the RF model by omitting “day of the week” increased the forecast error by 1.39% (as measured by sMAPE). Patient length of stay is inherently variable, partly due to the complex nonlinear structure of medical care [8]. The number of discharges from a ward is strongly related to the length of stay of the current patients in the ward. Hence, the variability in ward-level discharges is compounded by the variability in individual patient length of stay. In our study, the daily discharge pattern from ward shows great variation for each day of week. Apart from patient level details, we believe that a knowledge of hospital policies is also required to capture such nonlinearity.

**Practical Significance**

In our study, we were able to validate that the weekend patterns affect discharges from a general ward. The RF model was able to give a reasonable estimate of number of next-day discharges from the ward. Clinical staff can use this information as an aid to decisions regarding staffing and resource utilization. This foresight can also aid discharge planning such as communication and patient transfer between wards or between hospitals.

An estimate of number of free beds can also help reduce emergency department (ED) boarding time and improve patient flow [12,23]. ED boarding time is the time spent by a patient in emergency care when a bed is not available in the ward. ED boarding time severely reduces the hospital efficiency. High bed occupancy in ward directly contributes to ED overcrowding [70]. In our data, 42.81% of patients were admitted from the emergency care. An estimate of daily forecasts can be helpful in deciding the number of beds in wards to ease patient flow.

**Study Limitations**

We acknowledge the following limitations in our study. First, we focused only on a single ward. However, it was a ward with different patient types, and hence the results could be an indication for all general wards. Second, we did not use patient clinical data to model discharges. This was because clinical diagnosis data were available only for 42.81% of patients who came from emergency. In a general ward, clinical coding is not done in real time. However, we believe that incorporating clinical information to model patient length of stay could improve forecasting performance. Third, we did not compare our forecasts with clinicians/managing nurses. Finally, our study is retrospective. However, we have selected prediction period separated from development period. This has eliminated possible leakage and optimism.

**Conclusion**

This study set out to model patient outflow from an open ward with no real-time clinical information. We have demonstrated that using patient-level and ward-level features in modelling forecasts outperforms the traditional autoregressive methods. Our proposed models are built from commonly available data and hence could be easily extended to other wards. By supplementing patient-level clinical information when available, we believe that the forecasting accuracy of our models can be further improved.
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Abstract

Background: Community-based question answering (CQA) sites play an important role in addressing health information needs. However, a significant number of posted questions remain unanswered. Automatically answering the posted questions can provide a useful source of information for Web-based health communities.

Objective: In this study, we developed an algorithm to automatically answer health-related questions based on past questions and answers (QA). We also aimed to understand information embedded within Web-based health content that are good features in identifying valid answers.

Methods: Our proposed algorithm uses information retrieval techniques to identify candidate answers from resolved QA. To rank these candidates, we implemented a semi-supervised leaning algorithm that extracts the best answer to a question. We assessed this approach on a curated corpus from Yahoo! Answers and compared against a rule-based string similarity baseline.

Results: On our dataset, the semi-supervised learning algorithm has an accuracy of 86.2%. Unified medical language system–based (health related) features used in the model enhance the algorithm’s performance by approximately 8%. A reasonably high rate of accuracy is obtained given that the data are considerably noisy. Important features distinguishing a valid answer from an invalid answer include text length, number of stop words contained in a test question, a distance between the test question and other questions in the corpus, and a number of overlapping health-related terms between questions.

Conclusions: Overall, our automated QA system based on historical QA pairs is shown to be effective according to the dataset in this case study. It is developed for general use in the health care domain, which can also be applied to other CQA sites.

(JMIR Med Inform 2016;4(3):e24) doi:10.2196/medinform.5490
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Introduction

A study by Pew Internet Project’s research reported that 87% of US adults use the Internet, and 72% of Internet users sought health information over the Internet in the past year [1]. Other studies have also analyzed the modes in which health information is shared and its impact on consumer decision making [2,3]. Although it is known that patients are seeking information that might not be obtained during the course of their regular clinical care and valuable knowledge is publicly available in the Internet, it is not trivial for users to quickly find an accurate answer to specific questions. Consequently, community-based question answering (CQA) sites such as Yahoo! Answers tend to be a potential solution to this challenge. In CQA sites, users post a question and expect the Web-based
health community to promptly provide desirable answers. Despite a high volume of users’ participation, a considerable number of questions are left unanswered, and at the same time, other questions that address the same information need are answered elsewhere. This common situation drew our attention to develop an automated system for answering both unsuccessfully answered and newly posted questions.

Substantial research exists for developing systems that address physicians’ information needs at the point of care. Info buttons and other decision support tools automatically select and retrieve information from knowledge sources at the point of care [4]. Social media platforms involve exchanges of health information among peers at any place and time [5]. The advantages and disadvantages of using a social network to address the information needs compared with a search engine are described in the study by Morris et al [6]. However, limited research has been done in addressing the information needs of patients through automated approaches that synthesize the information shared across Web-based health communities. CQA systems in the health care domain address this issue.

QA systems are widely studied in both open and other restricted domains. One of the common approaches is to retrieve answers based on past QA, which is also fundamental to our work. Shitok et al [7] extracted an answer from resolved QA pairs obtained from Yahoo! Answers. Specifically, a statistical model was implemented to estimate the probability that the best answer from the past posts can satisfactorily answer a newly posted question. In addition to Shitok et al, Marom et al [8] implemented a predictive model involving a decision graph to generate help desk responses from historical email dialogues between users and help desk operators. Feng et al [9] constructed a system aiming to provide accurate responses to students’ discussion board questions. An important element in these QA systems is identifying the closest (the most similar) matching between a new question and other questions in a corpus. However, this is not a trivial task because both the syntactic and semantic structure of sentences should be considered to achieve an accurate matching. A syntactic tree matching approach was proposed to tackle this problem in CQA [10]. Jeon et al [11] developed a translation-based retrieval model exploiting word relationships to determine similar questions in QA archives. Various string similarity measures were also implemented to directly compute the distance between 2 different strings [12]. A topic clustering approach was introduced to find similar questions among QA pairs [13].

An important component in QA systems is re-ranking of candidates to identify the best answer. A probabilistic answer selection framework was used to estimate the probability of an answer candidate being correct [14]. Alternatively, supervised learning-based approaches including support vector machine [15,16] and logistic regression [17] are applicable to select (rank) answers. Commonly, collecting a large number of labeled data can be very expensive or even impossible in practice. Wu et al [18] developed a novel unsupervised support vector machine classifier to overcome this problem. Other studies used different classifiers with multiple features for similar problems [19-23].

Athenikos et al [24] conducted a thorough survey reviewing state of the art in biomedical question answering systems. Morris et al [25] presented a survey study about the behavior of users in question and answer systems. Luo et al [26] developed an algorithm, SimQ, to extract similar consumer health questions based on both syntactic and semantic analysis. Vector-based distance measures were used to compute similarity score among questions. Statistical syntactic parsing and standardized unified medical language system (UMLS) were implemented to construct syntactic and semantic features, respectively. However, to effectively use the information in CQAs, we need to not only retrieve similar questions but also provide and validate potential answers. SimQ was designed to retrieve similar questions from the NetWellness [27], a health information platform that has been maintained by clinician peer reviewers. Questions collected within NetWellness tend to be clean and well structured, whereas CQA websites tend to be noisy. Wong et al has also contributed to automatically answering health-related questions based on previously solved QA pairs [28]. They provide an interactive system where the input questions are precise and short as opposed to accepting CQA questions directly as input.

In comparison to these systems, our work relies on implementing semi-supervised learning with expectation–maximization (EM) approach [29]. Semi-supervised learning uses both labeled and unlabeled data for training. Given labeled and unlabeled data, EM-based semi-supervised learning first trains an initial model using just the labeled set. This model is then used to estimate the label of each element in the unlabeled set. Next, the model is retrained using both labeled and unlabeled set with the estimated labels from the previous step. The new model is used to refine the estimated labels in the unlabeled set. These steps are iteratively repeated until the algorithm converges or reaches predefined number of iterations. In addition, we used dynamic time warping (DTW) [30] along with the vector-space distance [31] to measure similarity and incorporated biomedical concepts as additional features.

In summary, our work aims to automatically answer health-related questions based on past QA. We extracted candidate questions based on similarity measure and selected possible answers by using a semi-supervised learning algorithm. Automatically retrieving answers for questions from Web-based health communities should provide the users a potential source of health information.

**Methods**

The system was built as a pipeline that involves 2 phases. The first phase implemented as a rule-based system, consists of (1) Question Extracting, which maps the Yahoo! Answers dataset to a data structure that includes question category, the short version of the question, and the 2 best answers; (2) Answer Extracting, which uses similarity measures to find answers for a question from existing QA pairs. In the second phase of Answer Re-ranking, we implemented supervised and semi-supervised learning models that refined the output of the first phase by screening out invalid answers and ranking the remaining valid answers.
Figure 1 depicts the system architecture and flow. In training, phase I is applied for each prospective question in the training dataset (with all other questions under a consideration corresponding to all questions in the corpus being different from the current prospective question). For test, the prospective question is a test question, and all other questions are those from the training set. In this case, phase II uses the trained model to rank the candidate answer.

We first describe the training phase. The rule-based answer extraction phase (phase I) is split into the following 2 steps:

**Question Extracting**

For this system, we assumed that each question posted on CQA sites has a question title and its description. Once users provided possible answers to the posted question, some responses were assumed to be marked as the best answer either by the question provider or community users. The second and subsequent best answers were chosen among remaining answers based on the number of likes. The raw data collected from CQA sites are unstructured and contain unnecessary text. It is essential to retrieve short and precise questions embedded in the original question title and its description (which can include up to 4-5 question sentences). Instead of using the whole question title and description that are long and verbose, we implemented a rule-based approach to capture these possible short question sentences (subquestions). These subquestions were categorized into different groups based on the words in questions. More specifically, regular expressions based on question words were used to classify subquestions, which yielded different question classes consisting of “yes-no,” “what quantity,” “how frequent,” “when,” “why,” “how,” “where,” “who,” “whose,” “whom,” “what,” and “which,” and “others.” We considered subquestions, instead of full questions and descriptions, in the rest of this paper.

**Answer Extracting**

Given a question, it was divided into subquestions and matched with the question group using the aforementioned rule-based approach. Then, we computed the semantic distance between the prospective question and all other questions from the training sets belonging to the same group. Two distance approaches were used in our work.

1. DTW-based approach: It is based on a sequence alignment algorithm known as DTW, which uses efficient dynamic programming to calculate a distance between 2 temporal sequences. This allows us to effectively encode the word order
without adversely penalizing for missing words (such as in a relative clause). Applying it in our context, a sentence was considered as a sequence of words where the distance between each word was computed by the Levenshtein distance at a character level [32,33]. For any 2 sequences defined as

\[ \text{Seq}_1 = \langle w_1^1, w_2^1, ..., w_m^1 \rangle \] and \[ \text{Seq}_2 = \langle w_1^2, w_2^2, ..., w_n^2 \rangle \]

where \( m \) and \( n \) are the lengths of the sequences, Liu et al [30] defined the distance between 2 sequences (in our case, 2 sentences) as in the following Figure 2:

**Figure 2.** The distance between two sequences.

\[ d(w_1^1, w_j^2) \]

Here, \( d(w_1^1, w_j^2) \) is the distance between 2 words computed by the Levenshtein measure.

2. Vector-space based approach: An alternative paradigm is to consider the sentences as a bag of words, represent them as points in a multidimensional space of individual words, and then calculate the distance between them. We implemented a unigram model with tf-idf weights based on the prospective question and other questions in the same category and computed the Euclidean distance measure.

We further took into account the cases that share similar medical information by multiplying the distances with a given weight parameter. The best value of the weight parameter was selected based on extensive experiments. The MetaMap tool was used to recognize UMLS concepts occurring in questions [34]. If at least 1 word in the UMLS concepts of “organic chemical” and “pharmacologic substance” occurs in both the prospective question and a training question, we reduce the distance to account for the additional semantic similarity. These UMLS concepts are specifically selected as we want to provide more weight to answers that mention a treatment approach under the intuitive assumption that most CQA users aim to seek informative advice for their illness. The set of semantic types can be expanded to capture broader concepts if different domains are considered.

The QA pairs in the training set corresponding to the smallest and second smallest distance were extracted. Thus, we finally obtained a list of candidate answers, that is, the answers referring to smallest and second smallest questions, for each prospective question. These answers were used as the output of the baseline rule-based system. This was repeated for each question in the training set, that is, the prospective question corresponds to each question in the training set. At the end of this phase, we had triplets \((Q_p, Q_t, A_t)\) over all questions \(Q_p\). Note that \(A_t\) is an answer to question \(Q_t\) with \(Q_t \neq Q_p\) and each \(Q_p\) yielded several such triplets.

The machine-learning phase of answer re-ranking (phase II) is described next. The goal of this phase is to rank candidate answers from the previous step and select the best answer among them. Each triple \((Q_p, Q_t, A_t)\) is aimed to be assigned as “valid” if \(A_t\) is a valid answer to \(Q_p\), or “invalid” otherwise. We describe how the model was trained in this section while detailed explanations (eg, number of labeled and unlabeled triplets) are provided in the section, “Results.” We first selected a small random subset of triplets and labeled them manually (there were too many to label all of them in this way). Both supervised and semi-supervised learning EM models were developed to predict the answerability of newly posted question and rank candidate answers. Specifically, the semi-supervised learning model was trained on labeled and unlabeled triplets. According to the semi-supervised learning model, we first trained a supervised learning algorithm including Neural Networks with the entropy objective function (NNET), Neural Networks with the L2-norm or least squares objective function (NNET-L2), support vector machine (SVM), and logistic regression based on manually labeling outputs from the aforementioned rule-based answer extraction phase. The trained model was used to classify the unlabeled part of the outputs of phase I, and then, the classifier was retrained based on the original labeled data and a randomly selected subset of unlabeled data using the estimated labels from the previous iteration. These steps were iteratively repeated to achieve a final estimated label. The supervised approach, on the other hand, only ran a classifier on the labeled subset and finished. A 10-fold cross validation was implemented in both semi-supervised and supervised approaches. Specifically, all labeled observations were partitioned into 10 parts where 1 part was set aside as a test set. The model was fitted based on the remaining 9 parts of the labeled observations (plus the entire unlabeled part for the semi-supervised learning approach). The parameters of the semi-supervised model were obtained by using the EM algorithm previously described. The fitted model was then used to predict the responses in the part that we set aside as the test set. These steps were repeated by selecting different part to set aside as the test set. All features used in the models are illustrated based on the following example as summarized in Table 1.
Table 1. List of features used in the model.

| Type of features | Features | Value |
|------------------|----------|-------|
| General Features | 1. Text length of Q_p | 5 |
| | 2. Text length of Q_t | 12 |
| | 3. Number of stop words contained in Q_p | 1 |
| | 4. Number of stop words contained in Q_t | 5 |
| | 5. VS(Q_p, Q_t) | 3.7052 |
| | 6. The difference between VS(Q_p, A_t) and VS(Q_t, A_t) | 0.4303 |
| | 7. DTW(Q_p, Q_t) | 14.5 |
| | 8. The difference between DTW(Q_p, A_t) and DTW(Q_t, A_t) | 29 |
| UMLS-based Features | 9. Number of overlapping words in S_p and S_T | 3 |
| | 10. Number of overlapping words in S_p and S_A | 3 |
| | 11. Binary variable indicating whether a set of overlapping words in (S_p, S_T) and (S_p, S_A) are different | 0 |
| | 12. Cardinality of the set difference of S_p and S_T | 4 |
| | 13. Cardinality of the set difference of S_p and S_A | 5 |

Example of a Triple (Q_p, Q_t, A_t)

**Prospective Question**

Anxiety medication for drug/alcohol addiction?

**Training Question**

Is chlordiazepoxide/librium a good medication for alcohol withdrawal and the associated anxiety?

**Training Answer**

Chlordiazepoxide has been the standard drug used for rapid alcohol detox for decades and has stood the test of time. The key word is rapid the drug should really only be given for around a week. Starting at 100 mg on day 1 and reducing the dose every day to reach zero on day 8. In my experience, it deals well with both the physical and mental symptoms of withdrawal. Looking ahead, he will still need an alternative management for his anxiety to replace the alcohol. Therapy may help, possibly in a group setting.

Sets S_p, S_T, and S_A are sets of terms corresponding to UMLS concepts occurred in Q_p, Q_t, and A_t, respectively. General features are taken from previous work [7], while we introduce UMLS-based features into the model. Features 9 and 10 are calculated by counting the number of words contained in both sets. To obtain features 12 and 13, we find the elements that are in only 1 of the 2 sets.

Table 2. Corpus annotation examples.

| A target question | A training question | A training answer | Label |
|-------------------|---------------------|-------------------|-------|
| Can fully recovered alcoholics drink again | Can a recovered alcoholic drink again? | What they say at AA is that there is no such thing as permanent recovery from alcoholism. There are alcoholics who never drink again, but never alcoholics who stop being alcoholics. | valid |
| Can fully recovered alcoholics drink again | If both my parents are recovered alcoholics, will I have a problem with alcohol? | Yes, there is a good chance that you could inherit a tendency towards alcoholism. | invalid |
| Anxiety medication for drug/alcohol addiction? | Is chlordiazepoxide/librium a good medication for alcohol withdrawal and the associated anxiety? | Chlordiazepoxide has been the standard drug used for rapid alcohol detox for decades and has stood the test of time. | valid |
| Anxiety medication for drug/alcohol addiction? | Negative effects of alcohol and ADHD medication? | Drinking in moderation is wise for everyone, but it is imperative for adults with ADHD. | invalid |
The following evaluation metrics are used to test the overall performance of our algorithm.

1. Question-based evaluation metrics

- For this paper, we define “overall accuracy” as ratio of the number of questions with at least 1 “correct” answer divided by total number of questions in the test set. A test question is labeled as “correct” if our algorithm predicts at least 1 valid triple correctly. For the case that there is no valid answer in the question from the gold standard, we label it as “correct” if our algorithm predicts corresponding triplets as invalid.

- The mean reciprocal rank (MRR) with test questions Q is defined as Figure 4, where rank, is the position of a valid instance in manually sorted probabilities from the model. If there are more than 1 valid instances in any question, minimum value of rank, is used.

2. Triple-based evaluation metrics

Precision, recall, and the F1-score can be used as standard measures for binary classification. We do not measure accuracy and receiver operating characteristic curves because the dataset is heavily imbalanced.

Results

To test the algorithm, we obtained a total of 4216 alcoholism-related QA threads from Yahoo! Answers. The sample outputs from our algorithm are shown in Figure 5, which indicates how our system could potentially be used by Web-based advice seekers. To extract initial candidate answers in the rule-based answer extraction, our algorithm returns 8 instances for each prospective question (obtained from 2 different similarity measures where we extract at least 2 closest questions for each measure with 2 answers for each question). An example of output reported from the rule-based answer extraction is depicted in Figure 6.
Figure 5. System output.

| Input (a newly posted question)                                                                 | Output (a possible answer)                                                                 |
|---------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------|
| **Question title:** Is there anything for alcohol withdrawal, medication recovery.  
**Question description:** Just like how there is some medication for drug addicts, like  
Suboxone, Methadone... etc. I wonder if there's anything like that for an alcoholic? or weed? lol... or is there? - just wondering, thanks. | chloral hydrate has been the standard drug used for rapid alcohol detox for decades and has stood the test of time. the key word is rapid. the drug should really only be given for around a week starting at 100 mg on day one and reducing the dose every day to reach zero on day 8. in my experience it deals well with both the physical and mental symptoms of withdrawal. looking ahead he will still need an alternative management for his anxiety to replace the alcohol. therapy may help, possibly in a group setting. |
| **Question title:** Symptoms of alcohol abuse  
**Question description:** what side effects can i expect when i stop drinking | hope your meaning long term? not if you drink one night then suddenly stop all these return to normal, because they reactions will be gone poor when your peeled. fitness will be down, the same as when you eat unhealthy etc... you need to exercise to improve this again to a good standard. liver: if you havent abused alcohol for long & you still young, your liver can return to health naturally. if it has been abused for years, you may have some liver disease, where it cant recovered. reflexes: might be slightly worse of... but shouldnt be affected too much, after normal exercise etc, should be back to normal. |
| **Question title:** Alcohol effects baby  
**Question description:** So i'm four months pregnant and everyone has been telling me that i should not drink becuoz its bad for the baby. i know pregnant women shouldn't drink but thats just becuoz they might do something they might not normally do this bad. like sleep with a random person or drive and crash. but wat if i drink and my friend watches over me and makes sure i dont do anything bad? or should i just not risk it? | no! if you suspect youre pregnant, dont go anywhere near alcohol period. youre going to ruin the life of an innocent child who deserves more if you do. |
A randomly selected set of 220 threads were manually annotated and used as labeled questions. Overall, 119 of 220 questions, or 54.1%, have valid answers among those extracted in the rule-based answer extraction phase. After retrieving candidate answers, we further aim to re-rank them and select the best answer (if there is a valid answer). Note that each question corresponds to several candidate answers and thus multiple triplets (Q_p, Q_t, A_t). If at least 1 triplet is labeled as “valid,” the corresponding question is also labeled as “valid.” Specifically, the semi-supervised learning model (EM) was trained on 1553 labeled triplets (corresponding to 220 manually labeled questions) and 10,000 unlabeled triplets. In the training data of 1553 labeled triplets, 297 triplets were manually labeled as “valid” and 1256 as “invalid.” The typical 10-fold cross validation was implemented to validate the model.

We included all features listed in Table 1 in the models. To indicate a significance of each feature, we analyzed the feature set by using information gain. The information gain is based on the entropy function, which is closely related with the objective function of the neural network NNET and logistic regression classifiers. The most influential features are the number of stop words contained in Q_p, the text length, the distance of (Q_p, Q_t), and the number of overlapping UMLS words between Q_p and Q_t, that is, in S_p and S_T. All information gains for these significant features are listed in Table 3.

| Features                                      | Information gain |
|-----------------------------------------------|------------------|
| 1. Number of stop words contained in Q_p      | 0.0912           |
| 2. Text length of Q_p                         | 0.0804           |
| 3. DTW(Q_p, Q_t)                              | 0.0395           |
| 4. Number of overlapping words in S_p and S_T | 0.0393           |
| 5. VS(Q_p, Q_t)                               | 0.0350           |

The best model was selected by varying the cutoff probability of being valid or invalid to obtain the maximum F1-score. We selected NNET, NNET_L2, SVM, and logistic regression approaches to train the model on a subset. For the SVM classifier, the probability was obtained by fitting a logistic distribution using maximum likelihood to the decision values provided by SVM.

The semi-supervised learning (EM) algorithm with 1 iteration trained with NNET_L2 gave the best performance for MRR and F1-score with a reasonable value of overall accuracy,
whereas NNET performs best for overall accuracy, as listed in Table 4. Each value in the table is the average across 100 different runs based on different random numbers in the algorithms and the test/train splits (details provided in the following section). In Table 4, the numbers in bold represent the best value among different models and classifiers for each evaluation metric. The confusion matrices for 1 iteration of EM trained with 4 different classification models are provided in Figure 7.

**Figure 7.** The confusion matrices for 1 iteration of EM trained with NNET, NNET_L2, SVM, and LOG.

![Confusion matrices](image)

Table 4. Evaluation metrics.

| Evaluation Metrics | Supervised learning | Semi-supervised learning (EM) |
|--------------------|---------------------|-------------------------------|
|                    | NNET                | NNET_L2 | SVM\(^a\) | LOG\(^b\) | NNET | NNET_L2 | SVM | LOG | NNET | NNET_L2 | SVM | LOG |
| Overall accuracy   | 0.5818              | 0.6993  | 0.6305  | 0.6245  | 0.8623 | 0.7105  | 0.6774 | 0.6473 | 0.8491 | 0.71    | 0.6783 | 0.6478 |
| MRR\(^c\)          | 0.4216              | 0.5534  | 0.6224  | 0.6336  | 0.5686 | 0.6339  | 0.631  | 0.6266 | 0.5681 | 0.6332  | 0.6313 | 0.628  |
| F1-score           | 0.1                 | 0.3786  | 0.3045  | 0.3214  | 0.3222 | 0.3996  | 0.3667 | 0.3622 | 0.316  | 0.3977  | 0.3656 | 0.3626 |
| Precision          | 0.0746              | 0.3614  | 0.4803  | 0.5073  | 0.2294 | 0.3981  | 0.4493 | 0.4421 | 0.2219 | 0.3942  | 0.4478 | 0.44   |
| Recall             | 0.1433              | 0.4     | 0.241   | 0.2659  | 0.6801 | 0.4214  | 0.3239 | 0.3224 | 0.6562 | 0.4209  | 0.3229 | 0.3233 |

\(^a\) SVM: support vector machine.  
\(^b\) LOG: logistic regression.  
\(^c\) MRR: mean reciprocal rank.

We performed 2 types of statistical hypothesis tests (\(t\)-tests) at the .05 level (95% CI) to determine if 2 sets of evaluation metrics among the F1-score, overall accuracy, and MRR, obtained from different settings are significantly different from each other. First, randomness occurs within an algorithm such as the randomness in the stochastic gradient approach. Second, we consider randomness of assigning the test set, that is, the training and test sets in 10-fold cross validation are randomly assigned. We performed both types of the hypothesis tests for all possible comparisons including the model implemented (pure classification vs semi-supervised), and among the 4 different classifiers based on the numbers reported in Table 4. Overall, the semi-supervised learning model is statistically significantly better than the corresponding supervised version for all evaluation metrics. This conclusion holds for both tests. Comparing between 1 and 10 EM iterations, the evaluation metrics are not statistically different from each other. This implies that the model parameters tuned by the EM algorithm are very close to the optimal values within 1 iteration.

We are also interested in understanding whether UMLS-based features (feature 9-13 listed in Table 1) play a role in predicting the validity of a candidate answer. Hence, we trained another model, which excludes all UMLS-based features, and compared the results (obtained from 1 iterations of EM trained with NNET_L2) with those from the original model as illustrated in Figure 8. The statistical tests at the .05 level showed significantly difference between the 2 models (with vs without UMLS-based features) for the 3 evaluation metrics. With UMLS-based features, the model gave a better performance, which is consistent across all evaluation metrics. This implies that these features played a role in distinguishing between valid and invalid answers.
Discussion

In this paper, we developed an automated QA system by using previously resolved QA pairs from a CQA site and evaluated it. Although we used Yahoo! Answers as a data source, our algorithm can be adapted and applied to other CQA sites, in particular those related to health care where UMLS applies. Among different models and classifiers experimented, EM semi-supervised learning is better than pure supervised learning, and 1 iteration of EM generally performs better than other models. Specifically, 1 iteration of EM with NNET gives the best performance in terms of accuracy. NNET_L2 with 1 iteration of EM performs best in terms of the MRR and F1-scores. The NNET_L2 with 1 EM iteration is recommended to be used based on the case study data. Overall, the best model achieves an 86.2% accuracy and a 0.4 F1-score, which are significant given that the problem is challenging and the data are imperfect. Internet users typically provide responses in an ill-formed fashion. Our data also consist of a significant number of complex questions, for example, a user discusses about his or her situation in 10 to 20 sentences and then asks whether he or she is an alcoholic. Moreover, some questions are very detailed; for example, the percentage of alcohol resulting from a given combination of chemical components. There is a trade-off between precision and recall. Some of these values listed in Table 4 are small as we aim to find a good balance between the 2 values. We intentionally maximize the F1-score, which is a representative of both values. Precision and recall are reported in Table 4 for completeness. A comparison between the rule-based approach in the first phrase and the semi-supervised learning model in the second phrase reveals a significant improvement. The semi-supervised approach improves the accuracy of the model by 30% (approximately from 55% to 86%).

Comparing with Luo et al [26] who retrieved the similar questions based on the distance measure, we relied on this idea with different approaches. To compute the similarity score between questions, we used the DTW measure instead of relying on the vector-based distance measure. Luo et al used matching questions with information in data sources that are written and reviewed by experts; we strictly use only data from Yahoo! Answers, which are very noisy. For this reason, the syntactic features proposed by Luo et al might not be useful in our model. Unfortunately, not all libraries used in Luo et al’s implementation are publicly available, and thus, direct comparison of the accuracy is not possible.

Shtok et al [7] used resolved QA pairs to reduce the rate of unanswered questions in Yahoo! Answers. The experiment in Shtok et al was also tested with health-related questions, and the accuracy as measured by the F1-score was 0.32. Our method, which trained a semi-supervised learning model with a smaller amount of manually labeled data compared with a supervised learning model used in [7], resulted in 0.4 F1-score. A better performance might be because of several reasons. First, we categorized questions in a corpus into different groups based on question keywords. Instead of computing the distance between a test question and all other questions in the corpus, categorizing questions reduces the scope of questions an algorithm needs to search. As we categorize collected questions into different groups based on question keywords, latent topics and “wh” question matching features used in Shtok’s study are not valuable in our context. Second, our algorithm also used multiple features related to the UMLS medical topics to enhance the model’s performance when applied within the health domain where the Shtok’s system was designed for a more general usage. Although Shtok et al. relied on cosine distance, the Euclidean distance performed better in our evaluation. Among distance measures used in our work, more valid answers can be correctly identified with the DTW-based approach than the vector similarity measure, which can be observed when manually annotating the output from the rule-based answer extraction. In addition, our algorithm extracted multiple candidate answers retrieved from 2 closest QA pairs for each distance metric and the 2 best answers for each question. In each QA pair, both the best and the second best answer were extracted compared with Shtok et al where only the best answer was extracted. Finally, we implemented semi-supervised learning to gain benefits from unlabeled data, whereas Shtok et al only relied on a supervised learning model in the re-ranking phase.

Using a semi-supervised learning model that leverages unlabeled data is reasonable against other traditional supervised learning...
models because obtaining labeled data is very expensive and time consuming in practice. As the features of the machine-learning algorithm are not specific to alcoholism, our system should be applicable for other related topics. On the other hand, it would be possible to increase the accuracy for “alcoholism” if we use specific features such as concepts related to alcoholism.

In summary, the main novelty and advantages of our work against other works include the DTW-based distance approach, UMLS-based features, the semi-supervised learning algorithm, and the dataset used in the study. We introduce novel distance measures, the DTW-based approach that performs better than the typical vector-space distance method. UMLS-based features are included to enhance the model applied in the health care domain in addition to the general features in the study by the study by Shток et al [7]. Our system is trained and tested only on the Web-based information without any additional sources. Further, obtaining the annotation from Web-based data can be very difficult and time consuming. This stresses the significance of using semi-supervised learning rather than a typical supervised learning algorithm.

For the machine-learning component, the distance between a test question and other questions in the training dataset is important in distinguishing valid and invalid answers. The closer the distance is, the higher the chance of the corresponding answer being valid. Matching UMLS terms, which imply a closer similarity between questions, plays a role in determining the validity of the answer. Although UMLS-based features show lower information gain, the model with these features included is significantly better across all evaluation metrics. The overall accuracy is improved by 8% when these features are included.

Information gain shows that number of stop words contained in a test question and the underlying text length are the best indicators for differentiating between valid and invalid answers. We note that the number of content-rich words, represented as text length minus the number of stop words, is also taken indirectly into account by these 2 features. We fitted the model without the number of stop words feature compared with the full model. Although these 2 models are not statistically different, we include the number of stop words feature in the model as previously done by Shток et al [7].

**Limitations and Future Work**

The main limitation of our work is the lack of assessment of the model’s generalizability. Although our algorithm is generic and does not include any features that are specific to the topic of alcoholism, we have not validated it in different domains as we do not have available data. Approximately 30% (obtained from a preliminary observation) of all questions cannot be answered based on existing answers; some of these questions also require additional resources that are more technical and reliable, such as medical textbooks, journals, and guidelines.

**Conclusions**

The question-answering system developed in this work achieves reasonably good performance in extracting and ranking answers to questions posted in CQA sites. Our work is a promising approach for automatically answering alcoholism-related questions obtained from CQA sites based only on past QA that is used as a case study. In addition, our system can potentially be applied to other health care domain questions asked by Web-based health care communities. The system and the gold standard corpus are available on GitHub [35].
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Abstract

**Background:** Health science findings are primarily disseminated through manuscript publications. Information subsidies are used to communicate newsworthy findings to journalists in an effort to earn mass media coverage and further disseminate health science research to mass audiences. Journal editors and news journalists then select which news stories receive coverage and thus public attention.

**Objective:** This study aims to identify attributes of published health science articles that correlate with (1) journal editor issuance of press releases and (2) mainstream media coverage.

**Methods:** We constructed four novel datasets to identify factors that correlate with press release issuance and media coverage. These corpora include thousands of published articles, subsets of which received press release or mainstream media coverage. We used statistical machine learning methods to identify correlations between words in the science abstracts and press release issuance and media coverage. Further, we used a topic modeling-based machine learning approach to uncover latent topics predictive of the perceived newsworthiness of science articles.

**Results:** Both press release issuance for, and media coverage of, health science articles are predictable from corresponding journal article content. For the former task, we achieved average areas under the curve (AUCs) of 0.666 (SD 0.019) and 0.882 (SD 0.018) on two separate datasets, comprising 3024 and 10,760 articles, respectively. For the latter task, models realized mean AUCs of 0.591 (SD 0.044) and 0.783 (SD 0.022) on two datasets—in this case containing 422 and 28,910 pairs, respectively. We reported most-predictive words and topics for press release or news coverage.

**Conclusions:** We have presented a novel data-driven characterization of content that renders health science “newsworthy.” The analysis provides new insights into the news coverage selection process. For example, it appears epidemiological papers concerning common behaviors (eg, alcohol consumption) tend to receive media attention.

(JMIR Med Inform 2016;4(3):e27)  doi:10.2196/medinform.5353
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Introduction

Background
Health news is an increasingly popular topic in news media [1] and has been shown to improve health outcomes [2,3]. Communicating health science in layman’s terms can often be difficult. Information subsidies, such as press releases, are resources for journalists that mitigate this difficulty by facilitating information transfer. The role of information subsidies and their importance to the development of health news and agenda building is related to the demands of the journalism industry [4].

Gandy [5] first defined information subsidy as source information provided to a newsroom, and Berkowitz and Adams [6] further defined subsidy as anything provided to the media in order to gain time or space. Press releases, which are often written by journal staff members in the form of news stories, are one type of information subsidy. To increase the rate of publication, public relations practitioners write press releases with journalistic news values, defined as the elements of a story that make it likely to be published [7]. News values, such as proximity, significance, and novelty, act as criteria for deciding what is newsworthy and most likely to increase audience attention.

In this study, we aim to use data-driven, quantitative approaches to address the following questions: What topical content in health science articles correlates with receiving, or not receiving, a press release? Relatedly, what topical content correlates with receiving, or not receiving, news media coverage? What are the differences in the content of articles covered by the news media versus those that receive a press release?

Motivation and Related Work
The news media are powerful conduits by which to disseminate important information to the public [8]. There is a chasm between the constant demand for up-to-date information and shrinking budgets and staff at newspapers around the globe. Information subsidies such as press releases are often looked to as a way to fill this widening gap. As a standard of industry practice, public relations professionals generate packaged information to promote their organization and to communicate aspects of interest to target the public [9].

Agenda setting has been used to explain the impact of the news media in the formation of public opinion [10]. The theory posits that the decisions made by news gatekeepers (eg, editors and journalists) in choosing and reporting news plays an important part in shaping the public’s reality. Information subsidies are tools for public relations practitioners to use to participate in the building process of the news media agenda [11,12].

In the area of health, journalists rely more heavily on sources and experts because of the technical nature of the information [12,13]. Tanner [14] found that television health-news journalists reported relying most heavily on public relations practitioners for story ideas. Another study of science journalists at large newspapers revealed that they work through public relations practitioners and also rely on scientific journals for news of medical discoveries [15]. Viswanath and colleagues [4] found that health and medical reporters and editors from small media organizations were less likely to use government websites or scientific journals as resources, but were more likely to use press releases. In other studies, factors such as newspaper circulation, publication frequency, and community size were shown to influence publication of health information subsidies [16-18].

This study focuses on media coverage of developments in health science and scientific findings. Previous research has highlighted factors that might promote press release generation for, and news coverage of, health science articles. This work has relied predominantly on qualitative approaches. For instance, Woloshin and Schwartz [19] studied the press release process by interviewing journal editors about the process of selecting articles for which to generate press releases. They also analyzed the fraction of press releases that reported study limitations and related characteristics. Tsafati et al [20] argued through content analysis that scholars’ beliefs in the influence of media increases their motivation and efforts to obtain media coverage, in turn influencing the actual amount of media coverage of their research.

In this study, we present a complementary approach using data-driven, quantitative methods to uncover the topical content that correlates with both news release generation and mainstream media coverage. Our hypothesis is that there exist specific topics—for which words and phrases are proxies—that are more likely to be considered “newsworthy.” Identifying such topics will illuminate latent biases in the journalistic process of selecting scientific articles for media coverage.

Contributions
In this work, we apply natural language processing and statistical machine learning techniques to characterize features of scientific articles that receive media coverage. Specifically, we aim to build interpretable statistical models that can reliably predict whether a published health science article will (1) receive a press release from the publishing journal and (2) garner media coverage in mainstream outlets.

To explore these processes empirically we have constructed novel datasets. Our preliminary work [21] showed that one can induce models to reliably discriminate between articles that receive press coverage and those that do not using “bag-of-words” representations of articles with count variables for unigrams and bigrams extracted from article titles and abstracts—unigrams are single words and bigrams are sequences of two adjacent words. Here we substantially extend this preliminary work as follows:

1. We use supervised latent Dirichlet allocation (sLDA) [22] to uncover discriminative topics that correlate with media attention, in addition to simple n-gram correlations.
2. We analyze a new corpus [23] that contains information concerning both press release issuance and media coverage for all articles it contains. Press releases were issued for all articles in this set, but only a subset garnered media attention, thus providing opportunity to disentangle factors that correlate with each type of press.

http://medinform.jmir.org/2016/3/e27/
Our models are able to reliably discriminate between articles that will and will not (1) motivate a press release and (2) receive media coverage. We report robust predictors for these two tasks, both in terms of words and bigrams in a discriminative bag-of-words framework and with respect to higher-level topics uncovered via sLDA.

**Methods**

**Datasets**

We now describe the datasets that we have constructed to empirically investigate patterns in press release generation for, media coverage of, and social media attention to, health science articles. We made all of these datasets publicly available, along with our code, to facilitate future research [24].

First, we augmented the dataset recently introduced by Sumner and colleagues [23] in their work addressing the association between exaggeration in health-related science news articles and academic press releases. We will refer to this dataset as Sumner. It contains 462 press releases written for articles published in biomedical and health-related journals by 20 leading UK universities in 2011. For each press release, the authors sourced the corresponding journal article and print or online news stories from national press outlets using the Nexis database, the BBC, Reuters, and Google; the number of news stories per press release ranged from 0 to 10.

Sumner and colleagues coded each journal article, press release, and news piece using a detailed protocol that is available online [25]. We derived two corpora from the Sumner dataset: one was used to investigate press release (PR) issuance, which we call Sumner PR, and the other was used to model news coverage (NC), which we call Sumner NC.

Additionally, we constructed two datasets, Journal of the American Medical Association (JAMA) and Reuters, which we have described in our earlier work [21]. For both of these datasets, we had to generate negative instances: health science articles that did not receive media coverage, or for which no press releases were written. To this end, we relied on a novel matched sampling approach [26] aimed at identifying articles that did not garner attention but that had similar characteristics (ie, were published in the same year and in the same journal) to those that did. We describe this process in greater detail below.

We decomposed our aims into distinct modeling tasks to be undertaken using the associated datasets. We treated these as predictive tasks for validation purposes, but our interest is primarily in the predictive features, rather than classifier performance, as such. Table 1 summarizes the four tasks and their corresponding corpora.

| Task | Source | Positive instances in dataset, n (%) | Negative instances in dataset, n (%) | Title length (words), mean (SD) | Abstract length (words), mean (SD) |
|------|--------|-------------------------------------|-------------------------------------|---------------------------------|-----------------------------------|
| PRa  | Sumner PR (N=3024) | 422 (13.96) | 2602 (86.04) | 13 (5) | 214 (67) |
| PR   | JAMAb (N=10,760) | 846 (7.86) | 9914 (92.14) | 13 (5) | 335 (82) |
| NCc  | Sumner NC (N=422) | 214 (50.7) | 208 (49.3) | 14 (5) | 226 (79) |
| NC   | Reuters (N=28,910) | 1343 (4.65) | 27,567 (95.35) | 14 (6) | 267 (86) |

aPR: press release.
bJAMA: Journal of the American Medical Association.
cNC: news coverage.

**Press Release Datasets**

**Sumner Press Release**

Our first use of the Sumner corpus [23] involved constructing a dataset to use to induce a discriminative model to predict which scientific articles will receive press releases. To achieve this, we needed to link press releases to the corresponding scientific publications that they cover. For this, we relied on the search functionality in PubMed [27], which provides an interface for searching the over 24 million publications indexed by MEDLINE. We used this to identify the journal articles corresponding to each entry in the Sumner corpus. Specifically, we searched PubMed for the original journal article using the title entered in the coding sheet. In this way, we identified citation information—title, abstract, and Medical Subject Headings (MeSH) keywords—for 422 out of the 460 articles covered by press releases in the Sumner corpus. We were unable to find the remaining 38 articles on PubMed.

All 422 of these articles constitute positive examples, because all received press releases. We therefore collected negative instances via the matched sampling approach, which proceeded as follows. For each citation, we sampled up to 10 articles from the same journal and the same issue for which no press releases were issued. Our aim in so doing was to isolate content predictors that correlate with garnering media attention, independent of publication venue and temporal factors. In total, we retrieved 2602 citations using this approach. Figure 1 depicts a pair of positive and negative snippets.
Journal of the American Medical Association

The JAMA corpus comprised 846 positive instances, defined as articles for which journal editors created a press release—all journals in this corpus belong to the JAMA network [21]. Negative instances were again selected via matched sampling, focusing on articles from the same journal and year, but for which no press release was issued. After removing duplicates, this corpus comprised 9914 negative articles. This collection was exhaustive, containing all press releases available on the JAMA Web archive from October 1, 2012, to October 1, 2014.

News Coverage Datasets

Sumner News Coverage

For the first news coverage prediction task, we used the 422 articles contained in the Sumner dataset. In this case, we knew which articles were covered by one or more news outlets, and we could therefore derive positive and negative labels for each article. In all, 214 of these articles received news media coverage. We will refer to this dataset as Sumner NC.

Reuters

The Reuters corpus [21] comprised health news stories that reported on particular biomedical and health research studies published by the Reuters news agency. In each story, Reuters journalists cited and linked to the original scientific article on which the story reported. Thus, the Reuters stories and their corresponding scientific articles provided us with positive instances for the media coverage prediction task. We again used our matched sampling method to sample up to 20 articles for each positive instance as described in Wallace et al [21]. Briefly, we sampled citations published in the same journal, year, and volume as positive instances. This resulted in 1343 positive instances and 27,567 negative instances.

Machine Learning Algorithms

Overview

In this section, we describe the machine learning methods we used to analyze the corpora. Broadly, these can be decomposed into our discriminative learning approach and the generative supervised topic modeling method we used to uncover latent topics that correlate with newsworthiness.

Discriminative Learning

For discriminative learning, we used standard logistic regression with a squared $\ell_2$ norm penalty placed on the weights for regularization. Specifically, given a labeled corpus, we optimize the objective in Equation 1 in Figure 2. In Figure 2, $X_i$ is the feature vector representing the $i$th article—comprising counts of uni- and bigrams—$y_i$ is the label for this article, $w$ is the weight vector to be estimated from the data, and $w_0$ is an intercept term. We fit this model using LIBLINEAR (Machine Learning Group at National Taiwan University) [28]. $\lambda$ is a scalar hyper-parameter that controls the trade-off between regularization strength and empirical predictive performance on the training set. We performed five-fold cross-validation and reported average area under the curve (AUC) scores.

Cross-validation is a standard means of assessing model performance in which one splits the data into $k$ disjoint “folds” (here $k=5$) and holds one out at a time. The model is then trained using $k$-1 folds, and performance metrics are calculated on the held-out fold. This process is repeated $k$ times, resulting in $k$ estimates of performance. Here we used the AUC metric, which is a widely used measure of classifier discriminative performance that captures the probability that a given positive instance will be ranked above an arbitrary negative instance by the model. To select the $\lambda$ hyper-parameter (Equation 1), we performed a logarithmic line search over possible values ranging from 0.00001 to 100—smaller $\lambda$ values correspond to stronger regularization. We kept the value that maximized average performance, as assessed via nested cross-validation; thus, we performed $\lambda$ selection independently for each fold, as this was tuned on the available training data.

As features in the logistic regression model, we used uni- and bigrams extracted from titles, abstracts, and MeSH terms. MeSH terms are Medical Subject Headings drawn from a controlled vocabulary maintained by the National Library of Medicine (NLM). These are manually assigned to citations by trained annotators at the NLM.

For text preprocessing, we used a standard English stop word list, and only kept features that appeared in at least two instances in a given dataset. We kept, at most, the 50,000 most frequently occurring features in the datasets, in cases where there were more than 50,000 unique features. The numbers of features for
each task are summarized together with the sLDA model in the next section.

To identify robustly predictive features, we used bootstrap sampling to construct confidence intervals around coefficient point estimates. Specifically, we fit a regularized logistic regression model to each bootstrap training sample and recorded estimated coefficient values for each feature. We repeated this process 1000 times, deriving a variance from the observed estimates. We then constructed an approximate 95% confidence interval around coefficients using the normal approximation method [29].

Figure 2. Equation 1. $X_i$ is the feature vector representing the $i$th article—comprising counts of uni- and bigrams—$y_i$ is the label for this article, $w$ is the weight vector to be estimated from the data, and $w_0$ is an intercept term. $\lambda$ is a scalar hyper-parameter that controls the trade-off between regularization strength and empirical predictive performance on the training set.

$$\frac{1}{2}w^T w + \lambda \sum_{i=1}^{n} \log\left(\exp\left(-y_i \left(X_i^T w + w_0\right)\right) + 1\right)$$

Supervised Topic Modeling

Statistical topic models have emerged as an important tool for discovering topics from large collections of text documents. Topic models postulate a generative story, in which each document comprises a mixture of topics and each topic corresponds to a probability distribution over words. This is the model specified by latent Dirichlet allocation (LDA) [30].

Supervised topic modeling is a variant of this, in which auxiliary meta-data about documents (ie, supervision) is assumed to be available [31]. Typically, this supervision is expressed as labels or tags on documents. In sLDA, one then assumes a model similar to that of standard LDA: a document is again associated with a distribution over topics that are in turn modeled as distributions over words. However, sLDA extends this to additionally model the document attributes (ie, labels), conditioned on estimated topic frequencies. In our case, the label for a given document was whether or not it received a press release or media coverage—we model these separately. Thus, we aimed to uncover topics that explicitly correlated with press release issuance and media coverage.

More specifically, we assumed that there are $K$ topics in the corpus, and the number of class labels is $C$. The model parameters are as follows: the $K$ topics $\beta_{1:K}$ (each $\beta_k$ is a vector of term probabilities), the Dirichlet hyper-parameter $\alpha$, and a set of prediction coefficients for each class $c$. Each coefficient $\eta_c$ is a $K$-dimensional vector of real values. The process for generating an article and its label is then modeled as follows:

1. Draw topic proportions $\theta \sim \text{Dirichlet}(\alpha)$.
2. For each word in position $n$ in the article,
   (a) Draw topic assignment $z_n | \theta \sim \text{Multinomial}(\theta)$
   (b) Draw word as in Figure 3.
3. Draw class label as in Figure 4, where $N$ is the total number of words in the article, and the empirical topic frequencies of the article is as shown in Figure 5. The softmax function is as shown in Equation 2 in Figure 6.

Here, the labels $c$ for each article are binary: they either received a press release or media coverage, or did not. For parameter estimation, we used the approximate inference algorithm presented in Wang et al [31]. We set the number of topics $K$ to 20, which we viewed as an intuitively reasonable number of topics to assume. We set the symmetric Dirichlet prior $\alpha$ to 1.

The words comprising our vocabulary were unique unigrams extracted from citation titles, abstracts, and MeSH terms. We again kept up to 50,000 of the most frequently occurring words in the dataset as features. Ultimately, for the discriminative task—for which we used logistic regression—we used the following: 50,000 features for Sumner PR; 50,000 for JAMA; 10,004 for Sumner NC, which is much smaller; and 50,000 features for the Reuters corpus. For generative modeling (ie, using sLDA), we are left with the following: 23,561 features for the Sumner PR dataset; 23,539 for the JAMA dataset; 5796 for Sumner NC; and 50,000 for the Reuters corpus.

Figure 3. Word distribution. $w_n$ is the word at position $n$, $z_n$ is the topic at position $n$, and $\beta_k$ is a vector of term probabilities.

$$w_n | z_n \sim \text{Multinomial}(\beta_{z_n})$$

Figure 4. Class label. $c$ is class label, $\eta$ is a $K$-dimensional vector of real values.

$$c | z_{1:K} \sim \text{softmax}(\overline{z}, \eta)$$

Figure 5. Empirical topic frequencies.

$$\overline{z} = \frac{1}{N} \sum_{n} z_n$$
Figure 6. Equation 2: softmax function.

$$p(c|\vec{z}, \eta) = \frac{\exp(\eta_c^T \vec{z})}{\sum_{l=1}^{C} (\eta_l^T \vec{z})}$$

Results

Press Release Issuance

**Sumner Press Release**

With respect to discriminating between articles that did and did not receive a press release in the Sumner PR dataset, we achieved a mean AUC of 0.666 (SD 0.019; range 0.636-0.720 across five folds of cross-validation), indicating relatively strong predictive performance. We report the top 25 most robustly predictive n-gram features—negative and positive—in Textboxes 1 and Textboxes 2. To extract the features that are consistently correlated with positive instances, we ranked the predictors in descending order according to the lower bound of their corresponding confidence intervals, which were derived via bootstrap estimation as discussed above. Similarly, for negative features, we sorted predictors in ascending order of estimated confidence interval upper bounds.

Figures 7 and 8 show coefficient value distributions, as constructed via the bootstrap, for selected features that positively and negatively correlate with press release issuance for articles in Sumner PR dataset, respectively.

We also present output from a 20-topic sLDA model fit to the Sumner PR dataset in Figure 9. The horizontal axis corresponds to the coefficient of the topic, capturing correlation with press release issuance: topics with larger values, toward the right end of the plot, are therefore correlated with press releases being issued (ie, these topics are more likely to appear in articles that receive press releases). We report the top 10 most probable words estimated for each topic. Here we used whether or not an article received a press release as a label.

**Textbox 1.** Top 25 negative features of press release prediction on Sumner press release dataset, ranked by upper bound of confidence interval.

| Top 25 negative features: |
|----------------------------|
| decreased                  |
| study                      |
| results                    |
| sexual                     |
| mice                       |
| based                      |
| research                   |
| signaling                  |
| evaluated                  |
| regarding                  |
| proposed                   |
| protein                    |
| states                     |
| discuss                    |
| program                    |
| various                    |
| lesions                    |
| review                     |
| thyroid                    |
| analyzed                   |
| performed                  |
| overexpression             |
| medical                    |
| asd                        |
**Textbox 2.** Top 25 positive features of press release prediction on Sumner press release dataset, ranked by lower bound of confidence interval.

| Feature                                      |
|----------------------------------------------|
| uk                                           |
| england                                      |
| infection                                    |
| death                                        |
| MH-great-britain (MH prefix indicates a Medical Subject Headings [MeSH] term) |
| magnetic                                     |
| alcohol                                      |
| life                                         |
| weeks                                        |
| MH-england/epidemiology                      |
| magnetic resonance                           |
| setting                                      |
| main outcome                                 |
| pregnancy                                    |
| british                                      |
| functional magnetic                          |
| increase                                     |
| resonance imaging                            |
| MH-great-britain MH-humans                   |
| resonance                                    |
| TI-study (TI prefix indicates a title term)   |
| adjusted                                     |
| brain                                        |
| outcomes                                     |
**Figure 7.** Density curve of coefficient values of four positively predictive words on Sumner press release datasets.

**Figure 8.** Density curve of coefficient values of four negatively predictive words on Sumner press release datasets.
Figure 9. The top 10 most probable words under the topics uncovered by a 20-topic supervised latent Dirichlet allocation model fit to the Sumner press release dataset. The horizontal axis corresponds to the coefficient of the topic. mh: this prefix indicates a Medical Subject Headings (MeSH) term; ti: this prefix indicates a title term.
The top 10 most probable words under the topics uncovered by a 20-topic supervised latent Dirichlet allocation model fit to the Journal of the American Medical Association dataset, using press release issuance as the supervision. The horizontal axis corresponds to the coefficient of the topic. mh: this prefix indicates a Medical Subject Headings (MeSH) term.

Journal of the American Medical Association

The analysis reporting informative features for logistic regression prediction was presented in our preliminary work [21], so we do not repeat this here. However, we note that the mean AUC score attained on this dataset was 0.882 (SD 0.018; range 0.853-0.918 across five folds). Figure 10 shows the 20-topic sLDA model fit to this dataset, again using press release issuance as the supervision.

News Coverage Results

Sumner News Coverage

On the Sumner NC dataset, we experimented with two different feature sets: (1) features extracted from the journal articles and (2) features extracted from the corresponding press release text. Our model using journal features achieved a mean AUC of 0.591 (SD 0.044) and ranged from 0.502 to 0.701 across five folds; our model using press release features achieved a mean AUC of 0.575 (SD 0.023) and ranged from 0.497 to 0.622. We note that this exhibits weaker correlation than press release prediction, although it is still better than chance (ie, 0.5). We report the top 25 most predictive features (ie, terms) of news coverage for each feature set in Textboxes 3-6. We rank the features using the same method as in Textboxes 1 and Textboxes 2. In Figures 11 and 12, we show the density curves of coefficient values of four positively predictive words and four negatively predictive words, respectively.
**Textbox 3.** Top 25 negative features for news coverage prediction on the Sumner news coverage (NC) corpus using the original article abstracts/titles as features.

| Top 25 negative article features: |
|----------------------------------|
| binding                          |
| receptor                         |
| development                      |
| protein                          |
| resistance                       |
| identify                         |
| surface                          |
| MH-molecular-sequence-data (MH prefix indicates a Medical Subject Headings [MeSH] term) |
| direct                           |
| responses                        |
| disruption                       |
| rapidly                          |
| domain                           |
| regions                          |
| structure                        |
| synaptic                         |
| TI-early (TI prefix indicates a title term) |
| MH-models-biological             |
| specific                         |
| using                            |
| culture                          |
| MH-amino-acid-sequence           |
| TI-children                      |
| understanding                    |
| complexes                        |
Textbox 4. Top 25 negative features for news coverage prediction on the Sumner news coverage (NC) corpus using the original press releases as features.

| Top 25 negative press release features: |
|----------------------------------------|
| resistance                             |
| physical                               |
| proteins                               |
| childhood                              |
| liverpool                              |
| understanding                          |
| born                                   |
| impact                                 |
| design                                 |
| opportunities                          |
| university                             |
| attention                              |
| american                               |
| bristol published                      |
| sentences                              |
| changes                                |
| university birmingham                  |
| discovered                             |
| options                                |
| published                              |
| cardiac                                |
| revealed                               |
| date                                   |
| leave                                  |
| led professor                           |
**Textbox 5.** Top 25 positive features for news coverage prediction on the Sumner news coverage (NC) corpus using the original article abstracts/titles as features.

| Top 25 positive article features: |
|----------------------------------|
| • 95% ci                         |
| • women                          |
| • use                            |
| • risk                           |
| • countries                      |
| • variation                      |
| • hazard                         |
| • body                           |
| • england                        |
| • participants                   |
| • TI-cohort (TI prefix indicates a title term) |
| • council                        |
| • TI-cohort TI-study             |
| • research council               |
| • medical research               |
| • individual                     |
| • individual                     |
| • sex                            |
| • main outcome                   |
| • cohort study                   |
| • systolic blood                 |
| • relevant                       |
| • cancers                        |
| • research                       |
| • TI-gene                        |
**Textbox 6.** Top 25 positive features for news coverage prediction on the Sumner news coverage (NC) corpus using the original press releases as features.

Top 25 positive press release features:

- face
- research funded
- shown
- better
- motor
- years
- gene
- england
- edinburgh
- trial
- production
- flu
- council
- targeting
- producing
- roslin
- research council
- roslin institute
- widespread
- royal society
- faces
- providing
- website
- affecting
- exciting
Figure 11. Density curve of coefficient values of four positively predictive words on Sumner news coverage (NC) dataset.

Figure 12. Density curve of coefficient values of four negatively predictive words on Sumner news coverage (NC) dataset.
Figure 13. Top 10 most probable words in the topics uncovered by the supervised latent Dirichlet allocation model—again assuming 20 topics—fit to the Sumner news coverage dataset. mh: this prefix indicates a Medical Subject Headings (MeSH) term; ti: this prefix indicates a title term.

In Figure 13, we show results from the sLDA model fit to the Sumner NC corpus using journal features. The plot is as described above, only the horizontal axis now captures the relative correlation with news coverage estimated for each topic. Here, the supervision captured whether articles received news coverage or not and, hence, we can see which topics (anti)correlate with this.

Reuters
For the discriminative learning task for this dataset, we have reported results previously [21] and do not repeat them here. Briefly, the mean AUC achieved for this task was 0.783 (SD 0.022; range 0.746-0.811). In Figure 14, we report output from the sLDA model: uncovered topics and their degree of correlation with news media coverage. Inspecting the topics suggests a fair amount of overlap with the discriminative topics in Figure 7.
Discussion

As news organizations weather the fast-changing information landscape, press releases are now assisting journalists to fill news holes, more than ever before [32]. News organizations are increasingly eschewing the use of specialist reporters such as health science journalists, opting instead to rely on sources and experts [8]. This shift has enabled companies and organizations to play a role in setting the news agenda.

In our prior preliminary work [21], we reported that words such as *women*, 95% CI, and *drinking* were predictive of both press release issuance and media coverage. Presumably, this reflects interest in population-level results that relate to issues of common concern. Meanwhile, features anticorrelated with press release generation and media coverage seem to be indicative of basic sciences work (eg, *binding*, *receptor*, and *mice*).

This study examined the topics covered by press releases generated by scientific journals. Specifically, we have presented new corpora, methods, and results that aim to illuminate factors that correlate with press release generation for, and news media coverage of, health science articles. Our analysis indicates that scientific journals intentionally disseminate press releases that cover topics likely to be found “newsworthy” by lay audiences. For example, the flu was a topic frequently found in articles deemed newsworthy and in those for which journal editors wrote press releases.

Some of the press release topics were very general and applicable to broad audiences. For example, *women* was a word found frequently in articles that received press releases; indeed, *pregnancy* and *women* were among the most probable words under the topic most strongly correlated with press release issuance (see Figure 4). It is intuitive that most audiences would be interested in research related to women, and pregnancy specifically. By selecting topics that are relevant and applicable to general audiences, scientific journals are helping journalists build the news agenda and educate audiences on (sometimes) difficult and complex topics. Scientific journals are selecting specific studies assumed to be newsworthy by the gatekeepers of the news media, working to form public opinion about a topic. Furthermore, because scientific research is often quite complex, scientific journals may be selecting research studies that are both relatable and easier to translate to a lay audience.

There are several practical implications regarding the results of this study. For instance, press releases from scientific journals might be considered a trustworthy source for journalists working in health news. However, journalists should be aware of the limited scope of the breadth of topics covered in press releases and that other research findings should be explored for news coverage.

This research is not without limitations, however. We can only surmise as to why press releases were written on certain health science research findings or why a press release garnered news coverage.
coverage. More research needs to be conducted on why certain health science articles are chosen as newsworthy and why journalists reported on the research findings they did. Although news values are meant to guide journalists’ selection of news, there are some who argue that news values are broad and vary greatly among news organizations [33]. Based on the methodology used in this paper, it is also a limitation that no further insight was gleaned from the specific press releases or that the media coverage was not examined. More research must be conducted on how health science findings are being explained in press releases, and how media are translating the press releases into news stories.

Moving forward, we are encouraged by our positive results, and believe our models could be improved further in future work. For example, we could move beyond simple lexical features like n-grams and MeSH terms, including high-level concepts as features, such as the size and composition of the study cohort or the affected population, the type of study (eg, observational or controlled), and whether the research is basic or more applied. Richer linguistic features would also be interesting to incorporate, to help understand if certain writing styles are associated with more or less press coverage. When predicting media coverage, it would also be interesting to use features extracted from the press releases in addition to, or instead of, the features from the original journal articles, to understand how press releases influence the news media.
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Abstract

Background: Speech and language pathologists (SLPs) deal with a wide spectrum of disorders, arising from many different conditions, that affect voice, speech, language, and swallowing capabilities in different ways. Therefore, the outcomes of Speech and Language Therapy (SLT) are highly dependent on the accurate, consistent, and complete design of personalized therapy plans. However, SLPs often have very limited time to work with their patients and to browse the large (and growing) catalogue of activities and specific exercises that can be put into therapy plans. As a consequence, many plans are suboptimal and fail to address the specific needs of each patient.

Objective: We aimed to evaluate an expert system that automatically generates plans for speech and language therapy, containing semiannual activities in the five areas of hearing, oral structure and function, linguistic formulation, expressive language and articulation, and receptive language. The goal was to assess whether the expert system speeds up the SLPs’ work and leads to more accurate, consistent, and complete therapy plans for their patients.

Methods: We examined the evaluation results of the SPELTA expert system in supporting the decision making of 4 SLPs treating children in three special education institutions in Ecuador. The expert system was first trained with data from 117 cases, including medical data; diagnosis for voice, speech, language and swallowing capabilities; and therapy plans created manually by the SLPs. It was then used to automatically generate new therapy plans for 13 new patients. The SLPs were finally asked to evaluate the accuracy, consistency, and completeness of those plans. A four-fold cross-validation experiment was also run on the original corpus of 117 cases in order to assess the significance of the results.

Results: The evaluation showed that 87% of the outputs provided by the SPELTA expert system were considered valid therapy plans for the different areas. The SLPs rated the overall accuracy, consistency, and completeness of the proposed activities with 4.65, 4.6, and 4.6 points (to a maximum of 5), respectively. The ratings for the subplans generated for the areas of hearing, oral structure and function, and linguistic formulation were nearly perfect, whereas the subplans for expressive language and articulation and for receptive language failed to deal properly with some of the subject cases. Overall, the SLPs indicated that over 90% of the subplans generated automatically were “better than” or “as good as” what the SLPs would have created manually if given the average time they can devote to the task. The cross-validation experiment yielded very similar results.

Conclusions: The results show that the SPELTA expert system provides valuable input for SLPs to design proper therapy plans for their patients, in a shorter time and considering a larger set of activities than proceeding manually. The algorithms worked well even in the presence of a sparse corpus, and the evidence suggests that the system will become more reliable as it is trained with more subjects.
speech-language pathology; rehabilitation of speech and language disorders; decision support systems, clinical; expert systems

Introduction

Developing and maintaining proper communication skills is a mainstay for every individual to express needs, to learn, to be related with the environment and, in general, to have the opportunity to participate as an active member of society. According to the World Health Organization, individuals with communication difficulties are at a significant social disadvantage in both developing and developed countries [1]. This disadvantage often affects a person’s emotional and social life and can compromise educational and job opportunities, particularly in sectors where effective communication is critical, such as health care, education, local government, and justice.

Speech and language therapy (SLT) is an area of health care focused on the evaluation and treatment of a broad range of disorders, which can be roughly classified as affecting voice, speech, language, or swallowing capabilities. Disorders like selective mutism, dysarthria, aphasia, and dysphagia have a substantial impact on quality of life and human potential, whether they affect children who stutter as they struggle to speak up in class, lawyers or teachers with adult-onset voice disorders, or post-stroke individuals laboring to communicate verbally. Numerous studies about the incidence and prevalence of communication disorders in developed countries depict similar realities for Europe, Canada, Australia, and the United States [2-5]. Based on figures like the 7.5 million people in the United States who have voice disorders, the 3 million who stutter, and the 6-8 million who have been diagnosed with some form of language impairment, the American Speech-Language-Hearing Association estimates that 40 million Americans are affected by communication disorders, costing the nation US $154-184 billion annually [6]. It is estimated that more than 60 million people in the European Union are affected, with an estimated cost of €220-260 billion. As the population ages and survival odds improve for fragile infants and individuals who have sustained injury or acquired disease, the number of people with communication disorders will likely continue to increase [7].

Notwithstanding the societal and economic impact of communication disorders, SLT remains a largely overlooked area of health care. The latest World Report on Disability highlights that many countries suffer from lack of professionals, services, and structures to provide effective assessment, diagnosis, counseling, intervention, and treatment for people suffering from communication disorders [8]. In such conditions, speech and language pathologists (SLPs) have very limited time to work with their patients. This may mean that the diagnosis may fail to accurately identify the causes of the disorders, that the designed therapy plans may be suboptimal (eg, because the SLPs fail to keep in mind the whole set of activities they could apply), or that the treatment may be insufficient or not properly applied [7]. In this respect, Turnbull et al [9] found that only 19.2% of young people (from birth to 21 years old) who have communication disorders are actually receiving some form of specific care. Mackenzie et al [10] surveyed SLT provision for people with aphasia in the United Kingdom and found many areas reported low staffing levels and were thus unable to provide the recommended care or a comprehensive service. Code and Heron [11] also concluded that people with aphasia receive significantly less therapy than national recommendations suggest.

Over the last decade, many research efforts have separately shown evidence that the application of information and communication technology (ICT) has great potential to improve the quality and efficiency of SLT practice, as well as health outcomes and patients’ quality of life. There have been several approaches to automate diagnostic tests by means of audiosvisual signal processing [12-15] and to automate the generation of therapy plans for specific disorders [16,17]. In this paper, we evaluate the support provided to SLPs by the SPELTA (SPEech and Language Therapy Assistant) expert system presented by Robles-Bykbaev et al [18], which aims to automatically generate therapy plans for SLT, containing semiannual activities and daily exercises for an unrestricted range of disorders affecting the five areas of hearing, oral structure and function, linguistic formulation, expressive language and articulation, and receptive language. The goal is to assess whether the expert system can speed up the SLPs’ work and lead to more accurate, consistent, and complete therapy plans for their patients.

Methods

SPELTA Expert System

The SPELTA expert system is one part of a set of ICT tools developed by Universidad Politécnica Salesiana (Ecuador) and Universidade de Vigo (Spain) to support SLT within an integrative environment for clinicians and students, pathologists, patients, relatives, and other potential users [19]. The environment is based on a formal knowledge model of the SLT domain and leans on OpenEHR solutions to support the storage and exchange of health-related data. As depicted in Figure 1, the SPELTA system is involved with the automatic generation of therapy plans for new subjects, based on two sources of information: (1) domain ontologies that interrelate the activities and the exercises with specific diseases, speech-language disorders, and skills, and (2) the corpus of patient profiles, containing the compendium of data, plans, and evaluations of previous patients.

Specifically, the profile of an SLT patient contains the following data:

- Personal data, including chronological age, gender, name, etc.
- A medical record specifying diagnosis, general medical conditions and related disorders (eg, cerebral palsy, hemiparesis, athetosis), as indicated by doctors.
- A record of cognitive development data, indicating cognitive age, gap in language development, expressive
language age, and receptive language age (as estimated by SLPs).

- An SLT evaluation that looks at 102 parameters from the five SL areas:
  1. Hearing—subjective evaluation of the auditory condition: reflex, localization of sound sources, and response to voice.
  2. Oral structure & function—tongue, teeth, palate, lips, and maxillary mobility.
  3. Linguistic formulation—phonation and breathing condition.
  4. Expressive language and articulation—vocal development, social communication, semantics (content)-vocabulary and concepts, structure (form)-morphology and syntax, and integrative thinking skills; pronunciation of phonemes, sentences, polysyllabic words, and vowel phonemes.
  5. Receptive language—attention, semantics (context)-vocabulary and concepts, structure (form)-morphology and syntax, and integration skills.

- A therapy plan, containing five subplans with lists of semiannual activities and daily exercises for each one of the SL areas. One example of activity could be “perform blow exercises to increase the blowing force.” Two specific exercises related to this activity could be “blow confetti 10 times during 2 seconds” or “inflate one balloon in no more than 6 exhalations.”

- Control evaluations with the results of successive therapy sessions.

Internally, the SPELTA system relies on an implementation of the Partition Around Medoids algorithm to generate clusters of patient profiles with two levels of granularity [20]. The generation of a new therapy plan is dealt with as a classification problem, looking for the most similar cases in each one of the five SL areas according to the K-Nearest Neighbors criterion [21]. First-level clusters represent groups of patients who may have similar speech-language skills and limitations, but possibly arising from (or linked to) different medical conditions. To create these groups, we use the distance metrics of Figure 2, where $S_i$ and $S_j$ refer to two different subjects, $A$ is one of the SL areas, $f$ goes over the set of features from the medical records relevant for that area ($\text{features}_{A}(A)$), and ManhDist denotes the mean-Manhattan binary distance [18].

In the second level, the subjects are clustered according to the fine-grained evaluation of the record of cognitive development data and the initial SLT evaluation. For example, within a first-level cluster that includes the cases of children with Down syndrome and phonological disorders, we need to differentiate subjects who commit additions (ie, adding extra sounds in some words, eg, “balue” for “blue”) from subjects who commit substitutions (ie, one or more sounds are substituted for others, eg, “bagon” for “wagon”). In this case, we use the distance metrics of Figure 3. The first summation measures the mean-Manhattan binary distance of the initial SLT evaluations of two subjects, considering only the dimensions relevant to the speech-language area in question, $\text{dimensions}_f(A)$. The second summation provides a scale factor derived from the absolute differences of cognitive age, gap in language development, expressive language age, and receptive language age (the features of cognitive development data) [18].

Figure 4 depicts an example of the cluster structure generated by SPELTA for each of the SL areas we consider. Each one of the first-level and second-level clusters has one of the subject cases designated as a medoid, rather than a fictitious case computed by averaging. This facilitates the classification of new cases, identifying the closest subjects in each one of the SL areas.

The plans provided by the SPELTA system are presented to SLPs through visual interfaces, so that they can validate it as a whole or modify certain parts, as they deem necessary. To facilitate the task, the interfaces show which cases were found to be closest in each one of the SL areas. If several subjects were found to be equally distant to the new one in some of the areas, then it is possible to browse the superset of activities, the intersections, and the disjunctions. As an example, Table 1 shows the activities of one master plan generated by the SPELTA system, with the third column indicating the most similar subjects in each area and the features that make them similar to the new case. The profile description is as follows: age 15 years, 8 months; medical diagnosis of athetoid cerebral palsy (ICD-10-CM code G80.3); speech and language diagnosis of mixed receptive-expressive language disorder (ICD-10-CM code F80.1); receptive language age of 4 years; expressive language age of 2 years, 8 months; and a language developmental age of 3 years, 4 months.
Table 1. The activities of a sample therapy plan provided by the SPELTA system (Case 52).

| Area                          | Activities                                                                 | Source subplans                                                                                                                                                                                                 |
|-------------------------------|-----------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Hearing                       | Perform exercises to sounds identification.                                | Case 37: a patient with a similar receptive language age (4 years, 6 months) and a 100% coincidence in the evaluation of hearing (cochleo-palpebral reflex, startle response, turns head to sound source, identifying sound objects, sound source localization without visual stimulus). |
|                               | Discriminate sounds of nature, body, and animals.                          |                                                                                                                                                                                                               |
|                               | Perform phonemes discrimination exercises.                                  | Case 18: a patient with an 84% coincidence in the oral peripheral mechanism (same tongue size, same speed in tongue movements, present tongue protrusion, voluntary and involuntary swallowing are present, is able to chew hard and soft food, sialorrhea is not present). |
| Oral structure & function     | Perform segmental relaxation massages.                                      |                                                                                                                                                                                                                 |
|                               | Perform slow and fast tongue movements.                                     |                                                                                                                                                                                                                 |
|                               | Perform exercises with lips (retraction and protrusion).                    |                                                                                                                                                                                                                 |
|                               | Achieve sound productions using the oropharynx structure.                   |                                                                                                                                                                                                                 |
|                               | Perform active and passive exercises using tongue, lips, and jaw.           |                                                                                                                                                                                                                 |
| Linguistic formulation        | Work in the automatic respiration process (inspirations and expirations), and work with blow exercises to increase the blowing force. | Case 22: a patient with a 70% coincidence in linguistic formulation (same respiratory frequency, same thorax symmetry, diaphragmatic breathing).                                                                 |
|                               | Respiration exercises associated to vowels and simple phonemes /pa/, /da/, /fo/. | Case 3: a patient with a 70% coincidence in linguistic formulation (diaphragmatic breathing, no nasal obstruction, same exhalation period).                                                                 |
| Expressive language & articulation | Construct sentences from a given word.                                      | Case 22: a patient with a similar expressive language age (1 year, 7 months), similar diagnosis for the medical examination (cerebral palsy and mixed receptive-expressive language disorder) and a 100% coincidence in the speech-language evaluation. |
|                               | Sort out the words of a sentence.                                           |                                                                                                                                                                                                                 |
|                               | Work in grammatical structure.                                              |                                                                                                                                                                                                                 |
|                               | Develop the spontaneous conversation                                        |                                                                                                                                                                                                                 |
|                               | Perform activities that use twisters and rhymes.                           |                                                                                                                                                                                                                 |
|                               | Work with the personal articulation exercise book.                         |                                                                                                                                                                                                                 |
| Receptive language            | Work with sequences and puzzles of 4 elements.                             | Case 37: a patient with a similar receptive language age (4 years, 6 months), similar diagnosis for the medical examination (cerebral palsy and mixed receptive-expressive language disorder) and a 90% coincidence in the speech-language evaluation (the only difference relates to the use of place prepositions like “under,” “over,” etc). |
|                               | Learn semantic categories                                                   |                                                                                                                                                                                                                 |
|                               | Identify objects according to their utility.                               |                                                                                                                                                                                                                 |
|                               | Identify daily activities.                                                  |                                                                                                                                                                                                                 |
|                               | Learn temporal notions (day and night, before and after).                  |                                                                                                                                                                                                                 |
|                               | Identify similar/distinct objects according to their utility.              |                                                                                                                                                                                                                 |

Figure 1. A block diagram of the SPELTA system.
Study Participants and Data Preparation

For the study presented in this paper, the SPELTA expert system was deployed, along with the accompanying tools, in three special education institutions for children in Ecuador: Instituto de Parálisis Cerebral del Azuay (Institute of Cerebral Palsy of Azuay), Fundación “General Dávalos” (“General Dávalos” Foundation), and CEDEI School. Over the course of 2 years (from September 2012 to September 2014), a team of 4 SLPs progressively created a corpus of 117 children profiles, including the corresponding number of therapy plans created manually by themselves and subsequent control evaluations. Some relevant data from the corpus are included in Multimedia Appendix 1. The most common conditions were those of cerebral palsy with/without accompanying dysarthria, dyslalia, epilepsy or dysphasia (n=22), Down syndrome with/without dysarthria or dysphasia (n=19), intellectual disability with/without dysarthria or dysphasia (n=10), autistic disorders (n=9), and fetal alcohol syndrome (n=5). These are the disorders with greatest prevalence in the Ecuadorian province of Azuay.

The corpus is admittedly small and sparse, implying that certain conditions may occur only a few times and many combinations are not included. However, that sparsity is a representative feature of the SLT area because the range of disabilities and communication disorders is so broad that even if two cases have the same medical diagnosis and similar patient profiles, they can require largely different therapy strategies or the support of different assistive technologies. The SPELTA expert system was precisely designed bearing this problem in mind.

The collaborating SLPs used the interfaces and services provided by SPELTA to perform an initial screening of each patient, followed by a personalized evaluation of the 102 SL parameters, and finally, the manual design of a proper therapy plan. As shown in Figure 5, the tools were available on mobile devices as well as desktop computers (see Figures 6-8). The patients could use smartphones or tablets to engage in interactive exercises to evaluate some speech-language skills or to receive memory, motor, hearing, and visual stimulation. The mobile apps proved very useful for SLPs to annotate data about patients who suffer from disabilities that affect their motor skills (eg, cerebral palsy, hemiparesis, hemiplegia) because they allow working in a comfortable space for the patient at work or home. In turn, the desktop apps were most useful with patients in a consulting room or in the rehabilitation centers, and to provide remote assistance.
Figure 5. Diagram of the interfaces and services provided by the SPELTA system.

Figure 6. Screen capture of the hearing test that can be applied with mobile devices.
Evaluation Method

Having trained its algorithms on the corpus of 117 cases and the corresponding plans, the first stage of the evaluation of the SPELTA expert system involved the generation of therapy plans for the cases of 13 new children (see Multimedia Appendix 2). The SLPs discussed whether each one of the automatically generated plans was convenient or not, considering the following criteria.

Accuracy

The exercises and activities selected by SPELTA must be adequate to support the development and rehabilitation of one or more skills related to speech and language. For example, if a patient needs to improve speech production, it is necessary that they have proper breathing conditions and adequate control of their lips and tongue. The accuracy criterion refers to whether the exercises and activities within a plan match the skills that should be improved in the patient.

Consistency

Each patient’s profile has different characteristics, such as medical diagnosis, developmental language age, chronological age, etc. The consistency criterion is used to analyze whether a plan contains exercises and activities that can be carried out in a proper way with each patient, bearing in mind their capacity to understand the requests, the affected skills, the developmental gap, etc. For example, cases 23 and 32 (see Multimedia Appendix 1) represent two patients suffering from Down syndrome who had similar developmental language ages (a difference of only 1 month). However, case 23 presented a developmental gap of 2 years and 1 month, whereas case 32 had a 5-year gap. The consistency criterion provides for dealing with these two cases with different activities and exercises, even
though the profiles are similar in terms of medical diagnosis and developmental age.

**Completeness**

In order to have an effective rehabilitation plan, it is necessary to have an adequate number of exercises and activities (not too many or too few). In this line, the completeness criterion is used to determine whether the number and complexity of exercises is adequate for a specific patient. For example, the plan in Table 1 (generated by the SPELTA system) contains the following activities for the hearing area: perform exercises to sounds identification, discriminate sounds of nature, body and animals, and perform phonemes discrimination exercises. The collaborating SLPs confirmed that those guidelines are appropriate to help developing the skills that allow patients to identify phonemes, to construct words and short sentences, and to develop auditory memory over a period of 6 months. Similarly, the number of knowledge areas related to communication is properly delimited for a patient who has a receptive language age of 4 years.

**Figure 9.** The evaluation process followed to assess the plans provided by the SPELTA expert system.

Results

**Generation of Therapy Plans for New Cases**

Figures 10-14 show the average values obtained on the Likert scale for each of the subplans provided by the SPELTA system when given the input of the 13 new cases: Figure 10 shows the results in the SLT area of hearing, Figure 11 shows oral structure and function, Figure 12 shows linguistic formulation, Figure 13 shows expressive language and articulation, and Figure 14 shows receptive language. The three criteria (accuracy, consistency, and completeness) are represented with different line colors. We can make the following observations per area.
Figure 10. Results achieved by the expert system in the area of hearing.

Figure 11. Results achieved by the expert system in the area of oral structure and function.
**Figure 12.** Results achieved by the expert system in the area of linguistic formulation.

**Figure 13.** Results achieved by the expert system in the area of expressive language and articulation.
Figure 14. Results achieved by the expert system in the area of receptive language.

Hearing
The 13 subplans generated for this area were considered usable by the SLPs according to the Likert scale. Indeed, only the subplans assembled for new cases 1 and 4 obtained scores of 4 in some of the criteria; all other ratings were 5. For case 1 (a patient with Down syndrome), the SLPs found that it was possible to make some small improvements in the consistency and completeness of the subplan, for which they added one activity to reinforce auditory memory through exercises related to the execution/understanding of simple orders. For case 4 (a patient with mild intellectual disability), in turn, the SLPs determined that the subplan provided by SPELTA was complete for the selected activities, but these did not fully address all the necessary skills in a fully consistent manner for the patient. They changed two activities for less complex ones and added one activity to stimulate the localization of sound sources.

Oral Structure and Function
Again, the 13 subplans generated for this area were considered usable, and only the ones generated for new cases 1 and 3 obtained lower than perfect ratings. Regarding case 1, the SLPs considered the subplan largely usable and were looking at fine-grained details due to their abundant experience in treating Down syndrome. For case 3 (a patient with spastic cerebral palsy and dysphasia), the subplan was found to be fully consistent with the patient’s needs, but some of the selected activities were not the best for the case, and the routines missed some exercises the SLPs deemed important. Driven by the most similar cases available in the training corpus, the SPELTA system selected a few exercises that were more suitable for someone with a slightly greater developmental age (around 4 years).

Linguistic Formulation
In this area, all subplans provided by SPELTA were considered usable, and only the one designed for new case 2 (a patient with spastic hemiparesis and dysphasia) got scores of 4 for accuracy and completeness. The SLPs found it necessary to include exercises to complement oral motor rehabilitation and to develop some mainstays (eg, lips control, tongue control) that would provide support in more complex process (eg, getting correct positioning of the phono-articulatory organs for speech production).

Expressive Language and Articulation
This is the area where the expert system showed poorest performance, since it failed to generate usable subplans for new cases 8, 10, 11, and 13. The SLPs found that some of the selected activities would not serve to train the affected skills (inaccuracy), whereas some of the exercises were too complex for the ages and developmental gaps of those patients (inconsistency), and the overall planning of the therapy sessions was not balanced, lacking attention to important traits (incompleteness). The analysis of the cases revealed that the training corpus was too sparse to address their specifics according to the outcomes of the evaluation of the 102 SL parameters. In the absence of very specific training, for example, SPELTA produced largely similar subplans for the new cases 8 and 10, reusing activities and exercises from previous cases that were found to be similar. However, even though both subjects were affected by athetoid cerebral palsy, they differed in that subject 8 would not understand some orders and exercises, whereas subject 10 would not be able to perform some of the selected exercises due to uncontrolled movements of limbs and trunk.

Receptive Language
In this area, the system could not generate a correct subplan only for the cases 3 and 7. The subplan generated for case 7 (a patient affected by cerebral palsy) would have been better suited to someone with greater developmental age, whereas the one generated for case 3 (a patient with spastic cerebral palsy and dysphasia) failed to pay proper attention to the large developmental gap.

The average values of accuracy, consistency, and completeness attained in the five SL areas and globally are shown in Table...
2. The validity of the subplans generated automatically and of the therapy plans as a whole (discarding any plan that contained an invalid subplan) are given in Table 3.

Finally, Table 4 summarizes the replies to the question of whether the subplans provided by SPELTA were “better than” or “as good as” the plans that the SLPs would have created manually.

Table 2. Average values of accuracy, consistency, and completeness.

|                | Hearing | Oral structure & function | Linguistic formulation | Expressive language & articulation | Receptive language | Overall |
|----------------|---------|---------------------------|------------------------|------------------------------------|-------------------|---------|
| Accuracy       | 4.92    | 4.92                      | 4.92                   | 3.77                               | 4.69              | 4.65    |
| Consistency    | 4.85    | 4.92                      | 5                      | 3.77                               | 4.46              | 4.60    |
| Completeness   | 4.92    | 4.85                      | 4.92                   | 3.77                               | 4.54              | 4.60    |

Table 3. Validity of the subplans generated for each area, and the plans as a whole.

| Subplans            | %    |
|---------------------|------|
| Hearing             | 100  |
| Oral structure & function | 100  |
| Linguistic formulation | 100  |
| Expressive language & articulation | 69   |
| Receptive language  | 85   |
| Overall plans for the five areas | 54   |

Table 4. Percentage of positive replies to whether the expert system provided an output comparable to that of a human SLP.

| Subplans            | %    |
|---------------------|------|
| Hearing             | 100  |
| Oral structure & function | 85   |
| Linguistic formulation | 92   |
| Expressive language & articulation | 62   |
| Receptive language  | 85   |
| Overall plans for the five areas | 92   |

Cross-Validation on a Partition of the Corpus

Table 5, 6, and 7 show the average values obtained on the Likert scale in the four rounds of cross-validation with a partition of the original corpus of 117 cases. In turn, Tables 8 and 9 contain data about the validity of the therapy plans and subplans provided by the system, and the replies to the question of whether the subplans were “better than” or “as good as” the plans that the SLPs would have created manually.

Table 5. Average values of accuracy, consistency, and completeness for the areas of hearing and of oral structure and function in the rounds of cross-validation.

| K | Hearing | Oral structure & function |
|---|---------|----------------------------|
|   | Accuracy | Consistency | Completeness | Accuracy | Consistency | Completeness |
| 1 | 4.8      | 4.74         | 4.91         | 4.94     | 4.97        | 4.75         |
| 2 | 4.93     | 4.87         | 4.9          | 4.95     | 4.85        | 4.87         |
| 3 | 4.84     | 4.8          | 4.83         | 4.82     | 4.91        | 4.83         |
| 4 | 4.9      | 4.72         | 4.85         | 4.92     | 4.83        | 4.77         |
| Average | 4.87 | 4.78     | 4.87         | 4.91     | 4.89        | 4.81         |
Table 6. Average values of accuracy, consistency, and completeness for the areas of linguistic formulation, and of expressive language and articulation in the rounds of cross-validation.

| K | Linguistic formulation | Expressive language & articulation |
|---|------------------------|------------------------------------|
|   | Accuracy | Consistency | Completeness | Accuracy | Consistency | Completeness |
| 1 | 4.84     | 4.94        | 4.72         | 2.93     | 2.93        | 2.68         |
| 2 | 4.89     | 4.98        | 4.85         | 2.78     | 2.91        | 2.97         |
| 3 | 4.8      | 4.89        | 4.91         | 3.57     | 3.02        | 3.31         |
| 4 | 4.9      | 4.82        | 4.9          | 3.14     | 2.98        | 3.16         |
| Average | 4.86 | 4.91 | 4.85 | 3.11 | 2.96 | 3.03 |

Table 7. Average values of accuracy, consistency, and completeness for receptive language and overall scores in the rounds of cross-validation.

| K | Receptive language | Overall |
|---|-------------------|---------|
|   | Accuracy | Consistency | Completeness | Accuracy | Consistency | Completeness |
| 1 | 4.57 | 4.01 | 4.28 | 4.42 | 4.32 | 4.27 |
| 2 | 4.67 | 4.41 | 4.51 | 4.44 | 4.40 | 4.42 |
| 3 | 4.66 | 4.41 | 4.55 | 4.54 | 4.41 | 4.49 |
| 4 | 4.34 | 4.65 | 4.28 | 4.44 | 4.40 | 4.39 |
| Average | 4.56 | 4.37 | 4.41 | 4.46 | 4.38 | 4.39 |

Table 8. Validity of the subplans generated for each area, and the plans as a whole in the rounds of cross-validation.

| Subplans | 1   | 2   | 3   | 4   | Average |
|----------|-----|-----|-----|-----|---------|
| Hearing  | 97% | 93% | 97% | 100%| 97%     |
| Oral structure & function | 93% | 93% | 100%| 100%| 97%     |
| Linguistic formulation | 97% | 100%| 93% | 93% | 96%     |
| Expressive language & articulation | 79% | 72% | 72% | 77% | 75%     |
| Receptive language | 76% | 76% | 79% | 80% | 78%     |
| Overall plans for the five areas | 48% | 45% | 52% | 50% | 49%     |

Table 9. Percentage of positive replies to whether the expert system provided an output comparable to that of a human SLP in the rounds of cross-validation.

| Subplans | 1   | 2   | 3   | 4   | Average |
|----------|-----|-----|-----|-----|---------|
| Hearing  | 97% | 90% | 93% | 97% | 94%     |
| Oral structure & function | 83% | 79% | 90% | 83% | 84%     |
| Linguistic formulation | 93% | 93% | 90% | 93% | 92%     |
| Expressive language & articulation | 55% | 55% | 59% | 57% | 57%     |
| Receptive language | 83% | 79% | 79% | 87% | 82%     |
| Overall plans for the five areas | 90% | 93% | 90% | 90% | 91%     |

Discussion

Principal Findings
The results obtained in this experiment of generating therapy plans for new subject cases are encouraging about the potential use of the SPELTA expert system in SLT practice. The ratings achieved in terms of accuracy, consistency, and completeness show that the system succeeds in the task of automatically creating new therapy plans out of the knowledge contained in its corpus and in the catalogues of activities and exercises. The subplans generated for the different SL areas were most often considered valid and directly usable, whereas the evaluation of the overall plans was hindered only by the relatively poor performance in the area of expressive language and articulation. Careful analysis of the results in that area suggests that it is necessary to refine some aspects of the reasoning mechanisms of the expert system, even though a more extensive corpus of cases would have also helped to achieve better ratings.
Overall, the SLPs found that the plans provided by SPELTA are, most often, as good as the ones they would have created themselves in their normal work routines (not given sufficient time to work optimally). Thus, the system is a useful tool that can achieve significant savings of valuable and scarce human resources. In order to substantiate the time savings, the SLPs informally measured that the identification and supervision of semi-annual activities to put in a new therapy plan went from an average of 30 minutes down to 5 minutes; the selection of multimedia resources for specific exercises and sessions went from 40 to 6 minutes; and the generation of reports was automated to the point of reducing 24 minutes to 3.

The percentage of positive judgments (92%; Table 4) is much higher than the percentage of plans that contained valid subplans for all five SL areas (54%; Table 3), showing that the SLPs still considered most of the subplans useful and valuable. Accordingly, the SLPs always took the output of SPELTA as a starting point to produce the final therapy plans to use with new patients. Furthermore, they praised the fact that the expert system helped them consider a larger set of activities and exercises than if they had proceeded manually.

The four rounds of the cross-validation experiment yielded similar results, but the fact that the training sets were smaller (87, 88, 88, and 88 cases against 117) had an impact on the quality of the therapy plans, going down from 4.65 accuracy to 4.46, from 4.60 consistency to 4.38, and from 4.60 completeness to 4.39. Still, 49% of the plans were valid straightforward, and 91% were received positively by the SLPs. The greatest impact of working with a more reduced knowledge base was seen in the area of expressive language and articulation, which is in line with the previous observation that a larger corpus will be beneficial.

**Comparison With Prior Work**

Decision Support Systems (DSS) are becoming increasingly used in the realm of speech and language therapy, with plenty of technical solutions in place to address the specific challenges of the many different disorders. Some DSS depend entirely on input provided by humans, while others rely on signal processing techniques to achieve a level of automation. Thus, on the one hand, Martín Ruiz et al [22] evaluated a Web-based DSS to monitor children’s neurodevelopment via the early detection of language delays at a nursery school, relying on input provided by the educators and on a set of over 100 rules to generate alerts in case deviations from the expected developmental milestones. On the other hand, Schipor et al [12] presented a model for automatic assessment of pronunciation quality for children, using Hidden Markov Models (HMM) and implementing a correlation measure to measure the level of intelligibility of utterances. Similarly, Saz et al [13] had used HMM in combination with a subword-based pronunciation verification method. Utianski et al [14] developed an application able to record speech samples and make calculations to assess the integrity of speech production (vowel space area, assessment of an individual’s pathologies fingerprint, and identification of parameters of the intelligibility disorder). For a final sample, Caballero-Morales and Trujillo-Romero [15] improved the recognition rates for dysarthric patients by integrating multiple pronunciation patterns using genetic algorithms.

All of the aforementioned works focused on providing aids for SLT diagnosis tasks. The idea of aiding in the design of speech and language therapy plans—as we aim to do with the SPELTA system—has fewer precedents in the literature. The closest reference can be found in the work of Schipor et al [16], who developed a system based on fuzzy logic to plan sessions for the treatment of dyslaalia, taking input from social, cognitive, and affective parameters, and providing output about types of exercises, frequency, and duration. Later, Yeh et al [17] presented an approach based on neural networks to classify a wide range of SLT problems in order to help design occupational therapy plans, which may include some help to improve communication skills.

**Limitations**

We believe our study has two main limitations. First, while the results do not show much variability (ratings of 5 were most numerous by far), the SPELTA system needs to be evaluated on a larger set of subject cases. Presumably, the system algorithms will behave more reliably in the presence of a larger corpus, since the sparsity of the corpus we used in our study was one of the reasons for the poor performance in the area of expressive language and articulation.

Second, and probably more important, it would be interesting to experiment with more SLPs from more institutions and other situations than in Ecuador. The 4 SLPs participating in our study had been trained by the same books in the same school, which raises the possibility that there might be some bias in the judgment of the therapy plans presented to them. In the quest for greater evidence, we are actively seeking agreements to test our tools with universities, foundations, and professional associations from other Spanish-speaking countries.

**Conclusions**

Our study shows that the SPELTA expert system provides valuable input for SLPs to design proper therapy plans for their patients, in a shorter time and considering a larger set of activities than proceeding manually. The system achieves nearly perfect performance in the areas of hearing, oral structure and function, and linguistic formulation, and also decent performance in receptive language. The poorer results in the area of expressive language and articulation have served to identify opportunities for technical improvements, in order to deal properly with new combinations of medical conditions and SL disorders, not properly captured in the corpus. Having a more extensive corpus would obviously help, but in the meantime before a database with thousands of cases becomes available, we are doing research on whether it would be good to adjust internal parameters of the current reasoning system of SPELTA, to define new metrics to compare cases and profiles, and to supplement the internal logic with radically different machine learning artifacts such as the cortical learning algorithm [23].

For future work, we propose a study of two new artificial intelligence techniques supporting the generation of therapy plans. First, we want to use template-based generation methods...
with weak supervisions [24], defining a structure based on
different levels of granularity in which it will be possible to
incorporate common strategies, activities, and resources
according to some specific traits and needs derived from the
patient’s profile. Second, we are interested in deep belief
networks and recurrent neural networks [25], which may be
able to extract the subtlest patterns from the complex data and
interrelations of the SLT area.
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Abstract

Background: Sepsis is one of the leading causes of mortality in hospitalized patients. Despite this fact, a reliable means of predicting sepsis onset remains elusive. Early and accurate sepsis onset predictions could allow more aggressive and targeted therapy while maintaining antimicrobial stewardship. Existing detection methods suffer from low performance and often require time-consuming laboratory test results.

Objective: To study and validate a sepsis prediction method, InSight, for the new Sepsis-3 definitions in retrospective data, make predictions using a minimal set of variables from within the electronic health record data, compare the performance of this approach with existing scoring systems, and investigate the effects of data sparsity on InSight performance.

Methods: We apply InSight, a machine learning classification system that uses multivariable combinations of easily obtained patient data (vitals, peripheral capillary oxygen saturation, Glasgow Coma Score, and age), to predict sepsis using the retrospective Multiparameter Intelligent Monitoring in Intensive Care (MIMIC)-III dataset, restricted to intensive care unit (ICU) patients aged 15 years or more. Following the Sepsis-3 definitions of the sepsis syndrome, we compare the classification performance of InSight versus quick sequential organ failure assessment (qSOFA), modified early warning score (MEWS), systemic inflammatory response syndrome (SIRS), simplified acute physiology score (SAPS) II, and sequential organ failure assessment (SOFA) to determine whether or not patients will become septic at a fixed period of time before onset. We also test the robustness of the InSight system to random deletion of individual input observations.

Results: In a test dataset with 11.3% sepsis prevalence, InSight produced superior classification performance compared with the alternative scores as measured by area under the receiver operating characteristic curves (AUROC) and area under precision-recall curves (APR). In detection of sepsis onset, InSight attains AUROC = 0.880 (SD 0.006) at onset time and APR = 0.595 (SD 0.016), both of which are superior to the performance attained by SIRS (AUROC: 0.609; APR: 0.160), qSOFA (AUROC: 0.772; APR: 0.277), and MEWS (AUROC: 0.803; APR: 0.327) computed concurrently, as well as SAPS II (AUROC: 0.700; APR: 0.225) and SOFA (AUROC: 0.725; APR: 0.284) computed at admission (P<0.001 for all comparisons). Similar
results are observed for 1-4 hours preceding sepsis onset. In experiments where approximately 60% of input data are deleted at random, InSight attains an AUROC of 0.781 (SD 0.013) and APR of 0.401 (SD 0.015) at sepsis onset time. Even with 60% of data missing, InSight remains superior to the corresponding SIRS scores (AUROC and APR, \( P < .001 \)) and qSOFA scores (\( P = .0095; P < .001 \)) and superior to SOFA and SAPS II computed at admission (AUROC and APR, \( P < .001 \)), where all of these comparison scores (except InSight) are computed without data deletion.

Conclusions: Despite using little more than vitals, InSight is an effective tool for predicting sepsis onset and performs well even with randomly missing data.

(JMIR Med Inform 2016;4(3):e28) doi:10.2196/medinform.5909
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Introduction
Sepsis and its associated syndromes are among the leading causes of worldwide morbidity and mortality [1] and are responsible for placing an enormous cost burden on the health care system [2]. Sepsis, severe sepsis, and septic shock are umbrella terms for a broad and complex variety of disorders characterized by a dysregulated host response to infectious insult. Because of the heterogeneous nature of possible infectious insults and the diversity of host response, these disorders have long been difficult for physicians to recognize and diagnose. A redefinition of sepsis has been recently introduced with the goal of increasing the accurate identification of septic patients in clinical and preclinical settings. This new definition, Sepsis-3 [3], eliminates the traditional ternary classification of sepsis progression from sepsis, through severe sepsis, to septic shock and instead utilizes a two-tier identification system tied to increases in mortality probability. Under the new definition, the term “sepsis” is defined as a “life-threatening organ dysfunction caused by a dysregulated host response to infection” [3], which corresponds most closely with the previously established definition of severe sepsis. Organ dysfunction is defined in practice as an increase in the Sequential Organ Failure Assessment (SOFA) [4] score of at least 2 points. These parameters are associated with in-hospital mortality above 10%. Singer et al [3] define “septic shock” as a classification of sepsis “in which underlying circulatory and cellular metabolism abnormalities are profound enough to substantially increase mortality,” and suggest identifying such patients by a serum lactate measurement above 2 mmol/L and hypotension requiring administration of vasopressors to maintain a mean arterial pressure above 65 mm Hg. Septic shock conditions are associated with in-hospital mortality over 40%. We use this newly proposed definition for sepsis as a gold standard for the implementation of our predictive algorithm. InSight [5,6]. InSight uses only 8 common measurements (vital signs and other easily assessed bedside measurements, plus age) obtained from electronic health records (EHRs) for the prediction and detection of sepsis in the intensive care unit (ICU) population.

A new bedside scoring system to be used outside the ICU, “qSOFA” (for “quick SOFA”), has been proposed as a screening mechanism to prompt the clinician to further investigate for sepsis or to transfer to a higher level of care [3]. The criteria for qSOFA are at least 2 of the following: respiration above 22/min, altered mentation, or systolic blood pressure below 100 mm Hg. Other scoring systems in current use for the determination or prediction of sepsis include the SOFA score [4], the Modified Early Warning Score (MEWS) [7], the Simplified Acute Physiology Score (SAPS II) [8], and Systemic Inflammatory Response Syndrome (SIRS) criteria [9]. These methods utilize tabulation of various patient vital signs and laboratory results to generate risk scores; however, they do not analyze trends in patient data or correlations between measurements.

The purpose of this study is to validate the InSight sepsis prediction method for the new Sepsis-3 definitions using retrospective data consisting of minimal, commonly available EHR variables, and to investigate the effects of data sparsity on its performance. In addition, InSight predictive performance will be compared with other existing scores and systems.

Methods

Dataset
This work uses the Multiparameter Intelligent Monitoring in Intensive Care (MIMIC)-III version 1.3 dataset [10], compiled from the Beth Israel Deaconess Medical Center (BIDMC) in Boston, MA between 2001 and 2012. The MIMIC-III set includes anonymized data from over 52,000 ICU stays and more than 40,000 patients. The InSight algorithm uses only the EHR-entered components of the MIMIC-III set, and does not require real-time waveform data or the interpretation of free text notes. The MIMIC-III set includes data logged using the CareVue (Philips) and Metavision (iMDSoft) EHR systems, which handle and store some pieces of information differently. These systems were used at BIDMC from 2001 to 2008 and 2008 to 2012, respectively. Since the original MIMIC-III data collection did not impact patient safety and all data were deidentified in accordance with the Health Insurance Portability and Accountability Act (HIPAA) Privacy Rule, the requirement for patient consent was waived by the Institutional Review Boards of BIDMC and the Massachusetts Institute of Technology.

Data Extraction and Imputation
We collect a variety of data from the MIMIC-III dataset to define sepsis onset and calculate the InSight score, as well as other scores such as MEWS and SOFA for comparison. All data are extracted from the MIMIC-III set using custom PostgreSQL (PostgreSQL Global Development Group) queries. These measurements are temporally binned using a bin width
of one hour; the measurement values are then averaged within a bin. This process and all subsequent calculations are carried out in MATLAB (The Mathworks, Natick, MA). Missing data are imputed using a “carry-forward” system, where the most recent bin value is carried forward to fill subsequent empty bins. In order to provide a comparison not confounded by different data availability at different times preonset, bins that precede the collection of any measurements of the corresponding type are back-filled with the value of the first subsequent bin with measurements. These processed data are then used in downstream calculations.

Gold Standard

We follow the sepsis definition promulgated by Singer et al [3]. Specifically, Singer et al define sepsis as “life-threatening organ dysfunction caused by a dysregulated host response to infection ... [signified by] an acute change in total SOFA score ≥2 points consequent to the infection.” Following the retrospective validation study of Seymour et al [11], we retrospectively equate suspicion of infection with an order for a culture lab draw, together with a dose of antibiotics, within a specified window (see Table 1). Due to limitations of the latest release of MIMIC-III (v1.3), negative cultures (blood and other types) are underreported in the database.

Table 1. Windows of suspected infection, as defined by the presence of a culture and antibiotic administration, following Seymour et al [11].

| First event                                      | Window in which second event must occur |
|-------------------------------------------------|----------------------------------------|
| Antibiotics administered                        | Culture taken in the following 72 hours|
| Culture taken                                   | Antibiotics administered in the following 24 hours |

Selected Clinical Measurements and Patient Inclusion

The learning method employed by InSight is flexible with regard to the patient data it uses. For the present work, we have selected systolic blood pressure, pulse pressure, heart rate, respiration rate, temperature, peripheral capillary oxygen saturation (SpO₂), age, and Glasgow Coma Score (GCS). All of these features are nearly universally available at the bedside and do not rely on laboratory tests. There is disagreement about which patient measurements constitute vital signs with the most restrictive definitions only including temperature, heart rate, blood pressure, and respiratory rate, and the most inclusive ones including all of the patient data used in this study with the exception of age [13,14]. Thus, we have collectively labeled the set of measurements used in this study as “extended vital signs.” Although we train and test our method in the ICU, we note that these or similar features should also be available in other settings. Successful prediction from a minimal set of extended vital signs allows for general application of our approach. This feature is particularly useful for patients that cannot be assessed using other scoring systems (eg, SOFA). We exclude all ICU stays from consideration if any of the following are true: the patient was not at least 15 years old (to eliminate pediatric patients); no measurements were recorded in the ICU; the ICU data was logged using CareVue, rather than Metavision; one or more of the measurements required for our predictor were not recorded at any time during the ICU stay; sepsis onset as defined above occurs, but is more than 500 or less than 7 hours into the ICU stay. The inclusion diagram is presented as Figure 1 and the demographic distribution of patients aged 15 years or more is presented as Table 2. It is important to note that the overall hospital mortality rate of 6.9% for all patients meeting inclusion criteria is significantly lower than the mortality rate for sepsis patients only. This is because the overall study population, as detailed in Table 2, includes patients in all ICU units including low mortality settings like the CSRU. In contrast, the vast majority (over 75%) of infectious disease patients in MIMIC III are in the MICU, which has a median hospital length of stay of 6.4 days and a hospital mortality rate of 14.5% [10].

The requirement that sepsis onset in an included patient occurs be at least 7 hours into their ICU stay is for clarity of presentation. In operation, InSight only requires data from the 2 hours preceding prediction time. Given that most patients will have EHR data from a hospital unit that preceded the ICU admission (eg, emergency department, inpatient floor), the predictor will become active at time of admission to the ICU. Notably, the predictor can become active 2 hours after ICU admission at the latest. However, we demonstrate the predictive performance of our approach for various prediction horizons, ie, lengths of time prior to the sepsis onset event. In order for this comparison to not be confounded by differing patient inclusion (varying size and composition) at different horizons, we apply a single, consistent, and conservative inclusion criterion of sepsis onset at least 7 hours into the ICU stay. The requirement that sepsis onset occur within 500 hours (over 20 days) is for convenience of analysis and is minimally restrictive; as shown in Table 2, only 5.1% of patients (1149 patients) have
ICU stays of 12 or more days. Similarly, the requirement that all of the chosen measurements are present during the ICU stay is also for analytical convenience, eliminating less than 500 patients, and need not be strictly applied in practice. We plan to loosen this constraint in future work.

The use of only Metavision patients deserves special discussion. For ICU stays logged using the CareVue system, data about procedures performed (ie, cultures being taken) does not appear in the MIMIC-III database in as detailed and comprehensive a fashion as for ICU stays logged using Metavision. Further, while the MIMIC-III version 1.3 dataset includes information from the BIDMC microbiology lab, reporting positive cultures and the results thereof for all patients, negative cultures are not reported consistently. The combination of these facts means that negative cultures are underreported for CareVue patients. This in turn implies that suspicion of infection, as defined by the cooccurrence of culture and antibiotics, is systematically underrepresented in these ICU stays, resulting in a sepsis prevalence of 3.5% for CareVue patients versus 11.3% for Metavision. In light of this disparity, we chose to exclude CareVue patients from our analyses.

We performed an auxiliary analysis to eliminate patients who received antibiotics prior to the start of their ICU stay (4078 of the 23,906 Metavision ICU stays). This was intended to be a highly sensitive, albeit nonspecific way of removing pre-ICU sepsis cases. Since the exact time-stamp of the start of an ICU stay was not available, we approximated it as 60 minutes prior to initial measurement of any of the extended vital signs from the list in the Clinical Measurements section. Although the 60-minute approximation is discussed here, we also examined various other time windows, and the set of excluded patients was not strongly sensitive to the cutoff time used. With the pre-ICU antibiotic removal, the remaining 19,828 ICU stays were screened identically as previously described, leaving a set of 1840 septic ICU stays and 17,214 nonseptic ICU stays (9.66% sepsis prevalence).

Table 2. Demographics of the included Multiparameter Intelligent Monitoring in Intensive Care version III (MIMIC-III) intensive care unit stays. All stays correspond to patients aged 15 years or more (21,173 hospital admissions).

| Demographic characteristic | Number of ICU Stays n (%) |
|----------------------------|---------------------------|
| **ICU type**               |                           |
| medical intensive care unit| 9460 (41.89)              |
| cardiac surgery recovery unit| 3345 (14.81)            |
| surgical intensive care unit| 4293 (19.01)             |
| coronary care unit         | 2726 (12.07)              |
| trauma-surgical intensive care unit | 2759 (12.22) |
| **Gender**                 |                           |
| Female                     | 9902 (43.85)              |
| Male                       | 12,681 (56.15)            |
| **Age (years)**            |                           |
| 15-17                      | 25 (0.1)                  |
| 18-29                      | 982 (4.3)                 |
| 30-39                      | 1132 (5.01)               |
| 40-49                      | 2176 (9.64)               |
| 50-59                      | 4038 (17.88)              |
| 60-69                      | 5159 (22.84)              |
| 70+                        | 9071 (40.17)              |
| **Length of stay (days)**  |                           |
| 0-2                        | 15,178 (67.21)            |
| 3-5                        | 4267 (18.89)              |
| 6-8                        | 1340 (5.93)               |
| 9-11                       | 649 (2.9)                 |
| 12+                        | 1149 (5.09)               |
| **Death during hospital stay** |                       |
| Yes                        | 1569 (6.95)               |
| No                         | 21,014 (93.05)            |

aIQR: interquartile range.
Machine Learning Methods

The training and testing process for the InSight prediction system consists of 4 stages: data partitioning, feature construction, classifier training, and classifier testing. The entire training and testing procedure is shown diagrammatically in Figure 2. In the first stage, data are partitioned into 4 folds for cross-validation. Each fold is individually used for testing, while the other 3 folds are concatenated to make the corresponding training set. For each cross-validation fold, feature construction is conducted using the training set. Features include the values of the clinical (vital sign) variables chosen for each of the last 2 hours, denoted \( x_1 \) and \( x_2 \); continuous, nonlinear function approximations for each posterior probability of sepsis (s=1) given a smoothed estimate of a single clinical variable \( x_1 \), that is, \( P(s=1 \mid x_1) \); analogous continuous approximations where \( \Delta x_i = (x_1 - x_2)_i \) is the input, \( P(s=1 \mid \Delta x_i) \); and tabular approximations to the posterior probability of sepsis, given combinations of discretized versions of 2 or 3 of the \( \Delta x_i \), that is, \( P(s=1 \mid \Delta x_1, \Delta x_i) \) or \( P(s=1 \mid \Delta x_1, \Delta x_1, \Delta x_i) \). All of these approximations to posterior probabilities of sepsis are calculated exclusively using the training set. The final feature set is:

\[
\xi = [x_1, x_2, \ldots, P(s=1 \mid x_1), \ldots, P(s=1 \mid \Delta x_1), \ldots, P(s=1 \mid \Delta x_2, \Delta x_1, \Delta x_i), \ldots]
\]

In our first experiment, we assess how performance changes as we use InSight to predict whether the patient will become septic at increasingly long times into the future. The InSight classifier is given the constructed features and trained to predict whether the patient will be septic (class 1) or not (class 0). This training uses elastic net regularization, which induces a degree of sparsity among the feature weights [15,16]. Finally, the trained classifier is assessed on the disjoint test set; all performance measures presented in this paper are computed on test sets. The entire procedure (fold selection, feature construction, classifier training, and classifier testing) is repeated with independent random partitioning of the data into folds 4 times (ie, 4-fold cross-validation), and for each partitioning, 5 prediction horizons are tested. For each of 0, 1, 2, 3, and 4 hours preceding the time of sepsis onset, we compared InSight with qSOFA, MEWS, and SIRS calculated at that time, as well as the SOFA and SAPS II scores computed at ICU admission. While these risk scores are not all sepsis-related, they capture illness severity and represent important benchmarks for performance.

In our second experiment, we test the performance of the InSight system in the presence of data sparsity. This situation is simulated by deleting individual EHR-recorded observations according to a random selection procedure. We delete individual observations of the measurements used by our predictor: invasive and noninvasive blood pressure, heart rate, respiration rate, temperature, \( \text{SpO}_2 \), and GCS. The frequencies with which these values are recorded in the MIMIC-III database are presented in Table 3. These frequencies are on the order of one measurement per hour, close to our temporal discretization frequency. In our experiments, we require that the first measurement of each type for every ICU stay is retained, but all subsequent measurements for every ICU stay may be deleted uniformly at random with a specified probability of deletion, \( P \). We set \( P = \{0, .1, .2, .4, .6\} \) in our experiments. After this random data deletion procedure, we reprocess and impute the data. Note that the gold standard (presence of sepsis and onset time) is determined using the full dataset, and thus is consistent for each ICU stay across all experiments presented here. All subsequent training and testing procedures are similar to the previous experiment.
Table 3. Per-hour observation frequencies among included ICU stays (n=22,853). Three ICU stays were of less than 60 minutes and were discarded from these calculations.

| Measurement   | Mean (SD) (h⁻¹) | Median (IQR) (h⁻¹) | Fraction of ICU stays (Fᵇ) |
|---------------|-----------------|--------------------|---------------------------|
| GCS³          | 0.29 (0.16)     | 0.25 (0.21-0.29)   | 1                         |
| Heart rate    | 1.31 (3.32)     | 1.07 (1.01-1.16)   | 1                         |
| Respiration rate | 1.30 (3.26)     | 1.06 (1.00-1.16)   | 1                         |
| SpO₂ᵈ         | 1.27 (3.01)     | 1.06 (0.99-1.17)   | 1                         |
| Temperature   | 0.31 (0.21)     | 0.27 (0.23-0.314)  | 1                         |
| NIDiasABPᵉ    | 0.76 (0.39)     | 0.88 (0.46-1.02)   | 0.99                      |
| NISysABPᶠ     | 0.76 (0.39)     | 0.88 (0.46-1.02)   | 0.99                      |
| SysABPᵍ       | 0.41 (1.55)     | 0 (0-0.76)         | 0.43                      |
| DiasABPʰ      | 0.41 (1.55)     | 0 (0-0.76)         | 0.43                      |

ᵃIQR: interquartile range.
ᵇF: the fraction of these ICU stays with at least one measurement of the given type.
ᶜGCS: Glasgow Coma Score.
ᵈSpO₂: peripheral capillary oxygen saturation.
ᵉNIDiasABP: noninvasive diastolic arterial blood pressure.
ᶠNISysABP: noninvasive systolic arterial blood pressure.
ᵍSysABP: invasive systolic arterial blood pressure.
ʰDiasABP: invasive diastolic arterial blood pressure.

Figure 2. Training and testing procedure. The innermost steps in the process (rightmost) are repeated for each partitioning of the data into cross-validation folds (4 partitionings), for each test cross-validation fold in each partition (4 folds), and each time horizon (5 time horizons). ICU: intensive care unit.

Results

The comparison of InSight results with each of qSOFA, MEWS, and SIRS, as well as the SOFA and SAPS II scores computed at ICU admission, for sepsis onset and preceding times are presented graphically in Figures 3, 4, and 5. Additional performance measures appear in Table 4. At the time of onset, the InSight AUROC (0.8799 [SD 0.0056]) and APR are superior to all of the other methods tested (P<.001 in all cases, assuming normality). This advantage persists at longer preonset prediction times (P<.001 for all AUROC cases and precision-recall for methods other than SOFA; P<.001 and P=.37 for APR against SOFA at 1 and 2 hours before onset, inferior to admission SOFA in APR with P=.001 and P=.009 for 3 and 4 hours before onset).
The ROC curves of InSight and the competing scores are shown in Figure 3. As InSight is trained to value sensitivity and specificity equally, the ROC curves tend to show a balance between these two constraints. The AUROC advantage held by InSight is demonstrated by the form of the ROC curve compared with the other methods (ie, the InSight ROC curve generally shows higher sensitivity or specificity, or both, compared with points on the other curves).

Figure 5 shows the area under the precision-recall curves for all scores. Precision-recall and ROC curves have a one-to-one correspondence, but emphasize different aspects of the data. While ROC curves are not sensitive to the prevalence of the Class 1 condition (ie, sepsis), the precision value (also known as positive predictive value or PPV) is directly influenced by the prevalence of the Class 1 condition. Further performance measures are presented in Table 4. InSight simultaneously achieves moderate sensitivity and specificity, while also attaining good diagnostic odds ratio (DOR) values.

We performed an auxiliary analysis where we eliminated patients who received antibiotics prior to the start of their ICU stay, and the resulting AUROC and model performance metrics were not found to be significantly different from those reported in Figure 3 and Table 4.

We computed the performance of the InSight system for random observation deletions, where these occurred with probability \( P = \{0, .1, .2, .4, \text{ and } .6\} \), with preonset prediction times of 0, 1, 2, and 4 hours. The results of these experiments appear as Figures 6, 7, and 8 and Table 5. The typical frequencies of raw data in our patient population (Table 3) are approximately one per hour. Since we discretize in one-hour intervals, the random data deletions studied here are in a critical regime around the discretization rate and should be expected to affect InSight’s performance.

Figure 6 shows the ROC curves at selected preonset prediction times and random dropout frequencies. The ROC curves largely maintain performance, even with more than half of all measurements removed. In fact, for predictions 4-hours ahead, and with 60% of measurements missing, InSight achieves performance similar to qSOFA detection with no dropout. Full area under ROC and precision-recall curves as a function of time preceding onset are illustrated in Figures 7 and 8, and are further detailed in Table 5.

Table 4. Detailed performance measures for InSight and competing scores on the complete Multiparameter Intelligent Monitoring in Intensive Care version III (MIMIC-III) data set, with operating points chosen to make sensitivities close to 0.80. Note that all of quick SOFA’s operating points produced sensitivities far from 0.80.

| InSight: 0 hours | InSight: 4 hours | SIRS | quick SOFA | MEWS | SAPS II | SOFA |
|------------------|------------------|------|------------|------|---------|------|
| AUROC\(e\)      | 0.88 (SD 0.006)  | 0.74 (SD 0.010) | 0.61 | 0.77 | 0.80 | 0.70  | 0.73 |
| APR\(f\)        | 0.60 (SD 0.016)  | 0.28 (SD 0.013) | 0.16 | 0.28 | 0.33 | 0.23  | 0.28 |
| Sensitivity      | 0.80             | 0.80             | 0.72 | 0.56 | 0.70 | 0.75  | 0.80 |
| Specificity      | 0.80             | 0.54             | 0.44 | 0.84 | 0.77 | 0.52  | 0.48 |
| F1\(g\)         | 0.47             | 0.30             | 0.24 | 0.39 | 0.40 | 0.27  | 0.27 |
| DOR\(h\)        | 15.51            | 4.75             | 2.06 | 6.33 | 7.85 | 3.26  | 3.71 |
| LR+\(i\)        | 3.90             | 1.75             | 1.30 | 3.37 | 3.05 | 1.57  | 1.55 |
| LR-\(j\)        | 0.25             | 0.37             | 0.63 | 0.53 | 0.39 | 0.48  | 0.42 |
| Accuracy         | 0.80             | 0.57             | 0.47 | 0.80 | 0.76 | 0.55  | 0.52 |

\(a\)SIRS: systemic inflammatory response syndrome  
\(b\)MEWS: Modified Early Warning Score.  
\(c\)SAPS II: Simplified Acute Physiology Score II.  
\(d\)SOFA: Sequential (Sepsis-Related) Organ Failure Assessment.  
\(e\)AUROC: area under the receiver operating characteristic curve.  
\(f\)APR: area under the precision-recall curve.  
\(g\)F1: harmonic mean of precision and recall.  
\(h\)DOR: diagnostic odds ratio.  
\(i\)LR+: positive likelihood ratio.  
\(j\)LR-: negative likelihood ratio.
Table 5. Detailed performance measures of InSight when tested and trained with raw data dropouts. Operating points were chosen according to the same procedure as in Table 4.

|                          | InSight, 0 hour, 0% dropout | InSight, 0 hour, 10% dropout | InSight, 0 hour, 20% dropout | InSight, 0 hour, 40% dropout | InSight, 0 hour, 60% dropout | InSight, 4 hour, 0% dropout | InSight, 4 hour, 60% dropout |
|--------------------------|-----------------------------|-----------------------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| AUROC \(^a\)             | 0.89 (SD 0.010)             | 0.87 (SD 0.006)             | 0.84 (SD 0.011)               | 0.83 (SD 0.012)               | 0.78 (SD 0.013)               | 0.75 (SD 0.008)               | 0.73 (SD 0.010)               |
| APR \(^b\)               | 0.60 (SD 0.022)             | 0.57 (SD 0.015)             | 0.54 (SD 0.022)               | 0.49 (SD 0.021)               | 0.40 (SD 0.015)               | 0.27 (SD 0.012)               | 0.27 (SD 0.009)               |
| Sensitivity              | 0.82                        | 0.80                        | 0.80                          | 0.80                          | 0.80                          | 0.80                          | 0.80                          |
| Specificity              | 0.68                        | 0.68                        | 0.68                          | 0.59                          | 0.55                          | 0.52                          |
| F1 \(^c\)                | 0.49                        | 0.45                        | 0.40                          | 0.37                          | 0.32                          | 0.30                          | 0.29                          |
| DOR \(^d\)               | 17.90                       | 14.14                       | 10.23                         | 8.31                          | 5.76                          | 4.95                          | 4.38                          |
| LR+ \(^e\)               | 4.37                        | 3.62                        | 2.85                          | 2.46                          | 1.95                          | 1.79                          | 1.67                          |
| LR- \(^f\)               | 0.24                        | 0.26                        | 0.28                          | 0.30                          | 0.34                          | 0.36                          | 0.38                          |
| Accuracy                 | 0.82                        | 0.78                        | 0.73                          | 0.69                          | 0.61                          | 0.58                          | 0.55                          |

\(^a\)AUROC: area under the receiver operating characteristic curve.
\(^b\)APR: area under the precision-recall curve.
\(^c\)F1: harmonic mean of precision and recall.
\(^d\)DOR: diagnostic odds ratio.
\(^e\)LR+: positive likelihood ratio.
\(^f\)LR-: negative likelihood ratio.

Figure 3. Receiver operating characteristic curves for InSight versus competing methods at time of onset. MEWS: Modified Early Warning Score; SOFA: Sequential (Sepsis-Related) Organ Failure Assessment; qSOFA: quick SOFA; SAPS II: Simplified Acute Physiology Score II; SIRS: systemic inflammatory response syndrome.
Figure 4. Test set area under receiver operating characteristic curves for InSight and competing methods as a function of the amount of time by which prediction precedes potential sepsis onset. Error bars of 1 standard deviation are shown for InSight, where the standard deviation is calculated using performance on the cross-validation folds. AUROC: area under the receiver operating characteristic curve; MEWS: Modified Early Warning Score; qSOFA: quick SOFA; SIRS: systemic inflammatory response syndrome.

Figure 5. Test set area under precision-recall curves for InSight and competing methods as a function of the amount of time by which prediction precedes potential sepsis onset. Error bars of ± 1 standard deviation are shown for InSight, where the standard deviation is calculated using performance on the cross-validation folds. APR: area under the precision-recall curve; MEWS: Modified Early Warning Score; qSOFA: quick SOFA; SIRS: systemic inflammatory response syndrome.
Figure 6. Receiver operating characteristic curves for InSight at selected preonset prediction times and random dropout frequencies.

Figure 7. Area under the receiver operating characteristic curve (AUROC) for InSight versus preonset prediction time. Each line corresponds to the indicated measurement dropout frequency. All experiments are run with 4-fold cross-validation, with the data repartitioned 4 times.
Discussion

Principal Findings

We tested and validated InSight, a machine learning-based system for predicting the onset of sepsis from flexible and minimal data. Using the retrospective MIMIC-III dataset and the new Sepsis-3 definition of sepsis, we trained this system to predict sepsis onset and tested its performance. InSight classifies patients (septic vs nonseptic) with a performance that is superior to the corresponding qSOFA, SIRS, and MEWS scores, and it is also superior to the SOFA and SAPS II scores generated at time of admission based on AUROC analysis. It is important to note that MEWS and SAPS II were not explicitly designed for the purpose of sepsis-related severity measurement or prediction. However, these canonical scores represent an important and well-known benchmark for comparison since they are commonly used for sepsis management in clinical settings. InSight’s superior performance is achieved despite using only age and extended vital sign measurements. All of the extended vital sign measurements (systolic blood pressure, pulse pressure, respiration rate, heart rate, SpO_2, body temperature, and GCS) are commonly available and are easily assessed at the bedside. While the InSight system does not offer a manually computable score, it does provide a compelling alternative to the qSOFA and SIRS scores in an increasingly EHR-integrated hospital environment.

Figures 3 and 4 compare the ROC curves of InSight with alternative scoring systems. InSight generally attains significantly better performance. This result means that, for nearly any specified sensitivity, InSight offers superior specificity, and vice versa. Under the gold standard defined above, sepsis has a prevalence of 11.3% (2577/22,853). Furthermore, removing patients who received pre-ICU antibiotics from the analysis did not significantly affect the results. As seen in the precision-recall curve of Figure 5, InSight’s PPV can easily be operated over 0.5 for 0-hour detection. For prediction one or more hours ahead, a PPV of approximately 0.4 can be obtained if a relatively low sensitivity is acceptable. This would potentially allow narrowly targeted interventions to be applied to a subset of patients whose sepsis diagnosis is nearly certain, while identifying the remaining cases in a more timely manner when their impending sepsis onset becomes more evident.

The detailed numerical results in Table 4 show that InSight provides a superior sepsis predictor compared with the alternatives, which tend to have average performance across all measures (SAPS II, MEWS, SOFA) or a large imbalance between sensitivity and specificity (qSOFA, SIRS). While we could choose a different alarm threshold to match or exceed the sensitivity of qSOFA, we would do so at the cost of the other metrics. With respect to the competing scores, the performance of InSight stands out, both because it has a high DOR and because it strikes a balance between the other performance metrics without degrading another area. Unlike accuracy, DOR is independent of the prevalence of the positive class. Notably, InSight performance 4 hours prior to the onset of sepsis is at least as strong, if not stronger, than the comparison methods.

To improve performance over current scoring systems, InSight learns patterns in the trends and correlations among extended vitals through a machine learning process. Several of these extended vitals are also used by SIRS and qSOFA, in conjunction with a suspicion of infection, to diagnose for sepsis, especially outside the ICU setting. The use of correlations in InSight is an extension of the approach used by the MEWS scoring system that normalizes patient vitals and sums the results, thereby incorporating some interrelations among different clinical variables. APACHE III also incorporates interrelations among certain variables (eg, pH and pCO_2) via ...
lookup information in InSight builds on the strategy used by SOFA and APACHE III, where the highest daily value of several patient measurements may be used for score calculations, which implies incorporation of some temporal information.

InSight is also shown by these experiments to be relatively resistant to performance loss from reduced measurement availability. Table 5 presents a variety of performance data for predictors throughout a range of preonset prediction time and random dropout frequency. InSight at 40% dropout frequency and at the time of sepsis onset (Table 5) attains performance superior to MEWS at the time of sepsis onset (Table 4). Even with a 60% dropout frequency, InSight attains performance that is slightly better than at a prediction time 4 hours before sepsis onset. This result indicates that even if measurement frequency is reduced to well below the prevailing temporal discretization frequency, prognostication is a more difficult task than dealing with measurement dropout. Figure 6, which shows individual ROC curves, and Figures 7 and 8, which show trends across the regime and inter-fold variability, also support this conclusion.

These experiments show InSight to be an effective, high performance predictor that uses readily available bedside data for its calculation. This performance is achieved by applying machine learning methods to the relatively simple vital signs data. As noted in the methods section, InSight only uses data that would be readily available via ubiquitous monitoring devices (pulse oximeter, blood pressure monitor, etc) and a simple exam. This is a significant difference when compared with the MEWS, SOFA, and SAPS II scoring systems. Additionally, because InSight is a machine learning algorithm, it is not restrained to these particular input measurements. In implementation, InSight can be trained on the data available in any given setting and will utilize the available measurements that are most relevant to the desired prediction outcome. Of course, performance metrics would be expected to vary with the type and amount of input data available, and training and validation would be required on any novel dataset.

While this is a retrospective study, we are planning future prospective studies through EHR integration of the InSight algorithm in an ICU setting. Within that setting, InSight has the potential to identify patients at risk of developing sepsis prior to serious patient deterioration or multiple organ failure. InSight’s predictive discrimination at 4 hours preceding sepsis onset, as demonstrated in this work, may afford a valuable time window for course-altering clinical intervention. Furthermore, the improvement of sensitivity and specificity over existing sepsis detection methods increases confidence in the accuracy of the InSight sepsis alert and therefore may reduce the “alarm fatigue” associated with inaccurate warning systems [17]. Alarm fatigue is defined as the scenario in which too many alarms lead to a decrease in clinician response speed or rate. With increased accuracy and advance warning of impending sepsis, InSight has the potential to improve monitoring and treatment for patients who are at risk of sepsis development and to reduce the associated high rates of morbidity and mortality.

Many scoring systems are used for predicting patient outcomes or treatment guidance, despite not being developed for these purposes (eg, SOFA). We present a purpose-built alternative to these systems, based on ubiquitously available vital sign data, for predicting sepsis onset in ICU patients. In this study, InSight outperforms all of the other sepsis scoring systems during testing in a variety of realistic conditions. Compared with previous machine learning systems, InSight attains similar [18] or better [19,20] AUROC performance at sepsis detection (0.8799 [SD 0.0056], at 0-hours preonset) and offers some prognostic ability while using a significantly more limited collection of patient data [21].

**Limitations**

There are several practical limitations in this study. First, it is not designed to “discover” a set of rules that could create a manual scoring system. InSight is designed as an automatic, EHR-integrated system. Due to its several sequential calculations, including mapping of the input data to a higher-dimensional feature space, InSight scores are infeasible to calculate by hand. These calculations are trivial for a computer, however, and can be executed in fractions of a second. Future work may investigate how the InSight system can provide clear explanations of its predictions to clinicians including formulae for approximate manual calculations. The gold standard that is based on the Sepsis-3 definitions [3] also presents several difficulties. Sepsis onset is a poorly defined event and identification of an onset time was not the intention of Singer et al; therefore, using their definition for this purpose may be problematic.

We have also chosen to use only a subset of patients in the MIMIC-III (v1.3) database. Because the currently available version of MIMIC-III under-reports cultures, particularly for patients recorded using the CareVue system, we have chosen to work only with patients recorded using the alternative Metavision system to get a more complete picture of suspected infection at various sites. Future work will address these limitations.

An additional limitation is that this study was performed exclusively on ICU data and at a single center, which may limit generalization of our results to other hospitals and hospital systems. While InSight operates using only data that are commonly available in nonICU wards, the outcomes reported in this particular study on ICU data do not provide a guarantee of equivalent performance in other settings.

**Conclusion**

Sepsis prediction is a challenging problem and remains so despite many years of research and development efforts because its manifestation is often unclear until later stages. InSight is a machine learning approach specifically designed for this challenge. In this study, InSight is shown to be an effective predictor that uses simple and readily available patient data for its calculation. However, in our experiments, the performance of InSight is better than the complex, laboratory-value-dependent SAPS II and SOFA scores when computed at ICU admission, and it performs comparably with other machine learning methods in the literature without requiring the laboratory tests.
that they incorporate. These experiments also show that InSight is resistant to performance degradation from significant random data deletion used to simulate real-world data unavailability. InSight is also superior in performance to the qSOFA and SIRS scoring systems that use similar data for calculation. While these two scores have the advantage of being easily computable without computer assistance, InSight is readily applicable autonomously in an EHR-integrated environment and offers a high-performance alternative without requiring the collection of any additional data.
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Abstract

Background: The treatment of neonatal and pediatric patients is limited to certain medical institutions depending on treatment difficulty. Effective patient transfers are necessary in situations where there are limited medical resources. In South Korea, the government has made a considerable effort to establish patient transfer systems using various means, such as websites, telephone, and so forth. However, in reality, the effort has not yet been effective.

Objective: In this study, we ran a patient transfer information system using a social app for effective patient transfer. We analyzed the results, satisfaction levels, and the factors influencing satisfaction.

Methods: Naver Band is a social app and mobile community application which in Korea is more popular than Facebook. It facilitates group communication. Using Naver Band, two systems were created: one by the Neonatal Intensive Care Unit and the other by the Department of Pediatrics at Chonbuk National University Children's Hospital, South Korea. The information necessary for patient transfers was provided to participating obstetricians (n=51) and pediatricians (n=90). We conducted a survey to evaluate the systems and reviewed the results retrospectively.

Results: The number of patients transferred was reported to increase by 65% (26/40) obstetricians and 40% (23/57) pediatricians. The time taken for transfers was reported to decrease by 72% (29/40) obstetricians and 59% (34/57) pediatricians. Satisfaction was indicated by 83% (33/40) obstetricians and 89% (51/57) pediatricians. Regarding factors influencing satisfaction, the obstetricians reported communication with doctors in charge (P=.03) and time reduction during transfers (P=.02), whereas the pediatricians indicated review of the diagnosis and treatment of transferred patients (P=.01) and the time reduction during transfers (P=.007).

Conclusions: The users were highly satisfied and different users indicated different factors of satisfaction. This finding implies that users’ requirements should be accommodated in future developments of patient transfer information systems.

(JMIR Med Inform 2016;4(3):e26) doi:10.2196/medinform.5984
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Introduction

The treatment of neonatal and pediatric patients in South Korea is limited to certain types of medical institutions depending on disease specificity, patient severity, and treatment difficulty. The amount of medical resources available varies greatly from region to region, with obvious differences in medical infrastructure and administration quality. It is necessary for each region to be equipped with highly trained medical professionals and competent medical facilities, but the availability of such resources is often limited [1-2]. Neonatal and pediatric patients, in particular, are frequently found in emergencies requiring immediate medical attention. When they are transferred from primary or secondary hospitals to tertiary hospitals, a considerable amount of time is often spent locating and identifying available hospital resources, causing significant treatment delays [3-6]. To address this issue, the Emergency Medical Service Act has been enacted in South Korea to strengthen the medical infrastructure. The government has taken the initiative of establishing a National Emergency Medical Center and providing the relevant medical information. Nevertheless, due to information inaccuracy and functional limitations, government authorities and medical professionals have begun to discuss a more efficient emergency medical information system [4].

For the efficient transfer of emergency patients, the emergency medical information provided must be easily accessible and accurate. To this end, social media are perceived as important platforms where users can easily access and share various information. Social media are Web-based services that allow users to form interpersonal networks and to use the networks to connect and communicate with new people [7,8]. The widespread use of mobile phones has enabled real-time communication on social media, and they are currently used in numerous fields due to the efficiency of their information-sharing capabilities. Social media are also widely used in medicine. Notable users include the Centers for Disease Control and Prevention, World Health Organization, and American Public Health Association, which use social media for their information sharing and communication efforts. There are ongoing studies into the use of social media in the medical field and its effectiveness in the United States and other countries [9-13]. In this study, we aimed to develop a model for using the real-time information-sharing function of social media as a patient transfer system. We used a social media platform to create and run a neonatal and pediatric patient transfer information system for obstetric and pediatric physicians in the Jeollabuk-do region of South Korea. We also conducted a questionnaire-based survey to assess the satisfaction with the system and to identify the factors related to satisfaction. We then used the data to identify areas requiring improvement to establish more effective patient transfer information systems in the future.

Methods

Study Design and Participants

The Neonatal Intensive Care Unit and Department of Pediatrics of Chonbuk National University Children's Hospital ran a neonatal and pediatric patient transfer information system (hereinafter, “the Bands”) using Naver Band, which is a closed-type social network service developed by the Internet portal Naver. The Neonatal Intensive Care Unit Band (hereinafter, “NICU Band”) was opened to obstetric physicians since August 2013 and the Department of Pediatrics Band (hereinafter, “DP Band”) was opened to pediatric physicians since November 2014.

The main operators of the NICU Band were the supervising professors and nurse practitioners in the NICU. The nurse practitioners provided daily notifications of the availability of beds and mechanical ventilation equipment, which are essential to patient transfers, so that local obstetricians could take necessary actions based on the information. As most of the neonatal patients transferred to the NICU are in critical condition, transfer notifications of neonatal patients were not usually posted on the Band before the transfer. On the day after the transfer, the professor in charge of the NICU posted a notice of the diagnosis, treatment, and condition of the patient on the Band so that the information was shared with the obstetrician who transferred the patient. The professor also issued daily updates of the condition of any patient who had been transferred to the NICU and was still hospitalized. Training information about neonatal diseases was also provided on the Band, so that the local obstetricians could learn about the diseases and take adequate action when similar situations arise. Information about any potential epidemics was also notified and shared on the Band when they were detected at community care centers or nurseries.

The main operators of the DP Band were the supervising professors and the doctor in charge of the department. Local pediatricians notified the reason for the transfer and condition of the patient on the Band before transferring the patient. A doctor in charge or a professor responded to the local pediatrician about the patient’s condition, diagnosis, and treatment plans in real time. When necessary, a professor or a doctor in charge could also share information about the patient’s progress after the diagnosis. In addition, the supervising professors shared information about recent epidemics, the latest treatment guidelines, and any other information that might be useful for the training of local pediatricians in the community. Useful information, about conferences, events, and so on, was also shared on the Band. Pursuant to the Personal Information Protection Act, all personally identifiable information was removed before any information was posted on the NICU Band and DP Band. Our study was approved by the Institutional Review Board of Chonbuk National University Hospital.

Questionnaire

After running the Chonbuk National University Children's Hospital Bands, a survey was conducted with 51 obstetricians and 90 pediatricians who joined the Bands. The professors and doctors in charge, who ran the patient transfer information
system, developed an electronic questionnaire using Google Forms. The questionnaire consisted of 14 questions, spanning 7 pages. Multiple-choice questions were used to query the respondent’s department of specialization and sex as well as the duration and frequency of the Band usage. The change in number of patients transferred and time required for transfers was also surveyed to evaluate the effectiveness of the Bands. Satisfaction levels were assessed in 6 categories using Likert scales (5-point scales, with 5 points for very satisfied and 1 point for very dissatisfied) for both categorical satisfaction and overall satisfaction. These 6 categories included information about vacant beds and available equipment in the hospital, information about the transferred patient status, communication with the doctor in charge, rapport with the parents of the patient, decreased time needed for transfer, and checking the diagnosis and confirming the treatment. Short answer questions were used for any additional requests and comments. The survey was tested with the professors and doctors at Chonbuk National University Children’s Hospital in the exact same way, as it would be used with local physicians before being conducted with the local physicians. The real closed e-survey was conducted from August 2015 to October 2015. The questionnaire was advertised through the Naver Band and posted on Google Forms. The Web address was sent out to the participants. Only the participants who received the Web address by email and had a Google account could access the site and participate in the survey. The participant entered the site and read the information about the purpose of the survey and how they could participate. Then, they responded to the questions voluntarily. No incentives were offered for participating in the survey. Responses were automatically saved in Google’s database. The survey could be submitted once the required questions were answered. Once submitted, the respondent was not allowed to edit or review their responses. The survey was submitted after mandatory questions were answered. Multiple entries from the same individual were not allowed by a built-in function provided by Google Forms. A copy of survey questionnaire can be found in Multimedia Appendix 1.

Data Analysis
The statistical analysis was conducted with SPSS, version 21 (IBM Corporation., Armonk, NY, USA), using frequency analysis and bipartite logistic regression analysis as statistical test methods, with P values of less than .05 indicating statistical significance. Frequency analysis was used for the age and sex of the physicians who joined the Bands as well as frequency of usage, number of patients transferred, and time required for transfers to estimate Band usage. For the analysis of factors related to satisfaction, the survey results were divided into a group of highly satisfied respondents (5 points) and a group of all other respondents (4 points and below). Then, binary logistic regression analysis was performed between the 2 groups. We also performed univariate logistic regression analysis and backward multivariate logistic regression analysis to test the correlation between the factors.

Results
Children’s Hospital Band Sign-Up and Questionnaire Response
The number of obstetricians in the Jeollabuk-do region who joined the NICU Band was 51 (77% of the total number of obstetricians in the Jeollabuk-do region). Of those, 34 (66%) were male. The number of pediatricians in the Jeollabuk-do region who joined the DP Band was 90 (68% of the total number of pediatricians in the Jeollabuk-do region). Of those, 40 (44%) were male. The questionnaire was answered by 78% (40/51) obstetricians and 63% (57/90) pediatricians. Of the obstetricians who answered the questionnaire, 67% (27/40) were male and 65% (26/40) were aged 40–49 years. Of the pediatricians who answered the questionnaire, 54% (31/57) were male and 51% (29/57) were aged 40–49 years (Table 1).

Table 1. Members of the transfer information systems and respondents to the questionnaire.

| Factor                                      | Obstetrician in local clinic | Pediatric in local clinic |
|---------------------------------------------|------------------------------|--------------------------|
| Number of physicians who participated in the transfer information system | 51                           | 90                       |
| Total number of respondents to the questionnaire (%) | 40 (78)                     | 57 (63)                  |
| Number of male doctors who replied to the survey (%) | 27 (67)                     | 31 (54)                  |
| Number of members aged between 30 to 39 years (%) | 1 (2)                       | 10 (17)                  |
| Number of members aged between 40 to 49 years (%) | 26 (65)                     | 29 (51)                  |
| Number of members aged older than 50 years (%) | 13 (32)                     | 18 (31)                  |

Frequency and Effects of Using the Children’s Hospital Bands
The most common frequency of using the NICU Band, as indicated by 55% (22/40) respondents, was 5 times or more per week. The preferred means of access included using mobile phones by 92% (53/57) respondents and both mobile phones and computers by 87% (44/51) respondents. As for the DP Band, 35% (20/57) respondents used the band 5 times or more per week. The preferred means of access included using mobile phones by 92% (53/57) respondents and both mobile phones and computers by 4% (2/57) respondents (Figure 1). Since using the Children’s Hospital Band, 65% (26/40) obstetricians and 40% (23/57) pediatricians responded that the number of patients transferred had increased and 72% (29/40) obstetricians and 59% (34/57) pediatricians responded that the time required for transfers had decreased.
Factors Related to Satisfaction With Using the Children’s Hospital Band

In the survey for overall satisfaction with using the Children’s Hospital Band, 83% (33/40) obstetricians and 89% (51/57) pediatricians rated it as 4 points or higher (satisfied or very satisfied; Figure 2).

When the factors influencing satisfaction were grouped into 6 categories and the correlation between the factors and satisfaction was tested by univariate regression analysis, the results were statistically significant for both obstetricians and pediatricians (Tables 2 and 3).

Table 2. Univariate logistic regression analysis of each factor that affected satisfaction with the transfer information system by obstetricians in the local clinic.

| Factor                                           | Odds ratio | 95% CI     | P   |
|--------------------------------------------------|------------|------------|-----|
| Information about vacant beds and available equipment in the hospital | 3.6        | 1.4-8.9    | .005|
| Information about the status of the transferred patient | 12.8       | 1.5-103.7  | .02 |
| Communication with the doctor in charge         | 6.5        | 1.9-22.3   | .003|
| Rapport with the parent(s) of the patient        | 6.4        | 1.5-27.1   | .01 |
| Decreased time needed for transfer               | 5.1        | 1.7-14.2   | .002|
| Checking the diagnosis and confirming the treatment | 5.2        | 1.7-15.9   | .004|

Table 3. Univariate logistic regression analysis of each factor that affected satisfaction with the transfer information system by pediatricians in the local clinic.

| Factor                                           | Odds ratio | 95% CI     | P   |
|--------------------------------------------------|------------|------------|-----|
| Information about vacant beds and available equipment in the hospital | 2.5        | 1.3-4.6    | .002|
| Information about the status of the transferred patient | 2.1        | 1.1-4.3    | .02 |
| Communication with the doctor in charge         | 3.3        | 1.5-7.2    | .002|
| Rapport with the parent(s) of patient         | 3.0        | 1.4-6.5    | .004|
| Decreased time needed for transfer               | 4.5        | 1.7-11.7   | .002|
| Checking the diagnosis and confirming the treatment | 6.6        | 2.2-19.7   | .001|
To identify which of the factors were most strongly correlated with high satisfaction (5 points), backward multivariate bipartite logistic regression analysis was performed between the group with the satisfaction rating of 5 points and the group with the satisfaction rating of 4 points and below, with the data corrected for sex and age. For obstetricians, the ability to communicate with doctors in charge (odds ratio 29, 95% CI 1.311-674.4, \(P=0.03\)) and reduction in time required for transfers (odds ratio 6.5, 95% CI 1.304-37.1, \(P=0.02\)) were highly correlated with satisfaction. For pediatricians, the ability to check the diagnosis and treatment of the patients transferred (odds ratio 3.6, 95% CI 1.276-10.164, \(P=0.01\)) and reduction in time required for transfers (odds ratio 5.6, 95% CI 1.598-19.65, \(P=0.07\)) were highly correlated with satisfaction (Table 4).

Table 4. Adjusted multivariate logistic regression analysis of factors that influence satisfaction with the transfer information systems.

| Factor                                | Odds ratio | 95% CI      | \(P\)   |
|---------------------------------------|------------|-------------|--------|
| Obstetrician of local clinic          |            |             |        |
| Communication with the doctor in charge | 29.7       | 1.3-674.4   | .03    |
| Decreased time needed for transfer    | 6.5        | 1.3-37.1    | .02    |
| Pediatrician of local clinic          |            |             |        |
| To check the diagnosis and confirm the treatment | 3.6        | 1.2-10.1    | .01    |
| Decreased time needed for transfer    | 5.6        | 1.5-19.6    | .007   |

Figure 2. Level of satisfaction with the patient transfer information systems.

Additional Demands and Comments Regarding the Children's Hospital Band

Regarding the additional improvements and developments that the local physicians would like to see in the Children’s Hospital Band, 52% (21/40) obstetricians mentioned the need to expand coverage of the Children’s Hospital Band to other regions and 25% (10/40) obstetricians mentioned the need for real-time monitoring of hospital beds available for transfers. On the other hand, 49% (28/57) pediatricians mentioned the need for real-time monitoring of hospital beds available for transfers, 29% (17/57) pediatricians mentioned faster responses concerning diagnosis and treatment of transferred patients, and 28% (16/57) pediatricians mentioned concerns over the possible leaking of patient information.

One of the obstetricians expressed the difficulty of patient transfers before using the Children’s Hospital Band by saying, \textit{Honestly, as an obstetrician, I would do everything to avoid the transfer process altogether. It was...}
definitely not a pleasant experience getting on the phone and speaking as if I had done something wrong.

One obstetrician commented on the benefit of using the Children's Hospital Band by saying,

Using the Band helps the transfer process a lot. I can now focus on the delivery with greater peace of mind.

One pediatrician also commented,

I am satisfied with the Band because the response I get about the condition of transferred patients is faster than by paper.

Other comments included,

The Band should be expanded to include pediatric surgery, pediatric orthopedics, and many other departments.

and

In addition to the better patient transfer experience, I am also satisfied with other features of the Band, such as information about recent epidemics and refresher training on diseases.

Discussion

Principal Findings

A social media platform was used to run neonatal and pediatric patient transfer information systems to facilitate communication between Chonbuk National University Children's Hospital and local obstetricians and pediatricians in the Jeollabuk-do region. Analysis of the survey responses from the local physicians showed that the users were highly satisfied. Although each group reported different satisfaction factors and additional demands, both groups saw increased numbers of transferred patients and reductions in time required for the transfers since the transfer system was introduced.

The local physicians were highly satisfied with the Chonbuk National University Children's Hospital Bands as they provided real-time updates on bed information of the regional university hospital and allowed communication about the patients' medical information. Factors associated with satisfaction with the Children's Hospital Bands varied between the obstetricians and pediatricians; the obstetricians' main factor of satisfaction was the ability to communicate with the doctors in charge, whereas the pediatricians regarded the ability to check the diagnosis and treatment information of transferred patients as the most important factor of satisfaction. The difference in satisfaction factors between the obstetricians and pediatricians can be explained in the types of patients transferred. Many of the patients transferred from local obstetric clinics and hospitals are high-risk newborn babies with emergencies occurring immediately after the delivery. In dealing with such patients in need of immediate attention with potentially serious outcomes in survivability and medical disputes, the local physicians regard the ability to identify available hospital beds and communicating with doctors in charge of utmost importance [14]. On the other hand, local pediatric clinics and hospitals tend to transfer patients not for emergency measures but for more advanced diagnosis and treatment [15,16].

Therefore, the varying needs and satisfaction factors of each user group suggest that a customized transfer system is required for each field. Satisfaction with the Children's Hospital Bands can be summarized as the reduction in time required for patient transfers, information sharing, and mutual communication, which is made possible through easy access and provision of information about available hospital beds. Delivering the system on a social media platform can overcome the limitations of existing systems that provide information in one direction only.

Comparison With Prior Work

In previous studies of patient transfer systems, Shin (2007) reported the necessity of establishing region-specific health care systems and transfer systems for South Korea by benchmarking the neonatal patient transfer systems of advanced countries [17], whereas Chang (2011) suggested that the establishment of adequately regionalized patient transfer systems was necessary for efficient neonatal intensive care [1]. Even before the popularization of social media, state-initiated patient transfer systems based on mail, telephone, and the personal computer-era Internet were used in numerous countries, but many were regarded as inefficient. In contrast, the running of our regional patient transfer information system on a social media platform proved to be highly satisfying among local physicians. As suggested in previous studies, various efforts should be made to improve satisfaction with the implementation of transfer systems for the efficient treatment of seriously ill neonatal patients, such as improving accessibility to such transfer information systems and adequately identifying the users' needs, as well as through sufficient leveling of hospitals, regionalization, and the introduction of inter-regional transport systems by reworking the facilities, equipment, and structures.

Limitations

This study has a few limitations. First, the survey was conducted with local physicians who are associated with a single university hospital. Therefore, it would be difficult to generalize the survey results to other regions and other hospitals. In case of Japan, the neonatal patient transfer system assigns a level to each NICU and provides a comprehensive view of hospitals available for transfer [18-20]. However, the Chonbuk National University Children's Hospital Bands were limited to providing information about one hospital only. Efforts could be made to benchmark the Japanese transfer system and group multiple hospitals together in each region for a much more effective system. Second, the Children's Hospital Bands only served the obstetricians and pediatricians in the Jeollabuk-do region who joined the Bands; the survey was conducted with those physicians only. Third, the time required for patient transfers in the survey was based on the physician's perception and not objective measurements. For accurate assessment of actual time reduction, objective remeasurements would be necessary.

Conclusions

In conclusion, the survey of a social media–based patient transfer information system showed that the users were highly satisfied with the provision of information and facilitation of mutual communication, which is necessary for efficient patient transfers. User needs varied depending on the specificity of the...
patients transferred. In future developments of patient transfer information systems, the various needs for accessibility to the information system and mutual communication should be accommodated adequately in addition to regionalization and appropriate leveling of hospitals. Furthermore, the patient transfer information system used in our study covered one specific region of a country. A highly effective patient transfer information system would need to go beyond the boundaries of a single region; it needs to connect with other regions and, eventually, connect the whole country. For this reason, we suggest that future studies of patient transfer information systems focus on systems that connect one region to another and on systems that cover the whole nation.
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