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Abstract

Deep embedding methods have influenced many areas of unsupervised learning. However, the best methods for learning hierarchical structure use non-Euclidean representations, whereas Euclidean geometry underlies the theory behind many hierarchical clustering algorithms. To bridge the gap between these two areas, we consider learning a non-linear embedding of data into Euclidean space as a way to improve the hierarchical clustering produced by agglomerative algorithms. To learn the embedding, we revisit using a variational autoencoder with a Gaussian mixture prior, and we show that rescaling the latent space embedding and then applying Ward’s linkage-based algorithm leads to improved results for both dendrogram purity and the Moseley-Wang cost function. Finally, we complement our empirical results with a theoretical explanation of the success of this approach. We study a synthetic model of the embedded vectors and prove that Ward’s method exactly recovers the planted hierarchical clustering with high probability.

1 Introduction

Hierarchical clustering aims to find an iterative grouping of increasingly large subsets of data, terminating when one cluster contains all of the data. This results in a tree structure, where each level determines a partition of the data. Organizing the data in such a way has many applications, including automated taxonomy construction and phylogeny reconstruction [6, 26, 54, 69, 87]. Motivated by these applications, we address the simultaneous goals of recovering an underlying clustering and building a hierarchical tree of the entire dataset. We imagine that we have access to many samples from each individual cluster (e.g., images of plants and animals), while we lack labels or any direct information about the hierarchical relationships. In this scenario, our objective is to correctly cluster the samples in each group and also build a dendrogram within and on top of the clusters that matches the natural supergroups.

Despite significant effort, hierarchical clustering remains a challenging task, theoretically and empirically. Many objectives are NP-Hard [13, 14, 18, 19, 35, 59], and many theoretical algorithms may not be practical because they require solving a hard subproblem (e.g., sparsest cut) at each step [2, 4, 13, 14, 19, 51]. The most popular hierarchical clustering algorithms are linkage-based
methods [40, 46, 72, 83]. These algorithms first partition the dataset into singleton clusters. Then, at each step, the pair of most similar clusters is merged. There are many variants depending on how the cluster similarity is computed. While these heuristics are widely used, they do not always work well in practice. At present, there is only a superficial understanding of theoretical guarantees, and the central guiding principle is that linkage-based methods recover the underlying hierarchy as long as the dataset satisfies certain strong separability assumptions [1, 8, 17, 22, 28, 31, 44, 64, 66, 70, 74, 77].

We consider embedding the data in Euclidean space and then clustering with a linkage-based method. Prior work has shown that a variational autoencoder (VAE) with Gaussian mixture model (GMM) prior leads to separated clusters via the latent space embedding [21, 60, 38, 81, 84]. We focus on one of the best models, Variational Deep Embedding (VaDE) [38], in the context of hierarchical clustering. Surprisingly, the VaDE embedding seems to capture hierarchical structure. Clusters that contain semantically similar data end up closer in Euclidean distance, and this pairwise distance structure occurs at multiple scales. This phenomenon motivates our empirical and theoretical investigation of enhancing hierarchical clustering quality with unsupervised embeddings into Euclidean space.

Our experiments demonstrate that applying Ward’s method after embedding with VaDE produces state-of-the-art results for two hierarchical clustering objectives: (i) dendrogram purity for classification datasets [35] and (ii) Moseley-Wang’s cost function [59], which is a maximization variant of Dasgupta’s cost [19]. Both measures reward clusterings for merging more similar data points before merging different ones. For brevity, we restrict our attention to these two measures, while our qualitative analysis suggests that the VaDE embedding would also improve other objectives.

As another contribution, we propose an extension of the VaDE embedding that rescales the means of the learned clusters (attempting to increase cluster separation). On many real datasets, this rescaling improves both clustering objectives, which is consistent with the general principle that linkage-based methods perform better with more separated clusters. The baselines for our embedding evaluation involve both a standard VAE with isotropic Gaussian prior [41, 65] and principle component analysis (PCA). In general, PCA provides a worse embedding than VAE/VaDE, which is expected because it cannot learn a non-linear transformation. The VaDE embedding leads to better hierarchical clustering results than VAE, indicating that the GMM prior offers more flexibility in the latent space.

Our focus on Euclidean geometry lends itself to a synthetic distribution for hierarchical data. It will serve both as a challenging evaluation distribution and as a model of the VaDE embedding. We emphasize that we implicitly represent the hierarchy with pairwise Euclidean distances, bypassing the assumption that the algorithm has access to actual similarities. Extending our model further, we demonstrate a shifted version, where using a non-linear embedding of the data improves the clustering quality. Figure 1 depicts the original and shifted synthetic data with 8 clusters forming a 3-level hierarchy. The 3D plot of the original data in Figure 1(a) has ground truth pairwise distances in Figure 1(b). In Figure 1(c), we see the effect of shifting four of the means by a cyclic rotation, e.g., \((4, 2, 1, 0, 0, 0) \rightarrow (0, 0, 0, 4, 2, 1)\). This non-linear transformation increases the distances between pairs of clusters while preserving hierarchical structure. PCA in Figure 1(d) can only distinguish between two levels of the hierarchy, whereas VaDE in Figure 1(e) leads to concentrated clusters and identifies multiple levels.

To improve the theoretical understanding of Ward’s method, we prove that it exactly recovers both the underlying clustering and the planted hierarchy when the cluster means are hierarchically
separated. The proof strategy involves bounding the distance between points sampled from spherical Gaussians and extending recent results on Ward’s method for separated data [31, 32]. We posit that the rescaled VaDE embedding produces vectors that resemble our planted hierarchical model, and this enables Ward’s method to recover the clusters and the hierarchy after the embedding.

1.1 Related Work

For flat clustering objectives (e.g., \(k\)-means or clustering accuracy), there is a lot of research on using embeddings to obtain better results by increasing cluster separation [5, 21, 23, 25, 34, 38, 49, 50, 56, 80, 84, 86]. However, we are unaware of prior work on learning unsupervised embeddings to improve hierarchical clustering. Studies on hierarchical representation learning instead focus on metric learning or maximizing data likelihood, without evaluating downstream unsupervised hierarchical clustering algorithms [27, 29, 30, 35, 42, 61, 71, 73, 75, 78, 82]. Our aim is to embed the data into Euclidean space so that linkage-based algorithms produce high-quality clusterings.

Researchers have recently identified the benefits of hyperbolic space for representing hierarchical structure [12, 20, 33, 52, 55, 58, 62, 76]. Their motivation is that hyperbolic space can better represent tree-like metric spaces due to its negative curvature [68]. We offer an alternative perspective. If we commit to using a linkage-based method to recover the hierarchy, then it suffices to study Euclidean geometry. Indeed, we do not need to approximate all pairwise distances — we only need to ensure that the clustering method produces a good approximation to the true hierarchical structure. Our approach facilitates the use of off-the-shelf algorithms designed for Euclidean geometry, whereas other methods, such as hyperbolic embeddings, require new tools for downstream tasks.

Regarding our synthetic model, prior work has studied analogous models that sample pairwise similarities from separated Gaussians [7, 17, 28]. Due to this key difference, previous techniques for similarity-based planted hierarchies do not apply to our data model. We extend the prior results to analyze Ward’s method directly in Euclidean space (consistent with the embeddings).

2 Clustering Models and Objectives

Planted Hierarchies with Noise. We introduce a simple heuristic of constructing a mixture of Gaussians that also encodes hierarchical structure via Euclidean distances. In particular, the resulting new construction (i) approximately models the latent space of VaDE, and (ii) allows us to test the effectiveness of VaDE in increasing the separation among clusters.

We shall refer to our model as BTGM, Binary Tree Gaussian Mixture, formed by a uniform mixture of spherical Gaussians with shared variance and different means. The model is determined by four parameters: height \(h\), margin \(m\), and dimension \(d\), and expansion ratio \(\alpha\), a constant satisfying \(\alpha > 1\). Specifically, in a BTGM with height \(h\) and margin \(m\), we construct \(2^h\) spherical Gaussian distributions with unit variance \(I_d\), whose \(j^{th}\) coordinate \(\mu_i[j]\) is specified by the following equation.

\[
\mu_i[j] = \begin{cases} 
(-1)^{p_{i,j} \cdot m \cdot \alpha^{h-j}}, & \text{for } p_{i,j} \equiv i \pmod{2^{h-i}} \text{ and } j \leq h \\
0, & \text{if } h < j \leq d.
\end{cases}
\] (1)

At a high level, we constructed a complete binary tree of height \(h\), with each leaf corresponding to a spherical Gaussian distribution. A crucial structural property is that the distance between any
two means, $\mu_i$ and $\mu_j$, is positively related to their distance in the binary tree. More precisely,

$$\|\mu_i - \mu_j\|_2 \geq m \cdot \alpha^{ht(LCA(\mu_i, \mu_j))},$$

where $ht(v)$ denotes the height of node $v$ in the tree, and LCA is the least common ancestor of two nodes. Figure 1 depicts an instance of the BTGM model with parameters $m = 4$, $h = 3$, $\alpha = 2$, and $d = 100$. Figure 1(a) presents the 3D tSNE visualization of the data, and Figure 1(b) shows the pairwise distance matrix (normalized to $[0, 1]$) of the clusters and the ground-truth hierarchy. We also define a non-linear shifting operation on the BTGM, which increases the difficulty of recovering the structure and allows more flexibility in experiments. Specifically, we shift the nonzero mean-vector entries of the first $k$ BTGM components to arbitrary new locations, e.g., we may shift $\mu_1$ from $(4, 2, 1, 0, 0, 0)$ to $(0, 0, 0, 4, 2, 1)$ via rotation in a BTGM with $k = 8$, $h = 3$, $\alpha = 2$, and $m = 2$. After the operation, the model’s hierarchical structure is less clear from the mean distances in the $h$-dimensional Euclidean subspace. Other non-linear operations can be applied to model different data types.

**Data Separability.** Our synthetic model and our theoretical results assume that the dataset satisfies certain separability requirements. Such properties do not hold for real datasets before applying the embedding. Fortunately, the assumptions are not about the original data, but about the transformed dataset. We observe that VaDE increases the separation between different clusters, and we also see that it preserves some of the hierarchical information as well. Therefore, in the rest of the paper, we consider separation assumptions that are justified by the fact that we apply a learned embedding to the dataset before running any clustering algorithm. For more details, see Figure 8 in Appendix C, which shows the separation on MNIST.
2.1 Hierarchical Clustering Objectives

Index the dataset as $\mathcal{X} = \{x_1, \ldots, x_n\}$. Let $\text{leaves}(T[i \lor j]) \subseteq \mathcal{X}$ denote the set of leaves of the subtree in $T$ rooted at $\text{LCA}(x_i, x_j)$, the least common ancestor of $x_i$ and $x_j$. Given pairwise similarities $w_{ij}$ between $x_i$ and $x_j$, Dasgupta’s cost [19] minimizes $\text{cost}(T) = \sum_{i,j \in [n]} w_{ij} \cdot |\text{leaves}(T[i \lor j])|$. Moseley-Wang’s objective [59] is a dual formulation, based on maximizing

$$\text{MW}(T) = n \sum_{i,j \in [n]} w_{ij} - \text{cost}(T).$$  \hspace{1cm} (2)

Dendrogram purity [35] uses ground truth clusters $\mathcal{C} = \{C_1^*, \ldots, C_k^*\}$. Let $\mathcal{P}^*$ be the set of pairs in the same cluster: $\mathcal{P}^* = \{(x^i, x^j) \mid \mathcal{C}(x^i) = \mathcal{C}(x^j)\}$. Then,

$$\text{DP}(T) = \frac{1}{|\mathcal{P}^*|} \sum_{\ell=1}^{k} \sum_{x^i, x^j \in C^*_\ell} \text{pur}(\text{leaves}(T[i \lor j]), C^*_\ell),$$  \hspace{1cm} (3)

where $\text{pur}(A, B) = |A \cap B|/|A|$.

Ward’s Method. Let $C_1, \ldots, C_k$ be a $k$-clustering. Let $\mu(C) = \frac{1}{|C|} \sum_{x \in C} x$ denote the mean of cluster $C$. Ward’s method [83, 31] merges two clusters to minimize the increase in sum of squared distances:

$$\min_{i,j} \sum_{x \in C_i \cup C_j} \|x - \mu(C_i \cup C_j)\|_2^2 - \sum_{x \in C_i} \|x - \mu(C_i)\|_2^2 - \sum_{x \in C_j} \|x - \mu(C_j)\|_2^2.$$

3 Embedding with VaDE

VaDE [38] considers the following generative model specified by $p(x, z, c) = p(x \mid z)p(z \mid c)p(c)$. We use $\text{Cat}(.)$ to denote a categorical distribution, $\mathcal{N}(.)$ is a normal distribution, and $k$ is the predefined number of clusters. In the following, $\mu_c$ and $\sigma_z^2$ are parameters for the latent distribution, and $\hat{\mu}_z$ and $\hat{\sigma}_z^2$ are outputs of $f(z; \theta)$, parametrized by a neural network. And the generative process for the observed data is

$$c \sim \text{Cat}(1/k), \ z \sim \mathcal{N}(\mu_c, \sigma_z^2 \cdot I), \ x \sim \mathcal{N}(\hat{\mu}_z, \hat{\sigma}_z^2 \cdot I).$$  \hspace{1cm} (4)

The VaDE maximizes the likelihood of the data, which is bounded by the evidence lower bound,

$$L_{\text{ELBO}} = E_{q(z,c|x)}[\log p(x \mid c)] - D_{\text{KL}}(q(z,c \mid x) \parallel p(z,c)),$$  \hspace{1cm} (5)

where $q(z,c \mid x)$ is a variational posterior to approximate the true posterior $p(z,c \mid x)$. We use a neural network $g(x; \phi)$ to parametrize the model $q(z \mid x)$. We refer to the original paper for the derivation of Eq. (5) and for the connection of $L_{\text{ELBO}}$ to the gradient formulation of the objective [38].

3.1 Improving separation by rescaling means

The VaDE landscape is a mixture of multiple Gaussian distributions. As we will see in Section 4, the separation of Gaussian distributions is crucial for Ward’s method to recover the underlying clusters. Since Ward’s method is a local heuristic, data points that lie in the middle area of two Gaussians are likely to form a larger cluster before merging into one of the true clusters. This “problematic” cluster
Figure 2: (a) DP of Ward’s method on original, PCA, and VaDE space, varying mean separation. (b)(c)(d) show 8 clusters recovered by running Ward’s method on original, PCA and VaDE latent space (Ward’s method terminates when there are 8 clusters). Data drawn from 8 spherical Gaussians in \( \mathbb{R}^{100} \) with pairwise mean separation 8. Point clouds generated by tSNE; Red colors indicate correct cluster labels assigned by Ward’s method, and blue indicates wrong cluster.

will further degrade the purity of the dendrogram. However, the objective that VaDE optimizes does not encourage a larger separation. As a result, we apply a transformation to the VaDE latent space to enlarge the separation between each Gaussians. Let \( x_i' \) be the embedded value of the data point \( x_i \), and define

\[
C(x_i') = \arg\max_j [p(x_i' | \mu_{c=j}, \sigma_c^2 \cdot I)]
\]

to be the cluster label assigned by the learned GMM model. Then, we compute the transformation

\[
x_i'' = x_i' + s \cdot \mu_i \text{ with } \mu_i = \mu_{c=C(x_i)},
\]

where \( s \) is a positive rescaling factor. The transformation has the following properties: (i) for points assigned to the same Gaussian by the VaDE method, the transformation preserves their pairwise distances; (ii) if \( x_i \)'s assigned to the same \( \mu \) by \( C \) are i.i.d. random variables with expectation \( \mu \) (which coincides with the intuition behind VaDE), then the transformation preserves the ratio between the distances of the expected point locations associated with different mean values.

Appendix C illustrates how to choose \( s \) in detail. To improve both DP and MW, the rule of thumb is to choose a scaling factor \( s \) large enough. We set \( s = 3 \) for all datasets. In summary, we propose the following hierarchical clustering procedure:

1. Train VaDE on the unlabeled dataset \( \{x_1, \ldots, x_n\} \).
2. Embed \( x_i \) using the value mapping \( x_i' = \hat{\mu}_z \) where \((\hat{\mu}_z, \log \hat{\sigma}_z^2) = f(\hat{z}; \theta) \) and \( \hat{z} = g(x_i ; \phi) \).
3. Choose a rescaling factor \( s \) and apply the rescaling transformation on each \( x_i' \) to get \( x_i'' \).
4. Run Ward’s method on \( \{x_i''\}_{i=1}^n \) to produce a hierarchical clustering.

4 Theoretical Analysis

We provide theoretical guarantees for Ward’s method on separated data, providing justification for using VaDE (proofs in Appendix A). Here, we focus on the mixture model of spherical Gaussians. We are given a sample of size \( n \), say \( X_1, \ldots, X_n \), where each point \( X_i \in \mathbb{R}^d \) is independently drawn from one of \( k \) Gaussian components according to mixing weights \( w_1, \ldots, w_k \), with the \( j \)-th component
having mean $\mu_j \in \mathbb{R}^d$ and covariance matrix $\Sigma_j \in \mathbb{R}^{d \times d}$. Specifically, for any component index $j$, we assume that the covariance $\Sigma_j$ satisfies $\Sigma_j = \sigma_j^2 \cdot I_d$, where $\sigma_j > 0$ and $I_d \in \mathbb{R}^{d \times d}$ is the identity matrix. Under this assumption, the model is fully determined by the set of parameters $\{(w_i, \mu_i, \sigma_i) : \forall i \in [k]\}$. The goal is to cluster the sample points by their associated components.

The theorem below presents sufficient conditions for Ward’s method to recover the underlying $k$-component clustering when points are drawn from a $k$-mixture of spherical Gaussians. To recover a $k$-clustering, we terminate when there are $k$ clusters.

**Theorem 1.** Let $c, c_0 > 0$ be absolute constants. Suppose we have $n$ samples from a $k$-mixture of spherical Gaussians with parameters $\{(w_i, \mu_i, \sigma_i) : w_i > 0, \forall i \in [k]\}$ satisfying

$$\forall i \neq j \in [k], \|\mu_i - \mu_j\|_2 \geq c\sqrt{\nu}(\sigma_i + \sigma_j)(\sqrt{d} + \sqrt{\log n}),$$

where $\nu := \max_{\ell \neq t} \frac{w_\ell}{w_t}$, and suppose $n \geq \frac{c_0}{w_{\min}} \log k$, where $w_{\min} := \min_t w_t$. Ward’s method will recover the underlying $k$-clustering with probability at least $1 - 2/k$.

As a recap, Ward’s method starts with singleton clusters, and repeatedly selects a pair of clusters and merges them into a new cluster, where the selection is based on the optimal value of the error sum of squares. In particular, recovering the underlying $k$-component clustering means that every cluster contains only points from the same Gaussian component when the algorithm produces a $k$-clustering.

### 4.1 Intuition and Optimality

On a high level, the mean separation conditions in Theorem 1 guarantee that with high probability, the radiiuses of the clusters will be larger than the inter-cluster distances, and the sample lower bound ensures that we observe at least constant many sample points from every Gaussian, with high probability. In Appendix B, we illustrate the hardness of improving the theorem without pre-processing the data, e.g., applying an embedding method to the sample points, such as VaDE or PCA. In particular, we show that (i) without further complicating the algorithm, the separation conditions in Theorem 1 have the right dependence on $d$ and $n$; (ii) for exact recovery, the sample-size lower bound in Theorem 1 is also tight up to logarithmic factors of $k$.

These results and arguments indeed justify our motivation for combining VaDE with Ward’s method. To further demonstrate our approach’s power, we experimentally evaluate the clustering performance of three methods on high-dimensional equally separated Gaussian mixtures – the vanilla Ward’s method, the PCA-Ward combination, and the VaDE-Ward combination. As shown in Figure 2(a), in terms of the dendrogram purity, Ward’s method with VaDE pre-processing tops the other two, for nearly every mean-separation level. In terms of the final clustering result in the (projected) space, Figures 2(b) to 2(d) clearly shows the advantage of the VaDE-Ward method as it significantly enlarges the separation among different clusters while making much fewer mistakes in the clustering accuracy.

Next, we show that given the exact recovery in Theorem 1 and mild cluster separation conditions, Ward’s method recovers the exact underlying hierarchy.

For any index set $I \subseteq [k]$ and corresponding Gaussian components $G_i, i \in I$, denote by $w_I$ the total weight $\sum_{i \in I} w_i$, and by $C_I$ the union of sample points from these components. We say that a collection $\mathcal{H}$ of nonempty subsets of $[k]$ form a hierarchy of order $\tau$ over $[k]$ if there exists a index...
Figure 3: In the original space, Ward’s method makes several mistakes: three orchids merge into the aquatic animals cluster before the flowers cluster. Using the VaDE embedding, Ward’s method produces a near optimal dendrogram on this subset of data for both lower and higher level structures.

set sequence $T_\ell$ for $\ell = 1, \ldots, \tau$ such that i) for every $\ell$, the set $\mathcal{H}_\ell$ partitions $[k]$; ii) $\mathcal{H}_k$ is the union of $\mathcal{H}_\ell := \{I_\ell t : t \in T_\ell\}$; iii) for every $\ell < \tau$ and $t \in T_\ell$, we have $I_\ell t \subseteq I_{(\ell+1)t'}$ for some $t' \in T_{\ell+1}$.

For any sample size $n$ and Gaussian component $G_i$, denote by $S_i := \sigma_i(\sqrt{d}+2\sqrt{\log n})$, which upper bounds the radius of the corresponding sample cluster, with high probability. The triangle inequality then implies that for any $i \neq j \in [k]$, the distance between a point in the sample cluster of $G_i$ and that of $G_j$ is at most $D^+_{ij} := \|\mu_i - \mu_j\|_2 + S_i + S_j$, and at least $D^-_{ij} := \|\mu_i - \mu_j\|_2 - S_i - S_j$. Naturally, we also define $D^+_{I,J} := \max_{i,j \in I} D^+_{ij}$ and $D^-_{I,J} := \min_{i,j \in J} D^-_{ij}$ for any $I, J \subseteq [k]$, serving as upper and lower bounds on the cluster-level inter-point distances. These compact notations give our theoretical claim a simple form.

**Theorem 2.** There exists an absolute constant $c_1 < 8$ such that the following holds. Suppose we have $n$ samples from a $k$-mixture of spherical Gaussians that satisfy the conditions and sample size bound in Theorem 1, and suppose there is an underlying hierarchy of the Gaussian components $\mathcal{H}$ satisfying

$$\forall \ell \in [s], \ I \neq J \in \mathcal{H}_\ell, \ D^-_{I,J} \geq c_1 \sqrt{\nu_\ell} \max\{D^+_{I,I}, D^+_{J,J}\},$$

where $\nu_\ell := \max_{I \neq J \in \mathcal{H}_\ell} w_I w_J$. Then, Ward’s method recovers the underlying hierarchy $\mathcal{H}$ with probability at least $1 - 2/k$.

The above theorem resembles Theorem 1, with separation conditions comparing the cluster radiiuses with the inter-cluster distances at different hierarchy levels. Informally, the theorem states that if the clusters in each level of the hierarchy are well-separated, Ward’s method will be able to recover the correct clustering of that level, and hence also the entire hierarchy.

Recall from Section 2 that a BTGM, Binary Tree Gaussian Mixture, is a mixture of Gaussians that encode the hierarchy. For the BTGM in Eq. (1), the shared variance implies that $S := S_i = \sqrt{d} + 2\sqrt{\log n}$ is a constant for any $i \in [k]$, yielding $D^+_{I,I} = \max_{i,j \in I} \|\mu_i - \mu_j\|_2 + 2S$ for any $I \subseteq [k]$. Then by symmetry, we see that $\nu_\ell = 1$, $\max_{i,j \in I} \|\mu_i - \mu_j\|_2 + 2S$, and $D^-_{I,J} + 2S \geq \alpha (D^+_{I,I} - 2S) \geq \alpha m$.
Table 1: Dendrogram Purity and Moseley-Wang’s objective on BTGM synthetic dataset with $\alpha = 2$.

We evaluate Ward’s method using different embeddings, while varying parameters: $k$ denotes the number of pure clusters, $h$ denotes both the dimension of the PCA and VaDE latent spaces and the tree height.

| $k = 8$ ($h = 3$) | $k = 16$ ($h = 4$) | $k = 32$ ($h = 5$) |
|------------------|------------------|------------------|
| **Original**     | 0.798 ± 0.020    | 0.789 ± 0.017    | 0.775 ± 0.016 |
| **PCA**          | 0.518 ± 0.002    | 0.404 ± 0.003    | 0.299 ± 0.003 |
| **VAE**          | 0.619 ± 0.030    | 0.755 ± 0.019    | 0.667 ± 0.012 |
| **VaDE**         | **0.943 ± .011** | **0.945 ± .001** | **0.869 ± .013** |

| $k = 8$ ($h = 3$) | $k = 16$ ($h = 4$) | $k = 32$ ($h = 5$) |
|------------------|------------------|------------------|
| **Moseley-Wang (ratio vs. OPT)** |               |                 |
| **Original**     | 0.960 ± 0.004    | 0.980 ± 0.002    | 0.989 ± 0.001 |
| **PCA**          | 0.909 ± 0.001    | 0.913 ± 0.004    | 0.936 ± 0.001 |
| **VAE**          | 0.791 ± 0.028    | 0.898 ± 0.017    | 0.969 ± 0.011 |
| **VaDE**         | **0.990 ± 0.020**| **0.994 ± 0.001**| **0.991 ± 0.001** |

Table 2: DP on four real datasets for different embedding methods.

|          | REUTERS | MNIST | CIFAR-25 | 20 NEWSGROUPS |
|----------|---------|-------|----------|---------------|
| **Original** | 0.535   | 0.478 | 0.110    | 0.225         |
| **PCA**    | 0.587   | 0.472 | 0.108    | 0.203         |
| **VAE**    | 0.468   | 0.495 | 0.082    | 0.196         |
| **VaDE**   | 0.650   | 0.803 | 0.120    | 0.248         |
| **VaDE + Trans.** | **0.672** | **0.886** | **0.128** | **0.251** |

for any level $\ell$ and $I \neq J \in H_\ell$. Consolidating Theorem 1 and 2 with these simplifications yields the following result.

**Corollary 1.** Consider the BTGM in Equation 1 and let $k := 2^h$ be the component number. Let $c, c_0$, and $c_1$ be the absolute constants in Theorem 1 and 2, and define a constant $c_2 := 2(2c_1 + 1)/(\alpha - c_1)$. If the sample size satisfies $n \geq c_0 \cdot k \log k$ and the model is well-separated with $\alpha > c_1$ and $m \geq 2 \max\{c, c_2\} \cdot (\sqrt{d} + \sqrt{\log n})$, then Ward’s method recovers the underlying hierarchy $H$ with probability at least $1 - 2/k$.

5 Experiments

Our main experimental goal is to determine which embedding method produces the best results for dendrogram purity and Moseley-Wang’s objective$^1$. In this section, we focus on Ward’s method for clustering after embedding (Appendix C has other algorithms).

**Set-up and methods.** We compare VaDE against PCA (linear baseline) and a standard VAE (non-linear baseline). We run Ward’s method on the embedded or original data to get dendrograms.

We test on four real datasets: Reuters and MNIST with flat clustering labels (i.e., 1-level hierarchy); 20 Newsgroups (3-level hierarchy) and CIFAR-25 (2-level hierarchy). We only use 25 classes from CIFAR-100 that fall into one of the five superclasses “aquatic animals”, “flowers”, “fruits and vegetables”, “large natural outdoor scenes” and “vehicle1”. We call it CIFAR-25. For 20 Newsgroups and CIFAR-25, we use the full dataset, but for MNISIT and Reuters, we average results over 100 runs, each with 10,000 random samples. Embedding methods are trained on the whole dataset.

$^1$The source code and pretrained models are available in this link
Table 3: MW (ratio vs. opt) on four real datasets for different embedding methods.

|                | Reuters | MNIST | CIFAR-25 | 20 Newsgroups |
|----------------|---------|-------|----------|---------------|
| Original       | 0.654   | 0.663 | 0.423    | 0.557         |
| PCA            | 0.679   | 0.650 | 0.435    | 0.575         |
| VAE            | 0.613   | 0.630 | 0.393    | 0.548         |
| VaDE           | 0.745   | 0.915 | 0.455    | 0.595         |
| VaDE + Trans. | 0.768   | 0.955 | 0.472    | 0.605         |

Details in Appendix C. We set the margin $m$ of the BTGM to be 8 while varying the depth, so the closest distance between the means of any two Gaussian distributions is 8.

**Synthetic Data (BTGM).** We vary the depth and margin of BTGM to evaluation various hierarchy depths and cluster separations. After generating $k$ means for the BTGM, we shift all non-zero entries of the first $k^2$ means to an arbitrary location. We show that this simple non-linear transformation is challenging for linear embedding methods (i.e., PCA), even though it preserves hierarchical structure. To generate $k$ clusters with shifted means, we sample 2000 points from each Gaussian distribution of the BTGM of height $h$ such that $2^h = k$ for $h = 3, 4, 5$. Then, $h$ is the embedding dimension of PCA, VAE, and VaDE.

**Dendrogram Purity (DP).** We compute the DP of various methods using Eq. (3). We construct ground truth clusters either from class labels of real datasets or from the leaf clusters of the BTGM model.

**Moseley-Wang’s Objective (MW).** To evaluate the MW objective in Eq. (2), we need pairwise similarities $w_{ij}$. We define the similarities based on the ground truth labels and hierarchy. Let $h$ denote the depth of the hierarchy (which ranges between 1 and 5 in our experiments). We use $w_{ij} = 2^{l-1} \cdot 1_{C_l(x_i) = C_l(x_j)}$, $l \in [h]$, where $C_l(x)$ denotes the label for point $x$ at the $l^{th}$ level of the hierarchical tree from top to bottom. We report the ratio achieved by various methods to the optimal MW value $\text{opt}$ that we compute as follows. When there are hierarchical labels, we compare against the optimal tree with ground truth levels. Otherwise, for flat clusters, $\text{opt}$ is obtained by merging points in the same clusters, then building a binary tree on top.

### 5.1 Results

**Results on Synthetic Data.** Table 1 presents the results of the synthetic experiments. Embedding with VaDE and then clustering with Ward’s method leads to the best DP and MW results in all settings. For DP, we see that PCA performs the worst, while the original (non-embedded) data has the second-best results, and the difference between the results is larger than the empirical standard deviation. For MW, the results are more similar to each other, and perhaps surprisingly, the relative performance changes with the depth. The latent distributions learned by VaDE are already well-separated, so the rescaling is not necessary in this case.

**Results on Real Data.** Tables 2 and 3 report DP and MW objectives on real datasets. We observe that for MNIST, using the VaDE embedding improves DP and MW significantly compared to other embeddings, and applying the transformation further leads to an increased value of both
objectives. The results on the Reuters and 20 Newsgroups datasets show that VaDE plus the rescaling transformation is also suitable for text data, where it leads to the best performance. In the CIFAR-25 experiments, we see only a modest improvement with VaDE when evaluating with all 25 classes. We also observe from the table that these two objectives are positively correlated for most of the cases. The only exception occurs when we apply PCA to CIFAR-25 and 20 Newsgroups. PCA embedding increases the MW objective but decreases the DP comparing to the original data. Note that we utilize the hierarchical labels while computing the MW objective for CIFAR-25 and 20 Newsgroups. One possible reason is that PCA can only separate super-clusters in the higher level, but it fails to separate clusters in the lower level of the hierarchical tree. Therefore it results in worse DP but better MW performance.

5.2 Discussion

In Theorems 1 and 2, and Corollary 1, we studied the performance of Ward’s method on the fundamental Gaussian mixture model. We showed that with high probability, Ward’s method perfectly recovers the underlying hierarchy under mild and near-optimal separability assumptions in Euclidean distance. Since VaDE uses a GMM prior, this is a natural metric for the embedded space. As the rescaling increases the separation, we suppose that the embedded vectors behave as if they are approximately sampled from a distribution satisfying the conditions of the theorems. Consequently, our theoretical results justify the success of the embedding in practice, where we see that VaDE+Transformation performs the best on many datasets. We hypothesize that VaDE generates a latent space that encodes more of the high level structure for the CIFAR-25 images. This hypothesis can be partially verified by the qualitative evaluation in Figure 3. A trend consistent with the synthetic experiments is that PCA and VAE are not always helpful embeddings for hierarchical clustering with Ward’s method. Overall, VaDE discovers an appropriate embedding into Euclidean space based on its GMM prior that improves the clustering results.

The synthetic results in Table 1 exhibit the success of the VaDE+Transformation method to recover the underlying clusters and the planted hierarchy. This trend holds while varying the number of clusters and depth of the hierarchy. Qualitatively, we find that VaDE can “denoise” the sampled points when the margin does not suffice to guarantee non-overlapping clusters. This enables Ward’s method to achieve a higher value of DP and MW than running the algorithm on the original data. In many cases, embedding with PCA or VAE is actually detrimental to the two objectives compared to the original data. We conjecture that the difference in performance arises because VaDE fully utilizes the $h$-dimensional latent space, but PCA fails to resolve the non-linear shifting of the underlying means. In general, using a linear embedding method will likely lead to a drop in both DP and MW for this distribution. Similarly, VAE does not provide sufficient separation between clusters. The BTGM experiments showed (i) the necessity of using non-linear embedding methods and (ii) VaDE’s ability to increase the separation between clusters.

The rescaling transformation leads to consistently better results for both DP and MW on multiple real datasets. In practice, the data distributions are correlated and overlapping, without clear cluster structure in high-dimensional space. The VaDE embedding leads to more concentrated clusters, and the rescaling transformation enlarges the separation enough for Ward’s method to recover what is learned by VaDE.
6 Conclusion

We investigated the effectiveness of embedding data in Euclidean space to improve unsupervised hierarchical clustering methods. Motivated by unsupervised tasks such as taxonomy construction and phylogeny reconstruction, we studied the improvement gained by combining embedding methods with linkage-based clustering algorithms. We saw that rescaling the VaDE latent space embedding, and then applying Ward’s linkage-based method, leads to the best results for dendrogram purity and the Moseley-Wang objective on many datasets. To better understand the VaDE embedding, we proposed a planted hierarchical model using Gaussians with separated means. We proved that Ward’s method recovers both the clustering and the hierarchy with high probability in this model. Compared to methods that use hyperbolic embeddings [33, 55, 62] or ultrametrics [15], we believe that our approach will be easier to integrate into existing systems.

While we focus on embedding using variational autoencoders, an open direction for could involve embedding hierarchical structure using other representation learning methods [3, 10, 11, 15, 57, 63, 67, 79, 85]. Another direction is to better understand the similarities and differences between learned embeddings, comparison-based methods, and ordinal relations [22, 28, 37, 39]. Finally, a large number of clusters may be a limitation of the VaDE embedding, and this deserves attention.
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A Proof of the Theorems

The next two lemmas provide tight tail bounds for binomial distributions and spherical Gaussians.

Lemma 1 (Concentration of binomial random variables). [16] Let $X$ be a binomial random variable with mean $\mu$, then for any $\delta > 0$, 
\[
\Pr(X \geq (1 + \delta)\mu) \leq e^{-(\max\{\delta^2, \delta\})\mu/3},
\]
and for any $\delta \in (0, 1)$, 
\[
\Pr(X \leq (1 - \delta)\mu) \leq e^{-\delta^2\mu/2}.
\]

Lemma 2 (Concentration of spherical Gaussians). [36] For a random $X$ distributed according to a spherical Gaussian in $d$ dimensions (mean $\mu$ and variance $\sigma^2$ in each direction), and any $\delta \in (0, 1)$,
\[
\Pr \left( \|X - \mu\|^2 \leq \sigma^2d \left( 1 + 2\sqrt{\frac{\log(1/\delta)}{d}} + \frac{2\log(1/\delta)}{d} \right) \right) \geq 1 - \delta.
\]

Lemma 3 (Optimal clustering through Ward’s method). [31, 32] Let $P \subseteq \mathbb{R}^d$ be a collection of points with underlying clustering $C^*_1, \ldots, C^*_k$, such that the corresponding cluster mean values $\mu^*_1, \ldots, \mu^*_k$ satisfy $\|\mu^*_i - \mu^*_j\|_2 > (2 + 2\sqrt{2}\nu) \max_{x \in C^*_i} \|x - \mu^*_i\|_2$ for all $i \neq j$, where $\nu := \max_{\ell \in [k]} \frac{|C^*_\ell|}{|C^*_i|}$ is the maximum ratio between cluster sizes. Then Ward’s method recovers the underlying clustering.
Now we are ready to prove Theorem 1.

**Proof of Theorem 1.** First, for each component in the mixture, we determine the associated number of sample points. This is equivalent to drawing a size-$n$ sample from the weighting distribution that assigns $w_i > 0$ to each $i \in [k]$. The number of times each symbol $i \in [k]$ appearing in the sample, which we refer to as the (sample) multiplicity of the symbol, follows a binomial distribution with mean $nw_i$. By Lemma 1, the probability that an arbitrary multiplicity is within a factor of 2 from its mean value is at least $1 - 2e^{-nw_i/k}$. Hence, for $n \geq 16(\log k)/w_i$, the union bound yields that this deviation bound holds for all symbols with probability at least $1 - k \cdot k^{-2} = 1 - k^{-1}$.

Second, given the symbol multiplicities, we draw sample points from each component correspondingly. Consider the $i$-th component with mean $\mu_i$. Then, by Lemma 2, every sample point from this component deviates (under Euclidean distance) from $\mu_i$ by at most $S_i := \sigma_i(\sqrt{d} + 2\sqrt{\log n})$, with probability at least $1 - n^{-2}$. Again, the union bound yields that this deviation bound holds for all components and all sample points with probability at least $1 - n \cdot n^{-2} = 1 - n^{-1}$.

Third, by the above reasoning and $n > k$, with probability at least $1 - 2/k$ and for all $i \in [k]$,

1. the sample size associated with the $i$-th component is between $nw_i/2$ and $2nw_i$;
2. every sample point from the $i$-th component deviates from $\mu_i$ by at most $S_i$.

Therefore, if further $\|\mu_i - \mu_j\|_2 \geq (5 + 12 \max_{\ell,t \in [k]} \sqrt{w_\ell/w_t})(S_i + S_j)$ for all $i \neq j$, the sample points will form well-separated clusters according to the underlying components. In addition, the first assumption ensures that the maximum ratio between cluster sizes is at most $4 \max_{\ell,t \in [k]} \sqrt{w_\ell/w_t}$, and the second assumption implies that for any $i \neq j \in [k]$,

1. the $i$-th cluster the distance between the mean to any point in it is at most $2S_i$;
2. the empirical means of the $i$-th and $j$-th clusters are separated by at least

$$16(S_i + S_j) > \left(2 + 2\sqrt{2} \cdot 4 \cdot \max_{\ell,t \in [k]} \sqrt{w_\ell/w_t}\right) \max\{2S_i, 2S_j\}.$$ 

Finally, applying Lemma 3 completes the proof of the theorem. \qed

Next, we move to the proof of Theorem 2. Let us first recap what the theorem states.

**Theorem 2.** There exists an absolute constant $c_1 > 0$ such that the following holds. Suppose we are given a sample of size $n$ from a $k$-mixture of spherical Gaussians that satisfy the separation conditions and the sample size lower bound in Theorem 1, and suppose that there is an underlying hierarchy of the Gaussian components $H$ satisfying

$$\forall \ell \in [s], \quad I \neq J \in H_\ell, \quad D^+_{I,J} \geq c_1 \sqrt{\nu_\ell} (D^+_{I,J} + D^+_{J,I}),$$

where $\nu_\ell := \max_{I \neq J \in H_\ell} w_I/w_J$. Then, Ward’s method recovers the underlying hierarchy $H$ with probability at least $1 - 2/k$.

**Proof of Theorem 2.** By the proof of Theorem 1, for any sample size $n$ and Gaussian component $G_i$, the quantity $S_i := \sigma_i(\sqrt{d} + 2\sqrt{\log n})$ upper bounds the radius of the corresponding sample cluster, with high probability. Here, the term “radius” is defined with respect to the actual center $\mu_i$.
Therefore, the mean difference between the two Gaussians should exhibit a linear dependence on

will draw two sample points from a uniform mixture of two standard spherical Gaussians

components requires an extra $\beta$ any distance with high probability, say $\epsilon$ (1 + $\epsilon$). Furthermore, if one requires the inner-cluster distance to be slightly smaller than the inter-cluster distance with high probability, we draw $\epsilon$ sample points from the same cluster is at most that between disjoint clusters. Consider a simple example where we draw 3 sample points from a uniform mixture of two standard $d$-dimensional spherical Gaussians $G_0$ and $G_1$ with mean separated by a distance $\Delta$. Then, with a $3/8$ probability, we will draw two sample points from $G_0$, say $X, X_0$, and one sample point from $G_1$, say $Y$. Conditioned on this, the reasoning in Section 2.8 of [9] implies that, with high probability,

$$D_{G_0} := \|X - X_0\|^2 \approx 2d + O(\sqrt{d}) \text{ and } D_{G_1} := \|X - Y\|^2 \approx \Delta^2 + 2d + O(\sqrt{d}).$$

Hence, the assumption that points are closer inside the clusters translates to

$$D_{G_0} < D_{G_1} \implies 2d + O(\sqrt{d}) < \Delta^2 + 2d + O(\sqrt{d}) \implies \Delta = \Omega(d^{1/4}).$$

Furthermore, if one requires the inner-cluster distance to be slightly smaller than the inter-cluster distance with high probability, say $(1 + \epsilon)D_{G_0} < D_{G_1}$, where $\epsilon > 0$ is a small constant,

$$(1 + \epsilon)(2d + O(\sqrt{d})) < \Delta^2 + 2d + O(\sqrt{d}) \implies \Delta = \Omega(\sqrt{\epsilon d}).$$

Therefore, the mean difference between the two Gaussians should exhibit a linear dependence on $\sqrt{d}$.

In addition, for a standard $d$-dimensional spherical Gaussian, Theorem 2.9 in [9] states that for any $\beta \leq \sqrt{d}$, all but at most $3 \exp(-\Omega((\beta^2)))$ of its probability mass lies within $\sqrt{d} - \beta \leq |x| \leq \sqrt{d} + \beta$. Hence, if we increase the sample size from 3 to $n$, correctly separating the points by their associated components requires an extra $O(\sqrt{\log n})$ term in the mean difference.

B Optimally of Theorem 1

Below, we illustrate the hardness of improving the theorem without preprocessing the data, e.g., applying an embedding method to the sample points, such as VaDE or PCA.

Separation conditions. As many other commonly used linkage methods, the behavior and performance of Ward’s method depend on only the inter-point distances between the observations. For optimal-clustering recovery through Ward’s method, a natural assumption to make is that the distances between points in the same cluster is at most that between disjoint clusters. Consider a simple example where we draw 3 sample points from a uniform mixture of two standard $d$-dimensional spherical Gaussians $G_0$ and $G_1$ with mean separated by a distance $\Delta$. Then, with a $3/8$ probability, we will draw two sample points from $G_0$, say $X, X_0$, and one sample point from $G_1$, say $Y$. Conditioned on this, the reasoning in Section 2.8 of [9] implies that, with high probability,

$$D_{G_0} := \|X - X_0\|^2 \approx 2d + O(\sqrt{d}) \text{ and } D_{G_1} := \|X - Y\|^2 \approx \Delta^2 + 2d + O(\sqrt{d}).$$

Hence, the assumption that points are closer inside the clusters translates to

$$D_{G_0} < D_{G_1} \implies 2d + O(\sqrt{d}) < \Delta^2 + 2d + O(\sqrt{d}) \implies \Delta = \Omega(d^{1/4}).$$

Furthermore, if one requires the inner-cluster distance to be slightly smaller than the inter-cluster distance with high probability, say $(1 + \epsilon)D_{G_0} < D_{G_1}$, where $\epsilon > 0$ is a small constant,

$$(1 + \epsilon)(2d + O(\sqrt{d})) < \Delta^2 + 2d + O(\sqrt{d}) \implies \Delta = \Omega(\sqrt{\epsilon d}).$$

Therefore, the mean difference between the two Gaussians should exhibit a linear dependence on $\sqrt{d}$.

In addition, for a standard $d$-dimensional spherical Gaussian, Theorem 2.9 in [9] states that for any $\beta \leq \sqrt{d}$, all but at most $3 \exp(-\Omega((\beta^2)))$ of its probability mass lies within $\sqrt{d} - \beta \leq |x| \leq \sqrt{d} + \beta$. Hence, if we increase the sample size from 3 to $n$, correctly separating the points by their associated components requires an extra $O(\sqrt{\log n})$ term in the mean difference.
Table 4: Dendrogram Purity and Moseley-Wang’s objective using different HAC linkage methods on VaDE + Transformed latent space.

| Linkage Method | Dendro. Purity | M-W objective | Linkage Method | Dendro. Purity | M-W objective |
|----------------|----------------|---------------|----------------|----------------|---------------|
| Single         | 0.829 ± 0.038  | 0.932 ± 0.023 | Complete       | 0.854 ± 0.040  | 0.937 ± 0.024 |
| Complete       | 0.854 ± 0.040  | 0.937 ± 0.024 | Stochastic     | 0.949 ± 0.019  | 0.494 ± 0.023 |
| Centroid       | 0.859 ± 0.035  | 0.948 ± 0.023 | Average        | 0.866 ± 0.035  | 0.948 ± 0.023 |
| Average        | 0.870 ± 0.031  | 0.948 ± 0.025 | Ward           | 0.870 ± 0.031  | 0.948 ± 0.025 |

Sample-size lower bound. In terms of the sample size $n$, Theorem 1 requires $n \geq c_0 \log k/w_{\text{min}}$. For Ward’s method to recover the underlying $k$-component clustering with high probability, we must observe at least one sample point from every component of the Gaussian mixture. Clearly, this means that the expected size of the smallest cluster should be at least 1, implying $n \geq 1/w_{\text{min}}$. If we have $\nu = O(1)$, this reduces to a weighted version of the coupon collector problem, which calls for a sample size in the order of $k \log k = \Theta((\log k)/w_{\text{min}})$ by the standard results [24].

C More Experimental Details

Network Architecture. The architecture for the encoder and decoder for both VaDE and VAE are fully-connected layers with size $d$-2000-500-500-$h$ and $h$-500-500-$2000-d$, where $h$ is the hidden dimension for the latent space $\mathbb{R}^h$, and $d$ is the input dimension of the data in $\mathbb{R}^d$. These settings follow the original paper of VaDE [38]. We use Adam optimizer on mini-batched data of size 800 with learning rate 5e-4 on all three real datasets. The choices of the hyper-parameters such as $h$ and $k$ will be discussed in the Sensitivity Analysis.

Computing Dendrogram Purity. For every set of $N$ points sampled from the dataset (e.g. we use $N = 2048$ for MNIST, CIFAR-25), we compute the exact dendrogram purity using the formula 3. We then report the mean and standard variance of the results by repeating the experiments 100 times.

Sensitivity Analysis. We check the sensitivity of VAE and VaDE to its hyperparameters $h$ and $k$ in terms of DP and MW. We also check the sensitivity of rescaling factor $s$ applied after the VaDE embedding. The details are presented in Figure 4, 5, and 6.

Comparing Linkage-Based Methods. Table 4 shows the DP and MW results for several linkage-based variations, depending on the function used to determine cluster similarity. Overall, we see that Ward’s method performs the best on average. However, in some cases, the other methods do comparably.

Dataset Details. We conduct the experiments on our synthetic data from BTGM as well as real data benchmarks: Reuters [53], MNIST [48] and CIFAR-100 [45], 20 Newsgroup [47]. In the experiments, we only use 25 classes from CIFAR-100 that fall into one of the five superfamilies "aquatic animals", "flowers", "fruits and vegetables", "large natural outdoor scenes" and "vehicle1"
Figure 4: Evaluating the sensitivity of VaDE on MNIST to its hyper-parameters $h$, which denotes the dimensionality of the latent space embedding, and $k$, which denotes the number of GMM components used for the latent space. We plot the Moseley-Wang objective (MW) and dendrogram purity (DP) as we vary either $h$ or $k$. Overall, we see that as long as $h$ is between 5 and 12, then the results are stable. Similarly, $k$ just needs to be at least 8. Therefore, while these parameters are important, the VaDE model is not very sensitive. Note that in our experiments for real data we fixed $h = 10$ and for synthetic data we set $h$ to be the dimensionality of the BTGM (either 3, 4, or 5). For real/synthetic data we set $k$ to be the number of ground truth clusters (i.e., $k = 10$ for MNIST).

Figure 5: On the left, we evaluate the sensitivity of VAE on MNIST to its hyper-parameters $h$, which denotes the dimensionality of the latent space embedding. On the right, we evaluate the sensitivity of VaDE + Trans to its hyper-parameters $s$. We plot the Moseley-Wang objective (MW) and dendrogram purity (DP) as we vary either $h$ or $s$. We see that the performance of VAE is not sensitive to its hidden dimension size $h$. But overall, the VAE does not perform well with respect to DP and MW. As for the rescaling experiment, we see that the effect of $s$ becomes stable when $s \geq 3$. Note that in the real dataset experiments we set $s = 3$. 
Figure 6: tSNE visualization of the VaDE latent space with different numbers of latent clusters $k$. We can see that the latent space of VaDE becomes more separated as the number of clusters $k$ increases. When $k = 20$, many of the original 10 clusters of digit further divide into 2 smaller clusters, which in total, form the 20 clusters learned by VaDE.

2, we call it CIFAR-25. Below we also provide further details on the Digits dataset of handwritten digits 3. More details about the number of clusters and other statistics can be found in Table 5.

**Rescaling explained.** The motivation of rescaling transformation can be explained using Figure 7. (a) shows the tSNE visualization of the VaDE embedding before and after the rescaling transformation. As we can see, each cluster becomes more separated. In (b), we visualize the inter-class distance matrices before and after the transformation. We use blue and black bounding boxes to highlight few superclusters revealed in the VaDE embedding. These high level structures remain unchanged after the rescaling, which is a consequence of property (ii) in Section 3.

**Separability assumption.** It’s true that such a property does not hold for the real datasets before the embedding. But the assumptions of our theorems are not about the real data themselves, but about the transformed data after the VaDE embedding. We observe that VaDE increases the separation of data from different clusters. Indeed, we verify this for MNIST in Figure 8 below. We provide further justification for using VaDE via two new theorems that relate separability and Ward’s methods.

|                  | Digits | Reuters | MNIST | 20newsgroup | CIFAR-25 |
|------------------|--------|---------|-------|-------------|----------|
| # ground truth clusters | 10     | 4       | 10    | 20          | 25       |
| # data for training     | 6560   | 680K    | 60K   | 18K         | 15K      |
| # data for evaluation  | 1000   | 10K     | 10K   | 18K         | 15K      |
| Dimensionality         | 64     | 2000    | 768   | 2000        | 3072     |
| Size of hidden dimension | 5      | 10      | 10    | 20          | 20       |

**C.1 Digits Dataset**

There are few experimental results that evaluate dendrogram purity for the Digits dataset in previous papers. First we experiment using the same settings and same test set construction for Digits as in [58]. In this case, VaDE+Ward achieves a DP of 0.941, substantially improving the
Figure 7: (a) tSNE visualization of the embedded data for MNIST before and after the rescaling transformation, (b) shows the inter-class distance matrix before and after the rescaling transformation.

Previous state-of-the-art results for dendrogram purity from existing methods: the DP of [58] is 0.675, the DP of PERCH [43] is 0.614, and the DP of BIRCH [88] is 0.544. In other words, our approach of VaDE+Ward leads to 26.5 point increase in DP for this simple dataset.

Surprisingly, we find that the test data they used is quite easy, as the DP and MW numbers are substantially better compared to using a random subset as the test set. Therefore, we follow the same evaluation settings as in Section 5 and randomly sampled 100 samples of 1000 data points for evaluation. The results are shown in Table 6. The contrast between the previous test data (easier) versus random sampling (harder) further supports our experimental set-up in the main paper.

Table 6: Dendrogram Purity and Moseley-Wang’s objective using different embedding methods in Digits dataset. Overall, VaDE + Trans. only provides a minor improvement in DP. Using Ward on the original space already achieves decent results.

| Method         | Dendro. Purity | M-W objective |
|----------------|----------------|---------------|
| Original       | 0.820 ± 0.031  | 0.846 ± 0.029 |
| PCA            | 0.823 ± 0.028  | 0.844 ± 0.027 |
| VaDE           | 0.824 ± 0.026  | 0.840 ± 0.024 |
| VaDE + Trans. | **0.832 ± 0.029** | 0.845 ± 0.024 |

Figure 8: Cluster separation is measured by $\sum_{x \in C_i} \sum_{y \in C_j} \|x - y\| \left( \sum_{x, y \in C_i} \|x - y\| \right)^{-1/2} \left( \sum_{x, y \in C_j} \|x - y\| \right)^{-1/2}$. 
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