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Abstract. We define and study representations of quantum toroidal $\mathfrak{gl}_n$ with natural bases labeled by plane partitions with various conditions. As an application, we give an explicit description of a family of highest weight representations of quantum affine $\mathfrak{gl}_n$ with generic level.

1. Introduction

Quantum toroidal algebras, generalizations of quantum affine algebras, were introduced in [GKV]. The affine Lie algebra of type $\mathfrak{g}$ is the Lie algebra of currents $\mathbb{C}^\times \to \mathfrak{g}$, where $\mathfrak{g}$ is a finite dimensional Lie algebra. The toroidal algebra of type $\mathfrak{g}$ is the Lie algebra of currents $\mathbb{C}^\times \times \mathbb{C}^\times \to \mathfrak{g}$. The quantum version of the toroidal algebra is written in terms of Drinfeld generators similarly to the quantum affine algebra changing the Cartan matrix to the affine version.

In the case of $\mathfrak{g} = \mathfrak{gl}_n$, the quantum toroidal algebra has an alternative construction. For $q_1 \in \mathbb{C}^\times$, let $A_n(q_1) = M_n \otimes \mathbb{C}[Z^{\pm 1}, D^{\pm 1}]$, where $M_n$ is the algebra of $n \times n$ matrices and $\mathbb{C}[Z^{\pm 1}, D^{\pm 1}]$ is the algebra of functions on quantum torus $ZD = q_1 DZ$. The algebra $A_n(q_1)$ is isomorphic to the algebra of difference operators of the form $\sum_{i \in \mathbb{Z}} f_i(Z) T^i$, where $f_i(Z)$ a matrix valued Laurent polynomial, and $T$ is the shift operator $Z \to q_1 Z$. Let $L_n(q_1)$ be the Lie algebra associated with $A_n(q_1)$. One can see that $L_n(q_1)$ has an invariant quadratic form and has a triangular decomposition. Quantizing $UL_n(q_1)$ one obtains an algebra depending on two parameters $q_1, q_2$, where $q_2$ is a parameter of quantization. After adding a two dimensional central extension, one arrives at the quantum toroidal algebra which we denote $E_c^n$.

It has been long believed that the representation theory of the quantum toroidal algebras is a very technical and difficult subject. While this is definitely true, we argue that the category of representations of $E_c^n$, where one of the central elements, $q^c$, acts by one and the modules have finite-dimensional weight spaces is rich, beautiful and relatively easy to handle. We denote $E^n$ the algebra which is a quotient of $E_c^n$ by the relation $q^c = 1$. In this paper we study $E^n$ lowest weight modules with rational lowest weights. Following [M], we call such representations quasi-finite. A quasi-finite representation has level given by the value of the remaining central element.

The algebra $E^n$ depends on two parameters $q_1, q_2$ but it is convenient to use three parameters $q_1, q_2, q_3$ with the property $q_1 q_2 q_3 = 1$. The parameters $q_1$ and $q_3$ can be swapped by an automorphism but $q_2$ is distinguished.

The algebra $E^n$ has a vector representation, $V(u)$, where $u \in \mathbb{C}^\times$ is an evaluation parameter. The vector representation is the quantum version of $L_n(q_1)$-module $\mathbb{C}^n \otimes \mathbb{C}[Z^{\pm 1}]$. This representation has trivial level, and it is our starting point for the construction of quasi-finite representations. First, we use a semi-infinite wedge construction with vector representations
to construct a family of Fock modules $\mathcal{F}^{(k)}(u)$ of level $q$, where $q^2 = q_2$. Here $u \in \mathbb{C}^\times$ is an evaluation parameter, and $k \in \{0, 1, \ldots, n-1\}$ is an additional parameter which we call “color”. The latter appears because the semi-infinite construction depends on the choice of one weight vector in $\mathbb{C}^n$. A basis in $\mathcal{F}^{(k)}(u)$ is labeled by colored partitions, see Figure 2. Next, using the semi-infinite wedge construction with Fock modules, we construct a family of representations $\mathcal{M}^{(k)}_{\alpha,\beta,\gamma}(u; K)$ depending on $k \in \{0, 1, \ldots, n-1\}$, complex parameters $u, K$ and partitions $\alpha, \beta, \gamma$. The basis of $\mathcal{M}^{(k)}_{\alpha,\beta,\gamma}(u; K)$ is labeled by colored plane partitions with asymptotic boundary conditions along the axes, see Figure 3. We call $\mathcal{M}^{(k)}_{\alpha,\beta,\gamma}(u; K)$ the Macmahon module. Note that for our semi-infinite construction to work, the partition $\gamma$ has to have equal number of boxes of each color. We call such partitions colorless. Finally, using tensor products of Macmahon modules and specializing their levels, we obtain a large family of irreducible, quasi-finite $\mathcal{E}_n$-representations with bases labeled by tuples of plane partitions with various boundary conditions.

Our constructions have various applications to the other areas of mathematics. The quantum toroidal algebra has a subalgebra isomorphic to $U\hat{gl}_n$ as a Wakimoto type constructions of $\mathcal{E}_n$-modules also appear in geometry. Using Nakajima’s quiver construction, one can describe the $\mathcal{E}_n$ Fock module in a space of equivariant $K$-theory of a moduli space of representations of some quiver. The basis is given by the fixed points of the action of the torus on such manifolds, see [N]. Representations $\mathcal{H}(u_1, \ldots, u_n)$ geometrically appear by a very different way, [FFNR]. One has to use the equivariant $K$-theory in the Laumon spaces. At the moment we are not aware of the geometric meaning of the Macmahon modules.

Our paper is motivated by papers [FFJMM1], [FFJMM2], [FJMM], where we considered $\mathcal{E}_1$ modules. There are a lot of similarities in $\mathcal{E}_1$ and $\mathcal{E}_n$ representation theory but some features are different. The vector representation, Fock modules and Macmahon modules, all are present in $\mathcal{E}_1$ case and have bases labeled by the same combinatorial objects. However, the parameters
$q_1, q_2, q_3$ are all interchangeable in $\mathcal{E}_1$ and we have Fock modules of levels $q_1^{1/2}$, $q_2^{1/2}$ and $q_3^{1/2}$, while in $\mathcal{E}_n$ there exist only Fock modules of level $q_2^{1/2}$. On the other hand, we have an extra $\mathbb{Z}^n$ grading (coloring) in $n > 1$ case. In particular, the condition that one of the partitions must be colorless is trivial in $\mathcal{E}_1$. Restriction to $U_q \widehat{\mathfrak{gl}}_n$ subalgebras is more interesting if $n > 1$. In general, we find that while $\mathcal{E}_1$ is a more symmetric algebra, it is easier to work with $\mathcal{E}_n$, $n \geq 3$ as Cartan type generators act by factored rational functions with fewer number of factors.

Note that as $q_i \to 1$ in an appropriate way, the algebra $\mathcal{E}_1$ becomes a $W_{1+\infty}$-algebra. We expect that as $q_i \to 1$, the algebra $\mathcal{E}_n$ becomes the conformal algebra depending on parameter $N$. When $N$ is a positive integer, this conformal algebra can be factorized to the coset $\widehat{\mathfrak{gl}}_N / \widehat{\mathfrak{gl}}_{N-n}$. Therefore, the geometric construction of the representations of $\mathcal{E}_n$ is expected to provide a “geometric” construction of the space of states in some conformal field theories. This phenomenon now is called the AGT conjecture, and gives a big impact on the activity in this direction.

The parameters $q_1, q_2$ in the present paper are always generic, we plan to discuss representations of $\mathcal{E}_n$ with non-generic values in a subsequent publication.

The paper is organized as follows. We start with basic facts and definitions in Section 2 in particular we introduce horizontal and vertical $U_q \widehat{\mathfrak{gl}}_n$ subalgebras. We construct the Fock representation in Section 3. Section 4 is devoted to the construction of the general Macmahon module. In Section 5 we discuss the Weyl type $U_q \widehat{\mathfrak{gl}}_n$ modules.

2. Quantum Toroidal $\mathfrak{gl}_n$

2.1. Algebra $\mathcal{E}_n^c$. Fix a natural number $n \geq 3$. Let $I = \{1, \ldots, n-1\}$ and $\hat{I} = \{0, 1, \ldots, n-1\}$.

Let $(a_{ij})_{i,j \in \hat{I}}$ be the Cartan matrix of type $A^{(1)}_{n-1}$. That is $a_{ii} = 2$, $a_{i,i+1} = a_{i+1,i} = -1$, $i \in \hat{I}$, and $a_{m,n} = 0$ otherwise. Let, in addition, $(m_{ij})_{i,j \in \hat{I}}$ be the matrix given by $m_{i-1,i} = -1$, $m_{i,i-1} = 1$, $i \in \hat{I}$, and $m_{ij} = 0$ otherwise.

Here and in many places below, we use the cyclic modulo $n$ convention: an index $i$ is identified with the index $n + i$. For example $m_{n,n-1} = m_{0,n-1}$, $a_{n-1,n} = a_{n-1,0}$, etc. Also, for integers $a, b$ we write

$$a \equiv b$$

if and only if $n$ divides $a - b$.

Let $d, q \in \mathbb{C}$ be non-zero complex parameters. The quantum toroidal $\mathfrak{gl}_n$ algebra, see [GKV] is an associative algebra $\mathcal{E}_n^c = \mathcal{E}_n^c(q, d)$ with generators $E_{i,k}, F_{i,k}, H_{i,l}, K_{i}^{1}, q^{\pm \frac{1}{2}}$ where $k \in \mathbb{Z}$, $i \in \hat{I}$, $l \in \mathbb{Z} - \{0\}$. Satisfying the following defining relations: $q^{\pm \frac{1}{2}}$ are central,

$$K_{i}K_{i}^{-1} = K_{i}^{-1}K_{i} = 1, \quad q^{\frac{1}{2}c}q^{-\frac{1}{2}c} = q^{-\frac{1}{2}c}q^{\frac{1}{2}c} = 1,$$

$$K_{i}^{+}(z)K_{j}^{+}(w) = K_{j}^{+}(w)K_{i}^{+}(z),$$

$$q^{a_{ij}w - d^{a_{ij}}q^{-c}z}K_{i}^{-}(z)K_{j}^{+}(w) = w - d^{a_{ij}}q^{a_{ij}q^{-c}z}w - d^{a_{ij}}q^{a_{ij}q^{-c}z}K_{i}^{-}(z)K_{j}^{+}(w),$$

$$(q^{a_{ij}w - d^{a_{ij}}q^{\frac{1}{2}c}z}K_{i}^{+}(z)E_{j}(w) = (w - d^{a_{ij}}q^{a_{ij}q^{\frac{1}{2}c}z})E_{j}(w)K_{i}^{+}(z),$$

$$(w - d^{a_{ij}}q^{\frac{1}{2}c}q^{-a_{ij}z})K_{i}^{+}(z)F_{j}(w) = (q^{a_{ij}w - d^{a_{ij}}q^{-\frac{1}{2}c}z})F_{j}(w)K_{i}^{+}(z),$$

$$q^{a_{ij}w - d^{a_{ij}}q^{-c}z}K_{i}^{-}(z)K_{j}^{+}(w) = w - d^{a_{ij}}q^{-c}z$$
\[
[E_\i, F_\j(w)] = \frac{\delta_{ij}}{q - q^{-1}}(\delta(q^c w) K_\i^+(q^{\pm c} w) - \delta(q^c q^c w) K_\i^-(q^{\pm c} w)),
\]
\[
(d^{mij} z - q^{a_{ij}} w)E_\i(z)E_\j(w) = (d^{mij} q^{a_{ij}} z - w)E_\j(w)E_\i(z),
\]
\[
(d^{mij} z - q^{-a_{ij}} w)F_\i(z)F_\j(w) = (d^{mij} q^{-a_{ij}} z - w)F_\j(w)F_\i(z),
\]
\[
E_\i(z_1)E_\i(z_2)E_{\i \pm 1}(w) - (q + q^{-1})E_\i(z_1)E_{\i \pm 1}(w)E_\i(z_2) + E_{\i \pm 1}(w)E_\i(z_1)E_\i(z_2) + (z_1 \leftrightarrow z_2) = 0,
\]
\[
F_\i(z_1)F_\i(z_2)F_{\i \pm 1}(w) - (q + q^{-1})F_\i(z_1)F_{\i \pm 1}(w)F_\i(z_2) + F_{\i \pm 1}(w)F_\i(z_1)F_\i(z_2) + (z_1 \leftrightarrow z_2) = 0,
\]
for all values of \(i, j \in \hat{I}\) and \([E_\i(z), F_\j(w)] = [F_\i(z), F_\j(w)] = 0\) for \(i \neq j, j \pm 1\).

Here we collected the generators in the formal power series

\[
E_\i(z) = \sum_{k \in \mathbb{Z}} E_{i,k} z^{-k}, \quad F_\i(z) = \sum_{k \in \mathbb{Z}} F_{i,k} z^{-k}, \quad K_\i^\pm(z) = K_\i^\pm \exp(\pm(q - q^{-1})\sum_{k=1}^{\infty} H_{i,\pm k} z^{\pm k}),
\]
and \(i, j \in \hat{I}\).

Let 
\[
\kappa = \prod_{i \in \hat{I}} K_i.
\]

Then \(\kappa\) is invertible and central.

### 2.2. Horizontal and vertical \(U_q \hat{\mathfrak{sl}}_n\).

In this section we define two subalgebras of \(\mathcal{E}_n^c\) which we call horizontal and vertical \(U_q \hat{\mathfrak{sl}}_n\).

The subalgebra of \(\mathcal{E}_n^c\) generated by \(E_{i,0}, F_{i,0}, K_i^{\pm 1}, i \in \hat{I}\) is called the horizontal quantum affine \(\mathfrak{sl}_n\) and denote it by \(U_q^{\text{hor}} \hat{\mathfrak{sl}}_n\).

The subalgebra of \(\mathcal{E}_n^c\) generated by \(E_\i(z), F_\i(z), K_\i(z), q^{\pm \frac{1}{2}}\), \(i \in I\) is called the vertical quantum affine \(\mathfrak{sl}_n\) and denote it by \(U_q^{\text{ver}} \hat{\mathfrak{sl}}_n\).

The vertical algebra is given in new Drinfeld realization and the horizontal is in Drinfeld-Jimbo form.

We describe a Heisenberg subalgebra \(a^{\text{ver}}\) of \(\mathcal{E}_n^c\) commuting with the vertical algebra \(U_q^{\text{ver}} \hat{\mathfrak{sl}}_n\) as follows.

In terms of the generators \(H_{i,r}\) we have the relations

\[
[H_{i,r}, E_\j(w)] = \frac{[r a_{i,j}]}{r} d^{-r m_{i,j}} q^{-[r]^2} w^r E_\j(w),
\]
\[
[H_{i,r}, F_\j(w)] = -\frac{[r a_{i,j}]}{r} d^{-r m_{i,j}} q^{[r]^2} w^r F_\j(w),
\]
\[
[H_{i,r}, H_{j,s}] = \delta_{r+s,0} \frac{[r a_{i,j}]}{r} q^{r c - q^{-r c}} d^{-r m_{i,j}},
\]
where \(r, s \neq 0\) and \([x] = (q^x - q^{-x})/(q - q^{-1})\). For each \(r \neq 0\), let \(\{c_{i,r}\}_{i=0}^{n-1}\) be a non-trivial solution of the equation

\[
\sum_{i=0}^{n-1} c_{i,r} [r a_{i,j}] d^{-r m_{i,j}} = 0 \quad (j = 1, \ldots, n - 1).
\]
Let $\mathfrak{a}^\text{ver}$ be the subalgebra of $\mathcal{E}_n$ generated by $H_{r}^{\text{ver}} = \sum_{i=0}^{n-1} c_{i,r} H_{i,r}$, $r \in \mathbb{Z}_{\neq 0}$. Clearly $\mathfrak{a}^\text{ver}$ is a Heisenberg subalgebra with central element $q^e$ which commutes with $U_q^{\text{ver}} \widehat{\mathfrak{sl}}_n$.

We call the subalgebra of $\mathcal{E}^c_n$ generated by $U_q^{\text{ver}} \widehat{\mathfrak{sl}}_n$ and $\mathfrak{a}^\text{ver}$ the \textit{vertical quantum affine} $\mathfrak{gl}_n$ and denote it by $U_q^{\text{ver}} \widehat{\mathfrak{gl}}_n$.

To construct the horizontal counterpart of $U_q^{\text{ver}} \widehat{\mathfrak{gl}}_n$ we use an automorphism described in [M2]. Define the principal grading of $\mathcal{E}^c_n$ by

$$p\deg E_{i,k} = 1, \quad p\deg F_{i,k} = -1, \quad p\deg H_{i,k} = 0, \quad p\deg K_{i}^{\pm 1} = 0.$$ 

**Proposition 2.1.** [M2] There exists an automorphism $\theta$ of $\mathcal{E}^c_n$ such that

$$\theta(U_q^{\text{ver}} \widehat{\mathfrak{sl}}_n) = U_q^{\text{hor}} \widehat{\mathfrak{sl}}_n, \quad \theta(U_q^{\text{hor}} \widehat{\mathfrak{sl}}_n) = U_q^{\text{ver}} \widehat{\mathfrak{sl}}_n.$$ 

Moreover,

$$\theta(q^e) = q^c, \quad \theta(q^c) = q^{-1}.$$ 

We also have

$$p\deg \theta(H_{i,k}) = nk.$$ 

We fix the automorphism $\theta$ as in [M2] (it is called $\psi$ there). Let $\mathfrak{a}^{\text{hor}} = \theta \mathfrak{a}^\text{ver}$ be the image of $\mathfrak{a}^\text{ver}$. Then $\mathfrak{a}^{\text{hor}}$ is a Heisenberg algebra with central element $\kappa$ which commutes with $U_q^{\text{hor}} \widehat{\mathfrak{sl}}_n$.

We call the subalgebra of $\mathcal{E}^c_n$ generated by $U_q^{\text{hor}} \widehat{\mathfrak{sl}}_n$ and $\mathfrak{a}^{\text{hor}}$ the \textit{horizontal quantum affine} $\mathfrak{gl}_n$ and denote it by $U_q^{\text{hor}} \widehat{\mathfrak{gl}}_n$.

### 2.3. Basic properties.

Let $\mathcal{E}_n$ be the quotient algebra of $\mathcal{E}^c_n$ by the relation $q^{\pm \frac{1}{2} c} = 1$. In this paper we study only representations of algebra $\mathcal{E}_n$ and this is the algebra we employ in the rest of the paper.

By abuse of language we use the same notation for generators and subalgebras of $\mathcal{E}_n$ and $\mathcal{E}^c_n$: $E_i(z), U_q^{\text{ver}} \widehat{\mathfrak{gl}}_n$, etc.

In this section we give standard definitions and collect simple facts about $\mathcal{E}_n$ and its modules.

The element $\kappa$ is the central element of the $U_q^{\text{hor}} \widehat{\mathfrak{gl}}_n$. The vertical algebra $U_q^{\text{ver}} \widehat{\mathfrak{gl}}_n$ is the loop algebra without central extension.

The algebra $\mathcal{E}_n$ is $\mathbb{Z}^n$ graded by the rule

$$\deg(E_i(z)) = 1, \quad \deg(F_i(z)) = -1, \quad \deg(K_{i}^{\pm}(z)) = 0,$$

here $1_i$ are the standard generators of $\mathbb{Z}^n$.

Note that there exists also the homogeneous $\mathbb{Z}$-grading of $\mathcal{E}_n$ given by

$$\deg_{\delta} E_{i,k} = nk, \quad \deg_{\delta} F_{i,k} = nk, \quad \deg_{\delta} H_{i,k} = nk.$$ 

However, we do not consider homogeneous grading in this paper, moreover, all modules we consider will be $\mathbb{Z}^n$ graded but not homogeneously graded.

Let $\mathcal{E}^+_n$, $\mathcal{E}^-_n$, $\mathcal{E}^0_n$ be the subalgebras of $\mathcal{E}_n$ generated by coefficients of the series $E_i(z)$, $i \in \hat{I}$, $F_i(z)$, $i \in \hat{I}$, and $K_{i}(z)$, $i \in \hat{I}$, respectively.

**Lemma 2.2.** We have the triangular decomposition $\mathcal{E}_n = \mathcal{E}^-_n \otimes \mathcal{E}^0_n \otimes \mathcal{E}^+_n$. ☐
Let $\omega : \mathcal{E}_n(q,d) \to \mathcal{E}_n(q^{-1},d)$ be the map sending the series $E_i(z), F_i(z), K_i^\pm(z)$ to $F_i(z), E_i(z), K_i^\pm(z)$, respectively, $i \in \hat{I}$. Clearly, $\omega$ extends to a graded isomorphism of algebras.

Let $\tau : \mathcal{E}_n(q,d) \to \mathcal{E}_n(q,d)$ be the map sending the series $E_i(z), F_i(z), K_i^\pm(z)$ to $E_{i+1}(z), F_{i+1}(z), K_{i+1}^\pm(z)$, respectively, $i \in \hat{I}$. Clearly, $\tau$ extends to an automorphism of $\mathcal{E}_n$ of order $n$: $\tau^n = id$.

For $a \in \mathbb{C}^\times$, let $s_a : \mathcal{E}_n(q,d) \to \mathcal{E}_n(q,d)$ be the map sending the series $E_i(z), F_i(z), K_i^\pm(z)$ to $E_i(az), F_i(az), K_i^\pm(az)$, respectively, $i \in \hat{I}$. Clearly, $s_a$ extends to a graded automorphism of $\mathcal{E}_n$.

Let $\iota : \mathcal{E}_n(q,d) \to \mathcal{E}_n(q,d^{-1})$ be the map sending the series $E_i(z), F_i(z), K_i^\pm(z)$ to $E_{n-i}(z), F_{n-i}(z), K_{n-i}^\pm(z)$, respectively, $i \in \hat{I}$. Clearly, $\iota$ extends to an isomorphism of algebras.

We use the following notation:

$$q_1 = d/q, \quad q_2 = q^2, \quad q_3 = 1/(dq).$$

Note that $q_1 q_2 q_3 = 1$. Using the automorphism $\iota$, one can switch $q_1$ and $q_3$ keeping $q_2$ unchanged.

In this paper we assume that $q_1, q_2, q_3$ are generic. By that we mean that if $q_1^a q_2^b q_3^c = 1$ for some integers $a, b, c$ then $a = b = c$. In particular, $q_1, q_2, q_3$ are not roots of unity.

Let $V$ be an $\mathcal{E}_n$-module.

A vector $v \in V$ is called singular if $\mathcal{E}^{-}v = 0$.

Let $\phi^\pm(z) = (\phi^\pm_i(z))_{i \in \hat{I}}$ and $\phi^\pm_i(z) \in \mathbb{C}[[z^\pm]]$. A vector $v \in V$ has weight $\phi^\pm(z)$ if $K_i^\pm(z)v = \phi_i^\pm(z)v$, $i \in \hat{I}$.

The module $V$ is called weighted if the commuting series $K_i^\pm(z)$, $i \in \hat{I}$ are diagonalizable in $V$. The module $V$ is called tame if it is weighted and the joint spectrum of $K_i^\pm(z)$, $i \in \hat{I}$, is simple.

The module $V$ is called lowest weight module with lowest weight $\phi^\pm(z)$ if it is generated by a singular weight vector $v$ of the weight $\phi^\pm(z)$. In such a case $v$ is called the lowest weight vector.

The weighted module $V$ is called quasi-finite if for all sequences of complex numbers $(a_i)_{i \in \hat{I}}$, $a_i \in \mathbb{C}$, we have $\dim\{v \in V \mid K_i v = a_i v \ (i \in \hat{I})\} < \infty$.

The module $V$ is called level $K$ module if the central element $\kappa^{-1} = \prod_{i \in \hat{I}} K_i^{-1}$ acts in $V$ by the constant $K$.

**Theorem 2.3.** For any $\phi^\pm(z)$ such that $\phi_i^\pm(\infty)\phi^-_i(0) = 1$, there exists a unique up to isomorphism irreducible lowest weight $\mathcal{E}_n$-module $L_{\phi^\pm(z)}$ with lowest weight $\phi^\pm(z)$. The module $L_{\phi^\pm(z)}$ is weighted and $\mathbb{Z}^n$-graded.

Let $q_1, q_2, q_3$ be generic. Then module $L_{\phi^\pm(z)}$ is quasi-finite if and only if for each $i \in \hat{I}$, the series $\phi_i^\pm(z)$ are expansions of a rational function $\phi_i(z)$ such that $\phi_i(\infty)\phi_i(0) = 1$.

**Proof.** The theorem is standard, the proof is similar for example to the proof of Theorem 6.1 in [M].
2.4. Comultiplication. Let \( \Delta \) be the comultiplication map given by:
\[
\Delta(K^+_i(z)) = K^+_i(z) \otimes K^+_i(z),
\]
\[
\Delta(E_i(z)) = E_i(z) \otimes 1 + K^-_i(z) \otimes E_i(z),
\]
\[
\Delta(F_i(z)) = F_i(z) \otimes K^+_i(z) + 1 \otimes F_i(z),
\]
for \( i \in \hat{I} \). Note that \( \Delta \) is not an honest map as \( \Delta(E_i(z)) \) and \( \Delta(F_i(z)) \) contains infinite summations. However, if the summation is well-defined in a tensor product of \( \mathcal{E}_n \)-modules, it can be used. Moreover, in some cases \( \Delta \) can be used even if it is not well-defined on the whole tensor product. Namely, we have the following lemma.

Lemma 2.4. Let \( V_1, V_2 \) be \( \mathcal{E}_n \)-modules. Let \( U \subset V_1 \otimes V_2 \) be a linear subspace such that for any \( u \in U \), the coefficients of series \( \Delta(K_i(z))u, \Delta(E_i(z))u, \Delta(F_i(z))u, i \in \hat{I} \) are well-defined vectors in \( U \). Then \( U \) has an \( \mathcal{E}_n \)-module structure such that the series \( K_i(z), E_i(z), F_i(z) \) act as \( \Delta(K_i(z))u, \Delta(E_i(z))u, \Delta(F_i(z))u \), respectively.

Proof. The lemma is proved by the straightforward formal check of compatibility of \( \Delta \) and relations in \( \mathcal{E}_n \). \( \square \)

Lemma 2.4 deals with the submodule situation. We also have the following useful quotient-module version.

Suppose we have the decomposition of the vector space \( V_1 \otimes V_2 = U \oplus W \) such that \( \Delta(K_i(z))U \subset U \) and \( \Delta(K_i(z))W \subset W \), \( i \in \hat{I} \). Let \( \text{pr}_W : U \oplus W \rightarrow W \) and \( \text{pr}_U : U \oplus W \rightarrow U \) denote the projections along \( U \) and \( W \) respectively.

Assume that the coefficients of the series \( \Delta(E_i(z)) \) and \( \Delta(F_i(z)) \) are well-defined operators when acting on vectors in \( U \). We do not require that the result is contained in \( U \). Assume further that the vector spaces \( U \) and \( W \) have bases \( \{u_j\}_{j \in J} \) and \( \{w_k\}_{k \in K} \) respectively such that the matrix coefficients of operators \( \Delta(E_i(z)) \) and \( \Delta(F_i(z)) \) applied to \( w_k \) and computed on \( u_j \) are zero for all \( k \in K, j \in J \). Note that we do not require the finiteness of the coefficients of \( w_k \).

Lemma 2.5. Under the assumption above, the space \( U \) has an \( \mathcal{E}_n \)-module structure such that the series \( K_i(z), E_i(z), F_i(z) \) act by \( \Delta(K_i(z)), \text{pr}_U \Delta(E_i(z)), \text{pr}_U \Delta(F_i(z)) \), respectively. \( \square \)

3. The Fock representations of \( \mathcal{E}_n \)

3.1. The vector representations. Fix \( k \in \hat{I} \). Let \( u \in \mathbb{C}^\times \) be a non-zero complex number and let \( V^{(k)}(u) \) be a complex vector space with basis \( \{u_j^{(k)}\}, j \in \mathbb{Z} \). In this notation index \( j \) is not considered modulo \( n \).

We define the \( \mathbb{Z}^n \) grading on \( V^{(k)}(u) \) by setting
\[
\deg[u_j^{(k)}] = m(1_0 + \cdots + 1_{n-1}) + 1_k + 1_{k-1} + \cdots + 1_{k-r},
\]
if \( j = mn + r \) and \( r \in \{0, 1, \ldots, n-1\} \). Here \( 1_i \) denote the standard generators of \( \mathbb{Z}^n \) and we continue to use the cyclic conventions for indexes.

In particular, we have \( \deg[u_{-1}^{(k)}] = 0 \), \( \deg[u_0^{(k)}] = 1_k \), \( \deg[u_j^{(k)}] = -\deg[u_{j-1}^{(k)}] = 1_{k-j} \).

We picture \( [u]^{(k)}_j \) as a semi-infinite row of boxes ending at box \( j+1 \) on the right of the divider. We color the boxes in colors \( k, k-1, \ldots, 1, 0, n-1, n-2 \ldots \) from the divider to the right and continuing the pattern to the left, see Figure 1.
Let

\[ \psi(z) = \frac{q - q^{-1}z}{1 - z}. \]

We have \( \psi(1/z) = \frac{q^{-1} - q}{1 - z} = (\psi(qz))^{-1}. \)

Define the action of operators \( K_i^\pm(z), E_i(z), F_i(u), i \in \hat{I} \) by the formulas

\[
E_i(z)[u]^{(k)}_j = \begin{cases} 
\delta(q_i^{j+1}u/z)[u]^{(k)}_{j+1}, & i + j + 1 \equiv k; \\
0, & i + j + 1 \not\equiv k;
\end{cases}
\]

\[
F_i(z)[u]^{(k)}_j = \begin{cases} 
\delta(q_i^{j+1}u/z)[u]^{(k)}_j, & i + j + 1 \equiv k; \\
0, & i + j + 1 \not\equiv k;
\end{cases}
\]

\[
K_i^\pm(z)[u]^{(k)}_j = \begin{cases} 
\psi(q_i^j u/z)[u]^{(k)}_j, & j + i \equiv k; \\
\psi(q_i^j q_i^{-1}u/z)^{-1}[u]^{(k)}_j, & j + i + 1 \equiv k; \\
[u]^{(k)}_j, & \text{otherwise.}
\end{cases}
\]

The following lemma is checked by a straightforward calculation.

**Lemma 3.1.** Formulas \( \psi \) define a structure of an irreducible, tame, \( \mathbb{Z}^n \)-graded \( \mathcal{E}_n \)-module of level 1 on the space \( V^{(k)}(u) \). \( \square \)

We call the module \( V^{(k)}(u) \) the vector representation. Note that the operator \( E_i(z) \) adds boxes of color \( i \) and operator \( F_i(z) \) removes boxes of color \( i \).

Note, that the parameter \( u \) can be changed by using the shift of evaluation parameter, \( s_u \). Twisting the module \( V^{(k)}(u) \) by the automorphism \( \tau^i \), we obtain the module \( V^{(k-i)}(u) \).

Another set of vector representations \( \bar{V}^{(n-k)}(u; q, d^{-1}) \) is obtained by twisting the module \( V^{(k)}(u) \) with map \( \iota \). We denote the \( \mathcal{E}_n \)-representation \( \bar{V}^{(k)}(u; q, d) \) simply by \( V^{(k)}(u) \). We denote the basis of \( \bar{V}^{(k)}(u) \) by \( \bar{u}^{(k)}_j \). We change the labeling of the basic vectors so that \( \bar{u}^{(k)}_j \) corresponds to the vector \( u^{(n-j-1)}_j \). For example, we have:

\[
E_i(z)[\bar{u}]^{(k)}_j = \begin{cases} 
\delta(q_i^{j+1}u/z)[\bar{u}]^{(k)}_{j+1}, & i \equiv k + j + 1; \\
0, & i \not\equiv k + j + 1.
\end{cases}
\]

In \( \bar{V}^{(k)}(u) \), we picture \( \bar{u}^{(k)}_j \) as a semi-infinite column of boxes ending at box \( j + 1 \) to the bottom of the divider. We color the boxes in colors \( k, k+1, \ldots, n-1, 0, 1, \ldots \) from the divider to the bottom and continuing the pattern up, see Figure 1. Then, as before, operators \( E_i(z) \) add boxes of color \( i \) and operators \( F_i(z) \) remove boxes of color \( i \).

**3.2. Tensor product of vector representations.** We consider the tensor product of vector spaces \( V^{(k)}(u) \otimes V^{(l)}(v) \). The basis of \( V^{(k)}(u) \otimes V^{(l)}(v) \) is given by \( [u]^{(k)}_i \otimes [v]^{(l)}_j, i, j \in \mathbb{Z} \). We use the comultiplication to define the \( \mathcal{E}_n \)-module structure. The situation is described in the following lemma.

**Lemma 3.2.** We have the following cases.

(i) If \( ud_i^{nm+k-l} = v \) for some \( m \in \mathbb{Z} \), the action of \( \mathcal{E}_n \) is not well-defined. In all other cases the action of \( \mathcal{E}_n \) is well-defined.
(ii) If \( uq_2^{nm+k-l} = v \) for some \( m \in \mathbb{Z} \), then the module \( V^{(k)}(u) \otimes V^{(l)}(v) \) has a submodule spanned by \( [u]^{(k)}_i \otimes [v]^{(l)}_j \), with \( i \geq j + nm + k - l \). The submodule and the quotient module are tame, irreducible \( \mathcal{E}_n \)-modules of level 1.

(iii) If \( uq_2^{-1}q_1^{nm+k-l} = v \) for some \( m \in \mathbb{Z} \), then the module \( V^{(k)}(u) \otimes V^{(l)}(v) \) has a submodule spanned by \( [u]^{(k)}_i \otimes [v]^{(l)}_j \), with \( i \geq j + nm + k - l + 1 \). The submodule and the quotient module are tame, irreducible \( \mathcal{E}_n \)-modules of level 1.

(iv) In all other cases the module \( V^{(k)}(u) \otimes V^{(l)}(v) \) is a tame, irreducible \( \mathcal{E}_n \)-module of level 1.

**Proof.** Consider \( E_s(z)[u]^{(k)}_i \otimes [v]^{(l)}_j \). It equals a linear combination of \( [u]^{(k)}_{i+1} \otimes [v]^{(l)}_j \) and \( [u]^{(k)}_i \otimes [v]^{(l)}_{j+1} \). The first vector has a well defined coefficient which is nonzero if and only if \( s + i \equiv k - 1 \).

The second coefficient is zero unless \( s + j \equiv l - 1 \). If \( s + j \equiv l - 1 \) then if \( s + i \neq k, k - 1 \) the coefficient is well-defined and non-zero since \( K_s(z)[u]^{(k)}_i = [u]^{(k)}_i \). In the case \( s + i \equiv k \) the coefficient equals:

\[
\delta(q^{j+1}_1v/z)\frac{q - q^{-1}q_1^i u/z}{1 - q_1^i u/z}.
\]

It is undefined if and only if \( v/u = q_1^{i-j-1} \) and it is zero if and only if \( v/u = q_2^{-1}q_1^{i-j-1} \). Note that \( i-j-1 \equiv k-l \).

The case \( s + i \equiv k - 1 \) is considered similarly. In this case the second coefficient has the form

\[
\delta(q^{j+1}_1v/z)\frac{q^{-1} - qq_1^{j+1} u/z}{1 - q_1^{j+1} u/z}.
\]

The action of operator \( F_s(z) \) is treated in the same way. The lemma follows. \( \square \)
One can similarly describe other cases of the tensor product of two vector representations: $V^{(k)}(u) \otimes V^{(l)}(u)$, $V^{(k)}(u) \otimes V^{(l)}(u)$, $V^{(k)}(u) \otimes V^{(l)}(u)$.

3.3. **Fock space.** We construct the Fock representation by the inductive procedure (semi-infinite wedge construction) from the vector representation.

Fix $k \in \hat{I}$. Consider the following tensor product of $r$ vector representations:

$$V^{(k)}(u) \otimes V^{(k)}(uq_2^{-1}) \otimes V^{(k)}(uq_2^{-2}) \otimes \cdots \otimes V^{(k)}(uq_2^{-r+1}).$$

By Lemma 3.3 this tensor product has a submodule $W_r^{(k)}$ spanned by vectors

$$|\lambda\rangle = [u]^{(k)}_{\lambda_1-1} \otimes [uq_2^{-1}]^{(k)}_{\lambda_2-2} \otimes [uq_2^{-2}]^{(k)}_{\lambda_3-3} \otimes \cdots \otimes [uq_2^{-r+1}]^{(k)}_{\lambda_r-r},$$

where $\lambda_i$ are arbitrary integers satisfying $\lambda_1 \geq \lambda_2 \geq \lambda_3 \geq \cdots \geq \lambda_r$. Next we argue that as $r \to \infty$ one can define the limit of $W_r$.

Let $\mathcal{F}^{(k)}(u)$ be the subset of the infinite tensor product

$$\mathcal{F}^{(k)}(u) \subset V^{(k)}(u) \otimes V^{(k)}(uq_2^{-1}) \otimes V^{(k)}(uq_2^{-2}) \otimes \cdots,$$

spanned by vectors

$$|\lambda\rangle = [u]^{(k)}_{\lambda_1-1} \otimes [uq_2^{-1}]^{(k)}_{\lambda_2-2} \otimes [uq_2^{-2}]^{(k)}_{\lambda_3-3} \otimes \cdots,$$

where $\lambda$ is a partition: $\lambda_i$ are arbitrary non-negative integers such that only finitely many are nonzero and $\lambda_1 \geq \lambda_2 \geq \lambda_3 \geq \cdots$.

Given $\lambda = (\lambda_1, \lambda_2, \ldots)$ and $j \in \mathbb{Z}_{\geq 1}$ let $\lambda \pm 1_j = (\lambda_1, \lambda_2, \ldots, \lambda_j \pm 1, \ldots)$.

We define the grading on $\mathcal{F}^{(k)}(u)$ by the formula

$$\deg |\lambda\rangle = \sum_{r=1}^{\infty} (\deg[u]^{(k)}_{\lambda_r-r} - \deg[u]^{(k)}_{\lambda_r-r}).$$

Note that the sum is finite due to the stabilization of $\lambda_i$ to zero.

Define the action of the $E_n$ on $\mathcal{F}^{(k)}(u)$ by the following formulas.

For $i \in \hat{I}$, $j \in \mathbb{Z}_{\geq 1}$ such that $i + \lambda_j + 1 = j + k$, set

$$\langle \lambda + 1_j | E_i(z) | \lambda \rangle = \prod_{s=1}^{j-1} \psi(q_1^{\lambda_s - \lambda_j - 1} q_3^{-j}) \prod_{s=1}^{j-1} \psi(q_1^{\lambda_s - \lambda_j} q_3^{-j-s}) \delta(q_1^{\lambda_j} q_3^{-1} u/z),$$

$$\langle \lambda | F_i(z) | \lambda + 1_j \rangle = \prod_{s=1}^{\infty} \psi(q_1^{\lambda_s - \lambda_j - 1} q_3^{-j}) \prod_{s=1}^{\infty} \psi(q_1^{\lambda_j - \lambda_s} q_3^{-j-s}) \delta(q_1^{\lambda_j} q_3^{-1} u/z).$$

For $i \in \hat{I}$, set

$$(3.2) \quad \langle \lambda | K^+_i(z) | \lambda \rangle = \prod_{s=1}^{\infty} \psi(q_1^{\lambda_s - 1} q_3^{-s-1} u/z) \prod_{s=1}^{\infty} \psi(q_1^{\lambda_s - 1} q_3^{s-2} u/z) \delta(q_1^{\lambda_i} q_3^{-1} u/z).$$

We set all other matrix coefficients to be zero.

Here we used the bra-ket notation for the matrix elements of the linear operators acting in $\mathcal{F}^{(k)}(u)$ in basis $|\lambda\rangle$. 


Note that if \( \lambda + 1 \) is not a partition then the above definition automatically gives \( \langle \lambda + 1 \rangle E_i(z) |\lambda \rangle = 0 \). Similarly, if \( \lambda + 1 \) is a partition and \( \lambda \) is not, then the above definition gives \( \langle \lambda | F_i(z) |\lambda + 1 \rangle = 0 \).

Note that even though the formulas for the operators \( F_i(z) \) and \( K_i^\pm(z) \) involve infinite products, we mean only finite products. Namely, we have the identity
\[
\psi(q_2z)\psi(1/z) = 1,
\]
and we understand that once \( \lambda_r = 0 \) and \( j \equiv r + k \),
\[
\prod_{s=r, \lambda_s + j \equiv s+k}^{\infty} \psi(q_1^{\lambda_s - \lambda_s - 1} q_3^{s-i}) \prod_{s=r, \lambda_s + j \equiv s+k}^{\infty} \psi(q_1^{\lambda_s - \lambda_s} q_3^{s-j}) = \prod_{t=0}^{\infty} \psi(q_1^{-\lambda_s - 1} q_3^{r+t-i}) \psi(q_1^{\lambda_s} q_3^{r-t-1}) = 1,
\]
and, similarly,
\[
\prod_{s=r, \lambda_s + j \equiv s+k}^{\infty} \psi(q_1^{\lambda_s - 1} q_3^{s-1} u/z) \prod_{s=r, \lambda_s + j \equiv s+k}^{\infty} \psi(q_1^{\lambda_s - 1} q_3^{s-2} u/z)^{-1} = 1.
\]

**Proposition 3.3.** The formulas above define an action of \( E_n \) on \( \mathcal{F}^{(k)}(u) \) making it an irreducible, tame, lowest weight \( \mathbb{Z}^n \)-graded module of level \( q \) and lowest weight
\[
\phi(z) = (\psi(q_2 u / z)^{-\delta_i, k})_{i \in I}.
\]

**Proof.** We have to check that the action of \( E_j, F_j, K_j, j \in \hat{I} \), satisfy the relations of the quantum toroidal algebra \( E_n \). For example, let us consider the commutator \([E_j(z), F_j(w)]\) applied to \( |\lambda\rangle \). Choose \( r \) such that \( \lambda_r = 0 \) and \( j \equiv r + 1 \). Then the action of \([E_j(z), F_j(w)]\) on \( |\lambda\rangle \) in \( \mathcal{F}^{(k)}(u) \) coincides with the action in \( W^{(k)}_{r-1} \). The same is true for the action of \( K_j^\pm(z) \) on \( |\lambda\rangle \). Therefore the corresponding relation holds. The other relations follow for the same reason.

The module \( \mathcal{F}^{(k)}(u) \) is clearly tame because knowing the eigenvalue of \( K_j(z), j \in \hat{I} \) on \( |\lambda\rangle \) we can uniquely identify \( \lambda_i \) as follows. We start by identifying the pole at \( 1 - q_1^{\lambda_i} u / z = 0 \). After \( \lambda_1, \ldots, \lambda_{i-1} \) are determined, we find \( \lambda_i \) from the pole at \( 1 - q_1^{\lambda_i} q_3^{s-1} u / z = 0 \). Note that if such a pole exists it is unique and if it does not then \( \lambda_i = \lambda_{i-1} \).

It follows that the representation is irreducible.

The lowest weight vector is given by
\[
|\emptyset\rangle = [u]_{-1}^{(k)} \otimes [uq_2^{-1}]_{-2}^{(k)} \otimes [uq_2^{-2}]_{-3}^{(k)} \otimes \cdots,
\]
and the lowest weight is computed by a straightforward computation. \( \square \)

We picture the vector \( |\lambda\rangle \) using the Young diagram of \( \lambda \). In addition, we assign to each box the color as before, so that operators \( E_j(z) \) (resp. \( F_j(z) \)) add (resp. remove) boxes of color \( i \). Note that the top left corner of \( \mathcal{F}^{(k)}(u) \) has color \( k \), see Figure 2.

Note that the automorphism \( \tau \) relates \( \mathcal{F}^{(k)}(u) \) and \( \mathcal{F}^{(k-1)}(u) \) and the automorphism \( s_a \) relates the modules \( \mathcal{F}^{(k)}(u) \) and \( \mathcal{F}^{(k)}(u/a) \). In contrast to vector representations, the map \( \iota \) does not produce any new Fock spaces.
Figure 2. A colored partition $(7, 4, 2, 2)$ in Fock representations. The colors of concave corners have bars, and the colors of convex corners are underlined.

We remark that the module $F^k(u)$ can be constructed in a similar way using the infinite tensor product

$$V^k(u) \otimes V^k(uq^{−1}) \otimes V^k(uq^{−2}) \otimes \ldots.$$ 

The two ways of constructing the Fock space correspond to "slicing" the Young diagram of a partition into rows and columns respectively.

The Fock spaces were studied before using bosonizations, see for example [TU], hence the name.

It is convenient to rewrite formula (3.2) in terms of the geometry of partition $\lambda$ as follows. Let $\lambda$ be a partition. The dual partition $\lambda'$ is given by $\lambda'_i = |\{j \mid \lambda_j \geq i\}|$. A pair of natural numbers $(x, y)$ is a convex corner of $\lambda$ if $\lambda'_y < x$. A pair of natural numbers $(x, y)$ is a concave corner of $\lambda$ if $\lambda'_y = x - 1$ and in addition $y = 1$ or $\lambda'_{y-1} > x - 1$, see Figure 2. Let $CC(\lambda)$ and $CV(\lambda)$ be the set of concave and convex corners of $\lambda$ respectively.

For $i \in \hat{I}$, let

$$CC_i^k(\lambda) = \{(x, y) \in CC(\lambda), k + x - y \equiv i\}$$

be the set of concave corners of $\lambda$ of color $i$. Similarly, for $i \in \hat{I}$, let

$$CV_i^k(\lambda) = \{(x, y) \in CV(\lambda), k + x - y \equiv i\}$$

be the set of convex corners of $\lambda$ of color $i$.

**Lemma 3.4.** In $F^k(u)$ for $i \in \hat{I}$ we have

$$K_i(z)|\lambda\rangle = \prod_{(x, y) \in CV_i^k(\lambda)} \psi(q_3^x q_1^y q_2 u/z) \prod_{(x, y) \in CC_i^k(\lambda)} \psi(q_3^x q_1^y q_2^2 u/z)^{-1} |\lambda\rangle.$$ 

In particular,

$$K_i|\lambda\rangle = q^{\mid CV_i^k(\lambda)\mid - \mid CC_i^k(\lambda)\mid} |\lambda\rangle.$$ 

**Proof.** Note that if $\lambda_r = \lambda_{r+1}$ and $\lambda_r + i \equiv r + k$ then the two non-trivial factors corresponding to $s = r$ and $s = r + 1$ in (3.2) cancel. Therefore the lemma follows from formula (3.2).
4. MacMahon modules

4.1. Tensor products of Fock modules. Consider $\mathcal{F}^{(k)}(u) \otimes \mathcal{F}^{(l)}(v)$. The basis of $\mathcal{F}^{(k)}(u) \otimes \mathcal{F}^{(l)}(v)$ is given by $|\lambda\rangle \otimes |\mu\rangle$, where $\lambda, \mu$ are partitions. We use the comultiplication to define the $E_n$-module structure.

Lemma 4.1. We have the following cases.

(i) The module is not well-defined if and only if

$$u q_2^{b+1} q_1^{b-a} = v, \quad a, b \in \mathbb{Z}, \ b - a \equiv k - l. \quad (4.1)$$

(ii) If the module is well defined it is an irreducible quasi-finite lowest weight $E_n$-module of level $q^2$.

(iii) If $(4.1)$ holds and $a \geq 0, b \geq 0$ then there exists a well-defined submodule with basis given by vectors $|\lambda\rangle \otimes |\mu\rangle$ such that

$$\lambda_i \geq \mu_{i+b} - a, \quad i = 1, 2, \ldots. \quad (4.2)$$

It is an irreducible quasi-finite, tame, lowest weight $E_n$-module of level $q^2$.

Proof. The module $\mathcal{F}^{(k)}(u) \otimes \mathcal{F}^{(l)}(v)$ is a subspace of the tensor product

$$(V^{(k)}(u) \otimes V^{(k)}(u q_2^{-1}) \otimes V^{(k)}(u q_2^2) \otimes \ldots) \otimes (V^{(l)}(v) \otimes V^{(l)}(v q_2^{-1}) \otimes V^{(l)}(v q_2^2) \otimes \ldots).$$

Clearly, the module is well-defined, quasi-finite, irreducible unless there is interaction between $V^{(k)}(u q_2^{-i+1})$ and $V^{(l)}(v q_2^{-j+1})$ for some $i, j$.

Due to Lemma 3.2 $V^{(k)}(u q_2^{-i+1}) \otimes V^{(l)}(v q_2^{-j+1})$ is irreducible unless condition $(4.1)$ is satisfied and $b + i - j \in \{0, -1, -2\}$.

In the case of $(4.1)$ and $b + i - j = 0$ this module has the submodule spanned by vectors $[u q_2^{-i+1}]^{(k)}_s \otimes [v q_2^{-j+1}]^{(l)}_t$ with $s \geq t - a + b$ which is equivalent to $(4.2)$.

In the case of $(4.1)$ and $b + i - j = -2$ this module has the submodule spanned by vectors $[u q_2^{-i+1}]^{(k)}_s \otimes [v q_2^{-j+1}]^{(l)}_t$ with $s \geq t - a + b + 1$. This translates to $\lambda_i \geq \mu_{b+i+2} - a - 1$ which is automatic if $(4.2)$ is satisfied.

In the case of $(4.1)$ and $b + i - j = -1$ we have a pole which may occur in the action of $E_r(z)$ on $[u q_2^{-i+1}]^{(k)}_s \otimes [v q_2^{-j+1}]^{(l)}_t$ with $s = t - a + b + 1$ which means $\lambda_i = \mu_{b+i+1} - a$. Such poles appear in $\mathcal{F}^{(k)}(u) \otimes \mathcal{F}^{(l)}(v)$, but not in the submodule. Indeed, $\lambda_i = \mu_{b+i+1} - a$ together with $(4.2)$ implies $\mu_{b+i+1} = \mu_{b+i}$ and therefore the corresponding matrix coefficient $E_r(z)$ is identically zero.

We note that if $(4.1)$ holds and $a \leq 0, b \leq 0$ we can use Lemma 2.5 to define the irreducible quotient module containing the vector $|\emptyset\rangle \otimes |\emptyset\rangle$. We do not use this since the highest weights in $\mathcal{F}^{(k)}(u) \otimes \mathcal{F}^{(l)}(v) \otimes \mathcal{F}^{(k)}(u)$ are the same and therefore we do not obtain any modules in addition to Lemma 4.1.

However if $(4.1)$ and $ab < 0$, then we can not use the tensor product $\mathcal{F}^{(k)}(u) \otimes \mathcal{F}^{(l)}(v)$ to describe the lowest weight irreducible module with lowest weight $((\psi(z/u))^\delta)(\psi(z/v))^\delta)_{i \in I}$. One can do it using analytic continuation methods, but we do not discuss this procedure in this paper.
Proposition 4.2. Let \( \alpha, \beta \) be partitions with \( m \) parts such that \( \alpha_m = \beta_m = 0 \). For \( i = 1, \ldots, m-1 \) define non-negative integers \( a_i, b_i \) by
\[
a_i = \alpha_i - \alpha_{i+1}, \quad b_i = \beta_i - \beta_{i+1}.
\]

Let \( u \) be a complex parameter. Define complex number \( u_i, i = 1, \ldots, m, \) by
\[
(4.4) \quad u_1 = u q_{i_1}^{a_i} q_{i_1}^{b_1}, \quad u_{i+1} = u_i q_{i+1}^{b_i} q_{i+1}^{b_{i+1}}, \quad \text{for } i = 1, \ldots, m - 1.
\]

Let \( k \in \hat{I} \). Define \( k_i \in \hat{I}, i = 1, \ldots, m \), by
\[
(4.5) \quad k_1 = k - \alpha_1 + \beta_1, \quad k_{i+1} = k_i + a_i - b_i, \quad i = 1, \ldots, m - 1.
\]

Note that \( k_m = k \) and \( u_m = u q_{m-1}^{m-1} \).

Consider the tensor product of vector spaces \( \mathcal{F}^{(k_1)}(u_1) \otimes \cdots \otimes \mathcal{F}^{(k_m)}(u_m) \). Let \( M^{(k)}_{\alpha, \beta}(u) \) be the subspace spanned by vectors \( |\lambda^{(1)}\rangle \otimes \cdots \otimes |\lambda^{(m)}\rangle \) where \( \lambda^{(i)} \) are partitions satisfying
\[
(4.6) \quad \lambda_j^{(i)} \geq \lambda_{j+1}^{(i+1)} - a_i, \quad i = 1, \ldots, m - 1.
\]

Proposition 4.2. The space \( M^{(k)}_{\alpha, \beta}(u) \) is a well-defined submodule of the tensor product \( \mathcal{F}^{(k_1)}(u_1) \otimes \cdots \otimes \mathcal{F}^{(k_m)}(u_m) \). Moreover, \( M^{(k)}_{\alpha, \beta}(u) \) is an irreducible, tame, quasi-finite, lowest weight \( \mathcal{E}_n \)-module of level \( q^m \).

Proof. Note that the non-adjacent conditions follow from the adjacent ones given in (4.6). \( \square \)

4.2. The vacuum Macmahon module. We construct the Macmahon representation by the inductive procedure from the Fock modules.

Fix \( k \in \hat{I} \). Consider the following tensor product of \( r \) Fock modules:
\[
\mathcal{F}^{(k)}(u) \otimes \mathcal{F}^{(k)}(u q_{2}) \otimes \mathcal{F}^{(k)}(u q_{2}^2) \otimes \cdots \otimes \mathcal{F}^{(k)}(u q_{2}^{r-1}).
\]

By Lemma 4.1 this tensor product has a submodule \( \mathcal{W}^{(k)}_r(u) \) spanned by vectors
\[
|\lambda^{(1)}\rangle \otimes |\lambda^{(2)}\rangle \otimes \cdots \otimes |\lambda^{(r)}\rangle,
\]
where \( \lambda^{(i)} \) are arbitrary partitions satisfying \( \lambda_j^{(i)} \geq \lambda_{j+1}^{(i+1)} \) for all \( i, j \). Next we argue that as \( r \to \infty \) one can define an appropriate limit of \( \mathcal{W}^{(k)}_r \).

Let \( \mathcal{M}^{(k)}(u) \) be the subset of the infinite tensor product
\[
\mathcal{M}^{(k)}(u) \subset \mathcal{F}^{(k)}(u) \otimes \mathcal{F}^{(k)}(u q_{2}) \otimes \mathcal{F}^{(k)}(u q_{2}^2) \otimes \cdots ,
\]
spanned by vectors
\[
|\lambda\rangle = |\lambda^{(1)}\rangle \otimes |\lambda^{(2)}\rangle \otimes \cdots \otimes \lambda^{(r)}\rangle,
\]
where \( \lambda^{(i)} \) are arbitrary partitions with only finitely many of them being nonempty satisfying \( \lambda_j^{(i)} \geq \lambda_{j+1}^{(i+1)} \).

Let \( J_r : \mathcal{W}^{(k)}_r(u) \to \mathcal{M}^{(k)}(u) \) be the injective linear map sending \( |\lambda^{(1)}\rangle \otimes \cdots \otimes |\lambda^{(r)}\rangle \) to the vector \( |\lambda^{(1)}\rangle \otimes \cdots \otimes |\lambda^{(r)}\rangle \otimes \emptyset \otimes \emptyset \cdots \).

Therefore we have
\[
\mathcal{W}^{(k)}_1(u) \subset \mathcal{W}^{(k)}_2(u) \subset \mathcal{W}^{(k)}_3(u) \subset \cdots \subset \mathcal{M}^{(k)}(u).
\]
Suppose $\lambda$ has the property $\lambda^{(r-1)} = \emptyset$ for some $r \in \mathbb{Z}_{\geq 0}$. Define an action of operators $E_i(z), F_i(z), K_i(z)$ with $i \in \hat{I}, i \neq k$, and of $E_k(z)$ on $|\lambda\rangle$ by using the action of $W_s^{(k)}(u)$. For example,

$$E_i(z)|\lambda\rangle = J_i E_i(z)(|\lambda^{(1)}\rangle \otimes |\lambda^{(2)}\rangle \otimes \cdots \otimes |\lambda^{(r)}\rangle)).$$

Observe that the definition does not depend on the choice of $r$. However, to make action of $F_k(z)$ and $K_k(z)$ independent on $r$ we have to modify the action. Chose $K \in \mathbb{C}^\times$ and set

$$K_k(z)|\lambda\rangle = f_r(z)J_r K_k(z)(|\lambda^{(1)}\rangle \otimes |\lambda^{(2)}\rangle \otimes \cdots \otimes |\lambda^{(r)}\rangle),$$

$$f_r(z)|\lambda\rangle = f_r(z)J_r F_k(z)(|\lambda^{(1)}\rangle \otimes |\lambda^{(2)}\rangle \otimes \cdots \otimes |\lambda^{(r)}\rangle),$$

where $f_r(z) = \frac{K^{-1}ku/z}{q^{-r}-q^ru/z}$. Now it is easy to see that the action of $F_k(z)$ and $K_k(z)$ is also independent on the choice of $r$.

We call $K$ generic if $K \not\in q^2_1 q^2_2$.

**Theorem 4.3.** The formulas above define an action of $E_n$ on $M^{(k)}(u)$. For generic $K$, it is an irreducible, tame, lowest weight, $\mathbb{Z}^n$-graded module of level $K$ and lowest weight $\phi(z) = ((\frac{K^{-1}ku/z}{1-u/z})\delta_{ik})_{i \in I}$.

**Proof.** Clearly, from the construction, operators $E_i(z), F_i(z), K_i(z)$ with $i \neq k$ satisfy the same relations in $M^k(u)$ as in $W_r^{(k)}(u)$. The only relation which is not immediate is the commutator $[E_k(z), F_k(z)]$. Because of our modification it is multiplied by the function $f_r(z)$.

Note that $f_r(z)$ is a rational function which is well defined at zero, infinity, and $f_r(0)f_r(\infty) = 1$ and it has the following property. For $v_r = |\lambda^{(1)}\rangle \otimes \cdots \otimes |\lambda^{(r)}\rangle \in W_r^{(k)}(u)$ let $g_r(z)$ be the eigenvalue of $K_k(z)$: $K_k(z)v_r = g_r(z)v_r$. Then for any $r$ such that $\lambda^{(r)} = \emptyset$ the poles of $f_r(z)g_r(z)$ and of $g_r(z)$ are the same. In other words the denominator $q^{-r}-q^ru/z$ of $f_r(z)$ is canceled with the numerator of $g_r(z)$.

It follows that

$$\delta(z/w)((g_r(z)f_r(z))^+ - (g_r(z)f_r(z))^-) = f_r(z)\delta(z/w)((g_r(z))^+ - (g_r(z))^-),$$

where the suffix + (respectively −) denotes the expansion of the rational function around 0 (respectively $\infty$). Therefore the relation for the commutator of $E_k(z)$ and $F_k(z)$ is also satisfied. The other statements of the theorem are straightforward. \[\square\]

We denote the module described in Theorem 4.3 by $M^{(k)}(u; K)$ and call it the vacuum Macmahon module.

According to Theorem 2.3, the lowest weight of any quasi-finite module is a product of lowest weights of $M^{(k_i)}(u_i; K_i)$ with appropriately chosen $k_i, K_i, u_i$. Therefore, one can expect that all quasi-finite modules are subquotients in a tensor product of vacuum Macmahon modules. Such tensor products in general have a rather complicated structure and sometimes it is more convenient to use an alternative construction. Therefore we generalize the construction of the vacuum Macmahon module in Section 4.4. We study some tensor products of Macmahon modules in Section 4.7.
4.3. **Colorless partitions.** In this section we define and characterize colorless partitions.

Consider the root lattice of $\mathfrak{sl}_n$. It is a free abelian group with generators given by simple roots. We denote the generators by $c_i$, $i \in \hat{I}$. We set

$$c_0 = -(c_1 + \cdots + c_{n-1}).$$

We use the cyclic modulo $n$ convention for $c_i$. For partition $\gamma$, let $Y(\gamma) = \{(x, y) \in \mathbb{Z}^2_{\geq 1} \mid \gamma_x \geq y\}$ be the set of boxes in the Young diagram of $\gamma$.

We call a partition $\gamma$ $n$-colorless if and only if $\sum_{(x,y) \in Y(\gamma)} c_{x-y} = 0$.

In other words a partition is $n$-colorless if and only if the number of boxes of color $i$ is the same for all $i \in \hat{I}$ in the coloring associated with $\mathcal{F}^{(k)}(u)$ for any $k$. For example, the partitions in Figure 2 are 3-colorless, all partitions with parts divisible by $n$ are $n$-colorless, the partition $(3, 2, 1)$ is 3-colorless but not 6-colorless. The number of boxes in an $n$-colorless partition is divisible by $n$. The converse is not true. A partition $\gamma$ is colorless if and only if the dual partition $\gamma'$ is colorless.

In this subsection, we identify $\hat{I}$ with the set $\{1, 2, \ldots, n\}$.

Define $v^{(k)}(\gamma) \in \mathbb{Z}^n$ by the formula

$$v^{(k)}(\gamma)_i = |CC^{(k)}_i(\gamma)| - |CV^{(k)}_i(\gamma)|, \quad i \in \hat{I}. $$

Let $\delta^{(n)}_{i,j} = 1$ for $i \equiv j$ and $\delta^{(n)}_{i,j} = 0$ for $i \not\equiv j$. The following is straightforward.

**Lemma 4.4.** Suppose that a partition $\mu$ is obtained from a partition $\nu$ by adding a box of color $i$. Then we have

$$v^{(k)}(\mu) - v^{(k)}(\nu) = -\bar{c}_i,$$

where $(\bar{c}_i)_j = -\delta^{(n)}_{i,j+1} - \delta^{(n)}_{i,j-1} + 2\delta^{(n)}_{i,j}$. \hfill $\square$

Here is a characterization of colorless partitions which we will use.

**Proposition 4.5.** A partition $\gamma$ is colorless if and only if for some $k \in \hat{I}$, we have $v^{(k)}(\gamma) \in \mathbb{Z}^n_{\geq 0}$. If partition $\gamma$ is colorless then $v^{(k)}(\gamma) = (\delta_{ik})_{i \in \hat{I}}$ for all $k \in \hat{I}$.

*Proof.* Without loss of generality, assume $k = 0$.

Let $C = (c_{ij})_{i,j \in \hat{I}}$ be the $\mathfrak{sl}_n$ Cartan matrix. Let $c = v^{(0)}(\emptyset) = (\delta_{im})_{i \in \hat{I}} \in \mathbb{Z}^n_{\geq 0}$.

By Lemma 4.4, it is sufficient to show that if for $b \in \mathbb{Z}^n$ we have

$$ (c - Cb) \in \mathbb{Z}^n_{\geq 0}, $$

then $b_i = a$, $i \in \hat{I}$, for some $a \in \mathbb{Z}$.

Assume (4.7) and set $a = b_0$.

Multiplying (4.7) by $(0, 1, 2, \ldots, n - 1)$ from the left we obtain

$$-nb_1 + nb_n \leq n - 1.$$ 

Multiplying (4.7) by $(n - 1, n - 2, \ldots, 1, 0)$ from the left we obtain

$$nb_1 - nb_n \leq 0.$$ 

This implies $b_1 = b_n = a$. By symmetry we have $b_{n-1} = a$. 


Using $b_1 = b_{n-1} = b_n = a$, the condition \[1.7\] reduces to

$$
\begin{pmatrix}
-1 & 2 & -1 & & & & 1 \\
2 & -1 & 2 & -1 & & & \\
-1 & 2 & -1 & 0 & & & \\
0 & -1 & 2 & 0 & 0 & & \\
& & & \cdots & & & \\
& & & \cdots & & & \\
& & & \cdots & & & \\
-1 & 0 & -1 & 0 & 0 & & \\
-1 & 2 & 0 & 0 & 0 & & \\
-1 & 2 & -1 & 0 & 0 & & \\
-1 & 1 & 0 & 0 & 0 & & \\
-a & & & & & & \\
\end{pmatrix}
\begin{pmatrix}
b_2 \\
b_3 \\
b_4 \\
b_5 \\
\vdots \\
b_{n-3} \\
b_{n-2} \\
a
\end{pmatrix}
\in \mathbb{Z}^{n-1}_{\leq 0},
$$

where the size of the matrix in the left hand side is $(n-1) \times (n-2)$.

The first line implies $-b_2 + a \leq 0$. Multiplying by $(n-2, \ldots, 1, 0)$ from the left we obtain $b_2 - a \leq 0$. Therefore, $b_2 = a$, and by symmetry $b_{n-2} = a$. Continuing similarly, we have $b_1 = b_2 = \cdots = b_n = a$.

We continue our study of combinatorics of colorless partitions in Section 5.1.

4.4. The Macmahon modules $\mathcal{M}_\gamma^{(k)}(u; K)$. In this subsection we generalize the construction of the previous subsection.

Let $\gamma$ be a partition. Let $\mathcal{W}_{r,\gamma}^{(k)}(u) \subset \mathcal{W}_\gamma^{(k)}(u)$ be the subspace spanned by vectors $|\lambda^{(1)}\rangle \otimes |\lambda^{(2)}\rangle \otimes \cdots \otimes |\lambda^{(r)}\rangle$, with $\lambda_j^{(r)} \geq \gamma_j$. Let $\mathcal{M}_\gamma^{(k)}(u)$ be the subset of the infinite tensor product

$$\mathcal{M}_\gamma^{(k)}(u) \subset \mathcal{F}^{(k)}(u) \otimes \mathcal{F}^{(k)}(uq_2) \otimes \mathcal{F}^{(k)}(uq_2^2) \otimes \cdots,$$

spanned by vectors $|\lambda\rangle$ with the property $\lambda_j^{(i)} = \gamma_j$ for all sufficiently large $i$.

Let $J_{r,\gamma} : \mathcal{W}_{r,\gamma}^{(k)}(u) \to \mathcal{M}_\gamma^{(k)}(u)$ be the injective linear map sending the vector $|\lambda^{(1)}\rangle \otimes \cdots \otimes |\lambda^{(r)}\rangle$ to the vector $|\lambda^{(1)}\rangle \otimes \cdots \otimes |\lambda^{(r)}\rangle \otimes |\gamma\rangle \otimes |\gamma\rangle \otimes \cdots$.

Therefore we have

$$\mathcal{W}_{1,\gamma}^{(k)}(u) \subset \mathcal{W}_{2,\gamma}^{(k)}(u) \subset \mathcal{W}_\gamma^{(k)}(u) \subset \cdots \subset \mathcal{M}_\gamma^{(k)}(u).$$

Suppose $\lambda$ has the property $\lambda^{(r-1)} = \gamma$ for some $r \in \mathbb{Z}_{\geq 0}$. Define the action of operators $E_i, F_i, K_i$ with $i \in \hat{I}$ by

$$E_i(z)|\lambda\rangle = J_r E_i(z)|\lambda^{(1)}\rangle \otimes |\lambda^{(2)}\rangle \otimes \cdots \otimes |\lambda^{(r)}\rangle,$$

$$F_i(z)|\lambda\rangle = f(i, r, z) J_r F_i(z)|\lambda^{(1)}\rangle \otimes |\lambda^{(2)}\rangle \otimes \cdots \otimes |\lambda^{(r)}\rangle,$$

$$K_i(z)|\lambda\rangle = f(i, r, z) J_r K_i(z)|\lambda^{(1)}\rangle \otimes |\lambda^{(2)}\rangle \otimes \cdots \otimes |\lambda^{(r)}\rangle,$$

where $f(i, r, z)$ are some scalar functions which we choose from the requirement of the stabilization with respect to $r$.

Lemma 4.6. The action of operators $E_i(z)$ does not depend on the choice of $r$. The action of operators $K_i(z)$ does not depend on the choice of $r$ if and only if

$$f(i, r, z) = f(i, z) \prod_{(x, y) \in C_{i-1}^{(k)}(\gamma)} (1 - q_2^{-x} q_1^{-x} u/z),$$

$$\prod_{(x, y) \in C_{i}^{(k)}(\gamma)} (1 - q_2^{-x-1} q_1^{-x-1} u/z).$$
where \( f(i, z) \) does not depend on \( r \).

**Proof.** The lemma is obtained from Lemma 3.4 by a direct computation. \( \square \)

It follows that in order to preserve the commutators of \( E_i(z) \) and \( F_i(z) \) we need \( f(i, r, 0) \) to be well-defined. It follows that we have to require \( |CC_i^{(k)}(\gamma)| \geq |CV_i^{(k)}(\gamma)| \). Indeed, if not then the function \( f(i, z) \) has poles. Such poles independent on \( r \) cannot be canceled by eigenvalues of \( K_i(z) \) acting on \( |\lambda^{(r)}\rangle = |\gamma\rangle \), and therefore our modification (4.8) does not preserve the relation in \( E_n \) for \( [E_i(z), F_i(w)] \).

By Proposition 4.5 the inequalities \( |CC_i^{(k)}(\gamma)| \geq |CV_i^{(k)}(\gamma)| \) hold for all \( i \in \hat{I} \) if and only if \( \gamma \) is a colorless partition. Moreover, if \( \gamma \) is a colorless partition, then \( |CC_i^{(k)}(\gamma)| - |CV_i^{(k)}(\gamma)| = \delta_{ik} \).

Let \( \gamma \) be a colorless partition. For \( i \in \hat{I}, i \neq k \), let \( f(i, z) = f(i) \) be uniquely determined by the condition \( f(i, r, 0)f(i, r, \infty) = 1 \). Let

\[
(4.9) \quad f(k, z) = (K^{-1} - Ku/z)f(k),
\]

where \( f(k) \) is uniquely determined by the condition \( f(k, r, 0)f(k, r, \infty) = 1 \).

**Theorem 4.7.** For any colorless partition \( \gamma \) and \( K \in \mathbb{C}^x \), the formulas above define an action of \( E_n \) on \( \mathcal{M}_\gamma^{(k)}(u) \). For generic \( K \), it is an irreducible, tame, lowest weight, \( \mathbb{Z}^n \)-graded module of level \( K \) and lowest weight

\[
\prod_{(x, y) \in CV_i^{(k)}(\gamma)} \left( \frac{q^x q_1^{(x-y)/2} - q^{-x} q_1^{(y-x)/2} u/z}{q^x q_1^{(x-y)/2} - q^{1-x} q_1^{(y-x)/2} u/z} \right) \left( K^{-1} - Ku/z \right)^{\delta_{ik}}.
\]

**Proof.** The proof is similar to the proof of Theorem 4.3. The new phenomena is vanishing of extra terms in \( F_i(z) \). For \( v = |\lambda^{(1)}\rangle \otimes \cdots \otimes |\lambda^{(r)}\rangle \in \mathcal{W}_{i,\gamma}^{(k)}(u) \) with \( \lambda^{(r)} = \gamma \), the result of action of \( F_i(z) \) on \( v \), \( F_i(z)v \), contains terms \( |\lambda^{(1)}\rangle \otimes \cdots \otimes F_i(z)|\lambda^{(r)}\rangle \) which do not appear when \( r \) is replaced by \( r + 1 \). However, it is straightforward to verify that \( f(i, r, z)F_i(z)|\lambda^{(r)}\rangle = 0 \). In other words, a zero of \( f(i, r, z) \) coincides with the argument of delta function of \( F_i(z) \) computed on \( |\gamma\rangle \) in \( \mathcal{F}(uq^{(r-1)}) \). It follows that \( F_i(z)|\lambda\rangle \) does not depend on the choice of \( r \).

We leave the rest of the detail to the reader. \( \square \)

We denote \( \mathcal{M}_\gamma^{(k)}(u; K) \) the module described in Theorem 4.7.

4.5. **The general Macmahon module.** In this section we describe the most general Macmahon module depending on three partitions. Let \( \alpha, \beta, \gamma \) be three partitions such that \( \alpha_m = \beta_m = 0 \) and let \( k \in \hat{I}, K \in \mathbb{C}^x \).

Consider the tensor product

\[
(4.10) \quad \mathcal{F}^{(k_1)}(u_1) \otimes \mathcal{F}^{(k_2)}(u_2) \otimes \cdots \otimes \mathcal{F}^{(k_m)}(u_m) \otimes \mathcal{M}_\gamma^{(k)}(q_2 u_m; Kq^{-m}),
\]

where \( k_i, u_i \) are defined by (4.3)-(4.5).

Set \( a_i = b_i = 0 \) for \( i \geq m \) and let \( \mathcal{M}_{\alpha,\beta,\gamma}^{(k)}(u; K) \) be the subspace of the tensor product spanned by vectors \( |\lambda^{(1)}\rangle \otimes \cdots \otimes |\lambda^{(m)}\rangle \otimes |\lambda^{(m+1)}\rangle \otimes \cdots \), where \( \lambda_j^{(i)} \geq \lambda_j^{(i+1)} - a_i, \) \( i \in \mathbb{Z}_{\geq 1} \) and \( \lambda^{(i)} = \gamma \) for all sufficiently large \( i \). Here \( |\lambda^{(i)}\rangle \in \mathcal{F}^{(k_i)}(u_i), \) \( i = 1, \ldots, m, |\lambda^{(m+1)}\rangle \otimes \cdots \in \mathcal{M}_\gamma^{(k)}(q_2 u_m; Kq^{-m}). \)
For given partition $\lambda$ and nonnegative integers $a,b$ define the partition $\lambda[a,b]$ by the rule $\lambda[a,b]_i = \max\{\lambda_i + a - b, 0\}$. Define $\gamma^{(i)}$, $i \in \mathbb{Z}_{\geq 1}$ inductively by setting
\[
\gamma^{(i)} = \gamma \quad (i > m), \quad \gamma^{(i)} = \gamma^{(i+1)}[a_i, b_i] \quad (i = 1, \ldots, m).
\]
Set
\[
v^{(k)}_{\alpha,\beta,\gamma} = |\gamma^{(1)}\rangle \otimes |\gamma^{(2)}\rangle \otimes \cdots \in M^{(k)}_{\alpha,\beta,\gamma}(u; K).
\]

**Theorem 4.8.** The space $M^{(k)}_{\alpha,\beta,\gamma}(u; K)$ is a well-defined $E_n$-submodule in the tensor product $\mathcal{F}^{(k_1)}(u_1) \otimes \mathcal{F}^{(k_2)}(u_2) \otimes \cdots \otimes \mathcal{F}^{(k_m)}(u_m) \otimes M^{(k)}_{\gamma}(q_2u_m; Kq^{-m})$. Moreover, for generic $K$, it is an irreducible, tame, quasi-finite, lowest weight, $\mathbb{Z}^n$-graded $E_n$-module of level $K$ with lowest weight vector $v^{(k)}_{\alpha,\beta,\gamma}$.

**Proof.** Theorem follows from Lemma 4.1, cf. also Proposition 4.2. \qed

We call the $E_n$-module $M^{(k)}_{\alpha,\beta,\gamma}(u; K)$ constructed in Theorem 4.8 the Macmahon module.

We remark that, equivalently, one could construct the Macmahon modules inside the tensor product $M^{(k)}_{\alpha,\beta}(u) \otimes M^{(k)}_{\gamma}(q_2u_m; Kq^{-m})$.

It is convenient to visualize the basis of $M^{(k)}_{\alpha,\beta,\gamma}(u; K)$ by using plane partitions with asymptotic conditions.

A plane partition $\Lambda$ with asymptotic conditions $\alpha, \beta, \gamma$ is a set $\{\Lambda_{x,y}\}_{x,y \in \mathbb{Z}_{\geq 1}}$, where $\Lambda_{x,y} = \infty$ for $y \leq \gamma_x$ and $\Lambda_{x,y} \in \mathbb{Z}_{\geq 0}$ otherwise, satisfying $\Lambda_{x,y} \geq \Lambda_{x+1,y}$, $\Lambda_{x,y} \geq \Lambda_{x,y+1}$, $\Lambda_{x,y} = \alpha'_y$ for sufficiently large $x$ and $\Lambda_{x,y} = \beta'_x$ for sufficiently large $y$. A triple $(x, y, z) \in \mathbb{Z}_+^3$ is called a box in the plane partition $\Lambda$ if and only if $z \leq \Lambda_{x,y}$.

A plane partition can be visualized by a set of boxes (see Figure 3).

The vector $|\lambda\rangle \in M^{(k)}_{\alpha,\beta,\gamma}(u; K)$ is identified with the plane partition $\Lambda(\lambda)$ given by
\[
\Lambda(\lambda)_{x,y} = \{s \in \mathbb{Z}_{\geq 1} \mid y \leq \alpha_s\} \cup \{s \in \mathbb{Z}_{\geq 1} \mid x \leq \beta_s\} \cup \{s \in \mathbb{Z}_{\geq 1} \mid \lambda^{(s)}_{x-\beta_s} \geq y - \alpha_s\}.
\]
It is clear that $\Lambda(\lambda)$ is a plane partition with asymptotic conditions $\alpha, \beta, \gamma$.

When we discuss the module $M^{(k)}_{\alpha,\beta,\gamma}(u; K)$ we define color and evaluation parameter of each box in such a way that the box $(1, 1, 1)$ has color $k$ and evaluation parameter $u$. In general, the box $(x, y, z)$ has color $k + x - y$ and evaluation parameter given by
\[
u_{x,y,z} = uz^q q^x q^y q^z.
\]Then, again, we say that the operators $E_i(w)$ and $F_i(w)$ add and remove a box $(x, y, z)$ of color $i$ and the coefficient of the action contains the delta function $\delta(u_{x,y,z}/w)$.

**4.6. Special values of $K$.** Let $M^{(k)}_{\alpha,\beta,\gamma}(u; K)$ be a Macmahon module. For generic $K$ the Macmahon module is irreducible. For special values of $K$ the Macmahon module becomes reducible because the matrix coefficients of $F_k(w)$ contain delta functions multiplied by an overall factor $K^{-1} - Ku/w$. Therefore some matrix coefficients of $F_k(w)$ vanish for special values of $K$. 
Given partitions $\alpha, \beta, \gamma$, we call a box $(x, y, z)$ special for $\alpha, \beta, \gamma$ if and only if it satisfies at least one of the following three conditions:

\begin{align}
z &= \alpha_x' + 1 \geq \beta_y' + 1 \quad \text{and} \quad y \geq \gamma_x + 1; \\
\beta_y' + 1 &\geq \alpha_x' + 1 \quad \text{and} \quad y \geq \gamma_x + 1; \\
y &= \gamma_x + 1 \quad \text{or} \quad x = \gamma_y' + 1, \quad \text{and} \quad z \geq \alpha_x' + 1, z \geq \beta_y' + 1.
\end{align}

If $\Lambda$ is a plane partition with asymptotic conditions $\alpha, \beta, \gamma$ and if $(x, y, z)$ is a box in $\Lambda$, then there exists a unique $t \in \mathbb{Z} \geq 0$ such that $(x - t, y - t, z - t)$ is special for $\alpha, \beta, \gamma$.

Let $(x, y, z)$ be special for $\alpha, \beta, \gamma$, and let $t \in \mathbb{Z}_{\geq 0}$. Let $U_{\alpha, \beta, \gamma}^{(k)}(x, y, z; t)(u; K)$ (resp., $W_{\alpha, \beta, \gamma}^{(k)}(x, y, z; t)(u; K)$) be the subspaces of $M_{\alpha, \beta, \gamma}^{(k)}(u; K)$ spanned by vectors $|\lambda\rangle$ such that the corresponding plane partition contains (resp., does not contain) the box $(x + t, y + t, z + t)$. In addition, set $U_{\alpha, \beta, \gamma}^{(k), (x, y, z; -1)}(u; K) = M_{\alpha, \beta, \gamma}^{(k)}(u; K), W_{\alpha, \beta, \gamma}^{(k), (x, y, z; -1)}(u; K) = 0.$

We have

\begin{align*}
\cdots &\subset U_{\alpha, \beta, \gamma}^{(k), (x, y, z; 1)}(u; K) \subset U_{\alpha, \beta, \gamma}^{(k), (x, y, z; 0)}(u; K) \subset U_{\alpha, \beta, \gamma}^{(k), (x, y, z; -1)}(u; K) = M_{\alpha, \beta, \gamma}^{(k)}(u; K), \\
\cdots &\supset W_{\alpha, \beta, \gamma}^{(k), (x, y, z; 1)}(u; K) \supset W_{\alpha, \beta, \gamma}^{(k), (x, y, z; 0)}(u; K) \supset W_{\alpha, \beta, \gamma}^{(k), (x, y, z; -1)}(u; K) = 0.
\end{align*}

For $|\lambda\rangle \in M_{\alpha, \beta, \gamma}^{(k)}(u; K)$, the vector $F_k(w)|\lambda\rangle$ is a linear combination of terms which correspond to removing a box of color $k$ from the corresponding plane partition $\Lambda(\lambda)$. If a box $(x, y, z)$ has
color \( k \), that is if \( x \equiv y \), then the corresponding term contains the delta function \( \delta(q_3^y q_1^y q_2^y u/w) \).

In addition every matrix coefficient of \( F_k(w) \) (and also of \( K_k(w) \)) contains the factor

\[
q^m K^{-1} - K q^{-m} q_2^m u_m / w = q^m (K^{-1} - K u/w),
\]

see Lemma 4.6 and (4.9).

**Proposition 4.9.** Let \( (x, y, z) \) be a box of color \( k \) which is special for \( (\alpha, \beta, \gamma) \), and let \( K \) be given by

\[
K^2 = q_3^y q_1^y q_2^y.
\]

Then, for \( t \in \mathbb{Z}_{\geq 0} \), the space \( U_{\alpha, \beta, \gamma}(x, y, z; t)(u) \) is a submodule of the Macmahon module \( M_{\alpha, \beta, \gamma}(x, y, z; t)(u; K) \).

The quotient module \( H_{\alpha, \beta, \gamma}(x, y, z; t)(u) = U_{\alpha, \beta, \gamma}(x, y, z; t)(u; K)/U_{\alpha, \beta, \gamma}(x, y, z; t)(u; K) \) is an irreducible lowest weight, tame, quasi-finite, \( \mathbb{Z}^n \)-graded \( E_n \)-module of level \((q_3^y q_1^y q_2^y)^{1/2}\).

**Proof.** For such non-generic \( K \) the module \( M_{\alpha, \beta, \gamma}(u; K) \) remains well-defined and cyclic but becomes reducible. Namely, the operator \( F_k(w) \) cannot remove the box of color \( k \) at \( (x, y, z) \). More precisely, if the plane partition of \( \lambda \) contains the box \( (x, y, z) \) and the plane partition of \( \mu \) does not then the matrix element vanishes: \( \langle \mu | F_k(w) | \lambda \rangle = 0 \). Therefore we have non-trivial submodules. The rest of Proposition is proved by a straightforward check. \( \Box \)

Note that we drop \( K \) from the notation \( H_{\alpha, \beta, \gamma}(x, y, z; t)(u) \) as \( K \) is computed by (4.13).

We note that for partitions \( \alpha, \beta \) such that \( \alpha_m = \beta_m = 0 \) we have \( \mathcal{N}^{(k)}_{\alpha, \beta} \simeq H_{\alpha, \beta, 0}^{(k), (1, 1, m; 0)}(u) \).

The \( n = 1 \) analogs of modules \( \mathcal{H}^{(k), (s+1, s+1, 1, 0)}_{\alpha, \beta, \gamma}(u) \) were studied in detail in [FJMM]. In the case when two out of three conditions \( \mathcal{F}^{k, (1, 1, m; 0)}(u) \) are satisfied simultaneously then \( \mathcal{H}^{(k), (x, y, z; t)}_{\alpha, \beta, \gamma}(u) \) can be written as a non-trivial tensor product which is also discussed in Section 3.5 of [FJMM] for \( n = 1 \). Since the treatment of these cases is just parallel to the case of \( n = 1 \), we leave the details to the reader.

Let \( \alpha, \gamma \) be partitions such that \( \gamma \) is \( n \)-colorless and \( \alpha_1 < n, \gamma_1 < n \). Define

\[
\mathcal{G}_{\alpha, \gamma}^{(k)}(u) = \mathcal{H}_{\alpha, \emptyset, \gamma}^{(k), (1, n+1, 1, 0)}(u).
\]

The basis of \( \mathcal{G}_{\alpha, \gamma}^{(k)}(u) \) is labeled by plane partitions with asymptotic conditions \( (\alpha, \emptyset, \gamma) \) which do not contain box \( (1, n+1, 1) \). In other words, it is labeled by \( n \)-tuples of partitions \( \mu^{(1)}, \ldots, \mu^{(n)} \) such that \( \mu_j^{(i)} \geq \mu_j^{(i+1)} - \gamma_i - 1 \), see Figure 4.

The properties of modules \( \mathcal{G}_{\alpha, \gamma}^{(k)}(u) \) are different from the case \( n = 1 \), and we study these modules in Section 5.2.

### 4.7. Tensor products of Macmahon modules

In this section we study tensor products of Macmahon modules.

Consider the tensor product of two Macmahon modules

\[
\mathcal{M}_{\alpha, \beta, \gamma}^{(k)}(u; K_1) \otimes \mathcal{M}_{\mu, \eta, \nu}^{(l)}(v; K_2).
\]

Generically, it is an irreducible module which has a basis parameterized by pairs of plane partition \( \lambda, \mu \) with corresponding asymptotic conditions.
Let $(4.16)$

**Proof.** The argument is similar to the proof of Proposition 4.9.

**Lemma 4.10.** (i) Assume that $(x, y, z)$ is special and of color $l$, $K_2^2 = q_3^{x_l}q_1^{y_l}q_2^{z_l}u/v$ and $u, v, K_1$ are generic. Then, for $t \in \mathbb{Z}_{\geq 0}$, the tensor product $U^{(k),(x,y,z,t)}(u; K_1) \otimes M^{(l)}_{\mu,\eta,\nu}(v; K_2)$ is a submodule of the tensor product $(4.15)$.

(ii) Assume that $(x, y, z)$ is special and of color $k$, $K_1^2 = q_3^{x_k}q_1^{y_k}q_2^{z_k}v/u$ and $u, v, K_2$ are generic. Then, for $t \in \mathbb{Z}_{\geq 0}$, $M^{(k)}_{\alpha,\beta,\gamma}(u; K_1) \otimes W^{(l),(x,y,z,t)}(v; K_2)$ is a submodule of the tensor product $(4.15)$.

**Proof.** The argument is similar to the proof of Proposition 4.9.

More generally, consider the tensor product of $m$ Macmahon modules

$$(4.16)\quad M^{(k_1)}_{\alpha^{(1)},\beta^{(1)},\gamma^{(1)}}(u_1; K_1) \otimes \cdots \otimes M^{(k_m)}_{\alpha^{(m)},\beta^{(m)},\gamma^{(m)}}(u_m; K_m).$$

Let $(x_i, y_i, z_i) \in \mathbb{C}^3$, $i = 1, \ldots, m$. Let

$$K_i^2 = q_3^{x_i+1}q_1^{y_i+1}q_2^{z_i+1}u_{i+1}/u_i,$$

$i = 1, \ldots, m$, where we identified indexes $m + 1$ and 1.

Let $(x, y, z) \in \mathbb{C}^3$. If there exists $t \in \mathbb{Z}_{\geq 0}$ such that the box $(x_0, y_0, z_0) = (x - t, y - t, z - t)$ is special for $\alpha, \beta, \gamma$ and has color $l$, set

$$U^{(k),(x,y,z)}_{\alpha,\beta,\gamma}(u; K) = U^{(k),(x_0,y_0,z_0,t)}_{\alpha,\beta,\gamma}(u; K),$$

$$W^{(k),(x,y,z)}_{\alpha,\beta,\gamma}(u; K) = W^{(k),(x_0,y_0,z_0,t)}_{\alpha,\beta,\gamma}(u; K).$$

Set $U^{(k),(x,y,z)}_{\alpha,\beta,\gamma}(u; K) = M^{(k)}_{\alpha,\beta,\gamma}(u; K)$ and $W^{(k),(x,y,z)}_{\alpha,\beta,\gamma}(u; K) = 0$ otherwise.
Set
\[ U_1 = U_{\alpha^{(1)},\beta^{(1)},\gamma^{(1)}}^{(k_1,k_2)}(x_1,y_1,z_1) \quad \text{and} \quad U_1^+ = U_{\alpha^{(1)},\beta^{(1)},\gamma^{(1)}}^{(k_1,k_2)}(x_1,y_1+1,z_1+1), \]
\[ W_i = W_{\alpha^{(1)},\beta^{(1)},\gamma^{(1)}}^{(k_i,k_{i-1})}(x_i,y_i,z_i) \quad \text{and} \quad W_i^+ = W_{\alpha^{(1)},\beta^{(1)},\gamma^{(1)}}^{(k_i,k_{i-1})}(x_i,y_i+1,z_i+1), \]
\( i = 2, \ldots, m \).

Then we have

**Proposition 4.11.** For generic \( u_1, \ldots, u_m \), the tensor product \( U_1^0 \wedge \cdots \wedge U_m^0 \) of the Macmahon modules has a subquotient

\[
\mathcal{H}_{\alpha,\beta,\gamma}^{k,(x,y,z)}(u) = \frac{(U_1 \otimes W_2^+ \otimes \cdots \otimes W_m^+)}{\sum_{i=2}^{m} U_i \otimes W_2^+ \otimes \cdots \otimes W_i^+ \otimes W_m^+}
\]

which is an irreducible, tame, quasi-finite, lowest weight, \( \mathbb{Z}^n \)-graded \( \mathcal{E}_n \)-module. \( \square \)

The module \( \mathcal{H}_{\alpha,\beta,\gamma}^{k,(x,y,z)}(u) \) has level \( q_3^{x/2}q_1^{y/2}q_2^{z/2} \), where for an \( m \)-tuple \( s = (s_1, \ldots, s_m) \) we set \( |s| = s_1 + \cdots + s_m \). It has a basis parametrized by \( m \)-tuples \( (\Lambda^{(1)}, \ldots, \Lambda^{(m)}) \) of plane partitions with asymptotic conditions \( \alpha^{(i)}, \beta^{(i)}, \gamma^{(i)} \) such that \( \Lambda^{(i)} \) contains \( (x_i, y_i, z_i) \) (if such a box can be in a plane partition with asymptotic conditions \( \alpha^{(i)}, \beta^{(i)}, \gamma^{(i)} \) and does not contain \( (x_i + 1, y_i + 1, z_i + 1) \) for \( i = 1, \ldots, m \).

As an example, consider the case \( m = 2, k_1 = k, k_2 = k + 1, u_1 = u, u_2 = v \) and \( (x_1, y_1, z_1) = (1, 0, 0), (x_2, y_2, z_2) = (0, 1, 0) \). In other words, we consider the tensor product \( \mathcal{M}(k)(u; K_1) \otimes \mathcal{M}(k+1)(v; K_2) \) such that \( K_2^2 = q_3 u/v \) and \( K_1^2 = q_1 v/u \). Then we have

\[
\mathcal{H}_{0,0,0}^{k,(k+1),(1,0,0;0,1,0)}(u,v) = \frac{(\mathcal{M}(k)(u; K_1))}{(U^{(k,k+1),(2,1,1)}(u,K_1)) \otimes W^{(k+1,k),(1,2,1)}(v,K_2)}
\]

is an irreducible subquotient. This module level \( q^{-1} \), and has a basis parameterized by pairs of partitions \( (\lambda, \mu) \), where \( \lambda' \) \( \mu' \) \( \lambda^{(i)} \) \( \mu^{(i)} \) \( \Lambda^{(i)} \). Note that these partitions are colored differently from those of Fock spaces.

As another example, let \( \mathcal{H}^{(k)}(u_1, \ldots, u_n) \) correspond to the case \( m = n, (x_i, y_i, z_i) = (0, 1, 0) \), \( k_i = k + i - 1 \). This module has level \( q_1^{n/2} \) and a basis parameterized by \( n \) arbitrary partitions (colored differently from the Fock space). For special values of \( u_i \) one should be able to find a subquotient of \( \mathcal{H}^{(k)}(u_1, \ldots, u_n) \) isomorphic to \( \mathcal{S}^{(k)}_{\alpha,\beta,\gamma}(u) \). And on the other hand, the module \( \mathcal{H}^{(k)}(u_1, \ldots, u_n) \) can be obtained from \( \mathcal{S}^{(k)}_{\alpha,\beta,\gamma}(u) \) by taking the limit \( \alpha'_i - \alpha'_{i+1} \to \infty \).

In fact, all lowest weight modules in this paper can be written as \( \mathcal{H}_{\alpha,\beta,\gamma}^{(k),(x,y,z)}(u) \) for some values of parameters.

**Conjecture 4.12.** Every irreducible, quasi-finite, lowest weight \( \mathcal{E}_n \)-module is isomorphic to a module \( \mathcal{H}_{\alpha,\beta,\gamma}^{(k),(x,y,z)}(u) \) with suitable choice of parameters.
5. Structure of $G_{\mu,\nu}^{(k)}(u)$

Consider the modules $G_{\mu,\nu}^{(k)}(u)$ defined in Section 4.6 (we change the letters for partitions from $\alpha, \gamma$ to $\mu, \nu$ so as not to mix them with simple roots). They are parametrized by $k \in \hat{I}$ and a pair of partitions $\mu, \nu$ such that $\mu_1, \nu_1 < n$ and $\nu$ is colorless. The aim of this section is to clarify the structure of $G_{\mu,\nu}^{(k)}(u)$ as a module over the horizontal subalgebra $U_q^{\text{hor}} \hat{g}I_n$.

5.1. Colorless partitions of width $n$. Here we collect further information on colorless partitions.

Let $\{\alpha_i\}_{i \in I}$ be the set of simple roots of $\hat{g}I_n$. As before we retain the modulo $n$ convention for indexes.

The null root is denoted by $\delta = \alpha_1 + \cdots + \alpha_n$ as usual. The set of positive real roots consists of the following elements:

$$\beta_{i,j}^{(m)} = \alpha_i + \alpha_{i+1} + \cdots + \alpha_{j-1} + m\delta \quad (1 \leq i < j \leq n; m \geq 0),$$

$$\beta_{i,j}^{(m)} = \alpha_i + \alpha_{i+1} + \cdots + \alpha_{j-1} + m\delta \quad (1 \leq j < i \leq n; m \geq 0).$$

A positive real root $\beta_{i,j}^{(m)}$ is called minimal if and only if $m = 0$. A positive real root $\beta$ is minimal if and only if $(\beta, \rho) < n$. There are $n(n-1)$ minimal elements among the positive real roots. For example, for $n = 3$, the following are minimal:

$$\alpha_1, \alpha_2, \alpha_3, \alpha_1 + \alpha_2, \alpha_2 + \alpha_3, \alpha_3 + \alpha_1.$$ 

As in Section 4.5 let $c_i$ $(i \in I)$ be generators of a free $\mathbb{Z}$-module of rank $n - 1$, and let $c_0 = - \sum_{i=1}^{n-1} c_i$. For $i, j \in \mathbb{Z}$, we set $c_{i,j} = c_{i-1} + \cdots + c_{j'}$ where $j' \leq i$ and $j' \equiv j$.

Lemma 5.1. Let $i_m$ $(m = 1, \ldots, n)$ be integers. Then the following are equivalent.

(i) Modulo $n$ the set $\{i_1, \ldots, i_n\}$ coincides with $\{1, \ldots, n\}$,

(ii) $\sum_{m=1}^{n} i_m = 0$,

(iii) $\sum_{m=1}^{n} i_{m,m} = 0$.

Proof. The equivalence of (i) and (ii) is obvious. We have $c_{i,j} + c_{l,m} = c_{i,m} + c_{l,j}$ for all $i, j, l, m \in \mathbb{Z}$, hence (ii) implies (iii). Set $\bar{c}_i = c_i,1$. Then $c_{i,j} = \bar{c}_i - \bar{c}_j$, so that (iii) is equivalent to $\sum_{m=1}^{n} \bar{c}_m = \sum_{m=1}^{n} \bar{c}_m$. It is easy to see that this implies (ii). 

In this subsection, we fix the color of $(1, 1) \in \mathbb{Z}^2$ to be $n$. Recall that $\nu$ is said to be $n$-colorless (hereafter colorless, for short) if and only if $\sum_{(x,y) \in Y(\nu)} c_{x,y} = 0$. Lemma 5.1 implies

Lemma 5.2. Suppose $\nu_1 \leq n$. Then $\nu$ is colorless if and only if modulo $n$ the set of integers $\{\nu'_m - m\}_{m=1}^{n}$ coincides with $\{1, 2, \ldots, n\}$.

Introduce the set

$$\mathcal{P}_0^{(n)} := \{\nu \mid \nu \text{ is a colorless partition such that } \nu_1 \leq n, \nu'_1 < n\}.$$

By Lemma 5.2, with each $\nu \in \mathcal{P}_0^{(n)}$ is associated a permutation $\sigma_\nu \in \mathfrak{S}_n$ given by

$$\sigma_\nu(n - m + 1) = \nu'_m + 1 - m,$$
where $\nu_m' + 1 - m \in \{1, 2, \ldots, n\}$ and $\nu_m' + 1 - m \equiv \nu_m' + 1 - m \pmod{n}$. We call $\sigma(\nu - m + 1)$ the color below the bottom of the $m$-th column of $\nu$. We have

$$\nu_{n-\sigma^{-1}(m)+1}' \equiv m - \sigma^{-1}(m) \pmod{n}.$$  

For $\nu \in \mathcal{P}_0^{(n)}$ we define a set of positive real roots $\beta_i(\nu)$ ($i = 1, \ldots, n - 1$) by

$$\beta_i(\nu) = \alpha_{\nu_{i+1}'} - i + \alpha_{\nu_{i+1}' - i + 1} + \cdots + \alpha_{\nu_i'}.$$  

For example, if $\nu = \emptyset$, we have $\beta_i(\emptyset) = \alpha_{n-i}$. A partition $\nu \in \mathcal{P}_0^{(n)}$ is called minimal if and only if $\beta_i(\nu)$ are minimal. This condition is equivalent to

$$\nu_i' < \nu_{i+1}'+n-1$$

for all $i = 1, \ldots, n - 1$.

For each $\sigma \in \mathfrak{S}_n$ there exists a unique minimal partition $\nu$ such that $\sigma(\nu) = \sigma$. In other words, the number of minimal partitions is $n!$. We will show that they form a single orbit of a certain action of the symmetric group $\mathfrak{S}_n$.

Let $\nu$ be a minimal partition in $\mathcal{P}_0^{(n)}$ such that $m_1 \overset{\text{def}}{=} \sigma^{-1}(1) < m_2 \overset{\text{def}}{=} \sigma^{-1}(2)$. Let $s_1 = (12) \in \mathfrak{S}_n$ be the transposition. We describe the minimal partition $\nu(1)$ satisfying $\sigma(\nu) = s_1 \circ \sigma(\nu)$.

Case 1: $m_2 = m_1 + 1$.

In this case we have $\nu_{n-m_1+1}' = \nu_{n-m_1}'$. We define $\nu(1)$ as follows:

$$\nu(1)'_i = \begin{cases} 
\nu_i' & \text{if } i > n - m_1 + 1; \\
\nu_{n-m_1+1}' + 1 & \text{if } i = n - m_1 + 1; \\
\nu_{n-m_1}'+n-1 & \text{if } i = n - m_1; \\
\nu_i' + n & \text{if } i < n - m_1.
\end{cases}$$

Note that compared to $\nu$ a box of color 1 is added in $\nu(1)$ on the $(n - m_1 + 1)$-th column, and boxes of color 2, $\ldots$, $n$ on the $(n - m_1)$-th column. Therefore $\nu(1)$ is also colorless. One can see that $\nu(1)$ is minimal. In fact, suppose that $\nu(1)_{n-m_1+1}' - \nu(1)_{n-m_1+2}' \geq n - 1$. Since $\nu_{n-m_1+1}' - \nu_{n-m_1+2}' < n - 1$, this means $\nu_{n-m_1+1}' - \nu_{n-m_1+2}' = n - 2$, and therefore $\sigma(\nu(m_1 - 1)) = 2$. This is a contradiction to $\sigma(\nu(m_1 + 1)) = 2$. Similarly, $\nu(1)_{n-m_1-1}' - \nu(1)_{n-m_1}' \geq n - 1$ never happens. This implies $\nu(1)$ is minimal.

Case 2: $m_2 > m_1 + 1$.

In this case, there exists $m$ such that $n - m_2 + 1 < m < n - m_1 + 1$, and we have $\nu_{n-m_2+1}' > \nu_m' > \nu_{n-m_1+1}'$. We define $\nu(1)$ as follows:

$$\nu(1)'_i = \begin{cases} 
\nu_i' & \text{if } i > n - m_1 + 1; \\
\nu_{n-m_1+1}' + 1 & \text{if } i = n - m_1 + 1; \\
\nu_i' & \text{if } n - m_2 + 1 < i < n - m_1 + 1; \\
\nu_{n-m_2+1}' - 1 & \text{if } i = n - m_2 + 1; \\
\nu_i' & \text{if } i < n - m_2 + 1.
\end{cases}$$

One can easily show that $\nu(1)$ is a minimal partition in $\mathcal{P}_0^{(n)}$. 
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Similarly, for $i = 2, \ldots, n - 1$, if $m_i \overset{\text{def}}{=} \sigma^{-1}\nu(i) < m_{i+1} \overset{\text{def}}{=} \sigma^{-1}\nu(i + 1)$, one can describe the minimal partition $\nu(i)$ in $\mathcal{P}^{(n)}_0$ such that
\[
\sigma_{\nu(i)} = s_i \circ \sigma_\nu.
\]

Set
\[
r_{\alpha_i}(\beta) = \beta - (\beta, \alpha_i)\alpha_i.
\]

**Proposition 5.3.** For $i, j = 1, \ldots, n - 1$ we have
\[
\beta_j(\nu(i)) = r_{\alpha_i}(\beta_j(\nu)), \text{ or } r_{\alpha_i}(\beta_j(\nu)) + \delta.
\]

**Proof.** For simplicity we give a proof for $i = 1$. The general case is similar.

In Case 1, if $j \neq n - m_1 - 1, n - m_1, n - m_1 + 1$, we have $\beta_j(\nu) = \beta_j(\nu(1))$. One can easily see that $r_{\alpha_1}(\beta_j(\nu)) = \beta_j(\nu)$ because neither color 1 nor 2 can appear below the bottom of the $j$-th and $(j + 1)$-st column of $\nu$.

For $j = n - m_1 + 1$, we have
\[
\beta_j(\nu) = \alpha_m + \cdots + \alpha_n = \beta_j(\nu(1)) - \alpha_1,
\]
where $m + \nu'_j - \nu'_{j+1} = n$ and $2 < m \leq n$. Therefore, we have $\beta_j(\nu(1)) = r_{\alpha_1}(\beta_j(\nu))$.

For $j = n - m_1$, we have
\[
\beta_j(\nu) = \alpha_1,
\]
\[
\beta_j(\nu(1)) = \alpha_2 + \cdots + \alpha_n = r_{\alpha_1}(\beta_j(\nu)) + \delta.
\]

For $j = n - m_1 + 1$, we have
\[
\beta_j(\nu) = \alpha_2 + \cdots + \alpha_m = \beta_j(\nu(1)) - \alpha_1,
\]
where $m = 2 + \nu'_j - \nu'_{j+1}$ and $2 \leq m < n$. Therefore, we have $\beta_j(\nu(1)) = r_{\alpha_1}(\beta_j(\nu))$.

In Case 2, it is enough to consider the case $j = n - m_1 + 1, n - m_1, n - m_2 + 1, n - m_2$.

For $j = n - m_1 + 1$ we have
\[
\beta_j(\nu) = \alpha_m + \cdots + \alpha_n = \beta_j(\nu(1)) - \alpha_1,
\]
where $m + \nu'_j - \nu'_{j+1} = n$ and $2 < m \leq n$.

For $j = n - m_1$ we have
\[
\beta_j(\nu) = \beta_j(\nu(1)) + \alpha_1 = \alpha_1 + \alpha_2 + \cdots + \alpha_m,
\]
where $m = \nu'_j - \nu'_{j+1} + 1 < n$ and $2 \leq m < n$.

For $j = n - m_2 + 1$
\[
\beta_j(\nu) = \beta_j(\nu(1)) + \alpha_1 = \alpha_m + \cdots + \alpha_n + \alpha_1
\]
where $m + \nu'_j - \nu'_{j+1} = n + 1$ and $2 < m \leq n$.

For $j = n - m_2$
\[
\beta_j(\nu) = \beta_j(\nu(1)) - \alpha_1 = \alpha_2 + \cdots + \alpha_m,
\]
where $m = 2 + \nu'_j - \nu'_{j+1}$ and $2 \leq m < n$.

In all cases we have $\beta_j(\nu(1)) = r_{\alpha_1}(\beta_j(\nu))$. 
\qed
Let \( Q = \oplus_{i=0}^{n-1} \mathbb{Z} \alpha_i \) be the root lattice of \( \hat{sl}_n \). We define the action of symmetric group \( S_n \) on \( Q \) by letting \( s_i = (i, i + 1) \) act as \( r_{\alpha_i} \) for \( i \in I \). Let \( Q_{\geq 0} \) be the subset of \( Q \) consisting of positive real roots. We define a mapping

\[
\beta : \mathcal{P}^{(n)}_0 \to Q^n_{\geq 0}, \quad \nu \mapsto \beta(\nu) = (\beta_1(\nu), \ldots, \beta_{n-1}(\nu)).
\]

This map is injective. We have \( \beta(0) = (\alpha_{n-1}, \ldots, \alpha_1) \). We denote by \( \mathcal{R}^{(n)}_{\min} \) the \( S_n \) orbit of this element. Let us denote by \( \mathcal{P}^{(n)}_{0, \min} \) the subset of \( \mathcal{P}^{(n)}_0 \) consisting of minimal partitions. Then we have \( \beta(\mathcal{P}^{(n)}_{0, \min}) = \mathcal{R}^{(n)}_{\min} \). Set

\[
\mathcal{R}^{(n)} = \{ (\beta_1 + m_1 \delta, \ldots, \beta_{n-1} + m_{n-1} \delta) \in Q^{n-1}_{\geq 0} \mid (\beta_1, \ldots, \beta_{n-1}) \in \mathcal{R}^{(n)}_{\min}, m_1, \ldots, m_{n-1} \geq 0 \}.
\]

**Proposition 5.4.** The following map is a bijection:

\[
\beta : \mathcal{P}^{(n)}_0 \to \mathcal{R}^{(n)}.
\]

**Remark.** So far we have fixed the color \( n \) of \( (1, 1) \in \mathbb{Z}^2 \). Removing rows of length \( n \) from \( \nu \in \mathcal{P}^{(n)}_0 \) one obtains colorless partitions of width \( < n \), whose top left corner carries a color different from \( n \) in general. Obviously \( \mathcal{P}^{(n)}_0 \) is in bijective correspondence with \( \hat{I} \times \tilde{\mathcal{P}}^{(n)}_0 \), where

\[
\tilde{\mathcal{P}}^{(n)}_0 := \{ \nu \mid \nu \text{ is a colorless partition with } \nu_1 < n \}.
\]

In the next section we shall fix \( k \in \hat{I} \) and consider colorless partitions in \( \tilde{\mathcal{P}}^{(n)}_0 \).

5.2. Weyl type modules. Set \( \mathfrak{h}^* = \oplus_{i=0}^{n-1} \mathbb{C} \omega_i \oplus \mathbb{C} \delta \). Note that \((\omega_i, \alpha_j) = \delta_{i,j}\). For \( \lambda \in \mathfrak{h}^* \), we denote by \( \mathcal{L}_{-\lambda} \) the irreducible lowest weight \( U_q^{\text{hor}} \hat{gl}_n \)-module with lowest weight \(-\lambda\). In the following, for a lowest weight module \( M \), we shall consider the principal \( \mathbb{Z} \)-gradation \( M = \bigoplus_{j \in \mathbb{Z}_{\geq 0}} M_j \). We denote the principal character by

\[
\chi(M) = \sum_{j \in \mathbb{Z}_{\geq 0}} x^j \dim M_j.
\]

Consider the following conditions (i),(ii) for \( \lambda \in \mathfrak{h}^* \):

(i) There exist positive real roots \( \beta_1, \ldots, \beta_{n-1} \) such that

\[
(\beta_i, \beta_j) = \delta_{i,j}, \quad (\lambda + \rho, \beta_i) \in \mathbb{Z}_{>0}, \quad i, j \in I.
\]

(ii) \( \lambda \) has an irrational level, \((\lambda + \rho, \delta) \notin \mathbb{Q}\).

The corresponding module \( \mathcal{L}_{-\lambda} \) is a Weyl type module in the sense mentioned in Introduction, and its character is given as follows.

**Proposition 5.5.** Let \( \lambda, \beta_i \) be as above, and denote by \( W(\lambda) \) the subgroup of the Weyl group of \( \hat{sl}_n \) generated by the reflections \( r_{\beta_i}, i \in I \). Then the principal character of \( \mathcal{L}_{-\lambda} \) is given by

\[
\chi(\mathcal{L}_{-\lambda}) = \frac{1}{(x)_\infty^n} \sum_{w \in W(\lambda)} (-1)^{\ell(w)} x^{(\lambda + \rho, w(\lambda + \rho), \rho)},
\]

where \((z)_\infty = \prod_{j=1}^{\infty} (1 - z^j)\).
Proof. Under the conditions above, we have an isomorphism

\[ \mathfrak{S}_n \sim W(\lambda), \quad r_{\alpha_i} \mapsto r_{\beta_i}, \]

where \( \mathfrak{S}_n \) is the Weyl group of \( \mathfrak{sl}_n \) generated by the simple reflections \( r_{\alpha_i}, i \in I \). Let \( M(-\lambda) \) (resp. \( L(-\lambda) \)) be the Verma module (resp. irreducible module) of \( \mathfrak{sl}_n \) with lowest weight \(-\lambda\), and let \( \text{ch} M(-\lambda) \) (resp. \( \text{ch} L(-\lambda) \)) be its character. In this setting, a result of Kashiwara and Tanisaki ([KT], Theorem 1.1) states that

\[ \text{ch} L(-\lambda) = \sum_{w \in W(\lambda)} (-1)^{\ell(w)} \text{ch} M(-w + \rho + \rho). \]

Passing to the principal character we find

\[ \chi(L(-\lambda)) = \frac{(x^n)_{\infty}}{(x)_n^{\infty}} \sum_{w \in W(\lambda)} (-1)^{\ell(w)} x^{(\lambda + \rho - w(\lambda + \rho), \rho)}, \]

where we have assigned degree 0 to lowest weight vectors of \( M(-\lambda) \) and \( L(-\lambda) \), and used that the principal character of \( M(-\lambda) \) is \((x^n)_{\infty}/(x)_n^{\infty}\). Multiplying both sides by the principal character \( 1/(x^n)_{\infty} \) of the horizontal Heisenberg algebra, we obtain the result. \( \square \)

Now fix \( k \in \hat{I} \). In the rest of this section, we assign color \( k \) to \((1, 1) \in \mathbb{Z}^2\), though in Section 5.1 we assigned color 0 to it. Let \( \mu, \nu \) be partitions with \( \mu_1, \nu_1 < n \) and \( \nu \) colorless.

The module \( G_{\mu,\nu}^{(k)}(u) \) is a quotient of the tensor product \( \mathcal{F} \otimes \mathcal{M} \), where

\[ \mathcal{F} = (\mathcal{F}^{(k-n+1)})^{\otimes \nu_{n-1}} \otimes (\mathcal{F}^{(k-n+2)})^{\otimes (\nu_{n-2} - \nu_{n-1})} \otimes \cdots \otimes (\mathcal{F}^{(k-1)})^{\otimes (\nu_1 - \nu'_2)}, \]

and \( \mathcal{M} = \mathcal{M}_{\hat{0},\hat{0},\nu}(u_{\nu+1}; q^{n/2}, q^{-\nu}). \)

(We have suppressed the parameters \( u_j \) which are irrelevant for the following calculation.)

For \( l = 1, \ldots, n \), let \( \nu_{\geq l} \) denote the partition conjugate to \((\nu'_1, \cdots, \nu'_n)\) (note that \( \nu'_n = 0 \)).

We are to calculate the eigenvalue of \( K_{\beta_i} \) on the vector \( v' \otimes v'' \), where \( v' \in \mathcal{F} \) is the vector

\[ v' = (|\emptyset\rangle^{(k-n+1)})^{\otimes \nu_{n-1}} \otimes (|\nu_{\geq n-1}\rangle^{(k-n+2)})^{\otimes (\nu_{n-2} - \nu_{n-1})} \otimes \cdots \otimes (|\nu_{\geq 2}\rangle^{(k-1)})^{\otimes (\nu_1 - \nu'_2)}, \]

and \( v'' = v_{\emptyset,\emptyset,\nu}^{(k),m} \in \mathcal{M} \).

We denote by \( \sharp(\text{CC}_j) \) (resp., \( \sharp(\text{CV}_j) \)) the total number of color \( j \) concave (resp., convex) corners in one of those colored partitions which appear in \((5.3)\). We prepare a combinatorial lemma which can be easily proved by case checking, cf. Lemma 5.2.

**Lemma 5.6.** Let \( \tau \in \mathfrak{S}_n \) be an element uniquely determined by the condition

\[ \tau(\nu'_j - j + k) = j \quad (1 \leq j \leq n), \]

where, as before, \( \nu'_j - j + k \in \{1, \ldots, n\} \) and \( \nu'_j - j + k \equiv \nu'_j - j + k \). Then we have

\[ \sharp(\text{CC}_j) - \sharp(\text{CV}_j) = \mu'_j - \mu'_j - \mu'_j \delta_{j,k}. \]

From now on, for simplicity, we abbreviate the overline notation and use \( j \) for \( \overline{j} \).
Let us determine the lowest weight of $G^{(k)}_{\mu,\nu}$ with respect to $U_q^{\text{hor}}\mathfrak{sl}_n$. For that purpose, we define from $\nu$ a set of positive real roots $\beta_i^{(k)}(\nu)$ by

$$\beta_i^{(k)}(\nu) = \alpha_{\nu'_{i+1}+k-i} + \alpha_{\nu'_{i+1}+k-i+1} + \cdots + \alpha_{\nu'_{i+1}}, \quad i \in I.$$ 

From Proposition 5.3 we have

$$(\beta_i^{(k)}(\nu), \beta_j^{(k)}(\nu)) = a_{i,j} \quad (i, j \in I),$$

$$(\rho, \beta_i^{(k)}(\nu)) = \nu_i' - \nu_{i+1}' + 1.$$ 

Define an $\mathfrak{sl}_n$-weight $\lambda^{(k)}(\mu, \nu) \in \mathfrak{h}^*$ by

$$(\lambda^{(k)}(\mu, \nu) + \rho, \beta_i^{(k)}(\nu)) = \mu_i' - \mu_{i+1}' + 1 \quad (i \in I),$$

$$(\lambda^{(k)}(\mu, \nu) + \rho, \delta) = \left(\frac{t}{2} + 1\right)n,$$ 

where we have set $q_1 = q^t$. Since $q_1q_2^m \neq 1$ for $(l, m) \in \mathbb{Z}^2 \setminus \{(0, 0)\}$, we have $t \not\in \mathbb{Q}$.

For $\beta = \sum_{i=0}^{n-1} m_i \alpha_i$, we write $K_{\beta} = \prod_{i=0}^{n-1} K_{m_i}$.

**Proposition 5.7.** Let $v^{(k)}_{\mu,\nu}$ be the lowest weight vector of $G^{(k)}_{\mu,\nu}(u)$. Then we have

$$K_{\beta_i^{(k)}(\nu)} v^{(k)}_{\mu,\nu} = q^{-\lambda^{(k)}(\mu,\nu), \beta_i^{(k)}(\nu)} v^{(k)}_{\mu,\nu} \quad (i \in I),$$

$$K_{\delta} v^{(k)}_{\mu,\nu} = q^{-\lambda^{(k)}(\mu,\nu), \delta} v^{(k)}_{\mu,\nu}.$$ 

**Proof.** It is sufficient to show the first equation since the second represents the level $K = q^{\lambda^{(k)}(\mu,\nu), \delta}$ of representation.

Since $\nu \in \mathcal{P}_0$, for each color $j \in \{1, \ldots, n\}$ there is a unique column $\tau(j) \in \{1, \ldots, n\}$ such that $\nu'_{\tau(j)} + k - \tau(j) \equiv j \pmod{n}$ (see Lemma 5.2). In general, for a vector $|\lambda\rangle^{(l)}$ in $\mathcal{F}^{(l)}(u)$ the eigenvalue of $K_j$ is $q^m$, where $m$ is the number of convex corners of color $j$ minus the number of concave corners of the same color (see Lemma 3.4). Therefore, we have

$$K_j v' = q^{-\mu_{\tau(j)}' + \mu_{\tau(j)-1}' - \mu_j' \delta_i, k} v'.$$

Set

$$\delta_i^{(n)} = \sum_{j=k-1+\nu'_{i+1}}^{n} \delta_j^{(n)}.$$ 

Noting that $\tau(\nu'_{j} - j + k) = j$ for $j = 1, \ldots, n$, we obtain

$$K_{\beta_i^{(k)}(\nu)} v' = q^{\nu'_{i+1}' - \mu_j' \delta_i, k} v'. $$

Similarly, from Theorem 4.7 we calculate

$$K_{\beta_i^{(k)}(\nu)} v'' = q^{\nu'_{i+1}' - \mu_j' \delta_i, k} v''.$$ 

Hence the eigenvalue of $K_{\beta_i^{(k)}(\nu)}$ on $v' \otimes v''$ is

$$q^{\nu'_{i+1}' - \mu_j' \delta_i, k} = q^{-(\lambda^{(k)}(\mu,\nu), \beta_i^{(k)}(\nu))}.$$
Proposition 5.8. The character of $G^{(k)}_{\mu,\nu}(u)$ is given by

$$\chi(G^{(k)}_{\mu,\nu}(u)) = \chi(L_{-\lambda^{(k)}(\mu,\nu)}) .$$

Proof. Introduce the notation

$$\xi = \sum_{i=1}^{n-1} (\nu_i' - \nu_{i+1}') (\omega_i - \omega_0), \quad \eta = \sum_{i=1}^{n-1} (\mu_i' - \mu_{i+1}') (\omega_i - \omega_0).$$

By construction, the module $G^{(k)}_{\mu,\nu}(u)$ has a basis indexed by $n$-tuples of partitions $(\lambda^{(1)}, \ldots, \lambda^{(n)})$ such that

$$\lambda^{(j)}_i \geq \lambda^{(j)}_{i+1} - \mu_{i+1}' + \mu_i' + 1 \quad \text{for } j \in I, i \in \mathbb{Z}_{>0}.$$

Hence the principal character of $G^{(k)}_{\mu,\nu}(u)$ coincides with the generating function

$$\chi_{\xi,\eta} = \sum_{(\lambda^{(1)}, \ldots, \lambda^{(n)}) \in P_{\xi,\eta}} \prod_{i=1}^{n} \prod_{j=1}^{\infty} \lambda^{(j)}_i ,$$

where $P_{\xi,\eta}$ denotes the set of $(\lambda^{(1)}, \ldots, \lambda^{(n)})$ satisfying (5.6). In [FFJMM2], Theorem 4.6, we have obtained the formula

$$\chi_{\xi,\eta} = \frac{1}{(x)^\infty} \sum_{s \in S_n} (-1)^{\ell(s)} x^{(\xi + \rho - s(\xi + \rho)) - \eta + \rho} .$$

Let us compare this formula with (5.1). For $s \in S_n$, let $w_s \in W(\lambda)$ be the image of $s$ under the isomorphism (5.2). With the aid of the relations

$$\begin{align*}
(\xi + \rho, \alpha_i) &= \nu_i' - \nu_{i+1}' + 1 = (\rho, \beta^{(k)}_i(\nu)) , \\
(\eta + \rho, \alpha_i) &= \mu_i' - \mu_{i+1}' + 1 = (\lambda + \rho, \beta^{(k)}_i(\nu)) ,
\end{align*}$$

it is easy to see that

$$((\xi + \rho - s(\xi + \rho), \eta + \rho) = (\lambda + \rho - w_s(\lambda + \rho), \rho) \quad (\forall s \in S_n).$$

Therefore, in the sum (5.7) and (5.1), the corresponding terms coincide. The proof is over. □

Summing up we arrive at the conclusion.

Theorem 5.9. We have an isomorphism of $U_{q}^{\text{hor}} \tilde{\mathfrak{g}}_n$ modules

$$G^{(k)}_{\mu,\nu}(u) \simeq L_{-\lambda^{(k)}(\mu,\nu)},$$

where $\lambda^{(k)}(\mu,\nu)$ is defined by (5.4), (5.5).

Proof. Proposition 5.7 tells that both sides have the same lowest weight. By Proposition 5.8, their characters also coincide. Since $L_{-\lambda^{(k)}(\mu,\nu)}$ is irreducible, the two modules must be isomorphic. □
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