Application of Latent Dirichlet Allocation (LDA) for clustering financial tweets
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Abstract. Sentiment classification is one of the hottest research areas among the Natural Language Processing (NLP) topics. While it aims to detect sentiment polarity and classification of the given opinion, requires a large number of aspect extractions. However, extracting aspect takes human effort and long time. To reduce this, Latent Dirichlet Allocation (LDA) method have come out recently to deal with this issue. In this paper, an efficient preprocessing method for sentiment classification is presented and will be used for analyzing user’s comments on Twitter social network. For this purpose, different text preprocessing techniques have been used on the dataset to achieve an acceptable standard text. Latent Dirichlet Allocation has been applied on the obtained data after this fast and accurate preprocessing phase. The implementation of different sentiment analysis methods and the results of these implementations have been compared and evaluated. The experimental results show that the combined uses of the preprocessing method of this paper and Latent Dirichlet Allocation have an acceptable results compared to other basic methods.
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1 Introduction

With the emergence and rapid development of Web 2.0, more and more people begin to express their feelings, opinion, and attitude over Internet, which increase the amount of user-generated reviews containing rich opinion and sentiment information. Sentiment analysis (SA), as a technique to automatic detection of opinions embodied in text, is becoming a hot spot in many research fields, including natural language processing (NLP), with a number of applications including recommender and advertising systems, product feedback analysis and customer decision making.

However, one big problem is to find aspects that users evaluate in reviews. From the perspective of a user reading the reviews to get information about a product, the evaluations of the specific aspects are just as important as the overall rating of the product. Although sometimes the aspect information is available, it is unlikely to be a comprehensive set of all aspects that are evaluated in the reviews. Another important task in review analysis is discovering how opinions and sentiments for different aspects are expressed. ‘The company is in financial difficulties’, and ‘She organizes her financial affairs very efficiently’. These are sentiment words at the level of the aspect. We tackle these two problems at once with a unified generative model of aspect and sentiment.

The main intervention in this work can be listed as follows:

- Normalization, Removing stop words and Tokenization are three steps of pre-processing used to increase the quality of classification algorithms.
- Specialized and up-to-date libraries of Python programming language are also exploited and used in implementation of sentiment classification.
- The effectiveness of LDA algorithms will be applied and evaluated in order to classify opinions of users on the Twitter social network.

The remaining sections of this paper are organized as follows. A literature review of common and well-known methods and approaches of LDA is represented in section 2. The proposed methodology of this paper is introduced in section 3. The experimental results and their analysis are represented in section 4, and finally, the work is concluded in final section 5.

2 Related Work

There are a lot of methods [1] [2] [3], to extract user reviews from the tweets in which different aspects are detected and reviews are grouped according to these aspects. For extracting product aspects in aspect based sentiment analysis, different studies were done. Also, same features of a product can be expressed with different words, these can be synonyms or not. For instance, coin and cash have same meaning for money although appearance and design do not have the same meaning, they can be used for same aspects of the product. So for effective summary, extracted aspect words should be grouped. However grouping manually is time consuming and difficult since there are so many feature expressions in a text corpus [4]. Topic modelling approaches as a clustering algorithm can be used for this purpose. One of the most popular topic modelling methods is LDA.

The LDA model is suitable for the following reasons: First, it provides an unsupervised way of discovering topics from documents (or aspects from reviews), and second, it results in language models that explain how much a word is related to each topic and possibly to a sentiment. We take LDA model and adapt it to match the granularity of the discovered financial topic to the details of the reviews. In this paper, we provide a survey study of set techniques about the application of LDA in financial domain and raising the results of experimental demonstration.

Weng et al. combined Twitter messages posted by the same user [5]. Nimala et al. did hashtag-based tweet aggregation strategy in their study [6]. Besides, there are many other studies for the adaptation of LDA to use on short texts. Lin et al. proposed the Joint Sentiment/Topic Model (JST) for aspect and sentiment extraction from user reviews [7].

Titov and McDonal [8] proposed the Multi-grain Latent Dirichlet Allocation model (MG-LDA), since they are all based on the state-of-the-art topic model LDA. MG-LDA is argued to be more appropriate to build topics that are representative of table aspects of objects from either global topic or a local topic. Titov and McDonald [9] further proposed the Multi-Aspect Sentiment Model (MAS) by extending the MG-LDA framework. The major improvement of MAS is that it can aggregate sentiment texts for the sentiment summary of each rating aspect extracted from the MG-LDA.

In order to model document sentiments, Lin et al. added an additional sentiment layer to LDA between the document and the topic layer. Je et al. proposed Sentence-LDA and Aspect Sentiment Unification Model (ASUM), which is similar to JST [10]. They used electronic devices and restaurant reviews datasets to evaluate Sentence-LDA and ASUM. Garcia-Pablos et al. proposed W2VLDA method for aspect extraction and sentiment polarity detection on user reviews [11]. They used LDA algorithm in combination with continuous word embeddings, word2vec and maximum entropy classifier.
3 Latent Dirichlet Allocation:

Latent Dirichlet Allocation is an algorithm that has the ability to classify texts without having label value. It takes up a large amount of unsupervised text and classifies them. This is basically the majority of text handling, since naturally the texts that will come to the algorithm will be untitled.

The LDA form is an abbreviation of words Latent Dirichlet Allocation Topic or sometimes called Topic Modeling, which is modelling subjects. We should avoid confusing it with Linear Discriminant Analysis which has nothing with NLP.

LDA method was on the thought of the German athlete John Dirichlet [12], and there is a statistical mathematical distribution in his name named Dirichlet Distribution, which was invented recently as 2003, while he was in the 19th century.

Before dealing with the LDA, we need know the basics:

- There are so-called topics latent which means the underlying topics within a particular article, an assigned article may contain 10 underlying topics.
- Similar articles use similar words, most articles on economics use similar words.
- There is a natural distribution of underlying topics, within the full article.

For example, the figure 1 below shows that the whole subject type 2 has the largest ratio: We have five subjects in document 1, the highest value belong to topic type 2 with a value of eight.

In the second figure 2, we talk about document 2. In this example, the fourth topic type has the largest percentage, with a value of nine.
4 LDA implementation for clustering financial tweets:

In this section, we present the steps and details of our proposed work. First, we gathered financial data and applied preprocessing on them. We also applied manual labelling only for the methods that use them. After transforming text data into a set of feature vectors, LDA method is applied to determine the clusters type, as discussed later. Finally, the experimental result of the LDA application on financial data about clustering the product aspects is evaluated.

4.1 Preprocessing

Applying text preprocessing before analyzing the tweets is very important for achieving good results. The purpose of preprocessing is to clarify the input data for next thorough analysis.

In this work, we exploit three methods of Natural Language Preprocessing, namely normalization, removing stop words, and tokenization, to make a standard dataset.

Normalization: The texts of the dataset should be normalized initially to be used in the next steps of opinion mining process. Even when some tweets are very similar, they may be considered as different opinions by sentiment analysis system, due to some superficial differences. Therefore, the proposed method attempts to remove such differences. To achieve this goal, normalization is conducted on opinions, before comparing their texts. This normalization leads to obtain more reliable results in comparison of the tweets. Removing accent, removing blank spaces, removing punctuation marks, and removing watermarks are the main operations conducted in the normalization phase of preprocessing. In every new load, the comments are normalized, and saved in the preprocessed data folder.

Removing stop words: Despite the frequent use of stop words, they are pragmatically insignificant. Although it is thought that only the linking words are stop words, many verbs, auxiliary verbs, nouns, adverbs, and adjectives can be stop words, too. In most text mining operations, the processing result is significantly improved by eliminating such words.

Tokenization: Opinion mining tools need to analyze their input tweets, lexically. In the process of lexical analysis, a sentence is converted into a sequence of tokens, which are meaningful parts of the text. This process is called tokenization and leads to the generation of a collection of independent meaningful parts, called tokens.

4.2 Dataset

In this study a sample dataset containing 1536 records of financial tweets is used (github.com). The goal is to explore the dataset and to understand what are the kinds of tweets in this dataset.

To do that, we used normalization, removing stop words and tokenization to clean and cluster the data. We also used our general knowledge of financial markets to analyze in human words the model's output.

This data is labeled completely. The dataset in this work is a collection of financial tweets in English language. The proposed method works on English language but with some little revisions, it can work on other languages as well.

4.3 Experimental results:

First, the code in Python starts by reading the data file which is a huge file. About 25996 tweets, every tweet speaks of a particular topic, and there is similarity in topics, and we want to divide them in a number of homogeneous sections according to the presence of similar words.

First, we read articles on scikit-learn library to get word matrices. It is used to transform the given text into a vector on the basis of the frequency of each word that occurs in the entire text.

It preferred to define the parameters values during the work, which are: Maximum Document Frequency, maximum of a particular word presence, as well as Minimum Document Frequency until the exclusion of abnormal words.
The selected words are viewed in the sum of all the words in 12764 tweets, with the repetition omitted. A number of words can be browse randomly. After, we divide the clusters or topics into seven sections and present the attribute components as a matrix of 7 rows, and 12764 columns, where each row is part of the cluster, and each column is the values of existing words.

For example, we applied the Argsort command for the first topic, which shows in order the Index values for the words less prevalence and the most spread one.

In our work, the word 5862 is less likely, and the word 5808 is the most widespread.

If we want to get the spread 10 words in the first cluster, we show them through the use of get feature names.

Now, we apply the partition on all 25995 sentences, via LDATransform. The result of the transformer is a matrix of 25995 rows in 7 columns and the percentage of each section is considered to be the proportion of this text. For example, the first text is 33% from the second section and 36% in the fifth section.

After we determine the order of the biggest value, and give the full matrix of this work.

In the end, a new column can be added to the basic table.
5 Conclusion

In this work, we have described LDA, a topic modeling based method for aspect clustering for collection of data. LDA is based on a simple exchangeability assumption for the words and topics in a document. The dataset in this work is a collection of financial reviews in English language. This application works on English language with some little revisions, it can works on other languages as well. The experimental results show the application of LDA in financial domain is quite successful in clustering the product aspects.

Some improvements can be made on this work. We can also consider partially exchangeable models in which we condition on exogenous variables. Thus, for example, the topic distribution could be conditioned on features such as “paragraph” or “sentence,” providing a more powerful text model that makes use of information obtained from a parser.
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