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Abstract

Mutational processes shape the genomes of cancer patients and their understanding has important applications in diagnosis and treatment. Current modeling of mutational processes by identifying their characteristic signatures views each base substitution in a limited context of a single flanking base on each side. This context definition gives rise to 96 categories of mutations that have become the standard in the field, even though wider contexts have been shown to be informative in specific cases. Here we propose a data-driven approach for constructing a mutation categorization for mutational signature analysis. Our approach is based on the assumption that tumor cells that are exposed to similar mutational processes, show similar expression levels of DNA damage repair genes that are involved in these processes. We attempt to find a categorization that maximizes the agreement between mutation and gene expression data, and show that it outperforms the standard categorization over multiple quality measures. Moreover, we show that the categorization we identify generalizes to unseen data from different cancer types, suggesting that mutation context patterns extend beyond the immediate flanking bases.

Author summary

Cancer is a group of genetic diseases that occur as a result of an accumulation of somatic mutations in genes that regulate cellular growth and differentiation. These mutations arise from mutagenic processes such as exposure to environmental mutagens and defective DNA damage repair pathways. Each of these processes results in a characteristic pattern of mutations, referred to as a mutational signature. These signatures reveal the mutagenic mechanisms that have influenced the development of a specific tumor, and thus provide new insights into its causes and potential treatments. Originally, a mutational signature has been defined using 96 mutation categories that take into account solely the information from the mutated base and its flanking bases. Here, we aim to challenge this arbitrary categorization, which is widely used in mutational signature analysis. We have developed a novel framework for the construction of mutation categories that is based on...
the assumption that the activities of DNA damage repair genes are correlated with the mutational processes that are active in a given tumor. We show that using this approach we are able to identify an alternative mutation categorization that outperforms the standard categorization with respect to multiple metrics. This categorization includes categories that account for bases that extend beyond the immediate flanking bases, suggesting that mutational signatures should be studied in broader sequence contexts.

This is a PLOS Computational Biology Methods paper.

Introduction

Mutational signatures are characteristic combinations of mutation types (here referred to as categories) that arise from a specific mutational process. The analysis of the activity (here referred to as exposure) of these signatures in cancer provides insight to the active biological mechanisms that drive it. The inference of these mutational signatures is based on mutation category counts in a set of samples, acquired via whole-genome or whole-exome sequencing. A common way to do this inference is by employing non-negative matrix factorization (NMF) to express the mutation count matrix as the product of an exposure matrix (where each row represents signature exposures in the corresponding sample) and a signature matrix (where each row is a probability vector over mutation categories, representing a signature).

Current research in the field of mutational signatures typically categorizes mutations to 96 categories (referred to here as the standard categorization), taking into account the point mutation and a single flanking base on each side of it (6 base substitution classes and 4 possible flanking bases on each side) [1, 2]. This limited context ensures that mutation counts per category are not too sparse for downstream analysis, but may be too restrictive. Nevertheless, these categories served to discover state-of-the-art mutational signatures [3] as cataloged in the COSMIC database.

Several authors [3–5] considered also a wider context of two flanking bases on each side of the mutation, and analyzed mutational signatures using the resulting 1536 categories. Similarly, Shirashi et al. [6] modeled mutational signatures using independent “features” rather than categories, which allowed them to effectively consider two flanking base pairs on each side in their analysis. Nevertheless, these variants of the standard categorization were arbitrary (built on the mutation and 1–2 flanking based on each side) and were not derived systematically from data. Moreover, there is evidence in the literature for higher order mutation contexts [7].

Here we propose a data-driven approach for constructing a mutation categorization for mutational signature analysis. Our approach is based on the assumption that tumor cells that are exposed to similar mutational processes, show similar expression levels of genes that are involved in the underlying mutagenic processes. In particular, we focus on DNA damage repair (DDR) genes, as about one third of mutational processes with known etiology are associated with DNA repair deficiency [3]. The hypothesis that mutational signatures can be related to aberrant gene expression or alterations in DNA repair genes is well supported. For example, the deactivation of MUTYH gene in cancer patients is associated with a specific mutational signature [8–10]. In addition, Kim et al. [11] identify significant correlations
between DDR gene expression and the activity of multiple mutational signatures. We develop an algorithm to find a categorization that maximizes the agreement between mutation and DDR gene expression data, and show that it outperforms the standard categorization over multiple quality measures. We build a data-driven categorization (DDC) of mutations that considers up to three bases away from the mutated base. We show that our categorization leads to improved performance in signature discovery and expression correlation across multiple cancer types. We further compare the identified signatures to those cataloged in COSMIC and analyze their etiologies.

Materials and methods

We consider a wide context for mutations, which consists of three flanking bases on each side of the mutated base. Representing a 7-mer mutation sequence by an 8-long character string (consisting of three 5’ flanking bases, the mutated base, the new base, and the three 3’ flanking bases) we aim to group mutations to 96 categories based on their sequence patterns. The identification and evaluation of mutation categorizations is based on the following measures of categorization quality (described in detail below): (1) agreement between mutation data and DNA damage repair (DDR) gene expression data, (2) reconstruction error of mutation count data, and (3) agreement between mutation data and gene expression information of cancer related genes. We attempt to find a categorization that optimizes (1), and then use measures (2)-(3) to evaluate the categorization obtained. Below we describe these measures in detail and how they are used for optimization and evaluation.

Categorization quality measures

In all measures below we assume that we are given a mutation categorization into \( M \) categories and observe a normalized count matrix \( V \) of order \( N \times M \) that reports the proportion of times a mutation category \( i \in [1, M] \) was observed in sample \( j \in [1, N] \) (Fig 1A shows an unnormalized count matrix \( V \) of \( N \) samples and \( M \) arbitrary mutation categories). The (normalized) mutation count matrix is assumed to factorize \( V \approx WH \), where \( H \) is a matrix of mutational signatures (probability vectors over categories) and \( W \) represents their sample-specific exposures.

To avoid overfitting, we perform out-of-sample evaluation that is applied both to the data sets that are used for learning a categorization and to the data sets that are used for the evaluation of the categorization. Each data set has two types of samples: (i) samples with whole-genome-sequencing (WGS) mutation information; (ii) samples with mutation count data from whole-exome-sequencing (WES) as well as gene expression data. First, the signature matrix is learned by factorizing the WGS mutation count matrix (using the Kullback–Leibler variant of NMF [12]; details on how the factorization order is determined are given below, see Fitness and Selection). We normalize the signature matrix to account for the difference between 7-mer distribution (representing mutation opportunities) of whole-genome and whole-exome sequences (see Mutation opportunity normalization section below). Then, exposures of the unseen WES samples are derived via a non-negative least squares (NNLS) computation [13]. In case the signatures are known in advance (taken from COSMIC [14]), only the final NNLS step is performed. To allow evaluation of these signatures for varying factorization orders, we compute the average prevalence (in terms of sample exposure) of each COSMIC signature in a data set and rank signatures from the most prevalent to the least.

Agreement between mutation and gene expression data. Given an exposure matrix \( W \) and an expression matrix \( E \) over the same set of samples, \( W \) and \( E \) represent two views of the sample data and we can compare them using canonical correlation analysis (CCA) [15] (we use the Pyrcca [16] implementation of regularized CCA), which maximizes the correlation
between the two views. This correlation serves as a measure of the categorization quality. To avoid overfitting, we perform 10-fold cross validation, i.e., we learn the CCA coefficients using training samples and compute the resulting correlation on the test samples.

**Reconstruction error.** We compute the reconstruction error by applying NMF to the WGS samples to learn the signature matrix $H$ and then derive the exposure matrix $W$ from the other samples using NNLS. We then measure the approximation error (Kullback–Leibler divergence) of the factorization with respect to the test (normalized) count matrix $V$. To
minimize biases that arise from NMF’s tendency to converge to local minima, we perform 10 runs with randomly initialized $W, H$ factorization matrices and report the smallest error obtained.

**Mutation opportunity normalization**

Let $H$ be a matrix of mutational signatures inferred from WGS data. To account for the difference between mutation opportunities in whole-genome and whole-exome data, we first compute the counts of all possible 7-mer sequences in the GRCh37 genome and exome (genome and exon positions were downloaded from Ensembl: https://grch37.ensembl.org). Next, we construct two mutation opportunity 96-long count vectors, $U_{WGS}$ and $U_{WES}$, that correspond to the set of 96 mutation categories of $H$. Each position $i$ in those vectors is the number of 7-mer sequences in the genome/exome that map to the $i$th category. Finally, each row vector of $H$ is normalized by multiplying its $i$th element by $U_{WES,i}/U_{WGS,i}$ and normalizing the resulting vector so that it sums to one.

**Comparing our signatures to COSMIC signatures**

Given a mutation count matrix for $N$ samples and all 7-mer mutation sequences, and a signature $S$ (probability vector over 96 mutation categories), we would like to compare its cosine similarity to a COSMIC signature. We construct a transformation matrix $T$ of size $96 \times 96$ from our mutation categories to the standard categories, where each $T_{i,j}$ is the fraction of 7-mer mutation sequences that belong to the standard category $j$ out of the total number of sequences that are mapped to our category $i$. Then, we compute the cosine similarity between $S' = ST$ and any COSMIC signature.

**Categorization optimization**

We use a genetic algorithm [17] to optimize the mutation categorization. The algorithm maintains a population of possible solutions, where each individual in the population is a categorization. Each category within a categorization represents a pattern of mutations by a string of 8 characters that correspond to the three left flanking bases, the original base that mutated, the resulting base, and the three right flanking bases. Each symbol can be a single base or a combination of bases, except for the identity of the original base, which can be only C or T. Apart from this base, any other category symbol could represent any of the bases or any pair of bases (marked by a dinucleotide) or a wildcard base (marked by N), with the constraint that the mutated base is different from the original base.

Given a 7-mer mutation sequence of bases describing the mutation and its context, we assign this sequence to the category that best matches it based on three criteria (no mismatches are allowed): (i) the size of the category, i.e., the number of 7-mer mutation sequences that perfectly match it; (ii) the distance between the first and last non-N symbol of the category; and (iii) the distance of the farthest non-N symbol from the mutated site. These criteria are applied in order and used to resolve assignment conflicts.

For example, consider the 7-mer mutation sequence TGTCTAAC, which describes a C-to-T mutation and its context—TGT to the left and AAC to the right. Further consider the following mutation categories (using IUPAC code; e.g. S is G/C): NSTCTANN and NNNCTARC. The 7-mer mutation sequence can potentially be assigned to both categories as there are no mismatches to both. We follow the three criteria to choose the best matching category: (i) both categories are of the same size—they cover 128 sequences; (ii) the distance between the first and last non-N symbol in each category is 5; (iii) the distance between the farthest non-N symbol and the mutated site is shorter in NSTCTANN, and so the sequence is assigned to it.
Categorizations are created and maintained in such a way that there are less than 1% sequence-to-category assignment conflicts (as described below). Each categorization includes a “joker” category (NNNNNNNNN), which guarantees that all sequences are assigned to some category. For ease of comparison to the standard categorization, we focus on categorizations with $M = 96$ categories.

**Ancestors.** Each category in a categorization is generated with a clearly defined (C or T) base in the fourth position, as part of an interval of $n_{\text{symbols}}$ consecutive non-N symbols and whose starting position is chosen uniformly at random (see examples in Fig 2). Other non-interval symbols are assumed to be wildcards and the interval is constrained to contain the fourth position. We assume a range of 3 to 7 symbols for $n_{\text{symbols}}$, with the highest concentration on $n_{\text{symbols}} = 4$—the number of bases in the standard categories, controlled by parameter $c$: $n_{\text{symbols}} \sim Dir((1, c > 1, 1, 1, 1))$. For example, if $n_{\text{symbols}} = 5$ is generated, then an interval starting position is chosen randomly from the list $[0, 1, 2, 3]$ of possible positions (guarantee a clearly defined base in fourth position). Then, if position 2 is generated, then a sequence of 5 symbols is generated randomly, with the constraints that the second symbol (corresponds with the fourth position—the original base) is C or T, and that the third symbol (corresponds with the mutated base) does not intersect with the original base. If TCRGA is generated, then this example results with the category NNTCRGAN.

**Fitness and selection.** A pre-step for fitness evaluation is the assignment of 7-mer mutation sequences to categories for each categorization, according to the criteria explained above, which results in a mutation catalog of size $N$ samples by $M$ categories (See Fig 1: Sequence to category assignment). In case of an ambiguous assignment, conflicting categories are replaced with new categories in order to resolve the conflict, until a rate of less than 1% ambiguous assignments of sequences to categories is achieved. The remaining conflicts are resolved by randomly assigning the sequence to one of its “best” matching categories. We now describe

![Fig 2. Top categories and the percent of data set sequences that are mapped to each of them.](https://doi.org/10.1371/journal.pcbi.1009542.g002)
the calculation of fitness scores for each categorization in the population. Let \( K^* \) be the optimal number of NMF factorization components, determined by applying our CV2K method [18]. CV2K automatically chooses \( K^* \) from data, based on a detailed comparison of the performance of different solutions (using different \( K \) values) in reconstructing hidden values of the original mutation catalog in a cross validation setting, combined with a parsimony consideration. We focus on the range \( K_{\text{range}} = [K^* - 2, K^* + 2] \) of components. For each \( K \in K_{\text{range}} \) and each test fold, we compute the CCA correlation between DDR gene expression information and sample exposures as explained above. We take the mean correlation over all \( K \) values and test folds to be the fitness score of a categorization.

Following fitness assessment, categorizations are ranked from 1 (worst) to the size of the population \( S \) (best) and selected for crossover and mutation processes with probability

\[
P_{\text{selection}} = \frac{\text{rank}^\text{power}}{\sum_{j=1}^{S} \text{rank}^\text{power}_j}
\]

without replacement. The power parameter enables us to adjust the strictness of the selection, i.e., the higher the value the more likely top ranked individuals are to be selected. The two categorizations with the highest fitness values proceed as-is to the next generation, to guarantee non-decreasing top fitness value. To perform the optimization on multiple data sets, we apply the above ranking system with respect to each data set, and construct an average ranking [19], i.e., an average over all data set specific rankings. We consider the individual and average rankings equally in the selection of categorizations for crossover. Finally, the best categorization in the population is defined as the top ranked categorization in the overall (average) ranking.

**Crossover and mutation.** We perform crossover and mutation in the population to produce the remaining offspring for the next generation. To produce a single offspring, we draw a categorization (parent) from the population with probability \( P_{\text{selection}} \) (see above) and cross it with probability \( q \) with another parent, or mutate it with probability \( 1 - q \) to produce an offspring. In case of a crossover, we randomly draw a different categorization (the other parent) from the population. A random percentage, up to 40%, of the categories are taken from the lower-fitness parent and the rest are taken from the higher-fitness parent, to produce the offspring. Note that if there are not enough unique categories in the two parents to create the offspring, we generate additional categories to fill up the categorization. Mutations occur after crossover is completed (or skipped), and are applied to each category with probability \( m \). As category replacements naturally occur across the generations (either to resolve identified conflicts, or to fill up an offspring categorization), the mutation is responsible for more delicate changes—it replaces a symbol in a random category position with a different intersecting symbol, in order to expand/reduce the category with respect to this position (from nucleotide to dinucleotide symbol or the opposite transition, e.g. ‘A’ \( \rightarrow M \) (‘A/C’), ‘G’ \( \rightarrow T \) (‘G/T’)). Consequently, a mutation from one symbol to a non-intersecting symbol can occur only indirectly, by a series of two or more mutations in a specific position. This approach was chosen to allow delicate changes in a categorization, while minimizing the introduction of new conflicts to it.

**Parameters.** We initialize the genetic algorithm with 100 categorizations (ancestors), 40 of which are selected according to their fitness, and a population of 40 individuals is maintained across the generations. We ran the algorithm for 500 generations (two days on 40 CPUs — Intel(R) Xeon(R) CPU E5-2699 v3 @ 2.30GHz). The genetic algorithm has four main parameters: crossover rate \( (q) \), mutation rate \( (m) \), selection strictness \( (\text{power}) \) and category concentration \( (c) \). To tune each of the four parameters, we set the values of the other three parameters and test the performance of the genetic algorithm (i.e., categorization fitness) on a range of values for the parameter in question, in order to find a value that avoids local minima and leads to greater fitness and faster convergence. For crossover rate, we examined the values 0, 0.4, 0.8, 1 and chose \( q = 0.8 \). For mutation rate, we tested rates 0.01, 0.05, 0.1, and set the
parameter to \( m = 0.05 \). For strictness of selection, we examined values 3, 5, 7 and chose \( \text{power} = 5 \). For category concentration, we examined values 1, 5, 10, 20 and set the parameter to \( c = 10 \).

**Data**

We use the following TCGA [20] data sets that include gene expression and WES mutation data: (i) 976 breast BRCA samples that had been collected from BRCA-US project, available in ICGC [21]; (ii) 374 prostate PRAD-US samples; and (iii) 185 ovarian OV-US samples. In addition, we use WGS mutation data of: (i) 569 BRCA samples of the BRCA-EU project; (ii) 193 PRAD-UK samples; and (iii) 115 OV-AU samples.

For mutation data, we downloaded simple somatic data files from ICGC, extracted all the single base substitutions and used GRCh37 reference genome to collect 7-mer sequences centered around each of the mutations (3 flanking bases on each side and the substitution that occurred). These 7-mer mutation sequences served as initial categories, with 24,513 of these categories represented in the BRCA data, 23,310 in the PRAD data, and 24,150 in the OV data.

For gene expression data, we collected the corresponding data files from ICGC. For each sample, we extracted the value under ‘normalized read count’ for each gene, to create gene expression data sets of 20,502 genes, for each data set. We consider two types of gene subsets: (i) DDR genes, and (ii) Cancer Gene Census (CGC) genes. For (i), we use expression data for 190 genes from the updated version of [22] that can be found here: www.mdanderson.org/documents/Labs/Wood-Laboratory/human-dna-repair-genes.html. For (ii), we use expression data of 680 COSMIC Cancer Gene Census genes that do not appear in the DDR gene set.

We further split the largest BRCA-US data set to 726 training samples, that are used to learn our categorization with the genetic algorithm, and 250 test samples, that are used for evaluation. Similarly, we split the PRAD-US data set equally to 187 training samples and 187 test samples. We reserve the OV-US samples solely for testing.

As a reference set of signatures we used COSMIC signatures that were found to be active in the investigated cancer types: 1–3, 5, 6, 8, 13, 17, 18, 20, 26 and 30. These add up to a total of 12 signatures in the BRCA data set, 3 signatures in the PRAD data set, and 3 signatures in the OV data set.

**Results**

Despite an almost decade-long research into mutational signatures, the categorization of mutations still revolves around 96 categories that specify a mutation and its two flanking bases (one on each side).

Here we aimed to take a data-driven approach toward mutation categorization with the goal of maximizing the correlation between the activities of the processes that create these mutations (a.k.a. mutation signature exposures) and the expression of the genes that are involved in the mutational process (DNA damage repair genes). An overview of the computational pipeline is shown in Fig 1.

We applied our pipeline to identify mutation categories over three data sets: breast cancer (BRCA) samples, prostate cancer (PRAD) samples and ovary cancer (OV) samples. To identify a categorization that generalizes across data sets, we performed multi-objective optimization using the two largest sample sets—BRCA and PRAD—for training. We benchmarked our categorization against the standard categorization, which is based on the mutation that occurred and a single flanking base on each side, referred to below as the **standard** categorization, and also against a random categorization which assigns 7-mer sequences of mutations (incl. the mutation that occurred and 3 flanking bases on each side) uniformly at random to 96
categories. To evaluate the categorizations, we tested their performance on a BRCA and PRAD test sets (250 and 187 left out samples, respectively) and an independent test set from different cancer type (OV), all evaluated in an out-of-sample fashion (see Materials and methods).

The categories that make the resulting categorization were variable in size (i.e. the number of sequences in the data set that are assigned to them) and greatly deviate from the standard categories (Fig 2). Of the 95 non-joker categories, 75 have multiple flanking bases on either side of the mutation, and 41 of them have high specificity up to 3 bases away from the mutation. 13 of these 41 categories have the same base appearing in all three flanking bases, either by itself, or as part of a dinucleotide symbol. There are 48 categories with flanking base specificity in only one side of the mutation. The ‘A/G’ dinucleotide symbol appears 51 times in our categories, while the other five dinucleotide symbols appear 30–37 times. There are 51 categories with C as the original mutated base and 44 with T, but of the most prevalent categories (Fig 2) only one category has T as the original base. This is expected since C mutations are 4–5 times more frequent than T mutations in the WES data sets.

We measured the quality of the resulting matrix factorizations and the agreement with the expression patterns of DDR genes and a set of cancer driver genes from Cancer Gene Census (CGC). Indeed, previous studies identified correlations between several mutational signatures and some cancer drivers and acknowledged that the cause-effect relation between signatures and cancer drivers can be in either direction [23]. We also used a control set that is not expected to be related to mutational signature activities—odorant binding genes (GO:0005549)—which does not share genes with the DDR and CGC sets.

In terms of factorization quality, our categorization performed best across a wide range of number of components ($K \in [2, \max(k_{\text{cosmic}}, K^*) + 2]$, Fig 3). For agreement with expression data, we computed correlations between the inferred exposures of each categorization and expression levels of cancer-related gene sets: DDR genes and CGC genes. In this latter evaluation we also included ‘standard cosmic’ exposures that are inferred using the COSMIC signatures (corresponding to the standard categorization) in the given cancer type (see Materials and methods). Overall, our categorization yielded higher correlation values compared to the others. The results are summarized in Fig 4. Both the DDR gene set and the CGC gene set produced a similar range of correlation levels (0.3–0.5 for non-random categorizations). In contrast, the control set yielded correlation levels of up to 0.15, with no clear advantage for non-random categorizations over the random categorization (S2 Fig). For higher $K$ values, the improvement in performance (correlation to DDR and CGC genes) over the breast cancer data is marginal. This possibly stems from the difference in the signatures’ DDR association between the cancer types. Specifically, BRCA has 12 known associated signatures, 6–8 of
which are believed to be associated with DDR, while both OV and PRAD have only 3 known signatures and 2–3 have some association with DDR [3].

To further examine our categorization and resulting signatures, we (i) computed the similarity between each of the signatures that were extracted using our categorization and all known COSMIC v2 signatures (including signatures believed to be associated with sequencing artifacts according to COSMIC v3), and (ii) tested the agreement between our signatures and the DDR gene expression information. For each of the three data sets, we focused on the signatures predicted with an optimum (see Fitness and Selection) number of components (11 for BRCA, 5 for PRAD and 3 for OV). For (i), we first transformed our signatures to the standard categories (see Materials and methods) and then computed the cosine similarity between the transformed signature and each of the COSMIC signatures. For (ii), we used CCA to compute the correlation between a sample’s signature exposure and its vector of expression of DDR genes. Furthermore, we evaluated the correlation with expression information for subsets of the DDR genes as taken from [22]: Homologous recombination (HR), Base excision repair (BER), Mismatch excision repair (MMR), and Nucleotide excision repair (NER).

In total, 13 of the 19 signatures we discovered were similar to a COSMIC signature (cosine similarity greater than 0.8), spanning 9 distinct COSMIC signatures (1,3,4,5,6,8,12,16,26), the majority of which are known to be active in the studied cancer types. The APOBEC-related COSMIC signatures 2 and 13, that are known to be active in breast cancer, are absent from the signatures extracted using the DDC categorization, which might indicate that this categorization neglects non-DDR mutational processes. Interestingly, a signature similar to COSMIC signature 12 was extracted from both BRCA and OV datasets. The etiology of this signature is unknown and it was previously observed mainly in liver cancer samples. 7 of the 19 signatures were highly correlated (Pearson correlation greater than 0.3) to the expression information. These results are summarized in S1 Table and an example signature (#3) is depicted in Fig 5. This analysis allowed us to compare the suspected activity of each of the 7 signatures with the
proposed etiologies of similar COSMIC signatures when such were available. The results are summarized in Table 1. Overall, the gene subsets whose expression was correlated with the exposures of the identified signatures matched the etiologies associated with their COSMIC parallels. For instance, DDC signatures 3 and 6 were correlated with homologous recombination genes and were similar to COSMIC Signature 3, which is associated with HR deficiency. DDC signature 4 was correlated with the expression of base excision repair genes and was similar to COSMIC Signature 1, which is associated with spontaneous deamination of 5-methylcytosine. The correlation to BER genes may be related to their role in the demethylation of 5-mC and the repair of T:G mismatches [24, 25]. DDC signature 5 was most similar to COSMIC Signature 8 and was correlated with the expression of nucleotide excision repair genes. Deficiency of nucleotide excision repair was previously suggested to be associated with COSMIC Signature 8 [26], although the etiology of this signature is still in debate. In two of the cases (signatures 2 and 7, S1 Fig) the COSMIC proposed etiologies did not match the discovered correlations. Finally, DDC signature 1 features a predominance of C-to-T transition, mostly in the G downstream context. While it did not have a clear COSMIC parallel, it was most similar
to the aging-related Signatures 1 and 5 (cosine similarity > 0.75), and exhibited a mild correlation to age (Pearson correlation of 0.2). In addition, for each of the 7 DDC signatures, we tested the correlation between the exposures of the corresponding similar COSMIC signature and the expression of the gene subsets. We observed that the most correlated subsets were in agreement with those identified for the corresponding DDC signatures.

**Conclusion**

We have devised a framework for data-driven identification of mutation categories. This framework should serve as a pre-step for mutational signature analysis, and should be applied only periodically when the mutation data base is updated. Applying this framework to breast and prostate cancer whole-exome sequencing data, we identified a novel categorization that leads to better reconstruction of mutation data and higher correlations with the expression patterns of related gene sets over multiple cancer types. A majority of the signatures identified using the data-driven categorization were similar to known COSMIC signatures and were associated with DDR gene subsets that agreed well with the proposed etiologies of their COSMIC parallels. However, several signatures did not have a clear COSMIC parallel, including signatures with high correlation to DDR gene expression. This may indicate that the data-driven categorization, which takes into account broader mutation contexts, uncovers new mutational signatures. Potentially, these signatures could provide insight into new mutational processes, or a more accurate depiction of known processes.

Our categorization process is based on the assumption that the activities of DDR genes are correlated with the mutational processes that are active in a given patient. This assumption does not take into account the changes in gene expression over time since the first mutations occurred. It also downweights non-DDR mutational processes such as processes with environmental causes. Nevertheless, the generalization of the identified categorization to different cancer types may indicate that the approach we take is able to uncover real signals and that mutational processes should be studied with broader mutation contexts than those used to date.

The framework can be easily adapted to find data-driven categorization based upon different assumptions and motivations. For example, the genetic algorithm fitness function could be modified to account for correlation with other gene sets and factorization reconstruction error, or to prefer high mutational signature entropy to improve interpretability.

Our work focused on 96 categories—the number of standard categories—in order to eliminate the number of categories in a categorization as a possible explanation for differences to previous work. However, as this number is arbitrary, it would be interesting to investigate (i) the possibility of decreasing the number of categories while maintaining comparable performance, and (ii) whether significant improvements in performance could be obtained by increasing the number of categories. To test these ideas, we suggest running our method with a flexible number of categories per categorization. For example, a simple adjustment to our method would be to introduce category addition and deletion mutations in each generation.

**Supporting information**

**S1 Fig. An example of a non-flat DDC signature (#7 in Table 1).** The signature is depicted using both the standard categories (top) and the DDC ones (bottom, categories presented using the IUPAC code). This signature is similar to COSMIC Signatures 1 and 6 (cosine similarity 0.88 and 0.84 respectively), and its exposure is correlated with the expression of DDR genes (Pearson correlation 0.30).
S2 Fig. Comparative performance evaluation: Correlation to expression of odorant binding genes (used as a control set that is not expected to be related to mutational signature activities). For each \( K \) in the range of number of components \([2, \max(k_{\text{cosmic}}, K^*) + 2]\), we apply NMF to the WGS samples to learn the signature matrix \( H \) and then derive the exposure matrix \( W \) from the WES samples using NNLS. We learn the CCA coefficients using WES training samples and compute the resulting correlation on the test samples. The reported correlation is the average over 10-fold cross validation. Error bars represent the standard deviation of multiple evaluation runs.

(PDF)

S3 Fig. Comparative performance evaluation by reconstruction error (log-transformed). For each \( K \) in the range of number of components \([2, \max(k_{\text{cosmic}}, K^*) + 2]\), we apply NMF to the WGS samples to learn the signature matrix \( H \) and then derive the exposure matrix \( W \) from the test samples using NNLS. The reconstruction error (Kullback–Leibler divergence) is the approximation error of this factorization with respect to the test samples of the (normalized) count matrix \( V \). NMF is applied 10 times and the reported reconstruction error is the average over these runs. Error bars represent the standard deviation.

(PDF)

S1 Table. All 19 signatures that had been discovered using the DDC categorization on the BRCA, PRAD and OV datasets. The signatures are ordered according to their correlation with the expression of DDR genes. For each signature, given are also the dataset that it was derived from, its similar COSMIC signatures (ordered, cosine similarity > 0.8) and the similarity to the most similar COSMIC signature. In case there is no COSMIC signature with cosine similarity > 0.8 to the DDC signature, we report the COSMIC signature with the greatest similarity to it.

(JPG)

Acknowledgments
We thank Itay Sason for his critical reading of the manuscript.

Author Contributions

Conceptualization: Gal Gilad, Mark D. M. Leiserson, Roded Sharan.
Data curation: Gal Gilad.
Funding acquisition: Mark D. M. Leiserson, Roded Sharan.
Methodology: Gal Gilad, Mark D. M. Leiserson, Roded Sharan.
Resources: Roded Sharan.
Software: Gal Gilad.
Supervision: Roded Sharan.
Writing – original draft: Gal Gilad, Roded Sharan.
Writing – review & editing: Mark D. M. Leiserson.
References

1. Nik-Zainal S, Alexandrov L, Wedge D, Van Loo P, Greenman C, Raine K, et al. Mutational Processes Molding the Genomes of 21 Breast Cancers. Cell. 2012; 149(5):979–993. https://doi.org/10.1016/j.cell.2012.04.024 PMID: 22608084

2. Alexandrov LB, Nik-Zainal S, Wedge DC, Aparicio SAJR, Behjati S, Blankin AV, et al. Signatures of mutational processes in human cancer. Nature. 2013; 500(7463):415–421. https://doi.org/10.1038/nature12477 PMID: 23945592

3. Alexandrov LB, Kim J, Haradhvala NJ, Huang MN, Tian Ng AW, Wu Y, et al. The repertoire of mutational signatures in human cancer. Nature. 2020; 578(7783):94–101. https://doi.org/10.1038/s41586-020-1943-3 PMID: 32025018

4. Haradhvala NJ, Kim J, Maruvka YE, Polak P, Rosebrock D, Livitz D, et al. Distinct mutational signatures characterize concurrent loss of polymerase proofreading and mismatch repair. Nature Communications. 2018; 9(1):1746. https://doi.org/10.1038/s41467-018-04002-4 PMID: 29717118

5. Fang H, Barbour JA, Poulos RC, Katainen R, Aaltonen LA, Wong JWH. Mutational processes of distinct POLE exonuclease domain mutants drive an enrichment of a specific TP53 mutation in colorectal cancer. PLOS Genetics. 2020; 16(2):1–20. https://doi.org/10.1371/journal.pgen.1008572 PMID: 32012149

6. Shiraishi Y, Tremmel G, Miyano S, Stephens M. A Simple Model-Based Approach to Inferring and Visualizing Cancer Mutation Signatures. PLOS Genetics. 2015; 11(12):1–21. https://doi.org/10.1371/journal.pgen.1005657 PMID: 26630308

7. Fredriksson NJ, Elliott K, Filges S, Van den Eynden J, Ståhlberg A, Larsson E. Recurrent promoter mutations in melanoma are defined by an extended context-specific mutational signature. PLOS Genetics. 2017; 13(5):1–16. https://doi.org/10.1371/journal.pgen.1006773 PMID: 28489852

8. Knijnenburg TA, Wang L, Zimmermann MT, Chambwe N, Gao GF, Cherniack AD, et al. Genomic and Molecular Landscape of DNA Damage Repair Deficiency across The Cancer Genome Atlas. Cell Reports. 2018; 23(1):239–254.e6. https://doi.org/10.1016/j.celrep.2018.03.076 PMID: 29617664

9. Chae YK, Anker JF, Carneiro BA, Chandra S, Kaplan J, Kalyan A, et al. Genomic landscape of DNA repair genes in cancer. Oncotarget. 2016; 7(17):23312–23321. https://doi.org/10.18632/oncotarget.8196 PMID: 27004405

10. Ma J, Setton J, Lee NY, Riaz N, Powell SN. The therapeutic significance of mutational signatures from DNA repair deficiency in cancer. Nature Communications. 2018; 9(1):3292. https://doi.org/10.1038/s41467-018-05228-y PMID: 30120226

11. Kim YA, Wojtowicz D, Sarto Basso R, Sason I, Robinson W, Hochbaum DS, et al. Network-based approaches elucidate differences within APOBEC and clock-like signatures in breast cancer. Genome Medicine. 2020; 12(1):52. https://doi.org/10.1186/s13073-020-00745-2 PMID: 32471470

12. Lee DD, Seung HS. Algorithms for Non-Negative Matrix Factorization. In: Proceedings of the 13th International Conference on Neural Information Processing Systems. NIPS’00. Cambridge, MA, USA: MIT Press; 2000. p. 535–541.

13. Lawson CL, Hanson RJ. Solving Least Squares Problems. Society for Industrial and Applied Mathematics; 1995. Available from: https://epubs.siam.org/doi/abs/10.1137/1.9781611971217.

14. Tate JG, Bamford S, Jubb HC, Sondka Z, Beare DM, Bindal N, et al. COSMIC: the Catalogue Of Somatic Mutations In Cancer. Nucleic Acids Research. 2018; 47(D1):D941–D947. https://doi.org/10.1093/nar/gky1015

15. Holland JH, et al. Adaptation in natural and artificial systems: an introductory analysis with applications to biology, control, and artificial intelligence. MIT press; 1992.

16. Bilenko NY, Gallant JL, Pyrcca: Regularized Kernel Canonical Correlation Analysis in Python and its Applications to Neuroimaging. Frontiers in Neuroinformatics. 2016; 10:49. https://doi.org/10.3389/fninf.2016.00049 PMID: 27920675

17. Holland JH, et al. Adaptation in natural and artificial systems: an introductory analysis with applications to biology, control, and artificial intelligence. MIT press; 1992.

18. Gilad G, Sason I, Sharani R. An automated approach for determining the number of components in non-negative matrix factorization with application to mutational signature learning. Machine Learning: Science and Technology. 2020.

19. Bentley PJ, Wakefield JP. Finding Acceptable Solutions in the Pareto-Optimal Range using Multiobjective Genetic Algorithms. In: Chawdry PK, Roy R, Pant RK, editors. Soft Computing in Engineering Design and Manufacturing. London: Springer London; 1998. p. 231–240.

20. Network CGAR, Weinstein JN, Collisson EA, Mills GB, Shaw KRM, Ozenberger BA, et al. The Cancer Genome Atlas Pan-Cancer analysis project. Nature genetics. 2013; 45(10):1113–1120. https://doi.org/10.1038/ng.2764
21. Consortium ICG. International network of cancer genome projects. Nature. 2010; 464(7291):993–998. https://doi.org/10.1038/nature08987
22. Wood RD, Mitchell M, Sgouros J, Lindahl T. Human DNA Repair Genes. Science. 2001; 291(5507):1284–1289. https://doi.org/10.1126/science.1056154 PMID: 11181991
23. Poulos RC, Wong YT, Ryan R, Pang H, Wong JWH. Analysis of 7,815 cancer exomes reveals associations between mutational processes and somatic driver mutations. PLOS Genetics. 2018; 14(11):1–20. https://doi.org/10.1371/journal.pgen.1007779 PMID: 30412573
24. Wu X, Zhang Y. TET-mediated active DNA demethylation: mechanism, function and beyond. Nature Reviews Genetics. 2017; 18(9):517–534. https://doi.org/10.1038/nrg.2017.33 PMID: 28555658
25. Bayraktar G, Kreutz MR. The Role of Activity-Dependent DNA Demethylation in the Adult Brain and in Neurological Disorders. Frontiers in molecular neuroscience. 2018; 11:169–169. https://doi.org/10.3389/fn mole.2018.00169 PMID: 29875631
26. Jager M, Blokzijl F, Kuijk E, Berti J, Vougioukalaki M, Janssen R, et al. Deficiency of nucleotide excision repair is associated with mutational signature observed in cancer. Genome research. 2019; 29(7):1067–1077. https://doi.org/10.1101/gr.246223.118 PMID: 31221724