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Abstract: Evaluating the life cycle of buildings is a valuable tool for assessing sustainability and analyzing environmental consequences throughout the construction operations of buildings. In this study, in order to determine the importance of building life cycle evaluation indicators, a new combination method was used based on a quantitative-qualitative method (QQM) and a simplified best-worst method (SBWM). The SBWM method was used because it simplifies BWM calculations and does not require solving complex mathematical models. Reducing the time required to perform calculations and eliminating the need for complicated computer software are among the advantages of the proposed method. The QQM method has also been used due to its ability to evaluate quantitative and qualitative criteria simultaneously. The feasibility and applicability of the SBWM were examined using three numerical examples and a case study, and the results were evaluated. The results of the case study showed that the criteria of the estimated cost, comfort level, and basic floor area were, in order, the most important criteria among the others. The results of the numerical examples and the case study showed that the proposed method had a lower total deviation (TD) compared to the basic BWM. Sensitivity analysis results also confirmed that the proposed approach has a high degree of robustness for ranking and weighting criteria.
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1. Introduction

Life cycle assessment (LCA) is a systematic approach to analyzing and evaluating the environmental impact of a product or process throughout its life cycle. LCA typically involves the major stages of extraction, production, use, and end-of-life material scenarios for a product or process. LCA is a four-step iterative process that includes setting goals and scope, life-cycle inventory (LCI), life-cycle impact assessment (LCIA), and interpretation [1]. The LCI stage is often where the LCA ends due to a developmental, mental, and framework mismatch in the LCIA stage. There are two ways to generate LCI. The process method systematically calculates known environmental inputs and outputs using process flow diagrams. The scope of the process model continues to the extent that the flow between the process and the diffusion is negligible [2].
The building sector has significant environmental impacts and is responsible for a remarkable portion of the world’s energy and resource consumption [3]. The overall goal of building life cycle assessment is multifaceted and includes minimizing environmental impacts, carbon emissions, energy, and costs [4]. Evaluating the life cycle of buildings is a widely recognized environmental management method [5]. It has been attempted to assess the environmental impact of buildings, their constituents, components, and systems and to examine every opportunity to reduce their environmental impact [6]. As an alternative to building environmental assessment schemes, building life cycle assessments can assess the environmental impact of a building based on a number of known impact factors. Due to its comprehensive coverage of environmental impacts and computational effectiveness, evaluating the life cycle of buildings has been widely accepted as a tool to support decision-making at both the commercial and political levels [7]. Improving energy efficiency is a very effective way to achieve emission reduction goals; the accurate assessment of the life cycle of buildings is one of the ways to guide the proper management of resources [8]. Moreover, considering global warming, it is necessary to consider the design of resource monitoring and evaluation systems throughout the supply chain [9].

In recent years, many studies have been conducted on evaluating the life cycle of buildings [10,11]. Evaluating the life cycle of buildings consists of four interrelated stages: brief, design, construction, and maintenance [12].

Mathematical models have been widely used in many fields of science and industry and researchers have developed many mathematical models for various purposes. Many mathematical models have been developed in the field of decision-making and have been used to solve various managerial and decision-making problems. Given the increasing complexity of organizations and firms, improving the decision-making process has become inevitable in various organizations. Various mathematical and computational methods and models have been proposed to help decision-makers (DMs), each with their own characteristics. Some researchers have proposed special criteria for recognizing a good model, including the accuracy of the model results, ease of understanding the model, the time required for modeling and running the model, and the hardware (e.g., computer memory) needed to solve the model. The 14th-century philosopher Ockham states that “it is vain to do more than what can be done by fewer”—his means we should use the simplest model that achieves the goals [13].

Multi-criteria decision-making (MCDM) is a methodology that is able to simultaneously take into account a large number of criteria for the decision-making process and select the appropriate option based on the information and preferences of the DMs [14]. When there are a large number of measures to solve decision problems, especially in cases in which the measures conflict with each other, MCDM is very helpful for researchers and DMs [15]. In various decision-making scenarios in MCDM, there are often three main processes: ranking, sorting, and choice [16].

Due to the multidimensionality of the objectives in sustainability assessment issues and the complexity of these issues, MCDM methods have become increasingly popular [17]. MCDM is not only a method but also includes the planning, goals, and consequences of the decision process [18]. One of the important features that has expanded the scope of use of MCDM methods is the very high flexibility of these methods when dealing with simultaneous quantitative and qualitative criteria in the decision-making process [19]. In recent years, there have been new developments in MCDM methods so that the use of these methods has led to significant growth in infrastructure management programs and construction projects. It has also been reported that many decision support tools based on MCDM methods have been used successfully for infrastructure management and construction projects [20]. There are several quantitative and qualitative criteria for evaluating the life cycle of buildings. To obtain the importance of qualitative criteria, some limitations are often set to increase the accuracy of the analysis of hypotheses and data of decision problems [21]. In these cases, the importance of the criteria can be obtained using MCDM methods based on pairwise comparisons and the preferences determined by
the experts. The goal of MCDM methods is to achieve a combination of different forms of input data needed to define and analyze complex decision problems [22].

Due to the ability of MCDM methods to make a comprehensive evaluation of the parameters and variables affecting the decision process, researchers and decision-makers use MCDM techniques for assessing the life cycle of buildings and various management issues. For example, the combination of AHP (analytical hierarchy process), which is one of the most well-known methods of MCDM, and the LCA method has been used to evaluate the sustainability of energy systems [23]. In a study, a combination of two methods—analytic network process (ANP) and benefit, opportunity, cost, risk (BOCR)—was used for planning and managing renewable resources in Iran and, based on the results, it was found that solar energy was the most important renewable energy source in that country [24]. The combination and integration of new methodologies makes it possible to use their advantages simultaneously and achieve the most accurate and robust results for various decision-making issues [25].

The best-worst method (BWM) was introduced by Rezaei [26] as a MCDM method. In this method, first some criteria are selected to perform the decision-making process, and then the best criterion (the most important criterion from DM’s point of view) and the worst criterion (the least important criterion from DM’s point of view) are selected. The criteria are then compared with the best and worst criteria in a pairwise comparison, so decision-maker (DM) preferences are identified at this stage. Then, based on the pairwise comparisons and DM preferences, a linear programming model is formed and by solving it, the optimal weight each criterion is determined. Obviously, with the increase in the number of criteria and the complexity of calculations, it is not possible to solve the programming model manually, and its solving requires optimization software. Therefore, it is necessary to develop software packages to reduce computational complexity [27]. Despite the challenges facing BWM, its advantages have always attracted the attention of researchers. Reducing the number of comparisons can be the most important advantage of BWM over other existing methods such as AHP. Reducing the number of comparisons has made it easier to gather information and increased the consistency and accuracy of the results of this method [28].

The quantitative-qualitative method (QQM) is a method for the simultaneous evaluation of quantitative and qualitative criteria that has a high ability to obtain the final weight of the criteria when obtaining the importance of decision criteria in a situation where there are a number of quantitative and qualitative [12]. In this method, seven steps are taken to determine the importance of the criteria. The importance of the quantitative criteria is specified in Steps 1–4, and that of the qualitative criteria is calculated in Steps 5–7, which are described in the Methodology Section.

The main purpose of this paper is to provide a combined approach based on simplified computational BWM and QQM that will help researchers and DMs deal with decision-making issues in the life cycle of buildings. BWM has an important place in decision-making research due to its advantages over previous pairwise comparison-based methods. In this paper, a computational approach is introduced based on the simplified best-worst method (SBWM), which calculates the decision-making criteria weights using simpler calculations and without the need to solve the linear programming model. In the original BWM, after pairwise comparisons by DMs, the linear programming model is formulated and solved to determine the optimal weights of the decision criteria. However, in this paper, the SBWM calculates the weights of the criteria without the need to create a programming model and it has simpler calculations. It is very important to provide a fast and accurate computational method that provides robust results and helps decision-makers in various decision issues [29]. The advantages of the proposed methods include: ease of understanding the method, improvement of the results accuracy, ease of the model solving, reducing the complexity of calculations, and there is no need for software or even a computer.
Solving large-scale linear programming models often requires the use of software packages. Therefore, researchers need to have sufficient skills to work with relevant software. Being able to calculate the answer of linear models manually can be an important advantage, especially when the relevant software packages are not available. SBWM is a modified form of the basic BWM that allows the weights of any number of criteria to be obtained by solving only a few equations, and, unlike BWM, it does not require the use of a software package. SBWM was used to evaluate the life cycle of buildings and the results were compared with the results of QQM. It was then demonstrated how the results of the two methods can be combined. Our research contributions can be summarized as follows:

- A modified version of BWM is provided, which has simpler calculations compared to the original model and does not require complex mathematical models and special software packages;
- In the new SBWM, we propose mathematical relationships to calculate the consistency index of decision-makers’ preferences as well as to determine the source of inconsistency (SI);
- The SBWM is described using three numerical examples, and the hybrid QQM-SBWM approach is used to evaluate the life cycle of buildings, and the advantages of both methods are described;
- Sensitivity analysis is used to evaluate the robustness of the results of the proposed approach;
- A decision support framework is provided for various decision issues that have both quantitative and qualitative criteria.

The rest of the paper is organized as follows: Section 2 provides an in-depth review of BWM developments. Section 3 presents the steps of the basic BWM, SBWM, and QQM. In Section 4, the SBWM is used in numerical examples and the results are compared with the results of the original BWM. Section 5 analyzes the sensitivity of the results obtained by SBWM. In Section 6, a determination of the importance of building life cycle assessment criteria is provided. Finally, in Section 7, conclusions and some suggestions for future research are provided.

2. Survey on the Developments of the BWM

In this section, some applications and developments of the BWM were reviewed in order to identify the research gap and design the main research question. To accurately assess the development of BWM and the features that have been added to BWM over time, it is necessary to carefully review the studies conducted in this area; here, we mention some of the most important studies in this area.

BWM is a new MCDM technique introduced by Rezaei [26]. It is based on pairwise comparisons of all criteria with the best and worst criteria, which are known as reference comparisons. Then, a programming model is formed based on comparisons made by DMs, and the optimal weights of the criteria are obtained by solving it. BWM requires fewer pairwise comparisons than the AHP, so less information is needed to make decisions, and on the other hand, it provides more consistent results. These features make it an efficient tool for DMs. In the following, some of the BWM applications in various fields and, more importantly, some of studies that have developed and improved BWM are reviewed. BWM was used to rank and prioritize alternatives or to obtain criteria weights in decision-making and other fields including: supplier selection [30–35], performance evaluation [36–39], intelligent product service systems [40], cloud service selection [41], prioritization of barriers of big data adoption [42], repair unit evaluation [43], site selection [44,45], project selection [46], locating and evaluating the charging stations [47,48], prioritization of failure cases [49], personnel selection [50], assessment of third-party logistics provider [51], prospectivity mapping [52], energy [53], and many other areas.

The following is a summary of some of the studies conducted on the development of BWM.
Rezaei [54] introduced a linear programming model for BWM. In the original BWM model, after making pairwise comparisons between the criteria, the Min-Max model is formulated and solved to obtain the weights of the decision criteria. Because this model is nonlinear, there may be several optimal solutions, while some DMs tend to obtain only one optimal solution for their decision-making problem. Guo and Zhao [55] developed BWM to make decisions in a triangular fuzzy environment. DMs’ preferences were used in linguistic terms and triangular fuzzy numbers were used as inputs for the model. They used three case study cases to demonstrate the effectiveness and usability of the proposed model. The results showed that fuzzy BWM, in addition to the logical prioritization of alternatives, also provides more compatible comparisons than the original BWM. Mou et al. [56] introduced a new multi-criteria group decision-making method using the logic of intuitionistic fuzzy analytic hierarchy process (IFAHP) and BWM. Intuitionistic fuzzy BWM (IF-BWM) was developed using intuitionistic fuzzy preference relation (IFPR) and a special algorithm. Different mathematical models were proposed to obtain the weights of the criteria, and finally the numerical method was evaluated using three numerical examples. Pamučar et al. [57] expanded BWM using interval-valued fuzzy-rough numbers (IVFRN). For this purpose, a new multi-criteria model was proposed based on IVFRN. The applicability of the proposed method was investigated using a study on the selection of firefighting helicopters. The results showed that their proposed method covered the uncertain conditions in a better manner compared to the traditional fuzzy and rough approaches. Aboutorab et al. [58] developed a z-number version of the BWM which enabled the BWM to control uncertain information in MCDM. Additionally, when the DMs’ preferences are not completely reliable, their method can be helpful, as they evaluated the applicability of the proposed approach for supplier development. Li et al. [59] introduced new MCDM methods based on the dominance degree of probabilistic hesitant fuzzy elements (PHFEs) and BWM using probabilistic hesitant fuzzy information. Then, they extended BWM to fuzzy preference relations based on the constructed dominance degree matrix. They developed an algorithm to select the best and worst criteria weights and calculated other weights using two new models. Finally, to show the capabilities of the proposed methods, they applied it to select the best investment company among other alternatives and analyzed the results. Hafezalkotob and Hafezalkotob [60] investigated the fuzzy BWM for group decision-making using two linear programming models. A final decision was made based on a combination of opinions of senior DM and experts. Safarzadeh et al. [61] developed BWM for group decision-making using two mathematical models. The output of the models consisted of weights obtained by combining the opinions of the DMs. A comprehensive sensitivity analysis was performed for the main parameters. Finally, the group BWM was evaluated using a real case study. Mohammadi and Rezaei [62] used Bayesian BWM to obtain the weights of decision-making criteria in group decision-making. Their Bayesian BWM calculated the final weights of criteria based on the opinions of a group of DMs. They also proposed a new ranking scheme called Credal Rankings for ranking the decision criteria. Their model calculated the distribution of the weights determined by all DMs. They evaluate the proposed approach using a numerical example. Tabatabaei et al. [63] developed BWM as an integrated model for a decision-making process in which the decision-making group involved a group leader and several members. Their pairwise comparisons were more consistent compared to the original BWM. Additionally, they used two numerical examples and analyzed the results. Pamučar et al. [51] introduced a new integrated interval rough number (IRN) model based on BWM and weighted aggregated sum product assessment (WASPAS) and multi-attributive border approximation area comparison (MABAC). IRN-BWM was used to obtain the weights of the criteria while IRN-WASPAS and IRN-MABAC were used for the final ranking of third-party logistics providers. They used a numerical example to evaluate and demonstrate the feasibility of the model.

Tabatabaei et al. [64] introduced the hierarchical BWM. The model was created for a decision-making situation that requires the calculation of the weights of criteria and sub-criteria, so that for hierarchical decision-making problems, the weights of criteria and
sub-criteria are calculated by running the model only once. Liao et al. [65] applied BWM to evaluate hospital performance using hesitant fuzzy linguistic information. The proposed approach made it possible to consider several possible values for DMs’ preferences and include uncertainty in a more tangible manner. Karimi et al. [43] formulated BWM based on a fully fuzzy linear mathematical model for evaluating repairs in hospitals. In their model, it was not necessary to perform all possible comparisons. In other words, only reference comparisons were sufficient. Their reference comparisons included the evaluation of the fuzzy priority of the best criterion over each of the other criteria and fuzzy priority of each criterion over the worst criterion. After that, a fully fuzzy linear mathematical model was used to determine the weights of the criteria. Ijadi et al. [66] extended BWM based on a hierarchical group decision-making algorithm in a fuzzy environment using the principles of axiomatic design. Then, they evaluated the proposed approach using a real decision-making scenario. Brunelli and Rezaei [67] mathematically examined BWM and added a new metric to the overall BWM framework. This metric did not change the original idea of BWM but provided a stronger mathematical logic and eventually led to the creation of an optimization problem that could be linearized and solved. Wu et al. [68] developed BWM based on interval type-2 fuzzy sets (IT2FSs) to solve the problem of group decision-making for green supplier selection. They also used a practical example to evaluate the feasibility of the new method and analyzed the sensitivity of the results. Mou et al. [69] introduced a new BWM-based group decision-making model for uncertain conditions. They developed the intuitionistic fuzzy multiplicative best-worst method (IFMBWM) using intuitionistic fuzzy multiplicative preference relations (IFMPRs) for multi-criteria group decision-making and used the proposed approach to address health management problems.

A multi-objective linear programming model was proposed for the strategic and tactical planning of the bioethanol supply chain, in which the demand for bioethanol was predicted using the ANN artificial neural network. To solve the proposed multi-objective model, a combined approach based on BWM and the Torabi-Hosseini (TH) method was proposed to find the best solution. Then, a real case study was conducted in Iran. The results showed that applying an appropriate policy for distribution of ethanol can lead to a 33% reduction in costs [70]. The hesitant fuzzy best-worst method (HFBWM) was introduced to make decisions in uncertain conditions using hesitant fuzzy preferential relationships. Reference comparisons of the best and worst criteria were made using linguistics terms that included DMs’ hesitant fuzzy preferences. Three case studies were used to demonstrate the capabilities of the proposed method, and the results showed that HFBWM provided more consistent and accurate weights and ranks compared to the original BWM [71]. Given that there are some deficiencies in the ANP network analysis process, a new method based on BWM and ANP network analysis process (called BWANP) was introduced. The proposed method provided more reliable final weights and also reduced the number of pairwise comparisons. Furthermore, in order to increase the accuracy of the decisions and the final rankings, the BWANP method was examined in uncertain conditions and the capabilities of the proposed method were evaluated using a numerical example [72]. Amiri and Emamat [73] proposed two models based on nonlinear BWM and linear BWM. In the proposed models, the number of constraints was reduced to 2n-2, in which n represents the number of criteria. In their research, the capability of the proposed models was demonstrated using a numerical example and the total deviation (TD) of the proposed models was compared with the TD obtained from nonlinear BWM and linear BWM. The proposed models reduced computational complexity and also provided a good overall deviation. Amiri et al. [74] proposed several linear programming models based on BWM and possibilistic chance-constrained programming (PCCP) for weighting and evaluating the decision criteria. The proposed models are based on three measures of possibility, necessity, and credibility, which are parts of PCCP and allow the decision-makers to take into account uncertainties in the calculation of weights as well as include their optimistic, pessimistic, and intermediate attitudes in determining the weight of decision criteria.
Amiri et al. [28] introduced integrated fuzzy models based on BWM and fuzzy preference programming for weighting and evaluating the decision criteria. Their proposed models could be used in individual and group decision-making. One of the advantages of these models is that there was no need to calculate the consistency rate of the experts’ opinions separately; in their models, the consistency rate of the comparisons is determined by the model. They evaluated hospital performance in a real case study to evaluate the proposed approach.

According to the studies reviewed above, it is clear that BWM has been well-considered by researchers and has had various applications in various fields of science. The advantages of BWM (such as needing less information for the decision-making process, fewer pairwise comparisons, providing robust results, and a high consistency rate) has made this method one of the most popular multi-criteria decision-making methods in recent years. Now, the research gap is how to perform calculations in this method more easily and achieve the final results more quickly. Developing BWM in such a way that we can achieve acceptable results as easily as possible without the need for a complex computing platform and linear programming can increase the advantages of the method and add new features to its previous model.

In this study, it is hypothesized that simplified BWM can be developed to deal with various decision-making problems in a way that we can obtain the final weights of decision criteria without the need for complex linear and nonlinear programming models. Therefore, the main research question is: how can we develop BWM so that it can be applied to various decision-making problems without having to solve programming models?

In this article, we aim to provide a combined method based on a simpler computational method for calculating the weights or ranking the alternatives and QQM.

3. Methodology

In this section, first the steps of the BWM method are described, then the steps of the SBWM method are reviewed and analyzed, and finally the QQM is introduced. The steps of the proposed approach are briefly shown in Figure 1.

3.1. The BWM

The mathematical formulation proposed in this study is based on BWM reference comparisons and creates a decision platform that can be solved without the need for software and reduces computational time. BWM uses reference comparisons and creates two preference vectors: priorities of the best criterion over the rest of the criteria and priorities of all criteria over the worst criterion (see Figure 2); then a linear or nonlinear programming model is used to determine the weights and ranks. The steps of basic BWM are as follows:

**Step 1:** The decision-making criteria are defined by the DM as \( \{c_1, c_2, \ldots, c_n\} \).

**Step 2:** The best and worst criteria are determined by DM.

**Step 3:** Priorities of the best criterion over other criteria (BO) are determined by the DM as numbers between 1 and 9, which are written as \( A_{Bj} = (a_{B1}, a_{B2}, \ldots, a_{Bn}) \).

**Step 4:** Priorities of other criteria over the worst criterion (OW) are determined by the DM as numbers between 1 and 9, which are written as \( A_{jW} = (a_{1W}, a_{2W}, \ldots, a_{nW}) \).

**Step 5:** Calculating the weights of the criteria, \( (w_1^*, w_2^*, \ldots, w_n^*) \), the mathematical model of BWM is based on the BO and OW priority vectors.
Figure 1. The framework of QQM-SBWM.

Figure 2. How to perform reference comparisons in BWM.
Optimal weights of the criteria must satisfy the following equations: \( \frac{w_j}{w_W} = a_{jW} \), \( \frac{w_B}{w_j} = a_{BJ} \). To satisfy these conditions, a solution must be found that for each \( j \), maximizes \( |w_B/w_j - a_{BJ}| \) and \( |w_j/w_W - a_{jW}| \).

Optimal weights of the criteria in BWM are obtained using Equation (1):

\[
\begin{align*}
\min \xi \\
|w_B - a_{BJ}w_j| \leq \xi, \forall j \\
|w_j - a_{jW}w_W| \leq \xi, \forall j \\
\sum_j w_j = 1, w_j \geq 0
\end{align*}
\]

Calculating the CR in BWM: using \( \xi^* \) obtained from Equation (1) and consistency index (CI) provided in Table 1, CR can be calculated as Equation (2) [26]:

\[
CR = \frac{\xi^*}{CI}
\]

| Table 1. Consistency index in BWM. |
|-------------------------------|
| \( a_{BW} \) | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  |
| CI 0          | 0.44 | 1   | 1.63 | 2.30 | 3   | 3.73 | 4.47 | 5.23 |

3.2. The SBWM

The proposed approach in this study calculates two weights for each of the criteria. The first weight is obtained using the best-to-others (BO) preference vector and the second weight is obtained using the others-to-worst (OW) preference vector. Then, the final weight is calculated as a combination of these two weights. One of the goals of the proposed approach is to achieve a powerful computational platform with easy-to-use capabilities that allows the weighing of quantitative and qualitative characteristics that affect the decision-making process.

The steps of SBWM are as follows:

**Step 1:** The DM determines the set of criteria as \( \{c_1, c_2, \ldots, c_n\} \) and selects the best and worst criteria.

**Step 2:** The priorities of the best criterion over the rest of the criteria (best-to-others) are determined by the DM as numbers between 1 and 9, which are displayed as the vector \( A_{BJ} = (a_{B1}, a_{B2}, \ldots, a_{BN}) \).

**Step 3:** Similar to the previous step, the priorities of all criteria over the worst criterion (Others-to-Worst) are determined by the DM as numbers between 1 and 9, which are displayed as the vector \( A_{jW} = (a_{1W}, a_{2W}, \ldots, a_{nW}) \).

**Step 4:** Obtaining the weights of the decision criteria based on reference comparisons of the best criterion to the other criteria \( (w'_1, w'_2, \ldots, w'_n) \): the equation of priority of BO is formed as Equation (3) and the best criterion weight is calculated. Then, the weights of the other criteria are obtained by substituting the best criterion weight in Equation (4).

\[
\sum_j \frac{1}{a_{BJ}} w'_B = 1 \Rightarrow w'_B = \frac{1}{\sum_j \frac{1}{a_{BJ}}}
\]

\[
w'_B - a_{BJ}w'_j = 0 \Rightarrow a_{BJ}w'_j = w'_B \Rightarrow w'_j = \frac{w'_B}{a_{BJ}}, \forall j
\]

In another way, we can first calculate the initial weights for the criteria using the equation \( w_j = \frac{1}{a_{BJ}} \), then the criteria weights are calculated by normalizing the initial weights using the equation \( w'_j = \frac{w_j}{\sum_j w_j} \), which will be equal to the weights obtained from Equations (3) and (4).
Step 5: Obtaining the weights of the decision criteria based on reference comparisons of others-to-worst \((w'_1, w'_2, \ldots, w'_n)\): the OW priority equation is formed as Equation (5) and the worst criterion weight is calculated. Then, the weights of the other criteria are obtained by substituting the worst criterion weight in Equation (6).

\[
\sum_j a_{jW} w_W = 1 \Rightarrow w''_W = \frac{1}{\sum_j a_{jW}} \tag{5}
\]

\[
w''_j - a_{jW} w''_W = 0 \Rightarrow w''_j = a_{jW} w''_W, \forall j \tag{6}
\]

In another way, we can first calculate the initial weights for the criteria using the equation \(w_j = a_{jW}\), then the criteria weights are calculated by normalizing the initial weights using the equation \(w''_j = \frac{w_j}{\sum w_j}\), which will be equal to the weights obtained from Equations (5) and (6).

Step 6: Obtaining the final weights \((w^*_1, w^*_2, \ldots, w^*_n)\) of the decision criteria: the final weights of the criteria are calculated using a linear combination (Equation (7)). The value of the \(\alpha\) parameter in Equation (7) represents the significance of the weights obtained in the two reference comparisons BO and OW and is determined by the DM as a number between 0 and 1.

\[
w^*_j = \alpha w'_j + (1 - \alpha) w''_j, \forall j \tag{7}
\]

Here, the researcher can decide which of the two weights will play a greater role in determining the final weights. Overall, \(\alpha = 0.5\) makes more sense. Setting \(\alpha = 0.5\) means that both the BO and OW vectors are equally important, assuming that the DM has answered all the questions of the questionnaire with sufficient accuracy. However, if there is an argument that the DM answers the initial questions of the questionnaire more carefully and that the DM's accuracy and focus may be reduced when he makes comparisons, then we can choose a value greater than 0.5 for \(\alpha\) and in this situation, the weights obtained from the BO vector are more important for determining the final weights.

3.2.1. Consistency Measurement in SBWM

Inconsistent pairwise comparisons lead to inaccurate calculations of priority vector and incorrect rankings of decision criteria and reduce the reliability of DM preferences. Measurement of consistency is used as an important tool to ensure that pairwise comparisons are logical. The consistency measurement mechanism presented in this study is different from the ratio provided in the original BWM. It is clear that if the DM pairwise comparisons are fully consistent, the weights obtained from BO and OW modes (Steps 4 and 5 of the proposed method) will be the same.

Otherwise, as the inconsistency increases, the difference between the weights calculated in these two modes increases. The recommended consistency rate (CR) in this study is calculated based on the sum of absolute differences of the weights calculated from BO and OW modes (Equation (8)). Given that the full consistency in DM pair comparisons is usually unattainable, the closer the CR is to zero, the more consistent the comparisons are.

Therefore, lower CR values are better. This index can also be divided by the number of criteria \(CR/n\) to determine differences between the weights obtained from the two comparison vectors. This is especially justified when a large number of criteria are compared.

\[
CR = \sum_j |w'_j - w''_j| \tag{8}
\]

If the obtained CR is greater than the acceptable DM threshold, it is necessary to revise the pairwise comparisons. Identifying which pairwise comparisons are inconsistent is an important challenge for the DM. For this purpose, a measure known as source of inconsistency (SI) is introduced and correcting related pairwise comparisons will lead to acceptable level of consistency. The SI index is also used to determine the source of inconsistency and it is used only when the CR has a large value; for example, when the
CR value is increased, calculation of the SI index will show. When the CR value increases, the SI calculation will show which criterion comparisons made by the decision-maker are incorrect. Equation (9) can help the DM identify the SI.

\[
SI = \max_j \left| \frac{w'_j}{w''_j} \right| \quad (9)
\]

3.2.2. Total Deviation (TD)

The TD index is used to measure the Euclidean distance between the weight ratios \( w_B / w_j \) and \( w_j / w_W \), and pairwise comparisons related to them. The closer the weight ratio obtained by the model is to the DM preferences, the smaller the TD is [26]. TD can be calculated using Equation (10):

\[
TD = \sum_j \left( a_{Bj} - \frac{w_B}{w_j} \right)^2 + \sum_j \left( a_{jW} - \frac{w_j}{w_W} \right)^2 \quad (10)
\]

The smaller the TD value, the lower the error rate in decision-maker comparisons. Additionally, in order to have more appropriate values for TD, it can be divided by the number of criteria as \( TD_{BWM} / 2n \), where \( n \) is the number of criteria [26].

3.3. Quantitative-Qualitative Method (QQM)

This section describes a method for evaluating life cycle of buildings criteria [12]. The proposed method considers the weighting of the criteria according to different qualitative and quantitative aspects simultaneously. A group decision matrix is formed to select the best building life cycle and perform an analysis of various project criteria. The life cycle of a project cannot be described on the mere basis of quantitative criteria, and there is a need for a system of simultaneous evaluation of quantitative and qualitative criteria. Such a variety of criteria requires a more specialized method of problem solving. In the project evaluation, the analysis of a set of economic, technical, qualitative, infrastructural, and other aspects should be considered that provide quantitative and qualitative descriptions of this information.

**Step 1:** The sum of the values for each of the quantitative criteria is calculated from the following equation:

\[
S_i = \sum_{j=1}^{n} x_{ij}, \quad i = \overline{1,t}, \quad j = \overline{1,n} \quad (11)
\]

where \( x_{ij} \) indicates the value assigned by the \( i \) criterion in the \( j \) alternative. In addition, \( t \) represents the number of quantitative criteria and \( n \) represents the number of problem options.

**Step 2:** For each of the quantitative criteria, the problem of expressing the total monetary expression is calculated from the following equation:

\[
P_i = S_i \cdot p_i, \quad i = \overline{1,t} \quad (12)
\]

where the initial weight of the \( i \) criterion is denoted by \( p_i \). The quantitative criteria are divided into two categories according to their impact on projects: (a) short-term factors that have an impact on a particular period and (b) long-term factors that affect the entire life cycle of the project. The initial weight of short-term criteria such as construction cost is calculated as \( p_i = f_i \). For long-term costs such as maintenance costs, time needs to be taken into account, so the initial weight of long-term criteria can be calculated as \( p_i = e \cdot f_i \); where \( e \) is the repayment time of the project and \( f_i \) is the monetary evaluation of the \( i \) criterion.

**Step 3:** The total value of the quantitative criteria is calculated from the following equation:

\[
V = \sum_{i=1}^{t} P_i, \quad i = \overline{1,t} \quad (13)
\]
Step 4: The weight of the quantitative criteria can be calculated using the following equation:

\[ q_i = \frac{p_i}{v}, \quad i = 1, t \]

(14)

where \( \sum_{i=1}^{t} q_i = 1 \).

Step 5: To match the weight of the quantitative and qualitative criteria, a standard value called \( E \) is calculated. This value is equal to the sum of each selected importance of the quantitative criteria. In this case, the weighting of the qualitative criteria is calculated by comparing their usefulness with the standard value of \( E \). Equation (15) shows how \( E \) is calculated:

\[ E = \sum_{z=1}^{g} q_z \]

(15)

where \( q_z \) indicates the quantitative standard weight of \( z \); and \( g \) indicates the number of quantitative criteria.

Step 6: The initial weight of the qualitative criteria \( v_i \) is expressed by the experts through comparing it with the standard value of \( E \) as a percentage.

Step 7: The equation to calculate the weight of the qualitative criteria as follows:

\[ q_i = \frac{v_i \cdot E}{100}, \quad i = t+1, m. \]

(16)

4. Numerical Examples

In this section, three simple numerical examples are provided to show the application and capabilities of the SBWM. The results of the SBWM are compared with the results of the original linear and nonlinear BWM and the TD level of the methods is analyzed and discussed.

4.1. Example 1

Assume that four criteria are available for evaluation and that the DM seeks to rank and weight these criteria. First, based on the reference comparisons in BWM, the priorities of the criteria are determined as numbers between 1 and 9. Table 2 shows the DM preferences.

| Criteria | Best: C₁ | Worst: C₄ |
|----------|----------|-----------|
| BO       | 1        | 9         |
| OW       | 4        | 3         |
| C₁       | 5        | 2         |
| C₂       | 9        | 1         |

To calculate the weights of the decision criteria using the BO priority vector, first, the best criterion weight is calculated from Equation (3). Then, the weights of other criteria are obtained by substituting the weight of the best criterion in Equation (4). Equation (17) calculates the best criterion weight and Equation (18) calculates the weights of the other criteria based on Step 4 of the proposed method.

\[ w_1 + \frac{1}{4} w_1 + \frac{1}{5} w_1 + \frac{1}{9} w_1 = 1 \Rightarrow w'_1 = \frac{1}{1 + \frac{4}{1} + \frac{5}{1} + \frac{9}{1}} = \frac{1}{1.561} = 0.641 \]
Calculation of the weights of the decision criteria based on the OW priority vector is performed using Equations (5) and (6). Equation (19) calculates the worst criterion weight and Equation (20) calculates the weights of the other criteria based on Step 5 of the proposed method (calculating the weights based on OW priority vector).

\[
9w_4 + 3w_4 + 2w_4 + w_4 = 1 \Rightarrow 15w''_4 = 1 \Rightarrow w''_4 = \frac{1}{15} = 0.0667
\]  

\[
w'_5 - a_{14}w''_4 = 0 \Rightarrow w'_5 - 9 \times 0.0667 = 0 \Rightarrow w'_5 = 0.600
\]  

\[
w'_5 - a_{24}w''_4 = 0 \Rightarrow w'_5 - 3 \times 0.0667 = 0 \Rightarrow w'_5 = 0.200
\]  

\[
w''_5 - a_{34}w''_4 = 0 \Rightarrow w''_5 - 2 \times 0.0667 = 0 \Rightarrow w''_5 = 0.133
\]

After calculating the double weights of the criteria using BO and OW priority vectors, the final weights of the decision criteria can be calculated. These final weights are calculated using Equation (7). In Example 1, these weights are calculated using Equation (21) for \(\alpha = 0.5\). The \(\alpha\) level determines the importance of the double weights in calculating the final weights of the criteria and its value is between 0 and 1.

\[
w'_1 = \alpha w'_1 + (1 - \alpha)w''_1 = 0.5 \times 0.640 + (1 - 0.5)0.600 = 0.620
\]

\[
w'_2 = \alpha w'_2 + (1 - \alpha)w''_2 = 0.5 \times 0.160 + (1 - 0.5)0.200 = 0.180
\]

\[
w'_3 = \alpha w'_3 + (1 - \alpha)w''_3 = 0.5 \times 0.128 + (1 - 0.5)0.133 = 0.131
\]

\[
w'_4 = \alpha w'_4 + (1 - \alpha)w''_4 = 0.5 \times 0.071 + (1 - 0.5)0.0667 = 0.068
\]

In this study, comparative analysis was used as an approach to assess the validity and performance of the proposed method and compare it with BWM linear and nonlinear models. Table 3 shows the results of the proposed method for \(\alpha = 0.5\) and compares it with the results of BWM linear and nonlinear models. The TD index was also measured for all three methods, and the results showed that the proposed method had a lower TD than the other two methods.

**Table 3. Comparison of the results for Example 1.**

| Models          | \(\alpha\) | Weights | \(\xi\) | TD  |
|-----------------|------------|---------|--------|-----|
|                 |            | \(C_1\) | \(C_2\) | \(C_3\) | \(C_4\) |     |     |
| SBWM            | 0.5        | 0.620   | 0.180  | 0.131 | 0.068 | -   | 0.534 |
| BWM(NLP) [26]   | -          | 0.624   | 0.173  | 0.136 | 0.066 | 0.394 | 0.884 |
| BWM(LP) [54]    | -          | 0.633   | 0.167  | 0.133 | 0.067 | 0.033 | 0.761 |

Lower TD levels mean that the obtained weights using the priority vectors selected by the DM are more consistent. Calculation of the value of the target function (denoted by \(\xi\) in the original BWM linear and nonlinear models) does not require in the proposed approach because there is no need to formulate programming model.

Figure 3 compares the weights obtained by the proposed approach for \(\alpha = 0.5\) with the results of basic models of BWM for Example 1. The results suggest that the weights calculated by all three methods are very similar.
Given that the proposed formula for calculating the inconsistency rate is specific to the proposed method and calculated based on the double weights obtained for each criterion, here this rate is calculated only for the proposed method. The CR is calculated using Equation (8) and the sum of the absolute values of the differences of weights obtained in the two modes of BO and OW. In Example 1, this rate is calculated as follows:

$$CR = |0.641 - 0.600| + |0.160 - 0.200| + |0.128 - 0.133| + |0.071 - 0.067| = 0.090$$

4.2. Example 2

Suppose that the DM intends to rank and weigh five criteria. First, the priorities of the criteria over each other are determined based on the double priority vectors (as numbers between 1 and 9). Table 4 shows the priority vectors BO and OW for Example 2.

### Table 4. DM preferences in Example 2.

| Criteria | Best: C4 | Worst: C2 |
|----------|----------|-----------|
| C1       | 3        | 3         |
| C2       | 8        | 1         |
| C3       | 4        | 2         |
| C4       | 1        | 8         |
| C5       | 5        | 2         |

Equation (22) shows how to calculate the weight of the best criterion using the BO priority vector in Example 2; Equation (23) also shows how the weights of other criteria can be calculated using the weight of the best criterion.

$$\frac{1}{3}w_4 + \frac{1}{8}w_4 + \frac{1}{4}w_4 + \frac{1}{5}w_4 = 1 \Rightarrow w'_4 = \frac{1}{\frac{1}{3} + \frac{1}{8} + \frac{1}{4} + \frac{1}{5}} = \frac{1}{0.1908} = 0.524 \quad (22)$$

$$w'_4 - a_{41}w'_1 = 0 \Rightarrow 0.524 - 3w'_1 = 0 \Rightarrow 3w'_1 = 0.524 \Rightarrow w'_1 = \frac{0.524}{3} = 0.174$$

$$w'_4 - a_{42}w'_2 = 0 \Rightarrow 0.524 - 8w'_2 = 0 \Rightarrow 8w'_2 = 0.524 \Rightarrow w'_2 = \frac{0.524}{8} = 0.066$$

$$w'_4 - a_{43}w'_3 = 0 \Rightarrow 0.524 - 4w'_3 = 0 \Rightarrow 4w'_3 = 0.524 \Rightarrow w'_3 = \frac{0.524}{4} = 0.131$$

$$w'_4 - a_{45}w'_5 = 0 \Rightarrow 0.524 - 5w'_5 = 0 \Rightarrow 5w'_5 = 0.524 \Rightarrow w'_5 = \frac{0.524}{5} = 0.105 \quad (23)$$
Equation (24) shows the calculation of the worst criterion weight using the OW priority vector for Example 2, and Equation (25) calculate the weights of other decision criteria using the weight of the worst criterion.

\[ 3w_1 + 2w_2 + 2w_3 + 8w_4 + 2w_5 = 1 \Rightarrow 16w'_2 = 1 \Rightarrow w'_2 = \frac{1}{16} = 0.0625 \] (24)

\[ w''_b = a_{12}w''_a = 0 \Rightarrow w''_b = 3 \times 0.0625 = 0 \Rightarrow w''_b = 0.187 \]
\[ w''_3 = a_{32}w''_a = 0 \Rightarrow w''_3 = 2 \times 0.0625 = 0 \Rightarrow w''_3 = 0.125 \] (25)

Equation (26) shows the combination of the double weights obtained from the BO and OW priority vectors based on \( \alpha = 0.5 \) for Example 2. These final weights are used for the final ranking of decision criteria.

\[ w'_1 = \alpha w'_1 + (1 - \alpha)w''_1 = 0.5 \times 0.174 + (1 - 0.5)0.187 = 0.181 \]
\[ w'_2 = \alpha w'_2 + (1 - \alpha)w''_2 = 0.5 \times 0.066 + (1 - 0.5)0.0625 = 0.064 \]
\[ w'_3 = \alpha w'_3 + (1 - \alpha)w''_3 = 0.5 \times 0.131 + (1 - 0.5)0.125 = 0.128 \]
\[ w'_4 = \alpha w'_4 + (1 - \alpha)w''_4 = 0.5 \times 0.524 + (1 - 0.5)0.500 = 0.512 \]
\[ w'_5 = \alpha w'_5 + (1 - \alpha)w''_5 = 0.5 \times 0.105 + (1 - 0.5)0.125 = 0.115 \] (26)

In Table 5, the proposed method is compared with BWM linear and nonlinear models for \( \alpha = 0.5 \). TD index also shows that in the nonlinear method, there is the least deviation between the calculated weights and the DM priority vectors. In general, however, the TD index in all three methods is not significantly different. In Example 2, the calculated value of CR of the proposed method using Equation (8) is 0.066 which indicates low inconsistency.

Table 5. Comparison of the results in Example 2.

| Models              | \( \alpha \) | Weights | \( \xi \) | TD    |
|---------------------|--------------|---------|----------|-------|
|                     | C1 | C2 | C3 | C4 | C5 |       |
| SBWM                | 0.5 | 0.181 | 0.064 | 0.128 | 0.512 | 0.115 | - | 0.397 |
| BWM(NLP) [26]       | -  | 0.173 | 0.063 | 0.132 | 0.522 | 0.110 | 0.258 | 0.287 |
| BWM(LP) [54]        | -  | 0.178 | 0.062 | 0.134 | 0.518 | 0.107 | 0.018 | 0.295 |

Figure 4 shows that the weights obtained using SBWM for \( \alpha = 0.5 \) are very similar to the weights obtained using the other two models.

Figure 4. Comparison of the weights calculated in Example 2.
4.3. Example 3

This example addresses the issue of decision-making regarding buildings’ energy efficiency barriers identified by [75]. In this study, energy efficiency barriers are divided into six main categories, and each category has several sub-criteria. Here, we consider only main barriers and ignore the sub-criteria.

The building sector has a great impact on the environment due to the use of natural resources, release of solid waste, creation of various forms of pollution, reduction of forests, and so on. In the entire life cycle of buildings, energy is consumed for the production of various components such as materials, steel, cement, brick, etc. during construction, the operation of the building, and destruction [75]. The reference comparisons made by the DM and the questionnaire are shown in Table 6. The six main barriers to energy efficiency in buildings are as follows:

1. Economic Barriers (C1)
2. Government Barriers (C2)
3. Knowledge and Learning Barriers (C3)
4. Market Related Barriers (C4)
5. Organizational and Social Barriers (C5)
6. Technological Barriers (C6)

Table 6. Reference comparisons in Example 3.

| Criteria | Best: C1 | Worst: C4 |
|----------|----------|-----------|
| C1       | 1        | 9         |
| C2       | 2        | 5         |
| C3       | 4        | 2         |
| C4       | 9        | 1         |
| C5       | 5        | 2         |
| C6       | 3        | 3         |

Using the questionnaires completed by the DM and the reference comparisons, the best criterion weight is obtained using Equation (27). Then, by substituting the best criterion weight in Equation (28), the weights of the other elements of BO vector are obtained.

\[
\begin{align*}
    w_1 + \frac{1}{2}w_1 + \frac{1}{4}w_1 + \frac{1}{9}w_1 + \frac{1}{5}w_1 + \frac{1}{3}w_1 &= 1 \\
    w_1' &= \frac{1}{1 + \frac{1}{2} + \frac{1}{3} + \frac{1}{4} + \frac{1}{5} + \frac{1}{9}} = \frac{1}{2.394} = 0.4177 \\
\end{align*}
\]  

Then, using the reference comparisons between all the criteria and the worst criterion, the weight of the worst criterion is calculated using Equation (29) and by substituting this weight in Equation (30), other elements of OW weight vector are obtained.

\[
\begin{align*}
    9w_4 + 5w_4 + 2w_4 + w_4 + 2w_4 + 3w_4 &= 1 \\
    w_4'' &= \frac{1}{22} = 0.0454 \\
\end{align*}
\]

\[
\begin{align*}
    w_4'' - a_{14}w_4'' &= 0 \Rightarrow w_3'' - 9 \times 0.0454 = 0 \Rightarrow w_3'' = 0.409 \\
    w_4'' - a_{24}w_4'' &= 0 \Rightarrow w_5'' - 5 \times 0.0454 = 0 \Rightarrow w_5'' = 0.227 \\
    w_4'' - a_{34}w_4'' &= 0 \Rightarrow w_6'' - 2 \times 0.0454 = 0 \Rightarrow w_6'' = 0.091 \\
    w_4'' - a_{44}w_4'' &= 0 \Rightarrow w_6'' - 2 \times 0.0454 = 0 \Rightarrow w_6'' = 0.091 \\
    w_4'' - a_{54}w_4'' &= 0 \Rightarrow w_6'' - 3 \times 0.0454 = 0 \Rightarrow w_6'' = 0.136 \\
\end{align*}
\]
Equation (7) is used to combine the weights of the BO and OW vectors, and the $\alpha$ level is assumed to be 0.5 by default. The final weights of the decision criteria as well as the comparisons between the proposed method and the BWM linear and nonlinear models are shown in Table 7. It is observed that the lowest amount of TD is obtained in the proposed method compared to the other two methods. Equation (31) shows how the final weights are calculated.

$$
\begin{align*}
{w_1}^\alpha &= \alpha w_1^\prime + (1 - \alpha) {w_1}^\prime\prime = 0.5 \times 0.4177 + (1 - 0.5)0.409 = 0.413 \\
{w_2}^\alpha &= \alpha w_2^\prime + (1 - \alpha) {w_2}^\prime\prime = 0.5 \times 0.209 + (1 - 0.5)0.227 = 0.218 \\
{w_3}^\alpha &= \alpha w_3^\prime + (1 - \alpha) {w_3}^\prime\prime = 0.5 \times 0.104 + (1 - 0.5)0.091 = 0.098 \\
{w_4}^\alpha &= \alpha w_4^\prime + (1 - \alpha) {w_4}^\prime\prime = 0.5 \times 0.046 + (1 - 0.5)0.0454 = 0.046 \\
{w_5}^\alpha &= \alpha w_5^\prime + (1 - \alpha) {w_5}^\prime\prime = 0.5 \times 0.084 + (1 - 0.5)0.091 = 0.087 \\
{w_6}^\alpha &= \alpha w_6^\prime + (1 - \alpha) {w_6}^\prime\prime = 0.5 \times 0.139 + (1 - 0.5)0.136 = 0.138
\end{align*}
$$

(31)

Table 7. Comparison of the results in Example 3.

| Models            | $\alpha$ | $\xi$ | C1   | C2   | C3   | C4   | C5   | C6   | TD    |
|-------------------|----------|-------|------|------|------|------|------|------|-------|
| SBWM              | 0.5      | -     | 0.413| 0.218| 0.098| 0.046| 0.087| 0.138| 0.223 |
| BWM(NLP) [26]     | -        | 0.422 | 0.212| 0.106| 0.051| 0.098| 0.111| 1.053| 3.053 |
| BWM(LP) [54]      | -        | 0.414 | 0.213| 0.101| 0.045| 0.085| 0.142| 0.011| 0.244 |

Table 7 shows that the proposed method has a lower TD value. The proposed approach and BWM linear and nonlinear models each create their own results, so different weights will be obtained from all three approaches. Figure 5, however, shows that what is more tangible than anything else is the closeness of the weights obtained from deferent methods and their uniform ranking. The CR of the proposed method is equal to 0.052, which indicates that comparisons made by the DM are consistent.

Figure 5. Comparison of the weights calculated in Example 3.

5. Sensitivity Analysis

Sensitivity analysis is very important for designing new mathematical models and methodologies [76]. Sensitivity analysis was performed to evaluate the robustness of the final weights obtained using SBWM for different $\alpha$ values. After selecting the $\alpha$ value by the researcher in the range of 0 to 1, the TD (corresponding to the selected $\alpha$ value) is calculated to determine the lowest TD and the highest robustness of the obtained weights. Reducing the TD leads to increasing the robustness of the weights.
In BWM, the final weights of the decision criteria are calculated using the BO weight vector (which indicates the priorities of the best criterion over the other criteria) and the OW weight vector (which indicates the priorities of the other criteria over the worst criterion). In both vectors, the priorities of the criteria are determined by the DM as numbers between 1 and 9. The $\alpha$ parameter is introduced for combining the elements of both BO and OW vectors, which are obtained without the need for a programming model or mathematical software.

In the previous examples, the weights obtained from SBWM and the main BWM models were compared for $\alpha = 0.5$. Selecting the value 0.5 for $\alpha$ by researcher indicates that both BO and OW weight vectors have equal importance, and the final weight of each criterion will be equally affected by both vectors.

However, as mentioned earlier, it may be argued that the DM (due to time constraints or fatigue) examines the questions at the beginning of the questionnaire more accurately (and makes more accurate comparisons for them). In such conditions, the researcher can select a number greater than 0.5 for $\alpha$ and give more importance to the BO weight vector. In this case, the final weight of each criterion will be more dependent on the BO weight vector and the OW weight vector will have fewer effects on the final results.

Table 8 shows the criteria weights obtained in all four examples for $0 \leq \alpha \leq 1$. For $\alpha = 0.5$, both the BO and OW weight vectors have equal importance in calculating the final weight of each criterion. When $\alpha$ is changed, the final weight of each criterion is also changed. These changes are calculated and analyzed using the TD.

Table 8. Sensitivity analysis of weights obtained by SBWM for $0 \leq \alpha \leq 1$ in 3 examples.

| Example | Criteria | $\alpha$ | A  |
|---------|----------|---------|----|
|         |          | 0       | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1   |
| Example 1 | C1        | 0.600   | 0.604 | 0.608 | 0.612 | 0.616 | 0.620 | 0.624 | 0.628 | 0.632 | 0.637 | 0.641 |
|          | C2        | 0.200   | 0.196 | 0.192 | 0.188 | 0.184 | 0.180 | 0.176 | 0.172 | 0.168 | 0.164 | 0.160 |
|          | C3        | 0.133   | 0.133 | 0.132 | 0.132 | 0.131 | 0.131 | 0.130 | 0.130 | 0.129 | 0.129 | 0.128 |
|          | C4        | 0.067   | 0.067 | 0.068 | 0.068 | 0.068 | 0.069 | 0.069 | 0.070 | 0.071 | 0.071 | 0.071 |
|          | C5        | 0.188   | 0.186 | 0.185 | 0.184 | 0.182 | 0.181 | 0.180 | 0.179 | 0.176 | 0.176 | 0.175 |
|          | TD        | 1.250   | 1.054 | 0.884 | 0.739 | 0.622 | 0.534 | 0.477 | 0.452 | 0.463 | 0.512 | 0.602 |
| Example 2 | C1        | 0.063   | 0.063 | 0.063 | 0.064 | 0.064 | 0.064 | 0.064 | 0.065 | 0.065 | 0.065 | 0.066 |
|          | C2        | 0.425   | 0.126 | 0.126 | 0.127 | 0.127 | 0.128 | 0.129 | 0.129 | 0.130 | 0.130 | 0.131 |
|          | C3        | 0.227   | 0.225 | 0.224 | 0.222 | 0.220 | 0.218 | 0.216 | 0.214 | 0.213 | 0.211 | 0.209 |
|          | C4        | 0.091   | 0.092 | 0.094 | 0.095 | 0.096 | 0.098 | 0.099 | 0.100 | 0.102 | 0.103 | 0.104 |
|          | C5        | 0.045   | 0.046 | 0.046 | 0.046 | 0.046 | 0.046 | 0.046 | 0.046 | 0.046 | 0.046 | 0.046 |
|          | C6        | 0.091   | 0.090 | 0.089 | 0.089 | 0.088 | 0.087 | 0.086 | 0.086 | 0.085 | 0.084 | 0.084 |
|          | C7        | 0.136   | 0.137 | 0.137 | 0.137 | 0.138 | 0.138 | 0.138 | 0.138 | 0.139 | 0.139 | 0.139 |
|          | TD        | 0.540   | 0.439 | 0.357 | 0.294 | 0.250 | 0.223 | 0.214 | 0.224 | 0.249 | 0.292 | 0.353 |

Figure 6 shows the weights obtained by SBWM, taking into account the $\alpha$ parameter in the range 0 to 1. Moreover, Figure 7 compares the TD for different values of $\alpha$. When the DM preferences and comparisons are the most consistent with the final results of the computational approach or programming models, TD is minimized.
The results of the sensitivity analysis showed that by changing the $\alpha$ level in the range of 0 to 1, the weights of different criteria change but the rankings do not change. In other words, changing the $\alpha$ level changes the importance of the criteria, but the final rankings of the criteria do not change, indicating that the results of the proposed method are robust.

Furthermore, if the rankings do not change when the $\alpha$ values change, it can be said that the pairwise comparisons made by the DMs and their preferences have a good consistency. On the other hand, lower values of TD (which shows the difference between the DM preferences and the weights obtained by the proposed model) indicate lower error and higher reliability of the results.
6. Determining the Importance of Buildings Life Cycle Assessment Criteria

This section describes the QQM [77]. The QQM is an MCDM technique introduced by Kaklauskas [77]. The QQM has been used to obtain criteria weights in decision-making in various fields [12, 78–80]. The QQM is also known as a method of complex determination of the significances of the criteria taking into account their quantitative and qualitative characteristics. In this section, according to the data in [64], the weight of the buildings life cycle assessment criteria is calculated using QQM and SBWM, which are described in the methodology section. The combined weight of both methods is then calculated, and the results are analyzed. The decision-making problem in study [64] was to determine the weight of the buildings life cycle assessment criteria and finally to select the appropriate alternative according to the data and weights obtained from the QQM method.

Choosing the right criteria is a key step in making a decision. There are two ways to select criteria. One way is to review some articles and use them to select the appropriate criteria. Another way is to consult with experts and use the items they choose [81]. In this study, the importance of decision criteria using QQM and SBWM and the combination of weights obtained from both methods are discussed. The required data, including decision criteria, measure, and decision matrix, are shown in Table 9; for more information on how to select indicators and theoretical concepts, you can refer to the study.

The data needed to decide on the life cycle assessment indicators of the buildings were collected using a questionnaire distributed among 35 experts who were asked to express their preferences regarding the 14 selected criteria. A number of respondents were selected from among members of several organizations (including owners, designers, contractors, and scientists). The remaining respondents were real estate appraisers, brokers, and other specialists. The values of the quantitative criteria were determined based on the analyzed projects, price lists, specifications, reference books, and recommendations [80]. A more complete description of the data presented in Table 9 is available in reference [82].

Using Equations (11)–(16) in the QQM method, the weight of quantitative and qualitative criteria was obtained. As it can be seen, DC1 and DC2 are quantitative criteria, and DC3 to DC14 are qualitative. Having passed special steps to gain the importance of decision criteria, we have tabulated the final weight of each of the 14 criteria in the weight column in Table 9.

In order to obtain the importance of the buildings life cycle assessment criteria using SBWM and compare and combine the results with QQM, two separate pairwise comparisons were performed. Once the quantitative criteria were measured by the experts, and once again the qualitative criteria were analyzed and evaluated. The expert panel consisted of five experts from the construction industry who decided to agree on preferences over other criteria. Thus, for each of the quantitative and qualitative criteria, pairwise comparisons were made only once, and the results were obtained using the SBWM described in the methodology section.

If the experts had not agreed on their preferences, each expert would have had to make a pairwise comparison for each of the quantitative and qualitative criteria separately, and finally a combination of the final weights obtained from each expert would have been presented. From among the quantitative criteria, DC1 was selected as the most important criterion and DC2 as the least important criterion.
Table 9. The results of a complex determination of the weights using QQM.

| Criteria | Measure | Decision Matrix | Determination of Criteria |
|----------|---------|----------------|---------------------------|
|          |         | D1  | D2  | D3  | D4  | D5  | Initial Weight, $p_i$ | Sum, $S_i$ | Total Monetary Expression, $P_i$ | Weight, $q_i$ |
| (DC1) Estimated cost | 1000 Litas | –   | 329.657 | 611.413 | 418.708 | 345.485 | 343.477 | 1 | 2048.74 | 2048.74 | 0.880 |
| (DC2) Annual expenditure of comparative fuel for heating | Tons/year | – | 2.99 | 4.03 | 3.14 | 2.62 | 2.79 | 18 | 15.57 | 280.26 | 0.120 |
|          |         |     |     |     |     |     |     |     |     | $V = 2329.00$ |          |
| Quantitative criteria | | | | | | | | | | | |
| (DC3) Physical longevity | Year | + | 50 | 100 | 100 | 50 | 50 | 0.132 |          |          |
| (DC4) Comfort level | Points | + | 7.8 | 9.7 | 8.7 | 8.0 | 5.7 | 0.285 |          |          |
| (DC5) Compactness | Points | + | 8.4 | 4.9 | 9.4 | 9.0 | 7.0 | 0.031 |          |          |
| (DC6) Basic floor area | Points | + | 10 | 1 | 7 | 9 | 10 | 0.178 |          |          |
| (DC7) Floor area | Points | + | 9 | 1 | 8 | 10 | 9 | 0.103 | 0.071 | 0.091 |
| (DC8) Garage | Points | + | 10 | 10 | 9 | 8 | 6 | 0.071 | 0.062 |          |
| (DC9) Height of premises | Points | + | 9.7 | 9.3 | 9.7 | 9.3 | 9.3 | 0.035 | 0.031 |          |
| (DC10) Volume of height | Points | + | 8.7 | 7.5 | 8.9 | 9.4 | 6.9 | 0.065 |          | 0.057 |
| (DC11) Exterior | Points | + | 6.8 | 8.8 | 9.6 | 9.3 | 7.0 | 0.021 |          | 0.018 |
| Qualitative criteria | | | | | | | | | | | |
| (DC12) Harmfulness of building materials | Points | – | 1.2 | 5.9 | 5.7 | 1.6 | 1.2 | 0.140 |          | 0.123 |
| (DC13) Sound insulation properties of walls | Points | + | 6 | 6 | 6 | 6 | 6 | 0.059 |          | 0.052 |
| (DC14) Fire resistance | Points | – | 4 | 3 | 3 | 4 | 4 | 0.075 |          | 0.066 |

* The sign (+/−) indicates that a greater/lesser criterion value satisfies a client.
The BO and OW preference vectors are formed in order to obtain the final weight of the quantitative criteria using the experts’ preferences, and the pairwise comparisons and preferences are shown in Table 10. Furthermore, DC_4 and DC_11 are mentioned as the most important and least important qualitative criteria by the experts respectively. Also, the pairwise comparisons and experts’ preferences regarding qualitative criteria are shown in Table 10.

Table 10. Experts’ preferences regarding quantitative and qualitative criteria.

| Quantitative Criterion | DC1 | DC2 | DC3 | DC4 | DC5 | DC6 | DC7 | DC8 | DC9 | DC10 | DC11 | DC12 | DC13 | DC14 |
|------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|------|------|------|-----|
| Best: DC_1             | 1   | 4   |     |     |     |     |     |     |     |      |      |      |      |     |
| Worst: DC_2            | 4   | 1   |     |     |     |     |     |     |     |      |      |      |      |     |
| Qualitative Criterion  | DC3 | DC4 | DC5 | DC6 | DC7 | DC8 | DC9 | DC10| DC11| DC12 | DC13 | DC14 |
| Best: DC_4             | 3   | 1   | 8   | 2   | 4   | 5   | 7   | 6   | 9   | 3    | 7    | 6    |
| Worst: DC_11           | 7   | 9   | 2   | 8   | 7   | 6   | 3   | 4   | 1   | 6    | 4    | 4    |

Using SBWM, the final weight of the quantitative and qualitative indicators was calculated, and the final results of the QQM and SBWM methods and the combination of the weights of both methods are shown and analyzed in Table 11.

Table 11. Numerical value of weights obtained from the proposed methods.

| Methodology | DC1  | DC2  | DC3  | DC4  | DC5  | DC6  | DC7  | DC8  | DC9  | DC10 | DC11 | DC12 | DC13 | DC14 | CR  |
|-------------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|-----|
| QQM         | 0.880| 0.120| 0.116| 0.251| 0.027| 0.157| 0.091| 0.062| 0.031| 0.057| 0.018| 0.123| 0.052| 0.066| -   |
| SBWM        | 0.800| 0.200| 0.105| 0.218| 0.034| 0.138| 0.093| 0.078| 0.045| 0.057| 0.024| 0.097| 0.053| 0.057| 0.029|
| Combined weight | 0.840| 0.160| 0.111| 0.234| 0.031| 0.147| 0.092| 0.070| 0.038| 0.057| 0.021| 0.110| 0.052| 0.061| -   |

Based on the final weight obtained from both methods, DC_1 = 0.840 has the highest weight among the quantitative indices. Among the qualitative criteria, DC_4 = 0.234, DC_6 = 0.147 and DC_3 = 0.111 are the most important among other qualitative criteria respectively. Figure 8 shows the final weights obtained from the QQM and SBWM methods and the weight combinations of both methods on the quantitative criteria. In addition, in Figure 9, the obtained weights of qualitative criteria of the proposed approach are compared.

Figure 8. The weights obtained for quantitative criteria.
equally to the final results. The outputs of both SBWM and QQM are the weights of the decision criteria that have the same dimension; therefore, the final weights can be calculated by combining the weights using the simple average method. Qualitative and quantitative methods each have strengths and weaknesses that limit their use. The QQM-SBWM hybrid method seeks to combine these two approaches and create a new model that can be used in various projects and checking their needs.

In addition, the advantages of the SBWM method—such as simple calculations, not requiring a computer-based platform to solve the problem, and reducing the computational complexity of the problem—are also effective in this regard. Using a decision support system (DSS) provides a more practical approach for construction industry participants [80] and enables decision-makers to make the most of the capabilities of the proposed approach.

The results of simplified BWM were evaluated in three numerical examples and the values of TD and CR were calculated. In each example, the results were compared with the results obtained from the basic BWM separately. In some cases, the TD values of the proposed method were improved compared to the basic BWM. By performing the sensitivity analysis, the final weights were also calculated for different values of the \( \alpha \) parameter and the results showed that the final weights had high robustness and reliability.

In the practical application of the research, we evaluated the life cycle of buildings using a combination of SBWM and QQM methods and the weights obtained from both methods were combined. We use a simple average method to combine the weights of the two methods. We can use a weighted average as well, but we prefer that both methods contribute equally to the final results. The outputs of both SBWM and QQM are the weights of the decision criteria that have the same dimension; therefore, the final weights can be calculated by combining the weights using the simple average method. Qualitative and quantitative methods each have strengths and weaknesses that limit their use. The QQM-SBWM hybrid method seeks to combine these two approaches and create a new

![Figure 9. The weights obtained for qualitative criteria.](image)
model to take advantage of both methods. The hybrid QQM-SBWM method can be a new and appropriate approach to solve various decision-making problems in many areas.

7. Conclusions

In this paper, a new combined approach based on the computational model of BWM (called SBWM) and QQM was proposed to evaluate buildings’ life cycle and determine the weights of decision criteria. Life cycle analysis of buildings can have very beneficial results for environmental care and, ultimately, sustainability. This analysis usually examines the effects of the building in terms of pollution, greenhouse gas emissions, water consumption, energy consumption, material consumption, and other factors on the environment. Some of these effects may be local, and some may be manifested through diffusion into the air and surface and groundwater regionally or even globally. Therefore, evaluating the life cycle of buildings is an important and necessary issue for decision-makers and policy-makers in the field of construction.

In the SBWM method, the basic idea of the original BWM in relation to reference comparisons is still used but the calculations become simpler and there is no need to solve the linear and nonlinear programming model. The ability to solve the model without using a software platform is another advantage of the proposed method. In recent years, the use of BWM has become very popular; however, in all studies, the weights of the criteria have been obtained by solving linear or nonlinear models. On the other hand, in previous studies, quantitative and qualitative criteria have not been separated; separating these criteria and then calculating their weights using QQM can provide more accurate results. Using the SBWM model eliminates the need for special software packages. In addition, this method will still be applicable when the number of dimensions is very large, while in the conventional method for determining the weights of criteria using BWM, the complexity of the problem is increased by increasing the dimensions of the problem. The QQM has the ability to obtain the weights of quantitative and qualitative criteria simultaneously; therefore, providing a combined approach based on the QQM and SBWM methods can be an effective approach to solving decision-making problems. SBWM first calculates the weights of the criteria based on two priority vectors of BWM, and then calculates the final weights of the criteria. To evaluate the validity and applicability of the proposed method, the method was compared with BWM linear and nonlinear models. These comparisons were made in the form of three numerical examples and one real example adapted from other studies. The proposed model showed that it could provide results close to the BWM linear and nonlinear models. In general, there was not much difference between the weights obtained from LP, NLP, and SBWM models. In addition, the TD level of the proposed method was often close or less than the other two methods. The results of the proposed method showed that it is possible to reach a solution space based on BWM reference comparisons, which is very close to an optimal solution. It has also been shown that if DM preferences are consistent, changing the $\alpha$ level will not change the ranking of criteria and the results of the proposed method are robust. The results of the proposed hybrid approach showed that among the quantitative and qualitative criteria, estimated cost, comfort level, and basic floor area are, in order, the most important among other criteria. Decision-makers in the field of construction and policy-makers in this field can use the results of this research on issues related to the life cycle of buildings.

There are several suggestions for future research. Combining the proposed approach with other existing MCDM methods can be investigated in future research. Similarly, expanding the proposed approach to group decision-making can be attractive. Furthermore, in this study, DM preferences have been considered definitively; in future research, it is possible to consider uncertainty in DM preferences to bring the issue closer to the real world. The development of SBWM using rough theory for group decision-making can also be interesting; this approach can also be compared with other criteria weighting methods such as AHP, SWARA (stepwise weight assessment ratio analysis), LINMAP
(linear programming technique for multidimensional analysis of preference), and MEREC (MEthod based on the Removal Effects of Criteria).
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