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We explore the construction of nonsubjective prior distributions in Bayesian statistics via a posterior predictive relative entropy regret criterion. We carry out a minimax analysis based on a derived asymptotic predictive loss function and show that this approach to prior construction has a number of attractive features. The approach here differs from previous work that uses either prior or posterior relative entropy regret in that we consider predictive performance in relation to alternative nondegenerate prior distributions. The theory is illustrated with an analysis of some specific examples.

1. Introduction. There is an extensive literature on the development of objective prior distributions based on information loss criteria. Bernardo [5] obtains reference priors by maximizing the Shannon mutual information between the parameter and the sample. These priors are maximin solutions under relative entropy loss; see, for example, [3, 8] for further analysis, discussion and references. In regular parametric families the reference prior for the full parameter is Jeffreys’ prior. It is argued in [5], however, that when nuisance parameters are present, then the appropriate reference prior should depend on which parameter(s) are deemed to be of primary interest. This dependence on parameters of interest is mirrored in the approach to prior development via minimization of coverage probability bias; see, for example, [11, 23, 25] for further aspects of this approach.

In the present paper we explore the construction of nonsubjective prior distributions via predictive performance. It is possible to use Bernardo’s ap-
proach to obtain reference priors for prediction. However, as shown in [5], this program turns out to be equivalent to obtaining the reference prior for the full parameter, which produces Jeffreys’ prior in regular problems. Further analysis along these lines is carried out in [17]. Datta et al. [12] explore prior construction using predictive probability matching, which is shown to produce sensible prior distributions in a number of standard examples. In the present article we follow Bernardo [5] and Barron [3] by taking an information-theoretic approach and using an entropy-based risk function. However, here we focus on the posterior predictive relative entropy regret, as opposed to the prior predictive relative entropy regret used by these authors. Our starting point is the predictive information criterion introduced by Aitchison [1], which was also discussed by Akaike [2] as a criterion for the selection of objective priors. We depart from these and other authors by taking a more Bayesian viewpoint, in that we are less concerned here with performance in repeated sampling but rather with performance in relation to alternative prior specifications. The main aim of the paper is to search for uniform, or impartial, minimax priors under an associated predictive loss function. These priors are also maximin, or least favorable, which can be interpreted here as giving rise to minimum information predictive distributions.

The organization of the paper is as follows. We start in Section 2 by defining the posterior predictive regret, which measures the regret when using a posterior predictive distribution under a particular prior in relation to the posterior predictive distribution under an alternative proper prior. We define a related predictive loss function and argue that this is a suitable criterion for the comparison of alternative prior specifications. We discuss informally the results in Section 6 on impartial, minimax and maximin priors under a large sample version of this loss function. We also give a definition of the predictive information in a prior distribution. Throughout we make connections with standard quantities that arise in information theory. In Section 3 we relate posterior predictive regret and loss to prior predictive regret and loss and in Section 4 we obtain the asymptotic behavior of the posterior predictive regret, which is obtained via an analysis of the higher-order asymptotic behavior of the prior predictive regret. The higher-order analysis carried out in Section 5, which is of independent interest, leads to expressions for the asymptotic forms of the posterior predictive regret, predictive information and predictive loss. In Section 6 we investigate impartial minimax priors under our asymptotic predictive loss function. It turns out that these priors also minimize the asymptotic information in the predictive distribution. In the case of a single real parameter, Jeffreys’ prior turns out to be minimax. However, in dimensions greater than one, the minimax solution need not be Jeffreys’ prior. The theory is illustrated with an analysis of some specific examples, and some concluding remarks are given in Section 7.
There are a number of appealing aspects of the proposed Bayesian predictive approach to prior determination. First, since the focus is on prediction, there is no need to specify a set of parameters deemed to be of interest. Second, difficulties associated with improper priors are avoided in the formulation of posterior predictive, as opposed to prior predictive, criteria. Third, the minimax priors identified in Section 6 arise as limits of proper priors. Fourth, these minimax priors are also maximin, or least favorable for prediction, which can be interpreted here as minimizing the predictive information contained in a prior. Finally, and importantly, the same asymptotic predictive loss criterion emerges regardless of whether one is considering prediction of a single future observation or a large number of future observations.

2. Posterior predictive regret and impartial priors. Consider a parametric model with density \( p(\cdot | \theta) \) with respect to a \( \sigma \)-finite measure \( \mu \), where \( \theta = (\theta^1, \ldots, \theta^p) \) is an unknown parameter in an open set \( \Theta \subset \mathbb{R}^p \), \( p \geq 1 \). Let \( p^\pi(x) = \int p(x | \theta) d\pi(\theta) \) be the marginal density of \( X \) under the prior distribution \( \pi \) on \( \Theta \), where both \( \pi \) and \( p^\pi \) may be improper. Let \( \Pi \) be the class of prior distributions \( \pi \) satisfying \( p^\pi(X) < \infty \) a.s. \( \theta \) for all \( \theta \in \Theta \). That is, \( \pi \in \Pi \) if and only if \( P^\theta(\{X : p^\pi(X) < \infty\}) = 1 \) for all \( \theta \in \Theta \).

We suppose that \( X \) represents data to be observed and \( Y \) represents future observations to be predicted. Denote by \( p^\pi(y|x) \) the posterior predictive density of \( Y \) given \( X = x \) under the prior \( \pi \in \Pi \). Let \( \Omega \subset \Pi \) be the class of all proper prior distributions on \( \Theta \). For \( \pi \in \Pi \) and \( \tau \in \Omega \), define the posterior predictive regret

\[
d_{Y|X}(\tau, \pi) = \int \int \log \left( \frac{p^\tau(y|x)}{p^\pi(y|x)} \right) p^\tau(x, y) d\mu(x) d\mu(y).
\]

We note that \( d_{Y|X}(\tau, \pi) \) is the conditional relative entropy, or expected Kullback–Leibler divergence, \( D(p^\tau(Y|X)||p^\pi(Y|X)) \), between the predictive densities under \( \pi \) and \( \tau \). See, for example, the book by Cover and Thomas [10] for definitions and properties of the various information-theoretic quantities that arise in this work. It follows from standard results in information theory that the quantity \( d_{Y|X}(\tau, \pi) \) always exists (possibly \(+\infty\)) and is nonnegative. It is zero when \( \pi = \tau \) and is therefore the expected regret under the loss function \(- \log p^\pi(y|x)\) associated with using the predictive density \( p^\pi(y|x) \) when \( X \) and \( Y \) arise from \( p^\tau(x) \) and \( p^\tau(y|x) \), respectively.

When \( \tau = \{ \theta \} \), the distribution degenerate at \( \theta \in \Theta \), we will simply write \( d_{Y|X}(\tau, \pi) = d_{Y|X}(\theta, \pi) \), where

\[
d_{Y|X}(\theta, \pi) = \int \int \log \left( \frac{p(y|x, \theta)}{p^\pi(y|x)} \right) p(x, y | \theta) d\mu(x) d\mu(y)
\]

is the expected regret under the loss function \(- \log p^\pi(y|x)\) associated with using the predictive density \( p^\pi(y|x) \) when \( X \) and \( Y \) arise from \( p(x | \theta) \) and
\[ p(y|x, \theta), \text{ respectively. The regret } (2.2) \text{ is the conditional relative entropy } D(p(Y|X, \theta)||p^*(Y|X)). \] The readily derived relationship

\[ \int dY_{|X}(\theta, \pi) d\tau(\theta) = dY_{|X}(\tau, \pi) + \int dY_{|X}(\theta, \tau) d\tau(\theta) \] (2.3)

implies that (2.2) is a proper scoring rule, as pointed out by Aitchison \[1\]; that is, the left-hand side of (2.3) attains its minimum value over \( \pi \in \Pi \) when \( \pi = \tau \). We note that the final integral in (2.3) is the Shannon conditional mutual information \( I(Y; \theta|X) \) between \( Y \) and \( \theta \) conditional on \( X \) (under the prior \( \tau \)). Conditional mutual information has been used by Sun and Berger \[21\] for deriving reference priors conditional on a parameter to which a subjective prior has been assigned, and by Clarke and Yuan \[9\] for deriving possibly data-dependent “partial information” reference priors that are conditional on a statistic.

Definition (2.1) of the posterior predictive regret is motivated by standard arguments for adopting the logarithmic score \( \log q(Y) \) as an operational utility function when using \( q \) as a predictive density for the random quantity \( Y \); see, for example, the discussion in Chapter 2 of \[6\]. The criterion (2.2) was used by Aitchison \[1\] for the purpose of comparing the predictive performance of estimative and posterior predictive distributions, which was followed up by Komaki \[16\], who considered the associated asymptotic theory for curved exponential families. Hartigan \[14\] obtained related higher-order asymptotic expressions which he used to compare estimative predictive distributions based on (bias-corrected) maximum likelihood and Bayes estimators. Akaike \[2\] discussed the use of (2.2) for the selection of objective priors. A similar approach was also proposed by Geisser in his discussion of Bernardo \[5\]. Recently, Liang and Barron \[19\] have derived exact minimax priors under the criterion (2.2) for location and scale families.

The criterion (2.1) extends the domain of definition of (2.2) from degenerate priors \( \{\theta\} \) to all proper priors \( \tau \in \Omega \). We argue that (2.1) is a suitable Bayesian performance characteristic for assessing the predictive performance of a nonsubjective prior distribution \( \pi \) when \( \theta \) arises from alternative proper prior distributions \( \tau \). There are two ways of thinking about this. First, we might be interested in the predictive performance of a proposed nonsubjective prior distribution under its repeated use, as opposed to its performance under repeated sampling, as measured by (2.2). From this point of view, we could consider the prior selection problem as an idealized game between the Statistician and Nature, in which each player selects a prior distribution. An alternative viewpoint is to consider (2.1) as measuring the predictive performance of \( \pi \) in relation to a subjective prior distribution \( \tau \) that is as yet unspecified. Thus, \( \tau \) might reflect the prior beliefs, yet to be elicited, of an expert. In this case the prior selection problem could be viewed as a game between the Statistician and an Expert. It is possible, of course, that
the Statistician and Expert are the same person, whose prior beliefs have yet to be properly formulated.

Akaike [2] considered priors that give constant posterior predictive regret (2.2), referring to such priors as uniform or “impartial” priors. Such priors will only exist in special cases, however. Achieving constant regret over all possible priors \( \tau \in \Omega \) in (2.1) is clearly never possible since, for any fixed \( \pi \in \Pi \), the precision of the predictive distribution under \( \tau \) will tend to increase as \( \tau \) becomes more informative, in which case \( d_{Y|X}(\tau, \pi) \) will eventually increase. Alternatively, since \( \tau \) is unknown, one might wish to consider the minimaxity of \( \pi \) over all \( \tau \in \Omega \). However, the maximum regret will tend to occur at degenerate \( \tau \). We would therefore be led back to the frequentist risk criterion (2.2), which is not the object of primary interest in the present paper.

For these reasons, we will study the loss function

\[
L_{Y|X}(\tau, \pi; \pi^B) = d_{Y|X}(\tau, \pi) - d_{Y|X}(\tau, \pi^B),
\]

provided that this exists (see later), which is the posterior predictive regret associated with using the prior \( \pi \) compared to using a fixed base prior \( \pi^B \in \Pi \). Since we will be investigating default priors for prediction, it is necessary that our procedure for choosing the base measure \( \pi^B \) is such that \( p^B(y|x) \) does not depend on the particular parameterization of the model that is adopted. We are therefore inevitably led to a choice of base measure that is invariant under arbitrary reparameterization. In the case of a regular parametric family, an obvious candidate for \( \pi^B \) is Jeffreys’ invariant prior with density proportional to \( |I(\theta)|^{1/2} \), where \( I(\theta) \) is Fisher’s information in the sample \( X \). Since we will only be considering regular likelihoods in the rest of this paper, we take \( \pi^B = \pi^J \) in the sequel and simply write

\[
L_{Y|X}(\tau, \pi) = L_{Y|X}(\tau, \pi^J).
\]

Assume that the base Jeffreys’ prior \( \pi^J \) satisfies \( d_{Y|X}(\theta, \pi^J) < \infty \) for all \( \theta \in \Theta \) and let \( p^J(y|x) \) be the conditional density of \( Y \) given \( X \) under \( \pi^J \). Then the (posterior) predictive loss function defined by

\[
L_{Y|X}(\theta, \pi) = d_{Y|X}(\theta, \pi) - d_{Y|X}(\theta, \pi^J)
\]

\[
= \int \int \log \left( \frac{p^J(y|x)}{p^\pi(y|x)} \right) p(x, y|\theta) d\mu(x) d\mu(y)
\]

is well defined, although possibly \(+\infty\). Now let \( \Omega_{Y|X} \subset \Omega \) be the class of proper priors \( \tau \) for which \( \int d_{Y|X}(\theta, \pi^J) d\tau(\theta) < \infty \). Then for \( \pi \in \Pi \) and \( \tau \in \Omega_{Y|X} \), we can define the expected predictive loss

\[
L_{Y|X}(\tau, \pi) = \int L_{Y|X}(\theta, \pi) d\tau(\theta)
\]

\[
= \int d_{Y|X}(\theta, \pi) d\tau(\theta) - \int d_{Y|X}(\theta, \pi^J) d\tau(\theta)
\]

\[
= d_{Y|X}(\tau, \pi) - d_{Y|X}(\tau, \pi^J),
\]
as in (2.4). Since \( \tau \in \Omega_{Y|X} \), the final line is well defined (possibly +\( \infty \)).

Next we define, for \( \tau \in \Omega \),

\[
(2.7) \quad \zeta_{Y|X}(\tau) = d_{Y|X}(\tau, \pi^f) = \int \int \log \left( \frac{p^T(y|x)}{p^f(y|x)} \right) p^r(x, y) \, d\mu(x) \, d\mu(y).
\]

Since the negative conditional relative entropy \(-d_{Y|X}(\tau, \pi^f) = -D(p^r(Y|X)||p^f(Y|X))\) is a natural information-theoretic measure of the uncertainty in the predictive distribution \(p^r(Y|X)\), we will refer to \(\zeta_{Y|X}(\tau)\) as the predictive information in \(\tau\). Here \(p^f(y|x)\) acts as a normalization of the conditional entropy of \(p^r(y|x)\). From relation (2.3) with \(\pi = \pi^f\), we see that \(\zeta_{Y|X}(\tau) \leq \int \int p_{Y|X}(\theta, \pi^f) \, d\tau(\theta)\), from which it follows that \(\sup_{\tau \in \Omega} \zeta_{Y|X}(\tau) = \sup_{\theta \in \Theta} \zeta_{Y|X}(\{\theta\})\). That is, the maximum predictive information occurs at (or near) a degenerate prior. Thus, \(\zeta_{Y|X}(\tau)\) is a natural entropy-based measure of the information in the predictive distribution \(p^r(y|x)\). Note that, again from (2.3), \(\zeta_{Y|X}(\tau) < \infty\) whenever \(\tau \in \Omega_{Y|X}\).

It now follows from (2.3), (2.6) and (2.7) that, for \(\pi \in \Pi\) and \(\tau \in \Omega_{Y|X}\), we can write

\[
(2.8) \quad d_{Y|X}(\tau, \pi) = L_{Y|X}(\tau, \pi) + \zeta_{Y|X}(\tau).
\]

We will explore priors for which \(L_{Y|X}(\theta, \pi)\) is approximately constant in \(\theta \in \Theta\). Notice that if \(L_{Y|X}(\theta, \pi)\) is approximately constant, then, from (2.8), \(d_{Y|X}(\tau, \pi)\) is approximately constant over all \(\tau\) having the same predictive information \(\zeta_{Y|X}(\tau)\). This therefore provides a suitable notion of approximate uniformity of the posterior predictive regret (2.1).

In Sections 4 and 5 we will derive large sample forms, \(L(\theta, \pi), L(\tau, \pi), \zeta(\tau)\) and \(d(\tau, \pi)\), respectively, of suitably normalized versions of \(L_{Y|X}(\theta, \pi)\), \(L_{Y|X}(\tau, \pi)\), \(\zeta_{Y|X}(\tau)\) and \(d_{Y|X}(\tau, \pi)\) and simply refer to \(L(\theta, \pi)\) as the predictive loss function. Importantly, for smooth priors \(\pi\) this asymptotic loss function will not depend on the amount of prediction \(Y\) to be carried out. In Section 6 we will investigate uniform and minimax priors under predictive loss. As is often the case in game theory, there is a strong relationship between constant loss, minimax and maximin priors. We give an informal statement of Theorem 6.1. An equalizer prior is a prior \(\pi\) for which the predictive loss function \(L(\theta, \pi)\) is constant over \(\theta \in \Theta\). Suppose that \(\pi_0\) is an equalizer prior and that there exists a sequence \(\tau_k\) of proper priors in the class \(\Phi \subset \Omega\), to be defined in Section 4, for which \(d(\tau_k, \pi_0) \to 0\) as \(k \to \infty\). Then Theorem 6.1 states that \(\pi_0\) is minimax with respect to \(L(\tau, \pi)\) and \(\zeta(\pi_0) = \inf_{\tau \in \Phi} \zeta(\tau)\); that is, \(\pi_0\) contains minimum predictive information about \(Y\). This latter property is equivalent to \(\pi_0\) being maximin, or least favorable, under \(L(\tau, \pi)\). Since by construction \(L(\tau, \pi^f) = 0\) for all \(\tau \in \Phi\), \(\pi^f\) is automatically an equalizer prior. However, there may not exist a sequence \(\tau_k\) of proper priors with \(d(\tau_k, \pi^f) \to 0\), in which case Jeffreys’ prior may not be minimax. Some examples will be given in Section 6.
Although the focus of this paper is on the general asymptotic form of the predictive loss, we briefly note the implications of adopting either the posterior predictive regret (2.2) or the predictive loss (2.5) in the special case where the family \( p(\cdot|\theta) \) of densities is invariant under a suitable group \( \mathcal{G} \) of transformations of the sample space. See, for example, Chapter 6 in [4] for a general discussion of invariant decision problems. Let \( \mathcal{G} \) be the induced group of transformations on \( \Theta \). Then the predictive loss (2.5) is invariant under \( \mathcal{G} \) and the invariant decisions are invariant priors satisfying

\[
\pi(g(\theta)) \propto \pi(\theta)|d\theta/dg(\theta)|
\]

for all \( g \in \mathcal{G} \). If the group \( \mathcal{G} \) is transitive, then the predictive loss is constant for every invariant prior. Furthermore, if we consider the broader decision problem in which we replace \( p(\cdot|\theta) \) by the arbitrary decision function \( \delta(x) = q_x \), where \( q_x(\cdot) \) is to be used as a predictive density for \( Y \) when \( X = x \), then it can be shown that \( p^R(y|x) \), the posterior predictive density under the right Haar measure on \( \Theta \), is the best invariant predictive density under the posterior predictive regret (2.2). Since \( \pi^J \) is an invariant prior, it further follows that the right Haar measure is the best invariant prior under the predictive loss function (2.5). Since submission of the final version of the present paper, a careful analysis using (2.2) for location and scale families has appeared in [19].

Returning to the definition of the predictive loss function (2.4) relative to an arbitrary base measure \( \pi^B \), we see that this is related to the expected predictive loss (2.6) by the equation

\[
L_{Y|X}(\tau, \pi; \pi^B) = L_{Y|X}(\tau, \pi) - L_{Y|X}(\tau, \pi^B).
\]

Therefore, using \( \pi^B \) will give rise to an equivalent predictive loss function if and only if \( L_{Y|X}(\theta, \pi^B) \) is constant in \( \theta \). In this case we say that \( \pi^B \) is neutral relative to \( \pi^J \).

### 3. Relationship to prior predictive regret

In this section we relate the posterior predictive regret (2.2) and loss function (2.5) to the prior predictive regret and loss function. We will use these relationships in Section 4 to obtain the asymptotic posterior predictive regret \( d(\tau, \pi) \) and loss \( L(\tau, \pi) \).

For \( \pi \in \Pi \), we define the prior predictive regret by

\[
d_X(\theta, \pi) = D(p(X|\theta)||p^\pi(X)) = \int \log \left( \frac{p(x|\theta)}{p^\pi(x)} \right) p(x|\theta) d\mu(x),
\]

which is the relative entropy \( D(p(X|\theta)||p^\pi(X)) \) between \( p(x|\theta) \) and the prior predictive density \( p^\pi(x) \). Note that \( \pi \) may be improper in this definition. In that case, unlike the posterior predictive regret, alternative normalizing constants will give rise to alternative versions of (3.1), differing by constants. The prior predictive regret (3.1) is the focus of work by Bernardo [5], Clarke and Barron [7] and others. Now define \( \Pi_X \subset \Pi \) to be the class of priors \( \pi \).
in $\Pi$ for which $d_X(\theta, \pi) < \infty$ for all $\theta \in \Theta$. If $\pi' \in \Pi_X$, then for $\pi \in \Pi$ we define the prior predictive loss by

$$(3.2) \quad L_X(\theta, \pi) = d_X(\theta, \pi) - d_X(\theta, \pi') = \int \log \left( \frac{p^J(x)}{p^\pi(x)} \right) p(x|\theta) d\mu(x),$$

which is well defined (possibly $+\infty$).

The posterior predictive regret (2.2) and loss (2.5) are simply related to the prior predictive regret (3.1) and loss (3.2). The following result is essentially the chain rule for relative entropy. However, we formally state it since, first, the distribution of $X$ may be improper here and, second, we need to make sure that these relationships are well defined.

**Lemma 3.1.** Suppose that $\pi \in \Pi_{X,Y}$. Then $\pi \in \Pi_X$, $d_{Y|X}(\theta, \pi) < \infty$ for all $\theta \in \Theta$ and

$$(3.3) \quad d_{Y|X}(\theta, \pi) = d_{X,Y}(\theta, \pi) - d_X(\theta, \pi).$$

If further $\pi' \in \Pi_{X,Y}$, then $L_{Y|X}(\theta, \pi) < \infty$ for all $\theta \in \Theta$ and

$$(3.4) \quad L_{Y|X}(\theta, \pi) = L_{X,Y}(\theta, \pi) - L_X(\theta, \pi).$$

**Proof.** Since $\pi \in \Pi$, the marginal densities $p^\pi(X)$ and $p^\pi(X,Y)$ are a.s. (finite) for all $\theta \in \Theta$. Therefore,

$$p^\pi(x) = \int p(x, y|\phi) d\pi(\phi) = p^\pi(x) \int p(y|x, \phi) dp^\pi(\phi|x) = p^\pi(x)p^\pi(y|x),$$

since, by definition, $p(x|\phi) dp^\pi(\phi|x) = p^\pi(x)p^\pi(y|x)$. It now follows straightforwardly from the definitions (2.2) and (3.1) that

$$(3.5) \quad d_{X,Y}(\theta, \pi) = d_{Y|X}(\theta, \pi) + d_X(\theta, \pi).$$

Since $\pi \in \Pi_{X,Y}$, it follows from (3.5) that both $d_{Y|X}(\theta, \pi) < \infty$ and $\pi \in \Pi_X$ and, hence, relation (3.3) holds. Since $\pi \in \Pi_X$ and $\pi' \in \Pi_X$, it follows from (3.2) that $L_{Y|X}(\theta, \pi)$ is finite for all $\theta$. Finally, since $\pi' \in \Pi$, we have $p^J(x, y) = p^J(x) p^J(y|x)$ and relation (3.4) follows straightforwardly from the definitions (2.5) and (3.2).

Finally, let $\Omega_X \subset \Omega$ be the class of priors $\tau$ in $\Omega$ satisfying $\int d_X(\theta, \pi') d\tau(\theta) < \infty$. It follows from equation (3.3) of Lemma 3.1 that $\pi' \in \Pi_{X,Y}$ and $\tau \in \Omega_{X,Y}$ imply that $\int d_{Y|X}(\theta, \pi') d\tau(\theta) < \infty$, $\tau \in \Omega_X$ and

$$\int d_{Y|X}(\theta, \pi') d\tau(\theta) = \int d_{X,Y}(\theta, \pi') d\tau(\theta) - \int d_X(\theta, \pi') d\tau(\theta).$$

Therefore, if $\pi \in \Pi_{X,Y}$ and $\tau \in \Omega_{X,Y}$, then the expected posterior loss $L_{Y|X}(\tau, \pi)$ at (2.6) is well defined. □
4. Asymptotic behavior of the predictive loss. Throughout the remainder of this article we specialize to the case \( X = (X_1, \ldots, X_n) \) and \( Y = (X_{n+1}, \ldots, X_{n+m}) \), where the \( X_i \) are independent observations from a density \( f(x|\theta) \) with respect to a measure \( \mu \). In the present section we investigate the asymptotic behavior as \( n \to \infty \) of the predictive loss function \( L(\tau, \pi) \). In particular, we will show that, under suitable regularity conditions, the asymptotic form of \( (4.1) \) (after suitable normalization) is the same regardless of the amount \( m \) of prediction to be performed. This leads to a general definition for broad classes of priors \( \pi \) and \( \tau \) of the (asymptotic) predictive loss \( L(\tau, \pi) \), information \( \zeta(\tau) \) and regret \( d(\tau, \pi) \).

For an asymptotic analysis of the posterior predictive regret \( (2.2) \) and loss function \( (2.5) \), from \((3.2)\), \((3.3)\) and \((3.4)\), we see that it suffices to study the asymptotic behavior of the prior predictive regret \( d_X(\theta, \pi) \). Suppose that \( \pi \in \Pi \) has a density with respect to Lebesgue measure. For notational convenience, in what follows we will use the same symbol \( \pi \) to denote this density. Let \( l(\theta) = n^{-1} \log p(X|\theta) = n^{-1} \sum_{i=1}^{n} \log f(X_i|\theta) \) be the normalized loglikelihood function and let \( i(\theta) = E^\theta \{-l''(\theta)\} = n^{-1} I(\theta) \) be Fisher’s information per observation. A standard result for the prior predictive regret \((3.1)\) when \( \pi \) is a density (see, e.g., \([7]\)) is that, under suitable regularity conditions,

\[
d_X(\theta, \pi) = \frac{p}{2} \log \left( \frac{n}{2\pi e} \right) + \log \left\{ \frac{[i(\theta)]^{1/2}}{\pi(\theta)} \right\} + o(1)
\]

as \( n \to \infty \). [Here the \( \pi \) appearing in the first term on the right-hand side of \((4.1)\) is the usual transcendental number and should not be confused with the prior \( \pi(\cdot) \).] Taking Jeffreys’ prior to be \( \pi^J(\theta) = |i(\theta)|^{1/2} \), it follows from \((3.2)\) and \((4.1)\) that the prior predictive loss satisfies

\[
L_X(\theta, \pi) = \log \left\{ \frac{[i(\theta)]^{1/2}}{\pi(\theta)} \right\} + o(1).
\]

It now follows from \((3.4)\) that, for any sequence \( m = m_n \geq 1 \), \( L_{Y|X}(\theta, \pi) = o(1) \); that is, to first order the posterior predictive loss is identically zero for every smooth prior \( \pi \). It is therefore necessary to develop further the asymptotic expansion in \((4.1)\). Let \( \hat{\theta} \) denote the maximum likelihood estimator based on the data \( X \) and assume that the observed information matrix \( J = -n l''(\hat{\theta}) \) is positive definite over the set \( S \) for which \( P^\theta(S) = 1 + o(n^{-1}) \), uniformly in compact subsets of \( \Theta \).

Let \( \Pi_\infty \) be the class of priors \( \pi \in \Pi \) for which \( \pi \in \Pi_X \) for all \( n \) and let \( C \subset \Pi_\infty \) be the class of priors in \( \Pi_\infty \) that possess densities having continuous second-order derivatives throughout \( \Theta \). Then, under suitable additional regularity conditions on \( f \) and \( \pi \in C \) to be discussed in Section 5, the marginal density of \( X \) is

\[
p^\xi(x) = (2\pi s^2\theta)_{p/2} J^{-1/2} p(x|\theta) \pi(\theta) \{1 + o(n^{-1})\},
\]
where \( s_B^2 = (1 + b_B)^2 \) is a Bayesian Bartlett correction, with \( b_B = O(n^{-1}) \); see, for example, [22]. Therefore, we can write

\[
\log \left\{ \frac{p(x|\theta)}{p(x)} \right\} = \frac{p}{2} \log \left( \frac{n}{2\pi e} \right) + \log \left\{ \frac{|i(\theta)|^{1/2}}{\pi(\theta)} \right\} - pb_B - \left[ n\{l(\hat{\theta}) - l(\theta)\} - \frac{p}{2} \right]
- \log \left\{ \frac{\pi(\hat{\theta})}{\pi(\theta)} \right\} + \frac{1}{2} \log \left\{ \frac{|J|}{|I(\theta)|} \right\} + o\left( \frac{1}{n} \right).
\]

Since \( E^n\{l(\hat{\theta}) - l(\theta)\} = ps_F^2(\theta)/2 + o(n^{-1}) \), where \( s_F^2(\theta) = \{1 + b_F(\theta)\}^2 \) is a frequentist Bartlett correction, with \( b_F(\theta) = O(n^{-1}) \), it follows from (3.1) that

\[
d_X(\theta, \pi) = \frac{p}{2} \log \left( \frac{n}{2\pi e} \right) + \log \left\{ \frac{|i(\theta)|^{1/2}}{\pi(\theta)} \right\} - h_n(\theta, \pi),
\]

where

\[
h_n(\theta, \pi) = p\{E^n(b_B) + b_F(\theta)\} + E^n\left[ \log \left\{ \frac{\pi(\hat{\theta})}{\pi(\theta)} \right\} \right]
- \frac{1}{2} E^n\left[ \log \left\{ \frac{|J|}{|I(\theta)|} \right\} \right] + o\left( \frac{1}{n} \right).
\]

Under suitable regularity conditions, the leading term in (4.3) turns out to be \( O(n^{-1}) \), since both the Bayesian and frequentist Bartlett corrections are \( O(n^{-1}) \), as are all the expectations on the right-hand side of (4.3). We will therefore suppose that \( h_n \) is of the form

\[
h_n(\theta, \pi) = \left\{ \frac{D(\theta, \pi)}{2n} \right\} + r_n(\theta, \pi),
\]

where \( D(\theta, \pi) \) is continuous in \( \theta \) and the remainder term \( r_n(\theta, \pi) \) satisfies one of the following three successively stronger conditions:

R1. \( r_n(\theta, \pi) = o(n^{-1}) \) uniformly in compacts of \( \Theta \);
R2. \( r_n(\theta, \pi) = O(n^{-2}) \) uniformly in compacts of \( \Theta \);
R3. \( r_n(\theta, \pi) = E(\theta, \pi)n^{-2} + o(n^{-2}) \) uniformly in compacts of \( \Theta \), where \( E(\theta, \pi) \) is continuous in \( \theta \).

The above three forms of remainder require successively stronger assumptions about both the likelihood \( p(\cdot|\theta) \) and the prior \( \pi(\theta) \). Suitable sets of regularity conditions for the validity of (4.4) will be discussed in Section 5. In particular, \( \pi \in C \) is a sufficient condition on the prior for the weakest form R1 of remainder. The form of \( D(\theta, \pi) \) for \( \pi \in C \) will be derived in Section 5.

Throughout the remainder of the paper we assume that \( \pi^J \in C \) and define, for all \( \pi \in C \),

\[
L(\theta, \pi) = D(\theta, \pi) - D(\theta, \pi^J).
\]
We note that $L(\theta, \pi)$ is well defined when $\pi$ is improper since the arbitrary normalizing constant in $\pi$ does not appear in $D(\theta, \pi)$. We will study the asymptotic behavior of the posterior predictive loss (2.5) as $n \to \infty$ for an arbitrary number $m_n \geq 1$ of predictions $Y_i$. Let $c_n = 2n(n + m_n)/m_n$. The next theorem gives conditions under which

\begin{equation}
(4.6) \quad c_n L_{Y|X}(\theta, \pi) \to L(\theta, \pi)
\end{equation}

uniformly in compacts of $\Theta$ under each of the forms R1–R3 of remainder.

**Theorem 4.1.**

(a) Suppose that R1 holds. Then (4.6) holds whenever $\lim \inf_{n \to \infty} m_n/n > 0$.

(b) Suppose that R2 holds. Then (4.6) holds whenever $m_n \to \infty$.

(c) Suppose that R3 holds. Then (4.6) holds for every sequence $(m_n)$ of positive integers.

**Proof.** First note that (3.2), (4.2), (4.4) and (4.5) give, on taking $\pi^J(\theta) = |i(\theta)|^{1/2}$,

\begin{equation}
L_X(\theta, \pi) = \log \left\{ \frac{|i(\theta)|^{1/2}}{\pi(\theta)} \right\} - \left\{ \frac{L(\theta, \pi)}{2n} \right\} - \tilde{r}_n(\theta, \pi),
\end{equation}

where $\tilde{r}_n(\theta, \pi) = r_n(\theta, \pi) - r_n(\theta, \pi^J)$. Also note that, since $\pi \in \Pi_\infty$, Lemma 3.1 applies for all $n$.

(a) From (3.4), (4.7) and R1, we have $L_{Y|X}(\theta, \pi) = c_n^{-1} L(\theta, \pi) + o(n^{-1})$ and (4.6) follows since $n^{-1} c_n = 2(m_n^{-1} n + 1)$ and $\lim \sup_{n \to \infty} m_n^{-1} n < \infty$.

(b) From (3.4), (4.7) and R2, we have $L_{Y|X}(\theta, \pi) = c_n^{-1} L(\theta, \pi) + O(n^{-2})$ and (4.6) follows since $n^{-2} c_n = 2(m_n^{-1} + n^{-1}) \to 0$.

(c) From (3.4), (4.7) and R3, we have $L_{Y|X}(\theta, \pi) = c_n^{-1} \{L(\theta, \pi) + d_n^{-1} E(\theta, \pi)\} + O(n^{-2})$, where $d_n = (2(2n + m_n))^{-1} n(n + m_n)$ and $E(\theta, \pi) = E(\theta, \pi) - E(\theta, \pi^J)$. (4.6) follows since $d_n^{-1} = O(n^{-1})$ and $n^{-2} c_n = 2(m_n^{-1} + n^{-1})$ is bounded. \(\square\)

Theorem 4.1 tells us that, although the predictive loss function (2.5) covers an infinite variety of possibilities for the amount of data to be observed and predictions to be made, it is approximately equivalent to the single loss function (4.5), provided that a sufficient amount of data $X$ is to be observed. Although this is not surprising given the form of (4.7) and the relation (3.4), it considerably simplifies the task of assessing the predictive risk arising from using alternative priors. We will refer to $L(\theta, \pi)$ as the (asymptotic) predictive loss function. A special case of interest arises when $m_n = n$, which corresponds to prediction of a replicate data set of the same
size as that to be observed. Note that in this case (4.6) holds under the weakest condition R1. More generally, Laud and Ibrahim [18] refer to the posterior predictive density of \( Y \) in this case as the “predictive density of a replicate experiment,” which they study in relation to model choice.

Now let \( \Omega_\infty \) be the class of priors \( \tau \in \Omega \) for which \( \tau \in \Omega_X \) for all \( n \). Although the expected predictive loss \( L_{Y|X}(\tau, \pi) \) is well defined (possibly +\( \infty \)) when \( \pi \in \Pi_\infty \) and \( \tau \in \Omega_\infty \), in general, the expected asymptotic predictive loss \( \int L(\theta, \pi) d\tau(\theta) \) may not exist, and when it does, additional conditions will be needed for it to be the limit of the expected loss \( c_n L_{Y|X}(\tau, \pi) \). In order to retain generality, we will extend the domain of definition of the asymptotic predictive loss (4.5) so that it is defined for all \( \pi \in \Pi_\infty \) and \( \tau \in \Omega_\infty \). Thus, for \( \pi \in \Pi_\infty, \tau \in \Omega_\infty \) and a given sequence \((m_n)\) of positive integers, we define the \( (\text{asymptotic}) \) predictive loss to be

\[
L(\tau, \pi) = \limsup_{n \to \infty} c_n L_{Y|X}(\tau, \pi),
\]

which always exists (possibly +\( \infty \)). Thus, \( L(\tau, \pi) \) represents the asymptotically worst-case predictive loss when the prior \( \pi \) is used in relation to the alternative proper prior \( \tau \). Since the degenerate prior \( \tau = \{\theta\} \) is in \( \Omega_\infty \), (4.8) also provides a definition of \( L(\theta, \pi) \) for all \( \pi \in \Pi_\infty, \theta \in \Theta \), which agrees with (4.5) whenever \( \pi \in C \subset \Pi_\infty \) and one of the conditions R1–R3 holds.

Now define the \( (\text{asymptotic}) \) predictive information contained in \( \tau \in \Omega_\infty \cap \Pi_\infty \) to be

\[
\zeta(\tau) = -L(\tau, \tau) = \liminf_{n \to \infty} c_n \zeta_{Y|X}(\tau),
\]

and let \( \Phi \subset \Omega_\infty \cap \Pi_\infty \) be the class of \( \tau \) for which \( \zeta(\tau) < \infty \). Finally, for \( \pi \in \Pi_\infty \) and \( \tau \in \Phi \), define

\[
d(\tau, \pi) = L(\tau, \pi) + \zeta(\tau),
\]

which is the asymptotic form of equation (2.8). The next lemma implies that the predictive loss function (4.8) is a \( \Phi \)-proper scoring rule and that \( d(\tau, \pi) \) is the regret associated with \( L(\tau, \pi) \).

**Lemma 4.1.** For all \( \tau \in \Phi \),

\[
\inf_{\pi \in \Pi_\infty} L(\tau, \pi) = L(\tau, \tau) = -\zeta(\tau).
\]

**Proof.** Let \( \tau \in \Phi \). By construction, \( d(\tau, \tau) = 0 \), so we only need to show that \( d(\tau, \pi) \geq 0 \) for all \( \pi \in \Pi_\infty \). Since \( \pi \in \Pi_\infty \) and \( \tau \in \Omega_\infty \cap \Pi_\infty \), we have \( \pi \in \Omega_{XY} \) and \( \tau \in \Omega_{XY} \cap \Pi_{XY} \) for all \( n \) and, hence, the quantities \( L_{Y|X}(\tau, \pi) \) and \( L_{Y|X}(\tau, \tau) \) are both well defined. But \( L_{Y|X}(\tau, \tau) \leq L_{Y|X}(\tau, \pi) \) and multiplying both sides of this inequality by \( c_n \) and taking the \( \limsup_{n \to \infty} \) on
both sides of the resulting inequality gives \( L(\tau, \tau) \leq L(\tau, \pi) \). The result follows from the definition of \( d(\tau, \pi) \). \( \square \)

When \( \pi \in C \), \( L(\theta, \pi) \) is independent of the sequence \( m_n \). In general, however, both \( L(\tau, \pi) \) and \( \zeta(\tau) \) may depend on the particular sequence \( (m_n) \), although we have suppressed this dependence in the notation. Nevertheless, the minimax results of Section 6 will be independent of \( (m_n) \).

5. Derivation of the asymptotic predictive loss function. In this section we obtain the form of the function \( D(\theta, \pi) \) arising in the \( O(n^{-1}) \) term in the asymptotic expansion of the prior predictive regret \( d_X(\theta, \pi) \). This then leads to an expression for the asymptotic predictive loss function \( L(\theta, \pi) \) for all \( \pi \in C \) via relation (4.5). The computations involved in the determination of \( D(\theta, \pi) \), which are similar in nature to computations in [14], are technically quite demanding. Finally, we deduce expressions for the asymptotic posterior predictive regret (4.10) and predictive information (4.9) under certain conditions.

Theorem 5.1 below is the central result of this section. Write \( D_j(\theta, \pi) = \partial/\partial \theta^j \), \( j = 1, \ldots, p \). Let \( \rho = \rho(\theta) = \log \pi(\theta) \) and write \( \rho_r = D_r \rho \). We use the summation convention throughout.

**Theorem 5.1.** Assume that one of the conditions R1–R3 holds. Then

\[
D(\theta, \pi) = A(\theta, \pi) + M(\theta),
\]

where

\[
A(\theta, \pi) = i^r s \rho_r \rho_s + 2 D_s(i^r s \rho_r)
\]

and \( M(\theta) \) is independent of \( \pi \).

We will prove Theorem 5.1 via four lemmas, each of which evaluates the leading term in one of the terms on the right-hand side of equation (4.3). We discuss suitable sets of regularity conditions following the proof.

For \( 1 \leq j, k, r, \ldots \leq p \), define \( D_{jkr} \ldots = \frac{\partial}{\partial \theta^j} \frac{\partial}{\partial \theta^k} \frac{\partial}{\partial \theta^r} \ldots \), \( a_{jkr} = \{D_{jkr} \ldots l(\theta)\}_{\theta = \hat{\theta}} \), \( c_{jr} = -a_{jr} \), \( C = (c_{jr}) \), \( C^{-1} = (c^{jr}) \), \( \rho_j = D_{jk} \rho \), \( \hat{\rho}_{jk} = \rho_{jk} \ldots(\hat{\theta}) \) and

\[
k_{jkl, \ldots, rst} = k_{jkl, \ldots, rst}(\theta) = E^\theta \{D_{jkl, \ldots, rst} \log f(X_i; \theta) D_{rst} \log f(X_i; \theta)\}.
\]

Also define

\[
k_1^* = i^{jr}(\rho_{jr} + \rho_j \rho_r), \quad k_2^* = 3 k_{jrs} i^{jr} i^{su}, \quad k_3^* = 3 k_{ijr} \rho_s i^{ij} i^{rs}, \quad k_4^* = 15 k_{jrs} k_{uvw} i^{jr} i^{su} i^{vw}
\]

and

\[
Q_1 = D_{rs} i^{rs}, \quad Q_2 = k_2^*, \quad Q_3 = 3 D_s(k_{ijv} i^{ij} i^{rs}), \quad Q_4 = k_4^*.
\]
Lemma 5.1.

\[ nE^\theta(b_B) \to \frac{1}{2p} \left( k_1^* + \frac{1}{12} k_2^* + \frac{1}{3} k_3^* + \frac{1}{36} k_4^* \right). \]

Proof. Comparing with the Bayesian Bartlett correction factor as given in equation (2.6) of [13], we obtain

\[ b_B = \frac{1}{2pn} \left( H_1 + \frac{1}{12} H_2 + \frac{1}{3} H_3 + \frac{1}{36} H_4 \right) + o(n^{-1}), \]

where

\[ H_1 = c^{jr} (\hat{\rho}_{jr} + \hat{\rho}_j \hat{\rho}_r), \quad H_2 = 3a_{jrsu} c^{jr} c^{su}, \]
\[ H_3 = 3a_{ijr} \hat{\rho}_s c^{js} c^{rs}, \quad H_4 = 15a_{jrsu} a_{uvw} c^{jr} c^{su} c^{vw}. \]

Noting that \( E^\theta(H_a) = k_a^* + o(1), a = 1, \ldots, 4 \), the lemma follows from (5.3). □

Lemma 5.2.

\[ nb_F(\theta) \to \frac{1}{2p} \left( Q_1 + \frac{1}{12} Q_2 - \frac{1}{3} Q_3 + \frac{1}{36} Q_4 \right). \]

Proof. Comparing with the frequentist Bartlett correction factor as given in equation (2.10) of [13], we obtain

\[ b_F(\theta) = \frac{1}{2pn} \left( Q_1 + \frac{1}{12} Q_2 - \frac{1}{3} Q_3 + \frac{1}{36} Q_4 \right) + o(n^{-1}), \]

from which the result follows. □

Lemma 5.3.

\[ nE^\theta \log \left( \frac{\pi(\hat{\theta})}{\pi(\theta)} \right) \to \rho_r b^r + \frac{1}{2} i^{jr} \rho_{jr}, \]

where \( b^r = i^{jr} i^{kt} k_{jk, t} + \frac{1}{2} i^{jr} i^{kt} k_{jkt} \).

Proof. From [20], page 209, we see that

\[ E^\theta(\hat{\theta}^r) = \theta^r + n^{-1} b^r + o(n^{-1}), \]
\[ \text{Cov}^\theta(\hat{\theta}^r, \hat{\theta}^s) = n^{-1} i^{rs} + o(n^{-1}). \]

By applying Bartlett’s identity,

\[ k_{jkt} + k_{j, kt} + k_{k, jt} + k_{t, jk} + k_{j, k, t} = 0 \]
(cf. equation (7.2) of [20]), it can be seen that our expression for $b^*$ agrees with that of McCullagh. From (5.4), (5.5) and the Taylor expansion of $\rho(\hat{\theta})$ around $\theta$, we obtain

$$E^\theta\{\rho(\hat{\theta})\} = \rho(\theta) + n^{-1}b^*\rho_r + \frac{1}{2}n^{-1}\rho_{rs}i^{rs} + o(n^{-1}),$$

from which the lemma follows. $\square$

**Lemma 5.4.**

$$nE^\theta[\log \left\{ \frac{|J|}{|I(\theta)|} \right\}]$$

$$\rightarrow -i^{jr} \left( k_{jrs}b^* + i^{sk}k_{jrs,k} + \frac{1}{2}k_{jrs,t}i^{st} \right)$$

$$- \frac{1}{2}i^{jt}\left\{(k_{ji,tw} - i_{ji}i_{tw}) + k_{ji,tw}i^{ts}_k + k_{jv}i^{tw}_k + k_{jt}i^{tw}_k + k_{jtw}i^{t}. \right\}$$

**Proof.** By the Taylor expansion of $a_{jr} = l_{jr}(\hat{\theta})$ around $\theta$, we get

$$a_{jr} = k_{jr}(\theta) + e_{jr} + o(n^{-1}),$$

where

$$e_{jr} = l_{jr} - k_{jr} + k_{jrs}(\hat{\theta}^s - \theta^s) + (l_{jrs} - k_{jrs})(\hat{\theta}^s - \theta^s) + \frac{1}{2}k_{jrst}(\hat{\theta}^s - \theta^s)(\hat{\theta}^t - \theta^t).$$

From (5.6) and (5.7), we obtain

$$C = i(\theta) - E_s + o(n^{-1}),$$

where $E_s = (e_{jr})$. Noting that $J = nC$, $I(\theta) = ni(\theta)$, $i(\theta)$ positive definite and $E_s$ is a matrix with elements of order $O(n^{-1/2})$, from the above expression for $C$ and standard results on the eigenvalues and determinant of a matrix, it follows by the Taylor expansion that

$$\log \left\{ \frac{|J|}{|I(\theta)|} \right\} = -\operatorname{tr}\{i^{-1}(\theta)E_s\} - \frac{1}{2}\operatorname{tr}\{i^{-1}(\theta)E_s i^{-1}(\theta)E_s\} + o(n^{-1/2}).$$

Using an expansion for $\hat{\theta}^s - \theta^s$ as in [20], Chapter 7, we obtain

$$\hat{\theta}^s - \theta^s = i^{js}\{l_j + i^{sk}l_u(l_{jk} - k_{jk}) + \frac{1}{2}k_{jkt}i^{sk}l_u l_w\} + o(n^{-1/2}).$$

Substituting (5.9) into (5.7) and using (5.4) and (5.5), it follows that

$$E^\theta(e_{jr}) = n^{-1}(k_{jrs}b^* + k_{jrs,kt}i^{sk} + \frac{1}{2}k_{jrs,t}i^{st}) + o(n^{-1})$$

and

$$E^\theta(e_{jr}e_{ku}) = n^{-1}\{(k_{jr,ku} - i_{jr}i_{ku})$$

$$+ (k_{jr,t}k_{ku}w + k_{ku}k_{jr,t} + k_{jr,t}k_{ku}w)l^{tw}\} + o(n^{-1}).$$

(5.11)
While all four terms on the right-hand side of (5.7) are required in evaluating (5.10), only the first two terms on the right-hand side of (5.7) are required in evaluating (5.11). The lemma follows on taking expectations on both sides of (5.8) and using (5.10) and (5.11) on the right-hand side. □

Proof of Theorem 5.1. First, putting Lemmas 5.1 and 5.2 together gives

\[ np \{ E^\theta(b_B) + b_F(\theta) \} \rightarrow \frac{1}{2} \{(Q_1 + k_1^*) - \frac{1}{4}(Q_3 - k_3^*) + \frac{1}{6}(Q_2 + \frac{1}{3}Q_4)\} . \]

Along with Lemmas 5.3 and 5.4, this gives equation (5.1) with

\[ A(\theta, \pi) = i^{rs}(\rho_r \rho_s + 2\rho_{rs}) + 2(k_{jk} + k_{jk,u})i^{ku}j^{jr} \rho_r. \]

Now note that \( D_r i^{kj} = -D_r E^\theta(l_{kj}) = -(k_{kjr} + k_{kj,r}) \) so that

\[ A(\theta, \pi) = i^{rs}(\rho_r \rho_s + 2\rho_{rs}) - 2D_u(i_{jk})i^{ku}j^{jr} \rho_r. \]

Finally, \( D_u(i_{jk})i^{ku}i^{jr} = -D_u(i^{ku})i^{jk}i^{jr} = -D_u(i^{rnu}) \) and so

\[ A(\theta, \pi) = i^{rs}(\rho_r \rho_s + 2\rho_{rs}) + 2D_u(i^{rs})\rho_r = i^{rs} \rho_r \rho_s + 2D_u(i^{rnu}) \rho_r, \]

as required. □

We briefly discuss suitable regularity conditions on the likelihood and prior for the validity of the three forms of remainder R1–R3, although we will not dwell on alternative sets of sufficient conditions in the present paper. There are broadly two sets of conditions required, those for the validity of the Laplace approximation of \( p^\pi(x) \) and those for the validity of the approximation of each of the terms in (4.3). Consider first the form of remainder R2, ignoring for the moment the uniformity requirement. A suitable set of conditions for this form of remainder is given in Section 3 of [15], which constitutes the definition of a “Laplace-regular” family. Broadly, one requires \( l(\theta) \) to be six-times continuously differentiable and \( \pi(\theta) \) to be four-times continuously differentiable, plus additional conditions controlling the error term and nonlocal behavior of the integrand. Since additionally we require uniformity in compact subsets of \( \Theta \) in R2, we need to replace the neighborhood \( B_\delta(\theta_0) \) in these conditions by an arbitrary compact subset of \( \Theta \). In addition to these conditions, for the approximation of the terms in (4.3) we require the expectations of the mixed fourth-order partial derivatives of \( \log f(X; \theta) \) to be continuous and also conditions guaranteeing the expansions for the expectation of \( \hat{\theta} \) needed in the proofs of Lemmas 5.3 and 5.4, as given in [20], Chapter 7. From an examination of the relevant proofs, it is seen that a slight strengthening of the above conditions will be required for the stronger form R3 of remainder. For example, \( l(\theta) \) and \( \pi(\theta) \) seven-times and five-times continuously differentiable, respectively, will give rise to a higher-order version of Laplace-regularity. Finally, the weaker form of remainder R1
would apply when \(l(\theta)\) and \(\pi(\theta)\) are only four-times and twice continuously differentiable, respectively, again with additional regularity conditions controlling, for example, the nonlocal behavior of the integrand in the Laplace approximation and giving uniformity of all the \(o(n^{-1})\) remainder terms.

Returning to the predictive loss function, it follows from Theorem 5.1 that, for \(\pi \in C\), the asymptotic predictive loss function (4.5) is given by
\[
L(\theta, \pi) = A(\theta, \pi) - A(\theta, \pi^f),
\]
where \(A(\theta, \pi^f) = i^{rs} \nu, \nu + 2D_s(i^{rs} \nu)\) and \(\nu = \log \pi^f = \frac{1}{2} \log |i|\). It is interesting to note that (5.12) is of the same form as the right-hand side of the first expression in Theorem 4 of [14], which relates to the comparison of estimative predictive distributions based on Bayes estimators. In the case of a single prediction \((m = 1)\), the connection can be understood from Theorem 7 of [14], which establishes that, to the asymptotic order considered here, the Kullback–Leibler difference between the posterior and the associated estimative predictive distributions is independent of the prior. The derivation of Theorem 5.1 given here is more direct, as it does not involve Bayes estimators. Moreover, our result applies for an arbitrary amount of prediction.

Note that \(L(\theta, \pi)\) only depends on the sampling model through Fisher’s information. The quantity \(M(\theta)\), however, involves components of skewness and curvature of the model. We do not consider \(M(\theta)\) further in this paper, although its form, which may be deduced from the results of Lemmas 5.1–5.4, may be of independent interest. It may be verified directly that \(L(\theta, \pi)\) is invariant under parameter transformation, as expected in view of (4.6) and the invariance of \(L_{Y|X}(\theta, \pi)\). Furthermore, since all the terms in (4.2) are invariant, it follows that \(M(\theta) \equiv M(\theta) + A(\theta, \pi^f)\) must also be an invariant quantity. In the case \(p = 1\), we obtain the relatively simple expression
\[
M(\theta) = \frac{1}{12} \alpha_{111} + \frac{1}{2} \gamma^2,
\]
where \(\alpha_{111}\) is the skewness and \(\gamma^2 = \alpha_{22} - \alpha_{12}^2 - 1\) is Efron’s curvature, with
\[
\alpha_{jk\ldots}(\theta) = \{i(\theta)\}^{-(j+k+\ldots)/2} E_\theta \{l^j(\theta)l^k(\theta)\ldots\},
\]
where \(l^j\) is the \(j\)th derivative of \(l\).

**Example 5.1.** Normal model with unknown mean. As a simple first example, suppose that \(X_i \sim N(\theta, 1)\). Here \(i(\theta) = 1\) and \(\alpha_{111}(\theta) = \gamma^2(\theta) = 0\) so that \(L(\theta, \pi) = (\rho')^2 + 2\rho''\) and \(M(\theta) = 0\) from (5.13). By construction, \(L(\theta, \pi^f) = 0\), but note that the improper priors \(\pi^c \propto \exp\{c(\theta - \theta_0)\}, c \in \mathcal{R}\), also deliver constant loss, with \(L(\theta, \pi^c) = c^2 > 0\). We will see in Section 6 that Jeffreys’ prior is minimax in this example. Since here \(M(\theta) = 0\) and \(\pi^f(\theta) \propto 1\), this result also follows from the exact analysis of the criterion (2.1) in [19].
Now let $\Omega$ be the class of priors having compact support in $\Theta$ and let $\Gamma = \Omega \cap C$. It follows from (4.6) that if $\tau \in C$ and $\tau \in \Omega$, then $L(\tau, \tau)$ is equal to the expected predictive loss $\int L(\theta, \tau)\tau(\theta) d\theta$. Since $\tau \in C$, we also have $\zeta(\tau) = -\int L(\theta, \tau)\tau(\theta) d\theta$, which is finite since $L(\theta, \tau)$ is continuous and, hence, bounded on compact subsets of $\Theta$. The next result gives expressions for the predictive regret $d(\tau, \pi)$ and predictive information $\zeta(\tau)$ when $\pi \in C$ and $\tau \in \Gamma$. The expression for $\zeta(\tau)$ here is similar to that given in Theorem 5 of [14] for the Bayes risk of bias-adjusted estimators.

**Lemma 5.5.** Suppose $\pi \in C$ and $\tau \in \Gamma$. Then

\begin{equation}
(5.14) \quad d(\tau, \pi) = \int i^{rs}(\rho_r - \mu_r)(\rho_s - \mu_s)\tau d\theta
\end{equation}

and

\begin{equation}
(5.15) \quad \zeta(\tau) = \int i^{rs}(\mu_r - \nu_r)(\mu_s - \nu_s)\tau d\theta,
\end{equation}

where $\mu = \log \tau$.

**Proof.** From (5.2), integration by parts gives

\begin{equation}
(5.16) \quad \int A(\theta, \pi)\tau(\theta) d\theta = \int i^{rs} \rho_r \rho_s \tau d\theta - 2 \int i^{rs} \rho_r \mu_s \tau d\theta + 2 \beta(\tau, \pi),
\end{equation}

where

$$
\beta(\tau, \pi) = \sum_{s=1}^{p} \int [i^{rs} \rho_r \tau \theta^{s}(\theta^{(-s)})] d\theta^{(-s)}
$$

and $\theta^{s}(\theta^{(-s)})$ and $\bar{\theta}^{s}(\theta^{(-s)})$ are the finite lower and upper limits of integration for $\theta^{s}$ for fixed $\theta^{(-s)}$, the vector of components of $\theta$ omitting $\theta^{s}$. But $\beta(\tau, \pi) = 0$, since both $\pi$ and $\tau$ are in $C$. Therefore,

\begin{equation}
(5.17) \quad \int A(\theta, \pi)\tau(\theta) d\theta = \int i^{rs} \rho_r (\rho_s - 2\mu_s)\tau d\theta.
\end{equation}

Evaluating (5.17) at $\pi = \tau \in C$ gives

\begin{equation}
(5.18) \quad \int A(\theta, \tau)\tau(\theta) d\theta = -\int i^{rs} \mu_r \mu_s \tau d\theta.
\end{equation}

It now follows from (5.17) and (5.18) that

$$
d(\tau, \pi) = L(\tau, \pi) - L(\tau, \tau) = \int \{A(\theta, \pi) - A(\theta, \tau)\}\tau(\theta) d\theta
$$

$$
= \int i^{rs}\{\rho_r (\rho_s - 2\mu_s) + \mu_r \mu_s\}\tau d\theta,
$$
which gives (5.14). Since $\zeta(\tau) = d(\tau, \pi^J)$, (5.15) follows on evaluating the above expression at $\pi = \pi^J$. □

The expression (5.15) for the predictive information $\zeta(\tau)$ is seen to be invariant under reparameterization, as expected. It might appear at first sight that $\zeta(\tau)$ will attain the value zero at $\tau = \pi^J$, but this is not necessarily the case since $\pi^J$ may be improper and there may be no sequence of priors in $\Gamma$ converging to $\pi^J$ in the right way: see the next section. Finally, note that the form of $d(\tau, \pi)$ in Lemma 5.5 implies that $L(\theta, \pi)$ is a $\Gamma$-strictly proper scoring rule since $d(\tau, \pi)$ attains its minimum value of zero uniquely at $\pi = \tau \in \Gamma$.

6. Impartial, minimax and maximin priors. As expected, for a given prior density $\pi \in \Pi_\infty$, from (4.10) the posterior predictive regret will be large when the predictive information (4.9) in $\tau$ is large. Therefore it is not possible to achieve constant regret over all possible $\tau \in \Phi$, nor minimaxity since the regret is unbounded. Instead, as discussed in Section 2, we consider the predictive regret associated with using $\pi$ compared to using Jeffreys' prior and study the behavior of the predictive loss function

$$\begin{equation}
L(\tau, \pi) = d(\tau, \pi) - d(\tau, \pi^J),
\end{equation}$$

which is the asymptotic form of the normalized version of equation (2.4).

Adopting standard game-theoretic terminology, the prior $\pi \in \Pi_\infty$ is an equalizer prior if the predictive loss $L(\theta, \pi)$ is constant over $\theta \in \Theta$. This is equivalent to the predictive loss (6.1) being constant over all $\tau \in \Gamma$. We will therefore refer to an equalizer prior as an impartial prior. The prior $\pi_0 \in \Pi_\infty$ is minimax if $\sup_{\tau \in \Phi} L(\tau, \pi_0) = \overline{W}$, where

$$\overline{W} = \inf_{\pi \in \Pi_\infty} \sup_{\tau \in \Phi} L(\tau, \pi)$$

is the upper value of the game. To obtain minimax solutions, we will adopt a standard game theory technique of searching for equalizer rules and showing that they are “extended Bayes” rules; see, for example, Chapter 5 of [4]. This is also the strategy used by Liang and Barron [19] for deriving minimax priors under the predictive regret (2.2) for location and scale families. In the present context the relevant result is given as Theorem 6.1 below.

Let $\Phi^+ \subset \Pi_\infty$ be the class of priors $\pi$ in $\Pi_\infty$ for which there exists a sequence $(\tau_k)$ of priors in $\Phi$ satisfying (i) $L(\tau_k, \pi) = \int L(\theta, \pi) \, d\tau_k(\theta)$ and (ii) $d(\tau_k, \pi) \to 0$. Since $L(\tau, \pi)$ is a proper scoring rule, each $\tau_k$ is a Bayes solution and, hence, $\Phi^+$ can be regarded as a class of extended Bayes solutions. If $\pi \in \Phi^+$ is an equalizer prior, then we can unambiguously define its predictive information as

$$\zeta(\pi) = \lim_{k \to \infty} \zeta(\tau_k)$$
for any sequence $\tau_k \in \Phi$ satisfying (i) and (ii) above. This is true since $L(\theta, \pi) = c$, say, for all $\theta \in \Theta$, and so for every such sequence we have $L(\tau_k, \pi) = c$ for all $k$ from (i). Therefore, from (4.10),

\[(6.2) \quad \zeta(\tau_k) = d(\tau_k, \pi) - c,\]

which tends to $-c$ as $k \to \infty$.

Finally, we define the class $U \subset \Pi_\infty$ of priors $\pi$ for which

\[(6.3) \quad \limsup_{n \to \infty} c_n \sup_{\theta \in \Theta} L_{Y|X}(\theta, \pi) < \infty\]

for every sequence $(m_n)$. Clearly, priors in $U^c$ have poor finite sample predictive behavior relative to Jeffreys’ prior.

**Lemma 6.1.** Suppose that $\pi \in C \cap U$, that $R1$, $R2$ or $R3$ holds and that $(m_n)$ is any sequence satisfying the conditions in Theorem 4.1(a), (b) or (c), respectively. Then

\[\sup_{\tau \in \Phi} L(\tau, \pi) \leq \sup_{\theta \in \Theta} L(\theta, \pi).\]

**Proof.** Let $\tau \in \Phi, \epsilon > 0$ and choose a compact set $K \subset \Theta$ for which $\int_{K^c} d\tau(\theta) \leq \epsilon$. Then

\[L_{Y|X}(\tau, \pi) \leq \sup_{\theta \in K} L_{Y|X}(\theta, \pi) + \epsilon \sup_{\theta \in K^c} L_{Y|X}(\theta, \pi)\]

so that

\[L(\tau, \pi) = \limsup_{n \to \infty} c_n L_{Y|X}(\tau, \pi) \leq \sup_{\theta \in K} L(\theta, \pi) + k\epsilon\]

from (4.6) since $\pi \in C$, where $k = \limsup_{n \to \infty} c_n \sup_{\theta} L_{Y|X}(\theta, \pi) < \infty$ since $\pi \in U$. The result follows since $\epsilon$ was arbitrary. □

We now establish the following connection between equalizer and minimax priors.

**Theorem 6.1.** Suppose that $\pi_0 \in \Phi^+ \cap C \cap U$ is an equalizer prior, that $R1$, $R2$ or $R3$ holds with $\pi = \pi_0$ and that $(m_n)$ is any sequence satisfying the conditions in Theorem 4.1(a), (b) or (c) respectively. Then $\pi_0$ is minimax and $\zeta(\pi_0) = \inf_{\tau \in \Phi} \zeta(\tau)$.

**Proof.** Define

\[\underline{W} = \sup_{\tau \in \Phi} \inf_{\pi \in \Pi_\infty} L(\tau, \pi)\]

to be the lower value of the game. Then $\underline{W} \leq \overline{W}$ is a standard result from game theory. Next, since $\pi_0$ is an equalizer prior, we have $L(\theta, \pi_0) = c$, say,
for all $\theta \in \Theta$. Therefore, $\underline{W} = \inf_{\pi \in \Pi} \sup_{\tau \in \Phi} L(\tau, \pi) \leq \sup_{\tau \in \Phi} L(\tau, \pi_0) \leq \sup_{\theta \in \Theta} L(\theta, \pi_0) = c$ from Lemma 6.1 since $\pi_0 \in C \cap U$. Therefore, $\underline{W} \leq c$.

Since from Lemma 4.1 $L(\tau, \pi)$ is a $\Phi$-proper scoring rule, we have $\inf_{\pi \in \Pi} L(\tau, \pi) \geq L(\tau, \tau) = -\zeta(\tau)$ for every $\tau \in \Phi$. Therefore, $\underline{W} \geq -\inf_{\tau \in \Phi} \zeta(\tau)$. Since $\pi_0 \in \Phi^+$, there exists a sequence $(\tau_k)$ in $\Phi$ with $d(\tau_k, \pi_0) \to 0$. Therefore, since $\zeta(\tau_k) \geq \inf_{\tau \in \Phi} \zeta(\tau) \geq -\overline{W}$ and, from (6.2), $\zeta(\tau_k) \to -c$ as $k \to \infty$, we have $c \leq \overline{W}$. These relations give $\underline{W} \leq c \leq W$ and it follows that $\overline{W} = c = \overline{W}$. The result now follows from the definitions of minimaxity and $\zeta(\pi_0)$. □

We see that, under the conditions of Theorem 6.1, the minimax prior $\pi_0$ has a natural interpretation of containing minimum predictive information about $Y$, since the infimum of the predictive information (4.9) is attained at $\tau = \pi_0$. Equivalently, $\pi_0$ is maximin since it maximizes the Bayes risk $-\zeta(\tau)$ of $\tau \in \Phi$ under (4.8) and, hence, is a least favorable prior under predictive loss. Notice also that Theorem 6.1 implies that $\sup_{\tau \in \Phi} L(\tau, \pi_0) = c$, regardless of the particular sequence $(m_n)$ used.

We note that for the assertion of Theorem 6.1 to hold we require that $\pi_0$ satisfies condition (6.3). There may exist a prior $\pi_1 \in U^c$ which appears to dominate the minimax prior $\pi_0$ on the basis of the asymptotic predictive loss function $L(\theta, \pi)$. However, this prior will possess poor penultimate asymptotic behavior since $L_{Y|X}(\theta, \pi)$ will be asymptotically unbounded. This will be reflected in the value of $\sup_{\tau \in \Phi} L(\tau, \pi)$, which will necessarily be greater than $\sup_{\theta \in \Theta} L(\theta, \pi)$. This phenomenon will be illustrated in Example 6.1.

**Corollary 6.1.** Assume the conditions of Theorem 6.1 and additionally that $\pi_0$ is proper. Then if $\zeta(\pi_0) = -c$, where $c$ is the constant value of $L(\theta, \pi_0)$, then $\pi_0$ is minimax and $\zeta(\pi_0) = \inf_{\tau \in \Phi} \zeta(\tau)$.

**Proof.** Since $d(\pi_0, \pi_0) = 0$ and $\int L(\theta, \pi_0) d\pi_0(\theta) = c = -\zeta(\pi_0) = L(\pi_0, \pi_0)$, it follows on taking $\tau_k = \pi_0$ that $\pi_0 \in \Phi^+$. The result now follows from Theorem 6.1. □

Suppose that $\pi_0 \in C \cap U$ is an improper equalizer prior. One way to show that $\pi_0 \in \Phi^+$ is to construct a sequence $(\tau_k)$ of priors in $\Gamma$ for which $d(\tau_k, \pi_0) \to 0$, where $d(\tau, \pi_0)$ is given by formula (5.14). As noted just prior to Lemma 5.5, the condition $L(\tau_k, \pi_0) = \int L(\theta, \pi_0) d\tau_k(\theta)$ is automatically satisfied when $\tau_k \in \Gamma$.

We consider first the case $p = 1$. In this case it turns out that Jeffreys’ prior is a minimax solution, and, hence, the assertion at the end of Example 5.1. Let $H$ be the class of probability density functions $h$ on $(-1, 1)$ possessing second-order continuous derivatives and that satisfy $h(-1) = h'(−1) =$
\( h''(-1) = h(1) = h'(1) = h''(1) = 0 \) and
\[
(6.4) \quad \int_{-1}^{1} \{g'(u)\}^2 h(u) \, du < \infty,
\]
where \( g(u) = \log h(u) \); that is, the Fisher information associated with \( h \) is finite. The class \( H \) is nonempty, since the density of the random variable \( U = 2V - 1 \), where \( V \) is any beta \((a,b)\) density with \( a,b > 3 \), satisfies these conditions.

**Corollary 6.2.** Suppose that \( p = 1 \). Then Jeffreys’ prior is minimax and \( \zeta(\pi^J) = \inf_{\tau \in \Phi} \zeta(\tau) \).

**Proof.** Since \( L(\theta, \pi^J) = 0 \), Jeffreys’ prior is an equalizer prior. We therefore need to show that \( \pi^J \in \Phi^+ \cap C \cap U \). Recall that \( \pi^J \in C \) was an assumption made in Section 4. Also, since \( L \mid Y \mid X(\theta, \pi^J) = 0 \) for all \( n \) from (2.5), \( \pi^J \in U \).

If \( \pi^J \) is proper, the result now follows immediately from Corollary 6.1 since \( \zeta_Y \mid X(\pi^J) = 0 \) for all \( n \). Suppose then that \( \pi^J \) is improper. Without loss of generality, we assume that \( i(\theta) = 1 \), so that Jeffreys’ prior is uniform. Since \( \pi^J \) is improper, without loss of generality we take \( \Theta \) to be either \((\infty, \infty)\) or \((0, \infty)\) by a suitable linear transformation. Now let \( U \) be a random variable with density \( h \in H \).

Suppose first that \( \Theta = (-\infty, \infty) \) and let \( \tau_k \) be the density of \( \theta = kU \). Clearly, \( \tau_k \in \Gamma, \tau_k \) has support \([-k,k]\) and \( \mu_k'(\theta) = g'(u)/k \), where \( \mu_k = \log \tau_k \) and \( u = \theta/k \). Therefore, from (5.14),
\[
d(\tau_k, \pi^J) = \frac{1}{k^2} E\{g'(U)\}^2 \to 0
\]
as \( k \to \infty \) from (6.4) so that \( \pi^J \in \Phi^+ \). The result now follows from Theorem 6.1.

Next suppose that \( \Theta = (0, \infty) \) and let \( \tau_k \) be the density of \( \theta = k(U+1)+1 \). Then \( \tau_k \in \Gamma, \tau_k \) has support \([1,2k+1]\) and \( \mu_k'(\theta) = g'(u)/k \), where \( u = (\theta - 1)/k - 1 \). Therefore, from (5.14),
\[
d(\tau_k, \pi^J) = \frac{1}{k^2} E\{g'(U)\}^2 \to 0
\]
as \( k \to \infty \) from (6.4), so that \( \pi^J \in \Phi^+ \) and again the result follows from Theorem 6.1. \( \square \)

**Example 6.1.** Bernoulli model. Here Jeffreys’ prior is the beta \((1/2, 1/2)\) distribution, which is therefore minimax from Corollary 6.2. The underlying Bernoulli probability mass function is \( f(x|\theta) = \theta^x(1-\theta)^{1-x}, x = 0, 1, 0 < \theta < 
}
1. Let $\pi^a$ be the density of the beta $(a,a)$ distribution, where $a > 0$. It is straightforward to check from (5.12) that

$$L(\theta, \pi^a) = \left( a - \frac{1}{2} \right) \left\{ -4 \left( a - \frac{1}{2} \right) + \frac{a - 3/2}{\theta(1 - \theta)} \right\},$$

from which we see that $L(\theta, \pi_1) = -4$, where $\pi_1 = \pi^{3/2}$, the beta $(3/2, 3/2)$ distribution. Hence, the prior $\pi_1$ would appear to dominate Jeffreys’ prior. In view of Corollary 6.2, however, we conclude that condition (6.3) must break down for this prior. Indeed, it can be shown directly that $c_n L_Y|X(0, \pi_1)$ is an increasing function of $m$ for fixed $n$ and that, when $m = 1$, we have $c_n L_Y|X(0, \pi_1) = n + O(1)$. By the continuity of $L_Y|X(\theta, \pi_1)$ in $(0, 1)$, it follows that $c_n \sup_\theta L_Y|X(\theta, \pi_1) \to \infty$ as $n \to \infty$ for every sequence $(m_n)$ and so $\pi_1 \notin U$. Therefore, $\pi_1$ exhibits poor finite sample predictive behavior relative to Jeffreys’ prior for values of $\theta$ close to 0 or 1.

It is of some interest to compare this behavior with the asymptotic minimax analysis under the prior predictive regret (4.1). Under (4.1), Jeffreys’ prior is asymptotically maximin [8], but not minimax due to its poor boundary risk behavior. However, a sequence of priors converging to Jeffreys’ prior can be constructed that is asymptotically minimax [26]. Under our posterior predictive regret criterion, Jeffreys’ prior is both maximin and minimax. In particular, it follows that it is not possible to modify the beta $(3/2, 3/2)$ distribution at the boundaries to make it asymptotically minimax.

In the examples below our strategy for identifying a minimax prior will be to consider a suitable class of candidate priors in $C$, compute the predictive loss (5.12), identify the subclass of equalizer priors in $U$ and choose the prior $\pi_0$ in this subclass, assuming it is nonempty, with minimum constant loss. Clearly, $\pi_0$ will be minimax over this subclass of equalizer priors. If, in addition, it can be shown that $\pi_0 \in \Phi^+$, then the conditions of Theorem 6.1 hold and $\pi_0$ is minimax over $\Phi$. In particular, we will see that in dimensions greater than one, although Jeffreys’ prior is necessarily impartial, it may not be minimax. This is not surprising, since we know that in the special case of transformation models the right Haar measure is the best invariant prior under posterior predictive loss (see Section 2). Exact minimax solutions for Examples 6.2 and 6.3 under the predictive regret (2.2) have recently been obtained by Liang and Barron [19]. Finally, all these examples are sufficiently regular for the strongest form $R3$ of remainder to hold for the priors $\pi_0$ that are obtained. Hence, from Theorem 4.1(c), all the results will apply for an arbitrary amount of prediction.

Example 6.2. Normal model with unknown mean and variance. Here $X \sim N(\beta, \sigma^2)$ and $\theta = (\beta, \sigma^2)$. We will show that the prior $\pi_0(\theta) \propto \sigma^{-1}$ is minimax. This is Jeffreys’ independence prior, or the right Haar measure under the group of affine transformations of the data.
Consider the class of improper priors \( \pi^a(\theta) \propto \sigma^{-a} \) on \( \Theta \), where \( a \in \mathbb{R} \). Transforming to \( \phi = (\beta, \lambda) \), where \( \lambda = \log \sigma \), these priors become \( \pi^a(\phi) \propto \exp\{-(a - 1)\lambda\} \) in the \( \phi \)-parameterization. Here we find that \( i(\phi) = \text{diag}(e^{-2\lambda}, 2) \). Since \( \rho^a(\phi) = \log \pi^a(\phi) = -(a - 1)\lambda \), it follows immediately from (5.2) that \( A(\phi, \pi^a) = \frac{1}{2}(a - 1)^2 \). Furthermore, since \( |i(\phi)| = 2e^{-2\lambda} \), we have \( \pi^d(\phi) \propto e^{-\lambda} = \pi^2(\phi) \) so that \( A(\phi, \pi^d) = \frac{1}{2} \). It now follows from (5.12) that \( L(\phi, \pi^a) = \frac{1}{2}((a - 1)^2 - 1) \). Therefore, all priors in this class are equalizer priors and \( L(\phi, \pi^a) \) attains its minimum value in this class when \( a = 1 \), which corresponds to \( \pi_0(\phi) \propto 1 \), or \( \pi_0(\theta) \propto \sigma^{-1} \) in the \( \theta \)-parameterization.

Note that the minimum value \(-\frac{1}{2} < 0\), which is the loss under Jeffreys' prior.

We now show that \( \pi_0 \in \Phi^+ \cap C \cap U \). Clearly, \( \pi_0 \in C \), while \( \pi_0 \in U \) follows because \( L_{Y|X}(\theta, \pi_0) \) is constant for all \( n \) since \( \pi_0 \) is invariant under the transitive group of transformations of \( \Theta \) induced by the group of affine transformations of the observations (see Section 2). It remains to show that \( \pi_0 \in \Phi^+ \). Let \( U_1, U_2 \) be independent random variables with common density \( h \in \mathcal{H} \) and let \( \tau_k \) be the joint density of \( \phi = (\beta, \lambda) \), where \( \beta = k_1U_1, \lambda = k_2U_2 \) and \( k_1, k_2 \) are functions of \( k \) to be determined. Let \( \mu_k = \log \tau_k \). Then \( \mu_{k_k} = k^{-1}_r g(U_r), r = 1, 2 \), where \( g = \log h \). Write \( \alpha = \int_{\beta, \sigma}^1 \{g'(u)^2\}h(u)du < \infty \) since \( h \in \mathcal{H} \). Since \( \rho_0(\phi) = \log \pi_0(\phi) \) is constant, it follows from (5.14) that

\[
d(\tau_k, \pi_0) = E[k_1^{-2}e^{2\lambda}\{g'(U_1)^2 + \frac{1}{2}k_2^{-2}\{g'(U_2)^2\}^2\} \leq \alpha_k\{k_1^{-2}e^{2k_2} + \frac{1}{2}k_2^{-2}\},
\]

since \( \lambda \leq k_2 \). Now take \( k_1 = ke^k, k_2 = k \). Then \( d(\tau_k, \pi_0) \leq \frac{3\alpha}{2k^2} \to 0 \) as \( k \to \infty \) and, hence, \( \pi_0 \in \Phi^+ \). It now follows from Theorem 6.1 that \( \pi_0 \) is minimax and that \( \zeta(\pi_0) = \frac{1}{2} \).

**Example 6.3.** Normal linear regression. Here \( X_i \sim N(z_i^T\beta, \sigma^2) \), \( i = 1, \ldots, n \), where \( Z_n = (z_1, \ldots, z_n)^T \) is an \( n \times q \) matrix of rank \( q \geq 1 \) and \( \theta = (\beta, \sigma) \). Using a similar argument to that in Example 6.2, we can show that again Jeffreys' independence prior, or the right Haar measure, \( \pi_0(\theta) \propto \sigma^{-1} \) is minimax.

Since the variables are not identically distributed in this example, it is not covered by the asymptotic theory of Sections 4 and 5. However, under suitable stability assumptions on the sequence \( (z_i) \) of regressor variables, at least that \( V_n \equiv n^{-1}Z_n^TZ_n \) is uniformly bounded away from zero and infinity, then a version of Theorem 5.1 will apply.

Proceeding as in Example 6.2, we again consider the class of priors \( \pi^a(\theta) \propto \sigma^{-a} \) on \( \Theta \), where \( a \in \mathbb{R} \). Transforming to \( \phi = (\beta, \lambda) \), where \( \lambda = \log \sigma \), these priors become \( \pi^a(\phi) \propto \exp\{-(a - 1)\lambda\} \). Here we find that \( i_n(\phi) = \text{diag}(e^{-2\lambda}V_n, 2) \) and, exactly as in Example 6.2, we obtain \( A(\phi, \pi^a) = \frac{1}{2}(a - 1)^2 \). Here \( |i_n(\phi)| = 2|V_n|e^{-2\lambda} \) so \( \pi^d(\phi) \propto e^{-q\lambda} = \pi^{q+1}(\phi) \) for all \( n \), giving \( A(\phi, \pi^d) = \frac{1}{2}q^2 \) and, hence, \( L(\phi, \pi^a) = \frac{1}{2}((a - 1)^2 - q^2) \). Therefore, all priors in this class are equalizer priors and \( L \) attains its minimum value in this
class when \( a = 1 \), which corresponds to \( \pi_0(\phi) \propto 1 \), or \( \pi_0(\theta) \propto \sigma^{-1} \) in the \( \theta \)-parameterization. Notice that the drop in predictive loss increases as the square of the number \( q \) of regressors in the model. Note also that the ratio \(|i_n|^{-1}|i_{n+1}|\) is free from \( \theta \), so that a version of Theorem 4.1 will hold.

Exactly as in Example 6.2, \( \pi_0 \in C \cap U \) and it remains to show that \( \pi_0 \in \Phi^+ \). Let \( p = q + 1 \) and \( U_j, j = 1, \ldots, p \), be independent random variables with common density \( h \in \mathcal{H} \). With the same definitions as in Example 6.2, let \( \beta_r = k_1 U_r, r = 1, \ldots, q, \lambda = k_2 U_p, \) so that \( \mu_{kr} = k_1^{-1} g'(U_r), r = 1, \ldots, q, \mu_{kp} = k_2^{-1} g'(U_p) \). Then it follows from (5.14) that, with the summations over \( r \) and \( s \) running from 1 to \( q \),

\[
d(\tau_k, \pi_0) = E\{e^{2\lambda V_n^{rs} \mu_{kr} \mu_{ks} + \frac{1}{2} \mu_{kp}^2}\}
\]

\[
= E\{k_1^{-2} e^{2\lambda V_n^{rs} g'(U_r) g'(U_s)} + \frac{1}{2} k_2^{-2} g'(U_p)^2\}
\]

\[
\leq \alpha \{k_1^{-2} e^{2k_2^2 \text{trace}(V_n^{-1})} + \frac{1}{2} k_2^{-2}\},
\]

using \( \int_1 g'(u) h(u) \, du = 0 \). Now take \( k_1 = k e^k, k_2 = k \). Then, as before, \( d(\tau_k, \pi_0) \to 0 \) as \( k \to \infty \) and, hence, \( \pi_0 \in \Phi^+ \). It follows from Theorem 6.1 that \( \pi_0 \) is minimax and \( \zeta(\pi_0) = \frac{2^2}{3} \).

Interestingly, we note that the priors \( \pi_0 \) identified in Examples 6.2 and 6.3 also give rise to minimum predictive coverage probability bias; see [12]. The next example is more challenging and illustrates the difficulties associated with finding minimax priors more generally.

**Example 6.4.** Multivariate normal. Here \( X \sim N_q(\mu, \Sigma) \), with \( \theta \) comprising all elements of \( \mu \) and \( \Sigma \). Write \( \Sigma^{-1} = T'^T \), where \( T = (t_{ij}) \) is a lower triangular matrix satisfying \( t_{ii} > 0 \). Let \( \mu = (\mu_1, \ldots, \mu_q)', \psi_i = t_{ii}, 1 \leq i \leq q, \psi = (\psi_1, \ldots, \psi_q)', \beta_{ij} = t_{ii}^{-1} t_{ij}, 1 \leq i < j \leq q \) and \( \beta^{(i)} = (\beta_1, \ldots, \beta_{i-1})', 2 \leq i \leq q \). Then \( \gamma = (\psi', \beta^{(2)}', \ldots, \beta^{(q)}').(\mu')' \) is a one-to-one transformation of \( \theta \). The loglikelihood is

\[
l(\gamma) = \sum_{i=1}^q \log \psi_i - \frac{1}{2} \left[ \sum_{i=1}^q \psi_i^2 \left\{ \sum_{j=1}^i \beta_{ij} (x_j - \mu_j) \right\}^2 \right],
\]

writing \( \beta_{ii} = 1, i = 1, \ldots, q \). One then finds that the information matrix \( i(\gamma) \) is block diagonal in \( \psi_1, \psi_q, \beta^{(2)}', \ldots, \beta^{(q)}', \mu' \) and is given by

\[
diag(2\psi_1^{-2}, \ldots, 2\psi_q^{-2}, \psi_2^2 \Sigma_{11}, \ldots, \psi_q^2 \Sigma_{q-1,q-1}, \Sigma^{-1}),
\]

where \( \Sigma_{ii} \) is the submatrix of \( \Sigma \) corresponding to the first \( i \) components of \( X \). Using the fact that \( |\Sigma_{ii}| = \prod_{j=1}^i \psi_j^{-2}, i = 1, \ldots, q \), we obtain \( |i(\gamma)| = 2^q \prod_{i=1}^q \psi_i^{4i-2q-2} \).

Consider the class of priors \( \pi^a(\theta) \propto |\Sigma|^{-(q+2-a)/2} \) on \( \Theta \), where \( a \in \mathcal{R} \). In the \( \gamma \)-parameterization, this class becomes \( \pi^a(\gamma) \propto \prod_{i=1}^q \psi_i^{2i-q-a-1} \). Noting
that the case \( a = 0 \) is Jeffreys’ prior, it is straightforward to show from (5.12) that \( L(\gamma, \pi) = \frac{1}{2} \{(a - 1)^2 - 1\} \). Therefore, all priors in this class are equalizer priors and \( \hat{L} \) attains its minimum value within this class when \( a = 1 \). From invariance considerations via affine transformations of \( X \), it can be shown that these priors are also equalizer priors for finite \( n \) and, hence, are all in the class \( U \). These results therefore suggest that the right Haar prior \( \pi_0(\theta) \propto |\Sigma|^{-(q+1)/2} \) arising from the affine group is minimax. However, in this example it does not appear to be possible to approximate \( \pi_0 \) by a sequence of compact priors, as was done in the previous examples. We conjecture, however, that \( \pi_0 \) can be approximated by a suitable sequence of proper priors so that Theorem 6.1 will give the minimaxity of \( \pi_0 \), but we have been unable to demonstrate this. This example does show, however, that Jeffreys’ prior is dominated by \( \pi_0 \).

Interestingly, further analysis reveals that the prior \( \pi_1(\gamma) \propto \prod_{i=1}^{q} \psi_i^{-1} \) is also an equalizer prior and that it dominates \( \pi_0 \). In the \( \theta \)-parameterization this prior becomes \( \pi_1(\theta) \propto \{\prod_{i=1}^{q} |\Sigma_{ii}|\}^{-1} \). However, this prior is seen to be noninvariant under nonsingular transformation of \( X \) and, furthermore, does not satisfy the boundedness condition (6.3).

In the case \( q = 2 \), in the parameterization \( \phi = (\mu_1, \mu_2, \sigma_1, \sigma_2, \rho) \), where \( \sigma_i \) is the standard deviation of \( X_i, i = 1, 2 \), and \( \rho = \text{Corr}(X_1, X_2) \), Jeffreys’ prior and \( \pi_0 \) become, respectively,

\[
\pi^J(\phi) \propto \sigma_1^{-2} \sigma_2^{-2} (1 - \rho^2)^{-2},
\]

\[
\pi_0(\phi) \propto \sigma_1^{-1} \sigma_2^{-1} (1 - \rho^2)^{-3/2}.
\]

Therefore (see the paragraph below), \( \pi_0 \) is Jeffreys’ “two-step” prior. In the context of our predictive set-up, marginalization issues correspond to predicting only certain functions of the future data \( Y = (X_{n+1}, \ldots, X_{n+m}) \). In general, the associated minimax predictive prior will differ from that for the problem of predicting the entire future data \( Y \) unless the selected statistics just form a sufficiency reduction of \( Y \). Such questions will be explored in future work. Thus, if we were only interested in predicting the correlation coefficient of a future set of bivariate data, then we might start with the observed correlation as the data \( X \) and use Jeffreys’ prior in this single parameter case, which is \( \pi(\rho) \propto (1 - \rho^2)^{-1} \). For further discussion and references on the choice of prior in this example, see [6], page 363.

Finally, we note the corresponding result for general \( q \) in the case \( \mu \) known. Again, considering the class of priors \( \pi_a(\theta) \propto |\Sigma|^{-(q+2-a)/2} \) on \( \Theta \), we find that the optimal choice is \( a = 1 \), so \( \pi_0 \) is as given above and in this case coincides with Jeffreys’ prior. This was also shown to be a predictive probability matching prior in [12] in the case \( q = 2 \).

Under the conditions of Theorem 6.1, it is possible to change the base measure from Jeffreys’ prior to \( \pi_0 \), since \( \pi_0 \) is neutral with respect to \( \pi^J \)
under $L(\theta, \pi)$. Denoting quantities with respect to the base measure $\pi_0$ with a zero subscript, since $L(\theta, \pi_0) = c \leq 0$ and $\zeta(\pi_0) = -c$, we have, for $\pi \in \Pi_\infty$,

$$L_0(\theta, \pi) = L(\theta, \pi) - L(\theta, \pi_0) = L(\theta, \pi) - c$$

and for $\tau \in \Phi$,

$$\zeta_0(\tau) = \zeta(\tau) + c.$$ 

Therefore, with respect to the base measure $\pi_0$, the predictive loss under $\pi_0$ becomes $L_0(\theta, \pi_0) = 0$ and the minimum predictive information, attained at $\pi = \pi_0$, is zero.

7. Discussion. In this paper we have obtained an asymptotic predictive loss function that reflects the finite sample size predictive behavior of alternative priors when the sample size is large for arbitrary amounts of prediction. This loss function is related to that in [14] for the comparison of estimative predictive distributions based on Bayes estimators. It can be used to derive nonsubjective priors that are impartial, minimax and maximin, which is equivalent here to minimizing a measure of the predictive information contained in a prior. In dimensions greater than one, unlike an analysis based on prior predictive regret, the maximin prior may not be Jeffreys’ prior. A number of examples have been given to illustrate these ideas.

As discussed in [23], as model complexity increases, it becomes more difficult to make sensible prior assignments, while at the same time the effect of the prior specification on the final inference of interest becomes more pronounced. It is therefore important to have sound methodology available for the construction and implementation of priors in the multiparameter case. We believe that our preliminary analysis of the posterior predictive regret (2.1) indicates that it should be a valuable tool for such an enterprise. More extensive analysis is now required, particularly aimed at developing general methods of finding exact and approximate solutions for the practical implementation of this work and investigating connections with predictive coverage probability bias. Local priors (see, e.g., [23, 24]) are expected to play a role. It would also be interesting to develop asymptotically impartial minimax posterior predictive loss priors for dependent observations and for various classes of nonregular problems. In particular, all the definitions in Section 2 for nonasymptotic settings will apply and could be used to explore predictive behavior numerically.
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