An Innovative Aerial Manipulator with Tandem Ducted Fans: Modeling, Control, and Simulation
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Abstract

This paper proposes an innovative ducted fan aerial manipulator, which is particularly suitable for the tasks in confined environment, where traditional multirotors and helicopters would be inaccessible. The dynamic model of the aerial manipulator is established by comprehensive mechanism and parametric frequency-domain identification. On this basis, a composite controller of the aerial platform is proposed. A basic static robust controller is designed via H-infinity synthesis to achieve basic performance, and an adaptive auxiliary loop is designed to estimate and compensate for the effect acting on the vehicle from the manipulator. The computer simulation analyses show good stability of the aerial vehicle under the manipulator motion and good tracking performance of the manipulator end effector, which verify the feasibility of the proposed aerial manipulator design and the effectiveness of the proposed controller, indicating that the system can meet the requirements of high precision operation tasks well.

1. Introduction

In recent years, the application of unmanned autonomous robots is increasingly diverse, and the interaction between the autonomous robot system and the environment is developed from information interaction (such as sound, light, picture) to physical interaction (replacing manpower to complete operation work) [1]. On the one hand, using autonomous robots for operation work can greatly save labor costs and significantly improve work efficiency; on the other hand, it can liberate people from heavy labor, especially the labor in dangerous and harmful environments. At present, some ground mobile robots have been applied to postearthquake rescue [2], some underwater robots have been applied to oceanic biological sample collection [3], and some space robots have been used in space exploration [4]. Although ground mobile robots, underwater robots, and space robots have been widely used, the application of aerial robots is still in its infancy all over the world. The current unmanned aerial vehicles play an important role in monitoring activities, such as aerial photography and high-voltage line inspection [5], but do not have the ability to physically interact with the environment. However, the aerial operation robot (aerial manipulator) has great application value in the following three aspects: (1) replacing manpower to complete dangerous tasks, such as urban antiterrorism and high-rise building firefighting [6]; (2) replacing manpower to improve efficiency, as in wide-area scientific examination and collection [7]; (3) replacing manpower to reduce costs, as in infrastructure maintenance and remote operation in complex environment [8].
In confined spaces that require operation, it should have high traffic ability and contact ability with the complex environment. Under this premise, it also should have as large operating payload as possible. Second, there is a serious coupling effect between the aerial platform and the robot arm, which makes the system face enormous challenge in terms of stability and manipulation accuracy, and physical contact and manipulation further exacerbate it. The research of aerial robots has begun to attract worldwide attention since 2010, and the representative work includes AIRobots Project [9], ARCAS Project [10], AEROWORKS Project [11].

In respect to structure, most of aerial robots use helicopter or multirotor as aerial platform. Yale University designed a helicopter with a single DOF (degree of freedom) underactuated gripper, as shown in Figure 1(a), and studied the quasi-static compliance control problem during the grabbing process through PID control method [12]. University of Drexel also used helicopter as base platform to expand the 1-DOF gripper into a multi-DOF manipulator and completed the grasping and placement tasks of cylindrical objects [13]. National Taipei University of Technology designed a small quadrotor with a 2-DOF manipulator and carried out simulation analysis of kinematic control in 2D plane based on a simplified vector model [14]. University of Seville designed a dual-arm system based on quadrotor, as shown in Figure 1(b), which expands the maneuvering range and enables more complex operations [15]. However, because of the inherent characteristics of open rotor, the helicopter or multirotor structure is unable to interact with the environment closely, and the arm can only manipulate objects above [10] or below [12], which greatly limits the application scenarios. In order to grab the target side-on, Johns Hopkins University proposed a very long arm to avoid the rotor disc of the quadrotor platform [16], but the changes in the center of mass and moment of inertia caused by the long arm exert serious impacts on the stability and effective payload of the system. Compared to helicopter and multirotor, ducted fan has greater thrust in a more compact structure [17], having contact capability and increasing the payload of the system, which is more suitable as the platform of an aerial robot. Figure 2 shows the comparison of flight area requirements of different types of aerial robots near a wall (namely, our innovative ducted fan aerial robot, quadrotor, and helicopter). It can be seen that, under the same effective load, ducted fan aerial robot can be closer to the target and operate it from side-on with a smaller joint motion range and can pass narrower confined space and be safer. University of Bologna completed a series of studies on contact dynamics of the single ducted fan with vertical wall [18], but their platform cannot carry the manipulator due to the payload and controllability limitations.

With regard to control, because of the serious coupling between aerial platform and manipulator, on the one hand, the manipulation process will have three effects on the aerial platform: (1) the effects of the manipulator gravity, and the gravity moment caused by the noncoincidence of the center of mass between the aerial vehicle and the manipulator, (2) the inertia force and moment generated by manipulator dynamics, and (3) the impact of the external environment during contacting and operating; on the other hand, the drift of the aerial platform also affects the positioning accuracy of the end effector [19]. Some studies ignored the existence of manipulator and only considered the aerial vehicle [20], and some tried to improve the robustness of the aerial vehicle basic controller to ensure system stability [21–23], but both of them are only suitable for small size arm (e.g., lightweight 1-DOF gripper) and lightweight object. DLR in [20] proposed an impedance controller to stabilize the system in the presence of external forces, ignoring the coupling effects between the aircraft and the arm by limiting the motion of the arm. Shenyang Institute of Automation of CAS in [23] designed a linear LQR controller of a helicopter with 1-DOF arm. The simulation results show that the controller has good performance when the arm moves in a small range near the equilibrium point, but the LQR controller cannot stabilize the system when the swing range of the arm is relatively large. AGH University of Science and Technology considered the change in the system’s center of mass caused by the arm movement and compensated for the influence through variable-parameter PID control to achieve system’s stability [24], while the University of Pennsylvania considered the impact of the payload acting on the system’s center of mass [25]. The University of Seville designed a controller to compensate for the change of both the center of mass and the moment of inertia when the arm is in different positions, but the dynamic characteristics of the arm are not considered [26]. The University of Naples Federico II designed a Cartesian space impedance controller based on the integrated dynamic model of the aerial manipulator, which fully considered the coupling effect between the aerial vehicle and the robot arm [27]. However, the controller is highly dependent on the model and has a complicated structure, which is not easy in practice.

Based on the discussion above, the contribution of this paper mainly includes two parts. First, an innovative aerial manipulator based on tandem ducted fans is proposed, which has both great trafficability and effective payload. The dynamic model of the aerial manipulator is established by comprehensive mechanism and parametric frequency domain identification. Owing to the small lateral size, the aerial manipulator can easily realize the omnidirectional manipulation of side-on and below and is particularly suitable for the tasks in confined environment, where traditional multirotor and helicopter would be inaccessible. The application aims of this novel design are canopy sampling in dense forests and insulator lubricating in dense high-voltage wires. Second, a composite controller of the aerial platform is proposed, considering and compensating for both the static and the dynamic disturbances of the manipulator on the vehicle. A basic static robust controller is designed via H-infinity synthesis for basic performance, and an additional adaptive loop is designed for disturbance estimation and compensation from the manipulator to improve the platform stability and the end effector tracking accuracy. The computer simulations verify the effectiveness of the proposed controller.
The organization of this paper is as follows. In Section 2, the structure of the innovative ducted fan aerial manipulator is introduced and the dynamic model is established. Then, based on the dynamic model, a control-oriented state space model of the aerial platform is derived based on parametric identification to facilitate the controller design. In Section 3, the basic robust controller and the adaptive auxiliary controller are designed and analyzed in detail. In Section 4, the simulation results and analysis of the proposed controller are carried out. Finally, some conclusions are drawn in Section 5.

2. Modeling of the Ducted Fan Aerial Manipulator

2.1. System Description. The configuration of the proposed aerial manipulator mainly includes two ducted fan systems with coaxial rotors, two sets of control rudders, a 3-DOF manipulator, the control unit, and the landing gears, as shown in Figure 3. The pitch channel of the vehicle is controlled by the thrust difference between the front and the rear ducted fans, which is caused by the difference of rotor speed; the roll channel is controlled by the rudder systems setting below the duct; the yaw channel is controlled by the reaction torque difference between the upper and lower rotor disc. The total mass of the aerial vehicle is 4.6 kg, with an effective payload of 2 kg. The manipulator weight is 0.9 kg, with a max grasping weight of 0.5 kg. The parameters of the system are detailed in Table 1, where the mass and the structural dimension parameters of the platform are measured directly, and the moments of inertia and the effective

**Table 1: Structural parameters of the system.**

| Parameter | Physical description | Value  |
|-----------|----------------------|--------|
| $m_0$     | Vehicle mass (including battery) | 4.6 kg |
| $m_1$     | Manipulator mass | 0.9 kg |
| $m_{grasp}$ | Max grasping mass | 0.5 kg |
| $I_{xx}$  | Inertia tensor of the vehicle around x-axis | 0.092 kg m² |
| $I_{yy}$  | Inertia tensor of the vehicle around y-axis | 0.283 kg m² |
| $I_{zz}$  | Inertia tensor of the vehicle around z-axis | 0.245 kg m² |
| $l_{cd}$  | Distance between duct center and CG of vehicle | 0.32 m |
| $D$       | Duct diameter | 0.33 m |
| $S_x$     | Vehicle effective resistance area around x-axis | 0.034 m² |
| $S_y$     | Vehicle effective resistance area around y-axis | 0.127 m² |
| $S_z$     | Vehicle effective resistance area around z-axis | 0.133 m² |
| $n$       | Blade number of each disc | 4 |
| $c$       | Blade chord length | 0.027 m |
| $\theta_0$ | Attack angle at the root of blade | 35 deg |
| $\theta_{tw}$ | Torsion rate of blade | 18 deg |
| $\sigma$  | Blade tip clearance | 0.001 m |
resistance areas along three axes of the vehicle are estimated by the CATIA® 3D model. The airfoil used in the prototype is NACA 0012, and the airfoil parameters can be obtained from [28]. The manipulator is installed on the center of the vehicle body and has 3 DOF (one lumbar joint, one shoulder joint, and one elbow joint) to reach any position in 3D space. The end effector is a gripper, and, from the perspective of our application purpose, the posture of the gripper is not considered. The parameters of the arm are described using the standard D-H (Denavit–Hartenberg) method [29], as shown in Table 2.

The hardware of control unit is shown in Figure 4. The on-board controller is Emlid® Navio2 based on Raspberry Pi® 3, which integrates dual IMU module, GPS module, barometer module, and 14 PWM output channels. The rotors are driven by four GARTT® motors, and the motors are driven by HOBBYWING® Electronic Speed Controllers (ESC), which are controlled by the main controller via PWM signals. Each duct system has two sets of control rudders, which are driven synchronously by one KST® servo. The servos are also controlled by PWM signals from the main controller. The Dynamixel® XH430 servo is chosen as arm joint servo, since it has both position control mode and torque control mode and has feedback function of actual position, velocity, and torque of the joint. The on-board main controller communicates with the ground station through the 3DR® radio telemetry.

### 2.2. Dynamic Model.

The coordinate system of the aerial manipulator is introduced in Figure 5. The aerial manipulator is modeled as a multibody system consisting of four interconnected rigid bodies. Let Σ be the earth-fixed Cartesian coordinate frame following the north-east-down rules, Σb be the vehicle body-fixed coordinate frame at the center of mass of the vehicle, Σo be the manipulator base-fixed coordinate frame, and Σi (i = 1, 2, 3) be the coordinate frame of each link of the manipulator following the D-H rules. Notice that Σi coincides with the origin of Σb, only rotated 90° around the Zb axis. In the following, the superscript i means that the variable is related to the coordinate system Σi.

The dynamic formulation is established using iterative Newton–Euler method [29], which is widely used in dynamic modeling [30, 31]. First, give the definition of the motion states of the system. Let Pb = [x · y · z]T and Φb = [φ · θ · ψ]T be the position vector and Euler angle vector of the aerial vehicle platform in earth-fixed frame, and let qbi (i = 1 · 2 · 3) be the joint angle of the manipulator. Let vb and ωb be the velocity vector and angular vector of the aerial vehicle, and let ri and ωi be the velocity and angular rate of the origin of link i of the manipulator. Then, the acceleration of the multibody system can be calculated outward iteratively from the aerial vehicle platform to the manipulator end effector as

\[
\begin{align*}
\mathbf{v}_b^T &= [u \ v \ \omega]^T = \mathbf{R}_b^T \mathbf{p}_b, \\
\mathbf{ω}_b^T &= [p \ q \ r]^T = \mathbf{R}_b^T \mathbf{ω}_b = \mathbf{R}_b^T \mathbf{T}_b \mathbf{Φ}_b = \mathbf{Q}_b \mathbf{Φ}_b, \\
\mathbf{v}_i^0 &= \mathbf{R}_i^b \mathbf{v}_b, \\
\mathbf{ω}_i^0 &= \mathbf{R}_i^b \mathbf{ω}_b, \\
\mathbf{ω}_i^1 &= \mathbf{R}_{i-1}^i \mathbf{ω}_i^{1-1} + \mathbf{q}_i \mathbf{e}_z, \\
\dot{\mathbf{ω}}_i^1 &= \mathbf{R}_{i-1}^i (\mathbf{ω}_i^{1-1} \times \mathbf{p}_i^{1-1}) + \mathbf{ω}_i^{1-1} \times (\mathbf{ω}_i^{1-1} \times \mathbf{p}_i^{1-1}) + \mathbf{v}_i^{1-1}, \\
\mathbf{a}_i^c &= \mathbf{ω}_i^1 \times \mathbf{p}_i^c + \mathbf{ω}_i^1 \times (\mathbf{ω}_i^1 \times \mathbf{p}_i^c) + \mathbf{v}_i,
\end{align*}
\]

where the superscript b refers to the body-fixed coordinate system, the superscript i refers to the ith link coordinate system, and in particular i = 0 for the manipulator base-fixed (link 0) coordinate system, as shown in Figure 5. Specifically, vb, ωb, v0, and v1 b are the velocity and angular rate of the aerial vehicle with respect to the body-fixed coordinate frame, vi, q, and ωi are the velocity and angular rate of the origin of link i with respect to the ith link coordinate frame, and ai c is the acceleration of the center of mass of link i. p0 i is the position vector of the origin of the ith link frame with respect to the i−1th link coordinate frame, and p1 c is the position vector of the center of mass of ith link with respect to the ith link coordinate frame, and eza refers to the projection along the z-axis of link i. R−1 i refers to the transformation matrix from the i−1th link coordinate frame to the ith link coordinate frame. In particular, R−1 1 refers to the transformation matrix from the body-fixed frame to the arm base-fixed (link 0) frame. Rb and Qb are the linear velocity and angular rate transformation matrix between the earth-fixed frame and body-fixed frame expressed in the form of Euler angles.

Then, the Newton–Euler dynamics formulation can be derived as

\[
\begin{align*}
\mathbf{F}^b_i &= \mathbf{m}_b \dot{\mathbf{v}}_b^i + \mathbf{ω}_b^i \times \mathbf{v}_b^i, \\
\mathbf{M}^b_i &= \mathbf{I}_b \dot{\mathbf{ω}}_b^i + \mathbf{ω}_b^i \times \mathbf{I}_b \mathbf{ω}_b^i, \\
\mathbf{F}^c_i &= \mathbf{m}_i \mathbf{a}_i^c, \\
\mathbf{M}^c_i &= \mathbf{I}_i \dot{\mathbf{ω}}_i^c + \mathbf{ω}_i^c \times \mathbf{I}_i \mathbf{ω}_i^c,
\end{align*}
\]

where \( m_b \) and \( I_b \) are the mass of the aerial vehicle and link i, \( I_o \) and \( I_i \) are the inertia matrix of the aerial vehicle and link i. \( \mathbf{F}^b_i \) and \( \mathbf{F}^c_i \) are the total external force exerted on the aerial vehicle and link i, and \( \mathbf{M}^b_i \) and \( \mathbf{M}^c_i \) are the total external moment exerted on the aerial vehicle and link i, which can be calculated inward iteratively from the manipulator end effector to the aerial vehicle platform as

### Table 2: D-H parameters of the manipulator.

| Link | a (m) | a (deg) | d (m) | θ range (deg) |
|------|-------|---------|-------|---------------|
| 1    | 0     | 90      | 0.08  | 180 [-90, 90] |
| 2    | 0.15  | 0       | 0     | 150 [0, 150]  |
| 3    | 0.16  | 0       | 0     | 150 [-150, 0] |
produced by rotors, as shown in Figure 6. In equation (3), the subscript “aero” refers to the aerodynamic force and moment, subscript 1 denotes the front ducted fan system, and subscript 2 denotes the rear ducted fan system. Same as the above, the subscript rudder refers to the force of the front and the rear rudder system. fus refers to the fuselage resistance, and gyro refers to the gyro torque. $p_{cd}$ is the position vector of the center of duct with respect to the center of the vehicle, and $p_{cd}$ is the position vector of the aerodynamic center of rudder with respect to the center of the vehicle. These forces and moments belong to the ducted fan system dynamics, which provide the main thrust and attitude control moments for the aerial vehicle, and will be introduced in detail in the following section.

$$
\begin{align*}
\mathbf{f}_i &= \mathbf{F}_{i}^a + \mathbf{R}_{1i} \mathbf{n}_{i+1} + \mathbf{R}_{1i}^T \mathbf{m}_i \mathbf{g}, \\
\mathbf{n}_i &= \mathbf{M}_i^a + \mathbf{R}_{1i} \mathbf{n}_{i+1} + \mathbf{R}_{1i}^T \mathbf{m}_i \mathbf{g}, \\
\tau_i &= (\mathbf{n}_i^T \cdot \mathbf{e}_{2i}), \\
\mathbf{F}_p &= \mathbf{F}_{aero} + \mathbf{F}_{rudder1} + \mathbf{F}_{rudder2} + \mathbf{F}_{fus} + \mathbf{R}_{1i}^T \mathbf{m}_i \mathbf{g} \\
&= \mathbf{M}_b^a + \mathbf{M}_{aero} + \mathbf{p}_{cdl}^b \times \mathbf{F}_{aero} + \mathbf{p}_{cdz}^b \times \mathbf{F}_{aero} + \mathbf{p}_{rcl}^b \\
&= \mathbf{F}_{rudder1} + \mathbf{p}_{crz}^b \times \mathbf{F}_{rudder2} + \mathbf{M}_{gyro} - \mathbf{R}_{1i} \mathbf{n}_i^b,
\end{align*}
$$

(3)

where $\mathbf{f}_i$ and $\mathbf{n}_i$ are the force and moment exerted on link $i$ by link $i-1$ and $\mathbf{R}_i$ is the transformation matrix from the $i$th link coordinate frame to the earth-fixed coordinate frame. $\tau_i$ is the joint torque of the manipulator.

The total force of the aerial vehicle includes five parts: the aerodynamic force of the ducted fans, the resultant force generated by the rudders, the fuselage resistance, the gravity, and the reaction force of the manipulator. The total moment of the aerial vehicle also includes five parts: the aerodynamic moment of the ducted fans, the torque generated by the aerodynamic forces, the torque generated by the rudders, the reaction torque of the manipulator, and the gyro moment.
**Momentum Theorem.** The inflow process of the coaxial ducted fan under airflow deflection effect is shown in Figure 7. It can be divided into five parts: the free inflow, the deflected airflow whose direction is deflected by duct lip, the airflow at upper rotor disc, the airflow at lower rotor disc, and the outlet of duct exit. The free flow at the ducted fan is

\[
V_a = [u_a \ v_a \ w_a]^T = V_0 - R^T v_w, \tag{4}
\]

where \( V_0 \) is the body velocity of the aerial vehicle and \( v_w \) is the local wind velocity. Express \( v_\infty \) in the inflow plane; the inflow velocity \( V_0 \) is calculated as

\[
\begin{align*}
V_0 &= V_\infty \cos \alpha_i + V_\infty \sin \alpha_i \cos \varphi, \\
|V_0| &= |V_\infty| \alpha = \arctan \left( \frac{w_a}{\sqrt{u_a^2 + v_a^2}} \right). \tag{5}
\end{align*}
\]

Then, the deflected airflow, the airflow at upper and lower rotor disc, and the outlet can be calculated by

\[
\begin{align*}
V_i &= [V_0 \cos \alpha_i + V_\infty \sin \alpha_i \cos \varphi], \\
V_{i1} &= [V_0 \cos \alpha_i + (V_0 \sin \alpha_i + v_{i1}) \cos \varphi], \\
V_{i2} &= [V_0 \cos \alpha_i + (V_0 \sin \alpha_i + v_{i2}) \cos \varphi], \\
V_e &= [V_0 \cos \alpha_i + (V_0 \sin \alpha_i + v_{e\cos}) \cos \varphi], \tag{6}
\end{align*}
\]

where \( v_{i1} \) and \( v_{i2} \) refer to the induced velocities of upper and lower rotor, \( v_{e\cos} \) refers to the overall impact of the ducted fan on free flow, and \( \alpha_i \) is the deflection angle caused by duct effect at duct lip, which can be expressed as a function of free inflow angle and airflow deflection factor as

\[
\alpha_i = \alpha + k \left( \frac{\pi}{2} - \alpha \right). \tag{7}
\]

According to momentum theorem and kinetic energy theorem, considering the control body from the free inflow to the upper disc exit and from the upper disc exit to the duct exit and the entire duct, respectively, the following equations are obtained:

\[
\begin{align*}
T_{i1} &= \frac{1}{2} \rho S_D \left| V_0 \right|^2 \left( \left| V_0 \right| \sin \alpha_i + v_{i1} \right)^2 - \left| V_0 \right|^2 \sin \alpha_i^2, \\
T_{i2} &= \frac{1}{2} \rho S_D \left| V_0 \right|^2 \left( \left| V_0 \right| \sin \alpha_i + v_{i2} \right)^2 - \left| V_0 \right|^2 \sin \alpha_i^2, \\
T &= (1 + k_{duct}) (T_{i1} + T_{i2}) = \rho S_D \left| V_0 \right|^2 \sin \alpha_i + v_{e\cos}, \\
T_d &= \rho S_D \left| V_0 \right|^2 \sin \alpha_i - \left| V_0 \right| \cos \alpha, \tag{8}
\end{align*}
\]

where \( T_{i1} \) and \( T_{i2} \) are the thrusts of upper rotor and lower rotor in the vertical direction, \( T_d \) is the momentum resistance in the horizontal plane, \( k_{duct} \) is the thrust augment factor of duct, and \( SD \) is the rotor disc area.

**Blade Element Theory.** Blade element theory analyzes the aerodynamics of each micro element of the blade, then integrates it along the radial direction of the blade, and averages it along the circumferential direction to solve the forces and moments of the entire rotor. According to equations (5) and (6), the airflow velocities at the blades of upper and lower rotors are

\[
\begin{align*}
V_{r1} &= [u_{r1} \ v_{r1} \ w_{r1}]^T = [V_0 \cos \alpha_i \sqrt{\frac{u_a}{u_a^2 + v_a^2}} \ V_0 \sin \alpha_i \sqrt{\frac{v_a}{u_a^2 + v_a^2}} \ V_0 \sin \alpha_i]^T, \\
V_{r2} &= [u_{r2} \ v_{r2} \ w_{r2}]^T = [V_0 \cos \alpha_i \sqrt{\frac{u_a}{u_a^2 + v_a^2}} \ V_0 \sin \alpha_i \sqrt{\frac{v_a}{u_a^2 + v_a^2}} \ V_0 \sin \alpha_i + v_{i1}]^T. \tag{9}
\end{align*}
\]
Since the blade element theory is a common method, the results after integration of the rotor thrust $T_{ri}$, the reaction torque $Q_{ri}$, the pneumatic rolling torque $L_{ri}$, and the pneumatic pitching torque $M_{ri}$ of the upper and lower rotor are directly given below. Notice that $i = 1$ for upper rotor and $i = 2$ for lower rotor:

\[
\begin{align*}
T_{ri} &= \frac{n}{2\pi} \int_0^{2\pi} \int_0^R d\theta d\psi_0 \frac{n p c_c a_i^2 \Omega_i R^3}{4} \left( \frac{2}{3} + \mu_{ui}^2 + \mu_{vi}^2 \right) \theta_0 - \left( 1 + \mu_{ui}^2 + \mu_{vi}^2 \right) \frac{\theta_{tw}}{2} - \lambda_{wi}, \\
Q_{ri} &= \frac{n}{2\pi} \int_0^{2\pi} \int_0^R dQ_{ri} d\psi_0 \frac{n p c_c a_i^2 \Omega_i^2 R^4}{4} \left( \frac{2}{3} \theta_0 - \frac{1}{2} \theta_{tw} - \lambda_{wi} \right) \lambda_{wi} + \frac{1}{2} \left( 1 + \mu_{ui}^2 + \mu_{vi}^2 \right) C_d, \\
L_{ri} &= \frac{n}{2\pi} \int_0^{2\pi} \int_0^R dL_{ri} d\psi_0 \frac{n p c_c a_i^2 \Omega_i^2 R^4}{4} \left( \mu_{ui} \left( \frac{2}{3} \theta_0 - \frac{1}{2} \theta_{tw} - \lambda_{wi} \right) \right), \\
M_{ri} &= \frac{n}{2\pi} \int_0^{2\pi} \int_0^R dM_{ri} d\psi_0 \frac{n p c_c a_i^2 \Omega_i^2 R^4}{4} \left( \mu_{ui} \left( \frac{2}{3} \theta_0 - \frac{1}{2} \theta_{tw} - \lambda_{wi} \right) \right).
\end{align*}
\]

(10)

In the above formula, $n$ is the blade number of each disc, $R$ is the rotor radius, $\psi_0$ is the blade azimuth angle, $c$ is the blade chord length, $C_a$ is the lift coefficient slope, $C_d$ is the resistance coefficient, $\Omega_i$ is the rotor speed, $\theta_0$ is the blade attack angle, and $\theta_{tw}$ is the blade torsion rate. $\mu_{ui}$, $\mu_{vi}$, and $\lambda_{wi}$ denote the dimensionless ratios of forward velocity, lateral velocity, and inflow velocity:

\[
\mu_{ui} = \left( \frac{u_{rai}}{\Omega_i R} \right), \mu_{vi} = \left( \frac{v_{rai}}{\Omega_i R} \right), \lambda_{wi} = \left( \frac{v_i - u_{rai}}{\Omega_i R} \right).
\]

(11)

Solve equations (8) and (10) simultaneously; the aero force and moment of the ducted fan in body-fixed frame can be derived as

\[
F_{\text{aero}} = \begin{bmatrix} -\frac{u}{\sqrt{u^2 + v^2}} T_d - \frac{v}{\sqrt{u^2 + v^2}} T_d \end{bmatrix}^T, \\
M_{\text{aero}} = \begin{bmatrix} L_{r1} - L_{r2} & M_{r1} - M_{r2} & Q_{r1} - Q_{r2} \end{bmatrix}^T.
\]

(12)

Rudder Dynamics. Same as the ducted fan system, the following gives the analysis of the front rudder, and the rear one can be obtained in the same way. The rudder is in the outflow of the duct exit, and its attack angle can be calculated by

\[
\alpha_r = \alpha_e + \delta,
\]

(13)

where $\alpha_e$ is the angle of the duct outflow velocity $V_e$ and $\delta$ is the rudder control angle. Then the aero-lift and aero-drag of the rudder can be derived as
where \( \rho \) is the airflow density, \( S_r \) is the rudder area, and \( C_{lv} \) and \( C_{dv} \) are the lift coefficient and drag coefficient, which are the functions of \( \alpha \). The force of the control rudder in body-fixed frame can then be derived. \( n_r \) is the number of the rudders in one duct:

\[
F_{\text{rudder}} = \left[ 0 \quad n_r (L_r \cos \alpha + D_r \sin \alpha) \quad n_r (-L_r \sin \alpha + D_r \cos \alpha) \right]^T.
\]

(15)

In summary, the expression of each component in equation (3) is obtained, and the comprehensive nonlinear mechanism model is established.

2.4. Model Identification of the Aerial Platform. The comprehensive nonlinear mechanism model established in the previous section can fully reflect the characteristics of the system in all-envelope range and be used for system performance prediction and comprehensive simulation analysis, but the complex mechanism is not suitable for the controller design process [33]. Since the working scenarios of the aerial vehicle in this paper are hovering or near-hovering conditions, in order to reduce the complexity of nonlinear identification and improve the identification accuracy under the noise of low-cost sensors, the parametric frequency domain identification is performed. First, a simplified parametric model can be derived from the nonlinear mechanism model of the aerial platform by small perturbation assumption under hover equilibrium point; then, a control-oriented state space model of the aerial platform is derived based on frequency domain identification method. The identification model is verified in both time and frequency domains.

The nonlinear mechanism model of the aerial vehicle can be described as

\[
\begin{align*}
\dot{x}_b &= f(x_b, u_b), \\
x_b &= \left[ u \ v \ w \ p \ q \ r \ \varphi \ \psi \right]^T, \\
u_b &= \left[ u_{\text{alt}} \ u_{\text{roll}} \ u_{\text{pitch}} \ u_{\text{yaw}} \right]^T,
\end{align*}
\]

(16)

where \( u_b \) is the normalization control input vector, referring to the altitude channel, roll channel, pitch channel, and yaw channel, and is mapped to the rotor speed difference and rudder angle (described in 2.1). Find the partial derivative of equation (16) at hover equilibrium point to obtain the system’s Jacobian matrix:

\[
\begin{align*}
\dot{x}_b &\approx A(x_b - x_{\text{hover}}) + B(u_b - u_{\text{hover}}), \\
A &= \left( \frac{\partial f}{\partial x_b} \right), \\
f(x_{\text{hover}}, u_{\text{hover}}) &= 0.
\end{align*}
\]

Then, the simplified parametric matrix A and B to be identified is obtained by small perturbation assumption. Since \( x_{\text{hover}} \) and \( u_{\text{hover}} \) are constant and \( x_{\text{hover}} = 0 \), in the rest of this paper, for the simplicity of the symbol, let \( x_b = x_b - x_{\text{hover}}, u_b = u_b - u_{\text{hover}} \). Because the aerial vehicle platform is inherently unstable, the closed-loop identification is carried out following the procedure in [34]. A simple PID controller is used to ensure the stability during identification process. A set of Chirp sweep signals (introduced in [35]) is performed in each of the input channels, and the data is processed by Cifer® identification tool [35]. The model fitting process is an optimization problem as

\[
\begin{align*}
\min J &= \sum_{i=1}^{n} \left\{ \frac{20}{n_\omega} \sum_{\omega} W_p \left[ G_{fi} \right]^2 + W_p (\angle G_{fi} - \angle G)^2 \right\},
\end{align*}
\]

(18)

where \( G_{fi} \) is the transfer function to be fitted corresponding to \( G_i \), converting from the parametric state space equation, and \( n \) is the number of the transfer functions. \( |G| \) refers to the amplitude and \( \angle G \) refers to the phase. \( n_\omega \) is the number of the selected frequency sampling points, and \( \omega_j \) and \( \omega_{\text{ref}} \) refer to the initial and termination sampling frequency respectively. \( W_p \), \( W_{\omega_j} \), and \( W_{\omega_{\text{ref}}} \) are the weighting functions referring to coherence value, amplitude, and phase, respectively, and are chosen following the directions in Cifer®. The frequency response identification results are shown in Figures 8 and 9, and the identified model is
Figure 8: Frequency response identification results of linear velocities.

Figure 9: Continued.
In order to verify the accuracy of the identified model, a series of flight tests are carried out in time domain, as shown in Figure 10. The low-pass filtered bipolar square wave signal, which is different from the identification excitation signal, is used as the excitation signal in each channel, and the evaluation of the model is realized by comparing the output of the identified model simulation and the actual test measurement. Notice that the angular rate errors in Figure 10 are large while other variables match well, because the dynamic characteristics of angular rate are ignored in high frequency in the linearized model and the angular rate channel has relatively large measurement noise. According to [35], Theil inequality coefficient (TIC) can be used to estimate the model fitting accuracy, which is calculated as

$$ J_{TIC} = \frac{1}{n} \sum_{i=1}^{n} \left( \mathbf{y}_{\text{test}} - \mathbf{y}_{\text{sim}} \right)^{T} \left( \mathbf{y}_{\text{test}} - \mathbf{y}_{\text{sim}} \right) \left( \mathbf{y}_{\text{test}}^{T} \mathbf{y}_{\text{test}} + \mathbf{y}_{\text{sim}}^{T} \mathbf{y}_{\text{sim}} \right)^{-1} $$

where $\mathbf{y}_{\text{sim}}$ and $\mathbf{y}_{\text{test}}$ are the output vector of identified model simulation and actual flight test, and $n$ is the number of sampling points. A smaller value of TIC indicates that the accuracy of the identified model is higher, and a value less...
than 0.25 indicates that the model has good predictive performance [35]. $J_{TTC}$ of our model is 0.1596, indicating that the nominal model has satisfactory accuracy.

### 3. Composite Controller Design

The overall architecture of the aerial manipulator control system is shown in Figure 11. A typical application scenario of the aerial manipulator is that, given the reference position of the target object, the aerial vehicle flies near the target, and the manipulator moves, grabs the object, and then leaves. Since the process of arriving at the desired position of the aerial platform and completing the operation task of the manipulator is independent, and the control objectives, dynamic characteristics, and response speed of the aerial platform and the manipulator are different, the controllers of the aerial platform and the manipulator are designed separately for the purposes of reducing the controller complexity, reducing the hardware cost, and facilitating the engineering practice. In this framework, the most important challenge is the aerial platform controller design under the motion of manipulator and external interaction disturbances of target object.

This section mainly focuses on the composite controller design of the aerial platform under the existence of manipulator disturbances. First, a two-layer basic controller is designed to ensure the stability, decoupling, and tracking performance of the platform. On the one hand, the aerial vehicle is a strongly coupled, nonlinear, multi-input multi-output (MIMO) system; thus, traditional controllers (such as PID controller) cannot guarantee good performance of the system. On the other hand, based on the premise of guaranteeing performance, the controller should have low complexity, clear structure, and high solution rate to be easy in practice. Considering these two aspects, a robust static feedback controller based on H-infinite synthesis and nonsmooth optimization is designed as the basic inner loop controller, which guarantees good robustness and stability.
The control-oriented dynamic model of the aerial platform is designed to estimate and compensate for the disturbances of the environment, and an auxiliary adaptive loop is used for manipulator control. Since the computed torque PID control is a conventional method, considering the dynamics of the manipulator under the motion of the aerial platform, a computed torque PID controller is used for manipulator control. Since the computed torque PID control is a conventional method, and the manipulator dynamics is elaborated in Section 2, the controller of the manipulator is not detailed in this paper.

### 3.1. Robust Basic Controller Design

The design objective of the basic controller is to achieve the stability and accurate position tracking of the aerial platform. The diagram of the basic controller is shown in Figure 12, which includes two loops. The inner loop is an H-infinite static full-state feedback controller $K_b$ to ensure the decoupling and stabilization of the system, and a prepositive static controller $K_f$ is proposed for tracking performance of the inner loop. Since the inner loop has been well decoupled and stabilized, the outer loop (position loop) is designed as a series of simple PD controllers for position tracking. According to (17), the control-oriented dynamic model of the aerial platform is

$$
\begin{align}
\dot{x}_b(t) &= A x_b(t) + B u_b(t) + f(t), \\
y_b(t) &= C x_b(t), \\
x_b &= \begin{bmatrix} u & v & w & p & q & r & \varphi & \psi \end{bmatrix}^T, \\
y_b &= \begin{bmatrix} u & v & w & r \end{bmatrix}^T,
\end{align}
$$

where $f$ is the disturbance vector. The reference command is $r_b = [u_{\text{ref}} v_{\text{ref}} w_{\text{ref}}]^T$. Accordingly, the outer loop reference command is $p_r = [x_{\text{ref}} y_{\text{ref}} z_{\text{ref}}]^T$. The kinematics module in Figure 12 converts the variables between the body-fixed coordinate frame and earth-fixed coordinate frame according to equation (1).

Focusing on the inner loop controller, we can define the output error as

$$
e_b = r_b - y_b.
$$

Rewrite the system model in frequency domain and augment it, and the structured decoupling standard form of H-infinite synthesis problem [36] can be obtained as in Figure 13:

$$
\begin{align}
y_{\text{aug}} &= \begin{bmatrix} y_b & x_{\text{aug}} \end{bmatrix}^T = G_{\text{aug}} u_{\text{aug}}, \\
x_{\text{aug}} &= \begin{bmatrix} e_b & x_b \end{bmatrix}^T, \\
u_{\text{aug}} &= \begin{bmatrix} f & r_b & u_b \end{bmatrix}^T, \\
G_{\text{aug}}(\omega) &= \begin{bmatrix} CG_f & 0 & CG_b \\
-CG_f & 1 & -CG_b \\
G_f & 0 & G_b \end{bmatrix},
\end{align}
$$

where the control law of the robust controller can be calculated as

$$
\begin{align}
u_b &= K_f e_b - K_b x_b = K_{\text{st}} x_{\text{aug}}, \\
K_{\text{st}} &= \begin{bmatrix} K_f & 0 \\
0 & -K_b \end{bmatrix}.
\end{align}
$$

For the augmented system, the closed-loop transfer function from the input $m$ to the output $n$ can be calculated by linear fractional transformation (LFT) as

$$
T_{m \rightarrow n}(s) = F_l(G_{\text{aug}}, K_{\text{st}}).
$$

Then, based on H-infinite synthesis method, the controller tuning process can be converted into an optimization problem as

$$
\begin{align}
\min_{K_{\text{st}}} & J = \left\| W_A T_A(G_{\text{aug}}, K_{\text{st}}) \right\|_\infty \\
\text{subject to} & K_{\text{st}} \text{ stabilizes } G_{\text{aug}} \text{ internally} \\
& \left\| W_A T_A(G_{\text{aug}}, K_{\text{st}}) \right\|_\infty < 1,
\end{align}
$$

where $\left\| W_A T_A \right\|_\infty$ are the performance constraint functions expressed by H-infinite norm and $W_A$ are the corresponding weighting functions. The solvability of the optimization problem guarantees the robust stability of the closed-loop system. For the aerial platform in this paper, the following functions are carried out for ensuring tracking performance,
We can formulate the disturbance rejection performance, and input energy limitation, respectively:

\[
\begin{aligned}
&\left\| W_e(s)T_{rb} \to e_b(s) \right\|_\infty < 1, \\
&\left\| W_b(s)T_{rb} \to y_b(s) \right\|_\infty < 1, \\
&\left\| W_f(s)T_{rf} \to y_b(s) \right\|_\infty < 1, \\
&\left\| W_u(s)T_{rb} \to u_b(s) \right\|_\infty < 1.
\end{aligned}
\]  

(27)

Solve equation (26) using nonsmooth optimization algorithm [37]; the controller parameters are as follows. In addition, after the inner loop controller has been solved, the outer loop PD controller can be tuned easily by optimization, and the results are also given here:

\[
K_b = \begin{bmatrix}
0.0056 & 0.0055 & 0.0498 & 0.0012 & -0.0001 & 0.0006 & 0.0086 & -0.0040 & 0.0001 \\
0.0001 & -0.1648 & 0.0002 & 1.1658 & 0.0111 & 0.2514 & 9.3447 & -0.0118 & -0.0008 \\
0.0751 & -0.0001 & -0.0001 & 0.0237 & 0.8012 & 0.0328 & 0.0148 & 7.3617 & -0.0003 \\
-0.0050 & 0.0078 & 0.0002 & 0.1888 & 0.0257 & 2.6449 & -0.8605 & -0.5168 & 0.0005 \\
\end{bmatrix},
\]

(28)

\[
K_f = \begin{bmatrix}
-0.0478 & 0.0009 & 0.0005 & -0.0019 \\
-0.0034 & 0.9542 & 0.0009 & 0.2473 \\
0.0007 & 0.0049 & -0.7502 & 0.0351 \\
-0.0167 & -0.0700 & 0.0513 & 2.6541 \\
\end{bmatrix},
\]

\[
PD = \text{diag}(0.85 + 0.8s \ 0.85 + 0.8s \ 0.95 + 1.0s \ 0.95 + 1.0s).
\]

Figure 14 illustrates the robust stability margin of the closed-loop system, where the gain margin exceeds 6 dB, and the phase margin exceeds 45°. The results demonstrate that the proposed robust controller can guarantee the basic performance of the system.
3.2. Adaptive Auxiliary Controller Design. Although the designed robust controller has achieved basic stability and tracking performance and has antidisturbance ability to some extent, it cannot deal with the aerial manipulator system well because the disturbance caused by manipulator operation far exceeds the stability margin of the robust controller, which makes the system performance deteriorate dramatically. Therefore, it is necessary to design an adaptive auxiliary loop to compensate for the impact of the manipulator. The architecture of the adaptive controller is shown in Figure 15. The input of the adaptive loop is the output of the outer loop basic PD controller, and its output is the reference input of the inner closed-loop system. Because the inner loop robust controller is static, it does not increase or decrease the state variables and does not change the physical meanings of the system states; thus, the inner closed-loop system can be obtained easily from Section 3.1 as

\[
\begin{align*}
\dot{x}_b(t) &= A_{ad}x_b(t) + B_{ad}u_{ad}(t) + f(t), \\
y_b(t) &= Cx_b(t), \\
\dot{\hat{x}}_b(t) &= A_{ad}\hat{x}_b(t) + B_{ad}u_{ad}(t) + \hat{f}(t), \\
\hat{y}_b(t) &= C\hat{x}_b(t), \\
\dot{\hat{f}}(t) &= \hat{f}(t) - f(t).
\end{align*}
\]  

which is clearly bounded-input bounded-state (BIBS) stable relying on the condition of (26) in the inner loop controller design process, and \(A_{ad}\) is Hurwitz matrix. Besides, according to the previous description, all the state variables are measurable and \(x_b(0) = 0\). \(f(t)\) is the time-varying disturbance, which is bounded and differentiable, and also the differential is bounded. The boundary of \(f(t)\) can be estimated by the manipulator dynamics and max grasping payload introduced in Section 2, with some redundancy on this basis. Thus, the following condition is given:

\[
\begin{align}
\exists \text{compact set } &F, \quad \forall t \geq 0, f(t) \in F, \\
\exists \mathcal{F} \text{ and } &d_F, \quad \forall t \geq 0, \|f(t)\|_2 \leq \mathcal{F}, \|f(t)\|_2 \leq d_F, \quad (30)
\end{align}
\]

The adaptive loop consists of three parts: first, a state predictor is designed for state prediction; then, the adaptive law is designed for disturbance estimation based on the prediction error; finally, the control law is reconstructed to compensate for the disturbance and track the desired reference. In particular, inspired by the theory in [38], a filter matrix \(C(s)\) is applied to shape the control input, which decouples the adaptive rate from system robustness. Thus, the large adaptive gain can be adopted while avoiding adverse effects on the system states, which ensures the accurate estimation of disturbance and guarantees good transient and steady-state performance of the adaptive controller.

3.2.1. Design of the Adaptive Auxiliary Controller. Consider the following state predictor of the system in equation (29):

\[
\begin{align}
\dot{\hat{x}}_b(t) &= A_{ad}\hat{x}_b(t) + B_{ad}u_{ad}(t) + \hat{f}(t), \\
\hat{y}_b(t) &= C\hat{x}_b(t), \\
\end{align}
\]

where the cap denotes the estimation of the corresponding variable. Then, the estimation error dynamics can be calculated from (29) and (31) as

\[
\begin{align}
\dot{\hat{x}}_b(t) &= A_{ad}\hat{x}_b(t) + \hat{f}(t), \\
\hat{x}_b(t) &= \hat{x}_b(t) - x_b(t), \\
\hat{f}(t) &= \hat{f}(t) - f(t).
\end{align}
\]
In order to ensure the stability of estimation error, consider the following candidate Lyapunov function:

\[
V(\tilde{x}_b(t), \tilde{f}(t)) = \tilde{x}_b^T(t)P\tilde{x}_b(t) + \Gamma^{-1} \tilde{f}^T(t)\tilde{f}(t),
\]

where \(\Gamma\) is the adaptive gain. Since \(A_{ad}\) is Hurwitz, \(P\) is the solution of the following algebraic Lyapunov equation:

\[
A_{ad}^TP + PA_{ad} = -I.
\]  

(34)

The derivation of (33) is

\[
\dot{V}(t) = \tilde{x}_b^T(t)P\tilde{x}_b(t) + \tilde{x}_b^T(t)P\tilde{x}_b(t) + \Gamma^{-1} \tilde{f}^T(t)\tilde{f}(t) + \tilde{f}^T(t)\tilde{f}(t) = -\tilde{x}_b^T(t)\tilde{x}_b(t) + 2\tilde{f}^T(t)\left(\tilde{x}_b^T(t)P\right)^T + \Gamma^{-1} \tilde{f}^T(t)\tilde{f}(t).
\]

(35)

Based on Lyapunov stability criterion, let the adaptive law be

\[
\dot{\tilde{f}}(t) = \Gamma \text{Proj}\left(\tilde{f}(t), -\left(\tilde{x}_b^T(t)P\right)^T\right),
\]

where Proj denotes the projection operator, which prevents the divergence and ensures the boundedness of the adaptive parameter, detailed in [39]. Thus, (35) can be further derived as

\[
\dot{V}(t) = -\tilde{x}_b^T(t)\tilde{x}_b(t) \leq 0.
\]

(37)

Notice that in the adaptive law derivation in (35), it is assumed that the change rate of the disturbance \(f\) is slower than the convergence rate of the adaptive estimation; thus, its derivative is approximately 0. In the performance analysis of the next section, this assumption will be relaxed and more general situations will be considered. The estimation error stability under arbitrary disturbance including arbitrary fast time-varying disturbance will be proved in detail with the proposed adaptive law in (36).

Then the control law in Laplace form can be calculated as follows (refer to Figure 15):

\[
u_{ad}(s) = C(s)(K_p r_b(s) - F_1(s)\tilde{f}(s)).
\]

(38)

where \(K_p = -(CA^{-1}_{ad}B_{ad})^{-1}\), \(F_1(s) = H_1^{-1}(s)CH_0(s)\), and \(H_0(s) = (sI - A_{ad})^{-1}1\), \(H(s) = H_0(s)B_{ad}\), \(H_1(s) = CH(s)\). \(C(s)\) is strictly proper and stable low-pass filter matrix. Following the idea in [38], \(C(s)\) could decouple the adaptive rate from system robustness, and the selection of it should satisfy the following conditions:

\[
\begin{align*}
\text{C(s) is strictly proper and stable with} & \quad C(0) = I, \\
\exists \rho_{r1}, \|C(s)H_1^{-1}(s)\|_{L_1} < \rho_{r1}, & \quad \exists \rho_{r2}, \|H_0(s)(I - B_{ad}C(s)F_1(s))\|_{L_1} < \rho_{r2},
\end{align*}
\]

(39)

where \(|\Delta(s)|_{L_1}\) refers to the \(L_1\) norm of \(\Delta(s)\) and the last two conditions indicate that the corresponding \(L_1\) norm gain is finite.

Thus, the design process of the adaptive controller is completed. To sum up, for the system in (29), choose the appropriate adaptive gain \(\Gamma\) and filter matrix \(C(s)\) with satisfying condition (39); the control input is calculated via (31), (36), and (38) as

\[
\begin{align*}
\dot{\tilde{x}}_b(t) &= A_{ad}\tilde{x}_b(t) + B_{ad}u_{ad}(t) + \tilde{f}(t), \\
\dot{\tilde{f}}(t) &= \Gamma \text{Proj}\left(\tilde{f}(t), -\left(\tilde{x}_b^T(t)P\right)^T\right),
\end{align*}
\]

(40)

3.2.2. Performance Analysis of the Adaptive Auxiliary Controller. Consider the ideal form of the adaptive controller, which is assumed to compensate for the disturbance perfectly. The closed-loop reference system is defined as

\[
\begin{align*}
\dot{x}_{\text{ref}}(t) &= A_{ad}x_{\text{ref}}(t) + B_{ad}u_{\text{ref}}(t) + \tilde{f}(t), \\
y_{\text{ref}}(t) &= Cx_{\text{ref}}(t), \\
u_{\text{ref}}(s) &= C(s)(K_p r_b(s) - F_1(s)f(s)),
\end{align*}
\]

(41)
and $x_{\text{ref}}(0) = 0$. Using Laplace transformation, the closed-loop system (41) can be described as

$$x_{\text{ref}}(s) = H(s)C(s)K_d r_b(s) + H_b(s)(I - B_{ad} C(s)F_1(s))f(s).$$

(42)

The following lemma describes the L1 norm stability theorem [38].

**Lemma 1.** A continuous-time linear time-invariant (LTI) MIMO system $y(s) = G(s)u(s)$ is BIBO stable if its L1 norm is bounded and for arbitrary bounded $u(t)$ one has

$$\| \Delta \|_{L_1} \leq \|G(s)\|_{L_1} \|u\|_{L_\infty},$$

(43)

where $\| \Delta \|_{L_1}$ refers to the $L_1$ norm of $\Delta(s)$, and $\| \Delta \|_{L_\infty}$ refers to the $L_\infty$ norm of $\Delta(s)$.

$$V(t) = \bar{x}_b^T(t)P\bar{x}_b(t) + \bar{z}_b^T(t)P\bar{z}_b(t) + \Gamma^{-1}\left(\tilde{f}^T(t)\tilde{f}(t) + \tilde{f}^T(t)\tilde{f}(t)\right)$$

$$= -\bar{x}_b^T(t)\bar{x}_b(t) + 2\tilde{f}^T(t)\left(\bar{x}_b^T(t)P\right)^T + \Gamma^{-1}\tilde{f}^T(t) - 2\Gamma^{-1}\tilde{f}^T(t)\tilde{f}(t)$$

$$\leq -\bar{x}_b^T(t)\bar{x}_b(t) + 2\tilde{f}^T(t)\left(\bar{x}_b^T(t)P\right)^T + \text{Proj}\left(\tilde{f}^T(t) - \bar{x}_b^T(t)P\right)\tilde{f}(t) + 2\Gamma^{-1}\|\tilde{f}(t)\|_2^2$$

(45)

which proves that the estimation error is uniformly bounded and the state predictor is Lyapunov stable. It also can be drawn from equation (51) that the performance of the state predictor is inversely proportional to the square root of the adaptive gain $\Gamma$, which can be improved by increasing the adaptive gain.

It follows from equations (29) and (40) that

$$\begin{align*}
x_b(s) &= H(s)C(s)K_d r_b(s) + H_b(s)(I - B_{ad} C(s)F_1(s))f(s) \\
f(s) &= H(s)C(s)F_1(s)\tilde{f}(s) \\
u_{ad}(s) &= C(s)(K_d r_b(s) - F_1(s)f(s) - F_1(s)\tilde{f}(s)).
\end{align*}$$

(52)

Consider equations (32), (42), and (52) simultaneously; the adaptive state error can be calculated as

$$x_{\text{ref}} - x_b(s) = H(s)C(s)H_1^{-1}(s)C\bar{x}_b(s).$$

(53)

According to the condition in equation (39) and the bound in equation (51), for all $t \geq 0$, the adaptive state error is uniformly bounded:

$$\|x_{\text{ref}} - x_b\|_{L_\infty} \leq \|H(s)C(s)\|_{L_1}\|\bar{x}_b\|_{L_\infty} \leq \|H(s)C(s)\|_{L_1} \sqrt{\lambda_{\min}^{-1}(P)\Gamma^{-1}\Omega_m}.$$

(54)

The adaptive input error can be calculated by equations (41) and (52), and in a similar way to the state error, the bound of adaptive input error for all $t \geq 0$ can be derived as

$$\|x_{\text{ref}} - x_b\|_{L_\infty} \leq \|H(s)C(s)\|_{L_1}\|\bar{x}_b\|_{L_\infty} \leq \|H(s)C(s)\|_{L_1} \sqrt{\lambda_{\min}^{-1}(P)\Gamma^{-1}\Omega_m}.$$
\[ \|u_{\text{ref}} - u_{\text{act}}\|_{\infty} \leq \|C(s)H^{-1}_I(s)C\|_{L_{\infty}} \|x_{b}\|_{L_{\infty}} \leq \|C(s)H^{-1}_I(s)C\|_{L_{\infty}} \sqrt{\lambda_{\min}^{-1}(P)} \Omega_{\text{m}} \] (55)

Since the closed-loop reference system proved to be BIBS stable in (44), combined with (54) and (55), it can be derived that the closed-loop system with the proposed adaptive controller is BIBS stable, and the performance bound relies on the adaptive gain \( \Gamma \).

Because the system robustness is decoupled with the adaptive gain by the filter matrix \( C(s) \), a large \( \Gamma \) can be applied to guarantee good transient and steady-state performance. Theoretically, the choice of adaptive gain is limited only by the performance of the on-board processor hardware. In some literature works, the disturbance \( f \) is called unmatched uncertainty, and, for a general open-loop MIMO system, only its effect on the system output (not the system state) can be compensated for by the control input. However, our system for adaptive controller design is BIBS stable and the system states are equal to system outputs (\( C \) is an identity matrix), which are measurable with actual physical meanings, and the disturbance boundary can be obtained by the manipulator dynamics. Moreover, thanks to the filter matrix \( C(s) \) and the large adaptive gain, the good performance of the adaptive system can be achieved while not leading to adverse effect on the system states. Therefore, the disturbance \( f \) of our system can be estimated and compensated for well. Based on the above discussion, the parameters of the adaptive controller are given as

\[
\begin{cases}
C(s) = \left( \frac{25}{s^2 + 6s + 25} \right)I, \\
\Gamma = 1000.
\end{cases}
\] (56)

### 4. Simulation Verification and Analysis

The aim of the simulation tests is to verify that the proposed aerial manipulator with the composite controller can meet the requirements of high precision operation tasks well. Concretely, they include three aspects: first, verifying the feasibility of the proposed innovative aerial manipulator design with tandem ducted fans; second, verifying the effectiveness of the proposed basic controller for the basic performance; third, comparing the stability performance and tracking performance of the aerial manipulator with and without the adaptive auxiliary loop to verify the effectiveness of the adaptive loop design.

There are three scenarios considered: (1) the basic test of the aerial platform without the manipulator moving to verify the basic performance; (2) the tracking test of the aerial platform under the random moving of the manipulator to verify the effectiveness of the adaptive auxiliary controller; (3) the three-dimensional space tracking test of the manipulator end effector with given ideal reference trajectory to verify the positioning and tracking accuracy of the gripper.

All simulation results follow the real physical system described in Section 2.1.

**Scenario 1.** Let the manipulator be in its initial posture, where the manipulator is vertically below the aerial vehicle (the corresponding initial joint angles are 0°, 90°, and 0°, respectively). At this condition, the gravity center of the manipulator is located on the \( Z_b \)-axis of the vehicle body-fixed frame, and the manipulator is symmetrical with respect to the \( X_b \)- and \( Y_b \)-axis. Give the step references of the aerial platform position \( x, y, z \) and yaw angle \( \psi \) when the manipulator remains in its initial posture, and the system responses are shown in Figure 16, where BC refers to the basic controller and AC refers to the adaptive controller with the adaptive auxiliary loop.

The results show that when the manipulator is not moving, the basic controller can track the desired reference well with no overshoot and steady-state error. The response times of the longitudinal channel and the lateral channel are about 4 s, the altitude channel is about 3 s, and the yaw channel is the shortest, which is 2.5 s. The results illustrate that the innovative structure design of the aerial manipulator with tandem ducted fans is feasible, and the basic controller can achieve good performance in basic condition. The result with the adaptive auxiliary loop is also given in Figure 16, which has faster response time than the basic controller, especially in the longitudinal channel and the lateral channel, which are 2.5 s and 2 s, respectively. This is because the existence of the manipulator will produce gravity moment in the opposite direction when the vehicles roll or pitch to generate the control moment, which makes the actual control moment less than the ideal value, and the adaptive auxiliary controller can compensate for it so as to improve the response speed of the system. Since the initial posture of the manipulator coincides with the \( Z_b \)-axis of the vehicle, it has little effect on the altitude channel and yaw channel, and thus the response time of the adaptive controller is close to that of the basic controller.

**Scenario 2.** Let the manipulator joints move randomly; the tracking responses of the aerial platform position and yaw angle under the manipulator disturbances are shown in Figure 17. Similarly, BC refers to the basic controller and AC refers to the adaptive controller. The motions of the three joints of the manipulator are shown in Figure 18. Notice that the initial angles of the three joints are 0°, 90°, and 0°, respectively, and the maximum ranges of the motion follow the limits in Table 2.

The results show that the system responses with the basic controller deviate significantly from the expected references and cannot meet the performance requirements under the random motion disturbances of the manipulator. The lateral channel has the largest fluctuation with a maximum close to 100%, the longitudinal channel takes the second place, and the influences of the altitude channel and the yaw channel are relatively small. This is consistent with the structural characteristics of the aerial manipulator. As shown in Figure 3, the manipulator extends from the lateral side of the aerial platform, so it mainly affects the lateral channel of the platform, and the main challenge of the control system is also in the lateral channel. In addition, when joint 1 of the manipulator rotates away from its initial angle, it will also
Figure 16: System responses in Scenario 1.

Figure 17: Continued.
have some influence on the longitudinal channel. The adaptive controller can effectively estimate and compensate for the motion disturbance of the manipulator to ensure good disturbance rejection and tracking performance. Figure 19 also shows the disturbance estimation error of the adaptive controller, indicating that the controller has good estimation accuracy. In order to evaluate the performance of the adaptive controller more accurately, the root mean square error (RMSE) values of the system responses under the two controllers are given in Table 3. The results show that, in the lateral channel, which has the largest fluctuation, the proposed adaptive auxiliary loop reduces the tracking error by more than 40%. The two controllers have similar performance in the altitude and yaw channel due to the correspondingly small disturbance caused by the manipulator.
Figure 20: System responses in Scenario 3.1.

Figure 21: Continued.
Figure 21: System responses in Scenario 3.2.

Figure 22: Continued.
Scenario 3. Given the reference trajectory of the end effector of the manipulator in three-dimensional space, the responses of the end effector with and without the adaptive loop are shown in Figures 20–22. The reference trajectory starts from the manipulator initial posture, then passes through four reference points in the Y-Z plane, with each point staying for 3 seconds, and finally returns to the initial posture. In order to fully evaluate the performance of the controller, three conditions are considered, of which Scenario 3.1 is the nominal condition, Scenario 3.2 assumes that the end effector grabs a 100 g object, and Scenario 3.3 considers gust disturbances, simulated by the Dryden model [40].

In Scenario 3.1, the adaptive controller can achieve accurate trajectory tracking of the end effector with a tracking error of approximately ±0.01 m. The response with the basic controller has a serious deviation in the Y direction, and the system cannot completely track the desired trajectory. Since the manipulator moves in the Y-Z plane, the fluctuations of the system in the X and Z directions are relatively small. In Scenario 3.2, the adaptive controller can also track the desired position, but, due to the influence of the grasping object, the overall tracking accuracy of the system decreases compared with Scenario 3.1, and its maximum fluctuation in the Y direction is about 0.02 m. A 0.04 m offset occurs in the altitude direction under the action of the object, and then the adaptive controller quickly realizes the estimation convergence and compensation. Similar to Scenario 3.1, the trajectory with the basic controller also has a serious deviation in the Y direction. Moreover, it diverges rapidly in the Z direction. In Scenario 3.3, the responses of the system in all three directions have greater fluctuations due to the influence of wind gusts. The adaptive controller can still basically achieve the tracking of the reference, and by contrast the responses with the basic controller experience severe fluctuations, which cannot meet the system requirements. In conclusion, the proposed adaptive auxiliary controller can realize precise positioning and trajectory tracking of the end effector of the aerial manipulator.

5. Conclusion

This paper proposes an innovative aerial manipulator based on tandem ducted fans, which can easily realize the omnidirectional manipulation of side-on and below and is particularly suitable for the tasks in confined environment. The comprehensive nonlinear dynamic model of the aerial manipulator is established, based on which a control-oriented state space model of the aerial platform is derived using frequency domain identification method. The identification model is verified in both time and frequency domain. A composite controller of the aerial platform is designed under the existence of manipulator. First, a robust H-infinite controller is designed to ensure the basic stability, decoupling, and robust performance of the platform. Then, an auxiliary adaptive controller is designed to estimate and compensate for the effect of the manipulator dynamics. The computer simulation tests verify the feasibility of the proposed innovative aerial manipulator design and the effectiveness of the proposed controller. The results show that, with the proposed composite adaptive controller, the aerial vehicle can achieve good performance under the manipulator motion, and the manipulator end effector can realize precise positioning and trajectory tracking with the grasping load and wind gusts.

In future work, the indoor positioning system will be studied and applied, so as to lay the foundation for actual flight tests. In addition, the trajectory planning of the aerial manipulator will also be studied. Then the actual grasping test will be carried out. Furthermore, the vision-based target recognition and the interaction dynamics would be considered to achieve more complex operation tasks.
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