Traditional finite-temperature Kohn-Sham density functional theory (KSDFT) that based on the diagonalization (DG) method has an unfavorable scaling with respect to the electron number or at high temperatures. The evaluation of the ground-state density in KSDFT can be replaced by the Chebyshev trace (CT) method. In addition, the use of stochastic orbitals within the CT method leads to the stochastic density functional theory [Phys. Rev. Lett. 111, 106402 (2013)] (SDFT) and its improved theory, mixed stochastic-deterministic density functional theory [Phys. Rev. Lett. 125, 055002 (2020)] (MDFT). We have implemented the above four methods based on the plane-wave basis set within the first-principles package ABACUS. In addition, the four methods are adapted to the norm-conserving pseudopotentials and periodic boundary conditions with the use of k-point sampling in the Brillouin zone. By testing the Si and C systems from the DG method as benchmarks, we systematically evaluate the accuracy and efficiency of the CT, SDFT, and MDFT methods by examining a series of physical properties, which include the electron density, the free energy, the atomic forces, stress, and density of states. We conclude that the CT, SDFT, and MDFT methods not only reproduce the DG results with a sufficient accuracy, but also exhibit several advantages over the DG method. We expect these methods can be of great help in studying high-temperature and large-size extended systems such as warm dense matter and dense plasmas.

I. INTRODUCTION

The past few decades have established Kohn-Sham (KS) density functional theory (DFT) as one of the most popular quantum-mechanics-based methods in modeling materials due to an excellent balance between accuracy and efficiency. Traditional KSDFT solves the KS equation by the diagonalization (DG) method to yield the ground-state electron density of a given system consisting of electrons and nuclei. However, the solution procedure is typically considered to scale as $O(N^3)$, where $N_e$ is the number of electrons simulated in the system. It becomes expensive for traditional KSDFT to simulate large systems over hundreds of atoms. Linear-scaling techniques [3–10] have been developed to avoid solving KS orbitals by taking advantage of the “nearsightedness” principle. [11] However, these methods typically can only be applied to non-metallic systems. [7–10] Although some metallic systems [10] can be studied, additional approximations are usually involved. As a result, linear-scaling KSDFT cannot fully take the place of traditional KSDFT, yet they can treat large systems up to tens of thousands of atoms.

The Mermin finite-temperature density-functional approach [12] enables KSDFT to be readily applied to study extremely high-temperature materials such as a dense plasmas and warm dense matter. [13–15] For instance, recent advances of applying KSDFT to study equations of state, [16–19] opacity, [20–23] X-ray Thomson scattering, [24–26] and transport properties [27–28] have provided abundant microscopic insight into high energy density physics and laboratory astrophysics. Besides, the consideration of temperature effects in the approximated form of the exchange-correlation (XC) functional has been expected to yield better results at finite temperatures. [29–31] However, these new applications typically suffer from a low efficiency of traditional KSDFT due to two main reasons. [32] On the one hand, as the temperature $T$ rises, more electrons are ionized and a higher kinetic energy cutoff becomes a necessity to accurately describe the interactions between electrons and nuclei. On the other hand, the needed number of KS electron wave functions is proportional to $T^{3/2}$, resulting in an unfavorable $O(T^3)$ scaling to obtain these electron wave functions. [33] Several methods have been proposed to overcome the difficulties in simulating high-temperature materials. For example, the path integral Monte Carlo (PIMC) method adopts stochastic techniques to integrate the many-body density matrix in calculations. [35–40] However, limited by the computational efficiency, PIMC faces great challenges in simulating high-Z materials beyond the second-row elements. [39–41] Orbital-free density functional theory [42–45] is fast for temperatures over tens of eV, but its accuracy is affected by the use of kinetic-energy density functional (KEDF). In fact, the local KEDF such as the finite-temperature Thomas–Fermi model [46] is only accurate for free-electron-like systems while the nonlocal KEDF [47–48] can improve the results to some extent but for limited systems. [49–50] The extended first-principles molecular dynamics method [51–52] uses a plane-wave basis to approximately replace high energy orbitals when simulating extremely high-temperature systems. [53–55] Recently, several works [54, 56–63] based on the framework of KSDFT have been developed to focus on the
stochastic density functional theory (SDFT). SDFT owns a few advantages as compared to traditional KSDFT. First, the stochastic orbitals instead of the orthogonal KS wave functions are used in SDFT to avoid the computationally expensive orthogonal operations acting on the KS wave functions, and the computational cost of SDFT in principle scales linearly with the system size. Second, SDFT scales inversely to the temperature because a small order of Chebyshev expansion is needed to expand the Fermi-Dirac distribution function at high temperatures. Therefore, the SDFT method is well suitable to study high-temperature materials. Third, the stochastic orbitals used in SDFT can be trivially parallelized, and the memory costs in SDFT remain almost unchanged with varying temperatures. However, the SDFT unavoidably suffers from statistical errors. For instance, volume-averaged quantities such as the total energy per electron decreases as $1/\sqrt{N_e}$ and decays towards zero as the system size becomes larger. In order to mitigate the statistical noise in SDFT, some fragmentation approaches have recently been proposed for molecular systems and bonded materials. In particular, the stochastic embedding DFT was applied to $p$-nitroaniline in water. In addition, the energy window SDFT method becomes a more robust scheme to reduce the noise by breaking the electron density into different components according to orbital energies. Notably, White et al. implemented mixed stochastic-deterministic density functional theory (MDFT), which combines the advantages of traditional KSDFT and SDFT and is faster and more accurate than just using the stochastic orbitals. However, to the best of our knowledge, the above SDFT and MDFT methods have not been applied to sample the $k$-points in the Brillouin zone yet. Furthermore, the formulas of implementing the methods with the plane-wave basis have not been well documented. In this regard, our work could provide useful information for adopting the SDFT and MDFT methods to study extended systems in condensed matter physics.

The plane-wave pseudopotential method is suitable for studying materials under periodic boundary conditions. Notably, a variety of works, which adopted KSDFT to study warm dense matter or dense plasmas, have used plane-wave packages. In fact, there are several advantages of using plane waves with pseudopotentials in KSDFT calculations. First, periodic boundary conditions with the use of $k$-point sampling enable the study of various physics properties of extended systems such as condensed matter systems. Second, a smaller plane-wave basis is needed for pseudopotentials when compared to all-electron methods, so the computational costs and memory costs are reduced. Third, the number of plane-wave basis functions can be systematically increased by the kinetic energy cutoff. The formula of plane wave is simple and it can be used with Fast Fourier Transform (FFT) which improves the computing efficiency. Fourth, the plane-wave basis is independent of atomic coordinates. Thus, it is easy to compute atomic forces directly with the Hellmann-Feynman theorem.

In this work, we first introduce deterministic KSDFT with the DG method and the Chebyshev trace (CT) method by using a plane-wave basis set. We then describe the detailed formulas of both SDFT and MDFT methods based on a plane-wave basis set, aiming to simulate high-temperature systems with periodic boundary conditions. All of the above four methods are compatible with sampling methods of the Brillouin zone such as the Monkhorst-Pack method. The above four methods have been implemented in the ABACUS package, where we systematically compare several aspects of the DG, CT, SDFT and MDFT methods and choose Si and C as target systems. The tested physical properties include the electron density, the free energy, the pressure, the atomic forces and the density of states. We also emphasize justifying the statistical errors that exist in the SDFT and MDFT methods. Furthermore, we evaluate the efficiency of the SDFT and MDFT methods in terms of parallel scheme for large systems up to 512 atoms. We demonstrate that the use of stochastic orbitals is sufficiently accurate and more efficient than the KSDFT method at high temperatures. The paper is organized as follows. In Sec. II we briefly introduce the DG, CT, SDFT and MDFT methods, as well as the error analysis of SDFT and MDFT. In Sec. III, we present the results and discussions in terms of the accuracy and efficiency. We conclude our work in Sec. IV.

II. METHODS

In the KSDFT framework, the ground-state total energy functional of a given electron system is defined as

$$E_{\text{tot}}[\rho(r)] = T_s + \int v_{\text{ext}}(r)\rho(r)dr + \frac{1}{2} \int \int \frac{\rho(r)\rho(r')}{|r-r'|}dvdv' + E_{\text{xc}}[\rho(r)],$$

(1)

where the first term $T_s$ is the kinetic energy of a non-interacting electron system. The second one is the energy caused by the external potential $v_{\text{ext}}(r)$ and $\rho(r)$ is the electron density in real space. The third one is the Hartree repulsion energy and the last one depicts the exchange-correlation energy. Since the ground state energy is the global minimum of the functional in Eq. (1), the one-particle Kohn-Sham equation is derived from the variational method as

$$\left[ -\frac{1}{2}\nabla^2 + v_{\text{eff}}(r) - \epsilon_i \right] \psi_i(r) = 0,$$

(2)

where $\epsilon_i$ and $\psi_i$ are the eigenvalues and the electron wave functions, respectively. The effective potential $v_{\text{eff}}(r)$
takes the form of

\[ v_{\text{eff}}(\mathbf{r}) = v_{\text{ext}}(\mathbf{r}) + \int \frac{\rho(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} \, d\mathbf{r}' + v_{\text{xc}}(\mathbf{r}). \tag{3} \]

Here

\[ v_{\text{xc}}(\mathbf{r}) = \frac{\delta E_{\text{xc}}(\rho(\mathbf{r}))}{\delta \rho(\mathbf{r})}. \tag{4} \]

In this work, KSDFT is implemented with the DG, CT, SDFT, and MDFT methods. In principle, the DG and CT methods are equivalent methods, which use deterministic orbitals while the other two methods adopt stochastic orbitals. The four methods have been implemented in the ABACUS package \cite{72,73} with the usage of norm-conserving pseudopotentials and a plane-wave basis set with periodic boundary conditions. Furthermore, the four methods support the usage of multiple \( k \)-points in the Brillouin zone.

We choose bulk Si and C systems in order to compare the accuracy and efficiency of the above mentioned methods. The pseudopotential of Si describes 4 valence electrons with a cutoff radius of 1.3 Bohr and the cutoff kinetic energy is set to 50 Ry. The LDA \cite{2,74} exchange-correlation functional is used for Si. In addition, we prepare two pseudopotentials for C, which share the same cutoff radius of 0.8 Bohr. One describes 6 valence electrons and the cutoff kinetic energy is set to 240 Ry. The other one has 4 valence electrons and the energy cutoff is 70 Ry. In practice, we use the 4-valence-electron pseudopotential for temperatures no more than 20 eV and the 6-valence-electron pseudopotential for higher temperatures. The XC functional is chosen to be PBE \cite{75} for the C systems.

\section{A. Diagonalization Method}

Traditional KSDFT is generally implemented with the diagonalization (DG) method. Solving Eq. (2) can be accomplished by diagonalizing the KS Hamiltonian \( \hat{H} = -\frac{1}{2} \nabla^2 + v_{\text{eff}}(\mathbf{r}) \) and the electron density can be evaluated from the Kohn-Sham orbitals as

\[ \rho(\mathbf{r}) = 2 \sum_{i=1}^{N_{\text{oc}}} f(\epsilon_i; \mu) |\psi_i(\mathbf{r})|^2, \tag{5} \]

where \( f(\epsilon_i; \mu) \) is the Fermi-Dirac function and \( \mu \) is the chemical potential. The value of \( f(\epsilon_i; \mu) \) represents the occupation of the \( i \)-th orbital. Orbitals with occupation larger than a specific threshold are considered as occupied and \( N_{\text{oc}} \) is the number of occupied orbitals.

In practice, the electron density is computed via a self-consistent loop. In order to clarify the procedure, Fig. 1 illustrates three different self-consistent schemes of the KSDFT method. Fig. 1(a) shows the DG method with the following seven steps: (i) Guess an initial electron density \( \rho_0(\mathbf{r}) \). (ii) Construct an effective potential \( v_{\text{eff}}(\mathbf{r}) \) with Eq. (3) and obtain the Hamiltonian \( \hat{H} \). (iii) Solve the Kohn-Sham equation shown in Eq. (2) by the DG method and obtain occupied electronic wave functions \( \{\psi_i\} \) and eigenvalues \( \{\epsilon_i\} \) with the Fermi weights smaller than a specific threshold. (iv) Determine the chemical potential \( \mu \) according to \( N_{\text{c}} = 2 \sum_{i=1}^{N_{\text{oc}}} f(\epsilon_i; \mu) \). (v) Evaluate a new electron density \( \rho(\mathbf{r}) \) via Eq. (5). (vi) Obtain a new guessing electron density by mixing the previous ones. \cite{76,77} (vii) Perform iterations for steps (ii)-(vi) until the difference between \( \rho(\mathbf{r}) \) and \( \rho_0(\mathbf{r}) \) is under a specific threshold. The ground-state electron density is \( \rho(\mathbf{r}) \).

Next, the total energy of the electron system takes the form of

\[ E_{\text{tot}} = \sum_{i=1}^{N_{\text{oc}}} f(\epsilon_i; \mu) \epsilon_i - \frac{1}{2} \int \frac{\rho(\mathbf{r})\rho(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} \, d\mathbf{r} \, d\mathbf{r}' \]

\[ - \int v_{\text{xc}}(\mathbf{r})\rho(\mathbf{r}) \, d\mathbf{r} + E_{\text{xc}}[\rho(\mathbf{r})]. \tag{6} \]

Thus, the total energy of electrons and ions in the system is

\[ E = E_{\text{tot}} + E_{\text{II}}, \tag{7} \]

where \( E_{\text{II}} \) is the ion-ion repulsion energy. By considering the temperature effect, the free energy of the system \( A \) has the form of

\[ A = E - TS, \tag{8} \]

where the electron entropy term is

\[ S = -2 \sum_{i=1}^{N_{\text{oc}}} \{ f(\epsilon_i; \mu) \ln f(\epsilon_i; \mu) \}

\[ + [1 - f(\epsilon_i; \mu)] \ln [1 - f(\epsilon_i; \mu)] \}. \tag{9} \]

The formulas of expanding the Kohn-Sham equation in a plane wave basis set are provided in Appendix A, while the formulas of forces and stress as obtained from the DG method can be found in Appendix B.

\section{B. Chebyshev Trace Method}

The Chebyshev trace (CT) \cite{78,80} method is equivalent to the DG method in obtaining the electron density. However, the CT method skips the diagonalization procedure to solve the Kohn-Sham equation in Eq. (2). Instead, the CT method directly obtains the electron density \( \rho(\mathbf{r}) \), which takes the form of

\[ \rho(\mathbf{r}) = 2 \text{Tr}[f(\hat{H}; \mu) \delta(\hat{r} - \mathbf{r})] = 2 \text{Tr}[f(\hat{H}; \mu)|\hat{r}\rangle\langle \mathbf{r}|]. \tag{10} \]

Here, the Hamiltonian operator of a give system is \( \hat{H} \) while the chemical potential is \( \mu \). In this regard, \( f(\hat{H}; \mu) \) refers to the density matrix with \( f \) being the Fermi-Dirac function as defined in Eq. (5). For short, we define

\[ \hat{f}_H \equiv f(\hat{H}; \mu). \tag{11} \]
values less than one, an analytic function \(\{G\}\) and \(\{\psi_i\}\) are orthogonal to the deterministic orbitals \(\{\psi_i\}\) and \(\{\chi_n\}\). The Fermi-Dirac function is \(\hat{\rho}_s = \frac{\hat{\chi}_n}{\hat{\rho}_0}\). The stochastic orbitals \(\hat{\chi}_n\) in MDFT are orthogonal to the deterministic orbitals \(\{\psi_i\}\) with the number of \(\psi_i\) being \(N_\rho\). The major difference exists in the procedure to compute \(\rho(r)\) from the Hamiltonian \(\hat{H}\), which are labelled with the red boxes in the above three workflows.

It is worth mentioning that Eq. [10] is equivalent to Eq. [5] in principle, and hence the two methods should yield the same results. We divide the \(\hat{f}_H\) operator into \(\hat{f}_H^{1/2} \cdot \hat{f}_H^{1/2}\) and choose the plane-wave basis set to compute the trace in Eq. [10]:

\[
\rho(r) = 2 \sum_k W(k) \sum_G \langle k + G|\hat{f}_H^{1/2}|r\rangle \langle r|\hat{f}_H^{1/2}|k + G\rangle = 2 \sum_k W(k) \sum_G |\langle r|\hat{f}_H^{1/2}|k + G\rangle|^2. 
\]

The coefficients can be evaluated by

\[
C_n[g] = \frac{2 - \delta_{n0}}{\pi} \int_{-1}^{1} \frac{g(x)}{\sqrt{1 - x^2}} dx = \frac{2 - \delta_{n0}}{\pi} \int_{0}^{\pi} g(\cos(\theta)) \cos(n\theta) d\theta. 
\]

Furthermore, the integration in Eq. [14] can be calculated according to the Simpson’s 1/3 rule \[83\] by splitting the integral interval into \(N_d\) fragments

\[
C_n[g] = \frac{2 - \delta_{n0}}{6N_d} \Re \left\{ \tilde{g}_n \left[ \cos \left( \frac{\pi k}{N_d} \right) \right] + 2e^{\frac{2\pi i}{N_d}} \tilde{g}_n \left[ \cos \left( \frac{\pi (k + \frac{1}{2})}{N_d} \right) \right] \right\},
\]

where \(\Re\) depicts the real part and

\[
\tilde{g}_n[p(k)] = \sum_{k=0}^{N_d-1} g(p(k)) \exp \left( \frac{2\pi i k}{N_d} \right)
\]

can be evaluated via fast Fourier transform. We choose \(N_d = 16N_c\) to avoid accuracy loss in high orders of expansion because the number of fragments \(N_d\) should be no less than the frequency of \(\cos(n\theta)\) in Eq. [14]. For the \(n\)th-order Chebyshev polynomial \(T_n\), one sets \(T_0(\tilde{a}) = 1\), \(T_1(\tilde{a}) = \tilde{a}\) and for \(n > 1\), \(T_n(\tilde{a}) = 2\tilde{a}T_{n-1}(\tilde{a}) - T_{n-2}(\tilde{a})\).
One key operation in applying the CT method to solve the KS equation is to calculate \( f_H^{1/2}(\mathbf{k} + \mathbf{G}) \) in Eq. (12). First, we normalize \( \hat{H} \) as

\[
\hat{h} = \frac{\hat{H} - \frac{1}{2}(E_{\text{max}} - E_{\text{min}})}{\frac{1}{2}(E_{\text{max}} - E_{\text{min}})} = \frac{\hat{H} - \bar{E}}{\Delta E},
\]

where \( E_{\text{max}} (E_{\text{min}}) \) is the upper (lower) bound of eigenvalues of \( \hat{H} \). If we set \(|\mathbf{k} + \mathbf{G}|\) as \(|\xi_0|\), then

\[
\sqrt{f(\hat{h} \cdot \Delta E + \bar{E}; \mu)}|\mathbf{k} + \mathbf{G}| \equiv g(\hat{h})|\xi_0| = \sum_{n=0}^{N_c} C_n|g|\xi_n) .
\]

Here \(|\xi_n|\) equals to \( T_n(\hat{h})|\xi_0|\), which satisfies \(|\xi_n| = 2\hat{h}|\xi_{n-1}| - |\xi_{n-2}|\). The chemical potential \( \mu \) is determined by tuning the electron number to be \( N_e \). If we consider obtaining \( N_e \) by integrating \( \rho(\mathbf{r}) \), the memory cost is too high because all of the \( |\xi_n| \) expanded in plane waves must be stored. Instead, we compute \( N_e \) through the formula

\[
N_e = 2 \sum_{\mathbf{k}} W(\mathbf{k}) \sum_{\mathbf{G}} (|\mathbf{k} + \mathbf{G}|f_{\hat{h}}[|\mathbf{k} + \mathbf{G}|])
\]

\[
= \sum_{n=0}^{N_c} C_n[f(2 \sum_{\mathbf{k}} W(\mathbf{k}) \sum_{\mathbf{G}} (|\mathbf{k} + \mathbf{G}|T_n(\hat{h})|\mathbf{k} + \mathbf{G}|))]
\]

\[
= \sum_{n=0}^{N_c} C_n[f]P_n
\]

We emphasize that since \( \{P_n\} \) is independent of \( f \) and \( \mu \), so \( \{P_n\} \) can be computed once and stored. In this regard, the coefficients \( \{C_n[f]\} \) with respect to different \( \mu \) can be efficiently computed. It is worth mentioning that any quantity \( O \) taking the form of

\[
O = \text{Tr}[g(\hat{H})] = \sum_{n=0}^{N_c} C_n|g|P_n
\]

can be calculated with \( \{P_n\} \) directly.

The total free energy of the system is given by

\[
A = 2 \text{Tr}[\hat{f}_H \hat{H}] - TS + E_{xc}[\rho(\mathbf{r})]
\]

\[
- \int u_{xc}(\mathbf{r})\rho(\mathbf{r})d\mathbf{r} - \frac{1}{2} \int \int \frac{\rho(\mathbf{r})\rho(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|}d\mathbf{r}d\mathbf{r}' + E_{II},
\]

where

\[
S = -2 \text{Tr}[\hat{f}_H \ln \hat{f}_H + (1 - \hat{f}_H) \ln (1 - \hat{f}_H)].
\]

Forces and stress can be evaluated by the CT method. On the one hand, the forces acting on atoms can be divided into three main parts (See Eq. (B3)). Among them, only the formula to compute the non-local pseudopotential force differs from that in the DG method. In the CT method, the non-local force of atom \( I \) of species \( \tau \) \((F_{I,\tau}^{NL})\) takes the form of

\[
F_{I,\tau}^{NL} = 2\text{Tr} \left[ -i \hat{f}_H \sum_{\mathbf{G}, G'} (\mathbf{G} - \mathbf{G}')e^{i(\mathbf{G}' - \mathbf{G}) \cdot \mathbf{R}_I} \times v_{\tau}^{NL}(\mathbf{k} + \mathbf{G}, \mathbf{k} + \mathbf{G}')|\mathbf{k} + \mathbf{G}| \right],
\]

where \( \mathbf{R}_I \) and \( v_{\tau}^{NL} \) are the atomic coordinate of \( I \)-th atom and non-local pseudopotential of atom species \( \tau \), respectively. On the other hand, the stress contains five terms (See Eq. (B6)) and three of them can be evaluated by the same way as in the DG method. The other two terms are the kinetic energy term \( \sigma^{T_{\alpha\beta}} \) and the non-local potential term \( \sigma^{NL_{\alpha\beta}} \). The stress associated with the kinetic energy is

\[
\sigma^{T_{\alpha\beta}} = \frac{2}{V} \text{Tr} \left[ \hat{f}_H \sum_{\mathbf{G}, G'} (\mathbf{k} + \mathbf{G})_\alpha (\mathbf{k} + \mathbf{G}')_\beta \times |\mathbf{k} + \mathbf{G}| \delta(\mathbf{G}, \mathbf{G}')|\mathbf{k} + \mathbf{G}'| \right]
\]

while the stress of the non-local pseudopotential term is

\[
\sigma^{NL_{\alpha\beta}} = -\frac{2}{V} \text{Tr} \left[ \hat{f}_H \sum_{\mathbf{G}, G', \tau} S_\tau (\mathbf{G}' - \mathbf{G}) \times \frac{\partial v_{\tau}^{NL}(\mathbf{G} + \mathbf{k}, \mathbf{G}' + \mathbf{k})}{\partial \epsilon_{\alpha\beta}} |\mathbf{k} + \mathbf{G}| |\mathbf{k} + \mathbf{G}'| \right],
\]

where \( \epsilon_{\alpha\beta} \) is the strain tensor, \( V \) is the volume of the system and \( S_\tau(\mathbf{G}) \) is the structure factor of atom species \( \tau \).

We test four systems to verify the equivalence of the CT and DG methods, the detailed setup and the results including free energy, stress, and forces are listed in Tables I and II. The temperature is set to be 5 or 10 eV. At such a high temperature, we choose a large number of KS orbitals to ensure the occupation number of the last orbital to be smaller than \( 10^{-8} \). We can see both methods yield quantitatively the same results. Notably, the CT method can be accurately applied to extended systems with multiple \( k \)-points. For example, for the disordered Si with 8 atoms and a \( k \)-point sampling of \( 4 \times 4 \times 4 \), both CT and DG methods yield the similar free energy of -1316.13273028 and -1316.13273909 eV, the difference is smaller than 1e-5 eV.

C. Stochastic Density Functional Theory

Although the CT method with a complete plane-wave basis set is as accurate as the DG method, the number of plane waves used in CT is much larger than the KS orbitals used in DG (See Tables I) and results in an inefficient CT method for practical usage. However, SDFT \([34, 56, 60]\) adopts quasi-complete stochastic orbitals, \([82, 84, 85]\) the number of which is much smaller than that of a complete basis set. In
TABLE I. Free energy $A$ and stress $\sigma$ of four systems as computed from the DG and CT methods. The four systems are listed with parameters including the $k$-point sampling ($\Gamma$ or $4 \times 4 \times 4$), the temperature $T$ (in eV), and the density $\rho$ (in g/cm$^3$). $N$, $N_\phi$ and $N_{pw}$ depict the number of atoms, the number of KS orbitals used in the DG method and the number of plane waves employed in the CT method, respectively.

| System        | $A_{DG}$ (eV) | $\sigma_{DG}$ (kBar) | $N_\phi$ | $A_{CT}$ (eV) | $\sigma_{CT}$ (kBar) | $N_{pw}$ |
|---------------|---------------|----------------------|----------|---------------|----------------------|----------|
| Diamond C     | 5700.925      | 0                    | 0        | 5700.926      | 0                    | 3743     |
| $\Gamma$ point| 8             | -1490.92197492       | 0        | 500           | -1490.92197491       | 0        |
| $T=10, \rho=3.51$ | 0             | 0                    | 5700.925 | 0             | 5700.926             | 0        |
| Disordered C  | 5218.598      | -77.079              | 45.122   | 5218.594      | -77.080              | 45.120   |
| $\Gamma$ point| 16            | -2527.69075155       | -77.079  | 5404.248      | 97.585               | 5473.142 |
| $T=5, \rho=5.00$ | 45            | 122                  | 97.585   | 400           | -2527.69075156       | 77.080   |
| Diamond Si    | 1863.768      | 0                    | 0        | 1863.768      | 0                    | 6451     |
| $\Gamma$ point| 8             | -1339.74099262       | 0        | 1000          | -1339.74100200       | 0        |
| $T=10, \rho=2.33$ | 0             | 0                    | 1863.768 | 0             | 1863.768              | 0        |
| Disordered Si | 1882.256      | 202.845              | 36.518   | 1882.256      | 202.845              | 36.518   |
| $4 \times 4 \times 4$ k-points | 8             | -1316.13273028       | 202.845  | 1959.908      | -74.171              | 6488     |
| $T=10, \rho=2.33$ | 36            | 358                  | -74.170  | 2426.388      | 1959.908             | 6488     |

TABLE II. Comparison of atomic forces (in eV/Å) in two systems as obtained from the DG ($F_{DG}$, $F_{DG}^y$, $F_{DG}^z$) and CT ($F_{CT}^x$, $F_{CT}^y$, and $F_{CT}^z$, as compared to the DG data) methods. The two systems are a disordered C system (16 atoms) and a disordered Si system (8 atoms), the conditions of which are listed in Table I. In DG calculations, 400 and 1000 KS orbitals are used for C and Si systems, respectively. In the CT method, 5185 and 6488 plane waves for C and Si are utilized, respectively.

| System        | $F_{DG}^x$ | $F_{DG}^y$ | $F_{DG}^z$ | $F_{CT}^x$ | $F_{CT}^y$ | $F_{CT}^z$ |
|---------------|------------|------------|------------|------------|------------|------------|
| C             | 1          | 3.4434     | -0.9882    | 0.454      | -0.0005    | -0.0002    |
|               | 2          | -1.9595    | 5.7627     | 3.1996     | -0.0006    | 0.0003     |
|               | 3          | 7.0587     | -1.2141    | -3.5839    | -0.0003    | 0.0004     |
|               | 4          | -0.2327    | 0.0505     | 3.0127     | 0.0004     | 0.0003     |
|               | 5          | 4.142      | 5.4697     | -0.4322    | 0.0002     | -0.0003    |
|               | 6          | 10.1551    | -0.6472    | -0.5713    | 0.0000     | 0.0000     |
|               | 7          | 3.6263     | -2.5401    | -3.3399    | 0.0004     | -0.0003    |
|               | 8          | -6.5981    | -8.1553    | -2.3112    | 0.0002     | 0.0000     |
| Si            | 9          | -6.4496    | 5.6967     | 1.2765     | 0.0003     | -0.0003    |
|               | 10         | -3.6473    | -2.8595    | 4.5359     | 0.0004     | 0.0001     |
|               | 11         | 3.3913     | 2.0238     | -5.4687    | 0.0000     | 0.0005     |
|               | 12         | -1.0327    | 1.5951     | 2.5317     | 0.0003     | 0.0001     |
|               | 13         | -5.7166    | 1.3521     | -0.2795    | 0.0001     | -0.0003    |
|               | 14         | -6.0667    | 0.1237     | -2.1423    | 0.0000     | 0.0002     |
|               | 15         | 1.1041     | -8.5614    | -0.455     | 0.0004     | 0.0002     |
|               | 16         | -1.2176    | -2.3386    | 3.5676     | -0.0005    | -0.0004    |
|               | 17         | 5.9738     | 11.2804    | -18.4636   | 0.0000     | 0.0002     |
|               | 18         | 27.1567    | 23.4301    | -16.0622   | 0.0000     | 0.0001     |
|               | 19         | -2.5108    | -4.0214    | -0.5398    | 0.0002     | -0.0001    |
|               | 20         | -4.8645    | -8.4193    | -14.3648   | 0.0001     | -0.0001    |
|               | 11         | -8.492     | -11.0528   | 13.9717    | 0.0000     | 0.0001     |
|               | 12         | -1.4202    | 0.3509     | 5.5613     | -0.0001    | 0.0000     |
|               | 13         | 2.3269     | 2.5932     | -3.6515    | -0.0001    | 0.0000     |
|               | 14         | -4.3885    | -14.1611   | 33.5488    | -0.0001    | 0.0000     |

this regard, the SDFT has a potential to substantially speedup the CT method. Recently, the stochastic orbitals have been successfully used in the stochastic GW method, [58-59] the stochastic Kubo-Greenwood method, [59] calculation of the multie exciton generation rates, [80] the second order Möller-Plesset perturbation theory [81] and the stochastic optimally tuned range-separated hybrid density functional theory. [91] For any orthogonal and complete basis set $\{\varphi_j\}$ (see Fabian et al. [63] for non-orthogonal basis), the stochastic orbitals $\{\chi_n\}$ in the $\varphi$ representation can be defined as [44]:

$$\langle \varphi_j|\chi_n|\rangle = \frac{1}{\sqrt{N_N}} \exp(i2\pi\theta^j_n),$$

where $\theta^j_n$ is randomly generated by the uniform distribution between 0 and 1. $N_N$ is the number of stochastic orbitals. Other works [60, 61, 84] also use the definition of $\langle \varphi_j|\chi_n|\rangle = \pm \frac{1}{\sqrt{N_N}}$ with the probability of plus and minus signs being 1/2. Notably, Baer et al. [85] have proved that both definitions lead to the same expectation and similar variance values of a given Hermitian matrix with comparable real and imaginary parts. Ideally, infinite stochastic orbitals form a complete basis set, which satisfies [50, 84]

$$\lim_{N_N \to +\infty} \sum_{n=1}^{N_N} |\chi_n| \langle \chi_n| = \hat{I}$$

(27)
and
\[
\text{Tr}(\hat{O}) = \lim_{N_x \to +\infty} \text{Tr} \left( \sum_{n=1}^{N_x} |\chi_n\rangle \langle \chi_n| \hat{O} \right) = \lim_{N_x \to +\infty} \sum_{n=1}^{N_x} \langle \chi_n| \hat{O} |\chi_n\rangle
\]
for any linear operator \( \hat{O} \). In this regard, sufficient stochastic orbitals are regarded as an approximated identity operator, so traces such as Eqs. (12), (19), (21), and (22) can be approximately evaluated with stochastic orbitals and the CT method. In this work, we choose \( \{ \psi_i \} \) as plane-wave basis so the stochastic orbitals can be defined as
\[
(\mathbf{k} + \mathbf{G}|\chi_n\rangle = \frac{1}{\sqrt{N_x}} \exp(i2\pi \theta_{\mathbf{k},\mathbf{G}}^n),
\]
where \( \theta_{\mathbf{k},\mathbf{G}}^n \) is an independent random number between 0 and 1. The self-consistent loop of SDFT (See Fig. 1(b)) is summarized as the following six steps: (i) Guess an initial electron density \( \rho_0(\mathbf{r}) \) and generate stochastic orbitals \( \{ \chi_n \} \). (ii) Construct the effective potential \( v_{\text{eff}}(\mathbf{r}) \) and the Hamiltonian \( \hat{H} \) with Eq. (3). (iii) Determine the chemical potential \( \mu \) according to evaluating the correct electron number \( N_e = 2 \sum_{n=1}^{N_x} \langle \chi_n| \hat{H}| \chi_n\rangle \). (iv) Evaluate a new electron density \( \rho(\mathbf{r}) \) = \( 2 \sum_{n=1}^{N_x} |\mathbf{r}|^j \hat{H}^{1/2}|\chi_n\rangle \). (v) Mix the new electron density \( \rho(\mathbf{r}) \) with previous ones. (vi) Reiterate (ii-v) until the difference between the \( \rho(\mathbf{r}) \) and \( \rho_0(\mathbf{r}) \) is under a given threshold and then the ground-state electron density is \( \rho(\mathbf{r}) \).

The forces and stress formulas from the SDFT method share similar forms with those used in the CT method. However, one should pay attention to the trace operations that appear in Eqs. 23, 24 and 25, which should be done with Eq. 28 using stochastic orbitals.

D. Mixed Stochastic-Deterministic DFT

The MDFT method adopts both deterministic orbitals \( \{ \phi_i \} \) and stochastic orbitals \( \{ \chi_n \} \), where \( \{ \phi_i \} \) is an orthogonal but incomplete basis. \( \chi_n \) is obtained by orthogonalizing the initial stochastic orbital \( \chi_n \) to the set of \( \{ \phi_i \} \) as
\[
|\chi_n\rangle = |\chi_n\rangle - \sum_{i=1}^{N_\phi} \langle \phi_i|\chi_n\rangle |\phi_i\rangle.
\]
The two sets of basis functions satisfy
\[
\lim_{N_x \to +\infty} \sum_{n=1}^{N_x} |\chi_n\rangle \langle \chi_n| + \sum_{i=1}^{N_\phi} |\phi_i\rangle \langle \phi_i| = \hat{I},
\]
where \( N_x \) and \( N_\phi \) are the number of stochastic and deterministic orbitals, respectively. Based on the mixed orbitals, the trace of a given operator \( \hat{O} \) can be evaluated by
\[
\text{Tr}(\hat{O}) = \lim_{N_x \to +\infty} \sum_{n=1}^{N_x} \langle \chi_n| \hat{O} |\chi_n\rangle + \sum_{i=1}^{N_\phi} \langle \phi_i| \hat{O} |\phi_i\rangle.
\]
In the MDFT method, if the operator \( \hat{O} \) is a function of Hamiltonian \( \hat{O} = g(\hat{H}) \) and part of the eigenstates \( \{ \psi_i \} \) of \( \hat{H} \) are chosen as deterministic orbitals, the above equation can be simplified as
\[
\text{Tr}(\hat{O}) = \lim_{N_x \to +\infty} \sum_{n=1}^{N_x} \langle \chi_n| \hat{O} |\chi_n\rangle + \sum_{i=1}^{N_\phi} g(\epsilon_i).
\]
The self-consistent loop of MDFT (See Fig. 1(c)) includes the following eight steps: (i) Guess an initial electron density \( \rho_0(\mathbf{r}) \) and generate a set of stochastic orbitals \( \{ \chi_n \} \). (ii) Construct the effective potential \( v_{\text{eff}}(\mathbf{r}) \) and the Hamiltonian \( \hat{H} \) with Eq. (3). (iii) Solve a selected set of eigenstates \( \{ \psi_i \} \) of \( \hat{H} \). (iv) Orthogonalize \( \{ \chi_n \} \) to \( \{ \psi_i \} \) via Eq. (30) and obtain a new set of stochastic orbitals \( \{ \chi_n \} \). (v) Determine the chemical potential \( \mu \) according to evaluating the correct electron number with the formula of \( N_e = 2 \sum_{n=1}^{N_x} \langle \chi_n| \hat{H}| \chi_n\rangle + 2 \sum_{i=1}^{N_\phi} f(\epsilon_i; \mu) \). (vi) Evaluate a new electron density \( \rho(\mathbf{r}) = 2 \sum_{n=1}^{N_x} \langle \mathbf{r}| \hat{H}^{1/2}| \chi_n\rangle^2 + 2 \sum_{i=1}^{N_\phi} f(\epsilon_i; \mu)|\psi_i(\mathbf{r})|^2 \). (vii) Mix the new electron density \( \rho(\mathbf{r}) \) with previous ones. (viii) Reiterate (ii-vii) until the difference between the \( \rho(\mathbf{r}) \) and \( \rho_0(\mathbf{r}) \) is under a specific threshold and then the ground-state density \( \rho(\mathbf{r}) \) is obtained.

In order to compute the forces and stress formulas from the MDFT method, one should use the formulas introduced in the CT method. Furthermore, Eq. 32 with both stochastic orbitals and deterministic orbitals should be adopted to evaluate the trace operator.

III. RESULTS AND DISCUSSION

We systematically compare several aspects of the DG, CT, SDFT and MDFT methods and the results are shown below. Specifically, we test physical properties including the electron density, the free energy, the pressure, the atomic forces and the density of states. In particular, we analyze the statistical errors introduced in the SDFT and MDFT methods, and the related formulas are described in Appendix C. We also evaluate the efficiency of the SDFT and MDFT methods by parallel calculations of systems containing 512 atoms. We conclude that the use of stochastic orbitals can be more efficient than the DG method at extremely high temperatures (above a few tens of eV). Several systems consisting of Si and C atoms are chosen. Both Diamond and disordered structures are selected with 8 or 64 atoms. Our results are demonstrated with different k-point sampling schemes. We adopt the \( \Gamma \) k-point in all
cases except $2 \times 2 \times 2$ $k$-points when simulating Si of 8 atoms and $4 \times 4 \times 4$ $k$-points when calculating the density of states.

A. Electron Density

The ground-state electron density is a key variable that can be obtained from DG, SDFT, and MDFT. We test a disordered Si systems consisting of 8 atoms. The density is 2.33 g/cm$^3$ and the temperature is 10 eV. The energy cutoff is 50 Ry. Fig. 2 compares the results from DG, SDFT, and MDFT. The benchmark electron density obtained from DG is shown in Fig. 2(a), which is obtained via the DG method with 1000 deterministic orbitals. We observe valence electrons that form chemical bonds among the Si atoms. Figs. 2(b) and (c) represent the electron density differences between the one from the stochastic methods and the one from the DG method. The density of Si is 2.33 g/cm$^3$ and the temperature is 10 eV.

B. Free energy, Pressure and Forces

We analyze the statistical errors of the SDFT and MDFT methods, the formulas of which can be found in the Appendix C. We prepare $N_s=20$ replicas with different random seeds and define the errors of free energy $\Delta A$, pressure $\Delta P$, and force $\Delta F$ as

$$\Delta A = \sqrt{\frac{\sum_{i=1}^{N_s} |A^i - A^{ref}|^2}{N_s}}, \quad (34)$$

$$\Delta F = \sqrt{\frac{\sum_{i=1}^{N_s} |F^i - F^{ref}|^2}{N_s}}, \quad (35)$$

$$\Delta P = \frac{1}{N_s} \sum_{i=1}^{N_s} \sum_{j=1}^{N_s} |F^i_j - F^{ref}_j|^2. \quad (36)$$

respectively. Here, $N$ is the number of atoms, $i$ is the index of replicas, the “ref” index represents the reference results obtained from the DG and CT methods, which are listed in Table. III in Appendix D. $F^i_j$ is the force acting on atom $j$ in the replica $i$.

To analyze the statistical errors from the SDFT method, we perform several tests for Si at a temperature of 10 eV. Three densities (2.33, 5.0, 10.0 g/cm$^3$) are chosen with the diamond structure, while a disordered structure is adopted with a density of 2.33 g/cm$^3$. In each case, we use two sizes of system (8 and 64 atoms). The energy cutoff is set to 50 Ry for the plane-wave basis. Fig. 3 shows the statistical errors of SDFT and we observe the following features. First, although all of the data points roughly stay in a straight line, $\Delta F$ exhibits a better linear behavior than $\Delta A$ and $\Delta P$ because more samples are included. In fact, each point of $\Delta F$ is averaged from $N_s \times N^2$ points but only $N_s$ points are used to evaluate $\Delta A$ and $\Delta P$. Second, the statistical errors are reduced when more stochastic orbitals are included, as we find the three quantities rise inversely with $N_s^{-1/2}$. This feature is consistent with the above conclusion that more stochastic orbitals lead to a more complete basis set. Third, for a given density $\rho_0$ and a fixed $N_s$, the $\Delta A$ per atom and $\Delta P$ are proportional to $V^{-1/2}$, suggesting larger systems exhibit smaller errors. Impressively, to keep the same precision for large systems, SDFT do not
need to include more orbitals. Therefore, SDFT is well suitable for studying large systems.

Besides the stochastic orbitals, the MDFT method utilizes a set of deterministic orbitals (the Kohn-Sham orbitals). We analyze the statistical errors of MDFT with respect to the used number of deterministic orbitals and the results are illustrated in Fig. 3. A diamond structure of Si with 8 atoms is tested at 10 eV with a density of 10.0 g/cm$^3$. We use $N_g$ of 64, 96, 128, 256. Eight different Si systems are tested with $N$ and $V$ being the number of atoms and the volume of the system, respectively. All of the systems are simulated at the temperature of 10 eV.

The above tests demonstrate that increasing the deterministic orbitals in MDFT can systematically decrease the statistical errors of the free energy ($\Delta A$), the pressures ($\Delta P$) and the forces ($\Delta F$). For example, if no deterministic orbitals but 256 stochastic orbitals are used, the errors are $\Delta A/N=0.25$ eV, $\Delta P=124.4$ kBar, and $\Delta F=2.78$ eV/Å, where $N$ is the number of atoms. Notably, when 48 deterministic orbitals are added onto the 256 stochastic orbitals, the errors are substantially reduced to $\Delta A/N=0.007$ eV, $\Delta P=4.5$ kBar and $\Delta F=0.09$ eV/Å. We conclude that MDFT can achieve almost the same accuracy as the DG method but need much less deterministic orbitals (1000 orbitals from DG).

Fig. 4 shows the relative statistical errors of C at different temperatures. We find the errors of the free energy $\Delta A$ and the pressure $\Delta P$ at a temperature of 10 eV decrease quickly with the increase of the number of deterministic orbitals $N_g$. However, the relative statistical errors at higher temperatures such as 300 eV are small even without deterministic orbitals, suggesting the SDFT method is sufficiently accurate at high temperatures. In other words, it is worth mentioning that the error of MDFT depends on $(\Phi - \Psi)$.
The density of states (DOS) of a given system can be evaluated through either SDFT or MDFT methods, even though the eigenvalues of \( \hat{H} \) cannot be directly obtained. The formula of DOS has the form of

\[
g(E) = 2\text{Tr} \left[ \frac{1}{\sqrt{2\pi\sigma}} \exp \left( -\frac{(E - \hat{H})^2}{2\sigma^2} \right) \right], \quad (37)
\]

where \( \sigma \) controls the width of smearing. The DOS \( g(E) \) can be computed via Eq. \( 20 \) Figs. \( 6(a) \) and \( (b) \) respectively plot the DOS of disordered Si and diamond C at 10 eV. The density of Si and C is 2.33 g/cm\(^3\) and 3.51 g/cm\(^3\), respectively. We choose the energy cutoffs to be 50 and 70 Ry for the Si and C systems, respectively. A Monkhorst-Pack \( 4 \times 4 \times 4 \) \( k \)-point mesh is adopted. The number of stochastic orbitals \( (N_x) \) used in SDFT is 256, while the number of bands in DG is chosen to be 1000 and 600 for the Si and C systems, respectively.

As illustrated in Figs. \( 6 \) three methods are used to compute the DOS, including the the DG method, the CT method with the full plane-wave basis, and SDFT. The Fermi level is set to zero. We observe the high-energy DOS obtained from the DG method is limited by the number of bands used, while the other two methods can yield high-energy DOS directly from evaluating Eq. \( 37 \).

C. Density of States

The density of states (DOS) of a given system can be evaluated through either SDFT or MDFT methods, even though the eigenvalues of \( \hat{H} \) cannot be directly obtained. The formula of DOS has the form of

\[
g(E) = 2\text{Tr} \left[ \frac{1}{\sqrt{2\pi\sigma}} \exp \left( -\frac{(E - \hat{H})^2}{2\sigma^2} \right) \right], \quad (37)
\]

where \( \sigma \) controls the width of smearing. The DOS \( g(E) \) can be computed via Eq. \( 20 \) Figs. \( 6(a) \) and \( (b) \) respectively plot the DOS of disordered Si and diamond C at 10 eV. The density of Si and C is 2.33 g/cm\(^3\) and 3.51 g/cm\(^3\), respectively. We choose the energy cutoffs to be 50 and 70 Ry for the Si and C systems, respectively. A Monkhorst-Pack \( 4 \times 4 \times 4 \) \( k \)-point mesh is adopted. The number of stochastic orbitals \( (N_x) \) used in SDFT is 256, while the number of bands in DG is chosen to be 1000 and 600 for the Si and C systems, respectively.

As illustrated in Figs. \( 6 \) three methods are used to compute the DOS, including the the DG method, the CT method with the full plane-wave basis, and SDFT. The Fermi level is set to zero. We observe the high-energy DOS obtained from the DG method is limited by the number of bands used, while the other two methods can yield high-energy DOS directly from evaluating Eq. \( 37 \).

In fact, for a given energy cutoff, the CT method uses all of the plane-wave basis, and the result serves as a
benchmark for SDFT. Overall, We find all of the three methods yield similar DOS, demonstrating the accuracy of utilizing the CT method and the stochastic orbitals compares well with the DG method.

D. Efficiency

Besides the accuracy of SDFT and MDFT, we also test their parallel efficiency. Fig. (a) shows a test for a 512-atom C system with the diamond structure. The temperature is 20 eV and the density is 3.51 g/cm$^3$. We adopt a norm-conserving pseudopotential for C with 4 electrons and choose the energy cutoff to be 70 Ry. The number of stochastic orbitals ($N_\chi$) is 96 for both SDFT and MDFT methods, and 16 deterministic orbitals ($N_\phi$) are utilized in the MDFT. We adopt 16, 32, 64, 128 and 256 CPU cores and record the average number of electronic iteration steps per second. This test demonstrates the advantages of adopting either SDFT or MDFT to efficiently compute large extended systems at high temperatures, which pose challenges for the DG method. On the one hand, we can see that SDFT owns a well-behaved scaling because all of the stochastic orbitals are independent and can be trivially parallelized. On the other hand, MDFT needs to compute KS orbitals with extra data communications among the CPU cores, which lowers the efficiency as compared to SDFT. For example, SDFT is 2.4% and 19.8% faster than MDFT with 16 and 256 CPU cores, respectively. Even so, MDFT is still more efficient than the DG method because MDFT needs much less deterministic orbitals than the DG method.

Fig. (b) compares the efficiency of running the SDFT and DG methods at different temperatures by recording the average time of one electronic iteration step of DG and SDFT. We set up a diamond structure with 8 C atoms. The density is chosen to be 3.51 g/cm$^3$ and the temperature ranges from 5 to 300 eV. A norm conserving pseudopotential with 6 valence electrons is used for C atoms. The energy cutoff is set to be 240 Ry. The number of bands in the DG calculations is chosen to ensure the occupation number of the highest band less than 1e-5. In this regard, 100, 200, 400, 750, 1400 bands are used for calculations of temperatures at 5, 10, 20, 30, 50 eV, respectively. On the other hand, the number of stochastic orbitals is 96 in the SDFT method. The number of Chebyshev expansion order ($N_\chi$) is 96 for both SDFT and MDFT, while additional 16 deterministic orbitals ($N_\phi$) are adopted in MDFT. The temperature is 20 eV and the density is 3.51 g/cm$^3$.

IV. CONCLUSIONS

The traditional KSDFT method uses the diagonalization (DG) method to yield the Kohn-Sham orbitals and the ground-state electron density of a given system. We demonstrate that the DG method and the Chebyshev trace (CT) method share similar accuracy. Furthermore, the combination of the stochastic orbitals and the CT method leads to the SDFT method. Additionally, an improved theory of SDFT is the MDFT method, which mixes a set of KS orbitals with stochastic orbitals and generally yields better accuracy. On the one hand, the SDFT is a special case of MDFT when no deterministic orbitals are used in MDFT. On the other hand, when the number of stochastic orbitals is set to zero and all of the Kohn-Sham orbitals are used to evaluate the electron density, the MDFT method becomes the traditional KSDFT method. Both SDFT and MDFT methods are
more efficient than the DG method when the electron temperature is high and a large number of occupied states need to be solved.

Based on the above theories, we have implemented all of the four methods, i.e., DG, CT, SDFT, and MDFT methods in the ABACUS package \[72\] [73], which can be freely downloaded (https://github.com/deepmodeling/abacus-develop). The four methods are implemented with the use of periodic boundary conditions, plane-wave basis set, \(k\)-point samplings, and the norm-conserving pseudopotentials. To the best of our knowledge, this is the first implementation of the four methods within a single package for extended systems.

We systematically tested the accuracy and efficiency of SDFT and MDFT by choosing Si and C systems with different sizes, densities, and temperatures. We first compared the electron densities obtained from the SDFT, MDFT and DG methods. Both SDFT and MDFT yielded similar electron density as compared to the one from DG, and the use of deterministic orbitals in MDFT led to smaller deviations of electron density than SDFT. We analyzed the statistical errors of the free energies, the pressures, and the atomic forces from SDFT and MDFT. Our results showed that both SDFT and MDFT yielded sufficiently small errors when compared to the DG results. To validate the parallel efficiency of SDFT and MDFT methods in dealing with large-size systems, we used a 512-atom C system and found both methods exhibit excellent parallel efficiency up to 256 CPU cores. Furthermore, we tested the efficiency of an 8-atom C system with temperatures ranging from 5 to 300 eV. Notably, SDFT became more efficient at higher temperatures due to the less expansion order needed in the CT method, which was more efficient than the DG method at extremely high temperatures.

In summary, our work shows that the implementation of SDFT and MDFT methods in plane-wave basis set can be readily applied to study extended systems such as condensed matter systems with several advantages. First, at extremely high temperatures, these methods adopt stochastic wave functions and are more efficient than the DG method used in traditional KSDFT. Second, both SDFT and MDFT methods can be easily parallelized for large-size and high-temperature systems. Third, by enabling sampling of \(k\)-points in the Brillouin-zone, physical properties in extended systems can be converged by sampling a sufficiently large number of \(k\)-points within the SDFT and MDFT methods. For example, even though hundreds of atoms are adopted in a simulation cell, properties like the electronic conductivity needs a fairly large number of \(k\)-points to be converged. \[72\] [73] In future works, we expect these methods can be combined with molecular dynamics to obtain the equation of state (EOS) or electron transport properties of systems at high temperatures.
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Appendix A: Kohn-Sham Equation in Plane-Wave Basis

The Kohn-Sham equation in Eq. (2) can be solved by a plane-wave basis set with periodic boundary conditions, the corresponding algorithms have been implemented in ABACUS. \[72\] [73] According to the Bloch theorem, the electronic wave function takes the form of

\[
\psi_{nk}(r) = \frac{1}{\sqrt{V}} \sum_{G} c_{nk}(G) e^{i(k+G) \cdot r},
\]

where \(V\) is the volume of the system, \(G\) and \(k\) denote the wave vector of a plane wave and a \(k\)-point vector, respectively. \(n\) represents the index of electronic states. The \(c_{nk}(G)\) coefficients are the expansion coefficients of the plane-wave basis with the form of

\[
c_{nk}(G) = \langle k + G | \psi_{nk} \rangle,
\]

where

\[
\langle r | k + G \rangle = \frac{1}{\sqrt{V}} e^{i(k+G) \cdot r}.
\]

As a result, Eq. (2) is transformed to

\[
\sum_{G'} \left[ \frac{1}{2} (k + G)^2 \delta_{GG'} + \tilde{v}_{eff}(G - G') \right] c_{nk}(G') = \epsilon_{nk} c_{nk}(G).
\]

Solving the above equation is equal to solving an eigenvalue problem of a Hermitian matrix with linear algebra techniques and the dimension of the matrix is equal to the number of plane waves. Typically, the diagonalization of this equation has an \(O(N^3)\) scaling. With the aid of pseudopotentials, \[65\] [66] the ionic coulomb potential becomes more smooth by neglecting atomic core states. Thus, less plane waves are needed which significantly reduces the computational cost. The plane-wave basis set is chosen by satisfying \(\frac{1}{2} (k + G)^2 < E_{cut}\), where \(E_{cut}\) is a specific kinetic energy cut-off for plane waves.

Appendix B: Forces and Stress

Forces and stress are two key quantities that can be obtained from the diagonalization (DG) method in traditional KSDFT. On the one hand, the force acting on an atom \(I\) has the definition of

\[
F_{I} = -\frac{\partial E}{\partial R_{I}},
\]
while the stress is defined as
\[ \sigma_{\alpha\beta} = -\frac{1}{V} \frac{\partial E}{\partial \epsilon_{\alpha\beta}}, \]  

(B2)

where \( E \) is the total energy, \( \mathbf{R}_I \) is the position of the atom and \( \epsilon_{\alpha\beta} \) is the strain with the spatial coordinates \( \alpha \) and \( \beta \). As a result, the force of atom \( I \) of species \( \tau \) can be divided into three parts, \[ \mathbf{F}_{I,\tau} = \mathbf{F}^{\text{Ewald}}_{I,\tau} + \mathbf{F}^{L}_{I,\tau} + \mathbf{F}^{\text{NL}}_{I,\tau}, \]  

(B3)

where \( \mathbf{F}^{\text{Ewald}}_{I,\tau} \) is the Ewald force, \( \mathbf{F}^{L}_{I,\tau} \) is the local pseudopotential force and \( \mathbf{F}^{\text{NL}}_{I,\tau} \) is the non-local pseudopotential force. Specifically, the local term has a form of
\[ \mathbf{F}^{L}_{I,\tau} = -iV \sum_{\mathbf{G}} \mathbf{G} \mathbf{e}^{\mathbf{G} \cdot \mathbf{R}_I} v^L_{\tau}(\mathbf{G}) \rho^*(\mathbf{G}), \]  

(B4)

while the non-local term is written as
\[ \mathbf{F}^{\text{NL}}_{I,\tau} = -2i \sum_{\mathbf{k},\mathbf{n}} \mathbf{W}(\mathbf{k}) \sum_{\mathbf{G},\mathbf{G}'} f(\epsilon_{\tau}; \mu) c_{\tau \mathbf{k}}^* \mathbf{G} (\mathbf{G}' - \mathbf{G}) \]  
\[ \times e^{i(\mathbf{G}' - \mathbf{G}) \cdot \mathbf{R}_I} v^L_{\tau}(\mathbf{k} + \mathbf{G}, \mathbf{k} + \mathbf{G}') c_{\tau \mathbf{k}}(\mathbf{G}'), \]  

\[ \text{where} \]
\[ v^L_{\tau}(\mathbf{G}) \text{ is the local pseudopotential of atom species } \tau. \]  

On the other hand, the stress \( \mathbf{F}^{\text{Ewald}}_{I,\tau} \) is divided into the Ewald term \( \sigma^{\text{Ewald}}_{\alpha\beta} \), the Hartree term \( \sigma^{H}_{\alpha\beta} \), the exchange-correlation term \( \sigma^{xc}_{\alpha\beta} \), the kinetic term \( \sigma^{T}_{\alpha\beta} \) and the non-local pseudopotential term \( \sigma^{NL}_{\alpha\beta} \) with the form of
\[ \sigma_{\alpha\beta} = \sigma^{\text{Ewald}}_{\alpha\beta} + \sigma^{H}_{\alpha\beta} + \sigma^{xc}_{\alpha\beta} + \sigma^{T}_{\alpha\beta} + \sigma^{NL}_{\alpha\beta}, \]

(B6)

where
\[ \sigma^{H}_{\alpha\beta} = -2 \pi \sum_{\mathbf{G} \neq 0} \frac{\rho(\mathbf{G})^2}{G^2} \left[ 2 \frac{\mathbf{G} \alpha \mathbf{G} \beta}{G^2} - \delta_{\alpha\beta} \right], \]

(B7)

\[ \sigma^{xc}_{\alpha\beta} = -\delta_{\alpha\beta} \sum_{\mathbf{G}} \left[ \epsilon_{xc}(\mathbf{G}) - v_{xc}(\mathbf{G}) \right] \rho^*(\mathbf{G}), \]

(B8)

\[ \sigma^{T}_{\alpha\beta} = \frac{2}{V} \sum_{\mathbf{k},\mathbf{n}} \mathbf{W}(\mathbf{k}) \sum_{\mathbf{G}} f(\epsilon_{\tau}; \mu) c_{\tau \mathbf{k}}^* (\mathbf{G} + \mathbf{k})_\alpha \]  
\[ \times \delta(\mathbf{G}, \mathbf{G}') (\mathbf{k} + \mathbf{G}', \mathbf{k} + \mathbf{G}) c_{\tau \mathbf{k}}(\mathbf{G}'), \]

(B9)

\[ \sigma^{NL}_{\alpha\beta} = \sum_{\mathbf{G},\tau} S_{\tau}(\mathbf{G}' - \mathbf{G}) \frac{\partial \epsilon_{\alpha\beta}}{\partial \epsilon_{\alpha\beta}} c_{\tau \mathbf{k}}(\mathbf{G}'), \]

(B10)

and
\[ \epsilon_{\alpha\beta} \text{ is the strain tensor. } \]

Here \( \rho(\mathbf{G}) = 1 \begin{array}{c} \int \rho(\mathbf{r}) \exp(-i \mathbf{G} \cdot \mathbf{r}) d\mathbf{r.} \end{array} \]

(B12)

Appendix C: Error Analysis

Since stochastic or mixed orbitals only form a complete basis when the number of stochastic orbitals approaches infinity, the use of a finite number of stochastic orbitals in practical calculations unavoidably introduces statistical errors for both SDFT and MDFT methods.

By using the stochastic orbitals in SDFT, the deviation of a given Hermitian operator \( \hat{O} \) takes the form of
\[ (\Delta \mathbf{O})_s = \text{Tr}[\hat{X} \hat{O}] - \text{Tr}[\hat{O}] = \text{Tr}[(\hat{X} - \hat{I}) \hat{O}], \]

(C1)

where \( \hat{I} \) is the identity operator and \( \hat{X} \) forms by a set of stochastic orbitals \( \{ \chi_n \} \) as
\[ \hat{X} \equiv \sum_{n=1}^{N_x} |\chi_n\rangle \langle \chi_n|, \]

(C2)

According to previous studies, the expectation and variance of \( (\Delta \mathbf{O})_s \) are
\[ \mathbb{E}[ (\Delta \mathbf{O})_s ] = 0 \]

(C3)

and
\[ \text{Var}[ (\Delta \mathbf{O})_s ] = \frac{2}{N_x} \sum_{i \neq j} |\rho_{ij}|^2 = \sigma_s^2, \]

(C4)

Thus, the statistical fluctuation \( \sigma_s \) is proportional to \( 1/\sqrt{N_x} \). It is worth mentioning that although Eq. (C3) shows an unbiased trace result, the SDFT result still has an \( O(1/N_x) \) bias due to the nonlinear dependence of \( \hat{H} \) of the operator. However, the bias decreases much faster than the fluctuation when \( N_x \) increases. Therefore, the error mainly comes from the statistical fluctuation \( \sigma_s \).

Importantly, the errors of the volume-integrated, atom-averaged, local-volume-integrated, and the volume-averaged quantities can be estimated as follows. If we set \( \hat{O} \) in Eq. (C4) as the density operator, \( \sum_{i \neq j} |O_{ij}|^2 \) can be roughly estimated by \( \rho^2(\mathbf{r}) \), which is proportional to \( \rho_0^2 \) (\( \rho_0 = N/V \) with \( N \) being the number of atoms).

In this regard, for volume-integrated quantities such as the free energy which includes the integration of the density, the error fluctuation is proportional to \( \sqrt{V/N_x \rho_0} \); for atom-averaged quantities such as the free energy per atom, the error fluctuations are proportional to \( 1/\sqrt{N_x V} \); for volume-averaged quantities such as...
the pressure, the error fluctuations are proportional to $\rho_0/\sqrt{N_N}$; for local-volume-integrated quantities such as forces acting on atoms, the fluctuations are proportional to $\sqrt{\rho_0/N_N}$.

To calculate the deviation in terms of mixed orbitals, we first assume that operator $\hat{O}$ contains a factor of $f(\hat{H})$ and it satisfies

$$
\text{Tr}[\hat{O}] = \text{Tr} \left[ \sum_{i=1}^{N_{\text{oc}}} |\psi_i\rangle \langle \psi_i| \hat{O} \right],
$$

where $\{\psi_i\}$ are the eigenstates of $\hat{H}$ and we consider $f(\epsilon_i) \approx 0$ for $i > N_{\text{oc}}$. We define

$$
\hat{\Psi} = \sum_{i=1}^{N_{\text{oc}}} |\psi_i\rangle \langle \psi_i| \quad \text{and} \quad \hat{\Phi} = \sum_{i=1}^{N_{\phi}} |\psi_i\rangle \langle \psi_i|,
$$

where $N_{\phi}$ is the number of deterministic orbitals within mixed ones and $N_{\phi} \leq N_{\text{oc}}$. Then the deviation of mixed orbitals has the form of

$$
(\Delta O)_m = \text{Tr}[\hat{O} - \hat{I} \hat{O}] = \text{Tr}[\hat{\Psi} - \hat{\Phi}] - \text{Tr}[\hat{\Psi} \hat{O}]
$$

where

$$
\hat{X} = \sum_{n=1}^{N_N} |\chi_n\rangle \langle \chi_n| = (\hat{I} - \hat{\Phi}) \hat{X} (\hat{I} - \hat{\Phi}),
$$

and

$$
\hat{\tilde{O}} = (\hat{\Psi} - \hat{\Phi}) \hat{O} (\hat{\Psi} - \hat{\Phi}).
$$

The above formulas show that the error of mixed orbitals is smaller than that of stochastic orbitals and as $N_{\phi}$ approaches $N_{\text{oc}}$ or $\hat{\Phi}$ approaches $\hat{\Psi}$, the error decreases towards zero.
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