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Abstract—Reconfigurable Intelligent Surface (RIS) can play a pivotal role in enhancing communication rate and localization accuracy. In this letter, we propose a positioning algorithm in a RIS-assisted environment, where the Base Station (BS) is multi-antenna, and the Mobile Station (MS) is single-antenna. We show that our method can achieve a high-precision positioning if three RISs are available. We send several known signals to the receiver in different time slots and change the phase shifts of the RISs simultaneously in a proper way. Then, we propose a technique to eliminate the destructive effect of the angle-of-departure (AoD) in order to determine the distances between each RIS and the MS. Our numerical results indicate that the accuracy of the proposed algorithm is better than the algorithms that do not estimate the AoD.

Index Terms—Localization, wireless systems, intelligent reflecting surface.

I. INTRODUCTION

One of the most important technologies getting exceedingly popular is Reconfigurable Intelligent Surface (RIS) [1], which can be used for the enhancement of communication [2] and the localization [3]. RISs can be used as coatings for buildings and walls and can intelligently control the phase and amplitude of incident waves in the wireless channel. An essential part of these surfaces is a large number of elements, which can be used in passive or/and active modes [4].

In the wireless localization problem, we aim to find the location of a Mobile Station (MS). Some of the pragmatic approaches for wireless localization are time of arrival (TOA) [5], time differential of arrival (TDOA) [6], received signal strength (RSS) [5], angle of arrival (AOA) [5], and roundtrip time of flight (RTOF) [5] approaches. RISs can be used to achieve the position of the MS with higher precision [6]. In this regard, authors in [5], [6] have proposed some methods in order to bound the localization error, but they have not proposed any practical method. In [9], a novel algorithm for a high-precision localization has been proposed, where the transmitter and the receiver are single-antenna, and two (or more) RISs are available in the environment. Moreover, authors in [10] have explained some challenges, opportunities, and research directions that a RIS-assisted environment may experience.

In this letter, we consider RISs with passive elements and propose a localization algorithm to determine the location of the MS, where the Base Station (BS) is multi-antenna. We assume that there are three RISs in the environment, and we aim to find the distances between each RIS and the MS to determine its location. To this end, we use the method proposed in [9]. Our system model is, however, more generalized since we have considered the angle-of-departure (AoD) and the angle-of-arrival (AoA). In the proposed algorithm, the AoA and the AoD from the RISs to the MS, which are unknown, are eliminated. For AoD elimination, we send a known signal from the BS to the MS several times and change the phase shift of one of the RISs simultaneously while the phase shifts of other RISs are fixed. We can then find the strongest received signal at the MS to be able to calculate the distance between the RIS and the MS. Repeating this process for other RISs, we can obtain the distances between each RIS and the MS.

This letter is organized as follows. In Section II, we elaborate the system model. Then, in Section III, we introduce our localization algorithm and evaluate the performance of our method through some simulations in Section IV. Finally, the conclusion is presented in Section V.

II. SYSTEM MODEL

We consider a wireless localization system, where the BS is equipped with $N_B$ antennas, the MS is single-antenna, and three RISs are equipped with $N_{Ri}$ elements for $i \in \{1, 2, 3\}$. In this letter, we propose a localization algorithm for a three-dimensional scenario, where antennas and RISs are equipped with uniform linear arrays. We aim to determine the location of the MS while the location of the BS and RISs are given. Fig. 1 illustrates the system model. We have considered the first RIS in this figure, and other RISs can be shown in a similar way. Based on this figure, $\phi_{B,R_i}$ (AoA from the BS to the first RIS), $\theta_{B,R_i}$ (AoD from the BS to the first RIS), $\theta_{R_i,M}$ (AoD from the first RIS to the MS), and $\theta_{B,M}$ (AoD from the BS to the MS) are defined in a three-dimensional space, so the model is also three-dimensional. We also use a channel model similar to the models used in [5]. In our model there are four links: one direct link between the BS and the MS and three indirect links between the BS and the MS via three RISs. Each indirect link has two tandem channels, connecting the BS to the MS via one RIS. The channels between the BS and each RIS are defined as:

$$H_{B,R_i} = \rho_{B,R_i} e^{-j2\pi f \tau_{B,R_i}} \alpha_{B,R_i} \alpha_{H}^{T}(\theta_{B,R_i}),$$

for $i \in \{1, 2, 3\}$, where $\alpha_{B,R_i} \in \mathbb{C}^{N_{R_i} \times 1}$, whose $i$-th entry is $[\alpha_{B,R_i}]_{i} = e^{j(\pi - 1)k \cos\theta_{B,R_i}}$, and $\alpha_{H}^{T}(\theta_{B,R_i}) \in \mathbb{C}^{N_{B} \times 1}$, whose $i$-th entry is $[\alpha_{H}^{T}(\theta_{B,R_i})]_{i} = e^{j(\pi - 1)k \cos\theta_{B,R_i}}$. $k = 2\pi d/\lambda$, where $d$ is the separation between BS’s antennas, and $\lambda$ is the wavelength of transmitted signal. $\rho_{B,R_i}$ and $\tau_{B,R_i}$ are free space path loss and phase shift due to the delay.
between BS and MS, and $\theta_{B,R_1}$ and $\phi_{B,R_1}$ are the AoD and AoA, respectively. If we replace $\alpha_r(\phi_{B,R_1})$ and $\alpha_i(\theta_{B,R_1})$ in (1) we have:

\[
H_{B,R_1} = \rho_{B,R_1} e^{-j2\pi f \tau_{B,R_1}} e^{-j(\hat{B}R_1-1)k \cos \theta_{B,R_1}} \times \left[ e^{j(1-1)k \cos \phi_{B,R_1}} \cdots e^{j(NR_1-1)k \cos \phi_{B,R_1}} \right].
\]

where $H_{B,R_1} \in \mathbb{C}^{N_{R_1} \times N_B}$, whose entry in the $m$-th row and $n$-th column is $[H_{B,R_1}]_{m,n} = e^{j[k[m-1] \cos \phi_{B,R_1} - (n-1) \cos \theta_{B,R_1}]}$. The channels between each RIS and MS are defined as:

\[
H_{R_1,M} = \rho_{R_1,M} e^{-j2\pi f \tau_{R_1,M}} \alpha_r(\phi_{R_1,M}) \alpha_i^H(\theta_{R_1,M}),
\]

for $\Gamma \in \{1, 2, 3\}$, where $\alpha_r(\phi_{R_1,M}) \in \mathbb{C}$ and $\alpha_i(\theta_{R_1,M}) \in \mathbb{C}^{N_{R_1} \times 1}$, and $\alpha_r(\phi_{R_1,M}), \alpha_i(\theta_{R_1,M}), \rho_{R_1,M}$, and $\tau_{R_1,M}$ are defined similar to those in (1). Since the MS is single-antenna, $\alpha_r(\phi_{B,R_1}) = 1$. As a result, by replacing $\alpha_i(\theta_{R_1,M})$ in (1), $H_{B,M}$ can be written as:

\[
H_{B,M} = \rho_{B,M} e^{-j2\pi f \tau_{B,M}} e^{-j(\hat{B}M-1)k \cos \theta_{B,M}} \times \left[ e^{j(1-1)k \cos \phi_{B,M}} \cdots e^{j(NB-1)k \cos \phi_{B,M}} \right],
\]

where $H_{B,M} \in \mathbb{C}^{1 \times N_B}$. We note that $\rho_{A,B}$ and $\tau_{A,B}$ can be obtained as:

\[
\rho_{E,F} = ||e - f||_2^{-\mu/2} = \Delta R_{E,F}^{-\mu/2}, \quad \tau_{E,F} = \frac{||e - f||_2}{c},
\]

for $E, F \in \{B, M, R_1, R_2, R_3\}$, where $\Delta R_{E,F}$ is the distance between nodes $E$ and $F$, $\mu$ is the path loss exponent, and $c$ is the speed of light.

The channel between the BS and the MS via each RIS can be formulated as:

\[
H_{\Gamma}^{(\omega_{\Gamma})} = H_{R_{\Gamma},M} \Omega_{\Gamma}^{(\omega_{\Gamma})} H_{B,R_{\Gamma}}^H, \quad \Gamma \in \{1, 2, 3\},
\]

where $\omega_{\Gamma} = [\omega_{\Gamma}^{(1)}, \ldots, \omega_{\Gamma}^{(N_{R_\Gamma})}]^T$, $H_{\Gamma}^{(\omega_{\Gamma})} \in \mathbb{C}^{1 \times N_B}$, and $\Omega_{\Gamma}^{(\omega_{\Gamma})} \in \mathbb{C}^{N_{R_\Gamma} \times N_{R_\Gamma}}$ is the phase shift control matrix at $\Gamma$-th RIS, defined as:

\[
\Omega_{\Gamma}^{(\omega_{\Gamma})} = \text{diag}(\exp \{j\omega_{\Gamma}^{(1)}\}, \ldots, \exp \{j\omega_{\Gamma}^{(N_{R_\Gamma})}\}).
\]

If we replace $H_{B,R_1}$ from (3), $H_{R_1,M}$ from (4), and $\Omega_{\Gamma}^{(\omega_{\Gamma})}$ from (10), the $i$-th entry of $H_{\Gamma}^{(\omega_{\Gamma})}$ is as follows:

\[
[H_{\Gamma}^{(\omega_{\Gamma})}]_i = \rho_{B,R_1} \rho_{R_1,M} e^{-j2\pi f \tau_{B,R_1}} e^{-j2\pi f \tau_{R_1,M}} e^{-jk[i-1] \cos \theta_{B,M} \times \sum_{t=1}^{N_{R_\Gamma}} e^{j\theta_{t,M}} e^{jk[-(i-1) \cos \theta_{B,M} - (t-1) \cos \theta_{R_1,M}].}
\]

Since RISs are equipped with uniform linear arrays we assume $\omega_{\Gamma} = [(1-1)\theta_{\Gamma}, \ldots, (N_{R_\Gamma} - 1)\theta_{\Gamma}]^T$, so the sigma in (11) can be written as:

\[
\sigma_{\Gamma}^{(\omega_{\Gamma})} = \sum_{t=1}^{N_{R_{\Gamma}}} e^{j\theta_{t,M}} e^{jk[-(i-1) \cos \theta_{B,M} - (t-1) \cos \theta_{R_1,M}]}
\]

where $\sin(\omega_{\Gamma})$ is unknown; however, we can set the $\omega_{\Gamma}$ to our desired value, and we will obtain $\sigma_{\Gamma}^{(\omega_{\Gamma})}$ in the next section. Moreover, we can rewrite the (10) as follows:

\[
[H_{\Gamma}^{(\omega_{\Gamma})}]_i = \rho_{B,R_1} \rho_{R_1,M} e^{-j2\pi f \tau_{B,R_1}} e^{-j2\pi f \tau_{R_1,M}} \times e^{jk[-(i-1) \cos \theta_{B,M} - \theta_{R_1,M}]}.
\]

Finally, the entire channel between BS and MS can be formulated as:

\[
H(\omega_1, \omega_2, \omega_3) = H_{B,M} + H_1(\omega_1) + H_2(\omega_2) + H_3(\omega_3).
\]

We assume that no cross link exists between the RISs, the Transmitter sends a known signal denoted by $x \in \mathbb{C}^{N_M \times 1}$, and the received signal can be expressed as:

\[
y(\omega_1, \omega_2, \omega_3) = H(\omega_1, \omega_2, \omega_3)x + n,
\]

In fact, due to the multiple reflections, the waves passing through cross-links become extremely weak and can be ignored.
where $n$ is a complex additive white Gaussian noise with variance $\sigma^2$.

### III. Localization Algorithm

In this section, first, the noise effect is ignored; then, we discuss the algorithm in the presence of noise in Remark 2 and consider its effects in our numerical results. According to \[ (14), \] the received signal by the MS contains four terms. In \[ [9], \] a novel algorithm has been proposed to separate these terms when $\omega_1, \omega_2, \omega_3 \in \{0, \pi\}$, where $0 = [0, \ldots, 0]^T$, and $\pi = [\pi, \ldots, \pi]^T$. In this regard, we apply the proposed algorithm in \[ [9]\] to our system model.

First, we send a known signal $x \in \mathbb{C}^{N_B \times 1}$ four times. At each transmission time, we choose the phase shift of RIS matrices $\omega_1, \omega_2, \omega_3$ to separate the terms in \[ (14). \] At the first transmission slot, we select the phase shift of RIS matrices $\omega_1 = \omega_2 = \omega_3 = 0$, which leads to $\Omega_1 = \Omega_2 = \Omega_3 = I$. Then, we have:

\[
\tilde{y}_1 = (H_{B,M} + H_1(0) + H_2(0) + H_3(0))x. \tag{15}
\]

At the second transmission slot, we select phase shift of RIS matrices as $\omega_1 = \omega_3 = 0, \omega_2 = \pi$, which leads to $\Omega_1 = -\Omega_2 = \Omega_3 = I$. As a result the second received signal is:

\[
\tilde{y}_2 = (H_{B,M} + H_1(0) + H_2(\pi) + H_3(0))x. \tag{16}
\]

At the third transmission slot, we select RIS matrices as $\omega_1 = \omega_3 = 0, \omega_2 = \omega_3 = \pi$, which leads to $\Omega_1 = -\Omega_2 = \Omega_3 = -I$. Then, the third signal is:

\[
\tilde{y}_3 = (H_{B,M} + H_1(\pi) + H_2(\pi) + H_3(0))x. \tag{17}
\]

Finally, we select RIS matrices as $\omega_1 = \omega_2 = 0, \omega_3 = \pi$, which leads to $\Omega_1 = \Omega_2 = -\Omega_3 = I$. Then, the forth signal is:

\[
\tilde{y}_4 = (H_{B,M} + H_1(0) + H_2(0) + H_3(\pi))x. \tag{18}
\]

By noticing that $H_1(0) = -H_1(\pi)$, and solving the four equations form \[ (15) \text{ to } (18), \] we obtain each term as follows:

\[
y_1(0) = H_1(0)x = \frac{\tilde{y}_2 - \tilde{y}_3}{2}, \quad y_2(0) = H_2(0)x = \frac{\tilde{y}_1 - \tilde{y}_2}{2}, \quad y_3(0) = H_3(0)x = \frac{\tilde{y}_4 - \tilde{y}_1}{2}, \quad y_0 = H_{B,M}x = \frac{\tilde{y}_3 + \tilde{y}_4}{2}. \tag{19}
\]

For simplicity, we defined:

\[
y_1(\omega_1) = H_1(\omega_1)x, \quad \Gamma \in \{1, 2, 3\}. \tag{20}
\]

As a result, the received signals by the MS when $\omega_1 = \omega_2 = \omega_3 = 0$ are obtained from \[ (19). \] Now, we consider $\omega_1 = \omega_2 = 0$, and $\omega_3$ to be an arbitrary angle. Then, a known signal $x \in \mathbb{C}^{N_B \times 1}$ is sent to the MS. From \[ (14), \] \[ (19), \] and \[ (20) \] we have:

\[
\tilde{y}(0, 0, \omega_3) = y_0 + y_1(0) + y_2(0) + y_3(\omega_3). \tag{21}
\]

Therefore, $y_3(\omega_3)$ can be obtained as:

\[
y_3(\omega_3) = \tilde{y}(0, 0, \omega_3) - y_0 - y_1(0) - y_2(0), \tag{22}
\]

where $\tilde{y}$ is the received signal, and $y_1(0), y_2(0)$ are the ones obtained in \[ (19). \] We replace $H_1(\omega_1)$ from \[ (12) \text{ in } (20) \] to obtain $y_3(\omega_3)$ as:

\[
y_3(\omega_3) = \rho_{B,R_3}(\omega_3)e^{-j2\pi f\tau_{R_3}M}d_3(\omega_3)
\times \left[ e^{-j[k(1-\cos(\theta_{B,R_3})] \times \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_{N_B} \end{bmatrix} \right]
\times \left[ e^{-j[k(1-\cos(\theta_{B,R_3}])x_1 + + \ldots + e^{-j[k(1-\cos(\theta_{B,R_3})]x_{N_B}} \right]
\times \sum_{t=1}^{N_B} e^{-j(t-1)k\cos(\theta_{B,R_3})}
\tag{23}
\]

In the last equality, we have assumed that $|x|_i = x$. The value of the sigma in \[ (23) \] is known since $\theta_{B,R_3}$ is known. We define $\Xi_3 = \sum_{t=1}^{N_B} e^{-j(t-1)k\cos(\theta_{B,R_3})}$. Consequently $y_3(\omega_3)$ can be written as:

\[
y_3(\omega_3) = \rho_{B,R_3}(\omega_3)e^{-j2\pi f(\tau_{B,R_3}+\tau_{R_3}M)}d_3(\omega_3)x \cdot \Xi_3. \tag{24}
\]

By calculating absolute value of both sides of \[ (24) \] we have:

\[
|y_3(\omega_3)| = |\rho_{B,R_3}(\omega_3)| |d_3(\omega_3)| x \cdot \Xi_3. \tag{25}
\]

As a reminder $\omega_3 = [(1-\cos(\theta_{B,R_3}])x\ldots, (N_{R_3}-1)\cos(\theta_{B,R_3})]^T$. We sweep the phase shift of the third RIS, $\omega_3$ from 0 to 2$\pi$, and send the known signal $x$ for each $\omega_3$. Then, the maximum value of $|y_3(\omega_3)|$ can be obtained for some $\omega_3 = \hat{\omega}_3$ ($\hat{\omega}_3$ is not unique). Since by changing $\omega_3$ just $d_3(\omega_3)$ changes according to \[ (24), \] we have:

\[
\hat{\omega}_3 = \operatorname{argmax}_{\omega_3} |d_3(\omega_3)|. \tag{26}
\]

According to \[ (11), \] $d_3(\omega_3)$ is a geometric series. Therefore, its maximum value happens when $e^{-j[k(\cos(\theta_{B,R_3}]+\phi_3]} = 1$. Therefore, for optimum values $\hat{\omega}_3^*$, we have:

\[
\max_{\omega_3} |d_3(\omega_3)| = |d_3(\omega_3^*)| = N_{R_3}. \tag{27}
\]

As a result, the maximum value of $|y_3(\omega_3)|$ in \[ (25) \] can be written as:

\[
|y_3(\omega_3^*)| = |\rho_{B,R_3}(\omega_3^*)| |N_{R_3}| x \cdot \Xi_3. \tag{28}
\]

$y_3(\omega_3^*)$ is known by \[ (22). \] Since $\rho_{B,R_3} = \Delta R_{B,R_3}$ is known (the distances between the BS and RISs are given), we can obtain the distance between $\Gamma$-th RIS and MS as follows:

\[
\Delta_{R_3,M} = \left( \frac{|y_3(\omega_3^*)|}{\rho_{B,R_3}N_{R_3}|x \cdot \Xi_3|} \right)^{-2/\mu}. \tag{29}
\]

In a similar way, we can find $\hat{\omega}_1^*$ and $\hat{\omega}_2^*$. Thus, the distances between RISs and MS are known as follows:

\[
\Delta_{R_1,M} = \left( \frac{|y_3(\omega_1^*)|}{\rho_{B,R_1}N_{R_1}|x \cdot \Xi_1|} \right)^{-2/\mu}, \quad \Delta_{R_2,M} = \left( \frac{|y_3(\omega_2^*)|}{\rho_{B,R_2}N_{R_2}|x \cdot \Xi_2|} \right)^{-2/\mu}, \quad \Delta_{R_3,M} = \left( \frac{|y_3(\omega_3^*)|}{\rho_{B,R_3}N_{R_3}|x \cdot \Xi_3|} \right)^{-2/\mu}. \tag{30}
\]
Remark 1: The proposed algorithm can be applied to RISs with rectangular arrays, which is almost similar to RISs with linear arrays. Nevertheless, because of the simplicity and the lack of space, we consider the RISs with linear arrays. In the scenario with rectangular arrays, there are two AoA and two AoD from the BS to the RISs, and there are two AoD from each RIS to the MS. To determine the distances between each RIS and the MS, the effect of two AoD from the RISs to the MS must be removed. To this end, each should be eliminated separately using the proposed algorithm. Other parts of this scenario are straightforward.

Remark 2: We could consider the noise and add it to the received signals in all aforementioned equations. For instance, in (24), we would have:
\[
y_3(\hat{\omega}_3) = \rho_{B,R_3,R_5,M}e^{2\pi f (\tau_{B,R_3}+\tau_{R_3,M})} \Lambda_3(\hat{\omega}_3) \cdot x \cdot \Theta_3 + n,
\]
where \(n\) is a complex Gaussian noise with the variance of \(\sigma^2\). Then, we can consider real and imaginary parts of \(y_3(\hat{\omega}_3)\) separately and have:
\[
\begin{align*}
\text{Re}(y_3(\hat{\omega}_3)) &= \text{Re}(\rho_{B,R_3,R_5,M}e^{2\pi f (\tau_{B,R_3}+\tau_{R_3,M})} \Lambda_3(\hat{\omega}_3) \cdot x \cdot \Theta_3) + \text{Re}(n), \\
\text{Im}(y_3(\hat{\omega}_3)) &= \text{Im}(\rho_{B,R_3,R_5,M}e^{2\pi f (\tau_{B,R_3}+\tau_{R_3,M})} \Lambda_3(\hat{\omega}_3) \cdot x \cdot \Theta_3) + \text{Im}(n).
\end{align*}
\]

If we define \(p(y; \theta)\) as the likelihood function of the random variable \(y\) conditioned on \(\theta\), we have:
\[
p(y; \theta_{\text{Real}}) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(y - \theta_{\text{Real}})^2}{\sigma^2}}.
\]

Due to the maximum likelihood estimation:
\[
\begin{align*}
\text{argmax}_{\theta_{\text{Real}}} p(y; \theta_{\text{Real}}) &= y, \\
\hat{\theta}_{\text{Real}} &= \text{Re}(y_3(\hat{\omega}_3)), \\
\hat{\theta}_{\text{Imag}} &= \text{Im}(y_3(\hat{\omega}_3)),
\end{align*}
\]
where \(\hat{\theta}_{\text{Real}}\) and \(\hat{\theta}_{\text{Imag}}\) are the estimation of \(\theta_{\text{Real}}\) and \(\theta_{\text{Imag}}\) respectively. In this regard, when we consider the noise, we use the estimation of signals without the noise, which are received signals based on the maximum likelihood estimation, so the obtained results also work in this case.

IV. Numerical Results

In this section, we use some simulations in order to illustrate the accuracy of the proposed algorithm. The position of the BS, RISs, and the MS are shown by \(B = (B_x, B_y, B_z)\), \(R_i = (R_{ix}, R_{iy}, R_{iz})\), and \(M = (M_x, M_y)\), respectively. We set the parameters as \(B = (0, 0, 10)\), \(R_1 = (30, 20, 20)\), \(R_2 = (20, 40, 20)\), \(R_3 = (40, 30, 20)\), \(\mu = 2\), \(d = \frac{\lambda}{4} = 3.75\text{cm}\), \(f = 2\text{GHz}\), \(N_{R_1} = N_{R_3} = N_{R_5} = 100\), \(N_B = 20\), \(\phi_{B,R_1} = \pi/6\), \(\phi_{B,R_2} = \pi/3\), \(\phi_{B,R_3} = \pi/4\), \(\theta_{B,R_1} = \pi/6\), \(\theta_{B,R_2} = \pi/3\), \(\theta_{B,R_3} = \pi/4\), \(\theta_{R_1,M} = \pi/6\), \(\theta_{R_2,M} = \pi/3\), \(\theta_{R_3,M} = \pi/4\). Note that the minimum distance between RISs and the BS is 20m, which is more than 100 times \(\lambda = 15\text{cm}\), so the BS and the MS are in the far field of the RISs, which is compatible with the system model.

The actual location of the MS, the estimated location of the MS when the noise is equal to zero, and the estimated location of the MS with the noise effect when the received SNR = 12dB have been plotted in Fig. 3. It demonstrates that the estimated location error is zero when the noise is equal to zero. With the noise effect, however, the error exists, but the estimated location curve is a close approximation of the location curve without the noise.

Fig. 4 depicts the error of the location estimation versus the received SNR when the location of the MS is \(M = (60, 20)\). As expected, when the received SNR increases, the error approaches zero. We further evaluate the location estimation error versus the number of elements for each RIS when the received SNR = 12dB. As it is depicted in Fig. 5, the location estimation error approaches zero as the number of elements in each RIS increases.

To compare the accuracy of the proposed algorithm with the accuracy of the algorithm in [9], we set the parameters as \(B = (0, 0, 10)\), \(R_1 = (300, 0, 20)\), \(R_2 = (300, 300, 20)\), \(R_3 = (300, -300, 20)\), \(\mu = 2\), \(d = \frac{\lambda}{150} = 0.001\text{cm}\), \(f = 2\text{GHz}\), \(N_{R_1} = N_{R_2} = N_{R_3} = 10\), and \(N_B = 20\). Note that we set \(d = \frac{\lambda}{150} = 0.001\text{cm}\) since for larger \(d\), the location estimation error of the algorithm in [9] not estimating the AoD is very large and is not comparable with the error of the proposed algorithm. In order to simulate the system model in [9], we set \(N_B = 1\) and use no estimation for AoD (the main differences between the proposed algorithm and the algorithm in [9]). Furthermore, we compare our algorithm with the Cramer-Rao lower bound for the scenario with one RIS obtained in [7], and RSS algorithm in [5]. The location estimation error versus the received SNR is shown in Fig. 6 for our algorithm, the algorithm in [9], the RSS algorithm in [5], and the Cramer-Rao lower bound obtained for one RIS in [7]. As can be seen, the accuracy of the proposed algorithm is much better than the others since the base station is multi-antenna, there are tree RISs, and AoD is estimated.

V. Conclusion

We proposed an algorithm to determine the position of an MS in a RIS-assisted environment. We illustrated that wireless localization is feasible when a BS and three RISs are available, and LOS is obstructed. We used a novel technique to eliminate the destructive effect of the AoD from the RISs to the MS. Moreover, we calculated the location estimation error versus the received SNR and versus the number of elements in each RIS in numerical results, and as expected, in the both cases the error approaches zero as the received SNR and the number of elements increase. In this letter, we considered a scenario with obstructed LOS. The direction of our future research is to generalize our proposed algorithm to scenarios, in which there exist LOS links and MSs are multi-antenna.
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