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Abstract—In recent years, synthetic data has been widely used in the training of 6D pose estimation networks, in part because it automatically provides perfect annotation at low cost. However, there are still non-trivial domain gaps, such as differences in textures/materials, between synthetic and real data. These gaps have a measurable impact on performance. To solve this problem, we introduce a simulation to reality (sim2real) instance-level style transfer for 6D pose estimation network training. Our approach transfers the style of target objects individually, from synthetic to real, without human intervention. This improves the quality of synthetic data for training pose estimation networks. We also propose a complete pipeline from data collection to the training of a pose estimation network and conduct extensive evaluation on a real-world robotic platform. Our evaluation shows significant improvement achieved by our method in both pose estimation performance and the realism of images adapted by the style transfer.

I. INTRODUCTION

Determining the location and orientation (6D pose) of detected objects in the 3D world, is a critical ability for robots that are meant to manipulate objects. As the field progresses towards robot deployment in increasingly unstructured settings, such as human homes, the ability to train robust perception systems across a wide variety of situations has become a key bottleneck. Complicating matters, not only is there a large variety of household objects, but such objects can be transparent, shiny, or have any number of challenging characteristics. In this paper, we tackle RGB-based 6D pose estimation for these types of challenging objects.

Deep neural networks have made great progress in RGB-based 6D pose estimation [1], [2], [3]. However, a large amount of data collection and annotation is required in the training phase to achieve high performance. Moreover, since annotation of 6D object poses is more difficult than 2D image labeling, the labor required for these tasks is immense, especially when only RGB images are available [4], [5]. One way to overcome this difficulty is to leverage synthetic data; virtually infinite data and perfect annotations can be generated at low cost via rendering. However, although these features are attractive, there exists a distinct domain gap between synthetic and real data, resulting in sub-optimal network performance.

In the past few years, numerous methods have been proposed to solve the domain gap problem. One promising approach is the combination of domain randomized (DR) and photo-realistic data, as described in [6], [7]. While these approaches have shown great promise when high-quality 3D models are available, performance often degrades when using noisy 3D assets that are acquired in the wild. Even when high-quality models and renderers are available, there still exists a gap between simulation and real. To bridge this gap, domain adaptation techniques are promising, as they allow the conversion of synthetic images into realistic ones, utilizing real images without annotation. One popular approach here is the use of Generative Adversarial Networks (GANs). For example, Rojtberg et al. [8] leveraged CycleGAN [9] to transfer synthetic images to realistic ones for 6D pose estimation networks. However, as described in INIT [10], if the target domain is a complex scene containing multiple objects, serious inconsistencies will occur because these methods [9], [11], [12] focus on directly adapting a global style to the entire image.

Our key insight is that transferring the style of individual objects instead of the whole image style will result in more correspondences between the domains. Moreover, pose-level correspondences of multicolored objects are an important part of style transfer; correspondences of instance locations in 2D space only will result in appearance mismatches of texture-rich objects. For example household objects often have a very different style depending on the viewpoint. Thus, we propose a sim2real domain adaptation method for 6D pose estimation via instance-level style transfer that is capable of handling complex scenes without manual annotations. Our objective is to improve the capability of an off-the-shelf 6D pose estimation network by improving synthetic data quality. The proposed method is able to transfer multiple
texture/material-rich object styles individually. Fig. 1 shows an overview of our sim2real instance-level style transfer. To summarize, our key contributions are:

1) An automatic pipeline to produce weakly-paired images between synthetic and real for training sim2real style transfer networks as described in Sec. III-B.
2) A procedure for instance-level object style transfer from synthetic to realistic as described in Sec. III-C.

Our contributions improve the performance of a 6D pose estimation network as demonstrated in Sec. IV.

II. RELATED WORK

A. Learning with Synthetic Data

Recently, synthetic data has been widely used in the training of 6D pose estimation systems because it naturally gives perfect annotations at a low cost. DOPE [6] have successfully trained 6D pose estimation network using only synthetic data which contain DR and photo-realistic rendered images. For DR, several methods [6], [13], [14], [15] are proposed. They randomize several parameters to get domain invariant features, such as poses of target objects and cameras, types of distractors, textures/materials of foreground and background, lighting settings, and sensor noise. While these methods show great results, it requires domain knowledge to find good parameters. With regards to creating photo-realistic images, there are also lots of research efforts [7], [16], [17], [18]. These sources prove that the qualities of the object model, such as textures/materials, and the renderers, including shadow/lighting, are all important for sim2real. However, even with high quality 3D models, there always exist a difference between rendered and real images; this is the domain gap that degrades performance of pose estimation.

B. Domain Adaptation

Instead of trying to precisely model the textures/materials of target objects, domain adaptation methods seek to bridge these gaps using target domain’s data [19], [20]. This approach can greatly reduce manual operations as mentioned previously. There are two primary methods of domain adaptation for 6D pose estimation networks without manual annotations. One way is to adapt the network to the target domain using geometric information. The reason for doing this is that geometry information is generally more domain invariant than RGB features and, therefore, a useful feature for pose estimation. For example, Self6D [21] compares rendered depth and real depth in order to minimize the error using a differentiable renderer. Rad et al. [22] also use depth information to enforce network invariant between synthetic and real. However, these methods are not available when depth information is lacking, as with transparent objects. The other method of domain adaptation for 6D pose estimation networks is a GAN-based approach that can be applied using only RGB information. CycleGAN [9] can translate unpaired images bidirectionally between two domains. For example, Rothberg et al. [8] leverages the CycleGAN [9] to get a mapping between synthetic and real domain for pose estimation. Moreover, DRIT [12] and MUNIT [11] can handle multiple latent spaces for image-to-image translation. For example, they are able to disentangle style and content. However, if the target scene is complicated, for example containing multiple colorful objects, serious inconsistencies can occur. This is because these methods [9], [11], [12] focus on directly adapting a global style to the entire image. Richter et al. [23] translates synthetic images into realistic ones by using lots of intermediate rendering features for training. They show moderate improvements in performance by operating at the class level. By contrast, our approach is more targeted since we focus on individual instances and is simpler since we only require instance masks for synthetic labels. INIT [10] achieves instance-level translation, but it requires 2D bounding box annotations of real data, while we don’t require any manual annotations.

III. METHOD

Our objective is to amplify the performance of 6D pose estimation networks (PoseNets) via style transfer, using synthetic and real data without manual annotations. We hypothesize that less data is required for the training of style transfer networks (TransNets) than those for PoseNets. We first collect and use minimal real data for TransNet training. Then, transfer a large number of synthetic images to more realistic ones, for PoseNet training. Our approach improves TransNet performance by providing data in which pose and instance information coincides between synthetic and real domains. Since ground truth labels are only available on synthetic data, TransNet must maintain the object poses in the image during the transfer. Our approach explicitly adapts the appearance of individual instances while keeping their poses in the scene.

To achieve the goal, our entire workflow is structured as shown in Fig. 2. First, we collect real images with a robot and generate synthetic images corresponding to these real images by using a PoseNet trained on the synthetic images only. Then, TransNet is trained based on these image pairs in an unsupervised manner. Finally, we train the PoseNet using the synthetic images adapted with the style transfer. In this section, we describe the key steps in detail. We assume that 3D models of the environment and target objects are given, and the camera pose in the global frame is provided by the robot system.

A. Real Data Collection by Robot

Real images are required for our domain adaptation method, although annotations are not. We use the robot for data collection in the target environment, which is originally designed for carrying out services in the environment. At the same time, the poses of the camera in the environment coordinate system are stored. They are used for rendering images which correspond to the collected real images in later steps. During the data collection, the robot captures the same target area from multiple viewpoints. This constraint is introduced in order to decrease detection mismatches in later steps. In our case, we utilized a gantry type robot installed on the ceiling of a room as shown in Fig. 2 (0).
Fig. 2. The workflow of the proposed domain adaptation and training method: (1) Weakly-paired images are generated by using a robot and a 6D pose estimation network trained on synthetic images only. To generate these images properly, a mismatch filter is utilized as described in Sec. III-B. (2) Then, a style transfer network is trained based on the weakly-paired images, and convert synthetic images via instance-level style transfer. (3) Lastly, the 6D pose estimation network is trained using the adapted synthetic images.

B. Weakly-Paired Images Generation

Our goal here is to render scenes including the target objects and environment, which look similar to our collected real images, as shown in Fig. 2 (c)(d). We call these weakly-paired images. Since we already have camera poses and 3D models, the only missing information needed for rendering is the 6D pose of the target objects. To get these poses, we train the PoseNet using only synthetic data. Our approach can accept off-the-shelf RGB-based pose estimation networks. To obtain good performance, we generate two types of synthetic dataset like DOPE [6]. One is the Domain-Randomized dataset generated under the condition of random-placement sampling without considering gravitational effect together with random background, distractors, and lights (see Fig. 2 (a)); this aims to cover all the poses uniformly and realize robustness in variable conditions. The other one is the Domain-Specific dataset generated under the conditions of placing target objects considering gravitational effect in the 3D model of the target environment (see Fig. 2 (a)); this aims to cover the context of the target domain with the given models. Although the PoseNet trained with these datasets produces plausible results on real images, we observed that it does not detect a consistent number of instances across viewpoints of a single scene. This detection mismatch problem causes incorrectly generated weakly-paired images: some object instances are rendered in the wrong pose or not at all. Since images are taken from various viewpoints in a shared scene (see Sec. III-A), they should contain the same number of detections. Thus, we eliminate images that do not match that number. This is called mismatch filter. We first run inference on every view \(i\) in a scene and compute the number of detections for a given object, \(n_i\), in a range of distances (in our case, from 0.3m to 1.5m). We then compute which value of \(n\) occurs most frequently, \(\bar{n}\), and only use the views where \(n_i = \bar{n}\) for further process. For example, if inferred results have one instance in 90% of images, two instances in 9%, and zero instances in 1%, we eliminate the latter 10% of images. Finally, we render synthetic images based on the estimated poses and obtain weakly-paired images.

C. Instance-level Style Transfer

Style transfer must preserve the shape and texture details of each target object. This is important since these features are entangled with the object’s 6D pose. In this section, we show how to transfer the target object’s style from synthetic to real images, using weakly-paired images.

Our TransNet is inspired from single image translations as described in CUT [24]. This method partially satisfies the above requirements by controlling the patch size for generator and discriminator. However, to solve the proper mapping from source to target, they assume that the images have similar contents in both domains (see Fig. 9 in [24]). While these assumptions allow the method to work, it is difficult to satisfy these in general indoor scenes. On the other hand, because weakly-paired images already contain similar contents around the object area between sim and real, we leverage these in order to eliminate the need for this assumption (see Fig. 3). The main difference between the original and our proposed algorithm is how to process the input and output image. The details are described below.

For TransNet training, we first crop both the synthetic and real images with the 2D bounding box of the target object area, using synthetic mask labels. In our case, the
The object shape without losing details. Therefore, we carry detail, please see the original paper [24]'s appendix B. For more regularization. The Discriminator loss is non-saturating GAN Loss [27] with L1 regularization. The Generator loss function is a combination of Patch-NCE and non-saturating GAN Loss [27] with L1 regularization.

The Generator and Discriminator are based on StyleGAN2 [26]. The Generator loss function is a combination of Patch-NCE and non-saturating GAN Loss [27] with L1 regularization. The Discriminator loss is non-saturating GAN Loss with R1 gradient penalty stabilization [26], [28]. For more detail, please see the original paper [24]'s appendix B.

For style transfer with sim2real, we would like to preserve the object shape without losing details. Therefore, we carry out the following pre-process and post-process as shown in Fig. 4. Before translation, we crop the input synthetic image with a 2D square bounding box and enlarge the image, in our case we scaled it to 512 x 512. After this process, we transfer the enlarged synthetic image and re-scale the image to its original size. This operation tends to result in less blurry images after translation (see appendix A). Lastly, we crop it with the masked area and overlay the masked image to the input image. This operation has the benefit of keeping the object silhouette. The following algorithm 1 presents the entire inference flow for a single image:

**Algorithm 1: Inference flow for a single image**

**Require:** image, network weights for target objects

1. \( x \leftarrow \text{image} \)
2. for \( i \leftarrow \text{class in image} \) do
3. for \( j \leftarrow \text{instance in class} \) do
4. \( x_j \leftarrow \text{Crop}(image) \)
5. \( x_j \leftarrow \text{Resize}(x_j) \)
6. \( x_j \leftarrow \text{Infer}(x_j) \)
7. \( x_j \leftarrow \text{Resize}(x_j) \)
8. \( x_j \leftarrow \text{Mask}(x_j) \)
9. \( x \leftarrow \text{Overlay}(x, x_j) \)
10. end for
11. end for
12. return \( x \)

Firstly, we load an input image to be used as the background. Then, we conduct the style transfer for each instance using the corresponding TransNet. Lastly, all of the transferred instance images are overlaid on the background image.

**D. Training a 6D Pose Estimation Network**

After training a TransNet for each object, you can transfer synthetic images that contains any number and any combination of target objects in one scene. For example, you can transfer an image which contains 5 water bottles, even if you trained the TransNet with only 1 water bottle in a scene, as shown in Fig. 1. Once the synthetic data has been adapted by our TransNet, the PoseNet is trained.

**IV. EXPERIMENTS**

In this section, we quantitatively evaluate the effect of sim2real adaptation using our TransNets on the performance of PoseNets. Quantitative and qualitative comparison against several popular style transfer networks is also conducted.
**Fig. 5.** Average distance threshold curves of non-adaptation, our adaptation method, and other methods including CycleGAN [9], DRIT [12], CUT [24].

**Table I**

| Data / Object | mustard_bottle | potted_meat_can | bleach_cleanser | mug | water_bottle | coffee_can |
|---------------|----------------|----------------|----------------|-----|--------------|------------|
|               | ADD AUC | ADD AUC | ADD AUC | ADD AUC | ADD AUC | ADD AUC | ADD AUC | ADD AUC | ADD AUC | ADD AUC | ADD AUC | ADD AUC | ADD AUC | ADD AUC | ADD AUC | ADD AUC |
| Non-adaptation | 0.280 34.74 | 0.379 74.50 | 0.196 48.32 | 0.377 63.39 | 0.089 43.62 | 0.584 76.99 |
| CycleGAN [9]   | 0.227 48.67 | 0.674 78.38 | 0.290 61.51 | 0.512 66.97 | 0.063 27.41 | 0.503 75.19 |
| DRIT [12]      | 0.321 67.17 | 0.437 65.63 | 0.357 65.12 | 0.364 57.16 | 0.176 52.64 | 0.499 74.56 |
| CUT [24]       | 0.312 53.14 | 0.554 72.59 | 0.049 19.57 | 0.358 56.41 | 0.283 55.63 | 0.409 66.49 |
| Ours           | 0.363 61.61 | 0.742 81.75 | 0.442 69.33 | 0.505 68.42 | 0.381 63.70 | 0.645 77.65 |

**Fig. 6.** Target environment and objects: The mustard_bottle and potted_meat_can are target objects in Dataset1. The bleach_cleanser and mug are targets in Dataset2. The water_bottle and coffee_can are targets in Dataset3. All other objects are distractors.

**A. Experimental environment**

Since we are targeting indoor environments in the real world, we evaluated our approach on a dining table in a home, as shown in Fig. 6. Our robot is installed on an X-Y gantry, above the table, and is able to access various viewing angles of a given object on the tabletop. For our target objects, we selected two sets of household objects. The first set is the popular YCB Object Set [29]. We picked 4 objects from this item set, representing a variety of colors and shapes: 006_mustard_bottle, 010_potted_meat_can, 021_bleach_cleanser, and 025_mug. Since household objects often contain transparent and shiny objects, we aim to evaluate our approach using objects with those features. Unfortunately, the YCB objects only contain base color information, and lack shading data. Thus, we have added two Japanese household object models, containing physically realistic and challenging material properties: a transparent water_bottle and a shiny coffee_can, as shown in Fig. 6.

**B. Datasets and Metrics**

We created three real-world datasets for our experiments, as shown in Fig. 6. Each dataset contains two target objects plus distractors (target objects: mustard_bottle / potted_meat_can, bleach_cleanser / mug, and water_bottle / coffee_can). Target objects were randomly placed on the table. For each dataset, 1k RGB images were gathered at a range of distances from 0.3m to 1.5m, covering common use-cases. The images were captured by an Intel RealSense D415.
mounted on the head of our robot, as shown in Fig. 2 (0).

We evaluated the 6D pose estimation performance using the Average Distance of Distinguishable Model Points (ADD) metric from [3], [30]. Ground truth labels, used only for evaluation, were obtained via manual labeling.

C. Training

We selected PVNet [25] as a PoseNet for our experiments. For the training, we used two types of synthetic datasets, as described in Sec. III-B. These datasets contain a total of 5k images of each target object:

- 2.5k Domain-Randomized images, as shown in Fig. 2 (a).
- 2.5k Domain-Specific images, as shown in Fig. 2 (a).

Each image contains a maximum of 5 instances from the same class. We trained 6 PoseNets individually, one for each object, from scratch. Fig. 7 (a) shows samples of the Domain-Specific images and Fig. 7 (b) shows the results of our domain adaptation via TransNet. Since TransNet performs domain-specific adaptation, we only adapted Domain-Specific images; the Domain-Randomized dataset was used without domain adaptation. For the PoseNet training, we set the epoch and batch sizes to 50 and 2 respectively.

For TransNet, we updated the data processing parts of single image translation [24] to the one described in Sec. III-C. We gathered 1k real images for each dataset as described in the Sec. IV-B, and then sifted them using our mismatch filter. The remainder (the average: 86.5% in our case) was used for TransNet training, for which we set the epoch and batch sizes to 16 and 16 respectively.

All networks were implemented using PyTorch. For rendering synthetic images, we used Blender Cycles.

D. Evaluation Results and Comparison

To exhibit how PoseNet is adapted to a target domain via our TransNet, we performed a comparison between non-adaptation and our adaptation, using the ADD metric. Moreover, we compared these and 3 other methods: CycleGAN [9], DRIT [12], and CUT [24]. To ensure a fair comparison we used the same data in all cases and trained the same PoseNet on the adapted images. Although the compared methods can accept unpaired images, we trained them using the same weakly paired images used for our TransNet. Fig. 5 shows the resulting average distance threshold curves: the orange solid curve shows the accuracy of PoseNet trained on the synthetic data without adaptation, the red solid curve shows with our adaptation, the purple dashed curve shows with CycleGAN [9], the blue dashed curve shows with DRIT [12], the green dashed curve shows with CUT [24]. The vertical dotted line indicates a 2cm threshold. This level of accuracy is necessary in order to accomplish proficient object grasping using a robot, as described in DOPE [6].

The results in Fig. 5 and Table I indicate that only our TransNets improved the performance for all target objects compared to the non-adaptation. In contrast, the all other works show uneven results. For example, while DRIT [12] successfully improved the AUC score for mustard.bottle, the scores for potted_meat_can, mug and coffee_can are lower than non-adaptation. They also show that our approach is applicable not only to opaque objects, but also transparent.

Fig. 7 presents a qualitative comparison between our method and the above 3 methods. The competing methods contain collapsing shapes (the second row of Fig. 7 (e)), style mismatches (the second row of Fig. 7 (d)), and visible artifacts around objects (the third row of Fig. 7 (c)). The quality of these adapted images is therefore unreliable depending on scene complexity. We hypothesize that these effects, for example, the style mismatch of DRIT on the mug (the second row of Fig. 7 (d)), are responsible for its poor 6D pose estimation performance on that object. In contrast, our method is able to generate images stably without these effects.

![Fig. 7. Style Transfer Results: We compare ours to other transfer methods including CycleGAN [9], DRIT [12], CUT [24].](image_url)
E. Discussion

We have noticed that our approach benefits where there is a significant gap between sim and real. On one hand, the texture/material quality of the 3D-modeled coffee can shown in Fig. 8 (a) is already excellent. As the domain gap is small, the improvement is trivial (an increased score of AUC: 0.66). On the other hand, big gains are had for the two objects that have large domain gaps in modeling: water bottle (with an increased score of AUC: 20.08) and bleach cleanser (with an increased score of AUC: 21.01). As shown in Fig. 8 (b), the synthetic image of water bottle is very different from the real one, mainly due to the complexity of modeling and rendering transparent materials. In the case of bleach cleanser, our real object does not have a red label that’s present on the 3D model due to a change in packaging as shown in Fig. 8 (c). It is quite common for the appearance of household objects (labeling details, textures, text, etc.) to change. For example, seasonal accents might be introduced, promotional labels added, or expiration date placement and details changed. Since our approach is capable of bridging these gaps successfully, it will enable wider usage of sim2real.

V. Conclusions

We showed a sim2real domain adaptation technique for 6D pose estimation, without any manual annotations. Our approach was able to automatically generate weakly-paired synthetic and real datasets that are traditionally difficult to obtain. The proposed method was able to translate the styles of texture/material-rich objects from synthetic to realistic in cluttered indoor scenes, as shown in Fig. 6 and Fig. 8. Moreover, evaluation results proved the proposed method amplifies the performance of a 6D pose estimation network for all target objects. As such, when 3D models and camera poses are available, one can automatically adapt the network to a target environment in the real world at low cost.

In this paper, we have focused on the style transfer of the foreground only. One of the next steps will be to perform background style transfer. Also, while we assumed 3D models are given, that is not always the case. Therefore, in future works, we would like to employ real2sim techniques that automatically produce 3D models from real images, such as photogrammetry and NeRF [31].

APPENDIX

A. Scaling Operation for TransNet Inference

The scaling operation as described in Sec. III-C preserves texture details, as shown in Fig. 9. Indeed, the text of the label in Fig. 9 (b) without the scaling operation is blurry.

B. Style Transfer for Multi-Class

Once you train individual TransNets for each target object, you can transfer synthetic images which contain multiple classes, as shown in Fig. 10. Since training is done independently for each object, style transfer can be completed without training data containing all the target objects in the same scene. At inference time, individual instances of each class are cropped out, as shown in Fig. 4, and inference is performed with the TransNet corresponding to that class.
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