THE EFFECT OF PERTURBATIONS ON THE CONVERGENCE OF ATTRACTORS FOR REACTION-DIFFUSION EQUATIONS CONCERNING VARIATIONS OF NONLINEAR BOUNDARY CONDITIONS
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ABSTRACT. This paper presents estimates of the convergence of asymptotic dynamics of reaction-diffusion equations with nonlinear boundary conditions. We show how the convergence of the global attractors can be affected by the variations of diffusion coefficients, boundary conditions, and vector fields.

CONTENTS

1. Introduction 1
2. Functional setting 4
3. Convergence of the resolvent operators 7
4. Convergence of linear and nonlinear semigroups 11
5. Convergence of local unstable manifolds 13
6. Convergence of global attractors 16
7. Scalar reaction-diffusion equations 16
Appendix A. General theory of rate of convergence of attractors 19
Appendix B. Shadowing theory and rate of convergence of attractors 21
Data availability statement 23
Conflict of interest 23
Funding 23
References 23

1. INTRODUCTION

The continuity of attractors for small perturbations of semilinear parabolic equations is a fundamental property to understand the qualitative properties present in physical models described by reaction-diffusion equations. Under small changes in the initial data and parameters, a precise model of differential equations must have the permanence and continuity of bounded solutions defined for all time. In addition, the asymptotic behavior of the solutions at infinite must be understood. These topics have been addressed in several works where conditions have been presented to guarantee the existence and continuity of global attractors for semigroups generated by solutions of parabolic equations, see e.g. [6, 8, 12] and [13]. The recent works [1, 3, 4, 5, 6, 10, 17, 19, 20] and [21] have been obtained estimates on the continuity of the dynamics of a one-parameter equation when it converges to a limiting equation. In this context, important convergences, such as the permanence of equilibria, local invariant manifolds, and, global attractors have been estimated by a function involving the parameter that appears in the
perturbed equation. Thus, it has shown that the stability of well behavior perturbations can be measured, in such a way, that the continuity of the problem produces rates of convergence, as fast as the parameters of the perturbed equation converge to the parameter of the limiting unperturbed equation. It is important to observe that the above recent papers have just considered one parameter, and except [17], they have worked without nonlinear boundary conditions and potentials.

In this paper, we show how these rates of convergence can be affected by the perturbations of diffusion coefficients, boundary conditions, and vector fields. Therefore, we extend the existing results by showing that if we add more parameters to the equation, the rate of convergence will change in a way that continuity will be preserved. We show explicitly how these new terms added in the equation contribute to the speed of convergence of attractors. In particular, if the problem is one-dimensional, then we significantly improve the rates of convergence obtained in [1], using the fact that a scalar reaction-diffusion equation generates a Morse-Smale semigroup in the phase space.

We consider the following family of reaction-diffusion equations with nonlinear boundary conditions and potentials,

\[
\begin{align*}
\frac{\partial u^\varepsilon}{\partial t} - \text{div}(p_\varepsilon(x)\nabla u^\varepsilon) + (\lambda_1 + V_\varepsilon(x))u^\varepsilon &= f_\varepsilon(u^\varepsilon) \quad \text{in } \Omega \times (0, \infty), \\
\frac{\partial u^\varepsilon}{\partial n_{p_\varepsilon}} + (\lambda_2 + b_\varepsilon(x))u^\varepsilon &= g_\varepsilon(u^\varepsilon) \quad \text{on } \Gamma \times [0, \infty),
\end{align*}
\]

where \(0 \leq \varepsilon \leq \varepsilon_0 \leq 1\), \(\Omega \subset \mathbb{R}^N\) is a bounded Lipschitz domain with \(\Gamma = \partial \Omega\), the boundary of \(\Omega\), and \(\vec{n}\) is the outward unitary normal vector for \(\Gamma\). Here, \(\frac{\partial u}{\partial n_{p_\varepsilon}} = p_\varepsilon(x)\nabla u \cdot \vec{n}\) denotes the conormal derivative and we choose \(\lambda_1, \lambda_2 \in \mathbb{R}\) sufficiently large such that

\[
\text{essinf}_{x \in \Omega}\{\lambda_1 + V_\varepsilon\} \geq m_0 \quad \text{and} \quad \text{essinf}_{x \in \Gamma}\{\lambda_2 + b_\varepsilon\} \geq m_0
\]

for some \(m_0 > 0\). The nonlinear terms \(f_\varepsilon\) and \(g_\varepsilon\) are \(C^2\) functions, uniformly bounded with bounded derivatives. The potentials \(V_\varepsilon(x)\) and \(b_\varepsilon(x)\) are given functions on \(\Omega\) and \(\Gamma\), respectively. The diffusion coefficients \(p_\varepsilon\) are \(C^1\) strictly positive functions on \(\Omega\), such that, for \(\varepsilon \in [0, \varepsilon_0]\),

\[
0 < m_0 \leq p_\varepsilon(x) \quad \text{and} \quad \|p_\varepsilon - p_0\|_{L^\infty(\Omega)} \to 0 \text{ as } \varepsilon \to 0^+.
\]

The potential terms verify

\[
\|V_\varepsilon - V_0\|_{L^p(\Omega)} \leq \eta(\varepsilon) \quad \text{and} \quad \|b_\varepsilon - b_0\|_{L^q(\Gamma)} \leq \tau(\varepsilon),
\]

where \(p = \frac{1}{2} - \frac{1}{r_0}\) with \(r_0 \in (2, r_0^*)\) where \(r_0^*\) is the critical exponent for the inclusion \(H^1(\Omega) \subset L^{r_0}(\Omega)\) and \(q = \frac{1}{2} - \frac{1}{r_1}\) with \(r_1 \in (2, r_1^*)\) where \(r_1^*\) is the critical exponent for the inclusion \(H^{\frac{1}{2}}(\Gamma) \subset L^{r_1}(\Gamma)\) and, \(\eta, \tau : [0, \varepsilon_0] \to [0, \infty)\) are functions such that \(\eta(\varepsilon), \tau(\varepsilon) \to 0\) as \(\varepsilon \to 0^+\).

We denote \(f_\varepsilon : H^1(\Omega) \to L^2(\Omega)\) and \(g_\varepsilon : H^{\frac{1}{2}}(\Gamma) \to L^2(\Gamma)\) the Nemitskii operators associated with the functions \(f_\varepsilon\) and \(g_\varepsilon\), respectively. It is well-known that \(f_\varepsilon\) and \(g_\varepsilon\) are continuously differentiable. We assume the following convergences

\[
\sup_{u \in D_1} \{\|f_\varepsilon(u) - f_0(u)\|_{L^2(\Omega)}, \|(f_\varepsilon)'(u) - (f_0)'(u)\|_{L(H^1(\Omega), L^2(\Omega))}\} \leq \kappa(\varepsilon)
\]

and

\[
\sup_{u \in D_2} \{\|g_\varepsilon(u) - g_0(u)\|_{L^2(\Gamma)}, \|(g_\varepsilon)'(u) - (g_0)'(u)\|_{L(H^{\frac{1}{2}}(\Gamma), L^2(\Gamma))}\} \leq \zeta(\varepsilon),
\]
where $D_1 \subset H^1(\Omega)$, $D_2 \subset H^1(\Gamma)$ are bounded set, $\kappa, \zeta : [0, \varepsilon_0] \rightarrow [0, \infty)$ are functions such that $\kappa(\varepsilon), \zeta(\varepsilon) \rightarrow 0^+$ as $\varepsilon \rightarrow 0^+$.

Throughout the text we will denote the function $f^\varepsilon$ and its Nemitskii operators associated $j^\varepsilon$ by the same notation $f^\varepsilon$. The same for the function $g^\varepsilon$.

In order to obtain the well-posedness of (1.1) we assume in addition to (1.5) and (1.6) some growth and dissipative conditions in $f^\varepsilon$ and $g^\varepsilon$ state latter (see (2.6) and (2.7)).

We are concerned with the continuity of the dynamics of (1.1) as $\varepsilon \rightarrow 0^+$, we informally proceed as follows. The first equation in (1.1) reads

\[ \partial_t u^\varepsilon - \text{div}(p^\varepsilon(x) \nabla u^\varepsilon) + (\lambda_1 + V^\varepsilon(x))u^\varepsilon = f^\varepsilon(u^\varepsilon) \text{ in } \Omega \times (0, \infty), \]

and from the convergence properties (1.3), (1.4) and (1.5), we have the limiting equation, as $\varepsilon \rightarrow 0^+$,

\[ \partial_t u^0 - \text{div}(p_0(x) \nabla u^0) + (\lambda_1 + V_0(x))u^0 = f^0(u^0) \text{ in } \Omega \times (0, \infty). \]

In the same way, we have

\[ \frac{\partial u^\varepsilon}{\partial n_{p^\varepsilon}} + (\lambda_2 + b^\varepsilon(x))u^\varepsilon = p^\varepsilon(x) \nabla u^\varepsilon \cdot \vec{n} + (\lambda_2 + b_\varepsilon(x))u^\varepsilon = g^\varepsilon(u^\varepsilon) \text{ on } \Gamma \times [0, \infty), \]

and from the convergence properties (1.3), (1.4) and (1.5) we have the limiting boundary condition, as $\varepsilon \rightarrow 0^+$,

\[ \frac{\partial u^0}{\partial n_{p_0}} + (\lambda_2 + b_0(x))u^0 = p_0(x) \nabla u^0 \cdot \vec{n}_0 + (\lambda_2 + b_0(x))u^0 = g^0(u^0) \text{ on } \Gamma \times [0, \infty). \]

In the next sections, we will show that the nonlinear semigroup set by (1.1) is right continuous at $\varepsilon = 0$. We will prove for (1.1) the convergence of equilibrium points, local invariant unstable manifolds and global attractors, as $\varepsilon \rightarrow 0^+$. The main result of this paper is to prove that all these convergences can be estimated by

\[ (1.7) \quad \left[ \|p^\varepsilon - p_0\|_{L^\infty(\Omega)} + \eta(\varepsilon) + \tau(\varepsilon) + \kappa(\varepsilon) + \zeta(\varepsilon) \right]^l, \]

as $N \geq 2$, for some $0 < l < 1$. On the other side, if $N = 1$, we can show that the convergences can be estimated by

\[ (1.8) \quad \Phi(\varepsilon) \log \Phi(\varepsilon) \]

where

\[ (1.9) \quad \Phi(\varepsilon) = \|p^\varepsilon - p_0\|_{L^\infty(\Omega)} + \eta(\varepsilon) + \tau(\varepsilon) + \kappa(\varepsilon) + \zeta(\varepsilon). \]

Notice that (1.3) goes to zero faster than (1.7) as $\varepsilon \rightarrow 0^+$ and both are composed by the convergence of the potentials, boundary terms, and vector fields.

The terms $l$ and log in estimates above in fact represent a loss in the rates of convergence. A result without these terms is still an open problem which can be called an optimal resolvent rate problem. We already know that in the situation of a family of parabolic problems whose asymptotic behavior is dictated by a system of ordinary differential equations, it is possible to obtain the optimal resolvent rate, see [9]. In addition, constructing explicit estimates that give rise to the rate of convergence of attractors can be hard-working as we can see in [10], where an elliptic problem involving a divergente operator with localized large diffusion has been studied.

It is interesting to observe that, for a class of problems that generate gradient semigroups, the
global attractor is given by a union of unstable manifolds of hyperbolic equilibrium points. Also, the unstable manifold attracts exponentially. Thus, we hope that the rate of convergence of attractors will be exponential. It can be called an optimal exponential rate problem. Both optimal resolvent and exponential rates, as far as we know, are open problems.

To obtain the rate of convergence (1.7) and (1.8) for equation (1.1) we organize this paper as follows. In Section 2, we introduce the appropriate functional setting to deal with problem (1.1) and we state the results on the well-posedness, regularity, and existence of global attractors. In Section 3, we show the convergence with a rate of the equilibrium points. Section 4 is reserved for the general theory of the rate of convergence of attractors and we state the results on the well-posedness, regularity, and existence of global attractors. In Section 5, we study the local unstable manifold around an equilibrium point to obtain the convergence of linear and nonlinear semigroups and to obtain one part of the rate of convergence. In Section 6, we present our main result on the rate of convergence of convergence. In Section 7, we deal with the special one-dimensional case. We conclude with two appendices: A is related to the general theory of the rate of convergence of attractors and B deals with the Shadowing Theory and its applications in the convergence of attractors.

2. Functional setting

In this section, we summarize some already-known results on the existence of global attractors, their uniform bounds, and convergence under diffusion perturbation. We introduce the functional framework to study (1.1) and, we state a fundamental result on the equivalence between the norms of the fractional powers space and the Sobolev space $H^1(\Omega)$. We end the section obtaining the convergence of the nonlinearities taking values in a negative power Sobolev space.

The natural form to study (1.1) is as an evolution equation in the Sobolev space $H^s(\Omega)$, $s > 0$ whose dual space we denote by $H^{-s}(\Omega)$. We recall that $H^s(\Omega)$, $s > 0$, can be defined as the fractional power space through the Laplace operator with homogeneous Newmann boundary conditions (see for instance [14,23]). In fact, we have from [23] Theorem 1.35 and Corollary 2.4 that $H^s(\Omega) = D((-\Delta + 1)^{s/2})$, $0 \leq s \leq 1$ where $\Delta$ is the Laplacian operator with Neumann homogeneous boundary condition $\Delta : D(\Delta) \subset L^2(\Omega) \rightarrow L^2(\Omega)$ with

$$D(\Delta) = \left\{ u \in H^2(\Omega) : \frac{\partial u}{\partial n} = 0 \text{ on } \partial \Omega \right\}.$$

The duality between these spaces will be denoted by $\langle \cdot, \cdot \rangle_{-s,s}$. In particular, the scalar product in $L^2(\Omega)$ will be denoted by $\langle \cdot, \cdot \rangle$. For the boundary terms we consider the trace space $H^s(\Gamma)$ and the trace operator $\gamma_H : H^s(\Omega) \rightarrow H^{s-\frac{1}{2}}(\Gamma)$, for $s > \frac{1}{2}$.

We define the unbounded linear operator $A_\varepsilon : D(A_\varepsilon) \subset L^2(\Omega) \rightarrow L^2(\Omega)$ by

$$A_\varepsilon u = -\text{div}(p_\varepsilon(x) \nabla u) + (\lambda + V_\varepsilon)u$$  \hspace{1cm} (2.1)

with domain

$$D(A_\varepsilon) = \left\{ u \in H^2(\Omega) : \frac{\partial u}{\partial n_{p_\varepsilon}} = 0 \text{ on } \Gamma \right\}.$$  \hspace{1cm} (2.2)

The operator $A_\varepsilon$ is selfadjoint and has compact resolvent in $L^2(\Omega)$. Moreover, if $\mu > \lambda_1^\varepsilon$, the first eigenvalue of $A_\varepsilon$, then the operator $\mu I + A_\varepsilon$ is positive. Indeed, if we denote by $X_1^\varepsilon$ its fractional power space, we have again from [23] Theorem 1.35 and Corollary 2.4 that $X_1^\varepsilon = H^{2\beta}(\Omega)$, for $0 \leq \beta \leq 1/2$. By duality $H^{-2\beta}(\Omega) = X^{-\beta}_\varepsilon$, also for $0 < \beta \leq 1/2$. In particular, $X_1^\varepsilon = D(A_\varepsilon)$, $x_1^{1/2} = H^1(\Omega)$, $X_0^\varepsilon = L^2(\Omega)$, $x^{-1/2} = H^{-1}(\Omega)$. 

Notice that our choice of $\lambda_1$ in (1.1) is not restrictive, since we can translate the operator $A_{\varepsilon}$ for a parameter $\mu$ so that $\mu + A_{\varepsilon}$ is positive and then the fractional power space is defined. Thus, we fix $\lambda_1$ satisfying (1.2) just to write the inner product in a clear form to study the variational formulation of the elliptic divergent operator. In fact, the operator $A_{\varepsilon}$ is the realization in $L^2(\Omega)$ of the canonical isomorphism between $H^1(\Omega)$ and its dual $H^{-1}(\Omega)$, defined by the bilinear form $a_{\varepsilon} : H^1(\Omega) \times H^1(\Omega) \rightarrow \mathbb{R}$ given by

$$a_{\varepsilon}(u, v) = \int_\Omega p_{\varepsilon}(x) \nabla u \nabla v \, dx + \int_\Omega (\lambda_1 + V_{\varepsilon}) uv \, dx.$$  

(2.3)

We have $\langle A_{\varepsilon} u, v \rangle_{-1,1} = a_{\varepsilon}(u, v)$ with $a_{\varepsilon}$ being continuous, symmetric and uniformly coercive by the following lemma.

**Lemma 2.1.** The inner product in $X^1_\varepsilon$ given by

$$\langle u, v \rangle_{X^1_\varepsilon} = \int_\Omega p_{\varepsilon}(x) \nabla u \nabla v \, dx + \int_\Omega (\lambda_1 + V_{\varepsilon}) uv \, dx + \int_\Gamma (\lambda_2 + b_{\varepsilon}(x)) uv \, d\sigma$$

$$= \langle A_{\varepsilon} u, v \rangle_{-1,1} + \int_\Gamma (\lambda_2 + b_{\varepsilon}(x)) uv \, d\sigma$$

gives a norm in $H^1(\Omega)$, equivalent to the usual one for all $\varepsilon \in [0, \varepsilon_0]$ and some $0 < \varepsilon_0 \leq 1$.

**Proof.** We have $\text{essinf}_{x \in \Omega} \{\lambda_1 + V_{\varepsilon}\}, \text{essinf}_{x \in \Gamma} \{\lambda_2 + b_{\varepsilon}\} \geq m_0$ and by (1.3) it follows that

$$m_0\|u\|_{H^1(\Omega)} \leq \|u\|_{X^1_\varepsilon} \leq M_0\|u\|_{H^1(\Omega)},$$

where $\sup_{0 \leq \varepsilon \leq \varepsilon_0} \{\|p_{\varepsilon}\|_{L^\infty(\Omega)}, \|\lambda_1 + V_{\varepsilon}\|_{L^\infty(\Omega)}, \|\lambda_2 + b_{\varepsilon}\|_{L^\infty(\Gamma)}\} \leq M_0$. \hfill $\Box$

Now, if $u$ is a solution of (1.1), multiplying (1.1) by a test function $\varphi$ and integrating by parts over $\Omega$, we obtain

$$\int_\Omega \partial_t u^\varepsilon \varphi \, dx + \int_\Omega p_{\varepsilon}(x) \nabla u^\varepsilon \nabla \varphi \, dx + \int_\Omega (\lambda_1 + V_{\varepsilon}) u^\varepsilon \varphi \, dx$$

$$= \int_\Omega f^\varepsilon(u^\varepsilon) \varphi \, dx + \int_\Gamma \left[g^\varepsilon(\gamma_{\Gamma}(u^\varepsilon)) - (\lambda_2 + b_{\varepsilon}(x)) \gamma_{\Gamma}(u^\varepsilon) \right] \gamma_{\Gamma}(\varphi) \, d\sigma.$$  

Hence, to obtain appropriated semilinear formulation for (1.1), we consider nonlinear maps $h^\varepsilon : H^1(\Omega) \mapsto H^{-\beta}(\Omega), \beta > 1/2$, given by

$$\langle h^\varepsilon(u), \varphi \rangle = \int_\Omega f^\varepsilon(u) \varphi \, dx + \int_\Gamma \left[g^\varepsilon(\gamma_{\Gamma}(u)) - (\lambda_2 + b_{\varepsilon}(x)) \gamma_{\Gamma}(u) \right] \gamma_{\Gamma}(\varphi) \, d\sigma.$$  

(2.4)

It is well-known that if $f^\varepsilon$ and $g^\varepsilon$ are $C^2$ bounded functions with derivatives up to second order bounded and if $\frac{1}{2} < \beta < 1$, then $h^\varepsilon$ is a well defined Nemitskiǐ function which is Fréchet continuously differentiable (see for instance [16]). Thus, from now on, we can take $A_{\varepsilon} : X^{1-\beta/2}_\varepsilon = H^{2-\beta}(\Omega) \mapsto X^{-\beta/2}_\varepsilon = H^{-\beta}(\Omega)$, for some fixed $\beta \in (1/2, 1)$, rewriting (1.1) in the following abstract form

$$\begin{cases}
\frac{du^\varepsilon}{dt} + A_{\varepsilon}u^\varepsilon = h^\varepsilon(u^\varepsilon), \\
u^\varepsilon(0) = u^\varepsilon_0 \in H^1(\Omega), \quad \varepsilon \in [0, \varepsilon_0].
\end{cases}$$  

(2.5)

Notice that our base space here is $H^{-\beta}(\Omega)$ and we have just formulated the problem in the phase space $H^1(\Omega)$. 
We assume that \( f^\varepsilon, g^\varepsilon \) satisfy the standard growth, sign, and dissipative conditions uniformly in \( \varepsilon \) according to [2]. First, we suppose there exist \( B_0, C_0 \in \mathbb{R} \) and \( B_1, C_1 > 0 \) such that for all \( u \in \mathbb{R} \) and \( \varepsilon \geq 0 \) the following holds
\[
uf^\varepsilon(u) \leq -C_0 u^2 + C_1 |u| \quad \text{and} \quad u g^\varepsilon(u) \leq -B_0 u^2 + B_1 |u|.
\]

Next, we assume the first eigenvalue of the following eigenvalue problem is positive
\[
-\text{div}(p_0(x)\nabla u) + (\lambda_1 + V_0(x) + C_0)u = \mu u \quad \text{in} \quad \Omega
\]
\[
\frac{\partial u}{\partial n_{p_0}} + (\lambda_2 + b_0(x) + B_0)u = 0 \quad \text{on} \quad \Gamma.
\]

Consequently, for each \( \varepsilon \in [0, \varepsilon_0] \), we get from [2] that (2.5) is globally well-posed and its solutions are classical and continuously differentiable concerning the initial data. Therefore we are able to consider in \( H^1(\Omega) \) the family of nonlinear semigroups \( \{T_\varepsilon(t); t \geq 0\} \) defined by \( T_\varepsilon(t) = u^\varepsilon(t, u_0^\varepsilon), t \geq 0 \), where \( u^\varepsilon(t, u_0^\varepsilon) \) is the solution of (2.5) through \( u_0^\varepsilon \in H^1(\Omega) \) satisfying the variation of constants formula,
\[
T_\varepsilon(t)u_0^\varepsilon = e^{-A_\varepsilon t}u_0^\varepsilon + \int_0^t e^{-A_\varepsilon(t-s)}h^\varepsilon(T_\varepsilon(s)) \, ds, \quad t \geq 0.
\]

Notice that \( e^{-A_\varepsilon(\cdot)} \) is the linear semigroup generated by the operator \(-A_\varepsilon \). The existence of attractor and uniform bounds for semigroups \( \{T_\varepsilon(t); t \geq 0\} \) associated with (2.5) are also established in [2] where it was proved the following result.

**Theorem 2.2.** The nonlinear semigroup \( \{T_\varepsilon(t); t \geq 0\} \) associated with (2.5) has global attractor \( A_\varepsilon \) in \( H^1(\Omega) \). Furthermore
\[
\sup_{\varepsilon \in [0, \varepsilon_0]} \sup_{w \in A_\varepsilon} \|w\|_{H^1(\Omega)} < \infty \quad \text{and} \quad \sup_{\varepsilon \in [0, \varepsilon_0]} \sup_{w \in A_\varepsilon} \|w\|_{L^\infty(\Omega)} < \infty,
\]
for some \( \varepsilon_0 > 0 \).

**Remark 2.3.** Once the uniform bound in \( L^\infty(\Omega) \) for the attractors has been obtained, we may perform a cutoff to the nonlinearities \( f^\varepsilon \) and \( g^\varepsilon \) so that the new nonlinearity is globally Lipschitz and globally bounded with bounded derivatives up to second order with Lipschitz derivative. See that it coincides with the original one in a \( L^\infty \)-neighborhood of all the attractors and is strictly dissipative outside this neighborhood. This guarantees that the system with the new nonlinearities has an attractor that coincides exactly with the original ones.

In order to apply the theory of rate of convergence of attractors of the \( \mathbb{A} \), we need to obtain estimates of the nonlinear semigroup \( T_\varepsilon(\cdot) \) in a bounded set \( D \) given by
\[
D = \cup_{\varepsilon \in [0, \varepsilon_0]} A_\varepsilon.
\]

Notice that, by Theorem 2.2 if \( u \in D \), then there is a constant \( C > 0 \) independent of \( \varepsilon \) such that
\[
\|u\|_{H^1(\Omega)}, \|u\|_{H^2(\Gamma)} \leq C.
\]

**Theorem 2.4.** There exists \( C > 0 \) independent of \( \varepsilon \) such that, for all \( u, v \in D \),
\[
\max\{\|h^\varepsilon(u) - h^0(v)\|_{H^{-\beta}(\Omega)}, \|(h^\varepsilon)'(u) - (h^0)'(v)\|_{L(H^1(\Omega), H^{-\beta}(\Omega))}\}
\]
\[
\leq C\left\{\|u - v\|_{H^1(\Omega)} + \tau(\varepsilon) + \kappa(\varepsilon) + \xi(\varepsilon)\right\}.
\]
Proof. It follows from \((1.5)\) that
\[
\|f^\varepsilon(u) - f^0(v)\|_{L^2(\Omega)} \leq \|f^\varepsilon(u) - f^0(u)\|_{L^2(\Omega)} + \|f^0(u) - f^0(v)\|_{L^2(\Omega)} \\
\leq \kappa(\varepsilon) + L_{f^0}\|u - v\|_{L^2(\Omega)},
\]
where \(L_{f^0}\) is the Lipschitz constant of \(f^0\) according with the Remark \(2.3\).

Similarly, we can prove that
\[
\|(f^\varepsilon)'(u) - (f^0)'(v)\|_{L^2(\Omega)} \leq \kappa(\varepsilon) + L_{(f^0)'}\|u - v\|_{L^2(\Omega)}.
\]

The same argument shows that
\[
\|g^\varepsilon(u) - g^0(v)\|_{L^2(\Gamma)} \leq \zeta(\varepsilon) + L_{g^0}\|u - v\|_{L^2(\Gamma)}
\]
and
\[
\|(g^\varepsilon)'(u) - (g^0)'(v)\|_{L^2(\Gamma)} \leq \zeta(\varepsilon) + L_{(g^0)'}\|u - v\|_{L^2(\Gamma)}.
\]

By assumptions, we have \(\frac{1}{\eta} + \frac{1}{\Gamma} + \frac{1}{2} = 1\) where \(H^1(\Gamma) \subset L^1(\Gamma)\). By \((1.4)\), Holder inequality and generalized Holder inequality, we have
\[
\|\langle h^\varepsilon(u) - h^0(v), \varphi \rangle \|_{-\beta, \beta} \leq \int_{\Omega} \|f^\varepsilon(u) - f^0(v)\| \|\varphi\| \, dx + \int_{\Gamma} \|g^\varepsilon(u) - g^0(v)\| \|\varphi\| \, d\sigma \\
+ \int_{\Gamma} |b^\varepsilon - b^0| \|u - v\| \|\varphi\| \, d\sigma \\
\leq L_{f^0}\|u - v\|_{L^2(\Omega)} \|\varphi\|_{H^1(\Omega)} + \kappa(\varepsilon) \|\varphi\|_{H^1(\Omega)} \\
+ L_{g^0}\|u - v\|_{L^2(\Gamma)} \|\varphi\|_{H^1(\Gamma)} + \zeta(\varepsilon) \|\varphi\|_{H^1(\Gamma)} \\
+ |b^\varepsilon - b^0| \|u\|_{L^2(\Gamma)} \|\varphi\|_{L^1(\Gamma)} \\
+ \|b_0\|_{L^q(\Gamma)} \|u - v\|_{L^2(\Gamma)} \|\varphi\|_{L^1(\Gamma)}.
\]

In the same way, we obtain the estimate for the derivative. \(\square\)

3. CONVERGENCE OF THE RESOLVENT OPERATORS

In this section, we study the convergence of solutions of the elliptic problem associated with \((1.1)\) and their consequences. We start stating some result of \([1]\) concerning the elliptic problem \(A^\varepsilon u^\varepsilon = f\), where \(A^\varepsilon\) is the operator defined in \((2.1)-(2.2)\) and \(f \in L^2(\Omega)\). We are interested in the convergence of the resolvent operators \(A^{-1}_\varepsilon\) to \(A^{-1}_0\), as we will see this convergence is of order \(\|p_\varepsilon - p_0\|_{L^\infty(\Omega)} + \eta(\varepsilon)\).

The spectrum \(\sigma(-A^\varepsilon)\) of \(-A^\varepsilon\), ordered and counting multiplicity is given by
\[
(3.1) \quad \ldots - \lambda^\varepsilon_m < -\lambda^\varepsilon_{m-1} < \ldots < -\lambda^\varepsilon_0
\]
with \(\{\varphi_i^\varepsilon\}_{i=0}^\infty\) the matching eigenfunctions, for any \(\varepsilon \in [0, \varepsilon_0]\). We consider the spectral projection onto the space generated by the first \(m\) eigenvalues, i.e., if \(\omega\) is an appropriated closed curve in the resolvent set \(\rho(-A^\varepsilon)\) of \(-A^\varepsilon\) around \(\{-\lambda^0_0, \ldots, -\lambda^0_{m-1}\}\), then we define the spectral projection
\[
Q^\varepsilon = \frac{1}{2\pi i} \int_\omega (\mu + A^\varepsilon)^{-1} \, d\mu, \quad \varepsilon \in [0, \varepsilon_0].
\]

Theorem 3.1. It is valid the following statements.
(i) There exists constant $C > 0$ independent of $\varepsilon$ such that
\[
\sup_{\varepsilon \in [0,\varepsilon_0]} \|A_\varepsilon^{-1}\|_{L(H^{-\beta}(\Omega),H^{1}(\Omega))} \leq C.
\]

(ii) There exists constant $C > 0$ independent of $\varepsilon$ such that
\[
\|A_\varepsilon^{-1} - A_0^{-1}\|_{L(H^{-\beta}(\Omega),H^{1}(\Omega))} \leq C(\|p_\varepsilon - p_0\|_{L^\infty(\Omega)} + \eta(\varepsilon)).
\]

(iii) There exists $\phi \in \left(\frac{\pi}{2},\pi\right)$ such that for all
\[
\mu \in \Sigma_{\nu,\phi} = \{\mu \in C : |\arg(\mu + \nu)| \leq \phi\} \setminus \{\mu \in C : |\mu + \nu| \leq r\},
\]
for some $r, \nu > 0$, it is valid
\[
\|((\mu + A_\varepsilon)^{-1} - (\mu + A_0)^{-1}\|_{L(H^{-\beta}(\Omega),H^{1}(\Omega))} \leq C(\|p_\varepsilon - p_0\|_{L^\infty(\Omega)} + \eta(\varepsilon)),
\]
where $C = C(\mu) > 0$ is a constant independent of $\varepsilon$.

(iv) The family of projections $Q_\varepsilon$ converges to $Q_0$ in the uniform operator topology as $\varepsilon \to 0^+$ and
\[
\|Q_\varepsilon - Q_0\|_{L(H^{-\beta}(\Omega),H^{1}(\Omega))} \leq C(\|p_\varepsilon - p_0\|_{L^\infty(\Omega)} + \eta(\varepsilon)),
\]
where $C > 0$ independent of $\varepsilon$.

(v) If $\lambda_0 \in \sigma(A_0)$ and if there is $\lambda_\varepsilon \in \sigma(A_\varepsilon)$ such that $\lambda_\varepsilon \xrightarrow{\varepsilon \to 0^+} \lambda_0$, then
\[
|\lambda_\varepsilon - \lambda_0| \leq C(\|p_\varepsilon - p_0\|_{L^\infty(\Omega)} + \eta(\varepsilon)).
\]

Proof. Although here we are considering the Neumann boundary condition (2.2) and the potentials $V_\varepsilon$ in (2.1), the proof follows the same arguments used in [1, Section 3] where the authors have considered the problem with Dirichlet homogeneous boundary conditions without potentials.

Now, we prove a generalization of Lemma 3.1 of [1] where we add the boundary terms in the bilinear form $a_\varepsilon$. We denote
\[
b_\varepsilon(u, \varphi) = \int_{\Gamma}(\lambda_2 + b_\varepsilon)u\varphi\,d\sigma,
\]
for all $u, \varphi \in L^2(\Gamma)$.

In what follows, to avoid heavy notation, we omit the trace operator $\gamma_{tr}$.

Lemma 3.2. For $v \in H^{-\beta}(\Omega)$, with $\beta \in (1/2,1]$, $\|v\|_{H^{-\beta}(\Omega)} \leq 1$ and $\varepsilon \in [0,\varepsilon_0]$, let $u^\varepsilon$ be the solution of the problem $A_\varepsilon u^\varepsilon, \cdot \rangle_{-\beta,\beta} + b_\varepsilon(u^\varepsilon, \cdot) = \langle v, \cdot \rangle_{-\beta,\beta}$. Then, there is a constant $C > 0$ independent of $\varepsilon$ such that
\[
\|u^\varepsilon - u^0\|_{H^1(\Omega)} \leq C[\|p_\varepsilon - p_0\|_{L^\infty(\Omega)} + \eta(\varepsilon) + \tau(\varepsilon)].
\]

Proof. It follows from (1.2) that $a_\varepsilon + b_\varepsilon$ is symmetric, continuous and coercive thus, the problem $A_\varepsilon u^\varepsilon, \cdot \rangle_{-\beta,\beta} + b_\varepsilon(u^\varepsilon, \cdot) = \langle v, \cdot \rangle_{-\beta,\beta}$ is solvable. Let $u^\varepsilon$ be the solution. Then
\[
\int_{\Omega} p_\varepsilon \nabla u^\varepsilon \nabla \varphi \,dx + \int_{\Omega}(\lambda_1 + V_\varepsilon)u^\varepsilon \varphi \,dx + \int_{\Gamma}(\lambda_2 + b_\varepsilon)u^\varepsilon \varphi \,d\sigma = \langle v, \varphi \rangle_{-\beta,\beta}
\]
for all test function $\varphi \in H^1(\Omega)$ and $\varepsilon \in [0,\varepsilon_0]$. 

If we take $\varphi = u^\epsilon - u^0$ in (3.7) for $\epsilon > 0$ and $\epsilon = 0$, we obtain

$$
\int_\Omega p_\epsilon \nabla u^\epsilon \cdot (\nabla u^\epsilon - \nabla u^0) \, dx + \int_\Omega (\lambda_1 + V_\epsilon) u^\epsilon (u^\epsilon - u^0) \, dx
$$

$$
+ \int_\Gamma (\lambda_2 + b_\epsilon) u^\epsilon (u^\epsilon - u^0) \, d\sigma = \langle v, u^\epsilon - u^0 \rangle_{-\beta, \beta}
$$

and

$$
\int_\Omega p_0 \nabla u^0 \cdot (\nabla u^\epsilon - \nabla u^0) \, dx + \int_\Omega (\lambda_1 + V_0) u^0 (u^\epsilon - u^0) \, dx
$$

$$
+ \int_\Gamma (\lambda_2 + b_0) u^0 (u^\epsilon - u^0) \, d\sigma = \langle v, u^\epsilon - u^0 \rangle_{-\beta, \beta}.
$$

Now, subtracting the above expressions, we have

$$
\int_\Omega (p_0 - p_\epsilon) \nabla u^0 \cdot (\nabla u^\epsilon - \nabla u^0) \, dx + \int_\Omega (V_0 - V_\epsilon) u^0 (u^\epsilon - u^0) \, dx + \int_\Gamma (b_0 - b_\epsilon) u^0 (u^\epsilon - u^0) \, d\sigma.
$$

By assumptions, we have $\frac{1}{p} + \frac{1}{q} = 1$ and $\frac{1}{q} + \frac{1}{p} = 1$ where $H^1(\Omega) \subset L^q(\Omega)$ and $H^1(\Gamma) \subset L^q(\Gamma)$. By Holder inequality and generalized Holder inequality, we have

$$
\|u^\epsilon - u^0\|^2_{H^1(\Omega)} \leq \int_\Omega (p_0 - p_\epsilon) \nabla u^0 \cdot (\nabla u^\epsilon - \nabla u^0) \, dx + \int_\Omega (V_0 - V_\epsilon) u^0 (u^\epsilon - u^0) \, dx
$$

$$
+ \int_\Gamma (b_0 - b_\epsilon) u^0 (u^\epsilon - u^0) \, d\sigma
$$

$$
\leq \|\nabla u^0\|_{L^2(\Omega)} \|\nabla u^\epsilon - \nabla u^0\|_{L^2(\Omega)} + \|p_\epsilon - p_0\|_{L^q(\Omega)} + \|u^\epsilon - u^0\|_{L^q(\Omega)} \|V_\epsilon - V_0\|_{L^p(\Omega)} \|u^\epsilon - u^0\|_{L^2(\Omega)}
$$

$$
+ \|u^\epsilon\|_{L^1(\Gamma)} \|b_\epsilon - b_0\|_{L^q(\Gamma)} \|u^\epsilon - u^0\|_{L^2(\Gamma)}
$$

$$
\leq C \|u^\epsilon - u^0\|_{H^1(\Omega)} \left( \|p_\epsilon - p_0\|_{L^q(\Omega)} + \|V_\epsilon - V_0\|_{L^p(\Omega)} + \|b_\epsilon - b_0\|_{L^q(\Gamma)} \right),
$$

where $C$ depends on $u^0$ (and then, on $v$) and embedding constants, but is independent of $\epsilon$.

Finally, from (1.3) and (1.4), we obtain (3.6).

$\square$

The equilibrium solutions of (2.5) are those which are independent of time, i.e., for $\epsilon \in [0, \epsilon_0]$, they are the solutions of the elliptic problem $A_\epsilon u^\epsilon - h^\epsilon(u^\epsilon) = 0$. We denote by $\mathcal{E}_\epsilon$ the set of the equilibrium solutions of (2.5) and we say that $u^\epsilon_* \in \mathcal{E}_\epsilon$ is hyperbolic if

$$
\sigma(A_\epsilon - (h^\epsilon)'(u^\epsilon_*)) \cap \{\mu \in \mathbb{C} : \text{Re}(\mu) = 0\} = \emptyset.
$$

Since hyperbolicity of the equilibrium is a quite common property for reaction-diffusion equations, we assume w.l.o.g. $\mathcal{E}_0$ is composed of finitely many hyperbolic equilibrium points.

The next results prove that the family $\{\mathcal{E}_\epsilon\}_{\epsilon \in [0, \epsilon_0]}$ is continuous at $\epsilon = 0$, thus for $\epsilon$ sufficiently small, $\mathcal{E}_\epsilon$ is composed by a finite number of hyperbolic equilibrium points.

We have $u^\epsilon_* \in \mathcal{E}_\epsilon$ and $u^0_* \in \mathcal{E}_0$ if and only if,

$$
u^0_* = (A_0 + R_0)^{-1}[h^0(u^0_*) + R_0 u^0_*] \quad \text{and} \quad u^\epsilon_* = (A_\epsilon + R_\epsilon)^{-1}[h^\epsilon(u^\epsilon_*) + R_\epsilon u^\epsilon_*],
$$

where $R_0 = -(h^0)'(u^0_*)$ and $R_\epsilon = -(h^\epsilon)'(u^\epsilon_*)$.

We denote $\tilde{A}_\epsilon = A_\epsilon + R_\epsilon$, $\tilde{A}_0 = A_0 + R_0$, $B_\epsilon = R_\epsilon A_\epsilon^{-1}$ and $B_0 = R_0 A_0^{-1}$. We assume initially $A_\epsilon$ invertible. This property will be a consequence of the hyperbolicity of $u^\epsilon_*$. 

**Proposition 3.3.** There exists a positive constant $C$ independent of $\epsilon$ such that,
Proof. The proofs of (i) and (ii) follow the same arguments of [1, Lemma 4.3]. To prove (iii) notice that since $u^\epsilon_*$ and $u^0_*$ are equilibrium points then $u^\epsilon_*, u^0_* \in D$.

By definition
\[
\|B_\epsilon - B_0\|_{H^1(\Omega)} = \|R_\epsilon A_\epsilon^{-1} - R_0 A_0^{-1}\|_{H^1(\Omega)} \\
\leq \|R_\epsilon - R_0\|_{L(\mathcal{H}^1(\Omega), H^{-\beta}(\Omega))} \|A_\epsilon^{-1}\|_{L(\mathcal{H}^1(\Omega), H^{-\beta}(\Omega))} \\
+ \|R_0\|_{L(\mathcal{H}^1(\Omega), H^{-\beta}(\Omega))} \|A_\epsilon^{-1} - A_0^{-1}\|_{L(\mathcal{H}^1(\Omega), H^{-\beta}(\Omega))}.
\]

The result follows from Theorem (3.1) and (2.9).

\[\Box\]

**Theorem 3.4.** It is valid the following convergence
\[
\|\tilde{A}_\epsilon^{-1} - \tilde{A}_0^{-1}\|_{L(\mathcal{H}^{-\beta}(\Omega), \mathcal{H}^1(\Omega))} \leq C(\|p_\epsilon - p_0\|_{L^\infty(\Omega)} + \eta(\epsilon) + \tau(\epsilon) + \kappa(\epsilon) + \zeta(\epsilon)).
\]

\[\Box\]

**Theorem 3.5.** Let $u^0_* \in E_0$. Then for each $\epsilon > 0$ sufficiently small, there is $\delta > 0$ such that the equation $A_\epsilon u - h^\epsilon(u) = 0$ has unique solution $u^\epsilon_* \in \{u \in H^1(\Omega); \|u - u^0_*\|_{H^1(\Omega)} \leq \delta\}$. Moreover
\[
\|u^\epsilon_* - u^0_*\|_{H^1(\Omega)} \leq C[\|p_\epsilon - p_0\|_{L^\infty(\Omega)} + \eta(\epsilon) + \tau(\epsilon) + \kappa(\epsilon) + \zeta(\epsilon)].
\]

\[\Box\]

\[\Box\]

**Proof.** The proof that $u^\epsilon_*$ is an isolated hyperbolic equilibrium point is standard, see [8 Chapter 14]. Here we need to prove the estimate (3.11).

It follows from (3.8) that $u^\epsilon_*$ and $u^0_*$ are such that
\[
\|u^\epsilon_* - u^0_*\|_{H^1(\Omega)} = \|(A_\epsilon + R_\epsilon)^{-1}[h^\epsilon(u^\epsilon_*) + R_\epsilon u^\epsilon_*] - (A_0 + R_0)^{-1}[h^0(u^0_*) + R_0 u^0_*]\|_{H^1(\Omega)} \\
\leq \|(A_\epsilon + R_\epsilon)^{-1}[h^\epsilon(u^\epsilon_*) + R_\epsilon u^\epsilon_*] - (A_\epsilon + R_\epsilon)^{-1}[h^0(u^0_*) + R_\epsilon u^0_*]\|_{H^1(\Omega)} \\
+ \|(A_\epsilon + R_\epsilon)^{-1}[h^0(u^0_*) + R_\epsilon u^0_*] - (A_0 + R_0)^{-1}[h^0(u^0_*) + R_\epsilon u^0_*]\|_{H^1(\Omega)} \\
\leq \|(A_\epsilon + R_\epsilon)^{-1}[h^\epsilon(u^\epsilon_*) - h^0(u^0_*) + R_\epsilon u^\epsilon_* - R_\epsilon u^0_*]\|_{H^1(\Omega)} \\
+ \|(A_\epsilon + R_\epsilon)^{-1} - (A_0 + R_0)^{-1}[h^0(u^0_*) + R_\epsilon u^0_*]\|_{H^1(\Omega)}.
\]

By Theorem 3.4, we have
\[
\|u^\epsilon_* - u^0_*\|_{H^1(\Omega)} \leq \|(A_\epsilon + R_\epsilon)^{-1}[h^\epsilon(u^\epsilon_*) - h^0(u^0_*) + R_\epsilon u^\epsilon_* - R_\epsilon u^0_*]\|_{H^1(\Omega)} \\
+ C(\|p_\epsilon - p_0\|_{L^\infty(\Omega)} + \tau(\epsilon) + \kappa(\epsilon) + \zeta(\epsilon)).
\]

Now we denote $z^\epsilon = h^\epsilon(u^\epsilon_*) - h^0(u^0_*) + R_\epsilon u^\epsilon_* - R_\epsilon u^0_*$. Then we can write
\[
\begin{align*}
z^\epsilon &= h^\epsilon(u^\epsilon_*) - h^0(u^0_*) + R_\epsilon u^\epsilon_* - R_\epsilon u^0_* \\
&= h^\epsilon(u^\epsilon_*) - h^\epsilon(u^0_*) + R_\epsilon u^\epsilon_* - R_\epsilon u^0_* \\
&+ h^\epsilon(u^0_*) - h^0(u^0_*) + R_\epsilon u^\epsilon_* - R_\epsilon u^0_*.
\end{align*}
\]
Since $h^t$ is continuously differentiable, by a Mean Value Theorem type (see \cite{1} Lemma 4.1) for all $\delta > 0$, we can take $\epsilon_0$ sufficiently small such that
\[
\|h^t(u^*_\epsilon) - h^t(u^0_\epsilon) + R_\epsilon u^*_\epsilon - R_\epsilon u^0_\epsilon\|_{H^1(\Omega)} \leq \delta \|u^*_\epsilon - u^0_\epsilon\|_{H^1(\Omega)}
\]
and by (2.9), we obtain
\[
\|h^t(u^0_\epsilon) - h^0(u^0_\epsilon) + R_\epsilon u^0_\epsilon - R_0 u^0_\epsilon\|_{H^1(\Omega)} \leq C(\epsilon) + \kappa(\epsilon) + \xi(\epsilon).
\]
Thus,
\[
\|(A_\epsilon + R_\epsilon)^{-1}z\|_{H^1(\Omega)} \leq \delta \|(A_\epsilon + R_\epsilon)^{-1}\|_{L(H^{-\beta}(\Omega),H^1(\Omega))}\|u^\epsilon_\epsilon - u^0_\epsilon\|_{H^1(\Omega)} + C(\epsilon) + \kappa(\epsilon) + \xi(\epsilon).
\]
Putting all estimates together and taking $\delta$ sufficiently small, we have
\[
\|u^\epsilon_\epsilon - u^0_\epsilon\|_{H^1(\Omega)} \leq C[\|p_\epsilon - p_0\|_{L^\infty(\Omega)} + \eta(\epsilon) + \tau(\epsilon) + \kappa(\epsilon) + \xi(\epsilon)] + \frac{1}{2}\|u^\epsilon_\epsilon - u^0_\epsilon\|_{H^1(\Omega)}.
\]
\[\square\]

As a consequence of the Theorem\[3.5\] we have the following result.

**Corollary 3.6.** The family $\{\mathcal{E}_\epsilon\}_{\epsilon \in (0,\epsilon_0]}$ is continuous at $\epsilon = 0$. That is, if $\mathcal{E}_0 = \{u^0_0, ..., u^0_k\}$ then for $\epsilon_0$ sufficiently small, $\mathcal{E}_\epsilon = \{u^\epsilon_0, ..., u^\epsilon_k\}$ and
\[
\|u^\epsilon_i - u^0_i\|_{H^1(\Omega)} \leq C[\|p_\epsilon - p_0\|_{L^\infty(\Omega)} + \eta(\epsilon) + \tau(\epsilon) + \kappa(\epsilon) + \xi(\epsilon)], \quad i = 1, ..., k.
\]

**Remark 3.7.** The rate of convergence of the resolvent operators $\|A_\epsilon^{-1} - A_0^{-1}\|_{L(H^{-\beta}(\Omega),H^1(\Omega))}$ is a natural quantity to estimate the continuity of eigenvalues and equilibrium points. As we can see in Theorem\[3.5\], this convergence implies the continuity of equilibrium points according to \cite{11}.

4. **Convergence of Linear and Nonlinear Semigroups**

In this section, we obtain the rate of convergence for families of linear and nonlinear semigroups. It is in this section that we see the arising of the exponent $l$ in the rate \cite{17}. The main difficulty is the presence of singularities in time when we use the variation of the constants formula due to the immersions between the fractional power spaces and the base space $L^2$. Our solution to this problem is to make an interpolation using appropriate exponents to improve the exponential decay of the linear semiflow.

**Theorem 4.1.** There exist constants $a > 0$ and $C > 0$ independent of $\epsilon$ such that
\[
\|e^{-A_\epsilon t} - e^{-A_0 t}\|_{L(H^{-\beta}(\Omega),H^1(\Omega))} \leq C e^{-at}[\|p_\epsilon - p_0\|_{L^\infty(\Omega)} + \eta(\epsilon)]^{2\theta} t^{-\frac{1+\beta}{2} - \theta},
\]
where $t > 0$, $\epsilon \in (0,\epsilon_0]$ and $\theta \in (0, \frac{1}{2})$.

**Proof.** For each $\epsilon \in [0,\epsilon_0]$, the operators $A_\epsilon$ are self-adjoint and by Theorem\[3.1] $A_\epsilon^{-1}$ converges to $A_0^{-1}$. Thus we can define an appropriate closed rectifiable simple curve with trace in the resolvent set of $A_0$ such that, for $\alpha < \lambda_1^0$, the first eigenvalue of $A_0$, and we can choose $\epsilon$ sufficiently small (we still denote $\epsilon \leq \epsilon_0$) and a constant $C = C(\alpha) > 0$ such that
\[
\|e^{-A_\epsilon t}\|_{L(H^{-\beta}(\Omega),H^1(\Omega))} \leq C e^{-at} t^{-\frac{1+\beta}{2}},
\]
for $t > 0$ and $\varepsilon \in [0, \varepsilon_0]$, see [9] for details on how to get the above estimates. Therefore we obtain

$$\|e^{-A_{\varepsilon}t} - e^{-A_0t}\|_{L(H^{-\beta}(\Omega), H^1(\Omega))} \leq \|e^{-A_{\varepsilon}t}\|_{L(H^{-\beta}(\Omega), H^1(\Omega))} + \|e^{A_0t}\|_{L(H^{-\beta}(\Omega), H^1(\Omega))}$$

(4.3)

On the other hand, the linear semigroup is given by

$$e^{-A_{\varepsilon}t} = \frac{1}{2\pi i} \int_{\omega} e^{\mu t} (\mu + A_{\varepsilon})^{-1} d\mu,$$

where $\varepsilon \in [0, \varepsilon_0]$ and $\omega$ is the boundary of sector $\Sigma_{\varepsilon, \phi}$ as in Theorem 3.1 oriented in such a way that the imaginary part of $\mu$ increases as $\mu$ runs in $\omega$. Hence

$$\|e^{-A_{\varepsilon}t} - e^{-A_0t}\|_{L(H^{-\beta}(\Omega), H^1(\Omega))} \leq \frac{1}{2\pi i} \int_{\omega} e^{\mu t} |(\mu + A_{\varepsilon})^{-1} - (\mu + A_0)^{-1}| |d\mu|.$$  

Taking a appropriate parametrization of $\omega$ as [3] Lemma 3.9, we obtain by (3.4) that

(4.4)

$$\|e^{-A_{\varepsilon}t} - e^{-A_0t}\|_{L(H^{-\beta}(\Omega), H^1(\Omega))} \leq C e^{-\alpha t t} [||p_\varepsilon - p_0||_{L^\infty(\Omega)} + \eta(\varepsilon)] t^{-1.}$$

Notice that the term $t^{-1}$ causes a singularity at $t = 0$. Then we interpolate (4.3) and (4.4) with $1 - 2\theta$ and $2\theta$, respectively, to obtain (4.1). 

On the convergence of nonlinear semigroups, we have:

**Theorem 4.2.** Let $u^\varepsilon, u^0 \in H^1(\Omega)$ and $\theta \in (0, \frac{1}{2}]$, then there exist constants $C > 0$ and $L > 0$ such that

$$\|T_\varepsilon(t)u^\varepsilon - T_0(t)u^0\|_{H^1(\Omega)}$$

(4.5)

$$\leq C e^{Lt} t^{-\frac{1+\beta}{2}} [\|u^\varepsilon - u^0\|_{H^1(\Omega)} + ||p_\varepsilon - p_0||_{L^\infty(\Omega)} + \eta(\varepsilon)]^2 \theta + \tau(\varepsilon) + \kappa(\varepsilon) + \zeta(\varepsilon)],$$

for all $t \geq 0$ and $\varepsilon \in (0, \varepsilon_0]$. 

**Proof.** Since the nonlinear semigroup is given by (2.8), we have

$$\|T_\varepsilon(t)u^\varepsilon - T_0(t)u^0\|_{H^1(\Omega)} \leq ||e^{-A_{\varepsilon}t}(u^\varepsilon - u^0)\|_{H^1(\Omega)} + ||(e^{-A_{\varepsilon}t} - e^{-A_0t})u^0||_{H^1(\Omega)}$$

$$+ \int_0^t \|e^{-A_{\varepsilon}(t-s)}(h^\varepsilon(T_\varepsilon(s))u^\varepsilon) - h^0(T_0(s))u^0\|_{H^1(\Omega)} ds$$

$$+ \int_0^t \|(e^{-A_{\varepsilon}(t-s)} - e^{-A_0(t-s)})h^0(T_0(s))u^0\|_{H^1(\Omega)} ds.$$ 

Consequently from (2.9) and (4.1) we have

$$\|T_\varepsilon(t)u^\varepsilon - T_0(t)u^0\|_{H^1(\Omega)} \leq C [\|u^\varepsilon - u^0\|_{H^1(\Omega)} + ||p_\varepsilon - p_0||_{L^\infty(\Omega)} + \eta(\varepsilon)]^2 \theta t^{-\frac{1}{2} - \theta} e^{-\alpha t}$$

$$+ C \int_0^t (t-s)^{-\frac{1+\beta}{2}} e^{-\alpha(t-s)} \|T_\varepsilon(s)u^\varepsilon - T_0(s)u^0\|_{H^1(\Omega)} ds + C [\tau(\varepsilon) + \kappa(\varepsilon) + \zeta(\varepsilon)],$$

and using the singular Gronwall’s inequality (see [3] Chapter 6) we obtain (4.5). 

**Remark 4.3.** The rate of convergence of eigenvalues, eigenfunctions, and equilibrium points that we have seen in Theorems 3.1 and 3.5 is better than the rate of convergence of the nonlinear semigroup. In fact, by Theorem 4.2 we have

$$\sup_{u \in \mathcal{U}, \varepsilon} \sup_{t \in [0,1]} ||T_\varepsilon(t)u - T_0(t)u||_{H^1(\Omega)} \leq C [||p_\varepsilon - p_0||_{L^\infty(\Omega)} + \eta(\varepsilon)]^2 \theta + \tau(\varepsilon) + \kappa(\varepsilon) + \zeta(\varepsilon)],$$

for some constant $C$ independent of $\varepsilon$. 
Notice that, the infinite dimension gives a time singularity due to spectral behavior of $e^{-A\tau}$, that is, the appearance of $t^{-1}$ in (4.4). But, the singular Gronwall’s inequality does not allow the term $t^{-1}$. This fact affects the above estimate for the convergence of the nonlinear semigroup and consequently will reflect in the rate of convergence of global attractors of problems (2.5). The A shows how we can transfer the nonlinear semigroup estimate for the global attractor’s convergence.

5. CONVERGENCE OF LOCAL UNSTABLE MANIFOLDS

In this section, we use the general theory of invariant manifolds to estimate the convergence of unstable manifolds around a hyperbolic equilibrium point. We conclude the exponential attraction of attractors $\mathcal{A}_\varepsilon$ concerning semigroup $T_\varepsilon(\cdot)$ in the phase space $H^1(\Omega)$ and we show how the nonlinear boundary conditions affect the estimates obtained in [11].

Let $u_\varepsilon \in \mathcal{E}_\varepsilon$ be an equilibrium for (2.5) and consider its linearization

$$\frac{dw^\varepsilon}{dt} + \overline{A}_\varepsilon w^\varepsilon = h^\varepsilon(w^\varepsilon + u_\varepsilon^\ast) - h^\varepsilon(u_\varepsilon^\ast) - (h^\varepsilon)'(u_\varepsilon^\ast)w^\varepsilon,$$

where $w^\varepsilon = u^\varepsilon - u_\varepsilon^\ast$ and $\overline{A}_\varepsilon = A_\varepsilon - (h^\varepsilon)'(u_\varepsilon^\ast)$. Let $\gamma$ be a smooth, closed, simple, rectifiable curve in the resolvent set of $-\overline{A}_\varepsilon$, oriented counterclockwise evolving the first $m$ positive eigenvalues in (3.1). Thus, we can choose an $\varepsilon > 0$ sufficiently small such that $\{\gamma\} \subset \rho(-\overline{A}_\varepsilon)$ and then, we define $\overline{Q}_\varepsilon^+$ by

$$\overline{Q}_\varepsilon^+ = \frac{1}{2\pi i} \int_{\gamma} (\mu + \overline{A}_\varepsilon)^{-1}d\mu.$$

The operator $\overline{A}_\varepsilon$ is self-adjoint and there is a $\alpha > 0$ and $M \geq 1$ such that, for all $0 \leq \varepsilon \leq \varepsilon_0$,\n
$$\|e^{-\overline{A}_\varepsilon t}Q_\varepsilon^+\|_{L(H^{-\beta}(\Omega),H^1(\Omega))} \leq M e^{\alpha t}, \quad t \leq 0$$

$$\|e^{-\overline{A}_\varepsilon t}(I - Q_\varepsilon^+)\|_{L(H^{-\beta}(\Omega),H^1(\Omega))} \leq M t^{-\frac{1+\beta}{2}} e^{-\alpha t}, \quad t > 0.$$

Moreover, we can prove all convergence results of Section 3 for $\overline{A}_\varepsilon$ in place of $A_\varepsilon$, for example

$$\|e^{-\overline{A}_\varepsilon t} - e^{-A_\varepsilon t}\|_{L(H^{-\beta}(\Omega),H^1(\Omega))} \leq C e^{-\alpha t} \|p_\varepsilon - p_0\|_{L^\infty(\Omega)} + \eta(\varepsilon) t^{-\frac{1+\beta}{2}} e^{-\alpha t}, \quad t > 0.$$

Using the decomposition $H^1(\Omega) = Q_\varepsilon^+(H^1(\Omega)) + (I - Q_\varepsilon^+)H^1(\Omega)$, the solution $w^\varepsilon$ of (5.1) can be decomposed as $w^\varepsilon = v^\varepsilon + z^\varepsilon$, with $v^\varepsilon = Q_\varepsilon^+ w^\varepsilon$ and $z^\varepsilon = (I - Q_\varepsilon^+)w^\varepsilon$. Defining operators $B_\varepsilon := \overline{A}_\varepsilon Q_\varepsilon^+$ and $\tilde{A}_\varepsilon := \overline{A}_\varepsilon (I - Q_\varepsilon^+)$, we rewrite (5.1) as

$$\begin{cases}
\frac{dv^\varepsilon}{dt} + B_\varepsilon v^\varepsilon = H_\varepsilon(v^\varepsilon,z^\varepsilon), \\
\frac{dz^\varepsilon}{dt} + \tilde{A}_\varepsilon z^\varepsilon = G_\varepsilon(v^\varepsilon,z^\varepsilon),
\end{cases}$$

where

$$H_\varepsilon(v^\varepsilon,z^\varepsilon) := \overline{Q}_\varepsilon^+[h^\varepsilon(v^\varepsilon + z^\varepsilon + u_\varepsilon^\ast) - h^\varepsilon(u_\varepsilon^\ast) - (h^\varepsilon)'(u_\varepsilon^\ast)(v^\varepsilon + z^\varepsilon)]$$

and

$$G_\varepsilon(v^\varepsilon,z^\varepsilon) := (I - Q_\varepsilon^+)[h^\varepsilon(v^\varepsilon + z^\varepsilon + u_\varepsilon^\ast) - h^\varepsilon(u_\varepsilon^\ast) - (h^\varepsilon)'(u_\varepsilon^\ast)(v^\varepsilon + z^\varepsilon)].$$

The functions $H_\varepsilon$ and $G_\varepsilon$ are continuously differentiable with $H_\varepsilon(0,0) = 0 = G_\varepsilon(0,0) \in H^{-\beta}(\Omega)$ and $H'_\varepsilon(0,0) = 0 = G'_\varepsilon(0,0) \in L(H^1(\Omega),H^{-\beta}(\Omega))$. Hence, given $\rho_0 > 0$, there are $0 < \bar{\varepsilon} = \bar{\varepsilon}_{\rho_0} \leq \varepsilon_0$ and $\delta = \delta_{\rho_0} > 0$ such that if $\|v\|_{Q_\varepsilon^+(H^1(\Omega))} + \|z\|_{H^1(\Omega)} < \delta$ and $\varepsilon \leq \varepsilon_0$, then

$$\|H_\varepsilon(v,z)\|_{Q_\varepsilon^+(H^1(\Omega))} \leq \rho_0 \quad \text{and} \quad \|G_\varepsilon(v,z)\|_{H^{-\beta}(\Omega)} \leq \rho_0,$$
Given $D > 0$ and $\Delta > 0$, $\theta \in (0, 1)$ and $\bar{\rho} > 0$ such that
\[
\rho_o M\varepsilon^{-\frac{1}{2}} \Gamma \left( \frac{1}{2} \right) \leq D, \quad \rho_o M \Gamma \left( \frac{1}{2} \right) \frac{M(1 + \Delta)}{(2\alpha - \rho M(1 + \Delta))^2} \leq \Delta,
\]
are satisfied for all $\rho_o \in (0, \bar{\rho})$. Assume that $H_\varepsilon$ and $G_\varepsilon$ satisfy (5.3)-(5.3), with $0 < \rho_o \leq \bar{\rho}$ for all $(v, z) \in \overline{Q}_\varepsilon^+ H^1(\Omega) \times (I - \overline{Q}_\varepsilon^+) H^1(\Omega)$. Then, there exists $s_\varepsilon^* : \overline{Q}_\varepsilon^+ H^1(\Omega) \to (I - \overline{Q}_\varepsilon^+) H^1(\Omega)$ such that the unstable manifold of $u_\varepsilon^*$ is given as the graph of the map $s_\varepsilon^*$,
\[
W_\varepsilon^\mu(u_\varepsilon^*) = \{(v, z) \in H^1(\Omega); z = s_\varepsilon^*(v), v \in \overline{Q}_\varepsilon^+ H^1(\Omega)\}.
\]
The map $s_\varepsilon^*$ satisfy
\[
\|s_\varepsilon^*\| := \sup_{v \in \overline{Q}_\varepsilon^+ H^1(\Omega)} \|s_\varepsilon^*(v)\|_{H^1(\Omega)} \leq D, \quad \|s_\varepsilon^*(v) - s_\varepsilon^*(\bar{v})\|_{H^1(\Omega)} \leq \Delta \|v - \bar{v}\|_{\overline{Q}_\varepsilon^+ H^1(\Omega)},
\]
and there is $C > 0$ independent of $\varepsilon$ and $0 < \theta < 1$ such that
\[
\|s_\varepsilon^* - s_\varepsilon^0\| \leq C \|\|p_\varepsilon - p_0\|_{L^\infty(\Omega)} + \eta(\varepsilon)\|^\theta + \tau(\varepsilon) + \kappa(\varepsilon) + \xi(\varepsilon)\|.
\]
Furthermore, given $0 < \gamma < \alpha$, there is $0 < \rho_1 \leq \bar{\rho}$ and $C > 0$, independent of $\varepsilon$, such that, for any solution $[t_0, \infty)$, $t \to (v^\varepsilon(t), z^\varepsilon(t)) \in H^1(\Omega)$ of (5.2),
\[
\|z^\varepsilon(t) - s_\varepsilon^*(v^\varepsilon(t))\|_{H^1(\Omega)} \leq C e^{-\gamma(t-t_0)} \|z^\varepsilon(t_0) - s_\varepsilon^*(v^\varepsilon(t_0))\|_{H^1(\Omega)}, \text{ for all } t \geq t_0.
\]

**Proof.** The proof is standard and it has been made in several papers, see for example [1, 2, 14]. In [1] it has shown how to estimate the convergence (5.7). Once we have established the spaces and estimates necessary to the proof in the previous sections, we outline what has been done in these works.

Consider the set
\[
\Sigma_\varepsilon = \left\{ s : \overline{Q}_\varepsilon^+ (H^1(\Omega)) \to (I - Q_\varepsilon^+) (H^1(\Omega)); \|s\| \leq D, \|s(v) - s(\bar{v})\|_{H^1(\Omega)} \leq \Delta \|v - \bar{v}\|_{\overline{Q}_\varepsilon^+ H^1(\Omega)} \right\}.
\]

It is not difficult to see that $(\Sigma_\varepsilon, \|\cdot\|)$ is a complete metric space.

Given $s_\varepsilon \in \Sigma_\varepsilon$ and $\Theta \in \overline{Q}_\varepsilon^+ (H^1(\Omega))$, denote by $v^\varepsilon(t) = \psi(t, \tau, \Theta, s_\varepsilon)$ the solution of
\[
\begin{cases}
\frac{dv^\varepsilon}{dt}(t) + B_\varepsilon v^\varepsilon(t) = H_\varepsilon(v^\varepsilon(t), s_\varepsilon^*(v^\varepsilon(t))), & t < \tau \\
v^\varepsilon(\tau) = \Theta.
\end{cases}
\]

Define the map $\Psi_\varepsilon : \Sigma_\varepsilon \to \Sigma_\varepsilon$ by
\[
\Psi_\varepsilon(s_\varepsilon)\Theta = \int_{-\infty}^\tau e^{-A_\varepsilon(t-s)} G_\varepsilon(v^\varepsilon(s), s_\varepsilon(v^\varepsilon(s)))ds.
\]

Notice that, from (5.3) and (5.6), we have $\|\Psi(s_\varepsilon)\|_{H^1(\Omega)} \leq D$

Now, if $\Theta, \tilde{\Theta} \in \overline{Q}_\varepsilon(H^1(\Omega))$, $s_\varepsilon, \tilde{s}_\varepsilon \in \Sigma_\varepsilon$, $v^\varepsilon(t) = \psi(t, \tau, \Theta, s_\varepsilon)$ and $\tilde{v}^\varepsilon(t) = \psi(t, \tau, \Theta, \tilde{s}_\varepsilon)$, it is easy to see that
\[
\phi(t) \leq M\|\Theta - \tilde{\Theta}\|_{H^1(\Omega)} + M\rho_o(1 + \Delta) \int_t^\tau \phi(s)ds + M\rho_o\varepsilon^{-\frac{1}{2}} \|s_\varepsilon - \tilde{s}_\varepsilon\|
\]
where \( \phi(t) = e^{-\alpha(t-\tau)} \| v^\varepsilon(t) - \bar{v}^\varepsilon(t) \|_{H^1(\Omega)} \) and using Gronwall’s inequality

\[
\| v^\varepsilon(t) - \bar{v}^\varepsilon(t) \|_{H^1(\Omega)} \leq M \left( \| \Theta - \bar{\Theta} \|_{H^1(\Omega)} + \rho_o \alpha^{-1} \| s_\varepsilon - \bar{s}_\varepsilon \| \right) e^{(\alpha - M \rho_o (1+\Delta))(t-\tau)}.
\]

From this, we obtain that

\[
\left\| \Psi(s_\varepsilon)(\Theta) - \Psi(\bar{s}_\varepsilon)(\bar{\Theta}) \right\|_{H^1(\Omega)} \leq \rho_o M \alpha^{-\frac{1}{2}} \Gamma \left( \frac{1}{2} \right) \left[ 1 + \frac{\rho_o M (1+\Delta) \alpha^{-\frac{1}{2}}}{(2\alpha - \rho_o M (1+\Delta))^\frac{1}{2}} \right] \| s_\varepsilon - \bar{s}_\varepsilon \| +
\]

\[
+ \frac{\rho_o M^2 (1+\Delta)}{(2\alpha - \rho_o M (1+\Delta))^\frac{1}{2}} \Gamma \left( \frac{1}{2} \right) \| \Theta - \bar{\Theta} \|_{\bar{Q}_\varepsilon^+ H^1(\Omega)},
\]

and

\[
\left\| \Psi(s_\varepsilon)(\Theta) - \Psi(\bar{s}_\varepsilon)(\bar{\Theta}) \right\|_{H^1(\Omega)} \leq \Delta \| \Theta - \bar{\Theta} \|_{\bar{Q}_\varepsilon^+ H^1(\Omega)} + \theta \| s_\varepsilon - \bar{s}_\varepsilon \|.
\]

Hence, \( \Psi_\varepsilon \) is a contraction. Therefore, there a fixed point \( s_\varepsilon^* = \Psi(s_\varepsilon) \) in \( \Sigma_\varepsilon \).

Now, we prove that \( \{(v^\varepsilon, s_\varepsilon^*(v^\varepsilon)); v \in \bar{Q}_\varepsilon^+ H^1(\Omega)\} \) is invariant for (5.2). Let \( (v^\varepsilon_0, z^\varepsilon_0) \in W^u(u^\varepsilon_0), z^\varepsilon_0 = s^\varepsilon_0(v^\varepsilon_0) \). Denote by \( v^\varepsilon_1(t) \) the solution of the initial value problems

\[
(5.9)
\begin{align*}
\frac{dv^\varepsilon}{dt} + B_\varepsilon v^\varepsilon = H_\varepsilon(v^\varepsilon, s_\varepsilon^*(v^\varepsilon)) \\
v^\varepsilon(0) = v^\varepsilon_0.
\end{align*}
\]

This defines a curve \( (v^\varepsilon_1(t), s_\varepsilon^*(v^\varepsilon_1(t))) \in W^u(u^\varepsilon_1), t \in \mathbb{R} \). Also, the only solution of

\[
z^\varepsilon_1 + \bar{A}_\varepsilon z^\varepsilon_1 = G_\varepsilon(v^\varepsilon_1(t), s_\varepsilon^*(v^\varepsilon_1(t)))
\]

which remains bounded as \( t \to -\infty \) must be

\[
z^\varepsilon_1(t) = \int_{-\infty}^t e^{-\bar{A}_\varepsilon(t-s)} G_\varepsilon(v^\varepsilon_1(s), s_\varepsilon^*(v^\varepsilon_1(s))) ds = s_\varepsilon^*(v^\varepsilon_1(t)).
\]

This proves the invariance of the graph of \( s_\varepsilon^* \). To prove that the graph of \( s_\varepsilon^* \) is the unstable manifold assume the exponential attraction of the graph of \( s_\varepsilon^* \) uniformly in \( \varepsilon \); i.e., if \( u_\varepsilon(t) = z^\varepsilon(t) + v^\varepsilon(t) \) is a solution of (5.2) with \( v^\varepsilon(t) = \bar{Q}_\varepsilon^+ u_\varepsilon(t) \). If, given \( \gamma < \alpha \), there exists \( \rho_1 > 0 \) such that (5.8) holds for any \( 0 < \rho_0 \leq \rho_1 \), it is easy to see that, when \( z^\varepsilon(t) \) remains bounded as \( t \to -\infty \), it follows that (making \( t_0 \to -\infty \) in (5.8)) that \( z^\varepsilon(t) = s^\varepsilon_\varepsilon(v^\varepsilon(t)) \) for all \( t \in \mathbb{R} \).

The proof of (5.8) can be carried out as [10], using the singular Gronwall’s inequality.

Finally, we obtain the rate of convergence (5.7). For \( \Theta \in \bar{Q}_\varepsilon^+(H^1_0(\Omega)) \), we have

\[
\left\| s_\varepsilon^*(\Theta) - s^\varepsilon_\varepsilon^0(\Theta) \right\|_{H^1(\Omega)} \leq \int_{-\infty}^{\tau} \| e^{-\bar{A}_\varepsilon(t-r)} G_\varepsilon(v^\varepsilon, s^\varepsilon_\varepsilon^0(v^\varepsilon)) - e^{-\bar{A}_\varepsilon(t-r)} G_\varepsilon(v^\varepsilon, s^\varepsilon_\varepsilon^0(v^\varepsilon)) \|_{H^1(\Omega)} dr \\
+ \int_{-\infty}^{\tau} \| e^{-\bar{A}_\varepsilon(t-r)} G_\varepsilon(v^\varepsilon, s^\varepsilon_\varepsilon^0(v^\varepsilon)) - e^{-\bar{A}_\varepsilon(t-r)} G_\varepsilon(0, s^\varepsilon_\varepsilon^0(v^\varepsilon)) \|_{H^1(\Omega)} dr \\
+ \int_{-\infty}^{\tau} \| e^{-\bar{A}_\varepsilon(t-r)} G_\varepsilon(0, s^\varepsilon_\varepsilon^0(v^\varepsilon)) - e^{-\bar{A}_\varepsilon(t-r)} G_\varepsilon(0, s^\varepsilon_\varepsilon^0(v^\varepsilon)) \|_{H^1(\Omega)} dr.
\]

Since we can estimate \( G_\varepsilon - G_0 \) by \( Q_\varepsilon^+ - Q_0^+ \), these integrals are estimated as in the Theorem 4.2 and using the singular Gronwall’s inequality. Repeating the argument for \( v^\varepsilon - v^\varepsilon_0 \) we obtain (5.7).

**Remark 5.2.** The projection \( \bar{Q}_\varepsilon^+ \) has finite rank hence the unstable manifold can be considered as a finite-dimensional object, in fact, \( W^u(u^\varepsilon_0) \approx \mathbb{R}^m \) and the semigroup restrict to this manifold is conjugate to that generated by a vector field in \( \mathbb{R}^m \) that is, it is given by ordinary equation
and we define the symmetric Hausdorff metric by
\[ d_H(A, B) = \max\{\text{dist}_H(A, B), \text{dist}_H(B, A)\}. \]

**Definition 6.1.** We say that a family \( \{A_\varepsilon\}_{\varepsilon \in [0, \varepsilon_0]} \) of subsets of \( X \) is continuous at \( \varepsilon = 0 \) if
\[ d_H(A_\varepsilon, A_0) \xrightarrow{\varepsilon \to 0^+} 0. \]

**Theorem 6.2.** The family of attractors \( \{A_\varepsilon\}_{\varepsilon \in [0, \varepsilon_0]} \) of (2.5) for \( N \geq 2 \) is continuous at \( \varepsilon = 0 \). Moreover, this continuity can be estimated by the following rate of convergence
\[ d_H(A_{\varepsilon}, A_0) \leq C[\|p_\varepsilon - p_0\|_{L^\infty(\Omega)} + \eta(\varepsilon) + \tau(\varepsilon) + \kappa(\varepsilon) + \xi(\varepsilon)]^l, \]
where \( C \) is a constant independent of \( \varepsilon \).

**Proof.** It follows from Theorem 4.2 that for \( u, v \in H^1(\Omega) \),
\[ \text{dist}_H(T_\varepsilon(t)u, T_0(t)v) \leq Ce^{Lt}(\|u - v\|_{H^1(\Omega)} + \delta(\varepsilon)), \]
where \( \delta(\varepsilon) = [\|p_\varepsilon - p_0\|_{L^\infty(\Omega)} + \eta(\varepsilon)]^{2\theta} + \tau(\varepsilon) + \kappa(\varepsilon) + \xi(\varepsilon) \), with \( C, L > 0 \) and \( 0 < \theta \leq \frac{1}{2} \).

By Theorem 2.2 the set \( D = \bigcup_{\varepsilon \in [0, \varepsilon_0]} A_\varepsilon \) is uniformly bounded (in \( \varepsilon \)) and by (5.8) the attractor \( A_\varepsilon \) attracts exponentially, i.e.
\[ \sup_{\varepsilon \in [0, \varepsilon_0]} \text{dist}_H(T_\varepsilon(t)D, A_\varepsilon) \leq \Theta(t), \quad t \geq 1 \]
where \( \Theta(t) = Ce^{-\gamma(t-t_0)} \).

Now applying the Corollary 3.3 we get
\[ d_H(A_\varepsilon, A_0) \leq C[\|p_\varepsilon - p_0\|_{L^\infty(\Omega)} + \eta(\varepsilon)]^{2\theta} + \tau(\varepsilon) + \kappa(\varepsilon) + \xi(\varepsilon)]^{\frac{\gamma}{\gamma + L}}, \]
which implies (6.1) taking \( \theta = \frac{1}{2} \) and \( l = \frac{\gamma}{\gamma + L} \). \( \square \)

7. Scalar reaction-diffusion equations

In this section, we study the problem (2.5) for the case \( N = 1 \). In this scalar situation, we will have a family of Morse Smale problems with gap conditions in the eigenvalues. This property allows us to obtain a finite-dimensional invariant manifold and then the restriction of the flow in the attractors is given by ordinary differential equations in the Euclidian Space \( \mathbb{R}^M \), where \( M = m \) was defined in (3.1). Once this is done, we will use the results of the B to obtain a better rate of convergence than the previous section for the convergence of the attractors of (2.5).
Consider the scalar parabolic equations

\[
\begin{aligned}
\partial_t u^\epsilon - (p_\epsilon(x)u^\epsilon_x)_x + (\lambda_1 + V_\epsilon(x))u^\epsilon = f^\epsilon(u^\epsilon), & \quad 0 < x < 1, \quad t > 0, \\
\partial_x u^\epsilon + (\lambda_2 + b_\epsilon(x))u^\epsilon = g^\epsilon(u^\epsilon), & \quad x \in \{0, 1\},
\end{aligned}
\]

where \(\epsilon \in [0, \epsilon_0]\), and \(\lambda_1, \lambda_2, p_\epsilon, V_\epsilon, b_\epsilon, f^\epsilon\) and \(g^\epsilon\) satisfy (1.2), (1.3), (1.4) and (1.5).

We can rewrite (7.1) abstractly as in (2.5), where the nonlinearity is given by \(h^\epsilon : H^1(\Omega) \to H^{-\beta}(\Omega)\) is given by (2.4), for \(\beta \in \left(\frac{1}{2}, 1\right)\) and \(\Omega = (0, 1)\). Thus, with the assumption (2.6), (7.1) is well posed in \(H^1(\Omega)\) and the solutions through \(u^\epsilon_0\) satisfy (2.8). Moreover, the nonlinear semigroup has global attractor \(A_\epsilon\) in \(H^1(\Omega)\), such that \(\bigcup_{\epsilon \in [0, \epsilon_0]} A_\epsilon\) is compact.

Moreover, the scalar equation (7.1) is a Morse-Smale problem (see [15]) in the sense that the unstable and stable local manifolds (of different equilibrium points) have transversal intersection which implies geometrical structural stability of the phase space. Consequently, the nonlinear semigroups are Morse-Smale semigroup for \(\epsilon \in [0, \epsilon_0]\).

**Theorem 7.1.** For each \(w_0 \in \bigcup_{\epsilon \in [0, \epsilon_0]} A_\epsilon\), there is constant \(C > 0\) independent of \(\epsilon\) such that

\[
\|T_\epsilon(1)w_0 - T_0(1)w_0\|_{H^1(\Omega)} \leq C\delta(\epsilon)|\log(\delta(\epsilon))|,
\]

where \(\delta(\epsilon) = \|p_\epsilon - p_0\|_{L^\infty(\Omega)} + \eta(\epsilon) + \tau(\epsilon) + \kappa(\epsilon) + \xi(\epsilon).\)

**Proof.** As in the Theorem 4.1 we have for, \(\epsilon \in [0, \epsilon_0]\),

\[
\|e^{-A_\epsilon t} - e^{-A_0 t}\|_{L(H^{-\beta}(\Omega), H^1(\Omega))} \leq Ce^{-at} t^{1+\beta}
\]

and

\[
\|e^{-A_\epsilon t} - e^{-A_0 t}\|_{L(H^{-\beta}(\Omega), H^1(\Omega))} \leq Ce^{-at} \|p_\epsilon - p_0\|_{L^\infty(\Omega)} + \eta(\epsilon)|t^{-1}.
\]

Notice that the terms \(t^{1+\beta}\) and \(t^{-1}\) in the estimates above originate a singularity in the formula of the variation of the constants. This is the main difficulty in estimating nonlinear semigroups. In the Theorem 4.2 we performed an interpolation of these terms together with the rate of convergence of resolvent operators which resulted in the considerable loss in the rate of convergence of attractors [6,1]. In the situation where the limiting problems are Morse-Smale, the authors in [4] had the same problem, however, they used the following estimate (placed in our context). If we denote \(l_\epsilon(t) = \min\{t^{1+\beta}, \|p_\epsilon - p_0\|_{L^\infty(\Omega)} + \eta(\epsilon)|t^{-1}\}\), then

\[
\int_{-\infty}^t l_\epsilon(\tau - r)e^{-a(\tau-r)} dr \leq C[\|p_\epsilon - p_0\|_{L^\infty(\Omega)} + \eta(\epsilon)]|\log(\|p_\epsilon - p_0\|_{L^\infty(\Omega)} + \eta(\epsilon))|.
\]

Since the nonlinear semigroup is given by (2.8), then for \(0 < t \leq 1\), we have

\[
\|T_\epsilon(t)w_0 - T_0(t)w_0\|_{H^1(\Omega)} \leq \|(e^{-A_\epsilon t} - e^{-A_0 t})w_0\|_{H^1(\Omega)}
\]

\[
+ \int_0^t \|e^{-A_\epsilon(t-s)}h^\epsilon(T_\epsilon(s)w_0) - e^{-A_0(t-s)}h^0(T_0(s)w_0)\|_{H^1(\Omega)} ds,
\]

Now, as in Theorem 4.2 we obtain

\[
\|T_\epsilon(t)w_0 - T_0(t)w_0\|_{H^1(\Omega)} \leq C\delta(\epsilon)|\log(\delta(\epsilon))| + C\delta(\epsilon)|\log(\delta(\epsilon))|e^{Kt},
\]

where \(K > 0\). Now the result follows taking \(t = 1\). \(\Box\)

We saw in the Section 3 that, for each \(\epsilon \in [0, \epsilon_0]\), the spectrum \(\sigma(-A_\epsilon)\) of \(-A_\epsilon\), ordered and counting multiplicity is given by \(-\lambda_m^\epsilon < -\lambda_{m-1}^\epsilon < \ldots < -\lambda_0^\epsilon\). Moreover is true the following gap condition

\[
|\lambda_m^\epsilon - \lambda_{m-1}^\epsilon| \to \infty \quad \text{as} \quad m \to \infty.
\]
This property enables us to find a finite dimension invariant manifold as well as in \cite{3} and \cite{22}.

**Theorem 7.2.** For sufficiently large $m$ and $\epsilon$ small there is an invariant manifold $\mathcal{M}_\epsilon$ for the problem (2.5) given by

$$\mathcal{M}_\epsilon = \{ u^\epsilon \in H^1(\Omega) ; u^\epsilon = Q_\epsilon u^\epsilon + s_\epsilon^*(Q_\epsilon u^\epsilon) \}, \quad \epsilon \in [0, \epsilon_0],$$

where, $Q_\epsilon$ is the spectral projection and $s_\epsilon^*: Y_\epsilon \to Z_\epsilon$ is a Lipschitz continuous map satisfying

$$\| s_\epsilon^* - s_\epsilon^* \| = \sup_{v \in Y_\epsilon} \| s_\epsilon^*(v) - s_\epsilon^*(v) \|_{H^1(\Omega)} \leq C\delta(\epsilon) |\log(\delta(\epsilon))|,$$

where $\delta(\epsilon) = \| p_\epsilon - p_0 \|_{L^\infty(\Omega)} + \eta(\epsilon) + \tau(\epsilon) + \kappa(\epsilon) + \xi(\epsilon), C > 0$ is constant independent of $\epsilon$ and $Y_\epsilon = Q_\epsilon H^1(\Omega)$ and $Z_\epsilon = (I - Q_\epsilon) H^1(\Omega)$. The invariant manifold $\mathcal{M}_\epsilon$ is exponentially attracting and the attractor $A_\epsilon$ of the problem (2.5) lies in $\mathcal{M}_\epsilon$. The flow on $A_\epsilon$ is given by

$$u^\epsilon(t) = v^\epsilon(t) + s_\epsilon^*(v^\epsilon(t)), \quad t \in \mathbb{R},$$

where $v^\epsilon(t)$ satisfy

$$\frac{dv^\epsilon}{dt} + A_\epsilon^+ v^\epsilon = Q_\epsilon h^\epsilon(v^\epsilon + s_\epsilon^*(v^\epsilon(t))),$$

where $A_\epsilon^+ = A_\epsilon|_{Y_\epsilon}$.

**Proof.** The proof follows the same steps of the Theorem\cite{5.1} see \cite{3} and \cite{22} for more details. \qed

Thus the flow in $A_\epsilon$ is given by ordinary equation (7.2). Since $Q_\epsilon$ has finite rank that we denote by $M$ and, we can consider $v^\epsilon \in \mathbb{R}^M$ and $H_\epsilon(v^\epsilon) = Q_\epsilon h^\epsilon(v^\epsilon + s_\epsilon^*(v^\epsilon(t)))$ a continuously differentiable map in $\mathbb{R}^M$. For each $\epsilon \in [0, \epsilon_0]$, we denote $\tilde{T}_\epsilon = \tilde{T}_\epsilon(1)$, where $\tilde{T}_\epsilon(\cdot)$ is the semigroup generated by solution $v^\epsilon(\cdot)$ of (7.2) in $\mathbb{R}^M$. We have the following convergences

$$\| \tilde{T}_\epsilon - \tilde{T}_0 \|_{C^1(\mathbb{R}^M, \mathbb{R}^M)} \rightarrow 0 \quad \text{and} \quad \| \tilde{T}_\epsilon - \tilde{T}_0 \|_{L^\infty(\mathbb{R}^M, \mathbb{R}^M)} \leq C\delta(\epsilon) |\log(\delta(\epsilon))|,$$

where the last estimate can be proved as well as in Theorem\cite{7.1}.

Therefore, we have a Morse-Smale semigroup in $\mathbb{R}^M$ and using techniques of shadowing see \cite{3} we are ready to prove the main result of this section.

**Theorem 7.3.** Let $A_\epsilon, \epsilon \in [0, \epsilon_0]$, be the attractor for the problem (2.5). Then there is constant $C > 0$ independent of $\epsilon$ such that

$$d_H(A_\epsilon, A_0) \leq C\delta(\epsilon) |\log(\delta(\epsilon))|,$$

where $\delta(\epsilon) = \| p_\epsilon - p_0 \|_{L^\infty(\Omega)} + \eta(\epsilon) + \tau(\epsilon) + \kappa(\epsilon) + \xi(\epsilon)$.

**Proof.** For each $\epsilon \in [0, \epsilon_0]$ we denote $T_\epsilon = T_\epsilon(1)$. Given $u^\epsilon \in A_\epsilon$, by invariance there is $w^\epsilon \in A_\epsilon$ such that $u^\epsilon = T_\epsilon w^\epsilon$ so we can write $w^\epsilon = Q_\epsilon w^\epsilon + s_\epsilon^*(Q_\epsilon w^\epsilon)$, where $Q_\epsilon w^\epsilon \in A_\epsilon$ with $A_\epsilon = Q_\epsilon A_\epsilon$, the projected attractor in $\mathbb{R}^M$. Thus

$$\| u^\epsilon - u^0 \|_{H^1(\Omega)} = \| T_\epsilon w^\epsilon - T_\epsilon w^0 \|_{H^1(\Omega)} \leq \| T_\epsilon w^\epsilon - T_\epsilon w^0 \|_{H^1(\Omega)} + \| T_\epsilon w^0 - T_\epsilon w^0 \|_{H^1(\Omega)} \leq C\delta(\epsilon) |\log(\delta(\epsilon))|.$$

But

$$\| w^\epsilon - w^0 \| = \| Q_\epsilon w^\epsilon - Q_\epsilon w^0 \|_{\mathbb{R}^M} + \| s_\epsilon^*(Q_\epsilon w^\epsilon) - s_\epsilon^*(Q_\epsilon w^0) \|_{H^1(\Omega)} \leq \| Q_\epsilon w^\epsilon - Q_\epsilon w^0 \|_{\mathbb{R}^M} + \| s_\epsilon^*(Q_\epsilon w^\epsilon) - s_\epsilon^*(Q_\epsilon w^0) \|_{H^1(\Omega)} + \| s_\epsilon^*(Q_\epsilon w^0) - s_\epsilon^*(Q_\epsilon w^0) \|_{H^1(\Omega)} \leq C\| Q_\epsilon w^\epsilon - Q_\epsilon w^0 \|_{\mathbb{R}^M} + C\delta(\epsilon) |\log(\delta(\epsilon))|,$$
which implies
\[ d_H(\mathcal{A}_\varepsilon, \mathcal{A}_0) \leq d_H(\mathcal{A}_0, \mathcal{A}_0) + C\delta(\varepsilon)|\log(\delta(\varepsilon))|. \]
The result follows by (7.3) and Theorem B.6.

**APPENDIX A. GENERAL THEORY OF RATE OF CONVERGENCE OF ATTRACTORS**

Here we summarize some results of [7].

Let \( \{T_\varepsilon(\cdot)\}_{\varepsilon \in \Lambda} \) be a family of semigroups on a Banach space \( X \), where \( \Lambda \) is a topology space. We will assume that the family \( \{T_\varepsilon(\cdot)\}_{\varepsilon \in \Lambda} \) converges in some appropriate sense to \( T_{\varepsilon_0}(\cdot) \) as \( \varepsilon \to \varepsilon_0 \) in \( \Lambda \).

**Definition A.1.** If \( T_\varepsilon(\cdot) \) is a family of semigroups with attractors \( \mathcal{A}_\varepsilon \), then we say that \( \{\mathcal{A}_\varepsilon\}_{\varepsilon \in \Lambda} \) is equi-attracting if
\[ \sup_{\varepsilon \in \Lambda} \text{dist}_H(T_\varepsilon(t)B, \mathcal{A}_\varepsilon) \xrightarrow{t \to \infty} 0, \]
for each bounded subset \( B \) of \( X \).

We now see that equi-attraction implies the continuity of attractors, we can also obtain a rate of convergence of attractors concerning the underlying parameters.

**Theorem A.2.** Let \( T_\varepsilon(\cdot) \) be a family of semigroups with attractors \( \mathcal{A}_\varepsilon \) and set \( D = \bigcup_{\varepsilon \in \Lambda} \mathcal{A}_\varepsilon \). If there is a strictly decreasing function \( \Theta : [t_0, \infty) \to (0, \infty) \) such that
\[ \sup_{\varepsilon \in \Lambda} \text{dist}_H(T_\varepsilon(t)D, \mathcal{A}_\varepsilon) \leq \Theta(t), \quad t \geq t_0 \]
and, there are \( C, L > 0 \) and a function \( \delta(\varepsilon) \to 0 \) as \( \varepsilon \to \varepsilon_0 \) such that
\[ \text{dist}_H(T_\varepsilon(t)x, T_0(t)y) \leq Ce^{Lt}(\|x - y\|_X + \delta(\varepsilon)), \quad t \geq t_0, \quad x, y \in D. \]
Then
\[ d_H(\mathcal{A}_\varepsilon, \mathcal{A}_0) \leq \min_{v \in \Theta([0, \infty))} 2\{Ce^{L\Theta^{-1}(v)}\delta(\varepsilon) + v\}. \]

**Proof.** For \( t \geq t_0 \) we have
\[ \text{dist}_H(\mathcal{A}_\varepsilon, \mathcal{A}_0) \leq \sup_{x \in \mathcal{A}_\varepsilon} \text{dist}_H(T_\varepsilon(t)x, T_0(t)x) + \text{dist}_H(T_0(t)\mathcal{A}_\varepsilon, \mathcal{A}_0) \]
\[ \leq Ce^{Lt} + \Theta(t). \]
Given \( v \in \Theta([0, \infty)) \) and \( t = \Theta^{-1}(v) \), we get
\[ \text{dist}_H(\mathcal{A}_\varepsilon, \mathcal{A}_0) \leq Ce^{L\Theta^{-1}(v)}\delta(\varepsilon) + v. \]

In particular, if the equi-attraction is of exponential order, then we have an optimal rate of convergence.

**Corollary A.3.** Assume that the conditions of Theorem A.2 are satisfied with \( \Theta(t) = ce^{-\gamma t} \) for some \( c \geq 1, \gamma > 0 \) and for all \( t \in [t_0, \infty) \). Then there is constant \( \varepsilon > 0 \) independent of \( \varepsilon \), such that
\[ d_H(\mathcal{A}_\varepsilon, \mathcal{A}_0) \leq \varepsilon \delta(\varepsilon)^{\frac{1}{1 + \gamma}}. \]
Proof. Take \( \Theta^{-1}(\nu) = \log(\frac{\xi}{\nu})^{\frac{1}{\gamma}} \), we obtain

\[
(A.1) \quad d_H(A_\epsilon, A_0) \leq 2 \min_{\nu \in [0, c]} \left[ \delta(\epsilon) \left( \frac{L}{\gamma} \right)^{\frac{1}{\gamma}} + \nu \right].
\]

The minimum of the right-hand side of (A.1) occurs when \( \nu = c \left( \frac{L}{\gamma} \right)^{\frac{1}{\gamma}} \delta(\epsilon) \left( \frac{L}{\gamma} \right)^{\frac{1}{\gamma}} \). Since the left-hand size of (A.1) is independent of \( \nu \), it follows that

\[
d_H(A_\epsilon, A_0) \leq 2c \left[ \left( \frac{L}{\gamma} \right)^{-\frac{1}{\gamma}} + \left( \frac{L}{\gamma} \right)^{\frac{1}{\gamma}} \right] \delta(\epsilon). \tag{A.2}
\]

Example A.4. Consider the following problem

\[
\begin{cases}
\frac{d^2x}{dt^2} + \frac{dx}{dt} = \mu x + f(x), & x \in \mathbb{R}^N \\
x(0) = x_0 \in \mathbb{R}^N \\
\frac{dx}{dt}(0) = v_0 \in \mathbb{R}^N.
\end{cases}
\]

Assume that \( \epsilon \in [0, 1], \mu \geq 1, f : \mathbb{R}^N \to \mathbb{R}^N \) is a \( C^1 \)-function which is globally Lipschitz, globally bounded and with symmetric Jacobian matrix at every point. If we write the above equation in the form of a system with variables \( x \) and \( v = \epsilon \frac{dx}{dt} \) we have

\[
(A.3) \quad \begin{cases}
\frac{d}{dt} \begin{bmatrix} x \\ v \end{bmatrix} = \begin{bmatrix} 0 & \frac{L}{\gamma} \\ -\mu I & -\frac{L}{\gamma} \end{bmatrix} \begin{bmatrix} x \\ v \end{bmatrix} + \begin{bmatrix} 0 \\ f(x) \end{bmatrix}, \\
\begin{bmatrix} x \\ v \end{bmatrix}(0) = \begin{bmatrix} x_0 \\ v_0 \end{bmatrix} \in \mathbb{R}^N \times \mathbb{R}^N.
\end{cases}
\]

The solutions of (A.3) are globally defined and the solution operator family \( T_\epsilon(\cdot) \) defines a semigroup in \( Z = \mathbb{R}^N \times \mathbb{R}^N \) which has attractor \( A_\epsilon \). The problem (A.2) can be rewritten as

\[
(A.4) \quad \begin{cases}
\frac{d}{dt} \begin{bmatrix} I \\ 0 \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} x \\ v \end{bmatrix} = \begin{bmatrix} 0 & \frac{L}{\gamma} \\ -\mu I & -\frac{L}{\gamma} \end{bmatrix} \begin{bmatrix} x \\ v \end{bmatrix} + \begin{bmatrix} 0 \\ f(x) \end{bmatrix}, \\
\begin{bmatrix} x \\ v \end{bmatrix}(0) = \begin{bmatrix} x_0 \\ v_0 \end{bmatrix} \in \mathbb{R}^N \times \mathbb{R}^N.
\end{cases}
\]

Since \( \epsilon \) goes to zero, one would expect that the dynamical properties of (A.4) are given by

\[
(A.5) \quad \begin{cases}
\frac{dx}{dt} = -\mu x + f(x) \\
x(0) = x_0 \in \mathbb{R}^N.
\end{cases}
\]

Notice that the solutions for (A.5) are globally defined and the solution operator family \( R_0(\cdot) \) defines a semigroup in \( \mathbb{R}^N \). To compare the dynamics of these two problems we should find a way to see the dynamics of (A.3) in \( Z \). That is done simply by defining

\[
T_0(t) \begin{bmatrix} x_0 \\ v_0 \end{bmatrix} = \begin{bmatrix} R_0(t)x_0 \\ 0 \end{bmatrix}, \quad t > 0, \quad T_0(0) = I,
\]
and noting that \( T_0(\cdot) \) is a semigroup (singular at zero) with attractor \( A_0 \). We can prove (see [7]) that there are constants \( \varepsilon_0 > 0, \gamma > 0, t_0 > 0 \) and \( C > 0 \) independent of \( \varepsilon \) such that
\[
\text{dist}_H \left( T_\varepsilon(t) \bigcup_{\varepsilon \in [0, \varepsilon_0]} A_\varepsilon, A_0 \right) \leq Ce^{-\gamma t}, \quad t \geq t_0
\]
and for any \( \bar{x}, \bar{y} \in Z \),
\[
\| T_\varepsilon(t) \bar{x} - T_0(t) \bar{y} \|_Z \leq Ce^{Lt}, \| \bar{x} - \bar{y} \|_Z + \varepsilon^\alpha, \quad t \geq t_0, \quad \alpha < 1.
\]

Then by Corollary A.3
\[
d_H(A_\varepsilon, A_0) \leq Ce^{\frac{\alpha \gamma}{1+\gamma}}.
\]

**Appendix B. Shadowing Theory and Rate of Convergence of Attractors**

In this section we make a brief overview of some results of Shadowing Theory presented in [4] and [22]. This theory enables us to estimate the convergence of attractors by the continuity of nonlinear semigroups. Since the semigroups are given by the variation of constants formula we can use the finite dimension to obtain estimates for the linear semigroup and then estimate the continuity of nonlinear semigroups.

We observe that the arguments work in finite dimension, therefore applying the techniques used here in more general problems where the dynamics can not be described by an ODE it seems not capable of working successfully.

Let \( T : \mathbb{R}^N \rightarrow \mathbb{R}^N \) be a continuous function. Recall that the discrete dynamical system generated by \( T \) is defined by \( T^0 = I_{\mathbb{R}^N} \) and, for \( k \in \mathbb{N} \), \( T^k = T \circ \cdots \circ T \) is the \( k \)-th iterate of \( T \). The notions of Morse-Smale systems, hyperbolic fixed points, and stable and unstable manifolds for a function \( T \) are similar to the continuous case (see [13]).

**Definition B.1.** A trajectory (or global solution) of the discrete dynamical system generated by \( T \) is a sequence \( \{x_n\}_{n \in \mathbb{Z}} \subset \mathbb{R}^N \), such that, \( x_{n+1} = T(x_n) \), for all \( n \in \mathbb{Z} \).

**Definition B.2.** We say that a sequence \( \{x_n\}_{n \in \mathbb{Z}} \) is a \( \delta \)-pseudo-trajectory of \( T \) if
\[
\| Tx_n - x_{n+1} \|_{\mathbb{R}^N} \leq \delta, \text{ for all } n \in \mathbb{Z}.
\]

**Definition B.3.** We say that a point \( x \in \mathbb{R}^N \) \( \varepsilon \)-shadows a \( \delta \)-pseudo-trajectory \( \{x_k\} \) on \( U \subset \mathbb{R}^N \) if the following inequality holds
\[
\| T^k x - x_k \|_{\mathbb{R}^N} \leq \varepsilon, \text{ for all } k \in \mathbb{Z},
\]

**Definition B.4.** The map \( T \) has the Lipschitz Shadowing Property (LpSP) on \( U \subset \mathbb{R}^N \), if there are constants \( L, \delta_0 > 0 \) such that for any \( 0 < \delta \leq \delta_0 \), any \( \delta \)-pseudo-trajectory of \( T \) in \( U \) is \((L\delta)\)-shadowed by a trajectory of \( T \) in \( \mathbb{R}^N \), i.e., for any sequence \( \{x_k\}_k \subset U \subset \mathbb{R}^N \) with
\[
\| Tx_k - x_{k+1} \|_{\mathbb{R}^N} \leq \delta \leq \delta_0, \quad k \in \mathbb{Z},
\]
there is a point \( x \in X \) such that the following inequality holds
\[
\| T^k x - x_k \|_{\mathbb{R}^N} \leq L\delta, \quad k \in \mathbb{Z}.
\]

Let \( T : \mathbb{R}^M \rightarrow \mathbb{R}^M \) be a Morse Smale function which has attractor \( \mathcal{A} \). Since \( \mathcal{A} \) is compact and has all dynamics of the system, we can restrict our attention to a neighborhood \( \mathcal{N}(\mathcal{A}) \) of \( \mathcal{A} \), thus we consider the space \( C^1(\mathcal{N}(\mathcal{A}), \mathbb{R}^M) \) with the \( C^1 \)-topology.

The next result can be found in [3]. It describes an application of Shadowing Theory to the rate of convergence of attractors.
Proposition B.5. Let $T_1, T_2 : X \to X$ be maps which has global attractors $A_1, A_2$. Assume that $A_1, A_2 \subset U \subset X$, that $T_1, T_2$ have both the LpSP on $U$, with parameters $L, \delta_0$ and $\|T_1 - T_2\|_{L^\infty(U,X)} \leq \delta$. Then we have
\[
\text{dist}_H(A_1, A_2) \leq \|T_1 - T_2\|_{L^\infty(U,X)}.
\]

Proof. Since $T_1$ and $T_2$ has the LpSP on $U$. Take a trajectory $\{y_n\}_n$ of $T_2$ in $A_2$, then $\{y_n\}_n$ is a $\delta$-pseudo-trajectory of $T_1$ with $\delta = \|T_1 - T_2\|_{L^\infty(U,X)} \leq \delta_0$. By LpSP there is a trajectory $\{x_n\}_n \subset X$ of $T_1$ such that $\|x_n - y_n\|_X \leq L\delta$ for all $n \in \mathbb{Z}$, hence $\{x_n\}_n \subset A_1$. Since $\{y_n\}_n$ is arbitrary the result follows.

As a consequence of Proposition B.5 we have the following result.

Theorem B.6. Let $T : \mathbb{R}^M \to \mathbb{R}^M$ be a Morse-Smale function with attractor $A$. Then there exist constant $L > 0$, a neighborhood $N(A)$ of $A$ and a neighborhood $N(T)$ of $T$ in the $C^1(N(A), \mathbb{R}^M)$ topology such that, for any $T_1, T_2 \in N(T)$ with attractors $A_1, A_2$, respectively, we have
\[
\text{dist}_H(A_1, A_2) \leq L\|T_1 - T_2\|_{L^\infty(N(A)), \mathbb{R}^M}.
\]

Proof. In [18] was proved that a structurally stable dynamical system on a compact manifold has the LpSP and it is known that a Morse-Smale system is structurally stable. Moreover, In [3] was proved that a discrete Morse-Smale semigroup $T$ has the LpSP in a neighborhood $N(A)$ of its attractor $A$. Hence, the result follows by the Proposition B.5.

Example B.7. Consider the set $Q = \{(x, y) \in \mathbb{R} \times \mathbb{R}^{N-1} : 0 \leq x \leq 1, \ |y| < 1 \}$. The thin domain is defined by $Q_\varepsilon = \{(x, \varepsilon y) \in \mathbb{R} \times \mathbb{R}^{N-1} : (x, y) \in Q\}, \varepsilon \in (0, 1]$. This domain is obtained by shrinking the set $Q$ by a factor $\varepsilon$ in the $N - 1$ direction given by the variable $y$. Note that $Q_\varepsilon$ collapses to a straight segment $(0, 1)$ as $\varepsilon$ goes to zero, see Figure 1.

![Figure 1. Thin Domain](image)

We consider the boundary value problem associated with a reaction-diffusion equation
\[
\begin{aligned}
\partial_t u - \Delta u + au &= f(u) &\text{in } Q_\varepsilon \times [0, \infty) \\
\frac{\partial u}{\partial v_\varepsilon} &= 0 &\text{on } \partial Q_\varepsilon \times (0, \infty),
\end{aligned}
\]
where $a > 0$, $v_\varepsilon$ the unit outward normal to $\partial Q_\varepsilon$ and $f : \mathbb{R} \to \mathbb{R}$ a $C^2$-function satisfying
(i) $|f'(s)| \leq C(1 + |s|^\rho - 1), s \in \mathbb{R}$, for some $\rho > 1$,
(ii) $f(s)s \leq 0, |s| \geq M$, for some $M > 0$.

The limit problem of (B.1) as $\varepsilon \to 0$ is given by
\[
\begin{aligned}
\partial_t u - \partial_x^2 u + au &= f(u) &\text{in } (0, 1), \\
\partial_x u(0) &= \partial_x u(1) = 0.
\end{aligned}
\]

The equation (B.1) is well posed in $H^1(Q_\varepsilon)$ and the equation (B.2) is well posed in $H^1(0, 1)$, i.e., if we define the operators $A_\varepsilon = -\Delta u + au$ and $A_0u = -\partial_x^2 u + au$, the global solutions of the
Cauchy problem of type (2.5) with \( f^\varepsilon = f \) and \( g^\varepsilon \equiv 0 \) generates a nonlinear semigroup \( T_\varepsilon(\cdot) \), and this semigroups has global attractor \( A_\varepsilon \), for all \( \varepsilon \in [0, 1] \). Moreover, \( T_0(\cdot) \) is a Morse-Smale semigroup.

In order to understand the attractor \( A_0 \) in \( H^1(\Omega_\varepsilon) \), we define \( E_\varepsilon : H^1(0, 1) \to H^1(\Omega_\varepsilon) \) by \( (E_\varepsilon u)(x, y) = u(x) \), for all \( u \in H^1(0, 1) \). Assuming that the equilibrium points of (B.2) are hyperbolic, was proved in [4] the following results

(i) \[ \| A_\varepsilon^{-1} - E_\varepsilon A_0^{-1} \|_{L(L^2(0,1),H^1(0,1))} \leq C\varepsilon; \]
(ii) \[ \| T_\varepsilon(1) - E_\varepsilon T_0(1) \|_{L(H^1(0,1))} \leq C\varepsilon|\log(\varepsilon)|; \]
(iii) There is a finite-dimensional invariant manifold \( M_\varepsilon \) given by graph of Lipschitz functions \( s_\varepsilon \) such that \( A_\varepsilon \subset M_\varepsilon \) and the flow can be reduced to finite dimension, i.e., we can consider an ODE generating a semigroup \( \overline{T}_\varepsilon(\cdot) \) in \( \mathbb{R}^M \) with an attractor \( \overline{A}_\varepsilon \), where \( M = \dim(M_\varepsilon) \). Moreover, we have the following estimates
(a) \[ \| \overline{T}_\varepsilon(1) - \overline{T}_0(1) \|_{L(\mathbb{R}^M)} \leq C\varepsilon|\log(\varepsilon)|; \]
(b) \[ \sup_{v \in \mathbb{R}^M} \| s_\varepsilon(v) - s_0(v) \|_{H^1(0,1)} \leq C\varepsilon |\log(\varepsilon)|. \]

Therefore the convergence of attractors of (B.1) and (B.2) can be estimated by
\[ d_H(A_\varepsilon, E_\varepsilon A_0) \leq C\varepsilon^{N+1} |\log(\varepsilon)|, \]
where \( C > 0 \) is a constant independent of \( \varepsilon \).
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