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A framework for auralization of boundary element method simulations including source and receiver directivity
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The Boundary Element Method (BEM) is a proven numerical prediction tool for computation of room acoustic transfer functions, as are required for auralization of a virtual space. In this paper, it is validated against case studies drawn from the “Ground Truth for Room Acoustical Simulation” database within a framework that includes source and receiver directivity. These aspects are often neglected but are respectively important to include for auralisation applications because source directivity is known to affect how a room is excited and because the human auditory system is sensitive to directional cues. The framework uses weighted-sums of spherical harmonic functions to represent both the source directivity to be simulated and the pressure field predicted in the vicinity of the receiver location, the coefficients of the former being fitted to measured directivity and those of the latter computed directly from the boundary data by evaluating a boundary integral. Three validation cases are presented, one of which includes a binaural receiver. The computed results match measurements closely for the two cases conducted in anechoic conditions but show some significant differences for the third room scenario; here, it is likely that uncertainty in boundary material data limited modelling accuracy.
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I. INTRODUCTION

Since its inception 25 years ago,1 auralization has become an important tool for acoustics engineers to communicate the sonic benefits of designs to stakeholders—this is particularly commonplace in architectural and automotive applications. Historically, auralizations were created by playing and recording audio inside physical scale models,2 but as technology has advanced, the simulation is now mostly performed using computer models.

In order for such an auralization to be accurate, the numerical predictions on which it is based, and the spatial audio encoding and rendering processes used to present it to the listener, must all be accurate too. To date, the majority of simulations for auralization have been conducted using Geometrical Acoustics (GA),3 for which the spatial audio encoding aspects are straightforward; for example, a ray may be mapped to the closest direction in a Head-Related-Transfer-Function (HRTF) set,4 or panned between nearby loudspeakers in an array. It is, however, known that these prediction algorithms are inaccurate in certain circumstances, especially at lower frequencies or in smaller rooms, and/or in cases where diffraction or interference effects are significant.5 Algorithms that model wave effects fully,6 such as Finite Element Method (FEM), Boundary Element Method (BEM), and Finite-Difference Time-Domain (FDTD), are more accurate and reliable, but processes for encoding their output for auralization are more involved and less well established. A common approach has been to include a head and torso,7 or an idealized equivalent,8,9 in the model geometry so that binaural output data can be directly generated by placing receivers at the ear locations. This approach is valid but is inflexible since it fixes the listener position and does not allow for inclusion of personalized HRTFs.

A more flexible approach is to encode the sound-field around the receiver as a weighted sum of spherical harmonic or plane waves. This approach is widely accepted by the sound-field rendering community as an appropriate encoding format for both loudspeaker array-based and binaural reproduction systems,10,11 and has the added benefit from a prediction-algorithm verification perspective of separating validation of the prediction and rendering processes. It is also consistent with an equivalent representation at high frequencies12 and, noting that a similar approach may be used to encode source directivity, leads to point-to-point room transfer functions being thought of as having multiple input and output channels.13 Encoding to such a format from BEM, FEM, or FDTD has to date been achieved by simulating some type of microphone array.14–16 Encoding of this data is, however, not straightforward and is constrained by many of the factors that affect real microphone array design, with tradeoffs having to be made between array size and density and encoding accuracy.

The only exception to this encoding approach is the 2014 method of Mehra et al.17 that computes the spherical harmonic coefficients from high-order spatial derivatives of the pressure field. When a boundary integral is used to compute the pressure field in the domain, as is in principle
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 applicable to FEM and FDTD but is best suited to BEM, these spatial derivatives may be achieved by taking spatial derivatives of the kernel of the integral (i.e., the Green’s function). This means that the coefficients may be found directly by a mapping from the boundary data. Since this mapping is independent of the actual boundary data—it only depends on the receiver location—it may be pre-computed to allow interactive update of the scene data e.g., due to changes in the source.

The encoding method applied in this paper achieves the same functionality as the method of Mehra et al., but differs in its mathematical formulation and derivation. In particular, the mathematical formulation is derived from orthogonality statements for “spherical harmonic basis functions” (defined in Sec. II) and gives closed-form statements for the integrals to be evaluated to compute each coefficient, whereas that of Mehra et al. involves evaluating a larger number of integrals and then performing a triple summation to obtain the matrix that maps from boundary data to receiver coefficients. The approach herein may be considered a generalization of the array designs of Hulsebos et al. that is applicable for arbitrary array geometries. These are “open” array designs and are unusual in that they require both pressure and the surface-normal component of pressure gradient at each sensor. Since the array geometry may be chosen freely, it may be taken to be the boundary of the room, at which the pressure and its surface-normal gradient are already known. Compared to Ref. 17, this paper includes substantially more objective validation results and encodes the HRTF datasets in a manner that considers the measurement radius, whereas Mehra et al. appear to transform the simulation results into a set of plane-wave amplitudes and use the HRTF data directly as if it were measured in the far-field. The accuracy of the encoding by either of these approaches will be dictated by the resolution of the boundary mesh, in the same way that for BEM it dictates the accuracy of the sound-field calculated in the domain in general. This has the benefit that there are no parameters or design tradeoffs to be decided by the user and, unlike the mic-array-based encoding methods above, no regularized matrix inversion is required.

**A. Hybrid simulation algorithms**

An oft-stated limitation of FEM, BEM, and FDTD in room acoustic applications is the rate at which their computational cost increases with frequency. BEM only requires meshing of the two-dimensional boundary, hence to maintain accuracy as frequency increases, the number of Degrees Of Freedom (#DOF) must grow with \( O(f^2) \), compared to \( O(f^3) \) for FEM and FDTD that discretize the domain. However, BEM produces full interaction matrices, linking every element to every other element, leading to computational cost and storage requirements that scale \( O(f^6) \). This has traditionally made it less efficient than FEM or FDTD in most scenarios, primarily finding application in computing scattering from small objects under anechoic conditions, but modern matrix compression techniques such as fast-multipoles and adaptive-cross-approximation can significantly compress the matrices, making BEM competitive in many more scenarios. Even with such developments, however, the scaling of computation cost and storage with frequency for these algorithms is still sufficiently unfavorable so as to preclude full audible-bandwidth simulation for most realistic-sized room acoustics problems of interest.

Auralization of a space, however, requires measured or simulated data covering the full audible frequency spectrum. Since geometrical acoustics algorithms are inaccurate at low frequencies and FEM, BEM, and FDTD are prohibitively computationally expensive at high frequencies, the only way to currently meet the requirement is to combine the output data or two or more algorithms, each run on a section of the frequency spectrum to which they are more suited. This approach was first pioneered by Granier et al. in the mid-1990s using FEM and geometrical acoustics, and the same combination has been studied between 2009 and 2014 in Refs. 7 and 24–27, and by Gómez et al. and Tafur et al. in 2017. BEM was used as the low frequency method by Summers et al. in 2004 and FDTD was used for lower frequency bands in a multiband framework proposed by Southern et al. in 2013. Mehra et al. also used BEM to compute results for auralization in 2014, but extrapolated results to higher frequencies rather than combining them with those of a geometrical acoustics algorithm.

While pragmatic, this hybrid approach opens up another question: how the results from the two algorithms should be combined. It was obvious from the earliest attempts that some form of crossover filter was required between the two models, and that the design of this, e.g., filter lag, would have an effect on the combined Room Impulse Response (RIR) generated. Another issue is how the filtered transfer functions from the two algorithms will interfere with one another once they are combined; Aretz et al. considered this in the most depth and proposed two crossover methods aimed at addressing different concerns.

This paper circumvents those issues and questions by only presenting and assessing the accuracy of the BEM-simulated part of the solution. For frequency-domain results this is straightforward—only the relevant frequency range will be presented—but for time-domain results, a low-pass filter will be employed to minimize Gibbs artefacts; these will be validated against equivalently low-pass filtered measured data. This means that the results herein could be readily combined with high-pass filtered geometrical acoustics results to form a hybrid scheme, so are representative of what the method’s performance would be in such a case without opening up questions pertaining to the accuracy of the high-frequency algorithm or combining approach.

**B. Input data**

Uncertainties, inaccuracy, unsuitability, or presence of gaps in input data is widely acknowledged to be a factor that significantly constrains the accuracy of room acoustic simulations. When dealing with FEM and BEM, for which error bounds can be quantified and which usually produce accurate results for a defined problem if applied correctly, it is
reasonable to state that error in input data is the main source of error in output data.

For room acoustics simulations as considered herein, the input data comprises: (i) the geometry of the space and source and receiver locations, (ii) suitable data characterizing the materials present in the space, and (iii) data characterizing the source directivity. For the simulations presented herein, this data was drawn from the Ground truth for Room Acoustical Simulation (GRAS) database that was created for the 1st International Round Robin on Auralisation. This database provides high resolution input and output data with the aim of allowing the performance of simulation algorithms to be assessed and improved. Crucially, for the purpose of validating the main contribution of the paper, being an application of the sound-field encoding technique from Ref. 18, it includes measured Binaural RIRs (BRIRs) plus a detailed HRTF set for the Head-And-Torso-Simulator (HATS) used to acquire them.

Real acoustic sources have complex frequency-dependent directivities, but the vast majority of FEM, BEM, or FDTD simulations use simple monopole directivity and it is uncommon to see anything more complicated than a dipole. Part of the reason for this is that it is not trivial to implement higher-order sources in an algorithm that discretizes the domain, though higher-order multipoles have been attempted. A directional source model very similar to that used herein was implemented in FDTD by initializing a wave in the grid, but its details appear significantly more complex than that proposed here and the proximity of the source to boundaries is presumably limited. Source strength calibration is in general also non-trivial with FDTD: much of the detail in the multiband framework of Southern et al. is concerned with achieving this.

An alternative approach, as implemented herein and in Ref. 17, is to state the incident pressure field analytically and just compute the scattering using the numerical model. This is standard practice in BEM, but is also possible for FEM and FDTD. It circumvents issues to do with the complexity and singular nature of the incident pressure field near the source because the equations for this are only ever evaluated numerically at boundaries, which are assumed to be some distance away. There remains potential for difficulties if a high order source approached a boundary—in this case, the mesh would need to be locally refined to deal with the more spatially concentrated pressure fluctuations—but in most cases, this should not be necessary.

C. Overview of this paper

The primary contribution of this paper is demonstration of the spatial audio encoding process proposed in Ref. 18. The secondary contributions are to demonstrate the effectiveness and accuracy of the full processing chain, including source directivity, BEM simulation, and binaural encoding. Section II presents the mathematical theory behind the source and receiver models and how they are interfaced to BEM. Section III gives more specific implementation details on how they were applied to the dataset used. Section IV presents results validating the simulations against measurements from the GRAS database, then Sec. V draws conclusions and discusses avenues for future research.

II. THEORY

This paper will assume that the medium of wave propagation, the air in the room, is linear, homogeneous, and isotropic, with frequency and position invariant wave speed \( c_0 \) and density \( \rho_0 \). Real-valued acoustic pressure perturbations \( \varphi(x, t) \), where \( x \) is a point in three-dimensional (3D) Cartesian space and \( t \) is time, obey the linear acoustic wave equation \( \nabla^2 \varphi = \frac{\varphi}{c_0^2} \frac{\partial^2 \varphi}{\partial t^2} \). \( \Phi(x, \omega) \) is the complex-valued Fourier transform of \( \varphi \), where \( \omega = 2nf \) is angular frequency in radians per second and \( f \) is frequency in Hz, which satisfies the Helmholtz equation \( \nabla^2 \Phi + k^2 \Phi = 0 \), where \( k = \omega/c_0 \) is the wavenumber in radians per meter. In this paper, \( e^{-i\omega t} \) time dependence is assumed for the inverse Fourier transform, that is, a frequency component \( \Phi(x, \omega) \) would produce a time-dependent pressure field \( \text{Real}(\Phi(x, \omega)e^{-i\omega t}) \). The majority of this paper will be written in terms of the latter quantity \( \Phi \), since the source and receiver descriptions are more easily stated as functions of \( k \) and the BEM algorithm used was a frequency-domain code that solves the Helmholtz equation. The measured source data and desired output data for auralization is, however, all time-domain, so the processing necessarily begins and ends with forward and inverse Fourier transforms, respectively, implemented in practice using The Fast Fourier Transform (FFT) algorithm.

A. Source and receiver models

This paper will consider sources and receivers that are spatially compact, so may reasonably be considered as centered on a point in space; these will be denoted \( x_s \) and \( x_r \), respectively. The mathematical descriptions of the pressure fields in the vicinity of each point will be based in a spherical coordinate system \((r, \phi, \beta)\), centered on that location, with radius \( r \) and azimuthal and zenith angles \( \phi \) and \( \beta \), respectively.

In these coordinate systems, the pressure of waves that satisfy the Helmholtz equation at frequency \( \omega \) [with the exception of Eq. (1) at \( x = x_s \)] may be represented in the neighborhood of a \( x_s \) and \( x_r \) by

\[
\Phi_{\text{inc}}(x) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} B_{m,n} H^\text{out}_{m,n}(x - x_s), \tag{1}
\]

\[
\Phi_{\text{total}}(x) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} A_{m,n} f_{m,n}(x - x_s). \tag{2}
\]

Here, \( \Phi_{\text{inc}} \) is defined to be the incident pressure arriving from some source under anechoic conditions and \( \Phi_{\text{total}} \) is the total pressure including reflections too. Equation (1) is valid when a source is present at \( x_s \), and Eq. (2) is valid and will converge for an expansion point \( x_r \) that is not too close to a source or boundary. \( A_{m,n} \) and \( B_{m,n} \) are sets of complex frequency-dependent coefficients whose values depend on the pressure field being represented. It is intended that the \( B_{m,n} \) coefficients are “input data” arising from the encoding of the directional frequency response of some source (see...
Sec. III B) and that the $A_{m,n}$ coefficients are the output data of this simulation process, being the computed total pressure field encoded as directional coefficients relative to the receiver position ready for presentation by an auralization system. They may therefore be used to represent the directional nature of a source and the directional nature of sound arriving at a receiver. Note that the inevitable scattering by the receiver is not included in Eq. (2); this mechanism is included either implicitly within HRTFs or physically if the sound is rendered to a listener over loudspeakers. The upper limits in $n$, termed $O_r$ and $O_s$, are often terms the “order” of the expansion and the number of $A_{m,n}$ and $B_{m,n}$ coefficients is given by $N_r = (O_r + 1)^2$ and $N_s = (O_s + 1)^2$, respectively. The functions $H^\text{out}_{m,n}(r)$ and $J_{m,n}(r)$, plus another $H^\text{in}_{m,n}(r)$ that will be required later, are defined

$$H^\text{out}_{m,n}(r) = Y^m_n(\beta, \alpha)h^\text{out}_n(kr),$$

$$H^\text{in}_{m,n}(r) = Y^m_n(\beta, \alpha)h^\text{in}_n(kr),$$

$$J_{m,n}(r) = Y^m_n(\beta, \alpha)j_n(kr).$$

Here, $h^\text{out}_n$ and $h^\text{in}_n$ are spherical Hankel functions of order $n$ that are “outgoing” and “incoming,” respectively; with $e^{-i\omega t}$ time dependence, as assumed herein, they will be of the first and second kind respectively. $j_n(kr) = \frac{1}{2} h^\text{out}_n(kr) + \frac{1}{2} h^\text{in}_n(kr)$ is a spherical Bessel function. $Y^m_n(\beta, \alpha)$ is a spherical harmonic function of order $m, n$. A number of marginally different normalization schemes exists, but in this paper they are defined\(^{32}\)

$$Y^m_n(\beta, \alpha) = (-1)^m \sqrt{\frac{(2n + 1)(n - |m|)!}{4\pi (n + |m|)!}} P^m_n(\cos \beta)e^{im\alpha}.$$

Here, $P^m_n(\cdots)$ is an associated Legendre polynomial.

Spherical harmonic functions are also used to interpolate source directivities and HRTFs in geometrical methods at high frequencies.\(^{12,37}\) There, the radial propagation is assumed to match that of a monopole regardless of $n$, so directivity becomes independent of $r$; this is equivalent to replacing all $h^\text{out}_n$ in Eq. (3) by $h^\text{out}_0$, which is appropriate since $j^m_n(kr) \approx i^{-m} h^\text{out}_0(kr)$ for large $kr$.\(^{38}\) Representations like Eqs. (1) and (2) are in contrast used when distance is considered important, e.g., for near-field compensated Ambisonics\(^{10}\) or HRTF range extrapolation.\(^{39}\) Directivity is usually measured over a sphere, and data measured in this way may be encoded as $A_{m,n}$ and $B_{m,n}$ coefficients so long as the measurement radius is known. Alternatively, techniques that use double-layer array measurements may obtain $B_{m,n}$ coefficients directly.\(^{36,40,41}\)

**B. Boundary integral equations**

The Kirchoff-Helmholtz Boundary Integral Equation (KHIBE) is found by applying Green’s second theorem to a pair of acoustic waves over some domain $\Omega$, that contains the acoustic medium.\(^{34}\) One of the waves is $\Phi$, the pressure-field under study, which satisfies the Helmholtz equation everywhere in $\Omega$. The other is the free-space acoustic Green’s function $G(x, y) = e^{i|x-y|}/4\pi|x-y|$, which satisfies the Helmholtz equation for all $y \in \Omega$. The result is a surface integral over the boundary $\Gamma$ that contains $\Omega$. For a scattering problem with $\Phi_{\text{total}} = \Phi_{\text{inc}} + \Phi_{\text{scat}}$, where $\Phi_{\text{inc}}$ is the aforementioned pressure-field radiated by the source in anechoic conditions and $\Phi_{\text{scat}}$ is the difference that occurs due to reflections from the boundary, this may be expressed as

$$\Phi_{\text{scat}}(x) = \iint_{\Gamma} \left[ \Phi_{\text{total}}(y) \frac{\partial G(x, y)}{\partial n \gamma}(x, y) - G(x, y) \frac{\partial \Phi_{\text{total}}}{\partial n \gamma}(y) \right] d\gamma.$$

(7)

Here, the notation $\partial/\partial n \gamma$ is shorthand for $\hat{n}_x \cdot \nabla_x$, where $\hat{n}_x$ is a unit vector pointing normal to $\Gamma$ and into $\Omega$, at point $y \in \Gamma$, and subscript $y$ means “with respect to or evaluated at point $y$.”

Equation (7) is the basis of our BEM formulation. Total pressure $\Phi_{\text{total}}$ should equal zero in a domain $\Omega$, that is on the opposite side of $\Gamma$ to $\Omega$, hence $\Phi_{\text{scat}}(x) = -\Phi_{\text{inc}}(x)$ for $x \in \Omega$. Taking the limit as $x$ approaches $\Gamma$ from within $\Omega$ produces an inhomogeneous Fredholm integral equation of the second kind. This may be solved by discretizing the boundary quantities $\Phi_{\text{total}}$ and $\partial \Phi_{\text{total}}/\partial n \gamma$ on a boundary mesh and then solving the resulting matrix equation numerically. More details on this process are given in Sec. III C.

Consider now the simulation process architecture shown in Fig. 1. The reader is encouraged to notice the similarities between this framework and the high-frequency geometrical acoustics framework given in Fig. 2 in Ref. 12. Blocks 1 and

![FIG. 1. (Color online) Processing blocks, indicating numbers of degrees of freedom involved: (1) Source directivity, (2) Source rotation, (3) Source to boundary $\Phi_{\text{inc}}$ mapping, (4) Boundary to boundary $\Phi_{\text{inc}}$ to $\Phi_{\text{inc}}$ mapping—BEM solution, (5) Boundary to receiver $\Phi_{\text{scat}}$ mapping, (6) Source to receiver $\Phi_{\text{scat}}$ mapping, (7) Receiver rotation, (8) HRTFs.](image-url)
8 are, respectively, the encoding of measured source directivity as $B_{m,n}$ coefficients following Eq. (1) and of HRTFs as $A_{m,n}$ coefficients following Eq. (2). Blocks 2 and 7 are rotations of these, and allow for changes in source and receiver orientation; this may be readily achieved in the Spherical Harmonic domain by a matrix multiplication. Block 3 is simply the evaluation of Eq. (1) for points on the boundary and block 4 is the BEM solution. This leaves processes for blocks 5 and 6 to be identified. Note that these each separately encode $\Phi_{inc}$ and $\Phi_{scat}$ in the form of Eq. (2) as separate sets of coefficients $A_{m,n}^{inc}$ and $A_{m,n}^{scat}$ that are then summed.

A solution to implementing the process in block 6 and finding $A_{m,n}^{inc}$ is in fact well known; it may be achieved in a straightforward way using a translation operator in the Spherical Harmonic domain. How to achieve the process in block 5, mapping boundary pressure in a BEM model to scattered pressure encoded as coefficients $A_{m,n}^{scat}$, is not as well established, with simulation of virtual mics arrays previously being the norm as discussed in Sec. I and the direct approach of Mehra et al. being the state of the art. In this paper, the alternative direct approach by Hargreaves and Lam is implemented. This allows $A_{m,n}^{scat}$ to be found by evaluation of the following boundary integral equation, where a bar over a quantity indicates conjugation

$$A_{m,n}^{scat} = i k \int \left[ \Phi_{total}(y) \frac{\partial H_{m,n}^{inc}}{\partial n}(y - x) - H_{m,n}^{inc}(y - x) \frac{\partial \Phi_{total}}{\partial m}(y) \right] d\Gamma_y. \tag{8}$$

Equation (8) possesses clear similarities to the KHBIE in Eq. (7). Noting in particular that $H_{0,0}^{inc}(y - x) = G(x, y)$ $\times \sqrt{\frac{4\pi}{ik}}$ and that $J_{m,n}(0) = 1/\sqrt{4\pi}$ if $m = n = 0$ and is zero otherwise, hence $\Phi_{scat}(x) = A_{0,0}^{scat}/\sqrt{4\pi}$, it is apparent that Eq. (7) is in fact a special case of Eq. (8) for $m = n = 0$. Equation (8) may be implemented numerically in a similar manner to how Eq. (7) is for omnidirectional external receivers. $H_{m,n}^{inc}$ contains a higher-order singularity than $G$ for $n > 1$, and will also contain angular oscillations that $G$ does not, but both of these characteristics should be resolved well by standard quadrature techniques on a mesh that is fine with respect to wavelength, so long as receivers are not too close to a boundary and $O_i$ is not unnecessarily high at low frequencies. More detail is given in Sec. III.C.

Figure 1 also displays the #DOF present at the interfaces between the various processes; for most the computational cost of each process will scale with the product of these, though for a direct implementation of process 6, it scales an order of magnitude worse. In practice, however, processes 3, 4, and 5 involving $N_s$, the #DOF in the BEM mesh, will dominate simply because $N_s$ is usually a few orders of magnitude greater than $N_i$ or $N_r$; for the case studies considered herein $N_i = 25$ and $N_r = 121$, whereas $N_s$ was typically in the order of the tens of thousands. Process 4, the BEM solution, is therefore expected to be the most computationally intensive, since its computation cost is proportional to $N_s^2$. It will be seen from the test cases that this was, however, not the case; the libraries used to evaluate this stage are the most optimized and, combined with the Adaptive-Cross-Approximation (ACA) solver, this stage is neither the slowest nor the one with the worst computational cost scaling. Values of $N_s$, $N_e$, and $N_r$ are necessary to maintain accuracy as frequency increases all scale $O(f^2)$, so the total computational cost of the algorithm is expected to scale $O(f^4)$.

### III. IMPLEMENTATION

The above framework was implemented for a subset of the scenes from the GRAS database. The database contains 11 scenes, some with multiple variants, with seven being fully or hemi anechoic laboratory setups and the remaining four being room acoustic scenarios. In this paper, results for the following three scenes are presented:

- **Scene 1:** Simple reflection (infinite plate) – hard floor variant
- **Scene 3:** Multiple reflection (finite plate)
- **Scene 9:** Small room (seminar room)

Scene 1 actually included two other variants; one with a mineral wool slab placed on the floor and another with a Medium Density Fiberboard (MDF) diffuser. These cases have also been attempted with reasonable success but are not reported here due to space limitations. It should be noted, however, that they are numerically challenging in BEM primarily due to the extreme aspect ratio of the samples, requiring higher element counts and more accurate numerical integration than would normally be expected. The hard floor variant is included since its implementation is essentially image source with directivity, i.e., no BEM mesh, so it allows the accuracy of the source representation and encoding process to be independently quantified.

Scene 3 comprised two 2 m square 25 mm thick MDF panels separated by a distance of 10 m, with a source and receiver location both located on the center line between these each spaced 3 m from one of the panels. This is an interesting configuration to simulate, since it will give a flutter echo the damping of which is dictated as much by diffraction as by material absorption. Scene 3 is also a good test case for binaural reproduction, since the HATS was orientated so that reflections occur from ear to ear across the head.

Scene 9 was a small seminar room with “relatively simple and easy to describe geometry, but challenging low frequency behavior,” so it presents another interesting case for which to apply BEM simulation. It also typifies the input data challenges that a user of BEM encounters in reality, so it is included to demonstrate how those affect simulation accuracy.

The room was nominally 8.5 m long by 6 m wide by 3 m high, though it has various inclusions; for details, see Ref. Material data was provided in the form of third-octave absorption coefficients that were established through a mixture of in situ measurement and estimation based on published database values, the latter being required because the former is known to be inaccurate at low frequencies, and for materials with low absorption. The result was that the provided data both did not extend down to the lowest frequencies that were simulated and tended to unrealistically
small absorption values in this range; if not addressed, this would have led to very low modal damping and unrealistically high sound pressure levels (SPLs). Anecdotally, we were informed that the seminar room had some lightweight panel walls, and it is likely that full-panel membrane motion, which is a significant source of absorption and modal damping at low frequencies, was present but not characterized by this data. Moreover, a door was present in the room and will likely give high losses at low frequencies due to transmission, but no material data was provided for it. A process of extrapolation, modification and fabrication was therefore required to achieve an appropriate and realistic set of boundary data; this is briefly outlined in Sec. III E. The RIRs were measured with a bespoke multiway dodecahedron loudspeaker, but the directional narrowband response data available for the other loudspeakers was not available for this, adding another source of uncertainty.

Temperature and humidity data was provided for each scene in the database, but it was not straightforward to use this since there was often a slight mismatch between the conditions when the source and HATS directivities were measured and those when the full scene was measured. Consequently, \( c_0 = 343 \text{m/s} \) and \( \rho_0 = 1.21 \text{kg/m}^3 \) were assumed for all processes instead.

### A. Fourier transforms and filtering

The simulation process depicted in Fig. 1 will be performed entirely in the frequency domain, as was also the case for all the BEM and FEM algorithms discussed in Sec. IA, meaning that an inverse Fourier transform is required in order to obtain an auralizable IR. It should also be noted that both BEM and FEM also exist as time-domain solvers, but these are less mature and have not been applied in any hybrid framework to date.

When using an Inverse Fast Fourier Transform (IFFT) algorithm to achieve this, results for many frequencies are required at a spacing \( \Delta f = 1/T \), where \( T \) is the required IR length; this must be long enough that the IR decays to a negligible level to minimize wrap-around error. For scene 1 it was taken that \( \Delta f = 2 \text{ Hz} \), so \( T = 0.5 \text{ seconds} \), and for scenes 3 and 9, where higher order reflections are expected, it was taken that \( \Delta f = 0.5 \text{ Hz} \), so \( T = 2 \text{ seconds} \). This was, however, found to be insufficient for scene 9, so the room transfer function was spline interpolated in the frequency domain, as suggested by Aretz et al., to give \( \Delta f = 0.25 \text{ Hz} \) and \( T = 4 \text{ seconds} \). The low-pass filter was chosen to be an 8th order Butterworth filter, following method 1 of Aretz et al., and this was applied in the frequency domain pre-IFFT.

Running a BEM at so many closely spaced frequencies is not an efficient application of the algorithm since the interaction matrices must be reconstructed from scratch for each frequency; it is tolerated here for validation purposes. Multifrequency BEM provides a solution to this by interpolating the interaction matrices between neighboring frequencies. Values from preceding frequencies were, however, used to “seed” the iterative matrix solver, meaning fewer solver iterations were required.

It is also necessary to run the algorithm beyond the intended crossover frequency so that data is available for the frequency region where the filter “rolls-off.” Aretz et al. recommended this should be at least half an octave above crossover frequency, but even this appears rather optimistic when considered in terms of typical filter roll-off in dB/octave, and artefacts were reported as being visible in their RIRs. In these simulations, it was chosen that the simulations should extend one full octave above the intended crossover frequency. To mitigate the computational cost that this incurred, the mesh was not refined further beyond the crossover frequency, meaning that computational cost was fixed but accuracy reduced with increasing frequency; this is acceptable since those frequencies will be heavily attenuated by the crossover filter. The crossover frequency was chosen to be 1 kHz for scenes 1 and 3 and 400 Hz for scene 9, hence the maximum frequencies simulated were 2 kHz and 800 Hz, respectively.

### B. Source directivity and HRTF encoding

Three sound sources were used in the scenarios chosen; a Genelec 8020c for scenes 1 and 3, and a QSC K8 and a custom three-way dodecahedron for scene 9, the former being used for BRIRs and the latter for RIRs. The only data available on the dodecahedron loudspeaker was that it aimed to be omnidirectional with a flat frequency response above 40 Hz, so it was assumed to follow this. For the Genelec and QSC loudspeakers extremely high-resolution data was available, being a set of 6442 impulse responses measured at points on a sphere centered on the source; this was 2 m radius for the 8020c and 8 m for the K8. These were first zero-padded to match the intended output RIR length and then FFT’d to acquire a set of complex frequency-domain transfer functions (units Pa/V); these were then to be the incident pressure \( \Phi_{inc} \) measured at each point. To encode them to a set of coefficients \( B_{m,n} \), one solution is to create a matrix equation to be inverted where each row is Eq. (1) applied at a different measurement point. However, here the number of measurement points was so great that the orthogonality of \( Y^m_{n} \) over a sphere could be exploited to calculate \( B_{m,n} \) directly. For a given frequency, this integral is approximated by a finite sum over measurement angles

\[
B_{m,n} = \frac{1}{h_{\text{out}}(kr)} \int_{0}^{2\pi} \int_{0}^{\pi} \Phi_{inc}(r, \beta, \alpha) Y^m_n(\beta, \alpha) \sin \theta d\theta d\alpha \\
\approx \frac{1}{h_{\text{out}}(kr)} \sum_{p=1}^{6442} \Phi_{inc}(r, \beta_p, \alpha_p) Y^m_n(\beta_p, \alpha_p) w_p.
\]

Here, \( w_p \) is equal to the area of the sphere that is closest to the \( p \)th point. Finally, the coefficients for each source were scaled by a frequency-independent calibration factor so that an SPL of 80 dB was produced at 2 m at 1 kHz, matching the procedure performed for the measurements.

The measurement process used to acquire the HRTF library is detailed in Ref. 51. This also takes the form of a set of IRs acquired at different angles, but here they were measured using a loudspeaker mounted on an arc of 1.7 m
radius, and for each source location, there are two IRs: left and right. In the absence of directivity information, the source will be assumed to be a monopole; this appears not unreasonable since in Ref. 52 it is validated against BEM simulations performed by reciprocity using a source at the ear and an omnidirectional point receiver at the loudspeaker center. Measured HRTFs were normalized by removing the microphones from the ears and placing them at the origin then repeating the experiment.

Fundamentally, HRTFs are linear mappings $\mathcal{L}$ and $\mathcal{R}$ from the incoming pressure field $\Phi_{\text{total}}(x)$, as exists in the absence of the HATS, to the pressures at the left and right ears $\Phi_L$ and $\Phi_R$. Assuming that $\Phi_{\text{total}}$ is represented by Eq. (2), these become discrete mappings $\Phi_L = \mathcal{A} \Phi$ and $\Phi_R = \mathcal{AR}$, where $\mathcal{A}$ is a row vector containing the elements of $A_{m,n}^{\text{total}}$ and $\mathcal{L}$ and $\mathcal{R}$ are column vectors that are the discrete form of $\mathcal{L}$ and $\mathcal{R}$. Including the normalization by the pressure at the HATS center, this amounts to the elements of $\mathcal{A}$ being defined for the $p$th point by $A_{m,n}^{\text{total}} = 4\pi Y_m^0(\theta_p, \phi_p)h_m^0(kr)/h_0^0(kr)$, and stacking rows for all the measured points produces a matrix equation to be solved. Since the number of measurement points was so great, it was possible to solve without regularization using a standard least-squares technique.

The accuracy achieved by these encoding processes is shown for the Genelec loudspeaker and the HATS in Fig. 2; a similar figure for the QSC K8 is included in the supplementary material. Here, the encoding error is quantified as normalized $L^2$ error, being the $L^2$ norm of the residual between the measured data and the encoded version evaluated on the measurement surface, divided by the $L^2$ norm of the measured data. The surface integrals involved in the $L^2$ norms were approximated by weighted sums in the same manner as was done in Eq. (9).

In both cases the approximation improves with maximum spherical harmonic order $O$, and a higher value of $O$ is required to maintain the same accuracy as frequency $f$ is increased. The lower right region of the two plots is quite similar, but with slightly smaller residual for the HRTFs. Accuracy deteriorates on the far left of Fig. 2(a) due to the singular nature of spherical Hankel functions at small $kr$. In contrast, a clear change in the trend-lines is seen in Fig. 2(b) at 200 Hz; it seems likely that this is caused by the transition between measured and simulated data that was necessary when creating the HRTF library.

Figure 2 suggests that the optimal values of $O_s$ and $O_t$ should change with frequency. This was initially attempted, but sharp transitions between orders were visible in the BEM results, hence this approach was discarded. For simplicity, constant values of $O_s$ and $O_t$ were instead used for all frequencies; these were chosen to be $O_s = 4$ and $O_t = 10$; hence, $N_s = 25$ and $N_t = 121$. The greater value of $O_t$ was chosen to allow the encoding process in Eq. (8) to be tested.

### C. BEM

The BEM simulations were performed using BEM++. This is an open-source BEM library that is invoked from Python scripts, creating a flexible interface that allows the boundary integral operators provided to be assembled in customizable ways. BEM++ implements a Galerkin BEM algorithm in 3D and includes an ACA solver that accelerates matrix assembly and solution.

For the solution, the Helmholtz equation, BEM++ provides four standard boundary integral operators that each map, in a different way, a quantity $\Phi$ defined on a boundary section $\Gamma$ to a location $\mathbf{x}$

\[ S\{\Phi\}(\mathbf{x}) = \int_{\Gamma} \Phi(\mathbf{y}) G(\mathbf{x}, \mathbf{y}) d\Gamma_y, \]

\[ D\{\Phi\}(\mathbf{x}) = \int_{\Gamma} \frac{\partial G}{\partial n_y}(\mathbf{x}, \mathbf{y}) d\Gamma_y, \]

\[ A\{\Phi\}(\mathbf{x}) = \int_{\Gamma} \Phi(\mathbf{y}) \frac{\partial G}{\partial n_x}(\mathbf{x}, \mathbf{y}) d\Gamma_y, \]

\[ \mathcal{H}\{\Phi\}(\mathbf{x}) = \int_{\Gamma} \Phi(\mathbf{y}) \frac{\partial^2 G}{\partial n_x \partial n_y}(\mathbf{x}, \mathbf{y}) d\Gamma_y. \]

Here, $S$, $D$, $A$ and $\mathcal{H}$ are, respectively, termed: the single-layer potential, the double-layer potential, the adjoint double-layer potential, and the hypersingular operator. Note that the definition of $\mathcal{H}$ has here been written negated compared to the convention used in the library. Additionally, an identity operator $I\{\Phi\}(\mathbf{x}) = \Phi(\mathbf{x})$ is also defined. The Python objects representing these operators may be added,
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The discretized versions of these boundary operators, for surface to surface mappings, are found using the Galerkin method. Rather than solving a boundary integral equation (BIE) for a finite set of points on the boundary, as is done in the colocation method, this solves the “weak-form” of the BIE on average over the entire boundary, and hence involves a second surface integral. A set of weighting functions are chosen to spatially weight this “testing” process and produce each row of a discrete matrix form \( K \in \{ S, D, A, H, I \} \) is therefore mapped to its discrete matrix form \( K \in \{ S, D, A, H, I \} \) with entries given by

\[
K(i,j) = \int_{\Gamma} b_i(x)K(b_j(x))dx. \tag{14}
\]

Here, \( b_i \) is basis function drawn from the set used to represent the “radiating” quantity, and \( b_j \) is a basis function drawn from the set used to representing the “receiving” quantity that is being “tested”; these sets are not necessarily the same and may be chosen differently on different boundary sections or for representing a different quantity. A similar statement maps a user-defined Python function \( f(x) \), typically used to compute the incident wave \( \Phi_{inc} \), onto the “receiving” set of basis functions. This produces a vector \( f \) with entries defined

\[
f(i) = \int_{\Gamma} b_i(x)f(x)dx. \tag{15}
\]

This interface is extremely flexible, but can be slow for complicated functions, since Python is an interpreter language and the functions are evaluated on a per-abcissa basis. In this scheme for instance, \( f(x) \) is typically a Spherical Harmonic basis function (or its spatial derivative), in accordance with the source definition. It will be seen in Sec. IV E that this operation, which is normally assumed to trivially quick compared to assembly and solution of the linear system, actually takes the longest due to the complexity of these functions and the slow nature of native Python code compared to the compiled core libraries that BEM++ is built on.

The KHBIE in Eq. (7) can be written using \( D \) and \( S \) as \( \Phi_{scat}(x) = D\{\Phi_{total}\}(x) - S\{\partial\Phi_{total}/\partial n\}(x) \). In order to implement the spherical harmonic encoding in Eq. (8), two new boundary operators are defined

\[
S^m_{m,n}(\Phi)(x) = \int_{\Gamma} \Phi(y)H^m_{m,n}(y-x)dy, \tag{16}
\]

\[
D^m_{m,n}(\Phi)(x) = \int_{\Gamma} \Phi(y)\frac{\partial H^m_{m,n}}{\partial n}(y-x)dy. \tag{17}
\]

This allows Eq. (8) to be written as \( A^{scat} = iD^m_{m,n}\{\Phi_{total}\}(x) - ikS^m_{m,n}\{\partial\Phi_{total}/\partial n\}(x) \). It follows that \( S^{m\_0\_0} = S \times \sqrt{4\pi/ik} \) and \( D^{m\_0\_0} = D \times \sqrt{4\pi/ik} \), hence \( D^{m\_m\_n} \) and \( S^{m\_m\_n} \) may be viewed as a generalization of the standard operators \( D \) and \( S \).

The discrete form of \( D^{m\_m\_n} \) and \( S^{m\_m\_n} \) have matrix entries given by equations similar to Eqs. (16) and (17) but with \( b_j \) appearing in place of \( \Phi \). These are, unsurprisingly, not built into BEM++, but Eq. (15) provides a method to evaluate them. Python functions that compute \( H^m_{m,n}(y-x) \) and \( \partial H^m_{m,n}/\partial n(y-x) \) may be passed to the routine that implements Eq. (15), and the result is a coefficient from the discrete matrix form of \( S^{m\_m\_n} \) and \( D^{m\_m\_n} \), respectively. Note that evaluating this in this way is an extremely slow process; the reasons stated above all still apply, but are compounded by the fact that every spherical harmonic order must be evaluated separately, and the associated Legendre polynomials therein are much more efficiently evaluated simultaneously for all \( m \) of an order \( n \) rather than separately. For the verification purposes herein, however, this inefficiency is tolerated.

The GMRES iterative matrix solver included with SciPy was used to solve the matrix equations produced using the BEM++ operators. The ACA accuracy and maximum block size parameters, and the GMRES solver tolerance, were left at their default values of \( 1 \times 10^{-5}, 2048 \) and \( 1 \times 10^{-5} \), respectively, for scene 3. For scene 9, the former two were reduced to \( 1 \times 10^{-5} \) and 128, respectively, due to some convergence issues with matrix solver; this improved accuracy of the matrix approximation at the expense of increased storage and computational cost. Meshing was performed using the open-source meshing tool Gmsh. Maximum element size at any given frequency followed \( \lambda/8 \), with a minimum limit chosen to match \( \lambda/8 \) at the crossover frequency.

D. Scene-specific implementation

1. Scene 1H

This scene comprised a loudspeaker above a hard floor in a hemi-anechoic chamber; this was assumed to be perfect reflecting. When applying BEM in half-space problems such as this, it is common to apply an image-source principle and reflect the source and all the obstacle boundaries in the rigid ground plane. Here, there is no additional obstacle, so there is actually no BEM solution at all; there is just the source and the image source, which has reflected directivity. Finding the pressure at a point is as simple as finding \( \Phi_{inc} \) from both sources and summing. Similarly, \( A_{m,n} \) coefficients may be found by applying the translation techniques in Ref. 22 to each source and then summing.

2. Scene 3

This scene included panels that were much thinner in one dimension than the other two. Following standard BEM practice, the obstacle was replaced by one of zero thickness lying on its center line. The material had a specific admittance \( Y \) that was uniform over both sides of the panel; under this condition the formulation given in Ref. 58 can be simplified to solving the following pair of coupled BIE for all \( x \in \Gamma: D\{\Phi_{total}\}(x) + ikYS_{-1/2}\Phi_{total}(x) = -\Phi_{inc}(x) \) and \( \mathcal{H} + i[kY]\Phi_{total}(x) + i[kY]\Phi_{inc}(x) = -\partial\Phi_{inc}/\partial n(x) \). These two boundary integral equations were
combined as a blocked operator in BEM++. Here, $\Phi_{\text{total}}$ and $\Phi_{\text{total}}$ are respectively the sum of, and the difference between, the pressures acting on the front and back surfaces of the panel. A discontinuous piecewise-constant space was used to discretize $\Phi_{\text{total}}$ and to “test” the first equation. A continuous piecewise-linear space was used to discretize $\Phi_{\text{total}}$ and to “test” the second equation. This arrangement is consistent with the expectation that $\Phi_{\text{total}} \rightarrow 0$ at the edge of the panel and meets the continuity requirements of $H$. Pressure at receiver locations can be evaluated by $\Phi_{\text{scat}}(x) = D\{\Phi_{\text{total}}\}(x) + ikS\{\Phi_{\text{total}}\}(x)$. Following the same logic used to derive this statement, it can be asserted that the equivalent statement for spherical harmonic coefficients will also hold: $A_{m,n}^{\text{scat}} = ikD_{m,n}^{\text{scat}}\{\Phi_{\text{total}}\}(x) - k^2Y_{m,n}^{\text{in}}\{\Phi_{\text{total}}\}(x)$.

3. Scene 9

Scene 9 is a standard interior admittance problem, so is simpler in its formulation than scene 3. The boundary integral equation to be solved for all $x \in \Gamma$ is $[D - \frac{1}{2}T + ikSY(x)]\{\Phi_{\text{total}}\}(x) = -\Phi_{\text{inc}}(x)$. The scattered pressure may be found by $\Phi_{\text{scat}}(x) = [D + ikSY(x)]\{\Phi_{\text{total}}\}(x)$, and equivalently the spherical harmonic coefficients may be found by $A_{m,n}^{\text{inc}} = ikD_{m,n}^{\text{inc}}\{\Phi_{\text{total}}\}(x)$. Here, the only significant complication is that $Y$ is position dependent so cannot be brought outside $S$. There are, however, a finite number of materials present in the room, each of which has a uniform value of $Y$. It is therefore possible to partition the boundary into segments for which $Y$ is uniform and may be brought outside $S$; this leads to a blocked operator in BEM++. $\Phi_{\text{scat}}$ and $A_{m,n}^{\text{scat}}$ can be found by evaluating the contribution from each material segment separately and then summing the results.

E. Including measured material data

The boundary data provided in the GRAS database was given as third-octave random-incidence absorption coefficient $\alpha$. This was converted to an admittance by assuming the material was purely resistive and locally reacting; the latter being a common assumption and the former being acceptable for materials that are fairly hard and reflective, such as the MDF in scene 3. Using this, and applying the “55 degree rule,” the specific admittance can be found by $Y = \cos(55^\circ)[1 - \sqrt{1 - x}]/[1 + \sqrt{1 - x}]$. This was then interpolated to the required simulation frequencies using a spline fit assuming $\alpha$ to be constant below the lowest band provided (20 Hz).

This approach was, however, not considered adequate for some of the materials present in scene 9. In particular, it was expected that some materials, e.g., the glazing and door, would exhibit reactive behavior that gave significant losses at low frequencies, and that this was likely to be largely missing from measured material data because it would be non-locally reacting. Attempts were therefore made to fabricate plausible low-frequency resonant damping effects in their place. For example, the fundamental glazing resonant modal frequency was estimated from a plausible pane size, and the frequency of the coincidence dip visible in the measured data. This was implemented by fitting a mass-spring-damper model and the admittance data produced was combined with that from the measured data using the non-linear crossover technique from Aretz et al. Missing data for the door was drawn from standard tables and proprietary field data, then embellished in a similar way. The result was a more plausible room response at low frequencies. For full details of the approaches applied see the code included in the supplementary material.

IV. RESULTS

In this section, results are presented to validate the proposed approach. First, the new process in Eq. (8) that encodes the pressure around a receiver will be verified. Then the results for the three case studies are validated against measurement, including BRIRs for scene 3.

A. Verification of sound field encoding process

Here, the objective is to verify the accuracy of $A_{n,m}^{\text{inc}}$ and $A_{n,m}^{\text{scat}}$ coefficients. Evaluating a metric on these coefficients would be the ideal way of quantifying this, but this is complicated by the fact that all other known methods of obtaining them have limitations too. Here instead, the field has been decoded at a set of points in the domain and the values obtained compared to values of $\Phi_{\text{inc}}$ and $\Phi_{\text{scat}}$ computed directly by Eqs. (2) and (7), respectively. 2472 evaluation points were used, arranged quasi-randomly within a sphere of diameter min(1, $\lambda$) centered on $x_i$. The $L^2$ norm of the residual was computed and then normalized by the $L^2$ norm of the “correct” field; both were windowed with a Hanning window centered on $x_i$. The mean and standard deviation were then computed, averaging with respect to frequency and over loudspeaker position for scene 9, to obtain the trends in Fig. 3; error bars indicate ± one standard deviation. Note that only frequencies above 343 Hz were included in these statistics; below that, the simulated array became smaller w.r.t. $\lambda$ so the accuracy computed by the metric was unrepresentatively good. More detailed results plotted versus frequency are included in the supplementary material.

The residual for $\Phi_{\text{inc}}$ is shown for scene 3 only since the trends for scenes 1 and 9 were identical. This continues to reduce over the full range of $O_i$ investigated; what is seen here is just the effect of adding extra terms to the series in Eq. (2), and it appears the $A_{n,m}^{\text{inc}}$ coefficients are calculated...
accurately for all of these. The standard deviation over frequency is extremely small too.

In contrast, the residuals for $\Phi_{\text{scat}}$ converge up to some value and then stop; here, decoding accuracy has been limited by error in the $A_{\text{scat}}^{\text{new}}$ coefficients, indicating the accuracy of the encoding process; this is around 0.03% for scene 3 and around 1% for scene 9. These are average values, however, and the error bars indicate that quite a significant variation occurs; the maximum residual post-convergence was 0.1% for scene 3 and 7% for scene 9. It is clear from this that the $\Phi_{\text{scat}}$ encoding process in Eq. (8) works quite well for scene 3 but rather less so for scene 9. The reason for this requires further investigation; one possibility is that it occurs because of the sudden change in boundary condition between adjacent materials. The accuracy achieved may still be sufficient for auralization purposes, however; note that the error metric used here is rather stricter than the ‘within $x$ dB’ criteria that is often used, and it includes phase error.

B. Scene 1H

The solution of scene 1H did not involve BEM, so it is included as a means of validating the source directivity model in Eq. (1) and encoding process described in Sec. III B. Measured and simulated results are compared in Fig. 4, which is plotted for loudspeaker position 3 from the database (height 2.6 m angled 60° down) and microphone position 1 (height 1.52 m, 4.1 m from loudspeaker horizontally). In both cases, it is seen that agreement is extremely good. Figure 4(a), in which the measured results have been low-pass filtered to match the processing applied to the simulations, shows correct arrival times and polarity, with onset amplitude well matched. Later, the measured result includes a low-frequency oscillation that is absent from the simulated data.

Frequency spectrum agreement in Fig. 4(b) is also good, with measured and simulation within 3 dB except at some notches and around 50–100 Hz, where there is a boost in the measured data; this is likely related to the low-frequency oscillation seen in the measured data in Fig. 4(a).

C. Scene 3

Scene 3 is an attractive verification case because its simulation involves BEM but it generated a sparse, physically insightful reflection pattern for both RIR and BRIRs. Figure 5 shows the RIRs. Again, very good agreement can be seen between simulation and measurement, possibly better than for scene 1H in fact. The onset times, phases and amplitudes of the pulses in Fig. 5(a) are all well captured. In Fig. 5(b), the interference pattern resulting from the flutter echo is very well matched up to the crossover frequency 1 kHz, after which the simulation begins to deviate from the measured result, perhaps because the BEM mesh is no longer being refined. The results from 1.5 to 2 kHz are hidden from the plot so the lower frequencies can be seen more clearly.

The BRIRs are plotted in Fig. 6. In the time-domain results in Figs. 6(a) and 6(b), an instantaneous SPL scale in dB has been used, so that the decay and relative amplitude of the pulse can be see for longer. Again, the pulse times and amplitudes are well-matched and the pattern of which channel is louder matches and makes physical sense. Reflections 1, 4, 7, 10, and 13 are louder in the right ear that faces the loudspeaker, being the original incident wave and its subsequent reflection back around the system, while others are similarly loud or louder in the left ear. The frequency domain match is less good than was seen in Fig. 5(b); the results can be seen to track each other up to 500 Hz at least. Deviations above that could occur because the simulation

![FIG. 4. (Color online) RIRs for Scene 1H: (a) versus time (low-pass filtered), (b) versus frequency.](image1)

![FIG. 5. (Color online) RIRs for Scene 3: (a) versus time (low-pass filtered), (b) versus frequency.](image2)
process has combined datasets that have been measured at different times under different conditions. It should be mentioned that Fig. 6 hides a detail that the simulated and measured BRIR were negated with respect to one another. Noting, however, that the RIRs in Fig. 5 matched in sign and that the encoding and decoding was verified in Fig. 3 and Fig. 2(b), it seems most likely that this originates from the HRTF dataset. Auralizations for this scene are included in the supplementary material that accompanies this article.

D. Scene 9

Scene 9 was included as a more realistic application of the simulation framework. Accuracy is, however, expected to be much poorer than for the other two scenes because: (i) as a closed geometry, the modal and reverberant damping is controlled entirely by boundary absorption mechanisms; (ii) these mechanisms were quite crudely quantified, as discussed in Secs. IB and III E. Results are shown for source position 2, coordinates [0.12, 2.88, 0.72 m], and microphone position 2, coordinates [0.44, −0.15, 0.12 m]; the origin of the coordinate system is roughly the center of the room at floor height.

The RIR is shown in the time-domain in Fig. 7(a) using an instantaneous SPL scale in dB. It was not expected that the fine detail would match and it does not, but it can be seen that the general SPL and the decay rate match well. Figure 7(b) shows the same data in the frequency domain, displaying 0–250 Hz since the modal density above this means no discernable features are observable. The general SPL trend is captured quite well up to 170 Hz, with matches between individual modal frequencies identifiable. That some of these peaks match quite well in SPL and bandwidth is impressive, since this is largely dictated by the boundary absorption data, which was heavily extrapolated. BRIR results are not shown since little detail can be discerned graphically, but auralizations for this scene are included in the supplementary material that accompanies this article.

E. Computation times

Computing times for scenes 3 and 9 are shown in Figs. 8(a) and 8(b), respectively. Here, the main observation is that all trends scale with #DOF (plotted against the right-hand axis). This is expected for the “Setup RHS” and the “Receiver encoding” tasks, being processes 3 and 5 in Fig. 1, respectively, but not for “Setup LHS” and “Solve,” together being process 4 in Fig. 1. In a conventional BEM, these would scale with #DOF^2, so it is clear that the ACA solver has achieved significant computational savings. In contrast, “Setup RHS” and “Receiver encoding” would normally be...
expected to be by far the quickest steps but, due to the aforementioned implementation in as interpreted Python functions, they are much slower than the optimized, compiled core of the library. This should not however be taken as representative of the new source and receiver mapping techniques described herein; it is merely due to implementation compromises and an efficient, compiled implementation of them could be readily achieved.

V. CONCLUSIONS AND FURTHER WORK

This paper has proposed a framework for low-frequency room acoustic simulation, echoing similar frameworks that have been proposed for geometrical acoustics models at high-frequencies. A key component of this was the mapping proposed by Hargreaves and Lam\textsuperscript{18} to encode boundary data to spherical harmonic descriptions of the pressure field around a receiver, and verification data, results, and auralizations using that are provided herein. The full simulation chain was validated using three case studies drawn from the GRAS database, one of which was hemi-anechoic, one fully-anechoic, and one a real room. The simulations were seen to match measurement well for the hemi-anechoic and fully-anechoic cases, but less so for the room; this was expected since standardized means of quantifying boundary material data are not sufficient for the simulation algorithms brought to bear. Clearly, this latter aspect is a limiting factor in the simulation chain, and one that must be addressed if room acoustic simulations are to move from being plausible to reliably physically accurate.

In terms of future work, it is clear that the current implementation of the new source and receiver mappings is extremely inefficient, and an optimized compiled version would be required for serious usage. It is also clear that repeated use of a frequency-domain BEM code followed by IFFT is not an efficient way of generating an impulse response; convolution quadrature\textsuperscript{46} or multifrequency\textsuperscript{49,50} approaches would be far more efficient. More research is required to set bounds on the accuracy of the new pressure field encoding process, since this was seen to vary with the problem modelled. Finally, these simulations have shown that numerical models can closely match reality when the input data is of a good quality but that they deviate when it is not. Hence improved techniques to characterize materials, ideally in situ, are required.
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