Cavity-enhanced optical lattices for scaling neutral atom quantum technologies to higher qubit numbers
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We demonstrate a cavity-based solution to scale up experiments with ultracold atoms in optical lattices by an order of magnitude over state-of-the-art free space lattices. Our two-dimensional optical lattices are created by power enhancement cavities with large mode waists of 489(8) μm and allow us to trap ultracold strontium atoms at a lattice depth of 60 μK by using only 80 mW of input light per cavity axis. We characterize these lattices using high-resolution clock spectroscopy and resolve carrier transitions between different vibrational levels. With these spectral features, we locally measure the lattice potential envelope and the sample temperature with a spatial resolution limited only by the optical resolution of the imaging system. The measured ground-band and trap lifetimes are 18(3) s and 50(2) s, respectively, and the lattice frequency (depth) is long-term stable on the MHz (0.1%) level. Our results show that large, deep, and stable two-dimensional cavity-enhanced lattices can be created at any wavelength and can be used to scale up neutral-atom-based quantum simulators, quantum computers, sensors, and optical lattice clocks.

I. INTRODUCTION

Far-off-resonant optical dipole traps formed by laser light are a foundational technology for modern quantum science [1, 2], and are used in quantum simulators [3], quantum computers [4–7], optical clocks [8], and matter-wave interferometers [9]. When such traps make use of interference between multiple laser beams, they form optical lattices consisting of arrays of nearly identical microtraps that can hold ultracold atoms. The lattice constant and geometry can be chosen by using different wavelengths and arrangements of the interfering laser beams, while the energy barrier between the traps can be tuned by changing the laser intensity.

Lowering the barriers between the traps lets the atoms tunnel between lattice sites and interact, which is the basis of analog quantum simulations [10] of foundational quantum many-body models. These models are important in condensed matter physics [11, 12], quantum optics [13, 14], quantum chemistry [15], and high energy physics [16, 17].

Raising the barriers between the traps prevents any quantum tunneling or thermally activated hopping of atoms between the traps, creating an array of independent and identical quantum systems. This parallelism allows simultaneous interrogation and averaging of the signal derived from many identical systems, which is the basis of optical lattice clocks which enable metrology with 18 digits of precision by averaging the signal from thousands of atoms for one hour [18, 19].

The system sizes that can be simulated on quantum simulators and the precision of optical lattice clocks are both limited by the number of identical lattice sites that can be used. Since optical lattices are created by laser beams, the lattice sites are no longer identical on length scales that are comparable to the finite transverse extent of the beams because the lattice potential depth varies. This inhomogeneity limits scaling atomic quantum technologies to higher numbers of atoms or qubits.

In analog quantum simulators, the depth variation in the optical lattice potential leads to a spatial variation of the tunneling rate, the interaction parameters, and the chemical potential. Therefore, descriptions of such quantum systems must rely on local-density approximations [20] and take into account edge effects that can become more important than those in the bulk system. Analog quantum simulations are often initialized in a low-entropy Mott insulating state, where each lattice site is occupied by a single atom [20]. The lattice inhomogeneity limits the size and fidelity of this Mott insulating state, which in turn restricts the size and fidelity of the analog quantum simulation.

Scaling up quantum resources will also improve the stability of state-of-the-art optical lattice clocks. The fundamental limit to clock stability is the quantum projection noise, which scales \( \propto 1/\sqrt{N} \), where \( N \) is the number of concurrently interrogated atoms. In one-dimensional (1D) optical lattice clocks (the most common type), increasing the atom number leads to interaction-induced frequency shifts [21, 22], which lower the clock’s accuracy. These shifts can be reduced by using 2D [21] or 3D lattices [23], in which case \( N \) is limited by the mode area or mode volume of the optical lattices, respectively. Here, the mode area (volume) refers to the overlap area (volume) of the two (three) orthogonal beams that create the lattices, which is directly proportional to the number of usable lattice sites, and thus \( N \).

For these reasons, solutions to the lattice inhomogeneity problem have been long sought after. Towards this goal, methods to improve the homogeneity have been investigated, such as increasing the lattice beam waist [19, 27], the addition of compensating laser beams [28, 30].
Our new cavity-enhanced 2D lattice setup can adapt to any wavelength of interest, even those for which the available laser power is limited, and our cavity is coated for multiple wavelengths relevant for experiments with ultracold strontium atoms. We demonstrate the advantage of this flexibility by creating our lattices at an unconventional wavelength of 914.3 nm and show more than an order-of-magnitude improvement in system size over free space setups based on the same lasers.

We briefly discuss the design of cavity assembly and its integration into our vacuum system in Section III. Then, we characterize the 2D cavity lattices by loading strontium atoms and performing clock spectroscopy at a wavelength where the differential light shift of the clock states is large. We observe spatially dependent clock excitation with that exhibits carrier and sideband transitions. The high spectral resolution lets us observe vibrational-mode-specific carrier transitions for the first time. These new spectral features provide access to the potential and population distribution in each lattice site. To begin with, we directly map the lattice potential envelope, shown in Fig. 1(b). With the measured potential envelope, we quantify the size and homogeneity of the created potential in Section III. In Section IV, we use the spectrally resolved carriers to measure local temperatures and the polarizability ratio between the two clock states with high precision. Finally, the monolithic cavity design results in a long atom lifetime in the cavity lattices and an excellent stability of the experimental setup as discussed in Sections V and VI.

Our results create new opportunities for quantum simulations of strongly-coupled light matter interfaces [12–14] and quantum chemistry [15]. For such simulations, coherent tunneling over hundreds of lattice sites is desirable [16] which necessitates a large mode area. These simulations also require the creation of state-dependent lattices that trap the clock states with a high contrast ratio and long lifetime [11], which is challenging due to the particularly limited laser power at the necessary wavelengths. Our cavity lattices solve both challenges and solve the problem of scaling up optical lattice clocks and neutral-atom quantum computers to tens of thousands of qubits without any changes to the underlying device.
II. EXPERIMENTAL SETUP

A. Crossed Cavities

Any optical lattice experiment faces a trade-off between system size and lattice depth, given by the beam waist and intensity, respectively. Therefore, limited laser power leads to a technical limit on the system size. A natural candidate to increase laser intensities is an optical cavity (or resonator). In a cavity, light circulating between mirrors constructively interferes with incoming light, thus enhancing the laser power circulating within the cavity. Since the power enhancement factor depends on the mirror reflectivities, whereas a cavity-mode waist depends on the mirrors’ radii of curvature, a cavity provides independent control over the circulating power and waist. This capability lets us achieve deep and large (and thus homogeneous) lattices simultaneously. Other approaches to improve lattice homogeneity use beam shaping via cylindrical lenses [42] or spatial light modulators [31]. However, these approaches face laser power limitations much earlier than power-enhancing buildup cavities.

In contrast to existing buildup cavities, we use a monolithic assembly that is both thermally and mechanically stable [42] to ensure a long-term-stable mode overlap, as shown in Fig. 1(a). In brief, we have optically contacted two pairs of mirrors to an octagon-shaped spacer made from ultra-low-expansion glass, forming two cavities that overlap in the center of the spacer. Our design has no movable parts and is optimized to minimize any potential thermal expansions of the materials that can introduce a relative tilt between the mirrors, which would make the overlap unstable [11, 12]. The spacer has bores with different diameters for optical access and high-resolution imaging. With an interferometric method, we have achieved a near-perfect vertical overlap between the two modes [11, 12].

After construction and characterization, the assembly was mounted in a stainless steel vacuum chamber attached to the vacuum system [45]. In Fig. 2(a), we show this science chamber featuring a pair of re-entrant viewports that allow high-resolution imaging of the atomic sample. The octagon-shaped cavity assembly is mounted to the top viewport in a stress-free manner [41], as sketched in the figure. After bake-out, we reach a pressure below 3×10⁻¹¹ mbar in the science chamber, demonstrating that the cavity assembly is compatible with state-of-the-art ultra high vacuum chambers.

The cavity mirrors are optimized for quantum simulations with strontium atoms and are highly reflective at several selected wavelengths [12]. In the remainder of this work, we couple laser light at 914.3 nm into the cavities. At this wavelength, the finesse and the intracavity power enhancement factor are 5025 (58) and 1132 (13), respectively [12]. By coupling a moderate power of ~80 mW into each cavity arm, we create deep lattices with trap frequencies of 116 kHz, corresponding to lattice depths of 60 μK. We optimize the mode-matching of the input beams to each cavity’s fundamental transverse electric field mode (TEM₀⁰) to ~99% [42]. The laser beams are independently stabilized to the corresponding cavity resonance using acousto-optic modulators (AOMs) as detailed in Appendix A.

B. Atomic sample preparation

To benchmark the performance of our optical lattice setup, we load strontium atoms in the vibrational ground states of the deep cavity lattices. We begin by preparing ⁸⁸Sr atoms using a robust and rapid magneto-optical trap [45] that operates on the narrow ¹S₀-³P₁ transition, as shown in Fig. 2(b). Subsequently, we transport the atoms into the center of the cavity assembly by moving the focus of an optical dipole trap beam at 1070 nm [40]. The beam propagates along the x axis as shown in Fig. 2(c), has a 1/e² beam waist of 50 μm,
and induces a trap depth of $k_B \times 45 \, \mu$K where $k_B$ is the Boltzmann constant. Here and in the following, the trap depth is understood as the potential energy difference between the center of the trap and the gravity-induced saddle point.

During transport, atoms spread axially over a few mm due to the weak axial confinement of the transport beam, and the temperature of the atomic cloud rises to $\sim 7 \, \mu$K. After transport, we perform narrow-line Doppler cooling in a crossed dipole trap. The crossed dipole trap is created by overlapping the 1070-nm-transport beam and a light sheet at 813.4 nm, as sketched in Fig. 2(c). The elliptical light sheet has a $1/e^2$ beam waist of 400 $\mu$m (13 $\mu$m) along the $x$ ($z$) axis with a trap depth of 5 $\mu$K, corresponding to trap frequencies of (20, 5, 500) Hz along the ($x$, $y$, $z$) axes. Subsequently, the transport beam is turned off, and we let the atomic cloud expand in the light sheet.

To adiabatically load the atoms into the cavity lattices sketched in Fig. 2(c), we linearly ramp up the intensity of the cavity beams to a lattice depth (frequency) of 60 $\mu$K (116 kHz). Here, the lattice depth refers to a horizontal modulation depth assuming an infinitely extended 1D lattice where the lattice trap frequency $\nu_t$ and modulation depth $V$ are related by $\nu_t/\nu_{rec} = 2\sqrt{V}/h\nu_{rec}$, where $\nu_{rec} = h/2MA^2$ is the lattice recoil frequency for an atom of mass $M$, and $\lambda$ is the lattice wavelength. At this point, the atoms are trapped in the potential created by the sheet and cavity beams. The cavity beams by themselves would produce deep lattices horizontally, but produce a relatively weak dipole trap vertically with a trap frequency of $\sim 50$ Hz. Therefore, we achieve a tighter confinement along $z$ by having the light sheet intersect the lattice beams approximately at the minimum of the potential created by the lattice and gravity, as shown in the vertical potential in Fig. 3(a).

After loading the atoms into the lattices, we cool the atoms to the vibrational ground band using sideband cooling on the $^1S_0-^3P_1$ transition [17, 48], where the 689.4 nm cooling beam propagates horizontally at 45° to the lattice axes, as sketched in Fig. 2(c). Then, we ramp down the lattice power after sideband cooling to drop the atoms that are trapped only by the lattices but not by the light sheet, and we ramp the lattices back up. Subsequently, we measure in-trap density profiles with in-situ absorption imaging along $z$ [45]. In Fig. 2(d), we show a typical absorption image. We use a large field of view and low resolution imaging with 5.40($\pm$8) $\mu$m per pixel to image the large atomic distribution and do not resolve the lattice structure. Based on the optical density, we expect an average atom number of $\sim 1$ per lattice site at the center of the trap.

C. $^{88}$Sr clock excitation

We perform high-resolution spectroscopy on the ultra-narrow clock transition between $^1S_0$ ($g$) and $^3P_0$ ($e$) of strontium, as shown in Fig. 2(b). Unlike in the fermionic isotope $^{87}$Sr, where the clock transition is weakly electric-dipole-allowed [49] with a linewidth of 1.35(3) mHz [50], accessing the transition of the bosonic isotope $^{88}$Sr requires an external magnetic field [51]. Despite this requirement, we use $^{88}$Sr, because of its high natural abundance and simple electronic structure, which leads to simpler spectroscopic features.

To perform clock spectroscopy, we merge a 698 nm clock probe beam into the same optical path as the 689.4 nm sideband cooling beam, as sketched in Fig. 2(c). We apply clock laser light for $\sim 600$ ms and a bias magnetic field of $\sim 45$ G parallel to $z$, unless specified otherwise. The clock probe beam has a $1/e^2$ waist of $\sim 285 \, \mu$m and a power of 21 mW, where the waist was calibrated as in Ref. [44].

The cavity lattices are created at a wavelength of 914.332 nm. At this wavelength, the differential polarizability of the clock states $\alpha_g - \alpha_e$ is $\simeq 0.15 \, \alpha_g$, as evident from the polarizability plots of $g$ and $e$ shown in Fig. 3(a). Here, $\alpha_k$ specifies the polarizability of a state $k$. The differential light shift is proportional to the light intensity and the differential polarizability. As a result, the clock transition frequency shifts, and the magnitude of the shift varies as a function of lattice intensity. Lattices in which the two clock states experience different light shifts are called non-magic. In contrast, we intentionally make the light sheet operate at the magic wavelength of 813.4 nm, such that it does not shift the transition. Therefore, the local clock shift only originates from the cavity beams. The trapping potential for $g$ and $e$ created by the combi-
nation of cavity beams, light sheet, and gravity is illustrated in Fig. 3(a). In the vertical potential cut, we see a dipole created by the 813.4 nm sheet, and its trap depth is identical for both $g$ and $e$. The horizontal potential cut is dominated by the cavity beams, and $e$ experiences a weaker lattice depth than $g$. Therefore, we see that only the cavity lattices determine the differential light shift in the horizontal plane.

We model the cavity light intensity as the sum of two orthogonal TEM$_{00}$ Gaussian beams with $1/e^2$ waist $w$. We have assumed that the waist of both cavity modes is the same because the two cavities are constructed in the same way [42]. We also assume that the waist stays constant over the area of our interest, which is valid because of the long Rayleigh length of the beams, $z_R \sim 80$ cm. When the clock laser frequency is tuned close to the maximum differential ac-Stark shift, we excite $g$ atoms within the center as illustrated in Fig. 3(b). In contrast, when the laser is red detuned from the maximum, we excite $g$ to $e$ in an equipotential region. This region takes the shape of a ring, reflecting the spatial cross section of the light intensity. Taking such cross sections at different detunings enables us to map out the lattice trap envelope created by the cavity beams.

III. CHARACTERIZING THE LATTICE ENVELOPE

We use the measured equipotential surfaces to characterize the waist and homogeneity of the potential. At each clock laser detuning $\delta$, we take two absorption images, one without clock excitation, OD$_{bg}$, and one with clock excitation, OD$_{clk}$. From these two images, we extract a normalized difference image, (OD$_{bg}$-OD$_{clk}$)/OD$_{bg}$, and reconstruct the potential map as illustrated in Fig. 4(a). This post-processed image reflects the fraction of $g$ atoms that have been depleted by the clock excitation. Here, the depleted atoms include both those atoms that are still in $e$ at the time of imaging and those that have been lost from the trap after the excitation due to inelastic excited state collisions [52, 53]. The details of the excitation process are described in Appendix A. We use this post-processed image representing the depleted ground state fraction for further analysis to eliminate possible systematic errors originating from the initial density distribution.

From a series of post-processed images taken at different detunings $\delta$, we determine each pixel’s resonant detuning $\delta_{res}$, which is proportional to the lattice envelope averaged over each pixel. Example traces of a pixel’s fractional depleted $g$ atoms are shown in Fig. 4(b). Each trace is individually fitted to a Lorentzian lineshape to extract $\delta_{res}$ for its pixel. The distribution of the reduced $\chi^2$ of all the fits is centered around 0.9, and the statistical error on $\delta_{res}$ from the fits is $\sim$100 Hz. The image of $\delta_{res}$ maps the shape of the potential and is shown in Fig. 4(c). The variation of the potential depth across the whole image is $\sim$10% of the total ac-Stark shift, since we only load atoms into the central lattice region.

To quantify the waist and deviation of the measured $\delta_{res}$ from the expected values, we fit the image of $\delta_{res}$ to a fit function that models the potential given by the superposition of two orthogonal TEM$_{00}$ cavity modes. The details of the fit function and fit parameters are described in Appendix C. We perform a weighted least squares fit and obtain a cavity mode waist of 489(8) $\mu$m, where the uncertainty arises mostly from the uncertainty in the image system magnification. Although the fit captures the global Gaussian shape well, the residuals reveal that there are additional fringes shown in Fig. 4(d). Since the peak-to-peak amplitude of the most dominant fringe ($\sim$3 kHz) is an order of magnitude larger than the error on the $\delta_{res}$ estimates ($\sim$100 Hz), the fringes are well resolved. The statistical uncertainties show that our method can resolve structures as small as 300 ppm of the total ac-Stark shift. Due to the additional inhomogeneous fringes, the reduced $\chi^2$ of the lattice envelope fit to the $\delta_{res}$ data is $\sim$5, and the histogram of residuals is asymmetric, as shown at the top right of Fig. 4(d).

We observe the inhomogeneous fringes are well aligned with the cavity axes, and that they are more (less) pronounced parallel to the optical axis of cavity arm 2 (arm 1), corresponding to lattice coordinate $x_2$ ($x_1$), as defined in Fig. 2(c). We characterize the fringe spacings using the peak-normalized 2D Fourier transform of the zero-padded fit residuals. The result is shown at the bottom right of Fig. 4(d) and reveals a factor of three larger fringe amplitude along coordinate $x_2$ compared to $x_1$, peaking at a fringe wavelength of $\sim$65 $\mu$m. Despite the different magnitudes, the Fourier transform shows similar spatial frequency components along both axes. This similarity in the frequency components strongly suggests that a common mechanism causes the fringes along both axes.

The presence of these fringes is surprising, since the mode-cleaning effect of the cavities is expected to lead to a clean potential. We consider three possible scenarios in which the light circulating within the cavities can exhibit such fringes: (1) scattering from defects or dust particles on the cavity mirrors, or contributions of higher transverse modes due to (2) mode mixing from imperfect cavity mirror surfaces, or (3) imperfect input coupling [42].

Based on the fringe wavelengths that we observe, we conclude that a dust particle or scattering center would have to be present $\sim$350 $\mu$m displaced from the mirror’s center. However, our estimates show that such a scattering center would have to scatter tens of percent of the circulating power into a solid angle of $2\pi$ to explain the fringe amplitude that we observe. Given that the fringe amplitude differs by an order of magnitude between each cavity, scattering such a large amount of light should have resulted in a very different finesse for both cavities. Our in-situ measurements show that the finesse of both cavities agrees within 10%.

If we associate the fringes with a contribution of other
transverse modes, the observed 65 μm fringe spacing requires admixture of TEM\textsubscript{mn} modes with \( m > 100 \), where \( m \) counts the number of nodes in the lattice plane. The beam profile associated with such a mode would have a much larger rms diameter than the 489 μm waist of the TEM\textsubscript{00} mode that we observe. The mirror profile at such large transverse extents is not spherical anymore, because it enters the transition into the flat annulus used for optical contacting \[11\,12\], which might explain the irregular fringe patterns in Fig. 3(d). However, we observe fringes with a peak-to-peak amplitude at the 1% level on top of the expected TEM\textsubscript{00} profile. This amplitude can only be explained if the cavity enhances the higher order mode and produces a stable interference pattern between both fundamental and high-order mode. In particular, it is highly improbable that the fringes could be explained by interference between the 40 MHz modulation sidebands used to stabilize the laser to the cavity, because any such interference pattern averages out on the time scales relevant for the atomic motion. An explanation that might be consistent with our observations is an accidental mode degeneracy of the fundamental with a very high-order transverse mode, such that interference between both modes enhances the fringe contrast.

Another potential source of fringes could be artifacts from superradiant scattering of atoms in the cavity lattices or diffraction of the imaging beam from the periodic atom distribution. Determining whether the fringes are present in the cavity lattices or whether they are artifacts of the detection method requires further investigation using a combination of improved beam shaping and alternative detection methods such as site-resolved fluorescence imaging. For the remainder of this work, we assume that the fringes are present in the potential and show that even under this worst-case assumption, the cavity lattices outperform all other existing solutions for scaling up 2D optical lattices.

To our knowledge, we have created the largest far-off resonant 2D optical lattices for trapping ultracold atoms. Our cavity mode waists are more than five times larger than what can be created using the most powerful laser available at this wavelength while preserving the lattice depth, resulting in more than an order of magnitude improvement on the number of available lattice sites. From the measured intensity profile, we estimate an achievable Mott insulator size for the fermionic isotope \(^{87}\)Sr, which has more suitable scattering properties than the bosonic isotope \(^{88}\)Sr. In two dimensions, the interaction energy \( U \) required to form a Mott insulator is approximately \( 8t \), where \( t \) is the tunneling rate \[11\]. For a fixed scattering length, the lattice depth can be tuned to satisfy the condition mentioned above. At a typical depth of \( \sim 10 \) \( \hbar v_{\text{rec}} \), a Mott insulator forms within the region where the energy shift due to the lattice envelope is smaller than the interaction energy between two atoms. We find that the peak-to-peak amplitude of the fringes is three times smaller than the interaction energy, which is \( \sim 700 \) Hz for \(^{87}\)Sr. Therefore, we expect a homogeneous Mott insulator extending up to the boundary set by the interaction energy. The fringes cause small distortions of the Mott insulator shape, as shown in Fig. 4(d). However, our results show that the size would not significantly differ from the ideal size created with perfectly homogeneous lattices.

From these estimates which are detailed in Appendix B, we expect that the Mott insulator state will occupy a region with a diameter of \( D \approx 125 \) μm at a wavelength \( \lambda = 914.3 \) nm. This diameter corresponds to \( N \approx \pi (D/\lambda)^2 \approx 6 \times 10^2 \) lattice sites. The area of the region does not vary much as a function of wavelength \( \lambda \), although the number of sites changes quadratically due to the change in lattice spacing. For this reason, our cavity assembly offers a solution to create large Mott insulators at any wavelength of interest \[26\,14\] supported by the cavity mirrors.
IV. LOCAL CLOCK SPECTROSCOPY IN NON-MAGIC LATTICES

In the previous Section, the discussion focused on driving the most dominant carrier transition between the lowest vibrational states of the \( g \) and \( e \) lattices. The carrier spectrum discussed in Fig. 4(b) was modeled with a Lorentzian function. However, the spectrum can become more complex when transitions between higher vibrational states are considered. We now make use of the high spectral resolution of the clock laser to resolve spectral transitions between such higher vibrational states. This new capability enables us to precisely determine the polarizability ratio of the clock states without having to calibrate the lattice intensities. This ratio is an important quantity that determines the magnitude of the differential light shift and can be used to calibrate state-of-the-art atomic structure calculations \([14]\). Moreover, we find that we can use this method to locally measure temperature with a spatial resolution only limited by the imaging optics.

To understand the spectra we measure, we first consider the sideband spectrum in a deep optical lattice, where tunneling is suppressed. In this case, the spectrum resembles the spectrum of a harmonically trapped ion \([17]\), and a trapped atom occupies a discrete vibrational level \( n \). Assuming an infinitely extended 1D lattice without any radial confinement and considering the quartic distortion by the sinusoidal lattice potential, the vibrational energy spectrum is \([17]\):

\[
E_n/h = \nu_t (n + 1/2) - \nu_{\text{rec}} (n^2 + n + 1),
\]

(1)

where \( \nu_t \) is the on-site lattice trap frequency. With this expression, we can explain all the spectral transitions observed in atoms trapped in a deep non-magic optical lattice.

A typical spectrum consists of three different types of transitions: carrier transitions that maintain the vibrational state, and red and blue sideband transitions that respectively remove and add a motional quantum. In a magic wavelength lattice, the transition frequencies of all carrier transitions are degenerate. From Eqn. (1), we find that the first red and blue sideband transitions are detuned from the carrier by \( \nu_t - \nu_{\text{rec}} \). Typically, the sideband transitions are highly suppressed compared to the carriers transitions by the Lamb-Dicke factor \([17]\). The red sideband is even further suppressed in a laser-cooled sample due to a large ground vibrational state population. In this work, we focus on the carrier and the first blue sideband transitions.

The spectrum becomes more complex in a non-magic lattice, where the trap potential is state-dependent. Thus, the trap frequencies of \( g \) and \( e \) lattices are different, and we use \( \nu_t^k \) to denote the trap frequency of state \( k \). In this case, the carrier transitions are no longer degenerate, but are split by \( \nu_t^g - \nu_t^e \) according to Eqn. (1). Moreover, the first blue sideband is detuned by \( \nu_t^e - \nu_{\text{rec}} \) from the carrier transition of the lowest vibrational state.

In 2D, the vibrational levels are labelled by two independent vibrational numbers \( n_1 \) and \( n_2 \), each corresponding to a vibrational band of one of the lattices. Since the two lattices are orthogonal and do not interfere, the energy spectrum is given by \( E_{n_1} + E_{n_2} \). For simplicity, we consider the case when both lattices have an equal intensity (or depth), \( I = I_1 = I_2 \). In this case, the carrier transitions split according to the total vibrational number \( n_T = n_1 + n_2 \) of the states involved. Therefore, each carrier transition is \( (n_T+1) \)-fold degenerate. An example of a coarse scan over the clock excitation spectrum for \( \nu_t^e \approx 77 \text{kHz} \) in our non-magic 2D lattices is shown in Fig. 5(a). We work in a resolved carrier regime that has not been previously explored. The frequency splitting between the two neighboring carrier transitions is \((\nu_t^g - \nu_t^e) \propto \sqrt{I(\sqrt{\alpha_e} - \sqrt{\alpha_g})} \). To maximize the splitting, we increase \( \nu_t^e \) to \( \approx 109 \text{kHz} \), and take a high-resolution spectrum, zooming into the carrier transitions as shown in the left part of Fig. 5(b). We observe up to three different carrier transitions, of which the one from the lowest vibrational state is the most blue-detuned. The amplitude of the three peaks becomes more comparable when we intentionally heat the sample by applying a beam resonant with the \( ^1S_0 \rightarrow ^3P_1 \) transition as shown in the right part of Fig. 5(b). As we decrease the lattice depth linearly, we observe that the splitting reduces quadratically as expected. Similar to the carrier transitions, the first blue sideband transitions split as well. However, here we focus on the first blue sideband of the lowest vibrational state, which is shown in Fig. 5(c).

The splitting of the carrier transitions is clearly visible in the ground state images as well. As described in Section III, we excite atoms in a ring shape, reflecting the equipotential surfaces of the cavity lattice envelope. When we increase the population of the higher vibrational states by heating the sample, we see additional smaller rings appearing in Fig. 5(d). Each ring results from driving the carrier transitions from different vibrational states, which are resonant at different locations. Similar to what we have seen in Section III all three rings move inward as the detuning increases due to the spatially dependent ac-Stark shift. The dominant carrier transition, which involves the lowest vibrational states, arrives at the center last because it is the most blue-detuned transition. Moreover, the spacing between two neighboring rings increases as the rings approach the center since the potential becomes flatter.

With the resolved carrier and blue-sideband spectrum, we first extract the polarizability ratio \( \alpha_g/\alpha_e \), which is one of the parameters that determine the magnitude of the differential ac-Stark shift. Since \( \alpha_k \propto (\nu_t^k)^2 \), the polarizability ratio \( \alpha_g/\alpha_e = (\nu_t^g/\nu_t^e)^2 \). To measure \( \nu_t^g \) and \( \nu_t^e \), we use an analysis method similar to the one used in Section III. For every two-by-two averaged pixel, we determine the frequency difference between the lowest carrier and first blue sideband peaks, which is \( \nu_t^e - \nu_{\text{rec}} \). To
measure $v_i^0$, we heat the sample to better observe the different carrier peaks. For each spectrum of the averaged pixel, we fit a three peak Lorentzian function with the frequency difference between the peaks constrained to be the same. From the fit, we determine the frequency splitting $\Delta \delta$ between the carriers for each averaged pixel, and combine this value with $v_i^0$ to obtain $v_i^g$ for every pixel, $v_i^g = v_i^0 + \Delta \delta$. The error bars of the parameter estimates from the fits are rescaled according to the reduced $\chi^2$ of the fits to compensate for the non-Gaussian noise of the absorption images.

In Fig. 5(e), we show the polarizability ratio estimated from the pixel-to-pixel $\nu_q$ and $\nu_c$ maps. The weighted mean of the ratio $\alpha_q/\alpha_c = 1.1885 \pm (3 \times 10^{-4})_{\text{stat}} \pm (1 \times 10^{-3})_{\text{sys}}$, which is in good agreement with the theory described in Appendix A. The systematic uncertainty arises from the experimental drifts between the hot and cold data sets that are used to extract $\nu_c$ and $\Delta \delta$, respectively. This uncertainty can be greatly reduced by further minimizing the elapsed time between the data sets. The variance of the ratio across the sample can be explained by the variance of each pixel because the reduced $\chi^2$ is 1.14. Therefore, we conclude that we do not observe a systematic variation of the ratio across the sample. Our method provides improved robustness compared to a similar method explored in Ref. 55 because we can make use of the resolved carrier spectrum combined with spectral imaging.

Finally, we extract the local temperatures of the sample using the carrier spectrum. In the temperature regime that we are considering, the vibrational populations are Boltzmann-distributed. In this case, the temperature $T$ can be estimated by measuring the relative population $p_0/p_1$ of the first two non-degenerate levels and the energy spacing between them, using $k_BT = h(v_i^0 - v_{\text{rec}})/\ln(2p_0/p_1)$. We estimate $v_i^0 - v_{\text{rec}}$ for each pixel using the same method as described above. Next, we use a hotter sample and determine the peak locations and amplitudes by fitting a three-peak Lorentzian function with equal frequency difference between the peaks to each averaged pixel, and we compare the amplitudes of the two most blue-detuned carrier peaks to estimate $p_1/p_0$. For the colder sample, we repeat the same procedure but keep the peak locations fixed to those determined from the hotter sample.

The extracted temperature maps and weighted histograms are shown in Fig. 5(f). We clearly observe a temperature difference between the cold and hot samples at 2.25(2) μK and 4.21(3) μK, respectively. The temperature variation across the samples are within the temperature uncertainty of each pixel because the reduced $\chi^2$ is 1.01 and 1.2 for cold and hot samples, respectively. The temperatures of the cold sample correspond to ~80% vibrational ground state fraction.

Our local thermometry assumes that the induced atom losses during the clock excitation (discussed in Appendix A) do not influence the temperature estimates. This assumption is corroborated by repeating the tem-
In optical traps, heating induces excitation to higher motional bands, leading to motional state decoherence and subsequent atom loss. To characterize the heating sources in our setup, we measure the lifetimes of the ground band population and the overall lifetime of atoms trapped in the cavity lattices.

We characterize the ground band lifetime using the resolved carrier spectrum technique presented in the previous Section. This technique offers a new way to probe the motional ground band populations in the high-lattice-depth regime with high signal-to-noise. In Fig. 6(a), we take two carrier spectra after holding the atoms in the lattices at a modulation depth (trap frequency) of $457\ E_{\text{rec}}$ (116 kHz) for 1 s and for 15 s. By comparing the populations in the ground band at these times and assuming an exponential heating rate, we extract a ground band lifetime of $(18(3)\ s)$, which is comparable to state-of-the-art free space lattice experiments [57] at similar depths in units of the recoil energy.

In addition to the ground band lifetime, we also measure the overall trap lifetime at the same lattice modulation depth. The overall trap lifetime serves as a good benchmark to compare with other setups where the ground band lifetime is not accessible. In Fig. 6(b), we show the number of $g$ atoms trapped in the cavity lattices and light sheet as a function of the trap hold time, and we extract a trap $1/e$ lifetime of $59(2)\ s$.

The heating mechanisms in optical traps include collisions with background gas, incoherent scattering of trap light, and laser-noise-induced heating [57]. Based on the longest trap lifetime we have measured, we project a vacuum-limited lifetime $>180\ s$. The expected lifetime due to incoherent light scattering is also more than two orders of magnitude longer than the observed ground-band lifetime, leaving laser noise as the main source of heating. Moreover, we observe that the lifetime changes depending on the parameters of the laser’s intensity and frequency stabilization control loops.

Laser-noise-induced heating arises due to laser beam intensity and pointing fluctuations. In deep optical lattices, where each lattice site can be approximated as a harmonic trap, the laser intensity (pointing) noise power spectral density at $2\nu_t$ ($\nu_t$) causes parametric heating [58] that results in transitions between lattice bands that are two (one) motional quanta apart. In traps enhanced by optical cavities, we expect the intensity fluctuations to dominate for two reasons. First, heating from pointing fluctuations is strongly suppressed due to the resonator’s mechanical stability [59]. Second, locking a laser to a cavity resonance converts laser frequency noise into amplitude noise, increasing the latter beyond that in free-space optical lattices [60]. Thus, we focus on the relative intensity noise (RIN) of the laser transmitted by the cavities. Combining the RIN and ground band lifetime measurements, we estimate expected lifetimes for different lattice depths as shown in Fig. 6(c). Here, we use the parametric heating rate $\propto \nu_t^2 S(2\nu_t)$, where $S(2\nu_t)$ is the power spectral density of the fractional intensity noise at $2\nu_t$, to scale the lifetimes to the measurement shown in Fig 6(a), based on the model in Ref. [57]. However, based on the rescaled RIN of the transmission, we conclude that the ground band lifetime will be vacuum-limited in most regions, even at wavelengths where very-low-noise non-planar-ring-oscillator lasers [61] are not available.

FIG. 6. Lifetime in the cavity lattices. (a) Resolved carrier spectra in the cavity lattices at a trap depth (frequency) of $457\ E_{\text{rec}}$ (116 kHz). The spectrum on top (bottom) was taken after holding atoms for 1 s (15 s) in the lattices. We extract a $1/e$ lattice ground band lifetime of $\sim 18(3)\ s$. (b) Number of $g$ atoms as a function of lattice hold time. We extract an overall $1/e$ trap lifetime of $59(2)\ s$. (c) Estimated ground band lifetime as a function of lattice depth. The estimation was performed by rescaling the relative intensity noise (RIN) of a Ti:Sapphire laser transmitted through cavity 2. For reference, we show the same estimates obtained from the RIN of the cavity input light and the RIN of a highly intensity-stable Nd:YAG laser.
FIG. 7. Stability of the cavity lattices (a) Cavity resonance frequency change $\Delta f$ as a function of time for both cavities. At $t = 0$, we couple the laser beams into the cavities, which create a circulating power of $\sim 92$ W per cavity. We see a rapid initial decrease of 6 MHz, which corresponds to an expansion of the cavity length by 1 nm. Then, $\Delta f$ settles and fluctuates with a peak-to-peak amplitude of $\sim 2$ MHz. Inset: $\Delta f$ as a function of circulating power for cavity 1 (squares) and 2 (circles). Here, $\Delta f$ is extracted by fitting the trace of the first hour to an exponential function. (b) Fractional intensity variation of the cavity transmission plotted as a function of time.

VI. LONG-TERM STABILITY

Finally, we characterize the long-term frequency and intensity stability of the lattice beams. In our setup, the lattice laser is stabilized to a resonant frequency of the cavity, which slowly changes as the cavity shrinks or expands. Since we do not actively stabilize the cavity length, any length change directly influences the laser frequency. Although we actively stabilize the input beam power before coupling it into the cavity, we do not additionally stabilize the power of the transmitted light. Therefore, the beam power inside the cavity is susceptible to mechanical drifts of the incoming optical components and the performance of the input intensity servo. In this Section, we quantify the frequency and intensity drifts of our setup and discuss the consequences for optical lattice clocks and quantum simulators using our cavity lattices.

To estimate the laser frequency drift due to the cavity length change, we continuously measure two parameters: (i) the laser frequency by beating it with a femtosecond optical frequency comb and (ii) the frequency of the double-pass AOM used to stabilize the laser to the cavity resonance frequency (Appendix A). By subtracting the two numbers, we obtain the cavity’s resonance frequency drift independently of the laser frequency drift. In Fig. 7(a), we plot the change of the resonance frequencies for both cavities as a function of time, starting with the moment we couple light into the cavities. We use a circulating power of $\sim 92$ W in each cavity, matching the conditions of the measurements in Sections III, IV, and V. Within the first hour, we observe a rapid decrease in the resonance frequency of $\sim 6$ MHz. Subsequently, the resonance frequencies settle but fluctuate with a peak-to-peak amplitude of $\sim 2$ MHz.

The decrease by 6 MHz corresponds to a cavity expansion of 1 nm compared to the nominal cavity length of 50 mm. When repeating this measurement at different power levels, we see that the expansion reduces proportionally (see inset). We conclude that the cavity mirrors scatter and absorb part of the circulating light due to the cavity mirror losses, which are $\sim 100$ ppm based on our finesse and transmission measurements. These losses deposit heat on the cavity which therefore expands. We attribute the fluctuations on the long time scales to slow environmental temperature changes, which could be further reduced by stabilizing the temperature of the vacuum chamber.

We use the measured resonance stability to estimate a lower bound of the accuracy of an optical lattice clock based on our cavities. Compared to cavities that are tunable in length [25, 39, 60, 62, 63], we will have to overcome the obstacle of constructing a fully monolithic cavity with resonances as close to the magic wavelength as possible. This problem could be solved by adapting our optical contacting methods [41] to tune the resonance frequency with an accuracy of 10 MHz. The cavity resonance frequency can be further fine-tuned by placing light into the cavity. With these assumptions, we obtain a clock frequency variation of 2 mHz, corresponding to a fractional clock accuracy of $\approx 5 \times 10^{-18}$. We believe that the largest contribution to the cavity frequency variation is the mirror loss, which can be reduced by more than an order of magnitude when using mirrors with <10 ppm loss. This reduction would improve the frequency stability by an order of magnitude, assuming that reducing the mirror loss would proportionally reduce the cavity frequency variation. The necessary temperature control to minimize the black body shift uncertainty reduces the frequency fluctuations caused by environmental changes to the same level. Other systematic effects such as charge-buildup on dielectric surfaces and a non-uniform blackbody radiation background due to the cavity spacer can be addressed using existing techniques. Charge buildup can be reduced by placing electrodes on the inside of the central cavity bore to compensate for stray electric fields and to evaluate the stray field’s magnitude [39]. Blackbody radiation shifts can be suppressed by providing a temperature-controlled environment [39, 64] at low temperatures [67, 68]. With these improvements, we project a possible clock accuracy below $10^{-18}$, which would let state-of-the-art 2D or 3D optical lattice clocks make use of the scaling advantage provided by our cavity lattices.

Finally, we characterize the long-term stability of the cavity lattice depth by measuring the cavity transmission. The Allan deviation of the transmitted power as a function of the averaging time is shown in Fig. 7(b).
We observe a fractional instability below $10^{-3}$ for typical ~20 s cycle times of quantum gas microscope experiments. Furthermore, the transmission of cavity 2 is more stable than the one of cavity 1, which is consistent with the lower input power sensitivity observed in Fig. 7(a). By measuring the transmission and implementing a slow feedback loop on the cavity input powers, we could preserve the stability over many experimental runs which would result in long-term-stable quantum simulation parameters. The fractional stabilities of the tunneling rate $t$ and the interaction energy $U$ roughly scale as $(3/4)(\sigma_V/V)$, where $\sigma_V/V$ is the fractional uncertainty of the lattice depth $V$. Therefore, we expect that it is feasible to achieve a long-term stability of $10^{-3}$ for $t$ and $U$.

VII. CONCLUSION

We have presented a new cavity-based experimental platform for scaling quantum simulators, quantum computers, and clocks based on neutral atoms trapped in optical lattices. Our lattices increase the number of available lattice sites by more than an order of magnitude compared to state-of-the-art free-space lattices \[.] Currently, most far-off-resonant optical lattices are created using high-power Nd:YAG lasers. Here, our solution opens new opportunities to create large and deep lattices at any desired wavelength supported by the cavity mirror coatings.

As a demonstration, we loaded strontium atoms into two-dimensional optical lattices generated at 914.332 nm, which is well-adapted for narrow-line laser cooling of strontium atoms. The lattice laser beams have waists of 489(8) µm and operate at a circulating power of 92 W. This circulating power is more than an order of magnitude larger than commercially available laser power at this wavelength. Despite the large beam waist, atoms are trapped in lattices as deep as 457 $\mu$m, corresponding to trap frequencies of 116 kHz. In these non-magic optical lattices, we perform high-resolution clock spectroscopy. Extending the work of Refs. \[.] we show a highly sensitive method to reconstruct the lattice intensity envelope from the local clock shift. The statistical uncertainty of our reconstruction method shows that intensity deviations as small as 300 ppm of the peak intensity can be resolved. From the reconstructed intensity map, we estimate the size and shape of a future Mott insulator state and conclude that the state will consist of $6 \times 10^4$ atoms. This atom number is more than an order of magnitude larger than in state-of-art 2D optical lattices generated from free space laser beams \[].

The combination of high resolution laser spectroscopy and deep non-magic lattices allows us to resolve different motional carrier transitions of the lattices for the first time. We use this capability to locally measure the sample temperature with high spatial resolution. The resolved carrier spectrum also provides a method to directly measure the ground-band lifetime. We observe ground-band and lattice lifetimes of 18(3) s and 59(2) s respectively, and a long-term lattice frequency (depth) stability on the MHz (0.1%) level. Our results demonstrate that there are no disadvantages of cavity-based far-off-resonant optical lattices compared to free space, while allowing the creation of deep and large optical lattices at wavelengths where the available laser power is limited. These cavity lattices create new opportunities for analog and digital quantum simulation, including controlled collisional phase gates \[] quantum simulations of light-matter interfaces \[] and quantum chemistry \[]. Moreover, the strong reduction in harmonic confinement will reduce the finite size effects for any optical lattice quantum simulator and will reduce the experimental time required for measuring quantum many-body correlations.

The cavity lattices can also be used to improve the precision of lattice-based atom interferometers and optical lattice clocks by providing more identical particles to reduce the quantum projection noise. Our compact and stable cavity design will enable near-future applications of optical atomic clocks that require hands-off operation outside of laboratories such as in satellites and airplanes \[]. Finally, neutral atom arrays in optical tweezers interacting via Rydberg states have become a promising candidate for quantum computing \[,\] but current array sizes have been limited to ~400 sites, partly due to the high laser power required to create larger arrays \[]. With our optical cavity lattices, these neutral-atom quantum computers can be scaled to tens of thousands of qubits.
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Appendix A: Experimental details

1. Crossed cavity locks

The cavity lattice beams at 914.332 nm are generated from a Ti:Sapphire laser. The output of the laser is divided into four paths: a path for locking the laser’s frequency to a pre-stabilization cavity, two paths for coupling into each cavity arm of the crossed cavity assembly,
and an optical heterodyne beat setup with a femtosecond optical frequency comb. Locking the laser’s frequency to a pre-stabilization cavity with piezo-tunable length allows us to keep the laser’s frequency close to the resonance frequencies of the crossed cavities.

The length of the pre-stabilization cavity is actively stabilized by locking one of the resonance frequencies to the clock laser frequency with a Pound–Drever–Hall (PDH) lock. The clock laser itself is frequency stabilized to an ultra-stable reference cavity with a finesse of \( \sim 280000 \). Once the length of the pre-stabilization cavity is stabilized, we lock the Ti:Sapphire laser’s frequency to another of its resonances via the PDH technique as well. For this purpose, the error signal is fed back to a piezo attached to the Ti:Sapphire laser’s bow-tie cavity mirrors.

The two beams that couple into the cavities are each frequency-shifted with separate double-pass acousto-optic modulators (AOMs) and then fiber-coupled to the optical setup for coupling into the cavities. The AOMs tune the frequency of each beam to the resonant frequency for each cavity. To maintain the desired frequency for each beam, we again use the PDH technique, and use the error signal to control the radio-frequency (rf) signal driving the AOMs. The two cavity are separated in frequency by \( \sim 60 \text{ MHz} / \nu_{\text{FSR}} \), with free spectral range \( \nu_{\text{FSR}} = c/2L = 3 \text{ GHz} \), cavity length \( L = 50 \text{ mm} \), and speed of light \( c \).

During the experiments, we actively stabilize the intensity of the laser beams coupled to the cavity. For this stabilization, we split off \( \sim 1\% \) of each beam’s power and send it onto a photodiode. The photodiode signal is compared to a DC signal to create an error signal which is then fed into a proportional-integral (PI) controller that actively controls the amplitude of the rf signals of the double pass AOMs. With this locking scheme, we control the intensity sent to the cavities. The input cavity beams can also be shut off rapidly by turning off the rf power. Disabling the frequency and intensity locks of the two cavity beams does not affect the frequency stability of the Ti:Sapphire laser, since its frequency is pre-stabilized.

To characterize the laser noise, we measure the relative intensity noise (RIN) of the laser under three different conditions: (1) when the laser frequency is locked only to the pre-stabilization cavity, (2) as in (1) but with additional frequency stabilization to the crossed cavities, and (3) the same as (2) but with intensity stabilization, where conditions (2) and (3) are measured after the transmission through the crossed cavity. In Fig. 8, we show such measurements for cavity 2. For comparison, we also measure the RIN of a commercial low-noise Nd:YAG laser. We use these measurements to estimate the ground-band lifetimes at different trap frequencies in Section V.

Finally, an optical heterodyne beat of the Ti:Sapphire laser and the optical frequency comb is used to monitor the absolute frequency of the laser. By simultaneously measuring this frequency and the frequency of the double-pass AOMs that are used for locking, we can determine the absolute frequencies of both cavity modes used to trap the atoms. We use this method to measure the long-term stability of our experimental setup in Section VI.

## 2. Clock excitation

In our experiments, the clock excitation dynamics are susceptible to decoherence mechanisms due to elastic \( e-g \) collisions and fast inelastic \( e-e \) collisions in \( ^{88}\text{Sr} \) [52]. The elastic collisions reset the coherence between \( g \) and \( e \), but the population stays constant, while inelastic collisions cause atom loss.

To distinguish between the two effects, we use a detection scheme that can image both \( g \) and \( e \) atoms separately. To image the in-trap density of \( g \) atoms, we use absorption imaging on the \(^{88}\text{Sr} \) \(^{1}\text{P}_1 \) transition [45] as explained in the main text. To image \( e \) atoms, we remove \( g \)
atoms by applying light resonant with the $^1S_0-^1P_1$ transition and repump $e$ back to $g$ by applying 679 nm and 707 nm laser light resonant with the $^3P_0-^3S_1$ and $^3P_2-^3S_1$ transitions, respectively [52].

Using the above method, we excite atoms in the center of the lattices and take $g$ and $e$ images at different clock excitation durations. From these measurements, we study how the total atom number, i.e. $N_g + N_e$, and the excited state fraction, i.e. $N_e/(N_g + N_e)$, evolve as a function of the clock excitation duration, where $N_s$ specifies the number of atoms in state $s$. Since we work with non-magic lattices and an imaging resolution of 5.40(8) µm, the excited state fraction derived from each pixel is averaged over many different clock laser detunings. For this reason, we study the clock excitation dynamics at the center of the lattices, where the lattice envelope is flattest. The results obtained from averaging the central four pixels are plotted in Fig. 9, where we have repeated the measurement at two different magnetic fields, 45 G and 225 G, respectively. Following Ref. [51], the different magnetic field values proportionally scale the Rabi frequency $\Omega$ [51]. Therefore, we have rescaled the clock laser duration according to the strength of the magnetic field.

We observe a decay of the total number of atoms as shown in the bottom of Fig. 9, which is expected due to the inelastic $e$-$e$ collisions [52]. At the center of the atomic cloud, we estimate $\sim 1$ atom per lattice site on average from the in-situ images. Assuming a Poisson distribution, we expect that $\sim 40\%$ of the populated lattice sites are occupied by more than one atom. Therefore, the clock spectroscopy in our setup is susceptible to atom loss. Here, this loss is advantageous in characterizing the potential, because it enhances the signal-to-noise ratio of the ground state depletion images used for the technique. From the data shown in Fig. 8, we expect that the $40\%$ of the atoms lost from the trap and $60\%$ of the $e$ atoms create the depleted images used in Section III.

From the dynamics of the excited state fractions shown in Fig. 9 (top), we observe an exponential rise to a steady-state value, which resembles strongly dephased Rabi dynamics. At a high magnetic field of 225 G at which we expect $\Omega \sim 2\pi \times 500$ Hz, we observe clear Rabi oscillations that quickly dephase as shown in the inset of Fig. 9 (top). In addition to elastic collisions, there are several other mechanisms that can cause dephasing in our experiments, such as misalignment of the clock probe beam [51], the clock laser linewidth, the clock and lattice laser intensity noise, and the effect of averaging several pixels where each pixel contains contributions from many clock laser detunings. Among these possibilities, our estimates show that the lattice intensity fluctuations are the most dominant dephasing mechanism. At a differential ac-Stark shift of $\sim 400$ kHz, a fractional lattice intensity stability of $\sim 10^{-3}$ causes inhomogeneity in $\delta$ of 400 Hz, which is already on the order of $\Omega/2\pi$ at 225 G. Our setup is particularly susceptible to lattice intensity noise because the techniques described in the main text rely on a large differential ac-Stark shift. Such susceptibility to the lattice intensity noise can be removed by creating the lattices at the magic wavelength.

**Appendix B: Mott-insulator size estimate**

One of the most common initial states for quantum simulations is a Mott insulator, a low entropy initial state in which a single atom occupies each lattice site. Since this is the starting state, the achievable Mott insulator size determines the size and thus the complexity of the simulation. In this Section, we show how this Mott insulator size depends on the waists of the beams that create the optical lattices.

The most important energy scales of quantum simulation in optical lattices are $t$ and $U$, which respectively characterize the tunneling rate of atoms between neighboring sites and the interaction energy between two atoms on the same site as shown in Fig. 10(a). In two dimensions, a fermionic spin-1/2 Mott-insulator forms when the interaction energy $U$ is approximately the same as the ground bandwidth $8t$ [11], filling each lattice site with exactly one atom.

However, since the lattice is not perfectly flat, there is an additional site-specific energy offset $\Delta E$ as shown in Fig. 10(b). This offset leads to an additional constraint, $\Delta E < U$, which limits the size of the Mott insulator. To estimate the system size, we first estimate at which lattice depth the constraint $U = 8t$ is satisfied [11]. Following Ref. [20],

$$U = \sqrt{8/\pi}kaE_{\text{rec}}(V/E_{\text{rec}})^{3/4}, \quad (B1)$$

$$t \sim \frac{4}{\sqrt{\pi}}E_{\text{rec}}\left(\frac{V}{E_{\text{rec}}}\right)^{3/4}\exp\left[-2\left(\frac{V}{E_{\text{rec}}}\right)^{1/2}\right], \quad (B2)$$

where $k = 2\pi/\lambda$ and $a$ are the wave-vector and the scattering length, respectively. The lattice potential can be

![FIG. 10.](image-url)
approximated as

\[ V(x_1, x_2) \sim V\left[ e^{-2x_1^2/w^2}\cos^2(kx_1) + e^{-2x_2^2/w^2}\cos^2(kx_2) \right]. \quad \text{(B3)} \]

Using the expressions above, a Mott insulator forms when

\[ V = E_{\text{rec}} \ln(8\sqrt{2}/k\alpha)^2/4. \]

Let us consider the fermionic isotope \(^{87}\text{Sr}\) which has \(a = 96a_0\), where \(a_0\) is the Bohr radius, and a nuclear spin \(I = 9/2\). When using nuclear-spin-polarized atoms in a mixture of \((g, m_I = \pm 9/2)\) in optical lattices created at a wavelength of 914 nm, the transition to a Mott insulator is expected to occur at \(V \approx 8E_{\text{rec}}\). At this depth, the interaction energy \(U\) is \(\sim 728\) Hz. We can compare this energy \(U\) with the site-specific \(\Delta E\) to estimate the size of the Mott insulator. The site-specific energy \(\Delta E\) scales with the harmonic confinement of the lattice, \(M\omega^2r^2/2\) where \(r^2 = x_1^2 + x_2^2\) and \(\omega = \sqrt{4V/Mw^2}\) is the radial trap frequency. Here, \(M\) is the mass of a \(^{87}\text{Sr}\) atom, and \(w\) is the \(1/e^2\) waist of the beams that create the lattices.

Setting \(\Delta E = U\), we find the radius of the Mott insulator \(r_{\text{Mott}} = w/\sqrt{U/2V}\). Considering the waist of our cavity modes \(w = 489(8) \mu m\), we expect a radius of \(\sim 60 \mu m\). The area defined by this radius corresponds to the region where the lattice depth is within 96 – 97% of the maximum. The total atom number in this region \(N_{\text{atoms}} = \pi r^2/(\lambda/2)^2\) which is \(4 \times 10^4\) to \(11 \times 10^4\) depending on the wavelength, which ranges from 1064 to 689 nm. Performing the same estimates using a waist of \(80 \mu m\) as used in Ref. [57], we obtain an atom number ranging from \(1 \times 10^3\) to \(3 \times 10^3\) for the same wavelength range.

**Appendix C: Fit function derivation**

In this Section, we derive the fit function used in Section [III] describing the spatially dependent detuning that is resonant with the clock transition.

The energy shift of each clock state can be decomposed into two parts: a shift induced by the ac-Stark effect and the zero-point vibrational energy in each lattice site. The former is given by \(-\alpha_k I(x_1, x_2)/2\epsilon_0 c\), where \(\epsilon_0\) is the vacuum permittivity, \(I(x_1, x_2)\) is the total lattice intensity from the both lattices, and \(k\) labels the state \(e\) or \(g\). In orthogonal 2D optical lattices where the two lattices have an identical beam waist \(w\), we can write the lattice envelope as \(I(x_1, x_2) = I_0\left[ e^{-2(x_1-x_0)^2/w^2} + (1 + \varepsilon)e^{-2(x_2-x_0)^2/w^2} \right]\), where \(\varepsilon\) specifies the intensity balance between the two lattices, \(I_0\) is the peak intensity, and \(x_0\) specifies the position of the lattice intensity maximum. The second cause of the energy shift is the zero-point vibrational energy of each state. Assuming that the atoms occupy the vibrational ground state, the zero-point energy experienced by each state is given by \(h\nu_k(x_j)/2\) per lattice axis, where \(\nu_k(x_j)\) specifies the on-site lattice trap frequency that state \(k\) experiences along the lattice axis \(x_j\). The lattice trap frequency also depends on polarizability and light intensity. Following the above definitions, \(\nu_k^e(x_1) = 2\sqrt{\nu_{\text{rec}}\alpha_k I(x_1)/(2\epsilon_0 c)}\) and \(\nu_k^g(x_2) = 2\sqrt{\nu_{\text{rec}}(1 + \varepsilon)\alpha_k I(x_2)/(2\epsilon_0 c)}\).

The resonant condition occurs when the detuning with respect to the free space resonance matches the additional shifts,

\[
\delta_{\text{res}} = \frac{1}{2\epsilon_0 c h} (\alpha_g - \alpha_e) I(x_1, x_2)
\]

\[
+ \sqrt{\nu_{\text{rec}} I(x_1)} (\sqrt{\alpha_e} - \sqrt{\alpha_g})
\]

\[
+ \sqrt{\nu_{\text{rec}}(1 + \varepsilon) I(x_2)} (\sqrt{\alpha_e} - \sqrt{\alpha_g}). \quad \text{(C1)}
\]

In our experiments, we spectroscopically measure the peak trap frequency of \(g\) or \(e\) to calibrate the peak lattice intensity, \(I_0\), and the polarizability ratio, \(\alpha_g/\alpha_e\). We rewrite the above expression with respect to these quantities, where the peak trap frequency is \(\nu_k^e = 2\sqrt{\nu_{\text{rec}}\alpha_k I_0/(2\epsilon_0 c)}\). Then, we can rewrite \(\delta_{\text{res}}\) as

\[
\delta_{\text{res}} = \frac{1}{\nu_{\text{rec}}^e} \left( \frac{\nu_k^e}{2} \right)^2 \left( \frac{\alpha_g}{\alpha_e} - 1 \right) \left[ e^{-2(x_1-x_0)^2/w^2} + (1 + \varepsilon)e^{-2(x_2-x_0)^2/w^2} \right]
\]

\[
+ \frac{\nu_k^e}{2} \left( 1 - \frac{\alpha_g}{\alpha_e} \right)
\]

\[
\nu_k^e \sqrt{1 + \varepsilon} (\epsilon^{-2(x_2-x_0)^2/w^2}) \left( 1 - \sqrt{\frac{\alpha_g}{\alpha_e}} \right), \quad \text{(C2)}
\]

where we have chosen the excited state trap frequency \(\nu_k^e\) rather than the ground state trap frequency for convenience.

We fit the data described in Section [III] to the fit function shown in Eqn. (C2) with an additional frequency offset \(f_0\). The fitted parameters are \(x_0, \nu_{\text{rec}}, f_0, w, \varepsilon\). We obtain a cavity mode waist of \(489(8) \mu m\) with a reduced \(\chi^2\) of \(\sim 5\), as discussed in the main text.

**Appendix D: Clock state polarizabilities**

The polarizability of an electronic state is determined by contributions from the core and valence electrons. The core part of the polarizability can be calculated in the single-electron approximation, including random-phase approximation corrections [80]. The valence part of the atomic state \(i\) is given by the sum of contributions over all electric-dipole coupled states \(k\). This part can be decomposed further into scalar, vector, and tensor parts. For the clock states of \(^{88}\text{Sr}\) where both states have \(J = 0\), only the scalar part contributes [44], and the polarizability can be calculated according to [81].

\[
\alpha_k = \frac{2}{3\hbar} \sum_l \frac{\omega_{kl}}{\omega_{kl}^2 - \omega^2} \langle l|D|k\rangle^2. \quad \text{(D1)}
\]
Here $\langle l|D|k \rangle$ is the reduced dipole matrix element between the clock state $k$ and state $l$. We use $\omega_d$ to denote the corresponding transition frequency. The valence part also depends on the frequency $\omega$ of the light field interacting with the atom.

We calculate the polarizability of the $g$ (e) clock state $5s^21S_0$ ($5s5p^3P_0$) at 914.332 nm in Table I. From the total polarizabilities, we extract $\alpha_g/\alpha_e = 1.18 \pm 0.01$.

| State $l$ | $\Delta E$ (cm$^{-1}$) | $\langle l|D|k \rangle$ (e$\alpha_0$) | $\alpha_k$ (4$\pi e\alpha_0^2$) |
|-----------|-----------------|------------------|-----------------|
| $k = 5s^21S_0$ |
| $5s5p^3P_1$ | 14504 | 0.1510 | 0.53 |
| $5s5p^1P_1$ | 21698 | 5.248 | 248.98 |
| $5s6p^3P_1$ | 33868 | 0.034 | 0.01 |
| $5s6p^1P_1$ | 34098 | 0.282 | 0.38 |
| Other | | | 5.8 |
| Core | | | 5.3 |
| Total | | | 261.0 ± 1.2 |

| $k = 5s5p^3P_0$ |
| $5s4d^6D_1$ | 3842 | 2.671 | −38.25 |
| $5s6s^3S_1$ | 14721 | 1.968 | 85.92 |
| $5s5d^6D_1$ | 20689 | 2.450 | 58.91 |
| $5p^23P_1$ | 21083 | 2.605 | 64.44 |
| $5p7s^3S_1$ | 23107 | 0.515 | 2.16 |
| Other | | | 42.07 |
| Core | | | 5.55 |
| Total | | | 220.8 ± 2.3 |

TABLE I. Contributions to scalar polarizability $\alpha_k$ of the $g$ (e) clock state $5s^21S_0$ ($5s5p^3P_0$) at 914.332 nm. The transition energies $\Delta E$ are listed in cm$^{-1}$ and the reduced electric-dipole matrix elements $\langle l|D|k \rangle$ and polarizability contributions are shown in atomic units, where $e$ ($\alpha_0$) is the electron charge (Bohr radius). Here, Other refers to contributions from states which are not listed explicitly and Core refers to the core polarizability. The uncertainties for individual polarizability contributions result from propagating uncertainties in the matrix elements and lead to the quoted uncertainty for the total polarizability.
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