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Abstract

On April 7, 2021 the Muon g-2 Experiment at Fermilab presented its first result which leads to a $4.2\sigma$ discrepancy between the world average of the muon anomalous magnetic dipole moment and the standard model prediction of this quantity. I take issue with the statistical meaning of this finding.

1 Introduction

On April 7, 2021 the Muon g-2 Experiment at Fermilab presented its first results. Combined with the previous Brookhaven National Laboratory E821 measurement this leads to a new experimental average of the muon anomalous magnetic dipole moment of $a_\mu^{(\text{Exp})} = \frac{g_\mu - 2}{2} = 16592061(41) \times 10^{-11}$. The difference $a_\mu^{(\text{Exp})} - a_\mu^{(\text{SM})} = (251 \pm 59) \cdot 10^{-11}$ has a significance of $4.2\sigma$ [1].

Various press releases, news outlets (but also Chris Polly on the special FNAL seminar presenting this result on behalf of the Muon g-2 Collaboration) translate the $4.2\sigma$ into the claim that the probability of this result being due to chance is just 1 over 40 000. This explanation is incorrect.

Given the importance of this beautiful result (which provides indications for BSM physics) I take the liberty to comment on this rather trivial point which is often misrepresented never the less.

2 What is the meaning of $p$?

The above mentioned probability of 1 over 40 000 corresponds to the infamous $p$-value in the framework of frequentist null hypothesis significance testing [2]. Famously, on the frequentist conception of probability it is not possible to assign
probabilities to hypotheses since they are either true or false (i.e. they are no random variables). To test a hypothesis needs therefore a detour. The \( p \)-value is defined as the probability to get the observed (or more extreme) data under the assumption that the so called null hypothesis, \( H_0 \), is true. In the above case the null hypothesis corresponds to the validity of the standard model.

There is a huge literature on common misinterpretations and misconceptions surrounding the \( p \)-value. Obviously it is incorrect to interpret \( p \) as the probability that \( H_0 \) is true, since \( p \) is calculated under the assumption of \( H_0 \) being true (not to mention that the frequentist framework does not allow probability assignments to hypotheses). If we denote the observed data by \( D \) (and more extreme data by \( D^\ast \)) we may describe the \( p \)-value symbolically as a conditional probability, \( p = P(D^\ast|H_0) \), which should not be confused with the inverse, i.e. \( p \neq P(H_0|D) \). Hence, this misinterpretation has been called the inverse probability fallacy.

However, to claim that the \( p \)-value corresponds to the probability of getting the observed result by a random fluctuation (as suggested by some in the present case of the g-2 experiment) is incorrect likewise. Note, that the \( p \)-value has been calculated under the assumption of a random causation (i.e. assuming \( H_0 \)). Trying to quantify the probability of a random causation needs again to estimate \( P(H_0|D) \). That is, we are just dealing with a variant of the inverse probability fallacy.

All this leaves open what the \( p \)-value does mean. In order to answer this question it is useful to mention briefly another common \( p \)-value misconception, namely the assumption that \( p \) is the probability to commit a type I error. This isn't correct either, because a type I error is committed if the (rejected) null hypothesis is true. Hence, the probability of such an error is again related to the probability of a hypothesis being true. However, this misconception is pointing into the right direction still.

According to the founding fathers of recent hypothesis testing the meaning of \( p \) is the following: If the \( p \)-value falls below a predefined threshold of, say, \( \alpha \) one should act as if the null hypothesis is false. On this \textit{behavioral} strategy it is ensured that \textit{in the long run} the type I error rate will be only \( \alpha \). One may regret that this meaning implies only little for each individual measurement. However, given that the \( p \)-value arises in the frequentist framework its meaning has to be frequentist as well. All of the above misconceptions try to derive quantitative information from an \textit{individual} trial already, which contradicts the underlying frequentist (i.e. "in the long run") conception.

As is well known, probability assignments to hypotheses are possible if one

---

1. The frequentist interpretation estimates the probability of an event \( x \) by the relative frequency of its occurrence. Hence, there needs to be a repeatable process, \( X \), with various possible outcomes.

2. This debate is particularly heated because the null hypothesis significance test (NHST) is the standard procedure in many fields, including e.g. psychology or medicine. Here, a \( p \)-value smaller than 0.05 (which corresponds to 1.96\( \sigma \) in the Gaussian approximation) is enough to claim a "statistically significant" result; see Nickerson \cite{Nickerson2000} for a review of this debate and Wasserstein et al. \cite{Wasserstein2016} for recent developments. Given that the NHST is less prominent in physics this debate gets only minor attention here.
moves to a Bayesian framework \cite{D'Agostini}. However, to estimate the probability of the standard model being valid given the recent Fermilab data needs to include the prior probability $P(H_0)$ – which is presumably rather high.

\section{Conclusion}

On a proper interpretation of the $p$-value obtained by the Muon g-2 Experiment we are justified to act as if the muon anomalous magnetic dipole moment is deviating from the standard model prediction. However, any quantitative judgment would be premature. As with e.g. the Higgs discovery (which has famously passed even the 5$\sigma$ significance threshold) the trust in a finding is not only a matter of statistical “significance” but also of an accepted theoretical explanation\footnote{Note, that the American Statistical Association has recommended to ban the term “statistical significant” from all scientific publications \cite{Carver}.}
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