The intrinsic pathology of self-interacting vector fields
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We show that self-interacting vector field theories exhibit unphysical behaviour even when they are not coupled to any external field. This means any theory featuring such vectors is in danger of being unphysical, an alarming prospect for many proposals in cosmology, gravity, high energy physics and beyond. The problem arises when vector fields with healthy configurations naturally reach a point where time evolution is mathematically ill-defined. We develop tools to easily identify this issue, and provide a simple and unifying framework to investigate it.

\textbf{Introduction:} Classical electromagnetic waves simply pass through each other when they meet since they obey a linear equation. The picture changes in quantum electrodynamics where two photons can scatter off of each other in principle, they are self-interacting in this picture \cite{1}. The use of self-interacting vector fields goes beyond this example. They are prevalent in fundamental theories of gravity and cosmology \cite{2–12}, and in effective field theories encountered in a wide range of research from astrophysics to plasma physics \cite{13–16}, including the photon-photon scattering we mentioned \cite{17}. These theories have interesting mathematical structure in their own right \cite{12, 18–20}, and there are systematic efforts to classify all possible self-interacting generalizations of the photon, building on the massive vector theory of Proca \cite{21–25}. In short, self-interacting vector fields can be encountered in all corners of physics. We will, however, show that some of the simplest and most widely encountered forms of vector self-interaction cannot be included in physical theories, hence, many of the ideas we counted above are in need of reevaluation.

The unphysical aspects of self-interacting vector fields arise because their time evolution is not possible beyond a finite duration. Specifically, we show that the field equations that provide the dynamics become unusable, as they no longer define a time evolution. We demonstrate this for vectors that are not coupled to any external fields, which means our results are independent of the context in which the vector is considered, hence they apply to all conceivable cases. These results build on, and widely generalize, a series of studies which first showed that specific self-interacting theories break down near certain astrophysical objects \cite{2, 26–29}, and more recently generalized this breakdown to simpler couplings and dynamical cases \cite{29, 30}.

A central idea to understand the problem is that the dynamics of the vector field can sometimes be formulated as if governed by a so-called effective metric that depends on the field itself, even when the gravitational coupling is turned off \cite{2, 27–29}. That is, the vector can behave as if in curved spacetime, even when it is not, and this metric can become singular in finite time, at finite vector field values for regular spacetime metrics.

We show for the first time that the effective metric can be constructed \textit{exactly} if spacetime is 1 + 1-dimensional, and most likely not in any other case, but surprisingly it still controls the breakdown of time evolution in any dimension. Our approach improves upon earlier approximate methods \cite{27–29}, and we also dispel some of the confusion in the literature. We demonstrate that without proper analysis, unphysical coordinate effects can be misidentified as problems in time evolution, or a true breakdown can be overlooked in numerical computations, hence the framework we provide is an essential tool for any future work on the topic.

These results are highly surprising since they demonstrate that the vector field theories that can exist in nature are tightly constrained, providing a novel appreciation of the Maxwell and Proca theories. We show that heuristic reasoning in field theories, which is commonly based on scalars, can mislead us and mask problems in general, even in the next simplest example of vectors. Furthermore, we show that the analysis of the dynamics of self-interacting vector fields can reveal anomalies that are not apparent in static solutions or a basic counting of the propagating degrees of freedom, hence, it can be a powerful tool to test a wide variety of theoretical ideas.

Our metric signature is (\(−, +, \ldots, +\)).

\textbf{Explicitly hyperbolic formulation of the nonlinear Proca theory:} A simple generalization of the Proca theory, which we dub the \textit{nonlinear Proca theory (NPT)}, is given by the Lagrangian

\begin{equation}
\mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{\mu^2}{2} X^2 + \frac{\lambda \mu^2}{4} (X^2)^2 \frac{V(X^2)}{X^2},
\end{equation}

where \(F_{\mu\nu} = \nabla_\mu X_\nu - \nabla_\nu X_\mu\) and \(X^2 = X_\mu X^\mu\) for the real vector field \(X_\mu\). The corresponding field equation is

\begin{equation}
\nabla_\mu F^{\mu\nu} = 2V' X^\nu - \mu^2 (1 + \lambda X^2) X^\nu,
\end{equation}

with \(V' = dV/d(X^2)\). We can scale the coordinates and the fields, and without loss of generality set \(\mu^2 = \pm 1, \lambda = 1\).
is established that the effective metric governs the dy-
amic for the Abelian Higgs mechanism (e.g. [14, 15, 31]).

Nevertheless, we still consider $V(X^2)$ to be supplemented
by the term $\epsilon(X^2)^4$ for the sake of argument, for some suf-
ciently small $\epsilon$. One can also physically motivate differ-
ent parameter signs. For example, $\mu^2 = 1, \lambda = 1$ has
a convex self-interaction potential without any intrinsic
instabilities, hence is an analog of the nonlinear Klein-
Gordon equation. $\mu^2 = 1, \lambda = -1$ is an effective field the-
ory for the Abelian Higgs mechanism (e.g [14, 15, 31]).

$\mu^2 = -1, \lambda = -1$ is an analog of the famous Mexican hat
potential.

It is not trivial to judge the well-posedness of NPT
from Eq. (2) since it is not manifestly hyperbolic, i.e. not
in the form of a generalized wave equation. To obtain this
form, we first observe that $X_\mu$ obeys the (generalized)
Lorenz condition [27, 29]

$$\nabla_\nu \nabla_\mu F^{\mu\nu} = 0 \Rightarrow \nabla_\mu (zX^\mu) = 0$$

(3)
due to the antisymmetry of $F^{\mu\nu}$, where $z = 2V'/\mu^2 =
1 + \lambda X^2$.

Using a calculation detailed in Appendix A, we show that
in $1 + 1$ dimensions the principal part of Eq. (2) can be
rewritten as

$$\bar{g}_{\alpha\beta} \nabla^\alpha \nabla^\beta X^\mu + \cdots = M^{\mu}{}_{\alpha} X^\alpha ,$$

(4)
where the ellipses represent single derivative terms, and
the effective metric and the mass square tensor are, re-
spectively,

$$\bar{g}_{\mu\nu} = zg_{\mu\nu} + 2z'X_\mu X_\nu$$

(5)
$$M^{\mu}{}_{\nu} = z^2 \mu^2 \delta^{\mu\nu} + \text{curvature terms.}$$

(6)

We demonstrate in Appendix A that, despite some recent
approximate computations in $3 + 1$ dimensions, the above
result most likely cannot be generalized beyond $1 + 1$
dimensions, and we also discuss the exact form of $M$.
However, the effective metric still determines when the
loss of hyperbolicity occurs in any spacetime dimension
as detailed in Appendix B.

The breakdown of time evolution in NPT: Once it
is established that the effective metric governs the dy-
amic, we immediately see that the time evolution cannot
continue to the future of a point where $\bar{g}_{\mu\nu}$ becomes
singular. Hence, our main task is identifying if and when
this occurs.

Our main result is that, starting from problem-free ini-
tial data, NPT can naturally evolve to a configuration
where the effective metric becomes singular in finite time.
Mathematically, this happens when the determinant van-
ishes

$$\bar{g} = g (1 + \lambda X^2)^d (1 + 3\lambda X^2) = g z^d z_3 = 0$$

(7)
where $g = \det(g_{\mu\nu})$, and we used the determinant lemma
$\det (A + uv^T) = (1 + v^T A^{-1} u) \det A$ in $d + 1$ dimen-
sions.

Hence, $\bar{g}$ vanishes when $z_3 = 0$, which is en-
countered earlier than $z = 0$ starting from small field
amplitudes. Note that the problem is encountered even
when $g_{\mu\nu}$ is regular everywhere, and $X^2$ can have ei-
ther sign, hence, the breakdown is possible for any
$\lambda \neq 0$. We emphasize that a point with $z_3 = 0$ signi-
fies a physical effect, not a coordinate one. Even though
the determinant might vanish due to divergent coordinate
transformations in some cases, the physical impor-
tance of $z_3 = 0$ can also be seen in the Ricci scalar
of $\bar{g}_{\mu\nu}$ which can only diverge at a physical singularity.

$R = F(g_{\mu\nu}, X_\mu, \nabla_\mu X_\nu, \nabla_\mu \nabla_\nu X_\rho)/(z z_3)$ indeed
diverges, since $F$, whose exact form is given in Appendix A,
is generically nonvanishing at points with $z_3 = 0$, demon-
strating our point. Since $X_\mu$ behaves as if it lives in the
spacetime with metric $g_{\mu\nu}$, its time evolution cannot be
continued beyond $z_3 = 0$, the same way any time evolu-
tion cannot be continued beyond a spacetime singular-
ity. Lastly, our analysis in Appendix B also identifies $z_3 = 0$
as the point where hyperbolicity is lost in any dimen-
sion, even when the field equations cannot be posed in a
manifestly hyperbolic form as in Eq. (4).

We should highlight that the above results only em-
ploy the covariant field equation (2) and its necessary
implication Eq. (3), hence the loss of well-posedness is
not a coordinate effect. The appearance of a curvature
singularity additionally signals that there is no formul-
lation of NPT which can evolve beyond this point, see
Appendix B.

$z_3 = 0$ requires the growth of $\lambda X^2$, which can have
various causes, e.g. energy transfer to the vector field
from an outside source [29]. Since we investigate intrinis-
ical pathologies, we do not consider such factors. Rather, we
will see that tachyonic instabilities for $\mu^2 < 0$, or simply
the initial “momentum” of the fields in terms of nonzero
time derivatives suffice. Lastly, note that the growth of
the components of $X_\mu$ is not sufficient by itself, since $\lambda X^2$
can stay small or strictly positive, both of which imply
$z_3 = 0$ is not achieved.

$\bar{g} = 0$ is the only form of breakdown in NPT to the
best of our knowledge, however there has been another
criterion discussed in the recent literature [29, 30], which
is based on the $d + 1$ decomposition [32, 33]. In this

---

1 Despite the notation, $\mu^2$ can have any sign [27, 28].
2 The expansion breaks down at $z = 0$ but the problems we discuss
occur before this point.
3 The overall factor $z$ is optional in the definition of $\bar{g}_{\mu\nu}$, i.e. our
results also hold for $\bar{g}_{\mu\nu} = g_{\mu\nu} + 2z^{-1}z'X_\mu X_\nu$. 4 We were informed after the completion of the initial manuscript
that a version of this criterion was first used by Esposito-Farese et al. [2].
approach we first represent the spacetime as a collection of spatial hypersurfaces in a process called \textit{foliation}, and decompose all tensors into space and time components
\begin{align}
\begin{aligned}
    ds^2 &= -\alpha^2 dt^2 + \gamma_{ij}(dx^i + \beta^i dt)(dx^j + \beta^j dt) \quad (8) \\
    X_\mu &= n_\mu \phi + A_\mu, \quad \phi = -n_\mu X^\mu, \quad A_i = (\delta^\mu_i + n^\mu n_i) X_\mu.
\end{aligned}
\end{align}

The details of this process, some of which can be found in Appendix C, is not central to our discussion, aside from the fact that \( n^\mu = \alpha^{-1}(1,-\beta) \) is a normalized vector field that is orthogonal to the set of spatial hypersurfaces forming our foliation, and defines the slicing of spacetime. \( n_\mu \phi \) is orthogonal to the spatial surfaces, and \( A_\mu \) lies on them. Introducing the “electric field” \( E_i = (\delta^\mu_i + n^\mu n_i) n^\nu F_{\mu \nu} \), equations (2), (3) imply [29]
\begin{align*}
    \partial_t \phi &= \beta^i D_i \phi - A^i D_i \alpha - \frac{\alpha}{\bar{g}_{nn}} z (K \phi - D_i A^i) \\
    -\frac{2\alpha}{\bar{g}_{nn}} &\left[A^i A^j D_i A_j - \phi (E_i A^j - K_{ij} A^j A^i + 2A^i D_i \phi)\right] \\
    &= 0 = D_i E^i + \mu^2 z \phi = C, \quad (9)
\end{align*}

where
\begin{align}
    \bar{g}_{nn} &= n^\mu n^\nu \bar{g}_{\mu \nu} = -z + 2\lambda \phi^2 = -z_3 + 2\lambda A_i A^i. \quad (10)
\end{align}

\( D_i \) is the covariant derivative compatible with the induced metric on spatial slices (\( \gamma_{ij} \)), and \( K_{ij} \) and \( K \) are the extrinsic curvature and its trace, respectively. \( C = 0 \), called the \textit{constraint equation}, is a result of the \( \nu = t \) component of Eq. (2), and does not provide time evolution. However, it has to be satisfied at all times, i.e. on all spatial hypersurfaces.

Recent studies noted that Eq. (9) cannot be solved beyond a point where \( \bar{g}_{nn} = 0 \), which was interpreted as a breakdown of time evolution \footnote{This is based on the earliest preprint versions of these studies which may have been updated since.}. \footnote{This is not relevant for earlier studies with diagonal effective metrics [26–28], for which \( \bar{g}_{nn} = 0 \) implies \( \bar{g} = 0 \).} The significance of \( \bar{g}_{nn} = 0 \) is that the constraint, \( \bar{C} = 0 \), is a polynomial equation in \( \phi \) and the number of roots changes at \( \bar{g}_{nn} = 0 \), as \( \bar{g}_{nn} = \partial \bar{C} / \partial \phi \). This means that \( \phi \) will generically be discontinuous at \( \bar{g}_{nn} = 0 \), and leads to the more apparent issue that \( \partial_t \phi \) diverges.

Before detailing our argument, note that \( \bar{g}_{nn} = -z_3 + 2\lambda A_i A^i \) implies that for \( \lambda > 0 \), \( \bar{g}_{nn} = 0 \) is generically encountered before \( \bar{g} = 0 \), and the order is reversed for \( \lambda < 0 \). Thus, for \( \lambda < 0 \) we never encounter \( \bar{g}_{nn} = 0 \) during hyperbolic evolution. Thus, we will consider the \( \lambda > 0 \) case in the following discussion.

We believe the issue at \( \bar{g}_{nn} = 0 \) to be a \textit{coordinate singularity} which does not imply a physical problem in the time evolution. Namely, \( \bar{g}_{nn} = 0 \) arises when one uses a foliation which is not suitable for \( \bar{g}_{\mu \nu} \), possibly because it is adapted to \( \bar{g}_{\mu \nu} \). \( \bar{g}_{\mu \nu} \) controls the dynamics of \( X^\mu \), hence the time evolution appears to be problematic for an ill-constructed foliation, similar to coordinate singularities in general relativity [33, 34]. That \( g_{nn} = 0 \) implies the inability of the solution to satisfy the constraint does not change this fact, since the form of the constraint equation, hence its root structure, is also foliation-dependent.

Our point can be seen directly in the dependence of \( \bar{g}_{nn} \) on \( \phi = n_\mu X^\mu \), which changes with foliation, unlike \( X^2 \). Consider a point where \( \bar{g}_{nn} = 0 \), \( X_\mu = n_\mu \phi + A_\mu \) and \( X^2 = A_i A^i - \phi^2 \) for a foliation defined by the normal vector \( n^\mu \). We are free to change our foliation, i.e. choose a new normal vector \( \tilde{n}^\mu \), without changing the physics. This provides a new decomposition \( X_\mu = \tilde{n}_\mu \phi + \tilde{A}_\mu \). Then, if \( X^2 > 0 \), we can choose \( \tilde{n}^\mu \) to be orthogonal to \( X^\mu \) so that \( \tilde{\phi} = n_\mu X^\mu = 0 \Rightarrow X^2 = \tilde{A}_i \tilde{A}^i \). Whereas if \( X^2 < 0 \) we can choose \( \tilde{n}^\mu \) to be parallel to \( X^\mu \) so that \( \tilde{\phi} = \text{sign}(\phi) \sqrt{\phi^2 - A_i \tilde{A}^i} \Rightarrow X^2 = -\tilde{\phi}^2 \). In 1 + 1 dimensions this can be done globally with some modifications around \( X_\mu X^\mu = 0 \), but more generally it can at least be performed at the point where \( \bar{g}_{nn} = 0 \). In other words, we can always find a new foliation where \( \tilde{A}_i \tilde{A}^i \leq A_i A^i \) (equivalently \( \tilde{\phi}^2 \leq \phi^2 \)), hence \( \bar{g}_{nn} \leq g_{nn} \); the equality only being possible if \( A_i \) vanishes. Thus, in the generic case, the time evolution can be continued in the tilde foliation without issue, thanks to \( \bar{g}_{nn} < 0 \), proving our point that \( g_{nn} = 0 \) is a result of an ill-suited foliation.\footnote{This is not relevant for earlier studies with diagonal effective metrics [26–28], for which \( \bar{g}_{nn} = 0 \) implies \( \bar{g} = 0 \).}

The exception, \( A_i = 0 \), leads to \( g_{nn} = \bar{g}_{nn} = -z_3 = 0 \). However, this also implies \( \bar{g} = 0 \), hence, the time evolution indeed breaks down in this case, not due to \( \bar{g}_{nn} = 0 \), but rather due to \( \bar{g}_{\mu \nu} \) becoming singular.

\textbf{Numerical results:} We evolved the vector fields of the Lagrangian (1) on a 1+1 dimensional flat spacetime background, \( g_{\mu \nu} = \eta_{\mu \nu} \), using a first order formulation as in Eq. (9). Overall, we confirm that there exist initial data configurations for any value of \( (\mu^2, \lambda) \) for which hyperbolicity is lost. Technical details are in Appendix C.

Sample evolutions for \( \lambda = -1 \) can be seen in Figs. 1 (\( \mu^2 = -1 \)) and 2 (\( \mu^2 = 1 \)), where we encounter \( \bar{g} = 0 \) without any foliation issues, as expected. The main difference between the cases is that \( \mu^2 = -1 \) breaks down even for arbitrarily low-amplitude initial data due to its tachyonic instability, whereas \( \mu^2 = 1 \) requires relatively high initial amplitudes and/or nonzero momentum in the form of \( E_x \). Note that the evolution continues beyond \( \bar{g} = 0 \) as an artifact of the numerics which cannot resolve the problematic fast-growing modes. Hence, these parts of the solutions are not physical (see Appendix C).

From a physical perspective, \( \mu^2 = -1, \lambda = -1 \) is a vector analog of the Higgs potential, where the classical “false vacuum”, \( X_\mu = 0 \), is unstable, but is not dynamically connected to any true vacuum. The effective metric becomes singular well before \( X_\mu \) reaches the minimum of \( V(X^2) \) at \( X^2 = 1 \), at which \( \bar{g} = 0 \).

The \( \lambda = 1 \) cases require special numerical care since \( g_{nn} = 0 \) has to be encountered before \( \bar{g} = 0 \). Even though
physical time evolution is not affected by \( \bar{g}_{nn} = 0 \), numerical computation fails to continue beyond such a point, hence we cannot investigate the physical breakdown using generic foliations. However, we also saw that, \( \bar{g}_{nn} = 0 \) and \( \bar{g} = 0 \) can be coincident if \( A_i = 0 \) at this point. Therefore, to get as close as possible to \( \bar{g} = 0 \), we used initial data that satisfies \( |A_i| \ll 1 \), and \( \phi = 1/\sqrt{3}\lambda + \delta \phi \) chosen so that we are already somewhat close to the loss of hyperbolicity. The question is whether the time evolution proceeds towards breakdown starting from this configuration, or away from it.

Analytically, the leading behavior of Eq. 9, \( \partial_\mu \delta \phi = -\left( \frac{\alpha K}{3\lambda} \right) (\delta \phi)^{-1} + \ldots \), already implies that \( \delta \phi \) evolves towards 0 if \( K > 0 \), which is the case for an appropriate choice of foliation. Thus, we expect the time evolution to break down for \( \mu^2 = \pm, \lambda = 1 \). See a sample numerical evolution in Fig. 3.

Lastly, our results can be generalized to any dimensions, e.g. by using our specific initial configurations along one spatial direction and translation symmetry along the rest. Whether more generic initial data can still lead to loss of hyperbolicity in higher dimensions remains to be seen.

Discussion: The key part of our work was a careful construction of the effective metric, and identifying its singularity as the appropriate criterion for the loss of hyperbolicity. We also revealed the foliation-dependent nature of the commonly used breakdown criterion \( \bar{g}_{nn} = 0 \), which can be easily misidentified as a physical breakdown in numerical studies. In essence, the effective metric is generically curved even when the spacetime metric is not. Thus, even in Minkowski spacetime, the usual setting of high energy theories, tools from general relativity are likely required. We explained some of the basic principals for choosing a well-suited foliation for NPT, but future studies will likely require novel approaches.

The problems we revealed can be traced back to the constrained nature of the time evolution and the Lorenz condition, and these do not rely on the specific form of \( V(X^2) \), only that it is not linear in \( X^2 \). Derivative self-interactions also generally lead to generalized Lorenz conditions and constrained evolutions, hence, we expect most, if not all, self-interacting vector field theories to suffer from the same issues.

We demonstrate that the intuition gained by studying scalar fields cannot be directly applied to vectors. For example, the \( \phi^4 \) scalar field theory can be evolved indefinitely for all \( (\mu^2, \lambda) \), even if the field amplitude grows without bound. Contrast this with our results, showing that for all \( (\mu^2, \lambda) \) the evolution breaks down at finite field values. This is despite the fact that NPT is a member (perhaps the simplest) of the generalized Proca theories, which are explicitly constructed to be ghost free [22].
Therefore we suggest that simply counting the degrees of freedom is not sufficient, and our results are essential in investigating the viability of such theories.

All our conclusions about the pathology of NPT considered the theory at face value, i.e. not as an effective approximation to a yet more fundamental theory. Nevertheless, self-interacting vectors, for $\lambda \leq 0$ [35, 36], can appear as such effective fields in some contexts, hence the problems may be resolved in a complete theory. Thus, NPT can still be useful as long as such limitations are taken into account. Exploration of these topics is a lengthy endeavor by itself and an important part of ongoing [37] and future research.

This study identified the problematic nature of one of the simplest classical field theories, that of a self-interacting vector. We hope our results lead to further research on mathematical constraints on field theories, and the physical implications of such results.
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Appendix A: Derivation of the effective metric

Here, we provide a detailed derivation of the manifestly hyperbolic formulation of NPT field equations (4) in 1+1 dimensions. The starting point is the more commonly encountered form of the field equation, Eq 2, which leads to [27–29]

\[
0 = \nabla^\mu F_{\mu \nu} - z \mu^2 X_\nu \\
= \nabla^\mu \nabla_\mu X_\nu - \nabla^\nu \nabla_\nu X_\mu - z \mu^2 X_\nu \\
= \nabla^\mu \nabla_\mu X_\nu - \nabla^\nu \nabla_\nu X_\mu - R_{\mu \nu} X_\mu - z \mu^2 X_\nu \\
\text{(A1)}
\]

where we use the definitions of the Riemann and Ricci tensors. The first term on the last line is already the wave operator acting on the vector field, however we need to rewrite the next term, $\nabla_\nu \nabla_\mu X_\mu$, to render the whole equation manifestly hyperbolic. This is typically achieved using the Lorenz condition [27–29]

\[
\nabla_\nu (z X^\nu) = 0 \Rightarrow \nabla_\mu X^\mu = -\frac{1}{z} X^\mu \nabla_\mu z \\
\text{(A2)}
\]

Let us insert this into Eq. (A1), and only keep track of the second derivative and no derivative terms

\[
0 = \nabla^\nu \nabla_\mu X_\nu + \frac{1}{z} X^\mu \nabla_\mu \nabla_\nu z - R_{\mu \nu} X^\mu - z \mu^2 X_\nu + \ldots
\]

\[
= \nabla^\nu \nabla_\mu X_\nu + \frac{2z'}{z} X^\mu \nabla^\nu \nabla_\nu \nabla_\mu X_\nu - R_{\mu \nu} X^\mu - z \mu^2 X_\nu + \ldots
\]

\[
= \nabla^\nu \nabla_\mu X_\nu + \frac{2z'}{z} X^\mu \nabla^\nu \nabla_\nu \nabla_\mu X_\nu + \frac{2z'}{z} X^\mu X^\nu \nabla_\nu F_{\mu \nu}
\]

\[
- R_{\mu \nu} X^\mu - z \mu^2 X_\nu + \ldots
\]

\[
= (z g_{\mu \rho} + 2z' X_\mu X_\rho) \nabla^\nu \nabla^\rho X_\nu + 2z' X^\nu X^\mu \nabla_\nu F_{\mu \rho}
\]

\[
- z R_{\mu \nu} X^\mu - z \mu^2 X_\nu + \ldots \\
\text{(A3)}
\]

Here, we use $\nabla_\mu \nabla_\nu z = \nabla_\nu \nabla_\mu z$ on the first equation, $\nabla_\mu (X_\mu X^\rho) = 2X^\rho \nabla_\mu X_\rho$ on the second equation, and the definition of $F_{\mu \rho}$ on the third one. We simply group some terms together on the last equation and multiply by an overall factor of $z$, which suggests defining the effective metric

\[
\mathcal{g}_{\mu \rho} = z g_{\mu \rho} + 2z' X_\mu X_\rho . \\
\text{(A4)}
\]

However, the $\Theta_{\nu}$ term is also second order, hence contributes to the principal part of the partial differential equation. This means we still need to show that $\Theta_{\nu}$ can be rewritten in terms of lower order expressions if $\mathcal{g}_{\mu \nu}$ is indeed the metric that governs the hyperbolic evolution of $X_\mu$. We were not able to find a general equality that leads to such a result, hence Eq. (A3) cannot be put into this manifestly hyperbolic form for a generic spacetime to the best of our knowledge. Note that we did not assume anything about the metric or spacetime dimensions until this point, so Eq. (A3) is valid in all cases nevertheless.

Surprisingly, our specific case of interest, the 1+1-dimensional spacetime, is an exception to the above null result, that is, we can find a hyperbolic formulation of NPT in this case. For 1+1-dimensional flat spacetime, $F_{\nu \rho} = \pm \alpha E_x$ when it does not vanish. A straightforward insertion of $\partial_t E_x$ from the evolution equation and $\partial_x E_x$ from the constraint in Eq. (C1) shows that $\Theta_{\nu} = 0$. The result can be generalized to any spacetime in 1+1 dimensions by, for example, using the fact that all such spacetimes are locally conformally flat. Hence, our task for obtaining a hyperbolic equation for $X_\mu$ is completed, for 1+1 dimensions. $\mathcal{g}_{\mu \rho}$ above is indeed the effective metric.

A central part of this study is identifying the physical singularities of the effective metric, which occur when a curvature scalar diverges. The effective metric is related to the spacetime metric through a so-called (vector-dependent) desformal transformation for which the associated Ricci scalars are related as [24]

\[
\mathcal{R} = \left( \frac{g^{\mu \rho}}{z} - \frac{2\lambda}{z \mu^2} X^\mu X^\rho \right)
\]

\[
\times (R_{\mu \rho} - 2\nabla_{[\mu} B^\nu_{\rho]} + 2 B^\alpha_{[\mu} B^\nu_{\rho] \alpha}) \\
\text{(A5)}
\]
where $|\ |$ represents antisymmetrization of indices, and

$$B^\mu{}_{\nu\rho} = \frac{1}{2} \left( \frac{g^{\mu\sigma}}{z} - \frac{2\lambda}{z^2} X^\mu X^\sigma \right) \left( \nabla_\nu g_{\rho\sigma} + \nabla_\rho g_{\sigma\nu} - \nabla_\sigma g_{\nu\rho} \right)$$

(A6)

is the difference in the Christoffel symbols for $g_{\mu\nu}$ and $\bar{g}_{\mu\nu}$. The factors of $z$ and $z_3$ are apparent in the denominator, and there is no symmetry in the system to cancel these with the terms in the numerator in the generic case. Hence, $R$ is divergent and $\bar{g}_{\mu\nu}$ is singular when $z_3 = 0$. We also calculated $\bar{R}$ for $g_{\mu\nu} = \eta_{\mu\nu}$ in 1 + 1 dimensions, and explicitly checked that it diverges on shell, i.e. when the field equations of $X_\mu$ are also taken into account.

Clough et al. [29] recently worked out the steps above to obtain an effective metric for the general spacetime metric in 3 + 1 dimensions. They explicitly mention that they neglect a term that is equivalent to $\Theta_\nu$ to obtain the effective metric, which has the same form as ours. We were unable to find any argument to show that $\Theta_\nu$ is negligible compared to the other terms in general, despite our attempts. We should nevertheless emphasize that none of the main results and conclusions in Clough et al. [29] are directly affected by this discussion, since their numerical formulation, which we adapt, is a 3+1 decomposition of Eq. (2), hence does not employ $\bar{g}_{\mu\nu}$ (which they call $\hat{g}_{\mu\nu}$) in any direct manner. Moreover, we will prove in the next section that $\bar{g}_{\mu\nu}$ still provides a direct indication of the breakdown of hyperbolicity in any dimension, even when it is not the effective metric in the sense we use the term.

We suggest a simple heuristic argument for the uniqueness of 1 + 1 dimensions in the case of hyperbolic formulations for NPT. To reduce the order of $\Theta_\nu$ so that it does not contribute to the principal part of the equations, one needs to substitute out all appearances of derivatives of the electric and magnetic fields. In 1 + 1 dimensions, $F$ is a top form and so only contains one degree of freedom, which we call $E_x$. Both $\partial E_x/\partial t$ and $\partial E_x/\partial x$ appear in $\Theta$ but using the two equations of motion these can be directly substituted out, see Eq. (C1). In $n$ dimensions there are $(n^2)$ degrees of freedom in $F$, up to $n$ first derivatives for each and only $n$ equations for reducing the order, and $(n^3)$ Bianchi identities for relating derivatives, all in that means there are (up to) $n(n^2)-n(n-1)/3$ contributions to the principal part. For $n > 2$ this is larger than 0. Such a simple counting is likely to overstate the issue as, for example, in 1 + 1 dimensions $\Theta$ actually vanishes on shell, which is not immediate from this analysis.

Our discussion so far concentrated on the effective metric, and we overlooked the effective mass squared tensor $\bar{M}^\mu{}_{\nu}$ in Eq. (6). This tensor is typically considered as the coefficient of the vector term with no derivatives acting on it, $\bar{M}^\mu{}_{\nu} X_\mu$, and one can consider it to be

$$\bar{M}^\mu{}_{\nu} = z^2 \mu^2 \delta^\mu{}_{\nu} + z R^\mu{}_{\nu}$$

(A7)

in Eq. (A3). This form of the mass square tensor is indeed useful, and can be indicative of the appearance of tachyons as exemplified in many theories [27, 28].

The reason we refrained from providing an exact curved spacetime formula for $\bar{M}$ in Eq. (6), is that, once a coordinate chart is set, the behavior of the differential equation is determined by the partial derivatives rather than the covariant ones, which means covariant derivatives in Eq. (A3) also contribute to the no-derivative term in the form of the Christoffel symbols. Hence, the behavior is controlled by all such terms, $2\bar{R}^\mu{}_{\nu}$, which is not a tensor in the strict sense any more:

$$\bar{M}^\mu{}_{\nu} = z^2 \mu^2 \delta^\mu{}_{\nu} + z R^\mu{}_{\nu}$$

(A8)

where all the terms except the first one are due to curved spacetime or use of curvilinear coordinates. For example, the second line is the contribution of $\bar{g}_{\tau\rho} \nabla^\tau \nabla^\rho X_\nu$ in Eq. (A3). We should further add that, a tachyon is often associated with specific modes in a mode decomposition of the field, which can bring yet more terms that are not present in Eq. (A8). The centrifugal barrier term $\ell(\ell+1)/r^2$ that contributes to the effective potential of spherical harmonic modes $(\ell, m)$ in 3 + 1 dimensions is a well-known example [27, 28]. Finally, we should note that when the effective metric is not known in higher dimensions, the meaning of $\bar{M}$ and $\bar{R}$ are ambiguous since the effect of no-derivative terms are apparent for manifestly hyperbolic form of the equations, but not in general.

### Appendix B: The role of the effective metric in other dimensions

Here we demonstrate that the effective metric does have an important role in any dimension. We can see this by directly inspecting the principal part of the linearized problem, which should be well posed if the nonlinear problem is [38] (see Esposito-Farese et al. [2] for an alternative analysis.). Labelling background quantities with subscript (0) and perturbation quantities with a prefix $\delta$ we have,

$$\left( z(0) g_{\mu\nu}^{(0)} + 2 z'(0) X_\mu^{(0)} X_\nu^{(0)} \right) \partial_\mu \partial_\nu \delta X_\alpha + 2 z'^{(0)} X_\mu^{(0)} X_\nu^{(0)} \partial_\mu \partial_\nu \delta F_{\alpha\nu} + 1.0.t = 0 .$$

Expanding out $\delta F$ leads to

$$P_\alpha = \left( z(0) g^{(0)}_{\mu\nu} + 2 z'(0) X^{(0)}_\mu X^{(0)}_\nu \right) \partial_\mu \partial_\nu \delta X_\alpha + 2 z(0) X^{(0)}_\mu X^{(0)}_\nu \partial_\mu \partial_\nu \delta X_\alpha \right) .$$

From here we will drop the subscripts (0) for convenience.

The following notation is based on that of Ref. [39]. The key point to note is that the background fields can be taken to be roughly constant on small enough scales, and
it is necessary for the “frozen-coefficients” problem to be well-posed for the general problem to be well-posed [38]. Then, we can make the replacement \( \partial_\mu \partial_\nu \delta X_\beta \to k_\mu k_\nu \chi_\beta \), where \( k \) is a wave 4-vector and \( \chi_\beta \) are Fourier amplitudes. Doing so, we can extract the principal symbol \( \mathcal{P}(k) \), which one can think of as the inverse of the propagator, from

\[
\mathcal{P}(k)^\beta_\alpha \chi_\beta = z g_{\mu\nu} k^\mu k^\nu \chi_\alpha + 2 z' X_\mu k^\mu X^\beta k_\alpha \chi_\beta
\]

\[
\Rightarrow \mathcal{P}(k)^\beta_\alpha = z g_{\mu\nu} k^\mu k^\nu \delta^\beta_\alpha + 2 z' (X^\mu k_\mu) X^\beta k_\alpha. \quad (B3)
\]

From a physical perspective, \( \mathcal{P} \) provides the relationship between the wave numbers and frequencies of the modes, i.e., the dispersion relation, through \( \det \mathcal{P} = 0 \).

The symbol is in the form of a matrix plus a bivector, so we can use the matrix determinant lemma as in Eq. (7). In \( d + 1 \) dimensions we have \( \det A = (z g_{\mu\nu} k^\mu k^\nu)^{d+1} \), \( A^{-1} = I / (z g_{\mu\nu} k^\mu k_\nu) \), with \( I \) the \( d + 1 \times d + 1 \) identity matrix, finally resulting in

\[
\det \mathcal{P} = (z g_{\mu\nu} k^\mu k^\nu)^d (z g_{\alpha\beta} + 2 z' X_{\alpha} X_{\beta}) k^\alpha k^\beta
\]

\[
= (z g_{\mu\nu} k^\mu k^\nu)^d (z g_{\alpha\beta} k^\alpha k^\beta). \quad (B4)
\]

Therefore there are two distinct types of modes, the standard ones, that solve \( g_{\mu\nu} k^\mu k^\nu = 0 \) and those that solve \( z g_{\mu\nu} k^\mu k^\nu = 0 \), and a separate singular case of \( z = 0 \). The modes governed by \( g_{\mu\nu} \) can lead to a loss of hyperbolicity. This means a change of signature of this effective metric directly indicates ill-posedness even when the principal part of the differential equation cannot be written purely in terms of the associated wave operator. Thus, the effective metric can indeed be used to analyze the instability characteristics of time evolution in 3 + 1 dimensions, or any other.

Recall that Eq. (7) and (10) imply in any dimension

\[
\det \bar{g}_{\mu\nu} = \det g_{\mu\nu} z^d (\bar{g}_{nn} + 2 \lambda A_1 A^1), \quad (B5)
\]

which means that \( \bar{g} = 0 \) always occurs before \( \bar{g}_{nn} = 0 \) for \( \lambda < 0 \), and the order is reversed for \( \lambda > 0 \). As a specific example, it is likely that hyperbolicity is lost due to \( \bar{g} = 0 \) before \( \bar{g}_{nn} = 0 \) is reached in the \( \lambda < 0 \) cases of Clough et al. [29]. Similarly, it is possible that in the \( \lambda > 0 \) case, the time evolution is still well-posed when they encounter \( g_{nn} = 0 \), and the numerical scheme fails.

We once again emphasize that all results in this section are direct implications of the covariant field equations (2)-(3), and do not depend on a specific formulation of the evolution of \( X \). Namely, there is a degree of freedom in \( X \) that propagates in a spacetime with a naked curvature singularity when \( g_{\mu\nu} \) becomes degenerate (see Eq. (A5)), and one cannot uniquely continue time evolution to the future of such a singularity regardless of what specific formulation is used.

### Appendix C: Solving the NPT equations

#### 1. Field equations and foliation choices

We use a \( d + 1 \) decomposition of the complete system of field equations on a fixed background metric [29, 40]:

\[
d_t \phi = - A^i D_i \alpha - \frac{\alpha}{g_{nn}} z (K \phi - D_i A^i) + \frac{\alpha}{g_{nn}} Z + 2 \frac{\lambda \alpha}{g_{nn}} (A^i A^j D_i A_j - \phi (E_i A^i - K_{ij} A^i A^j + 2 A^i D_i \phi))
\]

\[
d_i A_i = - \phi D_i \alpha - \alpha (E_i + D_i \phi)
\]

\[
d_i E_i = D_j [\alpha (D_i A_j - D_j A_i)] + \alpha (K E_i - 2 K_{ij} A^j) + \mu^2 z \alpha A_i
\]

\[
d_i Z = - \alpha (\kappa Z - C)
\]

\[
z = 1 + \lambda A_1 A^1 - \lambda \phi^2.
\]

Lapse \( \alpha \), shift \( \beta \), induced metric \( \gamma_{ij} \), extrinsic curvature \( K_{ij} \) and its trace \( K = \gamma^{ij} K_{ij} \) determine the specific foliation we use for the spacetime whose details can be found in standard references [33]. Indices of spatial tensors are raised and lowered with the induced metric \( \gamma_{ij} \) and \( d_i = \partial_i - L_\beta \), where \( L_\beta \) is the Lie derivative along \( \beta \). We keep our formulation general for \( d + 1 \) dimensions even though our numerical results are for \( d = 1 \). \( Z \) is an auxiliary constraint damping variable that ensures that the constraint does not grow due to numerical reasons [29, 40].

We discussed the importance of the foliation employed in Eq. (C1) in order to avoid encountering \( g_{nn} = 0 \) early in the computation. This means, even if the spacetime metric is flat, one may need nontrivial foliations that are better compatible with the effective metric \( g_{\mu\nu} \). \( g_{nn} = 0 \) is not an issue for \( \lambda = -1 \) (Figs. 1 and 2), where we used the trivial foliation

\[
ds^2 = -dt^2 + dx^2, \quad (C2)
\]

hence, \( \alpha = 1 = \gamma_{xx} \) and \( \beta_x = 0 = K_{xx} \). Spatial tensors have a single component, and we use the index \( x = 1 \) for clarity.

For \( \lambda = 1 \) (Fig. 3), we used

\[
ds^2 = -d\tau^2 + \frac{b x}{1 + x^2} d\tau dx + \left(1 - \frac{b^2 x^2}{1 + x^2}\right) dx^2, \quad (C3)
\]

which is a slightly generalized version of the hyperbolic slicing \( b^2 (\tau - t)^2 - x^2 = 1 \) [33, 41] with \( |b| \leq 1 \). This
means

\[ \alpha = \left(1 - \frac{b^2 x^2}{1 + x^2}\right)^{-1/2} \]

\[ \beta_x = \frac{b x}{\sqrt{1 + x^2}} \]

\[ \gamma_{xx} = 1 - \frac{b^2 x^2}{1 + x^2} = \frac{1}{\gamma_{xx}} \]

\[ K_{xx} = b \left(1 + x^2\right)^{-3/2} \left(1 - \frac{b^2 x^2}{1 + x^2}\right)^{-1/2} \]  

We used \( b = 0.95 \) in Fig. 3, which satisfies the \( K > 0 \) condition needed for breakdown.

Hyperbolic slicing was sufficient to approach the true singularity of \( \bar{g}_{\mu\nu} \) for our current purposes, however, it is not tailored as a foliation compatible with \( \bar{g}_{\mu\nu} \). Exploring such specific coordinate choices will be a priority in future studies.

2. Initial data

The initial data for the cases that demonstrate the breakdown of time evolution is constructed using the constraint in Eq. (9)

\[
\frac{1}{\sqrt{\gamma}} \partial_t \left( \sqrt{\gamma} \gamma^{xx} E_x \right) + \mu^2 \left[ 1 + \lambda \left( \gamma^{xx} A_x^2 - \phi^2 \right) \right] \phi = 0,
\]

where we used \( D_i V^i = \gamma^{-1/2} \partial_i (\gamma^{1/2} V^i) \), \( \gamma = \det(\gamma_{ij}) = \gamma_{xx} \).

In the \( \mu^2 = \pm 1, \lambda = -1 \) examples (Figs. 1 and 2), we use the trivial foliation (C2) and

\[
\phi(0, x) = 0, \quad A_x(0, x) = A_A \ e^{-x^2/(2\sigma_x^2)}
\]

The initial data for \( E_x \) can be computed trivially as \( E_x(0, x) = \text{const} \). For \( \mu^2 = -1, \lambda = -1 \), the simplest case of \( E_x = 0 \) leads to the breakdown of the time evolution for any \( A_A \). This is not the case for \( \mu^2 = -1, \lambda = 1 \), but choosing a sufficiently negative constant for \( E_x(0, x) \) leads to breakdown, see Fig. 2.\footnote{Nominaly, this means \( E_x \) is not asymptotically vanishing, however this can be changed by a simple argument. Instead of having \( E_x(0, t) = \text{const} \) everywhere, we can have this condition in a large but finite region around the origin, but let \( E_x \) slowly approach zero at further distances after a transition zone where \( A_A(0, x) \) is tiny. \( \phi \) does not vanish in the transition zone, and has to satisfy the constraint. However, \( A_A \) and \( D_i E^i \) terms can be made arbitrarily small, and we need to solve \( \phi(0, x) \left(1 - \delta_1 + \phi^2(0, x) \right) = \delta_2 \), for small \( \delta_1, \delta_2 \), which is always possible. The nonzero \( \phi \) fields will travel inwards and change our simulation results in principle, but we can choose the transition zone to be far enough that inward moving disturbances cannot reach the actual computation region before the breakdown occurs.}

3. Computational setup

To solve Eq. (C1), we imposed free boundary conditions at a large distance from the region where the initial data was appreciably different from zero, and checked that their effect did not travel into the region around the origin during our computation by considering different box sizes. This is quite wasteful of resources, which is tolerable for 1 + 1 dimensions, but future studies in 3 + 1 dimensions would likely require compact coordinates, mesh refinement, or both. This and other inefficiencies in our methods can be addressed by the standard tools of numerical relativity when the need arises.

We used 4th order finite differences for spatial derivatives, and the method of lines with the classical 4th order Runge-Kutta method for the time evolution. The simplicity of the one dimensional problem enabled us to use a single grid, and numerical dissipation was not required. This led to robust 4th order convergence of the fields and the constraint in all cases, and a sample of our convergence analysis can be seen in Fig. 4.

4. Gradient instabilities and convergence pitfalls

Despite the exemplary convergence in Fig. 4, one should be wary of the evolution in the cases where hyperbolicity is lost, \( \bar{g} > 0 \), since it is known that our system of equations do not form a well-posed problem in such regions of spacetime, but the numerics do not immediately crash, and might even seem to converge in low resolution.
It is instructive to briefly study the nature of the gradient instability in a simple example to realize this. Consider

$$\partial^2_t u(t, x) = -\partial_x^2 u(t, x), \quad (C8)$$

where a Fourier mode of the form $e^{i(kx-\omega t)}$ has the dispersion relation $\omega = \pm ik$, which means the mode will exponentially grow in time. Even more severely, there is no upper bound to the rate of growth, as higher wave numbers grow faster. This means, even arbitrarily small perturbations can grow to arbitrarily high values in any finite time, and this sensitive dependence on the initial conditions prevent the theory from having any predictive power for the future.

The limitations of numerical solutions artificially ameliorate the above picture. The numerical grid is discrete and can only represent wave numbers smaller than $\sim 1/h$, $h$ being the spatial step size. This means there is a bound on the growth rate of the gradient instability, hence one can track the exponential blow up for a limited amount of time, but the solutions always diverge when the computation runs long enough. Perhaps more importantly for numerics, the divergence is increasingly faster for lower $h$ which can accommodate higher wave numbers, see Fig. 5. This means the numerical results cannot be trusted in the region where the metric signature changes, even though they may seem to converge for relatively coarse grids.

![Image](image_url)

**FIG. 4.** $4^{th}$ order convergence of the field components (left column, sample case of $\phi$) and the constraint $C$ (right column) for $\mu^2 = -1$, $\lambda = -1$ and spatial step size $h = 1/64$ in Fig. 1. *Left column:* We check $f_{4h} - f_{2h}$ (black) and $16 (f_{2h} - f_h)$ (red), where $f_h$ is the numerically computed value of the function $f$ (in this case) using step size $h$. These two differences should coincide if the truncation error behaves as $O(h^4)$, as is the case for all vector field components. The upper plot shows the convergence at an intermediate stage of the computation, and the lower one at the end. *Right column:* Similar to the left, but we directly plot the constraint $C_{2h}$ (black) and $16C_h$ (red) rather than the differences between the computations, since $C$ is expected to vanish in the continuum limit.
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**FIG. 5.** Loss of convergence due to the gradient instability for $A_x(t, x = 0)$ (left) and $A_x(t, x = 1)$ (right) for $\mu^2 = -1, \lambda = -1$ (slightly longer evolved version of Fig. 1). We plot the differences between successive resolutions, $|A_{x,8h}(t, x) - A_{x,4h}(t, x)|$ (black), $|A_{x,4h}(t, x) - A_{x,2h}(t, x)|$ (red) and $|A_{x,2h}(t, x) - A_{x,h}(t, x)|$ (green) for $h = 1/128$. There is $4^{th}$ order convergence for most of the simulation, but this is lost some time after the gradient instability (change of metric signature) arises at $t_b = 3.3$. More importantly, the convergence is lost closer to $t_b$ for higher resolutions, as explained in the text. The effect is stronger for $x = 0$ than $x = 1$ since the former is affected longer by the instability (see Fig. 1).
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