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Abstract
Recent years have witnessed dramatically improvements in the knowledge distillation, which can generate a compact student model for better efficiency while retaining the model effectiveness of the teacher model. Previous studies find that: more accurate teachers do not necessary make for better teachers due to the mismatch of abilities. In this paper, we aim to analysis the phenomenon from the perspective of model calibration. We found that the larger teacher model may be too over-confident, thus the student model cannot effectively imitate. While, after the simple model calibration of the teacher model, the size of the teacher model has a positive correlation with the performance of the student model.

Introduction
Knowledge distillation (Hinton, Vinyals, and Dean 2015) is widely used to compress the deep neural networks, which employs the soft probabilities of a lager teacher network to guide the training of smaller student network (Cho and Hariharan 2019). The applications of knowledge distillation seem to be evident, such as model compression, transfer learning, domain adaption, incremental learning. Many follow-ups work endeavor to improve the performance of knowledge distillation, using different strategies. Despite sustainable efforts have been made, many studies (Mirzadeh et al. 2020) suggest that: more accurate teacher models do not necessarily make for better teachers. The small model does not imitate the large model very well, when the performance gap between the large and small models is large. Researchers attributed the phenomena to the mismatch of abilites between the teacher and student. What characterizes this phenomenon? Are the teacher models over-confident? In our study, we aim to answer these questions.

Methodology
The overall pipeline of our framework is shown in Fig. 1, which consists of two models of CNN architectures (the teacher model and the student model). The main between difference between our work and vanilla knowledge distillation is whether the model calibration is used, while the motivation of this work is to investigate whether the model calibration can be helpful to address aforementioned performance decrease of the student model. We will explain the components in more details subsequently.

Knowledge Distillation
As aforementioned, knowledge distillation can minimize the distance between teacher’s and student’s output, and completing the process of knowledge transfer. (Cho and Hariharan 2019) (Mirzadeh et al. 2020) have observed that: when the size of the teacher model increases, the accuracy of the student model may decrease if the performance gap between the teacher and the student is large. They speculated that it was due to the mismatch of the capacity, as the tiny student model cannot imitate the large teacher model well. In our experiments, we also reproduced the experiment results and observed similar phenomenon. In the vanilla knowledge distillation, we find that the large-scale teacher model is not necessarily better than the small-scale teacher model, as shown in the experimental sections.

Model Calibration
The prediction results of the deep model, such as ResNet, are becoming more over-confidence and the output of the model cannot accurately represent the confidence of classification probability. (Guo et al. 2017) observed that the model depth width, weight decay and batch normalization are the important factors that affect model calibration. To address the over-confident issue, one simple solution is to minimize the negative log likelihood (NLL), which introduce as Eq. (1), to train the temperature parameter \( T \), and use the temperature scale method to perform simple post-processing calibration on the model. As the softmax function after temperature scaling shows in Eq. (2), \( z_i \) donate the logit vector from last layer of network, \( T \) is the temperature parameter optimized, \( \hat{q}_i \) donate the calibrated confidence.

\[
L = -\frac{1}{n} \sum_{i=1}^{n} \log (\hat{\pi}(y_i | x_i)) \tag{1}
\]

\[
\hat{q}_i = \max_k \sigma_{SM}(z_i/T)^{(k)} \tag{2}
\]

In the calibration of the teacher model, we can just simply change the original knowledge temperature \( t \) to the optimal temperature scaling temperature \( T \), as the knowledge distillation softmax layer equation shows in Eq. (3). To evaluate the performance of model calibration, the Expected Calibration Error (ECE) is used in our experiments, whose definition is given in Eq. (4).
Table 1: This table shows that the classification accuracy of ResNet baseline on CIFAR-10 dataset.

| ResNet18 | 34 | 50 | 101 | 152 |
|----------|----|----|-----|-----|
| 0.9542   | 0.9565 | 0.9553 | 0.9567 | 0.9557 |

\[ y_t(x | t) = \frac{e^{z_t(x)}}{\sum_j e^{z_j(x)}} \]  
\[ \text{ECE} = \frac{1}{n} \sum_{m=1}^M |\text{acc} (B_m) - \text{conf} (B_m)| \]  

**Experiments Results**

**Experimental setup**

In our experiments, we use CIFAR-10 and Fashion-MNIST as the toy examples. The batch size is set as 128, while the cosine annealing learning rate and the initial rate is set as 0.1. For the teacher model, we use the ResNet and the SGD optimizer. The maximum epoch is set as 200. For the vanilla Knowledge Distillation, we use the same parameters as the training teacher model, set the \( \alpha \) to 0.8. Then, we minimize the NLL on the validation set to obtain the optimal temperature parameters, use the temperature scaling method to correct the output of the teacher model.

**Results**

Comparing with the accuracy in Table 1 and the uncalibrated vanilla knowledge distillation in Table 2, it can be seen that better teacher does not necessarily make a better student, and the performance of the student model will decrease.

Through the temperature scaling, the calibration is conducted on the teacher model. It can be seen in Table 3 that both the ECE and NLL have dropped after calibration, which means that the model has been successfully calibrated. After the calibration, most of the accuracy of the student model has been improved. Moreover, after calibration, more large models can bring better performance than small teacher models. We also did experiments on Fashion-MNIST dataset, and observed similar phenomenon. Due to the space constraint, the detailed results are not presented here.

**Conclusion**

In this abstract, we explore to analysis the knowledge distillation from the perspective of model calibration. We suppose: the phenomenon that a large model is not necessarily a good teacher could be due to the over-confidence of the large model. Primary results suppose our hypothesis, using the CIFAR-10 and Fashion-MNIST datasets.
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