Detection of a Charged Two-Level System by Using the Kondo and the Fano–Kondo Effects in Quantum Dots
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The Kondo effect and the Fano–Kondo effect are important phenomena that have been observed in quantum dots (QDs). We theoretically investigate the transport properties of a coupled QD system in order to study the possibility of detecting a qubit state from the modulation of the conductance peak in the Kondo effect and the dip in the Fano–Kondo effect. We show that the peak and dip of the conductance are both shifted depending on the qubit state. In particular, we find that we can estimate the optimal point and tunneling coupling between the 0 and 1 states of the qubit by measuring the shift of the positions of the conductance peak and dip, as functions of the applied gate voltage on the qubit and the distance between the qubit and the detector.
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1. Introduction

Nanodevices allow the observation of interesting quantum interference effects. The Kondo effect and the Fano–Kondo effect are observed in coupled systems with discrete energy-levels and a continuum of states, e.g., when a quantum dot (QD) is tunnel-coupled to leads. The Kondo effect in a QD appears as a zero-bias peak in the conductance because of the spin singlet formation between a localized spin and the reservoirs,1 while in the Fano–Kondo effect, an asymmetric line shape is observed in the density of states (DOS) and the conductance because of interferences in the hybrid electron states in the dot-electrode system.2

In a Kondo system, such as a QD connected to two electrodes, the conductance has a sharp peak, known as the Kondo peak,3–9 while in Fano–Kondo systems, such as T-shaped QDs, the conductance has a sharp dip (Fano–Kondo dip) structure,10–18) both of these as a function of the energy level of the QDs. The peak and dip structures appear when the energy-level is close to the Fermi level of the reservoirs.

Here we investigate the Kondo effect and the Fano–Kondo effect using them as detectors of a capacitively-coupled two-level system, a charge qubit.19–22) We use Fig. 1(a) as a set-up for the Kondo effect and Fig. 1(b) to study the Fano–Kondo effect. Each grey ellipse in Fig. 1 is composed of two QDs ("a" and "b"). The tunneling coupling between QD "a" and "b" is Ω. The charge qubit is coupled to the detector part by the capacitive coupling energy Vk. The detectable QDs "d" are coupled to the source "S" and the drain "D". The linear-shaped "S-d-D" detector for the Kondo system in (a) is replaced by a T-shaped detector for the Fano–Kondo system in (b).

In (a), the on-site Coulomb repulsion for the trap QD "c" is strong. For the QD "d", the on-site Coulomb repulsion is strong for the Kondo detector in (a) and weak for (b).

The basic idea is the following: the Kondo peak and the Fano–Kondo dip will be affected by the charge state of the charge qubit because of the capacitive coupling between the charge qubit and the detectors. Therefore, it is expected that, by analyzing the change of the Kondo peak and the Fano–Kondo dip in the conductance, the charge qubit state can be inferred. In our model, the capacitive coupling is the same as those of the conventional quantum point contact (QPC),23,24) and the single electron transistor (SET).25,26) In the standard QPC or SET system, only the position of the excess charge in the qubit (|0⟩ or |1⟩) is detected. What’s new here is that, by analyzing the peak position of the conductance peak and dip, we can also estimate the tunneling coupling Ω between the |0⟩ and |1⟩ states of the charge qubit. We will also show that the shifts of the conductance peak and dip are largest when the energy gap between the two qubit eigenstates is smallest. At this point, we will show that the...
Fano factor is smallest and we call this point the optimal point, where in general charge-noise-induced dephasing is minimized.\textsuperscript{24,27,28} The standard method to detect the position of the excess charge in a charge qubit is by measuring the conductance of a single-electron transistor near a Coulomb blockade peak. This standard method is considered to be more robust than our method, because, in general, measurements of the Kondo and Fano–Kondo effects are more difficult than the measurement of a Coulomb blockade. In this respect, our method has a supplementary relationship to the standard method. In the Kondo and Fano–Kondo regime, which emerge as a result of correlation between the localized spin and the Fermi sea, charge degrees of freedom are not perfectly frozen. Therefore, in the conventional Kondo or Fano–Kondo regime, the charge and spin degrees of freedom are not separated, in contrast to the pure one-dimensional Luttinger liquid that shows spin charge separation.\textsuperscript{29} This means that electrons in the QDs have a single energy level and that there is a symmetry that all QDs have a single energy level and that there is a supplementary relationship to the standard method. In the mean field theory (SBMFT)\textsuperscript{10,32–35} with the help of nonequilibrium Keldysh Green functions to calculate the conductance of the QD detector, as long as the coupling between the qubit and the detectors are weak and can be decoupled into the mean-field parameters of the SBMFT. An estimate of the effect produced by the charge fluctuations would be desirable. However, in the SBMFT, charge fluctuations are neglected.\textsuperscript{36} This is a limitation of the SBMFT approach. We consider as following: In the Kondo linear detector and the T-shaped QD detector setups, the SBMFT approach is widely used as an appropriate method to describe the system.\textsuperscript{10,11,36} Because our setups (Fig. 1) are based on the Kondo linear detector and T-shaped QD detector, as long as the coupling between the qubit and the detector is weak, the application of the SBMFT to our setups is a suitable starting point to treat the complicated electronic structure of these QD systems. 

The rest of the paper is organized as follows. In Sect. 2, we formulate the slave-boson mean-field method to calculate the conductance of the Kondo and the Fano–Kondo detectors. In Sect. 3, we show numerical results regarding the shifts of the conductance peak and dip. In Sect. 4, we use a perturbation theory to estimate the validity of the decoupling approximation between the qubit and the detectors. Section 5 presents discussions and conclusions. In Appendix, we summarize the derivation of the coupling constant $V_q$ from a network capacitance model.

2. Formulation

2.1 Hamiltonian

As shown in Fig. 1, we study the detection of the state of a charge qubit via either the Kondo or Fano–Kondo effects in the detector. The total qubit–detector Hamiltonian has three terms $H = H_{\text{det}} + H_q + H_{\text{int}}$, where $H_{\text{det}}$ describes the detector, $H_q$ the charge qubit, and $H_{\text{int}}$ the interaction between the charge qubit and the detector. Here $H_q$ is written as

$$H_q = \Omega(d_s^\dagger d_s + d_s^\dagger d_s) + \varepsilon_q(d_s^\dagger d_s - d_s^\dagger d_s).$$

Here, $d_s$ and $d_s^\dagger$ are electron annihilation operators of the upper QD “a” and the lower QD “b” in the charge qubit, respectively. Experimentally, $\varepsilon_q$ can be controlled by the gate electrode attached to the QD “a” (not shown in Fig. 1). Thus, we call $\varepsilon_q$ qubit bias. The detector Hamiltonian $H_{\text{det}}$ is composed of an electrode part $H_{\text{SD}}$ and a QD part $H_{\text{QD}}$. Because we assume that there are strong on-site Coulomb interactions in the QD “d” of the Kondo detector and the QD “e” of the Fano–Kondo detector making double occupation of these dots impossible, we introduce a slave boson operator $b_d$ for the Kondo detector and a slave boson operator $b_e$ for the Fano–Kondo detector.\textsuperscript{32,34,35} The Kondo (K) detector Hamiltonian is

$$H_{\text{det}}^{(K)} = H_{\text{SD}} + H_{\text{QD}}^{(K)},$$

and the Fano–Kondo (F) detector Hamiltonian is

$$H_{\text{det}}^{(F)} = H_{\text{SD}} + H_{\text{QD}}^{(F)},$$

where

$$H_{\text{SD}} = \sum_{a=L,R} \sum_{k,s} \left\{ \varepsilon_{c,a} c_{a,k,s}^\dagger c_{a,k,s} + V_a (e_{c,a}^s f_{a,s} + f_{a,s}^\dagger e_{c,a}^s) \right\},$$

$$H_{\text{QD}}^{(K)} = \sum_{a=1}^{3} \varepsilon_{c,a} f_{a,s}^\dagger f_{a,s} + \lambda_d \left[ \sum_{s} f_{a,s}^\dagger f_{a,s} + b_d^\dagger b_d - 1 \right],$$

$$H_{\text{QD}}^{(F)} = \sum_{a=1}^{3} \varepsilon_{c,a} f_{a,s}^\dagger f_{a,s} + \lambda_c \left[ \sum_{s} f_{e,s}^\dagger f_{e,s} + b_e^\dagger b_e - 1 \right] + t_d \sum_{s} (f_{a,s}^\dagger b_{e,s} + f_{e,s} b_{d,s}^\dagger).$$

Here $\varepsilon_c$ is the energy level for the source ($a = L$) and drain ($a = R$) electrodes; $\varepsilon_{c,a}$ and $\varepsilon_{d,a}$ are energy levels for the two QDs, respectively; $t_d$ and $V_a$ are the tunneling coupling strengths between the trap QD “c” and the detecting QD “d”, and that between QD “d” and the electrodes, respectively; $c_{a,k,s}$ and $f_{a,s}$ are annihilation operators of the electrodes, and of the QDs ($a = c, d$), respectively; $s$ is the spin degree of freedom with spin degeneracy 2; $\lambda_d$ is a Lagrange multiplier. In the mean field theory, slave boson operators are treated as classical values such as $b_{a,s} \rightarrow \langle b_{a,s} \rangle$. We take $\langle b_{a,s} \rangle = \langle b_{a,s} \rangle_{0}$. $\langle b_{a,s} \rangle_{0} = \langle b_{a,s} \rangle_{\text{ground}} + \lambda_{a,s} \langle c_{a,k,s} \rangle_{\text{ground}}$, as mean-field parameters that are obtained numerically by solving self-consistent equations. The Kondo temperature is estimated as $T_K^{(K)} \sim (\Delta_{c}^2 + \Delta_{d}^2 + \Gamma_d^2 + \Gamma_c^2)^{1/2}$ for the Kondo detector, and $T_K^{(F)} \sim (\Delta_{e}^2 + \Gamma_d^2 + \Gamma_c^2)^{1/2}$ for the Fano–Kondo detector, where $\Delta_{a,s} \equiv \langle b_{a,s}^\dagger \rangle_{\text{ground}} - \langle b_{a,s} \rangle_{\text{ground}}$. In the numerical calculations shown below, we take a temperature of $T = 0.02t_d < T_K^{(K)}, T_K^{(F)}$. 
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The interaction Hamiltonian $H_{\text{int}}$ is derived from a capacitance network model as shown in Appendix 37,38:

$$H_{\text{int}} = V_q z_{\alpha} \sigma_n a_{n_\alpha}, \quad (\alpha = c, d)$$  \hspace{1cm} (7)

where $n_c$ and $n_d$ are the numbers of electrons in the trap QD "c", given by $n_c = \sum f_{\alpha f_c} f_{ca}$ for the Fano–Kondo case, and in the detecting QD "d" is given by $n_d = \sum f_{\alpha f_d} f_{da}$ for the Kondo case. Also, $\sigma_n$ is given by $\sigma_n = d_D^2 f_{da} - d_D^2 f_{ca}$. As shown by Eq. (A-11) in the Appendix A, $V_q \propto 1/d_D$ where $d_D$ is the distance between the charge qubit and the detecting QD.

We assume that the interaction between the charge qubit and the detector is weak and the decoupling approximation to the interaction Hamiltonian Eq. (7) can be applied. In the decoupling approximation used here, the electric field which the qubit senses is almost constant and we can thus decouple the interaction between the qubit and the detector. The decoupling of the interaction term $H_{\text{int}}$ leads to

$$H_{\text{int}}^{\text{MF}} = V_q z_{\alpha} \{ (\sigma^+ n_{\alpha} + \sigma^- n_{\alpha}) - (\sigma^- n_{\alpha}) \}$$

$$= V_q z_{\alpha} \left\{ (\chi_{q\alpha} - \chi_{q\beta}) n_{\alpha} + [\sigma^- (\chi_{q\alpha} - \chi_{q\beta})] \sum s \chi_{sa} \right\}, \hspace{1cm} (8)$$

where $\alpha = c, d$, $\chi_{q\alpha} \equiv (d^+_D d_D)$, and $\chi_{sa} \equiv (f^+_{\alpha f_s} f_{sa})$, with $\alpha, s = c, d$. In this decoupling approximation, $\epsilon_c, \epsilon_d$, and $\epsilon_q$ are replaced by

$$\epsilon_{\alpha} \rightarrow \epsilon_{\alpha}^0 \equiv \epsilon_{\alpha} + \Lambda + V_q z_{\alpha} (\chi_{q\alpha} - \chi_{q\beta}),$$

$$\epsilon_q \rightarrow \epsilon_q^0 \equiv \epsilon_q + V_q z_{\alpha} \sum s \chi_{sa}. \hspace{1cm} (9)$$

2.2 Green functions

Charge qubit detection in our system is carried out by the measurement of the current of the detector. The current through each detector is calculated using the non-equilibrium Green functions as\(^{3,32}\)

$$J = \frac{i e}{\hbar} \sum_{s,s'} \text{Tr} [V_L^s (c^+_{sL} f_{sl}) - V_L (f^+_{sL} c_{sL})]$$

$$= \frac{2 e}{\hbar} \sum_{s,s'} \text{Re} [V^s_L G^<_{sL} (t,t)]$$

$$= \frac{2 e}{\hbar} \text{Re} \int_{t_0}^{t} \text{d}t' [V^s_L G_{sL}^< (t,t')] \hspace{1cm} (11)$$

where $G_{sL}^< (t,t') \equiv (c^+_{sL}(t) f_{sl}(t'))$, and

$$G_{sL}^< (\omega) = V_L (g^+_{sL} (\omega) G_{sL}^< (\omega) + g^+_L (\omega) G_{sL}^> (\omega)), \hspace{1cm} (12)$$

with $g^+_{sL} (\omega) \equiv (\omega - \epsilon_{sL} + i\delta)^{-1}$ ($\delta$ is an infinitesimal quantity) and $g^+_{sL} (\omega) \equiv 2\pi \delta (\omega - \epsilon_{sL}) f_{sL} (\omega)$. Here $f_{sL} (\omega) \equiv \text{exp} [\omega + \epsilon_{\text{bias}} - E_L]/(k_B T) + 1)^{-1}$ and $f_{sL} (\omega) \equiv \text{exp} [\omega - E_L]/(k_B T) + 1)^{-1}$ are the Fermi distribution functions of the electrodes when there is a finite bias voltage $V_{\text{bias}}$ between the two electrodes ($k_B$ is the Boltzmann constant).

Let us first consider the Green function formulation for the Fano–Kondo system. With the decoupling given in Eq. (8), the Green functions remain the same as those without interactions between the charge qubit and the detector, by changing the replacements Eq. (10). Using the equation of motion method, the advanced Green function $G^<$ for the detecting QD "d" of the Fano–Kondo detector is obtained as

$$G_{dd}^{(F)} = \frac{\omega - \epsilon_d^0 - i\delta}{(\omega - \epsilon_d - i\gamma)(\omega - \epsilon_d^0 - i\delta) - |f_d|^2}, \hspace{1cm} (13)$$

where $f_d = f_d (\beta)$. The $G_{dd}^{(F)} (t) \equiv -i(f_d^† f_d (t)f_d^† (t))$ can then be calculated from $G_{dd} = G_{dd}^\rho \Sigma_{dd}^\rho G_{dd}^\rho$, with

$$\Sigma_{dd}^\rho (\omega) = i[G_L f_L (\omega) + G_R f_R (\omega)] \hspace{1cm} (14)$$

where $\Gamma = 2\pi \rho (E_F) |V_{\text{bias}}|^2$ is the tunneling rate between the $\alpha$ electrode ($\alpha = L, R$) and the detecting QD "d", with a DOS $\rho (E_F)$ at each electrode at the Fermi energy $E_F$. Thus

$$G_{dd}^{(F)} = \frac{i\chi (\omega)}{C_0} (\omega - \epsilon_d^0)^2, \hspace{1cm} (15)$$

Similarly, we find

$$G_{cd}^{(F)} (\omega) = \frac{i\chi (\omega) |E|^2}{C_0}, \hspace{1cm} (18)$$

$$G_{cd}^{(K)} (\omega) = \frac{i\chi (\omega) |E|^2}{C_0}, \hspace{1cm} (19)$$

with $\chi (\omega) \equiv \Gamma_L f_L (\omega) + \Gamma_R f_R (\omega)\).$ $C_0 \equiv (\omega - \epsilon_d^0 - i\gamma_d^2 + \gamma_d^2 / \omega_d^2, \hspace{1cm} (17)$

For the Kondo linear detector shown in Fig. 1(a), the Green functions are similarly obtained by using the equation of motion method

$$G_{dd}^{(K)} (\omega) \equiv \frac{i\chi (\omega)}{C_0} (\omega - \epsilon_d^0)^2, \hspace{1cm} (20)$$

$$G_{dd}^{(K)} (\omega) \equiv \frac{i\chi (\omega) |E|^2}{C_0}, \hspace{1cm} \omega = \omega_d \pm i\gamma_d, \hspace{1cm} (21)$$

The charge qubit Green functions are expressed as

$$G_{dd}^{(K)} (\omega) = \frac{\omega + \epsilon_d^0}{(\omega - \Delta) (\omega - \Delta)}, \hspace{1cm} (22)$$

$$G_{dd}^{(K)} (\omega) = \frac{\omega - \epsilon_d^0}{(\omega - \Delta) (\omega + \Delta)}, \hspace{1cm} (23)$$

$$G_{dd}^{(K)} (\omega) = \frac{\omega_d}{\omega^2 - \epsilon_d^0^2 - \Delta^2}, \hspace{1cm} (24)$$

where $\Delta \equiv (\epsilon_d^0^2 + \Omega^2)^{1/2}$. Thus, the current for the Fano–Kondo detector can be expressed as

$$J = \frac{e}{h \pi} \int \text{d}\omega \frac{\gamma_d^2}{\omega - \epsilon_d^0} G_{dd}^{(K)} (\omega) [f_L (\omega) - f_R (\omega)], \hspace{1cm} (25)$$

and the current for the Kondo detector is given by

$$J = \frac{e}{h \pi} \int \text{d}\omega \frac{\gamma_d^2}{\omega - \epsilon_d^0} G_{dd}^{(K)} (\omega) [f_L (\omega) - f_R (\omega)]. \hspace{1cm} (26)$$

In Sect. 3, we show numerical results of conductance $G \equiv dJ/dV_{\text{bias}}$ at $V_{\text{bias}} = 0$, and discuss the transport properties of the two detector.

2.3 Self-consistent equations

The detector current is calculated self-consistently; while the qubit state influences the detector QD energy level and thus
the current through it, the qubit state itself is also affected by the detector QD occupation through capacitive coupling, as described by Eq. (8). Here we derive the self-consistent equations. The DOS of qubits are derived from the qubit Green function $\rho_i = -(1/\pi) \text{Im} G_{ii}(\omega + i\delta)$ ($i = a, b$). Then, the average electron occupancy $x_{q_i}$ of the two QDs of the qubit is expressed by

$$x_{q_i} = \frac{\int_{-D}^{D} d\omega f(\omega) \rho_i(\omega)}{D} = \frac{1}{2} \left( 1 + p_i \frac{\epsilon'_{q_i}}{\Delta} \tanh \frac{\beta \Delta}{2} \right),$$

(27)

where $p_a = 1$, $p_b = -1$, and $f(\omega) = |\exp[(\omega - E_F)/(k_B T)] + 1|^{-1}$. Using Eq. (10), we have the self-consistent equations for the Fano–Kondo case:

$$\begin{align}
\epsilon'_{q_a} &= \epsilon_c + \lambda_c + V_q z_c \frac{\epsilon'_q}{\Delta} \tanh \frac{\beta \Delta}{2}, \\
\epsilon'_{q_b} &= \epsilon_c + V_q z_c [1 - \epsilon_c],
\end{align}$$

(28)

$$\begin{align}
\int \frac{d\omega}{\pi} (\omega - \epsilon'_{q_a})^2 [1 - z_c], \\
\int \frac{d\omega}{\pi} z_c |d^2| \chi(\omega) + \lambda_c + \frac{3\epsilon'}{\Delta} = 0, \\
\int \frac{d\omega}{\pi} z_c |d^2| \chi(\omega) + \frac{\epsilon'}{\Delta} = 0,
\end{align}$$

(29)

where $z_c = |\langle b | c \rangle|^2$ and $\beta^{-1} = k_B T$. From Eq. (29), we can see that the energy shift $\epsilon'_{q_a} - \epsilon_c$ of the charge qubit is related to the electron occupancy $1 - z_c = 1 - |\langle b | c \rangle|^2$ of the trap site “c,” and its magnitude is proportional to the coupling strength $V_q$. In particular, the qubit energy shifts as a function of $V_q$ due to back-action.

For the Kondo detector interacting with the charge qubit, the self-consistent equations are

$$\begin{align}
\epsilon'_{q_a} &= \epsilon_d + \lambda_d + V_q z_d \frac{\epsilon'_q}{\Delta} \tanh \frac{\beta \Delta}{2}, \\
\epsilon'_{q_b} &= \epsilon_c + V_q z_c [1 - \epsilon_c],
\end{align}$$

(30)

$$\begin{align}
\int \frac{d\omega}{\pi} \frac{d^2}{d\omega^2} \chi(\omega) + \lambda_c + \frac{3\epsilon'}{\Delta} = 0, \\
\int \frac{d\omega}{\pi} \frac{d^2}{d\omega^2} \chi(\omega) + \frac{\epsilon'}{\Delta} = 0.
\end{align}$$

(31)

3. Numerical Results

Here we show numerical results focusing on the shift of the conductance peak in the Kondo effect and the shift of the conductance dip of the Fano–Kondo effect. Although $t_d$ appears only in the Fano–Kondo detector, we measure all energies in units of $t_d$, to better compare the Kondo detector with the Fano–Kondo detector. For the Fano–Kondo detector, when $\Gamma > t_d$, the electron tunneling between the QD “c” and the QD “d” cannot be easily observed because the current flow to and from the two electrodes is too fast, so that it drowns out the effects of the electron tunneling between QDs “c” and “d.” Thus, as shown in Ref. 32, we use the QD-electrode tunneling rate $\Gamma$ to characterize the detection speed. Specifically, we denote the case of $\Gamma/t_d = 2$ as a fast detector, and $\Gamma/t_d = 0.04$ as a slow detector.

3.1 Conductance

Figure 2 shows numerical results of the DOS of the detecting QDs “d”. The DOS $\rho_{qd}(\omega)$ of the detector QD is derived from $\rho_{qd}(\omega) = -\text{Im} G_{qd}(\omega)/\pi$. For the Kondo case in (a) there is a single peak, and for the Fano–Kondo case in (b) we can see the Fano asymmetric line shape. Figure 3 shows the conductance of the Kondo detector [(a) and (c)] and the Fano–Kondo detector [(b) and (d)], as a function of the detector QD energy levels $\epsilon_d$ of the Kondo detector [(a) and (c)] and $\epsilon_c$ of the Fano–Kondo detector [(b) and (d)], respectively. We can see clear peaks for the Kondo detector [(a) and (c)], and clear dips for the Fano–Kondo detector [(b) and (d)], as in Refs. 3–12 and 15–18. These peaks and dips are maximized when the coherence between the discrete energy state and the continuum states is largest, we thus denote corresponding energies $\epsilon^\text{peak}_d$ and $\epsilon^\text{dip}_d$ as coherent extrema. For the Kondo detector, because of Eq. (21), as the detector speed $\Gamma$ increases, the width of the peak also increases. However, for the Fano–Kondo detector, because of Eq. (13), as the detector speed increases, the width of the dip decreases. For both detectors, the shifts of the conductance peaks and dips are observed, when $\epsilon_d$ is changed. Below we investigate the shift of the coherent extrema $\epsilon^\text{peak}_d$ and $\epsilon^\text{dip}_d$ in more detail.
Figure 4 plots the coherent extrema $\epsilon_d^{(\text{peak})}$ and $\epsilon_c^{(\text{dip})}$, as a function of the qubit bias $\epsilon_q$ [Eq. (1)]. As the qubit bias $\epsilon_q$ increases, the distribution of the excess charge in the qubit approaches to the detector QDs, resulting in raising the energy of QD “d” of the Kondo detector and that of QD “c” of the Fano–Kondo detector. Finally, the increase of the QD energies are saturated because of the balance of the charge distribution. Figure 4 reflects this fact and shows that $\epsilon_d^{(\text{peak})}$ and $\epsilon_c^{(\text{dip})}$ increase as $\epsilon_q$ increase.

Because $z_{\Omega_0} = (a_1 = c, d)$ is satisfied at the coherent extrema, we have the relation $\epsilon_{d'} = \epsilon_q$ from Eqs. (29) and (33). Then, it can be observed that the minimum of $\epsilon_d^{(\text{peak})}$ and $\epsilon_c^{(\text{dip})}$ exist around the $\epsilon_q = 0$ region in Fig. 4. At $\epsilon_q = 0$, the energy splitting $(\Omega^2 + \epsilon_q^2)^{1/2}$ between the two eigen-energies of the qubit is smallest, and the qubit energy splitting is a quadratic function of the qubit bias. Thus, qubit state is insensitive to charge noises that lead to qubit dephasing, and this zero bias point corresponds to an optimal point, in analogy to other similar cases.\(^{24,27,28}\)

The third terms of Eqs. (28) and (32) decrease $\epsilon_d^{(\text{peak})}$ and $\epsilon_c^{(\text{dip})}$ when $\epsilon_{d'} < 0$ and increases them when $\epsilon_{d'} > 0$ $(\beta \Delta \gg 1)$, resulting in the minimum structure of Fig. 4 at the optimal point $\epsilon_{d'} = 0$. In addition, because the third terms of Eqs. (28) and (32) become larger as $\Omega$ becomes smaller, Figs. 4(a) and 4(b) are considered to show clearer minimum structures than Figs. 4(c) and 4(d). We can also observe that the magnitude of the minimum is proportional to the coupling strength $V_q$. This is also the reason that the minimum in Fig. 4 are caused by the third terms of Eqs. (28) and (32). From Eqs. (28) and (32), at the optimal point $(\epsilon_{d'} = 0, \text{thus}, \Delta = \Omega)$ of the coherent extrema, we obtain

$$
\frac{d\epsilon_{d'}}{d\epsilon_q} \approx \frac{d\lambda_{a_1}}{d\epsilon_q} = \frac{-1}{\epsilon_{d'}^2 + \epsilon_q^2} 
$$

(36)

The peaks of Fig. 4 correspond to $d\epsilon_{d'}/d\epsilon_q = 0$ and Eq. (36) shows that $d\lambda_{a_1}/d\epsilon_q = 0$ at the minimum values of the coherent extrema.

As mentioned above, the $\epsilon_d^{(\text{peak})}$ and $\epsilon_c^{(\text{dip})}$ increase when $\epsilon_q$ increases, and they are finally saturated after they have their minimum regarding the optimal points. Thus, their derivatives, $d\epsilon_d^{(\text{peak})}/d\epsilon_q$ and $d\epsilon_c^{(\text{dip})}/d\epsilon_q$, are considered to have their maximum values around the middle points between the minimum of the optimal points and the small $\epsilon_q$ region.

Figure 5 plots the maximum values of $d\epsilon_d^{(\text{peak})}/d\epsilon_q$ and $d\epsilon_c^{(\text{dip})}/d\epsilon_q$ as a function of the qubit–detector coupling $V_q$ for both fast $(\Gamma/t_d = 2)$ and slow $(\Gamma/t_d = 0.4)$ detectors for (a) the Kondo and (b) the Fano–Kondo detectors. It can be seen that the maximum values do not vary with the speed $\Gamma$ of the detectors. It can also be seen that $d\epsilon_d^{(\text{peak})}/d\epsilon_q \propto V_q/\Omega$ and $d\epsilon_c^{(\text{dip})}/d\epsilon_q \propto V_q/\Omega$.

When $\Gamma/t_d > 1$. These weak dependences of the maximum values on the speed $\Gamma$ of the detectors are considered to be because of the sharp response of the Kondo and Fano–Kondo effects at their coherent extrema. Because all quantities are numerically derived from the self-consistent equations, Eqs. (37) and (38) cannot be derived analytically, and these results are obtained numerically. In principle, $V_q$ can be calculated from the structure of the system by using the capacitance network model, as shown in the Appendix A. Thus, in experiments, if we can prepare several samples with the different distances between the detector and the qubit, we can estimate the tunneling coupling $\Omega$ for the charge qubit by using the relations Eqs. (37) and (38).

Therefore, Figs. 4 and 5 indicate that by finding the minimum of $\epsilon_d^{(\text{peak})}$ and $\epsilon_c^{(\text{dip})}$, we can find the optimal point $(\epsilon_{d'} = 0)$ of the qubit, and by analyzing the coefficients of $d\epsilon_d^{(\text{peak})}/d\epsilon_q$ and $d\epsilon_c^{(\text{dip})}/d\epsilon_q$ as a function of $V_q$, we can infer the tunneling coupling $\Omega$ for the charge qubit.

Here, we check whether the temperature $T = 0.002t_d$ is below $T_k \sim \sqrt{\Omega^2 + \epsilon_q^2}$ or not. In our calculations, $\epsilon_{d'} \sim \epsilon_q$ $(\approx a = c, d)$. As can be seen from Fig. 3, Kondo peaks and Fano dips are observed for $|\epsilon_q| > 0.5$. In addition, when there are no Kondo peaks or Fano dips, $z_{\Omega_0} \sim 1$. Thus, in both the Kondo region and the non-Kondo region, $T_k > T = 0.002t_d$ is always held.
3.2 Back-action
As we have seen, both the Kondo detector and the Fano–Kondo detector have similar capabilities to detect the tunneling \( \Omega \) and the qubit bias \( e'_{q} \). Here we consider the effect of measurement (back-action on the qubit) and the noise characteristics of the two types of detectors. Figures 6(a) and 6(b) show how the back-action on the qubit and the efficiency of the detector have a tradeoff relationship. More advanced analysis such as Ref. 41 should be considered as a future problem.

4. Perturbation Theory
A crucial assumption that allows our calculations mentioned above to proceed is the decoupling approximation as stated in Eq. (8). Here we investigate the validity of this approximation by using a simple model in which the charge qubit is capacitively coupled to a QD connected to a Fermi sea. In Ref. 42, \( \Gamma \) is related to the measurement speed of the system. Here we use \( \Gamma^{-1} \), the tunneling time between the central QD and the leads, to represent the time scale of the detector and its temporal sensitivity. The perturbation Hamiltonian is

\[
H_{1} \equiv H_{\text{int}} - H_{\text{MF}}^{\text{q}} = V_{Q} \left[ \alpha_{1} n_{Q1} - (\epsilon_{Q} - \epsilon_{Q}) n_{Q1} \right] - \left( \sum_{\lambda} \epsilon_{\lambda} n_{\lambda} \right) \sigma_{z} + (\epsilon_{Q} - \epsilon_{Q}) \sum_{\lambda} X_{\lambda} \sigma_{z},
\]

where \( \alpha_{1} = c, d \). Because the qubit Hamiltonian Eq. (1) includes \( \sigma_{z} \), \( H_{1} \) can flip the qubit state between \( |0 \rangle \) and \( |1 \rangle \). We apply the golden rule and calculate the transition probability starting from the initial qubit state \( |0 \rangle \). The transition probability \( P(\Delta) \) is given by

\[
P(\Delta) = \frac{1}{\hbar} \sum_{i} \rho_{i} \int_{-\infty}^{\infty} dt \langle i| H_{1}(t) H_{1}(0) |i \rangle \]

where \( i \) labels the eigenstates of the environment (electrodes), and \( \rho_{i} = \exp(-\beta \epsilon_{i}/Z_{0}) \), with an equilibrium environment partition function \( Z_{0} \). At zero temperature, we can decouple \( \langle i| n_{a}(t) n_{a}(0) |i \rangle \) into \( \langle f_{a}(t) | a_{\text{out}} \rangle \) and \( \langle f_{a}(t) | a_{\text{in}}(0) \rangle \) using the Bloch–De Dominicis theorem. 43 For the Fano–Kondo case, \( f_{a}(t) = [\tilde{a}]^{2} \int d\omega \frac{\chi(\omega)}{2\pi C_{0}} e^{i\omega t} \), where \( \chi(\omega) = \sum_{a_{\text{out}}L} \Gamma_{a_{\text{out}}L} [1 - f_{a_{\text{out}}}(0)] \). Defining the lifetime of the mean-field approximation by \( 1/\tau \equiv P(\Delta) \), as discussed in Ref. 44, we obtain, for \( \Delta \ll \gamma \)

\[
1/\tau \approx \frac{16 \Gamma^{2} V_{q}^{2} \Delta^{3}}{\Gamma_{L}^{2} + \Gamma_{R}^{2}}\int d\omega \frac{\chi(\omega)}{2\pi C_{0}} e^{i\omega t},
\]

and for \( \Delta \gg \gamma \)

\[
1/\tau \approx \frac{4 \Gamma^{2} V_{q}^{2} \Delta^{3}}{(a_{+} - a_{-}) \Delta^{3}} \log \frac{a_{+}}{a_{-}}.
\]

For the Kondo case, we obtain for \( \Delta \ll \gamma \)

\[
1/\tau \approx \frac{V_{q}^{2} \Delta}{\gamma^{2} \Delta} \epsilon_{c}^{2}
\]

and for \( \Delta \gg \gamma \)

\[
1/\tau \approx \frac{8 \Gamma^{2} V_{q}^{2} \Delta}{\gamma^{2} \Delta^{3}} \log \frac{\Delta}{\gamma \epsilon_{c}}.
\]
We estimate this lifetime for the case of $\Delta \ll \gamma$ by referring to the experimental values in Ref. 16. The intrinsic measurement time $t_m$ can be estimated from $t_m \approx h/\Gamma$. When using $\hbar \gamma = 0.5$ meV, $\Gamma = \gamma = 0.2$ meV, $V_q = 0.01$ meV, and $\Delta = 0.01$ meV, we obtain $\tau \approx 64$ ns for the Fano–Kondo case, and we obtain $\tau \approx 26$ ns for the Kondo case. Then, $t_m \approx h/\gamma \sim 0.0033$ ps and $t_m \ll \tau$ is held. Thus, in this region, the decoupling approximation is valid. The fast detector has longer lifetime for the Kondo case. When using $\hbar \gamma = 0.5$ meV, $\Gamma = \gamma = 1$ meV, $V_q = 0.01$ meV, and $\Delta = 0.01$ meV, we obtain $\tau \approx 0.65 \mu s$ for the Kondo detector.

5. Discussion and Conclusions

We have shown that by measuring the shifts of the conductance peak and the Fano–Kondo dip in the conductance, we can estimate the optimal point and the tunneling strength $\Omega$ between the two states of a charge qubit. In general, it is believed that charged two-level systems are susceptible to phonons. In Ref. 45, the result of the spin-boson model showed that the degradation of the coherence by phonons is smaller than expected. References 46 and 47 also argued that the effect of phonons is not so large. In addition, because we use the coherent extrema, the effect of phonons is expected to be smaller than other energy scales.

We have studied the Kondo and the Fano–Kondo effects in QD system from viewpoint of the detectors of a capacitively coupled charge qubit. We have used the slave-boson mean field theory and the decoupling approximation to describe the quantum interference of the system. In particular, we have investigated the modulation of the conductance peak and dip by the charge qubit. We found that, by measuring the shifts of the positions of the conductance peak and dip as a function of the applied gate voltage on the charge qubit (qubit bias), we can estimate the optimal point. In addition, we showed that, by analyzing the derivatives of the shifts of the peak and dip as the function of the qubit bias, we can infer the tunneling strength between the states $|0\rangle$ and $|1\rangle$ of the charge qubit. These characteristics are the results of the resonant behavior of the Kondo and the Fano–Kondo effects, and a new aspect of the application of these important quantum interference effects.
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Appendix: Qubit–Detector Interaction

Here we derive the formula of the capacitive interaction Eq. (7) between a charge qubit and a detector QD, applying the capacitance network model to the system shown in Fig. A–1. When charges stored in each capacitance are expressed as in Fig. A–1, the charging energy of this system is expressed by

\[ U = \frac{q_A^2}{2C_A} + \frac{q_B^2}{2C_B} + \frac{q_C^2}{2C_C} + \frac{q_D^2}{2C_D} + \frac{q_E^2}{2C_E} + \frac{q_T^2}{2C_T} - q_A V_G + q_T V_{\text{sub}} + q_C V_{\text{sub}}. \]  

(A-1)

The numbers of electrons in the two QDs of the qubit and the detector QD), we can see that the coupling constant is expected to be smaller than other energy scales.

When the detector is distant from the qubit, we can approximate $C_E = 0$ and $C_C \cong C_A$, and then we obtain

\[ V_q \cong \frac{e C_D}{C_T (2C_A + C_A)} \approx \frac{1}{d_D}. \]  

(A-11)

When we can simply approximate the capacitance $C_D \approx \varepsilon S_D/d_D$ ($\varepsilon$ is the dielectric constant, $S_D$ is the effective area of the QD, and $d_D$ is the distance between the qubit and the detector QD), we can see that the coupling constant.
is proportional to the inverse of the distance between the qubit and the detector QD, similar to pure Coulomb interaction.
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