Sub-laser-cycle control of coupled electron–nuclear dynamics at a conical intersection
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Abstract

Nonadiabatic processes play a fundamental role in the understanding of photochemical processes in excited polyatomic molecules. A particularly important example is that of radiationless electronic relaxation at conical intersections (CIs). We discuss new opportunities for controlling coupled electron–nuclear dynamics at CIs, offered by the advent of nearly single-cycle, phase-stable, mid-infrared laser pulses. To illustrate the control mechanism, a two-dimensional model of the NO2 molecule is considered. The key idea of the control scheme is to match the time scale of the laser field oscillations to the characteristic time scale of the wave packet transit through the CI. The instantaneous laser field changes the shape and position of the CI as the wave packet passes through. As the CI moves in the laser field, it ‘slices’ through the wave packet, sculpting it in the coordinate and momentum space in a way that is sensitive to the carrier-envelope phase of the control pulse. We find that the electronic coherence imparted on the sub-laser-cycle time scale manifests during much longer nuclear dynamics that follow on the many tens of femtosecond time scale. Control efficiency as a function of molecular orientation is analyzed, showing that modest alignment is sufficient for showing the described effects.

1. Introduction

Not only monitoring, but also controlling molecular processes has always been one of the main goals in physics, chemistry and biology, as it opens the possibility for their guided manipulation. In particular, the advances in laser technology open up a steadily widening range of opportunities for coherent quantum control of molecular dynamics.

Already in the late 1980s, quantum control strategies have been suggested, including the ‘coherent phase-control technique’ by Brumer and Shapiro [1, 2], the ‘pump–dump time delay control technique’ by Tannor, Rice and Kosloff [3, 4], and the technique proposed by Bergmann and co-workers [5–7], which has become known as ‘stimulated Raman adiabatic passage’ (STIRAP).

Since these seminal works, impressive achievements in controlling molecular processes have been reported, exploring all kinds of different laser field parameters, such as intensity, frequency, pulse duration, etc. In particular, the method termed ‘optimal control theory’ (OCT) has extended the one-parameter control schemes by employing feedback learning algorithms to generate complex laser pulses that are shaped in both the time and frequency domain and which are designed to optimize a desired outcome of a given molecular reaction [8–12].
This adaptive-control scheme has now been applied to a variety of molecules to govern specified chemical processes [13–16].

We discuss new opportunities for controlling multidimensional coupled electron–nuclear dynamics, offered by the advent of nearly single-cycle, phase-stable, mid-infrared (MIR) laser pulses. The key idea of the specific control scheme discussed here is to match the time scale of the laser field oscillations to the characteristic time scale of the wave packet passage through a conical intersection (CI) [17–19]. The instantaneous laser field changes the shapes of the interacting potential energy surfaces (PESs) as the wave packet moves through the CI region. As a consequence, following the oscillations of the field, the intersection point moves in the nuclear coordinate space and ‘slices’ through the passing nuclear wave packet, thereby sculpting it in the coordinate and momentum space. This leads to two consequences. First, the laser pulse changes the wave packet transfer through the CI, and thus the branching ratio, in a way that is sensitive to the carrier-envelope phase (CEP) of the control pulse. Second, further wave packet passages through the CI, long after the end of the laser pulse, retain the memory of the control pulse. Both the shapes of the nuclear wave packets on each PES and the relative phase between them control the field-free dynamics on the many tens of femtosecond time scale. Thus the electronic coherence imparted on the sub-laser-cycle time scale manifests during much longer nuclear dynamics that follow.

Coupled electron–nuclear dynamics at CIs, and in particular their control with a laser field, is a rich and active field of research. In the following, we give a brief overview of different laser control schemes that have been developed to manipulate non-adiabatic dynamics at CIs. Especially for the complex photodynamics in larger molecules, which are complicated by the numerous non-adiabatic couplings between the various electronic states, OCT has been demonstrated both experimentally and theoretically to be an effective tool to guide the temporal evolution of a molecular system via a CI towards a desired target state (chemical product) by means of the feedback-optimized, shaped laser pulses [20–26].

Similar works have been performed involving the $S_2\rightarrow S_1$ internal conversion process in pyrazine, which is a benchmark system for non-adiabatic dynamics at CIs (see e.g. [27–30] and references therein) and subject of numerous, diverse control studies [31–34]. Using pyrazine as an example, a general approach for suppressing radiationless transitions has been proposed [35,36], combining OCT with the concept of electronically localized eigenstates of strongly vibronically coupled systems, to populate a stable superposition state. It has been shown that the formation of such a stationary state allows the suppression of the radiationless decay for extended time periods on the nanosecond time scale. Pyrazine has also been employed [37,38] to examine the possibility of extensive control based on the concept of overlapping resonances [39–41], to either minimize or maximize the population that undergoes the radiationless transition.

Another route for controlling wave packet dynamics at CIs or avoided crossings is based on the observation that the dynamics is particularly sensitive to changes of the topography of the PESs close to the coupling region. It has been shown that molecular processes can be controlled with short, intense IR fields via the nonresonant dynamic Stark effect (NRDSE) [42–53], where the IR photons are not in resonance with an electronic transition in the molecule. Both experimentally and theoretically it has been demonstrated that this effect can be used to control the photodissociation branching ratio at the avoided crossing present in the IBr molecule [54–57]. The pulse-dependent modifications of the potential energy curves induced by the NRDSE manipulate the wave packet velocity at the crossing, which, in turn, affects the Landau–Zener transition probability [50–52]. To date the NRDSE scheme has been successfully employed to control different molecular processes in various systems [58–63]. Recently it has been shown that the NRDSE can modify the topography of the PESs in pyrazine, using a four-dimensional [64] and a full 24-dimensional [65] model. Here, the CI is shifted away from the Franck-Condon region, where a new minimum is created, localized on the $S_1$ PES. As a consequence, the wave packet is trapped on the $S_1$ PES, where it stays for a much longer period than the natural $S_2$ lifetime.

As relatively long, many-cycle pulses have been used in the majority of the laser control studies, the influence of the CEP of the pulse on the nuclear wave packet dynamics at a CI has not been subject of particular interest until recent work presented in [66]. In [66], the effect of a few-cycle, MIR control pulse on the population dynamics mediated by a CI has been examined. The control pulse acts on the molecule just before the internal conversion process at the CI takes place. Changing the CEP of the control pulse changes the phase of the wave packet approaching the coupling disjunction. The interplay between this phase and that imprinted by the non-adiabatic coupling now defines the path through the CI and thus the final branching ratio.

In comparison, in the present work, we analyze how a nearly single-cycle IR pulse affects the nuclear wave packet while it propagates through the CI region. To illustrate the idea of control via a laser-driven, ‘sculpting’ intersection, we consider an example of the NO$_2$ molecule within a two-dimensional (2D) approximation. In this molecule, the transit through the $F{^2}A_1/F{^2}B_1$ CI is very fast, taking only about $\tau_{CI} \sim 6$ fs. The presented calculations correspond to a particular, favorable orientation of the molecule. However, complementary calculations for different spatial orientations of the molecule (not depicted here) show that already a moderate
molecular alignment distribution of \( \cos^2 \alpha \approx 0.5 \) is sufficient to observe the effect of the control pulse discussed here.

Already in 2010, Arasaki et al have reported on the effect of a control pulse on the wave packet dynamics at the \( \tilde{F}A_1/\tilde{F}B_2 \) CI in NO\(_2\) [67, 68]. They have studied the modifications of the PESs induced by a half-cycle, long-wavelength infrared laser pulse with a wavelength of \( \lambda = 12.4 \, \mu \text{m} \), corresponding to a laser period of \( T_l \approx 41.4 \, \text{fs} \). In this case, the intersection is shifted away in the nuclear coordinate space from its field–free position for the entire time interval, \( \tau_{CI} \), in which the wave packet passes through the (field-free) coupling region. Therefore the wave packet slightly ‘misses’ the non-adiabatic coupling region while propagating on the excited adiabatic state, resulting in a suppression of the radiationless decay in NO\(_2\).

Here, we use a control field with a wavelength of \( \lambda = 1600 \, \text{nm} \). Importantly, the period of this field \( (T_l \approx 5.3 \, \text{fs}) \) approximately matches the CI transit time \( \tau_{CI} \). Using the laser pulse centered at \( \lambda = 1600 \, \text{nm} \) and with a FWHM (full width at half maximum) duration of 6 fs \( (~\tau_{CI}) \), we strongly modify the wave packet dynamics over the subsequent few tens of femtoseconds by re-shaping the nuclear wave packet during its CI passage. The wave packet dynamics is noticeably different when the CEP of the control pulse is changed by \( \pi/4 \), corresponding to a control on the sub-femtosecond time scale.

We note that similar CEP control scenarios, using few-cycle (up to single-cycle) MIR pulses with cycle durations comparable to the time scale of the nuclear dynamics, have been previously implemented for the diatomic molecules NaI [69], LiF [70, 71] and D\(_2\) [72]. In these one-dimensional problems, the laser-induced motion of the avoided crossing point is parallel to the propagation direction of the nuclear wave packet. In contrast, in this work we have the situation that the intersection point moves mainly perpendicular relative to the nuclear wave packet motion, resulting in very different transition dynamics.

The paper is organized as follows. In section 2 we present the model and the computational methodology used in this work. The results are presented in section 3, together with a discussion of the CEP-dependent population dynamics at the CI and an analysis of the mechanism behind the laser control. Our conclusions are given in section 4.

2. Computations

2.1. Electronic structure calculations

The ultrafast (femtosecond time scale) electronic relaxation of NO\(_2\) via non-adiabatic transitions has been widely explored both theoretically and experimentally [73–89].

Extensive static quantum chemical calculations of NO\(_2\) PESs, using a broad spectrum of theoretical approaches, covering single- and multiconfigurational schemes and dynamically correlated and uncorrelated methods are available in the literature [75, 78, 82, 90–117]. These calculations serve as a basis for the dynamical simulations and have ultimately guided the interpretation of the complex spectroscopical features of NO\(_2\).

The topological landscape of the \( \tilde{F}A_1 \) ground state PES, disregarding dissociation or peroxo isomerization regions, is characterized by a global minimum occurring at an \( \text{N}–\text{O} \) equilibrium distance of \( R_e = 1.154 \pm 0.023 \, \text{Å} \) and at an \( \text{O}–\text{N}–\text{O} \) bond angle of \( \theta = 132.7^\circ \pm 137.5^\circ \) (the experimental values are \( R_e = 1.193 \pm 0.197 \, \text{Å} \) and \( \theta = 133.2^\circ \pm 134.2^\circ \) [118–123]). The \( \tilde{F}A_1 \) state is predicted to intersect with the upper electronic state \( \tilde{F}B_2 \) 0.96 – 1.48 eV above the global minimum at \( R_e = 1.242 \pm 1.311 \, \text{Å} \) and \( \theta = 106.6^\circ \pm 114^\circ \), leading to a \( \tilde{F}A_1/\tilde{F}B_2 \) CI (the experimental values are \( R_e = 1.246 \, \text{Å}, \theta = 103.1^\circ, \) and \( T_e = 1.21 \, \text{eV} \) [124]), corresponding to the energetic minimum of the CI seam. The CI is located in the vicinity of the minimum of the \( \tilde{F}B_2 \) PES \( (R_e = 1.212 \pm 1.373 \, \text{Å} \) and \( \theta = 101.0^\circ \pm 102.8^\circ; \) expt.: \( R_e = 1.244 \, \text{Å} \) and \( \theta = 102.6^\circ \) [125]). A substantial energy barrier separates the \( \tilde{F}B_2 \) minimum from a crossing with the \( 2^2A_1 \) state, almost at the linear geometry [78]. Also at linearity, and high above the \( \tilde{F}B_2 \) minimum, the \( \tilde{F}B_2 \) state is calculated to be degenerate with the electronic ground state \( \tilde{F}A_1 \) [78, 126, 127]. The number of interstate crossings increases with the excitation energy, increasing the complexity of the high-lying excited PESs.

This work focusses on studying the effect of a control laser pulse on the wave packet dynamics at a CI, rather than on a global description of the dynamics of NO\(_2\). We therefore use a reduced-dimensionality model for the NO\(_2\) PESs, comprising the two coordinates essential for the description of the internal conversion funnel [128]. These coordinates, which define the branching space of a CI, are the gradient difference and derivative coupling vectors. In the case of the NO\(_2\) molecule they correspond to the bending and the asymmetric stretch modes, \( \theta \) and \( r_e \), respectively, where \( r_e \) is half the difference between the two \( \text{N}–\text{O} \) distances \( (R_{NO}) \). The third internal degree of freedom, the symmetric stretch coordinate, was constrained to its value at the MR-CISD (multireference configuration interaction with all single and double excitations) geometry of the CI (details below). Another reason for choosing the reduced-dimensionality model is the numerical cost of the 3D calculations, given that a large number of simulations for different laser parameters is required to fully analyze the physics underlying the discussed control scenario.
A multiconfigurational ansatz was used for the description of the degeneracy regions and excited state PESs. The initial reference wave functions were computed using the CASSCF method and the $C_2v$ symmetry point group, the $\Theta$ obtained in the crossing of the 2D PESs. The MR-CISD minima and CI geometries are very close to the experimental structures. The MR-CISD approach, with CASSCF as the reference, employing the Columbus Quantum Chemistry Package in nine orbitals, correlating to the atomic 2p orbitals. The electronic energies were optimized using the MR-CISD procedure that is implemented in MOLPRO 2009.

The quantum wave packet dynamics calculations were performed using the quasi-diabatic representation [135, 136] (see figure 1). The use of diabatic PESs avoids the treatment of divergent kinetic energy couplings at the CI geometry, since the coupling is no longer described by the kinetic energy operator, but rather as a potential coupling—a smooth function of the nuclear coordinates $\theta$ and $r_\perp$. For the construction of diabatic states, a number of schemes based on different approaches have been developed, for an overview see [17]. For the present study, the diabatic electronic states were constructed using the orbital-based quasi-diabatization procedure that is implemented in MOLPRO 2009 [137, 138]. It relies on the minimization of the derivative

**Table 1.** Minimum and CI optimized geometries and energies of the $\Gamma A_1$ and $\Gamma B_2$ states at these points of the PESs relative to the $\Gamma A_1$ ground state minimum.

| $\text{R}_{\text{SO}}$ (Å) | $\theta$ (degrees) | $\Gamma A_1$ energy (eV)/Hartree | $\Gamma B_2$ energy (eV)/Hartree |
|---------------------------|-------------------|-------------------------------|-------------------------------|
| $\Gamma A_1$ minimum      | 1.203             | 138.7                         | 0.00/0.00                    |
| $\Gamma B_2$ minimum      | 1.265             | 101.8                         | 1.86/0.068                   |
| $\Gamma A_1/\Gamma B_2$ CI | 1.259             | 107.3                         | 1.25/0.046                   |

**Figure 1.** One-dimensional cuts of the adiabatic potential energy curves (PECs), corresponding to the states $\Gamma A'$ (asterisks) and $2^2A'$ (squares), and of the diabatic PECs, corresponding to the states $\Gamma A_1$ (black solid line) and $\Gamma B_2$ (blue solid line) for $C_2v$ symmetry. (A) and (B): cuts along the bending angle $\theta$ at $r_\perp = 0$ a.u. ($C_s$ symmetry) (A), and at $r_\perp = 0.4$ a.u. (B). (C) and (D): cuts along the asymmetric stretch coordinate $r_\perp$ (the curves are symmetric with respect to $r_\perp = 0$ a.u.) passing through the minimum of the $\Gamma A'$ state (C) and the CI geometry (D).
couplings by employing the condition of configurational smoothness of diabatic states. Starting from a suitable reference geometry, the diabatic electronic wave functions at neighboring geometries are determined by maximizing the overlap with the diabatic reference electronic wave function, usually the electronic eigenfunctions at equilibrium geometry, using a unitary transformation matrix. The solid lines in figure 1(A) depict the diabatization result for the system constrained to \( C_{2v} \) symmetry (\( r_0 = 0 \) a.u.). As expected, the adiabatic and diabatic curves are superimposed, since the potential coupling vanishes in \( C_{2v} \) symmetry. For bending angles larger than that corresponding to the CI geometry (\( \theta > 107.3^\circ \)), the ground adiabatic state, \( \psi_{A_1} \), coincides with the \( A_1^2 \) state, while the excited adiabatic state, \( \psi_{B_2} \), coincides with the \( B_1^2 \) state. For \( \theta < 107.3^\circ \) the situation is reversed. In comparison, figure 1(B) depicts the adiabatic and diabatic curves for \( r_0 = 0 \) a.u. The adiabatic and diabatic curves are no longer entirely superimposed. In the vicinity of the CI point, where the adiabatic states avoid each other, the diabatic curves cross. Panels 1(C), 1(D) represent potential energy curves along the asymmetric stretch coordinate. The curves pass through the minimum of the \( A_1^2 \) state and the CI geometry (D). In figure 1(C), the states are well separated and the adiabatic and diabatic curves coincide. In figure 1(D), the two curves are slightly different away from the \( C_{2v} \) symmetry.

Finally, figure 2 shows the 2D diabatic PESs and the potential coupling surface. The solid black line in the panels 2(A)–(C) indicates nuclear geometries at which the two diabatic PESs cross. The red cross indicates the CI geometry.

2.2. Wave packet dynamics calculations

The total wave function describing the system, \( \Psi(r, R) \), is expanded in the basis of the two coupled diabatic electronic states, \( \varphi_1(r; R) \) and \( \varphi_2(r; R) \),

\[
\Psi(r, R, t) = \chi^1 (R, t) \varphi_1(r; R) + \chi^2 (R, t) \varphi_2(r; R).
\]  

Here \( \chi^i (i = 1, 2) \) is the vibrational wave function associated with state \( i \), \( r \) stands for all electronic coordinates, and \( R \) designates nuclear coordinates, i.e., the asymmetric stretch coordinate \( r_a \) and the bending angle \( \theta \).
We solve the following system of coupled equations:

\[
\begin{align*}
\frac{i\hbar}{\partial t} \chi^d_1(R,t) &= \left[ T^d + V^d + W^d \right] \chi^d_1(R,t) \\
&= \begin{pmatrix}
T^d\left( R, \frac{\partial}{\partial R} \right) & 0 \\
0 & T^d\left( R, \frac{\partial}{\partial R} \right)
\end{pmatrix} \begin{pmatrix}
\chi^d_1(R,t) \\
\chi^d_2(R,t)
\end{pmatrix} + \begin{pmatrix}
V^d_1(R) \\
V^d_2(R)
\end{pmatrix}.
\end{align*}
\]

where \( T^d \) denotes the kinetic energy operator (see below), \( V^d_1 \) and \( V^d_2 \) are the diabatic PES and the diabatic permanent dipole moment of state 1 (2), respectively. \( V^d_1 \) and \( V^d_2 \) describe the potential coupling and the diabatic transition dipole moment between the two diabatic electronic states \( \varphi_1 \) and \( \varphi_2 \), respectively. The electric field contributes to the laser coupling. \( E(t) = E_0 f(t) \cos(\omega t + \phi_{\text{CEP}}) e_z \) defines the laser pulse, where \( E_0 \) is the peak electric field strength, \( f(t) \) is the Gaussian pulse envelope, \( \omega \) the field frequency, \( \phi_{\text{CEP}} \) controls the CEP of the pulse, and \( e_z \) denotes the unit vector along the \( z \)-axis. The propagation of the vibrational wave packets is performed entirely in internal coordinates.

The spatial orientation of the molecule in the calculations is therefore determined only by the elements of the laser–molecule coupling matrix, \( d^3 \cdot E \). The molecule is placed in the \( x-y \) plane, where the \( x \)-axis coincides with the bisector of the bending angle \( \theta \). At this orientation, for symmetry reasons, only the \( y \)-component of the transition dipole moment is non-zero for \( C_2v \) configurations \( (\tau_a = 0 \text{ a.u.}) \) of the molecule.

The control scheme suggests to irradiate the molecule while the vibrational wave packet passes through the CI, which occurs for the \( C_2v \) configuration. Hence, only the \( y \)-component of the control field contributes to the laser coupling.

Molecules with different orientations with respect to the laser polarization direction will be affected similarly by the control pulse, but the strength of the effect depends on the projection of the electric field vector on the \( y \)-axis of the molecule-fixed frame. Additional results obtained for different orientations of the molecule (not depicted here) show that already a moderate molecular alignment distribution of \( \cos^2 \alpha \approx 0.5 \) is sufficient to observe the effect of the control pulse discussed here. Such moderate alignment distribution is expected to be generated by the excitation pulse. The reduced 2D vibrational kinetic energy operator, expressed in terms of the asymmetric stretch coordinate \( r_a \) and the bending angle \( \theta \), reads

\[
T^d = -\frac{\hbar^2}{4\mu} \frac{\partial^2}{\partial r_a^2} + \frac{\hbar^2}{4m_N} \cos \theta \frac{\partial^2}{\partial r_a^2} + \frac{\hbar^2}{2m_N} \frac{1}{r_a^2 - r_\ell^2} \left[ \cos \theta \frac{\partial^2}{\partial \theta^2} + \cot \theta \frac{\partial}{\partial \theta} \right] + \frac{\hbar^2}{2m_N} \frac{1}{r_a^2 - r_\ell^2} \left[ \sin \theta \frac{\partial}{\partial \theta} + \cos \theta \right] - \frac{\hbar^2}{2m_N} \frac{r_a^2 + r_\ell^2}{r_a^2 - r_\ell^2} \cos \theta.
\]

Here \( \mu = m_N m_O / (m_N + m_O) \) with \( m_N \) and \( m_O \) denoting the mass of the nitrogen and oxygen atoms, respectively. A detailed description of the construction of this specific, reduced-dimensionality kinetic energy operator is beyond the scope of this work [139]. A general recipe for the construction of a molecular kinetic energy operator in curvilinear coordinates, including molecular systems subject to constraints, is extensively described in [140–142].

We employ the direct product discrete variable representation (DVR) method for solving the time-dependent Schrödinger equation (2). For the asymmetric stretch coordinate \( r_a \) we use the Colbert–Miller sine DVR [143], while for the bending angle \( \theta \), we utilize a Gauss–Legendre DVR. We use \( N_a = 41 \) points for the \( r_a \)-grid, which ranges from \(-0.57\) to \(+0.57\) a.u., and \( N_\theta = 90 \) points for the \( \theta \)-grid, ranging from \(61^\circ\) to \(179^\circ\). The time-dependent coupled equations (2) are then propagated by a split-operator method, using a time step of \( \Delta t = 0.024 \text{ fs} \). At each time step, we also calculate the adiabatic ground and excited nuclear wave functions, \( \chi_{\text{ad}} \)
and $\chi^{ad}_e$, from the diabatic nuclear wave functions:

$$
\begin{pmatrix}
\chi^{ad}_g(R, t) \\
\chi^{ad}_e(R, t)
\end{pmatrix}
= M
\begin{pmatrix}
\chi^d_g(R, t) \\
\chi^d_e(R, t)
\end{pmatrix},
$$

(4)

where matrix $M$ diagonalizes the diabatic potential energy matrix:

$$
M
\begin{pmatrix}
V^d_g(R) & V^d_{12}(R) \\
V^d_{12}(R) & V^d_e(R)
\end{pmatrix}
M^{-1}
= 
\begin{pmatrix}
V^{ad}_g(R) & 0 \\
0 & V^{ad}_e(R)
\end{pmatrix}
$$

(5)

3. Results and discussion

3.1. Population dynamics

We initialize the coupled electron–nuclear wave packet dynamics at \( t = 0 \) fs by placing the lowest vibrational state of the electronic ground state on the upper adiabatic surface, equivalent to an instantaneous, complete Franck–Condon excitation of the molecular system, see figure 3(a).

Figure 3(b) shows the ensuing time evolution of the population of the two adiabatic states, \( P_i(t) = |\chi^{ad}_i(t)|^2 \) with \( i = \{ g, e \} \). The nuclear wave packet immediately starts to propagate towards smaller bending angles on the upper adiabatic surface. After approximately 6 fs it starts to encounter the CI region for the first time. While passing the coupling region, we can observe a strong non-adiabatic transition into the ground adiabatic state, leading to an increase of the electronic ground state population in the time interval from 6 to 12 fs, see figure 3(b). The part of the nuclear wave packet that did not hop on the lower adiabatic surface during the CI passage, but remained on the upper one, reaches its turning point first, where it reflects, and then propagates back towards the coupling region. The ensuing non-adiabatic transition during this second CI passage leads to
the second increase of the population of the ground adiabatic state between 15.5 and 21.5 fs. The nuclear wave packet evolving on the lower adiabatic surface, re-encounters the CI region later at \( t \sim 25 \) fs. During this CI passage, a substantial part of the nuclear wave packet is transferred back into the excited adiabatic state, leading to the significant drop of the ground state population. Figure 3(b) shows that the strong non-adiabatic transitions, which are accompanied by substantial population transfers between the two coupled states, occur with a period of approximately 18 fs.

The strong non-adiabatic transitions observed here, reflect the diabatic-like behavior of the field-free dynamics of NO2. Figure 3(c) shows the time evolution of the population of the two diabatic electronic states, \( P_j(t) = |\chi_j^a(t)|^2 \) with \( j = \{1, 2\} \). The smooth time-dependence of the diabatic population illustrates the diabatic-like dynamics: Upon excitation, the nuclear wave packet mainly oscillates on the excited diabatic surface, \( V_2^a \), with moderate population transfer between the two diabatic states, due to their moderate coupling (see figure 2(C)).

As we use a reduced-dimensionality (2D) model of NO2, it is worthwhile to compare the dynamics described here with that obtained for a full three dimensional treatment of the problem. For that we have performed calculations similar to those presented by Arasaki et al in figure 2 of [85], obtaining the population evolution of the two diabatic states upon the interaction with a pump pulse. The results are shown in figure 3(d). Since we employ different \( ab\initio\) PESs for the two electronic states, we have adjusted the pump pulse parameters (frequency and intensity) so that the same amplitude is transferred to the excited state by the pump. We find that the qualitative behavior of the subsequent field-free population evolution, including the first two passages through the CI, is in very good agreement. In particular, the population dynamics obtained by us, on the one hand, and Arasaki et al [85], on the other hand, exhibit nearly the same characteristic time scales.

As already mentioned above, the characteristic time, \( \tau_{CI} \), that it takes the nuclear wave packet to pass through the coupling region, is only \( \tau_{CI} \approx 6 \) fs. This is indicated by the vertical orange lines in the panels 3(b) and (c), highlighting the start and the end time of the first CI passage. The time scale of the oscillations of a field with a wavelength of 1600 nm, corresponding to a period of \( T_0 \approx 5.3 \) fs, is thus comparable to this transit time \( \tau_{CI} \). Hence, we use a 1600 nm control pulse with a FWHM of 6 fs and a peak intensity of \( 5.6 \times 10^{13} \) W cm\(^{-2}\), see figure 4(a). Importantly, we apply the ultrashort laser pulse in the same time interval, in which the nuclear wave packet passes through the CI region for the first time \( (t \sim 6-12 \) fs), as indicated by the vertical orange lines in figure 4(a).

It should be noted that for the specific control scheme discussed here, it is preferable to excite the system by a short, sudden kick, generating a coherent, well-localized initial wave packet on the upper state. This way the CEP-dependent coherence imparted by the subsequent control pulse manifests during much longer dynamics that follow. Thus, an ultrashort excitation pulse is desirable. For the sake of clarity, we initialize the wave packet dynamics by means of a fictitious delta excitation. However, thanks to the continuous effort dedicated to the generation of ever-shorter light pulses, nowadays, single-cycle and even sub-cycle pulses can be generated for a wide range of central carrier frequencies using different state-of-the-art techniques [144–147], such as waveform synthesizers. We have repeated our calculations for a single-cycle pump pulse, resonant with the \( \Pi_A \) to \( \Pi_B \) transition at the \( \Pi_A \) equilibrium geometry and a peak intensity of \( 2.6 \times 10^{13} \) W cm\(^{-2}\) (for such a short pump, excitation is still a nearly linear function of intensity), with virtually identical results (not depicted here). In case of substantially longer excitation pulses, additional effects induced by the overlap of the pump and control pulse need to be considered. Panel 4(b) shows the laser-modified time evolution of the adiabatic population of the two states. We notice two things: (i) the first population transfer at the CI is strongly modified by the laser pulse, and (ii) the second and subsequent population transfers at the CI are largely suppressed, even though the pulse is off at \( t \sim 18 \) fs. The results shown in figure 4(b) correspond to calculations using a pulse with a CEP of \( \phi_{CEP} = 0 \). In panel 4(d), we present the evolution of the laser-modified population of the excited adiabatic state obtained with the same pulse, but different CEP: \( \phi_{CEP} = \pi/4 \) (black curve), and \( \phi_{CEP} = \pi/2 \) (green curve), see panel 4(c). Our results show that the dynamics at the CI are sensitive to the CEP of the pulse, revealing the potential of its sub-cycle, and thus sub-femtosecond control.

The significant modification of the population dynamics indicates strong laser-induced changes of the PESs and couplings. To gain a better insight into the process responsible for this CEP-dependent molecular response, it is useful to study the laser-induced modifications of the nuclear wave packet, as can be seen in the next section.

### 3.2. Wave packet dynamics

Figure 5 shows the evolution of the nuclear probability density, in the absence of the control field, integrated over the bending angle \( \theta \), i.e., as a function of the asymmetric stretch coordinate \( r_2 \) and time \( t \). Panel (a) corresponds to the upper adiabatic surface, and panel (b) to the lower adiabatic surface.
Let us start with panel (a): at $t = 0$ fs, the initial probability density is that of the lowest vibrational state of the electronic ground state, in accordance with the chosen initial conditions. Panel (a) shows that, while propagating along the reaction coordinate $\theta$ towards the CI, the wave packet spreads just a little along the asymmetric stretch coordinate $r$. At $t \sim 6$ fs, the nuclear wave packet has reached the CI region and the first non-adiabatic transition takes place, apparent by the emergence of the substantial nuclear probability density on the lower adiabatic surface, see panel (b). Note that the part of the nuclear wave packet that remains on the upper surface...
develops a node at $r = 0$ a.u. after passing the CI; a signature of destructive self-interference of the wave packet due to the geometric phase effect [148–152]. At $t \sim 15$ fs, the part of the wave packet still evolving on the upper surface after the first CI passage, reaches its turning point. There it gets compressed, explaining the increase of the probability density. Shortly after that, the nuclear wave packet re-encounters the CI, resulting in the further increase of the ground state population around $t \sim 18.5$ fs, see figure 3(b). After this second CI passage, the population of the excited state is only $\sim 5\%$, and, consequently, panel (a) shows virtually no nuclear probability density from $t \sim 20$ to $t \sim 25$ fs.

Let us turn to panel (b): at $t \sim 17$ fs, the part of the nuclear wave packet, which propagates on the lower surface, reaches its turning point, clearly evident from the substantial increase of the nuclear probability density around $r = 0$ a.u.. Then, 8 fs later ($t \sim 25$ fs), the wave packet reaches the CI, where we can observe another strong non-adiabatic transition, this time into the excited adiabatic state. Again, we can see the formation of a node due to the geometric phase effect in that part of the wave packet, which remains on the same surface when passing the CI region, here, on the lower adiabatic surface.

How do these wave packet dynamics change in the presence of the control pulse? Figure 6 shows the evolution of the nuclear probability density corresponding to the excited adiabatic state with and without the control pulse included in the calculations, and for the different CEP values of the pulse shown in figure 4(c).

Let us first focus on the time interval from $t = 0$ to $t = 20$ fs, when the pulse is acting on the molecule. We note that the CI dynamics have dramatically changed under the influence of the pulse and that the nodal structure, which is apparent in the field-free case (panel (a)), does not emerge (independently of the CEP). As the formation of the node is a consequence of the geometric phase effect at the CI [148–152], the absence of the nodal structure can be understood in terms of a considerable change of the CI region caused by the control pulse: The strong laser field changes the shapes of the PESs, in particular in the coupling region, in a way similar to the observations that have been made in prior studies.

\footnote{Note that the plotted probability density is integrated with respect to the bending angle $\theta$, so that the instant of time at which the node becomes apparent in the figure is not identical to the instant of time when the leading edge of the wave packet encounters the CI, but rather when the entire part of the wave packet remaining on the upper surface has passed the coupling region.}
In order to visualize the reshaping of the PESs, we have calculated the laser-induced quasistatic PESs by diagonalizing the time-dependent matrix $QV(\tau) = V^d + W^d(\tau)$, composed of the diabatic potential energy matrix $V^d$ and the time-dependent laser coupling matrix $W^d$ (see section 2.2). The laser-induced quasistatic PESs, $V^{QS}(\tau)$ with $i = \{g, e\}$, are the eigenvalues of $Q^d$ calculated for each instant of time. We find that using such instantaneous basis and the instantaneous transformation of the PES landscape allows for an intuitive and clear interpretation of our results.

Let us first consider the case, in which the CEP of the control pulse is $\phi_{\text{CEP}} = 0$. Figure 7 shows cuts of the laser-induced, quasistatic PESs, $V^{QS}_i(\tau)$ with $i = \{g, e\}$, along the coupling coordinate $r_a$ for different bending angles $\theta$ and different instants of time during the pulse (see figure 4(c)): (i) just before the turn-on of the pulse at $t = 0$ fs (panel (a)), (ii) when the field strength reaches its first positive maximum at $t \sim 7$ fs (panel (b)), and (iii) when the field strength reaches its negative maximum (equivalent to its peak value) at $t \sim 9.4$ fs (panel (c)). It is important to note that the cuts were taken at those values of the bending angle $\theta$, at which the laser-modified PESs touch.

Panel (a) corresponds to the case when the laser pulse is off. Therefore the position of the intersection is identical to that of the CI in the field-free case, i.e., at $r_a = 0$ a.u. and $\theta \sim 107^\circ$. At $t \sim 7$ fs, when the electric field strength is $E \sim +0.025$ a.u., the position of the intersection has changed to $r_a \sim +0.27$ a.u. and $\theta \sim 110^\circ$. At $t \sim 9.4$ fs, the electric field strength is $E \sim -0.04$ a.u. and the position of the intersection has moved to $r_a \sim -0.39$ a.u. and $\theta \sim 112^\circ$.

The red dots in panel (d) indicate the entire trajectory that the intersection position follows while the laser pulse is acting on the system, as a function of the nuclear coordinates $r_a$ and $\theta$. Following the field’s oscillations, the position of the intersection ‘swings’ between positive and negative values of the asymmetric stretch coordinate $r_a$, depending on the sign of the electric field. The larger the absolute value of the field strength, the greater the displacement of the intersection with respect to $r_a = 0$ a.u. The same applies to the shift of the
intersection geometry with respect to the bending angle \( \theta \), however, the shift occurs only towards larger angles compared to the field-free CI geometry, \( \theta_{\text{CI}} \sim 107^\circ \).

The position of the moving intersection is determined by the elements of both the diabatic potential energy matrix \( V^d \) and the laser coupling matrix \( W^G(t) \), and, in particular, their symmetry properties with respect to the nuclear coordinates. All these matrix elements are either symmetric or antisymmetric with respect to the coupling mode \( r_2 \). In this study, we found that the transition dipole moment (in \( y \) direction) makes the most significant contribution to the change of the topological landscape of the coupling region. Based on the behavior of the intersection trajectory corresponding to the pulse with \( \phi_{\text{CEP}} = 0 \) (panel (d)) and the circumstance that the transition dipole moment is symmetric with respect to \( r_2 = 0 \) a.u., we can easily predict the behavior of the trajectories caused by the pulses with different CEP. For a CEP of \( \phi_{\text{CEP}} = \pi \), the sign of the electric field is inverted. In this case, the trajectory will be mirror-symmetric with respect to \( r_2 = 0 \) a.u. to the \( \phi_{\text{CEP}} = 0 \) trajectory. For a CEP of \( \phi_{\text{CEP}} = \pi/2 \), where the absolute value of the maximum and minimum of the field strength is equal (see figure 4(c)), the entire trajectory is symmetric with respect to \( r_2 = 0 \) a.u.. We stress that this analysis is based on the negligible contribution of the permanent dipole moments of the two states, which are antisymmetric with respect to the coupling mode \( r_2 \).

Let us now return to the interpretation of the nuclear probability densities shown in figure 6. The initial nuclear wave packet has even symmetry with respect to \( r_2 = 0 \) a.u., which is retained until it reaches the CI region for the first time.

In the field-free case, the CI is located at \( r_2 = 0 \) a.u., which means that the part of the nuclear wave packet that passes the CI region on ‘one side’ of the CI (\( r_2 > 0 \)) is equal to that propagating on ‘the other side’ of the CI (\( r_2 < 0 \)). In accordance with the geometric phase effect, the two parts that propagate along the different paths acquire a phase shift of \( +\pi/2 \) and \( -\pi/2 \), respectively. Hence, behind the CI, at \( r_2 = 0 \) a.u. they interfere destructively and the wave packet acquires a node.

However, in the presence of the laser pulse, the CI region is subject to significant laser-induced reshaping while the nuclear wave packet is passing it. As a result, the wave packet does not experience the static CI at \( r_2 = 0 \) a.u. while (mainly) propagating along \( r_2 = 0 \) a.u. towards smaller bending angles \( \theta \). But, instead, the intersection, which is moving primarily perpendicular to the wave packet (between \( r_2 \sim -0.3 \) a.u. and \( r_2 \sim +0.4 \) a.u. around \( \theta \sim 110^\circ \), see figure 7(d)), ‘cuts sideways’ into it, sculpting it in the coordinate and momentum space. To illustrate this dynamic process, we have included a movie in the supplementary material, presenting the nuclear wave packet dynamics on the upper surface, as well as the trajectory of the moving intersection.

Since the intersection trajectory varies with the CEP, the wave packet passage through the CI region is sensitive to the CEP of the control pulse, explaining the differences apparent in the panels 6(b)–(d) for the time interval from \( t \sim 6 \) to \( t \sim 12 \) fs. The different evolution of the nuclear probability densities illustrates clearly how the ‘moving intersection’ sculpts the nuclear wave packet differently, depending on the pulse’s CEP.

Let us turn our attention to the ensuing nuclear probability density evolution from \( t = 20 \) to \( t = 65 \) fs, long after the end of the laser pulse. We can see that the subsequent evolution of the nuclear wave packet, including further (field-free) passages through the CI, retains the memory of the control pulse and its CEP. Both the shapes of the nuclear wave packets at each PES and the relative phase between them, determined by the interaction with the ultrashort pulse during the first CI passage, control the field-free dynamics on the many tens of femtosecond time scale.

Figure 6 illustrates how the laser-controlled re-shaping of the nuclear wave packet during the first CI passage breaks the symmetry of the wave packet with respect to the coupling mode \( r_2 \). The ‘rocking’ time-dependent laser-dressed quasistatic PESs, see panels 7(a)–(c), drive the nuclear wave packet, which in the field-free case propagates symmetrically to \( r_2 = 0 \) a.u., on an oscillatory trajectory around \( r_2 = 0 \) a.u.. In other words, the modification of the coupling region is accompanied by momentum ‘kicks’ from the control pulse perpendicular to the main propagation direction of the wave packet. As a result, no nodal structure emerges in the nuclear probability densities shown in panels 6(b)–(d) for \( t > 25 \) fs. In fact, for \( t > 18 \) fs the field-free static CI is present, however, following its oscillatory trajectory, the nuclear wave packet no longer approaches the CI region ‘symmetrically’.

In the limiting case of laser fields with periods much longer compared to the CI passage time of the nuclear wave packet, investigated by Arasaki et al in [67, 68], the intersection can be ‘moved away’ from its field-free position for the entire (ultrashort) passage time. In this situation the wave packet can ‘miss’ the coupling region almost fully, depending on the strength of the field.

4. Conclusions

Using the example of the NO₂ molecule (in restricted dimensionality), we have analyzed the possibility of sub-laser-cycle control of nuclear motion through the CI. We have found that adjusting the cycle of the control laser
puls to the charateristic transit time through the CI leads to a dramatic modification of the wave packet dynamics, sensitive to the CEP of the control pulse. First, the motion of the CI induced by the control pulse sculpts the wave packets on both PESs and controls the branching ratio on the sub-cycle time scale. Second, the modifications of the wave packets on the coupled PESs, and in particular the altered electronic coherence between them, affect the further motion through the CI long after the control pulse is over. A similar re-shaping of the wave packet at the CI region can also be achieved by using a pulse with another near- or MIR laser wavelength (such as an 800 nm pulse), however, a well-controlled laser-induced re-shaping requires the application of a control pulse with a period that is comparable to the characteristic time of the CI passage of the nuclear wave packet. In this case, the sub-laser-cycle control of the introduced modifications is maximized.

The changes in the wave packet dynamics stimulated by the control pulse can be monitored by means of femtosecond time-resolved photoelectron spectroscopy [153], an established experimental technique for measuring excited state dynamics in polyatomic molecules, including ultrafast non-adiabatic processes [154]. The photoelectron angular distributions measured with standard femtosecond laser pulses and velocity map imaging techniques can be compared with theoretical predictions obtained with extended wave packet dynamics simulations including the interaction with the ionizing probe pulse and geometry- and energy-dependent photoionization matrix elements. High-harmonic spectroscopy constitutes another sensitive measuring technique, where the wave packet dynamics is encoded in the high-harmonic radiation emitted at different time delays upon excitation [155]. Both methods, and their more sophisticated counterparts such as femtosecond time-resolved photoelectron-photon coincidence imaging, have already been used in the past to study both experimentally and theoretically the wave packet dynamics at the \( \text{I}^2\text{A}_1/\text{I}^2\text{B}_2 \) CI of \( \text{NO}_2 \), see e.g. [68, 80–83, 85, 87–89].

In this work, we have considered a reduced-dimensionality model. How would the full 3D nature of the dynamics affect the proposed control mechanism? In 2D, the CI is a single point, while in 3D it is a 1D seam of \( \text{C}_2v \) geometry. According to Mahapatra et al (see figure 1(a) in [75]), the CI seam depends weakly on the symmetric stretch coordinate, i.e., for varying \( r_s \) it varies little with respect to the bending angle \( \theta \). Thus, for all relevant symmetric stretch components, the CI seam will be reached by the wave packet synchronously. As the laser-controlled CI slices through the wave packet mainly along the asymmetric stretch coordinate, it should happen virtually simultaneously for all relevant \( r_s \). In general, as long as such synchronization is much better than 0.5 of the laser cycle, the proposed control mechanism should remain unaffected.
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