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Abstract—We present a compressive sensing based defect detection by multiple input multiple output (MIMO) wireless radar. Here, defects are inside a layered material structure, therefore, due to reflections from the surface of the layered material structure the defect detection is challenging. By utilizing a low-rank nature of the reflections of the layered material structure and sparse nature of the defects, we propose a method based on rank minimization and sparse recovery. To improve the accuracy in the recovery of low-rank and sparse components, we propose a non-convex approach based on the iteratively reweighted nuclear norm and iteratively reweighted $\ell_1$-norm algorithm. Our numerical results show that the proposed method is able to demix and recover the signalling responses of the defects and layered structure successfully from substantially reduced number of observations. Further, the proposed approach outperforms the state-of-the-art clutter reduction approaches.

Index Terms—Low-rank, sparse recovery, signal separation, compressed sensing.

I. INTRODUCTION

Defect/object detection is important in many areas such as remote sensing, security, health, product quality assurance and many more [1]–[4]. The main challenge of the detection of defects/objects is the strong clutter due to the reflection from the surface of the layered material structure [5], [6]. The conventional clutter suppression methods such as spatial filtering (SP) [2], background subtraction (BS) and subspace projection (SP) [7] are not effective in suppressing this kind of clutter as described below. Reference data of the scene is required in BS. However, reference data may not be available in many scenarios. In the SP, it is difficult to determine the perfect threshold for clutter removal.

Many compressed sensing (CS)-based methods are proposed for object identification from very few measurements [8]–[13]. Moreover, joint clutter reduction and object recovery have been introduced recently in CS by considering that the clutter response has a low-rank structure while the response of the defects/objects is sparse [9]–[11]. However, finding matrices of lowest rank and sparsest vectors from compressed observations are NP-hard problems. Thus, it is common to consider the $\ell_1$-norm (absolute sum of elements) and the nuclear norm of a matrix (sum of singular values) [14] as convex relaxations to sparsity and rank. In both cases, non-convex approaches are known to perform better by providing tighter characterizations of rank and sparsity. In the $\ell_1$-minimization algorithms, larger coefficients are heavily penalized compared to the smaller coefficients and iteratively reweighted $\ell_1$-minimization has been considered in this context [15], [16]. Similarly, nuclear norm minimization algorithms shrink singular values equally and tighter approaches based on reweighting have been considered [17]–[20]. In this work, we propose a novel iterative alternating direction method of multipliers (ADMM)-based algorithm for defect detection from few compressive measurements which combines iteratively reweighted nuclear norm and $\ell_1$-minimization. In particular, we consider a double-reweighted approach, i.e., wrt. nuclear and $\ell_1$-norm. In addition to that, we shed light on the improvement for multiple inner ADMM loops. Most of the work in the literature [17], [21] focus on low-rank plus sparse recovery (also known as robust principal component analysis (RPCA)) without considering the compressive sensing case [22] and/or possibly with single reweighting. In addition to that, we compare the performance of our method with state-of-the-art clutter-reduction methods namely SF, SP and the low-rank plus sparse recovery method based on $\ell_1$-norm and nuclear norm minimization [9]. The paper is organized as follows. We introduce the system model in Section II and present the recovery algorithm in Section III. In Section IV, we evaluate our approach numerically and finally Section V concludes the paper.

II. SYSTEM MODEL

In this work, a mono-static stepped-frequency continuous (SFCW) radar based setup is considered for defect detection as shown in Fig. 1. The SFCW radar system consists of $M$ transceivers parallel to the single-layered material struc-
tude. Also, equal amount of spacing is maintained between transceivers. Here, we consider \( P \) static defects, which are inside the layered material structure. Each transceiver transmits a stepped-frequency signal consists of \( N \) frequencies. The bandwidth of a single frequency band is given by \( B/N \) where \( B \) is the total bandwidth in Hz. The received signal of the \( m \)-th antenna for \( n \)-th frequency band \( f_n \) is denoted by \( y_{m,n} \).

It includes of two major components, namely, the reflection of the layered material structure, i.e., \( l_{m,n} \) and the reflection of the defects, i.e., \( d_{m,n} \) as is given below

\[
y_{m,n} = l_{m,n} + d_{m,n} + z_{m,n}.
\]

In (1), \( z_{m,n} \) is the additive Gaussian noise. Now, \( l_{m,n} \in \mathbb{C} \) in base-band is given by

\[
l_{m,n} = \sum_{g=1}^{G+1} \alpha_g e^{-j2\pi f_n \tau_{m,g}}.
\]

The complex signal coefficient and the propagation delay of the \( g \)-th reflection of the layered structure are given by \( \alpha_g \in \mathbb{C} \) and \( \tau_{m,g} \), respectively. It is assumed that there are \( G \) number of internal reflections within the layered structure as shown in Fig. 1. Now, the received signal of the layered structure for all \( N \) frequencies is given by \( l_m = [l_{m,1},...,l_{m,N}]^T \in \mathbb{C}^N \). The reflection of the defects, \( d_{m,n} \in \mathbb{C} \) in base-band is given by

\[
d_{m,n} = \sum_{p=1}^{P} \alpha_p e^{-j2\pi f_n \tau_{m,p}}.
\]

The complex signal coefficient of the \( p \)-th defect and the round-travel time of the signal from the \( m \)-th antenna location to the \( p \)-th defect are given by \( \alpha_p \in \mathbb{C} \) and \( \tau_{m,p} \), respectively. To this end, the received signal of the defects for all \( N \) frequencies by the \( m \)-th antenna is given by \( d_m = [d_{m,1},...,d_{m,N}]^T \in \mathbb{C}^N \).

Next, the scene is hypothetically partitioned into a rectangular grid of size \( Q \) as shown in Fig. 1 to form a two-dimensional image of the scene. We define a vector \( s \in \mathbb{C}^Q \) which consists of all the \( \alpha_p \) values of the defects. Then, \( d_m \) can be written as \( d_m = A_m s \). The matrix \( A_m \in \mathbb{C}^{N \times Q} \) is generated based on the time delays between the antennas and grid locations. Let, \( \tau_{m,q} \) is the propagation time delay between \( m \)-th antenna to the \( q \)-th grid location and back. To this end, \( \exp(-j2\pi f_n \tau_{m,q}) \) represents the \( (n,q) \)-th element of \( A_m \). Now, we define, \( Y \in \mathbb{C}^{M \times N} \) which consists the received signals for all \( M \) antennas and \( N \) frequency bands. Now, \( Y \) is given by

\[
Y = L + D + Z.
\]

Here, \( L, D \) and \( Z \in \mathbb{C}^{M \times N} \) are the received signals of the layered structure, defects and noise, respectively. We define a vectorization operator (vec(\( \cdot \))), which is used to convert a matrix to a vector by stacking the columns of the matrix. To this end, vec(\( L \)) and vec(\( D \)) are given by \( [(l_1)^T,...,(l_M)^T]^T \) and \( [(d_1)^T,...,(d_M)^T]^T \), respectively. Further, vec(\( D \)) = \( As \), with \( A = [(A_1)^T,...,(A_M)^T]^T \in \mathbb{C}^{MN \times Q} \).

The Compressed sensing (CS) approach considers that only a subset of antennas and frequencies are available. Here, this selection is done by using a selection matrix \( \Phi \in \mathbb{R}^{K \times MN} \).

In each row of the selection matrix has a single non-zero element of equal to one that represents the chosen frequency of a selected antenna. The reduced data vector \( y_{cs} \in \mathbb{C}^K \) with \( K \ll MN \) is given by

\[
y_{cs} = \Phi (\text{vec}(Y)),
\]

\[
= \Phi (\text{vec}(L + D + Z)) = \Phi (\text{vec}(L) + As + \text{vec}(Z)).
\]

Now, our focus is to recover \( L \) and \( s \) using the compressive measurement set \( y_{cs} \).

### III. LOW-RANK PLUS SPARSE RECOVERY

The response of the layered structure at different antennas shows strong similarity, i.e., \( L \) is low-rank. Moreover, the number of defects which are inside the layered material structure is less than grid size \( Q \). Therefore, we consider that the vector \( s \) in (3) is sparse (few non-zero entries). Thus, the estimation of \( L \) and \( s \) from \( y_{cs} \) is formulated as a low-rank plus sparse recovery problem. However, rank and sparsity minimization problems are usually NP-hard and therefore convex relaxations based on the nuclear norm and \( \ell_1 \)-norm are considered. The resulting convex problems are meanwhile well understood on the theoretical level, but are often empirically outperformed by several non-convex approaches. A well-known approach is based on iterative reweighting of \( \ell_1 \)-norm [15], [16] and nuclear norm [17]–[20]. Motivated from [15]–[20], our approach is based on iterative reweighting of \( \ell_1 \)-norm and nuclear norm. In more detail, we consider a double-reweighted approach, i.e., wrt. nuclear and \( \ell_1 \)-norm which is not yet well studied in the literature for the compressive case.

To this end, the estimation of \( L \) and \( s \) from \( y_{cs} \) is formulated as

\[
\begin{align*}
\min_{L,s} \quad & \beta_L \|W_1 LW_2\|_1 + \beta_S \|W_s s\|_1, \\
\text{s.t.} \quad & \|y_{cs} - \Phi \text{vec}(L) - \Phi As\|_2^2 \leq \epsilon.
\end{align*}
\]

Here, \( \beta_L \) and \( \beta_S \) are given positive regularization parameters and a small positive constant \( \epsilon \) is the noise bound. The \( \ell_1 \)-norm of a vector and nuclear norm of a matrix are represented by \( \|\cdot\|_1 \) and \( \|\cdot\|_\text{F} \), respectively. Further, \( W_1 \in \mathbb{C}^{M \times M}, W_2 \in \mathbb{C}^{N \times N} \) are complex weight matrices and \( W_s \in \mathbb{R}^{Q \times Q} \) is a non-negative diagonal weight matrix. Due to its multi-objective nature, the problem in eq. (6) is challenging and therefore the
alternating direction method of multipliers (ADMM) is used \[23, 24\]. We denote the signal component at the $t$-th ADMM iteration as $\cdots$ and $u \in \mathbb{C}^K$ and $r > 0$ are the auxiliary coupling variable and penalty factor related to the ADMM approach, respectively. Now, $L$ at the $(t+1)$-th iteration is the solution of the nuclear norm minimization for fixed weights, which can be formulated as a semi-definite program (SDP) problem \[19, 23\]

$$
(L)^{t+1} = \arg \min_{L \in \mathbb{R}^{N \times N}} \frac{\beta_L}{2} \left( \text{Tr}(W_1^t L_0^t) + \text{Tr}(W_2^t R) \right) + \frac{\rho}{2} \| \Phi \text{vec}(L) + \Phi A(s)^t - y_c \|_2^2,
$$

\text{subject to } L_0^t L + L + R \succeq 0.

Notice that, the matrices $L_0^t = L_0^t \in \mathbb{C}^{M \times M}$ and $R = R^H \in \mathbb{C}^{N \times N}$ are auxiliary variables. The matrices $(W_1)^t \in \mathbb{C}^{M \times M}$ and $(W_2)^t \in \mathbb{C}^{N \times N}$ are weight matrices, which are prone to optimization as well. For given $(W_1)^t$ and $(W_2)^t$ at $t$-th iteration which are positive semi-definite $(W_1, W_2 \succeq 0)$, this problem is a convex optimization problem. Therefore, to update $W_1$ and $W_2$, the eigenvectors of the $L_0$ and $R$ in the previous iteration are used. Let the eigenvectors of $L_0$ and $R$ be $\lambda$ and $\tilde{\lambda}$, respectively. Now, $L_0$ and $R$ are given by $L_0 = U \text{diag}(\tilde{\lambda}^{(t)}) U^H$ and $R = V \text{diag}(\tilde{\lambda}^{(t)}) V^H$. Next, to update $W_1$ and $W_2$ for the $(t + 1)$-th iteration a decay function $f(\cdots)$ is used

$$
\gamma_L^{(t)} = f(\tilde{\lambda}^{(t)}) \quad \text{and} \quad \gamma_R^{(t)} = f(\tilde{\lambda}^{(t)}),
$$

\begin{equation}
(W_1)^{t+1} = U \text{diag}(\gamma_L^{(t)}) U^H,
\end{equation}

\begin{equation}
(W_2)^{t+1} = V \text{diag}(\gamma_R^{(t)}) V^H.
\end{equation}

The operator $\text{diag}(\cdots)$ takes a vector as an input and returns a square diagonal matrix in which the main diagonal contains the vector elements and zeros elsewhere. Appropriate selection of decay function $f(\cdots)$ plays an important role in the algorithm. An overview of many known nonconvex surrogates for $\ell_0$-norm and nuclear norm is given in \[26\]. In this work, the log-determinant heuristic \[19\] is used as the decay function $f$. Now, $\gamma_L^{(t)}$ and $\gamma_R^{(t)}$ in \(9\) are given by

$$
\gamma_L^{(t)} = (\tilde{\lambda}^{(t)} + \delta 1_M)^{-1} \quad \text{and} \quad \gamma_R^{(t)} = (\tilde{\lambda}^{(t)} + \delta 1_N)^{-1}.
$$

Here, $\delta$ is a positive constant and $1_B$ represents a vector of length $B$ with all elements equal to 1. Next, $s$ is updated as

$$
(s)^{t+1} = \arg \min_s \beta_S \| (W_s)^t s \|_1 + \frac{\rho}{2} \| \Phi \text{vec}((L)^{t+1}) + \Phi A(s)^{t+1} - y_c \|_2^2.
$$

The weight matrix for $t + 1$-th iteration $(W_s)^{t+1}$ is given by

$$
(W_s)^{t+1} = \text{diag} \left( \| (s)^{t+1} \|_1 + \delta 1_Q \right)^{-1}.
$$


\begin{algorithm}
\caption{Low-rank-plus-sparse recovery algorithm}
\begin{algorithmic}
\Require $y_{cs}$, $\epsilon = 10^{-8}$, maximum number of outer and inner iterations ($T$ and $J$), $\Phi$, $A$.
\Ensure $\beta_L$, $\beta_s$, $\delta$ are set to 1, $1 / \sqrt{\max(M, N)}$ and 1, respectively.
\Ensure $M$, $N$ is set as $N_d = 4$ and the rank
\end{algorithmic}
\end{algorithm}

Finally, $u$ is updated as

$$
(u)^{t+1} = (u)^t + \rho \left( \Phi \text{vec}((L)^{t+1}) + \Phi A(s)^{t+1} - y_c \right).
$$

The three main ADMM steps are given in eqs. \(7\), \(11\) and \(13\), which are performed iteratively as shown in Alg. \[5\] to estimate the $L$ and $s$. In this work, we propose two versions of Alg. \[5\] named as low-rank plus sparse recovery with single inner ADMM loop (LRPSR) and low-rank plus sparse recovery with multiple inner ADMM loops (LRPSRM), respectively. In the LRPSR, a single inner loop in the ADMM steps 1 and 2 is used (i.e., $J = 0$ in Alg. \[5\]), while in the LRPSRM $J$ is set to 5. Note that, the multiple inner ADMM loops improve the performance compare to the single inner ADMM loop. However, from our numerical results, we noticed that more than five ADMM inner loops do not significantly improve the performance. Therefore, we consider the number of inner ADMM loops as five ($J = 5$). Further, vec$^{-1}(\cdots)$ and $(\cdots)^\dagger$ represent vector to matrix conversion and pseudo inverse, respectively. Notice that, in Alg. \[5\] $\beta_L$, $\beta_s$, $\delta$ are set to 1, $1 / \sqrt{\max(M, N)}$ and 1, respectively.

\section{Simulation results}

\subsection{Tests with generic Gaussian model}

Here, the number of non-zero elements of the ground truth sparse vector $s_T$ is set as $N_d = 4$ and the rank
of the ground truth low-rank matrix $L_T$ is set to 2. The elements of $A$ are generated as i.i.d. $\mathcal{N}(0, 1)$. $\mu_x$ is given by $5$ where the non-zero positions of $\Phi$ are selected uniformly at random. The signal-to-noise ratio is $\text{SNR} := \|\text{vec}(L_T) + A_s T\|_F^2 / \|Z\|_F^2 = 20\text{dB}$ and $M = 10$, $N = 20$ and $Q = 256$. To quantify the recovery of defects, we use the target-to-clutter ratio (TCR). It is given by $\text{TCR} := \frac{\sum_{q\in A_d} |s[q]|^2}{\sum_{q\notin A_d} |s[q]|^2}$, where $A_d = \{i \mid s_T[i] \neq 0\}$ contains the actual locations of the $N_d$ defects. The average TCR[dB] for 100 simulations is given in Table \ref{tab:1} Here, the full data set, i.e., compression ratio $K/MN = 100\%$ is utilized for the spatial filtering (SF) and subspace projection (SP) and only for these methods it is assumed that $N_d$ is known. As such, SF only serves as a benchmark. It can be observed that both the proposed approaches, LRPSRM and LRPSRS, outperform SP and the low-rank plus sparse recovery method presented in $9$ (LRSR). Here, the performance improvement of our approaches (LRPSRM and LRPSRS) over LRSR is mainly due to the iterative reweighing of $\ell_1$-norm and nuclear norm minimization. Moreover, LRPSRM improves over LRPSRS. This is due to the multiple inner ADMM loops.

B. Tests with SFCW radar model

Simulations were performed based on the SFCW radar model with a carrier frequency $f_c$ of 300 GHz, bandwidth $B$ as 5 GHz, $N$ as 20 and $M$ as 10. The spacing between antenna elements set as half of the wavelength of $f_c$. Here, both height and length of the single-layered structure is 0.5 m. The distance from the antenna array to the front surface of the layered structure is 1.5 m. The radar scene is divided equally into a $16 \times 16$ grid. Moreover, we consider Rayleigh resolution of the radar to determine the grid size. The signal strength of the layered structure $\alpha_g$ is considered 10 times stronger than the maximum signal strength of the defects $\alpha_p$. In the simulations, four defects are considered. The images formed using different clutter-reduction methods are shown in Fig. 3. Here, to obtain an image of the defects, the recovered vector $\mathbf{s}$ is reshaped into a matrix. Fig. 3(a) shows the actual defect locations. Fig. 3(b) and 3(c) show the results of the SF and SP for the full data set. Fig. 3(d), 3(e) and 3(f) show the result of the LRSR \cite{9} and the proposed approaches LRPSRM and LRPSRS. It can be seen that the proposed LRPSRM and LRPSRS approaches are able to identify three out of four defects using only 30\% of the data. Further, it is observed that defect detection with LRPSRS and LRPSRS perform similar to the state-of-the-art SP and SF even with reduced data set. The TCR values of Fig. 3 for the SF, SP, LRSR, LRPSRM and LRPSRS are 71.4 dB, 70.2 dB, 30.8 dB, 52.3 dB, and 44.3 dB, respectively. Higher TCR value means higher clutter reduction and the results show that the proposed approaches achieved satisfactory TCR values.

Fig. 2 shows the average normalized mean square error (MSE) of the recovered low-rank and sparse components with respect to the iterations ($f$) of Alg. 1 for 20 simulations. Here, SNR, $M$ and $N$ are set to 30 dB, 10, and 10, respectively. The normalized MSE of the recovered low-rank and sparse components for a single simulation are given as $\| L - L_T \|_F^2 / \| L_T \|_F^2$ and $\| s - s_T \|_2^2 / \| s_T \|_2^2$, respectively. Based on Fig. 2 it can be observed that the LRPSRM outperforms LRPSRS. Further, it

| Compression ratio ($K/MN$) | SP | SF | LRPSR | LRPSRM | LRPSRS |
|---------------------------|----|----|--------|---------|--------|
| 30\%                      | 19.62 | 47.00 | 21.44 | 26.43 | 21.77 |
| 40\%                      | 18.85 | 31.29 | 26.26 |        |        |
| 50\%                      | 22.07 | 33.00 | 32.92 |        |        |

Fig. 2. Average normalized recovery error of low-rank (top) and sparsity (bottom) contributions.

Fig. 3. Image of the defects for SNR 20 dB: (a) Ground truth. (b), (c) SF and SP with 100\% of data, (d), (e) LRPSR \cite{9}, LRPSRM and LRPSRS with 30\% of data ($K/MN = 30\%$).
can be observed that as the compression ratio decreases, the improvement of LRPSR_M compared to the LRPSR_S increases. Moreover, the proposed LRPSR_M and LRPSR_S outperform state-of-the-art SP and SF in low-rank and sparse recovery with only 70% of data.

V. CONCLUSION

In this work, the low-rank plus sparse recovery approach is proposed for defect detection in the presence of strong clutter of the layered material structure. To this end, an iterative algorithm is developed based on ADMM for defect detection with iterative reweighed nuclear norm and $\ell_1$-norm minimization. Moreover, multiple inner loops in the ADMM low-rank and sparse update steps improve the low-rank and sparse recovery. The results show that the proposed approaches are able to improve defect detection with reduced data set.
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