EXTENDED FACTORIZATIONS OF EXPONENTIAL FUNCTIONALS OF LÉVY PROCESSES

P. PATIE AND M. SAVOV

Abstract. In [16], under mild conditions, a Wiener-Hopf type factorization is derived for the exponential functional of proper Lévy processes. In this paper, we extend this factorization by relaxing a finite moment assumption as well as by considering the exponential functional for killed Lévy processes. As a by-product, we derive some interesting fine distributional properties enjoyed by a large class of this random variable, such as the absolute continuity of its distribution and the smoothness, boundedness or complete monotonicity of its density. This type of results is then used to derive similar properties for the law of maxima and first passage time of some stable Lévy processes. Thus, for example, we show that for any stable process with \( \rho \in (0, \frac{1}{\alpha} - 1]\), where \( \rho \in [0, 1] \) is the positivity parameter and \( \alpha \) is the stable index, then the first passage time has a bounded and non-increasing density on \( \mathbb{R}_+ \). We also generate many instances of integral or power series representations for the law of the exponential functional of Lévy processes with one or two-sided jumps. The proof of our main results requires different devices from the one developed in [16]. It relies in particular on a generalization of a transform recently introduced in [8] together with some extensions to killed Lévy process of Wiener-Hopf techniques.

1. Introduction and main results

Let \( \xi = (\xi_t)_{t \geq 0} \) be a possibly killed Lévy process starting from 0. We denote by \( \Psi_q \) its Lévy-Khintchine exponent which takes the form, for any \( z \in i \mathbb{R} \),

\[
\Psi_q(z) = bz + \frac{\sigma^2}{2} z^2 + \int_{-\infty}^{\infty} \left( e^{zy} - 1 - zy \mathbb{1}_{|y|<1} \right) \Pi(dy) - q,
\]

where \( q \geq 0 \) is the killing rate, \( \sigma \geq 0 \), \( b \in \mathbb{R} \) and \( \Pi \) is a sigma-finite positive measure satisfying the condition \( \int_{\mathbb{R}} (y^2 \wedge 1) \Pi(dy) < \infty \). In this paper, we are interested in both characterizing the distribution and deriving some fine distributional properties of the so-called exponential functional of \( \xi \), which is defined by

\[
I_{\Psi_q} = \int_0^\infty e^{\xi_t} \mathbb{1}_{(t<e_q)} dt,
\]

where \( e_q \) is the lifetime of \( \xi \), i.e. it is an exponential random variable of parameter \( q \) (with the convention that \( e_0 = \infty \)) independent of \( \xi \). When \( q = 0 \) we simply write \( \Psi = \Psi_0 \) and we assume that \( \xi \) drifts to \(-\infty\). The motivation for studying this positive random variable finds its roots in probability theory but has some strong connections with issues coming from other fields of mathematics such as functional and complex analysis. Besides their inherent interest, problems of this type have also ties with other areas of sciences, e.g. astrophysics, biology, insurance and mathematical finance. It is also worth mentioning that there exists a close connection between the law of the exponential functional of some specific Lévy processes and the one of the maxima.
of stable processes offering a way to study the fluctuation of these processes from a perspective different from the classical Wiener-Hopf techniques. We refer to [16] for a thorough description of the recent methodologies which have been developed to investigate the distribution of \( I_{\varphi_q} \).

In particular, we mention that, in that paper, it is shown under a mild assumption that, when \( q = 0 \) and \( -\infty < \mathbb{E} [\xi_1] < 0 \), the variable \( I_{\varphi_q} \) factorizes into the product of two independent exponential functionals of Lévy processes defined in terms of the ladder height processes of \( \xi \).

The purpose of this paper is to extend this Wiener-Hopf type factorization by first relaxing the finite moment condition on the underlying Lévy processes and then by deriving similar factorization identities for the exponential functional of killed Lévy processes. We emphasize that the approach carried out in [16] cannot be used to deal with this generalization. Indeed, therein, the main identity is obtained by means of the functional equation (2.9), satisfied by the Mellin transform of \( I_{\varphi_q} \) combined with the characterization of its distribution as the stationary measure of some generalized Ornstein-Uhlenbeck processes. Indeed the law of \( I_{\varphi_q} \), for any \( q > 0 \), cannot be identified as a stationary measure of some Markov process anymore whereas when \( q = 0 \) and the first moment of \( \xi_1 \) is not finite, the functional equation (2.9) does not hold even on the imaginary line and therefore we cannot directly guess the existence of a probabilistic factorization.

In order to circumvent these difficulties our strategy relies on a transformation between Laplace exponents of Lévy processes which allows to establish a connection between the study of the exponential functional for unkillled and killed Lévy processes. This will be achieved by generalizing to our context a mapping recently introduced by Chazal et al. [8] and by providing some interesting results concerning the Wiener-Hopf factorization of killed Lévy processes. We also indicate that our extended factorizations of exponential functionals allow us to identify some fine distributional properties enjoyed by a large class of these random variables, such as the smoothness of their distribution, the monotonicity, complete monotonicity of their density, etc. We will be using these type of results to provide some new distributional properties enjoyed by the density of first passage times for some stable Lévy processes.

In order to state our main result we introduce some notation. First, we recall that the reflected processes \( \sup_{0 \leq s \leq t} (\xi_s - \xi_t) \geq 0 \) and \( (\xi_t - \inf_{0 \leq s \leq t} \xi_s) \geq 0 \) are Feller processes in \([0, \infty)\) which posses local times \((L^+_t)_{t \geq 0}\) at level 0, see [2] Chapter IV. The ascending and descending ladder times are defined as the right-continuous inverse of \( L^\pm \), viz. \((L^+_t)^{-1} = \inf \{ s > 0; L^+_s > t \} \) and the ladder height processes \( H^+ \) and \( H^- \) by

\[
H^+_t = \xi(L^+_t)^{-1} = \sup_{0 \leq s \leq (L^+_t)^{-1}} \xi_s, \quad \text{whenever } (L^+_t)^{-1} < \infty,
\]

\[
H^-_t = \xi(L^-_t)^{-1} = \inf_{0 \leq s \leq (L^-_t)^{-1}} \xi_s, \quad \text{whenever } (L^-_t)^{-1} < \infty.
\]

Here, we use the convention that \( \inf \emptyset = \infty \) and \( H^+_t = \infty \), when \( L^\pm_t \leq t \). From [10] p. 27, we have for \( q \geq 0, \ s \geq 0, \)

\[\log \mathbb{E} \left[ e^{-q(L^+_t)^{-1} - sH_t^+} \right] = -\Phi_+(q, s) = -k_+ - \eta_+q - \delta_+ s - \int_0^\infty \int_0^\infty \left( 1 - e^{-(qy_1 + sy_2)} \right) \mu_+(dy_1, dy_2),\]

where \( \eta_+ \) (resp. \( \delta_+ \)) is the drift of the subordinator \((L^+_t)^{-1}\) (resp. \( H^+ \)) and \( \mu_+(dy_1, dy_2) \) is the Lévy measure of the bivariate subordinator \((L^+_t)^{-1}, H^+\). Similarly, for \( q \geq 0, \ s \geq 0, \)

\[\log \mathbb{E} \left[ e^{-q(L^-_t)^{-1} + sH_t^-} \right] = -\Phi_-(q, s) = -\eta_-q - \delta_- s - \int_0^\infty \int_0^\infty \left( 1 - e^{-(qy_1 + sy_2)} \right) \mu_-(dy_1, dy_2),\]

\[\log \mathbb{E} \left[ e^{-q(L^-_t)^{-1} + sH_t^-} \right] = -\Phi_-(q, s) = -\eta_-q - \delta_- s - \int_0^\infty \int_0^\infty \left( 1 - e^{-(qy_1 + sy_2)} \right) \mu_-(dy_1, dy_2),\]
where \( \eta_- \) (resp. \( \delta_- \)) is the drift of the subordinator \((L^-)^{-1}\) (resp. \(-H^-\)) and \(\mu_-(dy_1,dy_2)\) is the Lévy measure of the bivariate subordinator \(((L^-)^{-1},-H^-)\). The celebrated Wiener-Hopf factorization then reads off as

\[
\Psi_q(z) = -\Phi_+(q,-z)\Phi_-(q,z),
\]

where we set \(\Phi_+(1,0) = \Phi_+(1,0) = 1\) as the normalization of the local times. We point out that while it can happen that \(((L^+)^{-1},H^+)\) (resp. \(((L^-)^{-1},-H^-)\)) can be increasing renewal processes, see [5, Section 1], this does not affect our definitions. As in [16] throughout the paper we work with the following set of measures:

\[
P : \text{ the set of positive measures on }\mathbb{R}_+ \text{ which admit a non-increasing density}.
\]

Our first theorem is the main result in our paper. Equation (1.6) extends [16, (1.6), Theorem 1.1] to the killed case as well to the case when \(\mathbb{E}[\xi_1] = -\infty\) and it is the backbone of all our applications.

**Theorem 1.1.** Let \(q \geq 0\) and assume that \(\xi\) drifts to \(-\infty\), when \(q = 0\). Then the law of the random variable \(I_{\phi_q}\) is absolutely continuous with density which we denote by \(m_{\phi_q}\). Next, assume that one of the following conditions holds:

1. \(P^+: \Pi_+(dy) = \Pi(dy)[(y > 0)] \in P\),
2. \(P^+_\perp: \mu_+(dy) = \int_0^\infty e^{-qy} \mu_+(dy_1,dy_2) \in P\), \(\mu_-(dy) = \int_0^\infty e^{-qy} \mu_-(dy_1,dy_2) \in P\).

Then, in both cases, there exists an unkillled spectrally positive Lévy process with a negative mean such that its Laplace exponent \(\psi^{q+}\) takes the form

\[
\psi^{q+}(-s) = s\Phi_+(q,s) = \delta_+s^2 + q_+s + s^2 \int_0^\infty e^{-sy} \mu_+(y,\infty)dy, \quad s \geq 0,
\]

where \(q_+ = k_+ + \eta_+ + q + \int_0^\infty \int_0^\infty (1 - e^{-qy}) \mu_+(dy_1,dy_2) > 0\). Furthermore, for any \(q \geq 0\), we have the factorization

\[
I_{\phi_q} \overset{d}{=} I_{\phi_{q-}} \times I_{\psi^{q+}},
\]

where \(\times\) stands for the product of independent random variables and \(\phi_{q-}(z) = -\Phi_-(q,z)\) is the Laplace exponent of a negative of a subordinator which is killed at the rate given by the expression \(q_- = k_- + \eta_- + q + \int_0^\infty \int_0^\infty (1 - e^{-qy}) \mu_-(dy_1,dy_2) \geq 0\) and \(q_- = 0\) if and only if \(q = 0\).

**Remark 1.2.** (1) We mention that when \(q = 0\), in comparison to [16, Theorem 1.1], here we also include the case when \(\mathbb{E}[\xi_1] = -\infty\). We recall that under such a condition, the functional equation (2.20) below does not even hold on the imaginary line \(i\mathbb{R}\).

(2) We emphasize that the main factorization identity (1.6) allows to build up many examples of two-sided Lévy processes for which the density of \(I_{\phi_q}\) can be described as a convergent power series. This is due to the fact that the exponential functionals on the right-hand side of the identity are easier to study as we have, for instance, simple expressions for their positive or negative integer moments. More precisely, the positive entire moments of \(I_{\phi_{q-}}\), for any \(q \geq 0\), are given in (2.22) below and we have from [4] that the law of \(1/I_{\psi^{q+}}\) is determined by its positive entire moments as follows

\[
\mathbb{E}[I_{\psi^{q+}}^{-m}] = -(\psi^{q+}(0^-))^{m-1} \frac{\prod_{k=1}^{m-1} \psi^{q+}(-k)}{\Gamma(m)}, \quad m = 1, 2, \ldots
\]

with the convention that the right-hand side is \(-\psi^{q+}(0^-)\) when \(m = 1\). Some specific examples will be detailed in Section 3.
(3) Assuming that we start with bivariate Laplace exponents $\Phi_+$ and $\Phi_-$ such that their Lévy measures satisfy condition $P_\pm^d$ with $\Phi_+(q,0)\Phi_-(q,0) > 0$, then from Lemma 2.9 below we can construct a killed Lévy process with Laplace exponent $\Psi_q$ given by identity (1.4) and such that factorization (1.6) holds.

(4) We point out that $\Psi_1$ holds even when $\phi_{q-}(z) - \phi_{q-}(0) = 0$, for all $z \in i\mathbb{R}$, i.e. when $\xi$ is a subordinator. In this case $I_{\phi_{q-}} = \int_0^{\eta_{q-}} ds = e_{q-}.

We postpone the proof of the theorem to Section 2. We proceed instead by providing some consequences of our factorization identity (1.7) concerning some interesting distributional properties of the exponential functional. Before stating the results, we recall that the density $m$ of a positive random variable is completely monotone if $m$ is infinitely continuously differentiable and $(-1)^nm^{(n)}(x) \geq 0$, for all $x \geq 0$ and $n = 0, 1, \ldots$. Note in particular, that $m$ is non-increasing and thus the distribution of the random variable is unimodal with mode at 0, that is its distribution is concave on $[0, \infty)$.

**Corollary 1.3.**

(i) Let us assume that either condition (1) or (2) of Theorem 1.1 and $|\Psi_q(s)| < +\infty$, for $s \in [-1,0]$, holds true. Then, for any $q > 0$, such that $\Psi_q(-1) \leq 0$, the density $m_{\Psi_q}$ is non-increasing, continuous and a.e. differentiable on $\mathbb{R}^+$ with $m_{\Psi_q}(0) = q$.

(ii) Let $\xi$ be a subordinator with Lévy measure $\Pi_+ \in P$. Then, for any $q > 0$, the density of $I_{\Psi_q}$ is completely monotone and bounded with $m_{\Psi_q}(0) = q$. Moreover, recalling that, in this case, the drift $b$ of $\xi$ is non-negative, we have, for any $x < 1/b$ (with the convention that $1/0 = +\infty$), that

$$m_{\Psi_q}(x) = \sum_{n=0}^{\infty} a_n(\Psi_q) \frac{(-x)^n}{n!},$$

where $a_n(\Psi_q) = q \prod_{k=1}^{n} -\Psi_q(-k)$ with $a_0(\Psi_q) = q$. If $b > 0$, we have for any $x > 0$

$$m_{\Psi_q}(x) = (1 + bx)^{-1} \sum_{n=0}^{\infty} \tilde{a}_n(\Psi_q) \left( \frac{bx}{bx+1} \right)^n,$$

where $\tilde{a}_n(\Psi_q) = \sum_{k=0}^{n} \frac{a_k(\Psi_q)}{k!(n-k)!}$.

(iii) Let $\xi$ be a spectrally positive Lévy process and we denote, for any $q > 0$, by $\gamma_q$ the only positive root of the equation $\Psi_q(-s) = 0$. Then, we have

$$I_{\Psi_q} \overset{d}{=} B^{-1}(1,\gamma_q) \times I_{\Psi^{+}},$$

where $B(1,\gamma_q)$ is a Beta random variable and $\psi^{+}(z) = z\phi_{q+}(z)$. Moreover, if $\Psi_q(-1) \leq 0$ then $I_{\Psi_q}$ has a non-increasing density.

(iv) Finally, let $\xi$ be a spectrally negative Lévy process. Denoting here, for any $q > 0$, by $\gamma_q$ the only positive root of the equation $\Psi_q(s) = 0$, we have

$$m_{\Psi_q}(x) = \frac{x^{-\gamma_q-1}}{\Gamma(\gamma_q)} \int_0^{\infty} e^{-y/x} y^{\gamma_q} m_{\phi_{q-}}(y)dy, \quad x > 0,$$

where $\Gamma$ stands for the Gamma function. In particular, we get the precise asymptotic for the density at infinity, i.e.

$$\lim_{x \to \infty} x^{\gamma_q+1} m_{\Psi_q}(x) = \frac{\mathbb{E}\left[ I_{\phi_{q-}}^{\gamma_q} \right]}{\Gamma(\gamma_q)}.$$

Then, for any $\beta \geq \gamma_q + 1$, the mapping $x \mapsto x^{-\beta} m_{\Psi_q}(x^{-1})$ is completely monotone. In particular, the density of the random variable $I_{\Psi_q}^{-1}$ is completely monotone, whenever $\gamma_q \leq 1.$
Remark 1.4.  

(1) We point out that a positive random variable with a completely monotone density is in particular infinitely divisible, see [22, Theorem 51.6].

(2) A positive random variable with a non-increasing density is strongly multiplicative unimodal (for short SMU), that is the product of this random variable with any independent positive random variable is unimodal and in this case the product has its mode at 0, see [9, Proposition 3.6].

(3) We mention that the two cases (ii) and (iii), i.e. when the Lévy process has no negative jumps, have not been studied in the literature so far.

(4) One may recover from item (iv) the expression of the density found in [18] in this case. Furthermore, we point out that in [18] it is proved that the density extends actually to a function of a complex variable which is analytical in the entire complex plane cut along the negative real axis and admits a power series representation for all \( x > 0 \).

(5) Note that the series \((1.8)\) is easily amenable to numerical computations since \( a_k(\Psi_q) \) can be computed recurrently. We stress that \((1.8)\) would be difficult to get from \((2.9)\) because the functional equation holds on a strip in the complex plane which might explain why such simple series has not yet appeared in the literature.

The proof of this corollary and of the following one will be given in Section 3. We will also describe therein some examples illustrating these results. As a by-product of Corollary 1.3 we get the following new distributional properties for the law of maximum and first passage times of some stable Lévy processes.

Corollary 1.5. Let \( Z = (Z_t)_{t \geq 0} \) be an \( \alpha \)-stable Lévy process starting from 0 with \( \alpha \in (0, 2] \). Let us write \( S_1 = \sup_{0 \leq t \leq 1} Z_t \) and \( T_1 = \inf\{t > 0; Z_t \geq 1\} \) and recall that the scaling property of \( Z \) yields the identity \( T_1 \overset{d}{=} S_1^{-\alpha} \). Then, writing \( \rho = \mathbb{P}(Z_1 > 0) \), we have the following claims:

(i) The density of \( T_1 \) is bounded and non-increasing for any \( \alpha \in (0, 1) \) and \( \rho \in \left(0, \frac{1}{\alpha} - 1\right] \).

In particular, this property holds true for any \( \alpha \in \left(0, \frac{1}{2}\right] \) and for symmetric stable Lévy processes, i.e. \( \rho = \frac{1}{2} \), with \( \alpha \in \left(0, \frac{2}{3}\right] \).

(ii) The density of \( S_1^\alpha \) is completely monotone if \( \alpha \in (1, 2] \) and \( \rho = 1 - \frac{1}{\alpha} \), that is when \( Z \) is spectrally positive.

Remark 1.6. When \( \alpha \in (0, 1) \) and \( \rho = 1 \), that is \( Z \) is a stable subordinator, we have the obvious identity \( Z_1 \overset{d}{=} S_1 \). Thus, we get from the first item that the density of \( Z_1^{-\alpha} \) is non-increasing on \( \mathbb{R}^+ \) if \( \alpha \in (0, \frac{1}{2}] \). From Remark 1.4 (2) this means that for these values of \( \alpha \), \( Z_1^{-\alpha} \) is SMU with mode at 0. Note that this result is consistent with the main result of Simon in [23] where it is shown that \( Z_1 \) is SMU with a positive mode if and only if \( \alpha \in (0, \frac{1}{2}] \). The positivity of the mode implies that any non-zero real power of \( Z_1 \), and in particular \( T_1 \overset{d}{=} Z_1^{-\alpha} \), is SMU, see e.g. [23, Section 1].

2. Proof of Theorem 1.1

2.1. The case \( \mathbb{P}+ \). We start by extending to two-sided Lévy processes a transformation which has been introduced in [5] in the framework of spectrally negative Lévy processes. This mapping turns out to be very useful in the context of both the Wiener-Hopf factorization of Lévy processes and their exponential functionals. For its statement we need the following notation

\[
\Pi_+(y) = \int_y^\infty \Pi(dr)\mathbb{1}_{\{y < 0\}} \quad \text{and} \quad \Pi_-(y) = \int_{-\infty}^y \Pi(dr)\mathbb{1}_{\{y > 0\}}
\]
and the following assumption:

\( T_{\beta^+} : \) There exists \( \beta^+ > 0 \) such that for all \( \beta \in [0, \beta^+) \), \( |\Psi(\beta)| < +\infty \) and \( e^{\beta y} \Pi_+(y)dy \in \mathcal{P} \).

Also if \( \Psi \) satisfies \( T_{\beta^+} \), we write, for all \( q \geq 0 \),

\[
\beta^*_q = \sup\{\beta > 0; \Psi(\beta) - q < 0\} \land \beta_+.
\]

**Proposition 2.1.** Let us assume that \( T_{\beta^+} \) holds. Then, for any \( \beta \in (0, \beta_+) \), the linear mapping \( T_\beta \) defined by

\[
T_\beta \Psi_q(s) = \frac{s}{s + \beta} \Psi_q(s + \beta), \quad s \in (-\beta, \beta_+ - \beta),
\]

is the Laplace exponent of an unskilled Lévy process \( \xi^{(\beta,q)} = (\xi_t^{(\beta,q)})_{t \geq 0} \) with Gaussian coefficient \( \frac{\sigma^2}{2} \) and Lévy measure \( \Pi^{\beta} \) given by

\[
\Pi^\beta(dy) = e^{\beta y} (\Pi(dy) - \beta \Pi_+(y)dy + (\beta \Pi_-(y) + q \beta) dy\mathbb{I}_{\{y < 0\}}).
\]

Furthermore, if we assume that \( \xi \) drifts to \(-\infty\) when \( q = 0 \), then for any \( q \geq 0 \), \( \beta^*_q > 0 \) and, for any \( \beta \in (0, \beta^*_q) \), we have

\[
-\infty < \mathbb{E} \left[ \xi_1^{(\beta,q)} \right] = \frac{\Psi(\beta) - q \beta}{\beta} < 0.
\]

**Proof.** First, by linearity of the mapping \( T_\beta \), one gets

\[
T_\beta \Psi_q(z) = T_\beta \Psi(z) - q \frac{z}{z + \beta},
\]

where we recognize, on the right-hand side, the Laplace exponent of a negative of a compound Poisson process with parameter \( q > 0 \), whose jumps are exponentially distributed with parameter \( \beta > 0 \). Next we observe that one can write

\[
\Psi(z) = \Psi_-(z) + \Psi_+(z),
\]

where \( \Psi_+(z) = \int_0^{\infty} (e^{zy} - 1 - zy \mathbb{I}_{\{|y| < 1\}}) \Pi_+(dy) \) and \( \Psi_- \) is the Laplace exponent of a Lévy process without positive jumps. The description of \( T_\beta \Psi_- \) as the Laplace exponent of a Lévy process without positive jumps follows from \( \mathbb{E} \) Proposition 2.2. Thus, from the linearity of the transform it remains to study its effect on \( \Psi_+ \). An integration by parts gives us that

\[
\Psi_+(z) = z \left( \int_0^{\infty} (e^{zy} - 1) \Pi_+(y)dy + \Pi_+(1) \right).
\]

Then

\[
T_\beta \Psi_+(z) = \frac{z}{z + \beta} \Psi_+(z + \beta) = z \left( \int_0^{\infty} \left( e^{(z+\beta)y} - 1 \mathbb{I}_{\{|y| < 1\}} \right) \Pi_+(y)dy + \Pi_+(1) \right)
\]

\[
= \int_0^{\infty} \left( e^{zy} - 1 - zy \mathbb{I}_{\{|y| < 1\}} \right) \left( -e^{\beta y} \Pi_+(y) \right)' dy
\]

\[
+ z \left( \int_0^{1} (e^{\beta y} - 1) \Pi_+(y)dy + \Pi_+(1)(1 - e^{-\beta}) \right),
\]

which provides the expression (2.2) since the mapping \( y \mapsto e^{\beta y} \Pi(y) \) is non-increasing by assumption and plainly the condition \( T_{\beta^+} \) gives that \( \int_0^{\infty} (1 + y^2) (-e^{\beta y} \Pi_+(y))' dy < +\infty \). Next, when \( q > 0 \) then \( \beta^*_q > 0 \) since \( \Psi(0) = 0 \) and the mapping \( s \mapsto \Psi(s) \) is continuous on \([0, \beta^+]\). When
q = 0, the condition $T_{\beta^+}$ combined with the fact that $\xi$ drifts to $-\infty$ implies that $\Psi'(0+) < 0$, where $\Psi'(0^+)$ can be $-\infty$. Clearly then we have that $\Psi(\beta) < 0$, for any $\beta \in (0, \epsilon)$ and some $\epsilon > 0$, and hence $\beta_0^* > 0$. Moreover, we observe that, for any $q \geq 0$,

$$(T_\beta \Psi_q)'(0^+) = \frac{\Psi(\beta) - q}{\beta}$$

which is clearly finite and negative, for any $\beta \in (0, \beta_0^*)$. The proof of the proposition is completed. \hfill $\Box$

**Remark 2.2.** We note that, for any $q > 0$ and any $0 < \beta < \beta^+$, the Lévy process $\xi_t^{(\beta,q)}$ can be decomposed as $\xi_t^{(\beta,q)} = \xi_t^{\beta} - N_{t}^{q}$, where $\xi_t^{\beta}$ is a Lévy process with Laplace exponent $T_\beta \Psi$ and $(N_t^q)_{t \geq 0}$ is an independent compound Poisson process with parameter $q$ whose jumps are exponentially distributed with parameter $\beta$.

We shall need the following alternative representation of the bivariate ladder exponents as well as an interesting application of the transform $T_\beta$ in the context of the Wiener-Hopf factorization of Lévy processes.

**Proposition 2.3.** For any $q > 0$, we have $\phi_{q_+}(z) = -\Phi_+(q,-z)$ and $\phi_{q_-}(z) = -\Phi_-(q,z)$, where $\phi_{q_+}$ (resp. $\phi_{q_-}$) is the Laplace exponent of (resp. the negative of ) a subordinator. More precisely, they take the form

$$\phi_{q_+}(z) = -q_+ + \delta_+ z + \int_0^\infty \left( e^{zy} - 1 \right) \mu_+(dy),$$

$$\phi_{q_-}(z) = -q_- - \delta_- z - \int_0^\infty \left( 1 - e^{-zy} \right) \mu_-(dy),$$

where we recall that $\mu_\pm(dy) = \int_0^\infty e^{-qy_1} \mu_\pm(dy_1,dy_2)$ and $q_\pm = k_\pm + \eta_\pm q + \int_0^\infty \int_0^\infty \left( 1 - e^{-qy_1} \right) \mu_\pm(dy_1,dy_2) > 0$. Consequently, the Wiener-Hopf factorization takes the form

$$(2.6) \quad \Psi_q(z) = -\phi_{q_+}(z)\phi_{q_-}(z).$$

Moreover, assume that $T_{\beta^+}$ holds and that $\xi$ drifts to $-\infty$ when $q = 0$. Then, for any $\beta \in (0, \beta_0^*)$, we have

$$(2.7) \quad T_\beta \Psi_q(z) = -\phi_{q_+}(z + \beta)T_\beta \phi_{q_-}(z).$$

**Proof.** Since, for any $q > 0$, we have that

$$\int_0^\infty \int_0^\infty \left( 1 - e^{-(qy_1+zy_2)} \right) \mu_\pm(dy_1,dy_2) = \int_0^\infty \left( 1 - e^{-zy_2} \right) \mu_\pm(dy_2)$$

we deduce the first claim from the fact that $q_\pm > 0$, for any $q > 0$.

Next, we have, under the $T_{\beta^+}$ condition that $s \mapsto \phi_{q_+}(s)$ is well-defined on $(-\infty, \beta^+)$, see [16, Lemma 4.2]. Also, for any $\beta \in (0, \beta_0^*)$, $\phi_{q_+}(\beta) < 0$ as clearly both $\Psi_q(\beta) < 0$ and $\phi_{q_-}(\beta) < 0$. Thus, for such $\beta$ the mapping $s \mapsto \phi_{q_+}(s + \beta)$ is the Laplace exponent of a killed subordinator. Moreover, it is not difficult to check that, for any fixed $q \geq 0$ and $\beta \in (0, \beta_0^*)$, $z \mapsto T_\beta \phi_{q_+}(z)$ is the Laplace exponent of the negative of a proper subordinator. Moreover, since $\beta \in (0, \beta_0^*)$ we deduce, from the item (2) of Proposition 2.1, that the proper Lévy process with characteristic exponent $T_\beta \Psi_q$ drifts to $-\infty$ and hence its descending ladder height process is also the negative of a proper subordinator, see e.g. [10]. We conclude by observing the identities

$$T_\beta \Psi_q(z + \beta) = \frac{z}{z + \beta} \Psi_q(z + \beta) = -\phi_{q_+}(z + \beta) \frac{z}{z + \beta} \phi_{q_-}(z + \beta) = -\phi_{q_+}(z + \beta) T_\beta \phi_{q_-}(z)$$
The $T_\beta$ transform turns out to be also very useful in proving the following claim which shows, in particular, that the family of exponential functional of Lévy processes is invariant under some length-biased transforms. In particular, the law of $I_{\Psi_q}$ admits such a representation in terms of a perpetual exponential functional. Although, a similar result was given in [8] for one-sided Lévy processes, its extension requires deeper arguments.

**Theorem 2.4.** Let us assume that $\xi$ drifts to $-\infty$ when $q = 0$. Then the following claims hold:

1. The law of the random variable $I_{\Psi_q}$ is absolutely continuous.
2. Assume further that $T_{\beta,+}$ holds. Then, for every $\beta \in (0, \beta^*_q)$, there exists a proper Lévy process with a finite negative mean and Laplace exponent $T_\beta \Psi_q$, such that

\[
m_{\Psi_q}(x) = E \left[I_{\Psi_q}^\beta \right] x^{-\beta} m_{T_\beta \Psi_q}(x) \text{ a.e., for } x > 0,
\]

where $m_{T_\beta \Psi_q}$ is the density of $I_{T_\beta \Psi_q}$.

3. Finally, for any $q \geq 0$, we have

\[
\lim_{\beta \to 0} I_{T_\beta \Psi_q} \overset{d}{=} I_{\Psi_q}.
\]

**Proof.** First, we point out that the absolute continuity of $I_{\Psi_q}$ in the case $q = 0$ is well-known and can be found in [8] Theorem 3.9. Thus, we assume that $q > 0$. The case when $\xi$ is with infinitely many jumps can be recovered from [8] Theorem 3.9 (b). Indeed, for any $v > 0$, denote by $g(s) = e^s$ and $dY_t^{(v)} = \mathbb{I}_{\{t \leq v\}} dt$. Since $g(s)$ is strictly increasing we have that condition (3.12) in [8] is satisfied. Moreover, for $\epsilon < v$, we have that the density of the absolutely continuous part of the measure $dY_t^{(v)}$ restricted to $[0, \epsilon]$ has a density which equals 1. According to [8] Theorem 3.9 (b) this suffices to show that $\int_0^\epsilon e^{s\xi} ds$ has a law which is absolutely continuous with respect to the Lebesgue measure. Then for any Borel set $A \subset (0, \infty)$ we have that

\[
\mathbb{P} \left( I_{\Psi_q} \in A \right) = q \int_0^\infty e^{-qt} \mathbb{P} \left( \int_0^t e^{s\xi} ds \in A \right) dt
\]

and our statement follows in this case. Next, assume that $\xi = \xi^{(1)} + B$ where $\xi^{(1)}$ is a compound Poisson process and $B$ a Brownian motion with given mean and variance, which can be both zero. We denote by $(T_n)_{n \geq 1}$ (resp. $(Y_n)_{n \geq 1}$) the sequence of inter-arrival times (resp. the sequence) of the jumps of $\xi^{(1)}$. Define the measures $\Upsilon$ and $\bar{\Upsilon}$ respectively on $\mathbb{R}^{N_t^+}_+ = \{ \omega = (t_1, t_2, ...) : t_i > 0, \text{ for } i \geq 1 \}$ and $\mathbb{R}^{N_\omega^+} = \{ \bar{\omega} = (y_1, ...) : y_i \in \mathbb{R}, \text{ for } i \geq 1 \}$ to be induced by the sequences $(T_n)_{n \geq 1}$ and $(Y_n)_{n \geq 1}$. For any $\omega$ and $\bar{\omega}$, we set $S_0(\omega) = \bar{S}_0(\bar{\omega}) = 0$ and we write $S_j(\omega) = \sum_{i=1}^j t_i, \bar{S}_j(\bar{\omega}) = \sum_{i=1}^j y_i$, and

\[
P_j(\omega) = \mathbb{P}(S_j(\omega) \leq e_q < S_{j+1}(\omega)) = \mathbb{P}(A_j(\omega)).
\]

Denote by

\[
\Gamma_{j,\omega}(dx) = \mathbb{P}(e_q \in dx; A_j(\omega)|\omega) = P_j(\omega) \mathbb{P}(e_q \in dx|A_j(\omega))
\]

and note that $\Gamma_{j,\omega}$ are absolutely continuous with respect to the Lebesgue measure. We also set

\[
I_k(\omega) = e^{\bar{S}_{k-1}(\bar{\omega})} \int_{S_{k-1}(\omega)}^{S_k(\omega)} e^{B_s} ds.
\]
Now, we pick $A \subset \mathbb{R}_+$ such that the Lebesgue measure of $A$ is zero and write

$$
\mathbb{P}(I_{\Psi_q} \in A) = \int_{\mathbb{R}_+^N \times \mathbb{R}_+^N} \sum_{j=1}^{\infty} \mathbb{P}\left( \sum_{k=1}^{j} I_k(\omega) + e^{S_k(\omega)} \int_{S_k(\omega)}^{e_q} e^{B_s} ds \in A; A_j(\omega) \mid \omega, \bar{\omega} \right) \Upsilon(d\omega) \Upsilon(d\bar{\omega})
$$

$$
= \int_{\mathbb{R}_+^N \times \mathbb{R}_+^N} \sum_{j=1}^{\infty} \mathbb{P}\left( \int_{S_k(\omega)}^{e_q} e^{B_s} ds \in e^{-S_k(\omega)} (A - \sum_{k=1}^{j} I_k(\omega)); A_j(\omega) \mid \omega, \bar{\omega} \right) \Upsilon(d\omega) \Upsilon(d\bar{\omega}).
$$

Next, denote by $\mathbb{D}_k = \mathbb{D}_{S_k(\omega)}$ the full set of continuous functions images of the Brownian motion up to time $S_k(\omega)$ and note that

$$
\mathbb{P}\left( \int_{S_k(\omega)}^{e_q} e^{B_s} ds \in e^{-S_k(\omega)} (A - \sum_{k=1}^{j} I_k(\omega)); A_j(\omega) \mid \omega, \bar{\omega} \right)
$$

$$
= \int_{f \in \mathbb{D}_k} \mathbb{P}\left( \int_{0}^{e_q-S_k(\omega)} e^{B'_s} ds \in \bar{A}_j(\omega); A_j(\omega) \mid \omega, \bar{\omega}, (B_s)_{s \leq S_k(\omega)} = (f_s)_{s \leq S_k(\omega)} \right) \Theta(df),
$$

where $B'$ is an independent copy of $B$, $\bar{A}_j(\omega) = \left\{ e^{-S_k(\omega)} - f_{S_k(\omega)} (A - \sum_{k=1}^{j} I_k(\omega)) \right\}$ and $\Theta$ is the measure on $\mathbb{D}_k$ induced by $B$. Furthermore since the sets $\bar{A}_j(\omega)$ have zero Lebesgue measure it suffices to show that $\int_{0}^{e_q-S_k(\omega)} e^{B'_s} ds$ is absolutely continuous on $A_j(\omega)$. Indeed it follows because the law of $\int_{0}^{t} e^{B_s} ds$ is absolutely continuous for any $t > 0$ and non trivial Brownian motion, see [26]. When $B'_t = as$ the same claims follows as the measures $\Gamma_{j,\omega}$ are absolutely continuous and hence so is $\int_{0}^{e_q-S_k(\omega)} e^{as} ds$. With this ends the proof of the absolute continuity of the law of $I_{\Psi_q}$.

Next from [7, Proposition 3.1.(ii)] for $q > 0$ and [15, Lemma 2.1] for the case $q = 0$ the following equation

$$
(2.9) \quad \mathbb{E}\left[ I_{\Psi_q} \right] = -\frac{z}{\Psi_q(z)} \mathbb{E}\left[ I_{\Psi_q}^{-1} \right]
$$

holds for any $z \in \mathbb{C}$ such that $0 < \Re(z) < \beta^*_q$, where we recall from Proposition 2.1 that for any $q \geq 0$, $\beta^*_q > 0$ is valid. We point out that all quantities involved are finite since for every $q \geq 0$ for which $I_{\Psi_q}$ is well-defined, we have using [21, Lemma 2] and a monotone argument, that

$$
(2.10)\quad \mathbb{E}\left[ I_{\Psi_q}^{\rho} \right] < \infty, \quad \text{for all } \rho \in (-1, \beta^*_q).
$$

Thus, for any $\beta \in (0, \beta^*_q)$, we have, for any $-\beta < \Re(z) < \beta^*_q - \beta$,

$$
(2.11)\quad \mathbb{E}\left[ I_{\Psi_q}^{z+\beta} \right] = -\frac{z + \beta}{\Psi_q(z + \beta)} \mathbb{E}\left[ I_{\Psi_q}^{z+\beta-1} \right].
$$

We note in particular from (2.10) that $\mathbb{E}\left[ I_{\Psi_q}^{\beta} \right] < \infty$. On the other hand, we have from Proposition 2.1 that for any $q \geq 0$ and any $\beta \in (0, \beta^*_q)$, $\mathbb{E}\left[ I_{\Psi_q}^{\beta} \right]$ is the Laplace exponent of a Lévy process with a finite negative mean and thus the random variable $I_{T_\beta \Psi_q}$ is well-defined. We deduce from (2.9) and the definition of the transformation $T_\beta$, that, for any $-\beta < \Re(z) < \beta^*_q - \beta$,

$$
(2.12)\quad \mathbb{E}\left[ I_{T_\beta \Psi_q}^{z} \right] = -\frac{z}{\Psi_q(z)} \mathbb{E}\left[ I_{T_\beta \Psi_q}^{z-1} \right] - \frac{z + \beta}{\Psi_q(z + \beta)} \mathbb{E}\left[ I_{T_\beta \Psi_q}^{z-1} \right].
$$
Next, since the distribution of $I_{\psi_q}$ is absolutely continuous, we have that the function $m_{\beta,q}$ given by
\begin{equation}
(2.13) \quad m_{\beta,q}(x) = \left( E[I_{\psi_q}^z] \right)^{-1} x^\beta m_{\psi_q}(x), \text{ a.e. for } x > 0,
\end{equation}
is well-defined and determines a probability density function. We denote by $I_{\beta,q}$ the random variable with density $m_{\beta,q}$. Then, clearly from (2.10) and (2.11), the functional equation
\[ E[I_{\beta,q}^z] = -\frac{z + \beta}{\Psi_q(z + \beta)} E[I_{\beta,q}^{z-1}] = -\frac{z}{T_{\beta}\Psi_q(z)} E[I_{\beta,q}^{z-1}] \]
holds for $-\beta < \Re(z) < \beta^* - \beta$ and $E[I_{\beta,q}^{-1}] < \infty$ and $E[I_{\beta,q}^\delta] < \infty$, for some $\delta > 0$. Thanks to the existence of these moments we can use [16, Lemma 4.4] to deduce that in the notation of [16], $Lm_{\beta,q}(x) = 0$ a.e. Moreover, as $E[I_{\beta,q}^{-1}] < \infty$ we can apply [16, Theorem 3.7] to get in fact that (2.8) holds. Indeed, otherwise, both the law of $I_{\beta,q}$ and $I_{\psi_q}$ will be different stationary measures of the generalized Ornstein-Uhlenbeck process associated to the Lévy process with exponent $T_{\beta}\Psi_q$ as defined in [16, Theorem 3.7] which is impossible. The proof of the last claim follows readily from the limit $\lim_{\beta \to 0} E[I_{\psi_q}^z] = 1$ combined with identity (2.8). \hfill $\Box$

The next result is in the spirit of the result of [16, Theorem 1] in the case $E_+$ and thus can be seen as its extension.

**Proposition 2.5.** Let us assume that $T_{\beta^+}$ holds and $e^{\beta y}\mu^q_+(dy) \in \mathcal{P}$, for some $\beta \in (0, \beta^+)$. Then,
\begin{equation}
(2.14) \quad I_{\psi_q} \overset{d}{=} I_{\phi_{q-}} \times I_{\psi^q_+},
\end{equation}
where $\psi^q_+(z) = z\phi_{q+}(z)$.

**Proof.** First, from Proposition 2.7 we get that, for any $\beta \in (0, \beta^*)$, $T_{\beta}\Psi_q$ is the Laplace exponent of a Lévy process with a finite negative mean and thus $I_{T_{\beta}\Psi_q}$ is well-defined. Next, $T_{\beta^+}$ trivially holds for $\phi_{q-}$ since it corresponds to the Laplace exponent of a negative of a subordinator. Clearly $e^{\beta y}\mu_{q+}(dy) \in \mathcal{P}$ implies $\mu_{q+}(dy) \in \mathcal{P}$, thus $\psi_{q+}$ is the Laplace exponent of an unkillable spectrally positive Lévy process whose tail of the Lévy measure has the form $\overline{\mu}_{q+}(y) = \mu_{q+}(dy), y > 0$, see [16, Lemma 4.3]. Therefore, as $e^{\beta y}\overline{\mu}_{q+}(y)dy = e^{\beta y}\mu_{q+}(dy) \in \mathcal{P}$ and $s \mapsto \phi_{q+}(s)$ is well-defined on $(-\infty, \beta^*)$ which implies that $|\psi_{q+}(s)| < +\infty$, for any $s \in (-\infty, \beta^*)$, we have that $\psi_{q+}$ satisfies the condition $T_{\beta^+}$. Thus $T_{\beta}\psi_{q+}(s) = s\phi_{q+}(s + \beta) = s\phi_{q+}(s + \beta)$ is the Laplace exponent of a proper spectrally positive Lévy process with a finite negative mean $\phi_{q+}(\beta)$. Next, since $e^{\beta y}\mu_{q+}(dy) \in \mathcal{P}$, we have that the unkillable Lévy process with Laplace exponent $T_{\beta}\Psi_q$ satisfies the condition $E_+$ of [16, Theorem 1]. From (2.7) of Proposition 2.3 we deduce that
\[ \overline{T_{\beta}\Psi_q}(z) = \frac{z\phi_{q+}(z + \beta)}{z} \overline{T_{\beta}\phi_{q-}(z)} = \frac{z\phi_{q+}(z) \overline{T_{\beta}\phi_{q-}(z)}}{z} = \frac{\overline{T_{\beta}\psi_{q+}(z)}}{z} \overline{T_{\beta}\phi_{q-}(z)} \]
and from [16, Theorem 1] that
\begin{equation}
(2.15) \quad I_{T_{\beta}\Psi_q} \overset{d}{=} I_{T_{\beta}\phi_{q-}} \times I_{T_{\beta}\psi_{q+}}.
\end{equation}
Then, from Theorem 2.4 we get that
\[ \lim_{\beta \to 0} I_{T_{\beta}\Psi_q} \overset{d}{=} I_{\psi_q}, \lim_{\beta \to 0} I_{T_{\beta}\phi_{q-}} \overset{d}{=} I_{\phi_{q-}} \text{ and } \lim_{\beta \to 0} I_{T_{\beta}\psi_{q+}} \overset{d}{=} I_{\psi^q_+}, \]
which completes the proof. \hfill $\Box$
Next we provide a killed version of the Vigon’s equation amicale, see [10] Theorem 16.

**Proposition 2.6.** Let us assume that $T_{\beta^+}$ holds.

(1) Then, we have

$$
\overline{\varphi}_{q^+}(y) = \int_0^\infty \overline{\Pi}_+(r + y)\mathcal{U}_-^{(q)}(dr), \quad y > 0,
$$

where $\int_0^\infty e^{-sy}\mathcal{U}_-^{(q)}(dy) = \frac{1}{\phi_q(z)}$.

(2) Moreover $\varphi_{q^+}$ satisfies the condition $T_{\beta^+}$. Finally, if for some $\beta \in (0, \beta^+)$, $e^{\beta y}\Pi_+(dy) \in \mathcal{P}$ then $e^{\beta y}\mu_{q^+}(dy) \in \mathcal{P}$.

**Proof.** We consider only the case when $q > 0$ since when $q = 0$ we are in the setting of the classical Vigon’s equation amicale. Next, the latter applied to the unknilled Lévy process $\xi^{(\beta,q)}$ as defined in Proposition 2.1 with $\beta \in (0, \beta^*_q)$, yields, with the obvious notation,

$$
\overline{\varphi}_{q^+}(y) = \int_0^\infty \overline{\Pi}_+(y + r)\mathcal{U}_{-}^{(\beta,q)}(dr),
$$

where, from (2.2), we have

$$
\overline{\Pi}_+(y) = \int_y^\infty \Pi_+(dr)\mathbb{1}_{\{y > 0\}} = \int_y^\infty e^{\beta r} (\Pi(dr) - \beta \overline{\Pi}_+(r)dr) \mathbb{1}_{\{y > 0\}}
$$

and from Proposition 2.3 and [2, p. 74]

$$
\int_0^\infty e^{-zy}\mathcal{U}_{-}^{(\beta,q)}(dy) = \frac{1}{T_\beta \phi_{q^-}(z)} = \frac{1}{\frac{z}{z+\beta}\phi_{q^-}(z + \beta)} = \frac{1}{\phi_{q^-}(z + \beta)} + \beta \frac{1}{z\phi_{q^-}(z + \beta)}.
$$

From the latter we immediately deduce by comparing the Laplace transforms that

$$
\mathcal{U}_{-}^{(\beta,q)}(dy) = e^{-\beta y}\mathcal{U}_-^{(q)}(dy) + \beta \int_0^y e^{-\beta r}\mathcal{U}_-^{(q)}(dr)dy.
$$

Plugging (2.19) into (2.17), we get, for all $y > 0$,

$$
\overline{\varphi}_{q^+}(y) = \int_0^\infty \overline{\Pi}_+(y + r)e^{-\beta r}\mathcal{U}_-^{(q)}(dr) + \beta \int_0^\infty \overline{\Pi}_+(y + r)\int_0^y e^{-\beta v}\mathcal{U}_-^{(q)}(dv)dr.
$$

Next, we have, using identity (2.2) and the fact that condition $T_{\beta^+}$ holds, the existence of a constant $C > 0$ such that, for all $\beta$ small enough,

$$
\int_y^\infty \overline{\Pi}_+(r)dr \leq \int_y^\infty \int_r^\infty e^{\beta v}\Pi_+(dv)dr = \int_y^\infty re^{\beta r}\Pi_+(dr) \leq C.
$$

Using this inequality and recalling that, for any $q > 0$, $\mathcal{U}_-^{(q)}$ is a positive finite measure on $\mathbb{R}^+$, as a potential measure of a negative of a killed subordinator, that is a transient Markov process, we obtain, with $\overline{\mathcal{U}}_+^{(q)} = \mathcal{U}_-^{(q)}(0, \infty)$, that

$$
\int_0^\infty \overline{\Pi}_+(y + r)\int_y^r e^{-\beta v}\mathcal{U}_-^{(q)}(dv)dr \leq \mathcal{U}_+^{(q)}\int_y^\infty \overline{\Pi}_+(r)dr \leq \mathcal{U}_+^{(q)}\int_y^\infty re^{\beta r}\Pi_+(dr) \leq C_q,
$$

where the constant $C_q > 0$ is also uniform for all $\beta$ small enough. This gives us

$$
\lim_{\beta \to 0} \overline{\nu}_{q^+} \beta = \lim_{\beta \to 0} \int_0^\infty \overline{\Pi}_+(y + r)e^{-\beta r}\mathcal{U}_-^{(q)}(dr).
$$
Since for all $\beta$ small enough $\int_0^\infty e^{\beta r} \Pi_+(r) dr \leq C_1$, with $C_1 > 0$, we have, from (2.18), at the points of continuity of $\Pi_+(dy)$, that
\[
\lim_{\beta \to 0} \Pi^\beta_+(y) = \lim_{\beta \to 0} \left( \int_0^\infty e^{\beta r} \Pi_+(dr) - \beta \int_0^\infty e^{\beta r} \Pi_+(r) dr \right) = \Pi_+(y).
\]

Since $\mathcal{U}^{(q)}_-$ defines a finite measure, we conclude from (2.20) that $\lim_{\beta \to 0} \Pi^\beta_+(y) = \Pi^0_+(y)$ and hence (2.16) holds. Next, the fact that the mapping $s \mapsto \phi_{q_+}(s)$ is well defined on $(0, \beta_+)$ follows readily from [16, Lemma 4.2] since $\Psi_q$ satisfies the condition $T_{\beta+}$. Then, for any $0 < \beta < \beta^+$, (2.16) gives us that
\[
e^{\beta y} \mu_{q_+}(y) = \int_0^\infty e^{\beta(y+r)} \Pi_+(y+r)e^{-\beta r} \mathcal{U}^{(q)}(dr).
\]

The claim that $e^{\beta y} \mu_{q_+}(y) \in \mathcal{P}$ now follows from the fact that for every fixed $r > 0$, the mapping $y \mapsto e^{\beta(y+r)} \Pi_+(y+r)$ is non-increasing on $\mathbb{R}^+$. Hence $\phi_{q_+}$ also satisfies $T_{\beta_+}$. Assume now that $e^{\beta y} \Pi_+(dy) \in \mathcal{P}$, then one may write $\Pi_+(dy) = \pi_+(y) dy$ and the equation
\[
e^{\beta y} \mu_{q_+}(dy) = \int_0^\infty e^{\beta(y+r)} \pi_+(y+r)e^{-\beta r} \mathcal{U}^{(q)}(dr) dy,
\]
which is a differentiated version of (2.16) shows that $e^{\beta y} \mu_{q_+}(dy) \in \mathcal{P}$. To rigorously justify the exchange of differentiation and integration in the differentiated version above note that under $T_{\beta+}$ the differentiated version is clearly valid if $q > 0$ since $\mathcal{U}^{(q)}_-$ defines a finite measure. Moreover, when $q = 0$ and $\beta > 0$, $e^{-\beta r} \mathcal{U}_-(dr)$ is a finite measure due to the sublinearity of the potential function $\mathcal{U}_-((0, r))$, see [2] p 74]. Finally when both $q = 0$ and $\beta = 0$ the differentiated version follows from [16] Lemma 4.11. □

In order to complete the proof of Theorem 1.1 in the case $\mathbb{P}^+$ we will resort to some approximation procedures for which we need the following results.

**Lemma 2.7.** (a) Let $(\phi_{-}^{(n)})_{n \geq 1}$ be a sequence of Laplace exponents of negative of possibly killed subordinators. Assume that for all $s \geq 0$, $\lim_{n \to \infty} \phi_{-}^{(n)}(s) = \phi_{-}(s)$, where $\phi_{-}$ is the Laplace exponent of a negative of a possibly killed subordinator. Then
\[
\lim_{n \to \infty} \Gamma_{\phi_{-}^{(n)}} = \Gamma_{\phi_{-}}.
\]

(b) Let $(\Psi^{(n)})_{n \geq 1}$ be a sequence of characteristic exponents of Lévy processes such that, for all $z \in i\mathbb{R}$,
\[
\lim_{n \to \infty} \Psi^{(n)}(z) = \Psi(z),
\]
where $\Psi$ is the characteristic exponent of a Lévy process. Assume further that for all $n \geq 1$, $\Psi^{(n)}(0) = \Psi(0) = 0$. Then, for all $q > 0$,
\[
\lim_{n \to \infty} \Gamma_{\Psi^{(n)}_{q}} = \Gamma_{\Psi_{q}}.
\]

**Remark 2.8.** A case similar to (a) was treated in Lemma 4.8 in [16]. However there it is assumed that the subordinators are proper. Note that case (b) is far simpler than Lemma 4.8 in [16] as we are strictly in the killed case and the exponential functional up to a finite time horizon is continuous in the Skorohod topology.
Proof. First we use the fact that the law of the exponential functional of a negative of a possibly killed subordinator is moment determinate. More specifically, Carmona et al. [7], showed, writing
\begin{equation}
M_m^{(n)} = \frac{\Gamma(m+1)}{\prod_{k=1}^{m} - \phi_{-}^{(n)}(k)}, \quad m = 1, 2, \ldots.
\end{equation}
From the convergence of the Laplace exponents, we deduce that, for all integers \( m \geq 1 \),
\[
\lim_{n \to \infty} M_m^{(n)} = \frac{\Gamma(m+1)}{\prod_{k=1}^{m} - \phi_{-}(k)},
\]
which is the \( m \)-th moment of the exponential functional \( I_{\phi_-} \). Item (a) follows then from [12, Examples (b) p.269]. Next, (2.21) combined with \( \Psi(a) \) follows then from [12, Examples (b) p.269]. Next, (2.21) combined with \( \Psi(n)(0) = \Psi(0) = 0 \), implies that the corresponding sequence of Lévy processes \( (\xi(n))_{n \geq 1} \) converges in distribution to a Lévy process \( \xi \). Using Skorohod-Dudley’s theorem, we assume that the convergence holds a.s. on the Skorohod space \( \mathcal{D}((0, \infty)) \) and check that, for any \( t > 0 \),
\[
\int_0^t e^{\xi(n)} ds \to \int_0^t e^{\xi} ds.
\]
Then applying Portmanteau’s theorem, for any fixed \( t, x \geq 0 \), we have that
\[
\limsup_{n \to \infty} \mathbb{P} \left( \int_0^t e^{\xi(n)} ds \leq x \right) \leq \mathbb{P} \left( \int_0^t e^{\xi} ds \leq x \right)
\]
\[
\liminf_{n \to \infty} \mathbb{P} \left( \int_0^t e^{\xi(n)} ds < x \right) \geq \mathbb{P} \left( \int_0^t e^{\xi} ds < x \right).
\]
Hence since, for any \( q > 0 \) and \( A \subset \mathbb{R}_+ \),
\[
\mathbb{P} \left( I_{\Psi_q} \in A \right) = q \int_0^\infty e^{-qt} \mathbb{P} \left( \int_0^t e^{\xi} ds \in A \right) dt
\]
and \( q e^{-qt} dt \) defines a finite measure, we have from the reverse Fatou’s lemma (resp. Fatou’s lemma) that
\[
\limsup_{n \to \infty} \int_0^\infty dt e^{-qt} \mathbb{P} \left( \int_0^t e^{\xi(n)} ds \leq x \right) \leq \int_0^\infty dt e^{-qt} \mathbb{P} \left( \int_0^t e^{\xi} ds \leq x \right) = \mathbb{P} \left( I_{\Psi_q} \leq x \right)
\]
\[
\liminf_{n \to \infty} \int_0^\infty dt e^{-qt} \mathbb{P} \left( \int_0^t e^{\xi(n)} ds < x \right) \geq \int_0^\infty dt e^{-qt} \mathbb{P} \left( \int_0^t e^{\xi} ds < x \right) = \mathbb{P} \left( I_{\Psi_q} < x \right).
\]
This suffices since from Theorem [2.4] we know that \( \mathbb{P} \left( I_{\Psi_q} = x \right) = 0 \), for all \( x \geq 0 \). \( \Box \)

Now, we have all the ingredients to complete the proof of Theorem [1.1] in the case \( \mathbb{P}_+ \). Let us consider, for any \( \delta > 0 \), the Lévy process \( \xi^{(\delta)} = (\xi^{(\delta)}_t)_{t \geq 0} \), with Laplace exponent \( \Psi^{(\delta)} \), constructed from \( \xi \) by tilting the positive jumps. More precisely, we modify the Lévy measure of \( \xi \) as follows
\[
\Pi^{(\delta)}(dy) = \Pi(dy) I_{y < 0} + e^{-\delta y} \Pi_+(dy)
\]
and leave the Gaussian coefficient and the linear term untouched. From [22, Theorem 25.17], we have that \( |\Psi^{(\delta)}(s)| < +\infty \), for any \( s \in (0, \delta) \). For \( \Psi^{(\delta)}_q \), we define \( \beta^*_\delta(q) \) as in (2.21) and choose \( \beta \) such that \( 0 < \beta < \delta \wedge \beta_\delta^*(q) = \delta' \). Then, since \( \Pi_+(dy) = \pi_+(y)dy \in \mathcal{P} \) the mapping defined on \( \mathbb{R}_+ \) by
\[
y \mapsto e^{\beta y} \int_y^\infty \Pi^{(\delta)}(dr) = e^{(\beta-\delta) y} \int_0^\infty e^{-\delta r} \pi_+(r + y) dr
\]
Lemma 2.9. Let us consider \( \phi_{q_+} \) and \( \phi_{q_-} \) as defined in Proposition 2.6. Assume that \( \mu_{q_+} \in \mathcal{P} \) and \( \mu_{q_-} \in \mathcal{P} \) with \( q = q_+ q_- > 0 \).
(1) There exists a characteristic exponent of a killed Lévy process \( \Psi_q \) such that
\[
\Psi_q(z) = -\Phi_+(q, -z)\Phi_-(q, z) = -\phi_{q+}(z)\phi_{-}(z).
\]

(2) If in addition for any \( 0 < \beta < \beta_+ \), for some \( \beta_+ > 0 \), \( -\infty < \phi_{q+}(\beta) < 0 \) and \( e^{\beta y}\mu_{q+}(dy) \in \mathcal{P} \), then \( \Psi_q \) satisfies the condition \( T_{\beta+} \).

**Proof.** From Proposition \( 2.3 \), writing \( \phi_{q\pm}(z) = \phi_\pm(z) - q_\pm \), we observe that
\[
-\Phi_+(q, -z)\Phi_-(q, z) = -\phi_{q+}(z)\phi_{-}(z) = -\phi_{q+}(z) - q_+\phi_+(z) = q_-\phi_+(z) - q_+q_-.
\]
Then, from Vigon’s philanthropy theory, we know that \(-\phi_{q+}(z) - q_-\phi_+(z)\) is the characteristic exponent of an unkilled Lévy process that drifts to \(-\infty \). It is also clear that \( q_-\phi_+(z) \) is the characteristic exponent of an unkilled subordinator. From the inequality \( q_+q_- > 0 \) we complete the proof of the first item. Next, from the form of \( \phi_{q-} \) in Proposition \( 2.3 \) and carefully using the same techniques as in deriving \( 2.24 \) we deduce that \( T_{\beta}\phi_{q-} \) is the Laplace exponent of a negative of an unkilled subordinator whose Lévy measure has the form \( \mu_{\beta q}(dy) = e^{-\beta y}\mu_{q+}(dy) + \beta\mu_{q-}(y)dy \). Similarly, due to our assumption, i.e. \( -\infty < \phi_{q+}(\beta) < 0 \), the mapping \( s \mapsto \phi_{q+}(s + \beta) \) is the Laplace exponent of a killed subordinator with Lévy measure \( e^{\beta y}\mu_{q+}(dy) \). As \( \mu_{q-} \in \mathcal{P} \), we easily check that \( \mu_{\beta q}(dy) \in \mathcal{P} \) and since, by assumption, \( e^{\beta y}\mu_{q+}(dy) \in \mathcal{P} \), we have from the first item that there exists a characteristic exponent \( \Psi_\beta^q \), of an unkilled Lévy process drifting to \(-\infty \), which is defined by
\[
\Psi_\beta^q(z) = -\phi_{q+}(z + \beta)T_{\beta}\phi_{q-}(z) = -\phi_{q+}(z + \beta)\frac{z}{z + \beta}\phi_{q-}(z + \beta).
\]
Moreover, as
\[
T_{\beta}\Psi_q(z) = \frac{z}{z + \beta}\Psi_q(z + \beta) = -\phi_{q+}(z + \beta)\frac{z}{z + \beta}\phi_{q-}(z + \beta) = -\phi_{q+}(z + \beta)T_{\beta}\phi_{q-}(z),
\]
we deduce, by means of an uniqueness argument, that \( T_{\beta}\Psi_q = \Psi_\beta^q \). Then, by the mere definition of condition \( T_{\beta+} \) we check that \( \Psi_q \) satisfies condition \( T_{\beta+} \). \( \square \)

We are ready to complete the proof of Theorem 1.1. First, we set, for any \( \delta > 0 \),
\[
(2.24) \quad \phi_{q\pm}^{(\delta)}(z) = \phi_{q\pm}(z - \delta) - \phi_{q\pm}(-\delta) + \phi_{q\pm}(0).
\]

This is the Laplace exponent of a subordinator with drift \( \delta \), killing rate \(-\phi_{q\pm}(0) = q_+ > 0 \) and Lévy measure \( \mu_{q\pm}^{(\delta)}(dy) = e^{-\delta y}\mu_{q\pm}(dy) \). Next we choose \( \delta > 0 \) so small that \( \phi_{q\pm}^{(\delta)}(\delta) < 0 \). Since, by assumption \( \mu_{q\pm} \in \mathcal{P} \) plainly \( \mu_{q\pm}^{(\delta)} \in \mathcal{P} \), and thus according to item (1) of Lemma \( 2.3 \), there exists a characteristic exponent \( \Psi_q^{(\delta)} \) of a killed Lévy process satisfying
\[
(2.25) \quad \Psi_q^{(\delta)}(z) = -\phi_{q\pm}^{(\delta)}(z)\phi_{q-}(z).
\]

Moreover since we have that \( |\phi_{q\pm}^{(\delta)}(s)| < +\infty \), for any \( s < \delta \), we get from \([16] \) Lemma 4.2] that \( |\Psi_q^{(\delta)}(s)| < +\infty \), for any \( 0 < s < \delta \). Also, since \( \phi_{q\pm}^{(\delta)} \) is increasing on \((-\infty, \delta)\), we get from our choice of \( \delta \) that, for any \( 0 < \beta < \delta \), \( -\infty < \phi_{q\pm}^{(\delta)}(\beta) < 0 \). As for any \( 0 < \beta < \delta \), \( e^{\beta y}\mu_{q\pm}^{(\delta)}(dy) \in \mathcal{P} \), we deduce from item (2) of Lemma \( 2.3 \) that \( \Psi_q^{(\delta)} \) satisfies the condition \( T_{\delta} \). Hence, we can apply Proposition \( 2.5 \) to get the identity
\[
I_{\Psi_q^{(\delta)}} \overset{d}{=} I_{\phi_{q-}} \times I_{\Psi_{q\pm}^{(\delta)}},
\]
where \( \psi_{q\pm}^{(\delta)}(z) = z\phi_{q\pm}^{(\delta)}(z) \). Next, on the one hand, we have, from \( 2.24 \), that for any \( s \geq 0 \),
\[
\lim_{\delta \to 0} \phi_{q\pm}^{(\delta)}(s) = \phi_{q\pm}(s) \quad \text{and} \quad \lim_{\delta \to 0} \psi_{q\pm}^{(\delta)}(s) = \psi_{q\pm}(s)
\]

\[ \lim_{\delta \to 0} \phi_q^{(\delta)}(0) = \phi_{q-}(0) = (\psi_q)^{\prime}(0^-). \]
Thus, we can use \cite{16} Lemma 4.8(a) to get \( \lim_{\delta \to 0} I_{\psi_q^{(\delta)}, q_+} = \frac{d}{d} I_{\psi_q} \). On the other hand, we deduce from (2.25) that, for any \( z \in \mathbb{R} \), \( \lim_{\delta \to 0} \Psi_q^{(\delta)}(z) = \Psi_q(z) \) and for any \( \delta \geq 0 \), \( \Psi_q^{(\delta)}(0) = \Psi_q(0) \). Hence, from from Lemma 2.7 (b), we have \( \lim_{\delta \to 0} I_{\psi_q^{(\delta)}} = I_{\psi_q} \), which completes the proof of Theorem 1.1.

3. Proof of the corollaries and some examples

3.1 Proof of Corollary 1.3 From the Wiener-Hopf factorization (2.6) and the assumptions we have that \(-\infty < \Psi_q(-1) = -\phi_{q_+}(-1) \leq 0\). Then we get from \cite{16} Lemma 4.1 that the mapping \( s \mapsto \phi_{q_+}(s) \) is well-defined on \([-1, \infty)\) and since \( \phi_{q_+}(-1) < 0 \), we conclude that \( \phi_{q_+}(-1) \leq 0 \). Thus, \( \tilde{\phi}_{q_+}(s) = \phi_{q_+}(s - 1) \) is a Laplace of a negative of a possibly killed subordinator and so \( T_1 \tilde{\phi}_{q_+} \) is the Laplace exponent of a negative of a proper subordinator. From (2.22), we have, for \( m = 1, 2, \ldots \),

\[ \mathbb{E}\left[ I_{\phi_{q_+}}^m \right] = \frac{\Gamma(m + 1)}{\prod_{k=1}^m -\phi_{q_+}(k)} = \frac{1}{m + 1} \prod_{k=1}^m \left( \frac{k}{\phi_{q_+}(k) + 1} \right) = \frac{1}{m + 1} \prod_{k=1}^m \left( \frac{k}{\phi_{q_+}(k) + 1} \right). \]

By moment identification and moment determinacy of \( I_{\phi_{q_+}} \), see \cite{7}, we deduce that

\[ I_{\phi_{q_+}} \xrightarrow{d} U \times I_{T_1 \tilde{\phi}_{q_+}}, \]

where \( U \) stands for an uniform random variable on \((0, 1)\). Thus, from Khintchine Theorem, see e.g. \cite{12} Theorem p.158, we have that \( m_{\phi_{q_+}} \) is non-increasing on \( \mathbb{R}^+ \). We also get, from (3.1), that

\[ m_{\phi_{q_+}} (x) = \int_{x}^{\infty} m_{T_1 \tilde{\phi}_{q_+}} (y) dy/y, \]

which combined with (2.8) and (2.22) yields \( m_{\phi_{q_+}} (0) = -\phi_{q_+}(1) = -\phi_{q_+}(0) > 0 \) since when \( q = 0 \) we assume that \( \xi \) drifts to \(-\infty\) and hence the descending ladder height process is the negative of a killed subordinator. Since we also suppose that either one of the two conditions of Theorem 1.1 applies, we conclude that

\[ I_{\psi_q} \xrightarrow{d} U \times I_{T_1 \tilde{\phi}_{q_+}} \times I_{\psi q} = U \times V \]

which gives that \( m_{\psi_q} \) is non-increasing on \( \mathbb{R}^+ \) and hence a.e. differentiable on \( \mathbb{R}^+ \). Moreover, since

\[ m_{\psi_q}(x) = \int_{0}^{\infty} m_{\phi_{q_+}} (x/y) m_{\psi q}(y) dy/y = \int_{0}^{\infty} m_{V}(y) dy/y, \]

we deduce from the discussion above and an argument of dominated convergence that

\[ m_{\psi_q}(0) = -\phi_{q_+}(0) \int_{0}^{\infty} m_{\psi q}(y) dy/y = \phi_{q_+}(0) \phi_{q_+}(0) = q \]

where the last line follows from (1.7). To prove the claim of continuity in item (i) note that from the second integral representation \( m_{\psi q}(x) \) is continuous.

In order to prove the first statement of item (ii) we show that, for any \( q > 0 \), we have the following factorization

\[ I_{\psi_q} \xrightarrow{d} e_1 \times I_{\psi q_+}, \]

\[ e_1 \times I_{\psi q_+} \]
where \( \psi^{q+}(z) = z\Psi_q(z) \). Indeed, this identity follows readily from Theorem 1.1 since, in this case, \( \mu_{q+} \in \mathcal{P} \), \( \phi_{q-}(z) \equiv 1 \) and thus \( I_{\phi_{q-}} = \int_0^{e_1} e^{y}ds = e_1 \). Thus, \( I_{\psi_q} \) is a mixture of exponential distributions and the complete monotonicity property of its density follows from [22] Theorem 53.2. Moreover, from (3.3), we deduce that

\[
m_{\psi_q}(x) = \int_0^\infty e^{-x/y}m_{\psi^{q+}}(y)dy/y
\]

and for any \( x < \lim_{s \to -\infty} -s\Psi_q(-s) = 1/b > 0 \), we get

\[
m_{\psi_q}(x) = \sum_{n=0}^{\infty} \frac{1}{n!}(-x)^n \int_0^\infty y^{-n-1}m_{\psi^{q+}}(y)dy
\]

\[
= q \left( 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \frac{\Psi(-k)}{\Psi(-k)} (-x)^n \right),
\]

where we have used an argument of dominated convergence and (1.7). Next, assume that \( b > 0 \) and thus the previous power series defines a function analytical on the disc of radius \( b \). Since the mapping \( x \mapsto m_{\psi_q}(x) \) is the Laplace transform of some positive measure, its first singularity occurs on the negative real line, see e.g. [25, Chap. 2], which means at the point \(-b\). Following the proof of [18, Proposition 2.1], we can then apply the Euler transform, see e.g. [20], to obtain the power series representation (1.8) which actually defines an analytical function on the half-plane \( \Re(z) > -(2b)^{-1} \). The proof of the claims of (ii) is completed after observing from the power series representations that \( m_{\psi_q}(0) = q \). Item (iii) follows easily from the Wiener-Hopf factorization for spectrally positive Lévy processes which yields the identity

\[
\Psi_q(s) = \frac{-\Psi(s) - q}{s + \gamma_q}(-s - \gamma_q).
\]

Thus, in this case, we have \( I_{\phi_{q-}} = \int_0^{e^{-\gamma_q}} e^{-s}ds = 1 - e^{-\gamma_q} \) which can easily be seen to be a \( B^{-1}(1, \gamma_q) \), which provides the factorization from Theorem 1.1. We complete the proof of this item by recalling that in this case the mapping \( s \mapsto \Psi_q(s) \) is well-defined on \( \mathbb{R}^- \) and \( \mu_{q+} \in \mathcal{P} \), see e.g. [21] Remark p. 103. Finally, the proof of the item (iv) goes along the lines of the one of [16] Corollary 2.1.

### 3.2. Some illustrative examples.

For this part, we introduce the following notation. For any \( \gamma > 0 \) and \( 0 < \alpha < 1 \), we write, for any \( s \geq -\gamma \),

\[
\phi_{\gamma}(s) = (s + \gamma)^\alpha.
\]

We start by considering the case where \( \phi_{q-}(s) = -\phi_{\gamma}(s), s \geq 0 \), that is, using the notation of Proposition 2.3, \( \mu_{q-}^\alpha(dy) = \frac{\alpha}{\Gamma(1-\alpha)} e^{-\gamma y}y^{-\alpha-1}dy, q_+ = \gamma^\alpha, \delta_+ = 0 \). Since the random variable \( I_{\phi_{q-}} \) is moment determinate, we easily get, from (2.22), that, for any \( \Re(z) > -1 \),

\[
E \left[ I_{\phi_{q-}}^z \right] = \frac{\Gamma(z+1)\Gamma(\gamma+1)}{\Gamma(\alpha z+1+\gamma)}.
\]

Assuming, for sake of simplicity, that \( \gamma \) is not an integer, and applying the inverse Mellin transform, see e.g. [17] Section 3.4.2, we get

\[
m_{I_{\phi_{q-}}}(x) = \sum_{n=0}^{\infty} \frac{\Gamma(\alpha(\gamma+1))}{\Gamma(\alpha(-n+1))} \frac{(-x)^n}{n!}
\]

and the series is easily seen to be absolutely convergent for all \( x > 0 \). From Corollary 1.3 (i), we deduce that for any \( \gamma \geq 1 \), this series is positive and non-increasing on \( \mathbb{R}^+ \). We can also
check that $m_{Iq_+}(0) = -\phi_{q_+}(0) = \gamma^\alpha$. Moreover, assuming that $\mu_{q_+}(dy) \in P$, then according to Proposition 2.9 there exists a Laplace exponent $\tilde{\Psi}_q$ of a killed Lévy process such that

$$\tilde{\Psi}_q(z) = \phi_\gamma(z) \phi_{q_+}(z)$$

and where we have set $q = \gamma^\alpha \phi_{q_+}(0) > 0$. As above, we note from Corollary 1.3 (i), that for any $\gamma \geq 1$, the density $m_{Iq_+}$ is bounded and non-increasing on $\mathbb{R}^+$. Next, according to the case $P^q_+$ of Theorem 1.1 we have, writing, $\psi^{q_+}(z) = z \phi_{q_+}(z)$, that

$$m_{Iq_+}(x) = \int_0^\infty \sum_{n=0}^\infty \frac{\Gamma(\gamma + 1)}{\Gamma(-n + \gamma)} \frac{(-x/y)^n}{n!} m_{\psi^{q_+}}(y)/dy$$

$$= \sum_{n=0}^\infty \frac{\Gamma(\gamma + 1)}{\Gamma(-n + \gamma)} \frac{(-x)^n}{n!} \int_0^\infty y^{-n-1} m_{\psi^{q_+}}(y)dy$$

$$= -\phi_{q_+}(0) \sum_{n=0}^\infty \frac{\Gamma(\gamma + 1)}{\Gamma(-n + \gamma)} \prod_{k=1}^n \psi^{q_+}(-k) \frac{(-x)^n}{n!}$$

(3.5)

$$= -\phi_{q_+}(0) \Gamma(\gamma + 1) \sum_{n=0}^\infty \frac{\prod_{k=1}^n \phi_{q_+}(-k)}{\Gamma(-n + \gamma)} \frac{x^n}{n!}$$

where the interchange of integration and summation is justified by an argument of dominated convergence under the condition that $x < \lim_{k \rightarrow \infty} -s^{1-\alpha}/\phi_{q_+}(-s)$. We easily check that, under this condition, the density is actually bounded with $m_{Iq_+}(0) = -\phi_{q_+}(0) \gamma^\alpha$.

Next, we set, for any $\alpha' \in (0, 1 - \alpha)$,

$$\phi_{q_+}(-s) = -\alpha' \frac{\Gamma(\alpha'(s + 1) + 1)}{\Gamma(\alpha' s + 1)}$$

and we note from [19 Section 3(1)] that $\psi^{q_+}(-s) = -s \phi_{q_+}(-s) = \frac{\Gamma(\alpha'(s+1)+1)}{\Gamma(\alpha' s)}$ is the Laplace exponent of a proper spectrally positive Lévy process, and, writing $l = 1/\alpha'$, we have

$$m_{\psi^{q_+}}(x) = lx^{-l-1}e^{-l^{-l}}.$$

On the one hand, from (3.5), we deduce that

$$m_{Iq_+}(x) = \Gamma(\gamma + 1) \sum_{n=0}^\infty \frac{\Gamma(\alpha'(n + 1) + 1)(-\alpha' x)^n}{\Gamma(-n + \gamma)} \frac{n!}{\Gamma(\alpha'(n + 1) + 1 + \gamma)}$$

which is easily seen to be absolutely convergent for all $x > 0$ since $\alpha' \in (0, 1 - \alpha)$. This expression provides an expansion of the density for small values of the argument. In particular, we get that $m_{Iq_+}(0) = \gamma^\alpha \Gamma(\alpha' + 1)$. On the other hand, using the identity (3.4), we may also write, for any $x > 0$,

$$m_{Iq_+}(x) = lx^{-l-1} \int_0^\infty y^{l-1} \psi^{q_+}(y)/dy$$

$$= lx^{-l-1} \sum_{n=0}^\infty \frac{(-1)^n x^{-ln}}{n!} \int_0^\infty y^{l(n+1)} m_{\phi_\gamma}(y)dy$$

$$= lx^{-l-1} \sum_{n=0}^\infty \frac{\Gamma(l(n + 1) + 1) \Gamma(\gamma + 1)(-1)^n x^{-ln}}{\Gamma(l(n + 1) + 1 + \gamma)} \frac{n!}{\Gamma(\alpha'(n + 1) + 1 + \gamma)}$$
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to get an expansion of the density for large values of its argument. Note, in particular, that
\[
\lim_{x \to \infty} x^{1+1} m_{\Psi_q}(x) = \frac{\Gamma((1+1)\Gamma(\gamma+1))}{\Gamma(1+\gamma)}.
\]

Remark 3.1. The previous example illustrates nicely the fact that our main factorization allows
to get exact asymptotics for both large and small values of the argument as soon as one is able
to expand as a series the density of the exponential functionals involved in the identity.

Finally, as a specific instance of Corollary \[\text{L3}\] (ii), we consider the case where $\Psi_q(s) = -\phi_q(-s)$, $s \geq 0$, that is $q = \gamma^\alpha$, $\delta = 0$ and $\Pi(dy) = \frac{\alpha}{\Gamma(1-\alpha)} e^{\gamma y} y^{\alpha-1} dy, y > 0, \in \mathcal{P}$. Thus, the series
\[
m_{\Psi_q}(x) = \frac{\gamma^\alpha}{\Gamma(\gamma+1)} \sum_{n=0}^{\infty} \Gamma(\alpha(n+\gamma+1)) \frac{(-x)^n}{n!}
\]
is absolutely convergent on $\mathbb{R}$ and completely monotone on $\mathbb{R}^+$.

3.3. Proof of Corollary \[\text{L5}\] According, for instance, to [\text{[1]} Proposition 4], we have
\[
T_1 = \int_0^{e_\xi} e^{\xi t} dt,
\]
where we have used the well known identity $T_1 = S_{1-\alpha}^{-\alpha}$. Set $q = \frac{\Gamma(\alpha)}{\Gamma(1-\alpha)} > 0$ and note that $\xi$ is a Lévy process with Laplace exponent $\Psi^\alpha$ given, for any $-1/\alpha < \Re(z) < 1$, by
\[
\Psi^\alpha(z) - q = \frac{-\Gamma(\alpha - az)\Gamma(az + 1)}{\Gamma(\alpha z - az)\Gamma(az + 1 - \alpha )}.
\]
First, let us consider the case when $\alpha \in (0,1)$. We observe that $|\Psi^\alpha(s)| < +\infty$, for any $s \in [-1,0]$. Also we check that $\Psi^\alpha(-1) - q \leq 0$ if $\frac{\Gamma(2\alpha)}{\Gamma(\alpha^2+1)} \frac{\Gamma((1-\alpha)(1-\alpha))}{\Gamma(1-\alpha)(1-\alpha+1)} \geq 0$ which is the case when $1 - \alpha(\rho + 1) \geq 0$. Moreover, we know from [\text{[6]}] that for $0 < \alpha < 1$, the density of the Lévy measure of $\xi$ restricted on $\mathbb{R}^+$ takes the form, up to a positive constant, $e^{y}(e^{y} - 1)^{-\alpha-1}, y > 0$, which is easily seen to be decreasing on $\mathbb{R}^+$. Hence, we can apply Corollary \[\text{L3}\] (i) to get that the density of $T_1$ is bounded and non-increasing. The boundedness property could have also been observed when $\rho < 1$ from [\text{[11]} Remark 5] which states that the density of $T_1$ has a finite limit at zero. Recalling that when $\rho = 1$, we have $T_1 = Z_{1-\alpha}^{-\alpha}$, we could also easily check from the Humbert-Pollard series representation of the density of $Z_1$, see e.g. [\text{[22]} 14.35], that the density of $T_1$ has also a finite limit at $0$. The remaining part of the statement follows trivially.

Next, we assume that $\alpha \in (1,2]$ and $\rho = 1 - \frac{1}{\alpha}$, that is $Z$ is spectrally positive and thus $\xi$ is a spectrally negative Lévy process with Laplace exponent, given, for any $\Re(z) > \frac{1}{\alpha} - 1$, by
\[
\Psi^\alpha(z) - q = \frac{\Gamma(az + 1)}{\Gamma(az + 1 - \alpha)}.
\]
Since $\Psi^\alpha(1 - \frac{1}{\alpha}) - q = 0$ we have $0 < \gamma_q = 1 - \frac{1}{\alpha} \leq \frac{1}{2}$, we deduce from Corollary \[\text{L3}\] (iv) that the density of $1/T_1$ is completely monotone which means that the density of $S_1^\alpha$ is completely monotone. Note that the law of $S_1$ has been computed explicitly as a power series by Bernyk et al. [\text{[1]}]. We end up the paper by pointing out that in the Brownian motion case, i.e. $\alpha = 2$, the density of $S_1^2$ is well-known to be $m_{S_1^2}(x) = \frac{e^{-\frac{x}{2}}}{\sqrt{2\pi x}}$ and we get $m_{S_1^2}(x) = \frac{1}{\sqrt{2\pi}} \int_{1/2}^{\infty} e^{-\frac{r}{2}} \sqrt{r-1/2} dr$. 

19
References

[1] V. Bernyk, R. C. Dalang, and G. Peskir. The law of the supremum of a stable Lévy process with no negative jumps. *Ann. Probab.*, 36:1777–1789, 2008.

[2] J. Bertoin. *Lévy Processes*. Cambridge University Press, Cambridge, 1996.

[3] J. Bertoin, A. Lindner, and R. Maller. On continuity properties of the law of integrals of Lévy processes. *Séminaire de probabilités XLI*, volume 1934 of *Lecture Notes in Math.*, pages 137–159, Springer, Berlin, 2008.

[4] J. Bertoin and M. Yor. On the entire moments of self-similar Markov processes and exponential functionals of Lévy processes. *Ann. Fac. Sci. Toulouse Math.*, 11(1):19–32, 2002.

[5] Bingham, N. H. Fluctuation theory in continuous time, Advances in Appl. Probability,7(4):705–766, 1975.

[6] Caballero, M. E. and Chaumont, L. Conditioned stable Lévy processes and the Lamperti representation, J. Appl. Probab.,43(4):967–983, 2006.

[7] Ph. Carmona, F. Petit, and M. Yor. On the distribution and asymptotic results for exponential functionals of Lévy processes. In M. Yor (ed.) *Exponential functionals and principal values related to Brownian motion, Biblioteca de la Rev. Mat. Iberoamericana*, pages 73–121, 1997.

[8] M. Chazal, A. E. Kyprianou and P. Patie, A transformation for Lévy processes with one-sided jumps with applications, available at [http://arxiv.org/abs/1010.3819](http://arxiv.org/abs/1010.3819), 2010.

[9] I. Cuculescu and R. Theodorescu. Multiplicative strong unimodality. *Aust. N. Z. J. Stat.*, 40(2):205–214, 1998.

[10] R. A. Doney. *Fluctuation theory for Lévy processes*, volume 1897 of *Lecture Notes in Mathematics*. Springer, Berlin, 2007. Lectures from the 35th Summer School on Probability Theory held in Saint-Flour, July 6–23, 2005. Edited and with a foreword by Jean Picard.

[11] R. A. Doney and M. Savov. The asymptotic behaviour of densities related to the supremum of a stable process *Ann. Prob.*, 38 (1): 316–326, 2010.

[12] W. Feller. *An introduction to probability theory and its applications. Vol. II*. Second edition. John Wiley & Sons Inc., New York, 1971.

[13] O. Kallenberg. *Foundations of modern probability*. Probability and its Applications (New York). Springer-Verlag, New York, 1997.

[14] A. Kuznetsov and J.C. Pardo. *Fluctuations of stable processes and exponential functionals of hypergeometric Lévy processes*. Preprint, 2011.

[15] K. Maulik and B. Zwart. Tail asymptotics for exponential functionals of Lévy processes. *Stochastic Process. Appl.*, 116:156–177, 2006.

[16] J.-C. Pardo, P. Patie and M. Savov. A Wiener-Hopf type factorization of the exponential functional of Lévy processes, available at [http://arxiv.org/abs/1010.3819](http://arxiv.org/abs/1010.3819), 2011.

[17] R. B. Paris and D. Kaminski. *Asymptotics and Mellin-Barnes integrals*, volume 85 of *Encyclopedia of Mathematics and its Applications*. Cambridge University Press, Cambridge, 2001.

[18] P. Patie. Law of the absorption time of positive self-similar markov processes. *To appear in Ann. Prob.*, 2010.

[19] P. Patie. A refined factorization of the exponential law. *Bernoulli*, 17(2):814–826, 2011.

[20] Prodinger, H. Some information about the binomial transform, *Fibonacci Quart.*,32(5):412–415, 1994.

[21] V. Rivero. Recurrent extensions of self-similar Markov processes and Cramér’s condition II. *Bernoulli*, 13(4):1053–1070, 2007.

[22] K. Sato. *Lévy Processes and Infinitely Divisible Distributions*. Cambridge University Press, Cambridge, 1999.

[23] T. Simon *Multiplicative strong unimodality for positive stable laws. To appear in Proc. Amer. Math. Soc.*, 2011.

[24] Vigon, V. Simplifiez vos Lévy en titillant la factorisation de Wiener-Hopf. Thèse de l’INSA, Rouen, 2002. (This is downloadable from:www-irma.ustrasbg.fr/vigon/index.htm)

[25] Widder, D.V. *The Laplace Transform*, Princeton Mathematical Series, v. 6, Princeton University Press, 1941.

[26] M. Yor. *Exponential functionals of Brownian motion and related processes*. Springer Finance, Berlin, 2001.

Department of Mathematics, Université Libre de Bruxelles, B-1050 Bruxelles, Belgium.

E-mail address: ppatie@ulb.ac.be

New College, University of Oxford, Oxford, Holywell street OX1 3BN, UK.

E-mail address: savov@stats.ox.ac.uk, mladensavov@hotmail.com