ASYMPTOTIC ANALYSIS FOR HAMILTON-JACOBI-BELLMAN EQUATIONS ON EUCLIDEAN SPACE
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ABSTRACT. The long-time average behavior of the value function in the calculus of variations is known to be connected to the existence of the limit of the corresponding Abel means. Still in the Tonelli case, such a limit is in turn related to the existence of solutions of the critical Hamilton-Jacobi equation. The goal of this paper is to address similar issues when set on the whole Euclidean space and the Hamiltonian fails to be Tonelli. We first study the convergence of the time-averaged value function as the time horizon goes to infinity, proving the existence of the critical constant for a general control system. Then, we show that the ergodic equation admits solutions for systems associated with a family of vector fields which satisfies the Lie Algebra rank condition. Finally, we construct a critical solution of the HJB equation on the whole space which coincides with its Lax-Oleinik evolution.
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1. INTRODUCTION

The study of the long-time behaviour of solutions to Hamilton-Jacobi equations has a long history going back to the seminal paper [24]. Among the many works that have been published on the subject, when the state space is compact and the Hamiltonian is Tonelli, we refer, for instance, to [19, 17] and references therein. Moreover, the papers [8], [7], [18], [21], [20], [22] studied the case of a non-compact state space and a Tonelli or quasi-Tonelli Hamiltonian. However, when the Hamiltonian is neither strictly convex nor coercive—as is the case...
of Hamilton-Jacobi-Bellman equations—such a problem is widely open, even though specific models were addressed in [15], [28], [13], [6], and [2] where the ergodic problem associated with the so-called $G$-equation or other non-coercive Hamiltonians on compact manifolds are treated. See also [3, 4] [23], and [26] for more on second order differential games.

In this paper, we contribute to the aforementioned analysis by studying the long-time behavior of solutions to Hamilton-Jacobi-Bellman equations. As is well-known, for such problems the Hamiltonian fails to be coercive and/or strictly convex.

The first part of this work is devoted to the asymptotic behavior of the value function associated with a general state equation of the form

$$\dot{\gamma}(t) = f(\gamma(t), u(t)), \quad (t \geq 0)$$

where $u : [0, \infty) \to \mathbb{R}$ is a measurable function and $f : \mathbb{R}^d \times \mathbb{R}^m \to \mathbb{R}$ is a Lipschitz continuous function (in space) with sublinear growth in space and control. Given a Lagrangian $L : \mathbb{R}^d \times \mathbb{R}^m \to \mathbb{R}$, an initial position $x \in \mathbb{R}^d$, and a time horizon $T > 0$ we consider the problem of minimizing the functional

$$u \mapsto -\int_0^T L(\gamma^x_u(s), u(s)) \, ds$$

over the space of all measurable controls $u : [0, T] \to \mathbb{R}^m$, where $\gamma^x_u$ denotes the solution of (1.1) such that $\gamma(0) = x$. So, we address the existence of the limit $V_T(x)/T$ as $T \to \infty$ where

$$V_T(x) = \inf_u \int_0^T L(\gamma^x_u(t), u(t)) \, dt \quad (x \in \mathbb{R}^d).$$

Our analysis shows that such a limit exists locally uniformly and is independent of the initial position $x \in \mathbb{R}^d$, that is, there exists a real number $\alpha(L)$ such that for any $R \geq 0$

$$\lim_{T \to \infty} \sup_{x \in B_R} \left| \frac{1}{T} V_T(x) - \alpha(L) \right| = 0.$$

For the proof of the above result, a major difficulty is the lack of compactness of the configuration space. In order to cope with such an issue we appeal to condition (L3) below, which ensures the existence of a compact attractor for all minimizing trajectories. In particular, such an assumption allows us to show that the excursion time of minimizers for $V_T$ from the attractor is locally bounded uniformly w.r.t. $T$, see Proposition 4.2 below. We observe that an hypothesis of the same type as (L3) was used, in [9], to study the long-time behavior of first-order Mean Field Games systems on Euclidean space and, in [22], to investigate the limit behavior of discounted Hamilton-Jacobi equations on the whole space.

Following [17], the existence of the limit in (1.2) is known to be related to the existence of a solution $(c, \chi)$ of the ergodic Hamilton-Jacobi equation

$$c + H(x, D\chi(x)) = 0 \quad (x \in \mathbb{R}^d)$$

provided that

$$H(x, p) := \sup_{u \in \mathbb{R}^m} \{\langle p, f(x, u) \rangle - L(x, u)\}$$

is of Tonelli type. In the second part of the paper, having the critical constant $\alpha(L)$ at our disposal, we study the existence of solutions to (1.3) with $c = \alpha(L)$ for a class of Hamiltonians
that are not Tonelli, that is, when \( f : \mathbb{R}^d \times \mathbb{R}^m \to \mathbb{R}^d \) has the form

\[
f(x, u) = \sum_{i=1}^{m} u_i f_i(x)
\]

where \( f_i \) are \( m \in \{1, \ldots, d\} \) smooth vector fields defined on \( \mathbb{R}^d \), with sublinear growth. The main assumption on such a model is the so-called Chow condition (also known as Hörmander condition in PDE), i.e., the fact that iterated Lie brackets of \( f_1, \ldots, f_m \) generate the whole tangent space at any point. Indeed, this condition implies that the system is controllable, that is, given any two points in the state space one can find a control that generates a path which joins the two points. Such systems are naturally associated with a new metric on the state space—the sub-Riemannian metric—which in general fails to be equivalent to the classical Euclidean metric, see for instance [1], [16], [27], and [25].

By investigating the limit behavior of the discounted Hamilton-Jacobi equation associated with (1.3), we deduce that the ergodic equation admits solutions for \( c = \alpha(L) \) (Theorem 6.4). Then we construct a specific solution of such an equation which coincides with its Lax-Oleinik evolution. Our interest in such a result is motivated by the fact that we need it to derive a further characterization of the ergodic constant as the minimum of the Lagrangian action on closed measures. As we will show in a forthcoming paper [10], this is a crucial step to investigate the related Aubry set, on which ergodic solutions have important regularity properties.

We want to point out that the results in the second part of this paper are specific to affine-control systems without drift. Indeed, in the presence of a drift, the existence of a continuous viscosity solution to (1.3) with a noncoercive Hamiltonian remains a challenging problem due to the lack of small time local controllability. For instance, for systems with controlled acceleration, no continuous viscosity solution to the associated ergodic equation has been constructed to this date, even thought the existence of the ergodic constant has been proved (see [14]).

We conclude this introduction by comparing our results with the theory developed in [2]. The analysis in [2] applies to compact manifolds and families of 3-generating vector fields (i.e., a step−2 Lie algebra) obtaining the existence of the critical constant and ergodic solution. An ergodic solution is also obtained as a fixed point of the Lax-Oleinik semigroup. Our paper differs from [2] in the following ways:

1. all the results are obtained on a non-compact state space, instead of a compact manifold as in [2];
2. the existence of the critical constant is proved for general control systems satisfying a certain controllability assumption, see (GULC), which includes both drift-less sub-Riemannian systems and linear control systems which are not 3-generating;
3. our analysis of the Lax-Oleinik semigroup is developed on spaces of unbounded continuous functions as is natural when working on unbounded configuration space;
4. our technic, based on a dynamical approach, is completely different from the method of [2], which uses properties of the optimal cost requiring compactness of the state space.

The paper is organized as follows. In Section 2, we fix the notation used throughout the paper and discuss some preliminaries. In Section 3, we introduce the model we are interested in and the assumptions that will be in force throughout the paper. In Section 4, we derive bounds for optimal trajectories and optimal controls. Section 5 contains the first main result of this paper:
we construct the critical constant $\alpha(L)$. In Section 6, we prove the existence of a corrector, i.e., a viscosity solution of the ergodic Hamilton-Jacobi equation associated with a family of vector fields which satisfies the Lie Algebra rank condition. In Section 7, we prove the existence of a corrector which is also a fixed-point of the corresponding Lax-Oleinik evolution. In Appendix A, we give a new formulation of the Abelian-Tauberian Theorem, adapted to the settings of this paper.
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2. **Preliminaries**

2.1. **Notation.** We write below a list of symbols used throughout this paper.

- Denote by $\mathbb{N}$ the set of positive integers, by $\mathbb{R}^d$ the $d$-dimensional real Euclidean space, by $\langle \cdot, \cdot \rangle$ the Euclidean scalar product, by $| \cdot |$ the usual norm in $\mathbb{R}^d$, and by $B_R$ the open ball with center 0 and radius $R$.
- If $\Lambda$ is a real $d \times d$ matrix, we define the norm of $\Lambda$ by
  $$\|\Lambda\| = \sup_{|x|=1, x \in \mathbb{R}^d} |\Lambda x|.$$
- For a Lebesgue-measurable subset $A$ of $\mathbb{R}^d$, we let $\mathcal{L}^d(A)$ be the $d$-dimensional Lebesgue measure of $A$ and $1_A : \mathbb{R}^d \to \{0, 1\}$ be the characteristic function of $A$, i.e.,
  $$1_A(x) = \begin{cases} 1 & x \in A, \\ 0 & x \notin A. \end{cases}$$

We denote by $L^p(A)$ (for $1 \leq p \leq \infty$) the space of Lebesgue-measurable functions $f$ with $\|f\|_{p,A} < \infty$, where

$$\|f\|_{\infty,A} := \text{ess sup}_{x \in A} |f(x)|,$$

$$\|f\|_{p,A} := \left( \int_A |f|^p \, dx \right)^{\frac{1}{p}}, \quad 1 \leq p < \infty.$$ 

For brevity, $\|f\|_\infty$ and $\|f\|_p$ stand for $\|f\|_{\infty, \mathbb{R}^d}$ and $\|f\|_{p, \mathbb{R}^d}$ respectively.

- $C_b(\mathbb{R}^d)$ stands for the function space of bounded uniformly continuous functions on $\mathbb{R}^d$. $C_b^2(\mathbb{R}^d)$ stands for the space of bounded functions on $\mathbb{R}^d$ with bounded uniformly continuous first and second derivatives. $C^k(\mathbb{R}^d)$ ($k \in \mathbb{N}$) stands for the function space of $k$-times continuously differentiable functions on $\mathbb{R}^d$, and $C^\infty(\mathbb{R}^d) := \bigcap_{k=0}^\infty C^k(\mathbb{R}^d)$. 

C^\infty_c(\mathbb{R}^d)$ stands for the space of functions in $C^\infty(\mathbb{R}^d)$ with compact support. Let $a < b \in \mathbb{R}$. $AC([a,b];\mathbb{R}^d)$ denotes the space of absolutely continuous maps $[a,b] \to \mathbb{R}^d$.

- For $f \in C^1(\mathbb{R}^d)$, the gradient of $f$ is denoted by $Df = (D_{x_1}f, \ldots, D_{x_d}f)$, where $D_{x_i}f = \frac{\partial f}{\partial x_i}, i = 1, 2, \ldots, d$. Let $k$ be a nonnegative integer and let $\alpha = (\alpha_1, \ldots, \alpha_d)$ be a multiindex of order $k$, i.e., $k = |\alpha| = \alpha_1 + \cdots + \alpha_d$, where each component $\alpha_i$ is a nonnegative integer. For $f \in C^k(\mathbb{R}^d)$, define $D^\alpha f := D^\alpha_{x_1} \cdots D^\alpha_{x_d} f$.

- Let $\varepsilon > 0$ and let $\xi \in C^\infty(\mathbb{R}^d)$ be a smooth mollifier, that is,

$$\text{spt}(\xi) \subset B_\varepsilon, \quad \xi(x) \geq 0 \quad \forall \ x \in \mathbb{R}^d, \quad \int_{B_\varepsilon} \xi(x) \, dx = 1.$$  

2.2. **Control of nonholonomic systems.** We recall the notion of nonholonomic control systems and sub-Riemannian distance on $\mathbb{R}^d$, see [25, 27, 1].

A class of nonholonomic drift-less systems on $\mathbb{R}^d$ is a control system of the form

$$\dot{\gamma}(t) = \sum_{i=1}^m f_i(\gamma(t))u_i(t), \quad t \in [0, +\infty)$$  

Such a system induces a distance on $\mathbb{R}^d$ in the following way. First, we define the sub-Riemannian metric to be the function $g : \mathbb{R}^d \times \mathbb{R}^m \to \mathbb{R} \cup \{\infty\}$ given by

$$g(x, v) = \inf \left\{ \sum_{i=1}^m u_i^2 : v = \sum_{i=1}^m f_i(x)u_i \right\}.$$  

If $v \in \text{span}\{f_1(x), \ldots, f_m(x)\}$ then the infimum is attained at a unique value $u_x \in \mathbb{R}^m$ and $g(x, v) = |u_x|^2$. Then, since $g(\gamma(t), \dot{\gamma}(t))$ is measurable, being the composition of the lower semicontinuous function $g$ with a measurable function, we can define the length of an absolutely continuous curve $\gamma : [0, 1] \to \mathbb{R}^d$ as

$$\text{length} (\gamma) = \int_0^1 \sqrt{g(\gamma(t), \dot{\gamma}(t))} \, dt.$$  

In conclusion, one defines the sub-Riemannian distance as

$$d_{SR}(x, y) = \inf_{(\gamma, u) \in \Gamma^{x \to y}_{0,1}} \text{length}(\gamma)$$

where $\Gamma^{x \to y}_{0,1}$ denotes the set of all trajectory-control pairs such that $u \in L^2(0, 1; \mathbb{R}^m)$, $\gamma$ solves (2.2) for such a control $u$, $\gamma(0) = x$ and $\gamma(1) = y$. Following [11] it is possible to represent the sub-Riemannian distance as follows

$$d_{SR}(x, y) = \inf \left\{ T > 0 : \exists (\gamma, u) \in \Gamma^{x \to y}_{0,T}, \ |u(t)| \leq 1 \text{ a.e. } t \in [0, T] \right\}$$

for any $x, y \in \mathbb{R}^d$. Moreover, again from [11] the sub-Riemannian distance can be characterised in terms of the sub-Riemannian energy: setting

$$e_{SR}(x, y) = \inf_{(\gamma, u) \in \Gamma^{x \to y}_{0,1}} \int_0^1 g(\gamma(t), \dot{\gamma}(t)) \, dt,$$

one can prove that

$$d_{SR}(x, y) = \sqrt{e_{SR}(x, y)}$$
Remark 2.1. Note that since \( g \) is homogenous of degree 1, the sub-Riemannian distance and the sub-Riemannian energy function can be equivalently defined by

\[
d_{SR}(x, y) = \inf_{(\gamma, u) \in \Gamma_{0, t}} \text{length}(\gamma) \]

and

\[
e_{SR}(x, y) = \inf_{(\gamma, u) \in \Gamma_{0, t}} \int_0^t g(\gamma(s), \dot{\gamma}(s)) \, ds,
\]

for any \( t \geq 0 \).

In this paper, we are interested in the controllability properties of system (2.1). For such a system, controllability can be obtained by using the Lie algebra generated by \( f_1, \ldots, f_m \), which is defined as follows. Set

\[
\Delta^1 = \text{span}\{f_1, \ldots, f_m\}
\]

and, for any integer \( s \geq 1 \),

\[
\Delta^{s+1} = \Delta^s + [\Delta^1, \Delta^s]
\]

where \([\Delta^1, \Delta^s] := \text{span}\{[X, Y] : X \in \Delta^1, Y \in \Delta^s\}\). The Lie algebra generated by \( f_1, \ldots, f_m \) is defined as

\[
\text{Lie}(f_1, \ldots, f_m) = \bigcup_{s \geq 1} \Delta^s.
\]

We say that system (2.1) satisfies Chow’s condition if \( \text{Lie}(f_1, \ldots, f_m)(x) = \mathbb{R}^d \) for any \( x \in \mathbb{R}^d \), where \( \text{Lie}(f_1, \ldots, f_m)(x) = \{X(x) : X \in \text{Lie}(f_1, \ldots, f_m)\} \). Equivalently, for any \( x \in \mathbb{R}^d \) there exists an integer \( r \geq 1 \) such that \( \Delta^r(x) = \mathbb{R}^d \). The minimum integer with such a property is called the degree of nonholonomy at \( x \) and will be denoted by \( r(x) \). Chow’s condition is also known as the Lie algebra rank condition (LARC) in control theory and as the Hörmander condition in the context of PDEs.

Example 2.2. The following are two well-known examples of sub-Riemannian systems for which Chow’s condition holds true.

(i) **Heisenberg group**: We consider the system in \( \mathbb{R}^3 \)

\[
\begin{align*}
\dot{x}(t) &= u(t), \\
\dot{y}(t) &= v(t), \\
\dot{z}(t) &= u(t)y(t) - v(t)x(t)
\end{align*}
\]

In this case, the matrix of the system is given by

\[
A(x, y, z) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ y & -x \end{bmatrix}
\]

and the columns of such matrix satisfy the Hörmander condition: \( X_1 = (1, 0, y) \), \( X_2 = (0, 1, -x) \) and \([X_1, X_2] = (0, 0, 2)\) generate \( \mathbb{R}^3 \).
(ii) **Grushin type systems:** Consider a control system of the form

\[
\begin{align*}
\dot{x}(t) &= u(t), \\
\dot{y}(t) &= \varphi(x(t))v(t)
\end{align*}
\]

for a nonzero continuous function \(\varphi(x)\) with sub-linear growth. The classical Grushin system in \(\mathbb{R}^2\) is obtained taking \(\varphi(x) = x\). Then, the dynamics is given by the matrix

\[
A(x, y) = \begin{bmatrix} 1 & 0 \\ 0 & x \end{bmatrix}
\]

whose columns satisfy the Hörmander condition: \(X_1 = (1, 0)\) and \([X_1, X_2] = (0, 1)\) generates \(\mathbb{R}^2\).

**Theorem 2.3 (Chow-Rashevsky theorem, [16, Theorem 3.1.8]).** If system (2.1) satisfies Chow’s condition, then any two points in \(\mathbb{R}^d\) can be joined by a trajectory satisfying (2.1).

Besides controllability, another important consequence of Chow’s condition is the well-known Ball-Box Theorem, see for instance [1, Theorem 10.67]. Of particular interest to us is a corollary of such a theorem which gives Hölder equivalence between the Euclidean distance and the sub-Riemannian one. First, we observe that for any \(x \in \mathbb{R}^d\) a continuity argument ensures the existence of a neighborhood \(U_x\) of \(x\) such that

\[(2.6) \quad \Delta^r(x)(y) = \mathbb{R}^d, \quad \forall y \in U_x.\]

Thus, given a compact set \(K\) there exists a finite cover given by \(\{U_{x_i}\}_{i=1,...,N}\) and a set of integers \(\{r(x_i)\}_{i=1,...,N}\) such that (2.6) holds on \(U_{x_i}\) with \(r(x) = r(x_i)\). Taking

\[r = \max_{i=1,...,N} r(x_i)\]

we obtain

\[(2.7) \quad \Delta^r(y) = \mathbb{R}^d, \quad \forall y \in K.\]

We call degree of nonholonomy of \(K\) the minimum integer such that (2.7) holds true and we denote it by \(r(K)\). Moreover, we recall that a family of vector fields \(\{f_i\}_{i=1,...,m}\) is an equi-regular distribution on \(\mathbb{R}^d\) if there exists \(r_0 \geq 1\) such that \(\Delta^{r_0}(x) = \mathbb{R}^d\) for any \(x \in \mathbb{R}^d\).

**Corollary 2.4.** For any compact set \(K \subset \mathbb{R}^d\) there exist two constants \(\tilde{c}_1, \tilde{c}_2 > 0\) such that

\[(2.8) \quad \tilde{c}_1 |x - y| \leq d_{SR}(x, y) \leq \tilde{c}_2 |x - y|^{\frac{1}{r(K)}}, \quad \forall x, y \in K.\]

Furthermore, we recall that the topology induced by \((\mathbb{R}^d, d_{SR})\) coincides with the topology induced by the Euclidean distance on \(\mathbb{R}^d\) ([1, Theorem 3.31]). In particular, from this result, we obtain that a set is compact in \((\mathbb{R}^d, d_{SR})\) if and only if it is compact in \(\mathbb{R}^d\) w.r.t. Euclidean distance.

### 3. Settings and Assumptions

Let \(f : \mathbb{R}^d \times \mathbb{R}^m \to \mathbb{R}\) be a continuous function satisfying the following.
(F0) There exists a constant \( c_f \geq 0 \) such that
\[
|f(x, u) - f(y, u)| \leq c_f(1 + |u|)|x - y|, \quad \forall (x, u) \in \mathbb{R}^d \times \mathbb{R}^m
\]
and
\[
|f(x, u)| \leq c_f(1 + |u|)(1 + |x|), \quad \forall (x, u) \in \mathbb{R}^d \times \mathbb{R}^m.
\]
We consider the control system
\[
\dot{\gamma}(t) = f(\gamma(t), u(t)), \quad t \in [0, \infty).
\]
For any \( s_0, s_1 \in \mathbb{R} \) such that \( s_0 < s_1 \) and \( x, y \in \mathbb{R}^d \) we set
\[
\Gamma_{s_0, s_1}^x = \{(\gamma, u) \in \mathcal{AC}([s_0, s_1]; \mathbb{R}^2) : \gamma(t) = x, \forall t \in [s_0, s_1]\}
\]
and \( \Gamma_{s_0, s_1}^y = \{(\gamma, u) \in \mathcal{AC}([s_0, s_1]; \mathbb{R}^2) : \gamma(t) = x, \forall t \in [s_0, s_1]\}\).

By (F0) and Gronwall’s inequality we get the following estimate for the trajectories of (3.1).

Lemma 3.1. Let \( x \in \mathbb{R}^d, t \geq 0 \) and \( (\gamma, u) \in \Gamma_{0,t}^x \). If \( u \in L^\infty(0, t; \mathbb{R}^m) \) then we have that
\[
|\gamma(s)| \leq (|x| + c_f(1 + \|u\|_{\infty}s))e^{c_f(1 + \|u\|_{\infty})s}, \quad \forall s \in [0, t].
\]

Let the Lagrangian \( L : \mathbb{R}^d \times \mathbb{R}^m \to \mathbb{R} \) be a \( C^2(\mathbb{R}^d \times \mathbb{R}^m; \mathbb{R}) \) function satisfying the following.

(L1) There exist a non-decreasing function \( \beta : [0, \infty) \to \mathbb{R} \) and a constant \( \ell_1 \geq 0 \) such that
\[
L(x, u) \leq \beta(|x|)(1 + |u|^2), \quad \forall (x, u) \in \mathbb{R}^d \times \mathbb{R}^m
\]
and
\[
|D_x L(x, u)| \leq \ell_1(1 + |u|^2), \quad \forall (x, u) \in \mathbb{R}^d \times \mathbb{R}^m
\]

(L2) There exists \( u^* \in \mathbb{R}^m \) such that \( L(x, u) \leq L(x, u^*) \) for any \( (x, u) \in \mathbb{R}^d \times \mathbb{R}^m \).

(L3) There exists a compact set \( K \subset \mathbb{R}^d \) and a constant \( \Theta > 0 \) such that
\[
\inf_{x \in \mathbb{R}^d \setminus K} L(x, u) \geq \Theta + \min_{x \in K} L(x, u^*)
\]
and there exists \( x^* \in \arg\min_{x \in K} L(x, u^*) \) such that
\[
f(x^*, u^*) = 0.
\]

Note that from the previous assumption on \( L \) we obtain
\[
L(x, u) \geq \frac{1}{2\ell_1} ||u - u^*||^2 + L(x^*, u^*), \quad \forall (x, u) \in \mathbb{R}^d \times \mathbb{R}^m.
\]

Let \( H : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be the Hamiltonian associated with \( L \), defined by
\[
H(x, p) = \sup_{u \in \mathbb{R}^m} \left\{ \langle p, f(x, u) \rangle - L(x, u) \right\}.
\]

Definition 3.2. We say that system (3.1) is locally uniformly globally controllable, a property denoted by (LUGC), if for any \( R \geq 0 \) there exist \( T_R \geq 0 \) and \( C_R \geq 0 \) such that for any \( x, y \in \overline{B}_R \) there exists \( (\gamma_{x \to y}, u_{x \to y}) \in \Gamma_{0,T_R}^{x \to y} \) with
\[
\int_0^{T_R} |u_{x \to y}(s)|^2 \, ds \leq C_R.
\]
Next, we give some examples of control systems satisfying (L2)–(L3) and (LUGC).

**Example 3.3 (Linear control case).** Let $\gamma : [0, \infty) \to \mathbb{R}^d$, let $u : [0, \infty) \to \mathbb{R}^m$ and let $A, B$ be real $n \times n$ and $n \times m$ matrices, respectively. Then, a linear control system has the form

$$
\dot{\gamma}(t) = A\gamma(t) + Bu(t), \quad t \geq 0.
$$

Assume that the controllability matrix $Q_T$, defined by

$$
Q_T = \int_0^T e^{tA}BB^*e^{tA^*} \, dt
$$

is positive definite for some (thus, for all) $T > 0$. Then, it is well-known that such system is exactly controllable and from [29, Proposition 1.1] we get that (LUGC) is satisfied. The following are specific cases of linear control system satisfying (LUGC) for which we can also give an explicit construction of $(x^*, u^*)$ in (L2)–(L3).

**Control of acceleration.** Consider the linear state equation

$$
\frac{d}{dt} \begin{pmatrix} \gamma(t) \\ \dot{\gamma}(t) \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} \gamma(t) \\ \dot{\gamma}(t) \end{pmatrix} + \begin{pmatrix} 0 \\ 1 \end{pmatrix} \begin{pmatrix} u(t) \end{pmatrix}, \quad t \geq 0
$$

with $\gamma : [0, +\infty) \to \mathbb{R}^d$ and $u : [0, +\infty) \to \mathbb{R}^d$. It is well-known that (LUGC) is satisfied, see e.g. [29, Exercise 1.2] Now, let us consider a Lagrangian $L$ of the form

$$
L(x, v, u) = \frac{1}{2}|u|^2 + \frac{1}{2}|v|^2 + g(x)
$$

where $g : \mathbb{R}^d \to \mathbb{R}$ is a bounded and continuous function. Then, one can immediately observe that (L2)–(L3) holds true for $u^* = 0$ and $(x^*, v^*) \in \mathbb{R}^d \times \{0\}$ where $g(x^*) = \min_{x \in \mathbb{R}^d} g(x)$.

**Controlled harmonic oscillator.** Consider the system

$$
\frac{d}{dt} \begin{pmatrix} \gamma(t) \\ \dot{\gamma}(t) \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \begin{pmatrix} \gamma(t) \\ \dot{\gamma}(t) \end{pmatrix} + \begin{pmatrix} 0 \\ 1 \end{pmatrix} \begin{pmatrix} u(t) \end{pmatrix}, \quad t \geq 0,
$$

which is also locally uniformly globally controllable as one can easily check either directly or by Kalman’s rank condition. Fix $x^* \in \mathbb{R}^d$ and consider a Lagrangian $L$ of the form

$$
L(x, y, u) = \frac{1}{2}|u - x^*|^2 + \frac{1}{2}|y|^2 + g(x)
$$

with $g : \mathbb{R}^d \to \mathbb{R}$ a continuous function such that $g(x) \geq g(x^*)$ for any $x \in \mathbb{R}^d$. Then, it is easy to see that (L2)–(L3) are satisfied for $(x^*, y^*) \in \mathbb{R}^d \times \{0\}$ and $u^* = x^*$.

**Example 3.4 (Sub-Riemannian systems).** For $m \in \mathbb{N}$ and $i = 1, \ldots, m$, let $f_i : \mathbb{R}^d \to \mathbb{R}^d$ be smooth vector fields satisfying the Chow’s condition. Then, the sub-Riemannian system

$$
\dot{\gamma}(t) = \sum_{i=1}^m f_i(\gamma(t))u_i(t), \quad t \geq 0,
$$

where $u_i : [0, \infty) \to \mathbb{R}$ are measurable functions, satisfies (LUGC) due to the characterization of the sub-Riemannian distance in (2.2). Thus, from the linearity of the state equation w.r.t. $u$ it follows that (L2)–(L3) are satisfied for $u^* = 0$ and any $x^* \in \mathbb{R}^d$ such that $L(x, 0) \geq L(x^*, 0)$. 


4. BOUNDEDNESS OF OPTIMAL TRAJECTORIES

We consider the following minimization problem: for any $T > 0$ and $x \in \mathbb{R}^d$

\begin{equation}
(4.1) \quad \text{to minimize } \int_0^T L(\gamma(s), u(s)) \, ds \, \text{ over all } (\gamma, u) \in \Gamma_{0,T}^{x,}\rightarrow \\
\end{equation}

and we set

\begin{equation}
(4.2) \quad V_T(x) = \inf_{(\gamma,u) \in \Gamma_{0,T}^{x,}\rightarrow} \int_0^T L(\gamma(s), u(s)) \, ds, \quad \forall \, x \in \mathbb{R}^d.
\end{equation}

For any $x \in \mathbb{R}^d$ we say that a trajectory-control pair $(\gamma, u) \in \Gamma_{0,T}^{x,}\rightarrow$ is optimal if it solves (4.1).

For simplicity of notation, we set

$$\delta^*(x) = T_{|x|\wedge|x^*|}$$

where $T_{|x|\wedge|x^*|}$ is given by (LUGC).

**Remark 4.1.**

1. We observe that, by using classical technics from optimal control one can easily obtain the existence of optimal trajectory-control pairs for (4.1) (see, for instance, [12, Theorem 7.4.4]).

2. Note that for reversible Lagrangians we have that the function

$$V_t(x) = \inf_{(\gamma,u) \in \Gamma_{0,T}^{x,}\rightarrow} \int_0^t L(\gamma(s), u(s)) \, ds, \quad \forall \, x \in \mathbb{R}^d, \forall \, t \geq 0$$

solves the Hamilton-Jacobi equation

$$\begin{cases}
\partial_t V_t(x) + H(x, D_x V_t(x)) = 0, & (t, x) \in [0, +\infty) \times \mathbb{R}^d \\
V_0(x) = 0,
\end{cases}$$

in the viscosity sense, where $H$ is defined in (3.4).

In this section, we prove the uniform boundedness of optimal trajectories for (4.1) starting from a given compact set. We begin by deriving a uniform bound for the Lebesgue measure of all times at which an optimal trajectory may lie outside the compact set $\mathcal{K}$ of assumption (L3).

**Proposition 4.2.** Assume (F0), (L1) – (L3) and (LUGC). For any $R \geq 0$ there exists a constant $M_R \geq 0$ such that for any $x \in \overline{\mathcal{B}}_R$, any $T \geq \delta^*(x)$, and any optimal pair $(\gamma_x, u_x) \in \Gamma_{0,T}^{x,}\rightarrow$ for (4.1) we have that

\begin{equation}
(4.3) \quad \mathcal{L}^1 (\{ t \in [0, T] : \gamma_x(t) \notin \mathcal{K} \}) \leq M_R.
\end{equation}

**Proof.** Fix $R \geq 0$ and let $x \in \overline{\mathcal{B}}_R$. Let $(\bar{\gamma}_x, \bar{u}_x) \in \Gamma_{0,\delta^*(x)}^{x,}\rightarrow$ be given by (LUGC). Define the control

$$\hat{u}_x(t) = \begin{cases}
\bar{u}_x(t), & t \in [0, \delta^*(x)] \\
u^*, & t \in (\delta^*(x), T].
\end{cases}$$

Then, $(\bar{\gamma}_x, \hat{u}_x) \in \Gamma_{0,T}^{x,}\rightarrow$ and we obtain

\begin{equation}
V_T(x) \leq \int_0^{\delta^*(x)} L(\bar{\gamma}_x(t), \bar{u}_x(t)) \, dt + (T - \delta^*(x)) L(x^*, u^*)
=: c_1(x, \delta^*(x)) + (T - \delta^*(x)) L(x^*, u^*).
\end{equation}
Let us estimate $c_1(x, \delta^*(x))$. Recall that from (LUGC) we have that $\|\tilde{u}_x\|_{2,[0,\delta^*(x)]} \leq C_R$. So, Lemma 3.1 ensures that

$$\tag{4.5} |\bar{\gamma}_x(t)| \leq (R + c_f(1 + C_R)\delta^*(R))e^{c_f(1+C_R)\delta^*(R)} =: \Lambda(R), \quad \forall \ t \in [0, \delta^*(x)].$$

Therefore, by assumption (L2) we deduce that

$$\int_0^{\delta^*(x)} L(\bar{\gamma}_x(t), \tilde{u}_x(t)) \, dt \leq \beta(\Lambda(R))(1 + C_R)$$

Now, let $(\gamma_x, u_x) \in \Gamma_{\delta^* \rightarrow}^{x}$ be optimal for (4.1). Then, we have that

$$V_T(x) = \int_0^T L(\gamma_x(t), u_x(t)) \, dt$$

$$\geq \int_0^T L(\gamma_x(t), u_x(t))1_K(\gamma_x(t)) \, dt + \int_0^T L(\gamma_x(t), u_x(t))1_{K^c}(\gamma_x(t)) \, dt$$

$$\geq L(x^*, u^*)L^1\left(\{t \in [0, T] : \gamma_x(t) \in K\}\right)$$

$$+ \left(\inf_{x \in \mathbb{R}^d \setminus K} L(x, u^*)\right) L^1\left(\{t \in [0, T] : \gamma_x(t) \notin K\}\right)$$

$$= L(x^*, u^*)L^1\left(\{t \in [\delta^*(x), T] : \gamma_x(t) \in K\}\right)$$

$$+ \left(\inf_{x \in \mathbb{R}^d \setminus K} L(x, u^*)\right) (T - L^1\left(\{t \in [\delta^*(x), T] : \gamma_x(t) \in K\}\right))$$

$$\tag{4.6} \geq L(x^*, u^*)L^1\left(\{t \in [\delta^*(x), T] : \gamma_x(t) \notin K\}\right) + \delta^*(x)L(x^*, u^*).$$

So, combining (4.4) and (4.6) and recalling (L3), we deduce that

$$\beta(\Lambda(R))(1 + C_R)$$

$$\geq \left(\inf_{x \in \mathbb{R}^d \setminus K} L(x, u^*) - L(x^*, u^*)\right) (T - L^1\left(\{t \in [0, T] : \gamma_x(t) \in K\}\right)) + \delta^*(x)L(x^*, u^*)$$

$$\geq \Theta L^1\left(\{t \in [0, T] : \gamma_x(t) \notin K\}\right) + \delta^*(x)L(x^*, u^*).$$

Therefore,

$$L^1\left(\{t \in [0, T] : \gamma_x(t) \notin K\}\right) \leq \frac{\beta(\Lambda(R))(1 + C_R) - \delta^*(x)L(x^*, u^*)}{\Theta}.$$

Setting

$$M_R := \frac{\beta(\Lambda(R))(1 + C_R) - \delta^*(x)L(x^*, u^*)}{\Theta}$$

we obtain the conclusion. \qed

**Theorem 4.3.** Assume (F0), (L1) – (L3) and (LUGC). For any $R \geq 0$ there exist two constants $P_R, Q_R \geq 0$ such that for any $x \in B_R$, any $T \geq \delta^*(x)$, and any optimal pair $(\gamma_x, u_x) \in \Gamma_{\delta^* \rightarrow}^{x}$ for (4.1) we have that

$$\tag{4.7} \int_0^T |u_x(t) - u^*|^2 \, dt \leq P_R$$

and

$$\tag{4.8} |\gamma_x(t)| \leq Q_R, \quad \forall \ t \in [0, T].$$
Proof. We begin with the proof of (4.7). Since \((\gamma_x, u_x) \in \Gamma_{x, T}^{x, x^*} \) is optimal for (4.1) we have that

\[
(4.9) \quad V_T(x) = \int_0^T L(\gamma_x(t), u_x(t)) \, dt \geq \frac{1}{2\ell_1} \int_0^T |u_x(t) - u^*|^2 \, dt + TL(x^*, u^*).
\]

On the other hand, let \((\tilde{\gamma}_x, \tilde{u}_x) \in \Gamma_{0, \delta^*(x)}^{x^*} \) be given by (LUGC) and define the control

\[
\tilde{u}_x(t) = \begin{cases} 
\bar{u}_x(t), & t \in [0, \delta^*(x)] \\
u^*, & t \in (\delta^*(x), T],
\end{cases}
\]

that is, \((\tilde{\gamma}_x, \tilde{u}_x) \in \Gamma_{0, T}^{x^*} \). By the definition of \(V_T\) we deduce that

\[
(4.10) \quad V_T(x) \leq \int_0^{\delta^*(x)} L(\tilde{\gamma}_x(t), \tilde{u}_x(t)) \, dt + (T - \delta^*(x))L(x^*, u^*).
\]

Combining (4.9) and (4.10) we obtain

\[
\frac{1}{2\ell_1} \int_0^T |u_x(t) - u^*|^2 \, dt \leq \int_0^{\delta^*(x)} L(\tilde{\gamma}_x(t), \tilde{u}_x(t)) \, dt - \delta^*(x)L(x^*, u^*).
\]

In order to prove (4.7), we need an upper bound for the term

\[
\int_0^{\delta^*(x)} L(\tilde{\gamma}_x(t), \tilde{u}_x(t)) \, dt.
\]

Recall that from (LUGC) we have that \(\|\tilde{u}_x\|_{2, [0, \delta^*(x)]} \leq C_R\). So, Lemma 3.1 ensures that

\[
(4.11) \quad |	ilde{\gamma}_x(t)| \leq (R + c_f(1 + C_R)\delta^*(R))e^{c_f(1 + C_R)\delta^*(R)} =: \Lambda(R), \quad \forall t \in [0, \delta^*(x)].
\]

Therefore, by assumption (L2) we deduce that

\[
\int_0^{\delta^*(x)} L(\tilde{\gamma}_x(t), \tilde{u}_x(t)) \, dt \leq \beta(\Lambda(R))(1 + C_R)
\]

Hence, (4.7) follows taking

\[
P_R = 2(\beta(\Lambda(R))(1 + C_R) + \delta^*(R)L(x^*, u^*)).
\]

We now proceed to prove (4.8). Let \((\gamma_x, u_x) \in \Gamma_{0, T}^{x^*} \) be a solution of (4.1). Clearly, we just need to estimate \(|\gamma_x(t)|\) for all times at which the optimal trajectory lies outside the compact set \(\mathcal{K}\). Let \(\tau \in [0, T] \) be such that \(\gamma_x(\tau) \not\in \mathcal{K}\) and set

\[
t_0 = \begin{cases} 
\sup\{t \in [0, \tau] : \gamma_x(t) \in \mathcal{K}\}, & \text{if } \{t \in [0, \tau] : \gamma_x(t) \in \mathcal{K}\} \neq \emptyset \\
0, & \text{if } \{t \in [0, \tau] : \gamma_x(t) \in \mathcal{K}\} = \emptyset
\end{cases}
\]

Let us first consider the case \(t_0 \neq 0\). Since \(\gamma_x\) is a solution of (3.1), recalling that \(|t - t_0| \leq M_R\) we deduce that for any \(t \in [t_0, \tau]\)

\[
|\gamma_x(t)| \leq |\gamma_x(t_0)| + c_f \int_{t_0}^t (1 + |u_x(s)|)(1 + |\gamma_x(s)|) \, ds
\]

\[
\leq |\gamma_x(t_0)| + c_f(M_R(1 + |u^*|) + \|u_x - u^*\|_{2, [t_0, t]}) \left(\int_{t_0}^t (1 + |\gamma_x(s)|^2) \, ds \right)^{\frac{1}{2}}.
\]
Hence, appealing to (4.3) and (4.7) we deduce that
\[
|\gamma_x(t)|^2 \leq \bar{C} \left( |\gamma_x(t_0)|^2 + M_R^2 (1 + |u^*|^2) + \|u_x - u^*\|^2_{L^2_{[t_0, t]}} M_R + (M_R + \|u_x - u^*\|^2_{L^2_{[t_0, t]}}) \int_{t_0}^{t} |\gamma_x(s)|^2 \, ds \right)
\]
for some constant \( \bar{C} \geq 0 \). Thus, Gronwall's inequality yields
\[
|\gamma_x(t)| \leq \bar{C} \gamma_x(t_0)^2 (M_R^2 (1 + |u^*|^2) + P_R M_R) e^{M_R^2 + P_R M_R}, \quad \forall \, t \in [t_0, \bar{t}]
\]
and we set \( Q_R := \bar{C} |\gamma_x(t_0)|^2 (M_R^2 (1 + |u^*|^2) + P_R M_R) e^{M_R^2 + P_R M_R} \). Since \( |\gamma_x(t_0)| \in \mathcal{K} \) we have that \( |\gamma_x(t)| \leq \max\{|y| : y \in \mathcal{K}\} \) and, moreover, \( |\gamma_x(t)| \leq \max\{|y| : y \in \mathcal{K}\} \) for all times \( t \) at which \( \gamma_x(t) \in \mathcal{K} \), we get the conclusion.

If \( t_0 = 0 \), recalling that \( \gamma(t_0) = \gamma(0) = x \in \overline{B}_R \) from the above reasoning we get the result. \( \square \)

5. Long-time average and ergodic constant

In this section, we investigate the existence of the limit
\[
\lim_{T \to \infty} \frac{1}{T} V_T(x) \quad (x \in \mathbb{R}^d),
\]
where \( V_T(x) \) is defined in (4.2). We also address the related problem of the existence of solutions to the ergodic Hamilton-Jacobi equation
\[
(5.1) \quad c + H(x, D\chi(x)) = 0 \quad (x \in \mathbb{R}^d)
\]
for some \( c \in \mathbb{R} \), where we recall that \( H : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) is given by
\[
H(x, p) = \sup_{u \in \mathbb{R}^m} \{ \langle p, f(x, u) \rangle - L(x, u) \}, \quad \forall \, (x, p) \in \mathbb{R}^d \times \mathbb{R}^d.
\]

In order to prove the main result of this section, Theorem 5.3 below, we need to show, first, that the value function \( V_T \) has locally bounded oscillation uniformly in \( T \).

**Lemma 5.1.** Assume (F0), (L1) – (L3) and (LUGC). For any \( R \geq 0 \) there exists \( K(R) \geq 0 \) such that
\[
|V_T(x) - V_T(y)| \leq K(R), \quad \forall \, T \geq T_R \quad \forall \, x, y \in \overline{B}_R,
\]
where \( T_R \) is given by (LUGC).

**Proof.** Let \( R \geq 0 \) and let \( x, y \in \overline{B}_R \). Let \((\gamma_y, u_y) \in \Gamma^{y \to x}_{0, T_R}\) where \( T_R \) is given by (LUGC) and let \((\gamma_x, u_x) \in \Gamma^{x \to x}_{0, T} \) be a solution of (4.1). Define the control
\[
\tilde{u}_y(t) = \begin{cases} 
\overline{u}_y(t), & t \in [0, T_R] \\
u_x(t - T_R), & t \in (T_R, T]
\end{cases}
\]
and let \( \tilde{\gamma}_y \) be the associated trajectory. Then, we have that

\[
V_T(y) - V_T(x) \leq \int_0^T L(\tilde{\gamma}_y(t), \tilde{u}_y(t)) \, dt - \int_0^T L(\gamma_x(t), u_x(t)) \, dt
\]

\[
\leq \int_0^{T_R} L(\tilde{\gamma}_y(t), \tilde{u}_y(t)) \, dt + \int_0^T L(\gamma_x(t - T_R), u_x(t - T_R)) \, dt - \int_0^T L(\gamma_x(t), u_x(t)) \, dt
\]

\[
= \int_0^{T_R} L(\tilde{\gamma}_y(t), \tilde{u}_y(t)) \, dt + \int_0^{T-T_R} L(\gamma_x(s), u_x(s)) \, ds - \int_0^T L(\gamma_x(s), u_x(s)) \, ds
\]

\[
= \int_0^{T_R} L(\tilde{\gamma}_y(t), \tilde{u}_y(t)) \, dt - \int_{T-T_R}^T L(\gamma_x(s), u_x(s)) \, ds.
\]

First, by (3.3) we get

\[
\int_{T-T_R}^T L(\gamma_x(s), u_x(s)) \, ds \geq T_R L(x^*, u^*).
\]

Then, since \( \|\tilde{u}_y\|_{2,[0,T_R]} \leq C_R \) by (LUGC), from Lemma 3.1 we deduce that

\[
|\tilde{\gamma}_y(t)| \leq (R + c_f(1 + C_R)T_R)e^{c_f(1+C_R)T_R} =: \Lambda(R), \quad \forall t \in [0, T_R].
\]

Thus, by (L1) we obtain

\[
\int_0^{T_R} L(\tilde{\gamma}_y(t), \tilde{u}_y(t)) \, ds \leq T_R \beta(\Lambda(R))(1 + C_R) =: T_R K_0(R).
\]

Hence, going back to (5.2), we have that

\[
V_T(y) - V_T(x) \leq \int_0^{T_R} L(\tilde{\gamma}_y(s), \tilde{u}_y(s)) \, ds - \int_{T-T_R}^T L(\gamma_x(s), u_x(s)) \, ds
\]

\[
\leq T_R (K_0(R) - L(x^*, u^*)) := K(R).
\]

Switching \( x \) and \( y \) in the above reasoning completes the proof. \( \square \)

**Lemma 5.2.** Assume (F0), (L1) – (L3) and (LUGC). For any \( R \geq 0 \) there exists a constant \( N_R \geq 0 \) such that for any \( x \in \overline{B}_R \), any \( T > T'_R \) with \( R' = Q_R \vee R \), where \( Q_R \) is given in Theorem 4.3, and any optimal pair \( (\gamma_x, u_x) \in \Gamma^{x \to x}_{0,T} \) of (4.1) there exists a pair \( (\gamma_T, u_T) \in \Gamma^{x \to x}_{0,T} \) such that

\[
\int_0^T L(\gamma_T(t), u_T(t)) \, dt \leq \int_0^T L(\gamma_x(t), u_x(t)) \, dt + N_R.
\]

**Proof.** Fix \( R \geq 0 \), \( x \in \overline{B}_R \), and take an optimal pair \( (\gamma_x, u_x) \in \Gamma^{x \to x}_{0,T} \). If \( \gamma_x(T) = x \) then it is enough to take \( C_R = 0 \) and \( (\gamma_T, u_T) = (\gamma_x, u_x) \). If this is not the case, by Theorem 4.3 we have that \( |\gamma_x(t)| \leq Q_R \) for any \( t \in [0, T] \). So, set

\[
R' = Q_R \vee R.
\]
For simplicity of notation set \( y = \gamma_x(T - T_{R'}) \). Let \( (\bar{\gamma}_y, \bar{u}_y) \in \Gamma_{0,T_{R'}}^{y',x} \) and define the control

\[
 u_T(t) = \begin{cases} 
 u_x(t), & t \in [0, T - T_{R'}] \\
 \bar{u}_y(t + T_{R'} - T), & t \in (T - T_{R'}, T]. 
\end{cases}
\]

Then

\[
 \int_0^T L(\gamma_T(t), u_T(t)) \, dt = \int_0^{T - T_{R'}} L(\gamma_T(t), u_T(t)) \, dt + \int_{T - T_{R'}}^T L(\bar{\gamma}_y(t), \bar{u}_y(t)) \, dt
\]

\[
 = \int_0^T L(\gamma_x(t), u_x(t)) \, dt - \int_{T - T_{R'}}^T L(\gamma_x(t), u_x(t)) \, dt + \int_{T - T_{R'}}^T L(\bar{\gamma}_y(t), \bar{u}_y(t)) \, dt.
\]

By (3.3) we obtain

\[
 \int_{T - T_{R'}}^T L(\gamma_x(t), u_x(t)) \, dt \geq T_{R'} L(x^*, u^*). 
\]

Since by (LUGC) we have that \( \|\bar{u}_y\|_{L^2[0,T_{R'}]} \leq C_R \) and \( |y| \leq Q_R \), by Lemma 3.1 we also have that

\[
 |\bar{\gamma}_y(t)| \leq (\gamma_R + c_f(1 + C_R)T_{R'})e^{C_f(1 + C_R)T_{R'}} =: \Lambda(R)
\]

for any \( t \in [0, T_{R'}] \). So, we obtain

\[
 - \int_{T - T_{R'}}^T L(\gamma_x(t), u_x(t)) \, dt + \int_0^{T_{R'}} L(\bar{\gamma}_y(t), \bar{u}_y(t)) \, dt
\]

\[
 \leq -T_{R'} L(x^*, 0) + \int_0^{T_{R'}} L(\bar{\gamma}_y(t), \bar{u}_y(t)) \, dt \leq T_{R'} (\beta(\Lambda(R))(1 + C_R) - L(x^*, u^*))
\]

where the last inequality holds by (L1). The conclusion follows taking

\[
 N_R = T_{R'}(\lambda_1(\Lambda(R))(1 + C_R) - L(x^*, u^*)). \quad \Box
\]

**Theorem 5.3 (Existence of the critical constant).** Assume (F0), (L1) – (L3) and (LUGC). There exists a constant \( \alpha(L) \in \mathbb{R} \), called the critical constant (or Mañé’s critical value), such that

\[
 \lim_{T \to \infty} \sup_{x \in \overline{B}_R} \left| \frac{1}{T} V_T(x) - \alpha(L) \right| = 0, \quad \forall \, R > 0.
\]

**Proof.** Let \( R \geq 0 \). By Lemma 5.1, for all \( x \in \overline{B}_R \) we deduce that

\[
 |V_T(x) - V_T(0)| \leq K(R).
\]

Hence, to obtain the conclusion it suffices to prove the existence of the limit

\[
 \lim_{T \to \infty} \frac{1}{T} V_T(0) =: \alpha(L).
\]

For this purpose let \( \{T_n\}_{n \in \mathbb{N}} \) and \( \{ (\gamma_n, u_n) \}_{n \in \mathbb{N}} \subset \Gamma_{0,T_n}^{0,x} \) be such that

\[
 \lim_{T \to \infty} \frac{1}{T} V_T(0) = \lim_{n \to \infty} \frac{1}{T_n} \inf_{(\gamma, u) \in \Gamma_{0,T_n}^{0,x}} \int_0^{T_n} L(\gamma(t), u(t)) \, dt
\]

\[
 = \lim_{n \to \infty} \frac{1}{T_n} \int_0^{T_n} L(\gamma_n(t), u_n(t)) \, dt.
\]
By Lemma 5.2 there exists a sequence \((\gamma_0^n, u_0^n) \in \Gamma_{0,T_n}^0\) and a constant \(N_0 \geq 0\) such that

\[
(5.8) \quad \int_0^{T_n} L(\gamma_0^n(t), u_0^n(t)) dt \leq \int_0^{T_n} L(\gamma_n(t), u_n(t)) dt + N_0.
\]

Next, for any \(n \in \mathbb{N}\) let \(\hat{u}_0^n\) be the periodic extension of \(u_0^n\), i.e., \(\hat{u}_0^n\) is \(T_n\)-periodic and \(\hat{u}_0^n(t) = u_0^n(t)\) for any \(t \in [0, T_n]\). Then, we have that

\[
(5.9) \quad \limsup_{T \to \infty} \frac{1}{T} V_T(0) \leq \limsup_{T \to \infty} \frac{1}{T} \int_0^T L(\hat{\gamma}_0^n(t), \hat{u}_0^n(t)) dt, \quad \forall \ n \in \mathbb{N}
\]

by using \(\hat{u}_0^n\) to estimate from above (4.2). Then, by periodicity and (5.8) we obtain

\[
\limsup_{T \to \infty} \frac{1}{T} \int_0^T L(\hat{\gamma}_0^n(t), \hat{u}_0^n(t)) dt = \frac{1}{T_n} \int_0^{T_n} L(\gamma_0^n(t), u_0^n(t)) dt \leq \frac{1}{T_n} \int_0^{T_n} L(\gamma_n(t), u_n(t)) dt + \frac{N_0}{T_n}.
\]

Therefore, recalling (5.9) and (5.7) we conclude that

\[
\limsup_{T \to \infty} \frac{1}{T} V_T(0) \leq \limsup_{n \to \infty} \left( \frac{1}{T_n} \int_0^{T_n} L(\gamma_n(t), u_n(t)) dt + \frac{N_0}{T_n} \right) = \liminf_{T \to \infty} \frac{1}{T} V_T(0).
\]

This yields (5.6), thus completing the proof. \qed

**Corollary 5.4.** Assume (F0), (L1) – (L3) and (LUGC). Then, we have that

\[
\alpha(L) = \min_{(x,u) \in \mathbb{R}^d \times \mathbb{R}^m} L(x,u).
\]

**Proof.** First, we recall that

\[
\alpha(L) = \lim_{T \to \infty} \frac{1}{T} V_T(0) = \lim_{T \to \infty} \frac{1}{T} \inf_{(\gamma,u) \in \Gamma_{0,T}^0} \int_0^T L(\gamma(s), u(s)) ds.
\]

So, taking \((\gamma_x, u_x) \in \Gamma_{0,T}^0\) optimal for \(V_T(0)\) we obtain

\[
\alpha(L) = \lim_{T \to \infty} \frac{1}{T} \int_0^T L(\gamma_x(s), u_x(s)) ds \geq \frac{1}{T} \lim_{T \to \infty} \int_0^T L(x^*, u^*) ds = L(x^*, u^*) = \min_{(x,u) \in \mathbb{R}^d \times \mathbb{R}^m} L(x,u).
\]

since, by assumption (L2) and (L3), we have that \(L(x,u) \geq L(x^*, u^*)\) for any \((x,u) \in \mathbb{R}^d \times \mathbb{R}^m\).

On the other hand, we observe that, owing to Theorem 5.3, the value of \(\alpha(L)\) could be computed replacing 0 in (5.6) with any other point of \(\mathbb{R}^d\). So,

\[
\alpha(L) = \lim_{T \to \infty} \frac{1}{T} V_T(x^*).
\]

Now, taking the control \(u(t) = u^*\) which makes \(x^*\) stationary yields

\[
\alpha(L) = \lim_{T \to \infty} \frac{1}{T} \inf_{(\gamma,u) \in \Gamma_{0,T}^{x*,u^*}} \int_0^T L(\gamma(s), u(s)) ds \leq \lim_{T \to \infty} \frac{1}{T} \int_0^T L(x^*, u^*) ds = L(x^*, u^*)
\]
which in turn implies the conclusion. □

**Remark 5.5.** Note that in view of Theorem 5.3 we have that

\[
\lim_{T \to \infty} \sup_{x \in \mathbb{R}^R} \left| \frac{1}{T} \inf_{(\gamma,u) \in \Gamma_{0,T}} \int_0^T \left( L(\gamma(s), u(s)) - \alpha(L) \right) ds \right| = 0, \quad \forall \, R \geq 0.
\]

Moreover, from Corollary 5.4 we deduce that

\[
\min_{(x,u) \in \mathbb{R}^d \times \mathbb{R}^m} L(x,u) = \alpha(L) = 0.
\]

Therefore, by replacing \(L\) with \(\hat{L}(x,u) := L(x,u) - \alpha(L)\) one can reduce the analysis to the case of \(\alpha(\hat{L}) = \min_{(x,u) \in \mathbb{R}^d \times \mathbb{R}^m} \hat{L}(x,u) = 0\).

### 6. Sub-Riemannian Control Systems: Application to Abel Means

In this section, we concentrate our analysis to the sub-Riemannian control systems for which we know that (LUGC) holds, Example 3.3. Now, having at our disposal the existence of the critical constant \(\alpha(L)\) for such systems, we will construct a continuous viscosity solution to the ergodic equation

\[
\alpha(L) + H(x, D\chi(x)) = 0, \quad (x \in \mathbb{R}^d).
\]

For \(m \in \mathbb{N}\) and \(i = 1, \ldots, m\), let

\[
f_i : \mathbb{R}^d \to \mathbb{R}^d
\]

and

\[
u_i : [0, \infty) \to \mathbb{R}
\]

be smooth vector fields and measurable controls, respectively, and consider the following controlled dynamics of sub-Riemannian type

\[
\dot{\gamma}(t) = \sum_{i=1}^m f_i(\gamma(t))u_i(t) = F(\gamma(t))u(t), \quad t \in [0, +\infty)
\]

where \(F(x) = [f_1(x) \ldots f_m(x)]\) is an \(d \times m\) real matrix and \(u(t) = (u_1(t), \ldots, u_m(t))^\top\). We assume the vector fields \(f_i\) to satisfy the following.

**(F1)** There exists a constant \(c_f \geq 1\) such that for any \(i = 1, \ldots, m\)

\[
|f_i(x)| \leq c_f(1 + |x|), \quad \forall x \in \mathbb{R}^d.
\]

Note that, by (F1) system (6.1) satisfies (F0).

Moreover, we assume the following.

**(L3')** There exists a compact set \(K \subset \mathbb{R}^d\) such that

\[
\min_{x \in K} L(x, 0) = 0, \quad \text{and} \quad \inf_{x \in \mathbb{R}^d \setminus K} L(x, 0) > 0.
\]

\(^1(u_1, \ldots, u_m)^\top\) denotes the transpose of \((u_1, \ldots, u_m)\)
We recall that in view of Remark 5.5 assumption \((L3')\) is not restrictive and, moreover, by Corollary 5.4 we have that \(\alpha(L) = 0\). Furthermore, \((L3')\) subsumes \((L2)\) and \((L3)\) given so far.

Let \(x^* \in \mathcal{K}\) be such that
\[
L(x^*, 0) = \min_{x \in \mathcal{K}} L(x, 0)
\]
and set
\[
\delta^*(x) = d_{SR}(x, x^*), \quad \forall x \in \mathbb{R}^d.
\]
Observe that, by Corollary 2.4, there exists a nondecreasing function \(D : \mathbb{R}_+ \to \mathbb{R}_+\) with
\[
\delta^*(x) \leq D(|x|), \quad \forall x \in \mathbb{R}^d.
\]

Next, we provide estimates on trajectories satisfying \((6.4)\).

**Lemma 6.1.** Let \(x \in \mathbb{R}^d, t \geq 0\) and \((\gamma, u) \in \Gamma_{0,t}^{x}$. Then there exists a constant \(\kappa(\|u\|_2, t) \geq 0\) such that
\[
|\gamma(s)| \leq \kappa(\|u\|_2, t)(1 + |x|), \quad \forall s \in [0, t]
\]
and
\[
|\gamma(t_2) - \gamma(t_1)| \leq c_f \kappa(\|u\|_2, t)(1 + |x|)\|u\|_2(t_2 - t_1)^{\frac{1}{2}}, \quad 0 \leq t_1 \leq t_2 \leq t.
\]

**Proof.** We begin by proving \((6.4)\). For any \(s \in [0, t]\) we have that
\[
|\gamma(s)| \leq |x| + \int_0^t |F(\gamma(s))||u(s)| \, ds
\leq |x| + \int_0^t c_f (1 + |\gamma(s)|)\|u(s)\| \, ds
\leq |x| + c_f \left( \int_0^t (1 + |\gamma(s)|)^2 \, ds \right)^{\frac{1}{2}} \|u\|_2.
\]
Thus, we get
\[
|\gamma(s)|^2 \leq C \left( |x|^2 + c_f^2 t^2 \|u\|_2^2 + c_f^2 \|u\|_2^2 \int_0^t |\gamma(s)|^2 \, ds \right)
\]
which implies the \((6.4)\) by Gronwall’s inequality.

We now proceed to show \((6.5)\). Fix \(t_1, t_2\) such that \(0 \leq t_1 \leq t_2 \leq t\). Then, we have that
\[
|\gamma(t_2) - \gamma(t_1)| \leq \int_{t_1}^{t_2} |F(\gamma(s))||u(s)| \, ds
\leq c_f \int_{t_1}^{t_2} (1 + |\gamma(s)|)\|u(s)\| \, ds
\leq c_f \kappa(\|u\|_2, t)(1 + |x|) \int_{t_1}^{t_2} |u(s)| \, ds
\]
where the last inequality holds by \((6.4)\). Hence, by Hölder’s inequality we obtain
\[
|\gamma(t_2) - \gamma(t_1)| \leq c_f \kappa(\|u\|_2, t)(1 + |x|)\|u\|_2(t_2 - t_1)^{\frac{1}{2}}.
\]
This completes the proof of the lemma. \(\square\)
Now, we move to the analysis of the ergodic equation
\[ \alpha(L) + H(x, D\chi) = 0, \quad x \in \mathbb{R}^d. \]

We will show the existence of viscosity solutions to such an equation by studying the limit behavior of solutions to the discounted problem
\[ (6.6) \quad \lambda v_\lambda(x) + H(x, Dv_\lambda(x)) = 0, \quad x \in \mathbb{R}^d \]
as \( \lambda \downarrow 0 \). To do so, define the function
\[ (6.7) \quad v_\lambda(x) = \inf_{(\gamma, u) \in \Gamma^{x \to \infty}_0} \left\{ \int_0^{+\infty} e^{-\lambda t} L(\gamma(t), u(t)) \, dt \right\}, \]
where
\[ \Gamma^{x \to \infty}_0 := \left\{ (\gamma, u) \in L^\infty_{loc}(0, \infty; \mathbb{R}^d) \times L^2_{loc}(0, \infty; \mathbb{R}^m) : (\gamma, u) \in \Gamma^{x \to \infty}_{0,T} \quad \forall \ T > 0, \quad \text{and} \quad \int_0^{+\infty} e^{-\lambda t} |u(t)|^2 \, dt < \infty \right\}. \]

Note that, by (L0) and (L3') we have that \( v_\lambda(x) \geq 0 \) for any \( x \in \mathbb{R}^d \). Moreover, \( v_\lambda \) is the continuous viscosity solution of (6.6).

**Proposition 6.2.** Assume (F1), and (L1) – (L3'). Then, for any \( R \geq 0 \) we have that:

(i) \( \{ \lambda v_\lambda \} \) is equibounded on \( \overline{B}_R \);

(ii) there exists a constant \( C_R \geq 0 \) such that
\[ (6.8) \quad |v_\lambda(x) - v_\lambda(y)| \leq C_R d_{SR}(x, y), \quad \forall \ x, y \in \overline{B}_R. \]

**Remark 6.3.** Recalling that \( r_R \) is the uniform degree of nonholonomy of the distribution \( \{ f_i \}_{i=1}^{\ldots,m} \) associated with the compact set \( \overline{B}_R \), Corollary 2.4 and (6.8) yield
\[ |v_\lambda(x) - v_\lambda(y)| \leq C'' d_{SR}(x, y) \quad \forall \ x, y \in \overline{B}_R. \]

**Proof of Proposition 6.2:** Let \( R \geq 0 \) and let \( x \in \overline{B}_R \). Taking \( (\gamma, \bar{u}) \in \Gamma^{x \to \infty}_0 \) such that \( (\gamma(t), \bar{u}(t)) \equiv (x, 0) \), by (L1) we get
\[ \lambda v_\lambda(x) \leq \lambda \int_0^{+\infty} e^{-\lambda t} L(x, 0) \, dt \]
\[ \leq \beta(R) \int_0^{+\infty} \lambda e^{-\lambda t} \, dt = \beta(R). \]

On the other hand, by (L3') we have that
\[ \lambda v_\lambda(x) \geq 0. \]

Thus, for any \( \lambda > 0 \) we conclude that
\[ \lambda |v_\lambda(x)| \leq \beta(R), \quad \forall \ x \in \overline{B}_R. \]

In order to prove (ii), for any fixed \( x, y \in \overline{B}_R \) set \( \delta = d_{SR}(x, y) \). Let \( (\gamma_y, \bar{u}_y) \in \Gamma^{x \to x}_0 \) be a solution of (2.2). Let \( (\gamma_x, u_x) \in \Gamma^{x \to \infty}_0 \) be such that
\[ \int_0^{+\infty} e^{-\lambda t} L(\gamma_x(t), u_x(t)) \, dt \leq v_\lambda(x) + \lambda. \]
Define a new control

\[ \tilde{u}_y(t) = \begin{cases} \bar{u}_y(t), & t \in [0, \delta] \\ u_x(t - \delta), & t \in (\delta, +\infty), \end{cases} \]

and so \((\tilde{\gamma}_y, \tilde{u}_y) \in \Gamma_{0,\infty}^y(e^{-\lambda t} dt)\). Then, we have that

\[
v_\lambda(y) - v_\lambda(x) \\
\leq \int_0^\delta e^{-\lambda t} L(\tilde{\gamma}_y(t), \bar{u}_y(t)) \, dt + \int_\delta^{+\infty} e^{-\lambda t} L(\gamma_x(t - \delta), u_x(t - \delta)) \, dt \\
- \int_0^{+\infty} e^{-\lambda t} L(\gamma_x(t), u_x(t)) \, dt + \lambda \\
= \int_0^\delta e^{-\lambda t} L(\tilde{\gamma}_y(t), \bar{u}_y(t)) \, dt + (e^{-\lambda \delta} - 1) \int_0^{+\infty} e^{-\lambda s} L(\gamma_x(s), u_x(s)) \, ds + \lambda \\
= \int_0^\delta e^{-\lambda t} L(\tilde{\gamma}_y(t), \bar{u}_y(t)) \, dt + (-\delta \lambda + o(\delta \lambda))(v_\lambda(x) + \lambda) + \lambda
\]

where

\[ \lim_{q \to 0} \frac{o(q)}{q} = 0. \]

By point (i) we have that \(\delta \lambda v_\lambda(x) \leq \delta \beta(\Lambda)\) and for \(\lambda \leq 1\) we obtain \(o(\delta \lambda) \leq \delta\). Moreover, by Lemma 3.1 we know that

\[ |\tilde{\gamma}_y(t)| \leq (|y| + c_y \delta)e^{c_y \delta} =: \Lambda(R), \quad \forall \ t \in [0, \delta] \]

since \(\|\bar{u}_y\|_{\infty,[0,\delta]} \leq 1\). Thus, by (L2) we deduce that

\[
\int_0^\delta e^{-\lambda t} L(\tilde{\gamma}_y(t), \bar{u}_y(t)) \, dt \leq \int_0^\delta \beta(|\tilde{\gamma}_y(t)|)(1 + |\bar{u}_y(t)|^2) \, dt \leq 2\delta \beta(\Lambda(R)).
\]

Therefore, setting \(C_R = 2\beta(\Lambda(R))\) we obtain (6.8) recalling that \(\delta = d_{SR}(x, y)\).

Note that, the above proof fails for general control systems, i.e., of the form (3.1), under the assumption (LUGC) since, a priori, \(T_R\) might not be of the order of \(|x - y|\).

**Theorem 6.4 (Existence of correctors).** Assume (F1), (F2) and (L0) – (L3’). Then there exists a continuous function \(\chi: \mathbb{R}^d \to \mathbb{R}\) and a sequence \(\lambda_n \downarrow 0\) such that, for any \(R \geq 0\),

\[ \lim_{n \to \infty} v_{\lambda_n}(x) = \chi(x), \quad \text{uniformly on } \overline{B}_R. \]

Moreover, we have that:

(i) \(\chi(x) \geq 0, \chi(x^*) = 0,\) and \(\chi\) is locally Lipschitz continuous w.r.t. \(d_{SR}\), that is, for any \(R \geq 0\) there exists a constant \(\ell_R \geq 0\) such that

\[ |\chi(x) - \chi(y)| \leq \ell_R d_{SR}(x, y), \quad \forall \ x, y \in \overline{B}_R. \]

(ii) \(\chi\) is a viscosity solution of the ergodic Hamilton-Jacobi equation

\[ H(x, D\chi(x)) = 0 \quad (x \in \mathbb{R}^d). \]
Proof. First, we observe that, by an adaptation of \[5, \text{Theorem 5}\] (see Theorem A.1 in Appendix A), we have that

\[
0 = \lim_{T \to +\infty} \frac{1}{T} V^T(x) = \lim_{\lambda \to 0} \lambda v_\lambda(x)
\]

locally uniformly in space. We recall that \(v_\lambda(x)\) is a continuous viscosity solution of

\[
\lambda v_\lambda(x) + H(x, Dv_\lambda(x)) = 0 \quad (x \in \mathbb{R}^d)
\]

Since \(v_\lambda(x^*) = 0\), by Proposition 6.2 we deduce that \(\{v_\lambda\}_{\lambda > 0}\) is equibounded and equicontinuous. So, applying the Ascoli-Arzelà Theorem and a diagonal argument we deduce that there exists a sequence \(\lambda_n \downarrow 0\) such that \(\{v_{\lambda_n}(x)\}_{n \in \mathbb{N}}\) is locally uniformly convergent, i.e., for any \(R \geq 0\)

\[
\lim_{n \to \infty} v_{\lambda_n}(x) =: \chi(x) \quad \text{uniformly on } B_R.
\]

Hence, from (L3') we immediately deduce that \(\chi(x) \geq 0\) and, again, since \(v_\lambda(x^*) = 0\) we get \(\chi(x^*) = 0\). Furthermore, from (6.8) we get (6.9). Finally, the stability of viscosity solutions ensures that \(\chi\) is a solution of (6.10), which proves (ii). \(\square\)

Definition 6.5 (Critical equation and critical solutions). The equation

\[
H(x, D\chi(x)) = 0 \quad (x \in \mathbb{R}^d)
\]

is called the critical (or, ergodic) Hamilton-Jacobi equation. A continuous function \(\chi\) is called a critical subsolution (resp. supersolution) if it is a viscosity subsolution (resp. supersolution) of (6.12) and a critical solution if it is both a subsolution and a supersolution.

7. Representation formula

In this last section, we construct a critical solution that can be represented as the value function of a sub-Riemannian optimal control problem. Such a solution, which is useful to develop the Aubry-Mather theory in the sub-Riemannian case, will be obtained as the asymptotic limit as \(t \to \infty\) of the Lax-Oleinik semigroup, applied to \(\chi\) given by Theorem 6.4.

We begin by giving the definition of dominated functions.

Definition 7.1 (Dominated functions). Let \(a, b \in \mathbb{R}\) such that \(a < b\) and let \(x, y \in \mathbb{R}^d\). Let \(\phi\) be a continuous function on \(\mathbb{R}^d\). We say that \(\phi\) is dominated by \(L - c\), and we denote this by \(\phi \prec L - c\), if for any trajectory-control pair \((\gamma, u) \in \Gamma_{x,y}^{a,b}\) we have that

\[
\phi(y) - \phi(x) \leq \int_a^b L(\gamma(s), u(s)) \, ds - c (b - a).
\]

Let us introduce, now, the following class of functions

\[
\mathcal{S} = \left\{ \varphi \in C(\mathbb{R}^d) : \varphi(x) \geq 0 \ \forall x \in \mathbb{R}^d, \ \varphi \prec L \right\}
\]

endowed with the topology induced by the uniform convergence on compact sets. Then, for any \(x \in \mathbb{R}^d\), any \(t \geq 0\), and any \(\varphi \in \mathcal{S}\) define the functional

\[
\mathcal{F}_\varphi : \Gamma_{0,t}^{x} \to \mathbb{R}
\]
as
\[ \mathcal{F}_\varphi(\gamma, u) = \varphi(\gamma(0)) + \int_0^t L(\gamma(s), u(s)) \, ds \]
and set
\[ T_t \varphi(x) = \inf_{(\gamma, u) \in \Gamma_{a,t}} \left\{ \varphi(\gamma(0)) + \int_0^t L(\gamma(s), u(s)) \, ds \right\}. \tag{7.1} \]
Before proceeding to derive several properties of \( T_t \varphi \), including the fact that \( T_t \varphi(x) \geq 0 \), we first show that the class \( S \) is non-empty.

**Lemma 7.2.** Assume (F1), (F2) and (L0) – (L3'). Then, the function \( \chi \) constructed in Theorem 6.4 belongs to \( S \).

**Proof.** Let \( \chi \) be the critical solution given in Theorem 6.4, i.e.,
\[ \chi(x) = \lim_{n \to \infty} v_{\lambda_n}(x) \]
where the limit is uniform on all compact subsets of \( \mathbb{R}^d \). Recall that for any \( \lambda > 0 \)
\[ v_\lambda(x) = \inf_{(\gamma, u) \in \Gamma_{0,\infty}} \int_0^\infty e^{-\lambda t} L(\gamma(t), u(t)) \, dt, \quad (x \in \mathbb{R}^d). \]
From Theorem 6.4 we know that \( \chi \) is continuous and \( \chi(x) \geq 0 \) for any \( x \in \mathbb{R}^d \). Hence, we only need to prove that \( \chi \prec L \). To do so, let \( R \geq 0 \) and let \( x, y \in \overline{B}_R \). Fix \( a, b \in \mathbb{R} \) and let \( (\gamma, u) \in \Gamma_{a,b}^x-y \). Let \( (\gamma_y, u_y) \in \Gamma_{0,\infty}^y(e^{-\lambda t} dt) \) be \( \lambda \)-optimal for \( v_\lambda(y) \), that is,
\[ \int_0^\infty e^{-\lambda t} L(\gamma_y(t), u_y(t)) \, dt \leq v_\lambda(y) + \lambda. \]
and define the control
\[ \tilde{u}(t) = \begin{cases} u(t + a), & t \in [0, b - a] \\ u_y(t + a - b), & t \in (b - a, \infty). \end{cases} \]
Then, \((\tilde{\gamma}, \tilde{u}) \in \Gamma_{0,\infty}^{x,a} \) and \( \tilde{\gamma}(t) = \gamma_y(t + a - b) \) for all \( t \geq b - a \). Therefore,
\[ v_\lambda(x) - v_\lambda(y) \leq \int_0^b e^{-\lambda t} L(\tilde{\gamma}(t), \tilde{u}(t)) \, dt - \int_0^{b-a} e^{-\lambda t} L(\gamma_y(t), u_y(t)) \, dt + \lambda \]
\[ = \int_0^{b-a} e^{-\lambda t} L(\gamma(t + a), u(t + a)) \, dt \]
\[ + \int_{b-a}^\infty e^{-\lambda t} L(\tilde{\gamma}(t), \tilde{u}(t)) \, dt - \int_0^\infty e^{-\lambda t} L(\gamma_y(t), u_y(t)) \, dt + \lambda \]
\[ \leq \int_a^b L(\gamma(t), u(t)) \, dt + (e^{-\lambda(b-a)} - 1) \int_0^\infty e^{-\lambda t} L(\gamma_y(t), u_y(t)) \, dt + \lambda \]
\[ = \int_a^b L(\gamma(t), u(t)) \, dt - (b - a) \lambda v_\lambda(y)(1 + o(1)) + \lambda. \]
So, taking \( \lambda = \lambda_n \) in the previous estimate and passing to the limit we conclude that
\[
\chi(x) - \chi(y) \leq \int_a^b L(\gamma(t), u(t)) \, dt,
\]
which completes the proof. \( \square \)

**Theorem 7.3 (Lax-Oleinik semigroup).** Assume (F1), (F2) and (L0) – (L3'). Then, the following holds.

1. For any \( \varphi \in S \) there exists a function \( N_\varphi : \mathbb{R}^d \to \mathbb{R} \), bounded on all compact sets, such that for any \( (t, x) \in [0, \infty) \times \mathbb{R}^d \) there exists \( (\gamma_x, u_x) \in \Gamma_{0,t}^{x} \) satisfying
\[
F_\varphi(\gamma, u) \leq N_\varphi(x).
\]

2. For any \( \varphi \in S \) there exists a nondecreasing function \( C_\varphi : [0, \infty) \to [0, \infty) \) such that for any \( R \geq 0 \), any \( (t, x) \in [0, \infty) \times \overline{B}_R \), and any \( (\gamma, u) \in \Gamma_{0,t}^{x} \) satisfying (7.2) we have that
\[
d_{SR}(x, \gamma(0)) \leq C_\varphi(R).
\]

Moreover, one can take
\[
C_\varphi(R) := \beta(R) D(R) + \max_{x \in \overline{B}_R} \varphi(x).
\]

3. For any \( (t, x) \in [0, \infty) \times \mathbb{R}^d \) and any \( \varphi \in S \) the infimum in (7.1) is attained\(^2\) and we have that \( T_t \varphi(x) \geq 0 \).

4. For any \( \varphi \in S \) and any \( c \in \mathbb{R} \) we have that \( T_t(\varphi + c) = T_t \varphi + c \) for all \( t \geq 0 \).

5. \( T_t \) is a semigroup on \( S \), i.e., \( T_t : S \to S \) and for any \( s, t \geq 0 \) and any \( \varphi \in S \)
\[
T_{t+s} \varphi = \varphi, \quad T_{t} \left( T_{s} \varphi \right) = T_{s+t} \varphi.
\]

6. \( T_t \) is continuous on \( S \) w.r.t. the topology induced by the uniform convergence on all compact subsets.

**Remark 7.4.** We recall that, a set \( \mathcal{K} \) is compact in \((\mathbb{R}^d, d_{SR})\) if and only if \( \mathcal{K} \) is compact in \( \mathbb{R}^d \) w.r.t. the Euclidean distance (see, e.g., [1, Theorem 3.31]).

**Proof.** We begin by proving (1). To do so, we consider two cases: first, we take \( (t, x) \in [D(|x|), \infty) \times \mathbb{R}^d \) and, then, \( (t, x) \in [0, D(|x|)) \times \mathbb{R}^d \). Recall that \( D(\cdot) \) is defined in (6.3) and satisfies \( \delta^*(x) \leq D(|x|) \).

Define the function \( N_\varphi : \mathbb{R}^d \to \mathbb{R} \) as
\[
N_\varphi(x) = \begin{cases} 
\varphi(x^*) + D(|x|) \beta(\Lambda(|x|)), & (t, x) \in [D(|x|), \infty) \times \mathbb{R}^d \\
\varphi(x) + D(|x|) \beta(|x|), & (t, x) \in [0, D(|x|)) \times \mathbb{R}^d
\end{cases}
\]
where \( \Lambda(|x|) := (|x^*| + c_1 \delta^*(x)) e^{c_2 \delta(x)} \). Note that, since \( \varphi \in S \) we deduce that \( N_\varphi \) is bounded on any compact subset of \( \mathbb{R}^d \).

We now proceed with the first part of the proof, i.e., we show that for any \( (t, x) \in [D(|x|), \infty) \times \mathbb{R}^d \) there exists \( (\gamma_x, u_x) \in \Gamma_{0,t}^{x} \) such that
\[
F_\varphi(\gamma, u) \leq N_\varphi(x).
\]

\(^2\)Notice that the existence of minimizing pairs \( (\gamma, u) \in \Gamma_{0,t}^{x} \) follows by classical results in optimal control theory (see, for instance, [12, Theorem 7.4.4]).
Let \((\gamma_0, u_0) \in \Gamma_{0,t}^{x^*, \delta^*} \) be optimal for (2.2) and define the control
\[
u_x(s) = \begin{cases} 
0, & s \in [0, t - \delta^*(x)) \\
u_0(s - t + \delta^*(x)), & s \in [t - \delta^*(x), t]
\end{cases}
\]
so that \((\gamma_x, u_x) \in \Gamma_{0,t}^{x^*, \delta^*} \). Then
\[
\mathcal{F}_\varphi(\gamma_x, u_x) = \varphi(x^*) + \int_{t - \delta^*(x)}^t L(\gamma_0(s - t + \delta^*(x)), u_0(s - t + \delta^*(x))) \, ds 
= \varphi(x^*) + \int_{0}^{\delta^*(x)} L(\gamma_0(s), u_0(s)) \, ds \leq \varphi(x^*) + \int_{0}^{\delta^*(x)} L(\gamma_0(s), u_0(s)) \, ds
\]
Let us estimate the rightmost term above. Recalling that \(|u_0(s)| \leq 1\) for any \(s \in [0, \delta^*(x)]\) we have that
\[
|\gamma_0(t)| \leq (|x^*| + c_f \delta^*(x)) e^{c_f \delta^*(x)} = \Lambda(|x|), \quad \forall \, t \in [0, \delta^*].
\]
Thus, we get
\[
\int_{0}^{\delta^*(x)} L(\gamma_0(s), u_0(s)) \, ds \leq \delta^*(x) \beta(\Lambda(|x|)) \leq D(|x|) \beta(\Lambda(|x|)).
\]
Hence, we obtain
\[
(7.4) \quad \mathcal{F}_\varphi(\gamma, u) \leq \varphi(x^*) + D(|x|) \beta(\Lambda(|x|))
\]
which completes the proof of (1) for \((t, x) \in [D(|x|), \infty) \times \mathbb{R}^d\).

We now consider the case \((t, x) \in [0, D(|x|)) \times \mathbb{R}^d\). Let \((\gamma_x, u_x) \in \Gamma_{0,t}^{x^*, \delta^*}\) be defined as
\[
u_x(s) = 0, \quad \gamma_x(s) \equiv x, \quad s \in [0, D(|x|)).
\]
Then
\[
(7.5) \quad \mathcal{F}_\varphi(x, 0) \leq \varphi(x) + tL(x, 0) \leq \varphi(x) + D(|x|) \beta(|x|).
\]
This completes the proof of (1).

We now proceed with the proof of (2). We begin by deriving a lower bound for \(\mathcal{F}_\varphi(\gamma, u)\), for any \((\gamma, u) \in \Gamma_{0,t}^{x^*, \delta^*}\) satisfying (7.2). Similarly to the proof of (1) we analyze two cases: first, we show that the conclusion holds for any \((t, x) \in [D(|x|), \infty) \times \mathbb{R}^d\) and then we do the same for \((t, x) \in [0, D(|x|)) \times \mathbb{R}^d\). Let \((t, x) \in [D(|x|), \infty) \times \mathbb{R}^d\) and let \((\gamma, u) \in \Gamma_{0,t}^{x^*, \delta^*}\) satisfy (7.2). Then, by (3.3) we have that
\[
(7.6) \quad \mathcal{F}_\varphi(\gamma, u) \geq \varphi(\gamma(0)) + \frac{1}{2\ell_1} \int_0^t |u(s)|^2 \, ds \geq \frac{1}{2\ell_1} d_{SR}(x, \gamma(0))^2.
\]
Therefore, combining (7.6) with (7.4) we have that
\[
(7.7) \quad \frac{1}{2\ell_1} d_{SR}(x, \gamma(0))^2 \leq D(|x|) \beta(|x|) + \varphi(x^*)
\]
which implies (7.3) for \((t, x) \in [D(|x|), \infty) \times \mathbb{R}^d\) by the continuity of \(\varphi\).
which implies (7.3) for any \((t, x) \in [0, D(|x|)) \times \mathbb{R}^d\), again, by the continuity of \(\varphi\). Hence, from (7.7) and (7.8) we get, for any \(R \geq 0\), any \((t, x) \in [0, \infty) \times \overline{B}_R\) and any \((\gamma, u) \in \Gamma_{0, t}^{\gamma, x}\) satisfying (7.2),

\[
\text{d}_{SR}(x, \varphi(0)) \leq C\varphi(R) := \beta(R)D(R) + \max_{x \in \overline{B}_R} \varphi(x).
\]

Now, given \((t, x) \in [0, \infty) \times \mathbb{R}^d\), let \(\varphi \in \mathcal{S}\) and let \((\gamma, u) \in \Gamma_{0, t}^{\gamma, x}\) be optimal for the minimization problem in (7.1). Then, we have that

\[
T_t\varphi(x) \geq \varphi(\gamma(0)) + \frac{1}{2\ell_1} \int_0^t |u(s)|^2 \, ds \geq 0.
\]

This completes the proof of (3). Then, (4) is a direct consequence of the definition of \(T_t\varphi\).

As for (5), we already know that for any \((t, x) \in [0, \infty) \times \mathbb{R}^d\) and any \(\varphi \in \mathcal{S}\) we have that \(T_t\varphi(x) \geq 0\). The proof of the fact that \(T_t\varphi(x) < L\) and the semigroup property is similar to the proof of [18, (1) of Proposition 3.3] and [17, Proposition 4.6.2.] and will be omitted here.

We finally show (6). Let \(R \geq 0\), let \(x \in \overline{B}_R\) and let \(t \geq 0\). Let \(\{\varphi_n\}_{n \in \mathbb{N}} \in \mathcal{S}\) and let \(\varphi \in \mathcal{S}\) be such that \(\varphi_n \to \varphi\) locally uniformly. Then, on the one hand, taking \((\gamma_n^x, u_n^x) \in \Gamma_{0, t}^{\gamma, x}\) optimal for the infimum defining \(T_t\varphi_n(x)\) we obtain

\[
T_t\varphi_n(x) - T_t\varphi(x) \leq \varphi_n(\gamma_n^x(0)) - \varphi(\gamma_n^x(0)).
\]

Hence, from (2) we deduce that there exists a constant \(C\varphi(R) \geq 0\) such that

\[
(7.9) \quad T_t\varphi_n(x) - T_t\varphi(x) \leq \|\varphi_n(\cdot) - \varphi(\cdot)\|_{\infty, \overline{B}_R^\varphi(R)}.
\]

On the other hand, let \((\gamma_n^x, u_n^x) \in \Gamma_{0, t}^{\gamma, x}\) optimal for \(T_t\varphi_n(x)\). Then, from (2) there exists a constant \(C\varphi_n(R) \geq 0\) such that

\[
(7.10) \quad T_t\varphi(x) - T_t\varphi_n(x) \leq \varphi(\gamma_n^x(0)) - \varphi_n(\gamma_n^x(0)) \leq \|\varphi_n(\cdot) - \varphi(\cdot)\|_{\infty, \overline{B}_R^\varphi_n(R)}.
\]

Moreover, owing to the locally uniform convergence of the sequence \(\varphi_n\) the constant \(C\varphi_n(R)\) is independent of \(n \in \mathbb{N}\). Therefore, the proof of (6) is completed by combining (7.9) and (7.10).

We call \(T_t\) the Lax-Oleinik semigroup, adapted to sub-Riemannian systems. In order to find a critical solution \(\overline{\chi}\) such that

\[
\overline{\chi}(x) = T_t\overline{\chi}(x), \quad \forall \, t \geq 0, \; \forall \, x \in \mathbb{R}^d
\]

we will take the critical solution \(\chi\) in \(\mathcal{S}\) given by Theorem 6.4 and show that \(T_t\chi(x)\) converges as the \(t \to \infty\) to a function \(\overline{\chi}\). This will be accomplished in two steps, which are the object of our next proposition and of the following theorem.

**Proposition 7.5.** Assume (F1), (F2) and (L.0) – (L.3’). Then, for any \(R \geq 0\) we have that

(i) \(\{T_t\chi\}_{t \geq 0}\) is equibounded on \(\overline{B}_R\);

(ii) \(\{T_t\chi\}_{t \geq 1}\) is equicontinuous on \(\overline{B}_R\).

**Proof.** In order to prove (i) we argue as in Theorem 7.3. Let \(R \geq 0\), let \(t \geq 0\) let \(x \in \overline{B}_R\). Let \((\gamma_x, u_x) \in \Gamma_{0, t}^{\gamma, x}\) be optimal for \(T_t\chi(x)\). Since \(\chi\) is Lipschitz continuous w.r.t. \(\text{d}_{SR}\) the following holds

\[
(7.11) \quad \chi(x) \leq \ell_R \text{d}_{SR}(x, 0), \quad \forall \, x \in \overline{B}_R.
\]
Then, since $\chi \geq 0$ from (3.3) we obtain

\begin{equation}
T_t \chi(x) \geq \chi(\gamma(0)) + \frac{1}{2\ell_1} \int_0^t |u_x(s)|^2 \, ds = \frac{1}{2\ell_1} d_{SR}(x, \gamma_x(0))^2
\end{equation}

which is bounded by (2) in Theorem 7.3. Thus, if $t \in [D(R), \infty)$, then by (7.4) and (7.11) we obtain

\begin{equation}
T_t \chi(x) \leq \chi(x^*) + D(R)\beta(R) \leq \ell_R d_{SR}(x^*, 0) + D(R)\beta(R)
\end{equation}

where $R_K$ stands for the diameter of $K$. On the other hand, if $t \in [0, D(R))$, by (7.5) and (7.11) we get

\begin{equation}
T_t \chi(x) \leq \chi(x) + D(R)\beta(R) \leq \ell_R d_{SR}(x, 0) + D(R)\beta(R).
\end{equation}

Hence, combining (7.12) with (7.13) and, also, (7.12) with (7.14) the proof of (i) is complete.

We now proceed to show (ii), that is, the equicontinuity of $T_t \chi(x)$ for $t \geq 1$. Let $R \geq 0$, let $x, y \in \overline{B}_R$ and let $t \geq 1$. To begin with, assume that $d_{SR}(x, y) > 1$. Then, we have that

$$|T_t \chi(x) - T_t \chi(y)| \leq 2 \|T_t \chi\|_{\infty, \overline{B}_R} \leq 2 \|T_t \chi\|_{\infty, \overline{B}_R} d_{SR}(x, y).$$

Next, suppose $d_{SR}(x, y) \leq 1$ so that $d_{SR}(x, y) < t$. Let $(\gamma_0, u_0) \in \Gamma_{0, d_{SR}(x, y)}^{\gamma}$ be optimal for (2.2) and let $(\gamma_y, u_y) \in \Gamma_{0,t}^{\gamma}$ be optimal for $T_t \chi(y)$. Define the control

$$\tilde{u}(s) = \begin{cases} u_y(s + d_{SR}(x, y)), & s \in [0, t - d_{SR}(x, y)] \\ u_y(s - t + d_{SR}(x, y)), & s \in (t - d_{SR}(x, y), t] \end{cases}$$

and call $\tilde{\gamma}$ the corresponding trajectory, that is, $(\tilde{\gamma}, \tilde{u}) \in \Gamma_{0,t}^{\gamma}$. Note that $\tilde{u}$ can be used to estimate $T_t \chi(x)$ from above. We have that

\begin{equation}
T_t \chi(x) - T_t \chi(y)
\end{equation}

\begin{align*}
&\leq \chi(\tilde{\gamma}(0)) - \chi(\gamma_y(0)) + \int_0^t L(\tilde{\gamma}(s), \tilde{u}(s)) \, ds - \int_0^t L(\gamma_y(s), u_y(s)) \, ds \\
&= \chi(\gamma_y(d_{SR}(x, y))) - \chi(\gamma_y(0)) + \int_0^t L(\gamma_y(s), u_y(s)) \, ds \\
&\quad - \int_0^{d_{SR}(x, y)} L(\gamma_y(s), u_y(s)) \, ds + \int_0^{d_{SR}(x, y)} L(\gamma_0(s), u_0(s)) \, ds - \int_0^t L(\gamma_y(s), u_y(s)) \, ds \\
&= \chi(\gamma_y(d_{SR}(x, y))) - \chi(\gamma_y(0)) - \int_0^{d_{SR}(x, y)} L(\gamma_y(s), u_y(s)) \, ds + \int_0^{d_{SR}(x, y)} L(\gamma_0(s), u_0(s)) \, ds.
\end{align*}

We estimate first the integral terms. By (3.3) we immediately obtain

$$\int_0^{d_{SR}(x, y)} L(\gamma_y(s), u_y(s)) \, ds \geq 0.$$ 

Moreover, since $\|u_0\|_{\infty, [0, d_{SR}(x, y)]} \leq 1$ we have that

$$|\gamma_0(t)| \leq (|x| + c_f d_{SR}(x, y))e^{c_f d_{SR}(x, y)}, \quad \forall t \in [0, d_{SR}(x, y)].$$
So, we get
\[ \int_0^{d_{SR}(x,y)} L(\gamma_0(s), u_0(s)) \, ds \leq d_{SR}(x, y)(|x| + c_f d_{SR}(x, y)) e^{c_f d_{SR}(x, y)}. \]

Combining both inequalities we have that
\[ (7.16) \quad - \int_0^{d_{SR}(x,y)} L(\gamma_y(s), u_y(s)) \, ds + \int_0^{d_{SR}(x,y)} L(\gamma_0(s), u_0(s)) \, ds \leq d_{SR}(x, y)(|x| + c_f d_{SR}(x, y)) e^{c_f d_{SR}(x, y)}. \]

Therefore, in order to complete the proof we need to estimate
\[ (7.17) \quad \chi(\gamma_y(d_{SR}(x, y))) - \chi(\gamma_y(0)). \]

First, we claim that \(|\gamma_y(0)|\) and \(|\gamma_y(d_{SR}(x, y))|\) are bounded. Indeed, observe that from (2) in Theorem 7.3 and the equivalence of the sub-Riemannian topology with the Euclidean one we deduce that
\[ |\gamma_y(0)| \leq 2 \max\{R, C_\chi(R)\}. \]

Moreover, by Lemma 6.1 we know that
\[ |\gamma_y(s)| \leq \kappa(\|u_y\|_2, 1)(1 + |\gamma_y(0)|), \quad \forall \, s \in [0, d_{SR}(x, y)]. \]

So, in particular,
\[ |\gamma_y(d_{SR}(x, y))| \leq \kappa(\|u_y\|_2, 1)(1 + |\gamma_y(0)|). \]

We claim that \(\|u_y\|_{2, [0, d_{SR}(x, y)]}\) is bounded by a constant that only depends on \(R\). Indeed, from \((i)\) we know that \(T_t \chi(y)\) is locally uniformly bounded and by (3.3) we know that
\[ T_t \chi(y) \geq \chi(\gamma_y(0)) + \frac{1}{2\ell_1} \int_0^t |u_y(s)|^2 \, ds \geq \frac{1}{2\ell_1} \int_0^t |u_y(s)|^2 \, ds. \]

Thus, we obtain
\[ \frac{1}{2\ell_1} \int_0^t |u_y(s)|^2 \, ds \leq \|T_t \chi(y)\|_{\infty, \mathcal{F}_R} \]
and this proves the claim since \(T_t \chi\) is locally equibounded by \((i)\). For simplicity of notation, let \(R'_y \geq 0\) be such that
\[ |\gamma_y(d_{SR}(x, y))| \leq R'_y, \quad |\gamma_y(0)| \leq R'_y, \]
and denote \(r_y \geq 1\) the degree of nonholonomy associated with the compact set \(\overline{B}_{R'_y}\).

Since \(\chi\) is Lipschitz continuous w.r.t. \(d_{SR}\) we get
\[ \chi(\gamma_y(d_{SR}(x, y))) - \chi(\gamma_y(0)) \leq \ell_{R'_y} d_{SR}(\gamma_y(d_{SR}(x, y)), \gamma_y(0)). \]

Then, by Corollary 2.4 we have that
\[ (7.18) \quad \chi(\gamma_y(d_{SR}(x, y))) - \chi(\gamma_y(0)) \leq \tilde{c}_2 |\gamma_y(d_{SR}(x, y)) - \gamma_y(0)|^{\frac{1}{r_y}} \]
where \(\tilde{c}_2\) depends only on \(R'_y\). Moreover, from Lemma 6.1 we have that
\[ |\gamma_y(d_{SR}(x, y)) - \gamma_y(0)| \leq \kappa(\|u_y\|_{2, [0, d_{SR}(x, y)]}, d_{SR}(x, y))(1 + |\gamma_y(0)|) d_{SR}(x, y)^{\frac{1}{2}}. \]

Hence, we conclude that there exists a constant \(C'_R \geq 0\) such that
\[ (7.19) \quad \chi(\gamma_y(d_{SR}(x, y))) - \chi(\gamma_y(0)) \leq C'_R d_{SR}(x, y)^{\frac{1}{r_y}}. \]
Therefore, combining (7.15), (7.16) and (7.19) we obtain

\[ T_t \chi(x) - T_t \chi(y) \leq d_{SR}(x,y)(|x| + c_f d_{SR}(x,y))e^{c_f d_{SR}(x,y)} + C'R d_{SR}(x,y)^{\frac{1}{2}}. \]

The proof can be completed by exchanging the role of \( x \) and \( y \). \( \square \)

**Theorem 7.6.** Assume (F1), (F2) and (L0) – (L3'). Then, there exists a continuous function \( \overline{\chi} \) such that

\[ \lim_{t \to \infty} T_t \chi(x) = \overline{\chi}(x) \]

uniformly on \( B_R \) for any \( R \geq 0 \). Moreover, we have that

\[ \overline{\chi}(x) = T_t \overline{\chi}(x) \quad (t \geq 0, \ x \in \mathbb{R}^d) \]

and \( \overline{\chi} \) satisfies

\[ H(x, D\overline{\chi}(x)) = 0 \quad (x \in \mathbb{R}^d) \]

in the viscosity sense.

**Proof.** In order to prove the existence of the limit in (7.20), we first show that the map

\[ t \mapsto T_t \chi(x) \]

is nondecreasing for any \( x \in \mathbb{R}^d \). Indeed, we have that for any \( s, t \geq 0 \)

\[ T_t \chi(x) \leq T_t (T_s \chi(x)) = T_{t+s} \chi(x) \]

where the inequality holds since \( \chi \prec L \). This implies that

\[ T_t \chi(x) \leq T_{t'} \chi(x), \quad \forall \ t \leq t'. \]

Therefore, since \( T_t \chi \) is locally equibounded by Proposition 7.5 the limit

\[ \overline{\chi}(x) := \lim_{t \to \infty} T_t \chi(x) \]

exists for all \( x \in \mathbb{R}^d \). Moreover, again by Proposition 7.5 we know that the family \( T_t \chi \) is locally equicontinuous. Thus the above limit is locally uniform.

Next, in order to show that \( \overline{\chi}(x) = T_t \overline{\chi}(x) \) for any \( x \in \mathbb{R}^d \) and any \( t \geq 0 \), let \( s \geq 0 \). Then

\[ T_s \overline{\chi}(x) = \lim_{t \to \infty} T_s(T_t \chi(x)) = \lim_{t \to \infty} T_{s+t} \chi(x) \]

where we have used the continuity of \( T_t \) and property (4) in Theorem 7.3. Hence,

\[ T_s \overline{\chi}(x) = \lim_{t \to \infty} T_{s+t} \chi(x) = \overline{\chi}(x), \quad \forall \ s \geq 0 \]

So, we have that

\[ \overline{\chi}(x) = \inf_{(\gamma,u) \in \Gamma_{0,t}} \left\{ \overline{\chi}(x) + \int_0^t L(\gamma(s),u(s)) \, ds \right\} \quad \forall \ t \geq 0. \]

The proof of the fact that the function \( \overline{\chi} \) solves (7.21) in the viscosity sense is similar to the proof of [18, Proposition 5.1, Proposition 5.2]. \( \square \)
APPENDIX A. ABELIAN-TAUBERIAN THEOREM

In this appendix, we give a new formulation of the Abelian-Tauberian Theorem, stated in [5, Theorem 5], tailored for the proof of Theorem 6.4.

**Theorem A.1.** Let $\psi(t, x)$ be the solution of
\[
\begin{cases}
\partial_t \psi(t, x) + H(x, D\psi(t, x)) = 0, & (t, x) \in [0, T] \times \mathbb{R}^d \\
\psi(T, x) = 0, & x \in \mathbb{R}^d.
\end{cases}
\]

For any $\lambda > 0$, let $\psi_{\lambda}(x)$ be the solution of
\[
\lambda \psi(x) + H(x, D\psi(x)) = 0, \quad x \in \mathbb{R}^d.
\]

Then:

(i) if $\{\lambda \psi_{\lambda}(\cdot)\}_{\lambda > 0}$ locally uniformly converges to a constant $\bar{d} \in \mathbb{R}$ as $\lambda \downarrow 0$, then $\frac{1}{T}\psi(0, \cdot)_{T > 0}$ locally uniformly converges to $\bar{d}$ as $T \to \infty$;

(ii) if $\frac{1}{T}\psi(0, \cdot)_{T > 0}$ locally uniformly converges to a constant $\bar{d} \in \mathbb{R}$ as $T \to \infty$, then $\{\lambda \psi_{\lambda}(\cdot)\}_{\lambda > 0}$ locally uniformly converges to $\bar{d}$ as $\lambda \downarrow 0$.

This result can be proved arguing as in [5, Theorem 5] keeping in mind the following differences:

1. the uniform convergence on the full space $\Omega$ is replaced by the locally uniform convergence on $\mathbb{R}^d$;

2. whenever the boundedness assumption on $L$ is used in [5] one here has to invoke the boundedness of optimal pairs $(\gamma, u)$ in $L^\infty(0, T\mathbb{R}^d) \times L^2(0, T; \mathbb{R}^m)$.
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