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ABSTRACT

We consider the problem of distributed load balancing in heterogenous parallel server systems, where the service rate achieved by a user at a server depends on both the user and the server. Such heterogeneity typically arises in wireless networks (e.g., servers may represent frequency bands, and the service rate of a user varies across bands). Users select servers in a distributed manner. They initially attach to an arbitrary server. However, at random instants of time, they may probe the load at a new server and migrate there to improve their service rate.

We analyze the system dynamics under the natural Random Local Search (RLS) migration scheme, introduced in [1]. Under this scheme, when a user has the opportunity to switch servers, she does it only if this improves her service rate. The dynamics under RLS may be interpreted as those generated by strategic players updating their strategy in a load balancing game. In closed systems, where the user population is fixed, we show that this game has pure Nash Equilibriums (NEs), and we analyze their efficiency. We further prove that when the user population grows large, pure NEs get closer to a Proportionally Fair (PF) allocation of users to servers, and we characterize the gap between equilibriums and this ideal allocation depending on user population. Under the RLS algorithm, the system converges to pure NEs: we study the time it takes for the system to reach the PF allocation within a certain margin. In open systems, where users randomly enter the system and leave upon service completion, we establish that the RLS algorithm stabilizes the system whenever this it at all possible, i.e., it is throughput-optimal. This result is surprising, as pure NEs are not always efficient, and as it takes time for RLS to reach these equilibriums. We extend our analysis to the case where users may simultaneously open several connections to servers, and to the case where users bid with a fixed budget to acquire services from the various servers.

1. INTRODUCTION

Load balancing is an essential component in computer systems; it ensures high resource utilization and guarantees satisfactory quality of service. Traditionally, load balancing is performed when tasks arrive in the system: a task is assigned to a carefully selected server, and stays there until service completion. In this paper, we investigate systems where tasks are initially assigned to servers at random, but may be re-assigned to other servers during their services. An additional important property of the systems considered here lies in their heterogeneity: the service speed of a task at a given server depends on both the task and the server.

Our work is motivated by two important problems in radio communication networks. (1) Dynamic Spectrum Access. Transmitters are today able to exploit a large part of the radio spectrum, and can switch frequency bands rapidly. The service rate achieved on a link operating on a given frequency band depends on the load of this band (i.e., the number of competing links exploiting on the same band), and on the channel conditions which in turn depend on the band and the link (this phenomenon is known as frequency selective fading). When joining the system, transmitters are not aware of the load of each frequency band, and they select a band randomly. However they may explore new bands, and migrate there if this improves their throughput. The overall system performance then strongly relies on the distributed resampling and switching strategy. (2) Access Point Selection. When users in a wireless network may attach to various access points, we get a similar situation. The throughput experienced by a user depends on the load of the selected access point, and on the geographical proximity of this access point. Again when users start transmitting, they randomly select an access point, but they may later switch access points. In both examples, the network can be modelled as an heterogenous parallel server system: servers correspond to either frequency bands or access points, and the heterogeneity stems from frequency selective fading or from the heterogenous channel conditions to the various access points.

In this paper, we consider a generic heterogenous system of parallel servers fairly sharing their resources in time among users (they implement a Processor Sharing discipline). Users initially pick a server randomly, and may later switch servers during their services. For such systems, we aim at identifying efficient and fair distributed resampling algorithms. We analyze the performance of the Random Local Search (RLS) algorithm introduced and studied in [1] in the specific case of homogenous systems (all users are served at the same speed at any server). Under RLS, a user resamples a server randomly selected at the instants of a Poisson process, and moves there if this improves her service rate. RLS is evaluated in both closed and open systems. In closed systems, the user population is fixed, and we compare the performance of RLS to that obtained under an ideal Proportionally Fair (PF) allocation of
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users to servers. We also study the rate at which RLS converges. In open systems, users arrive according to Poisson processes and leave upon service completion. In such scenarios, we are primarily interested in the throughput region of the RLS algorithm, i.e., on the set of user arrival rates such that the system is stable under RLS. We compare this region to the maximal throughput region, defined as the set of arrival rates such that there exists a centralized load balancing scheme stabilizing the system. Using a common terminology, a load resampling algorithm with maximal throughput region is called throughput optimal.

In [1], the performance of the RLS algorithm is investigated in the case of homogenous systems. The analysis of the latter systems is much simpler. Indeed in such systems, allocations where each server roughly handles the same number of users are efficient, and they are easy to identify and reach. In heterogenous systems, characterizing and finding efficient allocations turns out to be much more challenging, as users have individual preferences for servers. Also note that in open homogenous systems, the design of throughput optimal algorithms is simplified by the fact that to stabilize the system, it is essentially sufficient to keep all servers active. In [1], this simple observation is used to prove that RLS is throughput optimal. A similar result in heterogenous systems would be more surprising, and much more difficult to establish.

Our contributions are as follows:

- Closed systems. Under RLS, the system dynamics correspond to those in an ordinal potential game where players (here users) sequentially and selfishly update their strategy (the selected server). Hence under RLS, the system converges to pure Proportionally Fair (PF) allocation of users to servers. We provide an upper bound of the gap between the welfares of NEs and of this ideal allocation depending on user population. This gap scales at most as $\frac{n}{S} \log(n + S)$ where $n$ and $S$ denote the number of users and servers, respectively. We further study the time it takes, under RLS, for the system to reach the PF allocation within a certain margin. More precisely, when the user population is large enough, after a time $t = \frac{S \log(S)}{e}$, the expected system welfare under RLS is at a distance at most $\epsilon$ of the welfare of the PF allocation.

- Open systems. We establish that RLS is throughput optimal. To do so, we use the analysis of the system dynamics under RLS in closed systems to build an appropriate Lyapunov function. In this construction, we need to explicitly account for the interactions between user migrations across servers, and user population dynamics. This contrasts with the analysis of homogenous systems, where the throughput optimality of RLS was simply due to the fact that the algorithm keeps all servers active when the user population grows large.

- Our results in closed and open systems suggest that RLS is optimal when the system is heavily loaded. However, it might yield poor performance when the user population is small. To improve the performance in such scenarios, we propose $m$RLS, an extension of RLS where each user maintains a connection with $m > 1$ servers. All result are extended to this scenario. We finally consider a limiting regime where $m$ grows large. In this regime, users behave as if they were bidding with a fixed budget to acquire services from the various servers. We devise an algorithm, referred to as Water-Filling (WF), under which users update their bids to the various servers in such a way that the resulting limiting allocation corresponds to the PF allocation. The WF algorithm is hence efficient even for small user populations, and we also establish its throughput optimality.

2. RELATED WORK

Distributed load resampling strategies can be analyzed using game theoretical techniques, and there have been many studies in the analysis of load balancing games, see [2] for a survey. Most of the analysis aim at characterizing the inefficiency of NEs in these games, through the notion of price of anarchy [3]. Researchers have also looked at the time it takes to balance the system under various strategies, including best-response or Nash dynamics (such strategies require that users are aware of the load at all servers) [4], and more distributed strategies, see [5] and references therein. Please also refer to [1] for a more detailed discussion. As far as we know, all existing results concern homogenous systems. In heterogenous systems, the underlying games are more involved, as they do not belong to the class of potential games [6–9]. This significantly complicates the analysis of the efficiency of NEs in the case of finite user population, and very little is known about the time it takes to reach these NEs. Our approach to study such games depart from existing techniques. The use of the ideal and pivotal PF allocation to analyze NEs is novel, and turns out to be powerful to derive results in both closed and open systems.

Accounting for the user population dynamics is rare in game theory. In [10], the authors analyze the performance of a logit algorithm in congestion games where the set of players may vary over time. However, these variations are exogenous, and the authors do not investigate the interaction between users’ strategic behaviors and user population dynamics. Note however that handling this interaction is crucial to analyze the system stability. As already mentioned in the introduction, we extend the results of [1] to heterogenous systems. These extensions required the development of new methods. Of course, there is an abundant literature on the performance of classical load balancing schemes in open systems, where users are not allowed to switch servers. For example, in [11], the throughput optimality of the so called min drift routing policy is established. To our knowledge, except [1], natural load resampling strategies have not been studied in open systems. There is also an abundant literature on dynamic spectrum access and on the access point selection problem, see e.g. [12] and references therein. To our knowledge, none of this literature looks at the transient system behavior (convergence time), and at user population dynamics precisely.

3. MODELS

We consider a set $S$ of $n$ servers shared by $n$ users. The latter are categorized into a set $K$ of $K$ classes. Users of class $k$ may access to a subset $S_k \subset S$ of servers. We denote by $K_n$ the set of classes whose users may be served by server $s$. At a given time $t$, the state of the system is represented by a vector $n(t)$ describing the numbers of users of the different classes attached to the various servers. When the system state is $n = (n_{ks})_{k \in K, s \in S} \in \mathbb{N}^{K \times S}$, $n_{ks}$ denotes the number of class-$k$ users attached to server $s$. Note that $n_{ks} = 0$ if $s \notin S_k$. For $s \in S$, we further denote by $n^s = \sum_{k \in K} n_{ks}$ the number of users attached to server $s$, and for $k \in K$, $n_k = \sum_{s \in S} n_{ks}$ is the number of class-$k$ users.
An alternative way of representing the system state is to use the user population $n$ and the proportions of users of different classes and attached to the various servers, $\alpha = (\alpha_k)_{k \in K, s \in S} \in \Delta^K \times S$, where $\Delta^p$ is the simplex of dimension $p$, i.e., $\mathbf{x} \in \Delta^p$ if $\sum \mathbf{x}_i = 1$ and for all $i$, $x_i \geq 0$. We write $n \sim (n, \alpha)$ if $n = \sum_k n_k$, and for all $k, s, n_{ks} = \alpha_k n$.

Each server fairly shares its capacity in time among users attached to it. We consider heterogeneous systems: users are served at different speeds at different servers. Specifically, let $\mu_{ks}$ be the service speed of a class-$k$ user at server $s$. Hence, when the system is in state $n$, each class-$k$ user attached to server $s$ is served at rate $\mu_{ks}/n^s$. We denote by $\mu_{\min} = \min_{k \in K} \min_{s \in S_k} \mu_{ks} > 0$ and by $\mu_{\max} = \max_{k \in K} \max_{s \in S_k} \mu_{ks}$ the minimum and maximum speed at which users can be served, and define $\xi = \mu_{\max}/\mu_{\min}$.

### 3.1 Distributed Load Balancing Algorithms

Users have a myopic view of the system in the sense that they are aware of their current service rate, but they do not know the rate at which they would be served at other servers. We consider natural distributed load balancing strategies, where users independently resample and switch servers to selfishly improve their rates. The two first proposed strategies, referred to as Random Local Search (RLS) and Random Load Oblivious (RLO) algorithms, respectively, have been introduced in [1], and analyzed in homogeneous scenarios where users are served at the same speed when attached to the same server, namely for all $s$ and for all $k \in K_s, \mu_{ks}$ does not depend on $k$. We shall compare these two first algorithms to the Best Response (BR) algorithm, under which when a user decides to switch server, she picks the one offering the best service rate.

- **The RLS and RLO algorithms.** At the instants of a Poisson process of intensity $\beta$, a user randomly selects a new server (if the user is of class $k$, this choice is uniform over $S_k$). Under RLS, she migrates to it if this would increase her service rate, whereas under RLO, she migrates to it blindly. Assume that the system is in state $n$, and that a class-$k$ user attached to server $s$ considers switching servers. Let $s'$ be the randomly selected server. Under RLS, the user migrates to $s'$ if $\mu_{ks'}/(n^{s'} + 1) > \mu_{ks}/n^s$, and under RLO, she migrates even if this would decrease her service rate.

- **The BR algorithm.** Each user switches servers at the instants of a Poisson process of intensity $\beta$. If the system is in state $n$, when the opportunity arises, a class-$k$ user attached to server $s$ migrates to $s' \in \arg \max_{s \in S_k} \mu_{ks}/(n^{s'} + 1, s')$. Observe that to implement the BR algorithm, users need to know the service rates they would achieve at the various servers, which can be costly.

### 3.2 Closed Systems

In a closed system, the numbers of users of the various classes are fixed, and we are interested in the system dynamics under the RLS and BR algorithms (under the RLO algorithm, the loads at the various servers evolve somewhat arbitrarily, and this algorithm is not relevant here). Let $\Omega = (\omega_k)_{k \in K, s \in S}$ represent the fixed population of users of the various classes, and let $\mathcal{N}(n_{(1...K)})$ denote the set of feasible system states having $n_k$ class-$k$ users for all $k \in K$: $\mathcal{N}(n_{(1...K)}) = \left\{ n \in \mathbb{R}^K \times S : \forall k \in K, \forall s \in S, \sum_{s \in S_k} m_{ks} = n_k, (m_{ks} > 0 \iff s \in S_k) \right\}$.

To investigate the system state dynamics under the RLS and BR algorithms, we interpret $n(t)$ as the set of strategies used at time $t$ by the various players in a dynamic load balancing game. In this game, the set of pure strategies available to a class-$k$ user or player is just the set of servers $S_k$, and her payoff corresponds to her service rate. In what follows, we study the existence and efficiency of pure Nash Equilibriums in this load balancing game, and characterize the speed at which $n(t)$ converges to these equilibriums under the RLS and BR algorithms.

#### 3.3 Open Systems

In open systems, the user population evolves over time. Users of class $k$ arrive in the system according to a Poisson process of intensity $\rho_k$, and each user has an exponentially distributed service requirement with unit mean. Upon arrival, a class-$k$ user randomly selects a server uniformly at random in $S_k$. User arrivals are hence characterized by a load vector $\mathbf{p} = (\rho_1, \ldots, \rho_K)$. Users leave the system upon service completion, and in view of our assumptions, when the system is in state $n$, a class-$k$ user attached to server $s$ leaves the system at rate $\mu_{ks}/n^s$. Under the RLS, RLO, and BR algorithms, the system state $(n(t))_{t \geq 0}$ is a continuous-time Markov chain, and we are interested in providing conditions under which this process is positive recurrent. More precisely, we analyzed the throughput region of each of the three algorithms, defined as the set of load vectors $\mathbf{p}$ such that $(n(t))_{t \geq 0}$ is positive recurrent.

Define the maximal throughput region as the set of $\mathbf{p}$ such that there exists a centralized load balancing algorithm (possibly depending on $\mathbf{p}$) under which $(n(t))_{t \geq 0}$ is positive recurrent. The following lemma is classical (see e.g. [13]):

**Lemma 3.1.** $\mathbf{p}$ lies in the maximal throughput region if and only if there exists $\lambda \in \mathcal{R}$ such that $\mathbf{p} < \lambda$ component-wise, where

$$\mathcal{R} = \{ \mathbf{r} \in \mathbb{R}^K : \exists \omega \in \Omega : \forall k \in K, r_k = \sum_{s \in S_k} \omega_{ks} \mu_{ks} \},$$

and where $\Omega$ is the set of $\omega = (\omega_{ks})_{k \in K, s \in S}$ such that (i) for all $k, s, \omega_{ks} \geq 0$, (ii) for all $s, \omega_{ks} = 0$ if $k \notin K_s$, and (iii) $\sum_{k \in K_s} \omega_{ks} \leq 1$.

In the above lemma, $\omega_{ks}$ may be interpreted as the proportion of time $s$ shares class-$k$ users. It is worth remarking that $\mathcal{R}$ is also the maximal throughput region when jointly considering user association (or load balancing) strategy and service discipline policies at each server. We say that a load resampling algorithm is throughput optimal if its throughput region coincides with $\mathcal{R}$.

### 4. Closed Systems

This section is devoted to the analysis of the system state dynamics under the RLS and BR algorithms in closed systems. The numbers of users of various classes are fixed and represented by a vector $n_{(1...K)} = (n_1, \ldots, n_K)$ where $n_k$ is the number of class-$k$ users. For all $t \geq 0$, $n(t) \in \mathcal{N}(n_{(1...K)})$. The initial allocation of users to servers $n(0)$ is arbitrary. As mentioned previously, we may interpret the evolution of $n(t)$ under RLS and BR as the evolving strategies of players or users in a dynamic load balancing game. In this game, $n \in \mathcal{N}(n_{(1...K)})$ constitutes a pure NE if and only if:

$$\forall k \in K, \forall s \in S_k : n_{ks} > 0, \forall s' \in S_k : \frac{\mu_{ks}}{n^s} \geq \frac{\mu_{ks'}}{n^{s'}} + 1.$$

The above inequality states that in state $n$, a class-$k$ user attached to server $s$ has no incentive to move to server $s'$. We show that pure NEs exist, and that under both RLS and BR, $n(t)$ converges to a
pure NE as \( t \) grows large. The existence of pure NEs is simply due to the fact that the game admits an ordinal potential function. We also study the efficiency of the pure NEs, and the rate at which \( n(t) \) converges to an equilibrium under the RLS and BR algorithms. We establish that for large user populations, the equilibria are close to the proportionally fair allocation, and provide an upper bound of the distance to this ideal allocation depending on the numbers of users and servers.

The analysis of the rate of convergence to equilibrium under RLS and BR turns out to be challenging. This is mainly due to the system heterogeneity. Recall that in [1], this rate of convergence was studied for homogenous systems with servers of equal capacities, i.e., \( \mu_{ks} = 1 \) for all \( k \) and \( s \), which significantly simplifies the analysis. To analyze RLS and BR in heterogenous systems, our idea is to track the evolution over time of the distance between \( n(t) \) and the ideal proportionally fair allocation. To this aim, we establish a relationship between the expected drifts in social welfare (defined with logarithmic utilities) and in the ordinal potential. In turn, this allows us to quantify the rate of convergence of the system state under the RLS and BR algorithms when the user population is typically large.

4.1 Ordinal Potential and Social Welfare

4.1.1 An ordinal potential game

In our load balancing game, the system state \( n \) determines the strategies played by all users (\( n_{ks} \) is the number of class-\( k \) users playing or selecting server \( s \)). As shown in [14], due to the system heterogeneity, the game does not belong to the class of potential games [15]. Indeed in general, one cannot find a set of increasing utilities \( u_k : \mathbb{R}_+ \to \mathbb{R} \), and a potential function \( \psi : N(n_{[1-K]}) \to \mathbb{R} \) such that for any \( k \in K \) and any \( s, s' \in S_k \), \( \psi(n + e_{ks'} - e_{ks}) - \psi(n) = u_k(\frac{\mu_{ks'}}{n_{ks'} + 1}) - u_k(\frac{\mu_{ks}}{n_{ks}}) \) for all \( n \in N(n_{[1-K]}) \). Here \( n + e_{ks'} - e_{ks} \) denotes the system state obtained from \( n \) by moving one class-\( k \) user from server \( s \) to server \( s' \). In fact, our load balancing game is a congestion game with player-specific utilities as introduced in [6]. It can be readily checked that there exists a function \( \psi : N(n_{[1-K]}) \to \mathbb{R} \) such that for all \( n \in N(n_{[1-K]}) \), for all \( k, s, s' \) such that \( n_{ks} > 0 \), \( \frac{\mu_{ks'}}{n_{ks'} + 1} < \frac{\mu_{ks}}{n_{ks}} \Rightarrow \psi(n) < \psi(n + e_{ks'} - e_{ks}) \). Such a function \( \psi \) is referred to as an ordinal potential function. A possible ordinal potential function \( \psi \) is defined by: for all \( n \in N(n_{[1-K]}), \)

\[
\psi(n) = -\sum_{s \in S} \log(n_s^+) + \sum_{s \in S, k \in K} n_{ks} \log(\mu_{ks}).
\]

The existence of an ordinal potential function ensures that pure NEs exists, and that the system dynamics under the RLS and BR algorithms converge to a pure NE [16].

4.1.2 Proportionally Fair allocation

When the user population is large, \( n \) is a pure NE if and only if: for all \( k, \) let \( s \in S_k \) such that \( n_{ks} > 0 \), then for any \( s' \in S_k, \) \( n_{ks'} \), \( 0 \) iff \( \frac{\mu_{ks'}}{n_{ks}^+ < \frac{\mu_{ks}}{n_{ks}}} \), and \( n_{ks'} = 0 \) iff \( \frac{\mu_{ks'}}{n_{ks}} < \frac{\mu_{ks}}{n_{ks}} \). These conditions actually coincide with the KKT conditions of the following convex program:

\[
\text{maximize } W(x) = \sum_{k \in K} \sum_{s \in S_k} x_{ks} \log \left( \frac{\mu_{ks}}{\sum_{k \in K} x_{ks}} \right) \quad \text{over } x \in N^R(n_{[1-K]}),
\]

where \( N^R(n_{[1-K]}) = \{ y \in R^K \times S : \forall k, s, \sum_{s \in S_k} y_{ks} = n_{ks}, (y_{ks} > 0) \Rightarrow s \in S_k \} \). In what follows, we denote by \( x^* \) the solution of \( \lbrack 1 \rbrack \), and \( W^* = W(x^*) \). The above observation suggests that when the number of users grows large, the pure NEs become efficient in the sense that the allocation of users to servers is proportionally fair [17]. In the following subsection, we formalize this observation more precisely.

Define the social welfare in state \( n \in N(n_{[1-K]}) \) as:

\[
W(n) = \sum_{k \in K} \sum_{s \in S_k} n_{ks} \log \left( \frac{\mu_{ks}}{n_{ks}} \right).
\]

The proportionally fair allocation \( n^* \) maximizes \( W(n) \) over all \( n \in N(n_{[1-K]}) \). Note that typically, the social welfare scales as \( -n \log(n) \) when \( n \) is large (the service of a user scales as \( 1/n \)). Hence it may be more informative to work on a scaled version of the welfare. For \( \alpha \in \Delta^K \times S^N \), define \( w(\alpha) \) as:

\[
w(\alpha) = \sum_{k \in K} \sum_{s \in S_k} \alpha_{ks} \log \left( \frac{\mu_{ks}}{\sum_{k \in K} \alpha_{ks}} \right).
\]

Note that when \( n \sim (n, \alpha) \), we have: \( W(n) = nw(\alpha) - n \log(n) \). Now observe that \( x^* = (n, \alpha^*) \) if and only if \( \alpha^* \) solves the following convex program:

\[
\text{maximize } w(\alpha) = \sum_{k \in K} \sum_{s \in S_k} \alpha_{ks} \log \left( \frac{\mu_{ks}}{\sum_{k \in K} \alpha_{ks}} \right)
\]

subject to \( \forall k, \sum_{s} \alpha_{ks} = \frac{n_{ks}}{n}, \forall s, \alpha_{ks} \geq 0 \).

\( \alpha^* \) represents the proportionally fair allocation of users to servers when the system size \( n \) is large.

It will also turn useful to introduce a slightly different notion of social welfare: \( \hat{V}(n) = \sum_{k \in K} n_{ks} \log \left( \frac{\sum_{s \in S_k} \alpha_{ks} n_{ks}}{\mu_{ks}} \right) \). \( \hat{V}(n) \) may be interpreted as the social welfare of a system where users of a given class fairly share the sum of the services rates of users of the same class. The following lemma relates the welfare \( W(n) \) and \( \hat{V}(n) \) and states that these welfare coincide when they are maximized.

**Lemma 4.1.** (i) For all \( n, \hat{V}(n) \geq W(n) \).

(ii) Let \( x' = \arg \max_{x \in N(n_{[1-K]})} \hat{V}(x) \), and \( V(x') = V(x') \), then \( W^* = W(x') = V^* \), i.e., \( x^* = x' \).

4.2 Efficiency of Nash Equilibriums

Pure NEs can be quite inefficient when the user population is small. For example, consider a system with two users and two servers, where users have a different preferred server (say user 1 has a greater service speed at server 1, for \( i = 1, 2 \)). It might well be that the allocation where both users are attached to their un-preferred server is a pure NE, which is indeed inefficient.

When the user population grows large, the allocations corresponding to pure NEs become more efficient, and get close to the ideal proportionally fair allocation. Our objective here is to quantify this observation precisely: we provide upper bounds on the difference between the social welfare achieved under the proportionally fair allocation and under pure NEs.

4.2.1 Average potential drift

We first establish a crucial result relating the average drift in the ordinal potential function \( \psi \) to the system welfare under the RLS algorithm. Let \( (t_i)_{i \geq 1} \) be the increasing sequence of epochs at which
one user has the opportunity to switch servers under the RLS algorithm. This sequence is the superposition of $n$ Poisson processes of intensity $\beta$, and hence corresponds to the instants of a Poisson process of intensity $n\beta$.

**Theorem 4.1.** For all $i \geq 1$, the expected drift in the potential under RLS after the update taking place at time $t_i+1$ satisfies:

$$
\mathbb{E} \left[ \psi(n(t_{i+1})) - \psi(n(t_i)) \right] \geq \frac{1}{nS} \left( W^* - W(n(t_i)) - S \log (\epsilon \xi (n + S)) \right).
$$

(3)

**4.2.2 Social Welfare in pure NEs**

Assume that at time $t$, the system has reached a pure NE. Then the subsequent average potential drifts vanish, i.e.,

$$
\mathbb{E} \left[ \psi(n(t_{i+1})) - \psi(n(t_i)) \right] = 0.
$$

As a consequence, from the previous theorem, we deduce that:

**Corollary 4.1.** If $n$ is a pure NE, then

$$
W^* - W(n) \leq S \log (\epsilon \xi (n + S)),
$$

(4)

$$
V^* - V(n) \leq S \log (\epsilon \xi (n + S)).
$$

(5)

$\mathcal{S}$ is obtained by combining $\mathcal{S}$ and the claim (i) of Lemma 4.1.

To interpret Corollary 4.1, it is convenient to look at the scaled version of the social welfare. Let $\mathbf{n} \sim (n, \alpha)$ be a pure NE, then according to (4), we have: $w(\alpha^\star) - w(\alpha) \leq \frac{S}{n} \log (\epsilon \xi (n + S))$.

The above inequality implies that when the user population grows large, the allocation $\alpha$ of users to servers in a pure NE converges to the proportionally fair allocation $\alpha^\star$. The inequality also quantifies how fast this convergence occurs.

**4.3 Convergence Rate**

We are now interested in the system dynamics under the RLS and BR algorithms, and in particular, we wish to analyze the rate at which the system approaches pure NEs under these algorithms. To do so, we take a detour, and provide an upper bound of the difference between $W^*$ and the welfare of the system at time $t$ under one of these algorithms. In turn, in view of Corollary 4.1, this allows us to estimate the rate of convergence of RLS and BR when the user population is large.

**Theorem 4.2.** For any initial condition $\mathbf{n}(0)$, under the RLS algorithm, we have for all $t$

$$
\mathbb{E} \left[ W^* - W(n(t)) \right] \leq \frac{nS}{\beta \delta t} \log (\xi n + S) + S \log (\epsilon \xi (n + S)).
$$

Let $\alpha(t)$ denote the fractions of users of various classes attached to the different servers at time $t$ under the RLS algorithm, i.e., $\mathbf{n}(t) \sim (n, \alpha(t))$. Theorem 4.2 states that:

$$
\mathbb{E} \left[ w(\alpha^\star) - w(\alpha(t)) \right] \leq \frac{S}{\beta \delta t} \log (\xi n + S) + \frac{S}{n} \log (\epsilon \xi (n + S)).
$$

Applying Markov inequality, we deduce that for large systems ($n \to \infty$), after time $t$, the system state has a scaled welfare within $\epsilon$ of $w(\alpha^\star)$ with probability at least $1 - \delta$ as soon as $t \geq \frac{S \log (\xi n + S)}{\epsilon \delta}$.

In particular, the convergence time towards the proportionally fair allocation does not depend on the user population.

Under the BR algorithm, the system converges more rapidly than under RLS, as stated in the following theorem (whose proof is omitted – it is similar to that of Theorem 4.2).

**Theorem 4.3.** For any initial condition $\mathbf{n}(0)$, under the BR algorithm, we have for all $t$

$$
\mathbb{E} \left[ W^* - W(n(t)) \right] \leq \frac{n}{\beta \delta t} \log (\xi S) + S \log (\epsilon \xi (n + S)).
$$

**4.4 Proofs**

**4.4.1 Proof of Theorem 4.1**

Under the RLS algorithm, at time $t_i$, the probability that a class-$k$ user attached to server $s$ has the opportunity to switch to server $c$ is $\frac{n_{k,s}}{n_{s}^c}$. For all class-$k$, server-$s$, and time $t_i$, let $\mathbf{n}(t_i)$ denote a system state such that each class-$k$ user attached to server $s$ has the opportunity to switch servers under the RLS algorithm, and in particular, we wish to analyze the rate at which the system approaches pure NEs under these algorithms. To do so, we take a detour, and provide an upper bound of the difference between $W^*$ and the welfare of the system at time $t_i$ under one of these algorithms. In turn, in view of Corollary 4.1, this allows us to estimate the rate of convergence of RLS and BR when the user population is large.

**Theorem 4.2.** For any initial condition $\mathbf{n}(0)$, under the RLS algorithm, we have for all $t$

$$
\mathbb{E} \left[ W^* - W(n(t)) \right] \leq \frac{nS}{\beta \delta t} \log (\xi S) + S \log (\epsilon \xi (n + S)).
$$

It remains to show that:

$$
\sum_{k \in K} \left( \frac{n_k \max_{s \in S_k} \frac{\mu_{k,s}}{n_s + 1} - \sum_{s \in S_k} n_k \log \frac{\mu_{k,s}}{n_s}}{n \xi} \right) \geq W^* - W(n(t_i)) - S \log (\epsilon \xi (n + S)).
$$

(6)

Let $n \in \mathcal{N}(n_{1-K})$, and let $n'$ be a system state such that each server has one more users than in state $n$. Hence $n' = n + S$, and for all $s$, $n_{s}' = n_{s} + 1$. For all $k$ and $s$, $n_{k,s}' \leq n_{k,s} + 1$. Define $\delta = (n_{k,s}' - n_{k,s})_{k \in K, s \in S}$. Let $\mathcal{N}(n_{1-K})$ the set of all possible states of a closed system starting from $n'$. Define $x^* = \arg \max_{x \in \mathcal{N}(n_{1-K})} W(x)$. We have:

$$
W^* - W(n) = A + B + W(n') - W(n),
$$

(7)

where $A = W^* - W(x^*)$ and $B = W(x^*) - W(n')$. From the definitions of $W^*$ and $W(x^*)$,

$$
A = W^* - \max_{x \in \mathcal{N}(n_{1-K})} W(x')
$$

$$
\leq W^* - W(x^* + \delta) \leq -S \left( \log \frac{\mu_{\min}}{n + S} - 1 \right),
$$

(8)

where we used the concavity of $W$ in the second inequality. Again,
using the convexity of $W$, $B$ satisfies:

$$
B \leq \nabla W(n^*)^T \cdot (x^* - n')
$$

\[
\leq \sum_{k \in K} n'_k \max_{s \in S_k} \log \frac{\mu_{ks}}{n^* + 1} - \sum_{k \in K} n'_k \log \frac{\mu_{ks}}{n^* + 1}
\]

\[
\leq \sum_{k \in K} n_k \max_{s \in S_k} \log \frac{\mu_{ks}}{n^* + 1} + S \log \mu_{\max} - W(n')
\]

Combining (7), (8), and (9), we get (6).

### 4.4.2 Proof of Theorem 4.2

To prove the theorem, we first state and prove three preliminary lemmas. The first lemma provides an upper bound of the difference between the maximum and the minimal values of the ordinal potential function $\psi$ over $N(n_{1-K})$.

**Lemma 4.2.** Let $\psi_{\max} = \max_{n \in N(n_{1-K})} \psi(n)$ and $\psi_{\min} = \min_{n \in N(n_{1-K})} \psi(n)$. Then:

$$
\psi_{\max} - \psi_{\min} \leq n \log (S\xi).
$$

**Proof.** We first provide a lower and an upper bound of $\sum_i \log(n^i)!$. To this aim, we note that $n! = \Gamma(n + 1)$ and use the convexity of $\log \Gamma()$. We have:

$$
\sum_{s \in S} \log(n^s)! = \sum_{s \in S} \log(n^s)! + n \log S - n \log S
$$

\[
= \sum_{s \in S} \sum_{m=1}^s \log(S^m) - n \log S
\]

\[
\geq \frac{1}{S} \sum_{s \in S} \log((Sn^s)!) - n \log S
\]

\[
\geq \frac{1}{S} \sum_{s \in S} \log((Sn^s)!) - n \log S
\]

\[
- \frac{1}{S} \sum_{s \in S} \log(\Gamma(Sn^s + 1) + \log(n!))
\]

\[
= - n \log S + \log(n!),
\]

where (a) comes the combinatorial inequality $\frac{(Sn)^!}{(n^s)^!} \leq S^{S^S}$, and (b) is due to the convexity of $\log \Gamma()$.

The upper bound of $\sum_{s \in S} \log(n^s)!$ follows from the fact that $\sum_{s \in S} \log(n^s)! \leq \log(n!)$. For $n \in N(n_{1-K})$, $\psi(n)$ satisfies

$$
\psi(n) = - \sum_{s \in S} \log(n^s)! + \sum_{k \in K} \sum_{s \in S_k} n_{ks} \log(\mu_{ks})
$$

\[
\leq n \log S - \log(n!) + \sum_{k \in K} n_k \max_{s \in S_k} \log(\mu_{ks}),
\]

and

$$
\psi(n) \geq - \log(n!) + \sum_{k \in K} n_k \min_{s \in S_k} \log(\mu_{ks}).
$$

We deduce that:

$$
\psi_{\max} - \psi_{\min} \leq n \log S + \sum_{k \in K} n_k \log \frac{\max_{s \in S_k} \mu_{ks}}{\min_{s \in S_k} \mu_{ks}}.
$$

which concludes the proof.

In the next lemma, we provide an upper bound of the minimum average gap between the maximum welfare $W^*$ and the welfare after $i \leq I$ updates under the RLS algorithm.

**Lemma 4.3.** Let $I \in \mathbb{N}$. We have:

$$
\min_{i \leq I} \mathbb{E}[W^* - W(n(t_i))] \leq \frac{nS}{I + 1} \cdot n \log(S\xi) + S \log(e \xi(n + S)).
$$

**Proof.** From Theorem 4.1 we have:

$$
\mathbb{E}[\psi(n(t_{i+1})) - \psi(n(0))]
\]

\[
= \sum_{i=0}^I \mathbb{E}[\psi(n(t_{i+1})) - \psi(n(t_i))]
\]

\[
\geq \sum_{i=0}^I \mathbb{E} \left[ \frac{1}{nS} \left( W^* - W(n(t_i)) - S \log(e \xi(n + S)) \right) \right]
\]

By Lemma 4.2 $\psi(n(t_{i+1})) - \psi(n(0)) \leq n \log(S\xi)$. Thus,

$$
\min_{i \leq I} \mathbb{E}[W^* - W(n(t_i))]
\]

\[
\leq \frac{nS}{I + 1} \cdot \mathbb{E}[\psi(n(t_{i+1})) - \psi(n(0))] + S \log(e \xi(n + S))
\]

\[
\leq \frac{nS}{I + 1} n \log(S\xi) + S \log(e \xi(n + S)).
\]

Our third lemma provides an upper bound of the evolution over time of the difference between the social welfare and the potential.

**Lemma 4.4.** For all $i$, let $\Delta_i = W(n(t_i)) - \psi(n(t_i))$. Then for all $i$ and $j$, $|\Delta_i - \Delta_j| \leq S \log n$.

**Proof.** By definition,

$$
W(n) - \psi(n) = \sum_{s \in S} \left( \log(n^s)! - n^s \log(n^s)! \right).
$$

Using $\int_1^n \log(x)dx \leq \log(n!) \leq \int_1^{n+1} \log(x)dx$, we get:

$$
W(n) - \psi(n)
\]

\[
\leq \sum_{s \in S} \left( (n^s + 1) \log(n^s + 1) - (n^s + 1) - n^s \log(n^s) \right)
\]

\[
= \sum_{s \in S} n^s \log(1 + \frac{1}{n^s}) + \sum_{s \in S} \log(1 + n^s) - n - S
\]

\[
\leq S + S \log n - n,
\]

and

$$
W(n) - \psi(n) \geq \sum_{s \in S} (n^s \log(n^s) - n^s + 1 - n^s \log(n^s))
$$

\[
\geq S - n.
\]

We conclude that for all $i$ and $j$, $|\Delta_i - \Delta_j| \leq S \log n$. \qed
We are now ready to prove Theorem 5.2. Let \( r \) be the number of times users get an opportunity to switch servers up to time \( t \) under the RLS algorithm. From Lemma 4.3, given \( \tau \) is such that:
\[
E[|W^{*} - W(n(t_{r}))|] = I = 1
\]
\[
\leq \frac{nS}{I + 1} - n \log(S\xi) + S \log(\xi(n + S)),
\]
and, by Lemma 4.4, for all \( i^{*} \leq i \leq I,
\[
W(n(t_{i})) \geq W(n(t_{i} + \psi(n(t_{i})))) - \psi(n(t_{i})) - S \log n.
\]
Thus,
\[
E[|W^{*} - W(n(t_{i}))|] = I
\]
\[
\leq E[|W^{*} - W(n(t_{i})))| - \psi(n(t_{i}))) + S \log(n)
\]
\[
\leq \frac{n^{2}S}{I + 1} - \log(S\xi) + S \log(e\xi(n + S)) + S \log(n),
\]
where \( (a) \) comes from the fact that the potential increases over time. Now, since \( \tau \) has a Poisson distribution with mean \( \lambda = \beta nt \), we have
\[
E\left[\frac{1}{t + 1}\right] = \sum_{i=0}^{\infty} \frac{\lambda^{i}}{i!} e^{-\lambda} \leq \frac{1}{t}.
\]
Finally, we obtain:
\[
E[|W^{*} - W(n(t_{i}))|] \leq \frac{S\xi}{\beta t} \log(S\xi) + S \log(e\xi(n + S)).
\]
\( \Box \)

5. OPEN SYSTEMS

This section is devoted to open systems: users arrive in the system randomly and leave upon service completion. Refer to Section 3.3 for a full description of the model.

5.1 Throughput Regions

In the following two theorems, we characterize the throughput region, i.e., the set of arrival rates stabilizing the system, of the RLO, RLS, and BR algorithms. Define:
\[
R_{\text{RLO}} = \{ r \in R_{+}^{K} : \exists \theta \in \Delta_{K} : \forall k \in K, \tau_{k} \leq \sum_{x \in S_{k}} \mu_{k}x \theta_{k}/S_{k} \theta_{t}/S_{t} \},
\]

THEOREM 5.1. (Throughput region of RLO) Assume that there exists \( r \in R_{\text{RLO}} \) such that \( r < r \), then under the RLO algorithm, the Markov process \( (n(t))_{t \geq 0} \) is positive Harris recurrent. Conversely, if \( r > r \) for all \( r \in R_{\text{RLO}} \), the process is transient.

THEOREM 5.2. (Throughput Optimality of RLS and BR) Assume that there exists \( r \in R \) such that \( r < r \), then under the RLS (or BR) algorithm, the Markov process \( (n(t))_{t \geq 0} \) is positive Harris recurrent.

In view of Lemma 5.1 and Theorem 5.2, RLS is throughput optimal. Hence a simply distributed and selfish load balancing scheme is able to stabilize the system whenever this is at all possible. This seems surprising. In closed systems, RLS converges to pure NEs, and the latter become efficient only when the user population is large. In addition, even if these pure NEs are efficient in heavily loaded systems, it takes time to reach efficient allocations when the user population changes (there is a priori no time-scale separation). The proof of Theorem 5.2 exploits the results derived in the previous section about the efficiency of pure NEs and the convergence rate to these NEs under the RLS algorithm in closed systems. These results allow us to build a Lyapunov function whose drift becomes negative when the user population is large.

In homogenous systems, i.e., when each server offers the same service speed to all users (\( \mu_{k} \) does not depend on \( k \)), RLO and RLS are throughput optimal [1]. The throughput optimality of RLS directly follows from the observation that to stabilize the system, it is enough to keep all servers active. In particular, the stability analysis of RLS in homogenous systems does not require a detailed analysis of closed systems. This contrasts with the case of heterogeneous systems, where characterizing the throughput region of RLS calls for a more precise understanding of the way user migrations and user arrivals and departures interact.

In heterogenous systems, the RLO algorithm is no longer throughput optimal as stated in Theorem 5.1. This intuitive result was first mentioned in [3]. To prove it, we can combine the coupling argument used in [1] (to analyze the stability of RLO in homogenous systems) and the Lyapunov function used in [3]. The proof is omitted here. Note that to analyze the stability of systems with user migrations (whose rate is proportional to the number of users), it is wise not to consider fluid limits, as the corresponding limit theorems are extremely challenging to justify [18], see [1] for a detailed discussion. The inefficiency of the RLO algorithm can be illustrated through the example of a simple symmetric system with two user classes and two servers: \( \mu_{11} = \mu_{22}, \mu_{12} = \mu_{21} < \mu_{11} \), and \( \rho_{1} = \rho_{2} = \rho \). In this case, it can be readily shown that (\( \rho, \rho \)) \( \in R_{\text{RLO}} \) if and only if \( \rho \leq \frac{1}{2}(\mu_{11} + \mu_{12}) \), whereas (\( \rho, \rho \)) \( \in R \) as long as \( \rho \leq \mu_{12} \). Hence when \( \mu_{12} < \mu_{11} \), the system can support almost twice more traffic under RLS than under RLO.

5.2 Proofs

5.2.1 Stability of Markov processes

To investigate stability, we use a Foster-Lyapunov criterion for positive Harris recurrence of Markov processes with values in a locally compact and separable metric space \( (X, B(X)) \) – refer to [19] for more details. Here our process has a countable state space, so we do not really need to apply this general criterion; however, we use it in the proofs of results in Section 7. Let \( \Phi = (\Phi(t))_{t \geq 0} \) be a time-homogeneous Markov process with state space \( (X, B(X)) \) and transition functions \( P_{t} \). Assume that \( \Phi \) is non-explosive (which is always the case in our systems because the total arrival rate is bounded). Let \( A \) be the generator of \( \Phi \), i.e., for all real-valued measurable function \( F \) on \( X \),
\[
AF(x) := \lim_{h \downarrow 0} \frac{E[F(\Phi(h)) - F(\Phi(0))]|\Phi(0) = x]}{h}.
\]
Further define, for a given distribution \( \nu \) on \( R_{+} \), the Markov transition function \( K_{\nu} \) as: \( K_{\nu}(x, \cdot) := \int P_{t}(x, \cdot)\nu(dt) \). A set \( C \in B(X) \) is called \( \phi_{\nu} \)-petite if \( \phi_{\nu} \) is a non-trivial measure on \( B(X) \) and \( \nu \) is a distribution on \( (0, \infty) \) which satisfy \( K_{\nu}(x, \cdot) \geq \phi_{\nu}(\cdot) \) for all \( x \in C \).

For all \( A \in B(X) \), define the stopping time \( \tau_{A} = \inf\{ t \geq 0 : \Phi(t) \in A \} \). \( \Phi \) is Harris recurrent if there exists some \( \sigma \)-finite measure \( \nu \) such that \( P^{\tau_{A}} \leq \infty | \Phi(0) = x \) \( = 1 \) for any \( x \in X \), whenever \( \nu(A) > 0 \). If \( \Phi \) is Harris recurrent, it has a unique
invariant measure $\pi$. If, in addition, $\pi$ is finite, $\Phi$ is called positive Harris recurrent.

**Theorem 5.3** (Theorem 4.2 [19]). Let $\Phi$ be a non-explosive Markov process. Assume that there exist a closed pet-ite set $M \in \mathcal{B}(X)$, a non-negative measurable function $F$ bounded on $M$, a function $f \geq 1$, and constants $c, \beta > 0$ such that:

\[ AF(x) \leq -cf(x) + d1_M(x), \quad \forall x \in X. \]

Then $\Phi$ is positive Harris recurrent.

### 5.2.2 Proof of Theorem [5,2]

The state space of the Markov process $(n(t))_{t \geq 0}$ is

\[ \mathcal{X} = \bigcup_{n \in \mathbb{N}} \mathcal{N}(\mathbb{N}). \]

Since $\mathcal{X}$ is countable, for all finite $n_0$, it is easy to see that $B_{n_0} = \{ n \in \mathcal{X} : n \leq n_0 \}$ is petite. In what follows, we will show that there exist $F$ and a finite integer $n_0$ such that the drift $AF(n)$ satisfies the condition of Theorem [5,2].

The maximum social welfare for the user population of $n \in \mathcal{N}(\mathbb{N})$ are defined by: $V^*(n) = \max_{x \in \mathcal{N}(\mathbb{N})} V(x)$ and $W^*(n) = \max_{x \in \mathcal{N}(\mathbb{N})} W(x)$. We denote by $d_k(n)$ the departure rate of class-$k$ users: $d_k(n) = \sum_{s \in S} \frac{m_s}{n} \frac{\mu_s}{\bar{\rho}_s}$, and $d(n) = (d_1(n), \ldots, d_K(n))$.

We also define utility function $J$ as: for all $x \in \mathbb{R}^K$, $J(x, n) = \sum_{k \in K} n_k \log(x_k/n_k)$. Note that $J(d(n), n) = V(n)$ and $J^*(n) := \max_{x \in \mathcal{N}(\mathbb{N})} J(x, n) = V^*(n)$ (cf. Proposition 2 of [13]). We use the following Lyapunov function: $F(n) = Y(n) + Z(n)$ where

\[ Y(n) = \sum_{k \in K} \frac{n_k^2}{\rho_k} \quad \text{and} \quad Z(n) = \frac{2S}{\beta} \left( \psi_{\max}(n) - \psi(n) \right). \]

We show that the drift $AF(n)$ is negative when the number of users is sufficiently large.

**Step 1.** We first study the drift $AY(n)$.

\[ AY(n) = \sum_{k \in K} \frac{n_k}{\rho_k} (\rho_k - d_k(n)) + \sum_{k \in K} \frac{n_k}{\rho_k} d_k(n) \leq \sum_{k \in K} 2\frac{n_k}{\rho_k} (\rho_k - d_k(n)) + 2KS\xi \]

\[ = 2\nabla J(\rho, n)^T \cdot (\rho - d(n)) + 2KS\xi \]

\[ \leq 2\left( J(\rho, n) - J(d(n), n) \right) + 2KS\xi \]

\[ = 2\left( V^*(n) - V(n) \right) - 2\left( J^*(n) - J(\rho, n) \right) + 2KS\xi \]

where $(a)$ comes from concavity of $J$.

**Step 2.** We now investigate the drift $AZ(n)$. This drift has two components, one due to the movements of users between servers and another one due to an arrival or a departure of a user.

\[ AZ(n) \leq -2\left( W^*(n) - W(n) - S \log(e\xi + S) \right) \]

\[ + \frac{4\theta_{\max}S^2}{\beta} \log(n\xi). \quad (11) \]

The first part in the r.h.s. in the above inequality comes from the movements of users, and is derived from Theorem [4,1]. The second part is due to arrivals and departures: the maximum drift due to one arrival or one departure is $\log(n\xi)$ and the arrival and departure rate cannot exceed $5\mu_{\max}$. Hence the drift due to arrivals and departures is upper bounded by $\frac{4\theta_{\max}S^2}{\beta} \log(n\xi)$.

**Step 3.** We are now ready to estimate $AF(n)$. For notational simplicity, we define

\[ R(n) = 2KS\xi + 2S \log(e\xi(n + S)) + \frac{4\theta_{\max}S^2}{\beta} \log(n\xi). \]

Then, from (10) and (11), we get:

\[ AF(n) = AY(n) + AZ(n) \]

\[ \leq 2\left( V^*(n) - V(n) \right) - 2\left( W^*(n) - W(n) \right) \]

\[ - 2\left( J^*(n) - J(\rho, n) \right) + R(n). \]

\[ \leq - 2\left( J^*(n) - J(\rho, n) \right) + R(n). \quad (12) \]

Observe that, since there exists $r \in \mathcal{R}$ and $\delta > 0$ such that $(1 + \delta) \rho < r$, $J^*(n) \geq J((1 + \delta)\rho, n) = J(\rho, n) + n \log(1 + \delta)$. (13)

From (13) into (12), we obtain:

\[ AF(n) \leq - 2n \log(1 + \delta) + R(n). \]

Finally, since $R(n) = \Theta(\log n)$, there exists a finite $n_0$ and $d > 0$ such that for all $n \in \mathcal{X}$,

\[ AF(n) \leq -2n \log(1 + \delta) + R(n) \leq -1 + d1_{B_{n_0}}(n). \]

\[ \square \]

### 6. MULTI-SERVER ALLOCATIONS

In this section, we consider scenarios where each user can open several connections to the various servers – her service rate is the sum of the rates achieved on her connections. In wireless networks, this arises when devices have several radio interfaces. As before, servers share their time fairly among their connections. Each user is assumed to open $m > 1$ connections.

We introduce the following notation. In closed systems, the set of users is $\mathcal{U} = \{1, \ldots, n\}$ and we denote by $U_k$ the set of class-$k$ users. The system state is represented by a vector $m = (m_{us})_{u \in \mathcal{U}, s \in S} \in \mathbb{N}^{m \times |S|}$, where $m_{us}$ is the number of connections of user $u$ to server $s$. When the numbers of users of the different classes are $n_{[1-K]}$, $M(\mathbb{N})_{[1-K]}$ denotes the set of possible system states, i.e., $m \in M(\mathbb{N})_{[1-K]}$ if (i) $m_{us} > 0$ only if $s \in S(k(u))$ where $k(u)$ is the class of user $u$, (ii) $\sum_{s \in S} m_{us} = m$, and (iii) $\sum_{u \in \mathcal{U}} 1_{k(u) = k} = m_k$. Finally, $m^*$ denotes the number of connections to server $s$ in state $m$. In state $m^*$, the service rate of user $u$ is $\sum_{s \in S} m_{us} e^{-\lambda_{us} \bar{\rho}_s} / m^*_s$.

To devise an efficient and distributed load resampling strategy, we use game theoretical techniques as earlier, but with a key difference. If we consider a game where players correspond to users, then this game is similar to a multi-path routing game as considered in [20][21]. Unfortunately, this game does not always admit a pure NE [21]. A simple way to circumvent this difficulty consists in considering a game played by the connections (each connection aims at selfishly maximizing its service rate). This game is the same as that studied in Section 4 except that $n$ is now replaced by $nm$. The analysis made in Sections 4 and 5 can be directly adapted.
Following this approach, the RLS algorithm is simply replaced by the so-called \textit{mRLS} algorithm described below.

The \textit{mRLS} algorithm. Each user has a Poisson clock ticking at rate $\beta$. When the clock of a class-$k$ user ticks, this user selects one of her active connections uniformly at random, say from server $s$, and a server $s'$ uniformly at random in $S_k$. She migrates the selected connection to the new server if this would increase the service rate of the connection, i.e., if $\mu_{ks}/m_s < \mu_{ks'}/(m_s' + 1)$.

### 6.1 Ordinal Potential and Social Welfare

If $n_{[1\cdots K]}$ is fixed, the system dynamics $\mathbf{m}(t)$ under the mRLS algorithm may be interpret as those observed in a load balancing game where $nm$ strategic connections try to switch servers to improve their service rates. $\mathbf{m} \in \mathcal{M}(n_{[1\cdots K]})$ is a pure NE of the game if and only if: for all $u \in U$, $\forall s \in S_{(u)}$, $m_{us} > 0$, $\forall s' \in S_{(u)}$, $\frac{\mu_{us}}{m_s} \geq \frac{\mu_{us}}{m_s'}$. As shown in Section 4, this game is an ordinal potential game. A possible ordinal potential function is defined by: for all $\mathbf{m} \in \mathcal{M}(n_{[1\cdots K]})$, $$\psi(\mathbf{m}) = -\sum_{s \in S} \log(m^s) + \sum_{s \in S} \sum_{k \in K_s} \sum_{u \in U_k} m_{us} \log(\mu_{ks}).$$

Under the mRLS algorithm, the ordinal potential \(\psi(\mathbf{m}(t))\) increases over time, and $\mathbf{m}(t)$ converges to a pure NE.

Once again, the proportionally fair allocation of connections to servers plays an important role in the analysis of the system dynamics. We define the social welfare of state $\mathbf{m}$ as:

\[
W(\mathbf{m}) = \sum_{u \in U} \log \left( \sum_{s} \frac{\mu_{ks}m_{us}}{m^s} \right).
\]

Note that this welfare is defined from the users’ perspective, not from the connections’ point of view. The proportionally fair allocation maximizes $W(\mathbf{m})$ over all $\mathbf{m} \in \mathcal{M}(n_{[1\cdots K]})$. To analyze the efficiency of multi-server allocations, we take as a reference the proportionally fair allocation in the ideal scenario where each user controls a large number of connections, in which case the system state is represented by a vector $\mathbf{x} \in \mathcal{M}^R(n_{[1\cdots K]})$ where

\[
\mathcal{M}^R(n_{[1\cdots K]}) = \{ \mathbf{x} \in \mathbb{R}^{(n_{[1\cdots K]})} : \forall u, x_{us} = 0 \text{ if } s \notin S_{(u)}; \sum_{s \in S_{(u)}} x_{us} = m, \sum_{u} 1_{k(u) = k} = n_k \}.
\]

Let $\mathbf{x}^*$ be the maximizer of $W(\mathbf{x})$ over $\mathbf{x} \in \mathcal{M}^R(n_{[1\cdots K]})$, and $W^* = W(\mathbf{x}^*)$. We further introduce two different notions of social welfare that help our analysis: for $\mathbf{m} \in \mathcal{M}(n_{[1\cdots K]})$,

\[
V(\mathbf{m}) = \sum_{k} n_k \log \left( \sum_{u \in U_k} \sum_{s \in S_k} m_{us} \mu_{ks} / m^s \right),
\]

\[
U(\mathbf{m}) = \sum_{u \in U} \sum_{s \in S_{(u)}} m_{us} \log(\mu_{ks} / m^s).
\]

Note that $U$ is the welfare defined from the connections’ perspective and it corresponds to the welfare $W$ defined in Section 4, but with $nm$ users. As in Lemma 4.1, we can show that $\frac{1}{m} U(\mathbf{m}) \leq W(\mathbf{m}) \leq V(\mathbf{m})$, and that if $\dot{\mathbf{x}} \in \text{arg max}_{\mathbf{x} \in \mathcal{M}^R(n_{[1\cdots K]})} V(\mathbf{x})$, then $W^* = W(\mathbf{x}^*) = V(\mathbf{x}^*) = \frac{1}{m} U(\mathbf{x}^*)$.

### 6.2 Efficiency of NEs, Convergence Rate, and Stability

The results presented below are direct applications of those derived in Section 4.

#### 6.2.1 Closed Systems

Under the mRLS algorithm, the system converges to a pure NE. Let $(t_i)_{i \geq 1}$ be the increasing sequence of epochs at which one user has the opportunity to update her allocation under mRLS. Then:

\[
\text{THEOREM 6.1.} \text{ For all } i \geq 1, \text{ under mRLS, the expected drift in the potential after the update taking place at time } t_{i+1} \text{ satisfies:}
\]

\[
E \left[ \psi(\mathbf{m}(t_{i+1})) - \psi(\mathbf{m}(t_i)) | \mathbf{m}(t_i) \right] \geq \frac{1}{mnS} \left( mW^* - U(\mathbf{m}(t_i)) - S \log (\bar{\epsilon} \xi (mn + S)) \right)
\]

\[
\geq \frac{1}{mnS} \left( W^* - W(\mathbf{m}(t_i)) - \frac{S}{m} \log (\bar{\epsilon} \xi (mn + S)) \right). \quad (14)
\]

From the above theorem, we may quantify the efficiency of pure NEs:

\[
\text{COROLLARY 6.1.} \text{ If } \mathbf{m} \text{ is a pure NE, then:}
\]

\[
W^* - W(\mathbf{m}) \leq \frac{S}{m} \log (\bar{\epsilon} \xi (mn + S)).
\]

Thus when users control more than one connection, the pure NEs become more efficient. Note that when $m$ grows large, any pure NE $\mathbf{m}$ is efficient as $W^* - W(\mathbf{m})$ tends to 0. However, as stated in the theorem below, it also takes more time to converge to these equilibria.

\[
\text{THEOREM 6.2.} \text{ For any initial condition } \mathbf{m}(0), \text{ under the mRLS algorithm, we have for all } t:
\]

\[
E \left[ W^* - W(\mathbf{m}(t)) \right] \leq \frac{mnS}{\beta t} \log (1) + \frac{S}{m} \log (\bar{\epsilon} \xi mn (mn + S)).
\]

#### 6.2.2 Open Systems

When the user population evolves over time, we may use the results derived for closed systems to analyze the stability of the system under mRLS. The analysis is the same as that presented in Section 4. Again, mRLS turns out to be throughput optimal. With arrivals and depatures, under the mRLS algorithm, the system state $\mathbf{m}(t)$ is a continuous-time Markov chain with countable state space $\cup_{n_{[1\cdots K]} \in \mathbb{N}} \mathcal{M}(n_{[1\cdots K]})$.

\[
\text{THEOREM 6.3.} \text{ (Throughput Optimality of mRLS) Assume that there exists } r \in \mathbb{R} \text{ such that } \rho < r, \text{ then under the mRLS algorithm, the Markov process } \{\mathbf{m}(t)\}_{t \geq 0} \text{ is positive Harris recurrent.}
\]

Note that the maximal stability region in the case where users control several connections remains $\mathbb{R}$. However, when the load of the system is relatively low, controlling $m$ connections improves the average sojourn time (in very lightly loaded systems, this sojourn time is divided by a factor $m$ provided that $m \leq S_k, \forall k$).
7. CONTINUOUS ALLOCATIONS

We have seen that when each user controls $m$ connections, a natural extension of RLS is shown to be throughput optimal. Opening $m$ connections improves the system performance in light or moderate load scenarios. Observe however that when the user population is finite, there is still a gap between the socially optimal allocation and that realized under $m$RLS (see Theorem 6.1).

To close this gap, we investigate a scenario where users control an infinite number of connections ($m = \infty$). We may interpret such a scenario as follows: Users have a constant budget, say equal to 1, and bid on the various servers to obtain resources of these servers. We use the notation of the previous section. The system state is represented by a vector $\mathbf{w} = (w_{us})_{u \in U, k \in K} \in \mathbb{R}^{n \times S}$, where $w_{us}$ is the weight or bid of user $u$ on server $s$. When the numbers of users of the different classes are $n_{[1-K]}$, $W(n_{[1-K]})$ denotes the set of possible states, i.e., $\mathbf{w} \in \mathcal{W}(n_{[1-K]})$ if (i) $w_{us} > 0$ only if $s \in \mathcal{S}_k(u)$, (ii) $\sum_{s \in \mathcal{S}_k} w_{us} = 1$ for all $u, s$, and (iii) $\sum_{u \in U} 1_{k(u)=k} = n_k$. Finally $w^\star = \sum_{u \in U} w_{us}$ is the total weight at server $s$. Servers fairly share their service capacity among users, and in state $\mathbf{w}$, the rate of users is $\sum_{u \in U} w_{us}$. This allocation can be seen as the limiting allocation considered in Section 6 when $m \to \infty$, and is referred to as the weighted proportional allocation [22].

7.1 Social Welfares

As in the previous section, we define the following social welfares:

$$W(\mathbf{w}) = \sum_{u \in U} \log \left( \sum_{s \in \mathcal{S}_k(u)} \frac{\mu_k(u)s}{w_{us} + w^\star} \right)$$

$$V(\mathbf{w}) = \sum_{k \in K} n_k \log \left( \sum_{u \in U} \sum_{s \in \mathcal{S}_k} \frac{\mu_k w_{us}}{w^\star + n_k} \right)$$

$$U(\mathbf{w}) = \sum_{u \in U} \sum_{s \in \mathcal{S}_k(u)} w_{us} \log \left( \frac{\mu_k(u)s}{w^\star} \right).$$

$W$ captures users’ utility, $V$ corresponds to a per-class utility, and $U$ is the social utility of a “non-atomic” system (each infinitesimal quantity composing the weight $w_{us}$ is considered as a player). Denote by $\mathbf{w}^\star \in \mathcal{W}(n_{[1-K]})$ the weights maximizing $W$, and $W^\star = W(\mathbf{w}^\star)$. The following lemma states that $W, V,$ and $U$ achieve their maximum at the same point, so that to maximize $W$, we just need to either identify a maximizer for $V$ or $U$.

**Lemma 7.1.** (i) For all $\mathbf{w}$, $V(\mathbf{w}) \geq W(\mathbf{w}) \geq U(\mathbf{w})$.

(ii) Let $\mathbf{w}^\star \in \arg \max_{\mathbf{w} \in \mathcal{W}(n_{[1-K]})} U(\mathbf{w})$, then $\mathbf{w}^\star$ also maximizes $V$ and $W$.

7.2 The Water-Filling Algorithm

Assume that the user population is fixed and described by $n_{[1-K]}$. Further assume that the system state is $\mathbf{w} = (w_{us}, w_{us^\prime})$, where $w_u$ and $w_s$ represent the weights of user $u$ and of all other users, respectively. As before, we propose a distributed load resampling scheme that corresponds to users’ selfish moves. Again, if users update their weights so as to maximize their service rates, then the system dynamics become difficult to analyze. Instead when a user, say of class $k$, has the opportunity to update her weights, she does it so as to solve the convex program:

$$\max_{w_u} \sum_{s \in \mathcal{S}_k(u)} (w_{us} + w^\star) \log \left( \frac{\mu_k(u)s}{w_{us} + w^\star} \right)$$

s.t. $\sum_{s \in \mathcal{S}_k(u)} w_{us} = 1$,

where $w^\star$ denotes the sum of the weights that all users except $u$ put on server $s$. We can readily see that the above optimization problem is solved using a water-filling procedure:

$$w_{us} = \max \left\{ 0, \mu_k(u)s - w^\star \right\},$$

where the water level $\lambda$ is uniquely defined by $\sum_{s \in \mathcal{S}_k} w_{us} = 1$ (the Lagrange multiplier corresponding to the constraint $\sum_{s} w_{us} = 1$ is given by $\log \lambda + 1$).

The Water-Filling (WF) algorithm. Each user has a Poisson clock ticking at rate $\beta$. When the clock of a class-$k$ user ticks, this user updates her weights according to (15).

7.3 Efficiency, Convergence Rate, and Stability

7.3.1 Closed Systems

Under the WF algorithm, the system state converges to an allocation maximizing the social welfare $U$. Indeed when user $u$ updates her weights, the welfare $U$ increases, for the components in $U$ that depend on $w_{us}$, $s \in \mathcal{S}_k(u)$ reduce to:

$$\sum_{s \in \mathcal{S}_k(u)} w_{us} \log \left( \frac{\mu_k(u)s}{w^\star} \right) + \sum_{w^\prime \neq u} w_{us} \log \left( \frac{1}{w^\star} \right)$$

$$= \sum_{s \in \mathcal{S}_k(u)} \left( w^\star \log \left( \frac{1}{w^\star} \right) + w_{us} \log (\mu_k(u)s) \right)$$

$$= \sum_{s \in \mathcal{S}_k(u)} \left( w^\star \log \left( \frac{\mu_k(u)s}{w^\star} \right) - w^\star \log (\mu_k(u)s) \right).$$

Hence in view of Lemma 7.1, WF converges to an allocation maximizing $W$, i.e., to the proportionally fair allocation. This result was expected (see Theorem 6.1 with $m \to \infty$).

**Lemma 7.2.** Under the WF algorithm, $\mathbf{w}(t)$ converges to $\mathbf{w}^\star$ such that $W(\mathbf{w}) = W^\star$.

We also establish that the rate at which the system converges is similar to that at which the system converges under RLS (users control a single connection). This is due to the fact that each user simultaneously updates her weights to all servers, which contrasts with $m$RLS where only one connection can be updated at a time. Let $(t_i)_{i \geq 1}$ be the increasing sequence of epochs at which one user has the opportunity to update her allocation under the WF algorithm. Then:

**Theorem 7.1.** For all $i \geq 1$, under WF, the expected drift in the utility $U$ after the update taking place at time $t_{i+1}$ satisfies:

$$E \left[ U(\mathbf{w}(t_{i+1})) - U(\mathbf{w}(t_i)) | \mathbf{w}(t_i) \right] \geq \frac{1}{m} \left( U^\star - U(\mathbf{w}(t_i)) - 2S \log (e\xi(n + S)) \right).$$

(16)
Theorem 7.2. For any initial condition \( w(0) \), under the WF algorithm, we have for all \( t \):
\[
\mathbb{E}[W^t - W(w(t))] \leq \frac{n}{\beta} \log(S\xi) + 2S\log \left( \epsilon n(n + S) \right).
\]

The proofs of the above theorems are similar to those of Theorems 4.1 and 4.2, and are presented in appendix for completeness.

7.3.2 Open System

The water-filling algorithm is throughput-optimal: under WF, \( w(t) \) is a continuous time Markov process with state space:
\[
\mathcal{X} = \bigcup_{n \in \mathbb{N}} \mathcal{W}(n_{[1-K]}).
\]

We introduce a metric on \( (\mathcal{X}, \rho) \) and use Theorem 5.3 to show stability.

**Theorem 7.3.** (Throughput Optimality of WF) Assume that there exists \( r \in \mathcal{R} \) such that \( r < r^* \), then under the WF algorithm, the Markov process \( w(t) \) is positive Harris recurrent.

### 7.4 Proof of Theorem 7.3

Let \( x \in \mathcal{X} \). We denote by \( n(x) \) the corresponding number of users, by \( n_k(x) \) the number of class-\( k \) users, and by \( n_{[1-K]}(x) = (n_1(x), \ldots, n_K(x)) \). Users are indexed by \( u = 1, \ldots, n(x) \), and \( k_u \) the class of user \( u \). We introduce the following metric on \( \mathcal{X} \):
\[
d(x, y) = \min_{u=1}^{n(x)} \min_{y_u \in S} |x_u - y_u| + \left\{ \begin{array}{ll} 1 & k_u = k_y(u) \\ 0 & \text{otherwise} \end{array} \right. 
\]
\[
+ \sum_{u=1}^{n(x)} \sum_{y_u \in S} 2 \cdot \left\{ \begin{array}{ll} 1 & k_u \neq k_y(u) \\ 0 & \text{otherwise} \end{array} \right. 2|n(x) - n(y)|.
\]

Note that, in this metric, the order in which users appear in \( x \) matters may not seem natural. We could have defined a metric that does not depend on this order, but this is not needed here. Let \( 0 \) denote the empty state and define \( \|x\| = d(x, 0) \). Then \( \mathcal{X} \) is a locally compact and separable metric space. The Markov process \( w(t) \) takes its values in \( \mathcal{X} \), and has transition rates such that when there is an arrival or a departure, users are relabeled randomly. When a user updates her weights, we do not change the labels of users. The precise order in which users are labeled in the construction of the Markov process \( w(t) \) does not really matter: in fact to study its positive Harris recurrence, we use a Lyapunov function whose drift does not depend on the order in which users are considered in the state.

Let us first identify a closed petite set:

**Lemma 7.3.** Let \( n_0 > 0 \). The set \( C_{n_0} : \{ x \in \mathcal{X} : \|x\| \leq n_0 \} \) is a closed petite set.

**Proof.** Let \( x \in C_{n_0} \). Then, there is a strictly positive probability that the system starting in \( x \) is in state 0 at time \( t = 1 \) (we can construct paths with only departures – no moves, and no arrivals). Hence choosing for example \( \nu(\cdot) = \delta_{\frac{1}{2}}(\cdot) \), we can prove that there exists \( \varepsilon > 0 \) such that \( \|k_u - x\| > \varepsilon \) for all \( x \in C_{n_0} \). Therefore, \( \phi_0 \) is a petite set, and \( \phi_0(A) = \varepsilon \) if \( 0 \in A \) and \( \phi_0(A) = 0 \) otherwise.

**Lemma 7.4.** Let \( A \) denote the generator of the Markov process \( w(t) \) for all \( t \geq 0 \). Let \( F(w) = \sum_{k=1}^{K} \frac{n_k(w)^r}{\rho_k} + \frac{2}{\beta} J^*(w) - J(w) \). Then, there exists \( n_0 \) such that for some \( a, b > 0 \)
\[
AF(w) \leq -a + b1_{C_{n_0}}.
\]

**Proof.** The proof is similar to that of Theorem 5.2. We denote by \( 0 \) and \( Z \) are defined as
\[
d_k = \sum_{u \in U_k} \frac{n_k(w)^2}{\rho_k} \quad \text{and} \quad Z(w) = \frac{2}{\beta} J^*(w) - J(w),
\]
where \( J^*(w) = \max_{u \in \mathcal{W}(\mathcal{X})} J(u) \).

The analysis of the drift \( \Delta Y(w) \) is the same as in the proof of Theorem 5.2:
\[
\Delta Y(w) - 2KS\xi \leq 2 \left( J(\rho, w) - J(d, w) \right)
\]
\[
= 2 \left( U^*(w) - V(w) \right) - 2 U^*(w) - J(\rho, w),
\]
where \( J \) is defined as in the proof of Theorem 5.2 for all \( x \in \mathcal{X} \),
\[
J(x, w) = \sum_{k \in K} n_k(w) \log(x_k/n_k(w)).
\]

By Theorem 7.1, we deduce that the drift \( \Delta Z(w) \) satisfies:
\[
\Delta Z(w) \leq -2 \left( U^*(w) - U(w) \right)
\]
\[
+ 4S \log (\epsilon n(n + S)) + \frac{4\max_s S}{\beta} \log(n\xi),
\]
where \( n = n(w) \) (to simplify the notation). Therefore, if we define
\[
R(w) := 2KS\xi + 4S \log (\epsilon n(n + S)) + \frac{4\max_s S}{\beta} \log(n\xi),
\]
we get:
\[
AF(w) \leq -2 \left( U^*(w) - J(\rho; n) + R(w) \right)
\]
\[
\leq -2n \log(1 + \delta) + R(w).
\]

We conclude exactly as in the proof of Theorem 5.2.

8. NUMERICAL EXPERIMENTS

In this section, we present numerical experiments to illustrate our theoretical results. We consider a toy example with 5 servers and 5 user classes. The service speeds \( \mu_k \) are given in Table 1. We set the number of connections \( m = 2 \) in the mRLS algorithm.

8.1 Closed System

We fix \( \beta = 1 \). In Fig. 1(a) we plot the evolution over time of the scaled social welfare \( w \) under BR and RLS algorithms for an initial state where \( n_k = 5 \) for \( k \in K \) and \( s \in S \). Both algorithms converge to an allocation that is approximately optimal, and RLS takes roughly twice as much time as BR to converge.
In Fig. 1(b) we compare the RLS, mRLS, and WF algorithms. We present the gap in terms of scaled welfare under the three algorithms at time 10 as a function of the number of users per class (each class has the same number of users). This gap is equal to $w^* - w(t = 10)$, where $w^* = \frac{1}{n}(W^* + n \log(n))$ with $W^* = \max_{W \in N^R(n_{[1-K]})} W(n)$ and $w(t = 10) = \frac{1}{n}(W(t = 10) + n \log(n))$. Note that the definition of $W$ depends on the systems considered (one connection, multiple connections, or continuous connections), but $W^*$ is common to all systems, e.g., $W^* = \max_{m \in M^R(n_{[1-K]})} W(m)$. In the initial state, users are spread randomly over all servers. Under the WF algorithm, users find the best allocation rapidly; it converges to the optimal allocation before $t = 10$ with high probability, whereas this is not the case for RLS and mRLS. On the other hand, since only one connection may move at each update under mRLS, its convergence rate is proportional to $1/m$ and thus the convergence of mRLS is slower than that of RLS (see Theorem 6.2). Also observe that the gap under RLS and mRLS decreases as the number of users per class increases. This illustrates Theorems 4.2 and 6.2 i.e., the pure NEs may be inefficient when the number of users is small.

### 8.2 Open System

For open systems, we assume that the service requirements are i.i.d. exponentially distributed with unit mean. Users of the various classes arrive according to Poisson processes. The performance of the algorithms are illustrated using the mean throughput, equal to the inverse of the average sojourn time of users. We consider a symmetric scenario, where $\rho_k = \rho$ for all $k$.

Fig. 1(c) and 1(d) present the mean throughput as a function of the load $\rho$ under RLS, mRLS, and WF when $\beta = 1$ and $\beta = 100$, respectively. First observe that as expected, all algorithms are throughput optimal. They are stable when the load is smaller than 5 – as if all users were always served at maximum speed 5. Also note that $\beta$ has a strong impact on performance. In lightly loaded systems, the mean throughput increases with the rate at which users may switch servers. When $\beta$ is very large, each user moves frequently and rapidly finds the best server. For example, when $\rho_k$ is close to 0, if $\beta = 100$, under RLS, users are served at rate almost equal to 5 in average. In contrast, when $\beta$ is small, users may well not move before they leave the system, which explains their low mean throughput, see Fig. 1(c). The impact of $\beta$ is here exacerbated by the large difference between the service speeds at the worst and best servers (from 0.1 to 5).

In general opening multiple connections increases the performance, especially in lightly loaded systems. In this case, a single user can simultaneously exploit the resources of multiple servers. The performance gain typically decreases with the load, and tends to vanish in heavy traffic. It should be observed that mRLS may well yield lower performance than RLS. Again, this is due to the fact that mRLS only moves at most one connection at each update – the benefit of having multiple connections is mitigated by the low convergence rate. Note that under WF, the convergence is quick, and users always exploit multiple resources of multiple servers. WF always provides the best quality of service.

### 9. CONCLUSION

In this paper, we have analyzed the performance of the RLS algorithm, a very simple distributed load resampling strategy for heterogeneous parallel server systems. In scenarios where the user population is fixed, we were able to quantify at any time the efficiency of the allocation of users to servers under this algorithm. Using this result, we proved that when users arrive and leave the system upon service completion, RLS is throughput optimal, i.e., it stabilizes the system whenever this is at all possible. In other words, RLS is able to fully exploit the system heterogeneity when the user population is large, which is quite surprising.

There are many interesting directions for future work. It would be for example useful to derive estimates of the mean user sojourn times under the RLS algorithm and its extensions. This could be done by studying the system in various limiting regimes. We can use mean field asymptotics to analyze systems with a large number of servers. We may also look at systems in heavy traffic.
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APPENDIX

Proof of Lemma 7.1
(i) By concavity of the log function:

\[
\log \left( \sum_{s \in S} \frac{n_{ks} \mu_{ks}}{n_k s^*} \right) \geq \sum_{s \in S} \frac{n_{ks} \mu_{ks}}{n_k} \log(\frac{\mu_{ks}}{s^*}),
\]

which implies \( V(n) \geq W(n) \).

(ii) It was shown in (13) that \( V \) is maximized at \( x \) when the following conditions hold: a. when \( x_{ks} > 0, \frac{\mu_{ks}}{n_k} = \frac{\mu_{ks'}}{n_k} \) if \( x_{ks'} > 0 \); b. when \( x_{ks} = 0, \frac{\mu_{ks}}{n_k} < \frac{\mu_{ks'}}{n_k} \) if \( x_{ks'} > 0 \). For \( x \) satisfying these two conditions, it is clear that \( W(x) = V(x) \), and hence in view of (i), \( x \) also maximizes \( W \).

Proof of Lemma 7.1
(i) Since log is a concave function,

\[
\log \left( \sum_{s \in S_{k(s)}} w_u \frac{\mu_{k(u)s}}{w^s} \right) \geq \sum_{s \in S_{k(s)}} w_u \log(\frac{\mu_{k(u)s}}{w^s}).
\]

Therefore, \( W(w) \geq U(w) \).

(ii) In (i), the equality holds when every class \( k \) satisfies that

\[
\frac{\mu_{ks}}{w^s} = \frac{\mu_{ks'}}{w^{s'}}
\]

for all \( s \) and \( s' \) having positive weight \( w_{ks}, w_{ks'} > 0 \). This is the KKT condition of \( V \) and \( W \).

Proof of Theorem 7.1
The proof is similar to that of Theorem 4.1

\[
n \mathbb{E}[E[U(w(t_{i+1})]) - U(w(t_i)) | w(t_i) = w] 
\]

\[
\geq \sum_{u \in U} \sum_{s \in S_{k(u)}} w_u \max \{ 0, \max_{c \in S_{k(u)}} \log \frac{\mu_{kc}}{w^c + 1} - \log(\frac{\mu_{kc}}{w^c - \delta_{kc}}) \}
\]

\[
\geq \sum_{u \in U} \sum_{s \in S_{k(u)}} w_u \left( \max_{c \in S_{k(u)}} \log \frac{\mu_{kc}}{w^c + 1} - \log(\frac{\mu_{kc}}{w^c - \delta_{kc}}) \right) - \sum_{u \in U} \sum_{s \in S_{k(u)}} w_u \log \frac{w^s}{w^s - \delta_{ks}^*}
\]

\[
(a) \geq U^* - U(w) - S \log(e\xi(n+S)) - S \log(\xi(n)),
\]

where

\[
\delta_{ks}^* = \arg \min_{\delta \in [0,1]} \max_{c \in S_{k(u)}} \left| \log \frac{\mu_{kc}}{w^c + 1} - \log(\frac{\mu_{kc}}{w^c - \delta}) \right|.
\]

It remains to prove inequality \((a)\). As in the proof of Theorem 4.1, we can easily show that:

\[
\sum_{u \in U} \sum_{s \in S_{k(u)}} w_u \left( \max_{c \in S_{k(u)}} \log \frac{\mu_{kc}}{w^c + 1} - \log(\frac{\mu_{kc}}{w^c - \delta_{kc}}) \right) \geq U^* - U(w) - S \log(e\xi(n+S)).
\]

Moreover, since \( \frac{1}{2} \leq w^* - \delta_{ks}^* \leq w^* \),

\[
\max_{k \in K, s \in S_k} \frac{w^s}{w^s - \delta_{ks}^*} \leq \log(\xi(n)).
\]

Thus,

\[
\sum_{k \in K} \sum_{s \in S_k} w_{ks} \log \frac{w^s}{w^s - \delta_{ks}} \leq S \log(\xi(n)) + \sum_{s \in S} w^s \log \frac{w^s}{w^s - \delta_{ks}}
\]

\[
\leq S \log(\xi(n)) + S \log(\xi(n)),
\]

where \( w^* = \max\{0, w^* - 1\} \). This completes the proof of inequality \((a)\).

\(\square\)

Proof of Theorem 7.2
To prove the theorem, we first provide a lower and an upper bound of \( U(w) \). For all \( w \in \mathcal{W}(n_{[1-K]}) \), we have:

\[
U(w) = \sum_{u \in U} \sum_{s \in S_{k(u)}} w_u \log(\frac{\mu_{k(u)s}}{w^s}) - \sum_{s \in S} w^s \log(\frac{w^s}{w^s})
\]

\[
\leq n \mu_{\max} - \sum_{s \in S} w^s \log(\frac{w^s}{S}) + n \log S
\]

\[
\leq n \mu_{\min} - n \log(\xi(n)) + n \log S
\]

(21)

and

\[
U(w) \geq n \mu_{\min} - \sum_{s \in S} w^s \log(w^s) \geq n \mu_{\min} - n \log(\xi(n)).
\]

(22)

From (21) and (22),

\[
U_{\max} - U_{\min} \leq n \log(\xi(n)) + n \log S
\]

(23)

where we let \( U_{\max} = \max_{w \in \mathcal{W}(n_{[1-K]})} U(w) \) and \( U_{\min} = \min_{w \in \mathcal{W}(n_{[1-K]})} U(w) \).

Next, as in Lemma 4.3, we provide an upper bound of the minimum average gap between the maximum welfare \( U^* \) and the welfare after \( \tau \leq I \) updates under the WF algorithm. From Theorem 7.1, we have:

\[
\mathbb{E}[U(w(t_{i+1})) - U(w(0))]
\]

\[
= \sum_{i=0}^I \mathbb{E}[U(w(t_{i+1})) - U(w(t_i))]
\]

\[
\geq \sum_{i=0}^I \left[ \frac{1}{n} (U^* - U(w(t_i))) - 2S \log(e\xi(n+S)) \right] \] (24)

From (23) and (24),

\[
\min_{\tau \leq I} \mathbb{E}[U^* - U(w(t_\tau))]
\]

\[
\leq \frac{n}{I+1} \mathbb{E}[U(w(t_{I+1})) - U(w(0))] + 2S \log(e\xi(n+S))
\]

\[
\leq \frac{n}{I+1} n \log(S\xi) + 2S \log(e\xi(n+S)).
\]

(25)

We are now ready to prove Theorem 7.2. Let \( \tau \) be the number of times up to time \( t \) users get an opportunity to update their weights under the WF algorithm. From (25), given \( \tau = I \), there exists \( \tau^* \leq I \) such that:

\[
\mathbb{E}[U^* - U(w(t_\tau))] \leq \frac{n^2}{I+1} \log(S\xi) + 2S \log(e\xi(n+S)),
\]

and, since, for all \( \tau, U(w(t_{\tau+1})) - U(w(t_\tau)) \geq 0 \),

\[
\mathbb{E}[U^* - U(w(t_\tau))] \leq \mathbb{E}[U^* - U(w(t_\tau))]
\]

\[
\leq \frac{n^2}{I+1} \log(S\xi) + 2S \log(e\xi(n+S)).
\]
Now, since $\tau$ has a Poisson distribution with mean $\lambda = \beta nt$, we have $E\left[\frac{1}{I_{i+1}}\right] = \sum_{I=0}^{\infty} \frac{\lambda^I e^{-\lambda}}{I(I+1)} \leq \frac{1}{\lambda}$.

Finally, we obtain:

$$E[W^* - W(w(t))] \leq E[U^* - U(w(t))] \leq \frac{n}{\beta t} \log(S\xi) + 2S \log(e\xi(n + S)).$$

$\square$