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Abstract

Event Argument Extraction (EAE) deals with the task of extracting event-specific information from texts. EAE models usually require a large amount of annotated data for training, but procuring annotations is expensive for each new event type. To cater to the emerging event types and new domains in a realistic setting, it is growingly imperative for EAE models to be generalizable. However, most existing EAE benchmark datasets like ACE and ERE have limited diversity and coverage in terms of event types and cannot adequately evaluate the generalizability of EAE models. To alleviate this issue, we introduce GENEVA, a new dataset covering a diverse range of 115 event types and 187 argument role types. We create four benchmarking test suites in GENEVA to assess EAE models’ generalizability. Additionally, we propose a new model AutoDGE which establishes a strong benchmark on these test suites. Lastly, we evaluate the generalizability of recent EAE systems from different model families and analyze their behaviors on GENEVA.¹

1 Introduction

Event Argument Extraction (EAE) aims at extracting structured information of event-specific arguments and their roles for events from a pre-defined taxonomy. EAE has been studied for a long time (Sundheim, 1992; Grishman and Sundheim, 1996) and has been elemental in a wide range of applications like building knowledge graphs (Zhang et al., 2020), question answering (Berant et al., 2014), and various other NLP applications (Hogenboom et al., 2016; Yang et al., 2019b).

Previous works usually assume the availability of extensive and high-quality human annotations for training EAE models. However, in practice, there are a wide range of diverse events which usually have zero or few annotations as procuring annotations is an expensive process (Zhang et al., 2021). Hence, recent works focusing on generalizable EAE have gained more interests (Huang et al., 2018; Lyu et al., 2021; Sainz et al., 2022). These works utilize existing EAE datasets like ACE (Doddington et al., 2004) and ERE (Song et al., 2015) to verify the generalizability of the proposed models. However, as we show in Figure 1, these datasets have limited diversity and focus only on specific abstract event types. This limited diversity and reduced coverage restricts the ability of the existing datasets to more robustly evaluate the generalizability of EAE models.

Towards this end, we introduce GENEVA (Generalizability BENchmarking Dataset for EVent Argument Extraction), a new diverse event argument extraction dataset covering a broad range of 115 event types spanning various abstract event types (Figure 1) and 187 argument roles to evaluate the generalizability of EAE models. GENEVA is repurposed from an existing semantic role labeling dataset, FrameNet (Baker et al., 1998), with manual selective filtering and merging. In order to test the models’ ability to learn from limited training data and generalize to unseen event types, we design four benchmarking test suites. These test suites are distinctly different based on the training and test

¹We will release our dataset and code upon acceptance.
data creation – (1) low resource, (2) few-shot, (3) zero-shot, and (4) cross-type transfer settings.

With the goal of pushing the limit of generalizability for EAE, we introduce a new model AutoDEGREE which inherits the current state-of-the-art EAE model in low-resource regime — DEGREE (Hsu et al., 2022). Like DEGREE, AutoDEGREE performs EAE via generating sentences that summarize all the event argument information using automated natural language prompts. On the other hand, AutoDEGREE enhances generalizability by introducing automated refinements to eliminate the human effort required for scaling up DEGREE to a wide range of events. We evaluate AutoDEGREE along with various other EAE models on the GENEVA test suites and demonstrate that AutoDEGREE establishes a strong generalizability benchmark on these test suites.

To sum up, we make the following contributions: (1) We introduce a new diverse EAE dataset GENEVA and design four benchmarking test suites to test the different aspects of generalizability of EAE models. (2) We introduce AutoDEGREE, a new EAE model which serves as a strong benchmark for the test suites in GENEVA. (3) We conduct a thorough evaluation of various EAE models on the test suites in GENEVA and show superior generalizability of generation-based models over classification-based models.

2 Related Work

Event Extraction Datasets: ACE (Doddington et al., 2004) is one of the earliest and most used Event Extraction datasets. The ACE event schema is further simplified and extended to ERE (Song et al., 2015). ERE was later used to create various TAC KBP Challenges (Ellis et al., 2014, 2015; Getman et al., 2017). These datasets cover only a limited amount of event types and argument roles, and thus, can’t be utilized to adequately evaluate the generalizability of EAE models. MAVEN (Wang et al., 2020) introduced a massive and diverse dataset spanning a wide range of event types. However, the applicability of this dataset is limited to the task of Event Detection and it does not contain argument role annotations. Recent works have introduced datasets like RAMS (Ebner et al., 2020), WikiEvents (Li et al., 2021), and DocEE (Tong et al., 2022); but the diversity of these datasets is restrictive to specific event categories as shown in Figure 1. Furthermore, these datasets are built with a focus on document-level event extraction task, while we target on evaluating generalizability of EAE models in sentence-level.

Event Argument Extraction Models: Traditionally, EAE has been formulated as a classification problem (Nguyen et al., 2016). Previous classification-based approaches have utilized pipelined approaches (Yang et al., 2019a; Wadden et al., 2019) as well as incorporating global features for joint inference (Li et al., 2013; Yang and Mitchell, 2016; Lin et al., 2020). However, most of these classification approaches are data-hungry and do not generalize well in the low-data setting (Liu et al., 2020; Hsu et al., 2022). To improve generalizability, some works have explored better usage of label semantics by formulating EAE as a question-answering task (Liu et al., 2020; Li et al., 2020; Du and Cardie, 2020). Recent approaches have explored the use of natural language generative models for classification and structured prediction for better generalizability (Schick and Schütze, 2021a,b). TANL (Paolini et al., 2021) treats EAE as a translation between augmented languages, whereas Bart-Gen (Li et al., 2021) is another generative approach that focuses on document-level EAE. DEGREE (Hsu et al., 2022) is a recently introduced state-of-the-art generative model which has shown better performance in the limited data regime. Another set of works transfer knowledge from similar tasks like abstract meaning representation and semantic role labeling (Huang et al., 2018; Lyu et al., 2021; Zhang et al., 2021) to perform EAE.

Since the evaluation of these models is done on previous EAE datasets, it is unclear if these approaches can be generalized to handle a diverse set of events. In our work, we benchmark various classes of previous models on our benchmarking test suites. Furthermore, we propose a new model AutoDEGREE which outperforms previous models and serves as a strong baseline for future works.

3 GENEVA Dataset

Annotating data for EAE for a diverse set of events is a resource-heavy and expensive process. Rather, we take advantage of the shared properties between Semantic Role Labeling (SRL) and EAE and utilize an existing dataset FrameNet to create a wide-coverage dataset for EAE. We follow the event

---

^2Event Detection aims at only identifying the event type documented in the sentence.
Table 1: An illustration of the complex structure for different frames from FrameNet. During GENEVA creation, frame elements in the same color are merged into a single argument role, while those in italics are filtered out.

![Image](https://framenet.icsi.berkeley.edu)

Table 1 where we show two distinct frames from FrameNet which are relevant for EAE (highlighted in non-italics in Table 1) which demonstrates the second challenge.

We provide an example of these challenges in (1) FrameNet frames have a complex structure comprising of a wide range of frame elements which may all not be relevant for EAE.

3.2 Creation of GENEVA

In order to bridge the differences between the task definitions of SRL and EAE (discussed in Section 3.1), we perform several merging and filtering operations to create more distinctive and representative event types and argument roles. We also perform a human validation to ensure the significance of these operations. We show the transformation of FrameNet into GENEVA in Figure 2 and describe each of these operations in detail below.

**Event Filtering:** This operation deals with filtering of frames from FrameNet which are relevant for the task of EAE. The first set of filtering is done by selecting frames which have a relation with the "Event" frame inspired by Li et al. (2019) and leads to a total of 289 frames (Step 1 in Figure 2). Next, we use the structure of events and filter out frames which do not have any arguments or datapoints

**Human Validation:** We show the transformation of FrameNet into GENEVA in Figure 2 and describe each of these operations in detail below.
### Table 2: Statistics for the different datasets for Event Argument Extraction.

| Dataset | #Sentences | #Event Types | #Arg Types | #Event Mentions | #Arg Mentions | Avg. Event Mentions | Avg. Arg Mentions |
|---------|-------------|--------------|------------|----------------|--------------|--------------------|------------------|
| ACE     | 18,927      | 33           | 22         | 5,055          | 6,040        | 153.18             | 274.55           |
| ERE     | 17,108      | 38           | 21         | 7,284          | 10,479       | 191.68             | 499              |
| GENEVA  | 3,673       | 115          | 187        | 7,576          | 11,163       | 65.88              | 59.7             |

We manually merge similar and fine-grained frames (Step 2). This yields a total of 230 frames.

**Event Merging:** This operation deals with merging similar frames into a single event type (e.g. **Visiting** and **Travel**). Following their hierarchical event ontology from MAVEN (Wang et al., 2020) we manually merge similar and fine-grained frames to reduce the total number of event types to 158 (Step 3), covering up to 36% annotated sentences of the FrameNet dataset.

**Argument Role Filtering and Merging:** Each frame comprises of a large set of frame elements in FrameNet. At this step, we aim to filter and merge them into a reduced set of argument roles (Step 4). We filter frame elements with high precision by removing all the **non-core** frame elements as they are generic and not frame-specific by definition (highlighted in gray in Table 1). We further remove all argument roles with no mentions in the data. To facilitate better overlap of argument roles across events and reduce redundancy, we manually merge frame elements (e.g. **Agent in Visiting frame and Traveler in Travel frame**) based on their relevance and similarity to each other. This yields us with a total of 250 argument roles.

**Data Based Filtering:** We set a minimum data requirement to 5 event mentions (in order to aid better evaluation) and remove event types that do not meet that criteria (e.g. **Lighting**). The final event schema of GENEVA comprises of 115 event types and 187 argument roles. We also organize our events into the hierarchical event schema devised by MAVEN (shown in Appendix D).

**Human Validation:** In order to distinguish GENEVA from FrameNet and validate the utility of our merging operations, we set up a human validation experiment (Step 6). We present the human annotators with three sentences - one primary and two candidates - and ask them if the event type described in the primary sentence is similar to the event types in either of the candidates or distinct from both (Example in Appendix H). One candidate is chosen as a sentence from one of the frames merged with the primary event, while the other candidate is chosen from a similar unmerged frame, which is a sibling event of the primary event discovered from the event ontology. The annotators chose the merged frame candidates on an average of 87%. The validation was done by three annotators over 61 sampled triplets and with 0.7 inter-annotator agreement measured in Fleiss’ kappa (Fleiss, 1971). This human validation ensures high dataset quality as well as underlines the significance of the various operations performed for the creation of GENEVA.

### 3.3 Data Analysis

Here, we show how GENEVA is different from previous EAE datasets of ACE and ERE, and is more suited to evaluate the generalizability of EAE models. The major statistics for GENEVA are shown in Table 2 along with its comparison with ACE and ERE. We observe that GENEVA has fewer sentences compared to the other datasets. Nevertheless, it has thrice the number of event types and 8 times the number of argument roles relative to ACE/ERE. Furthermore, the number of event and argument role mentions are more compared to the previous datasets. Naturally, the average number of mentions per event and argument role (refer to the last two columns in Table 2) is much lesser for GENEVA. We categorize the event types for GENEVA and ACE into abstract event types (as defined in MAVEN (Wang et al., 2020)) and show their distribution in Figure 1. The figure depicts how ACE events are concentrated only in specific abstractions of Action and Change, while GENEVA has a more diverse distribution. Overall, these statistics show how GENEVA is more diverse and challenging than the previous datasets.

Due to the high number of event types and argument roles, GENEVA is a highly dense dataset. We plot the distribution of argument roles per sentence⁵ for ACE, ERE, and GENEVA in Figure 3.

---

⁵We remove no event mention sentences for ACE/ERE.
With a focus on the evaluation of the generalizability of the EAE models, we fabricate four benchmarking test suites clubbed into two higher-level settings, as described below:

**Limited Training Data:** This setting mimics the realistic scenario when there are fewer annotations available for the target events and evaluates models’ ability to learn from limited training data. We present two test suites for this setting:
- Low resource (LR): Training data is created by randomly sampling $n$ event mentions. We record the model performance across a spectrum from extremely low resource ($n = 1$) to moderately resource ($n = 1200$) settings.
- Few-shot (FS): Training data is curated by sampling $n$ event mentions uniformly across all events. This sampling strategy avoids biases towards high data events and assesses the model’s ability to perform well uniformly across events. We study the model performance from one-shot ($n = 1$) to five-shot ($n = 5$) for this test suite.

**Unseen Event Data:** The second setting focuses on the scenario when there is no annotation available for the target events. This helps test models’ ability to generalize to unseen events and argument roles. We propose two test suites:
- Zero-shot (ZS): The top 10 events in terms of data availability is used to create the training data and the remaining 105 events are utilized for testing. Intending to study the impact of event diversity on the zero-shot model performance, we create three training datasets by sampling a fixed 450 sentences\(^7\) for $m$ events from the larger training corpus. We vary $m$ from 1 most-frequent event to 10 events.
- Cross-type Transfer (CTT): Adhering to the hierarchical event schema (refer to Appendix D), we curate a training dataset comprising of events of a single abstraction category (e.g. Scenario), while the test dataset comprises of events of all other abstraction types. This test suite also assesses models’ transfer learning strength.

We report the data statistics for these benchmarking setups in Appendix B. For each of the test suites involving sampling, we sample 5 different datasets\(^8\) and report the average model performance to account for the sampling variation.

### 4 Proposed Model — AutoDEGREE

In our work, we introduce a new model AutoDEGREE which aims to provide better generalizability for EAE. AutoDEGREE reforms a recent approach DEGREE (Hsu et al., 2022) with automated refinements. These refinements aid AutoDEGREE to scale up robustly to a wide range of event types while eliminating the human effort requirements of DEGREE. In this section, we first briefly introduce the base DEGREE model and then describe our proposed model AutoDEGREE.

#### 4.1 DEGREE

DEGREE\(^9\) is an encoder-decoder based generative model which utilizes natural language templates as part of input prompts. The input prompt comprises of three components - (1) *Event Type Description* which provides a definition of the given event type, (2) *Query Trigger* which indicates the trigger word for the event mention, and (3) *EAE Template* which is a natural sentence combining the different argument roles of the event. Conditioned on the input prompt, the model generates a natural language sentence with the extracted arguments. Restructuring argument roles into natural language input prompts helps DEGREE better leverage label semantics, and

---

\(^{4}\)Due to a high variation in the number of event mentions per sentence, a fixed number of sampled sentences could have a varied number of event mentions. To discount this variability, we create the sampled training data such that each of them has a fixed number of $n$ event mentions.

\(^{7}\)Fixing the training data size removes the confounding variable of data size for the study.

\(^{8}\)All datasets will be released for reproducibility purpose.

\(^{9}\)For our work, we consider the EAE version of DEGREE.
this fundamentally assists it to generalize in the low-data setting. We illustrate DEGREE along with an example of its input prompt design in Figure 4.

Despite the superior performance of DEGREE in the low-data setting, it can not be deployed on GENEVA. This is because DEGREE requires manual human effort for the creation of input prompts for each event type and argument role and can’t be scaled to 115 event types and 187 argument roles in GENEVA. Thus, there is a need to automate the manual human effort to scale up DEGREE.

### 4.2 AutoDEGREE

AutoDEGREE exploits the same working principle of using natural language input prompts as DEGREE, while scaling up the prompt creation pipeline via automated refinements. DEGREE requires human effort for two input prompt components - (1) Event Type Description and (2) EAE Template. We describe the automated refinements in AutoDEGREE for these components below.

#### 4.2.1 Automating Event Type Description

Event type description is a natural language sentence describing the event type. In order to automate this component, we propose a simple heuristic that creates a simple natural language sentence mentioning the event type - “The event type is {event-type}”. as illustrated in Figure 5.

#### 4.2.2 Automating EAE Template

EAE template generation in DEGREE can be split into two subtasks, which we discuss in detail below.

**Argument Role Mapping:** This subtask maps each argument role to a natural language placeholder phrase based on the characteristics of the argument role. For example, the argument role Employer is mapped to “some organization” in Figure 4. While training, DEGREE learns to replace these placeholders in the prompt with the arguments from the passage. Mapping each unique argument role to a placeholder phrase requires commonsense knowledge, and thus rendering this subtask manual in nature.

For automating this mapping process, we propose a simple refinement of self mapping. Self mapping maps each argument role to a self-referencing placeholder phrase “some {arg-name}”, where {arg-name} is the argument role itself. For example, the argument role Employer would be mapped to “some employer”. We illustrate an example of this heuristic in Figure 5.

**Template Generation:** The second subtask requires generating a natural sentence(s) using the argument role mapped placeholder phrases (as shown in Figure 4). Each event type comprises of a distinct set of argument roles. Thus, generating EAE templates for each event type is tedious and created by human in DEGREE.

In order to automate this subtask, AutoDEGREE utilizes an event-agnostic template composed of argument role-specific sentences. For each argument role in the event, we generate a sentence of the form “The {arg-name} is {arg-map}.” where {arg-name} and {arg-map} is the argument role and its mapped placeholder phrase respectively. For example, the sentence for argument role Employer with self mapping would be "The employer is some employer". The final event-agnostic template is a simple concatenation of all the argument role sentences. We provide an illustration of the event-agnostic template in Figure 5.

### 5 Experimental Setup

In this section, we describe the baseline models and the evaluation metrics for our experiments.
5.1 Baseline Models

We aim to evaluate the generalizability of various representative EAE models on our GENEVA benchmarking test suites. These models include (1) DyGIE++ (Wadden et al., 2019), a traditional classification based model utilizing multi-sentence BERT encodings and span graph propagation. (2) OneIE (Lin et al., 2020), a multi-tasking objective based model exploiting global features for optimization. (3) BERT_QA (Du and Cardie, 2020), a BERT-based model leveraging label semantics by framing EAE as a machine reading comprehension task. In order to scale BERT_QA to a wide range of argument roles, we generate question queries of the form “What is {arg-name}?” for each argument role {arg-name}. (4) TANL (Paolini et al., 2021), a language generation model which treats EAE as a translation task. We benchmark our proposed model AutoDEGREE with these baseline models.

5.2 Evaluation Metrics

Following the traditional evaluation for EAE tasks, we report the micro F1 scores for argument classification. To encourage better generalization across wide range of events, we also use macro F1 score that reports the average of F1 scores for each event type. For the limited data test suites, we record a model performance curve, wherein we plot the F1 scores against the number of training instances.

6 Results and Analysis

Following the benchmarking setups discussed in Section 3.4, we organize the main experimental results into limited training data and unseen event data settings. When trained on complete training data, we observe that OneIE achieves a poor micro F1 score of just 38.84 while all other models achieve F1 scores above 55. This can be attributed to the model design of OneIE as it is unable to handle overlapping argument roles.10 Due to its inferior performance, we do not include OneIE in the benchmarking results.

6.1 Limited Training Data

Limited training data setting comprises of the low resource and the few-shot test suites. We present the model benchmarking results in terms of macro F1 and micro F1 scores for the low resource test suite in Figure 6. We observe that AutoDEGREE beats all other baselines significantly in terms of macro F1 and performs well uniformly across all event types. Although TANL and DyGIE++ achieve high micro F1 when trained on high number of training instances, their macro scores are still relatively poor. This indicates that these models are biased towards specific events and do not generalize well.

Figure 6: Model performance in macro F1 (top) and micro F1 (bottom) scores against the number of training event mentions (log-scale) for the low resource suite.

In Figure 7, we show the benchmarking results on the few-shot test suite. The results showcase the clear hierarchy of the model performance, wherein AutoDEGREE significantly outperforms all other models. We also observe the poor performance of traditional classification-based approaches like DyGIE++ and this underlines the importance of using label semantics for better generalizability.

6.2 Unseen Event Data

This data setting includes the zero-shot and the cross-type transfer test suites. We collate the results in terms of micro F1 scores for both the test suites in Table 3. Models like DyGIE++ and TANL cannot support unseen events or argument roles and thus, we do not include these models in the experiments for these test suites.

From Table 3, we observe that AutoDEGREE achieves the best score across all setups of the zero-shot setting. Furthermore, for the cross-type transfer, we observe that the AutoDEGREE outperforms BERT_QA by a significant margin of almost 20 F1 points. This establishes the superior generaliza-

10 One key attribute of GENEVA is that arguments overlap with each other quite frequently in a sentence.
Figure 7: Model performance in macro F1 (top) and micro F1 (bottom) scores against the number of training event mentions per event for the few-shot suite.

Table 3: Model performance in micro F1 scores for the zero-shot (ZS) and cross-type transfer (CTT) test suites. ZS-1, ZS-5, and ZS-10 indicate 1, 5, and 10 event types for training respectively. We exclude TANL and DyGIE++ as they cannot transfer to unseen events.

| Model       | ZS-1  | ZS-5  | ZS-10 | CTT  |
|-------------|-------|-------|-------|------|
| BERT_QA     | 5.21  | 23.15 | 23.23 | 7.83 |
| AutoDEGREE  | 13.91 | 33.06 | 35.47 | 27.26|

Table 4: Model Performance in micro F1 on zero-shot with 10 event types split by abstract event types for (1) AutoDEGREE with no pre-training (Scratch Model), and (2) Pre-Trained AutoDEGREE on ACE (Pre-Trained Model). ∆: model performance difference.

| Abstract Event Type | Scratch Model | Pre-Trained Model | ∆    |
|---------------------|---------------|------------------|------|
| Action              | 28.11         | 32.32            | 4.21 |
| Possession          | 40.19         | 44.41            | 4.21 |
| Change              | 41.15         | 44.92            | 3.77 |
| Sentiment           | 43.39         | 44.92            | 1.53 |
| Scenario            | 40.77         | 32.24            | -8.53|

6.3 Case Study: Is ACE diverse enough?

In this section, we conduct a case study to analyze how the limited diversity of ACE can affect the generalizability of EAE models. We compare the performance of two models with different initializations - (1) AutoDEGREE pre-trained on the ACE dataset and (2) AutoDEGREE with no pre-training - on the zero-shot with 10 event types benchmarking setup. We dissect the F1 scores into different abstract event types and show the results in Table 4.

We observe that pre-training yields major improvements for the abstractions of Action, Possession, and Change - which are well-represented in ACE. On the other hand, we observe lower or negative performance improvement for the abstractions of Sentiment and Scenario - which are not represented in ACE. This trend clearly shows that the lack of diversity in ACE restricts the models’ ability to generalize to out-of-domain event types. We also highlight the significance of GENEVA as its diverse evaluation setup helps analyze these trends.

6.4 Discussion

Overall, our experiments on the various benchmarking test suites reveal many insights. First, we observe the superior generalizability of AutoDEGREE. Second, macro score evaluation reveals how models like TANL and DyGIE++ are biased towards specific events and show poor generalization. Overall, we observe better performance of generation-based models, like TANL and AutoDEGREE compared to classification-based models, like OneIE and DyGIE++ across all test suites.

7 Conclusion and Future Work

In this paper, we introduce a new diverse EAE dataset GENEVA comprising of a wide range of event types and argument roles. We develop four benchmarking test suites for evaluating model generalizability on the dataset and benchmark various representative EAE models. We also propose AutoDEGREE which shows superior generalization across the different test suites. Future work includes expansion of this dataset to cover more diverse event types and argument roles. Efforts can also be taken to improve the automated heuristics for AutoDEGREE and in turn, pushing the limit of generalizability furthermore.
Limitations

We would like to highlight a few limitations of our work. First, we would like to point out that GENEVA is designed to evaluate the generalizability of EAE models. Although the dataset contains event type and event trigger annotations, it can only be viewed as a partially-annotated dataset if end-to-end event extraction is considered. Furthermore, there is no guarantee that all possible events in the sentence are exhaustively annotated. Finally, GENEVA is derived from an existing dataset FrameNet. Despite the exhaustive human efforts put into the argument selection and frame merging, the label quality in GENEVA is still influenced by the annotation quality of FrameNet.

Ethical Consideration

We would like to list a few ethical considerations for our work. First, GENEVA is derived from FrameNet which comprises of annotated sentences from various news articles. Many of these news articles cover various political issues which might be biased and sensitive to specific demographic groups. We encourage careful consideration for utilizing this data for applying trained models in this dataset for real-world production. Another consideration for our work would be concerning the applications of our proposed model AutoDEGREE, as it is a generative approach. Despite best efforts to exercise control over the output generation, it is not guaranteed to produce sentences that adhere to the template and are safe in nature. It can be susceptible to adversarial attacks and produce incoherent and unsafe sentences.
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A Task Definition

An event is a specific occurrence involving multiple participants and is labeled with a specific event type. An event mention is a sentence in which the event is described. An event trigger is a word phrase which best expresses the event occurrence in an event mention. An event argument is a word phrase that mentions an event-specific attribute or participant and is labeled with a specific argument role. EAE aims at identifying event arguments in event mentions and classifying them into argument roles. EAE models can utilize event type and the associated event trigger as additional information for the task. For example, in the illustration in Figure 8, EAE requires the extraction of the argument roles of Helper, Benefiter, and Goal using the event type Assistance and the event trigger helping (highlighted in blue).

Figure 8: An illustration of Event Argument Extraction for the Assistance event type, which comprises of argument roles like Helper, Benefiter, and Goal.

B Data Statistics for different benchmarking test suites

We show the data statistics for the various benchmarking scenarios in Table 5. For the training set of the low resource and few-shot scenarios (indicated by * in Table 5), we sample a smaller training set (as discussed in Section 3.4). For the zero-shot setup, the top 10 event types contribute to a large pool of 1,889 sentences. For the test suites, a fixed number of 450 and 115 sentences are sampled for the training and the development set (indicated by + in Table 5) from this larger pool of data.

C Event Type Distribution for GENEVA

We show the distribution of event mentions per event type for GENEVA in Figure 9. We observe a highly skewed distribution with 44 event types having less than 25 event mentions. Furthermore, 93 event types have less than 100 event mentions. We believe that this resembles a more practical scenario where there is a wide range of events with limited event mentions while a few events have a large number of mentions.

D Event Schema Organization for GENEVA

The broad set of event types in GENEVA can be organized into a hierarchical structure based on event type abstractions. Adhering to the hierarchical tree structure introduced in MAVEN, we show the corresponding organization for event types in GENEVA in Figure 12. The organization mainly assumes five abstract event categories - Action, Change, Scenario, Sentiment, and Possession. The most populous abstract type is Action with a total of 53 events, while Scenario abstraction has the lowest number of 9 events.

We also study the distribution of event mentions per event type in Figure 12 where the bar heights are indicative of the number of event mentions for the corresponding event type (heights in log-scale). We observe that the most populous event is Statement which falls under the Action abstraction. On the other hand, the least populous event is Recovering which belongs to the Change abstraction.

GENEVA comprises of a diverse set of 115 event types and it naturally shares some of these with the ACE dataset. In Figure 12, we show the extent of the overlap of the mapped ACE events in the GENEVA event schema (text labels colored in red). We can observe that although there is some

Table 5: Data statistics of the number of test sentences for the different benchmarking test suites. Here, LR: Low Resource, FS: Few-shot, ZS: Zero-shot, CTT: Cross-Type Transfer. * and + indicate that certain sampling is done for creating these datasets. More details are provided in the text.

|               | LR/FS | ZS | CTT |
|---------------|-------|----|-----|
| # Train Sentences | 1,967* | 450+ | 268 |
| # Test Sentences  | 778   | 115+ | 66  |
| # Test Sentences  | 928   | 1,784| 3,339 |
| Model    | ZS-1 | ZS-5 | ZS-10 | CTT  |
|----------|------|------|-------|------|
| BERT_QA  | 3.12 | 23.15| 19.99 | 19.93|
| AutoDEGREE | 12.61| 32.29| 34.8  | 27.27|

Table 6: Model Performance in terms of F1 score for DEGREE and AutoDEGREE on the ACE dataset.

Table 7: Model performance in macro F1 scores for the zero-shot (ZS) and cross-type transfer (CTT) test suites. ZS-1, ZS-5, and ZS-10 indicate the test suites with 1, 5, and 10 event types for training. We exclude TANL and DyGIE++ from the results as they cannot transfer to unseen events.

E Comparison of AutoDEGREE with DEGREE

In our work, we introduce a new model AutoDEGREE which provides automated and scaling refinements over the DEGREE model. Here, we provide a comparison of these two models and a corresponding ablation study for the various components of the AutoDEGREE model. We train the AutoDEGREE on the standard ACE dataset and show the results in Table 6.

F Macro F1 Results for Unseen Event Data

The unseen event data setting comprises of the zero-shot and the cross-type transfer test suites. We present the results for model performance for these test suites in terms of macro F1 scores in Table 7. We observe similar trends like observed for micro F1 scores wherein AutoDEGREE outperforms BERT_QA significantly across all test suites.

G Impact of Pre-training

In this section, we explore the impact of pre-training our models on previous datasets like ACE/ERE and evaluating them on the GENEVA benchmarking setups. Currently, we only report the model performance for our proposed model AutoDEGREE and a classification baseline model of BERT_QA.\(^\text{12}\) Figures 10 and 11 show the impact of pre-training on the low-resource and few-shot test suites respectively.

We observe that pre-training helps model performance by 5-10 F1 points, and naturally in the low-data regime. But the gains diminish and are almost negligible when the number of training event mentions increases. Also, the zero-shot performance for the pretrained models isn’t as impressive with AutoDEGREE achieving a micro F1 of 12.83 and BERT_QA achieving a score of 6.82 respectively, despite being fully trained on the ACE dataset. Poor zero-shot performance and diminishing performance gains indicate that GENEVA is distributionally distinct from the ACE dataset, which makes it challenging to achieve good model performance on GENEVA merely via transfer learning.

\(^\text{12}\)We use BERT-Base as the PLM for these experiments.
Figure 11: Model performance in macro F1 (top) and micro F1 (bottom) scores against the number of training event mentions per event for the few-shot test suite. Here we majorly compare the impact of pre-training on the model performance.

H Human Validation Experiment Setup

We present the human annotators with three sentences - one primary and two candidates - and ask them if the event type described in the primary sentence is similar to the event types in either of the candidates or distinct from both (Example in Appendix H). One candidate is chosen as a sentence from one of the frames merged with the primary event, while the other candidate is chosen from a similar unmerged frame, which is a sibling event of the primary event discovered from the event ontology. The annotator chooses between three options - Candidate 1, Candidate 2, or None. We provide an example of the annotation setup used for the human validation experiment conducted as part of GENEVA creation process in Table 8.

I Hyperparameters and Experimental Setup

In this section, we provide details about the experimental setups and training details for various EAE models we mentioned in our work.

I.1 AutoDEGREE

We closely follow the training setup by DEGREE for training the AutoDEGREE models. We run experiments for AutoDEGREE on a NVIDIA GeForce RTX 2080 Ti machine with support for 8 GPUs. We present the complete range of hyperparameter details in Table 9. We deploy early stopping criteria for stopping the model training.

I.2 BERT_QA

We mostly follow the original experimental setup and hyperparameters as described in Du and Cardie (2020). We use BERT-LARGE instead of the original BERT-BASE to ensure that the PLMs are of comparable sizes for AutoDEGREE and BERT_QA. We run experiments for this model on a NVIDIA A100-SXM4-40GB machine with support for 4 GPUs. A more comprehensive list of hyperparameters is provided in Table 10.

I.3 TANL

We report the hyperparameter settings for the TANL experiments in Table 11. We make optimization changes in the provided source code of TANL to include multiple triggers in a single sentence. Experiments for TANL were run on a NVIDIA GeForce RTX 2080 Ti machine with support for 8 GPUs.

I.4 DyGIE++

We report the hyperparameter settings for the DyGIE++ experiments in Table 12. Experiments for DyGIE++ were run on a NVIDIA GeForce RTX 2080 Ti machine with support for 4 GPUs.

I.5 OneIE

We report the hyperparameter settings for the OneIE experiments in Table 13. Experiments for OneIE were run on a NVIDIA GeForce RTX 2080 Ti machine with support for 4 GPUs.

J Complete Results

In this section, we present the exhaustive set of results for each of the runs for the different benchmarking suites. We show the results for the low-resource and few-shot setting are shown in Tables 14 and 15 respectively. Tables 16 and 17 display the results for the zero-shot and cross-type transfer settings respectively.
Both villages offer good waterfront restaurants with homestyle Chinese food, principally seafood fresh from the tank.

It gives an overview of Macau’s history and its daily life and traditions.

He should do more to reduce tax rates on wealth and income, in recognition of the fact that those cuts yield higher, not lower, revenues.

Table 8: Illustration of the human validation setup for one annotation. This setup is used for evaluating the merging operation done in the creation of GENEVA.

| PLM | BART-Large | PLM | T5-Base |
|-----|------------|-----|---------|
| Training Batch Size | 6 | Training Batch Size | 8 |
| Eval Batch Size | 12 | Eval Batch Size | 12 |
| Learning Rate | $1 \times 10^{-5}$ | Learning Rate | $5 \times 10^{-4}$ |
| Weight Decay | $1 \times 10^{-5}$ | # Training Epochs | 4* |
| # Warmup Epochs | 5 | Evaluation per # Steps | 100 |
| Gradient Clipping | 5 | Max Sequence Length | 256 |
| Max Training Epochs | 50 | # Beams | 8 |
| # Accumulation Steps | 1 | | |
| Beam Size | 1 | | |
| Max Sequence Length | 400 | | |
| Max Output Length | 50 | | |

Table 9: Hyperparameter details for AutoDEGREE model.

Table 10: Hyperparameter details for BERT_QA model. * indicates that we increase the training epochs upto 25 as we reduce the training data for low-resource and few-shot settings.

Table 11: Hyperparameter details for TANL model. * indicates that we increase the training epochs upto 100 as we reduce the training data for low-resource and few-shot settings.

Table 12: Hyperparameter details for DyGIE++ model. * indicates that we increase the training epochs upto 200 as we reduce the training data for low-resource and few-shot settings.
| PLM          | BERT-Large |
|--------------|------------|
| Training Batch Size | 6          |
| Eval Batch Size    | 12         |
| Learning Rate     | $1 \times 10^{-5}$ |
| # Training Epochs | 150*       |
| Evaluation per # Epoch | 1         |
| Max Sequence Length | 175       |
| # Beams          | 8          |

Table 13: Hyperparameter details for OneIE model. * indicates that we increase the training epochs upto 150 as we reduce the training data for low-resource and few-shot settings.
Figure 12: Circular bar plot for the various event types present in the GENEVA dataset organized into abstract event types. The height of each bar is proportional to the number of event mentions for that event (height is in log-scale). Bar labels colored in red are the set of overlapping event types mapped from the ACE dataset.
| # Training Event Mentions | AutoDEGREE | BERT_QA |
|---------------------------|------------|---------|
|                           | Micro      | Macro   |       |       |       |
| 1                         | 0.07       | 0.00    | 0.15  | 5.09  | 0.00  |
|                           | 0.29       | 0.00    | 0.22  | 3.81  | 0.00  |
| 10                        | 1.33       | 3.99    | 6.56  | 1.75  | 6.45  |
|                           | 1.03       | 2.78    | 4.77  | 0.74  | 5.14  |
| 25                        | 8.69       | 11.32   | 12.44 | 16.51 | 5.64  |
|                           | 6.67       | 8.84    | 10.59 | 14.87 | 5.56  |
| 50                        | 18.28      | 21.75   | 15.78 | 19.48 | 15.97 |
|                           | 15.49      | 17.16   | 14.14 | 17.28 | 13.26 |
| 100                       | 32.51      | 33.16   | 30.37 | 27.84 | 25.25 |
|                           | 29.31      | 29.95   | 23.90 | 23.41 | 22.47 |
| 200                       | 45.21      | 40.31   | 41.38 | 45.21 | 40.31 |
|                           | 38.72      | 35.31   | 35.96 | 38.72 | 35.31 |
| 400                       | 50.00      | 52.25   | 51.39 | 51.42 | 52.06 |
|                           | 45.15      | 47.83   | 47.03 | 46.79 | 48.52 |
| 1200                      | 61.16      | 59.35   | 60.25 | 60.64 | 60.60 |
|                           | 58.71      | 56.45   | 58.10 | 58.89 | 59.21 |
| 4132                      | 61.35      | 61.20   | 61.20 | 60.92 | 61.16 |
|                           | 58.76      | 59.18   | 59.18 | 58.28 | 59.60 |
|                           |            |         |       |       |       |
| DyGIE++                   | Micro      | Macro   |       |       |       |
| 1                         | 0.01       | 0.15    | 0.00  | 0.73  | 0.57  |
|                           | 0.01       | 0.08    | 0.00  | 0.19  | 0.51  |
| 10                        | 0.00       | 0.00    | 0.00  | 0.00  | 0.00  |
|                           | 0.00       | 0.00    | 0.00  | 0.00  | 0.00  |
| 25                        | 0.52       | 0.15    | 0.37  | 1.98  | 0.01  |
|                           | 0.36       | 0.07    | 0.33  | 1.99  | 0.02  |
| 50                        | 1.62       | 1.83    | 1.18  | 0.52  | 0.96  |
|                           | 1.56       | 1.77    | 1.40  | 0.49  | 0.73  |
| 100                       | 6.24       | 6.28    | 7.46  | 4.94  | 4.38  |
|                           | 4.12       | 4.52    | 4.12  | 3.78  | 4.29  |
| 200                       | 16.17      | 13.99   | 12.81 | 15.17 | 12.06 |
|                           | 9.62       | 10.18   | 8.50  | 9.01  | 6.62  |
| 400                       | 28.44      | 29.42   | 32.75 | 29.42 | 29.61 |
|                           | 17.95      | 21.20   | 21.40 | 19.75 | 19.30 |
| 1200                      | 57.00      | 56.49   | 55.29 | 58.24 | 57.40 |
|                           | 46.52      | 45.48   | 45.02 | 46.13 | 46.85 |
| 4132                      | 66.07      | 67.27   | 66.42 | 66.58 | 66.77 |
|                           | 54.88      | 57.00   | 55.35 | 55.51 | 55.23 |
|                           |            |         |       |       |       |
| TANL                      | Micro      | Macro   |       |       |       |
| 1                         | 0.07       | 0.22    | 0.20  | 0.97  | 1.52  |
|                           | 0.29       | 0.08    | 0.07  | 0.70  | 1.16  |
| 10                        | 0.47       | 1.03    | 7.06  | 1.38  | 4.55  |
|                           | 0.52       | 0.72    | 2.54  | 1.42  | 2.52  |
| 25                        | 6.77       | 8.98    | 8.34  | 13.26 | 4.65  |
|                           | 3.92       | 4.36    | 4.82  | 8.38  | 4.15  |
| 50                        | 12.36      | 16.81   | 14.30 | 18.49 | 13.14 |
|                           | 6.76       | 9.35    | 9.78  | 10.00 | 8.11  |
| 100                       | 27.44      | 24.09   | 28.50 | 26.05 | 25.44 |
|                           | 17.08      | 14.31   | 15.68 | 16.37 | 16.28 |
| 200                       | 40.86      | 41.19   | 36.94 | 41.77 | 39.10 |
|                           | 27.01      | 28.99   | 25.61 | 26.08 | 25.25 |
| 400                       | 49.84      | 50.48   | 50.77 | 50.44 | 51.01 |
|                           | 35.76      | 35.36   | 36.86 | 35.85 | 36.01 |
| 1200                      | 63.97      | 61.69   | 59.98 | 60.04 | 61.79 |
|                           | 51.46      | 47.92   | 45.85 | 45.30 | 47.44 |
| 4132                      | 68.78      | 68.94   | 68.18 | 69.07 | 68.17 |
|                           | 58.67      | 57.90   | 58.20 | 58.31 | 58.93 |

Table 14: Complete set of results of the 5 different runs for all models for the low resource test suite. Here Micro is the micro F1 score and Macro is the macro F1 score.
| # Training Event Mentions per Event Type | AutoDEGREE | BERT_QA |
|-----------------------------------------|------------|---------|
| 1 | Micro | 30.75 | 31.31 | 28.49 | 31.46 | 21.42 | 16.38 | 13.48 | 11.00 | 13.21 | 14.97 |
| | Macro | 28.62 | 29.64 | 27.95 | 29.73 | 18.67 | 16.08 | 13.14 | 10.59 | 12.85 | 14.64 |
| 2 | Micro | 40.51 | 39.16 | 40.49 | 40.89 | 43.75 | 26.42 | 22.79 | 27.15 | 21.42 | 19.97 |
| | Macro | 39.39 | 39.17 | 38.62 | 38.37 | 41.20 | 23.38 | 20.98 | 24.72 | 20.06 | 18.84 |
| 3 | Micro | 48.75 | 47.19 | 47.25 | 49.61 | 47.16 | 31.28 | 31.69 | 28.62 | 31.06 | 31.88 |
| | Macro | 46.19 | 44.92 | 44.88 | 46.98 | 45.06 | 28.31 | 26.62 | 27.08 | 26.00 | 28.00 |
| 4 | Micro | 51.93 | 50.48 | 50.57 | 50.56 | 50.37 | 36.70 | 36.47 | 33.53 | 36.31 | 36.27 |
| | Macro | 49.68 | 48.00 | 48.80 | 47.75 | 49.64 | 32.22 | 32.97 | 30.45 | 31.64 | 33.20 |
| 5 | Micro | 51.56 | 49.67 | 51.98 | 51.91 | 51.97 | 34.39 | 37.09 | 39.12 | 37.36 | 39.93 |
| | Macro | 50.98 | 48.16 | 49.96 | 49.69 | 49.42 | 30.88 | 33.88 | 35.84 | 32.75 | 35.60 |

Table 15: Complete set of results of the 5 different runs for all models for the few shot test suite. Here Micro is the micro F1 score and Macro is the macro F1 score.

| # Training Events | AutoDEGREE | BERT_QA |
|-------------------|------------|---------|
| 1 | Micro | 14.87 | 13.99 | 14.10 | 14.12 | 12.46 | 5.44 | 4.37 | 5.63 | 4.83 | 5.76 |
| | Macro | 14.48 | 13.38 | 12.77 | 12.01 | 10.43 | 3.55 | 2.82 | 3.99 | 3.16 | 3.06 |
| 5 | Micro | 33.68 | 31.56 | 33.32 | 32.62 | 34.11 | 24.92 | 23.69 | 22.11 | 23.52 | 21.51 |
| | Macro | 33.23 | 30.72 | 33.41 | 30.92 | 33.18 | 23.88 | 20.90 | 18.18 | 19.86 | 17.15 |
| 10 | Micro | 36.79 | 34.72 | 36.90 | 33.64 | 35.31 | 23.30 | 23.48 | 22.68 | 23.45 | 23.25 |
| | Macro | 36.43 | 33.00 | 36.19 | 34.10 | 34.30 | 20.20 | 20.05 | 19.33 | 20.61 | 19.47 |

Table 16: Complete set of results of the 5 different runs for all models for the zero-shot test suite. Here Micro is the micro F1 score and Macro is the macro F1 score.

| | AutoDEGREE | BERT_QA |
|----------------|------------|---------|
| Micro | 28.28 | 25.58 | 27.05 | 28.73 | 26.67 | 8.19 | 4.44 | 10.69 | 7.24 | 8.58 |
| Macro | 28.51 | 26.23 | 25.58 | 28.98 | 27.03 | 8.97 | 3.35 | 10.76 | 7.24 | 9.88 |