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It is generally believed that the laws of thermodynamics govern superconductivity as an equilibrium state of matter. Here we point out that within the conventional BCS-London description of the normal-superconductor transition in the presence of a magnetic field, the transition cannot be reversible, in contradiction with the thermodynamic description and with experiments. This indicates that the conventional theory of superconductivity is internally inconsistent. We argue that to describe a reversible transition it is necessary to assume that charge transfer occurs across the normal-superconductor phase boundary, as proposed in the theory of hole superconductivity. This provides also a solution to the angular momentum puzzle pointed out in previous work. Our explanation can only apply if the current carriers in the normal state are holes. An experimental test of these ideas is proposed.

PACS numbers:

I. INTRODUCTION

The experimental discovery of the Meissner effect in 1933 [1] suggested that the transition between normal and superconducting states in the presence of a magnetic field is a reversible phase transformation between well-defined equilibrium states of matter to which the ordinary laws of equilibrium thermodynamics apply [2]. For example, the Rutgers relation [3] relating the specific heat jump between normal and superconducting phases at the critical temperature to the temperature derivative of the thermodynamic critical field follows from this description. In fact, the Rutgers relation had been found experimentally and interpreted theoretically using thermodynamics [4] before the discovery of the Meissner effect, in a sense anticipating it. Subsequent extensive experimental tests [5, 6] confirmed that in the ideal situation the normal-superconductor transition occurs without entropy production within experimental accuracy, i.e. is reversible, and this has been generally believed ever since.

In this paper we point out that within the conventional London-BCS theory of superconductivity [7] the transition between normal and superconducting states in the presence of a field cannot be reversible but instead is necessarily associated with entropy production. If so, this would render the usual thermodynamic description invalid, and indicate that the experiments consistent with reversibility were flawed [5, 6, 8]. However, we argue instead that the conventional London-BCS description of the transition is flawed, and that the transition is reversible and thermodynamics applies because of some physics that is absent in London-BCS theory but occurs in nature during the normal-superconductor transition: charge transfer in direction perpendicular to the normal-superconductor phase boundary.

In recent work we have argued that charge transfer in direction perpendicular to the normal-superconductor phase boundary is necessary to explain the dynamics of the Meissner effect [9, 10]. In this paper we show that this charge transfer is necessary to render the transition between normal and superconducting states reversible, and that the transition would be irreversible in the absence of this charge transfer, in contradiction with experiment. In addition, we show that this charge transfer resolves the angular momentum puzzle associated with the Meissner effect that we pointed out in previous work [11, 12]. Finally, we discuss an experimental test of these ideas.

II. PHASE EQUILIBRIUM

In a seminal paper [13], H. London analyzed the phase equilibrium between normal and superconducting states in the presence of a magnetic field. The situation is shown schematically in Fig. 1. Following the treatment and notation of ref. [9], in the superconducting phase \((x < x_0)\) a current flows along the \(y\) direction parallel to the phase boundary located at \(x = x_0\), given by

\[
J_y(x) = -\frac{c}{4\pi\lambda_L} H_c e^{(x-x_0)/\lambda_L}
\]
and correspondingly the magnetic field in this region
\[ H(x) = H_c e^{(x-x_0)/\lambda_L} \]
so as to satisfy the London and Ampere equations
\[ \nabla \times \vec{J} = -\frac{c}{4\pi\lambda_L^2} \vec{H} \quad \text{and} \quad \frac{\partial J_y}{\partial x} = -\frac{c}{4\pi\lambda_L^2} H \]
\[ \nabla \times \vec{H} = \frac{4\pi}{c} \vec{J} \quad \text{and} \quad \frac{\partial H}{\partial x} = -\frac{4\pi}{c} J_y. \]

The system is at temperature \( T < T_c \) and the thermodynamic critical field at that temperature is \( H_c \). With the current given by \( J_y = en_s v_s \), \( n_s \) the number of superconducting carriers of charge \( e \) per unit volume, and using the standard relation \( 1/\lambda_L^2 = 4\pi n_s e^2/(mc^2) \) [7] the kinetic energy of the supercurrent per unit volume at \( x = x_0 \) is, from Eq. (1)
\[ \epsilon_k = n_s \frac{1}{2} mv_s^2 = \frac{mJ_y^2}{2e} = \frac{H_c^2}{8\pi}. \]

London [13] considered a virtual displacement of the phase boundary and derived as equilibrium condition for coexistence of the two phases
\[ \Delta F = \frac{H_c^2}{8\pi} = n_s \frac{1}{2} mv_s^2 \]
where \( \Delta F \) is the difference in free energy per unit volume between the normal and the superconducting phase. For the case where the phase boundary moves into the superconducting region the situation is shown schematically in Fig. 2. Eq. (5) says that the kinetic energy of the supercurrent at the phase boundary equals the superconducting condensation energy, and no energy is lost in irreversible processes. In this derivation London neglected the Joule heat \( Q \) that would necessarily be generated when the phase boundary is displaced and an electric field is induced according to Faraday’s law, arguing that if the motion of the phase boundary is slow enough it can be neglected and hence the problem could be treated as a reversible phase transformation.

However, we argue that London’s analysis is flawed because Joule heat is necessarily generated when the phase boundary moves, no matter how slowly the process is. Since Joule heat is only generated in the normal region, more energy will be dissipated when the phase boundary moves into the superconducting region and the normal region is enlarged in the reverse process. Thus, the phase boundary will spontaneously move in the direction of enlarging the superconducting region and thermodynamic equilibrium will not result under the ‘equilibrium condition’ Eq. (5).

\[ t_R = \frac{R}{x_0} \]
where R is the initial length of the normal region in the x direction. The phase boundary position at time t is given by

$$x_0(t) = \dot{x}_0 t - R$$  \hspace{1cm} (7)

According to Faraday’s law, an electric field exists in the y direction in the normal region given by

$$E_y = \frac{H_c}{c} \dot{x}_0$$  \hspace{1cm} (8)

giving rise to a current $J_y = \sigma E_y$, with $\sigma$ the normal state conductivity. The total Joule heat dissipated per unit time is

$$w(t) = J_y E_y [x_0(t) A] = \sigma E_y^2 [x_0(t) A]$$  \hspace{1cm} (9)

over a volume $V(t) = x_0(t) A$, with A the cross-sectional area of the sample. Integrating over time we obtain for the total heat dissipated per unit volume

$$W = \frac{1}{RA} \int_0^{t_R} w(t) \, dt = \frac{\sigma E_y^2}{2} t_R = \frac{H_c^2 4\pi \sigma R^2}{8\pi c^2} t_R.$$  \hspace{1cm} (10)

Using a Drude form for $\sigma$

$$\sigma = \frac{ne^2 \tau}{m_e}$$  \hspace{1cm} (11)

with $\tau$ the Drude collision time, together with the usual relation for the London penetration depth [7]

$$\frac{1}{\lambda_L^2} = \frac{4\pi ne^2}{m_e c^2}$$  \hspace{1cm} (12)

we can write Eq. (10) as

$$W = \frac{H_c^2}{8\pi} \lambda_L^2 \frac{\tau}{\lambda_L^2} t_R$$  \hspace{1cm} (13)

For example, for $R = 1 cm$, $\lambda_L = 500 \AA$

$$W = \frac{H_c}{8\pi} (4 \times 10^{10}) \frac{\tau}{t_R}$$  \hspace{1cm} (14)

so that for a typical collision time at low temperatures $\tau = 10^{-11}s$ if it took $t_R = 10s$ for the phase boundary to move $1 cm$ the Joule heat dissipated is 4% of the condensation energy. In typical experiments the time to reach equilibrium is several seconds, so this simple calculation suggests that the heat dissipated in this irreversible process can be an appreciable fraction of the condensation energy. This appears inconsistent with the experimental reports that indicate near perfect reversibility in these processes [5, 6, 8].

We can obtain a more accurate estimate of the energy dissipated using the procedure of Refs. [9, 14]. We assume the system is expelling a magnetic field $H_c(1 - p)$ from its interior, with $p > 0$. As the phase boundary advances, the eddy currents induced raise the magnetic field to $H_c$ at the phase boundary, and this limits the speed of growth of the superconducting phase. The time evolution of the phase boundary is given by [9]

$$x_0(t)^2 = R^2 - \frac{\alpha pc^2}{2\pi \sigma} t$$  \hspace{1cm} (15)

where the parameter $\alpha$ is determined by the condition

$$\alpha \int_0^1 dy \frac{\pi}{y^2 - 1} = 1.$$  \hspace{1cm} (16)

The induced current in the normal region at position $x$ and time $t$ is given by [9]

$$J_y(x, t) = -\frac{c}{4\pi x_0} H_c e^{\frac{-\frac{\pi}{y} x/y_0(t)^2 - 1}}$$  \hspace{1cm} (17)

and the total time for the phase boundary to move from $x_0 = -R$ to $x_0 = 0$ is given by

$$t_R = \frac{2\pi \sigma}{\alpha pc^2} R^2.$$  \hspace{1cm} (18)

The energy dissipated per unit volume is

$$W = \frac{1}{R} \int_0^{t_R} dt \int_{x_0(t)}^0 dx J_y(x, t) E_y(x, t)$$  \hspace{1cm} (19)

with $E_y = J_y / \sigma$, and a straightforward calculation yields

$$W = 2p \frac{H_c^2}{8\pi}.$$  \hspace{1cm} (20)

Note that this result is very similar to what was obtained in the earlier calculation, since replacing $p$ in Eq. (20) in terms of $t_R$ (Eq. (18) yields

$$W = \frac{H_c^2}{8\pi} \frac{4\pi \sigma R^2}{\alpha c^2} t_R$$  \hspace{1cm} (21)

the same as Eq. (10) except for the parameter $\alpha$, which approaches 1 for $p \rightarrow 0$. For small $p$, $\alpha = 3/(3 - p)$ [9].

Eq. (20) indicates that if the system is in the normal state at temperature $T < T_c$ in a magnetic field slightly
larger than $H_c(T)$ and the magnetic field is lowered for example to 0.95$H_c$, in the process of becoming superconducting and expelling the magnetic field, an entire 10% of the condensation energy of the superconductor will be dissipated as heat. The same result Eq. (20) is obtained for the reverse process where the system is initially in the superconducting state in a magnetic field smaller than $H_c$ and the magnetic field is increased to $H_c(1+p)$, causing the phase boundary to advance into the superconducting phase. The calculation assumes that the supercurrent is not dissipated in Joule heat when a region goes normal, however Joule heat is generated in the normal region because of the Faraday electric field resulting from the changing magnetic field. These results show that the transition from the superconducting to the normal state in the presence of a magnetic field, as well as the transition from the normal to the superconducting state in the presence of a magnetic field, cannot be reversible since the irreversible heat dissipated is given by Eq. (20) which is non-zero for any value of $p$, except $p = 0$ where no transition occurs. The irreversibility becomes smaller as the parameter $p$ decreases and the time $t_R$ over which the transition occurs Eq. (18) increases, but is always nonzero for any finite $t_R$.

The results discussed above were for a planar geometry where the calculations are simplest, however we have found that the results are very similar for a cylindrical geometry [9], and it is to be expected also in other geometries. Whether the system becomes superconducting through the process of expansion of a single domain as calculated here or through the (more realistic) process of creation of superconducting kernels in many locations at random that expand and merge, should not change the results. The essential fact is that to expel the magnetic field from the interior of a simply connected superconducting body, the magnetic field lines have to move through the entire body to the surface and the energy dissipation will only depend on the speed of the process and not on the details of domain growth.

V. THE PUZZLE

The derivation of the relation between change in entropy per unit volume and temperature derivative of critical field [4]

$$S_n - S_s = \frac{1}{8\pi} \frac{\partial H_c^2}{\partial T}$$

(22)

rests on the assumption that the heat transfer to render the superconductor normal is given by

$$\delta Q = TdS$$

(23)

where $dS$ is the change in entropy. In other words, that the process is reversible. The Rutgers relation for the specific heat jump at $T_c$

$$C_s(T_c) - C_n(T_c) = \frac{T_c}{4\pi} \left( \frac{\partial H_c}{\partial T} \right)^2_{T = T_c}$$

(24)

follows from this equation. In addition, at any temperature $T < T_c$ the latent heat involved in the normal-superconductor transition for a sample of volume $V$ is

$$Q = T(S_n - S_s)V = -VT \frac{H_c}{4\pi} \frac{\partial H_c}{\partial T}$$

(25)

assuming no irreversible increase in entropy takes place during the transition.

Keesom and coworkers did careful tests of the relation Eq. (25) for both the superconductor-normal [6] and the normal-superconductor [5] transitions, and found that it holds to great accuracy. As an example, they used an ellipsoidal sample of Sn ($T_c = 3.72K$) of dimensions 17.5 cm x 3.5 cm and measured the latent heat in the S-N transition at temperature 1.239K. Assuming for the conductivity of Sn at low temperatures $\sigma = 5 \times 10^8 \Omega^{-1} cm^{-1}$ [14] yields for Eq. (18)

$$t_R = \frac{\pi}{p} R(cm)^2 s$$

(26)

as the time it takes for the transition to take place in applied magnetic field $H_c(1 + p)$ for sample dimension $R$. According to Eq. (20), this should result in an irreversible heat dissipation of $W = 2pH_c^2/8\pi$, or approximately

$$W \sim \frac{T_c}{T} Q$$

(27)

with $Q$ given by Eq. (25). According to Keeson and van Laer [6], Eq. (25) was satisfied to 0.1% accuracy in their experiment, which implies from Eq. (27) $pT_c/T < 0.001$, hence $p < 0.00033$. From Eq. (26) and assuming $R = 1.75 cm$ (half the diameter of the ellipsoid) yields

$$t_R = 16, 660 s$$

(28)

or 4.6 hours for the duration of the experiment. Instead, according to Ref. [6], the experiment took only 696s. Conversely, we conclude that if the experiment took 696s the difference in the two sides of Eq. (25) should have been a factor of 24 larger than found by Keeson and van Laer. If the experiment was performed with a higher purity sample of Sn with up to two orders of magnitude smaller resistivity [15], the experiments would have to extend over 460 hours to show reversibility to 0.1% accuracy according to these estimates.

In summary, the experiments showed [5, 6] that the normal-superconductor transition is reversible to an accuracy much larger than expected for the duration of the experiments if eddy currents are generated in the normal region as the magnetic field changes as predicted by Faraday’s law. In other words, the transition should be expected to exhibit far more irreversibility than was found in practice. How this can be explained is discussed in the next sections.
Consider again motion of the phase boundary into the normal region at speed \( \dot{x}_0 \). We cannot negate Faraday’s law, so an electric field \( E_y = (H_c/c)\dot{x}_0 \) will necessarily be generated at the boundary and by continuity in the normal region nearby. Is it possible that no current \( J_y \) is generated on the normal side of the phase boundary so as to avoid the irreversible Joule heating \( J_y E_y \) resulting from it?

The answer is yes, provided the normal phase mobile charges are drifting at speed \( \dot{x}_0 \) in the same direction as the phase boundary. If so, the electric and magnetic forces are exactly balanced, both for positive and negative charges (holes or electrons) as shown schematically in Fig. 4, since for a charge \( q \)

\[
\vec{F}_E \equiv q E_y \dot{y} = -\frac{q}{c} \dot{x}_0 H_c \hat{x} \times \dot{z} \equiv -\vec{F}_B = 0
\]

As a consequence, the phase boundary can move into the normal region as the superconducting phase expands without generation of Joule heat. The same argument holds for the opposite motion of the phase boundary into the superconducting region as the normal phase expands, with the normal charges now moving in opposite direction again following the motion of the phase boundary.

The flow of normal charges in direction perpendicular to the phase boundary depicted in Fig. 4 is precisely what is expected within the explanation of the Meissner effect provided by the theory of hole superconductivity [9, 10], as discussed in the next section.

VII. ORBIT EXPANSION AND BACKFLOW

We have argued in previous work that the perfect diamagnetism of superconductors implies that superfluid electrons reside in mesoscopic orbits of radius \( 2\lambda_L \) [11, 16]. The idea that superconducting carriers reside in large orbits was also proposed by several researchers in the pre-BCS era [17–19]. The Larmor diamagnetic susceptibility for electrons in orbits of radius \( k_F^{-1} \) and radius \( 2\lambda_L \) respectively yields the Landau diamagnetic susceptibility of normal metals and \((-1/4\pi)\), perfect diamagnetism, respectively [12], as appropriate for the normal and superconducting phases. This suggests that in the transition to the superconducting state, carriers expand their orbits from microscopic radius \( k_F^{-1} \) to radius \( 2\lambda_L \), and as the magnetic flux through the enlarging orbit increases the carrier acquires an azimuthal velocity generating a magnetic field opposite to the applied one. This provides a dynamical explanation for the origin of the Meissner current, that is not provided within conventional BCS theory [10]. In the planar geometry considered here, the orbits in the normal and superconducting state are shown schematically in Fig. 5. Note that the enlarged orbits in the superconducting region with centers at distance less that \( 2\lambda_L \) from the boundary enter partially into the normal region, up to a distance \( 2\lambda_L \) from the boundary into the normal region. Assuming the orbits correspond to electrons, this implies that negative charge enters from the superconducting into the normal region as an orbit next to the phase boundary expands.

The consequence of this orbit enlargement as carriers become superconducting for the process where the phase boundary moves into the normal region is shown schematically in Fig. 6 [9]. As new carriers (electrons) become superconducting and their orbits enlarge, nega-
As carriers become superconducting (s carriers) they thrust forward into the normal region over a boundary layer of thickness $\lambda_L$, and are deflected by the Lorentz force acquiring speed $v_y = -c/(4\pi n_s e \lambda_L) H_c$, in the $+\hat{y}$ direction assuming the s carriers are electrons. This process creates an electric field $E_x$ in the $+\hat{x}$ direction that drives normal carrier (n carrier) backflow.

The Lorentz force acting on an electron thrusting forward with speed $v_x$ is

$$\vec{F}_L = -\frac{e}{c} v_x H_c \hat{y}$$

and the speed in the $\hat{y}$ direction that an electron acquires in time $\Delta t$ is

$$v_y = \int_0^{\Delta t} \frac{F_L}{m_e} \, dt = -\frac{e}{c} H_c \int_0^{\Delta t} v_x \, dt = -\frac{e}{c} H_c \Delta x$$

so that for $\Delta x = \lambda_L$

$$v_y = -\frac{e}{m_e c} \lambda_L H_c$$

which is precisely the speed of the carriers in the Meissner current Eq. (1). Under the assumption that $v_x >> \dot{x}_0$, the effect of $E_y$ on the forward thrusting electron can be ignored. This process then explains what drives the generation of the Meissner current flowing against the Faraday field $E_y$ as the superconducting phase boundary advances into the normal phase. This physics also explains how in the reverse process, when the normal phase advances into the superconducting phase, the Meissner current stops without generating Joule heat, as will be discussed in detail in Sect. X.

This motion of negative (superconducting) charge into the normal region will create a charge imbalance and an electric field $E_x$ will be generated in the normal region within distance $\lambda_L$ from the phase boundary pointing in the $+\hat{x}$ direction, that will drive a flow of normal charge in the $x$ direction, as shown schematically in Fig. 7. Fig. 7, reproduced from Ref. [10], assumes that the normal carriers (n carriers) are negatively charged electrons. This is incorrect, as discussed in the subsequent section.

VIII. THE SIGN OF THE NORMAL STATE CHARGE CARRIERS

Experiments that measure the gyromagnetic effect [20], the London moment [21] and the Bernoulli potential [22] in superconductors establish that the superconducting charge carriers are negatively charged. Therefore, as carriers at the boundary become superconducting, negative charge is transferred into the normal region within a boundary layer, creating an electric field $E_x$ pointing in the $+\hat{x}$ direction and a normal ‘backflow’ current $J_x$ flowing in the $+\hat{x}$ direction. This backflow of normal carriers could occur through negative electrons moving in the $-\hat{x}$ direction or through positive holes moving in the $+\hat{x}$ direction.

Figure 8 shows the forces acting on the backflowing normal carriers. The speed of the normal carriers in the $x$ direction, $v_x$, has to be $\dot{x}_0$, the speed of motion of the phase boundary, so that no charge accumulation results. If the normal carriers are electrons, electric ($F_E$) and magnetic ($F_B$) Lorentz forces act in the same direction ($-\hat{y}$) as shown in Fig. 8, and this would create an eddy current in the $+\hat{y}$ direction generating entropy and rendering the process irreversible. Instead, if the normal state carriers (n carriers) are positive holes, electric and magnetic forces exactly cancel each other if the hole carriers are moving at the same speed $\dot{x}_0(t)$ as the phase boundary, as given by Eq. (29) and shown in Fig. 8.

This then implies that the normal carriers of materials that become superconducting in a reversible process and exhibit a Meissner effect are necessarily holes.

IX. RESOLUTION OF THE ANGULAR MOMENTUM PUZZLE

For several years we have been pointing out that the Meissner effect raises a puzzling question concerning angular momentum conservation [11, 12]. Consider a superconducting cylinder with axis in the $\hat{z}$ direction to which a magnetic field in the $+\hat{z}$ direction is applied.
Experiments show [20] that the body as a whole develops angular momentum in the $-\hat{z}$ direction, consistent with the fact that electrons in the Meissner current have angular momentum in the $+\hat{z}$ direction to generate a magnetic field in the $-\hat{z}$ direction that nullifies the field in the interior. For this situation the development of angular momentum for both the electrons and the ions can be understood as arising from the force created on the charges by the Faraday electric field generated by the changing magnetic field attempting to penetrate the superconductor [11]. However, for the reverse situation where a metallic cylinder is cooled into the superconducting state in the presence of a magnetic field, the same Meissner current results, hence the same angular momentum has to be generated for both the electrons and the ions respectively. This has not been tested experimentally but is dictated by conservation of angular momentum. In this case however the motion of both the negative electrons in the Meissner current and the positive ions is in direction opposite to that dictated by the Faraday electric field, as shown in Fig. 9. We have called this the angular momentum puzzle.

In Ref. [12], titled ‘the missing angular momentum of superconductors’, we discussed this question and argued that it can be explained through the role of the spin-orbit interaction in the superconducting transition. While we still believe that the spin-orbit interaction plays a key role in superconductivity [16], we don’t believe that it is the explanation for the angular momentum puzzle.

In Ref. [10] we have proposed that the angular momentum puzzle is resolved through transfer of momentum of the backflowing normal electrons to the lattice through scattering by impurities. However, we don’t believe that this is the solution to the angular momentum puzzle either.

Consider once more the process of backflow in the planar geometry, shown now in Fig. 10. In a sense, whether we talk about holes or electrons is semantics. In the process of a hole moving in the $+\hat{x}$ direction an electron necessarily has to be moving in the $-\hat{x}$ direction. The motion is exactly along the $\hat{x}$ direction because we have argued that the forces in the $\hat{y}$ direction are balanced for hole carriers.

But the electric and magnetic forces point in the same direction for the negative electron. How is it possible that it moves purely in the $-\hat{x}$ direction?

The answer is, of course, that there is another force acting on the electron. The lattice exerts a force on the electrons when the charge carriers are holes. In order to balance the forces in the $-\hat{y}$ direction on the electrons, the lattice has to exert a force $F_L = F_E + F_B$ on the electron, pointing in the $+\hat{y}$ direction, as shown in Fig. 10.

And, by Newton’s 3rd law, the electrons in the ‘backflow’ current exert a force $-F_L = -(F_B + F_E)$ pointing in the $-\hat{y}$ direction, also shown in Fig. 10.

In addition, the electric field $E_y$ exerts directly a force $F_E$ on the positive ions in the crystal that points in the $+\hat{y}$ direction and is half the magnitude of $F_L$ (not shown in Fig. 9). The net result is, a net force $F_E$ is exerted on the lattice in direction $-\hat{y}$. This net force transfers to the lattice exactly the same momentum (in opposite direction) that is acquired by the electrons becoming superconducting and carrying the Meissner current. The same reasoning explains the transfer of angular momentum to the body in the cylindrical geometry.

This then explains how the lattice can acquire a momentum (or angular momentum) opposite to that dictated by Faraday’s law when the Meissner current is generated, and resolves the ‘angular momentum puzzle’. The key to the solution is, the carriers in the normal state have to be holes.

Note that this transfer of momentum to the lattice is a non-dissipative process, different from the process that we had proposed earlier involving scattering by impuri-
FIG. 11: (a) Phase boundary moves into the superconducting region, and (b) phase boundary moves into the normal region. The induced electric fields $E_y$ point in opposite directions and so do the induced Foucault currents in the conventional description. In the superconducting region the current is the same for both cases.

It generates no entropy and the process remains reversible.

**X. EXPERIMENTAL TEST**

Consider the growth of the superconducting phase in the presence of a magnetic field in a planar geometry as shown in Fig. 12. We have argued that a hole current $J_x$ flows in a boundary layer of thickness $\lambda_L$ in front of the moving phase boundary, as shown in Fig. 12 (a). Electric and magnetic forces on the normal hole carriers in the $\hat{y}$ direction are balanced, as was shown in Fig. 8. This gives rise to a ‘Hall voltage’ $V_H$ in the $\hat{y}$ direction, that can be detected by placing contacts on the sample along a line parallel to the phase boundary that is approaching at speed $\dot{x}_0$. If the distance between the contacts is $d$, the voltage measured will be $V_H = (H_c/c)\dot{x}_0 d$.

For example, for $H_c = 200G = 60,000V/cm$, the boundary moving at speed $\dot{x}_0 = 0.1cm/s$, and distance between contacts $d = 1cm$, the measured voltage will be $V_H = 0.6\mu V$. The voltage will appear during the time interval $\Delta t$ where the boundary layer of thickness $\lambda_L$ is moving across the $x$-position where the contacts are, $\Delta t = \lambda_L/\dot{x}_0$. For $\lambda_L = 500A$, $\Delta t = 50\mu s$. The polarity of the measured voltage will be as shown in Fig. 12, corresponding to a positive Hall voltage originating in conduction by holes. In contrast, if there is no charge flow in the $\hat{z}$ direction as predicted by the conventional theory, the Faraday electric field $E_y$ will cause charge to accumulate at the lateral edges of the sample, as shown in Fig. 12 (b), so as to exactly compensate the Faraday field $E_y$ (positive (negative) charge to the left (right)), and the voltmeter will measure zero voltage throughout the process.

FIG. 12: In the presence of backflow, a voltmeter connected to the sample as shown in (a) will detect a Hall voltage $V_H$ proportional to the speed of motion of the phase boundary, during the time interval where the boundary layer of thickness $\lambda_L$ in front of the phase boundary moves across the region of the contacts. In the absence of backflow (b), no voltage will be measured.

For other geometries, similar differences in the expected results of such measurements predicted by our theory and the conventional theory may be expected.

**XI. SUMMARY AND DISCUSSION**

In previous work [9, 10] we have argued that to understand the dynamics of the Meissner effect it is necessary to assume that there is motion of charge in direction perpendicular to the normal-superconductor phase boundary, which is not expected within the conventional BCS-London theory of superconductivity. In this paper we have pointed out that such motion of charge also explains why the normal-superconductor transition is experimentally found to be reversible to high accuracy; the magnetic Lorentz force on normal charge carriers moving perpendicular to the phase boundary in a boundary layer cancels the tangential force due the the Faraday electric field that necessarily arises when the phase boundary moves, thus suppressing the generation of Joule heat by Foucault currents flowing parallel to the phase boundary. The physics discussed in this paper also explains how the Meissner current disappears in the process of the superconductor becoming normal without being dissipated as Joule heat.

It should be pointed out that some degree of irreversibility will always exist if there are regions of the sample that are not part of boundary layers, since in those regions eddy currents will flow. This will certainly be the case if for example a single domain grows from the center in a cylindrical sample as shown in Fig. 9. However if the growth of the superconducting phase occurs by formation of many separate domains that grow and subsequently merge, as shown schematically in Fig. 13, the fraction of the sample occupied by boundary layers correspondingly grows and Joule heating is reduced because no eddy currents flow within the boundary layers. Thus, one can envision a scenario where a sufficient number of domains start growing simultaneously so that any point in the sample is either in the superconducting state or in a boundary layer at any time, in which case entropy will not be generated and the transition will be com-
A phase boundary penetrates into the normal region. It is likely that this physics is related to the well known proximity effect, where signs of weaks superconductivity are observed in junctions of superconducting and normal metals [27]. In the conventional explanations of that effect the superconducting order parameter is assumed to extend into the normal region [28] but this is not expected to be also associated with transfer of negative charge from the superconducting to the normal region, as in the physics described in this paper. In future work we will explore the applicability of the physics discussed here to describe proximity effect phenomena.

As discussed in this paper, the way in which a metal expels a magnetic field from its interior in the process of becoming superconducting, while conserving angular momentum and overcoming Faraday’s law, is far from trivial. We had pointed out in earlier work that expulsion of magnetic field necessarily has to involve a radial outward motion of charge [26]. However, as discussed in ref. [10], if it involved only outward motion of charge it would require the entire mobile charge in the metal to move out from the interior across the surface of the sample carrying the magnetic field lines with it, which obviously does not happen. Instead, the superconductor achieves this feat in a rather elaborate way, analogous to the mechanism of a ratchet wrench: the unrestricted motion corresponds to the outflow of electrons becoming superconducting over a distance $\lambda_F$, followed (although it happens concurrently) by the backflow of normal electrons that because of their antibonding character (negative effective mass) apply a force (or torque) to the entire body, and this combined flow and counterflow repeated over and over carries the magnetic field lines gradually out of the body over a macroscopic distance while conserving total momentum and angular momentum. In a sense it is as if all the mobile carriers flow out of the body as electrons and flow in again as antibonding electrons, or holes. It is not surprising that this process can take an extended period of time. It is also not surprising that the end result of this large amount of charge flowing out as light electrons and backflowing as heavy holes leaves as end result a small charge imbalance where some excess negative charge remains within the London penetration depth of the surface of the superconductor and some excess positive charge in the interior as predicted by the theory of hole superconductivity [29].

Instead, the conventional BCS-London theory of superconductivity explains the reversibility of the normal-superconductor transition in the presence of induced Faraday fields, the dynamics of the generation of the Meissner current in apparent violation of Faraday’s law, the transfer of momentum from the charge carriers to the lattice required to conserve momentum and angular momentum, and the disappearance of the Meissner current without irreversible heat loss, in a much simpler way: by simply postulating that it happens and that it needs no further explanation [30].

One way to test the physics discussed in this paper
would be to repeat the experiments measuring the latent heat in the superconducting transition in a field [5, 6] with very high purity samples [15], and verify that reversibility is satisfied to high accuracy for experiments extending over a period of time where the conventional theory would predict a much higher degree of irreversibility, as discussed in Sect. V. Another way would be to detect Hall voltages as the phase boundary advances that would not be expected within the conventional theory, as discussed in Sect. X.

[1] W. Meissner and R. Ochsenfeld, “Ein neuer Effekt bei Eindringt der Supraleitfähigkeit”, Naturwissenschaften 21, 787 (1933).
[2] C.J Gorter and H Casimir, “On supraconductivity I”, Physica 1, 306 (1934).
[3] A. J. Rutgers, “Note on supraconductivity”, Physica 1, 1055 (1934).
[4] C. J. Gorter, “Theory of Supraconductivity”, Nature 132, 931 (1933).
[5] P.H. van Laer and W.H. Keesom, “On the reversibility of the transition process between the superconductive and the normal state”, Physica 5, 993 (1938) and references therein.
[6] W.H. Keesom and P.H. van Laer, “Measurements of the latent heat of tin while passing from the superconductive to the non-superconductive state at constant temperature”, Physica 4, 487 (1937).
[7] M. Tinkham, “Introduction to supraconductivity”, McGraw Hill, New York, 1996.
[8] D. E. Mapother, “Thermodynamic Consistency of Critical Field and Specific Heat Data for Superconducting Sn and In”, Phys. Rev. 126, 2021 (1962).
[9] J. E. Hirsch, “Dynamics of the normal—supraconductor phase transition and the puzzle of the Meissner effect”, Annals of Physics 362, 1 (2015).
[10] J. E. Hirsch, “On the dynamics of the Meissner effect”, Phys. Scr. 91, 035801 (2016).
[11] J. E. Hirsch, “The missing angular momentum of supraconductors”, J. Phys. Cond. Matt. 20, 235233 (2008).
[12] J. E. Hirsch, “Do supraconductors violate Lenz’s law? Body rotation under field cooling and theoretical implications”, Phys. Lett. A 366, 615 (2007).
[13] H. London, “Phase-Equilibrium of Supraconductors in a Magnetic Field”, Proc. Roy. Soc. London A 152, 650 (1935).
[14] A. B. Pippard, “Kinetics of the phase transition in supraconductors”, Phil. Mag. 41, 243 (1950).
[15] V. B. Zernov and Y. V. Sharvin, “Measurement of the Resistance of High Purity Tin at Helium Temperature”, Sov. Phys. JETP 36, 737 (1959).
[16] J. E. Hirsch, “The Bohr superconductor”, Europhys. Lett. 113, 37001 (2016).
[17] J. Frenkel, “On a Possible Explanation of Superconductivity”, Phys. Rev. 43, 907 (1933).
[18] H.G. Smith, “Superconductivity in the light of accepted principles”, University of Toronto Studies, Low Temp. Series Vol. 76, p. 23 (1935); H.G. Smith and J.O. Wilhelm, “Superconductivity”, Rev. Mod. Phys. 7, 237 (935). Sect. 15.
[19] J.C. Slater, “The Nature of the Superconducting State. II”, Phys. Rev 52, 214 (1937).
[20] R.H. Pry, A.L. Lathrop, and W.V. Houston, “Gyromagnetic Effect in a Superconductor”, Phys. Rev. 86, 905 (1952).
[21] A.F. Hildebrandt, “Magnetic Field of a Rotating Superconductor”, Phys. Rev. Lett. 12, 190 (1964).
[22] J. Bok and J. Klein, “Electric Fields” in Superconductors”, Phys. Rev. Lett. 20, 660 (1968).
[23] See references in http://physics.ucsd.edu/~jorge/hole.html.
[24] J. E. Hirsch, “Why holes are not like electrons. II. The role of the electron-ion interaction”, Phys. Rev. B 71, 104522 (2005).
[25] C. Kittel, “Introduction to Solid State Physics”, 7th Edition, Wiley, New York, 1996.
[26] J. E. Hirsch, “The Lorentz force and superconductivity”, Phys. Lett. A 315, 474 (2003); “Explanation of the Meissner effect and prediction of a spin Meissner effect in low and high TC superconductors”, Physica C 470, S955 (2010).
[27] H. Meissner, “Measurements on Superconducting Contacts”, Phys. Rev. 109, 686 (1955); “Superconductivity of Contacts with Interposed Barriers”, Phys. Rev. 117, 672 (1960).
[28] R. H. Parmenter, “Theory of Superconducting Contacts”, Phys. Rev. 118, 1173 (1960).
[29] J.E. Hirsch, “Charge expulsion and electric field in superconductors”, Phys.Rev. B 68, 184502 (2003).
[30] “BCS: 50 years”, ed. by L. N Cooper and D. Feldman, World Scientific, Singapore, 2011.