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Abstract: In this paper, the time-varying formation tracking problem of the general linear multi-agent system is discussed. A distributed formation tracking protocol based on Riccati inequalities with adaptive coupling weights among the follower agents and the leader agent is designed for a leader-following multi-agent system under fixed and switching topologies. The formation configuration involved in this paper is expressed as a bounded piecewise continuously differentiable vector function. The follower agents will achieve the desired formation tracking trajectory of the leader. In traditional static protocols, the coupling weights depend on the communication topology and is a constant. However, in this paper, the coupling weights are updated by the state errors among the neighboring agents. Moreover, the stability analysis of the MAS under switching topology is presented, and proves that the followers also could achieve pre-specified time-varying formation, if the communication graph is jointly connected. Two numerical simulations indicate the capabilities of the algorithms.
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1. Introduction

The research of distributed cooperation and coordination of MAS has received considerable attention in recent years due to the rapid development of computer science and the broad potential application prospects in various fields, such as cooperative surveillance [1], formation control of unmanned aerial vehicles [2], attitude synchronization of spacecrafts [3], swarm intelligence [4] and so on. The theoretical study of this problem involves many branches, including consensus, containment, synchronization and formation [5–7]. Formation control, as one of the critical problems in distributed cooperative control systems, aims to design control laws which could drive the states or outputs of all agents to reach a predefined configuration.

In the past few decades, many classical approaches have been proposed to achieve formation control, such as leader–follower, virtual structure and behavior-based approaches. In [8], Consolini studied the leader–follower formation control for mobile robots and the input constraints were considered. The virtual structure method was used to realize formation control and obstacle avoidance for a group of wheeled mobile robots under severe disturbances and system uncertainties in [9]. In [10], Lee proposed a decentralized behavior-based formation control algorithm and the function of obstacle avoidance was considered.

Although the above three traditional methods have proved very effective to solve the formation problem, it must be pointed out that these three strategies have their own
weaknesses. For example, if the leader–follower based method lacks robustness due to the failure of the explicit leader, this may destroy the whole formation tracking, and the virtual structure-based method is not fully distributed as it requires each object to track its own waypoints [11].

Over the past few years, great progress has been achieved in consensus control of MAS, and numerous results have been acquired [12–14]. In [15], Ren extended the consensus algorithm for a second-order multi-agent system, and those algorithms were introduced to solve the formation problem. In the conclusion, Ren pointed out that “many existing methods, such as leader–follower, behavioral and virtual structure/virtual leader formation control approaches can be unified in the general framework of consensus building.” More results on the formation control problem based on a consensus algorithm could be found in [16–18].

It should be pointed out that in [16–18], the formation controllers are both based on distributed static consensus protocol. In classical static consensus protocol, the designer should acquire the entire communication graph and compute the coupling weights between the neighbor agents. In other words, these consensus protocols cannot be computed and implemented by each agent in a fully distributed way. To address this limitation, Li [19] proposed an adaptive control method, which could be updated by the neighbor’s information. In [20], Chu modified the protocol by adding a monotone increasing subitem to study the MAS’s consensus problem with a directed communication graph. Not only for general linear systems, but for uncertain systems [21], nonlinear systems [22] and higher-order systems [23]; all of the above topics were addressed by previous researchers.

In practical application, the communication connection between agents will be affected by the environment and fault. When the working condition is poor or the agent fails, the communication signal may be interrupted. The addition of new agents will also cause a change in the connection relationship. When the communication topology changes over time, this makes the MAS more difficult to control. In the cooperative control of MAS, a very important problem is how to design the control protocol to drive the agents’ synchronization based on the neighborhood information, in case of communication interruption, reconnection and communication delay. Hence, the research of a multi-agent system with switching interaction topologies will be more meaningful. In some previous studies, some preliminary results have been acquired for first-order consensus under switching topologies [24,25]. In [26], it was shown that if there is a spanning tree frequently in the union of each directed subgraph for first-order agents, then the consensus will be achieved asymptotically. In [27], Su studied the first-order leader-following consensus under an undirected switching communication graph. From the perspective of the formation problem, predecessors have also carried out some research. Mu proposed a distributed LQR consensus protocol for the quadrotors and two-wheeled mobile robots under a switching directed graph [28].

Compared with the previous relevant results, the contributions of this paper are as follows: First, the follower agents are not only required to achieve the predesigned time-varying formation; meanwhile, they should track the states of the leader agent. Compared with the time-invariant formation, the time-varying formation will bring the derivative of the formation information; this brings difficulty to design and analysis. The results for time-invariant formation tracking control cannot be directly applied to the time-varying formation problem. Second, the communication topology graph among the agents could be switching. The methods to deal with the fixed topology situations cannot be extended to the switching topologies situations. Third, in this paper, a distributed adaptive formation controller is proposed. The adaptive coupling weights could be updated by the information from the neighbors. This makes the strategy of control more flexible and precise.

The rest of this paper is organized as follows. In Section 2, some basic math concepts and problem formulation are introduced. The analysis for multi-agent fixed and switching systems is presented in Section 3. In Section 4, two numerical simulations are shown to verify the obtained results. Conclusions are drawn in Section 5.
2. Preliminaries and Problem Formulation

In this section, some basic mathematical notation and concepts are introduced; after that, the problem will be presented.

2.1. Basic Concepts of Algebraic Graph Theory and Relevant Notions

Let $G = (V, E)$ describe an undirected graph, where $V = \{v_1, v_2, \cdots, v_n\}$ denotes the set of nodes. $E \subseteq \{(v_i, v_j) : v_i, v_j \in V; i \neq j\}$ denotes the set of edges, which belong to the graph. Define $A = [a_{ij}] \in \mathbb{R}^{N \times N}$ for the adjacency matrix; in addition, the elements of the weighted adjacency matrix are non-negative. An edge of $G$ is denoted by $e_{ij} = (v_i, v_j)$, representing the information flow from agent $i$ to agent $j$. The graph is called undirected if and only if the edges $e_{ij}$ and $e_{ji}$ are equivalent, which means that the information can be transmitted between them; on the contrary, we call a graph a directed graph if the edges $e_{ij}$ and $e_{ji}$ are different, and the flow of information has a direction. In this article, the graph is an undirected graph if there is no special statement. The elements of adjacency matrix $A = \{a_{ij}\}$ satisfy that the edge $e_{ij} \in E$, then $a_{ij} = 1$, otherwise $a_{ij} = 0$. The degree matrix $D = \text{diag}(d_1, d_2, \cdots, d_n) \in \mathbb{R}^{N \times N}$ is a diagonal matrix where $d_i = \sum_{j=1}^{N} a_{ij}, N$ is the number of the follower agents. The Laplacian matrix of the graph $G$ is defined as $L = D - A$.

An undirected graph is said to be a connected graph if there is at least one path between any two nodes of the graph. For a leader–follower system, the leader agent can only send the information to its neighbor agents, but does not receive information from anyone. Furthermore, we define the leader adjacency matrix as $F = \text{diag}(b_1, b_2, \cdots, b_N) \in \mathbb{R}^{N \times N}$, corresponding to the adjacency matrix; the leader adjacency matrix is also a diagonal matrix. If the leader’s information is available to the agent $i$, $b_i = 1$, and $b_j = 0$, otherwise. Then, we have the definition of graph $G$, which consists of the leader agent, the edges between the leader agent and its follower agents and the graph $G$.

**Lemma 1.** The graph $G$ is connected if and only if Laplacian $L$ of $G$ has a simple zero eigenvalue.

**Lemma 2.** For a leader-following system, if the undirected graph $G$ is connected, then the matrix $H = L + F$ is symmetric positive definite.

2.2. Leader–Follower Formation Control Problem

In this section, we consider such an MAS composed of $N + 1$ agents. There is one leader agent and $N$ follower agents in the system. The leader and the followers are represented by the $\{0\}$ and $\{1, 2, 3, \cdots N\}$, respectively. The dynamics of the follower agent can be described by:

$$x_i(t) = Ax_i(t) + Bu_i(t), i = 1, 2, 3, \cdots N$$

(1)

where $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times m}$ are the given matrices with rank($B$) = $m$, and $n \geq m$, $x_i(t) \in \mathbb{R}^n$ is the state of the $i$th follower agent and $u_i(t) \in \mathbb{R}^m$ is the corresponding input.

The leader’s dynamics are described by:

$$\dot{x}_0(t) = Ax_0(t) + Bu_0(t)$$

(2)

where $x_0(t) \in \mathbb{R}^n$ and $u_0(t) \in \mathbb{R}^n$ denote the state and the control input of the leader, respectively.

**Assumption 1.** The pair $(A, B)$ is stabilizable.

**Definition 1.** The desired time-varying formation configuration is specified by the vector $h(t) = [h_1^T(t), h_2^T(t), h_3^T(t), \cdots h_N^T(t)]^T \in \mathbb{R}^{4N}$, with $h_i(t) = [h_{ix}, h_{iwx}, h_{iy}, h_{iwy}]^T$ as a bounded piecewise differentiable function; $h_{ix}, h_{iwx}, h_{iy}$ and $h_{iwy}$ are the desired position and velocity relative
offsets in X and Y directions to the leader agent. For any given initial bounded states, if the following formula is satisfied:

$$\lim_{t \to \infty} (x_i(t) - h_i(t) - x_0(t)) = 0, \quad i = 1, 2, 3, \cdots, N$$

(3)

then we say the multi-agent system has achieved the expected time-varying formation tracking.

Remark 1. The time-varying formation is designed by the vector $h(t)$. If the vector $h(t) = 0$, then the formation tracking problem become the leader-following consensus problem; in other words, the consensus problem is just a special case of the formation problem.

Remark 2. When the MAS has achieved the expected time-varying formation tracking, the position of the leader may lie inside or outside the formation, which is specified by the $h(t)$. For example, when $\lim_{t \to \infty} \sum_{i=1}^{N} h_i(t) = 0$, according to the formula (3), we can obtain $\lim_{t \to \infty} \sum_{i=1}^{N} x_i(t) - x_0(t) = 0$, which means that the position of the leader is in the center of the time-varying formation.

3. Main Results

3.1. Leader-Following Tracking Control under Fixed Topology

In this section, consider an MAS where the communication topology is fixed. We will propose a distributed adaptive tracking control protocol to make the above system stable. Before that, following assumption should be satisfied.

Assumption 2. The node 1 which represents the leader agent is a globally reachable node in the undirected graph $G$.

For a traditional distributed static consensus protocol to make the MAS achieve consensus, the input of each agent is:

$$u_i = cK\sum_{j=1}^{N} a_{ij}(x_i - x_j), \quad i = 1, 2, 3 \cdots N$$

(4)

where $c > 0$ is the coupling weight between the two neighbor agents, $K \in \mathbb{R}^{m \times n}$ is the feedback gain matrix and $a_{ij}$ is the entry of the adjacency matrix.

Lemma 3. [19] Supposing that the graph $G$ is connected, the $N$ agents could achieve consensus (i.e., $\lim_{t \to \infty} \|x_i - x_j\| = 0, \forall i, j = 1, 2, 3, \cdots N$) under the protocol (4) with $K = -B^TP^{-1}$ and the coupling weight $c > \frac{1}{\lambda_2}$, where $\lambda_2$ is the smallest nonzero eigenvalue of the Laplacian matrix $L$, and $P > 0$ is the solution of the following linear matrix inequality (LMI):

$$A^TP + PA - 2BB^T < 0$$

(5)

The conditions for the multi-agent system to achieve consensus have been given in Lemma 3. As one of the consensus conditions, the coupling weight $c$ should be greater than or equal to $\frac{1}{\lambda_2}$. Hence, if we want to design the consensus protocol by the method above, the value of $\lambda_2$ is necessary, which means every agent should obtain the entire communication graph to compute the Laplacian matrix and its smallest nonzero eigenvalue. Therefore, the protocol above given in Lemma 3 cannot be implemented by each agent in a fully distributed fashion. On the other hand, in some extreme conditions (e.g., the sensors or the communicators malfunction), the communication between the neighbor agents may be interrupted, and the entire communication topology will also change, as well as the smallest nonzero eigenvalue $\lambda_2$. The multi-agent system would be unstable if we still design the consensus protocol by Equation (4).

In order to avoid these limitations, we propose the following distributed consensus protocol with an adaptive time-varying coupling weight $c(t)$, which could be adjusted by
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Let $\Gamma$ represents the compensational input, which is used to expand the feasible formation set.
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We will ascertain the compensational input later. Matrix $K \in \mathbb{R}^{m \times n}$ is the feedback gain, and $\Gamma$ is an $n \times n$ dimension square matrix.
Under Assumption 1, the pair $(A, B)$ is stabilizable, and there must exist a symmetric positive definite matrix $P$, which is the solution of the following Riccati inequation:
\[ A^TP + PA - 2PBB^TP + I < 0 \] (9)
thus, we let the matrix $K$ and $\Gamma$ equal to $-B^TP$ and $PBB^TP$, respectively.
In protocol (6), we notice that the compensational input $v_i(t)$ is still uncertain. The value of $v_i(t)$ plays an important role to achieve the desired time-varying formation. It is a judging condition which is used to estimate whether the expected formation could be realized. In this article, we define $v_i(t)$ as the following formulation [29]:
\[ Ah_i(t) - \dot{h}_i(t) - Bv_0(t) + Bv_i(t) = 0, i = 1, 2, 3, \cdots N \] (10)

Theorem 1. Consider an MAS with a leader represented by (1) and (2). Suppose the Assumptions 1–2 hold and the offset vector $h_i(t)$ satisfies the formation tracking feasibility condition (10), then the multi-agent system could achieve the desired time-varying formation by using protocol (6) under fixed communication topology.

Proof of Theorem 1. Let $e_i(t) = x_i(t) - h_i(t) - x_0(t), i = 1, 2, 3, \cdots N$. The $e_i(t)$ denotes the formation tracking error of the $i$th agent, and $e(t) = [e_1(t), e_2(t), e_3(t), \cdots e_N(t)]^T$.
\[ \dot{x}_i(t) = Ax_i(t) + Bu_i(t) = Ax_i(t) + Bv_i(t) - BB^TP \left[ \sum_{j \in N_i} a_{ij}c_{ij}(t)(x_j(t) - h_j(t) - (x_j(t) - h_j(t))) + b_jc_i(t)(x_i(t) - h_i(t) - x_0(t)) \right] \] (11)
according to (10) and (11), we could obtain:
\[ \dot{e}_i(t) = \dot{x}_i(t) - \dot{h}_i(t) - \dot{x}_0(t) = Ae_i(t) - BB^TP \left[ \sum_{j \in N_i} a_{ij}c_{ij}(t)(e_j(t) - e_j(t)) + b_jc_i(t)e_i(t) \right] \] (12)

Consider the following Lyapunov function candidate:
\[ V(t) = \sum_{i=1}^{N} e_i(t)Pc_i + \sum_{i=1}^{N} \sum_{j \in N_i} \frac{(c_{ij}(t) - \beta)^2}{2} + \sum_{i=1}^{N} \sum_{j \in N_i} \frac{(c_i(t) - \beta)^2}{2} \] (13)
where $\beta$ is a positive constant—we will determine its value later. Then, if we evaluate the derivative along the trajectories of Equation (12), we can obtain:

$$
\dot{V}(t) = 2 \sum_{i=1}^{N} e_i^T P e_i + \sum_{i=1}^{N} \sum_{j \in N_i} (c_{ij}(t) - \beta) \cdot \dot{e}_{ij}(t) + 2 \sum_{i=1}^{N} \sum_{j \in N_i} (c_i(t) - \beta) \cdot \dot{e}_i(t)
$$

$$
\dot{V}(t) = 2 \sum_{i=1}^{N} e_i^T P e_i + \sum_{i=1}^{N} \sum_{j \in N_i} b_i(c_j(t) - \beta) e_i^T e_j + \sum_{i=1}^{N} \sum_{j \in N_i} a_{ij}(c_{ij}(t) - \beta) \cdot (e_i - e_j)^T \Gamma (e_i - e_j)
$$

(14)

According to Lemma 2, we can rewrite (14) as following form:

$$
\dot{V}(t) = e_i^T \left[ I_N \otimes \left( A^T P + PA \right) - 2\beta L + F \otimes \Gamma \right] e_i
$$

(15)

From Lemma 2, we know that $H$ is a symmetric positive definite matrix, so there must exist an orthogonal matrix $T \in \mathbb{R}^{N \times N}$ such that:

$$
THT^T = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_N)
$$

(16)

where $\lambda_1, \lambda_2, \ldots, \lambda_N$ are the eigenvalues of $H$ and for any $i = 1, 2, 3, \ldots, N$, we have $\lambda_i > 0$. Let $\bar{e} = (T \otimes I_N)e$:

$$
\dot{V}(t) = \bar{e}^T \left( I_N \otimes \left( A^T P + PA \right) - 2\beta \Lambda \otimes \Gamma \right) \bar{e} = \sum_{i=1}^{N} \bar{e}_i^T \left( A^T P + PA - 2\beta \lambda_i, \Gamma \right) \bar{e}_i
$$

(17)

Because the eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_N$ are non-negative, there must exist a positive number $\beta$ to make $\beta \lambda_i > 1$, $i = 1, 2, 3, \ldots, N$. We could obtain:

$$
\dot{V}(t) \leq \sum_{i=1}^{N} \bar{e}_i^T \left( A^T P + PA - 2\lambda_{\text{min}} \Gamma \right) \bar{e}_i \leq - \sum_{i=1}^{N} \bar{e}_i^T \bar{e}_i = - \sum_{i=1}^{N} e_i^T e_i
$$

(18)

thus, for any error $e_i \neq 0$, that always have the derivative of the Lyapunov function $V(t) < 0$, we can say (12) is globally asymptotically stable, which means the follower agents could reach the desired formation and track the leader or the virtual leader under the fixed topology. $\square$

In order to explain the procedure of the proposed method, we use the following block diagram (Figure 1) to illustrate it.

![Figure 1. Block diagram of the proposed method.](image)

First of all, the desired formation should be designed, where each agent obtains the information of itself and its neighbor agents, and the formation controller calculates the corresponding coupling weights and control input. After the control input of each agent is obtained, the information of position and speed are determined through its dynamics model. The information is sent to the formation controller and the neighbor agents. Then, the desired formation can be realized through the above cycle mode.
3.2. Leader-Following Tracking Control under Switching Topology

In this section, we will focus on the formation tracking control of the MAS under switching topology, which means the graph $G$ will change over time. Hence, while the system is running, all the possible connection situations of the swarm system should be considered. Define set $\{G : p \in \mathcal{P}\}$ as a collection for a system connection graph, where $p$ and $\mathcal{P}$ represent the index and the index set to all possible graphs of $G$, respectively. To describe the switching time, we introduce the switching signal $\sigma(t) : [0, +\infty) \rightarrow \mathcal{P}$, at time $t$, and the connection topology among the follower agents is $G_{\sigma(t)}$.

As the topology of the communication changes with time, the neighbors of each agent also change with it. Hence, the tracking protocol we designed is:

$$u_i(t) = K \left[ \sum_{j \in \mathcal{N}_i(t)} a_{ij}(t)c_{ij}(t)(x_i(t) - h_i(t) - (x_j(t) - h_j(t))) + b_i(t)c_i(t)(x_i(t) - h_i(t) - x_0(t)) \right] + v_i(t) \tag{19}$$

$$\dot{c}_{ij}(t) = a_{ij}(t)(x_i(t) - h_i(t) - (x_j(t) - h_j(t)))^T \Gamma (x_i(t) - h_i(t) - (x_j(t) - h_j(t))) \tag{20}$$

$$\dot{c}_i(t) = b_i(t)(x_i(t) - h_i(t) - x_0(t))^T \Gamma (x_i(t) - h_i(t) - x_0(t)) \tag{21}$$

where $a_{ij}(t)$ and $b_i(t)$ are the elements of the adjacency matrix and leader adjacency matrix. Because the topology is time-varying, the two matrixes above also change over time, and we denote them by $A_{\sigma(t)}$ and $F_{\sigma(t)}$, respectively.

The tracking error $e_i(t)$ under switching topology could be written as:

$$e_i(t) = x_i(t) - h_i(t) - x_0(t)$$

$$= A_{\sigma(t)} - BBT \left[ \sum_{j \in \mathcal{N}_i(t)} a_{ij}(t)c_{ij}(t)(e_i(t) - e_j(t)) + b_i(t)c_i(t)e_i(t) \right] \tag{22}$$

Consider a series of time intervals $[t_m, t_{m+1}]$, $m \in \mathbb{N}$, which are infinitely bounded and continuous. In each time interval $[t_m, t_{m+1}]$, we divide it into several subintervals, and there is no overlap among them. To make the problem clear, use the following formula to describe each of them:

$$[t_0^m, t_1^m], \ldots, [t_i^m, t_{i+1}^m], \ldots, [t_{n-1}^m, t_n^m], t_0^m = t_m, t_n^m = t_{m+1}$$

where $t_{i+1}^m - t_i^m \geq \tau, \tau > 0$ is a given constant, $n \in \mathbb{N}^+$. In every subinterval the communication topology of MAS does not change.

**Definition 2.** The union of a collection of graphs is a graph whose vertex and edge sets are the unions of the vertex and edge sets of the graphs in the collection. We say that such a collection is jointly connected if the union of its members is a connected graph. The graphs are said to be jointly connected across the time interval $[t, t + T]$, $T > 0$, if the union of graphs $\{G_{\sigma(s)} : s \in [t, t + T]\}$ is jointly connected.

**Assumption 3.** For each time interval $[t_m, t_{m+1}]$ $m = 0, 1, 2, \ldots$, the topology graphs are jointly connected for (1) and (2).

Before the stability analysis of the MAS, we should label the eigenvalues of the matrix $H_{\sigma(t)} = L_{\sigma(t)} + F_{\sigma(t)}$. Specific labeling methods are described in detail in [30]; we will explain the method briefly in the following paragraphs.

First, find all the independent components of each subgraph $G_{\sigma(t)}$ and mark them with the following symbols $S^1_{\sigma(t)}, S^2_{\sigma(t)}, \ldots, S^r_{\sigma(t)}$, $1 \leq r \leq n$. Rewrite the Laplacian matrix of $G_p$ in the form $L_p = \text{diag}(L^1_{\sigma(t)}, L^2_{\sigma(t)}, \ldots, L^r_{\sigma(t)})$; $L^i_{\sigma(t)} \in \mathbb{R}^{\mathbb{N}_i(t) \times \mathbb{N}_i(t)}$ ($\mathbb{N}_i(t) = |\mathbb{V}(S^i_{\sigma(t)})|$),
is the counterpart of component \( S^i_{\nu(t)} \), where \( \mathcal{V}(S^i_{\nu(t)}) = \{ v_1, v_2, \cdots v_{\nu(t)} \} \), which is the subset of \( \{1, 2, \cdots, n\} \) and \( v_1 < v_2 < \cdots < v_{\nu(t)} \).

Arrange the eigenvalues of the matrix \( H^i_{\nu(t)} \) in order from small to large, \( \delta^i_{\nu(t),1} < \delta^i_{\nu(t),2} < \cdots < \delta^i_{\nu(t),\nu(t)} \) and label them \( \lambda^i_{\nu(t),1} \leftrightarrow \delta^i_{\nu(t),1}, \lambda^i_{\nu(t),2} \leftrightarrow \delta^i_{\nu(t),2}, \cdots, \lambda^i_{\nu(t),\nu(t)} \leftrightarrow \delta^i_{\nu(t),\nu(t)} \). The eigenvalue of \( H^i_{\nu(t)} \) is obtained by combining the eigenvalues of matrix \( H^1_{\nu(t)}, H^2_{\nu(t)}, \cdots, H^r_{\nu(t)} \) and labeling all of them.

**Example 1.** To illustrate the rules, consider a communication graph \( \overline{G}_p \) in Figure 2. There are three components in \( G_p \), which are \( S^1_p, S^2_p \) and \( S^3_p \), respectively. According to the connection situation, the matrices \( H^1_p, H^2_p \) and \( H^3_p \) are:

\[
H^1_p = \begin{bmatrix}
1 & -1 \\
-1 & 1
\end{bmatrix} + \begin{bmatrix}
0 & 0 \\
0 & 0
\end{bmatrix} = \begin{bmatrix}
1 & -1 \\
-1 & 1
\end{bmatrix}
\]

\[
H^2_p = \begin{bmatrix}
1 & -1 \\
-1 & 1
\end{bmatrix} + \begin{bmatrix}
1 & 0 \\
0 & 0
\end{bmatrix} = \begin{bmatrix}
2 & -1 \\
-1 & 1
\end{bmatrix}
\]

\[
H^3_p = [0] + [0] = [0]
\]

![Figure 2](image)

**Figure 2.** A graph to illustrate the labeling rules.

The eigenvalues of \( H^1_p \) are 0 and 2, then we label them as \( \lambda^1_p (\leftrightarrow 0) \) and \( \lambda^2_p (\leftrightarrow 2) \) by the method above. The vertices set \( \mathcal{V}(S^1_p) = \{1, 3\} \). The eigenvalues of \( H^2_p \) are 0.382 and 2.618, then we label them as \( \lambda^2_p (\leftrightarrow 0.382) \) and \( \lambda^4_p (\leftrightarrow 2.618) \). The corresponding vertices set \( \mathcal{V}(S^2_p) = \{2, 4\} \). As for \( H^3_p \), obviously the eigenvalue and vertices set are \( \lambda^3_p (\leftrightarrow 0) \) and \( \mathcal{V}(S^3_p) = \{5\} \), respectively (in a sense, \( H^3_p \) can be seen as a 1 \times 1 matrix).

Therefore, all of the eigenvalues of \( H_p \) have been labeled as \( \lambda^1_p (\leftrightarrow 0), \lambda^2_p (\leftrightarrow 0.382), \lambda^3_p (\leftrightarrow 2), \lambda^4_p (\leftrightarrow 2.618) \) and \( \lambda^5_p (\leftrightarrow 2.618) \).

According to the above labeling method, for \( \forall \), there are always \( n \) eigenvalue sequences of \( H_p \) as: \( \{ \lambda^1_p, \lambda^2_p, \cdots, \lambda^n_p \} \). We define set

\[
l(p) = \begin{cases}
    k, \text{corresponding eigenvalue } \lambda^k_p \text{ is nonzero,} \\
    \emptyset, \quad k = 1, 2, \cdots
\end{cases}
\]
Lemma 4. If the graphs are jointly connected in the time interval \([t_m, t_{m+1})\), then we have:

\[ \bigcup_{t \in [t_m, t_{m+1})} I(\sigma(t)) = \{1, 2, \cdots, N\} \]

Theorem 2. If the multi-agent systems (1) and (2) satisfy Assumption 1, and the interaction topology which is described by the switching signal \(\sigma(t)\) satisfies Assumption 3, there exists a symmetric positive definite matrix \(P\), which is the solution of the following algebraic Riccati inequation:

\[ A^T P + PA - 2PB_B^T P + \theta I < 0 \quad (23) \]

where \(\theta\) is a positive number. Let feedback gain matrix \(K = B_I^T P\), then for any initial conditions, the swarm systems could track the leader agent and achieve the desired formation under protocol (19).

Proof of Theorem 2. Consider the following Lyapunov function candidate:

\[ V_2(t) = \sum_{i=1}^{N} e_i^T \left( P e_i + \sum_{j=N(t)}^{N} \sum_{i=N(t)}^{c_{ij}(t) - \beta} \frac{(c_{ij}(t) - \beta)^2}{2} + \sum_{j=N(t)}^{c_{ij}(t) - \beta} (c_{ij}(t) - \beta)^2 \right) \quad (24) \]

where \(\beta\) is a positive constant to be determined later. The Lyapunov function \(V_2(t)\) is continuous and differentiable at any time except the switching instants. Then, we take the derivative of the function along the solution of (22) as:

\[
\begin{align*}
\dot{V}_2(t) &= 2 \sum_{i=1}^{N} e_i^T P e_i + \sum_{i=1}^{N} e_i^T \sum_{j=N(t)}^{N} a_{ij}(t) (c_{ij}(t) - \beta) \cdot (e_i - e_j)^T \Gamma (e_i - e_j) \\
&\quad + 2 \sum_{i=1}^{N} e_i^T \sum_{j=N(t)}^{N} b_i(t) (c_{ij}(t) - \beta) \cdot e_i \Gamma e_i \\
&= e_i^T \left[ I_N \otimes (A^T P + PA) - 2\beta H_{\sigma(t)} \otimes \Gamma \right] e_i \# \quad (25)
\end{align*}
\]

Matrix \(H_{\sigma(t)}\) is symmetric, and we can always find an orthogonal matrix \(T_{\sigma(t)}\) at any non-switching instants to translate the \(H_{\sigma(t)}\) into diagonal forms:

\[ T_p H_{\sigma(t)} T_p^T = \Lambda_{\sigma(t)} = \text{diag}\left( \lambda_{\sigma(1)}^{(1)} \lambda_{\sigma(2)}^{(1)} \cdots \lambda_{\sigma(n)}^{(1)} \right) \quad (26) \]

where \(\pi_p\) is some sort of permutation for the set \(\{1, 2, \cdots, n\}\).

Let \(\bar{e} = (T_{\sigma(t)} \otimes I_n) e\), we can obtain:

\[
\begin{align*}
\dot{V}_2(t) &= e_i^T \left[ I_n \otimes (A^T P + PA) - 2\beta \Lambda_{\sigma(t)} \otimes \Gamma \right] e_i \\
&\leq \sum_{i \in \pi_p} e_i^T \left[ I_n \otimes (A^T P + PA) - 2\beta \lambda_i \otimes \Gamma e_i \right] e_i \\
&\leq - \sum_{i \in \pi_p} \bar{e}_i^T \bar{e}_i \leq 0 \quad (27)
\end{align*}
\]

Because the coupling weights \(c_{ij}(t)\) and \(c_i(t)\) are incremental, the positive constant \(\beta\) could be large enough to make \(\beta \lambda_i > 1\), for any \(i \in \pi_p\).

From the above we can see that \(V_2(t) \leq 0\), which means \(\lim_{t \to \infty} V_2(t)\) exists.

According to the Cauchy’s convergence criteria, an infinite sequence \(V_2(t), i = 0, 1, 2, \cdots\), for any \(\mu > 0\), there always exists a positive number \(M_\mu\), such that for any \(m > M_\mu\):

\[ \left| \int_{t_m}^{t_{m+1}} V_2(t) dt \right| < \mu \quad (28) \]
Rewrite the above inequation as the sum of multiple integrals:

\[ \int_{t_m}^{t_{m+1}} |\dot{V}_2(t)| \, dt + \int_{t_m}^{t_{m+1}} |\dot{V}_2(t)| \, dt + \cdots + \int_{t_{m-1}}^{t_m} |\dot{V}_2(t)| \, dt < \mu \]  

(29)

For each subitem:

\[ \int_{t_m}^{t_{m+1}} |\dot{V}_2(t)| \, dt = \int_{t_m}^{t_{m+1}} (-\dot{V}_2(t)) \, dt \geq \int_{t_m}^{t_{m+1}} \sum_{l \in (\sigma(t_m)))} \ddot{e}_l^T \ddot{e}_l \, dt \]  

\[ \geq \int_{t_m}^{t_{m+1}} \sum_{l \in (\sigma(t_m)))} \ddot{e}_l^T \ddot{e}_l \, dt \]  

(30)

Thus, we have:

\[ \int_{t_m}^{t_{m+1}} \sum_{l \in (\sigma(t_m)))} \ddot{e}_l^T \ddot{e}_l \, ds + \int_{t_m}^{t_{m+1}} \sum_{l \in (\sigma(t_m)))} \ddot{e}_l^T \ddot{e}_l \, ds = \cdots + \int_{t_{m-1}}^{t_{m+1}} \sum_{l \in (\sigma(t)))} \ddot{e}_l^T \ddot{e}_l \, ds < \mu \]  

(31)

There are finite sequences between the time interval \([t_m, t_{m+1})\], so the value of the positive integer \(n_k\) is also finite. Thus, for \(m > M\mu\):

\[ \lim_{t \to t_{m+1}} \int_{t}^{t_{m+1}} \left[ \sum_{i \in (\sigma(t)))} a_i \ddot{e}_i(t) \ddot{e}_i(t) + \sum_{i \in (\sigma(t)))} e_i^T(t) e_i(t) + \cdots + \sum_{i \in (\sigma(t)))} e_i^T(t) e_i(t) \right] \, ds = 0 \]  

(32)

According to Lemma 4, when the system topology graphs are jointly connected across the time interval \([t_m, t_{m+1})\), we have \(\bigcup_{l \in [t_m, t_{m+1})} (\sigma(t)) = \{1, 2, \cdots, N\}\), and (32) could be rewritten as:

\[ \lim_{t \to t_{m+1}} \int_{t}^{t_{m+1}} \left[ \sum_{i=1}^{n} a_i \ddot{e}_i(t) \ddot{e}_i(t) \right] \, ds = 0 \]  

(33)

where \(a_1, a_2, \cdots, a_n\) are positive integers.

Thus, we have \(\lim_{t \to t_{m+1}} \sum_{i} a_i \ddot{e}_i(t) \ddot{e}_i(t) = 0\). It is not difficult to work out \(\lim_{t \to -\infty} \ddot{e}_i(t) = 0\), which implies that \(\lim_{t \to -\infty} e_i(t) = 0\). It means that the multi-agent system could track the leader agent and achieve the desired formation with the adaptive protocol (19) under switching topology. □

4. Numerical Simulation

In this section, we will present two numerical examples to validate the feasibility of the above theoretical results. In the first case, a multi-agent system is considered, and the follower agents are supposed to track the leader and achieve a diamond time-invariant formation under fixed interaction topology with protocol (6). In the other example, the follower agents will enclose the leader while the leader is moving under switching topology with protocol (19) above.

Case 1. Suppose there is a swarm system composed of five UAVs, which consists of four followers and one leader. The communication relationship among them is shown in Figure 3a. We assume that all UAVs are flying at the same altitude. Similar to the literature [11], “because the formation tracking discussed in this paper is mainly concerned with the positions and velocities”, the dynamics of the leader and follower quadrotor UAVs in the outer loop can be approximately simplified as formulas (1) and (2). The simplified communication topology is shown in Figure 3b. A similar simplification is also applied to Case 2.
The followers $u = 0, \ldots, I - 1$ of the graph $G$ are:

As shown in Figure 3b, we use “0” to represent the leader agent, and “1–4” to represent the follower agents, respectively. The corresponding Laplacian matrix of the graph $G$ and the leader adjacency matrix $F$ of the graph $G$ are:

$$L = \begin{bmatrix}
1 & 0 & -1 & 0 \\
0 & 1 & 0 & -1 \\
-1 & 0 & 1 & 0 \\
0 & -1 & 0 & 1
\end{bmatrix}$$

$$F = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}$$

The matrix $H$ is:

$$H = \begin{bmatrix}
2 & 0 & -1 & 0 \\
0 & 2 & 0 & -1 \\
-1 & 0 & 1 & 0 \\
0 & -1 & 0 & 1
\end{bmatrix}$$

The dynamics of each follower agent are denoted by:

$$\dot{x}_i(t) = I_2 \otimes \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} x_i(t) + I_2 \otimes \begin{bmatrix} 0 \\ 1 \end{bmatrix} u_i(t), i = 1, 2, \cdots, N$$

(34)

where $x_i(t) = [p_{xi}(t), p_{yi}(t), v_{xi}(t), v_{yi}(t)]^T$, $u_i(t) = [u_{xi}(t), u_{yi}(t)]^T$.

The dynamics of the leader are similar to the followers’ and we let the leader agent move in a straight line at a uniform velocity, $[v_{x0}(t), v_{y0}(t)]^T = [1, 1]^T$. The followers

---

**Figure 3.** The interaction graph of the MASs: (a) the communication graph among the UAVs, (b) the communication graph of simplified model.
achieve a diamond formation while tracking the leader, which is a time-invariant formation. The formation vector $h_i$ is described by:

$$
\begin{bmatrix}
    h_1, h_2, h_3, h_4
\end{bmatrix} =
\begin{bmatrix}
    -2 & -4 - \frac{2\sqrt{3}}{3} & -6 & -4 + \frac{2\sqrt{3}}{3} \\
    0 & 0 & 0 & 0 \\
    -2 & -4 + \frac{2\sqrt{3}}{3} & -6 & -4 - \frac{2\sqrt{3}}{3} \\
    0 & 0 & 0 & 0
\end{bmatrix}
$$

According to Theorem 1, if we solve the Riccati in Equation (9), we could obtain the symmetric positive definite matrix $P$ and the feedback gain matrix $K$.

$$
P = I_2 \otimes \begin{bmatrix}
    1.1807 & 1.1441 \\
    1.1441 & 2.7016
\end{bmatrix} 
K = I_2 \otimes \begin{bmatrix}
    0.4370 & 1.0320
\end{bmatrix}
$$

In protocol (6), an important component is the time-varying coupling weight $c_{ij}(t)$ and $c_i(t)$. We set the initial value of the two weights as 3, which means

$$c_{ij}(0) = c_i(0) = 3$$

Figure 4 shows the tracking error of the follower agents, as the time increases, the tracking error of the followers will approach zero at any bounded initial condition. This means the agents have achieved the desired formation.
Figure 5 depicts the trajectory of the four follower agents and the leader agent. In the figure, we use the symbols “•”, “△”, “○”, “□” and “☆” to describe the agents 1–4 and the leader, respectively.

Figure 5. The trajectory of the four follower agents and the leader agent.

Case 2. Consider an MAS consisting of a leader and four follower agents with protocol (19) under switching topology. The possible interaction graphs \{\mathcal{G}_1, \mathcal{G}_2, \mathcal{G}_3, \mathcal{G}_4, \mathcal{G}_5, \mathcal{G}_6\} are shown in Figure 6. From Figure 6, we find out that every possible graph is nonconnected, but the union of them is jointly connected. According to Theorem 2, the agents will achieve the desired formation. The interaction graphs are switched in order of \mathcal{G}_1 \rightarrow \mathcal{G}_2 \rightarrow \mathcal{G}_3 \rightarrow \mathcal{G}_4 \rightarrow \mathcal{G}_5 \rightarrow \mathcal{G}_6 \rightarrow \mathcal{G}_1 \cdots . The active time of the adjacent graphs is 1/3s, which means the switching period of the whole system is two seconds. The switching signal \sigma(t) is shown in Figure 7.

Figure 6. Possible communication topologies among the leader and the agents.
First, we should obtain the corresponding solution of Equation (23).

\[
P = I_2 \otimes \begin{bmatrix} 1.5120 & 2.0362 \\ 2.0362 & 6.1574 \end{bmatrix} \quad K = I_2 \otimes \begin{bmatrix} 0.2456 & 0.7426 \end{bmatrix}
\]

In this case, we let the leader agent be stationary at the coordinate \((5, 5)\) and the follower agents are supposed to revolve around the leader agent to achieve a time-varying circular formation. Assume the dynamical model is same as that of Case 1. The corresponding formation vector is:

\[
h_i(t) = \begin{bmatrix} 2\cos\left(t - \frac{i-1}{2}\pi\right) \\
-2\sin\left(t - \frac{i-1}{2}\pi\right) \\
2\sin\left(t - \frac{i-1}{2}\pi\right) \\
2\cos\left(t - \frac{i-1}{2}\pi\right) \end{bmatrix} \quad i = 1, 2, 3, 4
\]

Obviously, the formation vector \(h_i(t)\) \(i = 1, 2, 3, 4\) above satisfies the situation which is mentioned in Remark 2. This means the followers will enclose the leader and achieve a time-varying circle around it.

Figure 8 displays the four followers’ tracking error of the \(x\)-axis and \(y\)-axis under switching topology. From the figure, we can find out that as time goes on, the error converges to zero asymptotically. Figure 9 shows the velocity trajectories of the four followers in numerical simulation. The initial condition of the velocities is zero, and after a period of adjustment, all of them tend to the speed which we desired.
Obviously, the formation vector $\mathbf{h}_i(t) = 1, 2, 3, 4$ above satisfies the situation which is mentioned in Remark 2. This means the followers will enclose the leader and achieve a time-varying circle around it.

Figure 8 displays the four followers’ tracking error of the $x$-axis and $y$-axis under switching topology. From the figure, we can find out that as time goes on, the error converges to zero asymptotically.

Figure 9 shows the velocity trajectories of the four followers in numerical simulation. The initial condition of the velocities is zero, and after a period of adjustment, all of them tend to the speed which we desired.

Figure 8. Tracking error under switching topology: (a) tracking error of $x$, (b) tracking error of $y$.

Figure 10 depicts the snapshot of relative position at the different instants 0, 3, 15 and 35 s. In every snapshot, we use the symbols “*”, “△”, “○”, “□” and “☆” to describe the agents 1–4 and the leader, respectively.

Next, we will introduce the definition of formation tracking error, which is denoted by a Euclidean norm as $\varepsilon = \max_{\forall i,j \in \{1,2,3,\ldots,N\}} \|e_i(t) - e_j(t)\|$. Figure 11 displays the comparison results of the formation tracking error between the proposed method and the schema which has the constant coupling weights. From the figure, we could clearly find out that the formation has less fluctuations and exhibits a faster convergence rate with the adaptive strategy.
Figure 9. Velocity trajectories of the four followers: (a) represents velocity of $x$, (b) represents velocity of $y$.

Figure 10. Cont.
Figure 10. Relative position snapshots of agents at different instants: (a) relative position at t = 0 s, (b) relative position at t = 3 s, (c) relative position at t = 15 s, (d) relative position at t = 35 s.

Figure 11. The comparison results between the proposed method and the schema with the constant coupling weights.

5. Conclusions

In this paper, the time-varying formation tracking problem for general MAS was addressed. A distributed adaptive formation controller based on Riccati inequalities was proposed to solve the above problem. The proposed controller could adjust the coupling weights by the information from the neighbor agents, which is different from the traditional distributed static controller. In addition, we also discussed the condition of achieving formation for MASs under fixed and switching topologies. The desired formation could be reached under a jointly connected graph with the proposed method. The stability was demonstrated by using Lyapunov’s method. Last, two numerical simulations are given to show the efficiency of our method. The comparison experiments in the simulation demonstrated that the adaptive strategy has a positive compensating effect under a switching topology situation.

In this article, the dynamics model and formation controller were both built by MATLAB/Simulink. The experimental data which we acquired was the result of computer simulation. In the follow-up work, we would build a physical UVA platform to verify the effectiveness of the proposed algorithm.

Future research topics will extend the results to heterogeneous MAS or with a communication time delay.
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