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Abstract—We study a practical yet hasn’t been explored problem: how a drone can perceive in an environment from different flight heights. Unlike autonomous driving, where the perception is always conducted from a ground viewpoint, a flying drone may flexibly change its flight height due to specific tasks, requiring the capability for viewpoint invariant perception. Tackling the such problem with supervised learning would entail tremendous costs for data annotation of different flying heights. On the other hand, current semi-supervised learning methods are not effective under viewpoint differences. In this paper, we introduce the ground-to-aerial perception knowledge transfer and propose a progressive semi-supervised learning framework that enables drone perception using only labeled data of ground viewpoint and unlabeled data of flying viewpoints. Our framework has four core components: i) a dense viewpoint sampling strategy that splits the range of vertical flight height into a set of small pieces with evenly-distributed intervals, ii) nearest neighbor pseudo-labeling that infers labels of the nearest neighbor viewpoint with a model learned on the preceding viewpoint, iii) MixView that generates augmented images among different viewpoints to alleviate viewpoint differences, and iv) a progressive distillation strategy to gradually learn until reaching the maximum flying height. We collect a synthesized and a real-world dataset, and we perform extensive experimental analyses to show that our method yields 25.7% and 16.9% relative accuracy improvement for the synthesized dataset and the real world. Code and datasets are available on https://github.com/FreeformRobotics/Progressive-Self-Distillation-for-Ground-to-Aerial-Perception-Knowledge-Transfer.

I. INTRODUCTION

ROBOT perception plays a critical role in understanding interactive environments and providing substantial instruments for subsequent task execution. To date, most autonomous perception systems have focused on unmanned ground vehicles (UGVs) [27], [43], [10], e.g., autonomous driving cars. However, only a small portion of works studied drone perception due to hardness of the task and data collection.

Modern paradigm of machine learning introduces a data-driven deep learning based solution to address perception problems which has been validated its effectiveness on various tasks, e.g., semantic segmentation [29], [24], object detection [34], [4], depth regression [15], [14], [38], classification [13], [16], and therefore provides a potential solution to autonomous driving. Recent studies on drone perception [47], [45], [2] have attempted to transfer this paradigm from cars to drones, i.e., first to prepare a labeled training set of drones and then to learn a deep network on a specific task.

On the other hand, prior works scarcely considered the essential difference of the perception between drones and cars. In many works [9], [12], the perception is assumed to be conducted at only a certain flying height. However, in practical scenarios, as shown in Fig. 1, a drone may appear at an arbitrary flight height due to its specifically allocated task. Given the maximum flight height $h$, we argue that an essential requirement of drone perception is the capability to precisely perceive from different flight heights in the range of $[0, h]$ meters.

It is, however, hard to tackle the above problem in a fully supervised learning manner. We may need to prepare even dozens of times more training data to obtain performance comparable to that of an autonomous driving car. In reality, data acquisition of ground truths is both costly and time-consuming. For instance, robot vision tasks, including object detection, semantic segmentation, and classification, require annotation of RGB images to be manual labeling, which is an unavoidable obstacle for developing data-driven approaches.

In this paper, we introduce the concept of ground-to-aerial (GoA) perception knowledge transfer that transfers the perception knowledge from a UGV for ground viewpoint perception to our drone perception tasks, without additional data annotation at different flying heights other than ground viewpoint. To this end, we consider a semi-supervised learning (SSL) approach to enable drone perception where only data
collected from the ground viewpoint are labeled, and all images captured from flying viewpoints are unlabeled. The fundamental challenge is the inaccuracy caused by viewpoint differences among different flight heights. Fig. 2 shows several images captured at three vertically different viewpoints, and they demonstrate clear viewpoint differences.

To overcome the above difficulty, we first propose a dense viewpoint sampling strategy that splits the vertical flying range to heights with evenly-distributed intervals, and at each height, we sample data from that viewpoint. Even though the performance gap of large viewpoint differences is significant, we observe that the nearest viewpoint yields similar performance. Hence, we propose the nearest neighbor pseudo-labeling that predicts data of the viewpoint on its nearest preceding viewpoint $h_i$. In addition, we propose MixView which mixes data from different viewpoints to generate augmented images, which is beneficial for relieving the issue of viewpoint change among data samples. We further propose a progressive SSL framework to gradually learn a model from the ground viewpoint until reaching the maximum flight height.

To facilitate this work, we create both a synthesized dataset collected from AirSim [37] and a real-world dataset captured from a city street. Both datasets include images of different flying heights. Note that, in this paper, we technically consider the vertical viewpoint difference which is exclusive for drones, while self-driving cars only perform perception from a ground viewpoint. Drone perception is, therefore, more challenging, as it has to be accurate from different flying heights. A straightforward solution is to label all data from different viewpoints, and solve it in a purely supervised learning setup. However, it is not practical as all efforts will be put into data labeling. Therefore, in this paper, we propose a semi-supervised approach that enables drone perception under large viewpoint change.

### A. Drone Perception
Consumer drones are usually equipped with only optical cameras, and thus enabling successful robotic perception from RGB images captured by these cameras will greatly boost the further development of autonomous drones. Similar to modern studies on self-driving cars, prior works tackle it as a classic data-driven learning problem, i.e., collecting a set of training data and training a deep neural network for perception. Early works addressed indoor gate detection for drone navigation with a convolutional neural network [17], or aimed at directly learning navigation in GPS-denied indoor corridor arenas [32]. The same tendency is also observed in object detection [39], [28], [46], and semantic segmentation [26], [11].

One fundamental difference of drone perception from autonomous driving is that a drone may fly at an arbitrary height, while self-driving cars only perform perception from a ground viewpoint. Drone perception is, therefore, more challenging, as it has to be accurate from different flying heights. A straightforward solution is to label all data from different viewpoints, and solve it in a purely supervised learning setup. However, it is not practical as all efforts will be put into data labeling. Therefore, in this paper, we propose a semi-supervised approach that enables drone perception under large viewpoint change.

### B. Multi-Robot Perception
Several prior works studied homogeneous multi-robot collaborative semantic segmentation. In [22], [23], online collaboration methods were proposed to boost the performance of a single robot when its captured images suffer from deterioration. Recently, a few-shot learning based approach [8] was proposed to solve multi-robot perception in data-scarce scenarios. However, the viewpoint difference between homogeneous robots is assumed to be small in these methods.

In this work, we introduce the ground-to-aerial perception distillation. To the best of our knowledge, we are the first
Fig. 3. The diagram of our progressive semi-supervised learning framework. We propose to transfer the knowledge from a UGV to enable drone perception while assuming only data from the ground viewpoint is labeled and all data from other viewpoints are not labeled. Here, we demonstrate an application scenario of three viewpoints, i.e., one ground viewpoint $h_1$ and two flying viewpoints $h_2$ and $h_3$, and $h_3 > h_2 > h_1$, in flight height. $x_1, x_2, x_3$ are images taken from each viewpoint, respectively. $y_1$ is label of $x_1$, and $(x_1, y_1)$ are employed to train the UGV. To enable drone perception at $h_2$, we propose the nearest neighbor pseudo-labeling to infer labels of $x_2$ with the UGV. Moreover, we propose MixView to mix data of different viewpoints to generate augmented samples. The labeled samples, as well as the augmented samples, are then used to learn at $h_3$. The same learning strategy is then utilized to learn at $h_3$.

to demonstrate the possibility of drone perception by purely learning from a UGV. Unlike [23, 22, 8], our method can be applied to a heterogeneous multi-robot system consisting of a UGV and a UAV for perception in fully 3D spaces. Besides, unlike prior works on multi-robot systems [41, 20] that assume multiple sensors are available, we target more hard cases where only a visual camera is mounted on a UAV.

C. Semi-supervised Learning

Semi-supervised learning (SSL) is an active research field and has been extensively studied in machine learning. It seeks to learn a highly discriminative model from both labeled and unlabeled samples [42, 40]. Prior studies have shown promising results using deep learning. Here, we mainly introduce three types of basic approaches. (i) A generative learning approach proposed to generate more data from real data distribution with generative adversarial networks [30, 5] or variational auto-encoders [13]. (ii) Pseudo-Labeling based methods firstly train a deep model on labeled data in a supervised manner and use it to predict pseudo-labels from unlabeled data [35, 25, 21, 5]. (iii) Furthermore, data augmentation methods such as MixUp [44] and MixMatch [11] propose to blend two images and their respective labels at pixel-level, demonstrating superior performance. Instead of directly mixing pixels, CutMix [43] and ClassMix [31] mix object-label information, making them applicable to semantic segmentation.

Despite all the efforts made by prior works, it is, however, difficult to apply SSL for our drone perception task. Since ground viewpoint and drone flying viewpoints have significant differences, pseudo-labeling methods tend to generate wrong pseudo-labels. Similarly, data augmentation methods cannot generate effective training pairs of images and semantic maps. Besides, due to the lack of labeled data of flying viewpoints, generative approaches cannot produce realistic flying data. In this paper, we propose the nearest-neighbor pseudo-labeling and MixView to deal with the viewpoint difference.

III. TECHNICAL APPROACH

In this section, we present our progressive self-distillation framework for SSL-based drone perception. Our goal is to train a viewpoint invariant model that enables a drone to perceive precisely from any flying height in low altitude[4].

1In high altitudes, objects eventually tend to be extremely small and deformed in a camera coordinate, and viewpoint difference hardly further degrades the perception performance. In this case, supervised learning is considered the only effective method.
Instead of assuming a simple case where labeled data is evenly distributed in each viewpoint, we consider a challenging scenario where only data collected from the ground viewpoint are labeled and all data captured from other viewpoints are unlabeled. We pose this problem as a heterogeneous multi-robot knowledge distillation problem and perform semi-supervised ground-to-aerial knowledge transfer by distilling the perception ability from a UGV to a drone.

Fig. 3 demonstrates the overall information flow in our progressive SSL framework. The labeled samples \((x_1, y_1)\) of ground viewpoint are utilized to train a network for UGV perception. The network is denoted by \(N_1\) and will be a baseline used for comparison throughout the paper. We then predict pseudo-labels of data from the nearest neighbor viewpoint \(h_2\) with \(N_1\). The resulting pseudo-labels serve as supervision for training at \(h_2\). In addition, we propose MixView that mixes data from \(h_1\) and \(h_2\) to generate augmented training samples. The same learning strategy is then applied to \(h_3\). After \(n\) progressive applications on heights \(h_1\) to \(h_n\), we will obtain the final model \(N_n\) that is able to handle any image taken from \(h_1\) to \(h_n\).

In the rest of this section, we provide the details of each important component in our framework. Specifically, we discuss viewpoint sampling when applying our method in Sec. III-A. In Sec. III-B we describe how to take advantage of the nearest neighbor viewpoint and apply pseudo-labeling to it. In Sec. III-C we further propose MixView to better overcome viewpoint differences. In Sec. III-D we present the progressive self-distillation to obtain the final model.

### A. Dense Sampling of Viewpoint

One essential key to achieving a superior performance of our method is the strategy of dense sampling of viewpoints. As we handle significant viewpoint differences by gradually leveraging intermediate viewpoints, the intermediate viewpoints play a role in viewpoint assistance. Hence, the more assistant viewpoints we use, the better accuracy we will have.

Formally, given the maximum flight height \(h\), we propose to sample flight data with a uniform interval \(h/n\) by

\[
h_i = h/n \times i
\]

where \(i \in [1, n]\). Eq. 1 divides the flight range \([0, h]\) into \([h_1, h_2, \ldots, h_n]\), where \(h_1 < h_2 < \ldots < h_n\).

We assume only images of the ground viewpoint are labeled, while those of the other viewpoints are unlabeled. For simplicity, \(X_1\) denotes a labeled set of the ground viewpoint, while \(U_i\) and \(X_i\) denote the unlabeled set and its pseudo-labeled version of the flying viewpoint \(h_i\), respectively, throughout the paper.

### B. Nearest Neighbor Pseudo-Labeling

Fig. 4 shows the accuracy of \(N_1\) for various flight heights. It is obvious that the viewpoint difference deteriorates UGV’s performance. On the other hand, close observation shows a small performance gap between two neighbor viewpoints, e.g., flight height of 2 meters and 3 meters. It is, therefore, reasonable to exploit SSL between a viewpoint and its nearest neighbor. We propose the nearest neighbor pseudo-labeling that applies pseudo-labeling to the nearest viewpoint.

Let \((x_1, y_1)\) be a pair at \(h_1\), and \(x_2\) be an image at \(h_2\), where \((x_1, y_1) \in X_1\) and \(x_2 \in U_2\). A straightforward way to infer a label at \(h_2\) is utilizing \(N_1\) learned at \(h_1\) by

\[
y_2 = N_1(x_2)
\]

where \(y_i\) is the one-hot label of \(x_i\), \(\forall i\), called “pseudo-label” as it provides an approximation to its correct semantic map.

Eq. 2 allows an implicit entropy minimization to improve SSL and is effective due to small viewpoint differences. Then, we can learn a better model at \(h_2\) by mixing data from the nearest neighbors of \(h_1\) and \(h_2\). The model \(N_2\) is learned through minimizing the objective by

\[
\min_{N_2} \frac{1}{|X_1|} \sum_{(x_1, y_1) \in X_1} \mathcal{H}(y_1, N_2(x_1)) + \frac{1}{|U_2|} \sum_{x_2 \in U_2} \mathcal{H}(y_2, N_2(x_2))
\]

where \(\mathcal{H}\) is the cross entropy function. The pseudo-labels are obtained at \(h_1\) by

\[
y_i = N_{i-1}(x_i)
\]

where \(N_{i-1}\) denotes a model trained at \(h_{i-1}\). To avoid confusion, we simplify our notation by stating that the ground truths \(y_i\) at the ground viewpoint are equivalent to \(\hat{y}_1\) for the rest of the paper. Then, the optimization objective for learning \(N_i\) can be written as

\[
\min_{N_i} \frac{1}{|\Psi_i|} \sum_{(\hat{y}, y) \in \Psi_i} \mathcal{H}(\hat{y}, N_i(x))
\]

s.t. \(X_i = N_{i-1}(U_i)\)

\[
\Psi_i = \bigcup_{k=1}^{i} X_k
\]

### C. MixView

Ideally, an object, e.g., a car, should be correctly recognized from different flight heights despite its appearance/shape being different among viewpoints. This can be readily implemented if we have ground truths. In our setting, we propose MixView to ensure this viewpoint invariance. We argue that an object should also be correctly recognized if we manually move it.
to another viewpoint. With this intuition, we apply MixView to mix data samples among different viewpoints at the object level to generate augmented data.

MixView can be seen as a variant of ClassMix [31] to handle SSL under viewpoint difference. Instead of augmenting only the unlabeled set, we make an improvement of the original ClassMix where we blend the labeled set and unlabeled set to generate viewpoint robust images. We apply MixView when training \( N_1 \) in an online fashion, and the model gradually learns to recognize objects under viewpoint difference. We formulate the MixView by

\[
(x'_i, y'_i) = \text{MixView}((x, \tilde{y}), (x_i, \tilde{y}_i))
\]

\[
x'_i = m \odot x_i + (1 - m) \odot x
\]

\[
y'_i = m \odot \tilde{y}_i + (1 - m) \odot \tilde{y}
\]

where \((x, \tilde{y}) \in \Psi, \tilde{y}_i = \mathcal{N}_{i}(x_i), m\) is a binary mask that randomly exchanges half of the classes between \(x_i\) and \(x\) to generate a new image \(x'_i\). \(\odot\) denotes element-wise multiplication.

The “manifold” assumption of SSL assumes that the data space is composed of multiple lower-dimensional manifolds, and data points lying on the same manifold should have the same label [40]. Viewpoint discrepancy causes misclassification in the data space. To solve this problem, MixView imposes a regularization to viewpoint differences and helps to move misclassified data points to the correct manifold.

**D. Progressive Self-Distillation**

We formally describe our progressive learning strategy that integrates the nearest neighbor pseudo-labeling and MixView. Specifically, given a labeled set \( \mathcal{X}_1 \) and trained model \( N_1 \) at \( h_1 \), as well as a set of unlabeled samples \( \mathcal{U}_2, \mathcal{U}_3, \ldots, \mathcal{U}_n \) taken from \( h_2, h_3, \ldots, h_n \), respectively, we will progressively transfer the perception ability from \( N_1 \) to various flying heights.

We train the model \( N_i \) with the labeled set \( \Psi_i = \bigcup_{k=1}^{i} \mathcal{X}_k \) and the augmented data of \( \mathcal{U}_i \). We train the final model \( N_n \) looping over all viewpoints by

\[
\min_{N_n} \mathcal{L}
\]

s.t. \( \mathcal{X}_i = \mathcal{N}_{i-1}(\mathcal{U}_i) \)

\[
\Psi_i = \bigcup_{k=1}^{i} \mathcal{X}_k
\]

\[
(x'_i, y'_i) = \text{MixView}((x, \tilde{y}), (x_i, \tilde{y}_i))
\]

where

\[
\mathcal{L} = \sum_{i=2}^{n} \left( \frac{1}{|\Psi_i|} \sum_{(x, \tilde{y}) \in \Psi_i} \mathcal{H}(\tilde{y}, \mathcal{N}_i(x)) + \lambda \frac{1}{|\mathcal{U}_i|} \sum_{x \in \mathcal{U}_i} \mathcal{H}(y', \mathcal{N}_i(x')) \right)
\]

and \( \lambda \in [0, 1] \) is a hyperparameter varying from 0 to 1 during the optimization.

**IV. DATASETS FOR DRONE PERCEPTION**

In this section, we introduce our datasets for the evaluation of the proposed method. As there is no prior dataset that can be applied to our problem, to better verify the performance of the proposed method and inspire more future explorations, we create both a synthesized AirSim-Drone and a real-world AIRs-Street, respectively. The former is collected from the Microsoft AirSim and is used for evaluating our method in an ideal case, and the latter is captured in a city street scenario and is used to quantify our method in the real world. We will present the details of each dataset for the rest of this section.

**A. AirSim-Drone**

We synthesize the AirSim-Drone from the AirSim Neighborhood environment where we capture the data at the ground viewpoint with a car, and flight data with a drone. The flight route of the drone follows a predefined map where objects and lighting conditions such as illumination and weather, are all fixed. We collect the flight data while varying flight height to 2, 3, 4, 5, 6, 7, 8, 9, and 10 meters, respectively. Since we can stably and accurately control the drone in this simulated environment, the viewpoint discrepancy is only derived from the flying height. In addition, we collect a test sequence from a different area to the above sequences. We fly the drone at random flight heights. The test sequence is called “uav_random” and is used to evaluate the generalization performance.

There are 9 semantic attributes in total, including “Plant”, “Building”, “Road”, “Sky”, “Car”, “Ground”, “Fence”, “Pole”, and “Others”. Each image has a resolution of 768 × 432.
Detailed information of the dataset, including the flying height, number of images, and labeled semantic maps are given in Table I. Note that the start and end time of video recording have to be manually determined, and thus the number of captured images in each sequence is slightly different. Since semantic maps can be readily obtained from the simulator, we have ground truth semantic annotations for all RGB images. Only ground truths of the ground viewpoint are used for training, and other viewpoints are used for validation.

B. AIRs-Street

AIRs-Street is a real-world dataset in which images are captured in a street scenario. To precisely measure the distance from the ground, we use an advanced DJI Phantom Pro 4 which is equipped with a 3D TOF for data acquisition. The drone has to be manually controlled to maintain its flying height following a predefined route. Thus, there are some unavoidable deviations in terms of flying height. We carefully fly the drone with a fairly slow forward speed, such that the deviation of the flight height is guaranteed within \( \pm 0.5 \) meters. Similar to the AirSim-Drone, we take images of different flight heights from 1 meter to 9 meters with an interval of 1 meter, and we have 9 sequences in total. The resolution of the captured images is \( 1920 \times 1080 \).

Due to the difference in flying speed, the number of captured images is also different among viewpoints. Despite that, all sequences have the same start point and endpoint. For the sequence of the ground viewpoint, we uniformly select 117 frames to annotate and use for training. For each of the flight sequences, we uniformly select 25 frames over the video length to annotate and use them for evaluation. We manually annotate the pixel-wise attribute labels. In our dataset, there are 13 semantic classes, including “Plant”, “Building”, “Road”, “Sky”, “Car”, “Sidewalk”, “Pedestrian”, “Motorcycle”, “Wall”, “Fence”, “Traffic Sign”, “Traffic Light”, and “Others”. More detailed information is given in Table II.

V. EXPERIMENTAL EVALUATION

A. Implementation Details

a) Implementation of Our Method: Due to the limitation of GPU memory, we change the original image resolution from \( 768 \times 432 \) to \( 384 \times 216 \) for AirSim-Drone, and from \( 1920 \times 1080 \) to \( 480 \times 270 \) for AIRs-Street, respectively. For the network of semantic segmentation, we use the pretrained DeepLabV3+ \([6]\) on the CityScape dataset \([7]\). We modify the output layers to fit the semantic categories of our datasets. We train \( N \) for 500 epochs for each viewpoint according to Algorithm 1 with an NVIDIA GeForce RTX 2080 Ti. We use the SGD optimizer \([36]\) with a learning rate of 0.01 and apply

Owing to lack of additional labeled images, we directly use these labeled flight data for evaluation.
Although ClassMix is specially tailored to boost semantic labeling, it demonstrates a lower accuracy with a mean of 0.457. The task, as they are even worse than Ground-only. Pseudo-

proaches are given in Table III. A close look at Ground-only viewpoint, i.e, Ground-only.

C. Quantitative Evaluation

1) Results on AirSim-Drone: The results of different approaches are given in Table III. A close look at Ground-only shows a tendency of performance degradation from uav02 to uav10, and we observe a 45.7% relative accuracy drop caused by the significant viewpoint difference.

Moreover, both Pseudo-Labeling and ClassMix failed on the task, as they are even worse than Ground-only. Pseudo-Labeling demonstrates a lower accuracy with a mean of 0.457. Although ClassMix is specially tailored to boost semantic segmentation, it significantly deteriorated due to the viewpoint difference. We are not surprised that the previous methods of SSL failed. Intuitively, since clear viewpoint differences exist in data samples, they could not correctly predict labels from unlabeled data.

On the other hand, our method yields promising results for each sequence. Although we can also observe a tendency for performance degradation, the accuracy drop is only 20.7% from uav02 to uav10. Compared with the original drop of 45.7%, the improvement brought by our method is significant. We obtained the mean of 0.599 and the std of 0.047, which shows 20.8% and 55.2% improvement from Ground-only of 0.496 and 0.105, respectively.

Fig. 6 shows the estimated semantic maps provided by different methods at different flying heights. Clearly, ClassMix yielded inaccurate predictions, and it failed on all sequences. It tends to ignore small objects, and the estimated semantic maps have only three classes, i.e., Plant, Road, and Sky. When observing the results of Ground-only and Pseudo-Labeling, we can see how viewpoint differences mislead the semantic segmentation, e.g., in the left bottom areas of images, false positives gradually increase from 2 meters to 10 meters, while our method shows consistently correct results.

Table IV shows the generalization performance on the test sequence. Although the accuracy is slightly lower than the results given in Table V i.e., 0.599, our method achieved a 25.7% performance boost from Ground-only, and other methods yielded worse results.

2) Results on AIRs-Street: The real-world AIRs-Street dataset is more challenging than the synthesized AirSim-Drone dataset, as it has more semantic attributes, few labeled images at the ground viewpoint, and dynamic objects, e.g., moving cars, and non-rigid objects, e.g., pedestrians, as well as different lighting conditions due to the change of the sunlight intensity. Thus, the performance of drone perception will also be deteriorated by the above difficulties other than the viewpoint difference.

Table VI shows the numerical results for different methods. The results show that there is a 39.2% accuracy drop of Ground-only from uav02 to uav09. Also, ClassMix yielded inferior results for each sequence than Ground-only, and Pseudo-labeling obtained the same mean accuracy as Ground-only. Our method outperformed Ground-only from uav02 to uav09. Compared with the original drop of 45.7%, the improvement brought by our method is significant. We obtained the mean of 0.599 and the std of 0.047, which shows 20.8% and 55.2% improvement from Ground-only of 0.496 and 0.105, respectively.

TABLE III
THE MEAN IOU ACCURACY OF OUR APPROACH AND OTHER METHODS ON THE AIRSIM-DRONE DATASET.

| Methods    | uav02 | uav03 | uav04 | uav05 | uav06 | uav07 | uav08 | uav09 | uav10 | mean, std |
|------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-----------|
| Ground-only| 0.672 | 0.618 | 0.561 | 0.519 | 0.479 | 0.446 | 0.418 | 0.388 | 0.365 | 0.496 0.105 |
| Pseudo-Labeling | 0.639 | 0.578 | 0.550 | 0.485 | 0.444 | 0.404 | 0.369 | 0.337 | 0.323 | 0.457 0.011 |
| ClassMix   | 0.209 | 0.197 | 0.190 | 0.183 | 0.180 | 0.178 | 0.176 | 0.174 | 0.173 | 0.184 0.011 |
| Ours       | 0.680 | 0.650 | 0.625 | 0.609 | 0.594 | 0.578 | 0.564 | 0.551 | 0.539 | 0.599 0.047 |

where $c$ is the number of categories, $M(y_k)$ and $M(\hat{y}_k)$ denotes a set of elements of the binary masks of $y$ and $\hat{y}$ on class $k$, respectively.

In addition to the mean IOU accuracy, we also quantify statistics, i.e., the mean and standard deviation (std) of the results. Ideally, we expect to obtain a high mean value and a low std, i.e., the model can achieve equally accurate performance for different flight heights. We consider a method to be a failure if it underperforms the trained model at the ground viewpoint, i.e, Ground-only.

B. Evaluation Metrics

For a fair comparison of semantic segmentation, we use the metrics that were frequently employed in previous studies. We calculate the mean intersection-over-union (IoU) value. The mean IoU metric, also referred to as the Jaccard index, is essentially a method to quantify the percentage of overlap between the target mask and the prediction output. It is calculated by

$$IoU(y, \hat{y}) = \frac{\sum_{k=1}^{c} |M(y_k) \cap M(\hat{y}_k)|}{|M(y_k) \cup M(\hat{y}_k)|}$$ (9)

polynomial learning rate decay during training. We conduct all the experiments using PyTorch [33].

b) Baseline Methods: Since the perception capability of the drone is distilled from the UGV, we consider the trained model at the ground viewpoint as a baseline and name it as Ground-only. Moreover, we additionally evaluate two previous methods of SSL on the under-explored problem for more fair comparisons. The first is Pseudo-Labeling [19] which is a classical approach for SSL, and the second is ClassMix [31], the current state-of-the-art for SSL-based semantic segmentation. Entropy minimization is employed to identify pseudo-labels from unlabeled data. Using these classical two methods as representatives, we will show through experiments that existing semi-supervised learning methods cannot cope with large viewpoint differences.

$\text{IR}^{-D}$.
Fig. 6. Qualitative comparisons between our method and other approaches on the AirSim-Drone dataset. We show the results for different flight heights from 2 meters to 10 meters. We draw red boxes on the Ground truth and results of Ground-only and Ours at 10m for better visualization.

| Methods       | Accuracy       |
|---------------|----------------|
| Ground-only   | 0.417          |
| Pseudo-Labeling | 0.400 (– 4.1%) |
| ClassMix      | 0.179 (– 57.1%)|
| Ours          | 0.524 (+25.7%) |

TABLE IV
GENERALIZATION PERFORMANCE ON THE AIRSIM-DRONE TEST SET.

and 0.009, respectively.

Fig. 7 shows the qualitative comparisons between our method and other approaches. The qualitative results agree well with those on AirSim-Drone. ClassMix demonstrates inaccurate predictions for all flying viewpoints. Ground-only and Pseudo-Labeling gradually deteriorated from a flying height of 2 meters to 9 meters. As seen, false positives tend to increase for the two methods, and our method can correctly predict pixel attributes better, such as the cars.

3) Adaptability to Various Flight Heights: We set different height ranges starting from $h_2$ to maximum flight height $h_i$, in which $h_i$ ranges from 2, 3, . . . , 10 for AirSim-Drone and 2, 3, . . . , 9 for AIRs-Street, respectively. Then we evaluate our methods and baselines at these ranges.

Fig. 8 shows the results on the two datasets. As seen, ClassMix demonstrated unstable behavior on AirSim-Drone and still had the worst performance on the two datasets. Our method outperformed the other two approaches in all different settings, except for the maximum flight height of 2 meters on the AIRs-Street.

We also visualize the accuracy change in our progressive learning framework for each flight height in Fig. 9 where $N_i$ denotes the trained model applied on the maximum flight height $h_i$, e.g., $N_5$ is learned from $h_1$ to $h_5$. As seen in Fig. 9 (a), our method demonstrates significant improvement for large viewpoint differences, e.g., uav10, while maintaining
TABLE V
THE MEAN IOU ACCURACY OF OUR APPROACH AND OTHER METHODS ON THE AIRS-Street DATASET.

| Methods        | uav02 | uav03 | uav04 | uav05 | uav06 | uav07 | uav08 | uav09 | mean | std |
|----------------|-------|-------|-------|-------|-------|-------|-------|-------|------|-----|
| Ground-only    | 0.607 | 0.618 | 0.563 | 0.458 | 0.413 | 0.408 | 0.402 | 0.369 | 0.480| 0.009|
| Pseudo-Labeling [19] | 0.611 | 0.623 | 0.546 | 0.467 | 0.406 | 0.421 | 0.386 | 0.381 | 0.480| 0.009|
| ClassMix [31]  | 0.282 | 0.260 | 0.244 | 0.238 | 0.233 | 0.229 | 0.220 | 0.230 | 0.244| 0.000|
| Ours           | 0.610 | 0.655 | 0.624 | 0.539 | 0.549 | 0.528 | 0.492 | 0.488 | 0.561| 0.003|
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(a) Images (b) Ground Truths (c) Ground-only (d) Pseudo-Labeling [19] (e) ClassMix [31] (f) Ours

Fig. 7. Qualitative comparisons between our method and other approaches on the AIRs-Street dataset. We show the results for different flight heights from 2 meters to 9 meters. We draw red boxes on the Ground truth and results of Ground-only and Ours at 8m and 9m for better visualization.

the accuracy for small viewpoint differences, e.g., uav02 on AirSim-Drone. The same tendency can also be observed in Fig. 7(b).

Also, owing to the lack of supervision for flying viewpoints, we can observe that the increase in accuracy gradually slows down during the application of our self-distillation. Since the viewpoint discrepancy increases gradually, we need additional supervision to handle some hard cases. We leave it for our future work.

4) Summary: Considering a model trained at the ground viewpoint as a baseline (i.e., a Ground-only model), we show through experiments on both a synthesized dataset and a real-world dataset that:

- The performance of a Ground-only model gradually deteriorates from lower flying height to higher flying height as viewpoint discrepancy gradually increases.
- The viewpoint difference leads the previous SSL-based methods to malfunction. In our experiments, both Pseudo-Labeling and ClassMix failed on the task, as their perfor-

TABLE VI
SPLIT OF AIRSIM-DRONE WITH DIFFERENT SAMPLING INTERVALS.

| Intervals | Labeled view | Unlabeled view |
|-----------|--------------|---------------|
| 1 meter   | h1           | h2, h3, h4, h5, h6, h7, h8, h9, h10 |
| 2 meters  | h1           | h3, h5, h7, h9 |
| 3 meters  | h1           | h4, h7, h10  |


performance is even worse than that of the Ground-only model.

- Our method shows a substantial performance boost compared to the Ground-only model. The mean relative accuracy improvement is 25.7% and 16.9% for the fixed AirSim-Drone and challenging AIRs-Street, respectively.
- Most importantly, we find that the performance improvement is significant for large viewpoint differences. We obtained 47.7% and 32.2% relative accuracy improvement for the flight height of 10 meters, i.e., uav10 of AirSim-Drone, and the flight height of 9 meters, i.e., uav09 of AIRs-Street, respectively.
- Our method demonstrates good adaptability to various height ranges. It outperformed the other two SSL-based approaches in all different height ranges, except for the maximum flight height of 2 meters on the AIRs-Street.

D. Ablation Studies

We perform several ablation studies to analyze and understand better each component of our progressive SSL framework. To be specific, we conduct several experiments to investigate the 1) performance of different sampling intervals of viewpoints, 2) results with and without using the MixView, and 3) results with and without using the nearest neighbor pseudo-labeling. All ablation studies are performed on AirSim-Drone. The details are given as follows:

a) Analyses with different sampling intervals: We evaluate the three settings of the sampling interval, i.e., 1 meter, 2 meters, and 3 meters. Detailed information on data sampling is given in Table VI. The experimental results are shown in Fig. 10 (a), where the blue, yellow, and red color denotes results for a sampling interval of 1, 2, and 3 meters, respectively. The results show that dense sampling of viewpoints contributes to better model performance, and we obtained 13.8%, 18.3%, and 23.8% mean accuracy boost from the Ground-only model, respectively.

b) Analyses with and without using the MixView: In our progressive learning framework, we propose to mix images of different viewpoints to generate augmented training samples. We provide experimental results to show that MixView can contribute to alleviating viewpoint differences. As seen in Fig. 10 (b), where red, yellow, and blue color denotes the results of the Ground-only model, our method w/o and w using the MixView, respectively. Even without utilizing MixView, we observe that the progressive distillation integrated with the nearest neighbor pseudo-labeling already outperformed Ground-only by 16.5%, and MixView can further improve the
performance by 7.3%.

c) Analyses with and without using the nearest neighbor pseudo-labeling: In our original setting, for training a model at $h_i$, we first use the trained model at $h_{i-1}$ to predict pseudo-labels from data captured at $h_i$. $N_i$ is then trained with pseudo-labeled samples of $h_1, \ldots, h_i$ and unlabeled samples of $h_i$. We skip the above step to remove the effect of the nearest viewpoint pseudo-labeling, then the model $N_i$ is trained with pseudo-labeled samples of $h_1, \ldots, h_{i-1}$, and unlabeled samples of $h_i$. The results are shown in Fig. 10(c), where red, yellow, and blue color denotes the results of the Ground-only model, our method w/o and w using the nearest neighbor pseudo-labeling, respectively. As a result, the mean accuracy degradation from the Ground-only model up to 47.8% without utilizing the nearest neighbor pseudo-labeling.

VI. Conclusion

In this paper, we have explored ground-to-aerial knowledge distillation to enable drone perception by learning from a UGV without increasing any flight data labeling cost. We argued that the essential requirement of drone perception is the capability to perceive from different flight heights, and the fundamental challenge is the significant viewpoint difference among flying heights. Given only labeled images from the ground viewpoint and a set of unlabeled images from various flying viewpoints, we formulated it as a semi-supervised learning problem. We proposed a progressive learning framework that gradually learns from the ground viewpoint to the maximum flying height. We proposed two methods to overcome the viewpoint difference. The first is the nearest neighbor pseudo-labeling that infers pseudo-labels of the nearest neighbor viewpoint with the model learned at the preceding viewpoint, and the second is the MixView which mixes data obtained from different viewpoints to generate viewpoint invariant data samples.

To quantitatively and qualitatively verify the proposed method and inspire more future explorations, we created both a synthesized dataset and a real-world dataset. The experimental results show that the proposed method can yield promising results for different flight heights. In practice, our approach can relax the requirement of data annotation for drone perception and expand a model for ground viewpoint perception to perform perception in fully 3D spaces. In the future, we will work on improving the training efficiency. As a preliminary exploration on the task, we hope our work can inspire more future explorations in the community.
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APPENDIX

a) Definition of relative accuracy improvement: Let Ground-only model be a baseline, we define the relative accuracy improvement as:

$$\text{RAI} = \frac{\text{Acc}1 - \text{Acc}2}{\text{Acc}2}$$  \hspace{1cm} (10)$$

Where Acc1 and Acc2 are IoU accuracy of our method and the ground-only model, respectively. The accuracy improvements reported in experiments are calculated by Eq.(10).

b) Difference between MixUp, ClassMix, and MixView: MixUp and ClassMix are SSL techniques that utilize pixel-wise and object-wise mixing operations. Despite their effectiveness in certain scenarios, these methods fail to perform well under large viewpoint differences. To address this limitation, we propose MixView, an enhanced version of ClassMix specifically designed for handling viewpoint differences in SSL. This improvement is made possible by employing a dense sampling strategy to capture various flying heights and utilizing nearest neighbor pseudo-labeling to infer more accurate pseudo-labels.

c) Accuracy for each category: To conduct more comprehensive evaluations, we calculate the IoU accuracy for each category of the two datasets. Table VIII shows the results on the AirSim-Drone dataset, indicating that our method demonstrates comparable performance on the “Plant”, “Sky”, and “Ground” categories, and superior results on the remaining six categories compared to the Ground-only method. Furthermore, on the Airs-street dataset, our approach achieves marginally higher accuracy on the “Plant”, “Road”, 'Building' and “Sky” categories, while exhibiting significant improvements on the remaining nine categories, as shown in Table IX.

Upon examining these results and the proportion of pixels in each category, we can conclude that our method is particularly effective for large viewpoint differences. Specifically, objects such as “Plant”, “Sky”, and “Road” that remain stationary and occupy a significant percentage of pixels in both datasets are more robust to viewpoint changes. These observations suggest that we can pay more attention to those small and dynamic objects for performance improvement in future exploration.