Rayleigh–Taylor instability in nonlinear Schrödinger flow
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Abstract. The Rayleigh–Taylor instability (RTI) is a fundamental fluid instability that occurs when a light fluid is accelerated into a heavier one. While techniques for observing the RTI in classical fluids continue to improve, the instability has not been demonstrated in quantum fluids. Here, we exploit the formal equivalence between condensed matter and coherent nonlinear optics to observe the superfluid-like instability directly in the optical system. For the RTI, an initial refractive index gradient sets the acceleration, while self-induced nonlinear interactions lead to velocity differences and shear. The experimental observations show that density fingering is always accompanied by vortex generation, with perturbation modes following a hybrid dynamics: horizontal modes (along the interface) propagate as an incompressible fluid, but the vertical length scale (mixing length) is set by compressible shock dynamics. The growth rate, obtained analytically, shows that inhibition due to diffraction has the same spectral form as viscosity and diffusion, despite the fact that the system is dispersive rather than dissipative. This gives rigorous support for the observation
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that turbulence in quantum fluids has the same scaling as turbulence in normal fluids. The results hold for any Schrödinger flow, e.g. superfluids and quantum plasma, and introduce a new class of fluid-inspired instabilities in nonlinear optics.
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Stratified flow, which occurs whenever adjacent layers in a fluid have a density or velocity difference, is fundamental to fluid dynamics. For normal fluids, the corresponding instabilities are textbook problems [1]: thermodynamic fluctuations trigger the growth of perturbations, whose spatial scale is set by the resistive forces of viscosity or surface tension. Accelerated interfaces, in particular, plague many classical flows [2, 3]. However, the initial metastable state of layered fluids is difficult to set up experimentally, while dissipation makes it difficult to compare measured values with ideal fluid predictions [4]. Superfluids provide a naturally ideal situation, but their transport dynamics are different: the temperature is ideally zero and the coherent/condensed waves experience no viscosity. As a result, instability dynamics for these systems have received far less attention [5–9]. Nevertheless, interface issues will become increasingly problematic for the atomic community as quantum fluids are transported and mixed [10, 11].

Linearized Schrödinger theory suggests that viscosity is replaced by diffraction, i.e. the (frictionless) opposition to wavefunction localization [5, 6], but nonlinearity is necessary as well, as interactions determine the condensate pressure [12–14], coupling between layers [15], etc. Here, we construct an optical system equivalent to a ground-state superfluid [16] that allows the observation of the ideal Rayleigh–Taylor instability (RTI) [17, 18] as a function of density (intensity) difference, internal pressure (nonlinearity) and acceleration (refractive index gradient). In parallel, an analytic theory is developed that collapses the parametric studies into a single unified scaling law. The results highlight the role of wave/phase diffusion in quantum transport and give insight into the onset and statistics of superfluid turbulence.

### 1. Theoretical background

Perfect quantum fluids, in which all the atoms have condensed into the ground state $\psi$, may be described by the Gross–Pitaevskii equation [12–14]:

$$i\hbar \frac{\partial \psi}{\partial t} + \frac{\hbar^2}{2m} \nabla^2 \psi + V(x) \psi + \gamma |\psi|^2 \psi = 0,$$

(1)
where $\hbar$ is Planck’s constant divided by $2\pi$, $m$ is the mass of each particle, $V$ is an external potential and $\gamma$ measures the strength of (mean-field) interactions. This nonlinear Schrödinger equation is an excellent approximation for Bose–Einstein condensates [19] and is often used to describe superfluids when the normal fluid component is not important [20].

Here, we construct an optical system equivalent to a ground-state superfluid by considering a beam propagating in a nonlinear Kerr-like medium [16]. To focus on spatial dynamics only, we consider monochromatic light of a fixed frequency, so that there is no formal time dependence. Paraxial propagation along the axis $z$ is then well described by the nonlinear Schrödinger equation

$$i \frac{\partial \psi}{\partial z} + \nabla_\perp^2 \psi / 2k_0 + n(y)\psi + \gamma |\psi|^2 \psi = 0,$$

(2)

where $\psi$ is the slowly varying amplitude of the optical field, $k_0 = \lambda_0 / n_0$ is the wavenumber in a material with base index of refraction $n_0$, $\lambda_0$ is the wavelength in free space, $n(y)$ is an imposed refractive index profile, and $\gamma$ measures the nonlinear index change induced by the light intensity ($\gamma < 0$ for defocusing). The nonlinear response of the photorefractive crystal used in the experiments below is similar, with the coupling strength $\gamma$ being controllable by an applied voltage.

It is clear that equations (1) and (2) are identical, with propagation along $z$ replacing evolution in $t$, wavenumber replacing mass and index of refraction acting as a potential. Therefore, the two equations must support the same type of energy flow. A fluid interpretation follows by applying the polar (Madelung) transformation [21] to equation (2), where $\rho = |\psi|^2$ is the intensity and $S$ is the coherent phase of the wave function. Scaling then gives

$$\frac{\partial \rho}{\partial z} + \nabla_\perp (\rho u) = 0,$$

(3)

$$\rho \left( \frac{\partial u}{\partial z} + u \nabla_\perp u \right) = -\nabla_\perp P - \rho g + \frac{1}{2} \rho \nabla_\perp \left( \frac{1}{\sqrt{\rho}} \nabla_\perp^2 \sqrt{\rho} \right).$$

(4)

This set of equations is a nonlinear eikonal representation, expressing the conservation of intensity (density) $\rho$ and momentum $\rho u$, where $u = \nabla_\perp S$ is the direction of energy propagation. In optical terms, the pressure $P = |\gamma|\rho^2 / 2$ arises from a self-defocusing nonlinearity and an effective gravity $g = \partial n(y) / \partial y$ is provided by a refractive index gradient. The last term in equation (4), known as ‘quantum pressure’ in condensed matter systems, has the highest-order derivatives and regularizes the system. It is an unusual regularization, in the sense that it is a function of density only and yet appears in the velocity equation (in contrast with normal gases and fluids, which have diffusion in the density equation and viscosity in the momentum equation). Without the quantum pressure, equations (3) and (4) represent ideal Eulerian flow, and there would be no limit to the amount of energy that could accumulate in small spatial scales. For example, shock waves would develop infinitely sharp fronts and instabilities would have perturbation growth at arbitrarily short wavelengths.

2. Dynamics of the Rayleigh–Taylor instability

The basic quantum RTI was considered by Bychkov et al [5], who followed the usual hydrodynamic practice of assuming an initial mechanical equilibrium (obtained by setting the forcing terms in the rhs of equation (4) to zero) and incompressible flow ($\nabla \cdot u = 0$). As
diffraction prevents an ideal step initial condition, we consider a smooth, exponential transition region between the two densities/intensities. The resulting growth rate $\omega$ for perturbations is given by

$$\omega^2 = \frac{1}{2} g (\alpha L) k_x - \frac{1}{4} \alpha^2 k_x^2, \quad (5)$$

where $\alpha = 1/\rho_0 (\partial \rho_0 / \partial y)$ and $L$ is the characteristic width of the interface (e.g. the linear healing/diffraction length). For long-wavelength perturbations, $k_x/\alpha \ll 1$ and $k_x L \ll 1$, the density differential may be approximated by the difference, reducing equation (5) to

$$\omega^2 = g(At) k_x - \alpha^2 k_x^2 / 4,$$

where the Atwood number $At = (\rho_H - \rho_L) / (\rho_H + \rho_L)$. In this form, the growth rate (5) consists of two parts: the classical Rayleigh–Taylor growth rate [17, 18] and a restorative term due to diffraction [5]. Interestingly, the quadratic ($k_x^2$) dependence of the resistance is more reminiscent of diffusion [22] than the cubic dependence indicated by equation (4) and is typical of non-dissipative terms, such as curvature from surface tension [1]. This suggests a reason why superfluid turbulence, which can be triggered by the RTI, has the same Kolmogorov scaling law [23, 24] as normal fluids (although fluctuations about this mean may be different [25]).

On the other hand, the diffractive form of the result does not include nonlinearity, apparently violating the rule that linear systems are always stable (there is no mode coupling and thus no possibility for wave growth). This ‘violation’ is an artifact of the (nonlinear) Madelung transformation and simply states that different spatial modes of the initial interface jump propagate (diffract) at different rates. More serious is the presence of dispersive shock waves (DSWs), which always occur across a step of different intensities/densities [16, 26–33]. These prevent any initial mechanical equilibrium (which can be accommodated by translating to a frame in which the interface is moving [34]) and make the assumption of incompressibility quite suspect. Below, we show experimentally that treating $\alpha$ as a dynamic variable self-consistently remedies all of these issues.

3. Experimental mapping

As described above, the RTI is created by accelerating a fluid into one that is denser. The optical version uses a refractive index gradient to drive together light of different intensities. The experimental setup is shown in figure 1. The high/low intensity input is created by sending 532 nm laser light into a step-index filter and imaging the interface between different attenuation strips. The acceleration is created by passing an ordinarily polarized plane wave through a continuously varying attenuator and imaging it into a photorefractive crystal; due to nonlinearity, the intensity gradient creates a refractive index gradient in the medium [35, 36], so that wherever the light is, it always ‘sees’ an area of higher index beneath it.

The material of choice is an $8 \times 8 \times 8$ mm SBN:75 ($\text{Sr}_{0.75}\text{Ba}_{0.25}\text{Nb}_2\text{O}_6$) photorefractive crystal. For this crystal, the nonlinear index change $\Delta n = -(1/2)n_0^2 r_{ij} E_{\text{app}} \hat{I} / (1 + \hat{I})$, where $n_0 = 2.3$ is the base index of refraction, $r_{ij}$ is the appropriate electro-optic coefficient with respect to the applied field $E_{\text{app}}$ and the crystalline axes, and the intensity $\hat{I} = |\psi|^2$ measured relative to a background (dark current) intensity [37]. While this nonlinearity is saturable, the defocusing parameters used here minimize the difference between the photorefractive and Kerr cases [16].

In contrast to the gradient beam, which propagates almost linearly through the crystal, the fluid-like signal wave is extraordinarily polarized and highly nonlinear ($r_{33} = 1340 \text{ pm V}^{-1}$).
Figure 1. Experimental setup. Light from a 532 nm laser is split into two beams: one to induce an acceleration potential and one to create a high/low (H/L) density difference. (a) Potential beam: a uniform refractive index gradient is optically induced in an SBN photorefractive crystal by a continuously varying neutral density filter. Different gradients of the refractive index are shown on the right. (b) A high/low (H/L) intensity interface is created by a step-index filter. Beams (a) and (b) are then combined onto the SBN crystal (c). The nonlinear interaction and pressure are controlled by applying an electric field across the crystal (d). Light exiting the crystal is then imaged by a CCD camera. BS: beam splitter; M: mirror; SF: step filter; CF: continuous filter.

versus $r_{13} = 60 \text{ pm V}^{-1}$). Moreover, the internal pressure of the light waves can be controlled by adjusting the self-defocusing bias voltage applied across the crystalline $c$-axis. The largest nonlinearity corresponds to the largest voltage and intensity, which in our system is $\Delta n/n_0 = -2 \times 10^{-4}$.

Light exiting the crystal is imaged into a CCD camera. The degree of acceleration is calibrated by measuring the deflection of a low-intensity signal wave. For the experiments with changing voltage, which also changes the strength of the optical induction, the gradient filter is adjusted to maintain a constant acceleration. The velocity (gradient in phase) is identified directly by interfering the output with a reference plane wave.
4. Experimental results

The dynamics of the interface was tested as a function of all the driving parameters. The basic instability is shown in figure 2. In response to the index gradient and nonlinearity, the interface buckles, creating the interpenetrating fingers characteristic of the RTI. As a test of these factors, calibration runs were performed for the individual parameters in equation (4). In the linear case, without ‘gravity’, the interface is stable and simply diffracts (figure 2(e)). Adding the index gradient causes a small drift downward (figure 2(f)). In the nonlinear case, without gravity (figure 2(g)), the step difference in pressure leads to a translation of the interface, with intensity oscillations along (but not perpendicular to) the index gradient [16]. These spatially dispersive shock waves occur whenever interactions act in the same direction as dispersion/diffraction and are the dominant mode of transport in dissipationless systems [16, 26–33]. We show below that these shock waves set the characteristic length scale for the mixing layer when instability is present, but by themselves they are relatively stable to transverse perturbations [16]. Only when both the nonlinearity and index gradient are present does an instability form (figure 2(b)). For the inverse scenario, in which the dense component is beneath the lighter one, the interface is stable (figure 2(h)).
Figure 3. Observation of vortices and measurement of perturbation fingers. (a), (b) Optical vortices, identified by their characteristic phase splitting, appear along the edges of the density fingers. (a) Output intensity picture of the instability, as in figure 2(d). (b) Magnified interferogram of the output, formed by interfering the nonlinear output in (a) with a reference plane wave. Arrows point to the locations of the optical vortices. (c) Ratio between finger widths and perturbation periods as nonlinearity is increased. For sinusoidal perturbations (formed by weak nonlinearity), the ratio is 0.5. (d) Measurement of finger lengths with different intensity ratios 4:1, 10:1 and 25:1. The solid black lines are fits according to the predicted scaling, where $a = 44 \mu m$ is a constant determined by the lower intensity and $b = 0.98, 0.92$ and 1.00 for the ratios 4:1, 10:1 and 25:1, respectively. The scale bar in (a) is 100 $\mu m$ and in (b) is 15 $\mu m$.

The instability can be characterized by considering the width, spacing and length of the perturbation fingers (figure 3). In normal fluids, viscosity or surface tension sets the characteristic spatial scale [1]. Initial perturbations are periodic, meaning that the finger width is half their period. Longer evolution times lead to growth and narrowing of the fingers; if the driving force is strong enough, the resulting shear will overcome resistance and create vortices along the edges. In Schrödinger fluids, the lack of viscosity means that nonlinearity is dominant from the very beginning of flow. We observed vortices at the output for every unstable initial condition, accompanied by narrowing of the fingers as the nonlinearity increases [38]. As shown in figure 3(b), the vortices, identified as forked discontinuities in the phase of the coherent wave,
Figure 4. Experimental measurements of the characteristic perturbation period. (a) Measured perturbation period as a function of intensity difference and acceleration, for a fixed voltage bias (nonlinearity) of 450 V. (b)–(d) Data in (a) scaled according to equation (5). (b) Scaling done with the density prefactor given by the Atwood number \((\rho_H - \rho_L)/(\rho_H + \rho_L)\) and the length scale given by the diffusion/healing length \(a = 44 \mu m\). (c) Scaling done with the density prefactor given by the Atwood number and length scale given by the shock length measured in figure 3. (d) Scaling done with the density prefactor given by the exponential transition \(\ln(\rho_H/\rho_L)\) and the length scale given by shock length measured in figure 3.

Consequently, all measurements of the characteristic scales are made using this technique.

A particular region of interest is the mixing layer, in which the two (optical) fluids interpenetrate. A direct measurement of the finger lengths (figure 3(d)) shows that the length follows the nonlinear scaling relation \(L = a + b \sqrt{\gamma \rho_H / \rho_L}\), where \(a = L \sqrt{n_0^3 r_{33} E_{app} \rho_L / 2} = 44 \mu m\) is a dimensional scaling constant that represents the intrinsic (diffracting or healing) width of the interface and \(b \sim 1\) (0.98, 0.92, 1.00 as shown in figure 3). This is the same scaling as that found for a step intensity change without acceleration [16, 29, 30, 33], despite the generation and shedding of vortices.

To explore the general features of quantum RTI, we fix the applied voltage across the crystal at \(-450\) V, so that changes in the nonlinearity (interaction strength) are due to the initial intensity difference only. Figure 4(a) shows the characteristic instability period as a function of
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acceleration and initial intensity jump. As the driving forces become stronger, the perturbations grow with higher energy (higher spatial frequency or smaller characteristic period). At first sight, the spread in data suggests that the variables are independent. However, equation (5) suggests that there is a maximum growth rate, obtained by setting \( \partial \sigma/\partial k_x = 0 \), corresponding to a dominant mode \( k_x^{\text{max}} = (g \alpha L)/\alpha^2 \) in the dynamics. This dominant mode depends sensitively on the choice of parameters, in particular the strength and characteristic length of initial density difference. Different choices for these parameters are shown in figures 4(b)–(d).

Figure 4(b) shows the incompressible limit first derived by Bychkov et al [5]. As discussed after equation (5), the density prefactor is given by the Atwood number, while the decay rate is given by the (constant) diffraction length \( L = a \). There is a clustering of the data, except for the strongest nonlinearity (smallest period), but no true collapse.

Figure 4(c) shows the Bychkov result when the measured shock length is used to determine \( \alpha \). In this case, the Atwood prefactor causes the data to separate, with trends no better than the raw data given in figure 4(a).

Figure 4(d) shows the hybrid compressible–incompressible limit suggested by the experiments. The density prefactor \( \alpha L \) is given by \( \ln(\rho_H/\rho_L) \), which is exact for an exponentially decaying transition region, while the decay rate is taken from the measured shock lengths of figure 3(d). In this case, there is a clear collapse of the data onto a straight line.

5. Discussion

The analysis above suggests a rather straightforward evolution of the instability: the generation of intensity fingers followed by shear-induced vortex formation along their edges. Initially, noise creates perturbations which have a momentum component in the direction of the index gradient. By Snell’s law, these spots of light will bend downwards, into an area of higher index. This will create an even larger angle of incidence, causing more bending, etc. Along the intensity fingers, the relative velocity flow will create vortices due to a superfluid Kelvin–Helmholtz instability [7]. Alternatively, the intensity/density difference between the inside and outside of each finger creates an effective potential well (relative index difference), inducing vortex formation along its boundaries [39].

However, there is another pathway to vortex generation which must be considered: the snake instability of a dark stripe [40–43]. There is no such stripe initially, as the input phase is constant across the interface, but there are two ways in which it can form: relative slipping between the top and bottom fields and dynamic generation as the leading edge of a spatially dispersive shock wave (DSW). In the former scenario, the two intensities (densities) slip along each other and propagate separately, with the upper one acquiring a faster phase than the lower one. Eventually, there will be a \( \pi \) phase difference between them, creating a dark stripe at the interface due to destructive interference. We note, however, that the snake instability works best at high nonlinearity, when both the upper and lower branches have the same intensity [41]. For the conditions here, snaking occurs very slowly. To check this, we removed the index gradient and introduced an initial \( \pi \) phase difference between the branches (not shown); even for equal intensities, with the nonlinearity at its highest value, we saw no evidence of kinks.

The phase-slipping scenario is also unlikely because we are in a gravity-dominated regime (by design), which makes motion normal to the interface the most significant driving factor. On the other hand, the interface has the step initial condition of a shock wave, whose oscillating front resembles a train of dark solitons. While the transverse instability of DSWs can follow
from the dynamics of their dominant soliton [44, 45], simulations of transonic stripes has shown that the evolution of the modulations can be vortex-free [46]. Further, there are many situations, such as tunneling [47], in which the full structure of the DSW must be considered. Indeed, experiments on DSW propagation and collisions performed using the same crystal as the one here have suggested a surprising robustness, if not absolute stability, of shock waves without acceleration [16]. For this reason, and the success of the scaling results above, we conclude that the nonlinear observations here result from a direct intensity or momentum fluctuation, rather than a secondary instability arising from a dark stripe.

Compressibility plays an interesting role in these experiments. Its influence can be seen by comparing the growth rate of a sinusoidal interface perturbation with wavelength $l$, $\omega_g \sim (g/l)^{1/2}$, to the relaxation rate of density waves at the same wavelength $\omega_s \sim c_s/l$, where $c_s \sim 2 \mu$m mm$^{-1}$ denotes the effective sound speed. Simple scaling suggests that compressibility effects should become dominant when $\omega_s \sim \omega_g$, or $l \sim l^* \gg c_s^2/g$. For the system here, $l^*$ is of the order of 4 $\mu$m, while the measured perturbation periods are of the order of 100 $\mu$m, implying that the instability dynamics should be fully compressible. As shown by equation (5) and figure 4, however, compressibility appears dominant only in one direction, normal to the interface. Physically, this follows by realizing that shock dynamics requires an initial density difference [16]; for the basic RTI geometry, such a jump occurs across the interface but not along it.

We emphasize that compressibility is a singular perturbation, involving directly the equation of state (and thus nonlinearity), and that even in normal fluids, including compressibility is a difficult and somewhat controversial task [48]. The consensus is that compressibility suppresses the RTI, as energy that would drive perturbations is now redirected into squeezing the fluid [49, 50]. However, other arguments suggest that the finite sound speed from compressibility causes energy to accumulate near the interface (rather than radiate from it), thus destabilizing the flow [51, 52]. Here, the observations suggest that compressibility is a destabilizing influence in quantum RTI, as the initial shock wave enables the interface to travel faster than it would without the shock. As this transport occurs in the same direction as ‘gravity’, the end result is a higher effective acceleration, resulting in a higher-energy perturbation. While the gain formula (5) captures the essence of these results, simply by substituting the appropriate shock length, a more quantitative explanation of our experimental observations can only be provided by a more complete theory of compressible Schrödinger flow, which is yet to be developed.

Finally, we note that the general form of the equations and experimental setup means that the approach here can be extended in many possible ways, including flow with multiple layers, fully three-dimensional dynamics and partially condensed (statistical) systems. It also suggests that light–matter interactions in more general environments, such as optofluidic systems, can be treated using a unified language in which the fields are regarded as equal components in a multispecies fluid, rather than as separate entities.

6. Conclusions

We have used a coherent optical system to experimentally explore the dynamics of the superfluid RTI. Parametric studies were conducted with density difference, acceleration and nonlinear interaction strength, revealing behavior that was compressible across the interface but effectively incompressible parallel to it. In particular, data collapse occurred when shock-like scaling for
the mixing layer was substituted into the incompressible gain formula. The results hold for any Schrödinger fluid, e.g. superfluids and quantum plasma, and lay the foundation for a variety of fluid-inspired instabilities in optics.

Acknowledgment

This work was supported by the US Air Force Office of Scientific Research, the Department of Energy and the National Science Foundation.

References

[1] Chandrasekhar S 1981 Hydrodynamic and Hydromagnetic Stability (New York: Dover)
[2] Nuckolls J, Thiessen A, Wood L and Zimmera G 1972 Laser compression of matter to super-high densities—thermonuclear (Ctr) applications Nature 239 139–42
[3] Burrows A 2000 Supernova explosions in the universe Nature 403 727–33
[4] Carlès P, Huang Z B, Carbone G and Rosenblatt C 2006 Rayleigh–Taylor instability for immiscible fluids of arbitrary viscosities: a magnetic levitation investigation and theoretical model Phys. Rev. Lett. 96 104501
[5] Bychkov V, Marklund M and Modestov M 2008 The Rayleigh–Taylor instability and internal waves in quantum plasmas Phys. Lett. A 372 3042–5
[6] Cao J T, Ren H J, Wu Z W and Chu P K 2008 Quantum effects on Rayleigh–Taylor instability in magnetized plasma Phys. Plasmas 15 012110
[7] Blaaauwgeers R, Eltsov V B, Finne A P, Haley R P, Krusius M, Ruoho J J, Skrbek L and Volovik G E 2002 Shear flow and Kelvin–Helmholz instability in superfluids Phys. Rev. Lett. 89 155301
[8] Abe H, Ueda T, Morikawa M, Saitoh Y, Nomura R and Okuda Y 2007 Faraday instability of superfluid surface Phys. Rev. E 76 046305
[9] Lu H L and Qiu X M 2011 The internal waves and Rayleigh–Taylor instability in compressible quantum plasma Phys. Plasmas 18 104508
[10] Andrews M R, Townsend C G, Miesner H J, Durfee D S, Kurn D M and Ketterle W 1997 Observation of interference between two Bose condensates Science 275 637–41
[11] Chikkatur A P, Shin Y, Leanhardt A E, Kielinski D, Tsikata E, Gustavson T L, Pritchard D E and Ketterle W 2002 A continuous source of Bose–Einstein condensed atoms Science 296 2193–5
[12] Ginzburg V L and Pitaevskii L P 1958 On the theory of superfluidity Zh. Eksp. Teor. Fiz. 34 1240
[13] Gross E P 1961 Structure of a quantized vortex in boson systems Nuovo Cimento 20 454
[14] Pitaevskii L P 1961 Vortex lines in an imperfect Bose gas Zh. Eksp. Teor. Fiz. 40 646
[15] Partridge G B, Li W H, Kamar R I, Liao Y A and Hulet R G 2006 Pairing and phase separation in a polarized Fermi gas Science 311 503–5
[16] Wan W, Jia S and Fleischer J W 2007 Dispersive superfluid-like shock waves in nonlinear optics Nature Phys. 3 46–51
[17] Rayleigh L 1900 Investigation of the character of the equilibrium of an incompressible heavy fluid of variable density Sci. Pap. II 200–7
[18] Taylor G 1950 The instability of liquid surfaces when accelerated in a direction perpendicular to their planes Proc. R. Soc. A 201 192–6
[19] Pethick C J and Smith H 2002 Bose–Einstein Condensation in Dilute Gases (Cambridge: Cambridge University Press)
[20] Roberts P H and Berloff N G 2001 The Nonlinear Schrödinger Equation as a Model of Superfluidity in Quantized Vortex Dynamics and Superfluid Turbulence 571, ed C F Barenghi, R J Donnelly and W F Vinen (New York: Springer) pp 235
[21] Madelung E 1927 Quantentheorie in hydrodynamischer form Z. Phys. 40 322
Duff R E, Harlow F H and Hirt C W 1962 Effects of diffusion on interface instability between gases Phys. Fluids 5 417–25

Maurer J and Tabeling P 1998 Local investigation of superfluid turbulence Europhys. Lett. 43 29–34

Stalp S R, Skrbek L and Donnelly R J 1999 Decay of grid turbulence in a finite channel Phys. Rev. Lett. 82 4831–4

Bradley D I, Fisher S N, Guénault A M, Haley R P, O’Sullivan S, Pickett G R and Tsepelin V 2008 Fluctuations and correlations of pure quantum turbulence in superfluid He-3-B Phys. Rev. Lett. 101 065302

Gurevich A V and Krylov A L 1987 Nondissipative shock waves in media with positive dispersion Zh. Eksp. Teor. Fiz. 92 1684–99

El G A and Krylov A L 1995 General solution of the Cauchy problem for the defocusing NLS equation in the Whitham limit Phys. Lett. A 203 77–82

Dutton Z, Budde M, Slowe C and Hau L 2001 Observation of quantum shock waves created with ultra-compressed slow light pulses in a Bose–Einstein condensate Science 293 663–8

Damski B 2004 Formation of shock waves in a Bose–Einstein condensate Phys. Rev. A 69 043610

Kamchatnov A M, Gammal A and Kraenkel R A 2004 Dissipationless shock waves in Bose–Einstein condensates with repulsive interactions between atoms Phys. Rev. A 69 063605

Hoefer M A 2006 Dispersive and classical shock waves in Bose–Einstein condensates and gas dynamics Phys. Rev. A 74 023623

Ghofraniha N, Conti C, Ruocco G and Trillo S 2007 Shocks in nonlocal media Phys. Rev. Lett. 99 043903

Chang Y J, Engels P and Hoefer M 2008 Formation of dispersive shock waves by merging and splitting Bose–Einstein condensates Phys. Rev. Lett. 101 170404

Elder K R, Grant M, Provatas N and Kosterlitz J M 2001 Sharp interface limits of phase-field models Phys. Rev. E 6402 021604

Efremidis N K, Sears S, Christodoulides D N, Fleischer J W and Segev M 2002 Discrete solitons in photorefractive optically induced photonic lattices Phys. Rev. E 66 046602

Fleischer J W, Segev M, Efremidis N K and Christodoulides D N 2003 Observation of two-dimensional discrete solitons in optically induced nonlinear photonic lattices Nature 422 147–50

Segev M, Valley G C, Crosignani B, DiPorto P and Yariv A 1994 Steady-state spatial screening solitons in photorefractive materials with external applied field Phys. Rev. Lett. 73 3211

Christodoulides D N and Carvalho M I 1995 Bright, dark, and gray spatial soliton states in photorefractive media J. Opt. Soc. Am. B 12 1628–33

Jia S, Wan W and Fleischer J W 2007 Forward four-wave mixing with defocusing nonlinearity Opt. Lett. 32 1668–70

Ginsberg N S, Brand J and Hau L V 2005 Observation of hybrid soliton-vortex ring structures in Bose–Einstein condensates Phys. Rev. Lett. 94 040403

Kuznetsov E A and Turitsyn S K 1988 Instability and collapse of solitons in media with a defocusing nonlinearity J. Theor. Exp. Phys. 67 1583–8

Swartzlander G A and Law C T 1992 Optical vortex solitons observed in Kerr media Phys. Rev. Lett. 69 2503–6

Mamaev A V, Saffman M and Zozulya A A 1996 Propagation of dark stripe beams in nonlinear media: snake instability and creation of optical vortices Phys. Rev. Lett. 76 2262–5

Tikhonenko V, Christou J, Luther-Davies B and Kivshar Y 1996 Observation of vortex solitons created by the instability of dark soliton stripes Opt. Lett. 21 1129–31

Armaroli A and Trillo S 2009 Suppression of transverse instabilities of dark solitons and their dispersive shock waves Phys. Rev. A 80 053803

Hoefer M A and Ilan B 2012 Dark solitons, dispersive shock waves, and transverse instabilities Multiscale Model. Simul. 10 306–41

Mironov V A, Smirnov A I and Smirnov L A 2011 Dynamics of vortex structure formation during the evolution of modulation instability of dark solitons J. Exp. Theor. Phys. 112 46–59
[47] Hakim V 1997 Nonlinear Schrödinger flow past an obstacle in one dimension Phys. Rev. E 55 2835–45
[48] Gauthier S and Le Creurer B 2010 Compressibility effects in Rayleigh–Taylor instability-induced flows Phil. Trans. R. Soc. A 368 1681
[49] Blake G M 1972 Fluid dynamic stability of double radio sources Mon. Not. R. Astron. Soc. 156 67
[50] Sharp D H 1984 An overview of Rayleigh–Taylor instability Physica D 12 3–18
[51] Lezzi A M and Prosperetti A 1989 Rayleigh–Taylor instability for adiabatically stratified fluids Phys. Fluids A 1 1784–95
[52] Xue C and Ye W 2010 Destabilizing effect of compressibility on Rayleigh–Taylor instability for fluids with fixed density profile Phys. Plasmas 17 042705