Adapting JPEG XS gains and priorities to tasks and contents
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Abstract

Most current research in the domain of image compression focuses solely on achieving state of the art compression ratio, but that is not always usable in today’s workflow due to the constraints on computing resources.

Constant market requirements for a low-complexity image codec have led to the recent development and standardization of a lightweight image codec named JPEG XS.

In this work we show that JPEG XS compression can be adapted to a specific given task and content, such as preserving visual quality on desktop content or maintaining high accuracy in neural network segmentation tasks, by optimizing its gain and priority parameters using the covariance matrix adaptation evolution strategy.

1. Introduction

JPEG has been the most widely used image codec since its introduction in 1992 and more powerful standards such as JPEG2000 have failed to take up consequential market shares due in large part to their added complexity. The JPEG XS codec was standardized in 2019 (ISO/IEC 21122) [1] in response to market demand for lightweight image compression [2]. Its typical use-cases are to replace uncompressed data flow, whose bandwidth requirement is no longer affordable due to the ever increasing content resolution, and embedded systems, which are bound by the complexity of their integrated circuits and often by their battery capacity. Use-cases often target specific tasks and contents, hence it can be beneficial to optimize an image encoder to account for prior knowledge of its intended application.

Similar optimization work has been produced with other codecs; mainly JPEG, for which quantization tables have been optimized for different tasks using various methods [3][4][5][6], and JPEG2000, which has had its large parameter space explored with the use of genetic algorithms [7].

Akin to the JPEG quantization table [8], JPEG XS uses a table of gains and priorities for each sub-band. The ISO 21122-1 standard provides a table of gains and priorities (jointly referred to as weights) that maximize peak signal-to-noise ratio (PSNR) [1, Tab. H.3] and states that other values may result in higher quality for certain scenarios. These weights are embedded in the encoded image; the decoder parses them and the choice of optimized weights cannot break compatibility with ISO 21122 compliant decoders.

We describe a framework based on the covariance matrix adaptation evolution strategy (CMA-ES) to optimize JPEG XS weights for different metrics and contents. Through this method, decreases of up to 14% of bits-per-pixel (bpp) at constant quality are achieved on desktop content and up to 59% at constant accuracy on a semantic segmentation task.

2. Background

2.1. JPEG XS

The JPEG XS coding scheme [1] first applies a reversible color conversion from the RGB color space to YCbCr. The signal is then decomposed into a set of sub-bands, through an asymmetric 2D multilevel discrete wavelet transformation (DWT) [9]. Wavelet coefficients are split into precincts containing coefficients from all sub-bands that make up a spatial region of the image (usually a number of horizontal lines), and are encoded as 16-bit integers prior to quantization. The gains (G_b) and priorities (P_b) table makes up the weights, a pair of values defined for each sub-band (b), which are stored in the encoded picture header. The precinct quantization (Q_p) and precinct refinement (R_p) are computed for each precinct (p) based on the bit budget available for that precinct. The truncation position (T_{b,p}) determines how many least significant bits are discarded from all wavelet coefficients of a given sub-band within a precinct; T_{b,p} is calculated from G_b, P_b, Q_p, and R_p as follow: T_{p,b} = Q_p - G_b + r where r is 1 for P_b < R_p and 0 otherwise. Eventually T_{p,b} is then clamped to the valid range, i.e. [0:15]. Bitplane counts (i.e. number of non-zero bitplanes in a group of four coefficients) are then entropy-coded and packed along with the truncated coefficients values, their signs, and Q_p and R_p values.
2.2. CMA-ES

CMA-ES is an evolutionary algorithm which performs derivative-free numerical optimization of non-linear and non-convex functions, using a population of candidate solutions whose mean and covariance matrix are updated for each generation using the most fit individuals. [10][11]

Rios and Sahinidis [12] have extensively reviewed 22 derivative-free optimization algorithms over a wide range of problems. They show that CMA-ES outperforms other algorithms by ~200% when measuring the fraction of non-convex non-smooth problems with 10-30 variables solved from a near-optimal solution [12, Figure 32]. The optimization of JPEG XS High profile weights fits this use-case, given there are 30 variables whose initial values have already been optimized to maximize PSNR, and the number of function evaluations is of little importance since this optimization is performed only once. The pycma library [13] provides a well-tested implementation of CMA-ES.

3. Experiments

The optimization method described in 3.1 introduces the CMA-ES optimizer and its pycma implementation, details the use of a JPEG XS codec, and lists the datasets and metrics used. Results are given in 3.2.

3.1. Method

CMA-ES implementation

We use the pycma [13] CMA-ES implementation. The only required parameters are an initial solution $X_0$ and the initial standard deviation $\sigma_0$. The gains defined in [1, Tab. H.3] are used for $X_0$ and their standard deviation is computed for $\sigma_0$. Population size is set to 14 by pycma based on the number of variables. Gains are optimized as floating-point values; their truncated integer representation is used as the gains given to the encoder and the fractional parts are ranked in descending order which is used as priorities. This matches the relative importance of priorities in Section 2.1, where a bit of precision is added to bands whose priority $P$ is smaller than the precinct refinement threshold $R_p$.

JPEG XS implementation

JPEG XS High profile [2, Tab. 2] is optimized using TICO-XSM, the JPEG XS reference software [14] provided by intoPIX [15]. Each image is encoded and decoded with a given set of weights and the average loss (1-MS-SSIM, PSNR, or the prediction error) on the image set is used as the fitness value. A single image is encoded and decoded using the `tco_enc_dec` command with a given target bpp and a configuration file containing the candidate weights. The gains and priorities are listed in the configuration file in the following order (deepest level first): LL_{5,2}, HL_{5,2}, HL_{4,2}, HL_{3,2}, HL_{2,2}, LH_{2,2}, HH_{2,2}, HL_{1,1}, LH_{1,1}, HH_{1,1}, where H denotes high-pass filtering and L is low-pass filtering. The list is repeated for each component ($Y, C_b, C_r$). This differs from [1, Tab. H.3], where the three components are alternating for each value.

Human visual system optimization

The training data used to generate weights optimized for image quality is a random subset of 240 featured pictures from Wikimedia Commons [16], randomly scaled between 0.25 and 1.00 of their original size and cropped to match the Kodak Image Dataset [17] resolution of 768x512. A different subset of 240 featured pictures and the 24-pictures Kodak Image Dataset are used for testing. A set of 200 screenshots has been collected on Wikimedia Commons for synthetic desktop content optimization, ensuring variability in the software, operating systems, fonts, and tasks displayed. The desktop content has a resolution of 1920x1080 and is split into two 100-picture subsets for training and testing. These images are optimized for MS-SSIM and PSNR.

Computer vision optimization

Optimized weights are generated for an AI-based computer vision task to minimize prediction error incurred from compression artifacts. This employs the Cityscapes dataset, consisting of street scenes captured with an automotive camera in fifty different cities with pixel-level annotations covering thirty classes. [18] The data is split between a “train” set used to train a convolutional neural network (CNN) that performs pixel-level semantic labeling on uncompressed content, and a “val” set used to test the accuracy of the trained CNN using the intersection-over-union (IoU = $\frac{TP}{TP+FP+FN}$) metric. The HarDNet architecture is well suited for this optimization task because it performs fast inference without forgoing analysis accuracy [19], enabling faster (and thus more) parameter evaluations in CMA-ES.

The “train” data cannot be used to evaluate IoU performance because the model has already seen it during training; therefore, we optimize the 500-image “val” data. This is split into three folds: two cities used as training data and one city used as testing data. The weighted average over three folds is based on the number of images in each test set. The MS-SSIM metric is also optimized on the Cityscapes dataset; the “train” and "train_extra" data can be reused, making two 100-images subsets for training and testing.

Similarly to the human visual system (HVS) targeted optimization, AI optimization is performed by encoding and decoding the whole set of images to be evaluated, computing the average IoU metric, and providing its result to the optimizer as the fitness value of the current set of weights.

Hardware and complexity

The weights optimization process is parallelized using all available CPU threads, each encoding an image. Image analyses such as semantic segmentation and MS-SSIM
evaluation jobs are run in parallel, making constant use of all available computing resources. 27 weight configurations are extensively optimized and results are obtained in approximately three weeks from a total of 78 CPU threads.

Each training process is repeated at 1.00, 3.00, and 5.00 bpp. 4000 function evaluations are performed for each visual optimization and 1500 for each AI task. In addition, the AI task optimization is repeated over three folds and different bitrates are interpolated to produce Figure 2. The interpolation is carried out by computing the fitness value of the top-10 weights of the closest optimized bitrate at each interpolated bitrate, as well as performing a smaller 150 function evaluation optimization at the interpolated bitrates.

3.2. Results

Human visual system results

Results of the HVS weights optimization are summarized in Table 1. Weights have been optimized for different metrics and contents and tested with the MS-SSIM and PSNR metrics. Table 1 shows that MS-SSIM is consistently improved through the use of optimized weights, even when using different content classes. Improvement is especially considerable at low bitrate, as the standard weights consume 12% to 18% more bitrate to achieve the MS-SSIM index obtained with 1.00 bpp using optimized weights. These results are close to those obtained using the “visual” weights provided in the reference software. Improvements obtained with PSNR weights are negligible; the standard weights are already optimized for this metric and content-specific optimizations bring no significant improvement. Weights optimized for an AI task (IoU on Cityscapes) perform poorly when measured against PSNR or MS-SSIM, even on the same dataset. Figure 1 shows a visual comparison with weights optimized for the MS-SSIM metric on “Featured Pictures” and “Desktop” content at 1.00 bpp. MS-SSIM weights tend to yield a consistent level of detail for a globally acceptable visual quality at low bitrate, whereas PSNR-optimized weights tend to show a mix of sharper areas and bleeding artifacts.

AI results

Table 2 shows the performance improvements from weights optimized on a semantic segmentation task on the Cityscapes dataset, as well as content-specific MS-SSIM weights. The fully optimized weights achieve a 33.3% to 59% reduction in required bpp, meanwhile the MS-SSIM weights do not translate to performance gains on the IoU metric. Figure 2 shows the gains over many more bitrates, by testing the standard weights every 0.50 bpp and interpolating the optimized weights. The IoU score obtained on uncompressed content is 0.7506. This number is sometimes exceeded when performing inference on compressed content; the highest scores obtained are 0.7514 with optimized weights and 0.7508 with standard weights at 7.00 bpp.

Our results indicate that JPEG XS compression at a high enough bitrate does not appear to be detrimental to the performance of a semantic segmentation model trained on uncompressed content (starting at 4.25 bpp with optimized weights, or 6.90 bpp with standard weights), and it may even be beneficial in some instances, as the model performed better at 7.00 bpp than with uncompressed content.

The metric used for fitness evaluation appears to be much more effective than the type of data provided. This is seen with synthetic “Desktop” content optimized weights providing an MS-SSIM index on natural content close to that obtained with the weights optimized on featured pictures, PSNR weights bringing little to no benefit regardless of the content, and the MS-SSIM and IoU optimized weights not benefiting each other on the same content. Moreover, optimizing for different bitrates appears to be beneficial as different sets of weights are generated for each optimized bitrate.

4. Conclusion

CMA-ES is a black-box optimization method that can be used to optimize JPEG XS quantization parameters for a given task and content type. Such evolutionary algorithms work well with the small number of quantization parameters present in JPEG XS and CMA-ES provides a nearly parameter-free method for task-specific optimization of JPEG XS image compression.

A relatively small training set is used. This is necessary because each image needs to be encoded and decoded to test the given weights and scoring must remain consistent for each evaluation. Overfitting does not appear to be an issue even when the training and test sets are small and distinct, likely because the small number of weights do not provide the capacity to overfit.

PSNR weights optimized with CMA-ES do not vary significantly from those defined in the ISO standard, which were calculated to achieve maximum PSNR, regardless of the content type and bitrate used. MS-SSIM optimized weights are more beneficial; a bitrate reduction of 0.12 to 0.32 bpp (3.8% to 18%) is observed between 1.00 and 5.00 bpp (depending on the type of content) and the gain in MS-SSIM index translates to a higher perceptual quality.

The weights optimized for an AI-analysis task show the versatility of this method, as they adapt to a very specific task and content and provide a more notable reduction in required bitrate at constant accuracy (33.3% to 59% at the optimized bitrates). The fitness function can be tuned to fit any objective function. For example, one could combine the MS-SSIM index and an AI metric to create hybrid human-machine weights.
Table 1. Results obtained with weights optimized for different contents and visual metrics (optimization shown in the left two columns). The test metrics, content, and bpp are shown on top. The best weight for each test is marked as such in bold. The last two columns show the bpp percentage increase needed by standard (or visual [14]) weights to match the score of the optimized (underlined) weights.

| weights | dataset | weight metric | MS-SSIM | PSNR | FeaturedPictures | kodak | screenshots |
|---------|---------|---------------|---------|------|------------------|-------|-------------|
| Cityscapes | MS-SSIM | 1.00 bpp | 0.98799 | 0.99240 | 0.99713 | 0.99888 | 0.99974 |
| Desktop  | MS-SSIM | 3.00 bpp | 0.99326 | 0.99954 | 0.99716 | 0.99897 | 0.99974 |
| FeaturedPictures | PSNR | 5.00 bpp | 0.99326 | 0.99954 | 0.99716 | 0.99897 | 0.99974 |

% bpp improvement over visual weights

| Cityscapes | ISO 21122 std. | uncompressed | poly. trendline |
|------------|----------------|--------------|-----------------|
| PSNR: inf, MS-SSIM: 1.00 | PSNR: 28.5, MS-SSIM: 0.947 | PSNR: 27.3, MS-SSIM: 0.962 |

Figure 1. Visual comparison of “Featured Pictures” and “Desktop” MS-SSIM weights at 1.00 bpp. Left: uncompressed image, middle: compressed with ISO 21122 PSNR weights, right: compressed with MS-SSIM optimized weights (ours), top: kodak image 24, bottom: Tails 0.12 office screenshot.

Figure 2. IoU/bitrate performance on Cityscape validation set. JPEG XS standard weights compared to optimized weights (weighted average over three folds). Optimization is performed at 1.00, 3.00, and 5.00 bpp, other bitrates are interpolated as described in section 3.1.

Table 2. Average IoU obtained over 3 folds using weights optimized for semantic segmentation on Cityscapes. Also shown are weights optimized for MS-SSIM on Cityscapes, and the MS-SSIM index obtained at 3.00 bpp (rightmost column).

| weight dataset | weight metric | IoU | Cityscapes | ISO 21122 std. | uncompressed | poly. trendline |
|----------------|---------------|-----|------------|----------------|--------------|-----------------|
| Cityscapes     | MS-SSIM       | 0.729 | 0.748 | 0.759 |
| JPEG-XSM visual | Human         | 0.700 | 0.734 | 0.750 |

% bpp improvement over std. weights
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