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Abstract—This paper describes a novel lossless point cloud compression algorithm that uses a neural network for estimating the coding probabilities for the occupancy status of voxels, depending on wide three dimensional contexts around the voxel to be encoded. The point cloud is represented as an octree, with each resolution layer being sequentially encoded and decoded using arithmetic coding, starting from the lowest resolution, until the final resolution is reached. The occupancy probability of each voxel of the splitting pattern at each node of the octree is modeled by a neural network, having at its input the already encoded occupancy status of several octree nodes (belonging to the past and current resolutions), corresponding to a 3D context surrounding the node to be encoded. The algorithm has a fast and a slow version, the fast version selecting differently several surrounding the node to be encoded. The algorithm has a fast way, one obtains all resolutions up to the final resolution \( R \). Hence, the octree representation recursively constructs the set of points, by specifying an octet for each node at the current resolution. What needs to be encoded for transmitting the point cloud is the octet that represents the splitting pattern at each node, for each resolution level, starting from resolution 0 up to resolution \( r - 1 \).

Encoding of the splitting octet can be done in several ways. For example, G-PCC encodes the splitting (octet) pattern \([b_1, b_2, \ldots, b_8]\) at a voxel \( n_k \) at resolution \( r - 1 \), by considering for each bit \( b_i \) a context defined based on the following: the occupancy status of the neighbors of the current voxel \( n_k \) to be split, the location \( i \) of the bit \( b_i \) inside the octet, the values of the already encoded bits \( b_1, \ldots, b_{i-1} \), and some already encoded splitting patterns at some neighbor voxels of \( n_k \). These contexts are further merged, e.g., based on rotation invariance, in order to obtain the most relevant probability models at each context. In here we do not use the context construction of G-PCC, specifically we do not use the probability distribution \( p(b_i|b_1, \ldots, b_{i-1}, C) \) conditional at some collapsed context \( C \), but instead we associate each \( b_i \) to the corresponding voxel at resolution \( r \), and establish the context \( C \) in the same way, uniformly for all \( i \), based on spatially neighbor voxels in the resolution \( r - 1 \) and \( r \), as we explain below. This has the effect of using a single conditional distribution \( p(b_i|C) \) instead of 8 distinct conditional distributions.

VoxelDNN [5], a recent DNN-based method, generated probabilities for the occupancy of voxels, using a wider conditional template than in the octree model, by splitting the space in very large cubes, e.g. \( 64 \times 64 \times 64 \), and generating conditional probabilities \( p(b_i|b_1, \ldots, b_{i-1}) \) for each of \( i = 1, \ldots, 64^3 \), hence for each voxel inside the large cube. Each such specific distribution leads to an equivalent template with variable 3D shape, handled during the training process by masked convolutions. The equivalent template becomes asymmetrical with respect to the voxel \( b_i \) to be encoded, especially near the facets of the \( 64 \times 64 \times 64 \) cube. In our
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I. INTRODUCTION

In the recent years, point cloud compression (PCC) has become a very active field of study, in an effort to provide efficient coding solutions for the very large point clouds available nowadays. The major contributions to the area are the standardization projects initiated by JPEG [1] and MPEG [2], from which the video PCC (V-PCC) and the geometry PCC (G-PCC) standards are already finalized. Meanwhile, several contributions have appeared in the technical literature, showing improvements over the standardized solutions, for some specific classes of point clouds. Encoding the geometry of voxelized point clouds is a first task, solved both in V-PCC and G-PCC, and for which several recent publications provided alternative solutions, see e.g.: the lossless codec using dyadic decomposition [3]; the bounding volumes by depthmap projections BVL [4]; and more recently, VoxelDNN [5] and MSVoxelDNN [6], based on deep neural networks for providing the arithmetic coder with coding probabilities.

We propose a neural network based lossless coder for voxelized point clouds. In the algorithm, the internal representation for point clouds is selected to be the octree model, offering multiresolution reconstructions, where at resolution \( r \) all points are given with a precision of \( r \) bits per dimension. In the octree model each point from the resolution \( r - 1 \) is split into 8 candidate points at resolution \( r \), and specifying for each of these 8 points the occupancy status by 1 bit, one can retrieve all points at resolution \( r \). Iteratively in the same way, one obtains all resolutions up to the final resolution \( R \).
order of the candidate pixels at resolution status known (since they were already scanned). The scanning that are either candidates or that have their occupancy encoder and decoder, encompassing voxels from resolution candidate location a context is constructed, identically at in a given scanning order (explained below), and at every these candidate voxels, by scanning the candidate locations and decoder proceed to encoding the occupancy status of known to be unoccupied.

The proposed method, which we dub NNOC, is illustrated in Fig. 1. When encoding a point cloud with \( r \) bits resolution, the encoder encodes additionally all the \((r - 1)\) lower resolution versions. Initially, the 2 bits resolution point cloud, having \(4 \times 4 \times 4\) voxels, is simply encoded in 64 bits where each bit represents the occupancy of a voxel. Then, the encoding and decoding proceeds by inferring, from the voxels of the point cloud at 2 bits resolution, the possibly occupied (candidate) locations in 3 bits resolution. In general, for every voxel in a resolution level \( r - 1 \), there are 8 possibly occupied voxels in resolution \( r \). Hence, if the 2 bits resolution point cloud has \( n_p \) points, there are \( 8n_p \) candidate locations for the 3 bits resolution. The locations other than the candidate locations are known to be unoccupied.

After marking all candidate voxels at resolution \( r \) starting from the known voxels at resolution \( r - 1 \), the encoder and decoder proceed to encoding the occupancy status of these candidate voxels, by scanning the candidate locations in a given scanning order (explained below), and at every candidate location a context is constructed, identically at encoder and decoder, encompassing voxels from resolution \( r \) that are either candidates or that have their occupancy status known (since they were already scanned). The scanning order of the candidate pixels at resolution \( r \) is defined by considering the regular lexicographic one, considering one-by-one the sections across the point cloud at planes \( z = z_0 \), and in each section scanning is done row-wise (interpreting the section as an image with row index \( x \) and column index \( y \)). The scanning order establishes the causality status for the voxels in the considered contexts. A neural network (NN) model is employed to estimate the probability of occupancy of a candidate voxel given the voxel’s context. Then, the occupancy of the candidate voxel is encoded by 2-symbol arithmetic coding using the probability distribution generated by the network. The procedure described above is repeated for all the resolutions starting from 3 bits octree depth until the final resolution of the input point cloud is encoded. Apart from the occupancies of voxels, a necessary side information is the binary occupancy status of each section, stating whether the section contains any points. This is expressed in a binary vector having each element associated to one section, which is encoded with run-length encoding.

A. Collecting the contexts of candidate voxels

Our approach is based on the octree structure and hence we need to encode each bit of the splitting pattern at each node. What first distinguishes our approach is that at each resolution \( r - 1 \), we traverse the existing nodes and encode their splitting patterns in a two-pass manner as explained next. Suppose we have all nodes at resolution \( r - 1 \), and need to transmit the splitting patterns to reconstruct resolution \( r \). For each node \((x_0^{[r-1]}, y_0^{[r-1]}, z_0^{[r-1]})\), we have 8 possibly occupied children voxels at resolution \( r \), namely \((2x_0^{[r-1]} + \alpha, 2y_0^{[r-1]} + \beta, 2z_0^{[r-1]} + \gamma)\), with \( \alpha, \beta, \gamma \in \{0, 1\} \), and we store all these points in a sorted list (in the sorting, key \( z \) has the highest priority). Having the candidate voxels sorted by section enables us to fetch the section points efficiently.

We then reconstruct the points at resolution \( r \), plane by plane, by keeping a 4 sections buffer (two already encoded sections, the current one, and the next one not encoded yet) to which we associate 4 binary images as depicted in Fig. 2. After the status of all candidates in the section \( z = z_0 \) is encoded, the buffer slides upwards by 1 section, to encode the occupancies of the section \( z = z_0 + 1 \).
In terms of the octree coding, what is peculiar in our approach is that we transmit at each resolution \( r - 1 \) the occupancy patterns of the nodes lying in the plane \( z = z_0^{(r-1)} \), but in two phases: first we transmit the 4 bits of the splitting pattern having \( \gamma = 0 \) (corresponding to the lower plane in the resolution \( r \)), and after we finish transmitting all these half-splitting patterns for all nodes, we continue transmitting the remaining half-splitting patterns, having \( \gamma = 1 \) (corresponding to the higher plane in the resolution \( r \)). The process is repeated for the plane \( z = z_0^{(r-1)} + 1 \). In G-PCC for instance, the scanning order is different, since one transmits at once the eight bits corresponding to the occupancy of the children of \((x_0^{(r-1)}, y_0^{(r-1)}, z_0^{(r-1)})\), and only then the process moves to a different node at resolution \( r - 1 \).

In the four sections of the buffer, we mark the current state in the reconstruction process: For the past two sections we know the true occupancy status of all the candidate points, so we mark in the past two sections the true occupancy of voxels at resolution \( r \). In the next section \( z = z_0 + 1 \), we do not yet know any occupancy status, but we know the status of being a candidate, which is marked on the binary image of the section.

We therefore have organized in a convenient way the scanning order for traversing the candidate voxels at each resolution level, in the following order: section-by-section (traversing all voxels lying on a section \( z = z_0 \)), and in each such 2D section taking the scanning order to be row-by-row. Using such a scanning order, the current candidate \((x_0, y_0, z_0)\) whose occupancy needs to be encoded, has some of its 3D neighbors already encoded (they are at those voxels belonging to sections \( z = z_0 - 1 \) and \( z = z_0 - 2 \), and from the section \( z = z_0 \) the voxels having the row index \( x < x_0 \), and finally those voxels having \( x = x_0, y < y_0 \) and \( z = z_0 \)). The other neighbor voxels either are not candidates (they are not children of some existing point in the resolution \( r - 1 \)), or are known to be unoccupied or they are candidates but their occupancy is not known yet.

We define the context as a cuboid with \( 5 \times 5 \times 4 \) 3D neighbors of \((x_0, y_0, z_0)\) at resolution \( r \) as shown in Fig. 2. We note that this cuboid changes its position at each encoding of a candidate occupancy, because we place it such that it keeps its alignment with the current candidate. Due to the selected scanning order, the status of being already encoded or not for each pixel remains the same, so the contexts’ elements keep the same type of information or significance. For example, the neighbor \((x_0 - 2, y_0 - 2, z_0 - 2)\) has always its occupancy known (either because it was not a candidate for testing i.e., not being a child of an existing node at \( r - 1 \)), or because it was a candidate and we have transmitted its occupancy status. So the state of \((x_0 - 2, y_0 - 2, z_0 - 2)\) can be either 0, if it is not occupied, or 1 if it is occupied. On the other hand, \((x_0, y_0 + 2, z_0)\) is not encoded yet. We already can know its occupancy, if it was not a candidate then for sure it is not occupied) but if it was a candidate, its occupancy is not known yet. So the state that can be associated to \((x_0, y_0 + 2, z_0)\) is 1 if it is a candidate, and 0 if it is not.

### Algorithm 1 Encoding with NNOC

**Require:** A point cloud \( P_R \) with resolution \( R \) bits/dimension
1. Construct lower resolution point clouds \( P_{R-1}, \ldots, P_2 \) representing the nodes at octree depth level \( R - 1, \ldots, 2 \).
2. Encode \( P_2 \) in 64 bits
3. Encode iteratively \( P_3 \) to \( P_R \) as follows:
   - for \( r = 3, \ldots, R \) do
     1. Generate for each point \( P \in P_{r-1} \) the eight candidate voxels in the resolution \( r \), resulting in the set of candidate points \( P' \)
     2. Traverse candidates \( P' \) section-by-section and encode occupancies as follows:
       1. for \( z_0 = 0, \ldots, 2^r - 1 \) do
          1.1 Construct 4 binary images as in Fig. 2
          1.2 Traverse the candidates for which \( z = z_0 \) as described in Section II.A.
          1.3 for all \((x_c, y_c, z_0) \in P'_C \) do
             1.3.1 Extract the context vector \( C \) from 4 images
             1.3.2 Obtain the coding distribution \( NN(C) \)
             1.3.3 Encode the occupancy \( O(x_c, y_c, z_0) \) using \( NN(C) \)
          1.3.4 Save the true occupancy in the image \( z = z_0 \)
        end for
      end for
   end for

To conclude, in NNOC we consider a 100-element binary context vector \( C \), where each element corresponds to the binary status of one location in the \( 5 \times 5 \times 4 \) template and this status means different things for different voxels: For the already encoded voxels it means occupancy, for not yet encoded voxels it means candidacy.

Due to practical reasons, the context vector contains the candidacy of also the currently encoded voxel \((x_0, y_0, z_0)\) which is always 1. It is experimentally found that accessing a block of voxels in the current section altogether and writing them to context vector is running faster than going through the positions inside the block one by one to exclude the currently encoded position.

The significance of the neighbors within the context remains the same for all contexts, and for all resolutions. So we decide to define the probability distribution for the voxel \((x_0, y_0, z_0)\) being occupied \((O(x_0, y_0, z_0) = 1)\), or not, \(O(x_0, y_0, z_0) = 0\), \(p(O(x_0, y_0, z_0) = 1) = NN(C)\) and propose to implement this function using a neural network, having parameters obtained in a training process. The structure of the algorithm is presented in Algorithm 1.

**B. Generating the coding distribution by a NN having the context \( C \) as its input**

The input to the neural network is a binary vector consisting of occupancies or candidancies (as explained in II.A) in the causal context of the location being encoded/decoded. We employ a 3 dimensional context such that the number of inputs elements to the NN is \( n_C = 5 \times 5 \times 4 = 100 \). In order to
ensure a reasonable encoding and decoding speed, the neural network structure is kept simple, adopting here a Multilayer Perceptron consisting of 2 fully connected layers. The first layer has \(2n_C = 200\) neurons with ReLU activations and the 2nd layer has 2 neurons, with outputs \(o_1\) and \(o_2\), and finally there is a softmax activation giving as output

\[
p(O(x_0,y_0,z_0) = 1) = \frac{e^{o_1}}{e^{o_1} + e^{o_2}}.
\]  

(1)

The output of the neural network is interpreted as an estimation of the probability distribution of occupancy of the current location given its causal context. This floating point estimation provided by the network is multiplied by \(\alpha\) and rounded to yield integer counts which are used in arithmetic coding.

The training set for the neural network consists of causal contexts that have occurred at least once in the point clouds selected for training. Let \(n_0i\) and \(n_{0i}\) denote the number of occurrences of the \(i^{th}\) context in a training batch of contexts (including \(b.size\) such contexts), where the current "true" location\’s occupancy was 0 or 1, respectively. Let \(p_{1i} = p(O(x_0,y_0,z_0) = 1)\) be the output of the NN and \(p_{0i} = 1 - p_{1i}\). The neural network is trained to minimize the following criterion:

\[
\text{Loss} = -\sum_{i=1}^{b.size} n_0i \log_2 p_{0i} + n_{0i} \log_2 p_{1i}.
\]  

(2)

Note that, if the batch would contain all the causal contexts with corresponding number of occurrences in one point cloud, \(\text{Loss}\) would be equal to the codelength obtained when compressing that point cloud with arithmetic coding using the estimated probabilities \(p_{0i}\) and \(p_{1i}\). Therefore, \(\text{Loss}\) reflects our goal to minimize the codelength in the most natural way. Although the loss formulation looks quite similar to the commonly used cross entropy loss function that is encountered in supervised classification schemes, there are important distinctions worth pointing out: The contexts that occur in the training set are only a small portion of the set of all possible contexts. However, what is expected from the network is to generate a probability distribution for any input context, whether seen or not. Another distinction is that the number of occurrences shouldn’t be perceived as a ground truth information. They are obtained from a number of point clouds which are likely to have different number of occurrences than the input point cloud to be compressed.

The network is trained with batches formed by randomly selected contexts possibly coming from different training point clouds.

C. Parallelization and the fast model

Parallelization can be utilized efficiently at the encoder, where all the contexts at one section \(z = z_0\), can be collected and fed to the network to obtain the probability distributions for all section candidates at once. For high resolutions, this may result in efficient computation of probabilities in GPU in large batches.

However, at the decoder the situation is different. NNOC requires for forming the context at \((x_0,y_0,z_0)\) the knowledge about the occupancy of \((x_0,y_0 - 1, z_0)\), which needs to be decoded by arithmetic coding. The only possible sequencing of operations at the decoder is: The decoding of the occupancy of \((x_0,y_0 - 1, z_0)\) is done and it is used to define the context \(C(x_0,y_0,z_0)\). This context is fed to the network which generates the coding distribution of \(p(O(x_0,y_0,z_0) = 1) = NN(C)\) that is used to decode the occupancy of \((x_0,y_0,z_0)\) and so on. In this manner, the network operates with batches of size 1, which is simply sequential, with no parallelism. In order to accelerate the process and to be able to utilize batches of contexts at the decoder, we modify the context in NNOC so that it does not need to make use of the current resolution occupancies at section \(z = z_0\). This is realized in the faster version of NNOC called fNNOC. The collection of the context in fNNOC is depicted in Fig. 3. This new type of context is for sure less informative and fNNOC performs worse than NNOC in terms of bpv. In fNNOC, the decoder collects all candidates from the current section at once, and then it feeds them to the GPU implementation of the NN, in a batch having the size equal to the number of candidate voxels in section \(z = z_0\). As a consequence, durations of encoding and decoding with fNNOC are similar.

III. EXPERIMENTAL RESULTS

Training and tests are performed on two publicly available datasets: Microsoft voxelized upper bodies (MVUB) [8] and 8i voxelized full bodies (8i) [9]. The method is implemented in Python and Tensorflow. Arithmetic coding is adapted from an open source Python implementation [11]. The neural network is trained with contexts collected from 18 randomly chosen frames in Andrew10, David10, Sarah10 sequences (6 from
each) from MVUB and 18 randomly chosen frames in Longdress and Soldier sequences (9 from each) from 8i. All of the training contexts are collected from the original resolution of the point clouds (10 bits). The training and validation sequences are not used for tests. Our selection of training data is similar to the recently introduced VoxelDNN [5] and its fast version MSVoxelDNN [6].

For NNOC, the training set contains around 40 million unique contexts with number of occurrences ranging from 1 to 135000. These are relatively small training sets considering that the number of possible different contexts with 100 elements is about $10^{100}$. During training we also employ validation sets through which we decide when to stop training. The validation sets consist of randomly chosen frames from Andrew10 and Soldier sequences. Training was performed using ADAM [12] optimizer with batches of 30k contexts.

Average bpov results of the proposed NNOC and fNNOC on sequences and individual point clouds from MVUB and 8i

### TABLE I
Comparing VoxelDNN [5] and NNOC (proposed) in terms of Average Rate [bpov] and Gains over G-PCC [7]

| Point Cloud(s) | Number of frames | Single Frame | Average over all frames |
|----------------|------------------|--------------|------------------------|
|                |                  | G-PCC | VoxelDNN | Gain over G-PCC | G-PCC | NNOC | Gain over G-PCC |
| Phil9          | 245              | 1.2284 | 0.9201 | 25%           | 1.1785 | 0.8095 | 31% |
| Phil10         | 245              | 1.1617 | 0.8307 | 28%           | 1.135 | 0.7817 | 31% |
| Ricard9        | 216              | 1.0422 | 0.7173 | 31%           | 1.0836 | 0.6805 | 37% |
| Ricard10       | 216              | 1.0672 | 0.7533 | 29%           | 1.0723 | 0.7486 | 35% |
| Average        | -                | 1.1248 | 0.8053 | 28%           | 1.1173 | 0.7411 | 33% |

### TABLE II
Comparing MSVoxelDNN [6] and fNNOC (proposed) in terms of Average Rate [bpov] and Gains over G-PCC [7]

| Point Cloud(s) | Number of frames | Single Frame | Average over all frames |
|----------------|------------------|--------------|------------------------|
|                |                  | G-PCC | MSVoxelDNN | Gain over G-PCC | G-PCC | NNOC | Gain over G-PCC |
| Phil9          | 245              | -     | -         | -               | 1.1785 | 0.9974 | 15% |
| Phil10         | 245              | 1.1617 | 1.02 | 12%          | 1.135 | 1.0206 | 10% |
| Ricard9        | 216              | 1.0672 | 0.95 | 11%          | 1.0723 | 0.9541 | 12% |
| Ricard10       | 216              | 1.0672 | 0.95 | 11%          | 1.0723 | 0.9541 | 12% |
| Average        | -                | 1.1249 | 0.985 | 11%          | 1.1174 | 0.9555 | 14% |

### TABLE III
Average Rate [bpov] results on point clouds from CAT1A [10]

| Input context size | NNOC G-PCC | Other codecs | Fast versions of NNOC |
|--------------------|------------|--------------|-----------------------|
|                    | Bitdepth | G-PCC | BVL [4] | G-PCC | INNOCC | INNOCC | INNOCC | INNOCC | INNOCC | INNOCC |
| # of neurons by layer | (200,2) | (200,2) | (150,2) | (100,2) | (72,2) | (201,1) | (200,2) | (200,2) | (200,2) | (200,2) |
| basketball player   | 11        | 0.5934 | 0.885 | 0.852 | 0.6908 | 0.8924 | 1.2689 | 0.9098 | 0.6945 | 0.7083 |
| dancer              | 11        | 0.5751 | 0.876 | 0.826 | 0.6907 | 0.8874 | 1.2443 | 0.8931 | 0.6936 | 0.7037 |
| facade 00064       | 11        | 1.1053 | 1.1969 | 1.3331 | 1.2216 | 1.3888 | 1.4975 | 1.3102 | 1.2998 | 1.2291 |
| queen               | 10        | 0.6897 | 0.7817 | 0.7883 | 0.9196 | 1.1327 | 1.4814 | 1.1773 | 0.9309 | 0.9390 |
| redandblack        | 10        | 0.7353 | 1.1055 | 1.0418 | 0.8854 | 1.107 | 1.514 | 1.109 | 0.8932 | 0.8738 |
| loot                | 10        | 0.5989 | 0.9818 | 0.8991 | 0.7615 | 0.975 | 1.3785 | 0.9798 | 0.7561 | 0.7557 |
| Average             | 0.7163    | 0.971 | 0.957 | 0.8616 | 1.0639 | 1.3974 | 1.0619 | 0.8663 | 0.8683 |
datasets are presented in Tables I and II. In Tables I and II, we also show the bpov results obtained with G-PCC, VoxelIDNN and MSVoxelDNN. Since the VoxelIDNN and MSVoxelDNN bpvs are for single frames from the sequences, they are not fully comparable with the bpvs for the whole sequences. For a better comparison basis, we show the respective gains in bpov over G-PCC. It should be noted that, Boxer and Thaidancer are in fact individual point clouds (single frames) with bitdepths of 12. We present results for their downsampled versions with bitdepths 9 and 10.

In Table III, left side, we compare the average rates obtained for some of the CAT1A [10] point clouds with G-PCC, BVL [9] which is a recent lossless method, the proposed NNOC and fNNOC. It is observed that NNOC outperforms all the other methods on all point clouds. fNNOC outperforms BVL on 4 out of 6 point clouds and G-PCC on 5 out of 6 point clouds. A future study might look more into better ways to consider point clouds for training, so that more of the typical existing datasets can be encoded in an efficient way.

### A. Ablation Study

In order to investigate the effects of the selection of context and network structure, we have performed an ablation study where we train 5 fNNOC variants. Variants fNNOC1-3 have smaller input contexts. fNNOC1 has the same context elements as fNNOC, except removing the voxels coming from the future section (z₀+1), hence it has 75 context bits. The second variant called fNNOC2 has the same context elements as fNNOC except those coming from the section z₀−2, so it has a context vector of length 50. The third variant fNNOC3 has the same 4 context sections as in fNNOC but the context window size is \(3 \times 3\) instead of \(5 \times 5\), so it contains \(3 \times 3 \times 4 = 36\) context elements in total. fNNOC4 has a single output neuron representing the occupancy probability, followed by sigmoid instead of 2 neurons and softmax. Finally, fNNOC5 has 2 hidden layers instead of 1. The average rates obtained with the variants are presented in Table III (right side).

Comparing fNNOC, fNNOC1, fNNOC2 and fNNOC3, one can see that the currently selected context \(5 \times 5 \times 4 = 100\) is justified, improving consistently and significantly over the less complex versions. Moreover, comparing fNNOC and fNNOC4, it is observed that having 2 output neurons with softmax instead of 1 with sigmoid yields a slightly better performance. Comparing fNNOC and fNNOC5, it is seen that adding one extra hidden layer does not have a major impact on the bitrate performance.

### B. Encoding and Decoding Times

The encoding and decoding times of NNOC and fNNOC for point clouds with three different bitdepths are presented in Table IV. While the reported times are not comparable with G-PCC, which can encode and decode in the order of seconds, it might be worth emphasizing that the implementation is done in a high-level environment which is not ideal for speed.

### IV. CONCLUSIONS

We proposed a lossless compression method that utilizes octree representation and neural network estimation of occupancy probability distributions for splitting the octree nodes, based on contexts obtained through combining information from current and past resolutions. The method has a fast and a slow version and is shown to provide much better compression results than G-PCC, however at a complexity cost which is currently very high. The proposed method compares favorably with other recently proposed neural network solutions. Further study is needed for expanding the solutions to larger classes of point clouds and for higher ranges of resolutions.

### REFERENCES

[1] T. Ebrahimi, S. Foessel, F. Pereira, and P. Schelkens, “JPEG Pleno: Toward an efficient representation of visual reality,” IEEE Multimedia, vol. 23, no. 4, pp. 14–20, 2016.
[2] S. Schwarz, M. Preda, V. Baroncini, M. Budagavi, P. Cesar, P. A. Chou, R. A. Cohen, M. Krivokuca, S. Lasserre, Z. Li, et al., “Emerging MPEG standards for point cloud compression,” IEEE Journal on Emerging and Selected Topics in Circuits and Systems, vol. 9, no. 1, pp. 133–148, 2018.
[3] E. Peixoto, “Intra-frame compression of point cloud geometry using dyadic decomposition,” IEEE Signal Processing Letters, vol. 27, pp. 246–250, 2020.
[4] E.C. Kaya, S. Schwarz, and I. Tabus, “Refining the bounding volumes for lossless compression of voxelized point clouds geometry,” arXiv preprint arXiv:2106.00828, 2021.
[5] D. T. Nguyen, M. Quach, G. Valenzise, and P. Duhamel, “Learning-based lossless compression of 3d point cloud geometry,” in 2021 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2021, pp. 4220–4224.
[6] D. T. Nguyen, M. Quach, G. Valenzise, and P. Duhamel, “Multiscale deep context modeling for lossless point cloud geometry compression,” arXiv preprint arXiv:2104.09859, 2021.
[7] Moving Picture Experts Group, “TMC13,” https://github.com/MPEGGroup/mpeg-pcc-tmc13, Accessed: 2020-03-20.
[8] C. Loop, Q. Cai, S. O. Escolano, and P. A. Chou, “Microsoft voxelized upper bodies - a voxelized point cloud dataset,” ISO/IEC JTC1/SC29 Joint WG11/WG1 (MPEG/JPEG) input document m38673/M72012, 2016.
[9] E. d’Eon, B. Harrison, T. Myers, and P. A. Chou, “8i voxelized full bodies - a voxelized point cloud dataset,” ISO/IEC JTC1/SC29 Joint WG11/WG1 (MPEG/JPEG) input document WG11M40059/WG1M74006, 2017.
[10] S. Schwarz, G. Martin-Cocher, D. Flynn, and M. Budagavi, “Common test conditions for point cloud compression,” Document ISO/IEC JTC1/SC29/WG11 313776, Ljubljana, Slovenia, 2018.
[11] Project Nayuki, “Reference arithmetic coding,” https://github.com/nayuki/Reference-arithmetic-coding, Accessed: 2021-04-03.
[12] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” arXiv preprint arXiv:1412.6980, 2014.