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ABSTRACT. We consider the variational problem associated with the Freidlin–Wentzell Large Deviation Principle of the Stochastic Heat Equation (SHE). The logarithm of the minimizer of the variational problem gives the most probable shape of the solution of the Kardar–Parisi–Zhang equation conditioned on achieving certain unlikely values. Taking the SHE with the delta initial condition and conditioning the value of its solution at the origin at a later time, under suitable scaling, we prove that the logarithm of the minimizer converges to an explicit function as we tune the value of the conditioning to 0. Our result confirms the physics prediction [KK09, MKV16, KMS16].

1. Introduction

In this paper we study the following variational problem. For a given \( \rho = \rho(t, x) \in L^2([0, 2] \times \mathbb{R}) \), consider the heat equation driven by the potential \( \rho \), with the delta initial condition:

\[
\partial_t Z = \frac{1}{2} \partial_{xx} Z + \rho Z, \quad (t, x) \in (0, 2) \times \mathbb{R}, \quad Z(0, \cdot) = \delta(\cdot).
\]

We write \( Z = Z[\rho] = Z[\rho(t, x)] \) for the solution of this equation. The variational problem of interest is

\[
\inf \left\{ \frac{1}{2} \| \rho \|_2^2 : Z[\rho](2, 0) = e^{-\lambda} \right\},
\]

where \( \lambda > 0 \) is a parameter, and \( \| \cdot \|_2 \) denotes the \( L^2 \) norm. It was proven in [Tsa22b, Corollary 2.5(b)] that, for all large enough \( \lambda \), the variational problem (1.2) has a unique minimizer \( \rho^m = \rho^m(\lambda; t, x) \).

This variational problem describes the Freidlin–Wentzell Large Deviation Principle (LDP) of the Stochastic Heat Equation (SHE) and the Kardar–Parisi–Zhang (KPZ) equation. Consider the SHE \( \partial_t Z_e = \frac{1}{2} \partial_{xx} Z_e + \xi Z_e \), with \( Z_e(0, \cdot) = \delta(\cdot) \), where \( \xi \) denotes the spacetime white noise. It was proven in [LT21] that \( Z_e \) enjoys the LDP with speed \( e^{-t} \) and the rate function \( I_{SHE}(f) := \inf \left\{ \frac{1}{2} \| \rho \|_2^2 : Z[\rho] = f \right\} \). Given the LDP, we see that the variational problem (1.2) corresponds to conditioning the value of \( Z_e(2, 0) \) around \( e^{-\lambda} \). Accordingly, the function \( Z[\rho^m](t, x) \) gives the most probable path of the solution of the KPZ equation when we refer to it as the most probable shape.

Studying the Freidlin–Wentzell LDPs for the SHE and the KPZ equation through the variational problem goes under the name of the weak noise theory. There has been much development around the weak noise theory in the physics and mathematics literature [KK07, KK08, KK09, JKM16, KMS16, MS17, HLD+18, MV18, SM18, SMS18, ALM19, HMS19, SMV19, HKL20, HMS21, GLLT21, LT21], and more recently around the connection of the weak noise theory to integrable PDEs [Kra20, KLD21, KLD22b, BSM22, KLD22a, MMS22, Tsa22b]. Among the many questions of interest in the weak noise theory are the behaviors of the most probable shape under certain limits. Particular limits of interest are sending the conditioned value \( \log Z[\rho](2, 0) \) to \( +\infty \) or \( -\infty \). We refer to them as the (one-point) upper- and lower-tail limits, respectively. For the delta initial condition considered here, the upper- and lower-tail limits of the most probability shape (under suitable scaling) have been predicted in the physics works [KK09, MKV16, KMS16]. Later, the work [GLLT21] gave a rigorous proof of the upper-tail limit. The behaviors of the upper- and lower-tail limits are very different, and a rigorous proof of the lower-tail limit remained open.

In this paper, we prove the lower-tail limit of the most probable shape. Let us introduce the scaling. Set \( Z_{\lambda}[\rho](t, x) := Z[\lambda \rho(\cdot, \lambda^{-1/2} \cdot)](t, x/\lambda^{1/2}) \). Under this scaling, the variational problem becomes

\[
\inf \left\{ \frac{1}{2} \| \rho \|_2^2 : Z_{\lambda}[\rho](2, 0) = e^{-\lambda} \right\},
\]

and its minimizer is \( \rho^m_{\lambda}(t, x) := \lambda^{-1/2} \rho^m(\lambda t, \lambda x) \). Let \( Z_{\lambda}[\rho^m_{\lambda}](t, x) := Z^m_{\lambda}(t, x) \) and \( h_{\lambda}(t, x) := \frac{1}{\lambda} \log Z^m_{\lambda}(t, x) \). The main result is as follows.

**Theorem 1.1.** Let \( h_* \) be given by (2.7) and (2.10) and depicted in Figure 2 in Section 2. For any \( \delta > 0 \),

\[
\lim_{\lambda \to \infty} \sup \left\{ \left| h_{\lambda}(t, x) - h_*(t, x) \right| : (t, x) \in (\delta, 2] \times [-\delta^{-1}, \delta^{-1}] \right\} = 0.
\]
Let us provide a context of Theorem 1.1 in terms of Hamilton–Jacobi–Fokker–Planck (HJ-FP) equations. To begin, one can derive the Euler–Lagrangian equation for the variational problem (1.3) and turn the equation into a system of Hamilton equations. This derivation is done in the physics literature of the weak noise theory (see [KMS16, Appendix], [MKV16, Supp. Mat. A], [KLD21, Supp. Mat. A]) and has recently been proven in [Tsa22b, Theorem 2.1] (at the level of $Z^\lambda_n$). At the level of $h_\lambda$, the Hamilton equations are
\begin{align}
\partial_t h_\lambda &= \frac{1}{\lambda} \partial_{xx} h_\lambda + \frac{1}{2}(\partial_x h_\lambda)^2 + \rho_\lambda^n, \\
-\partial_t \rho_\lambda^n &= \frac{1}{\lambda} \partial_{xx} \rho_\lambda^n - \partial_x (\rho_\lambda^n \partial_x h_\lambda),
\end{align}
where the second equation is solved backward in time with a suitable terminal condition at $t = 2$. This system can be viewed as an instance of the HJ-FP equations studied in mean field games [Lio07, Car10, GLL11]. The lower-tail limit $\lambda \to \infty$ here corresponds to the inviscid limit in the language of mean field games and PDE. We expect that, for $\rho_\lambda^n \leq 0$, the solution of (1.4) converges to the entropy solution of
\begin{align}
\partial_t h_* &= \frac{1}{2} (\partial_x h_*)^2 + \rho_*, \\
-\partial_t \rho_* &= -\partial_x (\rho_* \partial_x h_*).
\end{align}
The physics works [KK09, MKV16, KMS16] solved (1.5) for the entropy solution and found an explicit expression for $\rho_*$. Accordingly, the function $h_*$ can be expressed in terms of $\rho_*$; see Section 2.2.

From the PDE perspective, the challenge of proving Theorem 1.1 lies in controlling $\rho_\lambda^n$. We will show in Appendix A.2 that $\rho_\lambda^n \leq 0$ for all $\lambda$ large enough, and we will explain in Section 2.2 that the results from [LT21] gives $\rho_\lambda^n \to \rho_*$ in $L^2$. These properties alone, however, do not suffice for $h_\lambda \to h_*$. For $b > 0$, set $w_\lambda(t, x) := \rho_\lambda(t, x)1_{\{|x| > \lambda^{-b}\}}$, which is non-positive and converges to $\rho_*$ in $L^2$. It is possible to show that, there exist a small enough $b$ and a neighborhood $\Omega$ around $(2, 0)$ such that $\lim_{\lambda \to \infty} \inf_{\Omega} \frac{1}{\lambda} \log Z_\lambda[w_\lambda] - h_* > 0$. In many settings of mean field games, the term $\rho_\lambda^n$ in (1.4a) is replaced by a better-behaved term, and phenomena like the one just shown does not occur.

Our proof proceeds through the Feynman–Kac formula and bypasses the need to control $\rho_\lambda^n$. The first key observation is that the property $\rho_\lambda^n \to \rho_*$ in $L^2$ alone does suffice for proving the lower bound $(\lim \inf_{\lambda \to \infty} h_\lambda) \geq h_*$ and in fact a stronger version of it: Proposition 3.1. Roughly speaking, Proposition 3.1 states that the change of $h_\lambda$ along a geodesic (defined in Section 2.2) is bounded from below by the change of $h_*$ along the same geodesic. The second key observation is that the upper bound, which is the more subtle bound, follows by combining Proposition 3.1 and the property $Z_\lambda^n(2, 0) = e^{\lambda h_\lambda(2, 0)} = e^{-\lambda}$, as well as a Hölder continuity estimate. This observation is manifested in the proof in Section 5.1.

Let us mention that $Z_\lambda^n$ permits an explicit formula. The expression was derived by [KLD21] based on [Kra20] at a physics level of rigor, and later proven in [Tsa22b, Theorem 2.3, Corollary 2.5]. Extracting the limit of $h_\lambda := \frac{1}{\lambda} \log Z_\lambda^n$ from this explicit formula is an interesting open problem and will provide another proof of Theorem 1.1.

We conclude this introduction by discussing some related works. There exists another approach to study the Freidlin–Wentzell LDPs for the SHE and the KPZ equation, based on explicit formulas of the one-point distribution. The analysis has been carried out in the physics literature for various initial and boundary conditions [LDMRS16, KLD17, KLD18a]. While the explicit formulas does not give direct access to the most probable shape, they allow for studying LDPs for the KPZ equation in the long time regime [LDM16, SMP17, CGK+18, KLD18b, KLD18, Kra19, KLD19, LD20, CG20b, CG20a, DT21, Kim21, Lin21, CC22, GL22, Tsa22a]. See also [GH22, LW22] for related work.

Outline. In Section 2 we prepare some notation and recall some basic tools. In Section 3, we prove a lower bound, which in particular gives the lower half of Theorem 1.1. In Section 4, we prove a spatial Hölder continuity. In Section 5, we prove the upper half of Theorem 1.1.
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2. Notation and tools

2.1. The Feynman–Kac formula. Let us introduce the Feynman–Kac formula for $Z_\lambda[\rho]$. For $s \leq t \in [0, 2]$, let $BB_\lambda((t, x) \to (s, y))$ denote the law of the following Brownian bridge, which goes backward in time:
\begin{align}
\lambda^{-1/2} \left( B(t - u) - \frac{u - s}{t - s} B(t - s) \right) + \frac{(u - s)x + (t - u)y}{t - s}, \quad u \in [s, t],
\end{align}
where \( B \) denotes a standard Brownian motion. For any \( \rho \in L^2([0, 2] \times \mathbb{R}) \), define the Feynman–Kac expectation
\[
\mathcal{F}_\lambda \rho(s, y; t, x) := \mathbb{E} \left[ \exp \left( \int_s^t \lambda \rho(u, W_\lambda(u)) \, du \right) \right], \quad W_\lambda \sim \mathcal{B}_\lambda((t, x) \rightarrow (s, y)).
\] (2.2)

Let \( p_\lambda(t, x) := \exp(-\lambda \frac{x^2}{2\pi t}) \sqrt{1/(2\pi t)} \) denote the scaled heat kernel. We have the Feynman–Kac formula
\[
Z_\lambda \rho(t, x) = p_\lambda(t, x) \mathcal{F}_\lambda \rho \left( 0, 0; t, x \right),
\]
\[
Z_\lambda \rho(t, x) = \int_\mathbb{R} p_\lambda(t - s, x - y) \mathcal{F}_\lambda \rho \left( s, y; t, x \right) Z_\lambda \rho \left( s, y \right) \, dy, \quad s < t \in (0, 2].
\] (2.4)

For the sake of completeness, we provide a proof of (2.3) in Appendix A.3. The formula (2.4) follows from (2.3) via conditioning \( W_\lambda \) at time \( s \).

2.2. The limits \( \rho_* \) and \( h_* \). We begin by introducing \( \rho_* \), which is the limit of \( \rho_\lambda^n \) as \( \lambda \to \infty \). Let \( r \) be the unique \( C^1[1, 2] \)-valued solution with \( r_{1/2} > \frac{\pi}{2} \) of the differential equation
\[
r = 2^{1/2} \pi^{-1/2} \rho^{1/2} (r - \frac{\pi}{2})^{1/2}, \quad r(1) = \frac{\pi}{2},
\] (2.5)
and symmetrically extend \( r \) to \( C^1(0, 2) \) by setting \( r(t) := r(2 - t) \) for \( t \in (0, 1) \). Set \( \ell(t) := 1/r(t) \). Integrating the differential equation by separation of variables and analyzing the result near \( t = 2 \) gives
\[
r(t) = r(2 - t) = \left( \frac{2}{\pi} \right)^{2/3} \left( \frac{\pi}{2} \right)^{1/3} t^{-2/3} + o(t^{-2/3}) \text{ when } t \to 0.
\] (2.6)

In particular, \( r \to +\infty \) as \( t \to 0 \) or 2. We hence set \( \ell(0) = \ell(2) := 0 \) to make \( \ell \in C(0, 2] \). The limit \( \rho_* \) is given by
\[
\rho_* (t, x) := -\frac{1}{2\pi} r(t) \left( 1 - \frac{x^2}{\ell(t)^2} \right)_+.
\] (2.7)

This expression was derived in the physics works [KK99, MKV16, KMS16] by solving (1.5) for the entropy solution. In the mathematics literature, [LT21] gives the \( L^2 \) convergence
\[
\lim_{\lambda \to \infty} ||\rho^n_\lambda - \rho_*||_2 = 0.
\] (2.8)

More precisely, this follows by combining \( ||\rho^n_\lambda - \rho_*||_2 = ||\rho^n_\lambda||_2 - ||\rho_*||_2 + 2\langle \rho_*, \rho_* - \rho^n_\lambda \rangle \) and Equations (4.28) and (4.32) in [LT21]. Note that the expression within the limsup in [LT21, Equation (4.28)] is \( \frac{1}{2} ||\rho^n_\lambda||_2^2 \).

We now turn to \( h_* \). The function is defined by
\[
h_* (t, x) := -\inf \left\{ \int_0^t \frac{1}{2} \dot{\gamma}^2(s) - \rho_*(s, \gamma(s)) \, ds : \gamma \in H^1((0, 0) \rightarrow (t, x)) \right\},
\] (2.9)
with the convention \( \inf \emptyset := \infty \). Hereafter \( H^1((s, y) \rightarrow (t, x)) \) denotes the space of paths \( \gamma : [s, t] \to \mathbb{R} \) such that \( (\gamma(s), \gamma(t)) = (y, x) \) and \( \int_s^t \dot{\gamma}^2 \, du < \infty \). To understand the motivation of this definition, recall that \( h_\lambda := \frac{1}{2} \log Z_\lambda[\rho_\lambda^n] \). In view of (2.8), it is natural to expect (but non-trivial to prove) that this function approximates \( \frac{1}{2} \log Z[\rho_*] \) as \( \lambda \to \infty \). Since \( \rho_* \) is uniformly continuous except near \( (0, 0) \) and \( (2, 0) \), through the Feynman–Kac formula (2.3), the last expression can be analyzed by Varadhan’s lemma, which yields (2.9) as \( \lambda \to \infty \).

Crucial to our analysis is the notion of geodesics. Proposition 4.3 in [LT21] shows that the infimum is achieved in \( H^1((0, 0) \rightarrow (t, x)) \) for all \( (t, x) \in (0, 2] \times \mathbb{R} \). We call a path realizing the infimum a \textit{geodesic}. Proposition 4.3 in [LT21] characterizes all geodesics, and they are depicted in Figure 1; see the caption there. We write \( (s, y) \xrightarrow{\text{geod. } \theta} (t, x) \) for “\((s, y) \text{ and } (t, x) \text{ are connected by a geodesic with } s \leq t \in [0, 2] \),” and write \( (s, y) \xrightarrow{\text{geod. } \theta} (t, x) \) to signify that the geodesic is \( \theta \). We can rewrite (2.9) more explicitly as
\[
h_* (t, x) = \int_0^t \left( -\frac{1}{2} \dot{\theta}^2(u) + \rho_*(u, \theta(u)) \right) \, du, \quad (0, 0) \xrightarrow{\text{geod. } \theta} (t, x).
\] (2.10)

Note that, for any \( (t, x) \neq (2, 0) \) with \( t > 0 \), there exists a unique geodesic that connects \((0, 0) \) and \((t, x)\); when \((t, x) = (2, 0)\), the expression (2.10) holds for \( \theta = a \ell \), for all \( a \in [-1, 1] \); when \( t = 0 \), by definition \( h_*(0, x) = 0 \mathbb{I}_{\{x = 0\}} - \infty \mathbb{I}_{\{x \neq 0\}} \); a plot of \( h_* \) is shown in Figure 2. Further, for any given \( (s, y) \xrightarrow{\text{geod. } \theta} (t, x) \), the geodesic \( \theta \) can always be extended backward in time to \((0, 0) \). This together with (2.10) gives
\[
h_* (t, x) - h_* (s, y) = \int_s^t \left( -\frac{1}{2} \dot{\theta}^2(u) + \rho_*(u, \theta(u)) \right) \, du, \quad (s, y) \xrightarrow{\text{geod. } \theta} (t, x).
\] (2.11)
In this section we prove the following proposition.

**Proposition 3.1.** For any $\{\rho^{(\lambda)}\}_\lambda \subset L^2([0,2] \times \mathbb{R})$ with $\rho^{(\lambda)} \to \rho_*$ in $L^2$,

$$
\liminf_{\lambda \to \infty} \inf \left\{ \frac{1}{\lambda} \log \text{FK}_\lambda[\rho^{(\lambda)}](s, t, x) - \left( h_*(t, x) - h_*(s, y) + \frac{(y-x)^2}{2(t-s)} \right) \right\} \geq 0,
$$

where the infimum goes over all $(s, y) \overset{good}{\to} (t, x)$.

Proposition 3.1 already gives the lower half of Theorem 1.1. To see how, set $(s, y) = (0, 0)$ and $\rho^{(\lambda)} = \rho_0^{(\lambda)}$ in Proposition 3.1, note that $h_*(0, 0) := 0$ and that any $(t, x) \in (0, 2] \times \mathbb{R}$ is connected to $(0, 0)$ through a geodesic, and combine the result with (2.3) for $\rho = \rho_0^{(\lambda)}$ (note that $Z_\lambda[\rho_0^{(\lambda)}] := \exp(\lambda h_\lambda)$). Doing so gives the following.

**Corollary 3.2** (The lower half of Theorem 1.1). For any $\delta > 0$,

$$
\liminf_{\lambda \to \infty} \inf \left\{ h_\lambda(t, x) - h_*(t, x) : (t, x) \in [\delta, 2] \times [-\delta^{-1}, \delta^{-1}] \right\} \geq 0.
$$

**Proof of Proposition 3.1.** We start by deriving an inequality: For any $\rho \in L^2([0,2] \times \mathbb{R})$ and $\gamma \in H^1((s, y) \to (t, x))$,

$$
\frac{1}{\lambda} \log \text{FK}_\lambda[\rho](s, y; t, x) \geq \int_s^t \mathbb{E}[\rho(t-u, (W_\lambda^0 - \gamma)(u))] \, du - \frac{1}{2} \int_s^t \dot{\gamma}^2 \, du + \frac{(x-y)^2}{2(t-s)},
$$

(3.1)

where $W_\lambda^0 = \text{BB}_\lambda((0,0) \to (s,0))$, which goes backward in time; see (2.1). To derive this inequality, take (2.2) and express the Brownian bridge as in (2.1). Let $\gamma_{\text{tilted}}(u) := \gamma(u) - \frac{1}{2}((u-s)x + (t-u)y)$. Apply the Cameron–Martin–Girsanov theorem to transform the measure of the standard Brownian motion $B$ to that of $B + \lambda^{1/2}\gamma_{\text{tilted}}$:

$$
\text{FK}_\lambda[\rho](s, y; t, x) = \mathbb{E}\left[ \exp \left( \int_s^t \lambda \rho(u, (W_\lambda^0 - \gamma)(u)) \, du + \lambda^{1/2} \int_s^t \dot{\gamma}_{\text{tilted}} \, dB - \frac{\lambda}{2} \int_s^t \dot{\gamma}_{\text{tilted}}^2 \, du \right) \right].
$$

Next, apply Jensen’s inequality $\frac{1}{\lambda} \log \mathbb{E}[\exp(\ldots)] \geq \frac{1}{\lambda} \mathbb{E}[\ldots]$ to the right side. Note that $\mathbb{E}[-\int_s^t \dot{\gamma}_{\text{tilted}} \, dB] = 0$ and that $\frac{1}{2} \int_s^t \dot{\gamma}_{\text{tilted}}^2 \, du = \frac{1}{2} \int_s^t \dot{\gamma}^2 \, du - (x-y)^2/(2(t-s))$. We see that (3.1) follows.

Let us explain the idea of the rest of the proof. Fix $(s, y) \overset{good}{\to} (t, x)$. In (3.1), set $\gamma \mapsto -\theta$ and $\rho \mapsto \rho^{(\lambda)}$:

$$
\frac{1}{\lambda} \log \text{FK}_\lambda[\rho^{(\lambda)}](s, y; t, x) \geq \int_s^t \mathbb{E}[\rho^{(\lambda)}(u, (\theta + W_\lambda^0)(u))] \, du - \frac{1}{2} \int_s^t \dot{\theta}^2 \, du + \frac{(x-y)^2}{2(t-s)}.
$$

(3.2)
On the right side, only the first term depends on $\lambda$. To guess what the limit of it could be, recall that $\rho^{(\lambda)} \to \rho_*$ in $L^2$, and note that $W^0_\lambda$ converges in law to the constant-zero path as $\lambda \to \infty$. We hence expect the limit to be $\int_t^s \rho_*(u, \theta(u)) \, du$. Once the first term on the right side of (3.2) is replaced by $\int_s^t \rho_*(u, \theta(u)) \, du$, by (2.11), the entire right side becomes $h_\lambda(t, x) - h_\lambda(s, y) + (x - y)^2/(2(t - s))$, which is the desired lower bound. Hence it suffices to pass the first term on the right hand side of (3.2) to the limit. However, taking such a limit seems challenging, because we only have $\rho^{(\lambda)} \to \rho_*$ in $L^2$, not in $L^\infty$. To circumvent this challenge, we perturb $\theta$ and average over the perturbation:

$$
\theta_\alpha(u) := \theta(u) + a\eta(u), \quad \eta(u) := (u - s)^{3/4}1_{[s, (t + s)/2]}(u) + (t - u)^{3/4}1_{[(t + s)/2, t]}(u).
$$

In (3.1), substitute in $\gamma \mapsto -\theta_\alpha$ and $\rho \mapsto \rho^{(\lambda)}$. For small $a_0 > 0$, apply $\frac{1}{a_0} \int_0^1 \gamma(\cdot) \, d\alpha$ to the result. We have

$$
\frac{1}{\lambda} \log F\mathcal{K}_\lambda[\rho^{(\lambda)}](s, y; t, x) \geq \frac{1}{a_0} \int_0^{a_0} \int_s^t \mathbb{E}[\rho^{(\lambda)}(u, (\theta_\alpha + W^0_\lambda)(u)) - \rho_*(u, (\theta_\alpha + W^0_\lambda)(u))] \, d\alpha \, du = 0,
$$

(3.5)

$$
\lim_{(a_0, \lambda) \to (0, \infty)} \frac{1}{a_0} \int_0^{a_0} \int_s^t \mathbb{E}[\rho_*(u, (\theta_\alpha + W^0_\lambda)(u)) - \rho_*(u, (\theta_\alpha + W^0_\lambda)(u))] \, d\alpha \, du = 0,
$$

(3.6)

$$
\lim_{a_0 \to 0} \frac{1}{a_0} \int_0^{a_0} \int_s^t \theta^2 \, d\alpha \, du = 0.
$$

(3.7)

Once these limits are obtained, taking the iterated limit $\lim_{a_0 \to 0} \lim_{\lambda \to \infty}$ on both sides of (3.4) and combining the result with (2.11) completes the proof.

To prove (3.5), consider the expression within the limit, swap the integrals and the expectation, and perform a change of variables $a \mapsto z := \theta(u) + W^0_\lambda(u) + a\eta(u)$. Doing so gives

$$
\mathbb{E}
\left[
\frac{1}{a_0} \int_s^t \frac{1}{\eta(u)} \int_{(\theta + W^0_\lambda + a\eta)(u)}^{(\theta + W^0_\lambda + a\eta)(u)} \left| \rho^{(\lambda)} - \rho_*(u, z) \right| \, dz \, du
\right].
$$

Apply the Cauchy–Schwarz inequality over the double integral to bound the expression by $\mathbb{E}[\|\rho^{(\lambda)} - \rho_*\|_2(\frac{1}{a_0} \int_s^t \frac{1}{\eta} \, du)^1/2]$. The expression within the last expectation is deterministic; the last integral is uniformly bounded over $s < t \in [0, 2]$ and does not depend on $x, y$. Sending $\lambda \to \infty$ using $\|\rho^{(\lambda)} - \rho_*\|_2 \to 0$ gives the desired result (3.5).

To prove (3.6), fix a small $\delta > 0$ and divide the $u$ integral into $[s, t] \cap ([0, \delta) \cup (2 - \delta, 2)]$ and $[s, t] \cap [\delta, 2 - \delta]$. For the former, by (A.1), the contribution is bounded by $c\delta^{1/3}$. For the latter, note that the function $\rho_*$ is uniformly Lipschitz on $[\delta, 2 - \delta] \times \mathbb{R}$. The contribution of the latter is hence bounded by $\int_0^\delta c(\delta) \left( \int_0^\delta \mathbb{E}[W^0_\lambda(u)] \, du \right)$, where $c(\delta) < \infty$ depends only on $\delta$. For any fixed $\delta > 0$, the last integral converges to zero as $(\alpha_0, \lambda) \to (0, \infty)$ uniformly over $s \leq t \in [0, 2]$, and does not depend on $x, y$. The desired result (3.6) follows.

Move onto (3.7). Let $t_{\text{exit}} := \inf \{ u \mid \theta'(u) > |\ell'(u)| \}$ be the time that $\theta$ exits the lens region, with the convention $\inf \emptyset = +\infty$; see Figure 1. Expand the expression within the limit in (3.7) and evaluate the integrals over $a$ to get

$$
\frac{a_0^2}{6} \int_s^t \eta^2 \, du + \frac{a_0}{2} \int_{[s, t] \cap [0, t_{\text{exit}}]} \hat{\eta} \hat{\theta} \, du + \frac{a_0}{2} \int_{[s, t] \cap [t_{\text{exit}}, 2]} \hat{\eta} \hat{\theta} \, du.
$$

Given the prefactors, which converge to 0 as $a_0 \to 0$, it suffices to argue that the integrals are uniformly (in $\theta$) bounded. This holds for the first integral since it is independent of $\theta$. For the second integral, we have $|\hat{\theta}(u)| \leq |\ell'(u)|$. This and (A.2) shows the uniform boundedness. For the third integral, the derivative $\hat{\theta}$ is a constant $\pm \hat{\ell}(t_{\text{exit}})$; see Figure 1. The third integral is hence $\pm \hat{\ell}(t_{\text{exit}}) \int_{[s, t] \cap [t_{\text{exit}}, 2]} \hat{\eta} \hat{\theta} \, du$. Using (A.2) and (3.3), it is not hard to show the uniform boundedness. The desired result (3.7) follows.

\begin{proof}

\end{proof}

4. Spatial Hölder continuity

Proposition 4.1. For any $\delta > 0$, there exists a constant $c(\delta) \in (0, \infty)$ such that for all $(t, x), (t, x') \in [\delta, 2] \times [-\delta^{-1}, \delta^{-1}]$ and for all $\lambda \geq \frac{1}{c(\delta)}$, we have $|h_\lambda(t, x) - h_\lambda(t, x')| \leq c(\delta)|x - x'|^{1/2 - \delta}$.
Proof. We begin by describing the structure of the proof. By the Feynman–Kac formula (2.3), it suffices to show that, for all \((t, x), (t, x') \in [\delta, 2] \times [-\delta^{-1}, \delta^{-1}] ,\)

\[
\mathbb{F}K_\lambda^\kappa(0; 0; t, x) := \mathbb{E}\left[ \exp \left( \int_0^t \lambda_\rho^\kappa(u, W^\kappa_\lambda(u)) \, du \right) \right] \geq \mathbb{F}K_\lambda^\kappa(0; 0; t, x') \frac{p_\lambda^\kappa(t, x')}{p_\lambda^\kappa(t, x)} \cdot e^{-\lambda \varepsilon(\delta)|x-x'|^2 t^{-\delta}},
\]

where \(W^\kappa_\lambda \sim BB((t, x) \to (0, 0))\) and \(W^\kappa_\lambda' \sim BB((t, x') \to (0, 0))\). Once this is done, taking the logarithm on both sides and swapping \(x\) and \(x'\) gives the desired result. To prove (4.1), we will start from the left side, and perform a sequence of “surgeries”. The goal is to convert the expectation on the left side to the expectation on the right side. Each surgery will reduce the expression by a factor, and we will need to control the factor.

The first surgery is a truncation in time. Let \(s \in (0, t)\) be close to \(t\), which will be fixed later, and consider \(A_1 := \{ \int_0^t |\rho^\kappa_\lambda(u, W^\kappa_\lambda(u))| \, du \leq (t-s)^{b_1} \}.\) Hereafter, our analysis will involve powers of \((t-s)\) and \(|x-x'|\). The exponents \(b_1, b_2, \ldots\) will all be \(\in (0, 1)\) and be fixed later. Within the expectation on the left side of (4.1), introduce the indicator \(1_{A_1}\). Doing so makes the expectation smaller. Given the indicator, the integral from \(s\) to \(t\) is at least \(-\lambda(t-s)^{b_1}\). Hence

\[
\text{left side of (4.1)} \geq e^{-\lambda(t-s)^{b_1}} I_1, \quad I_1 := \mathbb{E}\left[ 1_{A_1} \exp \left( \int_0^s \lambda_\rho^\kappa(u, W^\kappa_\lambda(u)) \, du \right) \right]. \quad \text{(Surgery I)}
\]

We proceed to the second surgery, which is applied to \(I_1\). Within the expectation in (Surgery I), condition on \(W^\kappa_\lambda(s) = y\). Under such a conditioning, the two segments of the bridge \(\{W^\kappa_\lambda(u)\}_{u \in [s, t]}\) and \(\{W^\kappa_\lambda(u)\}_{u \in [0, s]}\) are independent, and their laws are respectively \(BB((t, x) \to (s, y))\) and \(BB((s, y) \to (0, 0))\). Let

\[
f(\lambda, y) := \mathbb{P} \left[ \int_0^t |\rho^\kappa_\lambda(u, \nabla^\lambda_\lambda(u))| \, du \leq (t-s)^{b_2} \right], \quad \nabla^\lambda_\lambda \sim BB((t, x) \to (s, y)).
\]

We have \(I_1 = \mathbb{E}[f(\lambda, W^\kappa_\lambda(s)) \mathbb{F}K_\lambda^\kappa(0; 0; s, W^\kappa_\lambda(s))]\).

To complete the second surgery, we need a lower bound on \(f(\lambda, z)\) that is uniform in \(z \in \mathbb{R}\). In (4.2), express the bridge as a Brownian motion (similar to (2.1)) and apply the Cameron–Martin–Girsanov theorem. We have, for any \(\gamma \in H^1((t, x) \to (s, y))\),

\[
f(\lambda, y) = \mathbb{E} e^{\frac{-\gamma}{2} \int_s^t \frac{1}{2} \rho^\kappa_\lambda(u, \nabla^\lambda_\lambda - \gamma) \, du} 1_{A_2}, \quad A_2 := \{ \int_s^t |\rho^\kappa_\lambda(u, \nabla^\lambda_\lambda - \gamma)| \, du \leq (t-s)^{b_1} \}.
\]

Let \(\gamma(u) := (u-s)^{b_2} 1_{[s,(t+s)/2]}(u) + (t-u)^{b_2} 1_{[(t+s)/2,t]}(u)\) and set \(\gamma = a \eta\), for \(a \in \mathbb{R}\). The first exponential factor in (4.3) is at least \(\exp(-c \lambda (t-s)^{2b_2-1})\). To control the second exponential factor, introduce the indicator \(1_{A_3}\), where \(A_3 := \{ |\int_s^t \gamma \, dB| \leq \lambda^{1/2} (t-s)^{b_3} \}\). We have \(f(\lambda, y) \geq \exp(-\lambda c (t-s)^{2b_2-1} + (t-s)^{b_1})\mathbb{P}[A_2 \cap A_3]\). For the last factor, use \(\mathbb{P}[A_2 \cap A_3] \geq 1 - \mathbb{P}[A_2^c] - \mathbb{P}[A_3^c]\) and use Markov’s inequality to bound

\[
\mathbb{P}[A_2^c] \leq (t-s)^{-b_1} \int_s^t \mathbb{E}[|\rho^\kappa_\lambda(u, \nabla^\lambda_\lambda - a \eta)|] \, du,
\]

\[
\mathbb{P}[A_3^c] \leq (\lambda^{1/2} (t-s)^{b_3})^{-2} \mathbb{E} \left[ \left( \int_s^t |\gamma \, dB| \right)^2 \right] \leq \frac{c}{\lambda} (t-s)^{2b_2-2b_3-1}.
\]

Putting these inequalities together and average the result over \(a \in [0, 1]\). We have

\[
f(\lambda, y) \geq e^{-\lambda c ((t-s)^{2b_2-1} + (t-s)^{b_3}) \left( 1 - \frac{c}{\lambda} (t-s)^{2b_2-2b_3-1} - (t-s)^{b_1} \right) \int_0^1 \int_s^t \mathbb{E}[|\rho^\kappa_\lambda(u, \nabla^\lambda_\lambda - a \eta)|] \, du \, da}.
\]

For the last term, apply the same argument in the proof of (3.5): Swap the integrals with the expectation, perform a change of variables \(a \to y := \nabla^\lambda_\lambda + a \eta\), and apply the Cauchy–Schwarz inequality over the integrals. We bound the term by \(c \|\rho^\kappa_\lambda\|_2 (t-s) (1-b_2)/2 \leq c (t-s)^{(1-b_2)/2}\). This gives a lower bound of \(f(\lambda, y)\). Recall the expression of \(I_1\) from after (4.2). We have now completed the second surgery

\[
I_1 \geq e^{-\lambda c ((t-s)^{2b_2-1} + (t-s)^{b_3}) \left( 1 - \frac{c}{\lambda} (t-s)^{2b_2-2b_3-1} + c (t-s)^{b_1} \right)} + I_2, \quad \text{(Surgery II)}
\]

where \(I_2 := \mathbb{E}[\mathbb{F}K_\lambda^\kappa(0; 0; s, W^\kappa_\lambda(s))]\).

Before moving on to the third surgery, let us fix the exponents and combine (Surgery I) and (Surgery II). Set \(b_1 = \frac{1}{11}\), \(b_2 = \frac{7}{11}\), and \(b_3 = \frac{1}{11}\). Assume \(|t-s|\) is small enough so that in (Surgery II) we have \((1 - \ldots)_+ \geq \exp(-c (\ldots))\). Using this in (Surgery II) and combining the result with (Surgery I) give

\[
\text{(left side of (4.1))} \geq e^{-\lambda c (t-s)^{3/11}} I_2, \quad I_2 := \mathbb{E}[\mathbb{F}K_\lambda^\kappa(0; 0; s, W^\kappa_\lambda(s))]. \quad \text{(Surgery I+II)}
\]
In the third and last surgery, we will convert $I_2$ to the right side of (4.1). The first step is to convert the $W_\lambda^x(s)$ in $I_2$ into $W_\lambda^x(s)$. Let $q^x(y)$ and $q^x(y)$ denote their respective probability density functions. Write $I_2$ as the integral $\int_{\mathbb{R}} FK_{\lambda}^x(0, 0; s, y) q^x(y) \, dy$. Note that $q^x(y)$ and $q^x(y)$ can be expressed in terms of the heat kernel. Doing so gives $q^x(y) = \frac{p_\lambda(x)}{p_\lambda(x)} e^{-\lambda \frac{|x-y|^2}{2(t-s)}} \exp(-\lambda \frac{|x-y|^2}{2(t-s)}) q^x(y)$. To control the last exponential factor, we restrict the integral to $|y-x| \leq \frac{1}{2} |x-x'|^{h_4}$. Doing so makes the resulting integral smaller. We have

$$I_2 \geq \frac{p_\lambda(x')}{p_\lambda(x)} e^{-\lambda \frac{|x-x'|^2}{2(t-s)}} \int_{\mathbb{R}} FK_{\lambda}^x(0, 0; s, W_\lambda^x(s)) 1\{|W_\lambda^x(s) - x| \leq \frac{1}{2} |x-x'|^{h_4}\}.$$

Note that the ratio of heat kernels is expected since our goal is (4.1). In the last expectation, write $1\{\ldots\} = 1 - 1\{\ldots\}$ and decompose the expectation into two accordingly. The first expectation is equal to $\mathbb{E}[\exp(\int_0^t \lambda \rho_{\lambda}^x(u, W_\lambda^x(s)) \, du)]$. Granted that $\rho_{\lambda}^x \leq 0$ (Appendix A.2), we extend the integral from $[0, s]$ to $[0, t]$, which only makes the expectation smaller. The result is exactly $FK_{\lambda}^x(0, 0; t, x')$. For the latter expectation, use $FK_{\lambda}^x \leq 1$, which follows from (2.2) and $\rho_{\lambda}^x \leq 0$, and use $P\{|W_\lambda^x(s) - x'| > |x-x'|^{h_4}\} \leq \exp(-\lambda \frac{|x-x'|^{2h_4}}{c(0)(t-s)})$, for all $x, x' \in [-\delta, \delta]$. We have

$$I_2 \geq \frac{p_\lambda(x)}{p_\lambda(x)} e^{-\lambda \frac{|x-x'|^2}{2(t-s)}} (FK_{\lambda}^x(0, 0; t, x') - e^{-\lambda \frac{|x-x'|^{2h_4}}{c(0)(t-s)}}).$$

Combining Proposition 3.1 and (A.3) shows that $FK_{\lambda}^x(0, 0; s, y) \geq e^{-\lambda c}$. Equipped with this bound, we factor out the first term within the last $(\ldots)_+$. What remains is bounded by $(1 - \exp(-\lambda \frac{|x-x'|^{2h_4}}{c(0)(t-s)}) + \lambda c)_+$. This concludes the third surgery

$$I_2 \geq e^{-\lambda \frac{|x-x'|^2}{2(t-s)}} (1 - e^{-\lambda \frac{|x-x'|^{2h_4}}{c(0)(t-s)}} + \lambda c) + \frac{p_\lambda(x')}{p_\lambda(x)} FK_{\lambda}^x(0, 0; t, x').$$

(Surgery III)

It remains only to fix $s$ and $h_4$. Set $(t-s) = |x-x'|^{\frac{2h_4}{c(0)}}$ and $h_4 = \frac{11}{13} - \delta$. We assume that $\frac{1}{2} |x-x'|$ is small enough so that the $+\lambda c$ term in (Surgery III) is subdominant to its preceding term. Note that this assumption does not lose any generality because the interval $[-\delta, \delta]$ is compact. Also, this assumption is consistent with the previous assumption that $(t-s)$ is small enough. The prefactors in (Surgery I+II) and (Surgery III) are $\geq \exp(-c(\delta) |x-x'|^{\frac{2h_4}{c(0)}})$. This completes the proof.

5. Upper bound

Our goal here is to prove the following proposition, which together with Corollary 3.2 gives Theorem 1.1.

**Proposition 5.1** (Upper half of Theorem 1.1). For any $\delta > 0$,

$$\limsup_{\lambda \to \infty} \sup_{t, x} \left\{h_\lambda(t, x) - h_s(t, x) : (t, x) \in [\delta, 2] \times [-\delta, \delta]^2\right\} \leq 0.$$

We will prove this proposition separately within the lens region and outside of the lens region. More precisely, the lens region is $\text{Lens} := \{(t, x) : |x| \leq \ell(t)\}$. We will prove the pointwise version of Proposition 5.1 and argue in Section 5.2 how to upgrade the pointwise result to a uniform result.

5.1. Pointwise bound within Lens. Fixing any $(t_0, x_0) \in \text{Lens}$, we seek to prove

$$\limsup_{\lambda \to \infty} h_\lambda(t_0, x_0) \leq h_s(t_0, x_0).$$

(5.1)

Given the Hölder continuity from Proposition 4.1, it suffices to consider $(t_0, x_0) \in \text{Lens}^0$, which we assume hereafter. To begin the proof, in (2.4), set $\rho = \rho_\lambda^x(t, x) = (2, 0)$, and $s = t_0$ and write $Z_\lambda[\rho_\lambda^x] := e^{\lambda h_\lambda}$. Restrict the integral to a small interval $[-u + x_0, x_0 + v]$. Doing so makes the integral smaller, whereby

$$e^{\lambda h_\lambda(2, 0)} \geq \int_{[-u+x_0,x_0+v]} p_\lambda(2 - t_0, y) FK_{\lambda}[\rho](t_0, y; 2, 0) e^{\lambda h_\lambda(t_0, y)} \, dy.$$

Given that $(t_0, x_0) \in \text{Lens}^0$, we assume $v$ is small enough so that each $y$ in this integral lies in $\text{Lens}$. For such a $y$, there exists a geodesic that connects $(t_0, y)$ to $(2, 0)$, so by Proposition 3.1, $FK_{\lambda}[\rho](t_0, y; 2, 0) \geq \exp(\lambda h_\lambda(2, 0))$.
\[ \exp(-\lambda h_*(t_0, y)) \exp\left(\frac{\lambda^2}{2} \int_{-\nu+x_0, x_0+v} \right) \exp(-o(\lambda)). \]
Note that \( h_*(2, 0) \) and \( h_*(2, 0) \) are both equal to \(-1\), so we can cancel these two factors from both sides. The factor \( \exp\left(\frac{\lambda^2}{2} \right) \) can be combined with \( p_\lambda(2 - t_0, y) \). Altogether we have
\[ 1 \geq \frac{\sqrt{\lambda/(2\pi(2 - t_0))}}{\int_{-\nu+x_0, x_0+v} \exp(\lambda h_*(t_0, y) - h_*(t_0, y) - o(1)) \, dy}. \]

By Proposition 4.1 the function \( h_*(t_0, y) \) is Hölder in \( y \), and it is not hard to verify from (2.9) that \( h_*(t, x) \) is Lipschitz except near \( t = 0 \). Hence the integral is bounded below by \( 2\nu \exp(\lambda h_*(t_0, x_0) - h_*(t_0, x_0) - o(1)) \exp(-\lambda c v^{1/13}) \). Apply \( \frac{1}{\lambda} \log(\cdot) \) to both sides, take \( \lambda \to \infty \), and take \( v \to 0 \) later. Doing so gives the desired result (5.1).

### 5.2. From a pointwise bound to a uniform bound. Here we explain how to upgrade a pointwise lower bound into a uniform one. First, thanks to the Hölder continuity from Proposition 4.1, we can upgrade (5.1) into
\[ \lim_{\lambda \to \infty} \sup_{t_0 \in (0, 2]} \{ h_*(t_0, x) : |x| \leq \ell(t_0) \} \leq 0, \quad \text{for any fixed } t_0 \in (0, 2]. \]

In fact, the Hölder continuity allows us to go slightly beyond the lens:
\[ \lim_{\lambda \to \infty} \sup_{t_0 \in (0, 2]} \{ h_*(t_0, x) : |x| \leq \ell(t_0) + v \} \leq cv^{1/13}, \quad \text{for any fixed } t_0 \in (0, 2] \text{ and } v > 0. \quad (5.2) \]

To further upgrade (5.2) into a spacetime-uniform bound, we will develop a one-sided time continuity estimate in Lemma 5.2. Combining Lemma 5.2 and (5.2) gives the desired uniform bound:
\[ \lim_{\lambda \to \infty} \sup_{t \in \text{Lens} \cap ([\delta, 2] \times [-\delta^{-1}, \delta^{-1}])} \{ h_*(t, x) : (t, x) \in \text{Lens} \cap ([\delta, 2] \times [-\delta^{-1}, \delta^{-1}]) \} \leq 0. \quad (5.3) \]

#### Lemma 5.2. For any \( \delta > 0 \),
\[ \lim_{\lambda \to \infty} \inf_{(\lambda, u) \to (\infty, 0)} \inf \{ h_*(s, x) - h_*(t, x) : s < t \in [\delta, 2], |s - t| \leq u, |x| \leq \delta^{-1} \} \geq 0. \]

**Proof.** In (2.4), set \( \rho = \rho^u_\lambda \) and bound \( \text{FK}_\lambda^u(s, y; t, x) \leq 1 \), which holds because \( \rho^u_\lambda \leq 0 \) (Appendix A.2). Recognize the resulting integral as \( \mathbb{E}[Z_\lambda^u(s, x + Y)] \), where \( Y \) is a zero-mean Gaussian with variance \((t-s)/\lambda\). Divide this expectation into \( \{|Y| \leq v\} \) and \( \{|Y| > v\} \). For the former, use Proposition 4.1 to bound expectation from above by \( \exp(\lambda h_*(s, t) + cv^{1/13}) \). For the latter, use \( Z_\lambda^u(s, y) = p_\lambda(s, y) \text{FK}_\lambda^u(s, y; t, x) \leq p_\lambda(s, y) \leq c(\delta) \sqrt{\lambda} \) to bound the expectation from above by \( c(\delta) \sqrt{\lambda} \exp(-\lambda c v^{1/13}) \). Altogether, we have
\[ e^{\lambda h_*(t, x)} \leq e^{\lambda h_*(s, x)} + \exp(c(\delta) \sqrt{\lambda} \exp(-\lambda c v^{1/13}) \leq c(\delta) \sqrt{\lambda} \exp(-\lambda c v^{1/13} - \lambda^2 \pi k^2). \]

Recall the lower bound of \( h_\lambda \) from Corollary 3.2, and note that \( h_\lambda \) is bounded on \( [\delta, 2] \times [-\delta^{-1}, \delta^{-1}] \); see (A.3). Given this bound, we see that for fixed \( \delta, v > 0 \), the first term on the right side of (5.4) dominate the entire right side as \( (\lambda, u) \to (\infty, 0) \), uniformly over \( s \leq t \in [\delta, 2] \) and \( |x| \leq \delta^{-1} \) with \( |s - t| \leq u \). This being the case, apply \( \log(\cdot) \) to both sides, take the relevant infimum, take \( \lim_{\lambda \to \infty} (\lambda, u) \to (\infty, 0) \), and finally take \( v \to 0 \). This completes the proof. \( \square \)

### 5.3. Bound within \text{Lens}^c. To complete the proof of Proposition 3.1, we establish the bound in \text{Lens}^c. We will only carry out the proof of the pointwise bound: The same argument in Section 5.2 applies to upgrade the pointwise bound to the uniform bound. Fix \( (t_0, x_0) \in \text{Lens}^c \) with \( t_0 \in (0, 2] \). Assume \( x_0 > \ell(t_0) \) to simplify notation.

The first step is to decompose the Feynman–Kac formula according to the first hitting time at the boundary of \text{Lens}. Express \( Z_\lambda^u(t_0, x_0) \) by (2.3). The relevant Brownian bridge \( W_\lambda \sim \text{BB}((t_0, x_0) \to (0, 0)) \) goes backward in time. Let \( \tau := \sup\{u \in [0, t_0] : W_\lambda(u) \leq \ell(u)\} \) be the first (going backward in time) hitting time at the boundary of \text{Lens}. In the Feynman–Kac expectation (namely (2.2) with \( \rho = \rho^u_\lambda \) and \( s, y; t, x = (0; t_0, x_0) \)), decompose the integral into \( \int_0^\tau \) and \( \int_\tau^{t_0} \) and bound the contribution of the latter using \( \rho^u_\lambda \leq 0 \). For the former, note that the law of \( \{W_\lambda(u)\}_{u \in [0, \tau]} \) conditioned on \( s = 0 \) is \( \text{BB}_\lambda((s, \ell(s)) \to (0, 0)) \). We recognize the resulting expectation as \( \mathbb{E}[\mathbb{E}[Z_\lambda^u(s, y) | \tau, \ell(\tau)]]. \)

Hence,
\[ \exp(\lambda h_*(t_0, x_0)) =: Z_\lambda^u(t_0, x_0) \leq p_\lambda(t_0, x_0) \mathbb{E}[\mathbb{E}[Z_\lambda^u(s, y) | \tau, \ell(\tau)]] \].

To control the right side of (5.5), we discretize in time. Let \( s_i := \frac{i}{n} t_0 \), and decompose the expectation in (5.5) into \( n \) expectations according to \( \tau \in [0, s_1], \tau \in [s_1, s_2], \ldots \). For the first one, we use \( \mathbb{E}[Z_\lambda^u(s, y) | \tau, \ell(\tau)] = \text{FK}_\lambda^u(0, 0; t, x) \leq 1 \).

For the remaining \( (n-1) \) ones, use (5.3) to bound \( Z_\lambda^u(s, y) \) by \( \exp(-\lambda h_*(u, \ell(u)) + o(1)) \), where \( o(1) \) depends
only on \( t_0/n \). Given this bound, we further bound \((Z_n^\lambda/p_\lambda)(\tau, \ell(\tau))\) by \(c(n, t_0) \max_{u \in [s_i, s_{i+1}]} \exp(\lambda(h_\ast(u, \ell(u)) + \ell(u)^2/2u + o(1)))\). Altogether, we have
\[
e^{-\frac{\lambda t_0^2}{2u_0}} \left( \mathbb{P}[\tau \in [0, s_1)] + \sum_{i=1}^{n-1} \max_{u \in [s_i, s_{i+1}]} \left\{ e^{\lambda(h_\ast(u, \ell(u)) + \frac{\ell(u)^2}{2u} + o(1))} \mathbb{P}[\tau \in [s_i, s_{i+1}]] \right\} \right). \tag{5.6}
\]

We next involve the LDP of \( W_\lambda \) to control \( \mathbb{P}[\tau \in [s_i, s_{i+1}]] \). The Brownian bridge enjoys an LDP on \( C([t_0, x_0] \rightarrow (0, 0)) \), the space of continuous paths connecting \((t_0, x_0)\) and \((0, 0)\). The rate function is \( I_{BB}(\gamma) := \frac{1}{2} \int_0^{t_0} \gamma^2 \, dt - x_0^2/(2t_0) \), where the integral is interpreted as \(+\infty\) when \( \gamma \notin H^1((t_0, x_0) \rightarrow (0, 0)) \). Now, consider the set \( T_i := \{ \gamma : \gamma[s_i, s_{i+1}] \cap (0, \text{Lens}) \neq \emptyset, \gamma[s_i, t_0] \cap \text{Lens}^\circ = \emptyset \}. \) Indeed, \( T_i \) is a closed set in \( C([t_0, x_0] \rightarrow (0, 0)) \) and \( \{ \tau \in [s_i, s_{i+1}] \} \subset \{ W_\lambda \in T_i \}. \) By the LDP of \( W_\lambda \),
\[
\limsup_{\lambda \to \infty} \frac{1}{\lambda} \log \mathbb{P}[\tau \in [s_i, s_{i+1}]] \leq - \inf_{\gamma \in T_i} \left\{ \frac{1}{2} \int_0^{t_0} \dot{\gamma}^2 \, dt + \frac{x_0^2}{2t_0} \right\}. \tag{5.7}
\]
We would like to modify the right side of (5.7). Let \( t_\gamma := \sup \{ u : \gamma(u) \leq \ell(u) \} \) be the first (going backward in time) hitting time of \( \gamma \in H^1((t_0, x_0) \rightarrow (0, 0)) \) and consider the set \( S_i := \{ \gamma : t_\gamma \in [s_i, s_{i+1}] \}. \) Even though \( S_i \subset T_i \), it is not hard to verify that the infimum in (5.7) does not change if we replace \( T_i \) with \( S_i \). Hence
\[
\limsup_{\lambda \to \infty} \frac{1}{\lambda} \log \mathbb{P}[\tau \in [s_i, s_{i+1}]] \leq - \inf_{\gamma \in S_i} \left\{ \frac{1}{2} \int_0^{t_\gamma} \dot{\gamma}^2 \, dt + \frac{x_0^2}{2t_\gamma} \right\}. \tag{5.8}
\]
We now combine (5.6) and (5.8) to complete the proof. Apply \( \limsup_{\lambda \to \infty} \frac{1}{\lambda} \log \cdot \) to both sides of (5.6) with the aid of (5.8), and take \( n \to \infty \) with the aid of the continuity of \( h_\ast(u, \ell(u))\). We arrive at
\[
\limsup_{\lambda \to \infty} h_\ast(t_0, x_0) \leq \sup \left\{ - \int_0^{t_0} \frac{1}{2} \dot{\gamma}^2 \, dt + \frac{\ell(t_\gamma)^2}{2t_\gamma} + h_\ast(t_\gamma, \ell(t_\gamma)) : \gamma \in H^1((t_0, x_0) \rightarrow (0, 0)) \right\}. \tag{5.9}
\]
Bound from above the first two terms within the supremum together by \(- \int_0^{t_0} \frac{1}{2} \gamma^2 \, dt \). To see why such a bound holds, write the first term as \(- \int_0^{t_\gamma} \gamma^2 \, dt \), and note that the second term is \( \int_0^{t_\gamma} \frac{1}{2} \gamma^2 \, dt \), where \( \gamma_{\text{line}} \) is the linear path that connects \((t_\gamma, \ell(t_\gamma)) \) and \((0, 0)\). A linear path maximizes such an integral among all paths connecting the same points, so the bound follows. Next, use (2.11) to express \( h_\ast(t_\gamma, \ell(t_\gamma)) \) as \( \int_0^{t_\gamma} (-\frac{1}{2} \ell(u)^2 + \rho_\cdot(u, \ell(u))) \, du \). At this stage, the relevant paths are \( \ell(u) \) and \( \gamma(u) \). Concatenating these paths gives a path \( \eta \in H^1((t_0, x_0) \rightarrow (0, 0)) \). Hence,
\[
\limsup_{\lambda \to \infty} h_\ast(t_0, x_0) \leq \sup \left\{ \int_0^{t_0} \left( - \frac{1}{2} \dot{\gamma}^2 + \rho_\cdot(u, \eta(u)) \right) \, du : \eta \in H^1((t_0, x_0) \rightarrow (0, 0)) \right\}.
\]
The right side is exactly \( h_\ast(t_0, x_0) \); see (2.9). This completes the proof.

Appendix A. Technical tools

A.1. Some bounds. Here are some useful bounds. It is not hard to derive them from (2.5), (2.6), (2.7), and (2.10).
\[
\sup_{x \in \mathbb{R}} \rho_\cdot(x, t) \leq c(t^{-2/3} + (2 - t)^{-2/3}), \tag{A.1}
\]
\[
|\dot{\ell}(t)| \leq c(t^{-1/3} + (2 - t)^{-1/3}), \tag{A.2}
\]
\[
\sup_{(t, x) \in (0, 2) \times \mathbb{R}} \left| h_\ast(t, x) + \frac{x^2}{2t} \right| < \infty, \tag{A.3}
\]
where \( c \in (0, \infty) \) denotes a universal constant.

A.2. The sign of \( \rho_\cdot^a \). Next, we prove that \( \rho_\cdot^a \leq 0 \) a.e. on \([0, 2] \times \mathbb{R} \), for all \( e^{-\lambda} < \rho_\cdot(2, 0) \). Let us argue by contradiction: Consider \( (\rho_\cdot^a)_+ := \min \{\rho_\cdot^a, 0\} \) and assume the function is not 0 a.e. Set \( \rho^1 := \rho_\cdot^a - (\rho_\cdot^a)_+ \). By the monotonicity of \( \text{FK}_\lambda[\rho] \) in \( \rho \), we have \( e^{-\lambda} = \text{FK}_\lambda[\rho_\cdot^a](2, 0) \geq \text{FK}_\lambda[\rho^1](2, 0) \). Also, we have \( \text{FK}_\lambda[\rho^1](2, 0) = \rho_\cdot(2, 0) > e^{-\lambda} \). It is not hard to verify that \( \text{FK}_\lambda[\rho^1](2, 0) \) varies continuously in \( a \). Hence there exists \( a_1 \in (0, 1) \) such that \( \text{FK}_\lambda[a_1 \rho^1](2, 0) = e^{-\lambda} \). However, we have \( \|\rho_\cdot^a\|_2 > ||\rho^1||_2 \geq ||a_1 \rho^1||_2 \), which contradicts with the assumption that \( \rho_\cdot^a \) is the minimizer.
A.3. The Feynman–Kac formula. Finally, let us provide a proof of the Feynman–Kac formula (2.3). We consider \( \lambda = 1 \) only, and the case for \( \lambda > 0 \) follows by scaling. Let \( p(t, x) \) denote the standard heat kernel. First, by writing (1.1) in Duhamel’s form and iterating the result, we have

\[
Z[\rho](t, x) = p(t, x) + \sum_{n=1}^{\infty} I_n(t, x),
\]

(A.4)

where

\[
I_n(t, x) := \int_{0<u_1<\ldots<u_n<t} \left( \int_{\mathbb{R}^n} p(u_1, z_1) \prod_{i=1}^{n} \left( p(u_{i+1} - u_i, z_{i+1} - z_i) \rho(u_i, z_i) dz_i \right) \right) du_1 \cdots du_n,
\]

(A.5)

with the convention \( u_{n+1} := t \) and \( z_{n+1} := x \). To ensure that (A.4) gives a convergence series, we derive a bound on \( I_n(t, x) \). Apply the Cauchy–Schwarz inequality in (A.5) over the integrals to “separate the p and \( \rho \) to get

\[
|I_n(t, x)|^2 \leq \int_{0<s_1<\ldots<s_n<t} \left( \int_{\mathbb{R}^n} p^2(s_1, y_1) \prod_{i=1}^{n} \left( \rho(s_i, y_i) dy_i \right) \right) ds_1 \cdots ds_n
\]

\[
\cdot \int_{0<s_1<\ldots<s_n<t} \left( \int_{\mathbb{R}^n} p^2(s, y) \prod_{i=1}^{n} \left( \rho(s_i, y_i) dy_i \right) \right) ds_1 \cdots ds_n.
\]

The integral in (A.6) is equal to \( \frac{1}{n!} \|\rho\|_{L^2([0,t]\times\mathbb{R})}^2 \); the integral in (A.7) is \( 2^{-n} t^n/2 - 1 \pi^{-1/2} e^{-x^2/t} / \Gamma(n+1) \). Therefore,

\[
|I_n(t, x)| \leq \pi^{1/4} (n! \Gamma(n+1))^{-1/2} (2^{-1/2} t^{1/4} \|\rho\|_{L^2([0,t]\times\mathbb{R})})^n \cdot p(t, x).
\]

(A.8)

Next, recall that the Brownian Bridge \( W \sim BB_1((t, x) \to (0, 0)) \) has the following finite dimensional distributions; see [KS12, 6.11 Problem] for example.

\[
\mathbb{P}[W(u_1) \in A_1, W(u_2) \in A_2, \ldots, W(u_n) \in A_n] = \frac{1}{p(t, x)} \int_{\prod_{i=1}^{n} A_i} p(u_1, z_1) \prod_{i=1}^{n} \left( p(u_{i+1} - u_i, z_{i+1} - z_i) dz_i \right),
\]

with the convention \( u_0 := 0, u_{n+1} := t, z_0 := 0, \) and \( z_{n+1} := x \). We hence recognize \( I_n(t, x) \) as an expectation over the Brownian bridge:

\[
I_n(t, x) = \mathbb{E} \left[ \left( \prod_{i=1}^{n} \rho(u_i, W(u_i)) \right) \cdot p(t, x) \right] du_1 \cdots du_n.
\]

(A.9)

The exchange of the sum and integral in (A.9)–(A.10) is justified: If we replace \( \rho \) with \( |\rho| \) in (A.9)–(A.10), the result is bounded by the right hand side of (A.8); hence Fubini’s theorem applies. Next, the integral in (A.10) can be written as

\[
\frac{1}{n!} \int_0^t \cdots \int_0^t \left( \prod_{i=1}^{n} \rho(u'_i, W(u'_i)) \right) du'_1 \cdots du'_n = \frac{1}{n!} \left( \int_0^t \rho(u', W(u')) du' \right)^n.
\]

(A.11)

This is because \( \prod_{i=1}^{n} \rho(u'_i, W(u'_i)) \) is invariant under reordering of the \( u'_i \). Now, combine (A.9), (A.10), and (A.11); sum the result over \( n \geq 1 \); add \( p(t, x) \) to the result; combine the result with (A.4). We have

\[
Z[\rho](t, x) = \sum_{n=0}^{\infty} \mathbb{E} \left[ \frac{1}{n!} \left( \int_0^t \rho(u, W(u)) du \right)^n \right] \cdot p(t, x) = \mathbb{E} \left[ \exp \left( \int_0^t \rho(u, W(u)) du \right) \right] \cdot p(t, x).
\]

The right side is exactly \( \text{FK}_1[\rho](t, x) \).
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