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ABSTRACT

Recurrent Neural Networks (RNNs) have demonstrated their outstanding ability in sequence tasks and have achieved state-of-the-art in wide range of applications, such as industrial, medical, economic and linguistic. Echo State Network (ESN) is simple type of RNNs and has emerged in the last decade as an alternative to gradient descent training based RNNs. ESN, with a strong theoretical ground, is practical, conceptually simple, easy to implement. It avoids non-converging and computationally expensive in the gradient descent methods. Since ESN was put forward in 2002, abundant existing works have promoted the progress of ESN, and the recently introduced Deep ESN model opened the way to uniting the merits of deep learning and ESNs. Besides, the combinations of ESNs with other machine learning models have also overperformed baselines in some applications. However, the apparent simplicity of ESNs can sometimes be deceptive and successfully applying ESNs needs some experience. Thus, in this paper, we categorize the ESN-based methods to basic ESNs, DeepESNs and combinations, then analyze them from the perspective of theoretical studies, network designs and specific applications. Finally, we discuss the challenges and opportunities of ESNs by summarizing the open questions and proposing possible future works.

1 Introduction

In the last decades, Recurrent Neural Networks (RNNs) based methods demonstrated their outstanding ability in time-series prediction tasks and have become very attractive for their potentially wide range of applications, such as biological, medical, linguistic, social and economic. RNNs represent a very powerful generic tool, integrating both large dynamical memory and highly adaptable computational capabilities. They are the Machine Learning (ML) model most closely resembling biological brains, the substrate of natural intelligence. Meanwhile, deep RNN are able to develop in their internal states a multiple time-scales representation of the temporal information, a much desired feature. In the context of deep learning, error backpropagation (BP) \cite{BP} is to this date one of the most important achievements in RNNs training, but only with a partial success. One of the limitations is that bifurcations can make training non-converging, computationally expensive and poor local minima \cite{bifurcations}. Moreover, the exploding gradient problem often occurs in the training process, where the stable prediction performance cannot be easily ensured \cite{explosion}. Some developments in BP for RNNs \cite{LSTM} perform better on problems which require long memory, but it’s hard for BP RNN training, unless networks are specifically designed to deal with them \cite{GRU}. Long short-memory (LSTM) and gated recurrent unit (GRU) are advanced designs to mitigate shortcomings of RNN. But when the length of input sequence exceeds a certain limit, the gradient will still disappear. Meanwhile, each LSTM cell have four full connection layers, if the time span of LSTM is large and the network is very deep, the calculation will be very heavy and time-consuming. Further, too many parameters will lead to over fitting risk.

*Corresponding author: leehy@pku.edu.cn
Reservoir computing (RC) has emerged in the last decade as an alternative to gradient descent methods for training RNNs with a strong theoretical ground \[6, 7, 8, 9, 10\]. Echo State Network (ESN) \[6\] is one of the key RC. ESNs employ the multiple high-dimensional projection in the large number of states of the reservoir with strong nonlinear mapping capabilities, to capture the dynamics of the input. This basic idea was first clearly spelled out in a neuroscientific model of the corticostral processing loop \[3\]. ESNs enjoy, under mild conditions, the so-called echo state property \[6\], that ensures that the effect of the initial condition vanishes after a finite transient. The inputs with more similar short-term history will evoke closer echo states, which ensure the dynamical stability of the reservoir.

Recently, the introduction of the Deep Echo State Network (DeepESN) model \[11, 12\] allowed to study the properties of layered RNN architectures separately from the learning aspects. Remarkably, such studies pointed out that the structured state space organization with multiple time-scales dynamics in deep RNNs is intrinsic to the nature of compositionality of recurrent neural modules. The interest in the study of the DeepESN model is hence twofold. On the one hand, it allows to shed light on the intrinsic properties of state dynamics of layered RNN architectures. On the other hand it enables the design of extremely efficiently trained deep neural networks for temporal data.

Meanwhile, with the development of deep learning, a variety of neural network structures have been proposed, like auto-encoder (AE) \[13\], generative adversarial networks (GAN) \[14\], convolutional neural networks (CNNs) \[15\] and restricted Boltzmann machine (RBM) \[16\]. ESNs have combined these different structures and achieved state-of-the-art performance in specific tasks and different applications, such as industrial \[17\], medical \[18\], financial \[19\] and robotics with reinforcement learning \[20, 21\].

ESNs from their beginning proved to be a highly practical approach to RNN training. It is conceptually simple and computationally inexpensive. It reinvigorated interest in RNNs, by making them accessible to wider audiences. However, the apparent simplicity of ESNs can sometimes be deceptive. Successfully applying ESNs needs some experience. Thus, we summarize the advancements in the development, analysis and applications of ESNs to summarize the experience of existing work.

The rest of the paper is organized as follows. Section 2 analyzes the basic ESNs from the basic definitions to specific designs. Section 3 introduces the DeepESNs with its different structures. Section 4 describes the existing combinations of ESN and other machine learning methods. Section 5 gives the benchmarks, the data-driven and the real-world applications of ESNs. Section 6 and 7 raise the challenges, opportunities and make conclusions.

## 2 Basic echo state networks

### 2.1 Preliminaries

**Definition 1 (Echo State Networks (ESNs))** Echo state networks are a type of fast and efficient recurrent neural network. A typical ESN consists of an input layer, a recurrent layer, called reservoir, with a large number of sparsely connected neurons, and an output layer. The connection weights of the input layer and the reservoir layer are fixed after initialization, and the output weights are trainable and obtained by solving a linear regression problem.

In an ESN, \( u(t) \in \mathbb{R}^{D \times 1} \) denotes the input value at time \( t \) of the time series, \( x(t) \in \mathbb{R}^{N \times 1} \) denotes the state of the reservoir at time \( t \), \( y(t) \in \mathbb{R}^{M \times 1} \) denotes the output value. \( W_{in} \in \mathbb{R}^{N \times D} \) represents the connection weights between the input layer and the hidden layer, \( W_{res} \in \mathbb{R}^{N \times N} \) notes the connection weights in hidden layer. The state transition equation is in Equation (1) where \( f \) is a nonlinear function such as tan and sigmoid.

\[
\begin{align*}
  x(t) &= f(W_{in}u(t) + W_{res}x(t - 1)) \\
  y(t) &= W_{out}x(t)
\end{align*}
\]

Figure 1: Basic echo state networks
Only parameters of readout weights $W_{out}$ are subject to training. Which can obtain a closed-form solution by extremely fast algorithms such as ridge regression. Assuming the internal states and desired outputs are stored in $X$ and $Y$. By training to find a solution to the least squares problem in Equation (2) the calculation formula of the readout weights $W_{out}$ is got in Equation (3).

$$\min_{W_{out}} \| W_{out} X - Y \|_2^2$$  \hspace{1cm} (2)

$$W_{out} = Y \cdot X^{-1}$$  \hspace{1cm} (3)

Before training phase, three are three main hyper-parameters of ESNs need to initialize - $w^{in}$, $\alpha$ and $\rho(W_{res})$.

- $w^{in}$ is an input-scaling parameter, the elements in $W_{in}$ are commonly randomly initialized from a uniform distribution in $[-w^{in}, w^{in}]$.
- $\alpha$ is the sparsity parameter of $W_{res}$, denoting the proportion of non-zero elements in matrix.
- $\rho(W_{res})$ is the spectral radius parameter (the largest eigenvalue in absolute value) of $W_{res}$. $W_{res}$ initialize from a matrix $W$, where the elements of $W$ are generated randomly in $[-1, 1]$ and $\lambda_{\text{max}}(W)$ is the largest eigenvalue.

$$W_{res} = \rho(W_{res}) \cdot \frac{W}{\lambda_{\text{max}}(W)}$$  \hspace{1cm} (4)

The extreme training efficiency of the ESN approach derives from the fact that only the readout weights are trained, while the weights of input and reservoir are initialized under certain conditions and then are left untrained.

After training phase, ESNs can give predictions $\hat{Y}$ of new data $\hat{U}$ with the trained $W_{out}$ by Equation (5).

$$\hat{X}_t = f(W_{in} \hat{U}_t + W_{res} \hat{X}_{t-1})$$

$$\hat{Y}_t = W_{out} \hat{X}_t$$  \hspace{1cm} (5)

Assuming that the size of the reservoir are fixed by $N$, The input time series data has T-length D-dimension. For the typical reservoir computing Equation (1) its complexity is computed in Equation (6).

$$C_{\text{typical}} = O(\alpha TN^2 + TND)$$  \hspace{1cm} (6)

A pivotal property of ESNs is Echo State Property (ESP), which characterizes valid ESN dynamics. ESP essentially describes that the states of reservoir should asymptotically depend only on the driving input signal, which means the state is an echo of the input, meanwhile, and the influence of initial conditions should progressively vanish with time. Briefly, according to Jaeger’s paper [6], the ESN is that every echo state vector $x$ is uniquely determined for every input sequence $u$. It implies that the nearby echo states have the similar input histories.

**Definition 2 (Echo State Property (ESP))** A network with state transition equation $F$ with has the echo state property if for each input sequence $U = [u(1), u(2), ... u(N)]$ and all couples of initial states $x, x'$, it could hold the condition in Equation (7).

$$||F(U, x) - F(U, x')|| \to 0 \text{ as } N \to \infty$$  \hspace{1cm} (7)

The existence of ESP are verified by a necessary condition and a sufficient condition with spectral radius $\rho(W_{res})$ and the largest singular value $\sigma(W_{res}) = ||W||_2$:

$$\rho(W_{res}) < 1 \Rightarrow \text{echo state property}$$

$$\sigma(W_{res}) < 1 \Rightarrow \rho(W_{res}) < 1$$  \hspace{1cm} (8)

Two conditions are commonly used in ESN literature for reservoir initialization [22]. In recent years, the conditions for the ESP have been further investigated and refined in successive contributions [23, 24, 10, 25, 26]. For example, based on the two basic conditions, Buehner et al. [23] provided a rigorous bound for guaranteeing asymptotic stability of ESN, which was required in the applications where stability is required. Authors extended L2-norm $||W_{res}||_2$ to the D-norm...
\[ ||W_{\text{res}}||_D = \sigma(\sigma(DW_{\text{res}}D^{-1})) \]. They connected two conditions of echo state property by \[ ||W_{\text{res}}||_D = \rho(W_{\text{res}}) + \epsilon \] and the sufficient condition changes to Equation 9:

\[ \sigma D(W_{\text{res}}D^{-1}) < 1 \Rightarrow \text{echo state property} \] (9)

Short-Term Memory (STM) denotes the memory effects connected with the transient activation dynamics of networks. Memory capacity (MC) is a quantitative measure of STM. MC is calculated by the determination coefficient of \[ W_k^{\text{out}} \],

\[
d[W_k^{\text{out}}](u(n-k), y_k(n)) = \frac{\text{cov}^2(u(n-k), y_k(n))}{\sigma^2(u(n))\sigma^2(y_k(n))}
\]

when training the ESN to generate at its output units delayed versions \[ u(n-k) \]. The STM capacity of the network according to MC is described in Equation 10

\[
MC = \sum_{k=1}^{\infty} MC_k
\]

\[
MC_k = \max_{W_{\text{out}}} d[W_k^{\text{out}}](u(n-k), y_k(n))
\]

2.2 Designs

2.2.1 Basic models

In 2002, Jeager [6] proposed and named the echo state networks (ESNs) at the first time. He introduced ESN as a computationally efficient and easy learning method based on artificial recurrent neural networks (RNNs). The schema of ESN is that we described in section 2.1. The ESN were suitable for process chaotic time series, abounded nonlinear dynamical systems of the sciences and engineering. In 2004, Jeager et al. [27] applied ESN for predicting a chaotic time series and the accuracy were improved by a factor of 2400 over previous techniques.

In 2007, Jeager et al. [28] proposed another important structure, leaky-ESN, formalized in Equation 11, where \[ a \in [0, 1] \] is the reservoir neuron’s leaking rate and \[ \gamma \] is the compound gain. Leaky-ESN’s reservoir used leaky integrator neurons and the leaking rate was determined and fixed after model selection. By the effect analysis and experiments in slow dynamic systems, noisy time series and time-warped dynamic patterns, leaky-ESN outperformed than ESN and could incorporate a time constant to act as a low-pass filter and the dynamics can be slowed down.

\[
x(t) = (1 - a\gamma)x(t-1) + \gamma f(W_{\text{in}}u(t) + W_{\text{res}}x(t-1))
\]

ESNs with output feedbacks was also emerging. The hidden state is not only affected by the input of this time and the hidden state of the previous time, but also affected by the output of the previous time, shown as Figure 1 right. The state transition equation changed to Equation 12

\[
x(t) = (1 - a\gamma)x(t-1) + \gamma f(W_{\text{in}}u(t) + W_{\text{res}}x(t-1) + W_{\text{back}}y(t-1))
\]

Based on these original versions, many deformations have been proposed.

2.2.2 Designs of reservoir

• Dynamic weights of reservoir.

In the basic versions of ESNs, the weights in reservoir are fixed after initialization. However, the randomly initialized reservoir could not be always the most suitable one for the specific data and tasks, and it brings about complications with choosing starting parameters. Thus, the dynamic reservoir changing when processing data is a main focus when designing reservoir.

Mayer et al. [29] changed the random weights to adapted weights by a method of adapting the recurrent layer dynamics and self-prediction. The weights of reservoir changed to \[ \tilde{W}_{\text{res}} \] by the output weight through output-prediction \[ W_{\text{out}}^1x_t = y(t) \] and self-prediction \[ W_{\text{out}}^2x_t = x_{t+1} \] in Equation 13 where \[ \alpha \] is constant parameter. By adding self-prediction, the modified ESN could moderate the noise sensitivity.

\[
\tilde{W}_{\text{res}} = (1 - \alpha)W_{\text{res}} + \alpha W_{\text{out}}^2
\] (13)
Hajnal et al. [30] introduced a notion of critical echo state networks (CESN), re-setting $\hat{W}_{res}$ to $W_{res}$ by Equation 14. In this case, $\hat{W}_{res}$ were able to approximate non-periodic dynamical systems, because the hidden layer were embedded by the input matrix $W_{in}$ and output matrix $W_{out}$, and they can modify finite cycles.

$$\hat{W}_{res} = W_{res} + W_{in}W_{out}$$ (14)

Fan et al. [31] proposed principle neuron reinforcement (PNR) algorithm to alter the strength of internal synapses within the reservoir by modifying the reservoir connections towards the goal of optimizing the neuronal dynamics. The PNR altered the connection according to the output weights of a pre-training stage, shown in Equation 15.

$$W_{res}(t) = (1 + \rho(W_{res}))W_{res}(t-1), \text{ if } W_{out} > \xi$$ (15)

Babinec et al. [32] optimized ESN by the updating of $W_{res}$ with Anti-Oja’s learning (AO) by Equation 16, where $\eta$ is a small positive constant. AO changed the weights by decreasing correlation between neurons. It increased the diversity between hidden neurons and the internal state dynamics became much richer.

$$W_{res}(n+1) = W_{res}(n) - \Delta W_{res}(n)$$
$$\Delta W_{res}(n) = \eta y(n)(x(n) - y(n)W_{res}(n))$$ (16)

Boedecker et al. [33] derived a new unsupervised learning rule based on intrinsic plasticity (IP) [34] to design weights of reservoir adapting dependency online. Then, Equation 1 changed to Equation 17. Where $a$ is the gain vector and $c$ is the bias vector. And the objective in Equation 2 changed to Kullback-Leibler divergence $D_{KL} = \sum p(y)log \frac{p(y)}{p(y)}$ Where $p(y)$ denotes the sampled output distribution of a reservoir neuron and $\bar{p}(y)$ is the desired output distribution with Laplace distribution $\bar{p}(y) = \frac{1}{2\sigma}e^{-\left|\frac{y-\mu}{\sigma}\right|}$.

$$y(t) = f(diag(a)W_{res}x(t-1) + diag(a)W_{in}u(t) + c)$$ (17)
• Different connection modes of reservoir.

There are three basic connections of states: 1) delay line reservoir (DLR), 2) delay line reservoir with feedback connections (DLRB) and 3) simple cycle reservoir (SCR) shown in Figure 2. In [38], authors tested the minimal complexity of reservoir construction for obtaining competitive models and the memory capacity of such simplified reservoirs. They finally concluded that the memory capacity of SCR can be made arbitrarily close to the proved optimal value.

Besides the basic connections, Sun et al. [39, 40] proposed the adjacent-feedback loop reservoir (ALR) based on SCR. ALR had a deterministic reservoir structure, in which the reservoir units were connected orderly in the loop manner and were also connected to the preceding one by adjacent feedback. In [41], authors also designed a circle reservoir structure with wavelet-neurons. To evaluate the different connections of reservoirs,

For designing the size and topology of multiple reservoirs automatically, Growing ESN (GESN) [42, 43] was proposed. It owned a growing reservoir with multiple sub-reservoirs by adding hidden units to the network group by group based on block matrix theory. And in [44], authors introduced using PSO and SVD algorithms to pre-train a growing ESN with multiple sub-reservoirs by optimizing singular values.

• Modes of multiple reservoirs.

The above structures were built on the single reservoir, in practice, ESN can be extended with more reservoirs to achieve higher accuracy.

Chen et al. [45] designed shared reservoir modular ESN (SRMESN) to first divided the neural state space into several modules of subspaces with independent output weight and then put the data belonging to each subspace into the same reservoir. Which means the ESNs own n reservoirs rather than only one, shown in Figure 2. Many designs were proposed based on this. In [46], the inputs of this structure were utilized different wavelets of sequence; In [47], authors built a stacking ESN by stacking ensemble of reservoir computing learners based that structure; In [48], variational mode decomposition (VMD) was used to pick data as the input of different reservoirs.

Meanwhile, another structure is shown in Figure 2 the output $y(t)$ could also calculated from the multiple hidden states from time 1 to $t$ [49]. However, the linear nature of the output layer may limit the capability of exploring the available information, since higher-order statistics of the signals are not taken into account. There are also other designs of the output layer. In [50], authors used the nonlinear readout to represent the output probabilities; In [51], authors presented a Volterra filter structure and used principal component analysis to reduce the number of effective signals transmitted to the output layer.

Gallicchio and Micheli [8] pointed out that mapping the states of reservoir of ESN to the high-dimensional feature space was beneficial to both memory and good nonlinear mapping capabilities of the network, and proposed to extend the ESN with a random static nonlinear hidden layer. This type of structural variant is collectively referred to as $\varphi$-ESN, shown in Figure 2. In [52], An orthogonal least squares $\varphi$-ESN (OLS-$\varphi$-ESN) was proposed for generating the nodes of the extended static nonlinear hidden layer by applying incremental randomized learning method.

There are also other designs based on multiple reservoirs. In [53], authors proposed Broad-ESN through the unsupervised learning algorithm of restricted Boltzmann machine (RBM) to determine the number of reservoirs and aimed to fully reflect dynamic characteristics of a class of multivariate time series. Xue et al. [54] proposed decoupled ESN (DESN), used lateral inhibition unit to decouple the representation of state before input into multiple reservoirs. This structure have better robustness with respect to the random generation of reservoir weight matrix and feedback connections.

• Analysis of short-term memory in reservoirs.

One of the most important properties of ESN is short-term memory, first introduced in [55]. And all of the basic ESN including the above reservoir designs worked by modeling it. The topological structure of the reservoir relates to STM. Ma et al. [56] first tested it. They concluded that the reservoir topology can be constructed according to the given memory span $r$, $r$ means the network can recover an input signal $r$ time steps ago. They also designed a model to convert $r$ to $W_{res}$.

Different inputs also influence the STM. Barancok et al. [57] calculated memory capacity (MC) of the networks for various input data, both random and structured, and showed that for uniformly distributed input data, the higher interval shift lead to higher MC; for structured data, depending on data properties.

Meanwhile, the hyper-parameters $w^{\text{init}}$, $\rho(W_{res})$, $\alpha$ can also affect STM. Farkas et al. [58] systematically analyzed the MC from the perspective of that three hyper-parameters and their relations. They concluded that the optimal $w^{\text{init}}$ value.
moves with the reservoir size $N$, while $\rho(W_{res})$ and $\alpha$ approach for large $N$. And the reservoir size increases the MC sublinearly.

Besides, Koryakin et al. [59] proofed that the reservoir size and the output feedback strength crucially co-determines the likelihood of generating an effective ESN by experiments - somewhat smaller networks can yield better performance; the output feedback strength drives the dynamic reservoir but it can also block suitable reservoir dynamics.

Further, Stockdill et al. [60] determine how leaking, loops, cycles and discrete time to influence the suitability of the reservoir. The results were that the single most important feature of a reservoir neural network is the discrete time step nature of input propagation; The loops and cycles can replicate each other; The potential limitation of energy conservation is equivalent to limiting the spectral radius.

### 2.2.3 Optimization of hyper-parameters

Some parameters in ESNs can be adjusted in advance - three hyper-parameters $w^{in}$, $\alpha$ and $\rho(W_{res})$, which are initialized before training in basic ESN, leaky rate $\alpha$, active function $f$, training readout methods and regularization parameters. Different initialization results in different performance.

Venayagamoorthy et al. [61] studied effects of spectral radius $\rho(W_{res})$ and settling time $ST$, the number of iterations of reservoir between input and output. The experiments showed that $\rho(W_{res}) = 0.8$ gives best result and the increase in ST adversely affects the ESN performance. Which showed that ESNs prefer short-term memory and desire no long-term echoing arrangement.

The standard practice is the random initialization of the hyper-parameters, subject to few constraints. Although this results in a simple-to-solve optimization problem, it is in general suboptimal, and several additional criteria have been devised to improve its design. Rather than tuning by hand, more and more works focus on evolutionary optimization to optimize the parameters.

The basic algorithms for searching optimal solution can apply in this context. Cai et al. [62] have tested genetic algorithm (GA) and cross-validation (CV) method when optimizing the network parameters. The simulation showed that GA optimized ESN had better prediction accuracy while CV had better optimizing efficiency. Luo et al. [63] applied PSO and made up two interacting aspects of regularization of $W_{out}$. Venayagamoorthy et al. [61] optimized relevant parameters of leaky-ESN by PSO. Martin et al. [64] combined self-assembly (SA) and PSO. Basterrech et al. [65] tested the L2-Boost procedure [66] for initializing the matrix spectrum when the network is large. Maat et al. [67] and Cerina et al. [68] optimized the ESN hyper-parameters by using Bayesian optimization by further reduce the optimization cost.

There are also some new methods for searching ESN hyper-parameters. Ishu et al. [69] used a double evolutionary computation. The method first broad search the right parameters, then fine-tunes the the connectivity matrices of ESN. But it separated the topology and reservoir weights to reduce the search space. Thus, Ferreira et al. [70] designed an evolutionary method for simultaneous optimization of parameters, topology and reservoir weights. Liu et al. [71] proposed a covariance matrix adaption evolutionary strategy ESN (CMA-ES-ESN) for searching $w^{in}$, $\alpha$ and $\rho(W_{res})$. In [72], authors designed an improved grasshopper optimization algorithm (GOA) for the selection of ESN parameters. In [73], an improved GA was proposed with the immigration strategy. In [74], authors proposed a multi-step learning method for optimizing the hyper-parameters of multiple reservoirs ESNs. In [75], Thiede et al. presented a gradient based optimization algorithm to minimize the error on specific tasks and specific structures of ESNs.

Exiting other different novel optimization methods, like improved fruit fly optimization algorithm (IFOA) [76], fisher maximization based stochastic gradient descent (FM-SGD) [77], binary grey wolf algorithm (BGWO) [78] and so on.

### 2.2.4 Designs of regularization and training phase

Many efficient training method have proposed. For example, Shutin et al. [79] proposed variational Bayesian framework to train ESNs with automatic regularization and delay&sum readout adaptation. In [80], authors aimed to calculate the exact output weights as a function of the structure of the system and the properties of the input and the target function. Scardapane et al. [81] decentralized algorithm in the case where data is distributed throughout a network of interconnected nodes. Chew et al. [82] employed Tikhonov regularization to train readouts and applied second-order proportional-integral-derivative feedback minimizes prediction bias. It reduced the number optimization parameters, while maintaining the estimation performance and following the excitation property of the estimator. Further, Couillet et al. [83] proposed a first theoretical performance analysis of the training phase of large dimensional linear ESNs based on random matrix theory.
The models discussed almost used supervised learning for training. Devert et al. [84] adapted the ESN with unsupervised learning at the first time. They tickled the problem of unclear ground truth by adaptive (1+1)-evolution strategy with an optimisation task: optimising an ESN amounts to optimising a real-valued vector representing the plastic weights of the network. Similarly, Jiang et al. [85] applied the methods in evolutionary continuous parameter optimization and the double pole balancing control problem to the evolutionary learning of ESN.

Many more efficient training schemes have been proposed to solve the ill-posed and over-fitting problem.

If the number of real-world training samples less than the size of the hidden layer, there may be an ill-posed problem. To overcome the ill-posed problem during the training process, Han et al. [86] employed the Laplacian eigenmaps to estimate the reservoir manifold and calculated output weights by the low-dimensional manifold. In [87], authors replaced the current component by the newly generated network with more compact structure. Qiao et al. [88] developed an adaptive Levenberg–Marquardt algorithm to achieve convergence and stability. The calculation of the $W_{\text{out}}$ based on LM is equivalent to minimizing the objective function $E(W_{\text{out}}) = \frac{1}{2} \sum_{q=1}^{Q} (\hat{y}_q - y_q)^2$. Xu et al. [89] proposed a hybrid regularized ESN when there are a large number of unknown output weights. The method employed a sparse regression with the $L_2$ regularization, having properties of unbiasedness and sparsity, and the $L_2$ regularization, having ability on shrinking the amplitude of the output weights. Meanwhile, the $L_1$ norm regularization term could also used to overcome the iterative numerical oscillation problem, described in [89, 90].

For the widely existed over-fitting issue, Yang et al. [91] proposed an incremental ESN (IESN) with an leave-one-out cross-validation (LOO-CV) error, which was used to automatically identify the network architecture and avoid over-fitting. For the same goal, in [92], Bayesian Ridge ESN (BRESN), having a regularization effect is proposed; In [93], backtracking search optimization algorithm (BSA) determined the most appropriate output weights of ESN and avoid the over-fitted caused by the linear regression algorithm; In [94], the online sequential ESN with sparse recursive least squares (OSesen-SRLS) algorithm was proposed and two norm sparsity penalty constraints of output weights were separately employed to control the network size.

There are also some related studies about training phase. For example, good validation is key for good hyper-parameter tuning. Rather than using normal single validation split, Lukosevicius et al. [95] suggested k-fold cross-validation scheme, where the component that dominates the time complexity remained constant, not scaling up with k. Meanwhile, to provide a visualization of the modeled system dynamics, Lokse et al. [96] projected the output of the internal layer of ESNs on a lower dimensional space and enforced a regularization constraint that lead to better generalization capabilities. Further, some works focused on how to make the results more accurate by changing the input more suitable for ESN. In [97], a series of linear parameter-varying models was used to extract feature as the input of ESNs. Li et al. [98] combined ESNs with a preprocessing based on the Hodrick-Prescott (HP) filter. HP filter can extract different components from a single time-series data.

### 3 Deep echo state networks

With the development of deep learning [99], Stacking architecture [100] has been introduced into reservoir computing. Deep echo state network (DeepESN) is the extension of ESNs to stacking multiple ESNs with deep learning framework. It was first introduced by Gallicchio et al. [11, 12] in 2017. DeepESNs combines the advantages of both ESNs and deep learning. The former pursues conciseness and effectiveness, but the latter focuses on the capacity to learn abstract, complex features in the service of the task.

#### 3.1 Preliminaries

**Definition 3 (Deep Echo State Networks (DeepESNs))** DeepESN is a deep learning version of basic ESN. A Deep-ESN consists of an input layer, a dynamical stacking reservoirs component, and an output layer. The reservoir component of DeepESN is organized into a hierarchy of stacked recurrent layers, where the output of each layer acts as input for the next one.

In a DeepESN, $u(t) \in R^D$ denotes the input value at time $t$ of the time series, $x^{(i)}(t) \in R^N$ denotes the state of the reservoir layer $i$ at time step $t$. Assuming $L$ is the number of hidden layers, $x(t) = \{x^{(i)}(t)\}_{i = l, 2, \ldots, L} \in R^{D + LN}$. The state transition equation is in [18] Where $W^{(l)} \in R^{N \times D}$ is the input weight matrix. $W^{(l)} \in R^{N \times N}$ for $l > 1$ is the
weight matrix for inter-layer connections from \((l-1)\)-th layer to \(l\)-th layer. \(\hat{W}^{(l)} \in \mathbb{R}^{N \times N}\) is the recurrent weight matrix for layer \(l\). \(a^l \in [0, 1]\) is the leaking rate for layer \(l\). \(f\) is a nonlinear function such as tan and sigmoid.

\[
x^{(l)}(t) = F(x^{(l-1)}(t), x^{(l)}(t-1)) = (1 - a^{(l)}) x^{(l)}(t-1) + a^{(l)} f(W^{(l)} x^{(l)}(t)) + \hat{W}^{(l)} x^{(l)}(t-1)
\]

In the basic DeepESN, the output turns to Equation 19. The matrix \(W_{out} \in \mathbb{R}^{M(D+LN)}\) contains the feedforward weights between reservoir neurons and the \(M\) output neurons.

\[
y(t) = W_{out} x(t) = W_{out}(x^{(1)}(t), ..., x^{(L)}(t))
\]

Figure 3 shows the structure of a DeepESN and its variants. As for the standard shallow ESN model, DeepESN can embed the input into a rich state representation by the stacking reservoirs. Thus, DeepESN can show the intrinsic properties of state dynamics in layered RNN architectures [101], enable a multiple time-scales representation of the temporal information, naturally ordered along the network’s hierarchy. DeepESN is also a efficiently trained deep neural network [9].

In [11], authors used the experiment results of state entropy and memory to show that DeepESNs can enhance the effect of known ESN factors of network design. In [102], authors pointed out even in the simplified linear setting, progressively higher layers focus on progressively lower frequencies by applying means of frequency analysis to investigate the hierarchically structured state representation in DeepESNs. Above two study showed that higher layers in the hierarchy can effectively develop progressively slower dynamics.

Meanwhile, echo state property (ESP) have been generalized to DeepESNs in [103]. The authors gave the definition of a ESP based DeepESN in Equation 4 and proofed that a sufficient condition and a necessary condition to hold in case of deep RNN architectures, shown in Equation 21.

**Definition 4 (Echo State Property of DeepESNs (ESP of DeepESNs))** Assume a deepESN whose global dynamics are ruled by a function \(F\). Then the network has the echo state property if for each input sequence \(U = [u(1), u(2), ..., u(N)]\) and all couples of initial states \(x, x'\), it could hold the condition in Equation 20. \(\hat{F}(U, x)\) is the global state of the network which has started in the initial state \(x\) and has been driven by the sequence \(U\).
\[
\| \hat{F}(U, x) - \hat{F}(U, x') \| \to 0 \quad \text{as} \quad N \to \infty
\]

\[
\hat{F}(U, x) = \begin{cases} 
  x & \text{if } U = \emptyset \\
  F([u(N), \hat{F}([u(1), \ldots, u(N-1), x])] & \text{if } U = [u(1), u(2), \ldots u(N)]
\end{cases}
\]

\[
\text{echo state property } \Rightarrow \rho_g = \max_{k=1, \ldots, L} \left( \rho(1 - a^{(k)}I + a^{(k)}\hat{W}^{(k)}) \right) < 1
\]

\[
C = \max_{k=1, \ldots, L} \left( (1 - a^{(k)}) + a^{(i)}(C^{(i-1)} + \sigma(W^i) + \sigma(\hat{W}^i)) \right) < 1 \Rightarrow \text{echo state property}
\]

### 3.2 Designs

Based on the basic DeepESN structure, many deformations have been proposed.

Some existing works focused on the links between stacked reservoirs. In [104, 105], the deep structure was achieved along with encoders, shown in Figure 3. DeepESN with encoders. An encoder projected the representations in a reservoir into a lower-dimensional space, and then the new representations were processed by the next reservoir. Thus, the structure was built by stacking projection layers and encoding layers alternately. In addition to the advantages of DeepESNs, this design could also attenuate the effects of the collinearity problem in ESNs.

Like the idea of adding encoders, there are some other structures added different hidden layers between reservoirs. For example, Zhang et al. [106] used fuzzy clustering between reservoir to reinforce embedding features for classification enhancement. Arena et al. [107] added reduction layer between reservoirs to avoid the influence of noise data. Bo et al. [108] inserted some delayed modules between every two adjacent reservoirs. The reservoirs preserved the input characteristics by a relay mode and dealt with them asynchronously. This design achieved larger short-term memory capacity and richer dynamics.

Like the wide structure of multiple reservoirs in Figure 2, DeepESN can be organized by multiple modules of stacked reservoirs, shown in Figure 3. Wide DeepESN. Further, the reservoirs in different modules could have the cross connections, shown in Figure 3. Cross DeepESN. Based on the above connection structures, Carmichael et al. [109, 110] designed a DeepESN with modular architecture (Mod-DeepESN), which allowed for varying topologies of deep ESNs.

Like the multiple input structure in Figure 2, DeepESN can also be designed to receive different components of data. In [111], the additive decomposition (AD) is applied to the time series as a preprocessor. Bianchi et al. [112] implemented a bidirectional reservoir, whose last state captures also past dependencies in the input.

For the fundamental open issues of how to choose the number of layers in a deep RNN architecture, the work in [113] proposed an automatic method for the design of DeepESNs by the analysis of differentiation of the filtering effects of successive. The proposed approach allows to tailor the DeepESN architecture to the characteristics of the input signals.

### 4 Combinations of ESN and other models

#### 4.1 Combinations of ESN and basic machine learning models

Shi et al. [114] combined ESN and support vector machine (SVM) as support vector echo-state machines (SVESMs). SVESMs performed linear support vector regression (SVR) in the high-dimension state space of reservoir. The new reservoir state variable of test data is generally written as Equation 22. Where \( \alpha_s(t) \) is the Lagrange multiplier corresponding to the reservoir state vector \( x(t) \). \( s \) is the number of support vectors. Scardapane et al. [115] combined the standard ESN with a semi-supervised support vector machine (S3VM) for training ESN’s adaptable connections in semi-supervised learning setting.

\[
\hat{x}^{test}(t) = \sum_{i=1}^{s} \alpha_s(t)x(t)^T x^{test}(t)
\]

Peng et al. [116] combined ESNs and multiplicative seasonal autoregressive integrated moving average (ARIMA) model [117] for mobile communication traffic series forecasting.

It is possible for ESN to handle tree-structure data, taking advantages from the compositionality of the structured representations both in terms of efficiency and in terms of effectiveness. The structure is in Figure 2 left.
et al. [118] presented the tree ESN (TreeESN) model to extend the applicability of the ESN approach from sequence data to tree structured data. In TreeESN, the state for a vertex $n$ is computed from the input information attached to $n$ itself, and the states of $n$’s children nodes. Compared with the traditional ESN, the input of the children states takes the role of the state of $n$ in previous time-step. Then, in 2018, the authors showed the advanced version - deep TreeESN (DeepTESN) [119]. Meanwhile, authors gave the theoretical properties, constraints, and empirical behavior of TreeESN and DeepTESN. Combining the deep learning, tree structure and reservoir computing take advantages from the layered architectural organization and from the compositionality of the structured representations both in terms of efficiency and in terms of effectiveness. The experimental results showed they outperformed the previous state-of-the-art in domains of document processing and computational biology.

It is also possible for ESN to handle graph-structure data. The structure is in Figure 4 right. The concept of reservoirs operating on graph-structure data (GraphESN) has been first introduced in [120]. GraphESN computed a state embedding for each vertex in an input graph. Similar to TreeESN, the state for a vertex $n$ is computed from the input information attached to $n$ itself, and the states of $n$’s neighbors. Further, in [121], the authors of TreeESN demonstrated that the DeepESN approach had good performance in the case of learning with graph. They designed Deep GraphESN, enabling the development of fast and deep graph neural networks (FDGNNs).

4.2 Combinations of ESN and deep learning

- Combinations of ESN and MLP.

Babiniec et al. [122] combined ESN with feedforward neural networks. As shown in Figure 5 left, the output layer of echo state network is substituted with feedforward neural network and the one-step training algorithm, pseudoinverse matrix in Equation 3, is replaced with backpropagation of error learning algorithm. The approach was tested in temperature forecasting and had better performance than basic ESN and multi-layered perceptron (MLP).

In [123], this idea was extended to multi reservoirs structure, shown as Figure 5 right. Similarly, in [124], different reservoirs were assigned to different wavelet extracted from time series.

- Combinations of ESN and AE.

Auto-encoder (AE) [13] structures are widely used in representation learning. It can extract the feature embedding in hidden layers with unsupervised learning technology. In [125, 126, 127], ESNs were used in AE structure, shown as Figure 5.

- Combinations of ESN and GAN.

Generative adversarial networks (GAN) [14], consisting of two networks, a discriminator to distinguish between teacher data and generated samples and a generator to deceive the discriminator, have good performance to both generate new data and classifying data. In [128], authors combined ESN and GAN for generating samples that reflect the dynamics in the teacher data. The discriminator in their model was a feedforward neural network so that backpropagation could not be used through training. The structure is in Figure 5.
Figure 5: The combination of echo state network and other models

- **Combinations of ESN and RNN.**

Recurrent neural network (RNN) is a general term for a class of circularly linked neural networks. This type of neural network have shown excellent performance in processing sequence data. ESN is a special type of RNN. But at present, RNN refers to the deep learning network updated by error back-propagation. We use this expression in this section. In [22], authors compared RNN and ESN. Traditional gradient-descent-based RNN training methods adapt all connection weights, including input-to-RNN, RNN-internal, and RNN-to-output weights. In ESN, only the RNN-to-output weights are adapted.
RNNs were considered difficult to train, as their memory capabilities are often thwarted in practice by the exploding/vanishing gradients problem. As an attempt to solve these problems, long short-term memory cells (LSTM) [129] were designed to selectively forget information about old states and pay attention to new inputs. In [130], BiESN and BiLSTM were compared in the task of word sense disambiguation. The experiments confirmed the ability of the BiESN to capture more context information. And the main advantage of ESN over LSTM is the smaller number of trainable parameters and a simpler training algorithm. However, in ESN, the simplicity of not training its hidden layer may restrict reaching a better performance. In [131], the authors combined LSTM and ESN, replacing the hidden units of ESN by LSTM blocks. Initially all weights were randomly initialized and only the weights of output layer are learned. Then, whole network was trained by a gradient method but fixing the output weights. Yang et al. [132] also combined ESN and LSTM by applying the gate idea of LSTM to the reservoirs of ESN, aiming at the problem that information cannot be effectively retained, shown in Figure 5.

Gated recurrent unit (GRU) [133] is another enhanced version of RNN. In [134][135], authors presented GRU-based ESNs to tackle complex real-world tasks while reducing the computational costs. The reservoir unit was replaced by the sparsely connected GRU neurons. Besides, the gating mechanisms improved the network’s ability to deal with long-term dependencies within the data.

In addition to the direct combination of the two models, some works have incorporated the idea of RNN into ESN. Zheng et al. [136] found that in ESNs, no explicit mechanism captures the multi-scale characteristics of time series. They proposed long-short term echo state networks (LS-ESNs) consisting of three independent reservoirs. Each reservoir has recurrent connections of a specific time-scale to model the temporal dependencies of time series. Three state transition equations are in Equation (23).

\[
x_{\text{typical}}(t) = (1 - a)x_{\text{typical}}(t) + af(W_{\text{in}}u(t) + W_{\text{res}}x_{\text{typical}}(t - 1))
\]
\[
x_{\text{long}}(t) = (1 - a)x_{\text{long}}(t) + af(W_{\text{in}}u(t) + W_{\text{res}}x_{\text{long}}(t - k))
\]
\[
x_{\text{short}}(t) = (1 - a)x_{\text{short}}(t - 1) + af(W_{\text{in}}u(t) + W_{\text{res}}x_{\text{short}}(t - 1)) \quad \text{until} \quad x_{\text{short}}(t - m + 1)
\]

Li et al. [137] also found that ESN-based models have used only single-span features. Thus, they proposed multi-span DeepESN for features for considering the relations on different scales of a sequence. The state transition equation is in Equation (24) Where the input data is at the time \( t \) in the \( g \)-th group of the \( l \)-th reservoir layer. Group is a subsequence of raw sequence with a specific time span.

\[
x_{(g)}^{(l)}(t) = (1 - a_{(g)})x_{(g)}^{(l)}(t) + a_{(g)}f(W_{\text{in}(g)}u(t) + W_{\text{res}(g)}x_{(g)}^{(l)}(t - 1))
\]

• Combinations of ESN and CNN.

In recent years, convolutional neural networks (CNNs) have achieved great success in end-to-end pattern recognition. Many CNN-based models, such as VGG [15], ResNet [138] have been widely proposed. To combine the advantages of both ESN and CNN, in [139], for series classification tasks, feature extraction was implemented by ESN, and the classification was obtained by the CNN. The connection of this structure is shown in Figure 5. Which had the advantage of the long-and-short term memory brought by the echo state and high-accuracy performance brought by the deep CNN.

In addition to connecting ESN and CNN directly, in [140], convolutional dynamics were built by extending randomly connected reservoirs to convolutional structures in the input-to-state transition, shown as Figure 5. The transition function of basic ESN changed to Equation (25) Where \((W_{\text{res}})^{l}, l = 1, \ldots, L\) is a convolution at delay \( l \) and \( L \) is the length of time delays. This well optimized convolutional ESN can establish long-term time series predictions by ESN and short-term dependence by building the convolutional architecture.

\[
x(t) = f(W_{\text{in}}u(t) + \sum_{l=1}^{L}(W_{\text{res}})^{l} \otimes x(t - 1) + W_{\text{back}}y(t))
\]

• Combinations of ESN and DBN.

Restricted Boltzmann machine (RBM) [16][141][142] is the first multi-layer learning machine inspired by statistical mechanics. The adjustment of weights and the state evolution are determined by a certain probability distribution. In [143], authors proposed a fuzzy classification approach applying a combination of supervised ESN and unsupervised RBM, achieving two main strengths - hidden features extraction by RBM and dynamic patterns learning by ESN. The structure was the is to link two structures directly, the input of ESN is the output of RBM. In [144], an enhanced echo-state RBM (eERBM) was presented for network traffic prediction.
Deep belief network (DBN) is a typical unsupervised learning algorithm developed by Hinton et al. [145, 146]. DBN consisting of layers of RBM has strong ability to extract intrinsic nonlinear features of data through its hierarchical structure. Many works [147, 148] have explored ways to combine the advantages of DBN and ESN. Most of them is also the direct connection of them, show in Figure 5.

- **Combinations of ESN and RL.**

Reinforcement learning (RL) has been shown to be widely successful in many applications, ranging from playing games [149, 150] to robotics [151, 21]. RL algorithms can be divided into three categories - value-based, policy-based and actor-critic.

Deep Q-network (DQN) [150, 152, 153], one of the common value-based algorithms, has only one value function network. DeepESNs have abilities to replace the deep neural networks in DQN and compute Q-value [154, 155] with faster computing speed and global optimal solution.

Actor-critic network (AC) [156] is actually a combination of policy-based and value-based RL methods. Existing some works [157, 158, 159, 160] studied the application of ESN in AC. Most of them put ESN into Critic net. The main advantage is that ESN can learn a “memory task” through RL with back propagation [158]. Some tasks, like dynamic programming, need fast online training algorithms and robust modelisation of robot-environment interaction. Most of the method embeded RNN in RL networks for exhibiting continuous dynamics. To achieve fast online training and overcome the training difficulties of RNNs, ESN has been used in [157].

- **Combinations of ESN and ELM.**

Extreme learning machine (ELM) [161, 162] is a single hidden layer feedforward neural network which randomly chooses hidden nodes and analytically determines the output weights. Like ESN, the most significant characteristic of the ELM is that it provides good generalization performance at extremely fast learning speed than gradient-based learning algorithms [161]. Or In other words, ESN is a sort of ELM designed for time series. Some works [163, 164, 165, 166] have used ESN and ELM in real-time study application, like seismic multiple removal [165] and photovoltaic power prediction [164], where the fast computation is required. In [167], An ESN-based ELM could model a non-sequential dataset or system with a high generalization capacity and no requirement of any optimization stage. The structure is shown in Figure 5.

5 Applications

For what regards the experimental analysis in applications, ESNs were shown to bring several advantages in both cases of synthetic and real-world tasks.

5.1 Benchmark datasets

- **Mackey-Glass System.**

Mackey-Glass (MG) system is a classical chaotic system that is often used evaluating time series prediction models. A standard discrete time approximation to the MG delay differential equation is in Equation 26

\[ y(t + 1) = y(t) + \delta(a \frac{y(t - \frac{\tau}{2})}{1 + y(t - \frac{\tau}{2})^n} - by(t)) \]  

(26)

Where the parameters \( \delta, a, b, n \) are usually set to 0.1, 0.2, −0.1, 10. The system becomes chaotic if \( \tau > 16.8 \) [27], most existing works [105] set \( \tau = 17 \) and initial \( y(0) = 1.2 \). The task can be predict the value in time series after step k. Which means using the data \( u(1, ..., t) \) to forcast the value of \( u(t + k) \).

- **Multiple Superimposed Oscillator series.**

Multiple Superimposed Oscillator Series (MSO) time series prediction problem is also a benchmark, the MSO time series data are generated by summing up several different frequency sine wave functions [168], which is derived as shown in Equation 27

\[ y(t) = \sum_{i=1}^{m} \sin(\alpha_i t) \]  

(27)
n general, the MSO can also be written as MSOm, where $m$ represents the number of summed sine waves. The forecast difficulty is increased with the increase in the number of summed sine waves. To test ESN, most existing works set $s = 5$ and $\alpha_1 = 0.2, \alpha_2 = 0.311, \alpha_3 = 0.42, \alpha_4 = 0.51, \alpha_5 = 0.63$. [43, 134]

- **Lorenz system.**

The Lorenz system is one of the most typical benchmark tasks for time series prediction, described in Equation 28:

\[
\begin{aligned}
\frac{dx}{dt} &= -ax(t) + ay(t) \\
\frac{dy}{dt} &= bx(t) - y(t) - x(t)z(t) \\
\frac{dz}{dt} &= x(t)y(t) - cz(t)
\end{aligned}
\]  

Where $a = 10$, $b = 28$, and $c = 8/3$. For getting Lorenz time series, the Runge-Kutta method can generate sample of length $L$ from the initial conditions $(x_0, y_0, t_0)$ with a step size of 0.01. For prediction task, methods can predict the data in $x$-axis, $y$-axis or $z$-axis.

- **Rossler system.**

Rossler system a classical system which sufficiently chaotic phenomenon. It can be expressed in Equation 29:

\[
\begin{aligned}
\frac{dx}{dt} &= -y - z \\
\frac{dy}{dt} &= x + ay \\
\frac{dz}{dt} &= b + z(x - c)
\end{aligned}
\]  

Where $x, y, z$ are system variables, $a, b, c$ are adjustable coefficients, and $t$ denotes time dimension. When $a = 0.2, b = 0.2, c = 5.7$, Equation 29 produces chaos. For prediction task, methods can predict the data in $x$-axis, $y$-axis or $z$-axis.

- **NARMA system.**

Nonlinear auto-regressive moving average system (NARMA) is a highly nonlinear system incorporating memory. The tenth-order NARMA system depends on outputs and inputs 9 time steps back, which is difficult to identify. The tenth-order NARMA system identification problem is often used to test ESN models. The system is described in Equation

\[
y(t + 1) = 0.3y(t) + 0.05y(t) \sum_{i=0}^{9} y(t - i) + 1.5u(t - 9)u(t) + 0.1
\]  

where $u(t)$ is a random input of the system at time step $t$, drawn from a uniform distribution over $[0, 0.5]$. The output $y(t)$ is initialized by zeros for the first ten steps ($t = 1, ..., 10$). One-step-ahead direct prediction on this time series is usually the task for ESN.

- **Sunspot datasets.**

The smoothed monthly mean sunspot numbers, which are one of the typical time series, are usually used as the benchmark prediction problems. The sunspot number is a dynamic manifestation of the strong magnetic field in the Sun’s outer regions. Due to the complexity of potential solar activity and high non-linearity of the sunspot series, analyzing these series is a challenging task. There are two public datasets - SILSO and NOAA. The task can be forecasting the sunspot number in the future.

The World Data Center, Sunspot Index and Long-term Solar Observations (SILSO) [169], provides an open-source monthly sunspot series from 1749 to 2020.

Another dataset comes from the National Oceanic and Atmospheric Administration (NOAA) [170], which includes 3174 samples of sunspot activity numbers from 1750 to 2013.
• Temperature datasets.

A temperature series can show chaotic behavior, which makes them difficult to be forecasted accurately. There are two public benchmark temperature datasets - USHCN and DMTM. To test ESN model, the task can be climate forecasting after k days on these two datasets.

The U.S. Historical Climatology Network Monthly dataset (USHCN) [171] is publicly available and consists of daily meteorological data of stations in 48 states of the United States spanning from 1887 to 2014. It has everyday climate variables for each station, temperature, precipitation and snow precipitation.

Another temperature dataset is daily minimum temperatures in Melbourne (DMTM). There are 3650 minimum temperature points in Melbourne collected from January 1st, 1981 to December 31th, 1990.

• Medical datasets.

The Medical Information Mart for Intensive Care - three version dataset (MIMIC-III) [172] is a public dataset collected at Beth Israel Deaconess Medical Center from 2001 to 2012. It contains over 58,000 hospital admission records of 38,645 adults and 7,875 neonates. Potential tasks include mortality prediction, disease prediction, vital sign control, and patient subtyping.

• Others.

Henon map system [173]: a typical discrete-time dynamical system exhibiting a characteristic chaotic behavior; Labour dataset [174]: Monthly unemployment rate in US from 1948 to 1977; Gasoline dataset [175]: US finished motor gasoline product supplied; Santa Fe laser series [176]: the intensity of a NH3-FIR laser in a chaotic regime; Electricity dataset [177]: Half-hourly electricity demand in England; Photovoltaic power dataset [178]: Solar power data in Twentynine Palms and Whidbey Island; UCR database archive [179]: 358 publicly available synthetic and real time series databases.

5.2 Abnormal data orientated

In practice, the uncertainty in real-world dynamic system is quite prevalent such as data noise, data imbalance and multiple data formats. With the unclear data, the low accuracy of ESNs for real-world tasks showed up.

• Data noises.

Data noise is the most common problem. For example, the various noises are often introduced into an industrial system by sensors. The most intuitive method [168, 180] addressed the problem by data preprocessing in some specific fields such as nonlinear system modeling. For example, Xu et al. [181] gave a wavelet-denoising algorithm. Some works tickled the issue according to concerning the output uncertainty and internal states uncertainty causing by data noise. For example, in [182], noise addition was integrated into ESN to describe the additive noises of uncertainty of internal states the output, shown in Equation 31, where \( v \) and \( n \) are independent white Gaussian noise sequences. Some works used limitation in objective to alleviate the influence from noises. For example, Senn et al. [183] proposed abstract learning with the constrain \( |W_{out}X_r| \leq Y_r \) of the objective function for the noise data, where \( Y_r \) is the maximum deviations could be tolerate and \( X_r \) is distance around the center value of \( X \). Then Rigamonti et al. [184] gave the adaptive solution.

\[
\begin{align*}
x(t) &= f(W_{in}u(t) + W_{res}x(t-1)) + v_{t-1} \\
y(t) &= W_{out}x(t) + n_t
\end{align*}
\] (31)

For outliers data, in [185, 186], authors used Gaussian process to avoid the accumulative iteration error by establish the direct relation between the reservoir state and outputs. In [187], authors replaced the Gaussian distribution with Laplace distribution. In [188], Shen et al. used variational inference methods. In [189], Generalized correntropy induced metric (GCIM) was robust to outliers with a proper shape parameter. And Guo et al. [190] gave a correntropy induced loss function for ESN to improve its anti-noise capacity.

• Imbalanced and incomplete data.

Many actual datasets are mainly imbalanced. For example, in electronic health records (EHRs), the records of common diseases are much more than those of rare diseases. And for classification task, the lack of data in a minority class
may lead to uneven accuracy. Chen et al. [191] used well-trained ESN as the memory to replace the method of setting invariable thresholds between different classes.

Meanwhile, in the complex industrial environment, data missing often occurred in the process of data acquisition and transition, causing the incomplete dataset. The proposal of a deep bidirectional ESN (DBESN) [192] could model the incomplete dataset. It extracted the features along with forward and backward time scales and used deep auto-encoder to construct the incomplete output and input.

- **Dynamic data format.**

Under normal conditions, the inputs of existing ESNs are mostly limited to static and not dynamic temporal patterns. For process dynamic data, Tanisaro et al. [193] used the idea of time warping invariant neural network (TWINN) [194]. Where the time warping in networks can be considered as a variation of the speed of the process. Zhang et al. [195] noticed the timeliness of data (time varying data) and proposed adaptive forgetting (AF) factor to ESN. AF could automatically tune the valid data window size according to prediction error magnitude. Tanaka et al. [196] addressed data that were generated by multiple dynamical systems switched with time by using time-varying reservoir. The reservoir adaptively changed depending on a statistical property of teacher data. For a class of discrete-time dynamic nonlinear systems (DDNS), Yao et al. [197] adjusted reservoir state adaptively according to the characteristics of input signals. Moreover, in dynamic data form, the reliability of former data also needs to be considered. In [198], the authors presented a recursive Bayesian linear regression ESN (RBLR-ESN) to change the confidence level of the prior data. The model was well-designed for long-range sequence.

The relation in time series data is mainly one-way time sequence, in natural language processing context, the relations reflect in bidirectional sequence. Schaetti [199] described Bidirectional ESN to model the order reverse order relations in sentences.

- **Expert knowledge.**

For a specific system, ESN may achieve better performance when incorporating the expert knowledge. For example, a physics-informed ESN [200, 201] could ensure that their predictions do not violate physical laws compared to conventional ESNs.

- **High dimensional data.**

Besides sequence data, ESNs can also applied in multi-dimensional data, such as those observed in the context of image recognition (2D image), renewable energy (3D wind modeling) and human centered computing (3-D inertial body sensors).

For image processing, in [202], ESNs were applied in classifying the digits of the MNIST, a basic database for computer vision; Wen et al. [203] designed an ensemble convolutional ESN for face recognition; And Duan et al. [204] used ESN for image restoration. For video data, in [205], ESNs were presented for the task of classifying high-level human activities. To cater for 3-D and 4-D processes, Quaternion-valued ESN (QESNs) [206] used quaternion nonlinear activation functions with local analytic properties on quaternion variable \( q = q_r + \epsilon q_i + \eta q_j + \kappa q_k \).

### 5.3 Real-world tasks orientated

As pertains to real-world problems, the ESN approaches recently proved effective in a variety of domains.

- **Industrial applications.**

ESNs are widely used in industry [207, 208, 17, 207], considering in particular the energy and manufacturing sectors. In energy fields, ESNs have applied in traditional energy forecasting [209], like prognostic of fuel cells [210, 97, 211], health of batteries [212], oil production platform control [213], gas prediction [132] and electric ship [214], and clean energy forecasting, like wind power generation [215, 216] and photovoltaic power prediction [164, 215, 217, 197].

ESN-based models have also been used in manufacturing, such as motor control [218], detection and diagnosis of anomaly and fault [219, 220, 221, 222, 106, 223, 39, 72], production system monitor [224, 225] and communications of sensors [226, 227, 228, 229, 230, 231], mobile [116, 232], satellite [233], wireless [234] and 5G Systems [235].

- **Medical applications.**

Medical field is also an important application of ESNs. At present, the main practices include feature learning of vital signs, such as electroencephalogram (EEG)-based feature extraction [125, 236, 237] and event detection [238, 239].
electrocardiogram (ECG)-based feature clustering [243], atrial fibrillation detection [244, 245], arterial blood pressure prediction [246] and magnetic resonance imaging (MRI)-based disease diagnosis [247]. Meanwhile, there are many methods for disease diagnosis. For example, ESNs methods have been applied in the diagnosis of Parkinson's disease [248, 249], prediction of dialysis in critically ill patients [250], diagnosis of breast cancer [251], classification of ICU sepsis [18], detection of oral cancer [252], classification of bone marrow cell [253] and prediction of blood glucose concentration for type 1 diabetes [254].

- **Spatio-temporal applications.**

Many works [255, 256, 257] have designed ESN-based model for processing spatio-temporal data. Spatio-temporal data widely appear in traffic application. In this domain, ESNs can be used in traffic forecasting [258, 259, 47, 258], destination prediction [260], bike-sharing application [261, 111] and pedestrian counting system [262].

There are a lot of spatio-temporal data in astronomy and meteorology. In the field of astronomy, sunspot activity forecasting is a hot issue and the sunspot datasets is one of the benchmark dataset as we described in 5.1. Many works tested their models on this task [263]. Besides, there are also many ESN-based models designed for solar irradiance prediction [264, 265, 266, 267, 268], meteorological forecasting [261, 111, 269], temperature prediction [198], water/stream flow forecasting [270, 271, 163] and wind speed forecasting [272, 131, 273].

- **Financial applications.**

Financial forecasting is the focus of time series forecasting [261, 111], using ESNs model, many methods have proposed for stock data mining [274], stock price prediction [275], stock trading system control [276] and financial data forecasting [19].

- **Computer vision.**

In the field of computer vision (CV), ESN have been used in image processing, such as image segmentation [277, 278, 279, 280, 281], image restoration [204], facial expression recognition [203]. Many methods also could process radio audio data [282, 113, 261, 283], like video traffic [284], video annotation [285], audio classification [115], speech recognition [286, 287] and emotion recognition [288, 289, 290, 291]. Meanwhile, there are also many applications based on 3D data, like 3D motion pattern indexing [292, 293, 294], activity/gesture recognition [295, 205, 202, 296] and human eye movements [297].

- **Nature language processing.**

In nature language processing (NLP) field, sentence processing [298, 299], existing methods have applied ESN idea in the tasks of grammatical structure learning [300, 301, 302], probabilistic language modeling [303], word embeddings [304] and word sense disambiguation [130].

- **Robotics.**

In the field of agent (robot) control, robot navigation/localization [305, 306], robotics trajectory control [307, 308, 20] and evolutionary Robotics [309] have been the applications of ESNs.

- **Ambient-assisted-living applications.**

Ambient assisted living (AAL) task aims to recognize the behavior of humans in their every-day environments. For example, by monitoring the regularity of people activities, enhancing the degree of personalization of smart home services. Wireless sensor networks is a mean to gather relevant data for the purpose of modeling the user’s behavior and vast amount of temporal data is generated through the interaction of humans with the sensors. In this context, the interest in the adoption of ESN methodologies to discover relevant patterns from streams of sensorial information is constantly increasing. [310]

6 **Discussions**

6.1 **Challenges and open questions**

According to the analysis of the above research progress, there are many breakthroughs and good applications about ESN since it was proposed. However, some open questions still need to be solved.
Table 1: Category of methods related to ESN

| Category              | Subcategory          | Researches | Achievements                                      | Feature works                             |
|-----------------------|----------------------|------------|---------------------------------------------------|--------------------------------------------|
| Basic ESN             | Network analysis     | 53, 59, 60| ESP, STM, MC, EOC...                               | More evaluation metrics;                   |
|                       | Dynamic weights      | 39, 41, 52| Self-prediction, critical, reinforcement, IP...    | Relations between properties.             |
|                       | Reservoir connections| 38, 42, 43| DLR, DLRB, SCR...                                 | Auto-ML;                                  |
|                       | Multiple reservoirs   | 43, 50, 51| Wide, growing...                                  | Simplification complexity.                |
|                       | Hyper-parameters     | 61, 67, 69| GA, PSO, SA, DE...                                | Improve universality;                     |
|                       | Training phase       | 83, 84, 89| Ill-posed, over-fitting                           | More practical.                           |
|                       | designs              | 11, 12, 10| ESP, STM, MC, EOC...                               |                                           |
|                       |                      | 11, 102, 103| More evaluation metrics; Relations between properties. |
| Deep ESN              | Network analysis     | 11, 12, 104, 105| ESP, STM, MC, EOC...                             | More evaluation metrics;                   |
|                       | Structure designs    | 106, 107, 108, 109| Stacked, wide, cross...                          | Relations between properties.             |
|                       |                      | 110, 111|                                           | Auto-ML;                                  |
|                       | Combinations         | 114, 115, 116, 118| SVM, ARIMA, Tree, Graph                       | Unstructured data                         |
|                       | DL                   | 179, 180, 181| MLP, AE, GAN, RNN, CNN, DBN, RL, ELM...         | More ML methods; Unstructured data;        |
|                       |                      | 162, 163| More ML methods;                                 | Simplification complexity;                |
|                       |                      |            | Improve accuracy;                                | More practical.                           |

1. **How the parameters of reservoir network structure effect the tasks? individually and collectively? generally and specifically?**

   The designs of network structures related to many considerations, such as hyper-parameters initialization and network connection. Some works have studied that the influence of three basic hyper-parameters and network topology to the final tasks. And they tried to suggest selections. But most of them tested the impact by changing one variable and fixing other variables. Meanwhile, in different application scenarios or downstream tasks, the impact seems to be different. Thus, three open questions are: 1) Do the parameters related to network design interact with each other? 2) What are their common and separate relations to the final tasks? 3) How the design affects common tasks and specific applications?

2. **What is the best setting of reservoir network structure? Is there an optimal reservoir network structure that we can construct from each task? How to connect different dynamics and different best reservoir structure?**

   Although some achievements have been made in the selection of hyper-parameters, but the best setting of weight matrix initialization and network topology is still an open question. Some theories have proved the setting method on some chaotic systems, like Mackey-Glass system, but for specific tasks, such as industrial and medical applications, the network settings are often determined by experience and experiments with not much theoretical guidance.

   Meanwhile, before we considered how to design a best network for a task, we can’t prove whether the optimal design exists. Even if it does, it is unknown whether the idea of ESN can achieve it. To go further, we are not sure about the definition of the “best”, both the results of the task and the performance of the network need to be considered.
## Table 2: Applications of methods related to ESN

| Category               | Applications       | Researches | Achievements          | Feature works       |
|------------------------|--------------------|------------|-----------------------|---------------------|
| Abnormal data          | Noises             | [169]      | Noises                | Wave oriented;     |
|                        |                    | [180]      |                       | Data enhancement.  |
|                        | Noises             | [183]      |                       |                     |
|                        | Outliers           | [184]      |                       |                     |
|                        |                    | [185]      |                       |                     |
|                        |                    | [186]      |                       |                     |
|                        |                    | [187]      |                       |                     |
|                        |                    | [188]      |                       |                     |
|                        |                    | [189]      |                       |                     |
|                        |                    | [190]      |                       |                     |
| Imbalance              | Missing            | [191]      | Imbalanced            | Unequal intervals; |
|                        |                    | [192]      |                       | Other data structure.|
| Dynamic data format    | Temporal           | [193]      | Temporal              | Real-time           |
|                        | Two direction      | [194]      |                       | Changing            |
| Expert                 | Physic law         | [195]      | Physic law            | Other knowledge     |
| High dimensional       |                    | [196]      |                       |                     |
| Real-world tasks       | Industrial         | Energy     | Manufacturing         | Others              |
|                        |                    | [39]       |                       |                     |
|                        | Medical            | EEG,ECG,MRI| Others                |                     |
|                        | EEG,ECG,MRI       | [201]      | EEG,ECG,MRI           | Others              |
|                        | Cancer             | [202]      | Cancer                |                     |
|                        | Sepsis             | [203]      | Sepsis                |                     |
| Financial              | Stock              | [204]      | Stock                 | Others              |
|                        | Prize              | [205]      | Prize                 |                     |
| AAL                    | Representation     | [206]      | Representation        | Others              |
| Spatio-temporal        | Traffic            | [207]      | Traffic               | Others              |
|                        | Astronomy         | [208]      | Astronomy             |                     |
|                        | Meteorology       | [209]      | Meteorology           |                     |
| CV                     | Image segmentation| [210]      | Image segmentation    | Others              |
|                        | Emotion recognition| [211]      | Emotion recognition   |                     |
|                        | gesture recognition| [212]      | gesture recognition   |                     |
| NLP                    | Sentence processing| [213]      | Sentence processing   | Others              |
|                        | Embedding          | [214]      | Embedding             |                     |
| Robotics               | Navigation         | [215]      | Navigation            | Others              |
|                        | Localization      | [216]      | Localization          |                     |

For example, memory capacity and active information storage are both the measure to assess the computational properties of ESNs. Under different assessments, different optimal structures may be obtained.

3. **How to ensure the accuracy of ESN in fast calculation? On the contrary? Can ESNs be the plain substitute for BP RNN in the future?**

At present, there is little or no literature demonstrate that ESNs can completely replace other RNN methods. In most of complex tasks such as speech recognition, deep learning methods with gradient descent by BP algorithm still have
the best accuracy due to their highly nonlinear of ‘black-box’. However, ESNs could be an alternative in some tasks that are designed to run on smaller, constrained devices where the size or performance of RNN is limited. But the complexity of ESNs is not always small. In order to get the best structure, some complex optimization algorithms are used, leading to heavy computational cost, which will weaken the competitiveness like training time of ESNs. However, reducing the complexity of the optimization algorithm often goes against improving the accuracy of the results. How to design a fast and accurate optimization algorithm is a problem.

6.2 Opportunities and future works

Based on the above three open questions, we propose some possible directions for future work.

1. Study the relations between the parts of ESN.

   The parts of ESN include inputs like data type and frequency, reservoir structure like network connections and number of layers, initialization parameters like matrix sparsity and scale, and outputs like results accuracy. Learning their relations is helpful to better design the network structure. For example, determination of the relations between input datasets and hyper-parameters helps adaptively adjust the structure and weight of reservoir; Studies on the frequency analysis of DeepESN dynamics allowed to develop an algorithm for the automatic setup of (the number of layers of) a DeepESN; The analysis of dynamic relationship and representation within ESN by using different technologies, like dimensionality reduction methods, time-varying graphs and other recurrence analysis tools, also provides insights for understanding the input system possibly.

2. Study the optimization algorithm which is not only accurate but also fast.

   Some optimization algorithms discard the advantage of fast computation of ESN when they pursue high accuracy. How to reduce the complexity of the optimization algorithm is a necessary future work. Meanwhile, the studies about speeding up the training process of ESNs, such as designing mini-batches, parallelizing calculation and taking advantage of GPU-based devices possibility, are required. Meanwhile, some basic issues still need to be addressed, like over-fitting problem.

3. Study the method of automatically generating the optimal network structure of ESNs.

   The method can not only improve the traditional parameter optimization method, but also refer to the deep learning method. For example, the techniques that can automate machine learning models both structurally and parametrically under the AutoML paradigm. Possible work can import the idea in AutoML area to reservoir-based realm and leverage the advances of modular topology. A fully modular ensemble architecture of ESN is also worth studying.

4. Study the evaluation metrics of network property.

   The network structure with the highest prediction accuracy does not necessarily have the best network performance. And different assessments lead to different optimal structure. The relations between network performance described by existing assessments needs to be studied. For example, a possible further research is the relationship between the maximal MC, the loss of the echo state property and the edge of chaos, which is rather complex nowadays. Another work worth studying is the relevance of network property and task outcome and the network dynamics in different tasks. These two kinds of studies can not only help to complete the task better, but also provide insights for network dynamic understanding and data relationship.

5. From theory to practice.

   At present, many existing practical aspects for successfully applying ESNs are not universal and should be filtered depending on a particular task. For example, most of the optimization algorithms are experimented on the simulation system, like MG system. But in the real-world industrial practice, the stability and regularity of the system cannot be guaranteed. Some rules and expert knowledge need to be considered. Although some methods are proposed for practical tasks, they are also not the only possible approaches, and can most likely be improved upon. Thus, the future work not only needs to put forward the solid theory, but also needs to put the method into practice.

6. From specific applications to universal applications.

   Some work is proposed for a particular point, but it is not suitable for most scenarios. For example, a noise-robust ESN can process univariable time series, but it can’t deal with multivariable data. However, in the real world, multivariate time series are common. We do not deny the design of solutions to specific difficulties, we think that the scope of application of the method is a worthy research direction to improve the algorithm.

7. From traditional applicable data to diversified data

   Since ESNs was proposed, it has been used to model time series data. Although some methods propose to model noisy sequence data, there are many other irregularities in time series data such as unequal intervals between observations in two adjacent time points and different sampling rates between different time series. Meanwhile, the basic ESNs model short-term memory with no explicit mechanism to connect the multi-span memory or learn longer memory.
But time series may have different information in different spans, and have strong correlation with long-term data, such as periodic data. Therefore, future developments can be boosted by an enriched representation of the input dynamics, exploiting the time-scale differentiation in time granularity. At present, there are methods to apply ESN to tree-structured data and graph-structured data. In the future, ESN may also be used in unstructured data.

8. **Develop DeepESNs.**

DeepESNs combines the advantages of both ESNs and deep learning. The former pursues conciseness and effectiveness, but the latter focuses on the capacity of learning complex features. Thus, there is a gap between these two approaches, and a potentially future direction is to balance the efficiency and the feature learning capacity. But existing works focus more on the designs of stacked layers but ignore the basic theory. But better understanding the constitutive meaning of stacking layers of DeepESNs is the foundations for further model variants and extensive applications. Thus, more works about the basic theory are required.

7 Conclusion

In this paper, we categorize the ESN-based methods to basic ESNs, DeepESNs and combinations, then analyze them from the perspective of theoretical studies, network designs and specific applications. Finally, we discuss the challenges and opportunities this area, summarize three open questions and propose eight possible future works. This review aims to summarize the current ESN-based works and guide the future works with potential research directions.
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