A new way to explore cosmological tensions using gravitational waves and strong gravitational lensing
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ABSTRACT

In recent years, a crisis in the standard cosmology has been caused by inconsistencies in the measurements of some key cosmological parameters, Hubble constant $H_0$ and cosmic curvature parameter $\Omega_K$ for example. It is necessary to remeasure them with the cosmological model-independent methods. In this paper, based on the distance sum rule, we present such a way to constrain $H_0$ and $\Omega_K$ simultaneously in the late universe from strong gravitational lensing time delay (SGLTD) data and gravitational wave (GW) standard siren data simulated from the future observation of the Einstein Telescope (ET). Based on the currently 6 observed SGLTD data, we find that the constraint precision of $H_0$ from the combined 100 GW events can be comparable with the measurement from SH0ES collaboration. As the number of GW events increases to 700, the constraint precision of $H_0$ will exceed that of the Planck 2018 results. Considering 1000 GW events as the conservative estimation of ET in ten-year observation, we obtain $H_0 = 73.69 \pm 0.36$ km s$^{-1}$ Mpc$^{-1}$ with a 0.5% uncertainty and $\Omega_K = 0.076^{+0.088}_{-0.087}$. In addition, we simulate 55 SGL systems with 6.6% uncertainty for the measurement of time-delay distance. By combining with 1000 GWs, we infer that $H_0 = 73.65 \pm 0.35$ km s$^{-1}$ Mpc$^{-1}$ and $\Omega_K = 0.008 \pm 0.048$. Our results suggest that this approach can play an important role in exploring cosmological tensions.
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1. INTRODUCTION

It is well known that the most serious crisis in modern cosmology is the Hubble tension problem. Specifically, as a fundamental cosmological parameter representing the expansion rate of the present universe, the Hubble constant $H_0$ could be constrained by global fitting from cosmological observations. In this way, measurements of temperature and polarization anisotropies in the cosmic microwave background (CMB) of the early universe from Planck satellite predict a value of $H_0 = 67.4 \pm 0.5$ km s$^{-1}$ Mpc$^{-1}$ (Aghanim et al. 2020) in the framework of the flat $\Lambda$ cold dark matter ($\Lambda$CDM) model. Alternatively, the local Type Ia supernovae (SN Ia) calibrated by the distance ladder could be used to estimate $H_0$ through Hubble-Lemaître law without assuming any cosmological model, yielding $H_0 = 74.03 \pm 1.42$ km s$^{-1}$ Mpc$^{-1}$ from SH0ES (SNe, H0, for the Equation of State of dark energy) collaboration (Riess et al. 2019). There is a $4.4\sigma$ tension between the two independent estimates of $H_0$, which cannot be simply attributed to systematic error (Di Valentino et al. 2018; Feeney et al. 2018; Follin & Knox 2018; Riess et al. 2019). This crisis reveals that there could be an inconsistency between the early universe and the late universe (Verde et al. 2019).

On the other hand, recent studies (Aghanim et al. 2020; Di Valentino et al. 2019; Handley 2021) concerning the cosmic curvature parameter $\Omega_K$ presented a new challenge to cosmology. The value of curvature parameter $\Omega_K$ determines the shape of the universe with $\Omega_K = 0$ representing a spatially flat universe, whereas $\Omega_K < 0$ and $\Omega_K > 0$ correspond to a spatially closed and open universe, respectively. The anomalous lensing amplitude, $A_{\text{lens}} > 1$, inferred by the CMB temperature and polarization data from Planck suggests a closed universe ($\Omega_K < 0$) at 99% confidence level (Aghanim et al. 2020). However, the combination of CMB data and baryon acoustic oscillation (BAO) measurements point toward a spatially flat universe with a remarkable
0.2% precision, which means there is an inconsistency between Planck and BAO data for the constraint on the curvature parameter. This is even directly called ”curvature tension” by Handley (2021). Moreover, a closed universe as Planck prefers will exacerbate the Hubble tension and $S_8$ tension (Di Valentino et al. 2019, 2021), which makes it possible for a larger discordance to be hidden in a flat $\Lambda$CDM model.

All of these crises implies something is not well understood, and there may well be new physics at play. Anyway, many of the conclusions we have known for certain now need to be reconfirmed. In particular, it is necessary to measure fundamental cosmological parameters in the late universe with the new and cosmological model-independent ways. Recently, based on the distance sum rule, Collett et al. (2019) proposed a method with combining the observations of strong gravitational lensing time delay (SGLTLD) and type Ia supernova (SN Ia) luminosity distance to determine $H_0$ and $\Omega_K$ simultaneously without dependence on any cosmological model. In this scheme, the SN Ia as the standard candle is used to calibrate the three distances of the strong gravitational lensing (from observer to lens, from observer to source, and from lens to source). However, it is important to note that uncalibrated SN Ia cannot provide absolute distance but relative distance. The absolute luminosity distance can only be obtained if the absolute magnitude $M_B$ of SN Ia is determined. Due to $M_B$ being exactly degenerate with $H_0$, using SN Ia to determine $H_0$ with this method is theoretically problematic. After that, Wei & Melia (2020) extended this approach by using the known ultraviolet versus X-ray luminosity correlation of quasars to calibrate the distances of SGLTLD and determined $H_0$ and $\Omega_K$. Qi et al. (2021b) combined 7 SGLTLD observations and 120 intermediate-luminosity quasars calibrated as standard rulers and obtained stringent constraints on $H_0$ and $\Omega_K$. More recently, with the same approach, Qi et al. (2022) made a forecast of using the strongly lensed SN Ia to improve the measurements on $H_0$ and $\Omega_K$.

Recently, with the successful detections of gravitational waves (GWs) by LIGO and VIRGO detectors (Abbott et al. 2016a,b, 2017a), the era of GW astronomy and multi-message astronomy is coming. Compared to traditional cosmological probes, a great advantage of GW is that the standard siren could provide the absolute luminosity distance (Schutz 1986; Abbott et al. 2017b) without any calibration, which can play an extremely important role in cosmological studies (Qi et al. 2021a; Pan et al. 2021; Zhao et al. 2011; Wang et al. 2018; Zhang 2019; Wang et al. 2020b; Zhang et al. 2019; Zhao et al. 2020; Jin et al. 2020; Wang et al. 2022a; Jin et al. 2021). Up to now, the available standard siren data are too few to make a significant contribution to cosmology. However, the next-generation ground-based GW observatory, such as Einstein Telescope (ET) with 10 km-long arms and three detectors, is expected to detect about 1000 standard sirens from the events of binary neutron star (BNS) merger in ten-year observation (Nissanke et al. 2010; Zhao et al. 2011; Cai & Yang 2017; Zhang et al. 2020). This remains us to explore what role GW will play in the measurements of $H_0$ and $\Omega_K$ with the cosmological model-independent way in the era of GW astronomy. Actually, GW standard siren measurement can determine $H_0$ directly at low redshift through Hubble-Lemaître law, and that has been implemented to the GW170817 event with a poor precision (Abbott et al. 2017b). However, Hubble-Lemaître law is valid only in the low-redshift region $z < 0.1$. The method concerned in this paper is valid in a higher range of redshift, which allows us to explore the Hubble tension problem at high redshift, but also to investigate the cosmic curvature problem in the late universe simultaneously.

In this paper, we will investigate the constraints on the Hubble constant and the cosmic curvature parameter with SGLTLD and GW from two aspects. Firstly, we simulate 1000 GW events data in the redshift range of $0 < z < 2$ based on ET in ten-year observation, and then constrain $H_0$ and $\Omega_K$ in combination with 6 observed SGLTLD data. On the other hand, the ET project foresees the beginning of construction in 2026 with the goal to start observations in 2035. By then, future surveys, like the Large Synoptic Survey Telescope (LSST) with wide field-of-view and frequent time sampling to monitor the SGL systems for time delay measurements, will provide a large sample of well-measured SGLTLD observations. Therefore, we will also simulate SGLTLD data based on LSST and combine GW data from ET to predict what precision $H_0$ and $\Omega_K$ can be constrained by this method in the future.

2. METHODOLOGY AND DATA

Assuming our universe is homogeneous and isotropic, the spacetime can be described by the Friedmann-Lemaître-Robertson-Walker metric

$$ds^2 = c^2 dt^2 - \frac{a(t)^2}{1 - Kr^2} dr^2 - a(t)^2 r^2 d\Omega^2,$$  \hspace{1cm} (1)

where $c$ is the speed of light and $a(t)$ is the scale factor. $K$ is a constant representing the spacial curvature, which is related to the cosmic curvature parameter $\Omega_K$ as $\Omega_K = -Kc^2/a_0^2H_0^2$. The Hubble parameter is defined as $H \equiv \dot{a}/a$, and $H_0$. Hubble constant, represents the present value of $H(z)$. For a SGL system,
the angular diameter distance between the lens at redshift \(z_l\) and the source at redshift \(z_s\) can be denoted as \(D_A(z_l, z_s)\). The dimensionless comoving distance
\[
d(z_l, z_s) = \frac{1}{\sqrt{\Omega_K}} \sin \left( \sqrt{\Omega_K} \int_{z_l}^{z_s} \frac{H_0}{H(z)} dz \right),
\]
where
\[
sin(x) = \begin{cases} 
\sin(x), & \Omega_K < 0, \\
x, & \Omega_K = 0, \\
\sinh(x), & \Omega_K > 0.
\end{cases}
\]

By introducing \(d_{ls} = d(z_l, z_s)\), \(d_l = d(0, z_l)\) and \(d_s = d(0, z_s)\), these three distances are connected by the well-known distance sum rule (Rässänen et al. 2015; Xia et al. 2017; Li et al. 2018; Liao 2019; Qi et al. 2019a,c; Wang et al. 2021; Zhou & Li 2020; Wang et al. 2020a, 2022b):
\[
\frac{d_{ls}}{d_s} = \sqrt{1 + \Omega_K d_l^2} - \frac{d_l}{d_s} \sqrt{1 + \Omega_K d_s^2}.
\]

Furthermore, Equation (4) can be rewritten as
\[
\frac{d_l}{d_{ls}} = \frac{1}{\sqrt{1/d_l^2 + \Omega_K} - \sqrt{1/d_s^2 + \Omega_K}}.
\]

The left-hand side of Equation (5) can be obtained from the measurements of the SGL time delay. If the distances in the right-hand side of Equation (5) are determined, \(H_0\) and \(\Omega_K\) involved in the distance sum rule can be constrained without dependence on any cosmological model.

2.1. GW simulation

To constrain \(H_0\) and \(\Omega_K\) in the framework of distance sum rule requires to determine the distances \(d_l\) and \(d_s\) (Collett et al. 2019; Cao et al. 2019). In this work, we use gravitational-wave signals from the binary neutron star (BNS) mergers, known as “standard sirens”, to calibrate \(d_l\) and \(d_s\). Since the number of GW standard sirens observed so far is not enough for distance calibration, we choose to use simulated GW data for distance analysis. Following the process in previous works (Zhao et al. 2011; Sathyaprakash et al. 2010; Cai & Yang 2017), we generate 1000 GW events based on the third-generation ground-based GW detector ET in ten-year observation. For the detectable redshift range of electromagnetic counterpart, above previous studies considered that the upper redshift for ET is \(\sim 5\). However, by investigating various models of the short \(\gamma - ray\) bursts and afterglows, a recent study concluded that the redshift limit of detectable electromagnetic counterpart is \(z \leq 2\) for the third-generation ground-based GW detector (Yu et al. 2021; Chen et al. 2021). Therefore, we conservatively adopt the redshift range of \(0 < z \leq 2\) for the simulation of GW in this work. The redshift distribution of the BNS sources takes the form (Li 2015)
\[
P(z) \propto \frac{4\pi d_C^2(z) R(z)}{H(z)(1+z)},
\]
where \(d_C(z)\) represents the comoving distance at the redshift \(z\). \(R(z)\) is the burst-rate function per unit source time and unit comoving volume. According to the population synthesis models and the cosmic star formation history (Schneider et al. 2001), Cutler & Holz (2009) created a piece-wise fit for \(R(z)\),
\[
R(z) = \begin{cases} 
z+2, & z \leq 1, \\
\frac{3}{4}(5-z), & 1 < z < 5, \\
0, & z \geq 5.
\end{cases}
\]

The simulation method in this paper follows the prescription in previous works (Zhao et al. 2011; Sathyaprakash et al. 2010; Cai & Yang 2017; Qi et al. 2019b), and then we do not repeat it here. It is worth pointing out that a gravitational waveform is determined by some specific parameters, such as the mass ratio of BNS, the position angle of the source, and so on. The random sampling of parameters in the simulation process usually leads to a random bias. To eliminate this bias, we perform \(6 \times 10^4\) Monte Carlo simulations and select the most probable values of luminosity distances and uncertainties.

For the standard siren, the analysis of GW’s waveform could give the absolute luminosity distance \(D_L\). In simulation, the fiducial model we choose is the ΛCDM model with \(\Omega_m = 0.315\) and \(H_0 = 74.03\) km s\(^{-1}\) Mpc\(^{-1}\), where \(\Omega_m\) is the current matter density in units of the critical density and its value adopted is from Plank 2018 results (Aghanim et al. 2020). The value of \(H_0\) we adopt is taken from the local measurements by SH0ES (Riess et al. 2019) because we are investigating the late universe in this paper.

Following the error strategy described in Zhao et al. (2011); Cai & Yang (2017), the total uncertainty on luminosity distance depends on the instrumental error \(\sigma_{D_L}^\text{inst}\) and an additional error \(\sigma_{D_L}^\text{tens}\) caused by the weak lensing, and its expression is
\[
\sigma_{D_L} = \sqrt{(\sigma_{D_L}^\text{inst})^2 + (\sigma_{D_L}^\text{tens})^2}
\]

The instrumental error of the luminosity distance is related to the signal-to-noise ratio (SNR) \(\rho\) as \(\sigma_{D_L}^\text{inst} \simeq D_L/\rho\) (Li 2015). However, the luminosity distance \(D_L\)
is correlated with other GW parameters, especially the inclination angle $\iota$ of the binary’s orbital angular momentum with the line of sight. The maximal effect of the inclination angle on the SNR between the source being face-on ($\iota = 0$) and edge-on ($\iota = \pi/2$) is estimated as a factor of 2 (Li 2015). Therefore, to consider the correlation between the $D_L$ and $\iota$, we estimate the instrumental error as $\sigma_{D_L}^{\text{inst}} \approx 2D_L/\rho$. Besides, the lensing uncertainty caused by the weak lensing is modelled as $\sigma_{D_L}^{\text{lens}} = 0.05zD_L$ (Sathyaprakash et al. 2010).

By using GW data to calibrate the distances of the SGL system, the difficulty is that the redshifts of SGL data and GW data cannot be one-to-one correspondence exactly. The previous way of treating this issue is by reconstructing a continuous distance function using a polynomial fit (Qi et al. 2021b; Collett et al. 2019; Wei & Melia 2020). Here, we also reconstruct $d(z)$ by fitting the luminosity distances from 1000 simulated GW data with a third-order polynomial,

$$d(z) = z + a_1 z^2 + a_2 z^3,$$

and with the initial conditions of $d(0) = 0$ and $d'(0) = 1$. For convenience, firstly we convert the luminosity distance of GW into the dimensionless distance via $d(z) = H_0 D_L(z)/(c(1 + z))$. Now distances $d_l$ and $d_s$ corresponding to the lens redshift and source redshift could be easily obtained from Equation (9).

For simulated GW data, the likelihood estimator $\chi_{GW}^2$ is given by

$$\chi_{GW}^2 = \sum_{i=1}^{1000} \left( \frac{D_L^{\text{GW}}(z_i) - d(z_i)(1 + z_i) c/\rho}{\sigma_{D_L}^{\text{lens}}} \right)^2.$$  

Then we could calculate the likelihood $L_{GW}$ from the likelihood estimator, $L_{GW} \sim \exp(-\chi_{GW}^2/2)$.

To check the validity of our approach based on the third-order polynomial expansion, for comparison, we use third-order, fourth-order, and fifth-order polynomials to fit the simulated GW data by maximizing the likelihood function $L_{GW}$. To qualify the goodness of fitting with different order polynomials, we use Bayesian information criterion (BIC) as an evaluation tool (Schwarz 1978), and its expression is

$$\text{BIC} = -2 \ln L_{\text{max}} + k \ln N,$$

where $L_{\text{max}}$ is the maximum likelihood, $k$ is the number of model parameters, and $N$ is the number of data points. In general, a model with a smaller value of BIC is more favored by observations. $\Delta\text{BIC} = 2$ is considered to be positive evidence, and $\Delta\text{BIC} \leq 6$ is regarded as strong evidence against the model with higher BIC value (Mukherjee et al. 1998; Liddle 2004).

In Table 1, we list the fitting results of 3rd, 4th and 5th-order polynomials. It can be seen that the BIC value of the 3rd-order polynomial is much smaller than that of the other two polynomials, which strongly indicates that the 3rd-order polynomial is flexible enough for the distance reconstruction. Therefore, we will use the 3rd-order polynomial to reconstruct $d(z)$ from 1000 simulated GW data in this paper.

### 2.2. SGL time delay

For an SGL system, as the light from the source passes around a massive galaxy as the lens, it is split into multiple rays that take different paths and pass through different gravitational potentials resulting in a time delay to reach the observer. The measured time delay between two images ($\theta_i$ and $\theta_j$) is related to the time-delay distance $D_{\Delta t}$ and the Fermat potential difference $\Delta \phi_{i,j}$ as

$$\Delta t_{i,j} = \frac{D_{\Delta t}}{c} \Delta \phi_{i,j}. $$

Here, the time-delay distance is the combination of the three angular diameter distances (Refsdal 1964; Suyu et al. 2010)

$$D_{\Delta t} = \frac{c \Delta t_{i,j}}{\Delta \phi_{i,j}} = \frac{c}{H_0} \frac{d_l d_s}{d_i d_s}.$$  

The mass-sheet transformation (MST) is an important factor to be considered in lens modelling (for a detailed discussion see (Schneider & Sluse 2013; Chen et al. 2019)). It can transform a projected mass distribution of lens galaxy $\kappa(\theta)$ into infinite sets of $\kappa_\lambda(\theta)$,

$$\kappa_\lambda(\theta) = \lambda \kappa(\theta) + (1 - \lambda),$$

with the same dimensionless observables. In other words, with the observed image positions, image shapes, magnification ratios, flux ratios, etc, it is not possible to distinguish the original $\kappa(\theta)$ from $\kappa_\lambda(\theta)$ in Equation (14), so-called mass-sheet degeneracy (MSD). The MSD is one of the main sources of uncertainty in time-delay distance measurement (Suyu et al. 2014; Suyu et al. 2013). An effective method to break the MSD is combining lensing measurements with stellar kinematics measurements of the lens galaxy (Schneider & Sluse 2013; Chen et al. 2019).

Besides, the additional mass along the LOS between the observer and the source should also be considered. This effect could effectively be approximated by a constant external convergence term, $\kappa_{\text{ext}}$, which can be estimated by the constraint on the mass along the LOS to the lens from observational data (Wong et al. 2020).
presented a series of precise measurements of (Based on the high-quality lensed quasars obtained via lon et al. 2020a; Vuissoz et al. 2008; Tewes et al. 2013). et al. 2016; Eulaers et al. 2013; Courbin et al. 2018; Mil-litoring of GRAvItational Lenses) programme (Bonvin monitoring of GRAvItational Lenses) programme (Bonvin et al. 2016; Eulaers et al. 2013; Courbin et al. 2018; Mill-2018; Miller et al. 2020a; Vuissoz et al. 2008; Tewes et al. 2013). Based on the high-quality lensed quasars obtained via optical monitoring by COSMOGRAIL, the H0LiCOW (H0 Lenses in COSMOGRAIL’s Wellspring) program presented a series of precise measurements of H0 (Suyu et al. 2017; Wong et al. 2020; Bonvin et al. 2017; Birrer et al. 2019; Chen et al. 2019; Rusu et al. 2020; Wong et al. 2017). The SGL time-delay observational sample we use include six lensing systems released by the H0LiCOW collaboration: B1608+656 (Suyu et al. 2010; Jee et al. 2019), RXJ1131-1231 (Chen et al. 2019; Suyu et al. 2013), HE 0435-1223 (Wong et al. 2017; Chen et al. 2019), SDSS 1206+4332 (Birrer et al. 2019), WFI2033-4723 (Rusu et al. 2020) and PG 1115+080 (Chen et al. 2019). Among these SGL systems, the range of source redshift is 0.654 to 1.789. The detailed analysis and relevant parameters for these six SGL systems include redshifts of sources and lenses, along with the posterior distributions of time delay distance \( D_{\Delta t} \) in the form of Monte Carlo Markov chains (MCMC), which are all summarized in Wong et al. (2020). It should be noted that the likelihood function \( L_{D_{\Delta t}} \) for each SGL system is calculated by using kernel density estimation.

| The Order of Polynomial | \( a_1 \) | \( a_2 \) | \( a_3 \) | \( a_4 \) | BIC |
|-------------------------|----------|----------|----------|----------|-----|
| 3rd                     | −0.274 ± 0.006 | 0.036 ± 0.003 | -        | -        | 14.03 |
| 4th                     | −0.270 ± 0.015 | 0.030 ± 0.022 | 0.002 ± 0.008 | -        | 20.87 |
| 5th                     | −0.271 ± 0.028 | 0.030 ± 0.080 | 0.002 ± 0.070 | 0.00 ± 0.019 | 27.78 |

Thus, the true time-delay distance could be written as

\[
D_{\Delta t} = \frac{D_{\Delta t}^{\text{model}}}{1 - \kappa_{\text{ext}}},
\]

where \( D_{\Delta t}^{\text{model}} \) is the time-delay distance inferred from the lens model and measured time delays (Wong et al. 2020).

At present, the state-of-the-art time delays measurements come from COSMOGRAIL (COSmological MOnitoring of GRAVitational Lenses) programme (Bonvin et al. 2016; Eulaers et al. 2013; Courbin et al. 2018; Miller et al. 2020a; Vuissoz et al. 2008; Tewes et al. 2013). Based on the high-quality lensed quasars obtained via optical monitoring by COSMOGRAIL, the H0LiCOW (H0 Lenses in COSMOGRAIL’s Wellspring) program presented a series of precise measurements of H0 (Suyu et al. 2017; Wong et al. 2020; Bonvin et al. 2017; Birrer et al. 2019; Chen et al. 2019; Rusu et al. 2020; Wong et al. 2017). The SGL time-delay observational sample we use include six lensing systems released by the H0LiCOW collaboration: B1608+656 (Suyu et al. 2010; Jee et al. 2019), RXJ1131-1231 (Chen et al. 2019; Suyu et al. 2013), HE 0435-1223 (Wong et al. 2017; Chen et al. 2019), SDSS 1206+4332 (Birrer et al. 2019), WFI2033-4723 (Rusu et al. 2020) and PG 1115+080 (Chen et al. 2019). Among these SGL systems, the range of source redshift is 0.654 to 1.789. The detailed analysis and relevant parameters for these six SGL systems include redshifts of sources and lenses, along with the posterior distributions of time delay distance \( D_{\Delta t} \) in the form of Monte Carlo Markov chains (MCMC), which are all summarized in Wong et al. (2020). It should be noted that the likelihood function \( L_{D_{\Delta t}} \) for each SGL system is calculated by using kernel density estimation.

3. RESULTS AND DISCUSSIONS

We use the emcee Python module (Foreman-Mackey et al. 2013) based on MCMC to constrain the Hubble constant and the spacial curvature, along with the polynomial coefficients \((a_1, a_2)\). The final likelihood \( L \) using in our analysis is the combination of \( L_{GW} \) and \( L_{D_{\Delta t}} \), which can be written as

\[
\ln L = \ln (L_{GW}) + \ln (L_{D_{\Delta t}}).
\]

3.1. Constraints on \( H_0 \) and \( \Omega_K \) with simulated GW and 6 observed SGL

Based on the distance sum rule, we constrain \( H_0 \) and \( \Omega_K \) from the combination of 6 observed time delay measurements of SGL systems and 1000 simulated GW standard siren data observed from the ET in the future. The constraint results with 1σ confidence level for \( H_0 \), \( \Omega_K \) and the polynomial coefficients \((a_1, a_2)\), are listed in Table 2, and the corresponding 1D and 2D marginalized probability distributions are shown in Figure 1. It is worth mentioning that, the constraint on \( H_0 \) we obtain is \( H_0 = 73.69 \pm 0.36 \) km s\(^{-1}\) Mpc\(^{-1}\) with a 0.5 % uncertainty, which is much better than the Planck 2018 results \( H_0 = 67.4 \pm 0.5 \) km s\(^{-1}\) Mpc\(^{-1}\) with a 0.7 % uncertainty (Aghanim et al. 2020). This constraint precision has met the requirements of precision cosmology, which shows that our method can effectively explore the Hubble tension problem.

For the cosmic curvature parameter \( \Omega_K \), the best-fit value with 68.3 % confidence level we obtain is \( \Omega_K = 0.076^{+0.068}_{-0.058} \) which shows no significant deviation from zero. Although the GW data are simulated based on a flat universe, the 6 SGLTD data are observed, so the constraint result of \( \Omega_K \) more or less could be used as support for a flat universe. The interesting thing is that the degeneracy between \( H_0 \) and \( \Omega_K \) is very weak as shown in the 2D marginalized contours on \( H_0 - \Omega_K \) plane in Figure 1, which is different from the results obtained in previous related works with a positive correlation (Qi et al. 2021b; Collett et al. 2019; Wei & Melia 2020). A weak degeneracy between two parameters means that the constraint precision of one parameter is weakly affected when another parameter is determined, which also could be seen clearly in Table 2. Assuming a flat universe (\( \Omega_K = 0 \)), we get \( H_0 = 73.66 \pm 0.36 \) that is almost the same as the results in the case of \( \Omega_K \) as a free parameter. With the prior of \( H_0 = 74.03 \) km s\(^{-1}\) Mpc\(^{-1}\), we get \( \Omega_K = 0.082^{+0.072}_{-0.0687} \), as expected, which is also the same as one obtained without the prior.

On the other hand, to further investigate the constraint ability of this model-independent method, we constrain \( H_0 \) and \( \Omega_K \) in the cases that the detected number of GW events reaches 50, 100, 300, 500, 700,
Table 2. Constraints on $H_0$, $\Omega_K$, and the coefficients of third-order polynomial ($a_1$, $a_2$) with 1σ confidence level from SGLTD and GW data in the framework of distance sum rule.

| Data Set                                      | $H_0$ (km s$^{-1}$ Mpc$^{-1}$) | $\Omega_K$          | $a_1$          | $a_2$          |
|-----------------------------------------------|--------------------------------|---------------------|----------------|----------------|
| 6 observed SGLTD + 1000 simulated GW          | $73.69 \pm 0.36$              | $0.076^{+0.089}_{-0.087}$ | $-0.274 \pm 0.010$ | $0.035 \pm 0.005$ |
|                                              | $73.66 \pm 0.36$              | 0 (fixed)           | $-0.273 \pm 0.010$ | $0.035 \pm 0.005$ |
|                                              | $74.03$ (fixed)               | $0.082^{+0.072}_{-0.087}$ | $-0.266 \pm 0.006$ | $0.032 \pm 0.003$ |
| 55 simulated SGLTD + 1000 simulated GW       | $73.65 \pm 0.35$              | $0.008 \pm 0.048$   | $-0.274 \pm 0.010$ | $0.0357 \pm 0.0045$ |

Figure 1. 1D and 2D marginalized probability distributions with the 1σ and 2σ contours for $H_0$, $\Omega_K$, and the coefficients of third-order polynomial ($a_1$, $a_2$) constrained by using 6 observed SGLTD and 1000 simulated GW data.

900, 1000, respectively. Figure 2 shows the improvement in the constraint precision of $H_0$, $\Delta H_0$, as the detected GW events accumulate. Obviously, with the increase of detected GW events, the constraints on $H_0$ improve significantly. The light yellow line and green dotted line represent the precision of $H_0$ measured by SH0ES and Planck respectively. As we can see, the constraint precision for $H_0$ at about 100 GW events is comparable to the measurement from SH0ES collaboration (Riess et al. 2019). As the number of GW events increases, constraint precision at 700 GW events could exceed that of the Planck 2018 results (Aghanim et al. 2020). With and without the prior of $\Omega_K = 0$, the constraint precision of $H_0$ has a slight difference at a small number of GW events, $N = 50$ for example, which means there is a degeneracy between $H_0$ and $\Omega_K$. This seems to lead to the conclusion that degeneracy will be affected by the number of detection events in this method.

In Figure 3, we present the improvement in the constraint precision of $\Omega_K$, $\Delta \Omega_K$, as the number of GW events increase. We find that the constraints of $\Omega_K$ improve significantly with the increase of GW events from 50 to 300, but it is almost no longer improved after 300 GW events. Such a trend also exists in the con-
strains on $H_0$ as shown in Figure 2. This reminds us that we more need to improve the precision of the measurement rather than increase the number of GW events after about 300 detected GW events. In addition, with and without the prior of $H_0 = 74.03$ km s$^{-1}$ Mpc$^{-1}$, the constraint precision of $\Omega_K$ is almost the same.
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**Figure 2.** The constraint precision of $H_0$, $\Delta H_0$, for different numbers of GW events. The blue and red polylines are the results of taking the prior $\Omega_K = 0$ and $\Omega_K$ as a free parameter together, respectively. The light yellow line and green dotted line represent the precision of $H_0$ measured by SH0ES and Planck respectively.
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**Figure 3.** The constraint precision of $\Omega_K$, $\Delta \Omega_K$, for different numbers of GW events. The blue and red polylines are the results of taking the prior $H_0 = 74.03$ km s$^{-1}$ Mpc$^{-1}$ and $H_0$ as a free parameter together, respectively.

### 3.2. Constraints on $H_0$ and $\Omega_K$ with simulated GW and simulated SGLTD

At the same time as the construction and observation of the third-generation gravitational wave detector, the ongoing and future massive surveys with high-quality imaging and spectroscopy such as Euclid Survey and LSST will provide a large sample of well-measured SGLTD observations. For instance, based on the forecasting prescriptions in the previous work (Oguri & Marshall 2010), LSST will find more than 8000 lensed quasars, of which about 400 data will have well-measured time delay. However, the measurement for time-delay distance we used in this paper also requires the central velocity dispersion of the lens galaxies and the LOS measurements that are necessary to break the mass-sheet degeneracy and to estimate the external convergence. Started with the mock catalogue of lensed QSO expected for LSST from Oguri & Marshall (2010), by selecting with strict criteria (Jee et al. 2016; Wen & Liao 2020), we randomly generate a mock sample containing 55 SGL systems with time delay distance and angular diameter distances measurements. Figure 4 shows the redshift distribution of the sources and lenses for these mock SGL systems. Strictly speaking, the different redshift distributions of SGL systems will affect the following final results, because the system at lower redshift is brighter and would yield a good delay. However, our simulation is generated randomly by adopting the realistic distributions for the lens and source properties without loss of generality. According to the realistic current lensed quasar constraints (Suyu et al. 2020; Chen et al. 2019; Tewes et al. 2013; Vuissiez et al. 2008; Bonvin et al. 2017; Suyu et al. 2017; Millon et al. 2020b,a; Courbin et al. 2018), we conservatively adopt 5% for the time-delay uncertainties, 3% for the lens mass modelling uncertainties, and 3% for the lens environment uncertainties. Adding these in quadrature, we set 6.6% uncertainty to $D_{\Delta t}$. We also adopt the $\Lambda$CDM model with cosmological parameters $\Omega_m = 0.315$, $H_0 = 74.03$ km s$^{-1}$ Mpc$^{-1}$ as the fiducial model in the SGLTD simulation.

In Figure 5 and Table 2, we show the constraint results of $H_0$ and $\Omega_K$ obtained by the combination of 55 simulated SGLTD and 1000 simulated GW. We find that there is a slight positive correlation between $H_0$ and $\Omega_K$, inconsistent with previous related works (Qi et al. 2021b; Collett et al. 2019; Wei & Melia 2020), which seems to confirm our conclusion mentioned above that the number of observed samples affect the degeneracy of those two parameters in this method. For the constraint precision of parameters, it is seen that the constraint on the Hubble constant, $H_0 = 73.65 \pm 0.35$ km s$^{-1}$ Mpc$^{-1}$, is improved barely compared with the results from 6 observed SGLTD. But for the cosmic curvature parameter, we obtain $\Omega_K = 0.008 \pm 0.048$ from the simulated SGLTD data, which is improved by about 50% com-
pared with the results from actually observed SGLTD. For the best-fit value of $\Omega_k$, we find it shifts obviously from 0.076 obtained from actually observed SGLTD to 0.008 here, although both of them are in agreement well with the flat universe within their 1 $\sigma$ confidence level. One of the possible reasons for its best-fit value changing we suspect is the influence of the lens mass distribution modeling. As mentioned above, for the measurements of SGLTD, an important and difficult factor is that the mass distribution of the lens galaxy needs to be determined with sufficient accuracy. Due to the insufficient understanding of the mass distribution in the inner parts of galaxies, parametrized mass models are usually employed. The deviation between the model and the actual galaxy may lead to a bias in parameter estimation. As future massive surveys observe more and more SGL systems, a more accurate model for lens galaxies is expected to be obtained, which will be very helpful to the constraint on cosmological parameters. Combining this constrained result with Figure 3, it can be seen that the constraint precision of $\Omega_K$ will not be improved with the increase of the GW number when the number of GW reaches a certain number, but the increase of SGLTD number will have a greater impact on it.

4. CONCLUSION

With the improvement of the number and the precision of observations, the inconsistencies for some key cosmological parameters have arisen, $H_0$ and $\Omega_K$ for example, which in essence reflects that our understanding of the universe may be flawed under the framework of standard cosmological theory. At present, further confirming these inconsistencies in different ways is necessary. In particular, it is of importance to measure fundamental cosmological parameters in the late universe with some new and model-independent ways. In this paper, based on the distance sum rule, we present a new way to constrain $H_0$ and $\Omega_K$ simultaneously in the late universe with the combination of the GW standard siren data from the future observation of the ET and the SGLTD data.

Based on the currently 6 observed SGLTD, the constraint precision for $H_0$ given by the combined 100 GW standard siren events can be comparable with the measurement from SH0ES collaboration. As the number of GW events increases to 700, the constraint precision of $H_0$ can exceed that of the Planck 2018 results. When the number of GW standard siren events increases to 1000 as the conservative estimation of ET in ten-year observation, the constraint on $H_0$ could be improved to 0.5% uncertainty. For the constraint on $\Omega_K$, we obtain $\Omega_K = 0.076^{+0.068}_{-0.087}$ from 6 observed SGLTD+1000 simulated GW. Considering the influence of different numbers of GW events on the constraint precision of $\Omega_K$, we find that the constraints on $\Omega_K$ improve significantly with the increase of GW events from 50 to 300, but it is almost no longer improved after 300 GW events. Such a trend also exists in the constraints on $H_0$. This indicates that after the GW events number reaches about 300, the systematic errors will be dominant for the constraint precision of parameters rather than statistical errors.
On the other hand, at the same time as ET construction and observation, the LSST with wide field-of-view and high-quality imaging will provide a large sample of well-measured SGLTD observations. Based on LSST, we conservatively simulate 55 SGL systems with 6.6% uncertainty for time-delay distance to investigate the potential of this cosmological model-independent constraint on $H_0$ and $\Omega_K$. Compared with the results from the combination of 6 observed SGLTD and 1000 simulated GW, we find that the constraint of $H_0$ from the combination of 55 simulated SGLTD and 1000 simulated GW is improved barely, while the constraint on $\Omega_K$ is improved about 50%, i.e., $\Omega_K = 0.008 \pm 0.048$. We conclude that to further improve the constraint of $\Omega_K$ depends more on the increase of the SGLTD observations than on the GW standard siren events when the number of GW reaches a certain number.
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