Abstract

Inspired by its success in natural language processing and computer vision, pre-training has attracted substantial attention in cheminformatics and bioinformatics, especially for molecule based tasks. A molecule can be represented by either a graph (where atoms are connected by bonds) or a SMILES sequence (where depth-first-search is applied to the molecular graph with specific rules). Existing works on molecule pre-training use either graph representations only or SMILES representations only. In this work, we propose to leverage both the representations and design a new pre-training algorithm, dual-view molecule pre-training (briefly, DMP), that can effectively combine the strengths of both types of molecule representations. The model of DMP consists of two branches: a Transformer branch that takes the SMILES sequence of a molecule as input, and a GNN branch that takes a molecular graph as input. The training of DMP contains three tasks: (1) predicting masked tokens in a SMILES sequence by the Transformer branch, (2) predicting masked atoms in a molecular graph by the GNN branch, and (3) maximizing the consistency between the two high-level representations output by the Transformer and GNN branches separately. After pre-training, we can use either the Transformer branch (this one is recommended according to empirical results), the GNN branch, or both for downstream tasks. DMP is tested on nine molecular property prediction tasks and achieves state-of-the-art performances on seven of them. Furthermore, we test DMP on three retrosynthesis tasks and achieve state-of-the-art results on them.

1 Introduction

While machine learning (especially deep learning) techniques have been applied to cheminformatics and bioinformatics with significant progress [25][7], their potential is severely limited by the scale of labeled data since it is more costly and time consuming to collect labeled data for tasks in cheminformatics and bioinformatics than those tasks in computer vision (CV) and natural language processing (NLP). Inspired by the great success of exploiting unlabeled data in CV and NLP [20][15], pre-training has been introduced into cheminformatics [23][5] and bioinformatics [42][44]. Among those pre-training works, molecule pre-training has attracted much attention since molecules are a kind of basic units and play a fundamental role in drug discovery and chemical modeling.

Molecules can be represented in different formats. As shown in Figure 2, a molecule can be represented by a molecular graph, where nodes and edges are atoms and bonds respectively. This is the most intuitive way to visualize a molecule. By traversing the graph using depth first search and some predefined rules, the same molecule can be represented by a SMILES [54] sequence. In almost all molecular database like PubChem [23] and ZINC [27], SMILES representations are used due to its simplicity. Correspondingly, there are mainly two lines of works on molecule pre-training, which are built upon graphs or SMILES sequences. For pre-training on graphs [23][34][53], graph neural...
networks (GNNs) are used as backbone models, which explicitly leverages the structural information of a molecule. Hu et al. [23] proposed two pre-training techniques based on GNNs: one is to predict masked atoms or bonds, and the other is to preserve the similarity between a $K$-hop subgraph of some anchor point $v_a$ and its corresponding context graph (i.e., a ring surrounding $v_a$). Wang et al. [53] applied contrastive learning [16] to molecule pre-training, where the representations of a molecule extracted by a GNN are forced to be similar to another augmented version of itself while dissimilar to other molecules. For pre-training on SMILES sequences [3], they are treated in a similar way to natural language sequence and Transformer [51], a widely used model in NLP, is adopted as the backbone.

Although different methods have been proposed for molecule pre-training, to our best knowledge, almost all of them only use one kind of molecule representations, either dealing with graphs using GNN only or dealing with SMILES sequences using Transformer only. However, the two types of models have their own strengths and limitations, as shown in Figure 1. Transformer correctly predicts the properties of molecules in Figure 1(a), whose maximal node/atom distance is large, but fails on the molecules in Figure 1(b) which has more than three rings concatenated together. In contrast, GNN correctly classifies the molecules in Figure 1(b) but fails in Figure 1(a). This suggests that the two views are complementary to each other.

In this work, we propose a novel pre-training method, dual-view molecule pre-training (briefly, DMP), to combine the best of two worlds. In DMP, a molecule $M$ is represented by both a SMILES sequence $M_s$ and a graph $M_g$. $M_s$ is encoded by a Transformer branch which outputs a high-level representation $f_s$, and $M_g$ is encoded by a GNN branch which outputs another high-level representation $f_g$. Since $f_s$ and $f_g$ are representations of the same molecule, they should be similar in some latent space. To achieve this, inspired by the BYOL scheme [14], we propose the dual-view consistency objective, where the cosine similarity between the projected variants $f_s$ and $f_g$ should be maximized. In addition, we also adopt the masked language modeling (MLM) [23, 3, 9] objective. Specifically, for the Transformer branch, we randomly mask some tokens (e.g., atoms or bonds) in a SMILES sequence and recover them; for the GNN branch, we randomly mask some atoms and reconstruct them. After pre-training, we can use the Transformer branch, the GNN branch or both for downstream tasks. We recommend using the Transformer branch according to empirical results, which do not introduce extra parameters for downstream tasks compared to standard Transformer while the accuracy is promising.

To test DMP, we first pre-train on 10 $M$ molecules from PubChem following previous work [3, 53], and then finetune on 9 molecular property prediction tasks from MoleculeNet [55] and three retrosynthesis tasks. We achieve state-of-the-art results on 7 out of 9 prediction tasks, which demonstrate

Figure 1: Examples of molecular property prediction from MoleculeNet [55]. (a) Transformer succeeds while GNN fails; (b) GNN succeeds while Transformer fails; (c) both the standard Transformer and GNN fail while our method succeeds.
the effectiveness of our algorithm. Specifically, on the classification tasks of MoleculeNet, DMP outperforms MolCLR [53] and GROVER [45] by 1.2 and 2.2 points on average; on retrosynthesis, we achieve $2 \sim 3$-point improvements of top-1 accuracy across 3 different settings and achieve state-of-the-art results on them [6, 56, 49]. After that, we conduct pre-training on 100M compounds from PubChem, and we find the results can be slightly improved. After using our method, we can successfully predict the properties of molecules with long chains and rich structured groups (as shown in Figure 1(c)), where both standard Transformer only and GNN fail.

Our main contributions can be summarized as follows:

1. To our best knowledge, we are the first to conduct molecule pre-training taking the advantages of the two different views (i.e., SMILES and molecular graphs).
2. In addition to MLM, DMP leverages dual-view consistency loss for pre-training, which explicitly exploits the consistency of representations between two views of molecules.
3. We achieve state-of-the-art results on 7 molecular property prediction tasks from MoleculeNet [55] and three retrosynthesis tasks (i.e., a kind of molecule generation task), demonstrating the effectiveness and generalization ability of DMP.

2 Related work

In this section, we briefly summarize molecule pre-training based on Transformer and GNN.

**Transformer-based pre-training:** Transformer [51] is originally proposed for sequence learning in NLP, and then widely adopted by other applications, such as speech processing [10, 43], CV [11, 40], and also, cheminformatics. To leverage Transformer-based molecule pre-training, people regard SMILES sequences as natural languages and apply the techniques of pre-training in NLP. Similar to [9, 35] which mainly uses masked language modeling, Wang et al. [52] proposed SMILES-BERT and Chithrananda et al. [3] ChemBERTa, which is to apply masked language modeling to molecule pre-training. Fabian et al. [13] introduced additional tasks to SMILES-based molecule pre-training, like predicting whether two SMILES represent the same molecule, or predicting whether some molecular descriptors obtained by RDKit exist in a molecule. Honda et al. [22] used auto-encoder to obtain a neural-based fingerprint. Maziarka et al. [38] improved self-attention with inter-atomic distances and molecular graph structure. In addition, there are some works about SMILES-based molecule generation [46, 41] and optimization [18].

**GNN-based pre-training:** Hu et al. [23] used a GNN to encode the input molecule, and proposed two pre-training strategies, where we should either recover the masked attributes of the input (e.g., atom type), or use contrastive learning [16, 2] to minimize the difference between two subgraphs of within a molecule. A similar idea also exists in Li et al. [32]. Wang et al. [53] applied contrastive learning across different molecules and proposed MolCLR, where a molecule should be similar to an augmented version of itself while dissimilar to others. Liu et al. [44] proposed an $N$-gram graph to represent molecules: it first learns the representations of atoms using CBoW [39], and then enumerates $N$-grams (i.e., a walk of length $N$) in the graph and the final representation is constructed based on the embeddings of all its $N$-grams. Shen et al. [47] leveraged both edge-level reconstruction and motif-level reconstruction. Rong et al. [45] proposed GROVER, which replaces the self-attention layer in Transformer where the number of hops are adaptively determined, and design new pre-training objective functions: one about predicting the statistics of the molecule and the other is the predict the existence of some function groups. To our best knowledge, almost all previous works treat Transformer-based pre-training and GNN-based pre-training independently, and we propose to leverage them together.

3 Our method

In this section, we first introduce the network architecture, followed by the training objective functions of our method, and finally provide discussions about related methods and limitations.
3.1 Network architecture

Given a molecule $M$, let $M_s$ and $M_g$ denote the SMILES and molecular graph respectively. Define $M_s$ as $(m_1, m_2, \cdots, m_l)$, where $l$ is the length of $M_s$. Define $M_g$ as a graph $(V_g, E_g)$, where $V_g = \{v_1, v_2, \cdots, v_n\}$ is a collection of atoms, and $E_g$ is the collection of edges. In a molecule, the bond has several types (e.g., single bond, double bonds, aromatic compounds), which is also modeled.

The network architecture of our method consists of two branches, one is a GNN, which is used to encode its graph view $M_g$, and the other one is a Transformer, which is to encode its sequence view $M_s$. Denote the above two models as $\varphi_g$ and $\varphi_s$, which have $L_g$ and $L_s$ layers, respectively.

(1) For the GNN branch, following [31], we choose the DeeperGCN network as the backbone. DeeperGCN is a stack of multiple GCN layers [30], where the batch normalization [26], non-linear activation and residual connections [19] are all used. The information among atoms are propagated along bonds, and the embedding of bond property (i.e., double bond, single bond) is added to atoms. Details of DeeperGCN are left in Appendix A.1 of the supplementary document. After encoded by the $L_g$ layers, each atom has a representation outputted by the last layer of DeeperGCN, i.e., $\{h^0_g, h^1_g, \cdots, h^n_g\} = \varphi_g(M_g)$, where $h^i_g$ is the representation of the $i$-th atom. We then choose a pooling function pool (e.g., mean pooling, max pooling) and obtain the representation of the molecule, i.e., $f_g = \text{pool}(h^0_g, h^1_g, \cdots, h^n_g)$.

(2) For the Transformer branch, we choose the RoBERTa model [35], which encodes the SMILES sequence $M_s$ of the molecule. Following [35, 9], we add a special token [CLS] to the beginning of the sequence. We also use the output of the last layer as the representations of [CLS] and tokens, i.e., $\{h_0^s, h_1^s, h_2^s, \cdots, h_n^s\} = \varphi_s(M_s)$, where $h_0^s$ corresponds to [CLS] and $h_j^s$ corresponds to the $j$-th element in the SMILES sequence. In this way, the molecule representation of $M_s$ is $h_0^s$, i.e., $f_s = h_0^s$.

3.2 Training objective functions

Our method consists of three training objective functions, including two masked language modeling (MLM) loss and one dual-view consistency loss.

(1) **MLM on Transformer**: Given a SMILES sequence, we randomly mask some tokens, and the objective is to recover the original tokens, following the practice in NLP pre-training [9, 35].

(2) **MLM on GNN**: Similar to the MLM on Transformer, we randomly mask some atoms in a molecular graph (the bonds remain unchanged), and the objective is to recover the original atoms, following the practice in graph pre-training [23].

(3) **Dual-view consistency**: To model the interaction between the GNN and the Transformer, inspired by the BYOL [14], we propose a dual-view consistency loss, that models the similarity of the output

$$ L_{\text{cons}} = \text{SG}(\rho_g) - \text{SG}(\rho_s) $$

where $\rho_g$ and $\rho_s$ are the representations of the molecule encoded by the GNN and the Transformer, respectively.

Figure 2: The illustration of our dual-view consistency loss. “SG” indicates the stop-gradient when back-propagating.

\[I \geq n\] since the bonds, numbers and brackets are also included in the SMILES as shown in Figure 2.
between GNN and Transformer. Based on the empirical discovery of [14], we introduce two non-linear projection layers ψg, ψs and two prediction layers ρg and ρs. For the SMILES view Ms and the graph view Mg of a molecule, we randomly mask some tokens/atoms and obtain Ms and Mg. fg is obtained by pool(φg(Mg)) and fs is the first output of φs(Ms), which corresponds to the [CLS] token. After that, we apply the projection and prediction layers to them, i.e.,
\[
p_g = \psi_g(f_g), \quad q_g = \rho_g(p_g); \quad p_s = \psi_s(f_s), \quad q_s = \rho_s(p_s).
\]
Since p.’s and q.’s are the representation of the same molecule but from different views, they should have enough similarity. Let \( \cos(p, q) \) denote the cosine similarity between p and q, i.e.,
\[
\cos(p, q) = (p^\top q) / (\|p\|_2 \|q\|_2).
\]
Following [14], the dual-view consistency loss is defined as
\[
\ell_{\text{dual}}(M_g, M_s; \varphi_g, \psi_g, \psi_s, \rho_g, \rho_s) = -\cos(q_s, SG(p_g)) - \cos(q_g, SG(p_s)).
\]
In Eqn. (2), SG(pg) means that the gradient is not applied to pg when back-propagating, and neither is SG(ps).

After pre-training, we can use the Transformer branch, the GNN branch or both for downstream tasks. According to our empirical study, for molecular prediction tasks, we recommend using the Transformer branch. Using both branches brings further improvement at the cost of larger model size.

### 3.3 Discussions

1. **Relation with co-training**: Considering there are two “views” in our method, people might be curious the relation with co-training, which also leveraged two views. Co-training [1] is a semi-supervised learning method that can be used to construct additional labeled data. The basic assumption to use co-training is that the features can be divided into two conditionally independent sets (i.e., views), where each set is sufficient to train a classifier. Each classifier provides the most confident predictions on the unlabeled data as the additional labeled data. In comparison, DMP is an algorithm which does not need the independent assumption. DMP provides a pre-trained model for downstream tasks instead of newly labeled data.

   In addition, there are some work leveraging multiple views for pre-training, but the views are usually from the same model instead of two heterogeneous ones (Transformer vs GNN). In [37], the two views are the outputs of a node-central encoder and an edge-central encode. In [17], the two views of a graph are the first-order neighbors and a graph diffusion. Those methods are significantly different from ours.

2. **Limitations of our method**: Our method has two limitations. First, there is a Transformer branch and a GNN branch in our method, which increases the training cost comparing with previous single-branch pre-training [3, 53]. How to design an efficient pre-training method is an interesting future direction. Second, in downstream tasks, we deal with all molecules using either the Transformer branch or the GNN branch. Recent studies show that a better solution is to use a meta-controller to dynamically determine which branch to use [59] [12] for an individual input. We will also explore this dynamic branch selection in future.

### 4 Experiments

In this section, first, we introduce the data and model architecture for pre-training. Second, we apply our pre-trained models to nine molecular property prediction tasks from MoleculeNet [55]. Next, we evaluate our method on three retrosynthesis tasks, including USPTO-50k with reaction type known/unknown and USPTO-full [49]. Finally, we visualize the representations of different pre-trained models for comparison.

#### 4.1 Pre-training

**Dataset** For pre-training, we choose two subsets from PubChem, one with 10M compounds which are the same as those in [53] [3], and the other with 100M compounds. We first use the RDKit toolkit to process the input. For the input of Transformer branch, we canonicalize SMILES sequences and

\[\text{https://github.com/rdkit/rdkit}\]
then tokenize the canonicalized SMILES using the same regular expression as [46]. For the input of the GNN branch, we convert the SMILES to molecular graphs using RDKit.

**Model Architecture** The Transformer branch is the same as the RoBERTa-base architecture, which consists of 12 layers. The hidden dimension, the dimension of the feed-forward layer, and the number of heads are 768, 3072 and 12, respectively. The GNN branch follows the DeeperGCN [31] backbone, which is a 12-layer network. The hidden dimension of the GNN branch is 384. The graph pooling function above the last layer is the concatenation of mean and max operations.

Following [2][4], the projection heads (i.e., $\psi_g$ and $\psi_s$) are 3-layer MLP networks, and the prediction heads (i.e., $\rho_g$ and $\rho_s$) are 2-layer MLP networks. All hidden layers in the MLPs are followed by the ReLU and BatchNorm [26], while the output layers are not.

**Optimization** Our model is optimized by Adam [29] algorithm with learning rate $5 \times 10^{-4}$, $\beta_1 = 0.9$, $\beta_2 = 0.98$, $\epsilon = 10^{-6}$. The weight decay is 0.01. The learning rate is warmed up in the first 10k update steps and then linearly decayed. All pre-training experiments are conducted on 8×V100 GPUs and the batch size is 12288 tokens. The gradients are accumulated for 16 times. The models are trained for 200k iterations.

### 4.2 Molecular property prediction

**Dataset** After pre-training, we first finetune our model on 6 datasets from MoleculeNet [55], a popular well-curated benchmark for molecular property prediction. Note that each dataset might be associated with multiple tasks. There are 44 tasks in total, and they cover a wide range of data volumes. On one hand, following [53], we use the official training, validation and test sets provided by DeepChem [5], whose performance is relatively stable and reproducible. On the other hand, to compare with [45, 32], we follow their ways to split the data and conduct another group of experiments. Specifically, we use scaffold splitter to generate the training (80%), validation (10%) and test (10%) sets with 3 different seeds. We compare with [45][32] on three classification and three regression tasks.

**Finetuning settings** Following [34][53], each task is independently finetuned. We explore finetuning on the Transformer branch, the GNN branch and both. The classification/regression head is a 2-layer MLP with tanh activation, which takes the representation of [CLS] (i.e., $f_s$) and/or the graph pooling over GNN (i.e., $f_g$) as input. Detailed hyper-parameters are left in Appendix A.2.

**Evaluation** Following [53], for classification tasks, we use the area under curve (AUC) of the receiver operating characteristic (ROC) curve as the evaluation metric. For regression tasks, we use the root mean square error (RMSE) or the mean absolute error (MAE) for evaluation depending on the previous work. For datasets containing more than one task, we report the average scores across all tasks. Each task is independently run for 3 times with different random seeds, and the mean and standard derivation of the performances are reported.

**Baselines** We compare our method with the following baselines:

1. We compare DMP with four methods without pre-training. Two of them are about applying Random Forest (RF) [21] and Support Vector Machine (SVM) [5] to molecular fingerprints. The other two are GNN-based method, D-MPNN [57] and MGCNN [36], which are specifically designed for molecular property prediction. We also compare our model with previous pre-training methods, including Hu et al. [23], MolCLR [33], GROVER [45] and MPG [32].

2. We train a standard Transformer and GNN using MLM only, which are denoted as TF (MLM) and GNN (MLM). TF (MLM) is an enhanced implementation of ChemBERTa [3], where we train models with more GPUs and larger batch size, and eventually obtain better results (see Appendix B.1 for more details). For GNN (MLM), we only mask the atoms randomly, without applying bond deletion and subgraph removal, which are left as future work. Also, we implement a variant of DMP, “DMP w/o MLM”, where we only use dual-view loss and do not use MLM.

3. To investigate the effectiveness of using two heterogeneous models, we implement another variants, where the two branches are both Transformer or both GNNs. The MLM loss and dual-view consistency loss are both applied. We randomly choose one branch for finetuning. Denote these variants as TF ($\times 2$) and GNN ($\times 2$).

[https://github.com/deepchem/deepchem](https://github.com/deepchem/deepchem)
we observe some improvement over using MLM only or dual-view consistency loss only. This is
TF and “GNN (×2) as an example. With MLM only or dual-view loss only, the accuracy is
GNNs. The results demonstrate the effectiveness of using pre-trained models.
baselines across different tasks, which leverage well-designed fingerprints or the specially designed
following observations:
mean and standard derivation are reported.

| Dataset # Molecules | BBBP | Tox21 | ClinTox | HIV | BACE | SIDER |
|--------------------|------|-------|---------|-----|------|-------|
| RF                 | 71.4 ± 0.0 | 76.9 ± 1.5 | 71.3 ± 5.6 | 78.1 ± 0.6 | 86.7 ± 0.8 | 68.4 ± 0.9 |
| SVM                | 72.9 ± 0.0 | 81.8 ± 1.0 | 66.9 ± 9.2 | 79.2 ± 0.0 | 86.2 ± 0.0 | 68.2 ± 1.3 |
| MGCN               | 85.0 ± 6.4 | 70.7 ± 1.6 | 63.4 ± 4.2 | 73.8 ± 1.6 | 73.4 ± 3.0 | 55.2 ± 1.8 |
| D-MPNN [57]        | 71.2 ± 3.8 | 68.9 ± 1.3 | 90.5 ± 5.3 | 75.0 ± 2.1 | 85.3 ± 5.3 | 62.2 ± 2.3 |
| Hu et al. [23]     | 70.8 ± 1.5 | 78.7 ± 0.4 | 78.9 ± 2.4 | 80.2 ± 0.9 | 85.9 ± 0.8 | 65.2 ± 0.9 |
| MolCLR [53]        | 73.6 ± 0.5 | **79.8 ± 0.7** | 93.2 ± 1.7 | 80.6 ± 1.1 | 89.0 ± 0.3 | 68.0 ± 1.1 |
| TF (MLM)           | 74.9 ± 0.6 | 77.6 ± 0.4 | 92.9 ± 0.5 | 80.2 ± 0.4 | 88.0 ± 0.5 | 68.4 ± 0.4 |
| TF (×2)            | 75.6 ± 0.7 | 77.1 ± 0.5 | 92.0 ± 0.8 | 80.4 ± 0.4 | 88.1 ± 0.5 | 68.2 ± 1.2 |
| DMP$_{TF}$ w/o MLM | 71.1 ± 0.4 | 75.7 ± 0.4 | 93.8 ± 0.7 | 79.1 ± 1.7 | 88.3 ± 0.7 | 68.1 ± 0.7 |
| DMP$_{TF}$         | 78.1 ± 0.5 | 78.8 ± 0.5 | **95.0 ± 0.5** | **81.0 ± 0.7** | **89.3 ± 0.9** | **69.2 ± 0.7** |
| GNN (MLM)          | 74.5 ± 0.3 | 74.8 ± 0.5 | 92.3 ± 0.7 | 78.5 ± 0.5 | 84.1 ± 0.4 | 67.0 ± 0.5 |
| GNN (×2)           | 74.1 ± 0.6 | 75.1 ± 0.3 | 92.8 ± 0.7 | 79.2 ± 0.9 | 85.1 ± 1.0 | 69.0 ± 0.4 |
| DMP$_{GNN}$        | 74.7 ± 0.2 | 76.7 ± 0.3 | 94.2 ± 0.4 | 79.5 ± 1.0 | 85.7 ± 0.8 | 68.4 ± 0.5 |
| TF (MLM) + GNN (MLM) | 76.1 ± 0.3 | 77.8 ± 0.8 | 94.0 ± 0.4 | 80.1 ± 0.4 | 87.5 ± 0.9 | 69.3 ± 0.9 |
| DMP$_{TF,GNN}$     | 77.8 ± 0.3 | 79.1 ± 0.4 | 95.6 ± 0.7 | 81.4 ± 0.4 | 89.4 ± 0.8 | 68.9 ± 0.6 |
| DMP$_{TF}$ (100M)  | 78.4 ± 0.3 | 79.0 ± 0.3 | 95.5 ± 0.2 | 81.1 ± 0.3 | 89.0 ± 0.3 | 70.0 ± 0.6 |
| DMP$_{GNN}$ (100M) | 75.2 ± 0.6 | 77.5 ± 0.6 | 94.7 ± 0.4 | 80.3 ± 0.5 | 86.3 ± 1.0 | 69.2 ± 0.5 |

| Dataset Metric | BBBP | SIDER | ClinTox | ESOL | QM7 | QM8 |
|----------------|------|-------|---------|------|-----|-----|
| Classification (Higher is better) | ROCAUC | ROCAUC | ROCAUC | RMSE | MAE | MAE |
| GROVER         | 0.940(0.019) | 0.658(0.023) | 0.944(0.021) | 0.831(0.025) | 72.6(3.8) | 0.0125(0.002) |
| MPG            | 0.922(0.012) | 0.661(0.007) | 0.969(0.028) | 0.741(0.017) | – | – |
| DMP$_{TF}$     | 0.945(0.020) | 0.695(0.011) | 0.969(0.007) | 0.700(0.004) | 69.6(3.3) | 0.0124(0.002) |

| Regression (Lower is better) | ESOL | QM7 | QM8 |
|------------------------------|------|-----|-----|
| RMSE | MAE | MAE |

Table 1: Test ROC-AUC (%) performance of different methods on 6 binary classification tasks from MoleculeNet benchmark. The training, validation and test sets are provided by DeepChem in advance. The first parts are cited from Wang et al. [53]. Each experiment is independently run for three times (with random seeds 0, 1, 2). The mean and standard derivation are reported.

Table 2: The performance comparison on molecular property prediction. The raw data is from [45].

**Results**
The results of the official test from DeepChem are shown in Table 1 and those of the test sets from GROVER [45] are in Table 2. After pre-training with DMP, denote the results finetuned from the Transformer branch and GNN branch as DMP$_{TF}$ and DMP$_{GNN}$ respectively. We have the following observations:

1. Compared with the previous supervised methods, DMP$_{TF}$ outperforms almost all previous baselines across different tasks, which leverage well-designed fingerprints or the specially designed GNNs. The results demonstrate the effectiveness of using pre-trained models.

2. As shown in the second and third parts of Table 1, both MLM loss and dual-view consistency loss help, no matter for the Transformer branch or GNN branch. Take the BBBP task of Transformer branch as an example. With MLM only or dual-view loss only, the accuracy is 74.9 and 71.1 respectively. After using both of them, the accuracy becomes 78.1. On the other hand, if we apply dual-view loss only, we find that in general, the results are slightly worse than using MLM only (see the row “DMP$_{TF}$ w/o MLM”).

3. If we apply our method to two Transformer branches or two GNN branches (i.e., the “TF (×2)” and “GNN (×2)” in Table 1), we can see the results is not good as our proposed DMP, although we observe some improvement over using MLM only or dual-view consistency loss only. This is consistent with our discovery in Figure 1 where the Transformer and GNN have complementary views towards processing molecules.

4. We empirically found that tuning on the Transformer branch is better than tuning on the GNN branch. Therefore, by default, we recommend using the Transformer branch. However, if we do not count for the number of parameters and use both branches for inference, the performances can be further improved (see the row “DMP$_{TF,GNN}$”), but not too much.

5. Compared with other pre-training methods, Hu et al. [23] and MolCLR, which have more sophisticated models or training strategy, DMP$_{TF}$ achieves the best performance on 5 out of 6 binary
classification tasks. Also, compared with two recent models, GROVER and MPG, DMP\textsubscript{TF} also outperforms them on classification and regression tasks (see Table 2). This shows that the joint pre-training of different views brings impressive benefit for molecular property prediction.

(6) We ensemble the TF (MLM) and GNN (MLM), where the two models are independently trained and finetuned, and their predictions are averaged. The results are denoted by the row “TF (MLM) + GNN (MLM)”. Our method DMP\textsubscript{TF} still significantly outperforms the ensemble baseline.

(7) Finally, we also pre-train on 100\text{M} compounds and then finetune on the downstream tasks. Compared to the results obtained by pre-training on 10\text{M} data, we observe improvement for both Transformer branch and GNN branch. We will explore how to effectively use more data in the future.

We compare the training time and parameters of different models. The statistics are reported in Table 3. DMP takes slightly longer training time than TF (MLM), (3.8 days v.s. 2.5 days), but achieves significant improvement over previous baselines.

|                  | # Parameters (M) | Training Time       |
|------------------|------------------|---------------------|
| GROVER large     | 100              | 250 Nvidia V100 × 2.5 days |
| MPG              | 53               | N/A                 |
| MolCLR [53]      | N/A              | 1 RTX 600 × 5 days  |
| TF (MLM)         | 87               | 8 Nvidia V100 × 2.5 days |
| TF (×2)          | 184.6            | 8 Nvidia V100 × 5 days |
| GNN (MLM)        | 7.4              | 8 Nvidia V100 × 1.7 days |
| GNN (×2)         | 23.6             | 8 Nvidia V100 × 2.8 days |
| DMP              | 104.1            | 8 Nvidia V100 × 3.8 days |

Table 3: Statistics of model parameters and training time.

4.3 Experiments on retrosynthesis

In addition to molecule classification, we also conduct experiments on molecule generation. Specifically, we choose the retrosynthesis task: Given a target molecule (i.e., product) which cannot be directly obtained, we want to identify several easily obtained molecules (i.e., reactants) that can synthesize the product.

Dataset: Following [6, 43, 56], we conduct experiments on two widely used datasets, USPTO-50K [33, 4] and USPTO-full [6, 56]. USPTO-50K consists of 50K reactions with 10 reaction types in total, and USPTO-full consists of 950K cleaned reactions from the USPTO 1976-2016 without reaction types. We use the data released by [6], where the training, validation and test has been split in advance and each part contains 80%, 10% and 10% of the total data respectively. For USPTO-50K, we work on two settings where the reaction type is given or not.

Network Architecture: We explore both the Transformer branch and the GNN branch.

For the Transformer branch, we implement three models for comparison: (i) the standard Transformer. Both the encoder and decoder have 6 layers, with 4 attention heads, embedding dimension 512 and feed-forward dimension 1024; (ii) We use the pre-trained model to initialize the encoder while the decoder remains the same as (i); (iii) Following [58], we fuse the pre-trained branch with Transformer, where each layer in the encoder and decoder attends to the output of pre-trained model in an attentive way.

For the GNN branch, we combine our method with GLN [6]. Specifically, we replace the GNN modules (i.e., the $g_1$ to $g_6$ in [6]) used in its released code (https://github.com/Hanjun-Dai/GLN) by our pre-trained GNN branch, while keep the remaining part unchanged. Denote this method as “GLN w/ DMP”. We also implement another variant of GLN, where the GNN modules are replaced with DeeperGCN [31] so as to verify the effectiveness of pre-training.

Evaluation Metrics: We evaluate the models by the top-$k$ exact match accuracy (briefly, top-$k$ accuracy), which verifies that given a product, whether one of the $k$ generated reactant sets exactly matches the ground truth reactant set, $k \in \{1, 3, 5, 10, 20, 50\}$. For all $k > 1$, we use beam search to generate the reactant sets, and rank them by log likelihoods.
### Results of Transformer-based Models

The results of the Transformer-based models are shown in Table 4. We first train the standard Transformer (denoted as “Transformer”), which achieves 42.3% top-1 accuracy on the unknown type setting. After initializing the encoder with pre-trained model, we observe that the accuracy drops to 39.6%. This is consistent with the discovery in [58], where simply applying initialization to sequence generation might not lead to good results.

After using the method in [58] (marked as DMP fusion), we found that our model brings improvement to retrosynthesis. Specifically, on USPTO-50k dataset, we improve the top-1 accuracy from 42.3% to 46.1% when the reaction type is unknown, and from 54.2% to 57.5% when the type is given. On average, DMP improves the standard Transformer by 2 ~ 3 points w.r.t. top-1 accuracy across all settings. Compared to a previous pre-trained model ChemBERTa [3] which is also used following [58], our method outperforms it by 2.2 and 1.1 on the above two settings, which demonstrates the superiority of DMP again. On the largest dataset, USPTO-full, our method also boosts the Transformer baseline by 2.1 points, setting a state-of-the-art results on USPTO-full. The comparisons of our method with previous methods are shown in Appendix B.3.

### Results of GNN-based Models

The results of combining the GNN branch and GLN are shown in Table 5. By combing GNN with our method, we achieved state-of-the-art results on these two tasks, which demonstrated the effectiveness of pre-training. By comparing with GLN w/ DeeperGCN, we can conclude that the improvement is brought by pre-training instead of different GNN modules.

| Methods              | Top-k accuracy (%) | 1    | 3    | 5    | 10   | 20   | 50   |
|----------------------|--------------------|------|------|------|------|------|------|
| Transformer          | 42.3               | 61.9 | 67.5 | 72.9 | 75.5 | 77.5 |
| Pre-trained model as Encoder | 39.6               | 55.3 | 59.1 | 63.2 | 66.0 | 68.6 |
| ChemBERTa [3] fusion | 43.9               | 62.2 | 68.0 | 73.1 | 75.4 | 77.0 |
| DMP fusion           | 46.1               | 65.2 | 70.4 | 74.3 | 76.1 | 77.5 |

| Methods              | Top-k accuracy (%) | 1    | 3    | 5    | 10   | 20   | 50   |
|----------------------|--------------------|------|------|------|------|------|------|
| Transformer          | 54.2               | 73.6 | 78.3 | 81.3 | 83.1 | 84.3 |
| ChemBERTa fusion     | 56.4               | 74.7 | 78.9 | 81.8 | 83.3 | 84.5 |
| DMP fusion           | 57.5               | 75.5 | 80.2 | 83.1 | 84.2 | 85.1 |

Table 4: Results of top-k exact match accuracy on retrosynthesis (Transformer-based models).

Table 5: Results of top-k exact match accuracy on retrosynthesis (GNN-based models).

### 4.4 Visualization of pre-trained representations

We visualize the pre-trained representations to verify whether they capture the scaffold information [24], which is used to represent the core structures of bioactive compounds. Intuitively, molecules
(a) GNN: DB Index 3.56
(b) Transformer: DB Index 3.59
(c) DMP: DB Index 2.19

Figure 3: Visualization of the representations learned by different models. Different colors indicate different scaffolds.

with the same scaffold share similar architectures, and therefore are expected to be close in the high-
level representation space. Following [32], we choose ten representative scaffolds (denoted as $S$) and then randomly select 200k compounds. For each compound whose scaffold lies in $S$, we obtain its three representations: one from GNN pre-training with MLM only, one from Transformer pre-
training with MLM only, and the third one from the Transformer branch of our DMP pre-training. We visualize the features through t-SNE [50] and the results are shown in Figure[3]. We find that for the representations obtained by GNN pre-training and Transformer pre-training, the molecules in different scaffolds are overlapped and mixed together (e.g., the green and purple nodes for GNN; the green and light blue nodes for Transformer). In contrast, for the representations obtained by DMP pre-training, the molecules in different scaffolds are well separated, which demonstrates that our DMP better captures the scaffold information. Quantitatively, in terms of the DB index [8] (the smaller, the better), which is a metric to evaluate the clustering results, DMP clearly outperforms GNN pre-training and Transformer pre-training.

5 Conclusions and future work

In this work, we proposed DMP, a novel molecule pre-training method that leverages dual views of molecules. The core idea of DMP is to maximize the consistency between the two representations extracted from two views, in addition to predicting masked tokens. We achieve state-of-the-art results on seven molecular property prediction tasks from MoleculeNet and three retrosynthesis tasks. For future work, first, we will combine with stronger GNN models, e.g. [45, 32]. Second, as discussed in Section 3.3, it is interesting to design a pre-training method that dynamically determines which view to use for a specific molecule instead of going through both views, so as to improve training efficiency. Finally, compressing the pre-trained model is another interesting topic.
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A Experiment Setup

A.1 Detailed configuration of the GNN branch

The GNN branch in DMP is a variant of DeeperGCN [31], which is stacked by 12 identical blocks. Each block consists of a batch normalization layer, a nonlinear layer and a graph convolutional layer sequentially, with a skip connection connected the input and the output. In each graph convolutional layer, each node will fuse its neighbor edge representations and its neighbor node representations with an aggregation layer. Specifically, in DMP, the aggregation layer is a concatenation of maximize, minimize and average pooling.

A.2 Finetuning hyperparameters

We summarize the finetuning hyperparameters in Table 6.

| Hyperparam          | Classification | Regression |
|---------------------|----------------|------------|
| Learning rate       | \{5e^{-5}, 1e^{-4}, 2e^{-4}\} | \{5e^{-5}, 1e^{-4}, 2e^{-4}\} |
| Batch Size          | \{8, 16, 32\}   | \{8, 16, 32\}   |
| Weight Decay        | \{0.1, 0.01\}   | \{0.1, 0.01\}   |
| Max Epochs          | 10              | 10          |
| Learning Rate Decay | Linear          | Linear      |
| Warmup ratio        | 0.06            | 0.06        |
| Dropout             | 0.1             | \{0.1, 0.2, 0.3\} |

Table 6: Hyperparameters for finetuning DMP.

A.3 Scaffolds

In Figure 4, we present the scaffolds used in Figure 3 of the main paper. The scaffolds are extracted using the command `rdkit.Chem.Scaffolds.MurckoScaffold.MurckoScaffoldSmiles` of the RDKit package.

![Figure 4: Ten scaffolds used in our visualization.](image)

B More experimental results

B.1 Comparison with ChemBERTa [3]

We compare our method with ChemBERTa [3] on two classification datasets, BBBP and HIV, which is also used in [3]. The results are summarized in Table 7, where TF (MLM) means that we pre-train a Transformer model using masked language modeling only, and DMP⇒TF means that we pre-train a Transformer using DMP. TF (MLM) is an enhanced implementation of ChemBERTa, where we train models with more GPUs and larger batch size, and eventually obtain better results. We can see that
Table 8: Results of top-k exact match accuracy on Retrosynthesis.

| Methods          | Top-k accuracy (%) |
|------------------|--------------------|
|                  | 1      | 3      | 5      | 10     | 20     | 50     |
| BBBP             | HIV    |        |        |        |        |        |
| GLN [6]          | 63.2   | 77.5   | 81.1   | 84.5   | 90.5   | 92.7   |
| GLN w/ DeeperGCN | 62.0   | 70.5   | 77.2   | 84.0   | 90.0   | 92.7   |
| GLN w/ DMP       | 52.1   | 68.8   | 76.1   | 84.0   | 89.0   | 90.0   |
| RetroSim         | 37.3   | 54.7   | 63.3   | 74.1   | 82.0   | 85.3   |
| NeuralSym        | 44.4   | 65.3   | 72.4   | 78.9   | 82.2   | 83.1   |
| ChemBERTa fusion | 43.9   | 62.2   | 68.0   | 73.1   | 75.4   | 77.0   |
| DMP fusion       | 46.1   | 65.2   | 70.4   | 74.3   | 76.1   | 77.5   |
| Pre-trained model as Encoder | 39.6   | 55.3   | 59.1   | 63.2   | 66.0   | 68.6   |
| Transformer      | 42.3   | 61.9   | 67.5   | 72.9   | 75.5   | 77.1   |

Table 7: Comparison with ChemBERTa.

We compare the results on retrosynthesis of existed works and our method in Table 8. The results of Retrosim and neuralsym are from [6]. On the three dataset, our method achieves the best result.

B.2 Comparison with contrastive learning

Considering dual-view loss is related to contrastive loss, we also explore a corresponding variant: given a molecule \( m \), the corresponding features from Transformer branch and GNN branch are denoted as \( f_s(m) \) and \( f_g(m) \) respectively. Given several other molecules \( m_1, m_2, \ldots, m_n \), \( f_g(m) \) should be similar to \( f_s(m) \) while dissimilar to \( f_s(m_1), \ldots, f_s(m_n) \), and \( f_s(m) \) should be dissimilar to \( f_g(m_1), \ldots, f_g(m_n) \). Such a variant achieves 77.1% and 94.5% ROC-AUC on BBBP and ClinTox dataset, respectively, and performs a little worse than DMP (78.1% and 95.0%).

B.3 Retrosynthesis

We compare the results on retrosynthesis of existed works and our method in Table 8. The results of Retrosim and neuralsym are from [6]. On the three dataset, our method achieves the best result.