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Abstract

Helmholtz decompositions of the elastic fields open up new avenues for the solution of linear elastic scattering problems via boundary integral equations (BIE) [Dong et al., Mathematics of Computation 90 (2021)]. The main appeal of this approach is that the ensuing systems of BIE feature only integral operators associated with the Helmholtz equation. However, these BIE involve non standard boundary integral operators that do not result after the application of either the Dirichlet or the Neumann trace to Helmholtz single and double layer potentials. Rather, the Helmholtz decomposition approach leads to BIE formulations of elastic scattering problems with Neumann boundary conditions that involve boundary traces of the Hessians of Helmholtz layer potential. As a consequence, the classical combined field approach applied in the framework of the Helmholtz decompositions leads to BIE formulations which, although robust, are not of the second kind. Following the regularizing methodology introduced in [Boubendir et al., SIAP 75 (2015)] we design and analyze novel robust Helmholtz decomposition BIE for the solution of elastic scattering that are of the second kind in the case of smooth scatterers in two dimensions. We present a variety of numerical results based on Nyström discretizations that illustrate the good performance of the second kind regularized formulations in connections to iterative solvers.
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1 Introduction

The extension of Boundary Integral Equation (BIE) based discretizations for the numerical solution of acoustic scattering problems (i.e. Helmholtz equations) to their elastic scattering problems (i.e. Navier equations) counterpart is thought to be more or less straightforward. A main challenge in the discretization of BIE formulations of various linear, constant coefficient PDEs is the use of quadratures that resolve the singularities of the associated Green’s functions. Typically, BIE for elastic scattering problems are based on the Navier Green’s function, which albeit more complicated than the Helmholtz Green’s function (not in the least because
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it involves two wave-numbers), exhibits the same integrable/weak singularity as the latter. Therefore, the Boundary Integral Operators associated with both PDEs feature weakly singular, singular, and hypersingular integral operators, and quadratures which resolve in a black box manner the singularities of Green’s functions and their derivatives are preferred for the numerical discretization of these operators. Amongst these types of quadratures we mention the $\delta$-BEM methods \cite{17,15,16,18} and the Density Interpolation Methods \cite{24}. On the other hand, other discretizations strategy such as the Kussmaul-Martensen singularity splitting Nyström methods can be extended from the Helmholtz to the Navier setting but require cumbersome modifications \cite{13,20}.

Recently a new BIE approach to elastic scattering problems shortcuts the need to use Navier Green’s functions and relies entirely on Helmholtz layer potentials \cite{22,31}. This approach is based on Helmholtz decompositions of elastic waves into compressional and shear waves, a manner which reduces the elastic scattering problem, at least in two dimensions, to the solution of two Helmholtz equations coupled by their boundary values on the scatterers. In three dimensions this approach leads to coupling the solution of a Helmholtz scattering problem to that of a Maxwell scattering problem \cite{23}. These recent contributions \cite{22,31} consider only single layer potential representations of Helmholtz fields and elastodynamic fields with Dirichlet boundary conditions on the boundary of the scatterers, and, therefore, the ensuing BIE are not robust for all frequencies. We extended the Helmholtz decomposition approach in two dimensions to Neumann boundary conditions as well as for combined field representations in \cite{21}. The extension of the Helmholtz decomposition approach to the Neumann case is nontrivial since it gives rise to non standard Boundary Integral Operators (BIOs) which arise from applications of boundary traces to Hessians of single and double layer Helmholtz potentials. More importantly, the BIE Helmholtz decomposition route is a viable approach to the solution of elastic scattering problems in as much as robust formulations are used. The goal of this paper is to derive and analyze such robust formulations, including some which are of the second kind in the case of smooth scatterers.

The most widely used strategy to deliver robust BIE formulations for the solution of time harmonic scattering problems is the combined field (CFIE) strategy \cite{7,9}. The analysis of such formulations relies on the Fredholm theory and the well posedness of Robin boundary value problems in bounded/interior domains. The analysis of the Fredholm property of the BIOs that arise in the combined field strategy in the Helmholtz decomposition framework for elastic scattering problems is a bit more delicate, as it requires the use of lower order terms in the asymptotic expansion in the pseudodifferential sense of the constitutive BIOs. The reason for this more involved analysis is the fact that the principal symbols of these operators (unlike the Helmholtz case) are defective, which was already remarked in \cite{22}. However, the ensuing CFIE feature pseudodifferential operators of order one (Dirichlet) and respectively two (Neumann) and as such are not ideal for iterative solutions since the spectra of these integral operators spread out to infinity.

In order to design integral formulations of the second kind for the solution of elastic scattering problems via the Helmholtz decomposition approach we employ the general methodology in \cite{6}. Using coercive approximations of Dirichlet to Neumann (DtN) operators, we construct certain regularizing operators that are approximations of the operators that map the boundary conditions in the Helmholtz decomposition approach to the Helmholtz Cauchy data on the boundary of the scatterer. The regularizing operators we consider, whose construction relies on the pseudodifferential calculus, are based on either square root Fourier multipliers or Helmholtz BIOs, and are straightforward to implement in existing discretizations methodologies for Helmholtz BIOs. More importantly, we prove that in the case of smooth scatterers the regularized formulations are robust and of the second kind, and we provide numerical evidence about the superior performance of these formulations over the combined field formulations with respect
to iterative solvers. Thus, we show in this paper that it is possible to construct BIE with
good spectral properties for the solution of the elastic scattering problems in two dimensions
via Helmholtz decompositions, making this approach a viable alternative to the recently intro-
duced BIE based on the Navier Green’s function [11, 12, 20, 8]. The extension of this approach
to three dimensional elastic scattering problem is currently ongoing.

The paper is organized as follows: in Section 2 we introduce the Navier equations in two
dimensions and we present the Helmholtz decomposition approach; in Section 3 we present the
trace for the gradient and Hessian of the boundary layer operators for Helmholtz equation. We
also review certain properties of Helmholtz BIOs with asymptotic expansions of in the pseu-
dodifferential sense. In Section 4 we analyze the nonstandard BIOs that arise in the Helmholtz
decomposition approach for Dirichlet (subsection 4.1) and Neumann (subsection 4.2) bound-
ary conditions. Finally, we present in Section 5 a variety of numerical results illustrating the
iterative behavior of solvers based on Nyström discretizations of the various BIE formulations
of the Helmholtz decomposition approach in the high frequency regime.

2 Navier equations

For any vector function $u = (u_1, u_2)^\top : \mathbb{R}^2 \to \mathbb{R}^2$ (vectors in this paper will be always regarded
as column vectors) the strain tensor in a linear isotropic and homogeneous elastic medium with
Lamé constants $\lambda$ and $\mu$ is defined as

$$
\epsilon(u) := \frac{1}{2}(\nabla u + (\nabla u)^\top) = \begin{bmatrix}
\frac{1}{2}(\partial_{x_1} u_1) & \frac{1}{2}(\partial_{x_1} u_2 + \partial_{x_2} u_1) \\
\frac{1}{2}(\partial_{x_1} u_2 + \partial_{x_2} u_1) & \partial_{x_2} u_2
\end{bmatrix}.
$$

The stress tensor is then given by

$$
\sigma(u) := 2\mu \epsilon(u) + \lambda (\operatorname{div} u) I_2
$$

where $I_2$ is the identity matrix of order 2 and the Lamé coefficients $\lambda$ and $\mu$ are assumed to
satisfy $\lambda, \lambda + 2\mu > 0$. The time-harmonic elastic wave (Navier) equation is

$$
\operatorname{div} \sigma(u) + \omega^2 u = \mu \Delta u + (\lambda + \mu) \nabla (\operatorname{div} u) + \omega^2 u = 0 \quad (2.1)
$$

where the frequency $\omega \in \mathbb{R}^+$ and the divergence operator $\operatorname{div}$ is applied row-wise. Notice that
the gradient operator is taken as a column vector operator for compatibility.

Considering a bounded domain $\Omega$ in $\mathbb{R}^2$ whose boundary $\Gamma$ is a closed smooth curve, we are
interested in solving the impenetrable elastic scattering problem in the exterior of $\Omega$, denoted
from now on as $\Omega^\circ$. That is, we look for solutions of the time-harmonic Navier equation that
satisfy the Kupradze radiation condition at infinity [2, 30]: if

$$
u_p := \frac{1}{k_p^2} \nabla \operatorname{div} u, \quad \nu_s := u - \nu_p = \overrightarrow{\operatorname{curl}} \overrightarrow{\operatorname{curl}} u \quad (2.2)
$$

$$
(\overrightarrow{\operatorname{curl}} \varphi := (\partial_{x_2} \varphi, -\partial_{x_1} \varphi), \overrightarrow{\operatorname{curl}} u := \partial_{x_1} u_2 - \partial_{x_2} u_1 \) \text{ are the vector and scalar curl, or rotational,}
$$

$$
\text{operator) with}

$$
k_p^2 := \frac{\omega^2}{\lambda + 2\mu}, \quad k_s^2 := \frac{\omega^2}{\mu} \quad (2.3)
$$

the associated pressure and stress wave-numbers, then

$$
\frac{\partial u_p}{\partial \overrightarrow{x}}(x) - i k_p u_p(x) = o\left(|x|^{-1/2}\right), \quad \frac{\partial u_s}{\partial \overrightarrow{x}}(x) - i k_s u_s(x) = o\left(|x|^{-1/2}\right), \quad \overrightarrow{x} := \frac{1}{|x|} x.
$$
On the boundary $\Gamma$ the solution $u$ of (2.1) satisfies either the Dirichlet boundary condition
$$u = f \quad \text{on } \Gamma$$
or the Neumann boundary condition
$$T u := \sigma(u)n = \lambda(\text{div } u)n + 2\mu(n \cdot \nabla)u - \mu(\text{curl } u)t = g \quad \text{on } \Gamma.$$
Here $n$ is the unit normal vector pointing outward and $t := -Qn$, $Q := \begin{bmatrix} 1 & 1 \\ -1 & 1 \end{bmatrix}$
the unit tangent field positively (counterclockwise if $\Gamma$ is simply connected) oriented. In the scattering applications we consider in this paper, the Dirichlet and Neumann data correspond the boundary values on $\Gamma$ of an incident field $u^{\text{inc}}$ which is a smooth solution of the Navier equations in the exterior domain; thus $f := -u^{\text{inc}}$ and $g := -T u^{\text{inc}}$ on $\Gamma$.

In view of (2.2) we can look for the fields $u$ in the form
$$u = \nabla u_p + \overrightarrow{\text{curl } u_s} \quad (2.4)$$
where $u_p$ and $u_s$ are respectively solutions of the Helmholtz equations in $\Omega^+$ with wave-numbers $k_p$ and $k_s$ fulfilling the radioactive, or Sommerfeld, condition at infinity (as consequence of the Kupradze condition).

In the case of Dirichlet boundary conditions, by taking the scalar product of the decomposition (2.4) with the orthogonal frame $(t, n)$ on $\Gamma$, it is straightforward to see that $u_p$ and $u_s$ must satisfy the following coupled boundary conditions
$$\begin{aligned}
\partial_n u_p + \partial_t u_s &= -u^{\text{inc}} \cdot n, \quad \text{on } \Gamma \\
\partial_t u_p - \partial_n u_s &= -u^{\text{inc}} \cdot t, \quad \text{on } \Gamma.
\end{aligned} \quad (2.5)$$

In the case of Neumann boundary conditions, the same approach described above combined with the identities
$$\begin{aligned}
\sigma[\nabla u_p] &= 2\mu \text{Hess } u_p + \lambda \Delta u_p I_2 = 2\mu \text{Hess } u_p - \lambda k_p^2 u_p I_2 \\
\sigma[\text{curl } u_s] &= -(2\mu \text{Hess } u_s - \mu \Delta u_s I_2)Q = -(2\mu \text{Hess } u_s + \mu k_s^2 u_s I_2)Q
\end{aligned}$$
where $\text{Hess} := \nabla \nabla^\top$ is the Hessian matrix operator, imply that $u_p$ and $u_s$ must satisfy the following coupled boundary conditions
$$\begin{aligned}
2\mu n^\top \text{Hess } u_p n - \lambda k_p^2 u_p n + 2\mu t^\top \text{Hess } u_s n &= -T u^{\text{inc}} \cdot n, \quad \text{on } \Gamma \\
2\mu t^\top \text{Hess } u_p n - 2\mu n^\top \text{Hess } u_s n - \mu k_s^2 u_s n &= -T u^{\text{inc}} \cdot t, \quad \text{on } \Gamma.
\end{aligned} \quad (2.6)$$

The goal of this paper is to develop robust BIE (Boundary Integral Equation) formulations for the solution of elastic scattering problems based on the Helmholtz decomposition approach in connection with the systems of boundary conditions (2.5) and respectively (2.6). The BIE we develop use Helmholtz potentials, for which reason we review certain properties of those next section.

**Remark 2.1** Throughout this article we will assume that $\Gamma$ is of length $2\pi$. This simplifies some of the following expressions. The modifications needed to cover the case of arbitrary length curves essentially consist of replacing the wave-number(s) $k$ (as well as $k_p$, $k_s$ and its complexifications $\tilde{k}_p$ and $\tilde{k}_s$ that we will introduce later) by $Lk/(2\pi)$, its characteristic length. We can see this either by adapting the analysis or by a simple scaling argument.
3 Helmholtz BIOs, gradient and Hessian calculations

For a given complex wave-number $k$ such that $\exists k \geq 0$ and a functional density $\varphi$ on the boundary $\Gamma$ we define the Helmholtz single and double layer potentials in the form

$$\text{SL}_k[\varphi](x) := \int_{\Gamma} \phi_k(x - y)\varphi(y)dy, \quad \text{DL}_k[\varphi](x) := \int_{\Gamma} \frac{\partial \phi_k(x - y)}{\partial n(y)}\varphi(y)dy, \quad x \in \mathbb{R}^2 \setminus \Gamma.$$  

Here $\phi_k(x) = \frac{i}{2}H_0^{(1)}(k|x|)$, with $H_0^{(1)}$ being the zeroth order Hankel function of the first kind [1, Ch. 9], is the fundamental solution of the Helmholtz equation.

The four BIOs (Boundary Integral Operators) of the Calderón’s calculus associated with the Helmholtz equation are defined by applying the exterior/interior Dirichlet and Neumann traces on $\Gamma$ (denoted in what follows by $\nu$) to the Helmholtz single and double layer potentials defined above via the classical relations [25, 32, 31]

$$\gamma^+ \text{SL}_k[\varphi] = V_k[\varphi], \quad \partial_n^+ \text{SL}_k[\varphi] = \mp \frac{1}{2} \varphi + K^+_k[\varphi],$$

$$\gamma^+ \text{DL}_k[\varphi] = \pm \frac{1}{2} \varphi + K_k[\varphi], \quad \partial_n^+ \text{DL}_k[\varphi] = W_k[\varphi],$$

where, for $x \in \Gamma$, the four Helmholtz BIOs are defined as

$$V_k[\varphi](x) := \int_{\Gamma} \phi_k(x - y)\varphi(y)dy, \quad K_k[\varphi](y) := \int_{\Gamma} \frac{\partial \phi_k(x - y)}{\partial n(x)}\varphi(y)dy,$$

$$K^+_k[\varphi]:=\int_{\Gamma} \frac{\partial \phi_k(x - y)}{\partial n(x)}\varphi(y)dy, \quad W_k[\varphi]:=\text{f.p.} \int_{\Gamma} \frac{\partial^2 \phi_k(x - y)}{\partial n(x)\partial n(y)}\varphi(y)dy, \quad (\text{"f.p." stands for finite part since the kernel of the operator is strongly singular})$$  

are respectively the single layer, double layer, adjoint double and hypersingular operator. The well-know jump relations, which can be extended to merely Lipschitz curves, are then simple byproducts:

$$[\gamma \text{SL}_k[\varphi]] := \gamma^+ \text{SL}_k[\varphi] - \gamma^- \text{SL}_k[\varphi] = 0, \quad [\partial_n^+ \text{SL}_k[\varphi]] := \partial_n^+ \text{SL}_k[\varphi] - \partial_n^- \text{SL}_k[\varphi] = \varphi,$$

$$[\gamma \text{DL}_k[\varphi]] := \gamma^+ \text{DL}_k[\varphi] - \gamma^- \text{DL}_k[\varphi] = \varphi, \quad [\partial_n^+ \text{DL}_k[\varphi]] := \partial_n^+ \text{DL}_k[\varphi] - \partial_n^- \text{DL}_k[\varphi] = 0.$$  

Here in what follows we will denote the action of Helmholtz layer potentials and their associated BIOs on functional densities defined on the boundary $\Gamma$ by bracketing the densities. Let $H^s(\Gamma)$ be the Sobolev space on $\Gamma$ of order $s$. It is well known then that, for smooth closed boundaries $\Gamma$,

$$K_k, K^+_k: H^s(\Gamma) \to H^{s+3}(\Gamma), \quad V_k: H^s(\Gamma) \to H^{s+1}(\Gamma), \quad W_k: H^{s+1}(\Gamma) \to H^s(\Gamma),$$

that is, the Helmholtz BIOs $K_k, K^+_k$ and $V_k, W_k$ are pseudodifferential operators of orders $-3, -1$ and 1 respectively [25, 31, 32, 15]. We will express these mapping properties of the Helmholtz BIOS in what follows in the succinct form

$$K_k, K^+_k \in \text{OPS}(−3), \quad V_k \in \text{OPS}(-1), \quad W_k \in \text{OPS}(1).$$

Having reviewed properties of Helmholtz BIOs that will be useful in what follows, we turn our attention to connecting the systems of boundary conditions (2.5) and (2.6) to the four Helmholtz BIOs of the Calderón calculus. In particular, since the boundary conditions (2.6) feature the Hessian operators, more involved calculations are necessary to express them via the classical four BIOs. We detail in what follows these derivations which are largely based on integration by parts techniques akin to those leading to Maue’s identity (3.15).
We will follow from now on the convention that for a vector function \( \varphi = (\varphi_1, \varphi_2)^\top \) and a pseudodifferential operator \( R \),
\[
R \varphi := (R\varphi_1, R\varphi_2)^\top.
\] (3.3)
The following identities will be used in the proofs of the next results
\[
\begin{align*}
\text{tt}^\top + \text{nn}^\top &= I_2, \\
\text{tt}^\top - \text{nn}^\top &= I_2 - 2\text{nn}^\top.
\end{align*}
\] (3.4)
(Notice in pass that the second one is just a reflection, a Householder matrix, about the \( t \) direction.) Finally, we define the signed curvature \( \kappa \) in the following manner
\[
\partial_t t = -\kappa\ n, \quad \partial_t n = \kappa\ t.
\] (3.5)

We will study now the exterior trace for the gradient of the single and double layer potentials. Although these results (Propositions 3.1 and 3.3) can be certainly found in the literature, we cite for example [29, 26, 27], we will prefer to present their proofs here for the sake of completeness and to prepare both the statements and the proofs themselves of the corresponding results for the Hessian matrix of the layer boundary potentials for which the authors were not able to find detailed proofs. Clearly very similar results can be derived for the interior traces with the same techniques but since our aim is the study of exterior problems, we omit the study of this case, leaving it as (a simple) exercise for the reader.

**Proposition 3.1** For any smooth closed curve sufficiently smooth,
\[
\gamma^+\nabla_\text{SL}_k[\varphi] = -\frac{1}{2} \varphi\ n + \nabla V_k[\varphi]
\] (3.6)
with for \( x \in \Gamma \)
\[
\nabla V_k[\varphi](x) := \text{p.v.} \int_{\Gamma} (\nabla \phi_k(x - y) \varphi(y)) \, dy
\]
\[
= n(x)\ K_k[\varphi](x) + t(x)\partial_t V_k[\varphi](x)
= V_k[\partial_t \varphi t](x) - K_k[\varphi\ n](x)
= -K_k[\varphi\ n](x) + V_k[\partial_t \varphi t](x) - V_k[\kappa\varphi\ n](x)
\] (3.7a)
where p.v. stands for “principal value” of the integral.

**Proof.** For \( x \in \Omega^+ \) sufficiently close to \( \Gamma \) extend
\[
n(x) = n(\hat{x}), \quad t(x) = t(\hat{x}), \quad x = \hat{x} + \varepsilon n(\hat{x}), \quad \hat{x} \in \Gamma
\]
with \( \varepsilon > 0 \) sufficiently small.

By (3.4)
\[
\nabla_x \phi_k(x - y) = (\nabla_x \phi_k(x - y) \cdot n(x))\ n(x) + (\nabla_x \phi_k(x - y) \cdot t(x))\ t(x)
\]
and therefore
\[
\nabla \text{SL}_k[\varphi](x) = \partial_n \text{SL}_k[\varphi](x)\ n(x) + (\nabla_x \text{SL}_k[\varphi](x) \cdot t(x)) t(x).
\] (3.8)
Alternatively,
\[
\nabla_x \phi_k(x - y) = - (\nabla_y \phi_k(x - y) \cdot t(y))\ t(y) - (\nabla_y \phi_k(x - y) \cdot n(y))\ n(y)
\]
which implies, after integration by parts,
\[
\nabla \text{SL}_k[\varphi](x) = \int_\Gamma \phi_k(x - y) \partial_t(y)(t(y)\varphi(y)) \, dy - \int_\Gamma (\nabla_y \phi_k(x - y) \cdot n(y)) \, n(y) \varphi(y) \, dy \\
= \text{SL}_k[\partial_t(\varphi(t)](x) - \text{DL}_k[\varphi n](x) \\
= \text{SL}_k[\partial_t(\varphi t)](x) - \text{SL}_k[\kappa \varphi n](x) - \text{DL}_k[\varphi n](x).
\]
\hspace{1cm} (3.9)
\hspace{1cm} (3.10)

Clearly, (3.7a) and (3.7b) follows now from the jump relations (3.1) applied to (3.8) and (3.9)-(3.10) respectively.

Recall the relations
\[
\nabla \times u \cdot n = \nabla u \cdot t = \partial_t u, \quad \nabla \times u \cdot t = -\nabla u \cdot n = -\partial_n u, \\
\nabla (\text{div } u) = \Delta u + \nabla \times \nabla \times u.
\]
\hspace{1cm} (3.11)

\((\Delta u \text{ is just, according to the convention (3.3), the vector laplacian})\) and
\[
\nabla \times (u v) = \nabla u \cdot Q v + u \nabla v.
\]
\hspace{1cm} (3.12)

**Lemma 3.2** It holds
\[
\nabla \text{DL}_k[\varphi](x) = k^2 \text{SL}_k[\varphi n] + \nabla \times \text{SL}_k[\partial_t \varphi].
\]
\hspace{1cm} (3.13)

**Proof.** Notice first
\[
\nabla_x ((\nabla_y \phi_k(x - y)) \cdot n(y)) = -\nabla_x (\text{div}_x (\phi_k(x - y) n(y))).
\]
The third identity in (3.11) implies then
\[
\nabla \text{DL}_k[\varphi](x) = -\int_\Gamma \Delta_x \phi_k(x - y)n(y)\varphi(y) \, dy \\
- \int_\Gamma \nabla \times _x (\nabla \phi_k(x - y)n(y))\varphi(y) \, dy \\
= k^2 \text{SL}_k[\varphi n](x) - \int_\Gamma \nabla \times _x \partial_t(y)\phi_k(x - y)\varphi(y) \, dy
\]
where we have made use that \(\phi_k\) is the fundamental solution of the Helmholtz equation along with the first identity in (3.11). The result follows now by integration by parts in the last integral.

**Proposition 3.3** It holds
\[
\gamma^+ \nabla \text{DL}_k[\varphi] = \frac{1}{2} \partial_t \varphi \, t + \nabla K_k[\varphi]
\]

where for \(x \in \Gamma\)
\[
\nabla K_k[\varphi](x) := \text{p.v.} \int_\Gamma \nabla_x \partial_n(y)\phi_k(x - y)\varphi(y) \, dy \\
= k^2 V_k[\varphi n](x) + \partial_t V_k[\partial_t \varphi](x) n(x) - K_k[\partial_t \varphi](x) t(x) \\
= W_k[\varphi](x) n(x) + (k^2 V_k[\varphi n](x) \cdot t(x) - K^+_k[\partial_t \varphi](x)) t(x). \hspace{1cm} (3.14a)
\]
\hspace{1cm} (3.14b)
Proof. From Lemma 3.2 we derive
\[
\gamma^+(t \cdot \nabla DL_k[\varphi]) = \gamma^+(k^2 t \cdot SL_k[\varphi \cdot n] + t \cdot \nabla \nabla L_k[\partial_t \varphi]) \\
= \gamma^+(k^2 t \cdot SL_k[\varphi \cdot n] - n \cdot \nabla SL_k[\partial_t \varphi]) \\
= k^2 t \cdot V_k[\varphi \cdot n] - K_k^\top [\partial_t \varphi] + \frac{1}{2} \partial_t \varphi \\
\gamma^+(n \cdot \nabla DL_k[\varphi]) = \gamma^+(k^2 n \cdot SL_k[\varphi \cdot n] + t \cdot \nabla SL_k[\partial_t \varphi]) = k^2 n \cdot V_k[\varphi \cdot n] + \partial_t V_k[\partial_t \varphi].
\]
Alternatively,
\[
\gamma^+(n \cdot \nabla DL_k[\varphi]) = \partial_n DL_k[\varphi] = W_k[\varphi].
\]
Using (3.4) the proof is finished. \hfill \box

In order to further clarify certain notations we used in the proof of Proposition 3.3 whereby normals/tangents appear to act both on the left and on the right of integral operators, we specify for instance that the double action integral operator \( n \cdot V_k[\varphi \cdot n] \) is understood as
\[
(n \cdot V_k[\varphi \cdot n])(x) = n(x) \cdot \int \phi_k(x-y)\varphi(y)n(y)\,dy = \int \phi_k(x-y)\varphi(y)n(x) \cdot n(y)\,dy.
\]
The other integral operators that feature such double action patterns are to be understood in the similar manner. In other words, we have adopted the following convention that will be used hereafter: for \( L \) a scalar operator, \( d = (d_1, d_2)^\top \) a vector function,
\[
L[\varphi d] = \left[ L[d_1 \varphi] \quad L_k[d_2 \varphi] \right]^\top.
\]

We mention that as byproduct of Proposition 3.3 the well-known Maue identity (cf. [32 Ch. 9], [29 Ch. 7] or [31 Ch. 2]) has been derived for the hypersingular operator:
\[
W_k[\varphi] = \partial_t V_k[\partial_t \varphi] + k^2 n \cdot V_k[\varphi n]. \tag{3.15}
\]

We consider next Dirichlet and Neumann traces of the Hessian for the Helmholtz single and double layer operators which play a major role in the Helmholtz decomposition approach for the two dimensional Navier equations with Neumann boundary conditions. Before stating the result, let us clarify the notation that will be used:
\[
\nabla L_k[\varphi d^\top] := \begin{bmatrix} \nabla L_k[\varphi d_1] \\ \nabla L_k[\varphi d_2] \end{bmatrix}, \quad L_k \in \{V_k, K_k\}, \quad d = (d_1, d_2)^\top \in \{n, t\}.
\]
(Recall that the gradient operator \( \nabla \) is always understood in this paper as a column vector). Consequently, \( \nabla L_k[\varphi d^\top] \) is a \( 2 \times 2 \) block matrix operator.

\textbf{Theorem 3.4} It holds
\[
\begin{align*}
\gamma^+(\text{Hess SL}_k[\varphi]) &= -\frac{1}{2} \partial_t \varphi (nt^\top + tn^\top) - \frac{1}{2} \kappa \varphi (I_2 - 2nn^\top) \\
&\quad + \nabla V_k[\partial_t \varphi t^\top] - \nabla V_k[\kappa \varphi n^\top] - \nabla K_k[\varphi n^\top] \tag{3.16} \\
\gamma^+(\text{Hess DL}_k[\varphi]) &= \frac{1}{2} \partial_t^2 \varphi (I_2 - 2nn^\top) - \frac{1}{2} \kappa \partial_t \varphi (nt^\top + tn^\top) - \frac{1}{2} k^2 \varphi nn^\top \\
&\quad + k^2 \nabla V_k[\varphi n^\top] + \nabla V_k[\partial_t^2 \varphi t^\top] + \nabla V_k[\kappa \partial_t \varphi t^\top] + \nabla K_k[\partial_t \varphi t^\top]. \tag{3.17}
\end{align*}
\]

\textbf{Proof.} Let us point out first that with the notation \( \nabla^\top u = (\nabla u)^\top \), we can write the Hessian as \( \text{Hess} u = \nabla^\top \nabla u \). This identity will be used profusely in this proof. Hence, we start from the identity
\[
\nabla^\top SL_k[\varphi](x) = SL_k[\partial_t \varphi t^\top](x) - SL_k[\kappa \varphi n^\top](x) - DL_k[\varphi n^\top](x).
\]
A scalar operator, and

For the next theorem, the following clarification for the notation might be needed: if $L$ is a vector calculus identity
\[
\nabla \text{curl} = Q \nabla \mathbf{n}
\]

Then (3.16) follows now from (3.4).

The result follows from the relations $Q = \nabla \mathbf{n}$ and $\text{curl} \mathbf{n} = 0$.

To prove (3.17) we start from Lemma 3.2 which implies, using the vector calculus identity
\[
\nabla \mathbf{V} = W_k[\mathbf{\phi}] = \partial_t V_k[\mathbf{\phi}] + k^2 \mathbf{n} \cdot V_k[\mathbf{\phi} \mathbf{n}]
\]

Proposition 3.1 for the first term in the Hessian of the double layer identity above and formula (3.16) for the second term in the same equation imply
\[
\gamma^+ \text{Hess} \left[ \mathbf{\phi} \right] = - \frac{1}{2} k^2 \varphi \mathbf{n} \mathbf{n}^\top + k^2 \nabla V_k[\mathbf{\phi} \mathbf{n}^\top]
\]
\[
+ \left( - \frac{1}{2} \partial_t^2 \varphi (\mathbf{n} \mathbf{t}^\top + \mathbf{t} \mathbf{n}^\top) - \frac{1}{2} k \partial_t \varphi (\mathbf{I}_2 - 2 \mathbf{n} \mathbf{n}^\top) \right) \mathbf{Q}^\top.
\]

The result follows from the relations $Q \mathbf{n} = - \mathbf{t}$, $Q \mathbf{t} = \mathbf{n}$.

We will summarize the results proven in this section in a way that will be used in both the analysis and implementation of the numerical algorithms. Let us point out that these expressions are one of the possible forms, stemming from the different expressions for the trace of the Hessians for the single and double layer operators, derived from Theorem 3.4 and Propositions 3.1 and 3.3.

**Theorem 3.5** It holds
\[
\partial_n \text{SL}_k[\mathbf{\phi}] = \gamma^+ (\nabla \text{SL}_k[\mathbf{\phi}]) \cdot \mathbf{n} = - \frac{1}{2} \varphi + K^T_k[\mathbf{\phi}]
\]
\[
\partial_t \text{SL}_k[\mathbf{\phi}] = \gamma^+ (\nabla \text{SL}_k[\mathbf{\phi}]) \cdot \mathbf{t} = \partial_t V_k[\mathbf{\phi}]
\]

and
\[
\partial_n \text{DL}_k[\mathbf{\phi}] = \gamma^+ (\nabla \text{DL}_k[\mathbf{\phi}]) \cdot \mathbf{n} = W_k[\mathbf{\phi}] = \partial_t V_k[\partial_t \mathbf{\phi}] + k^2 \mathbf{n} \cdot V_k[\mathbf{\phi} \mathbf{n}]
\]
\[
\partial_t \text{DL}_k[\mathbf{\phi}] = \gamma^+ (\nabla \text{DL}_k[\mathbf{\phi}]) \cdot \mathbf{t} = \frac{1}{2} \partial_t \varphi + k^2 V_k[\mathbf{\phi} \mathbf{n}] \cdot \mathbf{t} - K^T_k[\partial_t \mathbf{\phi}].
\]

For the next theorem, the following clarification for the notation might be needed: if $L$ is a scalar operator, and $A = (a_{ij})$ a $2 \times 2$ matrix function, $L[\mathbf{\phi} \mathbf{A}]$ is the matrix operator given by
\[
L[\mathbf{\phi} \mathbf{A}] := \begin{bmatrix} L[a_{11} \mathbf{\phi}] & L[a_{12} \mathbf{\phi}] \\ L[a_{21} \mathbf{\phi}] & L[a_{22} \mathbf{\phi}] \end{bmatrix}.
\]
Theorem 3.6 For the trace of the Hessian matrix of the single layer boundary potential it holds
\[ \gamma^+ n^\top (\text{Hess} SL_k[\varphi]) n = -\gamma^+ t^\top (\text{Hess} SL_k[\varphi]) t - k^2 V_k[\varphi] \]
\[ = \frac{1}{2} \kappa \varphi + n \cdot \left( K_k^\top [\partial_t \varphi t] - K_k^\top [\kappa \varphi n] - W_k[\varphi n] \right) \]
\[\gamma^+ t^\top (\text{Hess} SL_k[\varphi]) t = -\gamma^+ n^\top (\text{Hess} SL_k[\varphi]) n - k^2 V_k[\varphi] \]
\[ = -\frac{1}{2} \kappa \varphi + t \cdot \left( \partial_t V_k[\varphi t] - \partial_t V_k[\kappa \varphi n] - k^2 V_k[\varphi nn^\top] t + K_k^\top [\partial_t \varphi n] + K_k^\top [\kappa \varphi t] \right) \]
\[\gamma^+ n^\top (\text{Hess} SL_k[\varphi]) n = \gamma^+ t^\top (\text{Hess} SL_k[\varphi]) t = \gamma^+ t^\top (\text{Hess} SL_k[\varphi]) n \]
\[ = -\frac{1}{2} \partial_t \varphi + n \cdot \left( \partial_t V_k[\varphi t] - \partial_t V_k[\kappa \varphi n] - k^2 V_k[\varphi nn^\top] t + K_k^\top [\partial_t \varphi n] + K_k^\top [\kappa \varphi t] \right) \]
\[ = -\frac{1}{2} \partial_t \varphi + t \cdot \left( K_k^\top [\partial_t \varphi t] - K_k^\top [\kappa \varphi n] - W_k[\varphi n] \right). \]

Similarly, for the trace of the Hessian matrix of the double layer potential we have
\[ \gamma^+ n^\top (\text{Hess} DL_k[\varphi]) n = -\gamma^+ t^\top (\text{Hess} DL_k[\varphi]) t - k^2 \left( \frac{1}{2} \varphi + K_k[\varphi] \right) \]
\[ = -\frac{1}{2} \partial_t^2 \varphi - \frac{1}{2} k^2 \varphi + n \cdot \left( k^2 K_k^\top [\varphi n] + K_k^\top [\partial_t^2 \varphi n] \right. \]
\[ + \left. K_k^\top [\kappa \partial_t \varphi t] + W_k[\partial_t \varphi t] \right) \]
\[\gamma^+ t^\top (\text{Hess} DL_k[\varphi]) t = -\gamma^+ n^\top (\text{Hess} DL_k[\varphi]) n - k^2 \left( \frac{1}{2} \varphi + K_k[\varphi] \right) \]
\[ = \frac{1}{2} \partial_t^2 \varphi + t \cdot \left( k^2 \partial_t V_k[\varphi n] + \partial_t V_k[\partial_t^2 \varphi n] + \partial_t V_k[\kappa \varphi t] \right. \]
\[ + \left. k^2 V_k[\partial_t \varphi tt^\top] t - K_k^\top [\partial_t^2 \varphi t] + K_k^\top [\kappa \partial_t \varphi n] \right) \]
\[\gamma^+ n^\top (\text{Hess} DL_k[\varphi]) t = \gamma^+ t^\top (\text{Hess} DL_k[\varphi]) n \]
\[ = -\frac{1}{2} \kappa \partial_t \varphi + n \cdot \left( k^2 \partial_t V_k[\varphi n] + \partial_t V_k[\partial_t^2 \varphi n] + \partial_t V_k[\kappa \varphi t] \right. \]
\[ + \left. k^2 V_k[\partial_t \varphi tt^\top] t - K_k^\top [\partial_t^2 \varphi t] + K_k^\top [\kappa \partial_t \varphi n] \right) \]
\[ = -\frac{1}{2} \kappa \partial_t \varphi + t \cdot \left( k^2 K_k^\top [\varphi n] \right. \]
\[ + \left. K_k^\top [\partial_t^2 \varphi n] + K_k^\top [\kappa \partial_t \varphi t] + W_k[\partial_t \varphi t] \right). \]

Proof. It is consequence of the expressions we have derived for the trace of the Hessians of the single and double layer operator in Theorem 3.4 combined with Proposition 3.1 and 3.14b in Proposition 3.3.

Notice also that we have used that if \( u \) solves the Helmholtz equation with wave-number \( k \) then
\[ n^\top \text{Hess} \ u \ n + t^\top \text{Hess} \ u \ t = \text{Tr}(\text{Hess} \ u) = \Delta u = -k^2 u \]
where Tr(A) denotes the trace of the matrix A. \( \square \)

To conclude this section we will write the principal part of the normal and tangential derivatives for the layer potentials in terms of two basic pseudodifferential operator: powers of the tangential derivative and the Hilbert transform. Hence, let us denote
\[ D = \partial_t : H^s(\Gamma) \to H^{s-1}(\Gamma), \quad D_{-1} := D^\top : H^s(\Gamma) \to H^{s+1}(\Gamma) \]
the tangential derivative and its pseudoinverse. We will keep this double notation, $D$ and $\partial_t$, for the
tangential derivative, favouring the former when dealing with expansions of the boundary operators.

We will define the integer powers of $D$ in the natural way: with $r \in \mathbb{N}$, set

$$D^r := D^r, \quad D^{-r} := (D^{-1})^r, \quad D_0 := D^rD^{-r}.$$ 

Clearly,

$$D^rD^s = D^{r+s}, \quad D_0\varphi = \varphi - J\varphi, \quad \text{with } J\varphi := \frac{1}{2\pi} \int_{\Gamma} \varphi.$$

On the other hand, let $H : H^s(\Gamma) \to H^s(\Gamma)$ be the Hilbert transform or Hilbert singular operator
(cf. [34, Ch. 5], [29, Ch. 7]) given by

$$(H\varphi)(x(t)) = -\frac{1}{2\pi} \text{p.v.} \int_{0}^{2\pi} \cot \left( \frac{t - \tau}{2} \right) \varphi(x(\tau)) d\tau + iJ\varphi$$

$$= i \left[ \hat{\varphi}(0) + \sum_{n \neq 0} \text{sign}(n) \hat{\varphi}(n)e_n(t) \right],$$

where $x : \mathbb{R} \to \Gamma$ is (a) 2$\pi$–periodic arc-length parameterization, cf. Remark 2.1 positively
oriented of $\Gamma$ and

$$\hat{\varphi}(n) := \frac{1}{2\pi} \int_{0}^{2\pi} \varphi(x(\tau))e_n(\tau) d\tau, \quad e_n(\tau) := \exp(in\tau), \quad n \in \mathbb{Z}$$

the Fourier coefficients of $\varphi \circ x$. Clearly $H^2 = -I$. The operators $D_r$ can be also written in the
Fourier basis:

$$(D_r\varphi)(x(t)) = \sum_{n \neq 0} (in)^r \hat{\varphi}(n)e_n(t)$$

which as byproduct shows that

$$HD_r = D_rH.$$

Furthermore, since for any smooth function $a : \Gamma \to \mathbb{C}$, $H a - a H$ can be written as an
integral operator with smooth kernel we can conclude that $a H$ and $H a$ differ in a smoothing
operator. The notation, which will be extensively used from now on,

$$A_1 = A_2 + \text{OPS}(r) \iff A_1 - A_2 \in \text{OPS}(r)$$

allows us to simply write

$$aH = Ha + \text{OPS}(-\infty), \quad aD_r = D_ra + \text{OPS}(r-1).$$

The last two results of this section detail how the normal and tangential derivatives of the
boundary layer operators can be expanded in terms of these basic operators. Hence,

The following result is then consequence of this Theorem and Theorem 3.5–3.6 and Theorem A.5 in the appendix.

**Proposition 3.7** It holds

$$\gamma^+ \nabla_{\text{SL}k} \cdot \mathbf{n} = -\frac{1}{2} I - \frac{1}{2} \kappa k^2 D_{-3}H + \text{OPS}(-4), \quad (3.19)$$

and

$$\gamma^+ \nabla_{\text{DL}k} \cdot \mathbf{n} = \frac{1}{2} HD + \frac{1}{4} k^2 H D_{-1} + \text{OPS}(-3), \quad (3.20)$$
Proposition 3.8 It holds

\[ \gamma^+ n^\top \text{Hess SL}_k n = -\frac{1}{2} DH + \frac{1}{2} \kappa I - \frac{k^2}{4} HD_{-1} + \text{OPS}(-3), \]

\[ \gamma^+ t^\top \text{Hess SL}_k t = \frac{1}{2} DH - \frac{1}{2} \kappa I - \frac{k^2}{4} HD_{-1} + \text{OPS}(-3), \]

\[ \gamma^+ t^\top \text{Hess SL}_k n = \gamma^+ n^\top \text{Hess SL}_k t \]

\[ = -\frac{1}{2} D\varphi - \frac{1}{2} \kappa H - \frac{k^2 \kappa}{4} D_{-2} H + \text{OPS}(-3), \]

and

\[ \gamma^+ n^\top \text{Hess DL}_k n = -\frac{1}{2} D_2 - \frac{1}{2} \kappa HD - \frac{1}{2} \kappa I - \frac{k^2}{4} \kappa HD_{-1} + \text{OPS}(-2), \]

\[ \gamma^+ t^\top \text{Hess DL}_k t = \frac{1}{2} D_2 + \frac{1}{2} \kappa HD + \frac{k^2}{4} \kappa HD_{-1} + \text{OPS}(-2), \]

\[ \gamma^+ t^\top \text{Hess DL}_k n = \gamma^+ n^\top \text{Hess DL}_k t \]

\[ = \frac{1}{2} HD_2 - \frac{1}{2} \kappa D + \frac{k^2}{4} H + \text{OPS}(-2). \]

4 Boundary integral formulations

From now on, and to alleviate the notation, we will use “p” and “s” in subscripts to refer to \( k_p \) and \( k_s \), the pressure and stress wave-numbers so that

\[ \text{SL}_p = \text{SL}_{k_p}, \quad \text{SL}_s = \text{SL}_{k_s}, \quad \text{DL}_p = \text{DL}_{k_p}, \quad \text{DL}_s = \text{DL}_{k_s}, \]

and similarly for the associated BIOs. In what follows the operator matrix

\[ \mathcal{H}_0 := \begin{bmatrix} I & -H \\ -H & -I \end{bmatrix} \in \text{OPS}(0) \]

will play an essential role. Notice that \( \mathcal{H}_0 \) is nilpotent of index 2, i.e., \( \mathcal{H}_0^2 = 0 \).

We note also that the matrix operator

\[ \begin{bmatrix} a_{11} I & a_{12} H \\ a_{12} H & a_{22} I \end{bmatrix} \in \text{OPS}(0) \]

(4.1a)

with \( a_{ij} \in \mathbb{C} \) is invertible if and only if

\[ \det \begin{bmatrix} a_{11} & a_{21} \\ a_{12} & a_{22} \end{bmatrix} = a_{11}a_{22} + a_{12}a_{21} \neq 0 \]

(4.1b)

and that the inverse is given by

\[ \frac{1}{a_{11}a_{22} + a_{12}a_{21}} \begin{bmatrix} a_{22} I & -a_{12} H \\ -a_{21} H & a_{11} I \end{bmatrix}. \]

(4.1c)

In particular, this also implies that \( \mathcal{H}_0 \) is not invertible.

For any matrix \( \mathcal{A} \) and scalar operator \( B \) with

\[ \mathcal{A} = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, \]
we will denote
\[ AB = A \otimes B = \begin{bmatrix} A_{11}B & A_{12}B \\ A_{21}B & A_{22}B \end{bmatrix}, \quad BA = B \otimes A = \begin{bmatrix} BA_{11} & BA_{12} \\ BA_{21} & BA_{22} \end{bmatrix}. \]
Clearly, if \( a_{ij} \in \mathbb{C} \),
\[ \begin{bmatrix} a_{11}I & a_{12}H \\ a_{12}H & a_{22}I \end{bmatrix} D_r H = D_r H \begin{bmatrix} a_{11}I & a_{12}H \\ a_{12}H & a_{22}I \end{bmatrix}. \]
We will work in this section with Fourier multiplier, or diagonal, scalar and matrix operator,
\[(A_0 \varphi) \circ x = \sum_{n \in \mathbb{Z}} \hat{A}_0(n) \hat{\varphi}(n) e_n, \quad (A_0 \varphi) \circ x := \sum_{n \in \mathbb{Z}} \hat{A}_0(n) \begin{bmatrix} \hat{\varphi}_1(n) \\ \hat{\varphi}_2(n) \end{bmatrix} e_n\]
where \( \hat{A}_0(n) \in \mathbb{C} \) and the \( 2 \times 2 \) complex matrix \( \hat{A}_0(n) \) are the so-called symbol of \( A_0 \) and \( A_0 \). Besides, \( e_n \) and \( x \) are the complex exponential and the (or an) arc-length parameterization of the curve such as it was introduced in (3.18).
Therefore we can write
\[(H_0 \varphi)(x(\cdot)) = \begin{bmatrix} 1 & -i \\ -i & 1 \end{bmatrix} \begin{bmatrix} \hat{\varphi}_1(0) \\ \hat{\varphi}_2(0) \end{bmatrix} + \sum_{n \neq 0} \begin{bmatrix} 1 & -i \text{sign}(n) \\ -i \text{sign}(n) & 1 \end{bmatrix} \begin{bmatrix} \hat{\varphi}_1(n) \\ \hat{\varphi}_2(n) \end{bmatrix} e_n.\]
Clearly \( A, A \in \text{OPS}(m) \), that is
\[ A_0 : H^s(\Gamma) \to H^{s-m}(\Gamma), \quad A_0 : H^s(\Gamma) \times H^s(\Gamma) \to H^{s-m}(\Gamma) \times H^{s-m}(\Gamma) \]
are continuous for any \( s \) provided that, respectively,
\[ |\hat{A}_0(n)| \leq C(1 + |n|)^m, \quad \|\hat{A}_0(n)\|_2 \leq C(1 + |n|)^m \]
with \( C \) independent of \( n \). Injectivity for matrix, respectively scalar, operator is equivalent to \( \hat{A}_0(n) \)–invertibility, respectively \( |\hat{A}(n)| \neq 0 \) for all \( n \). Finally, \( \hat{A}_0^{-1}(n) \) and \( \hat{A}_0^{-1}(n) \) are the principal symbols of the operators \( A_0^{-1} \) and \( A_0^{-1} \).
Finally, for any continuous operator \( A : H^s(\Gamma) \to H^{s-m}(\Gamma), s \in \mathbb{R} \) and for integer value \( m \), we will say that a Fourier multiplier, or diagonal, operator \( A_0 \) is the (or a) principal symbol of \( A \) if \( A - A_0 \in \text{OPS}(m - 1) \). We will then write
\[ \text{PS}(A) = A_0. \]
Similarly, a matrix Fourier multiplier \( A_0 \) is a principal symbol of \( A : H^s(\Gamma) \times H^s(\Gamma) \to H^{s-m}(\Gamma) \times H^{s-m}(\Gamma) \), and we will write
\[ \text{PS}(A) = A_0. \]
if \( A - A_0 \in \text{OPS}(m - 1) \). It is a well known fact in the Theory of pseudodifferential operators that a principal symbol for \( A^{-1} \), respectively \( A^{-1} \), is given by \( \text{PS}(A)^{-1} \), respectively \( \text{PS}(A)^{-1} \).

### 4.1 Dirichlet problem

#### 4.1.1 Combined formulations

If we look for combined field representations of the Helmholtz fields \( u_p \) and \( u_s \) defined in equation (2.4) satisfying the system of boundary conditions (2.5) in the form
\[ u_p = DL_p[\varphi_p] - ik SL_p[\varphi_p] \quad u_s = DL_s[\varphi_s] - ik SL_s[\varphi_s], \quad k > 0 \quad (4.2) \]
the results in Theorem 3.5 led to the Combined Field Integral Equation (CFIE) formulation
\[
(A_{DL} - ikA_{SL}) \begin{bmatrix} \varphi_p \\ \varphi_s \end{bmatrix} = - \begin{bmatrix} u^{inc} \cdot n \\ u^{inc} \cdot t \end{bmatrix}
\]

in terms of the matrix \( A_{DL} \)
\[
A_{DL} = \begin{bmatrix}
\frac{1}{2} \partial_t + k_p^2 t \cdot V_p[n] - K_p^T [\partial_t] & \frac{1}{2} \partial_t + k_p^2 t \cdot V_s[n] - K_s^T [\partial_t] \\
-W_s & -W_s
\end{bmatrix}
\]

and \( A_{SL} \)
\[
A_{SL} = \begin{bmatrix}
-\frac{1}{2} I + K_p^T & \partial_t V_s \\
\partial_t V_p & \frac{1}{2} I - K_s
\end{bmatrix} = -\frac{1}{2} \mathcal{H}_0 - \frac{1}{4} \begin{bmatrix} k_p^2 & -k_s^2 \\
-k_p^2 & k_s^2
\end{bmatrix} \mathcal{H}_2 + \text{OPS(-3)}.
\]

(The expansions above for \( A_{DL} \) and \( A_{SL} \) are direct consequences of Proposition 3.7) Let us clarify that in the expression above, \( t \cdot V_s[n] \) (similarly for \( t \cdot V_p[n] \)) is
\[
(t \cdot V_s[n])[\varphi](x) = t(x) \cdot V_s[n] \varphi(x)
\]

with \( \cdot \) denoting the inner product (and so \( V_s \) is applied to two-components vector).

We then have
\[
A_{CFIE} := A_{DL} - ikA_{SL} = \frac{1}{2} [\mathcal{H} D + ik] \mathcal{H}_0 + \frac{1}{4} \begin{bmatrix} k_p^2 & -k_s^2 \\
-k_p^2 & k_s^2
\end{bmatrix} \mathcal{H}_2 + \text{OPS(-2)}.
\]

**Theorem 4.1** The \( A_{CFIE} \) defined in equation (4.5) enjoys the property \( A_{CFIE}^2 \in \text{OPS(0)} \) and is invertible.

**Proof.** Clearly
\[
A_{CFIE}^2 = \frac{1}{4} [\mathcal{H} D + ik] \mathcal{H}_0]^2 - \frac{1}{8} \begin{bmatrix} k_p^2 & -k_s^2 \\
-k_p^2 & k_s^2
\end{bmatrix} \mathcal{H}_0 - \frac{1}{8} \mathcal{H}_0 \begin{bmatrix} k_p^2 & -k_s^2 \\
-k_p^2 & k_s^2
\end{bmatrix} + \text{OPS(-1)}
\]

\[
= -\frac{1}{8} \begin{bmatrix} 2k_p^2 I & -(k_p^2 + k_s^2) H \\
-(k_p^2 + k_s^2) H & -2k_s^2 I
\end{bmatrix} + \text{OPS(-1)}
\]

The principal part is clearly invertible with cf. (4.1)
\[
\text{PS}(A_{CFIE}^2) = \begin{bmatrix} 2k_p^2 I & -(k_p^2 + k_s^2) H \\
-(k_p^2 + k_s^2) H & -2k_s^2 I
\end{bmatrix}^{-1} = \frac{1}{(k_p - k_s)^2} \begin{bmatrix} -2k_p^2 I & (k_p^2 + k_s^2) H \\
(k_p^2 + k_s^2) H & 2k_s^2 I
\end{bmatrix}
\]

Therefore, the invertibility of the operator \( A_{CFIE}^2 \) is equivalent to the injectivity of the operator \( \mathcal{H}_2 \). The latter, in turn, can be established in a straightforward manner via classical arguments related to the well posedness of Helmholtz CFIE formulations. Indeed, assuming \((\varphi_p, \varphi_s) \in \text{Ker}(A_{CFIE}) \), we define the associated elastic field via the Helmholtz combined field representations (4.2) with these densities
\[
u = \nabla u_p + \nabla \times u_s
\]

and we see that \( u \) is a radiative solution of the Navier equations in \( \Omega^+ \) satisfying \( \mathbf{u} \cdot t = 0 \) and \( \mathbf{u} \cdot n = 0 \) on \( \Gamma \) and therefore \( u = 0 \) on \( \Gamma \). We can invoke the uniqueness result for solutions of exterior Navier problems with Dirichlet boundary conditions to get that \( u = 0 \) in \( \Omega^+ \). Therefore we obtain \( \text{div} u = 0 \) in \( \Omega^+ \) which amounts to \( \Delta u_p = 0 \) in \( \Omega^+ \). Given that \( u_p \) is a solution of the Helmholtz equation with wave-number \( k_p \) in \( \Omega^+ \) we derive \( u_p = 0 \) in \( \Omega^+ \). Then,
we have $\nabla \times u_s = 0$ and hence $\Delta u_s = 0$ in $\Omega^+$ which, since $u_s$ is a solution of the Helmholtz equation with wave-number $k_s$, implies that $u_s = 0$ in $\Omega^+$. Finally, using the jump conditions of Helmholtz layer potentials (3.2), we see that $u_p$ and $u_s$ are solutions of Helmholtz equations in $\Omega$ with wave-numbers $k_p$ and $k_s$ satisfying the Robin conditions

$$
\partial_n u_p - ik\gamma^- u_p = 0 \quad \partial_n u_s - ik\gamma^- u_s = 0 \quad \text{on } \Gamma.
$$

Therefore, $u_p = 0$ and $u_s = 0$ in $\Omega$ as well, and hence $\varphi_p = 0$ and $\varphi_s = 0$ on $\Gamma$. □

Following the Helmholtz paradigm, it would appear more natural to look for combined field representations of the fields $u_p$ and $u_s$ in the form

$$
u_p := DL_p[\varphi_p] - ik_p SL_p[\varphi_p] \quad u_s := DL_s[\varphi_s] - ik_s SL_s[\varphi_s]
$$

leading to the CFIE formulation

$$
\tilde{A}_{\text{CFIE}} \begin{bmatrix} \varphi_p \\ \varphi_s \end{bmatrix} := \left( A_{DL} - \begin{bmatrix} ik_p \\ ik_s \end{bmatrix} A_{SL} \right) \begin{bmatrix} \varphi_p \\ \varphi_s \end{bmatrix} = \begin{bmatrix} u_{\text{inc}} \cdot n \\ u_{\text{inc}} \cdot t \end{bmatrix}.
$$

In this case it can be easily proven that

$$
\tilde{A}_{\text{CFIE}}^2 = \frac{1}{4} \left[ \begin{bmatrix} HD + i \begin{bmatrix} k_p \\ k_s \end{bmatrix} \end{bmatrix} H_0 \right]^2 - \frac{1}{8} \begin{bmatrix} k_p^2 \\ -k_s^2 \end{bmatrix} H_0 - \frac{1}{8} H_0 \begin{bmatrix} k_p^2 \\ -k_s^2 \end{bmatrix} + \text{OPS}(-1)
$$

$$
= \frac{1}{4} i H_0 \begin{bmatrix} k_p \\ k_s \end{bmatrix} H_0 D + \text{OPS}(0) = \frac{i}{4}(k_p - k_s)H_0 H_D + \text{OPS}(0)
$$

Then $\tilde{A}_{\text{CFIE}}^2 \in \text{OPS}(1)$ and its principal part is not invertible.

### 4.1.2 Regularized formulations

The design of these new regularized formulations starts with Green’s identities in $\Omega^+$ for the radiative solution $u_k$ of a Helmholtz equation with wave-number $k$

$$\begin{align*}
u_k &= DL_k[\gamma^+ u_k] - SL_k[\partial_n^+ u_k], \quad \text{in } \Omega^+. 
\end{align*}
$$

The main thrust in regularized formulations is the construction of a certain regularizing operator $R$ that is an approximation of the operator that maps the left hand side of equation (2.5) to the Dirichlet Cauchy data $(\gamma^+ u_p, \gamma^+ u_s)$ on $\Gamma$ corresponding to the Helmholtz solutions $u_p$ and $u_s$ in $\Omega^+$. At the core of the construction of regularizing operators lies the use of coercive approximations of DtN (Dirichlet-to-Neumann) operators which are typically represented in the form of Fourier square root multipliers. Once such an operator is constructed, approximations of DtN operators are used to access the Neumann Cauchy data $(\partial_n^+ u_p, \partial_n^+ u_s)$ on $\Gamma$, which in turn leads via Green’s identities to representations of the fields $(u_p, u_s)$ in $\Omega^+$. Specifically, from (4.7), the jump relations for the layer potentials and Theorem A.3

$$
\text{DtN}_k = 2 W_k - 2 K_k^T = 2 W_k + \text{OPS}(-3) = H_D + \frac{k^2}{2} H_D - 1 + \text{OPS}(-2)
$$

we can easily deduce

$$
\text{DtN}_k = 2 W_k + \text{OPS}(-1) = H_D + \text{OPS}(-1), \quad k \in \{k_p, k_s\}
$$
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where
\[ \tilde{k}_p := k_p + i \varepsilon_p \quad \tilde{k}_s := k_s + i \varepsilon_s, \quad \varepsilon_p > 0, \varepsilon_s > 0. \] (4.10)

Using BIOs with complex wave-numbers for the approximation of DtN operators is common practice in the construction of regularized BIE formulations [4, 3, 6]. At the theoretical level the complexification procedure ensures certain coercivity properties that are needed to establish the well-posedness of the regularized formulations. On the practical side, if the imaginary parts of the complex wave-numbers is selected to be proportional to the cubic root of the real wave-number in the underlying scattering application, with constants of proportionality in turn depending on the (positive) curvature of the boundary, the aforementioned DtN approximations are quasi-optimal as far as the iterative performance of regularized formulations is concerned.

Using the complexified DtN approximations above, we express then the fields \((u_p, u_s)\) in the combined field form
\[ u_r = DL_r[\varphi_r] - 2SL_r[W_{\tilde{k}_r} \varphi_r], \quad r \in \{p, s\} \] (4.11)
through a regularizing operator \(\mathcal{R}\) in terms of boundary functional densities \((\varphi_p, \varphi_s)\)
\[ \begin{bmatrix} \varphi_p \\ \varphi_s \end{bmatrix} = \mathcal{R} \begin{bmatrix} f_p \\ f_s \end{bmatrix} \]
for appropriate \((f_p, f_s)\). The enforcement of boundary conditions \((2.5)\) on the combined field representation \((4.11)\) leads to the Combined Field Regularized Integral Equation (CFIER) formulation to be solved for the unknown densities \((f_p, f_s)\)
\[ \mathcal{A}_{\text{comb}} \mathcal{R} \begin{bmatrix} f_p \\ f_s \end{bmatrix} = \begin{bmatrix} -u_{\text{inc}} \cdot n \\ -u_{\text{inc}} \cdot t \end{bmatrix}, \quad \mathcal{A}_{\text{comb}} := \mathcal{A}_{DL} - 2\mathcal{A}_{SL} \begin{bmatrix} W_{\tilde{k}_p} \\ W_{\tilde{k}_s} \end{bmatrix}. \] (4.12)
(See \((4.3)\) and \((4.4)\)). Provided the regularizing operator \(\mathcal{R}\) is constructed per the prescriptions above, the CFIER operator in the left hand side of equation \((4.12)\) should be an approximation of the identity operator. Clearly, the main challenge in this approach is the construction of the regularizing operator \(\mathcal{R}\). Using the DtN maps \(\text{DtN}_p\) and \(\text{DtN}_s\), the exact regularizing operator \(\mathcal{R}_D^{\text{ex}}\) has the property
\[ \begin{bmatrix} \text{DtN}_p \\ \partial_t \end{bmatrix} - \text{DtN}_s \mathcal{R}_D^{\text{ex}} = \mathbb{I}. \]
(see \((2.5)\)) and therefore, formally,
\[ \mathcal{R}_D^{\text{ex}} = \left( \begin{bmatrix} \text{DtN}_p \\ \partial_t \end{bmatrix} - \text{DtN}_s \right)^{-1} = (\text{DtN}_p \text{DtN}_s + \partial_t^2)^{-1} \left( \begin{bmatrix} \text{DtN}_s \\ \partial_t \end{bmatrix} - \text{DtN}_p \right). \]
Notice that by \((4.8)\)
\[ \text{DtN}_p \text{DtN}_s + \partial_t^2 = \left( \mathbb{H} \mathbb{D} + \frac{k^2_p}{2} \mathbb{H} \mathbb{D}^{-1} \right) \left( \mathbb{H} \mathbb{D} + \frac{k^2_s}{2} \mathbb{H} \mathbb{D}^{-1} \right) + \mathbb{D}_2 + \text{OPS}(-2) \]
\[ = -\frac{k^2_p + k^2_s}{2} \mathbb{I} + \text{OPS}(-2) \]
which lead us to propose
\[ \mathcal{R}_D = -\frac{2}{k^2_p + k^2_s} \mathcal{H}_0 \mathbb{H} - \frac{1}{k^2_p + k^2_s} \begin{bmatrix} \tilde{k}_s^2 \\ \tilde{k}_p^2 \end{bmatrix} \mathbb{H} \mathbb{D}^{-1} + \begin{bmatrix} J \\ J \end{bmatrix} \] (4.13)
as an approximation of $\mathcal{R}_D^{\text{ex}}$. It is easy to see that

$$\mathcal{R}_D \left[ \begin{array}{cc} \text{DtN}_p & \partial_t \\ \partial_t & -\text{DtN}_s \end{array} \right] = \mathcal{I} + \text{OPS}(-1).$$

Moreover $\mathcal{R}_D : H^s(\Gamma) \times H^s(\Gamma) \to H^{s-1}(\Gamma) \times H^{s-1}(\Gamma)$, i.e. $\mathcal{R}_D \in \text{OPS}(1)$, and it is injective since a Fourier matrix principal symbol is

$$\widehat{\mathcal{R}}_D(0) := \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \quad \widehat{\mathcal{R}}_D(n) = \frac{2}{k_p^2 + k_s^2} \begin{bmatrix} |n| - \frac{k_p^2}{2|n|} & -ni \\ -ni & -|n| + \frac{k_s^2}{2|n|} \end{bmatrix}$$

which is clearly invertible, but not uniformly invertible, for all $n$.

Alternatively, we can construct an approximation for $\mathcal{R}_D^{\text{ex}}$ via the Fourier multipliers $2\text{PS}(W_{\tilde{k}_p})$ and $2\text{PS}(W_{\tilde{k}_s})$ (cf. (4.9) and (A.12) in Theorem A.3) which can be easily defined as

$$2\text{PS}(W_{\tilde{k}_p})(n) = -(n^2 - \tilde{k}_p^2)^{1/2}, \quad 2\text{PS}(W_{\tilde{k}_s})(n) = -(n^2 - \tilde{k}_s^2)^{1/2}. \quad (4.14)$$

Note that with this definition we take advantage of the improved (in the sense of regularity of the remainder) approximation $W_{\tilde{k}_p} - \text{PS}(W_{\tilde{k}_p}) \in \text{OPS}(-3)$.

Using formulas (4.14), and taking into account (4.8)–(4.10), we obtain $\text{OPS}(1) \ni \widehat{\mathcal{R}}_D \approx \mathcal{R}_D^{\text{ex}}$, the Fourier multiplier of matrix principal symbol

$$\widehat{\mathcal{R}}_D(0) = \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \quad \widehat{\mathcal{R}}_D(n) := r_D(n, \tilde{k}_p, \tilde{k}_s) \begin{bmatrix} (n^2 - \tilde{k}_p^2)^{1/2} & -in \\ -in & -(n^2 - \tilde{k}_p^2)^{1/2} \end{bmatrix}, \quad n \neq 0, \quad (4.15)$$

where

$$r_D(n, \tilde{k}_p, \tilde{k}_s) := \frac{1}{n^2 - (n^2 - \tilde{k}_p^2)^{1/2}(n^2 - \tilde{k}_s^2)^{1/2}} = \frac{n^2 + (n^2 - \tilde{k}_p^2)^{1/2}(n^2 - \tilde{k}_s^2)^{1/2}}{(k_p^2 + k_s^2)n^2 - k_p^2k_s^2}. \quad (4.16)$$

Note that $r_D(n, \tilde{k}_p, \tilde{k}_s)$ is well defined since the denominator has positive imaginary part (cf. (4.10)).

Furthermore, since

$$r_D(n, \tilde{k}_p, \tilde{k}_s) = \frac{2}{k_p^2 + k_s^2} - \frac{\tilde{k}_p^2 - \tilde{k}_s^2}{2(k_p^2 + k_s^2)n^2} + \mathcal{O}(n^{-4})$$

we easily deduce

$$\widehat{\mathcal{R}}_D = \mathcal{R}_D - \frac{\tilde{k}_p^2 - \tilde{k}_s^2}{2(k_p^2 + k_s^2)} \mathcal{H}_0 \text{HD}^{-1} + \text{OPS}(-2). \quad (4.17)$$

Before entering into the analysis, let us note that

$$\mathcal{A}^{\text{comb}} = \mathcal{A}_{\text{DL}} - 2\mathcal{A}_{\text{SL}} \begin{bmatrix} W_{\tilde{k}_p} & W_{\tilde{k}_s} \end{bmatrix} = \frac{1}{2} \mathcal{H}_0 \text{HD} + \frac{1}{4} \begin{bmatrix} k_p^2 & -\tilde{k}_p^2 \\ k_s^2 & -\tilde{k}_s^2 \end{bmatrix} \text{HD}^{-1}$$

$$+ \left( \frac{1}{2} \mathcal{H}_0 + \frac{1}{4} \begin{bmatrix} k_p^2 & k_s^2 \\ k_p^2 & k_s^2 \end{bmatrix} \text{HD}^{-2} \right) \left( \text{HD} + \frac{1}{2} \begin{bmatrix} \tilde{k}_p^2 & \tilde{k}_s^2 \\ \tilde{k}_p^2 & \tilde{k}_s^2 \end{bmatrix} \text{HD}^{-1} \right) + \text{OPS}(-2)$$

$$= \mathcal{A}_{\text{0,comb}}^{\text{ex}} + \text{OPS}(-2),$$

$$\mathcal{A}_{\text{0,comb}}^{\text{ex}} := \mathcal{H}_0 \text{HD} + \frac{1}{4} \begin{bmatrix} (k_p^2 + \tilde{k}_p^2) & (k_s^2 - \tilde{k}_s^2) \h & (k_p^2 - \tilde{k}_p^2) & (k_s^2 + \tilde{k}_s^2) \h \end{bmatrix} \text{HD}^{-1}. \quad (4.18)$$
Lemma 4.2  The CFIER operators

\[ \mathcal{A}_{\text{CFIER}} := \mathcal{A}^\text{comb} \mathcal{R}_D, \quad \tilde{\mathcal{A}}_{\text{CFIER}} := \mathcal{A}^\text{comb} \tilde{\mathcal{R}}_D. \quad (4.18) \]

are compact perturbations of an invertible Fourier multiplier operator of order 0.

Proof. Clearly (recall that \( \mathcal{H}_0 \) commutes with \( H \) and \( D \) and that \( \mathcal{H}_0^2 = 0 \)),

\[ \mathcal{A}_{\text{CFIER}} = \frac{1}{k_p^2 + k_s^2} \mathcal{A}_0^{\text{comb}} \left( 2 \mathcal{H}_0 D + \begin{bmatrix} \bar{k}_s^2 & \bar{k}_p^2 \\ \bar{k}_s^2 & -\bar{k}_p^2 \end{bmatrix} D_{-1} \right) + \text{OPS}(-1) \]

\[ = \frac{1}{2(k_p^2 + k_s^2)} \left[ (\alpha + \bar{\alpha}) I - (\alpha - \bar{\alpha}) H \right] + \text{OPS}(-1) \]

where

\[ \alpha = k_p^2 + k_s^2, \quad \bar{\alpha} = \bar{k}_p^2 + \bar{k}_s^2. \]

Besides, by (4.17),

\[ \tilde{\mathcal{A}}_{\text{CFIER}} = \mathcal{A}^\text{comb} \tilde{\mathcal{R}}_D = \mathcal{A}^\text{comb} \mathcal{R}_D - \frac{\bar{k}_p^2 - \bar{k}_s^2}{2(k_p^2 + k_s^2)} \mathcal{A}^\text{comb} \mathcal{H}_0 H D_{-1} + \text{OPS}(-1) \]

\[ = \mathcal{A}_{\text{CFIER}} - \frac{(\bar{k}_p^2 - \bar{k}_s^2)}{2(k_p^2 + k_s^2)} \left[ \mathcal{H}_0 + \frac{1}{4} \left[ \begin{bmatrix} (k_p^2 + \bar{k}_p^2) I & (k_s^2 - \bar{k}_s^2) H \\ (k_p^2 - \bar{k}_p^2) H & -(k_s^2 + \bar{k}_s^2) I \end{bmatrix} D_{-2} \right] \right] \mathcal{H}_0 + \text{OPS}(-1). \]

In short,

\[ \tilde{\mathcal{A}}_{\text{CFIER}} = \mathcal{A}_{\text{CFIER}} + \text{OPS}(-1) \]

\[ = \frac{1}{2(k_p^2 + k_s^2)} \left[ (\alpha + \bar{\alpha}) I - (\alpha - \bar{\alpha}) H \right] + \text{OPS}(-1). \]

Since

\[ (\alpha + \bar{\alpha})^2 - (\alpha - \bar{\alpha})^2 = 4\alpha \bar{\alpha} = 4(k_p^2 + k_s^2)(\bar{k}_p^2 + \bar{k}_s^2) \neq 0 \]

we conclude, cf. (4.1), that the principal part is an invertible operator of order 0 that finishes the proof. \( \Box \)

Theorem 4.3  The operators \( \mathcal{A}_{\text{CFIER}} \) and \( \tilde{\mathcal{A}}_{\text{CFIER}} \) are invertible pseudodifferential operators of order zero.

Proof. Since \( \mathcal{R}_D \) and \( \tilde{\mathcal{R}}_D \) are injective, by Fredholm alternative, and in view of Lemma 4.2 it suffices to show that \( \mathcal{A}^\text{comb} \) cf. (4.12) is injective too. Let \((\varphi_p, \varphi_s) \in \text{Ker}(\mathcal{A}^\text{comb})\) and define \( u_p, u_s : \mathbb{R}^2 \setminus \Gamma \rightarrow \mathbb{C} \) given by

\[ u_r = DL_r[\varphi_r] - 2SL_r[\bar{W} \varphi_r], \quad r \in \{p, s\} \]

From the jump relations cf. (3.2) it follows

\[ [\partial_n u_p] - 2 \bar{W} \bar{k}_p [\gamma u_p] = 0, \quad [\partial_n u_s] - 2 \bar{W} \bar{k}_s [\gamma u_s] = 0. \]
But on account of the uniqueness of solutions of the elastic scattering problem with Dirichlet boundary conditions in $\Omega^+$, we obtain via the same arguments as in Theorem 4.1 that $u_p = 0$ and $u_s = 0$ in $\Omega^+$. Hence, since $\gamma^+ u_p = \gamma^+ u_s = 0$ and $\partial_n^- u_p = \partial_n^- u_s = 0$, we derive

\[ \partial^-_n u_p - 2 W_{k_p} \gamma^- u_p = 0 \quad \partial^-_n u_s - 2 W_{k_s} \gamma^- u_s = 0 \quad \text{on } \Gamma. \]

Applying Green’s identities in the domain $\Omega$ we obtain the following identities by taking into account the fact the wave-numbers $k_p$ and $k_s$ are real

\[ \Im \int_\Gamma \partial^-_n u_p \gamma^- u_p = 0 \quad \Im \int_\Gamma \partial^-_n u_s \gamma^- u_s = 0. \]

Trading the interior Neumann traces in these two equations with the hypersingular operators we derive

\[ \Im \int_\Gamma W_{k_p} [\gamma^- u_p] \gamma^- u_p = 0 \quad \Im \int_\Gamma W_{k_s} [\gamma^- u_s] \gamma^- u_s = 0. \]

Given the coercivity property \[4\]

\[ \Im \int_\Gamma W_{k}[f] \gamma - \Im \int_\Gamma W_{k} f \neq 0 \]

we conclude that $\gamma^- u_p = \partial^-_n u_p = 0$ and $\gamma^- u_s = \partial^-_n u_s = 0$, from which, in turn, it follows that $u_p = 0$ and $u_s = 0$ in $\Omega$. Consequently, it follows that $\varphi_p = 0$ and $\varphi_s = 0$. \hfill \square

In an effort to simplify the regularizing operator, we can consider an alternative regularizer $R_{D,1} \in \OPS(1)$ which is defined as the Fourier multiplier matrix operator whose symbol is given by the formula

\[ \widehat{R_{D,1}}(n) := \frac{2}{k_p^2 + k_s^2} \begin{bmatrix} (n^2 - \bar{k}_s^2)^{1/2} & -in \\ -in & -(n^2 - \bar{k}_p^2)^{1/2} \end{bmatrix}. \quad (4.19) \]

Notice that this operator defines also a well posed CFIER formulation since

\[ \mathcal{R}_{D,1} - R_D \in \OPS(-2) \]

(see (4.13)) and therefore (see Lemma 4.2)

\[ A^{\text{comb}} \mathcal{R}_{D,1} = A_{\text{CFIER}} + \OPS(-1). \]

Interestingly, it is possible to propose a different regularizing operator that involves Helmholtz BIOs rather than Fourier multipliers. Indeed, since the operator

\[ \mathcal{R}_{D,2} := \frac{1}{k_p^2 + k_s^2} \begin{bmatrix} 2 W_{\bar{k}_p} & \partial_t \\ \partial_t & -2 W_{\bar{k}_s} \end{bmatrix}. \quad (4.20) \]

has the property (cf. Theorem A.3) $\mathcal{R}_{D,2} - \mathcal{R}_{D,1} \in \OPS(-3)$, we can see that the ensuing CFIER formulations based on the operator $\mathcal{R}_{D,2}$ leads again to Fredholm operators of index 0. We establish the invertibility of the CFIER operator in the following result

**Lemma 4.4** $\mathcal{R}_{D,2}$ is an injective pseudodifferential operator of order 1.
Proof. Assume \((\varphi_p, \varphi_s) \in \text{Ker}(\mathcal{R}_{D,2})\), that is
\[
2 W_{k_p}^{-}[\varphi_p] + \partial_t \varphi_s = 0 \\
\partial_t \varphi_p - 2 W_{k_s}^{-}[\varphi_s] = 0.
\]
Then
\[
0 = 2 \int_{\Gamma} \overline{\varphi_p} W_{k_p}^{-}[\varphi_p] + 2 \int_{\Gamma} \overline{\varphi_s} W_{k_s}^{-}[\varphi_s] + \int_{\Gamma} \overline{\varphi_p} \partial_t \varphi_s + \int_{\Gamma} \overline{\partial_t \varphi_p} \varphi_p.
\]
(Notice that integration by parts has been applied in the last step). Then,
\[
\Im \left( \int_{\Gamma} \overline{\varphi_p} W_{k_p}^{-}[\varphi_p] + \int_{\Gamma} \overline{\varphi_s} W_{k_s}^{-}[\varphi_s] \right) = 0.
\]
Given that for \(\Im \tilde{k} > 0\)
\[
\int_{\Gamma} W_{k}[\varphi] \overline{\varphi} > 0, \quad \text{for} \ \varphi \neq 0
\]
we conclude \(\varphi_p = \varphi_s = 0\), which completes the proof. \(\square\)

\textbf{Remark 4.5} It is possible to replace the DtN approximations \(\text{DtN}_p \approx 2 W_{k_p}^{-}\) and \(\text{DtN}_s \approx 2 W_{k_s}^{-}\) by the Fourier multipliers \(2(\mathcal{P} S[W_{k_p}^{-}]\) and respectively \(2(\mathcal{P} S[W_{k_s}^{-}]\) defined in equations \((4.14)\) in the construction of the CFIER operators considered above. In that case, the CFIER operators are of the form
\[
\mathcal{A}^{\text{CFIER}}_{\text{PS}} = \left( \mathcal{A}_{\text{DL}} - 2 \mathcal{A}_{\text{SL}} \left[ \mathcal{P} S[W_{k_p}^{-}] \right] \mathcal{P} S[W_{k_s}^{-}] \right) \mathcal{R}_D. \tag{4.21}
\]
Since \(\mathcal{P} S[W_{k_p}^{-}] - W_{k_p}^{-} \in \text{OPS}(-3)\) and \(\mathcal{P} S[W_{k_s}^{-}] - W_{k_s}^{-} \in \text{OPS}(-3)\), and \(\Im \mathcal{P} S[W_{k_p}^{-}] > 0\), \(\Im \mathcal{P} S[W_{k_s}^{-}] > 0\) the CFIER formulations define in equations \((4.21)\) are well posed.

\subsection{4.2 Neumann Problem}

\subsubsection{4.2.1 Double and single layer formulations}

We turn our attention to the Neumann problem where the Helmholtz fields \(u_p\) and \(u_s\) in the Helmholtz decomposition \((2.4)\) satisfy the system of boundary conditions \((2.6)\). Looking for Helmholtz double layer potential representations of \(u_p\) and \(u_s\) in \(\Omega^+\) of the form
\[
u_p = \text{DL}_p [\varphi_p], \quad u_s = \text{DL}_s [\varphi_s]
\]
the system of boundary conditions \((2.6)\) can be recast as a system of BIE involving the matrix operator \(\mathcal{B}_{\text{DL}}\) defined as:
\[
\mathcal{B}_{\text{DL}} \begin{bmatrix} \varphi_p \\ \varphi_s \end{bmatrix} := \mu \begin{bmatrix}
-\partial_t^2 \varphi_p & 2t \cdot W_s[\partial_t \varphi_s, t] \\
2t \cdot W_p[\partial_t \varphi_p, t] & \partial_t^2 \varphi_s
\end{bmatrix} + \mu \begin{bmatrix}
2n \cdot W_p[\partial_t \varphi_p, t] & -\kappa \partial_t \varphi_p \\
-\kappa \partial_t \varphi_p & -2n \cdot W_s[\partial_t \varphi_s, t]
\end{bmatrix}
\]
\[
- \mu \begin{bmatrix}
k_p^2 \varphi_p & -k_s^2 \varphi_s
\end{bmatrix} + 2\mu \begin{bmatrix}
n \cdot K_p^T[\partial_t^2 \varphi_p, n] & -n \cdot K_s^T[\partial_t^2 \varphi_s, n]
\end{bmatrix}
\]
\[
+ 2\mu \begin{bmatrix}
t \cdot (K_s^T[\varphi_s, n] + K_p^T[\partial_t \varphi_p, t]) \\
2n \cdot (k_p^2 K_p^T[\varphi_p, n] + K_p^T[\kappa \partial_t \varphi_p, t])
\end{bmatrix}
\]
\[
+ 2\mu \begin{bmatrix}
k_p^2 t \cdot K_p^T[\varphi_p, n] \\
k_p^2 t \cdot K_s^T[\varphi_s, n]
\end{bmatrix} - \lambda k_p^2 (\frac{1}{2} \varphi_p + K_p[\varphi_p]) - \lambda k_s^2 (\frac{1}{2} \varphi_s + K_s[\varphi_s]).
\]
Applying the results in (3.22) in Proposition 3.8 to (2.6) we can show that

$$B_{DL} := -\mu H_0 D_2 - \mu H_0 \kappa D - \frac{1}{2} \mu \left[ \begin{array}{cc} 2k_p^2 I & -k_s^2 H \\ -k_p^2 H & -k_s^2 I \end{array} \right] - \frac{\lambda}{2} \left[ \begin{array}{cc} k_p^2 I & 0 \\ 0 & 0 \end{array} \right] + \text{OPS}(-1)$$  \hspace{1cm} (4.23)

where we recall that \( \kappa \) denotes the signed curvature on \( \Gamma \) defined in equations (3.5). On the other hand, if we seek fields \( u_p \) and \( u_s \) in the form of Helmholtz single layer potentials with wave-numbers \( k_p \) and \( k_s \), that is

$$u_p = \text{SL}_p [\varphi_p], \quad u_s = \text{SL}_s [\varphi_s],$$

the system of boundary conditions (2.6) gives rise to the system of BIE involving the matrix operator \( B_{SL} \) defined as (see again Theorem 3.6)

$$B_{SL} \begin{bmatrix} \varphi_p \\ \varphi_s \end{bmatrix} = \mu \begin{bmatrix} -2n \cdot W_k[\varphi_p n] - \partial_t \varphi_s \\ -\partial_t \varphi_p \end{bmatrix} + \mu \begin{bmatrix} \kappa \varphi_p & -2t \cdot W_k[\varphi_p n] \\ -2t \cdot W_k[\varphi_s n] & \kappa \varphi_s \end{bmatrix}$$

$$+ 2\mu \begin{bmatrix} -n \cdot K_p[\kappa \varphi_p t] - t \cdot K_s[\varphi_p t] \\ t \cdot K_p[\varphi_p t] - t \cdot K_s[\kappa \varphi_s n] \end{bmatrix}$$

\[+ 2\mu \begin{bmatrix} n \cdot K_s[\varphi_s n] \\ -n \cdot K_s[\varphi_s t] \end{bmatrix} + 2\mu \begin{bmatrix} n \cdot K_p[\kappa \varphi_p t] \\ -t \cdot K_s[\kappa \varphi_s n] \end{bmatrix} \]  \hspace{1cm} (4.24)

Proposition 3.8, identities (3.21), implies now

$$B_{SL} = -\mu H_0 D + \mu H_0 \kappa - \frac{1}{2} (\lambda + \mu) k_p^2 \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \text{HD} - 1 + \text{OPS}(-2).$$  \hspace{1cm} (4.25)

Looking for fields \( u_p \) and \( u_s \) in the combined field form (4.2) we are led to a CFIE formulation for the Neumann problem with the underlying operator

$$B_{CFIE} = B_{DL} - ikB_{SL}, \quad k > 0.$$  

In this case, following the same approach as in the Dirichlet case, we obtain by combining formulas (4.23) and (4.25)

$$B^2_{CFIE} = \frac{1}{2} \mu \begin{bmatrix} \begin{array}{cc} \frac{(k_p^2 (2\lambda + 3\mu) - k_s^2 \mu)}{2} I & - (\omega^2 - k_p^2 \mu) H \\ -(\omega^2 - k_s^2 \mu) H & \mu (k_s^2 - k_p^2) I \end{array} \end{bmatrix} D_2 + \text{OPS}(1)$$

$$= \frac{\mu (\mu + \lambda)}{2(\lambda + 2\mu)} \omega^2 \begin{bmatrix} 1 \\ 1 \end{bmatrix} (D^2 - I) + \text{OPS}(1).$$ \hspace{1cm} (4.26)

(We have used the definition of the wave-numbers \( k_p \) and \( k_s \) given in (2.3)). Since the leading order operator in formulas (4.26) is invertible, because so is \( D^2 - I \), the invertibility of the CFIE operator can be established using identical arguments as in the Dirichlet case (the only notable difference is that the uniqueness of solutions of Navier equations with Neumann boundary conditions in \( \Omega^+ \) has to be invoked). Note that both operators \( B_{CFIE} \in \text{OPS}(2) \) and \( B^2_{CFIE} \in \text{OPS}(2) \), and as such the CFIE formulations are not of the second kind. We describe in what follows a method that delivers robust BIE formulations of the second kind in the Neumann case.

**Remark 4.6** As in the Dirichlet case we can be tempted to use the combined potential (4.6) but the principal part of the square resulting operator is not invertible since it is given by \(-i(k_p - k_s)H_0 \text{HD}^3\).
4.2.2 Regularized formulations

The main idea in the derivations of regularized BIE formulations for the boundary value system \( (2.6) \) is the construction of suitable approximations to the operator \( \mathcal{R}_{N}^{\text{ex}} \) that maps the left hand side of the system \( (2.6) \) to the Cauchy data of \( (u_{p}, u_{s}) \) on \( \Gamma \). Starting with the formula \( \nabla = n\partial_{n} + t\partial_{t} \) we get

\[
\text{Hess} = \nabla\nabla^\top = (n\partial_{n} + t\partial_{t})(n^\top\partial_{n} + t^\top\partial_{t})
= nn^\top\partial_{n}^2 + tt^\top\partial_{t}^2 + nt^\top\partial_{n}\partial_{t} + tn^\top\partial_{t}\partial_{n} - \kappa nn^\top\partial_{n} + \kappa tt^\top\partial_{n}.
\]

Again, using DtN operators in the formula for the Hessian above whenever the normal derivative \( \partial_{n} \) appears and neglecting the lower order contributions that contain the curvature, we have, formally, that from \( (2.6) \)

\[
\begin{bmatrix}
\gamma'^{+}u_{p} \\
\gamma'^{+}u_{s}
\end{bmatrix}
= \mathcal{R}_{N}^{\text{ex}} \begin{bmatrix}
-T\text{inc} \cdot n \\\n-T\text{inc} \cdot t
\end{bmatrix}
+ \text{OPS}(-1),
\quad \mathcal{R}_{N}^{\text{ex}} := \begin{bmatrix}
2\mu\text{DtN}^2 - \lambda k_{p}^2 I & 2\mu\partial_{t}\text{DtN} \\
2\mu\partial_{t}\text{DtN} & -2\mu\text{DtN}^2 - \mu k_{s}^2 I
\end{bmatrix}^{-1}.
\]

(4.27)

Straightforward calculations, with the usual approximation for operators \( \text{DtN}_{k} \approx 2\text{W}_{k} \) and \( 4.8 \), shows that

\[
(\mathcal{R}_{N}^{\text{ex}})^{-1} - \text{PS}( (\mathcal{R}_{N}^{\text{ex}})^{-1} ) \in \text{OPS}(-1)
\]

\[
\tilde{\text{PS}} \left( (\mathcal{R}_{N}^{\text{ex}})^{-1} \right) (n) = 2\mu \begin{bmatrix}
n^2 - \frac{1}{2}k_{p}^2 & - \text{i}n^2(n^2 - k_{s}^2)^{1/2} \\
- \text{i}n(n^2 - k_{s}^2)^{1/2} & \frac{1}{2}k_{s}^2 - n^2
\end{bmatrix}.
\]

This suggests us the following regularizer

\[
\hat{\mathcal{R}}_{N}(n) := \frac{1}{2\mu} \begin{bmatrix}
n^2 - \frac{1}{2}k_{p}^2 & - \text{i}n(n^2 - \tilde{k}_{s}^2)^{1/2} \\
- \text{i}n(n^2 - \tilde{k}_{s}^2)^{1/2} & \frac{1}{2}k_{s}^2 - n^2
\end{bmatrix}^{-1}
= \frac{1}{2\mu} r_{N}(n, k_{p}, k_{s}, \tilde{k}_{p}, \tilde{k}_{s}) \begin{bmatrix}
(n^2 - \frac{1}{2}k_{p}^2) & \text{i}n^2(n^2 - \tilde{k}_{s}^2)^{1/2} \\
\text{i}n(n^2 - \tilde{k}_{s}^2)^{1/2} & n^2 - \frac{1}{2}k_{s}^2
\end{bmatrix}.
\]

(4.28)

We have complexified \( \tilde{k}_{p} \) and \( \tilde{k}_{s} \) in the off-diagonal terms to ensure the well definiteness, i.e. the invertibility of the matrix since in this case

\[
r_{N}(n, k_{p}, k_{s}, \tilde{k}_{p}, \tilde{k}_{s}) = - \left( n^2 - \frac{1}{2}k_{p}^2 \right) \left( n^2 - \frac{1}{2}k_{s}^2 \right) + n^2(n^2 - \tilde{k}_{p}^2)^{1/2}(n^2 - \tilde{k}_{s}^2)^{1/2} \neq 0.
\]

(Notice that \( \Im r_{N}(n, k_{p}, k_{s}, \tilde{k}_{p}, \tilde{k}_{s}) < 0 \).

Then it can be proved after some direct but tedious calculations that

\[
\mathcal{R}_{N} = \frac{1}{2\mu} \left( \frac{2}{k_{p}^2 - 2k_{s}^2 + \tilde{k}_{s}^2} I + \frac{2k_{s}^4 + (\tilde{k}_{p}^2 - \tilde{k}_{s}^2)^2}{(k_{p}^2 - 2k_{s}^2 + \tilde{k}_{s}^2)^2} \text{D}_{-2} \right) \mathcal{H}_{0}
- \frac{1}{2\mu(k_{p}^2 - 2k_{s}^2 + \tilde{k}_{s}^2)} \begin{bmatrix}
k_{s}^2 I & -k_{s}^2 H \\
-k_{p}^2 H & -k_{s}^2 I
\end{bmatrix} \text{D}_{-2} + \text{OPS}(-4)
\]

(4.29)

**Remark 4.7** It is possible to use complexified wave-numbers for the definition of the Fourier multipliers in equations \( 4.14 \) when we consider approximations of DtN operators in equation \( 4.27 \) and to consider only the pseudodifferential operators of order 2 that constitute the
leading order contribution to the expression on the left hand side of equation (2.6). In that case, we are led to solve the following matrix equation

$$2\mu \left[ \begin{array}{cc} \frac{n^2 - \tilde{k}_p^2}{k_p^2 - n^2} & -i\left(n^2 - \tilde{k}_p^2\right)^{1/2} \\ -i\left(n^2 - \tilde{k}_p^2\right)^{1/2} & \frac{n^2 - \tilde{k}_s^2}{k_s^2 - n^2} \end{array} \right] \mathcal{R}_N(n) = \mathcal{I}.$$  (4.30)

Although such a choice works equally well in practice, it is more difficult to establish the unique solvability of equations (4.30). Using the actual wave-numbers $k_p$ and $k_s$ when approximating the operators $\text{DtN}_p^2$ and respectively $\text{DtN}_s^2$ is also more intuitive if we write the Laplacian operator $\Delta$ in the $(n,t)$ frame and taking into account the fact that $u_p$ and $u_s$ are solutions of the Helmholtz equation with those wave-numbers.

Using the regularizing operator defined in equation (4.28) we employ the same strategy as in the Dirichlet case and we arrive at the CFIER formulations

$$\mathcal{B}^\text{comb} \mathcal{R}_N \left[ \begin{array}{c} g_p^R \\ g_s^R \end{array} \right] = - \left[ T u^\text{inc} \cdot n \\ T u^\text{inc} \cdot t \right]$$  (4.31)

with, see (4.23), (4.24) and (4.9),

$$\mathcal{B}^\text{comb} := \mathcal{B}_\text{DL} - 2 \mathcal{B}_\text{SL} \left[ \begin{array}{cc} W_{\tilde{k}_p} & \bar{W}_{\tilde{k}_s} \\ \bar{W}_{\tilde{k}_p} & W_{\tilde{k}_s} \end{array} \right]$$

$$= -2\mu \mathcal{H}_0(D_2 + \kappa \text{HD}) - \frac{1}{2\mu} \mathcal{H}_0 \left[ \begin{array}{cc} \tilde{k}_p^2 & \tilde{k}_s^2 \\ \tilde{k}_s^2 & \tilde{k}_p^2 \end{array} \right] + \frac{1}{4} \left[ \begin{array}{cc} -3\omega^2 & 2k_p^2 \mu \\ 2k_s^2 \mu & 3k_s^2 \mu \end{array} \right] + \text{OPS}(-1).$$  (4.32)

**Lemma 4.8** It holds

$$\mathcal{B}^\text{comb} \mathcal{R}_N = \left[ \begin{array}{cc} \left(2\mu \left(-3\tilde{k}_p^2 + 3k_s^2 + \tilde{k}_s^2\right) - 3\omega^2\right) \mathcal{I} & \left(3\omega^2 + 2\mu \left(\tilde{k}_p^2 + k_s^2 - 3\tilde{k}_s^2\right)\right) \mathcal{H} \\ \mu \left(2k_p^2 + 6\tilde{k}_p^2 - 7k_s^2 - 2\tilde{k}_s^2\right) \mathcal{H} & \mu \left(2k_p^2 + 2\tilde{k}_p^2 + k_s^2 - 6\tilde{k}_s^2\right) \mathcal{I} \end{array} \right]$$

$$+ \text{OPS}(-1).$$  (4.33)

Furthermore, the principal part is an invertible Fourier multiplier operator of order zero.

**Proof.** Using (4.29) (recall again that $\mathcal{H}_0^2 = 0$) we conclude

$$\left( \mathcal{B}_\text{DL} - 2 \mathcal{B}_\text{SL} \left[ \begin{array}{cc} W_{\tilde{k}_p} & \bar{W}_{\tilde{k}_s} \\ \bar{W}_{\tilde{k}_p} & W_{\tilde{k}_s} \end{array} \right] \right) \mathcal{R}_N$$

$$= \frac{1}{k_p^2 - 2k_s^2 + \tilde{k}_s^2} \left[ \mathcal{H}_0 \left[ \begin{array}{cc} k_s^2 \mathcal{I} & -\tilde{k}_s^2 \mathcal{H} \\ -\tilde{k}_s^2 \mathcal{H} & k_s^2 \mathcal{I} \end{array} \right] - \frac{1}{2} \mathcal{H}_0 \left[ \begin{array}{cc} \tilde{k}_p^2 & \tilde{k}_s^2 \\ \tilde{k}_s^2 & \tilde{k}_p^2 \end{array} \right] \mathcal{H}_0 \right]$$

$$- \frac{1}{4\mu} \left[ \begin{array}{cc} -3k_p^2(\lambda + 2\mu) \mathcal{I} & 2k_p^2 \mu \mathcal{H} \\ 2k_p^2 \mu \mathcal{H} & 3k_s^2 \mu \mathcal{I} \end{array} \right] \mathcal{H}_0 \right] + \text{OPS}(-1)$$

from where (4.33) follows after some direct manipulations. The principal part is invertible since the determinant of the principal part is given (see Lemma below) by

$$\frac{(3\lambda + 4\mu)k_p^2 + k_s^2 \mu}{4\mu \left(\tilde{k}_p^2 - 2k_s^2 + \tilde{k}_s^2\right)} = \frac{(2\lambda + 3\mu)k_p^2}{2(\mu(\tilde{k}_p^2 + k_s^2) - 2\omega^2)} \neq 0.$$  

(Notice that in these last calculations we have used that $\omega^2 = (\lambda + 2\mu)k_p^2 = \mu k_s^2.$)
Lemma 4.9 The matrix
\[ A = \frac{1}{4\mu(k_p^2 - 2k_s^2 + \tilde{k}_s^2)} \begin{bmatrix} 2\mu \left(-3\tilde{k}_p^2 + 3k_s^2 + \tilde{k}_s^2\right) - 3\omega^2 & \left(3\omega^2 + 2\mu \left(k_p^2 + k_s^2 - 3\tilde{k}_s^2\right)\right) i \\ \mu \left(2k_s^2 + 6\tilde{k}_p^2 - 7k_s^2 - 2\tilde{k}_s^2\right) i & \mu \left(2k_p^2 + 2k_s^2 + k_s^2 - 6\tilde{k}_s^2\right) \end{bmatrix} \]
is invertible with
\[ \det A = \frac{k_p^2(3\lambda + 4\mu) + k_s^2\mu}{4\mu \left(k_p^2 - 2k_s^2 + \tilde{k}_s^2\right)} \neq 0. \]

Proof. Notice that
\[ A \begin{bmatrix} i \\ 1 \end{bmatrix} = - \begin{bmatrix} i \\ 1 \end{bmatrix}. \]
Hence \( \det A = -(1 + \text{Tr}(A)) \) from where the result follows. \( \square \)

Just like in the Dirichlet case (see (4.19)), we can construct simpler regularizing operators starting from equation (4.28) and using asymptotic arguments. For instance, let us consider the alternative regularizing operator \( \mathcal{R}_{N,1} \in \text{OPS}(0) \) defined as the Fourier multiplier whose symbol is given by
\[ \mathcal{R}_{N,1}(n) = \begin{bmatrix} 1 \\ -i \text{in}(n^2 - \tilde{k}_p^2)^{-1/2} \\ -1 \end{bmatrix}. \] (4.34)
It is straightforward to see that
\[ \mathcal{R}_{N,1} = \mathcal{H}_0 - \frac{1}{2} \begin{bmatrix} 0 & \tilde{k}_p^2 I \\ \tilde{k}_p^2 I & 0 \end{bmatrix} \mathcal{H} \text{D}_{-2} + \text{OPS}(-4) \] (4.35)
which is considerably simpler than \( \mathcal{R}_N \) (cf. (4.28)) and satisfies
\[ \mathcal{R}_{N,1} = \frac{1}{\mu(\tilde{k}_p^2 - 2k_s^2 + \tilde{k}_s^2)} \mathcal{R}_N + \text{OPS}(-2). \]

Next, we establish

Lemma 4.10 It holds
\[ \mathcal{B}^{\text{comb}}_{\mathcal{R}_{N,1}} = \begin{bmatrix} 2\mu \left(\tilde{k}_p^2 + k_s^2 + \tilde{k}_s^2\right) - 3\omega^2 & \left(3\omega^2 + 2\mu \left(\tilde{k}_p^2 - k_s^2 + \tilde{k}_s^2\right)\right) I \\ \mu \left(2k_p^2 - 2\tilde{k}_p^2 - 3k_s^2 - 2\tilde{k}_s^2\right) H & \mu \left(2k_p^2 + 2k_s^2 + 3k_s^2 + 2\tilde{k}_s^2\right) I \end{bmatrix} + \text{OPS}(-1). \] (4.36)
Moreover, the principal part of this operator given above is an invertible Fourier multiplier operator of order zero.

Proof. Similarly as before, using (4.35) we obtain
\[ \left( \mathcal{B}_{\text{DL}} - 2\mathcal{B}_{\text{SL}} \begin{bmatrix} W_{k_p} \\ W_{k_s} \end{bmatrix} \right) \mathcal{R}_{N,1} = \frac{1}{4} \begin{bmatrix} 2\mu \left(\tilde{k}_p^2 + k_s^2 + \tilde{k}_s^2\right) - 3\omega^2 & \left(3k_p^2(\lambda + 2\mu) + 2\mu \left(\tilde{k}_p^2 - k_s^2 + \tilde{k}_s^2\right)\right) I \\ \mu \left(2k_p^2 - 2\tilde{k}_p^2 - 3k_s^2 - 2\tilde{k}_s^2\right) H & \mu \left(2k_p^2 + 2\tilde{k}_p^2 - 3k_s^2 + 2\tilde{k}_s^2\right) I \end{bmatrix} + \text{OPS}(-1). \]
The principal symbol is invertible since its determinant is different from zero (see Lemma below). \( \square \)
Lemma 4.11  Let
\[
A_2 = \frac{1}{4} \left[ 2\mu \left( \tilde{k}_p^2 + k_s^2 + \tilde{k}_s^2 \right) - 3\omega^2 \left( \tilde{k}_p^2 - k_s^2 + \tilde{k}_s^2 \right) \right].
\]

Then
\[
\det A_2 = \frac{1}{4} \mu \left( k_p^2 + \tilde{k}_s^2 \right) \left( k_p^2 (3\lambda + 4\mu) + k_s^2 \mu \right).
\]

Proof. Clearly
\[
A_2 \begin{bmatrix} i \\ 1 \end{bmatrix} = \mu \left( \tilde{k}_p^2 + \tilde{k}_s^2 \right) \begin{bmatrix} i \\ 1 \end{bmatrix}.
\]

The relationship between the eigenvalues, determinant and trace of the matrix implies then
\[
\det A_2 = \mu \left( \tilde{k}_p^2 + \tilde{k}_s^2 \right) \left( \text{Tr}(A_2) - \mu \left( \tilde{k}_p^2 + \tilde{k}_s^2 \right) \right).
\]

\[\square\]

The arguments in the proof of Theorem 4.3 carry over in the Neumann case and we have

Theorem 4.12 The operators \(B^\text{comb} R_N \) and \(B^\text{comb} R_{N,1} \) associated to CFIER formulations considered above are invertible pseudodifferential operators of order zero. Therefore the CFIER formulations are well posed.

Proof. Indeed, the uniqueness of the solution of the elastic scattering equation in \(\Omega^+\) with Neumann boundary conditions on \(\Gamma\), together with the coercivity of the operators \(W_{\kappa_p}, W_{\kappa_s}\) and the invertibility of the operators \(R_N\) and \(R_{N,1}\) are used in the same manner as in the proof of Theorem 4.3 to conclude the injectivity of the Neumann CFIER operators. Given that we have already established the Fredholmness of these operators, the proof is complete. \[\square\]

Finally, it is also possible to construct regularizing operators that involve Helmholtz BIOs only. Indeed, it is straightforward to see that the operator
\[
R_{N,2} := \begin{bmatrix} I \\ 2\partial_t V_{\kappa_p} \end{bmatrix}
\]
has the property
\[
R_{N,2} - R_{N,1} \in \text{OPS}(-4).
\]
Therefore, the CFIER formulations based on the newly defined operator \(R_{N,2}\) are Fredholm. Their well posedness is a consequence of the following

Lemma 4.13 The operator \(R_{N,2}\) is injective.

Proof. Assume \((f, g) \in \text{Ker}(R_{N,2})\), that is
\[
\begin{align*}
f + 2\partial_t V_{\kappa_p} [g] &= 0, \\
2\partial_t V_{\kappa_p} [f] - g &= 0.
\end{align*}
\]
First, we remark that by integrating each of the equations above on \(\Gamma\) we obtain \(\int_\Gamma f = \int_\Gamma g = 0\). Therefore there exist two functional densities \(F\) and \(G\) on \(\Gamma\) such that
\[
\partial_t F = f \quad \partial_t G = g.
\]
We have then, after integration by parts,
\[-2 \int_{\Gamma} \mathcal{F} V_{\kappa_p}[f] - 2 \int_{\Gamma} \overline{\mathcal{F}} V_{\kappa_p}[g] - \left( \int_{\Gamma} F \overline{g} + \int_{\Gamma} g \overline{F} \right) = 0.\]

Taking the imaginary part of the last equation we obtain
\[\Im \int_{\Gamma} \mathcal{F} V_{\kappa_p}[f] + \Im \int_{\Gamma} \overline{\mathcal{F}} V_{\kappa_p}[g] = 0\]
but both terms are positive for \(f, g \neq 0\). Hence we conclude \(f = 0\) and \(g = 0\), which completes the proof. \(\square\)

**Theorem 4.14** The operator \(B_{\text{comb}} R_{N,2}\) is an invertible pseudodifferential operators of order zero. Therefore the CFIER formulation is well posed.

## 5 Numerical results

In this brief section we check some of the robust formulations proposed in this paper. It is rather straightforward to extend the Nyström discretization based on global trigonometric interpolation and Kussmaul-Martensen singularity splittings for the four Helmholtz BIOs [28] to Nyström discretizations of the BIOs introduced in Sections 4.1 and 4.2. These extensions were described already in our previous contribution [21]. In addition, the Fourier multipliers required by the various regularizing operators considered in this paper are easy to discretize using global trigonometric interpolation. We present in this section numerical results concerning the iterative behavior of solvers based on the Nyström discretization of CFIE and CFIER Helmholtz decomposition formulations using GMRES [33] iterative solvers. Specifically, we report numbers of unrestarted GMRES iterations required by various formulations to reach GMRES residuals of \(10^{-5}\) for discretizations sizes that give rise to results accurate to at least four digits in the far field (which was estimated using reference solutions produced with the high-order Nyström solvers based on Navier Green functions [20]).

In all the numerical experiments in this section we assumed plane wave incident fields of the form
\[u^{\text{inc}}(x) = \frac{1}{\mu} e^{ik_s x \cdot d} (d \cdot Qp)d + \frac{1}{\lambda + 2\mu} e^{ik_p x \cdot d} (d \cdot p)d\] (5.1)
where the direction \(d\) has unit length \(|d| = 1\). Specifically, we considered plane waves of direction \(d = [0 \ -1]^\top\) and \(p = [1 \ 0]^\top\) in all of our numerical experiments, and thus the incident wave is a shear S-wave. We observed that other choices of the direction \(d\) and of the vector \(p\) (including cases when \(p = \pm d\)—the incident plane is then a pressure wave or P-wave) lead to virtually identical results. In all the numerical experiments we considered Lamé constants \(\lambda = 2\) and \(\mu = 1\) so that \(k_s = 2k_p\).

We present numerical results for three smooth scatterer shapes. Namely, a unit circle, the kite parametrized by
\[x_2(t) = \frac{1}{L_1} (\cos t + 0.65 \cos 2t - 0.65, 1.5 \sin t),\]
and a smooth cavity whose parametrization is given by
\[x_3(t) = \frac{1}{L_2} (12 \cos t + 24 \cos 2t, 28 \sin t + 17 \sin 2t + 18 \sin 3t - 2 \sin 4t)\]
The constants \( L_1 \approx 1.17145 \) and \( L_2 \approx 56.2295 \) are taken so that the length of the three curves is \( 2\pi \). In order to be consistent with the derivation of regularizing operators in Sections 4.1 and 4.2, we used in our numerical experiments arc length parametrizations of the three shapes. For the CFIE formulations based on the representations (4.2) we selected the coupling parameter \( k = k_p \) for both the Dirichlet and Neumann case; we have found in practice that other choices of the coupling parameter such as \( k = k_s \), or even the classical representations in equation (4.6) lead to similar iterative behaviors for CFIE formulations. The CFIE formulations are of the first kind for both Dirichlet and Neumann cases since the operators \( \mathcal{A}_{\text{CFIE}} \in \text{OPS}(1) \) and \( \mathcal{B}_{\text{CFIE}} \in \text{OPS}(2) \), and thus the numbers of GMRES iterations required by CFIE formulations increase with the discretization size. The increase of the numbers of GMRES iterations with respect to discretization size is more dramatic for Neumann boundary conditions (i.e. for CFIE based on the operator \( \mathcal{B}_{\text{CFIE}} \)—see Figure 3 where we can see almost a linear growth with respect to the discretization size) but quite mild for Dirichlet boundary conditions (i.e. for CFIE based on the operator \( \mathcal{A}_{\text{CFIE}} \)). In the Dirichlet case, and in the light of the result in Theorem 4.1, an obvious preconditioned CFIE formulation takes advantage of the fact that \( \mathcal{A}_{\text{CFIE}}^2 \in \text{OPS}(0) \). Unfortunately, this preconditioning strategies leads only to modest gains in numbers of iterations (i.e. about 20%) despite the resulting formulation being of the second kind cf. Theorem 4.1.

The CFIER formulations, on the other hand, are second kind integral equations for both types of boundary conditions. We present in Figure 2 and 3 high frequency results based on CFIER formulations with regularizing operators \( \mathcal{R}_D \) defined in equations (4.15) in the Dirichlet case and respectively operators \( \mathcal{R}_N \) defined in equations (4.28) in the Neumann case with the choice of complex wave-numbers

\[
\bar{k}_{p,s} = k_{p,s} + 0.4 \, i \, K^{2/3} k_{p,s}^{1/3}, \quad K = \max_{\Gamma} |\kappa|.
\]

The use of regularizing operators \( \mathcal{R}_{D,1} \) defined in equations (4.19) and \( \mathcal{R}_{D,2} \) defined in equations (4.20) in the Dirichlet CFIER formulations leads to almost identical results and similarly for the use of regularizing operators \( \mathcal{R}_{N,1} \) defined in equations (4.34) and \( \mathcal{R}_{N,2} \) defined in equations (4.37) in the Neumann CFIER formulations. Since the additional computational cost incurred by the implementation of the regularizing operators is negligible with respect to that of the CFIE operators, we conclude that the use of CFIER formulation gives rise to significant gains in the high frequency regime. We illustrate in Figure 4 the eigenvalue distribution corresponding to the CFIER formulations in the case of the kite geometry for the frequency \( \omega = 40 \) and both Dirichlet and Neumann boundary conditions. We observe a very strong clustering of the eigenvalues in the Dirichlet case, justifying the very small numbers of GMRES iterations needed for convergence (cf. Figure 2). In the Neumann case the spectrum of the CFIER operator is more widespread, yet the clustering of eigenvalues around the value 1 is still observed.
Figure 2: Numbers of GMRES iterations required to reach residuals of $10^{-5}$ for the CFIE and CFIER formulations for the circle (left), kite (middle) and the smooth cavity (right) in the case of Dirichlet boundary conditions and frequencies $\omega = 10, 20, 40, 80, 160$ with Lamé parameters $\lambda = 2$ and $\mu = 1$ under plane wave incidence. We used Nyström discretizations corresponding to 8 points per the shorter wavelength. The numbers of iterations are independent of the direction and polarization of the plane wave.

Figure 3: Numbers of GMRES iterations required to reach residuals of $10^{-5}$ for the CFIE and CFIER formulations for the circle (left), kite (middle) and the smooth cavity (right) in the case of Neumann boundary conditions and frequencies $\omega = 10, 20, 40, 80, 160$ with Lamé parameters $\lambda = 2$ and $\mu = 1$ under plane wave incidence. We used Nyström discretizations corresponding to 8 points per the shorter wavelength. In order to illustrate the effect of discretization size on the iterative behavior of the CFIE formulations, we report iteration counts ”CFIE refined” corresponding to discretizations refined by a factor of two. The numbers of iterations are independent of the direction and polarization of the plane wave.

Figure 4: Eigenvalue distribution in the complex plane of the CFIER operators in the case of the kite geometry and $\omega = 40$ for the Dirichlet (left) and Neumann (right) cases.
HessiansAs we previously mentioned, the main appeal of using the BIE Helmholtz decomposition approach for the solution of the Navier scattering problems is the possibility to reuse discretizations of Helmholtz BIOs, thus avoiding dealing with BIOs associated with the Navier Green’s function, whose implementation is more arduous. We illustrate in Table 1 the commensurate computational times required in our unoptimized MATLAB implementation by solvers based on the two different approaches, that is the classical combined field based on Navier potentials and the regularized combined field approach based on the Helmholtz decomposition. These findings are not entirely surprising, given that one evaluation of the Navier Green’s function requires an evaluation of a Helmholtz Green’s function and two Hessians of Helmholtz Green’s function for the pressure and shear wave-number. The kernels of the Navier single/double layer integral operators and especially those of the Navier hypersingular operators are significantly more complicated, and their numerical evaluations require the evaluation of the kernels of the four classical Helmholtz BIOs for both wave-numbers.

**Lipschitz case.** Finally, we illustrate in Figure 5 the iterative behavior of the CFIE and CFIER formulations in the case of a square and an L-shaped scatterer of lengths $2\pi$ with arc length parametrizations, equipped with sigmoidal graded meshes that accumulate points polynomially (e.g. polynomials of degree three were used in our numerical experiments) towards the corner points. We remark that the various well posedness proofs of the formulations considered in this paper relied heavily on the smoothness of the curve $\Gamma$. Indeed, a key ingredient in the analysis was the increased regularity of the double layer operators, that is $K_k^\top \in \text{OPS}(0)$, which in the case of Lipschitz curves is only $K_k^\top \in \text{OPS}(-3)$. As a consequence, the CFIER formulations are no longer of the second kind. Nevertheless, the CFIER formulations still outperform the CFIE formulations. For instance, we did not observe convergence when GMRES solvers were applied to CFIE formulations in the Neumann case.

### 6 Conclusions

We introduced and analyzed CFIER formulations for the solution of two dimensional elastic scattering problems via Helmholtz decompositions. Despite featuring non standard BIOs, we showed that these CFIER formulations are well posed in the case of smooth scatterers. The CFIER formulations, being of the second kind, possess superior spectral properties to the classical CFIE formulations for both Dirichlet and Neumann boundary conditions. The extension of our approach to the case of homogeneous penetrable scatterers is straightforward and is currently being pursued. The extension of the CFIER methodology to three dimensional elastic...
Figure 5: Numbers of GMRES iterations required to reach residuals of $10^{-4}$ for the CFIE and CFIER formulations for the square and the L-shaped scatterers in the high frequency regime for the Dirichlet (left) and Neumann (right) boundary conditions and the same material parameters as in the previous cases. In the case of Neumann boundary conditions, the solvers based on CFIE formulations did not converge.

scattering problems via Helmholtz decompositions, on the other hand, is more challenging as it requires incorporation of both Helmholtz and Maxwell BIOs.
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A Helmholtz BIOs and pseudodifferential operator calculus

For a given wave-number \( k \) and a functional density \( \varphi \) on the boundary \( \Gamma \) denote in this section the Helmholtz single and double layer potentials in the form

\[
SL_{k,\Gamma}[\varphi](x) := \int_{\Gamma} H_0^{(1)}(k|x-y|) \varphi(y) \, dy, \quad DL_{k,\Gamma}[\varphi](x) := \int_{\Gamma} \frac{\partial H_0^{(1)}(k|x-y|)}{\partial n(y)} \varphi(y) \, dy, \quad x \in \mathbb{R}^2 \setminus \Gamma.
\]

Here \( i^4 H_0^{(1)}(k \cdot | \cdot) \), where \( H_0^{(1)} \) is the Hankel function of first kind and order zero, is the fundamental solution of the Helmholtz equation.

Any exterior, radiating, solution of the Helmholtz equation can be written

\[
u(x) = DL_{k,\Gamma}[\gamma^+ u](x) - SL_{k,\Gamma}[\partial^+_n u](x), \quad x \in \Omega^+.
\] (A.1)

The associated layer operators (read by rows in the matrix operator: double layer, single layer, hypersingular and adjoining double layer) are defined as

\[
\begin{bmatrix}
\gamma^+ \\
\partial^+_n
\end{bmatrix}
\begin{bmatrix}
DL_{k,\Gamma} & -SL_{k,\Gamma}
\end{bmatrix} = \frac{1}{2} \mathcal{I} + C_{k,\Gamma},
\]

where

\[
\mathcal{I} = \begin{bmatrix} I & 1 \\ 1 & I \end{bmatrix}, \quad C_{k,\Gamma} := \begin{bmatrix} K_{k,\Gamma} & -V_{k,\Gamma} \\ W_{k,\Gamma} & -K_{k,\Gamma} \end{bmatrix} : H^s(\Gamma) \times H^{s-1}(\Gamma) \to H^s(\Gamma) \times H^{s-1}(\Gamma).
\]

The matrix operator \( C_{k,\Gamma} \) is then continuous for any \( s \) if \( \Gamma \) is smooth.

Calderón identities can be derived from the fact that (see for instance [34, Ch.2 ], [25, Ch. 1] or [32, Chapter 6-7]) that

\[
\left( \frac{1}{2} \mathcal{I} + C_{k,\Gamma} \right)^2 = \frac{1}{2} \mathcal{I} + C_{k,\Gamma},
\]

which are equivalent to

\[
V_{k,\Gamma} W_{k,\Gamma} = -\frac{1}{4} I + K_{k,\Gamma}^2, \quad W_{k,\Gamma} V_{k,\Gamma} = -\frac{1}{4} I + (K_{k,\Gamma}^\top)^2
\]

\[
V_{k,\Gamma} K_{k,\Gamma}^\top = K_{k,\Gamma} V_{k,\Gamma}, \quad W_{k,\Gamma} K_{k,\Gamma}^\top = K_{k,\Gamma}^\top W_{k,\Gamma}.
\] (A.2)

It is convenient to present the analysis of robust BIE formulations of Helmholtz decompositions of Navier equations in the framework of periodic pseudodifferential operators. Consider then a regular positive oriented arc-length parameterization of \( \Gamma \), \( x : [0, L] \to \Gamma \) where \( L \) is the length of the curve. For any function, or distribution in the general case, \( \varphi_\Gamma : \Gamma \to \mathbb{C} \) we will denote by

\[
\varphi(\tau) = \varphi_\Gamma(x(\tau))
\]

its parameterized counterpart. We will extend this convention to the operators. For instance,

\[
(V_k \varphi)(\tau) = \frac{i}{4} \int_0^L H_0^{(1)}(k|x(t) - x(\tau)|) \varphi_\Gamma(x(\tau)) \, d\tau.
\]

is the parameterized version of \( V_{k,\Gamma} \).

The unit tangent and normal parameterized vector to \( \Gamma \) (at \( x(\tau) \)) are then given by

\[
t(\tau) = \frac{x'(\tau)}{\|x'(\tau)\|}, \quad n(\tau) = Q x'(\tau), \quad Q = \begin{bmatrix} -1 & 1 \end{bmatrix}.
\]
so that

$$(\partial_t \varphi_{\Gamma}) \circ x = \varphi' =: D \varphi.$$ 

Besides, the (parameterized) signed quadrature can be then expressed as

$$\kappa = t \cdot Dn = -n \cdot Dt. \quad (A.3)$$

It is a well-established result, see for instance [29, Ch. 8], that Sobolev spaces on $\Gamma H^s(\Gamma)$ can be then identified with the $L$–periodic Sobolev spaces

$$H^s = \left\{ \varphi \in D'(\mathbb{R}) : \varphi(\cdot + L) = \varphi, \quad \| \varphi \|_s < \infty \right\}$$

where, with

$$\hat{\varphi}(n) = \frac{1}{L} \int_0^L \varphi(\tau) e^{-n(\tau)} d\tau, \quad e_n(\tau) = \exp\left(\frac{2\pi i}{L} n\tau\right)$$

the Fourier coefficients, the Sobolev norm is given by

$$\| \varphi \|^2_s = |\hat{\varphi}(0)|^2 + \sum_{n \neq 0} |n|^{2s} |\hat{\varphi}(n)|^2.$$ 

Clearly,

$$\varphi = \hat{\varphi}(0) + \sum_{n \neq 0} \hat{\varphi}(n)e_n$$

with convergence in $H^s$. The set $\{H^s\}_{s \in \mathbb{R}}$ is a Hilbert scale, meaning that $H^s$ is actually a Hilbert space, that $H^t \subset H^s$ for any $t > s$ with compact and dense injection and that

$$\bigcap_s H^s = \mathcal{D} := \{ \varphi \in C^\infty(\mathbb{R}) : \varphi = \varphi(\cdot + L) \}, \quad \bigcup_s H^s = \mathcal{D}'.$$

We will denote by $\text{OPS}(m)$ the class of periodic pseudodifferential operators of order $m \in \mathbb{Z}$ on $\Gamma$. That is, $A \in \text{OPS}(m)$ if $A : H^s \rightarrow H^{s-m}$ is continuous for any $s$. For convenience, we will write that

$$A = B + \text{OPS}(m - 1),$$

if $A - B \in \text{OPS}(m - 1)$

Trivially, $A \in \text{OPS}(m)$ implies that $A \in \text{OPS}(m + 1)$ and as an operator in $\text{OPS}(m + 1)$ $A$ is compact. We also set

$$\text{OPS}(-\infty) := \bigcap_{m \in \mathbb{Z}} \text{OPS}(m)$$

the class of smoothing operators which in turn can be identified with integral operators with $L$–periodic smooth kernel.

In connection to periodic pseudodifferential operators, Fourier multiplier operators will play a central role in what follows:

$$A \varphi = \sum_{m = -\infty}^{\infty} A(n) \hat{\varphi}(n)e_n \quad (A.4)$$

where $A(n) \in \mathbb{C}$ are referred to as the symbol of $A$. Clearly, if $A$ is a Fourier multiplier defined as in (A.4), if there exists $c > 0$ and $r$ such that $|A(n)| \leq c|n|^r$ for all $n \in \mathbb{Z}$ (which for simplicity we shall denote in what follows as $A(n) = O(n^r)$) then $A \in \text{OPS}(r)$. Equivalently, if

$$\sum_{n \in \mathbb{Z}} |A(n)| < \infty,$$
then with the function
\[ a(t) = \frac{1}{L} \sum_{n \in \mathbb{Z}} A(n) e_n(t) \in L^\infty(\mathbb{R}), \quad \text{that is,} \quad \widehat{a}(n) = \frac{1}{L} A(n), \]
A is just a convolution operator:
\[ Af = \int_0^L a(\cdot - \tau) \varphi(\tau) \, d\tau. \]
Note that the tangential derivative becomes a Fourier multiplier:
\[ D\varphi = \sum_{n \neq 0} \left( \frac{2\pi i m}{L} \right) \widehat{\varphi}(m) e_m = \varphi' \]
and that for any nonnegative integer \( r \),
\[ D^r = D_r, \quad D_r \varphi := \sum_{n \neq 0} \left( \frac{2\pi i m}{L} \right)^r \widehat{\varphi}(m) e_m. \]
We will extend this definition to set \( D_r \) for negative integer values of \( r \) too.

Three additional Fourier multiplier operators we will required in our analysis. First, the Bessel operator
\[ \Lambda \varphi = -\frac{1}{2\pi} \int_0^L \log \left(4e^{-1} \sin^2 \left(\frac{\pi}{L} (\cdot - \tau)\right)\right) \varphi(\tau) \, d\tau = \frac{L}{2\pi} \left[ \widehat{\varphi}(0) + \sum_{n \neq 0} \frac{1}{|n|} \widehat{\varphi}(n) e_n \right], \]
next, the Hilbert transform, or Hilbert singular operator,
\[ H \varphi := -\frac{1}{L} \text{p.v.} \int_0^L \cot \left(\frac{\pi}{L} (\cdot - \tau)\right) \varphi(\tau) \, d\tau + iJ \varphi = i \left[ \widehat{\varphi}(0) + \sum_{n \neq 0} \text{sign}(n) \widehat{\varphi}(n) e_n \right], \]
(p.v. stants for prinical value integral, since the integrand is singular and does not exist in a classical sense) with
\[ J \varphi := \widehat{\varphi}(0) = \frac{1}{L} \int_\Gamma \varphi. \]
the mean operator. We notice then
\[ D\Lambda = \Lambda D = iH + J, \quad \Lambda = HD_{-1} + \frac{L}{2\pi} J, \]
\[ DD_{-1} = I - J = -H^2 - J \quad \Lambda^{-1} = -DH + J = -D_2 \Lambda + \frac{2\pi}{L} J. \]
By a direct analysis of the resulting kernel we can easily check
\[ aH - Ha \in \text{OPS}(-\infty) \tag{A.5} \]
for any smooth function \( a \). Similarly.
\[ aD_r - D_r a \in \text{OPS}(r - 1) \tag{A.6} \]
which is trivial to show for positive \( r \) and an easy consequence, from negative values of \( r \), of the equality
\[ D_{-1}(a\varphi) = aD_{-1}\varphi - D_{-1}(a'D_{-1}\varphi) - (D_{-1}a)J\varphi. \]
which implies, still for $r < 0$

$$D_r(a\varphi) = \sum_{m=-n}^{r} \binom{r}{-m} (D_{r-m}a)(D_m\varphi) + \text{OPS}(-n - 1). \tag{A.7}$$

We point out that if $\{K_0, V_0, W_0, K_0^\top\}$ are the boundary layer operators associated to the Laplace equation ($k = 0$),

$$V_0 = \frac{1}{2} \Lambda + \text{OPS}(\infty) = \frac{1}{2} H D_{-1} + \text{OPS}(\infty),$$

$$W_0 = -\frac{1}{2} \Lambda_0^{-1} + \text{OPS}(\infty) = \frac{1}{2} H + \text{OPS}(\infty)$$

$$K_0 = \text{OPS}(\infty) = K_0^\top,$$

since the functions

$$\log \left( \frac{\sin \left( \frac{\pi}{L}(t - \tau) \right)}{|x(t) - x(\tau)|^2} \right), \quad \partial_t \partial_t \log \left( \frac{\sin \left( \frac{\pi}{L}(t - \tau) \right)}{|x(t) - x(\tau)|^2} \right)$$

are smooth.

Our aim is to extend such expansions for the Calderon operators associated to Helmholtz equation. For such purposes, let us define for non-negative integer values of $r$

$$\alpha_{2r}(\tau) = -\frac{1}{2\pi} \left[ 2 \sin^2 \left( \frac{\pi}{L} \right) \right]^r \log \left( 4e^{-1} \sin^2 \left( \frac{\pi}{L} \right) \right)$$

and denote the associated Fourier multiplier operator by $\Lambda_{2r}$. Note that $\Lambda_0 = \Lambda$ and that

$$\hat{\alpha}_{2r}(n) = -\frac{1}{2} \hat{\alpha}_{2r-2}(n - 1) + \hat{\alpha}_{2r-2}(n) - \frac{1}{2} \hat{\alpha}_{2r-2}(n + 1)$$

which implies

$$\hat{\alpha}_{2r}(n) = \frac{(-1)^r(2r)!L}{2^r(2\pi)} \frac{1}{n^{2r+1}} + \mathcal{O}(n^{-2r-3}) = \frac{(-1)^r(2r)!2^r \pi^{2r}}{L^{2r}} |x_0(n)|^{2r+1} + \mathcal{O}(n^{-2r-3})$$

That is, $\Lambda_{2r} \in \text{OPS}(-2r - 1)$ with

$$\Lambda_{2r} = \frac{(2r)!2^r \pi^{2r}}{L^{2r}} (-1)^r \Lambda^{2r+1} + \text{OPS}(-2r - 3).$$

(Actually, $\Lambda_{2r}$ can be expanded in powers of $\Lambda^{2\ell+1}$ with $\ell \geq r$ is needed). In particular,

$$\Lambda_2 = -\frac{(2\pi)^2}{L^2} \Lambda^3 + \text{OPS}(-5).$$

Similarly, we can set

$$\alpha_{2r+1}(\tau) = (e_1(\tau) - 1)\alpha_{2r}(\tau),$$

show next that

$$\hat{\alpha}_{2r+1}(n) = \frac{(-1)^r(2r + 1)!L}{2^r(2\pi)} \frac{1}{n^{2r+1}} + \mathcal{O}(n^{-2r-4}).$$

and conclude that the associated Fourier multiplier operator satisfies

$$\Lambda_{2r+1} = \frac{(2r + 1)!2^{r+1} \pi^{2r+1}}{L^{2r+1}} (-1)^r \Lambda^{2r+2} + \text{OPS}(-2r - 3).$$
Finally, it is a well established result that periodic integral operators

\[ L_r \varphi = \int_0^L D(\cdot, \tau) \alpha_r(\cdot - \tau) \varphi(\tau) \, d\tau, \]

with \( D \) a \( L \)-periodic smooth function, belongs to \( \text{OPS}(-r - 1) \) (see [34]).

The well posedness of the various BIE formulations considered in this paper relies heavily on the following result which provides decompositions of the Helmholtz operators \( V_k \) and \( W_k \) in sums of Fourier multiplier pseudodifferential operators of orders \(-1\) and \(-3\) for the first operator and \(1\) and \(-1\) for the second plus remainders that are smoother. Specifically, we establish

**Proposition A.1** It holds

\[
\begin{align*}
V_k &= \frac{1}{2} \Lambda + \frac{k^2}{4} \Lambda^3 + \text{OPS}(-5), \\
W_k &= -\frac{1}{2} \Lambda^{-1} + \frac{k^2}{4} \Lambda + \text{OPS}(-3), \\
K_k &= \frac{k^2}{2} \kappa \Lambda^3 + \text{OPS}(-4) = K_k^T,
\end{align*}
\]

\[(A.8, A.9, A.10)\]

**Proof.** From the decomposition of the Bessel functions (see for instance [29, Ch. 12] or [14, §10]) we get the decomposition:

\[
i \frac{i}{4} H_0^{(1)}(t) = -\frac{1}{4\pi} \log t^2 + \frac{1}{16\pi} t^2 \log t^2 + \frac{1}{4\pi t} \left(1 - \frac{1}{4} t^2 - J_0(t)\right) t^4 \log t^2 + C_0(t),
\]

with \( B_0 \) and \( C_0 \) smooth. Since

\[
|x(t) - x(\tau)|^2 = \frac{L^2}{\pi^2} \sin^2 \left(\frac{\pi}{L} (t - \tau)\right) + D_1(t, \tau) \sin^4 \left(\frac{\pi}{L} (t - \tau)\right),
\]

\(D_1\) being smooth, the following decomposition holds

\[
i \frac{i}{4} H_0^{(1)}(k|x(t) - x(\tau)|) = -\frac{1}{4\pi} \log \left(4e^{-1} \sin^2 \left(\frac{\pi}{L} (t - \tau)\right)\right) \\
+ \frac{(Lk)^2}{4} \frac{1}{(2\pi)^3} \left(2 \sin^2 \frac{\pi}{L} (t - \tau)\right) \log \left(4e^{-1} \sin^2 \left(\frac{\pi}{L} (t - \tau)\right)\right) \\
+ D_2(t, \tau) \sin^4 \left(\frac{\pi}{L} (t - \tau)\right) \log \sin^2(4e^{-1} \pi(t - \tau)) + D_3(t, \tau),
\]

where \(D_1, D_2\) smooth bi-periodic functions. Therefore,

\[
V_k \varphi = \frac{1}{2} \Lambda \varphi - \frac{(Lk)^2}{4} \frac{1}{(2\pi)^2} \int_0^L \alpha_2(\cdot - \tau) \varphi(\tau) \, d\tau \\
+ \int_0^L D_2(t, \tau) \alpha_4(\cdot - \tau) \varphi(\tau) \, d\tau + \int_0^L B(\cdot, \tau) \varphi(\tau) \, d\tau \\
= \frac{1}{2} \Lambda \varphi - \frac{k^2}{4} \frac{1}{(2\pi)^2} \Lambda_2 \varphi + \text{OPS}(-5) \\
= \frac{1}{2} \Lambda \varphi + \frac{k^2}{4} \Lambda^3 \varphi + \text{OPS}(-5).
\]

The analysis of \( K_k \) is very similar. Indeed, the kernel is given by

\[
i \frac{i}{4} H_1^{(1)}(k|x - y|) k |x - y| (x - y) \cdot n(y) |x - y|^2,
\]

\[37\]
which with the decomposition
\[
\frac{i}{4} H^{(1)}_1(t) t = -\frac{1}{8\pi} t^2 \log t^2 + \frac{1}{4\pi t^2} \left( \frac{1}{2} - \frac{1}{t} J_1(t) \right) t^4 \log t^2 + C_1(t).
\]

and the fact that
\[
\frac{(x - y) \cdot n(y)}{|x - y|^2} = -\frac{1}{2} \kappa(x) + E_2(x, y)|x - y|
\]

\((E_1, E_2 \text{ are again smooth functions})\) allow us to write
\[
K_k \varphi = -\frac{(Lk)^2}{2(2\pi)^2} \kappa \Lambda_2 \varphi + \int_0^L E_2(t, \tau) \alpha_3(\cdot - \tau) \varphi(\tau) \, d\tau + \int_0^L E_3(\cdot, \tau) \varphi(\tau) \, d\tau
\]
\[
= \frac{k^2}{2} \kappa \Lambda^3 \varphi + \text{OPS}(-4).
\]
The case \(K^\top\) is consequence of \((A.5)-(A.6)\) since
\[
\Lambda(\kappa \cdot) = \kappa \Lambda + \text{OPS}(-2)
\]

which with the fact \(\Lambda^\top = \Lambda\).

Finally, for the hypersingular operator, we note that with the identity \(W_k V_k = -\frac{1}{4} I + (K_k^\top)^2\) cf. \((A.2),\)
\[
W_k = W_k \left( 1 - \frac{k^4}{4} \Lambda^4 \right) + \text{OPS}(-3)
\]
\[
= W_k \left( \frac{1}{2} \Lambda + \frac{k^2}{4} \Lambda^3 \right) (2\Lambda^{-1} - k^2 \Lambda) + \text{OPS}(-3)
\]
\[
= W_k V_k (2\Lambda^{-1} - k^2 \Lambda) + W_k \left( \frac{1}{2} \Lambda + \frac{k^2}{4} \Lambda^3 - V_k \right) (2\Lambda^{-1} - k^2 \Lambda) + \text{OPS}(-3)
\]
\[
= \frac{1}{4} (2\Lambda^{-1} - k^2 \Lambda) + (K_k^\top)^2 (2\Lambda^{-1} - k^2 \Lambda) + \text{OPS}(-3)
\]
\[
= -\frac{1}{2} \Lambda^{-1} + \frac{k^2}{4} \Lambda + \text{OPS}(-3)
\]

and the result is proven.

\(\square\)

Remark A.2 This result appears in a slightly different form \([25]\) (equations (10.4.5)). Indeed, several terms in the asymptotic expansion of the principal symbol of the periodic pseudodifferential operator \(V_k\) are provided in equations (10.4.5) in \([25]\), and they coincide with the symbols of the operators in the decomposition we provide in Proposition A.1. Indeed, it is also evident that the expansions in the four operators for Helmholtz equation can be continued in powers of \(\Lambda_0\) (or equivalently \(\text{D}_H\)), all of them being negative except the first term for \(W_k\). Such as expansions have appeared previously in the literature (see for instance \([33]\) and, with applications to the study and design of numerical methods, in \([10]\)).

Theorem A.3 It holds
\[
V_k = V_0 + 2k^2 V_0^3 + \text{OPS}(-5) = \frac{1}{2} \text{H}_D - \frac{k^2}{4} \text{H}_D^3 + \text{OPS}(-5), \quad (A.11)
\]

38
Finally, if \( V \)

Lemma A.4

It holds

\[
\begin{align*}
\mathbf{n} \cdot \mathbf{W}_k(\mathbf{n} \cdot) &= \mathbf{t} \cdot \mathbf{W}_k(\mathbf{t} \cdot) = -\frac{1}{2} \Lambda^{-1} + \frac{k^2}{4} \Lambda + \text{OPS}(-3), \\
\mathbf{t} \cdot \mathbf{W}_k(\mathbf{n} \cdot) &= -\mathbf{n} \cdot \mathbf{W}_k(\mathbf{t} \cdot) = \frac{1}{2} \kappa \Lambda + \frac{k^2}{4} \kappa \Lambda^3 + \text{OPS}(-3), \\
\mathbf{n} \cdot \mathbf{V}_k(\mathbf{n} \cdot) &= \mathbf{t} \cdot \mathbf{V}_k(\mathbf{t} \cdot) = \frac{1}{2} \Lambda + \frac{1}{4} (2\kappa + k^3) \Lambda^3 + \text{OPS}(-4), \\
\mathbf{t} \cdot \mathbf{V}_k(\mathbf{n} \cdot) &= \mathbf{n} \cdot \mathbf{V}_k(\mathbf{t} \cdot) = -\frac{1}{2} \kappa \Lambda^3 + \text{OPS}(-4), \\
\mathbf{n} \cdot \mathbf{D} \mathbf{V}_k(\mathbf{n} \cdot) &= \mathbf{t} \cdot \mathbf{D} \mathbf{V}_k(\mathbf{t} \cdot) = \frac{1}{2} \Lambda + \frac{k^2}{4} \kappa \Lambda^3 + \text{OPS}(-4), \\
\mathbf{t} \cdot \mathbf{D} \mathbf{V}_k(\mathbf{n} \cdot) &= -\mathbf{n} \cdot \mathbf{D} \mathbf{V}_k(\mathbf{t} \cdot) = -\frac{k^2}{2} \kappa \Lambda^3 + \text{OPS}(-4).
\end{align*}
\]
Proof. We start from the identities
\[
\begin{align*}
n \cdot D_2 n &= t \cdot D_2 t = D_2 - \kappa^2 I, \\
n \cdot D_2 t &= -t \cdot D_2 n = -2 \kappa D + \kappa' I, \\
n \cdot Dn &= -t \cdot Dt = D, \\
t \cdot Dn &= -n \cdot Dt = \kappa I, \\
n \cdot D_{-1} n &= t \cdot D_{-1} t = D_{-1} - \kappa D_{-3} + (1 + \kappa)(D\kappa)D_{-4} + \text{OPS}(-5), \\
t \cdot D_{-1} n &= -n \cdot D_{-1} t = -\kappa D_{-2} + \kappa' D_{-3} + (D^2 \kappa - \kappa^2)D_{-4} + \text{OPS}(-5), \\
n \cdot D_{-2} n &= t \cdot D_{-2} t = D_{-2} + 3 \kappa^2 D_{-4} + \text{OPS}(-5), \\
t \cdot D_{-2} n &= -n \cdot D_{-2} t = -2 \kappa D_{-3} - 3 \kappa' D_{-4} + \text{OPS}(-4)
\end{align*}
\]
which can be easily proven from (A.3). Hence the result follows from Proposition A.1 and the commutation properties for H cf. (A.5), the Leibnitz rule for the derivatives and its extension cf. (A.7) for the negative order derivatives \(^{-r}D\).

\(\square\)

Theorem A.5 It holds
\[
\begin{align*}
n \cdot W_k(n \cdot) &= t \cdot W_k(t \cdot) = W_k + \text{OPS}(-3) \\
&= \frac{1}{2} D H + \frac{k^2}{4} H D_{-1} + \text{OPS}(-3) \quad (A.19a) \\
t \cdot W_k(n \cdot) &= -n \cdot W_k(t \cdot) = \kappa D V_k + \text{OPS}(-3) \\
&= \frac{1}{2} \kappa H - \frac{k^2}{4} \kappa D_{-2} H + \text{OPS}(-4) \quad (A.19b) \\
n \cdot V_k(n \cdot) &= t \cdot V_k(t \cdot) = V_k + 4 \kappa V_k^3 + \text{OPS}(-4) \\
&= \frac{1}{2} H D_{-1} - \frac{1}{4} (k^2 + 2 \kappa) D_{-3} H + \text{OPS}(-3) \quad (A.19c) \\
t \cdot V_k(n \cdot) &= -n \cdot V_k(t \cdot) = -4 \kappa V_k^3 + \text{OPS}(-4) \\
&= \frac{1}{2} \kappa D_{-3} H + \text{OPS}(-4) \quad (A.19d) \\
n \cdot D V_k(n \cdot) &= t \cdot D V_k(t \cdot) = D V_k + \text{OPS}(-4) \\
&= \frac{1}{2} H - \frac{k^2}{4} D_{-2} H + \text{OPS}(-4) \quad (A.19e) \\
t \cdot D V_k(n \cdot) &= -n \cdot D V_k(t \cdot) = -4k^2 \kappa D V_k^3 + \text{OPS}(-4) \\
&= \frac{1}{2} k^2 \kappa H D_{-2} + \text{OPS}(-4) \quad (A.19f) \\
n \cdot K_k(n \cdot) &= t \cdot K_k(t \cdot) = 4k^2 \kappa V_k^3 + \text{OPS}(-4) \\
&= -\frac{1}{2} k^2 \kappa H D_{-3} + \text{OPS}(-4) \quad (A.19g) \\
t \cdot K_k(n \cdot) &= -n \cdot K_k(t \cdot) = \text{OPS}(-4). \quad (A.19h)
\end{align*}
\]

Proof. It is consequence of Lemma A.4 and Proposition A.1