Abstract. Data sites selected from modeling high-dimensional problems often appear scattered in non-paternalistic ways. Except for sporadic-clustering at some spots, they become relatively far apart as the dimension of the ambient space grows. These features defy any theoretical treatment that requires local or global quasi-uniformity of distribution of data sites. Incorporating a recently-developed application of integral operator theory in machine learning, we propose and study in the current article a new framework to analyze kernel interpolation of high dimensional data, which features bounding stochastic approximation error by the spectrum of the underlying kernel matrix. Both theoretical analysis and numerical simulations show that spectra of kernel matrices are reliable and stable barometers for gauging the performance of kernel-interpolation methods for high dimensional data.
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1. Introduction. Let $\mathcal{X}$ be a compact domain in $\mathbb{R}^d$ with Lipschitz boundary. Let $K(\cdot, \cdot) : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ be a continuous, symmetric and strictly positive-definite kernel. Suppose that a data set $D := \{(x_i, y_i)\}_{i=1}^m$ is given, in which $\Xi := \{x_i\}_{i=1}^m$ are $m$ scattered points from $\mathcal{X}$, and $\{y_i\}_{i=1}^m$ are values of a target function $f$ taken on $\Xi$. In employing a kernel method to model a real world problem, one designs or adopts an algorithm to select an $f_D \in K_\Xi := \text{span}(K_{x_j})_{j=1}^m$, which represents “faithfully” the target function $f$ on $\mathcal{X}$. Here $K_{x_j}$ denotes the function: $\mathcal{X} \ni x \mapsto K(x_j, x)$. While the selection of an algorithm is subject to practical constraints and (possibly) subjective bias, and criteria for the faithfulness of the representation are up to improvising, veracity, and (even) debate, the approximation capability of the subspace $K_\Xi$ is always at the core of every theoretical consideration. In a reproducing kernel Hilbert Space (RKHS) setting (often referred to as a native space in the approximation theory community), the best approximation from the subspace $K_\Xi$ is achieved via interpolation. That is, one chooses $f_D \in K_\Xi$, such that $f_D(x_j) = y_j$, $j = 1, \ldots, m$, which can be precisely written as the following:

$$f_D = \sum_{i=1}^m a_i K_{x_i}, \quad \text{in which} \quad (a_1, \ldots, a_m)^T = K^{-1} y_D.$$ 

Here $K = (K(x_i, x_j))_{i,j=1}^m$ denotes the interpolation matrix (also called kernel matrix), and $y_D = (y_1, \ldots, y_m)^T$. For some radial basis kernels, such as thin plate splines, approximation power can transcend a native space barrier so that a “near best” approximation order be realized for functions from a larger (than the native
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space) RKHS. For readers who are interested in the above native space approximation narrative, we make reference to [26, 29, 30, 31, 32, 28, 33, 37, 38, 43], and the bibliographies therein.

Hangelbroek et al ([14, 15, 16]) have recently made significant advancement in expanding the approximation power of interpolation beyond the native space setting, a gist of which will be summarized as follows. Let

\[ h_\Xi := \max_{x \in X} \min_{1 \leq j \leq m} d(x_j, x), \quad q_\Xi = \frac{1}{2} \min_{j \neq k} d(x_j, x_k). \]

The former is the Hausdorff distance between the point set \( \Xi \) and \( X \), but is more commonly referred to in the literature as mesh norm or fill-distance; the latter is the separation radius (or half of the minimal separation) of the point set \( \Xi \). If there is a constant \( 1 \leq C_d \) depending only on \( d \), such that \( h_\Xi / q_\Xi \leq C_d \), then we say that the point set \( \Xi \) is quasi-uniformly distributed in \( X \). Global or local quasi-uniformity of a data set \( \Xi \) is a crucial analytical tool for meshless kernel methods to achieve their approximation goals. In particular, approximation orders of meshless kernel methods are mostly given in terms of \( h_\Xi \).

Let \( \Omega \) be a \( d \)-dimensional Riemannian manifold. Let \( \Xi^* \) be a discrete subset of \( \Omega \) that is quasi-uniformly distributed in \( \Omega \). Let \( \chi_\xi \) be the Lagrange interpolating function headquartered at \( \xi \) and associated with the surface splines or the Matérn kernel. That is \( \chi_\xi(\zeta) = \delta_{\xi, \zeta} \), \( \xi, \zeta \in \Xi^* \), where \( \delta_{\xi, \zeta} \) is the Kronecker delta. Hangelbroek, Narcowich, and Ward [15] established the following remarkable inequality:

\[
|\chi_\xi(x)| \leq C(d) \exp \left[ -\nu(d) \frac{\text{dist}(x, \xi)}{h_\Xi} \right], \quad x \in \Omega.
\]

Here \( C(d), \nu(d) > 0 \) are constants depending only on \( d \) and the underlying kernels. However, both constants grow at an exponential rate with respect to \( d \). They further showed that the interpolation operator is bounded from \( C_p(\Omega) \) to itself, where \( C_p(\Omega) \) denotes the totality of continuous functions on \( \Omega \) with polynomial growth at infinity. In a follow up article, Hangelbroek et al [14] proved that the \( L^2 \)-projector is bounded under the \( L^\infty \)-norm. Leveraging the exponential decay of \( \chi_\xi \) away from the base point \( \xi \) as shown in inequality (1.2), Hangelbroek, Narcowich, and Ward [16] and Fuselier et al [10] articulated the notion “local density function” in which Lagrange interpolating functions are built on data sets whose cardinality are of logarithmic orders, and yet the interpolation scheme still achieves desirable approximation orders. This has vastly reduced computational complexity, and enhanced the efficiency of many meshless methods in solving partial differential equations on domains of relatively low dimensions; see [13].

Modern-day data scientists are encountering an onslaught of real world problems in which massive data sets are involved. In many cases, data seem extremely disorganized and even outright chaotic, which not only poses challenges but also provides opportunities for data scientists to figure out ways to store, communicate and analyze them. A persisting challenge stems from experiences in dealing with the enormous number of features (variables) data sets exhibit. For example, microarrays for gene expression [2] contain thousands of samples, each of which in turn has tens of thousands of genes. Another well-known example is the natural image data set - ImageNet [9], which gathers about 14 million natural images classified in more than 20,000 categories. Each image has the original resolution with \( 469 \times 387 = 1,823,003 \) pixels (dimensions). Our numerical simulations show that high dimensional data sites may
exhibit sporadic-clustering at some spots, but are mostly scattered in non paternalistic ways and relatively far apart from each other, which defies any attempt to analyze them using the likes of local density functions.

Suppose that mass is uniformly distributed on $[0,1]^d$, the unit cube in $\mathbb{R}^d$. Then for any fixed $0 < \epsilon < \frac{1}{2}$, and a sufficiently large $d$, the law of large numbers shows that the mass of $[0,1]^d$ is mostly concentrated in an $\epsilon$-neighbourhood of the hyperplane $L : x_1 + \cdots + x_d = \frac{d}{2}$, which happens to be the orthogonal bisector of the main diagonal of $[0,1]^d$ (which has length $\sqrt{d}$). Meanwhile the cube $[\epsilon, 1-\epsilon]^d$ has volume $(1-2\epsilon)^d$, which approaches zero exponentially fast with $d$. Thus, the mass of $[0,1]^d$ is mostly concentrated on the intersection of $\epsilon$-neighbourhood of the hyperplane $L$ and the set $[0,1]^d \setminus [\epsilon, 1-\epsilon]^d$. Figure 1.1 depicts the situation for $d = 3$.

Figure 1.2(a) exhibits the increase of the separation radius $q_X$ with $d$ for random samplings of 500 points from $[0,1]^d$ (according to the uniform distribution). In Figure 1.2(a), each red dot indicates the mean values (in 10 trials) of separation radius for each dimension $d$ in the range $2 \leq d \leq 100$. Each red dot is accompanied with an error bar, indicating the range of variation of separation radius from these trials as determined by the double standard deviation. To further demonstrate the potency of our main methodology undertaken here, we have designed and carried out the following large scale numerical simulation. For each given dimension $d$ in the range $2 \leq d \leq 100$, we first randomly select (according the uniform distribution on $[0,1]^d$) 500 points $x_1, \ldots, x_{500}$. We then calculate the condition number (associated with the $\ell^2$-norm) of the corresponding kernel matrix $K := \langle G(x_i,x_j) \rangle \in \mathbb{R}^{500 \times 500}$, where $G(x,y) = \exp\{-||x-y||^2/2\}$. Figure 1.2(b) shows that the condition number of $K$ decays exponentially fast to one as $d$ increases from 2 to 100. Similar to Figure 2 (a), each red dot indicates the mean value (in 10 trials) of the condition number of $K$ for the corresponding dimension $d$, and the accompanied error bar indicates the double standard deviation.\footnote{We have repeated the same simulation many times, and got more or less the same result. This has motivated us to establish probabilistic lower bounds of $q_X$ in terms of $m$ and $d$; see Lemma 6.11 (in Appendix C).}

The main goal of the current paper is to propose and study a new stochastic framework for kernel interpolation of high dimensional data. Inspired by our numerical simulation results and Peetre’s idea [34] in the study of interpolation of operators, we introduce two quantities (parameters) in Equations (2.9) and (2.10), and use them to bound the error of stochastic approximation for the underlying kernel interpolants. By
fine-tuning the two parameters, we observe a $K$-functional of a hybrid (continuous and discrete) nature. We think the mathematical lineage interesting, and will investigate deeper connections in the future.

Based on the recently-developed integral operator theory [41, 22, 23], we first express the approximation error as the difference between integral operators and the corresponding empirical discretizations. We then formulate the difference in terms of the spectrum of the kernel matrix. Finally, we employ pertinent concentration inequalities [35] in Banach spaces to derive the desired error estimates (Theorems 3.2 and 3.3). Working behind the scene are spectrum estimates of kernel matrix [3, 29, 37, 43, 18, 4, 21], of which we mention particularly that in Ball’s estimate [3] of the smallest eigenvalue of distance matrices in terms of the minimal separation between the data sites, the constant grows algebraically with dimension.

To demonstrate the versatility of our method, we derive stochastic approximation errors for kernel interpolation under three different computing environments. Firstly, we establish a close relationship between approximation error and spectrum of the kernel matrix for noise-free data, that is, $D = \{(x_i, y_i)\}_{i=1}^m$ with $y_i = f^*(x_i)$ for $f^* \in \mathcal{H}_K$, where $\mathcal{H}_K$ is the RKHS associated with $K$. Secondly, we study the performance of kernel interpolation with the presence of noise. Under the circumstance, the data $\{y_i\}_{i=1}^m$ are of the form: $y_i = f^*(x_i) + \varepsilon_i$ in which $f^* \in \mathcal{H}_K$ and $\varepsilon_i$ indicate some white noise. Our result shows that there is a trade-off between accuracy of approximation and stability of the underlying algorithm in terms of kernel selections. Finally, we investigate the approximation capability of kernel interpolation beyond the native space setting, assuming that data come from a target function outside of the native space, which we will refer to as “trans-native space data”. This is figuratively called “conquering the native space barrier” in [28].

The rest of paper is organized as follows. In Section 2, we outline the integral operator approach, which is a theoretical pillar of the current article, and establish the relationship between the approximation error and the norm estimate of the corresponding integral operator. In Section 3, we formulate the approximation error of kernel interpolation in terms of the spectrum of kernel matrix. In Section 4, we give spectrum estimates for some widely used kernels and remarks on the implication for the ensuing sampling and interpolating operations. In Section 5, we report some numerical simulation results. In Section 6, we present the proofs of our results. Not to distract readers’ attention from the main narrative, we collect some frequently-used

Fig. 1.2. The change of random separation radii and condition numbers as dimension increases.
results in three appendices for easy referencing.

2. Error Analysis for Kernel Interpolation via Finite Differences of Operators. This section features a novel integral operator approach to analyze the approximation performance of kernel interpolation. Prototypical ideas of this approach already appeared in [39, 40, 22]. Let \( \rho_X \) be a probability measure on \( X \). Denote by \( L^2_{\rho_X} \) the space of \( \rho_X \)-square-integrable functions endowed with norm \( \| \cdot \|_{\rho} \). Define the integral operator \( L_K : \mathcal{H}_K \to \mathcal{H}_K \) by

\[
L_K(f) = \int_X K_x f(x) d\rho_X, \quad f \in \mathcal{H}_K.
\]

Let \( \mathcal{L}_K : L^2_{\rho_X} \to L^2_{\rho_X} \) be the integral operator defined by

\[
\mathcal{L}_K f = \int_X f(x) K_x d\rho_X, f \in L^2_{\rho_X}.
\]

We have of course that \( \mathcal{L}_K f = L_K f \) for \( f \in \mathcal{H}_K \). However, one can neither consider \( \mathcal{L}_K \) an extension of \( L_K \) from \( \mathcal{H}_K \) to \( L^2_{\rho_X} \) nor \( L_K \) a restriction of \( \mathcal{L}_K \) on \( \mathcal{H}_K \), as the norms of two spaces are not equivalent (when restricted to \( L_K \)). In fact, for an arbitrary \( f \in L^2_{\rho_X} \), we have (see [8]) that \( \| f \|_\rho = \| \mathcal{L}_K^{1/2} f \|_K \), where \( \mathcal{L}_K^r \) (\( r > 0 \)) is defined by spectral calculus and \( \| f \|_K \) denotes the norm of the RKHS \( \mathcal{H}_K \). Let \( S_D : \mathcal{H}_K \to \mathbb{R}^m \) be the sampling operator defined by

\[
S_D f := (f(x_i))_{i=1}^m.
\]

Its scaled adjoint \( S^T_D : \mathbb{R}^m \to \mathcal{H}_K \) is given by

\[
S^T_D c := \frac{1}{m} \sum_{i=1}^m c_i K_{x_i}, \quad c := (c_1, c_2, \ldots, c_m)^T \in \mathbb{R}^m.
\]

Then, we have

\[
\frac{1}{m} \mathbb{1}_K = S_DS^T_D.
\]

This together with (1.1) implies

\[
f_D = S^T_D(S_DS^T_D)^{-1} y_D.
\]

We carry out error analysis for the following three computing environments: (i) noise-free data in the native space setting; (ii) noisy-data in the native space setting; (iii) trans-native space data. En route we will frequent some definitions and theorems pertaining to operator theory, which we collect in Appendix A for easy referencing.

2.1. Kernel interpolation of noise-free data. In this subsection, we study the approximation error of \( f_D \) defined by (1.1) when the data are noise-free, i.e., there exists a function \( f^* \in L^2_{\rho_X} \) such that

\[
y_i = f^*(x_i).
\]

Define the empirical version of the integral operator \( L_K \) to be

\[
L_{K,D} f := S^T_D S_D f = \frac{1}{m} \sum_{i=1}^m f(x_i) K_{x_i}.
\]
Since $K$ is strictly positive definite, $L_{K,D}$ is a positive operator of rank $m$. Denote by $\{ (\sigma_{\ell}, \phi_{\ell}) \}_{\ell=1}^{\infty}$ the normalized eigen-pairs of $L_{K,D}$ with $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{m} > 0$ and $\sigma_{m+1,j} = 0$ for $j \geq 1$. In the following proposition, we show that $f_{D} - f^{*}$ is in the null space of the operator $L_{K,D}$.

**Proposition 2.1.** If $D = \{(x_{i}, y_{i})\}_{i=1}^{m}$ satisfies (2.4), then $f^{*} - f_{D}$ is in the null space of the operator $L_{K,D}$, i.e.

$$L_{K,D}(f^{*} - f_{D}) = 0. \tag{2.5}$$

Proposition 2.1 implies for any $\nu \geq 1/2$ that

$$\| L^{\nu}_{K,D}(f^{*} - f_{D}) \|_{K}^{2} = \langle L^{\nu}_{K,D}(f^{*} - f_{D}), L^{\nu}_{K,D}(f^{*} - f_{D}) \rangle_{K}$$

$$= \langle L_{K,D}(f^{*} - f_{D}), L_{K,D}(f^{*} - f_{D}) \rangle_{K} = 0. \tag{2.6}$$

To quantitatively describe the approximation performance of $f_{D}$, some regularity of the target function $f^{*}$ should be imposed. We adopt the widely used regularity assumption [8, 22, 25] via the integral operator $L_{K}$.

$$f^{*} = L^{r}_{K} h^{*}, \quad h^{*} \in L^{2}_{\rho}, \quad r \geq 0. \tag{2.7}$$

Let $\{(\sigma_{\ell}, \phi_{\ell})\}_{\ell=1}^{\infty}$ be the normalized eigen-pairs of $L_{K}$ with $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq 0$. Then Aronszajn theorem [1] shows that $\{(\sigma_{\ell}, \phi_{\ell}/\sqrt{\sigma_{\ell}})\}_{\ell=1}^{\infty}$ consists an normalized eigen-pairs of $L_{K}$. Furthermore, the Mercer expansion [1] shows

$$K(x, x') = \sum_{\ell=1}^{\infty} \phi_{\ell}(x) \phi_{\ell}(x') = \sum_{\ell=1}^{\infty} \frac{\sigma_{\ell}}{\sqrt{\sigma_{\ell}}} \frac{\phi_{\ell}(x)}{\sqrt{\sigma_{\ell}}} \phi_{\ell}(x').$$

Then the regularity condition (2.7) is equivalent to

$$f^{*} = L^{r}_{K} h^{*} = \sum_{\ell=1}^{\infty} \sigma_{\ell}^{-r/2} \langle h^{*}, \phi_{\ell}/\sqrt{\sigma_{\ell}} \rangle_{\rho} \phi_{\ell}. \tag{2.8}$$

This means that the parameter $r$ in (2.7) determines the smoothness of the target functions. In particular, (2.7) with $r = 1/2$ implies $f^{*} \in H_{K}$, (2.7) with $r < 1/2$ implies $f^{*} \notin H_{K}$ and (2.7) with $r = 0$ yields $f_{\rho} \in L^{2}_{\rho,h_{K}}$. Generally speaking, the larger value of $r$ is, the smoother the function $f^{*}$ is. There is a rich literature devoted to characterizing the smoothness of functions in terms of the decay rate of eigenvalue sequence of the associated compact positive operators; see Weyl [44], Kühn [19], Reade [36], and the references therein.

As the regularity is described via $L_{K}$ while $f_{D} - f^{*}$ is in the null space of $L_{K,D}$, we introduce two quantities to measure the difference between $L_{K}$ and $L_{K,D}$. For any $\lambda > 0$, write

$$Q_{D,\lambda} := \left\| (L_{K,D} + \lambda I)^{-1/2} (L_{K} + \lambda I)^{1/2} \right\|,$$

$$R_{D} := \| L_{K,D} - L_{K} \|_{HS}, \tag{2.9, 2.10}$$

where $\| A \|$ and $\| A \|_{HS}$ denote, respectively, the spectral norm and Hilbert-Schmidt norm of the operator $A$. We impose the interpolation condition (2.4), and use two quantities: $Q_{D,\lambda}$ and $R_{D}$ to bound the approximation error of kernel interpolants. A suitable combination of the two quantities above can be loosely interpreted as a hybrid (discrete and continuous) version of the “$K$-functional” introduced by Peetre [34] in the context of operator interpolations. Based on the above preliminaries, we are in a position to present our error estimate in the following theorem.
Theorem 2.2. Let \( 0 < u \leq 1/2 \). Suppose that \( D = \{(x_i, y_i)\}_{i=1}^m \) satisfies (2.4) and that \( f^* \) satisfies (2.7) with \( r \geq 1/2 \). Then we have
\[
\|L_K(f_D - f^*)\|_K \leq \min_{\lambda > 0} \left\{ \frac{\rho \|Q^{2r+2u-1}_{D,\lambda} f^*\|_\rho}{(r-1/2)\kappa^{r/2-1/2} \|h^*\|_\rho Q_{D,\lambda} R_D}, \quad 1/2 \leq r \leq 1, \right. \]
\[
\left. \frac{\rho \|h^*\|_\rho}{\kappa}, \quad r > 1, \right. \]
where \( \kappa = \sqrt{\sup_{x,x' \in X} K(x,x')} \).

Since \( X \) is compact, it is easy to check that \( \kappa < \infty \), which implies \( \|f\|_\infty \leq \kappa \|f\|_K \). This together with \( \|f\|_\rho = \|L_K^{1/2} f\|_K \) shows that (2.11) includes error estimates under both \( L_{\rho,X}^2 \) norm and \( L^\infty \) norm for \( u = 1/2 \) and \( u = 0 \), respectively. In particular, Theorem 2.2 with \( u = 1/2 \) and \( r = 1/2 \) yields the following corollary.

Corollary 2.3. Suppose that \( D = \{(x_i, y_i)\}_{i=1}^m \) satisfies (2.4) and \( f^* \in H_K \). Then we have
\[
\|f_D - f^*\|_\rho \leq \min_{\lambda > 0} \lambda^{1/2} Q_{D,\lambda} h^* \|h^*\|_\rho.
\]

As shown in the above corollary, if \( f^* \in H_K \), a standard assumption in approximation theory [14, 30, 31] and learning theory [8, 41, 22], the approximation rate depends only on \( Q_{D,\lambda} \), the difference between \( L_K \) and its discrete counterpart. Generally speaking, the mentioned difference in \( Q_{D,\lambda} \) decreases with respect to \( \lambda \), making the minimization in Corollary 2.3 be well defined. Theorem 2.2 with \( u = 0 \) and \( r > 1 \) and \( \|L_K\| \leq \kappa \) and \( \lambda = 1 \) can also yield the following error estimate under the \( L^\infty (X) \) norm.

Corollary 2.4. Suppose that \( D = \{(x_i, y_i)\}_{i=1}^m \) satisfies (2.4) and that \( f^* \) satisfies (2.7) with \( r > 1 \). Then we have
\[
\|f_D - f^*\|_\infty \leq (r-1/2)(\kappa+1)\|h^*\|_\rho R_D.
\]

All the above results show that the approximation error of kernel interpolation depends heavily on the differences of operators \( L_K \) and \( L_{K,D} \) and is independent of the dimension of input space \( X \). This makes our error analysis totally different from the classical results [30, 31, 13, 15, 43] which introduced the distribution of scattered data such as the mesh norm, separation radius and mesh ratio to quantify the error.

2.2. Kernel interpolation of noisy-data. In this part, we study the approximation performance of kernel interpolation when the data are noisy, that is, there exists an \( f^* \) satisfying (2.7) with \( r \geq 1/2 \) such that
\[
y_i = f^*(x_i) + \varepsilon_i,
\]
where \( \varepsilon_i \) satisfies \( E[\varepsilon_i] = 0 \) and \( |\varepsilon_i| \leq \gamma \) for some \( \gamma \geq 0 \). It should be mentioned that our noisy model (2.12) is different from the classical setting [43, 17] that is only available to extremely small noise. In fact, the magnitude of noise in (2.12) can be compared with \( \|f^*\|_\infty \). Instead, we assume the noise to be randomly white noise, which is standard in statistics and learning theory [8, 21, 24].

The approximation error analysis for (2.12) is much more sophisticated than the noise-free model (2.4) which requires the kernel matrix to be well-conditioned. To gauge the effect of noise, we introduce the following quantity:
\[
\mathcal{P}_{D,\lambda} := \left\| (L_K + \lambda I)^{-1/2} (L_K f^* - S_D^T y_D) \right\|_K.
\]
By the aid of the restriction of \( \varepsilon_i \), i.e., \( E[\varepsilon_i] = 0 \), \( L_{K,D}f^* \) can be regarded as a population of \( S^T_D y_D \) in terms that
\[
L_{K,D}f^* - S^T_D y_D = \frac{1}{m} \sum_{i=1}^{m} \varepsilon_i K_{x_i}.
\]

Therefore, \( P_{D,\lambda} \) can be easily derived from some Hilbert-valued concentration inequality [8]. In the following theorem, we present an error estimate for kernel interpolation with noisy data.

**Theorem 2.5.** Let \( 0 \leq u \leq 1/2 \). If \( D = \{(x_i, y_i)\}^{m}_{i=1} \) satisfies (2.12) and \( f^* \) satisfies (2.7) with \( r \geq 1/2 \), then

\[
\| L^*_K(f_D - f^*) \|_K \leq \min_{\mu > 0} (2\mu^{u-1/2}Q^2_{D,\mu} + \mu^{u+1/2}(\sigma^D_m)^{-1}Q^2_{D,\mu}^m)P_{D,\mu} + \min_{\lambda > 0} \left\{ \frac{\lambda r^{1-u/2}Q^2_{D,\lambda}^m}{(r - 1/2)\kappa^{r-3/2}}\|h^*\|_\rho \lambda^{\nu}Q_{D,\lambda}^m R_D, \quad r > 1 \right\}
\]

(2.14)

Compared with Theorem 2.2, there is an additional term involving \( P_{D,\mu} \) and \( \sigma^D_m \) in the right-hand side of (2.14) to capture the stability of the kernel interpolation. It should be highlighted that \( P_{D,\mu} \) reflects the quality of noise and \( (\sigma^D_m)^{-1} \), as well as the condition number \( \sigma^D_1/\sigma^D_m \) is a standard measurement for the stability of kernel interpolation [37]. Different from existing analysis of kernel interpolation for low dimensional data [37, 38, 43], our result presented in Theorem 2.5 is available to data sampled in arbitrary input space in the sense that there is not the widely used mesh norm \( h_\Xi \) involved in our analysis. In particular, as Figure 1.2 (b) purports to show, the minimum eigenvalue (condition number) is extremely small (large) for low-dimensional data, and will be relatively large (small) for high-dimensional data. This makes our result be more suitable for tackling high dimensional data and shows the reason why the regularization term in [8, 41, 22, 17] is removable for kernel interpolation. Based on Theorem 2.5 with \( r = 1 \), \( u = 1/2 \) or \( u = 0 \), we can get the following error estimate for kernel interpolation.

**Corollary 2.6.** If \( D = \{(x_i, y_i)\}^{m}_{i=1} \) satisfies (2.12) and \( f^* \) satisfies (2.7) with \( r = 1 \), then

\[
\| f_D - f^* \|_\rho \leq \min_{\mu > 0} (2 + \mu (\sigma^D_m)^{-1})Q^2_{D,\mu}P_{D,\mu} + \min_{\lambda > 0} \lambda Q^2_{D,\lambda}^m\|h^*\|_\rho
\]

and

\[
\| f_D - f^* \|_\infty \leq \min_{\mu > 0} (2\mu^{-1/2}Q^2_{D,\mu} + \mu^{1/2}(\sigma^D_m)^{-1}Q^2_{D,\mu})\kappa P_{D,\mu} + \min_{\lambda > 0} \kappa \lambda^{1/2}Q_{D,\lambda}^m\|h^*\|_\rho.
\]

As \( Q_{D,\lambda} \) and \( P_{D,\mu} \) decreases with respect to \( \lambda \) and \( \mu \) respectively, the minimization concerning \( \mu \) and \( \lambda \) is well defined. To derive the approximation error in detail, we need to tightly bound \( Q_{D,\lambda} \) and \( P_{D,\mu} \) via the spectrum of kernel matrix and then derive verifiable error estimates for kernel interpolation, which is the aim of Section 3.

**2.3. Kernel interpolation for trans-native space data.** If \( f^* \in H_K \), then the underlying kernel interpolation can be regarded as a projection from \( H_K \) to \( H_{K,m} := \text{span}\{\phi_1^D, \ldots, \phi^D_m\} \), which makes the analysis expedient. This effective technique is lost when we face a target function \( f^* \notin H_K \). The ensuing difficulty is referred
to as the "native space barrier" in [28]. To overcome it, Narcowich et al. made good use of estimates for the minimal eigenvalue of the kernel matrix $K$ (in terms of the minimal separation of data sites). But this approach runs into obstacles when dealing with high-dimensional data. In this subsection, we conduct analysis by modifying the integral operator approach used in the previous two subsections. For this purpose, define $S_D : L^2_{ρ_D} \rightarrow \mathbb{R}^m$ by

$$S_D f := (f(x_i))_{i=1}^m.$$  

Define further

$$L_{K,D} f := S_D^T S_D f = \frac{1}{m} \sum_{i=1}^m f(x_i) K_{x_i}, \quad f \in L^2_{ρ_D}.$$  

For $f \in \mathcal{H}_K$, we have $L_{K,D} f = L_{K,D} f$. Under the noiseless setting (2.4) with $f^*$ satisfying (2.7) for $0 < r < 1/2$, it follows from (1.1) that

$$f_D = S_D^T (S_D S_D^T)^{-1} S_D f^*.$$  

Different from (2.2), $f \notin \mathcal{H}_K$ requires novel technique in analysis, even for noise-free data. The basic idea is to find a $f_H \in \mathcal{H}_K$ such that $f_H$ is a good approximation of $f^*$ and then regard (2.4) as a noisy model with $f^* - f_H$ the noise and $f_H$ the target function. In this way, the stability of kernel interpolation involving $(\sigma_m(D))^{-1}$ should be considered in the estimate.

$$W_{D,λ} := \left\| (L_K + λI)^{-1/2} (L_{K,D} - L_K) \right\|_K,$$

$$U_{D,λ,g} = \left\| (L_K + λI)^{-1/2} (L_{K,D} g - L_K g) \right\|_K.$$  

Similar as $Q_{D,λ}$ and $R_D$, $W_{D,λ}$ is also a quantity to measure the difference between $L_{K,D}$ and $L_K$. Like $P_{D,λ}$, $U_{D,λ,g}$ with some $g$ describes the effect of "noise", i.e. $f^* - f_H$. Since $f^* \notin \mathcal{H}_K$, it is impossible to derive error estimate under the $\mathcal{H}_K$ norm like Theorem 2.2. We conduct our analysis under the $L^2_{ρ_D}$ norm in the following theorem.

**Theorem 2.7.** If (2.4) holds with a continuous $f^*$ satisfying (2.7) for $0 \leq r < 1/2$, then

$$\|f^* - f_D\|_ρ \leq \min_{λ > 0} \{ (1 + (1 + λ(\sigma_m(D))^{-1}) Q_{D,λ}^{2r+2}) λ^r \|h^*\|_ρ + (2 + λ(\sigma_m(D))^{-1}) Q_{D,λ}^2 \|h^*\|_D \|h^*\|_ρ \}.$$  

Similar as Theorem 2.5, the estimate in Theorem 2.7 requires the stability of kernel interpolation, even though there is not any noise involved in the model (2.4). As described above, for $f^* \notin \mathcal{H}_K$, we regard $f^* - f_H$ as the noise in the analysis. Such a technique is not novel and has been adopted in [28] for the same purpose for kernel interpolation on the sphere. As a result, our result requires the minimal eigenvalue $σ_m(D)$ of the kernel matrix to be not so small, which makes the analysis be only available for high-dimensional data.

We then show the roughness of $f$ satisfying (2.7) with $0 \leq r < 1/2$ by taking the algebraic decaying eigenvalues for examples. Assume $X = \mathbb{S}^d$, the $d + 1$-dimensional
unit sphere embedded into \( \mathbb{R}^{d+1} \) and \( \sigma_\ell \leq a \ell^{2\alpha} \) with \( \alpha > 1/2 \) and \( a > 0 \). Then it is easy to check that \( \mathcal{H}_K \) is equivalent to the Sobolev space \( W^\tau_2(S^d) \) with \( \tau = \alpha d \) [28].

As shown in (2.8), different \( r \) implies different eigenvalue decaying of \( f^* \). In this way, (2.7) with \( r \) running out \((0, 1/2)\) is equivalent to interpolation space between \( L^2_{\rho_X} \) and \( \mathcal{H}_K \) with all indexes.

3. Error Analysis via Spectrum of Kernel Matrix for Random Sampling.

Many existing error estimates for kernel interpolation are given in terms of \( h_\Xi \), the mesh norm of an underlying sampling set \( \Xi \); see e.g. [30, 31, 43, 32, 28]). Generally speaking, a smaller \( h_\Xi \) gives rise to a more favorable error estimate. Assume quasi-uniformity of point distribution. Then we have \( h_\xi \sim m^{-1/d} \), where \( m \) is the cardinality of \( \Xi \), which becomes infeasible when \( d \) is sufficiently large. More importantly, Monte Carlo simulations we have run based on many high dimensional problems show that the mesh norm \( h_\Xi \) and the minimal separation \( q_\Xi \) are larger than one with high probability. This feature has rendered many error-analysis techniques developed in the literature ineffective in dealing with high dimensional problems. As mentioned in the introduction, we approach error analysis for kernel interpolation by adopting different measurements of operator differences in which the spectrum of the kernel matrix plays a prominent role. We point out that the error estimates presented here are probabilistic, which is the next best thing under situations where deterministic error analysis methods are impossible to implement. Motivations of our pursuit stem from two sources: (i) our simulations on condition numbers of Gaussian-kernel matrices (see Figure 2); (ii) the results we have gathered in Appendix B in which relations between finite-differences of operators and the spectrum of kernel matrices are given and in Appendix C which summarizes probabilistic estimates for lower bounds of \( q_\Xi \). As such, readers may find it helpful to review the pertinent results before proceeding. To be detailed, we carry out probabilistic error analysis of kernel interpolation in terms of random sampling setting, i.e. \( \Xi = \{x_i\}_{i=1}^m \) are drawn i.i.d. according to \( \rho_X \). Such a setting has been adopted in the well known learning theory framework [40, 41, 8] and is more suitable than the deterministic sampling setting for high-dimensional data [12].

As the differences between \( L_K \) and its empirical counterpart is not intuitive, we quantify the error analysis in terms of the spectrum of kernel matrix by using the recently developed integral operator technique in [22, 11, 6]. For the sake of brevity, we only present error estimates under the \( L^2_{\rho_X} \) norm and those under the \( \mathcal{H}_K \) norm as well as uniform norm can be derived by using results in the previous section and the same method in this section.

Denote the eigenvalues of \( K \) by \( \{\sigma_\ell,K\}_{\ell=1}^m \) with \( \sigma_{1,K} \geq \sigma_{2,K} \geq \cdots \geq \sigma_{m,K} > 0 \). From (2.2), we have

\[
\sigma_\ell,K = m \sigma_\ell^D, \quad \ell = 1, \ldots, m. 
\]

Write

\[
A_{D,\lambda} := \left( \frac{1}{m\lambda} + \frac{1}{\sqrt{m\lambda}} \right) \max \left\{ 1, \frac{1}{\lambda m} \sum_{\ell=1}^m \frac{\sigma_\ell,K}{\lambda m + \sigma_\ell,K} \right\}.
\]

It is easy to check that \( A_{D,\lambda} \) is non-increasing with respect to the eigenvalues of the kernel matrix and decreases with respect to \( \lambda \). The following theorem quantifies the error of kernel interpolation for noiseless data.
THEOREM 3.1. Let $0 < \delta < 1$. If $D = \{(x_i, y_i)\}^m_{i=1}$ satisfies (2.7) with $r \geq 1/2$ and $X = \{x_i\}^m_{i=1}$ are drawn identically and independently according to $\rho_X$, then with confidence at least $1 - \delta$, there holds
\begin{equation}
\|f_D - f^*\|_\rho \leq C_1 \log^6 \frac{16}{\delta} \left\{ \begin{array}{ll}
\min_{\lambda > 0} \{ \lambda^r (A_{D,\lambda} + 1)^{2r} \}, & 1/2 \leq r \leq 1, \\
\frac{1}{\sqrt{m}} \min_{\lambda > 0} \{ \sqrt{\lambda} (A_{D,\lambda} + 1) \}, & r > 1,
\end{array} \right.
\end{equation}
where $C_1$ is a constant depending only on $\kappa$, $\|h^*\|_\rho$ and $r$.

It should be noted that there are two terms, $\sqrt{\lambda}$ and $\sqrt{\lambda} A_{D,\lambda}$, involved in the right-hand side of (3.3). The former increases with respect to $\lambda$ while the latter decreases with $\lambda$. Therefore, there is a unique $\lambda_0$ minimizing $\sqrt{\lambda} + \sqrt{\lambda} A_{D,\lambda}$, making our estimate be well defined. In view of (3.2), Theorem 3.1 shows that the approximation error of kernel interpolation can be given in terms of the trace of the matrix $\mathbb{K}(\mathbb{K} + \lambda m I)^{-1}$, which depends only on the spectrum of the kernel matrix. From (3.3), we conclude that kernel matrices with smaller eigenvalues perform better than those with larger ones. Thus, for interpolation of noise-free data with target functions from the native space, kernels with small eigenvalues, such as the Gaussian kernel, are preferable. The main difference between Theorem 3.1 and existing results in [30, 31, 32, 28] is that there are not any measurements for the distributions of scattered data such as the mesh norm and separation radius that would be large when $d$ is large involved in our error estimate of noise-free data.

Though kernel interpolation performs well for noise-free data, data obtained from modeling real-world problems often contain noises. To tolerate noises, the kernel matrix must be well-conditioned. In the following theorem, we quantify the approximation performance of kernel interpolation with noisy data via the spectrum of kernel matrix.

THEOREM 3.2. Let $0 < \delta < 1$. If $D = \{(x_i, y_i)\}^m_{i=1}$ satisfies (2.7) with $r \geq 1/2$ and $X = \{x_i\}^m_{i=1}$ are i.i.d. drawn according to $\rho_X$, then with confidence at least $1 - \delta$, there holds
\begin{equation}
\|f_D - f^*\|_\rho \leq C_2 \min_{\mu > 0} \left\{ (1 + \mu \rho m^{-1} (A_{D,\mu} + 1) \sqrt{\mu} A_{D,\mu} ) \right\} \log^6 \frac{16}{\delta} \left\{ \begin{array}{ll}
\min_{\lambda > 0} \{ \lambda^r (A_{D,\lambda} + 1)^{2r} \}, & 1/2 \leq r \leq 1, \\
\frac{1}{\sqrt{m}} \min_{\lambda > 0} \{ \sqrt{\lambda} (A_{D,\lambda} + 1) \}, & r > 1,
\end{array} \right.
\end{equation}
where $C_2$ is a constant depending only on $\kappa$, $\gamma$ and $\|f^*\|_\infty$.

It is noteworthy to mention that (2.12) can tolerate a noise level comparable to the magnitude of $y_D$. Therefore, besides the noise-free approximation error (the second term in the right-hand side of (3.4)), it requires an additional term involving the smallest eigenvalue of $\mathbb{K}$ to reflect the stability of kernel interpolation. Such an additional term presents a restriction on the selection of the kernel of the input dimension $d$. For noise-free data, Theorem 3.2 illustrates the the eigenvalues of the kernel matrix the smaller the better, implying both small $d$ and kernel with fast eigenvalue decaying. This situation changes dramatically when the data are noised. In particular, as shown in the next section or Appendix C, the smallest eigenvalue of kernel matrix increases with respect to $d$. This makes our analysis be available for data sampled in a high dimensional input space.
Since analysis of approximating noisy data has been conducted in [41, 8, 42, 22] by using the well known kernel ridge regression (KRR) algorithm:

\[
D, \lambda = \arg \min_{f \in H_K} \frac{1}{m} \sum_{i=1}^{m} (f(x_i) - y_i)^2 + \lambda \|f\|_K^2, \quad \lambda > 0.
\]

The main reason of introducing the regularization term is to overcome well known over-fitting phenomenon and enhance the stability of the approximant. Our algorithm can be regarded as a kernel “ridgeless” regression via taking \(\lambda = 0\). Theorem 3.2 together with eigenvalue estimate in the next section and Appendix C then implies that if \(d\) is sufficiently large, there is not over-fitting for kernel interpolation.

Finally, we quantify the approximation error for kernel interpolation of trans-native space data in terms of the spectrum of \(K\) in the following theorem.

**Theorem 3.3.** Let \(0 < \delta < 1\). Suppose that \(D = \{(x_i, y_i)\}_{i=1}^m\) satisfies (2.4), that \(f^*\) is continuous and satisfies (2.7) with \(0 < r < 1/2\), and that \(\Xi = \{x_i\}_{i=1}^m\) are drawn i.i.d. according to \(\rho_X\). Then with confidence at least \(1 - \delta\), there holds

\[
\|f^* - f_D\|_\rho \leq C_3 \log^6 \frac{24}{\delta} \min_{\lambda > 0} \{(1 + (1 + \lambda m(\sigma_{m,K})^{-1})A_{D,\lambda} + 1)^{2r+2}\lambda^r + ((1 + \lambda m(\sigma_{m,K})^{-1}) + \lambda^{-1/2})(A_{D,\lambda} + 1)^{2}\sqrt{\lambda A_{D,\lambda}}\},
\]

where \(C_3\) is a constant depending only on \(\kappa, \|h\|_\rho, \|f^*\|_\infty\) and \(r\).

By adeptly coordinating and manipulating decay rates and bandwidths of Fourier transforms, Narcowich et al [31, 32] found a marvelous way of projecting the approximation power of a higher-order Sobolev spline kernel into a larger RKHS associated with a lower-order Sobolev spline kernel; see also [20]. This method depends in a crucial way on the quasi-uniformity of sampling-point distribution. In contrast, Theorem 3.3 only requires the presence of the spectrum of the underlying kernel matrix to achieve the desired stochastic approximation goal, the passage of which is reflected in the appearance of the extra quantity \(\lambda m(\sigma_{m,K})^{-1}\) in the error estimate. This is noticeably different from the case \(f^* \in H_K\).

The estimate given in Theorem 3.3 strongly indicates the importance of a well-conditioned kernel matrix in overcoming “the native space barrier”. In this way, our analysis is only suitable for high dimensional data.

4. Spectrum Analysis for Random Kernel Matrices. In this section, we assume that \(\Xi\) is generated by \(m\)-independent copies of the uniformly distributed random variable on \(\mathcal{X}\), and estimate the spectra of the ensuing random kernel matrices. Spectral analysis for other probabilistic distribution and dot product kernels can be found in [18, 21]. Throughout this section, we work with radial kernels.

Let \((\sigma_\ell, \phi_\ell/\sqrt{\sigma_\ell})\) be the eigen-pairs of the integral operator \(L_K\) (defined in (2.1)). For the special case in which \(\mathcal{X}\) is the unit (open) ball of \(\mathbb{R}^d\), Steinwart at al [42] showed that eigenvalues \(\sigma_\ell\) associated with the reproducing kernel of the Sobolev space \(W^\tau_2(\mathcal{X})\) (\(\tau > d/2\)) satisfy \(\sigma_\ell \leq c_0 \ell^{-2 \tau/d}, \ell \in \mathbb{Z}_+\), where \(c_0\) is an absolute constant. (These are also referred to in the literature as Sobolev spline kernel.) That is, \(\sigma_\ell\) satisfy inequality (4.1) below. Inspecting pertinent work in [7] and [4], one concludes that eigen-values \(\sigma_\ell\) associated with Gaussian kernels satisfy inequality (4.2) below. Accordingly, we assume in the sequel that the eigen-value sequence of the integral
operator $\mathcal{L}_K$ (defined in (2.1)) satisfies one of the following two inequalities:

\begin{align}
\sigma_t &\leq c_0 \, t^{-\beta}, \quad \beta > 1; \\
\sigma_t &\leq c_0 \, e^{-\alpha \, t^{1/d}}, \quad \alpha > 0,
\end{align}

in which $c_0 > 0$ is an absolute constant. The following proposition gives an upper-bound estimate of $A_{D, \lambda}$ under the above conventions.

**Proposition 4.1.** Let $0 < \delta < 1$ be given. Then for any $0 < \lambda \leq 1$, the following inequalities hold true with confidence $1 - \delta$,

$$
A_{D, \lambda} \leq C_4 \left( \frac{1}{m \lambda} + \frac{1}{\sqrt{m \lambda}} \right) \left( 1 + \frac{1}{m \lambda} \right) \log^2 \frac{4}{\delta} \left\{ \lambda^{-1/(2\beta)} \sqrt{\pi \lambda} \, \lambda^{-d/2} \log^{d/2} \frac{1}{\lambda} \right\},
$$

where $C_4$ is a constant depending only on $c_0$.

We devote the rest of the section to lower bounds of the minimal eigenvalue of the kernel matrix $K$, which has been studied extensively in the radial basis function research community; see [29, 3, 37, 43] and the references therein. The main theme of the research is to bound the smallest eigenvalue of $K$ in terms of the separation radius. For Gaussian kernel $G_\sigma$ and Sobolev spline kernel $S_\tau$ defined respectively by:

$$
G_\sigma(x, x') = e^{-a \|x - x'\|^2} (a > 0),
$$

$$
S_\tau(x, x') = \frac{2\pi^d}{\Gamma(\tau)} \otimes \tau^{-d/2} (\|x - x'\|_2)(\|x - x'\|_2/2)^{\tau-d/2} (\tau > d/2),
$$

where $\otimes \tau$ is the modified Bessel function of the second kind, we find in [43, Table 12.1] the following estimates:

\begin{align}
\sigma_{m, G_\sigma} &\geq \frac{1}{2^{2d+1} \Gamma(d/2 + 1)} \left( \frac{6.38d}{q_\xi \sqrt{\alpha}} \right)^d \exp \left[ - \left( \frac{6.38d}{q_\xi \sqrt{\alpha}} \right) \right], \\
\sigma_{m, S_\tau} &\geq \frac{q_\xi^{2\tau-d}}{2^{2\tau + 2d + 1} \pi^{d/2} \Gamma(d/2 + 1)} (6.38d)^{2\tau-d} \left( 1 + \frac{q_\xi^2}{162.8d^2} \right)^{-\tau}.
\end{align}

Making use of the two inequalities above, Lemma 6.9 in Appendix C (or Lemma 6.11 in Appendix C for the normal distribution), we derive estimates for $\sigma_{m, G_\sigma}$ and $\sigma_{m, S_\tau}$. These results join forces with Proposition 4.1 and approximation results in the previous section, and give stochastic error estimates for kernel interpolations with many highly-applicable kernels. We present here such error estimates for kernel interpolations while Sobolev spline kernels and Gaussian kernels are employed.

**Corollary 4.2.** Let $0 < \delta < 1$. If $K(\cdot, \cdot) = S_\tau(\cdot, \cdot)$ with $\tau > d/2$, $X = [0, 1]^d$, $D = \{ (x_i, y_i) \}_{i=1}^m$ satisfies (2.4), $f^*$ satisfies (2.7) with $r \geq 1/2$, $\Xi$ is generated by $m$ independent copies of the random variable uniformly distributed in $X$. Then with confidence at least $1 - \delta$, we have

$$
\| f_D - f^* \|_\rho \leq C_5 \log^2 \frac{16}{\delta} \left\{ \begin{array}{ll}
\frac{m^{-2r+1/2}}{m^{-2r+d/2}}, & 1/2 \leq r \leq 1, \\
\frac{m^{-2r+d/2}}{m^{-2r+d}}, & r > 1,
\end{array} \right.
$$

where $C_5$ is a constant depending only on $C_1$, $C_4$ and $r$. 
COROLLARY 4.3. Let $0 < \delta < 1$. If $K(\cdot, \cdot) = G_a(\cdot, \cdot)$ with $a > 0$, $X = [0, 1]^d$, $D = \{(x_i, y_i)\}_{i=1}^m$ satisfies (2.4), $f^*$ satisfies (2.7) with $r \geq 1/2$, $\Xi$ is generated by $m$ independent copies of the random variable uniformly distributed in $X$. Then with confidence at least $1 - \delta$, we have

\[
\|f_D - f^*\|_\rho \leq C_0 \sqrt{da}^{-d/2} \log^m 16 \frac{1}{\delta} \left\{ \begin{array}{ll} (m^{-1} \log^d m)^r, & 1/2 \leq r \leq 1, \\ m^{-1} \log^{d/2} m, & r > 1, \end{array} \right.
\]

where $C_0$ is a constant depending only on $C_1$, $C_2$ and $r$.

5. Numerical Results. In this section, we present results of both toy simulations and a real world data experiments to verify our theoretical assertions and show the performance of kernel interpolation in tackling high dimensional data. Given a randomly generated (according to uniform distributions as mentioned above) training set $D = \{(x_i, y_i)\}_{i=1}^m$, we construct an approximant $f_{D, \gamma}$ with kernel parameter $\gamma > 0$ of the form:

$$f_{D, \gamma} = \sum_{i=1}^m (G^{-1}_{\gamma} y_D), G_{\gamma}(x_i, \cdot),$$

in which $G_{\gamma}$ denotes the corresponding kernel matrix, $(V)_i$ the $i$th component of the vector $v$.

5.1. Toy simulations. This subsection conducts three simulations to substantiate numerically our main theoretical findings. In the first simulation, we show that the spectrum of a kernel matrix $K$ is a suitable barometer to gauge the behavior of $\|f_{D, \gamma} - f^*\|_\rho$ in high dimensional spaces, which offers strong numerical evidences to support the theoretical results. The second simulation aims to study the role of dimensionality in reflecting the approximation performance of interpolation, showing the necessity of high dimensionality for kernel interpolation. The last simulation is designed to be a comprehensive study of quasi-interpolation with different regularization parameters in high dimensional spaces to show the redundancy of the regularization term for high dimensional data. We reiterate here that quasi-interpolation reduces to interpolation if the regularization parameter is set to zero.

Simulation I. In this simulation, we set $X = [-1, 1]^d$, which we simply refer to as the cube in the sequel. We generate $m \in \{500, 600, \ldots, 1500\}$ samples for training and the inputs $\{x_i = (x_{i,1}, x_{i,2}, \ldots, x_{i,d})\}_{i=1}^m$ are independently drawn according to the uniform distribution on the cube. Then Gaussian kernel $G_{\gamma}(x, x') = \exp \left(-\frac{\gamma \|x-x'\|^2}{2}\right)$ with the kernel parameter $\gamma = 0.05$ is employed for constructing the kernel matrix $K$.

We further define the main item of Theorem 3.1 as the approximation error:

\[
AE = \left\{ \begin{array}{ll} \min_{\lambda > 0} \{\lambda^r (A_{D, \lambda} + 1)^2\}, & 1/2 \leq r \leq 1, \\ \frac{1}{\sqrt{m}} \min_{\lambda > 0} \{\sqrt{\lambda} (A_{D, \lambda} + 1)\}, & r > 1. \end{array} \right.
\]

The corresponding outputs $\{y_i\}_{i=1}^m$ are generated from the following regression model:

\[
y_i = f^*(x_i) = \sum_{j=1}^d c_j \exp(-x_{i,j}^2),
\]

where the regression coefficients $(c_1, \ldots, c_d)^T$ are sampled according to the uniform distribution on $[-1, 1]^d$. This means $f^* \in H_K$, so we can set $r = 1/2$ in our simulation.
study. We run 20 independent trials of the simulation and depict the mean values of AE and the rooted mean square error (RMSE) of 500 test samples in Figure 5.1.

There are three important findings in Figure 5.1. At first, Figure 5.1 (b) exhibits a monotonously decreasing trends of RMSE with respect to the size of samples, which numerically verifies Corollary 4.3. Then, Figure 5.1 demonstrates that there is a close relation between RMSE of kernel interpolation and AE for kernel matrix in both their values and trends, showing that AE is an excellent upper bound of RMSE for kernel interpolation. This verifies Theorem 3.1. Finally, although our derived approximation error is independent of the dimension \(d\), RMSE behaves worse for larger \(d\). The main reason is that we absorb the dimension in the constant term, just as Corollary 4.3 purports to show.

**Simulation II.** The simulation setting in this part is similar as that in Simulation I. The only difference is that we set \(\mathcal{X} = [-1, 1]^d\) with \(d\) varying in \([50, 100, \ldots, 500]\) and \(m\) to be chosen from \([300, 600, 900]\). Before presenting our simulation, we at first show that the classical mesh norm (and separation radius) in [37, 38, 30, 31, 43, 32, 28] is unavailable to gauge the approximation error in the high dimensional setting. In particular, it can be found in Figure 5.2 that even for the separation radius (SR) increases with respect to \(d\) and will larger than 1, provided \(d\) is larger than a small value. As a result, the mesh norm is also larger than one and thus is not suitable to measure the approximation error by showing an approximation rate as \(h^{\alpha} \Xi\) for some \(\alpha > 0\). Differently, as shown in Figure 5.2 (b), the condition number as well as \((\sigma_{m,K})^{-1}\) decreases with respect to \(d\), implying the well-conditioness of the kernel matrix for high-dimensional data. In this way, Figure 5.2 verifies the feasibility of utilizing the spectrum of kernel matrix to take place of the mesh norm to gauge the approximation error for high dimensional data.

Based on these observations, we then show the simulation results of kernel interpolation in terms of quantifying the relation among AE, RMSE and the number of dimension. The numerical results can be found in Figure 5.3.

From Figure 5.3, we can also find three interesting phenomena. Firstly, Figure 5.3 shows that both AE and RMSE decreases with respect to \(d\), implying the difficulty for high dimensional interpolation. As shown in Corollary 4.3, although the approximation rate does not heavily depend on \(d\) (only a logarithmic relation), the approximation bound becomes worse when \(d\) is larger. Secondly, As shown in Figure 5.3 (b), RMSE increases dramatically with respect to \(d\), which little bit contradicts with our theoretical assertions. We highlight that the main reason is that we employ a
uniform kernel parameter $\gamma = 0.05$ for all dimensions. Finally, Figure 5.3 also exhibits that AE is a feasible upper bound of RMSE, and thus verifies Theorem 2.2.

Simulation III. In this simulation, we show the redundancy of the regularization term. For this purpose, we study both noise-free model (5.2) and the noisy model

\begin{equation}
    y_i = f^\star(x_i) + \epsilon_i = \sum_{j=1}^{d} c_j \exp(-x_{i,j}^2) + \epsilon_i,
\end{equation}

where $\epsilon_1, \ldots, \epsilon_m$ are sampled independently and identically according to the uniform distribution on $[-0.2, 0.2]$. We caution that the value of the tuning parameter $\gamma$ affects significantly the performance of $f_{D, \gamma}$. We experimented with several other ways, and eventually settled upon the so-called “hold-out method” [45] in selecting a suitable value for $\gamma$. Roughly speaking, the hold-out method divides the data set $D$ into training and validation set $D_{tr}$ and $D_{vl}$ respectively, where $D = D_{tr} \cup D_{vl}$, $D_{tr} \cap D_{vl} = \emptyset$ and $D_{tr}$ contains half of the whole sample data. It then evaluates the performance of $f_{D, \gamma}$ for different values of $\gamma$ via the root mean square error (RMSE) on $D_{vl}$, and select the best value $\gamma^\star$ by the following rule:

$$
    \gamma^\star = \arg \min \left\{ \sqrt{\frac{1}{2m} \sum_{(x_i, y_i) \in D_{vl}} (y_i - f_{D, \gamma}(x_i))^2} \right\}.
$$
We then compute the RMSE of $f_{D,\gamma}$ against a randomly generated testing data set $D_{test} = \{ (x'_{i}, f(x'_{i})) \}_{i=1}^{500}$. To show the versatility of our kernel interpolation method in high dimensional spaces, we generate some random training samples $D_m := \{ (x_{i}, y_{i}) \}_{i=1}^{m}$ for $m = 500, 700, \ldots, 1500$, and testing samples $D_{test} = \{ (x'_{i}, f(x'_{i})) \}_{i=1}^{500}$. We use a quasi-interpolation method (with a regularization parameter) to construct estimators of $f^{*}$ as follows.

\begin{equation}
\label{5.4}
f_{D,\gamma,\lambda} = \sum_{i=1}^{m} \left( (G_{\gamma} + \lambda M_{m})^{-1} y_{D} \right)_{i} K_{\gamma}(x_{i}, \cdot),
\end{equation}

in which values of the regularization parameter $\lambda$ are respectively set to be

0, 0.01, 0.02, 0.04, 0.08, 0.16, 0.32, 0.64, 1.28, 2.56.

(When $\lambda = 0$, $f_{D,\gamma,0}$ is the estimator kernel interpolation). We run 20 independent trials for each individual case. Average values of RMSE for different regularization parameters are shown in Part (b) of Figure 5.4. Some observations are in order.

Figure 5.4 illustrates that the minimal RMSE of quasi-interpolants of various training sets and different regularization parameter ($\lambda$) values appears to reach at $\lambda = 0$. This offers strong numerical evidences to that the kernel-interpolation estimator $f_{D,\gamma} = f_{D,\gamma,0}$ has the minimal RMSE on testing sets and shows the redundancy of the regularization term for high dimensional data interpolation.

5.2. Real world data experiments. In this subsection, we pursue the excellent performance for kernel interpolation on a high-dimensional real data set MNIST, which is a hand-writing recognition application and is regarded as a benchmark of high dimensional data application. The basic experimental setting of this paper is the same as that in [21]. As shown in Figure 5.5, the input of the data is a hand-writing digits in $\{0, \ldots, 10\}$ and the prediction is also from $\{0, \ldots, 10\}$. Our experiment considers the following problem: for each pair of distinct digits $\{(i,j)\}$, $i, j \in \{0, 1, \ldots, 9\}$, label one digit as 1 and the other as 0, then fit the kernel quasi-interpolation with Gaussian kernel $G_{\gamma}(x, x') = \exp\left(-\frac{1}{2d} \|x-x'\|^{2}\right)$ and $\gamma = 2d = 2 \times 784$.

For each of the $C(10, 2) = 45$ pairs of experiments, we chose a finer grid of regularization $\lambda \in [0, 20]$, where $\lambda$ is the regularization parameter. We evaluate the performance on the out-of-sample test dataset, with the relative mean square error
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\[
\sum_i (\hat{f}(x_i) - y_i)^2 \sum_i (y_i - \bar{y})^2
\]
to measure the accuracy of interpolation. For experiment, both the training size and test size are 10,000. The numerical results can be found in Figure 5.6.

Figure 5.6 (a) demonstrates the relation between the condition number of the quasi-interpolation matrix generated by (5.4) and the regularization \( \lambda \). It is obvious that the condition number decreases with respect to \( \lambda \), showing that adding the regularization term stabilizes the interpolation. However, as shown in Figure 5.6 (b), among all 45 experiments, kernel interpolation without regularization (\( \lambda = 0 \)) remarkably performs the best. Furthermore, the above numerical results shows that the error increases with respect to \( \lambda \), which implies that the regularization term plays a negative effect in kernel interpolation, neglecting its positive effect in enhancing the stability. The main reason is that for high dimensional data interpolation, the condition number, as shown in Figure 5.6 (a) is already very small. In this way, adding the regularization term plays an incremental role in guarantee the well-conditioness of the matrix. However, the additional regularization term inevitably degrades the approximation performance of kernel interpolation. All these show the effectiveness of kernel interpolation and the redundancy of the regularization term in tackling high dimensional data.
6. Proofs. In this section, we present the proofs of our main results.

6.1. Proofs of results stated in Section 2. The proof of Propositions 2.1 is somewhat standard. We present the proof for the sake of completeness.

Proof of Proposition 2.1. Let \( S_D = U \Sigma V^T \) be the SVD of \( S_D \), where \( \Sigma \) is a diagonal matrix, \( U : \mathbb{R}^m \rightarrow \mathbb{R}^m \), \( V : \mathbb{R}^m \rightarrow \mathcal{H}_K \) satisfying \( U^T U = V^T V = I \). Then, we have
\[
L_{K,D} = S_D^T S_D = V \Sigma^2 V^T, \quad \frac{1}{m} \mathbb{I} = S_D S_D^T = U \Sigma^2 U^T,
\]
and
\[
(6.1) \quad P_m := S_D^T (S_D S_D^T)^{-1} S_D = V V^T.
\]
Equation (6.1) implies that \( P_m \) is the projection operator from \( \mathcal{H}_K \) to \( \mathcal{H}_{K,m} = \text{span}\{\phi_1^D, \ldots, \phi_m^D\} \), which implies
\[
(6.2) \quad P_m^* = P_m \quad \text{and} \quad (I - P_m)^* = (I - P_m), \quad \forall \ s \in \mathbb{Z}_+.
\]
It follows from (2.4) and (2.3) that
\[
(6.3) \quad f_D = S_D^T (S_D S_D^T)^{-1} y_D = S_D^T (S_D S_D^T)^{-1} S_D f^* = P_m f^*.
\]
By writing
\[
L_{K,D} f_D = S_D^T S_D (S_D S_D^T)^{-1} S_D f^* = L_{K,D} f^*,
\]
This implies (2.5) and completes the proof of Proposition 2.1. \( \square \)

To prove Theorem 2.2, we need the following bounds related to the projection operator, whose proof is also given for the sake of completeness.

Proposition 6.1. Let \( \nu, \lambda \geq 0 \) and \( j \in \mathbb{N} \). We have
\[
(6.4) \quad \| L_K^\nu (I - P_m) \| \leq \lambda^{1/2} \| L_K^\nu (L_{K,D} + \lambda I)^{-1/2} \|,
\]
and
\[
(6.5) \quad \| S_D^T (S_D S_D^T)^{-j} S_D \| \leq (\sigma_m^D)^{-j+1}.
\]

Proof. For arbitrary \( \lambda > 0 \), since
\[
(6.6) \quad (L_{K,D} + \lambda I)^{-1} S_D^T = (S_D S_D + \lambda I)^{-1} S_D^T (S_D S_D + \lambda I)^{-1} = (S_D S_D + \lambda I)^{-1} (S_D S_D S_D^T + \lambda S_D S_D^T + \lambda I)^{-1} = (S_D S_D + \lambda I)^{-1} (S_D S_D S_D^T + \lambda S_D S_D^T + \lambda I)^{-1} = S_D (S_D S_D + \lambda I)^{-1},
\]
we then have
\[
(6.7) \quad (L_{K,D} + \lambda I)^{-1} L_{K,D} = S_D^T (S_D S_D^T + \lambda I)^{-1} S_D
\]
\[
= P_m S_D^T (S_D S_D^T + \lambda I)^{-1} S_D P_m.
\]
It follows from (6.2), (6.7) and the inequality \( \| (L_{K,D} + \lambda I)^{-1} L_{K,D} \| \leq 1 \) that for any \( f \in \mathcal{H}_K \), there holds
\[
\langle S_D^T (S_D S_D^T + \lambda I)^{-1} S_D f, f \rangle_K = \langle P_m (L_{K,D} + \lambda I)^{-1} L_{K,D} P_m f, f \rangle_K
\]
\[
= \| (L_{K,D} + \lambda I)^{-1/2} L_{K,D}^{1/2} P_m f \|_K^2 \leq \| (L_{K,D} + \lambda I)^{-1/2} L_{K,D}^{1/2} \|_K^2 \| P_m f \|_K^2 \leq \| P_m f \|_K^2
\]
\[
= \langle P_m f, f \rangle_K.
\]
This shows that $P_m - (L_{K,D} + \lambda I)^{-1}L_{K,D}$ is a positive operator. We then obtain from $\lambda(L_{K,D} + \lambda I)^{-1}I = (I - L_{K,D} + \lambda I)^{-1}L_{K,D}$ that $\lambda(L_{K,D} + \lambda I)^{-1} - (I - P_m)$ is positive, which in turns implies that $L_K^v(\lambda(L_{K,D} + \lambda I)^{-1} - (I - P_m))L_K^v$ is positive. Recalling (6.2), we have

\[
\lambda\|(L_{K,D} + \lambda I)^{-1/2}L_K^v\|_K^2 = \langle \lambda(L_{K,D} + \lambda I)^{-1}L_K^v, L_K^v \rangle_K \\
= \langle L_K^v\lambda(L_{K,D} + \lambda I)^{-1}L_K^v, f \rangle_K \geq \langle L_K^v(I - P_m)L_K^v, f \rangle_K = \langle L_K^v(I - P_m)^2L_K^v, f \rangle_K \\
= \langle (I - P_m)L_K^v, (I - P_m)L_K^v \rangle_K = \|L_K^v(I - P_m)f\|_K
\]

holds true for any $f \in \mathcal{H}_K$ and any $v \geq 0$, which proves (6.4). Since $S_D^T(S_DS_D^T)^{-j}S_D$ is self-adjoint, direct computation yields

\[
(S_D^T(S_DS_D^T)^{-j}S_D)^k = S_D^T(S_DS_D^T)^{-jk+k-1}S_D, \quad \forall k \in \mathbb{N}.
\]

This implies that

\[(6.8) \quad \|S_D^T(S_DS_D^T)^{-j}S_D\|^2_k = \|(S_D^T(S_DS_D^T)^{-j}S_D)^k\| = \|S_D^T(S_DS_D^T)^{-j+k+k-1}S_D\|.
\]

Note that for any $c = (c_1, \ldots, c_m)^T \in \mathbb{R}^m$, there holds

\[
\|S_D^Tc\|_K^2 = \frac{1}{m^2} \sum_{i=1}^m \sum_{j=1}^m c_i c_j \langle K_{x_i}, K_{x_j} \rangle_K \leq \kappa^2 \left( \frac{1}{m} \sum_{i=1}^m |c_i|^2 \right)^2 \leq \frac{\kappa^2}{m^2} \sum_{i=1}^m |c_i|^2 = \frac{\kappa^2}{m} \|c\|_{l^2}^2.
\]

The compactness of $\mathcal{X}$ implies $\kappa < \infty$. This allows us to use the fact that $\|f\|_{l^2} \leq \kappa \|f\|_K$ for $f \in \mathcal{H}_K$ to deduce

\[
\|S_D^T(S_DS_D^T)^{-jk+k-1}S_Df\|_K^2 \leq \frac{\kappa^2}{m} \|(S_DS_D^T)^{-j+k+k-1}S_Df\|_{l^2}^2 \\
\leq \frac{\kappa^2}{m} \left( \sigma_m^D \right)^{-2j+2k-2} \|S_Df\|_{l^2}^2 \leq \kappa^2 \left( \sigma_m^D \right)^{-2j+2k-2} \frac{1}{m} \sum_{i=1}^m |f(x_i)|^2 \\
\leq \kappa^2 \left( \sigma_m^D \right)^{-2j+2k-2} \|f\|_{l^2}^2 \leq \kappa^4 \left( \sigma_m^D \right)^{-2j+2k-2} \|f\|_K^2.
\]

Hence,

\[
\|S_D^T(S_DS_D^T)^{-j}S_D\| \leq \kappa^{2/k} \left( \sigma_m^D \right)^{-j+1-1/k}.
\]

Note that the above estimate holds true all $k \in \mathbb{N}$. Letting $k \to \infty$, we derive

\[
\|S_D^T(S_DS_D^T)^{-j}S_D\| \leq \left( \sigma_m^D \right)^{-j+1}.
\]

This completes the proof of Proposition 6.1. \hfill $\Box$

With the help of the above proposition, we can prove Theorem 2.2 as follows.

**Proof of Theorem 2.2.** Assuming (2.7) with $r \geq 1/2$, we use the facts that $\|Af\| \leq \|A\||f||_K$, $\|AB\| = \|BA\| \leq \|A\||B\|$ for positive operators $A$, $B$ and $f \in \mathcal{H}_K$ to derive

\[(6.9) \quad \|L_K^v(fD - f^*)\|_\rho = \|L_K^v(I - P_m)L_{K,D}^{-r/2}L_{K,D}^{1/2}h^*\|_K \leq \|L_K^v(I - P_m)L_{K,D}^{-r/2}\||h^*|_\rho.
\]

In the rest of the proof, we need to work on two cases: $r > 1$ and $\frac{1}{2} \leq r \leq 1$. 

(i) Case: $\frac{1}{2} \leq r \leq 1$. We first use (6.2) to derive that $(I - P_m)^{2r} = (I - P_m)$. We then use (6.4) with $v = 1/2$ and the well-known Codes inequality (6.22) (in Appendix A) with $\tau = 2u$ and $\tau = 2r - 1$ respectively to get

$$
\|L^u_K(I - P_m)L_K^{r-1/2}\| = \|L^u_K(I - P_m)^{2r-2}L_K^{r-1/2}\|
\leq \|L^u_K(I - P_m)^{2u}\| \|L^u_K(I - P_m)^{2r-2u}L_K^{r-1/2}\|
\leq \|L^u_K(I - P_m)^{2u}\| \|L^u_K(I - P_m)\|^{2u}\|L^u_K(I - P_m)\|^{2r-1}
= \|L^u_K(I - P_m)L_K^{r-1/2}\|^{2r+2u-1} \leq \|L^u_K(I - P_m)L_K^{r-1/2}\|^{2r+2u-1}.
$$

Plugging the above estimate into (6.9) and noting (2.9), we have

$$
\|L^u_K(f_D - f^*)\|_{K} \leq \lambda^{r+u-1/2}Q_{D,\lambda}^{r+2u-1}||h^*||_{p}.
$$

(ii) Case: $r > 1$. We first use the triangle inequality to get

$$
\|L^u_K(I - P_m)L_K^{r-1/2}\| \leq \|L^u_K(I - P_m)(L_K^{r-1/2} - L_K^{r-1/2})\| + \|L^u_K(I - P_m)L_K^{r-1/2}\|.
$$

Since $r > 1$, we have $r - 1/2 > 1/2$. Thus (2.5) implies

$$
\|L^u_K(I - P_m)L_K^{r-1/2}\| \leq \|L^u_K\| \|L_K^{r-1/2}(I - P_m)\| = 0.
$$

Hence, (6.4) with $v = 1/2$ and (6.23) in Appendix A yield

$$
\|L^u_K(I - P_m)L_K^{r-1/2}\| \leq \|L^u_K(I - P_m)(L_K^{r-1/2} - L_K^{r-1/2})\|
\leq \|L^u_K(I - P_m)\| \|L_K^{r-1/2} - L_K^{r-1/2}\|_{HS}
\leq (r - 1/2)\kappa^{r-3/2} \lambda^{u}(L_K^D + \lambda I)^{-1/2}(L_K^D + \lambda I)^{1/2}\|L_K - L_K^D\|_{HS}.
$$

Inserting the above estimate into (6.9) and noting (2.9), (2.10), we obtain

$$
\|L^u_K(f_D - f^*)\|_{K} \leq (r - 1/2)\kappa^{r-3/2}||h^*||_{p}^u Q_{D,\lambda}^r R_D.
$$

This completes the proof of Theorem 2.2.

The proof of Theorem 2.5 requires a novel integral operator approach as well as a second-order decomposition of difference of operators developed in [22, 11]. We proceed it as follows.

Proof of Theorem 2.5. Define $f^*_D = P_m f^*$. We then write,

$$
(6.10) \quad \|L^u_K(f_D - f^*)\|_{K} \leq \|L^u_K(f_D - f^*_D)\|_{K} + \|L^u_K(f^*_D - f^*)\|_{K}.
$$

The term $\|L^u_K(f^*_D - f^*)\|_{K}$ has been dealt with in the proof of Theorem 2.2, which allows us to concentrate on bounding $\|L^u_K(f_D - f^*)\|_{K}$. The crux of our proof is to introduce the following second-order decomposition for differences of operators. A prototype of this decomposition can be found in [22, 11]. Let $A, B$ be invertible operators. We first write

$$
(6.11) \quad A^{-1} - B^{-1} = A^{-1}(B - A)B^{-1} = B^{-1}(B - A)A^{-1}.
$$

We then use (6.11) to write

$$
(6.12) \quad A^{-1} - B^{-1} = B^{-1}(B - A)B^{-1} + B^{-1}(B - A)A^{-1}(B - A)B^{-1}.
$$
Setting \( A = S_D S_D^T \) and \( B = S_D S_D^T + \mu I \) with \( \mu > 0 \) in (6.12), we obtain that
\[
(S_D S_D^T)^{-1} = (S_D S_D^T + \mu I)^{-1} + \mu(S_D S_D^T + \mu I)^{-2} \\
+ \mu^2(S_D S_D^T + \mu I)^{-1}(S_D S_D^T)^{-1}(S_D S_D^T + \mu I)^{-1}.
\]

Note that (6.6) implies
\[
S_D^T(S_D S_D + \mu I)^{-k} = (L_{K,D} + \mu I)^{-k} S_D^T, \quad \forall \ k \in \mathbb{N}.
\]

Hence, we have
\[
S_D^T(S_D S_D^T)^{-1}(y_D - S_D f^*) = S_D^T(S_D S_D^T + \mu I)^{-1}(y_D - S_D f^*) \\
+ \mu S_D^T(S_D S_D^T + \mu I)^{-2}(y_D - S_D f^*) \\
+ \mu^2 S_D^T(S_D S_D^T + \mu I)^{-1}(S_D S_D^T)^{-1}(S_D S_D^T + \mu I)^{-1}(y_D - S_D f^*) \\
= (L_{K,D} + \mu I)^{-1}(S_D y_D - L_{K,D} f^*) + \mu(L_{K,D} + \mu I)^{-2}(S_D^T y_D - L_{K,D} f^*) \\
+ \mu^2(L_{K,D} + \mu I)^{-1}(S_D S_D^T)^{-2}S_D(L_{K,D} + \mu I)^{-1}(S_D^T y_D - L_{K,D} f^*).
\]

Therefore, it follows from (2.13) and (2.9) that
\[
\|L_K^{u}(f_D - f_D^*)\|_K = \|L_K^{u}(S_D S_D^T)^{-1}(y_D - S_D f^*)\|_K \\
\leq \|L_K^{u}(L_{K,D} + \mu I)^{-1}(S_D^T y_D - L_{K,D} f^*)\|_K + \mu \|L_K^{u}(L_{K,D} + \mu I)^{-2}(S_D^T y_D - L_{K,D} f^*)\|_K \\
+ \mu^2 \|L_K^{u}(L_{K,D} + \mu I)^{-1}(S_D S_D^T)^{-2}S_D(L_{K,D} + \mu I)^{-1}(S_D^T y_D - L_{K,D} f^*)\|_K \\
\leq 2\mu^{-1/2} Q_{D,\mu} D_{D,\mu} + \mu^{1/2} Q_{D,\mu}^{2u+1} D_{D,\mu} \|S_D^T(S_D S_D^T)^{-2}S_D\|.
\]

Applying inequality (6.5) with \( j = 2 \), we have
\[
\|L_K^{u}(f_D - f_D^*)\|_K \leq (2\mu^{-1/2} + \mu^{1/2} (\sigma_m^{D,\mu})^{-1} Q_{D,\mu}^{2u+1}) Q_{D,\mu}^2 D_{D,\mu}, \quad \forall \ \mu > 0.
\]

Inserting the above estimate into (6.10) and noting (2.11), we derive (2.14) directly.

This completes the proof of Theorem 2.5.

The main difficulty in the proof of Theorem 2.7 is to find a good projection of \( f^* \) onto \( H_K \) and quantify the error. In our proof, we construct a \( f_\lambda \in H_K \) and treat \( f^* - f_\lambda \) as the noise. In such a way, the basic idea is similar as that in the proof of Theorem 2.5 by involving \( \sigma_m^{D,\mu} \) to reflect the stability of kernel interpolation.

Proof of Theorem 2.7. For an arbitrary \( \lambda > 0 \), define
\[
f_\lambda = (L_K + \lambda I)^{-1} L_K f^*, \quad f_{D,\lambda} = (L_{K,D} + \lambda I)^{-1} L_{K,D} f^*.
\]

Assuming that (2.7) holds true with \( 0 \leq r \leq 1 \), Smale and Zhou [40] (or [41]) proved that
\[
\|f^* - f_\lambda\|_\rho \leq \lambda^r \|h^*\|_\rho.
\]

Thus, we have
\[
\|f^* - f_D\|_\rho \leq \lambda^r \|h^*\|_\rho + \|f_\lambda - f_{D,\lambda}\|_\rho + \|f_{D,\lambda} - f_D\|_\rho.
\]

By writing
\[
f_\lambda - f_{D,\lambda} = (L_K + \lambda I)^{-1} L_K f^* - (L_{K,D} + \lambda I)^{-1} L_{K,D} f^* \\
= [(L_K + \lambda I)^{-1} - (L_{K,D} + \lambda I)^{-1}] L_K f^* + (L_{K,D} + \lambda I)^{-1}(L_{K,D} f^* - L_K f^*) \\
= (L_{K,D} + \lambda I)^{-1}(L_{K,D} - L_K)(L_K + \lambda I)^{-1} L_K f^* + (L_{K,D} + \lambda I)^{-1}(L_{K,D} f^* - L_K f^*).}
\]
we obtain
\[ \|f - f_{D,\lambda}\|_\rho \leq \|L^{1/2}_K(L_{K,D} + \lambda I)^{-1}(L_{K,D} - L_K)(L_K + \lambda I)^{-1}L_K^{1/2}h^*\|_K \]
\[ + \|L_K^{1/2}(L_{K,D} + \lambda I)^{-1}(L_{K,D}f^* - \mathcal{L}_K f^*)\|_K \]
(6.16)
\[ \leq \lambda^{-1/2}Q_{D,\lambda}^2W_{D,\lambda}\|h^*\|_\rho + Q_{D,\lambda}^2\|\mathcal{U}_{D,\lambda}f^*\|. \]

It follows from (6.12) with \( A = S_DS_D^T \) and \( B = S_DS_D^T + \lambda I \) and (6.13) that
\[ f_D - f_{D,\lambda} = S_D^T((S_DS_D^T + \lambda I)^{-1} - (S_DS_D^T + \lambda I)^{-1})S_Df^* \]
\[ = \lambda S_D^T(S_DS_D^T + \lambda I)^{-2}S_Df^* + \lambda^2 S_D^T(S_DS_D^T + \lambda I)^{-1}(S_DS_D^T)^{-1}(S_DS_D^T + \lambda I)^{-1}S_Df^* \]
\[ = \lambda(L_{K,D} + \lambda I)^{-2}S_Df^* + \lambda^2(L_{K,D} + \lambda I)^{-1}S_D^T(S_DS_D^T)^{-2}S_D(L_{K,D} + \lambda I)^{-1}L_Df^* \]
\[ + \lambda^2(L_{K,D} + \lambda I)^{-1}S_D^T(S_DS_D^T)^{-2}S_D(L_{K,D} + \lambda I)^{-1}(L_{K,D} - \mathcal{L}_K)f^* \]
\[ + \lambda^2(L_{K,D} + \lambda I)^{-1}S_D^T(S_DS_D^T)^{-2}S_D(L_{K,D} + \lambda I)^{-1}L_Df^*. \]

Using (2.9), (2.17), and (6.22) (Appendix A), and the fact that \( \|Af\|_K \leq \|A\|\|f\|_K \) for positive operator \( A \) and \( f \in \mathcal{H}_K \), we derive
\[ \|\lambda(L_{K,D} + \lambda I)^{-2}S_Df^*\|_\rho \leq \|\lambda(L_{K,D} + \lambda I)^{-2}L_K^{1/2}h^*\|_K \]
\[ \leq \lambda Q_{D,\lambda}\|\mathcal{U}_{D,\lambda}f^*\| \lambda Q_{D,\lambda}^2\|h^*\|_\rho \leq \|h^*\|_\rho^r Q_{D,\lambda}^{2r+2}. \]

Incorporating (6.5), we further derive that
\[ \|\lambda^2(L_{K,D} + \lambda I)^{-1}S_D^T(S_DS_D^T)^{-2}S_D(L_{K,D} + \lambda I)^{-1}(L_{K,D} - \mathcal{L}_K)f^*\|_\rho \]
\[ \leq \lambda^2\|L_K^{1/2}(L_{K,D} + \lambda I)^{-1}\|S_D^T(S_DS_D^T)^{-2}S_D\|\|(L_{K,D} + \lambda I)^{-1}(L_{K,D} - \mathcal{L}_K)f^*\|_K \]
\[ \leq \lambda^2Q_{D,\lambda}\lambda^{-1/2}(\sigma_m^{-1})\lambda^{-1/2}\|\mathcal{U}_{D,\lambda}f^*\| \lambda Q_{D,\lambda}^2\|h^*\|_\rho \]
\[ \leq \lambda^2\|L_K^{1/2}(L_{K,D} + \lambda I)^{-1}\|S_D^T(S_DS_D^T)^{-2}S_D\|\|(L_{K,D} + \lambda I)^{-1}L_K^{1/2}h^*\|_K \]
\[ \leq \lambda^2Q_{D,\lambda}\lambda^{-1/2}(\sigma_m^{-1})\lambda^{-1/2+2r+1}\|h^*\|_\rho = \lambda^1+\sigma_m^{-1}\lambda^2r+2\|h^*\|_\rho. \]

It therefore follows that
(6.17) \[ \|f - f_{D,\lambda}\|_\rho \leq (1 + \lambda(\sigma_m^{-1})(Q_{D,\lambda}^2\|\mathcal{U}_{D,\lambda}f^*\| + \|h^*\|_\rho^r Q_{D,\lambda}^{2r+2}). \]

Plugging (6.14) and (6.16) into (6.17), we have
\[ \|f^* - f_D\|_\rho \leq \lambda^r\|h^*\|_\rho + \lambda^{-1/2}Q_{D,\lambda}^2W_{D,\lambda}\|h^*\|_\rho + Q_{D,\lambda}^2\|\mathcal{U}_{D,\lambda}f^*\|
\[ + (1 + \lambda(\sigma_m^{-1})(Q_{D,\lambda}^2\|\mathcal{U}_{D,\lambda}f^*\| + \|h^*\|_\rho^r Q_{D,\lambda}^{2r+2}), \]
which is the desired result. 

### 6.2. Proofs of results stated in Section 3.

In this part, we aim to prove results in Section 4. The main tools in our analysis are tight bounds for operator differences presented in Appendix B. Combine Theorem 2.2 with Appendix B, we can prove Theorem 3.3 as follows.
Proof of Theorem 3.1. If $\frac{1}{2} \leq r \leq 1$, we get from Lemma 6.8 in Appendix B that with confidence $1 - \delta$, there holds

$$Q_{D,\lambda}^{2r} \leq 2^r(2\kappa(\kappa + 8)A_{D,\lambda} + 1)^{2r} \log^4 \frac{8}{\delta}.$$  

Then, it follows from Theorem 2.2 with $u = 1/2$ that with confidence $1 - \delta$, there holds

$$\|f_D - f^*\|_\rho \leq \min_{\lambda > 0} 2^r \|h^*\|_\rho \lambda^r (2\kappa(\kappa + 8)A_{D,\lambda} + 1)^{2r} \log^4 \frac{8}{\delta}.$$  

If $r > 1$, then Lemma 6.2 and Lemma 6.8 in Appendix B show that with confidence $1 - \delta$, there holds

$$Q_{D,\lambda} \leq \frac{2\sqrt{2}\kappa^2}{\sqrt{m}}(2\kappa(\kappa + 8)A_{D,\lambda} + 1) \log^3 \frac{16}{\delta}.$$  

Plugging the above estimate into (2.11) with $u = 1/2$, we have

$$\|f_D - f^*\|_\rho \leq 2\sqrt{2}(r - 1/2)\kappa^{r + 1/2} \|h^*\|_\rho \log^3 \frac{16}{\delta} \min_{\lambda > 0} \sqrt{\lambda} (2\kappa(\kappa + 8)A_{D,\lambda} + 1).$$  

This completes the proof of Theorem 3.1 with

$$C_1 := \left\{ \begin{array}{ll} 2^r \|h^*\|_\rho (\max\{2\kappa(\kappa + 8), 1\})^{2r}, & \frac{1}{2} \leq r \leq 3/2, \\ 2\sqrt{2}(r - 1/2)\kappa^{r + 1/2} \|h^*\|_\rho \max\{2\kappa(\kappa + 8), 1\}, & r > 3/2. \end{array} \right.$$  

Similar as above, we can prove Theorem 3.2 via Theorem 3.1 and Appendix B.  

Proof of Theorem 3.2. Due to (2.12), we obtain $|y_i| \leq \|f^*\|_\infty + \gamma$. Then, it follows from Lemma 6.8 in Appendix with $M = \|f^*\|_\infty + \gamma$ that with confidence $1 - \delta$, there holds

$$Q_{D,\mu}^2 P_{D,\mu} \leq 8(\|f^*\|_\infty + \gamma)(2\kappa(\kappa + 8)A_{D,\mu} + 1)(\kappa + 8)^2 \sqrt{\kappa} A_{D,\mu} \log^6 \frac{16}{\delta}.$$  

This together with Theorem 2.5 for $u = 1/2$, (3.1) and (3.3) completes the proof of Theorem 3.2 with

$$C_2 := 16(\|f^*\|_\infty + \gamma)(\kappa + 8) \max\{2\kappa(\kappa + 8), 1\}.$$  

The proof of Theorem 3.3 is trivial and can be derived from Theorem 2.7 and Appendix directly.  

Proof of Theorem 3.3. It follows from Lemma 6.8 that with confidence $1 - \delta$, there holds

$$Q_{D,\lambda}^{2r+2} \leq 2^{r+1}(2\kappa(\kappa + 8)A_{D,\lambda} + 1)^{2r+2} \log^{4r+4} \frac{24}{\delta},$$  

$$Q_{D,\lambda}^2 U_{D,\lambda, f^*} \leq \frac{4\|f\|_\infty}{\kappa} (2\kappa(\kappa + 8)A_{D,\lambda} + 1)^2 \sqrt{\lambda}(\kappa + 8) A_{D,\lambda} \log^6 \frac{24}{\delta},$$  

$$Q_{D,\lambda}^2 W_{D,\lambda} \leq 4\kappa(2\kappa(\kappa + 8)A_{D,\lambda} + 1)^2 \sqrt{\lambda}(\kappa + 8) A_{D,\lambda} \log^6 \frac{24}{\delta}.$$  

Plugging the above three estimates into (2.18) with $u = 1/2$, we obtain (3.6) to complete the proof of Theorem 3.2 with

$$C_3 := (\max\{2\kappa(\kappa + 8), 1\})^{2r+2} \max\{2^{r+1} \|h^*\|_\rho, (2\|f\|_\infty / \kappa + \kappa \|h^*\|_\rho) \kappa(\kappa + 8)\}.$$  


6.3. Proofs of results stated in Section 4. In this part, we focus on proving results concerning eigen-values. The main idea in the proof of Proposition 4.1 is a close relation between effective dimension and its empirical counterpart.

Proof of Proposition 4.1. For an arbitrary \(0 \leq \lambda \leq 1\), define the effective dimension and empirical effective dimension [27] to be

\[
N(\lambda) = \text{Tr}((\lambda I + L_K)^{-1}L_K), \quad N_D(\lambda) = \text{Tr}((\lambda I + L_{K,D})^{-1}L_{K,D}).
\]

Since

\[
N_D(\lambda) = \text{Tr}[(L_{K,D} + \lambda I)^{-1}L_{K,D}] = \text{Tr}[(\lambda mI + K)^{-1}K],
\]

we have by (3.2) that

\[
A_{D,\lambda} = \left( \frac{1}{m\lambda} + \frac{1}{\sqrt{m\lambda}} \right) \max\left\{ 1, \sqrt{N_D(\lambda)} \right\}.
\]

Furthermore, Lemma 6.6 (in Appendix B) asserts that with confidence \(1 - \delta\), there holds

\[
\sqrt{\max\{N_D(\lambda), 1\}} \leq 17 \left( 1 + \frac{1}{m\lambda} \right) \sqrt{\max\{N(\lambda), 1\}} \log^2 \frac{4}{\delta},
\]

implying

\[
A_{D,\lambda} \leq 17 \left( \frac{1}{m\lambda} + \frac{1}{\sqrt{m\lambda}} \right) \left( 1 + \frac{1}{m\lambda} \right) \sqrt{\max\{N(\lambda), 1\}} \log^2 \frac{4}{\delta}.
\]

What remains in the proof is to bound the effective dimension \(N(\lambda)\) under the assumption in (4.1) or (4.2), which we will treat separately. If (4.1) holds true, then

\[
N(\lambda) = \sum_{\ell=1}^{\infty} \frac{\sigma_\ell}{\lambda + \sigma_\ell} \leq \sum_{\ell=1}^{\infty} \frac{c_0 \lambda^{\ell-\beta}}{c_0 + \lambda\ell^{\beta}} = \sum_{\ell=1}^{\infty} \frac{c_0}{c_0 + \lambda\ell^{\beta}} \leq \int_0^{\infty} \frac{c_0}{c_0 + \lambda t^{\beta}} dt \leq c_1 \lambda^{-1/\beta},
\]

where \(c_1\) is a constant depends only on \(c_0\). Plugging the above estimate into (6.19), we have, with confidence \(1 - \delta\),

\[
A_{D,\lambda} \leq 17 \sqrt{c_1} \left( \frac{1}{m\lambda} + \frac{1}{\sqrt{m\lambda}} \right) \left( 1 + \frac{1}{m\lambda} \right) \lambda^{-1/(2\beta)} \log^2 \frac{4}{\delta}.
\]

If (4.2) holds true, then

\[
N(\lambda) \leq \sum_{\ell=1}^{\infty} \frac{c_0 e^{-\alpha \ell^{1/4}}}{\lambda + c_0 e^{-\alpha}} \leq \frac{c_0}{\lambda + c_0 e^{-\alpha}} \leq \int_0^{\infty} \frac{c_0}{c_0 + \lambda e^{\alpha t^{1/4}}} dt \leq c_2 ! \alpha^{-d} \log^d \frac{1}{\lambda},
\]

where \(c_2\) is a constant depending only on \(c_0\). In deriving the last inequality above, we have used Lemma 6.7 (in Appendix B). Substituting the last inequality above into (6.19), we have, with confidence \(1 - \delta\),

\[
A_{D,\lambda} \leq 17c_2 \sqrt{d} ! \alpha^{-d/2} \left( \frac{1}{m\lambda} + \frac{1}{\sqrt{m\lambda}} \right) \left( 1 + \frac{1}{m\lambda} \right) \log^{d/2} \frac{1}{\lambda} \log^2 \frac{4}{\delta}.
\]

This completes the proof of Proposition 4.1. \[\square\]
The proofs of Corollary 4.2 and Corollary 4.3 can be directly derived from Theorem 3.1 and Proposition 4.1.

Proof of Corollary 4.2. It follows from Proposition 4.1 with $\beta = 2\tau/d$ that
\begin{equation}
A_{D,\lambda} \leq C_1 \left( \frac{1}{m\lambda} + \frac{1}{\sqrt{m\lambda}} \right) \left( 1 + \frac{1}{m\lambda} \right) \lambda^{-d/(4\tau)} \log^2 \frac{4}{\delta}
\end{equation}
holds with confidence $1 - \delta$. Let $\lambda = m^{-2\tau/d}$, we have with confidence $1 - \delta$ that
\[ A_{D,\lambda} \leq 4C_1 \log^2 \frac{4}{\delta}. \]
The desired result follows from the above inequality and (3.3). This completes the proof of Corollary 4.2.

Proof of Corollary 4.3. It follows from Proposition 4.1 with $\alpha = a$ that
\begin{equation}
A_{D,\lambda} \leq C_4 \sqrt{da}^{-d/2} \left( \frac{1}{m\lambda} + \frac{1}{\sqrt{m\lambda}} \right) \left( 1 + \frac{1}{m\lambda} \right) \log^{d/2} \frac{1}{\lambda} \log^2 \frac{4}{\delta}
\end{equation}
holds with confidence $1 - \delta$. Let $\lambda = m^{-1}$, we have with confidence $1 - \delta$ that
\[ A_{D,\lambda} \leq 4C_4 \sqrt{da}^{-d/2} \log^{d/2} m \log^2 \frac{4}{\delta}. \]
The desired result follows from the above inequality and (3.3). This completes the proof of Corollary 4.3.

Appendix A: Positive Operator Theory. We include here several definitions and properties of positive operators. We refer readers to [5] for more details. For two Hilbert spaces $\mathcal{H}_1, \mathcal{H}_2$, denote by $\mathcal{L}(\mathcal{H}_1, \mathcal{H}_2)$ the space of all bounded linear operators from $\mathcal{H}_1$ to $\mathcal{H}_2$. Given a linear operator $A$, its adjoint operator, denoted by $A^T \in \mathcal{L}(\mathcal{H}_2, \mathcal{H}_1)$ is defined to be
\[ \langle A^T g, f \rangle_{\mathcal{H}_1} = \langle g, Af \rangle_{\mathcal{H}_2} \]
for any $f \in \mathcal{H}_1$ and $g \in \mathcal{H}_2$. Denote $\mathcal{L}(\mathcal{H}) = \mathcal{L}(\mathcal{H}, \mathcal{H})$. For $A \in \mathcal{L}(\mathcal{H})$, define its operator norm as
\[ \|A\| = \sup_{\|f\|_{\mathcal{H}} = 1} \|Af\|_{\mathcal{H}}. \]
We say an operator $A \in \mathcal{L}(\mathcal{H})$ to be self-adjoint, if $A = A^T$. Furthermore, we say an operator $A$ to be positive, if $A \in \mathcal{L}(\mathcal{H})$ is self-adjoint and $\langle f, Af \rangle_{\mathcal{H}} \geq 0$ for all $f \in \mathcal{H}$. A bounded linear operator $A$ is said to be compact, if the image under $A$ of any bounded subset of $\mathcal{H}$ is a relatively compact subset (has compact closure) of $\mathcal{H}$. If $A$ is compact and positive, then there exists a normalized eigenpairs of $A$, denoted by $\{\sigma_\ell, \phi_\ell\}_{\ell=1}^\infty$ with $\sigma_1 \geq \sigma_2 \geq \cdots \geq 0$ and $\{\phi_\ell\}_{\ell=1}^\infty$ forming an orthonormal basis of $\mathcal{H}$. For $F : \mathbb{R}_+ \cap \{0\} \to \mathbb{R}$, define
\[ F(A) = \sum_{\ell=1}^\infty F(\sigma_\ell) \phi_\ell \otimes \phi_\ell = \sum_{\ell=1}^\infty F(\sigma_\ell) \langle \cdot, \phi_\ell \rangle_{\mathcal{H}} \phi_\ell. \]
The trace and Hilbert-Schmidt norm of the positive operator $A$ is denoted by
\[ \text{Tr}(A) = \sum_{i=1}^\infty \sigma_i, \]
and
\[ \|A\|_{HS} = (\text{Tr}(A^2))^{1/2} = \left( \sum_{j=1}^{\infty} \sigma_j^2 \right)^{1/2}, \]
respectively. If \( \|A\|_{HS} < +\infty \), we then call \( A \) a Hilbert-Schmidt operator. If \( A \) and \( B \) are Hilbert-Schmidt, then
\[ \|A\| \leq \|A\|_{HS}, \quad \|AB\|_{HS} \leq \|A\| \|B\|_{HS}. \]

In the following, we present some important properties of positive operators \( A, B \), which are well known and can be found in [5]. Since positive operators are always self-adjoint, we have
\[ \|AB\| = \|BA\|. \]
If \( A - B \) is also a positive operator, then
\[ \|Bf\|_H \leq \|Af\|_H. \]

For any \( 0 \leq \tau \leq 1 \), the Cordes inequality [5] shows
\[ \|A^\tau B^\tau\| \leq \|AB\|^\tau. \]  
If in addition \( A \) and \( B \) are Hilbert-Schmidt and satisfy \( \max\{\|A\|,\|B\|\} \leq \kappa \), then the Lipschitz property yields
\[ \|A^\nu - B^\nu\|_{HS} \leq \left\{ \nu \kappa^\nu - 1 \|A - B\|_{HS}, \quad \nu \geq 1, \right\} \frac{\kappa^\nu \|A - B\|_{HS}}{\nu}, \quad \nu > 0 < \nu < 1. \]

Appendix B: Bounds for Operator Differences with Random Sampling.
Bounding \( R_D \), which can be loosely considered as the difference between \( L_K \) and its empirical version \( L_{K,D} \), is a classical topic in statistical learning theory [40, 41, 45, 8, 6, 22, 11]. Using the classical Bernstein inequality for Banach-valued functions in [35], authors of [45, Prop. 5.3] and [22, Lemma 17] give tight upper bounds of \( R_D \) and \( W_{D,\lambda} \), which we quote in the following lemma.

**Lemma 6.2.** Let \( \delta \in (0,1) \) and \( \lambda > 0 \). With confidence at least \( 1 - \delta \), there holds
\[ R_D \leq \frac{2 \kappa^2}{\sqrt{m}} \log^{1/2} \frac{2}{\delta}, \]  \[ W_{D,\lambda} \leq B_{m,\lambda} \log \frac{2}{\delta}, \]
where \( N(\lambda) \) is defined by (6.18) and
\[ B_{m,\lambda} = \frac{2 \kappa}{\sqrt{m}} \left\{ \frac{\kappa}{\sqrt{m \lambda}} + \sqrt{N(\lambda)} \right\}. \]

The following lemma provides an upper bound for \( Q_{D,\lambda} \). A first similar result is given in [6] under a mild restriction on \( m \) and \( \delta \). In [11], the restriction is removed by using the second order decomposition technique (6.12). The following lemma is derived from [11, Prop.1] and Cordes inequality (6.22).

**Lemma 6.3.** For any \( 0 < \delta < 1 \) and \( \lambda > 0 \), with confidence \( 1 - \delta \), there holds
\[ Q_{D,\lambda} \leq \sqrt{2} \left( \frac{B_{m,\lambda}}{\sqrt{\lambda}} + 1 \right) \log \frac{2}{\delta}. \]
The following lemma, which can be found in [8, eq. (48)], gives an upper bound for $P_{D,\lambda}$, which measures the difference between $L_{K,D} f^*$ and $S^*_D y_D$.

**Lemma 6.4.** Let $\delta \in (0, 1)$ and $\lambda > 0$. If $|y| \leq M$ almost surely, then with confidence at least $1 - \delta$, there holds

$$P_{D,\lambda} \leq \frac{2M}{\kappa} B_m \log \frac{2}{\delta}.$$  

The following lemma gives an upper bound for $U_{D,\lambda}$; see [22, Lemma 18].

**Lemma 6.5.** Let $f$ be a bounded function. For any $0 < \delta < 1$ and $\lambda > 0$, with confidence at least $1 - \delta$, there holds

$$U_{D,\lambda,f} \leq \|f\|_{\infty} B_m \log \frac{2}{\delta},$$

where $\|f\|_{\infty} := \sup_{x \in X} |f(x)|$.

We point out that all the above results require the presence of upper bounds of effective dimensions. The following lemma [27, Corollary 2.2] (see also [23, Lemma 21]) features some relations between the effective dimension $\mathcal{N}(\lambda)$ and its empirical counterpart $\mathcal{N}_D(\lambda)$.

**Lemma 6.6.** For any $0 < \delta < 1$ and $\lambda > 0$, with confidence $1 - \delta$, there holds

$$(1 + 4\eta) \sqrt{\max\{\mathcal{N}(\lambda), 1\}} \leq \sqrt{\max\{\mathcal{N}_D(\lambda), 1\}} \leq (1 + 4 \max\{\sqrt{\eta}, \eta^2\}) \sqrt{\max\{\mathcal{N}(\lambda), 1\}},$$

where $\eta := 2 \log(4/\delta)/\sqrt{m \lambda}$.

From the above lemmas, we can deduce the following error estimates for operator differences in terms of the eigenvalues of $K$.

**Lemma 6.7.** Let $\alpha > 0$ and $d \geq 1$ be given. Then for any $0 < \lambda \leq 1$, we have

$$\int_0^\infty \frac{dt}{1 + \lambda e^{\alpha t^{1/d}}} \leq C_1 \frac{d!}{\alpha^d} \log^d \frac{1}{\lambda},$$

where $C_1$ is an absolute constant.

**Proof.** By substituting $u = \lambda e^{\alpha t^{1/d}}$, we have

$$\int_0^\infty \frac{dt}{1 + \lambda e^{\alpha t^{1/d}}} = \frac{d}{\alpha^d} \int_\lambda^\infty \log^{d-1} \frac{u}{\lambda} du.$$ 

We denote $L(\lambda)$ the integral on the right hand side of the above equation (without the constant $\frac{d}{\alpha^d}$). For an $M \geq \lambda$, write

$L(\lambda, M) := \int_\lambda^M \frac{\log^{d-1} u}{u(u+1)} du = I_{0,0}(\lambda, M) - I_{1,1}(\lambda, M) + I_{1,1}(\lambda, M) - I_{0,1}(\lambda, M),$ 

in which

$I_{i,j}(\lambda, M) := \int_\lambda^M \frac{\log^{d-1} u^{i+j}}{u^{i+j}} du, \quad i, j = 0, 1.$
For $d \geq 2$, we make use of the inequality $\log(1 + x) \leq x$ ($x \geq 0$) to write
\[
0 \leq \log^{d-1} \frac{u+1}{\lambda} - \log^d \frac{u}{\lambda} \\
\leq \frac{1}{u} \sum_{i=0}^{d-2} \log^{d-2} \frac{u}{\lambda} \log^{i} \frac{u+1}{\lambda} \\
\leq \frac{d-1}{u} \log^{d-2} \frac{u+1}{\lambda}.
\]

It follows that
\[
I_{1,1}(\lambda, M) - I_{0,1}(\lambda, M) \leq (d-1) \int_{\lambda}^{\infty} \frac{\log^{d-2} \frac{u+1}{\lambda}}{u(1+u)} du.
\]

Note that the integral on the right hand side of the above inequality is of the order $\mathcal{O}(L(\lambda))$. It remains to estimate $I_{0,0}(\lambda, M) - I_{1,1}(\lambda, M)$. To this end, we write
\[
I_{0,0}(\lambda, M) - I_{1,1}(\lambda, M) = \log^d \frac{u+1}{\lambda} - \log^d \frac{u}{\lambda} \\
\leq C \log^d \frac{1}{\lambda} - O \left( \frac{1}{M} \log^{d-1} \frac{M}{\lambda} \right).
\]

Letting $M \to \infty$, we get the desired result. A mathematical induction argument shows that the constant (depending on $d$) is of the order $d!$. \hfill\qed

**Lemma 6.8.** Let $\delta \in (0,1)$ and $\lambda > 0$. If $\Lambda_D$ is identically and independently drawn according to $\rho_X$ and $|y| \leq M$ almost surely, then with confidence $1 - \delta$, there holds
\[
\begin{align*}
Q_{D,\lambda} &\leq \sqrt{2}(2\kappa(\kappa+8)A_{D,\lambda} + 1) \log^{2} \frac{8}{\delta}, \\
W_{D,\lambda} &\leq 2\kappa(\kappa+8)\sqrt{\lambda}A_{D,\lambda} \log^{2} \frac{8}{\delta}, \\
\mathcal{P}_{D,\lambda} &\leq 4M(\kappa+8)\sqrt{\lambda}A_{D,\lambda} \log^{2} \frac{8}{\delta}, \\
\mathcal{U}_{D,\lambda,f} &\leq 2 \frac{\|f\|_{\infty}(\kappa+8)}{\kappa} \sqrt{\lambda}A_{D,\lambda} \log^{2} \frac{8}{\delta},
\end{align*}
\]

where $A_{D,\lambda}$ is defined by (3.2).

**Proof.** From Lemma 6.6, (6.26) and (6.18), with confidence $1 - \delta/2$, there holds
\[
B_{m,\lambda} \leq 2\kappa \sqrt{\lambda}A_{D,\lambda} \log^{2} \frac{8}{\delta}.
\]

Plugging (6.27) into Lemma 6.3, we have that
\[
Q_{D,\lambda} \leq \sqrt{2}(2\kappa A_{D,\lambda} + 1) \log^{2} \frac{8}{\delta}
\]
holds with confidence $1 - \delta$. The other bounds are derived similarly by inserting (6.27) into Lemma 6.2, Lemma 6.4 and Lemma 6.5, respectively. This completes the proof of Lemma 6.8. \hfill\qed
Appendix C: Some Geometric Properties of the Random Sampling.

In this part of the article, we derive miscellaneous probabilistic and deterministic estimates for $q_\Xi$.

**Lemma 6.9.** Let $\Xi := \{x_i\}_{i=1}^m$ be i.i.d. drawn according to the uniform distribution on $\mathcal{X}$. Then for any $t > 0$,

\[
P(q_\Xi \geq t) \geq 1 - \frac{m^2 \pi^{d/2}}{2 \text{Vol}(\mathcal{X}) \Gamma(d/2 + 1)} t^d
\]

where $\text{Vol}(\mathcal{A})$ denotes the volume of the set $\mathcal{A}$ and $\Gamma$ is the Gamma function.

**Proof.** For each fixed $i = 1, \ldots, m$, let $B_t(x_i)$ be the ball with center $x_i$ and radius $t$. Let $E_i$ denote the event that there is none $j \neq i$ such that $x_j \in B_i(x_i)$. We have that

\[
\text{Vol}(B_t(x_i)) = \frac{\pi^{d/2}}{\Gamma(d/2 + 1)} t^d,
\]

and therefore that

\[
P(E_i) = \left(1 - \frac{\pi^{d/2}}{\text{Vol}(\mathcal{X}) \Gamma(d/2 + 1)} t^d\right)^{m-1}.
\]

It then follows that

\[
P(q_\Xi \leq t) \leq P\left(\bigcup_{i=1}^m E_i\right) \leq m \left[1 - \left(1 - \frac{\pi^{d/2}}{2 \text{Vol}(\mathcal{X}) \Gamma(d/2 + 1)} t^d\right)^{m-1}\right].
\]

Using the inequality $(1 - a)^b \geq 1 - ba$, $\forall 0 \leq a < 1$, $b \geq 0$, we derive

\[
P(q_\Xi \leq t) \leq \frac{m^2 \pi^{d/2}}{2 \text{Vol}(\mathcal{X}) \Gamma(d/2 + 1)} t^d.
\]

This completes the proof of Lemma 6.9.

The result of the following lemma is a direct consequence of Lemma A.2 and Corollary A.2 of [18].

**Lemma 6.10.** Let $M > 0$ and $\xi_i, \xi_j \in [-M, M]^d$ be i.i.d. random vectors satisfying $E[\xi_i] = 0$, $E[\xi_i^2] = \sigma^2$. If

\[
d > d_0 := \frac{2048 \exp(4\pi) M^2}{\sigma^2},
\]

then we have

\[
\|\xi_i\|_2^2 - \sigma^2 \leq \frac{\sigma^2 d}{4}, \quad \text{and} \quad |\xi_i^T \xi_j| \leq \frac{\sigma^2 d}{4}, \quad \forall i, j = 1, \ldots, m,
\]

with confidence at least

\[
1 - 8 \exp(4\pi) \left[\exp\left(-\frac{d}{96 M^2}\right) + \exp\left(-\frac{\sigma^2 d}{5824 M^2}\right)\right].
\]
Lemma 6.11. Let $M > 0$ and $\Xi = \{x_i\}_{i=1}^m \subset [-M, M]^d$ be a set of i.i.d. random vectors satisfying $E[x_i] = 0$, $E[x_i^2] = \sigma^2$, $i = 1, \ldots, m$. Assume that inequality (6.29) holds true. Then we have

$$q_\Xi \geq \frac{\sigma \sqrt{d}}{2},$$

with confidence at least

$$1 - 8m^2 \exp(4\pi) \left[ \exp \left( -\frac{d}{96M^2} \right) + \exp \left( -\frac{\sigma^2 d}{5824M^2} \right) \right].$$

Proof. For each pair of $1 \leq i \neq j \leq m$, we have

$$2d\sigma^2 - \|x_i - x_j\|^2 = 2d\sigma^2 - (x_i^T - x_j^T)(x_i - x_j)$$

$$= d\sigma^2 - \|x_i\|^2 + d\sigma^2 - \|x_j\|^2 + x_i^T x_j + x_j^T x_i. \quad (6.34)$$

Plugging (6.30) into (6.34), we obtain that $2d\sigma^2 - \|x_i - x_j\|^2 \leq d\sigma^2$, for each pair of $i \neq j$, with confidence at least

$$1 - 8 \exp(4\pi) \left[ \exp \left( -\frac{d}{96M^2} \right) + \exp \left( -\frac{\sigma^2 d}{5824M^2} \right) \right],$$

which implies that with the same amount of confidence, we have

$$\|x_i - x_j\|^2 \geq \sigma \sqrt{d}, \quad 1 \leq i \neq j \leq m.$$

Considering all such pairs of $1 \leq i \neq j \leq m$, we derive that $q_\Xi \geq \frac{\sigma \sqrt{d}}{2}$, with confidence at least

$$1 - 8m^2 \exp(4\pi) \left[ \exp \left( -\frac{d}{96M^2} \right) + \exp \left( -\frac{\sigma^2 d}{5824M^2} \right) \right],$$

which is the desired result. \qed
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