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Abstract: Load forecasting provides essential information for engineers and operators of an electric system. Using the forecast information, an electric utility company’s engineers make informed decisions in critical scenarios. The deregulation of energy industries makes load forecasting even more critical. In this article, the work we present, called Nearest Neighbors Load Forecasting (NNLF), was applied to very short-term load forecasting of electricity consumption at the national level in Mexico. The Energy Control National Center (CENACE—Spanish acronym) manages the National Interconnected System, working in a Real-Time Market system. The forecasting methodology we propose provides the information needed to solve the problem known as Economic Dispatch with Security Constraints for Multiple Intervals (MISCED). NNLF produces forecasts with a 15-min horizon to support decisions in the following four electric dispatch intervals. The hyperparameters used by Nearest Neighbors are tuned using Differential Evolution (DE), and the forecaster model inputs are determined using phase-space reconstruction. The developed models also use exogenous variables; we append a timestamp to each input (i.e., delay vector). The article presents a comparison between NNLF and other Machine Learning techniques: Artificial Neural Networks and Support Vector Regressors. NNLF outperformed those other techniques and the forecasting system they currently use.
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1. Introduction

The continuing growth of electric power systems requires the development of load forecasting models to ensure the system’s reliability in operation, planning, and maintenance decision-making. On the other hand, the load forecasting plays an essential role in electricity markets because participants in this market make their pricing and procurement decisions based on the future load level to be supplied [1].

Load forecasting can be divided, according to the forecasting tasks and horizons, into the following categories [2].

Long Term—uses horizons from one to ten years or even of several decades. This kind of forecast generally uses data with a granularity of weeks or months, and it provides crucial information for planning to expand generation, transmission, and distribution assets.
Medium Term—covers a period of one to twelve months. At this time scale, the electric power system’s operation depends on elements that influence demand, such as new loads, seasonal variations, and the maintenance requirements of large consumers. Forecasting at this horizon uses the information granularity of hourly loads and aims to predict the peak loads of days. This information allows engineers to plan for plants’ outage times for equipment maintenance, tests, and commissioning events.

Short Term—covers periods from one day to one week. This forecasting is crucial to assess whether planned operations for a day ahead will be within operating limits, or the system reliability could be threatened. This kind of forecasting provides engineers with information to schedule utility processes (e.g., generation, fuel purchases, maintenance, and security analysis). Engineers obtain substantial savings if exact load forecasts support their actions. Short-term load forecasting (STLF) is necessary for the economic scheduling of generation capacity.

Very Short Term—this category ranges from one minute to several dozen minutes. When dealing with load forecasts with short time leads, it is easier to monitor load frequency, providing the Energy Management System (EMS) information to perform economic dispatch. Other uses of this scheme are real-time control and security evaluation.

Several works on short-term load forecasting consider exogenous variables as inputs to their models (e.g., time factors, weather data, and possibly customers’ classes). The medium- and long-term forecasts consider historical load and weather data, the customer type (residential, commercial, and industrial), the type of appliances, devices, or machines they use, and other characteristics (e.g., economic and demographic data). Other factors may include timestamps since there are essential differences in load between weekdays and weekends. Mondays and Fridays are adjacent to weekends; therefore, they may have different loads than the rest of the week. Holidays have different behavior and are more difficult to forecast since their occurrence does not follow any pattern. Weather conditions are one of the most important factors that influence the load. Various weather variables are essential for load forecasting (temperature and humidity are the most commonly used).

After closing a day-ahead market, an accurate load forecasting is of paramount importance for supporting operational decisions in intraday markets to secure the necessary generation–load balance, which is affected by unexpected changes in the power consumption [3]. Within this context, this forecasting permits a better calculation of the transmission capacities and the adjustments to power reserves, which has a direct impact on the purchase of electricity to comply with the day-ahead contracts [4].

In practice, a very-short-term load forecasting is of paramount importance in the daily operation of the Mexican Interconnected Power System (MIPS) operated by the National Center for Energy Control (in Spanish Centro Nacional de Control de Energía (CENACE)). Within this context, operators apply forecasting models to the real-time market, composed of three main stages:

- **Real-Time Unit Assignment (RTUA).** This stage is associated with the unit commitment, where the start-up and shut-down of power plants are determined. The forecasting process starts at every hour in the operation day, with a horizon of eight dispatch intervals, starting at the operation hour;
- **Economic Dispatch with Security Constraints for Multiple Intervals (MISCED).** At this stage, the power reserve for each power unit, local marginal prices, and ancillary service prices are also determined. This kind of forecast is performed with a horizon of four dispatch intervals, starting at the following interval;
- **Economic Dispatch with Interval Security Constraint (EDISC).** The purpose of this process is to determine the load for the next 5-min interval. This process must forecast the generation power base for electrical central units and economic variables; the availability of that information allows engineers and operators to make more informed decisions.

Hence, to ensure the reliable real-time operation of the electricity market, CENACE needs load forecasts for four dispatch intervals to use them in the MISCED process. Operators produce forecasts for each electric control area composing the MIPS and the total MIPS load, as illustrated in Figure 1.
In this process, dispatch intervals are fifteen minutes long, where operators execute the MISCED to plan the system’s operation at the beginning of the interval. Hence, the forecaster has 10 min to forecast the system load level for the next dispatch interval. 

Based on the information above, this paper proposes and implements a model for very-short term forecasting of electric load based on the concept of nearest neighbors, called nearest neighbors load forecasting (NNLF). The hyper-parameters used by Nearest Neighbors are tuned using Differential Evolution (DE), and the forecaster model inputs are determined by using phase-space reconstruction. The system trains the forecasting model when the forecasts are no longer within the required accuracy. The proposed model also uses exogenous variables; we append the week’s day and reading time to each input (i.e., delay vector). We demonstrate the validity of the proposed model by forecasting a real load time series of the MIPS, comparing the obtained results with the ones associated with the current forecaster used by CENACE. We also compare NNLF’s performance against other Machine Learning techniques: Artificial Neural Networks and Support Vector Regressors.

The remainder of the article is organized as follows: Section 2 presents state of the art in short-term load forecasting for electrical networks. Section 3 presents the forecasting methodology proposed in this article: Nearest Neighbor Load Forecasting. Section 4 presents the experiments we performed to test NNLF and the obtained results. Finally, Section 5 presents our conclusions and outlines future work.

2. Related Work

Artificial intelligence (AI) techniques have been gaining traction in recent years for load forecasting, given the results obtained by these techniques in different areas, such as classification, regression and clustering [5].

In STLF, there exists a wide array of AI-based models that have been implemented solely for this task. In this work, we identified two main approaches: univariate forecasting and multivariate forecasting. In univariate forecasting, the models only use demand reading at a particular time while ignoring other variables. In multivariate forecasting, the models’ input includes additional variables besides the demand readings, mostly meteorological variables considered to have an influence on energy consumption [6].

Yang et al. [7] proposed an example of univariate forecasting. In their work, they proposed a gate-recurrent neural network for STLF with data sampled at 5, 20, 30, and 40 min and produced forecasts for one step ahead. Their paper’s best results were for the 5-min sampling, where their method obtained a Mean Absolute Percentage Error (MAPE) of 0.49%.

In an attempt to characterize the demand by activity, Jain et al. [8] proposed a solution to forecast 48 h of electrical demand. Using clustering, they identified 13 different patterns; then, they produced 13 different Support Vector Machine (SVM) models that used the last 48 samples of the load, the average temperature, the forecasted temperature, and the week’s day as input. With their method, they achieved an average MAPE error of 3%.

Dudek et al. [9] propose pattern-based local linear regression models for STLF. The theoretical basis of their work is that the load time series contains daily patterns. These patterns are encoded to
carry the information of the shape of the curves. They used a Principal Components Regressor (PCR) to produce the forecasts. The data used in their paper were sampled hourly. Their method obtained a MAPE of 1.15% when producing seven days of forecasts.

Khwaja et al. [10] propose a univariate approach. They propose a boosted neural network model. The boosting process trains a model, then, their output targets are replaced with the prior model targets for subsequent models. They repeated this process 25 times. They produced daily forecasts in hourly sampling for a year. The average MAPE obtained by their method was 1.43%.

Fan et al. proposed a univariate method based on Phase Space Reconstruction (PSR) and a bi-square kernel (BSK) regression model [11]. Data, expressed as delay vectors, attempt to reconstruct the load time series’s attractor in phase space. These vectors are used by the BSK regressor to approximate the output. They produced results for one day and two weeks. Their model obtained an MAPE of 2.13% for one-day forecasts and 2.15% for two week forecasts.

Fan et al. [12] proposed a method that identified two types of day (regular and anomalous), then, by using a Self-Organizing Map (SOM) gating network, identified the type of day to forecast. Then, depending on the type of day, 24 SVMs (one for each hour) would forecast the day. The SOM network takes as an input the maximum load of the previous day, the average maximal daily load of the last week, the forecasted maximum temperature of the next day, the average maximum temperature of the previous two days, the forecasted maximum humidity of the next day, the forecasted average wind speed of the next day, the temperature sensitivity coefficient, a weekend indicator, and a holiday indicator. On the other hand, the SVMs of regular days use as input the hourly load and the hourly temperature of the last 168 observations of each variable in intervals of 24 h. For the anomalous day models, the SVMs use the hourly load in lags of 24 h of the last five days, the hourly load of the previous Saturday, the hourly load of the previous Sunday, and the hourly temperature of the last 168 observations in intervals of 24 h. The resulting model obtained an average MAPE of 2.3%.

Another example of a multivariate model is proposed by Liu et al. [13]. They propose a deep learning model with a stacked denoising auto-encoder. An auto-encoder is a type of non-recurrent neural network that attempts to reconstruct the inputs, instead of approximating a target value. The stacked denoising auto-encoder adds noise to the inputs to improve its performance. Their datasets are composed of the electrical load, relative humidity, and temperature. In their experiments, they produced a week of forecasts averaging 2.88% MAPE.

Ryu et al. [14] proposed a deep neural network with stacked restricted Boltzmann machine (RBM) layers. The RBM is a type of artificial network that can learn a probability distribution based on the inputs. They used a multivariate approach, where the inputs of the model were the last 24 readings of the load (sampled hourly), a day-of-the-week indicator of the last 2 days, five weather variables (temperature, humidity, wind speed, solar radiation, cloud cover), and four date labels (season, month, day of the week, and weekday indicator). Their model obtained 2.19% MAPE when forecasting one hour for 19 days.

Yu Ding [15] explores several models applied to wind speed and power forecast. Although the forecasting tasks stated in his book are also short-term, we obtain different results regarding what models produce the most accurate forecasts. A forecasting model’s performance depends on the dynamics of the underlying system that produced the time series. In our study, we found that ANN produces better forecasting results than the persistent and ARIMA models, which is not the case in his study.

3. Materials and Methods

This section discusses the theory underlying NNLF—the proposed method and statistical analysis applied to the data. It starts by defining the concepts required to formulate the Nearest Neighbors Algorithm for Load Forecasting (NNLF). We then present a brief statistical analysis of the data using the Auto-Correlation Function and the Dickey–Fuller test. Finally, we discuss an exploration of the reconstructed attractor of the time series.
3.1. Phase Space Reconstruction

To model deterministic dynamical systems, the concept of phase space is often used; this is a space where all the possible system states are present [16].

For naturally occurring chaotic dynamical systems (that is, any time-dependent system that is sensitive to initial conditions that has not been specifically formulated, such as climate/weather, the stock market, and fluid flow), the phase space order and mathematical description of the system are often unknown. Given this uncertainty, Takens [17] formulated an embedding theorem to provide the conditions to reproduce any unknown dynamical system (Theorem 1).

**Theorem 1** (Takens Embedding Theorem). Let \( M \) be a compact manifold of dimension \( m \). For pairs \((\phi, y)\), \( \phi : M \to M \) a smooth diffeomorphism (this is an invertible function that maps one differentiable manifold to another such that both the function and its inverse are smooth) and \( y : M \to \mathbb{R} \) a smooth function, this is a generic property where the map \( \Phi_{(\phi,y)} : M \to \mathbb{R}^{2m+1} \) defined by

\[
\Phi_{(\phi,y)}(x) = [y(x), y(\phi(x)), \ldots, y(\phi^m(x))]
\]  

is an embedding.

The proofs of Takens theorem can be seen in [17,18].

Takens’s theorem allows us to observe one variable of a dynamical system and infer the system’s behavior by reconstructing its attractor. To perform this inference, we must choose an appropriate \( \tau \) value to make this reconstruction as close as possible. Many techniques exist to infer this \( \tau \) such as the mutual information method or obtaining the mean period (\( \bar{T} \)) of the time series.

Methods based on phase space reconstruction have been developed to infer the future system states and, as a consequence, develop new predictive models. One (or more) variable from the system is observed as a function of time (i.e., a time series) and then used to construct mathematical components based on the observed states [16].

However, it is difficult to determine the optimal value of \( \tau \) that unfolds the reconstructed attractor in practice. If the dynamical system’s order is unknown, determining the optimal dimension \((m)\) presents a challenge. Both issues are considered as an open problem. In this paper, as part of our proposal, we offer a solution to this problem by using Differential Evolution in combination with the Nearest Neighbors Algorithm.

3.2. Nearest Neighbors Algorithm

Nearest Neighbors (NN) is one of the oldest and simplest machine-learning algorithms. NN uses the idea that similar sequences (measured by the distance between the evaluation sequence and the rest of the set) will generate similar results. Ref. [19] presents a forecaster for a chaotic time series based on NN. Ref. [20] describes Nearest Neighbors as a simple non-linear time series forecaster used to forecast diverse problems that present a chaotic structure. While the use of nearest neighbors in classification problems is ample, the interest over it declined in recent years in time series forecasting. This change in focus can be attributed to the emergence of Artificial Neural Networks (ANNs) as a viable forecasting method. However, we consider that Nearest Neighbors combined with Differential Evolution (DE) can be advantageous, since the number of parameters to optimize is smaller than that of ANN, and the computational cost required is lower.

To obtain \( \Delta n \) forecasts, that is, \([s_{N+1}, s_{N+2}, \ldots, s_{N+\Delta n}]\), the algorithm will employ any observation available in \( S \).

By using a time delay \( \tau \) and an embedding dimension \( m \), it is possible to build delay vectors of the form \( \hat{s}_t = [s_t, s_t-(m-1)\tau, s_t-(m-2)\tau, \ldots, s_t-\tau, s_t] \), where \( m, \tau \in \mathbb{Z}^+ \). By using these vectors, it is possible to reconstruct an \( m \)-dimensional phase space that reflects the dynamics of the system partially observed through the time series ([20,21]).
We use a sliding window of size $m$ to extract all the delay vectors from the time series. To obtain neighbors closer to $S_N$ (the most recent observation), an $\epsilon$ parameter is used and the distance to each delay vector $S_t$ is calculated using a distance function $d : X \times X \rightarrow [0, \infty)$. The nearest neighbors are those $S_t$ whose distance to $S_N$ is, at most, $\epsilon$ (2).

$$v_\epsilon(S_N) = \{ t \mid \| S_N - S_t \| \leq \epsilon \forall t \in N - 1 \}$$

Each of these vectors $S_t$ form the neighborhood $v_\epsilon(S_N)$ with radius $\epsilon$ surrounding the vector $S_N$. Kantz et al. [20] suggests that when $m > 20$, the euclidean distance function provides a better measurement of the neighbor for a given delay vector. For lower dimensions, Kantz recommends using the absolute-value norm.

As mentioned before, to calculate the forecasts, the individual values $s_{t+\Delta n}$ are obtained from each vector $S_t$ that satisfies Equation (2). Equation (3) expresses how to compute the forecast.

$$s_{N+\Delta n} = \frac{1}{|v_\epsilon(S_N)|} \sum_{t \in v_\epsilon(S_N)} s_{t+\Delta n}$$

In the case $\Delta n = 1$, Equation (3) produces a forecast for the next instant of time. In this paper, forecasts are required for forecasting horizon $n = 2$.

3.3. Differential Evolution

The NN forecasting method requires three parameters: $m$, $\tau$, and $\epsilon$ (defined in the previous section).

To determine the optimal values of these parameters, we propose using Differential Evolution. Differential Evolution (DE) is a meta-heuristic capable of optimizing functions of arbitrary complexity [22]. DE is a population-based optimizer. Population-based optimizers evaluate a set of potential solutions against each other using a fitness function at each iteration of the evolutionary process. After several iterations, DE selects one of the individuals as the best guess to the problem solution. The DE implementation used for this work is known as DE/rand/1/bin.

Since two of the NN algorithm parameters are integers ($m$ and $\tau$) and $\epsilon$ is a real number, we add constraints of type and limits to DE. The DE population operations consider these variables continuous, but when used to obtain an individual’s fitness, $m$, and tau, it considers them as integers [23]. The individuals represent the parameters used by the NN algorithm taking the form $X^{(g,i)} = [m, \tau, \epsilon]$.

To evaluate an individuals’ fitness, it is necessary to compare the forecasts it produces against the test set, a subset of the time series that the training algorithm never gets to see. Equation (4) shows the fitness function used to evaluate each DE individual

$$\text{fitness}_{X^{(g,i)}} = \text{error}(V, F_X^{(g,i)})$$

where $X^{(g,i)}$ is the $i$-th individual of generation $g$. The error($\cdot$) function can be any function that measures the accuracy of the NN process, using the genetic information of individual $X^{(g,i)}$ as parameters against the validation set. We use the Mean Absolute Error (MAE) as the error function in the solution of this problem.

Formally, the problem to solve is given by Equation (5).

$$\text{min } \text{fitness}(X^{(g,i)})$$

s.t.

$$L_j \leq X^{(g,i)}_j \leq U_j$$

$$1 \leq j \leq D$$
where \( D \) is the dimension of the search space, \( L \) is the lower limit, and \( U \) is the upper limit of the \( j \) values that compose the individuals.

To satisfy the constraints of the NN parameters, we need to consider the mutation function of DE. In DE, the individuals are crossed over with a randomly generated mutant individual. DE uses (6) in the mutation process

\[
V^{(g,i)} = X^{(g,r_0)} + (X^{(g,r_1)} - X^{(g,r_2)})F \\
\forall i \in [1, N_{\text{pop}}]
\]

(6)

where \( r_0, r_1 \) and \( r_2 \) are the indexes of randomly selected individuals, \( F \) is a positive real number that controls the speed in which the population evolves, and \( N_{\text{pop}} \) is the population size.

Since only the contributions of a mutant vector can violate the limits of the parameters, a reset method called bounce-back [24] is needed. This method replaces the individual that has exceeded one or more of its limits with a valid individual that satisfies every constraint. This strategy does not alter the DE process, since it selects a value that is between the base value of the parameter and the limit that is being violated.

When a mutant individual violates the parameter limits, Equations (7) and (8) are used to replace this parameter to satisfy both lower and upper limits

\[
v^{(g,i)}_j = x^{(g,b)}_j + U(0, 1)(L_j + x^{(g,b)}_j)
\]

(7)

\[
v^{(g,i)}_j = x^{(g,b)}_j + U(0, 1)(U_j + x^{(g,b)}_j)
\]

(8)

where \( x^{(g,b)} \) is the base vector of the population (that is, \( x^{(g,b)} \) is a vector that points to the origin of the search space).

By using DE, it is possible to simultaneously optimize the parameters used by NN for the specific fitness function required for the task [21].

It is impossible to assume that a set of parameters obtained for a time series is valid for a similar time series, since they can describe different dynamical systems. Depending on the time series (this is how recurrent the sequences present in it are), it is safe to assume that the parameters obtained with this method will be valid for a long number of forecasts. However, if the time series changes its regime considerably or new patterns start to emerge, it would be necessary to repeat the optimization process.

The time series also has to be stationary (this is, it should not have any trend) to use NNLF successfully. If the time series contains any trend, the historical data will not be helpful since it would reflect a different regime, not present in recent times.

3.4. Data Analysis

This section provides a brief analysis of the time series, which focuses on the seasonality and stationarity of the time series that composes the MIPS. This analysis aims to determine if the time series in their current state would require further preprocessing. As mentioned before, NNLF (similar to many other forecasting methods) requires that the time series is stationary. The time series should also contain repeated sequences since NNLF will look back on the time series’s history, looking for similarities with the most recent observations.

The MIPS contains seven regional transmission control areas, which are electrically interconnected to improve the system’s operation reliability: Central (CEL), Northeast (NES), Northwest (NOR), North (NTE), Occidental (OCC), Oriental (ORI), and Peninsular (PEN).

The data comprises 13 months of data measures in a one-minute resolution. The data were sub-sampled to a 15 min resolution, since the forecasting task requires this resolution.

Seasonality and stationarity measures characterize a time series. The Auto Correlation Function (ACF) and its corresponding plot measure the seasonality [25], and the Augmented Dickey–Fuller
(ADF) test [26] determines whether or not the time series is stationary. We also analyzed the phase space reconstruction of the time series and proposed modification to construct delay vectors in Section 3.4.3.

3.4.1. Auto-Correlation Analysis of the Datasets

We obtained the ACF plots of all of the regions that compose the MIPS. Figure 2 shows the ACF plot of four randomly selected regions. The figures display how correlated is a time series against a time-lagged (displaced) copy of itself. The autocorrelation coefficient at lag \( h \) (\( r_h \)) is calculated using Equation (9)

\[
r_h = \frac{\frac{1}{N} \sum_{t=1}^{N-h} (s_t - \bar{s})(s_{t+h} - \bar{s})}{\frac{1}{N} \sum_{t=1}^{N} (s_t - \bar{s})^2}
\]  

(9)

where \( N \) is the length of the time series, \( t \) is a time instant, \( s_t \) is the value of the time series at time instant \( t \), and \( \bar{s} \) is the mean of the time series.

The plot also contains a confidence interval (the blue “shadow” around 0.0 auto-correlation coefficient); when \( r_h \) exceeds the confidence interval, it means that there is certainty that the auto-correlation coefficient value is not a product of the randomness present in the data. It is common practice to set the threshold to 5%. Equation (10) computes this threshold.

\[
\pm z_{1-\alpha/2} \sqrt{\frac{1}{N} (1 + 2 \sum_{t=1}^{h} s_t^2)}
\]

(10)

A strong daily seasonal component is present in all of the plots, since the auto-correlation coefficient increases around the 96th lag (the data sampling period is 15 min – 4 \times 24 = 96).

Alternating ACF plots are very common in stationary time series (see Figure 2a). If the magnitude of the autocorrelation coefficients decays exponentially with the lag, in other words, if the energy of the ACF is finite, and its average is also finite, the time series is stationary [25]. When the autocorrelation coefficient at a particular lag is zero, this indicates that that lag is unimportant in determining the present value of the time series. This comparison with zero is made by comparing the sample autocorrelation coefficient with its standard error. We do a hypothesis test, where the null hypothesis is “the autocorrelation coefficient at lag \( k \) is zero”. When the auto-correlation values exceed the 5% confidence interval threshold, the null hypothesis can be rejected. Positive (negative) autocorrelation coefficients indicate that measurements at that lag affect positively (negatively) the time series’ current value.

Figure 2b,c shows a high auto-correlation coefficient for all of the lags observed, with particular bumps around the 96th lag. These time series are non-stationary since their auto-correlation coefficient decays slowly, indicating that the time series’ value increases as the lag increases. An additional test must confirm or discard the non-stationarity of the time series. Section 3.4.2 shows that there is no sufficient evidence to consider the time series as non-stationary.

Examining the plot of the whole time series (Figure 3), it is possible to appreciate an evident annual change in demand. However, because of the amount of data available, it was not possible to make the annual ACF plots.
Figure 2. ACF Plots of Four Regions of the MIPS.

Figure 3. MIPS Time Series.
3.4.2. Augmented Dickey–Fuller Test of the Datasets

We used the Augmented Dickey–Fuller (ADF) test to verify whether the time series was stationary or not. In statistics, the Dickey–Fuller test tests the null hypothesis that a unit root is present in an auto-regressive (AR) model. A simple AR(1) model is shown in Equation (11)

\[ s_t = \rho s_{t-1} + e_t \]  

(11)

where \( \rho \) is the AR coefficient, and \( e_t \) is the error term. A unit root is an indication that a time series has a stochastic trend; a unit root is present if \( \rho = 1 \). The model would not be stationary in this case. Equation (11) can be rewritten as Equation (12)

\[ \Delta s_t = (\rho - 1)s_{t-1} + e_t = \delta s_{t-1} + e_t \]  

(12)

where \( \Delta \) is the difference operator. We cannot use the standard t-distribution to provide critical values since the test is done over the residual term rather than raw data. Therefore, the values of this statistic are obtained from a specific distribution known as Dickey–Fuller.

The ADF test adds lagged differences and is shown in Equation (13)

\[ \Delta s_t = \delta s_{t-1} + \sum_{k=1}^{n} u_k \delta s_{t-k} + e_t \]  

(13)

where \( n \) is the number of lag coefficients, and \( u_k \) is the lagged coefficient.

Table 1 shows the ADF statistic and \( p \)-value of each time series.

| Time Series | ADF Statistic | \( p \)-Value |
|-------------|---------------|--------------|
| CEL         | 24.430219     | 0.000000     |
| NES         | -7.562009     | 0.000000     |
| NOR         | -5.516391     | 0.000002     |
| NTE         | -6.467922     | 0.000000     |
| OCC         | -14.851454    | 0.000000     |
| ORI         | -14.828665    | 0.000000     |
| PEN         | -11.073954    | 0.000000     |
| MIPS        | -11.762601    | 0.000000     |

In the previous section, the ACF indicates the possible non-stationarity of the time series. In order to determine whether or not the time series is indeed non-stationary, we will perform the Augmented Dickey–Fuller (ADF) test [27], a standard statistical test used to determine whether a given time series is stationary or not. ADF is a statistical significance test where there is a hypothesis testing involved, with null and alternate hypotheses, and as a result, we compute a test statistic and \( p \)-values.

As in all statistical tests, a statistic is computed and compared against a critical value. The probability distribution that the statistic follows determines the test’s critical value. For a given significance value (typically 1, 5, or 10%), we determine two regions: a rejection and a non-rejection (also called critical) region. The probability of the critical region is \( \alpha \). The decision rule is to reject the null hypothesis \( H_0 \) if the observed value is in the critical region, and to fail to reject the hypothesis otherwise.

The critical values for the ADF statistic are: 1%: -3.430, 5%: -2.862, and 10%: -2.567. These results can be deceiving, since we know that the demand for electrical energy is always increasing. The explanation for these results is that the dataset is relatively short (it is composed of one year of observations), and the global trend of the time series is not perceptible. Nonetheless, for the experiments, the time series will be treated as stationary. Figure 4 shows the same reconstructed
attractor, but a different color highlights each day of the week. Using this distinction, the differences between days became more apparent as the same days tend to share their orbits.

![Figure 4. Reconstructed Attractor (highlighted days).](image)

3.4.3. Phase Space Reconstruction Analysis

As mentioned in Section 3.1, this proposal is based on phase space reconstruction. Figure 5 shows the reconstructed attractor of the time series. We found that by separating the data by day of the week, the unique features that distinguish each day stand out.

![Figure 5. Reconstructed Attractor.](image)

In this article, we took the day of the week and the sampling time as additional dimensions of the delay vectors. That is, we append the day of the week and the time to the samples obtained from the time series; those exogenous variables are taken into consideration by the forecasting models. With this change, we expect to allow the forecasters to consider the influence of external factors [12]. Each delay vector \( S_t \) includes day and time as control dimensions. Another change was the normalization of the values of the time series. The values were normalized, so none of the dimensions dominate the rest of the dimensions. The resulting vector is shown in Equation (14)

\[
S_t = [\text{DoW}(d_t), \text{MoD}(d_t), \tilde{s}_{t-(m-1)\tau}, \ldots, \tilde{s}_{t-\tau}, \tilde{s}_t]
\]  

(14)
where $\tilde{s}_t$ is the normalized value of the time series at time $t$, $d_t$ represents the date and hour of the last element of the delay vector, $\text{DoW}(\cdot)$ returns the normalized day of the week (as a real number in the range $[0, 1]$; the days are represented as a number from 0 to 6 and then divided by 6) starting on Monday that corresponds to the date $d_t$, and $\text{MoD}(\cdot)$ returns the normalized minute of the day (represented as a real number in the range $[0, 1]$ (instead of representing the hour as HH:MM, it is converted to minutes from 0 to 1339 and then divided by 1339)) that corresponds to $d_t$’s sampling time. The combination of this usage of delay vectors with exogenous variables and the optimization of NN parameters with DE is what we called Nearest Neighbors for Load Forecasting (NNLF).

To provide an illustrative example of the phase space reconstruction and one such delay vector, let us assume that $m = 13$, and $\tau = 1$; a delay vector taken on a Tuesday at 00:00 would be: $(0.333, 0.0, 0.584, 0.368, 0.571, 0.568, 0.326, 0.678, 0.735, 0.406, 0.725, 0.718, 0.475, 0.611, 0.672)$. The first two numbers are $\text{DoW}(\text{Tuesday}) = 2/6 = 0.333$, $\text{MoD}(00:00) = 0.0$; the last 13 numbers are measurements from the time series.

With the ideas discussed in this section, it is possible to construct a forecaster based on Nearest Neighbors, optimizing its parameters with Differential Evolution (the authors’ solution proposal). The data available show a daily correlation and can be considered stationary. Nonetheless, more data are required to ensure that the stationarity test holds. The problems that a trend poses when modeling a time series can be solved by introducing some transformation, such as a first-order difference. When a time series is transformed, later on, the forecasts are inversely transformed into the original units.

The reconstructed attractor shows that partitioning the data into days of the week allows for identifying different orbits typical for the same days of the week.

### 4. Experiments and Results

This section contains the results obtained by NNLF and a set of two different forecasters. It defines the methodology followed by the experiments, shows and discusses the forecast plots produced by each of the methods included in the comparison, and, finally, it includes an analysis of the errors obtained by each forecaster.

#### 4.1. Forecasters Included in the Comparison

Considering the experimental techniques observed in the literature review, we selected two different machine learning techniques: Multi-Layer Perceptron (MLP) and Support Vector Regressor (SVR). To complete the comparison, three of the most used techniques were included: Seasonal ARIMA (sARIMA), Kalman Filter, and the persistence method.

##### 4.1.1. Multi-Layer Perceptron

Multi-Layer Perceptrons are computing systems vaguely inspired by the biological neural networks that constitute animal brains [28]. An MLP is composed of a set of basic computing units known as neurons, organized by layers. The data flow from a layer known as the input layer (which has the same number of neurons as the input vector) through one or more hidden layers of variable size to reach a final layer known as the output layer, whose size depends on its number outputs required [29].

##### 4.1.2. Support Vector Regressor

A Support Vector Regressor is a forecasting model that attempts to identify the minimum margins of separation between the data vectors to fit most of them inside the margins while limiting margin violations. $\gamma$ is the hyperparameter that controls the width of that margins [30].

##### 4.1.3. Seasonal ARIMA

Auto-regressive models assume that successive observations in a time series show serial dependence between the signal and noise. ARIMA is a statistical forecasting technique, often used
in time series that contain specific properties, such as seasonality and stationarity [31]. In this work, we used the seasonal variant, which also considers the frequency in which specific patterns repeat in a time series.

4.1.4. Kalman Filter

The Kalman filter (KF) is an algorithm that can filter out the noise present in the observations given a set of noisy observations. KF assumes that the noise and the observed process come from a gaussian process [32].

4.1.5. Persistence Method

The persistence method (PM) assumes that the observed process will continue to have the same behavior until it does not. It is also known as the naive method since it repeats the last known observation.

4.2. Experiment Description

The forecasting task is to forecast the MIPS net demand using the time series of the control regions that compose it. We need to forecast 30-min ahead for a whole day (i.e., 92 forecasts). The validation set covers the time interval from 00:00 to 23:45 h of 24 June 2018, sampled every 15 min.

Below is a description of the parameters used with each forecaster.

**NNLF:** DE was executed for 30 generations, each generation with a population size of 30. This optimization process was repeated for 30 independently seeded executions. The individuals could take values from \( m \in [1, 100] \), \( \tau \in [1, 100] \), \( \epsilon \in [0, \max(TS) - \min(TS)] \) with a recombination probability of 0.75. To evaluate the individuals, DE uses MAE as the error function.

**MLP:** Even though there is a theorem stating that a single layer is enough to approximate any function at any level of accuracy [33], training deep ANNs takes less computational effort than training shallow ones. This fact is widely discussed in the Deep Learning book, by Goodfellow et al. [34]. The topology of the designed MLP consists of \( m \) input neurons (where \( m \) is the same vector length used by NNLF for each of the regions), two hidden layers of 100 neurons each and a single output neuron. This topology was selected empirically by probing neural networks with one to four hidden layers with different layer sizes. The activation function used was the tanh function, selected empirically, by testing different activation functions.

**SVR:** The kernel used was RBF. We used grid search to optimize the SVR parameters \((C, \gamma)\) for each time series; the search intervals that establish the grid are \([1, 1000]\) and \([0.01, 10]\), respectively.

**sARIMA:** The sARIMA parameters were obtained using the \texttt{auto.arima} function of the forecast library of R [35].

**KF:** The initial transition matrices were set empirically by trial and error for each of the time series. The initial transition covariance for each Kalman filter instance was set to \( \begin{pmatrix} \sigma_X & 0 \\ 0 & \sigma_X \end{pmatrix} \), where \( \sigma_X \) is the variance of the time series. The filter was trained using the Expectation–Maximization algorithm.

**PM:** In this method, the forecasts are the last known observations; that is, \( \hat{y}_{t+2} = y_t \), since, for this problem, forecasting two time steps in advance is desired. No other parameters are involved.

All of the forecasters used the same datasets, obtained with DE, with the exceptions of sARIMA, KF, and PM, since those methods are not vector-based.

The comparative analysis relative to the forecasting task uses both the Mean Absolute Error (MAE) and Mean Absolute Percentage Error (MAPE). MAE is described in Equation (15), while MAPE is described in Equation (16).

\[
\text{MAE}(y, \hat{y}) = \frac{1}{n} \sum_{i=0}^{n} |y_i - \hat{y}_i| \tag{15}
\]

\[
\text{MAPE}(y, \hat{y}) = \frac{1}{n} \sum_{i=0}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \times 100\% \tag{16}
\]
In both equations, $y$ is the set of actual values, $\hat{y}$ is the set of forecasts, and $n$ is the number of samples.

4.3. Results

Table 2 shows the data $et$ parameters used by all of the forecasters, except the statistical methods (MLP and SVR did not use the $\epsilon$ parameter).

| Time Series | $[m, \tau, \epsilon]$ |
|-------------|------------------------|
| CEL         | [6, 4, 0.34100608]     |
| NES         | [8, 1, 0.14140621]     |
| NOR         | [2, 4, 0.05696183]     |
| NTE         | [2, 4, 0.05038196]     |
| OCC         | [13, 31, 0.34437311]   |
| ORI         | [2, 6, 0.06026154]     |
| PEN         | [1, 22, 0.02691927]    |

Table 3 shows the forecasting errors for the MIPS net demand of the forecasters (the MIPS forecast is the sum of the forecasts of each region for a given time instant.) The first number in each cell is the MAE score, while the parenthesis number is their MAPE score. The table also included a column for the SICAPI, which is the forecaster used by CENACE. For this particular forecaster, the MAPE error per region was not available. CENACE uses a forecasting system designed to forecast the MIPS only. This forecaster is known to employ an analog multiple regression model. Additional information about this forecaster is undisclosed because of government regulatory conditions. Compared to the forecasting error produced by SICAPI, NNLF reduces the forecasting error by 4.6%, meaning that, for the day, SICAPI overshot the total energy consumption by 340.4MW. NNLF obtains the best forecasting error for the MIPS time series, out-performing all of the forecasters by an ample margin. Although NNLF does not obtain most of the individual best scores by region, it produces a better forecast for the total load demand than those obtained by the other methods.

| Series | NNLF  | MLP  | SVR  | sARIMA | KF   | PM | SICAPI |
|--------|-------|------|------|--------|------|----|--------|
| CEL    | 126.5 | 127.4| 119.8| 318.4  | 156.0| 181.0| 156.0  |
| NES    | 113.4 | 116.2| 122.3| 349.5  | 134.0| 157.3| 157.3  |
| NOR    | 23.4  | 21.8 | 26.9 | 51.8   | 57.4 | 78.5 | 78.5   |
| NTE    | 51.2  | 51.8 | 20.4 | 462.8  | 29.0 | 39.9 | 39.9   |
| OCC    | 97.3  | 92.4 | 79.8 | 630.5  | 114.9| 122.3| 122.3  |
| ORI    | 97.5  | 99.6 | 102.3| 343.4  | 123.3| 147.3| 147.3  |
| PEN    | 13.3  | 11.7 | 12.6 | 137.5  | 23.3 | 33.0 | 33.0   |

It is important to note that each control region’s contribution to the MIPS is not equal; i.e., some regions consume more energy than the others. Table 3 shows that NNLF wins in two of the four regions where the three best forecasters obtained their worst scores. Those regions are the most difficult to forecast and the ones that consume more energy. Therefore, those regions contribute more to the MIPS than the rest of the regions. This situation enabled NNLF to obtain the best score without being the best for all regions.

We have focused on improving the load forecasting associated with the Mexican National Electric System’s total electric demand. The net load is used by CENACE to perform the generation/load balance to maintain the system’s frequency within normal operating limits in the real-time market. CENACE oversees the Operational Control of the Mexican National Electric System and the Wholesale
Electricity Market (MEM by its acronym in Spanish). Within the MEM, the short-term market stands out: the day-ahead market and real-time market. The real-time market requires, among other information, the demand forecast of the National Electric System 15 min in advance, before the start of the next Dispatch Interval, in addition to the 30, 45, and 60-min forecasts, to execute the security-constrained economic dispatch for multiple intervals. However, the first dispatch interval is the only one that establishes physical delivery commitments and local marginal prices [36]. We will work on alternatives to improve the load forecasting associated with each control area in the near future.

As mentioned in Section 2, the forecasting tasks vary vastly from paper to paper. The most similar forecasting task we found is described in [7], where they use 5-min to 40-min samplings. Although they do not use 15-min sampling, their best results for 5-min and 20-min samplings are 0.49% and 1.31%, respectively. NNLF obtained 0.644% MAPE, which is closer in value to the score obtained by their method at 5-min sampling, but three times farther in sampling.

The following figures show the forecasts made by each forecaster compared with the validation set. Figure 6 shows the MIPS forecasts made by NNLF. NNLF shows a good approximation of the time series from 00:15 to 03:15 h, but misses a significant drop that lasted 30 min (all errors in that interval fall within the required margin of 500 MW). That figure clearly shows that from 09:30 to 18:15 h, the forecast follows the increasing trend, but is mostly below the actual value. This behavior implies that NNLF could capture the global trend in the time series, but smoothes the high-frequency variations, which may not be desirable. From 19:45 to 21:45 h, the forecast lags behind the actual curve, especially at 20:30 and 20:45 h. This tells us that most days observed by NNLF did not show this kind of behavior; the curve that NNLF produces is less abrupt than the one produced by SICAPI.

Figure 7 shows the forecasts made by MLP. This forecaster obtained a reasonable approximation of the time series for the range between 00:15 and 04:45 h. Nonetheless, it misses the trend of the high-frequency changes from 05:00 to 07:00 h. From 09:30 to 19:00 h, MLP follows the increasing trend more tightly than NNLF, but, as with NNLF, it misses the high-frequency changes present in the validation set. However, what penalizes the score obtained by MLP the most are the forecasts made from 19:30 to 21:45 h. The trend captured by MLP does not correspond to the actual values of the time series. This fact gives weight to the assumption that the curve of this day is atypical and under-represented in the time series’ history.
Figure 7. MLP Forecasts vs. Validation.

Figure 8 shows the forecasts made by SVR. This method shows a very similar forecast to MLP but with better approximation, particularly at the start of the day. The forecasts made at the ramp’s start are also more accurate than the ones made by MLP, but not as good as the ones done by NNLF. The worst forecasts made by these methods are from the end of the day.

Figure 9 shows the forecasts made by sARIMA. It is possible to see that sARIMA ignores the data and produced a version of a typical day. This behavior happens because of the low order of the resulting sARIMA processes generated by auto.arima and because of the limitations of its formulation for high-resolution time series.
Figure 9. sARIMA Forecasts vs. Validation.

Figure 10 shows the forecasts made by KF. This method was not able to capture the behavior of the time series correctly, which can be attributed to the initial observations being similar to “upward” rather than “downward” observations. This is a problem we faced with NNLF when using delay vectors without exogenous variables. The exogenous variables help much to identify the trend of the time series correctly. Once the trend is clear, KF is unable to recover.

Figure 11 shows the forecasts made by PM. This technique is not suited for this type of problem, since the time series presents significant high-frequency changes. Its performance is limited because when the ramp of demand happens, this method will be two time steps behind it, rendering its forecasts useless.
The forecast plots consistently show that none of the forecasting methods can follow the increase in demand towards the end of the day. It is possible to consider that the ramp of demand was atypical, or that the data do not contain enough samples of a day like this one. To corroborate these hypotheses, a simple analysis was performed: the histogram of the errors should approximate a normal distribution if enough data samples are present in the dataset.

Figure 12a shows the histogram of the forecasting errors made by NNLF and a normal fit from the data. The histogram barely resembles a normal distribution curve. Nonetheless, there is a decline in higher magnitude errors in the tails.

Figure 12b shows that the errors do follow a normal distribution, with some outliers at the quantiles’ extremes.

Figure 13a shows the histogram of the errors obtained by MLP. In this case, the histogram does not follow the normal curve, either. As with NNLF, the errors are not centered at 0.
Figure 13b shows a significant outlier at the right extreme of the probability plot and some dispersion at the left end of the normal line. This case can also be considered as normally distributed.

![Figure 13](image1.png)

**Figure 13.** Analysis of MLP Errors. (a) Histogram of MLP Forecast Errors ($\mu = -68.92$, $\sigma = 291.76$). (b) Probability Plot of MLP Errors.

Figure 14a shows the histogram of the errors made by SVR. Again, the errors do not follow the normal curve and are not centered at 0. However, the range of SVR errors is similar to those of NNLF.

![Figure 14](image2.png)

**Figure 14.** Analysis of SVR Errors. (a) Histogram of SVR Forecast Errors ($\mu = -262.74$, $\sigma = 416.14$). (b) Probability Plot of SVR Errors.

The probability plot of the SVR errors (Figure 14b) shows many more outliers around the middle and at both ends. The errors obtained by this method cannot be considered normally distributed. Since the SVR parameters were optimized, these results could mean that SVR requires more features to model the time series properly. The authors are well aware that some studies consider other exogenous variables and that they tend to improve the quality of the forecasts obtained. However, it is not feasible, at least at the moment of writing this paper, to include more variables, because of the size, geographical distance, and diversity of activities between regions.
Figure 15a shows the histogram of the errors made by ARIMA. There is absolutely no hint that the errors are normally distributed. Its probability plot (Figure 15b) confirms this.

![Figure 15a](image1.png) ![Figure 15b](image2.png)

**Figure 15.** Analysis of ARIMA Errors. (a) Histogram of ARIMA Forecast Errors ($\mu = 2124.75$, $\sigma = 1171.63$). (b) Probability Plot of ARIMA Errors.

Figure 16a shows the histogram of the errors obtained by KF. The errors are mostly centered around 0, but their range is very wide and not suitable for the task.

The probability plot of the errors obtained by KF (Figure 16b) shows large outliers at the left end, but overall they describe a fair approximation of the normal distribution.

![Figure 16a](image3.png) ![Figure 16b](image4.png)

**Figure 16.** Analysis of KF Errors. (a) Histogram of KF Forecast Errors ($\mu = -35.85$, $\sigma = 517.87$). (b) Probability Plot of KF Errors.

Figure 17a shows the histogram of the errors obtained by PM. Similarly to KF, they resemble a normal distribution with the errors centered around 0, but with a wide range of errors.

Figure 17b also show that the errors follow a normal distribution but with very large outliers.
From the error histogram plots, we can conclude that there is bias in the mean of almost every forecaster, which can be a sign that the forecasted day has atypical features or there is still a structure to be modeled to improve the forecasts. The probability plots show that NNLF is the forecaster whose errors best approximate a normal distribution, considering that it is the method where the errors both follow the normal fit and also contain the lowest outliers.

Although the distribution of the errors obtained by NNLF does not closely follow a normal distribution, perhaps the evaluated day could contain atypical features, considering every forecaster’s performance. Nonetheless, NNLF produced a better forecast than the rest of the compared forecasters, including the one used by CENACE.

5. Conclusions and Future Work

This section presents the general conclusions obtained by applying NNLF to forecast the electricity demand at the national level in Mexico. We also provide a set of directions in which we plan to work in the near future.

5.1. Conclusions

An alternative and innovative solution to the very-short-term load forecasting problem for electrical power systems has been proposed and implemented in this paper. NLF is innovative since the literature that reflects related work does not contain any works on applying NN, combined with DE and encoded exogenous variables, in their methods. NNLF is a uni-variable model with exogenous variables. The article not only presents a methodology for load forecasting, it also presents a statistical analysis of the input data and the distribution of the forecasting errors produced by NNLF.

A time series forecasting open problem is to determine how much and what parts of the history of the observed variables are useful and essential to be considered by the forecasting models. In this regard, we present a brief introduction to phase space reconstruction. We present the reconstructed attractor for the electric load at the national level. The attractor exhibits a shift in load magnitudes on different days of the week. This fact supports the idea of including time information in the coding of the delay vectors, which constitute the input to the forecasting model.

The tests performed in the proposed methodology used real data from the National Interconnected System in Mexico. Data, testing, and several in-person interviews were provided by and conducted at
the National Center for Energy Control. Since the Mexican interconnected power system comprises seven control regions, we conducted tests by region and at the national level. NNLF and MLP performances were similar in the different regions, outperforming SVR in all cases. NNLF was superior at the national level. The results of the proposed model were also compared against the forecasting system currently used at CENACE; NNLF was far superior compared to what they currently use. We did not include those tests in this article for confidentiality reasons. It is hard to compare NNLF against state-of-the-art, since different papers present work on different datasets (and some with different error measures). However, The MAPE score obtained by NNLF is competitive when compared to other similarly structured forecasting tasks.

5.2. Future Work

Bearing in mind the improvement in the forecast accuracy, we plan to take the following actions, additions, or modifications in models and data.

In the future, we will incorporate external variables to the model, e.g., temperature and humidity. We expect that the additional information provided by these exogenous variables will help improve the forecast accuracy.

We are working on alternatives to improve the load forecasting associated with each control area; we think that a single model for each dataset may not provide the best accuracy. Instead, we will test several models with each region and adopt the most accurate for each one.

In terms of the subset of models to test for each region, we would like to compare the load forecasting produced by NNLF with Deep Learning approaches. We are currently implementing and experimenting with Convolutional and Recurrent Neural Networks (e.g., LSTM). Other approaches and techniques that we are working on and will test in the near future to improve the forecasting accuracy of load forecasting at the national level are time series to image transformations and signal decomposition using wavelets.

Another interesting concept we are testing is data augmentation for time series. This concept has been extensively used for image processing and classification, but barely used in time series, if at all. Data augmentation provides a means of regularization, avoiding the models to overfit, and providing the model with more extensive datasets to train.
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Abbreviations

The following abbreviations are used in this manuscript:

- ACF: Auto Correlation Function
- ADF: Augmented Dickey-Fuller
- AI: Artificial Intelligence
- ANN: Artificial Neural Networks
- AR: Auto-regressive
- ARIMA: Auto-regressive Integrated Moving Average
- BSK: Bi-square Kernel
- CEL: Central Control Region
- CENACE: Centro Nacional de Control de Energía (National Center for Energy Control)
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DE Differential Evolution
EDISC Economic Dispatch with Interval Security Constraint
EMS Energy Management System
KM Kalman Filter
MAE Mean Absolute Error
MAPE Mean Absolute Percentage Error
MIPS Mexican Interconnected Power System
MISCEDE Multiple Interval with Security Constraints Economic Dispatch
MLP Multi-layer Perceptron
NES Northeast Control Region
NN Nearest Neighbors
NNLF Nearest Neighbors for Load Forecasting
NOR Northwest Control Region
NSS N-step Simultaneously
NTE North Control Region
OCC Occidental Control Region
ORI Oriental Control Region
OSA One Step Ahead
PCR Principal Components Regressor
PEN Peninsular Control Region
PM Persistence Method
PSR Phase Space Reconstruction
RBM Restricted Boltzmann Machine
RTUA Real-Time Unit Assignment
SOM Self-organizing Map
STLF Short-term Load forecasting
SVM Support Vector Machine
SVR Support Vector Regressor
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