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Abstract—Medical image benchmarks for the segmentation of organs and tumors suffer from the partially labeling issue due to its intensive cost of labor and expertise. Current mainstream approaches follow the practice of one network solving one task. With this pipeline, not only the performance is limited by the typically small dataset of a single task, but also the computation cost linearly increases with the number of tasks. To address this issue, we propose a Transformer based dynamic on-demand network (TransDoDNet) that learns to segment organs and tumors on multiple partially labeled datasets. Specifically, TransDoDNet has a hybrid backbone that is composed of the convolutional neural network and Transformer. A dynamic head enables the network to accomplish multiple segmentation tasks flexibly. Unlike existing approaches that fix kernels after training, the kernels in the dynamic head are generated adaptively by the Transformer, which employs the self-attention mechanism to model long-range organ-wise dependencies and decodes the organ embedding that can represent each organ. We create a large-scale partially labeled Multi-Organ and Tumor Segmentation benchmark, termed MOTS, and demonstrate the superior performance of our TransDoDNet over other competitors on seven organ and tumor segmentation tasks. This study also provides a general 3D medical image segmentation model, which has been pre-trained on the large-scale MOTS benchmark and has demonstrated advanced performance over current predominant self-supervised learning methods.

Index Terms—Dynamic convolution, medical image segmentation, partial labeling, transformer.

I. INTRODUCTION

AUTOMATED segmentation of abdominal organs and tumors is one of the most fundamental yet challenging tasks in medical image analysis. It plays a pivotal role in a variety of computer-aided diagnosis jobs, including lesion contouring, surgical planning, and 3D reconstruction. Most recently, it has witnessed rapid progress on this segmentation task, driven by both deep learning algorithms and public benchmark datasets [2], [3]. Constrained by the labor cost and expertise, 3D medical image segmentation benchmarks, however, severely suffer from the limited annotations on every single dataset. In this work, we attempt to collect multiple organs and tumor segmentation datasets to form a large-scale but more challenging multi-organ and tumor segmentation benchmark, termed MOTS.

Unfortunately, most medical datasets were collected for the segmentation of only one type of organ and/or tumors, and all task-irrelevant objects were treated as the background (see Fig. 1). For instance, the LiTS dataset [4] only has the annotations of the liver and its tumors, and the KiTS dataset [5] only provides the annotations of kidneys and its tumors. As shown in Fig. 1, these partially labeled medical image datasets are different from fully labeled benchmarks in other computer vision areas, such as Cityscapes [1], where multiple types of objects were annotated on each image. Therefore, one of the most significant challenges facing multi-organ and tumor segmentation is the so-called partially labeling issue, i.e., learning the representation of multiple organs and tumors under the supervision of these partial annotations.

Mainstream approaches address this issue by separating the partially labeled dataset into several subsets and training a network on each subset for a specific segmentation task [6], [7], [8], [9], [10], shown in Fig. 2(a). Following the one net for one task pipeline, each subset is fully labeled for the corresponding segmentation task. Such a strategy is intuitive but increases the computational complexity dramatically. Another commonly-used solution is to design a multi-head network (see Fig. 2(b)), which is composed of a shared encoder and multiple task-specific decoders (heads) [11], [12], [13]. In the training stage, feeding each partially labeled data to the network triggers the update of only one head, while other heads are frozen. An obvious drawback of a multi-head network is that the number of segmentation heads increases with the number of tasks, leading to higher computational and spatial complexity. Besides, the inflexible multi-head architecture is not easy to be extended to new tasks.
Fig. 1. Comparison of fully labeled and partially labeled segmentation. In the fully labeled annotation, taking Cityscapes [1] for example (a), each pixel is assigned a unique and true category label. As for the partially labeling, only the objects of interest have true category labels, other objects are regarded as the background.

In this work, we aim to segment multiple organs and tumors by learning from several partially labeled datasets (c), each of which is originally specialized for the segmentation of a particular abdominal organ and/or related tumors. Here each color represents a partially labeled dataset.

Fig. 2. Three types of methods to perform M partially labeled segmentation tasks. (a) One net for one task: training M networks on M partially labeled subsets, respectively; (b) one net with multi-heads: training one network that consists of a shared encoder and M task-specific decoders (heads), each head, together with the shared encoder, performing a partially labeled segmentation task; and (c) the proposed one net with a dynamic head: it has an encoder, an organ embedding module, a kernel generator, and a dynamic segmentation head. The kernels in the dynamic head are conditioned on the input images and assigned organ embedding.

In our pilot study [14], we proposed a dynamic on-demand network (DoDNet), which can be trained on partially labeled datasets for multi-organ and tumor segmentation. DoDNet has a simple but efficient encoder-decoder architecture. Different from previous solutions, its decoder is followed by a single but dynamic segmentation head (see Fig. 2(c)). We designed a convolution-based kernel generator to generate adaptively the kernels of the dynamic head for the segmentation of each organ, as shown in Fig. 3(a). Consequently, the dynamic segmentation head enables DoDNet to segment multiple organs and tumors as done by multiple networks or a multi-head network. However, these task-specific kernels are generated individually, ignoring the organ-wise dependencies.

In this paper, we address this issue by introducing a novel Transformer based kernel generator, resulting in TransDoDNet. With the self-attention mechanism, TransDoDNet is superior to its predecessor DoDNet in modeling the long-range organ-wise dependencies, as shown in Fig. 3(b). The kernels generated by the Transformer are not only conditioned on its own task but also mutually influenced by the dependencies on other tasks. We evaluate the effectiveness of TransDoDNet on MOTS, which is an ensemble of multiple organs and tumors segmentation benchmarks, involving the liver and tumors, kidneys and tumors, hepatic vessels and tumors, pancreas and tumors, colon tumors, and spleen. We also transfer the weights of TransDoDNet pre-trained on MOTS to downstream annotation-limited medical image segmentation tasks. The results show that our model has an excellent generalization ability, beating the current predominant self-supervised learning method [15]. Our contributions are four-fold.
• We create a large-scale multi-organ and tumor segmentation dataset by combining multiple partially labeled ones, resulting in a new and challenging medical image segmentation benchmark called MOTS.

• We address the partially labeling issue from a new perspective, i.e., proposing a single network that has a dynamic segmentation head to segment multiple organs and tumors as done by multiple networks or a multi-head network.

• We are the first to employ the Transformer, which has a comprehensive perception of the global task-contextual information, as a kernel generator to achieve dynamic convolutions, contributing to better performance.

• A byproduct of this work, i.e., the model weights pretrained on MOTS, can be transferred to downstream 3D image segmentation tasks even with different image modalities, and hence is beneficial for the community.

II. RELATED WORK

A. Partially Labeled Medical Image Segmentation

Segmentation of multiple organs and tumors is a generally recognized difficulty in medical image analysis [16], [17], [18], [19], particularly when there are no large-scale fully labeled datasets. Although several partially labeled datasets are available, each of them is specialized for the segmentation of one particular organ and/or tumors. Accordingly, a segmentation model is usually trained on a partially labeled dataset, and hence is only able to segment one particular organ and tumors, such as the liver and liver tumors [8], [20], [21], [22], kidneys and kidney tumors [9], [23]. Training multiple networks, however, requires high computational resources and has poor scalability.

To address this issue, many attempts have been made to explore multiple partially labeled datasets in a more efficient manner. Chen et al. [11] collected multiple partially labeled datasets from different medical domains, and co-trained a heterogeneous 3D network on them, which is specially designed with a task-shared encoder and task-specific decoders for eight segmentation tasks. Huang et al. [24] proposed to co-train a pair of weight-averaged models for unified multi-organ segmentation on few-organ datasets. Zhou et al. [25] first approximated anatomical priors of the size of abdominal organs on a fully labeled dataset, and then regularized the organ size distributions on several partially labeled datasets. Fang and Yan [12] treated the voxels with unknown labels as the background, and then proposed the target adaptive loss (TAL) for a segmentation network that is trained on multiple partially labeled datasets. Shi et al. [13] merged unlabeled organs with the background and imposed an exclusive constraint on each voxel (i.e., each voxel belongs to either one organ or the background) to learn a segmentation model jointly on a fully labeled dataset and several partially labeled datasets. To learn multi-class segmentation from single-class datasets, Dmitriev et al. [26] utilized the segmentation task as a prior and incorporated it into the intermediate activation signal.

The proposed TransDoDNet is different from these methods in four main aspects: (1) In [12], [13], the partially labeling issue is formulated into a multi-class segmentation task, and unlabeled organs are treated as the background. This formulation may be misleading since the unlabeled organ in one dataset is indeed the foreground in another dataset. To amend this error, we formulate the partially labeling issue as a single-class segmentation task, aiming to segment each organ respectively; (2) Most related work adopts a multi-head architecture, which is composed of a shared backbone network and multiple segmentation heads for different tasks. Each head is either a decoder [11] or the last segmentation layer [12], [13]. In contrast, the proposed TransDoDNet is a single-head network, in which the head is dynamic and can be generated adaptively; (3) Our TransDoDNet uses the dynamic segmentation head to address the partially labeling issue, instead of embedding the task prior into the encoder and/or decoder; (4) Most existing methods focus on multi-organ segmentation, while our TransDoDNet is designed for the segmentation of both organs and tumors, which is more challenging.

B. Dynamic Filter Learning

Dynamic filter learning has drawn considerable research attention in the computer vision community due to its adaptive nature [27], [28], [29], [30], [31], [32]. Jia et al. [27] designed a dynamic filter network, in which the filters are generated dynamically conditioned on the input. This design is more flexible than traditional convolutional networks, where the learned filters are fixed during the inference. Yang et al. [28] introduced the conditionally parameterized convolution, which learns specialized convolutional kernels for each input and effectively increases the size and capacity of a convolutional neural network (CNN). Chen et al. [29] presented another dynamic network, which dynamically generates attention weights for multiple parallel convolution kernels and assembles these kernels to strengthen the representation capability. Pang et al. [32] integrated the features of RGB images and depth images to generate dynamic filters for better use of cross-modal fusion information in RGB-D salient object detection. Tian et al. [30] applied the dynamic convolution to instance segmentation, where the filters in the mask head are dynamically generated for each target instance. These methods successfully employ dynamic filter learning toward certain ends, such as increasing the network flexibility [27], enhancing the representation capacity [28], [29], integrating cross-modal fusion information [32], or abandoning the use of instance-wise ROIs [30]. Comparing with these works, our work here differs as follows. 1) We employ the dynamic filter learning to address the partially labeling issue for 3D medical image segmentation; and 2) the dynamic filters generated by Transformer, lead to better organ-wise dependency modeling.

C. Vision Transformers

The transformer is a popular architecture commonly used in natural language processing [33], owing to its superior ability to model long-range dependencies. Recently, Transformer has also been widely used in the computer vision community as an alternative to CNN and achieves comparable or even state-of-the-art performance on various tasks, including image recognition [34], [35], semantic segmentation [36], [37], object...
A. Problem Definition

Multiple organs and tumor segmentation aim to predict the pixel-level masks of each organ and corresponding tumors in the image. Given a medical image \( \mathbf{X} \) and its pixel-level annotations \( \mathbf{Y} \) sampled from the dataset \( \mathcal{D} \), this task can be easily optimized by minimizing a loss, usually, Dice loss or cross-entropy loss, as following

\[
\min_{\Theta} \mathbb{E}_{(\mathbf{X}, \mathbf{Y}) \sim \mathcal{D}}[\mathcal{L}(f(\mathbf{X}; \Theta), \mathbf{Y})]
\]

In this case, \( \mathbf{Y} \) should be a full annotation that covers the pixel-level mask of multiple organs and tumors.

Let’s consider \( M \) partially labeled datasets \( \{\mathcal{D}_1, \mathcal{D}_2, \ldots, \mathcal{D}_M\} \), which were collected from \( M \) organ and tumor segmentation tasks:

\[
\{1: \text{organ}; 2: \text{tumor}; 3: \text{organ & tumor}\}.
\]

Here, \( \mathcal{D}_m = \{\mathbf{X}_i, \mathbf{Y}_i\}_{i=1}^{n_m} \) represents the \( m \)-th partially labeled dataset that contains \( n_m \) labeled images. Given an image sampled from \( \mathcal{D}_m \), we denote it as \( \mathbf{X} \in \mathbb{R}^{W \times H} \), where \( W \times H \) is the spatial size of each slice and \( D \) is number of slices. The corresponding segmentation ground truth is \( \mathbf{Y} \in \{0, 1, 2\}^{D \times W \times H} \), where \( D \) is the number of slices and \( D \leq H \).

Straightforwardly, this partially labeled multi-organ and tumor segmentation problem can be solved by training \( M \) segmentation networks \( \{f_1, f_2, \ldots, f_M\} \) on \( M \) datasets, respectively, shown as follows

\[
\begin{aligned}
\min_{\Theta_1} & \mathbb{E}_{(\mathbf{X}, \mathbf{Y}) \sim \mathcal{D}_1}[\mathcal{L}(f_1(\mathbf{X}; \Theta_1), \mathbf{Y})] \\
\vdots \\
\min_{\Theta_M} & \mathbb{E}_{(\mathbf{X}, \mathbf{Y}) \sim \mathcal{D}_M}[\mathcal{L}(f_M(\mathbf{X}; \Theta_M), \mathbf{Y})]
\end{aligned}
\]

where \( \mathcal{L} \) represents the loss function of each network, \( \{\Theta_1, \Theta_2, \ldots, \Theta_M\} \) represent the parameters of these \( M \) networks. In this work, we attempt to address this problem using only one single network \( f \) with the parameter \( \Theta \), which can be formally expressed as

\[
\min_{\Theta} \mathbb{E}_{(\mathbf{X}, \mathbf{Y}) \sim \mathcal{D}}[\mathcal{L}(f(\mathbf{X}; \Theta), \mathbf{Y})]
\]

The TransDoDNet proposed here for this purpose consists of a shared CNN backbone, a Transformer, a filter prediction head, and a dynamic segmentation head (see Fig. 4). We now delve into the details of each part.

B. Architecture

The main component of TransDoDNet is a shared CNN backbone that has a U-like encoder-decoder architecture [43]. The encoder is composed of repeated applications of 3D residual blocks [44], which has 50 learnable layers. Different from the vanilla ResNet, we employ the instance normalization [45] to replace the batch normalization as done in [7]. Such a normalization strategy enables our model to be trained with a very small batch size. As for the input image \( \mathbf{X} \), its feature map is calculated by

\[
\mathbf{F} = f_E(\mathbf{X}; \Theta_E)
\]

where \( \mathbf{F} \in \mathbb{R}^{C_1 \times D \times W \times H} \), and \( \Theta_E \) represents the CNN encoder parameters. Besides, we employ the Transformer at the bottleneck to model the long-range feature dependencies, expressed by

\[
\mathbf{Z} = f_{TE}(\mathbf{F}; \Theta_{TE})
\]

where \( \Theta_{TE} \) represents the parameters of Transformer encoder. The details of the Transformer are presented in Section III-C.

To decode the image feature map to the segmentation mask, we upsample the feature map to improve its resolution and halve its channel number step by step. At each step, the upsampled feature map is first summed with the corresponding low-level feature map from the encoder and then refined by a residual block. After the feed-forward of the CNN decoder, we have

\[
\mathbf{G} = f_D(\mathbf{F} + \mathbf{Z}; \Theta_D)
\]

where \( \mathbf{G} \in \mathbb{R}^{C_2 \times D \times W \times H} \) is the pre-segmentation feature map, \( \Theta_D \) represents all decoder parameters, and the channel number \( C_2 \) is set to 8 (see ablation study in Section IV-D1).

The CNN encoder-decoder aims to generate \( \mathbf{G} \), which is supposed to be rich-semantic and not subject to a specific task, i.e., containing the semantic information of multiple organs and tumors.

C. Transformer Based Kernel Generator

1) Volume Positional Encoding: To feed the 3D feature map \( \mathbf{F} \) into the Transformer, we first reduce the channel dimension from \( C_1 \) to \( d \) by using a convolution layer, i.e., \( \phi(\mathbf{F}) : \mathbf{F} \in \mathbb{R}^{C_1 \times D \times W \times H} \rightarrow \mathbf{S} \in \mathbb{R}^{d \times D \times W \times H} \), where \( d << C_1 \). Then we flatten the inter-slice and spatial dimensions and transpose it to a 1D sequence, \( \mathbf{S} \in \mathbb{R}^{(D \times W \times H) \times d} \). However, such a 1D sequence is a collection of pixel-level feature maps, suffering a lack of spatial structure information.

To address this issue, we augment the pixel-wise feature maps with the positional encoding that contains three dimensional positional information, including inter-slice, spatial width, and spatial height. We employ the fixed positional encoding strategy as done in [33], and extend it to three dimensions to work on the 3D scenario. For each dimension \( \# \in \{D, W, H\} \), its fixed
The positional encoding is calculated by
\[
PE^#_{(pos, 2k)} = \sin(pos/10000^{2k}/2) \\
PE^#_{(pos, 2k+1)} = \cos(pos/10000^{2k}/2)
\]
(7)

We concatenate the positional encodings of three dimensions and then flatten them as a sequence
\[
E_{pos} = \text{Flat}(PE^D||PE^W||PE^H)
\]
(8)

where || represents the concatenation operation, Flat(·) is the flatten operation, and \(E_{pos} \in \mathbb{R}^{(D \times W \times H) \times d}\).

2) Attention Mechanism: Self-attention: The self-attention mechanism is one of the key components in the Transformer [33]. It models the similarity information of pixel-wise feature maps to all positions. Given a feature map sequence with \(N\) tokens, \(S \in \mathbb{R}^{N \times d}\), we define the self-attention process at \(i\)-th head as
\[
[q, k, v] = SU_{qkv}
\]
\[
Attention_i = \text{softmax} \left( \frac{qk^\top}{\sqrt{dk}} \right) v
\]
(9)

Parallel execution of multiple attention heads can extend the capabilities of attention mechanisms, formulated as
\[
SA(q, k, v) = \rho^s(Attention_1||...||Attention_k)
\]
(10)

where \(U_{qkv} : \mathbb{R}^d \rightarrow \mathbb{R}^{3d_h}, \rho^o : \mathbb{R}^{hd_k} \rightarrow \mathbb{R}^d\) are learnable feature projections, and \(dk = \frac{d}{2}\). The Transformer with the self-attention mechanism would look over all possible locations in the feature map to explore the pixel-to-pixel level attention relationship, suffering from slow convergence and high computational complexity.

Deformable attention: Inspired by [39], [46], we adopt the deformable multi-head attention in the Transformer to facilitate efficient training. The deformable multi-head attention enables the model to efficiently and flexibly attend to information from different representation subspaces at a few sparse positions, i.e., a small set of key sampling locations automatically selected by the model itself. Given the feature map sequence \(S\), the deformable multi-head attention of query \(q\) to a set of key elements \(K\) is calculated as
\[
DA(q, S) = \rho^s(Attention_1||...||Attention_k)
\]
\[
Attention_i = \sum_{k=1}^K A(q)_k \cdot \rho^s(S)(p + \Delta_{pk})
\]
(11)

where \(A(q)_k\) is the learnable attention weights, \(\rho^s\) and \(\rho^o\) are learnable feature projections, \(p\) is a 3D reference point, and \(\Delta_{pk}\) denotes the learnable sampling offsets.

Multi-scale deformable attention: We denote \(S' = \{S_1, S_2, ..., S_L\}\) as the multi-scale feature maps extracted from the different CNN encoder stages. Here \(L\) is the number of multi-scale levels. We extend the single-scale attention mechanism to a multi-scale version, expressed as
\[
MSDA(q, S') = \rho^s(Attention_1||...||Attention_k)
\]
\[
Attention_i = \sum_{l=1}^L \sum_{k=1}^K A(q)_lk \cdot \rho^s(S'_l)(p_l + \Delta_{pk})
\]
(12)

where \(p_l\) represents the reference points at the \(l\)-th level feature map. Compared to single-scale attention, multi-scale deformable attention is more flexible and powerful in observing all possible locations in the multi-scale feature maps.

3) Transformer Encoder: The Transformer encoder is composed of the alternating layers of multi-scale deformable attention layer and fully connected feed-forward network (FFN). To speed up the training process, residual connections [33], [44] are performed across each of the multi-head attention layer and MLP layer, followed by the layer normalization [47]. Specifically, we follow the deep norm strategy [48] to stabilize the deep Transformers. Given a \(L_{enc}\)-layer encoder, the feed-forward process of each Transformer layer can be formulated as
\[
q_0 = S' \\
q_i = z_{i-1} + E_{pos}, x_i = z_{i-1} \\
z_i' = N(MSDA(q_i, x_i) + z_{i-1} \ast \alpha) \\
z_i = N(FFN(z_i') + z_i' \ast \alpha)
\]
(13)
where \( i = 1, \ldots, I_{\text{enc}} \), \( \mathbb{N} \) represents the layer normalization, and \( \alpha \) is a scaling factor of residual connections that is conditioned on the number of Transformer encoder and decoder layers.

4) Transformer Decoder: The Transformer decoder follows a similar architecture as the encoder, including two multi-head attention layers and one MLP layer. Besides, we introduce the organ embeddings as the input of the decoder, denoted as \( E_q \in \mathbb{R}^{M \times d} \). Here \( M \) is the total number of queries, which is fixed during the training. The organ embeddings are learned to decode features for each organ segmentation task. The Transformer decoder receives the organ queries and memory from the output of the Transformer encoder and produces a sequence of output embeddings, each of which can represent one organ in the input volumes. The calculation of the Transformer decoder can be formulated as

\[
\begin{align*}
t_0 &= \emptyset \\
v_i &= t_{i-1}, q_i = k_i = t_{i-1} + E_q \\
t'_i &= \text{N}(\text{SA}(q_i, k_i, v_i) + t_{i-1} \star \alpha) \\
q_i &= t'_i + E_q, x'_i = z_i_{\text{enc}} \\
t_i &= \text{N}(\text{MSDA}(q_i, x'_i) + t'_i \star \alpha) \\
t_i &= \text{N}(\text{FFN}(t_i) + t_i \star \alpha)
\end{align*}
\]

where \( i = 1, \ldots, I_{\text{dec}} \), and \( \emptyset \) is the random initialization of organ embeddings.

D. Filters Prediction Head

Transformer encodes the 3D feature maps and then decodes the organ embeddings into a sequence of output embeddings, i.e., \( t_{I_{\text{dec}}} \), each of which can represent a specific organ. A single MLP is assigned to decode them into the task-specific filters for the dynamic segmentation head.

\[
\omega = \text{MLP}(t_{I_{\text{dec}}}) \in \mathbb{R}^{M \times d_F}
\]

where \( d_F \) is the dimension of generated filters.

E. Dynamic Head

During the partially supervised training, it is worthless to predict the organs and tumors whose annotations are not available. Therefore, a lightweight dynamic head is designed to enable specific kernels to be assigned to each task for the segmentation of specific organs and tumors. The dynamic head contains three stacked convolutional layers with \( 1 \times 1 \times 1 \) kernels. The kernel set \( h_d \) layers, denoted by \( \omega = \{\omega_1, \omega_2, \ldots, \omega_{h_d}\} \), are dynamically generated by the filters prediction head according to the organ embeddings (see (15)). The dynamic width is set to \( h_w \) channels in front of \( h_d - 1 \) layers, while the last layer is fixed to 2 channels, i.e., one channel for organ pixel-wise prediction and the other for tumor pixel-wise prediction. The total number of dynamic parameters is computed by \( d_F = (h_w \times h_w + h_w) \times (h_d - 1) + (h_w \times 2 + 2) \). The prediction mask of the image \( X \) sampled from the partially labeled dataset \( \mathcal{D}_m \) is denoted as

\[
P \in \mathbb{R}^{M \times 2 \times D \times W \times H}, \text{ where}
\]

\[
P_i = \begin{cases} 
(G \ast \omega_{i1}) \ast \omega_{2i} \ast \omega_{3i} & \text{if } i = m \\
\emptyset & \text{otherwise}
\end{cases}
\]

Here, \( i = 1, 2, \ldots, M \), and \( \ast \) represents the convolution. Although each image requires a group of specific kernels for each task, the computation and memory cost of our lightweight dynamic head is negligible compared to the encoder-decoder (see Section IV-B).

F. Training and Testing

For simplicity, we treat the segmentation of an organ and related tumors as two binary segmentation tasks, and jointly use the Dice loss and binary cross-entropy loss as the objective for each task. Given the predictions \( P \) and partially labeled ground truth \( Y \in \mathbb{R}^{2 \times D \times W \times H} \) sampled from \( \mathcal{D}_m \), the loss function is formulated as

\[
\mathcal{L}(P, Y) = -\sum_{k=1}^{2} \frac{2 \sum_{p_i \in P_{m,k}, y_i \in Y_{k}} p_i y_i}{\sum_{p_i \in P_{m,k}, y_i \in Y_{k}} (p_i + y_i + \epsilon)} + \sum_{p_i \in P_{m,k}, y_i \in Y_{k}} (y_i \log(p_i) + (1 - y_i) \log(1 - p_i))
\]

where \( \epsilon \) is a smoothing factor for Dice calculation. A simple strategy is used to process the tasks that only provide organ or tumor annotations, i.e., ignoring the predictions corresponding to unlabeled targets. Taking colon tumor segmentation for example, the result of organ prediction, i.e., when \( k = 1 \), is ignored during the loss computation and error back-propagation since the annotations of organs are unavailable.

During inference, the proposed TransDoDNet is flexible to all segmentation tasks. Given a test image, the pre-segmentation feature \( G \) is first extracted from the CNN encoder-decoder network. Then, the Transformer generates the organ embeddings for the filter prediction head to generate segmentation kernels. Assigned with a task, its specific kernels are extracted and input to the dynamic segmentation head for the specific segmentation purpose. In addition, if \( M \) tasks are all required, our TransDoDNet is able to simultaneously infer the dynamic head by using different kernels in a parallel manner. Compared to the CNN encoder-decoder, the dynamic head is so light that the repeated inference cost of dynamic heads is almost negligible.

When merging multiple segmentation results, we follow the two basic guidelines: (1) to address conflicts between organs, we use the maximum probability to select the corresponding organ label, and (2) to address the fusion between organs and tumors, we prioritize tumors over their corresponding organs, primarily because tumors are considered part of the anatomy of the organ. For the sake of simplicity, we formulate the label fusion process for each voxel \( P' \in \mathbb{R}^{M 	imes 2} \) as follows

\[
y_{\text{fusion}} = \begin{cases} 
0 & P'_{(j,1)} < 0.5 \\
\max(j - 2, 0) & P'_{(j,1)} \geq 0.5, P'_{(j,2)} < 0.5 \\
\max(j, 0) & P'_{(j,1)} \geq 0.5, P'_{(j,2)} \geq 0.5
\end{cases}
\]
Three metrics are used to evaluate the Tmm is adopted as the op-

A. Experiment Setup

Dataset: We build a large-scale partially labeled Multi-Organ and Tumor Segmentation (MOTS) benchmark using multiple medical image segmentation datasets, including LiTS [4], KiTS [5], and Medical Decathlon (MSD) [49]. MOTS is composed of seven partially labeled sub-datasets, involving seven organ and tumor segmentation tasks. There are 1155 3D abdominal CT scans collected from various clinical sites around the world, including 920 scans for training and 235 scans for test. More details are given in Table 1. Each scan is re-sliced to the same voxel size of $1.5 \times 0.8 \times 0.8 \text{ mm}^3$.

Two public datasets are also used for the downstream tasks, including BCV [50] and BraTS [51]. BCV was collected by the MICCAI 2015 Multi Atlas Labeling Beyond the Cranial Vault Challenge. BCV is composed of 50 abdominal CT scans, including 30 scans for training and 20 scans for test. Each training scan is paired with voxel-wise annotations of 13 organs, including the liver (Li), spleen (Sp), pancreas (Pa), right kidney (RK), left kidney (LK), gallbladder (Ga), esophagus (Es), stomach (St), aorta (Ao), inferior vena cava (IVC), portal vein and splenic vein (PSV), right adrenal gland (RAG), and left adrenal gland (LAG). BraTS was provided by the 2018 Brain Tumor Segmentation Challenge. The aim of this challenge is to develop automated segmentation algorithms to delineate intrinsically heterogeneous brain tumors, i.e., (1) enhancing tumor (ET), (2) tumor core (TC) that consists of ET, necrotic and non-enhancing tumor core, and (3) whole tumor (WT) that contains TC and the peritumoral edema. This dataset provides the different imaging modalities, i.e., magnetic resonance imaging (MRI). Each case contains four MRI sequences, including the T1, T1c, T2, and FLAIR. All sequences were registered to the same anatomical template and interpolated to the same dimension of $155 \times 240 \times 240$ voxels and the same voxel size of $1.0 \times 1.0 \times 1.0 \text{ mm}^3$. BraTS is composed of 285 training cases, including 210 cases of high-grade gliomas and 75 cases of low-grade gliomas, and 66 cases for online evaluation. We evaluate the pre-trained weights of MOTS on these downstream segmentation tasks.

Evaluation metric: Three metrics are used to evaluate the segmentation performance, including the Dice similarity coefficient (Dice), Hausdorff distance (HD), and surface distance (SD). Dice measures the overlapping between a segmentation prediction and ground truth. Both HD and SD are used to evaluate the quality of segmentation boundaries. HD is a measure that captures the greatest of all the distances from a point in one set to the closest point in the other set, while SD is a measure of the distance between corresponding points on two surfaces, which provides additional information about the overall agreement between the two segmentation boundaries. We assess all segmentation methods based on the mean Dice (mDice), mean HD (mHD), and mean SD (mSD) across all organ and tumor categories.

Implementation details: To filter irrelevant regions and simplify subsequent processing, we truncate the HU values in each scan to the range of $[-325, +325]$ and linearly normalize them to $[-1, +1]$. Owing to the benefits of instance normalization [45], our model adopts the micro-batch training strategy with a small batch size of 2. The AdamW algorithm [52] is adopted as the optimizer. The learning rate is initialized to $2 \times 10^{-4}$ and decayed according to a polynomial policy $\text{lr} = \text{lr}_{\text{init}} \times (1 - k/K)^{0.9}$, where the maximum epoch $K$ is set to 1,000. In the training stage, we randomly extract sub-volumes with the size of $64 \times 192 \times 192$ from CT scans as the input. To avoid the overfitting problem, we use the batchgenerator library [53] to perform a wide variety of data augmentation, including random scaling, flipping, rotation, Gaussian noise, Gaussian blur, contrast, and brightness. In the test stage, we employ the sliding window-based strategy. To ensure a fair comparison, the same training strategies, including data augmentation, learning rate, optimizer, and other settings, are applied to all competing models.
B. Comparing to State-of-the-Art Methods

In this section, we compare the proposed TransDoDNet to the state-of-the-art competitors, which also attempt to address the partially labeling issue, on seven partially labeled tasks using the MOTS test set. These methods include (1) seven individual networks, each being trained on a partially dataset (denoted by Multi-Nets), (2) two multi-head networks (i.e., Multi-Head [11] and TAL [12]), (3) two single-network methods with the task condition (i.e., Cond-Input [54], Cond-Dec [26]), and DoDNet with convolution as kernel generator [14]. To ensure a fair comparison, we keep the same encoder-decoder architecture for all methods, except that the channels of CNN decoder layers in Multi-Head are halved due to the GPU memory limitation.

Table II shows the performance metrics for the segmentation of each organ/tumor and the average scores over 11 categories. It reveals that (1) almost all the methods (TAL, Multi-Head, Cond-Input, Cond-dec, DoDNet, TransDoDNet) achieve better performance than seven individual networks (Multi-Nets), suggesting that training with more data (even partially labeled) is beneficial to the performance; (2) the dynamic filter generation strategy is superior to directly embedding the task condition into the input or decoder (used in Cond-Input and Cond-Dec); (3) Compared to the DoDNet with the convolution-based kernel generator, our TransDoDNet with the Transformer based kernel generator further improves the Dice by 1.3% and reduces the HD/SD by 1.6/0.5; and (4) the proposed TransDoDNet achieves the highest overall performance with a mDice of 78.2%, a mHD of 11.4, and a mSD of 3.9, beating all competitors. To make a qualitative comparison, we visualize the segmentation results obtained by seven methods on seven tasks in Fig. 6. It shows that our TransDoDNet outperforms other methods, especially in segmenting small tumors.

In Fig. 7, we also compare the accuracy-complexity trade-off of seven methods. Most of the methods, including TAL, Cond-Dec, Cond-Input, DoDNet, and TransDoDNet, share the encoder and decoder for all tasks, and hence have a similar number of parameters as one single network. Although our TransDoDNet has an extra Transformer module, the number of parameters assigned for this part is negligible compared to the CNN encoder. The Multi-Head network has a few more parameters due to the use of multiple task-specific decoders. Multi-Nets has to train seven single networks to address these partially labeled tasks individually, resulting in seven times more parameters than a single network. As for the inference complexity, Cond-Input, Multi-Nets, Multi-Head, and Cond-Dec suffer from the repeated inference processes, and hence need more time to perform seven partial segmentation tasks than other methods. Besides, embedding task information in the input layer leads to the additional increased complexity in the Cond-Input. In contrast, TAL is much more efficient in segmenting all targets, since the encoder-decoder (except for the last segmentation layer) is shared by all tasks. Both DoDNet and TransDoDNet share the encoder-decoder architecture and specialize the dynamic head for each partially labeled task. The inference of the dynamic head is very fast due to its lightweight architecture. Although the Transformer module in TransDoDNet results in the extra computation complexity, it achieves the best performance with an acceptable inference complexity.

C. MOTS Pre-Training for Downstream Tasks

It has been generally recognized that training a deep model with more data contributes to a better generalization ability [55], [56], [57], [58]. However, deep learning remains trapped by the limited annotations, especially in 3D medical image segmentation. Although self-supervised learning [15], [59], [60], [61], [62], [63], [64], [65] has shown great potential to address this issue, it still suffers from the lack of a big dataset with millions or trillions of free data for self-supervised learning, especially for 3D volumes. With one thousand strong labels, we believe that MOTS is able to produce a more effective pre-trained model for annotation-limited downstream tasks. To demonstrate this, we first compare the MOTS pre-training to SinglePT, i.e.,...
pre-training on a single dataset. We choose the largest Hepatic Vessel segmentation benchmark as the single pre-trained dataset, considering it contains up to 242 training cases. Then, we compare MOTS to three advanced self-supervised learning solutions, including BYOL [15], PGL [66], and PCRL [67]. It is worth noting that PGL is a self-supervised method specifically designed for 3D medical image segmentation tasks, which builds upon BYOL to perform dense-level representation learning. PCRL introduces a reconstruction objective to enhance the performance of downstream segmentation tasks. For the self-supervised learning purpose, we make use of MOTS and FLARE [68] datasets, resulting in an unlabeled dataset with more than three thousand volumes.

Transferring to BCV: To compare different pre-training methods, we initialize the segmentation network using pre-trained weights obtained by SinglePT, BYLO, PGL, PCRL, and our MOTS. We split half of the cases from the BCV training set for validation since the annotations of the BCV test set are withheld for online assessment, which is inconvenient. We compare the validation performance of four different initialization methods during the training, shown in Fig. 8. It reveals that, compared to training from scratch, all pre-training methods help the model converge quickly and perform better, particularly in the initial stage. However, pre-training on a single dataset (i.e., #3 Hepatic Vessel) only slightly outperforms training from scratch. Although the unlabeled data is twice as much as MOTS, it is still challenging for self-supervised learning to explore strong representation ability without strong supervision. Not surprisingly, pre-training on MOTS achieves not only the fastest convergence but also a remarkable performance boost. The quantitative results are compared in Table III. It reveals that pre-training on MOTS has a strong generalization potential that achieves 83.2% mDice, outperforming the baseline model (TFS) by 1.7%, outperforming the self-supervised learning methods by at least 0.5%. As for a qualitative comparison, we also visualize the 3D segmentation results obtained by using different initialization strategies in Fig. 9. It shows that initializing the segmentation network with the MOTS pre-trained weights enables the model...
Fig. 7. Accuracy versus complexity. The accuracy refers to the overall Dice score on the MOTS test set. The complexity refers to the inference time cost. Both inference time and model parameters ('#P') are quantified based on a single network that can only process a single partial segmentation task.

Fig. 8. Comparison of validation performance of four different initialization strategies, including training from scratch, pre-training on a single dataset #3 Hepatic Vessel, self-supervised learning (BYOL), and our MOTS partially supervised pre-training. Here the validation performance refers to the averaged Dice score over 13 categories.

Table III

Comparison of Different Pre-trained Methods on the BCV Validation Set

| Method       | mDice | mHD  |
|--------------|-------|------|
| TFS          | 81.5  | 8.1  |
| SinglePT     | 81.7  | 8.0  |
| BYOL [51]    | 82.3  | 7.9  |
| PCRL [66]    | 82.5  | 7.9  |
| MOTS         | 83.2  | 7.4  |

TFS: training network from scratch, SinglePT: pre-training on a single dataset; BYOL, PCRL: three self-supervised learning methods; MOTS: TransDolNet pre-trained on MOTS.

Fig. 9. Visualization of results obtained by applying the segmentation network with four initialization strategies. (a) Ground truth; (b) random initialization; (c) pre-trained weights on the single dataset #3 Hepatic Vessel; (d) self-supervised learning on the unlabeled dataset; and (e) pre-trained weights on MOTS.

Table IV

Comparison of State-of-the-Art Methods on the BCV Test Set

| Methods          | mDice | mHD  | mSD  |
|------------------|-------|------|------|
| Auto Context     | 78.2  | 26.1 | 1.9  |
| deedsJointCL     | 79.0  | 25.5 | 2.3  |
| DLTK             | 81.5  | 62.9 | 1.9  |
| PaNN             | 85.0  | 18.5 | 1.5  |
| nnUnet           | 88.1  | 17.3 | 1.4  |
| TFS              | 87.3  | 14.6 | 1.5  |
| MOTS*            | 88.2  | 13.1 | 0.9  |
| MOTS             | 88.6  | 12.8 | 0.9  |

SD: mean surface distance (lower is better); TFS: training network from scratch; MOTS*: DolNet pre-trained on MOTS; MOTS: TransDolNet pre-trained on MOTS. The values of three metrics are averaged over 13 categories.

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
It reveals that compared to the training network from the scratch method, our MOTS pre-trained model improves the average Dice from 85.7% to 86.2% and reduces the average HD from 4.7 to 4.4, resulting in a competitive performance. More importantly, such a competitive performance is obtained by using a single model, instead of the ensembles used by most of the competitors.

D. Ablation Study

We split 20% of training cases as validation data to perform the ablation study. We report the mean Dice and HD of 11 organs and tumors (listed in Table I) as two evaluation indicators. We set the maximum epoch to 500 for the efficient and fair ablation study.

1) Dynamic Head: We first investigate the effectiveness of the dynamic head, including the depth and width. Specifically, we keep the depth of the Transformer encoder and decoder to be 1, and the multi-scale level to be 1, i.e., single scale. We report the segmentation performance and total dynamic parameters of each setting for a clear comparison.

   Head depth: In Table VI, we compare the performance of the dynamic head with different depths, varying from 2 to 4. The width is fixed to 8 channels, except for the last layer, which has 2 channels. It shows that the best performance, including both mDice and mHD, is achieved when the head depth equals 3. Besides, the performance fluctuation is very small when the depth increases from 2 to 4. The results indicate the robustness of the dynamic head to the varying depth, which is empirically set to 3 for this study.

   Head width: In Table VII, we compare the performance of the dynamic head with different widths, varying from 2 to 4. Here the depth is fixed to 3. It shows that the performance improves substantially when increasing the width from 4 to 8, but drops slightly when further increasing the width from 8 to 16. It suggests that the performance tends to become stable when the width of the dynamic head falls within a reasonable range. Considering both performance and complexity, we empirically set the width of the dynamic head to 8.

2) Kernel Generator: In this section, we first compare the effectiveness of two different kernel generators, i.e., convolution and Transformer, and then investigate the key components of the Transformer based kernel generator, including Transformer depth, width, and multi-scale attention mechanism. Note that the depth and width of the dynamic head are uniformly set to 3-layer and 8-channel respectively in the rest of the experiments.

   CNN versus Transformer based kernel generator: We compare the Transformer based kernel generator with the convolution-based solution that was presented in our conference version. The convolution-based method generates kernels conditioned on the independent task encoding, ignoring organ-wise dependencies. Differently, the Transformer based kernel generator is superior to modeling the global organ-wise contextual information, and hence segments the multi-organs and tumors more accurately. As shown in Table VIII, both methods utilize the one-layer architecture in the kernel generator. The proposed
Transform DoDNet is assigned a basic setting that has one Transformer encoder-decoder layer in the kernel generator, and the feature channel is set to 384. For a fair comparison, we scale up the convolution-based DoDNet by increasing the convolution layers in the last backbone stage to achieve comparable parameters with TransDoDNet. We can see that the Transformer generator outperforms the convolution generator by a clear margin in all metrics (Transformer 72.3 mDice versus convolution 71.0 mDice) with comparable parameters (Transformer 40.5 M versus convolution 42.5 M).

**Transformer depth:** We compare the Transformer with different layers of encoder and decoder in Table IX. We observe better segmentation performance when increasing the Transformer encoder/decoder layers. However, this trend is weakened when the layer goes up to 6, which suffers from a little performance saturation. As the Transformer layer increases, the model is mired in the fast-growing parameters. We thus empirically set the layers of the Transformer encoder and decoder to be 3, balancing the model accuracy and complexity.

**Transformer width:** Transformer width, i.e., feature channel, is also an important factor that determines the scale of Transformers. In Table X, we increase progressively the Transformer width from 96-channel to 768-channel, leading to a dramatic increase of parameters from 36.5 to 82.7 million. We observe that the performance deteriorates as the increase of width, and obtain the best performance when the width is 192. The massively increased parameters may bring great difficulty to model optimization, thus failing to observe a performance improvement.

**Multi-scale attention versus single-scale attention:** The proposed TransDoDNet is able to model the long-range dependencies across multiple scales, which is beneficial for segmenting organs and tumors with diverse object scales. Compared to the single-scale attention, as shown in Table XI, the multi-scale attention with 3 levels improves the mDice from 72.8% to 73.8% and reduces the mHD from 20.3 to 19.0.

3) **Comparison of Three Variants of TransDoDNet:** In this section, we design three variants of TransDoDNet that are different from the usage mode of Transformer encoder features, as shown in Fig. 10. Mode-A jointly fuses the CNN features and Transformer features as the input of the CNN decoder; mode-B only transfers the CNN features into the CNN decoder; and mode-C only transfers the Transformer features into the CNN decoder. The three variants are compared in Table XII. It demonstrates that the complementarity of both features contributes to better performance than any of them.

**E. Attention Visualization**

In Fig. 11, we visualize the sampling key points of different reference points in the deformable self-attention module of the last Transformer encoder layer. For the sake of convenience in visualization, we display the sampling points at multi-scale levels on a CT slice. The sampling points and reference points is refers to the circle dots and cross signs, respectively. And the different colors of sampling points denote the different levels of attention weights. It shows that the deformable self-attention can adaptively adjust the attention key points to the locations nearby or associated with query objects.

**F. Broad Benefits of MOTS Benchmark**

MOTS highlights an important challenge in the field of medical image segmentation, e.g., the problem of partially labeling due to the high cost of annotation. It aims to encourage researchers to develop advanced segmentation algorithms to address this issue. The broader benefits for the community include two aspects. From the point of view of application, due to the constraints of labor costs and required expertise, existing 3D medical image segmentation benchmarks have been critically hindered by limited annotations within individual datasets. To alleviate this limitation, MOTS was formulated as a large-scale benchmark by amalgamating multiple organ and tumor segmentation datasets, thereby providing a platform for machine learning models to learn broader and more potent representations from an...
extensive scope of annotated medical data. Besides, the creation of the MOTS benchmark provides new ideas for 3D medical image pre-training, and the integration of large amounts of existing annotated data resources can result in the development of powerful universal segmentation pre-training models. From the point of view of research and development, MOTS involves more complex segmentation tasks, including more than ten partially labeled organs and tumors, which are more challenging than a single fully labeled dataset. This increased task difficulty provides greater challenges and research opportunities for segmentation algorithm research. MOTS encourages a rethinking of the medical image segmentation paradigm, transitioning from a “single task, single dataset” mindset to a “multi-task, multi-dataset” approach, which aligns with the current research vision for general segmentation models. Moreover, partially labeling exists in many fields beyond medical imaging, and this dataset deeply characterizes this issue, inspiring cost-effective research on universal segmentation algorithms with significant potential to drive progress.

V. CONCLUSION

In this paper, we create a large-scale multi-organ and tumor segmentation benchmark (MOTS) that integrates multiple partially labeled medical image segmentation datasets. To address the partial labeling issue of MOTS, we propose the TransDoDNet model that employs the dynamic segmentation head to flexibly process multiple segmentation tasks. Moreover, we introduce a Transformer based kernel generator that models the organ-wise dependencies by using the self-attention mechanism. Our experiment results on MOTS indicate that the TransDoDNet model achieves the best overall performance on seven organ and tumor segmentation tasks. We also demonstrate the value of the TransDoDNet and MOTS dataset by successfully transferring the weights pre-trained on MOTS to downstream tasks that only limited annotations are available. It suggests that the byproduct of this work (i.e., a pre-trained 3D network, including both encoder and decoder) is conducive to other small-sample 3D medical image segmentation tasks.
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