AN $L_q(L_p)$-THEORY FOR SPACE-TIME NON-LOCAL EQUATIONS GENERATED BY LÉVY PROCESSES WITH LOW INTENSITY OF SMALL JUMPS
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Abstract. We investigate an $L_q(L_p)$-regularity ($1 < p, q < \infty$) theory for space-time nonlocal equations of the type $\partial^\alpha_t u = Lu + f$. Here, $\partial^\alpha_t$ is the Caputo fractional derivative of order $\alpha \in (0, 1)$ and $L$ is an integro-differential operator

$$Lu(x) = \int_{\mathbb{R}^d} (u(x) - u(x + y) - \nabla u(x) \cdot y 1_{|y| \leq 1}) j_d(|y|)dy$$

which is the infinitesimal generator of an isotropic unimodal Lévy process. We assume that the jump kernel $j_d(r)$ is comparable to $r^{-d}\ell(r)$, where $\ell$ is a continuous function satisfying

$$C_1 \left( \frac{R}{r} \right)^{\delta_1} \leq \ell(\frac{R}{r}) \leq C_2 \left( \frac{R}{r} \right)^{\delta_2} \text{ for } 1 \leq r \leq R < \infty,$$

where $0 \leq \delta_1 \leq \delta_2 < 2$. Hence, $\ell$ can be slowly varying at infinity. Our result covers $L$ whose Fourier multiplier $\Psi(\xi)$ satisfies $\Psi(\xi) \asymp -\log (1 + |\xi|^\beta)$ for $\beta \in (0, 2]$ and $\Psi(\xi) \asymp -(\log(1 + |\xi|^{\beta/4}))^2$ for $\beta \in (0, 2)$ by taking $\ell(r) \asymp 1$ and $\ell(r) \asymp \log (1 + r^\beta)$ for $r \geq 1$ respectively. In this article, we use the Calderón-Zygmund approach and function space theory for operators having slowly varying symbols.
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1. Introduction

Equations with space or time nonlocal operators are used to model natural phenomena in various area of science (see e.g. \[21\] [11]). For example, time-fractional heat equation $\partial_t^\alpha u = \Delta u$ ($\alpha \in (0, 1)$) describes subdiffusive aspect of anomalous diffusion caused by particle sticking and trapping effect. Also, when we give relativistic correction to Laplacian, then it becomes relativistic Hamiltonian $-(\sqrt{-\Delta} + m^2 - m)$ which is a nonlocal operator generated by relativistic stable process.

In this article, we consider equations with space-time nonlocal operator

$$\partial_t^\alpha u = \mathcal{L} u + f \quad t > 0,$$

(1.1)

where $\partial_t^\alpha$ is the Caputo fractional derivative of order $\alpha \in (0, 1)$, and $\mathcal{L}$ is an integro-differential operator whose jump kernel can have low intensity of small jumps. Precisely speaking, we have the following representation for $\mathcal{L}$:

$$\mathcal{L} u(x) = \int_{\mathbb{R}^d} (u(x) - u(x + y) - \nabla u(x) \cdot y \chi_{|y| \leq 1} j_d(|y|)) dy,$$

(1.2)

where $j_d(r)$ is decreasing in $r$ and comparable to $r^{-d\ell(r^{-1})}$, and $\ell$ is a positive continuous function which satisfies

$$C_1 \left( \frac{R}{r} \right)^{\delta_1} \leq \ell(R) \leq C_2 \left( \frac{R}{r} \right)^{\delta_2}$$

for $1 \leq r \leq R < \infty$,

where $0 \leq \delta_1 \leq \delta_2 < 2$. We remark that $\ell$ can be slowly varying at infinity (see Definition 2.5 and Assumption 2.7 for detail) due to the possible choice of $\delta_1 = 0$. Therefore, $j_d$ has low intensity of small jumps. Examples of function $\ell$ covered by our result are

$$\ell(r) = r^\beta, \quad \ell(r) = r^\beta/(r^\beta + 1), \quad \ell(r) = \log(1 + r^\beta)$$

for $\beta \in (0, 2)$.

It is known that $\mathcal{L}$ can be considered as a linear operator with symbol $-\psi$, where $\psi$ is the Lévy-Khintchine exponent of Lévy process whose jump kernel is $j_d(|y|)$. Our spatial nonlocal operator is the infinitesimal generator of pure jump Lévy process whose transition density function $p_d(t, x)$ is the fundamental solution to parabolic equation $u_t = \mathcal{L} u$. Under our assumptions, the heat kernel for jump processes which generates $\mathcal{L}$ has different type of estimation for small time and large time (see Section 3). Moreover, since we are dealing with equations with time-fractional derivatives, the fundamental solution to (1.1) is the transition density of time changed process by an inverse subordinator (see Section 4). This implies that our estimation for the fundamental solution needs more exquisite analysis.

In the literature, equations with non-local operators in time variables have been widely studied. See for example, [13] [23] [22] [31]. Regarding (parabolic) equations with spatial nonlocal operator $u_t = Lu + f$, where $L$ is of the form

$$Lu(t, x) = \int_{\mathbb{R}^d} \left( u(t, x + y) - u(t, x) - \nabla_x u(t, x) \cdot y \chi^{(\sigma)}(y) \right) J(t, x, y) dy,$$

an $L_p$-estimation of solution was introduced in [24]. Here, $\chi^{(\sigma)}$ is a function depending on $\sigma \in (0, 2)$ and $J(t, x, y) = a(t, x, y)|y|^{-d-\sigma}$, where $a(x, y)$ is homogeneous of order zero and sufficiently smooth in $y$. Most of the studies focus on $J$ which generalizes $a(t, x, y)$. See e.g. [13] [23] [22] [31]. Quite recently, [9] proved an $L_p$-estimation
of solution to equations
\[ \partial_t^\alpha u = Lu + f, \]
where \( \alpha \in (0, 1] \) (i.e., the result also covers parabolic case) and \( J \) is comparable to
\[ |y|^{-d-\sigma} \]
uniformly in \((t, x)\) and Hölder continuous in \( x \) uniformly in \((t, y)\).

An \( L_q(L_p) \)-regularity result was introduced in [25, Theorem 8.7] and [16]. The result in [25, Theorem 8.7] deals with abstract parabolic Volterra equations of the form
\[ u(t) + \int_0^t a(t - s)Au(s)ds = f(t), \]
where \( a \) is locally integrable function and \( A \) is densely defined closed operator on \( L_p \).

The class of \( A \) is general and it covers operators \(-\phi(-\Delta)\) for Bernstein functions \( \phi \). In [16], the following equation is studied:
\[ \partial_t^\alpha u = -\phi(-\Delta)u + f, \quad t > 0; \quad u(0, \cdot) = u_0, \quad (1.3) \]
where \( \alpha \in (0, 1) \) and \( \phi \) is a Bernstein function satisfying
\[ c \left( \frac{R}{r} \right) \delta_0 \leq \frac{\phi(R)}{\phi(r)} \quad \text{for all} \quad 0 < r \leq R < \infty \quad (c > 0, \quad \delta_0 \in (0, 1]). \quad (1.4) \]

The authors in [16] only used elementary analysis, based on estimation of the heat kernel \( p_d(t, x) \)
\[ |p_d(t, x)| \leq C \left( \phi^{-1}(t^{-1})^{d/2} \wedge \frac{t\phi(|x|^{-2})}{|x|^d} \right), \quad (1.5) \]
(see [14] [16]) which highly depends on scaling condition (1.4).

Although [25, Theorem 8.7] and [16] can cover a large class of operators, it is hard to see if we can apply the results to an integro-differential operator \( \mathcal{L} \) of the form (1.2). To apply [25, Theorem 8.7] or [16], \( \mathcal{L} \) should satisfy the condition in [25, Theorem 8.7] or the symbol \( \psi \) of \( \mathcal{L} \) is written as \( \psi(\xi) = \phi(|\xi|^2) \) for a Bernstein function \( \phi \). However, it seems that it is complicated to check whether the operator \( \mathcal{L} \) (or its symbol \( \psi \)) satisfies the above conditions. In fact, [25, Theorem 8.7] requires a comprehensive background in abstract harmonic analysis to check the conditions therein even for \( A = -\phi(-\Delta) \) (see e.g., [17, Section 3.2]). Moreover, it is difficult to check that \( \psi \) satisfies \( \psi(\xi) = \phi(|\xi|^2) \) for a Bernstein function \( \phi \). To the best of the author’s knowledge, the only known direct relation between \( \psi \) and \( j_d \)
\[ \psi(\xi) = \int_{\mathbb{R}^d} (1 - \cos(\xi \cdot x))j_d(|x|)dx, \]
which follows from Lévy-Khintchine formula, and it is hard to obtain closed form of \( \psi \) from the above integral in general. Even if we know closed form of \( \psi \), it is another problem to check that \( \psi \) can be written as \( \psi(\xi) = \phi(|\xi|^2) \). Thus, it is not easy to see if we can apply [25, Theorem 8.7] or [16] to the \( \mathcal{L} \) in (1.2). In addition, \( \phi \) should satisfy scaling condition (1.4) to apply [16].

Motivated by the above observation, this paper aims to find general conditions on \( \mathcal{L} \) that give \( L_q(L_p) \)-regularity of solutions to (1.1). This extends the results in [25, Theorem 8.7] and [16] in the following two aspects:

(1) Our results require elementary analysis and cover more general operators.

i.e., the symbol \( \psi \) of operator needs not satisfy \( \psi(\xi) = \phi(|\xi|^2) \) for a Bernstein function \( \phi \). Indeed, we do not need neither closed form of \( \psi \) nor smoothness of \( \psi \).
(2) Also, our result does not need scaling condition \(1.4\) even for \(\mathcal{L} = -\phi(-\Delta)\).

To achieve this goal, we give assumptions on \(j_d\) instead of symbol of operator \(\mathcal{L}\) in \(1.2\). Indeed, our assumption on \(j_d\) is quite general so that our results cover all operators of the form \(-\phi(-\Delta)\) for \(\phi(r) = \log(1 + r^\beta)\) with \(\beta \in (0,1]\), and for a Bernstein function \(\phi\) satisfying \(1.3\) and \(\phi(R)/\phi(r) \leq c(R/r)^{\delta_0}\) for all \(0 < r < R < \infty\), where \(0 < \delta_0 \leq \delta_0' < 1\) (see \([2,18,19]\)).

It is worth mentioning that our approach and \([16,25]\) have their own advantages. If the symbol \(\psi\) of an operator \(\mathcal{L}\) is explicitly given as \(\psi(\xi) = \phi(|\xi|^2)\) for a Bernstein function \(\phi\), then \(1.1, 25\) is more accessible since one needs not to know asymptotic behavior of jump kernel of the operator \(\mathcal{L}\). On the contrary, if an operator \(\mathcal{L}\) is given as \(1.2\), then our approach is more accessible since we do not have to obtain exact value of symbol of \(\mathcal{L}\).

In this paper, we investigate maximal \(L_q(L_p)\)-regularity of solutions to (1.1), where \(\mathcal{L}\) is an integro-differential operator generated by an isotropic unimodal pure jump \(\text{Lévy}\) process \(X\) in \(\mathbb{R}^d\). As mentioned above, we assume that the jump kernel of the \(\text{Lévy}\) process \(X\) is comparable to \(|x|^{-d}\ell(|x|^{-1})\) and consider weak scaling conditions on \(\ell\) which cover the case that \(\ell\) is a slowly varying function at infinity. In this case, we may have \(\sup_x p_d(t,x) = \infty\) and thus we cannot have \(1.3\) for our heat kernel.

To obtain our main results, we follow the standard approach in harmonic analysis. Precisely, we control the sharp function of derivative of solution in terms of \(L_\infty\)-norm of free term \(f\), and then use the Fefferman-Stein theorem and the Caldéron-Zygmund theorem. Main difficulty arises here since \(X\) is an isotropic unimodal \(\text{Lévy}\) process which is a more general process than the one in \([16]\). Here we give a short description. Unlike \([16]\), we cannot expect global scaling condition like \(1.3\) to underlying functions related to \(X\). Hence, \(p_d(t,x)\) has different form of estimation comparing to \(1.5\) and thus our proof is much more involved. Indeed, if \(\limsup_{r \to \infty} \ell(r) = \infty\), then \(\ell\) gives the borderline between near and off diagonal estimates. Since the scaling function for parabolic cube is \(\psi\), and the two functions \(\ell\) and \(\psi\) may not be comparable, we need more delicate argument.

We finish the introduction with some notations. We use “:=” or “=:” to denote a definition. The symbol \(\mathbb{N}\) denotes the set of positive integers and \(\mathbb{N}_0 := \mathbb{N} \cup \{0\}\). Also, we use \(\mathbb{Z}\) to denote the set of integers. As usual \(\mathbb{R}^d\) stands for the Euclidean space of points \(x = (x^1, \ldots, x^d)\). We set

\[
B_r(x) := \{y \in \mathbb{R} : |x - y| < r\}, \quad \mathbb{R}^{d+1}_+ := \{(t,x) \in \mathbb{R}^{d+1} : t > 0\}.
\]

For \(i = 1, \ldots, d\), multi-indices \(\sigma = (\sigma_1, \ldots, \sigma_d)\), and functions \(u(t,x)\) we set

\[
\partial_{x^i} u = \frac{\partial u}{\partial x^i} = D_{i} u, \quad D^\sigma u = D_1^{\sigma_1} \cdots D_d^{\sigma_d} u, \quad |\sigma| = \sigma_1 + \cdots + \sigma_d.
\]

We also use the notation \(D^m_{\sigma}\) for arbitrary partial derivatives of order \(m\) with respect to \(x\). For an open set \(\mathcal{O}\) in \(\mathbb{R}^d\) or \(\mathbb{R}^{d+1}\), \(C_\infty^c(\mathcal{O})\) denotes the set of infinitely differentiable functions with compact support in \(\mathcal{O}\). By \(\mathcal{S} = \mathcal{S}(\mathbb{R}^d)\) we denote the class of Schwartz functions on \(\mathbb{R}^d\). For \(p > 1\), by \(L_p\) we denote the set of complex-valued Lebesgue measurable functions \(u\) on \(\mathbb{R}^d\) satisfying

\[
\|u\|_{L_p} := \left(\int_{\mathbb{R}^d} |u(x)|^p \, dx \right)^{1/p} < \infty.
\]
Generally, for a given measure space \((M, \mathcal{M}, \mu), L^p(M, \mathcal{M}, \mu; F)\) denotes the space of all \(F\)-valued \(\mathcal{M}^\sigma\)-measurable functions \(u\) so that

\[
\|u\|_{L^p(M, \mathcal{M}, \mu; F)} := \left( \int_M \|u(x)\|^p \mu(dx) \right)^{1/p} < \infty,
\]

where \(\mathcal{M}^\sigma\) denotes the completion of \(\mathcal{M}\) with respect to the measure \(\mu\). If there is no confusion for the given measure and \(\sigma\)-algebra, we usually omit the measure and the \(\sigma\)-algebra. We denote \(a \wedge b := \min\{a, b\}\) and \(a \vee b := \max\{a, b\}\). By \(\mathcal{F}_d\) and \(\mathcal{F}_d^{-1}\) we denote the \(d\)-dimensional Fourier transform and the inverse Fourier transform respectively, i.e.

\[
\mathcal{F}_d(f)(\xi) := \hat{f}(\xi) := \int_{\mathbb{R}^d} e^{-i\xi \cdot x} f(x)dx, \quad \mathcal{F}_d^{-1}(f)(\xi) := \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{i\xi \cdot x} f(x)dx.
\]

For two real-valued functions \(f, g\) defined on a set \(A\), we write \(f \asymp g\) on \(A\) if there is a constant \(c > 1\) such that \(c^{-1} f(b) \leq g(b) \leq cf(b)\) for all \(b \in A\). Finally if we write \(C = C(\ldots)\), this means that the constant \(C\) depends only on what are in the parentheses. The constant \(C\) can differ from line to line.

2. Main Results

In this section, we introduce our main results. We first present our spatial nonlocal operator \(\mathcal{L}\). Let \(X = (X_t, t \geq 0)\) be a Lévy process on \(\mathbb{R}^d\) with Lévy-Khintchine exponent \(\psi\). Then,

\[
\mathbb{E} e^{i\xi \cdot X_t} = \int_{\mathbb{R}^d} e^{i\xi \cdot x} p_d(t, dx) = e^{-t\psi(\xi)},
\]

where \(p_d(t, dx)\) is the transition probability of \(X_t\). If \(X\) is a pure jump symmetric Lévy process with Lévy measure \(j_d\), then \(\psi\) is of the form

\[
\psi(\xi) = \psi_X(\xi) = \int_{\mathbb{R}^d} (1 - \cos(\xi \cdot x)) j_d(dx),
\]

where \(\int_{\mathbb{R}^d} (1 \wedge |x|^2) j_d(dx) < \infty\).

A measure \(\mu(dx)\) is isotropic unimodal if it is absolutely continuous on \(\mathbb{R}^d \setminus \{0\}\) with a radial and radially decreasing density. A Lévy process \(X\) is isotropic unimodal if \(p_d(t, dx)\) is isotropic unimodal for all \(t > 0\). This is equivalent to the condition that the Lévy measure \(j_d(dx)\) of \(X\) is isotropic unimodal if \(X\) is pure jump Lévy process (see [25]).

Throughout this paper, we always assume that \(X\) is a pure jump isotropic unimodal Lévy process with the Lévy-Khintchine exponent \(\psi\). With a slight abuse of notation, we will use the notations \(\psi(|x|) = \psi(x)\) and \(j_d(dx) = j_d(x)dx = j_d(|x|)dx\) for \(x \in \mathbb{R}^d\).

For \(f \in S(\mathbb{R}^d)\), define a linear operator \(\mathcal{L}\) as

\[
\mathcal{L}f(x) = \int_{\mathbb{R}^d} (f(x) - f(x + y) - \nabla f(x) \cdot y 1_{|y| \leq 1}) j_d(dy).
\]

Due to the Lévy-Khintchine representation, \(\psi\) is continuous and negative definite (see [10, Theorem 1.1.5]). Thus, by [10, Proposition 2.1.1] we can understand \(\mathcal{L}\) as the infinitesimal generator of \(X\), and nonlocal operator with Fourier multiplier \(-\psi(|\xi|)\). Precisely speaking, for \(f \in S(\mathbb{R}^d)\), we have the following relation

\[
\mathcal{L}f(x) = \lim_{t \downarrow 0} \frac{\mathbb{E} f(x + X_t) - f(x)}{t} = \mathcal{F}^{-1}(-\psi(|\xi|) \mathcal{F}(f)(\xi))(x). \quad (2.6)
\]
In this context, we also use notations \( L_\psi \) or \( L_X \) instead of \( L \) in this article.

One of well-known examples of isotropic unimodal \( \text{L} \)evy process is subordinate Brownian motion \( Y = Y_t, t \geq 0 \) which is defined by \( Y_t := B_{S_t} \). Here \( B = (B_t, t \geq 0) \) is a \( d \)-dimensional Brownian motion and \( S = (S_t, t \geq 0) \) is a subordinator (i.e., 1-dimensional increasing \( \text{L} \)evy process) independent of \( B \). It is known that there is a Bernstein function \( \phi : \mathbb{R}_+ \to \mathbb{R}_+ \) (i.e., \( (-1)^n \phi^{(n)}(x) \leq 0 \) for all \( n \in \mathbb{N} \), where \( \phi^{(n)} \) is the \( n \)-th derivative of \( \phi \)) satisfying \( \mathbb{E}[e^{-\lambda S_t}] = e^{-t\phi(\lambda)} \). If \( \phi(0^+) = 0 \), then \( \phi \) has the following representation

\[
\phi(\lambda) = b\lambda + \int_{(0,\infty)} (1 - e^{-\lambda t})\mu(dt),
\]

where \( b \geq 0 \) and \( \mu \) is a measure satisfying \( \int_{(0,\infty)}(1 + t)\mu(dt) < \infty \). \( \mu \) is called the \( \text{L} \)evy measure of \( \phi \) (see [25]).

It is well-known that the \( \text{L} \)evy-Khintchine exponent of \( Y \) is \( \xi \mapsto \phi(|\xi|^2) \) and the \( \text{L} \)evy measure of \( Y \) has the density \( J_d(x) = J_d(|x|) \), where

\[
J_d(r) = \int_{(0,\infty)} (4\pi t)^{-d/2}e^{-\lambda^2/4t}\mu(dt).
\]

Hence, \( L_Y \) also has representation (2.6) with \( J_d \) and \( \phi(|\cdot|^2) \) in place of \( j_d \) and \( \psi \).

For example, by taking \( \phi(\lambda) = \lambda^{\beta/2} (\beta \in (0,2)) \), we obtain the fractional Laplacian \( \Delta^{\beta/2} = (-\Delta)^{\beta/2} \), which is the infinitesimal generator of a rotationally symmetric \( \beta \)-stable process in \( \mathbb{R}^d \).

In order to describe the regularity of solution, we introduce Sobolev space related to the operator \( L \). For \( \gamma \in \mathbb{R} \), and \( u \in S(\mathbb{R}^d) \), define linear operators

\[
(-L)^{\gamma/2} = (-L_\psi)^{\gamma/2}, \quad (1-L)^{\gamma/2} = (1 - L_\psi)^{\gamma/2}
\]

as follows

\[
\mathcal{F}\{(-L)^{\gamma/2}u\} = (\psi(|\xi|))^{\gamma/2}\mathcal{F}(u)(\xi), \quad \mathcal{F}\{(1-L)^{\gamma/2}u\} = (1 + \psi(|\xi|))^{\gamma/2}\mathcal{F}(u)(\xi).
\]

For \( 1 < p < \infty \), let \( H_p^{\psi;\gamma} \) be the closure of \( S(\mathbb{R}^d) \) under the norm

\[
\|u\|_{H_p^{\psi;\gamma}} := \|\mathcal{F}^{-1}\{(1 + \psi(|\cdot|))^{\gamma/2}\mathcal{F}(u)(\cdot)\}\|_{L_p} < \infty.
\]

Then from the definition of \( H_p^{\psi;\gamma} \) the operator \( (1 - L)^{\gamma/2} \) can be extended from \( S(\mathbb{R}^d) \) to \( L_p \). Throughout this article, we use the same notation \( (1 - L)^{\gamma/2} \) for this extension. For more information, see e.g. [10]. Also note that if \( \psi(|\xi|) = |\xi|^2 \), then \( H_p^{\psi;\gamma} \) is a standard Bessel potential space \( H_p^\gamma \) and \( H_p^{\psi;0} = L_p \) due to the definition.

The following lemma is a collection of useful properties of \( H_p^{\psi;\gamma} \).

**Lemma 2.1.** Let \( 1 < p < \infty \) and let \( \gamma \in \mathbb{R} \).

(i) The space \( H_p^{\psi;\gamma} \) is a Banach space.

(ii) For any \( \mu \in \mathbb{R} \), the map \( (1-L)^{\mu/2} \) is an isometry from \( H_p^{\psi;\gamma} \) to \( H_p^{\psi;\gamma - \mu} \).

(iii) If \( \mu > 0 \), then we have continuous embeddings \( H_p^{\psi;\gamma + \mu} \subset H_p^{\psi;\gamma} \) in the sense that

\[
\|u\|_{H_p^{\psi;\gamma}} \leq C\|u\|_{H_p^{\psi;\gamma + \mu}},
\]

where the constant \( C \) is independent of \( u \).

(iv) For any \( u \in H_p^{\psi;\gamma + 2} \), we have

\[
(\|u\|_{H_p^{\psi;\gamma}} + \|Lu\|_{H_p^{\psi;\gamma}}) \asymp \|u\|_{H_p^{\psi;\gamma + 2}}. \tag{2.8}
\]
Proof. The first and second assertions are direct consequences of the definition. Recall that \( \psi \) is a continuous negative definite function. Hence, the third assertion comes from [10] Theorem 2.3.1. Finally, the last assertion can be obtained by using the second assertion and [10] Theorem 2.2.7. \( \square \)

Now we introduce our non-local operator in time variable and related definitions. For \( \alpha > 0 \) and \( \varphi \in L_1((0, T)) \), the Riemann-Liouville fractional integral of the order \( \alpha \) is defined as

\[
I^\alpha_t \varphi := \frac{1}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha-1} \varphi(s) \, ds, \quad 0 \leq t \leq T.
\]

We also define \( I^0_0 \varphi := \varphi \). Take \( n \in \mathbb{N} \) such that \( \alpha \in [n-1, n) \). If \( \varphi(t) \) is \( (n-1) \)-times differentiable and \( \left(\frac{d}{dt}\right)^{n-1} I^{n-\alpha}_t \varphi \) is absolutely continuous on \([0, T]\), then the Riemann-Liouville fractional derivative \( D^\alpha_t \varphi \) and the Caputo fractional derivative \( \partial^\alpha_t \varphi \) are defined as

\[
D^\alpha_t \varphi := \left(\frac{d}{dt}\right)^n (I_t^{n-\alpha} \varphi), \quad (2.9)
\]

and

\[
\partial^\alpha_t \varphi = D^\alpha_t \varphi \left(\varphi(t) - \sum_{k=0}^{n-1} \frac{t^k}{k!} \varphi^{(k)}(0)\right).
\]

Using Fubini's theorem, we see that for any \( \alpha, \beta \geq 0 \),

\[
I^\alpha_t I^\beta_t \varphi = I^{\alpha+\beta}_t \varphi, \quad (a.e.) \quad t \leq T. \quad (2.10)
\]

Note that \( D^\alpha_t \varphi = \partial^\alpha_t \varphi \) if \( \varphi(0) = \varphi^{(1)}(0) = \cdots = \varphi^{(n-1)}(0) = 0 \). By (2.10) and (2.9), if \( \alpha, \beta \geq 0 \),

\[
D^\alpha_t D^\beta_t \varphi = D^{\alpha+\beta}_t \varphi, \quad D^\alpha_t I^\beta_t \varphi = D^{\alpha-\beta}_t \varphi,
\]

where we define \( D^\alpha_t \varphi := I^{-\alpha}_t \varphi \) for \( \alpha < 0 \). Also if \( \varphi(0) = \varphi^{(1)}(0) = \cdots = \varphi^{(n-1)}(0) = 0 \) then by definition of \( \partial^\alpha_t \),

\[
I^\alpha_t \partial^\alpha_t u = I^\alpha_t D^\alpha_t u = u.
\]

For \( p, q \in (1, \infty), \gamma \in \mathbb{R} \) and \( T < \infty \), we denote

\[
H^\gamma_{q,p}(T) := L_q \left((0, T); H^\gamma_{q,p}\right), \quad L_{q,p}(T) := H^0_{q,p}(T).
\]

We write \( u \in C^{\alpha,\infty}_p([0, T] \times \mathbb{R}^d) \) if \( D^m_x u, \partial_t^\alpha D^m_x u \in C([0, T]; L_p) \) for any \( m \in \mathbb{N}_0 \). Also \( C^{\infty}_p(\mathbb{R}^d) = C^\infty_p \) denotes the set of functions \( u_0 = u_0(x) \) such that \( D^m_x u_0 \in L_p \) for any \( m \in \mathbb{N}_0 \).

**Definition 2.2.** Let \( \alpha \in (0, 1), 1 < p, q < \infty, \gamma \in \mathbb{R}, \) and \( T < \infty \).

(i) We write \( u \in H^\gamma_{q,p,\alpha,\gamma+2}(T) \) if there exists a sequence \( u_n \in C^{\alpha,\infty}_p([0, T] \times \mathbb{R}^d) \) satisfying

\[
\|u - u_n\|_{H^\gamma_{q,p,\alpha,\gamma+2}(T)} \to 0 \quad \text{and} \quad \|\partial^\alpha_t u_n - \partial^\alpha_t u_m\|_{H^\gamma_{q,p}(T)} \to 0
\]
as \( n, m \to \infty \). We call this sequence \( u_n \) a defining sequence of \( u \), and we define

\[
\partial^\alpha_t u = \lim_{n \to \infty} \partial^\alpha_t u_n \text{ in } H^\gamma_{q,p}(T).
\]

The norm in \( H^\gamma_{q,p,\alpha,\gamma+2}(T) \) is naturally given by

\[
\|u\|_{H^\gamma_{q,p,\alpha,\gamma+2}(T)} = \|u\|_{H^\gamma_{q,p}(T)} + \|\partial^\alpha_t u\|_{H^\gamma_{q,p}(T)}.
\]
Assumption 2.6. Let $\lambda > 0$ such that the jumping kernel $j$ satisfies
\[ \|u\|_{H^2_p} \leq C\|u\|_{H^2_p}. \]
Continuing the above argument, we obtain the desired result.

Remark 2.3. (i) Obviously, $H^{q,p,\gamma+2}(T)$ is a Banach space.

(ii) By following the argument in [23, Remark 3], we can show that the embedding $H^{q,\gamma}_p \subset H^{q,\gamma+2}_p$ is continuous for any $n \in \mathbb{N}$. This and Lemma 2.1 (iv) imply that $\|u\|_{H^{q,\gamma+2}_p} \leq C\|u\|_{H^{q,\gamma}_p}$. Hence, by following the proof, we can obtain all the claims.

Lemma 2.4. Let $\alpha \in (0,1), 1 < p, q < \infty, \gamma \in \mathbb{R}$, and $T < \infty$.

(i) The space $H^{\alpha,p,\gamma+2}(T)$ is a closed subspace of $H^{q,p,\gamma+2}(T)$.

(ii) $C_c(\mathbb{R}^{d+1})$ is dense in $H^{q,p,\gamma+2}(T)$.

(iii) For any $\gamma, \nu \in \mathbb{R}$, $(1-L)\nu/2 : H^{q,p,\gamma+2}(T) \rightarrow H^{q,p,\gamma-\nu+2}(T)$ is an isometry and for any $u \in H^{q,p,\gamma+2}(T)$, we have
\[ \partial^\alpha u = (1-L)^{\nu/2}u. \]

Proof. If $\mathcal{L} = -\phi(-\Delta)$ for a Bernstein function $\phi$, then the lemma is a consequence of [10, Lemma 2.7]. Here we emphasize that the proof of [10, Lemma 2.7] is only based on Lemma 2.1 and Remark 2.3 (ii). Hence, by following the proof, we can obtain all the claims.

Definition 2.5. A function $f : (a, \infty) \rightarrow [0, \infty)$, for some $a > 0$, is called slowly varying at infinity if for each $\lambda > 0$
\[ \lim_{x \to \infty} \frac{f(\lambda x)}{f(x)} = 1. \]

Now, we introduce our assumption on the Lévy density $j_d$.

Assumption 2.6. Let $\ell : (0, \infty) \rightarrow (0, \infty)$ be a continuous function. We assume that the jumping kernel $j_d : (0, \infty) \rightarrow (0, \infty)$ is differentiable and satisfies

(i) The function $-\frac{1}{r} \frac{d}{dr} (\frac{j_d}{\ell}) (r)$ is decreasing;

(ii) There exist constants $\kappa_1, \kappa_2 > 0$ such that for any $m = 0, 1$ and $r > 0$,
\[ \kappa_1 r^{-d-m} \ell(r^{-1}) \leq (1-m) \frac{d^m}{dr^m} j_d(r) \leq \kappa_2 r^{-d-m} \ell(r^{-1}). \]

The function $\ell$ gives the intensity of jumps of corresponding Lévy process. Since $j_d(r) \asymp r^{-d} \ell(r^{-1})$ for $r > 0$, the behavior of $\ell$ at infinity (resp. 0) shows the behavior of small (resp. large) jumps. We impose the following condition on $\ell$ in Assumption 2.6.

Assumption 2.7. We assume that $\ell$ in Assumption 2.6 is independent of $d$ and satisfies
\[ C_1 \left( \frac{R}{r} \right)^{\delta_1} \leq \frac{\ell(R)}{\ell(r)} \leq C_2 \left( \frac{R}{r} \right)^{\delta_2} \quad \text{for} \ 1 \leq r \leq R < \infty; \]
with constants $C_1, C_2 > 0$ and $0 \leq \delta_1 \leq \delta_2 < 2$. We also assume that there exists $\delta_3 > 0$ such that
\[ C_1 \left( \frac{R}{r} \right)^{\delta_3} \leq \frac{h(r)}{h(R)} \quad \text{for} \ 1 \leq r \leq R < \infty, \]
where

\[ h(r) := K(r) + L(r) \quad \text{for} \quad r > 0, \]
\[ K(r) := r^{-2} \int_{0}^{r} s(s^{-1})ds, \quad L(r) := \int_{r}^{\infty} s^{-1}(s^{-1})ds \quad \text{for} \quad r > 0. \quad (2.14) \]

In the rest of the article, we use a vector notation \( \delta = (\delta_1, \delta_2, \delta_3) \in \mathbb{R}^3 \) instead of listing \( \delta_i \) (i = 1, 2, 3) for notational convenience.

**Remark 2.8.** (i) By (2.12) we obtain

\[ \liminf_{r \to \infty} \ell(r) > 0, \quad (2.15) \]

which is essential to our approach. If \( \delta_1 < 0 \), (2.15) may not hold. For example, if \( \ell(r) = \frac{1}{\log(1 + r)} \), then \( \delta_1 \) should be negative. It is easy to see that (2.15) does not hold in this case. Thus, we only consider the case that \( \delta_1 \geq 0 \). On the other hand, (2.11) (with \( m = 0 \)) implies that \( \ell \) bounded near zero since \( j_d(|y|)dy \) is a Lévy measure.

(ii) Since the constant \( \delta_1 \) in (2.12) can be 0, the function \( \ell \) can be a slowly varying function at infinity. We can see the relation between the characteristic exponent and the jump kernel of isotropic unimodal Lévy process with low intensity of small jumps in [18, 12].

(iii) Note that \( K, L \) and \( h \) are independent of the dimension \( d \). Clearly, \( L \) is strictly decreasing in \( r \). Under (2.11), for any \( r > 0 \), we have

\[ c(d)\kappa_2^{-1}r^{-2} \int_{|y| \leq r} |y|^2 j_d(|y|)dy \leq K(r) \leq c(d)\kappa_1^{-1}r^{-2} \int_{|y| \leq r} |y|^2 j_d(|y|)dy, \]
\[ c(d)\kappa_2^{-1} \int_{|y| \geq r} j_d(|y|)dy \leq L(r) \leq c(d)\kappa_1^{-1} \int_{|y| \geq r} j_d(|y|)dy, \]
\[ c(d)\kappa_2^{-1}r^{-2} \int_{\mathbb{R}^d} (r^2 \wedge |y|^2) j_d(|y|)dy \leq h(r) \leq c(d)\kappa_1^{-1}r^{-2} \int_{\mathbb{R}^d} (r^2 \wedge |y|^2) j_d(|y|)dy. \]

Since \( h'(r) = K'(r) + L'(r) = -2r^{-1}K(r) < 0 \), \( h \) is strictly decreasing in \( r \). Thus, the inverse function \( h^{-1} \) of \( h \) is well-defined and (2.13) makes sense. The function \( \psi \) and \( h \) are related as

\[ C_0 h(r) \leq \psi(r^{-1}) \leq 2h(r), \quad \text{for} \quad r > 0 \quad (2.16) \]

where the constant \( C_0 \) (we may take \( C_0 < 1 \)) only depends on \( d \) (see inequalities (6) and (7) in [24]). Moreover, for any \( 0 < c < 1 \),

\[ h(cr) \leq c(d)\kappa_1^{-1}c^{-2}r^{-2} \int_{\mathbb{R}^d} (c^2r^2 \wedge |y|^2) j_d(|y|)dy \leq \kappa_2\kappa_1^{-1}c^{-2}h(r). \quad (2.17) \]

(iv) The condition (2.13) is about the behavior of \( \ell \) near zero. Similar to (2.12), we could give weak scaling conditions to \( \ell \) near zero instead of (2.13). However, to cover general decay rates for jump kernel, we choose to give condition (2.13). Indeed, the behavior of \( h \) near infinity is determined by the behavior of \( \ell \) near zero only. To see this, let \( r > 1 \). Then we have

\[ K(r) \asymp r^{-2} \int_{|y| \leq 1} |y|^2 j_d(|y|)dy + r^{-2} \int_{1}^{r} s\ell(s^{-1})ds \]
\[ \asymp r^{-2} + r^{-2} \int_{1}^{r} s\ell(s^{-1})ds. \quad (2.18) \]
Thus, for $r > 1$

$$h(r) = K(r) + L(r) \approx r^{-2} + r^{-2} \int_1^r s\ell(s^{-1})ds + \int_r^\infty s^{-1}\ell(s^{-1})ds.$$  

This shows that the behavior of $h$ near infinity depends only on the behavior of $\ell$ near zero. The following are some conditions on $\ell$ that give (2.13): for $0 < r \leq R < 1$

- $\ell(R)/\ell(r) \geq c(R/r)^{\delta_1}$ with $\delta_1 > 2$;
- $c_1(R/r)^{\delta_1} \leq \ell(R)/\ell(r) \leq c_2(R/r)^{\delta_2}$ with $0 < \delta_2 \leq \delta_1 < 2$;
- $\ell(r) \asymp r^2$.

(v) Assumption 2.6 is used to obtain upper bounds for derivative of heat kernel. Using these upper bounds, we obtain upper bounds for derivative of our fundamental solution. If $X_t$ is a subordinate Brownian motion, then

$$j_{d+2}(r) = -\frac{1}{2\pi^{1/2}} \frac{d}{dr} j_d(r) \quad \text{for} \quad r > 0$$

holds due to (2.27). Thus, Assumption 2.6 (i) holds for all subordinate Brownian motions. Suppose that for any $d \geq 1$, the jump kernel $j_d$ of $d$-dimensional subordinate Brownian motion satisfies $j_d(r) \asymp r^{-d}\ell(r^{-1})$ for $r > 0$ with a function $\ell$ independent of $d$. Then, Assumption 2.6 (ii) also holds true.

**Remark 2.9.** Due to Assumption 2.6 we can apply [20] Theorem 1.5] to obtain $(d+2)$-dimensional isotropic unimodal Lévy process $\tilde{X}_t$ with the same characteristic exponent $\psi(|\xi|) = \psi_X(|\xi|)$, whose transition density $p_{d+2}(t,x) = p_{d+2}(t,|x|)$ is radial, radially decreasing in $x$ and satisfies

$$p_{d+2}(t,r) = \frac{1}{2\pi^{1/2}} \frac{d}{dr} p_d(t,r) \quad \text{for} \quad r > 0.$$  

This implies that for $t > 0$ and $x \in \mathbb{R}^d$,

$$|D_x p_d(t,x)| \leq 2\pi |x| p_{d+2}(t,|x|).$$  

(2.19)

By inspecting the proof of [20] Theorem 1.5], we can also find that the jumping kernel $\tilde{j}_{d+2}$ of $\tilde{X}_t$ is given by

$$\tilde{j}_{d+2}(r) = -\frac{1}{2\pi^{1/2}} \frac{d}{dr} j_d(r) \quad \text{for} \quad r > 0.$$  

(2.20)

By Assumption 2.6 $\tilde{j}_{d+2}$ satisfies (2.11) for $m = 0$ with $d + 2$ in place of $d$. Thus, we can obtain the upper bounds for $|D_x p_d(t,x)|$ by using upper bounds of $p_{d+2}$.

**Remark 2.10.** (i) Since $j_d(r)$ is decreasing in $r$, we have that for $r > 0$

$$\ell(r^{-1}) \leq \kappa_1^{-1} r^d j_d(r) \leq (d + 2)\kappa_1^{-1} r^{-2} \int_0^r s^{d+1} j_d(s)ds \leq CK(r) \leq Ch(r),$$

where the constant $C$ depends only on $\kappa_1, d$.

(ii) From (2.13) and the fact that $h$ is strictly decreasing, we have the following: for any $0 < A < \infty$, there exists a constant $c = c(A)$ such that

$$c(A) \left( \frac{r^{-1}}{R^{-1}} \right)^{\delta_3} \leq \frac{h(r)}{h(R)}, \quad \text{for} \quad A < r < R < \infty.$$  

(2.21)
Therefore, we have (put \(r = h^{-1}(R), \ R = h^{-1}(r)\))
\[
\frac{h^{-1}(r)}{h^{-1}(R)} \leq c(A) \left( \frac{r}{R} \right)^{1/\delta_3}, \quad \text{for } 0 < r < R < h(A). \tag{2.22}
\]
Also, from (2.17), we can obtain
\[
\frac{R}{r} \leq \left( \frac{h^{-1}(r)}{h^{-1}(R)} \right)^{2}, \quad \text{for } 0 < r < R < \infty. \tag{2.23}
\]

Now we introduce second assumption on \(\ell\). Depending on whether \(\ell\) is bounded or not, we have two different type of heat kernel upper bounds. Recall the due to Remark 2.10 (i), \(\ell(r^{-1}) \leq Ch(r)\) for all \(r > 0\).

**Assumption 2.11.** The function \(\ell\) in Assumption 2.7 satisfies

(i) either \(\limsup_{r \to \infty} \ell(r) < \infty\);

(ii) or \(\limsup_{r \to \infty} \ell(r) = \infty\) and \(\ell(r) \asymp \sup_{s \leq r} \ell(s)\).

If \(\ell\) satisfies (ii), then we further assume that

(ii)–(1) either
\[
\limsup_{r \to 0} \frac{h(r)}{\ell(r^{-1})} < \infty. \tag{2.24}
\]

(ii)–(2) or
\[
\limsup_{r \to 0} \frac{h(r)}{\ell(r^{-1})} = \infty
\]
and for any \(a > 0\) there is a constant \(C(a) > 0\) such that
\[
\sup_{0 < r < 1} h(r) \exp \left( -a \frac{h(r)}{\ell(r^{-1})} \right) \leq C(a). \tag{2.25}
\]

**Remark 2.12.** (i) If \(0 < \delta_1 \leq \delta_2 < 2\) and (2.12) holds for all \(0 < r < R < \infty\), then we see that (2.24) holds.

(ii) Since \(h\) is decreasing, (2.25) is equivalent to \(\sup_{r > 0} h(r)e^{-ah(r)/\ell(r^{-1})} \leq C(a)\).

(iii) By Lemma 2.1, there exists \(c > 0\) such that
\[
L(r) \leq h(r) \leq cL(r) \quad \text{for } 0 < r \leq 1. \tag{2.26}
\]
By the change of variable, we see that \(L(r) = \int_0^{r^{-1}} s^{-1}\ell(s)ds\) for \(r > 0\). From Remark 2.8 (iii) and the fact that \(j_a(\{y\})dy\) is a Lévy measure, we see that \(L(1) = \int_0^1 s^{-1}\ell(s)ds < \infty\). Since \(L\) is strictly decreasing,
\[
L(r^{-1}) = L(1) + \int_1^r s^{-1}\ell(s)ds \leq \frac{L(1)}{L(1/2)}L(r^{-1}) + \int_1^r s^{-1}\ell(s)ds \quad \text{for } r > 2.
\]
Thus, \(L(r^{-1}) \asymp \int_1^r s^{-1}\ell(s)ds\) for \(r > 2\). Using this with (2.26) and (ii), it follows that (2.25) is equivalent to the following: for any \(a > 0\), there exists \(C(a) > 0\) such that
\[
\sup_{r > 1} \int_1^r \frac{\ell(s)}{s} ds \cdot \exp \left( -a \frac{\ell(r)}{\ell(r)} \int_1^r \frac{\ell(s)}{s} ds \right) \leq C(a). \tag{2.27}
\]
It is known that for a slowly varying function \(\ell : (b, \infty) \to (0, \infty)\), it holds that \(\frac{1}{\ell(r)} \int_b^r \frac{\ell(s)}{s} ds \to \infty\) as \(r \to \infty\) (see [1] Proposition 1.5.9a).
Let $\mathcal{G}$ be the set of functions $\ell$ satisfying (2.27). We can check that $(\log (1 + r))^k \in \mathcal{G}$ for any $k \in \mathbb{N}$. See Lemma A.1 for more properties of $\mathcal{G}$.

The following theorem is main result of this article. Note that to prove the parabolic ($\alpha = 1$) counterpart of our main result, it seems that we need more differentiability to $j_\ell$. See Remark 5.2 for detail.

**Theorem 2.13.** Let $\alpha \in (0, 1)$, $p, q \in (1, \infty)$, $\gamma \in \mathbb{R}$, and $T \in (0, \infty)$. Suppose Assumption 2.6 Assumption 2.7 and Assumption 2.11 hold. Then for any $f \in \mathbb{H}_{q,p}^{\psi,\gamma}(T)$, the equation

$$\partial_t^\alpha u = \mathcal{L}u + f, \quad t > 0; \quad u(0, \cdot) = 0 \quad (2.28)$$

has a unique solution $u$ in the class $\mathbb{H}_{q,p}^{\alpha,\psi,\gamma+2}(T)$, and for the solution $u$ it holds that

$$\|u\|_{\mathbb{H}_{q,p}^{\alpha,\psi,\gamma+2}(T)} \leq C \|f\|_{\mathbb{H}_{q,p}^{\psi,\gamma}(T)}, \quad (2.29)$$

where $C > 0$ depends only on $\alpha, d, \kappa_1, \kappa_2, p, q,\gamma, \ell, C_0, C_1, C_2, T$ and $\delta$. Furthermore, we have

$$\|\mathcal{L}u\|_{\mathbb{H}_{q,p}^{\psi,\gamma}(T)} \leq C \|f\|_{\mathbb{H}_{q,p}^{\psi,\gamma}(T)}, \quad (2.30)$$

where $C > 0$ depends only on $\alpha, d, \kappa_1, \kappa_2, p, q,\gamma, \ell, C_0, C_1, C_2$ and $\delta$.

**Remark 2.14.** In Section 7, we will discuss Lévy processes such that $\ell$ depends on $d$. One of such examples is $\mathcal{L} = -\log (1 - \Delta)$.

**Remark 2.15.** In [16, 4.3] with non-zero initial data is considered. By using our result and following the approach in [16], we obtain the following: Let $\psi(r) = \phi_k(r^2)$, where $\phi_k(r) = \log (1 + r^2)^k$ with $\beta \in (0, 1)$ and $k \in \mathbb{N}$. Then, the solution $u$ to (1.3) satisfies that

$$\|u\|_{\mathbb{H}_{q,p}^{\alpha,\psi,\gamma+2}(T)} \leq C \left(\|u_0\|_{\mathbb{H}_{q,p}^{\psi,\gamma+2}(T)} + \|f\|_{\mathbb{H}_{q,p}^{\psi,\gamma}(T)}\right).$$

Compared to the result in [16], we need the additional regularity $2/kq^\ell$ for initial data $u_0$ since $\phi_k$ does not satisfy (1.3) (see [16, Definition 2.3] for $\mathbb{H}_{q,p}^{\psi,\gamma}$). It is nontrivial to remove this additional regularity for $u_0$.

**Example 2.16.** The following are examples of $\ell, h$ and $j_\ell$ satisfying Assumption 2.6 Assumption 2.7 and Assumption 2.11

(i) Let $\beta \in (0, 2)$, $\ell(r) = r^\beta$, and let $j_\ell(r) = r^{-\beta} \ell(r^{-1})$. Then $\ell$ satisfies (2.12) with $\delta_1 = \delta_2 = \beta$ and $K(r) \asymp L(r) \asymp h(r) \asymp r^{-\beta}$. Hence, we can easily check that Assumption 2.6 and Assumption 2.7 hold. Also, $\ell$ satisfies Assumption 2.11(i)-(1).

Recall that the fractional Laplacian $-(-\Delta)^{\beta/2}$ is an example of operators covered by $\ell$ with explicit form.

(ii) Let $\beta \in (0, 2)$, $\ell(r) = r^\beta / (1 + r^\beta)$, and let $j_\ell(r) = r^{-\beta} \ell(r^{-1})$. Then $\ell$ satisfies (2.12) with $\delta_1 = \delta_2 = 0$. Also, by a direct computation, we see that

$$-\frac{d}{dr} j_\ell(r) = dr^{-\beta - 1} \frac{r^{-\beta}}{1 + r^{-\beta}} = r^{-\beta} \frac{r^{-\beta}}{1 + r^{-\beta}} = r^{-\beta} \ell(r^{-1}) \quad \text{for} \quad r > 0,$$

and thus $-\frac{1}{2} (\frac{d}{dr} j_\ell) (r)$ is a decreasing function (recall $\beta < 2$). Since $\ell(s^{-1}) \asymp (1 \wedge s^{-\beta})$, it is easy to see that $L(r) \asymp r^{-\beta}$ for $r \geq 1$, and $K(r) \asymp r^{-\beta} + r^{-\beta} \asymp r^{-\beta}$ by (2.18). Thus $h(r) \asymp r^{-\beta}$ for $r \geq 1$ and (2.13) follows with $\delta_1 = \beta$. Hence, $\ell, h$ and $j_\ell$ satisfy Assumption 2.6 and Assumption 2.7. Note that, $\ell$ obviously satisfies Assumption 2.11(i) since $\lim_{r \to \infty} \ell(r) = 1 < \infty$. 
An operator $L$ covered by the above function $\ell$ with explicit form is $L = -\log (1 + (-\Delta)^{3/2})$. In this case, the characteristic exponent is given as $\psi(r) =: \phi(r^2) := \log (1 + r^\beta)$. Then, it is known that $\phi(r) = \log (1 + r^\beta)$ is a Bernstein function and for each $d \geq 1$, the corresponding $d$-dimensional process $X_t$ is a subordinate Brownian motion, with jumping kernel $J_d$ satisfying (see e.g. [18, 19])

$$J_d(r) \asymp r^{-d}(1 \wedge r^{-\beta}) \asymp r^{-d} \frac{r^{-\beta}}{1 + r^{-\beta}} \quad \text{for } r > 0.$$ 

Hence, we deduce that $J_d$ satisfies Assumption 2.6 with $\ell(r) = r^\beta/(1 + r^\beta)$.

(iii) Let $\beta > 0$, $\ell(r) = \log (1 + r^\beta)$, and let $j_d(r) = r^{-d}\ell(r^{-1})$. Then $\ell$ satisfies (2.12) with $\delta_1 = \delta_2 = 0$. Using the argument in (i) we can check that for $r \geq 1$

$$h(r) \asymp \begin{cases} 
    r^{-\beta} & \text{if } \beta \in (0, 2) \\
    r^{-2}\log r & \text{if } \beta = 2 \\
    r^{-2} & \text{if } \beta > 2.
\end{cases}$$

Hence, Assumption 2.7 follows. Observe that

$$-\frac{1}{r} \frac{d}{dr} j_d(r) = dr^{-d-2} \log (1 + r^{-\beta}) + \beta r^{-d-2} \frac{1}{1 + r^\beta}.$$ 

Thus $-\frac{1}{r} \frac{d}{dr} j_d(r)$ is a decreasing function. Moreover, using

$$(1 + r)(1 + r^{-1}) \geq \frac{1}{2} \quad \text{for } r > 0,$$ 

(2.31)

we can check that $j_d$ satisfies Assumption 2.6. Also, using Lemma A.1 (ii), (iv) and Remark 2.12 (iii), we see that $\ell$ satisfies Assumption 2.11 (ii)-(2).

The operator $L = -(\log (1 + (-\Delta)^{3/4}))^2$ with $\beta \in (0, 2)$ can be covered by $\ell(r) = \log (1 + r^\beta)$. In this case, $\psi(r) =: \phi(r^2) =: (\log (1 + r^{3/2}))^2$, and by using theory of Bernstein functions in [26, Chapter 7], we see that $\phi$ satisfies conditions (A-2) and (A-3) in [18]. Hence, by [18, Proposition 4.1], we can check that for each $d \geq 1$, jumping kernel $J_d$ of corresponding $d$-dimensional subordinate Brownian motion satisfies

$$J_d(r) \asymp r^{-d-2}\phi'(r^2) \asymp r^{-d}\log (1 + r^{-\beta}) \quad \text{for } r \leq 1.$$ 

Since $\phi(r)$ satisfies condition (H2) in [19], we use [19, Lemma 3.3(a)] to obtain that for each $d \geq 1$ we have

$$J_d(r) \asymp r^{-d}\phi(r^{-2}) \asymp r^{-d}\log (1 + r^{-\beta/2}) \asymp r^{-d}\log (1 + r^{-\beta}) \quad \text{for } r \geq 1.$$ 

Using these estimates for $J_d$, for each $d \geq 1$, we have $J_d(r) \asymp r^{-d}\ell(r^{-1})$ for all $r > 0$ and hence it satisfies Assumption 2.7 Assumption 2.6 and Assumption 2.11.

(iv) For $b \in (0, 1/2)$, let $\ell(r) := \exp\{\log(1 + r)^b\} - 1$. Then, by [11, Theorem 1.3.1] (put $c(x) = 1$ and $\varepsilon(x) = (\log x)^{b-1}$ therein), we can check that $\ell$ is a slowly varying function at infinity. Moreover, $\ell(r) \asymp r^b$ for $r < 1$. Thus, we see that $\ell$ and $h$ satisfy (2.12) and (2.13) respectively. Let $j_d(r) := r^{-d}\ell(r^{-1})$. Then, using (2.31) and the same argument as in (ii), it is easy to check that $j_d(r)$ satisfies Assumption 2.6 with $\ell$. Finally, due to Lemma A.1 (v), $\ell$ satisfies Assumption 2.11 (ii)-(2).

The above examples can be summarized as follows.

\[ \text{\begin{center} \begin{tabular}{|c|c|c|} \hline
\end{center} \end{tabular}} \]
3. Estimates of the heat kernels and their derivatives

In this section, we obtain sharp bounds of the heat kernel and its derivative for equation \( \partial_t u = Lu \) under the Assumption 2.6, Assumption 2.7 and Assumption 2.11. For the rest of this section, we suppose that the Assumption 2.6 and Assumption 2.7 hold.

Let \( p_d(t, x) = p_d(t, |x|) \) be the transition density of \( X_t \). Then it is well-known that for any \( t > 0, x \in \mathbb{R}^d \)

\[
p_d(t, x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{i\xi \cdot x} e^{-t\psi(|\xi|)} d\xi. \tag{3.1}
\]

Since \( X_t \) is isotropic, \( p_d(t, x) \) is rotationally invariant in \( x \) (i.e. \( p_d(t, x) = p_d(t, |x|) \)). We put \( p_d(t, r) := p_d(t, x) \) if \( r = |x| \) for notational convenience. Since \( X_t \) is unimodal, \( r \mapsto p(t, r) \) is a decreasing function. Moreover, \( p(t, x) \leq p(t, 0) \in (0, \infty) \) for \( t > 0 \) and \( x \in \mathbb{R}^d \).

The first part of this section consists of estimates for the heat kernel \( p_d \) to the equation

\[
\partial_t u = Lu. \tag{3.2}
\]

The following lemma gives off diagonal type upper bound for the heat kernel. The result holds for all isotropic unimodal Lévy processes.

**Proposition 3.1** ([12, Theorem 5.4]). For any \((t, x) \in (0, \infty) \times \mathbb{R}^d\), we have

\[
p_d(t, x) \leq Ct|x|^{-d} K(|x|),
\]

where the constant \( C > 0 \) depends only on \( \kappa_2, d \).

Next, we will give the sharp upper bound for heat kernel. Depending on whether \( \ell \) is bounded or not, we have two different type of the upper bounds. If \( \ell \) satisfies the condition in Assumption 2.11(ii), we define

\[
\bar{\ell}(r) := \sup_{s \leq r} \ell(s) \quad \text{for} \quad r > 0.
\]

Then, \( \bar{\ell} : (0, \infty) \rightarrow (0, \infty) \) is increasing continuous function and \( \ell(r) \asymp \bar{\ell}(r) \) for all \( r > 0 \). Also since \( \ell \) satisfies Assumption 2.7 and is bounded near zero (recall Remark 2.8(i)), we can apply Lemma A.2 to obtain a strictly increasing continuous function \( \ell^* \) satisfying

\[
\ell^* \asymp \bar{\ell} \asymp \ell.
\]

Let \( \ell^{-1} \) be the inverse function of \( \ell^* \). For any \( a > 0 \) and \( r, t > 0 \), we define

\[
\theta(a, r, t) = \theta_a(r, t) := r \vee (\ell^{-1}(a/t))^{-1}. \tag{3.3}
\]

The following heat kernel upper bounds are proved in [7, Proposition 2.9, Corollary 2.13].
Proposition 3.2. (i) Suppose \( \ell \) satisfies the condition in Assumption 2.11 (i). For any \( T > 0 \), there exist constants \( c_1, b_1 > 0 \) depending only on \( \kappa_1, \kappa_2, d \) and \( T \) such that

\[
p_d(t, x) \leq c_1 t \frac{K(|x|)}{|x|^d} \exp(-b_1 th(|x|)) \quad (3.4)
\]
holds for all \( (t, x) \in (0, T] \times (\mathbb{R}^d \setminus \{0\}) \).

(ii) Suppose \( \ell \) satisfies the condition in Assumption 2.11 (ii) and \( \theta \) is given by (3.3). Then, there exist constants \( a_0, b_2 > 0 \) such that the following holds: for any \( T > 0 \), there exist \( c_2 > 0 \) depending only on \( \kappa_1, \kappa_2, d \) and \( T \) such that

\[
p_d(t, x) \leq c_2 t \frac{K(\theta_{a_0}(|x|, t))}{[\theta_{a_0}(|x|, t)]^d} \exp(-b_2 th(\theta_{a_0}(|x|, t))) \quad (3.5)
\]
holds for all \( (t, x) \in (0, T] \times \mathbb{R}^d \).

Proof. If \( \ell \) satisfies Assumption 2.11 (i), then (3.4) is a direct consequence of [7, Corollary 2.13]. If we define

\[
\theta'(a, r, t) = \theta'_a(r, t) := r \lor (\bar{\ell}^{-1}(a/t))^{-1},
\]
where \( \bar{\ell}^{-1} \) is the right continuous inverse of \( \bar{\ell} \), then (3.5) holds with \( \theta' \) in place of \( \theta \) due to [7, Corollary 2.9]. Since \( \ell^* \simeq \bar{\ell} \), by inspecting the proof of [7, Corollary 2.9], we can check \( \theta' \) in [7, Corollary 2.9] can be replaced by \( \theta_a \). The lemma is proved. \( \Box \)

We will only use the upper bound of \( p_d(t, x) \) in (3.4) for the proofs of our results. The following lemma will be used several times.

Lemma 3.3. Let \( a, b > 0 \) and \( d \in \mathbb{N} \).

(i) There exists \( C = C(b, d) > 0 \) such that for all \( t > 0 \)

\[
\int_{\mathbb{R}^d} t \frac{K(|x|)}{|x|^d} \exp(-b th(|x|)) \, dx \leq C.
\]

(ii) Suppose \( \ell \) satisfies the condition in Assumption 2.11 (ii) and \( \theta \) is given by (3.3). There exists \( C = C(a, b, d) > 0 \) such that for all \( t > 0 \)

\[
\int_{\mathbb{R}^d} t \frac{K(\theta_a(|x|, t))}{[\theta_a(|x|, t)]^d} \exp(-b th(\theta_a(|x|, t))) \, dx \leq C.
\]

Proof. (i) It is easy to see that

\[
\int_{\mathbb{R}^d} t|x|^{-d} K(|x|) e^{-b th(|x|)} \, dx = C(d) \int_0^\infty \rho \bar{\ell}^{-1}(\rho) e^{-b th(\rho)} \, d\rho
\]

\[
= C \int_{h^{-1}(t^{-1})}^{h^{-1}(t^{-1})} \rho \bar{\ell}^{-1}(\rho) e^{-b th(\rho)} \, d\rho + C \int_{h^{-1}(t^{-1})}^\infty \rho \bar{\ell}^{-1}(\rho) e^{-b th(\rho)} \, d\rho. \quad (3.6)
\]
Note that for any \( a > 0 \),
\[
\int_a^\infty \rho^{-1} K(\rho) d\rho = \int_a^\infty \rho^{-3} \int_0^\rho s \ell(s^{-1}) ds d\rho \\
= \int_0^a \int_a^\infty \rho^{-3} ds \rho \ell(s^{-1}) ds + \int_a^\infty \int_a^\infty \rho^{-3} ds \rho \ell(s^{-1}) ds \\
= \frac{a - 2}{2} \int_a^\infty s \ell(s^{-1}) ds + \frac{1}{2} \int_a^\infty a \ell(s^{-1}) ds \\
= \frac{1}{2} (C(a) + L(a)) \leq h(a).
\]

Also, by the change of variable \( h(\rho) \to \rho \) and the fact that \( h'(\rho) = -2\rho^{-1} K(\rho) \), we have
\[
\int_0^a t_0 \rho^{-1} K(\rho) e^{-bt_0(\rho)} d\rho \leq \frac{1}{2} t \int_{h(a)}^\infty e^{-bt_0 \rho} d\rho = Ce^{-bt_0(a)}.
\]

Applying (3.7) and (3.8) to (3.6) with \( a = h^{-1}(t^{-1}) \), we obtain the first assertion.

(ii) By the definition of \( \theta_a(r, t) \), we see that
\[
\int_{|x|^d} K(\theta_a(|x|, t)) [\theta_a(|x|, t)]^d \exp \left( -b t h(\theta_a(|x|, t)) \right) dx \\
= \int_{|x| \geq (t^{-1}(a/t))^{-1}} K(|x|) t \frac{K(|x|)}{|x|^d} \exp \left( -b t h(|x|) \right) dx \\
+ \int_{|x| < (t^{-1}(a/t))^{-1}} t e^{-1}(a/t)^d K(t^{-1}(a/t)^{-1}) \exp \left( -b t h(t^{-1}(a/t)^{-1}) \right) dx \\
\leq \int_{|x| \geq (t^{-1}(a/t))^{-1}} K(|x|) \frac{t}{|x|^d} \exp \left( -b t h(|x|) \right) dx \\
+ \int_{|x| < (t^{-1}(a/t))^{-1}} t e^{-1}(a/t)^d K(t^{-1}(a/t)^{-1}) \exp \left( -b t h(t^{-1}(a/t)^{-1}) \right) dx.
\]

The first term on the right hand side is bounded above by a constant \( C \) due to (i). The second term can be easily handled by using the relations \( K \leq h \) and \( se^{-s} \leq 1 \). Thus, we obtain the desired result.

The following lemmas give upper bound of \( p_d(t, x) \) for sufficiently large \( t > 0 \) without Assumption 2.11.

**Lemma 3.4.** There exist \( t_1 = t_1(d, \kappa_1, \kappa_2, t, C_0, C_1, C_2, \delta) > 0 \) and \( C > 0 \) depending only on \( t_1 \) such that for all \( t \geq t_1 \) and \( x \in \mathbb{R}^d \),
\[
p_d(t, x) \leq C \left( (h^{-1}(t^{-1}))^{-d} \wedge t \frac{K(|x|)}{|x|^d} \right).
\]

**Proof.** First, we show that there is \( t_0 > 0 \) such that \( e^{-C_0 h(|\cdot|^{-1})} \in L_1 \) for \( t \geq t_0 \), where \( C_0 \) is a constant from (2.16). By (2.16) and (2.26), we see that \( \psi(r^{-1}) \asymp L(r) \) for \( r < 1 \). Hence, if \( |\xi| \geq 1 \), then we have
\[
\int_{|\xi|^{-1}}^1 s^{-1} \ell(s^{-1}) ds \leq L(|\xi|^{-1}) \leq c_1 \psi(|\xi|).
\]

Thus, by (2.15) and the above inequality, there exists \( C > 0 \) such that
\[
C \log |\xi| \leq \psi(|\xi|) \quad \text{for} \quad |\xi| > 1.
\]
Thus if \( t > 0 \) satisfies \( Ct \geq 2d \), then we have
\[
e^{-t\psi(\xi)} \leq e^{-Ct\log|\xi|} \leq |\xi|^{-2d} \quad \text{for} \quad |\xi| > 1.
\]
This and (2.19) show that there is \( t_0 > 0 \) such that \( e^{-C_0t\theta(|\xi|^{-1})} \in L_1 \) for \( t \geq t_0 \).

On the other hand, by (2.21) we obtain that (recall \( C_0 \) comes from (2.16))
\[
c_2 \left( \frac{|\xi|}{(h^{-1}(t^{-1}))^{-1}} \right)^{d_3} \leq C_0 \theta(h(|\xi|^{-1})) \quad \text{for} \quad (h^{-1}(t^{-1}))^{-1} \leq |\xi| \leq 1.
\]

Take \( t_1 \geq 2t_0 \) satisfying \( 1 \leq h^{-1}(t_1^{-1}) \). Then, using the above observation, we have that for \( t \geq t_1 \) and \( |\xi| \geq 1 \),
\[
e^{-C_0th(|\xi|^{-1})} \leq e^{-C_0th(|\xi|^{-1})/2} \leq e^{-C_0th(|\xi|^{-1})/3} e^{-c_2(h^{-1}(t_1^{-1}))^{d_3}}.
\]

Using the above inequalities, (3.1), and (2.16), for \( t \geq t_1 \), we obtain
\[
|p_d(t, x)| \leq \int_{\mathbb{R}^d} e^{-C_0th(|\xi|^{-1})} d\xi
\]
\[
\leq \int_{|\xi| \leq (h^{-1}(t_1^{-1}))^{-1}} 1 d\xi + \int_{(h^{-1}(t_1^{-1}))^{-1} \leq |\xi| \leq 1} e^{-c_2|\xi|^{d_3}(h^{-1}(t_1^{-1}))^{d_3}} d\xi
\]
\[
+ \int_{|\xi| \geq 1} e^{-C_0th(|\xi|^{-1})} e^{-c_2(h^{-1}(t_1^{-1}))^{d_3}} d\xi
\]
\[
\leq c_3(h^{-1}(t_1^{-1}))^{-d} + (h^{-1}(t_1^{-1}))^{-d} \int_{|\xi| \leq 1} e^{-c_2|\xi|^{d_3}} d\xi
\]
\[
+ c_3(h^{-1}(t_1^{-1}))^{-d} \int_{|\xi| \geq 1} e^{-C_0th(|\xi|^{-1})} d\xi
\]
\[
\leq c_4(h^{-1}(t_1^{-1}))^{-d},
\]
where for the third and last inequalities, we used that there exists \( c_5(c_2, \delta_3) > 0 \) such that \( e^{-c_2x^{d_3}} \leq c_5x^{-d} \) for all \( x \geq 1 \) and integrability of \( e^{-C_0th(|\xi|^{-1})} \), respectively. This completes the proof. \( \square \)

**Remark 3.5.** (i) In Lemma 3.4 we use (2.13) to show that \( e^{-C_0th(|\xi|^{-1})} \) is integrable for \( t \geq t_0 \). If we assume that \( \ell \) satisfies Assumption 2.11 (ii), then we obtain the same near diagonal upper bound without (2.15). Indeed, if \( \ell \) satisfies Assumption 2.11 (ii), then by Proposition 3.2 (ii), we see that for fixed \( T > 0 \)
\[
p_d(t, 0) = \int_{\mathbb{R}^d} e^{-t\psi(|\xi|)} d\xi \leq C_{\ell^{-1}}(a_0/t)^d e^{-crh(\ell^{-1}(a_0/t)^{-1})} \quad \text{for} \quad t \leq T. \quad (3.9)
\]
This implies that
\[
\int_{\mathbb{R}^d} e^{-t\psi(|\xi|)} d\xi \leq \int_{\mathbb{R}^d} e^{-T\psi(|\xi|)} d\xi \leq C_{\ell^{-1}}(a_0/T)^d e^{-crh(\ell^{-1}(a_0/T)^{-1})} \quad \text{for} \quad t > T.
\]

Thus, \( e^{-\psi(|\xi|)} \) is integrable for all \( t > 0 \).

(ii) Suppose that the function \( \ell \) satisfies Assumption 2.11 (ii)–(1). Then by using Lemma 3.4 and (3.9), we can check that
\[
|p_d(t, x)| \leq |p_d(t, 0)| \leq C(h^{-1}(a_0/t))^{-d} \leq C(h^{-1}(t_1^{-1}))^{-d} \quad \text{for} \quad t > 0,
\]
where the last inequality follows from (2.23). Hence, if \( \ell \) satisfies Assumption 2.11 (ii)–(1), then

\[
p_d(t, x) \leq C \left( (h^{-1}(t^{-1}))^{-d} \wedge t \frac{K(|x|)}{|x|^d} \right),
\]

holds for all \((t, x) \in (0, \infty) \times \mathbb{R}^d\).

4. Estimates of the fundamental solutions

Let \( Q_t \) be an increasing Lévy process independent of \( X_t \) having the Laplace transform

\[
\mathbb{E} \exp(-\lambda Q_t) = \exp(-t \lambda^\alpha),
\]

and let

\[
R_t := \inf\{ s > 0 : Q_s > t \}
\]

be the inverse process of the subordinator \( Q_t \). Denote \( \varphi(t, r) \) denote the probability density function of \( R_t \) and define

\[
q_d(t, x) := \int_0^\infty p_d(r, x) d_r \mathbb{P}(R_t \leq r) = \int_0^\infty p_d(r, x) \varphi(t, r) dr.
\]

We will show in Lemma 4.5 that the function \( q_d(t, x) \) becomes the fundamental solution to

\[
\partial_\alpha^\alpha u = Lu \quad t > 0, \quad u(0, \cdot) = u_0.
\]

In this section, we also provide a sharp estimation of \( q_d \) and its derivatives. Note that we can find a result for subordinate Brownian motion in [16, Lemma 5.1] (see also [5, Theorem 1.1]).

For \( \beta \in \mathbb{R} \), denote

\[
\varphi_{\alpha, \beta}(t, r) := D_t^{\beta-\alpha} \varphi(t, r) := (D_t^{\beta-\alpha} \varphi(\cdot, r))(t).
\]

It is known (see e.g. [10, Lemma 3.7 (ii)]) that

\[
|\varphi_{\alpha, \beta}(t, r)| \leq C t^{-\beta} e^{-c(rt-\alpha)^{1/(1-\alpha)}}
\]

for \( rt^{-\alpha} \geq 1 \), and

\[
|\varphi_{\alpha, \beta}(t, r)| \leq \begin{cases} C r t^{-\alpha-\beta} & \beta \in \mathbb{N} \\ C t^{-\beta} & \beta \notin \mathbb{N} \end{cases}
\]

for \( rt^{-\alpha} \leq 1 \), where the constants \( c, C > 0 \) depending only on \( \alpha, \beta \).

For \((t, x) \in (0, \infty) \times \mathbb{R}^d \setminus \{0\} \) define

\[
q_d^{\alpha, \beta}(t, x) := \int_0^\infty p_d(r, x) \varphi_{\alpha, \beta}(t, r) dr.
\]

Note that since \( \varphi_{\alpha, \beta}(t, r) \) is integrable in \( r \in (0, \infty) \), we can check that \( q_d^{\alpha, \beta} \) is well-defined.

Lemma 4.1. Let \( \alpha \in (0, 1) \) and \( \beta \in \mathbb{R} \).

(i) For any \((t, x) \in (0, \infty) \times \mathbb{R}^d \setminus \{0\}\),

\[
D_t^{\beta-\alpha} q_d(t, x) = q_d^{\alpha, \beta}(t, x).
\]

(ii) For any \( t > 0, \xi \in \mathbb{R}^d \),

\[
\mathcal{F} \{ q_d^{\alpha, \beta}(t, \cdot) \}(\xi) = t^{\alpha-\beta} E_{\alpha, 1-\beta + \alpha}(-t^{\alpha} \psi(|\xi|)),
\]
where $E_{a,b}$ be the two-parameter Mittag-Leffler function defined as

$$E_{a,b}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(ak + b)}, \quad \text{for } z \in \mathbb{C}, a > 0, b \in \mathbb{C},$$

with the convention $E_{a,1}(0) = 1$.

**Proof.** (i) By Proposition 3.1 we have

$$|p_d(r,x)| \leq C(d, \kappa_2, x, K)r.$$

Hence, we can prove the assertion by following the proof of [16 Lemma 3.7 (iii)].

(ii) We can directly prove this by following the proof of [16 Lemma 3.7 (iv)] with $\psi(|\xi|)$ in place of $\phi(|\xi|^2)$ since we need no property of $\phi$.

The lemma is proved. \(\square\)

For the rest of the paper, we assume that Assumption 2.7, Assumption 2.6 and Assumption 2.11 hold.

**Lemma 4.2.** Let $\alpha \in (0,1)$, $\beta \in \mathbb{R}$, and $m = 0, 1$. Then there exists a constant $C$ depending only on $\alpha, \beta, \kappa_2$ and $m$ such that for any $t > 0$ and $x \in \mathbb{R}^d \setminus \{0\}$,

$$|D_x^m g_{d,\alpha,\beta}(t,x)| \leq Ct^{2\alpha-\beta} \frac{K(|x|)}{|x|^{d+m}}.$$  \hspace{1cm} (4.6)

**Proof.** Using (2.19) and Proposition 3.1 we have that for any $x \in \mathbb{R}^d \setminus \{0\}$, $r > 0$ and for any $y \in B_x(x)$ for sufficiently small $\varepsilon > 0$,

$$|D_x^s p_d(r,y)| \leq C(K_2, d) r \frac{K(|y|)}{|y|^{d+|\sigma|}} \leq C(K_2, d, x, \varepsilon, K)r \quad \text{for } |\sigma| \leq 1.$$  \hspace{1cm} (4.7)

Hence, by the dominated convergence theorem, we have

$$D_x^m g_{d,\alpha,\beta}(t,x) = \int_0^\infty D_x^m p_d(r,x)\varphi_{\alpha,\beta}(t,r)dr.$$  \hspace{1cm} (4.8)

By (4.7), (4.2) and (4.3)

$$|D_x^m g_{d,\alpha,\beta}(t,x)| \leq C \int_0^{t^\alpha} rK(|x|)|x|^{-d-m}t^{-\beta} dr + C \int_{t^\alpha}^\infty rK(|x|)|x|^{-d-m}t^{-\beta}e^{-c(rt^{-\alpha})^{1-\alpha}} dr \leq Ct^{2\alpha-\beta} \frac{K(|x|)}{|x|^{d+m}},$$

where for the second integral, we used the change of variable $rt^{-\alpha} \rightarrow r$. Thus, the lemma is proved. \(\square\)

**Lemma 4.3.** Let $\alpha \in (0,1)$, $\beta \in \mathbb{R}$, and $m = 0, 1$, and let $t_1 > 0$ be taken from Lemma 3.4. Then for any $(t, x) \in (0,\infty) \times \mathbb{R}^d$ satisfying $t^\alpha h(|x|) \geq 1$, we have

$$\int_{t_1}^\infty |D_x^m p_d(r,x)||\varphi_{\alpha,\beta}(t,r)|dr \leq C \int_{(h(|x|))^{-1}}^{2t_1} (h^{-1}(r^{-1}))^{-d-m}rt^{-\alpha-\beta} dr$$

for $\beta \in \mathbb{N}$, and

$$\int_{t_1}^\infty |D_x^m p_d(r,x)||\varphi_{\alpha,\beta}(t,r)|dr \leq C \int_{(h(|x|))^{-1}}^{2t_1} (h^{-1}(r^{-1}))^{-d-m}t^{-\beta} dr$$

for $\beta \in \mathbb{N}$. \hspace{1cm} (4.9)
Hence, we obtain

$$\int_{t_1}^{\infty} |D_x^m p_d(r,x)||\varphi_{a,\beta}(t,r)|dr \leq C (I_1 + I_2 + I_3),$$

where

$$I_1 = \int_{t_1}^{(h(|x|))^{-1}} r \frac{K(|x|)}{|x|^{d+m}} t^{-\alpha-\beta} dr,$$

$$I_2 = \int_{(h(|x|))^{-1}}^{r_0} \frac{|x|^m (h^{-1}(r^{-1}))^{-d-m} r^{-\alpha-\beta} dr}{h^{-1}(r^{-1})^{-1}},$$

$$I_3 = \int_{r_0}^{\infty} \frac{|x|^m (h^{-1}(r^{-1}))^{-d-m} t^{-\beta} e^{-c(rt^{-\alpha})} dr}{r_0}.$$

(4.9)

and the constant $C$ depends only on $\alpha, \beta, d, \kappa_1, \kappa_2, \delta, \ell, C_0, C_1, C_2$ and $m$. We first estimate $I_1$. It is easy to see that

$$I_1 \leq (h(|x|))^{-2} |x|^{-d-m} t^{-\alpha-\beta} = C \int_{(h(|x|))^{-1}}^{2(h(|x|))^{-1}} |x|^{-d-m} t^{-\alpha-\beta} dr.$$

For $t_1 < (h(|x|))^{-1} < r < 2(h(|x|))^{-1}$, we have (recall that $h^{-1}$ is decreasing)

$$h^{-1}(2r^{-1}) < |x| < h^{-1}(r^{-1}).$$

Hence, we obtain

$$I_1 \leq C \int_{(h(|x|))^{-1}}^{2(h(|x|))^{-1}} h^{-1}(2r^{-1})^{-d-m} t^{-\alpha-\beta} dr.$$

By (2.22), we see that $h^{-1}(r^{-1}) \leq Ch^{-1}(2r^{-1})$ for $r^{-1} < t_1^{-1}$. This and the above estimate for $I_1$ give

$$I_1 \leq C \int_{(h(|x|))^{-1}}^{2(h(|x|))^{-1}} h^{-1}(r^{-1})^{-d-m} t^{-\alpha-\beta} dr \leq \int_{(h(|x|))^{-1}}^{2r_0} h^{-1}(r^{-1})^{-d-m} t^{-\alpha-\beta} dr.$$

Note that for $r \geq (h(|x|))^{-1}$, we have $|x| \leq h^{-1}(r^{-1})$. This gives that

$$I_2 \leq C \int_{(h(|x|))^{-1}}^{2r_0} (h^{-1}(r^{-1}))^{-d-m} t^{-\alpha-\beta} dr \leq C \int_{(h(|x|))^{-1}}^{2r_0} (h^{-1}(r^{-1}))^{-d-m} t^{-\alpha-\beta} dr.$$

For $I_3$, since $e^{-s} \leq c(\alpha)s^{1-\alpha}$ for $s \geq 1$ and $s \mapsto (h^{-1}(s^{-1}))^{-d-m}$ is decreasing, we have (recall $|x| \leq h^{-1}(r^{-1})$)

$$I_3 \leq C \int_{r_0}^{2r_0} (h^{-1}(r^{-1}))^{-d-m} t^{-\alpha-\beta} dr + C \int_{2r_0}^{\infty} (h^{-1}(r^{-1}))^{-d-m} t^{-\beta} e^{-c(rt^{-\alpha})} t^{-\alpha} dr \leq C \int_{(h(|x|))^{-1}}^{2r_0} (h^{-1}(r^{-1}))^{-d-m} t^{-\alpha-\beta} dr + C \left( h^{-1} \left( \frac{t^{-\alpha}}{2} \right) \right)^{-d-m} t^{-\alpha}. $$
Thus, we have

\[
\left(h^{-1}\left(\frac{1}{2} t^{-\alpha}\right)\right)^{-d-m} t^{\alpha-\beta} = C \int_{t_1}^{2t} \left(h^{-1}\left(\frac{t^{-\alpha}}{2}\right)\right)^{-d-m} r t^{-\alpha-\beta} dr
\]

\[
\leq C \int_{t_1}^{2t} \left(h^{-1}(r^{-1})\right)^{-d-m} r t^{-\alpha-\beta} dr
\]

\[
\leq C \int_{(h(|x|))^{-1}}^{2t} \left(h^{-1}(r^{-1})\right)^{-d-m} r t^{-\alpha-\beta} dr.
\]

Thus, we have

\[
I_1 + I_2 + I_3 \leq C \int_{(h(|x|))^{-1}}^{2t} \left(h^{-1}(r^{-1})\right)^{-d-m} r t^{-\alpha-\beta} dr,
\]

and this proves the claim for \( \beta \in \mathbb{N} \) and \( h(|x|) \leq t_1^{-1} \).

For \( \beta \in \mathbb{N} \) and \( h(|x|) \geq t_1^{-1} \), if we use the relation \(|x| \leq h^{-1}(r^{-1})\) for \( r \geq (h(|x|))^{-1} \), we have

\[
\int_{t_1}^{\infty} |D_x^m p_d(r, x)||\varphi_{\alpha, \beta}(t, r)| dr \leq C \left(I_4 + I_3\right),
\]

where

\[
I_4 = \int_{t_1}^{t} \left(h^{-1}(r^{-1})\right)^{-d-m} r t^{-\alpha-\beta} dr,
\]

and \( I_3 \) comes from (4.9) which is bounded by

\[
C \int_{(h(|x|))^{-1}}^{2t} \left(h^{-1}(r^{-1})\right)^{-d-m} r t^{-\alpha-\beta} dr.
\]

Since \( (h(|x|))^{-1} \leq t_1 \), it is easy to see that

\[
I_4 \leq C \int_{(h(|x|))^{-1}}^{2t} \left(h^{-1}(r^{-1})\right)^{-d-m} r t^{-\alpha-\beta} dr.
\]

Thus, we prove the lemma for the case \( \beta \in \mathbb{N} \).

Finally, for the case \( \beta \notin \mathbb{N} \), by following all of the above computations with

\[
|\varphi_{\alpha, \beta}(t, r)| \leq Ct^{-\beta}\quad \text{for} \quad r \leq t^\alpha,
\]

we have

\[
\int_{t_1}^{\infty} |D_x^m p_d(r, x)||\varphi_{\alpha, \beta}(t, r)| dr \leq C \int_{(h(|x|))^{-1}}^{2t} \left(h^{-1}(r^{-1})\right)^{-d-m} r^{-\beta} dr.
\]

Thus, we obtain the first assertion.

Now suppose that \( \ell \) satisfies Assumption 2.11 (ii)–(1). Then using (6.10) we have

\[
\int_{0}^{\infty} |D_x^m p_d(r, x)||\varphi_{\alpha, \beta}(t, r)| dr \leq C \left(I'_1 + I_2 + I_3\right),
\]

where

\[
I'_1 = \int_{0}^{(h(|x|))^{-1}} |D_x^m p_d(r, x)||\varphi_{\alpha, \beta}(t, r)| dr.
\]

Since \( I'_1 \) can be handled like \( I_1 \), the lemma is proved. \( \square \)
Corollary 4.4. Let $\alpha \in (0,1)$ and $\beta \in \mathbb{R}$.

(i) There exists a constant $C = C(\alpha, \beta, d, \kappa_1, \kappa_2, \delta, \ell, C_0, C_1, C_2)$ such that

$$\int_{\mathbb{R}^d} |q_d^{\alpha,\beta}(t,x)| dx \leq Ct^{\alpha-\beta}, \quad t > 0.$$  

(ii) For any $0 < \varepsilon < T < \infty$,

$$\int_{\mathbb{R}^d} \sup_{[\varepsilon,T]} |q_d^{\alpha,\beta}(t,x)| dx < \infty.$$  

Proof. (i) Due to the similarity, we only consider the case $\beta \in \mathbb{N}$. By Lemma 4.2,

$$\int_{\mathbb{R}^d} |q_d^{\alpha,\beta}(t,x)| dx = \int_{|x| \geq h^{-1}(t-\alpha)} |q_d^{\alpha,\beta}(t,x)| dx + \int_{|x| < h^{-1}(t-\alpha)} |q_d^{\alpha,\beta}(t,x)| dx$$

$$\leq C \int_{|x| \geq h^{-1}(t-\alpha)} r^{2\alpha-\beta} K(|x|) |x|^d dx$$

$$+ C \int_{|x| < h^{-1}(t-\alpha)} \int_0^{t_1} p_d(r,x) \varphi_{\alpha,\beta}(t,r) dr dx$$

$$+ C \int_{|x| < h^{-1}(t-\alpha)} \int_{(h(|x|))^{-1}}^{h^{-1}(r-1))} (h^{-1}(r-1))^{-d} r t^{-\alpha-\beta} dr dx.$$  

Using that $\int_{\mathbb{R}^d} p_d(r,x) dx = 1$ for all $r > 0$ and $\int_0^\infty |\varphi_{\alpha,\beta}(t,r)| dr \leq Ct^{\alpha-\beta}$, we have

$$\int_0^\infty \int_{\mathbb{R}^d} p_d(r,x) dx |\varphi_{\alpha,\beta}(t,r)| dr \leq Ct^{\alpha-\beta}.$$  

Hence, by Fubini’s theorem and (3.7), we obtain

$$\int_{\mathbb{R}^d} |q_d^{\alpha,\beta}(t,x)| dx \leq C \int_{r \geq h^{-1}(t-\alpha)} r^{2\alpha-\beta} K(r) \frac{1}{r} dr + C t^{\alpha-\beta}$$

$$+ C \int_0^{2\alpha} \int_{(h(|x|))^{-1}}^{h^{-1}(r-1))} (h^{-1}(r-1))^{-d} r t^{-\alpha-\beta} dx dr$$

$$\leq C t^{\alpha-\beta} + C \int_0^{2\alpha} r t^{-\alpha-\beta} dr \leq C t^{\alpha-\beta}.$$  

(ii) Like (i), we only prove the case $\beta \in \mathbb{N}$. Let $0 < \varepsilon < T < \infty$. Since $t^{2\alpha-\beta} \leq C(\varepsilon, T, \alpha, \beta)$ for $t \in [\varepsilon, T]$, by Lemma 4.2

$$|q_d^{\alpha,\beta}(t,x)| \leq C(\alpha, \beta, d, \kappa_1, \kappa_2, \delta, \ell, C_0, \varepsilon, T) \frac{K(|x|)}{|x|^d}, \quad t \in [\varepsilon, T].$$  

Also, if $\varepsilon^\alpha h(|x|) \geq 1$, and $t \in [\varepsilon, T]$, then using Lemma 4.2 again, we obtain

$$|q_d^{\alpha,\beta}(t,x)| \leq C \left( \int_0^{t_1} p_d(r,x) \varphi_{\alpha,\beta}(t,r) dr + \int_{(h(|x|))^{-1}}^{h^{-1}(r-1))} (h^{-1}(r-1))^{-d} r dr \right).$$
By Fubini’s theorem and \( \int_{\mathbb{R}^d} p_d(r,x)dx = 1 \) for all \( r > 0 \), we have
\[
\int_{\mathbb{R}^d} \sup_{t \in [\varepsilon,T]} \int_0^{t_1} p_d(r,x)dx \left( \sup_{t \in [\varepsilon,T]} |\varphi_{\alpha,\beta}(t,r)| \right) dr \\
\leq C \int_0^{\infty} p_d(r,x)dx \left( \sup_{t \in [\varepsilon,T]} |\varphi_{\alpha,\beta}(t,r)| \right) dr \\
\leq C \int_0^{T^\alpha} r \varepsilon^{-\alpha-\beta} dr + C \int_0^{\infty} \varepsilon^{-\beta} e^{-\varepsilon(rT^{-\alpha})} dr \leq C.
\]

Hence, like the proof of (i),
\[
\int_{\mathbb{R}^d} \sup_{t \in [\varepsilon,T]} |q_d^{\alpha,\beta}(t,x)| dx \\
= \int_{|x| \geq h^{-1}(\varepsilon^{-\alpha})} |q_d^{\alpha,\beta}(t,x)| dx + \int_{|x| < h^{-1}(\varepsilon^{-\alpha})} |q_d^{\alpha,\beta}(t,x)| dx \\
\leq C \int_{|x| \geq h^{-1}(\varepsilon^{-\alpha})} \frac{K(|x|)}{|x|^d} dx + C \int_{\mathbb{R}^d} \int_0^{t_1} p_d(r,x)\varphi_{\alpha,\beta}(t,r) dr dx \\
+ C \int_{|x| < h^{-1}(\varepsilon^{-\alpha})} \int_{(h(|x|))^{-1}}^{2T^\alpha} (h^{-1}(r^{-1}))^{-d} r dr dx \\
\leq C + C \int_0^{2T^\alpha} \int_{(h(|x|))^{-1}}^{r} (h^{-1}(r^{-1}))^{-d} r dr dx \leq C + C \int_0^{2T^\alpha} r dr < \infty.
\]

The corollary is proved. \hfill \Box

Recall that \( C_p^\infty(\mathbb{R}^d) \) is the set of functions \( u_0 = u_0(x) \) such that \( D_x^m u_0 \in L_p \) for any \( m \in \mathbb{N}_0 \).

**Lemma 4.5.** Let \( u_0 \in C_p^\infty(\mathbb{R}^d) \), and define \( u \) as
\[
u(t,x) := \int_{\mathbb{R}^d} q_d(t,x-y)u_0(y)dy.
\]

(i) As \( t \downarrow 0 \), \( u(t,\cdot) \) converges to \( u_0(\cdot) \) uniformly on \( \mathbb{R}^d \) and also in \( H_p^n \) for any \( n \in \mathbb{N}_0 \).

(ii) \( u \in C_p^{\infty}( [0,T] \times \mathbb{R}^d ) \) and \( u \) satisfies (4.1).

**Proof.** We can prove the lemma by following proof of [16, Lemma 5.1]. \hfill \Box

### 5. Estimation of solution: Calderón-Zygmund approach

In this section we prove some a priori estimates for solutions to the equation with zero initial condition
\[
\partial_t^\alpha u = Lu + f, \quad t > 0; \quad u(0,\cdot) = 0.
\]

We first provide the representation formula.
Lemma 5.1. (i) Let \( u \in C_c^\infty(\mathbb{R}^{d+1}_+) \) and denote \( f := \partial_t^\alpha u - Lu \). Then
\[
 u(t, x) = \int_0^t \int_{\mathbb{R}^d} q_d^{\alpha,1}(t - s, x - y) f(s, y) dy ds. \tag{5.2}
\]

(ii) Let \( f \in C_c^\infty(\mathbb{R}^{d+1}_+) \) and define \( u \) as in (5.2). Then \( u \) satisfies equation (5.1) for each \((t, x)\).

Proof. The lemma is an extension of [16, Lemma 4.1] which treats the case \( \psi(|\xi|) = \phi(|\xi|^2) \), where \( \phi \) is a Bernstein function. The proof of [16, Lemma 4.1] only uses (4.5) with \( \phi(|\xi|^2) \) in place of \( \psi(|\xi|) \) and Corollary 4.4. Since no property of \( \phi \) is used, we can prove all the claims by repeating the same argument. For more detail, see also [15, Lemma 3.5]. \( \square \)

For \( f \in C_c^\infty(\mathbb{R}^{d+1}_+) \), we define
\[
 L_0 f(t, x) := \int_{-\infty}^t \int_{\mathbb{R}^d} q_d^{\alpha,1}(t - s, x - y) f(s, y) dy ds,
\]
\[
 L f(t, x) := \int_{-\infty}^t \int_{\mathbb{R}^d} q_d^{\alpha,1}(t - s, x - y) L f(s, y) dy ds, \tag{5.3}
\]
where \( L f(s, y) := \mathcal{L}(f(s, \cdot))(y) \).

Note that \( L f \) is bounded for any \( f \in C_c^\infty(\mathbb{R}^{d+1}_+) \). Thus, the operator \( L \) is well defined on \( C_c^\infty(\mathbb{R}^{d+1}_+) \). For each fixed \( s \) and \( t \) such that \( s < t \), define
\[
 \Lambda_{t,s}^0 f(x) := \int_{\mathbb{R}^d} q_d^{\alpha,1}(t - s, x - y) L f(s, y) dy,
\]
\[
 \Lambda_{t,s} f(x) := \int_{\mathbb{R}^d} q_d^{\alpha,1}(t - s, x - y) f(s, y) dy.
\]

Note that, by Corollary 4.4 \( \Lambda_{t,s} f \) and \( \Lambda_{t,s}^0 f \) are square integrable. Moreover, using (4.5) and the recurrence relation \( E_{a,b}(z) = \frac{1}{1(z)} + z E_{a,a+b}(z) \) (\( z \in \mathbb{C} \)) we have
\[
 \mathcal{F}_d \{ q_d^{\alpha,1}(t - s, \cdot) \}(\xi) = (t - s)^{-1} E_{a,0}(-(t - s)^\alpha \psi(|\xi|)) = -(t - s)^{\alpha - 1} \psi(|\xi|) E_{a,1}(-(t - s)^\alpha \psi(|\xi|)) = \psi(|\xi|) \mathcal{F}_d \{ q_d^{\alpha,1}(t - s, \cdot) \}(\xi).
\]

Hence,
\[
 \mathcal{F}_d \{ \Lambda_{t,s}^0 f \}(\xi) = \psi(|\xi|) \mathcal{F}_d \{ q_d^{\alpha,1} \}(t - s, \xi) \hat{f}(s, \xi) = \mathcal{F}_d \{ \Lambda_{t,s} f \}(\xi).
\]

Thus, we have
\[
 \mathcal{L} L_0 f(t, x) = L f(t, x) = \lim_{\varepsilon \downarrow 0} \int_{-\infty}^{t-\varepsilon} \left( \int_{\mathbb{R}^d} q_d^{\alpha,1}(t - s, x - y) f(s, y) dy \right) ds. \tag{5.4}
\]

We give a short description of our strategy to obtain the estimation of solution. By (5.2), and (5.4) if we let \( u \) be a solution to equation (5.1), then, we have \( \mathcal{L} u = L f \). Hence to obtain the estimation of solution, it is enough to show the \( L_q(L_p) \)-boundedness of the linear operator \( L \) (Theorem 5.12).

We prove Theorem 5.12 step by step by using the following lemmas;
(i) We prove \( L_2 \)-boundedness of \( L \) in Lemma 5.4
(ii) From Lemma 5.4 to Lemma 5.9 we control the mean oscillation of \( L \) in terms of \( ||f||_{L_\infty(\mathbb{R}^{d+1}_+)} \).
(iii) We prove Theorem 5.12 by using the result of (ii) and Theorem 5.11

**Remark 5.2.** For parabolic (i.e. \( \alpha = 1 \)) equations, we see from (5.4) that the above argument requires estimation of \( L^p_d \). To obtain estimation on \( L^p_d \) we need more differentiability on \( j_d \) and corresponding conditions in Assumption 2.7 (i), (ii). Thus, to cover more general \( j_d \), we only consider the case \( \alpha \in (0, 1) \) in this article.

The following two lemmas will be used for step (ii). For notational convenience, we define a strictly increasing function \( \kappa : (0, \infty) \rightarrow (0, \infty) \) as
\[
\kappa(r) := (h(r))^{-1/\alpha}
\]
Recall that we assume that Assumption 2.7, Assumption 2.6 and Assumption 2.11.

**Lemma 5.3.** Let \( \alpha \in (0, 1) \). There exists \( C = C(\alpha, d, \kappa_1, \kappa_2, \delta, \ell, C_0, C_1, C_2) \) such that for any \( b > 0 \)

\[
\int_{\kappa(b)}^{\infty} \int_{|y| \geq b} |D_x q_d^{\alpha, \alpha+1}(s, y)| dy ds \leq C b^{-1}, \quad (5.5)
\]

\[
\int_{\kappa(4b)}^{\infty} \int_{|y| \leq 4b} |q_d^{\alpha, \alpha+1}(s, y)| dy ds \leq C. \quad (5.6)
\]

**Proof.** Let \( t_1 > 0 \) be the constant in Lemma 3.4. We will consider two cases separately.  

**Case 1** \( \ell \) satisfies Assumption 2.11 (i).  
We first show (5.5). By (4.6),

\[
\int_{\kappa(b)}^{\infty} \int_{|y| \geq b} |D_x q_d^{\alpha, \alpha+1}(s, y)| dy ds \\
\leq \int_{\kappa(b)}^{\infty} \int_{b \leq |y| \leq h^{-1}(s^{-\alpha})} \int_0^\infty |D_x p_d(r, y)| |\varphi_{\alpha, \alpha+1}(s, r)| dr dy ds \\
+ C \int_{\kappa(b)}^{\infty} \int_{|y| \geq h^{-1}(s^{-\alpha})} s^{\alpha-1} K(|y|) \frac{1}{|y|^{d+1}} dy ds \\
= \int_{\kappa(b)}^{\infty} \int_{b \leq |y| \leq h^{-1}(s^{-\alpha})} \int_0^{t_1} |D_x p_d(r, y)| |\varphi_{\alpha, \alpha+1}(s, r)| dr dy ds \\
+ \int_{\kappa(b)}^{\infty} \int_{b \leq |y| \leq h^{-1}(s^{-\alpha})} \int_{t_1}^\infty |D_x p_d(r, y)| |\varphi_{\alpha, \alpha+1}(s, r)| dr dy ds \\
+ C \int_{\kappa(b)}^{\infty} \int_{|y| \geq h^{-1}(s^{-\alpha})} s^{\alpha-1} K(|y|) \frac{1}{|y|^{d+1}} dy ds \\
=: I_1 + I_2 + CI_3. \quad (5.7)
\]
By [A.2], Lemma [4.3] and Lemma [A.4] we obtain $I_1 + I_2 \leq Cb^{-1}$. By (3.7) and the change of variable ($s^\alpha \to s$),

$$I_3 = \int_{(h(b))^{-1/\alpha}}^\infty \int_{h^{-1}(s^{-\alpha})}^\infty s^{\alpha-1} K(\rho) \frac{d\rho}{\rho^2} ds$$

$$\leq C \int_{(h(b))^{-1/\alpha}}^\infty h^{-1}(s^{-\alpha})^{-1} s^{\alpha-1} \int_{h^{-1}(s^{-\alpha})}^\infty \frac{K(\rho)}{\rho} d\rho ds$$

$$\leq C \int_{(h(b))^{-1/\alpha}}^\infty h^{-1}(s^{-\alpha})^{-1} s^{-1} ds$$

$$= C \int_{(h(b))^{-1}}^\infty h^{-1}(s^{-1})^{-1} s^{-1} ds. \quad (5.8)$$

Thus, by Lemma [A.3] with $f(r) = h(r^{-1})$ and $k = 1$, we obtain $I_3 \leq Cb^{-1}$.

Now, we show (5.6). By (A.3) and Lemma 4.3,

$$\int_{\kappa(4b)}^{\infty} \int_{|y| \leq 4b} q_d^{\alpha,\alpha+1}(s, y) dy ds$$

$$\leq \int_{\kappa(4b)}^{\infty} \int_{|y| \leq 4b} \int_{0}^{\kappa_1} p_d(r, y)|\varphi_{\alpha,\alpha+1}(s, r)| dr dy ds$$

$$+ \int_{\kappa(4b)}^{\infty} \int_{|y| \leq 4b} \int_{\kappa_1}^{\infty} p_d(r, y)|\varphi_{\alpha,\alpha+1}(s, r)| dr dy ds$$

$$\leq C + C \int_{\kappa(4b)}^{\infty} \int_{|y| \leq 4b} \int_{(h(y))^{-1}}^{2s^\alpha} (h^{-1}(r^{-1}))^{-d} s^{-\alpha-1} dr dy ds$$

$$= C + C I_4,$$

Note that if $\kappa(4b) < s$, then by Fubini’s theorem

$$I_4 = \int_{\kappa(4b)}^{\infty} \int_{0}^{4b} \int_{(h(\rho))^{-1/\alpha}}^{2s^\alpha} (h^{-1}(r^{-1}))^{-d} s^{-\alpha-1} \rho^{d-1} dr d\rho ds$$

$$= \int_{(h(4b))^{-1/\alpha}}^{\kappa(4b)} \int_{0}^{4b} \int_{(h(\rho))^{-1/\alpha}}^{2s^\alpha} (h^{-1}(r^{-1}))^{-d} s^{-\alpha-1} \rho^{d-1} dr d\rho ds$$

$$+ \int_{(h(4b))^{-1/\alpha}}^{\kappa(4b)} \int_{0}^{4b} \int_{0}^{2s^\alpha} (h^{-1}(r^{-1}))^{-d} s^{-\alpha-1} \rho^{d-1} dr d\rho ds$$

$$\leq C \int_{(h(4b))^{-1/\alpha}}^{\kappa(4b)} \int_{0}^{4b} \int_{0}^{2s^\alpha} (h^{-1}(r^{-1}))^{-d} s^{-\alpha-1} \rho^{d-1} d\rho dr ds$$

$$+ C b^{d} \int_{(h(4b))^{-1/\alpha}}^{\kappa(4b)} \int_{(h(4b))^{-1/\alpha}}^{2s^\alpha} (h^{-1}(r^{-1}))^{-d} s^{-\alpha-1} dr ds.$$

We can easily check

$$\int_{(h(4b))^{-1/\alpha}}^{\kappa(4b)} \int_{0}^{4b} (h^{-1}(r^{-1}))^{-d} s^{-\alpha-1} \rho^{d-1} d\rho dr ds$$

$$\leq \int_{(h(4b))^{-1/\alpha}}^{\kappa(4b)} s^{-\alpha-1} dr ds \leq C. \quad (5.10)$$
By Fubini’s theorem and Lemma A.3 with \( f(r) = h(r^{-1}) \) and \( k = d \), we have

\[
\begin{align*}
\int_0^\infty \int_0^{s(t,x)} & \left( h^{-1}(r^{-1}) \right)^{-d} s^{-\alpha-1} \, dr \\
& = \int_0^\infty \int_{(h(4b))^{-1}}^{s(t,x)} \left( h^{-1}(r^{-1}) \right)^{-d} s^{-\alpha-1} \, dr \\
& \leq C b^d \int_0^\infty r^{-\alpha} \left( h^{-1}(r^{-1}) \right)^{-d} dr = C.
\end{align*}
\]

(\textbf{Case 2}) \( \ell \) satisfies the Assumption 2.11 (ii).

Suppose that \( \ell \) satisfies Assumption 2.11 (ii)–(2). We first show (5.5). Using (4.8) and (4.6), we have

\[
\int_{(h(4b))^{-1}}^{s(t,x)} \left( h^{-1}(r^{-1}) \right)^{-d} s^{-\alpha-1} \, dsdr
\]

By (5.10) and (5.11),

\[
\int_0^\infty \int_{(h(4b))^{-1}}^{s(t,x)} \left( h^{-1}(r^{-1}) \right)^{-d} s^{-\alpha-1} \, drds.
\]

Using (5.8) and (A.6) we have (5.5). For (5.6), we use (A.7) and Lemma 4.3 for (5.9). Then, by (5.10) and (5.11), we have

\[
\int_{(h(4b))^{-1}}^{s(t,x)} \left( h^{-1}(r^{-1}) \right)^{-d} s^{-\alpha-1} \, drds.
\]

Now suppose that \( \ell \) satisfies Assumption 2.11 (ii)–(1). Then by Lemma 4.3 for all \( (t, x) \in (0, \infty) \times \mathbb{R}^d \) such that \( h^\alpha |x| \geq 1 \) we have,

\[
|D_x q_d^{\alpha+1}(t, x)| \leq C \int_{(h(\alpha|x|))^{-1}}^{2\alpha} \left( h^{-1}(r^{-1}) \right)^{-d-mt^{-\alpha-1}} dr.
\]

This implies that when we show (5.5), from (5.7), we only need to handle \( I_3 \) and

\[
\int_{(h(4b))^{-1}}^{s(t,x)} \left( h^{-1}(r^{-1}) \right)^{-d} s^{-\alpha-1} \, drds
\]

Hence, using Lemma A.4 with \( f(r) = h(r^{-1}) \) and (A.8), we have (5.5). For (5.6), we can check that from (5.9), we only need to handle \( I_4 \). Since \( I_4 \leq C \), we prove all claims. The lemma is proved.

Recall that the operator \( L \) defined in (5.3) satisfies (5.4).
Lemma 5.4. For any $f \in C_c^\infty(\mathbb{R}^{d+1})$, we have
\[
\|Lf\|_{L_2(\mathbb{R}^{d+1})} \leq C(\alpha,d)\|f\|_{L_2(\mathbb{R}^{d+1})}.
\]
Consequently, the operators $L$ can be continuously extended to $L_2(\mathbb{R}^{d+1})$.

Proof. Like Lemma 5.1, we can prove the lemma by following the proof of Lemma 4.2. Again note that the only difference between our lemma and Lemma 4.2 is that we just replace $\psi(|\xi|)$ in place of $\phi(|\xi|^2)$ since we do not need any property of $\phi$. \hfill $\Box$

Recall that $\kappa(b) = (h(b))^{-1/\alpha}$. For $(t, x) \in \mathbb{R}^{d+1}$ and $b > 0$, denote
\[
Q_b(t, x) = (t - \kappa(b), t + \kappa(b)) \times B_b(x),
\]
and
\[
Q_b = Q_b(0, 0), \quad B_b = B_b(0).
\]
For measurable subsets $Q \subset \mathbb{R}^{d+1}$ with finite measure and locally integrable functions $f$, define
\[
f_Q = \int_Q f(s, y)dyds = \frac{1}{|Q|} \int_Q f(s, y)dyds,
\]
where $|Q|$ is the Lebesgue measure of $Q$.

Lemma 5.5. Let $b > 0$, and $f \in C_c^\infty(\mathbb{R}^{d+1})$ have a support in $(-3\kappa(b), 3\kappa(b)) \times B_{3b}$. Then,
\[
\int_{Q_b} |Lf(t, x)|dxdt \leq C(\alpha, d)\|f\|_{L_\infty(\mathbb{R}^{d+1})}.
\]

Proof. By Hölder’s inequality and Lemma 5.4,
\[
\int_{Q_b} |Lf(t, x)|dxdt \leq \|Lf\|_{L_2(\mathbb{R}^{d+1})}|Q_b|^{-1/2} \leq C\|f\|_{L_2(\mathbb{R}^{d+1})}|Q_b|^{-1/2}
\]
\[
= \left(\int_{-3\kappa(b)}^{3\kappa(b)} \int_{B_{3b}} |f(t, x)|^2dydt\right)^{1/2} |Q_b|^{-1/2} \leq C\|f\|_{L_\infty(\mathbb{R}^{d+1})}.
\]
The lemma is proved. \hfill $\Box$

Lemma 5.6. Let $b > 0$, and $f \in C_c^\infty(\mathbb{R}^{d+1})$ have a support in $(-3\kappa(b), \infty) \times \mathbb{R}^d$. Then,
\[
\int_{Q_b} |Lf(t, x)|dxdt \leq C(\alpha, d, \kappa_1, \kappa_2, \delta, \ell, C_0, C_1, C_2)\|f\|_{L_\infty(\mathbb{R}^{d+1})}.
\]

Proof. Take $\eta = \eta(t) \in C_c(\mathbb{R})$ such that $0 \leq \eta \leq 1$, $\eta(t) = 1$ for $t \leq 2\kappa(b)$, and $\eta(t) = 0$ for $t \geq 5\kappa(b)/2$. Since $Lf = L(f\eta)$ on $Q_b$ and $|f\eta| \leq |f|$, it is enough to assume $f(t, x) = 0$ if $|t| \geq 3\kappa(b)$ to prove the lemma.

Choose a function $\zeta = \zeta(x) \in C_c(\mathbb{R}^d)$ such that $\zeta = 1$ in $B_{7b/3}$, $\zeta = 0$ outside of $B_{8b/3}$ and $0 \leq \zeta \leq 1$. Set $f_1 = \zeta f$ and $f_2 = (1 - \zeta)f$. Then due to the linearity, $Lf = Lf_1 + Lf_2$. Also, since $Lf_1$ can be estimated by Lemma 5.3 to prove the lemma, we may further assume that $f(t, y) = 0$ if $y \in B_{2b}$. Hence, for any $x \in B_b$,
\[
\int_{\mathbb{R}^d} \left|q_d^{\alpha, \alpha+1}(t-s, x-y)f(s, y)\right|dy = \int_{|y-x| \geq 2b} \left|q_d^{\alpha, \alpha+1}(t-s, y)f(s, x-y)\right|dy
\]
\[
\leq \int_{|y| \geq b} \left|q_d^{\alpha, \alpha+1}(t-s, y)f(s, x-y)\right|dy.
\]
Using Lemma 4.12 and (3.7),
\[
\int_{|y| \geq b} |q_d^{\alpha+1}(t-s, y)f(s, x-y)| \, dy \\
\leq \|f\|_{L_\infty(\mathbb{R}^{d+1})} 1_{|s| \leq 2\kappa(b)} \int_{|y| \geq b} |q_d^{\alpha+1}(t-s, y)| \, dy \\
\leq C\|f\|_{L_\infty(\mathbb{R}^{d+1})} 1_{|s| \leq \kappa(b)} \int_0^\infty |t-s|^{-\alpha-1} \frac{K(\rho)}{\rho^d} \rho^{d-1} d\rho \\
\leq C\|f\|_{L_\infty(\mathbb{R}^{d+1})} 1_{|s| \leq \kappa(b)} (t-s)^{-\alpha-1} h(b).
\]
Note that if $|t| \leq \kappa(b)$ and $|s| \leq \kappa(b)$ then $|t-s| \leq 4\kappa(b)$. Thus we have
\[
|Lf(t, x)| \leq C\|f\|_{L_\infty(\mathbb{R}^{d+1})} h(b) \int_{|t-s| \leq 4\kappa(b)} |t-s|^{-\alpha-1} \, ds \leq C\|f\|_{L_\infty(\mathbb{R}^{d+1})}.
\]
This implies the desired estimate. The lemma is proved. \qed

**Lemma 5.7.** Let $b > 0$, and $f \in C_c^\infty(\mathbb{R}^{d+1})$ have a support in $(-\infty, -2\kappa(b)) \times \mathbb{R}^d$. Then there is $C = C(\alpha, d, \kappa_1, \kappa_2, \ell, \epsilon, C_0, C_1, C_2)$ such that for any $(t_1, x), (t_2, x) \in Q_b$,
\[
\int_{Q_b} \int_{Q_b} |Lf(t_1, x) - Lf(t_2, x)| \, dx dt_1 \, dx dt_2 \leq C\|f\|_{L_\infty(\mathbb{R}^{d+1})}.
\]

**Proof.** We will show that
\[
|Lf(t_1, x) - Lf(t_2, x)| \leq C\|f\|_{L_\infty(\mathbb{R}^{d+1})},
\]
and this certainly proves the lemma.

Without loss of generality, we assume that $t_1 > t_2$. Recall $f(s, y) = 0$ if $s \geq -2\kappa(b)$. Thus, if $t > -\kappa(b)$, by applying the fundamental theorem of calculus and (4.4), we have
\[
|Lf(t_1, x) - Lf(t_2, x)| = \left| \int_{-\infty}^{-2\kappa(b)} \int_{\mathbb{R}^d} q_d^{\alpha, \alpha+2} (t-s, x-y) f(s, y) \, dt dy ds \right|.
\]
Using Corollary 4.4 (i),
\[
\int_{t_2}^{t_1} \int_{\mathbb{R}^d} |q_d^{\alpha, \alpha+2} (t-s, x-y) f(s, y)| \, dt dy \\
\leq C\|f\|_{L_\infty(\mathbb{R}^d)} \int_{t_2}^{t_1} \int_{\mathbb{R}^d} |q_d^{\alpha, \alpha+2} (t-s, y)| \, dy dt \\
\leq C\|f\|_{L_\infty(\mathbb{R}^{d+1})} \int_{t_2}^{t_1} (t-s)^{-2} \, dt.
\]
Thus, if $-\kappa(b) \leq t_2 < t_1 \leq \kappa(b),$
\[
\left| \int_{-\infty}^{-2\kappa(b)} \int_{\mathbb{R}^d} q_d^{\alpha, \alpha+2} (t-s, x-y) f(s, y) \, dt dy ds \right| \\
\leq C\|f\|_{L_\infty(\mathbb{R}^{d+1})} \left( \int_{t_2}^{t_1} (t-s)^{-2} \, ds dt \right) \\
\leq C\|f\|_{L_\infty(\mathbb{R}^{d+1})} \left( \int_{t_2}^{t_1} \frac{1}{\kappa(b)} \, dt \right) \leq C\|f\|_{L_\infty(\mathbb{R}^{d+1})}.
\]
This completes the proof. \qed
Lemma 5.8. Let $b > 0$, and $f \in C_c^\infty(\mathbb{R}^{d+1})$ have a support in $(-\infty, -2\kappa(b)) \times B_{2b}$. Then there is $C = C(\alpha, d, \kappa_1, \kappa_2, \delta, \ell, C_0, C_1, C_2)$ such that for any $(t, x_1), (t, x_2) \in Q_b$,
\[ \int_{Q_b} \int_{Q_b} |Lf(t, x_1) - Lf(t, x_2)| \, dx_1 \, dt \, dx_2 \, dt \leq C(\alpha, d, \kappa_1, \kappa_2, \delta, \ell, C_0) \|f\|_{L_\infty(\mathbb{R}^{d+1})}. \]

Proof. Like the previous lemma it is enough to show that
\[ |Lf(t, x_1) - Lf(t, x_2)| \leq C\|f\|_{L_\infty(\mathbb{R}^{d+1})}. \]
Recall $f(s, y) = 0$ if $s \geq -2\kappa(b)$ or $|y| \leq 2b$. Thus, if $t > -\kappa(b)$, by the fundamental theorem of calculus,
\[ |Lf(t, x_1) - Lf(t, x_2)| = \int_{\infty}^{-2\kappa(b)} \int_{|y| \geq 2b} (q_d^{\alpha+1}(t - s, x_1 - y) - q_d^{\alpha+1}(t - s, x_2 - y)) f(s, y) \, dy \, ds \]
\[ = \int_{\infty}^{-2\kappa(b)} \int_{|y| \geq 2b} \nabla_x q_d^{\alpha+1}(t - s, \lambda(x_1, x_2, u) - y) \cdot (x_1 - x_2) \, du \, f(s, y) \, dy \, ds, \]
where $\lambda(x_1, x_2, u) = ux_1 + (1 - u)x_2$. Since $x_1, x_2 \in B_b$ and $|y| \geq 2b$, we can check that $|\lambda(x_1, x_2, u) - y| \geq b$. Thus, by the change of variable $(\lambda(x_1, x_2, u) - y) \rightarrow y$,
\[ |Lf(t, x_1) - Lf(t, x_2)| \leq Cb\|f\|_{L_\infty(\mathbb{R}^{d+1})} \int_{\infty}^{-2\kappa(b)} \int_{|y| \geq b} |\nabla_x q_d^{\alpha+1}(t - s, y)| \, dy \, ds \]
\[ \leq Cb\|f\|_{L_\infty(\mathbb{R}^{d+1})} \int_{\kappa(b)}^{\infty} \int_{|y| \geq b} |q_d^{\alpha+1}(s, y)| \, dy \, ds. \]
Thus, by (5.5), we obtain the desired result. \qed

Lemma 5.9. Let $b > 0$, and $f \in C_c^\infty(\mathbb{R}^{d+1})$ have a support in $(-\infty, -2\kappa(b)) \times B_{3b}$. Then for any $(t, x) \in Q_b$
\[ \int_{Q_b} |Lf(t, x)| \, dx \, dt \leq C(\alpha, d, \kappa_1, \kappa_2, \delta, \ell, C_0, C_1, C_2) \|f\|_{L_\infty(\mathbb{R}^{d+1})}. \]

Proof. For $(t, x) \in Q_b$,
\[ |Lf(t, x)| \leq \int_{\infty}^{-2\kappa(b)} \int_{B_{3b}} |q_d^{\alpha+1}(t - s, x - y)| \, f(s, y) \, dy \, ds \]
\[ \leq C\|f\|_{L_\infty} \int_{\infty}^{-2\kappa(b)} \int_{B_{3b}} |q_d^{\alpha+1}(t - s, x - y)| \, dy \, ds \]
\[ \leq C\|f\|_{L_\infty} \int_{\kappa(b)}^{\infty} \int_{B_{3b}} |q_d^{\alpha+1}(s, y)| \, dy \, ds =: C\|f\|_{L_\infty}(I + II), \]
where
\[ I = \int_{\kappa(b)}^{\kappa(4b)} \int_{B_{3b}} |q_d^{\alpha+1}(s, y)| \, dy \, ds, \quad II = \int_{\kappa(4b)}^{\infty} \int_{B_{3b}} |q_d^{\alpha+1}(s, y)| \, dy \, ds. \]
By Corollary 4.3 (i) and the scaling properties of $\kappa$ or $\ell$
\[ I = \int_{\kappa(b)}^{\kappa(4b)} \int_{B_{3b}} |q_d^{\alpha+1}(s, y)| \, dy \, ds \leq C \int_{\kappa(b)}^{\kappa(4b)} s^{-1} \, ds \leq C \log \left( \frac{\kappa(4b)}{\kappa(b)} \right) \leq C \log (16). \]
By [5.9], we also have \( II \leq C \). Thus, \( I \) and \( II \) are bounded by a constant independent of \( b \). Hence, we have
\[
|Lf(t,x)| \leq C\|f\|_{L^\infty(\mathbb{R}^{d+1})},
\]
and the lemma is proved. □

**Corollary 5.10.** There is \( C = C(\alpha, d, \kappa_1, \kappa_2, \delta, \ell, C_0, C_1, C_2) \) such that for any \( f \in C^\infty(\mathbb{R}^{d+1}) \) and \( b > 0 \)
\[
\int_{Q_b} \int_{Q_b} |Lf(t,x) - Lf(s,y)| dtdyds \leq C\|f\|_{L^\infty(\mathbb{R}^{d+1})}.
\]

**Proof.** Take a function \( \eta = \eta(t) \in C^\infty(\mathbb{R}) \) such that \( 0 \leq \eta \leq 1, \eta = 1 \) on \((-\infty, -8\kappa(b)/3)\) and \( \eta(t) = 0 \) for \( t \geq -7\kappa(b)/3 \). Then for any \((t,x), (s,y)\)
\[
|Lf(t,x) - Lf(s,y)| \leq |Lf(t,x) - Lf(s,x)| + |Lf(s,x) - Lf(s,y)|
\]
\[
\leq \sum_{i=1}^{2} (|Lf_i(t,x) - Lf_i(s,x)| + |Lf_i(s,x) - Lf_i(s,y)|),
\]
where \( f_1 = f\eta \) and \( f_2 = f(1 - \eta) \). By Lemma 5.6 it is easy to see that
\[
\int_{Q_b} \int_{Q_b} (|Lf_2(t,x) - Lf_2(s,x)| + |Lf_2(s,x) - Lf_2(s,y)|) dtdyds
\]
\[
\leq 4 \int_{Q_b} |Lf_2(t,x)| dtdx \leq C\|f\|_{L^\infty(\mathbb{R}^{d+1})}.
\]

Note that due to Lemma 5.4
\[
\int_{Q_b} \int_{Q_b} |Lf_1(t,x) - Lf_1(s,x)| dtdyds \leq C\|f\|_{L^\infty(\mathbb{R}^{d+1})}.
\]

Hence, it only remains to consider \( |Lf_1(s,x) - Lf_1(s,y)| \). For this, take \( \zeta \in C^\infty_c(\mathbb{R}^d) \) such that \( 0 \leq \zeta \leq 1, \zeta = 1 \) on \( B_{7b/3} \) and \( \zeta = 0 \) outside of \( B_{5b/3} \). Then denoting \( f_3 = f_1(1 - \zeta) \), and \( f_4 = f_1\zeta \)
\[
|Lf_2(s,x) - Lf_2(s,y)| \leq \sum_{i=3}^{4} |Lf_i(s,x) - Lf_i(s,y)|
\]
Applying Lemma 5.8 and Lemma 5.9 to \( f_3 \) and \( f_4 \) respectively, we have
\[
\int_{Q_b} \int_{Q_b} |Lf_2(s,x) - Lf_2(s,y)| dtdyds \leq C\|f\|_{L^\infty(\mathbb{R}^{d+1})},
\]
and the corollary is proved. □

For locally integrable functions \( f \) on \( \mathbb{R}^{d+1} \), we define the BMO semi-norm of \( f \) on \( \mathbb{R}^{d+1} \) as
\[
\|f\|_{BMO(\mathbb{R}^{d+1})} = \sup_{Q} \int_{Q} |f(t,x) - f_Q| dt dx
\]
where \( f_Q = \int_{Q} f(t,x) dt dx \) and
\[
Q := \{Q_b(t_0,x_0) : b > 0, (t_0,x_0) \in \mathbb{R}^{d+1}\}.
\]

For measurable functions \( f \) on \( \mathbb{R}^{d+1} \), we define the sharp function
\[
f^\#(t,x) = \sup_{Q_b} \int_{Q_b} |f(s,y) - f_Q| ds dy,
\]
where the supremum is taken over all $Q_b(r, z) \in \mathbb{Q}$ containing $(t, x)$.

**Theorem 5.11** (Fefferman-Stein Theorem). For any $1 < p < \infty$, and $f \in L_p(\mathbb{R}^{d+1})$,

$$C^{-1} \| f \|_{L_p(\mathbb{R}^{d+1})} \leq \| f \|_{L_\infty(\mathbb{R}^{d+1})} \leq C \| f \|_{L_p(\mathbb{R}^{d+1})},$$

where $C > 1$ depends on $\alpha, d, p, \kappa_1, \kappa_2$.

**Proof.** See [28, Theorem I.3.1, Theorem IV.2.2]. We only remark that due to (2.17), the balls $Q_b(s, y)$ satisfy the conditions (i)–(iv) in [28, Section 1.1].

Recall that linear operators $L$ is given by

$$Lf(t, x) = \lim_{\varepsilon \downarrow 0} \int_{-\infty}^{t-\varepsilon} \left( \int_{\mathbb{R}^d} q^{n, \alpha+1}_d(t-s, x-y) f(s, y) dy \right) ds,$$

The following theorem is our main result in this section. The proof is quite standard.

**Theorem 5.12.** (i) For any $f \in L_2(\mathbb{R}^{d+1}) \cap L_\infty(\mathbb{R}^{d+1})$,

$$\| Lf \|_{BMO(\mathbb{R}^{d+1})} \leq C(\alpha, d, \kappa_1, \kappa_2, \delta, \ell, C_0, C_1, C_2) \| f \|_{L_\infty(\mathbb{R}^{d+1})}.$$

(ii) For any $p, q \in (1, \infty)$ and $f \in C^\infty_c(\mathbb{R}^{d+1})$,

$$\| Lf \|_{L_q(\mathbb{R}; L_p(\mathbb{R}^d))} \leq C(\alpha, d, p, q, \kappa_1, \kappa_2, \delta, \ell, C_0, C_1, C_2) \| f \|_{L_q(\mathbb{R}; L_p(\mathbb{R}^d))}.$$

**Proof.** If $L_X = -\phi(-\Delta)$ for Bernstein function $\phi$ satisfying (1.4), then the theorem is a direct consequence of [16, Theorem 4.10]. Since we have all the necessary results (i.e. Corollary 4.4 and Corollary 5.10) we can prove theorem by following the proof of [16, Theorem 4.10].

6. **Proof of Theorem 2.13**

In this section, we will prove Theorem 2.13.

**Proof of Theorem 2.13** Due to Lemma 2.4, it suffices to prove case $\gamma = 0$.

**Step 1 (Existence and estimation of solution).**

First assume $f \in C^\infty_c(\mathbb{R}^{d+1})$, and let $u(t, x)$ be a function with representation (5.2). Using Remark 2.3 and the integrability of $q^{n, \alpha}_d$, we can easily check $D^\alpha u$, $LD^\alpha u \in C([0, T]; L_p)$, and thus $u \in C^\infty(\mathbb{R}; L_p(\mathbb{R}^d))$. Also, by Lemma 5.1, $u$ satisfies equation (3.2) with $u(0, \cdot) = 0$.

Now we show estimation (2.29) and (2.30). Take $\eta_k = \eta_k(t) \in C^\infty(\mathbb{R})$ such that $0 \leq \eta_k \leq 1$, $\eta_k(t) = 1$ for $t \leq T + 1/k$ and $\eta_k(t) = 0$ for $t > T + 2/k$. Since $f\eta_k \in L_q(\mathbb{R}; L_p(\mathbb{R}^d))$, and $f(t) = f\eta_k(t)$ for $t \leq T$, By Theorem 5.12 (ii), we have

$$\| L u \|_{L_{q,p}(T)} = \| L f \|_{L_{q,p}(T)} = \| L(f\eta_k) \|_{L_{q,p}(T)} \leq \| L(f\eta_k) \|_{L_q(\mathbb{R}; L_p(\mathbb{R}^d))} \leq C \| f \|_{L_q(\mathbb{R}; L_p(\mathbb{R}^d))}.$$

Hence, by the dominated convergence theorem, taking $k \to \infty$, we have

$$\| L u \|_{L_{q,p}(T)} \leq C \| f \|_{L_{q,p}(T)}.$$

Also, by Corollary 4.4 and Minkowski’s inequality, we can easily check that

$$\| u \|_{L_{q,p}(T)} \leq C(\gamma) \| f \|_{L_{q,p}(T)}.$$

Therefore, using the above inequalities and (2.8) we prove estimation (2.29) and (2.30). For general $f$, we take a sequence of functions $f_n \in C^\infty_c(\mathbb{R}^{d+1})$ such that $f_n \to f$ in $L_{q,p}(T)$. Let $u_n$ denote the solution with representation (5.2) with $f_n$
Lemma 5.1, \( C_u \)

**Step 1**

In the following.

\( u(2.28) \) and estimation \( (2.29) \) and \( (2.30) \) also holds for \( u \).

Since \( \ell \) (Uniqueness of solution).

**Step 2**

in place of \( f \) is

\( (2.29) \) applied to \( u_m - u_n \) shows that \( u_n \) is a Cauchy sequence in \( \mathbb{H}^{q,p,2}(T) \). By taking \( u \) as the limit of \( u_n \) in \( \mathbb{H}^{q,p,2}(T) \), we find that \( u \) satisfies \( (2.28) \) and estimation \( (2.29) \) and \( (2.30) \) also holds for \( u \).

**Step 2 (Uniqueness of solution).**

Let \( u \in \mathbb{H}^{q,p,2}(T) \) be a solution to equation \( (2.28) \) with \( f = 0 \). Take \( u_n \in C_c^\infty (\mathbb{R}^{d+1}_+) \) which converges to \( u \) in \( \mathbb{H}^{q,p,2}(T) \), and let \( f_n := \partial^\alpha u_n - Lu_n \). Then by Lemma 5.1, \( u_n \) satisfies representation \( (5.2) \) with \( f_n \). Hence, by the argument in \( \text{Step 1} \), we have

\[
\|u_n\|_{\mathbb{H}^{q,p,2}(T)} \leq C(T) \leq \|f_n\|_{L^q,p(T)}.
\]

Since \( f_n = \partial^\alpha u_n - Lu_n \) converges to 0 due to the choice of \( u_n \), we conclude that \( u = 0 \) in \( \mathbb{H}^{q,p,2}(T) \). The theorem is proved.

\[\square\]

7. **FURTHER DISCUSSIONS**

The purpose of this section is to handle the case \( \ell = \ell_d \) depends on \( d \). A typical example is \( \mathcal{L} = -\log (1 - \Delta) \). In this case, the corresponding jumping kernel \( j_d \) satisfies

\[
j_d(r) \asymp r^{-d}\ell_d(r^{-1}) \quad \text{for } r > 0,
\]

where

\[
\ell_d(r) := r^{(1-d)/2}e^{-r^{-1}} + e^{-r}1_{r \geq 1}(7.1)
\]

(see \[27\]). To handle operators whose jump intensity \( \ell_d \) depend on \( d \), we impose the following.

**Assumption 7.1.**

(i) The function \(-\frac{1}{r} \left( \frac{d}{r^d} j_d \right) (r) \) is decreasing and there exist continuous functions \( \ell_d \) and \( \ell_{d+2} \) such that

\[
\kappa_1 r^{-d}\ell_d(r^{-1}) \leq j_d(r) \leq \kappa_2 r^{-d}\ell_d(r^{-1}) \quad \text{for } r > 0,
\]

and

\[
\kappa_1 r^{-d-2}\ell_{d+2}(r^{-1}) \leq \frac{1}{r} \frac{d}{r^d} j_d(r) \leq \kappa_2 r^{-d-2}\ell_{d+2}(r^{-1}) \quad \text{for } r > 0. (7.3)
\]

Moreover, \( \ell_d \) and \( \ell_{d+2} \) satisfy \( (2.12) \) and lim sup \( r \to \infty (\ell_d(r) \lor \ell_{d+2}(r)) < \infty \).

(ii) \( h_d \) satisfies \( (2.13) \) with \( \delta_1 > 0 \) and \( \delta_2 > 0 \) and \( K_d(r) \asymp K_{d+2}(r) \), \( h_d(r) \asymp h_{d+2}(r) \) for \( r > 0 \), where \( K_{d+i} \) and \( h_{d+i} \) are define as in \( (2.14) \) with \( \ell_{d+i} \) (i = 0, 2).

**Remark 7.2.**

(i) When the given process \( X_t \) is a subordinate Brownian motion, then \( (7.2) \) implies \( (7.3) \). See Remark 2.8 (v).

(ii) It is easy to see that \( \ell_d(r) = r^{(1-d)/2}e^{-r^{-1}} + e^{-r}1_{r \geq 1} \) from \( (7.1) \) satisfies \( (2.12) \) with \( \delta_1 = \delta_2 = 0 \). Also, we can check that (recall \( (2.16) \))

\[
K_d(r) \asymp (1 \lor r^{-2}) \asymp K_{d+2}(r), \quad h_d(r) \asymp (1 + r^{-2}) \asymp h_{d+2}(r) \quad \text{for } r > 0.
\]

In this case, the corresponding process \( X_t \) is a subordinate Brownian motion since \( \phi(r) = \log (1 + r) \) is a Bernstein function. Hence, Assumption \( 7.1 \) holds with \( \ell_d(r) = r^{(1-d)/2}e^{-r^{-1}} + e^{-r}1_{r \geq 1} \).

(iii) If \( \limsup_{r \to \infty} \ell(r) = \infty \), then by Proposition 8.2 (ii) we have

\[
p_d(t, x) \leq c_2 t \frac{K(\theta_{\alpha\theta}(\|x\|, t))}{[\theta_{\alpha\theta}(\|x\|, t)]^d} \exp (-b_2 t \theta(\theta_{\alpha\theta}(\|x\|, t)))
\]
In this case \( \theta_{a_0}(r,t) = r \vee (\ell_1^{-1}(a_0/t))^{-1} \) may depend on \( d \), and we need additional assumption to follow our approach.

**Theorem 7.3.** Let \( \alpha \in (0,1) \), \( p,q \in (1,\infty) \), \( q' = q/(q-1) \), \( \gamma \in \mathbb{R} \), and \( T \in (0,\infty) \). Suppose Assumption \( 7.1 \) holds. Then for any \( f \in H^{\psi,\gamma}_{q,p}(T) \), the equation

\[
\partial_t^\alpha u = Lu + f, \quad t > 0; \quad u(0,\cdot) = 0
\]

has a unique solution \( u \) in the class \( H^{\alpha,\psi,\gamma+2}_{q,p,0}(T) \), and for the solution \( u \) it holds that

\[
\| u \|_{H^{\alpha,\psi,\gamma+2}_{q,p,0}(T)} \leq C \| f \|_{H^{\psi,\gamma}_{q,p}(T)},
\]

where \( C > 0 \) depends only on \( \alpha,d,\kappa_1,\kappa_2,p,q,\gamma,\ell,C_0,C_1,C_2,T, \) and \( \delta \). Furthermore, we have

\[
\| Lu \|_{H^{\psi,\gamma}_{q,p}(T)} \leq C \| f \|_{H^{\psi,\gamma}_{q,p}(T)},
\]

where \( C > 0 \) depends only on \( \alpha,d,\kappa_1,\kappa_2,p,q,\gamma,\ell,C_0,C_1,C_2, \) and \( \delta \).

**Proof.** Under Assumption \( 7.1 \) (i) we have Proposition \( 3.2 \) (i) and Lemma \( 3.4 \). Also, by Assumption \( 7.1 \) (ii) we may assume that \( K \) and \( h \) are independent of \( d \). Hence, by following the argument in Section 3, Section 4 and Section 5 we obtain the theorem. \( \square \)

**Appendix A. Appendix**

**Lemma A.1.**

(i) Suppose that \( \ell_1 \in G \) and let \( \ell_2 \) be a function which satisfies \( \ell_2 \in (a,b) \) for some \( 0 < a < b < \infty \). Then \( \ell_1 \ell_2 \in G \).

(ii) Suppose \( \ell \in G \). Then for any \( b > 0 \), \( r \mapsto \ell(r^b) \) belongs to \( G \).

(iii) Let \( \ell_1 \in G \) and \( \ell_2 \) be an increasing function satisfying \( \ell_2 \geq c \) on \([1,\infty) \) for some \( c > 0 \). Then, \( \ell_1/\ell_2 \in G \).

(iv) Let \( \ell_1(r) = \log(1+r) \) and let \( \ell_{k+1} = \ell_k \circ \ell_1(r) \) for \( k \in \mathbb{N} \). Then for any \( n \in \mathbb{N} \), \( k_1,\ldots,k_n \in \mathbb{N} \) and \( b_1,\ldots,b_n > 0 \) we have

\[
\Lambda(r) = \prod_{i=1}^n (\ell_{k_i}(r))^{b_i} \in G.
\]

(v) For \( b \in (0,1/2) \), \( \ell(r) = (e^{(\log(1+r))^b} - 1) \in G \).

**Proof.** (i)&(ii) Trivial.

(iii) Let \( \ell = \ell_1/\ell_2 \). Using that \( \ell_2 \geq c, \ell_1 \in G \), we see that for any \( a > 0 \)

\[
\sup_{r > 1} \int_1^r \frac{\ell_1(s)}{s\ell_2(s)} ds \cdot \exp \left( -a(\frac{\ell_2(r)}{\ell_1(r)}) \int_1^r \frac{\ell_1(s)}{s\ell_2(s)} ds \right)
\]

\[
\leq \sup_{r > 1} \frac{1}{c} \int_1^r \frac{\ell_1(s)}{s} ds \cdot \exp \left( -a \int_1^r \frac{\ell_1(s)}{s} ds \right) \leq C.
\]

(iv) Let \( \tilde{\Lambda} = (\ell_1)^2 \Lambda \). Then \( \tilde{\Lambda}(r) = \prod_{i=1}^{n+1} (\ell_{k_i}(r))^{b_i} \), and we may set \( k_1 = 1, b_1 = 2 \). If we show that \( \tilde{\Lambda} \in G \), then due to (iii), it follows that \( \Lambda \in G \). Thus we will show that \( \tilde{\Lambda} \in G \). Set \( \ell_0(s) = s \). By using the change of variable,

\[
\int_1^r \frac{\ell_1(s)}{s} ds \approx \int_{\log 2}^{\log(1+r)} \prod_{i=1}^{n+1} (\ell_{k_i-1}(s))^{b_i} ds.
\]
It is easy to see that
\[
\int_{\log 2}^{\log (1+r)} \prod_{i=1}^{n+1} \ell_{k_i-1}(s)^{b_i} \, ds \leq C \log (1+r) \tilde{\Lambda}(r).
\]
Moreover, by the integration by parts and \(((\ell_{k_i-1})^{b_i})'(s) \leq C(b_i, k_i),
\[
\int_{\log 2}^{\log (1+r)} \prod_{i=1}^{n+1} \ell_{k_i-1}(s)^{b_i} \, ds
\]
\[
= \log (1 + r) \tilde{\Lambda}(r) - \log 2 \tilde{\Lambda}(1) - \int_{\log 2}^{\log (1+r)} \left( \prod_{i=1}^{n+1} \ell_{k_i-1}(s)^{b_i} \right)'(s) \, s \, ds
\]
\[
\geq \log (1 + r) \tilde{\Lambda}(r) - \log 2 \tilde{\Lambda}(1) - C \int_{\log 2}^{\log (1+r)} s \, ds
\]
\[
\geq \log (1 + r) \tilde{\Lambda}(r) - \log 2 \tilde{\Lambda}(1) - C(\log (1 + r))^2.
\]
Since \(k_1 = 1\) and \(b_1 = 2\) (for \(\tilde{\Lambda}\)), there exists \(M > 1\) such that
\[
\int_{1}^{r} \tilde{\Lambda}(s) s^{-1} \, ds \geq \frac{1}{2} \log (1 + r) \tilde{\Lambda}(r), \quad \text{for } r > M.
\]
Thus, we have
\[
\sup_{r > M} \int_{1}^{r} \tilde{\Lambda}(s) s \, ds \cdot \exp \left( - \frac{a}{\tilde{\Lambda}(r)} \int_{1}^{r} \tilde{\Lambda}(s) \, ds \right)
\]
\[
\leq C \sup_{r > M} \log (1 + r) \tilde{\Lambda}(r) \cdot \exp (-c \log (1 + r)) \leq C.
\]
The above inequality implies that \(\Lambda \in \mathcal{G}\) since it is bounded on \((1, M]\).

(v) By the change of variable, we have
\[
\int_{1}^{r} \ell(s) s^{-1} \, ds \asymp \int_{\log 2}^{\log (1+r)} (e^{sb} - 1) \, ds \leq C e^{((\log (1+r))^b) \log (1+r)}.
\]
Also, by the integration by parts, we obtain
\[
\int_{\log 2}^{\log (1+r)} (e^{sb} - 1) \, ds = \ell(r) \log (1 + r) - \ell(1) \log 2 - b \int_{\log 2}^{\log (1+r)} s^b e^{sb} \, ds
\]
\[
\geq \ell(r) \log (1 + r) - \ell(1) \log 2
\]
\[
- b(\log (1 + r))^b \int_{\log 2}^{\log (1+r)} (e^{sb} - 1) \, ds - b(\log (1 + r))^{b+1}.
\]
This shows that there exists \(M > 1\) such that for \(r > M\)
\[
\frac{1}{\ell(r)} \int_{\log 2}^{\log (1+r)} (e^{sb} - 1) \, ds \geq (\log (1 + r))^{1-b} - C.
\]
Hence, we have (recall that \(b \in (0, 1/2)\))
\[
\sup_{r > M} \int_{1}^{r} \frac{\ell(s)}{s} \, ds \cdot \exp \left( - \frac{a}{\ell(r)} \int_{1}^{r} \frac{\ell(s)}{s} \, ds \right)
\]
\[
\leq C \sup_{r > M} \left( e^{((\log (1+r))^b) \log (1+r) e^{(-c(\log (1+r))^{1-b})}} \right) \leq C.
\]
Thus \(\ell \in \mathcal{G}\). The lemma is proved. \(\square\)
Lemma A.2. Let \( f : (0, \infty) \to (0, \infty) \) be an increasing continuous function satisfying \( \sup_{0 < r < 1} f(r) < \infty, \lim_{r \to \infty} f(r) = \infty \) and

\[
\frac{f(R)}{f(r)} \leq c_1 \left( \frac{R}{r} \right) ^\delta \quad \text{for } 1 \leq r \leq R < \infty
\]

for some \( c_1, \delta > 0 \). Then there is a strictly increasing continuous function \( \tilde{f} : (0, \infty) \to (0, \infty) \) satisfying

\[
f(r) \leq \tilde{f}(r) \leq Cf(r) \quad \text{for } r > 0,
\]

where the constant \( C \) does not depend on \( r \).

Proof. We prove the lemma by constructing \( \tilde{f} \). Extend \( f \) to \( \mathbb{R}_+ \cup \{0\} \) by

\[
f(0) = \lim_{r \downarrow 0} f(r).
\]

Now let \( A = \{ r \geq 0 : \exists s \geq 0, s \neq r \text{ such that } f(r) = f(s) \} \). Then, we can check that \( A = \bigcup_{k=1}^\infty [r_k, l_k] \), where \( [r_k, l_k] \) are pairwise disjoint closed intervals.

Case 1. Assume that \( f(0) = 0 \) or \( f(r) \) is strictly increasing for \( r \leq 1 \). Then, there is a positive number \( a > 0 \) such that \( A \subset [0, a)^c \). Note that for \( [r_k, l_k] \) we can choose \( \varepsilon_k \) in \( (0, 1) \) such that \( [l_k, l_k + \varepsilon_k] \subset A^c \). Now define \( \tilde{f}_k \) on \( [r_k, l_k + \varepsilon_k] \) as

\[
\tilde{f}_k(r) = \frac{f(l_k + \varepsilon_k) - f(r_k)}{l_k + \varepsilon_k - r_k} (r - r_k) + f(r_k).
\]

Then \( \tilde{f}_k \) is continuous, strictly increasing on \( [r_k, l_k + \varepsilon_k] \) and it satisfies \( \tilde{f}_k(r_k) = f(r_k) \), and \( \tilde{f}_k(l_k + \varepsilon_k) = f(l_k + \varepsilon_k) \). Moreover, on \( [r_k, l_k + \varepsilon_k] \), \( \tilde{f}_k \) satisfies

\[
1 \leq \frac{\tilde{f}_k(r)}{f(r)} \leq \frac{f(l_k + \varepsilon_k)}{f(r_k)} \leq c_1 \left( \frac{l_k + \varepsilon_k}{l_k} \right) ^\delta \leq C(a)
\]

since \( f(r_k) = f(l_k), l_k > r_k > a \). Now define \( \hat{A} = \bigcup_{k=1}^\infty [r_k, l_k + \varepsilon_k] \) and

\[
\tilde{f}(r) = 1_{\hat{A}}(r) f(r) + \sum_{k=1}^\infty 1_{[r_k, l_k + \varepsilon_k]} \tilde{f}_k(r).
\]

Then \( \tilde{f} \) is a desired function.

Case 2. Now assume that \( f(0) \neq 0 \) and \( f(r) \) is not strictly increasing for \( r \leq 1 \). Then there exists \( b \geq 1 \) such that \([0, b] = [r_1, l_1] \). Take \( \varepsilon_1 \) and \( \tilde{f}_1 \) for \([r_1, l_1] \) corresponding to \( \varepsilon_k \) and \( f_k \) in above case. Then on \([r_1, l_1] \), we have

\[
1 \leq \frac{\tilde{f}_1(r)}{f(r)} \leq \frac{f(b + \varepsilon_1)}{f(0)} \leq c_1 \left( \frac{b + \varepsilon_1}{b} \right) ^\delta \leq C(b)
\]

since \( f(0) = f(b) > 0 \). For other \( k \), we have the same result by following Case 1.

Hence, by taking \( \tilde{f} \) as in (A.1), the lemma is proved.  \( \square \)

Lemma A.3. Let \( f : (0, \infty) \to (0, \infty) \) be a strictly increasing continuous function and \( f^{-1} \) be its inverse. Suppose that there exist \( c, \gamma > 0 \) such that \( (f(R)/f(r)) \leq c(R/r)^\gamma \) for \( 0 < r \leq R < \infty \). Then, for any \( k > 0 \), there exists \( C > 0 \) such that for any \( b > 0 \)

\[
\int_{(f(b^{-1}))^{-1}}^{\infty} s^{-1} f^{-1}(s^{-1})^k ds \leq C b^{-k}.
\]
Lemma A.5. By the change of variable and Fubini’s theorem and Lemma A.3, we see that
\[ \frac{f(b^{-1})}{s^{-1}} \leq c \left( \frac{b^{-1}}{f^{-1}(s^{-1})} \right)^{\gamma} \text{ for } s > (f(b^{-1}))^{-1}. \]

Thus,
\[ \int_{(f(b^{-1}))^{-1}}^{\infty} \frac{s^{-1}}{f^{-1}(s^{-1})} ds \leq C b^{-k} (f(b^{-1}))^{-k/\gamma} \int_{(f(b^{-1}))^{-1}}^{\infty} s^{-1-k/\gamma} ds = C b^{-k}. \]

\[ \square \]

We use the following lemma with \( f(r) = h(r^{-1}) \). Note that by using (2.17), one can check that \( h(r^{-1}) \) is a strictly increasing function satisfying \( h(R^{-1}) \leq c(R/r)^2 h(r^{-1}) \) for any \( 0 < r < R \).

Lemma A.4. Let \( f : (0, \infty) \to (0, \infty) \) be a strictly increasing function and \( f^{-1} \) be its inverse. Suppose that there exist \( c, \gamma > 0 \) such that \((f(R)/f(r)) \leq c(R/r)^{\gamma} \) for \( 0 < r \leq R < \infty \). Then, there exists \( C > 0 \) such that for any \( b > 0 \)
\[ \int_{(f(b^{-1}))^{-1/\alpha}}^{\infty} \int_{b \leq |y| \leq (f^{-1}(s^{-\alpha}))^{-1}} \int_{(f(|y|^{-1})^{-1}}^{2s^{\alpha}} (f^{-1}(r^{-1}))^{d+1}s^{-\alpha-1} drdyds \leq C b^{-1}. \]

Proof. By the change of variable and Fubini’s theorem and Lemma A.3
\[ \int_{(f(b^{-1}))^{-1/\alpha}}^{\infty} \int_{b \leq |y| \leq (f^{-1}(s^{-\alpha}))^{-1}} \int_{(f(|y|^{-1})^{-1}}^{2s^{\alpha}} (f^{-1}(r^{-1}))^{d+1}s^{-\alpha-1} drdyds \]
\[ \leq \int_{(f(b^{-1}))^{-1/\alpha}}^{\infty} \int_{(f(|y|^{-1})^{-1}}^{2s^{\alpha}} (f^{-1}(r^{-1}))^{d+1}s^{-\alpha-1} ddrds \]
\[ \leq \int_{(f(b^{-1}))^{-1/\alpha}}^{\infty} \int_{(f(b^{-1}))^{-1}}^{2s^{\alpha}} (f^{-1}(r^{-1}))^{d+1}s^{-\alpha-1} drds \]
\[ \leq \int_{(f(b^{-1}))^{-1/\alpha}}^{\infty} f^{-1}(r^{-1})s^{-\alpha-1} drds \]
\[ \leq \int_{(f(b^{-1}))^{-1}}^{\infty} f^{-1}(r^{-1})s^{-\alpha-1} dr \leq C b^{-1}. \]

\[ \square \]

Lemma A.5. Let \( \alpha \in (0, 1) \). Suppose the function \( \ell \) satisfies Assumption (2.17) (i) let \( \kappa(b) = (h(b))^{-1/\alpha} \) and let \( t_1 > 0 \) be taken from Lemma A.7. Then, there exists \( C > 0 \) depending only on \( \alpha, \kappa_1, \kappa_2, d, \ell, C_0, C_1, C_2, \) and \( \delta \) such that for any \( b > 0 \)
\[ \int_{\kappa(b)}^{\infty} \int_{b \leq |y| \leq h^{-1}(s^{-\alpha})} \int_{0}^{t_1} |D_x p_d(r, y)||\varphi_{\alpha, \alpha+1}(s, r)| drdyds \leq C b^{-1}, \]
\[ \int_{\kappa(4b)}^{\infty} \int_{|y| \leq 4b} \int_{0}^{t_1} p_d(r, y)||\varphi_{\alpha, \alpha+1}(s, r)| drdyds \leq C. \]
Proof. By \([2.19], [2.20]\), Proposition \(3.2\) (i), \((4.2)\) and \((4.3)\),
\[
\int_{\kappa(b)}^{\infty} \int_{b \leq |y| \leq h^{-1}(s^{-\alpha})} \int_{0}^{t_1} \left| D_x p_d(r, y) \right| |\varphi_{\alpha, \alpha+1}(s, r)| \, dr \, dy \, ds \\
\leq \int_{\kappa(b)}^{\infty} \int_{b}^{h^{-1}(s^{-\alpha})} \int_{0}^{\infty} rK(r)\rho^{-2} e^{-Crh(r)} s^{-\alpha-1} \, dr \, dpds \\
\leq C \int_{\kappa(h(b))^{-1/\alpha}}^{\infty} \int_{b}^{h^{-1}(s^{-\alpha})} \rho^{-2} \frac{1}{h(\rho)} s^{-\alpha-1} \, dp \, ds,
\]
where we used the relations \(se^{-s} \leq Ce^{-s/2} (s > 0)\) and \(K(\rho) \leq h(\rho)\) for the last inequality. By Fubini’s theorem we have
\[
\int_{\kappa(b)}^{\infty} \int_{b \leq |y| \leq h^{-1}(s^{-\alpha})} \int_{0}^{t_1} \left| D_x p_d(r, y) \right| |\varphi_{\alpha, \alpha+1}(s, r)| \, dr \, dy \, ds \\
\leq C \int_{\kappa(h(b))^{-1/\alpha}}^{\infty} \int_{b}^{h^{-1}(s^{-\alpha})} \rho^{-2} \frac{1}{h(\rho)} s^{-\alpha-1} \, dp \, ds
\]
which shows \((A.2)\).

Now we prove \((A.3)\). Using Proposition \(3.2\) (i), \((4.2)\) and \((4.3)\), we see that
\[
\int_{\kappa(4b)}^{\infty} \int_{|y| \leq 4b} \int_{0}^{t_1} p_d(r, y) \varphi_{\alpha, \alpha+1}(s, r) \, dr \, dy \, ds \\
\leq C \int_{\kappa(4b)}^{\infty} \int_{0}^{4b} \int_{0}^{\infty} rK(\rho)\rho^{-1} e^{-C^{-1}rh(\rho)} s^{-\alpha-1} \, dr \, dpds \\
\leq C \int_{\kappa(4b)}^{\infty} \int_{0}^{\infty} \int_{\mathbb{R}^d} rK(|y|)|y|^{-d} e^{-C^{-1}rh(|y|)} e^{-C^{-1}rh(4b)} s^{-\alpha-1} \, dy \, drds \tag{A.5} \\
\leq C \int_{\kappa(4b)}^{\infty} \int_{0}^{\infty} e^{-C^{-1}rh(4b)/2} s^{-\alpha-1} \, drds \\
\leq C \int_{\kappa(h(4b))^{-1/\alpha}}^{\infty} (h(4b))^{-1} s^{-\alpha-1} \, ds \leq C,
\]
where for the third inequality we use Lemma \(3.3\) (i). \(\square\)

The following lemma is counter part of Lemma \(A.5\). The proof is more delicate than that of Lemma \(A.5\) due to the fact that \(h(r)\) and \(\ell(r^{-1})\) may not be comparable for \(0 < r \leq 1\).

**Lemma A.6.** Let \(\alpha \in (0, 1)\). Suppose the function \(\ell\) satisfies Assumption \(2.11\) (ii)–(ii). Let \(\kappa(b) = (h(b))^{-1/\alpha}\) and let \(t_1 > 0\) be taken from Lemma \(3.4\). Then, there exists \(C > 0\) depending only on \(\alpha, \kappa_1, \kappa_2, d, \ell, C_0, C_1, C_2,\) and \(\delta\) such that for any \(b > 0\)
\[
\int_{\kappa(b)}^{\infty} \int_{b \leq |y| \leq h^{-1}(s^{-\alpha})} \int_{0}^{t_1} \left| D_x p_d(r, y) \right| |\varphi_{\alpha, \alpha+1}(s, r)| \, dr \, dy \, ds \leq Cb^{-1}, \tag{A.6} \\
\int_{\kappa(4b)}^{\infty} \int_{|y| \leq 4b} \int_{0}^{t_1} p_d(r, y) |\varphi_{\alpha, \alpha+1}(s, r)| \, dr \, dy \, ds \leq C. \tag{A.7}
\]
Proof. Note that \( p(t,0) \) is well-defined on \((0,t_1)\). We first show (A.7). We split the integral into two parts.

\[
\int_{\kappa(4b)}^{\infty} \int_{|y| \leq 4b} \int_0^{t_1} p_d(r,y) |\varphi_{\alpha,\alpha+1}(s,r)| dr dy ds
\]

\[
\leq \int_{\kappa(4b)}^{\infty} \int_{|y| \leq 4b} \int_0^{a_0(\ell^*(|y|^{-1})^{-1})} p_d(r,y) |\varphi_{\alpha,\alpha+1}(s,r)| dr dy ds
\]

\[
+ \int_{\kappa(4b)}^{\infty} \int_{|y| \leq 4b} 1_{a_0(\ell^*(|y|^{-1})^{-1}) \leq t_1} \int_{a_0(\ell^*(|y|^{-1})^{-1})}^{t_1} p_d(r,y) |\varphi_{\alpha,\alpha+1}(s,r)| dr dy ds
\]

\[
= I + II.
\]

We can obtain \( I \leq C \) by using Proposition 3.2 (ii) and the same argument in the proof of (A.3) (see (A.5)). Thus, we will show \( II \leq C \) for some constant \( C \) for the rest of the proof of (A.7). Observe that

\[
II \leq \int_{\kappa(4b)}^{\infty} \int_{|y| \leq 4b} \int_0^{a_0(\ell^*(|y|^{-1})^{-1})} p_d(r,0) |\varphi_{\alpha,\alpha+1}(s,r)| dr dy ds
\]

\[
\leq \int_{\kappa(4b)}^{\infty} \int_{|y| \leq 4b} \int_0^{a_0(\ell^*((4b)^{-1})^{-1})} p_d(r,0) |\varphi_{\alpha,\alpha+1}(s,r)| dr dy ds
\]

\[
+ \int_{\kappa(4b)}^{\infty} \int_{|y| \leq 4b} 1_{a_0(\ell^*((4b)^{-1})^{-1}) \leq t_1} \int_{a_0(\ell^*((4b)^{-1})^{-1})}^{t_1} p_d(r,0) |\varphi_{\alpha,\alpha+1}(s,r)| dr dy ds
\]

\[
= II_1 + II_2.
\]

Since \( r \mapsto h(r) \) is decreasing, we see that \( h((\ell^{-1}(a_0/r))^{-1}) \geq h(4b) \) for \( r \leq a_0(\ell^*((4b)^{-1})^{-1})^{-1} \). Hence, by Proposition 3.2 (ii) and Fubini’s theorem

\[
II_1 = \int_{\kappa(4b)}^{\infty} \int_0^{4b} \int_0^{a_0(\ell^*((4b)^{-1})^{-1})} ((\ell^{-1}(a_0/r))^d e^{-crh((\ell^{-1}(a_0/r))^{-1})} s^{-\alpha-1} \rho^{-d-1} dr ds \]

\[
\leq \int_{\kappa(4b)}^{\infty} \int_0^{a_0(\ell^*((4b)^{-1})^{-1})} \int_0^{(\ell^{-1}(a_0/r))^{-1}} ((\ell^{-1}(a_0/r))^d e^{-crh(4b)} s^{-\alpha-1} \rho^{-d-1} d\rho dr ds
\]

\[
\leq C \int_{\kappa(4b)}^{\infty} \frac{1}{h(4b)} s^{-\alpha-1} ds \leq C.
\]

Also for \( II_2 \), by using Proposition 3.2 (ii) and relation \( K \leq h \) and \( se^{-s} \leq ce^{-s/2} \), we have

\[
II_2 \leq Cb^d \int_{\kappa(4b)}^{\infty} \int_0^{\ell^*_1} p_d(a_0(\ell^*((4b)^{-1})^{-1}),0) s^{-\alpha-1} dr ds
\]

\[
\leq Cb^d \int_{\kappa(4b)}^{\infty} \int_0^{\ell^*_1} b^d ((\ell^*(|y|^{-1})^{-1})^{-1} K(4b) e^{-c\rho h(4b)} s^{-\alpha-1} dr ds
\]

\[
\leq C \int_{\kappa(4b)}^{\infty} e^{-c\rho h(4b)} s^{-\alpha-1} dr ds
\]

\[
\leq Ch(4b) e^{-c\rho h(4b)} s^{-\alpha-1} \leq Ch(4b) e^{-c\rho h(4b)} s^{-\alpha-1} \leq C.
\]
Thus, we obtain $II \leq C$.

Now, we show (A.6). First, we see that

\[
\int_{\kappa(b)}^{\infty} \int_{b \leq |y| \leq h^{-1}(s - \alpha)} \int_{0}^{t_1} |D_x p_d(r, y)| \varphi_{\alpha, \alpha + 1}(s, r) \, dr \, dy \, ds \\
\leq \int_{\kappa(b)}^{\infty} \int_{b \leq |y| \leq h^{-1}(s - \alpha)} III(s, y) + 1_{a_0(t^*(|y|^{-1}))^{-1} \leq t_1} IV(s, y) \, dy \, ds,
\]

where

\[
III(s, y) = \int_{0}^{a_0(t^*(|y|^{-1}))^{-1}} |D_x p_d(r, y)| \varphi_{\alpha, \alpha + 1}(s, r) \, dr,
\]

\[
IV(s, y) = \int_{a_0(t^*(|y|^{-1}))^{-1}}^{t_1} |D_x p_d(r, y)| \varphi_{\alpha, \alpha + 1}(s, r) \, dr.
\]

Like (A.4), we have

\[
\int_{\kappa(b)}^{\infty} \int_{b \leq |y| \leq h^{-1}(s - \alpha)} III(s, y) \, dy \, ds \\
\leq C \int_{\kappa(b)}^{\infty} \int_{b}^{h^{-1}(s - \alpha)} \int_{0}^{\infty} \rho^{-2} e^{-crh(\rho)} s^{-\alpha - 1} \, dr \, ds \, dy \\
\leq C \int_{b}^{\infty} \int_{(h(\rho))^{-1/\alpha}}^{\infty} \int_{0}^{\infty} \rho^{-2} e^{-crh(\rho)} s^{-\alpha - 1} \, dr \, ds \\
\leq C \int_{b}^{\infty} \int_{(h(\rho))^{-1/\alpha}}^{\infty} \frac{1}{h(\rho)} \rho^{-2} s^{-\alpha - 1} \, ds \, d\rho \leq C \int_{b}^{\infty} \rho^{-2} d\rho \leq Cb^{-1}.
\]

Hence, we only need to control IV. Observe that by Remark 3.5 (i), Remark 2.9 and (2.25)

\[
\int_{\kappa(b)}^{\infty} \int_{b \leq |y| \leq h^{-1}(s - \alpha)} IV(s, y) \, dy \, ds \\
\leq \int_{\kappa(b)}^{\infty} \int_{b \leq |y| \leq h^{-1}(s - \alpha)} \int_{0}^{t_1} |y| p_{d+2}(r, 0) s^{-\alpha - 1} \, dr \, dy \, ds \\
\leq C \int_{\kappa(b)}^{\infty} \int_{b \leq |y| \leq h^{-1}(s - \alpha)} \int_{a_0(t^*(|y|^{-1}))^{-1}}^{t_1} |y| p_{d+2}(a_0(t^*(|y|^{-1}))^{-1}, 0) s^{-\alpha - 1} \, dr \, dy \\
\leq C \int_{\kappa(b)}^{\infty} \int_{b \leq |y| \leq h^{-1}(s - \alpha)} \int_{a_0(t^*(|y|^{-1}))^{-1}}^{t_1} |y|^{-d-1} e^{-\frac{h(\rho)}{h(\rho)} \frac{h(\rho)}{h(\rho)}} s^{-\alpha - 1} \, dr \, dy \\
\leq C \int_{\kappa(b)}^{\infty} \int_{b}^{h^{-1}(s - \alpha)} \rho^{-2} \frac{h(\rho)}{h(\rho)} e^{-\frac{h(\rho)}{h(\rho)}} s^{-\alpha - 1} \, ds \, d\rho \\
\leq C \int_{\kappa(b)}^{\infty} \int_{b}^{h^{-1}(s - \alpha)} \rho^{-2} \frac{1}{h(\rho)} s^{-\alpha - 1} \, ds \, d\rho \\
\leq C \int_{b}^{\infty} \int_{(h(\rho))^{-1/\alpha}}^{\infty} \rho^{-2} \frac{1}{h(\rho)} s^{-\alpha - 1} \, ds \, d\rho \leq Cb^{-1},
\]

Thus, we obtain (A.6). The lemma is proved.
References

[1] Bingham, N.H., Goldie, C.M., Teugels, J.L.: Regular variation, Cambridge University Press, Cambridge, (1989)
[2] Bogdan, K., Grzywny, T., Ryznar M.: Density and tails of unimodal convolution semigroups. J. Funct. Anal. 266 no.4, 3543–3571 (2014)
[3] Bouchaud, J.P., Georges, A.: Anomalous diffusion in disordered media: statistical mechanism, models and physical applications. Phys. Rep. 195 no.4–5, 127–293 (1990)
[4] Clément, P., Prüss, J.: Global existence for a semilinear parabolic Volterra equation. Math. Z. 209 no.1, 17–26 (1992)
[5] Chen, Z.-Q.: Time fractional equations and probabilistic representation. Chaos Soliton Fract. 102, 168–174 (2017)
[6] Chen, Z.-Q., Kim, P., Kumagai, T., Wang, J.: Time fractional Poisson equations: Representations and estimates. J. Funct. Anal. 278 no.2, 108311 (2020)
[7] Cho, S., Kang, J., Kim, P.: Estimates of heat kernels for unimodal Lévy processes with low intensity of small jumps. J. London Math. Soc. 104 no.2, 823–864 (2021)
[8] Dong, H., Kim, D.: An approach for weighted mixed-norm estimates for parabolic equations with local and non-local time derivatives. Adv. Math. 377 104794 (2021)
[9] Dong, H., Liu, Y.: Sobolev estimates for fractional parabolic equations with space-time non-local operators. arXiv preprint arXiv:210811840 (2021)
[10] Farkas, W., Jacob, N., Schilling, R.L.: Function Spaces Related to Continuous Negative Definite Functions: ψ-Bessel Potential Spaces. Polska Akademia Nauk, Instytut Matematyczny (2001)
[11] Fogedby, H.C.: Lévy flights in random environments. Phys. Rev. Lett. 73 no.19, 2517–2520 (1994)
[12] Grzywny, T., Ryznar, M., Trojan, B.: Asymptotic behaviour and estimates of slowly varying convolution semigroups. Int. Math. Res. Not. IMRN. 2019 no.23, 7193–7258 (2019)
[13] Kim, I., Kim, K., Kim, P.: An $L_p$-theory for diffusion equations related to stochastic processes with non-stationary independent increment. Trans. Amer. Math. Soc. 371 no.5, 3417–3450 (2019)
[14] Kim, I., Kim, K., Kim, P.: Parabolic Littlewood-Paley inequality for $\phi(-\Delta)$-type operators and applications to stochastic integro-differential equations. Adv. Math. 249, 161–203 (2013)
[15] Kim, I., Kim, K., Lim, S.: An $L_q(L_p)$-theory for the time fractional evolution equations with variable coefficients. Adv. Math. 306, 123–176 (2017)
[16] Kim, K., Park, D., Ryu, J.: An $L_q(L_p)$-theory for diffusion equations with space-time non-local operators. J. Differ. Equ. 287 no.25, 276–427 (2021)
[17] Kim, K., Park, D., Ryu, J.: A Sobolev space theory for the stochastic partial differential equations with space-time non-local operators J. Evol. Equ. 22 no.57, (2022)
[18] Kim, P., Mimica, A.: Harnack inequalities for subordinate Brownian motions. Electron. J. Probab. 17 no.27, 1–23 (2012)
[19] Kim, P., Song, R., Vondraček, Z.: Global uniform boundary Harnack principle with explicit decay rate and its application. Stoch. Proc. Appl. 124 no.1, 235–267 (2014)
[20] Kulczycki, T., Ryznar, M.: Gradient estimates of harmonic functions and transition densities for Lévy processes. Trans. Amer. Math. Soc. 368 no.1, 281–318 (2016)
[21] Metzler, R., Barkai, E., Klafter, J.: Anomalous diffusion and relaxation close to thermal equilibrium: A fractional Fokker-Planck equation approach. Phys. Rev. Lett. 82 no.18, 3563–3567 (1999)
[22] Mikulevičius, R., Phonsom, C.: On the Cauchy problem for integro-differential equations in the scale of spaces of generalized smoothness. Potential Anal. 50 no.3, 467–519 (2019)
[23] Mikulevičius, R., Phonsom, C.: $L^p$-theory for parabolic and elliptic integro-differential equations with scalable operators in the whole space. Stoch. Partial Differ. Equ. 5 no.4, 472–519 (2017)
[24] Mikulevičius, R., Pragarauskas, H.: On the Cauchy problems for certain integro-differential operators in Sobolev and Hölder spaces. Lith. Math. J. 32 no.2, 238–264 (1992)
[25] Prüss, J.: Evolutionary Integral Equations and Applications. Birkhäuser (2013)
[26] Schilling, R.L., Song, R., Vondraček, Z.: Bernstein Functions Theory and Applications. Walter de Gruyter & Co., Berlin second edition (2012)
[27] Šikić, H., Song, R., Vondraček, Z.: Potential theory of geometric stable processes. Probab.
Theory Relat. Fields. 135 no.4, 547–575 (2006)
[28] Stein, E.M., Murphy, T.S.: Harmonic Analysis: Real-Variable Methods, Orthogonality, and
Oscillatory Integrals. Princeton University Press (1993)
[29] Watanabe, T.: The isoperimetric inequality for isotropic unimodal Lévy processes. Z.
Wahrsch. Verw. Gebiete. 63 no.4, 487–499 (1983)
[30] Zacher, R.: Maximal regularity of type $L_p$ for abstract parabolic Volterra equations. J. Evol.
Equ. 5 no.1, 79–103 (2005)
[31] Zhang, X.: $L_p$-maximal regularity of nonlocal parabolic equations and applications. Ann. I.
H. Poincaré-AN. 30, 573–614 (2013)

Stochastic Analysis and Application Research Center, Korea Advanced Institute
of Science and Technology, 291 Daehak-ro, Yuseong-gu, Daejeon, 34141, Republic of Korea
Email address: jaehoon.kang@kaist.ac.kr

Stochastic Analysis and Application Research Center, Korea Advanced Institute
of Science and Technology, 291 Daehak-ro, Yuseong-gu, Daejeon, 34141, Republic of Korea
Email address: daehanpark@kaist.ac.kr