Quantitative structure activity relationship studies of anti-proliferative activity of some indole derivatives combining DFT calculations and statistical results
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Abstract—Many studies have focused on indole derivatives mainly their antiproliferative effect. The therapeutic effect of this group of molecule is very important. Quantitative structure-activity relationships (QSAR) have been applied for development relationships between physicochemical properties and their biological activities.

A series of 30 molecules derived from indole is based on the quantitative structure-activity relationship (QSAR). This study was carried out using the principal component analysis (PCA) method, the multiple linear regression method (MLR), non-linear regression (RNLM), the artificial neural network (ANN) and it was validated using cross validation analysis (CV). We accordingly propose a quantitative model and we try to interpret the activity of the compounds relying on the multivariate statistical analyses. A theoretical study of series was studied using density functional theory (DFT) calculations at B3LYP/6-31G(d) level of theory for employing to calculate electronic descriptors when, the topological descriptors were computed with ACD/ChemSketch and ChemDraw 8.0 programs. The best QSAR model was found in agreement with the experimental by ANN (R = 0.99).
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I. INTRODUCTION

Breast cancer is considered as one of the major and widespread reasons that cause death among women all over the world, in case of the late diagnosis [1]. Despite the improvements and the efficiency in early detection, chemotherapy and radiotherapy breast cancer is still at high risks [2-4]. Therefore, it is necessary to find a cure for this disease, a lot of scientific researches were carried out to determine a particular molecule to this treatment [5]. Among the great number of compounds that occur in nature, Indole is the main component. Moreover, indole derivatives have many applications, in the pharmaceutical industry in the treatment of various diseases [6]. Indole derivatives are one of the most promising heterocyclic, which have active sites in treating various diseases [7]. In addition, these compounds have broad spectrum of biological activities involving anticancer, antioxidant, antimicrobial, anticonvulsant, anti-leishmanial, antidepressants, anti-inflammatory activities and they were found to have capabilities of anti-proliferative activity on cancer cells lines [8-14].

![Fig.1: Studied compounds (indole)](image)

On the other hand, Quantitative structure-activity relationship (QSAR) seeks to inquire into the relationship between molecular descriptors which describe the physicochemical properties correlated with biological activity of the set of compounds [15, 16]. The QSAR study is an important step in the development of new drugs. In this paper we have studied a quantitative structure-activity relationship (QSAR) of indole against human breast cancer cells (MCF-7) based on 30 indole derivatives taken from the literature [17-20]. Therefore,
we propose to develop a quantitative model, and we try to predict the activity of these compounds based on the several statistical methods: Principal Component Analysis (PCA), Multiple Non-Linear Regression (MNLR) and Multiple Linear Regression (MLR), Artificial Neural Network (ANN) and Cross Validation analyses (CV). The development of a performant model will help to explain the role of indole derivatives in chemotherapy against breast cancer and also propose other molecules, then predict their anti-cancer activity.

II. MATERIALS AND METHODS

Table.1: Observed IC50 of the indole derivatives anti-proliferative agents

| S.N | Structure | pIC50 | S.N | Structure | pIC50 |
|-----|-----------|-------|-----|-----------|-------|
| M1  | ![Structure](image1.png) | 1.988 | M16 | ![Structure](image2.png) | 1.690 |
| M2  | ![Structure](image3.png) | 0.577 | M17 | ![Structure](image4.png) | 1.781 |
| M3  | ![Structure](image5.png) | 1.953 | M18 | ![Structure](image6.png) | 1.274 |
| M4  | ![Structure](image7.png) | 1.273 | M19 | ![Structure](image8.png) | 1.684 |
| M5  | ![Structure](image9.png) | 1.908 | M20 | ![Structure](image10.png) | 1.703 |
| M6  | ![Structure](image11.png) | 1.273 | M21 | ![Structure](image12.png) | 1.674 |

2.1 Chemical data
A dataset of the series of indole Compounds collected from literature [17-20], are listed in table 1. A total of 30 derivatives of indole were studied and analyzed in order to find quantitative structure activity relationship between the anti-proliferative activity and the structure of these molecules. The IC50 values in µM units exhibiting 50% inhibition of cell growth for human breast cancer (MCF 7) were converted in pIC50 by taking logarithm (pIC50 = log10 IC50) for QSAR study.
2.2. Molecular descriptor

The present work is necessary for us to determine several different descriptors to estimate in the QSAR model. The quantum chemical calculations are performed at the B3LYP/6-31G(d) level of theory using GAUSSIAN 03 of programs [21] to calculate some electronic descriptors such as: Frontier molecular orbital’s highest occupied molecular orbital: EHOMO (eV); lowest unoccupied molecular orbital energy :ELUMO (eV) ; The Gap energetic (Gap) (eV), (the difference between EHOMO and ELUMO); Total Energy TE (ua); The absolute electronegativity χ (eV), χ = (EHOMO + ELUMO)/2; the absolute hardness η (eV): η = (EHOMO - ELUMO)/2; The Softness S (eV), it is the reactivity index and defined reciprocal of hardness S = 1/η; The electrophilicity index ω (eV), ω = 2/η η [22] and The dipole moment μ (Debye). On the other side, we have chosen some physico-chemical descriptors, which were computed with Advanced chemistry development’s ACD/ Chem Sketch [23] and ChemDraw Ultra8.0 [24] programs was employed to calculate: Molecular Weight (MW), Torsion energy (TE), Repulsion energy (RE), electronic energy (EE), the octanol/water partition coefficient (log P), Parachor (Pc) and Density (D) Thus 12 descriptors. Data was presented in Table 2.

2.3- Statistical methods

To explain the structure-activity relationship, The 12 quantitative descriptors of the compounds of indole (1 to 30) are studied using different statistical methods:

The principal component analysis (PCA) [25] using the software XLSTAT version 2013 [26]. This is an essentially descriptive statistical method which aims to present, in graphic form. The large information contained in a data, as shown in Table 1. PCA is a helpful statistical technique for summarizing the maximum of information encoded in the structures of compounds. This method is very useful for understanding the distribution of the compounds. The Multiple Linear Regression (MLR) statistical technique is used to study the relation between one dependent variable and several independent variables. It is a mathematic technique that minimizes the differences between actual and predicted values. The multiple linear regression model (MLR) was performed to predict pIC50. and it served to select the used descriptors as the input parameters for (NLMR). MLR and MNLR were generated using the software XLSTAT version 2014. The obtained equations were justified by the determination coefficient (R²) correlation coefficient (R), mean squared error (MSE), Mean Absolute Error (MAE) and Fisher’s criterion (F). [27,28].

The ANN analysis was performed with the use of Matlab software version 2009. A Neural Fitting tool (nftool) toolbox on a data set of the indole compounds [29]. Three components constitute a neural network: the topology of the connections between the nodes, the processing elements or nodes and the learning rule by which new information is encoded in the network. However, there are a number of different ANN models; the most frequent type of ANN in QSAR is the three-layered feed-forward network [30]. In this kind of networks, the neurons are arranged in layers (an input layer, one hidden layer and an output layer). the neurons in any layer is fully connected with the neurons of a succeeding layer and no connections are between neurons belonging to the same layer.

Cross-validation (CV) is a popular technique used to explore the reliability of statistical models. Based on this technique, a number of modified data sets are created by deleting in each case one or a small group of molecules. These procedures are named respectively “leave-one-out” and “leave-some-out” [31-33]. For each data set, an input-output model is developed. In this study we used, the Leave-One-Out (LOO) procedure.

III. RESULTS AND DISCUSSION

3.1. Data set for analysis

A QSAR study was performed on 30 indole derivatives as reported previously, in order to identify a quantitative relationship between the structure and anti-proliferative activity against breast cancer cells lines (MCF7). The values of the 12 descriptors (2D and 3D descriptors) are shown in Table 2.

Table 2: Dataset used for QSAR analysis of series of indole derivatives

| molecules | E_HOMO | E_LUMO | ΔE  | μ   | χ    | TotE | Log P | RE   | TE   | Kow  | MW   | D   |
|-----------|--------|--------|-----|-----|------|------|-------|------|------|------|------|-----|
| M1        | -4.907 | -0.846 | 4.061 | 2.855 | 2.030 | -879.519 | 1.744 | 16622.8 | 7.5280 | 2.860 | 262.31 | 1.214 |
| M2        | -4.905 | -0.064 | 4.841 | 2.796 | 2.484 | -996.254 | 2.498 | 20936.1 | 14.036 | 4.053 | 302.37 | 1.216 |
| M3        | -5.395 | -1.403 | 3.992 | 2.423 | 3.399 | -940.636 | 3.300 | 17066.4 | 16.621 | 5.171 | 287.36 | 1.166 |
| M4        | -5.229 | -1.297 | 3.932 | 1.239 | 3.263 | -1055.11 | 3.174 | 20431.2 | 0.9840 | 5.137 | 317.38 | 1.174 |
| M5        | -5.171 | -1.158 | 4.013 | 3.782 | 3.164 | -899.114 | 2.022 | 15064.2 | 24.456 | 3.545 | 263.29 | 1.192 |
3.2. Data Modeling.

3.2.1 Principal component analysis

The 12 descriptors (variables) describing the 30 molecules were submitted to Principal Components Analysis (PCA). The first two principal axes are sufficient to describe the information provided by the data matrix. Figure 2 presents the percentages of variance: F1 = 40.50%, F2 = 21.23% and the total information is estimated on 61.74%.

![Scree plot](image)

*Fig. 2. The principal components and their variances*

The principal component analysis (PCA) was carried out to have an idea about the link between the different variables.

The obtained matrix (Table 3) summarizes the correlations between the 12 descriptors and provides information on the negative or positive correlation between variables. Figure 3 shows these descriptors in a correlation circle. In general, the correlation matrix shows a low interrelationship between most of the descriptors. Good co-linearity ($r > 0.5$) was observed between some of the variables. High interrelationship was observed between $E_{HOMO}$ and $\chi$ ($r = -0.979$), $E_{HOMO}$ and $\Delta E$ ($R = -0.96$), $E_{LUMO}$ and $\chi$ ($R = -0.91$) and $\Delta E$ and $\chi$ ($R = 0.90$), the variables $\Delta E$ and $\chi$ are removed to decrease the correlations.
### Table 3: The correlation matrix (pearson (r)) between different obtained descriptors

| Variables | EHOMO | ELUMO | ΔE | μ | χ | TotE | Log P | RE | TE | Kow | MW | D |
|-----------|-------|-------|----|---|---|------|-------|----|---|-----|----|---|
| EHOMO     |  1    |       |    |   |   |      |       |    |   |     |    |   |
| ELUMO     | 0.845 |       | 1  |   |   |      |       |    |   |     |    |   |
| ΔE        | -0.969| -0.688| 1  |   |   |      |       |    |   |     |    |   |
| μ         | -0.347| -0.536| 0.22| 1 |   |      |       |    |   |     |    |   |
| χ         | -0.979| -0.918| 0.90| 0.419| 1  |      |       |    |   |     |    |   |
| TotE      | 0.106 | 0.142| 0.020| -0.132| 1  |      |       |    |   |     |    |   |
| Log P     | 0.194 | 0.018|   | 0.149| -0.114| -0.378| 1  |    |   |     |    |   |
| RE        | 0.538 | 0.559| -0.317| -0.549| -0.186| 0.541| 1  |    |   |     |    |   |
| TE        | -0.106| -0.093| 0.219| 0.125| -0.090| 0.042| 0.142| 1  |   |     |    |   |
| Kow       | 0.428 | 0.436| -0.380| -0.413| -0.257| 0.564| 0.583| -0.312| 1  |     |    |   |
| MW        | 0.288 | 0.225| -0.119| -0.259| -0.312| 0.509| 0.576| 0.049| 0.428| 1  |    |   |
| D         | -0.040| -0.293| 0.267| 0.128| -0.790| 0.326| -0.042| -0.028| -0.009| 0.178| 1  |   |

The correlation circle (Figure 3) which shows that the F1 axis (40.50% of the variance) appears to represent the Density (D) and the Total energy (TE). The F2 axis (21.24% of the variance) seems to represent the EHOMO and gap Energy (ΔE).

From other side the analysis of diagrams according to the planes F1 and F2 (of the total variance) of the studied series are presented in Figure 4 we can discern three groups of molecules:

- Group 1: contains the molecules: M8, M9, M11, M10, and M13. (Green color)
- Group 2: contains the molecules M27, M24, M16, M28 and M12. (Red color)
- Group 3: contains the rest of the molecules. (Blue color)

When we return to the structures of molecules M8, M9, M10 and M11 (group 1), we note that all these molecules are alike in their structures, and have as basic structure compound 1- Aryl-1H-1,2,3-Triazol-4-yl methyl 1H indole-2-carboxylate. The molecules M24, M27 and M28 (group 2) have the same basic derivative which is 5-(3-indolyl)-2-Substituted-1,3,4-thiadiazoles. Group 3 is the most important of the groups because it contains a large number of molecules (20 molecules) which have the same behavior.
3.2.2 Multiple linear regressions MLR

Our work is based on the development of the best QSAR model to clarify the correlation between the different descriptors and the biological activities pIC50 values of the indole derivatives. This method utilised several coefficients: R is the correlation coefficient, $R^2$ is the coefficient of determination, MSE mean squared error, MAE Mean Absolute Error and F is the Fisher F-statistic those coefficients adopt the best regression performance.

The obtained relationship in this model by the linear combination of the essential descriptors: $E_{HOMO}$, $E_{LUMO}$, $\mu$, TE, Log P, RE, TE, Kow, MW, D.

The QSAR models using multiple linear regressions method is represented by the following equations:

$$pIC50 = -2.91 - 0.45 * E_{HOMO} + 1.15 * E_{LUMO} - 6.44 \text{ E-02} * \mu + 8.74 \text{ E-04} * \text{TE} + 0.20 * \text{LogP} - 4.12 \text{ E-06} * \text{RE} - 9.31 \text{ E-03} * \text{TE} + 0.22 * \text{Kow} + 3.03 \text{ E-04} * \text{MW} + 2.84 \text{ D}.$$  

N= 24     N_{test} = 6    R= 0.80     R²= 0.641

MSE = 0.48     MAE = 0.44     F = 2.326

The model shows a good correlation coefficient ($R$ =0.800) between ten descriptors and the anti-proliferative activity. This equation shows that the anti-proliferative activity of the indole derivatives depends on the electronic and the topological side of the molecule. Anti-proliferative activity increases by increasing the topological properties, Log P, RE, Kow, MW, D and by diminishing the electronic properties $E_{HOMO}$, $\mu$, TE, RE, TE. Figure 5 presents the graphical representations of graphical calculated and observed pIC50 by MLR.

3.2.3 Multiple nonlinear regressions MNLR

We have utilized the technique of nonlinear regression model to improve the structure activity relationship in a quantitative way, the selected descriptors from the MLR model are used like data base matrix for the MNLR. The resulting equation is:

$$pIC50 = 120.18 + 2.44 * E_{HOMO} + 1.01 * E_{LUMO} + 0.75 * \mu + 6.63 \text{ E-03} * \text{TE} - 4.56 \text{ E-05} * \text{RE} - 4.73 \text{ E-02} * \text{TE} - 1.44 * \text{Kow} + 0.16 * \text{MW} - 203.25 * \text{D} + 0.44 * E_{HOMO}^2 + 0.43 * E_{LUMO}^2 - 0.11 * \mu^2 + 6.27 \text{ E07} * \text{TE}^2 + 0.74 * \text{LogP}^2 - 5.9 \text{ E-09} * \text{RE}^2 + 1.13 \text{ E-03} * \text{TE}^2 + 0.12 * \text{Kow}^2 - 2.15 \text{ E-04} * \text{MW}^2 + 79.02 * \text{D}^2.$$  

N= 24     N_{test} = 6    R= 0.95     R²= 0.90     MSE = 0.13

MAE = 0.24

As illustrated in Figure 5, the correlation between calculated and experimental activities is very remarkable.
The obtained correlation coefficient was significant \( R = 0.95 \). Figure 6 shows a regular distribution of the PIC50 observed values depend on the experimental values.

### 3.2.3 Artificial Neural Networks (ANN)

In order to increase the probability of good characterization of studied compounds, artificial neural networks (ANN) can be used to generate predictive models of quantitative structure-activity relationships (QSAR) between a set of molecular descriptors obtained from the MLR, and the observed activity. The calculated activities model was developed using the properties of several studied compounds. Some authors \cite{34, 35} have proposed a parameter \( \rho \), leading to the number of hidden neurons, which play a major role in determining the best ANN architecture. These are defined as follows:

\[
\rho = \frac{\text{Number of data points in the training set}}{\text{Sum of the number of connections in the ANN}}
\]

The values of predicted activities (pIC50) using ANN and the observed values are given in Table 4. The correlation between calculated ANN and experimental anti-proliferative values is very significant as indicated by \( R \) and \( R^2 \) values illustrated in figure 8.

| Molecules | Obs (pIC50) | Pred (pIC50) | Pred (pIC50)/Obs (pIC50) |
|-----------|-------------|--------------|--------------------------|
| M1        | 1.988       | 2.0078       |                          |
| M2        | 0.577       | 0.5947       |                          |
| M3        | 1.953       | 2.0063       |                          |
| M4        | 1.273       | 1.2653       |                          |
| M5        | 1.908       | 1.7715       |                          |
| M6        | 1.273       | 1.4139       |                          |
| M7        | 1.621       | 1.5753       |                          |
| M8        | 1.105       | 1.0249       |                          |
| M9        | 1.209       | 1.2162       |                          |
| M10       | 1.484       | 1.4810       |                          |
| M11       | 1.459       | 1.5133       |                          |
| M12       | 1.233       | 1.2304       |                          |
| M13       | 1.588       | 1.5925       |                          |
| M14       | 1.218       | 1.3461       |                          |
| M15       | 1.727       | 1.7242       |                          |
| M16       | 1.690       | 1.7099       |                          |
| M17       | 1.781       | 1.7874       |                          |
| M18       | 1.274       | 1.2230       |                          |
| M19       | 1.684       | 1.7271       |                          |
| M20       | 1.703       | 1.5881       |                          |

Table.4: The observed and ANN predicted activities

The obtained correlation coefficient \( R \) value confirms that the artificial neural network result was the best to build the quantitative structure activity relationship models. A comparison of the quality of MLR, MNLR and ANN models table 5 shows that the ANN models have substantially better predictive capability because the ANN approach gives better results than MLR and MNLR. ANN was able to establish a satisfactory relationship between the molecular descriptors and the activity of the studied compounds.

| Molecules | Obs (pIC50) | (pIC50) RLM | (pIC50) RNLM | (pIC50) ANN | (pIC50) CV |
|-----------|-------------|-------------|--------------|-------------|------------|
| M1        | 1.989       | 1.791       | 1.944        | 2.0078      | 1.78       |
| M2        | 1.909       | 1.470       | 0.605        | 0.5947      | 0.61       |

Table.5: observed, predicted activities according to different used methods
3.2.4 Cross Validation

It is important to be able to use ANN to predict the activity of new compounds. To evaluate the predictive ability of the ANN models, ‘Leave-one-out’ is an approach which is well adapted to the estimation of that ability. A good correlation was obtained with cross validation RCV = 0.74. So, the predictive power of this model is very significant. The results obtained showed that models MLR, MNLR and ANN are validated, which means that the prediction of the new compounds is feasible.

In this study, three different modelling methods, MLR, MNLR and ANN were used in the construction of a QSAR model for 30 derivatives of indole and the resulting models were compared (Table 5 - Table 6). It was shown that the artificial neural network ANN results have better predictive capability than the MLR and MNLR. We established a relationship between several descriptors and the anti-proliferative activity IC_{50} in satisfactory manners. The good results obtained with the cross validation (CV) shows that the model proposed in this paper are able to predict activity with a good performance, and that the selected descriptors are pertinent.

|     | RLM | RNLM | ANN | CV  |
|-----|-----|------|-----|-----|
| R   | 0.80| 0.95 | 0.99| 0.74|
| MSE | 0.48| 0.13 | 0.003| 0.08|
| MAE | 0.44| 0.24 | 0.03| 0.18|

Correlation coefficient (R), Mean squared error (MSE), Mean Absolute Error (MAE)
In this paper we have used different statistical methods: MLR, MNLR, ANN, cross validation CV and various electronic and topologic descriptors for construction of QSAR model for the anti-proliferative activity of indole derivatives, also, were compared the statistical terms R, R², MAE, MSE Resulting models. Moreover, the neural network ANN results (R= 99, MAE= 0.03 MSE= 0.003) have better predictive capability than the MLR and MNLR. A good correlation was obtained with cross validation RCV = 0.74 that confirms the great ability of our model to predict the activity. we established a relationship between several descriptors and inhibition values pIC50 of several organic compounds based on substituted indole in satisfactory manners. That studied model which is sufficiently rich in chemical, electronic and topologic information may be utilized for predicting and developing new molecules with better effect. Thus, thanks to QSAR studies, especially with the ANN that allowed us to improve the correlation between the observed biological activity and that predicted, we can enjoy the performance of the predictive power of this model to explore and propose new molecules that could be active in experiment.
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