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Abstract
We study one of the multidimensional inverse scattering problems for quantum systems governed by the Stark Hamiltonians. By applying the time-dependent method developed by Enss and Weder (1995 *J. Math. Phys.* 36 3902–21), we prove that the high-velocity limit of the scattering operator uniquely determines the short-range interaction potentials. Moreover, we prove that, when a long-range interaction potential is given, the high-velocity limit of the Dollard-type modified scattering operator uniquely determines the short-range part of the interactions. We allow the potential functions to belong to very broad classes. These results are improvements on the previous results obtained by Adachi and Maehara (2007 *J. Math. Phys.* 48 042101; Adachi *et al* 2013 *Inverse Problems* 29 085012).
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1. Introduction

We investigate one of the inverse scattering problems involving a quantum system in an electric field $E = e_1 = (1, 0, \ldots, 0) \in \mathbb{R}^n$. Throughout this paper, we assume that the space dimension $n \geq 2$. The free dynamics are described by the following Stark Hamiltonian, a self-adjoint operator acting on $L^2(\mathbb{R}^n)$,

$$H_0^S = |p|^2/2 - x_1,$$

(1.1)

where $p = -i \nabla_x$ is the momentum operator with $i = \sqrt{-1}$, thus $|p|^2 = -\Delta_x = -\sum_{j=1}^n \partial_{x_j}^2$ is the negative of the Laplacian, and $x_1$ is the 1st component of $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$. The pairwise interaction potential $V$ is the multiplication operator of the real-valued function $V(x)$, the value vanishes at a large distance. In more detail, $V$ is represented by a sum of parts $V^{vs} \in \gamma^{vs}$, $V^s \in \gamma^s$, and $V^l \in \gamma^l_0 \cup \gamma^l_1$ such that

$$V(x) = V^{vs}(x) + V^s(x) + V^l(x),$$

(1.2)
where the classes of the real-valued functions, \( \mathcal{V}^{\text{vs}}, \mathcal{V}^{s}, \mathcal{V}^{l}_G, \) and \( \mathcal{V}^{l}_D \), satisfy assumption 1.1 below. Prior to stating this assumption, we provide some notation. The Kitada bracket of \( x \) has the usual definition, \( \langle x \rangle = \sqrt{1 + |x|^2} \). \( F(\cdots) \) is the characteristic function of the set \( \{ \cdots \} \), and \( \| \cdot \| \) denotes the operator norm in \( L^2(\mathbb{R}^n) \).

**Assumption 1.1.** \( \mathcal{V}^{\text{vs}} \in \mathcal{V}^{\text{vs}} \) is decomposed into
\[
\mathcal{V}^{\text{vs}}(x) = V^{\text{vs}}_1(x) + V^{\text{vs}}_2(x),
\]
where a singular part \( V^{\text{vs}}_1 \) is \( |p|^{2/2} \)-bounded with its relative bound less than 1, \( x_1 V^{\text{vs}}_1 \) is \( |p|^{2/2} \)-bounded, a regular part \( V^{\text{vs}}_2 \) is bounded, and \( V^{\text{vs}} \) satisfies
\[
\int_0^\infty \| V^{\text{vs}}(x) \langle p \rangle^{-2} F(|x| \geq R) \| dR < \infty.
\]
This decay condition (1.4) is equivalent to
\[
\int_0^\infty \| F(|x| \geq R) V^{\text{vs}}(x) \langle p \rangle^{-2} \| dR < \infty
\]
(see Reed–Simon [15]).

\( \mathcal{V}^{s} \in \mathcal{V}^{s} \) belongs to \( C^1(\mathbb{R}^n) \) and satisfies
\[
|\mathcal{V}^{s}(x)| \leq C(x)^{-\gamma}, \quad |\partial_\beta \mathcal{V}^{s}(x)| \leq C_\beta (x)^{-1-\alpha}
\]
for the multi-index \( \beta \) with \( |\beta| = 1 \), where \( 1/2 < \gamma \leq 1 \) and \( 0 < \alpha \leq \gamma \).

\( \mathcal{V}^{l}_G \in \mathcal{V}^{l}_G \) belongs to \( C^2(\mathbb{R}^n) \) and satisfies
\[
|\partial_\beta \mathcal{V}^{l}_G(x)| \leq C_\beta (x)^{-\gamma_G-\kappa |\beta|}
\]
for \( |\beta| \leq 2 \), where \( 0 < \gamma_G \leq 1/2 \) and \( 1 - \gamma_G < \kappa \leq 1 \).

Finally, \( \mathcal{V}^{l}_D \in \mathcal{V}^{l}_D \) belongs to \( C^2(\mathbb{R}^n) \) and satisfies
\[
|\partial_\beta \mathcal{V}^{l}_D(x)| \leq C_\beta (x)^{-\gamma_D-|\beta|/2}
\]
for \( |\beta| \leq 2 \), where \( 3/8 < \gamma_D \leq 1/2 \).

For \( \mathcal{V} \in \mathcal{V}^{\text{vs}} + \mathcal{V}^{s} + (\mathcal{V}^{l}_G \cup \mathcal{V}^{l}_D) \), the full Hamiltonian
\[
H^S = H^S_0 + V
\]
is also self-adjoint. \( V^{\text{vs}}_1 \) is unbounded, however, its self-adjointness is established by the Kato–Rellich theorem (see Simon [16]). We here note that the Coulomb-type local singularity,
\[
V^{\text{vs}}_1(x) = K|x|^{-1} F(|x| \leq 1)
\]
with \( 0 \neq K \in \mathbb{R} \), satisfies assumption 1.1 when \( n \geq 3 \).

We first consider the short-range case, that is, \( V^l \equiv 0 \). The forward two-body short-range scattering in the Stark effect was originally discussed in Avron and Herbst [5], and Herbst [10]. Therefore, in this instance, we see that the wave operators defined by the following strong limits
Theorem 1.2. If $S(V_1) = S(V_2)$ for $V_1, V_2 \in \mathcal{Y}^{ss} + \mathcal{Y}^s$, then $V_1 = V_2$ holds.

If there are no electric fields, that is, for the standard Schrödinger operator $|p|^2/2 + V$, then $\mathcal{Y}^{ss}$ is short-ranged and $\mathcal{Y}^s$ is long-ranged; otherwise, for the Stark Hamiltonian, Ozawa [14] proved that both $\mathcal{Y}^{ss}$ and $\mathcal{Y}^s$ are short-ranged. Theorem 1.2 states that, by virtue of the Stark effect, the scattering operator determines the uniqueness of the interaction potentials, which belong to the long-range class in the absence of an electric field.

The Enss–Weder time-dependent method was developed in [7] and, by applying its method, Weder [18] first proved this theorem for $\gamma > 3/4$. However, as we mentioned above, the borderline between the short-range and long-range is $1/2$. Nicoleau [12] proved this theorem for $V \in C^\infty(\mathbb{R}^n)$ which under $\gamma > 1/2$, satisfies

$$|\partial_x^\beta V(x)| \leq C_\beta(x)^{-\gamma - |\beta|}$$

with the additional condition $n \geq 3$. Thereafter, these results were improved by Adachi–Maehara [4], given $1/2 < \alpha \leq \gamma$. The behavior of the short-range part under their assumptions was

$$V^\alpha(x) = O(|x|^{-1/2-\epsilon}), \quad \nabla_x V^\alpha(x) = O(|x|^{-3/2-\epsilon})$$

with small $\epsilon > 0$. In this sense, a possibility in which the condition regarding the size of $\alpha$ could be relaxed was left because the classical trajectory in the Stark effect is $t(t) = O(t^2)$ as $t \to \infty$. Recently, Adachi et al [3] considered the time-dependent electric fields

$$H^0_\mu(t) = |p|^2/2 - E(t) \cdot x, \quad E(t) = E_0(1 + |t|)^{-\mu},$$

where $0 \leq \mu < 1$ and $0 \neq E_0 \in \mathbb{R}^n$, and proved this theorem under $\tilde{\alpha}_\mu < \alpha \leq \gamma$ with $1/(2 - \mu) < \gamma < 1$ and

$$\tilde{\alpha}_\mu = \begin{cases} 7 - 3\mu - \sqrt{(1 - \mu)(7 - 9\mu)} & \text{if } 0 \leq \mu \leq 1/2, \\ 1 + \mu & \text{if } 1/2 < \mu < 1. \end{cases}$$

The smallest $\tilde{\alpha}_\mu$ is when $\mu = 0$, and in this case, (1.15) corresponds to the constant electric field (1.1). Therefore, the result by [3] is one of the improvements of [4] because

$$\tilde{\alpha}_0 = (7 - \sqrt{17})/8 < 1/2.$$

Theorem 1.2 is a further improvement of [4] and [3]. We prove that this $\tilde{\alpha}_0$ is allowed to be equal to zero. This means that the tail of the first-order differential of the short-range part behaves as

$$\nabla_x V^\alpha(x) = O(|x|^{-1-\epsilon}).$$

Therefore, from the physical aspect and the motion of the classical trajectory, our assumptions are quite natural, and relaxing the condition on $\alpha$ is one of the main motivations of this study.
We next consider the long-range case, that is, $V_i \not= 0$. For $V_i \in \mathcal{Y}_G^l$, we find the existence of the Graf-type (or Zorbas-type) modified wave operators, which were proposed in Zorbas [20] and Graf [8]

$$W_{G}^{\pm} = \lim_{\tau \to \pm \infty} e^{iHt} e^{-i\tau H} e^{-\frac{1}{\tau} \int_{0}^{\tau} V_i(t') \tau'^{2}/2)dt'}, \tag{1.19}$$

and the Dollard-type modified wave operators introduced by Jensen and Yajima [11] (see also White [19] and Adachi [1])

$$W_{D}^{\pm} = \lim_{\tau \to \pm \infty} e^{iHt} e^{-i\tau H} e^{-\frac{1}{\tau} \int_{0}^{\tau} V_i(t') \tau'^{2}/2)dt} \tag{1.20}$$

by virtue of the condition $\gamma_G + \kappa > 1$. We find also the existence of (1.20), even if $V_i \in \mathcal{Y}_D^l$. Then, for $V_i \in \mathcal{Y}_G^l \cup \mathcal{Y}_D^l$, the Dollard-type modified scattering operator $S_D = S_D(V_i; V^{\text{\text{as}}})$ is defined by

$$S_D = (W_{G}^{+})^* W_{D}^{-}. \tag{1.21}$$

The second theorem of this paper is in the following.

**Theorem 1.3.** Let a $V_i \in \mathcal{Y}_G^l \cup \mathcal{Y}_D^l$ be given. If $S_D(V_i; V_1) = S_D(V_i; V_2)$ for $V_1, V_2 \in \mathcal{Y}^{\text{\text{as}}} + \mathcal{Y}^s$, then $V_1 = V_2$ holds. Moreover, any one of the Dollard-type modified scattering operators $S_D$ uniquely determines the total potential $V$.

When $V_i \in \mathcal{Y}_G^l$, a similar result to theorem 1.3 was obtained in [4] (note that the notation of $\gamma_D$ was denoted by $\gamma_D$ in [4]), however, the decay condition of the short-range part was $1/2 < \alpha \leq \gamma$. Therefore, theorem 1.3 extends the short-range class introduced in [4] to the broader $\mathcal{Y}^s$. For $V_i \in \mathcal{Y}_G^l$, the uniqueness of the short-range interactions was also proved in [3] for the time-dependent electric fields (1.15), in which $\alpha$ satisfied $\tilde{\alpha}_{\mu,D} < \alpha \leq \gamma$ with $1/(2 - \mu) < \gamma \leq 1$ and

$$\tilde{\alpha}_{\mu,D} = \begin{cases} 
\frac{13 - 5\mu - \sqrt{(1 - \mu)(41 - 25\mu)}}{8(2 - \mu)} & \text{if } 0 \leq \mu < 5/7, \\
\frac{1 + \mu}{2(2 - \mu)} & \text{if } 5/7 < \mu < 1,
\end{cases} \tag{1.22}$$

and $\gamma_D$ satisfied $\tilde{\gamma}_\mu < \gamma_D \leq 1/(2 - \mu)$ with

$$\tilde{\gamma}_\mu = \frac{1}{2(2 - \mu)} + \frac{1 - \mu}{4(2 - \mu)}. \tag{1.23}$$

The smallest $\tilde{\alpha}_{\mu,D}$ and $\tilde{\gamma}_\mu$ are when $\mu = 0$, and this case corresponds to a constant electric field (1.1). In comparison with our result, let us substitute $\mu = 0$ for (1.22) and (1.23). Although $\tilde{\alpha}_0 = 3/8$ says that the condition on the long-range class is the same as our assumption (1.8), for the short-range class, theorem 1.3 makes true improvement because

$$\tilde{\alpha}_{D,D} = (13 - \sqrt{41})/16. \tag{1.24}$$

We prove that this $\tilde{\alpha}_{D,D}$ is allowed to be equal to zero.

A variety of estimates to prove theorems 1.2 and 1.3 shall be given in the following sections. We here emphasize that some of them are new, in particular, as for the long-range case of $V_i \in \mathcal{Y}_D^l$, these estimates hold for a much broader class $\mathcal{Y}_D^l$ defined in section 3.

There are several other studies concerning the uniqueness of the interaction potentials in the electric fields. Nicoleau [13] considered the time-periodic electric field and obtained the same result given in [12]. Valencia and Weder [17] applied the result obtained in [4] to the
N-body case (see also [18]). Adachi et al [2] also treated the time-dependent electric field, which is the same as in (1.15), however, the case where \( \mu = 0 \), that is, the constant electric field (1.1) was not included.

2. Short-range interactions

In this section, we consider the short-range interactions only, thus \( V^l \equiv 0 \), and give a proof of theorem 1.2. The following reconstruction theorem leads to the proof.

**Theorem 2.1.** Let \( \omega \in \mathbb{R}^n \) be given such that \( |\omega| = 1 \) and \( \omega \cdot e_1 \leq 1 \). Put \( v = |v| \omega \). Suppose \( \Phi_0, \Psi_0 \in L^2(\mathbb{R}^n) \) such that their Fourier transforms \( \mathcal{F} \Phi_0, \mathcal{F} \Psi_0 \in C_0^\infty(\mathbb{R}^n) \) with \( \text{supp} \mathcal{F} \Phi_0, \text{supp} \mathcal{F} \Psi_0 \subset \{ \xi \in \mathbb{R}^n \mid |\xi| < \eta \} \) for the given \( \eta > 0 \). Put \( \Phi_v = e^{i \mathcal{N} \Phi_0}, \Psi_v = e^{i \mathcal{N} \Psi_0} \). Then

\[
|v|\langle [\mathcal{N}, p] \Phi_v, \Psi_v \rangle = \int_{-\infty}^{\infty} \left\{ (V^{\text{ss}}(x + \omega t) p_j \Phi_0, \Psi_0) - (V^{\text{ss}}(x + \omega t) \Phi_0, p_j \Psi_0) \right. \\
\left. + i(\partial_{x_j} V^{\text{ss}})(x + \omega t) \Phi_0, \Psi_0) \right\} dt + o(1) \tag{2.1}
\]

holds as \( |v| \to \infty \) for \( V^{\text{ss}} \in \mathcal{Y}^{\text{ss}} \) and \( V^s \in \mathcal{Y}^s \), where \( \langle \cdot, \cdot \rangle \) is the scalar product of \( L^2(\mathbb{R}^n) \) and \( p_j \) is the \( j \)th component of \( p \).

In preparation to prove theorem 2.1, the following proposition due to Enss [6, proposition 2.10] is useful throughout this paper.

**Proposition 2.2.** For any \( f \in C_0^\infty(\mathbb{R}^n) \) with \( \text{supp} f \subset \{ \xi \in \mathbb{R}^n \mid |\xi| < \eta \} \) for some \( \eta > 0 \) and any \( N \in \mathbb{N} \), there exists a constant \( C_N \) dependent on \( f \) only such that

\[
\| F(x \in \mathcal{M}) e^{-i|\mathcal{M}|/2} f(p - v) F(x \in \mathcal{M}) \| \leq C_N(1 + r + |r|)^{-N} \tag{2.2}
\]

for \( f \in \text{Randmeasurable sets}, \mathcal{M}', \mathcal{M} \subset \mathbb{R}^n \) with the property \( \text{dist}(\mathcal{M}', \mathcal{M} + vt) - |r| \geq 0 \).

We next prepare the following propagation estimate for the singular part \( V^{\text{ss}} \) which was proved in [4, lemma 2.1] (see also [18]). While \( \| \cdot \| \) also indicates the norm in \( L^2(\mathbb{R}^n) \), for simplicity, we do not distinguish between the notations for the usual \( L^2 \)-norm and its operator norm.

**Proposition 2.3.** Let \( v \) and \( \Phi_v \) be as in theorem 2.1. Then

\[
\int_{-\infty}^{\infty} \| V^{\text{ss}}(x) e^{-i\mathcal{N} \Phi_v} \| dt = O(|v|^{-1}) \tag{2.3}
\]

holds as \( |v| \to \infty \) for \( V^{\text{ss}} \in \mathcal{Y}^{\text{ss}} \).

The second propagation estimate for the regular part \( V^s \) is one of the main techniques in this paper, and is also one of the improvements on previous work.

**Proposition 2.4.** Let \( v \) and \( \Phi_v \) be as in theorem 2.1. Then

\[
\int_{-\infty}^{\infty} \| (V^s(x) - V^s(vt + e_1d^2/2)) e^{-i\mathcal{N} \Phi_v} \| dt = O(|v|^{-1}) \tag{2.4}
\]

holds as \( |v| \to \infty \) for \( V^s \in \mathcal{Y}^s \).
In [4, lemma 2.2], the right-hand side of (2.4) was $O(|v|^{-\alpha})$ for $1/2 < \alpha < 1$. This order was improved in [3, lemma 3.4] by giving $O(|v|^{\Theta_0(\alpha)+\epsilon})$ with any small $\epsilon > 0$ and

$$\Theta_0(\alpha) = -\alpha - \frac{\alpha(1-\alpha)}{2-\alpha}.$$  \hspace{1cm} (2.5)

The number $(7 - \sqrt{17})/8$ in (1.17) comes from the inequality $\Theta_0(\alpha) < -1/2$, which is required to prove the reconstruction theorem (see (2.66) and below in the proof of theorem 2.1). As mentioned before, not only was the time-independent case (1.1) treated by [3], but also the time-dependent case (1.15). For more details, see [3, lemma 3.4]. Our key ideas for further improvements are the efficient use of the well-known propagation estimate for the free Schrödinger dynamics

$$\|x e^{-i|p|^2/2} \Phi_0\| = O(|t|)$$ \hspace{1cm} (2.6)

as $|t| \to \infty$ and the Hölder inequality (see the estimates of $I_3$ and $I_6$ in the proof).

**Proof of proposition 2.4.** Denote the integrand of (2.4) by

$$I = \| \{V^t(x) - V^t(vt + e_1 t^2/2)\} e^{-iH_0 t} \Phi_0 \|.$$  \hspace{1cm} (2.7)

The Avron–Herbst formula [5]

$$e^{-iH_0 t} = e^{-iH/\delta} e^{i\delta t/2} e^{-i|p|^2/2} e^{i\delta t/2}$$  \hspace{1cm} (2.8)

connects the propagators of the free Stark Hamiltonian and the standard free Schrödinger operator, and plays an important role throughout this paper. Choose $f \in C_0^\infty(\mathbb{R}^n)$ with $\text{supp} f \subset \{\xi \in \mathbb{R}^n \mid |\xi| < \eta\}$ such that $\mathcal{F} \Phi_0 = f \mathcal{F} \Phi_0$ holds. By using (2.8) and the relation

$$e^{-iv x} e^{-i|p|^2/2} e^{iv x} = e^{-i|v|^2/2} e^{-iv \cdot p} e^{-i|p|^2/2},$$  \hspace{1cm} (2.9)

we have

$$I = \| \{V^t(x + e_1 t^2/2) - V^t(vt + e_1 t^2/2)\} e^{-i|p|^2/2} \Phi_0 \|$$

$$= \| \{V^t(x + vt + e_1 t^2/2) - V^t(vt + e_1 t^2/2)\} e^{-i|p|^2/2} f(p) \Phi_0 \|.$$ \hspace{1cm} (2.10)

Split the integral (2.4) such that

$$\int_{-\infty}^{\infty} I dt = \int_{|t| < |v|^{-\sigma_1}} I dt + \int_{|t| \geq |v|^{-\sigma_1}} I dt$$ \hspace{1cm} (2.11)

with $0 < \sigma_1 < 1$ which is independent of $t$ and $v$. Its lower and upper bounds shall be determined at the end of this proof. We first consider the integral on $|t| < |v|^{-\sigma_1}$. Put $\delta = |\omega \cdot e_1| < 1$ and $\lambda = \sqrt{1 - \delta^2}/4$. By inserting

$$F(|x| \geq 3\lambda |v| |t|) + F(|x| < 3\lambda |v| |t|) = 1$$ \hspace{1cm} (2.12)

between $\{V^t(x + vt + e_1 t^2/2) - V^t(vt + e_1 t^2/2)\}$ and $e^{-i|p|^2/2}$, and inserting

$$F(|x| > \lambda |v| |t|) + F(|x| \leq \lambda |v| |t|) = 1$$ \hspace{1cm} (2.13)
between \( f(p) \) and \( \Phi_0 \) in the term of \( F(|x| \geq 3\lambda|v||t|) \), we find the estimate
\[
I \leq I_1 + I_2 + I_3,
\] (2.14)
where
\[
I_1 = C_1 \| F(|x| \geq 3\lambda|v||t|) e^{-i|p|^2/2} f(p) F(|x| \leq \lambda|v||t|) \|,
\] (2.15)
\[
I_2 = C_2 \| F(|x| > \lambda|v||t|) \langle x \rangle^{-2} \|,
\] (2.16)
\[
I_3 = \| \{ V^a(x + vt + e_1 t^2/2) - V^a(vt + e_1 t^2/2) \} F(|x| < 3\lambda|v||t|) e^{-i|p|^2/2} \Phi_0 \|
\] (2.17)
with \( C_1 = 2 \| V^a \| \| \Phi_0 \| \) and \( C_2 = 2 \| V^a \| \| \langle x \rangle^2 \Phi_0 \| \). By the relation (2.9) and proposition 2.2 for \( N = 2 \) with \( \lambda|v| \geq \eta \), \( I_1 \) is estimated such that
\[
I_1 \leq C \langle vt \rangle^{-2}.
\] (2.18)
Because \( I_2 \) has this same estimate, it follows that
\[
\int_{|\tau|<|\tau|-\epsilon} (I_1 + I_2) d\tau \leq C \int_0^{|\tau|-\epsilon} \langle \tau \rangle^{-2} d\tau = C|\tau|^{-1} \int_0^{|\tau|-\epsilon} \langle \tau \rangle^{-2} d\tau = O(|\tau|^{-1}).
\] (2.19)
For \( I_3 \), we compute
\[
I_3 = \int_0^1 (\nabla_x V^a)(\theta x + vt + e_1 t^2/2) \cdot x d\theta F(|x| < 3\lambda|v||t|) e^{-i|p|^2/2} \Phi_0
\] \leq \int_0^1 \| (\nabla_x V^a)(\theta x + vt + e_1 t^2/2) F(|x| < 3\lambda|v||t|) \| \| x e^{-i|p|^2/2} \Phi_0 \|. (2.20)
In the same manner as for the proof of [4, lemma 2.1], we have
\[
|vt + e_1 t^2/2|^2 = |v|^2 t^2 + t^4/4 + v \cdot e_1 t^3 \geq |v|^2 t^2 + t^4/4 - \delta|v||t|^3
\] \[= t^2(|t| - 2\delta|v||t|^2/4 + (1 - \delta^2)|v|^2 t^2 \geq (1 - \delta^2)|v|^2 t^2
\] (2.21)
and \(|vt + e_1 t^2/2| \geq 4\lambda|v||t| \). Therefore, when \(|x| < 3\lambda|v||t| \) holds, we obtain
\[
|x + vt + e_1 t^2/2| \geq |vt + e_1 t^2/2| - |x| > \lambda|v||t|.
\] (2.22)
We thus estimate, by this inequality (2.22) and the short-range assumption (1.6),
\[
\int_0^1 \| (\nabla_x V^a)(\theta x + vt + e_1 t^2/2) F(|x| < 3\lambda|v||t|) \| d\theta \leq C \langle vt \rangle^{-1-\alpha}.
\] (2.23)
From the Heisenberg picture of \( x \),
\[
e^{i|p|^2/2} x e^{-i|p|^2/2} = x + tp,
\] (2.24)
we have
\[
\| x e^{-i|p|^2/2} \Phi_0 \| \leq C(1 + |t|)
\] (2.25)
which holds for all $t \in \mathbb{R}$. From the estimates (2.23) and (2.25), $I_3$ is
\[
I_3 \leq C \langle vt \rangle^{-1-\alpha} (1 + |t|).
\] (2.26)

We compute, for $\alpha < 1$,
\[
\int_0^{\langle vt \rangle^{-\sigma_i}} \langle vt \rangle^{-1-\alpha} dt \leq \langle v \rangle^{-1-\alpha} \int_0^{\langle vt \rangle^{-\sigma_i}} t^{-\alpha} dt = O(\langle v \rangle^{-1-\alpha}),
\] (2.27)
\[
\int_0^{\langle vt \rangle^{-\sigma_i}} \langle vt \rangle^{-1-\alpha} dt = \langle v \rangle^{-1} \int_0^{\langle t \rangle^{-\sigma_i}} \langle \tau \rangle^{-1-\alpha} d\tau = O(\langle v \rangle^{-1}).
\] (2.28)

If $\alpha = 1$, (2.27) reduces to the estimate
\[
\int_0^{\langle vt \rangle^{-\sigma_i}} \langle vt \rangle^{-2} dt = \langle v \rangle^{-2} \int_0^{\langle vt \rangle^{-\sigma_i}} \langle \tau \rangle^{-2} \tau d\tau
\]
\[
\leq \langle v \rangle^{-2} \int_0^{\langle vt \rangle^{-\sigma_i}} \langle \tau \rangle^{-1} d\tau = O(\langle v \rangle^{-2} \log \langle v \rangle).
\] (2.29)

However, we can assume $\alpha < 1$ without loss of generality. (2.27) and (2.28) state that
\[
\int_{|t| < \langle v \rangle^{-\sigma_i}} I_3 dt = O(\langle v \rangle^{-1}).
\] (2.30)

We next consider the integral on $|t| \geq \langle v \rangle^{-\sigma_i}$. Take $0 < \sigma_2 < 1$ which is also independent of $t$ and $v$. Its lower and upper bounds shall be determined at the end of this proof. By replacing $|\lambda| |v|$ by $|v|^{\sigma_2}$ in $I_1, I_2, and I_3$, we have
\[
I \leq I_4 + I_5 + I_6,
\] (2.31)

where
\[
I_4 = C_1 \| F(\langle x \rangle > 3 |v|^{\sigma_2} |r|) e^{-i \langle \beta p \rangle^2 / 2} f(p) F(\langle x \rangle \leq |v|^{\sigma_2} |r|) \|,
\] (2.32)
\[
I_5 = C_2 \| F(\langle x \rangle > |v|^{\sigma_2} |r|) \langle \chi \rangle^{-2} \|,
\] (2.33)
\[
I_6 = \| \{ \langle v \rangle^{\sigma_2} (x + vt + et_r^2 / 2) - \langle v \rangle^{\sigma_2} (vt + et_r^2 / 2) \}
\times F(\langle x \rangle < 3 |v|^{\sigma_2} |r|) e^{-i \langle \beta p \rangle^2 / 2} \Phi_0 \|.
\] (2.34)

By proposition 2.2 for $N = 2$ with $|v|^{\sigma_2} \geq \eta$, $I_4$ is estimated such that
\[
I_4 \lesssim C \langle |v|^{\sigma_2} r \rangle^{-2}.
\] (2.35)

It therefore follows that
\[
\int_{|t| \geq \langle v \rangle^{-\sigma_i}} (I_4 + I_5) dt \leq C \int_{|t| < \langle v \rangle^{-\sigma_i}} \langle |v|^{\sigma_2} r \rangle^{-2} dt = C \langle |v|^{-2\sigma_2} \rangle \int_{|t| < \langle v \rangle^{-\sigma_i}} t^{-2} dt = O(\langle |v|^{-2\sigma_2} \rangle).
\] (2.36)

Similar to the proof of [4, lemma 2.2], when $|x| < 3 |v|^{\sigma_2} |r|$ and $3 |v|^{\sigma_2}^{-1} \leq (1 - \delta) / 4,$
\[ |x + vt + e_1 t^2/2|^2 = |x + vt|^2 + t^4/4 + (x + vt) \cdot e_1 t^2 \]
\[ > (1 - 3|\sigma_2 - 1|)^2 |x|^2 + t^4/4 - (1 + 3|\sigma_2 - 1|)|x|^3 \]
\[ \geq (3 + \delta)^2 |x|^2 t^2/16 + t^4/4 - (1 + 3\delta)|x|^3/4 \]
(2.37)

holds. We thus obtain
\[ |x + vt + e_1 t^2/2|^2 \geq (3 \delta^2 - (1 + 3\delta)^2)|x|^2 t^2/16 = (1 - \delta^2)|x|^2 t^2/2 \]
(2.38)

because
\[ t^4/4 - (1 + 3\delta)|x|^3/4 + (1 + 3\delta)|x|^2 t^2/16 = \{ (1 + 3\delta)|x|^2 t^2/4 \geq 0. \]
(2.39)

Moreover, we also obtain
\[ |x + vt + e_1 t^2/2|^2 \geq \{ 1 - (1 + 3\delta)^2/(3 + \delta)^2 \} t^4/4 = 2(1 - \delta^2)t^4/(3 + \delta)^2 \]
(2.40)

because
\[ (3 + \delta)^2 |x|^2 t^2/16 - (1 + 3\delta)|x|^3/4 + (1 + 3\delta)^2/(3 + \delta)^2 t^4/4 \]
\[ = \{ (1 + \delta)t/(3 + \delta) - (3 + \delta)|x|/2 \}^2 t^4/4 \geq 0. \]
(2.41)

Therefore, from (2.38) and (2.40), if \(|x| < 3|\sigma_2| |t| \) and \(3|\sigma_2 - 1| \leq (1 - \delta)/4\), we have
\[ |x + vt + e_1 t^2/2| \geq \max\{ c_1 |x|^2 t^2 \} \]
(2.42)

with \(c_1 = \sqrt{(1 - \delta^2)/2}\) and \(c_2 = \sqrt{2(1 - \delta^2)/(3 + \delta)}\). As in (2.20), \(I_6\) is
\[ I_6 \leq \int_0^1 \| (\nabla_x V^\alpha)(\theta x + vt + e_1 t^2/2)F(|x| < 3|\sigma_2| |t|)\|d\theta \times \|xe^{-|\sigma_2| |t|^2/2} \Phi_0\|. \]
(2.43)

By using the Hölder inequality, we estimate the integral of \(I_6\) such that
\[ \int_{|x|^2}^{\infty} I_6 dx \leq \left( \int_{|x|^2}^{\infty} I_6^1 dx \right)^{1/q_1} \left( \int_{|x|^2}^{\infty} I_6^2 dx \right)^{1/q_2} \]
(2.44)

where \(q_1\) and \(q_2\) are the Hölder conjugates of each other, that is, \(1/q_1 + 1/q_2 = 1\) for \(q_1 > 1\). From the estimate
\[ |x + vt + e_1 t^2/2| \geq c_1 |x||t| \]
(2.45)

of (2.42) and assumption (1.6), we have
\[ \int_{|x|^2}^{\infty} I_6^1 dx \leq C \int_{|x|^2}^{\infty} (vt)^{-1-\alpha} (1 + t)^q_1 dt \]
\[ \leq 2^{\eta - 1} C \left( \int_{|x|^2}^{\infty} (vt)^{-q_1(1+\alpha)} dt + \int_{|x|^2}^{\infty} (vt)^{-q_1(1+\alpha)} \Phi_1 dt \right). \]
(2.46)
Choose \( q_1 \), which satisfies \( q_1 \alpha > 1 \), and we then compute
\[
\int_{|v|-\sigma_1}^{\infty} (v)_{-q_1(1+\alpha)} t^{\delta} dt \leq |v|^{-q_1(1+\alpha)} \int_{|v|-\sigma_1}^{\infty} t^{-q_1(1+\alpha)} dt = O(|v|^{-q_1(1+\alpha)-\sigma_1(1-q_1(1+\alpha))}).
\] (2.47)

We also compute
\[
\int_{|v|-\sigma_1}^{\infty} (v)_{-q_1(1+\alpha)} t^\delta dt \leq |v|^{-q_1(1+\alpha)} \int_{|v|-\sigma_1}^{\infty} t^{-q_1(1+\alpha)} dt = O(|v|^{-q_1(1+\alpha)-\sigma_1(1-q_1(1+\alpha)))}.\] (2.48)

(2.47) and (2.48) state that
\[
\int_{|v|-\sigma_1}^{\infty} t^\delta dt = O(|v|^{-q_1(1+\alpha)-\sigma_1(1-q_1(1+\alpha)))}.\] (2.49)

Again, from
\[
|x + vt + e_1 t^2/2| \geq c_2 t^2
\] of (2.42) and (1.6), we compute
\[
\int_{|v|-\sigma_1}^{\infty} I_6 dt \leq C \int_{|v|-\sigma_1}^{\infty} \left( \|x\| -q_1(1+\alpha)(1+t) \right)^\delta dt
\leq 2^{\delta-1} C \left( \int_{|v|-\sigma_1}^{\infty} \|x\| -q_1(1+\alpha) dt + \int_{|v|-\sigma_1}^{\infty} \|x\| -q_1(1+\alpha) dt \right)
= O(|v|^{-q_1(1-2q_1(1+\alpha))}) + O(|v|^{-q_1(1-q_1)} + O(|v|^{-q_1(1-2q_1(1+\alpha)))})\] (2.51)

We here used \( 2q_1(1+\alpha) > q_2(1+2\alpha) > 1 \). By combining (2.44), (2.49), (2.51), and
\[-1 - \alpha - \sigma_1(1 - q_1(1+\alpha))/q_1 - \sigma_1(1 - 2q_2(1+\alpha))/q_2 = -1 - \alpha + \sigma_1(2 + 3\alpha),\] (2.52)
we obtain
\[
\int_{|v|\geq\sigma_1} I_6 dt = O(|v|^{-1-\alpha+\sigma_1(2+3\alpha)}).\] (2.53)

Together, (2.19), (2.30), (2.36) and (2.53) imply that
\[
\int_{-\infty}^{\infty} I_6 dt = O(|v|^{-1}) + O(|v|^{-\sigma_1(2+3\alpha)}) + O(|v|^{-1+\sigma_1(2+3\alpha)}).\] (2.54)

To complete our proof, it is sufficient to determine the size of \( \sigma_1 \) and \( \sigma_2 \), such that
\[ 0 < \sigma_1 < \alpha/(2 + 3\alpha) \] and (1 + \( \sigma_1 \))/2 < \( \sigma_2 \) < 1. Indeed, \( \sigma_1 < \alpha/(2 + 3\alpha) \) is equivalent to
\[-1 - \alpha + \sigma_1(2 + 3\alpha) < -1, \] and (1 + \( \sigma_1 \))/2 < \( \sigma_2 \) is equivalent to \( \sigma_1 - 2\sigma_2 < -1 \).

We introduce the auxiliary Graf-type modified wave operators
\[
\Omega^{+}_{\alpha} = \lim_{t \to \pm \infty} e^{i \alpha^2} U_{G,\alpha}(t), \quad U_{G,\alpha}(t) = e^{-i \alpha^2} M_{G,\alpha}(t)\] (2.55)

with
\[ M_{G,\alpha}(t) = e^{-i \int_0^t \nu (\tau + e_1 t^2/2) d\tau}, \]  

(2.56)

according to [4] (see also [2] and [3]). Recall (2.21). Then, by the estimate

\[ |vt + e_1 t^2/2|^2 \geq \tilde{t}^2(|\nu| - \delta)^2 + (1 - \delta^2)t^4/4 \geq (1 - \delta^2)t^4/4 \]  

(2.57)

and assumption \( \gamma > 1/2 \), we see that

\[ I_{G,\alpha}^\pm(t) = \lim_{t \to \pm \infty} M_{G,\alpha}(t) \]  

(2.58)

exist. Because the wave operators (1.11) and this limits (2.58) exist, we also see that \( \Omega_{G,\alpha}^\pm = W^\pm I_{G,\alpha}^\pm(t) \). [12, 13] applied the Dollard-type modification to short-range inverse scattering in the Stark effect. The Graf-type modification was first introduced in [4]. We emphasize that the Graf-type modifier \( M_{G,\alpha}(t) \) is scalar-valued and therefore commutes with any operators.

By virtue of propositions 2.3 and 2.4, the following corollary is proved as in [4, lemma 2.3] and [2, lemma 3.5]. We therefore omit its proof.

**Corollary 2.5.** Let \( \nu \) and \( \Phi \) be as in theorem 2.1. Then

\[ \| (I_{G,\alpha}^\pm(\Omega_{G,\alpha}^\pm - U_{G,\alpha}(t)) \Phi) \| = O(|\nu|^{-1}) \]  

holds as \( |\nu| \to \infty \) uniformly in \( t \in \mathbb{R} \), for \( \nu^\alpha \in \nu^\alpha \) and \( \nu^\alpha \in \nu^\alpha \).

We now prove theorem 2.1.

**Proof of theorem 2.1.** This proof follows similarly [18, theorem 2.4] and [4, theorem 3.1] (see also [2] and [3]). We give here a sketch. Note that the scattering operator \( S \) is represented such that

\[ S = I_{G,\alpha}(\Omega_{G,\alpha}^+)^* \Omega_{G,\alpha}^-, \quad I_{G,\alpha} = I_{G,\alpha}^{e^\pm \int_0^\infty \nu (\tau + e_1 t^2/2) d\tau} \]  

(2.60)

and put \( V_{\nu,\alpha}^\alpha \) by

\[ V_{\nu,\alpha}^\alpha = \nu^\alpha(x) + \nu^\alpha(x) - \nu^\alpha(vt + e_1 t^2/2), \]  

(2.61)

then we have

\[ i(S - I_{G,\alpha}) \Phi = iI_{G,\alpha}(\Omega_{G,\alpha}^+)^* \Omega_{G,\alpha}^- \Phi = I_{G,\alpha} \int_{-\infty}^{\infty} U_{G,\alpha}(t)^* V_{\nu,\alpha}^\alpha e^{-i\nu t^2} \Omega_{G,\alpha}^\pm \Phi \]  

(2.62)

We therefore obtain, by using the relations \( [S, p_j] = [S - I_{G,\alpha}, p_j - v_j] \) and \( (p_j - v_j) \Phi = (p_j \Phi_0), \nu \)

\[ |\nu| (i[S, p_j] \Phi, \nu, \Psi) = I_{G,\alpha} \{ I(\nu) + R(\nu) \} \]  

(2.63)

with

\[ I(\nu) = |\nu| \int_{-\infty}^{\infty} \left\{ (V_{\nu,\alpha}^\alpha U_{G,\alpha}(t)(p_j \Phi_0) \nu, U_{G,\alpha}(t)(p_j \Phi_0) \nu) - (V_{\nu,\alpha}^\alpha U_{G,\alpha}(t)(p_j \Phi_0) \nu, U_{G,\alpha}(t)(p_j \Phi_0) \nu) \right\} dt. \]  

(2.64)
\[ R(v) = |v| \int_{-\infty}^{\infty} (e^{-i\alpha t} \Omega_{\alpha, v} - U_{\alpha, v}(t)) (p_j \Phi_0) \, dt + |v| \int_{-\infty}^{\infty} (e^{-i\alpha t} \Omega_{\alpha, v} - U_{\alpha, v}(t)) \Phi_0 \, dt. \] (2.65)

Propositions 2.3, 2.4 and corollary 2.5 immediately imply that
\[ R(v) = O(|v|^{-1}). \] (2.66)

The corresponding result to (2.66) in [4] was \( O(|v|^{1-2\alpha}) \) if \( \alpha < 1 \), and \( 1 - 2\alpha < 0 \) required \( \alpha > 1/2 \). In [3], \( R(v) \) was estimated by \( O(|v|^{1+\epsilon_0(\alpha)+1}) \) for any small \( \epsilon > 0 \), and \( 1 + 2(\Theta_0(\alpha) + \epsilon) < 0 \) required \( \alpha > (7 - \sqrt{17})/8 \) when \( \mu = 0 \). With our new result, we prove proposition 2.4 independently of \( \alpha \), therefore (2.66) is obtained under the weak condition \( \alpha > 0 \).

Because the rest of this proof is the same as in [18] and [4], we omit it here.

By the Plancherel formula as applied to the Radon transform (see Helgason [9, theorem 2.17 in chapter I]), theorem 1.2 is proved similarly to [18, theorem 1.2] (see also [7]). We have therefore omitted its proof.

3. Long-range interactions

Our main purpose in this section is proving the following reconstruction theorem. This theorem yields the proof of theorem 1.3.

**Theorem 3.1.** Let \( \omega \in \mathbb{R}^n \) be given such that \( |\omega| = 1 \) and \( |\omega \cdot e_1| < 1 \). Put \( v = |v| \omega \). Suppose \( \Phi_0, \Psi_0 \in L^2(\mathbb{R}^n) \) such that \( \mathcal{F} \Phi_0, \mathcal{F} \Psi_0 \in C^\infty_0(\mathbb{R}^n) \) with \( \text{supp} \mathcal{F} \Phi_0, \text{supp} \mathcal{F} \Psi_0 \subseteq \{ \xi \in \mathbb{R}^n \mid |\xi| < \eta \} \) for the given \( \eta > 0 \). Put \( \Phi_\nu = e^{i\nu \cdot \Phi_0}, \Psi_\nu = e^{i\nu \cdot \Psi_0} \). Then
\[ |v| (i[S_\nu, p_j] \Phi_\nu, \Psi_\nu) = \int_{-\infty}^{\infty} \left\{ (V^{vs}(x + \omega t) \Phi_0, \Psi_0) - (V^{vs}(x + \omega t) \Phi_0, p_j \Psi_0) \right. \]
\[ + (i(\partial_0 V^s)(x + \omega t) \Phi_0, \Psi_0) + (i(\partial_0 V^s)(x + \omega t) \Phi_0, \Psi_0) \right\} dt + o(1) \] (3.1)

holds as \( |v| \to \infty \) for \( V^{vs} \in \mathcal{V}^{vs}, V^s \in \mathcal{V}^s, \) and \( V^4 \in \mathcal{V}_G^d \cup \mathcal{V}_D^d \).

Before the proof of theorem 3.1, we prepare some lemmas and propositions. To begin, we define a class of long-range potentials \( \mathcal{Y}_D^1 \) as follows. \( V^4 \in \mathcal{Y}_D^1 \) belongs to \( C^2(\mathbb{R}^n) \) and satisfies that
\[ |\partial_0^\beta V^4(x)| \leq C_\beta (x)^{-|\beta|-|\beta|/2} \] (3.2)
for \( |\beta| \leq 2 \), where \( 1/4 < \gamma_D \leq 1/2 \). Clearly, \( \mathcal{Y}_D^1 \subseteq \mathcal{Y}_D^2 \). Moreover, we denote the Dollard-type modifiers \( M_D(t) \) and \( M_D^2(t) \) by
\[ M_D(t) = e^{-i \int_0^t V^4(\rho^2 + v^2 / 2) d\tau}, \] (3.3)
for $V^l \in \mathcal{V}^l_G \cup \mathcal{V}^l_D$.

We first give the estimates when $V^l$ belongs to $\mathcal{V}^l_G$. Lemma 3.2 of which $k = 2$ was obtained in [4, lemma 3.1]. The proof of $k = 1$ was included in the proof of $k = 2$. Propositions 3.3 and 3.5 below were also proved in [4, lemmas 3.2 and 3.4].

**Lemma 3.2.** Let $v$ and $\Phi_v$ be as in theorem 3.1. Then, for $V^l \in \mathcal{V}^l_G$,

$$\|(x)^k M_{D,v}(t) \Phi_0\| = O(1)$$

with $k = 1, 2$ holds as $|v| \to \infty$ uniformly in $t \in \mathbb{R}$.

**Proposition 3.3.** Let $v$ and $\Phi_v$ be as in theorem 3.1. Then

$$\int_{-\infty}^{\infty} \|V^v(x)e^{-it\mathcal{M}_D(t)}\Phi_v\| dt = O(|v|^{-1})$$

holds as $|v| \to \infty$ for $V^v \in \mathcal{V}^v$ and $V^l \in \mathcal{V}^l_G$.

The next propagation estimate for the regular short-range part $V^v$ along the modified time evolution by $M_{D,v}(t)e^{-it\mathcal{M}_D}$ is also one of the new results in this paper. In [4, lemma 3.3], the right-hand side of (3.7) was given as $O(|v|^{-\alpha})$ for $1/2 < \alpha < 1$.

**Proposition 3.4.** Let $v$ and $\Phi_v$ be as in theorem 3.1. Then

$$\int_{-\infty}^{\infty} \|\{V^v(x) - V^v(vt + e_1r^2/2)\}e^{-it\mathcal{M}_D(t)}\Phi_v\| dt = O(|v|^{-1})$$

holds as $|v| \to \infty$ for $V^v \in \mathcal{V}^v$ and $V^l \in \mathcal{V}^l_G$.

**Proof of proposition 3.4.** It follows from the Avron–Herbst formula (2.8) and relation (2.9) that the integrand of (3.7) is

$$\|\{V^v(x) - V^v(vt + e_1r^2/2)\}e^{-it\mathcal{M}_D(t)}\Phi_v\| = \|\{V^v(x + vt + e_1r^2/2) - V^v(vt + e_1r^2/2)\}e^{-it\mathcal{M}_D(t)}\Phi_v\|.$$

Therefore, by virtue of lemma 3.2, this proof is performed almost in a similar manner to the proof of proposition 2.4. We here only note that

$$\|xe^{-it|p|^2/2}M_{D,v}(t)\Phi_0\| = \|(x + pt)M_{D,v}(t)\Phi_0\| \leq C(1 + |t|)$$

holds by (2.24) and (3.5) with $k = 1$.

As we stated above, the following propagation estimate for the long-range part $V^l \in \mathcal{V}^l_G$ was already obtained in [4].

**Proposition 3.5.** Let $v$ and $\Phi_v$ be as in theorem 3.1. Then

$$\int_{-\infty}^{\infty} \|\{V^l(x) - V^l(\rho t - e_1r^2/2)\}e^{-it\mathcal{M}_D(t)}\Phi_v\| dt = O(|v|^{-1/2-\epsilon_1})$$

holds with some $\epsilon_1 > 0$ as $|v| \to \infty$ for $V^l \in \mathcal{V}^l_G$. 

\[\int_{-\infty}^{\infty} \|\{V^l(x) - V^l(\rho t - e_1r^2/2)\}e^{-it\mathcal{M}_D(t)}\Phi_v\| dt = O(|v|^{-1/2-\epsilon_1})\]
The following lemma and propositions are the estimates when \( V^l \) belongs to \( \mathcal{Y}_D^1 \). (3.12) of lemma 3.6 is one of the simple versions in [3, lemma 4.2]. The proof of (3.11) was included in the proof of (3.12). Proposition 3.7 was also proved in [3, lemma 4.3].

**Lemma 3.6.** Let \( v \) and \( \Phi_v \) be as in theorem 3.1. Then, for \( V^l \in \mathcal{Y}_D^1 \) there exists a positive constant \( C \), which is independent of \( t \) and \( v \) such that
\[
\| \langle x \rangle M_{D,v}(t) \Phi_v \| \leq C (1 + |t|^{1-2\eta_0} v),
\]
(3.11)
\[
\| \langle x \rangle^2 M_{D,v}(t) \Phi_v \| \leq C (1 + |t|^{1-2\eta_0} + |t|^{2-4\eta_0}).
\]
(3.12)

**Proposition 3.7.** Let \( v \) and \( \Phi_v \) be as in theorem 3.1. Then
\[
\int_{-\infty}^{\infty} \| V^{\alpha}(x) e^{-itP} M_D(t) \Phi_v \| dt = O(|v|^{-1})
\]
(3.13)
holds as \( |v| \to \infty \) for \( V^{\alpha} \in \mathcal{Y}^{\alpha} \) and \( V^l \in \mathcal{Y}_D^1 \).

The next propagation estimate for \( V^v \) along the modified time evolution by \( M_D(t) e^{-itP} \), when \( V^l \in \mathcal{Y}_D^1 \) is one of the main techniques in this paper, and is also one of the improvements on the previous work.

**Proposition 3.8.** Let \( v \) and \( \Phi_v \) be as in theorem 3.1. Then
\[
\int_{-\infty}^{\infty} \| \{ V^l(x) - V^l(vt + e_1 t^2/2) \} e^{-itP} M_D(t) \Phi_v \| dt = O(|v|^{-1})
\]
(3.14)
holds as \( |v| \to \infty \) for \( V^{\alpha} \in \mathcal{Y}^{\alpha} \) and \( V^l \in \mathcal{Y}_D^1 \).

In [3, lemma 4.4], when \( \mu = 0 \) of (1.15), the estimate of (3.14) was \( O(|v|^{\Theta_0(\alpha) + \epsilon}) \) with any small \( \epsilon > 0 \) and
\[
\Theta_0(\alpha) = -\alpha - \frac{\alpha(1 - \alpha)}{4 - 3\alpha}.
\]
(3.15)
The number \((13 - \sqrt{41})/16\) in (1.24) comes from the inequality \( \Theta_0(\alpha) < -1/2 \). Our key ideas for this improvement are the efficient use of the propagation estimate of the free Schrödinger dynamics and the Hölder inequality as with the proof of proposition 2.4.

**Proof of proposition 3.8.** By the formulae (2.8) and (2.9), the integrand of (3.14) is
\[
I = \| \{ V^l(x + vt + e_1 t^2/2) - V^l(vt + e_1 t^2/2) \} e^{-itP} M_D(t) f(p) \Phi_v \|.
\]
(3.16)
Split the integral (3.14), such that
\[
\int_{-\infty}^{\infty} I dt = \int_{|t| < |v|^{-\sigma_1}} I dt + \int_{|t| \geq |v|^{-\sigma_1}} I dt
\]
(3.17)
with \( 0 < \sigma_1 < 1 \) which is independent of \( t \) and \( v \). Its lower and upper bounds shall be determined at the end of this proof. We first consider the integral on \( |t| < |v|^{-\sigma_1} \). Similar to the proof of proposition 2.4, put \( \lambda = \sqrt{1 - \delta^2/4} \) for \( \delta = |\omega \cdot e_1| < 1 \), and we then estimate
\[ I \leq I_1 + I_2 + I_3, \]  
(3.18)

where

\[ I_1 = C_1 \| F(|x| \geq 3\lambda |v| |t|) e^{-i|p|^{3/2}} f(p) F(|x| \leq \lambda |v| |t|) \|, \]  
(3.19)

\[ I_2 = C_2 \| F(|x| > \lambda |v| |t|) (x)^{-2} \| (x)^2 M_{D,x}(t) \Phi_0 \|, \]  
(3.20)

\[ I_3 = \| \{ V^\alpha (x + vt + e_1 r^2 / 2) - V^\alpha (vt + e_1 r^2 / 2) \} \times F(|x| < 3\lambda |v| |t|) e^{-i|p|^{3/2}} M_{D,x}(t) \Phi_0 \| \]  
(3.21)

with \( C_1 = 2 \| V^\alpha \| \| \Phi_0 \| \) and \( C_2 = 2 \| V^\alpha \| \). \( I_1 \) has the same shape in the proof of proposition 2.4. Therefore, by using proposition 2.2 for \( N = 2 \) with \( \lambda |v| \geq \eta \), we have

\[ \int_{|t| < |v|^{-\gamma_1}} I_1 \, dt = O(|v|^{-1}). \]  
(3.22)

\( I_2 \) is estimated by (3.12) of lemma 3.6, we therefore have

\[ I_2 \leq C \| v \|^{-2} (1 + |t|^{1-2\gamma_0} + |t|^{2-4\gamma_0}). \]  
(3.23)

Recall the condition \( 1/4 < \gamma_D \leq 1/2 \), and we then compute

\[ \int_0^{|v|^{-\gamma_1}} \langle v \rangle^{-2} t^{1-2\gamma_0} \, dt = |v|^{2\gamma_0-2} \int_0^{|v|^{-\gamma_1}} \langle \tau \rangle^{-2} \tau^{1-2\gamma_0} \, d\tau = O(|v|^{2\gamma_0-2}), \]  
(3.24)

\[ \int_0^{|v|^{-\gamma_1}} \langle v \rangle^{-2} t^{2-4\gamma_0} \, dt = |v|^{4\gamma_0-3} \int_0^{|v|^{-\gamma_1}} \langle \tau \rangle^{-2} \tau^{2-4\gamma_0} \, d\tau = O(|v|^{4\gamma_0-3}), \]  
(3.25)

we also have, by (2.28), (3.24) and (3.25),

\[ \int_{|t| < |v|^{-\gamma_1}} I_2 \, dt = O(|v|^{-1}). \]  
(3.26)

By the same computation of (2.20), \( I_3 \) is

\[ I_3 \leq \int_0^1 \| (\nabla_x V^\alpha) (\theta x + vt + e_1 r^2 / 2) F(|x| < 3\lambda |v| |t|) \| d\theta \times \| x e^{-i|p|^{3/2}} M_{D,x}(t) \Phi_0 \|. \]  
(3.27)

We here note that

\[ \| x e^{-i|p|^{3/2}} M_{D,x}(t) \Phi_0 \| = \| (x + pt) M_{D,x}(t) \Phi_0 \| \leq C (1 + |t|^{1-2\gamma_0} + |t|) \]  
(3.28)

holds by (2.24) and (3.11). From (2.23), (3.27), and (3.28), \( I_3 \) is estimated such that

\[ I_3 \leq C \| v \|^{-1-\alpha} (1 + |t|^{1-2\gamma_0} + |t|). \]  
(3.29)
To compute the following integral
\[ \int_0^{|v|^{-\sigma_1}} (|v|^{-1-\alpha}t^{-1}\gamma_0)dt \leq |v|^{-1-\alpha} \int_0^{|v|^{-\sigma_1}} t^{-\alpha-2\gamma_0}dt = O(|v|^{-1-\alpha}), \tag{3.30} \]
we can assume that \( \alpha + 2\gamma_0 < 1 \) without loss of generality. Therefore, we have, by (2.27), (2.28) and (3.30),
\[ \int_{|t|<|v|^{-\sigma_1}} I_3dt = O(|v|^{-1}). \tag{3.31} \]

We next consider the integral on \(|t| \geq |v|^{-\sigma_1}\). As in the proof of proposition 2.4, take \( 0 < \sigma_2 < 1 \) which is also independent of \( t \) and \( v \). Its lower and upper bounds shall be determined at the end of this proof. We also put \( I_4, I_5 \) and \( I_6 \) such that
\[ I \leq I_4 + I_5 + I_6, \tag{3.32} \]
where
\[ I_4 = C_1\|F(|x| \geq 3|v|^{\sigma_2}|t|)e^{-i\xi t}|t|^\phi f(p)F(|x| \leq |v|^{\sigma_2}|t|)\|, \tag{3.33} \]
\[ I_5 = C_2\|F(|x| > |v|^{\sigma_2}|t|)\langle x \rangle^{-2}\|\langle x \rangle^2M_{D_\alpha}(t)\Phi_0\|, \tag{3.34} \]
\[ I_6 = \|V^\alpha(x + vt + e_1\xi t/2) - V^\alpha(vt + e_1\xi t/2)\|	imes F(|x| < 3|v|^{\sigma_2}|t|)e^{-i\xi t}|t|^\phi M_{D_\alpha}(t)\Phi_0\|. \tag{3.35} \]

\( I_4 \) is the same as in the proof of proposition 2.4, and we thus have
\[ \int_{|t| \geq |v|^{-\sigma_1}} I_4dt = O(|v|^{-\sigma_1-\sigma_2}) \tag{3.36} \]
by using proposition 2.2 for \( N = 2 \) with \(|v|^{\sigma_2} \geq \eta \). Similar to (3.23), with (3.12) of lemma 3.6, \( I_5 \) is
\[ I_5 \leq C\langle|v|^{\sigma_2}|t|\rangle^{-2}(1 + |t|^{1-2\gamma_0} + |t|^{2-4\gamma_0}). \tag{3.37} \]

We compute the following integrals
\[ \int_{|v|^{-\sigma_1}}^\infty \langle|v|^{\sigma_2}|t|\rangle^{-2}t^{1-2\gamma_0}dt \leq |v|^{-2\sigma_2} \int_{|v|^{-\sigma_1}}^\infty t^{-1-2\gamma_0}dt = O(|v|^{2\sigma_2\gamma_0-2\sigma_2}), \tag{3.38} \]
\[ \int_{|v|^{-\sigma_1}}^\infty \langle|v|^{\sigma_2}|t|\rangle^{-2}t^{2-4\gamma_0}dt \leq |v|^{-2\sigma_2} \int_{|v|^{-\sigma_1}}^\infty t^{-4\gamma_0}dt = O(|v|^{6\sigma_2\gamma_0-2\sigma_2}). \tag{3.39} \]

Here \( \gamma_0 > 1/4 \) was used in (3.39). Note that \( 4\hat{\gamma}_D - 1 < 2\hat{\gamma}_D < 1 \) holds for \( 1/4 < \hat{\gamma}_D < 1/2 \) and, with the computations of (3.36), (3.38), and (3.39), we then have
\[ \int_{|t| \geq |v|^{-\sigma_1}} I_5dt = O(|v|^{-\sigma_1-\sigma_2}). \tag{3.40} \]
As in (3.27), \( I_6 \) is
\[
I_6 \leq \int_0^1 \| (\nabla_x V^s)(\theta x + vt + e_1 t^2/2)F(|x| < 3|v|^2 |t|) \| d\theta \times \| xe^{-it|\theta|^2/2}M_{D_0}(t)\Phi_0 \|.
\] (3.41)

Put \( I_{6,1} \) and \( I_{6,2} \) such that, with the estimate (3.28),
\[
I_6 \leq I_{6,1} + I_{6,2}.
\] (3.42)

where
\[
I_{6,1} = C \int_0^1 \| (\nabla_x V^s)(\theta x + vt + e_1 t^2/2)F(|x| < 3|v|^2 |t|) \| d\theta \times (1 + |t|),
\] (3.43)
\[
I_{6,2} = C \int_0^1 \| (\nabla_x V^s)(\theta x + vt + e_1 t^2/2)F(|x| < 3|v|^2 |t|) \| d\theta \times |t|^{1-2\gamma_D}.
\] (3.44)

The estimate of \( I_{6,1} \) was already obtained in (2.53). In the proof of proposition 2.4, we thus have
\[
\int_{|t| \geq |v|^{-\sigma_1}} |I_{6,1}| dt = O(|v|^{-1-\alpha+\sigma_1(2+3\alpha)}).
\] (3.45)

As for \( I_{6,2} \), by using the Hölder inequality again, we estimate the integral of \( I_{6,2} \) such that
\[
\int_{|v|^{-\sigma_1}} I_{6,2} dt \leq \left( \int_{|v|^{-\sigma_1}} \tilde{R}_{6,2}^{2} \right)^{1/q_1} \left( \int_{|v|^{-\sigma_1}} \tilde{R}_{6,2}^{2} \right)^{1/q_2},
\] (3.46)

where \( q_1 \) and \( q_2 \) are the Hölder conjugates of each other. From the estimate
\[
|x + vt + e_1 t^2/2| \geq c_1 |v||t|\]
(3.47)
of (2.42) and assumption (1.6), we compute
\[
\int_{|v|^{-\sigma_1}} \tilde{R}_{6,2}^{2} dt \leq C \int_{|v|^{-\sigma_1}} (vt)^{-q_1(1+\alpha)} t^{(1-2\gamma_D)} dt
\leq C |v|^{-q_1(1+\alpha)} \int_{|v|^{-\sigma_1}} t^{-q_1(\alpha+2\gamma_D)} dt = O(|v|^{-q_1(1+\alpha)-\sigma_1(1-q_1(1+2\gamma_D)))}.
\] (3.48)

Although we assumed that \( \alpha + 2\gamma_D < 1 \) in the estimate (3.30), we choose \( q_1 > 1 \), which satisfies \( q_1(\alpha + 2\gamma_D) > 1 \) in (3.48). Again, from
\[
|x + vt + e_1 t^2/2| \geq c_2 t^2
\] (3.49)
of (2.42) and (1.6), we compute
\[
\int_{|v|^{-\sigma_1}} \tilde{R}_{6,2}^{2} dt \leq C \int_{|v|^{-\sigma_1}} (t^2)^{-q_1(1+\alpha)} t^{(1-2\gamma_D)} dt = O(|v|^{-\sigma_1(1-q_1(1+2\gamma_D)))}.
\] (3.50)
We here used \(-2q_2(1 + \alpha) + q_2(1 - 2\gamma_D) = -q_2(1 + 2\alpha + 2\gamma_D) < -1\). By (3.46), (3.48), (3.50), and
\[
-1 - \alpha - \sigma_1\left\{1 - q_1(\alpha + 2\gamma_D)\right\}/q_1 - \sigma_1\left\{1 - q_2(1 + 2\alpha + 2\gamma_D)\right\}/q_2
= -1 - \alpha + \sigma_1(3\alpha + 4\gamma_D),
\]
we have
\[
\int_{|t| \geq |v|^{-\gamma}} I_{6,2} dt = O(|v|^{-1-\alpha+\sigma_1(3\alpha+4\gamma_D)}).
\]
Because \(\gamma_D < 1/2\), (3.45) and (3.52) state that
\[
\int_{|t| \geq |v|^{-\gamma}} I_6 dt = O(|v|^{-1-\alpha+\sigma_1(2+3\alpha)}).
\]
By combining (3.22), (3.26), (3.31), (3.36), (3.40), and (3.53), we finally obtain
\[
\int_{-\infty}^\infty |t| dt = O(|v|^{-1-\alpha+\sigma_1(2+3\alpha)}).
\]
As in the proof of proposition 2.4, by determining the size of \(\sigma_1\) and \(\sigma_2\) such that \(0 < \sigma_1 < \alpha/(2 + 3\alpha)\) and \((1 + \sigma_1)/2 < \sigma_2 < 1\), (3.54) completes our proof.

The following propagation estimate for the long-range part \(V^l \in \hat{\gamma}_D^l\) was given in [3, lemma 4.5] for \(\mu = 0\).

**Proposition 3.9.** Let \(v\) and \(\Phi_v\) be as in theorem 3.1. Then
\[
\int_{-\infty}^\infty \|\{V^l(x) - V^l(pt - e_t r^2/2)\}e^{-i\mu t^l}M_D(t)\Phi_v\| dt = O(|v|^{-1-4\gamma_D+\epsilon_2})
\]
holds with any small \(\epsilon_2 > 0\) as \(|v| \to \infty\) for \(V^l \in \hat{\gamma}_D^l\).

For \(V^l \in \hat{\gamma}_G^l \cup \hat{\gamma}_D^l\), we introduce the auxiliary Dollard–Graf-type modified wave operators
\[
\Omega_{G,v} = s-Lim_{t \to \pm \infty} e^{it\mu} U_{D,G,v}(t), \quad \Omega_{D,v} = e^{-i\mu t^l} M_D(t) M_{G,v}(t)
\]
according to [2] and [3]. Because the Dollard-type modified wave operators (1.20) and limits (2.18) exist, we see that \(\Omega_{D,v} = W_{D,v}(t)\).

By virtue of propositions 3.3–3.5 and 3.7–3.9, the following corollary is proved as in corollary 2.5. We therefore omit its proof.

**Corollary 3.10.** Let \(v\) and \(\Phi_v\) be as in theorem 3.1. Then, for \(V^\alpha \in \gamma^\alpha\), \(V^v \in \gamma^v\), and \(V^l \in \gamma^l_G \cup \gamma^l_D\),
\[
\|\{e^{-i\mu t^l} \Omega_{D,G,v}^\pm - U_{D,G,v}(t)\} \Phi_v\| = \begin{cases} O(|v|^{-1/2-\epsilon_1}) & \text{if } V^l \in \gamma^l_G, \\ O(|v|^{-4\gamma_D+\epsilon_2}) & \text{if } V^l \in \gamma^l_D \end{cases}
\]

holds as \(|v| \to \infty\) uniformly in \(t \in \mathbb{R}\), where \(\epsilon_1\) and \(\epsilon_2\) are taken in propositions 3.5 and 3.9 respectively.

We now prove theorem 3.1.

**Proof of theorem 3.1.** This proof is almost similar to the proof of theorem 2.1 (see also [18, theorem 3.5] and [3, theorem 4.1]). We give here a sketch. Note that the Dollard-type modified scattering operator \(S_D\) is represented such that

\[
S_D = \mathcal{I}_{G,v}(\Omega^+_{D,G,v})^* \Omega^-_{D,G,v}
\]

(3.58)

and put \(V_{v,t}^{d}\) by

\[
V_{v,t}^{d} = V^v(x) + V^v(x) - V^v(vt + e_it^2/2) + V^v(x) - V^v(pt - e_it^2/2).
\]

(3.59)

then we have

\[
i(S_D - \mathcal{I}_{G,v})\Phi_v = \mathcal{I}_{G,v}(\Omega^+_{D,G,v} - \Omega^-_{D,G,v})^* \Omega^-_{D,G,v} \Phi_v
= \mathcal{I}_{G,v} \int_{-\infty}^{\infty} U_{D,G,v}(t)^* V_{v,t}^{d} e^{-itp} \Omega^-_{D,G,v} \Phi_v dt.
\]

(3.60)

We therefore obtain, by the relations \([S_D, p_j] = [S_D - \mathcal{I}_{G,v}, p_j - \psi]\) and \((p_j - \psi) \Phi_v = (p_j \Phi_0)_v\),

\[
|v|(i[S_D, p_j]\Phi_v, \psi_v) = \mathcal{I}_{G,v} \{I_D(v) + R_D(v)\}
\]

(3.61)

with

\[
I_D(v) = |v| \int_{-\infty}^{\infty} \left\{ (V_{v,t}^{d} U_{D,G,v}(t)(p_j \Phi_0)_v, U_{D,G,v}(t) \psi_v) \\
- (V_{v,t}^{d} U_{D,G,v}(t) \Phi_v, U_{D,G,v}(t)(p_j \psi_0)_v) \right\} dt,
\]

(3.62)

\[
R_D(v) = |v| \int_{-\infty}^{\infty} \left( \{e^{-itp} \Omega^-_{D,G,v} - U_{D,G,v}(t)\}(p_j \Phi_0)_v, V_{v,t}^{d} U_{D,G,v}(t) \psi_v \right) dt
- |v| \int_{-\infty}^{\infty} \left( \{e^{-itp} \Omega^-_{D,G,v} - U_{D,G,v}(t)\} \Phi_v, V_{v,t}^{d} U_{D,G,v}(t)(p_j \psi_0)_v \right) dt.
\]

(3.63)

If \(V^d \in \gamma_D^1\), propositions 3.3–3.5 and corollary 3.10 imply that

\[
R_D(v) = O(|v|^{-2\gamma_1});
\]

(3.64)

otherwise, if \(V^d \in \gamma_D^\dag\), propositions 3.7–3.9 and corollary 3.10 imply that

\[
R_D(v) = O(|v|^{3 - 8\gamma_D + 2\gamma_2}).
\]

(3.65)

We can take arbitrarily small \(\epsilon_2 > 0\), and the condition \(\gamma_D > 3/8\) is required to guarantee the convergence of (3.65). We therefore conclude that

\[
\lim_{|v| \to \infty} R_D(v) = 0.
\]

(3.66)

Because the rest of this proof is the same as in [18] and [3], we omit it here.

\[\square\]
Theorem 1.3 is proved similarly to [18, theorem 1.2] (see also [7]) and the proof is also omitted.
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