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Abstract
In this paper, we study a birth and death process \( \{N_t\}_{t \geq 0} \) on positive half lattice, which at each discontinuity jumps at most a distance \( R \geq 1 \) to the right or exactly a distance 1 to the left. The transitional probabilities at each site are nonhomogeneous. Firstly, sufficient conditions for the recurrence and positive recurrence are presented. Then by the branching structure within random walk with one-side bounded jumps set up in Hong and Wang (2013), the explicit form of the stationary distribution of the process \( \{N_t\}_{t \geq 0} \) is formulated.
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1 Introduction

The aim of this paper is to study the birth and death process with one-side bounded jumps. Fix \( 1 \leq R \in \mathbb{Z} \) and let \( (\mu_i, \lambda_i^1, ..., \lambda_i^R)_{i \geq 0} \), where \( \mu_0 = 0 \), be a sequence of nonnegative \( \mathbb{R}^{R+1} \)-valued vectors. Let \( \{N_t\}_{t \geq 0} \) be a continuous time Markov chain, which waits at a state \( n \) an exponentially distributed time with parameter \( \mu_n + \sum_{r=1}^R \lambda_n^r \) and then jumps to \( n + i \) with probability \( \lambda_n^i/(\mu_n + \sum_{r=1}^R \lambda_n^r) \), \( i = 1, ..., R \) or to \( n - 1 \) with probability \( \mu_n/(\mu_n + \sum_{r=1}^R \lambda_n^r) \). We call the process \( \{N_t\}_{t \geq 0} \) a nonhomogeneous birth and death process with one-side bounded jumps.

The above defined process \( \{N_t\} \) is the continuous time analogue of the so-called (1,R) random walk studied in Hong and Zhou [4], where the stationary distribution of the walk was given.

In this paper, we present some sufficient conditions for recurrence and positive recurrence. For the positive recurrent case, we formulate the explicit stationary distribution of \( \{N_t\} \). The idea to formulated the stationary distribution is as follows. By looking only at the discontinuities of \( \{N_t\} \) we get its embedded process \( \{X_n\} \), whose stationary distribution \( \pi_k, k \geq 0 \) could be formulated by mean of the branching structure constructed in Hong and Wang [3]. But \( \{\pi_k/(\mu_k + \sum_{r=1}^R \lambda_k^r)\}_{k \geq 0} \) defines an invariant measure for the process \( \{N_t\} \). In this way, the stationary
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distribution for \( \{N_t\} \) could be formulated. The following condition is always assumed to be satisfied throughout the paper.

(C) There are small \( \kappa > 0 \) and large \( K > 0 \) such that for all \( n \geq 0, \kappa < \mu_n + \sum_{r=1}^{R} \lambda_r^n < K \).

Remark 1. Let \( Q = (q_{ij})_{i,j \geq 0} \) be a matrix with

\[
q_{ij} = \begin{cases} 
\mu_i, & \text{if } j = i - 1; \\
\lambda_i, & \text{if } j = i + r, \ i = 1, \ldots, R; \\
-(\mu_i + \sum_{r=1}^{R} \lambda_r^n), & \text{if } j = i; \\
0, & \text{else.}
\end{cases}
\]

Then it follows from (C) that the matrix \( Q \) is a conservative Q-matrix bounded from above. Hence the process \( \{N_t\} \) exists (See for example Anderson \[1\], Proposition 2.9, Chapter 2.). Some weaker condition could imply the existence, see for example Wang \[6\].

For \( i \geq 1 \), let \( a_i^k = \sum_{r=1}^{R} \frac{\lambda_r^n}{\mu_i} \), \( k = 1, \ldots, R \), and introduce matrices

\[
M_i = \begin{pmatrix} 
a_i^1 & \cdots & a_i^{R-1} & a_i^R \\
1 & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 1 & 0
\end{pmatrix}.
\]

Throughout the paper, for \( 1 \leq i \leq R \), \( e_i \) denotes the row vector whose \( i \)th component equals to 1 and all other components equal to 0. Write also \( \mathbf{1} = (e_1 + \ldots + e_R)^T \). Let

\[
P_t(i, j) = P(N_t = j | N_0 = i).
\]

The theorem below is the main result of the paper.

**Theorem 1.** Suppose that condition (C) holds. Then the following statements hold.

(a) If \( \lim_{n \to \infty} e_1 M_1 M_2 \cdots M_n e_1^T = 0 \), then \( \{N_t\} \) is recurrent.

(b) If \( \sum_{n=1}^{\infty} \frac{1}{\mu_n} e_1 M_1 M_2 \cdots M_n e_1^T < \infty \), then \( \{N_t\} \) is positive recurrent and the limits

\[
\psi_0 := \lim_{t \to \infty} P_t(i, 0) = \frac{(\sum_{r=1}^{R} \lambda_r^n)^{-1}}{(\sum_{r=1}^{R} \lambda_r^n)^{-1} + \sum_{n=1}^{\infty} \frac{1}{\mu_n} e_1 M_1 M_2 \cdots M_n e_1^T}
\]

\[
\psi_k := \lim_{t \to \infty} P_t(i, k) = \frac{1}{\mu_n} e_1 M_1 M_2 \cdots M_{k-1} e_1^T \frac{(\sum_{r=1}^{R} \lambda_r^n)^{-1} + \sum_{n=1}^{\infty} \frac{1}{\mu_n} e_1 M_1 M_2 \cdots M_n e_1^T}{(\sum_{r=1}^{R} \lambda_r^n)^{-1} + \sum_{n=1}^{\infty} \frac{1}{\mu_n} e_1 M_1 M_2 \cdots M_n e_1^T}
\]

define a stationary distribution for \( \{N_t\} \) in the sense that for all \( t > 0 \),

\[
\psi_k = \sum_{n=0}^{\infty} \psi_n P_t(n, k), \ k \geq 0.
\]

Remark 2. We give a remark on the recurrence and positive recurrence of continuous time Markov chain \( \{N_t\} \). Let \( \tau = \inf\{t > 0 : N_t \neq N_0\} \) and define \( \eta = \inf\{t > \tau : N_t = N_0\} \). Then by definition, \( \tau \) is the time when \( \{N_t\} \) leaves the starting state and \( \eta \) is the time when \( \{N_t\} \) returns to the starting state after it leaves it. If \( P(\eta < \infty) = 1 \), we say that \( \{N_t\} \) is recurrent; if \( E\eta < \infty \), we say that \( \{N_t\} \) is positive recurrent.
2 Proof

Note that under condition (C), \( \{N_t\} \) exists. Let \( \tau_0 = 0 \) and define recursively for \( n \geq 1 \),

\[
\tau_n = \inf\{t \geq \tau_{n-1} : N_t \neq N_{\tau_{n-1}}\}
\]

with convention being that \( \inf \phi = \infty \). Set for \( n \geq 0 \), \( X_n = N_{\tau_n} \). Then \( \{X_n\}_{n \geq 0} \) is a discrete time Markov chain on positive half lattice with transition probabilities

\[
\tau_{ij} = \begin{cases}
\frac{\mu}{\mu + \sum_{l=1}^{R} \lambda_l}, & j = i - 1 \\
\frac{\mu}{\mu + \sum_{l=1}^{R} \lambda_l}, & j = i + k, k = 1, \ldots, R \\
0, & \text{else.}
\end{cases}
\]

(4)

\( \{X_n\} \) is also known as the embedded process of \( \{N_t\} \).

For the embedded process \( \{X_n\} \) define

\[
T = \inf\{k > 0 : X_k = 0\},
\]

which is the time \( \{X_n\} \) returns to 0.

For the process \( \{N_t\} \) define

\[
\eta = \inf\{t > \tau_1 : N_t = N_0\},
\]

which is the time it returns to 0 after it leaves 0.

To prove part (a) of the theorem, it suffices to show that \( \{X_n\} \) is recurrent whenever

\[
\lim_{n \to \infty} e_1 M_1 M_2 \cdots M_n e_1^T = 0.
\]

For this purpose, define for \( 0 \leq a < k < b \),

\[
P_k(a, b, +) := P(\text{starting from } k, \{X_n\} \text{ exits } [a + 1, b - 1] \text{ from above}).
\]

Then one follows from Markov properties that

\[
P_k(a, b, +) = \frac{\sum_{j=a+1}^{k} e_1 M_j M_{j+1} \cdots M_{b-1} e_1^T}{\sum_{j=a+1}^{b} e_1 M_j M_{j+1} \cdots M_{b-1} e_1^T},
\]

where the empty product is identity. Therefore, we have that for \( b > k \),

\[
P_k(\{X_n\} \text{ hits } k-1 \text{ before it hits } [b, \infty)) = 1 - \frac{e_1 M_k M_{k+1} \cdots M_{b-1} e_1^T}{1 + \sum_{j=k}^{b-1} e_1 M_j M_{j+1} \cdots M_{b-1} e_1^T}.
\]

Since \( \lim_{n \to \infty} e_1 M_1 M_2 \cdots M_n e_1^T = 0 \), and \( M_n, n \geq 0 \) are uniformly bounded from below, then

\[
P_k(\{X_n\} \text{ hits } k-1 \text{ for some } n \geq 0) = 1.
\]

It follows that \( P(T < \infty) = 1 \). Hence \( \{X_n\} \) is recurrent and so is \( \{N_t\} \).

To prove part (b) of the theorem, suppose that \( \sum_{n=1}^{\infty} \frac{1}{\mu_n} e_1 M_1 M_2 \cdots M_n e_1^T < \infty \). Then we have that \( \lim_{n \to \infty} e_1 M_1 M_2 \cdots M_n e_1^T = 0 \) since \( \mu_n, n \geq 1 \) are uniformly bounded from above. Consequently, it follows from part (a) of the theorem that both \( \{X_n\} \) and \( \{N_t\} \) are recurrent. Therefore \( P(\eta < \infty) = P(T < \infty) = 1 \).
Let $U_1 = e_1$ and for $i \geq 2$ define

$$U_{i,r} = \# \{ 0 < k < T : X_{k-1} < i, X_k = i + r - 1 \}; \ r = 1, ..., R.$$  

Here and throughout, “$\# \{ \}$” denotes the number of elements in set “$\{ \}$”. Set

$$U_i := (U_{i,1}, U_{i,2}, \cdots, U_{i,R}).$$

Then one follows from Hong and Wang [3] (see Theorem 1.1 therein) that $(U_n)_{n \geq 1}$ forms an $R$-type branching process with offspring distribution

$$P(U_{i+1} = (u_1, ..., u_L) | U_i = e_1) = \frac{(u_1 + ... + u_L)!}{u_1! \cdots u_L!} \left( \frac{\lambda_1^i}{\mu_i + \sum_{k=1}^{R} \lambda_k^i} \right)^{u_1} \cdots \left( \frac{\lambda_R^i}{\mu_i + \sum_{k=1}^{R} \lambda_k^i} \right)^{u_L} \left( \frac{\mu_i}{\mu_i + \sum_{k=1}^{R} \lambda_k^i} \right),$$  

and for $2 \leq l \leq L$,

$$P(U_{i+1} = (u_1, ..., 1 + u_{l-1}, ..., u_L) | U_i = e_l) = \frac{(u_1 + ... + u_L)!}{u_1! \cdots u_L!} \left( \frac{\lambda_1^i}{\mu_i + \sum_{k=1}^{R} \lambda_k^i} \right)^{u_1} \cdots \left( \frac{\lambda_R^i}{\mu_i + \sum_{k=1}^{R} \lambda_k^i} \right)^{u_L} \left( \frac{\mu_i}{\mu_i + \sum_{k=1}^{R} \lambda_k^i} \right).$$

It follows from (5) and (6) that

$$E(U_i) = e_1 A_1 A_2 \cdots A_{i-1}$$  

where

$$A_i = \begin{pmatrix} b_1^i & \cdots & b_{R-1}^i & b_R^i \\ 1 + b_1^i & \cdots & b_{R-1}^i & b_R^i \\ \vdots & \ddots & \vdots & \vdots \\ b_1^i & \cdots & 1 + b_{R-1}^i & b_R^i \end{pmatrix}$$

with $b_r^i = \frac{\lambda_r^i}{\mu_i}$, $r = 1, ..., R$. Considering the occupation time of $\{X_n\}$ before $T$, we have that

$$\sum_{k=0}^{T-1} 1_{X_k = 0} = 1 \text{ and for } i \geq 1,$n$$

$$\sum_{k=0}^{T-1} 1_{X_k = i} = U_{i,1} + U_{i+1} \mathbf{1}.$$  

Considering the occupation time of $\{N_t\}$ before $\eta$, we have $\int_0^\eta 1_{N_t = 0} dt = \xi_{0,1}$ and for $i \geq 1$,

$$\int_0^\eta 1_{N_t = i} dt = \sum_{k=1}^{U_{i,1}+U_{i+1}} \xi_{i,k}.$$  

where $\xi_{i,k}, i \geq 0, k \geq 1$ are mutually independent random variables, which are also independent of $U_i$, such that $P(\xi_{i,k} > t) = e^{-t(\mu_i + \sum_{r=1}^{R} \lambda_r^i)}, t \geq 0$. For the proof of (9) and (10), refer to Wang [6].
By Ward’s equation, it follows from (7) and (10) that
\[
E(\eta) = E(\int_0^\eta 1_{N_t=n} dt) = E(\xi_{0,1}) + \sum_{n=1}^{\infty} E(U_{n,1} + U_{n+1,1}) E(\xi_{n,1})
\]
\[
= \left(\sum_{r=1}^{R} \lambda_0^r\right)^{-1} + \sum_{n=1}^{\infty} \frac{1}{\mu_n + \sum_{r=1}^{R} \lambda_n^r} \left( e_1 A_1 A_2 \cdots A_{n-1} e_1^T + e_1 A_1 A_2 \cdots A_n \right)
\]
\[
= \left(\sum_{r=1}^{R} \lambda_0^r\right)^{-1} + \sum_{n=1}^{\infty} \frac{1}{\mu_n} e_1 A_1 A_2 \cdots A_{n-1} 1
\]
\[
= \left(\sum_{r=1}^{R} \lambda_0^r\right)^{-1} + \sum_{n=1}^{\infty} \frac{1}{\mu_n} e_1 M_1 M_2 \cdots M_{n-1} e_1^T < \infty.
\]
Therefore \(\{N_t\}\) is positive recurrent. The existence of the limits \(\psi_k\) in (2) and (3) follows from Theorem 1.6 of Chapter 5 in Anderson [1]. In the same theorem, it is also showed that if \((\psi_k)_{k\geq 0}\) is a probability distribution, then it is the unique probability distribution such that for all \(t > 0\),
\[
\psi_k = \sum_{n=0}^{\infty} \psi_n P_t(n, k), \quad k \geq 0.
\]
(11)

On the other hand, in Theorem 3.5.1 of Norris [5], it is shown that \(\left(\frac{\pi_k}{\mu_n + \sum_{r=1}^{R} \lambda_k^r}\right)_{k\geq 0}\) satisfies (11), where \((\pi_k)_{k\geq 0}\) is the stationary distribution of the embedded process \(\{X_n\}\). Next we calculate \((\pi_k)_{k\geq 0}\). We mention that for (1,R) random walk which could stay at its position, \((\pi_k)_{k\geq 0}\) was studied in Hong and Zhou [4]. Since the calculation is not too long and the notations are a bit different from those in [4], we repeat the calculation of \((\pi_k)_{k\geq 0}\) here.

Note that by (7) and (22), \(E(\sum_{k=0}^{T-1} 1_{X_k=0}) = 1\) and for \(n \geq 1\),
\[
E\left(\sum_{k=0}^{T-1} 1_{X_k=n}\right) = E(U_{n,1} + U_{n+1,1})
\]
\[
= e_1 (A_1 A_2 \cdots A_{n-1} e_1^T + A_1 A_2 \cdots A_n 1)
\]
\[
= \frac{\mu_n + \sum_{r=1}^{R} \lambda_n^r}{\mu_n} e_1 A_1 A_2 \cdots A_{n-1} 1
\]
\[
= \frac{\mu_n + \sum_{r=1}^{R} \lambda_n^r}{\mu_n} e_1 M_1 M_2 \cdots M_{n-1} e_1^T.
\]
(12)

Also we have
\[
ET = 1 + \sum_{n=1}^{\infty} E(U_{n,1} + U_{n+1,1})
\]
\[
= 1 + \sum_{n=1}^{\infty} \frac{\mu_n + \sum_{r=1}^{R} \lambda_n^r}{\mu_n} e_1 M_1 M_2 \cdots M_{n-1} e_1^T.
\]
Let 
\[ \pi_0 = \frac{1}{1 + \sum_{n=1}^{\infty} \frac{\mu_n + \sum_{r=1}^{R} \lambda_r^k \varepsilon_1^T M_1 M_2 \cdots M_{n-1} \varepsilon_1^T}{\mu_n}} \]
and for \( k \geq 1 \)
\[ \pi_k = \frac{\mu_k + \sum_{r=1}^{R} \lambda_r^k \varepsilon_1^T M_1 M_2 \cdots M_{k-1} \varepsilon_1^T}{1 + \sum_{n=1}^{\infty} \frac{\mu_n + \sum_{r=1}^{R} \lambda_r^k \varepsilon_1^T M_1 M_2 \cdots M_{n-1} \varepsilon_1^T}{\mu_n}}. \]

Then one follows from Durrett [2] that \((\pi_k)_{k \geq 0}\) defines a stationary distribution of \(\{X_n\}\). Set \(\nu_k = \pi_k / (\mu_k + \sum_{r=1}^{R} \lambda_r^k)\) for \( k \geq 0 \). Then \((\nu_k)_{k \geq 0}\) satisfies (11). Normalizing \(\nu_k\) by setting \(\psi_k = \nu_k / (\sum_{k=0}^{\infty} \nu_k)\) we get (2) and (3). We conclude that \(\psi_k, k \geq 0\) is the stationary distribution of \(\{N_t\}\). The theorem is proved. \(\square\)
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