A higher-order spatial FDTD scheme with CFS PML
for 3D numerical simulation of wave propagation in cold plasma

Konstantinos P. Prokopidis

Department of Electrical and Computer Engineering, Aristotle University of Thessaloniki, Thessaloniki, GR-54124, Greece. E-mail: kprokopi@ee.auth.gr

(Dated: October 25, 2013)

A novel 3-D higher-order finite-difference time-domain framework with complex frequency-shifted perfectly matched layer for the modeling of wave propagation in cold plasma is presented. Second- and fourth-order spatial approximations are used to discretize Maxwell’s curl equations and a uniaxial perfectly matched layer with the complex frequency-shifted equations is introduced to terminate the computational domain. A numerical dispersion study of second- and higher-order techniques is elaborated and their stability criteria are extracted for each scheme. Comparisons with analytical solutions verify the accuracy of the proposed methods and the low dispersion error of the higher-order schemes.

I. INTRODUCTION

The finite-difference time-domain (FDTD) method [1, 2] is one of the most successful techniques in the area of computational electromagnetics and has been widely used in field computations in plasma and other dispersive media. Among the FDTD techniques for dispersive media are included the recursive convolution method, the z-transform method, the exponential differentiating technique, the auxiliary differential equation (ADE) and integration equation methods. An extensive survey of the previous techniques can be found in [3, 4]. The JE convolution (JEC) method for plasma has also been introduced [5].

Higher-order (HO) FDTD techniques [6] appeared as a promising approach for the reduction of the inherent numerical dispersion error of the conventional Yee scheme. The HO FDTD algorithms have been extensively used in computational electromagnetics and have been optimized to even reduce dispersion errors [7], coupled with classical FDTD method on subgrids [8] and combined with the alternative direction implicit (ADI) FDTD method [9]. Even though, HO methods have been widely used in many problems involving simple dielectrics and waveguide problems [10], they have not been applied in dispersive media until recently [11, 12]. Although several HO implementations for dispersive media have been proposed, they have not applied to three-dimensional problems. In this work, the proposed formulation is tested in a three dimensional problem for which an analytical solution is available for comparison.

To complete the interior numerical scheme on a computational domain, an absorbing boundary condition (ABC) should be used. Although the original perfectly matched layer (PML) [1] is a highly effective ABC, it can be applied, without modifications, only to nondispersive media. Several PMLs has been extended to handle plasma and general dispersive media [13, 14] to name a few formulations. In this work, a simple HO FDTD formulation with PML is presented for the modeling of wave propagation in cold plasma. A study of stability is given for the second-order and the HO schemes. From error analysis and numerical simulations, it is argued that HO approaches provide higher accuracy than second-order schemes, with an expense of additional computations, while maintaining the same memory requirements.

II. FDTD FORMULATION FOR COLD PLASMA WITH HIGHER ORDER SPATIAL APPROXIMATIONS

We assume unmagnetized cold plasma [21] with relative permittivity \( \varepsilon_r(\omega) \) given by

\[
\varepsilon_r(\omega) = 1 + \frac{\omega_p^2}{\omega(j\nu_c - \omega)}
\]

where \( \omega_p \) is the radian plasma frequency, \( \nu_c \) is the collision frequency and assuming \( e^{j\omega t} \) time dependence. In the following we adopt the method of Young [4], [21] (Chapter 16) for cold plasma and we combine it with higher order spatial approximations. The Ampère’s law in such a medium in a domain away from sources has the following form

\[
\nabla \times \tilde{H} = j\omega \varepsilon_0 \varepsilon_r(\omega) \tilde{E}
\]

(2)

where the tilde denotes that the fields are in the frequency domain. We substitute (1) into Ampère’s law and we get

\[
\nabla \times \tilde{H} = j\omega \varepsilon_0 \tilde{E} + \tilde{J}_p
\]

(3)

with the introduction of the variable \( \tilde{J}_p \) defined by

\[
\tilde{J}_p = \frac{\varepsilon_0 \omega_p^2}{j\omega + \nu_c} \tilde{E}.
\]

(4)

The selection is such that \( j\omega \) of (2) and of (1) vanish each other. We then transform (3) into the time domain

\[
\nabla \times \tilde{H} = \varepsilon_0 \frac{d\tilde{E}}{dt} + \tilde{J}_p
\]

(5)
After discretizing at time \( t = (n + 1/2)\Delta t \), using the central finite-difference and the central average operators with respect to time given by \( \delta_t f^n = f^{n+1/2} - f^{n-1/2} \) and \( \mu_t f^n = (f^{n+1/2} + f^{n-1/2})/2 \), we get the following equation

\[
(\nabla \times \mathbf{H})^{n+1/2} = \frac{\varepsilon_0}{\Delta t} \mathbf{J}_p^{n+1/2} + \mathbf{J}_p^{n+1/2}
\]

where it is assumed that the variable \( \mathbf{J}_p \) is defined at the same time instance to the magnetic fields i.e. at \((n + 1/2)\Delta t \). The update equation for \( \mathbf{E} \) is obtained

\[
\mathbf{E}^{n+1} = \mathbf{E}^n + \frac{\Delta t}{\varepsilon_0} (\nabla \times \mathbf{H})^{n+1/2} - \frac{\Delta t}{\varepsilon_0} \mathbf{J}_p^{n+1/2}
\]

Transforming \((6)\) into the time domain, we obtain the first-order differential equation for variable \( \mathbf{J}_p \)

\[
\frac{d\mathbf{J}_p}{dt} + \nu_c \mathbf{J}_p = \varepsilon_0\omega_p^2 \mathbf{E}
\]

We write the previous equation in operational form at the time step \( t = n\Delta t \)

\[
\frac{\delta_t \mathbf{J}_p^n}{\Delta t} + \nu_c \mathbf{J}_p^n = \varepsilon_0\omega_p^2 \mathbf{E}^n
\]

and the update equation for variable \( \mathbf{J}_p \) is the following

\[
\mathbf{J}_p^{n+1/2} = \frac{2 - \nu_c \Delta t}{2 + \nu_c \Delta t} \mathbf{J}_p^{n-1/2} + \frac{2\varepsilon_0\omega_p^2 \Delta t}{2 + \nu_c \Delta t} \mathbf{E}^n
\]

The proposed FDTD scheme is different than that of [1] in the fact that it is not semi-implicit. The proposed scheme uses one additional variable (the variable \( \mathbf{J}_p \)) as the JEC scheme [5], but it is better in terms of memory requirements than the direct \( D-E \) implementation, based in the differential equation as exposed in [12].

As with the standard FDTD scheme, the temporal derivatives of the proposed method are discretized using second order approximations. On the contrary, the central spatial operator of \( N \) order \((N: \text{ even number})\)

\[
\left( \frac{\partial}{\partial \beta} \right)^{n\Delta t} \approx \frac{1}{\Delta \beta} \sum_{l=1, l(\text{odd})}^{N-1} c_l^N \left( f_{m+l/2}^n - f_{m-l/2}^n \right)
\]

is invoked for the spatial derivatives, where the coefficients \( c_l^N \) are given by an analytical expression [12], e.g., \( c_1^2 = 1 \) (Yee scheme or \( (2,2) \) scheme), \( c_1^4 = 9/8 \) and \( c_3^4 = -1/24 \) (fourth-order scheme or \( (2,4) \) scheme) and \( c_1^6 = 75/64, c_3^6 = -25/384 \) and \( c_5^6 = 3/640 \) (sixth-order scheme or \( (2,6) \) scheme).

III. NUMERICAL DISPERSION ERRORS AND STABILITY ANALYSIS

A. Numerical dispersion analysis

To consider the dispersion errors created by the aforementioned scheme, we assume that the fields \( \mathbf{E}, \mathbf{H}, \mathbf{J}_p \)

\[
\nabla \leftrightarrow -j\mathbf{k}, \mu_t \leftrightarrow \cos(\omega \Delta t/2), \delta_t \leftrightarrow 2j \sin(\omega \Delta t/2)
\]

\[
\mathbf{F} = \mathbf{F}_0 \exp(j\omega t - jkr).
\]

Then in the discretized space the fields are

\[
\mathbf{F}^n = \mathbf{F}_0 \exp(j\omega n\Delta t - j(k_x I \Delta x + k_y J \Delta y + k_z K \Delta z))
\]

where \( \mathbf{k} \) is the numerical wavenumber given by \( \mathbf{k} = k_x \mathbf{a}_x + k_y \mathbf{a}_y + k_z \mathbf{a}_z \) and indexes \( I, J, K \) denote the position of the nodes in the FDTD mesh. Equations \((6)\) and \((9)\) are written in discretized form using the following definitions [12]

\[
\mathbf{E}^n, \mathbf{H}^n, \mathbf{J}_p^n \]

FIG. 1: Phase error introduced by the second-, fourth-, and sixth-order schemes with various values of the Courant number \( q \).

FIG. 2: Electric field computed using the exact solution, second-order scheme (Young’s technique [4]), proposed fourth-order scheme, ADE [12] and JEC [5] methods at distance 0.25 m from the source. We observe that the solution of the fourth-order scheme coincide with the analytical one.
For easy reference we give here the numerical wavenumber for the three most used schemes. For the (2,2) scheme we have

\[ \tilde{k} = \sum_{\beta=x,y,z} \frac{2}{\Delta \beta} \sin \left( \frac{\tilde{k}_\beta \Delta \beta}{2} \right) a_\beta \]  

(17)

for the (2,4) scheme

\[ \tilde{k} = \sum_{\beta=x,y,z} \frac{2}{\Delta \beta} \left[ \frac{9}{8} \sin \left( \frac{\tilde{k}_\beta \Delta \beta}{2} \right) - \frac{1}{24} \sin \left( \frac{3\tilde{k}_\beta \Delta \beta}{2} \right) a_\beta \right] \]  

(18)

and for the (2,6) scheme

\[ \tilde{k} = \sum_{\beta=x,y,z} \frac{2}{\Delta \beta} \left[ \frac{75}{64} \sin \left( \frac{\tilde{k}_\beta \Delta \beta}{2} \right) - \frac{25}{384} \sin \left( \frac{3\tilde{k}_\beta \Delta \beta}{2} \right) + \frac{3}{640} \sin \left( \frac{5\tilde{k}_\beta \Delta \beta}{2} \right) \right] a_\beta \]  

(19)

These equations are combined in a single equation

\[ -j\tilde{k} \times \tilde{H}_0 = -j\omega_0 \left( 1 + \frac{\omega_p^2}{\tilde{\omega}^2} \right) \tilde{E}_0 \]  

(20)

\[ j\tilde{\omega} \varepsilon_0 \left( 1 + \frac{\omega_p^2}{\tilde{\omega}^2} \right) \tilde{E}_0 = \tilde{J}_p \]  

(21)

where \( \tilde{\omega} = (2/\Delta t) \sin(\omega \Delta t/2) \) which corresponds to Ampère’s law

\[ -j\tilde{k} \times \tilde{H}_0 = j\tilde{\omega} \varepsilon_{num} \tilde{E}_0 \]  

(22)

It can be easily deduced that the numerical permittivity for the proposed scheme is

\[ \tilde{\varepsilon} = \varepsilon_0 \left( 1 + \frac{\omega_p^2}{\tilde{\omega}^2} \right) \]  

(23)

which is exactly the same as of the Young’s scheme \[4\] as expected, but it is different to the ADE approach of \[12\].

If the above discretized Ampère’s law \[22\] is combined with the Faraday’s law

\[ j\tilde{\omega} \mu_0 \tilde{H}_0 = j\tilde{k} \times \tilde{E}_0 \]  

(24)

the numerical dispersion relation is derived

\[ j\tilde{\omega} \varepsilon_j \tilde{\omega} \mu_0 = -\tilde{k} \cdot \tilde{\dot{E}}. \]  

(25)

To bring to light some salient features of the proposed scheme, we define the phase error as \( \varepsilon_{phase} = \ln |\Re\{k - \tilde{k}\}|/\Re\{k\} \), where \Re denotes the real part, \( k \) is a solution of \( 25 \) and \( \tilde{k} \) is a solution of the dispersion relation of the continuous space. We consider the plasma model with parameters: \( \omega_p = 2\pi 28.7 \times 10^9 \) rad/sec, \( \nu_c = 20 \times 10^9 \) rad/sec, and FDTD parameters: \( \Delta x = 0.5 \) mm with different values of time step \( \Delta t = q \Delta x/c_0 \), where \( q \) is the Courant number and \( c_0 \) is the velocity of light in vacuum. In Fig. 1 a comparison of second-, fourth-, and sixth-order schemes is presented in terms of the dispersion error they introduce. It is observed that since the HO schemes are second-order accurate in time we should take very small time step in order to improve temporal accuracy and improve the accuracy of the overall scheme. Moreover, a very small time step for the second-order scheme (with fixed cell size) cannot improve the accuracy of the overall method, since the error from the rough approximation of the spatial derivatives contaminate the solution.

B. Stability analysis

The stability condition of the proposed formulation can be derived by a combination of the von Neumann method and Routh-Hurwitz criterion \[22\]. In fact, if we transform the numerical dispersion relation \( 25 \) to the \( z \)-domain \((z = e^{j\omega t})\) we get the stability polynomial

\[ \frac{(z-1)^2}{z} \tilde{\varepsilon}_r(z) + (c_0^2 \Delta t)^2 \tilde{k} \cdot \tilde{\dot{E}} = 0 \]  

(26)
where the numerical relative permittivity \( \varepsilon_r(z) \) is given from (23) after some algebra, by

\[
\varepsilon_r(z) = 1 + \frac{(\omega_p \Delta t)^2}{0.5 \nu_c \Delta t(z - z^{-1}) + (z - 2 + z^{-1})}
\]  

(27)

It can be concluded from (26) that the stability polynomial is

\[
(z - 1)^2 \varepsilon(z) + 4z \nu^2 = 0
\]  

(28)

where \( \nu^2 \) is given by

\[
\nu^2 = (c_0 \Delta t)^2 \sum_{\beta = x, y, z} \frac{1}{2} \left( \sum_{l=1, l \text{ (odd)}}^{N-1} \right) c_l^\nu \sin \left( \frac{1}{2} \frac{k_\beta \Delta \beta}{\Delta t} \right)^2
\]  

(29)

After algebraic manipulations and the application of the bilinear transform \( z = (r+1)/(r-1) \), we get the following stability polynomial with respect to \( r \)

\[
S(r) = 2\nu^2 \nu_c \Delta t r^3 + (\omega_p^2 \Delta t^2 + 4\nu^2)r^2 + 2\nu_c \Delta t(1 - \nu^2)r + 4 - 4\nu^2 - \omega_p^2 \Delta t^2
\]  

(30)

with the corresponding Routh table shown in Table I. In order the scheme to be stable the values of the first row of the Routh table should be non-negative quantities. After some algebra, we have

\[
c_3 = \frac{2\nu_c \omega_p^2 \Delta t^3}{4\nu^2 + \omega_p^2 \Delta t^2}, \quad c_4 = 2\nu_c \Delta t(1 - \nu^2)
\]  

(31)

We impose the inequalities and we get the following restrictions

\[
\nu^2 \leq 1, \nu_c \geq 0
\]  

(32)

It can be easily proved for the (2,2) scheme that the relation \( \nu^2 \leq 1 \) leads to the conventional FDTD stability criterion. For the case of the (2,4) scheme we have

\[
\Delta t \leq \frac{1}{c_0} \left[ \sum_{\beta = x, y, z} \frac{1}{2} \left( \frac{9}{8} \sin \left( \frac{3k_\beta \Delta \beta}{2} \right) \right)^2 \right]^{-1/2}
\]  

(33)

For practical cases, the worst case is considered, where both \( \sin() \) take such values in order the quantity in brackets to be maximum (and the stability criterion is the most restrictive). As a result of the previous assumption the stability criterion for the (2,4) case is

\[
\Delta t \leq \frac{6}{\gamma c_0} \left( \sum_{\beta = x, y, z} \frac{1}{\Delta \beta^2} \right)^{-1/2}
\]  

(34)

In a similar manner, the stability condition for the (2,6) case yields

\[
\Delta t \leq \frac{120}{149 c_0} \left( \sum_{\beta = x, y, z} \frac{1}{\Delta \beta^2} \right)^{-1/2}
\]  

(35)

It is observed that the stability criterion of the HO schemes is stricter than the second-order scheme—a remark useful for practical simulations.

### IV. CFS-PML FORMULATION

We assume that a PML terminates unmagnetized cold plasma with relative permittivity \( \varepsilon_r(\omega) \) given by (1). Following the uniaxial formulation of the PML (UPML), initially introduced by Sacks et al. [23] and adapting the complex frequency shifted (CFS) approach proposed by Kuzuoğlu [24], we propose a PML formulation for the case of the cold plasma that we will use it in HO FDTD grids. The proposed formulation for the case of the second-order FDTD schemes has been already exposed in [19] but it is included here for clarity.

The modified Maxwell’s curl equations inside the PML region in the frequency domain can be written as

\[
\nabla \times \tilde{\mathbf{H}} = j\omega \varepsilon_0 \varepsilon_r(\omega) \mathbf{T} \cdot \tilde{\mathbf{E}}
\]

(36)

\[
\nabla \times \tilde{\mathbf{E}} = -j\omega \mu_0 \mathbf{T} \cdot \tilde{\mathbf{H}}
\]

(37)

where \( \mathbf{T} \) is the diagonal “material” tensor defined by \( \mathbf{T} = \text{diag}\{\zeta_x/(\zeta_y \zeta_z), \zeta_y/(\zeta_x \zeta_z), \zeta_z/(\zeta_x \zeta_y)\} \). The definition of the stretching coefficients \( \zeta_s \) is

\[
\zeta_s = 1/\left( \kappa_s + \frac{\sigma_s}{\gamma + j\omega} \right), \quad s = x, y, z
\]  

(38)

where \( \gamma \) is considered constant in this work. Ampère’s law (30) is written as

\[
\nabla \times \tilde{\mathbf{H}} = j\omega \varepsilon_0 \mathbf{T} \cdot \tilde{\mathbf{E}} + \tilde{\mathbf{Q}}
\]

(39)

with the introduction of the variable \( \tilde{\mathbf{Q}} \) defined by

\[
\tilde{\mathbf{Q}} = \frac{\varepsilon_0 \omega^2}{j\omega + \nu_c} \mathbf{T} \cdot \tilde{\mathbf{E}}
\]  

(40)

We introduce the variable \( \tilde{\mathbf{R}} = \mathbf{T} \cdot \tilde{\mathbf{E}} \) and after transformation into the time domain, (39) takes the form

\[
\nabla \times \mathbf{H} = \varepsilon_0 \frac{d\mathbf{R}}{dt} + \mathbf{Q}
\]  

(41)

\begin{table}[h]
\centering
\caption{Routh table}
\begin{tabular}{c c c c c c}
\hline
$2\nu^2 \nu_c \Delta t$ & $2\nu_c \Delta t(1 - \nu^2)$ & $4\nu^2 + \omega_p^2 \Delta t^2$ & $4 - 4\nu^2 - \omega_p^2 \Delta t^2$
\hline
$c_3$ & $c_4$ & 0 & 0
\hline
\end{tabular}
\end{table}
After discretizing \((11)\) at time \(t = (n + 1/2)\Delta t\), we get the following equation with operators

\[
(\nabla \times \mathbf{H})^{n+1/2} = \frac{\varepsilon_0 \delta_t \mathbf{R}^{n+1/2}}{\Delta t} + \mathbf{Q}^{n+1/2}
\]  

(42)

and the update equation for \(\mathbf{R}\) is obtained

\[
\mathbf{R}^{n+1} = \mathbf{R}^n + \frac{\Delta t}{\varepsilon_0}(\nabla \times \mathbf{H})^{n+1/2} - \frac{\Delta t}{\varepsilon_0} \mathbf{Q}^{n+1/2}
\]  

(43)

Transforming \((40)\) into the time domain, we obtain the first-order differential equation for variable \(Q\)

\[
\frac{dQ}{dt} + \nu_r Q = \varepsilon_0 \omega_p^2 \mathbf{R}
\]  

(44)

We write the previous equation in operational form

\[
\frac{\delta_t Q^n}{\Delta t} + \nu_r \mu_t Q^n = \varepsilon_0 \omega_p^2 \mathbf{R}^n
\]  

(45)

and the update equation for variable \(Q\) is the following

\[
Q^{n+1/2} = \frac{2 - \nu_r \Delta t}{2 + \nu_r \Delta t} Q^{n-1/2} + \frac{2 \varepsilon_0 \omega_p^2 \Delta t}{2 + \nu_r \Delta t} \mathbf{R}^n
\]  

(46)

From the definition of the variable \(\mathbf{\tilde{R}}\), the \(x\) coordinate component is derived as \(\mathbf{\tilde{R}}_x = \xi_x/(\xi_y \xi_z) \mathbf{E}_z\). Similarly, we define variable \(\mathbf{\tilde{S}}\) such that the \(x\)-component to be \(\mathbf{\tilde{S}}_x = (\zeta_x \zeta_y) \mathbf{E}_z\). Thus, the differential equations relating \(S_x\) with \(E_x\) and \(R_x\) with \(S_x\) take the following form

\[
\kappa_x \frac{dS_x}{dt} + (\kappa_x \gamma + \sigma_x) S_x = \kappa_y \frac{dE_x}{dt} + (\kappa_y \gamma + \sigma_y) E_x
\]  

(47)

\[
\frac{dR_x}{dt} + \gamma R_x = \kappa_z \frac{dS_z}{dt} + (\kappa_z \gamma + \sigma_z) S_z
\]  

(48)

The update equations of \(E_x\) and \(S_x\) are derived from \((47)\), \((48)\) and similar equations can be obtained for all the other components.

V. NUMERICAL RESULTS

To investigate the accuracy of the proposed scheme, we assume an one-dimensional problem for which a closed-form solution is available with the use of Fourier transforms. We consider the propagation of the Gaussian pulse \(g(t) = \exp\{-(-t - 5 \tau)^2/(2\tau^2)\}\), where \(\tau = 10.6 \times 10^{-12}\) sec in plasma with parameters: \(\omega_p = 2\pi \times 20 \times 10^9\) rad/sec, \(\nu_r = 20 \times 10^9\) rad/sec. The spatial discretization is 0.5 mm, \(q = 0.9\) for the second-order schemes and \(q = 0.1\) for the fourth-order scheme. Simulations were carried out over 80000\(\Delta t\) and 10000\(\Delta t\) for the second- and fourth-order schemes, respectively. In Fig. 2 we compare the FDTD results with the analytical solution for the electric field waveform. It is observed that all the second-order schemes have identical accuracy, while the proposed fourth-order order technique is very close to the analytical solution, as shown in the inset of Fig. 2 indicating its higher accuracy.

We next calculate the reflection coefficient of a plasma slab \((\omega_p = 2\pi \times 2.7 \times 10^9\) rad/sec, \(\nu_r = 20 \times 10^9\) rad/sec) with thickness 1.5 cm. The spatial step is \(\Delta z = 75\)\(\mu\)m and the time step is \(\Delta t = 0.5\Delta z/c_0\). In this simulation, we choose the same spatial and temporal steps for the second- and fourth-order schemes. The computational domain is subdivided into 12000 cells and the simulation time is 30000\(\Delta t\). The one-sided approximations of \((22)\) were used in the boundaries for the fourth-order scheme. Fig. 3 shows the magnitude of the reflection coefficient computed using the proposed second- and fourth-order schemes, the ADE, JEC techniques and the analytical solution. The increased accuracy of the HO scheme is clearly demonstrated.

To validate the proposed FDTD schemes and the introduced PML, we compare the FDTD results with the analytical solution for a three-dimensional problem. We consider the transient field produced by an infinitesimal electric dipole in infinite homogeneous plasma with parameters: \(\omega_p = 2\pi \times 10^9\) rad/sec, \(\nu_r = 2 \times 10^9\) rad/sec. The source is the Gaussian pulse mentioned previously and is located at the origin. The Ampère’s law in the time domain is modified as follows with the inclusion of the source excitation \(\mathbf{J}_s\)

\[
\nabla \times \mathbf{H} = \varepsilon_0 \frac{d\mathbf{E}}{dt} + \mathbf{J}_p + \mathbf{J}_i
\]  

(49)

where \(\mathbf{J}_i = \frac{J_0(t)}{\Delta x \Delta y} \mathbf{a}_z\) and \(I_0(t)\) is the Gaussian pulse.

The analytical time-dependent solution is obtained through an inverse fast Fourier transform (IFFT) of the frequency-domain analytical solution as described in Appendix A. The computational domain is divided by 50 \(\times\) 50 \(\times\) 50 cubic cells with size \(\Delta = 0.5\) mm and the time step is \(\Delta t = q \Delta/(c_0 \sqrt{3})\), with \(q = 0.3\). The PML is six cells thick, the conductivity \(\sigma_\alpha\) and the parameter \(\kappa_\alpha\) of \((38)\) are subject to fourth-order polynomial scaling according to \((17)\) with \(\sigma_s_{\text{max}} = 4.602 \times 10^{12}\), \(\kappa_s_{\text{max}} = 2\), and \(\gamma = 0.5\).

VI. CONCLUSION

In this work, we have introduced a HO FDTD formulation for wave propagation in plasma and extended, for the first time, the efficient CFS approach of the PML for HO FDTD methods in dispersive media. It was found that the proposed method of second-order has the same accuracy as the ADE and JEC techniques and possesses the same memory requirements as the JEC method. Additionally, the introduced fourth-order scheme exhibits lower dispersion error than the conventional second-order schemes and it is very effective for long-time and/or long-distance simulations.
in air. The magnetic field in the near-field of the dipole is given by \[ H_m \sim \frac{1}{r^2} \phi \sin \theta \] at distance \( r = 16\Delta, 0, 0 \) excited by an electric dipole at the origin in homogeneous plasma, calculated analytically and using second- and fourth-order FDTD schemes.
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**Appendix A: Analytical solution of infinitesimal electric dipole in plasma medium**

We assume an infinitesimal electric dipole of length \( \ell \) in air. The magnetic field in the near-field of the dipole in air is given by [26]

\[
H_\phi = j \frac{k I_0 \ell \sin \theta}{4\pi r} \left( 1 + \frac{1}{jk r} \right) e^{-jk r} \tag{A1}
\]

where \( k \) is the wavenumber and \( I_0 \) is the current of the dipole, which is not a function of the space coordinates. If the surrounding medium is a dispersive medium with relative dielectric permittivity \( \varepsilon_r(\omega) \) instead of air, the wave number \( k \) has the form \( k = b - ja \) where \( a \) and \( b \) are the attenuation and the phase constants respectively

\[
a = -\frac{\omega}{c_0} \Im\{\sqrt{\varepsilon_r(\omega)}\}, \quad b = \frac{\omega}{c_0} \Re\{\sqrt{\varepsilon_r(\omega)}\} \tag{A2}
\]

If the current \( I_0 \) is a time-dependent function, the magnetic field in the time domain is given by

\[
H_\phi(t, r) = \mathcal{F}^{-1}\{H_\phi(\omega, r)I_0(\omega)\} \tag{A3}
\]

where \( I_0(\omega) \) is the Fourier transform of the excitation \( I_0(t) \) and \( \mathcal{F}^{-1} \) denotes the inverse Fourier transform. It can be observed that for \( \phi = 0 \) and \( \theta = \pi/2 \), i.e. at the \( x \)-axis \( H_y = H_\phi \) – a remark we exploited in order to compare the field values of the rectangular FDTD grid with the analytical solution in spherical coordinates.

**Appendix B: FDTD equations at material interfaces**

We assume the case of an interface between air and plasma. Using the most common approximation of the averaging the dielectric permittivities of the two adjacent media, the permittivity at the interface is given by

\[
\varepsilon_{int}(\omega) = \frac{1}{2}(\varepsilon_0 + \varepsilon_0\varepsilon_r(\omega)) \tag{B1}
\]

where \( \varepsilon_r(\omega) \) is given by [11]. It can be easily concluded that the Ampère’s law remains unchanged with the definition of the \( \tilde{J}_p \) as

\[
\tilde{J}_p = \frac{\varepsilon_0 \omega^2}{2(j\omega + \nu_c)} \tilde{E} \tag{B2}
\]
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