Fermionic Matrix Models and Bosonization

Matías N. Sempé and Guillermo A. Silva\textsuperscript{1,2}

\textsuperscript{1}Instituto de Física La Plata - CONICET

\textsuperscript{2}Departamento de Física, Universidad Nacional de La Plata, C.C. 67, 1900 - La Plata, Argentina

Abstract

We explore different limits of exactly solvable vector and matrix fermionic quantum mechanical models with quartic interactions at finite temperature. The models preserve a $U(1) \times SU(N) \times SU(L)$ symmetry at the classical level and we analyze them through bosonization techniques introducing scalar (singlet) and matrix (non-singlet) bosonic fields. The bosonic path integral representations in the vector limits ($N, 1$) and ($1, L$) are matched to fermionic Fock space Hamiltonians expressed in terms of quadratic Casimirs and some additional terms involving the Cartan subalgebra, which makes explicit the symmetries preserved by scalar and matrix bosonizations at the quantum level. For the case of non-singlet bosonization we find an equivalence between the vector model and the Polychronakos+Frahm spin model. Using this relation we compute the free energy. Finally, we compute the eigenvalue distribution in the large $N, L$-limit with $\alpha = \frac{L}{N}$ fixed. The model displays a third order phase transition as we vary the temperature which, in the $\alpha \gg 1$ limit, can be characterized analytically. We conclude finding the critical curve in the parameter space were the eigenvalue distribution transitions from single to double cut.
1 Introduction

The study of matrix models has provided fruitful insights within a vast number of physical problems, some examples are [1]: heavy nuclei, quantum chaos, gauge theories, string theory and 2d quantum gravity (see [2] for a recent review).

In the present paper we will focus on random matrix theory with fermionic degrees of freedom (for previous works along these lines see [3],[4],[5],[6]). Our main concern will be quantum mechanical models with fermionic dof transforming in the bi-fundamental representation of $SU(M) \times SU(N)$ symmetry at finite temperature. An important motivation of our work is the discussion of the bosonization technique, in particular in relation to regularization ambiguities. As we will see, non-single bosonization will preserve an Abelian subgroup of the classical symmetry group. On a broad context, our models, being finite dimensional, serve as nice playgrounds to study the
proposal of a finite dimensional Hilbert space description for the static patch of a de Sitter universe [7],[8],[9],[10],[11],[12]. The study of fermionic tensor models has also recently gained attention due to two reasons: on the one hand, a new large $N$ solvable limit was shown to exist for tensor models [13]; subsequently, these large $N$ limits were further explored in [14] in connection to the SYK model [15]-[16].

As is well known, since the original work of t’ Hooft, significant simplifications occur when performing large $N$ limits. The importance of the models to be discussed in the present work relies in their solvability; this allows us to perform several limits with precise analytic control. Previous work by one of the authors [6] established a relation between the present models and the Chern-Simmons matrix model. This relation was exploited in [17], allowing us to solve the models analytically for arbitrary $N$ and $L$. As astonishing as this is, we still lack a deeper understanding of important aspects as the large $N,L$-limits, the phases diagram and dualities with other physical models, etc. This is the second motivation for our work. We remark that the study of phase transitions in matrix models has a long history starting with the seminal work of Brezin+Itzykson+Parisi+Zuber [18] and Gross+Wadia+Witten [19] (see also [20],[21],[22],[23] and the superb lecture notes [24]). For some recent studies of phase transitions in matrix models see [25].

The structure of the paper goes as follows: we start by analyzing the vector model from a group theory perspective. In section 2 we bosonize the model performing the Hubbard+Stratonovich trick and compute the partition function in closed form. We then proceed to show that the vector model spectrum can be reproduced, in operator formalism, in terms of the quadratic Casimir of the $SU(N)$ symmetry with degeneracies matching the dimensions of $SU(N)$ irreps. In section 3 we study the matrix model, obtained from a non-singlet bosonization, for arbitrary $L$ and $N$. We review the results obtained in [6],[17] and discuss in detail the $L = 1$ case. We will find that non-singlet bosonization leads to a (vector model) Hamiltonian which can be expressed as the quadratic Casimir plus some additional terms belonging to the Cartan sub algebra. In this way we identify precisely the order ambiguities fixed by the bosonization. In section 4 we further relate the Hamiltonian found in sect. 3.2 to a known spin system (Frahm+Polychronakos (FP) model) computing and plotting the entropy for arbitrary $N$. In section 5 we study several large $N$ limits of the models. As an outcome, the results of the previous section allows to give a matrix model description of the FP spin system. We also evaluate the large $N,L$ limit keeping $\alpha = L/N$ constant, compute the eigenvalue distribution and find a third order phase transition. The transition curve in parameter space is evaluated numerically and plotted in section 5.4. We close with a summary and leave conventions and a review of the $Z_2$-symmetric quartic model to the appendices.

2 Fermion vector model

To setup the notation we start recalling that a QM fermionic partition function $Z(\beta) = \text{tr}(e^{-\beta H})$ is described in the path integral formalism as

$$Z(\beta) = \mathcal{N} \int D\psi D\bar{\psi} e^{-\int [\bar{\psi}\dot{\psi} + H(\psi,\bar{\psi})]} \quad \text{with AP fermions} \quad \psi(\tau + \beta) = -\psi(\tau).$$

(1)

Here $\psi$ denote complex classical Grassmann variables

$$\{\psi^i, \psi^j\} = \{\bar{\psi}_i, \bar{\psi}_j\} = \{\psi_i, \bar{\psi}_j\} = 0.$$

with $\bar{\psi}_i = (\psi^i)^\dagger$ ($i = 1, \ldots, N$). We will consider the classical Hamiltonian

$$H = J \left(\bar{\psi}_i \psi^i\right)^2$$

(2)
and discuss bosonizations of the model using the scalar and matrix fields $\sigma$ and $A_{ij}$. Eventually we will express the thermodynamic quantities rewriting the coupling as $J \propto 1/\tilde{\gamma}$. Dimensional analysis tells us that fermion fields are dimensionless, $[\psi] = 0$, while auxiliary fields $\sigma, A$ and the coupling constant have dimensions of energy, $[\sigma] = [A] = [J] = E, [\tilde{\gamma}] = E^{-1}$. As a consequence, there is a single dimensionless coupling on which the partition function can depend, i.e. $\beta/\tilde{\gamma}$. Dimensionless bosonic fields $\lambda, M$ will show up at intermediate steps, they are defined as $\lambda \equiv \beta \sigma, M \equiv \beta A$. A high temperature regime is equivalent to large $\tilde{\gamma}$ coupling. Eventually we will compare the path integral results with the Fock space perspective. Fermionic creation (annihilation) operators will be denoted in upper case $\bar{\Psi} (\Psi)$.

2.1 Bosonization with a singlet

We choose the coupling $J$ to be negative and rewrite it as $J = -\frac{1}{4N\tilde{\gamma}} < 0$ with $\tilde{\gamma} > 0$. The power of $N$ in the denominator will guarantee a sensible large $N$-limit. The standard Hubbard+Stratonovich trick

$$\int D\sigma e^{-\frac{1}{2}(N\tilde{\gamma}\sigma^2 + \sigma \bar{\psi}_i \psi^i)} = e^{\frac{1}{16N\tilde{\gamma}} \bar{\psi}_i \psi^i \bar{\psi}_j \psi^j}$$

inserted in the partition function (2) gives, after integrating out the fermions [6],

$$Z_N (\beta/\tilde{\gamma}) = N \int D\sigma \det(N(\partial_\tau + \sigma)) e^{-N\tilde{\gamma} \int \sigma^2}$$

$$= N \int d\sigma_0 \cosh^N \frac{\sigma_0}{2} e^{-N\tilde{\gamma} \frac{\sigma_0^2}{2}}$$

$$= \sum_{k=0}^{N} \binom{N}{k} e^{-\beta E_k}$$

From this expression we read the system energies

$$E_k = -\frac{(N-2k)^2}{16N\tilde{\gamma}}, \quad k = 0,...,[N/2]$$

and degeneracies

$$\begin{align*}
N \text{ odd: } & \quad d_k = 2 \binom{N}{k}, \forall k \\
N \text{ even: } & \quad d_k = 2 \binom{N}{k}, \forall k \neq N/2, \quad d_{N/2} = \binom{N}{k}
\end{align*}$$

The factor of 2 in the degeneracies arises because (4) enjoys a ‘reflection’ $k \rightarrow N - k$ symmetry, reducing the number of terms in the sum by half.

A few comments are in order:
(i) The normalization constant $\mathcal{N}$ in (4) was adjusted so that in the infinite temperature limit we get the dimension of the Hilbert space,

$$Z_N(0) = 2^N \sim \mathcal{N} = \frac{2^N}{\int d\sigma_0 e^{-\frac{\sigma_0^2}{2}}}.$$ 

(ii) Gaussian fermions Yukawa coupled to $\sigma$ have a local reparametrization invariance

$$\tau \rightarrow f(\tau), \quad \sigma(\tau) \rightarrow \frac{1}{f'(\tau)} \sigma(\tau), \quad \psi(\tau) \rightarrow \psi(\tau).$$
This (gauge) invariance erases all $\tau$-dependence from $\sigma$, and fermion dynamics reduces to that of Matsubara zero mode $\sigma_0 = \oint d\tau \sigma(\tau)$. This is the only gauge invariant object that we can construct out of $\sigma(\tau)$.

(iii) The cosh in the second line of (4) arises from the determinant computed on anti-periodic functions. We have chosen to preserve a $Z_2$ symmetry, i.e. $\sigma \rightarrow -\sigma$ in (4) (cf. App.D in [26] for further discussions).

(iv) The $N$ factor in $J$ is tuned to have a competition, at large $N$, between the Gaussian and cosh in the second line of (4).

(v) The case $J > 0 (\tilde{\gamma} < 0)$ can be obtained by integrating $\sigma$ over the imaginary axis $\sigma \rightarrow i\sigma$.

Some particular cases are

$$Z_2 = 2e^{\frac{\beta}{4}} + 2 \quad \rightarrow 2^2$$
$$Z_3 = 2e^{\frac{\beta}{3}} + 6e^{\frac{\beta}{16}} \quad \rightarrow 2^3$$
$$Z_4 = 2e^{\frac{\beta}{16}} + 8e^{\frac{\beta}{16}} + 6 \quad \rightarrow 2^4$$
$$Z_5 = 2e^{\frac{\beta}{16}} + 10e^{\frac{\beta}{9}} + 20e^{\frac{\beta}{16}} \quad \rightarrow 2^5$$
$$Z_6 = 2e^{\frac{\beta}{16}} + 12e^{\frac{\beta}{16}} + 30e^{\frac{\beta}{16}} + 20 \quad \rightarrow 2^6$$
$$Z_7 = 2e^{\frac{\beta}{16}} + 14e^{\frac{\beta}{16}} + 42e^{\frac{\beta}{16}} + 70e^{\frac{\beta}{16}} \quad \rightarrow 2^7$$

Fock space perspective: The energy spectrum (5) can be obtained from the quantum Hamiltonian [6]

$$\hat{H} = J \left( \bar{\Psi}_i \Psi^i \bar{\Psi}_j \Psi^j - \bar{\Psi}_i \Psi^i N + \frac{N^2}{4} \right)$$
$$= -\frac{1}{4\tilde{\gamma}N} \left( \bar{\Psi}_i \Psi^i \bar{\Psi}_j \Psi^j - \bar{\Psi}_i \Psi^i N + \frac{N^2}{4} \right), \quad i,j = 1,\ldots,N \quad (8)$$

acting on the Fock space built out of the Grassmann operators

$$\{\Psi^i, \bar{\Psi}_j\} = \delta^i_j.$$

It is important to realize that in the transition to the quantum theory, the coefficients of the last two terms in (8) are ambiguous. As we show below, the bosonization process fixes them so that the quantum Hamiltonian $\hat{H}$ preserves the classical $U(N) = U(1) \times SU(N)$ symmetry enjoyed by (2)

$$U(1) : \quad \psi^i \rightarrow e^{i\alpha} \psi^i$$
$$SU(N) : \quad \psi^i \rightarrow U_{ij} \psi^j \quad \text{with} \quad U \in SU(N) \quad (9)$$

Modulo a constant shift, $\hat{H}$ can be obtained by replacing the classical Grassmann variables $\psi^i$ by operators $\Psi^i$ in the classically equivalent Hamiltonian

$$H = -J \bar{\psi}_i \psi^i \bar{\psi}_j \rightarrow \quad \hat{H}' = -J \bar{\Psi}_i \Psi^i \bar{\Psi}_j$$
$$= J \left( \bar{\Psi}_i \Psi^i \bar{\Psi}_j - N \bar{\Psi}_i \Psi^i \right). \quad (10)$$

---

1See [27] for related recent work.
2.2 $U(N)$ symmetry and Fock space decomposition

The Fock space of the $N$-fermion system consists of $2^N$ states build out from creation and annihilation operators satisfying

$$\{\Psi^i, \bar{\Psi}^j\} = \delta^i_j, \quad i,j = 1,\ldots,N. \quad (11)$$

As customary we define the vacuum state $|0\rangle$ as

$$\Psi^i|0\rangle = 0, \quad \forall i$$

and construct totally antisymmetric states

$$|i_1i_2\ldots i_k\rangle \equiv \bar{\Psi}^i_1\ldots\bar{\Psi}^i_k|0\rangle \Rightarrow |i_1i_2\ldots i_m\ldots i_n\ldots i_k\rangle = -|i_1i_2\ldots i_m\ldots i_n\ldots i_k\rangle \quad \forall m,n \quad (12)$$

It is straightforward to see that there are $\binom{N}{k}$ distinct states at fixed $k$ arising from index combinatorics.

. $U(1)$: we can classify the Fock states (12) by its $U(1)$ charge,

$$U(1) \text{ charge:} \quad Q = \sum_i \bar{\Psi}^i_i \Psi^i. \quad (13)$$

This charge counts the number of fermions acting on the vacuum. Moreover, the Hamiltonian (8) can be written in terms of the $U(1)$ charge as

$$\hat{H} = -\frac{1}{4\gamma N} \left(Q^2 - QN + \frac{N^2}{4}\right) = -\frac{1}{4\gamma N} (Q - N/2)^2. \quad (14)$$

Since $[\hat{H},Q] = 0$ energy eigenstates have a fixed number of fermions acting on the vacuum. We now turn to the degeneracy issue.

. $SU(N)$: complex fermions $\Psi^i$ transform under the fundamental representation of $SU(N)$ (cf. (9)). Charges

$$Q_\alpha = \sum_{i,j} \bar{\Psi}^i_i (T^\dagger_\alpha)^{ij} \Psi^j, \quad (15)$$

with $T_\alpha$ the $SU(N)$ generators in the fundamental representation (see appendix for conventions), implement, at the quantum level, the $SU(N)$ transformations (9) as

$$\delta \Psi = -i[Q_\alpha, \Psi].$$

The $SU(N)$ action preserves the number of fermions in the state, $i.e.$,

$$[Q, Q_\alpha] = 0.$$ 

Thus, in view of (14) we conclude that

$$[\hat{H}, Q_\alpha] = 0$$

$^2$The anti-commutation relations (11) imply that charges (15) close the $SU(N)$ algebra are the following: $[Q_\alpha, Q_\beta] = i f^{\alpha\beta\gamma} Q_\gamma$. 

6
Barring additional symmetries we expect energy levels degeneracies to coincide with the dimensions of \( SU(N) \) irreps.

**Hamiltonian and Casimirs:** Computing the quadratic \( SU(N) \) Casimir (61) for the charges (15) we find, using (57),

\[
C^{(2)} = Q_\alpha Q^\alpha = \bar{\Psi}_i (T_\alpha)^j \Psi^j \Psi_k (T^\alpha)^k \Psi^l = -\frac{N+1}{2N} (\bar{\Psi}_k \Psi^k)^2 - N \bar{\Psi}_i \Psi^i = -\frac{N+1}{2N} (Q^2 - NQ)
\]

(16)

The final result is

\[
\hat{H} = -\frac{1}{4\gamma N} \left( Q^2 - Q N + \frac{N^2}{4} \right) \quad \text{in terms of } U(1) \text{ Casimir } Q
\]

\[
= \frac{1}{2\gamma (N+1)} C^{(2)} - \frac{N}{16\gamma} \quad \text{in terms of } SU(N) \text{ Casimir } C^{(2)}
\]

(17)

Fermionic states at level \( k \) comprise a completely antisymmetric irrep consisting in a single column with \( k \) boxes, hence, using (64),

\[
C^{(2)}_{A_k} = \frac{1}{2} \left( kN + k^2 - \frac{k^2}{N} \right) = -\frac{N+1}{2N} (k^2 - kN)
\]

Notice \( A_k \) and \( A_{N-k} \) have the same Casimir. This analysis shows that the Hilbert space can be decomposed in terms of \( U(1) \) eigenstates, each of which is also a completely antisymmetric \( SU(N) \) irrep

\[
\mathcal{H} = \bigoplus_{k=0}^{N} \mathcal{H}_{A_k} = 1 + \square + \square + \ldots + 1
\]

(18)

and each subspace has degeneracy \( d_n = \binom{N}{k} \).

Notice that among the set of general Hamiltonians preserving \( U(1) \times SU(N) \)

\[
H' = a C^{(2)} + b Q^2 + c Q,
\]

the regularization leading to (17) is singled out as being invariant under \( Q \mapsto (N - Q) \).

### 2.3 Thermodynamics

The thermodynamics of the model was previously studied in [6]. The model displays in the large \( N \)-limit a confining/deconfining first order phase transition at \( \beta_c/\gamma = 8 \) with entropy \( S \sim \mathcal{O}(1) \) at low temperature and \( S \sim \mathcal{O}(N) \) at high temperature. The order parameter for the phase transition is the gauge invariant quantity \( \sigma_0 \).

In the formal large \( N \) limit, combining (5) and (6), one finds the density of states as function of energy behaves as [6]

\[
d(E) \sim e^{8\gamma E}.
\]

This brings a \( 1/(T - T_c)^2 \) divergence in the specific heat \( C_v = \frac{T \partial S}{\partial T} = -\frac{\partial^2 E}{\partial T^2} \) which results in a limiting (Hagedorn) temperature for the model (see [28] for similar features in recent work). The divergence in \( C_v \) appears as a peak at finite \( N \) as we approach \( \beta_c = 8 \gamma \) (see fig. 1)

\(^3\)We thank an anonymous referee for pointing out the Hagedorn behavior of our model and reference [28].
Specific heat as a function of temperature: $C_v$ displays a peak approaching $\beta_c = 8\gamma$ as $N$ grows (we set $\gamma = 1$). The divergence in $C_v$ as $N \to \infty$ manifests a Hagedorn temperature for the model.

3 Fermion matrix model

We now turn to the fermion matrix model, built out of $N \times L$ complex Grassmann variables

$$\{\psi^{iA}, \bar{\psi}^{Ai}\} = 0$$

with $i = 1, \ldots, N$ and $A = 1, \ldots, L$ and $(\psi^{iA})^\dagger = \bar{\psi}^{Ai}$. The $A, B$-indices end up being spectators but provide an additional parameter, $L$, to play with.

The classical Hamiltonian takes the form

$$H = -\frac{1}{4\tilde{\gamma}L} (\bar{\psi}^B \psi^{iA} \bar{\psi}^{jB} \psi^j_A).$$

The $L$ factor in the coupling will give rise to non-trivial thermal properties in the large $N, L$ limits. The model of interest to be discussed below corresponds to the analytic continuation $\tilde{\gamma} \to -\tilde{\gamma}$.

3.1 Bosonization with a matrix

The model (19) is bosonized by writing the quartic term (19) in terms of an auxiliary Hermitian matrix $A_{ij}$ as

$$\int DA e^{-\frac{1}{4\tilde{\gamma}L} \text{tr}(A^2) - i \text{tr}(A \psi \bar{\psi})} = e^{-\frac{i}{4\tilde{\gamma}} \text{tr}(\psi \bar{\psi} \psi \bar{\psi})}.$$ (20)

Integrating out fermions one obtains

$$Z_{N \times L} = \int DA \det L(\partial_\tau + iA) e^{-L\frac{i}{\tilde{\gamma}} \text{tr}A^2}.$$ (21)

The determinant is immediate to compute writing $A(\tau) = U(\tau) \cdot \Lambda \cdot U^\dagger(\tau) - iU(\tau)\partial_\tau U^\dagger(\tau)$ with $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_N)$ $\tau$-independent and $U \in SU(N)$. The Jacobian for the change of variables $A \to (\lambda, U)$ can be found in [31]. Performing an analytic continuation in the coupling $\tilde{\gamma} \to \gamma \equiv -\tilde{\gamma}$ in standard fashion, rotating the $\lambda$-contour to the imaginary axis [32],[33], the partition function finally reads [6]

$$Z_{N \times L}(\beta/\gamma) = N_{\beta,\gamma} \int \prod_{i=1}^N d\lambda_i \prod_{j>i} \sinh^2 \left( \frac{\lambda_i - \lambda_j}{2} \right) \cosh^L \left( \frac{\lambda_i}{2} \right) e^{-\frac{2\pi}{\gamma} \lambda_i^2}.$$ (21)
The normalization $\mathcal{N}_{\beta,\gamma}$ is chosen to be

$$\mathcal{N}_{\beta,\gamma} = \frac{2^{N \times L}}{\int \prod_{i=1}^{N} d\lambda_i \prod_{j>i} \sinh^2 \left( \frac{\lambda_i - \lambda_j}{2} \right) e^{-\frac{L\gamma}{2} \lambda^2}}$$

(22)

which in the high temperature limit gives $Z_{N \times L}[0] = 2^{N \times L} = \text{dim}(\mathcal{H})$.

The solution of the model was found in [17], finding its relation to the Chern-Simons (CS) matrix integral. Performing the change of variables $\log y_i = \lambda_i + \beta \gamma + \frac{N \beta^2}{2\pi}$ one can rewrite the partition function as

$$Z_{N \times L}(\beta/\gamma) = \frac{e^{-\beta \gamma (\frac{N^2}{2} + \frac{3NL}{16})}}{\int \prod_{i=1}^{N} dy_i \prod_{j>i} (y_i - y_j)^2 e^{-L\gamma \log^2 y_i} \int \prod_{j=1}^{N} dy_i \prod_{j>i} (y_i - y_j)^2 (y_i - a)^L e^{-\frac{L\gamma}{\beta} \log^2 y_i}}$$

(23)

where $a \equiv -e^{\frac{\beta \gamma}{2\pi} + \frac{N \beta^2}{2\pi \gamma}}$.

Through this reasoning [17] found that the partition function of the fermion matrix model coincides with the expectation value of the $L$-th power of the characteristic polynomial of an $N \times N$ Hermitian matrix $M$ in the Stieltjes-Wigert (SW) ensemble

$$Z_{N \times L} = e^{-\beta \gamma (\frac{N^2}{2} + \frac{3NL}{16})} \langle (\det (M - a I))^L \rangle_{SW}$$

(24)

Here,

$$\langle F(M) \rangle_V \equiv \frac{1}{Z} \int DM F(M) e^{-V(M)} \quad \text{and} \quad Z = \int DM e^{-V(M)}.$$

with SW potential given by

$$V_{SW}(M) = \frac{1}{g} \text{tr} \left[ (\log M)^2 \right] \quad \text{with} \quad \frac{1}{g} = \frac{L\gamma}{\beta}.$$

The expectation value of products of characteristic polynomials for Hermitian ensembles have been computed in [34] in terms of orthogonal monic polynomials. Applying the formulas to the present case (see App.B), the result is [17]

$$Z_{N \times L} = e^{-\beta \gamma (\frac{N^2}{2} + \frac{3NL}{16})} \frac{(-)^{L(L-1)/2} (-)^N L}{\prod_{i=0}^{L-1} (i!)^N} \det \left| \begin{array}{cccc} p_N(a) & p_{N+1}(a) & \cdots & p_{N+L-1}(a) \\ p_N'(a) & p_{N+1}'(a) & \cdots & p_{N+L-1}'(a) \\ \vdots & \vdots & \ddots & \vdots \\ p_{(L-1)}(a) & p_{(L-1)}'(a) & \cdots & p_{N+L-1}'(a) \end{array} \right|$$

(25)

where

$$a = -e^{\frac{\beta \gamma}{2\pi \gamma} + \frac{N \beta^2}{2\pi \gamma}}.$$

Here $p_n(x)$ are orthogonal monic polynomials for the SW measure $d\mu = e^{-\alpha \log^2 x} dx$ (see App.B). Their explicit expression is

$$p_N(x) = (-)^N q^{-N^2-N/2} \sum_{j=0}^{N} \binom{N}{j} q^j j^{3/2} x^j$$

with $q = e^{-g/2} = e^{-\frac{\beta}{2\pi}}$.

The $q$-deformed binomial coefficient $\binom{N}{k}_q$ is defined as

$$\binom{N}{k}_q = \frac{\prod_{r=1}^{N} (1 - q^r)}{\prod_{r=1}^{k} (1 - q^r) \prod_{r=1}^{N-k} (1 - q^r)} = \frac{1 - q^{N-r+1}}{1 - q^r} \quad \text{as} \quad q \to 1 \binom{N}{k}$$

(26)

it is a polynomial in $q$.

---

4Notice there is a typo in (4.13) in [6].
3.2 \( L = 1 \) fermion model

The partition function (25) for \( L = 1 \) reduces to a single polynomial and corresponds to the bosonization of the original model (2), albeit with opposite sign \( \tilde{\gamma} \rightarrow \gamma = -\tilde{\gamma} \) and with a matrix \( A_{ij} \) instead of a singlet \( \sigma \). Since, \( q = e^{-\frac{\beta}{\gamma}} \) we then have \( a = -q^{-(N+1/2)} \). The partition function in the \( L = 1 \) case takes the concise form

\[
Z_{N \times 1} = q^{N^2 + \frac{3}{8}N} \left( -q^{-(N+1/2)} \right) 
q^{-N/8} \sum_{j=0}^{N} \binom{N}{j} q^{j^2 - jN} 
q^{-N^2/4 - N/8} \sum_{j=0}^{N} \binom{N}{j} q^{(j-N/2)^2}
\]

(27)

The exponent inside the sum is invariant under reflection \( j \mapsto (N - j) \) and so are the \( q \)-binomials. This implies again that the number of terms in the sum effectively reduces by half. As recognized in [17], since the number of distinct energies in the partition function is polynomial \( \sim N^2 \) while the number of states is exponential \( \sim 2^N \), we expect an exponential degeneracy growth.

Explicit examples are

\[
Z_{2 \times 1} = e^{\frac{\beta \gamma}{8}} + 3e^{\frac{\beta \gamma}{8}} \quad \rightarrow \quad 2^2
\]

\[
Z_{3 \times 1} = 2e^{\frac{\beta \gamma}{16}} + 2e^{\frac{\beta \gamma}{16}} + 4e^{\frac{\beta \gamma}{16}} \quad \rightarrow \quad 2^3
\]

\[
Z_{4 \times 1} = e^{\frac{\beta \gamma}{8}} + 3e^{\frac{\beta \gamma}{8}} + 4e^{\frac{\beta \gamma}{8}} + 3e^{\frac{\beta \gamma}{8}} + 5e^{\frac{\beta \gamma}{8}} \quad \rightarrow \quad 2^4
\]

\[
Z_{5 \times 1} = 2e^{\frac{\beta \gamma}{16}} + 2e^{\frac{\beta \gamma}{16}} + 6e^{\frac{\beta \gamma}{16}} + 6e^{\frac{\beta \gamma}{16}} + 6e^{\frac{\beta \gamma}{16}} + 6e^{\frac{\beta \gamma}{16}} + 6e^{\frac{\beta \gamma}{16}} + 6e^{\frac{\beta \gamma}{16}} \quad \rightarrow \quad 2^5
\]

\[
Z_{6 \times 1} = e^{\frac{\beta \gamma}{8}} + 3e^{\frac{\beta \gamma}{8}} + 4e^{\frac{\beta \gamma}{8}} + 7e^{\frac{\beta \gamma}{8}} + 9e^{\frac{\beta \gamma}{8}} + 11e^{\frac{\beta \gamma}{8}} + 9e^{\frac{\beta \gamma}{8}} + 8e^{\frac{\beta \gamma}{8}} + 5e^{\frac{\beta \gamma}{8}} + 7e^{\frac{\beta \gamma}{8}} \quad \rightarrow \quad 2^6
\]

\( \beta \rightarrow 0 \)

(28)

We remark on the following features:
(i) The ground state is non-degenerate or doubly degenerate depending on \( N \) being even or odd.
(ii) The spectrum is equally spaced \( \Delta E = \beta/2\gamma \).
(iii) The highest energy level value is \( E = -(\beta/\gamma)N/16 \).
(iv) The number of distinct energy levels is

\[
N \text{ even: } \left( \frac{N}{2} \right)^2 + 1, \quad N \text{ odd: } \left( \frac{N-1}{2} \right)^2 + \frac{N-1}{2} + 1
\]

(v) The identity [35]

\[
\binom{N}{j} q^{j^2 - jN} = \binom{N}{j} \frac{1}{q^{j/2}}
\]

allows us to reexpress the partition function (27) as

\[
Z_{N \times 1} = q^{-N/8} \sum_{j=0}^{N} \binom{N}{j} \frac{1}{q^{j/2}}
\]
3.3 Thermodynamic entropy

The partition function (27) allows us to compute the entropy of the system from

$$S(\beta) = (1 - \beta \partial_\beta) \log Z(\beta)$$

The entropy plots in fig.2 show either a single or doubly degenerate ground state at low temperature and consistency with the Hilbert space dimension $2^N$ at high energy.

4 $L = 1$ and Frahm+Polychronakos model

Modulo a normalization, which amounts to a zero point energy, the partition function (27) coincides with that of the $SU(2)$ Frahm+Polychronakos AF model $Z_{FP}$. The relation is

$$Z_{N \times 1} = q^{-N^2/4-N/8} Z_{FP}$$

where [29], [36]

$$Z_{FP} = \sum_{j=0}^{N} \left( \begin{array}{c} N \\ j \end{array} \right) q^{(j-N/2)^2}, \quad q = e^{-\beta}$$

The FP model is build from fundamental $SU(2)$ spins on a $N$-site chain with Calogero-type interactions. The Hamiltonian can be written as [29]

$$H_{FP} = \frac{1}{2\gamma} \left[ -\sum_{k' > k} n_k n_{k'} + \sum_k (1-k)n_k + \frac{N^2}{4} \right], \quad k, k' = 1, ..., N$$

with $k, k'$ denoting the lattice site and the occupation numbers $n_k = 0, 1$.

For later reference we quote the specific free energy of the FP model in the large $N$-limit. Defined as $Z_{FP} = e^{-\beta f_{FP}}$, it reads [29]

$$-\beta f_{FP} = T_{eff} \left( \frac{\pi^2}{6} + 2f(1 + e^{-\beta_{eff}}) \right), \quad \text{where} \quad f(x) = \int_1^x \frac{dy}{1-y}$$

where the dimensionless quantity $\beta_{eff} \equiv \beta/2\gamma'$. As mentioned at the beginning of section 2.1, and pointed out by Frahm, a sensible large $N$-limit requires a $1/N$ scaling in the coupling $J$. Hence, (31) arises from the replacement $\gamma = N\gamma'$ in (30).
4.1 Fock space Hamiltonian: Casimirs and $SU(N)$ Cartans

We now find the Fock space Hamiltonian which gives rise to the structure of energy levels of the $L = 1$ model. It involves the $SU(N)$ Casimir as well as some definite chemical potentials for the $SU(N)$ Cartan charges.

Mapping Frahm’s occupation numbers $n_k$ to the fermion flavor number, i.e. $n_k = \bar{\Psi}_k \Psi^k$ (no sum), the $U(1)$ charge (13) in Frahm’s variables takes the form $Q = \sum_k n_k$. Then,

$$Q^2 - NQ = \sum_{k,k'} n_k n_{k'} - N \sum_k n_k$$

$$= n_1^2 + n_2^2 + \ldots + 2n_1n_2 + 2n_1n_3 + \ldots - N \sum_k n_k$$

$$= 2n_1n_2 + 2n_1n_3 + \ldots - (N - 1) \sum_k n_k = 2 \sum_{k' > k} n_k n_{k'} - (N - 1)Q \quad (32)$$

in the second line we used $n_k^2 = n_k$ since $n_k = 0, 1$. From the relation (16) we conclude

$$- \sum_{k' > k} n_k n_{k'} = \frac{Q - Q^2}{2} = \frac{N}{N + 1} C^{(2)} + \frac{1 - N}{2} Q \quad (33)$$

This allows us to write the first term in (30) in terms of the $U(1)$ charge and $SU(N)$ Casimir.

The term $\sum_{k=1}^N k n_k$ in (30) can be be decomposed in Cartans $H_m$ and $Q$ as (see App. A for conventions)

$$\begin{pmatrix} 1 & 0 \\ 0 & 2 \\ 3 \\ \vdots \\ N \end{pmatrix} = \mu^1 I + \mu^m H_m, \quad m = 2, \ldots, N.$$ 

The solution for $\mu$-coefficients is

$$\mu^1 = \frac{N + 1}{2}, \quad \mu^m = -\sqrt{\frac{m(m - 1)}{2}}$$

The Fock space Hamiltonian in terms of the $SU(N)$ Casimir and conserved charges $Q$ and $Q_m \equiv \bar{\Psi} H_m \Psi = \bar{\Psi}_i (H_m)^i_j \Psi^j$ reads

$$H_{FP} = \frac{1}{2\gamma} \left[ \frac{N}{N + 1} C^{(2)} + (1 - N)Q - \mu^m Q_m + \frac{N^2}{4} \right]$$

$$= \frac{1}{2\gamma} \left[ -\frac{1}{2} Q^2 + \left(1 - \frac{N}{2}\right)Q - \mu^m Q_m + \frac{N^2}{4} \right]. \quad (34)$$

These expressions explicitly shows that non-singlet bosonization of the vector model, contrary to singlet bosonization (3), breaks $U(N) \to U(1)^N$. 
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5 Large $N$

5.1 $L = 1$ (vector) model at large $N$: eigenvalue distribution

It is clear from the eigenvalues integrals (21) or (23) that a sensible large $N$ limit, with potential and Vandermonde factor contributing at the same rate, can be obtained if we rescale $\gamma = N \gamma'$. This rescaling agrees with that for $J$ in (2) and also with the rescaling of energies done by Frahm in [29] and mentioned below (31).

To perform the large $N$ limit, we work in the representation given by (21). Our starting point is

$$Z_{N \times 1} = \frac{2^N}{\prod_{i=1}^{N} d\lambda_i \prod_{j>i} \sinh^2 \left( \frac{\lambda_i - \lambda_j}{2} \right) e^{-N \frac{\gamma'}{\beta} \lambda_i^2} \prod_{i=1}^{N} \sinh^2 \left( \frac{\lambda_i - \lambda_j}{2} \right) \cosh \left( \frac{\lambda_i}{2} \right) e^{-N \frac{\gamma'}{\beta} \lambda_i^2}} \prod_{j>i} \sinh \left( \frac{\lambda_i - \lambda_j}{2} \right) e^{-N \frac{\gamma'}{\beta} \lambda_i^2}$$

(35)

The $\cosh$ in this expression scales as $\sim O(N)$ and is therefore sub-leading wrt the $\sim O(\sqrt{N})$ potential and Vandermonde contributions. Disregarding the $\cosh$, the matrix model (35) corresponds to that of $SU(N)$ Chern-Simons theory on $S^3$ [24]

$$Z_{CS}^{3-\text{sph}} \propto \int \prod_{i=1}^{N} d\lambda_i \prod_{j>i} \sinh^2 \left( \frac{\lambda_i - \lambda_j}{2} \right) e^{-N \frac{\gamma'}{\beta} \lambda_i^2}.$$  

(36)

The CS eigenvalue distribution in the large $N$ limit is known to be given by [37],[38],[24]

$$\rho_{CS}(\lambda) = \frac{1}{\pi t} \arctan \frac{\sqrt{e^t - (\cosh \lambda/2)^2}}{\cosh \lambda/2}.$$  

(37)

This is a single-cut distribution supported on $\lambda \in [-2 \arcsinh e^{t/2}, 2 \arcsinh e^{t/2}]$.

Hence, at large $N$, the expectation value of $\det(\cosh M/2)$ on the CS-matrix model can be computed as

$$Z_{N \times 1} = 2^N \langle \det \cosh \frac{M}{2} \rangle \approx 2^N e^N \int_{\text{supp}} d\lambda \log(\cosh(\lambda/2)) \rho_{CS}(\lambda) \quad N \to \infty$$

(38)

where $t = \beta/2\gamma' = \beta_{\text{eff}}$. From this last equation we read the ‘planar’ specific free energy, $f_{N \times 1}^{(0)} \equiv F_{N \times 1}^{(0)/N}$,

$$- \beta f_{N \times 1}^{(0)} = \ln 2 + 2 \times \frac{T_{\text{eff}}}{\pi} \int_0^A \ln(\cosh \frac{\lambda}{2}) \arctan \frac{\sqrt{e^{\beta_{\text{eff}}} - (\cosh \lambda/2)^2}}{\cosh \lambda/2} d\lambda$$

(39)

where $A = 2 \arcsinh e^{\beta_{\text{eff}}/2}$. We have verified numerically the agreement

$$\beta f_{N \times 1} = \beta f_{FP} - \frac{\beta_{\text{eff}}}{4}$$

as expected from (29).

5.2 Large $N, L$ limit: eigenvalue distribution and thermal structure

We now consider a large $N \times L$ rectangular Fermionic matrix in the limit $\alpha \equiv L/N = \text{finite.
The matrix integral (21), in the large $N, L \gg 1$ limit, is dominated by saddle point equations
\[ \frac{1}{N} \sum_{j \neq i} \coth \left( \frac{\lambda_i - \lambda_j}{2} \right) = \alpha \left( 2 \frac{\gamma}{\beta} \lambda_i - \frac{1}{2} \tanh \frac{\lambda_i}{2} \right), \quad (40) \]
the left-hand side arises from the Vandermonde repulsion and the right-hand side from the derivative of the effective potential
\[ V_{\text{eff}}(\lambda) = \alpha \left( \frac{\gamma}{\beta} \lambda^2 - \log \cosh \frac{\lambda}{2} \right). \quad (41) \]
Fig. 3 displays its relevant features. In the high temperature regime ($\gamma/\beta \gg 1$) the quadratic piece localizes the eigenvalues near the origin, the cosh becomes irrelevant and the Vandermonde can be accurately approximated by the standard one $\sinh^2 \left( \frac{\lambda_i - \lambda_j}{2} \right) \sim \left( \frac{\lambda_i - \lambda_j}{2} \right)^2$. As temperature decreases a double well potential develops signaling symmetry breaking. This phenomenon will show up in the eigenvalue distribution as a transition from single to double cut. Classically, the system becomes unstable for $\gamma/\beta < 1/8$.

Introducing the unit normalized eigenvalue distribution:
\[ \rho(\lambda) = \frac{1}{N} \sum_i \delta(\lambda - \lambda_i), \quad \int_C \rho(\lambda) d\lambda = 1 \quad (42) \]
allows us to write (40) in the form
\[ \frac{1}{\alpha} \int_C \coth \left( \frac{\lambda - \lambda'}{2} \right) \rho(\lambda') d\lambda' = 2 \frac{\gamma}{\beta} \lambda - \frac{1}{2} \tanh \frac{\lambda}{2}, \quad \lambda \in C = \text{supp}(\rho). \quad (43) \]
Here $\oint$ denotes the principal value prescription and $C$ denotes a curve in complex space. As evident from this expression, the spread of the eigenvalues over the cut is measured by $\alpha$. As $\alpha \to \infty$, the repulsion term on the lhs becomes negligible and eigenvalues accumulate around the minimum of the potential. $\alpha$ is customarily called a t’ Hooft coupling.

To solve the singular integral equation (43) we change variables to $u = e^\lambda$ so that the lhs in (43) becomes the canonical Vandermonde repulsion. This modifies the normalization condition (42) to
\[ \int_C \frac{du}{u} \tilde{\rho}(u) = 1. \quad (44) \]
Figure 4: 1-cut eigenvalue distribution as a function of Temperature: the high temperature limit (green curve) of the eigenvalue distribution (49) resembles Wigner semi-circle law. As temperature decreases the second term in (49) becomes relevant and a dip develops around the origin (blue curve).

Here \( \tilde{\rho}(u) \equiv \rho(\log u) \), and now \( u \in (0, \infty) \). From the \( \lambda \rightarrow -\lambda \) symmetry of the effective potential \( V_{eff} \) we expect a symmetric distribution around the origin. Hence, in the high temperature regime, the single cut solution in \( u \)-variables satisfies \( u \in [a, b] \) with \( ab = 1 \). Replacing \( \coth \frac{\lambda - \lambda'}{2} = 1 + \frac{2u'}{u-u'} \) into (43) one finds

\[
\int_C \frac{\tilde{\rho}(u')}{u' - u} \, du' = -\frac{2\alpha\gamma}{\beta} \log \sqrt{u} - \frac{\alpha}{2} \frac{1}{u+1} + \delta, \quad u \in C
\]  

(45)

with \( \delta = \alpha/4+1/2 \) a constant term. The \( 1/(u+1) \) term on the rhs arises from the cosh insertion in the matrix integral (35) (cf. (4.4) in [37]), setting it to zero reduces the problem to the Chern+Simons matrix integral.

### 5.3 Single cut distribution

In the high temperature regime, i.e. \( \gamma/\beta \gg 1/8 \), we expect a single cut eigenvalue distribution with support \( C = [a, b], \quad b > a > 0 \). Based on previous results [37],[30], we propose\(^5\)

\[
\tilde{\rho}(u) = \frac{1}{\pi} \left[ c_1 \tan^{-1} \left( \frac{\sqrt{(u-a)(b-u)}}{u+\sqrt{ab}} \right) + c_2 \frac{\sqrt{(u-a)(b-u)}}{u+1} \right].
\]

(46)

Inserting this ansatz in (45) and using (69) and (72) fixes \( c_1 = 2\alpha\gamma/\beta \) and \( c_2 = -\alpha/\left(2\sqrt{(a+1)(b+1)}\right) \).

The equations determining the endpoints \( a \) and \( b \) are those fixing the constant term \( \delta \) in (45) and the normalization condition for \( \rho \). The former is

\[
\frac{2\alpha\gamma}{\beta} \log \left( \frac{\sqrt{a} + \sqrt{b}}{2} \right) + \frac{\alpha}{2\sqrt{(a+1)(b+1)}} = \frac{\alpha}{4} + \frac{1}{2}
\]

(47)

\(^5\)The ansatz (46) can be guessed if we deform the contour encircling the cut in (76) to infinity. In this way we pick the pole at \( \lambda \) and an integral over the discontinuity across the log branch cut, which suggests (46).
Figure 5: Left: for $\gamma/\beta > 1/8$ the eigenvalue distribution is connected (single-cut) irrespectively of $\alpha$. Right: for $\gamma/\beta < 1/8$ and large enough $\alpha$ the distribution must be modified: as we increase $\alpha$ the dip reaches the origin and a disconnected (double-cut) eigenvalue distribution develops.

while the latter, obtained inserting (46) in (44) and using (66) and (71), results in

$$\frac{2\alpha\gamma}{\beta} \log \left( \frac{2\sqrt{ab} + a + b}{4\sqrt{ab}} \right) - \frac{\alpha}{2\sqrt{(a+1)(b+1)}} \left( \sqrt{(a+1)(b+1)} - 1 - \sqrt{ab} \right) = 1.$$  (48)

It can be checked that (47) and (48) coincide when we set $a = 1/b$. This relation is the expected relation for the endpoints from the $\lambda_i \to -\lambda_i$ symmetry in (41). In summary, the single-cut eigenvalue distribution for the model (21) is

$$\rho(\lambda) = \frac{\alpha}{\pi} \left[ \frac{2\gamma}{\beta} \tan^{-1} \left( \frac{\sqrt{(e^\lambda - 1/b)(b - e^\lambda)}}{e^\lambda + 1} \right) - \frac{\sqrt{b}}{2(b+1)} \frac{\sqrt{(e^\lambda - 1/b)(b - e^\lambda)}}{e^\lambda + 1} \right]$$  (49)

with $b$ satisfying

$$\frac{2\gamma}{\beta} \log \left( \frac{(b+1)^2}{4b} \right) - \frac{(1 - \sqrt{b})^2}{2(b+1)} = \frac{1}{\alpha}.$$  (50)

Numerical methods are very effective in solving (50).

As we diminish the repulsion, $\alpha \gg 1$ (cf. (43)), eigenvalues locate near the potential minimum $\lambda = 0$ ($u = 1$). In this regime the model effectively reduces to a quartic potential

$$V_{\text{eff}}(\lambda) \approx \alpha \left( g\lambda^4 + \mu\lambda^2 \right), \quad \alpha \gg 1$$  (51)

with $g = 1/192$ and $\mu = \gamma/\beta - 1/8$. Then, the single cut endpoint can be found perturbatively in $1/\alpha$. Plugging $b = 1 + \epsilon$ in (50) one finds

$$\epsilon = \frac{\beta/4\gamma}{\alpha} + O\left( \frac{1}{\alpha^2} \right)$$

5.4 Phase transition and double-cut solution

We now discuss some relevant features of the single-cut solution (49). The two terms in (46) have support in the region $(1/b, b)$; however the first one is positive while the second is negative. At
Figure 6: Phase diagram. Critical line showing single- to double-cut transition in the eigenvalue distribution: to the left of the blue curve (low $T$) we have a disconnected (double-cut) distribution, to the right (high $T$) a connected (single-cut) one. The right asymptote lies at the classical value for instability $\gamma/\beta = 1/8 \approx .125$, the left asymptote at $\gamma/\beta = 1/4\pi \approx 0.0795775$. The critical temperature for a square fermion matrix, $\alpha = 1$, can be read from the critical line crossing the horizontal axis, this happens at $\gamma/\beta \approx 0.125$.

high temperature ($\gamma/\beta \gg 1$) the first term dominates and we effectively get the Chern+Simons matrix integral with a Wigner semicircle-like connected distribution (see fig. 4). As we lower the temperature, the second term becomes increasingly important creating a dip in the semicircle (figs. 4 and 5). For small enough temperature, the dip at the origin touches the horizontal axis. As a negative eigenvalue distribution is unacceptable, this signals a split of the support, i.e. a single- to double-cut transition (see fig. 5 right).

For fixed $\alpha$, the critical temperature $T_c$ below which the single- to double-cut transition occurs can be found by solving $\rho(0) = 0$. This equation gives a curve $\alpha(\gamma)$ in the $(\gamma, \alpha)$–plane which we display in fig. 6. One concludes that for $\gamma/\beta > 1/8$ the distribution is connected irrespectively of the value of $\alpha$ and for $\gamma/\beta < 1/4\pi$ the distribution is disconnected irrespectively of $\alpha$.

5.5 Order of the phase transition

The order of the phase transition can be analytically studied in the $\alpha \gg 1$ limit, where the system reduces to an effective $\lambda^4$ model (see Appendix D for a review of the quartic model).

Considering the first derivative of the specific free energy in the $\alpha \gg 1$,

$$\frac{\partial f_0}{\partial g} = \lim_{N \to \infty} \frac{1}{N} \langle \alpha \text{Tr} M^4 \rangle = \alpha \int_C d\lambda \, \rho(\lambda) \, \lambda^4$$

This expression can be easily computed by expressing the integral in terms of a contour $C$ surrounding the cut $C$

$$\int_C d\lambda \, \rho(\lambda) f(\lambda) = \frac{1}{2} \oint_C dz \rho(z) f(z)$$
Then,
\[
\frac{\partial f_0}{\partial g} = \begin{cases} 
\frac{4(9g + \alpha \mu^2 + \mu \sqrt{\alpha^2 \mu^2 + 12g})}{(\sqrt{\alpha g} + \sqrt{\alpha^2 \mu^2 + 12g})^4} & \mu > \mu_c \quad \text{1-cut} \\
\frac{\alpha \mu^2 + g}{4g^2} & \mu < \mu_c \quad \text{2-cut}
\end{cases}
\]  
(52)

From this expression one finds evaluating at the critical value \( \mu_c = -2\sqrt{g/\alpha} \) from both sides
\[
\left. \frac{\partial f_0}{\partial g} \right|_{\mu = \mu_c^+} = \left. \frac{\partial f_0}{\partial g} \right|_{\mu = \mu_c^-} = \frac{5}{4g},
\]
\[
\left. \frac{\partial^2 f_0}{\partial g^2} \right|_{\mu = \mu_c^+} = \left. \frac{\partial^2 f_0}{\partial g^2} \right|_{\mu = \mu_c^-} = -\frac{9}{4g^2},
\]
\[
\left. \frac{\partial^3 f_0}{\partial g^3} \right|_{\mu = \mu_c^+} = \frac{27}{4g^3}, \quad \left. \frac{\partial^3 f_0}{\partial g^3} \right|_{\mu = \mu_c^-} = \frac{13}{2g^3}.
\]

Alternatively one can compute \( \mu \)-derivatives
\[
\frac{\partial f_0}{\partial \mu} = \alpha \int_C d\lambda \rho(\lambda) \lambda^2.
\]
The results are
\[
\frac{\partial f_0}{\partial \mu} = \begin{cases} 
\frac{2\sqrt{\alpha}(8g + \alpha \mu^2 + \mu \sqrt{\alpha^2 \mu^2 + 12g})}{(\sqrt{\alpha g} + \sqrt{\alpha^2 \mu^2 + 12g})^3} & \mu > \mu_c \quad \text{1-cut} \\
-\frac{\alpha \mu}{2g} & \mu < \mu_c \quad \text{2-cut}
\end{cases}
\]  
(53)

\[
\left. \frac{\partial f_0}{\partial \mu} \right|_{\mu = \mu_c^+} = \left. \frac{\partial f_0}{\partial \mu} \right|_{\mu = \mu_c^-} = \sqrt{\frac{\alpha}{g}},
\]
\[
\left. \frac{\partial^2 f_0}{\partial \mu^2} \right|_{\mu = \mu_c^+} = \left. \frac{\partial^2 f_0}{\partial \mu^2} \right|_{\mu = \mu_c^-} = -\frac{\alpha}{2g},
\]
\[
\left. \frac{\partial^3 f_0}{\partial \mu^3} \right|_{\mu = \mu_c^+} = \frac{\alpha^{3/2}}{4g^{3/2}}, \quad \left. \frac{\partial^3 f_0}{\partial \mu^3} \right|_{\mu = \mu_c^-} = 0.
\]
The last result shows a 3rd order phase transition.

Alternatively, one obtains the same behavior by computing \( \alpha \)-derivatives of the specific free energy
\[
\frac{\partial f_0}{\partial \alpha} = \int_C d\lambda \rho(\lambda) (g \lambda^4 + \mu \lambda^2).
\]
The results are
\[
\frac{\partial f_0}{\partial \alpha} = \begin{cases} 
\frac{1}{64} \alpha \left( 9b^8 g^2 + 20b^6 g \mu + 8b^4 \mu^2 \right) & \mu > \mu_c \quad \text{1-cut} \\
\frac{1}{64} \alpha g(a - b)^2(a + b)^2 (8 \mu (a^2 + b^2) + g (5a^4 + 6a^2 b^2 + 5b^4)) & \mu < \mu_c \quad \text{2-cut}
\end{cases}
\]  
(54)

\[
\left. \frac{\partial f_0}{\partial \alpha} \right|_{\mu = \mu_c^+} = \left. \frac{\partial f_0}{\partial \alpha} \right|_{\mu = \mu_c^-} = -\frac{3}{4\alpha},
\]
\[
\left. \frac{\partial^2 f_0}{\partial \alpha^2} \right|_{\mu = \mu_c^+} = \left. \frac{\partial^2 f_0}{\partial \alpha^2} \right|_{\mu = \mu_c^-} = -\frac{1}{4\alpha^2},
\]
Figure 7: Phase diagram in \((\mu, g)\) displaying the 1- and 2-cut solutions.

\[
\frac{\partial^3 f_0}{\partial \alpha^3} \bigg|_{\mu=\mu_c^+} = \frac{1}{4\alpha^3}, \quad \frac{\partial^3 f_0}{\partial \alpha^3} \bigg|_{\mu=\mu_c^-} = \frac{1}{2\alpha^3}.
\]

These results agree with the expected third order behavior originally recognized in [19]. We display the phase diagram of the system in \((\mu, g)\)-space in fig. 7.

6 Summary

In this paper we have studied fermionic quantum mechanical models with quartic interactions at finite temperature. The fermions have matrix character transforming as bi-fundamentals of \(SU(N)\) and \(SU(L)\). The models can be solved exactly and several large \(N, L\) limits were performed.

We have emphasized the role ambiguities play when performing the bosonization technique. In particular we have shown that our regularization of the fermionic determinant in the non-singlet bosonization case breaks the classical symmetry from \(U(N) \rightarrow U(1)^N\). In passing we have written Fermionic Fock space Hamiltonians (8) and (34) showing that the spectrums found by bosonization in fact describe the precise Fermionic system at the quantum level with particular ambiguities being fixed.

For finite \(N, L\) case, the fermionic models were given an alternative representation in terms of vev’s of characteristic polynomials in the Chern+Simmons matrix model [17]. Using well-known orthogonal polynomials techniques (Berezin+Hikami formula [34]) the model can be solved solved. The vector model in non-singlet bosonization shows an equidistant spectrum and can be related to the (integrable) Polychronakos+Frahm model. It is important to highlight that the bosonic matrix models we end up with, incorporate the temperature in a natural way providing an alternative viewpoint on the Chern+Simmons matrix model. The results have also shown that the intricacies of the bosonization fix ambiguous normal terms to specific values in the Cartan generators (cf. (34)).

The eigenvalue distribution for the models in large \(N, L\) limits were solved. For the vector model case \((L = 1)\) the distribution coincides with the CS one and no phase transition arises as we vary temperature. Naturally, coupling constant had to be rescaled for a sensible limit \(\gamma \rightarrow N\gamma\). Fermionic matrices provide a new parameter (column/row ratio) which we can play with, i.e. \(\alpha = L/N\) finite for large \(N, L\). The eigenvalue distribution in the large temperature (1-cut) regime was found in closed form (see (49)). Its analysis shows, as expected, the splitting of the cut as we lower the temperature due to the competition of two terms. For large \(\alpha \gg 1\) the model can be safely approximated by a quartic potential and well known results permit to find the 2-cut solution. One can check that a third order phase transition transition arises. We also found the critical curve in \((\alpha, \gamma)\)-parameter space where the phase transition occurs.
There are several avenues to explore in the model. The bosonic representation of the FP-model is novel to the authors knowledge and we find this an interesting avenue to explore. We can envisage studying the double scaling limit along the $\gamma(\alpha)$ curve to uncover the behavior of the bosonization technique. A more ambitious project is to try to study if the present fermionic models with finite Hilbert spaces can be related to de Sitter gravity or string models as elaborated in [49],[50],[51],[52],[53]. Finally we could study the $L = 1$ model in the ferromagnetic case and see whether the transitions found in [25] take place in the present models.
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A $U(N)$ and $SU(N)$ conventions

- $U(N)$: set of $N \times N$ complex matrices $U$ satisfying $UU^\dagger = 1$.
- $SU(N)$: subset of $U(N)$ satisfying $\det U = 1$.
- Fundamental representation: writing $U = e^{iA}$, generators $A$ are $N \times N$ hermitic matrices $A = A^\dagger$.
  
  For $SU(N)$, the condition $\det U = 1 \iff$ traceless generators: $\text{Tr}A = 0$.

  $SU(N)$ generators: traceless+hermitic $\{ T_{\alpha} \}$ $\alpha = 1,...,N^2 - 1$

Appending the identity to this set we obtain

  $U(N)$ generators: hermitic $\{ T_a \} = \left\{ T_{\alpha}, \frac{1}{\sqrt{2N}} \mathbb{I}_N \right\}$, $a = 1,...,N^2$  

- Normalization: fundamental generators are normalized as
  
  $$\text{Tr}(T_a T_b) = \frac{1}{2} \delta_{ab} \quad (55)$$

- Killing+Cartan metric:
  
  $$g_{ab} \equiv \delta_{ab}$$

- Fierz identity: fundamental irrep generators satisfy the following identity
  
  $$U(N) : \delta^{ab}(T_a)^{ij}(T_b)^{kl} = \frac{1}{2} \delta_{ij}^l \delta_{ij}^k \quad i,j = 1,...,N \quad (56)$$

Moving the identity generator in the lhs of this last expression to the rhs we obtain

  $$SU(N) : \delta^{\alpha\beta}(T_{\alpha})^{ij}(T_{\beta})^{kl} = \frac{1}{2} \left( \delta_{ij}^{\lambda} \delta_{ij}^{\lambda} - \frac{1}{N} \delta_{ij}^{\lambda} \delta_{ij}^{\lambda} \right) \quad (57)$$

Proof of (57): the unit matrix $\mathbf{1}$ and set $T_{\alpha}$ form a basis for the space of hermitian $N \times N$ matrices, $\forall A$ hermitian

  $$A = a^0 \mathbf{1} + a^a T_{\alpha}$$

Taking the trace on both sides we determine $a^0$

  $$\text{Tr}(A) = a^0 N \iff a^0 = \frac{1}{N} \text{Tr}(A)$$
Multiplying by \( T_\beta \) and taking the trace we find \( a^\alpha \)

\[
\text{Tr}(AT_\beta) = a^\alpha \underbrace{\text{Tr}(T_\beta)}_{=0} + a^\alpha \underbrace{\text{Tr}(T_\alpha T_\beta)}_{=0} \sim a_\alpha = 2\text{Tr}(AT_\alpha) \quad \text{where} \quad a_\alpha \equiv g_{\alpha\beta} a^\beta
\]

We conclude \( \forall A \)

\[
A = \frac{1}{N} \text{Tr}(A) \ 1 + 2 \text{Tr}(A^\alpha) T_\alpha
\]

where \( T^\alpha = g^{\alpha\beta} T_\beta \). In components

\[
A'_j = \frac{1}{N} A^i_j \delta^i_j + 2 A^k_i (2T^\alpha)^i_k (T_\alpha)_j \sim A^k_i \left( (T^\alpha)^i_k (T_\alpha)_j + \frac{1}{N} \delta^i_j \delta^k_l - \delta^i_l \delta^k_j \right) = 0 \sim \text{eq. (57)}
\]

This has to hold for arbitrary \( A \), therefore the Fierz identities (56),(57) follow.

---

. **SU(\( N \)) algebra**: structure constants are defined from fundamental (normalized) irrep generators as

\[
[T_\alpha, T_\beta] = i f^{\gamma\alpha\beta} T_\gamma
\]

Multiplying by \( T^\rho \) and taking a trace we can express the structure constants in terms of traces of the fundamental irrep as

\[
i f^{\rho\alpha\beta} = 2 \left[ \text{Tr}(T^\rho T_\alpha T_\beta) - \text{Tr}(T^\rho T_\beta T_\alpha) \right] \quad \text{(58)}
\]

. **SU(\( N \)) trace formulae**: from (57) we obtain

\[
\text{Tr} (T^\alpha X) \text{Tr} (T_\alpha Y) = \frac{1}{2} \left[ \text{Tr}(X Y) - \frac{1}{N} \text{Tr}(X) \text{Tr}(Y) \right] \quad \text{(59)}
\]

\[
\text{Tr} (T^\alpha XT_\alpha Y) = \frac{1}{2} \left[ \text{Tr}(X) \text{Tr}(Y) - \frac{1}{N} \text{Tr}(XY) \right] \quad \text{(60)}
\]

. **SU(\( N \)) quadratic Casimir for Fundamental and Adjoint irreps**: the quadratic Casimir is defined as

\[
C^{(2)}_R \equiv g^{\alpha\beta} T_\alpha(R) T_\beta(R) = T^{\alpha}(R)T_\alpha(R)
\]

Fundamental irrep \( \square \): (57) gives

\[
\text{Fundamental} : \quad C^{(2)}_F = (T^\alpha T_\alpha)^i_j = \frac{N^2 - 1}{2N} \delta^i_j, \quad i,j = 1,...,N
\]

Adjoint irrep: generators are given by \( (T_\alpha)^\rho_\sigma = i f^{\rho\alpha\sigma} \), then

\[
\text{Adjoint} : \quad C^{(2)}_{\text{adj}} = (T^\alpha T_\alpha)^\rho_\sigma = N \delta^\rho_\sigma, \quad \alpha,\beta,.. = 1,...,N^2 - 1
\]

---

Proof:

\[
C^{(2)}_{\text{adj}} = \delta^{\alpha\beta} (if^{\rho\alpha\gamma})(if^{\gamma\beta_\sigma})
\]

\[
= 4 \left[ \text{Tr}(T^\rho T_\alpha T_\gamma) - \text{Tr}(T^\rho T_\gamma T_\alpha) \right] \left[ \text{Tr}(T^\gamma T^\alpha T_\sigma) - \text{Tr}(T^\gamma T^\alpha T_\sigma) \right]
\]

\[
= 2 \left[ \text{Tr}(T_\gamma T^\rho T_\alpha T_\gamma) - \text{Tr}(T_\gamma T^\rho T_\gamma T_\alpha) \right] \left[ \text{Tr}(T^\gamma T^\rho T_\sigma T_\gamma) + \text{Tr}(T^\gamma T^\rho T_\sigma T_\gamma) \right]
\]

\[
= 4 \left[ \frac{N^2 - 1}{4N} \delta^\rho_\sigma + \frac{1}{4N} \delta^\rho_\sigma \right] = N \delta^\rho_\sigma
\]

in going to the second line we used (58), in going to the third (59) and in the fourth we replaced \( T^\rho T_\gamma \) by \( C^{(2)}_F \) and used (60).
The young tableaux corresponding to the adjoint irrep involves \( N \) boxes

\[
\text{adj} = \begin{array}{c}
\vdots \\
\Box
\end{array} \}
\]
\( N - 1 \) rows

For completeness we quote the Casimir for a young tableaux \( Y \) with \( b \) boxes, row lengths \( \rho_i \) and column lengths \( \sigma_j \) (see app A in [41])

\[
C_Y^{(2)} = \frac{1}{2} \left( bN + \sum_i \rho_i^2 - \sum_j \sigma_j^2 - \frac{b^2}{N} \right) \quad (64)
\]

**Cartan generators:** for the fundamental representation of \( SU(N) \) these are \( N - 1 \) mutually commuting \( N \times N \) traceless matrices \( H_m \) \((m = 2, \ldots, N)\). We choose

\[
H_2 = \alpha_2 \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ \vdots & \ddots & \ddots \\ 0 & & 0 \end{pmatrix}, \quad H_3 = \alpha_3 \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & -2 & \ddots \\ \vdots & \ddots & \ddots & \ddots \\ 0 & \ddots & \ddots & \ddots & 0 \\ 0 & \ddots & \ddots & \ddots & -N + 1 \end{pmatrix}, \quad \ldots, \quad H_N = \alpha_N \begin{pmatrix} 1 \\ \vdots \\ 1 \\ 0 \\ 0 \end{pmatrix}
\]

with \( \alpha_m = 1/\sqrt{2m(m-1)} \). They satisfy the normalization condition (55), i.e. \( \text{Tr}(H_m H_n) = \frac{1}{2} \delta_{mn} \).

**B Brézin+Hikami vevs of characteristic polynomials**

Expectation values of products of characteristic polynomials for Hermitian ensembles with probability distribution \( \mathcal{P}(M) = \frac{1}{Z} e^{-\text{tr} V(M)} \) were computed in [34] in terms of orthogonal monic polynomials \( m_n(x) \). These are orthogonal polynomials for \( V(x) \) whose coefficients of the highest degree are equal to unity

\[
\int m_n(x) m_m(x) e^{-V(x)} dx = h_n \delta_{nm}, \quad m_n(x) = x^n + \text{lower degree}
\]

The result is

\[
\langle \left( \det(\lambda - M) \right)^L \rangle_V = \frac{(-)^L(L-1)/2}{\prod_{i=0}^{L-1} (i!)^2} \det \begin{pmatrix} m_N(\lambda) & m_{N+1}(\lambda) & \ldots & m_{N+L-1}(\lambda) \\ m'_N(\lambda) & m'_{N+1}(\lambda) & \ldots & m'_{N+L-1}(\lambda) \\ \vdots \\ m^{(L-1)}_N(\lambda) & m^{(L-1)}_{N+1}(\lambda) & \ldots & m^{(L-1)}_{N+L-1}(\lambda) \end{pmatrix} \quad (65)
\]

**C Some useful integrals**

We compute and quote here a number of integrals necessary for obtaining the eigenvalue distribution in section 5.2. They are obtained by standard applications of the residue theorem. Where (45) is linear, the solution for \( \rho \) can be found by superposition of the sources on the rhs. Results 1. and 2. solve the 1/(u+1) term, while results 3. and 4. solve the log \( \sqrt{u} \) term.

1.

\[
\frac{1}{\pi} \int_a^b \frac{dx}{x} \frac{\sqrt{(x-a)(b-x)}}{x+1} = \left( \sqrt{(a+1)(b+1)} - \sqrt{ab} - 1 \right), \quad 0 < a < b \quad (66)
\]

\[\]
Proof: the integrand in the lhs shows, in the complex plane, simple poles at $z = 0, -1$ and a cut joining $z = A$ to $z = B$. Let $\mathcal{C}$ be a clockwise contour surrounding the cut, then

$$\oint_{\mathcal{C}} \frac{dz}{z} \frac{\sqrt{(z-a)(b-z)}}{z+1} = 2i \int_a^b \frac{dx}{x} \frac{\sqrt{(x-a)(b-x)}}{x+1}$$  \hspace{1cm} (67)$$

Deforming the contour to infinity $\mathcal{C}_\infty$, we pick two (residue) contributions from $z = -1$ and $z = 0$. The result is

$$\oint_{\mathcal{C}_{-1}+\mathcal{C}_0+\mathcal{C}_\infty} \frac{dz}{z} \frac{\sqrt{(z-a)(b-z)}}{z+1} = 2\pi i \left[ \sqrt{(a+1)(b+1)} - \sqrt{ab} - 1 \right]$$  \hspace{1cm} (68)$$

Equating (67) and (68) we obtain (66).

2. \hspace{1cm} \frac{1}{\pi} \int_a^b \frac{dx}{x-y} \frac{\sqrt{(x-a)(b-x)}}{1+x} = \frac{\sqrt{(a+1)(b+1)}}{y+1} - 1, \quad y \in (a,b) \hspace{1cm} (69)$$

Proof: this integral is similar to (66), but the pole at the origin is now located along the integration interval. Picking the same contour as before, surrounding the cut in the clockwise sense, we have

$$\oint_{\mathcal{C}} \frac{dz}{z-y} \frac{\sqrt{(z-a)(b-z)}}{z+1} = 2i \int_a^b \frac{dx}{x-y} \frac{\sqrt{(x-a)(b-x)}}{1+x}$$  \hspace{1cm} (70)$$

Deforming the contour to infinity we now pick a single contribution from $z = -1$, the final result is (69).

3. Assuming $0 < a < b$ are real numbers,

$$\frac{1}{\pi} \int_a^b \frac{dx}{x} \tan^{-1} \frac{\sqrt{(x-a)(b-x)}}{x+\sqrt{ab}} = \log \left( \frac{2\sqrt{ab} + a + b}{4\sqrt{ab}} \right).$$  \hspace{1cm} (71)$$

4. Assuming $0 < a < b$ are real numbers,

$$\frac{1}{\pi} \int_a^b \frac{dx}{x-y} \tan^{-1} \frac{\sqrt{(x-a)(b-x)}}{x+\sqrt{ab}} = -\log \left( \frac{2\sqrt{y}}{\sqrt{a} + \sqrt{b}} \right).$$  \hspace{1cm} (72)$$

Proof: 3. and 4. are generalizations of well known results of CS theory [24] after the change of variables $x = e^\lambda$. They can be checked with simple numerical examples.

**D Quartic model [24, 20, 21, 40]**

The partition function for an hermitian matrix model, writing $M = U \cdot \text{diag}(\lambda_1, \ldots, \lambda_N) \cdot U^{-1}$, is

$$Z = \mathcal{N} \int \prod_{i=1}^N d\lambda_i \prod_{j>i} (\lambda_i - \lambda_j)^2 e^{-NV(\lambda_i)}. \hspace{1cm} (73)$$

In the large $N$-limit the partition function is dominated by a saddle point equation for the eigenvalue distribution $\rho(\lambda)$ (cf. (42))

$$2 \int_C \frac{\rho(\lambda')}{\lambda - \lambda'} d\lambda' = V'(\lambda), \quad \lambda \in C = \text{supp}(\rho). \hspace{1cm} (74)$$
The solution to this equation is found by introducing the resolvent \( \omega(z) \equiv \frac{1}{N} \langle \text{Tr} \frac{1}{z-M} \rangle \) with \( z \in \mathbb{C} \), which in the large \( N \)-limit takes the form

\[
\omega_0(z) = \int_C \frac{\rho(\lambda')}{z - \lambda'} d\lambda'
\]

Away from \( C \) (support of the distribution) this is an analytic function. The resolvent satisfies three important conditions \([18, 24]\):

(i) \( \rho(\lambda) = -\frac{1}{2\pi i} \left( \omega_0(\lambda + i\epsilon) - \omega_0(\lambda - i\epsilon) \right) \) for \( \lambda \in \text{supp}(\rho) \),

(ii) \( \omega_0(\lambda + i\epsilon) + \omega_0(\lambda - i\epsilon) = V'(\lambda) \)

(iii) \( \omega_0(\lambda) = \frac{1}{\lambda} + O\left(\frac{1}{\lambda^2}\right) \) as \( \lambda \to \infty \).

This turns the integral equation (74) into a Riemann-Hilbert problem for \( \omega(\lambda) \).

We are interested in analyzing the consequences of symmetry breaking on the eigenvalue distribution. To this end we consider the potential

\[
V(\lambda) = \alpha \left( g\lambda^4 + \mu\lambda^2 \right).
\]

and assume \( g > 0 \). Classically the potential develops two minima at \( \lambda_{\text{min}} = \pm \sqrt{-\mu/2g} \) when \( \mu \) becomes negative. These break the \( \mathbb{Z}_2 \) symmetry of the potential. In the large \( N \)-limit, the instability develops below \( \mu_c = -2\sqrt{g/\alpha} < 0 \) when the distribution becomes disconnected (2-cut) \([20, 21, 40]\).

Explicitly, the quartic model requires to solve

\[
\frac{1}{\alpha} \int_C \frac{\rho(\lambda')}{\lambda - \lambda'} d\lambda' = 2g\lambda^3 + \mu\lambda,
\]

 noticing \( \alpha \) measures the strength of the eigenvalue repulsion (lhs). As \( \alpha \to \infty \) the repulsion is negligible and eigenvalues localize at the extrema of \( V(\lambda) \). Hence, the size of the cuts is controlled by \( \alpha \).

D.1 1-cut solutions

The 1-cut solution \( \omega^\text{1-cut}_0(z) \) for arbitrary \( V(\lambda) \) satisfying (i)-(iii) above can be written in closed form as \([48]\) (see also [23])

\[
\omega^\text{1-cut}_0(z) = \frac{1}{2} \int_C dw \frac{V'(w)}{\sqrt{(w-b)(w-a)}} \left( \frac{(z-a)(z-b)}{(w-a)(w-b)} \right)^{1/2}
\]

here \( C \) is an anti-clockwise contour encircling the (single) cut \( C = [a, b], \ a < b \).

The endpoints of the cut, \( a \) and \( b \), become fixed upon demanding the resolvent \( \omega \) to satisfy property (iii). Expanding the integrand in (76) for \( z \gg w \), condition (iii) implies that

\[
\int_C dw \frac{V'(w)}{\sqrt{(w-b)(w-a)}} = 0 \quad \text{and} \quad \frac{1}{2} \int_C dw \frac{V'(w)}{\sqrt{(w-a)(w-b)}} = 1.
\]

Inserting

\[
V'(w) = 2\alpha \left( 2gw^3 + \mu w \right),
\]

integrals (77) can be easily calculated deforming the contour \( C \) to infinity. The circulation at infinity picks the coefficient of the \( 1/w \)-term in the expansion of the integrand, i.e residue at infinity. The results are

\[
(a + b) \left( (5a^2 - 2ab + 5b^2)g + 4\mu \right) = 0
\]
\[
\frac{\alpha}{64}(a - b)^2 \left(15a^2 + 18ab + 15b^2\right)g + 8\mu = 1. 
\] (79)

A. Symmetric solution: (78) is immediately solved for \(a = -b\), which inserted in (79) gives
\[
b^2 = \frac{4}{\alpha \mu + \sqrt{\alpha^2 \mu^2 + 12\alpha g}}, \quad \text{for } \mu < \mu_c.
\] (80)

As expected, the size of the cut reduces, \(b \to 0\), when the eigenvalue repulsion diminishes \(\alpha \to \infty\).

Deforming the contour \(C\) in (76) to infinity, \(\oint_C = \oint_{C_{\infty}}\), one obtains
\[
\omega_0^{\text{sym}}(z) = \alpha \left(2gz^2 + \mu z\right) - \alpha \sqrt{z^2 - b^2} \left(2gz^2 + b^2g + \mu\right).
\] (81)

The first term comes from the pole at \(w = z\) and the second from the circulation at infinity. In the limit \(g = 0\) the solution (80)-(81) smoothly reduces to Wigner's semicircle.

The second term in (81) is responsible for the discontinuity required by property (i) above; hence, we immediately read the single-cut eigenvalue distribution for the quartic model \([18, 20, 21, 40, 24]\)
\[
\rho^{\text{sym}}(\lambda) = \frac{\alpha}{\pi} \sqrt{b^2 - \lambda^2} \left(2g\lambda^2 + b^2g + \mu\right) \quad \text{for } \lambda \in C = [-b, b].
\] (82)

This solution is consistent as long as \(\rho^{\text{is}} \geq 0\). For \(g > 0\), a dip develops around the origin as \(\mu\) becomes negative (cf. Fig. 4). At \(\mu_c = -2\sqrt{g/\alpha}\) the distribution touches the horizontal axis. For \(\mu < \mu_c\) the eigenvalue distribution consists of two disconnected cuts, we recompute it below.

In summary, solution (80)-(81) makes sense for:
- \(\mu > 0 \Rightarrow g > -\frac{\alpha \mu^2}{12}\). This condition follows from demanding \(b \in \mathbb{R}\) \([18]\). Amusingly, although the potential becomes unbounded below for \(g < 0\), as long as \(g > -\frac{\alpha \mu^2}{12}\) the potential barrier prevents the eigenvalues from overflowing. At the critical point \(g = -\alpha \mu^2/12\), the non-analytic behavior of \(\rho^{\text{sym}}(\lambda)\) at the edge of the support changes from \(|\lambda \pm b|^{1/2}\) to \(|\lambda \pm b|^{3/2}\). This phenomenon is crucial in 2d quantum gravity and non-critical string theory.
- \(\mu \leq 0, g > 0 \Rightarrow \mu \geq \mu_c = -2\sqrt{g/\alpha}\) or equivalently \(g > \frac{\alpha \mu^2}{4}\). The condition follows demanding that \(\rho^{\text{is}} \geq 0\).

B. Asymmetric solution: for \(g > 0\) and \(\mu < 0\), equations (78)-(79) allow for a single cut solution centered close to one of the minima \(\lambda_{\min} = \pm \sqrt{-\frac{\mu}{5g}}\). Inserting \(a = \sigma - \tau\) and \(b = \sigma + \tau\) in (78)-(79) the solution is \([20]\)
\[
\sigma^2 = -\frac{3\mu + 2\sqrt{\mu^2 - 15\alpha}}{10g}, \quad \tau^2 = \frac{-2\mu - 2\sqrt{\mu^2 - 15\alpha}}{15g}.
\] (83)

As repulsion vanishes, \(\alpha \to \infty\), the ‘center’ of the distribution \(\sigma \to \lambda_{\min}\) and the width \(\tau \to 0\). The solution runs away \(\sigma \to \infty\) as \(g \to 0\). Deforming the contour \(C\) in (76) to infinity one obtains
\[
\omega_0^{\text{asym}}(z) = \alpha \left(2gz^3 + \mu z\right) - \alpha \sqrt{(z - \sigma - \tau)(z - \sigma + \tau)} \left(2gz^2 + 2gz\sigma + 2g\sigma^2 + \tau^2 + \mu\right).
\] (84)

The eigenvalue distribution reads
\[
\rho^{\text{asym}}(\lambda) = \frac{\alpha}{\pi} \sqrt{(\sigma + \tau - \lambda)(\lambda - \sigma + \tau)} \left(2g\lambda^2 + 2g\lambda\sigma + 2g\sigma^2 + \tau^2 + \mu\right) \quad \text{for } \lambda \in C = [\sigma - \tau, \sigma + \tau]
\] (85)

In summary, the asymmetric solution (83)-(85) exists for the following:
- \(\mu < 0 \Rightarrow 0 < g < \frac{\alpha \mu^2}{15}\). This condition arises from \(\sigma, \tau \in \mathbb{R}\).
Notice the asymmetric solution (85) gives rise to \(\langle \text{Tr} M \rangle \neq 0\) as compared to (82). For further discussions see [20].
Two cut solutions

For $g > 0, \mu < 0$ and $\mu \leq \mu_c$ the support of the distribution becomes disconnected.

A. Symmetric solution

Multicut solutions can also be written in closed form [24]. For even potentials $V(\lambda) = V(-\lambda)$, the ($\mathbb{Z}_2$ symmetric) 2-cut solution takes the form

$$
\omega_0^{2\text{-cut}}(z) = \frac{1}{2} \oint_{\mathcal{C}} \frac{dw}{2\pi i} \frac{V'(w)}{z-w} \left( \frac{(z^2-a^2)(z^2-b^2)}{(w^2-a^2)(w^2-b^2)} \right)^{1/2} \tag{86}
$$

Here, $\mathcal{C}$ is an anti-clockwise circulation around the cuts located symmetrically around the origin at $-b < x < -a$ and $a < x < b$ with $b > a > 0$.

Demanding the resolvent to satisfy property (iii) one obtains

$$
\int_{\mathcal{C}} \frac{dw}{2\pi i} \frac{V'(w)}{\sqrt{(w^2-b^2)(w^2-a^2)}} = 0 \quad \text{and} \quad \frac{1}{2} \int_{\mathcal{C}} \frac{dw}{2\pi i} \left( \frac{w^2-(a^2+b^2)/2}{\sqrt{(w^2-a^2)(w^2-b^2)}} \right) V'(w) = 1
$$

Inserting the explicit expression for $V'(w)$ and computing the contour integral at infinity one finds

$$
(a^2+b^2)g + \mu = 0, \quad \frac{g\alpha}{4}(a^2-b^2)^2 = 1 \quad \Rightarrow \quad a^2 = -\frac{\mu}{2g} - \frac{1}{\sqrt{\alpha g}}, \quad b^2 = -\frac{\mu}{2g} + \frac{1}{\sqrt{\alpha g}} \tag{87}
$$

The 2-cuts $\mathbb{Z}_2$-symmetric solution shows two peaks centered around the classical minima $\lambda_{\text{min}}^2 = \frac{-\mu}{2g}$ with widths scaling as $1/\alpha$. As we increase the eigenvalue repulsion $\alpha \to 0$, the peaks widen and become eventually connected for $\alpha < 4g/\mu^2$.

To find the resolvent we deform $\mathcal{C}$ to infinity. From the pole at $w = z$ and the residue at infinity in (86) one obtains

$$
\omega_0^{2s}(z) = \alpha \left( 2gz^3 + \mu z \right) - 2g\alpha \sqrt{(z^2-a^2)(z^2-b^2)}z
$$

The eigenvalues distribution follows from the second term

$$
\rho^{2s}(\lambda) = \frac{2g\alpha}{\pi} \sqrt{(b^2-\lambda^2)(\lambda^2-a^2)}|\lambda| \quad \text{for} \quad \lambda \in C = [-b,-a] \cup [a,b] \tag{88}
$$

Frahm+Polychronakos model

The Fram+Polychronakos model arises from a particular limit of a Calogero-type spin system [42]. The FP model consists of fundamental $SU(n)$ spins positioned at the equilibrium positions of a classical Calogero model, i.e. interacting through inverse–square exchange. In the present paper, we will be concerned with the $SU(2)$ case.

Start with an $N$-particles system on the line with the Hamiltonian [43]

$$
H = \frac{1}{2} \sum_i (p_i^2 + \omega^2 x_i^2) + \sum_{i<j} \frac{l(l-M_{ij})}{(x_i-x_j)^2} \tag{89}
$$

where $M_{ij}$ is the particle permutation operator

$$
M_{ij} = M_{ji} = M_{ij}^2, \quad M_{ij}^2 = 1
$$

$$
M_{ij}A_j = A_iM_{ij}, \quad M_{ij}A_k = A_kM_{ij}, \quad \text{for} \quad k \neq i, j
$$
where $A_i$ is any operator (including $M_{ij}$ themselves) carrying one or more particle indices. This model was shown to be integrable in [43]. Rescaling $\omega \to l\omega$, the Hamiltonian naturally splits into Calogero and spin parts, $H = H_C + H_s$, with

\[ H_C = \frac{1}{2} \sum_i \left( p_i^2 + l^2 \omega^2 x_i^2 \right) + \sum_{i<j} \frac{l^2}{(x_i - x_j)^2}, \quad H_s = -l \sum_{i<j} \frac{M_{ij}}{(x_i - x_j)^2} \]  

(90)

In the strong coupling limit $l \to \infty$, the coordinate degrees of freedom freeze and decouple from the spin ones. Setting the coordinates to their static equilibrium positions

\[ \omega^2 x_i = 2 \sum_{j \neq i} \frac{1}{(x_i - x_j)^3} \]  

(91)

we end up with a spin chain of fundamental $SU(n)$ spins lying at the equilibrium positions of the classical Calogero system. The solutions $x_i$ of (91) can be identified as the $N$ roots of the Hermite polynomial $H_N(x)$ of degree $N$ [44].

The Frahm+Polychronakos model relevant for this paper is defined as the fermionic spin chain arising from the spin part in (90) with $M_{ij} \mapsto -\sigma_{ij}$. Dropping the $l$ factor,

\[ H_{FP} = \frac{1}{2\gamma} H_s \]

The partition function for the fermionic $SU(2)$ model was guessed numerically in [29] and derived analytically in [36]

\[ Z_{af}^{2,N} = q^{-\frac{N}{2}} \sum_{k=0}^{N} q^{(k-N)^2} \prod_{r=1}^{k} \frac{1 - q^{-r+1}}{1 - q^{-r}} \quad \text{with} \quad q = e^{-\frac{\beta}{2\gamma}}. \]  

(92)

References

[1] E. Wigner, *Random Matrices in Physics*, SIAM Rev. 9 (1967) 1.

ML Mehta, *Random Matrices (Revised and Enlarged Second Edition)*, Academic Press (1991) ISBN 9780124880511, https://doi.org/10.1016/B978-0-12-488051-1.50004-4.

[2] D. Anninos and B. Mühlmann, J. Stat. Mech. 2008 (2020), 083109 doi:10.1088/1742-5468/aba499 [arXiv:2004.01171 [hep-th]].

[3] Y. Makeenko and K. Zarembo, Nucl. Phys. B 422, 237-257 (1994) doi:10.1016/0550-3213(94)00061-1 [arXiv:hep-th/9309012 [hep-th]].

[4] G. W. Semenoff and R. J. Szabo, Int. J. Mod. Phys. A 12, 2135-2292 (1997) doi:10.1142/S0217751X97001328 [arXiv:hep-th/9605140 [hep-th]].

[5] D. Anninos, F. Denef and R. Monten, JHEP 04, 138 (2016) doi:10.1007/JHEP04(2016)138 [arXiv:1512.03803 [hep-th]].

[6] D. Anninos and G. A. Silva, J. Stat. Mech. 1704, no.4, 043102 (2017) doi:10.1088/1742-5468/aa668f [arXiv:1612.03795 [hep-th]].

[7] T. Banks, Int. J. Mod. Phys. A 16, 910-921 (2001) doi:10.1142/S0217751X01003998 [arXiv:hep-th/0007146 [hep-th]].
[8] E. Witten, [arXiv:hep-th/0106109 [hep-th]].

[9] M. Li, JHEP 04, 005 (2002) doi:10.1088/1126-6708/2002/04/005 [arXiv:hep-th/0106184 [hep-th]].

[10] T. Banks, B. Fiol and A. Morisse, JHEP 12, 004 (2006) doi:10.1088/1126-6708/2006/12/004 [arXiv:hep-th/0609062 [hep-th]].

[11] M. K. Parikh and E. P. Verlinde, JHEP 01, 054 (2005) doi:10.1088/1126-6708/2005/01/054 [arXiv:hep-th/0410227 [hep-th]].

[12] X. Dong, B. Horn, E. Silverstein and G. Torroba, Class. Quant. Grav. 27, 245020 (2010) doi:10.1088/0264-9381/27/24/245020 [arXiv:1005.5403 [hep-th]].

[13] R. Gurau, Commun. Math. Phys. 304, 69-93 (2011) doi:10.1007/s00220-011-1226-9 [arXiv:0907.2582 [hep-th]]; R. Gurau, Annales Henri Poincare 13, 399-423 (2012) doi:10.1007/s00023-011-0118-z [arXiv:1102.5759 [gr-qc]]; R. Gurau and J. P. Ryan, SIGMA 8, 020 (2012) doi:10.3842/SIGMA.2012.020 [arXiv:1109.4812 [hep-th]]; V. Bonzom, R. Gurau and V. Rivasseau, Phys. Rev. D 85, 084037 (2012) doi:10.1103/PhysRevD.85.084037 [arXiv:1202.3637 [hep-th]].

[14] I. R. Klebanov and G. Tarnopolsky, JHEP 10, 037 (2017) doi:10.1007/JHEP10(2017)037 [arXiv:1706.00839 [hep-th]]; I. R. Klebanov and G. Tarnopolsky, Phys. Rev. D 95, no.4, 046004 (2017) doi:10.1103/PhysRevD.95.046004 [arXiv:1611.08915 [hep-th]]; I. R. Klebanov, A. Milekhin, F. Popov and G. Tarnopolsky, Phys. Rev. D 97 (2018) no.10, 106023 doi:10.1103/PhysRevD.97.106023 [arXiv:1802.10263 [hep-th]]; I. R. Klebanov, F. Popov and G. Tarnopolsky, PoS TASI2017, 004 (2018) doi:10.22323/1.305.0004 [arXiv:1808.09434 [hep-th]].

[15] O. Parcollet, A. Georges Phys.Rev.B 59 (1999) 5341 • DOI: 10.1103/PhysRevB.59.5341; A. Georges, O. Parcollet, S. Sachdev Phys.Rev.Lett. 85 (2000) 840 • DOI: 10.1103/PhysRevLett.85.840; Talks at KITP, April 7, 2015 and May 27, 2015 A. Kitaev http://online.kitp.ucsb.edu/online/entangled15/kitaev/

[16] J. Polchinski and V. Rosenhaus, JHEP 04, 001 (2016) doi:10.1007/JHEP04(2016)001 [arXiv:1601.06768 [hep-th]]; J. Maldacena and D. Stanford, Phys. Rev. D 94, no.10, 106002 (2016) doi:10.1103/PhysRevD.94.106002 [arXiv:1604.07818 [hep-th]]; E. Witten, J. Phys. A 52, no.47, 474002 (2019) doi:10.1088/1751-8121/ab3752 [arXiv:1610.09758 [hep-th]]; D. J. Gross and V. Rosenhaus, JHEP 02, 093 (2017) doi:10.1007/JHEP02(2017)093 [arXiv:1610.01569 [hep-th]]; V. Rosenhaus, J. Phys. A 52, 323001 (2019) doi:10.1088/1751-8121/ab2ce1 [arXiv:1807.03334 [hep-th]].

[17] M. Tierz, J. Stat. Mech. 1705 (2017) no.5, 053203 doi:10.1088/1742-5468/aa6c84 [arXiv:1703.02454 [hep-th]].

[18] E. Brezin, C. Itzykson, G. Parisi and J. B. Zuber, Commun. Math. Phys. 59 (1978), 35 doi:10.1007/BF01614153

[19] D. J. Gross and E. Witten, Phys. Rev. D 21, 446-453 (1980) doi:10.1103/PhysRevD.21.446; S. R. Wadia, [arXiv:1212.2906 [hep-th]].

[20] Y. Shimamune, Phys. Lett. B 108, 407-410 (1982) doi:10.1016/0370-2693(82)91223-0
[21] G. M. Cicutta, L. Molinari and E. Montaldi, Mod. Phys. Lett. A 1 (1986), 125 doi:10.1142/S021773238600018X

[22] J. Jurkiewicz, Phys. Lett. B 245, 178-184 (1990) doi:10.1016/0370-2693(90)90130-X

[23] G. Akemann, *Phase transition in matrix models*, PHD Thesis, DESY-T-96-01; G. Akemann, Nucl. Phys. B 482, 403-430 (1996) doi:10.1016/S0550-3213(96)00542-1 [arXiv:hep-th/9606004 [hep-th]].

[24] M. Marino, “Les Houches lectures on matrix models and topological strings,” [arXiv:hep-th/0410165 [hep-th]], sect 4.1; M. Marino, J. Phys. A 44 (2011), 463001 doi:10.1088/1751-8113/44/46/463001 [arXiv:1104.0783 [hep-th]], sect 8.1.

[25] J. G. Russo, JHEP 11, 014 (2020) doi:10.1007/JHEP11(2020)014 [arXiv:2006.00672 [hep-th]]; J. G. Russo and M. Tierz, JHEP 09, 081 (2020) doi:10.1007/JHEP09(2020)081 [arXiv:2007.08515 [hep-th]]; L. Santilli and M. Tierz, [arXiv:2102.11305 [hep-th]].

[26] D. Gaiotto, A. Kapustin, Z. Komargodski and N. Seiberg, JHEP 05, 091 (2017) doi:10.1007/JHEP05(2017)091 [arXiv:1703.00501 [hep-th]].

[27] M. Beccaria, S. Giombi and A. A. Tseytlin, [arXiv:2202.00028 [hep-th]].

[28] G. Gaitan, I. R. Klebanov, K. Pakrouski, P. N. Pallegar and F. K. Popov, Phys. Rev. D 101 (2020) no.12, 126002 doi:10.1103/PhysRevD.101.126002 [arXiv:2002.02066 [hep-th]].

[29] H. Frahm, J. Phys. A 26 (1993), L473-L479 doi:10.1088/0305-4470/26/10/002 [arXiv:cond-mat/9303050 [cond-mat]].

[30] D. Anninos, S. A. Hartnoll, L. Huijse, V. L. Martin, Classical and Quantum Gravity, Volume 32, Number 19, doi:10.1088/0264-9381/32/19/195009 [https://arxiv.org/abs/1412.1092].

[31] O. Aharony, J. Marsano, S. Minwalla, K. Papadodimas and M. Van Raamsdonk, Adv. Theor. Math. Phys. 8 (2004), 603-696 doi:10.4310/ATMP.2004.v8.n4.a1 [arXiv:hep-th/0310285 [hep-th]].

[32] M Mariño, *Instantons and Large N: An Introduction to Non-Perturbative Methods in Quantum Field Theory*, CUP, 2015. ISBN: 9781107068520.

[33] E. Witten, AMS/IP Stud. Adv. Math. 50 (2011), 347-446 [arXiv:1001.2933 [hep-th]].

[34] E Brézin and S Hikami, Commun. Math. Phys. 214, 111–135 (2000) doi: 10.1007/s002200000256 [math-ph/9910005].

[35] A Schilling and SO Warnaar, The Ramanujan Journal 2, 459–494 (1998) doi:10.1023/A:1009780810189 [q-alg/9701007].

[36] A. P. Polychronakos, Nucl. Phys. B 419 (1994), 553-566 doi:10.1016/0550-3213(94)90344-1 [arXiv:hep-th/9310095 [hep-th]].

[37] M. Aganagic, A. Klemm, M. Marino and C. Vafa, JHEP 0402, 010 (2004) doi:10.1088/1126-6708/2004/02/010 [hep-th/0211098], sect 4

[38] N. Halmagyi and V. Yasnov, JHEP 11 (2009), 104 doi:10.1088/1126-6708/2009/11/104 [arXiv:hep-th/0311117 [hep-th]].
[39] R. Dijkgraaf and C. Vafa, Nucl. Phys. B 644 (2002), 3–20 doi:10.1016/S0550-3213(02)00766-6 [hep-th/0206255]; R. Dijkgraaf and C. Vafa, Nucl. Phys. B 644 (2002), 21-39 doi:10.1016/S0550-3213(02)00764-2 [hep-th/0207106]; R. Dijkgraaf and C. Vafa, [arXiv:hep-th/0208048 [hep-th]].

[40] F. David, Nucl. Phys. B 348, 507-524 (1991) doi:10.1016/0550-3213(91)90202-9; O. Lechtenfeld, Int. J. Mod. Phys. A 7, 2335-2354 (1992) doi:10.1142/S0217751X92001046; P. Bleher and A. Its, [arXiv:math-ph/0201003 [math-ph]]; H. Fuji and S. Mizoguchi, Phys. Lett. B 578, 432-442 (2004) doi:10.1016/j.physletb.2003.10.098 [arXiv:hep-th/0309049 [hep-th]]; J. Nishimura, T. Okubo and F. Sugino, JHEP 10, 057 (2003) doi:10.1088/1126-6708/2003/10/057 [arXiv:hep-th/0309262 [hep-th]].

[41] I. R. Klebanov, A. Milekhin, F. Popov and G. Tarnopolsky, Phys. Rev. D 97 (2018) no.10, 106023 doi:10.1103/PhysRevD.97.106023 [arXiv:1802.10263 [hep-th]].

[42] F. Calogero, J. Math. Phys. 10 (1969), 2197-2200 doi:10.1063/1.1664821; F. Calogero, J. Math. Phys. 12 (1971), 419-436 doi:10.1063/1.1665604

[43] A. P. Polychronakos, Phys. Rev. Lett. 69 (1992), 703-705 doi:10.1103/PhysRevLett.69.703 [arXiv:hep-th/9202057 [hep-th]].

[44] G. Szegő, *Orthogonal polynomials*, 4th edition, Amer. Math. Soc., Providence (RI), 1975.

[45] J. A. Minahan and A. P. Polychronakos, Phys. Lett. B 302 (1993), 265-270 doi:10.1016/0370-2693(93)90395-X [arXiv:hep-th/9206046 [hep-th]].

[46] A. P. Polychronakos, Phys. Rev. Lett. 70 (1993), 2329-2331 doi:10.1103/PhysRevLett.70.2329 [arXiv:hep-th/9210109 [hep-th]].

[47] V. Kazakov and Z. Zheng, [arXiv:2108.04830 [hep-th]].

[48] A. A. Migdal, Phys. Rept. 102, 199-290 (1983) doi:10.1016/0370-1573(83)90076-5

[49] D. Anninos and B. Mühlmann, JHEP 06, 120 (2021) doi:10.1007/JHEP06(2021)120 [arXiv:2012.05224 [hep-th]].

[50] B. Mühlmann, JHEP 09, no.189, 189 (2021) doi:10.1007/JHEP09(2021)189 [arXiv:2106.04532 [hep-th]].

[51] L. Susskind, [arXiv:2109.01322 [hep-th]].

[52] E. Coleman, E. A. Mazenc, V. Shyam, E. Silverstein, R. M. Soni, G. Torroba and S. Yang, [arXiv:2110.14670 [hep-th]].

[53] D. Anninos and B. Mühlmann, JHEP 12, 206 (2021) doi:10.1007/JHEP12(2021)206 [arXiv:2111.05344 [hep-th]].