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1 Introduction

It has proven to be a tall order to understand the details of quantum gravity. There has been great progress in explaining how quantum gravity works in anti-de Sitter space (AdS), thanks primarily to the AdS/CFT correspondence [1] relating questions in quantum gravity on AdS to questions in conformal field theory (CFT). Nevertheless, how quantum gravity works with a vanishing or positive cosmological constant (such as our own universe) is still comparatively elusive.

There have been efforts to understand quantum gravity in de Sitter (dS) through a similar correspondence which would relate quantum gravity in dS to a CFT living at at least one of the past and future boundaries [2]. However, it has proven difficult to fill out entries in a putative dS/CFT dictionary due to a lack of complete examples; most early examples of AdS/CFT arose from string theory, and there does not seem to be a way to obtain a stable dS vacuum in string theory.

Recently there was a proposal for the first example of this putative correspondence [3], owing to the fact that the bosonic Vasiliev higher-spin gauge theory [4–7] (being a collection of classical equations of motion) can be constructed about a dS solution just as easily as about an AdS solution. The CFT dual of the bosonic CP-even Vasiliev theory on dS is conjectured to be the (non-unitary) Grassmann scalar version of the $U(N)$ or $O(N)$ models dual to the AdS theory. Further work has suggested that the de Sitter space in this example may possibly be unstable [8], but other work studying a related 5d critical version of the $Sp(N)$ model suggests that it defines a sensible CFT [9].

In order to make progress in understanding the details or veracity of a dS/CFT correspondence, we need additional examples. However, if (as proposed) there is to be matching between the isometry groups and representations of a Euclidean CFT and a Lorentzian dS theory, then the masses of unitary dS particles would generically correspond to non-unitary CFT operators. Indeed, the scaling dimension inferred from taking a scalar particle of mass $m$ to the future boundary of dS with radius $1/H$ would be given by $\Delta = \frac{d}{2} \pm \sqrt{\frac{d^2}{4} - \frac{m^2}{H^2}}$ (with similar equations for spinning particles), and there would generally be one root below the CFT unitarity bound, or even complex roots.

Supposing then that at least some non-unitary CFTs know something about quantum gravity in dS, it is fruitful to inquire about what non-unitary CFTs exist, in order to eventually gain a handle on universal properties of quantum gravity in de Sitter. Having conjectural examples of dS/CFT also paves the way for tests of a hypothetical correspon-
dence. It seems therefore prudent to find more examples of CFTs which are non-unitary, which might nevertheless have unitary duals on dS.

Some non-unitary CFTs are known to exist as well-defined theories; in two dimensions, the minimal models $\mathcal{M}_{p,q}$ with $|q - p| \neq 1$ are non-unitary and nevertheless integrable, allowing for a complete understanding of the spectrum, OPE coefficients, and correlators in the theory. The first example is the Yang-Lee edge singularity, $\mathcal{M}_{2,5}$ with $c = -\frac{22}{5}$. In higher dimensions, there is the supergroup $\mathcal{N} = 4$ theory of Vafa [10], and the Yang-Lee edge singularity in $2 \leq d \leq 6$, for which substantial evidence was presented in [11]. We still have not yet classified unitary CFTs, and comparatively less is known about non-unitary CFTs. Nevertheless, signs point to a rich classification that may include interacting examples even in $d > 6$, unlike unitary CFTs where interacting theories seem to be limited to $d \leq 6$ [12, 13].

Besides the goal of de Sitter holography, there are other independent reasons to study non-unitary CFTs, for example to describe open quantum systems or the theory of elasticity (see e.g. [14–21] for some recent work). Logarithmic CFTs are non-unitary in any dimension [22], and arise in studies of turbulence and percolation [23–25]. Non-unitary CFTs may encode some data of unitary QFTs; for example the Yang-Lee edge singularity encodes the imaginary zeroes of the magnetic field in the Ising QFT [26]. Finally, dropping the restriction of unitarity can open the door to new techniques; for example in the conformal bootstrap, new algorithms can be developed [27–29] and can illuminate more efficient ways to obtain conformal blocks via recursion relations [30, 31].

With these motivations in mind, we study non-unitary free field theories defined by higher-derivative actions. These theories are well-defined because they are free; correlators are all well defined via Wick contraction and there are no interactions which could cause e.g. runaway instabilities or infinities. Nevertheless, considering theories like the $U(N)$ or $O(N)$ models with higher-derivative actions have been argued to give rise to AdS or dS duals which generalize or extend the Vasiliev theory to include additional partially massless and massive states, corresponding to the appearance of additional operators in the spectrum [32–36]. We study these AdS duals in a complementary paper [37].

The plan of this paper is as follows. We study the singlet sector of free scalar $U(N)$ or $O(N)$ CFTs described by the flat-space Lagrangian $\mathcal{L} \sim \phi_a \Box^k \phi^a$, with $\phi^a$ a field in the fundamental representation. $k = 1$ is the usual $U(N)$ or $O(N)$ model. We begin in section 2 with $k = 2$ for illustrative purposes, paying close attention to the structure of the Verma modules and the OPE. We work out the structure of the theory explicitly in the $k = 2$ case. We then move on in section 3 to general $k$. In the appendices, we briefly discuss the
higher spin symmetry algebra (which we label here $h_{sk}$) of these theories and the associated underlying geometric symmetries of the theory, although it does not play a crucial role in the main body of work in this paper. We explore these symmetries because they serve as the primary technical tool in the AdS dual of these theories, which we explore in [37]. In addition, in the appendix we compute the conformal anomaly in even dimensions and the free energy on a sphere in odd dimensions for a few of the lowest lying cases, and review the “partition function” construction counting of the number of operators in these theories.

We will see the appearance of so-called “multiply conserved currents”, operators which vanish when not one but $c$ (for “conservedness”) derivatives are dotted into them\(^3\). In addition we will see that there are generally zero- and negative-norm states in the spectrum, reflecting the non-unitarity of the theory. As such, the space of states of the theory is not, strictly speaking, a Hilbert space, whose definition mandates positive-definite norm states, but we nevertheless refer to the space as a “Hilbert” space throughout the paper. These features causes peculiarities to arise in the corresponding Verma modules of the theory, such as the appearance of states which we refer to as “zero-norm states” (states which are both primary and descendant and therefore have vanishing norms, but unlike null states in 2d minimal models, are not orthogonal to every state in the theory) as well as “extension states” (states which are neither primary nor descendant) which are relevant to the OPE structure of the theory. These peculiarities arise in $d = 3, 6$ for the $k = 2$ theory, and for the general $k$ theory we provide a conjecture for when these states should appear.

In addition, we will see that when $d$ is even and $d \leq 2k$, there are two choices of operator algebra. The first is the solution to the $\Box^k$ theory; $\phi$ is no longer a scaling operator in the theory, as its correlators have logs in them. This is familiar to us from the $d = 2$, $k = 1$ usual free field theory. We may construct a CFT by insisting on only having scaling operators in the spectrum; we may, for example, “gauge away” $\phi$ by insisting that it have a shift symmetry. Doing so allows things such as $\partial \phi$ in the $d = 2$, $k = 1$ theory to be called primary. The other choice, though, is to consider the operator algebra defined by saying that $\phi$ is a scaling operator with $\Delta_\phi = \frac{d}{2} - k$. This is clearly not a solution to the $\Box^k$ theory as the two-point function is no longer a Green’s function. Nevertheless, it produces a consistent CFT with a well-defined OPE. These theories are unique in that their correlation functions are all polynomial in the separations, and so they have a finite number of single-trace states

\(^3\)In the higher-spin literature, such operators are colloquially referred to as “partially conserved currents”. We deviate from this convention because in particle physics parlance, partially conserved currents are currents of spontaneously broken symmetries, such as the famous partially conserved axial current (PCAC). Here, these multiply conserved currents correspond to exact symmetries of the theory.
in the theory, each with a finite number of descendants.

**Notations and Conventions:** $d$ refers to the dimension of the CFT, which we take to be $\geq 2$. Latin lowercase indices from the middle of the alphabet $i,j,\ldots$ are spacetime indices. The letter $a$ is a color index. We work on flat Euclidean space, so the metric is $\delta_{ij}$ and $\Box \equiv \delta_{ij} \partial_i \partial_j$. Indices are symmetrized with unit weight, i.e. $T_{(ij)} \equiv \frac{1}{2} (T_{ij} + T_{ji})$, and the notation $(ij\ldots)_T$ indicates to symmetrize and subtract all traces, i.e. $T_{(ij)_T} \equiv \frac{1}{2} (T_{ij} + T_{ji}) - \frac{1}{d} T \delta_{ij}$.

We use $k$ to refer to which field theory we are considering; the $k^{th}$ theory is the theory with a $\Box^k$ in the action. The $k^{th}$ theory has $k$ towers of operators in it, each containing spins $s = 0,1,2,\ldots$ appearing once; which tower we are in is labelled by $b = 0,1,\ldots,k-1$, for reasons which we explain in section 3.

## 2 $\Box^2$ Theory

We start in this section with the CFT described by the action

$$S \propto \int d^d x \, \phi_a^\dagger \Box^2 \phi^a$$

(2.1)

on Euclidean flat space of dimension $d \geq 2$, with a “gauge” group $U(N)$ or $O(N)$ (i.e. in the limit where we decouple and throw away the gauge group). We explicitly consider the case $U(N)$ here, but all results for $O(N)$ can be obtained simply by replacing $\phi^\dagger \rightarrow \phi$. In practice, calling this group a “gauge” group means that we only consider operators which are singlets under the group, which is a consistent truncation. Here $a$ is a fundamental index under this group, and we will suppress it, along with factors of $N$ (which are easily restored) in all that follows. The noncommittal normalization of the scalar field kinetic term (reflected by the $\propto$) allows us the freedom to fix the two-point function normalization in a convenient fashion later.

The action (2.1) is fully conformally invariant, i.e. invariant up to a total derivative under both dilations and special conformal transformations, if we choose $\phi$ to be a scaling operator with dimension

$$\Delta_\phi = \frac{d - 4}{2}.$$  

(2.2)

This choice is consistent with the equations of motion provided $d \neq 2,4$. We will review below in subsection 2.4 what happens if we do (or do not) choose $\phi$ to be a scaling operator in the $d = 2,4$ cases.
The canonical quantization of this theory on ordinary time slices in flat space is subtle due to the Jordan form of the Hamiltonian (see e.g. [38]). However, it is straightforward to perform radial quantization, diagonalizing the dilatation operator (or equivalently, quantizing the theory on a cylinder $\mathbb{R} \times S^{d-1}$ by conformally coupling it to the background curvature. We review this coupling in appendix A). We then have the usual operator-state correspondence, which pairs every local operator $\mathcal{O}(x)$ with a state $|\mathcal{O}\rangle \equiv \mathcal{O}(0)|0\rangle$ (as the operator-state correspondence does not rely on unitarity), and so we may, as usual, freely pass between the language of operators and the language of states.

As we will see, the “Hilbert” space of states does not have a positive-definite inner product; there are zero- and negative-norm states in the spectrum. In this sense, the theory is non-unitary. However, when a theory has such negative norm states (often called ghost states) there is usually a more physical quantization available in which the theory is perfectly unitary, i.e. the inner product is positive definite and the Hamiltonian is Hermitian, but has energies unbounded from below\textsuperscript{4} [39–41]. Energies unbounded from below bring to mind instability, however in our case the theory is completely free; there can be no instabilities such as vacuum decay or finite-time runaway solutions. In this paper, we will stick with the quantization involving negative norm states, since it is easier to apply standard CFT tools in this case.

The “gauge invariant” operators, the spectrum of singlets under $U(N)$ or $O(N)$ which span our CFT “Hilbert” space, can be counted by the usual partition function and character arguments; this is the result of the “generalized Flato-Fronsdal theorem” [33] (which we review for $d = 3$ in appendix D). The “single-trace” primary operators (which correspond to single-particle states in the bulk dual described in [37]) are the singlet primary operators which involve a single contraction of the “gauge” indices, and are therefore bilinear in the fields. An explicit construction of which bilinears are primary can be obtained by recursion relations or by brute force. We follow the recursive formula developed in [42] and extended by [43], only we extend the procedure further to account for equations of motion.

In this section, computations are done rather explicitly to exemplify the general structure of the $k^k$ theory. The outline of this section is as follows: in subsection 2.1, we compute by brute force the first few single-trace primary operators. In 2.2, we discuss how these operators are multiply-conserved currents of the symmetry algebra of the theory, $hs_2$. In 2.3 we compute the two-point functions of these first few primaries. We see from this that in

\textsuperscript{4}For example, the wrong-sign harmonic oscillator can be quantized such that it has positive energies and negative norms, or negative energies and positive-definite norm. The difference is reflected in the $i\epsilon$ prescription of the propagator [39].
dimensions 2 and 4, the spectrum of single-trace operators collapses dramatically, which we explain in 2.4. We also see from the structure of these operators the appearance of operators which become both primary and descendant in dimensions 3 and 6. We study the structure of the associated Verma modules in 2.5.

2.1 $\Box^2$ Spectrum

We would like to find all primary operators $j$ (spin indices suppressed) which are “single-trace” (bilinear in $\phi$) by demanding that $[K_i, j(0)] = 0$, where $K_i$ is the special conformal generator which acts as the lowering operator in the conformal algebra. The fundamental field is primary, $[K_i, \phi^a(0)] = 0$. We begin by expanding the most general linear combination of single trace operators $j$ in a complete basis:

$$j = \sum_{k_1, k_2, m=0}^{\infty} \sum_{u_1, u_2=0}^{1} a(k_1, k_2, u_1, u_2, m)T(k_1, k_2, u_1, u_2, m),$$

(2.3)

where $a$ are coefficients and $T$ is the basis operator

$$T(k_1, k_2, u_1, u_2, m) \equiv \left( \partial_{i_1} \ldots \partial_{i_{k_1}} \partial_{n_1} \ldots \partial_{n_m} \Box^{u_1} \phi^{\dagger} \partial_{j_1} \ldots \partial_{j_{k_2}} \partial^{n_1} \ldots \partial^{n_m} \Box^{u_2} \phi \right)_{\text{sym}, T}(0).$$

(2.4)

Here $\text{sym}, T$ refers to the symmetric traceless part of the operator, so that it is an irreducible representation. This basis operator has spin $k_1 + k_2$ and total scaling dimension $2\Delta_\phi + k_1 + k_2 + m + 2u_1 + 2u_2$, where $\Delta_\phi = \frac{1}{2}(d - 4)$.

This basis operator vanishes if $u_1 \geq 2$ or $u_2 \geq 2$ by the equations of motion $\Box^2 \phi = 0$, and so we subject our coefficients $a$ to be zero if $u_1 \geq 2$ or $u_2 \geq 2$. We of course subject $a$ to be zero if any argument is negative.

The general action of $K_i$ on $j$ was worked out in [42–44]; demanding that it be zero gives two different equations, one for the spin $k_1 + k_2 + 1$ part and one for the spin $k_1 + k_2 - 1$
part. They are

\[
0 = 2(u_1 + 1)(d - 2u_1 - 2\Delta_\phi)a(k_1 - 1, k_2, u_1 + 1, u_2, m) \\
+ 2(u_2 + 1)(d - 2u_2 - 2\Delta_\phi)a(k_1, k_2 - 1, u_1, u_2 + 1, m) \\
- 2(m + 1)(\Delta_\phi + m + 2u_1)a(k_1, k_2 - 1, u_1, u_2, m + 1) \\
- 2(m + 1)(\Delta_\phi + m + 2u_2)a(k_1 - 1, k_2, u_1, u_2, m + 1) \\
+ (m + 1)(m + 2)a(k_1 - 1, k_2, u_1, u_2 - 1, m + 2) \\
+ (m + 1)(m + 2)a(k_1, k_2 - 1, u_1 - 1, u_2, m + 2),
\] (2.5)

\[
0 = -2(k_1 + 1)(\Delta_\phi + m + k_1 + 2u_1)a(k_1 + 1, k_2, u_1, u_2, m) \\
- 2(k_2 + 1)(\Delta_\phi + m + k_2 + 2u_2)a(k_1, k_2 + 1, u_1, u_2, m).
\] (2.6)

Solving these recursively for \(a\) for all \(k_1, k_2, u_1, u_2, m\) subject to the aforementioned boundary conditions yield all primary operators in the theory, up to normalization. The overall normalization of the primary operator would normally be fixed either by using the Ward identity of the associated symmetry or by unit normalizing the two-point functions, but for our later interests it is more convenient to leave the normalizations arbitrary for the moment.

As an example, let us consider \(k_1 = k_2 = u_1 = u_2 = m = 0\). Equation (2.5) is trivial (\(0 = 0\) because there are no operators with spin \(-1\)) but equation (2.6) yields \(0 = a(0, 1, 0, 0, 0) + a(1, 0, 0, 0, 0)\). This primary operator is \(\propto \partial_i \phi^\dagger \phi - \phi^\dagger \partial_i \phi\).

There turn out to be two primaries of each spin in the \(U(N)\) theory (each even spin in the \(O(N)\) theory). These operators are organized into two towers, or “Regge trajectories”. Each tower contains all spins \(s = 0, 1, 2, \ldots\) occurring once. We denote these operators \(j_{i_1 \ldots i_s}^{(b)}\), where \(s\) is the spin and \(b \in \{0, 1\}\) labels the “Regge trajectory”, and stands for “boxes”, i.e. the number of pairs of contracted derivatives the primaries will have. We will often use a shorthand notation for the spin indices, writing \(j_{s}^{(b)}\), with \(s\) standing in for the set of indices \(i_1 \ldots i_s\).

The form of the operators in the first tower, \(b = 0\), is

\[
\begin{align*}
\cdot \sim \phi^\dagger \partial_{i_1} \ldots \partial_{i_s} \phi + \ldots, & \quad s = 0, 1, 2, \ldots, \quad \Delta = d + s - 4, \\
\end{align*}
\] (2.7)

where the ellipses denote other orderings of the derivatives with relative coefficients uniquely fixed by the requirement that the operators are symmetric, fully traceless, primary, and
The second tower, $b = 1$, consists of operators of the form

$$j^{(1)}_s \sim \phi^\dagger \Box \partial_{i_1} \ldots \partial_{i_s} \phi + \ldots, \quad s = 0, 1, 2, \ldots, \quad \Delta = d + s - 2. \tag{2.8}$$

We briefly interject with definitions. Suppose a spin-$s$ operator $\mathcal{O}_s$ vanishes when contracted with $c \leq s$ derivatives,

$$\partial^{i_1} \ldots \partial^{i_c} \mathcal{O}_{i_1 \ldots i_c} = 0. \tag{2.9}$$

We refer to $\mathcal{O}$ as a multiply-conserved operator of “conservedness” $c$, or a $c$-conserved operator for short. (Multiply-conserved single-trace primary operators are dual to partially massless particles in AdS [45].)

The operators $j^{(1)}_s$ have the same scaling dimension as the single-trace primaries (STP’s) of the ordinary free scalar. Those with $s \geq 1$ saturate the unitarity bound and are $c = 1$ conserved currents, satisfying

$$\partial^{i_1} j^{(1)}_{i_1 \ldots i_s} = 0, \quad s \geq 1. \tag{2.10}$$

by virtue of the equations of motion $\Box^2 \phi = 0$. The scalar operator $j^{(1)}_0$ does not satisfy any kind of conservation condition.

The operators $j^{(0)}_s$ are new to the $\Box^2$ theory. Those with $s \geq 3$ are “triply conserved” with $c = 3$, satisfying

$$\partial^{i_1} \partial^{i_2} \partial^{i_3} j^{(0)}_{i_1 \ldots i_s} = 0, \quad s \geq 3. \tag{2.11}$$

by virtue of the equations of motion $\Box^2 \phi = 0$. The first three operators in this tower, $j^{(0)}_0$, $j^{(0)}_1$, $j^{(0)}_2$ satisfy no conservation condition.

The explicit form for the first few STPs in the $U(N)$ theory are (with arbitrary normalization, chosen only so that it does not vanish in any dimension $d \geq 2$) shown in table 1. The $O(N)$ primaries can be obtained simply by replacing $\phi^\dagger \rightarrow \phi$, which kills all primaries of odd spin.

There are Ward identities which determine a preferred normalization for the form of those operators that have conservation conditions associated to them. We do not concern ourselves with these Ward identities here, as they are irrelevant for the discussion of extended modules to follow. However, they would be very interesting to study; for specific operators, Ward identities (as well as explicit formulae for the primaries) have been studied previously [14, 15].
| Operator $j_s^{(b)}$ | $\Delta$ | $c$ |
|---------------------|----------|-----|
| $j_0^{(0)} = \phi^\dagger \phi$ | $d - 4$ | |
| $j_0^{(1)} = (d - 4) (\phi^\dagger \phi + \square \phi) + 4 \partial \phi^\dagger \partial \phi$ | $d - 2$ | |
| $j_1^{(0)} = i (\phi^\dagger \partial_i \phi - \partial_i \phi^\dagger \phi)$ | $d - 3$ | |
| $j_1^{(1)} = i \left( \partial_i \phi^\dagger \square \phi - \frac{d - 4}{d} \phi^\dagger \partial_i \square \phi - \frac{4}{d} \partial \phi^\dagger \partial_i \partial_j \phi - c.c. \right)$ | $d - 1$ | 1 |
| $j_2^{(0)} = \left( -(d - 4) \phi^\dagger \partial_i \partial_j \phi + (d - 2) \partial_i \phi^\dagger \partial_j \phi + c.c. \right)_{sym,T}$ | $d - 2$ | |
| $j_2^{(1)} = \left[ -4(d - 2) \partial_k \phi^\dagger \partial_k \partial_j \phi - (d + 2) \square \phi^\dagger \partial_i \partial_j \phi + 4d \partial_k \phi^\dagger \partial_k \partial_j \phi \
- (d - 4)(d - 2) \phi^\dagger \partial_i \partial_j \square \phi + 2d(d + 2)(d - 2) \partial_i \phi^\dagger \partial_j \square \phi \right]_{sym,T}$ | $d - 1$ | 1 |
| $j_3^{(0)} = i \left( -\frac{d - 4}{3d} \phi^\dagger \partial_i \partial_j \partial_k \phi + \partial_i \phi^\dagger \partial_j \partial_k \phi - c.c. \right)_{sym,T}$ | $d - 3$ | |
| $j_3^{(1)} = i \left[ -\frac{(d - 4)(d - 2)}{12(d + 2)} \phi^\dagger \partial_i \partial_j \partial_k \phi + \frac{(d + 4)(d - 2)}{4(d + 2)} \partial_i \phi^\dagger \partial_j \partial_k \square \phi \
- \frac{d}{3(d + 2)} \partial_i \phi^\dagger \partial_j \partial_k \partial^k \phi - \frac{d + 4}{12} \square \phi^\dagger \partial_i \partial_j \partial_k \phi + \frac{d + 4}{4} \partial_i \phi^\dagger \partial_j \partial_k \phi \
+ \partial_i \partial_j \phi^\dagger \partial_k \partial^k \phi - c.c. \right]_{sym,T}$ | $d - 1$ | 1 |
| $j_4^{(0)} = \left[ \frac{(d - 4)(d - 2)}{3d(d + 2)} \phi^\dagger \partial_i \partial_j \partial_k \partial_l \phi - \frac{4(d - 2)}{3d} \partial_i \phi^\dagger \partial_j \partial_k \partial_l \phi \
+ \partial_i \partial_j \phi^\dagger \partial_k \partial^k \phi + c.c. \right]_{sym,T}$ | $d - 3$ | |
| $j_4^{(1)} = \left[ -\frac{(d - 2)(d - 4)}{16(d + 4)} \phi^\dagger \partial_i \partial_j \partial_k \partial_l \phi + \frac{(d + 6)(d - 2)}{4(d + 4)} \partial_i \phi^\dagger \partial_j \partial_k \partial_l \square \phi \
+ \frac{d - 2}{4(d + 4)} \partial_m \phi^\dagger \partial_i \partial_j \partial_k \partial_l \partial^m \phi - \frac{1}{16} (d + 6) \square \phi^\dagger \partial_i \partial_j \partial_k \partial_l \phi \
+ \frac{(d + 6)(d + 2)}{4d} \partial_i \square \phi^\dagger \partial_j \partial_k \partial_l \phi - \frac{3(d + 2)}{4d} \partial_i \partial_j \partial^m \phi^\dagger \partial_k \partial_l \partial^m \phi \
- \frac{3}{8} (d + 6) \partial_i \partial_j \phi^\dagger \partial_k \partial_l \phi + \partial_i \partial_m \phi^\dagger \partial_j \partial_k \partial_l \partial^m \phi + c.c. \right]_{sym,T}$ | $d + 1$ | 1 |

Table 1. The first few primaries in the $\square^2$ theory in $d$ dimensions. There are two operators of each spin; we refer to them as the “$b = 0$ tower” and the “$b = 1$” tower. The operator is denoted $j_s^{(b)}$. We also show the scaling dimension, $\Delta$, and conservedness, $c$, of each operator. The operator $j_2^{(1)}$ is proportional to the stress tensor $T_{ij}$ of the theory (in the cases where there is a stress tensor, as discussed later). Color and spin indices are suppressed.
2.2 □² Conserved Currents and Symmetries

As is well-known in field theory, conserved currents correspond to global symmetries [46]. In our case, we have a tower of higher-spin conserved currents $j_s^{(1)}$ for $s \geq 1$. As reviewed in appendix B, each current can be contracted with a spin-$s$ conformal Killing tensor$^5$ $K^{i_1...i_{s-1}}_{(1)}$ (which is a symmetric traceless tensor satisfying the conformal Killing equation $\partial^{(i}K^{i_2...i_s)}_{(1)} = 0$) to form a Noether current,

$$J^{(s)}_{i_1} = j^{(1)}_{i_1 i_2...i_s} K^{i_2...i_s}_{(1)}, \quad \partial^i J^{(s)}_i = 0.$$ \hspace{1cm} (2.12)

Each of these Noether currents is associated via Noether’s theorem to a linearly realized global symmetry of the Lagrangian (2.1), with the leading-derivative part given by the conformal Killing tensor,

$$\delta_K \phi = K^{i_1...i_{s-1}}_{(1)} \partial_{i_1}...\partial_{i_{s-1}} \phi + ...$$ \hspace{1cm} (2.13)

Here the ellipses are terms with the derivatives acting in all other possible ways on $K$ and $\phi$, with coefficients uniquely determined by the requirement that (2.13) leave the Lagrangian (2.1) invariant up to a total derivative. Each independent conformal Killing tensor gives an independent symmetry of the Lagrangian. These are the higher spin symmetries familiar from the ordinary free scalar [47].

In particular, there is only one spin-1 conformal Killing tensor; it is just a constant, and the Noether current is $\propto j_1^{(1)}$ which is associated with $U(1)$ charge rotation $\delta \phi = i\phi$. The spin-2 conformal Killing tensors are the ordinary Killing vectors $K^i$ satisfying $\partial^{(i}K^{j)}_{(1)} = 0$ and are associated with global conformal transformations. The conserved current is the stress tensor (with the exception of the finite theory cases $d = 2, 4$ which have no true stress tensor, see section 2.4 and Appendix A)

$$j_2^{(1)} \sim T_{ij},$$ \hspace{1cm} (2.14)

which is the Noether current associated with the global conformal symmetries given by $\delta \phi = K^i_{(1)} \partial_i \phi + \frac{\Delta \phi}{d} \partial_i K^i_{(1)} \phi$.

We also have the triply-conserved currents $j^{(0)}_s$, satisfying (2.11). Even though they are not conserved in the ordinary sense, they nevertheless correspond to symmetries of the

$^5$It is a slight abuse of notation to call this Killing tensor spin-$s$ when it is in fact has $s - 1$ indices; regardless we label these Killing tensors by the spin $s$ of their associated currents.
action which are affiliated with “third-order” conformal Killing tensors $K_{(3)}^{i_1...i_{s-3}}$, extending the conformal Killing tensor symmetries of the usual two-derivative free theory. Third-order conformal Killing tensors are symmetric traceless tensors satisfying the third-order conformal Killing equation

$$\partial^{(i_1} \partial^{i_2} \partial^{i_3} K_{(3)}^{i_4...i_s)} = 0.$$  (2.15)

Contracting with the $j_{s}^{(0)}$ gives us new Noether currents,

$$\bar{J}_{i_1}^{(s)} = j_{i_1...i_s}^{(0)} \partial^{i_2} \partial^{i_3} K_{(3)}^{i_4...i_s} - \partial^{i_2} j_{i_1...i_s}^{(0)} \partial^{i_3} K_{(3)}^{i_4...i_s} + \partial^{i_2} \partial^{i_3} j_{i_1...i_s}^{(0)} K_{(3)}^{i_4...i_s}. \quad (2.16)$$

These are conserved, $\partial_i \bar{J}_i^{(s)} = 0$, as can be seen by using (2.11) and (2.15) along with the symmetry and tracelessness of $j_{s}^{(0)}$. Each of these conserved currents is the Noether current associated with a linearly realized global symmetry of the Lagrangian (2.1), with the leading derivative part given in terms of the third-order conformal Killing tensor and involving one power of the Laplacian,

$$\delta_K \phi = K_{(3)}^{i_1...i_{s-3}} \partial_{i_1} \ldots \partial_{i_{s-3}} \Box \phi + \ldots \quad (2.17)$$

We work out as an example the third-order conformal killing “spin-3” scalar symmetries in appendix B.

These new symmetries combine with the old ones to form an algebra. This symmetry algebra underlying the $\Box^2$ theory was first studied by [48], and its bilinear form was worked out in [36]. (In the latter work the algebra was referred to as $p_2$; we will refer to it in later contexts as $hs_2$.) We will not need details of the algebra here, but it plays a central role in the AdS dual story [37].

### 2.3 $\Box^2$ Correlation Functions

Since we are dealing with a free field theory, all correlators can be worked out by knowing the basic two-point functions among $\phi, \phi^\dagger$ and then extending to all other operators and correlators via Wick contraction. If $\phi$ is itself a conformal field, the only form of the two point function consistent with conformal symmetry is

$$\langle \phi^\dagger(x) \phi(0) \rangle = \frac{1}{|x|^{d-4}}, \quad (2.18)$$
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with \( \langle \phi(x)\phi(0) \rangle = \langle \phi^\dagger(x)\phi^\dagger(0) \rangle = 0 \). We will take this as the basic correlator in all dimensions. For \( d \neq 2, 4 \), this is consistent with the Green’s equation for the theory

\[
\Box^2 \langle \phi^\dagger(x)\phi(0) \rangle \propto \delta^d(x),
\]

whereas for \( d = 2, 4 \) there is no delta function on the right hand side (which raises issues, see section 2.4).

From here the singlet “Hilbert” space of the CFT can be constructed by computing various two point functions via Wick contraction. The singlet “Hilbert” space is graded by particle number; the vacuum is the state with no particles in it, the single trace operators are the singlet two-particle states, double-trace operators are singlet four-particle states, etc. We list the first few two-point functions for the STPs in table 2.

| Operator \( j^b_s \) | \( \langle j^b_s(x)j^b_s(0) \rangle \) |
|----------------------|---------------------------------|
| \( j^0_0 \)         | \( \frac{1}{x^{2(d-4)}} \)     |
| \( j^1_0 \)         | \( -8d(d - 6)(d - 4)^2 \frac{1}{x^{2(d-2)}} \) |
| \( j^0_1 \)         | \( \frac{1}{x^{2(d-3)}} \)     |
| \( j^1_1 \)         | \( -\frac{16(d-4)^3(d-2)(d+2)}{d^2} \frac{1}{x^{2(d-1)}} \) |
| \( j^0_2 \)         | \( \frac{8(d-4)^2(d-3)(d-2)}{d^2} \frac{1}{x^{2(d-2)}} \) |
| \( j^1_2 \)         | \( \frac{64(d-4)^2(d-2)(d+4)}{d^2} \frac{1}{x^{2d}} \) |
| \( j^0_3 \)         | \( \frac{16(d-4)^2(d-2)(d-1)}{3d} \frac{1}{x^{2(d-1)}} \) |
| \( j^1_3 \)         | \( \frac{8d^2(d-4)^2(d-2)^2(d+1)(d+6)}{3(d+2)} \frac{1}{x^{2(d+1)}} \) |
| \( j^0_4 \)         | \( \frac{32(d-4)^2(d-2)^2(d-1)(d+1)}{3d^2} \frac{1}{x^{2d}} \) |
| \( j^1_4 \)         | \( \frac{12(d-4)^2(d-2)^2(d+1)(d+2)^2}{d^4} \frac{1}{x^{2(d+2)}} \) |

Table 2. The two-point functions of the first few primaries of the \( \Box^2 \) theory in \( d \) dimensions. The \( i \) indices are associated with the left operator inserted at \( x \) and the \( j \) indices are associated with the right operator inserted at 0, and we have defined \( I_{ij} \equiv \delta_{ij} - \frac{2\mathcal{R}_{ij}}{x^2} \). The correlators are all computed with the operators as normalized in table 1. As usual, correlators between two different primaries vanish.

Looking at these these two point functions, we see several features. There are some
critical dimensions in which certain two-point functions vanish. In $d = 4$, all the two-point functions except those of $j_{0}^{(0)}$ vanish. In $d = 2$, all the two-point functions except those of $j_{0}^{(0)}, j_{0}^{(1)}$ and $j_{1}^{(0)}$ vanish. In $d = 6$ the two-point function of $j_{0}^{(1)}$ vanishes, and in $d = 3$ the two-point function of $j_{2}^{(0)}$ vanishes. In all these dimensions, zero norm states are appearing, and compared to unitary CFTs, unfamiliar things are happening with the Verma modules in the “Hilbert” space. In the cases $d = 2, 4$ the space of single-trace states is becoming finite-dimensional, as we will discuss in subsection 2.4, and in the cases $d = 3, 6$ two different Verma modules are being glued together, as we will discuss in subsection 2.5.

For the operators with $s \geq 3$, and $d \neq 2, 4$, the two-point functions are of opposite relative sign: positive for the triply-conserved $b = 0$ tower and negative for the singly-conserved $b = 1$ tower. This is another symptom of non-unitarity; we can flip these signs by changing the overall sign of the basic correlator (2.18) (equivalent to changing the overall sign of the Lagrangian (2.1)), but we cannot change the relative sign. We illustrate the spectrum in the generic case $d > 6$ in figure 1.

2.4 $\Box^2$ Finite Theories

For $d \neq 2, 4$ the two-point function (2.18) is indeed a Green’s function of the operator $\Box^2\phi$, i.e. $\Box^2\langle \phi(x)\phi(0) \rangle \propto \delta^d(x)$. However, in $d = 2, 4$ the correlator (2.18) becomes polynomial/analytic in the separation $x^i$,

\[
\begin{align*}
\langle \phi(x)\phi(0) \rangle &= 1, \quad d = 4, \\
\langle \phi(x)\phi(0) \rangle &= x^2, \quad d = 2,
\end{align*}
\]

and so we have $\Box^2\langle \phi(x)\phi(0) \rangle = 0$, with no delta function source. Thus, in $d = 2, 4$ the correlator (2.20) does not properly describe the theory with Lagrangian (2.1). However, simply defining a CFT whose basic building block is (2.20) serves to give a sensible operator algebra and OPE, which as we'll see shortly has a finite number of single-trace states.

The alternative in $d = 2, 4$ is to take the basic two point function to have logs in it, so that it becomes a true Green’s functions of $\Box^2$ with a delta function source,

\[
\begin{align*}
\langle \phi(x)\phi(0) \rangle &\sim x^2 \ln|\!|x|\!|, \quad d = 2, \\
\langle \phi(x)\phi(0) \rangle &\sim \ln|\!|x|\!|, \quad d = 4.
\end{align*}
\]

In this case, the field $\phi$ itself, and consequently many of the composite operators derived above, fail to be conformal fields and should be removed from the spectrum (which should
Figure 1. Spectrum of single trace primaries in the case $d > 6$ for the $\Box^2$ theory. The two Regge trajectories are clearly visible, with $b = 0$ on the bottom, $b = 1$ on the top. Unfilled circles are the operators satisfying conservation conditions, with the top trajectory being singly conserved and the bottom trajectory being triply conserved. Filled circles are the operators satisfying no conservation condition. Blue means the two point function has positive norm, red means it has negative norm. The dotted line is the unitarity bound (not shown is the $s = 0$ bound $\Delta \geq \frac{d}{2} - 1$). The case $d = 5$ looks the same except that the $b = 1$ scalar now has positive norm. The cases $d = 2, 4$ are discussed in section 2.4, the $d = 3, 6$ cases in section 2.5.

be accomplished by imposing various “gauged” shift symmetries, perhaps along the lines of those considered in [49–52], and only considering “gauge-invariant” operators), leaving only operators whose correlators take the required conformally invariant form without logarithms. This will give a different CFT, where presumably the underlying symmetry algebra is different from $h \mathfrak{s}_2$. We will not pursue this possibility in this paper, instead choosing the conformally invariant correlators (2.20) in the cases $d = 2, 4$. We choose to focus on the study of the finite theories rather than the log theories as the finite theories are what

---

6This is one way to treat the free scalar CFT in $d = 2$. $\phi$ itself is not a scaling operator, and the conformally invariant operators are those invariant under a shift symmetry $\phi \to \phi + c$. Of course, one could also consider vertex operators which transform covariantly under this symmetry instead as well.
emerge in the partially massless higher-spin bulk dual, as we discuss in [37]. These two finite theories, \(d = 4\) and \(d = 2\), correspond to the two possible truncations of the \(hs_2\) algebra as exhibited in [36].

### 2.4.1 \(\Box^2\) in \(d = 4\)

In \(d = 4\), our basic two point function becomes a constant,

\[
\langle \phi^\dagger(x)\phi(0) \rangle = 1.
\]

As is apparent from table 2, every two-point function except that of \(j_0^{(0)}\) vanishes. This remains true of all higher-point functions; any correlator containing any operator other than \(j_0^{(0)}\) vanishes, because the presence of any derivative kills the constant two-point function \((2.24)\) occurring in the Wick contraction. Furthermore, every descendant state of \(j_0^{(0)}\) and every descendant of every other operator vanishes in any correlator, for example

\[
\langle \partial_j j_0^{(0)}(x)\partial_j j_0^{(0)}(0) \rangle = 0.
\]

Therefore, every state except for \(j_0^{(0)}\) is a null state and can be factored out of the theory. What remains is perhaps the simplest possible non-empty “CFT”; the single-trace Hilbert space is one-dimensional, spanned by the state \(|j_0^{(0)}\rangle \equiv j_0^{(0)}(0)|0\rangle\) with the same quantum numbers \((\Delta = 0, \ s = 0)\) as the vacuum. We use “CFT” rather liberally to mean a theory with conformal symmetry and an associative operator algebra. These theories would not be conformal field theories in the usual sense, though, due to the absence of a conserved stress tensor. (The would-be stress tensor and its descendants are all null and may be consistently set to zero.) This structure is indicated on the left of figure 2. The \(n\)-trace singlet Hilbert space \((n = 0, 1, 2, \ldots)\) is just given by \(n\) copies of \(j_0^{(0)}\) acting on the vacuum at the origin, with no derivatives anywhere.

The alternative is, of course, to consider the logarithmic theory. We do not study this theory here, although it would be interesting to think about in the future. Of note is that as \(\Delta_\phi = 0\), we may construct “vertex-like” operators \(e^{i\alpha\phi}\) in such a theory, leading one to wonder if there is some non-unitary Liouville-esque theory based around a \(\Box^2\) action.
Figure 2. Spectrum of single trace primaries in the finite case $d = 4, 2$ for the $\Box^2$ theory. Blue states have positive norm, red states have negative norm, and green states are zero norm null states which are projected out. (Unfilled circles are the operators satisfying conservation conditions, filled circles are the operators satisfying no conservation condition, and the dotted line is the unitarity bound.)

2.4.2 $\Box^2$ in $d = 2$

In $d = 2$, our basic two point function becomes,

$$\langle \phi^\dagger(x)\phi(0) \rangle = x^2,$$

(2.24)

and we see from 2 that every correlator except those involving $j_0^{(0)}$, $j_0^{(1)}$ and $j_1^{(0)}$ vanishes.

The 2d story plays out similarly to the 4d story. There are only three single-trace primary operators in the theory, $j_0^{(0)}$, $j_0^{(1)}$ and $j_1^{(0)}$. All the other single-trace primaries are null and can be factored away, including the stress tensor. Furthermore, these three non-null primaries have a finite number of descendants; since the two point function (2.24) is a polynomial, once there are enough derivatives, the correlators of all of the higher descendants with anything all vanish, and so it is consistent to truncate the Verma module there. The single-trace Hilbert space is again therefore finite-dimensional. We illustrate the single-trace spectrum of this finite theory on the right of figure 2.

In order to call this a sensible “CFT”, we must discuss the underlying operator algebra. Indeed, the OPE and conformal partial wave decomposition in these theories is perfectly well-
defined. This can be seen already at the level of the global conformal blocks. We use the conventions

\[ x_{ij}^2 = (x_i - x_j)^2, \]
\[ u = \frac{x_{12}^2 x_{34}^2}{x_{13}^2 x_{24}^2} = z\bar{z}, \]
\[ v = \frac{x_{14}^2 x_{23}^2}{x_{13}^2 x_{24}^2} = (1 - z)(1 - \bar{z}), \]
\[ k_\alpha(x) = x^\frac{\alpha}{2} \, _2F_1\left(\frac{\alpha}{2}, \frac{\alpha}{2}; \alpha; x\right), \]
\[ g_{\Delta,\ell}(z, \bar{z}) = k_{\Delta+\ell}(z)k_{\Delta-\ell}(\bar{z}) + k_{\Delta-\ell}(z)k_{\Delta+\ell}(\bar{z}). \] (2.25)

For example, suppose we have four external \( j^{(0)}_0 \) (\( \Delta = -2, s = 0 \)), and exchange another \( j^{(0)}_0 \). This corresponds to the conformal block

\[ g_{-2,0}(z, \bar{z}) = \frac{2}{z\bar{z}} - \left( \frac{1}{z} + \frac{1}{\bar{z}} \right) + \frac{1}{2}. \] (2.26)

From this we see that the block associated with an exchanged \( j^{(0)}_0 \) only “transmits”\(^7\) the descendant states \( j^{(0)}_0(0), \partial j^{(0)}_0(0), \) and \( \Box j^{(0)}_0(0) \). Furthermore, the complete four-point function computed from Wick contractions again also decomposes into a finite number of partial waves:

\[ \langle j^{(0)}_0(x_1)j^{(0)}_0(x_2)j^{(0)}_0(x_3)j^{(0)}_0(x_4) \rangle = x_{12}^4 x_{34}^4 F(u, v) , \] (2.27)

\[ F(u, v) = 1 + \frac{1}{u^2} + \left( \frac{v}{u} \right)^2 + \frac{2}{N} \left( \frac{1}{u} + \frac{v}{u} + \frac{v}{u^2} \right) \]
\[ = 1 + \left( 1 + \frac{1}{N} \right) g_{-4,0}(z, \bar{z}) + \left( \frac{2}{3} - \frac{1}{3N} \right) g_{-2,2}(z, \bar{z}) \]
\[ + \left( 1 + \frac{2}{N} \right) g_{-2,0}(z, \bar{z}) + \left( \frac{1}{9} + \frac{19}{36N} \right) g_{0,0}(z, \bar{z}). \] (2.28)

Here we have restored the factors of \( \frac{1}{N} \) so it can be seen explicitly what is and is not a contribution from a single-trace versus a double-trace state. Note that we have explicitly pulled out the vacuum contribution, a 1 out front, but nevertheless there is a constant piece

\(^7\)The reader should be cautious that just because these states are the only ones which appear in the OPE does not imply that these are all of the non-null descendants. In this case, for example, the finite-dimensional module with highest weight state \( j^{(0)}_0 \) contains a total of 9 states, with the lowest weight state being \( \Box^2 j^{(0)}_0 \).
from the block \( g_{0,0} = 1 \). These correspond to single-dimensional single-trace and double-trace modules which are not the identity.

This illustrates that only a finite number of primaries, each with only finite number of descendants, are exchanged.

### 2.5 \( \Box^2 \) Extended Modules

In the \( \Box^2 \) theory in \( d = 3 \) and \( d = 6 \), there are operators which are both primary and descendant. These are therefore zero-norm states, and have vanishing two-point functions with themselves, \( \langle \mathcal{O}(x)\mathcal{O}(0) \rangle = 0 \). These states, however, are not orthogonal to every other state in the theory, as we will see, and so we do not refer to them as null, a term which we reserve for states orthogonal to every other state in the theory.

However, due to this degeneration, another operator, \( \tilde{\mathcal{O}} \), necessarily appears in the spectrum. This new operator is neither primary nor descendant, a phenomenon which cannot happen in a unitary CFT\(^8\). As we will show, this new operator forms its own module which is attached to the module which \( \mathcal{O} \) is present in, forming an “extension” of the Verma module associated with \( \mathcal{O} \), and intricately connected to it because \( \langle \mathcal{O}(x)\tilde{\mathcal{O}}(0) \rangle \neq 0 \). As such, we will refer to operators like \( \tilde{\mathcal{O}} \) as “extension operators.”

In the \( \Box^k \) theory, this phenomenon occurs in specific dimensions for various low-lying operators in the spectrum. This does not happen in \( k = 1 \) (or any unitary relativistic CFT), and in \( k = 2 \), it only happens in the module associated with \( j_0^{(0)} \), in \( d = 3 \) and in \( d = 6 \). We illustrate these two examples in detail here, and discuss the general \( k \) case in section 3.5.

#### 2.5.1 \( \Box^2 \) in \( d = 6 \)

In the \( \Box^2 \) theory away from \( d = 6 \), there are two scalar primary operators which sit in independent Verma modules, \( j_0^{(0)} \) and \( j_0^{(1)} \). As we will show, as \( d \to 6 \), \( j_0^{(1)} \propto \Box j_0^{(0)} \), while maintaining the property that it is primary. The operator in \( d = 6 \) is both primary and descendant, and therefore has zero norm, but is not orthogonal to every other state in the theory, and so is not null. The reason why is because a new operator \( \tilde{j}_0^{(1)} \) is required to appear in the spectrum, which is an extension operator; it is neither primary nor descendant and has non-vanishing correlators with \( j_0^{(1)} \). These two together form an extended Verma module. Let us see this in more detail.

---

\(^8\)This phenomenon has been seen to occur in nonrelativistic CFT Verma modules in [53], where the authors referred to such bizarre operators \( \tilde{\mathcal{O}} \) as alien operators. To our knowledge, this phenomenon has not been observed before in a relativistic CFT.
Consider the space of states with $\Delta = d - 2$, $s = 0$ which are bilinear in the fields and survive in the $O(N)$ theory, i.e. are symmetric under $\phi^\dagger \leftrightarrow \phi$. This space is spanned by two such basis states, $\phi^\dagger \Box \phi + \Box \phi^\dagger \phi$ and $\partial_i \phi^\dagger \partial^i \phi$, and so this space is two-dimensional.

When $d \neq 6$, this space is spanned by the scalar primary $j_0^{(1)}$, and a scalar descendant operator arising from the primary $j_0^{(0)} = \phi^\dagger \phi$,

$$ j_0^{(1)} = (d - 4) \left( \phi^\dagger \Box \phi + \Box \phi^\dagger \phi \right) + 4 \partial_i \phi^\dagger \partial^i \phi, \quad (2.29) $$

$$ \Box j_0^{(0)} = \left( \Box \phi^\dagger \phi + \phi^\dagger \Box \phi \right) + 2 \partial_i \phi^\dagger \partial^i \phi, \quad (2.30) $$

and these two operators are orthogonal in the Hilbert space inner product. This is business as usual in conformal field theories: each primary operator gives rise to an independent highest-weight Verma module whose states we get to by acting with the momentum generator $P_i \propto \partial_i$, and each state in one module is orthogonal to all states in any other module. (This situation is shown in figure 3.)

---

**Figure 3.** A diagram of the generic scalar Verma modules in the $\Box^2$ theory. There are two separate Verma modules corresponding to $j_0^{(0)}$ (left) and $j_0^{(1)}$ (right) in the theory. The blue states are the highest-weight states and are primary; they are annihilated by $K$. One can move around the module by raising with a $P$ (red arrow) or lowering with a $K$ (blue arrow). Of course, the module continues up and to the right.
However, when $d = 6$, these two operators are no longer independent:

$$j_0^{(1)} = 2\Box j_0^{(0)}, \quad d = 6.$$  

(2.31)

Thus, although $j_0^{(1)}$ is still a primary (as it is annihilated by $K$), it is also a descendant (as it’s the derivative of another operator). The property of being both primary and descendant implies that the norm of the state is zero,

$$\langle j_0^{(1)} | j_0^{(1)} \rangle = \langle P^2 j_0^{(0)} | P^2 j_0^{(0)} \rangle = 0, \quad d = 6.$$  

(2.32)

Usually, for example in the study of 2d minimal models, the presence of a zero-norm state indicates that the Verma module is shortening; the zero norm state also has zero inner product with every other state, and it is then known as a null state. All the descendant of the null state are also null. In such a module, one can reach the states of the null submodule by acting with $P$, but can not get back from the null module via $K$, i.e. access to the submodule is via a one-way gate. In this situation, where the inner product of null states with every other state in the Hilbert space is 0, the null states can be consistently factored out of the Hilbert space. In our case, as we’ll see now, this is not what is happening. $j_0^{(1)}$ in $d = 6$ may be primary and descendant and have zero norm, but it is not a null state.

To see why, we first observe that when $d = 6$ there are still two possible operators in the space of states $\Delta = d - 2, s = 0$ which are bilinear in the fields and survive in the $O(N)$ theory: $\phi^\dagger \Box \phi + \Box \phi^\dagger \phi$ and $\partial_i \phi^\dagger \partial^i \phi$, and so this space is still two dimensional. The linear combinations $j_0^{(1)}, \Box j_0^{(0)}$ spanned the space of such operators for $d \neq 6$. However, in $d = 6$ where $j_0^{(1)}$ and $\Box j_0^{(0)}$ degenerate, we have a puzzle; what happened to the other linear combination? For example, in $d = 6$, the operator $\partial_i \phi^\dagger \partial^i \phi$ cannot be obtained as a linear combination of $j_0^{(1)}, \Box j_0^{(0)}$ as these latter two point in the same direction in the operator-space.

The resolution of this puzzle is instructive: the missing direction must be spanned by some operator which is not descendant as it cannot be obtained as the derivative of another operator (because the image of $P$ is spanned by $j_0^{(1)}$), but it is also not a primary (because the kernel of $K$ is also spanned by $j_0^{(1)}$). Instead, acting with $K$ on any other operator independent from $j_0^{(1)}$ returns us to the descendant state $\partial_i j_0^{(0)}$, e.g.

$$0 \neq K_i |\partial_j \phi^\dagger \partial^j \phi \rangle \propto |\partial_i j_0^{(0)} \rangle.$$  

(2.33)
In a unitary relativistic CFT, all states are a linear combination of primary or descendant states (see e.g. [54]), but we see here, by counterexample, that this statement does not extend to non-unitary theories\(^9\).

To learn more about this missing state, we consider the inner product matrix\(^10\) in the generic basis spanned by

\[
\begin{align*}
\mathcal{E}_1 &= \phi^\dagger \Box \phi + \Box \phi^\dagger \phi, \\
\mathcal{E}_2 &= \partial_i \phi^\dagger \partial^i \phi, \\
\left( \langle \mathcal{E}_1 | \mathcal{E}_1 \rangle \langle \mathcal{E}_1 | \mathcal{E}_2 \rangle \right) &= \begin{pmatrix} -96 & 0 \\ 0 & 24 \end{pmatrix}.
\end{align*}
\]  

(2.36)

Note that this inner product matrix is the true Hilbert space inner product, which in this case is not the same as the coefficients of the matrix of finitely-separated two-point functions. If \(\mathcal{E}_1\) and \(\mathcal{E}_2\) were primary operators, then the inner product matrix would be the same as the matrix of two-point functions, up to an overall \(1/x^8\). However, they are not primaries, and so the finite-separation correlators “see” the full structure of the generalized Verma module plus extension, and the two point functions are not equal to the inner products:

\[
\left( \langle \mathcal{E}_1(x) \mathcal{E}_1(0) \rangle \langle \mathcal{E}_1(x) \mathcal{E}_2(0) \rangle \right) = \frac{1}{x^8} \begin{pmatrix} 32 & -64 \\ -64 & 56 \end{pmatrix}.
\]  

(2.37)

From the inner product matrix (2.36) we see that there are no true null states, because the inner product matrix is non-degenerate, with no zero eigenvalues. But there are two independent zero norm states, because the inner product matrix is Lorentzian and there are two “light-like directions.” One of these zero-norm states is \(j^{(1)}_0\), but there is a second,

\(^9\)The presence of an operator which is neither primary nor descendant may make us doubt whether the theory is really conformal, but one can check explicitly that the defining Lagrangian (2.1) is invariant under all conformal transformations (including the special conformal transformations) in any dimension, and can be coupled (except in \(d = 2\)) to a background metric in a Weyl-invariant fashion so that the stress tensor is automatically traceless (see appendix A).

\(^10\)Recall that the inner product of two states \(|\mathcal{O}_1\rangle = \mathcal{O}_1(0)|0\rangle\) and \(|\mathcal{O}_2\rangle = \mathcal{O}_2(0)|0\rangle\) associated with (not necessarily primary) operators \(\mathcal{O}_1\) and \(\mathcal{O}_2\) is computed from the two-point function by

\[
\langle \mathcal{O}_1 | \mathcal{O}_2 \rangle = \lim_{x \to \infty, \ y \to 0} \langle R(\mathcal{O}_1(x')) \mathcal{O}_2(y) \rangle |_{x' = R(x)} ,
\]  

(2.34)

where \(R\) is the inversion operator which acts on the coordinate as \(R(x)^i = \frac{x^i}{x}\) and \(R\) is the inversion which acts on the basic field \(\phi\) as \(R(\phi(x)) = \frac{1}{x^\Delta} \phi(R(x))\).
linearly independent zero norm state which we’ll call $\tilde{j}_0^{(1)}$,

$$
\tilde{j}_0^{(1)} = 2 \left( \Box \phi^\dagger \phi + \phi^\dagger \Box \phi \right) + 4 \partial_i \phi^\dagger \partial^i \phi,
$$

$$
\tilde{j}_0^{(1)} = \partial_i \phi^\dagger \partial^i \phi - \frac{1}{2} \left( \Box \phi^\dagger \phi + \phi^\dagger \Box \phi \right)
$$

(2.38)

Again, the inner product matrix is not the same as the matrix of two point functions:

$$
\begin{pmatrix}
\langle \tilde{j}_0^{(1)} | j_0^{(1)} \rangle & \langle \tilde{j}_0^{(1)} | \tilde{j}_0^{(1)} \rangle \\
\langle \tilde{j}_0^{(1)} | j_0^{(1)} \rangle & \langle \tilde{j}_0^{(1)} | \tilde{j}_0^{(1)} \rangle
\end{pmatrix} = \begin{pmatrix}
0 & 192 \\
192 & 0
\end{pmatrix}.
$$

(2.39)

It is $j_0^{(1)}$ which is the primary, i.e. is the subspace annihilated by $K$, and the image of $P$ is this same subspace, so the other linear combination is neither primary nor descendant. The presence of the new non-primary, non-descendant state $\tilde{j}_0^{(1)}$ tells us that some sort of new Verma module is arising to compensate for the degeneration of the original two Verma modules. We refer to $\tilde{j}_0^{(1)}$ as an extension state (for lack of a better word). The extension state spawns its own collection of descendants, forming a Verma module which extends the original Verma module. We refer to the entire structure as a Verma module with an extension. We illustrate this structure in figure 4. We can think of the extension module as the result of “gluing together” the two modules associated with $j_0^{(0)}$ and $j_0^{(1)}$.

We can get from the extension back to the original module through the action of $K$, since we have

$$
0 \neq K_i |\tilde{j}_0^{(1)} \rangle \propto |\partial_j j_0^{(0)} \rangle,
$$

(2.41)

but we cannot get to the extension module from the original module using either $K$ or $P$. Thus the extension state is in some sense the “dual” of a null state; just as a null module is connected to the larger module through the action of $P$ but not $K$, the extension module is connected to the larger module through the action of $K$ but not $P$. It is not a lowest or highest weight state in the module, in that there is no one state from which all the others can be reached through the action of only $P$, or through the action of only $K$. It is a different kind of irreducible representation, which can only occur in non-unitary CFT’s. We describe the AdS dual of this structure in [37]. The spectrum with the joining of modules is illustrated in the left panel of figure 5.

We may also consider the operator product expansion (OPE) and conformal partial
Figure 4. A diagram of the scalar Verma modules in the $d = 6$ $\Box^2$ theory. There is one generalized Verma module with an extension, the extension being a projective Verma module as shown on the right. The single Verma module corresponds to $j_0^{(0)}$ (on the left). The blue state is the highest-weight state and is primary; it is annihilated by $K$. One can move around the module by raising with a $P$ (red arrow) or lowering with a $K$ (blue arrow). The state in green is the null state $\Box j_0^{(0)}$; it is both a primary and a descendant. The state in red is an extension state $\tilde{j}_0^{(1)}$; it is neither a primary nor a descendant. Of course, the modules continue up and to the right.

Wave decomposition in this theory. The theory is free, and so we may compute the OPE via Wick contractions (as reviewed for example in chapter 2 of [55].) The answer in $d$ dimensions in the identity- and single-trace sectors for the $j_0^{(0)} \times j_0^{(0)}$ OPE is

$$j_0^{(0)}(x) j_0^{(0)}(0) = \frac{I}{x^{2(d-4)}} + \frac{N^{-\frac{1}{2}}}{x^{d-4}} \left( :\phi^\dagger(x)\phi(0): + :\phi(x)\phi^\dagger(0): + \ldots \right)$$

$$= \frac{I}{x^{2(d-4)}} + \frac{N^{-\frac{1}{2}}}{x^{d-4}} \sum_{k=0}^{\infty} \frac{1}{k!} \left( : (x \cdot \partial)^k \phi^\dagger \phi : (0) + : (x \cdot \partial)^k \phi \phi^\dagger : (0) : + \ldots \right)$$

$$= \frac{I}{x^{2(d-4)}} + \frac{2N^{-\frac{1}{2}}}{x^{d-4}} \left( \phi^\dagger \phi + \frac{1}{2} x \cdot \partial (\phi^\dagger \phi) + \frac{1}{4d} x^2 (\Box \phi^\dagger \phi + \phi^\dagger \Box \phi) + \ldots \right)(0) + \ldots$$

(2.42)

Here the $\ldots$ refer to both higher-order and double-trace terms, which are irrelevant to this
discussion. Again, we’ve restored the factors of \( \frac{1}{N} \) so that it’s clear that these arise from single-trace terms.

What’s clear from equation (2.42) is that nothing singular happens as \( d \to 6 \). We normally characterize the OPE by contributions of primaries and descendants, and that characterization should break down as \( d \to 6 \). If we choose to continue insisting on breaking things into primaries and descendants then we encounter singularities as we approach \( d \to 6 \), having formally analytically continued in \( d \). We may match the Wick-contracted OPE to the usual expressions from [54] in \( d \) dimensions, plugging in \( \Delta = d - 4 \) for \( j^{(0)}_0 \), in order to read off OPE coefficients:

\[
j^{(0)}_0(x)j^{(0)}_0(0) = \frac{2N^{-\frac{1}{2}}}{x^2} \left( j^{(0)}_0 + \frac{1}{2} x \cdot \partial j^{(0)}_0 - \frac{1}{2d(d-6)} x^2 \Box j^{(0)}_0 + \ldots \right)(0) + \frac{N^{-\frac{1}{2}}}{2d(d-6)} j^{(1)}_0(0) + \ldots \tag{2.43}
\]

From this we read off the \( j^{(0)}_0 \) OPE coefficient as \( 2N^{-\frac{1}{2}} \) and the \( j^{(1)}_0 \) OPE coefficient as \( \frac{N^{-\frac{1}{2}}}{2d(d-6)} \), the latter of which is singular as \( d \to 6 \). Nevertheless, this singularity precisely cancels the singularity present in the higher-order \( \Box \) term in the \( j^{(0)}_0 \) channel.

Here, this divergence in the \( j^{(0)}_0 \) channel is arising because \( d = 6 \) and \( \Delta = 2 \). This is precisely at the scalar unitarity bound, and so in unitary theories this forces \( \Box j^{(0)}_0 = 0 \) upon us to cancel this divergence and make the OPE finite. Here we have no such constraint, hence the need for \( j^{(1)}_0 \) to come in to resolve the singular nature of the OPE.

Working directly in \( d = 6 \), we see that instead what breaks down is our assumption that we may group terms in the OPE up in terms of primaries and descendants. Indeed, if we plug \( d = 6 \) into (2.42) and collect into the operators (2.38), there are no divergences of any sort,

\[
j^{(0)}_0(x)j^{(0)}_0(0) \supset \frac{2N^{-\frac{1}{2}}}{x^2} \left( j^{(0)}_0 + \frac{1}{2} x \cdot \partial j^{(0)}_0 + \frac{1}{48} x^2 \Box j^{(0)}_0 + \ldots \right)(0) - \frac{N^{-\frac{1}{2}}}{12} j^{(1)}_0(0) + \ldots \tag{2.44}
\]

Thus we may make sense of the OPE in two ways; first as a limiting case where we always adjoin the \( j^{(0)}_0 \) and \( j^{(1)}_0 \) channels of the OPE so as to cancel singularities as we approach \( d \to 6 \), or the latter (and perhaps more natural) way is to work directly with the operators (2.38), avoiding any and all discussions of singularities and subtleties.

A similar story plays out for the conformal partial wave decomposition. Indeed, we may compute the four-point function again with just Wick contractions, and nothing funny
happens:
\[
\langle j_0^{(0)}(x_1)j_0^{(0)}(x_2)j_0^{(0)}(x_3)j_0^{(0)}(x_4) \rangle = \frac{1}{x_{12}x_{34}x_4} F(u,v),
\]
\[
F(u,v) = 1 + u^2 + \left( \frac{u}{v} \right)^2 + \frac{2}{N} \left( u + \frac{u}{v} + \frac{u^2}{v} \right).
\]

If we attempt the usual conformal partial wave decomposition of this correlator, we end up with poles due to the singularity in the naïve block associated with \( j_0^{(0)} \). However, as we have shown above, the OPE is perfectly finite, and so instead one is forced to consider an “extended block” \( g_{\text{ext}} \) associated with the exchange of not only the \( j_0^{(0)} \) but also \( \tilde{j}_0^{(1)} \).

It is clear from the above that there will not be any singularity in the proper conformal partial wave decomposition of the above four-point function. Here we may easily understand what block to use by utilizing the limiting behavior approach above\(^\text{11}\). We simply take the \( d \to 6 \) limit of the blocks associated with \( j_0^{(0)} \) and \( j_0^{(1)} \), weighted by the squares of their OPE coefficients,
\[
C_{\text{ext}}^2 g_{\text{ext}}(z,\bar{z}) \equiv \frac{4}{N} g_{d-4,0}(z,\bar{z}) + \frac{1}{4Nd^2(d-6)^2} g_{d-2,0}(z,\bar{z}),
\]
which again would be singular except for the precise ratio of the OPE coefficients between the two, allowing for a finite limit. We have not carried out this exercise explicitly, but it would be interesting to do.

2.5.2 \( \square^2 \) in \( d = 3 \)

In \( d = 3 \), a similar phenomenon occurs between the scalar primary \( j_0^{(0)} \) and the spin-2 primary \( j_2^{(0)} \). Consider the space of states with \( \Delta = d - 2 \), \( s = 2 \) which are bilinear in the fields and survive in the \( O(N) \) theory, i.e. are symmetric under \( \phi^\dagger \leftrightarrow \phi \). This space is spanned by two basis states, \( \phi^\dagger \partial(i\partial_j)\phi + c.c. \) and \( \partial(i\phi^\dagger\partial_j)\phi \), and so this space is two-dimensional.

When \( d \neq 3 \), this space is spanned by the spin-2 primary \( j_2^{(0)} \), and a spin-2 descendant operator arising from the primary \( j_0^{(0)} = \phi^\dagger \phi \),
\[
j_2^{(0)} = -(d-4) \left( \phi^\dagger \partial(i\partial_j)\phi + c.c. \right) + 2(d-2)\partial(i\phi^\dagger\partial_j)\phi, \tag{2.48}
\]
\[
\partial(i\partial_j)j_0^{(0)} = \left( \phi^\dagger \partial(i\partial_j)\phi + c.c. \right) + 2\partial(i\phi^\dagger\partial_j)\phi, \tag{2.49}
\]
and these two operators are orthogonal in the Hilbert space inner product.

\(^\text{11}\)We thank J. Penedones for discussions concerning this point.
When \( d = 3 \), these two operators are equal, and so are no longer independent:
\[
j_2^{(0)} = \partial_5 \partial_6 j_0^{(0)}, \quad d = 3.
\] (2.50)

\( j_2^{(0)} \) is now a primary and a descendant and its norm is zero
\[
\langle j_{ii12}^{(0)} | j_{ji12}^{(0)} \rangle = \langle \partial_5 \partial_6 j_0^{(0)} | \partial_5 \partial_6 j_0^{(0)} \rangle = 0, \quad d = 3.
\] (2.51)

As in the spin-0 case, the missing direction in this two-dimensional space of operators will be spanned by an extension state. To find it, we first look at the matrix of inner products in the generic basis spanned by
\[
E_{1,ij} = \phi^\dagger \partial_i \partial_j \phi + c.c.,
\]
\[
E_{2,ij} = \partial_5 \phi^\dagger \partial_6 \phi,
\]
\[
\begin{pmatrix}
\langle E_{1,ii12} | E_{1,ji12} \rangle & \langle E_{1,ii12} | E_{2,ji12} \rangle \\
\langle E_{2,ii12} | E_{1,ji12} \rangle & \langle E_{2,ii12} | E_{2,ji12} \rangle
\end{pmatrix} = \begin{pmatrix}
-4 & 0 \\
0 & 1
\end{pmatrix} \frac{1}{2} \left( \delta_{i_1j_1} \delta_{i_2j_2} + \delta_{i_2j_1} \delta_{i_1j_2} - \frac{2}{3} \delta_{i_1i_2} \delta_{j_1j_2} \right).
\] (2.53)

The matrix is again Lorentzian, with two zero-norm directions. One zero-norm direction is the primary-descendant \( \tilde{j}_2^{(0)} \), and the second is the non-primary non-descendant extension state \( \tilde{j}_2^{(0)} \)
\[
\tilde{j}_2^{(0)} = E_{2,ij} - \frac{1}{2} E_{1,ij} = \partial_5 (\phi^\dagger \partial_6) \phi - \frac{1}{2} \left( \phi^\dagger \partial_5 \partial_6 \phi + c.c. \right).
\] (2.54)
\[
\begin{pmatrix}
\langle \tilde{j}_{ii12}^{(0)} | \tilde{j}_{ji12}^{(0)} \rangle & \langle \tilde{j}_{ii12}^{(0)} | \tilde{j}_{ji12}^{(0)} \rangle \\
\langle \tilde{j}_{ii12}^{(0)} | \tilde{j}_{ji12}^{(0)} \rangle & \langle \tilde{j}_{ii12}^{(0)} | \tilde{j}_{ji12}^{(0)} \rangle
\end{pmatrix} = \begin{pmatrix}
0 & 4 \\
4 & 0
\end{pmatrix} \frac{1}{2} \left( \delta_{i_1j_1} \delta_{i_2j_2} + \delta_{i_2j_1} \delta_{i_1j_2} - \frac{2}{3} \delta_{i_1i_2} \delta_{j_1j_2} \right).
\] (2.55)

The correlators take the form
\[
\langle j_{ii12}^{(0)} (x) j_{ji12}^{(0)} (0) \rangle = 0,
\]
\[
\langle j_{ii12}^{(0)} (x) \tilde{j}_{ji12}^{(0)} (0) \rangle = \frac{4}{x^2} I_{ii12}^{(j_1j_2)} T,
\]
\[
\langle j_{ii12}^{(0)} (x) \tilde{j}_{ji12}^{(0)} (0) \rangle = \frac{1}{x^2} \left[ -\frac{4}{9} \delta_{i_1i_2} \delta_{j_1j_2} + \frac{8}{x^2} \delta_{i_1i_2} x_{j_1} x_{j_2} + \frac{4}{3x^2} (\delta_{i_1i_2} x_{j_1} x_{j_2} + \delta_{j_1j_2} x_{i_1} x_{i_2}) - \frac{12}{x^4} x_{i_1} x_{i_2} x_{j_1} x_{j_2} \right].
\] (2.56)
Note that the off-diagonal correlator takes a conformally invariant form with a coefficient matching that of the inner product, despite the fact that $\tilde{j}_2^{(0)}$ is not primary.

The extension state spawns its own extension module of descendants, which is glued to the $j_0^{(0)}$ module by the action of $K$,

$$0 \neq K^i j_0^{(0)} \propto |\partial_i j_0^{(0)}\rangle.$$

(2.57)

As before, we cannot get to the extension module from the original module using either $K$ or $P$. The spectrum in $d = 3$ with the joining of modules is illustrated in the right panel of figure 5.

\begin{figure}[ht]
\centering
\includegraphics[width=\textwidth]{spectrum.png}
\caption{Spectrum of primaries in the cases $d = 6$ (left) and $d = 3$ (right) where modules join in the $\Box^2$ theory. Blue states have positive norm, red states have negative norm, and green states are zero-norm states which are both primary and descendant and get paired with extension states. The mixing of two modules is denoted by an arrow. (The bottom row’s unfilled circles are the operators satisfying triple conservation conditions, the top row’s unfilled circles are the operators satisfying single conservation conditions, filled circles are the operators satisfying no conservation condition, and the dotted line is the unitarity bound.)}
\end{figure}
3 $\Box^k$ Theory

We now extend the story to theories with higher powers of box. We start from the action

$$ S \propto \int d^d x \, \phi^\dagger \Box^k \phi, \quad (3.1) $$

with $k$ some integer $\geq 1$. (We again write $\propto$ to allow ourselves the freedom to normalize the two-point function.)

It is straightforward to show that this is indeed a CFT for any $d \geq 2$ and any $k$, i.e. the action (3.1) is invariant up to a total derivative under both dilations and special conformal transformations, if $\phi$ has the scaling dimension

$$ \Delta_\phi = \frac{d}{2} - k. \quad (3.2) $$

We define the CFT by taking the two-point function of $\phi$ to be the only one compatible with conformal symmetry,

$$ \langle \phi^\dagger(x) \phi(0) \rangle = \frac{1}{x^{2\Delta_\phi}}, $$

and determining all other correlators, and those of composite operators, through Wick contraction.

3.1 $\Box^k$ Spectrum

The single trace primary operators of the CFT come in $k$ “Regge trajectories”. Each trajectory is labelled by an integer $b$ representing the number of boxes in the operator, $b \in \{0, 1, 2, \ldots, k - 1\}$. Each trajectory has one operator of each spin $s = 0, 1, 2, \ldots$ in the $U(N)$ case, and one of each even spin in the $O(N)$ case. The operators are of the form

$$ j^{(b)}_{i_1 \ldots i_s} \sim \phi^\dagger \partial_{i_1} \ldots \partial_{i_s} \Box^b \phi + \ldots, \quad s = 0, 1, 2, \ldots \quad b = 0, \ldots, k - 1, \quad (3.4) $$

where the ellipses denote other orderings of the derivatives with coefficients chosen such that on shell they are symmetric, fully traceless, primary, and hermitian. (As before, we will often use a shorthand for the indices on the operators, writing only $j^{(b)}_s$.) Given the scaling dimension (3.2), the scaling dimension of $j^{(b)}_s$ is

$$ \Delta = d - 2k + s + 2b. \quad (3.5) $$
The twist is \( \tau = \Delta - s = d - 2k + 2b \), so the sets of operators of identical twist are precisely the Regge trajectories.

The operators come in two types. Those with \( \Delta \geq d - 1 \) (i.e. \( s \geq 2(k-b) - 1 \)) satisfy an on-shell conservation condition by virtue of the equations of motion \( \Box^k \phi = 0 \),

\[
\partial^{i_1} \ldots \partial^{i_{c-s}} j^{(b)}_{i_1 \ldots i_{c-s}} = 0, \quad \Delta \geq d-1, \quad c = 2(k-b) - 1.
\]

These operators are \( c \)-conserved, meaning they vanish on the equations of motion when contracted with \( c \) derivatives, but not when contracted by fewer than \( c \) derivatives, where \( c = 2(k-b) - 1 \). The highest trajectory (meaning the single-trace primary with the largest scaling dimension of a given spin) is \( b = k - 1 \), and these operators have \( c = 1 \). They are therefore conserved in the usual sense, and are the usual higher-spin currents familiar from the ordinary free scalar. In particular, the stress tensor is (with the exception of the finite theory cases \( d = 2, 4, 6, \ldots, 2k \) which have no true stress tensor, see section 3.4 and Appendix A)

\[
T_{ij} \sim j^{(k-1)}_{ij}.
\]

The next highest trajectory with \( b = k - 2 \) has \( c = 3 \), and so on in steps of two, down to \( b = 0 \) corresponding to \( c = 2k - 1 \). These operators are the generalization of the triply-conserved higher-spin operators appearing in the \( \Box^2 \) theory. The operators with \( \Delta < d - 1 \) do not satisfy any such conservation condition.

The unitarity bound for spin \( s \geq 1 \) is \( \Delta \geq d + s - 2 \), so among all the \( s \geq 1 \) operators, those with \( b < k - 1 \) (or \( c > 1 \)) violate it, whereas those with \( b = k - 1 \) (or \( c = 1 \)) saturate it. For the scalars \( s = 0 \), the unitarity bound is \( \Delta \geq \frac{d}{2} - 1 \), and the condition for unitarity is \( 2(k-b) \leq \frac{d}{2} + 1 \), so the \( b = k - 1 \) scalar always satisfies it, whereas the \( b < k - 1 \) scalars will violate it or not depending on whether the dimension is large enough.

### 3.2 \( \Box^k \) Conserved Currents and Symmetries

As reviewed in appendix B, when we have \( c \)-conserved currents such as (3.6), we can contract with rank \( s - c \) generalized conformal Killing tensors to get conserved Noether currents,

\[
J_i^{(s,c)} = j^{(b)}_{i_1 \ldots i_{s-1}} \partial^{i_1} \ldots \partial^{i_{c-s}} K^{i_1 \ldots i_{s-1}}_{(s-c)} + \ldots
\]

Each of these Noether currents is associated with a linearly realized global symmetry of the action (3.1), with the leading derivative part given by the generalized conformal Killing
Here \( \cdots \) are terms with the derivatives acting in all other possible ways on \( K \) and \( \phi \), with coefficients uniquely determined by the requirement that (3.9) leave the Lagrangian (3.1) invariant up to a total derivative.

These symmetries close to form an algebra. By commuting two of these symmetries, with killing tensors \( K, K' \), we get a third which is a linear combination of some Killing tensors, which we call \([K, K']\),

\[
[\delta_K, \delta_{K'}] \phi = \delta_{[K,K']} \phi + \text{on shell trivial.}
\]

This puts a Lie algebra structure on the space of generalized conformal Killing vectors of odd conservedness \( 1 \leq c \leq 2k - 1 \), and this algebra is the higher spin algebra denoted \( hs_k \). This algebra is the algebra of non-trivial symmetries of the equation \( \Box^k \phi = 0 \), as discussed in [36, 56].

### 3.3 \( \Box^k \) Correlation Functions

The two-point functions of primary operators are completely fixed by conformal symmetry up to a constant, \( C_{s,b} \),

\[
\langle j_s^{(b)}(x) j_{s'}^{(b')}(0) \rangle = C_{s,b} \frac{1}{x^{2\Delta}} \delta_{s,s'} \delta_{b,b'} I_{(i_1 \ldots i_s)}^{(j_1 \ldots j_{s'})T}.
\]

where \( I_{ij} \equiv \delta_{ij} - 2 \frac{x_i x_j}{x^2} \).

We are free to rescale the operators by any nonzero real constant (real because we prefer the operators to stay hermitian so that we may easily read off positivity). By doing so, we may scale \( C_{s,b} \) by any positive constant, so the only invariant data at the two-point level is the sign of \( C_{s,b} \), or whether it vanishes\(^{12} \): \( \text{sgn}(C_{s,b}) \in \{-1, 0, 1\} \). This sign determines the norm of the normalized state \( |j_s^{(b)}(0)\rangle \) (corresponding to the operator \( j_s^{(b)} \) through

\(^{12}\)For the (multiply) conserved operators (3.6), we could instead fix their normalization by looking beyond the two-point level and demanding that they generate via the Ward identity the global symmetries (3.9) with the appropriate normalization. The two-point functions then become higher spin generalizations of the central charge [57]. However, as the symmetries are not our concern here, we do not do this in this paper. Instead, in principle we could recover these central charges from the computations of the three-point functions.
the operator state correspondence) in radial quantization,

\[ \langle j^{(b)}_s | j^{(b)}_s \rangle = \text{sgn}(C_{s,b}). \quad (3.12) \]

By working out many cases and generalizing, we have arrived at a conjectural expression for these signs:

\[
\text{sgn}(C_{s,b}) = \begin{cases} 
\text{sgn} \left[ (-1)^b \prod_{i=1}^{b} (s + 2(b - 1 - k) + i + d) \prod_{i=0}^{\lfloor \frac{s+b-1}{2} \rfloor} (d + 2(i - k))^2 \right], & s \geq 1, \\
\text{sgn} \left[ (-1)^b \prod_{i=1}^{b} (2(b + i - 1) + d - 4) \prod_{i=1}^{b} (2(i - k - 1) + d)^2 \right], & s = 0. 
\end{cases}
\quad (3.13)
\]

We will use this later to deduce when zero-norm states and module gluings occur in the general case.

### 3.4 \( ^\Box k \) Finite Theories

The only conformally invariant form for the propagator of the basic fields is \( \langle \phi^\dagger(x)\phi(0) \rangle \sim x^{-2\Delta_\phi} \). Paralleling the discussion in section 2.4, when \( \Delta_\phi = \frac{d}{2} - k \) is an integer \( \leq 0 \), the propagator is analytic, and satisfies the equations of motion, but not the Green’s function equation with a delta function source. Of course, we could also consider the log theories instead; however, the finite theories are what will emerge from the dual AdS partially massless higher-spin theory. Furthermore, these theories again all lack stress tensors, and thus are only “CFTs”. These analytic cases occur in odd dimensions

\[ d = 2, 4, 6, \ldots, 2k. \quad (3.14) \]

Away from \( \Delta_\phi \) a negative integer, propagators are non-analytic. In the dimensions (3.14) the correlator does not properly describe the theory with Lagrangian (3.1), but nevertheless defines a CFT with a finite number of single trace states. The alternative is to solve for the Green’s function with a delta function source, giving logarithmic correlators. We again focus only on the finite cases here, leaving studies of the alternative for future work.

When the basic propagator is analytic, all the correlation functions of all the primary operators are also analytic, because they are built out of derivatives of Wick contractions of the basic propagator. Conformal invariance demands that the two-point function of a spin-
primary take the form

\[
\langle j_{i_1...i_s}(x)j_{i_{s+1}...i_{2s}}(0) \rangle \sim x^{-2(\Delta+s)}x_{i_1}...x_{i_{2s}} + \eta \text{ terms.}
\]  

(3.15)

For this to be analytic in the \( x^i \), we must have

\[
\Delta + s = 0, -1, -2, \ldots
\]  

(3.16)

Otherwise the correlator must vanish in order to be compatible with analyticity. For the analytic values (3.14), there are only a finite number of primaries which satisfy the constraint (3.16), and these have non-vanishing correlators. Furthermore, each of these primaries has in turn a finite number of descendants, because as we take more and more derivatives of an analytic correlation function eventually we reach zero. Any correlator which includes a primary or descendant operator which is not a member of this finite set, or a null descendant of one of these finite primaries, vanishes. Therefore, for these theories we may factor out all the null operators and descendants. The resulting single-trace Hilbert space is finite-dimensional, furnishing a (non-unitary) finite-dimensional representation of the conformal group, which breaks up into a direct sum of the finite dimensional irreducible representations corresponding to each single-trace primary.

The case \( d = 2k \) is the critical case. In this case, there is only one non-vanishing single-trace state, the lowest scalar \( j_{i_0}^{(0)} \sim \phi^i \phi \) which has \( \Delta = 0 \). Its two-point function is a constant and correlators involving any other state vanish. Furthermore, all the descendants vanish of \( j_{i_0}^{(0)} \) vanish, so this furnishes a trivial one-dimensional representation, as discussed in section 2.4.1.

As we move down in dimension from the critical case, we find more and more non-zero primary states, in a pyramid-like pattern, as shown in table 3, and illustrated in figure 6. These primary states are what would be obtained by starting with a \((d+2)\)-dimensional symmetric traceless tensor of rank \( k - \frac{d}{2} \) and dimensionally reducing \( d+2 \rightarrow d \). In these finite theories, the representation of the higher spin symmetry algebra \( hs_k \) degenerates, consistent with the degeneration of the entire algebra to the finite quotient algebras discussed in [36].

These cases (3.14), with the exception of the critical case \( d = 2k \), are precisely the cases for which the theory cannot be conformally coupled to a general background metric, as discussed in [58] (see appendix A), and so are the cases where the theory does not contain a proper stress tensor.

Finally, we note in passing that the critical cases \( d = 2k \) are all ones for which \( \Delta_\phi = 0 \),
and so we could imagine constructing vertex operators in all of these dimensions, allowing for possible Liouville-esque theories. It would be very interesting to construct such theories.

### 3.5 \( \Box^k \) Extended Modules

In the \( \Box^k \) theory, we will have “extension states” appearing in various specific dimensions, generalizing the discussion in section 2.5 for the \( \Box^2 \) theory in \( d = 3, 6 \). In this subsection, we use (3.13) and known results about zero-norm descendant states in the conformal algebra to deduce the general pattern for when these linkings of modules occur.

We conjecture that modules link together whenever a primary has a symmetric tensor zero-norm descendant state which does not vanish by virtue of the \( \Box^k \phi = 0 \) equation of motion. When this happens, there should also be a primary whose norm vanishes according to (3.13), which degenerates with the descendant. There should then be another operator, an extension operator of the same dimension and spin as the zero-norm descendant, which is neither primary nor descendant. The extension operator then links to the original module via the \( K \) operator, as described in section 2.5 for the \( k = 2 \) case.

When an operator has a zero-norm descendant is determined entirely by the conformal algebra, and thus depends only on the operator dimension and spin [30, 31, 59]. In our case, we only need to deal with the symmetric tensor operators, and the dimensions at which zero-norm states can occur come in three types (using the terminology of [31]),

\[
\begin{align*}
\Delta &= 1 - s - n, & n &= 1, 2, 3, \ldots, & |P_{i_1} \ldots P_n |O_{j_1 \ldots j_s}| \rangle = 0, & \text{type I}, \\
\Delta &= s + d - 1 - n, & n &= 1, 2, \ldots, s - 1, s, & |P_{i_1} \ldots P_n |O_{i_1 \ldots i_n \ldots i_s}| \rangle = 0, & \text{type II}, \\
\Delta &= \frac{d}{2} - n, & n &= 1, 2, 3, \ldots, & |(P^2)^n |O_{i_1 \ldots i_s}| \rangle = 0, & \text{type III}.
\end{align*}
\]

(3.17)

Type I is the case where a symmetrized gradient of the state has zero norm, type II is the

| \( d \) | \( s = 0 \) | \( s = 1 \) | \( s = 2 \) | \( s = 3 \) | \( \ldots \) | \( s = k - 1 \) |
|---|---|---|---|---|---|---|
| \( 2k \) | \( j_{j_0}^{(0)} \) | \( j_{j_1}^{(0)} \) | \( j_{j_2}^{(0)} \) | \( j_{j_3}^{(0)} \) | \( \ldots \) | \( j_{j_k-1}^{(0)} \) |
| \( 2k - 2 \) | \( j_{j_0}^{(0)}, j_{j_0}^{(1)} \) | \( j_{j_1}^{(0)} \) | \( j_{j_2}^{(0)} \) | \( j_{j_3}^{(0)} \) | \( j_{j_4}^{(0)} \) | \( \ldots \) |
| \( 2k - 4 \) | \( j_{j_0}^{(0)}, j_{j_0}^{(1)}, j_{j_0}^{(2)} \) | \( j_{j_1}^{(0)}, j_{j_1}^{(1)} \) | \( j_{j_2}^{(0)}, j_{j_2}^{(1)} \) | \( j_{j_3}^{(0)} \) | \( \ldots \) |
| \( 2k - 6 \) | \( j_{j_0}^{(0)}, j_{j_0}^{(1)}, j_{j_0}^{(2)}, j_{j_0}^{(3)} \) | \( j_{j_1}^{(0)}, j_{j_1}^{(1)}, j_{j_1}^{(2)} \) | \( j_{j_2}^{(0)}, j_{j_2}^{(1)} \) | \( j_{j_3}^{(0)} \) | \( \ldots \) |

| \( 2 \) | \( j_{j_0}^{(0)}, \ldots, j_{j_0}^{(k-1)} \) | \( j_{j_1}^{(0)}, \ldots, j_{j_1}^{(k-2)} \) | \( j_{j_2}^{(0)}, \ldots, j_{j_2}^{(k-3)} \) | \( j_{j_3}^{(0)} \) | \( \ldots \) |

**Table 3.** All non-trivial single-trace primaries in the finite theories, which occur in even \( d \leq 2k \).
Figure 6. Primaries in the case $k = 4$ for all dimensions (even $d \leq 2k$) in which there exists a finite CFT, corresponding to the degeneration of the $h_{s_4}$ algebra. The dotted line is the unitarity bound. Blue states have positive norm, red states have negative norm, and green states are true null states which are projected out.

case where a divergence has zero norm, and type III is the case where some power of the Laplacian on the state has zero norm.

The extended modules occur in two different series: above and below the critical dimension $d = 2k$. Above the critical dimension, they occur in the even dimensions $2k +
2, 2k + 4, ..., 4k − 2, and the degeneracies are all of type III. Below the critical dimension, they occur in odd dimensions d = 3, 5, ..., 2k − 1 and the degeneracies are all of type I. In all these cases, the module gluings happen only for the non-conserved operators. We leave aside the cases d = 2, 4, ..., 2k; these are the finite cases discussed in section 3.4. We do not find any degeneracies of type II.

First we discuss the even dimensions 2k + 2, 2k + 4, ..., 4k − 2. These generalize the d = 6 case for k = 2 of section 2.5.1. In these cases, all the operators link with other operators of the same spin, i.e. the degeneracies are all of type III. First we describe the linking of the scalars. The simplest case is d = 4k − 2. In this case, the lightest scalar j(0) 0 is at the unitarity bound Δ = d − 2k = d 2 − 1, and its descendant obtained by acting with P 2 has zero norm which links with the next lightest scalar j(1) 0 with Δ = d 2 + 1. Moving down in dimensions, the pattern is as follows:

\[
\begin{align*}
\text{s} = 0 & \quad \begin{cases} 
  d = 4k - 2, & j^{(0)}_0 \to j^{(1)}_0 \\
  d = 4k - 4, & j^{(0)}_0 \to j^{(2)}_0 \\
  d = 4k - 6, & j^{(0)}_0 \to j^{(3)}_0, j^{(1)}_0 \to j^{(2)}_0 \\
  d = 4k - 8, & j^{(0)}_0 \to j^{(4)}_0, j^{(1)}_0 \to j^{(3)}_0 \\
  d = 4k - 10, & j^{(0)}_0 \to j^{(5)}_0, j^{(1)}_0 \to j^{(4)}_0, j^{(2)}_0 \to j^{(3)}_0 \\
  d = 4k - 12, & j^{(0)}_0 \to j^{(6)}_0, j^{(1)}_0 \to j^{(5)}_0, j^{(2)}_0 \to j^{(4)}_0 \\
  \vdots & \\
  d = 2k + 2, & j^{(0)}_0 \to j^{(k-1)}_0, j^{(1)}_0 \to j^{(k-2)}_0, j^{(2)}_0 \to j^{(k-3)}_0, \ldots
\end{cases} \\
\text{s} = 1 & \quad \begin{cases} 
  d = 4k - 4, & j^{(0)}_1 \to j^{(1)}_1 \\
  d = 4k - 6, & j^{(0)}_1 \to j^{(2)}_1 \\
  d = 4k - 8, & j^{(0)}_1 \to j^{(3)}_1, j^{(1)}_1 \to j^{(2)}_1 \\
  d = 4k - 10, & j^{(0)}_1 \to j^{(4)}_1, j^{(1)}_1 \to j^{(3)}_1 \\
  \vdots & \\
  d = 2k + 2, & j^{(0)}_1 \to j^{(k-2)}_1, j^{(1)}_1 \to j^{(k-3)}_1, j^{(2)}_1 \to j^{(k-4)}_1, \ldots
\end{cases}
\end{align*}
\]

For the vectors, the pattern is similar but starts at dimension d = 4k − 4.
the tensors start at dimension \( d = 4k - 6 \),

\[
\begin{aligned}
&d = 4k - 6, \quad j_2^{(0)} \to j_2^{(1)} \\
&d = 4k - 8, \quad j_2^{(0)} \to j_2^{(2)} \\
&d = 4k - 10, \quad j_2^{(0)} \to j_2^{(3)}, \quad j_2^{(1)} \to j_2^{(2)} \\
&d = 4k - 12, \quad j_2^{(0)} \to j_2^{(4)}, \quad j_2^{(1)} \to j_2^{(3)} \\
&\vdots \\
&d = 2k + 2, \quad j_2^{(0)} \to j_2^{(k-3)}, \quad j_2^{(1)} \to j_2^{(k-4)}, \quad j_2^{(2)} \to j_2^{(k-5)}, \ldots
\end{aligned}
\]

(3.20)

and so on up the spins, until we get to spin \( k - 2 \), where we have the single linking

\[
s = k - 2 \begin{aligned}
&d = 2k + 2, \quad j_2^{(0)} \to j_2^{(1)} \\
&j_2^{(0)} \to j_2^{(2)} \\
&\vdots \\
&j_2^{(0)} \to j_2^{(k-2)}
\end{aligned}
\]

(3.21)

This pattern is illustrated for the case \( k = 5 \) in figure 7.

Next we discuss the odd dimensions below the critical dimension, \( d = 3, 5, \ldots, 2k - 1 \). These generalize the \( d = 3 \) case for \( k = 2 \) of section 2.5.2. In these cases, the operators link with other operators of higher spin along the same Regge trajectory, i.e. the degeneracies are all of type III. The simplest case is \( d = 2k - 1 \). In this case, the lowest-\( \Delta \) scalar \( j_0^{(0)} \) has scaling dimension \( \Delta = d - 2k = -1 \), which is the scaling dimension where the descendant \( p_i p_j j_0^{(0)} \) has zero norm, linking \( j_0^{(0)} \) with the spin-2 primary \( j_2^{(0)} \) with \( \Delta = 1 \). The pattern of linking across the first Regge trajectory proceeds as follows,

\[
\begin{aligned}
&d = 2k - 1, \quad j_0^{(0)} \to j_2^{(0)} \\
&d = 2k - 3, \quad j_0^{(0)} \to j_4^{(0)}, \quad j_1^{(0)} \to j_3^{(0)} \\
&d = 2k - 5, \quad j_0^{(0)} \to j_6^{(0)}, \quad j_1^{(0)} \to j_5^{(0)}, \quad j_2^{(0)} \to j_4^{(0)} \\
&\vdots \\
&d = 3, \quad j_0^{(0)} \to j_{2k-2}^{(0)}, \quad j_1^{(0)} \to j_{2k-3}^{(0)}, \ldots, \quad j_{k-2}^{(0)} \to j_k^{(0)}
\end{aligned}
\]

(3.22)

the second Regge trajectory proceeds as,

\[
\begin{aligned}
&d = 2k - 3, \quad j_0^{(1)} \to j_2^{(1)} \\
&d = 2k - 5, \quad j_0^{(1)} \to j_4^{(1)}, \quad j_1^{(1)} \to j_3^{(1)} \\
&\vdots \\
&d = 3, \quad j_0^{(1)} \to j_{2k-4}^{(1)}, \quad j_1^{(1)} \to j_{2k-5}^{(1)}, \ldots, \quad j_{k-3}^{(1)} \to j_{k-1}^{(1)}
\end{aligned}
\]

(3.23)
Figure 7. Pattern of module gluings for even dimensions above the critical dimension $d = 10$ in the case $k = 5$. Unfilled circles are the (multiply) conserved primaries, whereas filled circles are the non-conserved primaries. Blue states have positive norm, red states have negative norm, and green states are zero-norm states which are both primary and descendant and get paired with extension states. The mixing of two modules is denoted by an arrow. The Regge trajectories can be seen from $b = 0$ on the bottom to $b = 4$ at the top. The dotted line is the unitarity bound.
and so on up the Regge trajectories until we reach \( b = k - 2 \), where we have

\[
\begin{align*}
    b &= k - 2, \\
    \{ d = 3 \} \quad j_0^{(k-2)} &\rightarrow j_2^{(k-2)}.
\end{align*}
\]  

(3.24)

This pattern is illustrated for the case \( k = 5 \) in figure 8.

**Figure 8.** Pattern of module gluing for odd dimensions below the critical dimension in the case \( k = 5 \). Unfilled circles are the (multiply) conserved primaries, and filled circles are the non-conserved primaries. The Regge trajectories can be seen from \( b = 0 \) on the bottom to \( b = 4 \) at the top. The dotted line is the unitarity bound.
Odd dimensions $d > 2k$ and all dimensions $d > 4k - 2$ have no extended modules. Note that the patterns of module gluing are all compatible with the truncation to $O(N)$ where we keep only even spins.

4 Conclusions and Future Directions

In this paper, we have discussed aspects of the $\Box^k$ free scalar field theories, restricted to the singlet sector of a $U(N)$ or $O(N)$ “gauge” group under which the scalar field transforms as a fundamental. We first worked through the $\Box^2$ theory in detail as an example, and then moved on to the $\Box^k$ theory, preferring to state results. We began by working out the spectrum of single-trace primaries and computing their two-point functions. We used the vanishing of various two-point functions as a diagnostic tool for the appearance of unfamiliar representation theory, whereby the space of single-trace primaries could truncate and become finite-dimensional (for example in $d = 2, 4$ in the $\Box^2$ theory). We investigated the consistency of the operator algebra in these theories. We also studied cases where two different representations become linked together due to the appearance of non-null but zero-norm states which are both primary and descendant. We argued that in order to continue spanning the space of operators, these zero-norm states imply the existence of other zero-norm states which are neither primary nor descendant, and we referred to them as extension states. The modules associated with these mix, forming one larger representation. We demonstrated this explicitly in $d = 3, 6$ in the $\Box^2$ theory. We went on to discuss the general conditions under which these finite and extension patterns occur in the $\Box^k$ theory.

There are many further avenues and questions which would be interesting to pursue. For example:

- It would be interesting to study the AdS dual of these theories [32]. One approach is to use the unfolding structure in the Vasiliev equations, gauging the $hs_k$ algebra instead of the usual $hs$ algebra. We plan to report on this for the $\Box^2$ theory [37].

- Building upon this, one might conjecture that the “$U(-N)$” or $Sp(N)$ counterparts of these CFTs are dual to partially massless theories on dS, generalizing the conjecture for the usual Vasiliev theory [3]. Can these additional examples of dS/CFT help us say anything about unitarity or the emergence of a timelike direction in the partially massless higher-spin theories in dS? As a first step, could we compute and learn anything from the Hartle-Hawking wavefunction of the dS theory, along the lines of [8]?
In principle, there is nothing stopping us from gauging the finite truncations of $hs_k$ in the bulk. These bizarre gauge theories should reproduce at the boundaries the finite theories studied in this paper. What do these finite-dimensional theories look like in AdS or dS?

Do similar representation-theoretic phenomena occur in the fermionic counterpart theories described by the Lagrangian $\psi^\dagger a \partial^k \psi a$ and their associated algebras?

In the Vasiliev/O($N$) duality, a $\phi^4$ double-trace deformation at the boundary can be implemented by changing the scalar boundary condition in the bulk. Is it possible to turn on some double-trace deformation with $\Delta < \frac{d}{2}$ in these theories in such a way that the resulting theory is still sensible/doesn’t suffer from vacuum runaways or other such pathologies? Do the $\frac{1}{N}$ or $\epsilon$ expansions offer us any control over the nearby non-unitary QFTs, and might it be possible to flow to a new strongly-coupled higher-derivative critical point?

Can this theory be supersymmetrized, and if so does the supersymmetric version exhibit similar phenomena? For example, in 3d with $\mathcal{N} = 2$ supersymmetry, we could study the theory with the Kähler potential $\mathcal{K} = \bar{D}^2 \Phi^a D^2 \Phi a$. This naively imparts a single-box kinetic term to the formerly auxiliary scalar field $F$ in the chiral multiplet. Does this supersymmetry offer us any control to allow for deformations, using the power of localization or other such techniques?

What do these 3d theories look like with Chern-Simons couplings turned on? What happens to the module mixings? Can we couple to suitable topological gauge theories to carry out something similar in $d > 3$?

What is the structure of the log-CFTs? What is their underlying algebra and representation theory? Can the $d = 2k$ cases be turned into Liouville-like theories exploiting $\Delta_\phi = 0$? Can we construct bulk duals of these?

Are there any useful lessons to be learned from adjoint-valued equivalents of this theory? E.g. $\text{Tr}(\Box \phi \Box \phi)$?

Might the extended modules and their associated extended conformal blocks play any role in the recursion relations of [31], or more generally in the conformal bootstrap program?

Progress in understanding dS/CFT has suffered from a lack of examples. If we believe that unitarity in de Sitter is reflected in some property of non-unitary CFTs, then we must
greatly expand how much we know about non-unitary CFTs in order to make progress in understanding quantum gravity in dS. One might speculate that the theories discussed here, along with their de Sitter higher-spin duals, form only the tip of an iceberg of new examples of dS/CFT. There could be all sorts of ways of deforming or changing these theories, none of which has been explored in de Sitter, but all of which are tractable, by analogy with the Vasiliev/O(N) duality. We might hope that by pursuing these avenues, we might finally gain a better handle into what quantum gravity in de Sitter truly is.
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A Coupling to Background Curvature

Here we describe how to conformally couple the $\Box^k$ CFTs to a background metric $g_{ij}$. This is necessary to compute partition functions on curved spaces such as spheres, and also yields the stress tensor via functional differentiation. The conformal coupling to the metric can be achieved by replacing $\Box^k$ with covariant derivatives and then adding lower derivative terms proportional to the background curvatures,

$$\int d^d x \phi \Box^k \phi \rightarrow \int d^d x \sqrt{g} \left[ \phi \Box^k \phi + \text{curvature terms} \right],$$  \hspace{1cm} (A.1)

in such a way that the action is Weyl invariant with the appropriate conformal weight,

$$g_{ij} \rightarrow e^{2\sigma(x)} g_{ij}, \quad \phi \rightarrow e^{-\Delta(x)} \phi, \quad \Delta = \frac{d}{2} - k,$$  \hspace{1cm} (A.2)

for an arbitrary scalar function $\sigma(x)$. This Weyl invariance uniquely fixes the lower-derivative curvature terms, and can be achieved in all cases except the low even dimensions $d = 2, 4, \ldots, 2k - 2$.

The scalar equations of motion give the conformally covariant operators known as the GJMS operators [60], $P_k[g]$, which are the unique $2k$-th order operators which reduce to
\( \Box^k \) in flat space, \( P_k[g] = \Box^k \) + curvature terms, and are covariant under the above Weyl transformations,

\[
P_k[e^{2\sigma} g] (e^{-\Delta\sigma} \phi) = e^{-(\Delta+2k)\sigma} P_k[g] \phi. \tag{A.3}
\]

There are however exceptions in the cases of low even dimensions \( d = 2, 4, \ldots, 2k - 2 \). In these cases, the curvature terms are singular, the GJMS operators do not exist, and the action cannot be coupled to gravity in a Weyl invariant manner. The gravitational stress tensor doesn’t exist, because finding it requires varying with respect to the metric, which requires being able to couple to an arbitrary metric. These are precisely the cases of the (non-critical) finite or log theories, discussed in sections 2.4 and 3.4. In these cases the theory is still globally conformally invariant, despite the fact that it cannot be made Weyl invariant [58, 61].

### A.1 \( \Box \) Theory

In this case, we have the usual conformal coupling of the free scalar,

\[
\int d^d x \phi^\dagger \Box \phi \rightarrow \int d^d x \sqrt{g} \left[ \phi^\dagger \Box \phi - \frac{d-2}{4(d-1)} R|\phi|^2 \right], \tag{A.4}
\]

with \( R \) the background Ricci curvature. The coupled action is invariant under a Weyl transformation where the scalar transforms with the proper conformal weight,

\[
g_{ij} \rightarrow e^{2\sigma(x)} g_{ij}, \quad \phi \rightarrow e^{-\Delta\sigma(x)} \phi, \quad \Delta = \frac{d}{2} - 1. \tag{A.5}
\]

The scalar equations of motion give the first GJMS operator,

\[
P_1[g] \phi \equiv \left( \Box - \frac{d-2}{4(d-1)} R \right) \phi = 0, \tag{A.6}
\]

which is known as the Yamabe operator [62]. The Yamabe operator is the unique second-order operator which is covariant under the Weyl transformation (A.5) and which reduces to the Laplacian in flat space.

The on-shell flat space stress tensor is

\[
T_{ij} = -\frac{2}{\sqrt{g}} \frac{\delta S}{\delta g^{ij}} \bigg|_{\eta, \Box \phi = 0} = \frac{1}{2(d-1)} \left[ -(d-2)\phi^\dagger \partial_i \partial_j \phi + d \partial_i \phi^\dagger \partial_j \phi + c.c \right]_{\text{sym}, T, \Box \phi = 0}, \tag{A.7}
\]
and is conserved and traceless on-shell,
\[
\partial^j T_{ij} \big|_{\Box \phi = 0} = 0, \quad T^i_i \big|_{\Box \phi = 0} = 0.
\] (A.8)

**A.2 \(\Box^2\) Theory**

For the \(\Box^2\) theory, the curvature couplings take the form
\[
\int d^d x \phi \Box \phi \rightarrow \int d^d x \sqrt{g} \left[ \phi^i \Box^2 \phi + \left( \frac{2}{d-2} R^{ij} \phi^i \nabla_i \nabla_j \phi - \frac{d^2 - 4d + 8}{4(d-2)(d-1)} R \phi^i \nabla_i \phi + c.c. \right) \right.
\]
\[
+ \left. \left( - \frac{d-4}{(d-2)^2} R_{ij}^2 + \frac{(d-4)(d^3 - 4d^2 + 16d - 16)}{16(d-2)^2(d-1)^2} R^2 - \frac{1}{2(d-1)} \Box R \right) |\phi|^2 \right].
\] (A.9)

This action is invariant under the Weyl transformation
\[
g_{ij} \rightarrow e^{2\sigma(x)} g_{ij}, \quad \phi \rightarrow e^{-\Delta \sigma(x)} \phi, \quad \Delta = \frac{d}{2} - 2.
\] (A.10)

The scalar equations of motion give the second GJMS operator,
\[
P_2[g] \phi \equiv \Box^2 \phi + \frac{4}{d-2} R_{ij} \nabla^i \nabla^j \phi - \frac{d^2 - 4d + 8}{2(d-2)(d-1)} R \Box \phi
\]
\[
+ \left( - \frac{d-4}{4(d-1)} R_{ij} R^{ij} + \frac{(d-4)(d^3 - 4d^2 + 16d - 16)}{16(d-2)^2(d-1)^2} R^2 - \frac{d-4}{4(d-1)} \Box R \right) \phi = 0,
\] (A.11)

which is known as the Paneitz operator [63] (who obtained it first in general dimensions), which made earlier appearances in [64–67]. It is the unique fourth-order operator which is covariant under the Weyl transformation (A.10) which reduces to \(\Box^2\) in flat space.

In \(d = 2\), the action (A.9) is singular, and the Paneitz operator does not exist. Thus the \(\Box^2\) theory in \(d = 2\) cannot be coupled to an arbitrary background metric, and does not have a proper stress tensor.
The on-shell flat space stress tensor is computed as

\[
T_{ij} = -\frac{2}{\sqrt{g}} \frac{\delta S}{\delta g^{ij}} \bigg|_{g=\eta, \Box^2 \phi = 0} = \frac{1}{d-1} \left[ -(d-4)\phi^\dagger \partial_i \Box \phi + 2(d+2)\partial_i \phi^\dagger \partial_j \phi - 4\partial_k \phi^\dagger \partial^k \partial_i \partial_j \phi \right.

\left. - \frac{d(d+2)}{d-2} \Box^2 \phi + \frac{4d}{d-2} \partial_k \phi^\dagger \partial^k \partial_i \partial_j \phi + c.c. \right]_{sym,T,\Box^2 \phi = 0}, \tag{A.12}
\]

and one can check that it is indeed conserved and traceless on-shell,

\[
\partial^j T_{ij} \bigg|_{\Box^2 \phi = 0} = 0, \quad T^i_i \bigg|_{\Box^2 \phi = 0} = 0. \tag{A.13}
\]

A.3 $\Box^k$ Theory

For $k \geq 3$, general expressions are quite involved [68–70], but in the case where the background metric is Einstein, so that $R_{ij} = R_{d} g_{ij}$ with constant $R$, the action can be written rather simply in a factorized form [71]

\[
\int d^d x \phi^\dagger \Box^k \phi \to \int d^d x \sqrt{g} \phi^\dagger \prod_{l=1}^{l=k} \left[ - \frac{R}{d(d-1)} \left( \frac{d}{2} - l \right) \left( \frac{d}{2} + l - 1 \right) \right] \phi. \tag{A.14}
\]

Some general properties are discussed in [68–70, 72, 73]. Note that in low even dimensions $d = 2, 4, \ldots, 2k - 2$ the action (A.14) is not singular. The general expression is singular in these dimensions, but the singularities cancel upon using the Einstein condition. The partition function of the theory on Einstein spaces, such as spheres, may therefore be well-defined, even though the theory cannot be coupled to a general background metric.

B Higher-Order Conformal Killing Tensors

A generalized conformal Killing tensor $K^{i_1 \ldots i_{s+c}}_{(s,c)}$ of “spin” $s$ and conservedness $c$ on $\mathbb{R}^d$ is a symmetric traceless tensor field satisfying

\[
\partial^{(i_1} \ldots \partial^{i_s} K^{i_{s+1} \ldots i_k}_{(s,c)} = 0. \tag{B.1}
\]

For example, the ordinary conformal Killing tensors are the case $c = 1$, satisfying $\partial^{(i_1} K^{i_{2} \ldots i_k}_{(1,1)} = 0$, and the ordinary conformal Killing vectors are the case $c = 1$, $s = 2$, satisfying $\partial^i K^{i}_{(2,1)}$.
Given a symmetric traceless spin-\( s \) operator satisfying a \( c \)-fold conservation condition, 

\[
\partial^i \ldots \partial^i \mathcal{O}^{(s,c)}_{i_1 \ldots i_s} = 0, \quad \text{(B.2)}
\]

we can contract with a generalized conformal Killing tensor to form a conserved Noether current,

\[
J^{(s,c)}_i = \mathcal{O}^{(s,c)}_{i_1 \ldots i_s} \partial^i_1 \ldots \partial^i_{s-1} K^{i_1 \ldots i_s}_{(s,c)} - \partial^i \mathcal{O}^{(s,c)}_{i_1 \ldots i_s-1} \partial^{i_2} \ldots \partial^{i_{s-1}} K^{i_1 \ldots i_s}_{(s,c)},
\]

\[
\quad + \mathcal{O}^{(s,c)}_{i_1 \ldots i_s-1} \partial^i \ldots \partial^i_{s-1} K^{i_1 \ldots i_s}_{(s,c)} - \partial^{i_1} \mathcal{O}^{(s,c)}_{i_2 \ldots i_s-1} \partial^{i_2} \ldots \partial^{i_{s-1}} K^{i_1 \ldots i_s}_{(s,c)},
\]

\[
\quad + \mathcal{O}^{(s,c)}_{i_1 \ldots i_s-1} \partial^i \ldots \partial^i_{s-1} K^{i_1 \ldots i_s}_{(s,c)} - \partial^{i_1} \mathcal{O}^{(s,c)}_{i_2 \ldots i_s-1} \partial^{i_2} \ldots \partial^{i_{s-1}} K^{i_1 \ldots i_s}_{(s,c)},
\]

\[
\vdots
\]

\[
+ (-1)^{c-1} \mathcal{O}^{(s,c)}_{i_1 \ldots i_s-1} \partial^i \ldots \partial^i_{s-1} K^{i_1 \ldots i_s}_{(s,c)}.
\]

\text{(B.3)}

The Noether current is conserved

\[
\partial^i J^{(s,c)}_i = 0, \quad \text{(B.4)}
\]

upon use of the conservation condition (B.2), the generalized conformal Killing equation (B.1), and the symmetry and tracelessness of the current \( \mathcal{O} \).

Let \( X^A(x) \) be the following embedding of \( \mathbb{R}^d \) into \( \mathbb{R}^{d+1,1} \) with metric \( \eta_{AB} = \text{diag} (-1, 1, \delta_{ij}) \),

\[
X^A(x) = \begin{pmatrix} \frac{1}{2} (1 + x^2) \\ \frac{1}{2} (1 - x^2) \\ x^i \end{pmatrix}.
\]

\text{(B.5)}

The most general solution to (B.1) is given by

\[
K^{(s,c)}_{i_1 \ldots i_{s-c}} = X^{A_1} \ldots X^{A_{s-1}} \partial_{i_1} X^{B_1} \ldots \partial_{i_{s-c}} X^{B_{s-c}} K_{A_1 B_1 \ldots A_{s-c} B_{s-c} A_{s-c+1} \ldots A_{s-1}},
\]

\text{(B.6)}

where \( K_{A_1 B_1 \ldots A_{s-c} B_{s-c} A_{s-c+1} \ldots A_{s-1}} \) is a constant completely traceless tensor with the symmetries of a tableaux with one row of length \( s - 1 \) (the \( A \) indices) and a second row of length \( s - c \) (the \( B \) indices),

\[
K_{A_1 B_1 \ldots A_{s-c} B_{s-c} A_{s-c+1} \ldots A_{s-1}} \in \begin{bmatrix} s-1 \\ s-c \end{bmatrix}^T,
\]

\text{(B.7)}
where the superscript $T$ indicates total tracelessness. Thus the space of generalized conformal Killing tensors is isomorphic to the vector space of constant $(d+2)$-dimensional traceless tensors of the symmetry type (B.7).

As an example, we describe the first set of new elements of $h_{s2}$. These are third-order conformal killing tensors $K_{(3,3)}$, which are scalar functions which solve

$$\partial_i \partial_j \partial_k K_{(3,3)} = 0.$$  \hspace{1cm} (B.8)

The most general solution to this can be inferred from the traceless symmetric tensor $K_{A_1 A_2} \in T^T$ on $\mathbb{R}^{d+1,1}$, which descends to $\mathbb{R}^d$ according to

$$\boxed{T^T \rightarrow T + T + \ldots + \ldots + \ldots},$$  \hspace{1cm} (B.9)

which we can parametrize as

$$K_{A_1 A_2} = \begin{pmatrix} a^{(1)} + a^{(3)} + \frac{d}{d+2} a^{(2)} & a^{(1)} - a^{(3)} & \frac{1}{2} (b^{(1)}_j + b^{(1)}_j) \\ a^{(1)} - a^{(3)} & a^{(1)} + a^{(3)} - \frac{d}{d+2} a^{(2)} & \frac{1}{2} (b^{(1)}_j - b^{(2)}_j) \\ \frac{1}{2} (b^{(1)}_i + b^{(2)}_i) & \frac{1}{2} (b^{(1)}_i - b^{(2)}_i) & c_{ij} + \frac{2}{d+2} g_{ij} a^{(2)} \end{pmatrix},$$  \hspace{1cm} (B.10)

with $d$ dimensional constant tensors: $a^{(1)}$, $a^{(2)}$, $a^{(3)}$, $b^{(1)}_i$, $b^{(2)}_i$ and symmetric-traceless $c_{ij}$. Using (B.6) it descends to

$$K_{(3,3)} = a^{(1)} + b^{(1)}_i x^i + c_{ij} x^i x^j + a^{(2)} x^2 + b^{(2)}_i x^i x^2 + a^{(3)} x^4.$$  \hspace{1cm} (B.11)

In the $\Box^2$ theory we have the spin-3 triply conserved operator $j^{(0)}_3$,

$$\partial^i \partial^j \partial^k j^{(0)}_{ijk} = 0.$$  \hspace{1cm} (B.12)

The Noether current reads

$$J^{(3,3)}_i \propto j^{(0)}_{ijk} \partial^j \partial^k K_{(3,3)} - \partial^i j^{(0)}_{ijk} \partial^k K_{(3,3)} + \partial^i \partial^k j^{(0)}_{ijk} K_{(3,3)},$$  \hspace{1cm} (B.13)

and one can check directly that it satisfies $\partial^i j^{(s,c)}_i = 0$ upon using (B.8) and (B.12) and the fact that $j^{(0)}_{ijk}$ is symmetric and traceless. The symmetry responsible for this Noether current reads

$$\delta \phi = i \left[ K_{(3,3)} \Box \phi - \partial^i K_{(3,3)} \partial_i \phi - \frac{d-4}{2(d+2)} \Box K_{(3,3)} \phi \right].$$  \hspace{1cm} (B.14)
Using this and (B.11), we can write the transformation in terms of $d$ dimensional differential operators,

$$\delta \phi = i \left[ a^{(1)}D^1 + a^{(2)}D^2 + a^{(3)}D^3 + b^{(1)i}D^1_i + b^{(2)i}D^2_i + c^{ij}D_{ij} \right] \phi,$$

defined as

\begin{align*}
D^1 &= \Box , \\
D^2 &= x^2\Box - 2x \cdot \partial - \frac{d(d-4)}{d+2} , \\
D^3 &= x^4\Box - 4x^2x \cdot \partial - 2(d-4)x^2 , \\
D^1_i &= x_i\Box - \partial_i , \\
D^2_i &= x_ix^2\Box - 2x_ix \cdot \partial - x^2\partial_i - (d-4)x_i , \\
D_{ij} &= (x_ix_j - \frac{1}{d}\eta_{ij}x^2)\Box - x_i\partial_j - x_j\partial_i + \frac{2}{d}\eta_{ij}x \cdot \partial .
\end{align*}

These symmetries do not commute with conformal transformations, which permute them amongst themselves, and do not commute with each other, closing instead into the whole of $hs_2$.

C Conformal Anomalies and Free Energies

In this section, we work out the $a$-type conformal anomalies and the free energies $F$ for the some of the lowest lying values of $d$ and $k$, specifically for the theory with one real scalar in it. Some of these numbers have been computed before, for example$^{13}$ [74–78]. For the $\Box^2$ theory, we match to their AdS counterparts in [79] (see also [80]).

C.1 Even Dimensions: Conformal Anomalies

In even dimensions, the $a$-type conformal anomaly can be extracted from the effective action, $W[r]$, of the theory on a $d$-sphere $S^d$ of radius $r$. The effective action can be related to the vacuum expectation value of the trace of the stress tensor,

$$\langle T_i^i \rangle = \frac{1}{2(4\pi)^{\frac{d}{2}} \left( \frac{d}{2} \right)!} a \text{ Euler} ,$$

$^{13}$We thank Simone Giombi and Igor Klebanov for sharing preliminary results which helped us.
where we have normalized $a$ in such a way that it is the coefficient of the $\ln r$ term of the effective action,

$$\frac{dW}{d\ln r} = a.$$  \hfill (C.2)

The effective action can be written as

$$W = \frac{1}{2} \ln \det D = \frac{1}{2} \text{Tr} \ln D,$$  \hfill (C.3)

where $D$ is the differential operator appearing in the quadratic Lagrangian. We may formally define the determinant in terms of a zeta function

$$\zeta_D(z) = \sum_n \frac{1}{\lambda_n^z},$$  \hfill (C.4)

where $\lambda_n$ are the (not necessarily distinct) eigenvalues of $D$. It is important that we arrange for the zeta function to be dimensionless by including an appropriate power of the cutoff. This zeta function converges at large $z$, and we may differentiate it then analytically continue it back to $z = 0$ to define $W$,

$$W = -\frac{1}{2} \zeta_D'(0).$$  \hfill (C.5)

In the case of a $\Box^k$ theory, since we are on a sphere, we may define the operator $D$ via equation A.14. We introduce a factor $(-1)^k$ to ensure that the corresponding Euclidean action is positive-definite. In doing so we may write

$$D_{S^d} = (-1)^k \prod_{j=1}^k \left( \Box - \frac{1}{r^2} \left( \frac{d}{2} - j \right) \left( \frac{d}{2} + j - 1 \right) \right).$$  \hfill (C.6)

The mass dimensions of $D$ and its eigenvalues $\lambda$ are $2k$. We therefore define the dimensionless zeta function as

$$\zeta_{D_{S^d}}(z) = \Lambda^{2kz} \sum_{\ell=0}^\infty d_\ell \lambda_\ell^{-z}$$  \hfill (C.7)

where $\Lambda$ is a cutoff, $\lambda_\ell$ are the distinct eigenvalues of $D$ on $S^d$ and $d_\ell$ are their degeneracies
(recall that the eigenvalues of $\Box$ are $-\frac{1}{\alpha} \ell (\ell + d - 1)$),

$$\lambda_\ell = r^{-2k} \prod_{j=1}^{2k} \left( \ell + \frac{d}{2} + j - k - 1 \right), \quad \text{(C.8)}$$

$$d_\ell = \frac{\left( d + \ell \right)}{d} - \frac{\left( d + \ell - 2 \right)}{d} = \frac{(d + 2\ell - 1)\Gamma(d + \ell - 1)}{\Gamma(d)\Gamma(1 + \ell)}. \quad \text{(C.9)}$$

The sum over $\ell$ converges at large $z$, and the log-divergent term in the effective action can be computed by analytic continuation to $z = 0$,

$$W = -k \ln(\Lambda r) \lim_{z \to 0} \zeta_{\tilde{D}_{sd}}(z), \quad \text{(C.10)}$$

where the tilde on the $\tilde{D}$ indicates a dimensionless equivalent of the zeta function,

$$\zeta_{\tilde{D}_{sd}}(z) = \sum_{\ell=0}^\infty d_\ell \left( r^{2k} \lambda_\ell \right)^{-z}, \quad \text{(C.11)}$$

$$a_{CFT} = -k \lim_{z \to 0} \zeta_{\tilde{D}_{sd}}(z). \quad \text{(C.12)}$$

The way to evaluate this sum is to split up the sum into functions that wouldn’t converge at $z = 0$ (but do converge at large $z$) and a remainder that does converge at $z = 0$ via extensive partial fractioning. We can then evaluate the sum assuming large $z$, then take the limit. In any even $d$ and for any $k$, we have observed that the remainder evaluates to 0 at $z = 0$; as the sum of the remainder converges, we may simply set $z = 0$ at each term in the sum and see it vanish.

As an example, we demonstrate the computation for the standard $\Box$ theory in 4d, and then cite answers for the $\Box^k$ theory up to $k = 8$ and $d = 20$. This technique continues to work for the log theories, and so we state results for those theories as well.

For $d = 4$, $k = 1$, we must evaluate

$$\zeta_{\tilde{D}_{s4}}(z) = \sum_{\ell=0}^\infty \frac{1}{6} (\ell + 1)(\ell + 2)(2\ell + 3)(\ell(\ell + 3) + 2)^{-z}. \quad \text{(C.13)}$$

We first break off the $\ell = 0$ term (which contributes 1). Then, we may partial-fraction to
obtain those parts which do not converge at \( z = 0 \) (dropping the remainder):

\[
\sum_{\ell=1}^{\infty} \frac{1}{6(\ell + 1)(\ell + 2)(2\ell + 3)\ell^{-2z}} \times \left( \frac{27z^4 + 90z^3 + 97z^2 + 34z}{8\ell^4} + \frac{-9z^3 - 15z^2 - 3z}{\ell^3} + \frac{9z^2 + 5z}{\ell^2} - \frac{3z}{\ell} + 1 \right).
\] (C.14)

This may be evaluated straightforwardly, e.g. in Mathematica:

\[
f(z) = \frac{1}{48} \left( 243z^4\zeta(2(z + 1)) + 162z^4\zeta(2(z + 2)) + 54z^4\zeta(2z + 3) - 72z^3\zeta(2z) + 342z^3\zeta(2(z + 1)) + 540z^3\zeta(2(z + 2)) - 144z^3\zeta(2z + 1) + 954z^3\zeta(2z + 3) + 204z^2\zeta(2z) + 309z^2\zeta(2(z + 1)) + 582z^2\zeta(2(z + 2)) + 72z^2\zeta(2z - 1) + 122z^2\zeta(2z + 1) + 901z^2\zeta(2z + 3) - 48z\zeta(2(z - 1)) - 180z\zeta(2z) + 114z\zeta(2(z + 1)) + 204z\zeta(2(z + 2)) - 176z\zeta(2z - 1) - 32z\zeta(2z + 1) + 298z\zeta(2z + 3) + 72\zeta(2z - 1) + 48\zeta(2z) + 16\zeta(2z - 3) + 104\zeta(2z - 1) \right).
\] (C.15)

The anomaly is therefore

\[
a_{\text{CFT}} = - \left( 1 + \lim_{z \to 0} f(z) \right) = - \left( 1 + \left( -\frac{91}{90} \right) \right) = \frac{1}{90}.
\] (C.16)

The results of this computation for the \( \Box^k \) theory in \( d \) dimensions up to \( k = 8 \) and \( d = 20 \) (skipping cases with \( d \leq 2k \)) are shown in table 4.

There is a caveat in the cases \( d = 2, 4, \cdots, 2k \). As discussed in section A, in the cases \( d = 2, 4, \cdots, 2k - 2 \), the theory cannot be coupled to an arbitrary background metric and has no true stress tensor, and so it is unclear what the underlying meaning of the \( a \)-anomaly we have computed actually is. However, there is, curiously, no obstruction to computing the \( a \)-anomaly by the method here, because the coupling to the sphere happens to be well-defined (as discussed in section A.3), and it is these values we have presented (colored in red) in table 4. Also, one should keep in mind that the choice we made for the propagator in section 3.4 in the cases \( d = 2, 4, \cdots, 2k \) gives the finite theories which do not properly correspond to the Lagrangian (3.1). Thus we expect the \( a \)-anomalies we have computed in these cases to correspond instead to the theory given by choosing logarithmic correlators for the basic fields.
| \(d\) | \(\square\) | \(\square^2\) | \(\square^3\) | \(\square^4\) |
|---|---|---|---|---|
| 2 | \(-\frac{1}{3}\) | \(-\frac{8}{3}\) | \(-9\) | \(-\frac{64}{3}\) |
| 4 | \(\frac{1}{90}\) | \(-\frac{14}{45}\) | \(-\frac{33}{10}\) | \(-\frac{688}{45}\) |
| 6 | \(-\frac{1}{756}\) | \(\frac{8}{945}\) | \(-\frac{41}{140}\) | \(-\frac{736}{189}\) |
| 8 | \(23\) | \(-\frac{13}{14175}\) | \(9\) | \(-\frac{3056}{14175}\) |
| 10 | \(-\frac{263}{7384400}\) | \(\frac{62}{467775}\) | \(-\frac{19}{30800}\) | \(2368\) |
| 12 | \(\frac{133787}{20432412000}\) | \(-\frac{28151}{1277725750}\) | \(688\) | \(-\frac{275216}{638512875}\) |
| 14 | \(-\frac{157009}{12294472000}\) | \(\frac{7636}{1915538625}\) | \(-\frac{717}{50656000}\) | \(147349125\) |
| 16 | \(-\frac{16215071}{625318720000}\) | \(\frac{1488889}{195384937500}\) | \(2999\) | \(-\frac{531926}{69786335625}\) |
| 18 | \(-\frac{2689453969}{49893488214560000}\) | \(\frac{69419}{4585799468250}\) | \(-\frac{1848137}{4562734176000}\) | \(241926224\) |
| 20 | \(-\frac{26893118531}{2352122058686400000}\) | \(\frac{7984627349}{2572033501688290000}\) | \(65272217\) | \(70089030716\) |

| \(d\) | \(\square^5\) | \(\square^6\) | \(\square^7\) | \(\square^8\) |
|---|---|---|---|---|
| 2 | \(-\frac{125}{3}\) | \(-72\) | \(-\frac{343}{3}\) | \(-\frac{512}{3}\) |
| 4 | \(-\frac{875}{18}\) | \(-\frac{618}{5}\) | \(-243\) | \(-\frac{23936}{90}\) |
| 6 | \(-\frac{17225}{756}\) | \(-\frac{632}{7}\) | \(-151\) | \(-\frac{702208}{540}\) |
| 8 | \(-\frac{20225}{4536}\) | \(-\frac{5499}{175}\) | \(-240\) | \(-\frac{7758112}{16200}\) |
| 10 | \(-\frac{80335}{299376}\) | \(-\frac{9626}{1925}\) | \(-4\) | \(-\frac{105709312}{1069200}\) |
| 12 | \(-\frac{673175}{163459296}\) | \(-\frac{1364651}{5255250}\) | \(-230\) | \(-\frac{331668112}{416988000}\) |
| 14 | \(-\frac{307525}{980755776}\) | \(-\frac{3012}{875875}\) | \(-63\) | \(-\frac{11555275136}{2501928000}\) |
| 16 | \(-\frac{3490255}{100037089152}\) | \(-\frac{70327}{297797500}\) | \(-37\) | \(-\frac{120348894184}{127598328000}\) |
| 18 | \(-\frac{3832329377}{5268753411457536}\) | \(-\frac{5718287}{186719032500}\) | \(-48\) | \(-\frac{667748058496}{2823675940800000}\) |

Table 4. Anomalies for the first few \(\square^k\) theories in the first few even dimensions. Red indicates that the theory is one of the log-theories.
C.2 Odd Dimensions: Free Energies

In odd dimensions, the unambiguous computable quantity is instead the finite part of the effective action. We may define the exact same zeta function for the same operator $\tilde{D}$, borrowing all the expressions in the previous subsection, but now we are instead interested in computing the derivative of the zeta function at 0,

$$F = -\frac{1}{2} \zeta'_{\tilde{D}_{st}}(0). \quad (C.17)$$

Although the remainder evaluates to zero, its derivative does not, and must be computed more carefully. We are able to treat the remainder properly only in small-$d$, small-$k$ examples. For other cases, we must resort to splitting the sum in a way which is in general sensitive to multiplicative anomalies\textsuperscript{14}. However, there is a particular choice of how precisely we split up the sum which agrees with the more careful computation in all cases we’ve been able to explicitly check. Therefore, we proceed under the assumption that this is a correct handling of the multiplicative anomaly.

Using the identity

$$\lim_{z \to 0} \frac{d}{dz} x^{-z} = - \ln(x), \quad (C.18)$$

we may convert the computation of the free energy into

$$F = \frac{1}{2} \left( \sum_{\ell} d_{\ell} \ln \lambda_{\ell} \right). \quad (C.19)$$

But because $\lambda_{\ell}$ is itself a product, we may exploit that the log of a product is the sum of the logs, and then pass back to a regularized function of $z$,

$$F = \frac{1}{2} \left( \sum_{\ell} d_{\ell} \left( \sum_{j=1}^{2k} \ln \left( \ell + \frac{d}{2} + j - k - 1 \right) \right) \right) \quad (C.20)$$

$$= -\frac{1}{2} \frac{d}{dz} \left( \sum_{j=1}^{2k} \sum_{\ell=0}^{\infty} d_{\ell} \left( \ell + \frac{d}{2} + j - k - 1 \right)^{-z} \right) \bigg|_{z=0}. \quad (C.21)$$

This particular choice of passing through logs seems to lead to the correct free energy, with no

\textsuperscript{14}A multiplicative anomaly in this context means having $\det(AB) \neq \det(A) \det(B)$ [81–86]. There is of course no such anomaly for operators which act on finite-dimensional spaces, but such an anomaly can occur for infinite-dimensional spaces such as the spaces on which the Laplacians here are acting. Since we are considering logs of determinants, the multiplicative anomaly shows up here as an additive anomaly.
multiplicative anomaly. The results of computing this with the scheme (C.21) are shown for \( k = 1, 2, 3 \) for odd \( d \) from 3 to 13 in table 5. In this table, \( A \) is Glaisher’s constant 1.28243. . . . Zeta functions of two arguments are the Hurwitz zeta function, defined as the analytic continuation of

\[
\zeta(z, a) = \sum_{n=0}^{\infty} \frac{1}{(n + a)^z}.
\] (C.28)

Note that when \( d < 2k \), there are low-\( \ell \) negative eigenvalues. Upon taking logarithms of such negative eigenvalues, giving these answers imaginary parts which depend on the choice of a branch for the logarithm. For example, in the case \( d = 3, k = 2 \), we are interested in evaluating the following sums:

\[
F = -\frac{1}{2} \frac{d}{dz} \sum_{\ell=0}^{\infty} d\ell \left( \left( \ell - \frac{1}{2} \right)^z + \ldots \right).
\] (C.29)

This sum is convergent and so we may freely look at individual terms inside the sum. In this case, focusing on just the \( \ell = 0 \) part of the sum and noting that \( d_0 = 1 \), we have a

\[\text{Wrong } F = \frac{1}{2} \sum_{\ell=0}^{\infty} (\ell + 1)^2 \ln \left( \left( 2\ell + 1 \right) \left( \frac{\ell}{2} + \frac{3}{4} \right) \right) \] (C.25)

\[
\rightarrow \text{Reg} \left( \frac{1}{2} \sum_{\ell=0}^{\infty} (\ell + 1)^2 \left( \ln \left( \ell + \frac{1}{2} \right) + \ln \left( \ell + \frac{3}{2} \right) \right) \right) \] (C.26)

\[= \frac{\ln(2)}{6} - \frac{3\zeta(3)}{16\pi^2}. \] (C.27)

Let us demonstrate also an erroneous computation that follows from the same logic, arising due to the multiplicative anomaly. We choose the case of \( d = 3, k = 1 \). In this case our prescription dictates that we should compute

\[
F = \frac{1}{2} \sum_{\ell=0}^{\infty} (\ell + 1)^2 \ln \left( \left( 2\ell + 1 \right) \left( \frac{\ell}{2} + \frac{3}{4} \right) \right) \] (C.22)

\[
\rightarrow \text{Reg} \left( \frac{1}{2} \sum_{\ell=0}^{\infty} (\ell + 1)^2 \left( \ln \left( \ell + \frac{1}{2} \right) + \ln \left( \ell + \frac{3}{2} \right) \right) \right) \] (C.23)

\[= \frac{\ln(2)}{8} - \frac{3\zeta(3)}{16\pi^2}. \] (C.24)

which is the correct free energy on \( S^3 \). If, however, we had split the logarithm by multiplying the first term by 2 and the second term by \( \frac{1}{2} \), we would have obtained different answers:
contribution to $F$ which looks like

$$F_{\ell=0} = -\frac{1}{2} \frac{d}{dz} \left( \frac{1}{2} \right)^{-z} = -\frac{1}{2} \frac{d}{dz} e^{-z \ln(-\frac{1}{2})} = \frac{1}{2} (i\pi - \ln 2).$$

We may transition from $i\pi$ inside the parentheses to $ni\pi$, where $n$ is an odd integer, by changing which branch we evaluate the log on.

**D □^2 Character Decomposition in $d = 3$**

In this section, we prove that the two towers of operators discussed in subsection 2.1 are indeed all of the single-trace primary operators of the □^2 theory in $d = 3$. This has been proved before in [33]; we review the proof here for completeness’ sake. This proof generalizes straightforwardly to higher $d$ and $k$. The case $k = 1$ in any $d$ was considered previously; see e.g. [87].

The idea is to compute the “single-trace partition function” $Z_1$, and decompose it into characters $\chi(\Delta, s)$ or $\chi(\Delta, s, c)$ labelling irreducible representations of $so(4,1)$, which are non-conserved or $c$-conserved, respectively. Strictly speaking, $Z_1$ is not the single-trace partition function, and its plethystic exponential does not give the true singlet partition function. The reason why is because the trace involved in computing the true partition function is not positive-definite, but rather weighted by the norms of states:

$$Z_{true} = \text{Tr}(q^D y^{J_3}) = \sum_i \langle O_i | q^D y^{J_3} | O_i \rangle = \sum_i \langle O_i | O_i \rangle q^{\Delta} y^{j_3}. \quad (D.1)$$

In unitary CFTs, all states can be made to have norm 1, and we may simply compute instead $\sum_i q^{\Delta} y^{j_3}$. However, the computation of the true partition function (as well as the associated characters) in a non-unitary CFT is complicated by the fact that there are zero- and negative-norm states. Nevertheless, a naïve computation of the single-trace partition function where we simply ignore this issue and treat all states as if they had norm 1 is still enough information to learn about what states are in the spectrum, and by using similarly “blinded” characters, we may still learn about the collection of single-trace primaries in the theory. We therefore proceed with this “blinded” computation. We would like to compute the single-trace partition function

$$Z_1(q, y) = \sum_{ST \; O} q^{\Delta} y^{j_3}. \quad (D.2)$$
| $d$ | $\square^1$ |
|-----|-------------|
| 3   | $\log(64)/48 - 3\zeta(3)/16\pi^2$ |
| 5   | $-\log(4)/256 + 15\zeta(5)/3952\pi^4 - \zeta(3)/128\pi^2$ |
| 7   | $\log(2)/1024 + 41\zeta(3)/2048\pi^2 - 5\zeta(5)/4096\pi^6$ |
| 9   | $-5\log(2)/32768 + \zeta(5)/32768\pi^4 + 63\zeta(7)/65536\pi^8 - 255\zeta(9)/172032\pi^{12}$ |
| 11  | $7\log(2)/262144 + 3987\zeta(3)/31750400\pi^2 + 485\zeta(5)/16515072\pi^4 - 609\zeta(7)/524288\pi^8 - 1023\zeta(11)/1048576\pi^{16}$ |
| 13  | $-21\log(2)/4194304 + 1773\zeta(7)/62914560\pi^6 + 3587\zeta(9)/25164824\pi^{10} + 2387\zeta(11)/8388608\pi^{12} + 4095\zeta(13)/16777216\pi^{14} - 59647\zeta(3)/7266316800\pi^8 - 10957\zeta(5)/1132462080\pi^{10}$ |

| $d$ | $\square^2$ |
|-----|-------------|
| 3   | $-\frac{1}{16} + \frac{9\pi}{8} + \frac{3\log(8)}{16} + \frac{3\log(A)}{16} - \frac{9\zeta(3)}{32\pi^2} - \frac{1}{2}\zeta(1)\left(-\frac{2}{\pi}, -\frac{1}{2}\right) - \frac{3}{2}\zeta(1,0)\left(-\frac{1}{\pi}, -\frac{1}{2}\right)$ |
| 5   | $\frac{7\log(2)}{64} + \frac{15\zeta(5)}{128\pi^4} - \frac{13\zeta(3)}{64\pi^2}$ |
| 7   | $-\frac{1}{512}\times\log(2) + \frac{55\zeta(5)}{1024\pi^4} - \frac{79\zeta(3)}{1536\pi^6} - \frac{63\zeta(7)}{2048\pi^8}$ |
| 9   | $\frac{11\log(2)}{16384} + \frac{75\zeta(3)}{86016\pi^8} + \frac{255\zeta(9)}{32768\pi^{10}} - \frac{39\zeta(5)}{16384\pi^4} - \frac{189\zeta(7)}{16384\pi^6}$ |
| 11  | $-\frac{13\log(2)}{131072} + \frac{757\zeta(5)}{8257536\pi^{12}} + \frac{1911\zeta(7)}{131072\pi^{14}} + \frac{595\zeta(9)}{262144\pi^{16}} - \frac{2807\zeta(3)}{19660800\pi^8} - \frac{1023\zeta(11)}{524288\pi^{16}}$ |
| 13  | $\frac{35\log(2)}{2097152} + \frac{189349\zeta(3)}{726631680\pi^{10}} + \frac{39701\zeta(5)}{3963617280\pi^{12}} + \frac{4095\zeta(13)}{8388608\pi^{14}} - \frac{1115\zeta(7)}{6291456\pi^{10}} - \frac{6613\zeta(9)}{12582912\pi^{12}} - \frac{1705\zeta(11)}{4194304\pi^{14}}$ |

| $d$ | $\square^3$ |
|-----|-------------|
| 3   | $-\frac{1}{6} + \frac{59\pi}{8} - \frac{\log(2)}{6} + \frac{21\log(3)}{8} + 2\log(A) - \frac{3\zeta(3)}{8\pi^2} - \frac{1}{2}\zeta(1)\left(-\frac{2}{\pi}, -\frac{1}{2}\right) - \frac{3}{2}\zeta(1,0)\left(-\frac{1}{\pi}, -\frac{1}{2}\right)$ |
| 5   | $-\frac{115}{1152} + \frac{175\pi}{128} + \frac{1175\log(2)}{2304} + \frac{115\log(A)}{96} - \frac{125\zeta(3)}{256\pi^2} + \frac{75\zeta(5)}{512\pi^4} - \frac{35\zeta(7)}{96}$ |
| 7   | $-\frac{1}{24}\zeta(1)\left(-\frac{4}{\pi}, -\frac{1}{2}\right) - \frac{5}{2}\zeta(1,0)\left(-3, -\frac{1}{2}\right) - \frac{73}{48}\zeta(1)\left(-\frac{2}{\pi}, -\frac{1}{2}\right) - \frac{115}{48}\zeta(1,0)\left(-\frac{1}{\pi}, -\frac{1}{2}\right)$ |
| 9   | $99\log(2)/1024 + 465\pi/2048\pi^2 - 2199\zeta(3)/10240\pi^2 - 189\zeta(3)/4096\pi^4$ |
| 11  | $-\frac{143\log(2)}{32768} + \frac{1603\zeta(5)}{32768\pi^4} + \frac{765\zeta(9)}{172032\pi^8} - \frac{5447\zeta(3)}{32768\pi^8} - \frac{1827\zeta(7)}{32768\pi^{12}}$ |
| 13  | $-\frac{117\log(2)}{262144} + \frac{49451\zeta(3)}{91750400\pi^6} + \frac{6885\zeta(9)}{5505024\pi^{12}} - \frac{12283\zeta(5)}{262144\pi^{16}} - \frac{3069\zeta(13)}{1048576\pi^{20}}$ |
| 15  | $-\frac{255\log(2)}{4194304} + \frac{313441\zeta(5)}{262411520\pi^{12}} + \frac{4513\zeta(7)}{8388608\pi^{16}} + \frac{9027\zeta(9)}{8388608\pi^{16}} + \frac{12285\zeta(13)}{8388608\pi^{16}} - \frac{414199\zeta(3)}{8388608\pi^{16}} - \frac{25575\zeta(11)}{8388608\pi^{16}}$ |

Table 5. Free energies for the first few $\square^k$ theories in the first few odd dimensions
where $q = e^{-\beta}$ is the activity associated with the scaling dimension of the operator on $\mathbb{R}^d$ (equivalently, the energy of the state on the cylinder) and $y$ is the activity associated with the $J_3$ eigenvalue of the rotations of the $S^2$. In this CFT, all single-trace operators can be written in the form

$$\partial_0^{n_0} \partial_+^{n_+} \partial_-^{n_-} \phi^a_0 \partial_0^{\bar{n}_0} \partial_+^{\bar{n}_+} \partial_-^{\bar{n}_-} \phi^a,$$  \hspace{1cm} (D.3)

where as usual $\partial_\pm = \partial_1 \pm i \partial_2$ are eigenoperators of $J_3$ with eigenvalue $\pm 1$.

By employing the equations of motion, we may remove any operators with $n_0, \bar{n}_0 > 3$, because we can replace $\partial_4 \phi$ with other operators already counted in our sum. The single-trace “partition function” is therefore given by

$$Z_1(q, y) = \sum_{n_0, n_+, n_- = 0}^{\infty} \sum_{\bar{n}_0, \bar{n}_+, \bar{n}_- = 0}^{3} q^{-1+3n_0+n_+ + \bar{n}_0 + \bar{n}_+ + n_- + \bar{n}_-} y^{n_+ - n_- + \bar{n}_+ - \bar{n}_-} = \frac{y^2 (1 + q + q^2 + q^3)^2}{q(q - y)^2(qy - 1)^2}.$$  \hspace{1cm} (D.4)

This may be decomposed into “characters” of $so(3,2)$ telling us which representations are present in $Z_1$. We first write down the “character” of a generic or long module with quantum numbers $\Delta$ and $s$, denoting this representation simply by $(\Delta, s)$. The generic state in the module can be written

$$\partial_0^{n_0} \partial_+^{n_+} \partial_-^{n_-} |\Delta, s\rangle.$$  \hspace{1cm} (D.5)

Therefore the associated “character” may be written as

$$\chi(\Delta, s) = \sum_{n_0, n_+, n_- = 0}^{\infty} \sum_{m = -s}^{n_0, n_+} q^{\Delta - n_0 + n_+ + n_-} y^{m + n_+ - n_-} = \frac{q^\Delta y^{1-s}(1 - y^{1+2s})}{(q - 1)(q - y)(y - 1)(qy - 1)}.$$  \hspace{1cm} (D.6)

Suppose that our spin-$s$ operator vanishes when contracted with $c$ derivatives:

$$\partial^{i_1} \ldots \partial^{i_c} \mathcal{O}_{i_1 \ldots i_c} = 0.$$  \hspace{1cm} (D.7)

As before, we refer to operators satisfying higher-$c$ conservation conditions as multiply conserved currents. Were this the case, the associated character would have fewer states than expected due to this null condition beginning at $\Delta_{null} = \Delta_\mathcal{O} + c$ and with $s_{null} = s_\mathcal{O} - c$. We
denote this representation by \((\Delta, s, c)\). Therefore the associated character is

\[
\chi(\Delta, s, c) = \chi(\Delta, s) - \chi(\Delta + c, s - c) = \frac{q^{\Delta} y^{1-c-s}(y^c - q^c y^{2c} + q^c y^{1+2s} - y^{1+c+2s})}{(q - 1)(q - y)(y - 1)(qy - 1)}.
\]

(D.8)

With these tools in hand we may readily verify that the character decomposition of the single-trace “partition function” written down above is

\[
Z_1(q, y) = \chi(-1, 0) + \chi(0, 1) + \chi(1, 2) + \sum_{s=3}^{\infty} \chi(s - 1, s, 3) + \chi(1, 0) + \sum_{s=1}^{\infty} \chi(s + 1, s, 1),
\]

(D.9)

consistent with the results presented in subsection 2.1.
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