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Abstract—Network representation learning (NRL) technique has been successfully adopted in various data mining and machine learning applications. Random walk based NRL is one popular paradigm, which uses a set of random walks to capture the network structural information, and then employs word2vec models to learn the low-dimensional representations. However, until now there is lack of a framework, which unifies existing random walk based NRL models and supports to efficiently learn from large networks. The main obstacle comes from the diverse random walk models and the inefficient sampling method for the random walk generation. In this paper, we first introduce a new and efficient edge sampler based on Metropolis-Hastings sampling technique, and theoretically show the convergence property of the edge sampler to arbitrary discrete probability distributions. Then we propose a random walk model abstraction, in which users can easily define different transition probability by specifying dynamic edge weights and random walk states. The abstraction is efficiently supported by our edge sampler, since our sampler can draw samples from unnormalized probability distribution in constant time complexity. Finally, with the new edge sampler and random walk model abstraction, we carefully implement a scalable NRL framework called UniNet. We conduct comprehensive experiments with five random walk based NRL models over eleven real-world datasets, and the results clearly demonstrate the efficiency of UniNet over billion-edge networks.

I. INTRODUCTION

Over the last few years, network representation learning (NRL) [1] has become a de-facto tool for modeling the latent structural information of the network. It has been used for an array of data mining and machine learning tasks, including network clustering [26], community detection [7], node classification [14], link prediction [36], and so on. Random walk based NRL is one of the notable NRL models. The general procedure of random walk based NRL can be written as the following two steps:

1) Walks = RandomWalkGeneration(G, N, L);
2) Embeddings = Word2Vec(Walks).

The function RandomWalkGeneration is responsible for creating N random walks of length L for each node in the network G, while the function Word2Vec learns the node embedding from the random walk sequences with word2vec models (e.g., skipgram [25], cbow [24]). Table I lists five prominent random walk based NRL models. Though they follow the same two steps, none of them are developed in a common framework, where they share an optimized engine under the hood. What’s worse, existing realizations, like the open-sourced implementations in Table I, cannot handle large-scale networks due to the memory explosion problem or the expensive training cost.

Before presenting the challenges of designing a unified and scalable framework for random walk based NRL models, we introduce some backgrounds about the random walk over networks. Random walk can be treated as a sequence of steps of decision making process conducted by a walker. At each step, the walker uses an edge sampler to obtain an edge as the next direction to go. The edge sampler samples an edge from a transition probability distribution \( g_x \) which defines the probability of selecting each edge under the consideration of the state \( x \) of the walker. The state \( x \) stores the data (e.g., the previous steps of the walker, current node, node type, etc.) that helps the walker identify the transition probability distribution and varies across different random walk models. Taking the first-order random walk model in Deepwalk [28] as an example, since a transition probability distribution is only related to the current node of a random walk, the state \( x \) is the current node, and the probability of selecting an edge under the consideration of the state \( x \) is defined by Eq. 1.

Another important thing is that different random walk models have different number of states (#state) over a network. Since each state corresponds to a transition probability distribution, we need to handle #state different transition probability distributions during the random walk generation. Table I also lists the number of states for the five NRL models.

Challenge 1: the scalability of random walk based NRL models. Previous empirical studies [33], [37] reveal that the random walk generation step is the bottleneck of the scalability problem. The efficiency of random walk generation is highly related to the performance of edge samplers. Existing edge samplers entail either expensive memory or expensive sampling cost over large networks, resulting in the inefficiency of random walk generation. Assume the average node degree of the network is \( d \). Alias edge sampler [34] for each transition
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1For the embedding learning step, in NLP or machine learning community, researchers have proposed optimization techniques to improve the efficiency of training word embedding models [13], [27]
probability distribution requires $O(d)$ memory complexity and $O(1)$ time complexity. To manage all $\#states$ transition probability distributions, alias edge sampler entails $O(d \#states)$ memory complexity if we materialize all the distributions. Direct edge sampler [21] entails $O(1)$ memory complexity but $O(d)$ time complexity for each edge sampling.

Recently, Yang et al. [35] introduced a rejection edge sampler [34], which conducts sampling over a simple proposal distribution instead of the target distribution, and accepts the sampling result with an acceptance ratio $\theta$, which depends on the proximity between the proposal distribution and the target distribution. The time complexity of the sampler is $O(C)$, where $C$ is a constant smaller than $d$ and is related to the acceptance ratio $\theta$; the memory cost is $O(1)$. Since the acceptance ratio $\theta$ is sensitive to the NRL model parameters, we have a high variance in the efficiency of the model. Table II shows the average acceptance ratio and time cost when running node2vec on Flickr with different model parameters. If the model parameters change from (1, 1) to (0.25, 1), the acceptance ratio drops from 1 to 0.25, incurring the sampling efficiency to be 2.60X slower.

Therefore, to solve the scalability challenge, we need an edge sampler which is both efficient in time and memory aspects.

**Challenge 2: the diversity of random walk based NRL models.** The diversity comes from the various definitions of transition probability distributions. From Table I, we can see that deepwalk uses static edge weights ($w_{u,v}$) to define the probability, while node2vec uses the biased edge weights ($\alpha_{u,v}$), where $\alpha$ is a factor determined by the hyper-parameters of node2vec. Metapath2vec further requires the node labels ($\Phi(u)$) for the computation of probability. To sum up, different NRL models use distinct definitions of the dynamic edge weights (e.g., $\alpha_{u,v}$) to specify the unnormalized transition probability distributions in their random walk models. When applying the aforementioned edge samplers to execute the sampling actions, they require the normalizing factor of a distribution (e.g., $\sum_{k \in N(u)} \alpha_{u,v}w_{u,v}$ in node2vec). However, it is expensive to obtain such normalized factors, especially on large networks, thus hindering users from using existing edge samplers to unify various random walk models in a scalable framework.

Therefore, to solve the diversity challenge and develop a unified random walk based NRL framework, we need an edge sampler that is able to efficiently sample from the unnormalized transition probability distributions.

In this paper, inspired by the Metropolis-Hastings (M-H) sampling technique [5], which is a Markov Chain Monte Carlo method for obtaining a sequence of random samples from a (unnormalized) probability distribution from which direct sampling is difficult, we introduce an M-H based edge sampler for the random walk over networks. The M-H based edge sampler chooses the next edge for a random walk via M-H sampling. As the samples drawn by the M-H sampling technique are dependent, the M-H based edge sampler might not be converged to the target probability distribution. We theoretically show that when the uniform distribution is applied as the conditional probability mass function in the M-H based edge sampler, it can converge to arbitrary target probability distribution defined by the NRL models. Benefit from the M-H sampling technique, our M-H based edge sampler can generate a sample in $O(1)$ time complexity and $O(1)$ memory complexity, and does not need to normalize the target probability distribution, thus solving the above two challenges perfectly.

Although the M-H based edge sampler eventually converges to the target distribution, the initial samples may follow a very different distribution, especially if the starting point is in a region of low density. A common approach is to apply the burn-in period [9] for initialization, where an initial number of samples are thrown away. However, the burn-in period incurs high initialization cost when handling large networks. As the alternative approaches, we propose two fast initialization strategies, called random and high-weight. We theoretically analyze the trade-off between the two strategies and show that the high-weight strategy is more accurate than the random one when the ratio of maximal probability to minimal probability in the target distribution exceeds a certain threshold. On real-world networks, the transition probability distributions used by the NRL models satisfy the condition, therefore, the high-weight strategy leads to better results than the random one in practice.
To unify various existing random walk based NRL models, meanwhile, allow users to develop new NRL models, we introduce a unified random walk model abstraction, in which a customized random walk model can be defined by specifying the dynamic edge weights and the corresponding states of walkers. In other words, when defining a random walk model, users do not need to care about the normalized transition probability distribution. This unified abstraction is efficiently supported by our M-H based edge sampler.

With the M-H edge sampler and the random walk model abstraction, we develop a scalable framework for random walk based NRL, named UniNet. In the framework, to efficiently manage the massive M-H based edge samplers, we further design a 2D data layout, which allows us to query an M-H based edge sampler by walker states in constant time cost. Finally, we test our UniNet over eleven real-world datasets, including two billion-edge networks, with five considerable random walk based NRL models. The empirical results demonstrate that UniNet can be 10X-900X faster than the existing open-sourced versions. Compared to the state-of-the-art sampling techniques (e.g., KnightKing [35], Memory-aware sampler [32]), our M-H based edge sampler achieves 9.6%-73.2% efficiency improvement in most of the settings and can scale to much larger networks.

The contributions of this work are four-fold:

- We propose a scalable framework for random walk based NRL models efficiently learning from billion-edge networks. The framework unifies different random walk models and allows users to develop new NRL models flexibly.
- We introduce a new M-H based edge sampler for random walk models and theoretically analyze the correctness and efficiency of the sampler.
- We introduce two fast initialization strategies for the M-H based edge sampler and theoretically discuss the trade-offs between them.
- We comprehensively evaluate the performance of UniNet and demonstrate the advantages of UniNet over billion-edge networks.

II. BACKGROUND

In this section, we take a review of random walk based NRL models and introduce the Metropolis-Hastings sampling algorithm. Table III lists the common notations in the paper.

A. Popular Random Walk based NRL models

We briefly review the five random walk based NRL models listed in Table III as representatives.

**Deepwalk.** It is the first random walk based NRL model. When generating random walks, in each step, it simply samples the next edge to visit based on the edge weights, and the transition probability distribution \( G_x \) is

\[
G_{x=v}(u) = \frac{w_{uv}}{\sum_{k \in N(v)} w_{vk}},
\]

where the state \( x \) is defined as the current residing node \( v \).

**Node2vec.** As a derivative of deepwalk, node2vec [11] adopts the second-order random walk for preserving high-order structural information of networks. The walking procedure is guided by two hyper-parameters, \( p \) and \( q \), where \( p \) restricts the tendency for the walker to maintain its position and search the local community, while \( q \) controls the opportunity for exploring a wider scope. \( G_x \) is defined as

\[
G_{x=(s,v)}(u) = \frac{\alpha_u w_{vu}}{\sum_{k \in N'(v)} \alpha_k w_{vk}}, \quad \alpha_u = \begin{cases} \frac{1}{p} & d(u, s) = 0, \\ \frac{1}{q} & d(u, s) = 1, \\ 1 & \text{otherwise}, \end{cases}
\]

where \( d(u, s) \) denotes the shortest unweighted distance between nodes \( u \) and \( s \). The state \( x \) of the walker in node2vec is defined as the previous edge \( (s, v) \) the walker visited.

**Edge2vec.** Edge2vec [8] further extends the concept of node2vec to heterogeneous networks, and introduces the edge type transition matrix \( M \) allowing the random walk procedure to carry edge semantic information. \( M_{ij} \) means the probability for the transition from the edge type \( i \) to the edge type \( j \). Therefore, \( G_x \) in edge2vec becomes

\[
G_{x=(s,v)}(u) = \frac{\alpha_u M_{x(s,v),x(v,u)} w_{vu}}{\sum_{k \in N'(v)} \alpha_k M_{x(s,v),x(v,k)} w_{vk}},
\]

where \( \alpha_u \) follows Eq. 2.

**Matapath2vec** [6]. It employs metapath-guided random walk for preserving semantics of heterogeneous networks. The random walks are restricted by a given metapath. The walker is only permitted to sample a next edge from the neighbors that match the next node type in the metapath. \( G_x \) in matapath2vec can be formalized as below

\[
G_{x=(T,v)}(u) = \begin{cases} w_{vu} \Phi(u) = T, \\ 0 \Phi(u) \neq T, \end{cases}
\]

where \( T \) is the type of the next node for match for the path. The state \( x \) of the walker in matapath2vec is \( (T, v) \), including the current residing node \( v \) and node type information.

**Fairwalk.** The objective of fairwalk [29] is to learn network representations without the bias caused by the quantitative advantages of certain node attributes. When sampling the next edge to visit, the model first selects a group of neighbors

| Notations | Descriptions |
|-----------|--------------|
| \( G(V, E) \) | A network with node set \( V \) and edge set \( E \) |
| \( w_{uv}, w_{uv} \) | Edge weight of an edge \( e = (u, v) \) |
| \( u, w_{uv} \) | Dynamic edge weight of an edge \( e = (u, v) \) defined by a random walk model |
| \( N(v) \) | Set of the neighbor nodes for node \( v \) |
| \( \pi(\cdot) \) | A probability distribution |
| \( p, q \) | Parameters for node2vec and edge2vec models |
| \( \theta \) | Acceptance rate for sampling methods |
| \( \Phi(v), \Phi(v, u) \) | Type of node \( v \) or edge \( (v, u) \) in heterogeneous networks |
| \( T \) | A label in the heterogeneous network |
| \( G_x \) | The transition probability distribution under the consideration of the state \( x \) |

TABLE III: Frequently Used Notations
uniformly based on their types and selects the target edge by using node2vec model afterward. \( G_s \) in fairwalk is
\[
G_{s,v}(u) = \frac{\alpha_u w_{vu}}{|\Phi| \sum_{k \in \mathcal{N}(v)} \Phi(k) = \Phi(u) \alpha_k w_{vk}},
\]
(5)
where \(|\Phi|\) is the number of nodes types in \( \mathcal{N}(v) \), and \( \alpha_u \) follows the definition in Eq. [2]

B. Metropolis-Hastings Sampling Algorithm

Metropolis-Hastings (M-H) sampling algorithm is a sampling technique based on Markov Chain Monte Carlo (MCMC) methods. Let \( \Omega \) be the sample space, on which the target probability distribution \( \pi(\cdot) \) is defined. The idea behind the MCMC method is to define a suitable Markov chain with \( \Omega \) as its state space, such that \( \pi(\cdot) \) is the unique stationary distribution of the chain. The M-H algorithm is a recipe for designing a Markov chain with a desired stationary distribution \( \pi(\cdot) \). It starts by specifying a conditional probability mass function \( q(y|x) \), \( x, y \in \Omega \). For the \( i \)-th sampling, it draws a candidate sample \( x' \) according to the distribution \( q(\cdot|x^{(i-1)}) \), where \( x^{(i-1)} \) is the sample selected in the \( (i-1) \)-th sampling. Then, \( x' \) is accepted with the probability
\[
\theta(x^{(i-1)}|x') = \min \left\{ 1, \frac{\pi(x') \cdot q(x^{(i-1)}|x')}{\pi(x^{(i-1)}) \cdot q(x'|x^{(i-1)})} \right\},
\]
(6)
If accepted, then \( x^{(i)} \) is set to \( x' \). Otherwise, \( x^{(i)} \) is set to the last sampling result (i.e., \( x^{(i-1)} \)).

The conditional probability mass function \( q(y|x) \) should be chosen so that the generated Markov chain is irreducible and aperiodic, which guarantees the convergence of the Markov chain \([3]\). Beyond that, \( q(y|x) \) is a design parameter to obtain good performance. It governs the rate of convergence of the Markov chain as well as the computational complexity of picking a proposed next state. The following theorem gives the condition of Kullback-Leibler (KL) divergence \([13]\) between the distribution \( \pi' \) and the target distribution \( \pi \) to be geometrically converged for a Markov chain, where \( \pi' \) is the probability distribution on a Markov chain after \( i \) iterations.

**Theorem 1 (Proposition 1 in \([2]\)).** If the conditional probability mass function \( q(\cdot|\cdot) \) satisfies \( q(y|x) \geq \alpha \pi(y) \) for all \( x, y \in \Omega \) and \( \alpha \in (0,1) \), then
\[
\text{KL} \left( \pi', \pi \right) \leq \kappa \rho^i \left( 1 + \kappa \rho^i \right),
\]
(7)
where
\[
\kappa = \| \pi'/\pi - 1 \|_\infty, \quad \rho = (1 - \alpha).
\]
(8)
Note that the notation \( \| \cdot \|_\infty \) means the supremum norm. The coefficient \( \alpha \) is determined by the relation between the distributions \( q(\cdot|\cdot) \) and \( \pi(\cdot) \). According to Eq. [8] a larger \( \alpha \) leads to faster converging. This can help us intuitively compare the merits among different \( q(\cdot|\cdot)\)-s.

As in any MCMC method, the draws of M-H sampling method are regarded as a sample from the target probability distribution \( \pi(\cdot) \) only after the method has converged. However, it is still an empirical question of how many iterations are required before the convergence \([3]\). A common approach is to apply the burn-in period \([2]\), in which an initial number of samples are discarded, to initialize the Markov chain. We usually determine the number by setting it sufficiently large (e.g., 1000) or conducting parameter tuning.

### III. Fast Random Walk with M-H Sampling

In this section, we introduce our new edge sampler by adopting the M-H sampling method, thus achieving fast random walk generation over large networks.

#### A. M-H Based Edge Sampler

The function of an edge sampler is to randomly draw edges from the target transition probability distribution under the consideration of walker state \( x \). Given a node \( v \), we assume the unnormalized target distribution is \( \{w'_{vu} | u \in \mathcal{N}(v)\} \), where \( w'_{vu} \) is the dynamic edge weight defined by the random walk model. To apply the M-H sampling method, for all \( u \in \mathcal{N}(v) \), we set the conditional probability mass function \( q(\cdot|u) \) to be uniform distribution, i.e., \( q_u(\cdot|u) = 1/\text{deg}(v) \), where \( \text{deg}(v) \) is the degree of the node \( v \). Because of the symmetry of the uniform distribution (i.e., \( q_u(s|u) = q_u(u|s) \), \( s, u \in \mathcal{N}(v) \)), the acceptance ratio \( \theta \) (Eq. [6]) for the \( i \)-th candidate \( x' \) can be reduced to \( \theta = \min \left\{ 1, \frac{w'_{vu}}{w'_{vu}(i-1)} \right\} \).

Algorithm 1 gives the procedures of the M-H based edge sampler. \texttt{CALCULATEWEIGHT} method refers to get the dynamic edge weight based on the current walker state \( x \). \texttt{LASTx} refers to the variable preserving the last sampling result of the sampler corresponding to state \( x \). If the candidate sample is accepted according to the acceptance ratio, \( \texttt{LASTx} \) is updated. Otherwise, \( \texttt{LASTx} \) is repeatedly used.

By considering the influence of a conditional probability mass function \( q(\cdot|u) \) introduced in Section II-B we adopt the uniform distribution for two reasons. First, the uniform distribution is efficient for the calculation of the acceptance ratio and the selection of candidate; Second, uniform distribution is independent of the target distribution which helps us develop a unified NRL framework introduced in Section IV.

**Complexity Analysis.** Since both the time and memory complexity of M-H sampling method is \( O(1) \), the complexity of the edge sampler is dominated by the calculation of the new
weights (Lines 3, 5 in Algorithm 1). Taking node2vec as an example, the dynamic edge weight calculation takes \( O(\log(deg)) \) in time complexity on average with binary search. Given a network \( G(V, E) \), the M-H based edge sampler only entails \( O(|\text{state}|) \) memory complexity (e.g., \( O(|E|) \) in node2vec), since each sampler only maintains one variable \( \text{LAST}_x \). In summary, the M-H based edge sampler is both efficient in time and memory aspects, thus supporting to handle large networks.

B. Convergence of M-H based Edge Sampler

In this subsection, we show that our edge sampler which uses uniform distribution as the conditional probability mass function can converge to any discrete target distributions.

Before presenting the theorem, we introduce a lemma.

**Lemma 1** For arbitrary discrete probability distribution \( \pi(\cdot) \), whose sample space \( \Omega \) has size \( n \), then \( \pi_{\text{max}} \geq \frac{1}{n} \), where \( \pi_{\text{max}} \) is the maximal probability of \( \pi(\cdot) \).

**Proof** Assumption that there exists a distribution where \( \pi_{\text{max}} < \frac{1}{n} \), we have \( \pi(x) < \frac{1}{n} \), for all \( x \in \Omega \). By accumulating all the probabilities, we have \( \sum_{x \in \Omega} \pi(x) < 1 \), which causes a contradiction. Therefore, the lemma holds.

**Theorem 2** When the M-H based edge sampler uses uniform distribution as the conditional probability mass function, for any discrete target distribution \( \pi \), there exists a constant \( \alpha \in (0, 1) \) such that \( q(y|x) \geq \alpha \pi(y) \) for all \( x, y \in \Omega \).

**Proof** The uniform distribution in edge samplers means

\[
q(y|x) = \frac{1}{\text{deg}} \quad \text{for all } x, y \in \Omega, \tag{9}
\]

where \( \text{deg} \) denotes the degree of the current residing node. To satisfy the constraint \( q(y|x) \geq \alpha \pi(y) \), \( \alpha \) must be

\[
a \leq \frac{1}{\text{deg} \cdot \pi(y)} \quad \text{for all } y \in \Omega. \tag{10}
\]

Then we can set

\[
a = \frac{1}{\text{deg} \cdot \pi_{\text{max}}}, \tag{11}
\]

and on the basis of Lemma 1 we have \( a \in (0, 1) \).

Theorem 1 and 2 guarantee the correctness of our M-H based edge sampler for any user defined random walk model over networks. Note that we ignore the case \( a = 1 \) in Theorem 2. This is because the target distribution is also a uniform distribution when \( a = 1 \), and then the divergence \( KL(\pi^t, \pi) = 0 \) directly.

C. Initialization of M-H based Edge Sampler

As introduced in Section II-B to initialize an M-H sampling method, the common approach – burn-in strategy needs to discard a certain number of initial samples. With regard to the M-H based edge sampler, the burn-in strategy incurs an expensive cost for the initialization of \#state edge samplers over a network. In the following, we introduce two new efficient initialization strategies.

**Random Initialization**: To avoid the expensive initialization cost, a basic solution is to draw an initial sample \( x^{(1)} \) from a uniform distribution, i.e., \( \pi^0(\cdot) = 1/n \), called random initialization strategy. It is clear that this initialization strategy guarantees efficiency (i.e., time complexity \( O(1) \)), even when a large number of samplers are in need of initialization. However, the random initialization cannot guarantee the convergence of the sampler in the beginning, thus may lead to the issue of imprecision of the statistics of the generated random walks.

**High-weight Initialization**: Recall the burn-in strategy, the objective of discarding some initial samples is to make sure the samples enter a high probability region, a place where the states of the Markov chain are more representative of the distribution we are sampling from. This is because in practice we always stop after some finite \( N \) iterations. If \( N \) is small and the generated samples are in a low probability region, the distribution of the samples is a poor approximation to the target distribution.

With such observation, we propose a new initialization strategy, called high-weight initialization. Specifically, when initializing a sampler, it selects the edge with maximum weight as the initial sample, which possesses the maximal probability (i.e., high probability region) in the target distribution. To get the exact maximal weight, for each state, we need to traverse all neighbor edges, and this entails \( O(deg) \) time complexity. To speed up the selection, we turn to get an approximate maximal weight by uniformly sampling a portion of neighbors and reserving the edge with the maximal weight. The law of large numbers guarantees that we can obtain the exact maximal probability when the sample size is large enough.

**Theoretical Trade-off Analysis.** According to Theorem 1, the convergence speed is not only affected by \( \rho \), but also influenced by the difference between initial probability distribution \( \pi^0 \) and the target distribution \( \pi \), i.e., the coefficient \( \kappa \) in Eq. 8. Hence, in terms of the convergence speed, random initialization and high-weight initialization may surpass each other with respect to different target distributions.

The following theorem gives the condition when high-weight initialization works better than random initialization.

**Theorem 3** The high-weight initialization strategy leads to a faster convergence than the random one, when the target distribution \( \pi \) satisfies the following conditions:

\[
\left\{ \begin{array}{l}
\pi_{\text{max}} < \frac{1}{2n} \\
\pi_{\text{max}} > \frac{1}{2n}
\end{array} \right. \quad \text{or} \quad \left\{ \begin{array}{l}
\pi_{\text{max}} \geq \frac{1}{2n} \\
\pi_{\text{min}} < \frac{1}{2n}
\end{array} \right. \tag{12}
\]

where \( n \) is the size of sample space, \( \pi_{\text{max}} \) and \( \pi_{\text{min}} \) are the maximal and minimal probability in distribution \( \pi \), \( t \) is the number of elements whose probability are \( \pi_{\text{max}} \).

**Proof** The complete proof are presented in Appendix A.

**Empirical Comparison.** We conduct a set of simulations to empirically compare the random and high-weight initialization strategies. We first randomly generate 1000 target distributions for each configuration, which contains the sample space size...
Fig. 1: The ratio of KL divergences with random initialization and high-weight initialization. $KL_{\text{r}}$ ($KL_{\text{h}}$) is the KL divergence between the target distribution and the sampled distribution with random (high-weight) initialization.

$n$, the number of elements $t$ who have the maximal probability and the ratio $\frac{\pi_{\text{max}}}{\pi_{\text{min}}}$. For each target distribution, M-H based edge sampler with one initialization strategy conducts a sampling process by generating $5n$ samples and obtains an approximated distribution. This process is repeated 20 times. After all the 1000 target distributions simulated by the M-H based edge sampler, we calculate the averaged KL divergence between the approximated distribution and the target distribution.

Fig. 1 presents the ratio of KL divergences of samplers adopting random initialization and high-weight initialization, i.e., $KL_{\text{r}}$, $KL_{\text{h}}$. If the ratio exceeds 1, the edge sampler with the high-weight initialization strategy generates samples more accurately, otherwise, the random initialization outperforms the high-weight initialization. From the figure, we clearly see that the empirical results are consistent with Theorem 3. For example, when $n = 1000$ and $t = 200$, the ratio of KL divergence equals one when $\frac{\pi_{\text{max}}}{\pi_{\text{min}}} \approx \frac{n}{t} = 5$. Meanwhile, when the ratio $\frac{\pi_{\text{max}}}{\pi_{\text{min}}} > \frac{n}{t}$, which entails a skew distribution, the accuracy of high-weight initialization trumps random initialization, which appears in the figure as the ratio exceeds 1.

IV. UniNet: A Unified Framework for Scalable Network Representation Learning

In this section, we introduce UniNet, which is a unified random walk based NRL framework for scalable training. UniNet relies on the M-H based edge sampler to improve the efficiency of model training.

A. Overview of UniNet

Figure 2 illustrates the overview of UniNet. Given a network $G$, UniNet loads it into memory and generates random walks according to the NRL models. In UniNet, we generalize the process of generating random walks as the life cycle of a walker. All the M-H based edge samplers are maintained in the sampler manager, and each edge sampler executes its initialization strategy only when it is first called. The overall procedure of random walk generation in UniNet is shown in Algorithm 2. An instance of walker $\lambda$ is created whenever a walking procedure initiates by calling the function GETWALKER in Line 5. For each iteration of walking step (Lines 8-13), the walker $\lambda$ first uses the function WALKERSTATES to get its state $x$, then queries the edge sampler from the sampler manager by the state $x$ via the function QUERYSAMPLER. After the sampling result is calculated through Algorithm 1, the walker state is updated using the function UPDATESTATE. The walking process will not stop until the walker reaches the maximal steps $L$ defined by users. In addition, walkers starting from different initial nodes are able to run simultaneously in UniNet because of the independence between walkers. Indeed, UniNet parallelizes the random walk generation by assigning walkers to threads evenly. In the learning phase, all the generated walks are fed into the trainer module as the training corpus, and UniNet executes SGD optimization over Word2Vec models. This phase can be parallelized with the techniques proposed in ML community as well.

B. Unified Random Walk Model Abstraction

To make UniNet easy for users to program various random walk based NRL models, we introduce a unified random walk model abstraction on top of the M-H based edge sampler.

The difference among random walk models lies in the transition probability. Recall that the transition probability corresponding to a state $x$ can be expressed as a normalized form:

$$G_x(u) = \frac{w'_{xu}}{\sum_{k \in N(x)} w'_{xk}},$$

where $w'$ is the dynamic edge weight, which actually determines the distribution and is related to the state $x$. In other words, each state is associated with a specific transition probability distribution. As a consequence, to define a random walk, we only need to specify the state and the corresponding
Random walk sequences can be calculated in UniNet to realize the unified abstraction, dynamic edge weight online. We provide two key programs supported in UniNet over large networks by computing the unnormalized probability distribution for each entry in the edge list. Table IV lists the dynamic edge weight.

| Model       | State x | Dynamic Weight of Edge (v, u) |
|-------------|---------|-------------------------------|
| deepwalk    | (s, v)  | w_{uv}                         |
| node2vec    | (s, v)  | \alpha w_{uv}                 |
| edge2vec    | (s, v)  | \alpha M_{(s, v)}(v, u)w_{uv}  |
| fairwalk    | (s, v)  | \frac{1}{1 + \lambda}, (k \in K \Rightarrow \Phi(k) = \Phi(u)) |
| metapath2vec| (T, v)  | \begin{cases} w_{uv} & \text{if } \Phi(u) = T \\ 0 & \text{otherwise} \end{cases} |

The dynamic edge weight. Table IV lists the dynamic edge weight \(w'\) and the state definition for the previously introduced five NRL models.

Benefiting from the M-H based edge sampler, which is able to directly sample the unnormalized probability distributions, the unified abstraction above can be efficiently supported in UniNet over large networks by computing the dynamic edge weight online. We provide two key programming interfaces in UniNet to realize the unified abstraction, namely \texttt{CALCULATEWEIGHT} and \texttt{UPDATESTATE}. With \texttt{CALCULATEWEIGHT}, the dynamic edge weight can be computed based on the current state and the next candidate edge, and \texttt{UPDATESTATE} specifies the update logic of states given the next edge. Therefore, to define a random walk based NRL model in UniNet, users only need to implement the above two interfaces. Figure 3 gives the implementation for node2vec following the interfaces provided by UniNet.

### C. Implementation Details

#### Network Storage

In order to satisfy the requirement of storing large networks in memory, we utilize compressed sparse row (CSR) as the basic format of data storage, which consists of a node list and an edge list for an unweighted network. For each node, CSR keeps the offset in the edge list corresponding to its neighboring edges. CSR is also efficient for the storage of weighted networks by allocating an additional weight value for each entry in the edge list. In addition to that, to store the heterogeneous networks, we keep the types of each node by allocating an extra array of size \(|\mathcal{V}|\).

#### Sampler Management

Each M-H based edge sampler stores the last sample (i.e., \texttt{LASTX} in Algorithm 1) during the walking process. The number of edge samplers in UniNet equals the size of state space (e.g., \(|\mathcal{V}|\) for deepwalk, \(|\mathcal{E}|\) for node2vec). Such a great quantity of samplers requires proper management in order to meet the demand for fast queries by the state. However, the variety of state definitions introduces difficulties to the management of samplers. If a balanced tree is used to manage the samplers, each query entails \(O(\log(\#\text{state}))\) time complexity, which is expensive for the random walk phase since each step of the walker (Line 9 in Algorithm 2) requires searching over the samplers. Meanwhile, it is not trivial to hash the state for organizing the mapping of the samplers since the composition of the state is not fixed.

To address this issue, we introduce a 2D data layout for the samplers in node2vec.
After that, the affixture bucket, in which each sampler is indexed by affixture to the state with the same position reorganized the layout of the samplers. All samplers belonging deepwalk, this section is empty.

On the basis of the decomposition above, we carefully reorganized the layout of the samplers. All samplers belonging to the state with the same position are organized into a single bucket, in which each sampler is indexed by affixture. Fig. 4 is an illustration of the layout of the samplers in node2vec. When receiving a query based on a state, we first locate the bucket according to the position in the state structure. After that, the affixture attribute is utilized for determining the exact sampler from the sampler bucket. Such 2D data layout achieves aggregated storage of samplers, thus entailing $O(1)$ time complexity for each query.

V. EXPERIMENTAL STUDY

A. Experimental Settings

UniNet is implemented in C++, and the default parallelism is set to 16. The experiments are carried out on a server with a 24-core Xeon CPU and 96GB of memory. Each experiment is repeated five times and the averaged results are reported.

1) Datasets: We utilize eleven network datasets, of which seven are homogeneous networks. Table V summarizes the statistics for the datasets.

2) Benchmarks: We choose the random walk based NRL models listed in Table II as benchmarks. For the deepwalk and node2vec, the hyper-parameters are set according to the paper of node2vec, while the other three models use the hyper-parameters suggested by the corresponding papers. In

the random walk phase of all tests, each node is used as a starting point to generate 10 sequences of length 80. We use the open-sourced codes (see Table I) released by the authors for comparison with UniNet.

B. Accuracy Evaluation of UniNet

We evaluate the accuracy of NRL models on UniNet by running the multi-label node classification task. We use three models – deepwalk, node2vec and metapath2vec as representatives. For deepwalk and node2vec, we run them on homogeneous networks, BlogCatalog, Flickr, and Reddit datasets. The parameters $(p, q)$ of node2vec are set to $(0.25, 4.0), (0.25, 2.0), (0.25, 0.25)$ over BlogCatalog, Flickr, and Reddit, respectively. For metapath2vec, which operates on heterogeneous networks, we select Aminer for the accuracy evaluation.
TABLE VI: The time cost (seconds) of UniNet and the original implementations for the five random walk based NRL models. \( T_i \), \( T_{uw} \), \( T_t \) and \( T_r \) are initialization cost, random walk generation cost, learning cost and total cost respectively. UniNet (Orig) represents the solution implementing the original sampling method of the models on UniNet; UniNet (M-H) is our proposed framework with the new M-H based edge sampler. '*' means out-of-memory error. '-' means the values are unavailable.

| NRL Model    | Open-sourced Version | UniNet (Orig) | UniNet (M-H) | Speed-Up of \( T_r \) |
|--------------|----------------------|---------------|--------------|-----------------------|
| Deepwalk     | \( T_i \) 18.47 | \( T_{uw} \) 8.34 | \( T_t \) 25.14 | \( T_r \) 6.44 | 0.02 | 11.38 | 1.31 |
| Amazon       | 3.27 | 687.23 | 254.52 | 945.02 | 0.08 | 97.83 | 26.86 | 124.77 | 0.53 | 11.87 | 24.19 | 36.59 |
| Reddit       | 5.38 | 463.91 | 180.50 | 649.79 | 0.09 | 360.35 | 21.05 | 381.49 | 0.53 | 4.88 | 21.05 | 26.46 |
| Flickr       | 5.01 | 160.88 | 78.34 | 244.26 | 0.05 | 190.24 | 9.78 | 200.7 | 0.33 | 2.79 | 9.78 | 12.9 |
| YouTube      | 3.35 | 2010.4 | 1253.8 | 3267.6 | 0.24 | 893.13 | 132.58 | 1025.95 | 4.35 | 41.80 | 132.58 | 178.73 |
| Twitter      | 130.29 | >4h | >4h | 5.26 | >4h | >4h | 80.24 | 9831.19 | 4983.2 | 6046.63 | - | - |
| Web-UK       | * | * | * | 8.54 | >4h | >4h | 100.21 | 1270.48 | 8637.9 | 10088.59 | - | - |

Table VI. We not only compare our UniNet to the open-sourced version of the models, but also compare it to the one implementing the original sampling methods of the models on UniNet, denoted by UniNet (Orig). According to the open-sourced codes, except node2vec which uses the alias edge sampler, other four models use direct edge samplers. Our UniNet uses M-H based edge sampler with high-weight initialization strategy by default.

First, it is clear to see that UniNet trains 10X-900X faster than the original versions of the models on various networks. Because of the unified framework, different random walk-based NRL models can benefit from the common optimization under the hood. Second, the efficiency improvements of UniNet on large networks or complex models are much more significant. For example, UniNet finishes training node2vec about 3.4 hours on Web-UK, while the original version fails because of the memory explosion problem; for the metapath2vec model, UniNet runs 27X faster than the original version over Aminer. Third, compared to UniNet (Orig), on small and medium networks, the speed-up of the total cost is about 1.1X-49X, which is less significant than the aforementioned speed-up. This means the framework optimizations in UniNet also help improve the efficiency of existing edge samplers. According to the results of node2vec, the M-H based edge sampler achieves better efficiency than the alias edge sampler because of the fast initialization. According to the results of other three models, the M-H based edge sampler outperforms

C. Efficiency Evaluation of UniNet

In this subsection, we report the time cost of training the five NRL models with UniNet over the eleven networks in Fig. 5 visualizes the Micro-F1 and Macro-F1 of the three models. We present the results of node2vec on UniNet with three different initialization strategies, because node2vec uses a biased transition probability distribution, but only visualize the results of deepwalk and metapath2vec on UniNet with the random initialization strategy, because the two models use uniform transition probability distribution. The random and high-weight initialization strategies are the same according to Theorem 3. First, we can see that UniNet achieves comparable accuracy compared with the original implementation of the three models. The results demonstrate that our M-H based edge sampler is effective compared to the original sampling method, because the two models use different initialization strategies, e.g., alias method or direct sampling method. Second, for node2vec, UniNet with random initialization displays a slight drop in accuracy score in comparison with the original version, while UniNet with high-weight initialization achieves better accuracy. Through profiling the characteristics of probability distributions across the network, we find that there are 97.1%, 73.8% and 87.3% of nodes, whose probability distributions satisfy the condition ii on BlogCatalog, Flickr and Reddit respectively. Therefore, according to Theorem 3, UniNet with high-weight initialization should achieve better accuracy than the one with random initialization.
the direct edge sampler due to the fast random walk generation (i.e., fast edge sampling). These observations are consistent with the characteristics of existing edge samplers described in Introduction. Fourth, on large networks, UniNet (Orig) still suffers from the expensive sampling cost or the memory explosion problem. In the next Section, we will compare our M-H based edge sampler with other state-of-the-art sampling methods for random walk generation over large networks.

D. Efficiency over Billion-edge Networks

Here we compare the efficiency of different edge samplers for the five random walk based NRL models on two billion-edge networks – Twitter and Web-UK. The edge samplers include alias edge sampler, rejection edge sampler, memory-aware edge sampler \([32]\), KnightKing \([35]\) and M-H based edge sampler. KnightKing is the state-of-the-art solution for the fast distributed random walk generation. It uses rejection edge samplers, but adopts an outlier folding technique to efficiently handle the skewed probability distributions. For fairness, we configure KnightKing in the standalone mode. Memory-aware edge sampler is optimized for the second-order random walk generation, and it mainly generates an efficient sampler assignment within a certain memory budget. In the following experiments, we set the memory budget to be the same size as the memory consumption of UniNet.

Node2vec. For the node2vec, we select five configurations of node2vec hyper-parameters \((p, q)\). Table VII shows the time span for random walk generation. From the table, we clearly see that UniNet with M-H edge sampler achieves superior scalability, and it can successfully handle the two billion-edge networks on our server. The memory-aware edge sampler is also able to handle the two datasets because of its memory-aware assignment strategy, but has low efficiency. Alias sampler fails due to the out-of-memory issue on both networks. The rejection edge sampler and KnightKing fail on Web-UK due to the same memory problem. The concrete reason is that: the rejection edge sampler and KnightKing use the rejection-acceptance paradigm, which requires a proposal distribution (e.g., the probability distribution defined by the static edge weight). Although proposal distribution is simple, to ensure the efficiency, they are still sampled by the alias method. As the size of the network grows, the memory storage related to the proposal distribution becomes the bottleneck. Instead, our M-H edge sampler uses the uniform probability distribution as the conditional probability mass function, which can be efficiently sampled without using the alias method, so it reduces the consumption of memory significantly. On Twitter network, with some hyper-parameter configurations, KnightKing can be better than M-H edge sampler in UniNet, because of the outline folding technique and its system optimizations.

Other four models. Deepwalk and metapath2vec use first-order random walk models, so we do not evaluate them with the memory-aware edge sampler. Fairwalk and edge2vec are variants of node2vec, and we set the corresponding \((p, q)\) to be \((1, 1)\) and \((0.25, 0.25)\) respectively following their original papers. Since KnightKing does not provide the implementations of fairwalk and edge2vec, we implemented them by ourselves following KnightKing's interfaces. For the models using heterogeneous networks, we adopt the method in work \([35]\) to randomly generate type information for the networks.

FIG. 6: The time cost (sec.) of random walk generation in deepwalk, metapath2vec, edge2vec and fairwalk.
information, and it is hard to figure out a deterministic way to describe the outlier cases in the probability distributions. As a result, KnightKing cannot benefit from the outlier folding technique. The efficiency of memory-aware edge sampler is worse than the ones of KnightKing and UniNet, because it only schedules classical samplers within a memory budget and does not optimized for the skewed probability distributions. Despite the low efficiency, the memory-aware edge sampler is able to handle the Web-UK dataset, while KnightKing fails due to memory shortage.

To summarize, compared to KnightKing and memory-aware sampler, our M-H based edge sampler can achieve 9.6%-73.2% efficiency improvement in most of the settings and handle much larger networks.

The comparison of different initialization costs in M-H edge sampler. The initialization procedure is critical for M-H edge sampler in efficiency. From Fig. 6 we can see that in fairwalk and edge2vec, the initialization cost of burn-in strategy takes up 42%-47% of the total cost. By applying the random and high-weight initialization strategies, the ratio is reduced to 24%-40%. This is consistent with our analysis in Section III-C and the burn-in strategy requires a large number of iterations of sampling action for the initialization. In our experiments, the number is only set to 100 after parameter tuning, i.e., a smaller number will lead to the model accuracy loss of UniNet. Moreover, in conjunction with the results in Section V-B high-weight strategy entails relatively low initialization overhead compared with burn-in, meanwhile maintaining the model accuracy.

E. Sensitivity of the M-H based Edge Sampler

In the Introduction, we claim that our edge sampler is stable while rejection edge sampler is parameter sensitive. To verify this, we conduct sensitivity experiments with node2vec, fairwalk and edge2vec since their transition probability distributions can be easily tuned by varying two hyper-parameters $p$ and $q$. Specifically, for the two hyper-parameters, we fix one hyper-parameter to be 1, and then vary the other in $[0.25, 0.5, 1.0, 2.0, 4.0, 6.0, 8.0, 10]$ to produce different transition probability distributions. Fig. 7 illustrates the experimental results. We execute node2vec on YouTube and LiveJournal, fairwalk on YouTube, and edge2vec on Aminer. The results of alias edge sampler are not visualized on LiveJournal because of the out-of-memory problem.

1) It is clear to see that the efficiency of M-H edge sampler in UniNet and alias edge sampler remains stable, while the time costs of memory-aware edge sampler, rejection edge sampler and KnightKing vary a lot. In Fig 7(b) when changing $q$ in node2vec on LiveJournal from 1.0 to 10, UniNet with High-Weight entails around 160s to finish the workload, but the time cost of KnightKing increases from 87s to 900s. The results of edge2vec and fairwalk are similar. It is because, as analyzed in Section III-A the time cost of M-H based edge sampler in UniNet is only affected by the computation of dynamic weight edge, and is not related to the value of hyper-parameters. In contrast, the time complexity of rejection-based edge samplers is related to the shape of probability distribution, which is heavily influenced by the hyper-parameters.

2) The efficiency of KnightKing with varying $q$ in node2vec is more unstable than the one with varying $p$. This is because, according to Eq. 2 parameter $q$ affects multiple dynamic edge weights, which leads to multiple outliers, while parameter $p$ affects only one dynamic edge weight. This results indicate that the outlier folding technique is more effective when the number of outliers is small. In Figure 7(c) and 7(g) unlike node2vec, when $p$ is smaller than 1.0, the KnightKing on...
edge2vec and fairwalk is inefficient as well. As discussed in Section V-D, the properties of the transition probability distributions in edge2vec and fairwalk are also influenced by the heterogeneous information which makes them non-deterministic, so users cannot predefine the outlier cases (easily), making the outlier folding technique ineffective.

3) KnightKing outperforms the rejection edge sampler, and is better than UniNet with some hyper-parameters on node2vec, because of the sophisticated systematic optimizations and the optimizations in terms of rejection sampling algorithm including pre-acceptance and the outlier folding technique, while other samplers are implemented in UniNet, which is a simple prototype for proof-of-concept. In addition, on edge2vec and fairwalk, due to the non-deterministic outlier cases in the transition probability distributions, KnightKing performs worse than UniNet.

VI. RELATED WORK

A. Network Representation Learning

Besides the random walk based NRL models studied in our paper, another emerging category is deep graph neural network [14], which uses deep neural network to learn network representation. The model development in both categories is usually conducted over small datasets, most of existing models have poor scalability to the large scale datasets. Recently, some researches begin to optimize the efficiency of random walk NRL models. Zhou et al. [37] introduced a distributed solution for node2vec with a pregel-like graph computation framework. It computes the transition probability during the random walk to reduce memory space, and decrease the computation overhead with sophisticated optimization techniques. This solution requires a cluster to handle billion-edge graphs. Similarly, PyTorch-BigGraph [17] proposed by Facebook uses graph partitioning technique and parameter server architecture to learn embeddings from large multi-relation networks, and introduces several modifications to the standard models. Our UniNet is a single node solution, and is optimized for general random walk based NRL models.

B. Metropolis-Hastings Sampling Techniques

Metropolis-Hastings (M-H) algorithm is first proposed by Nicholas Metropolis for the case of symmetrical proposal distributions [23]. A basic problem of the M-H algorithm is convergence. Roberts et al. [30] introduced simple conditions for the convergence of M-H algorithms. The works [2], [12], [22] further theoretically analyzed the conditions for the geometric convergence. However, up to now, it is still an open question to show that how many iterations the M-H algorithms require to be converged in general, thus bringing in the “burn-in” period for initialization. In this paper, our M-H based edge sampler uses two new efficient heuristic initialization strategies instead of the expensive “burn-in” period. We establish theorems which guide users to properly choose initialization strategy with regard to the target probability distributions.

Moreover, in the context of networks, Metropolis-Hastings random walk [18], [19] is often used to (uniformally) sample nodes. It describes a simple way to modify the random walk, so that it converges to a prescribed node probability distribution. The M-H based edge sampler in UniNet, to the best of our knowledge, is the first method applying the M-H sampling technique to converge to the transition probability distributions.

C. Fast Random Walk in Networks

Performing random walk generation efficiently in networks is a fundamental task. Atish et al. [4], [5] proposed several fast distributed random walk algorithms, which minimize the number of rounds and messages required in distributed settings. Zhou et al. [37] introduced a distributed second-order random walk algorithm on a Pregel-like graph computation framework [20], [31] to speed up the node2vec model. Yang et al. [35] proposed a new distributed random walk engine on the basis of optimized rejection sampling method, which exhibits promising performance while ensuring low memory consumption. Besides the distributed solutions, there also exist serveral efficient single-node solutions. DrukarMob [16] is a specialized system for fast random walk running out-of-core on a single machine with multi-core processors. DrukarMob only focuses on the standard walk and optimizes network organization to achieve performance improvement. The memory-aware random walk framework [32] dynamically assigns different sampling methods for the nodes to minimize the random walk time cost within the memory budget, but it is only optimized for the second-order random walk models. UniNet in this paper improves the efficiency of random walk generation by applying the new M-H based edge sampler, which further helps unify various random walk based NRL models and scale them to large graphs.

VII. CONCLUSION

Random walk based NRL model is an effective approach to learn structural information of networks nowadays. In this work, we were concentrated on unifying existing random walk based NRL models into an optimized framework UniNet, which supports the models to efficiently learn from large networks, especially billion-edge networks. We adopted Metropolis-Hastings sampling for edge sampling, dramatically enhancing the efficiency of random walk generation phase in the NRL models. In addition, we theoretically discussed the impact of different initialization strategies of our edge sampler for the accuracy of the model, and carefully introduced two initialization strategies to balance the efficiency and accuracy. Finally, to unify the NRL models, we introduced a random walk model abstraction, which allows users to define different random walk models on demand. The empirical studies clearly demonstrated that UniNet trains random walk based NRL models significantly faster than existing solutions.

APPENDIX A

THE PROOF OF THEOREM 3

Proof **High-weight initialization.** Assume there are $t$ different elements whose probability is $\pi_{\text{max}} = \max_{x \in \Omega} (\pi(x))$, and each element...
can be sampled uniformly, then
\[
\pi^0(x) = \begin{cases} 
\frac{1}{t} & x = \arg\max_{x \in \Omega} (\pi(x)), \\
0 & \text{otherwise}.
\end{cases}
\] (14)

From Eq. 8 and the definition of supreme norm, we have
\[
\kappa_0 = \max\{1 - \frac{1}{\|\pi\|_{\infty}}, 1\}.
\] (15)

Random Initialization. Accordingly, if \(\pi^0\) is uniform, i.e., \(\pi^0(x) = \frac{1}{n}\), we have
\[
\kappa_0 = \max\{1 - \frac{1}{n\|\pi\|_{\infty}}, 1\}.
\] (16)

To figure out the conditions for \(\kappa < \kappa_0\), we discuss by cases.

Case 1: \(\frac{1}{\|\pi\|_{\infty}} - 1 > 1\), which leads to \(\|\pi\|_{\infty} < \frac{1}{2t}\). In this case,
\[
\kappa_0 = \frac{1}{\|\pi\|_{\infty}} - 1.
\] (17)

Case 1.1: \(\frac{1}{\|\pi\|_{\infty}} > \frac{1}{\|\pi\|_{\infty} - 1}\). Let \(\kappa_0 < \kappa_0\), we can get
\[
\|\pi\|_{\infty} > \frac{n + t}{2} > \frac{1}{2t}\.
\] (18)

which contradicts with the precondition that \(\|\pi\|_{\infty} < \frac{1}{2t}\).

Case 1.2: \(\frac{1}{\|\pi\|_{\infty}} < \frac{1}{\|\pi\|_{\infty} - 1}\). Let \(\kappa_0 < \kappa_0\), we can get
\[
\|\pi\|_{\infty} > \frac{n + t}{2} > \frac{1}{2t}.
\] (19)

From Eq. 19 and \(\|\pi\|_{\infty} < \frac{1}{2t}\) it can be deduced that the prerequisite condition for case 2 is guaranteed to be satisfied.

Case 2: \(\frac{1}{\|\pi\|_{\infty}} - 1 > 1\), which leads to \(\|\pi\|_{\infty} > \frac{1}{2t}\). In this case,
\[
\kappa_0 = 1.
\]

Case 2.1: \(\frac{1}{\|\pi\|_{\infty}} > \frac{1}{\|\pi\|_{\infty} - 1}\). Let \(\kappa_0 < \kappa_0\), we can get
\[
\|\pi\|_{\infty} > \frac{n + t}{2} > \frac{1}{2t}.
\] (20)

which directly fulfills the prerequisite condition for case 2.1.

Case 2.2: \(\frac{1}{\|\pi\|_{\infty}} < \frac{1}{\|\pi\|_{\infty} - 1}\). The condition \(\kappa_0 < \kappa_0\) the conclusion can be derived from condition \(\kappa_0 > \kappa_0\) is impossible since \(\kappa_0 = 1 > 1 - \frac{1}{\|\pi\|_{\infty}} = \kappa_0\).

In summary, if \(\kappa_0 < \kappa_0\), then
\[
\left\{ \begin{array}{l}
\|\pi\|_{\infty} < \frac{n + t}{2} \\
\|\pi\|_{\infty} > \frac{n + t}{2} > \frac{1}{2t}
\end{array} \right. \quad \text{or} \quad \left\{ \begin{array}{l}
\|\pi\|_{\infty} > \frac{n + t}{2} > \frac{1}{2t}
\end{array} \right.
\] (21)
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