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Abstract—We investigate the impact of fading correlation on the performance of the doubly dirty fading multiple access channel (MAC) with non-causally known side information at transmitters. Using Copula theory, we derive closed-form expressions for the outage probability (OP) and the coverage region under positive/negative dependence conditions. We show that a positive dependence structure between the fading channel coefficients is beneficial for the system performance, as it improves the OP and extends the coverage region compared to the case of independent fading. Conversely, a negative dependence structure has a detrimental effect on both performance metrics.
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I. INTRODUCTION

Achieving reliability constraints in applications like connected robotics and autonomous systems [1] is a key open challenge in the roadmap to sixth-generation (6G) technology. In this regard, multi-user wireless communications techniques that take advantage of side information (SI) at the transmitters can be of great interest, since such knowledge – either channel state information (CSI), or interference awareness – can be leveraged to intelligently encode their information. By doing so, the destructive effects of the interference can be reduced, and reliable communication with higher rates can be achieved.

The use of SI at the transmitter was first studied by Shannon in the context of single-user communication systems [2]. For a multi-user setting, Jafar provided a general capacity region for a discrete and memoryless multiple-access channel (MAC) with causal and non-causal independent SI in [3]. By exploiting a random binning technique, Philosof−Zamir extended Jafar’s work and presented achievable rate regions for the discrete and memoryless MAC with correlated SI known non-causally at the encoders [4]. The case of a two-user Gaussian MAC with SI at both transmitters (i.e., doubly dirty MAC) for the high-SNR and strong interference regimes was studied in [5], on which the achievable rate regions suffer from a bottleneck effect dominated by the weaker user compared to the case of a clean MAC (i.e., without interference).

In wireless communication theory, dependence structures associated to random phenomena in temporal, frequency or spatial scales are often neglected for the sake of tractability [6]. This is the case, for instance, of multi-user channels, where due to physical proximity of the transmitters the channel coefficients observed by each user are in general not independent. One plausible approach to incorporate arbitrary dependence structures that is recently gaining momentum in the wireless communication arena is the use of Copula theory [7], [8]. Copulas are widely used in statistics, survival analysis, image processing, and machine learning. Recently, they have also become popular in the context of performance analysis of wireless communication systems, supported by empirical evidences [9] and motivated by the possibility of designing and intelligently controlling dependence structures to improve system performance [10]. Specifically, Copulas have been used to provide general bounds on the outage performance for dependent slow-fading channels in [8]; to study the physical layer security performance in a correlated Rayleigh fading wiretap channel in [11], and also in [12]; to analyze the impact of interference correlation in the context of ad-hoc networks [13]. Finally, the authors in [14] derived closed-form expressions for the OP and the coverage region in the correlated Rayleigh fading clean MAC, bringing out the positive effect of a negative dependence between fading channels in the system performance.

Given the relevance of the two-user MAC as a key building block in communication theory [15], we study the impact of fading correlation on the performance of doubly dirty MAC with non-causally known SI at transmitters. Differently from the case on which interferences are not present, our theoretical results show that positive dependence between the fading channel coefficients is beneficial, since it allows for reducing the OP and extending the coverage region compared to the baseline case of independent fading.

II. SYSTEM MODEL AND DEFINITIONS

A. The wireless doubly dirty MAC

We consider a two-user wireless doubly dirty MAC [5] with two known interferences $S_1$ and $S_2$ (see Fig. 1), where, transmitters (users) $t_1$ and $t_2$ send the inputs $X_1$ and $X_2$, respectively. Therefore, the received signal $Y$ at receiver (base station) $r$ can be defined as:

$$Y = h_1X_1 + h_2X_2 + S_1 + S_2 + Z,$$

where $Z$ represents the Additive White Gaussian Noise (AWGN) with zero mean and variance $N$ (i.e., $Z \sim N(0, N)$) at the receiver $r$, and $h_1$ and $h_2$ are the corresponding fading channel Rayleigh coefficients, meaning that the channel power
Theorem 1. In a block fading doubly dirty MAC with a coherent receiver (fading coefficients $h_1$ and $h_2$ are known at the receiver) and two independent interferences $S_1$ and $S_2$ non-causally known at transmitters $t_1$ and $t_2$, the instantaneous capacity region is determined as follows as long as the interferences $S_1$ and $S_2$ are strong (i.e., $Q_1, Q_2 \to \infty$) [5]

$$R_1 + R_2 \leq \frac{1}{2} \log \left(1 + \min \left\{ \frac{P_1 |h_1|^2}{\mathbb{E}[|h_1|^2]}, \frac{P_2 |h_2|^2}{\mathbb{E}[|h_2|^2]} \right\} \right),$$

which is independent of $S_1$ and $S_2$, and where $R_1$ and $R_2$ are the transmission rates for $t_1$ and $t_2$ located at distances $d_1$ and $d_2$, respectively, and $\alpha > 2$ is the path loss exponent.

We now briefly review some basic definitions and properties of the two-dimensional Copulas [7].

Definition 1 (Copula). Let $V = (V_1, V_2)$ be a vector of two random variables (RVs) with marginal cumulative distribution functions (CDFs) $F_j(v_j) = \Pr(V_j \leq v_j)$ for $j = 1, 2$, respectively. The relevant bivariate CDF is defined as:

$$F(v_1, v_2) = \Pr(V_1 \leq v_1, V_2 \leq v_2).$$

Then, the Copula function $C(u_1, u_2)$ of $V = (V_1, V_2)$ defined on the unit hypercube $[0, 1]^2$ with uniformly distributed RVs $U_j := F_j(v_j)$ for $j = 1, 2$ over $[0, 1]$ is given by

$$C(u_1, u_2) = \Pr(U_1 \leq u_1, U_2 \leq u_2).$$

Theorem 2 (Sklar’s theorem). Let $F(v_1, v_2)$ be a joint CDF of RVs with margins $F_j(v_j)$ for $j = 1, 2$. Then, there exists one Copula function $C$ such that for all $v_j$ in the extended real line domain $R_j$,

$$F(v_1, v_2) = C(F(v_1), F(v_2)).$$

Corollary 1. By applying the chain rule to (5), the joint probability density function (PDF) $f(v_1, v_2)$ is derived as:

$$f(v_1, v_2) = f(v_1)f(v_2)c(F(v_1), F(v_2)),$$

where $c(F(v_1), F(v_2)) = \frac{\partial^2 C(F(v_1), F(v_2))}{\partial F(v_1) \partial F(v_2)}$ is the Copula density function and $f(v_j)$ for $j = 1, 2$ are the marginal PDFs, respectively.

Definition 2. For a vector of two RVs $V = (V_1, V_2)$ with joint CDF $F(v_1, v_2)$ and marginal survival functions $\bar{F}_j(v_j) = \Pr(V_j > v_j)$ for $j = 1, 2$, the joint survival function $\bar{F}(v_1, v_2)$ is given by

$$\bar{F}(v_1, v_2) = \Pr(V_1 > v_1, V_2 > v_2) = \bar{F}(v_1) + \bar{F}(v_2) - 1 + C(1 - \bar{F}(v_1), 1 - \bar{F}(v_2))$$

where $\hat{C}(u_1, u_2) = u_1 + u_2 - 1 + C(1 - u_1, 1 - u_2)$ is the survival Copula of $V = (V_1, V_2)$.

The above definitions hold for any arbitrary choice of Copula. We will now exemplify how the outage performance can be characterized in the closed-form expression for the upper/lower Fréchet-Hoeffding, Frank, and FGM Copulas. These choices are justified because they capture positive/negative dependences between RVs for any range of correlation, while offering good mathematical tractability. These are also symmetric Copulas, so that their survival Copula coincides with the Copula, i.e., $\hat{C}(u_1, u_2) = C(u_1, u_2)$.

Definition 3 (Fréchet-Hoeffding bounds). For any Copula function $C : [0, 1]^2 \to [0, 1]$ and any $(u_1, u_2) \in [0, 1]^2$, the following bounds hold:

$$C^-(u_1, u_2) \leq C(u_1, u_2) \leq C^+(u_1, u_2),$$

where $C^-$ and $C^+$ are the lower and upper Fréchet-Hoeffding bounds respectively that are defined as follows:

$$C^- = \max(u_1 + u_2 - 1, 0)$$

$$C^+ = \min(u_1, u_2).$$

Note that the lower and upper bounds in (10) are themselves Copulas and denote the negative and positive perfect correlation, respectively. In addition, the lower and upper Fréchet-Hoeffding bounds are symmetric Copulas, i.e., $\hat{C}^-(u_1, u_2) = C^-(u_1, u_2)$ and $\hat{C}^+(u_1, u_2) = C^+(u_1, u_2)$.

Definition 4 (Frank Copula). The bivariate Frank Copula with dependence parameter $\theta \in (-\infty, \infty)\setminus\{0\}$ is defined as:

$$C_F(u_1, u_2) = -\frac{1}{\theta} \ln \left[1 + \frac{(e^{-\theta u_1 v_1 - 1})(e^{-\theta u_2 v_2 - 1})}{e^{-\theta v_1 - 1}} \right],$$

which accepts both negative and positive dependence structures. When $\theta$ tends to $-\infty$ and $+\infty$, the lower and upper bound of Fréchet-Hoeffding will be attained, respectively. Also, independence is achieved as $\theta$ approaches zero.

Definition 5 [FGM Copula] The bivariate FGM Copula with dependence parameter $\theta_F \in [-1, 1]$ is defined as:

$$C_{FGM}(u_1, u_2) = u_1 u_2 (1 + \theta_F (1 - u_1) (1 - u_2)).$$
where $\theta_F \in [-1, 0)$ and $\theta_F \in (0, 1]$ denote the negative and positive dependence structures respectively, while $\theta_F = 0$ indicates the independence structure.

III. OUTAGE PROBABILITY

The outage probability is a key metric to evaluate the performance of communication systems operating over fading channels, and is defined as the probability that the channel capacity is less than a certain information rate $R_o > 0$, as:

$$P_{out} = \Pr(R_1 + R_2 \leq R_o)$$

$$= \Pr\left(\frac{\gamma_1}{d_1^\theta} + \frac{\gamma_2}{d_2^\theta} \leq 2^{2R_o} - 1\right)$$

$$= 1 - \Pr(\gamma_1 > \beta_1, \gamma_2 > \beta_2)$$

$$= 1 - \mathcal{C}(\tilde{F}_1(\beta_1), \tilde{F}_2(\beta_2)).$$

where $\beta_1 = d_1^\theta (2^{2R_o} - 1)$ and $\beta_2 = d_2^\theta (2^{2R_o} - 1)$.

**Theorem 3.** The OP over correlated Rayleigh fading doubly dirty MAC with defined parameters $\bar{\gamma}_1$, $\bar{\gamma}_2$, $\theta_F$, $\theta_I$, $\beta_1$, and $\beta_2$ is given by (i) as (19) under Fréchet-Hoeffding Copula

$$P_{out}^- = 1 - \max\left(e^{-\frac{\alpha}{\theta_I}} + e^{-\frac{\alpha}{\theta_F}}, 1, 0\right)$$

(ii) as (20) under upper Fréchet-Hoeffding Copula

$$P_{out}^+ = 1 - \min\left(e^{-\frac{\alpha}{\theta_I}}, e^{-\frac{\alpha}{\theta_F}}\right)$$

(iii) as (21) under Frank Copula

$$P_{out}^{fr} = 2 - e^{-\frac{\alpha}{\theta_I}} + e^{-\frac{\alpha}{\theta_F}} + \frac{1}{\theta_I} \ln\left[1 + \frac{\left(e^{-\theta_I(1-e^{-\frac{\alpha}{\theta_I}})} - 1\right)\left(e^{-\theta_I(1-e^{-\frac{\alpha}{\theta_F}})} - 1\right)}{e^{-\theta_I} - 1}\right]$$

(iv) as (22) under FGM Copula

$$P_{out}^F = 1 - e^{-\left(\frac{\alpha}{\theta_I} + \frac{\alpha}{\theta_F}\right)}\left(1 + \theta_F\left(1 - e^{-\frac{\alpha}{\theta_I}}\right)\left(1 - e^{-\frac{\alpha}{\theta_F}}\right)\right).$$

Proof. Using the concept of survival Copula from Definition 2 to Fréchet-Hoeffding, Frank, and FGM Copulas, and inserting these survival Copulas into (18) the proof is completed.

IV. COVERAGE REGION

By exploiting the concept of coverage region in [16, Def. 2], we determine the expression for the coverage region of the system model in Fig. 1. For simplicity and without loss of generality, we assume that receiver $r$ is located at the origin $(0, 0)$. Then, we define the coverage region as the geographic area, i.e., the set of distances $d_1$ and $d_2$ for which the sum rate $R_1 + R_2$ is guaranteed, with $R_1, R_2 > 0$, i.e.,

$$G(d_1, d_2) \triangleq \{d_1, d_2, C(d_1, d_2) > R_1 + R_2\}$$

where $C(d_1, d_2) = \frac{1}{2} \log_2\left(1 + \min\left\{\frac{P_{\text{out}}}{d_1^\theta}, \frac{P_{\text{out}}}{d_2^\theta}\right\}\right)$ denotes the channel capacity when transmitters $t_1$ and $t_2$ are located at $d_1$ and $d_2$, respectively. We note that, while the definition of coverage region is related to an expectation over the achievable rate classically associated to an ergodic setting, it becomes relevant in a block-fading setting with link adaptation capabilities [17]. For the sake of compactness, the coverage region is exemplified for the FGM Copula.

**Theorem 4.** The coverage region for the concerned correlated Rayleigh fading doubly dirty MAC with defined parameters $\bar{\gamma}_1$, $\bar{\gamma}_2$, $\theta_F$, $\alpha$, $R_1$, and $R_2$ is given by (24).

Proof. The coverage region is expressed in terms of an expectation over the random SNRs $\gamma_1$ and $\gamma_2$ as:

$$R_1 + R_2 \leq \mathbb{E}_{\gamma_1, \gamma_2} \left[\frac{1}{2} \log_2\left(1 + \min\left\{\frac{\gamma_1}{d_1^\theta}, \frac{\gamma_2}{d_2^\theta}\right\}\right)\right]$$

$$= \int_0^\infty \int_0^\infty \frac{1}{2} \log_2\left(1 + \min\left\{\frac{(1 + \gamma_1)}{d_1^\theta}, \frac{(1 + \gamma_2)}{d_2^\theta}\right\}\right) f(\gamma_1, \gamma_2) d\gamma_1 d\gamma_2$$

$$= \int_0^\infty \left(\int_{\gamma_1}^{\gamma_2} \frac{1}{2} \log_2\left(1 + \frac{\gamma_1}{d_1^\theta}\right) f(\gamma_1, \gamma_2) d\gamma_1 \right. \left. + \int_{\gamma_2}^{\infty} \frac{1}{2} \log_2\left(1 + \frac{\gamma_2}{d_2^\theta}\right) f(\gamma_1, \gamma_2) d\gamma_1\right) d\gamma_2.$$  

where $f(\gamma_1, \gamma_2)$ is the joint PDF of the SNRs [11], obtained from Corollary 1 by performing partial derivatives over the Copula function in (14) and using the chain rule, as follows

$$f(\gamma_1, \gamma_2) = e^{-\frac{\gamma_1}{\bar{\gamma}_1\theta_I}}\gamma_1^{\frac{\gamma_1}{\bar{\gamma}_1\theta_I}}\left[1 + \theta_F\left(1 - 2e^{-\frac{\gamma_1}{\bar{\gamma}_1\theta_I}}\right)\left(1 - 2e^{-\frac{\gamma_2}{\bar{\gamma}_2\theta_F}}\right)\right].$$

By substituting the joint PDF from (28) into (27), and calculating the above integrals, the coverage region is obtained as (24). The details of the proof are in Appendix A.
uncorrelated fading (UF) case. The effect of the threshold rate achieves better performance (lower OP) as compared to the ratio $\bar{\gamma}$ illustrated in Fig. 4. We see that increasing $\bar{\gamma}$ in Fig. 3. As $\bar{\gamma}$ increases, the OP tends to 1, which is coherent with the fact that communication becomes impossible at very high rates. We also confirm that positive dependence has a beneficial role on system performance (lower OP).

The coverage region for selected values of dependence parameter $\theta_F$, $\theta_{fr}$, and the ratio $\mu = \frac{\gamma_2}{\gamma_1}$ is illustrated in Fig. 4. We see that increasing $\bar{\gamma}$ extends the coverage region, and also that when $\gamma_1$ and $\gamma_2$ are similar the role of dependence becomes more noticeable.

V. NUMERICAL RESULTS

In this section, the analytical and Monte-Carlo simulation results for the OP and coverage region are presented, with special focus on comparing the performances in the presence/absence of fading correlation. The path-loss exponent is $\alpha = 3.5$ for all results. Fig. 2 shows the behavior of the OP based on the variation of $\bar{\gamma}_1$ for selected values of $\theta_F$, $\theta_{fr}$, and $\mu = \frac{\gamma_2}{\gamma_1}$. For simplicity, we set $d_1 = d_2 = 1$ in this scenario. In all instances, the Fréchet-Hoeffding bounds provide the limit performance for the extreme cases of correlation. We see that under the positive dependence structure $(C^+, \theta_{fr} = 30, \text{and } \theta_F = 1)$, the correlated fading (CF) case achieves better performance (lower OP) as compared to the uncorrelated fading (UF) case. The effect of the threshold rate $R_o$ on the OP for selected values of $\theta_F$, $\theta_{fr}$, and $\mu$ is evaluated in Fig. 3. As $R_o$ increases, the OP tends to 1, which is coherent with the fact that communication becomes impossible at very high rates. We also confirm that positive dependence has a beneficial role on system performance (lower OP).

The coverage region for selected values of dependence parameter $\theta_F$ and $\bar{\gamma}_1$ is illustrated in Fig. 4. We see that increasing $\bar{\gamma}_1$ extends the coverage region, and also that when $\bar{\gamma}_1$ and $\bar{\gamma}_2$ are similar the role of dependence becomes more noticeable.

VI. CONCLUSION

We evaluated the performance of doubly dirty MAC with non-causally known side information at transmitters, where the corresponding fading channel coefficients are assumed correlated. We derived closed-form expressions and lower/upper bounds for the OP, analyzing the effect of correlated fading under negative/positive dependence structures. We also characterized the coverage region using the FGM Copula, which covers negative and positive correlation. We showed that system performance is improved in terms of OP reduction and coverage region extension. Results confirm the beneficial impact of positive fading correlation in the doubly dirty MAC channel due to strong interference, compared to the case of an interference-free clean MAC.

APPENDIX A

PROOF OF THEOREM 4

After applying the joint PDF $f(\gamma_1, \gamma_2)$ in (27) and exploiting the linearity rules of integration, (27) can be decomposed as

$$R_1 + R_2 \leq \int_0^\infty \int_0^\infty \frac{e^{-\gamma_1}}{2\gamma_1 \gamma_2} \log_2 \left( 1 + \frac{\gamma_1}{d_1^2} \right) \left[ 1 + \theta_F \left( 1 - 2e^{-\frac{\gamma_1}{\gamma_2}} \right) \left( 1 - 2e^{-\frac{\gamma_2}{\gamma_1}} \right) \right] d\gamma_1 d\gamma_2$$

$$+ \int_0^\infty \int_0^\infty \frac{e^{-\gamma_1}}{2\gamma_1 \gamma_2} \log_2 \left( 1 + \frac{\gamma_2}{d_2^2} \right) \left[ 1 + \theta_F \left( 1 - 2e^{-\frac{\gamma_1}{\gamma_2}} \right) \left( 1 - 2e^{-\frac{\gamma_2}{\gamma_1}} \right) \right] d\gamma_1 d\gamma_2$$

$$= \mathcal{A}_1 + \theta_F (\mathcal{A}_2 - 2\mathcal{A}_3 - 2\mathcal{A}_4 + 4\mathcal{A}_5)$$

$$+ \mathcal{B}_1 + \theta_F (\mathcal{B}_1 - 2\mathcal{B}_2 - 2\mathcal{B}_3 + 4\mathcal{B}_4).$$

(30)
where the integrals in (30) follow the following formats:

\[
\int e^{-\xi x} \log_2(1 + \eta x) dx = \frac{1}{\ln 2} \left[ e^{\xi} E \left(\frac{-(\xi + \zeta x)}{\eta} \right) - e^{-\xi x} \ln(1 + \eta x) \right],
\]

(31)

\[
\int_0^\infty e^{-\xi x} \log_2(1 + \eta x) dx = -\frac{e^{\xi}}{\xi \ln 2} E \left(\frac{-\xi}{\eta} \right),
\]

(32)

\[
\int_0^\infty e^{-\xi x} E \left(\frac{-(\kappa + \eta x)}{\eta} \right) dx = \frac{1}{\xi} \left[ E(\kappa) - e^{\xi} E \left(\frac{(\xi + \eta)\kappa}{\eta} \right) \right].
\]

(33)

Now, by exploiting (31), (32), and (33), we have:

\[
\mathcal{A}_1 = \int_0^\infty \int \gamma_1^2 e^{\frac{2\eta}{\gamma_1 \gamma_2}} \log_2 \left(1 + \frac{\gamma_1}{d_1^2} \right) d\gamma_1 d\gamma_2 = -\frac{\gamma_1 e^{\frac{2\eta}{\gamma_1 \gamma_2}}}{2(\gamma_1 + \gamma_2)} E \left(\frac{\gamma_1 + \gamma_2}{\gamma_1 \gamma_2} \right),
\]

(34)

\[
\mathcal{A}_2 = \int_0^\infty \int \gamma_2 e^{\frac{2\eta}{\gamma_2}} \log_2 \left(1 + \frac{\gamma_2}{d_2^2} \right) d\gamma_1 d\gamma_2 = -\frac{\gamma_2 e^{\frac{2\eta}{\gamma_2}}}{2(\gamma_1 + \gamma_2)} E \left(\frac{\gamma_1 + \gamma_2}{\gamma_1 \gamma_2} \right),
\]

(35)

\[
\mathcal{A}_3 = \int_0^\infty \int \gamma_1 e^{\frac{2\eta}{\gamma_2}} \log_2 \left(1 + \frac{\gamma_1}{d_1^2} \right) d\gamma_2 d\gamma_2 = -\frac{\gamma_1 e^{\frac{2\eta}{\gamma_1 \gamma_2}}}{2(\gamma_1 + \gamma_2)} E \left(\frac{\gamma_1 + \gamma_2}{\gamma_1 \gamma_2} \right),
\]

(36)

\[
\mathcal{A}_4 = \int_0^\infty \int \gamma_2 e^{\frac{2\eta}{\gamma_1 \gamma_2}} \log_2 \left(1 + \frac{\gamma_2}{d_2^2} \right) d\gamma_2 d\gamma_2 = -\frac{\gamma_2 e^{\frac{2\eta}{\gamma_1 \gamma_2}}}{8(\gamma_1 + \gamma_2)} E \left(\frac{\gamma_1 + \gamma_2}{\gamma_1 \gamma_2} \right).
\]

(37)

Similarly, by utilizing (32), we have:

\[
\mathcal{B}_1 = \frac{1}{2\gamma_1 \gamma_2} \int_0^\infty \int e^{-\frac{\gamma_1}{\gamma_2} - \frac{2\eta}{\gamma_2}} \log_2 \left(1 + \frac{\gamma_2}{d_2^2} \right) d\gamma_1 d\gamma_2 = -\frac{\gamma_1 e^{\frac{2\eta}{\gamma_1 \gamma_2}}}{2(\gamma_1 + \gamma_2)} E \left(\frac{d_2^2 (\gamma_1 + \gamma_2)}{\gamma_1 \gamma_2} \right),
\]

(38)

\[
\mathcal{B}_2 = \frac{1}{2\gamma_1 \gamma_2} \int_0^\infty \int e^{-\frac{\gamma_1}{\gamma_2} - \frac{2\eta}{\gamma_2}} \log_2 \left(1 + \frac{\gamma_2}{d_2^2} \right) d\gamma_1 d\gamma_2 = -\frac{\gamma_2 e^{\frac{2\eta}{\gamma_2}}}{2(2\gamma_1 + \gamma_2)} E \left(\frac{d_2^2 (\gamma_1 + \gamma_2)}{\gamma_1 \gamma_2} \right),
\]

(39)

\[
\mathcal{B}_3 = \frac{1}{2\gamma_1 \gamma_2} \int_0^\infty \int e^{-\frac{\gamma_1}{\gamma_2} - \frac{2\eta}{\gamma_2}} \log_2 \left(1 + \frac{\gamma_2}{d_2^2} \right) d\gamma_1 d\gamma_2 = -\frac{\gamma_1 e^{\frac{2\eta}{\gamma_1 \gamma_2}}}{4(\gamma_1 + \gamma_2)} E \left(\frac{d_2^2 (\gamma_1 + \gamma_2)}{\gamma_1 \gamma_2} \right)
\]

(40)

These integrals allow us to express (17) in closed-form by inserting (34)-(41) into (30). A very tight approximation across the entire range of arguments of \( E(\cdot) \) can be derived by using \( E(-x) \sim \frac{-e^{-x}}{\sqrt{2\pi x}} \) [18]. This completes the proof.
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