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Abstract

Among the various options to estimate uncertainty in deep neural networks, Monte-Carlo dropout is widely popular for its simplicity and effectiveness. However, the quality of the uncertainty estimated through this method varies and choices in architecture design and in training procedures have to be carefully considered and tested to obtain satisfactory results. In this paper, we present study offering a different point of view on the behavior of Monte-Carlo dropout, which enable us to observe a few interesting properties of the technique to keep in mind when considering its use for uncertainty estimation.

1. Introduction

The increasing interest in the deployment of deep learning solutions in real safety-critical applications ranging from healthcare to robotics and autonomous vehicles is making apparent the importance to properly estimate the uncertainty of the predictions made by deep neural networks (Kendall et al., 2017; Loquercio et al., 2020).

While most common neural network architectures only provide point estimates, uncertainty can be evaluated with Bayesian neural networks (BNNs) (Denker & LeCun, 1990; MacKay, 1992) where the deterministic weights used in the majority of neural networks are replaced with distributions over the network parameters. Although the formulation of BNNs is relatively easy in theory, their use in practice for most complex problems is often unfeasible due to their need to analytically evaluate the marginal probabilities during training which becomes quickly intractable. Recently, variational inference methods have been proposed as a practical alternative to BNNs, but most of these formulations require double the number of parameters of a network to represent its uncertainty, which leads to increased computational costs (Blundell et al., 2015; Gal & Ghahramani, 2016).

Another very popular option to model uncertainty in deep neural networks is the use of dropout as a way to approximate Bayesian variational inference (Gal & Ghahramani, 2016). The simplicity of the key idea of this formulation is one of the main reasons for its popularity: by enabling dropout not only in training but also during testing, and by doing several forward passes through the network with the same input data, one can use the distribution of the outputs of the different passes to estimate the first two moments (mean and variance) of the predictive distribution. The mean is then used as the estimate, and the variance as a measure of its uncertainty. This technique, called Monte-Carlo dropout (MCD), has proved effective to, e.g., increase visual relocalization accuracy (Kendall & Cipolla, 2016) and semantic segmentation performance on images (Kendall et al., 2017). Despite its success and simplicity however, it has been recognized that the quality of the uncertainty estimates is tied to parameter choices which need to be calibrated to match the uncertainty (Osband et al., 2016; Pearce et al., 2018; Boluki et al., 2020; Caldeira & Nord, 2020). However, when using MCD in practical applications, architectural choices like where to insert the dropout layers, how many to use, and the choice of dropout rate are often either empirically made or set a priori (Kendall et al., 2017; Jungo et al., 2018; Verdoja et al., 2019), leading to possibly suboptimal performance.

In this work, we conduct a study providing some observations both in theory and through experiments over the behavior of MCD. The main contributions of this work are a theoretical analysis over the behavior of MCD on a simple single-layer linear network, extending and correcting the discussion in (Osband, 2016), and an experimental demonstration that the properties found in theory apply to bigger non-linear networks as well. In the discussion, we offer different intuitions over architecture design and training choices for networks using MCD for uncertainty estimation.

2. Behavior of MC Dropout

In this section, we expand and correct the intuitions first presented in (Osband, 2016) over the behavior of MCD. In that work, the author conducted a similar analysis but
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commented on the results only partially. Here we correct some imprecisions in the way they computed the optimal weights and analyse the results further. To this end, let us consider a single-layer linear network

\[ f = \sum_{k=1}^{K} d_k w_k \]  

(1)

with weights \( w_k \in \mathbb{R} \) and dropouts \( d_k \sim \text{Ber}(p) \), i.e., a Bernoulli distribution with success probability \( p \). To note that here \( p \) refers to \( P(d_k = 1) \), while most dropout implementations require a dropout probability parameter \( p_d = P(d_k = 0) = 1 - p \).

Assuming all weights to converge to the same value \( w \), which is to be expected when using dropout, then

\[ \mathbb{E}[f] = \mathbb{E}\left[w \sum_{k=1}^{K} d_k \right] = w \mathbb{E}[B(K, p)] = wKp \]  

(2)

\[ \text{Var}[f] = \text{Var}\left[w \sum_{k=1}^{K} d_k \right] = w^2 \text{Var}[B(K, p)] = w^2 Kp(1 - p) \]

where \( B(K, p) \) is a binomial distribution with \( K \) trials and success probability \( p \).

Following (Osband, 2016), given a ground-truth \( \{y_1, \ldots, y_n\} \) with average \( \bar{y} := \frac{\sum_{i=1}^{n} y_i}{n} \), minimizing the mean squared error (MSE) from the ground-truth means finding the minimum of

\[ \mathbb{E}[(f - \bar{y})^2] = \mathbb{E}[f^2 - 2f\bar{y} + \bar{y}^2] = \mathbb{E}[f^2] - 2\bar{y} \mathbb{E}[f] + \bar{y}^2 = \text{Var}[f] + \mathbb{E}^2[f] - 2\bar{y} \mathbb{E}[f] + \bar{y}^2 = w^2 Kp(1 - p) + w^2 K^2 p^2 - 2\bar{y} wp + \bar{y}^2 = w^2 Kp(Kp - p + 1) - 2\bar{y} wp + \bar{y}^2 \]  

(3)

This can be achieved by solving

\[ \frac{d}{dw} \mathbb{E}[(f - \bar{y})^2] = 0 \]

\[ 2wKp(Kp - p + 1) - 2\bar{y} Kp = 0 \]

\[ w(Kp - p + 1) - \bar{y} = 0 \]  

(4)

which means the optimal weight is

\[ w = \frac{\bar{y}}{Kp - p + 1} = \frac{\bar{y}}{K(1 - p_d) + p_d} \]  

(5)

Consequently, combining Eq. (2) and Eq. (5), we find that

\[ \mathbb{E}[f] = \frac{Kp\bar{y}}{Kp - p + 1} = \frac{K(1 - p_d)\bar{y}}{K(1 - p_d) + p_d} \]  

(6)

\[ \text{Var}[f] = \frac{Kp^2\bar{y}^2}{(Kp - p + 1)^2} = \frac{Kp_d(1 - p_d)\bar{y}^2}{(K - Kp_d + p_d)^2} \]

From Eq. (6), a few observation can be drawn:

1. while one would expect \( \mathbb{E}[f] = \bar{y} \), the expected output of the network is actually introducing a bias. For big network however, this bias is negligible, since \( Kp \approx Kp - p + 1 \);

2. the size of the variance of the posterior distribution generated by MCD on this simple network depends on the interaction between the dropout rate \( p_d \) and the model size \( K \);

3. the posterior distribution has no dependence on the amount of data \( n \), nor the observed variance in the data, which means that it does not concentrate as more data is gathered;

4. finally, the variance of the posterior distribution is proportional to \( \bar{y}^2 \), i.e., the bigger the value to be estimated, the bigger the estimated model uncertainty.

While we demonstrate here in theory that these properties of MCD exist on a very simple network, proving them following a similar theoretical process on bigger networks becomes quickly unfeasible.

For this reason, to try to understand how these interaction work on bigger more realistic networks, we created the suite of experiments we report in this section. These experiments have been implemented in pytorch v0.3.0

\[ ^1 \text{Source code for the experiments presented here is available at: } \text{github.com/aalto-intelligent-robotics/mc-dropout-notebooks} \]

| \( p_d \) | Dataset | Theoeretical | Experimental |
| --- | --- | --- | --- |
| 0.2 | \( Y' \) | 0.025 | 0.025 | 0.050 | 0.050 | 0.058 |
| 0.2 | \( Y'' \) | 0.025 | 0.026 | 0.050 | 0.050 | 0.076 |
| 0.5 | \( Y' \) | 0.040 | 0.199 | 0.040 | 0.199 | 0.214 |
| 0.5 | \( Y'' \) | 0.040 | 0.199 | 0.040 | 0.199 | 0.249 |

Table 1. Comparison of single-layer network experiment results versus the theoretical expectation from Eqs. (5) and (6).
in Fig. 1 where it can be noticed how the variance of the output distribution of MCD is impacted by $p_d$ (compare Figs. 1c and 1e, and Figs. 1d and 1f) while being unaffected by the variance in the dataset it trained on (compare Figs. 1c and 1d, and Figs. 1e and 1f).

### 3.2. Non-linear networks

To verify that effects similar to those presented in the previous section can still be observed after introducing more layers and non-linearities, we performed a similar experiment on the fully connected neural network shown in Fig. 2. While this network is still smaller than most real networks, we decided for this size because it had enough complexity while still being simple enough to analyze. In all the following experiments we trained for 1000 epochs with MSE loss and adam optimizer on a dataset of 32000 samples. We trained two variants of the network with dropout rate $p_d = 0.2$ and $p_d = 0.5$ respectively. As it can be seen in the figure, for these experiments the network has one input $x$ and produces one output $y$, effectively approximating a function $f : \mathbb{R} \rightarrow \mathbb{R}$.

Fig. 3 shows the results produced by the network on a noisy constant function where for each input $x \in [0, 1]$ multiple possible outputs $y$ are present in the dataset while $\forall x, \mathbb{E}[y] = 0.5$ (Fig. 3a). We first show the behavior of the network when the last linear layer has a bias term in Fig. 3b. It can be seen that the network is nullifying the variance completely. It is indeed setting all weights to 0 and encoding the desired (constant) output in the bias. If we remove the bias from the last linear layer (Figs. 3c and 3d) we obtain constant variance, proportional to the dropout rate.

Fig. 4 shows another experiment, conducted on different functions. In this case the datasets have no noise, i.e., for each $x$, all samples in the dataset have the same corresponding $y$. All the functions and network variants we tested are available as additional material, however, due to space limitations, in here we present only two functions (Figs. 4a and 4b).
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Figure 3. Results obtained by training a non-linear network on the dataset shown in (a); different variants of the network have been trained: one with a bias term in the last linear layer (b) and two without bias in the last linear layer and with different dropout rates (c, d). In (a) each dot represents a datapoint; in (b, c, d) the line represents the average output of 300 forward passes through the network, with the shaded areas representing $\sigma$, $2\sigma$, and $3\sigma$ respectively.

Figure 4. Results obtained by training a non-linear network on the dataset shown in (a, b); two variants of the network have been trained: with dropout rate $p_d = 0.2$ (c,d) and $p_d = 0.5$ (e, f). In (a, b) each dot represents a datapoint; in (c, d, e, f) the line represents the average output of 300 forward passes through the network, with the shaded areas representing $\sigma$, $2\sigma$, and $3\sigma$ respectively.

and 4b) and only the results for networks where the bias has been disabled on the last linear layer. All results not reported here lead to the same conclusions. From these results, the last of the properties presented in Section 2 can be noticed, namely the fact that the size of the uncertainty scales proportionally to the value of $y$. These also confirm one more time the dependence of the uncertainty from the dropout parameter $p_d$.

4. Discussion

The results presented in Section 3 confirm that the behaviors of MCD that we theoretically observed on a single-layer linear network are still present even as the size and complexity of the network grows. When looking at these results, we are able to make a few observations.

First of all, all experiments provided an additional demonstration that the choice of dropout rate $p_d$ is crucial and that in itself the epistemic uncertainty estimate provided by MCD is not affected by the amount of data available during training or its variance, which is a good reminder that the uncertainty estimate produced by MCD is not calibrated and that the dropout rate has to be adjusted to match the epistemic uncertainty. In practise, this is usually done through grid search, although several methods have been proposed to learn the parameter during training, e.g., (Gal et al., 2017; Phan et al., 2018; Boluki et al., 2020).

Another interesting aspect that emerged from our study was the scaling of the uncertainty based on the value of the network output. This effect, if not taken into account, can lead to degraded quality of the uncertainty estimates, which we empirically noticed in the past in a practical robotic application (Verdoja et al., 2019). This effect is particularly visible when dropout is applied before the last linear layer of the network, as is the case in the experiments presented here. If more non-linear layers are added after the last dropout layer the non-linearities can reduce this effect. This would suggest that in applications with widely varying outputs, it could be useful to limit dropout only to the inner parts of the network, justifying what other studies have found experimentally to helps improve performance (Kendall et al., 2017; Jungo et al., 2018).

5. Conclusions

In this paper we presented a different point of view on the behavior of MCD that enabled us to show both theoretically and experimentally different properties of that approach, in particular the dependency of the uncertainty estimates from the dropout rate and from the value the network is trying to estimate. Our intent was to propose a framework to demonstrate these property in a very understandable fashion, to help in both architecture design and training procedures when using MCD.
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