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Introduction

A brief History of Tensor models

Tensor models provide a generalisation of matrix models, and were first developed to study random geometries in any dimension.

Matrix models are probability distributions for square matrices, that are invariant under unitary transformation. They were first introduced by Wishart for the statistical analysis of large samples [65]. However, they later acquired another use when a relation was discovered with random surfaces. Indeed, the perturbative expansion of matrix models evaluates their moments and partition functions as a sum over maps. Maps correspond to graphs drawn on a surface, and thus procure triangulations of those surfaces. To each map corresponds a weight given by the Feynman rules, forming a probability distribution over maps. Therefore, from a matrix model arises a probability distribution over random discretised surfaces. Furthermore, the size $N$ of the matrix $M \in M_N(\mathbb{C})$ offers a new small parameter, $1/N$, according to which the perturbative series can be re-arranged [64]. This expansion in powers of $1/N$ happens to be indexed by the genus of the maps, and maps of a given genus grows at a manageable rate with the number of vertices, can be enumerated explicitly and form a summable family [13]. Moreover, the $1/N$ expansions sorts the discretised surfaces according to their topology, and at large $N$, the contribution of spheres dominates as the ones of higher-genus surfaces vanishes. The corresponding series has a critical point at the boundary of its convergence domain, where the theory reaches a phase which favours larger maps, leading to a continuum theory of random planar surfaces, the Brownian map [43, 44], and allowing for the quantification of two dimensional gravity [24].

Early work on tensor models started in the 1990’s, looking for a generalisation of random matrices with tensors of rank higher than 2 [3, 26, 61]. Unfortunately, the progress soon stalled while a $1/N$ expansion remained to be found. The interest for tensor models was renewed two decades later, when invariant coloured tensor models were derived from Group Field Theories.

Group Field Theories are quantum field theories based on a Lie-group manifold, first introduced by Boulatov in 1992 [12], that were developed to provide a satisfactory, background independent, field theoretical formulation for Loop Quantum Gravity. The path integral formulation of Loop Quantum Gravity writes as a sum over spin-foams, which
are graphs bearing some additional data that ties to the geometry of space-time. Group field theories aim at building a theory that generates these spin-foam as the Feynman graphs of a quantum field. As space-time geometry should arise from the field and not precede it, the field must be background independent: it must not be based on a space manifold like usual quantum fields encountered, for example, in electrodynamics. In order to sow the necessary clues for the emergence of space-time geometry, the field is based on the manifold of the Lorentz group, the rotation group or multiple copies of them. By Fourier transformation, the field variables of a group field theory over \( D \) copies of a compact Lie group have a tensor structure, and corresponding group field theories are tensor models with additional data.

In 2009, R. Gurau introduced a coloured group field theory that tackles an issue with the geometries generated by group field theories. Ordinary group field theories generate graphs that triangulates manifolds and pseudo-manifolds but also highly singular spaces. Each \( D \)-valent vertex corresponds to a \( D \)-simplex, with half edges corresponding to their boundary \( (D-1) \)-simplices. Connecting two vertices by an edge thus corresponds to the gluing of the \( D \)-simplices by identifying the corresponding \( (D-1) \)-simplices. Unfortunately, usual group field theories do not contain enough structure to forbid such unwanted singularities.

The \( 1/N \) expansion for the coloured models was soon discovered and models without the geometric data of group field theories came into prominence under the name of coloured tensor models. The leading order of the \( 1/N \) expansion corresponds to a family of graphs called melons, which triangulates the sphere \( S^D \) while displaying a tree-like structure. This family of melonic graphs being summable, the nice properties of the \( 1/N \) expansion of matrix models where recovered for coloured tensor models.

The last step toward modern invariant tensor models was to extend those results to general, non-coloured, invariant tensor models.

Recent Developments

The rise of invariant tensor models did not diminish the interest for Group Field Theory, and the joint work on both subjects gave birth to the broad topic of Tensorial Group Field Theory, which gather any field theory on a Lie group with non-local tensor invariant interactions, regardless of the nature of the group, the presence or absence of geometrical data, or the link to quantum gravity. In a sense, tensor models and the simpler tensorial group field theories can be viewed as toy models, simplified versions of quantum gravity theories which allow a deep and careful study of the graph expansion and renormalisation properties. A broad survey of perturbative renormalisability has been conducted along with the non-perturbative study of renormalisation.
A key property of tensor models, the domination of (tree-like) melonic graphs, has long been regarded as their main weakness. From the random geometry standpoint, they seemed bound to generate branched polymers, and an effort to find tensor model generating new, non melonic triangulations was started, with the first glimpse of results arising from an enhanced quartic model which mixes melonic and planar (matrix-like) behaviours. Most recently, however, the melonic behaviour of tensor models caught the attention of the Quantum Holography community, when A. Kitaev presented a model of 1 + 1 dimensional black hole based on the Sachdev-Ye model of a spin-fluid state, which also generates melonic graphs. It was suggested in that a tensor model could replicate the asymptotic behaviour of the Sachdev-Ye-Kitaev model without its quenched disorder, resulting in the creation of the Gurau-Witten tensor model.

In the present thesis, we focus on quartic tensor models, which are models restricted to quartic invariant interaction terms $T^4$, and their map expansions. The particularity of the quartic models lies in the use of the Hubbard-Stratonovich intermediate field transformation. The intermediate field transformation is a well established trick which physicists use to decompose a 4-fields interaction into two 3-fields interactions, introducing a virtual intermediate field to connect the new cubic interactions. For tensor models, it allows to write the Feynman expansion as an expansion over maps, which display some advantages over regular graphs. For example, in the map expansion, the melonic graphs, which dominates the $1/N$ expansion, correspond to plane trees, which are easier to characterise. Planarity is also easier to handle.

Furthermore, the intermediate field representation allowed to study quartic tensor models constructively. As usual with field theories, the Feynman expansions of tensor models diverge and most of the results on moments, cumulants and partition functions are established term-by-term in the perturbation series but do not stand for the whole, re-summed, function. The intermediate field formalism allows to write constructive, convergent map expansions and establish results and bounds on the moments and partition functions.

Plan of the thesis

The present thesis is divided into three parts.

The first part lays the foundations of quartic tensor models. The first chapter introduces the basic notions of tensor and invariants, and defines tensor models as measures for random tensors. This is followed by a quick overview of the basic properties of quartic matrix models, invariant tensor models and tensor field theories. Chapter 2 introduces the intermediate field representation and map expansions, the main tool we use for the study of quartic tensor models. After presenting a bijection between bipartite coloured graphs and multi-coloured maps, we introduce a re-writing of the tensor model as a multi-matrix model which Feynman expansion writes in terms of maps. We use this map expansion.
to establish the main perturbative results on the cumulants of the tensor model. Finally, we briefly study the properties of the intermediate field and its non-trivial vacuum, as presented in [22].

The second part presents two constructive map expansions for tensors. In chapter 3, we introduce the main constructive notions which will be used in this thesis, along with the two forest expansion formulas used in the following chapters. In chapter 4, we perform a constructive expansion of the cumulants of the most general standard invariant tensor model. This allows us to prove rigorously the perturbative results of chapter 2, furthermore, we establish the Borel summability of the Feynman expansion. In chapter 5, we introduce a constructive expansion for the simplest renormalisable tensor field theory: the rank 3 quartic model with invert Laplacian covariance, using multiscale analysis and an improved version of the Loop Vertex Expansion. This part summarises the work published in [21] and [23].

The third part is an introduction to enhanced models. In chapter 6, we introduce the enhanced invariant tensor model at any rank and discuss the behaviour of its map expansion. In Chapter 7, we briefly introduce the field theory counterpart for the enhanced model at rank 4 and discuss its renormalisation. This last part is based on the work introduced in [10] and some yet unpublished collaboration with Vincent Lahoche.
Part I

Foundations
Chapter 1

Quartic tensor models

1.1 Introduction to random tensors

In this first section we introduce the basic definitions and properties of general tensors. We define the notion of tensor invariants and introduce the notion of quartic tensor models \cite{8, 21} in all generality.

1.1.1 Tensors

Let us consider a Hermitian inner product space $V$ of dimension $N$ and $\{e_n|n = 1, \ldots N\}$ an orthonormal basis in $V$. The dual of $V$, $V^\vee$ is identified with the complex conjugate $\overline{V}$ via the conjugate linear isomorphism,

$$z \rightarrow z^\vee(\cdot) = \langle z, \cdot \rangle.$$

We denote $e_n^\vee = \langle e_n, \cdot \rangle$ the basis dual to $e_n$. Then,

$$\left(\sum_n z^n e_n\right)^\vee(\cdot) = \sum_n \overline{z^n} \langle e_n, \cdot \rangle = \sum_n (z^\vee)_n e^n(\cdot) \Rightarrow (z^\vee)_n = \overline{z^n}.$$

Covariant tensor

A covariant tensor of rank $D$ is a multilinear form $T : V^{\otimes D} \rightarrow \mathbb{C}$. We denote its components in the tensor product basis by

$$T_{n^1 \ldots n^D} \equiv T(e_{n^1}, \ldots, e_{n^D}), \quad T = \sum_{n^1, \ldots, n^D} T_{n^1 \ldots n^D} e^{n^1} \otimes \cdots \otimes e^{n^D}.$$

A priori $T_{n^1 \ldots n^D}$ has no symmetry properties, hence its indices have a well defined position. We call the position of an index its *colour*, and we denote $\mathcal{D}$ the set of colours $\{1, \ldots D\}$.

A tensor can be seen as a multilinear map between vector spaces. There are in fact as many choices as there are subsets $\mathcal{C} \subset \mathcal{D}$: for any such subset the tensor is a multilinear
map $\mathbf{T} : V^\otimes C \to \bar{V}^\otimes D \setminus C$:

$$\mathbf{T}(z^{(c)}, c \in C) = \sum_{n^c, c \in C} T_{n^1 \ldots n^D}^c \prod_{c \in C} [z^{(c)}]^{n^c}.$$

We denote $n^C = (n^c, c \in C)$ the indices with colours in $C$. The complementary indices are then denoted $n^{D\setminus C} = (n^c, c \notin C)$. In this notation the set of all the indices of the tensor should be denoted $n^D = (n^1 \ldots n^D)$. We will use whenever possible the shorthand notation $n \equiv n^D$. The matrix elements of the linear map (in the appropriate tensor product basis) are

$$T_{n^v \setminus n^c}^c \equiv T_n \equiv T_{n^1 \ldots n^D}$$

with $n^c \in n^C \cup n^{D\setminus C}$, $\forall C$.

**Dual tensor**

As we deal with complex inner product spaces, the dual tensor $\mathbf{T}^\vee$ is defined by

$$\mathbf{T}^\vee \left((z^{(1)})^\vee, \ldots (z^{(D)})^\vee\right) \equiv \mathbf{T}^\vee \left(z^{(1)} \ldots z^{(D)}\right).$$

Taking into account that

$$\sum_{n^D} T_{n^1 \ldots n^D} (z^{(1)})^{n^1} \ldots (z^{(D)})^{n^D} = \sum_{n^D} \bar{T}_{n^1 \ldots n^D} (z^{(1)})^{\bar{n}^1} \ldots (z^{(D)})^{\bar{n}^D},$$

we obtain the following expressions for the dual tensor and its components

$$\mathbf{T}^\vee = \sum_{n^1 \ldots n^D} \bar{T}_{n^1 \ldots n^D} e^{n^1} \otimes \ldots \otimes e^{n^D}, \quad (\mathbf{T}^\vee)^{n^1 \ldots n^D} = \bar{T}_{n^1 \ldots n^D}.$$

The dual tensor is a conjugated multilinear map $\mathbf{T}^\vee : \bar{V}^\otimes D \setminus C \to V^\otimes C$ with matrix elements

$$(\mathbf{T}^\vee)^{n^c \setminus n^{D\setminus C}} \equiv \bar{T}_{n^1 \ldots n^D}$$

with $n^c \in n^C \cup n^{D\setminus C}$, $\forall C$.

From now on we denote $\mathbf{T}_{n^1 \ldots n^D} \equiv \bar{T}_{n^1 \ldots n^D}$, and we identify $\mathbf{T}^\vee = \bar{\mathbf{T}}$. We write all the indices in subscript, and we denote the contravariant indices with a bar. Indices are always understood to be listed in increasing order of their colours. We denote $\delta_{n^c \bar{n}^c} = \prod_{c \in C} \delta_{n^c \bar{n}^c}$ and $\text{Tr}_C$ the partial trace over the indices $n^c, c \in C$.

### 1.1.2 Tensor invariants

**Definition**

Under unitary base change, covariant tensors transform under the tensor product of $D$ fundamental representations of $U(N)$: the group acts independently on each index of the tensor. For $U^{(1)} \ldots U^{(D)} \in U(N)$,

$$\mathbf{T} \to \left( U^{(1)} \otimes \ldots \otimes U^{(D)} \right) \mathbf{T}, \quad \bar{\mathbf{T}} \to \bar{\mathbf{T}} \left( U^{(1)*} \otimes \ldots \otimes U^{(D)*} \right).$$
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In components, it writes,

\[ T_{a^D} \rightarrow \sum_{m^D} U_{a^1_{m^1}}^{(1)} \cdots U_{a^D_{m^D}}^{(D)} T_{m^D}, \quad \bar{T}_{a^D} \rightarrow \sum_{m^D} \bar{U}_{\bar{a}^1_{m^1}}^{(1)} \cdots \bar{U}_{\bar{a}^D_{m^D}}^{(D)} \bar{T}_{m^D}. \]

A *trace invariant* monomial is an invariant quantity under the action of the external tensor product of \( D \) independent copies of the unitary group \( U(N) \) which is built by contracting indices of a product of tensor entries.

## Bipartite graphs

Trace invariant monomials can be graphically represented by bipartite edge-coloured graphs.

**Definition 1.1.** A bipartite \( D \)-coloured graph is a graph \( \mathcal{G} = (\mathcal{V}_h, \mathcal{V}_s, \{\mathcal{E}^c\}_{c \in D}) \) with vertices \( v \in \mathcal{V} \) and edges \( e \in \mathcal{E} \) such that

- \( \mathcal{V} \) is bipartite, it is the disjoint union of the set of hollow vertices \( \mathcal{V}_h \) and the set solid vertices \( \mathcal{V}_s \).
- \( \mathcal{E} \) is \( D \)-coloured, it is the disjoint union of \( D \) subsets \( \mathcal{E}^c, c \in D \) of edges of colour \( c \).
- For each edge \( e \in \mathcal{E} \), \( e = (v, \bar{v}) \) with \( v \in \mathcal{V}_h \) and \( \bar{v} \in \mathcal{V}_s \).
- Each vertex is \( D \)-valent with all incident edges having distinct colours.

![Figure 1.1](image-url)  

Figure 1.1: The only bipartite 3-coloured graph with two vertices.

For such graphs, we have

\[ |\mathcal{V}_h| = |\mathcal{V}_s| = |\mathcal{E}^c| \quad \forall \ c \in D. \]

The graphical representation of an invariant consist of representing each term \( T \) by a hollow vertex, each \( \bar{T} \) by a solid vertex. Then whenever an index \( n^c \) on a tensor term \( T \) is identified with an index \( \bar{n}^c \) on a dual tensor term \( \bar{T} \), the two corresponding vertices are connected by an edge of colour \( c \).
Quadratic and quartic invariants

The tensor and its dual can be composed as linear maps to yield a map from $V^\otimes D \setminus C$ to $V^\otimes C$

$$[\bar{T} \cdot D \setminus C T]_{\bar{n}nC} = \sum_{n^D \setminus C \bar{n}^D \setminus C} \bar{T}_{\bar{n}^1 \ldots \bar{n}^D} \delta_{\bar{n}^D \setminus C n^D \setminus C} T_{n^1 \ldots n^D}$$.

The unique quadratic trace invariant is the (scalar) Hermitian pairing of $\bar{T}$ and $T$ which writes:

$$\bar{T} \cdot D T = \sum_{n^D \setminus D} \bar{T}_{\bar{n}^1 \ldots \bar{n}^D} \delta_{\bar{n}^D \setminus D n^D \setminus D} T_{n^1 \ldots n^D}$$,

for rank $D = 3$, this invariant is represented by the two-vertices graph of Fig.1.1.

A connected quartic trace invariant $V_C$ for $T$ is specified by a subset of indices $C \subset D$:

$$V_C(\bar{T}, T) = \text{Tr}_C \left[ \left[ \bar{T} \cdot D \setminus C T \right] \cdot C \left[ T \cdot D \setminus C T \right] \right]$$,  

where we denoted $\cdot C$ the product of operators from $V^\otimes C$ to $V^\otimes C$. In components this invariant writes:

$$\sum_{n, \bar{n}, m, \bar{m}} \left( \bar{T}_{\bar{n}} \delta_{\bar{n}^D \setminus C n^D \setminus C} T_n \right) \delta_{n^D \setminus C m^D \setminus C} \delta_{\bar{n}^D \setminus C \bar{m}^D \setminus C} \left( \bar{T}_{\bar{m}} \delta_{\bar{m}^D \setminus C m^D \setminus C} T_m \right)$$.

Note that for any $C \subset D$, $V_C = V_{D \setminus C}$.

Figure 1.2: General structure of the connected quartic invariants.

1.1.3 Gaussian measure and tensor models

Gaussian measure

A random tensor model is a measure on the space of tensors. The models are built from Gaussian measures, by adding extra perturbation terms. In the case of quartic models, those terms are exponentials of quartic invariant polynomials.

A Gaussian measure $\mu_C$ is characterised by its covariance $C$, a rank 2$D$ operator, as

$$(T_n \bar{T}_{\bar{n}})_{\mu_C} = C_{n\bar{n}}$$.
Whenever the inverse operator $C^{-1}$ exists, the Gaussian measure can be expressed as

$$d\mu_C(T) = \text{Det} C^{-1} e^{-\sum_n T_n C^{-1} n T_n} \left( \prod_n \frac{dT_n dT_n}{2\pi} \right),$$

Standard (invariant) tensor models are built from the standard Gaussian measure with identity covariance $C = 1$, reducing the Gaussian measure to the exponential of the quadratic tensor invariant $T \cdot D \bar{T}$. Non-invariant tensor models, such as those arising from group field theories, use more complicated covariances such as inverse Laplacians $(\frac{1}{|n|^2} \delta_{nn})$ or projectors (e.g. $\delta(\sum_c n^c = 0) \delta_{nn}$).

### Invariant quartic models

An invariant quartic tensor model is then the (invariant) perturbed Gaussian measure for a random tensor:

$$d\nu = e^{-N^{1-D} \sum_{C \in Q} \frac{1}{2} \lambda_C V_C(T, \bar{T})} d\mu_1(T, \bar{T})$$

$$= e^{-\left(T \cdot D T + N^{1-D} \sum_{C \in Q} \frac{1}{2} \lambda_C V_C(T, \bar{T})\right)} \left( \prod_n \frac{dT_n dT_n}{2\pi} \right),$$

where $Q$ is some set of $C$s and the coupling constants $\lambda_C$ are complex numbers. The factor $\frac{1}{2}$ accounts for the symmetry of the quartic invariance, and the factor $N^{1-D}$ will ensure that the free energy is bounded by a polynomial bound $N^K$ at large $N$ \cite{932}, as we will see in Chapter 2. The argument of the exponential is called the action of the model.

$$S(T, \bar{T}) = T \cdot D T + N^{1-D} \sum_{C \in Q} \frac{1}{2} \lambda_C V_C(T, \bar{T}).$$

As $V_C = V_D|_C$, a same model can be represented with several choices of $Q$. This choice makes no difference as for the definition of the model but will have important consequences on the intermediate field representation.

The moment-generating function of the measure $d\nu$ is defined as:

$$Z(J, \bar{J}) = \int e^{\sum_n T_n J_n + \sum_n T_n \bar{J}_n} d\nu,$$

and its cumulants are thus written:

$$\kappa(T_{n_1} \bar{T}_{\bar{n}_1} \ldots T_{n_k} \bar{T}_{\bar{n}_k}) = \left. \frac{\partial^{(2k)} \left( \log Z(J, \bar{J}) \right)}{\partial J_{n_1} \partial \bar{J}_{\bar{n}_1} \ldots \partial J_{n_k} \partial \bar{J}_{\bar{n}_k}} \right|_{J=\bar{J}=0}.$$ (1.5)

### 1.2 Perturbative expansion

#### 1.2.1 The Feynman expansion

As for any field theory, the moments of a tensor model can be perturbatively evaluated using a Feynman graph expansion.
The measure $\nu$ can be expanded in a power series as
\[
d\nu = d\mu_C(T, \bar{T}) \sum_{b=0}^{\infty} \frac{1}{b!} \left[ \sum_{C \in \mathcal{Q}} \frac{-\lambda_C}{2N^{D-1}} V_C(T, \bar{T}) \right]^b.
\]

Therefore, the expected value of a polynomial $P(T, \bar{T})$ can be evaluated as
\[
\langle P(T, \bar{T}) \rangle_\nu \approx \sum_{b=0}^{\infty} \frac{1}{b!} \left[ \sum_{C \in \mathcal{Q}} \frac{-\lambda_C}{2N^{D-1}} V_C(T, \bar{T}) \right]^b \langle P(T, \bar{T}) \rangle_{\mu_C}.
\]

Remark that an illegitimate operation has been made while extracting the infinite summation from the expectation bracket.

**Wick contractions**

The Wick theorem states that for a Gaussian measure of covariance $C$, the expectation of a product of $p$ covariant and $p$ contravariant tensor entries writes
\[
\langle \prod_{k=1}^{p} T^{n_k} \bar{T}^{\bar{n}_k} \rangle_{\mu_C} = \sum_{\sigma \in S_p} \prod_{k=1}^{p} C^{n_k \bar{n}_{\sigma(k)}} \,
\]
where $S_p$ is the set of permutations over $p$ elements. Graphically, if tensor entries are represented by hollow and solid vertices, the sum runs over every ways to pair each hollow vertex with a solid one.

![Figure 1.3: The 6 possible pairings for 3 solid and 3 hollow vertices.](image)

Furthermore, this allows us to re-write the Gaussian measure as a differential operator

**Corollary 1.1.** Let $\mu_C$ be the normalised Gaussian measure of covariance $C$, then for any function $A(T, \bar{T})$,
\[
\langle A(T, \bar{T}) \rangle_{\mu_C} = \left[ e^{\frac{\phi^T C \phi}{2}} A(T, \bar{T}) \right]_{T=\bar{T}=0}.
\]
Feynman graphs

The expansion can be represented graphically as a Feynman graph expansion. We label each interaction term and assign colour sets using,

$$\left[ \sum_{C \in Q} \frac{-\lambda_C}{2N^{D-1}} V_C(T, T) \right]^b = \sum_{C(i) \in Q} \prod_{i=1}^{b} \frac{-\lambda_{C(i)}}{2N^{D-1}} V_{C(i)}(\bar{T}, T).$$

We represent each interaction term by the corresponding bipartite $D$-coloured graph, which we will call bubble, each bubble carries a label $i \in \{1 \ldots b\}$. A polynomial $P(\bar{T}, T)$ of degree $2k$ is represented as $k$ isolated hollow vertices and $k$ solid ones, labelled by $j \in \{1 \ldots k\}$. The contraction of tensor entries into covariance operation by the Wick theorem is then represented with colour 0 edges connecting the corresponding hollow and solid vertices. The resulting graph is a $D + 1$-coloured bipartite graph with $2k$ external legs, with two sets of labels: each $D$-coloured bubble carries a label $i$ and each external leg carries a label $j$.

**Definition 1.2.** An external leg is a monovalent vertex which only incident edge is of colour 0.

Each bubble being symmetric, exchanging simultaneously the covariant tensor entries and the dual tensor entries of a bubble leaves (1.6) unchanged. Therefore, for a given order $b$, there are $2^b$ Wick pairings corresponding to a same given graph $G$, and which contributions to (1.6) are equal.

The perturbative expansion of the expectation value of a polynomial of order $2k$ writes as

$$\langle P(\bar{T}, T) \rangle_\nu \approx \sum_{b \in \mathbb{N}} \frac{1}{b!} \sum_{\mathcal{G}(b)} A(G) \quad \text{(1.7)}$$

where the sum runs over all $D + 1$-coloured bipartite graphs with $2k$ external legs and with $b$ connected $D$-coloured components.

The amplitude $A(G)$ associated with a Feynman graph $\mathcal{G}$ is

$$A(G) = \prod_{C \in \mathcal{Q}} \prod_{B \subset G} \left( - \frac{\lambda_C}{N^{D-1}} \sum_{n_B, \bar{n}_B, m_B, \bar{m}_B} \delta_{n_B, \bar{n}_B}^{B \setminus C} \delta_{m_B, \bar{m}_B}^{B \setminus C} \delta_{n_B, \bar{n}_B}^C \delta_{m_B, \bar{m}_B}^C \delta_{n_B, \bar{n}_B}^{B \setminus C} \delta_{m_B, \bar{m}_B}^{B \setminus C} \right) \times \prod_{e \in E^0} C_{n_e, \bar{n}_e}^e \quad \text{(1.8)}$$

where the $B$ are the bubbles of $\mathcal{G}$. The amplitude of a graph writes as a product of covariances $C$, which indices are identified according to the structure of the quartic bubbles.

Denoting $s(\hat{G})$ the number of different ways to label the bubbles of a $D + 1$-coloured graph with unlabelled bubbles $\hat{G}$, the Feynman expansion (1.7) writes as a sum over
Figure 1.4: A connected 2-point Feynman graph for the rank-3 quartic tensor model. Colour 0 edges are represented as dashed lines.

$D + 1$-coloured graphs with un-labelled bubbles and labelled external legs,

$$\langle P(\bar{T}, T) \rangle_\nu \approx \sum_{\hat{G}} A(\hat{G}) ,$$

$$A(\hat{G}) = \frac{1}{b(\hat{G})!} \sum_{\text{labellings}} A(\hat{G}) = \frac{s(\hat{G})}{b(\hat{G})!} A(\hat{G})$$

Note that a connected graph $\hat{G}$ with $2k > 0$ external legs bears no symmetry, therefore $s(\hat{G}) = b(\hat{G})!$ and the above expression simplifies,

$$\langle P(\bar{T}, T) \rangle_\nu \approx \sum_{\hat{G}} A(\hat{G}) .$$

Partition function and vacuum graphs

The partition function of the tensor model writes

$$Z = \int d\nu = \int e^{-N^{1-D} \sum_{c \in \mathcal{Q}} \frac{\lambda_c}{2} V_c(\bar{T}, T)} d\mu_1(\bar{T}, T) .$$

It can be evaluated perturbatively using the same approximation as in (1.6),

$$Z \approx \sum_{b \in \mathbb{N}} \frac{1}{b!} \left(P(\bar{T}, T) \left[\sum_{c \in \mathcal{Q}} \frac{-\lambda_c}{2N^{D-1}} V_c(\bar{T}, T)\right]\right)^b_{\mu_c} .$$

Its Feynman expansion writes as a sum over vacuum bipartite $D + 1$-coloured graphs with labelled bubbles.

**Definition 1.3.** A vacuum graph is a graph without external legs.
1.2.2 Connected graphs

The free energy

The free energy is defined as the logarithm of the partition function

$$F = \log Z,$$

its Feynman expansion writes as a sum over all connected vacuum graphs.

**Theorem 1.1.** For a quantity $X$ written as a weighted sum over all bipartite $D + 1$ coloured graphs

$$X = \sum_{\mathcal{G}} A(\mathcal{G}),$$

and if the weight of any graph $\mathcal{G}$ factorises as the product of the weight of its connected components $\mathcal{K}$,

$$A(\mathcal{G}) = \prod_{\mathcal{K} \subset \mathcal{G}} A(\mathcal{K}).$$

Then the logarithm of $X$ writes as the sum over connected graphs,

$$\log X = \sum_{\text{connected } \mathcal{G}^c} A(\mathcal{G}^c).$$

**Proof** The exponential of a sum over connected graphs writes,

$$\exp \left( \sum_{\text{connected } \mathcal{G}^c} A(\mathcal{G}^c) \right) = \sum_{n=0}^{\infty} \frac{1}{n!} \left( \sum_{\text{connected } \mathcal{G}^c} A(\mathcal{G}^c) \right)^n$$

$$= \sum_{n=0}^{\infty} \frac{1}{n!} \left[ \prod_{i=1}^{n} \left( \sum_{\text{connected } \mathcal{G}^c(i)} A(\mathcal{G}^c(i)) \right) \right]$$

$$= \sum_{n=0}^{\infty} \frac{1}{n!} \left[ \sum_{\{\mathcal{G}^c(i), 1 \leq i \leq n\}} \prod_{i=1}^{n} A(\mathcal{G}^c(i)) \right].$$

The last line writes as a sum over graphs with $n(\mathcal{G}) = n$ connected components labelled from 1 to $n$. As there are $n!$ permutations of such labellings,

$$\sum_{\{\mathcal{G}^c(i), 1 \leq i \leq n\}} A(\mathcal{G}^c(i)) = n! \sum_{\mathcal{G}, n(\mathcal{G})=n} \prod_{\mathcal{K} \subset \mathcal{G}} A(\mathcal{K}),$$

which leads to,

$$X = \exp \left( \sum_{\text{connected } \mathcal{G}^c} A(\mathcal{G}^c) \right)$$
Cumulants

The cumulants of a tensor model are defined in (1.5) as derivatives of the generating function

$$
\kappa(T_{n_1} \bar{T}_{\bar{n}_1} \ldots T_{n_k} \bar{T}_{\bar{n}_k}) = \frac{\partial^{(2k)} \left( \log Z(J, \bar{J}) \right)}{\partial J_{n_1} \partial J_{\bar{n}_1} \ldots \partial J_{n_k} \partial J_{\bar{n}_k}} \bigg|_{J=\bar{J}=0}.
$$

The cumulant generating function, being the logarithm of the moment generating function, can be expanded over connected graphs as

$$
\log Z(J, \bar{J}) = \sum_{k, k' \geq 0} \sum_{G_{c,k,k'}} \prod_{e \in E^0} C_{n_e \bar{n}_e} \prod_{p=1}^{k} J_{n_p} \prod_{p=1}^{k'} J_{\bar{n}_p} \times \prod_{B \subset G^c} \left( -\frac{\lambda_c}{N^{D-1}} \sum_{n_B, \bar{n}_B, m_B, \bar{m}_B} \delta_{n_B \bar{V} \cap \bar{V} \cap} \delta_{m_B \bar{V} \cap \bar{V} \cap} \delta_{n_B \bar{c} m_B \bar{c}} \delta_{n_B \bar{c} m_B \bar{c}} \right),
$$

where $G_{c,k,k'}$ are connected graphs with $k$ external legs of the covariant type, labelled from 1 to $k$, and $k'$ of the dual type, labelled from 1 to $k'$.

The cumulants can then be approximated by evaluating the derivatives of (1.9), using

$$
\frac{\partial^{(2k)}}{\partial J_{m_1} \partial J_{\bar{m}_1} \ldots \partial J_{m_k} \partial J_{\bar{m}_k}} \prod_{d=1}^{k} J_{n_{\pi(d)}} J_{\bar{n}_{\bar{\pi}(d)}} = \sum_{\pi} \sum_{\bar{\pi}} \prod_{d=1}^{k} \delta_{m_{\pi(d)} n_{\pi(d)}} \delta_{\bar{m}_{\bar{\pi}(d)} \bar{n}_{\bar{\pi}(d)}},
$$

where $\pi$ and $\bar{\pi}$ runs over permutations of $k$ elements, the cumulant of order $2k$ writes as

$$
\kappa(T_{m_1} \bar{T}_{\bar{m}_1} \ldots T_{m_k} \bar{T}_{\bar{m}_k}) = \sum_{\pi} \sum_{\bar{\pi}} \prod_{e \in E^0} C_{n_e \bar{n}_e} \prod_{d=1}^{k} \delta_{m_{\pi(d)} n_{\pi(d)}} \delta_{\bar{m}_{\bar{\pi}(d)} \bar{n}_{\bar{\pi}(d)}} \times \prod_{B \subset G^c} \left( -\frac{\lambda_c}{N^{D-1}} \sum_{n_B, \bar{n}_B, m_B, \bar{m}_B} \delta_{n_B \bar{V} \cap \bar{V} \cap} \delta_{m_B \bar{V} \cap \bar{V} \cap} \delta_{n_B \bar{c} m_B \bar{c}} \delta_{n_B \bar{c} m_B \bar{c}} \right). \tag{1.10}
$$

$\pi$ and $\bar{\pi}$ represents the possible permutations between the labelled tensor entries $T_{m_i}, \bar{T}_{\bar{m}_i}$ with $i \in \{1 \ldots k\}$ and the external legs (also labelled) of the graph $G_{c,k,k'}$.

1.3 Matrix Models

The simplest case of tensor models is for a rank $D = 2$, where tensors are simply matrices. Tensor models where originally developed as a generalisation of random matrix models, which had many successes in physics, notably to understand 2 dimensional quantum gravity.
**The quartic matrix model**

For $D = 2$, the dual matrices correspond to Hermitian conjugates

$$\bar{M}_{\bar{n}^1 \bar{n}^2} = M_{\bar{n}^2 \bar{n}^1}$$

and the invariant polynomials are merely traces of a product of matrices. The quadratic invariant becomes

$$\bar{M} \cdot_D M = \text{Tr}(M^*M),$$

and there is a unique connected quartic invariant,

$$V(\bar{M}, M) = \text{Tr} \left[ \left[ \bar{M} \cdot_2 M \right] \cdot_1 \left[ \bar{M} \cdot_2 M \right] \right] = \text{Tr}(M^*MM^*M).$$

The (invariant) quartic matrix model is the measure:

$$d\nu = \left( \prod_{a,b} \frac{dM_{ab}dM_{ba}^*}{2i\pi} \right) e^{-\text{Tr}(M^*M) - \frac{\lambda}{2N} \text{Tr}(M^*M)^2},$$

and the moment-generating function is

$$Z(J, J^*) = \int e^{\text{Tr}(MJ^* + \text{Tr}M^*J)} \, d\nu.$$

The observables of the matrix model are the invariants $\text{Tr}(M^*M)^n$, and their expectations are derivatives of the moment generating function.

**Feynman maps**

The Feynman expansion of the quartic matrix model can be defined in terms of directed maps.

**Definition 1.4.** A directed map is a quadruplet $\mathcal{M} = (H, \sigma, \epsilon, H_\epsilon)$ such that:

- $H$ is a finite set of half-edges.
- $\sigma$ is a permutation on $H$.
- $\epsilon$ is an involution on $H$ with no fixed point.
- $H_\epsilon$ is a subset of $H$ such that $\epsilon(H_\epsilon) = H \setminus H_\epsilon$.

**Definition 1.5.** For a directed map $\mathcal{M} = (H, \sigma, \epsilon, H_\epsilon)$,

1. A vertex is a cycles of the permutation $\sigma$. A cycle of length $p$ is called $p$-valent.
2. A corner is a pair of half-edges $(h, \sigma(h))$. If $v$ is a vertex and $h \in v$, then $(h, \sigma(h))$ is called a corner of the vertex $v$. 
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3. A (directed) edge is a pair of half-edges \((h, \epsilon(h))\), with \(h \in H_\epsilon\).

Therefore, a directed map can be seen as a directed graph, which edges are composed of two half-edges, directed from the one in \(H_\epsilon\) toward the one in \(H \setminus H_\epsilon\), and with a cyclic ordering of the half-edges incident to each vertex. Note that a \(p\)-valent vertex also has \(p\) corners.

The Feynman expansion of the \(k\) point function of the quartic tensor model is then the sum over directed maps \(\mathcal{M} = (H, \sigma, \epsilon, H_\epsilon)\) with arbitrary many 4-valent vertices and \(k\) external legs, and with alternating direction of incident half-edges, where:

- \(H\) is the set of matrix entries.
- \(\sigma\) is composed of 4-valent vertices and \(k\) 1-valent vertices. The 4-valent vertices are the interaction trace terms \(\text{Tr}(M^* M)^2\), the 1-valent are the external legs.
- \(\epsilon\) pairs half-edges together according to the Wick contractions.
- \(H_\epsilon\) is the set of matrices \(M\) entries. \(H \setminus H_\epsilon\) is the set of conjugate matrices \(M^*\).
- For \(h\) in a 4-valent vertex, if \(h \in H_\epsilon\) then \(\sigma(h) \notin H_\epsilon\) and vice-versa. Namely, each corner is composed of a half edge \(h \in H_\epsilon\) and a half edge in \(h \in H \setminus H_\epsilon\).

The one to one correspondence between a directed map \(\mathcal{M} = (H, \sigma, \epsilon, H_\epsilon)\) and a 2 + 1-coloured bipartite graph \(G = (\mathcal{V}^h, \mathcal{V}^s, \{E^c\}_{c \in \mathbb{D}})\) is built as follows.

- The vertices and external legs of the coloured graph are half-edges of the map. \(\mathcal{V}^h \cup \mathcal{V}^h_{\text{ext}} = H_\epsilon\), and \(\mathcal{V}^s \cup \mathcal{V}^s_{\text{ext}} = H \setminus H_\epsilon\).
- For \(h \in \mathcal{V}^s\), \(\sigma(h)\) is the hollow vertex connected to \(h\) by an edge of colour 1. For \(h \in \mathcal{V}^h\), \(\sigma(h)\) is the solid vertex connected to \(h\) by an edge of colour 2.
- For \(h \in H\), \(\epsilon(h)\) is the vertex connected to \(h\) by an edge of colour 0.

The bubbles, being 2-coloured bipartite graphs, are cycles of vertices and coloured edges. The permutation \(\sigma\) is built such that its cycles are the bubbles and external legs of the coloured graph. This choice of \(\sigma\) is equivalent to choosing an orientation for the bubbles, such that each edge of colour 1 is directed from a solid vertex (representing a dual tensor entry) toward a hollow one. This orientation defines a cyclic ordering of the hollow and solid vertices of the interaction bubbles.

Quartic bubbles are therefore contracted into 4-valent map vertices, hollow and solid vertices of the bipartite coloured graph being half-edges of the map and their cyclic ordering being preserved.

Therefore, in the map representation, interactions are represented by mere vertices instead of bubbles. The edges of colour 0 becomes directed edges of the map, directed from hollow to solid vertices.
Figure 1.5: Contraction of the oriented bubble. The arrows on the coloured edges represent the permutation $\sigma$. The resulting graph is not coloured and the cyclic ordering of half-edges is preserved.

The corners of the new map correspond to the edges of colour 1 and 2 of the $2+1$-coloured graph. Because of the bipartite nature of the coloured graphs, consecutive half edges are of opposite direction, corners are composed of an outward half-edge $h \in H_c = \mathcal{V}^h$ and an inward $h' \in H \setminus H_c = \mathcal{V}^{h'}$.

Note that a $2+1$ graph with labelled quartic bubbles corresponds to a map with labelled 4-valent map vertices.

**Ribbon graphs**

Ribbon graphs are a convenient way to represent directed maps with alternating direction of the incident half-edges, and therefore the Feynman expansion of the quartic matrix model.

Each corner of the ribbon vertices are represented as a coloured strand, of colour 1 or 2 according to the coloured edge of the corresponding $2+1$-coloured graph.

Figure 1.6: Ribbon representation of a $D = 2$ quartic bubble.

The Wick contraction are then represented by ribbon edges, made of a strand of each colour. The ribbon edges tie together the half-edges corresponding to matrix terms in the interactions, just like 0-coloured edges connect hollow and full vertices in the $2+1$-coloured graphs.

The ribbon representation keeps track of the structure of the vertices and of the index identifications. Open strands of ribbon graphs are called external faces and represent a identification of the indices of corresponding colour on both ends. A closed strand, or *internal face*, represents a free summation over an index, and contributes with a factor $N$ to the amplitude of the graph.
The $1/N$ expansion

The $p$-th moments of the quartic matrix model can be evaluated via a Feynman expansion as a sum over ribbon graphs with $p$ external legs. The partition function is evaluated as a sum of ribbon graphs without external legs, of vacuum graphs and its logarithm, the free energy, is then the sum over all connected vacuum graphs. For simplicity we shall only consider the free energy,

$$
\log Z = \sum_{G \text{ connected}} \frac{1}{|V(G)|!} A_G
$$

$$
= \sum_{G} \frac{1}{|V(G)|!} \prod_{v \in V(G)} \left( -\frac{\lambda}{N} \sum_{n_v, \bar{n}_v, m_v, \bar{m}_v} \delta_{m_v \bar{m}_v} \delta_{n_v \bar{n}_v} \delta_{2n_v\bar{n}_v} \delta_{2m_v\bar{m}_v} \delta_{n_v \bar{n}_v} \right) \\
\times \prod_{e \in E^0} \delta_{n^1_e n^1_e} \delta_{n^2_e n^2_e} .
$$

As there are no external legs, the ribbon graph $G$ only has \textit{internal faces}: closed strands of colour 1 and 2. As the covariance is merely the identity for both colours, each face corresponds to the trace of a product of identity operator. Finally as $\text{Tr}_c \mathds{1}_c = N$, the amplitude of a ribbon graph $G$ reduces to,

$$
A_G = (-\lambda)^{|V(G)|} N^{|F(G)| - |V(G)|} ,
$$

where $V(G)$ is the set of ribbon vertices and $F(G)$ is the set of faces of $G$.

As for quartic graphs $|E| = 2|V|$, we have, $|F| - |V| = |F| + |E| - |V|$. This is Euler’s characteristic

$$
\omega = 2 - 2g
$$

where $g$, the genus of the map, is defined as the genus of the lower genus surface on which the ribbon graph can be drawn without crossings. We therefore have $g \geq 0$, and the Feynman expansion can be re-arranged as a power series in $1/N$, where to each order contribute the maps of a given genus,

$$
\log Z = N^2 \sum_{g \geq 0} \frac{1}{N^{2g}} \sum_{G/g(G)=g} \frac{\lambda^{|V(G)|}}{|V(G)|!} .
$$
For large \( N \), the contribution of non-planar maps is suppressed, and the free energy can be expressed as a sum over all planar ribbon graphs,

\[
N^{-2} \log Z = \sum_{G | g(G)=0} \frac{\lambda^{|V(G)|}}{|V(G)|!} + O\left( \frac{1}{N} \right).
\]

This nice characteristic generates a lot of interest for matrix models, which were notably used to quantise 2 dimensional (Liouville) gravity [24, 64].

### 1.4 Invariant Tensor Models

#### The quartic invariant tensor model

For rank \( D \geq 3 \) and a given set of interaction \( Q \), the standard invariant tensor model is defined with a single coupling parameter \( \lambda \) as,

\[
d\nu = e^{-\frac{\lambda}{2N^{D-1}} \sum_{c \in Q} V_c(T, T)} d\mu_\emptyset(T, T)
\]

where \( d\mu_\emptyset \) is the normalised Gaussian measure of identity covariance \( \mathbb{1} = \bigotimes_{c \in D} \mathbb{1}_c \).

#### Feynman graph expansion

The free energy is evaluated perturbatively as a sum over connected \( D + 1 \)-coloured graphs. The amplitude (1.8) of a Feynman graph writes as

\[
A(G) = \prod_{c \in Q} \prod_{B \subset C} \left( -\frac{\lambda}{ND-1} \sum_{n_B, \bar{n}_B, m_B, \bar{m}_B} \delta_{n_B, \bar{n}_B} \delta_{m_B, \bar{m}_B} \delta_{n_E, \bar{n}_E} \delta_{m_E, \bar{m}_E} \delta_{n_c, \bar{n}_c} \delta_{m_c, \bar{m}_c} \right) 
\times \prod_{e \in E^0} \left( \prod_{c=1}^{D} \delta_{n_{c, e}, \bar{n}_{c, e}} \right),
\]

where, for an edge \( e = (v, \bar{v}) \), \( v \in \mathcal{V}^h, \bar{v} \in \mathcal{V}^s \); \( n_v = n_{\bar{v}} \) is the index of tensor entry \( T_{n_v} \) associated with the hollow vertex \( v \) and \( \bar{n}_v = \bar{n}_{\bar{v}} \) is the index of tensor entry \( T_{\bar{n}_v} \) associated with the hollow vertex \( \bar{v} \). Up to a prefactor, the amplitude writes as traces of products of identity operators, each contributing with a factor \( N \) to the graph amplitude. The notion of faces used to compute the power of \( N \) for ribbon graph amplitudes in matrix models can be extended to \( D + 1 \) coloured graphs.

**Definition 1.6.** Let \( G \) be a bipartite \( D + 1 \)-coloured graph with \( 2k \) external legs. The faces of colour \( c \) of \( G \) are the connected \( 1 + 1 \)-coloured subgraphs of \( G \) with edges of colours 0 and \( c \).

Let \( \mathcal{V}^{ext} \) be the set of external legs of \( G \).

- An internal face \( \mathcal{F} \) is a face with no internal legs, \( \mathcal{F} \cap \mathcal{V}^{ext} = \emptyset \).
• An external face \( \mathcal{F} \) is a face with internal legs, \( \mathcal{F} \cap \mathcal{V}^{\text{ext}} \neq \emptyset \).

Denoting \( F_{\text{int}} \) the set of internal edges and \( B \) the set of \( D \)-coloured bubbles of a graph \( \mathcal{G} \), the amplitudes writes

\[
A(\mathcal{G}) = (-\lambda)^{|B|} N^{|F_{\text{int}}|-(D-1)|B|}.
\]

**Cumulants**

According to \cite{10}, the Feynman expansion of the cumulants writes as a sum over connected \( D+1 \) coloured graphs with \( 2k \) external edges as

\[
\kappa(T_{m_1}T_{\bar{m}_1}...T_{m_k}T_{\bar{m}_k}) = \sum_{\pi, \bar{\pi}} \sum_{\mathcal{G}} \prod_{e \in E^0} \left( \prod_{c=1}^{D} \delta_{n_c^e n_c^\pi} \right) \prod_{d=1}^{k} \delta_{m_{\pi(d)} n_d \delta_{\bar{m}_{\bar{\pi}(d)} \bar{n}_d}}
\]

\[
\times \prod_{B \subset \mathcal{G}} \left( -\frac{\lambda}{N^{D-1}} \sum_{n_B, \bar{n}_B, m_B, \bar{m}_B} \delta_{n_B^{\pi} n_B^{\bar{\pi}}} \delta_{\bar{n}_B^{\bar{\pi}}} \delta_{m_B^{\bar{\pi}}} \delta_{m_B^{\pi}} \delta_{\bar{m}_B^{\bar{\pi}}} \delta_{\bar{n}_B^{\bar{\pi}}} \right),
\]

which, up to a prefactor, writes as a product of identity operators. Therefore, each coloured index \( n_c^e \) from a covariant external leg \( p \) is identified through a product of \( \delta \)'s with the index of same colour \( \bar{n}_c^{\bar{\pi}(p)} \) of a dual external leg \( \tau^D_c(p) \). These pairings define a \( D \)-uplet of permutations \( \tau^D \) over \( k \) elements (the pairs external legs).

Each internal face contributes with a factor \( N \), and gathering the prefactors associated with each bubble,

\[
\kappa(T_{m_1}T_{\bar{m}_1}...T_{m_k}T_{\bar{m}_k}) = \sum_{\pi, \bar{\pi}} \sum_{\mathcal{G}} (-\lambda)^{|B|} N^{|F_{\text{int}}|-(D-1)|B|} \prod_{d=1}^{k} \prod_{c=1}^{D} \delta_{m_{\pi(d)} n_d \bar{m}_{\bar{\pi}(d)} \bar{n}_d} \tag{1.13}
\]

Representing covariant external legs as hollow vertices and dual legs as solid vertices, and representing for each colour the different pairings by coloured edges between those vertices, we define a \( D \)-coloured bipartite graph, with both hollow and solid vertices labelled from 1 to \( k \). This graph is called the boundary graph \( \partial \mathcal{G} \) of the Feynman graph \( \mathcal{G} \), and has the structure of a (not necessarily connected) tensor invariant, with labelled vertices \cite{32}. Such graph can be canonically associated with a \( D \)-uple of permutations \( \tau^D_{\partial \mathcal{G}} = (\tau^D_{\partial \mathcal{G}})_{c \in \mathcal{D}} \).

For each colour \( c \), \( \tau^D_{\partial \mathcal{G}}(d) \) is the label of the hollow vertex connected to the solid vertex \( d \) by an edge of colour \( c \). In the later developments, the boundary graph and the associated \( D \)-uple of permutations will often be identified, \( \partial \mathcal{G} = \tau^D_{\partial \mathcal{G}} \).

The index contraction term \( \delta_{m_{\pi(d)} n_d \bar{m}_{\bar{\pi}(d)} \bar{n}_d} \) ensures that a graph can only contribute to a cumulant that has the same tensor invariant structure as its boundary graph. Therefore, only cumulants with the index structure of a tensor invariant can be non-zero and the cumulants can be rewritten as

\[
\kappa(T_{m_1}T_{\bar{m}_1}...T_{m_k}T_{\bar{m}_k}) = \sum_{\pi, \bar{\pi}} \sum_{\tau^D} \mathcal{R}(\tau^D) \prod_{d=1}^{k} \prod_{c=1}^{D} \delta_{m_{\pi(d)} n_d \bar{m}_{\bar{\pi}(d)} \bar{n}_d} \tag{1.14}
\]
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with
\[ \mathcal{R}(\tau^D) = \sum_{\tau^D G} \frac{(-\lambda)^{|B|} N^{|F_{int}|-(D-1)|B|}}{\tau^D G}. \]

Further studies of the invariant tensor models are made much easier in the intermediate field formalism, which will be introduced in Chapter 2.

### 1.5 Tensor Field Theories

We call field theory any tensor model built from a non-invariant Gaussian measure, with a non trivial Hermitian covariance \( C \neq 1 \). The action (1.3) of such a model writes,

\[ S(\bar{T}, T) = \sum_{n\bar{n}} \bar{T}_n C_{\bar{n}n}^{-1} T_n + S_{int}(\bar{T}, T), \]

where the interaction part of the action \( S_{int} \) regroups the quartic terms. As \( C \) is not invariant under the unitary group, the quadratic part for the action is not a tensor invariant. While we loose the nice properties of unitary invariance and the easy face-counting computation of Feynman amplitudes, it allows the introduction of the notion of scale. Scale is at the heart of all physics models and, through renormalisation, gives a new dynamics to statistical and quantum field theories. The most common choice of covariance operator, inspired by quantum field theory, is

\[ C_{\bar{p}p} = \frac{\delta_{\bar{p}p}}{\bar{p} \cdot p + m^2} \]

and correspond to the propagator of a scalar field of mass \( m \). The tensor indices act as momenta, and the tensor space abstractly becomes a discrete momentum space, which can be defined independently of any direct position space.

Tensor field theories, defined directly with an abstract notion of momentum can appear unnatural within the tensorial framework, where all quantities are usually constructed from unitary invariance. However, they can also be related to scalar field theories on a compact group manifold \( U(1)^D \) \([5, 15]\).

#### 1.5.1 Tensor models as group field theories

A scalar field theory over the Abelian group manifold \( U(1)^D \) is defined as a generating functional,

\[ Z[J, \bar{J}] = \int e^{-S[\psi, \bar{\psi}]+f_{U(1)^D} J \psi + f_{U(1)^D} \bar{\psi} J} d\psi d\bar{\psi}, \]

where the field \( \psi \) over \( U(1)^4 \) is a smooth map \( \psi : U(1)^4 \to \mathbb{C} \), and the source terms \( J \) and \( \bar{J} \) are both smooth maps from \( U(1)^4 \) to \( \mathbb{C} \).
The action $S[\psi, \bar{\psi}]$ split into a kinetic part and an interaction part: $S[\psi, \bar{\psi}] = S_{\text{kin}}[\psi, \bar{\psi}] + S_{\text{int}}[\psi, \bar{\psi}]$. We choose the kinetic part as in [15],

$$S_{\text{kin}}[\psi, \bar{\psi}] = \int_{U(1)^D} dg_1 \ldots dg_D \left( -\sum_{i=1}^D \Delta_i + m^2 \right) \psi(g_1, \ldots, g_D),$$

where $\Delta$ is the Laplace-Beltrami operator and $dg$ is the Haar measure over $U(1)$. In Fourier space, denoting $\Psi_{\vec{p}}, \bar{\Psi}_{\vec{p}} = (p^1, \ldots, p^D)$ the Fourier components of $\psi$, the kinetic part of the action and the generating functional are

$$S_{\text{kin}}[\Psi, \bar{\Psi}] = \sum_{\vec{p} \in \mathbb{Z}^D} \left( \vec{p}^2 + m^2 \right) \bar{\Psi}_{\vec{p}} \Psi_{\vec{p}},$$

$$\mathcal{Z} [J, \bar{J}] = \int \prod_{\vec{p} \in \mathbb{Z}^D} d\Psi_{\vec{p}} d\bar{\Psi}_{\vec{p}} e^{-S_{\text{int}}[\Psi, \bar{\Psi}] - S_{\text{kin}}[\Psi, \bar{\Psi}] + \sum_{\vec{p}} \bar{J}_{\vec{p}} \Psi_{\vec{p}} + \bar{\Psi}_{\vec{p}} J_{\vec{p}}}. $$

The Fourier field $\Psi$ is a map from $\mathbb{Z}^D$ to $\mathbb{C}$ and can be considered as the infinite size limit of a rank $D$ tensor.

In the framework of tensorial group field theories [53], the interaction part of the action is built from tensor invariants, which, in Fourier space, follows the same definition as for invariant tensor models. The quartic invariants [1.1] writes:

$$V_C(\Psi, \bar{\Psi}) = \text{Tr}_C \left[ (\Psi \cdot D_C \bar{\Psi}) \cdot_C (\Psi \cdot D_C \bar{\Psi}) \right],$$

(1.15)

In the direct space, these invariants can be written in terms of the group field $\psi$,

$$V_C(\psi, \bar{\psi}) = \int_{U(1)^D} \prod_{i=1}^D dg_i dg'_i dh_i dh'_i \psi(g_1, \ldots, g_D) \times \bar{\psi}(h_1, \ldots, h_D) \psi(g'_1, \ldots, g'_D) \bar{\psi}(h'_1, \ldots, h'_D) \times \prod_{e \in E_C} \delta(g^e - h^e) \delta(g'^e - h'^e) \prod_{c \in C} \delta(g^c - g'^c) \delta(h^c - h'^c).$$

A quartic tensorial group field action can then be built using a linear combination of quartic invariants as the interaction part:

$$S_{\text{int}}[\Psi, \bar{\Psi}] = \sum_C \lambda_C V_C(\Psi, \bar{\Psi}).$$

### 1.5.2 Perturbative expansion

The Feynman expansion of tensor field theories is similar to the one of invariant models, and according to (1.8), the amplitude of a graph writes

$$A(G) = \prod_{C \in \mathcal{Q}} \prod_{e \in E_C} \left( -\lambda_C \sum_{n_B \cdot n_B = n_B} \delta_{{\bar{n}_B \cdot n_B \cdot C}, n_B \cdot C} \delta_{n_B \cdot n_B} \delta_{{\bar{n}_B \cdot n_B \cdot C}, n_B \cdot C} \delta_{n_B \cdot n_B} \right) \times \prod_{e \in E^0} C_{n_e}.$$
However, as the covariance $C$ is not the identity, Feynman amplitudes are not products of traces of identity operator, and their amplitudes cannot be computed directly with a face-counting technique. However, as the covariance $C$ is diagonal, to each face of colour $c$ corresponds a single momentum, or index $p_f$ that is summed over $\mathbb{Z}$. For a graph $G$ with $F$ faces, the amplitude can be written as

$$A(G) = \left( \prod_c \lambda^{B_c} \right) A_G, \quad A_G = \sum_{\{p_f\} \in \mathbb{Z}^F} \frac{1}{P(\{p_f\})},$$

where $|B_C|$ is the number of bubbles of type $C$ in the graph. $P$, the product of all the inverse covariances in $G$, is a polynomial in the face-momenta $p_f$ which structure depends on the graph $G$. Depending on $P$, the sum over momenta can be divergent, in which case the amplitudes need some regularisation, and the theory will require renormalisation.

### 1.5.3 Multi-scale analysis

**Scale slices**

The multi-scale analysis \cite{58} consists in organising the momenta into *scale slices*, which are analogous to the orders of magnitude for physical quantities. The goal is then to organise physical processes in quantum field theory, or merely summations over momentum indices and parts of Feynman graphs for our tensor theories, according to the (momentum) scale on which they happen. This leads to a finer understanding of the renormalisation process, where local divergences arising from sub-graphs of higher scales are treated independently.

Let $M$ be an integer with $M > 1$. We define the $j$-th momentum slice $S_j$ as,

$$S^1 = \{ p \in \mathbb{Z}^D, \ m^2 + p \cdot p \leq M^2 \}$$

$$S^j = \{ p \in \mathbb{Z}^D, \ M^{2j-2} < m^2 + p \cdot p \leq M^{2j} \} \quad \forall j > 1. \quad (1.16)$$

Then, we decompose the covariance $C$ over slices. Denoting $I_x$ the characteristic function of the set $x$, we define the following operators :

$$(I_j)_{\vec{n}} = I_{S_j(n)} \ \delta_{\vec{n}}, \quad I_{\leq j} = \sum_{i=1}^{j} I_i.$$  

The covariance of scale $j$ is defined as,

$$C_j = I_j C.$$

Note that this operator is bounded by

$$C_{j\vec{n}} \leq M^{2-2j} \prod_{c \in D} \delta_{n_c \vec{n}_c} I_{|n_c| \leq M^j}. \quad (1.17)$$
where \( I_x \) is the characteristic function of the event \( x \).

An overall cut-off can be chosen to renormalise the theory by choosing an upper bound \( j_{\text{max}} \) for the momentum scale and replacing the covariance of the model by the regularised covariance \( C_{\leq j_{\text{max}}} \), defined as

\[
C_{\leq j_{\text{max}}} = I_{\leq j_{\text{max}}} C = \sum_{j=1}^{j_{\text{max}}} C_j
\]

such that the momenta run over a finite set \( \cup_{j \leq j_{\text{max}}} S_j \).

**Amplitude decomposition**

Using the shorthand notation

\[
\delta^B = \delta_{m_B} \delta_{n_B} \delta_{n_B} \delta_{m_B} \delta_{m_B} \delta_{m_B} \delta_{m_B} \delta_{m_B},
\]

the regularised amplitude of a graph \( G \) writes

\[
A^\text{reg}_G = \sum_{\{n\}} \prod_{B \subset G} \delta^B \prod_{e \in E^0} (C_{\leq j_{\text{max}}})_{n_e \bar{n}_e}
\]

\[
= \sum_{\{n\}} \prod_{B \subset G} \delta^B \prod_{e \in E^0} \left[ \sum_{j=1}^{j_{\text{max}}} (C_j)_{n_e \bar{n}_e} \right]
\]

\[
= \sum_{\mu} A^\mu_G.
\]

where \( \mu = \{j_e, e \in E^0\} \in \{1 \ldots j_{\text{max}}\}^{|E^0|} \) is composed of a discrete scale index for each colour 0 edge of \( G \), and \( A^\mu_G \) is the corresponding amplitude,

\[
A^\mu_G = \sum_{\{n\}} \prod_{B \subset G} \delta^B \prod_{e \in E^0} \left[ (C_{j_e(\mu)})_{n_e \bar{n}_e} \right].
\]

(1.18)

The perturbative expansion thus writes as a sum over \( D + 1 \)-coloured graphs with scale attribution, i.e. to each edge of colour 0 is attributed a scale parameter \( j \leq j_{\text{max}} \).

**High subgraphs**

We define \( G_i \) as the subgraph of \( G \) obtained by deleting every color-0 edges of scale attribution lower than \( i \) (bearing \( C_j, j < i \)), then every isolated bubbles. The high subgraphs \( G^k_i, k \in \{1 \ldots \kappa(i)\} \) are the \( \kappa(i) \) connected components of \( G_i \). Within a high subgraph, every solid and hollow vertices may not be connected to a colour-0 edge. This is analogous to the external legs of the full graph \( G \) as vertices without colour-0 edges can be interpreted as bearing external edges (a colour-0 edge without covariance or scale and connected to an external leg). This defines the internal and the external faces of a high subgraph \( G^k_i \).

From (1.17) and (1.18), one has the following theorem:
Theorem 1.2. The amplitude $A^\mu_G$ with scales indices $\mu$ admit the following uniform bound:

$$|A^\mu_G| \leq M^{2E^0(G)} \prod_{i} \prod_{k=1}^{\kappa(i)} M^{\omega(G_i^k)}, \quad (1.19)$$

where, denoting $E^0$, $F_{\text{int}}$, $F_{\text{ext}}$ the sets of internal colour 0 edges, internal and external faces of a graph, the degree of divergence $\omega$ is defined by:

$$\omega(G_i^k) = -2|E^0(G_i^k)| + |F_{\text{int}}(G_i^k)|. \quad (1.20)$$

**Proof** Using the bound (1.17) on the covariances,

$$A^\mu_G \leq \sum_{\{n\}} \prod_{B \subset G} \delta^B \prod_{e \in E^0} M^{2-2j_e} \prod_{c \in D} \delta_{|n_c|^\leq M^{j_e}} \left. \right|_{n_c \neq 1}. \quad (1.21)$$

The contractions $\delta$ identify indices along the faces of the graph $G$ such that only one summation survives per face $f \in F_{\text{int}}(G)$, therefore,

$$A^\mu_G \leq \prod_{e \in E^0(G)} M^{2-2j_e} \times \prod_{f \in F_{\text{int}}(G)} M^{j_{\text{min}}(f)},$$

where

$$j_{\text{min}}(f) = \min_{e \in f} j_e.$$

The product over edges can be reorganised according to the high sub-graphs of $G$ as

$$\prod_{e \in E^0(G)} M^{-2j_e} = \prod_{i=1}^{j_e} \prod_{e \in E^0(G)} M^{-2} = \prod_{i \geq 1} \prod_{l \in E^0(\cup_{k=1}^{\kappa(i)} G_i^k)} M^{-2} \quad (1.21)$$

and the product over faces can then be reorganised as

$$\prod_{f \in F_{\text{int}}(G)} M^{j_{\text{min}}(f)} = \prod_{i \geq 1} \prod_{f \in F_{\text{int}}(\cup_{k=1}^{\kappa(i)} G_i^k)} M^{F_{\text{int}}(G_i^k)} \quad (1.22)$$

Finally, the contribution of the external faces has no sum and can be bounded independently of $M$.

Gathering the bounds (1.21) and (1.22) proves equation (1.19).  
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1.5.4 Renormalisation

Divergences

When the regularisation is lifted \((j_{\text{max}} \to \infty)\), the amplitude of a Feynman graph \(G\) can diverge if it contains some sub-graphs with a non-negative degree of divergence \((1.20)\). Therefore, a sub-graph with \(\omega \geq 0\) is called a divergent sub-graph, while the convergent sub-graphs \((\omega < 0)\) cannot generate divergences. These divergences occur when the scale of a divergent sub-graph becomes large, then it contributes with an multiplicative factor \(M^\omega > 1\) to each scale \(i\) in \((1.19)\).

Counter-terms

Such divergent sub-graphs therefore need to be renormalised, by adding a counter-term to the initial action, of value equal to minus the amplitude of the sub-graph at a given value of the external momenta, and of the same index structure as the boundary graph of the divergent sub-graph. For a divergent graph \(G\) with \(2k\) external edges and a boundary graph \(\partial G\), the counter-term writes,

\[
\delta_G(\Psi, \bar{\Psi}) = -A^{reg}_{\partial G} \bigg|_{\Psi_1 = \bar{\Psi}_1 = \ldots = \Psi_k = \bar{\Psi}_k = 0} V_{\partial G}(\Psi, \bar{\Psi}) ,
\]

where \(V_{\partial G}\) is the tensor invariant corresponding to the boundary graph \(\partial G\). Note that, as the amplitude depends on \(j_{\text{max}}\), the counter-term \(\delta_G\) and the renormalised action

\[
S^{\text{ren}} = S + \delta_G
\]

both depend on the regularisation scale \(j_{\text{max}}\).

Renormalisability

For the renormalisation procedure to be carried out, we must have some control over the number and nature of the divergence. A renormalisable theory must obey the following conditions

- the degree of divergence must be bounded: For all \(k > 0\), there is a finite integer \(\omega_{\text{max}}(k)\), such that, for any sub-graph \(G_k\) with \(2k\) external edges, \(\omega(G_k) \leq \omega_{\text{max}}(k)\).

- the number of external edges of a divergent sub-graph must be bounded: There is a finite \(k_{\text{max}}\) such that, if \(k > k_{\text{max}}\), \(\omega_{\text{max}}(k) < 0\).

The first condition forbids the appearance of arbitrarily strong divergences, which could not be properly renormalised by finite (at a given \(j_{\text{max}}\)) counter-terms. The second condition ensures that the theory keeps a finite number of interaction terms.

Tensor field theories can therefore be classified according to their renormalisation properties.
• a theory that satisfies both conditions, and which generates only a finite number of different divergent (sub-)graphs is called super-renormalisable.

• a theory that satisfies both conditions, and which generates infinitely many different divergent (sub-)graphs is called just-renormalisable.

• a theory that does not satisfy both conditions is called non-renormalisable.

**Divergent degree**

The study of renormalisability thus requires a close inspection of the properties of the Feynman graphs and their divergent degree. Such a study will be conducted later, as it is made easier with the help of the intermediate field formalism of chapter 2. For now, let us use without proof the results of chapter 2. According to corollary 2.1, any bipartite $D + 1$ coloured graph $G_k$ with $2k$ external edges, $|B|$ quartic $D$-coloured bubbles and $2|B| + k$ colour-0 edges follows:

$$ (D - 1)|B| - |F_{int}| \geq -D + (D - 1)k + C(\partial G_k) . $$

(1.23)

where $C(\partial G_k)$ is the number of connected component of the boundary graph $\partial G_k$. Note that, for a connected graph, the number of internal edges of colour 0 is related to the number of bubbles by $|E^0| = 2|B| - k$. Gathering (1.20) and (1.23), the divergence degree satisfies,

$$ \omega(G_k) = 2k - 4|B| + |F_{int}| \leq (D - 5)|B| + D + (3 - D)k - C(\partial G) , $$

which allows us to conclude that the quartic tensor field theory at rank $D$ is,

• super-renormalisable for $D \leq 4$. As the divergence degree decreases with the number of bubbles, only a finite number of graphs can be divergent.

• just-renormalisable for $D = 5$. The divergent degree is bounded by $\omega_{\text{max}}(k) = 4 - 2k$, only graphs with at most 4 external legs can diverge. However, divergent sub-graphs can be arbitrarily large, with arbitrarily many quartic bubbles.

• non-renormalisable for $D \geq 6$. The divergent degree is not bounded, and larger graphs can generate higher order divergences.
Chapter 2

Intermediate field representation

The intermediate field representation is a convenient way to study the graph expansion of quartic tensor models. It is a bijection that represents the usual Feynman graphs as maps (graphs with a cyclic order of the edges incident to a vertex), which often makes the study of their properties easier. If it can be considered as a purely graphical transformation, it also corresponds to a rewriting of the partition function with a new field, called the intermediate field.

2.1 Graphical representation

Each Feynman graph of a quartic model can be represented by an intermediate field map using a graphical transformation where each bubble of the original graph becomes an edge, and the vertices of the intermediate field map are made of the Wick contraction edges of the original graph. For a given theory, there are several different intermediate field representation, each corresponding to a given choice of the set of interactions $Q$.

**Definition 2.1.** A ciliated $\mathcal{D}$-multicoloured map is a quadruplet $\mathcal{M} = (C, \{H_C\}_{C \subset \mathcal{D}}, \sigma, \epsilon)$ such that:

- $C$ is a finite set of cilia.
- $H = \bigcup_{C \subset \mathcal{D}} H_C$ is a finite set of multicoloured half-edges, $H_C$ is the set of half-edges of colours $C$.
- $\sigma$ is a permutation on $H \cup C$.
- $\epsilon$ is an involution on $H$ with no fixed point, such that $\forall C, \epsilon(H_C) = H_C$.

Using the similar definition of graph objects as for directed maps (Definition 1.5),

**Definition 2.2.** For a multicoloured map $\mathcal{M} = (C, \{H_C\}_{C \subset \mathcal{D}}, \sigma, \epsilon)$,

1. A vertex is a cycle of the permutation $\sigma$. A cycle of length $p$ is called $p$-valent.
2. A corner is a pair of half-edges or cilia \((h, \sigma(h))\). If \(v\) is a vertex and \(h \in v\), then \((h, \sigma(h))\) is called a corner of the vertex \(v\).

3. An multicoloured edge of colours \(C\) is a pair of half-edges \((h_C, \epsilon(h_C))\) with \(h_C \in H_C\).

A ciliated multicoloured map can be seen as a graph where

- Every edge carries a set of colours \(C \subset D\).
- Every vertex has a cyclic ordering of the incident edges.
- Vertices can bear cilia, that behave as half-edges.

### 2.1.1 Graph to map transformation

![Figure 2.1: This \(D + 1\)-coloured graph will be used as an example to illustrate the transformation process.](image)

Let \(G\) be a Feynman graph with interaction bubbles of type \(V_C, C \in \mathcal{Q}\), Wick contraction edges of colour 0 and external legs. The colour 0 edges are directed from the hollow vertices toward the solid ones. The intermediate field map \(\mathcal{M}(G)\) is the edge coloured map built from \(G\) by the following three steps transformation.

1. Each bubble of colours \(C\) of the original graph is replaced by a multicoloured edge of colours \(C\), each pair of solid and hollow vertices connected by edges of colours in \(D \setminus C\) being contracted into a single vertex. The new (step 1)-vertices are trivalent, with two half-edges of colour 0 and a multicoloured half-edge. The direction of the colour 0 edges is preserved.

2. To each external leg of the covariant type is associated an external leg of the dual type by following the unique path made of Wick contraction edges only (without going through multicoloured edges). Then each pair of external legs is replaced by a cillum. At this stage of the transformation, each (intermediate stage)-vertex of the graph is connected to two colour-0 edges, therefore there is a unique way to replace external legs by cilia. The colour-0 edges now form closed cycles, or loops. By construction, there can be an arbitrary number of vertices and 0-colour edges on each cycle, but only up to one cillum.
3. Each cycle of colour-0 edges is replaced by a vertex of the intermediate field representation map, also called a loop-vertex. The incident (multi)-coloured edges are ordered on the loop-vertex according to their former position on the colour-0 loop. The vertex is oriented clockwise according to the direction of the former colour 0 edges. Cilia are treated as regular half edges during the process, and colour 0 edges become corners of the new map $M(G)$.

If the steps 2 and 3 are uniquely defined, the result of step 1 entirely depends on the choice of $Q$. Replacing $C \in Q$ by $D \setminus C$ does not change the model as the associated trace invariant is the same, but, as it changes the set of (multi)-coloured edges and the pairing of hollow and solid vertices into intermediate stage vertices, it modifies the structure of the cycles of colour-0 edges and the pairing of external legs, leading to a completely different intermediate field map.

The two most common choices of $Q$ are

- $\forall C \in Q, \ 1 \in C,$
- $\forall C \in Q, \ |C| \leq |D|/2,$ if $|C| = |D|/2$ then $1 \in |C|.$

Only the latter will be used in the following developments.

Once the set of interactions $Q$ is chosen, the graph to map transformation defines a one to one correspondence between
1. the bipartite $D+1$-coloured graphs with $2k$ external legs, and which $D$-coloured connected sub-graphs are quartic bubbles of type $Q$,

2. the multicoloured maps with edges of colours $C \in Q$ and with $k$ ciliated vertices, each bearing a single cilium.

As quartic bubbles become edges of the map, graphs with labelled bubbles correspond to maps with labelled edges. Cilia can be labelled according the label of the corresponding dual external legs in the bipartite coloured graph.

The inverse transformation can be performed easily by replacing corner by directed colour-0 edges, splitting the cilia into pairs of external edges, then replacing the multicoloured edges by quartic bubbles while being careful of placing hollow and solid vertices according to the direction of the colour 0 edges.

Note that the intermediate field map representation is very different from the map representation of matrix models developed in section 1.3. Here, the interaction bubbles are represented as edges of the map, while they were represented as vertices of the matrix map representation. The vertices of the intermediate field maps actually represent cycles of colour 0 edges (often called loops in quantum field theory). The colour 0 edges, that were still represented as edges of the matrix map, are therefore the corners of the intermediate field maps.

This above construction is a bijection between edge-multicoloured maps and bipartite $D+1$-coloured graphs with external legs, which $D$-coloured connected components are quartic bubbles. This restriction to quartic bubbles imposes a strict structure on the graphs and forbids the use of the transformation for more general $D+1$-coloured graphs. Notably, the Feynman graphs arising from tensor models with higher-order interactions cannot be treated with this transformation. A generalised version of this transformation, for graphs with higher-order bubbles, was consequently introduced in [11], using some more involved stuffed Walsh maps instead of edge-coloured maps.

**Multi-stranded graphs**

Multi-stranded graphs are a convenient way to represent multicoloured maps that keeps tracks of the tensor indices and their identifications. The 0-valent vertex is represented as a multi-stranded vertex, made of $D$ concentric circular coloured strands, ordered
from 1 to $D$, the innermost being of colour 1. Edges are represented as multicoloured ribbon edges. The addition of an edge of colours $\mathcal{C}$ between two loop vertices opens the strands of colours $c \in \mathcal{C}$ in both vertices and ties them together according the orientation of the strands. Each edge is thus composed of $2|\mathcal{C}|$ strands. In this representation, the faces of a map are directly apparent. Internal faces are the closed lines of a multi-stranded graph, while external faces are lines connecting two cilia. Not that the edges of the multi-stranded graphs have the same structure as the corresponding $D$-coloured quartic bubbles, the hollow and solid vertices and the colour-0 edges connecting them, being replaced by $D$-stranded corners displaying explicitly their index contraction structure.

2.2 The intermediate field formula

The intermediate field transformation is not only a graphical correspondence between bipartite coloured graphs and multicoloured maps. The intermediate field maps can actually be obtained as a genuine Feynman expansion of some intermediate fields as the moment-generating function of the quartic tensor models can be rewritten in terms of a multi-matrix model, with matrices of different sizes, and which Feynman expansion is directly written in terms of the multicoloured maps, allowing to perturbatively evaluate the moments of the quartic tensor model directly in terms of intermediate field maps.

This re-writing of the moment-generating model is based on the Hubbard-Stratonovich transformation [40, 63], which has been a well-established tool in many-body physics and quantum field theory [47, 48], where it allows to decompose a 4 fields interaction into 3 fields interactions through the introduction of a new field, the intermediate field, which gives its name to this chapter.

2.2.1 Transformation

Let us denote $\sigma_c^{a \bar{a}}$ a $N^{[|\mathcal{C}|]} \times N^{[|\mathcal{C}|]}$ Hermitian matrix with line and column indices of colours in $\mathcal{C}$, $a^c = (a^c|c \in \mathcal{C})$, and let us denote $1^{D\setminus \mathcal{C}}$ the identity matrix on the indices of
colours $D \setminus C$. We define

$$A(\sigma) = \sum_{C \in Q} i \sqrt{\frac{\lambda_C}{ND^{-1}}} \mathbb{1}^{D \setminus C} \otimes \sigma^C,$$

$$[A(\sigma)]_{nm} = \sum_{C \in Q} i \sqrt{\frac{\lambda_C}{ND^{-1}}} \delta_{n,b,C} \sigma^c_{n,m,C} \sigma^C_{m,c}.$$

Note that, as $A(\sigma)$ is anti Hermitian, $[\mathbb{1} + A(\sigma)]^{-1}$ is well defined for all $\lambda \in \mathbb{C} \setminus (-\infty, 0)$.

The intermediate field representation of the quartic tensor model $\mu (1.2)$ is:

**Theorem 2.1.** The moment-generating function of $\mu (1.4)$ with a set of interactions $Q$ is:

$$Z(J, \bar{J}) = \int e^{-\text{Tr} \left[ \log (\mathbb{1} + A(\sigma)) \right] + \sum_{nm} \bar{J}_n \left[ \frac{1}{\text{Tr} + A(\sigma)} \right]_{nm} J_m} \, d\mu_1(\sigma).$$

(2.1)

where $d\mu_1(\sigma)$ is the normalized Gaussian measure of identity covariance $\mathbb{1}$ over the Hermitian $\sigma$ matrices.

Proof

The Hubbard Stratonovich intermediate field representation relies on the observation that, for any Hermitian matrix $M$,

$$\int e^{i\text{Tr} M\sigma} \, d\mu_1(\sigma) = e^{-\frac{1}{2} \text{Tr} M^2},$$

(2.2)

where $d\mu_1$ is the standard Gaussian measure of covariance $\mathbb{1}$ over Hermitian matrices.

We will now apply this formula for the quartic interaction terms. We have:

$$e^{-\frac{\lambda_C}{ND^{-1}}} \text{Tr}_{c} \left[ \frac{\mathbb{1}^{D \setminus c} \otimes \sigma^c}{\text{Tr} + A(\sigma)} \right] = \int e^{i\sqrt{\frac{\lambda_C}{ND^{-1}}} \sum_{c,n,C} \mathbb{1}^{D \setminus c} \otimes \sigma^c_{n,m,C} \sigma^C_{m,c} \, d\mu_1(\sigma)}$$

$$= \int e^{i\sqrt{\frac{\lambda_C}{ND^{-1}}} \sum_{n_m} T_n \left[ \mathbb{1}^{D \setminus c} \otimes \sigma^c \right]_{nm} T_m} \, d\mu_1(\sigma).$$

The generating function is then:

$$Z(J, \bar{J}) = \int \left[ e^{-\sum_n T_n \left[ \mathbb{1}^{D \setminus c} \otimes \sigma^c \right]_{nn} T_n} \right]_{n,n}$$

$$\times \prod_n \frac{dT_n}{2\pi} \left( \prod_{c \in Q} d\mu_1(\sigma^c) \right).$$
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The integral over $T$ and $\bar{T}$ is now Gaussian with covariance
\[
(1^D + A(\sigma))^{-1},
\]
and as
\[
\det(1^D + A(\sigma))^{-1} = e^{-\text{Tr}_D \log(1^D + A(\sigma))},
\]
a direct computation leads to eq. (2.1).

The intermediate field transformation rewrites the tensor model as a multi-matrix model with a non-polynomial interaction term,
\[
V_{IF}(\sigma) = \text{Tr}_D \left[ \log(1^D + A(\sigma)) \right].
\]
(2.3)

In order to perform the Feynman expansion of the intermediate field theory, one must perform a series expansion of the interaction.

### 2.2.2 Feynman expansion

The interaction term (2.3) for the intermediate field can be expanded as,
\[
V_{IF}(\sigma) = \sum_{p \geq 1} \frac{(-1)^p}{p} \text{Tr}_D [A(\sigma)^p]
\]
\[
= \sum_{p \geq 1} \frac{1}{p} \left( \frac{-i}{\sqrt{N^D - 1}} \right)^p \text{Tr}_D \left[ \sum_{C \in Q} \sqrt{\lambda_C} \, 1^D \otimes \sigma_C \right]^p.
\]
(2.4)

According to the previous equation, the interaction part of the intermediate field action is a sum of traces of arbitrarily long cycles of $\sigma$ fields, each of arbitrary colours. Each term comes with a square-root coupling constant $\sqrt{\lambda_C}$ per corresponding field $\sigma_C$ in the cycle. In the Feynman expansion, this would translate in vertices of arbitrary valence and with coupling constants associated with the edges instead of the vertices.

Therefore, it can be easily checked that the Feynman expansion of the $2k$-point function computed with the intermediate field theory writes as a sum over all multicoloured maps with $k$ cilia ans colours in $Q$, as:

- Edges are multicoloured, they are associated with sets of colour $C \in Q$ as they correspond to Wick contractions of the matrix field $\sigma_C$.
- Vertices has cyclic ordering of the half-edges. Each vertex is indeed a trace of a product of $A(\sigma)$ operators.
- Vertices are of arbitrary valence, and with arbitrary colours of the half edges.
- The cilia are the pairs $\bar{J} \bar{J}$ of sources as they appear in (2.1). As the source term in (2.1) can be expanded in a similar way as the interaction term (2.4), ciliated vertices can also have arbitrary valence.
Note that there are $p$ different rooted cycles of length $p$ of $A(\sigma)$ terms corresponding to a single cyclically-ordered vertex. This contributes with a factor $p$ in the map amplitude for each non-ciliated vertex. Ciliated vertices are naturally rooted at the cilium and do not bring symmetry factors.

Figure 2.7: The symmetry for a bivalent vertex. The rotated non-ciliated vertex contributes to the same map. This is no longer the case for a ciliated vertex.

Thus, the perturbative expansion writes in term of multicoloured maps $M_v$ with $|V(M_v)|$ labelled vertices and $k$ cilia as,

$$
\langle T_{m_1} \bar{T}_{\bar{m}_1} \ldots T_{m_k} \bar{T}_{\bar{m}_k} \rangle_\nu \approx \sum_{M_v} \frac{1}{|V(M_v)|!} A(M_v).
$$

Moreover, the structure of the interaction terms in (2.4), with tensor product of identity operators, shows that the Feynman maps display the same multi-stranded structure as the maps obtained by the graphical intermediate-field transformation.

The amplitude associated with the Feynman maps of the intermediate field are computed by multiplying the coupling constants $\lambda$, and counting the internal faces of the map. Each edge of colours $C$ bears a coupling $\lambda_C$ and the faces are defined as for graphically transformed tensor field Feynman graphs. Therefore, the amplitude associated with an intermediate field theory map is the same as the one associated to the same map when obtained from a direct tensor field graph by the graphical transformation.

$$
A(M_v) = \sum_{\pi \#} \mathcal{N}^{|E_{int}(M_v)|} \prod_{C \in Q} \left( \frac{-\lambda_C}{N^{D-1}} \right)^{|E_C(M_v)|} \prod_{d=1}^{k} \prod_{c=1}^{D} \delta^{m_c \bar{m}_c} \lambda_{\tau_M}(s(d)),
$$

where $E_C(M)$ is the set of edges of $M$ of colours $C$ and the $D$-uple of permutation $\tau_M = \partial M$ is the boundary graph of $M$, which, for each colour, pairs the cilia (and corresponding source terms) together according to the external faces of $M$.

Finally, the sum can be rearranged as a sum over maps with labelled edges. Denoting respectively $s_v(M)$ and $s_e(M)$ the number of different vertex labellings and edge labellings of a map $M$ with unlabelled edges and vertices, we have $\frac{s_v}{|V|!} = \frac{s_e}{|E|!}$, therefore,

$$
\sum_{M_v} \frac{1}{|V(M_v)|!} A(M_v) = \sum_{M} \frac{s_v(M)}{|V(M_v)|!} A(M) = \sum_{M_e} \frac{1}{|E(M_e)|!} A(M_e),
$$
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where $\mathcal{M}_e$ sums over maps with labelled edges. Therefore, the Feynman expansion of the intermediate field theory is truly the intermediate field map representation of the expansion of the tensor model.

For connected ciliated maps, $s_v = |V|!$ as the symmetry group of a map becomes trivial, and the Feynman expansion of the cumulants can be written in terms of unlabelled connected maps as,

$$\kappa(T_{m_1} \bar{T}_{\bar{m}_1} \ldots T_{m_k} \bar{T}_{\bar{m}_k}) = \sum_{\mathcal{M}_{\text{connected}}} A(\mathcal{M}).$$

Surprisingly, the intermediate field formalism was not originally introduced in the random tensor framework for the nice properties of its perturbative map expansion, which will be further discussed in the next section, but merely as a necessary step toward the constructive study of tensor models through the loop vertex expansion [36], which will be introduced in part two.

### 2.3 The perturbative expansion

Using Feynman expansion on the intermediate field theory, the partition function of a quartic tensor model can be perturbatively approximated as a sum over all multicoloured maps with no cilium. For a model with a single coupling constant $\lambda$,

$$\log Z \approx \sum_{\mathcal{M}_{\text{connected}}} \frac{1}{|E|!} (-\lambda)^{|E|} N^{|F_{\text{int}}|-(D-1)|E|}.$$

The cumulants are evaluated as sums over ciliated connected (unlabelled) maps with the proper boundary graph.

$$\kappa(T_{m_1} \bar{T}_{\bar{m}_1} \ldots T_{m_k} \bar{T}_{\bar{m}_k}) \approx \sum_{\pi,\bar{\pi}} \sum_{\tau^D} \mathcal{R}(\tau^D) \prod_{d=1}^k \prod_{c=1}^D \delta_{m_{\pi(d)}} \bar{m}_{\bar{\pi}(d)} \bar{\pi}(d),$$

with

$$\mathcal{R}(\tau^D) = \sum_{\mathcal{M}/\partial, M=\tau^D \text{ connected}} (-\lambda)^{|E|} N^{|F_{\text{int}}|-(D-1)|E|}.$$  \hspace{1cm} (2.5)

In any case, the amplitude of a multicoloured map $\mathcal{M}$ can be written,

$$A(\mathcal{M}) = (-\lambda)^{|E(\mathcal{M})|} N^{-\Omega(\mathcal{M})},$$

where the exponent of $1/N$ is,

$$\Omega(\mathcal{M}) = (D-1)|E(\mathcal{M})| - |F_{\text{int}}(\mathcal{M})|.$$  \hspace{1cm} (2.6)

For any number of cilia $k$, this exponent is bounded from below. The logarithm of the partition function and the cumulants can therefore be expressed as power series in $1/N$. 
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2.3.1 A map glossary

In this subsection, we define the useful terms associated with maps.

- A leaf is a monovalent vertex.
- A bridge is an edge whose deletion transforms a connected map into two connected maps.
- A plane forest is a map where all edges are bridges.
- A plane tree is a simply connected map, i.e., a connected plane forest.
- Let $M$ be a connected map, a spanning tree $T$ of $M$ is a simply connected sub-map of $M$, $V(T) = V(M)$.

If an edge $e \in M$ is not a bridge, there is a spanning tree $T \subset M$ such that $e \not\in T$. $e$ is called a loop edge.

2.3.2 The $1/N$ expansion

Bound on the exponent

We denote $C(\tau^D)$ the number of connected components of the $D$-coloured graph associated with the $D$-tuple of permutations $\tau^D$, and $1^D_k$ the $D$-tuple of identity permutations over $k$ elements.

**Theorem 2.2.** For any $D$-tuple $\tau^D$ of permutations over $k$ elements, we define the minimal exponent,

$$\omega_{\min}(\tau^D) = -D + (D - 1)k + C(\tau^D).$$

Then, with the exponent $\Omega$ defined in (2.6),

- For $k > 0$, for any connected multicoloured map $M$ with $\partial M = \tau^D$, $\Omega(M) \geq \omega_{\min}(\tau_D) \geq 0$.
- For a connected vacuum map $M$, $\Omega(M) \geq -D = \omega_{\min}(\emptyset)$.
- For $k \geq 0$, if $\Omega(M) = \omega_{\min}(\partial M)$ then
  - $M$ is a plane tree,
  - For $e \in E(M)$, either $e$ is mono-coloured ($|C(e)| = 1$) or all faces running through $e$ are external (each coloured strand in $e$ belongs to an external face).
- For $k = 0$ (and $\partial M = \emptyset$) or $k > 0$ and $\partial M = 1^D_k$, then $\Omega(M) = \omega_{\min}(\partial M)$ if and only if $M$ is a plane tree made solely of mono-coloured edges.
Note that for $k > 1$, and a given $\partial M$, their might not be any map such that $\Omega(M) = \Omega_{\text{min}}(\partial M)$.

**Proof** As for any connected map, $|E| \geq |V| - 1$, in order to prove the first part of this theorem, it is sufficient to bound the number of internal faces of a given map by,

$$F_{\text{int}}(M) \leq 1 - (D - 1)k - C(\partial M) + (D - 1)V(M),$$

which is established in the following lemma.

**Lemma 2.1.** The number of internal faces of a connected multicoloured map $M$ with $V(M)$ vertices, $k(\partial M)$ cilia and $E(M)$ edges is bounded by:

$$F_{\text{int}}(M) \leq 1 - (D - 1)k(\partial M) - C(\partial M) + (D - 1)V(M) + \left\lfloor \frac{D}{2} \right\rfloor [E(M) - V(M) + 1].$$

As $E(M) - V(M) + 1 = 0$ only for trees, Lemma 2.1 also proves that $\Omega(M)$ can be equal to $\Omega_{\text{min}}(\partial M)$ only if $M$ is a tree.

Let $T$ be a plane tree and $e \in E(T)$ an edge. For $c \in C(e)$, either both strand of colour $c$ in $e$ belong to external faces, or both they belong to the same internal face. Let us assume that the strands of colour $c$ belong to an internal face and that $C\setminus\{c\} \neq \emptyset$, we define $T^*$ the multicoloured map obtained by replacing $e$ by an edge of colours $C\setminus\{c\}$. Then $F_{\text{int}}(T^*) = F_{\text{int}}(T) + 1$, and $\Omega(T) > \Omega(T^*) \geq \Omega_{\text{min}}(\partial T)$. The prescription $\Omega(T) = \Omega_{\text{min}}(\partial T)$ is achievable only if all edges either are mono-coloured or do not contain strands belonging to internal faces.

Finally, it can be easily shown that, for any tree $T$ made solely of mono-coloured edges and with $\partial T = \emptyset$, the number of internal faces is,

$$F_{\text{int}}(T) = D + (D - 1)(|V(T)| - 1) - Dk.$$ 

Therefore, $\Omega(T) = -D + Dk = \Omega_{\text{min}}(\partial T)$. Moreover, a tree $T$ with a least one multicoloured edge ($|C(e)| \geq 2$) would have a lower number of faces. Proving Lemma 2.1 will achieve the proof of Theorem 2.2.

**Proof of lemma 2.1**

In order to establish this bound, we first introduce a new coloured map $M^*$ associated to $M$ which will allow us to keep track of the boundary $\partial M$ while modifying $M$. Starting from $M$, for each cilium $h$, we introduce $2D$ half edges on the corner bearing the cilium $h$, one at its left and one at its right for each colour $c \in D$ (that is, for each colour $c$, one half edge precedes $h$ and the other succeeds $h$ when turning around the vertex). We then connect these new half edges into dashed edges following the edges of $\partial M$: if the external strand of colour $c$ starting at the cilium $h$ ends at the cilium $h'$, we connect the half edge
of colour $c$ following $h$ with the half edge of colour $c$ preceding $h'$. This construction is represented in Figure 2.9.

Each of the external faces of $\mathcal{M}$ corresponds to an edge in the boundary graph $\partial \mathcal{M}$, hence $\mathcal{M}$ has exactly $Dk(\partial \mathcal{M})$ external faces. By construction $\mathcal{M}^*$ has a new edge for each external face of $\mathcal{M}$, which closes the external face of $\mathcal{M}$ into an internal face of $\mathcal{M}^*$. It follows that:

$$F_{\text{int}}(\mathcal{M}^*) = F_{\text{int}}(\mathcal{M}) + Dk(\partial \mathcal{M}).$$

On the other hand, as the new dashed edges exactly follow the external faces of $\mathcal{M}$, it ensues that $\partial \mathcal{M}^* = \partial \mathcal{M}$.

The reason to introduce $\mathcal{M}^*$ is the following. Below we will delete solid edges of $\mathcal{M}^*$ (that is edges which belonged to $\mathcal{M}$) and track the change in the number of internal faces of $\mathcal{M}^*$ under these deletions. The crucial point is that these deletions modify the structure of the internal faces of $\mathcal{M}^*$ but do not modify its external faces, hence the boundary graph $\partial \mathcal{M}^*$ will remain unchanged. The introduction of $\mathcal{M}^*$ allows us to modify a map while keeping its boundary graph unchanged.

Let $\mathcal{T}$ be a spanning tree in $\mathcal{M}$ (with all the vertices but no loop edges) and let us denote $\mathcal{T}^*$ the map made of $\mathcal{T}$ and all dashed edges of $\mathcal{M}^*$. We have:

$$\partial \mathcal{T}^* = \partial \mathcal{M}^* = \partial \mathcal{M}.$$
such an edge in $\mathcal{M}^*$ can either increase or decrease the number of faces by at most $\lfloor D/2 \rfloor$, hence:

$$F_{\text{int}}(\mathcal{M}) + Dk(\partial \mathcal{M}) = F_{\text{int}}(\mathcal{M}^*) \leq F_{\text{int}}(\mathcal{T}^*) + \left\lfloor \frac{D}{2} \right\rfloor [E(\mathcal{M}) - V(\mathcal{M}) + 1] .$$

We call a leaf of $\mathcal{T}^*$ a vertex which becomes univalent when one erases all the dashed edges. The leaves of $\mathcal{T}^*$ are the univalent vertices of $\mathcal{T}$. In order to complete the proof of Lemma 2.1 it is now enough to show that for any $\mathcal{T}^*$ we have:

$$F_{\text{int}}(\mathcal{T}^*) + C(\partial \mathcal{T}^*) \leq 1 + k(\partial \mathcal{T}^*) + (D - 1)V(\mathcal{T}^*).$$

This bound is obtained by tracking the evolution of $F_{\text{int}}(\mathcal{T}^*) + C(\partial \mathcal{T}^*)$ under the iterative deletion of the leaves. This deletion is somewhat involved, as it can change the boundary graph.

A few remarks are in order before proceeding further.

- A cilium corresponds to a pair of black and white vertices of the boundary graph $\partial \mathcal{T}^*$. Those two vertices can belong to separate connected components of $\partial \mathcal{T}^*$.
- An external face can either connect two different cilia, or start and end at the same cilium $h$. In the later case, the external face is said to be looped at the cilium $h$.

In Figure 2.9 we can identify two looped external strands.

Let us denote $\ell$ a leaf of $\mathcal{T}^*$ and let us denote $\hat{\mathcal{T}}^*$ the tree obtained from $\mathcal{T}^*$ after deleting $\ell$ as follows.

**Deleting a non ciliated leaf.** If $\ell$ has no cilium, deleting it simply means deleting the vertex $\ell$ and the edge connecting it to the rest of $\mathcal{T}^*$. If the edge connecting $\ell$ to the rest of $\mathcal{T}^*$ has color $\mathcal{C}$, the deletion of $\ell$ erases all the faces of colours $\mathcal{D} \setminus \mathcal{C}$ running through $\ell$.

The boundary graph is unaltered by this deletion, therefore:

$$F_{\text{int}}(\mathcal{T}^*) = F_{\text{int}}(\hat{\mathcal{T}}^*) + (D - |\mathcal{C}|) , \quad C(\partial \mathcal{T}^*) = C(\partial \hat{\mathcal{T}}^*) \Rightarrow F_{\text{int}}(\mathcal{T}^*) + C(\partial \mathcal{T}^*) \leq F_{\text{int}}(\hat{\mathcal{T}}^*) + C(\partial \hat{\mathcal{T}}^*) + (D - 1) .$$

**Deleting a ciliated leaf.** If $\ell$ has a cilium $h$, deleting it consists in:

- **Step 1.** For all the external faces starting or ending at $h$ that are not looped at $h$, we cut the corresponding dashed edges into two half-edges. We then reconnect the four dashed half-edges into edges the other way around, respecting the colours. This is represented in Figure 2.10 below. Observe that after performing this step, all the external faces starting at $h$ (and thus all external faces going through $\ell$) are looped.
Figure 2.10: The first step of the deletion of a ciliated leaf: the dashed edges have been reconnected in such way that all the external strands are looped at the cilium $h$.

- **Step 2.** The leaf now has only looped external strands and it is connected to the rest of the $T^*$ by a solid edge only. The cilium $h$ represents a connected component of the boundary graph consisting in a black and a white vertex connected by $D$ edges. We erase the vertex $\ell$, its cilium, $h$, and the edge connecting $\ell$ to the rest of the map, as in Figure 2.11.

Figure 2.11: The second step of the deletion of a ciliated leaf.

**Boundary graph.** Upon deleting a ciliated leaf, the boundary graph changes: $\partial \hat{T}^* \neq \partial T^*$. There are two cases, each divided in two sub cases:

- None of the external faces of $T^*$ are looped at $h$. One needs to apply Step 1 for all the colours and then Step 2. There are two sub cases:
  - the solid and hollow vertices associated to $h$ in $\partial T^*$ belong to the same connected component of $\partial T^*$. Then, in the boundary graph, Step 1 creates at least a new connected component, and Step 2 deletes exactly one connected component. Thus:
    \[ C(\partial T^*) \leq C(\partial \hat{T}^*) . \]
  - the solid and hollow vertices associated to $h$ in $\partial T^*$ belong to different connected components of $\partial T^*$. Then, in the boundary graph, Step 1 can not decrease the number of connected components, and Step 2 deletes exactly one
connected component. Thus:

\[ C(\partial T^*) \leq C(\partial \hat{T}^*) + 1. \]

- At least one external face of \( T^* \) is looped at \( h \). There are two sub cases:
  
  - not all the external faces are looped at \( h \). The solid and hollow vertices associated to \( h \) in \( \partial T^* \) belong to the same connected component of \( \partial T^* \). One must apply Step 1 at least once, and then step 2. As before, Step 1 creates at least a new connected component, and Step 2 deletes exactly one connected component, hence:

\[ C(\partial T^*) \leq C(\partial \hat{T}^*). \]

  - all the external strands are looped at \( h \). The black and white vertices associated to \( h \) in \( \partial T^* \) belong to two different connected components of \( \partial T^* \), and one must apply Step 2 directly. This decreases the number of connected components of the boundary graph by 1:

\[ C(\partial T^*) = C(\partial \hat{T}^*) + 1. \]

**Internal faces.** Let us denote \( e^c \) the solid edge of colours \( C \) connecting \( \ell \) to the rest of \( T^* \). We have several cases:

- the external face of colour \( c \in C \) is looped at \( h \). Then there is only one internal face of colour \( c \) in \( T^* \) running through \( e^c \), which can not be erased by deleting \( \ell \), hence:

\[ F^c_{\text{int}}(T^*) = F^c_{\text{int}}(\hat{T}^*). \]

- the external face of colour \( c \in C \) is not looped at \( h \). Then there are either one or two internal faces of colour \( c \) in \( T^* \) running trough \( e^c \), hence the number of internal faces of colour \( c \) can not decrease by more than one:

\[ F^c_{\text{int}}(T^*) \leq F^c_{\text{int}}(\hat{T}^*) + 1. \]

- the external face of colour \( c' \not\in C \) is looped. Then there is only one internal face of colour \( c' \) through \( \ell \), which is erased:

\[ F^{c'}_{\text{int}}(T^*) = F^{c'}_{\text{int}}(\hat{T}^*) + 1. \]

- the external face of colour \( c' \not\in C \) is not looped. Then there is just one internal face of colour \( c' \) through \( \ell \), which is not erased:

\[ F^{c'}_{\text{int}}(T^*) = F^{c'}_{\text{int}}(\hat{T}^*). \]

Combining the counting of the connected components of the boundary graphs with the counting of the internal faces we obtain three cases:
• no external face is looped at \( h \). Then:
\[
F_{\text{int}}(T^*) + C(\partial T^*) \leq \left[ F_{\text{int}}(\hat{T}^*) + \left\lfloor \frac{D}{2} \right\rfloor \right] + \left[ C(\partial \hat{T}^*) + 1 \right] \leq F_{\text{int}}(\hat{T}^*) + C(\partial \hat{T}^*) + D .
\]

• all the external faces are looped at \( h \). Then:
\[
F_{\text{int}}(T^*) + C(\partial T^*) \leq \left[ F_{\text{int}}(\hat{T}^*) + D - 1 \right] + \left[ C(\partial \hat{T}^*) + 1 \right] \leq F_{\text{int}}(\hat{T}^*) + C(\partial \hat{T}^*) + D .
\]

• At least one external face is looped at \( h \), but not all. Then:
\[
F_{\text{int}}(T^*) + C(\partial T^*) \leq \left[ F_{\text{int}}(\hat{T}^*) + D \right] + \left[ C(\partial \hat{T}^*) \right] \leq F_{\text{int}}(\hat{T}^*) + C(\partial \hat{T}^*) + D .
\]

In all cases, by deleting a ciliated leaf:
\[
F_{\text{int}}(T^*) + C(\partial T^*) \leq F_{\text{int}}(\hat{T}^*) + C(\partial \hat{T}^*) + D .
\]

Iterating up to the last vertex, we either end up with a vertex with no cilium or with a ciliated vertex with \( D \) looped external strands. Counting the number of internal faces and connected component of the two possible final maps (ciliated or not) gives us (2.7), and we conclude.

\[\Box\]

1/\( N \) expansion

The size of the tensor gives us a new small parameter to re-arrange the graph expansion as a power series of 1/\( N \) instead of \( \lambda \). As the exponent (2.6) is bounded from below by \( \Omega \), the perturbative expansion of the cumulant (2.5) writes,
\[
\mathcal{R}(\tau^D) = \sum_{\Omega \geq \Omega_{\text{min}}(\tau^D)} \left( \frac{1}{N} \right)^\Omega \sum_{\substack{\mathcal{M} \text{ connected} / \\partial \mathcal{M} = \tau^D, \\Omega(\mathcal{M}) = \omega}} (-\lambda)^{|E(\mathcal{M})|} ,
\]

which is the 1/\( N \) expansion of the cumulant \( \mathcal{R}(\tau^D) \).

\( D + 1 \) coloured graphs

The internal faces of a multi-coloured map and of the corresponding \( D + 1 \) coloured bipartite graph coincide, as stated in section 2.1 Therefore, using the fact that the edges of a map are the bubbles of the corresponding \( D + 1 \)-coloured graph, one can immediately formulate the previous result as a bound for the \( D + 1 \) coloured graphs.

Corollary 2.1. Let \( \mathcal{G} \) be a bipartite \( D + 1 \) coloured graph with \( 2k \) external edges, \( |B(\mathcal{G})| \) quartic \( D \)-coloured bubbles and \( 2|B(\mathcal{G})| + k \) colour-0 edges. Then,
\[
(D - 1)|B(\mathcal{G})| - |F_{\text{int}}(\mathcal{G})| \geq -D + (D - 1)k + C(\partial \mathcal{G}) .
\]
2.3.3 The two point cumulant

The map expansion of the two-point cumulant $\mathcal{R}(I^D_1)$ writes as a sum over (unlabelled) connected maps with a single cilium. The minimal exponent, $\Omega_{\text{min}}(I^D_1) = 0$, corresponds to the family of mono-ciliated plane trees with mono-coloured edges, and at large $N$, the cumulants writes,

$$\mathcal{R}(I^D_1) = \sum_T (-\lambda)^{|E(T)|} + O\left(\frac{1}{N}\right).$$

A mono-ciliated plane tree can be canonically rooted at its cilium. The number of unlabelled rooted plane trees with $n$ edges is given by the Catalan number $C_n = \frac{1}{n+1} \left(\frac{2n}{n}\right)$, and there are $D^n$ different edge-colouring of such a tree with mono-coloured edges. Therefore,

$$\mathcal{R}(I^D_1) \to \sum_n (-\lambda D)^n \frac{1}{n+1} \left(\frac{2n}{n}\right).$$

which, for $|4D\lambda| \leq 1$ is absolutely convergent and sums to

$$-1 + \frac{\sqrt{1 + 4D\lambda}}{2D\lambda}.$$

2.4 The intermediate field vacuum

The intermediate field transformation of section 2.2 defines a wholly new multi-matrix model $\nu(\sigma)$. The partition function of this new model is, by construction, the same as the one of the original tensor model and the expectations and cumulants of the tensor model can be expressed using the intermediate field, which perturbative expansion is strongly related to the one of the original tensor model. The model itself, however, bears little resemblance with the original one, and its most basic field theoretical properties deserve a closer inspection [22, 49].

In the present section, we will study the intermediate field model for the standard melonic quartic model, which is defined with a single coupling parameter,

$$\mathcal{Q} = \{\{c\}, c \in D\}$$

$$\forall c \in D, \lambda_{\{c\}} = \lambda.$$

By Theorem 2.1 the intermediate field action is

$$S(\sigma) = \frac{1}{2} \text{Tr}_D \sigma^2 + \text{Tr}_D \left[\log \left(1^D + A(\sigma)\right)\right]$$

where $\sigma = (\sigma^c)_{c \in D}$ is a collection of $D$ Hermitian matrices of size $N$.

The interaction term can be expanded in powers of $\sqrt{\lambda}$, which at the first order gives,

$$\log \left(1^D + A(\sigma)\right) = i\sqrt{\frac{\lambda}{ND-1}} \sum_{c \in D} 1^{D\setminus\{c\}} \otimes \sigma^c + O(\sqrt{\lambda^2}).$$
According to the above equation, the intermediate field action shows a linear term in $\sigma^c$ for each colour $c \in D$. Therefore, $\sigma = 0$ is not a solution of the equations of motion, and we must look for a non trivial intermediate field vacuum.

2.4.1 Equations of motion

The equations of motion of the intermediate field writes,

$$0 = \frac{\partial S(\sigma)}{\partial \sigma^c} = \sigma^c_{a'c} + i \sqrt{\frac{\lambda}{ND}} \sum_{p,q} R(\sigma)_{q^p p^q} (\delta_{p^p | c} \delta_{q^q | c}) \delta_{q^q | a} \delta_{q^q | a'},$$

(2.8)

where the resolvent $R$ is defined as

$$R(\sigma) = \frac{1}{1 + A(\sigma)} = \frac{1}{1 + i \sqrt{\frac{\lambda}{ND-1}} \sum_{c \in D} 1^{D\{c\}} \otimes \sigma^c}.$$

In matrix form, the equation of motion (2.8) writes,

$$0 = \sigma^c + i \sqrt{\frac{\lambda}{ND}} \text{Tr}_{D\{c\}} \left[ \frac{1}{1 + i \sqrt{\frac{\lambda}{ND-1}} \sum_{c \in D} 1^{D\{c\}} \otimes \sigma^c} \right].$$

A simple inspection of these equations reveals that, for $\lambda$ small enough, the stable vacuum of the theory is invariant under conjugation by the unitary group and invariant under colour permutation. The solution is of the form $\sigma^c = a \sqrt{\frac{\lambda}{ND-1}} \ 1 \ \forall c$, where $a$ must be real as $\sigma^c$ is Hermitian. The invariant solutions of eq. (2.8) are then obtained for $a$ satisfying the self consistency equation:

$$a = \frac{-i \sqrt{\lambda}}{1 + i \sqrt{\lambda} D a}.$$

This self consistency equation can only have real solutions for negative $\lambda$. This corresponds to an ill-defined tensor model in the original representation, as the action $S(\bar{T}, T)$ is not bounded from below and the measure $d\nu(\bar{T}, T)$ is not integrable.

The melonic vacuum

A first solution, denoted $a_0$ and called the melonic vacuum, is the sum of a power series in $\sqrt{\lambda}$ :

$$a_0 = i \frac{1 - \sqrt{1 + 4D\lambda}}{2\sqrt{\lambda} D} = -i \sqrt{\lambda} \sum_{n \geq 0} \frac{1}{(n+1)!} \left( \frac{2n}{n} \right) (-\lambda D)^n.$$

We will see below that this solution is the stable vacuum of the theory for $\lambda$ small enough. For $\sqrt{\lambda} \in i\mathbb{R}^+$ and $-4D\lambda < 1$, $a_0$ is real, positive, and bounded by :

$$a_0 = i \frac{1 - \sqrt{1 + 4D\lambda}}{2\sqrt{\lambda} D} = \frac{-2i \sqrt{\lambda}}{1 + \sqrt{1 + 4D\lambda}} \leq \frac{1}{\sqrt{D}},$$

as $\frac{-2i \sqrt{\lambda}}{1 + \sqrt{1 + 4D\lambda}}$ is increasing with $|\sqrt{\lambda}|$ and attains its maximum for $\sqrt{\lambda} = \frac{i}{2\sqrt{D}}$.
The instanton

The second solution, denoted \( a_{\text{inst}} \), is an instanton solution:
\[
a_{\text{inst}} = i \frac{\sqrt{1 + 4D\lambda}}{2\sqrt{\lambda}D}.
\]
As \( a_0 a_{\text{inst}} = \frac{1}{D} \), it follows that for \( \sqrt{\lambda} \in i\mathbb{R}_+ \) and \(-4D\lambda < 1\), \( a_{\text{inst}} \) is real, positive, and
\[
a_{\text{inst}} \geq \frac{1}{\sqrt{D}}.
\]
For \( \sqrt{\lambda} = \frac{i}{2\sqrt{D}} \) the two solutions collapse:
\[
a_0 |_{\sqrt{\lambda} = \frac{i}{2\sqrt{D}}} = a_{\text{inst}} |_{\sqrt{\lambda} = \frac{i}{2\sqrt{D}}} = \frac{1}{\sqrt{D}}.
\]

2.4.2 Effective model

The intermediate field model can now be rewritten in terms of fluctuation fields \( M^c \) around the solution of the classical equations of motion,
\[
\sigma^c = N^{D-1} (aI + M^c).
\]
In terms of the perturbation fields \( M^c \), the quadratic terms write,
\[
\frac{1}{2} \text{Tr} \left( N^{D-1} (aI + M^c)^2 \right) = \frac{N^{D-1}}{2} \left( Na^2 + 2a \text{Tr} M^c + \text{Tr} M^c^2 \right),
\]
whereas the inverse resolvent writes,
\[
1^D + A(\sqrt{N^{D-1}}(aI + M^c)) = 1^D + i \sqrt{\frac{\lambda}{N^{D-1}}} \sum_{c=1}^{D} 1^{D\setminus\{c\}} \otimes \sqrt{N^{D-1}}(aI + M^c)
\]
\[
= (1 + iD\sqrt{\lambda}a) \left[ 1^D - a \sum_{c=1}^{D} 1^{D\setminus\{c\}} \otimes M^c \right],
\]
and the action becomes:
\[
S(M) = \frac{1}{2} N^D a^2 + N^D \log(1 + iD\sqrt{\lambda}a) + N^{D-1} a \sum_{c=1}^{D} \text{Tr}_c M^c
\]
\[
+ \frac{1}{2} N^{D-1} \sum_{c=1}^{D} \text{Tr}_c M^c^2 + \text{Tr}_D \left[ \log \left( 1^D - a \sum_{c=1}^{D} 1^{D\setminus\{c\}} \otimes M^c \right) \right],
\]
A Taylor expansion of the logarithm shows that its first order cancels out the linear term of the action.
\[
\text{Tr}_D \left[ \log \left( 1^D - a \sum_{c=1}^{D} 1^{D\setminus\{c\}} \otimes M^c \right) \right] = N^{D-1} a \sum_{c=1}^{D} \text{Tr}_c M^c + O(M^2).
\]
Therefore, defining \( \log_2(X) = \log(X) + 1 - X \), the action writes as
\[
S(M) = \frac{1}{2} N^D a^2 + N^D \log(1 + iD\sqrt{\lambda}a)
\]
\[
+ \frac{1}{2} N^{D-1} \sum_{c=1}^{D} \text{Tr}_c M^c^2 + \text{Tr}_D \log_2 \left( 1^D - a \sum_{c=1}^{D} 1^{D\setminus\{c\}} \otimes M^c \right),
\]
which displays some interesting properties.
• As expected, the effective action has no linear term and $M^c = 0$ is therefore solution of the equations of motion. In terms of Feynman expansion, this means that the Feynman maps generated by the fluctuation model cannot have leaves. Consequently, plane trees, that were the dominant family for $\sigma$, do not appear in the Feynman expansion of the fluctuation field. Moreover, the addition of a leaf to a pre-existing map (and therefore the addition of a full tree), which did not change the exponent $\Omega$ for intermediate field maps, is impossible for the fluctuation field maps.

• According to [8], the free energy $\log Z$ of the original tensor model at large $N$, writes, in terms of $a_0$ as,

$$
\log Z \sim N \rightarrow \infty - \frac{1}{2} N^D Da_0^2 - N^D \log(1 + iD\sqrt{\lambda} a_0).$$

which, for the melonic vacuum $a = a_0$, corresponds precisely to the pre-factor in (2.9). Note that this large $N$ free energy is the sum of the leading order in $1/N$ of vacuum maps, namely the melonic trees, which do not participate to the map expansion of the fluctuation field $M$. By translating the model to the melonic vacuum $a_0$, we summed the entire melonic family of trees into a constant prefactor. Therefore they no longer appear in the map expansion. A similar interpretation does not exist for the instanton $A_{\text{inst}}$ as the prefactor in (2.9) no longer equals the leading (tree) order of the free energy.

• Quadratic terms arise from the logarithmic interaction term, for both the intermediate field $\sigma$ and the fluctuation field $M$, which mix fields of different colours together. A careful study of the mass matrix is necessary to further characterise the new field theory. A such inclusive study of the fluctuation field is performed in [22].
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Part II

Constructive tensors
Chapter 3

The constructive toolbox

The perturbative expansions of Chapters 1 and 2 were performed formally, without any regard for convergence and well-definedness. A mathematically more correct study of tensor models and their graph expansions requires a new set of tools, that were inherited from the constructive study of quantum field theory, and are therefore gathered under the name of constructive methods.

3.1 Borel sum

Definition

Let \((a_k)_{k \geq 0}\) be a sequence, we define \(A_n(z)\) as the partial sum

\[ A_n(z) = \sum_{k=0}^{n} a_k z^k. \]

We denote \(A(z)\) the formal power series

\[ A(z) = \sum_{k=0}^{\infty} a_k z^k, \]

even if the sum might not converge. The Borel transform of \(A\) is the formal exponential series

\[ BA(z) = \sum_{k=0}^{\infty} \frac{1}{k!} a_k z^k \]

The formal power series \(A(z)\) is called Borel summable if the series \(BA\) has non-zero convergence radius in \(\mathbb{C}\), converges on \(\mathbb{R}^+\) and its Borel sum \(\hat{A}\) converges, with

\[ \hat{A}(z) = \frac{1}{z} \int_{0}^{\infty} BA(t) e^{-\frac{t}{z}} dt . \]
Borel sum and perturbative expansion

Borel sums are useful in constructive theory because many of the formal perturbative series encountered in tensor models and field theories are not summable, but Borel summable, with the Borel sum being equal to the functional integral. The reason behind non-summability can be understood very easily by looking at the measure of the standard tensor model (1.12). For a positive coupling parameter $\lambda > 0$, the interaction term of the measure is $\mu_1$ integrable and the partition function $Z(\lambda) = \int d\nu$ as well as the moments are well defined as an absolutely convergent integral. However, for $\lambda < 0$, the integral diverges. The value $\lambda = 0$ is on the boundary of the analyticity domain of $Z(\lambda)$, and any series expansion in powers of $\lambda$ is doomed to fail, as its convergence radius vanishes.

However, such series can be Borel summable, in which case the evaluated function can be reconstructed from the coefficients of the formal perturbative series: the perturbative expansion contains all the information about the function. Fortunately, by the Nevanlinna-Sokal [62] theorem, the proof of the Borel summability only requires the satisfaction of two hypotheses.

Denoting $D(a, b)$ the open complex disk of centre $a$ and radius $b$,

**Theorem 3.1 (Nevanlinna-Sokal).** Let $f : \mathbb{C} \to \mathbb{C}$ be a function. If

- $f(z)$ is analytic in a disc $D(R, R)$, with $R > 0$
- $f$ admits a Taylor expansion at the origin, with its remainder obeying to the bound

$$f(z) = \sum_{k=0}^{p-1} f_k z^k + R_p(z), \quad |R_p(z)| \leq K a^p p! |z|^p.$$  

for some constants $K$ and $a$,

then $\sum f_k z^k$ is Borel summable,

$$Bf(t) = \sum_{k \geq 0} \frac{1}{k!} f_k t^k$$

converges for $t \leq a^{-1}$ and admits an analytic continuation on the strip $\cup_{x>0} D(x, a^{-1})$. Furthermore, the value of $f$ is given by the Borel sum:

$$f(z) = \frac{1}{z} \int_0^\infty Bf(t) e^{-\frac{t}{z}} dt \quad \forall \ z \in D(R, R).$$

Through misuse of language, a function $f$ verifying the Nevanlinna-Sokal theorem is called **Borel summable**.
Uniform Borel summability

When dealing with tensor models, one usually wants to vary the size $N$ of the tensor, and eventually set it to infinity. The above Borel summability theorem is therefore only good if summability is proven in a region of size independent of $N$, so it is valid for a non-zero radius even at large $N$. We therefore need to introduce the notion of uniform Borel summability, and an uniform version of the Nevanlinna-Sokal theorem.

**Theorem 3.2.** A function $f(\lambda, N)$ is Borel summable in $\lambda$ uniformly in $N$ if $f$ is analytic in $\lambda$ in a disk $D(R, R)$ with $R > 0$ independent on $N$ and admits a Taylor expansion

$$f(\lambda, N) = \sum_{k<r} A_k(N)\lambda^k + R_r(\lambda, N), \quad |R_r(\lambda, N)| \leq r! a^r|\lambda|^r K(N).$$

for some $a$ independent of $N$. Then

- $\sum f_k z^k$ is Borel summable. $B f(t) = \sum_{k \geq 0} \frac{1}{k!} f_k t^k$ converges for $t \leq a^{-1}$ and admits an analytic continuation on the strip $\cup_{x>0} D(x, a^{-1})$.
- $\forall z \in D(R, R), \quad f(z) = \frac{1}{z} \int_0^\infty B f(t) e^{-\frac{t}{z}} dt$.

### 3.2 Constructive expansions

The forest and jungle expansions are two map expansions for statistical models and field theories that, applied to the intermediate field, allow for an absolutely convergent series expansion of the free energy and cumulants of tensor models. Both rely on the same interpolation formula, Brydges-Kennedy-Abdesselam-Rivasseau forest formula.

#### 3.2.1 Forest formula

The Brydges-Kennedy-Abdesselam-Rivasseau forest formula [14, 1] is a Taylor formula for functions of $n(n-1)/2$ variables which properties are well suited for the non perturbative study of tensor models. Let $K_n$ be the complete graph with $n$ vertices. The set of edges $E(K_n)$ has $n(n-1)/2$ components. Let $f : [0,1]^{n(n-1)/2} \to \mathbb{R}$ be a smooth function, depending on edge variable $f \left( (x_e)_{e \in E(K_n)} \right)$. The forests of $K_n$ are sub-graphs of $K_n$ with $n$ vertices which connected components are simply connected.

**Theorem 3.3** (Forest formula).

$$f(1, \ldots , 1) = \sum_{F_n} \int_0^1 \cdots \int_0^1 \left[ \prod_{e \in E(F)} \frac{\partial}{\partial x_e} \right] f \left( (w^T_{ij})_{i,j \in V(K_n)} \right) \prod_{e \in E(F)} du_e,$$

where
• the sum runs over forests $\mathcal{F}_n$ of $\mathcal{K}_n$ including the empty one (with no edges). To each edge $e$ of $\mathcal{F}$ is associated a variable $u_e$ integrated from 0 to 1.

• The derivative is evaluated at the point $(w^F_{ij})_{i,j \in V(\mathcal{K}_n)}$ defined as follow:
  
  – if $i$ and $j$ belong to the same connected component of $\mathcal{F}$, then $P^F_{ij}$ denotes the unique path in $\mathcal{F}$ joining the vertices $i$ and $j$ and
    \[
    w^F_{ij} = \begin{cases} 
    1 & i = j \\
    \min_{e \in P_{ij}} \{ u_e \} & i \neq j
    \end{cases}
    \]
  
  – if $i$ and $j$ do not belong to the same connected component of $\mathcal{F}$, $w^F_{ij} = 0$.

A useful result of [1] is that, for any values of $u_{ij}$, the matrix $w_{ij}$ is positive.

3.2.2 Forest expansion

The moment generating function of a model can be computed by expanding perturbatively at first, and then apply a replica trick and the forest formula instead of directly computing Gaussian integrals with the Feynman graphs. This new graph expansion, first introduced in [59], sums over forests instead of general graphs. As forests proliferate at a more manageable rate with the number of vertices, this has been proven very useful to write convergent series expansions, and, together with the Hubbard–Stratonovich intermediate field transformation of section 2.2, forms the loop vertex expansion.

**Theorem 3.4** (Forest expansion). Let $\phi$ be a real vector field and $Z(J) = \langle e^{V(\phi, J)} \rangle_{\mu_C}$ the generating function of the moments, with $C^T = C$ and $V(\phi, J)$ regroup the interaction and source terms. Then

\[
Z(J) = \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{\mathcal{F}_n} \int_0^1 \cdots \int_0^1 \int \left( \prod_{(ij) \in E(\mathcal{F}_n)} \frac{\partial}{\partial \phi^i} \cdot C \frac{\partial}{\partial \phi^j} \right) \prod_{i=1}^{n} V(\phi^i, J) \, d\mu_{\mathcal{F}_n}(\{ \phi^i \}) \, \prod_{e \in E(\mathcal{F}_n)} du_e , \tag{3.1}
\]

where

• $\mathcal{F}_n$ runs over forests with $n$ vertices. To each edge $e$ of $\mathcal{F}_n$ is associated a variable $u_e$ integrated from 0 to 1.

• To each vertex $i$ of the forest is associated an independent replica field $\phi^i$.

• The Gaussian measure over the replica $\phi$ fields is defined as
  \[
  \langle \phi^i_n \phi^j_m \rangle_{\mu_{\mathcal{F}_n}} = w^F_{ij} \cdot C_{nm}
  \]
– if \( i \) and \( j \) belong to the same connected component of \( F_n \), then \( P_{ij} \) denotes the unique path in \( F_n \) joining the vertices \( i \) and \( j \) and

\[
\begin{aligned}
  w^F_{ij} &= \begin{cases} 
  1 & i = j \\
  \min_{e \in P_{ij}} \{ u_e \} & i \neq j
  \end{cases} 
\end{aligned}
\]  

(3.2)

– if \( i \) and \( j \) do not belong to the same connected component of \( F_n \), \( w^F_{ij} = 0 \).

**Proof** Using Corollary [1.1] the moment generating function writes:

\[
Z(J) = \left[ e^{\frac{1}{2} \frac{\partial}{\partial \phi} \cdot C \frac{\partial}{\partial \phi} e^{V(\phi, J)}} \right]_{\phi = 0}.
\]

A Taylor expansion gives

\[
Z(J) = \sum_{n=0}^{\infty} \frac{1}{n!} \left[ e^{\frac{1}{2} \sum_{i,j=1}^{n} \frac{\partial}{\partial \phi_i} C \frac{\partial}{\partial \phi_j} \prod_{i=1}^{n} V(\phi^i, J)} \right]_{\phi = 0}.
\]  

(3.3)

We now use a replica trick. We rewrite \( V(\phi, J)^n \) as a product of \( n \) interaction terms with \( n \) independent field variables:

\[
Z(J) = \sum_{n=0}^{\infty} \frac{1}{n!} \left[ e^{\frac{1}{2} \sum_{i,j=1}^{n} \frac{\partial}{\partial \phi^i_n} x_{ij}^{n} C \frac{\partial}{\partial \phi^j_n} \prod_{i=1}^{n} V(\phi^i, J)} \right]_{\phi^i_n = 0, x_{ij}^n = 1},
\]

the moment generating function now writes in terms of some new Gaussian measures over \( n \) fields. The covariance of the new measure does not distinguish the multiple replica field,

\[
\langle \phi^i_n \phi^j_m \rangle_{\mu_C} = \langle \phi^i_n \phi^j_m \rangle_{\mu_C} = C_{nm}, \forall i, j \in \{1 \ldots n\},
\]

therefore the expectation remains unchanged. For each order \( n \), we introduce a set of \( n(n-1)/2 \) interpolation parameters \( x_{ij}^n = x_{ji}^n \) in the measure,

\[
Z(J) = \sum_{n=0}^{\infty} \frac{1}{n!} \left[ e^{\frac{1}{2} \sum_{i,j=1}^{n} x_{ij}^n \frac{\partial}{\partial \phi^i_n} x_{ij}^n C \frac{\partial}{\partial \phi^j_n} \prod_{i=1}^{n} V(\phi^i, J)} \right]_{\phi^i_n = 0, x_{ij}^n = 1},
\]

where the interpolation parameters are set to 1, such that the measure does not distinguish between replica fields. Each order of the moment generating function is now written as a function of \( (n(n-1)/2 \) edge variables, associated with the edges of the complete graph \( K_n \), evaluated at the point \( x_{ij}^n = 1, \forall (i, j) \in E(K_n) \). Furthermore, to each vertex \( i \) of \( K_n \) is associated an interaction term \( V \) and a replica field \( \phi^i \).

By applying the forest formula (Theorem 3.3), we obtain :

\[
Z(J) = \sum_{n=0}^{\infty} \frac{1}{n!} \int_0^1 \cdots \int_0^1 \left[ \left( \prod_{(ij) \in E(F_n)} \frac{\partial}{\partial x_{ij}^n} \right) e^{\frac{1}{2} \sum_{i,j=1}^{n} x_{ij}^n \frac{\partial}{\partial \phi^i_n} C \frac{\partial}{\partial \phi^j_n} \prod_{i=1}^{n} V(\phi^i, J)} \right]_{\phi^i_n = 0, x_{ij}^n = w^F_{ij}} \prod_{e \in E(F)} du_e.
\]
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Taking into account
\[ \frac{\partial}{\partial x_{ij}^n} \left[ e^{\frac{1}{2} \sum_{k,l=1}^{n} x_{kl}^n \frac{\partial}{\partial \phi^k} \mathbf{C} \frac{\partial}{\partial \phi^l}} \right] = e^{\sum_{k,l=1}^{n} x_{kl}^n \frac{\partial}{\partial \phi^k} \mathbf{C} \frac{\partial}{\partial \phi^l}} \left( \frac{\partial}{\partial \phi^i} \mathbf{C} \frac{\partial}{\partial \phi^j} \right) \]
leads to (3.1).

Trees and connected moments

The connected components of forests being trees, using the result of Theorem 1.1, the logarithm of the moment generating function can be computed as a sum over trees.

Corollary 3.1. Let \( \phi \) be a vector field. Using the same notations as in theorem 3.1, the generating function of the cumulants writes
\[
\log Z(J) = \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{T_n} \int_0^1 \cdots \int_0^1 
\left( \prod_{(ij) \in E(T_n)} \frac{\partial}{\partial \phi^i} \mathbf{C} \frac{\partial}{\partial \phi^j} \right) \prod_{i=1}^{n} V(\phi^i, J) \, d\mu_{T_n}(\{\phi^i\}) \prod_{e \in E(T_n)} d\mu_e ,
\] (3.4)
where \( T_n \) runs over trees with \( n \) vertices.

Intermediate field and loop vertex expansion

The loop vertex expansion is a non-perturbative expansion of quartic models which is obtained by applying the forest expansion to the intermediate field \( \sigma \) of a tensor model. The generating function of the moments (2.1) writes:
\[
Z(J, \bar{J}) = \langle e^{-\text{Tr}_P \left[ \log(1 + A(\sigma)) \right]} + \sum_{nm} \mathbf{J}_n \left[ \text{Tr}_P \left( \bar{J} + A(\sigma) \right) \right]_{nm} \mathbf{J}_m \rangle_{\mu_1} .
\]
When applying the forest expansion (3.4), the differential operator associated with an edge writes,
\[
\frac{\partial}{\partial \sigma^i} \mathbf{1} \frac{\partial}{\partial \sigma^j} = \sum_{C \in \mathcal{Q}} \sum_{a^c b^c} \frac{\partial}{\partial \sigma^i^a^c} \frac{\partial}{\partial \sigma^j^b^c} .
\]
In order to compute the forest expansion, the action of the derivative on the interaction and source terms must be computed.

3.2.3 Jungle expansion

Performing a non-perturbative graph expansion on a non invariant field theory may require a more involved version of the forest expansion in order to avoid difficulty with processing of divergences. A two-level Fermionic jungle expansion has been developed in [37], specially designed to handle these renormalisable models.
Consider a field theory $\phi$, with partition function
\[
Z = \int e^{V(\phi)} \, d\mu(\phi)
\]
where $\mu$ is the standard Gaussian measure $d\mu = e^{\frac{1}{2}\phi^2} d\phi$ and for which the interaction term can be decomposed over some abstract scale parameter $j$ as
\[
V = \sum_{j=0}^{j_{\text{max}}} V_j(\phi)
\]

The maximum scale $j_{\text{max}}$ can be understood as a cut-off. We choose to decompose the interaction term instead of the covariance as the expansion is to be used on an intermediate field model. This is why we use the Gaussian measure with standard invariant covariance, but an interaction term that is somehow scale-related.

**Theorem 3.5 (Jungle expansion).**
\[
Z = \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{J} \sum_{j_1=0}^{j_{\text{max}}} \cdots \sum_{j_n=0}^{j_{\text{max}}} \int_{w_J} \int_{(\phi^a)} \int_{(\chi^B_j)} \partial_J \left[ \prod_B \prod_{a \in B} \left( W_{j_a}(\phi^a) \chi^B_{j_a} \chi^B_{j_a} \right) \right] \, d\mu_J(\phi, \chi) \, dw_J,
\]
where

- the sum over $J$ runs over all two-level jungles with $n$ vertices labelled as $a \in V = \{1 \ldots n\}$, hence over all ordered pairs $J = (F_B, F_F)$ of two (each possibly empty) disjoint forests on $V$, $\bar{J} = F_B \cup F_F$ is still a forest on $V$. The forests $F_B$ and $F_F$ are the Bosonic and Fermionic components of $J$. The connected components $B$ of $F_B$ are called Bosonic blocks.

- To each vertex $a \in V$ is associated a replica Bosonic field $\phi^a$. To each Bosonic block $B \subset F_B$ and each scale index $j \in S = \{1 \ldots j_{\text{max}}\}$ is associated a Grassmannian field $\chi^B_j$.

- $\int dw_J$ means integration from 0 to 1 over parameters $w_e$, one for each edge $e \in \bar{J}$, namely $\int dw_J = \prod_{e \in \bar{J}} \int_{0}^{1} dw_e$. There is no integration for the empty forest since by convention an empty product is 1. A generic integration point $w_J$ is therefore made of $|\bar{J}|$ parameters $w_e \in [0, 1]$, one for each $e \in \bar{J}$.

\[
\partial_J = \prod_{e_B \in F_B \atop \epsilon_B = (a,b)} \left( \frac{\partial}{\partial \phi^a} \frac{\partial}{\partial \phi^b} \right) \prod_{e_F \in F_F \atop \epsilon_F = (d,e)} \delta_{j_{\text{max}}} \left( \frac{\partial}{\partial \chi^B_{j_d}} \frac{\partial}{\partial \chi^B_{j_e}} + \frac{\partial}{\partial \chi^B_{j_e}} \frac{\partial}{\partial \chi^B_{j_d}} \right),
\]
where $B(d)$ denotes the Bosonic block to which the vertex $d$ belongs.
Denoting $I_S$ the identity matrix with indices in $S$, the measure $d\mu_J$ in Gaussian with covariance $X(w_{e_B})$ on Bosonic variables and $Y(w_{e_F}) \otimes I_S$ on Fermionic variables, hence
\[
\int F d\mu_J = \left[ \sum_{a,b=1}^n X_{ab} \frac{\partial}{\partial \phi_a} \frac{\partial}{\partial \phi_b} + \sum_{B,B'} Y_{BB'} \sum_{b \in B} \delta_{b_0 b} \frac{\partial}{\partial \chi_{B,a}} \frac{\partial}{\partial \bar{\chi}_{B,b}} F \right]_{\bar{\chi}=\chi=0}.
\]

- $X_{ab}$ is the infimum of the $w_{e_B}$ parameters for all the Bosonic edges $e_B$ in the unique path $P_{a \rightarrow b}^{F_B}$ from $a$ to $b$ in $F_B$. The infimum is set to zero if such a path does not exists and to 1 if $a = b$.

- $Y_{BB'}$ is the infimum of the $w_{e_F}$ parameters for all the Fermionic edges $e_F$ in any of the paths $P_{a \rightarrow b}^{F_B \cup F_F}$ from some vertex $a \in B$ to some vertex $b \in B'$. The infimum is set to 0 if there are no such paths, and to 1 if such paths exist but do not contain any Fermionic edges.

### Pre-cooking with Fermions

The partition function can be rewritten
\[
Z = \int \prod_{j=0}^{j_{\text{max}}} e^{V(\phi)} d\mu(\phi).
\]

We define the normalized Grassmann Gaussian measure
\[
d\mu(\bar{\chi}, \chi) = e^{-\bar{\chi} \chi} d\bar{\chi} d\chi.
\]

Then, for any number $a$,
\[
a = \int e^{-\bar{\chi} a \chi} d\bar{\chi} d\chi = \int e^{-\bar{\chi} (a-1) \chi} d\mu(\bar{\chi}, \chi).
\]

Hence, denoting $W_j = e^{V_j} - 1$, we can rewrite the partition function \((3.5)\).

\[
Z = \int e^{-\sum_{j=0}^{j_{\text{max}}} \bar{\chi}_j W_j(\phi) \chi_j} \left[ \prod_{j=0}^{j_{\text{max}}} d\mu(\bar{\chi}_j, \chi_j) \right] d\mu(\phi). \tag{3.7}
\]

The previous expression \((3.7)\) introduces independent Grassmannian fields $\chi$ for each scale $j$. Defining the set of scales $S = \{0 \ldots j_{\text{max}}\}$, we rewrite the partition function as
\[
Z = \int e^{-W} d\mu_S,
\]
\[
d\mu_S = \left[ \prod_{j=0}^{j_{\text{max}}} d\mu(\bar{\chi}_j, \chi_j) \right] d\mu(\phi), \quad W = \sum_{j=0}^{j_{\text{max}}} \bar{\chi}_j W_j(\phi) \chi_j. \tag{3.8}
\]

We can now start the jungle expansion.
Vertex replicas

We first expand the exponential in the partition function (3.8)

\[ Z = \sum_{n=0}^{\infty} \frac{1}{n!} \int (-W)^n \ d\mu_S. \]

Then introduce vertex-replicas for the \( \phi \) field, using the same trick as for (3.3). Defining the matrix \( 1_V \) with vertex indices \( a, b \in V = \{1 \ldots n\} \), with all coefficients equals to one, and the Gaussian measure \( \nu_{1_V} \) as,

\[ \forall (a, b) \in V^2 , \quad \langle \phi_a \phi_b \rangle_{\nu_{1_V}} = 1 = (1_V)_{ab}, \]

we rewrite the partition function as,

\[ Z = \sum_{n=0}^{\infty} \frac{1}{n!} \int \prod_{a=1}^{n} (-W_a) \ d\mu_{S,V}, \]

\[ d\mu_{S,V} = \prod_{j=0}^{j_{\text{max}}} d\mu(\bar{\chi}_j, \chi_j) \ d\mu_{1_V}(\{\phi_a\}), \quad W_a = \sum_{j=0}^{j_{\text{max}}} \bar{\chi}_j W_j(\phi_a) \chi_j. \]

Note that for the field \( \phi \), we only introduced vertex replicas, with a completely degenerated covariance \( 1_V \). For the Grassmann field \( \chi \) however, we introduces scale replicas, and not vertex replicas, and with a covariance, that we can encode with \( 1_S \) as

\[ \prod_{j=0}^{j_{\text{max}}} d\mu(\bar{\chi}_j, \chi_j) = d\nu_{1_S}(\{\bar{\chi}_j, \chi_j\}), \quad \langle \bar{\chi}_i \chi_j \rangle_{\nu_{1_S}} = \delta_{ij}. \]

From this point, the jungle expansion is obtained by applying two successive forest formulas.

Bosonic forest

As in section 3.2.2 the first forest formula is applied on the degenerate measure \( \nu_{1_V} \). We introduce \( n \) interpolation parameters \( x_{ab} = x_{ba} \), all set to one, that can be seen as variables associated to the edges of the complete graph \( K_n \).

\[ Z = \sum_{n=0}^{\infty} \frac{1}{n!} \int \prod_{a=1}^{n} (-W_a) \ d\mu_{S,V}, \]

\[ d\mu_{S,V} = \prod_{j=0}^{j_{\text{max}}} d\mu(\bar{\chi}_j, \chi_j) \ d\mu_{1_V}(\{\phi_a\}), \quad W_a = \sum_{j=0}^{j_{\text{max}}} \bar{\chi}_j W_j(\phi_a) \chi_j. \]

then, we apply the forest formula (Theorem 3.3). Denoting \( F_B \) a forest with \( n \) vertices \( i \) labelled from 1 to \( n \), the edges of \( F_B \) are called \( (a, b) \in F_B \) with \( a < b \).

\[ Z = \sum_{n=0}^{\infty} \frac{1}{n!} \int_{(a,b) \in F_B} \prod_{a=1}^{n} (-W_a) \ d\mu_{S,V}, \]

\[ \times \prod_{(a,b) \in F_B} \left( \frac{\partial}{\partial \phi^a} \frac{\partial}{\partial \phi^b} \right) \prod_{a=1}^{n} (-W_a) \ d\mu_{S,V}. \]
where $X_{ab}$ is the infimum over the parameters $w_{ab}$ in the unique path in the forest $\mathcal{F}_B$ connecting $a$ to $b$. This infimum is set to 1 if $a = b$ and to zero if $a$ and $b$ are not connected by the forest. The connected components $\mathcal{B} \subset \mathcal{F}_B$ of the forest $\mathcal{F}_B$ are called Bosonic blocks. We denote $\mathcal{V}/\mathcal{F}_B$ the set of vertices $\mathcal{V}$ where vertices belonging to a same bosonic block (connected component) $\mathcal{B}$ are identified together. By construction $\mathcal{V}/\mathcal{F}_B$ is identified to the set of Bosonic blocks of $\mathcal{F}_B$.

**Fermionic forest**

Using the same replica trick (3.3), we introduce replica Grassmann fields $\chi^B_j$ for the Bosonic blocks $\mathcal{B}$ and interpolation parameters $y^{B'B} = y^{B'B}$, all set to one. Applying the forest formula on the $y$ parameters leads to a Forest over $\mathcal{V}/\mathcal{F}_B$ with a new set of Fermionic edges $e_F$,

$$Z = \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{\mathcal{F}_B} \sum_{\mathcal{F}_F} \int \left[ \frac{1}{2} \sum_{a,b} X_{ab} \frac{\partial}{\partial \phi^a} \frac{\partial}{\partial \phi^b} + \sum_{j=0}^{\max} \sum_{B,B'} y^{B'B} \frac{\partial}{\partial \phi^B} \frac{\partial}{\partial \phi^B'} \prod_{(B,B') \in \mathcal{F}_F} \left( \frac{\partial}{\partial \chi^B_j} \frac{\partial}{\partial \chi^{B'}_j} \right) \prod_{(a,b) \in \mathcal{F}_B} \left( \frac{\partial}{\partial \phi^a} \frac{\partial}{\partial \phi^b} \right) \prod_{a \in \mathcal{V}} \left( -W_a \right) \right] \phi, \chi = 0 \prod_{\mathcal{J}} \left( -W_a \right) \, dw_{\mathcal{J}}. $$

The derivatives $\frac{\partial}{\partial \chi^B_j}$ associated with a Fermionic edge can be applied on the $W_a$ term of each vertex of the Bosonic block $\mathcal{B}$,

$$\frac{\partial}{\partial \chi^B_j} \prod_{a \in \mathcal{B}} \left( -W_a \right) = \sum_{a \in \mathcal{B}} \delta_{j_a,j} \left[ \prod_{b \in \mathcal{B}} \frac{\partial}{\partial \chi^B_{j_a}} \left( -W_b \right) \right].$$

The sum over Fermionic forests $\mathcal{F}_F$ over Bosonic blocks can therefore be refined as a sum over forests over the vertices $a \in \mathcal{V}$, with Fermionic edges connecting vertices together $e_F = (a, b)$, $a, b \in \mathcal{V}$. Finally, for scale indices that do not appear in a bosonic block, $j \notin \{j_a, a \in \mathcal{B}\}$, the integration over $\chi^B_j$ is trivial, leading to equation (3.6).
Chapter 4

The constructive quartic model

This chapter will address the constructive study of standard invariant quartic tensor models using the loop vertex expansion.

For rank $D$ tensors, the standard quartic model (1.12) writes as

$$d\nu = e^{-\frac{\lambda}{2N^{D-1}} \sum_{C \in Q} V_C(T, \bar{T})} d\mu_1(T, \bar{T}).$$

In the intermediate field formalism, the partition function writes in terms of $|Q|$ matrix fields $\sigma^C (2.1)$,

$$Z(J, \bar{J}) = \int e^{\text{Tr}_D \left[ \log R(\sigma) \right] + \sum_{nm} J_n R(\sigma)_{nm} J_m} d\mu_1(\sigma), \quad (4.1)$$

where the resolvent operator $R$ is defined as

$$R(\sigma) = \frac{1}{1^D + i \sqrt{\frac{\lambda}{N^{D-1}}} \sum_{C \in Q} 1^D_C \otimes \sigma^C}.$$

4.1 Loop vertex expansion

The first step toward the constructive study of the model is to establish the loop vertex expansion [59] of the cumulants.

Using the forest expansion (Theorem 3.4) on the intermediate field model (4.1), the loop vertex expansion allows to expand the cumulants in term of multicoloured plane trees.

**Definition 4.1.** A multicoloured plane tree is a simply connected multicoloured map.

The key point is that the number of possible plane trees grows in a manageble manner with the number of vertices, leading to better summability properties if the amplitudes of these trees can be conveniently bounded.
Theorem 4.1. With the notations introduced in section 3.2.2, the cumulants of the measure $\mu$ are given by:

$$
\kappa(T_{m_1 \bar{m}_1} \ldots T_{m_k \bar{m}_k}) = \sum_{\pi \bar{\pi}} \sum_{v \geq k} \frac{1}{v!} \left( -\lambda \right)^{v-1} \frac{N(D-1)_{(v-1)}}{
u} \sum_{T_{\nu,k}} \times \int \ldots \int_{u_{ij}=0}^{1} \int_{\sigma_{n,m}} \left( \prod_{i=1}^{v} \prod_{p=1}^{\text{cor}(i)} R(\sigma^i)_{n_{i,p} \bar{n}_{i,p}} \right) \left( \prod_{l \in T_{\nu}} \delta_{i,l}^{D(l)} \right) \times \left( \prod_{d=1}^{k} \delta_{m(d) n_{id,q+1}^p} \delta_{\bar{m}(d) \bar{n}_{id,q}^p} \right) d\mu_{T_{\nu,u}}(\sigma) \prod_{e_{ij} \in T_{\nu}} du_{ij},
$$

(4.2)

where

- $\pi$ and $\bar{\pi}$ are permutations over $k$ elements.
- $T_{\nu,k}$ are multicoloured plane trees with and $k$ ciliated vertices and $v - k$ non-ciliated vertices, $T_{\nu}$ is the combinatorial tree associated with $T_{\nu,k}$.
- $\text{cor}(i)$ is the number of corners of a vertex $i$, each corner $p \in i$ bears a resolvent $R$ with inbound indices $n_{i,p}$ and outbound indices $\bar{n}_{i,p}$.

The plane trees from the loop vertex expansion are very similar to the multi-coloured maps of Chapter 2. They carry the same multi-stranded structure and index contraction patterns, and differs only by the addition of a resolvent operator $R$ on each corners of the map, instead of straight index identifications. The resolvents arise from derivative of the intermediate field interaction term. While this complicates the amplitude computation, the resolvent operator, being of the form $(1 + \lambda \sqrt{H})^{-1}$ with $H$ being Hermitian, stays bounded in a domain that includes positive $\lambda$. This property will allow for a bound of the tree amplitudes compatible with Borel summability.

If the forest expansion was used directly on the tensor model instead of the intermediate field, derivatives of the trace invariants being polynomials in $T$ and $\bar{T}$, the amplitude of the trees would not be bounded and the forest expansion would not succeed.

The expression (4.2) does not show the tensor invariant structure of the cumulants (1.14), that was explicit in the perturbative formalism of section 1.4. As the resolvent operators are not unitary invariants, the indices of the source terms cannot be identified together and the invariant structure is hidden. The structure of the cumulant will be recovered later with a refined expansion, namely the mixed expansion, consisting in Taylor expanding over the LVE trees. The structure can also be recovered using a trick involving unitary operators and Weingarten functions, which allows to decouple the structure of the cumulant from the one of the LVE trees at the price of some extra twists and complications. This has been studied in detail in [21].

The remainder of this section will be devoted to the proof of Theorem 4.1.
Forest formula

To simplify notations we sometimes drop the superscript $C$ on the (multi) indices of $\sigma^C$.

The idea of the loop vertex expansion is to apply the forest expansion (Theorem 3.4) to the intermediate field model. The process is to be adapted from section 3.2.2 using a collection of Hermitian matrices $\sigma = (\sigma^C)_{C \in \mathcal{Q}}$ instead of a real vector field. According to (3.4), the logarithm of $Z(J, \bar{J})$ is:

$$\log Z(J, \bar{J}) = \sum_{v \geq 1} \frac{1}{v!} \sum_{T_{v}} \int_{0}^{1} \left( \prod_{e_{ij} \in T_{v}} du_{ij} \right) \int d\mu_{T_{v}, u}(\sigma) \times \prod_{e_{ij} \in T_{v}} \left( \sum_{C, ab} \frac{\partial}{\partial \sigma^C_{ab}} \frac{\partial}{\partial \sigma^C_{ab}} \right) \times \prod_{i=1}^{v} \left( \text{Tr}_D \left[ \log R(\sigma^i) \right] + \sum_{n} \bar{J}_n R(\sigma^i)_{nn} J_\bar{n} \right) ,$$

where $T_{v}$ are combinatorial trees with $v$ vertices and the interpolated Gaussian measure $d\mu_{T_{v}, u}$ is degenerated over $C$:

$$\int F(\sigma) d\mu_{T_{v}, u} = \left[ \frac{1}{e} \sum_{i,j} w_{ij} \sum_{C, ab} \left( \frac{\partial}{\partial \sigma^C_{ab}} \frac{\partial}{\partial \sigma^C_{ab}} \right) F(\sigma) \right]_{\sigma=0} ,$$

and $w_{ij}$ is defined in equation (3.2). Expanding the product over $i$ we get:

$$\log Z(J, \bar{J}) = \sum_{v \geq 1} \frac{1}{v!} \sum_{T_{v}} \int_{0}^{1} \left( \prod_{e_{ij} \in T_{v}} du_{ij} \right) \int d\mu_{T_{v}, u}(\sigma) \times \prod_{e_{ij} \in T_{v}} \left( \sum_{C, ab} \frac{\partial}{\partial \sigma^C_{ab}} \frac{\partial}{\partial \sigma^C_{ab}} \right) \times \prod_{k=1}^{v} \sum \sum_{i_1 < \ldots < i_k} \sum_{n} \bar{J}_n R(\sigma^i)_{nn} J_\bar{n} \prod_{i \neq i_1 \ldots i_k} \text{Tr}_D \log R(\sigma^i) . \quad (4.3)$$

The logarithm of $Z(J, \bar{J})$ is then a sum over trees $T_{v,k,\{i_d\}}$ with $k$ ciliated vertices and $v - k$ regular vertices. As in Chapter 2, the cilia are defined as pairs $J\bar{J}$ of source terms. The sum over $C$ gives a sum over trees with coloured edges, each colouring corresponding to a set $C \in \mathcal{Q}$.

Before taking into account the action of the derivatives, to each ciliated vertex $i_d$ of the tree $T_{v,k,\{i_d\}}$ is associated a resolvent operator $R(\sigma^{i_d}) = (1^D + A(\sigma^{i_d}))^{-1}$ and a cilium $J\bar{J}$. To each non-cilated vertex ($i \neq i_1 \ldots i_k$) is associated a $\text{Tr}(\log R(\sigma^i))$ factor.
We now have to evaluate the action of the derivatives:

\[
\frac{\partial}{\partial \sigma^i_{a \bar{c} b \bar{c}}} \left[ R(\sigma^i) \right]_{\bar{n} \bar{n}} = \\
= \frac{\partial}{\partial \sigma^i_{a \bar{c} b \bar{c}}} \left[ \sum_{q=0}^{\infty} \left( -i \sqrt{\lambda_{ND-1}} \right)^q \left( \sum_{c} 1^{D \bar{c} c} \otimes \sigma^i_c \right) \right]_{\bar{n} \bar{n}} \\
= \left( -i \sqrt{\lambda_{ND-1}} \right) \sum_{a \bar{c} b \bar{c}} \sum_{q=0}^{\infty} \left( \sum_{c} 1^{D \bar{c} c} \otimes \sigma^i_c \right)_{na}^{q_1} \\
\times \left( -i \sqrt{\lambda_{ND-1}} \right)^{q_1} \left( \sum_{c} 1^{D \bar{c} c} \otimes \sigma^i_c \right)_{ba}^{q_2} \\
\times \left( -i \sqrt{\lambda_{ND-1}} \right)^{q_2} \left( \sum_{c} 1^{D \bar{c} c} \otimes \sigma^i_c \right)_{ba}^{q_1} \\
= \left( -i \sqrt{\lambda_{ND-1}} \right) \sum_{a \bar{c} b \bar{c}} \left[ R(\sigma^i) \right]_{na} \delta_{a \bar{c} b \bar{c}} \left[ R(\sigma^i) \right]_{ba},
\]

Through its derivative operators, each edge of the tree adds a resolvent on both vertex it connects. On each vertex, marked or not, acts at least one derivative operator, thus we obtain at least a resolvent per vertex. Each vertex is then the product of these resolvents (and a pair \( \bar{J} J \) if ciliated).

The action of a \( p + 1 \)-th derivative acting on a \( p \)-valent vertex is the sum of the \( p \) positions on which one can add a resolvent into the partial trace of (4.4). There is a well defined cyclic ordering of the resolvents and half-edges at a vertex. The sum in (4.3) becomes thus a sum over plane trees, with well defined orderings of the half edges at every vertex, with resolvents associated to the corners. Cilia act as regular half-edges.

We have thus expressed \( \log Z \) as a sum over plane trees with coloured edges and marked vertices \( T_{v,\{i_d\},\{c\}(i)} \). The contribution of a tree is a product of resolvents and \( \bar{J} J \) terms.
with indices contracted in a certain pattern. To the edge $e_{ij}$ connecting the vertices $i$ and $j$, incident at the corners $q$ and $q + 1$ of the vertex $i$ and $p$ and $p + 1$ of the vertex $j$, corresponds the contraction:

$$\delta_{e_{ij}}^{C(e_{ij})} = (\delta_{n_i,q}^{n_{i,q+1}}) \delta_{n_j,p}^{n_{j,p+1}} \delta_{n_j,p}^{n_{j,p+1}} \delta_{n_j,p}^{n_{j,p+1}}.$$ 

Collecting everything we obtain:

$$\log Z(J, \bar{J}) = \sum_{v \geq 1} \frac{1}{v!} \sum_{k=1}^{n} \prod_{e_{ij} \in T_v} \int_0^1 \left( \prod_{e_{ij} \in T_v} du_{ij} \right) \int d\mu_{T_v,u}(\sigma) \sum_{n,m}$$

$$\times \left( \prod_{i=1}^{n} \prod_{p=1}^{m} R(\sigma^{i})^{n_{i,p} \bar{n}_{i,p}} \left( \prod_{e_{ij} \in T_v} \frac{-\lambda}{N^{D-1}} \delta_{D}^{e_{ij}} \right) \right) \times \left( \prod_{d=1}^{k} \bar{J}^{n_{i_d,q}+1} \bar{J}^{n_{i_d,q}} \right),$$

(4.5)

where $\text{cor}(i)$, the number of corners of the vertex $i$, equals its degree for non-ciliated vertices, and its degree plus one for ciliated vertices. In the last line $q$ denotes the position of the $J\bar{J}$ cilium on the vertex $i_d$, and all the indices $n$ and $\bar{n}$ are summed.

**Cumulants**

The cumulants are computed by evaluating the derivatives of eq. (4.5) with respect to $J$ and $\bar{J}$. As

$$\frac{\partial^{(2k)}}{\partial J_{m_1} \partial \bar{J}_{\bar{m}_1} \cdots \partial J_{m_k} \partial \bar{J}_{\bar{m}_k}} \prod_{d=1}^{k} J_{n_{i_d,q}+1} J_{\bar{n}_{i_d,q}} = \sum_{\pi, \bar{n}} \prod_{d=1}^{k} \delta_{m(\pi)}^{n_{i_d,q}+1} \delta_{\bar{m}(\pi)}^{\bar{n}_{i_d,q}},$$

where $\pi$ and $\bar{n}$ runs over permutations of $k$ elements, the cumulant of order $2k$ writes as

$$\kappa(T_{n_1} T_{\bar{n}_1} \cdots T_{n_k} T_{\bar{n}_k}) = \sum_{\pi, \bar{n}} \prod_{i=1}^{n} \prod_{p=1}^{m} R(\sigma^{i})^{n_{i,p} \bar{n}_{i,p}} \left( \prod_{e_{ij} \in T_v} \frac{-\lambda}{N^{D-1}} \delta_{D}^{e_{ij}} \right) \times \left( \prod_{d=1}^{k} \delta_{m(\pi)}^{n_{i_d,q}+1} \delta_{\bar{m}(\pi)}^{\bar{n}_{i_d,q}} \right) \prod_{e_{ij} \in T_v} du_{ij}.$$

The sum runs over trees with $k$ cilia as other contributions are cancelled out either by the derivation or by the $J = \bar{J} = 0$ prescription.
4.2 Mixed Expansion

The loop vertex expansion of the cumulants can be refined to the mixed expansion, an expansion over more general multicoloured maps which are seen as plane trees decorated by loop edges. The loop edges are of the same nature as the tree edges: they have colours $C$ and represent identifications of indices of the adjacent resolvents.

The mixed expansion of the cumulants is

**Theorem 4.2.** The cumulants of $\mu$ write:

$$\kappa(T_{n_1} \bar{T}_{\bar{n}_1} \ldots T_{n_k} \bar{T}_{\bar{n}_k}) = \sum_{v \geq k} \frac{1}{v!} \left(\frac{-\lambda}{N(D-1)(v-1)}\right)^v \sum_{\pi \# \pi \#} \sum_{\Gamma} \left[ \sum_{q=0}^{L} \left(\frac{-\lambda}{N^{D-1}}\right)^q \frac{1}{q!} \sum_{\mathcal{L}, |\mathcal{L}|=q} N_{\text{Mat}}(\mathcal{T}, \mathcal{L}) \right.ight.

$$

$$
\times \left( \int_{0}^{1} \prod_{l \in \mathcal{L}} \frac{w_{l(l)} u_{ij}}{2} \prod_{e_{ij} \in \mathcal{T}_v} du_{ij} \right) \times \left( \prod_{d=1}^{D} \prod_{e \in \mathcal{T}_v} \delta_{e(D)} \delta_{\bar{e}(\bar{D})} \right)

$$

$$
+ \left(\frac{-\lambda}{N^{D-1}}\right)^{L+1} \frac{1}{L!} \sum_{\mathcal{L}, |\mathcal{L}|=L+1} \left[ \int_{t=0}^{1} (1-t)^L \int_{u_{ij}=0}^{1} \left( \prod_{l \in \mathcal{L}} \frac{w_{l(l)} u_{ij}}{2} \right) \times \int_{\sigma} \sum_{\rho, n} \left( \prod_{i=1}^{v} \prod_{p} \frac{R(\sqrt{t} \sigma^i)_{n_i,p \bar{n}_i,p}}{\rho, \rho} \right)

$$

$$
\times \left( \prod_{l \in \mathcal{L}} \delta_{l(D)} \delta_{l(\bar{D})} \right) \left( \prod_{e \in \mathcal{T}_v} \delta_{e(D)} \delta_{\bar{e}(\bar{D})} \right) \left( \prod_{d=1}^{k} \delta_{m_{(d)} n_{d,i,j+1}} \delta_{\bar{m}_{(d)} \bar{n}_{d,i,j+1}} \right)

$$

$$
\times d\mu_{T_v, a}(\sigma) \left( \prod_{e_{ij} \in \mathcal{T}_v} du_{ij} \right) \right] .

$$

(4.6)

**Proof**

Let us go back to (4.2),

$$\kappa(T_{m_1} \bar{T}_{\bar{m}_1} \ldots T_{m_k} \bar{T}_{\bar{m}_k}) = \sum_{\pi \# \pi \#} \sum_{v \geq k} \frac{1}{v!} \left(\frac{-\lambda}{N(D-1)(v-1)}\right)^v \sum_{\mathcal{T}_v, |\mathcal{T}_v|=v} \int_{u_{ij}=0}^{1} \ldots \int_{u_{ij}=0}^{1} \left[ \int_{\sigma} \sum_{n,m} \left( \prod_{i=1}^{v} \prod_{p} R(\sigma^i)_{n_i,p \bar{n}_i,p} \right) \left( \prod_{e \in \mathcal{T}_v} \delta_{e(D)} \delta_{\bar{e}(\bar{D})} \right)

$$

$$
\times \left( \prod_{d=1}^{k} \delta_{m_{(d)} n_{d,i,j+1}} \delta_{\bar{m}_{(d)} \bar{n}_{d,i,j+1}} \right) d\mu_{T_v, a}(\sigma) \prod_{e_{ij} \in \mathcal{T}_v} du_{ij} .

$$
and refine a term in this sum by Taylor expanding up to an order \( L \) using the formula

\[
f(\sqrt{\lambda}) = \sum_{q=0}^{\infty} \frac{1}{q!} \left[ \frac{d^q}{dt^q} f(\sqrt{t\lambda}) \right]_{t=0} + \frac{1}{L!} \int_0^1 dt \ (1-t)^L \frac{d^{L+1}}{dt^{L+1}} \left( f(\sqrt{t\lambda}) \right)
\]
on the contributions of the trees \( T_{v,\{i_d\},\{C(e)\}} \), using

\[
\frac{d}{dt} R(\sqrt{i\sigma})_{n\bar{n}} = \frac{1}{2t} \left( \sum_{C} \left( \sigma_{ab}^{\bar{c}} \frac{\partial}{\partial \sigma_{ab}^{\bar{c}}} \right) \left( \prod_{i,p} R(\sqrt{i\sigma})_{n_i,p_{\bar{n}_i,p}} \right) \right)
\]
where we dropped the superscript on the indices of \( \sigma^C \). Integrating by parts

\[
\frac{d}{dt} \int \left( \prod_{i=1}^v \prod_{p=1}^{\text{res}(i)} R(\sqrt{i\sigma})_{n_{i,p_{\bar{n}_i,p}}} \right) d\mu_{T_{v,u}}(\sigma)
\]

\[
= \frac{1}{2t} \int \sum_{i=1}^v \sum_{C} \sigma_{ab}^{\bar{c}} \frac{\partial}{\partial \sigma_{ab}^{\bar{c}}} \prod_{i=1}^{\text{res}(i)} \prod_{p=1}^v R(\sqrt{i\sigma})_{n_{i,p_{\bar{n}_i,p}}} d\mu_{T_{v,u}}(\sigma)
\]

\[
= \frac{1}{2t} \left[ \sum_{i \leq j} \sum_{C} \sigma_{ab}^{\bar{c}} \frac{\partial}{\partial \sigma_{ab}^{\bar{c}}} \prod_{i,j,C} \left( \sigma_{ab}^{\bar{c}} \frac{\partial}{\partial \sigma_{ab}^{\bar{c}}} \right) \left( \prod_{i,p} R(\sqrt{i\sigma})_{n_{i,p_{\bar{n}_i,p}}} \right) \right]_{\sigma=0}
\]

The sum over \( i, j \) and \( C \) is a sum over all the ways of adding a loop edge to the map \( T_{v,\{i_d\},\{C(e)\}} \). Evaluating the derivatives with respect to \( \sigma^C \) and \( \sigma^C \) we see that the loop edge gives the same kind of coloured contraction \( \delta^d_L \) as a tree edge. Furthermore, each loop edge brings a factor \( \frac{1}{\sqrt{N-\lambda}} \) (hence the \( t \)'s cancel), because the matrix \( w_{ij} \) is symmetric and the same loop edge \( ij \) is generated by two terms: \( \frac{\partial}{\partial \sigma_{ab}^{\bar{c}}} \frac{\partial}{\partial \sigma_{ab}^c} \) and \( \frac{\partial}{\partial \sigma_{ab}^{\bar{c}}} \frac{\partial}{\partial \sigma_{ab}^c} \).

Repeating this process \( L \) times gives a sum of \( \frac{(2v+k-3+2L)!}{(2v+k-3)!} \) terms labelled by trees \( T_{v,\{i_d\},\{C(e)\}} \) decorated with \( L \) coloured, labelled loop edges forming the set \( L \),

\[
\frac{d^l}{dt^l} \int_0^1 \left( \prod_{e_{ij} \in T_v} du_{ij} \right) \int d\mu_{T_{v,u}}(\sigma) \left( \prod_{i=1}^v \prod_{p=1}^{\text{cor}(i)} R(\sqrt{i\sigma})_{n_{i,p_{\bar{n}_i,p}}} \right)
\]

\[
\times \left( \prod_{e \in T_v} \sigma^E_{D}(e) \right) \left( \prod_{d=1}^k \delta_{m_{e(d)n_{i,d,q}}^{(d)} m_{e(d)n_{i,d,q}}}^{(d)} \right)
\]

\[
= \left( \frac{-\lambda}{N^D-1} \right)^q \sum_{L \in \mathbb{L}} \int_0^1 \left( \prod_{e_{ij} \in T_v} du_{ij} \right) \int d\mu_{T_{v,u}}(\sigma) \left( \prod_{l \in \mathbb{L}} \delta^l \mathcal{L}(\mathbb{L}) \frac{u_{l}(l)(l)}{2} \right)
\]

\[
\times \left( \prod_{i=1}^v \prod_{p=1}^{\text{cor}(i)} R(\sqrt{i\sigma})_{n_{i,p_{\bar{n}_i,p}}} \right) \left( \prod_{e \in T_v} \sigma^E_{D}(e) \right) \left( \prod_{d=1}^k \delta_{m_{e(d)n_{i,d,q}}^{(d)} m_{e(d)n_{i,d,q}}}^{(d)} \right)
\]
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Taking into account that \( R(0) = 1^D \) proves the theorem because the first \( L \) terms of the Taylor expansion up to order \( L \) can be evaluated explicitly: one obtains a free sum for each of the internal faces of the map, and Theorem 4.2 follows.

The mixed expansion allows to remove the resolvent operators in the explicit terms of the expansion, unveiling once again the tensor invariant structure of the cumulants and their maps. The amplitude of the maps are once again computed as a power of \( N \) by face counting, as seen in (4.6). Moreover, the identification of the indices of the source terms appears once again as in the perturbative expansion (1.13).

### 4.3 Absolute convergence

In this section, we will study the analyticity properties and the scaling with \( N \) of the cumulants starting from the mixed expansion in (4.6).

We denote \( C(\tau^D) \) the number of connected components of the bipartite \( D \)-coloured graph associated to the \( D \)-uple of permutations \( \tau^D \).

**Theorem 4.3.** The series in (4.6) is absolutely convergent for \( \lambda \in [0, \frac{1}{8|Q|}) \). In this domain the cumulants display a structure of tensor invariants,

\[
\kappa(T_{\bar{m}_1}T_{\bar{m}_1}...T_{\bar{m}_k}T_{\bar{m}_k}) = \sum_{\pi, \bar{\pi}} \sum_{\tau^D} \tilde{R}(\tau^D) \prod_{d=1}^{k} \prod_{c=1}^{D} \delta_{m^c_{\pi(d)}} \tilde{m}^c_{\tau \bar{\pi}(d)} ,
\]

and obey the bound

\[
|\tilde{R}(\tau^D)| \leq N^{D-(D-1)k-C(\tau^D)} K(\lambda) ,
\]

for some \( K \) depending only on \( \lambda \).

This theorem will be proved in the remainder of this section. Note that the exponent of \( N \) is exactly \( -\Omega_{\text{min}} \) for theorem 2.2 and we recover the polynomial bound of the perturbative expansion.

In order to establish the absolute convergence of the series in (4.6), we need to establish a bound on an individual term. The explicit terms (consisting in trees with up to \( L \) loops) and the remainder (trees with \( L + 1 \) loops) are bounded by very different methods, explained in the next two subsections.

**Invariant structure**

The explicit terms of (4.6) show the required invariant structure,

\[
\prod_{d=1}^{k} \prod_{c=1}^{D} \delta_{m^c_{\pi(d)}} \tilde{m}^c_{\tau \bar{\pi}(d)} ,
\]
For a cumulant which index structure does not match the one of a tensor invariant ($D$-uple of permutation of its terms) every term of the development vanish and the convergence is trivial. A proper bound on the remainder is sufficient to conclude.

### 4.3.1 Bounds on the explicit terms

The global scaling in $N$ of the (non-vanishing) term associated to the tree $T$ decorated with $q$ loop edges $L$ in eq. (4.6) is

$$N^{F_{\text{int}}(T,L)} \over N^{(D-1)(|L|+v-1)}.$$  \hspace{1cm} (4.7)

We thus need to bound the number of internal faces of the tree $T$ decorated by the loop edges $L$.

Recall that $C(\tau_D)$ denotes the number of connected components of the graph associated to the permutations $\tau_D$. As the term associated to $T$ does not vanish, the boundary graph of $(T,L)$ is the graph associated with $\tau_D(\tau_cD = \tau_D(T,L))$ and their numbers of connected components match, $C(\partial(T,L)) = C(\tau_D)$.

By Lemma 2.1, the number of faces of a ciliated plane tree with loop edges $(T,L)$ is bounded by

$$F_{\text{int}}(T,L) \leq 1 - (D-1)k - C(\partial(T,L)) + (D-1)v + \left\lfloor \frac{D}{2} \right\rfloor |L|$$

which according to (4.7), gives a global scaling in $N$ of

$$N^{D-C(\partial(T,L))-(D-1)k-\left\lfloor \frac{D}{2} \right\rfloor |L|}.$$  \hspace{1cm} (4.8)

### 4.3.2 Bounds on the remainder

In order to establish a bound on the remainder in equation (4.6) we will use the technique introduced in [45, 46], and refined for tensors in [21], namely iterated Cauchy-Schwarz inequalities. For a pair of (multi-index) vectors $A$ and $B$, two linear operators $R$ and $R'$, and $(\cdot)$ the usual scalar product, the Cauchy-Schwarz inequality states,

$$|A \cdot (R \otimes R' \otimes 1^\otimes p) B| \leq ||R|| \cdot ||R'|| \sqrt{A \cdot A} \sqrt{B \cdot B}.$$  \hspace{1cm} (4.9)

**Lemma 4.1.** We have the bound:

$$\left| \int \sum_{m,n} \left( \prod_{i=1}^{v} \prod_{p=1}^{r_{\text{res}(i)}} R(\sqrt{i} \sigma^i)_{n_i,p m_{i,p}} \right) \left( \prod_{l \in L} \delta_D^{L(l)} \right) \times \left( \prod_{e \in T_v} \delta_D^{e \cdot e_{e}} \right) \left( \prod_{d=1}^{k} \delta_m m_{d,q} \delta_{\bar{m}} m_{d,q} \right) d\mu_{T_v,u}(\sigma) \right| \leq N^{D+(D-1)(v-1)+|L|}.$$  \hspace{1cm} (4.9)
Proof: The remainder is a product of resolvents placed at the corners of the vertices of a tree decorated with loop edges and cilia. On any tree, one can choose a corner to start, and then order the corners following the clockwise contour walk of the tree, indexing their resolvents from $R_1$ to $R_{2n}$ (or $R_{2n+1}$).

Figure 4.1: A multicoloured map with spanning tree (dashed) and indexed resolvents.

Map splitting. Choosing $R_1$ and $R_{n+1}$ as the $R$ and $R'$ of formula (4.8), the vector $A$ is made of all the resolvents from $R_2$ to $R_n$ and the contractions between them. The vector $B$ is made of all the resolvents from $R_{n+2}$ to $R_{2n}$ (or $R_{2n+1}$) and the contractions between them. The contractions of indices of the resolvents $R_2$ to $R_n$ with indices of the resolvents $R_{n+2}$ to $R_{2n}$ (or $R_{2n+1}$), which can exist due to the loop edges, are encoded in the $1^\otimes_p$ operator. If an index of $R_1$ is directly contracted with an index of $R_{n+1}$, the latter contributes with a Kronecker $\delta$ to the vector $A$ or $B$. We represented such a splitting in Figure 4.2.

We apply the formula (4.8) and, because the norm of the resolvent is bounded by 1, $\|R(\sigma)\| \leq 1$, $|A \cdot (R_1 \otimes R_{n+1} \otimes 1^\otimes_p) B| \leq \sqrt{(A \cdot A) (B \cdot B)}$.

The splitting in $A$ and $B$ corresponds to cutting along the unique path in the tree going from corner 1 to corner $n+1$ (the cut is represented in bold in Figure 4.2). Any occurring contraction strand between the part $A$ and the part $B$ (due to the loop edges) is also cut.

The scalar products $A \cdot A$ and $B \cdot B$ are half maps merged with their mirror symmetric with respect to the splitting line. They also have the structure of trees with loop edges and resolvents. However, in contrast with the original map, they can have several cilia on the same vertex. This happens whenever the resolvent $R_1$ or $R_{n+1}$ belongs to a ciliated vertex.

As the resolvents $R_1$ and $R_{n+1}$ have been taken out, the scars (i.e. the corners where $R_1$ and $R_{n+1}$ were connecting on $A$ and $B$) are now direct identifications of indices. That
is, in the maps merged with their mirror symmetric, two resolvents have been set to the identity $\mathbb{1}^D$ operator. The corresponding corners will be represented as just $D$ parallel strands, with no resolvent, like in Figure 4.3.

Let us denote $v^A$, $k^A$, $\mathcal{T}^A$, $\mathcal{L}^A$ the number of vertices, cilia, the tree and the set of loop edges corresponding to the map $\langle A | A \rangle$ and similarly for $B$. We have the following (in)equalities:

- the number of vertices doubles

$$2v = v^A + v^B.$$ 

- the number of cilia doubles

$$2k = k^A + k^B.$$ 

- the number of loop edges doubles

$$|\mathcal{L}| = |\mathcal{L}^A| + |\mathcal{L}^B|.$$ 

- the number of faces at least doubles

$$2F_{\text{int}}(\mathcal{T}, \mathcal{L}) \leq F_{\text{int}}(\mathcal{T}^A, \mathcal{L}^A) + F_{\text{int}}(\mathcal{T}^B, \mathcal{L}^B).$$

This is because a face is either untouched by the splitting line, or it is cut in two pieces (and in both cases it leads to two faces in the mirrored maps), or it is cut in at least four pieces in which case it leads to at least four faces in the mirrored maps.
Each mirrored map has an even number of resolvents and contributes to the bound by the square root of its amplitude. We can now iterate the process, each time eliminating two resolvents, until there are no resolvents left on any map.

If we start with $2^n$ resolvents we obtain $2^n$ final maps. If we start with $2^n + 1$ resolvents, the first iteration is asymmetrical as $A \cdot A$ has $2n - 2$ resolvent and $B \cdot B$ has $2n$. The $B$ part thus requires an extra iteration of the process to cancel every resolvents. The $2^n$ (resp. $2^{n-1} + 2^n$) final maps we obtain are made solely of internal faces which represent traces of identity, hence each such face brings a factor $N$, and external faces that connect cilia together.

We denote for $q = 1, \ldots 2^n$ (or $2^{n-1} + 2^n$) by $v(q)$, $k(q)$, $T^q$, $L^q$ the numbers of vertices, cilia, the tree and the set of loop edges of the final maps $q$. Each cilium $a \in \{1 \ldots k(q)\}$ originates from a cilium $d(a)$ of the original map, and therefore corresponds to a source-term contraction operator

$$
\delta^{[a,d(a)]} = \left( \delta_{m \times (d(a))} n_{i_{a,q}} + 1 \delta_{m \times (d(a))} n_{i_{a,q}} \right),
$$
which are contracted together by coloured external faces $f^c \in F^c_{\text{ext}}(T^q, \mathcal{L}^q)$

$$
\sum_{c=1}^{D} \left( \sum_{f^c \in F^c_{\text{ext}}(T^q, \mathcal{L}^q)} \delta[f^c] \right) \sum_{a \in \{1 \ldots k(q)\}} \tilde{g}^{[a,d(a)]} = \prod_{a=1}^{k(q)} \prod_{c=1}^{D} \delta_m^{c}_{n(d(a))} \tau^{c}_{\mathcal{L}^q}(x(d(a)))
$$

where the $D$-uple of permutation $\tau^{c}_{\mathcal{L}^q} = \partial[T^q, \mathcal{L}^q]$ is the boundary graph of the final map $q$, and has a priori no relation with the boundary of the original map $\partial[T, \mathcal{L}]$, as the splitting and bounding process repeatedly severed the structure of the original map. This is the reason why the bound (4.9) on the remainder is quite rough, and weaker than the bound established on the explicit terms.

The amplitude of a final map thus writes

$$
A(q) = N^D F_{\text{int}}(T^q, \mathcal{L}^q) \prod_{a=1}^{k(q)} \prod_{c=1}^{D} \delta_m^{c}_{n(d(a))} \tau^{c}_{\mathcal{L}^q}(x(d(a))).
$$

The product of Kronecker $\delta$'s is bounded by $1$ (which is as good as we can do, having no control whatsoever on its structure). The number of internal faces of a ciliated map $\mathcal{M}$ is bounded by the number of internal faces of the same map with all cilia removed $\mathcal{M}^*$, therefore

$$
F_{\text{int}}([T^q, \mathcal{L}^q]) \leq F_{\text{int}}([T^q, \mathcal{L}^q]^*)
$$

Indeed, removing a cilium can only increase the number of internal faces of a multicoloured map.

As before, adding a loop edge with colours $\mathcal{C}$ to a final map can at most divide $|\mathcal{C}|$ of its faces, hence

$$
F_{\text{int}}([T^q, \mathcal{L}^q]^*) \leq F_{\text{int}}(T^q) + |\mathcal{L}^q| \left\lceil \frac{D}{2} \right\rceil.
$$

where $T^q$ is the tree corresponding to the final map $q$ with all cilia removed.

The number of internal faces of $T^q$ is at most $1 + (D - 1)v^q$. If we start with $2n$ resolvents we get the bound

$$
\frac{1}{\sqrt{\pi}} N^{2n} \sum_{m,n} \left( \prod_{i=1}^{v} \prod_{p=1}^{\text{res}(i)} R(\sqrt{i} \sigma^i_{m_i,p_i}) \right) \left( \prod_{l \in \mathcal{L}} \delta_l^{\mathcal{L}(l)} \right) \times \left( \prod_{e \in T_v} \delta_{v}^{e,\mathcal{L}(e)} \right) \left( \prod_{d=1}^{k} \prod_{c=1}^{D} \delta_{v}^{m_{d}^{c}} \right) dm_{\mathcal{L},v}(\sigma)
$$

$$
\leq N^{2n} \sum_{q=1}^{2n} F_{\text{int}}(T^q) \leq N^{2n} \sum_{q=1}^{2n} \left( 1 + (D - 1)v(q) + |\mathcal{L}| \left\lceil \frac{D}{2} \right\rceil \right)
$$

and the same holds if we start with $2n + 1$ resolvents.

$$
\prod_{q=1}^{2n-1} \left( N^{F_{\text{int}}(T^q, \mathcal{L}^q)} \right)^{\frac{1}{\sqrt{\pi}}} \prod_{q=2n-1}^{2n} \left( N^{F_{\text{int}}(T^q, \mathcal{L}^q)} \right)^{\frac{1}{\sqrt{\pi}}} \leq N^{1 + (D - 1)v + |\mathcal{L}| \left\lceil \frac{D}{2} \right\rceil},
$$
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which conclude the proof of Lemma 4.1.

\[ \Box \]

4.3.3 Results

We are now ready to prove Theorem 4.3. Taking absolute values in (4.6) and using Lemmas 2.1 and 4.1 we find:

\[
\kappa(T_1 \cdots T_k) \leq \sum_{\pi} \frac{1}{v!} \sum_T \left[ \sum_{q=0}^L \frac{|\lambda|^{v-1+q}}{q!} \sum_{|L| = q} N^{D-2(D-1)k-C(\partial[T, L])-q} \prod_{d=1}^k \prod_{c=1}^D \delta m^c_{\pi(d)} \bar{m}^c_{\pi(d)} \right].
\]

For cumulants with invariant structure \((m^c_{\pi(d)} = \bar{m}^c_{\pi(d)})\) only the maps with the right boundary contributes to the cumulants,

\[
\partial[T, L] = \tau^D,
\]

and as \(C(\partial[T, L]) \leq k\), choosing \(L \geq \frac{Dk}{D/2-1} - 1\) ensures that

\[
D - (D-1)k - (L+1) \left[ \frac{D}{2} - 1 \right] \leq D - 2(D-1)k - C(\partial[T, L]) ,
\]

and the invariant cumulant obeys the bound

\[
|R(\tau^D)| \leq N^{D-2(D-1)k-\varepsilon(\rho)} \prod_{e_k} \frac{1}{v!} \sum_{T_e} \sum_{q=0}^{L+1} \frac{|\lambda|^{v-1+q}}{q!} \frac{(2v+k-3+2q)!}{(2v+k-3)!},
\]

where the last combinatorial factor is the number of ways to add \(q\) loop edges to a plane tree \(T\). This bound is very broad as it does not account for the restriction on the structure of the boundary graph. Taking into account that

\[
\sum_{T_e} \frac{1}{v!} (v-2)! \prod_{i}(d_i - 1)! \prod_{i \neq i'} \delta_{i} \prod_{d_{i1} \cdots d_{ik}}
\]

\[
= |Q|^{v-1} \frac{v!(2v+k-3)!}{k!(v-k)!(v+k-1)!},
\]
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with $|Q|^{v-1}$ the number of edge colouring, $d_i$ the degree of the vertex $i$, $\prod_{i}(d_i - 1)!$ the number of trees with fixed degrees and $\prod_{i} d_i!$ the number of associated plane trees, and $\prod_{d=1}^{k} d_{i_d}$ the number of ways to put cilia on the vertices $i_d$, we obtain

$$|K(\tau^D)| \leq N^{D-2(D-1)k-C(\tau^D)} \\ \times \sum_{q=0}^{L+1} \sum_{v \geq k} ((|\lambda| |Q|)^v q - 1) \cdot (2v + k - 3 + 2q)! \\
\frac{q!(v-k)!v!(v+k-1)!}{},$$

(4.10)

and the sum over $v$ converges for $4|Q||\lambda| < 1$.

For non-invariant cumulants the explicit development vanishes and the cumulant is equal to the remainder at every order, therefore,

$$\kappa(\mathbf{T}_{n_1} \mathbf{T}_{\bar{n}_1} \ldots \mathbf{T}_{n_k} \mathbf{T}_{\bar{n}_k}) = \lim_{L \to \infty} \text{[Remainder]} (L) = 0,$$

which achieves the proof of Theorem 4.3.

\[ \square \]

### 4.4 Uniform Borel summability

We subsequently establish the uniform Borel summability of the cumulants at the origin.

**Theorem 4.4.** The cumulants can be analytically continued for complex $\lambda = re^{i\phi}$ with $r < \frac{1}{4|Q|} \left( \cos \frac{\phi}{2} \right)^2$. In this domain they obey the bound:

$$|\mathcal{R}(\tau^D)| \leq N^{D-(D-1)k-C(\tau^D)} K \left( \frac{|\lambda|}{(\cos \phi/2)^2} \right),$$

(4.11)

and are Borel summable in $\lambda$ uniformly in $N$.

This theorem will be proved in the remainder of this section, by verifying the hypotheses of Theorem 3.2.

**Analyticity**

To establish the convergence of the series in (4.6) in the domain in the complex plane $\lambda = re^{i\phi}$, $\phi \in (-\pi, \pi)$ defined by $|\lambda| < \frac{1}{4|Q|} \left( \cos \frac{\phi}{2} \right)^2$ it is enough to follow step by step the proof of Theorem 4.3 and to remark that the norm of the resolvent is bounded by

$$\|R(\sigma)\| \leq \frac{1}{\cos \frac{\phi}{2}} .$$

The iterated Cauchy-Schwarz inequalities go through, and it is easy to see that the norm of each resolvent contributes to the power 1 to the amplitude of the map. The total
number of resolvents of a map with $v$ vertices and $k$ marks is $2(v-1)+k$. Therefore each term of the overall bound in (4.10) must be multiplied by $\left(\frac{1}{\cos^2 \phi}\right)^{2(v-1)+k}$, which proves the convergence and (4.11).

The convergence domain

$$|\lambda| < \frac{1}{4|Q|} \left(\cos^2 \frac{2}{\lambda}\right)^2,$$

contains a disk $\text{Re} \frac{1}{\lambda} > \frac{1}{R}$. In this domain the cumulants (4.2) are analytic as the resolvents themselves $R(\sigma^i)_{n_i,m_{i,p}}$ are.

**Taylor expansion**

The Taylor expansion in $\lambda$ of the cumulants up to order $r$ is obtained by using the mixed expansion in Theorem 4.2, but choosing the order $L$ up to which we develop the loop edges to depend on the number of vertices $v$ of the tree $L = \max(0, r - v)$. For $v \geq r + 1$ we do not develop any loop edges. Using the same bounds leading up to eq. (4.10), and noting that the scaling with $N$ is always bounded by $N^D$, the remainder is bounded by

$$|R_r(\lambda, N)| \leq N^D \sum_{v \geq k} \left[ (|Q||\lambda|)^{-v+1} \frac{(2v + k - 3 + 2q)!}{q!(v-k)!(v+k-1)!} \right]_{q=\max(0,r+1-v)},$$

hence up to irrelevant overall factors the remainder is bounded by

$$\sum_{v \geq r+1} (|Q||\lambda|)^{-v+1} \frac{(2v + k - 3)!}{(v-k)!(v+k-1)!}$$

$$+ \sum_{v=k}^{r+1} (|Q||\lambda|)^{-v} \frac{[2v + k - 3 + 2(r + 1 - v)]!}{(r+1-v)!(v-k)!(v+k-1)!}.$$ 

While the first term above is bounded by $|\lambda|^r$ times some constant for $\lambda$ small enough, the second one is bounded only as:

$$|\lambda|^r \frac{(2r + k - 1)!}{(r-k)!} \leq (2k-1)!3^{2r+k-1} \ r! |\lambda|^r.$$ 

**4.4.1 The $1/N$ expansion**

Furthermore, the mixed expansion in (4.6) is the non perturbative $1/N$ expansion of the cumulants in the following sense
Corollary 4.1. The remainder in the mixed expansion is analytic in the domain $r < \frac{1}{4|\mathcal{D}|} (\cos \frac{\phi}{2})^2$ and in this domain it admits the bound:

$$
\sum_{v \geq k} \frac{1}{v!} \frac{(-\lambda)^{v-1}}{N(D-1)(v-1)} \sum_{\pi \tau} \sum_{T} \left( \frac{-\lambda}{N^{D-1}} \right)^{L+1} \frac{1}{L!} \sum_{L_{|\mathcal{L}|}=L+1} \int_{t=0}^{1} (1-t)^L 
\times \int_{u_{ij}=0}^{1} \left( \prod_{l \in \mathcal{L}} \frac{1}{2} u_{l}(l)(l) \right) \left( \prod_{d=1}^{k} \prod_{c=1}^{D} \delta_{m_{n(d)}^{c}\tau_{c}(s(d))} \right) 
\times \int_{\sigma} \sum_{m,n} \left( \prod_{i=1}^{v} \text{res}(i) \prod_{p=1}^{v} R(\sqrt{\sigma})_{n_{i,p}^{m_{i,p}}} \right) 
\times \left( \prod_{l \in \mathcal{L}} \delta_{D}(l) \right) \left( \prod_{e \in T_{v}} \delta_{D}(e) \right) \left( \prod_{d=1}^{k} \prod_{c=2}^{D} \delta_{n_{d,q}^{c}+1}^{m_{i,d,q}^{c}} \right) 
\times d\mu_{T,v,u}(\sigma) \left( \prod_{e_{ij} \in T_{v}} du_{ij} \right) dt 
\leq N^{D-(D-1)k-(L+1)(\frac{D}{2}-1)} \left( \frac{|\lambda|}{(\cos \phi/2)^2} \right)^{L+k} K' \left( \frac{|\lambda|}{(\cos \phi/2)^2} \right)
$$

for some bounded function $K'$. 

Chapter 5

The constructive $T^4_3$ field theory

5.1 The Model

5.1.1 The bare model

In this chapter we study the simplest renormalisable quartic tensor field theory in the constructive framework. Our starting point is the rank $D = 3$ tensor field theory,

$$d\nu = e^{-\frac{1}{2} \lambda \sum_{\nu=1}^{3} V_{\nu}(\bar{\Psi}, \Psi)} \, d\mu_{C}(\bar{\Psi}, \Psi), \tag{5.1}$$

where $\Psi, \bar{\Psi}$ are a Fourier transformed pair of conjugate $U(1)^3$ scalar fields, which can be considered as infinite-size complex tensors with indices in $\mathbb{Z}^3$. The covariance $C$ is defined as,

$$C_{\bar{p}p} = \frac{\delta_{\bar{p}p}}{p_1^2 + p_2^2 + p_3^2 + 1}. \tag{5.2}$$

A quick study of the Feynman expansions reveals three divergent single-vertices graphs for each colour. A logarithmically divergent 2-point graph $M$, a linearly divergent vacuum graph $V_1$ and a logarithmically divergent vacuum graph $V_2$.

Figure 5.1: From left to right, the divergent self-loop $M$, the convergent self loop and the two vacuum connected graphs $V_1$ and $V_2$.

Renormalisation of the model (5.1) will thus be required. To ensure that all quantities are well defined, we impose a cut-off $N$. We restrict the indices such as $n, \bar{n}$ to belong to $\{-N \ldots N\}^3$, and therefore replace the Fourier-transform $U(1)^3$ field $\Psi$ by a tensor field $T$ of size $2N + 1$. 

89
5.1.2 Renormalisation

Mass renormalisation

The bare amplitude for $\mathcal{M}$ is the sum of three amplitudes with colour $c$, each of which is a function of the single incoming index $n_c$,

$$A(\mathcal{M}) = \sum_c A(\mathcal{M}_c),$$

$$A(\mathcal{M}_c)(n_c) = -\lambda \sum_{p \in \{-N\ldots N\}^3} \frac{\delta(p_c - n_c)}{p^2 + 1}. \quad (5.1.2)$$

The sum over $p$ diverges logarithmically as $N \to \infty$. We define the mass counterterm as minus the value at $n_c = 0$, namely

$$\Delta m = -\sum_c A(\mathcal{M}_c)(0) = \lambda \sum_c \delta m^c,$$

$$\delta m^c = \sum_{p \in \{-N\ldots N\}^3} \frac{\delta(p_c)}{p^2 + 1} = \sum_{p \in \{-N\ldots N\}^2} \frac{1}{p^2 + 1}. \quad (5.3)$$

Remark that $\delta m^c$ is independent of $c$, so that in fact

$$\Delta m = 3\lambda \sum_{p \in \{-N\ldots N\}^2} \frac{1}{p^2 + 1}. \quad (5.4)$$

Note that the renormalised amplitude of $\mathcal{M}$ at colour $c$ is a convergent sum, hence no longer requires the cut-off $N$:

$$A^{\text{ren}}(\mathcal{M}_c)(n_c) = A(\mathcal{M}_c)(n_c) + \delta m^c = -\lambda \sum_{p \in \{-N\ldots N\}^3} \frac{\delta(p_c - n_c) - \delta(p_c)}{p^2 + 1} = \lambda A(n_c)$$

$$A(n_c) = \sum_{p \in \{-N\ldots N\}^2} \frac{n_c^2}{(n_c^2 + p^2 + 1)(p^2 + 1)} = O_{N \to \infty}(\log(1 + |n_c|)). \quad (5.5)$$

The partition function with this mass counter term included is

$$Z_1 = \int e^{-\frac{1}{2} \sum_c V_c(T, \bar{T}) + \lambda \sum_c \delta m^c} d\mu_{\mathcal{C}}(T, \bar{T}).$$

Vacuum renormalisation

We should similarly compute the vacuum counter-terms, taking into account the presence of the $\Delta m$ counter term. The amplitude of $\mathcal{V}$ is the sum over colours $c$ of the amplitudes of the graphs $\mathcal{V}_1^c$. $\mathcal{V}_1^c$ requires the counter-term

$$\delta \mathcal{V}_1^c = \frac{\lambda}{2} \sum_{n_1, n_2, n_3, p_2, p_3} \frac{1}{n_1^2 + n_2^2 + n_3^2 + 1} \frac{1}{n_1^2 + p_2^2 + p_3^2 + 1}.$$
Similarly the amplitude of $V_2$ is the sum over colours of the amplitude of $V'_2$. $V'_2$ requires the counter term
\[
\delta V'_2 = \frac{\lambda}{2} \sum_{n_1,n_2,n_3,p_1} \frac{1}{n_1^2 + n_2^2 + n_3^2 + 1} \frac{1}{p_1^2 + p_2^2 + p_3^2 + 1}.
\]

Finally the mass counter-term $[\delta m^c \mathbf{T} \cdot \bar{T}]$ generates a divergent vacuum graph $V_{\Delta m}$ (Fig. 5.2) which requires a different counter-term:
\[
\delta V'_{\Delta m} = -\lambda \sum_{n_1,n_2,n_3,p_2,p_3} \frac{1}{n_1^2 + n_2^2 + n_3^2 + 1} \frac{1}{p_2^2 + p_3^2 + 1}.
\]

Figure 5.2: The divergent vacuum graph generated by the mass counter term.

The counter-terms for colours 2 and 3 are obtained by the same formulas with the appropriate colour permutation. The renormalised partition function writes,
\[
Z = e^{\sum_v (\delta V'_v + \delta V'_2 + \delta V'_{\Delta m})} \int e^{-\frac{\lambda}{2} \sum_v V_v(T,\bar{T})} e^{\lambda \sum_v \delta m^c \sum_n T_n T_n} d\mu_C(T,\bar{T}).
\]

### 5.1.3 Intermediate field representation

As for the invariant quartic models, the constructive study of the $T^4_3$ field theory will be performed within the intermediate field formalism. The intermediate field transformation is very similar to the one used for invariant models in section 2.2.
\[
e^{-\frac{\lambda}{2} V_v(T,\bar{T})} = \int e^{i\sqrt{\lambda} \sum_{n,\bar{n}} \prod_{\epsilon \neq c} \delta_{n,\epsilon \bar{\epsilon}} (T_n T_{\bar{n}}) \sigma_{v,\epsilon \bar{\epsilon}}} d\mu(\sigma^v).
\]

It will however require some adaptations to accommodate both the mass counter-term $\Delta m$ and the non-invariant covariance $C$.

### Mass counterterm and Hubbard Stratonovich transformation

The mass counter-term can be absorbed in a translation of the quartic interaction. Indeed remark that
\[
\begin{align*}
\frac{1}{2} V_v(T,\bar{T}) - \delta m^c \sum_n T_n T_n + \frac{1}{2} \sum_{n,p} \delta_{n,c,p} \frac{1}{(n^2 - n_c^2) + 1} \frac{1}{(p^2 - p_c^2) + 1} \\
= \sum_{n,\bar{n},p,\bar{p}} \left[ \prod_{\epsilon \neq c} \delta_{n,\epsilon \epsilon} \left( T_n T_{\bar{n}} - \frac{\delta_{n,\bar{n}}}{(n^2 - n_c^2) + 1} \right) \right] \\
\times \delta_{n,\bar{n}} \delta_{p,\bar{p}} \left[ \prod_{\epsilon \neq c} \delta_{p,\epsilon \epsilon} \left( T_p T_{\bar{p}} - \frac{\delta_{p,\bar{p}}}{(p^2 - p_c^2) + 1} \right) \right].
\end{align*}
\]

(5.5)
Therefore, defining
\[
\delta V_3^1 = \frac{\lambda}{2} \sum_{n_1, n_2, n_3, p_2, p_3 \in \{-N, \ldots, N\}^2} \frac{1}{n_2^2 + n_3^2 + 1} \frac{1}{p_2^2 + p_3^2 + 1} = \frac{\lambda}{2} N(\delta m^c)^2,
\]
and following the same definition for \(V_3^1\) and \(V_3^1\), \(Z\) can be evaluated from (5.5) as
\[
Z = e^{\sum_c (\delta V_1^c + \delta V_2^c + \delta V_3^c + \delta V_{\delta m})} \times \int e^{i \sqrt{\lambda} \sum_c \sum_{n, \bar{n}} (T_n T_{\bar{n}} \Pi_{\neq c} \delta_{n, \bar{n}} \delta_{\delta m}) \sigma_{c c}^c} d\mu_c(T, T) d\mu_c(T, T),
\]
where we used the Hubbard Stratonovich formula (2.2), introducing three Hermitian matrices \(\sigma^c\) with standard Gaussian measure \(\mu\).

**Integration and resolvent**

Note that the previous equation can be re-written in order to isolate the contribution of the tensor entries
\[
Z = e^{\sum_c (\delta V_1^c + \delta V_2^c + \delta V_3^c + \delta V_{\delta m})} \times \int e^{i \sqrt{\lambda} \sum_c \sum_{n, \bar{n}} (T_n T_{\bar{n}} \Pi_{\neq c} \delta_{n, \bar{n}} \delta_{\delta m}) \sigma_{c c}^c} d\mu_c(T, T) e^{-i \sqrt{\lambda} \sum_c \delta m^c} \text{Tr}(\sigma^c) d\mu(\sigma),
\]
The integral over \(T, \bar{T}\) now appears explicitly Gaussian, with effective covariance
\[
C_{\text{eff}}(\sigma) = C + i \sqrt{\lambda} \sigma, \quad \text{with} \quad \sigma = \sum_{c=1}^3 \sigma^c \otimes 1_D^{\{c\}}
\]
After integration of \(T, \bar{T}\), and recombining \(\text{Det} C_{\text{eff}}\) with the \(\text{Det} C^{-1}\) in the measure \(d\mu\), we obtain
\[
Z = Z' \int e^{-i \sqrt{\lambda} \sum_c \delta m^c} \text{Tr} \sigma^c e^{-\text{Tr} \log[1 - i \lambda C \sigma]} d\mu(\sigma),
\]
where
\[
Z' = e^{\delta V_1^c + \delta V_2^c + \delta V_3^c + \delta V_{\delta m}}.
\]
In the following developments, it will be useful to rewrite the trace of the logarithm with a more symmetrical argument, which will be useful when performing iterated Cauchy Schwarz bounds similar to those used in section 4.3.2. Defining the resolvent,
\[
R(\sigma) \equiv \frac{1}{1 - i \sqrt{\lambda} C^{1/2} \sigma C^{1/2}},
\]
and using the cyclicity of the trace, the partition function writes
\[
Z = Z' \int e^{-i \sqrt{\lambda} \sum_c \delta m^c} \text{Tr} \sigma^c e^{-\text{Tr} \log R(\sigma)} d\mu(\sigma),
\]
(5.6)
We remark that the first term in the expansion in $\lambda$ of $\text{Tr} \log R(\sigma)$ combines nicely with the mass counter-term $-i\sqrt{\lambda} \sum_c \delta m^c \text{Tr} c \sigma^c$, since

$$\text{Tr} C \sigma^c - \sum_c \delta m^c \text{Tr} c \sigma^c = \sum_c \sum_n A(n_c) \sigma^c_{n, n_c}.$$  \hfill (5.7)

where $A(n_c)$ is the renormalised amplitude defined in (5.4)

Joining (5.6) and (5.7) gives

$$Z = Z' \int e^{i\sqrt{\lambda} \sum_{n_c} A(n_c) \sigma^c_{n, n_c} + \text{Tr} \log [1 - i\lambda C^{1/2} \sigma C^{1/2}]} d\mu(\sigma),$$

where

$$\log 2(1 - x) = x + \log(1 - x) = O(x^2).$$

**Vacuum counter-terms**

We will now study $Z'$ to check that it compensates indeed the divergent vacuum graphs of the $\sigma$ functional integral. First remark that $\delta V^c_1 + \delta V^c_3 + \delta V^c_{\delta m}$ nicely recombine as

$$\sum_{n_c=-N}^{N} [A(n_c)]^2 = 2(\delta V^c_1 + \delta V^c_3 + \delta V^c_{\delta m}),$$

Therefore, we define the counter-term $D$ as,

$$D = \sum_c \delta V^c_1 + \delta V^c_3 + \delta V^c_{\delta m} = \frac{\lambda}{2} \sum_c \sum_n A^2(n_c)$$

Similarly we remark that the log-divergent counter term for $V_2$ can be written as a $\sigma$ integral,

$$E = \sum_c \delta V^c_2 = \frac{\lambda}{2} \int \text{Tr} [D] d\mu(\sigma).$$

Therefore

$$Z = \int e^{-\text{Tr} \log [1 - i\lambda C^{1/2} \sigma C^{1/2}] + i\sqrt{\lambda} \sum_{n_c} A(n_c) \sigma^c_{n, n_c} + D + E} d\mu(\sigma) \cdot$$

A quick study of the first Feynman maps shows that $D$ and $E$ cancel exactly the first order term in $\lambda$, so that

$$\log Z = O(\lambda^2).$$

We remark now that

$$e^{i\sqrt{\lambda} \sum_{n_c} A(n_c) \sigma^c_{n, n_c} + D} d\mu(\sigma)$$

is exactly the Gaussian normalised measure for three fields $\sigma^c$ translated by a diagonal matrix $M_{n_c \bar{n}_c} = A(n_c) \delta_{n_c \bar{n}_c}$. Indeed,

$$e^{i\sqrt{\lambda} \sum_{n_c} A(n_c) \sigma^c_{n, n_c} + \frac{\lambda}{2} \sum_{n_c} A^2(n_c) d\mu(\sigma^c)} = \prod_{n_c} e^{-\frac{1}{2} \text{Tr} [\sigma^c - i\sqrt{\lambda} M]^2} d\sigma d\bar{\sigma}.$$
Let us define the diagonal operator $D(n, \bar{n}) = \delta_{n \bar{n}} D(n)$ with eigenvalues

$$D(n) \equiv \sum_c C_{nn} A(c).$$

This operator commutes with $C$ since they are both diagonal. It is bounded uniformly in $N$ since from (5.2) and (5.4) we have

$$\|D(n)\| \leq K,$$

for some finite constant $K$. In fact $D$ is also compact as an infinite dimensional operator on $\ell^2(\mathbb{Z}^3)$, hence at $N = \infty$, and its square is trace class, since

$$\sum_{n \in \mathbb{Z}^3} \sum_{c, c'} \log(1 + |n_c|) \log(1 + |n_{c'}|) = O(1). \quad (5.8)$$

**Lemma 5.1.** For $\lambda = |\lambda| e^{i\phi}$ in the small open cardioid domain $\text{Card}_\rho$ defined by $|\lambda| < \rho \cos(\phi/2)$, the translated resolvent

$$R = [1 - i\sqrt{\lambda} C^{1/2} \tilde{\sigma} C^{1/2} + \lambda D]^{-1}$$

is well defined and uniformly bounded:

$$\|R\| \leq \frac{2}{\cos(\phi/2)}. \quad (5.9)$$

**Proof** In the cardioid domain we have $|\phi| < \pi$ and for any self-adjoint operator $L$ we have

$$\|(1 - i\sqrt{\lambda} L)^{-1}\| \leq \cos^{-1}(\phi/2).$$

Taking $\rho$ small enough so that $\rho \|D(n)\| < 1/2$, the Lemma follows from the power series expansion

$$\|(1 - i\sqrt{\lambda} L + \lambda D)^{-1}\| \leq \|J^{-1}\| \sum_{q=0}^\infty \|\lambda D J^{-1}\|^q \leq 2 \cos^{-1}(\phi/2),$$

with $J = 1 - i\sqrt{\lambda} L$. 

**Lemma 5.2.** For $\lambda$ in the cardioid domain $\text{Card}_\rho$, the successive contour translations from $\sigma_{n_c n_{c'}c}^c$ to $\sigma_{n_c n_{c'}c}^c - i\sqrt{\lambda} A(n_c)$ do not cross any singularity of $\text{Tr}_D \log_2 \left[1 - i\sqrt{\lambda} C^{1/2} \tilde{\sigma} C^{1/2}\right]$.

**Proof** To prove that $\text{Tr}_D \log_2 \left[1 - i\sqrt{\lambda} C^{1/2} \tilde{\sigma} C^{1/2}\right]$ is analytic in the combined translation band of imaginary width $\sqrt{\lambda} A(n_c)$ for the $\sigma_{n_c n_{c'}c}^c$ variables, one can write

$$\log_2(1 - x) = -\int_0^1 \frac{tx^2}{1 - tx} dt.$$
and then use the previous lemma to prove that, for $\lambda$ in the small open cardioid domain $\text{Card}_p$, the resolvent $R(t) = [1 - it\sqrt{\lambda}C^{1/2}\vec{\sigma}C^{1/2} + t\sqrt{\lambda}D]^{-1}$, is also well-defined for any $t \in [0, 1]$ by a power series of analytic terms uniformly convergent in the band of of imaginary width $\sqrt{\lambda}A(n_c)$. Hence it is analytic in that band.

Hence by Lemma 5.2

$$Z = \int e^{-\text{Tr}_D \log [1 - it\sqrt{\lambda}C^{1/2}\vec{\sigma}C^{1/2} + t\sqrt{\lambda}D] + E} d\mu(\sigma) = \int e^{-V(\sigma)} d\mu(\sigma),$$

(5.10)

where the $\sigma$ interaction is now defined as

$$V(\sigma) = \text{Tr}_D \log [1 - U - E], \quad U = i\sqrt{\lambda}C^{1/2}\vec{\sigma}C^{1/2} - \lambda D.$$

5.2 The multi-scale loop vertex expansion

5.2.1 Scale slices in the intermediate field representation

The “cubic” cut-off $[-N, N]^3$ of the previous section is not very well adapted to the multi-scale analysis of section 1.5. We will therefore use the scale slices of (1.16),

$$S^1 = \{p \in \mathbb{Z}^D, \ n_2 + 1 \leq M^2\}$$

$$S^j = \{p \in \mathbb{Z}^D, \ M^{2j-2} < n_2 + 1 \leq M^{2j}\} \quad \forall j > 1,$$

and the corresponding cut-off of scale $j_{\text{max}},$

$$n_2 + 1 \leq M^{2j_{\text{max}}}$$

which no longer factorises over colours. This cut-off will later be applied on the covariance $C$, and thus on the interaction term of the intermediate field. To properly define the intermediate field $\sigma$ however, requires the use of previous cut-off. This is why we only introduce the new cut-off now. It is required that the new cut-off is tighter that the cubic one, thus one must choose $N$ such that $M^{j_{\text{max}}} \leq N$.

The action (5.10) has to be rewritten according to the new cut-off. We define the slice characteristic functions and introduce an interpolation parameter $t_j$, which will help us compute the part of the interaction specific to a scale $j$.

$$I_j = I_{S^j}, \quad I_{\leq j}(t_j) = \sum_{i=1}^{j-1} I_i + t_j I_j.$$  

(5.11)

The interaction with cut-off $j_{\text{max}}$ is $V_{\leq j_{\text{max}}}(1)$, where the interpolated interaction is defined as

$$V_{\leq j}(t_j) = \text{Tr}_D \log [1 - U_{\leq j}(t_j)] - \mathcal{E}_{\leq j}(t_j),$$

$$U_{\leq j}(t_j) = i\sqrt{\lambda}I_{\leq j}(t_j)C^{1/2}\vec{\sigma}C^{1/2}I_{\leq j}(t_j) - \lambda I_{\leq j}(t_j)D,$$

$$\mathcal{E}_{\leq j}(t_j) = \frac{\lambda}{2} \int \text{Tr}_D [(I_{\leq j}(t_j)C\vec{\sigma})^2] d\mu(\sigma).$$
Remark that
\[ 0 \leq \mathcal{E}_{\leq j} \leq O(j), \quad 0 \leq \mathcal{E}_{\leq j} - \mathcal{E}_{\leq j-1} \leq O(1). \] (5.12)

We also define the interpolated resolvent
\[ R_{\leq j}(t_j) = \frac{1}{\mathbb{I} - U_{\leq j}(t_j)}. \]

When the context is clear, we write simply \( V_{\leq j} \) for \( V_{\leq j}(t_j) \), \( U_{\leq j} \) for \( U_{\leq j}(t_j) \), \( U' \) for \( \frac{d}{dt} U_{\leq j} \) and so on. We also write \( \mathbb{I}_{\leq j}^{1/2} \) for \( \mathbb{I}_{\leq j}(t_j) \mathbb{I}_{\leq j}^{1/2} \), \( \mathbb{C}^{1/2}_{j} \) for \( \mathbb{I}_{j} \mathbb{C}^{1/2}_{j} \), \( \mathbb{C}_{j} \) for \( \mathbb{I}_{j} \mathbb{C}_{j} \), \( D_{\leq j} \) for \( \mathbb{I}_{\leq j}(t_j)D \) and \( D_{j} \) for \( \mathbb{I}_{j}D \). However beware that we shall write \( \mathbb{C}_{\leq j} \) for \( \mathbb{I}_{\leq j}(t_j) \mathbb{C} \), as this is the natural expression which gives us the natural relations
\[ [\mathbb{C}^{1/2}_{\leq j}]^2 = \mathbb{C}_{\leq j}, \quad [\mathbb{C}^{1/2}_{j}]^2 = \mathbb{C}_{j}. \]

We now decompose the interaction over scales, defining the interaction term of scale \( j \) as
\[ V_j = V_{\leq j}(1) - V_{\leq j-1}(1) = \int_0^1 V'_{\leq j}(t_j) \, dt_j, \]
with
\[ V'_j = \text{Tr}_D [U'_{\leq j}(\mathbb{I} - R_{\leq j})] - \mathcal{E}'_{\leq j}; \]
\[ U'_{\leq j} = i\sqrt{\lambda} \mathbb{C}^{1/2}_{j} \mathbb{\bar{\sigma}} \mathbb{C}^{1/2}_{\leq j} + i\sqrt{\lambda} \mathbb{C}^{1/2}_{\leq j} \mathbb{\bar{\sigma}} \mathbb{C}^{1/2}_{j} - \lambda D_{j}. \]

Now we use that \((\mathbb{I} - R_{\leq j}) = -U_{\leq j} R_{\leq j} = -R_{\leq j} U_{\leq j}\) and the cyclicity of the trace, plus relations such as \( \mathbb{C}^{1/2}_{\leq j} \mathbb{C}^{1/2}_{j} = t_j \mathbb{C}_{j} \) to write
\[ \text{Tr}_D U'_{\leq j}(\mathbb{I} - R_{\leq j}) = -i\sqrt{\lambda} \text{Tr}_D [R_{\leq j} U_{\leq j} \mathbb{C}^{1/2}_{j} \mathbb{\bar{\sigma}} \mathbb{C}^{1/2}_{\leq j}] \]
\[ + R_{\leq j} \mathbb{C}^{1/2}_{\leq j} \mathbb{\bar{\sigma}} \mathbb{C}^{1/2}_{j} U_{\leq j} + i\sqrt{\lambda} R_{\leq j} U_{\leq j} D_{j}] \]
\[ = \lambda \text{Tr}_D R_{\leq j} [2t_j \mathbb{C}^{1/2}_{\leq j} \mathbb{\bar{\sigma}} \mathbb{C}_{j} \mathbb{\bar{\sigma}} \mathbb{C}^{1/2}_{\leq j}] \]
\[ + i\sqrt{\lambda} (D_{\leq j} \mathbb{C}^{1/2}_{j} \mathbb{\bar{\sigma}} \mathbb{C}^{1/2}_{\leq j} + \mathbb{C}^{1/2}_{\leq j} \mathbb{\bar{\sigma}} \mathbb{C}^{1/2}_{j} D_{\leq j}) + U_{\leq j} D_{j}] \]
\[ \text{Tr}_D \mathcal{E}'_{\leq j} = 2\lambda t_j \int \text{Tr}_D (\mathbb{C}_{j} \mathbb{\bar{\sigma}} \mathbb{C}_{\leq j} \mathbb{\bar{\sigma}}) \, d\mu(\sigma) . \] (5.13)

Remark that if we replace \( R_{\leq j} \) by \( \mathbb{I} \) in the first term in (5.13) it would exactly cancel the \( \mathcal{E}'_{\leq j} \) term. This is nothing but again the exact cancellation of the last vacuum graph in Figure 5.1 with its counter term.

We now have
\[ Z(j_{\text{max}}) = \prod_{j=0}^{j_{\text{max}}} e^{-V_j} \, d\mu(\sigma), \]
and we can apply the jungle expansion from section 3.2.3.
5.2.2 Jungle expansion

With the intermediate field interaction decomposed over scale slices, we can now perform the two-level jungle expansion of 3.2.3. According to the theorem 3.5, the logarithm of the partition function writes

\[
\log Z = \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{\{j_n\} \in \mathcal{S}^n} \sum_{J_{\text{connected}}} \sum_{\{j\} \in J_{\text{connected}}} \left[ \prod_{B \in B} \prod_{a \in B} \left( W_{j_a} (\vec{\sigma}^a) \chi^B_{j_a} \bar{\chi}^B_{j_a} \right) \right] \]  

(5.14)

\[
\times \int \prod w \int \sigma \int \chi \partial J \left[ \prod_{B \in B} \prod_{a \in B} \left( W_{j_a} (\vec{\sigma}^a) \chi^B_{j_a} \bar{\chi}^B_{j_a} \right) \right] \]  

\[
\int w J d\mu_J ,
\]

where

- the sum over \( J \) runs over all connected two-level jungles, the first level of which is a 3-coloured forest \( F_B \) called the Bosonic forest. The second level (the Fermionic forest) \( F_F \) is uncoloured. And \( \tilde{J} = F_B \cup F_F \) is connected (hence, a tree). Bosonic edges \( e_B \in F_B \) have a well-defined colour \( c(e) \in \{1, 2, 3\} \) and Fermionic edges \( e_F \in F_F \) are uncoloured.

- \( \int dw_J \) means integration from 0 to 1 over parameters \( w_e \), one for each edge \( e \in \tilde{J} \), namely \( \int dw_J = \prod_{e \in \tilde{J}} \int_0^1 dw_e \). There is no integration for the empty forest since by convention an empty product is 1. A generic integration point \( w_J \) is therefore made of \( |\tilde{J}| \) parameters \( w_e \in [0, 1] \), one for each \( e \in \tilde{J} \).

- \( \partial J = \prod_{e_B \in F_B, e_B = (a, b)} \left( \frac{\partial}{\partial (\sigma^{(e_B)})^a} \frac{\partial}{\partial (\sigma^{(e_B)})^b} \right) \prod_{e_F \in F_F, e_F = (d, e)} \delta_{j_{de}} \left( \frac{\partial}{\partial \chi^{B(d)}} \frac{\partial}{\partial \chi^{B(e)}} + \frac{\partial}{\partial \chi^{B(e)}} \frac{\partial}{\partial \chi^{B(d)}} \right) \),

where \( B(d) \) denotes the Bosonic block to which the vertex \( d \) belongs.

- The measure \( d\mu_J \) has covariance \( X(w_{e_B}) \otimes 1_S \) on Bosonic variables and \( Y(w_{e_F}) \otimes 1_S \) on Fermionic variables, hence

\[
\int F d\mu_J = \left[ e^{-\sum_{a,b=1}^{n} X_{ab} \sum_{c} \frac{\partial}{\partial \sigma^c} + \sum_{B,B'} Y_{BB'} \sum_{b \in B'} \delta_{j_{ab}} \frac{\partial}{\partial \chi^B_{ab}} \frac{\partial}{\partial \chi^B_{ab}} F} \right]_{\sigma=\chi=0} .
\]

- \( X_{ab}(w_{e_B}) \) is the infimum of the \( w_{e_B} \) parameters for all the Bosonic edges \( e_B \) in the unique path \( P_{a \rightarrow b} \) from \( a \) to \( b \) in \( F_B \). The infimum is set to zero if such a path does not exist and to 1 if \( a = b \).

- \( Y_{BB'}(w_{e_F}) \) is the infimum of the \( w_{e_F} \) parameters for all the Fermionic edges \( e_F \) in any of the paths \( P_{a \rightarrow b} \cup |F_F| \) from some vertex \( a \in B \) to some vertex \( b \in B' \). The infimum is set to 0 if there are no such paths, and to 1 if such paths exist but do not contain any Fermionic edges.
The previous expression \(\text{(5.14)}\) factorises over the Fermionic and Bosonic part. And as the Bosonic blocks are completely independents, it also factorises over blocks as,

\[
\log Z = \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{\text{connected}} \sum_{(j_a) \in S^n} \int_w \left[ \prod_{a \in F} \delta_{j_d j_e} \left( \frac{\partial}{\partial \chi^{B(a)}_{j_d}} \frac{\partial}{\partial \chi^{B(b)}_{j_e}} + \frac{\partial}{\partial \bar{\chi}^{B(a)}_{j_d}} \frac{\partial}{\partial \bar{\chi}^{B(b)}_{j_e}} \right) \left( \prod_{a \in V} \chi^{B(a)}_{j_a} \frac{\partial}{\partial \chi^{B(a)}_{j_a}} \right) \mu_{Y \otimes 1_S} \right] \prod_{B} \left[ \int_{\sigma} \prod_{e \in F_B} \left( \frac{\partial}{\partial (\sigma_c(e))} a \frac{\partial}{\partial (\bar{\sigma}_c(e))} b \right) \prod_{a \in B} \left( W_{j_a}^{(\sigma^a)} \right) d\mu_{X \otimes 1_S} \right] \ d\omega_{F} \ d\omega_{B},
\]

\[
\text{(5.15)}
\]

5.3 Convergence and analyticity

The main result of the present chapter is the absolute convergence of the multi-scale loop vertex expansion, \(\text{Theorem 5.1}\).

\textbf{Theorem 5.1.} Fix \(\rho > 0\) small enough. The series \(\text{(5.14)}\) is absolutely and uniformly in \(j_{\text{max}}\) convergent for \(\lambda\) in the small open cardioid domain \(\text{Card}_{\rho}\) defined by \(|\lambda| < \rho \cos[(\text{Arg } \lambda)/2] \). Its ultraviolet limit \(\log Z(g) = \lim_{j_{\text{max}} \to \infty} \log Z(g, j_{\text{max}})\) is therefore well-defined and analytic in that cardioid domain.

The rest of the section is devoted to the proof of this Theorem.

5.3.1 Grassmann Integral

We define the symmetric matrix \(Y_{ab} = Y^{B(a)B(b)} \delta_{j_a j_b}\). Using the shorthand notation \(\frac{\partial}{\partial X}\), the Grassmann integral in \(\text{(5.15)}\) writes,

\[
\sum_{e \in V} Y_{ab}^{(e)} Y_{ab}^{(e)} \prod_{e \in F, e = (d,c)} \delta_{j_d j_e} \left( \frac{\partial}{\partial X^{B(c)}_{j_d}} \frac{\partial}{\partial X^{B(c)}_{j_e}} + \frac{\partial}{\partial \bar{X}^{B(c)}_{j_d}} \frac{\partial}{\partial \bar{X}^{B(c)}_{j_e}} \right) \prod_{a \in V} X^{B(a)}_{j_a} \frac{\partial}{\partial X^{B(a)}_{j_a}} \mu_{Y \otimes 1_S} \right] \prod_{B} \left[ \int_{\sigma} \prod_{e \in F_B} \left( \frac{\partial}{\partial (\sigma_c(e))} a \frac{\partial}{\partial (\bar{\sigma}_c(e))} b \right) \prod_{a \in B} \left( W_{j_a}^{(\sigma^a)} \right) d\mu_{X \otimes 1_S} \right] \ d\omega_{F} \ d\omega_{B},
\]

Note that after expanding the exponential, the above expression can be written in terms of a polynomial \(P\) of degree \(2n\), and a power series \(Q\) as,

\[Q(\{\partial_{\chi^j}, \partial_{\bar{\chi}^j}\})P(\{\chi^j, \bar{\chi}^j\})\]

where \(P\) and \(Q\) can be written in the general form \(P(\{\chi, \bar{\chi}\}) = \sum_k P_k \chi_1 \cdots \chi_k \bar{\chi}_k \cdots \chi_1\), and therefore,

\[Q(\partial_{\chi^k}, \partial_{\bar{\chi}^k})P(\chi^i, \bar{\chi}^i) = \sum_{k,l} \delta_{kl} Q_k P_l = P(\partial_{\chi^k}, \partial_{\bar{\chi}^k})Q(\chi^i, \bar{\chi}^i),\]
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which is a polynomial as \( P_l = 0 \) for \( l > n \), hence the sum is finite. The Grassmannian Gaussian integral thus writes,

\[
\left[ \prod_{a \in \mathcal{V}} \partial_{x_{ja}} \partial_{\chi_{ja}} \right] e^{\sum_{a,b} x_{ja} \chi_{ja}} B_{ab} \prod_{e \in \mathcal{F}_F} \delta_{jde} \left( \chi_{jd} B_e + \xi_{ja} B_e - \chi_{je} B_{jd} \right) \chi_{ja}^{B(a)} \chi_{ja}^{B(b)} \right]_{\chi=0}.
\]

As for Grassmannian integrals, \( \int \mathcal{D}x \mathcal{D}\bar{x} = \frac{\partial \mathcal{F}}{\partial \mathcal{F}} \), the above expression can be written as an integral,

\[
\int e^{-\sum_{a,b} \chi_{ja}^{B(a)} B_{ab} \chi_{ja}^{B(b)}} \prod_{e \in \mathcal{F}_F} \delta_{jde} \left( \chi_{jd} B_e + \chi_{je} B_{jd} \right) \prod_a d\chi_{ja}^{B(a)} d\bar{\chi}_{ja}^{B(a)}
\]

Note that if two vertices \( a \) and \( b \) belonging to the same block \( \mathcal{B} \) have the same scale \( j_a = j_b \), the above integral vanishes, as the same variable \( \chi_{ja}^{B} \) is integrated twice.

We denote \( k = |E_F| \) the number of Fermionic edges, and for any matrix \( \mathbf{M} \),

\[
M_{a_1 \ldots a_k}^{b_1 \ldots b_k} = \int e^{-\sum_{a,b} \phi_a \phi_b M_{ab} \phi_a \phi_b} \prod_{i=1}^k \phi_{a_i} \phi_{b_i} \prod_a d\phi_a d\phi_b
\]

which, up to a minus sign, are equal to the minors of \( \mathbf{M} \). The Grassmannian integral thus writes,

\[
\left( \prod_{e \in \mathcal{F}_F} \delta_{jde} \right) \left( Y_{e_1 \ldots e_k}^{d_1 \ldots d_k} \right)
\]

where the sum runs over the \( 2^k \) ways to exchange an \( d_i \) and an \( e_i \).

According to the forest formula, \( Y \) is positive, with its highest coefficient being 1, on the diagonal. This means that the \( Y \) minors are all bounded by 1 \( \prod |E^B| \), namely for any \( a_1, \ldots a_k \) and \( b_1, \ldots b_k \),

\[
\left| Y_{b_1 \ldots b_k}^{a_1 \ldots a_k} \right| \leq 1
\]

and the Grassmanian integral is bounded by

\[
2^{|E_F|} \left( \prod_{B} \prod_{a,b \in B} (1 - \delta_{ja}) \prod_{e \in \mathcal{F}_F} \delta_{jde} \right),
\]

where the second term expresses the \( j_a \neq j_b \) constraint inside a Bosonic block \( \mathcal{B} \).

### 5.3.2 Bosonic Integrals

The Bosonic integral in (5.15) is factorised over the Bosonic blocks, In which the Bosonic forest restricts to a three-coloured Bosonic tree \( \mathcal{T}_B = \mathcal{F}_B \cap \mathcal{B} \), and the Bosonic Gaussian measure restricts to \( d\mu_B \) defined by

\[
\int F_B \ d\mu_B = \left[ e^{\frac{i}{2} \sum_{a,b \in \mathcal{B}} X_{ab} \sum_{c=1}^3 \frac{\partial}{\partial \sigma} \frac{\partial}{\partial \sigma} \sigma F_B} \right]_{\sigma=0}
\]
The Bosonic integrand $F_B = \prod_{e \in T_B, e_B=(a,b)} \left( \frac{\partial}{\partial (\sigma^{(e_B)})^a} \frac{\partial}{\partial (\sigma^{(e_B)})^b} \right) \prod_{a \in B} \left( W_{j_a}(\hat{\sigma}^a) \right)$ can be written in shorter notations as

$$F_B = \prod_{a \in B} \left[ \prod_{s \in S^a_B} \partial_{\sigma(s)} W_{j_a} \right]$$

where $S^a_B$ runs over the set of all edges in $T_B$ which end at vertex $a$, hence $|S^a_B| = d_a(T_B)$, the degree or coordination of the tree $T_B$ at vertex $a$. To each element $s$ is therefore associated a well-defined colour and well-defined matrix elements (which have to be summed later after identifications are made through the edges of $T_B$).

When $B$ has more than one vertex, since $T_B$ is a tree, each vertex $a \in B$ is touched by at least one derivative and we can replace $W_{j_a} = e^{-V_{j_a}} - 1$ by $e^{-V_{j_a}}$ (the derivative of 1 giving 0) and write

$$F_B = \prod_{a \in B} \left[ \prod_{s \in S^a_B} \partial_{\sigma(s)} e^{-V_{j_a}} \right]. \quad (5.17)$$

We can evaluate the derivatives in (5.17) through the Faà di Bruno formula:

$$\prod_{s \in S} \partial_{\sigma(s)} f(g(\sigma)) = \sum_{\pi} f^{(|\pi|)}(g(\sigma)) \prod_{b \in \pi} \left( \prod_{s \in b} \partial_{\sigma(s)} \right) g(\sigma),$$

where $\pi$ runs over the partitions of the set $S$ and $b$ runs through the blocks of the partition $\pi$. In our case $f$, the exponential function, is its own derivative, hence the formula simplifies to

$$F_B = \prod_{a \in B} e^{-V_{j_a}} \left[ \sum_{\pi^a} \prod_{b^a \in \pi^a} \left[ \prod_{s \in b^a} \partial_{\sigma(s)} \right] (-V_{j_a}) \right], \quad (5.18)$$

where $\pi^a$ runs over partitions of $S^a_B$ into blocks $b^a$.

The Bosonic integral in a block can therefore be written as:

$$\int F_B d\mu_B = \int \prod_{a \in B} e^{-V_{j_a}(\sigma^a)} A_{T_B}(\sigma) \ d\mu_B ,$$

where the amplitude $A_{T_B}(\sigma)$ of the tree $T_B$ gather the derivatives. As for invariant models (Chapter 4), the action of the derivatives will express the amplitude of a tree as a sum over plane trees (definition 4.1).

**Tree derivatives**

As in (4.4) for the invariant models, tree derivatives develop a vertex into cycles of operators and edge-contractions. Because of the more complicated structure of the interaction term, the exact expressions are unfortunately lengthy. There main characteristics and implications, which are sufficient for future treatment and bounding, will be summarised thereafter.
We recall that, with the notations of Section 5.2.1

\[ V_j = \lambda \int_0^1 \left( \operatorname{Tr}_\mathbb{D} R_{\leq j} \left[ 2t_j C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j}^{1/2} + U_{\leq j} D_j \right. \right. \]
\[ + \left. \left. i\sqrt{\lambda} (D_{\leq j} C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j}^{1/2} + C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j}^{1/2} D_{\leq j}) \right] - 2t_j \int d\nu(\bar{\sigma}) C_j \bar{\sigma} C_{\leq j} \bar{\sigma} \right) \ dt_j \]  
(5.19)

\[ = D_j + 2\lambda \int_0^1 t_j \left[ \operatorname{Tr}_\mathbb{D} R_{\leq j} C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j}^{1/2} - 2 \int d\nu(\bar{\sigma}) C_j \bar{\sigma} C_{\leq j} \bar{\sigma} \right] \ dt_j , \]

where \( D_j \) gathers all terms with a \( D \) factor:

\[ D_j = \lambda \int_0^1 \operatorname{Tr}_\mathbb{D} R_{\leq j} \left[ i\sqrt{\lambda} (D_{\leq j} C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j}^{1/2} + C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j}^{1/2} D_{\leq j}) + U_{\leq j} D_j \right] \ dt_j \]  
(5.20)

\[ = i\lambda^{3/2} \int_0^1 \operatorname{Tr}_\mathbb{D} R_{\leq j} \left[ D_{\leq j} C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j}^{1/2} + C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j}^{1/2} D_{\leq j} \right. \]
\[ + \left. C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j}^{1/2} D_j + i\sqrt{\lambda} D_{\leq j} D_j \right] \ dt_j . \]

The last term in (5.19) is the \( E_{\leq j} \) constant term, which does not depend on \( \bar{\sigma} \). Hence remembering that \( \partial \sigma_{\alpha^2, \bar{\alpha}^2} \) really stand for a derivative with well defined colour and matrix elements \( \partial \sigma_{\alpha^2, \bar{\alpha}^2} \), we get following the order of the terms in (5.19)

\[ \partial_{(1)}(-V_j) = i\sqrt{\lambda}^{3/2} \int_0^1 \left( \operatorname{Tr}_\mathbb{D} i\lambda R_{\leq j} C_{\leq j}^{1/2} \Delta^1 C_{\leq j}^{1/2} R_{\leq j} \right. \]
\[ \times \left[ t_j^2 D_j C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j}^{1/2} + t_j^2 C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j}^{1/2} D_j + t_j C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j}^{1/2} D_j + i\sqrt{\lambda} t_j^2 D_j D_j \right] \]
\[ + \operatorname{Tr}_\mathbb{D} R_{\leq j} \left[ t_j^2 D_j C_{\leq j}^{1/2} \Delta^1 C_{\leq j}^{1/2} + t_j^2 C_{\leq j}^{1/2} \Delta^1 C_{\leq j}^{1/2} D_j + t_j C_{\leq j}^{1/2} \Delta^1 C_{\leq j}^{1/2} D_j \right] \ dt_j \]
\[ + 2\lambda \int_0^1 t_j \left( i\sqrt{\lambda} \operatorname{Tr}_\mathbb{D} R_{\leq j} C_{\leq j}^{1/2} \Delta^1 C_{\leq j}^{1/2} R_{\leq j} \left[ C_{\leq j}^{1/2} \bar{\sigma} C_j \bar{\sigma} C_{\leq j}^{1/2} \right] \right. \]
\[ \left. + \operatorname{Tr}_\mathbb{D} R_{\leq j} \left[ C_{\leq j}^{1/2} \Delta^1 C_j \bar{\sigma} C_{\leq j}^{1/2} + C_{\leq j}^{1/2} \bar{\sigma} C_j \Delta^1 C_{\leq j}^{1/2} \right] \right) \ dt_j . \]

The formula for several successive derivations is similar and straightforward although
These formulas express the derivatives of the trace as a sum over all cycles:

\[ \prod_{s=1}^{k} \partial_{\sigma} V_j = \sum_{\tau} i \lambda^{3/2} \int_{0}^{1} \left( \text{Tr}_D \left[ \prod_{s=1}^{k} i \sqrt{\lambda} R_{s\leq j} C_{s\leq j}^{1/2} \Delta^{\tau(s)} C_{s\leq j}^{1/2} \right] R_{s\leq j} \right) \]

\[ \times \left[ t_{j}^{2} D_{j} C_{s\leq j}^{1/2} \sigma C_{s\leq j}^{1/2} + t_{j}^{2} C_{s\leq j}^{1/2} \partial C_{s\leq j}^{1/2} D_{j} + t_{j} C_{s\leq j}^{1/2} \bar{\sigma} C_{s\leq j}^{1/2} D_{j} + i \sqrt{\lambda} t_{j} D_{j} D_{j} \right] \]

\[ + \text{Tr}_D \left[ \prod_{s=2}^{k} i \sqrt{\lambda} R_{s\leq j} C_{s\leq j}^{1/2} \Delta^{\tau(s)} C_{s\leq j}^{1/2} R_{s\leq j} \right] \]

\[ \times \left[ t_{j}^{2} D_{j} C_{s\leq j}^{1/2} \Delta^{\tau(1)} C_{s\leq j}^{1/2} + t_{j}^{2} C_{s\leq j}^{1/2} \Delta^{\tau(1)} C_{s\leq j}^{1/2} D_{j} + t_{j} C_{s\leq j}^{1/2} \Delta^{\tau(1)} C_{s\leq j}^{1/2} \right] \]

\[ + 2 \lambda \int_{0}^{1} t_{j} \left( \text{Tr}_D \left[ \prod_{s=1}^{k} i \sqrt{\lambda} R_{s\leq j} C_{s\leq j}^{1/2} \Delta^{\tau(s)} C_{s\leq j}^{1/2} R_{s\leq j} \right] \right) \]

\[ + \text{Tr}_D \left[ \prod_{s=2}^{k} i \sqrt{\lambda} R_{s\leq j} C_{s\leq j}^{1/2} \Delta^{\tau(s)} C_{s\leq j}^{1/2} R_{s\leq j} \right] \]

\[ \times \left[ C_{s\leq j}^{1/2} \Delta^{\tau(1)} C_{s\leq j}^{1/2} C_{s\leq j}^{1/2} + C_{s\leq j}^{1/2} \Delta^{\tau(2)} C_{s\leq j}^{1/2} \right] \right) dt_{j}. \]

We used \( C_{s\leq j}^{1/2} D_{s\leq j} = t_{j} C_{s\leq j}^{1/2} D_{s\leq j} = t_{j}^{2} C_{s\leq j}^{1/2} D_{s\leq j} \). In (5.22) the sum over \( \tau \) runs over the permutations of \([1, k]\) and \( \Delta^a \), defined as

\[ (\Delta^a)_{m\bar{n}} = \frac{\partial \Delta^a}{\partial \sigma_{c(s)}} = \delta_{m'c(s)} \delta_{m''c(s)} \prod_{c \neq c(s)} \delta_{m'c} \delta_{m''c}. \]

Outlines: These formulas express the derivatives of the trace as a sum over all cycles with exactly \( k \) derivatives, zero or one operator \( D \), and up to two remaining numerator fields (one at most if the cycle contains an operator \( D \)). Rewriting \( D_{j} \) as

\[ D_{j} = C_{s\leq j}^{1/2} A_{j} C_{s\leq j}^{1/2}, \quad (A_{j})_{n\bar{n}} = I_{j}(n) A(n) \delta_{n\bar{n}}, \]

the cycles have \( 2k \) to \( 2k + 4 \) numerator half-propagators \( C_{s\leq j}^{1/2} \), and two of them form a \( C_{s\leq j} \), hence each cycles bears a single propagator of scale \( j \).

Map decomposition

The Bosonic integral in a block \( B \) can therefore be written as a sum over maps \( M(T) \) corresponding to the combinatorial tree \( T \),

\[ \int_{F_{B}} d\mu_{B} = \sum_{M(T)} \int \prod_{a \in B} e^{-V_{a}(\sigma_{a})} A_{G}(\sigma) \ d\mu_{B}, \quad (5.23) \]
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These maps $\mathcal{M}$ are still forests, but not necessarily connected (because of the Fa’a di Bruno partitioning (5.18)), with an effective loop vertex for each $b^a \in \pi^a, a \in \mathcal{B}$, each of them expressed as a trace of a product of three-stranded operators by (5.21), with $k = |b^a|$. Each such effective vertex of $G$ bears at most two $\sigma$ insertions plus exactly $|b^a|$ $\Delta$ insertions, which are contracted together via the coloured edges of the tree $T_B$.

We define the corners of the map $\mathcal{M}$ as pairs of two consecutive insertions of either $\Delta$, $\sigma$ or $A_j$ operators. Therefore, each corner of the vertices bears a $C^{1/2}_{\leq j_a} R_{j_a} C^{1/2}_{\leq j_a}$ operator (the $C^{1/2}$’s being either $C_j^{1/2}$ or $C_{\leq j}^{1/2}$), except one distinguished corner which bears a $C_j$ operator and no resolvent (see Fig. 5.3).

Note that to each initial $W_{j_a}$ may correspond several effective loop vertices $V_{b^a}$, depending of the partitioning of $S_B^a$ in (5.18). Therefore although at fixed $|\mathcal{B}|$ the number of (coloured) edges for any $\mathcal{M}$ in the sum (5.23) is exactly $|E(\mathcal{M})| = |\mathcal{B}| - 1$, the number of connected components $C(\mathcal{M})$ is not fixed but simply bounded by $|\mathcal{B}| - 1$ (each edge can belong to a single connected component). Similarly the number $|V(\mathcal{M})| = C(\mathcal{M}) + |E(\mathcal{M})|$ of effective loop vertices of $G$ is not fixed, and simply obeys the bounds

$$|\mathcal{B}| \leq |V(\mathcal{M})| \leq 2(|\mathcal{B}| - 1). \quad (5.24)$$

From now on we shall simply call “vertices” the effective loop vertices of $G$, as we shall no longer meet the initial $W_{j_a}$ vertices.

We then apply a Cauchy-Schwarz inequality with respect to the positive measure $d\nu_B$ to separate the map amplitudes from the exponential factor,

$$|\int F_B d\mu_B| \leq \sum_\mathcal{M} \left( \int \prod_a e^{2|V_{j_a}(\sigma_a)|} d\mu_B \right)^{1/2} \left( \int |A_M(\sigma)|^2 d\mu_B \right)^{1/2}. \quad (5.25)$$

Both parts will be bounded respectively in sections 5.3.3 and 5.3.4.
**Single vertex block**

When the block $B$ is reduced to a single vertex $a$, we have a simpler contribution for which an important cancellation occurs due to the presence of the logarithmically divergent counter term in $V_j$. More precisely (writing simply $j$ for $j_a$)

$$\int F_B \, d\mu_B = \int \left[ e^{-V_j(\bar{\sigma})} - 1 \right] d\mu(\sigma) = \int_{t=0}^{1} \int_{\sigma} V_j(\bar{\sigma}) e^{-tV_j(\bar{\sigma})} d\mu(\sigma) \, dt$$

$$= \int_{t=0}^{1} \int_D e^{-tV_j(\bar{\sigma})} d\mu(\sigma) \, dt + 2\lambda \int_{t=0}^{1} \int_{\sigma} t_j \left[ \text{Tr}_D R_{\leq j} C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j} C_{\leq j}^{1/2} - \int_{\sigma'} C_{\leq j} \bar{\sigma}' C_{\leq j} \bar{\sigma}' d\mu(\sigma') \right] e^{-tV_j(\bar{\sigma})} d\mu(\sigma) \, dt \, dt ,$$

and, using $R_{\leq j} = 1 + i\sqrt{\lambda} R_{\leq j} (i\sqrt{\lambda} D_{\leq j} + C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j}^{1/2})$,

$$\int t_j \left[ \text{Tr}_D R_{\leq j} C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j} \bar{\sigma} C_{\leq j}^{1/2} - \int_{\sigma} C_{\leq j} \bar{\sigma}' C_{\leq j} \bar{\sigma}' d\mu(\sigma') \right] e^{-tV_j(\bar{\sigma})} d\mu(\sigma)$$

$$= \int t_j \left[ i\sqrt{\lambda} \text{Tr}_D R_{\leq j} C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j} \bar{\sigma} C_{\leq j}^{1/2} - \lambda \text{Tr}_D R_{\leq j} D_{\leq j} C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j} \bar{\sigma} C_{\leq j}^{1/2} \right.$$

$$+ \left. \text{Tr}_D C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j} \bar{\sigma} C_{\leq j}^{1/2} - \int_{\sigma} C_{\leq j} \bar{\sigma}' C_{\leq j} \bar{\sigma}' d\mu(\sigma') \right] e^{-tV_j(\bar{\sigma})} d\mu(\sigma)$$

$$= \int t_j \left[ i\sqrt{\lambda} \text{Tr}_D R_{\leq j} C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j} \bar{\sigma} C_{\leq j}^{1/2} - \lambda \text{Tr}_D R_{\leq j} D_{\leq j} C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j} \bar{\sigma} C_{\leq j}^{1/2} \right.$$

$$+ \left. t \text{Tr}_D C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j} \bar{\sigma} C_{\leq j}^{1/2} \cdot (\partial \bar{\sigma} (-V_j)) \right] e^{-tV_j(\bar{\sigma})} d\mu(\sigma) ,$$

where in the last line we used integration by parts with respect to one $\sigma$ to explicit the cancellation in the last term. In the last term the dot means a scalar product between the $\Delta$ and insertions of both the trace and the vertex derivative. As expected this formula shows that the vacuum expectation value of the graph made of a single vertex has been successfully canceled by the counter term. The contribution of a single vertex corresponds therefore again to perturbatively convergent graphs with either at least two vertices, or one vertex and an operator $D$, multiplied by the exponential of the interaction, and can be treated therefore exactly as the ones with two or more vertices.

**5.3.3 Bound on the exponential**

**Lemma 5.3.** For $g$ in the cardioid domain $\text{Card}_\rho$ we have

$$|V_j(\sigma)| \leq \rho \, O(1) \left[ 1 + \text{Tr}_D (C_{\leq j} \bar{\sigma} C_{\leq j} \bar{\sigma}) \right]. \quad (5.26)$$

**Proof** Starting from (5.19)-(5.20) let us write $V_j = V_j + D_j$. Using the bound (5.12) for the $E_j'$ term, we get

$$|V_j(\sigma)| \leq |\lambda| \left( O(1) + 2 \int_0^1 t_j |\text{Tr}_D R_{\leq j} C_{\leq j}^{1/2} \bar{\sigma} C_{\leq j} \bar{\sigma} C_{\leq j}^{1/2}| dt_j \right).$$
For $A$ positive\footnote{We usually simply say positive for “non-negative”, i. e. each eigenvalue is strictly positive or zero.} Hermitian and $B$ bounded we have $|\text{Tr}AB| \leq \|B\|\text{Tr}A$. Indeed if $B$ is diagonalizable with eigenvalues $\mu_i$, computing the trace in a diagonalizing basis we have $|\sum_i A_{ii}\mu_i| \leq \max_i |\mu_i| \sum_i A_{ii}$; if $B$ is not diagonalizable we can use a limit argument. Hence using (5.9)

$$\text{Tr}_D|R_{\leq j}C_{\leq j}\bar{\sigma}C_j\bar{\sigma}| \leq 2 \cos^{-1}(\phi/2)\text{Tr}_D(C_{\leq j}^{1/2}\bar{\sigma}C_j\bar{\sigma}C_{\leq j}^{1/2}) = 2 \cos^{-1}(\phi/2)\text{Tr}_D(C_{\leq j}\bar{\sigma}C_j\bar{\sigma}).$$

We conclude that $V_j$ obeys the bound (5.26), since in the cardioid $|\lambda| \cos^{-1}(\phi/2) \leq \rho$. 

It remains to check it for the $D_j$ term. Returning to (5.20)

$$|D_j| \leq |\lambda| \int_0^1 |\text{Tr}_D \sqrt{|\lambda|}R_{\leq j}(D_{\leq j}C_j^{1/2}\bar{\sigma}C_j^{1/2} + C_j^{1/2}\bar{\sigma}C_j^{1/2}D_{\leq j} + C_{\leq j}^{1/2}\bar{\sigma}C_{\leq j}^{1/2}D_j)|\,dt_j$$

We use the Hilbert-Schmidt bound $|\text{Tr}AB| \leq \text{Tr}AA^* + \text{Tr}BB^*$. Remember (5.8): $D$ is Hermitian positive and square trace class and so are also $D_j$ and $D_{\leq j}$. Hence

$$|\text{Tr}_D R_{\leq j}D_{\leq j}D_j| \leq \text{Tr}_D R^*_{\leq j}R_{\leq j}D^2_{\leq j} + \text{Tr}_D D^2_j \leq O(1)[1 + \cos^{-2}(\phi/2)].$$

Similarly

$$|\text{Tr}_D \sqrt{|\lambda|}R_{\leq j}D_{\leq j}C_j^{1/2}\bar{\sigma}C_j^{1/2}| \leq |\lambda|\text{Tr}_D R^*_{\leq j}R_{\leq j}D^2_{\leq j} + \text{Tr}_D C_{\leq j}\bar{\sigma}C_j\bar{\sigma},$$

$$|\text{Tr}_D \sqrt{|\lambda|}D_{\leq j}R_{\leq j}C_j^{1/2}\bar{\sigma}C_j^{1/2}| \leq |\lambda|\text{Tr}_D D^2_{\leq j}R^*_{\leq j}R_{\leq j} + \text{Tr}_D C_{\leq j}\bar{\sigma}C_j\bar{\sigma}.$$ Finally for the last term $|\text{Tr}_D \sqrt{|\lambda|}R_{\leq j}C_{\leq j}^{1/2}\bar{\sigma}C_{\leq j}^{1/2}D_j|$, we remark that $C_{\leq j}^{1/2}D_j = t_jC_j^{1/2}D_j$. Then

$$t_j|\text{Tr}_D \sqrt{|\lambda|}D_jR_{\leq j}C_{\leq j}^{1/2}\bar{\sigma}C_{\leq j}^{1/2}| \leq |\lambda|\text{Tr}_D R^*_{\leq j}R_{\leq j}D^2_j + \text{Tr}_D C_{\leq j}\bar{\sigma}C_j\bar{\sigma}.$$ Using again the inequality $|\text{Tr}AB| \leq \|B\|\text{Tr}A$ for $A$ positive and $B$ bounded, we can get rid of the resolvents:

$$|\lambda|\text{Tr}_D R^*_{\leq j}R_{\leq j}D^2_{\leq j} \leq O(1)|\lambda| \cos^{-2}(\phi/2), \quad |\lambda|\text{Tr}_D R^*_{\leq j}R_{\leq j}D^2_j \leq O(1)|\lambda| \cos^{-2}(\phi/2).$$

Hence we can conclude that the three first terms in (5.27) obey the bound (5.26) since in the cardioid $|\lambda| \cos^{-1}(\phi/2) \leq \rho$. 

We can now bound the first factor in the Cauchy-Schwarz inequality (5.25).

**Theorem 5.2** (Bosonic Integration). For $\rho$ small enough and for any value of the $w$ interpolating parameters

$$\left( \int \prod_{a \in B} e^{2|V_a(\sigma_a)|} d\mu_8 \right)^{1/2} \leq e^{O(1)\rho|B|}.$$
Proof  As \( \prod_{a \in B} e^{c^a} = e^{c^2|B|} \), applying Lemma 5.3 we get

\[
\int \prod_{a \in B} e^{2|V_a(\sigma^a)|} d\mu_B \leq e^{c^2|B|} \int e^{<\sigma, Q_\sigma>} d\mu_B
\]

where \( Q \) is a symmetric positive matrix in the vector space \( V \) of collections of matrices \( ((\sigma^a)_{a \in B})_{c \in D} \). \( V \) has dimension \( N_V = 3|B|N^2 \). The \( N_V \) by \( N_V \) matrix \( Q \) matrix is block diagonal, with,

\[
< \sigma, Q_\sigma > = \sum_{a \in B} < \sigma^a, Q_\sigma^a > ,
\]

\[
< \sigma^a, Q_\sigma^a > = 2\rho \int_0^1 \text{Tr}_D (C_{\leq j} \tilde{\sigma}^a C_{j} \tilde{\sigma}^a) dt_ja.
\]

Hence \( Q = \sum_{a \in B} Q^a \), where \( Q^a \) is the \( N_V \) by \( N_V \) matrix with all elements zero except the \( 3N^2 \) by \( 3N^2 \) which have both vertex indices equal to \( a \). These non zero elements form the \( 3N^2 \) by \( 3N^2 \) positive symmetric matrix \( Q^a \) with matrix elements

\[
Q^a_{c,m,n; c',m',n'} = Q^a_{c,m,n; c',m',n'} + Q^a_{c,m,n; c',m'}
\]

\[
Q^a_{c,m,n; c',m',n'} = 2\rho \delta_{c,c'} \int_0^1 \delta_{m,n} \delta_{n',n'} [t_{ja} Q_{j,ja,j\leq 1}(m,n) + \sum_{k=0}^{j_{ja}-1} Q_{j,ja,k}(m,n)] dt_ja.
\]

\[
Q^a_{c,m,n; c',m',n'} = 2\rho(1 - \delta_{c,c'}) \int_0^1 \delta_{m,n} \delta_{m',n'} [t_{ja} Q_{j,ja,j\geq 2}(m,n') + \sum_{k=0}^{j_{ja}-1} Q_{j,ja,k}(m,n')] dt_ja,
\]

where the \( Q \) factors are defined respectively as the colour-diagonal and colour off-diagonal part of a bubble with two propagators of slices \( j \) and \( k \):

\[
Q_{j,k,1}(m,n) = \sum_{m_2,m_3} (C_k)_{(m,m_2,m_3)(m,m_2,m_3)} (C_j)_{(n,m_2,m_3)(n,m_2,m_3)}, \quad (5.28)
\]

\[
Q_{j,k,2}(m,n') = \sum_{m_3} (C_k)_{(m,m',3)(m,m',3)} (C_j)_{(m,m',3)(m,m',3)}.
\]

The big matrix \( Q \) has elements \( Q_{a,c,m,n; a',c',m',n'} = \delta_{a,a'} Q^a_{c,m,n; c',m',n'} \). Using the bounds \( (5.11) \) it is easy to check that

\[
Q_{j,k,1}(m,n) \leq O(1)M^{-2j}e^{-M^{-j}|n|}e^{-M^{-k}|m|},
\]

\[
Q_{j,k,2}(m,n') \leq O(1)M^{-2j-k}e^{-M^{-k}(|m|+|n'|)}.
\]

Lemma 5.4. The following bounds hold uniformly in \( j_{\max} \) and \( N \)

\[
\text{Tr} Q^a \leq O(1)\rho, \quad (5.29)
\]

\[
\|Q^a\| \leq O(1)\rho j_{ja} M^{-2j_{ja}}. \quad (5.30)
\]
The first bound is easy. Since we compute a trace, only $Q_{a,1}$ contributes and the bound follows from (5.28) which implies that $\sum_{m,n} Q_{j,1}(m,n) \leq O(1)$. Since $Q_{a,1}$ is diagonal both in component and colour space, from (5.28) we deduce that $\sup_{m,n} Q_{j,1}(m,n) \leq O(1)$. Hence

$$\|Q_{a,1}\| \leq O(1) \rho j_a M^{-2j_a}. \quad (5.31)$$

Finally to bound $\|Q_{a,2}\|$ we use first a triangular inequality to sum over the 6 pairs of colours $c, c'$ and over $k$

$$\|Q_{a,2}\| \leq 12 \rho \sum_k \|E_{j_a,k,2}\|$$

where $E_{j_a,k,2}$ is the (component space) matrix with matrix elements

$$E_{j_a,k,2}(m,n;m',n') = \delta_{m,n} \delta_{m',n'} Q_{j_a,k,2}(m,m').$$

The operator norm of $E_{j_a,k,2}$ is bounded by its Hilbert Schmidt norm

$$\|E_{j_a,k,2}\|^2 = \left[ \sum_{m,m'} Q_{j_a,k,2}^2(m,m') \right]^{1/2} \leq O(1)M^{-2j_a-k}[M^{2k}]^{1/2} = O(1)M^{-2j_a}.$$ 

It follows that

$$\|Q_{a,2}\| \leq O(1) \rho j_a M^{-2j_a}, \quad (5.32)$$

and gathering (5.31) and (5.32) proves (5.30).

The covariance $\mathbf{X}$ of the Gaussian measure $d\mu_B$ is also a symmetric matrix on the big space $\mathbf{V}$, but which is the tensor product of the identity in colour and component space times the matrix $X_{ab}(w_e)$ in the vertex space. Defining $A \equiv \mathbf{X}Q$, we have

**Lemma 5.5.** The following bounds hold uniformly in $j_{\max}$ and $N$

$$\text{Tr } A \leq O(1) \rho |\mathcal{B}|,$$

$$\|A\| \leq O(1) \rho. \quad (5.33)$$

**Proof** Since $Q = \sum_{a \in \mathcal{B}} Q^a$ we find that

$$\text{Tr } A = \sum_{a \in \mathcal{B}} \text{Tr} XQ^a = \sum_{a \in \mathcal{B}} X_{aa}(w_e) \text{Tr} Q^a = \sum_{a \in \mathcal{B}} \text{Tr} Q^a \leq O(1) \rho |\mathcal{B}|.$$

where in the last inequality we used (5.29). Furthermore by the triangular inequality and (5.30)

$$\|A\| \leq \sum_{a \in \mathcal{B}} \|XQ^a\| = \sum_{a \in \mathcal{B}} X_{aa}(w_e) \|Q^a\| = \sum_{a \in \mathcal{B}} \|Q^a\| \leq \sum_{j=0}^{\infty} O(1) \rho j M^{-2j} \leq O(1).$$

where we used the fundamental fact that all vertices $a \in \mathcal{B}$ have different scales $j_a$. \qed
We can now complete the proof of Theorem 5.2. By (5.33) for $\rho$ small enough the series $\sum_{n=1}^{\infty} (\text{Tr} A^n)/n$ converges and we have

$$\int e^{<\sigma, Q\sigma>} d\mu_B = [\det(1 - A)]^{-1/2} = e^{-(1/2)\text{Tr} \log(1-A)} = e^{(1/2)\sum_{n=1}^{\infty} (\text{Tr} A^n)/n}$$

$$\leq e^{(1/2)\text{Tr} A (\sum_{n=1}^{\infty} \|A\|^{n-1})} \leq e^{O(1)\rho|B|}.$$ 

\[ \square \]

5.3.4 Map Bounds

We still have to bound the second factor in (5.25), namely $(\int |A_M(\sigma)|^2 d\mu_B)^{1/2}$. We recall that at fixed $|B|$, the maps $M$ are forests with $E(G) = |B| - 1$ coloured edges joining $|V(M)| = C(M) + |E(M)|$ (effective) vertices, each of which has a weight given by (5.21) and (5.22). The number of connected components $C(M)$ is bounded by $|B| - 1$, hence (5.24) holds.

This squared amplitude can be represented as the square root of an ordinary amplitude but for a map $M' = M \cup M^*$ which is the (disjoint) union of the map $M$ and its conjugate map $M^*$ with mirror-symmetric structure and on which each operator has been replaced by its Hermitian conjugate. This overall map $M'$ has thus twice as many vertices, edges, resolvents, $\vec{\sigma}^a$ insertions and connected components than the initial map $M$.

Deletion of the remaining $\sigma$

To evaluate the amplitude $A_{M'} = \int |A_M(\sigma)|d\mu_B|$, we first delete every $\vec{\sigma}^a$ insertion using repeatedly integration by parts

$$\int \sigma^c_n F(\vec{\sigma}) d\mu(\sigma) = \int \frac{\partial}{\partial \sigma^c_n} F(\vec{\sigma}) d\mu(\sigma).$$

The derivatives $\frac{\partial}{\partial \sigma^c_n}$ will act on any resolvent $R_{j_n}$ or remaining $\vec{\sigma}^a$ insertion of $M'$, creating a new contraction edge. When it acts on a resolvent, it creates a new corner, bearing a product of operators $C_{\leq j_n}^{1/2} R_{\leq j_n} C_{\leq j_n}^{1/2}$ (or $C_{\leq j_n}^{1/2} R^*_{\leq j_n} C_{\leq j_n}^{1/2}$ if the resolvent is on a mirror vertex).

Remark that at the end of this process we have a sum over new maps $M$ with no longer any $\vec{\sigma}^a$ insertion,

$$A(M') = \sum_{M(\mathcal{M})} A(M),$$

where $M(\mathcal{M})$ runs over all possible maps obtained by replacing $\sigma$ insertions by coloured edges, but the number of edges, resolvents and connected components at the end of this contraction process typically has changed. However we have a bound on the number of new edges generated by the contraction process. Since each vertex of $\mathcal{M}$ contains at most two $\vec{\sigma}^a$ insertions, $M'$ contains at most $4|V(\mathcal{M})|$ insertions, hence using (5.24) at most
8(\|B\| - 1) insertions to contract. Each such contraction creates at most one new edge. Therefore each map \( M \) contains the initial 2(\|B\| - 1) coloured edges of \( M' \) decorated with up to at most 8(\|B\| - 1) additional new edges.

**Scale decomposition**

Until now, the amplitude \( A(M) \) contains \( C_1^{|B|/2} \leq \sum_{j' \leq j} C_j^{1/2} + t_j C_j^{1/2} \) operators. We now develop the product of all such \( C_1^{|B|/2} \) factors as a sum over scale assignments. It means that each former \( C_1^{|B|/2} \) is replaced by a fixed scale \( C_j^{1/2} \) operator (the \( t_j \) factor being bounded by 1) with scale attribution \( j' \leq j \). The amplitude at fixed scale attribution \( \mu \) is noted \( A(M_\mu) \) and we shall now bound each such amplitude. The sum over \( \mu \) will be standard to bound after the key estimate \((5.34)\) is established. Similarly the sums over \( M \) and over \( M' \) only generate a finite power of \(|B|!\), hence will be no problem using the huge decay factors of \((5.34)\).

**Theorem 5.3** (Map bound). The amplitude of a map \( M \) with scale attribution \( \mu \) is bounded by

\[
|A(M_\mu)| \leq [O(1)\rho]^{\|E(M')\|} |M - \frac{1}{2} \sum_{v \in B} j_a(v)|.
\]

**Proof** We work at fixed value of each \( \sigma \), and denote \( C \) the connected components of a map \( M \), thus \( A(M_\mu) = \prod_C A(C_\mu) \). The amplitude \( A(C_\mu) \) of a connected component \( C \) can be bounded by iterated Cauchy-Schwarz inequalities, as for invariant models in section \((4.3.2)\). A spanning tree is chosen for each connected component \( C \), resolvents \( R \leq j \) are ordered along the clockwise contour walk of the tree and used as \( R \) and \( R' \) in formula \((4.8)\). For a connected component with 2\( n \) resolvents, this process gives a geometric mean over 2\( n \) final maps \( m \) bearing no \( R \leq j \) at all, times a product of norms of resolvents, which are all bounded by \( 2 \cos^{-1}(\phi/2) \) for \( \lambda = |\lambda|e^{i\phi} \) in the cardioid. Since these graphs no longer have any dependence on \( \sigma \), the normalised measure \( \int d\mu(\sigma) \) simply evaluates to 1, and we are left with a bound:

\[
|A(C_\mu)| \leq \prod_{i=1}^{2n} \|R_i\| \left( \prod_m A(m) \right)^{\frac{1}{2}} \leq 4^n \left[ \cos \frac{\phi}{2} \right]^{-2n} \left( \prod_m A(m) \right)^{\frac{1}{2}}.
\]

The Cauchy-Schwarz process keeps track of a number of items. Indeed, at every iteration, each vertex and edge of the bounded map gives respectively two vertices and two edges of the next-stage maps. The \( C_j^{1/2} \) and \( A_j \) operators follow the same rule, and each \( C_j^{1/2} \) operator of the original map will generate 2\( n \) identical \( C_j^{1/2} \) operators in the final maps, which repartition is \textit{a priori} unknown. Finally, each vertex of the original map bearing at least one resolvent, each vertex of the final map has been cut at least once and is thus mirror-symmetric.
In a final map $m$, each corner bears either a $C_j$ operator or a product of two identical $C_{j'}$ operators (thus one full $C_{j'}$), vertices may also bear $A_j$ insertions, and the strands represent contractions of their indices. All operators left are diagonal, and bounded as

$$
(C_j^{1/2})_{n,\bar{n}} = \delta_{n,\bar{n}} \sqrt{\frac{1}{n^2 + 1}} I_j(n) \leq \frac{1}{M^{j-1}} \delta_{n,\bar{n}} \prod_{c=1}^{3} I_{n^2 \leq M^j},
$$

$$
A_j(n, \bar{n}) = I_j(n) \delta_{n\bar{n}} \sum_c A(n_c) \leq \delta_{n\bar{n}} \sum_c O(1) \log M^j = jO(1) \delta_{n\bar{n}}.
$$

Then, for a final map $m$ with $2n$ corners that we index by $\eta$, each bearing a $C^n$ operator, and denoting $a(\eta)$ the vertex of the original graph that bore the operator,

$$
A(m) \leq |\lambda|^{E(m)} \sum_{\{i\}} \prod_{\eta} C^n(n^\eta\bar{n}^\eta) \delta_{n\eta\bar{\eta}} \prod_{\text{strands } s} \delta_{n_s^\eta n_s^{\bar{\eta}}} \prod_{\text{operators } A} O(1) j_{a(A)}
$$

$$
\leq |\lambda|^{E(m)} \sum_{\{i\}} \prod_{\eta} \delta_{n_{\bar{n}} n_{\eta}} \frac{1}{M^{2j_{\eta\bar{\eta}} - 2}} \left( \prod_{c} I_{|n_c| \leq M^{j_{\eta\bar{\eta}}}} \right) \prod_{s} \delta_{n_s^\eta n_s^{\bar{\eta}}} \prod_{A} O(1) j_{a(A)}
$$

$$
= [M^2 |\lambda|]^{E(m)} M^{-2} \sum_{n_j} \prod_{\text{faces } f} \prod_{n_{\eta,\bar{\eta}} \in f} \left( I_{n_{\eta,\bar{\eta}} \leq M^{j_{\eta\bar{\eta}}}} \right) \prod_{A} O(1) j_{a(A)},
$$

where $j_{\eta} \in \{0...j_{a(\eta)}\}$ is the scale assignment of the corresponding $C$ operator, $j_{a(A)}$ the scale of the vertex bearing the operator $A_j$, $c_s$ is the colour of a strand $s$ and $f$ are the coloured faces. In the bound, the $C$ operators being removed, the faces are closed cycles of $\delta$ operators multiplied by scale factors and cut-offs. Hence only one index $n_f$ remains for each coloured face $f$. Thus the amplitude of a final map $m$ is bounded by,

$$
A(m) \leq [M^2 |\lambda|]^{E(m)} M^{-2} \sum_{n_j} \prod_{f} M^{j_{\min(f)}} \prod_{A} O(1) j_{a(A)}
$$

$$
\leq [O(1) |\lambda|]^{E(\phi)} M^{\sum_{f} j_{\min(f)} - 2} \sum_{n_j} \prod_{A} O(1) j_{a(A)},
$$

where $j_{\min(f)} = \min_{n_{\eta} \neq f} j_{\eta}$. Corners of final maps that were generated by distinguished corners (without resolvents) of the original map will be denoted $\eta^* \in H^*$, as opposed to regular corners $\eta$. Those corners bear $C_{j_{a(\eta^*)}}$ operators that we want to keep track of. Other corners bear $C$ operators of scale $j_{\eta} \leq j_{a(\eta)}$. The amplitude is thus bounded by

$$
|A(\mathcal{E}_\mu)| \leq \left[ \frac{1}{2} \cos \frac{\phi}{2} \right]^{-2n} \left( \prod_{m} [O(1) |\lambda|]^{E(m)} \prod_{A} O(1) j_{a(A)} \right) \prod_{f} M^{\sum_{f} j_{\min(f)} - 2} \sum_{n_j} \prod_{A} O(1) j_{a(A)}
$$

$$
\leq [O(1) \rho]^{E(\mathcal{C})} \prod_{v} j_{a(\eta^*)} M^{-\frac{1}{2}} \sum_{V} j_{a(\eta^*)} M^{\frac{1}{2}} \sum_{f} j_{\min(f)} \sum_{\eta,\bar{\eta}} \sum_{H^*} \frac{1}{2} \sum_{f} j_{\eta^*}
$$

$$
\leq [O(1) \rho]^{E(\mathcal{C})} M^{-\frac{1}{2}} \sum_{V} j_{a(\eta^*)} M^{\frac{1}{2}} \sum_{f} j_{\min(f)} \sum_{\eta,\bar{\eta}} \sum_{H^*} j_{\eta^*},
$$

where we use the conservation of the number of distinguished corners during the Cauchy-Schwarz process $\sum_{m} [\sum_{H^*} j_{a(\eta^*)}] = 2^n \sum_{v} j_{a(\eta^*)}$, along with the fact that for any map,
We also used the conservation of $A_j$ operators, and the fact that there is at most one $A_j$ per original vertex.

As in section 4.3.2, for a connected component with an odd number $2n+1$ of resolvents, we first proceed to a slightly asymmetric Cauchy-Schwarz splitting of the map, choosing $R^i$ and $R^{n+1}$ as $R$ and $R'$. Both scalar product graphs will then have an even number of resolvents and the previous results stand.

**Lemma 5.6.** For any connected components $C_\mu$ with final maps $m$,

$$\sum_m \left[ \sum_f j_{\min}(f) - 2 \sum_\eta j_\eta + \frac{1}{2} \sum_{H^*} j_{H^*} \right] \leq 0.$$  

**Proof** A final map consists of the gluing of two mirror symmetric maps along a path whose ends are undistinguished corners $\eta \notin H^*$. Thus a final map bears at least two undistinguished corners. Therefore,

$$\sum_f 1 - 2 \sum_\eta 1 + \frac{1}{2} \sum_{H^*} 1 = F - 2C + \frac{1}{2}|H^*| \leq F - \frac{3}{2}C - 1.$$  

For any tree, the relationship between the number $C$ of corners $\eta$, the number $F$ of faces $f$ and the number of $A_j$ insertions $|A|$ is $F - C + |A| = 3$. This can be proved starting with a single isolated vertex and adding extra vertices, edges and $A_j$’s one by one. Each new vertex and edge comes with two new faces and two new corners, each $A_j$ with one corner, and the isolated vertex had three faces and no corner.

Any loop edge adds two corners and may increase or decrease the number of faces by one. Thus, for a tree $T$ decorated with $L$ loop edges $e \in L$,

$$(F - \frac{3}{2}C - 1)_T + L \leq (F - \frac{3}{2}C - 1)_T - 2L = 3 - V - \frac{3}{2}|A| - 2L.$$  

For any map with at least 3 vertices, or with at least one loop edge, or with $A_j$ insertions ($|A|$ is always even for a final map), this is lower than 0. A pathological final map cannot be a single vertex without edges, because final maps have at least two corners. A final map composed of two vertices, no loops and no $A_j$ can only arise from a map which had two consecutive corners bearing resolvents, separated by an edge of the chosen tree, before the last iteration of the Cauchy-Schwarz process.

If a mirror-symmetric graph has only two resolvents, then those resolvents are mirror symmetric and therefore are on each side of the symmetry axis, which is a path between two “cleaned” corners (bearing no resolvent), therefore there is at least one corner between them. Therefore, a map with only two remaining resolvents, which are on consecutive corners, cannot arise from the bounding process. There are only two families of original maps with less than four resolvents, two being separated only by an edge. We will call them $S_2$ and $S_3$, and deal with them with an adapted Cauchy-Schwarz bound that avoid pathological final graphs (Fig. 5.4).
Therefore, for any final map, the \( j \)s brought by corners (2 for undistinguished ones, and \( 3/2 \) for distinguished ones) is large enough to cancel the number of \( j_{\min} \) brought by the faces. However, each \( j_{\min} \) must be canceled individually by a higher \( j \).

First, we consider a distinguished corner of scale \( j_{\mathrm{a}(\eta^*)} \). Such a corner is generated by a corner without resolvent and thus cannot be used in a Cauchy-Schwarz bound. Thus, each vertex being mirror symmetric, they carry an even number of distinguished corners. If a vertex only bears distinguished corners, it is then made of \( 2k \) replicas of the same corner (and thus brings \( 3k j_{\mathrm{a}} \)), and has degree \( 2k \). A vertex of degree \( 2k \) can belong to at most \( 2 + 2k \) faces. For \( k > 1 \), the \( 3k j_{\mathrm{a}} \) are enough to cancel the \( j_{\min} \) of all faces the vertex belongs to. For \( k=1 \) (vertex of degree 2), if the two edges are of different colours, the vertex belongs to only three faces, that are cancelled out by the \( 3 j_{\mathrm{a}} \). If the two edges are of the same colour \( c \), the vertex can belong to two distinct faces of colour \( c \). If any of those faces also goes through a vertex of degree two bearing two undistinguished corners (and thus bringing \( 4 j_\eta \), enough to cancel all the faces running through it), or a vertex of degree \( \geq 2 \), its \( j_{\min} \) will be cancelled out by this vertex. If both those faces run only through vertices of degree two bearing only distinguished corners, then the final map must be a closed cycle of vertices of degree two bearing only distinguished corners, which is impossible. Therefore, \( \frac{3}{2} \sum_{H^*} j_\eta^* \) is enough to cancel out every potential faces with \( j_{\min} = j_{\mathrm{a}(\eta^*)} \).

For vertices bearing undistinguished corners, the situation is actually better. Each vertex of degree \( > 1 \) brings enough \( j_\eta \) to cancel each faces it belongs to. Only the leaf without \( A_j \) has one more face than \( j_\eta \)s. However, one face running through a leaf will also run through its only neighbouring vertex, which is of degree two or more (recall that the two-leaves-graph is excluded), and will be cancelled out by this vertex. If the neighbour is of degree two, then it has only 3 faces running through it. If it is of degree \( > 2 \), then it has more than enough \( j_\eta \).

Therefore on any final graph, all the \( j_{\min} \) can be cancelled individually by a \( j_\eta \), hence...
we have
\[ \sum_{m} \left[ \sum_{f} j_{\min}(f) - 2 \sum_{\eta} j_{\eta} + \frac{1}{2} \sum_{H^*} j_{H^*} \right] \leq 0, \]
and thus,
\[ |A(\mathcal{M}_\mu)| = \prod_{\mathcal{C}_\mu} |A(\mathcal{C}_\mu)| \leq [O(1)\rho]^{E(\mathcal{M})} M^{-\frac{1}{4}} \sum_{v \in \mathcal{M}} j_a(v). \quad (5.34) \]

Theorem 5.3 follows as \( \sum_{v \in \mathcal{M}} j_a(v) = 2 \sum_{v \in \mathcal{B}} j_a(v). \] \( \square \)

5.3.5 Overall bound

Collecting the free energy (5.15) with the hard-core constraint (5.16) for the Grassmannian integral, the map decomposition and Cauchy Schwarz bound of (5.25), the exponential bound of theorem 5.2 and the power-counting of theorem 5.3,

\[ |\log Z| \leq \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{\mathcal{J} \text{ connected}} \sum_{\{j_a\} \in \mathcal{S}^n} 2^{[E_F]} \left( \prod_{B} \prod_{u \neq b} (1 - \delta_{j_a, j_b}) \right) \left( \prod_{e \in \mathcal{F}_F} \delta_{j_a, j_e} \right) \]
\[ \times \prod_{B} \sum_{\mathcal{M}(T_B)} e^{O(1)\rho|\mathcal{B}|} [O(1)\rho]^{E(\mathcal{M})} |E(\mathcal{M})| M^{-\frac{1}{2}} \sum_{v \in \mathcal{M}} j_a(v) \right], \]

where, for \( \mathcal{M}(T) \) the (possibly disconnected) maps corresponding to a tree \( T \) after edge-derivations and the corresponding Faà di Bruno partitioning of (5.18). \( \mathcal{M}(T) \) are then the different maps corresponding to \( T \) after merging the \( \mathcal{M} \) with their mirror symmetric and the addition of additional edges corresponding to numerator \( \sigma \) fields. A bound on the number of those maps, along with the number of connected jungles, is necessary to achieve the proof.

Combinatorial bounds

The sum over connected jungles can be reorganised as,

1. We choose a partition \( \mathcal{P} \) of \( \mathcal{V} = \{1 \ldots n\} \) into \( |\mathcal{P}| \) Bosonic blocks \( \mathcal{B}(i), \ i \in \{1 \ldots |\mathcal{P}|\} \).

2. We choose a Fermionic forest \( \mathcal{F}_F \) : We choose a set \( E_F \) of Fermionic edges forming a tree over Bosonic blocks, with coordination \( D_B \) at each block \( \mathcal{B} \in \mathcal{P} \). Then, we choose a particular vertex to hook each incident Fermionic edges inside a block. Each half-edges incident to a block \( \mathcal{B} \) has \( |\mathcal{B}| \) possible vertices to hook at.
3. We choose a Bosonic tree $\mathcal{T}_B$ in each block $B$.

And the sum writes,

$$\sum_{\mathcal{F}} A(\mathcal{F}_B) \prod_{B} \sum_{A(\mathcal{T}_B)} \left( \prod_{i=1}^{|B|} \sum_{\mathcal{T}_B(i)} A(\mathcal{T}_B(i)) \right).$$

The number of trees $\mathcal{T}_B$ with $|B|$ labelled vertices of fixed degree $d_i, \ i \in \{1 \ldots |B|\}$ is

$$\frac{(|B| - 2)!}{\prod_i (d_i - 1)!}.$$ 

From there, the maps $\mathfrak{M}$ corresponding to a tree $\mathcal{T}_B$ are obtained by,

- Applying the derivatives: For a $d_i$-valent vertex, the number of (Faà di Bruno) partitioning of the set of incident half edges into $m_1$ 1-valent effective vertices, $m_2$ 2-valent and so on is,
  
  $$\frac{d_i!}{\prod_{k \geq 1} m_k!(k!)^{m_k}}.$$ 

  The number of cyclic orderings of $m_k$ half edges is
  
  $$(m_k - 1)!$$

- Merging the graph with its mirror symmetric and developing extra edges to absorb numerator $\sigma$. The number of possible ways to add $n$ additional edges to a map with $2(|B| - 1)$ edges is,
  
  $$\frac{(4|B| - 4 + 2n)!}{(4|B| - 4)!}.$$ 

The number of additional edges being bounded by $8(|B| - 1)$, the number of possible maps $\mathfrak{M}$ for a given Bosonic block $B$ is bounded by,

$$\frac{1}{|B|!} \sum_{d_1 \ldots d_{|B|} \geq 1} \frac{|B|!}{(d_i - 2)!} \prod_{i=1}^{|B|} d_i \left( \sum_{m_1 \ldots \geq 0} \prod_{k \geq 1} \frac{1}{m_k(k!)^{m_k}} \right) \times \frac{(10|B| - 10)!}{(4|B| - 4)!}.$$ 

Using the bound

$$\sum_{m_1 \ldots \geq 0} \prod_{k \geq 1} \frac{d_i}{m_k(k!)^{m_k}} \leq O(1)^{d_i},$$

we can write,

$$\sum_{\mathfrak{M}} 1 \leq \frac{(10|B|)! O(1)^{2(|B|-1)}}{|B|(|B| - 1)} \sum_{d_1 \ldots d_{|B|} \geq 1} \frac{1}{(10|B|)! (O(1)|B|)^{2|B|}}.$$ 
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Finally, the number of Fermionic forest is given by an adapted Cayley’s formula. The Cayley’s Formula [18] states that the number of trees over \( v \) labelled vertices is \( v^{v-2} \). Accounting for the fact that each Fermionic half-edge incident to \( \mathcal{B} \) has \( |\mathcal{B}| \) possible vertices to hook on, the formula becomes,

\[
\sum_{\mathcal{F}_F} 1 = \left( \sum_{\mathcal{B} \in \mathcal{P}} |\mathcal{B}| \right)^{|\mathcal{P}|-2} \prod_{\mathcal{B} \in \mathcal{P}} |\mathcal{B}| .
\]

**Proof**  Prüfer’s code is a bijection between trees over \( v \) labelled vertices and Prüfer sequences of \( v - 2 \) elements of \( \{1 \ldots v\} \) [57]. The conversion algorithm from a tree to a sequence is: Take the leaf with the smallest label, delete it from the tree and write down the value of its only neighbour. Repeat this process until only one vertex remains.

In order to encode our Fermionic forests, the above code can be modified as follow: Let \( \mathcal{P} \) be a partition of \( \mathcal{V} \) in \( |\mathcal{P}| \) Bosonic blocks \( \mathcal{B}(i) \) labelled from 1 to \( |\mathcal{P}| \), \( \mathcal{F}_F \) be a Fermionic forest such that, if each Bosonic block is replaced by a single effective vertex, \( \mathcal{F}_F \) becomes a tree \( T_F \). The vertices of \( T_F \) are the Bosonic blocks labelled by \( i \in \{1 \ldots |\mathcal{P}|\} \). Take the leaf of \( T_F \) with the smallest label \( i \), delete it from the tree and, denoting \( (a,b) \in E(\mathcal{F}_F) \) the only Fermionic edge incident to the block \( \mathcal{B}(i) \), with \( a \in \mathcal{V} \setminus \mathcal{B}(i) \) and \( b \in \mathcal{B}(i) \).

- write down in \( A \) the index of the vertex \( a \in \mathcal{V} \setminus \mathcal{B}(i) \) to which the only Fermionic edge incident to \( \mathcal{B}(i) \) was hooked.

- \( B_i = b \) with \( b \in \mathcal{B}(i) \) the index of the vertex to which the only Fermionic edge incident to \( \mathcal{B}(i) \) was hooked.

Repeat this process until only one vertex remains. Then \( \mathcal{B}_{|\mathcal{P}|} \) is the index of the vertex of \( \mathcal{B}(|\mathcal{P}|) \) to which was hooked the last edge to be deleted.

This algorithm wrote two sequences:

1. \( A \) is a generalised Prüfer sequence of of \( |\mathcal{P}| - 2 \) elements of \( \mathcal{V} = \bigcup_{i=1}^{\mathcal{P}} \mathcal{B}(i) \). The number of such sequences is given by,

\[
\left( \sum_{\mathcal{B} \in \mathcal{P}} |\mathcal{B}| \right)^{|\mathcal{P}|-2} = n^{|\mathcal{P}|-2} .
\]

2. \( B \) chooses a particular vertex \( \mathcal{B}^i \in \mathcal{B}(i) \) for each \( \mathcal{B}(i) \in \mathcal{P} \). The number of such sequences is given by,

\[
\prod_{\mathcal{B} \in \mathcal{P}} |\mathcal{B}| .
\]

Prüfer’s proof of bijectivity stands with minor adjustments. \( \square \)
Amplitude bound

The power of $M$ arising from map amplitudes in (5.35) can be further bounded as the hard core constraint $\prod_{a,b \in B} (1 - \delta_{ja,jb})$ inside each block imposes that the slices indices of its vertices are different, and,

$$\sum_{v \in B} j_a(v) \geq j_{\min} + (j_{\min} + 1) \cdots + (j_{\min} + |B| - 1)$$

$$= |B| j_{\min} + \frac{|B|^2 - |B|}{2} \geq \frac{|B|^2}{2},$$

and therefore,

$$\sum_{v \in B} j_a(v) = 2 \left(\frac{1}{2} \sum_{v \in B} j_a(v)\right) \geq \frac{|B|^2}{4} + \frac{1}{2} \sum_{v \in B} j_a(v).$$

The sum over scales can be bounded as, inside a block $B$,

$$\sum_{\{j_a\} \in S^{[B]}} \left[ \prod_{a,b \in B} (1 - \delta_{ja,jb}) \right] M^{-\frac{k}{2}} \sum_{v \in B} j_a(v) \leq M^{-\frac{|B|^2}{8}} \sum_{\{j_a\} \in S^{[B]}} M^{-\frac{k}{2}} \sum_{v \in B} j_a(v)$$

$$\leq M^{-\frac{|B|^2}{8}} \left( \sum_{j \geq 1} M^{-\frac{k}{2} j} \right)^{|B|} \leq O(1)^{|B|} M^{-\frac{|B|^2}{8}},$$

as the geometric series converges for any $M > 1$.

Final bound

Gathering all previous bounds, and dropping the Fermionic edges $\delta$’s,

$$|\log Z| \leq \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{n! \geq 0} \prod_{k \geq 1} B_k! (k!)^{B_k}$$

$$\times n \sum B_k - 2 \sum B_k - 1 \prod_{k \geq 1} \left( O(1) \rho^{8k} M^{-\frac{k^2}{32}} \right)^{B_k},$$

where we used,

$$|B| (10|B|)! (O(1)|B|)^{2|B|} e^{O(1)r|B|} (O(1)\rho)^{|B|} (O(1)|B|)^{|B|} M^{-\frac{|B|^2}{8}} \leq O(1) \rho^{8|B|} M^{-\frac{|B|^2}{8}}.$$

Using $n \sum B_k - 2 \leq e^n (\sum B_k)!$, we write,

$$|\log Z| \leq \sum_{n=1}^{\infty} \sum_{n! \geq 0} \sum_{n! \geq 0} \left( \sum B_k \right)! \prod_{k \geq 1} \left[ \frac{e^k}{k!} O(1) \rho^{8k} M^{-\frac{k^2}{32}} \right]^{B_k},$$

Choosing $M$ high enough ensures that $\frac{e^k}{k!} O(1) M^{-\frac{k^2}{32}} \leq 1$, and the series above is bounded by

$$|\log Z| \leq \sum_{B=0}^{\infty} \sum_{k=1}^{\infty} \rho^{8k} M^{-\frac{k^2}{32}} \leq 1,$$

as the geometric series converges for any $M > 1$.

Finally,

$$|\log Z| \leq \sum_{B=0}^{\infty} \sum_{k=1}^{\infty} \rho^{8k} M^{-\frac{k^2}{32}} \leq \sum_{B=0}^{\infty} \sum_{k=1}^{\infty} \rho^{8k} M^{-\frac{k^2}{32}} \leq \sum_{B=0}^{\infty} \sum_{k=1}^{\infty} \rho^{8k} M^{-\frac{k^2}{32}}.$$
where the sum over $k$ converges and is bounded,

$$\sum_{k=1}^{\infty} \rho^{8k} M^{-\frac{1}{32}} \leq \sum_{k=1}^{\infty} \rho^{8k} M^{-\frac{k}{32}} = \frac{1}{1 - \rho^{8} M^{1/32}} < 1,$$

which ensures the convergence of the sum over $B$ in (5.36). Therefore, the multiscale loop vertex expansion of the free energy (5.14) is absolutely convergent, which achieves the proof of theorem 5.1.
Part III

Enhanced models
Chapter 6

Enhanced tensor models

6.1 Limitations of the standard quartic model

The standard invariant quartic tensor model (1.12) at rank \( D \geq 3 \) is defined with a single coupling parameter \( \lambda \) and a set of interactions \( Q \) as,

\[
d\mu = e^{-\frac{1}{2} N^\alpha \sum_{C \in Q} V_C(T,T)} \, d\mu_1(T,T) .
\] (6.1)

The scaling in \( N \), namely the power of \( N \) factor in the interaction term, has been chosen carefully as \( \alpha = 1 - D \), to ensure that,

- the cumulants obey a polynomial bound in \( 1/N \), of type \( \mathcal{R}(\tau^D) \leq K(\lambda) N^{-\Omega_{\text{min}}(\tau^D)} \), with \( \Omega_{\text{min}} > 0 \) (Theorem 4.3), and so does the rescaled free energy \( N^{-D} \log Z \),

- the free energy and cumulants admit a \( 1/N \) expansion, and there are infinitely many Feynman graphs with the same exponent in \( N \) (section 2.3.2).

The first condition ensure that the free energy and observables do not diverge at large \( N \). Along with the existence of the \( 1/N \) expansion, they require \( \alpha \leq 1 - D \), such that for graphs of larger size, the higher number of faces is compensated by the \( N^\alpha \) factor brought by each interaction bubbles. Choosing exactly \( \alpha = 1 - D \) further ensures that, in the intermediate field representation, adding a mono-coloured leaf to a map does not change the power of \( N \), therefore arbitrarily large maps can be built with the same power of \( N \).

For the free energy \( \log Z \) and cumulants with trivial structure \( \mathcal{R}(1_k) \), \( k \geq 1 \), the leading order in \( 1/N \) is therefore the family of the plane trees made solely of mono-coloured edges. Such edges correspond to the melonic interaction terms, with \( |C| = 1 \), and in the \( D+1 \)-coloured graph representation, such trees correspond to melonic graphs 35.

Graphs with non-melonic interaction bubbles (with \( |C| \geq 2 \)) do not, however, participate in the leading order in \( 1/N \) of the perturbative expansion of the standard quartic model. At large \( N \), non-melonic interaction are therefore suppressed and do not contribute to the behaviour of the standard model.
In order to make relevant the addition of non-melonic bubbles in the interaction term of the invariant model, we need to move away from the standard quartic model and fine tune the scaling in $N$ of the different interactions independently.

### 6.2 Models with maximally enhanced interactions

The non-melonic interactions do not participate in the leading order in $1/N$ of the standard quartic model because the power of $N$ in the associated pre-factor (namely $\alpha$ in (6.1)) is too low. Therefore, a non-melonic bubble in a Feynman graph (or a multi-coloured edge in the corresponding intermediate field map) comes with a power of $N$ factor too small for the graph to be leading order.

In order to build a well defined tensor model where the non-melonic interactions survive at large $N$, we need to find a family $(\alpha_C)_{C \in Q}$ of scalings in $N$ such that, for the enhanced tensor model,

$$d\mu = e^{-\frac{1}{2} \sum_{C \in Q} N^{nc} V_C(T, T)} d\mu_1(T, T).$$

- the rescaled free energy $N^{-D} \log Z$ and the cumulants still obey a polynomial bound in $1/N$, of type $\mathcal{R}(\tau^D) \leq K(\lambda)N^{-\Omega_{\min}(\tau^D)}$, with $\Omega_{\min} > 0$,
- the free energy and cumulants admit a $1/N$ expansion, and there are graphs with arbitrary many bubbles of each type $C \in Q$ in each non-empty order in $1/N$.

The first condition, being the same as for standard models, will give us a bound on the scaling in $N$ of each interaction. The last condition is verified if, for any interaction of colours $C$, the free energy of the $C$-model,

$$d\mu_C = e^{-\frac{1}{2} N^{nc} V_C(T, T)} d\mu_1(T, T),$$

is properly bounded and admits infinitely many graphs in the leading order in $1/N$. If such a $\alpha_C$ exists, we say that the interaction $V_C$ can be maximally enhanced. maximally refers to the fact that if $\alpha_C$ is further increased, the boundedness of the cumulants and free energy is lost.

The remainder of this chapter shall be written in the intermediate field representation, we remind that with our conventions, for any $C \in Q$, $|C| \leq \lfloor D/2 \rfloor$ and if $|C| = D/2$, then $1 \in C$.

**Enhancing the interactions**

In the intermediate field representation, the partition function of the $C$-model writes,

$$Z_C = \int e^{-\text{Tr}_D \left[ \log \left( 1^{D+i\sqrt{N \rho} \lambda} 1^{D+c} \otimes \sigma^c \right) \right]} d\mu_1(\sigma^C).$$

(6.2)
Let $\mathcal{M}$ be a Feynman map contributing to the order $N^{-\Omega(\mathcal{M})}$ in the free energy $\log Z_C$, and $\mathcal{T} \subset \mathcal{M}$ a spanning tree. By construction, every edges of $\mathcal{M}$ are of colours $\mathcal{C}$. The deletion of an edge $\ell \in \mathcal{M} \setminus \mathcal{T}$ can change the number of faces of $\mathcal{M}$ by at most $|\mathcal{C}|$, therefore,

$$|F_{\text{int}}(\mathcal{M} \setminus \ell)| \geq |F_{\text{int}}(\mathcal{M})| - |\mathcal{C}|,$$

and, during the deletion of the loop edge $\ell$, the exponent of $1/N$ varies as,

$$\Omega(\mathcal{M} \setminus \ell) \leq \Omega(\mathcal{M}) + |\mathcal{C}| + \alpha_C.$$  \hspace{4cm} (6.3)

Iterating $|E| - |V| + 1$ times until only $\mathcal{T}$ remains,

$$\Omega(\mathcal{T}) \leq \Omega(\mathcal{M}) + (|E| - |V| + 1)(|\mathcal{C}| + \alpha_C).$$

The deletion of a leaf of $\mathcal{T}$ (deletion of a monovalent vertex and the only incident edge) decrease the number of faces by $D - |\mathcal{C}|$, iterating up to a single remaining vertex shows that the number of faces of any tree is

$$|F_{\text{int}}(\mathcal{T})| = D + (|V(\mathcal{T})| - 1)(D - |\mathcal{C}|).$$

and its exponent of $1/N$ is,

$$\Omega(\mathcal{T}) = -D - (|V(\mathcal{T})| - 1)(\alpha_C + D - |\mathcal{C}|).$$ \hspace{4cm} (6.4)

Gathering the results of (6.3) and (6.4),

- For $\alpha_C > |\mathcal{C}| - D$, the exponent of $1/N$ for trees, $\Omega(\mathcal{T})$, is not bounded from bellow, therefore the free energy $N^D \log Z_C$ is not bounded.

- For $\alpha_C \leq |\mathcal{C}| - D$, $\Omega(\mathcal{T}) > -D$ for any plane tree. Moreover, for any map $\mathcal{M}$ and spanning tree $\mathcal{T}$, $\Omega(\mathcal{M}) \geq \Omega(\mathcal{T}) \geq -D$. The perturbative expansion of the free energy is properly bounded in $N$, and the free energy admits a $1/N$ expansion.

- For $\alpha_C = |\mathcal{C}| - D$, $\Omega(\mathcal{T}) = -D$ for any tree $\mathcal{T}$, the whole family of tree contributes to the leading order in $1/N$.

Therefore, at any rank $D$, any quartic invariant $V_C$ can be maximally enhanced, by choosing the scaling in $N$.

$$\alpha_C = |\mathcal{C}| - D.$$  

The maximally enhanced invariant quartic tensor model with a set of interactions $\mathcal{Q}$ and coupling parameter $\lambda$ writes,

$$d\mu = e^{-\frac{1}{2} \sum_{C \in \mathcal{Q}} N^{|C| - D} V_C(\bar{\mathcal{T}},\mathcal{T})} d\mu_1(\bar{\mathcal{T}}, \mathcal{T}).$$

123
6.3 Feynman expansion

In the intermediate field representation, the moment generating function of the maximally enhanced quartic model writes,

\[ Z(J, \bar{J}) = \int e^{-\text{Tr} \left[ \log \left( 1^{D} + A(\sigma) \right) \right] + \sum_{nm} \bar{J}_n [\frac{1}{1^{D} + A(\sigma)}]_{nm} J_m} \, d\mu_1(\sigma), \]

with

\[ A(\sigma) = \sum_{C \in Q} i \sqrt{N^{|C| - D}} \, 1^{D \setminus C} \otimes \sigma^C. \]

The Feynman expansion of the intermediate fields is similar as for standard invariant model (Section 2.2.2) and the amplitude of a map writes,

\[ A(M) = (-\lambda)^{|E(M)|} N^{-\Omega(M)}, \]

where the exponent of 1/N is,

\[ \Omega(M) = \sum_{C \in Q} (D - |C|) |E_C(M)| - |F_{\text{int}}(M)|. \]

(6.5)

where \( E_C(M) \) is the set of edges of colours \( C \).

6.3.1 The 1/N expansion

The choice of maximally enhanced observable ensure the existence of the 1/N expansion, as the exponent of 1/N of the Feynman maps is bounded from bellow.

**Theorem 6.1.** For any \( D \)-uple \( \tau^D \) of permutations over \( k \) elements, we define the minimal exponent,

\[ \Omega_{\text{min}}(\tau^D) = -D + \lfloor D/2 \rfloor k + C(\tau^D). \]

where \( C(\tau^D) \) is the number of connected components of the \( D \)-coloured graph associated with \( \tau^D \). Then, with the exponent \( \Omega \) defined in (6.5),

- For \( k > 0 \), for any multicoloured map \( M \) with \( \partial M = \tau^D \), \( \Omega(M) \geq \Omega_{\text{min}}(\tau^D) \geq 0. \)
- For a vacuum map \( M \), \( \Omega(M) \geq -D = \Omega_{\text{min}}(\emptyset). \)

**Proof** The proof is quite similar to the proof of the first part of Theorem 2.2 and its structure follows precisely the proof of Lemma 2.1. However, instead of tracking the number of internal faces \( F_{\text{int}} \), we must track the whole exponent \(-\Omega(M)\) in order to account for the different \( \alpha_C \)'s. Let \( M \) be a multicoloured map, we introduce the map \( M^* \) with (mono-coloured) external edges as for Lemma 2.1. The external edges are not associated with \( N^{1-D} \) factors and the exponent of \( M^* \) follows,

\[ \Omega(M^*) = \Omega(M) - Dk(\partial M). \]
We choose a spanning tree $T$ and define $T^*$ as for Lemma 2.1. Deleting an edge $e$ of $M^* \setminus T^*$ can change the number of internal faces by at most $|C(e)|$ while removing a factor $N|C| - D$. As $|C| \leq |D/2|$, we have $\Omega(M^* \setminus e) \leq \Omega(M^*)$. Iterating until all edges in $M^* \setminus T^*$ are deleted, we obtain,

$$\Omega(T^*) \leq \Omega(M^*) .$$

It is now sufficient to prove that for any $T^*$, $C(\partial T^*) - \Omega(T^*) \leq D + |D/2| k$. Let us denote $\ell$ a leaf of $T^*$ and let us denote $\hat{T}^*$ the tree obtained from $T^*$ after deleting $\ell$ as follows.

Deleting a non-ciliated leaf connected to the rest of map by an edge of colour $C$ decreases the number of face by $D - |C|$, removes a factor $N|C| - D$, and does not affect the boundary graph, therefore,

$$C(\partial \hat{T}^*) - \Omega(\hat{T}^*) = C(\partial T^*) - \Omega(T^*) .$$

Deleting a non-ciliated leaf with cilium $h$, connected to the rest of map by an edge of colour $C$, follows the two-steps process of Section 2.3.2. The discussion about the changes in the boundary graphs and the number of internal faces does not change but we must account for the factor $N|C| - D$. The four combined cases are then treated as follows

- no external face is looped at $h$. Then:
  $$-\Omega(T^*) + C(\partial T^*) \leq \left[ -\Omega(\hat{T}^*) + |C| + (|C| - D) \right] + \left[ C(\partial \hat{T}^*) + 1 \right] .$$

- all the external faces are looped at $h$. Then:
  $$-\Omega(T^*) + C(\partial T^*) \leq \left[ -\Omega(\hat{T}^*) + (D - |C|) + (|C| - D) \right] + \left[ C(\partial \hat{T}^*) + 1 \right] .$$

- At least one external face is looped at $h$, but not all. Then:
  $$-\Omega(T^*) + C(\partial T^*) \leq \left[ F_{\text{int}}(\hat{T}^*) + D + (|C| - D) \right] + \left[ C(\partial \hat{T}^*) \right] .$$

In all cases, by deleting a ciliated leaf:

$$C(\partial T^*) - \Omega(T^*) \leq C(\partial \hat{T}^*) - \Omega(\hat{T}^*) + \lfloor D/2 \rfloor .$$

where we used $1 \leq |C| \leq |D/2|$. Iterating up to the last vertex, which, ciliated or not, has $D$ internal faces, we get,

$$C(\partial T^*) - \Omega(T^*) \leq D + \lfloor D/2 \rfloor k ,$$

and we conclude. □
6.3.2 Leading order maps

In this section we focus on vacuum maps, and characterise the leading order in the $1/N$ expansion of $\log Z$. The leading order of the 2-point cumulant $\mathcal{R}(1_2^2)$ is similar, with the only difference being the addition of a single cilium to the maps, which turns $D$ internal faces into external ones. The leading order maps for higher order cumulants are more complicated as they must respect a non-trivial boundary graph.

A vacuum connected map $\mathcal{M}$ is leading order if $\Omega(\mathcal{M}) = -D$. The single vertex map is leading order. Let $\mathcal{M}$ be a map. Let $\ell \in \mathcal{M}$ be a leaf (a mono-valent vertex). The deletion of $\ell$ does not change the exponent of a map,

$$\Omega(\mathcal{M} \setminus \ell) = \Omega(\mathcal{M})$$

therefore, plane trees are leading order.

Let $\mathcal{T} \subset \mathcal{M}$ be a spanning tree. Let $e \in \mathcal{M} \setminus \mathcal{T}$ be an edge, then

$$\Omega(\mathcal{M} \setminus e) \leq \Omega(\mathcal{M}) + D - 2|C(e)|.$$  \hfill (6.6)

Therefore,

- the deletion of a loop-edge cannot increase the exponent $\Omega$.
- if $|C(e)| \neq D/2$, the deletion of the loop-edge $e$ decreases the exponent $\Omega$.

Odd rank models

The second proposition shows that for tensor models of odd rank $D$, the leading order maps are the trees.

**Proposition 6.1.** If $D \notin 2\mathbb{N}$, then a connected vacuum map $\mathcal{M}$ is leading order if and only if $\mathcal{M}$ is a plane tree.

This is always true, as for odd $D$, $\max_{C \in \mathcal{Q}} |C| < D/2$.

6.3.3 Leading order for even rank models

In this subsection we characterise the leading order maps for maximally enhanced models of even rank $D \in 2\mathbb{N}$ (with $D \geq 4$). We assume that the set of interactions $\mathcal{Q}$ is chosen such that there is some $C \in \mathcal{Q}$ with $|C| = D/2$.

**Definition 6.1.** Let $\mathcal{M}$ be a $D$-multicoloured map with $D \in 2\mathbb{N}$. A maximally coloured edge is an edge $e \in \mathcal{M}$ with $|C(e)| = D/2$. Edges with $|C(e)| < D/2$ are called non-maximally coloured. We define the set of maximally coloured interactions as,

$$\mathcal{Q}_{\text{max}} = \{C \in \mathcal{Q}, |C| = D/2\}.$$
The term *maximally coloured* is quite natural as $D/2$ is the maximum amount of colours that an edge can bear.

**Lemma 6.1.** If a connected map $M$ is leading order, all its connected sub-maps $M' \subset M$ must also be leading order.

**Proof** Suppose $M' \subset M$ is vacuum and not leading, $\Omega(M') > \Omega(M) = -D$. We can pick a spanning tree $T \subset M$ whose restriction $T'$ to $M'$ is a spanning tree of $M'$. Then $\Omega(M) = \Omega(T) = \Omega(T') < \Omega(M')$.

- Let $\tilde{M} = M' \cup (T \setminus T')$ be the map obtained from $M$ by deleting one by one the edges which are neither in $T$ nor in $M'$. According to (6.6), $\Omega(M) \geq \Omega(\tilde{M})$.

- Deleting the vertices of $T \setminus T'$ from $\tilde{M}$ can be done by deleting in sequence the leaves of the tree, which, according to (6.6) does not change the value of $\Omega$. Therefore, $\Omega(M) \geq \Omega(\tilde{M}) = \Omega(M')$.

Using the above lemma, we can now characterize the leading order maps.

**Proposition 6.2.** For any leading order connected vacuum map,

1. Any non-maximally coloured edge is a bridge. Therefore any connected sub-map made of non-maximally coloured edges is a tree.

2. For a given $C \in Q_{\max}$, any connected sub-map formed by maximally coloured edges of colours $C$ is planar.

**Proof**

- **Item 1** It is a direct consequence of (6.6) : if $M$ is leading order, it cannot contain a non-maximally coloured loop edge. The tree characterisation is a trivial consequence of the previous statement, but can be recovered another way. Such sub-maps correspond to a sector deprived of maximally coloured interaction, and therefore follow the same behaviour as odd rank enhanced models.

- **Item 2** Let $C$ be a maximal set of colours, we denote $M_C$ the connected map. As an ordinary map (that is, forgetting the edge colours), we denote the number of faces, edges and vertices $F_C, E_C$ and $V_C$. Notice that for $c, c' \in C$, its faces of colour $c$ coincide with those of the ordinary map, which implies $|F_c| = |F_{c'}|$. Moreover, each vertex contributes to one face for each colour $c' \notin C$. Therefore $|F_c| = |V_C|$. Consequently, the exponent $\Omega$ evaluated on such a connected submap reduces to

$$\Omega(M_C) = \frac{D}{2} |E_C| - \sum_{c=1}^{D} |F_c| = -\frac{D}{2} (F_C - E_C + V_C) = D(g_C - 1),$$
where the genus \( g_C \geq 0 \) of \( \mathcal{M}_C \) seen as an ordinary map has been introduced, in a similar way as for matrices in section 1.3. Therefore, minimising \( \Omega(\mathcal{M}_C) \) is equivalent to the map being planar,

\[
\Omega(\mathcal{M}_C) = -D \iff g_C = 0 .
\]

The second item could be expected. For \( C \in Q_{\text{max}} \), we can re-organise the indices and write \( T_n = T_{nC_n, \rho_C} \) as a size \( N^{D/2} \) matrix. The \( C \)-model (6.2) now writes exactly as the quartic matrix model (1.11) of size \( N^{D/2} \). Denoting \( T^*_{n, \rho_C, \rho_C} = T_{nC_n, \rho_C} \),

\[
Z_C = \int \left( \prod_{a,b} \frac{dT_{ab}dT_{ba}}{2i\pi} \right) e^{-T_{C}(TT^*)-\frac{\lambda}{2(2N^{D/2})}T_{C}(TT^*)^2} ,
\]

which generates Feynman maps on amplitude \( \lambda^{B}(N^{D/2})^{2-2g} \).

We also want to analyse how the various non-maximally coloured and maximally coloured connected sub-maps are connected to one another in a leading order map.

Consider a vacuum leading order map \( \mathcal{M} \) in the full quartic model. We know that non-maximally coloured edges are bridges and that the maximally coloured components of given colours \( C \) are planar. It remains to characterize the way the maximally coloured planar components can be attached to one another.

**Definition 6.2.** Let \( \mathcal{M} \) be a vacuum, connected map.

- For \( C \in Q_{\text{max}} \), remove all edges but those of colour type \( C \) as well as the isolated vertices this creates, and denote the connected components thus obtained \( \mathcal{M}_C^{(1)}, \ldots, \mathcal{M}_C^{(R_C)} \).

- Pick up a spanning tree \( \mathcal{T}_C^{(pc)} \) for each \( C \in Q_{\text{max}} \) and \( \rho_C = 1, \ldots, R_C \). Let \( \mathcal{T}_{\mathcal{M}} \subset \mathcal{M} \) be the sub-map which contains all those spanning trees as well as all monocoloured edges.

**Proposition 6.3.** Let \( \mathcal{M} \) be a vacuum, connected, leading order map of the enhanced model. Then \( \mathcal{T}_{\mathcal{M}} \) is a tree.

**Proof** \( \mathcal{T}_{\mathcal{M}} \) obviously contains all the vertices of \( \mathcal{M} \) and is a connected map. Let us assume that \( \mathcal{M} \) is leading order while \( \mathcal{T}_{\mathcal{M}} \) has a cycle. This cycle cannot contain a non-maximally coloured edge. It is therefore assumed to be made of maximally coloured edges only. Furthermore, those maximally coloured edges cannot be all of the same colours \( C \). Indeed, if that were the case, then they would all belong to a single connected component \( \mathcal{M}_C^{(pc)} \) (by definition of the latter and because the cycle is connected), but this is impossible as only a spanning tree of \( \mathcal{M}_C^{(pc)} \) is part of \( \mathcal{T}_{\mathcal{M}} \).
Figure 6.1: This represents the structure of the leading order maps in the rank $D = 4$ enhanced model. The grey areas are connected components of given colour set $C$. A bi-coloured connected component can be attached to another one on a single vertex, without forming cycles of such components.

The cycle, say $\mathcal{C}$, thus has at least two maximally coloured edges of two different colours. As a vacuum map itself, it is easy to check that its degree takes a non leading order value, $\Omega(\mathcal{C}) \geq -2$. According to Lemma 6.1, it cannot be a sub-map of a leading order map, which is a contradiction.

Proposition 6.3 puts explicit restrictions on the gluing of the planar components in the large $N$ limit. In particular, $\mathcal{M}_C^{(\rho_C)}$ and $\mathcal{M}_C^{(\rho_C')}$ can at most share one vertex. If not, there would be a path in $T_C^{(\rho_C)}$ and another path in $T_C^{(\rho_C')}$, joining the same two vertices, thus creating a cycle in $T_M$.

Furthermore, there cannot be “closed chains” of planar components of different colours. Therefore, if $\mathcal{M}_C^{(\rho_C)}$ and $\mathcal{M}_C^{(\rho_C')}$ are not incident to one another, then they can be connected through either non-maximally coloured bridges, or other connected sub-maps $\mathcal{M}_C^{(\rho_C'')}$ whose removal disconnects $\mathcal{M}$.

Figure 6.1 therefore shows the structure of the leading order maps. They are planar, and made of trees of non-maximally coloured edges which connect maximally coloured planar objects. The latter can touch one another at a single vertex at most and do not form closed chains, thus displaying a “cactus” structure.
6.4 Further discussions

At even rank, the enhanced quartic model generates a whole new family of leading order graphs, that mixes the tree behaviour of standard tensor models with the planar behaviour of matrix model. The natural continuation, which falls beyond the scope of this thesis, would be to solve the model in the large $N$ limit, by enumerating the leading order maps contributing to the free energy and the cumulants (see Section 2.3.3 for the second cumulant of the standard quartic model). This can usually be done by the introduction of a wider class of interactions and the use of Schwinger-Dyson equations [9, 19]. Unfortunately, the presence of multiple matrix-like maximally coloured interactions, with varying index structure, complicates those equations greatly.

In [10], a simpler, restricted model is introduced at rank $D = 4$ with a single maximally coloured interaction ($|Q_{\text{max}}| = 1$). For this restricted case, the model is solved using a generalised class of interaction called trees of necklaces, and the Schwinger-Dyson equations reduce to the same equations as in matrix models with multi-trace interactions [2, 20]. It results that free energy admits a critical point $\lambda_c$, where it behaves as $(\lambda - \lambda_c)^2 - \gamma$. Using different coupling for mono-coloured and bi-coloured interactions, the different sectors can be tuned to criticality independently, while the contribution of other sectors is washed away. This leads to a phase of pure 2D gravity ($\gamma = -1/2$) [21] and another phase of branched polymers ($\gamma = 1/2$) [34, 35]. Both sectors can also be tuned to criticality simultaneously, leading to the proliferation of baby universes ($\gamma = 1/3$) [41] as branching competes with the proliferation of planar components.
Chapter 7

Enhanced tensor field theory

The usual tensorial group field theories over $U(1)^D$ display the same behaviour as standard invariant tensor models, with their divergent sub-graphs - or rather their divergent sub-maps, in the intermediate field representation - having a structure of plane trees. A similar enhancement to the one of invariant models is however possible, with perspective, once again, of an extended family of divergent graphs. Such an enhancement must however diverge from the framework of tensorial field theory, as the tensor invariance of the interaction is not respected. This chapter, based on unpublished work in collaboration with Vincent Lahoche, introduces the simplest maximally enhanced field theory of even rank, namely the enhanced $T_4^4$.

7.1 The Group Field Theory

$U(1)^4$ field theories

Our starting point is rank 4 tensor field theory with covariance,

$$ C_{pp} = \frac{\delta_{pp}}{(\bar{p} \cdot p)^\eta + m^{2\eta}} $$

where the exponent $\eta$ has been introduced in order to fine-tune the renormalisation properties of the theory.

Denoting $\Psi_p$, $p = (p_1, p_2, p_3, p_4)$, an infinite size tensor, the generating functional and the kinetic part of the action are,

$$ Z[J, \bar{J}] = \int \prod_{p \in \mathbb{Z}^4} d\Psi_p \ d\bar{\Psi}_p \ e^{-S_{int}[\Psi, \bar{\Psi}] - S_{kin}[\Psi, \bar{\Psi}] + \sum_p J_p \Psi_p + \bar{J}_p \bar{\Psi}_p}, $$

$$ S_{kin}[\Psi, \bar{\Psi}] = \sum_{p \in \mathbb{Z}^4} ((p^2)^\eta + m^{2\eta}) \bar{\Psi}_p \Psi_p. $$

The interaction terms for tensorial field theories are the quartic tensor invariants. For $D = 4$, they are divided into two families: the melonic invariants $V_c$ with $c \in \{1 \ldots 4\}$
Figure 7.1: The two families of quartic invariants. Figure a represents $V_1$, a melonic bubble ($|\mathcal{C}| = 1$). Figure b shows $V_{12}$, a necklace ($|\mathcal{C}| = 2$).

and the necklaces $V_{1c}$ with $c \in \{2 \ldots 4\}$,

$$V'_{c}(\Psi, \bar{\Psi}) = i \sum_{p,p'q,q'} \Psi_p \bar{\Psi}_q \Psi_{p'} \bar{\Psi}_{q'} \delta_{p'q'} \delta_{q'p'} \prod_{c' \neq c} \delta_{c'} \prod_{c \neq 1,c} \delta_{c'} \prod_{c \neq 1, i} \delta_{p'c} \delta_{q'c}$$

which are both represented in Figure 7.1.

Enhanced interactions

In Chapter 6, tensor models with leading order non-melonic contribution have been introduced using a proper rescaling of the coupling constants associated to non-melonic interactions, by a specific power of the tensor size $N$. In a group field theory framework, the simplest way to implement a similar enhancement would be with derivative couplings. The non-local structure of the quartic tensorial interactions offers eight independent possible derivatives. In Fourier space, these derivations become multiplications by the corresponding moment. In order to preserve symmetry, we make a democratic choice, summing derivatives for each colour. The enhanced interaction term for colours $\mathcal{C} = \{1, i\}$ writes,

$$V'_{11}(\Psi, \bar{\Psi}) = i \sum_{pp'qq'} \left( \sum_{i=1}^{4} |p^i| + |p'^i| \right) \Psi_p \bar{\Psi}_q \Psi_{p'} \bar{\Psi}_{q'} \prod_{c \neq 1, i} \delta_{c'} \prod_{c = 1, i} \delta_{c'} \prod_{c \neq 1, i} \delta_{p'c} \delta_{q'c}$$

where for $k \in \{1..4\}$, $B^k_{11}$ is the interaction term corresponding to the momentum $p(k) = p^k$, and for $k \in \{5..8\}$, $B^k_{1i}$ is the term corresponding to $p(k) = p^{k-4}$.

$$B^k_{11}(\Psi, \bar{\Psi}) = i \sum_{pp'qq'} |p(k)| \Psi_p \bar{\Psi}_q \Psi_{p'} \bar{\Psi}_{q'} \prod_{c \notin \mathcal{C}} \delta_{c'} \prod_{c \in \mathcal{C}} \delta_{p'c} \delta_{q'c}.$$
We use the absolute value of the momentum in order to avoid some unfortunate cancellations in the further developments. One can then build a new interaction term $S_{\text{int}}$:

$$S_{\text{int}}[\Psi, \bar{\Psi}] = \lambda_1 \sum_{i=1}^{4} V_i[\Psi, \bar{\Psi}] + \lambda_2 \sum_{i=2}^{4} \sum_{k=1}^{8} B_{ik}^k[\Psi, \bar{\Psi}],$$

(7.1)

where $V_i$ is the standard quartic melonic trace invariant associated with the colour $i$ \[1.15\], and $B_{ik}^k$ is the enhanced necklace bubble associated with colours 1, $i$ and the momentum $p(k)$.

The enhanced bubbles, with derivative couplings, are no longer trace invariants, and thus the interactions (7.1) do not define a standard tensorial group field theory.

### 7.2 Power counting

#### 7.2.1 Multi-scale analysis

**Scale slicing**

Once again, we introduce scale slices similar to \[1.16\],

$$S^1 = \{p \in \mathbb{Z}^D, \ m^{2\eta} + (p \cdot p)^\eta \leq M^{2\eta}\}$$

$$S^j = \{p \in \mathbb{Z}^D, \ M^{2\eta(j-1)} < m^{2\eta} + (p \cdot p)^\eta \leq M^{2\eta j}\} \quad \forall j > 1$$

(7.2)

and the covariance of scale $j$,

$$C_j = I_j C, \quad (I_j)_{nn} = I_{S^j(n)} \delta_{nn}.$$  

The regularisation procedure consists in choosing a $j_{\text{max}}$ and replacing the covariance by $C_{\leq j_{\text{max}}} = \sum_{j=1}^{j_{\text{max}}} C_j$.

**Perturbative Expansion**

According to \[1.8\], the regularised amplitude of a Feynman graph writes,

$$A_{\text{reg}}(G) = \prod_{\ell \in \mathcal{E}_0} \prod_{\mathcal{B} \subset \mathcal{G}} \left( -\lambda_1 \sum_{n_B, n_{\bar{B}}, m_B, \bar{m}_B} \delta_{n_B, n_{\bar{B}}}, \delta_{n_B, m_B}, \delta_{n_{\bar{B}}, m_B}, \delta_{m_B, \bar{m}_B} \right) \times \prod_{\ell \in \mathcal{E}_0} (C_{\leq j_{\text{max}}})_{n_{\ell} \bar{n}_{\ell}} \times \prod_{\mathcal{B} \in \mathcal{B}_N} p_{\mathcal{B}}(k_{\mathcal{B}}),$$

where $B_N$ is the set of necklace bubbles of $G$, and the $p_{\mathcal{B}}(k_{\mathcal{B}})$ are the corresponding momenta arising from derivative couplings. As usual, the amplitude decomposes in

$$A_{\text{reg}}(G) = \lambda_1^{\text{vol}} |B_M| |B_N| A_{\text{reg}}^G.$$
Scale decomposition

Using the scale decomposition of the regularized propagator, one can write

\[ A^{\text{reg}}_G = \sum_{\mu} A^\mu_G. \]

where \(\mu = \{j_\ell, \ell \in E^0\} \in \{1 \ldots j_{\text{max}}\}^{\left|E^0\right|}\) and \(A^\mu_G\) is the corresponding amplitude,

\[ A^\mu_G = \sum_{\{n\}} \prod_{B \subset G} \delta^B \prod_{\ell \in E^0} \left[ (C_{j_\ell(\mu)})_{n_\ell} n_\ell \right] \times \prod_{B \in B_N} p_B(k_B). \]

We can now established the power counting theorem.

**Theorem 7.1.** The amplitude \(A_{G_\mu}\) for the scale attribution \(\mu\) admit the following uniform bound:

\[ |A_{G_\mu}| \leq M^{2|E^0|} \prod_i \prod_{k=1}^{\kappa(i)} M^{\omega(G^k_i)}, \]

where \(K\) is a constant depending on the graph \(G\) and, denoting \(E^0\), \(F_{\text{int}}, F_{\text{ext}}\) the sets of internal colour 0 edges, internal and external faces of a graph, the degree of divergence \(\omega\) is defined by:

\[ \omega(G^k_i) = -2\eta |E^0(G^k_i)| + |F_{\text{int}}(G^k_i)| + \sum_{f \in F_{\text{int}}(G^k_i)} \alpha(f), \]  

whith \(\alpha(f)\) the number of occurrences of derivative couplings \(p(k)\) along the face \(f\).

**Proof** The proof follow closely the one of theorem 1.2. Note that with the scale slices of (7.2), the amplitude is bounded by,

\[ A^\mu_G \leq \sum_{\{n\}} \prod_{B \subset G} \delta^B \prod_{\ell \in E^0} \left[ M^{(2-2j_\ell)} \prod_{c \in D} \delta_{n_c} n_c \right] \times \prod_{B \in B_N} p_B(k_B). \]

For a momentum \(p_B\) corresponding to a coloured edge belonging to a face \(f\), we can write,

\[ |p_B| \leq M^{j_{\text{min}}(f)}, \]

therefore, as each \(p_B\) belong to one and only one face,

\[ \prod_{B \in B_N} p_B(k_B) \leq \prod_f M^{\alpha(f) j_{\text{min}}(f)}, \]

and we can conclude, using the same trick as for Theorem 1.2. 

\[ \square \]
7.2.2 Divergent maps

Intermediate field representation

Once again, it is convenient to study the structure of the divergent graphs in the intermediate field representation. The Hubbard Stratonovich field formulation will not be used, as the purely graphical correspondence of Section 2.1 is sufficient for our needs. Note that, in the intermediate field representation, \( E^0(G) \) is the set of corners of the associated map, \( B_M \) the set of mono-coloured edges and \( B_N \) the set of bi-coloured edges. A graph and its associated map will be identified and therefore share the same notation.

Divergence degree

In a high sub-map \( G^k_i \), each bi-coloured edge \( e \in B_N(G^k_i) \) bears a momentum \( p(e) \) on one of its strands \( s \). If the strand \( s \) belongs to an internal face \( f \in F_{\text{int}} \), then the momentum insertion contributes to \( \alpha(f) \) and adds one to the divergent degree \( \omega(G^k_i) \). But if the strand \( s \) belongs to an external face, the momentum insertion does not contribute to the divergent degree of the high sub-map \( G^k_i \). Therefore, the set \( B_N(G^k_i) \) must be divided between the set \( B_{\text{int}}^N(G^k_i) \) of bi-coloured edges bearing a momentum in an internal face of \( G^k_i \) and the set \( B_{\text{ext}}^N(G^k_i) \) of bi-coloured edges bearing a momentum in an external face, that does not contribute to \( \omega(G^k_i) \).

We write \( P \) the number of cilia, such that \( 2P \) is the number of external edges in the ordinary representation, and \( B \) the set intermediate field-edges, or bubbles in the original representation. Using

\[
\sum_{f \in F_{\text{int}}(G^k_i)} \alpha(f) = |B_{\text{int}}^N(G^k_i)| \quad \text{and} \quad |E^0(G^k_i)| = 2|B(G^k_i)| - p(G^k_i),
\]

the divergent degree (7.3) can be rewritten

\[
\omega = -4\eta(|B_M| + |B_{\text{ext}}^N|) + (1 - 4\eta)|B_{\text{int}}^N| + |F_{\text{int}}| + 2\eta P.
\]

Counting faces and vertices immediately gives us the following results,

- Let \( G \) be a map and \( e \) an edge that is not a bridge. Denote \( G_{\backslash e} \) the map obtained by removing the edge \( e \). Then
  1. if \( e \in B_M, \omega(G) \leq \omega(G_{\backslash e}) - 4\eta + 1 \)
  2. if \( e \in B_{\text{ext}}^N, \omega(G) \leq \omega(G_{\backslash e}) - 4\eta + 2 \)
  3. if \( e \in B_{\text{int}}^N, \omega(G) \leq \omega(G_{\backslash e}) - 4\eta + 3 \)

- Let \( G \) be a map. \( G' \) a map obtained by adding a non ciliated leaf to \( G \) i.e. a non ciliated vertex connected to a corner of \( G \) by one edge \( e \), either mono- or bi-coloured. Then,
1. if $e \in B_M$ or $B^\text{int}_N$, $\omega(G) = \omega(G') + 4\eta - 3$,
2. if $e \in B_N^\text{ext}$, $\omega(G) = \omega(G') + 4\eta - 2$.

- Let $G$ be a map, $G'$ a map obtained by adding a ciliated leaf to $G$. Then $\omega(G) \geq \omega(G') + 2\eta - 1$.

This allows us to establish the following propositions.

**Proposition 7.1.**
- For a vacuum tree $T_0$ (with $|V(T)| + 1$ vertices), $\omega(T_0) = 4 + (3 - 4\eta)|B|$.
- For a 2-point tree (with one cilium) $T_2$, $\omega(T_2) = 2\eta + (3 - 4\eta)|B| - |B_N^\text{ext}|$.
- For a tree $T_{2P}$ with $P$ cilia, $\omega(T_{2P}) \leq 2\eta + (3 - 4\eta)(|B| + 1 - P) + (1 - 2\eta)(P - 1) - |B_N^\text{ext}|$.

**Proposition 7.2.** Let $G$ be a map and $T \in G$ a spanning tree. Then,

$$\omega(G) \leq \omega(T) + (3 - 4\eta) (|B(G)| - |B(T)|).$$

Therefore,

- For $\eta > 3/4$, the divergent degree of a map proliferates with the number of edges. Divergent $2P$-point high sub-maps occur for any $P \in \mathbb{N}$ and the theory is not renormalisable.
- For $\eta < 3/4$, only graphs with a finite number of bubbles, or maps with a finite number of edges, can diverge. Thus only a finite number of maps diverges, and the model is super-renormalisable.
- For $\eta = 3/4$, only the vacuum and up to 8-point maps can have positive degree and diverge. However, the divergent degree of trees does not depend on the number of edges, thus infinitely many maps diverge, the theory is just-renormalisable. Under certain conditions, a map with loop edges can diverge.

**Leading order graphs for $\eta = 3/4$.**

In the just-renormalisable case $\eta = 3/4$, the divergent degree becomes

$$\omega = -3(|B_M| + |B_N^\text{ext}|) - 2|B_N^\text{int}| + |F_{\text{int}}| + \frac{3}{2}P.$$  

According to Propositions 7.1 and 7.2 for $\eta = 3/4$, The degree of any $2P$-point map $G_{2P}$ is bounded by

$$\omega(G_0) \leq 4, \quad \omega(G_{2P}) \leq 2 - \frac{P}{2} \text{ for } P \geq 1.$$  

Therefore only vacuum, and up to 8-point maps can diverge. The characterisation of the leading order of divergent maps, which is the set of maps with highest degree, for $2P \leq 4$, follows the one of enhanced invariant models.
Proposition 7.3. For $\mathcal{G}$ a leading order map,

1. $|B^{\text{ext}}_N(\mathcal{G})| = 0$.

2. Any mono-coloured edge is a bridge.

3. For all $i \neq 1$, any connected sub-map made of bi-coloured edges of colour $1i$ is planar.

4. Let us choose a sub-map $\mathcal{T}_G$ following the construction of Definition \[6.2\], then $\mathcal{T}_G$ is a tree.

Counter-terms

Finally, let us discuss the structure of the counter-terms required to renormalise the theory:

- a vacuum term to absorb the (up to) quartic divergences of the free energy,
- a quadratic, tensor invariant, mass counter-term, for divergences in $p^{3/2}$,
- a non invariant mass counter-term of type $\sum_p p \Psi_p \bar{\Psi}_p$ to absorb $p^{1/2}$ divergences that arise whenever an external face goes through the “enhanced” strand of a bi-coloured bridge,
- a set of 4 invariant quartic melonic counter-terms, and 3 necklace invariant counter-terms to absorb linear divergences,
- a disconnected quadratic term of type $(\Psi \cdot \nabla \bar{\Psi})^2$, to absorb logarithmic divergences,
- a full set of non-invariant quartic melonic and necklace invariants, with “derivative” couplings $p$, to absorb logarithmic divergences.
- invariant necklaces, melons and necklaces with melonic insertions with 6 and 8 vertices, for respectively square-root and logarithmic divergences.
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