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ABSTRACT. We apply polynomial techniques (linear programming) to obtain lower and upper bounds on the covering radius of spherical designs as function of their dimension, strength, and cardinality. In terms of inner products we improve the lower bounds due to Fazekas and Levenshtein and propose new upper bounds. Our approach to the lower bounds involves certain signed measures whose corresponding series of orthogonal polynomials are positive definite up to a certain (appropriate) degree. Upper bounds are based on a geometric observation and more or less standard linear programming techniques. Spherical designs and Covering radius and Linear programming

1. Introduction

Spherical designs were introduced in 1977 by Delsarte-Goethals-Seidel [11].

Definition 1.1. A spherical $\tau$-design $C \subset S^{n-1}$ is a finite subset of $S^{n-1}$ such that

$$\frac{1}{\mu(S^{n-1})} \int_{S^{n-1}} f(x) d\mu(x) = \frac{1}{|C|} \sum_{x \in C} f(x)$$

($\mu(x)$ is the Lebesgue measure) holds for all polynomials $f(x) = f(x_1, x_2, \ldots, x_n)$ of degree at most $\tau$ (i.e. the average of $f$ over the set is equal to the average of $f$ over $S^{n-1}$).

The maximal possible $\tau = \tau(C)$ is called strength of $C$. It is convenient to assume that the vectors of $C$ span $\mathbb{R}^n$ (otherwise we can reduce the dimension as necessary).

Definition 1.2. Let $C \subset S^{n-1}$ be a finite set (spherical design in our applications). For a fixed point $y \in S^{n-1}$ the distance between $y$ and $C$ is defined in the usual way by

$$d(y, C) := \min\{d(y, x) : x \in C\}.$$ Then the covering radius of $C$ is

$$r(C) := \max\{d(y, C) : y \in S^{n-1}\}.$$ We consider the equivalent quantity

$$\rho(C) := 1 - \frac{r^2(C)}{2} = \min_{y \in S^{n-1}} \max_{x \in C}\{\langle x, y \rangle\}.$$ For fixed dimension $n$, strength $\tau$ and cardinality $|C|$ we obtain estimations for $\rho(C)$ by polynomial techniques. The following equivalent definition is an important source for investigations of the structure of spherical designs (see [12] [6] [7]).
Definition 1.3. A code $C \subset S^{n-1}$ is a spherical $\tau$-design if and only if for any point $y \in S^{n-1}$ and any real polynomial $f(t)$ of degree at most $\tau$, the equality
\begin{equation}
\sum_{x \in C} f((x,y)) = f_0|C|
\end{equation}
holds, where $f_0$ is the first coefficient in the Gegenbauer expansion $f(t) = \sum_{i=0}^{k} f_i P_i^{(n)}(t)$. Here $P_i^{(n)}(t)$, $i \geq 0$, are Gegenbauer polynomials [16] normalized by $P_i^{(n)}(1) = 1$.

Linear programming bounds for covering radius of spherical designs were obtained by Fazekas and Levenshtein [12, Theorem 2] (see also [17]). They prove that if $C \subset \mathbb{R}$ where $t \geq 0$, then
\begin{equation}
\rho(C) \geq t_{FL} = t_{0,e}^k,
\end{equation}
where $t_{0,e}^k$ is the largest zero of the Jacobi polynomial $P_i^{(\alpha, \beta)}(t)$, $\alpha = \frac{n-3}{2}$, $\beta = \frac{n-3}{2} + e$ [10]. For example, [2] gives $R(n, 4, M) \geq \frac{\tau + \frac{\sqrt{\tau^2 - 4}}{2}}{n+2}$ for every $M \geq D(n, 4) = n(n+3)/2$. Note that the Fazekas-Levenshtein bound does not depend on the cardinality $M$. The bound (2) for even $\tau = 2k$ is attained if $C$ is a tight spherical $(2k)$-design, i.e. a spherical $(2k)$-design on $S^{n-1}$ of cardinality $D(n, 2k)$ (see [3] below). In this case the covering radius is realized by each point of $S^{n-1}$ which is antipodal to a point of $C$.

We remark that tight spherical $(2k)$-designs, $\tau \geq 4$, could possibly exist for $\tau = 2$ and $4$ only (see [1, 2, 3, 13]). If $C \subset S^{n-1}$ is a tight spherical $4$-design, then $n = (2m+1)^2 - 3$, where $m$ is a positive integer. Examples are known for $m = 1$ and $m = 2$ only.

In this paper we obtain lower and upper bounds on the covering radius $\rho(C)$ of designs with fixed dimension $n$, even strength $2k$, and cardinality. While the Fazekas-Levenshtein bound (2) depends on the strength only, our bounds are also function of the cardinality of the designs of considered dimension and strength. To this end, we apply in appropriate combinations polynomials in Definition 1.3. Our approach for lower bounds requires certain signed measure which is positive definite up to certain degree and therefore defines a sequence of orthogonal polynomials which appears good for our purposes. Finally in this description, we underline that we investigate the structure of $C$ with respect to point(s) where the covering radius $\rho(C)$ is attained. Our upper bounds techniques is applied for odd strengths as well.

In Section 2 we introduce the Delsarte-Goethals-Seidel bound, some notation and the required signed measure. The properties of the generated series of orthogonal polynomials are studied in Section 3. Section 4 is devoted to the lower bounds where different techniques are applied depending how close to $-1$ is the smallest inner product of a point where the covering radius is attained. Upper bounds are obtained in Section 5. Examples of new bounds are shown in tables in Sections 4 and 5.

2. Preliminaries

2.1. Delsarte-Goethals-Seidel bound. For fixed dimension $n \geq 2$ and strength $\tau \geq 1$ the minimum cardinality of a spherical $\tau$-design $C \subset S^{n-1}$ is bounded from below by Delsarte-Goethals-Seidel [11] as follows:
\begin{equation}
|C| \geq D(n, \tau) := \binom{n + k - 2 + e}{n - 1} + \binom{n + k - 2}{n - 1},
\end{equation}
where $\tau = 2k - 1 + e$, $e \in \{0, 1\}$. This bound (3) is rarely attained. Improvements were obtained [8, 13, 14] but it is still unknown, for example, if there exist spherical 4-designs of 10 points on $S^2$. On the other hand, it was shown by Bondarenko, Radchenko and Viazovska [4, 5] that for fixed dimension $n$ and strength $\tau$ there exist spherical $\tau$-designs on $S^{n-1}$ for any cardinality $N \geq C_n \tau^{n-1}$, where the constant $C_n$ depends on the dimension $n$ only.
2.2. Notations for the structure of spherical designs. We are interested in the structure of designs whose cardinality is close to the bound \( \lfloor \frac{(n-1)^2}{2} \rfloor \). Apart from the interest here, we believe that our approach could be useful for proving nonexistence results (see \[6\]).

Let \( C \subseteq \mathbb{S}^{n-1} \) be a spherical design. For arbitrary point \( y \in \mathbb{S}^{n-1} \), we consider the (multi)set

\[
I(y) = \{ (x, y) : x \in C \} = \{ t_1(y), t_2(y), \ldots, t_{|C|}(y) \},
\]

where we order \( I(y) \) by \(-1 \leq t_1(y) \leq t_2(y) \leq \cdots \leq t_{|C|}(y) \leq 1 \). Note that \( t_{|C|}(y) = 1 - d^2(y, C)/2 \) and, in particular, \( t_{|C|}(y) = 1 \iff y \in C \). In what follows we always assume that \( y \) is a point on \( \mathbb{S}^{n-1} \) where the covering radius is realized, in particular \( t_{|C|}(y) = \rho(C) \) (see Lemma \[2.1\] below for a stronger result).

The tight spherical \( 2k \)-designs have \( t_1(y) = -1 \) for every \( y \) realizing the covering radius \[12\] Theorem 3]. Therefore, it is natural and important to investigate how close is \( t_1(y) \) to \(-1 \) at least for cardinalities which are close to the Delsarte-Goethals-Seidel bound \( D(n, 2k) \). We find convenient to consider two cases: \( t_1(y) \in [-1, \ell] \) and \( t_1(y) \geq \ell \) for some \( \ell > -1 \).

We will utilize the following geometric observation on the structure of \( I(y) \).

**Lemma 2.1.** If \( y \) is a point on \( \mathbb{S}^{n-1} \) where the covering radius is realized, then

\[
t_{|C|}(y) = t_{|C|}-1(y) = \cdots = t_{|C|-n+1}(y) = \rho(C).
\]

**Proof.** The point \( y \) is the center of a spherical cap which corresponds to one of the facets \((n-1)\)-dimensional faces) of the convex hull of \( C \). Since every facet has at least \( n \) vertices, the statement follows. \( \square \)

2.3. A signed measure and corresponding orthogonal polynomials. As mentioned above, by \( P_i^{(n)}(t) \) we denote the Gegenbauer polynomials \[16\] of degrees \( i = 0, 1, \ldots \), normalized by \( P_i^{(n)}(1) = 1 \). The measure of orthogonality of Gegenbauer polynomials is

\[
d\mu(t) := c_n(1 - t^2)^{\frac{n-2}{2}} dt, \quad t \in [-1, 1], \quad c_n := \Gamma\left(\frac{n}{2}\right)/\sqrt{\pi}\Gamma\left(\frac{n-1}{2}\right).
\]

Recall that a signed Borel measure \( \nu \) on \( \mathbb{R} \) for which all polynomials are integrable is called positive definite up to degree \( m \) if \( \int p^2(t) d\nu(t) > 0 \) for all real nonzero polynomials \( p(t) \) of degree at most \( m \).

It was proved in \[9\] Lemma 2.2] that the signed measure

\[
d\mu(t) := c_{n, \ell}(t - \ell) d\nu(t), \quad t \in [-1, 1], \quad c_{n, \ell} := -1/\ell.
\]

is positive definite up to degree \( k - 1 \) provided that \( \ell < k_{1,1} \), where \( k_{1,1} \) is the smallest zero of the Gegenbauer polynomial \( P_k^{(n)}(t) \). This implies (see Corollary 2.3 in \[9\]) the existence of a finite sequence of polynomials \( (P_i^{0,\ell}(t))_{i=0}^k \) which are orthogonal with respect to \( d\mu(t) \). Moreover, with the normalization \( P_i^{0,\ell}(1) = 1 \) these polynomials are uniquely determined by the Gram-Schmidt orthogonalization. This allows us to write (see \[4\] below) explicitly \( P_i^{0,\ell}(t) \) via the Christoffel-Darboux kernel

\[
T_i(u, v) := \sum_{j=0}^{i} r_j P_j^{(n)}(u) P_j^{(n)}(v).
\]

The boundary case \( \ell = -1 \) leads to polynomials which Levenshtein \[13\] denoted by \( P_i^{0,-1}(t) \) and which are in fact (normalized) Jacobi polynomials with parameters \((\alpha, \beta) = ((n-3)/2,(n-1)/2)\).

The parameter \( k \) henceforth comes from \( \tau = 2k \), the strength of designs under consideration.
3. Properties of the polynomials $P_{i}^{0,\ell}(t)$

3.1. Interlacing of roots. The representation (verified in the next theorem)

$$P_{i}^{0,\ell}(t) = \frac{T_{i}(t, \ell)}{T_{i}(1, \ell)} = \frac{(1-\ell) \left( P_{i+1}^{(n)}(t) - P_{i}^{(n)}(t) \frac{P_{i}^{(n)}(\ell)}{P_{i+1}^{(n)}(\ell)} \right)}{(t-\ell) \left( 1 - \frac{P_{i+1}^{(n)}(\ell)}{P_{i}^{(n)}(\ell)} \right)}$$

via the Christoffel-Darboux formula allows us to derive interlacing properties of the zeros of $P_{i}^{0,\ell}(t)$ with respect to the zeros of $P_{j}^{(n)}(t)$, $j = i, i+1$.

We denote by

$$t_{i,1} < t_{i,2} < \cdots < t_{i,i}$$

the zeros of $P_{i}^{(n)}(t)$. For the zeros of $P_{i}^{0,\ell}(t)$ we use the same idea of notation with just adding upper indices 0, $\ell$.

**Theorem 3.1.** Let $\ell$ and $k$ be such that $t_{k+1,1} < \ell < t_{k,1}$ and $P_{k+1}^{(n)}(\ell)/P_{k}^{(n)}(\ell) < 1$. Then

$$P_{i}^{0,\ell}(t) = \frac{T_{i}(t, \ell)}{T_{i}(1, \ell)} = m_{i}^{0,\ell}t^{i} + \cdots, \quad i = 0, 1, \ldots, k,$$

with $m_{i}^{0,\ell} > 0$ and all zeros $\{t_{i,j}^{0,\ell}\}_{j=1}^{i}$ of $P_{i}^{0,\ell}(t)$ are in the interval $[\ell, 1]$. Moreover, the interlacing rules

$$t_{i,j}^{0,\ell} \in (t_{i,j}, t_{i+1,j+1}), \quad i = 1, \ldots, k-1, \quad j = 1, \ldots, i;$$

$$t_{k,j}^{0,\ell} \in (t_{k+1,j+1}, t_{k,j+1}), \quad j = 1, \ldots, k-1, \quad t_{k,k}^{0,\ell} \in (t_{k+1,k+1}, 1),$$

hold.

**Proof.** It follows from the Christoffel-Darboux formula in (4) that $(t-\ell)T_{i}(t, \ell)$ is a linear combination of the polynomials $P_{i+1}^{(n)}(t)$ and $P_{i}^{(n)}(t)$. This immediately implies that the polynomial $T_{i}(t, \ell)$ is orthogonal to any polynomial of degree at most $i-1$ with respect to the measure $d\mu(t)$. Now (3) follows from the positive definiteness of $d\mu(t)$ up to degree $k-1$, the uniqueness of the Gram-Schmidt orthogonalization process and the normalization. The comparison of coefficients in (3) shows that $m_{i}^{0,\ell} > 0$, $i = 0, 1, \ldots, k$.

We proceed with the proof of (3), the location of the zeros of $P_{i}^{0,\ell}(t)$. It follows from (5) and (4) that they are solutions of the equation

$$\frac{P_{i+1}^{(n)}(t)}{P_{i}^{(n)}(t)} = \frac{P_{i+1}^{(n)}(\ell)}{P_{i}^{(n)}(\ell)}.$$

Let $i < k$. Then the zeros of $P_{i+1}^{(n)}(t)$ and $P_{i}^{(n)}(t)$ are interlaced and contained in $[t_{k,1}, t_{k,k}]$. Since $P_{i+1}^{(n)}(\ell) = (-1)^{i}$, the right hand side of (7) is a negative constant. The left hand side $P_{i+1}^{(n)}(t)/P_{i}^{(n)}(t)$ has simple poles at $t_{i,j}, \quad j = 1, \ldots, i$, and simple zeros at $t_{i+1,j}, \quad j = 1, \ldots, i+1$. Therefore, there is at least one solution $t_{i,j}^{0,\ell}$ of (7) on every subinterval $(t_{i,j}, t_{i+1,j+1}), \quad j = 1, \ldots, i$, which accounts for all zeros of $P_{i}^{0,\ell}(t)$.

If $i = k$, then it follows from $t_{k+1,1} < \ell < t_{k,1}$ that $P_{k+1}^{(n)}(\ell)/P_{k}^{(n)}(\ell) > 0$. Moreover, we can account as above for the first $k-1$ solutions of (7), namely

$$t_{k,j}^{0,\ell} \in (t_{k+1,j+1}, t_{k,j+1}), \quad j = 1, \ldots, k-1.$$
For the last zero of \( P_k^{0,\ell}(t) \) we utilize the fact that \( P_{k+1}^{0}(t)/P_k^{0}(t) > 0 \) for \( t \in (t_{k+1,k+1}, 1) \). As limit \( \lim_{t \to 1} P_{k+1}^{0}(t)/P_k^{0}(t) = \infty \), we have one more solution \( t_{k,k}^{0,\ell} = t_{k+1,k+1} \) of \( (8) \). Finally, since \( P_{k+1}^{0}(t)/P_k^{0}(t) < 1 = P_{k+1}^{0}(1)/P_k^{0}(1) \) by assumption, we conclude that \( t_{k,k}^{0,\ell} < 1 \). \( \square \)

**Remark 3.2.** In general, the polynomial \( P_k^{0,\ell}(t) \) is well defined for all \( t_{k+1} < \ell < t_{k,k} \), but its largest root leaves the interval \([-1, 1]\) and the leading coefficient becomes negative when (as the proof above shows) the condition \( P_{k+1}^{0}(\ell)/P_k^{0}(\ell) < 1 \) is not satisfied.

We next describe the three-term recurrence relation for the polynomials \( P_k^{0,\ell}(t) \). The positive definiteness of the measure \( d\mu(t) \) implies that

\[
i_i^{0,\ell} := \left( \int_{-1}^{1} \left( P_i^{0,\ell}(t) \right)^2 d\mu(t) \right)^{-1} > 0, \quad i = 0, 1, \ldots, k - 1.
\]

Then the three-term recurrence relation for \( P_i^{0,\ell}(t) \) can be written as

\[
(t - a_i^{0,\ell}) P_i^{0,\ell}(t) = b_i^{0,\ell} P_{i+1}^{0,\ell}(t) + c_i^{0,\ell} P_{i-1}^{0,\ell}(t),
\]

\( i = 1, 2, \ldots, k - 1 \), where the coefficients are given by

\[
b_i^{0,\ell} = \frac{m_{i+1}^{0,\ell}}{m_i^{0,\ell}} > 0, \quad c_i^{0,\ell} = \frac{r_{i-1}^{0,\ell} - b_{i-1}^{0,\ell}}{r_i^{0,\ell}} > 0, \quad a_i^{0,\ell} = 1 - b_i^{0,\ell} - c_i^{0,\ell}.
\]

The initial conditions are \( P_0^{0,\ell}(t) = 1 \) and \( P_1^{0,\ell}(t) = (n\ell + 1)/(n\ell + 1) \). We also note that the orthogonality implies that the zeros of the polynomials \( P_k^{0,\ell}(t) \) interlace; i.e.,

\[
t_{j, i}^{0,\ell} < t_{j, i-1}^{0,\ell} < t_{j, i+1}^{0,\ell}, \quad i = 1, 2, \ldots, j - 1.
\]

### 3.2. A quadrature formula.

The next theorem involves the zeros of \( P_k^{0,\ell}(t) \) in a positive quadrature formula of Gauss-Jacobi type. We denote by \( L_i(t) \), \( i = 0, 1, \ldots, k \), the Lagrange basic polynomials generated by the nodes \( \ell < t_{k, 1}^{0,\ell} < t_{k, 2}^{0,\ell} < \cdots < t_{k, k}^{0,\ell} \) and set

\[
\theta_i := \int_{-1}^{1} L_i(t)d\mu(t), \quad i = 0, 1, \ldots, k.
\]

**Theorem 3.3.** Let \( t_{k, 1}^{0,\ell} < t_{k, 2}^{0,\ell} < \cdots < t_{k, k}^{0,\ell} \) be the zeros of the polynomial \( P_k^{0,\ell}(t) \). Then the quadrature formula

\[
f_0 = \int_{-1}^{1} f(t)d\mu(t) = \theta_0 f(\ell) + \sum_{i=1}^{k} \theta_i f(t_{k,i}^{0,\ell})
\]

is exact for all polynomials of degree at most \( 2k \) and has positive weights \( \theta_i > 0, \quad i = 0, 1, \ldots, k \).

**Proof.** We first observe that \( (8) \) is exact for the Lagrange basis at \( k + 1 \) nodes as defined above and hence for all polynomials of degree at most \( k \). Indeed, any such polynomial can be written as

\[
f(t) = f(\ell)L_0(t) + \sum_{i=1}^{k} f(t_{k,i}^{0,\ell})L_i(t)
\]

and integration over \([-1, 1]\) with respect to \( \mu(t) \) gives the result.

Given a polynomial \( f(t) \) of degree at most \( 2k \), we divide it by \( (t - \ell)P_k^{0,\ell}(t) \) and write

\[
f(t) = (t - \ell)P_k^{0,\ell}(t)q(t) + r(t),
\]

then

\[
f(t) = \int_{-1}^{1} f(t)d\mu(t) = \theta_0 f(\ell) + \sum_{i=1}^{k} \theta_i f(t_{k,i}^{0,\ell}) + \int_{-1}^{1} r(t)d\mu(t).
\]

Since the left-hand side is exact, so is the right-hand side, as the integral on the right is exact by the assumption that \( f(t) \) is a polynomial of degree at most \( 2k \)
where \( q(t) \) has degree at most \( k - 1 \) and \( r(t) \) has degree at most \( k \). We again integrate over \([-1, 1]\) with respect to \( \mu(t) \) and use the orthogonality of \( P^{0, \ell}_k(t) \) to all polynomials of degree at most \( k - 1 \) with respect to \( d\mu_\ell(t) \) to see that

\[
f_0 = r_0 = \theta_0 r(\ell) + \sum_{i=1}^k \theta_i r(t_{k,i}^{0,\ell}) = \theta_0 f(\ell) + \sum_{i=1}^k \theta_i f(t_{k,i}^{0,\ell})
\]

by (4). Therefore (5) holds true for all polynomials of degree at most \( 2k \).

We now show the positivity of the weights \( \theta_i, i = 0, \ldots, k \). First we fix \( i \in \{1, 2, \ldots, k\} \) and substitute \( f(t) = (t - \ell) (u_i(t))^2 \) in (5), where

\[
u_i(t) = \frac{P_k^{0,\ell}(t)}{t - t_{k,i}^{0,\ell}}, \quad \text{deg}(u_i) = k - 1,
\]

(i.e., \( f(t) \) is of degree \( 2k - 1 \) and is eligible for exactness in (5)) to obtain

\[
f_0 = \theta_i (t_{k,i} - \ell) \left( u_i(t_{k,i}^{0,\ell}) \right)^2.
\]

On the other hand, we have

\[
f_0 = \int_{-1}^1 (t - \ell) (u_i(t))^2 \, d\mu(t) = \frac{1}{c_{n,\ell}} \int (u_i(t))^2 \, d\mu_\ell(t) > 0
\]

by the positive definiteness up to degree \( k - 1 \) of the measure \( \mu_\ell(t) \). Finally, we use in (5) the polynomial \( f(t) = \left( P_k^{0,\ell}(t) \right)^2 \) of degree \( 2k \) to obtain

\[
\theta_0 f(\ell) = f_0 > 0,
\]

whence \( \theta_0 > 0 \). This completes the proof. \( \square \)

4. IMPROVING THE FAZEKAS-LEVENShteIN BOUND FOR EVEN STRENGTHS

Let \( C \subset S^{n-1} \) be a spherical 2k-design of cardinality \(|C| > D(n, 2k)\). We recall that \( y \in S^{n-1} \) is a point which realizes the covering radius of \( C \) (see Lemma 2.1). It is convenient to use an additional parameter \( \ell \) which is close to \(-1\) and to consider two cases for \( t_1(y) \), namely \( \ell \leq t_1(y) \) and \( t_1(y) \in [-1, \ell] \).

4.1. Case \( \ell \leq t_1(y) \). Lower bounds \(-1 < \ell \leq t_1(y) \) imply improvements of the Fasekas-Levenshtein bound \( t_{FL} \) by using in (4) suitable polynomials and applying the quadrature formula (5).

**Theorem 4.1.** Let \( C \subset S^{n-1} \) be a spherical 2k-design and \( y \in S^{n-1} \) is a point which realizes the covering radius of \( C \). If \( \ell \leq t_1(y) \), then

\[
\rho(C) \geq t_{k,k}^{0,\ell}.
\]

**Proof.** We apply (4) for \( y, C \), and

\[
f(t) = (t - \ell)(t - \rho(C)) \left( \frac{P_k^{0,\ell}(t)}{t - t_{k,k}^{0,\ell}} \right)^2.
\]

Then

\[
f_0|C| = \sum_{j=1}^{|C|} f(t_j(y)) \leq 0
\]
Table 1. Some lower bounds $t_{k,k}^0, \ell$.

| Dimension $n$ | Cardinality $|C|$ | Strength $\tau = 2k$ | $\ell$ | Fazekas-Levenshtein lower bound $\rho(C) \geq t_{k}^{0,1}$ | New lower bound, if $\ell \leq t_1(y)$ $\rho(C) \geq t_{k,k}^{0,\ell}$ |
|---------------|-----------------|------------------|------|-----------------------------------------------|--------------------------------------------------|
| 3             | 10 | 4 | -0.97 | 0.689897 | 0.694892 |
| 3             | 10 | 4 | -0.95 | 0.689897 | 0.698664 |
| 3             | 10 | 4 | -0.9  | 0.689897 | 0.710257 |
| 4             | 15 | 4 | -0.97 | 0.607625 | 0.611772 |
| 4             | 15 | 4 | -0.95 | 0.607625 | 0.614815 |
| 4             | 15 | 4 | -0.9  | 0.607625 | 0.614815 |
| 3             | 17 | 6 | -0.97 | 0.822824 | 0.825859 |
| 3             | 17 | 6 | -0.95 | 0.822824 | 0.828450 |
| 3             | 17 | 6 | -0.9  | 0.822824 | 0.839165 |
| 4             | 31 | 6 | -0.97 | 0.760157 | 0.762785 |
| 4             | 31 | 6 | -0.95 | 0.760157 | 0.764851 |
| 4             | 31 | 6 | -0.9  | 0.760157 | 0.771819 |
| 3             | 26 | 8 | -0.97 | 0.885791 | 0.887931 |
| 3             | 26 | 8 | -0.95 | 0.885791 | 0.890171 |
| 3             | 26 | 8 | -0.9  | 0.885791 | 0.914420 |
| 4             | 56 | 8 | -0.97 | 0.838596 | 0.840453 |
| 4             | 56 | 8 | -0.95 | 0.838596 | 0.842071 |
| 4             | 56 | 8 | -0.9  | 0.838596 | 0.849410 |

since $t_j(y) \in [\ell, \rho(C)]$ for every $j = 1, 2, \ldots, |C|$. On the other hand,

$$f_0|C| = |C| \left( \rho_0 f(\ell) + \sum_{i=1}^{k} \theta_i f(t_{k,i}^{0,\ell}) \right) = |C| \theta_k f(t_{k,k}^{0,\ell})$$

follows from the quadrature formula (8). Therefore $f(t_{k,k}^{0,\ell}) \leq 0$, whence $\rho(C) \geq t_{k,k}^{0,\ell}$. □

In the boundary case $\ell = -1$ Theorem 4.1 gives the Fasekas-Levenshtein bound $\rho(C) \geq t_{k}^{0,1}$. Therefore, we have improvement of the Fasekas-Levenshtein bound whenever it is known (or it is presumed) that $\ell \leq t_1(y)$ for a point $y$ where the covering radius is realized. We present in Table 1 values of $t_{k,k}^{0,\ell}$ for different $\ell$, compared to the Fasekas-Levenshtein bound $t_{FL} = t_{k}^{0,1}$.

4.2. Case $t_1(y) \in [-1, \ell]$. This case is more subtle. In applications of (1) we will have to optimize in two classes of real polynomials. We consider

$$A(n, k, \ell) := \{ f(t) = A^2(t) : \deg(f) = 2k, A(t) \text{ has } k \text{ real zeros in } [\ell, t_{FL}] \},$$
noting that every polynomial from $A(n, k, \ell)$ is decreasing in $[-1, \ell]$, nonnegative in $[\ell, t_{FL}]$, and increasing in $[t_{FL}, 1]$ (recall that $t_{FL} = t^{(0,1)}_k$). Similarly, we use polynomials from the set

$$B(n, k, s) := \{g(t) = (t + 1)B^2(t)(t - s) : \deg(g) = 2k, B(t) \text{ has } k - 1 \text{ real zeros in } [-1, s]\},$$

where the parameter $s$ (close to $t_{FL}$) will be chosen in advance. We underline that every polynomial from $B(n, k, s)$ is nonpositive in $[-1, s]$ and positive and increasing in $[s, 1]$.

The next lemma sets an auxiliary parameter $m(C)$ after optimization in the set $A(n, \tau, \ell)$.

**Lemma 4.2.** Let $f(t) \in A(n, k, \ell)$ and the positive integer $m$ be such that

$$f_0[C] < f(t) + (m + 1)f(t_{FL}).$$

Then $t_{|C|-m}(y) < t_{FL}$.

**Proof.** Assume that $t_{|C|-m}(y) \geq t_{FL}$ for a contradiction, and consider (11) for $C$, $y$, and $f(t)$. Then

$$f_0[C] = \sum_{i=1}^{[C]} f(t_i(y)) \geq f(t_1(y)) + \sum_{i=[C]-m}^{[C]} f(t_i(y)) \geq f(t) + (m + 1)f(t_{FL})$$

since $f(t)$ is decreasing in $[-1, \ell]$ (where $t_1(y)$ lies) and increasing in $[t_{FL}, 1]$ (where the inner products $t_{|C|-m}(y) \leq \cdots \leq t_{|C|}(y) = \rho(C)$ are located), which contradicts to (10). \[\square\]

We define

$$m(C) := \min\{m : \exists f \in A(n, k, \ell) \text{ such that } f_0[C] < f(t) + (m + 1)f(t_{FL})\}.$$  

Lemma 2.4 implies that

$$m(C) \geq n.$$  

**Example 4.3.** We have $m(C) = n = 3$ for $(n, \tau, |C|) = (3, 4, 10)$, the first case, where the existence/nonexistence of spherical 4-designs is undecided. Similarly, for $(n, \tau, |C|) = (4, 4, 15)$ we have $m(C) = n + 1 = 5$. More examples of $m(C)$ will be shown in Table 2 in Section 4 together with our new upper and lower bounds for $\rho(C)$.

**Lemma 4.4.** Let $f(t) \in A(n, k, \ell)$ be such that $f_0[C] < f(t) + (m(C) + 1)f(t_{FL})$. Then $t_{|C|-m(C)}(y) \leq s$, where $s$ is the largest root of the equation

$$f_0[C] - f(t) = (m(C) + 1)f(t).$$

**Proof.** The choice of $m(C)$ shows that $m(C)f(t_{FL}) \leq f_0[C] - f(t) < (m(C) + 1)f(t_{FL})$. Since

$$f_0[C] = f(t) + (m(C) + 1)f(t_{|C|-m(C)})$$

as in the proof of Lemma 4.2 we obtain

$$(m(C) + 1)f(s) = f_0[C] - f(t) \geq (m(C) + 1)f(t_{|C|-m(C)}).$$

Hence $f(s) \geq f(t_{|C|-m(C)})$ and the required inequality follows. \[\square\]

Lemmas 2.2 and 4.4 imply that $t_{|C|-m(C)}(y) \leq s < t_{FL}$. We utilize this in a second optimization dealing with the location of $t_{FL}$. Lemmas 2.1, 4.2 and 4.3 imply that

$$t_{|C|-m(C)}(y) \leq s < t_{FL} \leq t_{|C|-n+1}(y) = \rho(C).$$

Therefore, there exist $j \in \{0, 1, \ldots, m(C) - n\}$ such that

$$t_{|C|-m(C)+j}(y) < t_{FL} \leq t_{|C|-m(C)+j+1}(y).$$

This clarification of the location of $t_{FL}$ with respect to the points of $I(y)$ allows more precise estimations.
Lemma 4.5. If $g(t) \in B(n, k, s)$, then $\rho(C) \geq m_{t_{F_L}}^{(j)}$, where $m_{t_{F_L}}^{(j)}$ is the largest root of the equation

$$jg(t_{F_L}) + (m(C) - j)g(t) = g_0|C|.$$  

Proof. We consider (11) for $C$, $y$, and $g(t)$. Using $t_{|C|-m(C)} \leq s < t_{F_L}$ and (11), we estimate the values of $g(t)$ in the points of $I(y)$ as follows:

$$g(t_i(y)) \leq 0, \quad i = 1, 2, \ldots, |C| - m(C),$$

$$g(t_i(y)) \leq g(t_{F_L}), \quad i = |C| - m(C) + 1, |C| - m(C) + 2, \ldots, |C| - m(C) + j,$$

$$g(t_i(y)) \leq g(\rho(C)), \quad i = |C| - m(C) + j + 1, |C| - m(C) + j + 2, \ldots, |C| - 1, |C|.$$  

Hence, we consecutively have

$$jg(t_{F_L}) + (m(C) - j)g(m_{t_{F_L}}^{(j)}) = g_0|C| = \sum_{i=1}^{\lfloor C/2\rfloor} g(t_i(y)) \leq \sum_{i=|C|-m(C)+1}^{\lfloor C/2\rfloor} g(t_i(y)) + \sum_{i=\lfloor C/2\rfloor}^{\lfloor C/2\rfloor} g(t_i(y)) \leq jg(t_{F_L}) + (m(C) - j)g(\rho(C)).$$

This gives $g(m_{t_{F_L}}^{(j)}) \leq g(\rho(C))$, whence $\rho(C) \geq m_{t_{F_L}}^{(j)}$ by the definition of $m_{t_{F_L}}^{(j)}$ via (12). □

The relation (11) allows refinement of Lemma 4.4 as well.

Lemma 4.6. Let $f(t) \in A(n, k, \ell)$ be such that $f_0|C| < f(t) + (m(C) + 1)f(t_{F_L})$. Then $t_{|C|-m(C)}(y) \leq s^{(j)}$, where $s^{(j)}$ is the largest root of the equation

$$f_0|C| = (j + 1)f(t) + f(t) + (m(C) - j)f(t_{F_L}).$$  

Proof. In (11) with $f$, $C$ and $y$ we have $f(t_i(y)) \geq f(\ell),

f(t_i(y)) \geq 0, \quad i = 2, 3, \ldots, |C| - m(C) - 1,$

$$f(t_i(y)) \geq f(t_{|C|-m(C)}(y)), \quad i = |C| - m(C), |C| - m(C) + 1, \ldots, |C| - m(C) + j,$$

$$f(t_i(y)) \geq f(t_{F_L}), \quad i = |C| - m(C) + j + 1, |C| - m(C) + j + 2, \ldots, |C| - 1, |C|.$$  

Using these, we consecutively obtain

$$f(t) + (j + 1)f(s^{(j)}) + (m(C) - j)f(t_{F_L}) = f_0|C| = \sum_{i=1}^{\lfloor C/2\rfloor} f(t_i(y)) \geq f(t) + \sum_{i=|C|-m(C)}^{\lfloor C/2\rfloor} f(t_i(y)) + \sum_{i=|C|-m(C)+1}^{\lfloor C/2\rfloor} f(t_i(y)) \geq f(t) + (j + 1)f(t_{|C|-m(C)}(y)) + (m(C) - j)f(t_{F_L}).$$

We obtain $f(s^{(j)}) \geq f(t_{|C|-m(C)}(y))$, whence $t_{|C|-m(C)}(y) \leq s^{(j)}$ by the definition of $s^{(j)}$ via (13). □
4.3. A procedure for finding new lower bounds. In the case $t_1(y) \in [-1, \ell]$, for each fixed $j \in \{0, 1, \ldots, m(C) - n\}$, we can start an iterative procedure with Lemmas 4.3 and 4.6 for obtaining consecutive improvements of $s^{(j)}$ and $m_{\ell, e}^{(j)}$. This procedure may converge to some bounds or may be divergent which will mean nonexistence of designs with the corresponding parameters (dimension, strength, and cardinality).

The better bound $\rho(C) \geq t_{k, \ell}^0$ when $t_1(y) \geq \ell$ allows starting a similar procedure with analogs of Lemmas 4.3 and 4.6 as the only difference will be the absence of $\ell$.

**Example 4.7.** Considering again $(n, \tau, |C|) = (3, 4, 10)$ (recall that $m(C) = n = 3$ in this case, i.e. $j = 0$ only), we obtain for $\ell = -0.97$ that $\rho(C) \geq 0.724753$ if $t_1(y) \in [-1, -0.97]$ and $\rho(C) \geq 0.728787$ if $t_1(y) \geq -0.97$. Therefore, we have $\rho(C) \geq 0.724753$ in the worst case.

Similarly, for $(n, \tau, |C|) = (4, 4, 15)$ (note that now $m(C) = 5$, i.e. $j = 0, 1$), we obtain for $\ell = -0.97$ that $\rho(C) \geq 0.625572$ if $t_1(y) \in [-1, -0.97]$ and $\rho(C) \geq 0.627354$ if $t_1(y) \geq -0.97$ for $j = 0$: $\rho(C) \geq 0.616854$ if $t_1(y) \in [-1, -0.97]$ and $\rho(C) \geq 0.619259$ if $t_1(y) \geq -0.97$ for $j = 1$. Summarizing, we conclude that $\rho(C) \geq 0.616854$ in the worst case.

Further results of this procedure with new lower bounds are given in a table below along with upper bounds in the corresponding cases.

5. Upper bounds

In this section we obtain upper bounds for the covering radius of spherical designs of fixed dimension, strength and cardinality. Note that our approach works both for odd and even strengths.

**Remark 5.1.** Upper bounds for covering radius of spherical designs were presented by the authors in [10] but were never recorded in a journal publication.

5.1. General upper bounds. Using Lemma 2.1 we write (1) for $y, C$ and $f(t), \deg(f) \leq \tau(C)$, as

$$n f(\rho(C)) + \sum_{i=1}^{|C| - n} f(t_i(y)) = f_0|C|.$$  (14)

The identity (14) provides upper bounds for $\rho(C)$ as follows.

**Theorem 5.2.** (Linear programming upper bounds of the covering radius of spherical designs) Let $f(t), \deg(f) \leq \tau$, be a real polynomial which is nonnegative in $[-1, t_{FL}]$ and increasing in $[t_{FL}, 1]$. Then for every $\tau$-design $C \subset S^{n-1}$ we have

$$\rho(C) \leq m_u,$$

where $m_u$ is the largest root of the equation $n f(t) = f_0|C|$.

**Proof.** Under the assumptions of the theorem we have $f(t_i(y)) \geq 0$ for $1 \leq i \leq |C| - n$. Also, Lemma 2.1 implies $f(t_i(y)) = f(\rho(C))$ for $|C| - n + 1 \leq i \leq |C|$. Then (14) gives the inequality $n f(\rho(C)) \leq f_0|C|$. Since $f(t)$ is increasing in the interval $[t_{FL}, +\infty)$, this implies our claim. $\square$

The following theorem shows which kind of extremal polynomials should be investigated.

**Theorem 5.3.** The best polynomials for use in Theorem 5.2 are $f(t) = (t + 1)^{\tau} A^2(t)$, where $\tau = 2k - e, e \in \{0, 1\}$, $\deg(A) = k - e$ and $A(t)$ has $k - e$ zeros in $[-1, t_{FL}]$.

**Proof.** Assume for a contradiction that $f(t) = B(t)D(t)$, where $B(t) \geq 0$ has only double zeros in $[-1, 1]$ and possibly $-1$ as a zero and $D(t)$ is a nonconstant polynomial which does not have zeros in $[-1, 1]$. Then there exists (small enough) $\varepsilon > 0$ such that $g(t) = B(t)(D(t) - \varepsilon) \geq 0$ for $t \in [-1, 1].$
Denote by \( t^{(u)}_1 \) and \( t^{(u)}_2 \) the largest roots of the equations \( nf(t) = f_0|C| \) and \( ng(t) = g_0|C| \), respectively. We will show that there exists some \( \varepsilon \) such that \( t^{(u)}_2 < t^{(u)}_1 \), i.e. the polynomial \( g(t) \) gives better upper bound on \( \rho(C) \), thus obtaining a contradiction.

Since the derivative of \( g(t) \) is \( g'(t) = f'(t) - \varepsilon B'(t) > 0 \) for every \( t \in [t_{FL}, 1] \) and for small enough fixed \( \varepsilon \), the polynomial \( g(t) \) is strictly increasing (for such \( \varepsilon \)). Then the inequality \( t^{(u)}_2 < t^{(u)}_1 \) follows from \( g(t^{(u)}_2) < g(t^{(u)}_1) \), which is equivalent to

\[
\varepsilon < \frac{|C|(f_0 - g_0)}{nB(t^{(u)}_1)}.
\]

We have \( g_0 = f_0 - \varepsilon b_0 \), where \( b_0 \) is the first coefficient in the Gegenbauer expansion of \( B(t) \). Since \( b_0 = c_n f^{1}_{-1} B(t)(1 - t^2)^{(n-3)/2}dt > 0 \), we have \( g_0 < f_0 \). Therefore \( \frac{|C|(f_0 - g_0)}{nB(t^{(u)}_1)} > 0 \) and it is clear now that we can choose the necessary small enough \( \varepsilon \).

The best polynomials \( A(t) \) still have to be found. We pursue this for \( \tau = 4 \) below.

### 5.2. Upper bounds for spherical 4-designs

We now find the optimal polynomials in Theorem 5.2 for \( \tau = 4 \).

**Theorem 5.4.** If \( C \subset \mathbb{S}^{n-1} \) is a spherical 4-design, then

\[
\rho(C) \leq u(a_0, b_0),
\]

where the function \( u(a, b) \) and the (optimal) parameters \( a_0 \) and \( b_0 \) are defined in the proof.

**Proof.** Let \( f(t) = (t^2 + at + b)^2 \), where \( a \) and \( b \) are parameters to be optimized. Then

\[
f_0 = b^2 + \frac{a^2 + 2b}{n} + \frac{3}{n(n+2)}
\]

and we have to consider the inequality

\[
(\rho(C))^2 + a\rho(C) + b)^2 \leq \frac{|C|}{n} \left( b^2 + \frac{a^2 + 2b}{n} + \frac{3}{n(n+2)} \right).
\]

We obtain

\[
\rho(C) \leq u(a, b) := -\frac{a}{2} + \frac{1}{2} \left( a^2 - 4b + 4 \sqrt{\frac{|C|}{n}} \left( b^2 + \frac{a^2 + 2b}{n} + \frac{3}{n(n+2)} \right) \right)^{1/2},
\]

where we have to minimize the function \( u(a, b) \). Using the standard approach via partial derivatives we obtain the following optimal values of \( a \) and \( b \)

\[
\begin{align*}
b_0 &:= \frac{3n(n+1) - (n+2)|C| + \sqrt{n(n-1) [2(n+2)|C| - 3n(n+3)]}}{n(n+2) [ |C| - 2n ]}, \\
a_0 &:= \frac{nb_0 + 1}{n} \sqrt{\frac{|C|(nb_0 + 1) - n^2b_0}{nb_0 + 2}}.
\end{align*}
\]

The corresponding bound \( \rho(C) \leq u(a_0, b_0) \) is rather long to be stated here.

**Example 5.5.** Looking again in the first open case \( (n, \tau, |C|) = (3, 4, 10) \), we obtain (for \( b_0 = \frac{\sqrt{67} - 7}{30} \) and \( a_0 = \frac{(3+\sqrt{69})\sqrt{45+10\sqrt{69}}}{150} \)) the upper bound \( \rho(C) \leq u(a_0, b_0) \approx 0.754443 \).
Table 2.

| Dimension | Cardinality | \( m(C) \) | Fazekas-Levenshtein lower bound \( \rho(C) \geq t_{2,1}^{0.97} \) | New lower bound, \( \ell = -0.97 \) | Upper bound, Theorem 5.4 |
|-----------|-------------|------------|-------------------------------------------------|---------------------------------|-------------------|
| 3         | 10          | 3          | 0.689897                                         | 0.724753                        | 0.7545            |
| 3         | 11          | 4          | 0.689897                                         | 0.694717                        | 0.7794            |
| 4         | 15          | 5          | 0.607625                                         | 0.616854                        | 0.6918            |
| 4         | 16          | 5          | 0.607625                                         | 0.610537                        | 0.7072            |
| 5         | 21          | 7          | 0.546918                                         | 0.550012                        | 0.6503            |
| 5         | 22          | 8          | 0.546918                                         | 0.548132                        | 0.6604            |
| 6         | 28          | 10         | 0.500000                                         | 0.501717                        | 0.6198            |
| 6         | 29          | 10         | 0.500000                                         | 0.501288                        | 0.6269            |
| 7         | 36          | 13         | 0.462475                                         | 0.463455                        | 0.5960            |
| 7         | 37          | 13         | 0.462475                                         | 0.462961                        | 0.6012            |
| 8         | 45          | 16         | 0.431662                                         | 0.431663                        | 0.5766            |
| 8         | 46          | 17         | 0.431662                                         | 0.432103                        | 0.5805            |
| 9         | 55          | 20         | 0.405827                                         | 0.405915                        | 0.5602            |
| 9         | 56          | 21         | 0.405827                                         | 0.406039                        | 0.5633            |
| 10        | 66          | 25         | 0.383795                                         | 0.383922                        | 0.5461            |
| 10        | 67          | 25         | 0.383795                                         | 0.383972                        | 0.5486            |

In the table below we present new lower and upper bounds for the covering radius of spherical 4-designs in dimensions \( 3 \leq n \leq 10 \) and cardinalities \( |C| = D(n, 4) + 1 \) and \( D(n, 4) + 2 \). The lower bounds are truncated after the sixth digit while the upper bounds are rounded from in the fourth digit.

5.3. Upper bounds for antipodal 3- and 5-designs. A spherical design \( C \) is called antipodal if \( C = -C \). Since the set \( I(y) \) is symmetric for antipodal designs, only small modifications in Lemma 2.1 the identity (14) and Theorem 5.2 are needed. Indeed, we have

\[ t_i = t_{|C|+i+1}, \quad i = 1, 2, \ldots, n, \]

in Lemma 2.1 and the equation in Theorem 5.2 becomes \( 2nf(t) = f_0|C| \). Recall that the Fazekas-Levenshtein bound (2) for \( (2k-1) \)-designs is \( t_{FL} = t_{k,k}^{0.97} \).

The upper bounds for antipodal designs are easier for \( \tau = 3 \) and \( \tau = 5 \). We are able to obtain an explicit bound in these cases for all dimensions and cardinalities.

**Theorem 5.6.** If \( C \) is an antipodal 3-design, then

\[ t_{FL} = \frac{1}{\sqrt{n}} \leq \rho(C) \leq \frac{1}{n} \sqrt{\frac{|C|}{2}}. \]
Proof. We use $f(t) = t^2$ in Theorem 5.2 for antipodal designs. Then $f_0 = 1/n$ and we have to find the largest root of the equation $2n^2t^2 = |C|$. □

Theorem 5.7. If $C$ is an antipodal 5-design, then

$$t_{FL} = \left(\frac{3}{n+2}\right)^{1/2} \leq \rho(C) \leq \left(\frac{1}{n} + \frac{1}{n}\sqrt{\frac{(n-1)(|C|-2n)}{n(n+2)}}\right)^{1/2}.$$  

Proof. We apply Theorem 5.2 polynomial $f(t) = (t^2-a)^2$, where the optimal value of $a \in [-t_{FL}, t_{FL}]$ will be determined. We have $f(t_i) \geq 0$ for $n+1 \leq i \leq |C| - n$. Then (14) gives

$$2nf(\rho(C)) = n[f(\rho(C)) + f(-\rho(C))] \leq f_0|C| = \left(a^2 - \frac{2a}{n} + \frac{3}{n(n+2)}\right)|C|.$$  

Since $f(t)$ is positive and increasing in $[t_{FL}, +\infty)$, this implies

$$(\rho(C))^2 \leq a + \left(\frac{|C|(a^2 - 2a/n + 3/n(n+2))}{2n}\right)^{1/2}.$$  

The right-hand side is minimized for

$$a = \frac{1}{n} - 2\sqrt{\frac{n-1}{n(n+2)(|C|-2n)}}$$  

which gives the desired bound. We used Maple to deal with this case. □
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