Calibration method of 1D laser rangefinder for large-scale 3D measurement under harsh environment
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Abstract Vision measurement has encountered the bottlenecks in capturing and processing the images of laser spots under harsh working environment of strong sunshine and complex background. Breaking through the camera calibration, we propose that the corresponding relationship between pixel coordinates of laser spots, but not the camera, and measurement distances generated from laser rangefinder is directly calibrated under good working environment. The pixel coordinates of laser spots can be obtained from the calibration model and measurement distances during practical measurement. The imaging of laser spots by camera is no longer needed. Experimental results demonstrate that the measurement errors are in the millimeter level within 20 m distance outdoors.
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1. Introduction

The combination of laser rangefinder (LRF) and camera has been widely applied in various industrial measurements, such as the acquisition of urban models [1, 2, 3, 4], pedestrian detection [5, 6], robot motion planning [7] and smart car [8, 9]. In these cases, it is necessary to know in advance the relative pose between camera and LRF for projecting the depth readings into the images.

The vast majority of applications are the fusion of 2D or 3D LRF and camera. Different extrinsic calibration techniques have been proposed in the literatures [10, 11, 12, 13, 14, 15, 16]. Q. Zhang and R. Pless presented an extrinsic calibration method to estimate the orientation and position of a camera with respect to a 2D LRF for the robot [17]. The proposed method requires several poses of planar pattern, and a geometric constraint on the extrinsic camera parameters is imposed. F. Vasconcelos et al. proposed a minimal solution for the extrinsic calibration of a camera and a LRF [18]. The calibration is achieved by freely moving a checkerboard pattern in front of the two sensors to obtain the plane poses in camera coordinate system and depth readings in the LRF coordinate system.

Because only providing 1D length data, 1D LRF is seldom studied while it is very common in the engineering and industrial applications. Recently the 1D LRF and camera are applied in the gun assembling smart targeting system. Z. Liu et al. proposed a method for calibrating the relative position and orientation of a 1D LRF and single camera [19]. The proposed method requires a checkerboard to establish constraint equation, and the internal parameters of visible and infrared cameras must be calibrated.

According to the scale of measurement space, the 3D measurement tasks are roughly divided into large-scale measurement, regular scale measurement, and micro/nano scale measurement. This paper is mainly concerned with the large-scale measurement under harsh working environment. The measurement distance is from several meters to tens of meters and permissible measurement error is in the millimeter level. Concerning vision measurement, the harsh working environment is strong sunshine and complex background in this paper. Vision measurement has encountered the bottlenecks in capturing and processing the images of laser spots under harsh working environment. The laser spots generated from LRF cannot be captured by camera under strong sunshine and complex background. In other words, the camera cannot be employed for capturing the images of laser spots. The above proposed methods for calibrating the rigid-body transformation between LRF and camera are no longer applicable.

Aiming at solving this problem, we propose that the corresponding relationship between pixel coordinates of laser spots on the imaging plane and measurement distances generated from 1D LRF is directly calibrated under good working environment. In this proposed method, the pixel coordinate system, but not the camera coordinate system, is adopted during the calibration procedure. In other words, the pixel coordinates of laser spots and measurement distances are calibrated, but not the camera. The pixel coordinates of laser spots can be obtained from the calibration model and measurement distances during practical measurement. The imaging of laser spots by camera is no longer needed.

2. Calibration principle

The calibration principle is shown in Fig. 1. The coordinate system of camera is defined as Oₓ, y, z. The coordinate system on the imaging plane is defined as Ox₀. In the coordinate system of Oₓ, y, z, the starting point of measurement distance of LRF is defined as P₁₀(x₁₀, y₁₀, z₁₀) and the direction vector of laser beam is defined as \( \bar{v}_L = (i, j, k) \). The laser beam of LRF can be expressed as...
where $t$ represents the length coefficient.

$$L(t) = P_{L0} + t \cdot \vec{v}_L$$  \hspace{1cm} (1)$$

The laser spot on the target plane is defined as $P_{L1}(x_{L1}, y_{L1}, z_{L1})$. The distance between $P_{L0}$ and $P_{L1}$ is defined as $L$, which can be obtained from LRF. The 3D coordinate of laser spot on the target plane can be described as

$$\begin{bmatrix}
x_{L1} \\
y_{L1} \\
z_{L1}
\end{bmatrix} = \begin{bmatrix}
x_{L0} + L \cdot i \\
y_{L0} + L \cdot j \\
z_{L0} + L \cdot k
\end{bmatrix}$$ \hspace{1cm} (2)$$

The projection point of laser spot from the target plane onto the imaging plane is defined as $P(X, Y)$. Based on the perspective projection model [20, 21], the 2D coordinate of projection point on the imaging plane in the coordinate system of $Oxy$ can be expressed as

$$\begin{bmatrix}
x \\
y
\end{bmatrix} = f \begin{bmatrix}
x_{L1} \\
z_{L1}
\end{bmatrix}$$ \hspace{1cm} (3)$$

where $f$ represents the focal length of camera. Combining Eqs. (2) and (3), the corresponding relationship between pixel coordinates of laser spots and measurement distances can be expressed as

$$\begin{bmatrix}
x \\
y
\end{bmatrix} = f \begin{bmatrix}
x_{L0} + L \cdot i \\
z_{L0} + L \cdot k \\
y_{L0} + L \cdot j \\
z_{L0} + L \cdot k
\end{bmatrix}$$ \hspace{1cm} (4)$$

In Eq. (4), $(X, Y)$, $L$ and $f$ are known. The 2D coordinate of projection point $(X, Y)$ can be obtained by image processing. The unknown values are the parameters of laser beam, including the starting point $P_{L0}(x_{L0}, y_{L0}, z_{L0})$ and the direction vector $\vec{v}_L = (i, j, k)$. The target plane is freely moved in front of LRF and camera more than three positions. And more than three sets of $(X, Y)$ and $L$ are obtained. The unknown parameters are derived by least square method and substituted into Eq. (4). The calibration model of pixel coordinates of laser spots on the imaging plane and measurement distances generated from LRF is obtained. From Eq. (4), the changing trend of pixel coordinates of laser spots is a part of hyperbola with the increase of measurement distance. To further optimize the corresponding relationship, the relative installation pose of LRF and camera are taken into account. To simplify the analysis, the Y pixel coordinate is taken as an example. The equation of Y pixel coordinate is expanded and formulated as

$$Y = \frac{j}{k} * f + \frac{y_{L0} - z_{L0} \cdot j}{z_{L0} + L \cdot k} \cdot \frac{j}{k}$$ \hspace{1cm} (5)$$

Assume that the direction vector of laser beam is approximatively parallel to the z-axis of $O_{x}, y, z_{c}$ and the starting point of LRF is approximatively coincided with the origin of $O_{x}, y, z_{c}$. And the measurement distance $L$ is much greater than $y_{L0}$ and $z_{L0}$. The geometric inequality is obtained

$$y_{L0} - z_{L0} \cdot \frac{j}{k} < z_{L0} + L \cdot \frac{k}{j}$$ \hspace{1cm} (6)$$

The Y pixel coordinate can be expressed as

$$Y = \frac{j}{k} * f$$ \hspace{1cm} (7)$$

Thus the changing trend of pixel coordinates of laser spots is converted from a part of hyperbola to a line segment.

The above proposed method is applied to articulated laser vision sensor. The novel sensor mainly consists of two rotary tables, one LRF and one camera. The axes of sensor represent a non-orthogonal shifting architecture [22, 23]. The requirements of structural design, processing technology, assembling, and maintain are greatly lowered. The LRF and camera are mounted on the same rotary table. In actual assembly of articulated laser vision sensor, the direction vector of laser beam can be approximatively parallel to the z-axis of $O_{x}, y, z_{c}$. However, the starting point of LRF cannot be approximatively coincided with the origin. There is a certain distance in the x-axis, which cannot be ignored. Thus the changing trend of X pixel coordinates is a part of hyperbola and the changing trend of Y pixel coordinates is a line segment.

3. Experiments

The calibration setup is shown in Fig. 2. An optical calibration plate is used to receive the laser spots and defined as the target plane. The target plane is freely moved in front of LRF and camera.

The flow chart of calibration procedure is shown in Fig. 3. The calibration distance is approximately from 5 m to 20 m.
The calibration experiment is designed under good working environment. The target plane is placed in 27 positions and 27 images of laser spots are captured. 27 sets of pixel coordinates of laser spots on the imaging plane and measurement distances generated from LRF are obtained. The corresponding relationships are fitted by Levenberg-Marquardt method [27, 28, 29, 30]. The fitting results are shown in Fig. 4, Fig. 5, Table I and Table II.

The pixel coordinates of laser spots on the imaging plane can be obtained from the calibration model and measurement distances during practical measurement. Fortunately, the imaging and extraction of laser spots are no longer needed under harsh working environment. The practical measurement experiment is performed under strong sunshine and complex background outdoors. The flow chart of large-scale 3D measurement is shown in Fig. 6. 39 measured points are placed in different positions, as shown in Fig. 7. The 3D coordinates of measured points are measured by laser tracker, which are defined as reference values. The 3D coordinates of measured points are measured by articulated laser vision sensor, which are defined as measured values. The deviations of measured values and reference values are shown in Fig. 8, Fig. 9, Table III and Table IV.

From the Fig. 7, Fig. 8, Fig. 9, Table III and Table IV, the experimental results are obtained as follows. First, the measurement errors are in the millimeter level within 20 m measurement distance. Second, the measurement error evidently increases with the increase of measurement distance. Third, the measurement error increases with the increase of the horizontal and vertical divergence angles, whose zero reference is shown in Fig. 7.

### Table I. The fitting results of X pixel coordinates. Unit: pixel

| Max deviation | Min deviation | RMSE   |
|---------------|---------------|--------|
| 0.94          | 0.01          | 0.51   |

### Table II. The fitting results of Y pixel coordinates. Unit: pixel

| Max deviation | Min deviation | RMSE   |
|---------------|---------------|--------|
| 0.50          | 0.50          | 0.50   |

---

Fig. 3. The flow chart of calibrating the pixel coordinates and measurement distances.

Fig. 4. The X pixel coordinates and measurement distances.

Fig. 5. The Y pixel coordinates and measurement distances.

Fig. 6. The flow chart of large-scale 3D measurement of articulated laser vision sensor.

Fig. 7. The measured points in different distribution positions.
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