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ABSTRACT. The translation action of $\mathbb{R}^d$ on a translation bounded measure $\omega$ leads to an interesting class of dynamical systems, with a rather rich spectral theory. In general, the diffraction spectrum of $\omega$, which is the carrier of the diffraction measure, lives on a subset of the dynamical spectrum. It is known that, under some mild assumptions, a pure point diffraction spectrum implies a pure point dynamical spectrum (the opposite implication always being true). For other systems, the diffraction spectrum can be a proper subset of the dynamical spectrum, as was pointed out for the Thue-Morse sequence (with singular continuous diffraction) in [17]. Here, we construct a random system of close-packed dimers on the line that have some underlying long-range periodic order as well, and display the same type of phenomenon for a system with absolutely continuous spectrum. An interpretation in terms of ‘atomic’ versus ‘molecular’ spectrum suggests a way to come to a more general correspondence between these two types of spectra.

1. Introduction

It is well-known [25, 30, 8, 26] that pure point diffraction and pure point dynamical spectrum, under some mild assumptions, are equivalent properties of dynamical systems of translation bounded measures on $d$-space. This type of equivalence does not extend to systems with continuous spectrum, as the example of the Thue-Morse sequences shows [17]. The corresponding dynamical system can be defined via the primitive 2-letter substitution rule $a \mapsto ab$, $b \mapsto ba$. It supports a unique shift-invariant probability measure. The diffraction spectrum (for the associated Dirac combs with balanced weights $\pm 1$) is purely singular continuous, while the dynamical spectrum has a non-trivial pure point part in form of the dyadic rationals. This spectral information is not reflected in the diffraction spectrum, no matter whether one works with balanced or general weights.

However, this ‘missing’ part can be extracted from the diffraction of a factor of the Thue-Morse system, the so-called period doubling sequences, which are Toeplitz sequences (the corresponding system can be defined by the substitution rule $a \mapsto ab$, $b \mapsto aa$). For a discussion of the dynamical spectra of both systems, we refer to [27], while the discrepancy with the diffraction spectrum was noticed in [17]. The diffraction spectrum of the Thue-Morse and period doubling systems (in modern terminology) is discussed in detail in [5, 17]; see also the references given there for previous work.

Below, we discuss a simple system that displays a similar phenomenon in the presence of absolutely continuous diffraction. We employ a one-dimensional caricature of a system of dimeric molecules. It has an absolutely continuous diffraction spectrum and an extra point in the dynamical spectrum (for the $\mathbb{Z}$-action of the discrete shift), which is due to the presence of
a superstructure with periodic long-range order. One can recover this extra spectral information by considering the diffraction of a factor of the original system. Our example illustrates the distinction between dynamical and diffraction spectrum in a particularly simple manner.

Let us begin by briefly summarising the basic notions and concepts from diffraction theory and dynamical systems (we refer to [27, 28] and references therein for background on the dynamical systems used here). In our context, it is best to use a measure-theoretic setting for the systems under study, where we rely on the Riesz-Markov representation theorem to identify regular Borel measures on $\mathbb{R}^d$ with (continuous) linear functionals on the space $C_c(\mathbb{R}^d)$ of continuous functions on $\mathbb{R}^d$ with compact support. In particular, we consider unbounded, complex measures $\omega$ on Euclidean space $\mathbb{R}^d$ that are translation bounded, which means that, for each compact set $K \subset \mathbb{R}^d$, we have $\sup_{t \in \mathbb{R}^d} |\omega|_t(K) < \infty$; see [14] for background. Such an $\omega$ describes the realisation of an infinite system, be it a crystal, a quasicrystal or a more general object.

Given such an $\omega$, let $\tilde{\omega}$ be obtained from $\omega$ by reflection in the origin followed by complex conjugation, so that $\tilde{\omega}(g) = \omega(\tilde{g})$ for any continuous function $g$ of compact support, where $\tilde{g}$ is defined via $\tilde{g}(x) = g(-x)$. Given $\omega$, the corresponding autocorrelation measure $\gamma = \gamma_\omega$, or autocorrelation for short, is defined as the volume-averaged (or Eberlein [19]) convolution

$$\gamma = \omega \otimes \tilde{\omega} := \lim_{R \to \infty} \frac{\omega|_R \ast \tilde{\omega}|_R}{\text{vol}(B_R(0))},$$

where $B_R(x)$ is the open ball of radius $R$ and centre $x$, while $\omega|_R$ denotes the restriction of $\omega$ to the ball $B_R(0)$. The limit in Eq. (1) is taken in the vague topology, and will exist in all examples considered later, at least almost surely in the probabilistic sense; for some general results, see [21].

The measure $\gamma$ is positive definite by construction, and hence Fourier transformable. This gives $\hat{\gamma}$, the diffraction measure or diffraction for short, which is a positive measure on $\mathbb{R}^d$ that describes the outcome of kinematic diffraction from $\omega$; see [15] for background and physical applications. The diffraction has a unique decomposition as

$$\hat{\gamma} = (\hat{\gamma})_{pp} + (\hat{\gamma})_{sc} + (\hat{\gamma})_{ac}$$

into its pure point, singular continuous and absolutely continuous parts, where the decomposition of the continuous part is relative to Lebesgue measure. This is the Haar measure on $\mathbb{R}^d$ and also the right reference measure from the physical applications point of view.

A measure $\omega$ is called pure point diffractive when the corresponding diffraction measure satisfies $\hat{\gamma} = (\hat{\gamma})_{pp}$, and similar definitions apply to the other spectral components. Important examples for pure point diffractive systems are perfect crystals and model sets [21, 11, 10], while the Thue-Morse sequence or the Rudin-Shapiro sequence, both with balanced weights, are paradigms for systems with purely singular continuous or purely absolutely continuous diffraction spectra; see [17, 5, 29, 31, 22, 6] and references therein for more. Here and below, a point set $\Lambda \subset \mathbb{R}^d$ is considered as a measure on $\mathbb{R}^d$ via its Dirac comb $\delta_\Lambda := \sum_{x \in \Lambda} \delta_x$, and a sequence $(w_n)_{n \in \mathbb{Z}}$ as a measure on $\mathbb{Z}$ or on $\mathbb{R}$ (or both) via the weighted Dirac comb $\omega = \sum_{n \in \mathbb{Z}} w_n \delta_n$, where $\delta_x$ is the normalised point (or Dirac) measure at $x$. 
In general, it is not adequate to restrict the attention to a single measure $\omega$. Equally relevant are translates of it, written as $\delta_t \ast \omega$, or any other measure that can be approximated arbitrarily well (in the vague topology) by such translates. Thus, one defines the hull $X_\omega$ of $\omega$ as its vague orbit closure under the action of $\mathbb{R}^d$:

$$X_\omega = \{ \delta_t \ast \omega \mid t \in \mathbb{R}^d \}.$$ 

It is clear that the $\mathbb{R}^d$-action is continuous on $X_\omega$, so that $(X_\omega, \mathbb{R}^d)$ is a topological dynamical system. Since $\omega$ is assumed to be translation bounded, the hull $X_\omega$ is compact in the vague topology [30]. More generally, we will consider a compact space $X$ that contains the orbit closure $X_\omega$ and emerges as the ensemble of possible realisations of an ergodic stochastic process.

We equip $X$ with a translation invariant probability measure $\mu$ (which exists by standard arguments), and consider the (measure-theoretic) dynamical system $(X, \mathcal{B}, \mu)$, where $\mathcal{B}$ is the standard Borel $\sigma$-algebra induced by the vague topology; see [16] for background. The measure $\mu$ also permits to consider $(X, \mu)$ as a stochastic process [17, 20, 3], as will be done below, too. The action of $\mathbb{R}^d$ now induces a unitary action on the Hilbert space $L^2(X, \mu)$. If the simultaneous eigenfunctions of the generators of the $\mathbb{R}^d$-action span $L^2(X, \mu)$, one speaks of pure point dynamical spectrum. In general, as before, one can have different spectral types, and one interesting question is the relation between the diffraction and the dynamical spectrum.

What follows, is an attempt to improve this situation by way of some guiding examples. Our focus will be on systems with some absolutely continuous spectrum, as the interest in them has recently been on the increase [34]. Afterwards, we summarise some general observations and formulate a more systematic connection between diffraction and dynamical spectrum.

2. A periodic toy model

All our examples below are built on closed subsets of $\{\pm 1\}^\mathbb{Z}$, which is compact in the obvious product topology. Let us begin with a quick glance at the set

$$X_0 = \{ \ldots - + - | + - + \ldots, \ldots + - + | - + - \ldots \}$$

that consists of the two possible (truly) 2-periodic sequences within $\{\pm 1\}^\mathbb{Z}$. Here and below, we use the shorthand $\pm$ for $\pm 1$ and write a bi-infinite sequence as $w = \ldots w_{-2}w_{-1}|w_0w_1\ldots$, where $|$ denotes the origin. Giving each element of $X_0$ probability $1/2$ defines $\mu_0$, the only possible invariant probability measure on $X_0$, which is thus ergodic. The corresponding dynamical system $(X_0, \mathcal{P}(X_0), \mu_0)$, with $\mathcal{P}(A)$ denoting the power set of $A$, is clearly minimal, hence strictly ergodic; compare [33] for background.

Remark 1. At this stage, we only consider the $\mathbb{Z}$-action induced by the discrete shift operator. Its suspension into a dynamical system under the action of the full translation group $\mathbb{R}$ can later be added as a second step. It is trivial in the sense that one only sees the structure of the unit circle $\mathbb{S}$ in addition, in line with $\mathbb{R}/\mathbb{Z} \simeq \mathbb{S}$. In contrast, the diffraction measures below are always measures on $\mathbb{R}$.
Considering any \( w \in \mathcal{X}_0 \) and turning it into a Dirac comb (viewed as a tempered measure on \( \mathbb{R} \)) via
\[
\omega = \sum_{m \in \mathbb{Z}} h_{w(m)} \delta_m
\]
with arbitrary complex weights \( h_{\pm} \), one quickly checks by routine calculations that the corresponding autocorrelation in both cases reads
\[
\gamma = \frac{|h_+ + h_-|^2}{4} \delta_Z + \frac{|h_+ - h_-|^2}{4} (\delta_{2Z} - \delta_{2Z+1}),
\]
with diffraction measure
\[
\hat{\gamma} = \frac{|h_+ + h_-|^2}{4} \delta_Z + \frac{|h_+ - h_-|^2}{4} \frac{(\delta_{2Z+1})}{2}.
\]
Note that \( \gamma \) and \( \hat{\gamma} \) are to be understood as measures on \( \mathbb{R} \). The last formula follows from an application of the Poisson summation formula for lattice Dirac combs \([11]\), which reads
\[
\hat{\delta}_\Gamma = \text{dens}(\Gamma) \delta_{\Gamma^*}
\]
for a lattice \( \Gamma \) and its dual lattice \( \Gamma^* \). As expected for a periodic structure, \( \hat{\gamma} \) is a pure point measure. Since the original measure \( \omega \) is supported on \( \mathbb{Z} \), its diffraction is 1-periodic \([2]\). The \( 2 \)-periodicity of \( \omega \) in turn results in \( \mathbb{Z}/2 \) as the support of \( \hat{\gamma} \). The latter can alternatively be written as
\[
\hat{\gamma} = \frac{1}{4} (|h_+ + h_-|^2 \delta_0 + |h_+ - h_-|^2 \delta_{1/2}) \ast \delta_Z,
\]
which illustrates both aspects. In particular, when \( h_{\pm} = \pm 1 \), one obtains \( \hat{\gamma} = \delta_{\mathbb{Z}/4} \).

Let us compare this with the dynamical spectrum (under the \( \mathbb{Z} \)-action of the shift). Here, we clearly have \( L^2(\mathcal{X}_0, \mu_0) \cong \mathbb{C}^2 \), and there are two eigenfunctions, \( f \equiv 1 \) (for eigenvalue 1) and \( g \) (for eigenvalue \(-1\)), the latter defined by \( w \mapsto g(w) = w_0 \). Together, they form an orthonormal basis of \( \mathbb{C}^2 \), relative to the inner product \( \langle f | g \rangle = \int_{\mathcal{X}_0} f \overline{g} d\mu \). So, this is a simple example where one clearly sees how pure point diffraction spectrum and pure point dynamical spectrum fit together (and are, in fact, equivalent \([25, 8, 26]\)). We will explain this in more detail later on.

### 3. Close-packed dimers on the line with random orientation

Consider close-packed dimers on the integers, at this stage viewed as empty boxes of length 2 that cover \( \mathbb{Z} \) without overlaps or gaps. There are two possible configurations, which are distinguished by the central box (the latter either occupying the positions 0 and 1, or \(-1\) and \(0\)). Let us now fill the boxes randomly with dimeric ‘molecules’, by distributing weights \( \pm 1 \) such that each dimer carries a 1 and a \(-1\), but in random order (or orientation). So, each box is then either \((+, -)\) or \((-\), +\). The result is a sequence in \( \{\pm 1\}^\mathbb{Z} \), where we now disregard the boxes again (they can always be reconstructed from a given sequence unless it is one of the two periodic sequences from \( \mathcal{X}_0 \)).

The ensemble of all dimeric sequences as described above forms a closed and compact shift space \( \mathcal{X} \), with a continuous action of the group \( \mathbb{Z} \) via the usual shift operation. We call it the dimeric molecule shift, or DMS for short. More precisely, the shift \( S : \mathcal{X} \rightarrow \mathcal{X} \), defined by
(Sw)\textsubscript{n} = w\textsubscript{n+1}, is a continuous automorphism on X and generates an action of \( \mathbb{Z} \). We will come back to this point of view shortly.

Consider a sequence \( w \in X \) and form the corresponding weighted Dirac comb
\[
\omega = w \delta_Z := \sum_{m \in \mathbb{Z}} w_m \delta_m,
\]
which is a translation bounded (signed) measure on \( \mathbb{Z} \) (and also on \( \mathbb{R} \), via the canonical embedding of \( \mathbb{Z} \) in \( \mathbb{R} \)). The corresponding autocorrelation measure (if it exists) is of the form
\[
\gamma = \sum_{n \in \mathbb{Z}} \eta(n) \delta_n,
\]
where the coefficients are given by the limits
\[
\eta(n) = \lim_{N \to \infty} \frac{1}{2N+1} \sum_{m=-N}^{N} w_m w_{m+n},
\]
provided the latter exist.

**Lemma 1.** For any \( n \in \mathbb{Z} \), the autocorrelation coefficient \( \eta(n) \) of the close-packed dimer model on \( \mathbb{Z} \) with random orientation is given by
\[
\eta(n) = \begin{cases} 1, & n = 0 \\ -\frac{1}{2}, & n = \pm 1 \\ 0, & \text{otherwise}. \end{cases}
\]
Consequently, the autocorrelation is \( \gamma = \delta_0 - \frac{1}{2}(\delta_1 + \delta_{-1}) \), which applies to almost all realizations of the DMS process.

**Proof.** The process is clearly stationary and ergodic, so that we can determine \( \eta \) from a typical realization. One has \( \eta(0) = 1 \) for every realization, and \( \eta(n) = \eta(-n) \) for \( n \in \mathbb{Z} \) is clear whenever one of the coefficients exist. So, it remains to show the claim for \( n \in \mathbb{N} \).

Since the sequences with all dimers in the same orientation form a null set, we may assume that at least one position \( i \in \mathbb{Z} \) exists such that \( w_i = w_{i+1} \). In a typical realization, we have infinitely many such positions in the sequence, and they are either all even or all odd. We will use this structure implicitly in what follows.

When \( n \geq 2 \), the values \( w_m \) and \( w_{m+n} \) are independent. Moreover, the sum in Eq. (6) can be split into four sums, each of which is a sum over i.i.d. random variables of Bernoulli type. The strong law of large numbers (SLLN; see [18] for instance for a formulation with the slightly weaker assumption of mere pairwise independence, which will come in handy later on) then tells us that each contribution almost surely vanishes, so that \( \eta(n) = 0 \) in this case.

In the remaining case \( (n = 1) \), every second term is \(-1\) due to the structure of the dimers, which sums to \(-\frac{1}{2}\). The remaining terms are the ones that cross the dimer boundaries, hence contribute 1 or \(-1\) with equal probability and thus (almost surely) do not contribute to the overall sum (again by the SLLN). This gives \( \eta(1) = -\frac{1}{2} \) and the proof is complete. \( \square \)

The corresponding diffraction follows by a straightforward calculation.

**Proposition 2.** The diffraction of the DMS model is given by
\[
\hat{\gamma} = (1 - c) \lambda
\]
with $c(k) = \cos(2\pi k)$, so that the measure $\hat{\gamma}$ is absolutely continuous with respect to Lebesgue measure $\lambda$. □

This particularly simple result is due to the balanced nature of the weights, so that

$$\lim_{N \to \infty} \frac{1}{2N+1} \sum_{n=-N}^{N} w_n = 0$$

holds for all realisations of our process. Let us now consider general weights, which we realise via the mapping $h: \{\pm 1\} \to \mathbb{C}$ that takes values $h_{\pm}$. Given a realisation $w$, the new Dirac comb is then

$$\omega_h = \sum_{m \in \mathbb{Z}} h(w_m) \delta_m = \frac{h_+ + h_-}{2} \delta_\mathbb{Z} + \frac{h_+ - h_-}{2} \omega,$$

where $\omega$ is the Dirac comb of Eq. (5). The new autocorrelation turns out to be

$$\gamma_h = \omega_h \ast \tilde{\omega}_h = \frac{|h_+ + h_-|^2}{4} \delta_\mathbb{Z} + \frac{|h_+ - h_-|^2}{4} \gamma$$

with the $\gamma$ from the balanced weight case of Lemma 1. Note that Eq. (9) holds almost surely (as $\gamma$ does), and rests upon $\delta_\mathbb{Z} \ast \tilde{\delta}_\mathbb{Z} = \delta_\mathbb{Z}$ together with $\delta_\mathbb{Z} \ast \tilde{\omega} = 0$ and $\delta_\mathbb{Z} \ast \omega = 0$. The latter two identities are a consequence of Eq. (7).

The corresponding diffraction measure $\hat{\gamma}_h$ can be calculated via Fourier transform and an application of Proposition 2. It (almost surely) reads

$$\hat{\gamma}_h = \frac{|h_+ + h_-|^2}{4} \delta_\mathbb{Z} + \frac{|h_+ - h_-|^2}{4} (1 - c) \lambda,$$

with $c(k) = \cos(2\pi k)$ as above. This is a measure of mixed type, with a pure point part and an absolutely continuous one. However, the point part is trivial in the sense that it only reflects the lattice support of the Dirac comb $\omega_h$ and thus does not carry any other relevant information on the system. This corresponds to the trivial (constant) eigenfunction of the dynamical spectrum, which we determine next.

4. The DMS and Its Dynamical Spectrum

Let us look at the above model from the viewpoint of dynamical systems. As before, we begin with the $\mathbb{Z}$-action of the shift operator. Given a sequence $w \in \{\pm 1\}^\mathbb{Z}$, let us first define

$$M(w) = \{m \in \mathbb{Z} \mid w_m = w_{m+1}\}.$$  

Note that $M(w) = \emptyset$ precisely for $w \in \mathbb{X}_0$, with $\mathbb{X}_0$ from Eq. (3). The set of all dimeric molecule sequences from Section 3 forms the ensemble

$$\mathbb{X} = \{w \in \{\pm 1\}^\mathbb{Z} \mid M(w) \subset 2\mathbb{Z} \text{ or } M(w) \subset 2\mathbb{Z} + 1\},$$

which is a closed subshift (and hence a compact set). We call a sequence even (odd) when $M(w)$ is non-empty and a subset of $2\mathbb{Z}$ (of $2\mathbb{Z} + 1$). Then, $\mathbb{X}$ splits as

$$\mathbb{X} = \mathbb{X}_+ \cup \mathbb{X}_- \cup \mathbb{X}_0,$$

where $\mathbb{X}_+$ and $\mathbb{X}_-$ denote the closed subsets of even and odd sequences, respectively, while $\cup$ denotes the disjoint union of sets.
The shift $S$ (as defined earlier) is viewed as the (continuous) generator of the action of $\mathbb{Z}$ on $\{\pm 1\}^\mathbb{Z}$. As $\mathcal{X}$ is clearly shift-invariant, we obtain $(\mathcal{X}, S)$ as a topological dynamical system (with $\mathbb{Z}$-action). It is clear from standard arguments that there are invariant probability measures on $\mathcal{X}$. Indeed, the underlying process highlights a natural choice for a measure $\mu$, as is also clear from the proof of Lemma 1. It satisfies $\mu(\mathcal{X}_0) = 0$ together with $\mu(\mathcal{X}_+) = \mu(\mathcal{X}_-) = \frac{1}{2}$. Within $\mathcal{X}_+$, each dimer then has equal probability to be either $(+, -)$ or $(-, +)$, so that the corresponding cylinder sets and their measures are well-defined. We can now view $(\mathcal{X}, \mathcal{B}_\mathcal{X}, \mu)$ as a measure-theoretic dynamical system (under the action of $\mathbb{Z}$ via the shift $S$), where $\mathcal{B}_\mathcal{X}$ is the standard Borel $\sigma$-algebra on $\mathcal{X}$.

Let us next consider the Hilbert space $\mathcal{H} = L^2(\mathcal{X}, \mu)$, with the induced action of $S$ via $U: \mathcal{H} \rightarrow \mathcal{H}$, as defined by $f \mapsto Uf$ with $Uf(w) := f(Sw)$. The inner product is written as

$$\langle f \mid g \rangle = \int_\mathcal{X} f(w) g(w) \, d\mu(w),$$

where $\langle Uf \mid Ug \rangle = \langle f \mid g \rangle$ holds due to the shift invariance of $\mu$. In fact, $U$ is unitary.

The function $\varphi \equiv 1$ is an eigenfunction of $U$ with eigenvalue 1 as usual, but we also have an eigenfunction for the eigenvalue $-1$, namely the one defined by

$$\psi(w) = \begin{cases} 0, & \text{if } w \in \mathcal{X}_0, \\ \pm 1, & \text{if } w \in \mathcal{X}_\pm, \end{cases}$$

which is well-defined because $\mathcal{X}_0$, $\mathcal{X}_+$ and $\mathcal{X}_-$ are measurable sets. Clearly, $\langle \varphi \mid \psi \rangle = 0$, since $\mu(\mathcal{X}_+) = \mu(\mathcal{X}_-) = \frac{1}{2}$, while $\psi^2 = \varphi$ holds $\mu$-almost everywhere. Note also that $\psi$ can be written as a limit via

$$\psi(w) = \lim_{N \to \infty} \frac{2}{2N + 1} \sum_{n=-N}^{N} (-1)^n w_n w_{n+1},$$

which exists for $\mu$-almost all $w \in \mathcal{X}$ by an SLLN argument analogous to that used in the proof of Lemma 1.

So far, we know that the $C$-span of $\varphi$ and $\psi$ is contained in $\mathcal{H}_{\text{pp}}$. To see that we actually have equality here, consider the double shift $S^2$ on $\mathcal{X}$. First, for any $w \in \mathcal{X}$, the entries $w_n$ and $w_{n+2}$ are independent, so that, for any fixed $i \in \mathbb{Z}$, the sequence $(S^{2n}w)_i$ with $w \in \mathbb{Z}$ is a coin tossing sequence. Consequently, $S^2$ must comprise a spectrum of countable Lebesgue type. On the other hand, for any given $w$, the sequences with indices $i$ and $i + 1$ are dependent, which is reflected by the fact that $\mathcal{X}$ is not minimal for the action of $S^2$. Here, $\mathcal{X}_0$, $\mathcal{X}_+$ and $\mathcal{X}_-$ are the non-trivial invariant subspaces. They lead to two eigenfunctions of $S^2$ with eigenvalue 1, namely the characteristic functions $1_+$ and $1_-$ (on $\mathcal{X}_+$ and $\mathcal{X}_-$), with $\varphi = 1_+ + 1_-$ and $\psi = 1_+ - 1_-$ (both holding $\mu$-almost everywhere). Our system is one-dependent in the sense of [I], and can be viewed as the average of two Bernoulli shifts. Consequently, 1 is the only eigenvalue of $S^2$, and no singular continuous contribution exists. The spectral theorem now tells us that $S$ has precisely the two eigenfunctions constructed above and only absolutely continuous spectrum otherwise. In particular, we have no freedom for singular continuous components.

Let us now expand on the continuous part of the spectrum. To this end, we consider the function defined by $w \mapsto \sigma_n(w) = w_n + w_{n+1}$, which is continuous on $\mathcal{X}$ and hence measurable.
A short calculation reveals that
\[ \langle \varphi | \sigma_n \rangle = \langle \psi | \sigma_n \rangle = 0, \]
so that \( \sigma_n \in \mathcal{H}_{pp}^\perp \), while \( U \sigma_n = \sigma_{n+1} \). The smallest \( U \)-invariant subspace of \( \mathcal{H} \) that contains \( \sigma_n \) is thus the cyclic space
\[ \mathcal{C}(\sigma_n) = \bigoplus_{m \in \mathbb{Z}} \mathbb{C} \sigma_m. \]
For any \( m \in \mathbb{Z} \), the spectral measure of \( \sigma_m \) is given by
\[ (14) \quad \langle \sigma_m | U^n \sigma_m \rangle = \int_X (w_m + w_{m+1})(w_{m+n} + w_{m+n+1}) \, d\mu(w) = \delta_{n,0} - \frac{1}{2}(\delta_{n,2} + \delta_{n,-2}), \]
which is a positive definite function on \( \mathbb{Z} \). In its calculation, we have used
\[ \int_X w_m w_{m+k} \, d\mu(w) = \begin{cases} 1, & \text{if } k = 0, \\ -\frac{1}{2}, & \text{if } |k| = 1, \\ 0, & \text{if } |k| \geq 2, \end{cases} \]
which follows by an argument used before for the determination of the autocorrelation coefficients \( \eta(m) \) in Lemma 1.

By the Herglotz-Bochner theorem, the positive definite function \( n \mapsto \langle \sigma_m | U^n \sigma_m \rangle \) is the Fourier transform of a positive measure, which means that
\[ \langle \sigma_m | U^n \sigma_m \rangle = \int_0^1 e^{-2\pi inx} \, d\nu_m(x) \]
for some positive measure \( \nu_m \) on the unit circle \( S \), represented here by the unit interval (with periodic boundary conditions). By routine calculation, one finds
\[ (15) \quad \nu_m = \lambda - \frac{1}{2}(e^{4\pi ik} + e^{-4\pi ik}) \lambda = (1 - \cos(4\pi k)) \lambda, \]
where the bracketed factor is the Radon-Nikodym density of \( \nu_m \) relative to Lebesgue measure \( \lambda \), written as a function of the variable \( k \) (which is equivalent to our previous formulation of a density, as used in Proposition 2 and Eq. (10)). In particular, \( \nu_m \) is absolutely continuous (relative to \( \lambda \)), and does not depend on \( m \). Note that \( \nu_m \) is obtained from the diffraction measure by doubling the argument in its Radon-Nikodym density.

This is one of countably many mutually orthogonal cyclic spaces with absolutely continuous spectral measures, as once again follows from the underlying Bernoulli structure. Together with the two eigenvalues and the absence of a singular continuous part, we have established the following result.

**Proposition 3.** The dynamical spectrum of the DMS under \( \mathbb{Z} \)-action is a mixture of a pure point part and an absolutely continuous one. The eigenvalues are \( \pm 1 \), while the remainder is of countable Lebesgue type. \( \square \)

So far, we have formulated the spectrum ‘naively’, without any reference to harmonic analysis and duality. It is more systematic to include the dual group to \( \mathbb{Z} \) into the picture, which is the unit circle \( S \), conveniently represented by the half-open interval \([0,1)\) together with addition modulo 1. Then, one sees (via the elements of the dual group as characters on
that our eigenvalues 1 and $-1$ correspond to the elements 0 and $\frac{1}{2}$ of the unit circle, with $\frac{1}{2}$ being the non-trivial contribution.

This point of view is particularly useful when we suspend the $\mathbb{Z}$-action into the continuous translation action of the group $\mathbb{R}$, as given by $\omega \mapsto \delta_t \ast \omega$ with $t \in \mathbb{R}$. Now, the dual group is $\mathbb{R}$ (since $\mathbb{R}$ is self-dual), and our dynamical spectrum becomes $\mathbb{Z}/2$. This is the natural formulation for the comparison with the (support of the) diffraction spectrum. The pure point part of the dynamical spectrum is non-trivial because it is $\mathbb{Z}/2$ rather than $\mathbb{Z}$.

At this point, we note that the relation between the dynamical and the diffraction spectrum is reminiscent of the situation for the Thue-Morse sequence. In both cases, there exists some non-trivial point spectrum that is not reflected in the diffraction measure of the sequence. However, the missing spectral part of the Thue-Morse sequence is retrieved via the period doubling sequence, which (as a dynamical system) can be viewed as a factor the the Thue-Morse system. We will now demonstrate that the analogous situation is also met for our new example.

5. A factor system and its diffraction

Let us define a mapping $\phi: X \rightarrow \{\pm 1\}^\mathbb{Z}$ via $w \mapsto \phi(w)$ with

$$\phi(w)_n = -w_n w_{n+1},$$

which is continuous. This particular mapping is inspired by the analogous situation for the Thue-Morse sequence, and indeed has similar consequences here. The image set, $Y = \phi(X)$, is again compact, and $(Y, S)$ is another topological dynamical system. It is clear that $\phi(-w) = \phi(w)$, where $(-w)_n = -w_n$, and a moments reflection shows that this is the only ambiguity, so that $\phi: X \rightarrow Y$ is a globally two-to-one surjection. In particular, $Y_0 = \phi(X_0) = \{\ldots 11|11\ldots \}$, and the entire image shift space is

$$Y = \{v \in \{\pm 1\}^\mathbb{Z} \mid v_n = 1 \text{ for all } n \in 2\mathbb{Z} \text{ or for all } n \in 2\mathbb{Z} + 1\}.$$

Moreover, $\phi$ makes the diagram

$$\begin{align*}
X \overset{S}{\longrightarrow} X \\
\phi \downarrow \quad \downarrow \phi \\
Y \overset{S}{\longrightarrow} Y
\end{align*}$$

(commutative). Consequently, $(Y, S)$ is a (topological) factor [16] of the dynamical system $(X, S)$. In our setting, the measure $\mu$ on $X$ induces a measure $\nu$ on $Y$ via $\nu(A) = (\phi, \mu)(A) := \mu(\phi^{-1}(A))$ for Borel sets $A$. We may thus also consider the dynamical system $(Y, B_Y, \nu)$, which is then a measure-theoretic factor of $(X, B_X, \mu)$; see [9, Sec. 3] for a summary of factors and their spectral properties.

Let us first look at diffraction, for a typical element $v \in Y$.

**Lemma 4.** The autocorrelation coefficients of $v \in Y$ are $\nu$-almost surely given by $\eta(0) = 1$, $\eta(2n) = \frac{1}{2}$ for all $n \in \mathbb{Z} \setminus \{0\}$, and $\eta(2m + 1) = 0$ for all $m \in \mathbb{Z}$.

**Proof.** The mapping $\phi$ has the effect that a typical $v \in Y$ has weights 1 on every second position, and weights $\pm 1$ with equal probability on all remaining positions. The latter form
an i.i.d. family of random variables, so that an application of the SLLN, in the same spirit as used before, gives the formula for \( \eta \).

**Proposition 5.** Autocorrelation and diffraction of \( \mathcal{Y} \) are given by

\[
\gamma = \frac{1}{2} \delta_0 + \frac{1}{2} \delta_{2\mathbb{Z}} \quad \text{and} \quad \hat{\gamma} = \frac{1}{2} \lambda + \frac{1}{4} \delta_{z/2},
\]

which apply to almost all realisations of the underlying process.

In particular, the diffraction is of mixed type, with a non-trivial pure point component.

**Proof.** The claim on \( \gamma \) is clear from Lemma 4, while its Fourier transform follows from \( \hat{\delta}_0 = \lambda \) together with an application of the Poisson summation formula to \( \delta_{2\mathbb{Z}} \).

As before, this is the result for weights \( \pm 1 \). Since they are no longer balanced, the calculation of the diffraction formula for general weights needs one extra step. Observing that

\[
\lim_{N \to \infty} \frac{1}{2N+1} \sum_{n=-N}^{N} v_n = \frac{1}{2}
\]

holds for \( \nu \)-almost all \( v \in \mathcal{Y} \), one easily derives the Eberlein convolutions

\[
\delta_{2\mathbb{Z}} \ast \tilde{\omega} = \frac{1}{2} \delta_{2\mathbb{Z}} \quad \text{and} \quad \omega \ast \tilde{\delta}_{2\mathbb{Z}} = \frac{1}{2} \delta_{2\mathbb{Z}},
\]

which apply \( \nu \)-almost surely. Since the general Dirac comb \( \omega_h \) again satisfies Eq. (8), a simple calculation results in

\[
\gamma_h = \frac{|h_+ + h_-|^2 + |h_+|^2 - |h_-|^2}{4} \delta_{2\mathbb{Z}} + \frac{|h_+ - h_-|^2}{4} \gamma
\]

and thus in the general diffraction formula

\[
(17) \quad \hat{\gamma}_h = \frac{|h_+ + h_-|^2 + |h_+|^2 - |h_-|^2}{4} \delta_{z/2} + \frac{|h_+ - h_-|^2}{16} \delta_{z/2} + \frac{|h_+ - h_-|^2}{8} \lambda,
\]

by an application of Proposition 5. The intensity of any point measure \( \delta_k \) with \( k \in \mathbb{Z} \) is thus given by \( \frac{1}{2} h_+^2 + \frac{1}{2} h_-^2 \), which is the absolute square of the average weight (or scattering strength) in this case, as it must. Eq. (17) displays a non-trivial pure point component (namely the one with support \( \mathbb{Z}/2 \)) that ‘recovers’ the missing part from our original dynamical system \((\mathcal{X}, \mathcal{B}_X, \mu)\).

The dynamical spectrum of \((\mathcal{Y}, \mathcal{B}_Y, \nu)\) is the same as that of \((\mathcal{X}, \mathcal{B}_X, \mu)\). Given an element \( v \in \mathcal{Y} \), our previous eigenfunction \( g \) takes the same value on the two pre-images in \( \phi^{-1}(v) \), so that we once again have an eigenfunction for the eigenvalue \(-1\), in addition to the constant function (for the eigenvalue \( 1 \)). The Bernoulli substructure is responsible for a continuous spectrum of countable Lebesgue type. Note that a factor system need not have the same dynamical spectrum as the original system, as the example of the Thue-Morse sequence versus the period doubling sequence demonstrates.

**Remark 2.** There is another very simple (albeit somewhat degenerate) possibility to define a factor. Recall that \( \mathcal{X}_0 = \{u_+, u_-\} \) with \( u_+ = \ldots + -| + - \ldots \) and \( u_- = Su_+ \). Now, define
the mapping $\psi : X \rightarrow X_0$ by

$$w \mapsto \psi(w) := \begin{cases} w, & \text{if } w \in X_0, \\ u_{\pm}, & \text{if } w \in X_{\pm}, \end{cases}$$

which is a continuous surjection and shows that our toy system of Section 2 is a factor of the DMS. Here, the factor has pure point spectrum. The diffraction spectrum is $\mathbb{Z}/2$, which exhausts the dynamical spectrum of the DMS.

Our observations up to this point can be summarised as follows.

**Theorem 6.** The diffraction measure of the DMS system with balanced weights is purely absolutely continuous, as stated in Proposition 2. The case of general weights can only add the trivial pure point part, as given in Eq. (10).

The dynamical spectrum of the DMS system under the action of $\mathbb{R}$ consists of the pure point part $\mathbb{Z}/2$ together with a countable Lebesgue spectrum.

The non-trivial part $(\mathbb{Z}/2) \setminus \mathbb{Z}$ of the dynamical point spectrum is not reflected by the diffraction spectrum of the DMS system, but can be recovered via the diffraction spectrum of a suitably chosen factor of it, either via the toy model of Section 2 and Remark 2 or via the system $Y$ from Proposition 5.

**Proof.** Most claims are clear from the previous propositions. The dynamical spectrum for the action of $\mathbb{R}$, which is written via the generating elements (so that $\frac{1}{2}$ corresponds to an eigenvalue $-1$ as explained earlier), follows from the spectrum for the $\mathbb{Z}$-action of the shift in Proposition 3 via a standard suspension. Since we deal with a realisation of the system as a set of Dirac combs with support $\mathbb{Z}$, this only extends the set $\{\frac{1}{2}, 1\}$ to the group generated by it, which is $\mathbb{Z}/2$. \qed

Up to this point, we can observe that the diffraction of $X$ does not reflect the full dynamical spectrum of $X$, while the diffraction of $X$ together with that of its factor $Y$ does.

The analogous phenomenon appears in the case of the Thue-Morse system [17, 5], where the dyadic rationals in the dynamical spectrum [27] are only recovered via the diffraction spectrum of the period doubling system, which is again a factor with pure point diffraction (in fact, it can be described as a 2-adic model set [12, 11, 7]). Let us thus look at this situation from a more general point of view.

6. **General observations and outlook**

Here and below, $X$ is a compact dynamical system of (possibly weighted) Dirac combs on $\mathbb{Z}^d$ or of translation bounded measures on $\mathbb{R}^d$, with ergodic invariant measure $\mu$ under the action of the translation group $\mathbb{Z}^d$ or $\mathbb{R}^d$. Let $Y$ be a factor of $X$, with factor map $\phi$ and induced measure $\nu$. In particular, we assume that diagram (16) is again commutative, with $S$ replaced by any generator of our translation group.

If $g$ is an eigenfunction in $L^2(Y, \nu)$, it is clear that $g \circ \phi \in L^2(X, \mu)$, and the commutativity of the diagram (16) implies that the latter is again an eigenfunction, with the same eigenvalue (or set of eigenvalues, if $d > 1$).
Fact 7. The dynamical eigenvalues of the factor system $\mathcal{Y}$ form a subset of those of the original system $\mathcal{X}$. □

This is one ingredient for the following result; see [16, 9] for more.

Proposition 8. If $\mathcal{X}$ has pure point dynamical spectrum, then so does $\mathcal{Y}$. □

More generally, it seems difficult for a factor to decrease the long-range order in the diffraction, except for the removal of the pure point part that corresponds to the trivial eigenfunction (via the balanced weight representation). It is also rather clear that, by means of suitable correlation functions, one can detect each eigenfunction in the diffraction measure of a suitable factor. This is known explicitly for the Thue-Morse sequence, but also for the Rudin-Shapiro sequence, both having the dyadic rationals as the pure point part of the dynamical spectrum [27]. Once a factor is pure point, further factors can only reduce to subgroups, and hence do not contain new information on the system. This mechanism also underlies the equivalence of diffraction and dynamical spectrum in the pure point case.

However, it is less obvious that a factor could display a singular continuous diffraction spectrum if the original system does not. That this is indeed possible is once again visible from the TM sequences. Recall that the TM hull $\mathcal{X}_{TM}$ can be defined via the primitive substitution $1 \mapsto 1\overline{1}, \overline{1} \mapsto \overline{1}1$ on the binary alphabet $\{1, \overline{1}\}$. For any $w \in \mathcal{X}_{TM}$, replace 1 and $\overline{1}$ by the weights $\frac{1}{5}$ and $\frac{2}{5}$, followed by a random and independent choice of a sign (+ or −) for each weight. This way, one defines an (infinite) cover of $\mathcal{X}_{TM}$. Each element of it has average squared scattering strength 1, while each typical element has vanishing 2-point correlations. Consequently, the diffraction measure of the covering hull is $\hat{\gamma} = \lambda$, which is purely absolutely continuous. The TM system, which is a factor, has purely singular continuous diffraction (for the balanced weight case), while the period doubling system, which is again a factor, is pure point. So, this little example illustrates a step-wise unravelling of the order phenomena.

Note that what we say here is more general than (and somewhat different from) the direct discussion of dynamical versus diffraction spectrum in a single system. Indeed, if the diffraction spectrum is pure point, then so is the dynamical spectrum. But it is certainly possible to have a factor with pure point diffraction spectrum when the original system has a dynamical spectrum with also continuous components – this is what the known examples demonstrate. Somehow, the dynamical spectrum contains the information of the diffraction spectra of all its factors. Conversely, in all known examples so far, the diffraction spectra of a system and its factors taken together seem to comprise the complete information on the dynamical spectrum of the original system (even though the diffraction spectrum of each individual factor might not be very informative at all).

The general claim is rather clear now: The dynamical spectrum is not to be compared with the diffraction spectrum of the system alone, but with the diffraction spectra of the system and all its factors. A more general and precise formulation and exposition is postponed to a forthcoming publication [4].

Let us close by some remarks on the relation of our findings to some more general issues investigated in statistical physics. Our DMS model forms a caricature of a system where ‘molecules’ are ordered, but due to a disordered interior of each molecule, ‘atoms’ do not display long-range order. Although we have a 1-dimensional ground state order for the dimeric
molecules, which is typical for $T = 0$, and independent disorder on the ‘atomic’ level, which is typical for infinite temperatures, we expect conceptually similar phenomena to be rather widespread. In more realistic models, one should have a similar result for appropriate Gibbs measures, which then should be higher-dimensional. For some preliminary results on diffraction, mixing properties and spectra of equilibrium systems (as described by Gibbs measures), we refer to [13, 23, 24, 32].
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