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Abstract

Jackiw–Teitelboim (JT) gravity is a 1 + 1-dimensional toy model for quantum gravity in four spacetime dimensions. In the absence of matter, JT gravity is a topological field theory and there are no local observables. The introduction of a boundary changes the situation. What was an unphysical gauge direction before turns into a physical boundary degree of freedom (a gravitational edge mode). Starting from the \( BF \) formulation of JT gravity, we develop a twistor representation for the boundary charges of JT gravity. We introduce point sources in the bulk and study the coupled gravity plus matter system at the quantum level. Eigenstates of quasi-local energy are built from the tensor product of unitary irreducible representations of \( SL(2, \mathbb{R}) \). Empty patches of \( AdS_2 \) are characterised by the continuous series representations, point sources are related to the discrete series representations. Physical states are constructed by fusing the \( SL(2, \mathbb{R}) \) representations into an \( SL(2, \mathbb{R}) \) invariant singlet. The singlet lies in the kernel of the constraints, which are the analogue of the Wheeler–De Witt equations in the presence of distributional matter sources.

Keywords: Jackiw–Teitelboim gravity, quantum gravity, spinfoams, spin structure of spacetime

1. Outline and motivation

Jackiw–Teitelboim (JT) gravity \([1–12]\) is a toy model for quantum gravity in four spacetime dimensions. Spacetime is cut down to the \( r-t \) plane and the transversal \( \vartheta-\varphi \) directions are removed from the manifold. The only remnant of the transversal geometry is the dilaton \( \Phi(r, t) \), which describes the area of the \( r = \text{const.} \; t = \text{const.} \) surfaces prior to the reduction to 1 + 1 dimensions. Although JT gravity is topological, there are still important lessons to be learnt for quantum gravity in four dimensions. This has to do with gravitational edge modes\(^1\) on manifolds with boundaries \([18–28]\).

\(^1\) Such edge modes are well-known from Yang–Mills theory, where the introduction of a boundary turns otherwise unphysical (Coulombic) modes into physical boundary modes \([13–18]\).
The characteristic initial value problem [29–34] provides a simple framework to understand the emergence of such edge modes in gravity. At null infinity, initial data is characterised by the two radiative modes, namely the leading $O(r^{-2})$ term of the outgoing shear. Yet, the radiative modes by themselves are not enough to integrate the Einstein equations into the bulk. We also need to specify corner data on a two-dimensional cross section of future (past) null infinity. The question is then whether the corner data are physical or can be removed by appropriate gauge fixing conditions. The question is settled on the covariant phase space [34–37], where the gauge orbits are identified with the degenerate null directions of the pre-symplectic two-form. There is no gauge fixing that could remove the corner data completely, and JT gravity is a very simple framework to understand this mechanism in a simplified context. In fact, the only physical degrees of freedom of JT gravity are the edge modes alone. JT gravity is, therefore, a simple toy model to test the quantisation of such edge modes and compare the results with what we know in four dimensions.

The physical relevance of such boundary modes has to do with the first law of black hole mechanics. For given energy and angular momentum, there is an exponentially large number of boundary states. The entropy is the logarithm of this number, which must be proportional to the area [38–44]. The boundary excitations describe otherwise unphysical gauge directions: the presence of a boundary (the black hole horizon) breaks diffeomorphism invariance and turns tangential diffeomorphisms into physical boundary modes (pseudo-goldstones for tangential boundary diffeomorphisms). The question is then what is the correct UV description of these boundary modes in quantum gravity. The SYK model is a simple proposal for such a theory in two spacetime dimensions with emerging invariance under boundary diffeomorphisms in the IR, see e.g. [45–52]. Its fundamental configuration variables are $N$ anti-commuting Majorana spinors on the real line (the one-dimensional boundary of AdS$_2$). There is an impressive number of results supporting this proposal [45–52], but from a purely classical perspective, the geometric origin of the SYK boundary spinors and their relation to gravitational boundary modes is somewhat unclear. One of the key motivations of this article is to provide ideas to establish such a relation. We will show, in fact, that the boundary modes of JT gravity can be naturally described in terms of boundary spinors. These boundary spinors can have either Bose or Fermi statistics, and the fermionic case provides a natural candidate to establish the relation between the SYK model and gravitational boundary modes at the classical level.

The paper is organised as follows. Section 2 provides a very brief introduction to the geometry of AdS$_2$ and its symmetry group, which is $SL(2, \mathbb{R})$. The goal of this introductory section is to wrap up the basic notation and clarify the formalism. Section 3 is an important cornerstone for the rest of the paper. We introduce a spinor representation for the hyperbolic and elliptic elements of $sl(2, \mathbb{R})$ and parametrise the elements of the Lie algebra in terms of their eigen spinors. Hyperbolic elements have two linearly independent and real-valued eigen spinors, an elliptic element, on the other hand, is characterised by one complex two-component eigen spinor. The parabolic case is the limiting case, where the complex spinor is real. These $sl(2, \mathbb{R})$ eigen spinors are equipped with a natural $SL(2, \mathbb{R})$ invariant Poisson structure. Upon quantising the Poisson structure, we recover the discrete and unitary series of the unitary representations of $SL(2, \mathbb{R})$. In non-perturbative quantum gravity, such spinor representations characterise gravitational boundary modes at an entangling surface (such as a black hole horizon). Our construction provides, in fact, the $1 + 1$-dimensional analogue of the spinor-valued boundary modes [53–55] that have been studied recently in the context of non-perturbative quantum

\[^2\]To establish the relation to the SYK model, we would choose Fermi statistics and stack $N$ such boundary spinors together. In this paper, we study only the bosonic case. The relation to the SYK model will be studied elsewhere.
gravity [26, 27, 56–59]. This analogy is laid out and developed in sections 4 and 5 of the paper. Section 4 develops the classical bulk plus boundary theory. Hyperbolic elements of $\text{sl}(2, \mathbb{R})$ describe quantum states of black hole spacetimes, elliptic elements, on the other hand, arise from spinning point particles in AdS$_2$. The underlying gravitational action is the sum of the topological $\text{Tr}(BF)$ action for JT gravity [10–12] and a boundary term. The boundary term is added to impose the boundary conditions without violating the $\text{SL}(2, \mathbb{R})$ gauge symmetry in the bulk. This is possible only at the expense of introducing additional boundary fields [18, 26]. The evolution of these boundary modes is governed by a boundary Hamiltonian. We derive the most general such Hamiltonian and study the gauge symmetries of the coupled bulk plus boundary system. The gauge symmetries are simultaneous $\text{SL}(2, \mathbb{R})$ transformations of the bulk plus boundary fields and diffeomorphisms of compact support in the interior of the manifold. Finite diffeomorphisms that do not vanish at the boundary are physical symmetries generated by the boundary Hamiltonian. The gauge symmetries restrict the functional form of the Hamiltonian to an arbitrary function of the $\text{SL}(2, \mathbb{R})$ Casimir. In fact, the simplest boundary Hamiltonian is the $\text{SL}(2, \mathbb{R})$ Casimir [9, 10, 60] itself. Finally, we study the theory at the quantum level. In the absence of matter and for fixed topology, the quantisation is trivial. Physical states are $\text{SL}(2, \mathbb{R})$ invariant functions of the gravitational edge modes $q_a^\pm \in \mathbb{R}^2$ that are excited at either end of the strip$^3$. If we add distributional point sources, the situation becomes more interesting. The geometry plus matter system is characterised by the fusion of unitary irreducible representations of $\text{SL}(2, \mathbb{R})$. A matter defect carries a discrete series representation, the adjacent patches of empty AdS$_2$ are characterised by the unitary continuous (principal) series representations. The constraints fuse these representation into an $\text{SL}(2, \mathbb{R})$ invariant singlet (section 5). Finally, we conclude with a summary and discussion and explain how the results of this paper provide insights into various approaches to quantum gravity.

2. Dyads and frame fields for AdS$_2$

In this section, we collect some very basic facts about the geometry of the spin bundle in two spacetime dimensions. The starting point is the introduction of a null co-frame $(k_a, \ell_a)$ that diagonalises the signature $(-, +)$ metric,

$$g_{ab} = -2k_a\ell_b.$$  \hfill (1)

The corresponding (future pointing) vector fields $(\ell^a, k^a)$ are null and normalised to $k_a\ell^a = -1$. Internal Lorentz transformations act as dilations

$$\tilde{k}_a = e^{+\lambda}k_a,$$
$$\tilde{\ell}_a = e^{-\lambda}\ell_a.$$ \hfill (2a)

$$\tilde{k}_a = e^{+\lambda}k_a,$$
$$\tilde{\ell}_a = e^{-\lambda}\ell_a.$$ \hfill (2b)

We say, therefore, that $k_a$ (respectively $\ell_a$) has Lorentz weight plus (minus) one, and we write, accordingly

$$k_a = e^{+}_{a}, \quad \ell_a = e^{-}_{a}.$$ \hfill (3)

In addition to the frame fields, we also need a covariant derivative $\nabla = d + \Gamma$. The corresponding spin connection $\Gamma_{a}$, which takes values in the Lie algebra of the Lorentz group

$^3$The manifold has the topology of an infinite strip $[-1, 1] \times \mathbb{R}$. 
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$\mathbb{R}^* = \mathbb{R} - \{0\}$, is uniquely determined by the torsionless equation,

$$T^\pm = \nabla e^\pm \equiv de^\pm \pm \Gamma \wedge e^\pm.$$  \hspace{1cm} (4)

The connection is abelian and its field strength is simply given by

$$F^{(T)} = d \Gamma \Leftrightarrow F^{(T)}_{ab} = 2\partial_{[a} \Gamma_{b]}.$$  \hspace{1cm} (5)

To explain how $\nabla$ acts onto arbitrary tensor fields, we introduce tensor components with respect to the dual null frame, and write for e.g. a vector field $V^a$,

$$V^a = \frac{1}{\sqrt{2}} \left( V^- k^a + V^+ \ell^a \right), \quad \tilde{V}^\pm = e^{\pm \lambda} V^\pm.$$  \hspace{1cm} (6)

The component functions $V^\pm$ have Lorentz charge plus (minus) one, and the torsionless derivative acts, therefore, via

$$\nabla_a V^\pm = \partial_a V^\pm \pm \Gamma_a V^\pm.$$  \hspace{1cm} (7)

This definition extends naturally to arbitrary Lorentz weights (tensors). The commutator of two such covariant derivatives defines the Riemann curvature tensor

$$R^c_{dab} = \varepsilon_c^d F^{(T)}_{ab},$$  \hspace{1cm} (8)

where we introduced the two-dimensional volume two-form

$$\varepsilon_{ab} = 2k_{[a} \ell_{b]}.$$  \hspace{1cm} (9)

In two dimensions, a two-form is dual to a scalar, and $F_{ab}$ is therefore completely determined by the curvature scalar,

$$F^{(T)}_{ab} = -\frac{1}{2} \varepsilon_{ab} R, \quad R = g^{ab} R^c_{acb}.$$  \hspace{1cm} (10)

A simple example for such a geometry is provided by empty AdS$_2$. The metric is given by

$$ds^2 = -\ell^2 \left( \cosh^2 \eta \, d\tau^2 - d\eta^2 \right),$$  \hspace{1cm} (11)

where $\Lambda = -1/\ell^2$ is the cosmological constant. The time coordinate is $\tau \in \mathbb{R}$ and $\eta \in \mathbb{R}$ is the spatial coordinate. A possible choice for a null co-frame for this metric is given by

$$e^\pm = -\frac{\ell}{\sqrt{2}} \left( \cosh \eta \, d\tau \mp d\eta \right).$$  \hspace{1cm} (12)

The torsionless condition (4) determines the abelian spin connection $\Gamma$ uniquely. From equation (4), we immediately find, in fact

$$\Gamma = - \sinh \eta \, d\tau.$$  \hspace{1cm} (13)

The field strength satisfies

$$F^{(T)} = d \Gamma = \frac{1}{\ell^2} e^+ \wedge e^-.$$  \hspace{1cm} (14)
The underlying symmetry group is $SL(2, \mathbb{R})$, which is the symmetry group of empty AdS$_2$. The symmetry becomes manifest by introducing the $SL(2, \mathbb{R})$ generators
\[
\tau_0 = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \tau_- = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 \\ -1 & 0 \end{pmatrix}, \quad \tau_+ = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & +1 \\ 0 & 0 \end{pmatrix},
\]
and defining the non-abelian $SL(2, \mathbb{R})$ connection
\[
A = \tau_0 \Gamma^+ + \frac{1}{\sqrt{2}} \left( \tau_+ e^+ + \tau_- e^- \right).
\]
The torsionless equation (4) and the field equation (4) for the curvature can now be rearranged into the single $SL(2, \mathbb{R})$ flatness constraint
\[
F[A] = dA + \frac{1}{2} [A, A] = 0,
\]
where $[\cdot, \cdot]$ denotes the Lie bracket between $sl(2, \mathbb{R})$ valued one-forms.

3. Spinor representation of $SL(2, \mathbb{R})$

The Poisson algebra of the gravitational edge modes for JT gravity is based on the representation theory of $SL(2, \mathbb{R})$, which becomes particularly transparent in terms of twistor-type variables [61]. The representation is characterised by a non-degenerate\(^4\) two-form $\epsilon_{AB}$ on $\mathbb{R}^2$. A possible representative is given by
\[
\epsilon_{AB} \xi^A \eta^B = \xi^+ / 2 \eta^- - \xi^- / 2 \eta^+, \quad \xi^A, \eta^A \in \mathbb{R}^2,
\]
where the spin up and down components have Lorentz weight plus (minus) one-half,
\[
\nabla_a \xi^{\pm / 2} = \partial_a \xi^{\pm / 2} \pm \frac{1}{2} \Gamma_a \xi^{\pm / 2}.
\]
The symmetry group of $\epsilon_{AB} = -\epsilon_{BA}$ can be now identified with $SL(2, \mathbb{R})$ via
\[
\Lambda \in SL(2, \mathbb{R}) \Leftrightarrow \Lambda \in GL(2, \mathbb{R}) : \epsilon_{CDB} \epsilon_{A}^{CD} A_{B}^{D} = \epsilon_{AB}.
\]
Since the two-form $\epsilon_{AB}$ is non-degenerate, we can raise and lower indices,
\[
\xi_A = \epsilon^B \epsilon_{BA}, \quad \xi^A = \epsilon^{AB} \xi_B,
\]
where $\epsilon^{AB}$ is the inverse two-form (a bivector in $\mathbb{R}^2$) such that $\epsilon^{AC} \epsilon_{BC} = \epsilon_{AB} = \delta_{AB}^B$. Evaluating (4) in the vicinity of the unit element, we may now identify the Lie algebra $sl(2, \mathbb{R})$ with those elements in $\lambda_{AB} \in \mathbb{R}^2 \otimes (\mathbb{R}^3)^*$ that satisfy
\[
\lambda_{AB} - \lambda_{BA} = 0,
\]
hence $\lambda_{AB} = \lambda_{(AB)} = \epsilon_{CA} \lambda^C_B$ is symmetric. Over the field of complex numbers, any symmetric rank two spinor $\omega_{AB} = \omega_{BA} \in (\mathbb{C}^2)^* \otimes (\mathbb{C}^2)^*$ has two complex eigen spinors $\psi_A \in (\mathbb{C}^2)^*$ and $\phi_A \in (\mathbb{C}^2)^*$, such that the symmetrised tensor product satisfies
\[
\omega_{AB} = \psi_A \phi_B,
\]
\(^4\)i.e. $\epsilon_{AB} \xi^B = 0 \Rightarrow \xi^A = 0$. 
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see [61] for a simple proof based on the fundamental theorem of algebra. For any given \( \omega_{AB} \neq 0 \), the eigen spinors \( (\psi_A, \phi_A) \) are uniquely determined modulo (i) complex rescalings \( (\psi_A, \phi_A) \to (e^{iz}\psi_A, e^{-iz}\phi_A) \) with \( z \in \mathbb{C} \) and (ii) the exchange \( (\psi_A, \phi_A) \to (\phi_A, \psi_A) \) of the two elements. In terms of the real spinor representation of \( SL(2, \mathbb{R}) \), which we used in equation (4) above, the \( SL(2, \mathbb{R}) \) Lie algebra is identified with traceless \( 2 \times 2 \) matrices \( \lambda^A_{\beta \gamma} \), whose entries are real \( \lambda^A_{\beta \gamma} \in \mathbb{R}^2 \subset \mathbb{C}^2 \). The symmetrised tensor product must satisfy, therefore, the following additional reality conditions,

\[
\lambda_{AB} = \psi_A(\phi_B) = \overline{\psi_A(\phi_B)} = \lambda_{AB}.
\]

(24)

Now, for any given \( \lambda_{AB} = \lambda_{BA} \neq 0 \), the eigen spinors \( \psi_A \) and \( \phi_B \) are unique only up to the exchange \( (\psi, \phi) \to (\phi, \psi) \) and the complex-valued rescalings \( (\psi, \phi) \to (e^{i\varphi}\psi, e^{-i\varphi}\phi) \). There are therefore only two possibilities for how the ordered pair \( (\psi, \phi) \) is related to \( (\psi, \phi) \), and we classify the two possibilities as follows,

\[
\text{continuous series:} \quad \psi_A = e^{iz}\psi_A, \quad \phi_A = e^{-iz}\phi_A,
\]

(25a)

\[
\text{discrete series:} \quad \psi_A = e^{iz}\phi_A, \quad \phi_A = e^{-iz}\psi_A,
\]

(25b)

for some \( z \in \mathbb{C} \). In the first case, we have \( \psi_A = e^{iz}\psi_A = e^{iz+2\pi}\psi_A \). Thus, \( e^z = e^{i\varphi} \) is a phase, for some \( \varphi \in [0, 2\pi) \). The rescaled spinors \( P_A = e^{i\frac{\pi}{2}}\psi_A \) and \( Q_A = e^{i\frac{\pi}{2}}\phi_A \) are therefore real, and we find the parametrisation

\[
\text{continuous series:} \quad \lambda_{AB} = P_A(Q_B), \quad P^A, Q^A \in \mathbb{R}^2,
\]

(26)

where \( P_A \) and \( Q_A \) are now unique only up to the exchange map \( (P_A, Q_A) \to (Q_A, P_A) \) and the real-valued dilations \( (P_A, Q_A) \to (e^{ir}P_A, e^{-ir}Q_A) \) for some \( r \in \mathbb{R} \). In the second case, we have \( \psi_A = e^{iz}\phi_A = e^{-iz}\psi_A \). Thus, \( e^z = e^{i\varphi} \) is real-valued for some \( r \in \mathbb{R} \). Replacing \( \psi_A \) by the rescaled spinor \( e^{i\frac{\pi}{2}}\phi_A \), we obtain, therefore, the following parametrisation for the discrete series elements,

\[
\text{discrete series:} \quad \lambda_{AB} = \pm\psi_A(\bar{\psi}_B), \quad \psi^A \in \mathbb{C}^2,
\]

(27)

where \( \psi_A \) is now unique only up to (i) the \( U(1) \) transformation \( \psi_A \to e^{i\varphi}\psi_A \) for some \( \varphi \in [0, 2\pi) \) and (ii) the complex conjugation exchanging \( \psi_A \) with \( \bar{\psi}_A \). The two series correspond to the discrete and continuous series representations of \( SL(2, \mathbb{R}) \) respectively. This becomes obvious by equipping the spinors with the natural \( SL(2, \mathbb{R}) \) invariant Poisson brackets\(^5\)

\[
\text{continuous series:} \quad \{P_A, Q_B\} = \epsilon_{AB}, \quad \epsilon_{AB} \in \mathbb{R}.
\]

(28a)

\[
\text{discrete series:} \quad \{\bar{\psi}_A, \psi_B\} = \epsilon_{AB}.
\]

(28b)

The \( SL(2, \mathbb{R}) \) Casimir operator is \( c = \text{Tr}(\lambda^2) = -\lambda_{AB}\lambda^{AB} \). In the continuous series representation, we have \( c = \frac{3}{4}(P_AQ^A)^2 > 0 \). In terms of the Schrödinger position representation, the momentum spinor \( P_A \) turns into the derivative operator \( P_A = -i\partial/\partial Q^A \) on \( L^2(\mathbb{R}, e^{c\mathbb{Q}}) \). The Casimir operator can be expressed, therefore, in terms of the dilation operator \(-i(Q^A\partial/\partial Q^A + 1)\), whose spectrum is \textit{continuous} and real. In the discrete series

\(^5\) All other Poisson brackets among the fundamental variables vanish. There could also be an arbitrary constant on the right-hand side of (28a) and (28b), which we reabsorbed back into the definition of \( \epsilon_{AB} \).
representation, on the other hand, the eigenvalues of the Casimir are discrete. This can be seen as follows. Consider the spin up and down components \( p = \psi^+ / 2 \) and \( z = \bar{\psi}^- / 2 \) of \( \psi^A \) that satisfy the Poisson commutation relations

\[
\{ p, z \} = \{ \bar{p}, \bar{z} \} = 1.
\]  

The Casimir operator is

\[
c = \text{Tr}(\lambda^2) = -\lambda_{AB}\lambda^{AB} = \frac{1}{2} (\epsilon_{AB} \bar{\psi}^A \psi^B)^2 \leq 0,
\]

and it can be written, therefore, as (minus) the square of the angular momentum generator \( 1/2i \epsilon_{AB} \bar{\psi}^A \psi^B = (pz - \bar{p}\bar{z})/(2i) \) on the complex plane, which has a discrete spectrum in the quantum theory.

4. Heisenberg boundary charges in JT gravity

4.1. Field equations in the interior

The action for Jackiw–Teitelboim gravity in the interior of the manifold is given by the topological \( SL(2, \mathbb{R}) \) BF-action \[9–12\]

\[
S[B, A] = \int_M B^A B^B A^A [A] = \int_M \text{Tr}(BF).
\]  

(30)

At the saddle point of the action (4), the flatness constraint (4) is satisfied and the \( B \) field is covariantly constant with respect to the \( SL(2, \mathbb{R}) \) connection:

\[
DB = dB + [A, B] = 0.
\]  

(31)

The relation to the metric formulation is provided by the decomposition

\[
B = -\frac{1}{4\pi G} \Phi \tau_0 + 2\ell (p^- \tau_+ + p^+ \tau_-),
\]  

(32a)

\[
abla p^\pm = dp^\pm \pm \Gamma p^\pm = \mp \frac{1}{8\pi G \ell^2} \Phi e^\pm.
\]  

(32b)

Inserting (4) back into (4), we obtain the second order equation

\[
\nabla_a \nabla_b \Phi = \frac{1}{\ell^2} \Phi g_{ab}.
\]  

(33)

Its general solution in the AdS\(_2\) background (4) is determined by three integration constants \( a, b, \) and \( \tau_o \) that correspond to the three independent directions in \( sl(2, \mathbb{R}) \),

\[
\Phi(\tau, \eta) = a \cos(\tau - \tau_o) \cosh \eta + b \sin \Phi.
\]  

(34)

Notice now that if both \( \nabla_i \Phi \) and \( \Phi \) vanish at a point in the manifold, the dilaton \( \Phi \) will vanish everywhere. Since the Hessian \( \nabla \otimes \nabla \Phi \) of the dilaton is proportional to the metric, and since the metric has Lorentzian (\(-+\)) signature, the dilaton cannot have a minimum (maximum) inside the manifold. For \( \Phi \neq 0 \), the gradient \( \nabla_i \Phi \) can only vanish at a saddle point. Going back to (4) and computing the gradient of \( \Phi \), we then see that there can only be one such saddle point; and a saddle point exists, if and only if \( |b/a| < 1 \), which determines the sign of the Casimir

\[
2c = 2\text{Tr}(B^2) = \frac{1}{(4\pi G)^2} \left( \Phi^2 - \frac{1}{\ell^2} g^{ab} \nabla_a \Phi \nabla_b \Phi \right) = \frac{1}{(4\pi G)^2} (a^2 - b^2).
\]  

(35)
In other words, the dilaton admits a saddle point if an only if the Casimir is positive. What is the physical meaning of this statement? Jackiw–Teitelboim gravity is a symmetry reduced toy model for gravity in four dimensions. The \( r-t \) plane is kept dynamical, the transversal \( \vartheta-\phi \) directions are removed from the theory. The only remnant of the transversal geometry is the dilaton, which determines the transversal area element: \( d^2v = \Phi \sin^2 \vartheta \, d\vartheta 
abla \Phi \). The expansion of the area element along the null generators is determined by the gradient of \( \Phi \). At the bifurcation surface of a black hole horizon, the expansion vanishes along both null generators. Such a surface can be identified, therefore, with the saddle points of the dilaton:

\[
\vartheta^{(i)} = \Phi^{-1} k^a \nabla_a \Phi = 0, \quad \vartheta^{(k)} = \Phi^{-1} k^a \nabla_a \Phi = 0.
\]

Such a saddle point exists if and only if the \( SL(2, \mathbb{R}) \) Casimir is strictly greater than zero. A black hole geometry is therefore modelled by selecting the continuous series representations, where the auxiliary \( B \) field assumes the following parametrisation,

\[
B^{AB}|_{BH} = P^A Q^B, \quad P^A, Q^1 \in \mathbb{R}^2.
\]

The discrete series representations, on the other hand, arise from the coupling to point particles via the worldline action

\[
S_{\gamma}[\psi, \bar{\psi}, N|A] = -\int_{\gamma} \left[ \bar{\psi}_a D^a \psi^A - \frac{N}{2} (\bar{\psi}_A \psi^A - s) \right],
\]

for a point particle whose mass \( M \) and boost angular momentum \( K \) are constrained to satisfy

\[
s^2 = 4(\ell^2 M^2 - K^2) \geq 0\]

for some constant \( s \). The lapse function \( N \) imposes the corresponding constraint on \( s \). Mass \( M \) and spin \( K \) are functions of the spin up and down components \( \psi^{\pm}/2 \) of the \( SL(2, \mathbb{R}) \) spinor \( \psi^A \). In fact, by reintroducing the \( \psi^{\pm}/2 \) components of \( \psi^A \), and splitting the \( SL(2, \mathbb{R}) \) connection into its boost and translation components, we find

\[
S_{\gamma} = \int_{\gamma} \left[ p^+ e^+ + p^- e^- + \Gamma K + \bar{\psi}^{-/2} d\psi^{+/2} - \bar{\psi}^{+/-2} d\psi^{-/2} + N \left( \text{Re}(\bar{\psi}^{-/2} \psi^{+/2}) - \frac{s}{2} \right) \right].
\]

The first two terms are the kinetic term for a particle propagating in a geometry determined by the metric \( g_{ab} = -2e^+(a e^- b) \). The components of the particles momentum vector are given by

\[
p^\pm = -p^a e^a = \frac{1}{k \sqrt{2}} |\psi^{\pm/2}|^2 \geq 0.
\]

The mass of the particle is \( g_{ab} p^a p^b = -2p^+ p^- = -M^2 \). The boost angular momentum, on the other hand, can be inferred from the coupling to the spin connection \( \Gamma \), and is given by

\[
K = \frac{1}{2}(\bar{\psi}^{-/2} \psi^{+/2} + \bar{\psi}^{+/-2} \psi^{-/2}).
\]

### 4.2. Bulk plus boundary action

Depending on the boundary conditions chosen, different boundary terms need to be added to the action. In the following, we will impose a specific class of Dirichlet boundary conditions, where the boundary value of the spin connection \( \Gamma_a \) and the frame field \( e^a \) are unconstrained. In addition, we restrict ourselves to a manifold, which has the topology of an infinite strip, i.e. \( \mathcal{M} \simeq [-1, 1] \times \mathbb{R} = \text{‘space } \times \text{ time’} \). For the continuous series representations that correspond
to black holes spacetimes [1–3, 5], the bulk plus boundary action for such extended boundary conditions [18, 26] is given by

$$ S[B,A|P,Q] = \int_{\mathcal{M}} B^A_B F_B^A [A] \pm \sum_{\pm} \int_{\gamma_{\pm}} \left( P_A D Q^A - \kappa H_{\pm}[P,Q] \right), $$

where \( \kappa \) is a one-form along the boundary and \( H[P,Q] \) is a yet unspecified boundary Hamiltonian. We will identify the most general such Hamiltonian below. The covariant derivative \( D \) of an \( SL(2, \mathbb{R}) \) spinor-valued boundary field (a section of the associate vector bundle over the boundary) is declared via the pull back: if \( \varphi_{\partial \mathcal{M}} : \partial \mathcal{M} \rightarrow \mathcal{M} \) is the natural embedding of the boundary into the bulk, we have e.g.

$$ DQA = dQA + \varphi^*_{\partial \mathcal{M}}(A^A_B)Q^B, $$

where \( \varphi^*_{\partial \mathcal{M}} : T^* \partial \mathcal{M} \rightarrow T^* \mathcal{M} \) is the pull-back6.

The boundary \( \partial \mathcal{M} = \gamma_{-1} \cup \gamma_{+} \) has two disconnected parts, which are oppositely oriented 7. The one-form \( \kappa \) is a c-number (a background field). All other configuration variables are dynamical: a point in the infinite-dimensional space of histories is parametrised by a quadruple of bulk plus boundary fields \((B,A|P,Q)\). For the discrete series representations, the analogous bulk plus boundary action is given by

$$ S[B,A|\psi,\bar{\psi}] = \int_{\mathcal{M}} B^A_B F_B^A [A] \pm \sum_{\pm} \int_{\gamma_{\pm}} \left( \bar{\psi} AD \psi^A - \kappa H_{\pm}[\psi,\bar{\psi}] \right). $$

The equations of motion in the bulk are the constraints (4) and (4) on the auxiliary \( B \) field and the flatness condition for the \( SL(2, \mathbb{R}) \) curvature, i.e. (4). Having introduced auxiliary boundary fields, we obtain, however, also additional boundary field equations. First of all, there are the gluing conditions, which follow from the variation of the connection. The \( SL(2, \mathbb{R}) \) connection enters both the action in the bulk and the boundary term. Using \( \delta F^A_B = d \delta A^A_B + [A, \delta A]_B^A = 2D \delta A^A_B \), and performing a partial integration, we obtain8

$$ \delta \delta S[B,A|P,Q] = \int_{\mathcal{M}} (\tilde{D} B_{AB}) \wedge \delta A^{AB} \pm \sum_{\pm} \int_{\gamma_{\pm}} (P_A Q_B - B_{AB}) \delta A^{AB}, $$

and equally for the discrete series representations. From the saddle points of the coupled bulk plus boundary action, we thus learn that \( B_{AB} \) is covariantly constant in the interior and that its boundary value is determined by the following gluing conditions.

$$ \begin{align*}
\text{continuous series:} \quad & B_{AB}|_{\gamma_{\pm}} = P_A Q_B, \\
\text{discrete series:} \quad & B_{AB}|_{\gamma_{\pm}} = \psi_A \bar{\psi}_B.
\end{align*} $$

In addition to the gluing conditions, there are the boundary field equations, which are obtained from the variation of the boundary spinors themselves. If \( \xi^a \) denotes a vector field, tangential

---

6This is a slight abuse of notation, since we are using here the same symbol ‘\( D \)’ for both the covariant derivative in the interior of the manifold and the induced derivative at the boundary. If there is the chance of confusion, we will use a prefix to distinguish the two derivatives, e.g. \( \varphi^*_{\partial \mathcal{M}}(D B) = D(\varphi^*_{\partial \mathcal{M}} B) \).

7Our conventions for the orientation of \( \mathcal{M} \) are determined by \( \int_{\mathcal{M}} \omega = \int_{\gamma_+} \omega - \int_{\gamma_-} \omega \) for all one-forms \( \omega \) in \( \mathcal{M} \).

8As for the definition of the covariant derivative 6.
to the boundary, the boundary field equations are simply given by the Hamilton equations

$$\xi^a D_a Q^A = +\kappa \frac{\partial H_+}{\partial P_A},$$

$$\xi^a D_a P_A = -\kappa \frac{\partial H_+}{\partial Q^A},$$

$$\xi^a D_a \bar{\psi}^A = +\kappa \frac{\partial H_+}{\partial \bar{\psi}^A},$$

where $\kappa = \kappa_\xi$. Since $B_{AB}$ is covariantly constant in the interior, it must also be covariantly constant along the boundary. This is only possible if the Hamiltonian commutes with the generators of $SL(2, \mathbb{R})$ transformations, which are given by the components of $P_A Q_B$ (respectively $\bar{\psi}^A \psi^B$), under the Poisson brackets (4). The Hamiltonian must therefore be an $SL(2, \mathbb{R})$ invariant function of $P_A$ and $Q^A$ (respectively $\bar{\psi}^A$ and $\psi^A$). The only $SL(2, \mathbb{R})$ invariant polynomials of $P_A$ and $Q_A$ (respectively $\bar{\psi}^A$ and $\psi^A$) are $(P_A Q^A)^n$, and the Hamiltonian must therefore be a function of $P_A Q^A$ (respectively $i \bar{\psi}^A \psi^A$) alone. In other words,

$$H_\pm [P, Q] = f_\pm (P_A Q^A),$$

for some functions $f_\pm : \mathbb{R} \to \mathbb{R}$.

### 4.3. Hamiltonian formalism, gauge symmetries, observables

In the previous section, we already briefly skimmed the Hamiltonian formulation of the bulk plus boundary theory. Let us now complete the analysis. To introduce the phase space, we choose an arbitrary Cauchy hypersurface $\Sigma$ that is anchored at points $c_\pm = \gamma_\pm \cap \Sigma$ at the boundary. The one-dimensional manifold $\Sigma$ carries an orientation, our conventions are as follows,

$$\int_{\Sigma} df = f|_{c_-} - f|_{c_+} \equiv \mp \sum_{\pm} f,$$

for all functions $f$. In the following, we will base our analysis on the covariant phase space approach [34–37]. The covariant phase space $P_\Sigma$ is the space of solutions of the bulk plus boundary field equations in a neighbourhood of $\Sigma$. If we split the strip $\mathcal{M} \simeq [-1, 1] \times \mathbb{R}$ along $\Sigma$ into two halves, and compute the first variation of the action, we obtain the covariant presymplectic potential for either representation,

$$\Theta_\Sigma = \int P_A \bar{\psi}^A dQ^A = \sum_{\pm} P_A dQ^A,$$  \hspace{1cm} (51a)

$$\Theta_\Sigma = \int B_A B^A dA^\theta_A = \sum_{\pm} P_A dQ^A,$$  \hspace{1cm} (51b)

where $d\bar{}$ denotes the exterior derivative on phase space. Poisson brackets among physical observables are inferred from the pre-symplectic two-form $\Omega_\Sigma = d\Theta_\Sigma$, which encodes the gauge symmetries of the theory and identifies them with the null vectors $\delta_{\text{gauge}} : \Omega_\Sigma(\delta_{\text{gauge}}, \cdot) = 0$. Simultaneous and infinitesimal $SL(2, \mathbb{R})$ transformations of the bulk plus
boundary fields are the simplest such vector fields on phase space. The bulk fields transform according to the left action,
\begin{align}
\delta_A B^A_B &= \lambda^A C B^C_B - B^A_C \lambda^C_B, \\
\delta_A A^A_{Ba} &= -D_A \lambda^A_B.
\end{align}
(52)
(53)
where \( \lambda \in C^1(M : sl(2, \mathbb{R})) \) is the gauge element. The boundary fields transform equally,
\begin{align}
\delta_B P_A &= -\lambda^C A P_C, \\
\delta_B Q^A &= +\lambda^C A Q^C, \\
\delta_B \bar{\psi}^A &= -\lambda^C A \bar{\psi}^C, \\
\delta_B \psi^A &= +\lambda^C A \psi^C.
\end{align}
(54)
A short calculation gives for e.g. the continuous series that
\begin{align}
\Omega_\Sigma(\delta\lambda, \delta) &= \int_\Sigma \left[ 2\lambda^A B^C_B \delta A^B_A + \delta[B^B_A D\lambda^A_B] \right] \pm \sum \lambda^A_B \delta[p_A Q^B] \\
&= \int_\Sigma \left[ -\lambda^B_B \delta[D] B^B_A - \lambda^A_B [D, \delta] B^B_A \right] \pm \sum \lambda^A_B \delta \left[ p_A Q^B - B^B_A \right] \\
&= \mp \sum \lambda^A_B \delta \left[ p_A Q^B - B^B_A \right] = 0,
\end{align}
where \( \delta \in T_\Sigma \) is a tangent vector on the covariant phase space, i.e. a linearised solution of the bulk plus boundary field equations. Going from the first to the second line, we performed a partial integration and used the vanishing of the covariant differential \( DB^A_B \) on the covariant phase space, which implies,
\begin{align}
2\delta A^C_{(A} B^B_{)C} &= [D, \delta] B^B_{AB} = D[\delta B^B_{AB}].
\end{align}
(56)
We thus see that the simultaneous bulk plus boundary \( SL(2, \mathbb{R}) \) transformations (52)--(54) define indeed an unphysical gauge direction in \( TP_\Sigma \),
\begin{align}
\Omega_\Sigma(\delta\lambda, \cdot) &= 0. 
\end{align}
(57)
In a similar way, let us now consider the action of diffeomorphisms on the covariant phase space. Any diffeomorphism \( \varphi \), which is smoothly connected to the identity, is generated by a vector field \( \xi^a \in TM \) via the exponential map \( \varphi = \exp(\zeta) \). The Lie derivative\(^9\)
\( L_\zeta = d(\iota_\zeta(\cdot)) + \iota_\zeta(\{\cdot\}) \) lifts any such vector field into a vector field on the covariant phase space, \( L_\zeta \in TP_\Sigma \). The boundary spinors are fields that are intrinsic to the boundary. They can only be Lie dragged along the boundary, and we restrict ourselves therefore to only those bulk vector fields \( \xi^a \in TM \) that lie tangential to the boundary,
\begin{align}
\xi^a|_{\gamma \pm} \in T_{\gamma \pm}.
\end{align}
(58)
Such vector fields are Hamiltonian, because there exists a Hamilton function \( H_\xi \) such that the Hamilton equations are satisfied, i.e.
\begin{align}
\delta[H_\xi] &= -\Omega_\Sigma(L_\xi, \delta),
\end{align}
(59)
\(^{9}\) The symbol ‘d’ denotes the exterior derivative and ‘\( \iota_\zeta \)’ is the interior product.
for all vector fields on phase space $\delta \in TP\Sigma$. All fundamental configuration variables are charged under $SL(2, \mathbb{R})$, and it is therefore useful to introduce a gauge covariant extension of the ordinary Lie derivative $L_\xi$ to compute $H_\xi$. This is achieved by adding an infinitesimal $SL(2, \mathbb{R})$ gauge transformation that restores the gauge symmetry,

$$L_\xi = L_\xi + \delta_{\lambda[A],L}, \quad \lambda^A_B[\xi,A] = \xi^a A^A_{Ba}. \tag{60}$$

We have seen in above, see (4), that any infinitesimal $SL(2, \mathbb{R})$ gauge element $\lambda^A_B : \mathcal{M} \to \mathfrak{sl}(2, \mathbb{R})$ defines a degenerate direction $\delta_\lambda \in TP\Sigma$ of the pre-symplectic two-form. It does not matter, therefore, whether we use the ordinary Lie derivative or the gauge covariant derivative to compute the Hamiltonian,

$$\delta[H_\xi] = -\Omega_\Sigma(L_\xi, \delta) = -\Omega_\Sigma(L_\xi, \delta). \tag{61}$$

Given the infinitesimal $SL(2, \mathbb{R})$ transformations $\delta_\lambda[A^A_{B}] = -D_a \lambda^A_{B}$, we obtain the gauge covariant Lie derivative of the connection,

$$L_\xi A^A_{B} + \delta_{\lambda[A],L} = L_\xi A^A_{B} + D_a \lambda^A_{B}$$

$$= \xi^b \partial_b A^A_{Bb} - \xi^b \partial_a A^A_{Bb} + \xi^b (A^A_{Ca} A^C_{Bb} - A^A_{Ca} A^C_{Bb}) = \xi^b F^A_{Bba}, \tag{62}$$

where $F^A_{Bba}$ is the curvature two-form. In the same way, we obtain the gauge covariant Lie derivative of the auxiliary $B$ field,

$$L_\xi B^A_{B} = L_\xi B^A_{B} + \delta_{\lambda[A],L} = \xi^b D_b B^A_{B}. \tag{63}$$

where $\lambda[\xi,A] \in \mathfrak{sl}(\mathcal{M} : \mathfrak{sl}(2, \mathbb{R}))$ is the field dependent gauge element. The boundary fields transform equally,

$$L_\xi P_A = \xi^a D_a P_A, \quad L_\xi \bar{P}_A = \xi^a D_a \bar{P}_A, \quad L_\xi Q^A = \xi^a D_a Q^A, \quad L_\xi \bar{Q}^A = \xi^a D_a \bar{Q}^A. \tag{64}$$

Going back to the bulk and boundary field equations of motion, namely (17), (32a), (32b), and (46), (47) respectively, we thus find for e.g. the continuous series representations,

$$\Omega_\Sigma(L_\xi, \delta) = \int_\Sigma \left( L_\xi \delta [A^A_{B}], \delta [A^B_{A}] - \delta [B^A_{B}] L_\xi [A^B_{A}] \right) \pm \sum_{\pm} \left( L_\xi [P_A] \delta [Q^A] - \delta [P_A] L_\xi [Q^A] \right)$$

$$= \pm \sum_{\pm} \kappa^a \left( \frac{\partial H_{\pm}}{\partial Q^A} \delta Q^A + \frac{\partial H_{\pm}}{\partial P_A} \delta P_A \right) = \pm \sum_{\pm} \kappa^a \delta [H_{\pm}]. \tag{65}$$

We may therefore infer the Hamiltonian, which is simply the Hamiltonian (46), (47) of the boundary modes alone,

$$H_\xi = \pm \sum_{\pm} \kappa^a \delta H_{\pm} = \pm \sum_{\pm} \kappa^a f_{\pm} (P_A Q^A)|_{\pm}, \tag{66}$$

where $\kappa^a = \xi^b \kappa_{ab}$. An analogous result also holds for the discrete series representations, when the generator $H_\xi$ of diffeomorphisms $\exp(\xi)$ is again the sum of the Hamiltonian $H_{\pm}[\psi, \bar{\psi}]$ of the boundary modes $\psi^A$, see (4). The relative minus sign between the two sides of the boundary is a result of our conventions for the relative orientation between $\partial \mathcal{M}$ and $\gamma_{\pm}$. 
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4.4. Physical phase space

The symplectic structure on the physical phase space is obtained by the pull-back of the pre-
symplectic potential to the solution space of the bulk plus boundary field equations. The general
solution for a flat $SL(2, \mathbb{R})$ connection in the interior of the manifold is given by

$$A = g^{-1} dg,$$  \hspace{1cm} (67)

where $g : \mathcal{M} \rightarrow SL(2, \mathbb{R})$ denotes a finite $SL(2, \mathbb{R})$ gauge transformation. The exterior func-
tional derivative of such a flat connection can be expressed in terms of the functional Maurer
–Cartan form $dg g^{-1}$.

$$d[A] = g^{-1} d (dg g^{-1}) g$$  \hspace{1cm} (68)

Next, we consider the $B$ field, which is the momentum conjugate to the $SL(2, \mathbb{R})$ con-
nection. On shell, the $B$ field is covariantly constant. The general solution of such a covariantly constant
$B$ field can be written in terms of the gauge elements $g$ and a constant $sl(2, \mathbb{R})$ element,

$$b = gBg^{-1}, \quad DB = 0 \iff db = 0.$$  \hspace{1cm} (69)

Next, we introduce the analogous parametrisation of the boundary modes,

$$p^A = g^A_B p^B, \quad q^A = g^A_B q^B.$$  \hspace{1cm} (70)

(71)

If we insert the parametrisation (4), (4) back into the pre-symplectic potential, we obtain

$$\Theta_\Sigma = \int_\Sigma Tr (B dA) \mp \sum_{\pm} P_A dq^A$$

$$= \int_\Sigma Tr \left( b d(g dg^{-1}) \right) \mp \sum_{\pm} \left( p_A dq^A - p_A q^B [g dg^{-1}]_B^A \right)$$

$$= \mp \sum_{\pm} \left( p_A dq^A + (b_{AB} - q_{(A}p_{B)}) \left[ g dg^{-1} \right]^{AB} \right).$$  \hspace{1cm} (72)

The second term in the last line vanishes thanks to the gluing conditions (4) that provide junc-
tion conditions between the field theory in the interior and the boundary modes. Since the second term vanishes, we are simply left with the boundary terms alone,

$$\Theta_\Sigma = \mp \sum_{\pm} p_A dq^A.$$  \hspace{1cm} (73)

The only residual constraint is inherited from the gluing condition (4), which translates now into the matching constraint

$$G_{AB} = \frac{p^+_A q^+_B}{p_A q_B} - \frac{p_-(A q_-B)}{= 0}.$$  \hspace{1cm} (74)

This constraint generates simultaneous $SL(2, \mathbb{R})$ transformations of the boundary modes
$(p^\pm_A, q^\pm_A)$ on either end of the strip: from equation (4), we infer the fundamental Poisson brackets

$$\{p^+_A, q^+_B\} = \mp \delta^B_A.$$  \hspace{1cm} (75)
And for any $\lambda^A_{\mu} \in \mathfrak{sl}(2, \mathbb{R})$, we thus have

\[
\begin{align*}
\{ G_{AB} \lambda^A_{\mu}, q^B_{\pm} \} &= +\lambda^A_{\mu} q^B_{\pm}, \\
\{ G_{AB} \lambda^A_{\mu}, p^B_{\pm} \} &= -\lambda^A_{\mu} p^B_{\pm}.
\end{align*}
\]

(76a, 76b)

The quantisation is straightforward. The kinematical Hilbert space is the tensor product $\mathcal{K} = L^2(\mathbb{R}^2, d^2 q) \otimes L^2(\mathbb{R}^2, d^2 q)$ with respect to the $\text{SL}(2, \mathbb{R})$ invariant measure $d^2 q = \frac{1}{2} dq_A \wedge dq_B$. On this Hilbert space, the matching constraint turns into the differential operator $\hat{G}_{AB} = i q^A_{\pm} \partial A_{\pm} + q^A_{\pm} \partial A_{\pm}$ with $\partial A_{\pm} \equiv \partial/\partial q^A_{\pm}$.

Physically states are annihilated by the constraint and given by wavefunctions

$$
\Psi_f(q^+_A, q^-_B) = f(q^+_A q^-_B)
$$

that only depend on the $\text{SL}(2, \mathbb{R})$ invariant contraction $x = \epsilon_{AB} q^A q^B$ of the configuration variables. The inner product between any two such states is given by the integral

$$
\langle \Psi_f, \Psi_{f'} \rangle = \int_{-\infty}^{\infty} |x| f(x) f'(x),
$$

(77)

where the integration measure is found from the requirement that the $\text{SL}(2, \mathbb{R})$ Casimir is self-adjoint.

5. Quantisation and coupling to matter defects

At the end of the last section, we considered the quantisation of the bulk plus boundary modes in the absence of matter. The simplest way to include matter is to add point sources, which are charged under the gauge group. The coupled system is governed by the action

\[
S[B, A | P, Q, \psi] = \int_M B^A_{\alpha} F^B_{\alpha A} - \int_\gamma \left[ \bar{\psi}_A D\psi^A - \frac{N}{2} (i\bar{\psi}_A \psi^A - \kappa) \right] + \pm \sum \int_{\gamma^\pm} \left( P_A D^A Q^A - \kappa H_{\pm} |P, Q| \right),
\]

(78)

which is the sum of the gravitational bulk plus boundary action for JT gravity (4) and the action for the AdS$_2$ particles (4), which are charged under $\text{SL}(2, \mathbb{R})$. The manifold $M$ contains the worldline of the particle, which splits the manifold $M$ into two adjacent regions $M_+ \cup M_- = M$, whose boundaries are $\partial M_+ = \gamma^{-1} \cup \gamma$ and $\partial M_- = \gamma^{-1} \cup \gamma$ respectively.

The presence of a distributional matter current alters the field equations in the interior: it creates a discontinuity of the $B$ field, but does not affect the flatness constraint (4), which is unaffected by the matter coupling,

$$
F_{AB} = 0,
$$

(79)

$$
D_\mu B_{AB} = -\delta_\mu [\gamma] \bar{\psi}(A) \psi(B).
$$

(80)

10 Strictly speaking, the Casimir is the square of $p_A q^A$.

11 NB we assume that the particle does not hit the boundary $\partial M = \gamma^{-1} \cup \gamma$. 
The one-form \( \delta_a[\gamma] \) is a distribution\(^{12}\),
\[
\delta_a[\gamma]|_x = \int_\gamma ds \ z^b(s) \xi_{ab} \bar{\delta}(x, \gamma(s)), \quad x \in \mathcal{M}.
\] (81)

Following the construction of the last section, we introduce the phase space of the bulk plus boundary field theory. If \( \Sigma \) denotes again a Cauchy hypersurface in \( \mathcal{M} \) that is anchored at the boundary \( \gamma^- \cup \gamma^+ \), we find
\[
\Theta_{\Sigma} = \int_\Sigma B^A_B dA^A_B - \bar{\psi}_A d\varphi^A|_{\gamma^-\Sigma} \mp \sum_{\pm} p_A dQ^A|_{\gamma^\pm\Sigma}.
\] (82)

To introduce coordinates on the physical phase space, we parametrise the flat \( SL(2, \mathbb{R}) \) connection in terms of an \( SL(2, \mathbb{R}) \) frame field \( g : \mathcal{M} \to SL(2, \mathbb{R}) \) such that \( A = g^{-1} d g \). In the same way, we transform the \( B \) field back into a constant Lie algebra element \( b \in \mathfrak{sl}(2, \mathbb{R}) \), which has a discontinuity across the worldline of the particle,
\[
B = g^{-1} b_- g + g^{-1} b_+ g \Theta_{\pm} + db_\pm = 0,
\] (83)
with \( \Theta_{\pm} \) denoting the step function,
\[
\Theta_{\pm}(x) = \begin{cases} +1, & \text{if } x \in \mathcal{M}_{\pm}, \\ 0, & \text{otherwise.} \end{cases}
\] (84)

The strength of the discontinuity is determined by the matter current: going back to (4), and integrating \( db \) along various intervals in \( \Sigma \), we obtain the junction conditions
\[
G_{AB} = p^A_B q^B_A - p^A_B q^B_A + \bar{\varphi}_A \varphi_B = 0,
\] (85a)
\[
b_{AB}^\pm = p^A_B q^B_A,
\] (85b)
where we introduced the dressed boundary modes
\[
(p_A, q^A) = (g^{-1})^B_A P_B, g^A_B Q^B,
\] (86a)
\[
\varphi^A := g^A_B \psi^B.
\] (86b)

The physical phase space is obtained then by imposing the matching constraint (4) at the level of the kinematical phase space, which is equipped with a natural symplectic structure: if we express the pre-symplectic potential in terms of the dressed boundary modes (86a), (86b), we find
\[
\Theta_{\Sigma} = -\bar{\varphi}_A d\varphi^A|_{\gamma^-\Sigma} \mp \sum_{\pm} p_A dQ^A|_{\gamma^\pm\Sigma},
\] (87)
which generalises the previous result (4) to include distributional matter sources.

\(^{12}\)The Dirac distribution \( \bar{\delta}(x, y) \) is a scalar density of weight one, and \( \xi_{as} \) denotes the inverse and two-dimensional Levi–Civita density, which is a tensor density of weight minus one.
In the following, we restrict ourselves to the region in phase space where \( x = \epsilon_{AB} q^A_+ q^B_+ > 0 \). Since the \( \mathbb{R}^2 \) spinors \( q^A_\pm \) are now linearly independent, they form a basis such that we can expand \( \varphi^A \) in terms of the JT gravitational edge modes \( q^A_\pm \),

\[
\varphi^A = \frac{1}{\sqrt{x}} (z q^A_+ + p q^A_-),
\]

where \( p \in \mathbb{C} \) and \( z \in \mathbb{C} \) are the spin up and down components of \( \varphi^A \) with respect to the basis \((q^A_+, q^A_-)\). This decomposition of \( \varphi^A \) in terms of \( q^A_\pm \) is the classical phase-space analogue of a Clebsch–Gordan decomposition of the tensor product of irreducible \( SL(2, \mathbb{R}) \) representation.

Next, we turn to the symplectic structure of the matter sector, and write it in terms of the new canonical pair \((p, z)\) and the JT boundary modes \( q^A_\pm \). Inserting \((4)\) into \( \hat{\varphi}_A \hat{d} \varphi^A \), we obtain

\[
\hat{\varphi}_A \hat{d} \varphi^A = -p d\bar{z} + \bar{z} dp + \frac{1}{2x} (pz - \bar{p}z) dx + \frac{\bar{z}}{x} (z \bar{q}^A_+ + p \bar{q}^A_-) \, d\bar{q}^A_+ + \frac{p}{x} (z q^A_+ + p q^A_-) \, dq^A_+ \\
+ \frac{1}{x} \left( \bar{p} \bar{q}^A_+ + \frac{1}{2} (pz + \bar{p}\bar{z}) q^A_+ \right) \, d\bar{q}^A_+ \\
+ \frac{1}{x} \left( p \bar{q}^A_- + \frac{1}{2} (pz + \bar{p}\bar{z}) q^A_- \right) \, dq^A_-.
\]

The previous equation suggests to introduce the shifted momentum variables

\[
\pi^+_A = p^+_A + \frac{1}{x} \left( \bar{z} q^A_+ + \frac{1}{2} (pz + \bar{p}\bar{z}) q^A_+ \right),
\]

\[
\pi^-_A = p^-_A - \frac{1}{x} \left( p \bar{q}^A_- + \frac{1}{2} (pz + \bar{p}\bar{z}) q^A_- \right).
\]

The new variables allow us to bring the symplectic potential \((4)\) into the following compact form,

\[
\Theta^C = p d\bar{z} - \bar{z} dp - \pi^+_A \, dq^A_+ + \pi^-_A \, dq^A_-.
\]

Therefore, the map from \((\hat{\varphi}_A, \varphi^A, p^\pm_A, q^A_\pm)\) to \((p, \bar{p}, z, \bar{z}, \pi^\pm_A, q^A_\pm)\) is a canonical transformation. In terms of the new canonical variables, the junction condition is now simply given by

\[
G_{AB} = \pi^+_A q^A_B - \pi^-_A q^A_B,
\]

such that we have eliminated the \( \hat{\varphi}_A \varphi_B \) term from the constraint \((4)\).

As in the vacuum case, it is straightforward to define a Schrödinger position representation of the quantum states. Kinematical states are now vectors in the auxiliary Hilbert space \( \mathcal{K} \), which is the tensor product \( \mathcal{K} = L^2(\mathbb{R}^2, d^2 q^+_+) \otimes L^2(\mathbb{R}^2, d^2 q^-_) \otimes L^2(\mathbb{C}, dz + i d\bar{z}) \). On this Hilbert space, the configuration variables \((q^A_\pm, z, \bar{z})\) act by multiplication, the conjugate momenta by taking the derivative,

\[
\hat{\pi}^+_A = \pm i \frac{\partial}{\partial q^A_+} = \pm i \partial^+_A, \quad \hat{\pi}^-_A = \pm i \frac{\partial}{\partial q^A_-} = \pm i \partial^-_A
\]

\[
\hat{p} = -i \partial_z, \quad \hat{\bar{p}} = -i \partial_{\bar{z}}.
\]
The junction conditions are now operator-valued and given by the $SL(2, \mathbb{R})$ generators

$$\hat{G}_{AB} = +iq_A^± \partial^+_{B^±} + iq_{B^±} \partial^+_{A^±}. \quad (95)$$

Physical states $\Psi(q^+_{A}, q^−_{A}, z, \bar{z})$ lie in the kernel of $\hat{G}$ and must be therefore functions of $z, \bar{z}$ and the $SL(2, \mathbb{R})$ invariant contraction $x = q^±_{A} q^±_{A}$ alone,

$$\Psi_f(q^+_{A}, q^−_{A}, z) = f(q^±_{A}, q^±_{A}, z). \quad (96)$$

We have restricted ourselves to a region of phase space, where $x = q^±_{A} q^±_{A} > 0$ and the inner product is therefore given by

$$\langle \Psi_f, \Psi_f \rangle = \frac{i}{2} \int d\zeta d\bar{\zeta} \int_0^\infty dx x f^\dagger(x, \zeta) f(x, \bar{\zeta}). \quad (97)$$

An orthonormal basis in the physical Hilbert space can be constructed as follows. Consider first the $SL(2, \mathbb{R})$ Casimir on either end of the boundary,

$$\rho_± = q^±_{A} q^±_{A} = \pi^±_{A} q^±_{A} + \frac{1}{2} (pz + \bar{p}\bar{z}). \quad (98)$$

In terms of the Schrödinger representation, the $SL(2, \mathbb{R})$ Casimir $\rho_±$ is a sum of dilation operators,

$$\hat{\rho}_± = \pm i(q^±_{A} \partial^+_A + 1) + \frac{1}{2i}(\bar{z} \partial_\zeta + \bar{z} \partial_{\bar{z}} + 1) = \pm i(x \partial_x + 1) + \frac{1}{2i}(\bar{z} \partial_\zeta + \bar{z} \partial_{\bar{z}} + 1), \quad (99)$$

where we chose a symmetric ordering for the operator product $q^+_A p^+_A$. In the same way, we consider now the Casimir for the discrete series representation. Going back to the parametrisation (4) of $\varphi^A$ in terms of $q^A$, we find

$$s = i\hat{\psi}^A \psi^A = -i(pz - \bar{p}\bar{z}). \quad (100)$$

In quantum theory, the imaginary part of $pz$ is nothing but the angular momentum operator on the complex plane,

$$\hat{s} = -(z \partial_z - \bar{z} \partial_{\bar{z}}), \quad (101)$$

whose spectrum is discrete $s \in \mathbb{Z}$. An orthonormal basis is now given by the homogenous functions

$$\langle q^A, q^B, z, \bar{z} | \rho_+, \rho_-, s \rangle = \frac{1}{(2\pi)^2} \Theta(\epsilon_{AB} q^A q^B) \left( \epsilon_{AB} q^A q^B \right)^{-i\epsilon - 1} (zz)^{\frac{s}{2}} \left( \frac{\bar{z}}{z} \right)^{\frac{s}{2}}, \quad (102)$$

where

$$\rho_± = \rho ± i. \quad (103)$$

Given the inner product (4), the states are normalised as

$$\langle \rho_+, \rho_-, s | \rho'_+, \rho'_-, s' \rangle = \delta_{ss'} \delta(\rho_+ - \rho'_+) \delta(\rho_- - \rho'_-). \quad (104)$$

13 If we include also the region in phase space, where $x < 0$, we would end up with two-component wave functions, where the up (down) components correspond to the regions $x > 0 (x < 0)$ of phase space respectively.
The jump (4) is a jump in energy: the Hamiltonian $H_\xi$ is the sum of boundary terms, $H_\xi = \mp \sum_\pm \kappa_\xi f_\pm (P_A Q^A)_{\parallel \partial \Sigma}$. A simple choice for the boundary Hamiltonian, which is often used in the literature [9, 10, 60], is to identify the Hamiltonian with the $SL(2, \mathbb{R})$ Casimir. In other words $f_\pm (P_A Q^A)_{\parallel \partial \Sigma} = (P_A Q^A)^2$, such that the Hamiltonian of the bulk plus boundary system is given by

$$H_\xi = \kappa_\xi (\hat{\rho}_-)^2 - \kappa_\xi^+ (\hat{\rho}_+)^2. \quad (105)$$

On the physical phase space, the Hamiltonian is a boundary term. This is a consequence of gauge invariance in the bulk: small diffeomorphisms of compact support are unphysical gauge directions (4). Large diffeomorphisms $\phi: \mathcal{M} \rightarrow \mathcal{M}$ that do not vanish at the boundary are generated by the boundary charge (4). Although the Hamiltonian is a boundary term, its spectrum depends on the matter sources in the bulk. In fact, the presence of a distributional matter source creates a discontinuity of the quantum number $\rho$, and this discontinuity alters the boundary charges (4) for given boundary vector fields $\xi^a|_{\partial \mathcal{M}} \in T_{\partial \mathcal{M}}$. The generic Hamiltonian (4) is an arbitrary function of the $SL(2, \mathbb{R})$ Casimir, which is determined by the value of the dilaton $\Phi$ at the saddle point $x \in \mathcal{M} : \nabla_a \Phi|_x = 0$. From the perspective of gravity in four dimensions, such a saddle point represents the bifurcation surface of a black hole horizon, whose area is given by the value of the dilaton $A_r \sim \Phi|_x$, see (4). In higher dimensions, such area Hamiltonians describe the evolution with respect to a family of stationary observers in the near horizon approximation [43, 62, 63], where they generate dilations along the null directions [26, 43, 62, 63]. The JT boundary Hamiltonian (4) is the 1+1-dimensional realisation of this dilation generator in the r-t plane.

6. Summary and conclusion

Let us summarise. In this paper, we developed a twistor quantisation of JT gravity with distributional matter defects. At the boundary of the manifold, which has the topology of a strip $[-1, 1] \times \mathbb{R}$, we chose specific Dirichlet boundary conditions, where the connection at the boundary is unconstrained. Such $SL(2, \mathbb{R})$ gauge covariant boundary conditions are possible only at the expense of working on an extended phase space with additional boundary degrees of freedom [18, 26]. We then saw that these boundary modes can be encoded into $SL(2, \mathbb{R})$ boundary spinors $(P_A, Q^A) \in (\mathbb{R}^2)^* \oplus \mathbb{R}^2$, which are the eigen vectors of the $sl(2, \mathbb{R})$-valued $B$ field. Using these boundary fields, we introduced the boundary term that makes the variational problem well posed. The boundary term consists of a kinetic term $P_A D Q^A$ plus a Hamiltonian $H[P, Q]$, which characterises the quasi-local energy of the bulk plus boundary system. After completing the Hamiltonian analysis, we considered the system at the quantum level. Physical states are constructed by fusing irreducible unitary representation of $SL(2, \mathbb{R})$ into gauge invariant singlets that represent gauge invariant observables. The continuous (principal) series representations of $SL(2, \mathbb{R})$ describe empty patches of AdS$_2$. Spinning point particles, on the other hand, are characterised by the discrete series representations. Along the worldlines of such particles, the $B$ field has a discontinuity. The strength of the discontinuity is governed by the junction conditions (4) that fuse the three $SL(2, \mathbb{R})$ representations into an $SL(2, \mathbb{R})$ invariant singlet (4).

Our quantisation is based on a relatively simple Schrödinger representation. The kinematical Hilbert space for every patch of the boundary is $L^2(\mathbb{R}^2, dq_-) \otimes L^2(\mathbb{R}^2, dq_+)$, where $q_-^2$ are the JT boundary modes at the ends of the interval. The canonical momentum variables $p_\pm = \pm i \partial / \partial q_\pm$ are commuting. In comparison, the more familiar $SL(2, \mathbb{R})$ holonomy
representation [9, 64] is based on square integrable functions $\Psi \in L^2(SL(2, \mathbb{R}), d\mu)$.[14] The corresponding classical phase space is $T^*SL(2, \mathbb{R})$ and the momentum variables, which are left invariant vector fields, are non-commutative. The situation is reminiscent of what we know from loop quantum gravity. The holonomy representation [9, 64] of JT gravity is the analogue of the spin network representation. On the other hand, the present twistor representation is analogous to the spinor representation of spin network states [53–55, 59, 65], where every gravitational Wilson line splits into a pair of surface charges, which are entangled across the connecting link [53, 55]. In the bulk, such surface charges are not directly observable. At a physical boundary, which could be an isolated horizon or any other entangling surface, they are. In fact, operators for quasi-local energy and angular momentum are quadratic invariants of the boundary spinors [26]. The energy for a stationary observer in the vicinity of an isolated horizon is nothing but the area [43], which turns into a dilation operator upon quantization [59]. The resulting eigen functions are homogenous functions of the boundary modes and they carry a unitary irreducible representation of $SL(2, \mathbb{C})$. In JT gravity we found a very similar result. Eigen functions of quasi-local energy are homogenous functions of the spinor-valued boundary modes (4) and they carry a unitary representation of $SL(2, \mathbb{R})$.

In this paper, we constructed a twistor representation for JT gravity coupled to point particles[15]. We have not studied, however, the corresponding scattering amplitudes in the JT twistor approach. This does not seem too difficult a problem, because the amplitudes must be $SL(2, \mathbb{R})$ invariant functionals of the boundary data. Such functionals can be easily classified in terms of the $SL(2, \mathbb{R})$ invariant cross ratios $x_{ij} = \epsilon_{AB} q_i^A q_j^B$ of the boundary data $q_i^A$. Spinfoam amplitudes [66] and the more ordinary path integral approaches to JT gravity [8, 67, 68] are based on very similar techniques. It would be interesting to explore this connection in more detail.
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