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ABSTRACT

In this article, Very Crucial subject discussed in free running VCO based on an unstable transistor circuit system stability optimization under delayed electromagnetic interferences and parasitic effects. Additionally we discuss Free running VCO integrated circuit applications (PLLs, DLL, clock generation, etc.). There are many techniques to generate a Wideband Frequency Modulation (WBFM) signal: analog based, digitally based and hybrid based techniques. The VCO is a very low cost method of generating WBFM signals, such as chirp signals. The VCO has some important properties that are common to all frequency sources. These properties are frequency range, settling time, post-tuning drift, sensitivity and Maximum Sensitivity Ratio (MSR), frequency total accuracy, frequency modulation span, and modulation frequency bandwidth. The VCO frequency of oscillation depends on the resonance frequency set by its equivalent capacitance and inductance. By applying variable bias voltage to a Varactor diode, the capacitance is changed and the oscillation frequency is changed accordingly. The first delay line in our circuit ($\tau_1$) represents the electromagnetic interference in the Varactor diode ($D_1$). We neglect the voltage on the first delay line ($V_{\tau_1 \rightarrow \epsilon}$) and the delay is on the current which flows through Varactor diode. The second and third delay lines ($\tau_2$ and $\tau_3$) represent the circuit microstrip line’s parasitic effects before and after the matching circuit. We neglect the voltages on the second and third delay lines ($V_{\tau_k \rightarrow \epsilon}$ ; $k=2, 3$) and the delays are only on the current which flow through the microstrip lines. The free running VCO circuit can represent as delayed differential equations which, depending on variable parameters and delays. There is a practical guideline which combines graphical information with analytical work to effectively study the local stability of models involving delay dependent parameters. The stability of a given steady state is determined by the graphs of some function of $\tau_1$, $\tau_2$, $\tau_3$.

Index Terms – Free running VCO, PLL, WBFM, Delay Differential Equations (DDEs), Bifurcation, Stability, Integrated circuit, CMOS, Bi-CMOS, Clock generation, ASIC, FPGA.

1 Introduction

In this article, Very Critical and useful subject is discussed: free running VCO based on an unstable transistor circuit system stability optimization under delayed electromagnetic interferences and parasitic
Frequency Modulation (FM) is used extensively in audio communication and data transfer. When spectrum efficiency is important Narrowband FM (NBFM) is used but when better signal quality is required Wideband FM (WBFM) is used at the expense of greater spectrum usage. The term WBFM is used in applications where the modulation index is equal to or larger than 1. We discuss applications and techniques for WBFM with modulation indexes much larger than that, going up to 100 and beyond. In such applications spectral efficiency is less important and sometimes large spectral spread is actually desired. The purpose of this article is to present some major application’s stability issues in the commercial and defense markets. The common techniques of generating WBFM are presented. There are many techniques to generate a WBFM signal: analog based techniques, digitally based techniques and hybrid techniques. A free running VCO is a device based on an unstable transistor circuit. The frequency of oscillation depends on the resonance frequency set by its equivalent capacitance and inductance. By applying variable bias voltage to a Varactor diode, the capacitance is changed and the oscillating frequency is changed accordingly. The VCO is a very low cost method of generating WBFM signals, such as chirp signals. The VCO has some important properties that are common to all frequency sources. These properties are frequency range, settling time, post-tuning drift, sensitivity and Maximum Sensitivity Ratio (MSR), frequency total accuracy, frequency modulation span, and modulation frequency bandwidth. The sensitivity parameter is defined as the "voltage to frequency" transfer function of the VCO and is measured in MHz/Volt. A perfect VCO will have a constant sensitivity throughout its range of operation. Unfortunately there are no ideal VCOs and therefore the sensitivity varies across the VCO frequency range. The Maximum Sensitivity divided by the Minimum Sensitivity is defined as MSR. Using a VCO with poor MSR (>>1) will yield a wide range of problems. The WBFM techniques is to use the PLL in order to jump to the new center frequency, then to keep the tuning voltage to the VCO at a constant value (e.g., by a S/H) and inject the modulating voltage directly to the tuning voltage. This technique is called "DTO Mode" since the loop is open during the modulation and the VCO is actually in free running mode. This technique suffers from all the drawbacks explained previously for the "DTO Mode" in DTOs and in FLOs. The below figure describe the free running VCO based on an unstable transistor circuit with delay elements due to electromagnetic interferences and parasitic effects [1][2].

The free running VCO circuit uses Varactor which is diode that has been designed specifically to exploit the variable capacitance of a reverse biased P-N junction (The Varactor diode is constantly reverse bias - \( V_b \) through inductor which is not appear in Fig 1 and \( V_{tune} \) tunes the diode reverse bias accordingly). The
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**Figure 1.** Free running VCO is based on an unstable transistor circuit.
capacitance versus voltage characteristic of a Varactor depends on the impurity density as a function of distance from the P-N interface.

Many engineering applications include Free running VCO circuit which fit to different purposes.

2 Free Running VCO Based on an Unstable Transistor Equivalent Circuit and represent Delay Differential Equations

A voltage-controlled oscillator (VCO) is an electronic oscillator whose oscillation frequency is controlled by the voltage input. The applied input voltage determines the instantaneous oscillation frequency. Our free running VCO is a device based on an unstable transistor circuit. The frequency of oscillation depends on the resonance frequency set by its equivalent capacitance and inductance. By applying variable bias voltage (reverse biased) to a Varactor diode, the capacitance is changed and the oscillating frequency is changed accordingly. The varactor diode working principles, if the reverse voltage of the diode is increased, then the size of the depletion region increases. Likewise, if the reverse voltage of the varactor diode is decreased, then the size of the depletion region decreases. Varactor diodes are widely used within the RF design arena. They provide a method of varying the capacitance within a circuit by the application of a control voltage. The advantage of Varactor diode is low noise. It generates less noise as compared to the other P-N junction diode. Thus, the power loss due to noise is low in Varactor diodes. The varactor diode is portable due to the small size and light weight. A Varactor diode modulator is the direct method of FM generation wherein the carrier frequency varied by the modulation signal (V_tune). A Varactor diode is a semiconductor diode whose junction capacitance varies linearly with applied voltage when the diode is reverse biased. The Varactor diode is arranged in reverse biased to offer Junction capacitance effect. The modulation voltage (V_tune) which is in series with the Varactor diode will vary the bias and hence the junction capacitance of the capacitance, resulting the oscillator frequency to change accordingly. The Varactor diode equivalent circuit (equivalent electrical model at high frequencies) for spice model includes the following elements: The package inductance L_p is due to the lead inductance, wire bonds and other interconnect required to get to the diode device (Fig 2). The package capacitance, C_p, is due to the stray capacitance from the package and other features to the surrounding ground. In general, better quality diodes have minimal package effects and therefore C_p and L_p are small. The device resistance R(V) is the device resistance in the physical diode and will have some voltage dependence. If the tuning voltage range is limited, the voltage dependence of the resistance can be ignored. The resistance accounts of the finite Q of the diode and is due to the un-depleted region of the diode and contact resistance. The tuning capacitance, C(V), is the desired capacitance and it is strongly dependent upon the bias voltage. The equation which accurate predict C(V) over the expected range of V. The equation used to model the capacitance is \[ C(V) = \frac{C_0}{1 + \frac{V}{\phi}} \gamma \] . C(V) - Varactor diode capacitance, C_0 - Zero bias capacitance, V - Reverse bias voltage, \( \phi \) - Built in potential, \( \gamma \) - Slope of the Log C vs. Log V curve. The Varactor can be a critical component in VCO design for several reasons. Satisfying the required tuning range is only the first consideration. Varactor can also plays a role in the phase noise performance of the oscillator. The noise current source associated with all active devices there is a phase noise degradation resulting from finite Q. The component Q is reduced by the inverse of the value of parasitic resistance [3][4].
Figure 2. Free running VCO is based on an unstable transistor equivalent circuit.

We can write above free running VCO is based on an unstable transistor equivalent circuit’s equations.

\[ V_{\text{tune}} = V_{A_1}; \quad V_{A_2} = V_{A_1}; \quad V_{r_1} \rightarrow \varepsilon; \quad V_{A_3} = V_{A_2}; \quad V_{r_2} \rightarrow \varepsilon; \quad V_{A_4} = V_{A_3}; \quad V_{r_2} \rightarrow \varepsilon \] (Buffer Op-Amp) (1)

\[ V_{A_1} = V_{A_2}; \quad (V_{r_1} \rightarrow \varepsilon); \quad V_{A_3} = V_{A_4}; \quad (V_{r_2} \rightarrow \varepsilon); \quad I_{L_p} = I_{L_1}(t-\tau_1) - I_{L_2}(t-\tau_1); \quad I_c = \alpha_c \cdot i_{DE} - i_{DC} \] (2)

\[ V_{A_1} - V_{A_2} = L_1 \frac{dI_{L_1}}{dt}; \quad V_{A_3} - V_{A_4} = L_p \frac{d}{dt}(I_{L_1}(t-\tau_1) - I_{L_2}(t-\tau_1)); \quad I_c = i_{DE} - \alpha_e \cdot i_{DC}; \quad I_c(t-\tau_2) = I_{C_e} \] (3)

\[ I_e(t-\tau_1) = i_{DE}(t-\tau_1) - \alpha_e \cdot i_{DC}(t-\tau_1); \quad I_{L_p} = I_{C_e} + I_{C(V)}; \quad V_{A_5} = 0 \text{ volt (ground)}; \quad V_{A_3} = V \] (4)

\[ I_{C_e} = C_p \frac{dV_{A_1}}{dt}; \quad \frac{d}{dt}(V_{A_2} - V_{A_1}); \quad I_{R(V)} = \frac{V_{A_2}}{R(V)}; \quad I_{C(V)} = I_{R(V)} \] (5)

\[ I_{R(V)} = C(V) \frac{d}{dt}(V_{A_2} - V_{A_1}) \Rightarrow \frac{V_{A_2}}{R(V)} = C(V) \frac{d}{dt}(V_{A_2} - V_{A_1}) \] (6)

Assumption: The tuning voltage range of the Varactor is very narrow then we ignored the voltage dependence of the resistance, \( R(V) = R \).

\[ \frac{V_{A_2}}{R} = C(V) \frac{d}{dt}(V_{A_2} - V_{A_1}) \] (7)

The reverse bias on the Varactor is \( V \) then \( V = V_{A_3} \).
\[ C(V = V_{a_1}) = \frac{C_0}{V_{a_1}} \quad ; \quad \frac{V_{a_1}}{R} = \frac{C_0}{V_{a_1}} \cdot \frac{d}{dt}(V_{a_1} - V_{a_1}) \quad ; \quad \frac{V_{a_1}}{\phi} = \frac{C_0 \cdot R}{(1 + \frac{V_{a_1}}{\phi})} \cdot \frac{d}{dt}(V_{a_1} - V_{a_1}) \] (8)

KCL @ A6: \( i_{DC} + i_{DE} - \alpha_f \cdot i_{DE} - \alpha_r \cdot i_{DC} - I_{c2} = 0 \) ; \( V_{A_1} = L_2 \cdot \frac{dI_{L_2}}{dt} \) ; \( I_b = I_{L_2} \) ; \( I_e = I_c + I_e \) (9)

KCL @ A7: \( I_{DC} + I_c = \alpha_f \cdot i_{DE} \); \( I_c = I_c(t - \tau_2) \) (10)

\[ I_{c2} = C_a \cdot \frac{d}{dt}(V_{a_1} - V_{a_1}) \Rightarrow I_{c}(t - \tau_2) = C_a \cdot \frac{d}{dt}(V_{a_1} - V_{a_1}) \] (11)

KCL @ A8: \( I_{L_2} + I_{c} - I_{c_2} = 0 \); \( I_{C_2} = I_{C_2} - I_{L_2} \); \( V_{A_1} = L_a \cdot \frac{dI_{L_a}}{dt} \); \( I_{C_2} = C_b \cdot \frac{d}{dt}(V_{a_1} - V_{a_1}); \) \( V_{\tau_1} \approx 0 \) (12)

\[ V_{A_1} = I_{R_{load}} \cdot R_{load}; \quad V_{A_1} = V_{A_0} \Rightarrow I_{R_{load}} = \frac{V_{A_1}}{R_{load}} = \frac{V_{a_1}}{R_{load}} \] (13)

\[ V_{A_1} - V_{a_1} = L_1 \cdot \frac{dI_{L_1}}{dt} \Rightarrow V_{tune} - V_{A_1} = L_i \cdot \frac{dI_{L_i}}{dt}; \quad V_{A_2} = V_{tune} - L_i \cdot \frac{dI_{L_i}}{dt}; \quad V_{A_2} = V_{a_2} \] (14)

\[ V_{A_1} = V_{A_1} \Rightarrow V_{A_2} = V_{A_1} + L_p \cdot \frac{d}{dt}(I_{L_1}(t - \tau_1) - I_c(t - \tau_1)) \] (15)

\[ V_{tune} - L_i \cdot \frac{dI_{L_i}}{dt} = V_{A_1} + L_p \cdot \frac{d}{dt}(I_{L_1}(t - \tau_1) - I_c(t - \tau_1)) \] (16)

\[ V_{A_1} = V_{tune} - L_i \cdot \frac{dI_{L_i}}{dt} - L_p \cdot \frac{d}{dt}(I_{L_1}(t - \tau_1) - I_c(t - \tau_1)) \] (17)

\[ \frac{dV_{A_1}}{dt} = \frac{dV_{tune}}{dt} - L_i \cdot \frac{d^2I_{L_i}}{dt^2} - L_p \cdot \frac{d^2}{dt^2}(I_{L_1}(t - \tau_1) - I_c(t - \tau_1)) \] (18)

\[ I_{c_2} = C_p \cdot \frac{dV_{A_1}}{dt} = C_p \cdot \frac{d}{dt}(V_{tune} - L_i \cdot \frac{dI_{L_i}}{dt} - L_p \cdot \frac{d}{dt}(I_{L_1}(t - \tau_1) - I_c(t - \tau_1))) \] (19)

\[ I_{c_2} = C_p \cdot \frac{dV_{tune}}{dt} - L_i \cdot \frac{d^2I_{L_i}}{dt^2} - L_p \cdot \frac{d^2}{dt^2}(I_{L_1}(t - \tau_1) - I_c(t - \tau_1))) \] (20)

\[ I_{c_2} = C_p \cdot \frac{dV_{tune}}{dt} - L_i \cdot \frac{d^2I_{L_i}}{dt^2} - L_p \cdot \frac{d^2}{dt^2}(I_{L_1}(t - \tau_1) + L_p \cdot \frac{d^2}{dt^2}(I_{L_1}(t - \tau_1))) \] (21)

\[ V_{A_1} = \frac{C_0 \cdot R}{(1 + \frac{V_{a_1}}{\phi})} \cdot \frac{d}{dt}(V_{a_1} - V_{a_1}) \Rightarrow V_{A_1} = \frac{C_0 \cdot R}{(1 + \frac{1}{\phi} \cdot [V_{tune} - L_i \cdot \frac{dI_{L_i}}{dt}])} \cdot \frac{d}{dt}(V_{a_1} - V_{a_1}) \] (22)
Hint 1: \( V_{d_1} = V_{A_1} - V_{A_b} \); \( V_{d_2} = V_{A_2} - V_{A_b} \); \( i_{DC} = I_0 \cdot (\frac{1}{V_T} v_{th} - 1) = I_0 \cdot (\frac{1}{V_T} (V_{A_2} - V_{A_b}) - 1) \)

\[ i_{DC} = I_0 \cdot (\frac{1}{V_T} v_{th} - 1) = I_0 \cdot (\frac{1}{V_T} (V_{A_2} - V_{A_b}) - 1) \]

\( I_0 \) is the magnitude of the reverse saturation current, the assumption is that current is the same in two Ebers-Moll’s diodes (\( D_c \) and \( D_e \)). \( V_T \) is the thermal voltage, \( V_T = \frac{k \cdot T}{q} \); \( k \) is Boltzmann’s constant which is constant, \( q \) is the charge of an electron, \( T \) is temperature and it is not constant but humans exist in a fairly narrow range of temperatures around 300\(^\circ\)K then 25mV to 26mV is a reasonable value for room temperature \( V_T \). “T” in \( V_T \) stands for ‘thermal’ that is a function of (absolute) temperature.

\[ \frac{i_{DC}}{I_0} + 1 = e^{\frac{1}{V_T} (V_{As} - V_{Ab})} \Rightarrow \frac{1}{V_T} (V_{A_1} - V_{A_b}) = \ln(\frac{i_{DC}}{I_0} + 1) \Rightarrow V_{A_1} - V_{A_b} = V_T \cdot \ln(\frac{i_{DC}}{I_0} + 1) \]

\[ \frac{i_{DE}}{I_0} + 1 = \frac{1}{V_T} (V_{A_2} - V_{A_b}) = \ln(\frac{i_{DE}}{I_0} + 1) \Rightarrow V_{A_2} - V_{A_b} = V_T \cdot \ln(\frac{i_{DE}}{I_0} + 1) \]

Hint 2: We use for the PNP transistor equivalent circuit the Ebers-Moll model. The model involves two ideal diodes placed back to back with reverse saturation currents \(-I_{EO} \) and \(-I_{CO} \) and two dependent current-controlled current sources shunting the ideal diodes. For a PNP transistor, both \( I_{EO} \) and \( I_{CO} \) are negative, so that \(-I_{EO} \) and \(-I_{CO} \) are positive values, giving the magnitudes of the reverse saturation currents of the diodes. We consider \( I_0 \approx -I_{CO} \) and \( I_0 \approx -I_{EO} \). The Ebers-Moll model is valid for both forward and reverse static voltages applied across the transistor junctions. It is impossible to construct a transistor by simply connecting two separate (isolated) diodes in series opposing. A cascade of two p-n diodes exhibits transistor properties (capable of amplification) only if carriers injected across one junction diffuse across the second junction.

\[ V_{A_1} = V_{nuc} - L_1 \cdot \frac{dI_n}{dt} \Rightarrow V_{nuc} - L_1 \cdot \frac{dI_n}{dt} - V_{A_1} = V_T \cdot \ln(\frac{i_{DE}}{I_0} + 1) \Rightarrow V_{A_1} = V_{nuc} - L_1 \cdot \frac{dI_n}{dt} - V_T \cdot \ln(\frac{i_{DE}}{I_0} + 1) \]
\[ V_{A_T} = V_{A_w} + V_T \cdot \ln \left( \frac{i_{DC}}{I_0} + 1 \right) \Rightarrow V_{A_T} = V_{\text{tune}} - L_1 \cdot \frac{dL_1}{dt} - V_T \cdot \ln \left( \frac{i_{DE}}{I_0} + 1 \right) + V_T \cdot \ln \left( \frac{i_{DC}}{I_0} + 1 \right) \] (30)

\[ V_{A_T} = V_{\text{tune}} - L_1 \cdot \frac{dL_1}{dt} + \ln \left( \frac{i_{DC}}{I_0} + 1 \right) - \ln \left( \frac{i_{DE}}{I_0} + 1 \right); \ V_{A_T} = V_{\text{tune}} - L_1 \cdot \frac{dL_1}{dt} + V_T \cdot \ln \left( \frac{i_{DC}}{I_0} + 1 \right) \] (31)

\[ V_{A_b} = L_2 \cdot \frac{dL_2}{dt} \Rightarrow V_{\text{tune}} - L_1 \cdot \frac{dL_1}{dt} - V_T \cdot \ln \left( \frac{i_{DC}}{I_0} + 1 \right) = L_2 \cdot \frac{dL_2}{dt} \] (32)

\[ I_{C_a} = C_a \cdot \frac{d}{dt} \left( V_{A_w} - V_{A_h} \right) = C_a \cdot \frac{d}{dt} (V_{A_T} - V_{A_h}) \] (33)

\[ I_{C_a} = C_a \cdot \frac{d}{dt} \left( V_{\text{tune}} - L_1 \cdot \frac{dL_1}{dt} + V_T \cdot \ln \left( \frac{i_{DC}}{I_0} + 1 \right) \right) - V_{A_h} = L_a \cdot \frac{dL_a}{dt} \] (34)

\[ I_{C_a} = C_a \cdot \frac{d}{dt} \left( V_{\text{tune}} - L_1 \cdot \frac{dL_1}{dt} + V_T \cdot \ln \left( \frac{i_{DC}}{I_0} + 1 \right) \right) - L_a \cdot \frac{dL_a}{dt} \] (35)

\[ I_{C_h} = C_b \cdot \frac{d}{dt} \left( V_{A_h} - V_{A_h} \right) \Rightarrow I_{C_h} = C_b \cdot \frac{d}{dt} \left( L_a \cdot \frac{dL_a}{dt} - V_{A_h} \right) \] (36)

\[ I_{R_\text{load}} = \frac{V_{A_h}}{R_{\text{load}}} \Rightarrow V_{A_h} = I_{R_\text{load}} \cdot R_{\text{load}} \Rightarrow I_{C_h} = C_b \cdot \frac{d}{dt} \left( L_a \cdot \frac{dL_a}{dt} - I_{R_\text{load}} \cdot R_{\text{load}} \right) \] (37)

Assumption: \( I_{R_\text{load}} = I_{C_h} \left( t - \tau_3 \right) \); \( I_{R_\text{load}} (t) \Rightarrow I_{C_h} = C_b \cdot \frac{d}{dt} \left( L_a \cdot \frac{dL_a}{dt} - I_{C_h} (t - \tau_3) \cdot R_{\text{load}} \right) \) (38)

\[ V_{A_T} = V_{C_p}; \ V_{A_T} = V_{C(V)} + V_{R(V)}; \ V_{C(V)} = V_{A_T} - V_{A_h}; \ V_{C_r} = V_{C(V)} + V_{R(V)} = V_{C(V)} + I_{C(V)} \cdot R; \ V_{A_h} = V \] (39)

\[ V_{C_r} = V_{C(V)} + I_{C(V)} \cdot R \Rightarrow \frac{1}{C_p} \cdot \int I_{C_r} \cdot dt = \int \frac{I_{C(V)}}{C(V)} \cdot dt + I_{C(V)} \cdot R \] (41)

We operate \( \frac{d}{dt} \) on the two sides of the above integral equation and get the following equation:
We can summarize our circuit Key differential equations (1):

\begin{align*}
\text{(*) } I_{C_p} &= C_p \left\{ \frac{dV_{tune}}{dt} - L_1 \cdot \frac{d^2 I_L}{dt^2} - L_p \cdot \frac{d^2 I_L}{dt^2} \cdot t - \frac{d^2 I_L}{dt^2} \cdot (t - \tau_1) + L_p \cdot \frac{d^2 I_L}{dt^2} \cdot I_L(t - \tau_1) \right\} \\
\text{(**) } V_{tune} &= L_1 \cdot \frac{dI_L}{dt} - V_T \cdot \ln\left( \frac{i_{DE}}{I_0} + 1 \right) = L_2 \cdot \frac{dI_L}{dt} \\
\text{(***) } I_{C_a} &= C_a \frac{d}{dt} \left( V_{tune} - L_1 \cdot \frac{dI_L}{dt} + V_T \cdot \ln\left( \frac{i_{DE}}{I_0} + 1 \right) - L_a \cdot \frac{dI_L}{dt} \right) \\
\text{**** } I_{C_b} &= C_b \frac{d}{dt} \left( L_a \frac{dI_L}{dt} - I_{C_a} (t - \tau_3) \cdot R_{load} \right) \\
\text{***** } \frac{1}{C_p} \cdot I_{C_p} &= (1 + \frac{1}{\phi} \cdot [V_{tune} - L_1 \cdot \frac{dI_L}{dt}])^{\gamma} \cdot \frac{1}{C_0} \cdot I_{C(V')} + \frac{dI_{C(V')}}{dt} \cdot R
\end{align*}

\begin{align*}
\text{V_{tune} = L_2 \cdot } & \frac{dI_L}{dt} + L_1 \frac{dI_L}{dt} + V_T \cdot \ln\left( \frac{i_{DE}}{I_0} + 1 \right) \Rightarrow \text{dV_{tune} = L_2 \cdot } \frac{d^2 I_L}{dt^2} + L_1 \frac{d^2 I_L}{dt^2} + \text{L_1 \cdot } \frac{V_T}{(i_{DE} + I_0) \cdot } \frac{di_{DE}}{dt} \\
\text{dV_{tune} = L_2 \cdot } & \frac{d^2 I_L}{dt^2} + L_1 \frac{d^2 I_L}{dt^2} + \text{L_1 \cdot } \frac{d^2 I_L}{dt^2} + \text{L_1 \cdot } \frac{V_T}{(i_{DE} + I_0) \cdot } \frac{di_{DE}}{dt} \\
\text{(*) } \Rightarrow \text{(*) :}
\end{align*}
\[ I_{c_p} = C_p \cdot \{ L_2 \cdot \frac{d^2 I_{L_2}}{dt^2} + L_1 \cdot \frac{d^2 I_{L_1}}{dt^2} + \frac{V_T}{(i_{DE} + I_0)} \cdot \frac{di_{DE}}{dt} - L_1 \cdot \frac{d^2 I_{L_1}}{dt^2} - L_p \cdot \frac{d^2 I_c(t - \tau_1)}{dt^2} + L_p \cdot \frac{d^2 I_c(t - \tau_1)}{dt^2} \} \] (52)

\[ \left( \ast \ast \right) \rightarrow \left( \ast \ast \ast \right): \]

\[ I_{c_p} = C_p \cdot \frac{d}{dt} \left( L_2 \cdot \frac{dI_{L_2}}{dt} + L_1 \cdot \frac{dI_{L_1}}{dt} + V_T \cdot \ln\left( \frac{i_{DE}}{I_0} + 1 \right) - L_1 \cdot \frac{dI_{L_1}}{dt} + V_T \cdot \ln\left( \frac{i_{DE}}{I_0} + 1 \right) - L_p \cdot \frac{dI_c}{dt} \right) \] (53)

\[ \left( \ast \ast \right) \rightarrow \left( \ast \ast \ast \ast \ast \ast \right): \]

\[ \frac{1}{C_p} \cdot I_{c_p} = \left( 1 + \frac{1}{\phi} \left[ L_2 \cdot \frac{dI_{L_2}}{dt} + L_1 \cdot \frac{dI_{L_1}}{dt} + V_T \cdot \ln\left( \frac{i_{DE}}{I_0} + 1 \right) - L_1 \cdot \frac{dI_{L_1}}{dt} + V_T \cdot \ln\left( \frac{i_{DE}}{I_0} + 1 \right) - L_p \cdot \frac{dI_c}{dt} \right] \right)^{\gamma} \cdot \frac{1}{C_0} \cdot I_{c(V)} + \frac{dI_{c(V)}}{dt} \cdot R \] (54)

We can summary our circuit Key reduced differential equations (2):

\[ I_{c_p} = C_p \cdot \{ L_2 \cdot \frac{d^2 I_{L_2}}{dt^2} + L_1 \cdot \frac{d^2 I_{L_1}}{dt^2} + \frac{V_T}{(i_{DE} + I_0)} \cdot \frac{di_{DE}}{dt} - L_1 \cdot \frac{d^2 I_{L_1}}{dt^2} - L_p \cdot \frac{d^2 I_c(t - \tau_1)}{dt^2} + L_p \cdot \frac{d^2 I_c(t - \tau_1)}{dt^2} \} \] (55)

\[ I_{c_a} = C_a \cdot \frac{d}{dt} \left( L_2 \cdot \frac{dI_{L_2}}{dt} + L_1 \cdot \frac{dI_{L_1}}{dt} + V_T \cdot \ln\left( \frac{i_{DE}}{I_0} + 1 \right) - L_1 \cdot \frac{dI_{L_1}}{dt} + V_T \cdot \ln\left( \frac{i_{DE}}{I_0} + 1 \right) - L_p \cdot \frac{dI_c}{dt} \right) \] (56)

\[ I_{c_a} = C_a \cdot \frac{d}{dt} \left( L_a \cdot \frac{dI_{L_2}}{dt} - I_{c_a}(t - \tau_3) \cdot R_{load} \right) \] (57)

\[ \frac{1}{C_p} \cdot I_{c_p} = \left( 1 + \frac{1}{\phi} \left[ L_2 \cdot \frac{dI_{L_2}}{dt} + L_1 \cdot \frac{dI_{L_1}}{dt} + V_T \cdot \ln\left( \frac{i_{DE}}{I_0} + 1 \right) - L_1 \cdot \frac{dI_{L_1}}{dt} + V_T \cdot \ln\left( \frac{i_{DE}}{I_0} + 1 \right) - L_p \cdot \frac{dI_c}{dt} \right] \right)^{\gamma} \cdot \frac{1}{C_0} \cdot I_{c(V)} + \frac{dI_{c(V)}}{dt} \cdot R \] (58)

We can summary our circuit Key reduced differential equations (3):

\[ \frac{1}{C_p} \cdot I_{c_p} = L_2 \cdot \frac{d^2 I_{L_2}}{dt^2} + \frac{V_T}{(i_{DE} + I_0)} \cdot \frac{di_{DE}}{dt} - L_p \cdot \frac{d^2 I_c(t - \tau_1)}{dt^2} + L_p \cdot \frac{d^2 I_c(t - \tau_1)}{dt^2} \] (59)

\[ \frac{1}{C_a} \cdot I_{c_a} = L_2 \cdot \frac{d^2 I_{L_2}}{dt^2} - L_a \cdot \frac{d^2 I_{L_2}}{dt^2} + \frac{1}{(i_{DC} + I_0)} \cdot \frac{di_{DC}}{dt} \] (60)

\[ \frac{1}{C_b} \cdot I_{c_b} = L_a \cdot \frac{d^2 I_{L_2}}{dt^2} - \frac{dI_{c_b}(t - \tau_3)}{dt} \cdot R_{load} \] (61)

\[ \frac{1}{C_p} \cdot I_{c_p} = \left( 1 + \frac{1}{\phi} \left[ L_2 \cdot \frac{dI_{L_2}}{dt} + V_T \cdot \ln\left( \frac{i_{DE}}{I_0} + 1 \right) \right] \right)^{\gamma} \cdot \frac{1}{C_0} \cdot I_{c(V)} + \frac{dI_{c(V)}}{dt} \cdot R \] (62)
We have the following currents equations in our circuit (include delay elements $\tau_1, \tau_2, \tau_3$):

$$I_{L_p} = I_{L_p}(t - \tau_1) - I_c(t - \tau_1); I_c = \alpha_f \cdot i_{DE} - i_{DC}; I_e = i_{DE} - \alpha_r \cdot i_{DC}; I_e(t - \tau_2) = I_c$$ (63)

$$I_e(t - \tau_1) = i_{DE}(t - \tau_1) - \alpha_r \cdot i_{DC}(t - \tau_1); I_{L_p} = I_{C_p} + I_{C(V)}; I_{C(V)} = I_{R(V)}$$ (64)

$$i_{DC} + i_{DE} - \alpha_f \cdot i_{DE} - \alpha_r \cdot i_{DC} - I_{L_2} = 0; I_b = I_{L_2}; I_c = I_b + I_e; I_{C_c} = I_c(t - \tau_2) \Rightarrow I_{C_c}(t + \tau_2) = I_c(t)$$ (65)

$$I_{L_o} + I_{C_o} - I_{C_c} = 0; I_{R_{load}} = I_{C_c}(t - \tau_3) \text{ By assumption}; I_{R_{load}} = I_{R_{load}}(t)$$ (66)

$$I_e(t) = I_b(t) + I_e(t); I_e(t) = I_{L_2}(t) + I_{C_a}(t + \tau_2); I_c(t - \tau_1) = I_{L_2}(t - \tau_1) + I_{C_a}(t + \tau_2 - \tau_1)$$ (67)

We define $\Delta_e = \tau_2 - \tau_1$ then $I_{C_c}(t + \Delta_e) = I_e(t - \tau_1); I_e(t - \tau_1) = I_b(t - \tau_1) + I_{C_a}(t + \Delta_e)$ (68)

$$I_b(t) = I_{L_2}(t) \Rightarrow I_b(t - \tau_1) = I_{L_2}(t - \tau_1); I_e(t - \tau_1) = I_{L_2}(t - \tau_1) + I_{C_a}(t + \Delta_e)$$ (69)

We choose $\tau_2 = \tau_1 \Rightarrow \Delta_e = 0$ then $I_e(t - \tau_1) = I_{L_2}(t - \tau_1) + I_{C_a}(t)$ (70)

$$I_{L_o} + I_{C_o} - I_{C_c} = 0 \Rightarrow I_{C_c} = I_{C_o} - I_{L_o}; (1 - \alpha_r) \cdot i_{DC} + (1 - \alpha_f) \cdot i_{DE} - I_{L_2} = 0$$ (71)

$$i_{DC} = \frac{I_{L_2} - (1 - \alpha_f) \cdot i_{DE}}{(1 - \alpha_r)} = \frac{1}{(1 - \alpha_r)} \cdot I_{L_2} - \frac{(1 - \alpha_f)}{(1 - \alpha_r)} \cdot i_{DE} = \frac{1}{(1 - \alpha_r)} [I_{L_2} - (1 - \alpha_f) \cdot i_{DE}]$$ (72)

$$\frac{di_{DC}}{dt} = \frac{1}{(1 - \alpha_r)} \cdot \frac{dI_{L_2}}{dt} - \frac{(1 - \alpha_f)}{(1 - \alpha_r)} \frac{di_{DE}}{dt} = \frac{1}{(1 - \alpha_r)} \left[ \frac{dI_{L_2}}{dt} - (1 - \alpha_f) \frac{di_{DE}}{dt} \right]$$ (73)

We can summarise our circuit Key reduced differential equations (4):

$$\frac{1}{C_p} \cdot I_{C_p} = L_2 \cdot \frac{d^2 I_{L_2}}{dt^2} + \frac{V_T}{i_{DE} + I_0} \cdot \frac{di_{DE}}{dt} - L_p \cdot \frac{d^2 I_{L_2}(t - \tau_1)}{dt^2} + L_p \cdot \frac{d^2 I_{C_a}(t)}{dt^2}$$ (74)

$$\frac{1}{C_a} \cdot I_{C_a} = L_2 \cdot \frac{d^2 I_{L_2}}{dt^2} - L_a \cdot \frac{d^2 I_{L_2}}{dt^2} + V_T \cdot \frac{1}{(I_{L_2} - (1 - \alpha_f) \cdot i_{DE} + I_0 \cdot (1 - \alpha_r))} \left[ \frac{dI_{L_2}}{dt} - (1 - \alpha_f) \frac{di_{DE}}{dt} \right]$$ (75)

$$\frac{1}{C_b} \cdot [I_{C_a} - I_{L_a}] = L_0 \cdot \frac{d^2 I_{L_2}}{dt^2} - \frac{di_{DE}}{dt} \cdot R_{load}$$ (76)

$$\frac{1}{C_p} \cdot I_{C_p} = (1 + \frac{1}{\phi}) \cdot [L_2 \cdot \frac{dI_{L_2}}{dt} + V_T \cdot \ln(\frac{i_{DE}}{I_0} + 1)] \cdot \frac{1}{C_0} \cdot I_{C(V)} + \frac{dI_{C(V)}}{dt} \cdot R$$ (77)
3 Free Running VCO Based on an Unstable Transistor Characteristic

Equation and Stability Analysis $r_1 = \tau ; \ r_1 = \tau_2 ; \ r_3 = \tau$

At fixed points: $\frac{dI_{c_2}}{dt} = 0 \Rightarrow \frac{d^2I_{c_2}}{dt^2} = 0 ; \frac{dI_{c_1}}{dt} = 0 \Rightarrow \frac{d^2I_{c_1}}{dt^2} = 0 ; \lim_{t \to \infty} I_{c_1}(t-\tau_1)_{t=\tau_1} = I_{c_1}(t)$ (78)

$\lim_{t \to \infty} I_{c_2}(t-\tau_1)_{t=\tau_1} = I_{c_2}(t) ; \frac{dI_{c_2}}{dt} = 0 \Rightarrow \frac{d^2I_{c_2}}{dt^2} = 0 ; \frac{dI_{c_3}}{dt} = 0 \Rightarrow \frac{d^2I_{c_3}}{dt^2} = 0$ (79)

$\frac{di_{DE}}{dt} = 0 ; \lim_{t \to \infty} I_{c_3}(t-\tau_3)_{t=\tau_3} = I_{c_3}(t) ; \frac{dI_{c_3}}{dt} = 0 ; \frac{dI_{C(V)}}{dt} = 0 ; \frac{1}{C_b} \cdot I_{c_3}^* \mid_{c_3=0} = 0$ (80)

$\frac{1}{C_p} \cdot I_{c_2}^* = 0 \Rightarrow I_{c_2}^* \mid_{c_2=0} = 0 ; \frac{1}{C_a} \cdot I_{c_3}^* = 0 \Rightarrow I_{c_3}^* \mid_{c_3=0} = 0 ; I_{c_3}^*-I_x^* = 0 \Rightarrow I_{c_3}^* = I_{c_2}^* ; I_{x}^* = 0$ (81)

$\frac{1}{C_p} \cdot I_{c_2}^* = (1 + \frac{1}{\phi} \cdot [V_T \cdot \ln(\frac{i_{DE}}{I_0}+1)]) \cdot \frac{1}{C_0} \cdot I_{c_3}^* ; I_{x}^* = I_{c_2}^* + I_{c_3}^* \mid_{c_2=0} = I_{c_3}^* \Rightarrow I_{x}^* = I_{c_3}^*$ (82)

$I_{c_3}^* \mid_{c_3=0} = \Rightarrow (1 + \frac{1}{\phi} \cdot [V_T \cdot \ln(\frac{i_{DE}}{I_0}+1)]) \cdot \frac{1}{C_0} \cdot I_{c_3}^* = 0 ; C_0 \neq 0$ (83)

Case I: $(1 + \frac{1}{\phi} \cdot [V_T \cdot \ln(\frac{i_{DE}}{I_0}+1)]) \Rightarrow 1 + \frac{1}{\phi} \cdot [V_T \cdot \ln(\frac{i_{DE}}{I_0}+1)] = 0 \Rightarrow \ln(\frac{i_{DE}}{I_0}+1) = -\frac{\phi}{V_T}$ (84)

$e^{\frac{\phi}{V_T}} = \frac{i_{DE}}{I_0} + 1 \Rightarrow \frac{i_{DE}}{I_0} = e^{\frac{\phi}{V_T}} - 1 \Rightarrow i_{DE} = I_0 \cdot (e^{\frac{\phi}{V_T}} - 1)$; Case II: $I_{c_3}^* = 0$. (85)

$i_{DC}^* = \frac{1}{(1-\alpha)} \cdot [I_{c_2}^* - (1-\alpha) \cdot i_{DE}] = \frac{1}{(1-\alpha)} \cdot [I_{c_2}^* - (1-\alpha) \cdot I_0 \cdot (e^{\frac{\phi}{V_T}} - 1)]$ (86)

$i_{DC}^* = \frac{1}{(1-\alpha)} \cdot [I_{c_2}^* - (1-\alpha) \cdot I_0 \cdot (e^{\frac{\phi}{V_T}} - 1)]$ (87)

We can summary our system fixed points:

First fixed point: $I_{c_1}^* = 0 ; I_{c_2}^* = 0 ; I_{c_3}^* = 0 ; I_{c_2}^* = 0 ; I_{c_3}^* = 0 ; I_{c_3}^* = 0 ; I_{x}^* = I_{c_3}^*$ (88)

$i_{DC}^* = \frac{1}{(1-\alpha)} \cdot [I_{c_2}^* - (1-\alpha) \cdot I_0 \cdot (e^{\frac{\phi}{V_T}} - 1)] ; I_{x}^* ; I_{x}^*$ (89)

Second fixed point: $I_{c_1}^* = 0 ; I_{c_2}^* = 0 ; I_{c_3}^* = 0 ; I_{c_2}^* = 0 ; I_{c_3}^* = 0 ; I_{c_3}^* = 0 ; I_{x}^* = 0 ; I_{x}^* = 0 ; i_{DE}^*$ (90)
\[ i_{DC}^* = \frac{1}{(1-\alpha_f)} \left[ I_{L_2}^* - (1-\alpha_f) \cdot i_{DE}^* \right] ; I_{L_1}^* ; I_{L_2}^* \]  \hspace{1cm} (91)

**Stability analysis:** The standard local stability analysis about any one of the equilibrium points of the Free running VCO is based on an unstable transistor circuit consists in adding to coordinate \( I_{C_p}, I_{C_2}, I_{DE_1}, I_{DE_2}, I_{C_1}, I_{C_3}, I_{C_1(V)}, I_{C_2(V)}, I_{DC} \) arbitrarily small increments of exponential form \([i_{C_p}, i_{L_2}, i_{DE_1}, i_{C_2}, i_{L_1}, i_{C_1}, i_{C_3}, i_{C_1(V)}, i_{C_2(V)}, i_{DC}] \cdot e^{\lambda t}\) and retaining the first order terms in \( I_{C_p}, I_{C_2}, I_{DE_1}, I_{DE_2}, I_{C_1}, I_{C_3}, I_{C_1(V)}, I_{C_2(V)}, I_{DC} \). The system of homogeneous equations leads to a polynomial characteristic equation in the eigenvalues. The polynomial characteristic equations accept by set the below variables \((I_{C_p}, I_{C_2}, I_{DE_1}, I_{DE_2}, I_{C_1}, I_{C_3}, I_{C_1(V)}, I_{C_2(V)}, I_{DC})\) and variables derivatives with respect to time into system equations. System fixed values with arbitrarily small increments of exponential form \([i_{C_p}, i_{L_2}, i_{DE_1}, i_{C_2}, i_{L_1}, i_{C_1}, i_{C_3}, i_{C_1(V)}, i_{C_2(V)}, i_{DC}] \cdot e^{\lambda t}\) are: \(j=0\) (first fixed point), \(j=1\) (second fixed point), \(j=2\) (third fixed point), etc. [10][11].

\[ I_{C_p}(t) = I_{C_p}^{(1)} + i_{C_p} \cdot e^{\lambda t} ; I_{C_2} = I_{C_2}^{(1)} + i_{C_2} \cdot e^{\lambda t} ; i_{DE} = i_{DE}^{(1)} + i_{DE} \cdot e^{\lambda t} ; I_{L_1} = I_{L_1}^{(1)} + i_{L_1} \cdot e^{\lambda t} ; I_{C_3} = I_{C_3}^{(1)} + i_{C_3} \cdot e^{\lambda t} \] \hspace{1cm} (92)

\[ I_{C_1} = I_{C_1}^{(1)} + i_{C_1} \cdot e^{\lambda t} ; I_{C_2} = I_{C_2}^{(1)} + i_{C_2} \cdot e^{\lambda t} ; I_{C_1(V)} = I_{C_1(V)}^{(1)} + i_{C_1(V)} \cdot e^{\lambda t} ; i_{DC} = i_{DC}^{(1)} + i_{DC} \cdot e^{\lambda t} \] \hspace{1cm} (93)

\[ I_{L_2} (t-\tau_1) = I_{L_2}^{(1)} + i_{L_2} \cdot e^{\lambda (t-\tau_1)} ; I_{L_3} (t-\tau_1) = I_{L_3}^{(1)} + i_{L_3} \cdot e^{\lambda (t-\tau_1)} ; I_{C_3} (t-\tau_1) = I_{C_3}^{(1)} + i_{C_3} \cdot e^{\lambda (t-\tau_1)} \] \hspace{1cm} (94)

\[ \frac{d^2 I_{L_2}}{dt^2} = i_{L_2} \cdot \lambda^2 \cdot e^{\lambda t} ; \frac{d^2}{dt^2} I_{L_3} (t-\tau_1) = i_{L_3} \cdot \lambda^2 \cdot e^{\lambda (t-\tau_1)} \] \hspace{1cm} (95)

\[ \frac{d^2 I_{C_1}}{dt^2} = i_{C_1} \cdot \lambda^2 \cdot e^{\lambda t} ; \frac{d^2 I_{C_3}}{dt^2} = i_{C_3} \cdot \lambda \cdot e^{\lambda (t-\tau_1)} \] \hspace{1cm} (96)

We implement the above equations with arbitrarily small increments of exponential form in our system’s differential equations (First fixed point).

First equation:

\[ \frac{1}{C_p} \cdot I_{C_p} = L_2 \cdot \frac{d^2 I_{L_2}}{dt^2} + \frac{V_f}{(i_{DE} + I_0)} \cdot \frac{d^2 I_{L_2}}{dt^2} - L_p \cdot \frac{d^2 I_{L_2}}{dt^2} \cdot I_{L_1} (t-\tau_1) + L_p \cdot \frac{d^2 I_{L_2}}{dt^2} \cdot I_{L_3} (t-\tau_1) \] \hspace{1cm} (97)

\[ \frac{1}{C_p} \cdot (I_{C_p}^{(1)} + i_{C_p} \cdot e^{\lambda t}) = L_2 \cdot i_{L_2} \cdot \lambda^2 \cdot e^{\lambda t} + \frac{V_f}{(i_{DE}^{(1)} + i_{DE} \cdot e^{\lambda t} + I_0)} \cdot i_{DE} \cdot \lambda \cdot e^{\lambda t} - L_p \cdot i_{L_1} \cdot \lambda^2 \cdot e^{\lambda t} \cdot e^{-\lambda \tau_1} \] \hspace{1cm} (98)

\[ + L_p \cdot i_{L_3} \cdot \lambda \cdot e^{\lambda t} \cdot e^{-\lambda \tau_1} + L_p \cdot i_{C_3} \cdot \lambda^2 \cdot e^{\lambda t} \]

Since \( I_{C_p}^{(1)} = 0 \) ; \( i_{DE}^{(1)} = I_0 \cdot (e^{\frac{\phi}{V_f}} - 1) \) then

**URL:** http://dx.doi.org/10.14738/tnc.73.6400
\[
\frac{1}{C_a} \cdot I_{c_a} = L_2 \cdot \frac{d^2 I_{c_a}}{dt^2} - L_a \cdot \frac{d^2 I_s}{dt^2} + V_f \cdot \frac{1}{\left( I_s - (1 - \alpha_f) \cdot i_{DE} + I_0 \cdot (1 - \alpha_r) \right)} \cdot \left[ \frac{di_{DE}}{dt} - (1 - \alpha_f) \cdot \frac{di_{DE}}{dt} \right] 
\]

\[
\frac{di_{DE}}{dt} = i_{DE} \cdot e^{\lambda t} \cdot \frac{di_{DE}}{dt} = i_{DE} \cdot \lambda \cdot e^{\lambda t}
\]

\[
\frac{1}{C_a} \cdot (I_{c_a}^{(j)} + i_{c_a} \cdot e^{\lambda t}) = L_2 \cdot i_{c_a} \cdot \zeta^2 \cdot e^{\lambda t} - L_a \cdot i_{c_a} \cdot \zeta^2 \cdot e^{\lambda t} 
\]

\[
+ V_f \cdot \frac{1}{\left( I_{c_a}^{(j)} + L_2 \cdot i_{c_a} \cdot e^{\lambda t} - (1 - \alpha_f) \cdot (i_{DE}^{(j)} + i_{DE} \cdot e^{\lambda t}) + I_0 \cdot (1 - \alpha_r) \right)} \cdot \left[ i_{DE} \cdot \lambda \cdot e^{\lambda t} - (1 - \alpha_f) \cdot i_{DE} \cdot \lambda \cdot e^{\lambda t} \right] 
\]

Since \( I_{c_a}^{(j)} = 0 \); \( i_{DE}^{(j)} = I_0 \cdot (e^{\lambda t} - 1) \)
\[
\begin{align*}
\frac{1}{C_a} \cdot i_c \cdot e^{i \lambda t} &= L_2 \cdot i_{L_2} \cdot e^{i \lambda t} - L_a \cdot i_{L_a} \cdot e^{i \lambda t} \\
+ V_f \cdot \frac{1}{[(I_{L_2}^{(j)} + i_{L_2}) \cdot e^{i \lambda t} - (1 - \alpha_r) \cdot (I_0 \cdot (e^{i \delta} - 1) + i_{DE} \cdot e^{i \lambda t}) + I_0 \cdot (1 - \alpha_r)])} [i_{L_2} - (1 - \alpha_f) \cdot i_{DE}] \cdot e^{i \lambda t} \\
I_{L_2}^{(j)} \text{ (Fixed points coordinate): } I_{L_2}^{(j)} &= I_{L_2}^{(j)} = I_{L_2}^{(j)} = I_{L_2}^{(j)} = I_{L_2}^{(j)} - (1 - \alpha_f) \cdot I_{DE} - \alpha_r \cdot i_{DE} - I_{L_2}^{(j)} ; I_{C_a} (t + \tau_2) = I_{C_a} (t) \\
I_{C_a}^{(j)} &= 0 \text{ then } I_{L_2}^{(j)} = I_{L_2}^{(j)} - (1 - \alpha_f) \cdot i_{DE} - \alpha_r \cdot i_{DE} - I_{C_a}^{(j)} \\
I_{L_2}^{(j)} &= I_0 \cdot (e^{i \delta}) - \frac{\alpha_r}{(1 - \alpha_r)} \cdot [I_{L_2}^{(j)} - (1 - \alpha_f) \cdot i_{DE}^{(j)}] \\
I_{L_2}^{(j)} &= I_0 \cdot (e^{i \delta}) - \frac{\alpha_r}{(1 - \alpha_r)} \cdot I_{L_2}^{(j)} + \alpha_r \cdot (1 - \alpha_f) \cdot I_0 \cdot (e^{i \delta} - 1) \\
I_{L_2}^{(j)} + \frac{\alpha_r}{(1 - \alpha_r)} \cdot I_{L_2}^{(j)} &= I_0 \cdot (e^{i \delta}) - 1 + \frac{\alpha_r}{(1 - \alpha_r)} \cdot (1 - \alpha_f) \cdot I_0 \cdot (e^{i \delta} - 1) \\
[1 + \frac{\alpha_r}{(1 - \alpha_r)}] \cdot I_{L_2}^{(j)} &= [1 + \frac{\alpha_r}{(1 - \alpha_r)}] \cdot (1 - \alpha_f) \cdot I_0 \cdot (e^{i \delta} - 1) \\
1 + \frac{\alpha_r}{(1 - \alpha_r)} &= \frac{1}{(1 - \alpha_r)} ; 1 + \frac{\alpha_r}{(1 - \alpha_r)} \cdot (1 - \alpha_f) = \frac{(1 - \alpha_r) \cdot (1 - \alpha_f)}{1 - \alpha_r} \\
1 + \frac{\alpha_r}{(1 - \alpha_r)} \cdot I_{L_2}^{(j)} = \frac{1 - \alpha_r \cdot (1 - \alpha_f)}{1 - \alpha_r} \cdot I_0 \cdot (e^{i \delta} - 1) \Rightarrow I_{L_2}^{(j)} = (1 - \alpha_r \cdot (1 - \alpha_f)) \cdot I_0 \cdot (e^{i \delta} - 1) \\
\text{Implementing our last result in (*) and we get the expression:} \\
\frac{1}{C_a} \cdot i_{c_a} \cdot e^{i \lambda t} &= L_2 \cdot i_{L_2} - L_a \cdot i_{L_a} \cdot e^{i \lambda t} \\
+ V_f \cdot \frac{1}{[(1 - \alpha_r \cdot (1 - \alpha_f)) \cdot I_0 \cdot (e^{i \delta} - 1) + i_{L_2} \cdot e^{i \lambda t}] + I_0 \cdot (1 - \alpha_f)]} [i_{L_2} - (1 - \alpha_f) \cdot i_{DE}] \cdot e^{i \lambda t} \\
\end{align*}
\]
\[(1-\alpha_r \cdot \alpha_f) \cdot I_0 \cdot \left(e^{\frac{\phi}{r_T}} - 1\right) + i_{t_2} \cdot e^{\xi t} - (1-\alpha_r) \cdot (I_0 \cdot \left(e^{\frac{\phi}{r_T}} - 1\right) + i_{DE} \cdot e^{\xi t})\] 
\[= (1-\alpha_r) \cdot i_{t_2} \cdot I_0 \cdot \left(e^{\frac{\phi}{r_T}} - 1\right) + I_0 \cdot (1-\alpha_r) + [i_{t_2} - (1-\alpha_f) \cdot i_{DE}] \cdot e^{\xi t}\]

(119)

We define for simplicity global parameter:

\[\Omega = \Omega(\alpha_r, \alpha_f, I_0, e^{\frac{\phi}{r_T}}) = (1-\alpha_r) \cdot \alpha_f \cdot (I_0 \cdot \left(e^{\frac{\phi}{r_T}} - 1\right) + I_0 \cdot (1-\alpha_r))\] 

(120)

\[[(1-\alpha_r \cdot \alpha_f) \cdot I_0 \cdot \left(e^{\frac{\phi}{r_T}} - 1\right) + i_{t_2} \cdot e^{\xi t} - (1-\alpha_r) \cdot (I_0 \cdot \left(e^{\frac{\phi}{r_T}} - 1\right) + i_{DE} \cdot e^{\xi t})\] 
\[= \Omega + [i_{t_2} - (1-\alpha_f) \cdot i_{DE}] \cdot e^{\xi t}\]

(121)

\[\frac{1}{C_a} \cdot i_{t_2} \cdot e^{\xi t} = L_2 \cdot i_{t_2} \cdot \lambda^2 \cdot e^{\xi t} - L_a \cdot i_{t_2} \cdot \lambda^2 \cdot e^{\xi t} + V_T \cdot \frac{1}{\Omega + [i_{t_2} - (1-\alpha_f) \cdot i_{DE}] \cdot e^{\xi t}} \cdot [i_{t_2} - (1-\alpha_f) \cdot i_{DE}] \cdot \lambda \cdot e^{\xi t}\] 

(122)

\[\frac{1}{C_a} \cdot i_{c_2} \cdot e^{\xi t} = L_2 \cdot i_{c_2} \cdot \lambda^2 - L_a \cdot i_{c_2} \cdot \lambda^2 + V_T \cdot \frac{\Omega - [i_{t_2} - (1-\alpha_f) \cdot i_{DE}] \cdot e^{\xi t}}{\Omega^2} \cdot [i_{t_2} - (1-\alpha_f) \cdot i_{DE}] \cdot \lambda \cdot e^{\xi t}\]

(123)

\[\frac{1}{C_a} \cdot i_{c_2} = L_2 \cdot i_{c_2} \cdot \lambda^2 - L_a \cdot i_{c_2} \cdot \lambda^2 + V_T \cdot \Omega - [i_{t_2} - (1-\alpha_f) \cdot i_{DE}] \cdot e^{\xi t} \cdot [i_{t_2} - (1-\alpha_f) \cdot i_{DE}] \cdot \lambda \cdot e^{\xi t}\]

(124)

\[i_{t_2} ^2 \approx 0; i_{t_2} \cdot i_{DE} \approx 0; i_{DE} ^2 \approx 0; [i_{t_2} - (1-\alpha_f) \cdot i_{DE}] ^2 \approx 0\]

(125)

\[\frac{1}{C_a} \cdot i_{c_2} = L_2 \cdot i_{c_2} \cdot \lambda^2 - L_a \cdot i_{c_2} \cdot \lambda^2 + V_T \cdot \Omega \cdot [i_{t_2} - (1-\alpha_f) \cdot i_{DE}] \cdot e^{\xi t} \cdot [i_{t_2} - (1-\alpha_f) \cdot i_{DE}] \cdot \lambda \cdot e^{\xi t}\]

(126)

Assume \(i_{t_2} ^2 \approx 0; i_{DE} ^2 \approx 0\)

(127)

\[\frac{1}{C_a} \cdot i_{c_2} = L_2 \cdot i_{c_2} \cdot \lambda^2 - L_a \cdot i_{c_2} \cdot \lambda^2 + V_T \cdot \Omega \cdot [i_{t_2} - (1-\alpha_f) \cdot i_{DE}] \cdot e^{\xi t} \cdot [i_{t_2} - (1-\alpha_f) \cdot i_{DE}] \cdot \lambda \cdot e^{\xi t}\]

(128)

Assume \(i_{t_2} ^2 \approx 0; i_{DE} ^2 \approx 0\)

(129)

\[\frac{1}{C_a} \cdot i_{c_2} = L_2 \cdot i_{c_2} \cdot \lambda^2 - L_a \cdot i_{c_2} \cdot \lambda^2 + V_T \cdot \Omega \cdot [i_{t_2} - (1-\alpha_f) \cdot i_{DE}] \cdot \lambda \cdot e^{\xi t}\]

(130)
\[
\frac{1}{C_a} \cdot i_{C_a} = L_a \cdot i_{C_a}^2 + L_a \cdot i_{C_a}^3 + \frac{V}{\Omega} \cdot [i_{C_a} - (1 - \alpha_f) \cdot i_{C_a}] \cdot \lambda \\
\text{(131)}
\]

Third equation:

\[
\frac{1}{C_b} \cdot \left[ I_{C_a} - I_{L_a} \right] = L_a \cdot \frac{d^2 I_{L_a}}{dt^2} - \frac{dI_{C_a}}{dt} \cdot R_{\text{load}} \\
\text{(132)}
\]

\[
\frac{1}{C_b} \cdot \left[ I_{C_a}^{(j)} + i_{C_a} \cdot e^{\lambda t} - (I_{L_a}^{(j)} + i_{L_a} \cdot e^{\lambda t}) \right] = L_a \cdot i_{L_a} \cdot \lambda^2 \cdot e^{\lambda t} - i_{C_a} \cdot \lambda \cdot e^{\lambda (t + \tau)} \cdot R_{\text{load}} \\
\text{(133)}
\]

Fixed points: \( I_{C_a}^{(j)} = 0 ; I_{L_a}^{(j)} = 0 \)

\[
\frac{1}{C_b} \cdot [i_{C_a} - i_{L_a}] \cdot e^{\lambda t} = L_a \cdot i_{C_a} \cdot \lambda^2 \cdot e^{\lambda t} - i_{C_a} \cdot \lambda \cdot e^{\lambda t} \cdot e^{\lambda \tau} \cdot R_{\text{load}} \\
\frac{1}{C_b} \cdot [i_{C_a} - i_{L_a}] = L_a \cdot i_{L_a} \cdot \lambda^2 - i_{C_a} \cdot \lambda \cdot e^{\lambda \tau} \cdot R_{\text{load}} \\
\text{(134)}
\]

Fourth equation:

\[
\frac{1}{C_p} \cdot I_{C_p} = (1 + \frac{1}{\phi} \cdot [V_T \cdot \ln(i_{DE}/I_0) + 1]) \cdot \frac{1}{C_0} \cdot I_{C(V)} + \frac{dI_{C(V)}}{dt} \cdot R \\
\text{(135)}
\]

At fixed points: \( \frac{dI_{C(V)}}{dt} = 0 ; \frac{dI_{L_a}}{dt} = 0 \)

\[
\frac{1}{C_p} \cdot I_{C_p}^{(j)} = (1 + \frac{1}{\phi} \cdot [V_T \cdot \ln(i_{DE}/I_0) + 1]) \cdot \frac{1}{C_0} \cdot I_{C(V)}^{(j)} \cdot \lambda \cdot e^{\lambda \tau} \cdot R_{\text{load}} \\
\text{(136)}
\]

\[
[1 + \frac{1}{\phi} \cdot V_T \cdot \ln(i_{DE}/I_0) + 1] \cdot \frac{1}{C_0} \cdot I_{C(V)}^{(j)} - \frac{1}{C_p} \cdot I_{C_p}^{(j)} = 0 \\
\text{(137)}
\]

\[
\frac{1}{C_p} \cdot I_{C_p} = (1 + \frac{1}{\phi} \cdot [L_a \cdot \frac{dI_{L_a}}{dt} + V_T \cdot \ln(i_{DE}/I_0) + 1]) \cdot \frac{1}{C_0} \cdot I_{C(V)} + \frac{dI_{C(V)}}{dt} \cdot R \\
\text{(138)}
\]

\[
\frac{1}{C_p} \cdot (I_{C_p}^{(j)} + i_{C_p} \cdot e^{\lambda t}) = (1 + \frac{1}{\phi} \cdot [L_a \cdot i_{L_a} \cdot \lambda \cdot e^{\lambda t} + V_T \cdot \ln(i_{DE}/I_0 + 1)]) \cdot \frac{1}{C_0} \cdot (I_{C(V)}^{(j)} + i_{C(V)} \cdot e^{\lambda t}) \\
+ i_{C(V)} \cdot \lambda \cdot e^{\lambda t} \cdot R \\
\text{(139)}
\]

\[
\frac{1}{C_p} \cdot I_{C_p}^{(j)} + \frac{1}{C_p} \cdot i_{C_p} \cdot e^{\lambda t} = (1 + \frac{1}{\phi} \cdot L_a \cdot i_{L_a} \cdot \lambda \cdot e^{\lambda t} + \frac{1}{\phi} \cdot V_T \cdot \ln(i_{DE}/I_0 + 1)) \cdot \frac{1}{C_0} \cdot (I_{C(V)}^{(j)} + i_{C(V)} \cdot e^{\lambda t}) \\
+ i_{C(V)} \cdot \lambda \cdot e^{\lambda t} \cdot R \\
\text{(140)}
\]
We use the summation rule which is especially useful in probability theory. In practice A and B have to be switched on the right hand side of the equations if B > A then \(\ln(A + B) = \ln(A) + \ln(1 + \frac{B}{A})\).

\[
\ln\left(\frac{I_{DE}^{(j)} + iDE \cdot e^{\lambda t}}{I_0} + 1\right) = \ln\left(1 + \frac{I_{DE}^{(j)}}{I_0}\right) + \ln\left(1 + \frac{iDE \cdot e^{\lambda t}}{I_0}\right); A = 1 + \frac{I_{DE}^{(j)}}{I_0}; B = \frac{iDE \cdot e^{\lambda t}}{I_0} \tag{141}
\]

\[
\ln\left(\frac{I_{DE}^{(j)} + iDE \cdot e^{\lambda t}}{I_0} + 1\right) = \ln\left(1 + \frac{I_{DE}^{(j)}}{I_0}\right) + \ln\left(1 + \frac{iDE \cdot e^{\lambda t}}{I_0}\right) \tag{142}
\]

\[
\frac{1}{C_p} \cdot I_{c_r}^{(j)} + \frac{1}{C_p} \cdot I_{c_r} \cdot e^{\lambda t} = \frac{1 + \frac{I_{DE}^{(j)}}{I_0}}{C_p} \cdot I_{c_r}^{(j)} \cdot \lambda \cdot e^{\lambda t} + \frac{1}{C_p} \cdot V_r \cdot \left[\ln\left(1 + \frac{iDE^{(j)}}{I_0}\right) + \ln\left(1 + \frac{iDE \cdot e^{\lambda t}}{I_0} + I_{DE}^{(j)}\right)\right] \cdot \frac{1}{C_0} \cdot I_{C(V)}^{(j)} \cdot e^{\lambda t} \tag{143}
\]

\[
+ i_{C(V)} \cdot \lambda \cdot e^{\lambda t} \cdot R
\]

\[
\frac{1}{C_p} \cdot I_{c_r}^{(j)} + \frac{1}{C_p} \cdot I_{c_r} \cdot e^{\lambda t} = \frac{1}{C_p} \cdot I_{c_r}^{(j)} + \frac{1}{C_p} \cdot iDE^{(j)} + \frac{1}{C_p} \cdot V_r \cdot \left[\ln\left(1 + \frac{iDE^{(j)}}{I_0}\right) + \ln\left(1 + \frac{iDE \cdot e^{\lambda t}}{I_0} + I_{DE}^{(j)}\right)\right] \cdot \frac{1}{C_0} \cdot I_{C(V)}^{(j)} \cdot e^{\lambda t} \tag{144}
\]

\[
+ i_{C(V)} \cdot \lambda \cdot e^{\lambda t} \cdot R
\]

\[
\frac{1}{C_p} \cdot I_{c_r}^{(j)} + \frac{1}{C_p} \cdot I_{c_r} \cdot e^{\lambda t} = \frac{1}{C_p} \cdot I_{c_r}^{(j)} + \frac{1}{C_p} \cdot iDE^{(j)} + \frac{1}{C_p} \cdot V_r \cdot \left[\ln\left(1 + \frac{iDE^{(j)}}{I_0}\right) + \ln\left(1 + \frac{iDE \cdot e^{\lambda t}}{I_0} + I_{DE}^{(j)}\right)\right] \cdot \frac{1}{C_0} \cdot I_{C(V)}^{(j)} \cdot e^{\lambda t} \tag{145}
\]

\[
+ i_{C(V)} \cdot \lambda \cdot e^{\lambda t} \cdot R
\]

\[
\frac{1}{C_p} \cdot I_{c_r}^{(j)} + \frac{1}{C_p} \cdot I_{c_r} \cdot e^{\lambda t} = \frac{1}{C_p} \cdot I_{c_r}^{(j)} + \frac{1}{C_p} \cdot iDE^{(j)} + \frac{1}{C_p} \cdot V_r \cdot \left[\ln\left(1 + \frac{iDE^{(j)}}{I_0}\right) + \ln\left(1 + \frac{iDE \cdot e^{\lambda t}}{I_0} + I_{DE}^{(j)}\right)\right] \cdot \frac{1}{C_0} \cdot I_{C(V)}^{(j)} \cdot e^{\lambda t} \tag{146}
\]

\[
+ i_{C(V)} \cdot \lambda \cdot e^{\lambda t} \cdot R = 0
\]

\[
\frac{1}{C_p} \cdot I_{c_r}^{(j)} + \frac{1}{C_p} \cdot I_{c_r} \cdot e^{\lambda t} = \frac{1}{C_p} \cdot I_{c_r}^{(j)} + \frac{1}{C_p} \cdot iDE^{(j)} + \frac{1}{C_p} \cdot V_r \cdot \left[\ln\left(1 + \frac{iDE^{(j)}}{I_0}\right) + \ln\left(1 + \frac{iDE \cdot e^{\lambda t}}{I_0} + I_{DE}^{(j)}\right)\right] \cdot \frac{1}{C_0} \cdot I_{C(V)}^{(j)} \cdot e^{\lambda t} \tag{147}
\]

\[
+ \frac{1}{C_p} \cdot V_r \cdot \frac{1}{C_0} \cdot iDE^{(j)} \cdot \ln\left(1 + \frac{iDE^{(j)}}{I_0}\right) + \frac{1}{C_p} \cdot iDE \cdot \lambda \cdot e^{\lambda t} \cdot e^{\lambda t} + \frac{1}{C_p} \cdot \frac{1}{C_0} \cdot iDE \cdot e^{\lambda t} \cdot \ln\left(1 + \frac{iDE^{(j)}}{I_0}\right) + \frac{1}{C_p} \cdot iDE \cdot e^{\lambda t} \cdot \ln\left(1 + \frac{iDE \cdot e^{\lambda t}}{I_0} + I_{DE}^{(j)}\right) \cdot \frac{1}{C_0} \cdot I_{C(V)}^{(j)} \cdot e^{\lambda t} \cdot e^{\lambda t} \cdot e^{\lambda t} \cdot R = 0
\]
\[-\frac{1}{C_p} \cdot \frac{f^{(j)}}{C_p} + \frac{1}{C_0} \cdot f^{(j)}_{(C(V))} \cdot \left[ 1 + \frac{1}{\phi} \cdot V_T \cdot \ln \left( 1 + \frac{f^{(j)}}{I_0} \right) \right] - \frac{1}{C_p} \cdot i_{C(V)} \cdot e^{\lambda t} + \frac{1}{\phi} \cdot L_2 \cdot i_{C(V)} \cdot f^{(j)}_{(C(V))} \cdot \lambda \cdot e^{\lambda t} \]
\[+ \frac{1}{C_0} \cdot V_T \cdot \frac{1}{C_0} \cdot f^{(j)}_{(C(V))} \cdot \ln \left( 1 + \frac{f^{(j)}}{I_0 + i_{DE}^{(j)}} \right) + \frac{1}{C_0} \cdot i_{C(V)} \cdot e^{\lambda t} + \frac{1}{\phi} \cdot V_T \cdot V_T \cdot \frac{1}{C_0} \cdot i_{C(V)} \cdot e^{\lambda t} - \frac{1}{C_0} \cdot V_T \cdot i_{C(V)} \cdot e^{\lambda t} \cdot \ln \left( 1 + \frac{f^{(j)}}{I_0 + i_{DE}^{(j)}} \right) \]
\[+ \frac{1}{\phi} \cdot V_T \cdot i_{C(V)} \cdot e^{\lambda t} \cdot \ln \left( 1 + \frac{f^{(j)}}{I_0 + i_{DE}^{(j)}} \right) + i_{C(V)} \cdot \lambda \cdot e^{\lambda t} \cdot R = 0 \]

At fixed points \(-\frac{1}{C_p} \cdot I^{(j)}_{C_p} + \frac{1}{C_0} \cdot f^{(j)}_{(C(V))} \cdot \left[ 1 + \frac{1}{\phi} \cdot V_T \cdot \ln \left( 1 + \frac{f^{(j)}}{I_0} \right) \right] = 0 \) then
\[-\frac{1}{C_p} \cdot i_{C_p} \cdot e^{\lambda t} + \frac{1}{\phi} \cdot L_2 \cdot i_{C(V)} \cdot \lambda \cdot e^{\lambda t} + \frac{1}{\phi} \cdot V_T \cdot i_{C(V)} \cdot \lambda \cdot e^{\lambda t} + \frac{1}{C_0} \cdot f^{(j)}_{(C(V))} \cdot \ln \left( 1 + \frac{f^{(j)}}{I_0 + i_{DE}^{(j)}} \right) + \frac{1}{C_0} \cdot i_{C(V)} \cdot e^{\lambda t} \]
\[+ \frac{1}{\phi} \cdot L_2 \cdot i_{C(V)} \cdot \lambda \cdot e^{\lambda t} + \frac{1}{\phi} \cdot V_T \cdot \frac{1}{C_0} \cdot i_{C(V)} \cdot e^{\lambda t} \cdot \ln \left( 1 + \frac{f^{(j)}}{I_0 + i_{DE}^{(j)}} \right) \]
\[+ i_{C(V)} \cdot \lambda \cdot e^{\lambda t} - R = 0 \]

Assume \( i_{C_p} \cdot i_{C(V)} \approx 0 \)

\[(** \) \]
\[-\frac{1}{C_p} \cdot i_{C_p} \cdot e^{\lambda t} + \frac{1}{\phi} \cdot L_2 \cdot i_{C(V)} \cdot \lambda \cdot e^{\lambda t} + \frac{1}{\phi} \cdot V_T \cdot i_{C(V)} \cdot \lambda \cdot e^{\lambda t} + \frac{1}{C_0} \cdot f^{(j)}_{(C(V))} \cdot \ln \left( 1 + \frac{f^{(j)}}{I_0 + i_{DE}^{(j)}} \right) + \frac{1}{C_0} \cdot i_{C(V)} \cdot e^{\lambda t} \]
\[+ \frac{1}{\phi} \cdot V_T \cdot \frac{1}{C_0} \cdot i_{C(V)} \cdot e^{\lambda t} \cdot \ln \left( 1 + \frac{f^{(j)}}{I_0 + i_{DE}^{(j)}} \right) + \frac{1}{\phi} \cdot V_T \cdot \frac{1}{C_0} \cdot i_{C(V)} \cdot e^{\lambda t} \cdot \ln \left( 1 + \frac{f^{(j)}}{I_0 + i_{DE}^{(j)}} \right) + i_{C(V)} \cdot \lambda \cdot e^{\lambda t} - R = 0 \]

We define \( f(i_{DE}, i_{DE}^{(j)}) = \frac{i_{DE} \cdot e^{\lambda t}}{I_0 + i_{DE}^{(j)}} \); \( \ln(1 + f(i_{DE}, i_{DE}^{(j)})) = \ln(1 + \frac{i_{DE} \cdot e^{\lambda t}}{I_0 + i_{DE}^{(j)}}) \)

\[\ln(1 + f(i_{DE}, i_{DE}^{(j)})) = \frac{i_{DE} \cdot e^{\lambda t}}{I_0 + i_{DE}^{(j)}} - \frac{1}{2} \cdot \frac{i_{DE} \cdot e^{\lambda t}}{(I_0 + i_{DE}^{(j)})^2} + \ldots \]

By using Taylor series:
\[\ln(1 + f(i_{DE}, i_{DE}^{(j)})) = \sum_{n=0}^{\infty} \left( -\frac{1}{n+1} \right) \cdot \left[ f(i_{DE}, i_{DE}^{(j)}) \right]^n = f(i_{DE}, i_{DE}^{(j)}) - \frac{1}{2} \cdot f^2(i_{DE}, i_{DE}^{(j)}) + \ldots \]

Since \( i_{DE} \approx 0 \) then \( \ln(1 + f(i_{DE}, i_{DE}^{(j)})) \approx \ln(1 + \frac{i_{DE} \cdot e^{\lambda t}}{I_0 + i_{DE}^{(j)}}) \approx \frac{i_{DE} \cdot e^{\lambda t}}{I_0 + i_{DE}^{(j)}} \)
\[\ln(1 + f(t_{DE}, i_{DE}^{(j)})) = \ln(1 + \frac{i_{DE}^{(j)} e^{k t}}{I_0 + i_{DE}^{(j)}}) \approx \frac{i_{DE}^t e^{k t}}{I_0 + i_{DE}^{(j)}}, \quad (157)\]

Implementing \(\ln(1 + \frac{i_{DE}^t e^{k t}}{I_0 + i_{DE}^{(j)}}) \approx \frac{i_{DE}^t e^{k t}}{I_0 + i_{DE}^{(j)}}, \quad (158)\)

\[-\frac{1}{C_p} \cdot i_c \cdot e^{k t} + \frac{1}{\phi} \cdot L_2 \cdot i_{i_2} \cdot \frac{1}{C_0} \cdot I_{CV}^{(j)} \cdot \lambda \cdot e^{k t} + \frac{1}{\phi} \cdot V_r \cdot \frac{1}{C_0} \cdot I_{CV}^{(j)} \cdot \frac{1}{I_0} \cdot i_{DE}^t e^{k t} + \frac{1}{C_0} \cdot i_{CV} \cdot e^{k t}
+ \frac{1}{\phi} \cdot V_r \cdot \frac{1}{C_0} \cdot i_{CV} \cdot e^{k t} \cdot \ln(1 + \frac{i_{DE}^{(j)}}{I_0}) + \frac{1}{\phi} \cdot V_r \cdot \frac{1}{C_0} \cdot i_{CV} \cdot e^{k t} \cdot \frac{1}{I_0} \cdot i_{DE}^t e^{k t} + i_{CV} \cdot \lambda \cdot e^{k t} \cdot R = 0 \quad (159)\]

Divide the two sides of the above equation by \(e^{k t}\) and assuming

\[-\frac{1}{C_p} \cdot i_c + \frac{1}{\phi} \cdot L_2 \cdot i_{i_2} \cdot \frac{1}{C_0} \cdot I_{CV}^{(j)} \cdot \lambda + \frac{1}{\phi} \cdot V_r \cdot \frac{1}{C_0} \cdot I_{CV}^{(j)} \cdot \frac{1}{I_0} \cdot i_{DE}^t + \frac{1}{C_0} \cdot i_{CV}
+ \frac{1}{\phi} \cdot V_r \cdot \frac{1}{C_0} \cdot i_{CV} \cdot \ln(1 + \frac{i_{DE}^{(j)}}{I_0}) + \frac{1}{C_0} \cdot i_{CV} \cdot \lambda \cdot R = 0 \quad (160)\]

\[i_{CV} \cdot i_{DE} \approx 0 \quad (161)\]

\[-\frac{1}{C_p} \cdot i_c + \frac{1}{\phi} \cdot L_2 \cdot i_{i_2} \cdot \frac{1}{C_0} \cdot I_{CV}^{(j)} \cdot \lambda + \frac{1}{\phi} \cdot V_r \cdot \frac{1}{C_0} \cdot I_{CV}^{(j)} \cdot \frac{1}{I_0} \cdot i_{DE}^t + \frac{1}{C_0} \cdot i_{CV}
+ \frac{1}{\phi} \cdot V_r \cdot \frac{1}{C_0} \cdot i_{CV} \cdot \ln(1 + \frac{i_{DE}^{(j)}}{I_0}) \cdot \lambda \cdot R = 0 \quad (162)\]

\[\frac{1}{C_p} \cdot i_c + \frac{1}{\phi} \cdot L_2 \cdot i_{i_2} \cdot \frac{1}{C_0} \cdot I_{CV}^{(j)} \cdot \lambda + \frac{1}{\phi} \cdot V_r \cdot \frac{1}{C_0} \cdot I_{CV}^{(j)} \cdot \frac{1}{I_0} \cdot i_{DE}^t + \frac{1}{C_0} \cdot i_{CV} \cdot \ln(1 + \frac{i_{DE}^{(j)}}{I_0}) \cdot \lambda \cdot R = 0 \quad (163)\]

\[-\frac{1}{C_p} \cdot i_c + \frac{1}{\phi} \cdot L_2 \cdot i_{i_2} \cdot \frac{1}{C_0} \cdot I_{CV}^{(j)} \cdot \lambda + \frac{1}{\phi} \cdot V_r \cdot \frac{1}{C_0} \cdot I_{CV}^{(j)} \cdot \frac{1}{I_0} \cdot i_{DE}^t + \frac{1}{C_0} \cdot i_{CV} \cdot \ln(1 + \frac{i_{DE}^{(j)}}{I_0}) \cdot \lambda \cdot R = 0 \quad (164)\]

We can summery our equations with arbitrarily small increments of exponential form (1):

\[\frac{1}{C_p} \cdot i_c = \frac{1}{\phi} \cdot L_2 \cdot i_{i_2} \cdot \lambda^2 + \frac{V_r}{I_0} \cdot i_{DE} \cdot \lambda - L_p \cdot i_{i_2} \cdot \lambda^2 \cdot e^{-\kappa t} + L_p \cdot i_{i_2} \cdot \lambda^2 \cdot e^{-\kappa t} + L_p \cdot i_c^t \cdot \lambda^2 \quad (166)\]

\[\frac{1}{C_a} \cdot i_c = \frac{1}{\phi} \cdot L_2 \cdot i_{i_2} \cdot \lambda^2 + \frac{V_r}{\Omega} \cdot [2i_{i_2} - (1 - \alpha_f) \cdot i_{DE}], \quad (167)\]

\[\frac{1}{C_b} \cdot [i_{CV} - i_{L_a}] = \frac{1}{\phi} \cdot L_2 \cdot i_{i_2} \cdot \lambda^2 - i_{CV} \cdot \lambda \cdot e^{-\kappa t} \cdot R_{load} \quad (168)\]

\[\frac{1}{C_p} \cdot i_c + \frac{1}{\phi} \cdot L_2 \cdot i_{i_2} \cdot \frac{1}{C_0} \cdot I_{CV}^{(j)} \cdot \lambda + \frac{1}{\phi} \cdot V_r \cdot \frac{1}{C_0} \cdot I_{CV}^{(j)} \cdot \frac{1}{I_0} \cdot i_{DE}^t + \lambda \cdot R \cdot i_{CV} = 0 \quad (169)\]
Taking equation (D): 
\[
\frac{1}{C_p} \cdot i_c - \frac{1}{\phi} \cdot L_2 \cdot i_{ts} \cdot \frac{1}{C_0} \cdot I_{C(V)}^{(0)} \cdot \lambda + \frac{1}{\phi} \cdot V_f \cdot \frac{1}{C_0} \cdot I_{C(V)}^{(0)} \cdot \frac{1}{I_0} \cdot i_{DE} + \lambda \cdot R \cdot i_{C(V)} = 0
\]  
(170)

\[
\frac{1}{C_p} \cdot i_c - \frac{1}{\phi} \cdot L_2 \cdot i_{ts} \cdot \frac{1}{C_0} \cdot I_{C(V)}^{(0)} \cdot \lambda + \frac{1}{\phi} \cdot V_f \cdot \frac{1}{C_0} \cdot I_{C(V)}^{(0)} \cdot \frac{1}{I_0} \cdot i_{DE} = \frac{1}{C_p} \cdot i_c - \frac{1}{\phi} \cdot L_2 \cdot i_{ts} \cdot \frac{1}{C_0} \cdot I_{C(V)}^{(0)} \cdot \lambda + \frac{1}{\phi} \cdot V_f \cdot \frac{1}{C_0} \cdot I_{C(V)}^{(0)} \cdot \frac{1}{I_0} \cdot i_{DE}
\]  
(171)

\[
i_{DE} = \frac{1}{\phi} \cdot V_f \cdot \frac{1}{C_0} \cdot I_{C(V)}^{(0)} \cdot \frac{1}{I_0} - \frac{1}{\phi} \cdot L_2 \cdot i_{ts} \cdot \frac{1}{C_0} \cdot I_{C(V)}^{(0)} \cdot \lambda - \lambda \cdot R \cdot i_{C(V)}
\]  
(172)

\[
i_{DE} = \frac{1}{C_p} \cdot i_c - \frac{1}{\phi} \cdot L_2 \cdot i_{ts} \cdot \frac{1}{C_0} \cdot I_{C(V)}^{(0)} \cdot \lambda - \lambda \cdot R \cdot i_{C(V)}
\]  
(173)

We define for simplicity global parameters: 
\[
\Xi_1 = \frac{\phi \cdot C_0 \cdot I_0}{V_f \cdot I_{C(V)}^{(0)}} \cdot \frac{1}{C_p} \cdot i_c - \frac{1}{\phi} \cdot L_2 \cdot i_{ts} \cdot \frac{1}{C_0} \cdot I_{C(V)}^{(0)} \cdot \lambda - \lambda \cdot R \cdot i_{C(V)} \cdot \Xi_3
\]  
(174)

\[
i_{DE} = \Xi_1 \cdot i_c - \Xi_2 \cdot i_{ts} \cdot \lambda - \lambda \cdot i_{C(V)} \cdot \Xi_3
\]  
(175)

Implement the last result in (B):

\[
\frac{1}{C_a} \cdot i_c = \left( \frac{L_2 \cdot i_{ts} \cdot \lambda^2 - L_2 \cdot i_{ts} \cdot \lambda^2 + \frac{V_f}{\Omega} \cdot \frac{1}{i_{ts} - (1 - \alpha_f) \cdot \Xi_1 \cdot i_c - \Xi_2 \cdot i_{ts} \cdot \lambda - \lambda \cdot i_{C(V)} \cdot \Xi_3} \right) \cdot \lambda
\]  
(180)

\[
\frac{1}{C_a} \cdot i_c = \left( \frac{L_2 \cdot i_{ts} \cdot \lambda^2 - L_2 \cdot i_{ts} \cdot \lambda^2 + \frac{V_f}{\Omega} \cdot \frac{1}{i_{ts} - (1 - \alpha_f) \cdot \Xi_1 \cdot i_c - \Xi_2 \cdot i_{ts} \cdot \lambda - \lambda \cdot i_{C(V)} \cdot \Xi_3} \right) \cdot \lambda
\]  
(181)

\[
\frac{1}{C_a} \cdot i_c = \left( \frac{[(L_2 + \frac{V_f}{\Omega}) \cdot (1 - \alpha_f) \cdot \Xi_2] \cdot \lambda^2 + \frac{V_f}{\Omega} \cdot \lambda \cdot i_{ts} - L_2 \cdot i_{ts} \cdot \lambda^2 - \frac{V_f}{\Omega} \cdot (1 - \alpha_f) \cdot \Xi_1 \cdot i_c \cdot \lambda + \frac{V_f}{\Omega} \cdot (1 - \alpha_f) \cdot \Xi_2 \cdot i_{ts} \cdot \lambda^2} \right)
\]  
(182)

Implement the last result in (A):

\[
\frac{1}{C_p} \cdot i_c = \left( \frac{L_2 \cdot i_{ts} \cdot \lambda^2 + \frac{V_f}{I_0} \cdot i_{DE} \cdot \lambda - L_2 \cdot i_{ts} \cdot \lambda^2 \cdot e^{-\lambda t_1} + L_2 \cdot i_{ts} \cdot \lambda^2 \cdot e^{-\lambda t_2} + L_2 \cdot i_c \cdot \lambda^2} \right)
\]  
(183)

\[
\frac{1}{C_p} \cdot i_c = \left( \frac{L_2 \cdot i_{ts} \cdot \lambda^2 + \frac{V_f}{I_0} \cdot (\Xi_1 \cdot i_c - \Xi_2 \cdot i_{ts} \cdot \lambda - \lambda \cdot i_{C(V)} \cdot \Xi_3) \cdot \lambda - L_2 \cdot i_{ts} \cdot \lambda^2 \cdot e^{-\lambda t_1} + L_2 \cdot i_{ts} \cdot \lambda^2 \cdot e^{-\lambda t_2} \cdot \lambda \cdot i_c \cdot \lambda^2} \right)
\]  
(184)
\[
\frac{1}{C_p} \cdot i_{c_p} = L_p \cdot i_{L_p} \cdot \lambda^2 + \frac{V_r \cdot \Xi_3}{I_0} \cdot i_{c_p} \cdot \lambda - \frac{V_r \cdot \Xi_2 \cdot i_{L_2} \cdot \lambda^2 - \frac{V_r \cdot \lambda^2 \cdot i_{c(V)} \cdot \Xi_3 - L_p \cdot i_{L_p} \cdot \lambda^2 \cdot e^{-\lambda \tau}}{I_0} \cdot i_{c_p} \cdot \lambda^2 + L_p \cdot i_{c_p} \cdot \lambda^2 \quad (185)
\]

\[
\frac{1}{C_p} \cdot i_{c_p} = [L_2 \cdot \lambda^2 - \frac{V_r \cdot \Xi_2 \cdot \lambda^2 + L_p \cdot \lambda^2 \cdot e^{-\lambda \tau}}{I_0} \cdot i_{L_2} + \frac{V_r \cdot \Xi_1 \cdot i_{c_p} \cdot \lambda - \frac{V_r \cdot \lambda^2 \cdot i_{c(V)} \cdot \Xi_3}{I_0} \cdot \Xi_3 - L_p \cdot i_{L_p} \cdot \lambda^2 \cdot e^{-\lambda \tau} + L_p \cdot i_{c_p} \cdot \lambda^2 \quad (186)
\]

We can summarise our equations with arbitrarily small increments of exponential form (2):

\[
\frac{1}{C_p} \cdot i_{c_p} = [L_2 \cdot \lambda^2 - \frac{V_r \cdot \Xi_2 \cdot \lambda^2 + L_p \cdot \lambda^2 \cdot e^{-\lambda \tau}}{I_0} \cdot i_{L_2} + \frac{V_r \cdot \Xi_1 \cdot i_{c_p} \cdot \lambda - \frac{V_r \cdot \lambda^2 \cdot i_{c(V)} \cdot \Xi_3}{I_0} \cdot \Xi_3 - L_p \cdot i_{L_p} \cdot \lambda^2 \cdot e^{-\lambda \tau} + L_p \cdot i_{c_p} \cdot \lambda^2 \quad (187)
\]

\[
\frac{1}{C_r} \cdot i_{c_p} = [(L_2 + \frac{V_r \cdot (1 - \alpha_f) \cdot \Xi_2 \cdot \lambda^2 + \frac{V_r \cdot \lambda}{\Omega} \cdot i_{L_2} - L_a \cdot i_{L_a} \cdot \lambda^2 - \frac{V_r \cdot (1 - \alpha_f) \cdot \Xi_1 \cdot i_{c_p} \cdot \lambda}{\Omega} \cdot \Xi_3] + \frac{V_r \cdot (1 - \alpha_f) \cdot \lambda^2 \cdot i_{c(V)} \cdot \Xi_3}{\Omega} \quad (188)
\]

\[
\frac{1}{C_b} \cdot a_{c_{load} - i_{L_a}} = L_a \cdot i_{L_a} \cdot \lambda^2 - i_{c_a} \cdot \lambda \cdot e^{-\lambda \tau} \cdot R_{load} \quad (189)
\]

Taking equation (F):

\[
\frac{V_r \cdot (1 - \alpha_f) \cdot \lambda^2 \cdot i_{c(V)} \cdot \Xi_3}{\Omega} = \frac{1}{C_a} \cdot i_{c_a} - [(L_2 + \frac{V_r \cdot (1 - \alpha_f) \cdot \Xi_2 \cdot \lambda^2 + \frac{V_r \cdot \lambda}{\Omega} \cdot i_{L_2} - L_a \cdot i_{L_a} \cdot \lambda^2 - \frac{V_r \cdot (1 - \alpha_f) \cdot \Xi_1 \cdot i_{c_p} \cdot \lambda}{\Omega} \cdot \Xi_3] + \frac{V_r \cdot (1 - \alpha_f) \cdot \lambda^2 \cdot i_{c(V)} \cdot \Xi_3}{\Omega} \quad (190)
\]

\[
V_r \cdot \lambda^2 \cdot i_{c(V)} \cdot \Xi_3 \cdot \frac{1}{\Omega} \cdot (1 - \alpha_f) = \frac{1}{C_a} \cdot i_{c_a} - [(L_2 + \frac{V_r \cdot (1 - \alpha_f) \cdot \Xi_2 \cdot \lambda^2 + \frac{V_r \cdot \lambda}{\Omega} \cdot i_{L_2} - L_a \cdot i_{L_a} \cdot \lambda^2 - \frac{V_r \cdot (1 - \alpha_f) \cdot \Xi_1 \cdot i_{c_p} \cdot \lambda}{\Omega} \cdot \Xi_3] + \frac{V_r \cdot (1 - \alpha_f) \cdot \lambda^2 \cdot i_{c(V)} \cdot \Xi_3}{\Omega} \quad (191)
\]

\[
V_r \cdot \lambda^2 \cdot i_{c(V)} \cdot \Xi_3 = \frac{1}{\Omega} \cdot (1 - \alpha_f) = \frac{1}{C_a} \cdot i_{c_a} - \frac{1}{\Omega} \cdot (1 - \alpha_f) - [(L_2 + \frac{V_r \cdot (1 - \alpha_f) \cdot \Xi_2 \cdot \lambda^2 + \frac{V_r \cdot \lambda}{\Omega} \cdot i_{L_2} - L_a \cdot i_{L_a} \cdot \lambda^2 - \frac{V_r \cdot (1 - \alpha_f) \cdot \Xi_1 \cdot i_{c_p} \cdot \lambda}{\Omega} \cdot \Xi_3] + \frac{V_r \cdot (1 - \alpha_f) \cdot \lambda^2 \cdot i_{c(V)} \cdot \Xi_3}{\Omega} \quad (192)
\]


\[ V_T \cdot \lambda^2 \cdot i_{(V)} \cdot \Xi_3 = \frac{\Omega}{(1 - \alpha_f) \cdot C_a} \cdot i_{c_a} - \frac{1}{\Omega} \cdot \frac{1}{(1 - \alpha_f)} \cdot \left[ (L_2 + \frac{V_T}{\Omega} \cdot (1 - \alpha_f) \cdot \Xi_2) \cdot \lambda^2 + \frac{V_T}{\Omega} \cdot \lambda \right] \cdot i_{c_2} \]

\[ + \frac{\Omega \cdot L_s}{(1 - \alpha_f)} \cdot i_{c_a} \cdot \lambda^2 + V_T \cdot \Xi_1 \cdot i_{c_p} \cdot \lambda \]

\[ V_T \cdot \lambda^2 \cdot i_{(V)} \cdot \Xi_3 = \frac{\Omega}{(1 - \alpha_f) \cdot C_a} \cdot i_{c_a} - \left[ \left( \frac{\Omega \cdot L_2}{(1 - \alpha_f)} + V_T \cdot \Xi_2 \right) \cdot \lambda^2 + \frac{V_T}{(1 - \alpha_f)} \cdot \lambda \right] \cdot i_{c_2} \]

\[ + \frac{\Omega \cdot L_s}{(1 - \alpha_f)} \cdot i_{c_a} \cdot \lambda^2 + V_T \cdot \Xi_1 \cdot i_{c_p} \cdot \lambda \]

We define for simplicity global parameters:

\[ \Xi_4 = \frac{\Omega}{(1 - \alpha_f) \cdot C_a}; \quad \Xi_5 = \frac{\Omega \cdot L_2}{(1 - \alpha_f)} + V_T \cdot \Xi_2 \]

\[ \Xi_6 = \frac{V_T}{(1 - \alpha_f)} \cdot \lambda; \quad \Xi_7 = \frac{\Omega \cdot L_s}{(1 - \alpha_f)} \cdot \Xi_1; \quad \Xi_8 = V_T \cdot \Xi_1 \]

\[ V_T \cdot \lambda^2 \cdot i_{(V)} \cdot \Xi_3 = \Xi_4 \cdot i_{c_a} - \left[ \Xi_5 \cdot \lambda^2 + \Xi_6 \cdot \lambda \right] \cdot i_{c_2} + \Xi_7 \cdot i_{c_2} \cdot \lambda^2 + \Xi_8 \cdot i_{c_p} \cdot \lambda \]

Implement the last result in (E):

\[ \frac{1}{C_p} \cdot i_{c_a} = \left[ L_2 \cdot \lambda^2 - \frac{V_T}{I_0} \cdot \Xi_2 \cdot \lambda^2 + L_p \cdot \lambda^2 \cdot e^{-\lambda \tau} \right] \cdot i_{c_2} + \frac{V_T}{I_0} \cdot \Xi_1 \cdot i_{c_p} \cdot \lambda - \frac{1}{I_0} \cdot \frac{V_T}{L_p} \cdot \lambda^2 \cdot i_{c(\lambda)} \cdot \Xi_3 \]

\[ -L_p \cdot i_{c_2} \cdot \lambda^2 \cdot e^{-\lambda \tau} \]

\[ \frac{1}{C_p} \cdot i_{c_p} = \left[ L_2 \cdot \lambda^2 - \frac{V_T}{I_0} \cdot \Xi_2 \cdot \lambda^2 + L_p \cdot \lambda^2 \cdot e^{-\lambda \tau} \right] \cdot i_{c_2} + \frac{V_T}{I_0} \cdot \Xi_1 \cdot i_{c_p} \cdot \lambda \]

\[ -\frac{1}{I_0} \cdot \left( \Xi_4 \cdot i_{c_a} - \left[ \Xi_5 \cdot \lambda^2 + \Xi_6 \cdot \lambda \right] \cdot i_{c_2} + \Xi_7 \cdot i_{c_2} \cdot \lambda^2 + \Xi_8 \cdot i_{c_p} \cdot \lambda \right) - L_p \cdot i_{c_2} \cdot \lambda^2 \cdot e^{-\lambda \tau} + L_p \cdot i_{c_p} \cdot \lambda^2 \]

\[ \frac{1}{C_p} \cdot i_{c_a} = \left[ L_2 \cdot \lambda^2 - \frac{V_T}{I_0} \cdot \Xi_2 \cdot \lambda^2 + L_p \cdot \lambda^2 \cdot e^{-\lambda \tau} \right] \cdot i_{c_2} + \frac{V_T}{I_0} \cdot \Xi_1 \cdot i_{c_p} \cdot \lambda \]

\[ -\frac{1}{I_0} \cdot \Xi_4 \cdot i_{c_a} - \frac{1}{I_0} \cdot \left[ \Xi_5 \cdot \lambda^2 + \Xi_6 \cdot \lambda \right] \cdot i_{c_2} + \frac{1}{I_0} \cdot \Xi_7 \cdot i_{c_2} \cdot \lambda^2 + \frac{1}{I_0} \cdot \Xi_8 \cdot i_{c_p} \cdot \lambda \right] - L_p \cdot i_{c_2} \cdot \lambda^2 \cdot e^{-\lambda \tau} + L_p \cdot i_{c_p} \cdot \lambda^2 \]

\[ \frac{1}{C_p} \cdot i_{c_a} = \left[ L_2 \cdot \lambda^2 - \frac{V_T}{I_0} \cdot \Xi_2 \cdot \lambda^2 + L_p \cdot \lambda^2 \cdot e^{-\lambda \tau} \right] \cdot i_{c_2} + \frac{V_T}{I_0} \cdot \Xi_1 \cdot i_{c_p} \cdot \lambda \]

\[ -\frac{1}{I_0} \cdot \Xi_4 \cdot i_{c_a} + \frac{1}{I_0} \cdot \left[ \Xi_5 \cdot \lambda^2 + \Xi_6 \cdot \lambda \right] \cdot i_{c_2} - \frac{1}{I_0} \cdot \Xi_7 \cdot i_{c_2} \cdot \lambda^2 - \frac{1}{I_0} \cdot \Xi_8 \cdot i_{c_p} \cdot \lambda = L_p \cdot i_{c_2} \cdot \lambda^2 \cdot e^{-\lambda \tau} + L_p \cdot i_{c_p} \cdot \lambda^2 \]
\[
\begin{align*}
\text{i}_c \cdot \left( \frac{1}{C_p} + \frac{1}{L_0} \cdot \lambda \right) & = \left[ L_2 \cdot \lambda^2 + \frac{V_T}{I_0} \cdot \Xi \cdot \lambda^2 + L_p \cdot \lambda^2 \cdot e^{-\lambda \tau_1} \right] \cdot i_{L_2} + \frac{1}{L_0} \cdot \left[ \Xi \cdot \lambda^2 + \Xi_6 \cdot \lambda \right] \cdot i_{L_2} \\
+ & \left( L_p \cdot \lambda^2 - \frac{1}{L_0} \cdot \Xi \cdot i_{C_L} - \frac{1}{L_0} \cdot \Xi \cdot i_{L_2} \cdot \lambda^2 - L_p \cdot i_{L_2} \cdot \lambda^2 \cdot e^{-\lambda \tau_1} \right) \\
\Xi - V_T \cdot \Xi_1 & = 0 \quad \text{Since} \quad \Xi = V_T \cdot \Xi_1 \\
i_c \cdot \frac{1}{C_p} & = \left[ L_2 \cdot \lambda^2 + \frac{V_T}{I_0} \cdot \Xi_2 \cdot \lambda^2 + L_p \cdot \lambda^2 \cdot e^{-\lambda \tau_1} \right] \cdot i_{L_2} + \frac{1}{L_0} \cdot \left[ \Xi \cdot \lambda^2 + \Xi_6 \cdot \lambda \right] \cdot i_{L_2} \\
+ & \left( L_p \cdot \lambda^2 - \frac{1}{L_0} \cdot \Xi \cdot i_{C_L} - \frac{1}{L_0} \cdot \Xi \cdot i_{L_2} \cdot \lambda^2 - L_p \cdot i_{L_2} \cdot \lambda^2 \cdot e^{-\lambda \tau_1} \right) \\
\Xi \cdot \Xi_1 & = \frac{1}{C_b} \cdot \left[ i_{C_L} - i_{L_2} \right] = L_a \cdot i_{L_2} \cdot \lambda^2 - i_{C_L} \cdot \lambda \cdot e^{-\lambda \tau_3} \cdot R_{\text{load}} \\
\Xi - V_T \cdot \Xi_1 & = 0 \quad \text{Since} \quad \Xi = V_T \cdot \Xi_1
\end{align*}
\]

We can summarise our equations with arbitrarily small increments of exponential form (3):

\[\text{H)} i_c \cdot \frac{1}{C_p} = \left[ L_2 \cdot \lambda^2 + \frac{V_T}{I_0} \cdot \Xi_2 \cdot \lambda^2 + L_p \cdot \lambda^2 \cdot e^{-\lambda \tau_1} \right] \cdot i_{L_2} + \frac{1}{L_0} \cdot \left[ \Xi \cdot \lambda^2 + \Xi_6 \cdot \lambda \right] \cdot i_{L_2} \\
+ \left( L_p \cdot \lambda^2 - \frac{1}{L_0} \cdot \Xi \cdot i_{C_L} - \frac{1}{L_0} \cdot \Xi \cdot i_{L_2} \cdot \lambda^2 - L_p \cdot i_{L_2} \cdot \lambda^2 \cdot e^{-\lambda \tau_1} \right) \\
\Xi \cdot \Xi_1 = \frac{1}{C_b} \cdot \left[ i_{C_L} - i_{L_2} \right] = L_a \cdot i_{L_2} \cdot \lambda^2 - i_{C_L} \cdot \lambda \cdot e^{-\lambda \tau_3} \cdot R_{\text{load}}
\]

Taking equation (I):

\[\text{I)} \frac{1}{C_b} \cdot \left[ i_{C_L} - i_{L_2} \right] = L_a \cdot i_{L_2} \cdot \lambda^2 - i_{C_L} \cdot \lambda \cdot e^{-\lambda \tau_3} \cdot R_{\text{load}}
\]

\[\begin{align*}
L_a \cdot i_{L_2} \cdot \lambda^2 & = \frac{1}{C_b} \cdot \left[ i_{C_L} - i_{L_2} \right] + i_{C_L} \cdot \lambda \cdot e^{-\lambda \tau_3} \cdot R_{\text{load}} \Rightarrow i_{L_2} \cdot \lambda^2 = \frac{1}{C_b \cdot L_a} \cdot \left[ i_{C_L} - i_{L_2} \right] + i_{C_L} \cdot \lambda \cdot e^{-\lambda \tau_3} \cdot \frac{R_{\text{load}}}{L_a}
\end{align*}
\]

Implement it in (H):

\[\begin{align*}
i_c \cdot \frac{1}{C_p} & = \left[ L_2 \cdot \lambda^2 + \frac{V_T}{I_0} \cdot \Xi_2 \cdot \lambda^2 + L_p \cdot \lambda^2 \cdot e^{-\lambda \tau_1} \right] \cdot i_{L_2} + \frac{1}{L_0} \cdot \left[ \Xi \cdot \lambda^2 + \Xi_6 \cdot \lambda \right] \cdot i_{L_2} \\
+ & \left( L_p \cdot \lambda^2 - \frac{1}{L_0} \cdot \Xi \cdot i_{C_L} - \frac{1}{L_0} \cdot \Xi \cdot (\frac{1}{C_b \cdot L_a} \cdot \left[ i_{C_L} - i_{L_2} \right] + i_{C_L} \cdot \lambda \cdot e^{-\lambda \tau_3} \cdot \frac{R_{\text{load}}}{L_a}) - L_p \cdot i_{L_2} \cdot \lambda^2 \cdot e^{-\lambda \tau_1} \right) \\
i_c \cdot \frac{1}{C_p} & = \left[ L_2 \cdot \lambda^2 + \frac{V_T}{I_0} \cdot \Xi_2 \cdot \lambda^2 + L_p \cdot \lambda^2 \cdot e^{-\lambda \tau_1} \right] \cdot i_{L_2} + \frac{1}{L_0} \cdot \left[ \Xi \cdot \lambda^2 + \Xi_6 \cdot \lambda \right] \cdot i_{L_2} \\
+ & \left( L_p \cdot \lambda^2 - \frac{1}{L_0} \cdot \Xi \cdot i_{C_L} - \frac{1}{L_0} \cdot \Xi \cdot i_{L_2} \cdot \lambda^2 - L_p \cdot i_{L_2} \cdot \lambda^2 \cdot e^{-\lambda \tau_1} \right)
\end{align*}
\]
\[ i_c \frac{1}{C_p} = \left[ L_2 \cdot \lambda^2 - \frac{V_f}{I_0} \cdot \Xi_2 \cdot \lambda^2 \right] \cdot i_{t_2} + L_2 \cdot \lambda^2 \cdot e^{-\lambda \tau} \cdot i_c + \frac{1}{I_0} \left[ \Xi_5 \cdot \lambda^2 + \Xi_6 \cdot \lambda \right] \cdot i_c \]

\[ + \left( L_2 \cdot \lambda^2 - \frac{1}{I_0} \cdot \Xi_4 \right) \cdot i_{t_2} - \frac{1}{I_0} \cdot \Xi_7 \cdot \left( i_{c_2} - i_{t_2} \right) - \frac{1}{I_0} \cdot \Xi_7 \cdot i_{t_2} \cdot \lambda \cdot e^{-\lambda \tau} \cdot \frac{R_{load}}{L_a} - L_2 \cdot \lambda^2 \cdot e^{-\lambda \tau} \cdot i_{t_2} \]

\[ + \left( i_{t_2} - i_{t_2} \right) \cdot L_2 \cdot \lambda^2 \cdot e^{-\lambda \tau} \]

**Assumption:** \( i_{t_2} = i_4 \Rightarrow i_{t_2} - i_{t_2} \approx 0 \)

\[ i_c \frac{1}{C_p} = \left[ L_2 \cdot \lambda^2 - \frac{V_f}{I_0} \cdot \Xi_2 \cdot \lambda^2 \right] \cdot i_{t_2} + \frac{1}{I_0} \cdot \left[ \Xi_5 \cdot \lambda^2 + \Xi_6 \cdot \lambda \right] \cdot i_{t_2} \]

\[ + \left( L_2 \cdot \lambda^2 - \frac{1}{I_0} \cdot \Xi_4 \right) \cdot i_{t_2} - \frac{1}{I_0} \cdot \Xi_7 \cdot \left( i_{c_2} - i_{t_2} \right) - \frac{1}{I_0} \cdot \Xi_7 \cdot i_{t_2} \cdot \lambda \cdot e^{-\lambda \tau} \cdot \frac{R_{load}}{L_a} \]

\[ i_c \frac{1}{C_p} = \left[ L_2 \cdot \lambda^2 - \frac{V_f}{I_0} \cdot \Xi_2 \cdot \lambda^2 \right] \cdot i_{t_2} + \frac{1}{I_0} \cdot \left[ \Xi_5 \cdot \lambda^2 + \Xi_6 \cdot \lambda \right] \cdot i_{t_2} \]

\[ + \left( L_2 \cdot \lambda^2 - \frac{1}{I_0} \cdot \Xi_4 \right) \cdot i_{t_2} - \frac{1}{I_0} \cdot \Xi_7 \cdot \left( i_{c_2} - i_{t_2} \right) - \frac{1}{I_0} \cdot \Xi_7 \cdot i_{t_2} \cdot \lambda \cdot e^{-\lambda \tau} \cdot \frac{R_{load}}{L_a} \]

\[ + L_2 \cdot \lambda^2 \cdot i_{c_2} - \frac{1}{I_0} \cdot \left( \Xi_4 + \Xi_7 \right) \cdot \frac{1}{I_0} \cdot \Xi_7 \cdot i_{t_2} - \frac{1}{I_0} \cdot \Xi_7 \cdot i_{t_2} \cdot \lambda \cdot e^{-\lambda \tau} \cdot \frac{R_{load}}{L_a} \]

\[ \frac{i_c}{i_{t_2}} = \frac{1}{C_p} \left[ L_2 \cdot \lambda^2 - \frac{V_f}{I_0} \cdot \Xi_2 \cdot \lambda^2 \right] + \frac{1}{I_0} \cdot \left[ \Xi_5 \cdot \lambda^2 + \Xi_6 \cdot \lambda \right] \]

\[ + \frac{L_2 \cdot \lambda^2}{i_{t_2}} \cdot \frac{i_{c_2}}{i_{t_2}} - \frac{1}{I_0} \cdot \left( \Xi_4 + \Xi_7 \right) \cdot \frac{i_{c_2}}{i_{t_2}} + \frac{1}{I_0} \cdot \Xi_7 \cdot \frac{i_{c_2}}{i_{t_2}} - \frac{1}{I_0} \cdot \Xi_7 \cdot \frac{i_{c_2}}{i_{t_2}} \cdot \lambda \cdot e^{-\lambda \tau} \cdot \frac{R_{load}}{L_a} \]

**Assumption:** \( \frac{i_{c_2}}{i_{t_2}} \approx 1 \); \( \frac{i_{c_2}}{i_{t_2}} \approx 1 \); \( \frac{i_{c_2}}{i_{t_2}} \approx 1 \)

**URL:** http://dx.doi.org/10.14738/tnc.73.6400
\[
\frac{1}{C_p} = [L_2 \cdot \lambda^2 - \frac{V_I}{I_0} \cdot \Xi_2 \cdot \lambda^2] + \frac{1}{I_0} \left[ (\Xi_5 + \Xi_6) \cdot \lambda + L_p \cdot \lambda^2 \right] - \frac{1}{I_0} \left( \Xi_4 \cdot \Xi_7 + \frac{1}{C_b \cdot L_a} \right) \\
+ \frac{1}{I_0} \cdot \Xi_7 \cdot \frac{1}{C_b \cdot L_a} - \frac{1}{I_0} \cdot (\Xi_7 \cdot \lambda \cdot e^{-\lambda \tau_1})
\] (218)

\[
\frac{1}{C_p} = L_2 \cdot \lambda^2 - \frac{V_I}{I_0} \cdot \Xi_2 \cdot \lambda^2 + \frac{1}{I_0} \cdot (\Xi_2 + \Xi_5) \cdot \lambda^2 + \frac{1}{I_0} \cdot (\Xi_6 \cdot \lambda + L_p \cdot \lambda^2) - \frac{1}{I_0} \left( \Xi_4 + \Xi_7 + \frac{1}{C_b \cdot L_a} \right)
\] (219)

\[
\frac{1}{C_p} = (L_2 - \frac{V_I}{I_0} \cdot \Xi_2 + \frac{1}{I_0} \cdot (\Xi_2 + \Xi_5) + L_p) \cdot \lambda^2 + \frac{1}{I_0} \cdot (\Xi_6 \cdot \lambda - \frac{1}{I_0} \left( \Xi_4 + \Xi_7 + \frac{1}{C_b \cdot L_a} \right))
\] (220)

\[
\frac{1}{I_0} \cdot \Xi_7 \cdot \frac{1}{C_b \cdot L_a} - \frac{1}{I_0} \cdot (\Xi_7 \cdot \lambda \cdot e^{-\lambda \tau_1}) = 0
\] (221)

\[
-(L_2 - \frac{V_I}{I_0} \cdot \Xi_2 + \frac{1}{I_0} \cdot (\Xi_2 + \Xi_5) + L_p) \cdot \lambda^2 - \frac{1}{I_0} \cdot (\Xi_6 \cdot \lambda + \frac{1}{I_0} \cdot \Xi_4 + \frac{1}{I_0} \cdot \Xi_7 \cdot \frac{1}{C_b \cdot L_a} + \frac{1}{C_p} \cdot \Xi_7 \cdot \lambda \cdot e^{-\lambda \tau_1}) = 0
\] (222)

Remark: All the assumptions which been taken need to be check numerically before implementation.

4 Free Running VCO Based on an Unstable Transistor Stability Switching

\[ \tau_1 = \tau ; \tau_2 = \tau ; \tau_3 = \tau \]

We get the characteristic equation (\( \tau_3 = \tau \)):

\[
-(L_2 - \frac{V_I}{I_0} \cdot \Xi_2 + \frac{1}{I_0} \cdot (\Xi_2 + \Xi_5) + L_p) \cdot \lambda^2 - \frac{1}{I_0} \cdot (\Xi_6 \cdot \lambda + \frac{1}{I_0} \cdot \Xi_4 + \frac{1}{I_0} \cdot (\Xi_7 + \frac{1}{C_p} \cdot \Xi_7 \cdot \lambda \cdot e^{-\lambda \tau_1}) = 0
\] (224)

\[
-(L_2 - \frac{V_I}{I_0} \cdot \Xi_2 + \frac{1}{I_0} \cdot (\Xi_2 + \Xi_5) + L_p) \cdot \lambda^2 = \frac{1}{I_0} \cdot (\Xi_6 \cdot \lambda + \frac{1}{I_0} \cdot \Xi_4 + \frac{1}{I_0} \cdot \Xi_7 \cdot \lambda \cdot e^{-\lambda \tau_1}) = 0
\] (225)

\[
-(\frac{1}{I_0} \cdot (\Xi_6 \cdot \lambda + \frac{1}{I_0} \cdot \Xi_4 + \frac{1}{I_0} \cdot \Xi_7 \cdot \lambda \cdot e^{-\lambda \tau_1}) = 0
\] (226)
We study the occurrence of any possible stability switching, resulting from the increase of the value of the time delay $\tau$ for the general characteristic equation $D(\lambda, \tau)$ [5][6].

\[
D(\lambda, \tau) = P_n(\lambda, \tau) + Q_m(\lambda, \tau) \cdot e^{-\lambda \tau}; \; n, m \in \mathbb{N}_0; \; n > m; \; n = 2; \; m = 1; \; P_n(\lambda, \tau) = P_n(\lambda); \; Q_m(\lambda, \tau) = Q_m(\lambda)
\] (228)

\[
P_{n+2}(\lambda) = -\left(\frac{1}{I_0} \cdot \frac{\Omega}{(1-\alpha_f)} + V_T \cdot \frac{I_0}{V_T} \cdot L_2 + L_p\right) \cdot \lambda^2 - \frac{1}{I_0} \cdot \Xi_6 \cdot \lambda + \left[\frac{1}{I_0} \cdot \Xi_4 + \frac{1}{C_p}\right]
\] (229)

\[
P_{n+2}(\lambda) = -\left(\frac{1}{I_0} \cdot \frac{\Omega}{(1-\alpha_f)} + V_T \cdot \frac{I_0}{V_T} \cdot L_2 + L_p\right) \cdot \lambda^2 - \frac{1}{I_0} \cdot \frac{V_T}{(1-\alpha_f)} \cdot \lambda + \left[\frac{1}{I_0} \cdot \frac{\Omega}{(1-\alpha_f)} + \frac{1}{C_p}\right]
\] (230)

\[
Q_{m+1}(\lambda) = \frac{1}{I_0} \cdot \Xi_7 \cdot \lambda; \; P_{n+2}(\lambda, \tau) = \sum_{k=0}^{2} p_k(\tau) \cdot \lambda^k = p_0(\tau) + p_1(\tau) \cdot \lambda + p_2(\tau) \cdot \lambda^2
\] (231)

\[
p_0(\tau) = \frac{1}{I_0} \cdot \Xi_4 + \frac{1}{C_p}; \; p_1(\tau) = -\frac{1}{I_0} \cdot \Xi_6; \; p_2(\tau) = -\left(\frac{1}{I_0} \cdot \frac{\Omega}{(1-\alpha_f)} + V_T \cdot \frac{I_0}{V_T}\right) \cdot L_2 + L_p
\] (232)

\[
p_0(\tau) = \frac{1}{I_0} \cdot \frac{\Omega}{(1-\alpha_f)} \cdot C_a + \frac{1}{C_p}; \; p_1(\tau) = -\frac{1}{I_0} \cdot \frac{V_T}{(1-\alpha_f)}
\] (233)

\[
Q_{m+1}(\lambda, \tau) = \sum_{k=0}^{2} q_k(\tau) \cdot \lambda^k = q_0(\tau) + q_1(\tau) \cdot \lambda + q_2(\tau) = 0; \; q_1(\tau) = \frac{1}{I_0} \cdot \Xi_7 = \frac{1}{I_0} \cdot \frac{\Omega \cdot L_u}{(1-\alpha_f)}
\] (234)

The homogeneous system for $I_{C_p}, I_{L_2}, i_{DE}, I_{L_4}, I_{L_6}, I_{L_8}, I_{C(V)}$ (which can be reduce) leads to characteristic equation (after some assumptions) for the eigenvalue $\lambda$ having the form $P(\lambda) + Q(\lambda) \cdot e^{-\lambda \tau} = 0$.

\[
P(\lambda) = \sum_{j=0}^{2} a_j \cdot \lambda^j; \; Q(\lambda) = \sum_{j=0}^{2} c_j \cdot \lambda^j. \; \text{The coefficients } \{a_j(q_i, q_k, \tau), c_j(q_i, q_k, \tau)\} \in \mathbb{R} \text{ depend on } q_i, q_k \text{ and delay } \tau. \; \text{Parameters } q_i, q_k \text{ are any Free running VCO is based on an unstable transistor circuit’s global parameters, other parameters kept as constant.}
\]

\[
a_0(\tau) = \frac{1}{I_0} \cdot \frac{\Omega}{(1-\alpha_f)} \cdot C_a + \frac{1}{C_p}; \; a_1(\tau) = -\frac{1}{I_0} \cdot \frac{V_T}{(1-\alpha_f)}; \; a_2(\tau) = -\left(\frac{1}{I_0} \cdot \frac{\Omega}{(1-\alpha_f)} + V_T \cdot \frac{I_0}{V_T}\right) \cdot L_2 + L_p
\] (235)

\[
c_0(\tau) = 0; \; c_1(\tau) = \frac{1}{I_0} \cdot \Xi_7 = \frac{1}{I_0} \cdot \frac{\Omega \cdot L_u}{(1-\alpha_f)}
\] (236)
Unless strictly necessary, the designation of the varies arguments \((q_i, q_k)\) will be omitted from \(P, Q, a, c\).

The coefficients \(a, c\) are continuous, and differentiable functions of their arguments, and direct substitution shows that \(a_0 + c_0 \neq 0 \left( \frac{1}{I_0} \Omega \cdot \frac{1}{(1-\alpha_f)} \cdot C_a + \frac{1}{C_p} \neq 0 \right)\) for \(q_i, q_k \in \mathbb{R}_+\); that is, \(\lambda = 0\) is not of \(P(\lambda) + Q(\lambda) \cdot e^{\lambda \tau} = 0\). Furthermore \(P(\lambda), Q(\lambda)\) are analytic functions of \(\lambda\), for which the following requirements of the analysis (Kuang J and Cong Y 2005; Kuang Y 1993) can also be verified in the present case:

(a) If \(\lambda = i \cdot \omega\), \(\omega \in \mathbb{R}\) then \(P(i \cdot \omega) + Q(i \cdot \omega) \neq 0\).

(b) If \(|Q(\lambda)| = 0\) is bounded for \(|\lambda| \to \infty\); \(\text{Re} \lambda \geq 0\). No roots bifurcation from \(\infty\).

(c) \(F(\omega) = |P(i \cdot \omega)|^2 - |Q(i \cdot \omega)|^2\) has a finite number of zeros, indeed, this is a polynomial in \(\omega\).

(d) Each positive root \(\omega(q_i, q_k)\) of \(F(\omega) = 0\) is continuous and differentiable with respect to \(q_i, q_k\).

We assume \(P_n(\lambda, \tau)\) and \(Q_m(\lambda, \tau)\) cannot have common imaginary roots. That is for any real number \(\omega\):

\[
P_n(\lambda = i \cdot \omega, \tau) + Q_m(\lambda = i \cdot \omega, \tau) \neq 0.
\]

\[
P_n(\lambda = i \cdot \omega, \tau) = \left( \frac{1}{I_0} \left[ -\frac{\Omega}{(1-\alpha_f)} + V_T \cdot \frac{I_0}{V_T} \right] \cdot L_2 + L_p \right) \cdot \omega^2 + \left[ \frac{1}{I_0} \cdot \Xi_4 + \frac{1}{C_p} \right] \cdot \omega\cdot i \cdot \omega
\]

\[
Q_m(\lambda = i \cdot \omega, \tau) = \frac{1}{I_0} \cdot \Xi_7 \cdot i \cdot \omega; \quad |Q(i \cdot \omega, \tau)|^2 = \left( \frac{1}{I_0} \cdot \Xi_7 \cdot \omega \right)^2
\]

\[
|P(i \cdot \omega, \tau)|^2 = \left( \left( \frac{1}{I_0} \left[ -\frac{\Omega}{(1-\alpha_f)} + V_T \cdot \frac{I_0}{V_T} \right] \cdot L_2 + L_p \right) \cdot \omega^2 + \left[ \frac{1}{I_0} \cdot \Xi_4 + \frac{1}{C_p} \right] \right)^2 + \left( \frac{1}{I_0} \cdot \Xi_6 \cdot \omega \right)^2
\]

\[
F(\omega, \tau) = |P(i \cdot \omega, \tau)|^2 - |Q(i \cdot \omega, \tau)|^2 = \left( \left( \frac{1}{I_0} \left[ -\frac{\Omega}{(1-\alpha_f)} + V_T \cdot \frac{I_0}{V_T} \right] \cdot L_2 + L_p \right) \cdot \omega^2 + \left[ \frac{1}{I_0} \cdot \Xi_4 + \frac{1}{C_p} \right] \right)^2
\]

\[
+ \left( \frac{1}{I_0} \cdot \Xi_6 \cdot \omega \right)^2 - \left( \frac{1}{I_0} \cdot \Xi_7 \cdot \omega \right)^2
\]

\[
F(\omega, \tau) = |P(i \cdot \omega, \tau)|^2 - |Q(i \cdot \omega, \tau)|^2 = \left( \left( \frac{1}{I_0} \left[ -\frac{\Omega}{(1-\alpha_f)} + V_T \cdot \frac{I_0}{V_T} \right] \cdot L_2 + L_p \right) \cdot \omega^4 \right.
\]

\[
+ \left[ 2 \left( \frac{1}{I_0} \left[ -\frac{\Omega}{(1-\alpha_f)} + V_T \cdot \frac{I_0}{V_T} \right] \cdot L_2 + L_p \right) \cdot \left( \frac{1}{I_0} \cdot \Xi_4 + \frac{1}{C_p} \right) + \left( \frac{1}{I_0} \cdot \Xi_6 \right)^2 - \left( \frac{1}{I_0} \cdot \Xi_7 \right)^2 \right] \omega^2
\]

\[
+ \left( \frac{1}{I_0} \cdot \Xi_4 + \frac{1}{C_p} \right)^2
\]

We define the following parameters for simplicity: \(\Pi_0, \Pi_2, \Pi_4\)

\[
\Pi_0 = \left( \frac{1}{I_0} \cdot \Xi_4 + \frac{1}{C_p} \right)^2; \quad \Pi_2 = 2 \left( \frac{1}{I_0} \left[ -\frac{\Omega}{(1-\alpha_f)} + V_T \cdot \frac{I_0}{V_T} \right] \cdot L_2 + L_p \right) \cdot \left( \frac{1}{I_0} \cdot \Xi_4 + \frac{1}{C_p} \right) + \left( \frac{1}{I_0} \cdot \Xi_6 \right)^2 - \left( \frac{1}{I_0} \cdot \Xi_7 \right)^2
\]

\[
\Pi_4 = \left( \frac{1}{I_0} \left[ -\frac{\Omega}{(1-\alpha_f)} + V_T \cdot \frac{I_0}{V_T} \right] \cdot L_2 + L_p \right)^4
\]
Hence $F(\omega, \tau) = 0$ implies $\sum_{k=0}^{2} \prod_{2k} \omega^{2k} = 0$ and its roots are given by solving the above polynomial.

$$ P_k(i \cdot \omega, \tau) = \left( \frac{1}{I_0} \left[ \frac{\Omega}{(1 - \alpha_j)} + \frac{V_T}{V_T} \right] \cdot L_2 + L_p \right) \cdot \omega^2 + \left[ \frac{1}{I_0} \cdot \Xi_k \right] + \frac{1}{C_p} \right) \cdot \omega^2 = 0 ; P_j(i \cdot \omega, \tau) = -\frac{1}{I_0} \cdot \Xi_k \cdot \omega \quad (244) $$

$$ Q_\omega(i \cdot \omega, \tau) = 0 ; Q_j(i \cdot \omega, \tau) = \frac{1}{I_0} \cdot \Xi_k \cdot \omega \quad (245) $$

$$ \sin \theta(\tau) = -\frac{P_j(i \cdot \omega, \tau) \cdot Q_j(i \cdot \omega, \tau) + P_j(i \cdot \omega, \tau) \cdot Q_j(i \cdot \omega, \tau)}{|Q(i \cdot \omega, \tau)|^2} \quad (246) $$

$$ \cos \theta(\tau) = -\frac{P_j(i \cdot \omega, \tau) \cdot Q_j(i \cdot \omega, \tau) + P_j(i \cdot \omega, \tau) \cdot Q_j(i \cdot \omega, \tau)}{|Q(i \cdot \omega, \tau)|^2} \quad (247) $$

We use different parameters terminology from our last characteristics parameters definition:

$$ k \rightarrow j ; p_k(\tau) \rightarrow a_j ; q_k(\tau) \rightarrow c_j ; n = 2 ; m = 1 ; n > m ; P_{a}(\lambda, \tau) \rightarrow P(\lambda) ; Q_{a}(\lambda, \tau) \rightarrow Q(\lambda) \quad (248) $$

$$ P(\lambda) = \sum_{j=0}^{2} a_j \cdot \lambda^j \quad ; \quad Q(\lambda) = \sum_{j=0}^{2} c_j \cdot \lambda^j \quad ; \quad P(\lambda) = a_0 + a_1 \cdot \lambda + a_2 \cdot \lambda^2 \quad ; \quad Q(\lambda) = c_0 + c_1 \cdot \lambda \quad (249) $$

$n, m \in \mathbb{R} \quad ; \quad n > m$ and $a_j, c_j : \mathbb{R} \rightarrow \mathbb{C}$ are continuous and differentiable function of $\tau$ such that $a_0 + c_0 \neq 0$. In the following "—" denotes complex and conjugate. $P(\lambda), Q(\lambda)$ are analytic functions in $\lambda$ and differentiable in $\tau$. The coefficients $a_j(C_p, L_1, L_p, L_2, C_a, C_b, L_a, R_{load}, \ldots) \in \mathbb{R}$ and $c_j(C_p, L_1, L_p, L_2, C_a, C_b, L_a, R_{load}, \ldots) \in \mathbb{R}$ depend on Free running VCO is based on an unstable transistor circuit’s $C_p, L_1, L_p, L_2, C_a, C_b, L_a, R_{load}, \ldots$ values. Unless strictly necessary, the designation of the varied arguments: $(C_p, L_1, L_p, L_2, C_a, C_b, L_a, R_{load}, \tau, \ldots)$ will subsequently be omitted from $P, Q, a_j, c_j$. The coefficients $a_j, c_j$ are continuous and differentiable functions of their arguments, and direct substitution shows that $a_0 + c_0 \neq 0$.

$$ a_0 = \frac{1}{I_0} \cdot \frac{\Omega}{(1 - \alpha_j)} \cdot C_a + \frac{1}{C_p} \quad ; \quad c_0 = 0 ; \quad \frac{1}{I_0} \cdot \frac{\Omega}{(1 - \alpha_j)} \cdot C_a + \frac{1}{C_p} \neq 0 \quad (250) $$

$\forall C_p, L_1, L_p, L_2, C_a, C_b, L_a, R_{load}, \tau, \ldots \in \mathbb{R}$, i.e. $\lambda = 0$ is not a root of the characteristic equation. Furthermore $P(\lambda), Q(\lambda)$ are analytic functions of $\lambda$ for which the following requirements of the analysis (see Kuang, 1993, section 3.4) can be varied in the present case [5][6].

(a) If $\lambda = i \cdot \omega \quad ; \quad \omega \in \mathbb{R}$ then $P(i \cdot \omega) + Q(i \cdot \omega) \neq 0$, i.e. $P$ and $Q$ have no common imaginary roots.

This condition was verified numerically in the entire $(C_p, L_1, L_p, L_2, C_a, C_b, L_a, R_{load}, \tau, \ldots)$ domain of interest.
(b) \[ \left| \frac{P(\lambda)}{Q(\lambda)} \right| \text{ is bounded for } |\lambda| \to \infty \; ; \; \Re \lambda \geq 0 \]. No roots bifurcation from \( \infty \). Indeed, in the limit:

\[
-\left( \frac{1}{I_0} \left[ \frac{\Omega}{1-\alpha_j} + V_T \cdot \frac{I_0}{V_T} \right] \cdot L_p + L_p \right) \cdot \lambda^2 - \frac{1}{I_0} \cdot \frac{V_T}{1-\alpha_j} \cdot \lambda \\
+ \left[ \frac{1}{I_0} \left[ \frac{\Omega}{1-\alpha_j} \cdot C_a + \frac{1}{C_p} \right] \right] \]

\[
\left| \frac{P(\lambda)}{Q(\lambda)} \right| = \frac{1}{I_0} \cdot \Xi \cdot \lambda 
\]

(251)

(c) The following expressions exist: \( F(\omega) = |P(i \cdot \omega)|^2 - |Q(i \cdot \omega)|^2 \; ; \; F(\omega) = \sum_{k=0}^{2} \Pi_{2k} \cdot \omega^{2k} \)

(252)

Has at most a finite number of zeros. Indeed, this is a polynomial in \( \omega \) (degree in \( \omega^4 \)).

(d) Each positive root \( \omega(C_p, L_1, L_p, L_2, C_a, C_b, L_a, R_{load}, \tau, ...) \) of \( F(\omega) = 0 \) is continuous and differentiable with respect to \( C_p, L_1, L_p, L_2, C_a, C_b, L_a, R_{load}, \tau, ... \). The condition can only be assessed numerically.

In addition, since the coefficients in \( P \) and \( Q \) are real, we have \( \overline{P(-i \cdot \omega)} = P(i \cdot \omega) \; ; \; \overline{Q(-i \cdot \omega)} = Q(i \cdot \omega) \)

thus, \( \omega > 0 \) maybe on eigenvalue of characteristic equations. The analysis consists in identifying the roots of the characteristic equation situated on the imaginary axis of the complex \( \lambda \) - plane, whereby increasing the parameters: \( C_p, L_1, L_p, L_2, C_a, C_b, L_a, R_{load}, \tau, ... \).

\( \Re \lambda \) may, at the crossing, change its sign from (-) to (+), i.e. from a stable focus \( E'(I_C^*, I_{C^*}, I_{C^*}, I_{C^*}, I_{C^*}, I_{C^*}, I_{C^*}, I_{C^*}) \) to an unstable one, or vice versa. This feature may be further assessed by examining the sign of the partial derivatives with respect to \( C_p, L_1, L_p, L_2, C_a, C_b, L_a, R_{load}, \tau, ... \) and system parameters.

\[
\Lambda^{-1}(C_p) = \left( \frac{\partial \Re \lambda}{\partial C_p} \right)_{\lambda=i \cdot \omega} ; L_1, L_p, L_2, C_a, C_b, L_a, R_{load}, \tau, ... = \text{const} 
\]

(253)

\[
\Lambda^{-1}(L_2) = \left( \frac{\partial \Re \lambda}{\partial L_2} \right)_{\lambda=i \cdot \omega} ; C_p, L_1, L_p, C_a, C_b, L_a, R_{load}, \tau, ... = \text{const} 
\]

(254)

\[
\Lambda^{-1}(L_1) = \left( \frac{\partial \Re \lambda}{\partial L_1} \right)_{\lambda=i \cdot \omega} ; C_p, L_1, L_p, L_2, C_a, C_b, L_a, R_{load}, \tau, ... = \text{const} 
\]

(255)

\[
\Lambda^{-1}(C_a) = \left( \frac{\partial \Re \lambda}{\partial C_a} \right)_{\lambda=i \cdot \omega} ; C_p, L_1, L_p, L_2, C_b, L_a, R_{load}, \tau, ... = \text{const} 
\]

(256)

\[
\Lambda^{-1}(\tau) = \left( \frac{\partial \Re \lambda}{\partial \tau} \right)_{\lambda=i \cdot \omega} ; L_1, L_p, L_2, C_a, C_b, L_a, R_{load}, ... = \text{const} 
\]

(257)

\[
P(\lambda) = P_0(\lambda) + i \cdot P_1(\lambda) \; ; \; Q(\lambda) = Q_0(\lambda) + i \cdot Q_1(\lambda) 
\]

(258)
When writing and inserting $\lambda = i \cdot \omega$ into system’s characteristic equation $\omega$ must satisfy the following equations.

$$\sin(\omega \cdot \tau) = g(\omega) = \frac{-P_R(i \cdot \omega, \tau) \cdot Q_i(i \cdot \omega, \tau) + P_1(i \cdot \omega, \tau) \cdot Q_R(i \cdot \omega, \tau)}{|Q(i \cdot \omega, \tau)|^2}$$  \hspace{1cm} (259)

$$\cos(\omega \cdot \tau) = h(\omega) = \frac{-P_R(i \cdot \omega, \tau) \cdot Q_R(i \cdot \omega, \tau) + P_1(i \cdot \omega, \tau) \cdot Q_1(i \cdot \omega, \tau)}{|Q(i \cdot \omega, \tau)|^2}$$  \hspace{1cm} (260)

Where $|Q(i \cdot \omega, \tau)|^2 \neq 0$ in view of requirement (a) above, and $(g, h) \in \Sigma$. Furthermore, it follows above $\sin(\omega \cdot \tau)$ and $\cos(\omega \cdot \tau)$ equations, that by squaring and adding the sides, $\omega$ must be a positive root of $F(\omega) = |P(i \cdot \omega)|^2 - |Q(i \cdot \omega)|^2 = 0$. Note: $F(\omega)$ is independent on $\tau$. It is important to notice that if $\tau \notin I$ (assume that $I \subseteq [-\pi, \pi]$ is the set where $\omega(\tau)$ is a positive root of $F(\omega)$ and for: $\tau \notin I$ ; $\omega(\tau)$ is not defined. Then for all $\tau$ in $I$, $\omega(\tau)$ is satisfied that $F(\omega) = 0$. Then there are no positive $\omega(\tau)$ solutions for $F(\omega, \tau) = 0$, and we cannot have stability switches. For $\tau \in I$ where $\omega(\tau)$ is a positive solution of $F(\omega, \tau) = 0$, we can define the angle $\theta(\tau) \in [0, 2 \cdot \pi]$ as the solution of $\sin \theta(\tau) = \ldots$ ; $\cos \theta(\tau) = \ldots$

$$\sin \theta(\tau) = \frac{-P_R(i \cdot \omega) \cdot Q_1(i \cdot \omega) + P_1(i \cdot \omega) \cdot Q_R(i \cdot \omega)}{|Q(i \cdot \omega)|^2}$$  \hspace{1cm} (261)

$$\cos \theta(\tau) = \frac{-P_R(i \cdot \omega) \cdot Q_R(i \cdot \omega) + P_1(i \cdot \omega) \cdot Q_1(i \cdot \omega)}{|Q(i \cdot \omega)|^2}$$  \hspace{1cm} (262)

And the relation between the argument $\theta(\tau)$ and $\tau \cdot \omega(\tau)$ for $\tau \in I$ must be as describe below.

$I \to \emptyset$ ; $S_\emptyset(\tau) = \tau - \tau_a(\tau)$ ; $\tau \in I$ ; $n \in \emptyset_0$  \hspace{1cm} (263)

That is continuous and differentiable in $\tau$. In the following, the subscripts $\lambda, \omega, L_1, L_p, L_2, C_a, C_b, L_a, R_{load}, C_p, \ldots$ indicate the corresponding partial derivatives. Let us first concentrate on $\Lambda(\omega)$ , remember in $\lambda(L_1, L_p, L_2, C_a, C_b, L_a, R_{load}, C_p, \ldots)$ and $\omega(L_1, L_p, L_2, C_a, C_b, L_a, R_{load}, C_p, \ldots)$, and keeping all parameters except $(x)$ and $\tau$. The derivation closely follows that in [BK]. Differentiating system characteristic equation $P(\lambda) + Q(\lambda) \cdot e^{-\lambda \tau} = 0$ with respect to specific parameter $(x)$, and inverting the derivative, for convenience, one calculates:

$$x = L_1, L_p, L_2, C_a, C_b, L_a, R_{load}, C_p, \ldots$$

$$\left(\frac{\partial \lambda}{\partial x}\right)^{-1} = \frac{P_\lambda(\lambda, x) \cdot Q_\lambda(\lambda, x) + Q_\lambda(\lambda, x) \cdot P(\lambda, x) - \tau \cdot P(\lambda, x) \cdot Q(\lambda, x)}{P_\lambda(\lambda, x) \cdot Q(\lambda, x) - Q_\lambda(\lambda, x) \cdot P(\lambda, x)}$$  \hspace{1cm} (264)

Where $P_\lambda = \frac{\partial P}{\partial \lambda}$ ; $Q_\lambda = \frac{\partial Q}{\partial \lambda}$ ; $P_x = \frac{\partial P}{\partial x}$ ; $Q_x = \frac{\partial Q}{\partial x}$ , substituting $\lambda = i \cdot \omega$ and bearing $P(-i \cdot \omega) = P(i \cdot \omega)$ and $Q(-i \cdot \omega) = Q(i \cdot \omega)$ then $i \cdot P_\lambda(i \cdot \omega) = P_\omega(i \cdot \omega)$ ; $i \cdot Q_\lambda(i \cdot \omega) = Q_\omega(i \cdot \omega)$ and that on the surface.
\[ P(i \cdot \omega)^2 = |Q(i \cdot \omega)|^2, \] one obtains:

\[ \frac{\partial \lambda}{\partial x} \bigg|_{x=\omega} = \left( i \cdot P_\omega (i \cdot \omega, x) \cdot \overline{P(i \cdot \omega, x) + i \cdot Q_\omega (i \cdot \omega, x) \cdot \overline{Q(i \cdot \omega, x)} - \tau \cdot |P(i \cdot \omega, x)|^2} \right) \]

(265)

Upon separating into real and imaginary parts, with \( P = P_R + i \cdot P_I \); \( Q = Q_R + i \cdot Q_I \); \( P_\omega = P_{R\omega} + i \cdot P_{I\omega} \)

\[ Q_\omega = Q_{R\omega} + i \cdot Q_{I\omega}; \]

\( x = P_{R_x} + i \cdot P_{I_x}; \)

\( Q_x = Q_{R_x} + i \cdot Q_{I_x}; \)

\[ P^2 = P_R^2 + P_I^2 \]

(266)

When \( x \) can be any Free running VCO is based on an unstable transistor circuit parameter \( L_1, L_p, L_2, C_\text{e}, C_\text{b}, L_\text{a}, \ldots \) and time delay \( \tau \) etc. Where for convenience, we have dropped the arguments \((i \cdot \omega, x)\) and where

\[ F_\omega = 2 \cdot (P_{R_{Q\omega}} \cdot P_R - P_{I_{Q\omega}} \cdot P_I) - (Q_{R_{Q\omega}} \cdot Q_R - Q_{I_{Q\omega}} \cdot Q_I) \]

\[ F_I = 2 \cdot (P_{R_{Q\omega}} \cdot P_R - P_{I_{Q\omega}} \cdot P_I) - (Q_{R_{Q\omega}} \cdot Q_R - Q_{I_{Q\omega}} \cdot Q_I) \]

(267)

\[ \omega_i = -\frac{F_\omega}{F_\omega}. \] We define \( U \) and \( V \):

\[ U = (P_{R_{I_{Q\omega}}} \cdot P_R - P_{I_{I_{Q\omega}}} \cdot P_I) - (Q_{R_{I_{Q\omega}}} \cdot Q_R - Q_{I_{I_{Q\omega}}} \cdot Q_R); \]

\[ V = (P_{R_{I_{Q\omega}}} \cdot P_R - P_{I_{I_{Q\omega}}} \cdot P_I) - (Q_{R_{I_{Q\omega}}} \cdot Q_R - Q_{I_{I_{Q\omega}}} \cdot Q_R) \]

(268)

We choose our specific parameter as time delay \( x = \tau \).

\[ P_R = \frac{1}{I_0} \left[ \frac{\Omega}{(1 - \alpha_f)} + V_T \cdot \frac{I_0}{V_T} \right] \cdot L_2 + L_p \cdot \omega^2 + \left[ \frac{1}{I_0} \right] \cdot \Xi_4 + \left[ \frac{1}{C_p} \right]; \]

\[ P_I = -\frac{1}{I_0} \cdot \Xi_6 \cdot \omega \]

\[ Q_R = 0; \]

\[ Q_I = \frac{1}{I_0} \cdot \Xi_7 \cdot \omega; \]

\[ P_{R_{Q\omega}} = 2 \cdot \left( \frac{1}{I_0} \left[ \frac{\Omega}{(1 - \alpha_f)} + V_T \cdot \frac{I_0}{V_T} \right] \cdot L_2 + L_p \right) \cdot \omega^2; \]

(269)

\[ P_{I_{Q\omega}} = \frac{1}{I_0} \cdot \Xi_6 \cdot 2 \cdot \left( \frac{1}{I_0} \left[ \frac{\Omega}{(1 - \alpha_f)} + V_T \cdot \frac{I_0}{V_T} \right] \cdot L_2 + L_p \right) \cdot \omega^2; \]

\[ Q_{R_{Q\omega}} = 0; \]

\[ Q_{I_{Q\omega}} = 0; \]

\[ P_{R_{Q\omega}} = 0; \]

\[ P_{I_{Q\omega}} = 0; \]

\[ P_{R_{Q\omega}} = 0; \]

\[ P_{I_{Q\omega}} = 0; \]

\[ Q_{R_{Q\omega}} = 0; \]

\[ Q_{I_{Q\omega}} = 0; \]

\[ \omega_i = \frac{F_\omega}{F_\omega}. \]

(270)

\[ V = \frac{1}{I_0} \cdot \Xi_6 \cdot 2 \cdot \left( \frac{1}{I_0} \left[ \frac{\Omega}{(1 - \alpha_f)} + V_T \cdot \frac{I_0}{V_T} \right] \cdot L_2 + L_p \right) \cdot \omega^2; \]

\[ Q_{R_{Q\omega}} = 0; \]

\[ Q_{I_{Q\omega}} = 0; \]

\[ F(\omega, \tau) = 0. \] Differentiating with respect to \( \tau \) and we get

\[ F_\omega \frac{\partial \omega}{\partial \tau} + F_\tau = 0; \]

\[ \tau \in I \Rightarrow \frac{\partial \omega}{\partial \tau} = -\frac{F_\tau}{F_\omega}; \]

\[ \Lambda^{-1}(\tau) = \text{Re} \left\{ \frac{-2 \cdot (|U + \tau \cdot |P|^2) + i \cdot F_\omega}{F_\tau + 2 \cdot i \cdot (|V + \omega \cdot |P|^2)} \right\} \]

(274)

\[ \text{sign} \{ \Lambda^{-1}(\tau) \} = \text{sign} \left\{ \left( \frac{\partial \text{Re} \lambda}{\partial \tau} \right) \bigg|_{x=\omega} \right\}; \]

\[ \text{sign} \{ \Lambda^{-1}(\tau) \} = \text{sign} \{ F_\omega \} \cdot \text{sign} \left\{ \frac{V + \frac{\partial \omega}{\partial \tau} \cdot U}{|P|^2} \right\} + \omega + \frac{\partial \omega}{\partial \tau} \cdot \tau \]

(275)
We shall presently examine the possibility of stability transitions (bifurcation) Free running VCO is based on an unstable transistor circuit, about the equilibrium point $E^\ast (I_{C_p}^*, I_{C_b}^*, I_{L_p}^*, I_{C_{DE}}^*, I_{L_p}^*, I_{C_{DC}}^*, I_{L_b}^*, I_{L_2}^*)$ as a result of a variation of delay parameter $\tau$. The analysis consists in identifying the roots of our system characteristic equation situated on the imaginary axis of the complex $\lambda$ - plane, where by increasing the delay parameter $\tau$, $\text{Re}\lambda$ may at the crossing, changes its sign from $-$ to $+$, i.e. from a stable focus $E^\ast$ to an unstable one, or vice versa. This feature may be further assessed by examining the sign of the partial derivatives with respect to $\tau$.

$$
\Lambda^{-1}(\tau) = (\frac{\partial \text{Re}\lambda}{\partial \tau})_{\lambda=i\omega} = \text{const} \quad \omega \in \mathbb{C}^+
$$

$$
P_{R} \cdot P_{ia} = -(\frac{1}{I_0} [\frac{\Omega}{1-\alpha_f} + V_T \cdot \frac{I_0}{V_T}] \cdot L_2 + L_p) \cdot \omega^2 + [\frac{1}{I_0} \cdot \Xi_4 + \frac{1}{C_p}] \cdot \frac{1}{I_0} \cdot \Xi_6 \cdot \omega^2 + Q_{R} \cdot Q_{ia} = 0 \quad Q_{i} \cdot Q_{R_{ao}} = 0 \quad (276)
$$

$$
U = (P_{R} \cdot P_{ia} - P_{i} \cdot P_{R_{ao}} - Q_{R} \cdot Q_{ia} - Q_{i} \cdot Q_{R_{ao}}) = -(\frac{1}{I_0} [\frac{\Omega}{1-\alpha_f} + V_T \cdot \frac{I_0}{V_T}] \cdot L_2 + L_p) \cdot \omega^2 + [\frac{1}{I_0} \cdot \Xi_4 + \frac{1}{C_p}] \cdot \frac{1}{I_0} \cdot \Xi_6 + \frac{1}{I_0} \cdot \Xi_6 \cdot 2 \cdot \frac{1}{I_0} \cdot \Xi_6 \cdot 2 \cdot \omega^2 \quad (277)
$$

Then we get the expression for $F(\omega, \tau)$ circuit parameter values. We find those $\omega, \tau$ values which fulfill $F(\omega, \tau) = 0$. We ignore negative, complex, and imaginary values of $\omega$ for specific $\tau \in [0.001...10]$ second. We plot the stability switch diagram based on different delay values of our free running VCO is based on an unstable transistor circuit.

$$
\text{sign} \{\Lambda^{-1}(\tau)\} = \text{sign} \{F_{o}(\omega(\tau), \tau)\} \cdot \text{sign} \{\tau \cdot \omega(\omega(\tau)) + \omega(\omega(\tau)) + V(\omega(\omega(\tau))) \cdot P(\omega(\omega(\tau))) \} \quad (278)
$$

**Remark:** We know $F(\omega, \tau) = 0$ implies its roots $\omega(\tau)$ and finding those delays values $\tau$ which $\omega(\tau)$ is feasible. There are $\tau$ values which give complex $\omega(\tau)$ or imaginary number, then unable to analyze stability [5][6]. $F$ - Function is independent on $\tau$ the parameter $F(\omega, \tau) = 0$. The results: We find those $\omega, \tau$ values which fulfill $F(\omega, \tau) = 0$. We ignore negative, complex, and imaginary values of $\omega$. Next is to find those $\omega, \tau$ values which fulfill $\sin \theta(\tau) = ...$ ; $\cos \theta(\tau) = ...$ .

$$
\sin(\omega \cdot \tau) = -\frac{P_R \cdot Q_{i} + P_{i} \cdot P_{R}}{|Q|^2} \quad ; \quad \cos(\omega \cdot \tau) = -\frac{P_{R} \cdot Q_{R} + P_{i} \cdot Q_{R}}{|Q|^2} \quad ; \quad |Q|^2 = Q_{R}^2 + Q_{i}^2 \quad (279)
$$

Finally, we plot the stability switch diagram.

$$
g(\tau) = \Lambda^{-1}(\tau) = (\frac{\partial \text{Re}\lambda}{\partial \tau})_{\lambda=i\omega} = \frac{2 \cdot \{F_{ao}(V + \omega \cdot P^2) - F_{i}(U + \tau \cdot P^2)\}}{F_{R}^2 + 4 \cdot (V + \omega \cdot P^2)^2} \quad (280)
$$

$$
\text{sign}[g(\tau)] = \text{sign}[\Lambda^{-1}(\tau)] = \text{sign}[\frac{2 \cdot \{F_{ao}(V + \omega \cdot P^2) - F_{i}(U + \tau \cdot P^2)\}}{F_{R}^2 + 4 \cdot (V + \omega \cdot P^2)^2}] \quad (281)
$$

**URL:** http://dx.doi.org/10.14738/tnc.73.6400
\[ F_\tau^2 + 4 \cdot (V + \omega \cdot P^2)^2 > 0 \; ; \; \text{sign}[\lambda^{-1}(\tau)] = \text{sign}\{F_\omega \cdot (V + \omega \cdot P^2) - F_\tau \cdot (U + \tau \cdot P^2)\} \]

(282)

\[ \text{sign}[\lambda^{-1}(\tau)] = \text{sign}\{[F_\omega \cdot (V + \omega \cdot P^2) - F_\tau \cdot (U + \tau \cdot P^2)]\} \; ; \; \omega_\tau = -\frac{F_\tau}{F_\omega} \; ; \; \omega_\tau = \left(\frac{\partial \omega}{\partial \tau}\right)^{-1} = -\frac{\partial F}{\partial \tau} \]

(283)

\[ \text{sign}[\lambda^{-1}(\tau)] = \text{sign}\{[F_\omega \cdot (V + \omega \cdot P^2 + \omega_\tau \cdot \tau)]\} \]

(284)

\[ \text{sign}[\lambda^{-1}(\tau)] = \text{sign}\{[F_\omega \cdot \frac{V + \omega_\tau \cdot U}{P^2} + \omega + \omega_\tau \cdot \tau]\} \]

(285)

\[ \text{sign}[\lambda^{-1}(\tau)] = \text{sign}\{[F_\omega \cdot \frac{V + \omega_\tau \cdot U}{P^2} + \omega + \omega_\tau \cdot \tau]\} \]

(286)

\[ P_\omega \cdot P_\tau = \left(\frac{1}{I_0} \cdot \Xi_\omega \right)^2 \cdot \omega \; ; \; Q_\omega \cdot Q_\tau = \left(\frac{1}{I_0} \cdot \Xi_\tau \right)^2 \cdot \omega \]

(287)

\[ F_\omega = 2 \cdot \left[(P_{\text{Ref}} \cdot P_R + P_{\text{Ref}} \cdot P_I) - (Q_{\text{Ref}} \cdot Q_R + Q_{\text{Ref}} \cdot Q_I)\right] \]

\[ = 2 \cdot \left[2 \cdot \left(\frac{1}{I_0} \cdot \Omega + V_\tau \cdot \frac{I_0}{V_\tau} \cdot L_2 + L_\rho \cdot \omega^3 + \left(\frac{1}{I_0} \cdot \Xi_\omega \right)^2 \cdot \omega\right) - \left(\frac{1}{I_0} \cdot \Xi_\tau \right)^2 \cdot \omega\right] \]

(288)

We check the sign \( \lambda^{-1}(\tau) \) according the following rule (Table 1):

| Table 1. Free running VCO is based on an unstable transistor circuit sign of \( \text{sign}[\lambda^{-1}(\tau)] \) |
|---------------------------------------------------------------|
| \( \text{sign}[F_\omega] \) | \( \text{sign}\left[\frac{V + \omega_\tau \cdot U}{P^2} + \omega + \omega_\tau \cdot \tau\right] \) | \( \text{sign}[\lambda^{-1}(\tau)] \) |
| +/- | +/- | + |
| +/- | -/+ | - |

If \( \text{sign}[\lambda^{-1}(\tau)] > 0 \) then the crossing proceeds from \((-)\) to \((+)\), respectively (stable to unstable). If \( \text{sign}[\lambda^{-1}(\tau)] < 0 \) then the crossing proceeds from \((+)\) to \((-)\) respectively (unstable to stable).

5 Free Running VCO based on an Unstable Transistor Applicable Integrated Circuits

In many RF and microwave systems, a frequency synthesizer is required. Free running VCO (based on unstable transistor) is an integral part of these systems. The frequency synthesizer creates the local oscillator signal that drives mixers, modulators, demodulators, and many other RF and microwave components. The key element of creating a synthesizer is using a phase-locked loop (PLL) frequency synthesizer. A simple PLL divided down the voltage controlled oscillator (Free running VCO) output...
frequency, compared this to a reference signal, and then tweaked the free running VCO voltage to weak its output frequency. The PLL and VCO have been two separate chips – a discrete solution. The free running VCO creates the actual output signal; the PLL monitors the output signals and tunes the free running VCO to lock it relative to a known reference signal. There are a number of strengths to the discrete solution: Each discrete chip can be designed to give its best performance, the typical distance between the PLL and the free running VCO reduces cross-coupling effects and minimizes unwanted spurious signals on the output. In case that one chip in the loop is damaged, fewer components need to be replaced. Discrete solutions which included VCOs, PLLs, DLLs, etc., dominated the synthesizer industrial applications. One major issue is that the discrete solution requires a lot of board space to hold the two chips and all their supporting components. Another major issue with the discrete solution is that traditional VCOs have a narrow output frequency range while the free running VCO is a very low cost and good solution to generate a WBFM signal. A typical VCO bandwidth is 50MHz to 500MHz; it’s possible to go up around 2GHz but this requires an Op-amp based active filter. The major engineering challenge is to implement a system with a wider frequency range. To create a wider frequency range synthesizer, multiple PLLs, VCOs, supporting components, filtering, switches, and power supplies are needed. It increases the board space and cost of a design. Additional there is a huge amount of overhead work in qualifying, creating software for, and inventory controlling each device. The integrated solution meant the VCO architecture could change to create a wideband synthesizer from one component. The integrated PLL/VCO solution uses a different type of VCO architecture that builds on the traditional architecture. The integrated PLL/VCO effectively combines several traditional VCOs side-by-side to create a VCO with a remarkably wide bandwidth. The fact that the PLL and VCO are integrated onto one chip makes the multiband architecture possible. Every time the user wants to lock to a new frequency, the device initiates a VCO calibration process where the chip quickly sorts through the VCO bands and chooses the optimum one for the required output frequency. Once the VCO band has been selected, the PLL then locks the loop and keeps the output at the desired frequency. Important group of PLL/VCO chips has over 4GHz of bandwidth. We compare it to the discrete 100MHz to 300MHz bandwidth – and this frequency range is possible from a tiny chip relative to the previously required banks of PLLs, VCOs, filters, and switches. While this technology was a huge step forward in frequency range, board space, cost, and overhead, there were still drawbacks that stopped the integrated solution completely taking over from the discrete solution. In many applications, the most important performance specification (after frequency range) is phase noise. There is an additional drive for phase noise performance from the electric test and measurement industry. Whatever phase noise performance is used by the communications industry, the electric test and measurement instruments need better phase noise performance and they can measure the communication protocols. Many solutions were able to move from discrete to integrated – saving money in the process – the phase noise performance of the first generation PLL/VCOs simply was not good enough to replace many of the low phase noise requirement applications. As well as the phase noise performance, the frequency range was low compared to many of the applications that require a discrete PLL and VCO. The frequency range issue can be mitigated by frequency doubles and other multipliers, but there are high power consumption and add additional cost and board space to the solution. The new integrated PLL/VCOs have the following requirements: output frequencies greater than 4.4GHz, phase noise performance comparable with discrete solutions, an integrated PLL and VCO in a single and small package, and lower cost than discrete solutions. The second generation of integrated PLL/VCOs products
is greater than 10GHz output frequency range, phase noise comparable to a discrete VCO, 5mm x 5mm packages, and at lower prices than a similar discrete PLL and VCO solution (which would have a much narrow frequency range). There is a phase noise performance which benefits of a discrete solution, plus all the other benefits of an integrated solution. The is a combination of the first generation of PLL/VCOs, PLL blocks and maximum phase frequency detector (PFD) frequencies around 32MHz and fractional-N divider resolutions of around 12 bits. This combination meant typical channel resolution is in the tens of kHz. The second generation of PLLs/VCO has maximum PFD frequencies greater than 100MHz and fractional— divider resolutions of 25 bits or even up to 49 bits. This had two main benefits – the higher PFD frequency allowed for lower PLL phase noise; and 25 bit or even more resolution allows exact frequency generation and Sub-Hz channel spacing. A very important aspect of the integrated PLL/VCO is spurious performance. One of the benefits of the discrete solution listed above is that the physical isolation between the two chips reduces cross coupling between the PLL and VCO and therefore reduces the power of unwanted spurious signals. When the PLL and VCO are integrated, it is inevitable that the spurious performance will degrade. We must keep this degradation very low and have surprisingly good spurious performance for a PLL/VCO. Other PLL/VCO parts need extra application work to improve the spurious levels for some high performance applications. The close proximity of the PLL and VCO circuits can result in unwanted coupling. To mitigate this, it is possible to use two chip solutions to physically separate the PLL and VCO circuits. This gives the discrete advantages of low spurious signals and the integrated advantages of a wide output frequency range. The following figure describes how to lock the microwave wideband synthesizer with integrated VCO and with an external Fractional-N PLL (typically 8GHz, 19 bit) to improve spurious performance. The R counter output Fractional-N PLL is calibrating /GND when synthesizer is holding lock (Fig. 3).

PLL (phase lock loop) system is a control system that generates output signal which his phase is related to input signal phase. The PLL system includes the following main functional circuit, Variable frequency oscillator (Free running VCO), phase detector, and feedback loop. The frequency variable oscillator (Free running VCO) creates a periodic wave and the phase detector compares the signal phase to input periodic signal phase. It sets the oscillator frequency for keeping phase adaptation (Fig. 4).
We lock in input and output signals phase, and then the input signal frequency and the output signal frequency are equal. The PLL unit tracks the input signal frequency or generates output signal which his frequency is multiplication of input signal frequency. We use PLL units for some typical applications: computer clock synchronization, demodulation, frequency synthesizer (Fig. 5). One important application is the process of comparing the input phase to the output phase of clock distribution.

Additional applications are in demodulator unit which is tracking the modulation phase or modulation frequency. PLL unit can tracks on the carrier signal or changeable synchronization signal with frequency or time. When the PLL works as demodulator (detector), it is filter which is coherent detector. When PLL works as a carrier tracking system then it functions as narrow band filter which remove the noise from the signal. In one integrated package it includes a double balanced phase detector and highly linear VCO (Free running VCO). We set the frequency by external capacitor or resistor. The following block diagram describes the PLL signals and internal elements (Fig. 6).
$e_i$ - input signal, $e_o$ - output signal, $e_d$ - output signal from phase detector, $e_f$ - DC signal from LPF. PLL fundamental operational equations: $e_i = \sqrt{2} \cdot E_i \cdot \sin[\omega_0 \cdot t + \theta_1(t)]$; $e_o = \sqrt{2} \cdot E_o \cdot \cos[\omega_0 \cdot t + \theta_2(t)]$.

The output from phase detector is $e_d = e_i \cdot e_o$.

$$e_d = e_i \cdot e_o = 2 \cdot E_i \cdot E_o \cdot \sin[\omega_0 \cdot t + \theta_1(t)] \cdot \cos[\omega_0 \cdot t + \theta_2(t)]$$

$$e_d = e_i \cdot e_o = E_i \cdot E_o \cdot \sin[\theta_1(t) - \theta_2(t)] + E_i \cdot E_o \cdot \sin[2 \cdot \omega_0 \cdot t + \sum_{k=1}^{2} \theta_k(t)]$$

PLL’s Low Pass Filter (LPF) unit filters the AC component of multiplication output. The filter’s output DC component is a function of the phase between the VCO output and the input signal. The output of VCO unit is related to his input by the following differential equation:

$$\frac{d\theta_2(t)}{dt} = k_0 \cdot e_f; \quad \frac{d\theta_2(t)}{dt} = \omega \cdot \theta \Rightarrow \theta_2(t) = \int e_f(t) \cdot dt$$

The free running VCO activated as a feedback integration network. Assumption: The PLL loop is not lock and the frequency of input signal ($e_i$) and the free running VCO ($e_o$) are very close. Output signal from the phase detector ($e_d$) is different and the frequency is equal to the gradient frequency of $e_o$ and $e_i$. We feed the signal to VCO unit and the VCO’s frequency is changed with time. If the frequency of VCO equal to the input signal frequency then we are in lock state. Signal $e_f$ will keep the VCO output frequency to be equal to PLL input frequency and we are in lock state. The following flowchart describes the PLL frequency locking due to input signal frequency variation (Fig. 7).

![Fig. 7 PLL frequency locking mechanism](image)

We can detect the phase error due to frequency variation by knowing the “DC” loop gain of the system. We consider that PLL’s phase detector unit with transfer function $E_d = k_D \cdot (\theta_1 - \theta_2)$, the free running VCO transfer function is $\frac{d\theta_2(t)}{dt} = k_0 \cdot e_f$. The phase of free running VCO output is proportional to the integration of control voltage. The PLL free running frequency is established by PLL internal circuit and external capacitor and resistor. The following diagram describes the application of free running VCO as a FM demodulator system (Fig. 8).
Once locked, PLL tracks the frequency changes of the input signal. Thus, a PLL goes through three stages: (1) free running (2) Capture and (3) locked and tracking. Lock range and capture range in PLL: The lock range (tracking range) is defined as the range of frequencies over which the PLL system follows the changes in the input frequency \( f_{in} \). Capture range is the frequency range in which the PLL acquires phase lock (Fig. 9).

Other applications to use free running VCO are CMOS/Bi-CMOS/Indium integrated circuit and DLL (Delay locked loop). A delay locked loop (DLL) is a digital circuit similar to a phase lock loop (PLL), with the main difference being the absence of an internal VCO, replaced by a delay line. A DLL can be used to change the phase of a lock signal, usually to enhance the clock rise-to-data output valid timing characteristics of integrated circuits. DLLs can also be used for clock recovery (CDR). A DLL can be seen as a negative-delay gate placed in the clock path of a digital circuit. The main component of a DLL is a delay chain composed of many delay gates connected output to input. The input of the chain is connected to the clock that is to be negatively delayed. A multiplexer is connected to each stage of the delay chain; the selector of this multiplexer is automatically updated by a control circuit to produce the negative delay effect. The output of the DLL is the resulting, negatively delayed clock signal. Indium phosphide Heterojunction Bipolar Transistors are used in RF and mixed signal circuits operating at frequencies from below 10GHz up to 0.2THz. At these high frequencies, digital circuit blocks are simulated carefully with techniques traditional to analog and millimeter wave circuit design. Transmission line techniques are used to interconnect sub-circuits and additionally static frequency dividers circuits with HBT technology, applications in frequency agile digital radar and wireless communications systems. HBTs are excellent for implementing VCOs (free running VCO) due to their low \( \frac{1}{f} \) noise. A W-band VCO can be integrated with a high speed divider. The differential outputs of the VCO are DC coupled to the input buffer of the divider with microstrip
transmission lines. SiGe HBT mm-wave VCOs have the advantage of large transistor voltage swings and low phase noise. Their power dissipation is excessive. CMOS VCOs at lower frequencies are popular due to their low power dissipation brought about by the significantly lower power supply voltage. A mm-wave CMOS VCOs suffer from inadequate output power levels, reduced tuning range and a very poor phase noise. There are applications which include SiGe BiCMOS PLL with integrated VCO RFICs. It enables miniature LO solutions. It includes an advanced fractional-N synthesizer and an ultra-low noise VCO while requiring a minimal number of external components. The PLL/Synthesizer can incorporates a cycle slip prevention (CSP) mode, which holds the PFD gain at maximum until the frequency difference is near zero reducing the time to arrive at the new frequency. PLL with integrated VCOs uniquely combine the attributes of low phase noise, wide frequency coverage, advanced features and ultra-small size, making them ideal for numerous small form factor applications.

6 Conclusion

We demonstrate the use of Varactor diode in a free running VCO based on an unstable transistor circuit system. The VCO is a key element to generate WBFM signals, such as chirp signals. Varactor diode is a simple tunable elements and it has inherently nonlinear behavior which disqualifies it for use in modern communication standards. The capacitance of a single Varactor diode can usually be expressed as

\[ C(V) = \frac{K}{(\phi + V)^n} \]

where \( \phi \) is the built-in potential of the diode, \( V \) is the applied voltage, \( n \) is the power law exponent of the diode capacitance, and \( K \) is the capacitance constant. The power law exponent can exhibit wide variation in different situations. It is value of \( n \approx 0.3 \) for the implanted junction to \( n \approx 0.5 \) for a uniformly doped junction to \( n \approx 1.5 \) for a hyper-abrupt junction. The capacitance of Varactor diode may be varies by varying the reverse voltage applied to it thus, the Varactor also known as VVC (Voltage Variable Capacitor) diode. Their mode of operation depends on the capacitance that exists at the PN junction when it is reverse biased. As the Varactor diode reverse potential increases the width of the depletion region increases which in turn reduces the transition capacitance. When the Varactor diode reverse bias voltage decrease, the depletion layer narrows down. This decreases the dielectric thickness, which increases the capacitance. The variation of capacitance is maximum when the reverse voltage is equal to zero. It reduces in a nonlinear manner, as the value of reverse voltage is increased. In this diode the variation of capacitance are controlled by the method of doping in the depletion layer or the size and geometry of diode construction. The outcome of this article is an analysis of the stability, Free running VCO based on an unstable transistor circuit. Apply variable bias voltage to Varactor diode causes to capacitance change and the oscillating frequency is changed accordingly. The equivalent circuit includes three delay lines, the first delay line (\( \tau_1 \)) represents the electromagnetic interference in the Varactor diode. The second and third delay lines (\( \tau_2, \tau_3 \)) represent the circuit microstrip lines parasitic effects before and after the matching circuit. We neglect the voltages on the three delay lines. We represent our system by DDEs which depend on variable parameters and delay parameters (\( \tau_1, \tau_2, \tau_3 \)). We inspect the stability of any one of the equilibrium points of the Free running VCO which based on an unstable transistor circuit. The system of homogeneous equations leads to polynomial characteristic equation in the eigenvalues (under some assumptions). The stability switching is inspected for different values of \( \tau \) parameter by using Beretta and Kuang stability criteria. There are many applications to use free running
VCO, are CMOS/Bi-CMOS/Indium integrated circuit, PLLs, and DLL (Delay locked loop), our mathematical analysis help as to understand the operation of those application with integrated free running VCO.
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