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Abstract Chaos and turbulence are complex physical phenomena, yet a precise definition of the complexity measure that quantifies them is still lacking. In this work, we consider the relative complexity of chaos and turbulence from the perspective of deep neural networks. We analyze a set of classification problems, where the network has to distinguish images of fluid profiles in the turbulent regime from other classes of images such as fluid profiles in the chaotic regime, various constructions of noise and real-world images. We analyze incompressible as well as weakly compressible fluid flows. We quantify the complexity of the computation performed by the network via the intrinsic dimensionality of the internal feature representations and calculate the effective number of independent features which the network uses in order to distinguish between classes. In addition to providing a numerical estimate of the complexity of the computation, the measure also characterizes the neural network processing at intermediate and final stages. We construct adversarial examples and use them to identify the two point correlation spectra for the chaotic and turbulent vorticity as the feature used by the network for classification.
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1 Introduction

Fluid turbulence is a major unsolved problem of physics exhibiting an emergent complex structure from simple rules, that is Newton’s second law applied to the fluid elements (for a review see, e.g., [1]). Most fluid motions in nature at all scales are turbulent, yet despite centuries of research, we still lack a complete understanding of fluid flows in the nonlinear regime. Insights into turbulence are likely to offer guidance to the principles and dynamics of nonlinear systems with a large number of strongly interacting degrees of freedom far from equilibrium.

An important dimensionless parameter in the study of fluid flows is the Reynolds number $R_e = \frac{lv}{\nu}$, where $l$ is a characteristic length scale, $v$ is the velocity difference at that scale, and $\nu$ is the kinematic viscosity. The Reynolds number quantifies the relative strength of the nonlinear interaction compared to the viscous term. When the Reynolds number is of order $10^{-2}$,
one observes a chaotic fluid flow, while when it is $10^3$ or higher, one observes a fully developed turbulent structure of the flow. The turbulent velocity field exhibits highly complex spatial and temporal structures and appears to be a random process.

A single realization of a turbulent solution to the NS equations is unpredictable even in the absence of a random force. However, studying statistical averages seems to reveal a hidden scaling structure. Indeed, experimental and numerical data suggest that turbulent fluid flows exhibit a statistically homogeneous and isotropic steady state at the inertial range of scales $l \ll r \ll L_f$, where the distance scales $l$ and $L_f$ are determined in terms of the viscosity and driving force, respectively. The properties of this statistical structure can be quantified by studying averages of fluid observables. For instance, if we denote the velocity of the fluid by $\vec{v}(t, \vec{r})$, then the turbulent behavior can be characterized by the longitudinal structure functions $S_n(r) = \left<(\delta v(r))^n\right>$ of velocity differences $\delta v(r) = (\vec{v}(\vec{r}) - \vec{v}(0)) \cdot \hat{r}$ between points separated by a fixed distance $r$. In the inertial range of scales, these correlation functions exhibit a universal scaling law:

$$S_n(r) \sim r^{\xi_n},$$

(1)

where the exponents $\xi_n$ are independent of the fluid details and depend only on the number of spatial dimensions. On the other hand, the overall coefficients in (1) are not universal.

In a seminal work [2], Kolmogorov used the inertial range cascade-like behavior (introduced by Richardson) of incompressible non-relativistic fluids, where large eddies break into smaller eddies in a process where energy is transferred without dissipation. Assuming scale invariant structure statistics for this direct cascade (from large to small length scales), he deduced that $\xi_3 = n/3$. Thus, for instance, the Fourier transform of $S_2$ gives the energy power spectrum that exhibits Kolmogorov scaling:

$$E(k) \sim k^{-5/3}.$$  

(2)

It is well known that Kolmogorov linear scaling is corrected by intermittency in all the direct cascades, and seems to be exact in the two-dimensional inverse cascade. In the inverse cascade, the energy flows from the UV to the IR and the inertial range is $r \gg L_f$.

The currently available experimental [4] and numerical [5,6] methods provide a valuable, yet modest information about the anomalous scaling exponents $\xi_n$. The data show a clear deviation of the scaling exponents from Kolmogorov scaling in three space dimensions, but it is not sufficiently accurate [6] to distinguish between the various models [7–10], that have been proposed to explain them. One would need to know higher $n$ exponents with a better precision in order to gain further insight to the turbulence statistics and to the underlying dynamics that explains them. In particular, one would like to have an access to rare solutions that are important to probe the tail of the statistical distribution and calculate the higher $n$ exponents. Thus, we should aim for an era of “precision turbulence”.

Deep learning has revolutionized diverse fields by proving capable of effective learning of statistical distributions, both in identifying data correctly and in generating new ones. The ability of deep networks to generalize from learning data to test data as well as to generating new data samples leads to an intensive research in recent years with the aim of characterizing, both theoretically and empirically, the complexity measures that quantify the generalization capability of the networks. The neural network complexity measures are constructed such that lower complexity implies a smaller generalization gap (see [11] for the analysis of forty such complexity measures). However, the notions of complexity addressing the generalization gap are not really adequate for our purposes, as we will be interested in quantifying the complexity of neural network computation as a function of depth (intuitively corresponding to scale).

While turbulence is evidently a complex phenomenon, a precise definition of a complexity measure that quantifies it is still lacking. Among the attempts that have been made we point out the use of Kolmogorov complexity to characterize its randomness as well as a recent use of information theory in order to compare thermal equilibrium and turbulence [12]. In this respect, we would like to emphasize the differences between the current work and other applications of deep neural networks to turbulence. These include feature extraction [13,14], turbulent flow classification [15–17], explainable feature extraction [18], generative models [19–24], super-resolution techniques [25–27], inpainting methods [28] and learning the Navier–Stokes equations in order to generate fluid flows from new unseen initial conditions [29,30] (see [31–35] for some comprehensive reviews). Our study has a different focus and aims compared to these works. Our goal is to quantify the computational complexity of distinguishing turbulence from chaotic dynamics at different length scales corresponding to different depths in the neural network and compare it with other classification tasks such as that of natural images. In order to do that we employ the complexity measure proposed in [36], and apply it to a neural network classifier architecture applied to turbulence. While both turbulent flows and neural network architecture are quite standard, the neural network complexity measure provides a new insight into the underlying structure of turbulence.

We will analyze a set of classification problems where the network has to distinguish images of fluid profiles in the turbulent regime from other classes of images such as fluid profiles in the chaotic regime, various constructions of noise and real-world images of cats or dogs. We would like to gain insight into the relative difficulty of the above classification tasks in order to understand how different the turbulent images are from these other
classes as viewed by the deep neural network. Also, we would like to identify what features are being identified by the neural network to distinguish turbulent from chaotic fluid flows. However, simply looking at the classification accuracy is insufficient, since as we will see in basically all of these cases, a standard neural network (ResNet-18 [37]) can be trained to reach 99% or 100% accuracy within one epoch. Therefore, the complexity measures that quantify the generalization gap [11] are inadequate and a different method of analysis is needed.

We will employ the measure, the effective dimension, introduced in [36] to quantify the complexity of a computation performed by a neural network. In addition to providing a numerical estimate of the complexity of the computation, the measure introduced in [36] also characterizes the neural network processing at intermediate stages. In this method, one studies the intrinsic dimensionality of the internal feature representations, and calculates the effective number of independent features which the network uses in order to distinguish between classes. We will evaluate a sequence of four effective dimensions that vary with the network depth. Since a convolutional neural network operates by performing subsequent convolutions with small $3 \times 3$ filters, as one goes deeper into the network, the feature representations become more and more nonlocal and hence transition from the UV to the IR. The resulting representations become more and more nonlocal and hence transition from the UV to the IR. The complexity measures that quantify the generalization gap [11] are inadequate and a different method of analysis is needed.

The paper is organized as follows. In Sect. 2, we will construct the datasets of incompressible and weakly compressible chaotic and turbulent fluid flows as well as various types of noise, and consider the inverse cascade turbulence scaling. In Sect. 3, we will discuss the neural network architecture and the concept of effective dimension and use it to quantify the complexity of the task of classification of real-world images. In Sect. 4, we will analyze the complexity of neural networks trained to distinguish turbulence fluid configurations from chaotic as well as varieties of artificial noise and some real-world images. We will consider incompressible as well as compressible fluid flows case and study the images of the vorticity configurations. We will use an adversarial technique in order understand what features the neural network uses to distinguish chaos from turbulence. Since, trained neural networks can show a good performance when tested on data coming from the same distribution as the training data, but a bad one when tested on other data, we will study the test accuracy on chaos versus turbulence data coming from simulations with different parameters or even different dynamics. Section 5 is devoted to a discussion and conclusions. In “Appendix A”, we will present the analysis of the complexity of fluid images representing a given component of the velocity vector field.

### 2 Turbulence, chaos and noise

To train the classifier, we generate snapshot datasets of turbulence, chaos and noise. Turbulent and chaotic datasets are generated for two-dimensional incompressible fluid flows as well as for compressible ones, where we extract the vorticity and velocity snapshots. The simulations are driven by a random force. Two noise datasets are generated, one noise dataset is generated by applying a Gaussian noise over an annulus in Fourier space which will also serve as the forcing of the fluid. The other is derived from the vorticity snapshot statistics. This section describes the simulation’s details and features as well as the noise generation process.

#### 2.1 Incompressible fluid flows

The incompressible Navier–Stokes (NS) equations provide a mathematical formulation of the fluid flow evolution at velocities much smaller than the speed of sound:

\[
\partial_t v^i + v^j \partial_j v^i = -\partial^i p + \nu \partial^j \partial_j v^i - \alpha v^i + f^i, \quad \partial_t v^i = 0, \tag{3}
\]

where $v^i, i = 1 \ldots d$ is the fluid velocity and $p$ is the fluid pressure, $\nu$ is the kinematic viscosity, $\alpha$ is a linear frictional damping and $f^i$ is an external random force. In two space dimensions $(x, y)$, there is only one independent degree of freedom and one can rewrite the NS equations using the vorticity pseudoscalar $\omega = \epsilon_{ij} \partial^i v^j$:

\[
\partial_t \omega = (-1)^{p+1} \partial^2 p - (v^i \partial_i) \omega + f_\omega, \tag{4}
\]

where $f_\omega = \epsilon_{ij} \partial^i f^j$, and we replaced for simulation reasons the second order viscous term in (3) by a hyperviscous term, in our case we set $p = 2$ [38].

We use a divergence-free and statistically homogeneous and isotropic Gaussian random forcing function, and generate a dataset of two-dimensional incompressible fluid flows by numerically evolving the vorticity equation (4). The random forcing function has support in an annulus in Fourier space around $k_{\text{forcing}}$, and the system is numerically evolved with periodic boundary conditions with $v = (0, 0)$ as initial condition on a uniform spatial grid. We use a dealiased spectral method code with Crank–Nicolson time stepping [39] and perform an ensemble of simulation with a resolution of $N^2 = 400^2$ and forcing $k_{\text{forcing}} \sim 15$. Due to the difficulty in including a linear friction term $(-\alpha \omega)$ in the weakly compressible case in the next section, we avoid using a friction term in the incompressible case as well. The lack of friction can lead to energy condensates which, in physical space leads to the formation of two large vortex with opposite signs (see Fig. 2a and right of Fig. 2b) [40–42]. We isolate the turbulent regime of the

\[\text{2 This friction term would be responsible for removing energy at large scales, making the inverse energy cascade stationary [38].}\]
simulation by taking snapshots, where we can observe the expected $-5/3$ K41 scaling of the energy (2) in the inverse cascade [43, 44]. We note that 2D turbulence has the possibility of producing a double cascade as shown in [43] and numerically produced in [45, 46] though we do not observe the direct cascade in our simulations. In Fig. 1, we show the energy spectra of the turbulent snapshot. As noted, the lack of friction leads to an energy condensate which appears as a buildup of energy at low wavenumbers. We can see evidence of the energy condensate on the right of Fig. 1 where there is a $-3$ power law. The chaotic dataset is defined by the set of snapshots in the time steps before the energy cascade is observed (Fig. 2).

2.2 Weakly compressible fluid flows

We denote $x^\mu = (ct, x^i), i = 1, 2$ and $\eta_{\mu\nu} = \text{diag}[-1, 1, 1]$. In the following we will set $c = 1$. For the weakly compressible case, we consider a $(2 + 1)$-dimensional conformal perfect fluid with random forcing $f^\mu$:

$$\partial_\mu T^{\mu\nu} = f^\nu, \quad \text{(5)}$$

where the stress-energy tensor reads:

$$T^{\mu\nu} = \frac{\rho}{2} (\eta^{\mu\nu} + 3u^\mu u^\nu). \quad \text{(6)}$$
Fig. 2  Sample images from the turbulent incompressible data (a, b), turbulent weakly compressible data (c, d), chaotic incompressible data (e), chaotic weakly compressible data (f), Fourier noise from incompressible data (g), Fourier noise from weakly compressible data (h).

\[
u^\mu = (\gamma, \gamma \beta^i), \beta^i = \frac{\nu_i^v}{\gamma}, \gamma = \frac{1}{\sqrt{1-\beta^2}}, u_\mu u^\mu = -1\]
is the 3-velocity vector field, and we used the conformal equation of state relating the energy density \(\rho\) to the pressure \(p\), \(\rho = 2p\).

For the purpose of evolving (5) numerically, we set \(f^0 = 0\) and write them explicitly as:

\[
\begin{align*}
\partial_t D + \partial_i S^i &= -\nu \partial^4 D, \\
\partial_t S^i + \partial_j \left( S^j \nu^j + \frac{\rho}{2} S^j \right) &= -\nu \partial^4 S^i + f^i,
\end{align*}
\]

where \(D = \frac{3}{2} \rho (\gamma^2 - 1), S^i = \frac{3}{2} \rho \gamma^2 \nu^i\).

We then evolve the system numerically with periodic boundary conditions and \((\rho, \nu_i) = (1, 0)\) as initial the condition on a uniform spatial grid. We use finite difference for the spatial derivatives and third order Runge-Kutta for time stepping. Dealiasing using the 2/3 rule in the compressible case is numerically prohibitive so instead opt to include a fourth order hyperviscosity term \([47, 48]\). Similarly to the incompressible case, we perform an ensemble of simulations with a resolution of \(N^2 = 400^2\) with forcing at \(k_{\text{forcing}} \sim 15\).

As with the incompressible case, we isolate the turbulent regime of the simulation by taking snapshots where we can observe the \(-5/3\) energy cascade. In Fig. 3, we show the energy spectra of the turbulent snapshot. We also see evidence of the energy condensate as in the incompressible case in the right panel of Fig. 3. The chaotic dataset is the set of snapshots in the time steps before the energy cascade is observed.

Figure 4 shows the densities and velocities distribution of the final time step of some simulation to show evidence of the weak compressibility. We show these distributions for various \(\nu\), the training dataset is constructed with \(\nu = 0.03\).

2.3 Noise

As mentioned previously, we generate two noise datasets. One is simply given by the same method we generate the streamfunction for the random forcing. We use the label “noise” to denote this dataset. The second noise dataset is generated by first computing the means and standard deviations of Fourier transform coefficients of 1000 random turbulence images. Then coefficients are sampled from a corresponding Gaussian distribution and an inverse Fourier transform is performed. The label “noise Fourier” is used for this noise dataset.

The output datasets are black and white images of the vorticity, velocities and noise. The images are generated using python’s matplotlib package \([49]\) with interpolation and with a pixel resolution of 576 with white boundaries which are cropped before entering the NN.

3 Neural network complexity

3.1 Deep convolutional neural network

A typical deep convolutional neural network takes as input an RGB image \((H \times W \times 3)\), performs convolutions with a set of \(C\) small \(3 \times 3\) filters, acts on the
Fig. 3 Energy spectrum as a function of the wave number of turbulent weakly compressible fluid. The vertical line is the forcing scale. On the top left one observes the $-5/3$ Kolmogorov scaling in the inertial range and on the top right one sees evidence for the energy condensate through the $-3$ scaling.

Fig. 4 Probability distribution function for $\rho$ and $v$ from the weakly compressible simulations for $\nu = \{0.01, 0.03, 0.05\}$. We also display a Gaussian with mean and standard deviation fitted to the $\nu = 0.01$ case.

outcome with a ReLU nonlinearity$^3$ and repeats the process many times,$^4$ occasionally reducing the image size and increasing the number of channels $C$. At the end, a final linear layer and a sigmoid will yield the probability that the image belongs to a given class.$^5$

All images considered in the present paper are grayscale, so the RGB components are always set to be identical.

During the processing of an image by the neural network as sketched in Fig. 5, the original pixels are transformed to successively lower resolution images but with a much higher number of channels. These intermediate images are often referred to as internal feature representations of the network, and the number of channels is defined to be its dimensionality (here 64, 128, 256 and 512).

Since the processing in each “stage” is a succession of convolutions with a small filter, we see that the internal feature representations are more and more non-local as we go deeper into the network. Due to the small filter size, the nonlocality increases only gradually. We should note, however, that because of the multiple ReLU nonlinearities, the “stages” cannot be thought of just as straightforward coarse-grainings but rather as some intrinsically nonlinear transforms.

A final important point is that a neural network used for classifying images into two classes, aims to construct (during training) the internal feature representations so that they would be optimal for distinguishing between the two classes.$^6$ Hence, studying the internal representations should be such that the two classes would be linearly separable.

$^3$ ReLU($x$) = $x$ if $x \geq 0$ and ReLU($x$) = 0 if $x < 0$.

$^4$ Here we omit mentioning batch normalization layers and residual/skip connections which are not essential for our discussion.

$^5$ For simplicity, we consider here a classification task with one positive and one negative class.

$^6$ The final representation should be such that the two classes would be linearly separable.
Fig. 5  Schematic of the CNN. Each stage represents a set of convolutional layers

3.2 Effective dimension or linear complexity

The paper [36] introduced two complementary quantitative notions which characterize the difficulty of a given calculational task as performed by a neural network. The first one, complexity, characterizes to what extent nonlinearity (i.e., turning neurons on and off by the ReLU nonlinearity) is necessary for the given computation. It is defined as a Shannon entropy of binary “nonlinearity” variables, and although calculable, is quite computationally expensive to compute. A second complementary notion, the effective dimension, analyzes instead the intrinsic dimensionality of the internal feature representations, and thus captures to what extent the particular internal features are linearly independent or not. It provides a simple numerical estimate of the effective number of independent features. One can view it thus as a kind of linear complexity. It is relatively efficient to compute, and also directly answers the question of interest for us, namely the counting of independent features employed by the network for distinguishing between two classes (e.g., turbulence and chaotic).

The counting of independent features can be done individually for a given internal feature representation at a particular depth. A convolutional neural network operates by performing subsequent convolutions with small $3 \times 3$ filters, so as one goes deeper into the network, the feature representations become more nonlocal and hence transition from the UV to the IR. The resulting sequence of effective dimensions thus indicates how does the number of independent features vary as one passes from the UV scale to the IR scale. For completeness, we review below the definition of effective dimension from [36].

As we want to determine to what extent the different dimensions (i.e., channels) of the internal feature representation are independent or not, we accumulate the representations for a test set of the problem on which the network was trained. Since we are interested in the independence of the channels understood as individual features, we reorder the resulting data for $N$ images ignoring spatial positions:

$$ N \times H \times W \times C \longrightarrow (N \cdot H \cdot W) \times C. \quad (8) $$

We then perform principal component analysis (PCA) of the resulting data and obtain the explained variance ratio $r_i$ of each component. Since by definition the explained variance ratio sums up to 1

$$ \sum_i r_i = 1. \quad (9) $$

we can formally compute its Shannon entropy $S[\{r_i\}]$. We then exponentiate it to define the effective dimension:

$$ \sum_i r_i = 1. \quad (9) $$

7 It is standard to separate the dataset into disjoint training part and a test set, and use the latter for determining accuracy and performing various analysis.
effective dimension \( = \exp \left( S\left(\{r_i\}\right) \right) \)
\[\equiv \exp \left( - \sum_i r_i \log r_i \right). \quad (10)\]

This definition gives the expected answer \( K \) for simple cases like
\[ r_i = \frac{1}{K} \quad \text{for } i \leq K \quad r_i = 0 \quad \text{for } i > K \quad (11) \]
and smoothly extrapolates to other configurations. One of the advantages of the definition (10) is that it does not require any additional parameter (like a cutoff for the explained variance ratio) to estimate dimensionality. It is also readily calculable as it uses PCA.

### 3.3 Effective dimension for standard image classification tasks

In Ref. [36], the effective dimension was computed for a range of image classification tasks including colored versions of MNIST (a dataset of hand written digits), KMNIST (a dataset of Japanese script characters), FashionMNIST (a dataset of various types of clothing items) and CIFAR-10 (a dataset of color images belonging to 10 classes). For all cases, the same network architecture was used—a ResNet-56 network for small \( 32 \times 32 \) images—with an identical training protocol. The main characteristics of the results obtained in [36] were:

1. The effective dimensions summed over the layers increased with the intuitive complexity of the classification task, namely

   \[ \text{MNIST} < \text{KMNIST} < \text{FashionMNIST} < \text{CIFAR-10} \quad (12) \]

2. For all these classical image datasets, the effective dimension for individual layers\(^8\) increased as one went deeper into the neural network with a decrease only just at the very end before the final classification layer.

The former result is a qualitative validation of the use of effective dimension as a measure of task complexity, with the more difficult classification tasks requiring that the neural network has to construct richer (more independent) feature representations at intermediate stages of processing.

The latter result indicates that more and more nonlocal features are needed for performing the classification. Indeed, the differentiation between a car and a truck (two example classes from CIFAR-10) requires piecing together local information (presence of wheels, metallic finish, etc.) and basing the decision on a global level, hence in the deeper layers of the network. These layers, therefore, have to represent the various relevant global contexts leading to a higher effective dimension of the feature representations deeper in the neural network.

One can interpret the above behavior in the Physics language, by stating that there is crucial information in the IR and the UV is not sufficient. That being said, one has to remember that the neural network feature representations are not linear and one expects that the neural network constructs more and more nontrivial composite features. Moreover, the features at the deeper level can contain not only purely IR characteristics but also, e.g., some integrated UV features if they would be necessary for performing the classification.

The decrease of the effective dimension at the very end of the network is in fact quite natural as the images have to be classified into a small number of classes (10 in the examples considered in [36]). So one can interpret this decrease as integrating the information into composite features directly necessary for performing the final classification, and discarding irrelevant data.

### 4 Turbulence classifiers

Our main goal in this paper is to analyze turbulence from the perspective of deep neural networks. We will adopt the techniques reviewed in the previous section for analyzing neural networks which are trained to distinguish turbulence fluid configurations from chaotic ones as well as varieties of artificial noise and some real world images. Apart from the standard incompressible case, we also consider simulations of the weakly compressible variant (see Sect. 2.2). We primarily analyze vorticity configurations but also consider images representing a given component of the velocity vector field in “Appendix A”. The key questions that we address are:

1. What is the relative complexity of the various classification tasks involving turbulence?
2. How does the pattern of complexity, as measured by the effective dimension, change with depth as we go inside the neural network? How does it compare with classifying real-world images?
3. Can we understand what features the neural network uses to distinguish chaos from turbulence?

After a brief description of the technical setup, in Sect. 4.2 we analyze examples with a dataset of cat and dog images. This serves two purposes. First, since fluid simulation profiles are clearly quite different from real-world images we can check whether our methodology of assessing complexity as a function of scale works as expected. Second, the pattern of complexity (effective dimension) for distinguishing real-world images (cats vs. dogs) will be a point of reference for the tasks of distinguishing turbulence from chaos and various synthetic “pseudo-flow” datasets which we discuss in Sect. 4.3.

---

\(^8\) More precisely after each residual block of the ResNet-56 network comprising two convolutional layers.
Fig. 6 The left panel shows the effective dimensions for images of weakly compressible turbulence vorticity versus cats and dogs as well as for classifying between cats and dogs. The right panel shows the incompressible case.

We then proceed to identify the key features used by the neural network to distinguish turbulence from chaos in Sect. 4.4 and discuss the performance of a trained neural network on test data coming from different physical simulations in Sect. 4.5.

4.1 Technical setup

For the numerical experiments performed in the present paper, we used a standard resnet-18 neural network as used for Imagenet [50]. All input images were provided at a resolution of $435 \times 435$ pixels. Prior to input to the neural network, each image was normalized to have zero mean and unit standard deviation. Since vorticity configurations can be naturally represented as a grayscale image, the images of cats and dogs were also transformed to grayscale. The resnet-18 network was, however, unmodified and the grayscale images were represented as RGB images with identical RGB components.

From each class, we set aside 1000 images for evaluating accuracy and effective dimensions. Training was performed with an Adam optimizer with a small weight decay $1e^{-4}$ added, in order to reduce the variance of the obtained effective dimensions. Training was performed until test accuracy of 99% was reached.\(^9\)

For most cases this occurred already after 1 epoch. We repeated each experiment 5 times starting from different random initializations of the neural network.

4.2 Effective dimensions—turbulence versus real-world images

As we would like to compare the complexity of differentiating real world images versus differentiating turbulence from chaos, we made a series of experiments involving images of cats and dogs.\(^10\) 9935 images were selected from each class, which is similar to the number of images of turbulence vorticity. The images were resized to $435 \times 435$ (ignoring aspect ratio) and changed to grayscale.

As a point of reference, we compute the effective dimensions for classifying cats versus dogs using the above data. In Fig. 6 (green bars on the right), we show the effective dimensions computed after 25 epochs averaged over 5 random initializations. The obtained accuracy was\(^11\) 92.2 ± 1%. In Fig. 6, we also show, as a toy example, effective dimensions for distinguishing turbulence vorticity from cats and dogs.

Let us again emphasize that the latter task of distinguishing real world images from turbulence has no intrinsic interest, but serves only as a cross-check of our methodology and the observables that we use to probe the network. Indeed, in this case we have very clear expectations of what should be the qualitative behavior of the neural network with regard to complexity of the task. We can thus check whether this is reflected in the profiles of effective dimensions.

Several comments are in order here. First, the effective dimensions for cats versus dogs strongly increase as we go into the network, with stage 3 being not less than stage 1. This qualitative picture thus confirms the findings of Ref. [36] in this respect. The interpretation is that for the classification of cats vs dogs, more global (IR) and nonlocal features are used, with high values even for stage 3. The fall-off toward the end of the network is associated with approaching the classification layer with just two classes.

Second, the problem of distinguishing turbulence from cats or dogs has a quite different profile of complexity versus depth. The maximal value is obtained

\(^9\) Or a cut-off of 20 epochs.

\(^10\) Downloaded from https://www.microsoft.com/en-us/download/details.aspx?id=54765.

\(^11\) The target accuracy of 99% used for the remaining experiments in this paper could not be reached in this case, hence we chose a fixed number of epochs here.
for stage 1 and then steadily decreases, even though the number of channels increases as we go deeper into the neural network. This indicates that UV local features are most important for distinguishing turbulence vorticity from images of cats and dogs. Clearly, this is true as even a small local patch of a vorticity profile is at first glance completely different from an analogous patch of a real-world image.

Third, the total sum of the effective dimensions is significantly greater for cats versus dogs than for turbulence versus cats or dogs. This sum can be considered as a measure of the overall complexity of the problem, and clearly distinguishing cats from dogs is more difficult than distinguishing turbulence from either.

The latter two points serve primarily as a consistency check of our methodology, while the profile of effective dimensions for cats versus dogs will be a point of reference for the physically interesting classification problems of distinguishing turbulence from chaos or various kinds of noise, which we will discuss in the following section.

### 4.3 Effective dimensions—turbulence versus chaos or noise

Let us first consider a neural network which distinguishes the vorticity profiles of incompressible turbulence versus (incompressible) chaos. The network reaches 100% accuracy already after a single epoch. The resulting effective dimensions are: where we indicated the average and standard deviation across 5 repetitions with different random initializations of the network. We see that the profile of the effective dimensions is definitely more spread toward the UV than for the cats vs dogs case. In particular stage 3 is significantly less than stage 1.

| Weights                | Stage 1 | Stage 2 | Stage 3 | Stage 4 |
|------------------------|---------|---------|---------|---------|
| Incompressible         | 7.5 ± 3.4 | 9.3 ± 6.8 | 3.2 ± 1.6 | 1.6 ± 0.2 |
| turbulence versus chaos|         |         |         |         |

In Fig. 7, we show the pattern of effective dimensions for classifying turbulence vorticity images from chaos as well as the two types of noise discussed in Sect. 2.3. Of these noise_fourier is especially interesting, as it encodes just the magnitudes of the Fourier coefficients of turbulence vorticity ignoring any correlations or higher-order nonlinear effects. We show results both for the weakly compressible case and for the incompressible case.

There are several points to note here. First, one can observe that all these problems are relatively easy—the effective dimensions are much smaller than for the cats versus dogs case. Second, the classification of turbulence vs noise is concentrated in the UV with a decreasing pattern of complexity versus depth. The only cases which seem to require more processing at larger scales is the case of incompressible chaos versus turbulence (and noise in the weakly compressible case). But even here, the increase only involves stage 2, while stage 3 is already significantly lower than stage 1, which is quite opposite to the case of real-world images from Fig. 6.

For completeness, we also checked the profile of effective dimensions when distinguishing weakly compressible turbulence from the incompressible one. Somewhat surprisingly, we find that this problem is generally quite easy with rather low effective dimensions and again concentrated in the UV. The results are shown in Fig. 8. Looking at the sample images of incompressible and weakly compressible turbulence vorticity (compare Fig. 2a, b with c, d), we see that indeed it is easy to distinguish the two “by eye”, with the main difference being in the “sharpness” of the local structure. Hence, this is compatible with the outcome of the effective dimension computation.

### 4.4 Adversarial examples

In this section, we would like to focus on identifying what kind of information is used by the neural network when distinguishing turbulence vorticity images from the ones in the chaotic phase. The problem of identifying the reasons of a deep neural network decision is, in principle, a quite difficult one [51–53]. This is even more so for the kind of images that we are dealing with now, namely vorticity profiles of turbulence or chaos. For real-world images, various methods of interpretability or explainability typically serve to identify the pixels in the input image which were most impor-
Fig. 7 Effective dimensions for classifying weakly compressible turbulence vorticity (left) and incompressible turbulence vorticity (right).

Fig. 8 Effective dimensions for distinguishing incompressible from weakly compressible turbulence.

Important for performing the classification (see, e.g., [53, 54]). Such an approach is largely inapplicable to the images of turbulent or chaotic flow, as most images are spatially homogeneous\(^\text{12}\) and we expect the classification to arise from differences in local statistics or correlation structure, neither of which is localized in some specific subregion of the image.

In order to overcome the above difficulties, we adopted a procedure loosely motivated by the notion of adversarial examples. We evaluate a neural network trained to distinguish turbulence from chaos on a set of artificial examples which capture only a subset of the physical characteristics of either turbulence or chaos. We check whether the neural network still classifies these proxy images as turbulence or chaos. If this remains so, it indicates that the physical characteristics which were dropped in constructing the proxy images are not essential for the classification.

In addition, we evaluate the network which was trained on incompressible turbulence also on weakly compressible data and vice-versa. The results are shown in Tables 1 and 2. These results are presented for a sample neural network for which the interpretation may be most clear.

The key datasets for our arguments are the noise Fourier ones discussed in Sect. 2.3. They are constructed in the following way. The Fourier coefficients of all the images of interest (e.g., incompressible turbulence) are computed, and their mean and standard deviation over the whole dataset are evaluated. Then images in the noise Fourier dataset are constructed by random sampling of each Fourier coefficient from the appropriate Gaussian distribution then taking the inverse Fourier transform. This procedure leads to a dataset which has the same Fourier spectrum as, e.g., turbulence, but ignores any correlations between the Fourier coefficients, as well as neglects any nonlinear effects. The relevant images for noise Fourier both for turbulence and for chaos are classified by the neural network with high confidence, respectively, as turbulence and chaos both for incompressible and for weakly compressible case. This strongly indicates that the nonlinear correlations are not necessary for distinguishing turbulence from chaos.

Indeed, in Fig. 9, we show histograms of the probabilities for various test sets. Basically, all values are very close either to 0 or to 1, indicating that the neural network classifies these images with very high confidence either as turbulence or as chaos. So the lack of nonlinear correlations in the turbulence noise Fourier dataset is not reflected in a noticeable way in the neural network outputs.

The above results are in agreement with the intuition that a neural network focuses on the simplest and most obvious differences which are enough for performing the classification. Indeed, as shown in Fig. 10, the

\(^{12}\) Turbulent images with two large vortices are an exception. This feature occurs, however, only in a subset of turbulent images and hence cannot be used as a key reason for classifying an image as turbulence.
Table 1  Output classification result of adversarial inputs into the incompressible vorticity versus chaos classifier

| Chaos (%)’ | Turbulence (%) |
|------------|----------------|
| Compressible chaos | 100 | 0 |
| Compressible turbulence | 0 | 100 |
| Incompressible turbulence with $k_{\text{forcing}} \sim 7$ | 0 | 100 |
| Compressible noise Fourier | 0 | 100 |
| Incompressible noise Fourier | 0 | 100 |
| Compressible chaos noise Fourier | 100 | 0 |
| Incompressible chaos noise Fourier | 100 | 0 |

Table 2  Output classification result of adversarial inputs into the weakly compressible vorticity versus chaos classifier

| Chaos (%) | Turbulence (%) |
|------------|----------------|
| Incompressible chaos | 100 | 0 |
| Incompressible turbulence | 0 | 100 |
| Compressible noise Fourier | 0 | 100 |
| Incompressible noise Fourier | 0 | 100 |
| Compressible chaos noise Fourier | 100 | 0 |
| Incompressible chaos noise Fourier | 100 | 0 |

Fig. 9  Histograms of incompressible chaos versus turbulence classifier probabilities evaluated on various test datasets. $p = 1$ indicates 100% confidence that the given image is turbulence, while $p = 0$ indicates 100% confidence that the given image is chaos. Turbulence related data on the left, chaos related data on the right.  

Two point correlation spectra for the chaotic and turbulent vorticity are clearly different, and suffice to make the distinction. We may note that the biggest difference between chaos and turbulence in Fig. 10 seems to be in the IR. This is consistent with the relatively high effective dimension at stage 2 for the turbulence-chaos classifiers in Fig. 7.

Let us make a further comment on the relation of the effective dimensions for the incompressible turbulence vs chaos classifier shown in Fig. 7(right) and the claim of the present section, that the key characteristic used for classification is essentially the Fourier spectrum, as shown in Fig. 10. The effective dimensions roughly correspond to the number of independent scalar features which are used at a given depth of the network.\textsuperscript{13} From Fig. 7(right), we see that these are small single digit numbers. On the other hand, the Fourier spectrum is a function of the wave-vector $k$ and hence contains effectively many (scalar) degrees of freedom. The low effective dimensions indicate that the network uses only some simple composite information out of the Fourier spectrum and not its exact precise shape.

The fact that the incompressible classifier works correctly in the weakly compressible case and vice versa can also be explained by the hypothesis that the two features are evaluated in the same way at each point of the appropriately coarse-grained image [see (5)].

\textsuperscript{13} These features are evaluated in the same way at each point of the appropriately coarse-grained image [see (5)].
Fig. 10 $\langle |\omega(k)|^2 \rangle$ for sample normalized images used in the adversarial attacks. The left panel contains the chaotic data and its derived Fourier noise, while the right panel contains the turbulent data and its derived Fourier noise.

point spectra are the key features taken into account by the neural network. As a last check, we also evaluated the incompressible classifier on turbulent vorticity images generated with a forcing scale $k_{\text{forcing}} \sim 7$, different from the forcing scale at which the neural network was trained ($k_{\text{forcing}} \sim 15$). The fact that these images are still classified as turbulence is reassuring and indicates some degree of robustness of the neural network classifier.

4.5 Evaluation on out-of-distribution data

A common problem in machine learning is that trained neural networks have good performance when tested on data coming from the same distribution as the training data, but the performance deteriorates when tested on other data (e.g., letters in a completely different font). This may be an especially important factor in the case of physics simulation data, where the parameters of the simulation implicitly define a particular probability distribution, and there is a danger that the neural network will learn the particularities of that simulation instead of learning more universal features.

In Sect. 4.4, we already evaluated a trained neural network on various kinds of data, but there our emphasis was different. Here we would like to summarize these results from the point of view of test accuracy on chaos versus turbulence data coming from simulations with different parameters or even different dynamics. The results are given in Table 3.

These findings show that despite training the classifier on quite restricted training data, namely vorticity profiles for an incompressible fluid with a specific forcing scale, the trained network correctly distinguishes chaos from turbulence not only for data obtained from the same simulation, but also for data generated with a different forcing scale or value of viscosity, as well as with different dynamic equations (weakly compressible fluid).

5 Discussion and outlook

The phenomenon of turbulence can be seen as a quintessential complex system in physics. Yet, the intuitive notion of complexity is very difficult to make precise. We studied the complexity of turbulence from the point of view of deep neural networks analyzing the images of turbulence. Concretely, we analyze the computational effort made by the neural network necessary for distinguishing turbulence from chaos and from a variety of synthetic noise samples and some classes of real-world images. The computational effort is measured as an effective dimension of the neural network’s internal feature representations at various depths [36], which can be understood as a counting the number of independent features that the neural network has to retain in order to distinguish various classes of images, e.g., turbulence from chaos. The variation of this number with depth represents the passage from UV to IR (see Sect. 3.2) and from elementary to more nonlocal and “composite” features. Clearly, the employed methods can be used also in many other contexts.

The key findings of the present paper are as follows: (i) distinguishing turbulence from other images is much simpler than distinguishing between real-world images like cats versus dogs, (ii) the pattern of complexity with depth/scale is much more concentrated in the UV in comparison to classifying cats versus dogs, (iii) in the case of turbulence versus chaos, computation more in the IR (i.e., deeper in the network) is needed, but still much less than for real-world images, (iv) we identified evidence that for distinguishing turbulence from chaos, the network uses only the quadratic correlation structure, (v) when using untrained randomly initial-
Table 3 Test accuracies of a single neural network trained to distinguish chaos from turbulence for an incompressible fluid with $k_{\text{forcing}} = 15$ and $\nu = 10^{-3}$

| Test dataset                                                                 | Accuracy (%) |
|------------------------------------------------------------------------------|--------------|
| Incompressible fluid, $k_{\text{forcing}} = 15$, $\nu = 10^{-3}$ (training distribution) | 100          |
| Incompressible fluid, $k_{\text{forcing}} = 7$, $\nu = 10^{-3}$              | 100          |
| Incompressible fluid, $k_{\text{forcing}} = 12$, $\nu = 10^{-3}$            | 100          |
| Incompressible fluid, $k_{\text{forcing}} = 26$, $\nu = 10^{-3}$            | 100          |
| Incompressible fluid, $k_{\text{forcing}} = 15$, $\nu = 10^{-4}$            | 100          |
| Weakly compressible fluid, $k_{\text{forcing}} = 15$                         | 100          |

The test accuracies are evaluated on images of chaos and turbulence coming from simulations with different parameters.

The above way of looking at deep neural network processing is interesting also from another perspective: One can view the action of a deep neural network as transforming the original pixel representation into increasingly nonlocal (and nonlinear) representations. This picture has numerous striking analogies in Physics, like the notion of holography (for a review see [55]), which can be understood as transforming the original degrees of freedom of a quantum field theory into more and more nonlocal ones and encoding them in a higher-dimensional geometry\(^\text{14}\) or the related notion of Renormalization Group. Consequently, a trained deep neural network can be viewed as a “holography for probability distributions” and used to explore the properties of datasets at different length scales rather than just classify them [36]. From this perspective, the variation of the effective dimensions with depth can be seen as quantifying the “shape” (or “geometry”) of the feature representations as we pass from the UV to the IR. Hence, the findings (i)–(iii) indicate a marked difference in this respect between distinguishing real-world images and distinguishing even apparently complex physics-based images. In particular, it suggests a varying structure of correlations between the different parts of images sampled from different datasets.

Given the overall low effective dimensions for distinguishing turbulence from chaos, one could expect that the deep neural network would perform the classification based just on some relatively uncomplicated features (our finding iv) above). In order to investigate this issue, we constructed proxy images, which shared with turbulence only the quadratic correlation structure at various scales, and ignored all nonlinear (i.e., higher order) correlations in turbulence. These images were still classified very confidently by the neural network as turbulence, thus supporting the hypothesis that the network just used elements of the Fourier spectrum for identifying turbulence.

This result may be considered as providing a word of caution for applications of deep neural networks for identifying some physical states (like turbulence/phase transitions/criticality, etc.). It is quite probable that the neural network would make this classification based only on a partial characterization of the given physical state which was simple enough to work for the training data. Hence, the definition of the physical state inferred by the neural network from training data may easily be incomplete (e.g., ignoring higher-order statistics in turbulence) or may be based on non-universal features.

The present paper concentrated on decision problems, i.e., on assessing the “computational complexity” for distinguishing turbulence from other images. This gave a method for comparing the difficulties of such classification tasks and examining how their complexity is distributed as a function of scale. However, the low values of effective dimensions for the turbulence classifiers do not imply that turbulence images are simple as our finding (v) indicates. The internal representations of the turbulence images in a random, untrained neural network have significantly higher intrinsic dimensionalities. This shows that the dataset by itself is not too simplistic, but for the task of distinguishing turbulence from, e.g., chaos, the majority of fine details are irrelevant and can be safely dropped leading to much lower dimensions for the trained networks.

Finally, we emphasize that throughout the present paper we studied randomly chosen snapshots of either turbulent or chaotic flow ignoring any properties dealing with dynamics in time. Quantifying and defining complexity for the temporal evolution remains thus as a very interesting open problem for future research.
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Appendix A: Velocity images

In the previous sections, we calculated the effective using images of the vorticity pseudoscalar. It is natural to ask whether the same conclusions can be drawn if we use the velocity vector field. We present results for the effective dimension and adversarial example using images of the $v_x$ and $v_y$ components of the velocities instead of the vorticity. In the incompressible case, the vorticity contains all the information of the velocity field, but in the compressible case, the vorticity will miss the irrotational information. Alternatively, there is a statistical isotropy in the incompressible case, which is broken in the compressible case. We generate new Fourier noise using the statistics of the velocity images.

1. Effective dimensions

In Fig. 11, we show the pattern of effective dimensions for classifying turbulence velocity images from chaos as well as the two types of noise discussed in Sect. 2.3. We show
of the compressible case. The effective dimensions using Fourier
are similar, this is not the case in the compressible case. This
can be attributed to the broken statistical isotropy of the
turbulence. Phys. D Nonlinear Phenom. 80, 385 (1995)

3. S.Y. Chen, B. Dhruba, S. Kurien, K.R. Sreenivasan, M.A. Taylor, Anomalous scaling of low-order
structure functions of turbulent velocity. J. Fluid Mech. 533, 183–192 (2005). https://doi.org/10.1017/
S002211200500443X

4. L. Biferale, F. Bonacorso, M. Buzzicotti, K.P. Iyer, Self-similar subgrid-scale models for inertial range
turbulence and accurate measurements of intermittency. Phys. Rev. Lett. (2019). https://doi.org/10.1103/
physrevlett.123.014503

5. Z.-S. She, E. Leveque, Universal scaling laws in fully
developed turbulence. Phys. Rev. Lett. 72, 336 (1994).
https://doi.org/10.1103/PhysRevLett.72.336

6. A.N. Kolmogorov, The local structure of turbulence
in incompressible viscous fluid for very large Reynolds
numbers. Comptes rendus Acad. Sci. URSS 30, 301
(1941)

7. G. Falkovich, I. Fouxon, Y. Oz, New relations for
correlation functions in Navier–Stokes turbulence. J.
Fluid Mech. 644, 465 (2010). https://doi.org/10.1017/
S0022112009993429, arXiv:0909.3404

the results for the incompressible and weakly compressible
case. The effective dimensions are similar to the vorticity
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pressible case the effective dimensions using $v_x$ or $v_y$
are similar, this is not the case in the compressible case. This
can be attributed to the broken statistical isotropy of the
compressible fluid motion (Fig. 12).

2. Adversarial examples

As for the adversarial examples using the velocity data, we
recover the same results as the vorticity data. In Table 4, we
show the results of the adversarial examples for the weakly
compressible case. Table 5 has the results of the adversarial
effects for the incompressible examples.

| Table 4 | The best case of the compressible velocity classifier |
|---------|-----------------------------------------------------|
| Chaos (%) | Turbulence (%) |
| Weakly compressible noise Fourier | 0 | 100 |
| Weakly compressible chaos noise Fourier | 100 | 0 |
| Incompressible noise Fourier | 0 | 100 |
| Incompressible chaos noise Fourier | 100 | 0 |

| Table 5 | The best case of the incompressible velocity classifier |
|---------|-----------------------------------------------------|
| Chaos (%) | Turbulence (%) |
| Incompressible noise Fourier | 0 | 100 |
| Incompressible chaos noise Fourier | 100 | 0 |
| Weakly compressible noise Fourier | 100 | 100 |
| Weakly compressible chaos noise Fourier | 100 | 0 |
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