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Abstract—Graph Neural Networks (GNNs) have been widely applied in the semi-supervised node classification task, where a key point lies in how to sufficiently leverage the limited but valuable label information. Most of the classical GNNs solely use the known labels for computing the classification loss at the output. In recent years, several methods have been designed to additionally utilize the labels at the input. One part of the methods augment the node features via concatenating or adding them with the one-hot encodings of labels, while other methods optimize the graph structure by assuming neighboring nodes tend to have the same label. To bring into full play the rich information of labels, in this article we present a label-enhanced learning framework for GNNs, which first models each label as a virtual center for intra-class nodes and then jointly learns the representations of both nodes and labels. Our approach could not only smooth the representations of nodes belonging to the same class, but also explicitly encode the label semantics into the learning process of GNNs. Moreover, a training node selection technique is provided to eliminate the potential label leakage issue and guarantee the model generalization ability. Finally, an adaptive self-training strategy is proposed to iteratively enlarge the training set with more reliable pseudo labels and distinguish the importance of each pseudo-labeled node during the model training process. Experimental results on both real-world and synthetic datasets demonstrate our approach can not only consistently outperform the state-of-the-arts, but also effectively smooth the representations of intra-class nodes.

Index Terms—Graph neural networks, label information, semi-supervised, node representation

1 INTRODUCTION

Graphs are ubiquitous in the real world, which represent the objects and their relationships as nodes and edges, respectively [1]. One fundamental learning task on graphs is the semi-supervised node classification task, which plays an essential role in various applications such as predicting the areas of publications in academic networks [2], inferring the categories of products in co-purchasing networks [3], and identifying the functions of proteins in biology graphs [4]. Semi-supervised node classification aims to predict the labels of unlabeled nodes given a partially labeled graph, where a key point for achieving satisfactory performance is how to comprehensively utilize the limited but valuable label information.

Recent years have witnessed the success of Graph Neural Networks (GNNs) on the semi-supervised node classification task because they could learn node representations with the consideration of both node features and graph structure simultaneously [5]. For the usage of labels, most of the popular GNNs (e.g., GCN [2], GraphSAGE [4] and GAT [6]) learn the mapping function between node representations and labels, where labels are only leveraged for computing the classification loss at the output in Fig. 1. It can be found that labels cannot be explicitly accessed by the node representation learning process in (1), which hinders GNNs from comprehensively considering the rich information of labels.

To further improve the performance of GNNs, some recent efforts attempted to incorporate the label information into the node representation learning process in GNNs via (2). These methods either augmented the node features or optimized the graph structure based on labels at the input. In particular, [7] and [8] augmented the node features with the one-hot encodings of labels through the concatenation and addition operations, respectively. [9, 10] leveraged labels to modify the graph structure via adding intra-class edges and removing inter-class edges among nodes. [11, 12] optimized the graph structure by Label Propagation Algorithm (LPA) [13], [14] with the assumption that nearby nodes tend to share the same label. Although these methods utilize labels to improve the learning of node representations, the rich information of labels (explained in the next paragraph) is still not fully exploited.

In fact, labels can carry valuable information which is beneficial for classifying nodes. First, each label can be treated as a virtual center for nodes belonging to the label and reflects the intra-class node proximity. For example, in academic networks, papers in the same area are more relevant than those in different areas. In business networks, products with the same category tend to reflect similar characteristics. Second, labels are associated with rich semantics and some labels can be semantically close to each other. For instance, the Artificial Intelligence and Machine Learning areas are more interrelated than the Artificial Intelligence and Chemistry areas. The relationships of computers and mouses are closer than those of computers and digital cameras. Therefore, when classifying the areas of papers or the categories of products, it is essential...
to explore the above abundant information of labels, which motivates us to design a new framework to improve the performance of GNNs in semi-supervised node classification by fully considering the label information.

In this paper, we propose a Label-Enhanced Graph Neural Network (LEGNN) to comprehensively integrate the rich information of labels into GNNs for facilitating semi-supervised node classification. Concretely, we first construct a heterogeneous graph by creating a new type of nodes for labels with the semantic features and establishing their connections with intra-class nodes to make each label serve as the center of the corresponding nodes. Then, we design a general heterogeneous message passing mechanism to jointly learn the representations of both nodes and labels, which can effectively smooth intra-class node representations and explicitly encode label semantics. Moreover, we present a training node selection technique to cope with the potential label leakage issue and guarantee the model generalization ability. Finally, an adaptive self-training strategy is designed to iteratively enlarge the training set with more reliable pseudo labels and distinguish the importance of each pseudo-labeled node based on the training and evaluating confidence. We conduct extensive experiments on both real-world and synthetic datasets to validate the effectiveness of our method. Experimental results show that our approach can consistently outperform the existing methods and effectively enhance the smoothness of the representations of intra-class nodes. The contributions of this paper are summarized as follows:

- A label-enhanced learning framework is proposed, which can fully utilize the rich information carried by labels to improve the performance of GNNs in semi-supervised node classification. This framework exploits the role of labels in the learning process of GNNs, which is not investigated by previous studies.
- A heterogeneous message passing mechanism is designed to realize the co-learning of both nodes and labels, which can explicitly encode label semantics and effectively smooth the intra-class node representations. This mechanism is general and applicable to any message passing GNN.
- An adaptive self-training strategy is designed to provide more reliable pseudo labels and discriminate the importance of each pseudo-labeled node according to the training and evaluating confidence.

2 Preliminaries

A graph can be represented as \( G = (V, E) \), where \( V = \{v_1, v_2, \cdots, v_M\} \) is the node set and \( E \) is the edge set. Nodes are associated with a feature matrix \( X \in \mathbb{R}^{M \times F} \), where \( F \) is the number of node features. Let \( \mathcal{L} \) and \( \mathcal{U} \) be the set of labeled nodes and unlabeled nodes, where \( \mathcal{L} \cap \mathcal{U} = \emptyset \). \( \mathcal{L} \cup \mathcal{U} = \mathcal{V} \). The node label matrix \( Y \in \mathbb{R}^{M \times C} \) consists of one-hot encoding vectors for labeled nodes and zero vectors for unlabeled nodes, where \( C \) is the number of label classes. Specifically, each labeled node \( v_i \in \mathcal{L} \) has a one-hot vector \( Y_i \in \{0, 1\}^C \), where the entry of 1 indicates the label class of \( v_i \). For each unlabeled node \( v_j \in \mathcal{U} \), \( Y_j \in \{0\}^C \) is a all-zero vector. Let \( A \in \mathbb{R}^{M \times M} \) be the adjacency matrix. \( A \) is a binary matrix, i.e., \( A_{i,j} = 1 \) if an edge exists between node \( v_i \) and node \( v_j \), and 0 otherwise.

Given a graph \( G = (V, E) \), a node feature matrix \( X \), a set of labeled nodes \( \mathcal{L} \subseteq \mathcal{V} \), a node label matrix \( Y \) where \( Y_i \in \{0, 1\}^C \) for each \( v_i \in \mathcal{L} \) and each node belongs to exactly one label class, semi-supervised node classification aims to predict the labels of unlabeled nodes in \( \mathcal{U} = \mathcal{V} \setminus \mathcal{L} \). Compared with the supervised setting where only the labeled node data could be used, semi-supervised node classification allows the models to use both labeled and unlabeled node data to classify the unlabeled nodes.

Existing solutions for semi-supervised node classification primarily relies on two steps: 1) leverage the graph information (i.e., node features and graph structure) to obtain node representations \( Z \in \mathbb{R}^{M \times D} \) with \( D \) as the hidden dimension; 2) learn the mapping function by taking \( Z \) as the input and provide the predicted probability \( \mathbf{Y} \in \mathbb{R}^{M \times C} \) over all the label classes. The following cross-entropy loss is widely adopted as the objective function for each node \( v_i \),

\[
L(Y_i, \hat{Y}_i) = - \sum_{c=1}^{C} Y_{ic} \log(\hat{Y}_{ic}),
\]

where \( Y_{ic} \) and \( \hat{Y}_{ic} \) are the ground truth and predicted probability of label class \( c \) for node \( v_i \).

3 Related Work

This section reviews the existing related literature and also points out their differences with our work.

3.1 Semi-Supervised Node Classification With Graph Neural Networks

Semi-supervised node classification is one of the most important tasks in graph learning. In recent years, GNNs have achieved superior performance on semi-supervised node classification [2], [4], [5], [6], [15]. Compared with the traditional graph embedding methods that mainly focused on the graph structure (e.g., DeepWalk [16], LINE [17] and node2vec [18]), GNNs can consider both node features and graph structure simultaneously.

Formally, GNNs first perform message passing among nodes and their neighbors according to the graph structure, and then compute node representations by aggregating the received information. The calculation of a GNN with \( K \) layers can be represented by

\[
H^0 = X,
\]

\[
H^{k+1} = \sigma(\mathbf{A}H^kW^k),
\]

\[
Z = H^K.
\]
where $W^k$ is the feature transformation matrix at layer $k$, $\sigma(\cdot)$ denotes the activation function. $\bar{A}$ denotes the GNN-specific adjacency matrix, e.g., the normalized adjacency matrix in GCN [2], the sampled adjacency matrix in GraphSAGE [4] and the attention-based adjacency matrix in GAT [6]. However, most of the existing GNNs can only access the label information at the output when learning the mapping function between node representations and labels via Eq. (1), corresponding to $\circ$ in Fig. 1.

3.2 Combining Label Information With GNNs
For better usage of labels, some recent methods additionally leverage the labels to augment node features [7], [8] or optimize graph structure [9], [10], [11], [12] at the input via $\odot$ in Fig. 1. On the one hand, the augmentation of node features could be denoted by rewriting Eq. (2) as

$$H^0 = \text{Augment}(X, Y),$$

where $\text{Augment}(X, Y) = X \| Y$ represents the concatenation in [7]. $\text{Augment}(X, Y) = X + YW_f$ denotes the addition with transformed matrix $W_f \in \mathbb{R}^{C \times F}$ for node label matrix $Y$ in [8]. On the other hand, the optimization of graph structure is formulated as

$$A' = \text{Optimize}(A, Y).$$

In [9], [10], $\text{Optimize}(A, Y) = A \cup S$, where $\cup$ denotes the element-wise OR logical operation. $S \in \mathbb{R}^{M \times M}$ establishes the connection between two nodes if they share the same label. In particular, $S_{ij}$ is set to 1 if $Y_i$ is identical to $Y_j$, and 0 otherwise. $\text{Optimize}(A, Y)$ is achieved by using LPA to reweight the edges based on the assumption that connected nodes should have the same label in [11], [12]. Then, [9], [10], [11], [12] replace the $\bar{A}$ in Eq. (3) with $A'$ and perform graph convolutions by

$$H^{k+1} = \sigma(A' H^k W^k).$$

We conclude that [9], [10], [11], [12] can optimize the original graph structure $A$ to be more suitable for node classification and facilitate the task. However, although the above approaches provide insightful solutions for using labels, they still fail to capture the abundant information of labels (discussed in Section 1).

The learning paradigms of traditional GNNs and GNNs combined with label information are shown in Figs. 2a, 2b, and 2c. Different from these methods, in this paper, we propose a label-enhanced semi-supervised learning framework to integrate rich label information into GNNs, which could jointly learn the representations of both nodes and labels, see Fig. 2d.

3.3 Self-Training on GNNs
Recent studies have attempted to apply the self-training strategy on graphs, which add unlabeled nodes to the training set with pseudo labels [10], [19], [20], [21], [22]. As a self-training method on GNNs, [19] first trained a GNN with the set of labeled nodes $L$, and then added the most confident unlabeled nodes $U' \subset U$ to $L$ to obtain an enlarged training set $L \cup U'$. [20], [22] selected pseudo-labeled nodes according to a pre-defined threshold, indicating that $U'$ only consists of unlabeled nodes whose predicted probabilities are higher than the threshold. [10] utilized multiple GNNs to make predictions and assigned pseudo labels to the nodes whose predictions are identical among all the GNNs. [21] designed a multi-stage self-supervised training algorithm with a DeepCluster [23] self-checking mechanism to select more precise pseudo labels. The objective function of self-training methods could be formulated as follows,

$$L = \frac{1}{|L|} \sum_{v_i \in L} L(Y_i, \tilde{Y}_i) + \frac{\lambda}{|U'|} \sum_{v_i \in U'} L(\tilde{Y}_i, \tilde{Y}_i)$$

where $\tilde{Y}_i$ denotes the pseudo label for unlabeled node $v_i$. $\lambda$ is a hyperparameter to control the weight of pseudo labels.

However, these designs may make models sensitive to the initialization of parameters and affect the reliability of pseudo labels. In this paper, we design an adaptive self-training strategy to provide more reliable pseudo labels, and distinguish the importance of each pseudo-labeled node.

4 METHODOLOGY
This section first introduces the framework of the proposed model and then presents each component.

4.1 Overview of the Proposed Framework
Fig. 3 illustrates our framework. We propose a Label-Enhanced Graph Neural Network (LEGNN) to comprehensively integrate rich label information into GNNs. In particular, LEGNN first constructs a heterogeneous graph based on the nodes, graph structure and available labels. Then, it performs heterogeneous message passing on the constructed graph to jointly learn representations of both nodes and labels. A training node selection technique is presented to tackle the potential label leakage issue and guarantee the model generalization ability. We also design an Adaptive
Self-Training strategy (AS-Train) to iteratively enlarge the training set with more reliable pseudo labels and distinguish the importance of each pseudo-labeled node according to the training and evaluating confidence. During the training procedure, LEGNN provides the predicted probabilities of unlabeled nodes to AS-Train and AS-Train supplies reliable pseudo-labeled nodes for LEGNN. Finally, the learned node representations are used to classify unlabeled nodes.

### 4.2 Label-Enhanced Graph Neural Network

LEGNN integrates the rich label information into GNNs via: 1) Heterogeneous Graph Construction; 2) Heterogeneous Message Passing; and 3) Training Node Selection.

**Heterogeneous Graph Construction.** We construct a heterogeneous graph to involve the information of both nodes and labels, due to its power in representing diverse properties \([24], [25]\). Formally, given a graph \(G\) that contains \(M\) nodes with node feature matrix \(X \in \mathbb{R}^{M \times F}\) and adjacency matrix \(A \in \mathbb{R}^{M \times M}\), we first inject \(C\) labels as a new type of nodes into the graph with label feature matrix \(Y \in \mathbb{R}^{C \times F'}\), where \(F'\) is the number of label features. Then, a node is connected with its corresponding label if it belongs to the labeled set \(\mathcal{L}\). We can find that the adjacency matrix between nodes and labels is exactly identical to the node label matrix \(Y \in \mathbb{R}^{M \times C}\). Finally, the heterogeneous graph \(G'\) is obtained, including the node feature matrix \(X\), label feature matrix \(Y\), and adjacency matrix \(A' \in \mathbb{R}^{(M+C) \times (M+C)}\), which is denoted by

\[
A' = \begin{pmatrix} A & Y \\ Y^T & 0 \end{pmatrix}. \tag{9}
\]

In this work, we use the one-hot encodings of labels to represent \(Y\) and leverage \(0 \in \mathbb{R}^{C \times C}\) to denote that labels are not directly connected with each other. But both of them can be enriched when the relevant prior knowledge of label features or label correlations is explicitly given. If we further perform message passing on \(G'\), labels can contribute in two aspects. First, each label serves as a virtual center for intra-class nodes and makes them become 2-hop neighbors even if they are distant from each other in the original \(G\). This provides the possibility to enhance the smoothness of intra-class node representations, which is highly desired for classifying nodes. Second, label semantics are modelled via \(E\), which is helpful to discover the semantic correlations of labels. Although there are no direct connections between labels, they could still receive messages from each other via high-order interactions, which would help mine their implicit relationships.

**Heterogeneous Message Passing.** To learn on the heterogeneous graph \(G'\), we perform heterogeneous message passing by designing different parameters for nodes and labels, respectively. We first align the feature dimension of node feature matrix \(X \in \mathbb{R}^{M \times F}\) and label feature matrix \(E \in \mathbb{R}^{C \times F'}\) by

\[
H^0_N = XP^N, \quad H^0_L = EP^L, \tag{10}
\]

where \(P^N \in \mathbb{R}^{F \times D}\) and \(P^L \in \mathbb{R}^{F' \times D}\) are the projection matrices specific to nodes and labels. \(D\) denotes the hidden dimension. The projected inputs can be denoted by rewriting Eq. (2) as

\[
H^0 = \begin{pmatrix} H^0_N \\ H^0_L \end{pmatrix} \in \mathbb{R}^{(M+C) \times D}. \tag{11}
\]

Then, we extend Eq. (3) to support heterogeneous message passing as follows,
where $W^k_N \in \mathbb{R}^{D \times D}$ and $W^k_L \in \mathbb{R}^{D \times D}$ are the transformation matrices for nodes and labels at the $k$th layer. Specifically, representations of nodes and labels are computed by

$$H^{k+1}_N = \sigma(AH^k_N W^k_N + YH^k_L W^k_L),$$

$$H^{k+1}_L = \sigma(Y^TH^k_N W^k_N).$$

Finally, we could obtain both node representations $Z_N$ and label representations $Z_L$ by rewriting Eq. (4) as

$$Z = \begin{pmatrix} Z_N \\ Z_L \end{pmatrix} = \begin{pmatrix} H^*_N \\ H^*_L \end{pmatrix}.$$ (14)

A benefit of the heterogeneous message passing is that it is applicable to any message passing GNN. When applying to various GNNs, we just need to additionally employ specialized trainable parameters for labels. The differences of various GNNs mainly lie in the calculation of adjacency matrix $A'$ in Eq. (12), such as the normalized, sampling-based and attention-based adjacency matrices in GCN, GraphSAGE and GAT, respectively. Take the GAT as an example, the weight of edge $e = (u,v)$ at layer $k$ is calculated by,

$$\beta^k_{u,v} = \xi \left( [\mathbf{a}^k_{\phi(u)} || \mathbf{a}^k_{\phi(v)}]^T [W^k_{\phi(u)} h_{u}^{k-1} || W^k_{\phi(v)} h_{v}^{k-1}] \right),$$

$$A^k_{u,v} = \frac{\exp(\beta^k_{u,v})}{\sum_{e \in \mathcal{N}_u} \exp(\beta^k_{u,v})},$$ (15)

where $\xi(\cdot)$ is the LeakyReLU activation function. $\mathcal{N}_u$ is the set of node $u$’s neighbors. $\phi(u)$ is the type mapping function that maps nodes to type $N$ or type $L$. $\mathbf{a}^k_{\phi(u)}$ denotes the attention vector for nodes with type $\phi(u)$ at layer $k$.

Our approach is different from the existing heterogeneous graph learning models (e.g., [26], [27], [28], [29]) because LEGNN performs message passing on the constructed heterogeneous graph with nodes and labels, and aims to incorporate the label information into the learning process of GNNs, while existing methods ignore the role of labels and mainly focus on handling the types of different nodes.

**Training Node Selection.** When constructing the heterogeneous graph $\mathcal{G}'$, if we connect all the training nodes with their labels, the model will trivially predict their labels by solely using the connecting information and lead to poor generalization ability as testing nodes are not connected with labels (which is validated by the experiments in Section 5.7). Therefore, we present a training node selection technique to cope with the potential label leakage issue and guarantee model generalization ability.

Specifically, at each training epoch, we first randomly select a subset of labeled nodes $\mathcal{L}$ according to a pre-defined training node selection rate $\alpha$, s.t. $|\mathcal{L}| = \lceil \alpha \cdot |\mathcal{L}| \rceil$, whose labels are used as the ground truth to train model. Then, we establish the connections between the remaining nodes in $\mathcal{L} \setminus \mathcal{L}$ and their labels to construct the heterogeneous graph $\mathcal{G}'$. As a result, each labeled node is either used as the ground truth or used to construct the heterogeneous graph, but none of them will do both. Therefore, the prediction task is nontrivial and could guide our model to learn how to predict the label of a node from its own features and the neighboring nodes’ features and labels. Moreover, predicting the labels of nodes in $\mathcal{L}$ can simulate the predictions of unlabeled nodes in $\mathcal{U}$, and the generalization ability of our model is guaranteed. Hence, the label leakage issue is solved by our training node selection mechanism. During the inference process, we will connect all the training nodes with their labels and predict the unlabeled nodes.

### 4.3 Adaptive Self-Training Strategy

Existing self-training methods usually add unlabeled nodes to the training set with pseudo labels if they are the most confident [19], [21] or their predicted probabilities are higher than a pre-defined threshold [10], [20], [22]. However, these designs ignore the reliability of models during the training process and further affect the quality of pseudo labels. Moreover, though these methods control the weight of pseudo labels via $\lambda$ in Eq. (8), they fail to differentiate the importance inside the pseudo-labeled nodes. In this paper, we propose an adaptive self-training strategy to provide more reliable pseudo labels using the training confidence, and distinguish the importance of each pseudo-labeled node by the evaluating confidence. We illustrate our motivation by the empirical analysis on the ogbn-arxiv dataset (which will be introduced in Section 5).

**Training Confidence.** We assume that pseudo labels given by a model are reliable only when the model can well fit the training set at least. As shown in Fig. 4a, we estimate the model ability in fitting the training set by the classification accuracy. To overcome the varied ranges of accuracy on different datasets, we present the training confidence ($TC$) to approximate the accuracy convergence curve as follows,

$$TC = \text{sigmoid}(\log (e/\delta)),$$ (16)

where $\text{sigmoid}(\cdot)$ activation function is used to constrain $TC$ between 0 and 1. $e$ denotes the current training epoch. $\delta$ is a scale factor to control the convergence speed. Curves with different $\delta$ are shown in Fig. 4b, indicating that we should set appropriate $\delta$ for various datasets to approximate the accuracy convergence curve. When judging whether an unlabeled node $v_i$ should be assigned with a pseudo label, we first calculate $v_i$’s predicted probability $p_i$, and then multiply it with the training confidence $TC$. If the product is higher than the pre-defined threshold $t$, it indicates that $v_i$ is more likely to be classified correctly, and then $v_i$ would be added to the training set with pseudo label $\bar{y}_i$ as follows,

$$\bar{y}_i = \frac{\max_{1 \leq c \leq C} \bar{Y}_{ic}}{1 \leq c \leq C} \text{ if } p_i \cdot TC > t.$$ (17)

Fig. 4c shows the pseudo label accuracy of using and without using the training confidence. We observe that the
assign nodes with pseudo labels, these nodes are also likely to be included in subsequent epochs.

### 4.4 Model Learning Process
We obtain the predicted probability $\hat{Y} \in \mathbb{R}^{M \times C}$ over all the $C$ label classes by

$$\hat{Y} = \text{softmax} \left( Z \cdot \tilde{W}_{\text{pred}} + \tilde{b}_{\text{pred}} \right),$$

where $\tilde{W}_{\text{pred}} \in \mathbb{R}^{D \times C}$ and $\tilde{b}_{\text{pred}} \in \mathbb{R}^C$ are learnable parameters. Our model is trained with Eq. (18) as the objective function and is optimized by the back propagation algorithm. The training process of the proposed LEGNN with AS-Train is shown in Algorithm 1.

#### Algorithm 1. Training Process of LEGNN With the AS-Train Strategy

**Input:** Graph $G = (V, E)$ with adjacency matrix $A$, node feature matrix $X$, node label matrix $Y$, label feature matrix $E$, set of labeled nodes $L \subseteq V$, hyperparameters $\alpha, \delta, t$ and $\lambda$, maximal training epochs $\text{MaxEpoch}$.

**Output:** The model parameters $\Theta$ after training;

1. Initialize the parameters in LEGNN with random weights $\Theta$;
2. Initialize $\mathcal{U}$ to be an empty set;
3. $\text{Epochs} \leftarrow 1$;
4. **while not converge and $\text{Epochs} \leq \text{MaxEpoch}$ do**
5. Get $\mathcal{L}$ via the training node selection with $\mathcal{L}$ and $\alpha$ as inputs;
6. Construct the heterogeneous graph $G'$ with adjacency matrix $A'$ by connecting nodes in $\mathcal{L}$ via their labels via Eq. (9) with $A$ and $Y$ as inputs;
7. $\hat{Y} \leftarrow$ Compute the predicted probabilities via Eq. (10), Eq. (12), Eq. (14) and Eq. (19) with $A', X, E$ and $\Theta$ as inputs;
8. $\mathcal{U}', \hat{Y}, T C, \{EC_i\} \leftarrow$ Get the set of pseudo-labeled nodes, the pseudo labels, the training confidence and the evaluating confidence via Eq. (16) and Eq. (17) with $\hat{Y}, \text{Epochs}, \delta$ and $t$ as inputs;
9. Optimize the model parameters $\Theta$ by back propagation via Eq. (18) with $\hat{Y}, \hat{Y}, T C, \mathcal{U}', \{EC_i\}$ and $\lambda$ as inputs;
10. $\text{Epochs} \leftarrow \text{Epochs} + 1$;
11. **end**

### 5 EXPERIMENTS
In this section, we conduct extensive experiments on both the real-world and synthetic datasets to show the effectiveness of our approach and present detailed analysis.

#### 5.1 Descriptions of Real-World Datasets
We conduct experiments on three real-world datasets.

- **ogbn-arxiv** is a directed graph that represents the citation network between all Computer Science arXiv papers [30]. Each node denotes an arXiv paper and each directed edge indicates that one paper cites another one. Each paper is associated with a 128-dimensional feature vector by averaging the
embeddings of words in its title and abstract, which are computed by Word2Vec [32]. The task is to predict the subject areas of each paper.

- ogbn-mag is a heterogeneous academic graph extracted from the Microsoft Academic Graph (MAG) [33], including papers, authors, fields and institutions, as well as the relations among nodes [30]. Each paper is associated with a 128-dimensional Word2Vec feature. For nodes that do not have features, we generate their features by metapath2vec [34]. The task is to predict the venue of each paper.

- oag-venue is a heterogeneous academic graph extracted from the Open Academic Graph (OAG) [35], consisting of papers, authors, fields, institutions and their connections [31]. The feature of each paper is a 768-dimensional vector, which is the weighted combination of each word’s representation in the paper’s title. The representation and attention score of each word are obtained from a pre-trained XLNet [36]. The feature of each author is the average of his/her published paper features. Features of other types of nodes are generated by metapath2vec [34]. The task is to predict the venue of each paper.

The task type on all the datasets is multi-class classification as each node belongs to exactly one label. All the datasets are split by the publication dates of papers and we follow the same data splits in [30] and [31]. We define the homophily as the fraction of edges in a graph whose endpoints have the same label, that is, \( \frac{1}{|V|} \sum_{u \in V} \sum_{v \in V^*} Y_u = Y_v \). For ogbn-mag and oag-venue, we calculate the graph homophily on the subgraph that only contains papers. Statistics of the datasets are shown in Table 1.

### 5.2 Experimental Settings

We train the models in a full-batch manner on ogbn-arxiv. Due to the memory limitation, we adopt a neighbor sampling strategy to train models in a mini-batch manner on ogbn-mag and oag-venue. In particular, for each target node, we sample a fixed number of neighbors at each layer uniformly and then aggregate messages from the sampled neighbors layer by layer. Since LEGNN is stacked with \( K = 3 \) graph convolutional layers in the experiments, we set the numbers of sampled neighbors to 15, 10, 5 in the first, second and third layer, respectively. We transform ogbn-mag and oag-venue to homogeneous graphs by ignoring the types of nodes and relations to eliminate the effect of graph heterogeneity. Adam [37] is used as the optimizer with cosine annealing learning rate scheduler [38]. We use dropout [39] to prevent over-fitting. Residual connections [40] are employed for each graph convolutional layer. Batch normalization [41] is applied on the ogbn-arxiv dataset. We train the models with 2000, 500, and 1000 epochs on ogbn-arxiv, ogbn-mag and oag-venue, respectively. An early stopping strategy is adopted with the patience of 200, 50 and 100. The hidden dimensions of both nodes and labels are set to 540, 512 and 256 on ogbn-arxiv, ogbn-mag and oag-venue, respectively. We apply grid search to find the best settings. The dropout and learning rate are searched in \([0.1, 0.2, 0.3, 0.4, 0.5, 0.6]\) and \([0.001, 0.002, 0.005]\) on ogbn-arxiv. On ogbn-mag and oag-venue, we search the dropout and learning rate in \([0.1, 0.2, 0.3, 0.4]\) and \([0.001, 0.01]\). The settings of dropout and learning rate of baselines and our method are shown in Table 6 in the Appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/Tkde.2022.3231660. For hyperparameters, we set \( \alpha \) to 0.5 on all the datasets. \( \delta \) is chosen by approximating the accuracy convergence curve on each dataset. The searched ranges of \( \tau \) and \( \lambda \) are \([0.5, 0.6, 0.7, 0.8, 0.9]\) and \([0.05, 0.1, 0.3, 0.5, 1.0]\). The hyperparameter settings of our approach are shown in Table 7 in the Appendix, available in the online supplemental material. The model with the highest accuracy on the validation set is used for testing.

We implement our approach based on PyTorch [42] and Deep Graph Library (DGL) [43]. We run each model for multiple times with different seeds and report the average performance. The experiments are conducted on an Ubuntu machine equipped with one Intel(R) Xeon(R) Gold 6130 CPU @ 2.10GHz with 16 physical cores. The GPU device is NVIDIA Tesla T4 with 15 GB memory. The codes and datasets are available at https://github.com/yule-BUAA/LEGNN.

### 5.3 Comparisons With SOTAs in Using Labels

We validate the superiority of LEGNN in using labels by comparing it with state-of-the-arts that also leverage label information for GNNs. GCN [2], GraphSAGE [4] and GAT [6] are employed as the backbones. The compared methods include Vanilla GNNs, Concat [7] and Addition [8]. We report the results in Table 2. Although methods in [9], [10], [11], [12] also use labels, we do not compare with them in the experiments because they are infeasible to be applied on large-scale datasets. For methods in [9], [10], establishing the connections between each pair of nodes that belonging to the same label would make the graph too dense (introducing \( O(M^2) \) new edges) and the dense graph is infeasible to be loaded on the device. In [11], [12], the objective functions are computed on the whole graph adjacency matrix, making them only feasible on small-scale datasets. We try to run the methods in [9], [10], [11], [12] by using their official codes or our implementations, but all of them raise the out-of-memory (OOM) error even when running on the relatively small ogbn-arxiv dataset.

From the results, we could conclude that: 1) compared with vanilla GNNs, leveraging the label information could

---

**TABLE 1**

Statistics of the Datasets

| Datasets  | #Nodes  | #Edges  | #Classes | Split Ratio (%) | Split Strategy       | Homophily |
|-----------|---------|---------|----------|-----------------|----------------------|-----------|
| ogbn-arxiv| 169,343 | 1,166,243| 40       | 54 / 18 / 28    | Time-based Split [30] | 0.6551    |
| ogbn-mag  | 1,939,743| 21,111,007| 349      | 85 / 9 / 6      | Time-based Split [30] | 0.3040    |
| oag-venue | 731,050 | 3,642,689| 241      | 64 / 15 / 21    | Time-based Split [31] | 0.2324    |
TABLE 2
Performance of Different Methods in Using Labels

| Backbones | Methods     | ogbn-arxiv  |          |          | ogbn-mag  |          |          | oag-venue |
|-----------|-------------|-------------|----------|----------|-----------|----------|----------|-----------|
|           |             | Accuracy †  | Macro-F1 †| Accuracy †| Macro-F1 †| Accuracy †| Macro-F1 †|
| GCN       | Vanilla     | 0.7267 ± 0.0024 | 0.5327 ± 0.0040 | 0.4189 ± 0.0037 | 0.2284 ± 0.0019 | 0.2110 ± 0.0013 | 0.1636 ± 0.0034 |
|           | Concat      | 0.7305 ± 0.0009 | 0.5334 ± 0.0009 | 0.4309 ± 0.0043 | 0.2627 ± 0.0015 | 0.2290 ± 0.0012 | 0.1764 ± 0.0013 |
|           | Addition    | 0.7294 ± 0.0033 | 0.5354 ± 0.0027 | 0.4342 ± 0.0023 | 0.2631 ± 0.0054 | 0.2289 ± 0.0013 | 0.1817 ± 0.0033 |
|           | LEGNN       | 0.7329 ± 0.0026 | 0.5361 ± 0.0029 | 0.4710 ± 0.0042 | 0.2837 ± 0.0043 | 0.2414 ± 0.0018 | 0.1981 ± 0.0014 |
| GraphSAGE | Vanilla     | 0.7254 ± 0.0021 | 0.5293 ± 0.0028 | 0.4503 ± 0.0014 | 0.2492 ± 0.0030 | 0.2412 ± 0.0025 | 0.1869 ± 0.0102 |
|           | Concat      | 0.7279 ± 0.0014 | 0.5346 ± 0.0020 | 0.4694 ± 0.0045 | 0.2885 ± 0.0038 | 0.2559 ± 0.0035 | 0.1986 ± 0.0002 |
|           | Addition    | 0.7294 ± 0.0005 | 0.5333 ± 0.0021 | 0.4709 ± 0.0021 | 0.2870 ± 0.0061 | 0.2588 ± 0.0018 | 0.2031 ± 0.0064 |
|           | LEGNN       | 0.7316 ± 0.0019 | 0.5354 ± 0.0011 | 0.5019 ± 0.0048 | 0.3098 ± 0.0042 | 0.2857 ± 0.0031 | 0.2306 ± 0.0009 |
| GAT       | Vanilla     | 0.7287 ± 0.0008 | 0.5274 ± 0.0027 | 0.4898 ± 0.0047 | 0.2938 ± 0.0030 | 0.2764 ± 0.0030 | 0.2165 ± 0.0013 |
|           | Concat      | 0.7313 ± 0.0019 | 0.5354 ± 0.0017 | 0.5062 ± 0.0047 | 0.3235 ± 0.0030 | 0.2824 ± 0.0046 | 0.2314 ± 0.0023 |
|           | Addition    | 0.7318 ± 0.0024 | 0.5372 ± 0.0012 | 0.5093 ± 0.0033 | 0.3257 ± 0.0016 | 0.2899 ± 0.0035 | 0.2447 ± 0.0021 |
|           | LEGNN       | 0.7337 ± 0.0007 | 0.5397 ± 0.0009 | 0.5276 ± 0.0014 | 0.3302 ± 0.0032 | 0.3040 ± 0.0015 | 0.2551 ± 0.0011 |

5.4 Comparison With SOTAs of Sophisticated Designs

We employ GAT as the backbone for LEGNN and compare it with state-of-the-arts of sophisticated designs. Due to the different architectures of SOTAs, we strictly report the official results from [30] and [31] to make fair comparisons, where the accuracy is adopted as the evaluation metric. The results are shown in Table 3.

From Table 3, we could observe that although the SOTAs utilize more sophisticated designs than GAT, our method still obtains superior performance on all the datasets with GAT as the backbone. This phenomenon reveals the effectiveness of our approach in utilizing rich label information into GNNs. Moreover, when equipped with AS-Train, the performance is improved further, which proves the advantage of AS-Train due to its ability in providing more reliable pseudo labels and distinguishing the importance of each pseudo-labeled node.

5.5 Experiments on Synthetic Datasets

We also generate the synthetic dataset called syn-arxiv based on ogbn-arxiv to validate the effectiveness of our approach in smoothing the representations of intra-class nodes. We modify the graph structure of ogbn-arxiv by adding cross-label edges to connect nodes with different labels. In particular, we first randomly sample a node $v_i$ from the node set $\mathcal{V}$ and obtain the label $y_i$ of node $v_i$. Then, we randomly sample another node $v_j$ from $\mathcal{V}$ whose label $y_j$ is different from $y_i$. Next, we add an edge that connects $v_i$ and $v_j$ to the edge set $\mathcal{E}$. Finally, we add a total number of $S$ edges to $\mathcal{E}$ and obtain the synthetic dataset syn-arxiv. In the Appendix, Table 8, available in the online supplemental material shows the values of $S$ and graph homophily on synthetic datasets. We then compare LEGNN with the existing methods on syn-arxiv and report the performance of accuracy in Fig. 5.

From Fig. 5, we find that LEGNN could consistently outperform the existing methods across various settings of $S$. Moreover, the improvements of our approach over the compared methods become more obvious with the increase of $S$. This is because when $S$ increases, the graph homophily
would decrease. Our LEGNN establishes the edges between nodes and labels and thus enhances the message passing among intra-class nodes. This makes LEGNN benefit more than the baselines when the graph homophily is lower.

### 5.6 In-Depth Analysis on LEGNN

We then investigate why LEGNN could improve the performance of node classification. We first define the Label Difference (LD) and Graph Difference (GD). LD is defined as the difference of intra-class nodes with their readout. Specifically, the label difference of class $c$ is calculated by,

$$ LD_c = \frac{1}{|V_c|} \sum_{v \in V_c} \sum_{z \in z_c} z_v - z_c, $$

where $V_c$ denotes the set of nodes belonging to class $c$, $z_v$ is the readout of nodes with class $c$, and we use the average pooling to derive it as follows,

$$ z_c = \frac{1}{|V_c|} \sum_{v \in V_c} z_v. $$

GD is defined as the average of LD of the all label classes,

$$ GD = \frac{1}{C} \sum_{c=1}^{C} LD_c, $$

where $C$ is the number of label classes. Notably, lower GD indicates that intra-class node representations are smoother. We calculate GD of different methods on ogbn-arxiv and show the results in Table 4.

From Table 4, we could observe that GD is significantly reduced by LEGNN compared with other methods. This reveals the superiority of LEGNN over the existing methods lies in the smoothing of intra-class node representations, which is beneficial for classifying nodes.

We conduct the node clustering and node visualization tasks to further validate this advantage of LEGNN. We first choose the top 10 classes of papers and then randomly select 500 papers from each class. Therefore, we obtain 5,000 papers in total. Then, we feed the selected 5,000 papers into k-means and t-SNE [57] (which projects node representations into a 2-dimensional space) to get the node clustering and node visualization results. NMI and ARI are adopted as the evaluation metrics for node clustering. Experimental results are shown in Table 4 and Fig. 6.

In Table 4, LEGNN obtains the best performance on node clustering due to its effectiveness in enhancing the intra-class node representation smoothness. Fig. 6 shows that LEGNN performs better than baselines on node visualization. Compared with baselines, LEGNN gathers nodes in the same class more closely and provides more obvious boundaries between nodes in different classes.

We also show the gain of using label feature matrix $E$ for learning label semantics. We replace each label's feature with the average of the features of training nodes belonging to the corresponding label. This replacement makes the performance of LEGNN drop from 0.7329 to 0.7315, from 0.7316 to 0.7292, from 0.7337 to 0.7325 with GCN, GraphSAGE and GAT as the backbone, respectively. This validates the benefit of leveraging label feature matrix $E$ in LEGNN.

### 5.7 Necessity of Training Node Selection

We conduct experiments on ogbn-arxiv with GAT as the backbone to show the necessity of using the Training Node Selection (TNS). We remove TNS by establishing the connections between all the labeled nodes with their labels and training the model to predict all the labeled nodes. Results are reported in Table 5.

From Table 5, we could observe that: 1) removing TNS makes the model get much higher metrics on the training set but leads to poor performance on the validation or test metrics, which is caused by the label leakage issue; 2) using TNS prevents the model from overfitting the training data and effectively improves the model generalization ability.

![Fig. 5. Performance of different methods on syn-arxiv.](image1)

![Fig. 6. Node visualization on ogbn-arxiv.](image2)

| Methods | GD | NMI | ARI |
|---------|----|-----|-----|
| Vanilla | 12.4364 | 0.7058 | 0.6631 |
| Concat  | 11.6597 | 0.7092 | 0.6626 |
| Addition| 11.5814 | 0.7168 | 0.6752 |
| LEGNN   | 8.8851  | 0.7324 | 0.7031 |

**TABLE 4**

Results of GD and Node Clustering on Ogbn-Arxiv

---

**Fig. 5. Performance of different methods on syn-arxiv.**

**Fig. 6. Node visualization on ogbn-arxiv.**
5.8 Ablation Study on AS-Train

We also investigate the effects of the training confidence $TC$ and evaluating confidence $EC$ in AS-Train. Specifically, we use w/o $TC$, w/o $EC$, and w/o Both to denote the remove of training confidence, evaluating confidence, and both of them, respectively. It is worth noticing that the w/o Both variant is equal to the previous methods for self-training on graphs (e.g., [20], [22]) that only use a pre-defined threshold to select pseudo-labeled nodes. Fig. 7 shows the performance of different variants on the three datasets, where the dotted black line denotes the performance of LEGNN without using the self-training strategy.

From Fig. 7, we observe that both $TC$ and $EC$ contribute to the improvements in performance and removing any of them would lead to worse results. Concretely, $TC$ improves the reliability of pseudo labels and $EC$ distinguishes the importance of each pseudo-labeled node. The w/o Both variant achieves the worst performance. Compared with LEGNN without using the self-training strategy, w/o Both shows minor improvements on the three datasets. This phenomenon indicates that trivially using the threshold-based technique is insufficient and it is necessary to make careful designs for optimally leveraging the benefits of the self-training strategy.

5.9 Computational Cost Comparison

We further compare the computational cost of our method with baselines (i.e., Vanilla GNNs, Concat and Addition). We report the inference time to eliminate the effects of different training strategies of the methods. Due to space limitations, we only show the results of GCN and GraphSAGE backbones on the largest ogbn-mag dataset in Fig. 8, and similar observations can be found on the GAT backbone.

From Fig. 8, we find that compared with the baselines, LEGNN achieves 9.20% improvements in accuracy with 1.23× increase in inference time and 2.05× increase in parameter capacity on average. Overall, although our method inevitably costs more time in learning label representations and introduces additional parameters for labels, it still obtains a good trade-off between effectiveness and efficiency.

5.10 Parameter Sensitivity

We also investigate how do the hyperparameters affect the model performance, including the training node selection rate $a$, the scale factor $d$, the balance factor $\lambda$ of pseudo labels and the hidden dimension $D$. We vary the settings of the hyperparameters and show the results in Fig. 9.

Fig. 9a indicates that it is essential to appropriately determine the proportion of labeled nodes for establishing edges with labels and making predictions. Fig. 9b proves that the better $\delta$ approximates the accuracy convergence curve, the higher performance the model would achieve (i.e., $\delta = 10$ optimally approximates the accuracy convergence curve in Fig. 4b). Fig. 9c shows the necessity to control the importance of pseudo-labeled nodes by suitable values of $\lambda$ for a good balance. From Fig. 9d, we find that the performance of LEGNN grows with the increment of the hidden dimension $D$ and obtains the best performance when $D$ is set to 540. However, the performance drops when $D$ gets larger further, which may be caused by the over-fitting problem because of too many parameters.

6 CONCLUSION

In this article, we proposed a label-enhanced learning framework to comprehensively integrate rich label information into
GNNs for improving semi-supervised node classification. Our approach created a virtual center for each label and jointly learned representations of both nodes and labels with the heterogeneous message passing mechanism. Our method could effectively smooth the smoothness of intra-class node representations and explicitly encode label semantics in the learning process of GNNs. A training node selection technique is further introduced to tackle the label leakage issue and improve the model generalization ability. We also designed an adaptive self-training strategy to provide more reliable pseudo labels and distinguish the importance of each pseudo-labeled node. We conducted extensive experiments on real-world and synthetic datasets, and the results demonstrated the superiority of our approach over the existing methods.

REFERENCES

[1] Z. Zhang, P. Cui, and W. Zhu, “Deep learning on graphs: A survey,” IEEE Trans. Knowl. Data Eng., vol. 34, no. 1, pp. 249–270, Jan. 2022.
[2] T. N. Kipf and M. Welling, “Semi-supervised classification with graph convolutional networks,” in Proc. 5th Int. Conf. Learn. Representations, 2017.
[3] W. Chiang, X. Liu, S. Si, Y. Li, S. Bengio, and C. Hsieh, “Cluster-GCN: An efficient algorithm for training deep and large graph convolutional networks,” in Proc. 25th ACM SIGKDD Int. Conf. Knowl. Discov. Data Mining, 2019, pp. 257–266.
[4] W. L. Hamilton, Z. Ying, and J. Leskovec, “Inductive representation learning on large graphs,” in Proc. Adv. Neural Inf. Process. Syst., 2017, pp. 1024–1034.
[5] Z. Wu, S. Fan, F. Chen, G. Long, C. Zhang, and P. S. Yu, “A comprehensive survey on graph neural networks,” IEEE Trans. Neural Netw. Learn. Syst., vol. 32, no. 1, pp. 4–24, Jan. 2021.
[6] P. Velickovic, G. Cucurull, A. Casanova, A. Romero, P. Liò, and Y. Bengio, “Graph attention networks,” in Proc. 6th Int. Conf. Learn. Representations, 2018.
[7] Y. Wang, “Bag of tricks of semi-supervised classification with graph neural networks,” 2021, arXiv:2103.13355.
[8] Y. Shi, Z. Huang, S. Feng, H. Zhong, W. Wang, and Y. Sun, “Masked label prediction: Unified message passing model for semi-supervised classification,” in Proc. 13th Int. Joint Conf. Artif. Intell., 2021, pp. 1548–1554.
[9] D. Chen et al., “HighwayGraph: Modelling long-distance node relations for improving general graph neural network,” 2019, arXiv:1911.03904.
[10] H. Yang, X. Yan, X. Dai, Y. Chen, and J. Cheng, “Self-enhanced GNN: Improving graph neural networks using model outputs,” in Proc. IEEE Int. Joint Conf. Neural Netw., 2021, pp. 1–8.
[11] L. Yang, Z. Kang, X. Cao, D. Jin, B. Yang, and Y. Guo, “Topology optimization based graph convolutional networks,” in Proc. 28th Int. Joint Conf. Artif. Intell., 2019, pp. 4054–4061.
[12] H. Wang and J. Leskovec, “Combining graph convolutional neural networks and label propagation,” ACM Trans. Inf. Syst., vol. 40, no. 4, pp. 1–27, 2021.
[13] D. Zhou, O. Bousquet, T. N. Lal, J. Weston, and B. Schölkopf, “Learning with local and global consistency,” in Proc. Adv. Neural Inf. Process. Syst., 2003, pp. 321–328.
[14] X. Zhu, Z. Ghahramani, and J. D. Lafferty, “Semi-supervised learning using gaussian fields and harmonic functions,” in Proc. Mach. Learn. Proc. 20th Int. Conf., 2003, pp. 912–919.
[15] X. Zhu, G. Cui, Z. Zhang, C. Yang, Z. Liu, and M. Sun, “Graph neural networks: A review of methods and applications,” 2018, arXiv:1812.08434.
[16] B. Perozzi, R. Al-Rfou, and S. Skiena, “Deepwalk: Online learning of social representations,” in Proc. 20th ACM SIGKDD Int. Conf. Knowl. Discov. Data Mining, 2014, pp. 701–710.
[17] J. Tang, M. Qu, M. Wang, M. Zhang, J. Yan, and Q. Mei, “LINE: Large-scale information network embedding,” in Proc. 24th Int. Conf. World Wide Web, 2015, pp. 1067–1077.
[18] A. Grover and J. Leskovec, “node2vec: Scalable feature learning for networks,” in Proc. 22nd ACM SIGKDD Int. Conf. Knowl. Discov. Data Mining, 2016, pp. 855–864.
[44] G. Li, C. Xiong, A. Thabet, and B. Ghanem, “DeeperGCN: All you need to train deeper GCNs,” 2020, arXiv:2006.07739.

[45] J. Zhang, X. Shi, J. Xie, H. Ma, I. King, and D. Yeung, “GAAN: Gated attention networks for learning on large and spatiotemporal graphs,” in Proc. 34th Conf. Uncertainty Artif. Intell., 2018, pp. 1448–1457.

[46] M. Liu, H. Gao, and S. Ji, “Towards deeper graph neural networks,” in Proc. 26th ACM SIGKDD Conf. Knowl. Discov. Data Mining, 2020, pp. 338–348.

[47] K. Xu, C. Li, Y. Tian, T. Sonobe, K.-I. Kawarabayashi, and S. Jegelka, “Representation learning on graphs with jumping knowledge networks,” in Proc. Int. Conf. Mach. Learn., 2018, pp. 5453–5462.

[48] M. Chen, Z. Wei, Z. Huang, B. Ding, and Y. Li, “Simple and deep graph convolutional networks,” in Proc. Int. Conf. Mach. Learn., 2020, pp. 1725–1735.

[49] Q. Huang, H. He, A. Singh, S. Lim, and A. R. Benson, “Combining label propagation and simple models out-performs graph neural networks,” in Proc. 9th Int. Conf. Learn. Representations, 2021.

[50] E. Rossi, F. Frasca, B. Chamberlain, D. Eynard, M. M. Bronstein, and F. Monti, “SIGN: Scalable inception graph neural networks,” 2020, arXiv:2004.11198.

[51] M. S. Schlichtkrull, T. N. Kipf, P. Bloem, R. van den Berg, I. Titov, and M. Welling, “Modeling relational data with graph convolutional networks,” in Proc. Semantic Web 15th Int. Conf., 2018, pp. 593–607.

[52] Z. Hu, Y. Dong, K. Wang, and Y. Sun, “Heterogeneous graph transformer,” in Proc. Web Conf., 2020, pp. 2704–2710.

[53] X. Wu, M. Jiang, and G. Liu, “R-GSN: The relation-based graph similar network for heterogeneous graph,” 2021, arXiv:2103.07877.

[54] L. Yu, L. Sun, B. Du, C. Liu, W. Lv, and H. Xiong, “Hybrid micro/mac level convolution for heterogeneous graph learning,” 2020, arXiv:2012.14722.

[55] S. Zhu, C. Zhou, S. Pan, X. Zhu, and B. Wang, “Relation structure-aware heterogeneous graph neural network,” in Proc. IEEE Int. Conf. Data Mining, 2019, pp. 1534–1539.

[56] H. Hong, H. Guo, Y. Lin, X. Yang, Z. Li, and J. Ye, “An attention-based graph neural network for heterogeneous structural learning,” in Proc. 34th AAAI Conf. Artif. Intell., 2020, pp. 4132–4139.

[57] L. v. d. Maaten and G. Hinton, “Visualizing data using T-SNE,” J. Mach. Learn. Res., vol. 9, no. Nov, pp. 2579–2605, 2008.

Le Yu received the BS degree in computer science and engineering from Beihang University, Beijing, China, in 2019. He is currently working toward the PhD degree in computer science with the School of Computer Science and Engineering, Beihang University. His research interests include temporal data mining, machine learning and graph neural networks.

Leilei Sun received the PhD degree from the Institute of Systems Engineering, Dalian University of Technology, in 2017. He is currently an associate professor in School of Computer Science, Beihang University, Beijing, China. He was a postdoctoral research fellow from 2017 to 2019 in School of Economics and Management, Tsinghua University. His research interests include machine learning and data mining.

Bowen Du received the PhD degree in computer science and engineering from Beihang University, Beijing, China, in 2013. He is currently a professor with the State Key Laboratory of Software Development Environment, Beihang University. His research interests include intelligent traffic information processing and network application.

Tongyu Zhu received the BS degree from Tsinghua University, in 1992, and the MS degree from Beihang University, in 1999. He is currently an associate professor with the State Key Laboratory of Software Development Environment in School of Computer Science, Beihang University, Beijing, China. His research interests include intelligent traffic information processing and network application.

Weifeng Lv received the BS degree in computer science and engineering from Shandong University, Jinan, China, and the PhD degree in computer science and engineering from Beihang University, Beijing, China, in 1992 and 1998 respectively. Currently, he is a professor with the State Key Laboratory of Software Development Environment, Beihang University, Beijing, China. His research interests include smart city technology and mass data processing.

For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/csdl.