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Abstract When minimizing the empirical risk in binary classification, it is a common practice to replace the zero-one loss with a surrogate loss to make the learning objective feasible to optimize. Examples of well-known surrogate losses for binary classification include the logistic loss, hinge loss, and sigmoid loss. It is known that the choice of a surrogate loss can highly influence the performance of the trained classifier and therefore it should be carefully chosen. Recently, surrogate losses that satisfy a certain symmetric condition (aka., symmetric losses) have demonstrated their usefulness in learning from corrupted labels. In this article, we provide an overview of symmetric losses and their applications. First, we review how a symmetric loss can yield robust classification from corrupted labels in balanced error rate (BER) minimization and area under the receiver operating characteristic curve (AUC) maximization. Then, we demonstrate how the robust AUC maximization method can benefit natural language processing in the problem where we want to learn only from relevant keywords and unlabeled documents. Finally, we conclude this article by discussing future directions, including potential applications of symmetric losses for reliable machine learning and the design of non-symmetric losses that can benefit from the symmetric condition.
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1 Introduction

Modern machine learning methods such as deep learning typically require a large amount of data to achieve desirable performance (Schmidhuber, 2015; LeCun et al., 2015; Goodfellow et al., 2016). However, it is often the case that the labeling process is costly and time-consuming. To mitigate this problem, one may consider collecting training labels through crowdsourcing (Dawid and Skene, 1979; Kittur et al., 2008), which is a popular approach and has become more convenient in the recent years (Deng et al., 2009; Crowston, 2012; Sun et al., 2014; Vaughan, 2017; Pandey et al., 2020; Vermicelli et al., 2020; Washington et al., 2020). For example, crowdsourcing has been used for tackling the COVID-19 pandemic to accelerate research and drug discovery (Vermicelli et al., 2020; Chodera et al., 2020). However, a big challenge of crowdsourcing is that the collected labels can be unreliable because of non-expert annotators fail to provide correct information (Lease, 2011; Zhang et al., 2014; Gao et al., 2016; Imamura et al., 2018). Not only the non-expert error, but even expert annotators can also make mistakes. As a result, it is unrealistic to always expect that the collected training data are always reliable.

It is well-known that training from data with noisy labels can give an inaccurate classifier (Aslam and Decatur, 1996; Biggio et al., 2011; Cesa-Bianchi et al., 1999; Frénay and Verleysen, 2013; Natarajan et al., 2013). Interestingly, it has been shown that the trained classifier may only perform slightly better than random guessing even under a simple noise assumption (Long and Servedio, 2010). Since learning from noisy labels is challenging and highly relevant in the real-world, this problem has been studied extensively in both theoretical and practical aspects (Van Rooyen and Williamson, 2017; Jiang et al., 2018; Algan and Ulusoy, 2019; Liu and Guo, 2020; Wei and Liu, 2020; Karimi et al., 2020; Han et al., 2018, 2020).

Recently, a loss function that satisfies a certain symmetric condition has demonstrated its usefulness in learning from noisy labels. A pioneer work in this direction is the work by Manwani and Sastry (2013), where they showed that using symmetric losses can be robust under random classification noise (see also Ghosh et al. (2015) and van Rooyen et al. (2015a)). However, the assumption of random classification noise can be restrictive since it assumes that each training label can be flipped independently with the fixed probability regardless of its original label. As a result, it is important to investigate a more realistic noise model that reflects a real-world situation more accurately. In this article, we review the robustness result of symmetric losses in the setting of mutually contaminated noise (Scott et al., 2013; Menon et al., 2015). This noise model has been proven to be quite general since it encompasses well-known noise assumptions such as the random classification noise and class-conditional noise (Menon et al., 2015; Lu et al., 2019). Furthermore, many instances of weakly supervised learning problems can also be formulated into the setting of mutually contaminated noise (Kiryo et al., 2017; Bao et al., 2018; Lu et al., 2019; Shimada et al., 2020; Sugiyama et al., 2022). In this article, we will discuss how using a symmetric loss can be advantageous in BER and AUC optimization under mutually contaminated noise. With a symmetric loss, one does not
need the knowledge of the noise rate to learn effectively with a theoretical guarantee (Charoenphakdee et al., 2019b).

This article also demonstrates how to use a symmetric loss in a real-world problem in the context of natural language processing. We discuss an application of symmetric losses for learning a reliable classifier from only relevant keywords and unlabeled documents (Jin et al., 2017; Charoenphakdee et al., 2019a). In this problem, we first collect unlabeled documents. Then, we collect relevant keywords that are useful for determining the target class of interest. Unlike collecting labels for every training document, collecting keywords can be much cheaper and the number of keywords does not necessarily scale with the number of unlabeled training documents (Chang et al., 2008; Song and Roth, 2014; Chen et al., 2015; Li and Yang, 2018; Jin et al., 2017, 2020). We will discuss how this problem can be formulated into the framework of learning under mutually contaminated noise and how using a symmetric loss can be highly useful for solving this problem (Charoenphakdee et al., 2019a).

2 Preliminaries

In this section, we review the standard formulation of binary classification based on empirical risk minimization (Vapnik, 1998) and well-known evaluation metrics. Then, we review the definition of symmetric losses and the problem of learning from corrupted labels.

2.1 Binary classification

Here, we review the problem of binary classification, where the goal is to learn an accurate classifier from labeled training data.

Let \( x \in \mathcal{X} \) denote a pattern in an input space \( \mathcal{X} \). For example, an input space \( \mathcal{X} \) could be a space of \( d \)-dimensional real-valued vectors in \( \mathbb{R}^d \). Also, let \( y \in \{-1,+1\} \) denote a class label and \( g : \mathcal{X} \to \mathbb{R} \) denote a prediction function that we want to learn from data. In binary classification, we use the function \( \text{sign}(g(x)) \) to determine the predicted label of a prediction function, where \( \text{sign}(g(x)) = 1 \) if \( g(x) > 0 \), \(-1 \) if \( g(x) < 0 \), and \( 0 \) otherwise\(^1\). In ordinary binary classification, we are given \( n \) labeled training examples, \( \{x_i,y_i\}_{i=1}^n \), which are assumed to be drawn independently from a joint distribution \( \mathcal{D} \) with density \( p(x,y) \). Next, to evaluate the prediction function, we define the zero-one loss as follows:

\(^1\) \( \text{sign}(g(x)) = 0 \) indicates that \( g \) suggests to randomly guess a label. In practice, one may force a prediction function \( g \) to not output zero when training \( g \). For simplicity of explanation, we assume that \( g \) does not output zero.
\[ \ell_{0-1}(z) = -\frac{1}{2} \text{sign}(z) + \frac{1}{2}. \]  

Given an input-output pair \((x, y)\), if the signs of both \(y\) and \(g(x)\) are identical, we have zero penalty, i.e., \(\ell_{0-1}(yg(x)) = 0\). On the other hand, we have \(\ell_{0-1}(yg(x)) = 1\) if the signs of \(y\) and \(g(x)\) are different, which indicates incorrect prediction.

The goal of binary classification is to find a prediction function \(g\) that minimizes the following misclassification risk, i.e., the risk corresponding to the classification error rate (CER):

\[ R_{\text{CER}}^{0-1}(g) = \mathbb{E}_{(x,y) \sim D} [\ell_{0-1}(yg(x))]. \]  

As suggested by Eq. (2), our goal is to find the prediction function that performs well w.r.t. the whole distribution on average, that is, the prediction function \(g\) should be able to also classify unseen examples from the same data distribution accurately, not only perform well on the observed training examples.

In practice, the misclassification risk \(R_{\text{CER}}^{0-1}\) cannot be directly minimized because we only observe finite training examples, not the whole probability distribution. By using training examples, the empirical risk minimization framework suggests to find \(g\) by minimizing the following empirical risk (Vapnik, 1998):

\[ R_{\text{CER}}^{\ell}(g) = \frac{1}{n} \sum_{i=1}^{n} \ell_{0-1}(y_{i}g(x_{i})). \]  

Although the risk estimator in Eq. (3) is an unbiased and consistent estimator of the misclassification risk (Vapnik, 1998), it is not straightforward to directly minimize it. Indeed, with the zero-one loss in the empirical risk, the minimization problem is known to be computationally infeasible. It is an NP-hard problem even if the function class to search \(g\) is a class of linear hyperplanes (Ben-David et al., 2003; Feldman et al., 2012). Moreover, the gradient of the zero-one loss is zero almost everywhere and therefore hinders the use of a gradient-based optimization method. To mitigate this problem, it is a common practice to replace the zero-one loss with a different loss function \(\ell\) that is easier to minimize, which is called a surrogate loss (Zhang, 2004; Bartlett et al., 2006). As a result, we minimize the following empirical surrogate risk:

\[ \hat{R}_{\text{CER}}^{\ell}(g) = \frac{1}{n} \sum_{i=1}^{n} \ell(y_{i}g(x_{i})), \]  

where regularization techniques can also be employed to avoid overfitting.

The choice of a surrogate loss \(\ell\) is highly crucial for training a good classifier and should be carefully designed. This is because the ultimate goal is still to minimize the misclassification risk \(R_{\text{CER}}^{0-1}(g)\), not the surrogate risk \(\hat{R}_{\text{CER}}^{\ell}(g)\). To ensure that minimizing the surrogate risk \(\hat{R}_{\text{CER}}^{\ell}(g)\) yields a meaningful solution for the misclassification risk \(R_{\text{CER}}^{0-1}(g)\), a surrogate loss should satisfy a classification-
Table 1 Classification-calibrated losses and their properties including the convexity and whether they satisfy the symmetric condition \( \ell(z) + \ell(-z) = K \), where \( K \) is a constant.

| Loss          | \( \ell(z) \)                  | Convex | Symmetric |
|---------------|---------------------------------|--------|-----------|
| Zero-one      | \(-\frac{1}{2}\) \text{sign}(z) + \frac{1}{2}\) | ×      | ✓         |
| Squared       | \((1 - z)^2\)                   | ✓      | ×         |
| Hinge         | max(0, 1 - z)                   | ✓      | ×         |
| Squared hinge | max(0, 1 - z)^2                 | ✓      | ×         |
| Exponential   | \(\exp(-z)\)                   | ✓      | ×         |
| Logistic      | \(\log(1 + \exp(-z))\)         | ✓      | ×         |
| Savage        | \([1 + \exp(2z)]^{-1}\)        | ×      | ×         |
| Tangent       | \((2\arctan(z) - 1)^2\)        | ×      | ×         |
| Ramp          | max(0, \min(1, (1 - z)/2))      | ×      | ✓         |
| Sigmoid       | \([1 + \exp(z)]^{-1}\)         | ×      | ✓         |
| Unhinged      | \(1 - z\)                      | ✓      | ✓         |

The \textit{calibration} condition, which is known to be a minimum requirement for binary classification (see Bartlett et al. (2006) for more details). Many well-known surrogate losses in binary classification satisfy this property. Table 1 provides examples of classification-calibrated losses and their properties (Bartlett et al., 2006; Masnadi-Shirazi and Vasconcelos, 2009; Masnadi-Shirazi et al., 2010; van Rooyen et al., 2015a).

2.2 Beyond classification error rate

Although CER has been used extensively, one should be aware that using this evaluation metric may not be informative when the test labels are highly imbalanced (Menon et al., 2013). For example, consider a trivial prediction function \( g_{\text{pos}} \) such that \( g_{\text{pos}}(x) > 0 \) for any \( x \), that is, \( g_{\text{pos}} \) only predicts a positive label. If 99% of the test labels are positive, CER of \( g_{\text{pos}} \) is 0.01, which may indicate very good performance. However, \( g_{\text{pos}} \) does not give any meaningful information since it always predicts a positive label regardless of an input \( x \). Thus, low CER may mislead someone into thinking that \( g_{\text{pos}} \) is a good classifier. Here, we review evaluation metrics that can be used as an alternative to CER to prevent such a problem.

2.2.1 Balanced error rate (BER)

Let \( \mathbb{E}_p[\cdot] \) and \( \mathbb{E}_N[\cdot] \) be the expectations of \( x \) over \( p(x|y = +1) \) and \( p(x|y = -1) \), respectively. Then, the BER risk is defined as follows:

\[
R_{\text{BER}}^{\ell_{0.1}}(g) = \frac{1}{2} \left[ \mathbb{E}_p[\ell_{0.1}(g(x))] + \mathbb{E}_N[\ell_{0.1}(-g(x))] \right].
\]

It is insightful to note that CER can also be expressed as
where $p(y = +1)$ is the class prior given by $p(y = +1) = \int p(x, y = +1) dx$. We can see that the BER minimization problem is equivalent to the CER minimization problem if the class prior is balanced, i.e., $p(y = +1) = \frac{1}{2}$. Furthermore, unlike $R^{0,1}_{\text{CER}}$, any trivial prediction function that predicts only one label cannot have $R^{0,1}_{\text{BER}}$ lower than $\frac{1}{2}$ regardless of the class prior. As a result, the prediction function $g$ has an incentive to predict both classes to obtain a low balanced error risk $R^{0,1}_{\text{BER}}$.

Therefore, BER is known to be useful to evaluate the prediction function $g$ under class imbalance (Cheng et al., 2002; Guyon et al., 2005; Brodersen et al., 2010). In addition, it is also worth noting that BER can be interpreted as an arithmetic mean of the false positive and false negative rates (Menon et al., 2013).

Similarly to the CER minimization problem, we can minimize the empirical surrogate risk using training data and a classification-calibrated loss as follows:

$$
\tilde{R}^{0,1}_{\text{BER}}(g) = \frac{1}{2} \left[ \frac{1}{n_P} \sum_{i : y_i = +1} \ell(g(x_i)) + \frac{1}{n_N} \sum_{j : y_j = -1} \ell(-g(x_j)) \right],
$$

where $n_P$ and $n_N$ are the numbers of positive and negative examples, respectively.

### 2.2.2 Area under the receiver operating characteristic curve (AUC)

In binary classification, a receiver operating characteristic (ROC) curve plots the true positive rate against the false positive rate at various decision thresholds. The area under the ROC curve is called the AUC score, which can be used to evaluate the performance of a prediction function over all possible decision thresholds on average. The AUC score can also be interpreted as the probability that the prediction function outputs a higher score for a random positive example than a random negative example (Fawcett, 2006).

Let us consider the following AUC risk (Narasimhan and Agarwal, 2013):

$$
R^{0,1}_{\text{AUC}}(g) = E_P[E_N[\ell_{0,1}(g(x_P) - g(x_N))]],
$$

which is the complement of AUC score since the expected AUC score is $1 - R^{0,1}_{\text{AUC}}(g)$. Therefore, maximizing the AUC score is equivalent to minimizing the AUC risk. Intuitively, the high AUC score indicates that $g$ outputs a higher value to positive examples than negative examples on average. Unlike CER and BER where the function sign$(g(x))$ is crucial for the evaluation, in AUC, the sign function is evaluated on the difference between the outputs of $g$ on positive and negative data. As a result, an evaluation based on AUC is highly related to the bipartite ranking problem (Narasimhan and Agarwal, 2013; Menon and Williamson, 2016), where the goal is to find a function $g$ that can rank positive examples over negative examples. It is also worth noting that AUC is highly related to the Wilcoxon-Mann-Whitney
statistic (Mann and Whitney, 1947; Hanley and McNeil, 1982). Similarly to BER, AUC is also known to be a useful evaluation metric under class imbalance (Cheng et al., 2002; Guyon et al., 2005).

Given training data, the empirical surrogate AUC risk can be defined as follows:

$$\hat{R}_{\text{AUC}}(g) = \frac{1}{n_p \times n_N} \sum_{i:y_i=+1} \sum_{j:y_j=-1} \ell(g(x_i) - g(x_j)).$$  \hfill (7)

However, unlike the CER and BER minimization problems, a loss requirement for AUC optimization should be \textit{AUC-consistent} to guarantee that the optimal solution of a surrogate AUC risk is also optimal for the AUC risk (Gao and Zhou, 2015; Menon and Williamson, 2016). Note that this condition is not equivalent to classification-calibration. For example, the hinge loss is known to be classification-calibrated but not AUC-consistent (Gao and Zhou, 2015; Uematsu and Lee, 2017).

### 2.3 Symmetric losses

The term symmetric loss in this article refers to a loss function $\ell_{\text{sym}} : \mathcal{X} \to \mathbb{R}$ such that $\ell_{\text{sym}}(z) + \ell_{\text{sym}}(-z) = K$, where $K$ is a constant\(^2\). It is known that if a loss function is symmetric and non-negative, it must be non-convex (du Plessis et al., 2014). Figure 1 illustrates three symmetric losses, which are the zero-one loss, sigmoid loss, and ramp loss. It is worth noting that both the sigmoid loss and the ramp loss are classification-calibrated and AUC-consistent (Charoenphakdee et al., 2019b).

---

\(^2\)There are other definitions of symmetric loss. For example, see Reid and Williamson (2010) and Natarajan et al. (2013) for other definitions.
2.4 Learning from corrupted labels

The standard formulation of binary classification in Section 2.1 does not take into account that training labels can be corrupted. To extend the standard formulation to support such a situation, learning from corrupted labels under mutually contaminated noise assumes that the training data are given as follows (Menon et al., 2015; Lu et al., 2019; Charoenphakdee et al., 2019b):

\[
X^p \coloneqq \{x^p_i \} \sim p_{\pi^p}(x),
\]

\[
X^N \coloneqq \{x^N_j \} \sim p_{\pi^N}(x),
\]

where, for \(0 < \pi^N < \pi^p < 1\),

\[
p_{\pi^p}(x) = \pi^p p(x|y = +1) + (1 - \pi^p) p(x|y = -1),
\]

\[
p_{\pi^N}(x) = \pi^N p(x|y = +1) + (1 - \pi^N) p(x|y = -1).
\]

Concretely, the formulation assumes that corrupted positive examples \(X^p\) are drawn from the distribution where its density is a mixture of the class-conditional positive density \(p(x|y = +1)\) and class-conditional negative density \(p(x|y = -1)\), where \(\pi^p\) controls the mixture proportion between two densities. Corrupted negative examples \(X^N\) are also assumed to be drawn similarly but with a different mixture proportion \(\pi^N\).

We can interpret the assumption of the data generating process as follows. The given training data is clean if \(\pi^p = 1\) and \(\pi^N = 0\), i.e., the data of each class is drawn from the class-conditional distribution w.r.t. one class. On the other hand, we can see that the training data can be highly noisy if \(\pi^p - \pi^N\) is small, i.e., the corrupted positive data and corrupted negative data have a similar distribution and therefore difficult to distinguish. Note that in this framework, it is reasonable to assume that \(\pi^p > \pi^N\) because the corrupted positive distribution should still have more information about positive data than the corrupted negative distribution.

In learning from corrupted labels, it has been shown that CER minimization based on empirical risk minimization is possible if the knowledge of \(\pi^p, \pi^N\), and the class prior of the test distribution is given (Lu et al., 2019, 2020). On the other hand, the problem of estimating \(\pi^p\) and \(\pi^N\) from corrupted labeled data is known to be an unidentifiable problem unless a restrictive condition is applied (Blanchard et al., 2010; Menon et al., 2015; Scott, 2015). Furthermore, the class prior of the test distribution has no relationship with \(\pi^p\) and \(\pi^N\) and it has to be specified if the goal is to minimize the misclassification risk (Lu et al., 2019). For these reasons, CER minimization can be infeasible if one has access only to corrupted labeled examples without any additional information. As a result, it is important to explore other evaluation metrics that could be useful in learning from corrupted labels that can be optimized \textit{without requiring the knowledge of} \(\pi^p\) and \(\pi^N\). In Section 3, we will show that BER and AUC can be effectively optimized in learning from corrupted labels without having to estimate \(\pi^p\) and \(\pi^N\). In Table 2, we show related work on learning
Table 2 References of related work on evaluation metrics and problem settings mentioned in this article. Section 3 of this article focuses on the problem of BER and AUC optimization from corrupted labels under mutually contaminated noise, which is based on Charoenphakdee et al. (2019b).

| Clean labels                  | Corrupted labels                  |
|-------------------------------|-----------------------------------|
| CER                           | Zhang (2004); Bartlett et al. (2006); Ben-David et al. (2012) | Lu et al. (2019, 2020) |
| BER                           | Brodersen et al. (2010); Menon et al. (2013) | This article |
| AUC                           | Ling and Li (1998); Agarwal et al. (2005); Menon and Williamson (2016) | |

from clean and corrupted labels with different evaluation metrics that could be of interest to readers.

2.5 Remark on other noise assumptions

While this article focuses on the mutually contaminated noise assumption for learning from corrupted labels, it is worth noting that there are other noise assumptions used in binary classification. One of the most simple and well-studied noise assumptions is the random classification noise (Angluin and Laird, 1988; Kearns, 1998; Long and Servedio, 2010; Manwani and Sastry, 2013; Ghosh et al., 2015; van Rooyen et al., 2015a), which assumes that the observed noisy label can be flipped from the unobserved true label with the fixed probability $\sigma$ for any pattern $x$, where $\sigma < 0.5$. This noise is known to be a special case of the mutually contaminated noise (Menon et al., 2015). With the mutually contaminated noise assumption, it is possible to model the noise to be class-conditional, i.e., the probability of label flipping does not need to be a fixed constant but it can depend on the unobserved true label $y$.

There are other noise assumptions that could be considered more general than the mutually contaminated noise, e.g., the instance-dependent noise, where the probability of a label being mislabeled $\sigma_{x,y}$ depends on both a pattern $x$ and its unobserved true label $y$ (Manwani and Sastry, 2013; Du and Cai, 2015; Menon et al., 2018; Cheng et al., 2020; Xia et al., 2020; Berthon et al., 2021; Cheng et al., 2022). However, modeling this noise can be complex and it is typically required to have an additional restrictive assumption to provide an analysis of learning under this setting (e.g., see Table 1 in Berthon et al. (2021)).

While all noise assumptions mentioned above are used for modeling the behavior of noisy datasets in the real-world scenario, it is also worth pointing out that there are noise assumptions for other different purposes such as proving a better convergence rate of a learned classifier. Massart noise assumption (Massart and Nédélec, 2006) and Tsybakov noise assumption (Mammen and Tsybakov, 1999; Tsybakov, 2004) are well-known examples, which are out of the scope of this article.
3 A Symmetric Loss Approach to BER and AUC Optimization from Corrupted Labels

In this section, we begin by describing the related work in BER/AUC optimization from corrupted labels and then show that using a symmetric loss can be advantageous for BER and AUC optimization from corrupted labels.

3.1 Background

In learning from corrupted labels, Menon et al. (2015) proved that both BER and AUC are robust w.r.t. the zero-one loss. More precisely, without using a surrogate loss, the minimizer of the BER/AUC risk w.r.t. the clean distribution and that of the BER/AUC risk w.r.t. the corrupted distribution are identical. In experiments, they used the squared loss as their choice of the surrogate loss and the comparison between the squared loss and other surrogate losses was not conducted. Next, van Rooyen et al. (2015b) generalized the theoretical result of Menon et al. (2015) for BER minimization from corrupted labels from the zero-one loss to any symmetric loss. Then, Charoenphakdee et al. (2019b) proved the relationship between the clean and corrupted BER/AUC risks for a general loss function, which elucidates that using a symmetric loss can be advantageous for both BER and AUC optimization from corrupted labels. Furthermore, Charoenphakdee et al. (2019b) also conducted extensive experiments to verify that using symmetric losses can perform significantly better than using non-symmetric losses.

3.2 BER minimization from corrupted labels

To verify the robustness of BER minimization from corrupted labels, we investigate the relationship between the clean risk with the corrupted risk for any surrogate loss $\ell$. First, let us define the following surrogate risk for BER from corrupted labels:

$$R_{\text{BER}}^{\ell}(g) = \frac{1}{2} [R_p^{\ell}(g) + R_N^{\ell}(g)],$$

where

$$R_p^{\ell}(g) = \mathbb{E}_p[\ell(g(x))] = \pi_p\mathbb{E}_p[\ell(g(x))] + (1 - \pi_p)\mathbb{E}_N[\ell(g(x))],$$

$$R_N^{\ell}(g) = \mathbb{E}_N[\ell(-g(x))] = \pi_N\mathbb{E}_p[\ell(-g(x))] + (1 - \pi_N)\mathbb{E}_N[\ell(-g(x))],$$

where $\mathbb{E}_p$ and $\mathbb{E}_N$ denote the expectations over $p_{\pi_p}$ and $p_{\pi_N}$, respectively. Since we have samples $X_p$ and $X_N$ following $p_{\pi_p}$ and $p_{\pi_N}$, respectively (see Section 2.4), the following empirical risk $\hat{R}_{\text{BER}}^{\ell}$ can be minimized in practice:
\[ \hat{R}_{\text{BER}}^{\ell}(g) = \frac{1}{2} \left[ \frac{1}{n_p} \sum_{x \in X_p} \ell(g(x)) + \frac{1}{n_N} \sum_{x \in X_N} \ell(-g(x)) \right]. \] (8)

Note that \( R_{\text{BER}}^{\ell} \) can be minimized without the knowledge of \( \pi_p \) and \( \pi_N \). Next, the following equation illustrates the relationship between the clean BER risk \( R_{\text{BER}}^{\ell} \) and the corrupted BER risk \( R_{\text{BER}}^{\ell} \) w.r.t. to any loss function \( \ell \) (Charoenphakdee et al., 2019b):

\[ R_{\text{BER}}^{\ell}(g) = (\pi_p - \pi_N) R_{\text{BER}}^{\ell}(g) + \frac{\pi_N \mathbb{E}_P[\gamma'(g(x))](1 - \pi_p) \mathbb{E}_N[\gamma'(g(x))]}{2} + (1 - \pi_p) \mathbb{E}_N\left[ \gamma'(g(x)) \right], \] (9)

where \( \gamma'(z) = \ell(z) + \ell(-z) \).

From Eq. (9), we can see that \( g \) which minimizes \( R_{\text{BER}}^{\ell} \) should also perform reasonably well for \( R_{\text{BER}}^{\ell} \) for any loss function. However, together with \( R_{\text{BER}}^{\ell} \), a prediction function \( g \) that minimizes \( R_{\text{BER}}^{\ell} \) should also take the excessive terms into account, which are the terms that are unrelated to our goal. As a result, the minimizer of \( R_{\text{BER}}^{\ell} \) may not be guaranteed to be the minimizer of \( R_{\text{BER}}^{\ell} \) because of the non-constant excessive term.

Next, let us consider a symmetric loss \( \ell_{\text{sym}} \) such that \( \ell_{\text{sym}}(z) + \ell_{\text{sym}}(-z) = K \), where \( K \) is a constant regardless of \( z \). With a symmetric loss, we can rewrite Eq. (9) as

\[ R_{\text{BER}}^{\ell_{\text{sym}}}(g) = (\pi_p - \pi_N) R_{\text{BER}}^{\ell_{\text{sym}}}(g) + \frac{\pi_N \mathbb{E}_P[K] + (1 - \pi_p) \mathbb{E}_N[K]}{2} + (1 - \pi_p) \mathbb{E}_N\left[ \gamma'(g(x)) \right]. \]

We can see that if a loss is symmetric, then the excessive term will be a constant and the minimizers of \( R_{\text{BER}}^{\ell} \) and \( R_{\text{BER}}^{\ell_{\text{sym}}} \) must be identical. This suggests that \( g \) can ignore the excessive term when using a symmetric loss. As a result, BER minimization from corrupted labels can be done effectively without the knowledge of \( \pi_p \) and \( \pi_N \) by minimizing Eq. (8) using a symmetric loss.

### 3.3 AUC maximization from corrupted labels

Let us consider a corrupted AUC risk with a surrogate loss \( \ell \) that treats \( X_p \) as being positive and \( X_N \) as being negative:

\[ R_{\text{AUC}}^{\ell}(g) = \mathbb{E}_p[\mathbb{E}_N[\ell(g(x_p) - g(x_N))]], \]

which can be empirically approximated using training data as
\[
R_{AUC}^\ell(g) = \frac{1}{n_p \times n_N} \sum_{x \in X_p, x' \in X_N} \ell(g(x) - g(x')).
\] (10)

Charoenphakdee et al. (2019b) showed that the relationship between \(R_{AUC}^\ell(g)\) and \(R_{AUC}^\ell(g)\) can be expressed as follows:

\[
R_{AUC}^\ell(g) = (\pi_p - \pi_N)R_{AUC}^\ell(g) + (1 - \pi_p)\pi_N \mathbb{E}_P[\mathbb{E}_N[y'(g(x_p), g(x_N))]]
\]

\[
+ \frac{\pi_p \pi_N}{2} \mathbb{E}_P[\mathbb{E}_P[y'(g(x'_p), g(x_p))]]
\]

\[
+ \frac{(1 - \pi_p)(1 - \pi_N)}{2} \mathbb{E}_N[\mathbb{E}_N[y'(g(x'_N), g(x_N))]],
\]

where \(y'(z, z') = \ell(z - z') + \ell(z' - z)\). Next, with a symmetric loss \(\ell_{sym}\), we have

\[
R_{AUC}^{\ell_{sym}}(g) = (\pi_p - \pi_N)R_{AUC}^{\ell_{sym}}(g) + (1 - \pi_p)\pi_N \mathbb{E}_P[\mathbb{E}_N[K]]
\]

\[
+ \frac{\pi_p \pi_N}{2} \mathbb{E}_P[\mathbb{E}_P[K]] + \frac{(1 - \pi_p)(1 - \pi_N)}{2} \mathbb{E}_N[\mathbb{E}_N[K]],
\]

\[
= (\pi_p - \pi_N)R_{AUC}^{\ell_{sym}}(g) + K \frac{1 - \pi_p + \pi_N}{2}.
\]

Similarly to BER minimization from corrupted labels, the result suggests that the excessive terms become a constant when using a symmetric loss and it is guaranteed that the minimizers of \(R_{AUC}^{\ell}(g)\) and \(R_{AUC}^{\ell}(g)\) are identical. On the other hand, if a loss is non-symmetric, then we may suffer from the excessive terms and the minimizers of both risks may differ.

We can see that in both BER and AUC optimization from corrupted labels, by using a symmetric loss, the knowledge of \(\pi_p\) and \(\pi_N\) are not required and we can treat the corrupted labels as if they were clean to learn in this setting. We refer the readers to Charoenphakdee et al. (2019b) for more details on experimental results, where symmetric losses are shown to be preferable over non-symmetric losses.

### 4 BER and AUC Optimization for Weakly Supervised Learning Based on Learning from Corrupted Labels

In this section, we demonstrate that the formulation of BER and AUC optimization from corrupted labels can also be useful in weakly supervised learning by considering the problem of (i) learning from positive of unlabeled data and (ii) learning from two sets of unlabeled data with different class priors.
4.1 Learning from positive and unlabeled data

Here, let us consider the problem of binary classification from positive and unlabeled data. We consider the case-control setting where the training data are given as follows (Ward et al., 2009; du Plessis et al., 2014, 2015; Niu et al., 2016; Kiryo et al., 2017; Charoenphakdee and Sugiyama, 2019; Xu et al., 2019):

\[
X_P := \{x_P^i \}_{i=1}^{n_P} \overset{i.i.d.}{\sim} p_{\text{PU}}(x|y = +1),
\]

\[
X_U := \{x_U^j \}_{j=1}^{n_U} \overset{i.i.d.}{\sim} \pi_U p_{\text{PU}}(x|y = +1) + (1 - \pi_U) p_{\text{PU}}(x|y = -1).
\]

With \( \pi_P = 1 \) and \( \pi_N = \pi_U \), we can relate the training data of learning from positive and unlabeled data to learning from corrupted labels. In this setting, Sakai et al. (2018) showed that for AUC maximization, a convex surrogate loss can be applied but the class prior \( \pi_U \) needs to be estimated to construct an unbiased risk estimator. By using a symmetric loss, we can safely perform both BER and AUC optimization without estimating the class prior \( \pi_U \) with a theoretical guarantee.

Concretely, with a symmetric loss \( \ell_{\text{sym}} \), BER minimization from positive and unlabeled data can be done effectively by minimizing the following empirical risk:

\[
\tilde{R}_{\text{BER-PU}}^\ell(g) = \frac{1}{2} \left[ \frac{1}{n_P} \sum_{x \in X_P} \ell_{\text{sym}}(g(x)) + \frac{1}{n_U} \sum_{x' \in X_U} \ell_{\text{sym}}(-g(x')) \right],
\]

and AUC maximization can be done effectively by minimizing the following empirical risk:

\[
\tilde{R}_{\text{AUC-PU}}^\ell(g) = \frac{1}{n_P \times n_U} \sum_{x \in X_P} \sum_{x' \in X_U} \ell_{\text{sym}}(g(x) - g(x')).
\]

4.2 Learning from two sets of unlabeled data with different class priors

Here, let us consider the problem of binary classification from two set of unlabeled data, where the training data are given as follows (Lu et al., 2019, 2020):

\[
X_U := \{x_U^i \}_{i=1}^{n_U} \overset{i.i.d.}{\sim} \pi_U p_{\text{PU}}(x|y = +1) + (1 - \pi_U) p_{\text{PU}}(x|y = -1),
\]

\[
X_{U'} := \{x_U'^i \}_{i=1}^{n_{U'}} \overset{i.i.d.}{\sim} \pi_{U'} p_{\text{PU}}(x|y = +1) + (1 - \pi_{U'}) p_{\text{PU}}(x|y = -1),
\]

where \( \pi_U > \pi_{U'} \).

We can relate given training data of this problem to learning from corrupted labels by having \( \pi_P = \pi_U \) and \( \pi_N = \pi_{U'} \). Therefore, BER and AUC optimization from two sets of unlabeled data with different class priors can also be carried out effectively with a symmetric loss without knowing class priors \( \pi_U \) and \( \pi_{U'} \). It is inter-
est to see that although the data collection procedure of learning from corrupted labels and learning from two sets of unlabeled data are very different in practice, the assumptions of the data generating process can be highly related.

Concretely, with a symmetric loss $\ell_{\text{sym}}$, BER minimization from two sets of unlabeled data can be done effectively by minimizing the following empirical risk:

$$\hat{R}_{\text{BER-UU}}^{\ell_{\text{sym}}}(g) = \frac{1}{2n_U} \left[ \frac{1}{n_U} \sum_{x \in X_U} \ell_{\text{sym}}(g(x)) + \frac{1}{n_{U'}} \sum_{x' \in X_{U'}} \ell_{\text{sym}}(-g(x')) \right],$$

and AUC maximization can be done effectively by minimizing the following empirical risk:

$$\hat{R}_{\text{AUC-UU}}^{\ell_{\text{sym}}}(g) = \frac{1}{n_U \times n_{U'}} \sum_{x \in X_U} \sum_{x' \in X_{U'}} \ell_{\text{sym}}(g(x) - g(x')).$$

5 A Symmetric Loss Approach to Learning Only from Relevant Keywords and Unlabeled Documents

In this section, we demonstrate how to apply the robustness result of symmetric losses in learning from corrupted labels to tackle a natural language processing task, namely learning only from relevant keywords and unlabeled documents (Charoenphakdee et al., 2019a).

5.1 Background

To reduce the labeling costs, weakly supervised text classification has been studied extensively in various settings, e.g., positive and unlabeled text classification (Li and Liu, 2003, 2005), zero-shot text classification (Zhang et al., 2019), cross-lingual text classification (Dong and de Melo, 2019), and dataless classification (Chang et al., 2008; Song and Roth, 2014; Chen et al., 2015; Jin et al., 2017, 2020; Li and Yang, 2018). Our target problem can be categorized as a variant of dataless classification, where we are given a set of $n_W$ relevant keywords:

$$W := \{w_j\}_{j=1}^{n_W},$$

which are keywords that provide characteristics of positive documents. Also, unlabeled documents drawn from the following distribution are provided:

$$X_U := \{x_U^i\}_{i=1}^{n_U} \overset{i.i.d.}{\sim} p_{\pi_U}(x),$$

where, for $\pi_U \in (0, 1)$,
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\[ p_{\pi_U}(x) = \pi_U p(x|y = +1) + (1 - \pi_U) p(x|y = -1). \]

Note that unlike ordinary dataless classification, where we need keywords for every class (Chang et al., 2008; Song and Roth, 2014; Chen et al., 2015; Li and Yang, 2018), in this problem, only keywords for the positive class are provided. Therefore, this problem setting could be more practical in a situation where negative documents are too diverse to collect representative keywords for the negative class (Hsieh et al., 2019).

It is worth noting that our problem is also called lightly-supervised learning (Jin et al., 2017), where the supervision comes from the relevant keywords. To solve this problem, Jin et al. (2017) proposed to use a method based on ensemble learning. The bottleneck of the method proposed by Jin et al. (2017) is lack of flexibility of model choices and optimization algorithms. This makes it difficult to bring many useful models and techniques from a more well-studied problem such as supervised text classification to help solve this problem. Moreover, the theoretical understanding of this problem was limited. To alleviate these limitations, Charoenphakdee et al. (2019a) proposed a theoretically justifiable framework that allows practitioners to choose their preferred models to maximize the performance, e.g., convolutional neural networks (Zhang et al., 2015) or recurrent neural networks (Lai et al., 2015). Moreover, this framework does not limit the choice of optimization methods. One may use any optimization algorithm for their model, e.g., Adam (Kingma and Ba, 2014).

In learning only from relevant keywords and unlabeled documents, the choice of evaluation metrics depends on the desired behavior of the prediction function we want to learn. For example, AUC is appropriate if the goal is simply to learn a bipartite ranking function to rank a positive document over a negative document. On the other hand, if the goal is document classification, one may use CER or the F1-measure, i.e., the harmonic mean of precision and recall, which has been widely used in text classification (Li and Liu, 2005; Jin et al., 2017, 2020; Lertvittayakumjorn and Toni, 2019; Lertvittayakumjorn et al., 2020; Mekala and Shang, 2020; He et al., 2020).

5.2 A flexible framework for learning only from relevant keywords and unlabeled documents

Here, we discuss a flexible framework for learning only from relevant keywords and unlabeled documents proposed by Charoenphakdee et al. (2019a). Figure 2 illustrates an overview of the framework. First, pseudo-labeling is carried out to split unlabeled documents into two sets. Next, by using pseudo-labeled documents, AUC maximization is conducted, where the choice of the surrogate loss is a symmetric loss. Finally, after obtaining a bipartite ranking function by AUC maximization, a threshold selection procedure is performed to convert the ranking function to a binary classifier.
Fig. 2 An overview of the framework for learning only from relevant keywords and unlabeled documents (Charoenphakdee et al., 2019a). Blue documents indicate positive documents and red documents denote negative documents in the two sets of documents divided by a pseudo-labeling algorithm. Note that clean labels are not observed by the framework.

5.2.1 Pseudo-labeling: from learning with keywords and unlabeled documents to learning from corrupted labels

The first step is to utilize relevant keywords to perform pseudo-labeling on unlabeled documents. Concretely, given relevant keywords $W$ and unlabeled documents $X_U$, the pseudo-labeling algorithm $A(W, X_U)$ splits $X_U$ into $X_P$ and $X_N$. The key idea of this step is to use pseudo-labeling to bridge learning only from relevant keywords and unlabeled documents to learning from corrupted labels. More precisely, we assume that the pseudo-labeling algorithm $A(W, X_U)$ returns the following data:

$$X_P := \{x_i^p\}_{i=1}^{n_p} \overset{i.i.d.}{\sim} p_{\pi_p}(x),$$

$$X_N := \{x_i^n\}_{j=1}^{n_N} \overset{i.i.d.}{\sim} p_{\pi_N}(x),$$

where the assumption of the data generating process is identical to that of the setting of learning from corrupted labels (see Section 2.4).

It is important to note that a pseudo-labeling algorithm we employ here is not expected to perfectly split documents into clean positive and negative documents. For the choice of the pseudo-labeling algorithm, Charoenphakdee et al. (2019a) simply used a cosine similarity score between keywords and documents and compared the score with a pre-defined threshold to split unlabeled documents into two sets. To further improve the pseudo-labeling accuracy, one may utilize domain-specific knowledge or a keyword mining method to collect more relevant keywords. Examples of such keyword mining methods are Textrank (Mihalcea and Tarau, 2004) and Topicrank (Bougouin et al., 2013). Moreover, one may also incorporate an unsupervised learning method (Ko and Seo, 2000, 2009) or apply a pre-trained model such as BERT (Devlin et al., 2019).
5.2.2 AUC maximization from pseudo-labeled documents: obtaining a reliable ranking function from unreliable data

After pseudo-labeling, we can conduct AUC maximization using a symmetric loss to learn a good ranking function $g$ from pseudo-labeled documents. Recall that, with any symmetric loss, the AUC risk minimizers of the corrupted risk and clean risk are identical, which is suggested from the following equation:

$$ R_{\text{AUC}}^{\text{sym}}(g) = (\pi_p - \pi_N) R_{\text{AUC}}^{\text{sym}}(g) + K \left( \frac{1 - \pi_p + \pi_N}{2} \right). \quad (11) $$

Eq. (11) indicates that as long as the pseudo-labeling algorithm succeeds in splitting the documents into two sets such that $\pi_p > \pi_N$, we can always guarantee that $g$ can be effectively learned from pseudo-labeled documents. More precisely, the minimizers of the risk w.r.t. the pseudo-labeled document distribution and the clean document distribution are identical. However, since any pseudo-labeling algorithm that gives $\pi_p > \pi_N$ can guarantee to learn a good ranking function, one important question is: how does the quality of the pseudo-labeling method impact the performance of the trained prediction function $g$ in this framework? Intuitively, a good pseudo-labeling should give a high proportion of positive documents in the pseudo-positive set and a high proportion of negative documents in the pseudo-negative set. Mathematically, a good algorithm should return two sets of documents with a large $\pi_p$ and a small $\pi_N$, that is, $\pi_p - \pi_N$ is large.

To elucidate the usefulness of a good pseudo-labeling algorithm, it is insightful to analyze an estimation error bound of AUC maximization from corrupted labels. Let $\hat{g} \in \mathcal{G}$ be a minimizer of the empirical corrupted AUC risk $R_{\text{AUC}}^{\text{sym}}$ in the hypothesis class $\mathcal{G}$ and $g^* \in \mathcal{G}$ be a minimizer of the clean AUC risk $R_{\text{AUC}}^{\text{sym}}$. Then, the following theorem can be obtained.

**Theorem 5.1 (Estimation error bound (Charoenphakdee et al., 2019a)).** Let $Q_{\mathcal{G}}^{\text{sym}}$ be a class of functions mapping $X^2$ to $[0,K]$ such that $Q_{\mathcal{G}}^{\text{sym}} = \{Q: (x,x') \rightarrow \ell_{\text{sym}}(g(x) - g(x')), g \in \mathcal{G} \}$; $\mathcal{R}_{\mathcal{G}}^{\text{sym}}(Q_{\mathcal{G}}^{\text{sym}})$ denotes the bipartite Rademacher complexities of function class $Q_{\mathcal{G}}^{\text{sym}}$ (see Usunier et al. (2005) for more details). For all $Q \in Q_{\mathcal{G}}^{\text{sym}}$ and $\delta \in (0,1)$, with probability at least $1 - \delta$, we have

$$ R_{\text{AUC}}^{\text{sym}}(\hat{g}) - R_{\text{AUC}}^{\text{sym}}(g^*) \leq \frac{1}{\pi_p - \pi_N} \left[ K \sqrt{\frac{2(n_p + n_N) \log \frac{1}{\delta}}{n_p n_N}} + 4 \mathcal{R}_{\mathcal{G}}^{\text{sym}}(Q_{\mathcal{G}}^{\text{sym}}) \right], $$

where the probability is over repeated sampling of $X_p$ and $X_N$.

This theorem explains how the degree of corruption $\pi_p - \pi_N$ affects the tightness of the bound and therefore the speed of convergence. When $\pi_p - \pi_N$ is small, i.e., $\pi_p$ and $\pi_N$ are similar, the bound becomes loose. This illustrates the difficulty of AUC maximization when the pseudo-labeling algorithm performs poorly and we may need a lot of data. On the other hand, a good pseudo-labeling that gives a
large $\pi_p - \pi_N$ can give a smaller constant $\frac{1}{\pi_p - \pi_N}$, which can lead to a tighter bound. Nevertheless, it is noteworthy that as long as $\pi_p > \pi_N$, with all parametric models having a bounded norm such as neural networks with weight decay or kernel models, this learning framework is statistically consistent, i.e., the estimation error converges to zero as $n_p, n_N \to \infty$.

### 5.2.3 Threshold selection: from a ranking function to a binary classifier

After obtaining a good ranking function $g$, an important question is how to convert the ranking function to a binary classifier. Here, we discuss how to decide the classification threshold for optimizing evaluation metrics such as the $F_1$-measure.

It is known that many evaluation metrics can be optimized if a suitable threshold and $p(y = +1|x)$ are known (Yan et al., 2018). For example, $\text{sign}[p(y = +1|x) - \frac{1}{2}]$ is the Bayes-optimal solution for the classification accuracy, where $\frac{1}{2}$ is the threshold. Moreover, it has been proven that the Bayes-optimal solution of AUC maximization with an AUC-consistent surrogate loss is any function that has a strictly monotonic relationship with $p(y = +1|x)$ (Clémençon and Vayatis, 2009; Gao and Zhou, 2015; Menon and Williamson, 2016). Therefore, finding an appropriate threshold to convert a bipartite ranking function to a binary classifier can give a reasonable classifier (Narasimhan and Agarwal, 2013).

In learning from relevant keywords and unlabeled documents, no information about a proper threshold can be obtained from the training data since all given data are unlabeled. For this reason, we may not be able to draw an optimal threshold for optimizing the accuracy and $F_1$-measure without additional assumptions. On the other hand, as shown in Section 3.3, a ranking function can be learned reliably with a theoretical guarantee based on AUC maximization. This is the main reason why Charoenphakdee et al. (2019a) proposed to first learn a reliable ranking function instead of learning a binary classifier in this problem.

Suppose the class prior $p(y = +1)$ in unlabeled documents is known, a reasonable threshold $\beta \in \mathbb{R}$ can be given based on the following equation:

$$p(y = +1) = \int \text{sign}(g(x) - \beta)p_{\pi_0}(x)dx. \quad (12)$$

Intuitively, the threshold $\beta$ allows $g$ to classify the top proportion of unlabeled documents w.r.t. $p(y = +1|x)$ to be positive, and negative otherwise. With unlabeled documents and the known proportion of positive documents, one can decide $\beta$ that satisfies the empirical version of Eq. (12). Concretely, given unlabeled documents $X_{\text{val}}$ for validation, the threshold can be decided by finding $\beta$ such that

$$p(y = +1) \approx \frac{1}{|X_{\text{val}}|} \sum_{x \in X_{\text{val}}} \text{sign}(g(x) - \beta).$$

This threshold is known as a precision-recall breakeven point, where it is the point that the precision is equal to recall (see Kato et al. (2019) for its proof). There-
Table 3 Mean value and standard error of 20 trials with different thresholds on the Subjectivity dataset (Subj) (Pang and Lee, 2004) and the 20 Newsgroups dataset (20NG) (Lang, 1995) with the baseball and hockey groups as positive. ACC denotes the classification accuracy and $F_1$ denotes the $F_1$-measure. “Sigmoid” is the framework using the sigmoid loss (Charoenphakdee et al., 2019a), which employs a recurrent convolutional neural networks model (RCNN) (Lai et al., 2015) with two layer long short-term memory (LSTM) (Hochreiter and Schmidhuber, 1997). The “heuristic threshold” is the ratio between pseudo-positive documents over unlabeled documents and the “default threshold” is a baseline choice (see Charoenphakdee et al. (2019a) for details). It can be seen that given the same ranking function, the classification performance can drastically change depending on the choice of the threshold.

| Method     | Dataset | AUC     | Default threshold $F_1$ | ACC | Heuristic threshold $F_1$ | ACC | True threshold $F_1$ | ACC |
|------------|---------|---------|-------------------------|-----|---------------------------|-----|----------------------|-----|
| Sigmoid    | Subj    | 88.1 (0.35) | 69.0 (1.75) | 71.4 (1.33) | 80.1 (0.35) | 80.1 (0.35) |
|            | 20NG    | 96.4 (0.12) | 59.0 (0.92) | 68.4 (1.19) | 83.8 (0.24) | 95.1 (0.06) |
| Maxent     | Subj    | 84.6 (0.20) | 63.4 (0.31) | 66.9 (0.23) | 76.8 (0.21) | 76.8 (0.21) |
|            | 20NG    | 57.6 (0.32) | 47.4 (0.05) | 89.2 (0.02) | 51.8 (0.22) | 85.1 (0.09) |
| RandomForest| Subj    | 82.4 (0.27) | 33.3 (0.00) | 50.00 (0.00) | 54.8 (0.13) | 60.9 (0.09) |
|            | 20NG    | 96.8 (0.16) | 47.2 (0.00) | 89.4 (0.00) | 83.2 (0.32) | 95.0 (0.08) |

Therefore, this choice is arguable to be a reasonable threshold for the $F_1$-measure since this evaluation metric is the harmonic mean of precision and recall. In practice, it may not be possible to know the proportion $p(y = +1)$, yet we still want a classifier. Without knowing the proportion of positive documents, it is likely that we learn a wrong threshold, which leads to low performance. For example, as shown in Table 3, the performance degrades dramatically with a wrong choice of the threshold. More details on a heuristic for threshold selection and the performance w.r.t. different thresholds can be found in Charoenphakdee et al. (2019a).

It is also worth noting that if we cannot guarantee that $\pi_U \approx p(y = +1|x)$, i.e., the proportion of positive documents in the unlabeled training documents is similar to that of the test data, then using a metric such as the $F_1$-measure or classification accuracy is highly biased to the training distribution (Scott et al., 2012; Narasimhan et al., 2014). This problem is known as the class prior shift phenomenon and it might occur in real-world applications (Saerens et al., 2002; Sugiyama et al., 2017; Tasche, 2017). For example, by collecting unlabeled documents from the internet, the proportion of positive documents can be different from that of the test distribution where we want to deploy the trained classifier. Note that the class prior shift phenomenon can dramatically degrade the performance of a classifier (Saerens et al., 2002; Sugiyama et al., 2017; Charoenphakdee and Sugiyama, 2019). Therefore, if it is impossible to estimate the class prior $p(y = +1|x)$ or the test environment is susceptible to the class prior shift phenomenon, we suggest to use other evaluation metrics such as BER or the AUC score.
6 Conclusions

In this article, we have reviewed recent advances in reliable machine learning from a symmetric loss perspective. We showed in Section 3 that if a symmetric loss is used for BER and AUC optimization from corrupted labels, the corrupted and clean risks have the same minimizer regardless of the model. In Section 4, we further showed that the robustness result in learning from corrupted labels can also be applied in BER and AUC optimization in learning from positive and unlabeled data, and learning from two sets of unlabeled data with different class priors. Moreover, we demonstrated in Section 5 that the theoretical advantage of symmetric losses is also practically valuable in learning only from relevant keywords and unlabeled documents. In this section, we conclude this article by discussing two future directions for the symmetric loss perspective of reliable machine learning.

The first direction is exploring more applications of symmetric losses for reliable machine learning. Here, we provide two examples of this direction. First, it has been recently shown that using a symmetric loss can also be beneficial in imitation learning from noisy demonstrations, where the goal is to teach an agent to imitate expert demonstrations although training data contain both expert and non-expert demonstrations. Tangkaratt et al. (2021) showed that imitation learning with a symmetric loss can enable an agent to successfully imitate expert demonstrations without assuming a strong noise assumption such as it is Gaussian (Tangkaratt et al., 2020) or requiring additional confidence scores for given demonstrations (Wu et al., 2019; Brown et al., 2019, 2020). Another example is to use a symmetric loss in classification with rejection, where a classifier is allowed to refrain from making a prediction if the prediction is uncertain (Chow, 1970; Yuan and Wegkamp, 2010; Cortes et al., 2016; Ni et al., 2019; Mozannar and Sontag, 2020). Although well-known symmetric losses have favorable properties such as classification-calibration and AUC-consistency, it is important to note that learning with a symmetric loss cannot guarantee to give a classifier with reliable prediction confidence (Charoenphakdee et al., 2019b). Recently, Charoenphakdee et al. (2021) proposed an approach based on cost-sensitive classification, which enables any classification-calibrated loss including symmetric losses to be applied for solving classification with rejection. In the experiments, the sigmoid loss was shown to be highly preferable in classification with rejection from noisy labels and classification with rejection from positive and unlabeled data. These examples emphasize the potential of symmetric losses for reliable machine learning in addition to what we have introduced in this article. Therefore, it could be useful to explore the use of symmetric losses for a wider range of problems, e.g., domain adaptation (Sugiyama and Kawanabe, 2012; Ben-David et al., 2012; Kuroki et al., 2019; Lee et al., 2019; Redko et al., 2020), open-set classification (Saito et al., 2018; Ruff et al., 2020; Fang et al., 2020; Geng et al., 2020), and learning from aggregate observations (Maron and Lozano-Pérez, 1997; Hsu et al., 2019; Cui et al., 2020; Zhang et al., 2020).

Although symmetric losses are useful in learning from corrupted labels, using them can sometimes lead to undesirable performance because training with a symmetric loss can be computationally hard. (Ghosh et al., 2017; Wang et al., 2019;
Ma et al., 2020). Thus, it is interesting to explore non-symmetric losses that can benefit from the symmetric condition. This is the second future direction we discuss in this section. Here, we provide two examples to demonstrate the potential of this research direction. The first example is motivated by the fact that a nonnegative symmetric loss must be non-convex (du Plessis et al., 2014). To explore a robust convex loss, Charoenphakdee et al. (2019b) proposed the barrier hinge loss, which is a convex loss that satisfies a symmetric condition on a subset of the domain, but not everywhere. The barrier hinge loss was shown to be highly robust in BER and AUC optimization although it is not symmetric. This suggests that one can design a non-symmetric loss that benefits from the symmetric condition. Another example is an approach to combine a symmetric loss with a non-symmetric loss. Recently, Wang et al. (2019) proposed the reverse cross-entropy loss, which is a symmetric loss. Then, they proposed to combine the reverse cross-entropy loss with the ordinary cross-entropy loss by linear combination. Their experiments showed that the classification performance of the combined loss can be better than using only the reverse cross-entropy loss or other symmetric losses such as the mean absolute error loss (Ghosh et al., 2017). Based on these examples, we can see that it could be beneficial to design a loss function that enjoys the advantages of both symmetric and non-symmetric losses.
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