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Abstract

This study deals with the problem of outliers in ordinal response model, which is a regression on ordered categorical data as the response variable. “Outlier” means that the combination of ordered categorical data and its covariates is heterogeneous compared to other pairs. Although the ordinal response model is important for data analysis in various fields such as medicine and social sciences, it is known that the maximum likelihood method with probit, logit, log-log and complementary log-log link functions, which are often used, is strongly affected by outliers, and statistical analysts are forced to limit their analysis when there may be outliers in the data.

To solve this problem, this paper provides inference methods with two robust divergences (the density-power and $\gamma$-divergences). We also derive influence functions for the proposed methods and show conditions on the link function for them to be bounded and to redescendence. Since the commonly used link functions satisfy these conditions, the analyst can perform robust and flexible analysis with our methods. In addition, and this is a result that further highlights our contributions, we show that the influence function in the maximum likelihood method does not have redescendence for any link function in the ordinal response model. Through numerical experiments using artificial and two real data, we show that the proposed methods perform better than the maximum likelihood method with and without outliers in the data for various link functions.
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1 Introduction

Ordered categorical data has become popular in a wide range of fields such as medicine, sociology, psychology, political sciences, economics, marketing, and so on (Breiger, 1981; Ashby et al., 1989; Uebersax, 1999). Ordered categorical data are, for example, the progression of a disease expressed as stage 1, 2, 3, or 4, or opinions on a policy expressed as opposition, neutrality, or approval. In addition, when continuous data are summarized into categorical data, such as ages 0-20, 21-40, 41-60, 61-80, and 80 or more, the categorical data are ordered categorical data. For this reason, ordered categorical data are often considered to be discretized values of latent continuous variables.

There have been many studies on how to analyze ordered categorical data from half a century ago to the present (McCullagh, 1980; Albert and Chib, 1993; Tomizawa et al., 2006; Agresti, 2010; Agresti and Kateri, 2017; Baetschmann et al., 2020). This paper focuses on one of the most commonly used methods, the ordinal response model, that is a regression on ordered categorical data as a response variable. The ordinal response model is one of the frameworks of generalized linear models, and is called the ordinal regression model, or the cumulative
link model since it connects the cumulative probability of belonging to a certain category to the covariates with the “link” function (McCullagh, 1980). The link functions most often used in data analysis are the probit link, which is the distribution function of the standard normal distribution, the logit link, which is the distribution function of the standard logistic distribution, the log-log link, which is the distribution function of the right-skewed Gumbel distribution, and the complementary log-log link, which is the distribution function of the left-skewed log-Weibull distribution. The formulation of the ordinal response model and its details are described in Section 2.

Outliers can be caused by various reasons, such as typos in the values and misrecognition of units. Since it is well known that the maximum likelihood method is strongly affected by outliers, another statistical method that can appropriately deal with outliers is required nowadays. There have been many studies on how to deal with outliers, for example, the well-known inferences based on Huber-type loss and robust divergences (Hampel et al., 1986; Basu et al., 1998; Jones et al., 2001; Fujisawa and Eguchi, 2008; Huber and Ronchetti, 2009; Ghosh and Basu, 2013; Maronna et al., 2019; Castilla et al., 2021), but most of them have focused on continuous, binary, or counted data, with few focusing on ordered categorical data.

Of course, the ordinal response model is not an exception to the model affected by outliers, although the response variable is discrete type data. The maximum likelihood method in the ordinal response model with the commonly used link functions, such as above mentioned is strongly affected by outliers. Although outliers in discrete data may be harder to imagine than in continuous data, an ”outlier” in the ordered response model is defined as a combination of ordered categorical data and its covariates that is heterogeneous relative to other pairs (Riani et al., 2011). This may be taken to mean that the combination of ordered categorical data and its covariates is inconsistent. Unless otherwise noted, we use the same definition of outliers in this paper.

There are various methods to check whether an inference method is robust against outliers, and often an influence function (Hampel, 1974) may be used in linear regression. Simply put, the influence function is an index to check the “influence” of data on an inference method, and its value must be bounded at least to be robust against outliers. This is because if the value diverges for a given data, the result of the inference depends almost entirely on the data without regard to other data.

As mentioned earlier, there are few studies on outliers in the ordinal response model, but there are studies that derive the conditions for the inference method and link function such that the influence function is bounded in the ordinal response model as well. Croux et al. (2013) and Iannario et al. (2017) proposed the weighted maximum likelihood methods using the Student, 0/1, and Huber weights so that the influence function in the ordinal response model is bounded. However, these papers do not specify the algorithms to perform their inference methods, which makes it difficult for practitioners who wish to implement the robust ordinal response model. We also attempted to implement their inference methods, but found it extremely difficult to converge the numerical optimization algorithm to compute their estimators.

Scalera et al. (2021) derived a class of link functions for bounded influence functions in the maximum likelihood method in the ordinal response model. However, the class does not include probit, logit, log-log and complementary log-log link functions which are commonly used in the analysis. That is, analysts cannot perform robust and flexible modeling for ordered categorical data. We have also confirmed that misspecification of the link function causes a substantial bias in the parameter estimation, although this is not discussed in depth here. This is also the case in the framework of binary regression, which is discussed in Czado and Santner (1992), and confirms that the flexibility in the choice of the link function is very important.

The boundedness of the influence function is an important property to ensure that the result of inference is not too much sensitive by only certain data, but it does not mean that data that are largely outliers compared to other data do not influence the result of inference at all. In other words, even if the influence function is bounded, there is still some influence from outliers. Therefore, it is desirable for the influence function to satisfy not only boundedness but
also redescendence (Maronna et al., 2019), which means that the influence of large outliers on inference can be ignored. In this paper, we consider a class of link functions for the influence function to satisfy redescendence in the ordinal response model in the maximum likelihood method, and show that such a class does not exist (Theorem 3 in Section 4).

Since the influence function for the maximum likelihood method in the ordinal response model does not satisfy redescendence, it is necessary to consider another inference method. The weighted maximum likelihood methods of Croux et al. (2013) and Iannario et al. (2017) do not satisfy redescendence because the weights used are the Student, 0/1, and Huber types (Maronna et al., 2019), although the influence function is bounded. Thus, we propose inference methods in the ordinal response model with two robust divergences, the density-power (DP) (Basu et al., 1998) and \( \gamma \)-divergences (Jones et al., 2001; Fujisawa and Eguchi, 2008), which are expected to satisfy the redescendence of their influence functions.

Although recently, Pyne et al. (2022) proposed an inference method in the ordinal response model using the DP divergence, they did not discuss the condition for link functions to satisfy boundedness and redescendence of the influence function in their method. Our contribution is not only to derive the condition for link functions satisfying boundedness and redescendence of the influence function in the DP divergence (Theorem 4 in Section 4), but also to propose an inference method in the ordinal response model using the \( \gamma \)-divergence, which is also commonly used for robust inference, and derive the condition of link functions to achieve robust inference (Theorem 5 in Section 4), and compare the performance between the DP and \( \gamma \)-divergences. The derivation of this condition provides a guideline for practitioners to decide which of the various link functions to use when conducting robust analysis against outliers using the ordinal response model. It will also help to answer the question of whether the DP or \( \gamma \)-divergences should be used. Of course, the algorithm of our proposed methods can be used by anyone since the programming code described using the R is available on the GitHub repository (https://github.com/t-momozaki/RORM).

The paper is organized as follows Section 2 introduces the ordinal response model and its maximum likelihood method. Section 3 introduces two robust divergences, the DP and \( \gamma \)-divergences, and proposes estimators based on these divergences. We also briefly show that the proposed estimators are robust against outliers. Section 4 derives the influence functions of the proposed methods and considers the robustness of the proposed methods in terms of the influence functions. Section 5 considers the asymptotic properties of the proposed estimators and the testing procedures. Section 6 conducts some numerical experiments using artificial and two real data for the proposed methods and evaluates the performance of the proposed methods. Section 7 provides the conclusion and some remarks.

2 Ordinal response model and its maximum likelihood method

In this section, we discuss the ordinal response model and the maximum likelihood method, a parameter estimation method commonly used in the model.

Consider the following latent variable model for \( M \) ordered categorical data \( y_i \) (\( i = 1, 2, \ldots, n \)) as the response variable.

\[
\begin{align*}
z_i &= x_i^\top \beta + \varepsilon_i, \\
y_i &= \begin{cases} 
1 & (\delta_0 < z_i \leq \delta_1) \\
2 & (\delta_1 < z_i \leq \delta_2) \\
\vdots \\
M & (\delta_{M-1} < z_i \leq \delta_M)
\end{cases}
\end{align*}
\]

for \( i = 1, 2, \ldots, n \), where \( z_i \) is called the (continuous) latent variable,

\[
x_i = (x_{i1}, x_{i2}, \ldots, x_{ip})^\top, \quad \beta = (\beta_1, \beta_2, \ldots, \beta_p)^\top, \quad \varepsilon_i \overset{i.i.d.}{\sim} G(\cdot) \text{ (known) and has the density function}
\]

\( g(\cdot) \), and \(-\infty = \delta_0 < \delta_1 < \cdots < \delta_M = \infty \) are the cutpoints. For the identification, in the \( G(\cdot) \)
there is no error scale and the latent model has no the intercept term. Note that the observed data is \((y, X)\), where \(y = (y_1, y_2, \ldots, y_n)\) and \(X = (x_1, x_2, \ldots, x_n)\), and the latent variable \(z = (z_1, z_2, \ldots, z_p)\) is unobserved. The parameters to be estimated in this model are \(\theta = (\beta, \delta)\), where \(\delta = (\delta_1, \delta_2, \ldots, \delta_{M-1})\).

The probability mass function of \(y_i\) given \(x_i\) with \(\theta\) is

\[
f(y_i | x_i; \theta) = \prod_{m=1}^{M} \Pr(y_i = m | x_i; \theta)^{I(y_i = m)},
\]

where the indicator function \(I(\cdot)\) and

\[
\Pr(y_i = m | x_i; \theta) = \Pr(\delta_m - 1 < z_i \leq \delta_m | x_i; \theta) = G(\delta_m - x_i^\top \beta) - G(\delta_{m-1} - x_i^\top \beta).
\]

Namely, the likelihood function for the ordinal response model is expressed as

\[
f(y | X; \theta) = \prod_{i=1}^{n} \left[ G(\delta_{y_i} - x_i^\top \beta) - G(\delta_{y_i-1} - x_i^\top \beta) \right]. \tag{2}
\]

The maximum likelihood estimator (MLE) of \(\theta\) are obtained as \(\hat{\theta}\) that minimizes the negative log-likelihood function. That is, noting the constraint \(\delta_1 < \delta_2 < \cdots < \delta_{M-1}\) the MLE is obtained by

\[
\hat{\theta}_{ML} = \arg \min_{\theta} \{- \log f(y | X; \theta)\}
\]

\[
= \arg \min_{\theta} \left\{ - \sum_{i=1}^{n} \log \left[ G(\delta_{y_i} - x_i^\top \beta) - G(\delta_{y_i-1} - x_i^\top \beta) \right] \right\}.
\]

It is well known that the MLE \(\hat{\theta}_{ML}\) is strongly affected by the outliers in the observations \((y, X)\). This is because if \(|x_i^\top \beta|\) is large enough, i.e., if \((y_1, x_1)\) is outliers compared to the other data, then \(\log [G(\delta_{y_1} - x_1^\top \beta) - G(\delta_{y_1-1} - x_1^\top \beta)]\) takes a large value and the entire objective function is strongly affected by the outlier \((y_1, x_1)\).

Remark (Optimization with the ordering constraint). There exist various methods for optimization algorithms with the ordering constraint such as the cutpoints in the ordinal response model, including those using matrix notation (Christensen, 2018), but in this paper we use the Franses and Paap (2001)’s method, which reparameterize the cutpoints as follows.

\[
\delta_1 = \tilde{\delta}_1, \quad \delta_m = \tilde{\delta}_1 + \sum_{j=2}^{m} \tilde{\delta}_j^2 \quad \text{for } m = 2, 3, \ldots, M-1.
\]

Then the likelihood function (2) for the ordinal response model can be expressed as

\[
f(y | X; \theta) = \prod_{i=1}^{n} \left[ G \left( \tilde{\delta}_1 + \sum_{j=2}^{y_i} \tilde{\delta}_j^2 - x_i^\top \beta \right) - G \left( \tilde{\delta}_1 + \sum_{j=2}^{y_i} \tilde{\delta}_j^2 - x_i^\top \beta \right) \right],
\]

where \(\tilde{\theta} = (\beta, \tilde{\delta})\) with \(\tilde{\delta} = (\tilde{\delta}_1, \tilde{\delta}_2, \ldots, \tilde{\delta}_{M-1})\), and we can obtain the MLE of \(\tilde{\theta}\) by

\[
\arg \min_{\tilde{\theta}} \left\{ - \log f(y | X; \tilde{\theta}) \right\}.
\]

This minimization problem can be easily solved by using the \texttt{optim} function in the \texttt{stats} library of the \texttt{R} programming language. All the following minimization problems will be solved using the above reparameterization, but to simplify the notation, we will use \(\delta\) before reparameterization throughout this paper.
3 Estimators via robust divergence for the ordinal response model

This section introduces two robust divergences, the DP and $\gamma$-divergences, proposes robust estimators for the ordinal response model using these divergences, and describes their properties against outliers. Section 3.1 describes the case using the DP divergence, and Section 3.2 describes the case using the $\gamma$-divergence.

3.1 Case: Density-Power divergence

Suppose that $h(x, y), h(y|x)$, and $h(x)$ are the underlying probability density (or mass) functions of $(x, y), y$ given $x$, and $x$, respectively. Let $f(y|x; \theta)$ be the probability density (or mass) function of $y$ given $x$ with parameter $\theta$. This paper uses the definition of the DP cross entropy

$$d_{DP}(h(y|x), f(y|x; \theta); h(x)) = -\frac{1}{\alpha} \int \int f(y|x; \theta)^\alpha h(x, y) dx dy + \frac{1}{1 + \alpha} \int \left( \int f(y|x; \theta)^{1+\alpha} dy \right) h(x) dx$$

(3)

for $\alpha > 0$. Using the DP cross entropy, the DP divergence is defined as

$$D_{DP}(h(y|x), f(y|x; \theta); h(x)) = -d_{DP}(h(y|x), h(y|x); h(x)) + d_{DP}(h(y|x), f(y|x; \theta); h(x))$$

About the properties of the DP divergence, see Basu et al. (1998).

Using the DP divergence, the target parameter can be considered by

$$\theta_{DP}^* = \arg \min_{\theta} D_{DP}(h(y|x), f(y|x; \theta); h(x))$$

$$= \arg \min_{\theta} d_{DP}(h(y|x), f(y|x; \theta); h(x)),$$

and when $h(y|x) = f(y|x; \theta^*), \theta_{DP}^* = \theta^*$.

Suppose that the observed data $(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)$ are randomly drawn from the underlying distribution $h(x, y)$. Then, from the formulation (3), the DP cross entropy is empirically estimated by

$$\tilde{d}_{DP}(f(y|x; \theta)) = -\frac{1}{\alpha} \left\{ \frac{1}{n} \sum_{i=1}^{n} f(y_i|x_i; \theta)^\alpha \right\} + \frac{1}{1 + \alpha} \left\{ \frac{1}{n} \sum_{i=1}^{n} \int f(y|x_i; \theta)^{1+\alpha} dy \right\}.$$

Namely, the DP estimator is defined by

$$\hat{\theta}_{DP} = \arg \min_{\theta} \tilde{d}_{DP}(f(y|x; \theta)).$$

Based on the above, we propose the following DP-estimator for the ordinal response model.

$$\hat{\theta}_{DP} = \arg \min_{\theta} \tilde{d}_{DP}(f(y|X; \theta)),$$

(4)

where the empirically estimated DP cross entropy

$$\tilde{d}_{DP}(f(y|X; \theta)) = -\frac{1}{\alpha} \left\{ \frac{1}{n} \sum_{i=1}^{n} \left[ G(\delta_{y_i} - x_i^\top \beta) - G(\delta_{y_i-1} - x_i^\top \beta) \right]^\alpha \right\}$$

$$+ \frac{1}{1 + \alpha} \left\{ \frac{1}{n} \sum_{i=1}^{n} \sum_{m=1}^{M} \left[ G(\delta_m - x_i^\top \beta) - G(\delta_{m-1} - x_i^\top \beta) \right]^{1+\alpha} \right\}.$$

(5)
We briefly confirm that the proposed DP-estimator is robust against outliers. Suppose that \(|x_1^\top \beta|\) is large enough, i.e., \((y_1, x_1)\) is outliers compared to the other data. Then, the empirically estimated DP cross entropy (5) is expressed as

\[
\tilde{\mathcal{d}}_{DP}(f(y|X; \theta)) \approx -\frac{1}{\alpha} \left\{ \frac{1}{n-1} \sum_{i=2}^{n} \left[ G(\delta_{y_i} - x_i^\top \beta) - G(\delta_{y_{i-1}} - x_i^\top \beta) \right]^\alpha \right\} \\
+ \frac{1}{1 + \alpha} \left\{ \frac{1}{n-1} \sum_{i=2}^{n} \sum_{m=1}^{M} \left[ G(\delta_{m} - x_i^\top \beta) - G(\delta_{m-1} - x_i^\top \beta) \right]^{1+\alpha} \right\}
\]

since \(G(\delta_{y_i} - x_i^\top \beta) - G(\delta_{y_{i-1}} - x_i^\top \beta)\) takes a small value. Namely, the objective function \(\tilde{\mathcal{d}}_{DP}(f(y|X; \theta))\) in (4) is expressed by removing the outliers \((y_1, x_1)\), and as a result, the effect of the outliers can be ignored in the parameter estimation.

### 3.2 Case: \(\gamma\)-divergence

Suppose that \(h(x,y), h(y|x),\) and \(h(x)\) are the underlying probability density (or mass) functions of \((x,y), y \) given \(x\), and \(x\), respectively. Let \(f(y|x; \theta)\) be the probability density (or mass) function of \(y\) given \(x\) with parameter \(\theta\). This paper uses the definition of the \(\gamma\)-cross entropy of Kawashima and Fujisawa (2017) as follows.

\[
d_{\gamma}(h(y|x), f(y|x; \theta); h(x)) = -\frac{1}{\gamma} \log \left( \int h(y|x) f(y|x; \theta)^\gamma dy \right) h(x) dx + \frac{1}{1+\gamma} \log \left( \int f(y|x; \theta)^{1+\gamma} dy \right) h(x) dx \\
= -\frac{1}{\gamma} \log \int f(y|x; \theta)^\gamma h(y,x) dx dy + \frac{1}{1+\gamma} \log \left( \int f(y|x; \theta)^{1+\gamma} dy \right) h(x) dx
\]

for \(\gamma > 0\). Using the \(\gamma\)-cross entropy, the \(\gamma\)-divergence is defined as follows.

\[
D_{\gamma}(h(y|x), f(y|x; \theta); h(x)) = -d_{\gamma}(h(y|x), h(y|x); h(x)) + d_{\gamma}(h(y|x), f(y|x; \theta); h(x)).
\]

About the properties of the \(\gamma\)-divergence, see Fujisawa and Eguchi (2008) and Kawashima and Fujisawa (2017).

Using the \(\gamma\)-divergence, the target parameter can be considered by

\[
\hat{\theta}_\gamma = \arg \min_{\theta} D_{\gamma}(h(y|x), f(y|x; \theta); h(x)) \\
= \arg \min_{\theta} d_{\gamma}(h(y|x), f(y|x; \theta); h(x)),
\]

and when \(h(y|x) = f(y|x; \theta^*)\), \(\hat{\theta}_\gamma = \theta^*\).

Suppose that the observed data \((x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\) are randomly drawn from the underlying distribution \(h(x,y)\). Then, from the formulation (6), the \(\gamma\)-cross entropy is empirically estimated by

\[
\tilde{d}_{\gamma}(f(y|x; \theta)) = -\frac{1}{\gamma} \log \left\{ \frac{1}{n} \sum_{i=1}^{n} f(y|x_i; \theta)^\gamma \right\} + \frac{1}{1+\gamma} \log \left\{ \frac{1}{n} \sum_{i=1}^{n} f(y|x_i; \theta)^{1+\gamma} \right\}.
\]

Namely, the \(\gamma\)-estimator is defined by

\[
\hat{\theta}_{\gamma} = \arg \min_{\theta} \tilde{d}_{\gamma}(f(y|x; \theta)).
\]

Based on the above, we propose the following \(\gamma\)-estimator for the ordinal response model.

\[
\hat{\theta}_{\gamma} = \arg \min_{\theta} \tilde{d}_{\gamma}(f(y|X; \theta)),
\]
where the empirically estimated $\gamma$-cross entropy
\[
\hat{d}_\gamma(f(y|X;\theta)) = -\frac{1}{\gamma} \log \left\{ \frac{1}{n} \sum_{i=1}^{n} \left[ G(\delta_{y_i} - x_i^\top \beta) - G(\delta_{y_i-1} - x_i^\top \beta) \right]^\gamma \right\} \\
+ \frac{1}{1+\gamma} \log \left\{ \frac{1}{n} \sum_{i=1}^{n} \sum_{m=1}^{M} \left[ G(\delta_m - x_i^\top \beta) - G(\delta_{m-1} - x_i^\top \beta) \right]^{1+\gamma} \right\}.
\]

(9)

We briefly confirm that the proposed $\gamma$-estimator is robust against outliers. Suppose that $|x_i^\top \beta|$ is large enough, i.e., $(y_1, x_1)$ is outliers compared to the other data. Then, the empirically estimated $\gamma$-cross entropy (9) is expressed as
\[
\hat{d}_\gamma(f(y|X;\theta)) \approx -\frac{1}{\gamma} \log \left\{ \frac{1}{n} \sum_{i=2}^{n} \left[ G(\delta_{y_i} - x_i^\top \beta) - G(\delta_{y_i-1} - x_i^\top \beta) \right]^\gamma \right\} \\
+ \frac{1}{1+\gamma} \log \left\{ \frac{1}{n} \sum_{i=2}^{n} \sum_{m=1}^{M} \left[ G(\delta_m - x_i^\top \beta) - G(\delta_{m-1} - x_i^\top \beta) \right]^{1+\gamma} \right\}
\]
since $G(\delta_{y_i} - x_i^\top \beta) - G(\delta_{y_i-1} - x_i^\top \beta)$ takes a small value. Namely, the objective function $\hat{d}_\gamma(f(y|X;\theta))$ in (8) is expressed by removing the outliers $(y_1, x_1)$, and as a result, the effect of the outliers can be ignored in the parameter estimation.

### 4 Influence functions for the ordinal response model

The influence function is classically often used as a measure of robustness of an estimator, and it is required that the influence function is bounded for the observations (see, Hampel, 1974). This is because the influence function represents the effect on the estimator when there are a few outliers in the observed values. Furthermore, it preferably has the redescendence, that is the property that large outliers have little effect on the parameter estimation (Maronna et al., 2019).

This section derives the respective influence functions in the ordinal response model using the DP and $\gamma$-divergences, and discusses the robustness of each proposed estimation method against outliers in terms of the influence functions. The influence functions are plotted and compared. Before that, we describe notations for the discussion and discuss the influence function in the maximum likelihood method.

Suppose that $(y_1, x_1), (y_2, x_2), \ldots, (y_n, x_n)$ are generated from the true distribution $F(y, x)$, and consider the contaminated model $F_\rho(y, x) = (1 - \rho)F(y, x) + \rho \Delta(y_o, x_o)(y, x)$, where $\rho$ is the contamination ratio and $\Delta(y_o, x_o)(y, x)$ is the contaminating distribution degenerated at $(y_o, x_o)$. The influence function in the ordinal response model using the maximum likelihood method is expressed as follows.

\[
IF_{ML}(y_o, x_o; F, \theta) = (M_{ML}(\theta, \psi_{ML}))^{-1} \psi_{ML}(y_o|x_o; \theta),
\]

where
\[
\psi_{ML}(y_o|x_o; \theta) = s(y_o|x_o; \theta) = \frac{\partial \log f(y_o|x_o; \theta)}{\partial \theta},
\]
\[
M_{ML}(\theta, \psi_{ML}) = -nE_{(y,x)} \left[ \frac{\partial}{\partial \theta} \psi_{ML}(y|x; \theta) \right] = nI(\theta),
\]

and $I(\theta)$ is the fisher information matrix. Note that since $E_{(y,x)}$ is the expected value for the distribution $F(y, x)$, $M_{ML}(\theta, \psi_{ML})$ is constant and bounded with respect to $(y, x)$. That is, for the boundedness of the influence function $IF_{ML}(y_o, x_o; F, \theta)$, the function $\psi_{ML}(y_o|x_o; \theta)$ must be bounded.
The influence function of the parameter \( \beta_k \) \((k = 1, 2, \ldots, p)\) in the maximum likelihood method for the ordinal response model is expressed as follows.

\[
IF_{ML}(y_o, x_o; F, \beta_k) \propto \psi_{ML}(y_o | x_o; \beta_k) = -\frac{g(\delta_{y_o} - x_o^\top \beta) - g(\delta_{y_o-1} - x_o^\top \beta)}{G(\delta_{y_o} - x_o^\top \beta) - G(\delta_{y_o-1} - x_o^\top \beta)} x_{ok}.
\] (10)

The influence function of the parameter \( \delta_l \) \((l = 1, 2, \ldots, M - 1)\) in the maximum likelihood method for the ordinal response model is expressed as follows.

\[
IF_{ML}(y_o, x_o; F, \delta_l) \propto \psi_{ML}(y_o | x_o; \delta_l) = \frac{g(\delta_l - x_o^\top \beta) [I(y_o = l) - I(y_o = l + 1)]}{G(\delta_{y_o} - x_o^\top \beta) - G(\delta_{y_o-1} - x_o^\top \beta)}.
\] (11)

In order for these influence functions (10) and (11) to be bounded in the maximum likelihood method, the conditions for the distribution \( G \) of \( \varepsilon_i \) in the latent variable model (1) were derived by Scalera et al. (2021).

**Theorem 1** (Proposition 3.2 of Scalera et al., 2021). The influence function for \( \beta \) (10) is bounded if and only if

\[
\lim_{u \to \pm \infty} \left| \frac{\partial \log g(u)}{\partial u} \right| < +\infty,
\] (12)

where the \( g(\cdot) \) is the density function of \( G \).

**Theorem 2** (Proposition 3.1 of Scalera et al., 2021). The influence function for \( \delta \) (11) is bounded if and only if

\[
\lim_{u \to \pm \infty} \left| \frac{\partial \log g(u)}{\partial u} \right| < +\infty,
\] (13)

where the \( g(\cdot) \) is the density function of \( G \).

The distributions \( G \) that satisfy the conditions (12) and (13) include the Student’s \( t \)-distribution where the degree of freedom \( \nu \) is sufficiently small (Scalera et al., 2021). When the distribution \( G \) is the Student’s \( t \)-distribution, since the influence function of \( \beta_k \) is \(-\nu - 1\) for large outliers, the influence function of \( \beta_k \) is bounded for \( \nu < +\infty \), however the parameter estimation is always affected by outliers constantly. Of course, the same is true for \( \delta_l \).

Although Scalera et al. (2021) mention the boundedness of the influence functions in the maximum likelihood method, they do not mention redescendence. Hence, we further give the following theorem on the redescendence of the influence functions in the maximum likelihood method.

**Theorem 3.** The influence functions for \( \beta \) (10) and \( \delta \) (11) in the maximum likelihood method for the ordinal response model are not redescendence.

The proof is given in Appendix A.1.

**Remark** (Redescendence of the influence function of the maximum likelihood method in the ordinal response model). There are various studies on heavy-tailed distributions, and recently the log-regularly varying function (Desgagné, 2015) whose order of tail is same as \((u \log u)^{-1}\), such as the log-Pareto truncated normal distribution proposed by Gagnon et al. (2020) and the extremely heavily-tailed distribution proposed by Hamura et al. (2022) is well known. However, even if these distributions are applied to \( G(\cdot) \), the influence function of \( \beta_k \) for the maximum likelihood method in the ordinal response model do not have redescendence. It is also known that \( g(\delta_l - x_o^\top \beta) / g(\delta - x_o^\top \beta) \) is of constant order for regularly varying and log-regularly varying functions (O’Hagan and Pericchi, 2012; Desgagné, 2015). Therefore, when Student’s \( t \)-distribution or the heavy tailed distributions described above is applied to the distribution \( G(\cdot) \), when \( y_i = 1 \) and \( l = 1 \), or \( y_i = M \) and \( l = M - 1 \), the influence function of \( \delta_l \) is zero for large outliers.
4.1 Case: Density-Power divergence

In the similar manner as in the maximum likelihood method, the influence function using the DP divergence is expressed as follows.

\[ IF_{DP}(y_o, x_o; F, \beta_k) \propto \psi_{DP}(y_o|x_o; \theta), \]

where

\[
\psi_{DP}(y_o|x_o; \theta) = f(y_o|x_o; \theta)^\alpha s(y_o|x_o; \theta) - E_{(y|x)}[f(y|x; \theta)^\alpha s(y|x; \theta)]
\]

and \( E_{(y|x)} \) is the conditional expectation for the conditional distribution \( F(y|x) \). Thus, the influence functions of the parameters \( \beta_k \) \((k = 1, 2, \ldots, p)\) and \( \delta_l \) \((l = 1, 2, \ldots, M - 1)\) for the ordinal response model with the DP divergence are expressed by

\[
IF_{DP}(y_o, x_o; F, \beta_k) \propto \psi_{DP}(y_o|x_o; \beta_k)
\]

\[
= - \left[ g(\delta_{y_o} - x_o^\top \beta) - g(\delta_{y_o-1} - x_o^\top \beta) \right] \left[ G(\delta_{y_o} - x_o^\top \beta) - G(\delta_{y_o-1} - x_o^\top \beta) \right]^{\alpha - 1} x_{ok}
\]

\[
+ \left( \sum_{m=1}^{M} \left[ g(\delta_m - x_o^\top \beta) - g(\delta_{m-1} - x_o^\top \beta) \right] \left[ G(\delta_m - x_o^\top \beta) - G(\delta_{m-1} - x_o^\top \beta) \right]^\alpha \right) x_{ok}
\]

and

\[
IF_{DP}(y_o, x_o; F, \delta_l) \propto \psi_{DP}(y_o|x_o; \delta_l)
\]

\[
= g(\delta_l - x_o^\top \beta) \left[ G(\delta_{y_o} - x_o^\top \beta) - G(\delta_{y_o-1} - x_o^\top \beta) \right]^{\alpha - 1} [I(y_o = l) - I(y_o = l + 1)]
\]

\[
- g(\delta_l - x_o^\top \beta) \times \left[ G(\delta_l - x_o^\top \beta) - G(\delta_{l-1} - x_o^\top \beta) \right]^{\alpha - 1} \left[ G(\delta_{l+1} - x_o^\top \beta) - G(\delta_l - x_o^\top \beta) \right]^{\alpha},
\]

respectively.

Here, the following theorem holds for the influence functions (14) and (15) using the DP divergence.

**Theorem 4.** If there exists a certain \( 0 < \alpha \leq 1 \) such that

\[
\lim_{u \to \pm \infty} g(u)^\alpha u = 0,
\]

then the influence functions (14) and (15) are bounded and redescendent.

The proof is given in Appendix A.2.

Theorem 4 ensures that the proposed method using the DP divergence is robust against outliers in terms of the influence function. That is, the estimator of the proposed method is hardly affected by the large outliers.

4.2 Case: \( \gamma \)-divergence

In the similar manner as in the maximum likelihood method, the influence function using the \( \gamma \)-divergence is expressed as follows.

\[ IF_{\gamma}(y_o, x_o; F, \theta) \propto \psi_{\gamma}(y_o|x_o; \theta), \]

where

\[
\psi_{\gamma}(y_o|x_o; \theta) = f(y_o|x_o; \theta)^\gamma s(y_o|x_o; \theta)E_{(y|x)}[f(y|x; \theta)^\gamma] - f(y_o|x_o; \theta)^\gamma E_{(y|x)}[f(y|x; \theta)^\gamma s(y|x; \theta)].
\]
Thus, the influence functions of the parameters $\beta_k$ ($k = 1, 2, \ldots, p$) and $\delta_l$ ($l = 1, 2, \ldots, M - 1$) for the ordinal response model with the $\gamma$-divergence are expressed by

$$IF_{\gamma}(y_0, x_0; F, \beta_k) \propto \psi_{\gamma}(y_0|x_0; \beta_k)$$

$$= -\left(\sum_{m=1}^{M} \left[ G(\delta_m - x_o^T \beta) - G(\delta_{m-1} - x_o^T \beta) \right]^{\gamma+1} \right)$$

$$\times \left[ g(\delta_{y_0} - x_o^T \beta) - g(\delta_{y_0-1} - x_o^T \beta) \right] \left[ G(\delta_{y_0} - x_o^T \beta) - G(\delta_{y_0-1} - x_o^T \beta) \right]^{-1} \times_{ok}$$

$$\times \left(\sum_{m=1}^{M} \left[ g(\delta_m - x_o^T \beta) - g(\delta_{m-1} - x_o^T \beta) \right] \left[ G(\delta_m - x_o^T \beta) - G(\delta_{m-1} - x_o^T \beta) \right]^{\gamma} \right)$$

and

$$IF_{\gamma}(y_0, x_0; F, \delta_l) \propto \psi_{\gamma}(y_0|x_0; \delta_l)$$

$$= \left(\sum_{m=1}^{M} \left[ G(\delta_m - x_o^T \beta) - G(\delta_{m-1} - x_o^T \beta) \right]^{\gamma+1} \right)$$

$$\times g(\delta_l - x_o^T \beta) \left[ G(\delta_{y_0} - x_o^T \beta) - G(\delta_{y_0-1} - x_o^T \beta) \right]^{-1} \left[ I(y_0 = l) - I(y_0 = l + 1) \right]$$

$$- g(\delta_l - x_o^T \beta) \left[ G(\delta_{y_0} - x_o^T \beta) - G(\delta_{y_0-1} - x_o^T \beta) \right]^{\gamma}$$

$$\times \left(\left[ G(\delta_l - x_o^T \beta) - G(\delta_{l+1} - x_o^T \beta) \right] - \left[ G(\delta_l - x_o^T \beta) - G(\delta_l - x_o^T \beta) \right]^{\gamma} \right),$$

respectively.

Here, the following theorem holds for the influence functions (17) and (18) using the $\gamma$-divergence.

**Theorem 5.** If there exists a certain $0 < \gamma \leq 1$ such that

$$\lim_{u \to \pm \infty} g(u)^{\gamma} u = 0,$$

then the influence functions (17) and (18) are bounded and redescendent.

The proof of Theorem 5 is omitted since it can be done in the same way as the proof of Theorem 4.

Theorem 5 ensures that the proposed method using the $\gamma$-divergence is robust against outliers in terms of the influence function. That is, the estimator of the proposed method is hardly affected by the large outliers.

### 4.3 Numerical experience of influence functions

Sections 4.1 and 4.2 prove that the influence functions for the ordinal response model using the DP and $\gamma$-divergences are bounded and redescendent under the conditions (16) and (19). In this section, we plot and compare these influence functions. Note that when $\alpha = 0$ and $\gamma = 0$, the methods with the DP and $\gamma$-divergences are the equivalent to the maximum likelihood method, respectively.

The following settings are considered in plotting the influence functions. The ordinal response $y$ generated by (1), where $\beta = 1.0$ (i.e., using one covariate) and $\delta = (-1.5, 0.5, 1.5)$, has 4 categories. For the distribution $G$ of the error term in (1), the standard normal distribution and the standard logistic distribution are used.

Figure 1 plots the influence function (vertical axis) for each parameter against the covariate $x$ (horizontal axis) with the maximum likelihood (black), the DP divergence (blue), and the $\gamma$-divergence (red). The first and second rows of Figure 1 show the standard normal and...
standard logistic distributions for $G$, respectively. The first and second columns are the influence function of $\beta$ and $\delta_1$, respectively. The line type differs according to the tuning parameter in the divergences, “dash” for $\alpha = \gamma = 0.3$, “dot” for $\alpha = \gamma = 0.5$, “dot-dash” when $\alpha = \gamma = 0.7$, and “long-dash” when $\alpha = \gamma = 1.0$. In plotting the influence functions, we set $y = 1$.

Since conditions (16) and (19) are satisfied when distribution $G$ is the standard normal distribution or the standard logistic distribution, as can be seen from Figure 1, the influence functions with the DP and $\gamma$-divergences are both bounded and redescendence. On the other hand, since the standard normal distribution does not satisfy the conditions (12) and (13), the influence function in the maximum likelihood method is not bounded, as can be seen from Figure 1, and since the standard logistic distribution satisfies only the condition (13), the influence function of $\beta$ is not bounded and that of $\delta_1$ is bounded.

In addition, since the order of $g(u)^\alpha u$ (or $g(u)^\gamma u$) is smaller when the distribution $G$ is lighter in conditions (16) and (19), from the proof of Theorems 4 and 5 (see Appendix A.2), the influence function converges to zero faster when $G$ is lighter. Thus, since the standard normal distribution is lighter than the standard logistic distribution, the first row of Figure 1 converges to zero faster than the second row.

For the influence functions with the DP and $\gamma$-divergences, when the tuning parameters $\alpha$ and $\gamma$ are the same value, the influence function with the $\gamma$-divergence takes smaller values when $x$ is around 0, but when $|x| \to \infty$, the influence functions with the DP and $\gamma$-divergences take the same value.

Figure 1: Plot of influence function for each parameter with the maximum likelihood (black), the DP divergence (blue) and the $\gamma$-divergence (red): the horizontal is the value of covariates, the vertical is the value of influence function: the first row for the distribution $G$ with standard normal distribution, the second row for standard logistic distribution: the first column is for the coefficient parameter $\beta$, the second column is for the cutoff parameter $\delta_1$

5 Asymptotic properties for proposed robust estimators and their test procedures

This section presents the asymptotic distributions of the proposed DP and $\gamma$-estimators and proposes the test procedures using them.
5.1 Case: Density-Power divergence

Under general regularity conditions (Huber and Ronchetti, 2009), the proposed DP-estimator $\hat{\theta}_{DP}$ (4) is asymptotically a multivariate normal distribution, i.e.,

$$\sqrt{n}(\hat{\theta}_{DP} - \theta) \xrightarrow{d} N(0, V_{DP}(\theta, \psi_{DP})), \quad (20)$$

where the asymptotic covariance matrix is

$$V_{DP}(\theta, \psi_{DP}) = (M_{DP}(\theta, \psi_{DP}))^{-1} Q_{DP}(\theta, \psi_{DP}) (M_{DP}(\theta, \psi_{DP}))^{-1}$$

with

$$M_{DP}(\theta, \psi_{DP}) = -E_{(y,x)} \left[ \frac{\partial}{\partial \theta} \psi_{DP}(y|x; \theta) \right],$$

$$\psi_{DP}(y|x; \theta) = f(y|x; \theta)^{\alpha} s(y|x; \theta) - E_{(y|x)} [f(y|x; \theta)^{\alpha} s(y|x; \theta)],$$

and

$$Q_{DP}(\theta, \psi_{DP}) = E_{(y,x)} \left[ \psi_{DP}(y|x; \theta) \psi_{DP}(y|x; \theta)^\top \right].$$

Since the estimator $\hat{V}_{DP}(\theta, \psi_{DP})$ of the asymptotic covariance matrix $V_{DP}(\theta, \psi_{DP})$ is

$$\hat{V}_{DP}(\theta, \psi_{DP}) = \left( \hat{M}_{DP}(\theta, \psi_{DP}) \right)^{-1} \hat{Q}_{DP}(\theta, \psi_{DP}) \left( \hat{M}_{DP}(\theta, \psi_{DP}) \right)^{-1},$$

where

$$\hat{M}_{DP}(\theta, \psi_{DP}) = -\frac{1}{n} \sum_{i=1}^{n} \frac{\partial}{\partial \theta} \psi_{DP}(y_i|x_i; \theta) \bigg|_{\theta = \hat{\theta}_{DP}}$$

and

$$\hat{Q}_{DP}(\theta, \psi_{DP}) = \frac{1}{n} \sum_{i=1}^{n} \psi_{DP}(y_i|x_i; \hat{\theta}_{DP}) \psi_{DP}(y_i|x_i; \hat{\theta}_{DP})^\top,$$

and $\hat{V}_{DP}(\theta, \psi_{DP})$ is consistent for $V_{DP}(\theta, \psi_{DP})$, then with the equation (20), $\sqrt{n}(\hat{\theta}_{DP} - \theta)$ is asymptotically a multivariate normal distribution $N(0, V_{DP}(\theta, \psi_{DP}))$.

Hence under the null hypothesis $H_0^k: \beta_k = 0$ for $k = 1,2,\ldots,p$,

$$T_{\beta_k} = \frac{\hat{\beta}_k^{DP} - \beta_k}{\sqrt{\hat{\sigma}_{\beta_k}^{DP} / n}} \xrightarrow{d} N(0,1),$$

where $\hat{\sigma}_{\beta_k}^{DP}[\beta_k]$ is the $k$-th element on the diagonal of $\hat{V}_{DP}(\beta, \psi_{DP})$, $\hat{V}_{DP}(\beta, \psi_{DP})$ is the submatrix of $\hat{V}_{DP}(\theta, \psi_{DP})$ related to the coefficient parameters $\beta$, and $\hat{\beta}_k^{DP}$ is the $k$-th element of the proposed DP-estimator $\hat{\beta}_{DP}$ of $\beta$.

5.2 Case: $\gamma$-divergence

Under general regularity conditions (Huber and Ronchetti, 2009), the proposed $\gamma$-estimator $\hat{\theta}_{\gamma}$ (4) is asymptotically a multivariate normal distribution, i.e.,

$$\sqrt{n}(\hat{\theta}_{\gamma} - \theta) \xrightarrow{d} N(0, V_{\gamma}(\theta, \psi_{\gamma})), \quad (21)$$

where the asymptotic covariance matrix is

$$V_{\gamma}(\theta, \psi_{\gamma}) = (M_{\gamma}(\theta, \psi_{\gamma}))^{-1} Q_{\gamma}(\theta, \psi_{\gamma}) (M_{\gamma}(\theta, \psi_{\gamma}))^{-1}$$

with

$$M_{\gamma}(\theta, \psi_{\gamma}) = -E_{(y,x)} \left[ \frac{\partial}{\partial \theta} \psi_{\gamma}(y|x; \theta) \right],$$

$$\psi_{\gamma}(y|x; \theta) = f(y|x; \theta)^{\gamma} s(y|x; \theta) - E_{(y|x)} [f(y|x; \theta)^{\gamma} s(y|x; \theta)] - f(y|x; \theta)^{\gamma} E_{(y|x)} [f(y|x; \theta)^{\gamma} s(y|x; \theta)].$$
and
\[ Q_{\gamma}(\theta, \psi_\gamma) = \mathbb{E}_{(y|x)} \left[ \psi_\gamma(y|x; \theta) \psi_\gamma(y|x; \theta)^\top \right]. \]

Since the estimator \( \hat{V}_\gamma(\theta, \psi_\gamma) \) of the asymptotic covariance matrix \( V_\gamma(\theta, \psi_\gamma) \) is

\[ \hat{V}_\gamma(\theta, \psi_\gamma) = \left( \hat{M}_\gamma(\theta, \psi_\gamma) \right)^{-1} \hat{Q}_\gamma(\theta, \psi_\gamma) \left( \hat{M}_\gamma(\theta, \psi_\gamma) \right)^{-1}, \]

where
\[ \hat{M}_\gamma(\theta, \psi_\gamma) = -\frac{1}{n} \sum_{i=1}^{n} \left. \frac{\partial}{\partial \theta} \psi_\gamma(y_i|x_i; \theta) \right|_{\theta=\hat{\theta}_\gamma} \]
and
\[ \hat{Q}_\gamma(\theta, \psi_\gamma) = \frac{1}{n} \sum_{i=1}^{n} \psi_\gamma(y_i|x_i; \hat{\theta}_\gamma) \psi_\gamma(y_i|x_i; \hat{\theta}_\gamma)^\top, \]

and \( \hat{V}_\gamma(\theta, \psi_\gamma) \) is consistent for \( V_\gamma(\theta, \psi_\gamma) \), then with the equation (21), \( \sqrt{n}(\hat{\theta}_\gamma - \theta) \) is asymptotically a multivariate normal distribution \( N(0, \hat{V}_\gamma(\theta, \psi_\gamma)) \).

Hence under the null hypothesis \( H_0^k : \beta_k = 0 \) for \( k = 1, 2, \ldots, p \),

\[ T_{\beta_k} = \frac{\hat{\beta}_k^\gamma - \beta_k}{\sqrt{\hat{\sigma}^2_{\beta_k}}} \xrightarrow{d} N(0, 1), \]

where \( \hat{\sigma}^2_{\beta_k} \) is the \( k \)-th element on the diagonal of \( \hat{V}_\gamma(\beta, \psi_\gamma) \), \( \hat{V}_\gamma(\beta, \psi_\gamma) \) is the submatrix of \( \hat{V}_\gamma(\theta, \psi_\gamma) \) related to the coefficient parameters \( \beta \), and \( \hat{\beta}_k^\gamma \) is the \( k \)-th element of the proposed \( \gamma \)-estimator \( \hat{\beta}_\gamma \) of \( \beta \).

## 6 Numerical Experiments

This section shows the performance of the proposed robust ordinal response model with the DP and \( \gamma \)-divergences by means of numerical experiments with artificially generated data and two real data.

### 6.1 Simulation study

This section performs some simulation studies of the proposed methods, referring to Section 5 of Scalera et al. (2021). We consider the following latent variable model (1) for ordered categorical data \( y \) with five categories (i.e., \( M = 5 \)) as the response variable.

\[ z = x\beta_1 + d\beta_2 + xd\beta_3 + \epsilon, \]

where \( x \sim N(0, 1), d \sim \text{Bernoulli}(0.25), x \) and \( d \) are mutually independent. The random variable \( \epsilon \) has standard normal, logistic, and Gumbel distributions, and in this numerical experiment we use the link function suitable for the each error distribution. That is, probit link for normal distribution, logit link for logistic distribution, and log-log link for Gumbel distribution are used. This is because the misspecification of the link function causes a substantial bias in the parameter estimation, apart from the effect of outliers on the inference. The development of an inference method that is robust to both outliers and the misspecification of link functions is the future work. The true values of the regression coefficients \( \beta \) and cutoff \( \delta \) parameters are set as follows according to the distribution \( \epsilon \) has.

- When \( \epsilon \) has the normal distribution:

  \[ (\beta_1, \beta_2, \beta_3) = (2.5, 1.2, 0.7) \quad \text{and} \quad (\delta_1, \delta_2, \delta_3, \delta_4) = (-3.0, -0.7, 1.6, 3.9). \]
• When \( \varepsilon \) has the logistic distribution:

\[
(\beta_1, \beta_2, \beta_3) = (2.5, 1.2, 0.7) \quad \text{and} \quad (\delta_1, \delta_2, \delta_3, \delta_4) = (-3.3, -0.8, 1.7, 4.2).
\]

• When \( \varepsilon \) has the Gumbel distribution:

\[
(\beta_1, \beta_2, \beta_3) = (2.5, 1.2, 0.7) \quad \text{and} \quad (\delta_1, \delta_2, \delta_3, \delta_4) = (-2.9, 1.0, 2.9, 4.8).
\]

We generate 200 observations with the above settings, and then generate outliers in the covariate \( x_i \) for 5 and 10 percent of the total observations (i.e., 10 and 20 outliers) from \( N(20, 1) \) and replace them with \( x_i \) at random.

Using the link functions corresponding to the error distributions of \( \varepsilon \), we compare the maximum likelihood method with the proposed methods using the DP and \( \gamma \)-divergences, using bias, mean squared error (MSE), and percentage of correctly classified responses (CCR):

\[
\text{Bias}_j = \frac{1}{S} \sum_{s=1}^{S} \hat{\theta}_{js} - \theta_j, \quad \text{MSE}_j = \frac{1}{S} \sum_{s=1}^{S} (\hat{\theta}_{js} - \theta_j)^2, \quad \text{CCR} = \frac{1}{S} \sum_{s=1}^{S} I(y_n = y_n^*),
\]

where \( S \) is the number of iterations (\( S = 1000 \) in this simulation), \( j \) is the index for each parameter, \( \hat{\theta}_{js} \) is the estimated value of the parameter at the \( s \)th iteration, \( y_n \) is the predicted ordinal response using \( \hat{\theta}_{js} \) and the newly generated non-outlier covariates \( x \) and \( d \) at the \( s \)th iteration, \( y_n^* \) is the validation data at the \( s \)th iteration, and \( I(A) \) is an indicator function that returns 1 when \( A \) is true and 0 otherwise.

The maximum likelihood method using the cauchit link, which is the distribution function of the Cauchy distribution and the link function whose influence function is bounded in shown by Scalera et al. (2021), is also included in the comparison. This is because as mentioned earlier, the misspecification of the link function certainly causes a substantial bias in the parameter estimation, but as shown in our simulation results to be presented later, it seems to perform better in the prediction than using a link function whose influence function is not bounded.

Tables 1 to 3 summarize the simulation results for the settings described above. Tables 1, 2, and 3 show the results when \( \varepsilon \) has the normal distribution, logistic distribution, and Gumbel distribution, respectively. When the outlier ratio is 0%, the maximum likelihood methods with suitable links minimize bias and MSE and have high CCR values in most cases, no matter which distribution \( \varepsilon \) follows. Notably, however, the proposed methods with the DP and \( \gamma \)-divergences also perform as well as the maximum likelihood methods. Since it is difficult to determine whether there are outliers or not in most cases in real data, it is a very desirable property that the estimation accuracy is equivalent to that of the maximum likelihood method even when there are no outliers in reality. When the cauchit link is used in the maximum likelihood method, the bias and MSE are still large due to the misspecification of the link function, but CCR is not that much worse than other methods.

When the data contain outliers, this simulation suggests that the maximum likelihood methods are considerably affected by the outliers. In addition, the maximum likelihood method with the cauchit link misspecifies the link function, resulting in considerably larger values of bias and MSE. On the other hand, as Scalera et al. (2021) also mentioned, since the influence function in the maximum likelihood method with the cauchit link is bounded, the prediction accuracy in terms of CCR values is better than that of the maximum likelihood method with correctly specified links. However, it can be seen from Tables 1 to 3 that our proposed methods are more accurate in terms of bias, MSE, and CCR. It is particularly noteworthy that the maximum likelihood method with the cauchit link gives considerably worse CCR values when the outlier ratio increases, while our proposed methods show almost no decrease in the CCR values. This may be because, as shown in Section 4, the proposed methods whose influence functions satisfy not only boundedness but also redescendence are more robust than the maximum likelihood method with the cauchit link.
Comparing the methods using the DP and $\gamma$-divergences, it is found that there is little difference in all the values of the bias, MSE, and CCR. However, although the difference is really small, the values of the bias and MSE are smaller for the method using the DP divergence, while the value of the CCR is larger for the method using $\gamma$-divergences. This tendency may slightly change depending on the selection of the tuning parameters, $\alpha$ and $\gamma$, as described in Remark below, but our empirical results are generally good when the values of $\alpha$ and $\gamma$ are set at around $0.3 \sim 0.5$.

Next, we conduct a numerical experiment that is almost the same as the data generation process described above, but this time the outlier ratio in the covariate $x_i$ is fixed at 5% and the mean of the normal distribution of outliers is varied. Tables 4, 5, and 6 show the results for the mean parameter values of 5, 10, and 20 with the probit, logit, and log-log link functions. When the value of the mean parameter is set to 20, the settings are the same as those in the middle panels of Tables 1 to 3, and hence these values are reproduced in the tables. The results in Tables 4 to 6 are consistent with the results of the theorems on the influence function in Section 4. Since the maximum likelihood method with the probit, logit, and log-log links does not satisfy boundedness, the accuracy of inference on the bias, MSE, and CCR becomes worse for larger values of outliers. In contrast, the influence function of our method with the DP and $\gamma$-divergences satisfies both boundedness and redescendence, and the inference accuracy is robust to increasing values of outliers. Moreover, since our method can ignore the influence of outliers more as the value of outliers increases, the inference accuracy is better for most of the indices when the value of the mean parameter of the contaminated normal distribution is 20 than for the other cases.

Remark (Selection of tuning parameters, $\alpha$ and $\gamma$). The DP and $\gamma$-divergences use tuning parameters $\alpha$ and $\gamma$, respectively, to control the robustness against outliers. Basu et al. (1998) mentioned that if the value of tuning parameter is smaller than necessary, the effect of outliers on the estimators obtained by using these divergences cannot be adequately removed, on the contrary, if a larger tuning parameter value is used than necessary, the statistical efficiency of the estimators will be lost instead. Namely, there is a trade-off between robustness and efficiency. Therefore, we would like to lightly discuss how to choose tuning parameters.

A simple and well-known method for selecting tuning parameters is to use the asymptotic relative efficiency, which is calculated using the asymptotic variance of the estimator in the robust divergence-based method and the asymptotic variance of the estimator in the maximum likelihood method. Another well-known method is the method using cross-validation, but it is not straightforward when outliers exist in the data, so we have to find appropriate values of tuning parameters through trial and error. Recently, Sugasawa and Yonekura (2021) improved the method proposed by Warwick and Jones (2005) and Basak et al. (2021) for selecting tuning parameters based on the asymptotic approximation of the mean square error in a simple normal model and linear regression, and proposed a method for selecting tuning parameters based on the asymptotic approximation of the Hyvärinen score (Shao et al., 2019; Dawid and Musio, 2015) using unnormalized models based on robust divergence. The extension of their method to the ordinal response model will be the subject of future work.
### Table 1: Bias, mean square error (MSE), and percentage of correctly classified responses (CCR) using the maximum likelihood, DP and $\gamma$-divergences methods in the ordinal response model with the probit link, and maximum likelihood method with the cauchit link. The outlier ratios are 0, 5, and 10%.

Bold, *, and ** denote the first, second, and third best performance, respectively.

| Outlier Ratio | Bias tuning | $\beta_1$ | $\beta_2$ | $\beta_3$ | $\delta_1$ | $\delta_2$ | $\delta_3$ | $\delta_4$ | MSE | $\beta_1$ | $\beta_2$ | $\beta_3$ | $\delta_1$ | $\delta_2$ | $\delta_3$ | $\delta_4$ | CCR |
|---------------|-------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----|
| 0%            | ML          | 0.0767    | 0.0350    | 0.0435    | 0.0916    | 0.0216    | 0.0457    | 0.1219    | 0.0596 | 0.0597    | 0.0993    | 0.0996    | 0.0276    | 0.0450    | 0.1552    | 0.6854 |
|               | ML + Cauchit| 3.8257    | 1.8362    | 1.1407    | 4.8149    | 1.0724    | 2.4343    | 6.2213    | 15.6089 | 3.9851    | 2.1628    | 24.7377   | 1.4026    | 6.4745    | 41.2110   | 0.6827 |
|               | DP          | 0.0825*   | 0.0373*   | 0.0439*   | 0.0990*   | 0.0237*   | 0.0495*   | 0.1301*   | 0.0682* | 0.0658*   | 0.1072*   | 0.1137*   | 0.0301*   | 0.0496*   | 0.1774*   | 0.6859**|
|               | DP          | 0.5       | 0.1018    | 0.0468    | 0.0518    | 0.1218    | 0.0288    | 0.0612    | 0.1603    | 0.0848 | 0.0759    | 0.1210    | 0.1388    | 0.0336    | 0.0579    | 0.2187    | 0.6862  |
|               | $\gamma$    | 0.3       | 0.0829**  | 0.0375**  | 0.0440**  | 0.0995**  | 0.0238**  | 0.0498**  | 0.1309**  | 0.0687** | 0.0659**  | 0.1073**  | 0.1144**  | 0.0302**  | 0.0498**  | 0.1788**  | 0.6859**|
|               | $\gamma$    | 0.5       | 0.1045    | 0.0481    | 0.0526    | 0.1248    | 0.0296    | 0.0628    | 0.1643    | 0.0877 | 0.0767    | 0.1217    | 0.1428    | 0.0340    | 0.0591    | 0.2256    | 0.6862  |
| 5%            | ML          | 2.4694    | 0.6027    | 0.9202    | 1.7694    | 0.4388    | 0.8950    | 2.1682    | 6.0983 | 0.4111    | 0.9292    | 3.1509    | 0.2043    | 0.8152    | 4.7388    | 0.4162 |
|               | ML + Cauchit| 0.1015    | 0.9756    | 2.2620    | 1.5232    | 0.1972    | 0.5918    | 3.2111    | 3.7708 | 6.7094    | 24.7913   | 4.2271    | 2.6955    | 1.2385    | 44.8350   | 0.5779 |
|               | DP          | 0.0180*   | 0.0008    | 0.0277    | 0.0039*   | 0.0003    | 0.0069*   | 0.0036    | 0.0538 | 0.0645    | 0.1004    | 0.0948    | 0.0284    | 0.0417    | 0.1395    | 0.6829 |
|               | DP          | 0.5       | 0.0035    | 0.0306*   | 0.0035*   | 0.0039*   | 0.0041*   | 0.0175*   | 0.0637 | 0.0722**  | 0.1114**  | 0.1094**  | 0.0313**  | 0.0409**  | 0.1640**  | 0.6834 |
|               | $\gamma$    | 0.3       | 0.0207**  | 0.0196**  | 0.0392**  | 0.0410**  | 0.0110**  | 0.0178**  | 0.0625**  | 0.0566 | 0.0673*   | 0.1047**  | 0.1014**  | 0.0297*   | 0.0440*   | 0.1508*   | 0.6832 |
|               | $\gamma$    | 0.5       | 0.0802    | 0.0488    | 0.0574    | 0.1059    | 0.0286    | 0.0523    | 0.1524    | 0.0794 | 0.0816    | 0.1239    | 0.1364    | 0.0356    | 0.0558    | 0.2112    | 0.6830**|
| 10%           | ML          | 2.4863    | 0.6091    | 0.9294    | 1.7779    | 0.4362    | 0.9058    | 2.1811    | 6.1817 | 0.4116    | 0.9308    | 3.1810    | 0.2029    | 0.8354    | 4.7976    | 0.4211 |
|               | ML + Cauchit| 2.3053    | 0.0783    | 2.5291    | 0.0143*   | 0.2849    | 0.4374    | 0.6278    | 5.8831 | 0.7122    | 8.1479    | 0.5887    | 0.1366    | 0.3513    | 3.7515    | 0.4341 |
|               | DP          | 0.3       | 0.0574    | 0.0326    | 0.0346    | 0.0734*   | 0.0179    | 0.0359    | 0.0960    | 0.0701 | 0.0710    | 0.1136    | 0.1163    | 0.0323    | 0.0508    | 0.1778    | 0.6805 |
|               | DP          | 0.5       | 0.0741*   | 0.0420*   | 0.0423*   | 0.0919**  | 0.0229*   | 0.0459*   | 0.1225*   | 0.0858 | 0.0815*   | 0.1277**  | 0.1384*   | 0.0358*   | 0.0587*   | 0.2163*   | 0.6794 |
|               | $\gamma$    | 0.3       | 0.1375**  | 0.0714**  | 0.0580**  | 0.1662    | 0.0401**  | 0.0869**  | 0.2177**  | 0.0920 | 0.0803*   | 0.1237*   | 0.1495**  | 0.0364**  | 0.0617**  | 0.2329**  | 0.6803 |
|               | $\gamma$    | 0.5       | 0.2601    | 0.1322    | 0.0978    | 0.3069    | 0.0744    | 0.1641    | 0.4053    | 0.1704 | 0.1134    | 0.1596    | 0.2612    | 0.0489    | 0.0984    | 0.4244    | 0.6795**|
Table 2: Bias, mean square error (MSE), and percentage of correctly classified responses (CCR) using the maximum likelihood, DP and $\gamma$-divergences methods in the ordinal response model with the logit link, and maximum likelihood method with the cauchit link. The outlier ratios are 0, 5, and 10%. Bold, *, and ** denote the first, second, and third best performance, respectively.

| Outlier Ratio | Bias tuning | $\beta_1$ | $\beta_2$ | $\beta_3$ | $\delta_1$ | $\delta_2$ | $\delta_3$ | $\delta_4$ | MSE $\beta_1$ | MSE $\beta_2$ | MSE $\beta_3$ | MSE $\delta_1$ | MSE $\delta_2$ | MSE $\delta_3$ | MSE $\delta_4$ | CCR |
|---------------|-------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------|
| 0%            | ML          | 0.0578    | 0.0310    | 0.0390    | 0.0749    | 0.0125    | 0.0372    | 0.0976    | 0.0695      | 0.1263      | 0.1836      | 0.1311      | 0.0501      | 0.0654      | 0.1791      | 0.5441 |
|               | ML + Cauchit| 0.4540    | 0.2392    | 0.1798    | 0.1828    | 0.1393    | 0.2939    | 1.0295    | 0.3846      | 0.2805      | 1.0078      | 1.0101      | 0.2158      | 1.5714      | 0.5397      |
|               | DP          | 0.0713*   | 0.0364*   | 0.0414*   | 0.0906*   | 0.0164*   | 0.0445*   | 0.1191*   | 0.0794*     | 0.1366*     | 0.1963*     | 0.1462*     | 0.0526*     | 0.0705*     | 0.2043*     | 0.5450 |
|               | DP          | 0.0887    | 0.0447    | 0.0486    | 0.1115    | 0.0212    | 0.0546    | 0.1474    | 0.0935      | 0.1508      | 0.2151      | 0.1689      | 0.0565      | 0.0781      | 0.2414      | 0.5455 |
|               | $\gamma$    | 0.0718**  | 0.0367**  | 0.0416**  | 0.0912**  | 0.0165**  | 0.0448**  | 0.1199**  | 0.0800**    | 0.1368**    | 0.1965**    | 0.1470**    | 0.0527**    | 0.0707**    | 0.2057**    | 0.5451** |
|               | $\gamma$    | 0.0922    | 0.0465    | 0.0498    | 0.1154    | 0.0221    | 0.0568    | 0.1525    | 0.0970      | 0.1523      | 0.2167      | 0.1736      | 0.0569      | 0.0796      | 0.2494      | 0.5455 |
| 5%            | ML          | 2.4412    | 0.3784    | 1.4846    | 1.3235    | 0.3769    | 0.6316    | 1.4210    | 5.9605      | 2.1966      | 2.2996      | 1.8165      | 0.1727      | 0.4368      | 2.1277      | 0.3819 |
|               | ML + Cauchit| 1.1169    | 0.0661    | 0.9473    | 0.2000    | 0.1815    | 0.3024    | 0.0674    | 2.5900      | 0.8044      | 2.9639      | 0.5394      | 0.1182      | 0.2825      | 1.9291      | 0.4696 |
|               | DP          | 0.0614    | 0.0272    | 0.0454    | 0.0832    | 0.0130    | 0.0404    | 0.1050*   | 0.0778      | 0.1424      | 0.2146      | 0.1431      | 0.0543      | 0.0723      | 0.2073      | 0.5417 |
|               | DP          | 0.0795*   | 0.0358*   | 0.0542*   | 0.1039*   | 0.0178*   | 0.0510*   | 0.1338**  | 0.0916**    | 0.1568**    | 0.2357**    | 0.1643**    | 0.0586**    | 0.0801**    | 0.2437**    | 0.5401 |
|               | $\gamma$    | 0.1061**  | 0.0498**  | 0.0598**  | 0.1343**  | 0.0258**  | 0.0761**  | 0.1733    | 0.0890**    | 0.1500      | 0.2252*     | 0.1616*     | 0.0576*     | 0.0793*     | 0.2371*     | 0.5416**|
|               | $\gamma$    | 0.1897    | 0.0891    | 0.0892    | 0.2244    | 0.0479    | 0.1207    | 0.2950    | 0.1536      | 0.1803      | 0.2671      | 0.2265      | 0.0680      | 0.1028      | 0.3477      | 0.5412**|
| 10%           | ML          | 2.4736    | 0.3798    | 1.5006    | 1.3333    | 0.3816    | 0.6414    | 1.4402    | 6.1190      | 0.2191      | 2.3445      | 1.8466      | 0.1781      | 0.4505      | 2.1787      | 0.3745 |
|               | ML + Cauchit| 2.4430    | 0.2876    | 1.7257    | 0.7887    | 0.4208    | 0.7367    | 0.6024    | 6.0382      | 0.4259      | 4.2623      | 0.9332      | 0.2084      | 0.6049      | 1.1041      | 0.3735 |
|               | DP          | 0.0643    | 0.0325    | 0.0438    | 0.0887    | 0.0157    | 0.0387    | 0.1107    | 0.0862      | 0.1515      | 0.2242      | 0.1554      | 0.0582      | 0.0762      | 0.2184      | 0.5370**|
|               | DP          | 0.0842*   | 0.0434*   | 0.0530*   | 0.1117*   | 0.0210*   | 0.0500*   | 0.1420*   | 0.1022*     | 0.1682*     | 0.2462*     | 0.1797*     | 0.0628*     | 0.0846*     | 0.2587*     | 0.5376 |
|               | $\gamma$    | 0.1569**  | 0.0774**  | 0.0721**  | 0.1903**  | 0.0413**  | 0.0974**  | 0.2463**  | 0.1143**    | 0.1688**    | 0.2462**    | 0.1992**    | 0.0655**    | 0.0919**    | 0.2887**    | 0.5368 |
|               | $\gamma$    | 0.2998    | 0.1483    | 0.1207    | 0.3493    | 0.0807    | 0.1864    | 0.4589    | 0.2102      | 0.2242      | 0.3122      | 0.3369      | 0.0846      | 0.1391      | 0.5194      | 0.5375* |
Table 3: Bias, mean square error (MSE), and percentage of correctly classified responses (CCR) using the maximum likelihood, DP and \(\gamma\)-divergences methods in the ordinal response model with the log-log link, and maximum likelihood method with the cauchit link. The outlier ratios are 0, 5, and 10%. Bold, *, and ** denote the first, second, and third best performance, respectively.

| Outlier Ratio | Bias | MSE | CCR |
|---------------|------|-----|-----|
|               | \(\beta_1\) | \(\beta_2\) | \(\beta_3\) | \(\delta_1\) | \(\delta_2\) | \(\delta_3\) | \(\delta_4\) | \(\gamma\) | \(\gamma\) |
| Outlier Ratio 0% | ML | 0.0918 | 0.0563** | 0.0280** | 0.1176 | 0.0285 | 0.0827 | 0.1431 | 0.0763 | 0.0814 | 0.1196** | 0.1424 | 0.0394 | 0.1151 | 0.2664 | 0.6638 |
|                 | ML + Cauchit | 2.5500 | 1.2345 | 0.7202 | 4.0935 | 0.1432 | 2.1380 | 4.2819 | 7.1430 | 2.0246 | 1.1506 | 17.8962 | 1.2194 | 5.3678 | 20.3844 | 0.6614 |
|                 | DP 0.3 | 0.0963* | 0.0517 | 0.0266 | 0.1234* | 0.0321* | 0.0937* | 0.1628* | 0.0861* | 0.0864* | 0.1132 | 0.1445* | 0.0421* | 0.1218* | 0.2500 | 0.6632** |
|                 | DP 0.5 | 0.1192 | 0.0624 | 0.0348 | 0.1526 | 0.0402 | 0.1180 | 0.2042 | 0.1082 | 0.0996 | 0.1285 | 0.1811 | 0.0475 | 0.1472 | 0.3454 | 0.6637* |
| \(\gamma\) 0.3 | 0.0974** | 0.0522* | 0.0268* | 0.1247** | 0.0326** | 0.0950** | 0.1647** | 0.0872** | 0.0868** | 0.1134* | 0.1460** | 0.0424** | 0.1232** | 0.2833** | 0.6632** |
| \(\gamma\) 0.5 | 0.1248 | 0.0651 | 0.0361 | 0.1595 | 0.0427 | 0.1241 | 0.2136 | 0.1141 | 0.1016 | 0.1298 | 0.1903 | 0.0489 | 0.1544 | 0.3624 | 0.6632** |
| Outlier Ratio 5% | ML | 2.4717 | 0.2387 | 1.0820 | 2.0923 | 0.3192 | 1.1554 | 1.7542 | 6.1098 | 0.0903 | 1.2414 | 4.1320 | 0.1209 | 1.3758 | 3.1793 | 0.5044 |
|                 | ML + Cauchit | 0.8895 | 0.1734 | 2.6148 | 1.8459 | 0.5027 | 0.2019 | 1.5774 | 4.1309 | 2.3968 | 29.9653 | 5.4273 | 0.4916 | 2.3734 | 28.1556 | 0.5742 |
|                 | DP 0.3 | 0.0649 | 0.0439 | 0.0296 | 0.0951 | 0.0271 | 0.0665 | 0.1138 | 0.0802 | 0.0885 | 0.1181 | 0.1427 | 0.0430 | 0.1159 | 0.2642 | 0.6684* |
|                 | DP 0.5 | 0.0877* | 0.0533* | 0.0377* | 0.1225* | 0.0358* | 0.0906* | 0.1542* | 0.1002* | 0.1019** | 0.1344** | 0.1768** | 0.0485** | 0.1402** | 0.3257** | 0.6682** |
| \(\gamma\) 0.3 | 0.1159* | 0.0683* | 0.0431* | 0.1573* | 0.0516* | 0.1245* | 0.2012* | 0.0940* | 0.0953* | 0.1242* | 0.1666** | 0.0472* | 0.1339* | 0.3075* | 0.6681 |
| \(\gamma\) 0.5 | 0.2105 | 0.1145 | 0.0704 | 0.2741 | 0.0936 | 0.2286 | 0.3634 | 0.1542 | 0.1249 | 0.1542 | 0.2682 | 0.0630 | 0.2087 | 0.4903 | 0.6693 |
| Outlier Ratio 10% | ML | 2.4849 | 0.2352 | 1.0929 | 2.0422 | 0.3150 | 1.1556 | 1.7498 | 6.1751 | 0.0881 | 1.2570 | 4.1841 | 0.1180 | 1.3763 | 3.1656 | 0.5092 |
|                 | ML + Cauchit | 2.3897 | 0.4202 | 2.6221 | 1.8040 | 0.7450 | 1.1649 | 2.9144** | 5.9013 | 0.4388 | 8.1162 | 2.0854 | 0.5887 | 1.5602 | 1.0103 | 0.5086 |
|                 | DP 0.3 | 0.0956 | 0.0577 | 0.0407 | 0.1300 | 0.0352 | 0.0977 | 0.1693 | 0.0933 | 0.0966* | 0.1293 | 0.1599 | 0.0464 | 0.1332 | 0.3132 | 0.6653 |
|                 | DP 0.5 | 0.1225* | 0.0714* | 0.0507* | 0.1645* | 0.0450* | 0.1263* | 0.2176* | 0.1187* | 0.1121** | 0.1500** | 0.2045* | 0.0527* | 0.1624* | 0.3945* | 0.6637** |
| \(\gamma\) 0.3 | 0.1966** | 0.1066* | 0.0678* | 0.2530** | 0.0829** | 0.2124** | 0.3426 | 0.1318** | 0.1129 | 0.1435* | 0.2232* | 0.0564** | 0.1825** | 0.4346** | 0.6651* |
| \(\gamma\) 0.5 | 0.3639 | 0.1872 | 0.1168 | 0.4636 | 0.1560 | 0.3975 | 0.6314 | 0.2716 | 0.1692 | 0.1983 | 0.4569 | 0.0888 | 0.3531 | 0.8669 | 0.6633 |
Table 4: Bias, mean square error (MSE), and percentage of correctly classified responses (CCR) using the maximum likelihood, DP and $\gamma$-divergences methods in the ordinal response model with the probit link, and maximum likelihood method with the cauchit link. The values of the means of the contaminated normal distribution are 5, 10, and 20. Bold, *, and ** denote the first, second, and third best performance, respectively.

| Tuning | ML | ML + Cauchit | DP | DP | DP | DP | ML + Cauchit | ML + Cauchit |
|--------|----|--------------|----|----|----|----|--------------|--------------|
|        | $\beta_1$ | $\beta_2$ | $\beta_3$ | $\beta_4$ | $\beta_5$ | $\beta_6$ | $\beta_7$ | $\beta_8$ |
| Mean = 5 | 0.0440 | 0.5313 | 0.7193 | 1.5244 | 1.2441 | 2.0080 | 2.7121 | 4.1870 | 0.3184 | 0.5875 | 2.3477 | 1.5589 | 4.0463 | 7.3972 | 0.5117 |
| ML     | 2.2633 | 1.2328 | 1.0651 | 3.2475 | 2.3629 | 0.2718 | 3.3824 | 5.6709 | 2.1436 | 2.2341 | 11.4171 | 5.7229 | 0.3973 | 14.0638 | 0.6722 |
| DP     | 0.3   | 0.0622 | 0.0322 | 0.0424 | 0.1787 | 0.1715* | 0.2638 | 0.7889 | 0.0694 | 0.0690 | 0.1106 | 0.1412 | 2.9745* | 1.6458 | 0.7958 | 0.6778* |
| DP     | 0.5   | 0.0871* | 0.0434* | 0.0481* | 0.0205* | 0.1725** | 1.2530 | 0.7516** | 0.0855* | 0.0792** | 0.1241** | 0.1719** | 3.0010** | 1.6193 | 0.7762** | 0.6770 |
| $\gamma$ | 0.3   | 0.1030** | 0.0518** | 0.0541** | 0.2258** | 1.7270 | 1.2381** | 0.7272* | 0.0794** | 0.0732* | 0.1156* | 0.1660* | 3.0143 | 1.5838** | 0.7115* | 0.6780 |
| $\gamma$ | 0.5   | 0.1821 | 0.0892 | 0.0766 | 0.3154 | 1.7485 | 1.1904* | 0.6104 | 0.1229 | 0.0931 | 0.1389 | 0.2487 | 3.0953 | 1.4806* | 0.6113 | 0.6771** |

| Tuning | MSE | MSE | MSE | MSE | MSE | MSE | MSE | MSE |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|
|        | $\beta_1$ | $\beta_2$ | $\beta_3$ | $\beta_4$ | $\beta_5$ | $\beta_6$ | $\beta_7$ | $\beta_8$ |
| Mean = 10 | 0.0440 | 0.5313 | 0.7193 | 1.5244 | 1.2441 | 2.0080 | 2.7121 | 4.1870 | 0.3184 | 0.5875 | 2.3477 | 1.5589 | 4.0463 | 7.3972 | 0.5117 |
| ML     | 2.2633 | 1.2328 | 1.0651 | 3.2475 | 2.3629 | 0.2718 | 3.3824 | 5.6709 | 2.1436 | 2.2341 | 11.4171 | 5.7229 | 0.3973 | 14.0638 | 0.6722 |
| DP     | 0.3   | 0.0622 | 0.0322 | 0.0424 | 0.1787 | 0.1715* | 0.2638 | 0.7889 | 0.0694 | 0.0690 | 0.1106 | 0.1412 | 2.9745* | 1.6458 | 0.7958 | 0.6778* |
| DP     | 0.5   | 0.0871* | 0.0434* | 0.0481* | 0.0205* | 0.1725** | 1.2530 | 0.7516** | 0.0855* | 0.0792** | 0.1241** | 0.1719** | 3.0010** | 1.6193 | 0.7762** | 0.6770 |
| $\gamma$ | 0.3   | 0.1030** | 0.0518** | 0.0541** | 0.2258** | 1.7270 | 1.2381** | 0.7272* | 0.0794** | 0.0732* | 0.1156* | 0.1660* | 3.0143 | 1.5838** | 0.7115* | 0.6780 |
| $\gamma$ | 0.5   | 0.1821 | 0.0892 | 0.0766 | 0.3154 | 1.7485 | 1.1904* | 0.6104 | 0.1229 | 0.0931 | 0.1389 | 0.2487 | 3.0953 | 1.4806* | 0.6113 | 0.6771** |

| Tuning | CCR | CCR |
|--------|-----|-----|
| Mean = 20 | 0.0440 | 0.5313 | 0.7193 | 1.5244 | 1.2441 | 2.0080 | 2.7121 | 4.1870 | 0.3184 | 0.5875 | 2.3477 | 1.5589 | 4.0463 | 7.3972 | 0.5117 |
| ML     | 2.2633 | 1.2328 | 1.0651 | 3.2475 | 2.3629 | 0.2718 | 3.3824 | 5.6709 | 2.1436 | 2.2341 | 11.4171 | 5.7229 | 0.3973 | 14.0638 | 0.6722 |
| DP     | 0.3   | 0.0622 | 0.0322 | 0.0424 | 0.1787 | 0.1715* | 0.2638 | 0.7889 | 0.0694 | 0.0690 | 0.1106 | 0.1412 | 2.9745* | 1.6458 | 0.7958 | 0.6778* |
| DP     | 0.5   | 0.0871* | 0.0434* | 0.0481* | 0.0205* | 0.1725** | 1.2530 | 0.7516** | 0.0855* | 0.0792** | 0.1241** | 0.1719** | 3.0010** | 1.6193 | 0.7762** | 0.6770 |
| $\gamma$ | 0.3   | 0.1030** | 0.0518** | 0.0541** | 0.2258** | 1.7270 | 1.2381** | 0.7272* | 0.0794** | 0.0732* | 0.1156* | 0.1660* | 3.0143 | 1.5838** | 0.7115* | 0.6780 |
| $\gamma$ | 0.5   | 0.1821 | 0.0892 | 0.0766 | 0.3154 | 1.7485 | 1.1904* | 0.6104 | 0.1229 | 0.0931 | 0.1389 | 0.2487 | 3.0953 | 1.4806* | 0.6113 | 0.6771** |
Table 5: Bias, mean square error (MSE), and percentage of correctly classified responses (CCR) using the maximum likelihood, DP and γ-divergences methods in the ordinal response model with the logit link, and maximum likelihood method with the cauchit link. The values of the means of the contaminated normal distribution are 5, 10, and 20. Bold, *, and ** denote the first, second, and third best performance, respectively.

| Tuning          | Bias          | MSE         | CCR       |
|-----------------|---------------|-------------|-----------|
|                 | β1    | β2  | β3  | δ1   | δ2   | δ3  | δ4   | β1   | β2   | β3  | δ1   | δ2   | δ3  | δ4   | β1   | β2   | β3  | δ1   |
| Mean = 5        |       |     |     |      |      |      |      |       |      |      |      |      |      |      |      |       |      |      |      |
| ML              | 1.6318 | 0.2710 | 0.9997 | 0.6608 | 1.4467 | 1.5748 | 1.5189 | 2.6980 | 0.1667 | 1.1521 | 0.4995 | 2.1208 | 2.5173 | 2.4272 | 0.4579 |
| ML + Cauchit    | 0.2891 | 0.0649 | 0.4390 | 0.5211 | 1.7503* | 1.2102* | 0.0967 | 0.2656 | 0.2045 | 0.5773 | 0.5405 | 3.1205* | 1.5584* | 0.7093 | 0.5189 |
| DP 0.3          | 0.1896 | 0.0095 | 0.1662** | 0.2847 | 1.7956** | 1.2392 | 0.6453 | 0.1748 | 0.1350 | 0.2483* | 0.2379 | 3.1467** | 1.6020 | 0.6175 | 0.5329 |
| DP 0.5          | 0.0207 | 0.0409** | 0.0932 | 0.4532** | 1.8081 | 1.1690* | 0.4823** | 0.1095 | 0.1595** | 0.2440 | 0.3710** | 3.3260 | 1.4431* | 0.4650* | 0.5385 |
| γ 0.3           | 0.1439** | 0.0999* | 0.1729 | 0.3308* | 1.7717 | 1.2140 | 0.5869 | 0.1639** | 0.1400* | 0.2560** | 0.2741* | 3.1916 | 1.5433 | 0.5559** | 0.5337** |
| γ 0.5           | 0.1332* | 0.0932 | 0.1224* | 0.5732 | 1.8388 | 1.1012 | 0.3248* | 0.1394* | 0.1833 | 0.2741 | 0.5178 | 3.4450 | 1.2996 | 0.3729 | 0.5369* |
| Mean = 10       |       |     |     |      |      |      |      |       |      |      |      |      |      |      |      |       |      |      |      |
| ML              | 2.2587 | 0.3546 | 1.3786 | 0.8974 | 1.4037 | 1.7589 | 1.8827 | 5.1085 | 0.2077 | 2.0074 | 0.8684 | 2.0003 | 3.1037 | 3.6562 | 0.3933 |
| ML + Cauchit    | 0.0257 | 0.0199 | 0.5668 | 0.4481 | 1.7157* | 1.2975 | 0.1614 | 0.9136 | 0.2468 | 1.0414 | 0.5869 | 3.0172* | 1.8083 | 1.7474 | 0.5061 |
| DP 0.3          | 0.0622 | 0.0346* | 0.0441 | 0.4861* | 1.8157** | 1.1586 | 0.4890 | 0.0859 | 0.1441 | 0.2095 | 0.3833 | 3.5212** | 1.4148 | 0.4434 | 0.5337 |
| DP 0.5          | 0.0915* | 0.0466** | 0.0483* | 0.5167** | 1.8229 | 1.1437 | 0.4498 | 0.0991 | 0.1601 | 0.2297 | 0.4326 | 3.8284 | 1.3873 | 0.4364 | 0.5337 |
| γ 0.3           | 0.1100 | 0.0575 | 0.0579 | 0.5739 | 1.8288 | 1.1286* | 0.4198** | 0.0979* | 0.1522* | 0.2197* | 0.4443** | 3.4026 | 1.3499* | 0.3918* | 0.5330 |
| γ 0.5           | 0.2028 | 0.1007 | 0.0828 | 0.6386 | 1.8536 | 1.0735 | 0.2860* | 0.1447 | 0.1854 | 0.2600 | 0.5980 | 3.5027 | 1.2425 | 0.3528 | 0.5337 |
| Mean = 20       |       |     |     |      |      |      |      |       |      |      |      |      |      |      |      |       |      |      |      |
| ML              | 2.4412 | 0.3784 | 1.4846 | 1.3235 | 0.3769 | 0.6316 | 1.4210 | 5.9605 | 0.2196 | 2.2996 | 1.8165 | 0.1729 | 0.4368 | 2.1277 | 0.3819 |
| ML + Cauchit    | 1.1169 | 0.0661 | 0.9473 | 0.0200 | 0.1815 | 0.3024 | 0.0674 | 2.5900 | 0.8041 | 2.9639 | 0.5394 | 0.1182 | 0.2825 | 1.9291 | 0.4969 |
| DP 0.3          | 0.0614 | 0.0272 | 0.0832 | 0.0130 | 0.0404 | 0.1050* | 0.0778 | 0.1424 | 0.2146 | 0.1431 | 0.0543 | 0.0723 | 0.2073 | 0.5417 |
| DP 0.5          | 0.0795* | 0.0358* | 0.0542* | 0.1039* | 0.0178* | 0.0510* | 0.1338** | 0.0916* | 0.1568* | 0.2357** | 0.1643* | 0.0586* | 0.0801** | 0.2437** | 0.5401 |
| γ 0.3           | 0.1081** | 0.0498** | 0.0598* | 0.1343** | 0.0258* | 0.0701* | 0.1733 | 0.0893* | 0.1500* | 0.2252* | 0.1616* | 0.0576* | 0.0793* | 0.2371* | 0.5416* |
| γ 0.5           | 0.1897 | 0.0891 | 0.0892 | 0.2244 | 0.0479 | 0.1207 | 0.2950 | 0.1336 | 0.1803 | 0.2671 | 0.2265 | 0.0680 | 0.1028 | 0.3477 | 0.5412** |
Table 6: Bias, mean square error (MSE), and percentage of correctly classified responses (CCR) using the maximum likelihood, DP and $\gamma$-divergences methods in the ordinal response model with the log-log link, and maximum likelihood method with the cauchit link. The values of the means of the contaminated normal distribution are 5, 10, and 20.

| Tuning       | Bias  | MSE  | CCR  |
|--------------|-------|------|------|
|              | $\beta_1$ | $\beta_2$ | $\beta_3$ | $d_1$ | $d_2$ | $d_3$ | $d_4$ | $\beta_1$ | $\beta_2$ | $\beta_3$ | $d_1$ | $d_2$ | $d_3$ | $d_4$ | CCR  |
| Mean = 5     |       |      |      |      |      |      |      |      |      |      |      |      |      |      |      |     |
| ML           | 2.2310 | 0.2904 | 0.9532 | 1.9076 | 0.2771 | 1.0800 | 1.6561 | 4.9849 | 0.1253 | 0.9820 | 3.6618 | 0.0956 | 1.2086 | 2.8527 | 0.5015 |
| ML + Cauchit | 1.2603 | 0.6941 | 0.7621 | 2.6900 | 0.1319 | 1.0387 | 2.5270 | 1.9807 | 0.7874 | 1.0692 | 7.9889 | 0.1291 | 1.5240 | 7.8396 | 0.6733 |
| DP           | 0.3   | **0.0791** | **0.0483** | **0.0323** | **0.1102** | **0.0311** | **0.0784** | **0.1407** | 0.0867 | **0.0866** | **0.1212** | **0.1506** | **0.0437** | **0.1232** | **0.2839** | **0.6818** |
| DP           | 0.5   | 0.1052* | 0.0610* | 0.0410* | 0.1429* | 0.0407* | 0.1053* | 0.1848* | 0.1082** | 0.1011** | 0.1388** | 0.1882** | 0.0490** | 0.1492** | 0.3510** | 0.6813 |
| $\gamma$     | 0.3   | 0.1304** | 0.0727** | 0.0456** | 0.1725** | 0.0555** | 0.1364** | 0.2281** | 0.1019* | 0.0934* | 0.1274* | 0.1762* | 0.0480* | 0.1427* | 0.3322* | 0.6814** |
| $\gamma$     | 0.5   | 0.2286 | 0.1199 | 0.0739 | 0.2942 | 0.0980 | 0.2436 | 0.3948 | 0.1670 | 0.1248 | 0.1595 | 0.2864 | 0.0638 | 0.2224 | 0.5303 | 0.6815* |
| Mean = 10    |       |      |      |      |      |      |      |      |      |      |      |      |      |      |      |     |
| ML           | 2.4070 | 0.2550 | 1.0512 | 2.0048 | 0.3002 | 1.1289 | 1.7176 | 5.7949 | 0.1004** | 1.1768 | 4.0342 | 0.1082 | 1.3156 | 3.0551 | 0.5142 |
| ML + Cauchit | 0.7529 | 0.6222 | 1.3612 | 2.5890 | 0.2144 | 0.7858 | 2.5472 | 2.9669 | 2.0477 | 10.9565 | 8.8889 | 0.2627 | 2.4516 | 19.9739 | 0.6454 |
| DP           | 0.3   | **0.0864** | **0.0531** | **0.0287** | **0.1126** | **0.0340** | **0.0883** | **0.1506** | **0.0879** | **0.0888** | **0.1178** | **0.1489** | **0.0449** | **0.1250** | **0.2873** | **0.6660** |
| DP           | 0.5   | 0.1115* | 0.0658* | 0.0384* | 0.1436* | 0.0432* | 0.1144* | 0.1949* | 0.1109** | 0.1027 | 0.1357** | 0.1833** | 0.0508** | 0.1519** | 0.3580** | 0.6657* |
| $\gamma$     | 0.3   | 0.1379** | 0.0777** | **0.0422** | **0.1751** | **0.0585** | **0.1468** | **0.2987** | 0.1041* | 0.0960* | 0.1239* | 0.1751* | 0.0494* | 0.1458* | 0.3379* | 0.6657* |
| $\gamma$     | 0.5   | 0.2357 | 0.1253 | 0.0717 | 0.2967 | 1.0090 | 0.2538 | 0.4068 | 0.1721 | 0.1272 | 0.1559 | 0.2881 | 0.0662 | 0.2284 | 0.5445 | 0.6650 |
| Mean = 20    |       |      |      |      |      |      |      |      |      |      |      |      |      |      |      |     |
| ML           | 2.4717 | 0.2387 | 1.0820 | 2.0293 | 0.3192 | 1.1554 | 1.7542 | 6.1098 | 0.0903 | 1.2414 | 4.1320 | 0.1209 | 1.3758 | 3.1793 | 0.5044 |
| ML + Cauchit | 0.8895 | 0.1734 | 2.6148 | 2.6148 | 0.5027 | 0.2019 | 1.5774 | 4.1309 | 2.3968 | 29.9653 | 5.4273 | 0.4916 | 2.3754 | 28.1556 | 0.5742 |
| DP           | 0.3   | **0.0649** | **0.0439** | **0.0296** | **0.0951** | **0.0271** | **0.0665** | **0.1138** | **0.0802** | **0.0885** | **0.1181** | **0.1427** | **0.0430** | **0.1159** | **0.2642** | **0.6684** |
| DP           | 0.5   | 0.0877* | 0.0555* | 0.0377* | 0.1225* | 0.0358* | 0.0906* | 0.1542* | 0.1002** | 0.1019** | 0.1344** | 0.1768** | 0.0485** | 0.1402** | 0.3257** | 0.6682** |
| $\gamma$     | 0.3   | 0.1159* | 0.0683* | 0.0431* | 0.1573* | 0.0516* | 0.1245* | 0.2012* | 0.0940* | 0.0953* | 0.1242* | 0.1666* | 0.0472* | 0.1339* | 0.3075* | 0.6681 |
| $\gamma$     | 0.5   | 0.2105 | 0.1145 | 0.0704 | 0.2741 | 0.0936 | 0.2286 | 0.3634 | 0.1542 | 0.1249 | 0.1542 | 0.2682 | 0.0630 | 0.2087 | 0.4963 | **0.6693** |
6.2 Real data analysis

This section shows the robustness and usefulness of the proposed robust ordinal response with the DP and $\gamma$-divergences through the analysis of two real datasets: Boston housing data (Harrison and Rubinfeld, 1978) and Affairs data (Fair, 1978).

The Boston housing data is often used to evaluate the performance of robust inference methods in models with the continuous data as the response variable, such as the linear regression (Hashimoto and Sugasawa, 2020; Hamura et al., 2022; Kawakami and Hashimoto, 2022), but in this case, the response variable, the corrected median value of owner-occupied homes in USD 1000’s is applied to the ordinal response model assuming that it is obtained as the ordered categorical data with five categories. The Boston housing data has 14 variables including one binary variable. The Affairs data contains 3 continuous, 2 binary, 2 ordered categorical, and 2 multinomial categorical variables. We set one of the ordered categorical data, the self rating of marriage as the response variable. In the two real data, the continuous data are standardized to have mean 0 and variance 1, the ordered categorical data in the covariates is numerically transformed using the Likert sigma method, and the multinomial categorical data are transformed using the dummy variables. In analyzing the two sets of real data, we use the commonly-used symmetric link functions, the probit and logit links.

The generalized residuals (Franses and Paap, 2001) plots with two link functions for two real datasets are shown in Figures 2 and 3. The solid and dashed lines in these figures indicate 95% and 99% intervals of the generalized residuals, respectively. In Subsections 6.2.1 and 6.2.2, the original data and the modified data in which individuals with the values of the generalized residuals larger than the 95% interval (solid line) in Figures 2 and 3 are removed are used for the data analyses.

![Figure 2: The generalized residuals plots for the Boston housing data with the probit and logit links. The solid and dashed lines indicate 95% and 99% intervals of the generalized residuals, respectively.](image)
Figure 3: The generalized residuals (Franses and Paap, 2001) plots for the Affairs data with the probit and logit links. Solid and dashed lines indicate 95% and 99% intervals of the generalized residuals, respectively.

6.2.1 Boston housing data

In this section, we consider the Boston data (Harrison and Rubinfeld, 1978) that contains 506 individuals and 14 variables including one binary variable. As mentioned above, the Boston housing data is often used in the numerical experiments of the robust inference methods for the continuous data as the response variable (Hashimoto and Sugasawa, 2020; Hamura et al., 2022; Kawakami and Hashimoto, 2022). Hence, we transform the continuous response variable, the corrected median value of owner-occupied homes in USD 1000’s to the ordered categorical response variable with five categories (≤ 10, 10 < x ≤ 20, 20 < x ≤ 30, 30 < x ≤ 40, 40 <).

We also standardize 12 continuous valued covariates as mean 0 and variance 1. For the link function in the data analysis, we use the commonly-used symmetric link functions, the probit and logit links.

Table 7 shows the estimates of each parameter when applying the maximum likelihood method and the proposed robust ordinal response model with the DP and γ-divergences (α, γ = 0.3, 0.5) for the probit and logit links to the original Boston housing data and the modified data excluding individuals whose values of the generalized residuals are larger than the 95% interval (Figure 2). The values in the row of “Distance” in the column of each method are on the left, the sum of squares of the differences between the estimated values of each parameter applying the ML to the modified data and the corresponding method to the original data divided by the number of parameters, and on the right, that between the estimated values of each parameter applying the corresponding method to the original and modified data divided by the number of parameters. Since these two values are the same in the ML, they are listed only in the “original” column. The smaller these two values are, the less sensitive the inference method is to outliers.

It can be seen from Table 7 that the values of each “Distance” are smaller for all of our proposed methods, both with the probit and logit links, compared to ML. Namely, our proposed methods with the robust divergences are able to eliminate the influence of data that appear to be outliers. Furthermore, for the same tuning parameter values, the inferences with the γ-divergence have smaller values of the ”Distance” than those with the DP-divergence. The reason why the values of “Distance” are not closer to zero may be that it is difficult to identify outliers by using the generalized residuals for high-dimensional data, and therefore, the data whose values of the generalized residuals are larger than the 95% interval do not always coincide
with the data whose influence on the inference is removed by the proposed methods.

| Coefficient | ML | probit | logit |
|-------------|----|--------|-------|
| β1: crim    | original | −0.4366 | −0.4386 |
| β2: zn      | original | 0.2223 | 0.2235 |
| β3: indus   | original | 0.2172 | 0.2172 |
| β4: chas    | original | 0.5537 | 0.5537 |
| β5: nox     | original | −0.4104 | −0.4104 |
| β6: rm      | original | 0.8347 | 0.8347 |
| β7: age     | original | −0.2280 | −0.2280 |
| β8: dis     | original | −0.6540 | −0.6540 |
| β9: rad     | original | 1.0109 | 1.0109 |
| β10: tax    | original | −0.9249 | −0.9249 |
| β11: pratio | original | −0.6101 | −0.6101 |
| β12: black  | original | 0.5721 | 0.5721 |
| β13: letat  | original | −1.4068 | −1.4068 |
| Cutoff      |    | −0.1062 | −0.1062 |
| Distance    |    | 1.8265 | 1.8265 |

| Cutoff | ML | probit | logit |
|--------|----|--------|-------|
| δ1     | −4.2923 | −7.2768 |
| δ2     | −0.3866 | −0.5431 |
| δ3     | 2.5033  | 4.0394  |
| δ4     | 3.7920  | 6.1554  |
| Distance | 4.2197  | −2.4741 |

| Cutoff | ML | probit | logit |
|--------|----|--------|-------|
| δ1     | −8.2184 | −13.1173 |
| δ2     | −0.6843 | −0.8915 |
| δ3     | 7.2010  | 11.0635 |
| Distance | 11.1833 | 6.4889 |

Table 7: Estimates of each parameter when applying the maximum likelihood method and the proposed robust ordinal response model with the DP and γ-divergences (α, γ = 0.3, 0.5) for the probit and logit models to the original Boston housing data and the modified data excluding individuals whose values of the generalized residuals are larger than the 95% interval (Figure 2). The values in the row of “Distance” in the column of each method are on the left, the sum of squares of the differences between the estimated values of each parameter applying the ML to the modified data and the corresponding method to the original data divided by the number of parameters, and on the right, that between the estimated values of each parameter applying the corresponding method to the original and modified data divided by the number of parameters.

6.2.2 Affairs data

Consider the Affairs data (Fair, 1978) that contains 601 observations and 9 variables including 3 continuous, 2 binary, 2 ordered categorical, and 2 multinominal categorical variables. We analyze the data with the self rating of marriage as the ordered categorical response variable.
and then we standardize 3 continuous valued covariates as mean 0 and variance 1, transform one ordered categorical covariate by the Likert sigma method, and create dummy variables from the multinomial categorical covariates. For the link function in the data analysis, we use the commonly-used symmetric link functions, the probit and logit links.

Table 8 shows the estimates of each parameter when applying the maximum likelihood method and the proposed robust ordinal response model with the DP and \( \gamma \)-divergences (\( \alpha, \gamma = 0.3, 0.5 \)) for the probit and logit links to the original Affairs data and the modified data excluding individuals whose values of the generalized residuals are larger than the 95% interval (Figure 3). The values in the row of “Distance” in the column of each method are on the left, the sum of squares of the differences between the estimated values of each parameter applying the ML to the modified data and the corresponding method to the original data divided by the number of parameters, and on the right, that between the estimated values of each parameter applying the corresponding method to the original and modified data divided by the number of parameters. Since these two values are the same in the ML, they are listed only in the “original” column. The smaller these two values are, the less sensitive the inference method is to outliers.

It can be seen from Table 8 that the values of each “Distance” are smaller for all of our proposed methods, with both the probit and logit links, compared to ML. Namely, our proposed methods with the robust divergences are able to eliminate the influence of data that appear to be outliers. The values of “Distance” in our proposed inference methods with the DP and \( \gamma \)-divergences are about the same. The reason why the values of “Distance” are not closer to zero may be that it is difficult to identify outliers by using the generalized residuals for high-dimensional data, and therefore, the data whose values of the generalized residuals are larger than the 95% interval do not always coincide with the data whose influence on the inference is removed by the proposed methods.
Table 8: Estimates of each parameter when applying the maximum likelihood method and the proposed robust ordinal response model with the DP and $\gamma$-divergences ($\alpha$, $\gamma = 0.3, 0.5$) for the probit and logit links to the original Affairs data and the modified data excluding individuals whose values of the generalized residuals are larger than the 95% interval (Figure 3). The values in the row of “Distance” in the column of each method are on the left, the sum of squares of the differences between the estimated values of each parameter applying the ML to the modified data and the corresponding method to the original data divided by the number of parameters, and on the right, that between the estimated values of each parameter applying the corresponding method to the original and modified data divided by the number of parameters.

| Coefficient | Probit | ML | DP-div.: $\alpha = 0.3$ | DP-div.: $\alpha = 0.5$ | $\gamma$: $\gamma = 0.3$ | $\gamma$: $\gamma = 0.5$ |
|-------------|--------|----|-----------------------|-----------------------|-----------------------|-----------------------|
| $\beta_1$: affairs | -0.2273 | -0.4026 | -0.2465 | -0.3898 | -0.2616 | -0.3844 | -0.2466 | -0.3897 | -0.2625 | -0.3845 |
| $\beta_1$: gender | -0.0631 | -0.0432 | -0.0826 | -0.0575 | -0.0886 | -0.0674 | -0.0826 | -0.0575 | -0.0888 | -0.0673 |
| $\beta_1$: age | -0.0690 | -0.1309 | -0.0628 | -0.1280 | -0.0660 | -0.1253 | -0.0629 | -0.1281 | -0.0662 | -0.1253 |
| $\beta_1$: yearsmarried | -0.1281 | -0.0745 | -0.1327 | -0.0979 | -0.1343 | -0.1103 | -0.1327 | -0.0979 | -0.1346 | -0.1103 |
| $\beta_1$: children | -0.2730 | -0.3284 | -0.2863 | -0.3091 | -0.2956 | -0.3049 | -0.2804 | -0.3091 | -0.2965 | -0.3050 |
| $\beta_1$: religiousness | 0.0451 | 0.0313 | 0.0348 | 0.0241 | 0.0304 | 0.0201 | 0.0348 | 0.0201 | 0.0304 | 0.0201 |
| $\beta_1 \sim \beta_2$: | 0.7429 | 1.5177 | 0.8703 | 1.5939 | 1.0083 | 1.6442 | 0.8711 | 1.5412 | 1.0065 | 1.6437 |

| Coefficient | Logistic | ML | DP-div.: $\alpha = 0.3$ | DP-div.: $\alpha = 0.5$ | $\gamma$: $\gamma = 0.3$ | $\gamma$: $\gamma = 0.5$ |
|-------------|----------|----|-----------------------|-----------------------|-----------------------|-----------------------|
| $\beta_1$: affairs | -0.4181 | -0.6741 | -0.4383 | -0.6423 | -0.4521 | -0.6271 | -0.4384 | -0.6421 | -0.4530 | -0.6269 |
| $\beta_1$: gender | -0.1424 | -0.1107 | -0.1623 | -0.1341 | -0.1684 | -0.1478 | -0.1623 | -0.1340 | -0.1688 | -0.1477 |
| $\beta_1$: age | -0.1077 | -0.2182 | -0.1064 | -0.2051 | -0.1125 | -0.2092 | -0.1064 | -0.2051 | -0.1127 | -0.2011 |
| $\beta_1$: yearsmarried | -0.2196 | -0.1568 | -0.2281 | -0.1885 | -0.2318 | -0.2042 | -0.2281 | -0.1884 | -0.2323 | -0.2041 |
| $\beta_1$: children | -0.4385 | -0.4961 | -0.4513 | -0.4698 | -0.4604 | -0.4651 | -0.4514 | -0.4667 | -0.4611 | -0.4651 |
| $\beta_1$: religiousness | 0.0558 | 0.0329 | 0.0451 | 0.0285 | 0.0413 | 0.0280 | 0.0451 | 0.0285 | 0.0414 | 0.0280 |
| $\beta_1 \sim \beta_2$: | 1.4611 | 2.9214 | 1.7035 | 3.1848 | 1.9450 | 3.4666 | 1.7071 | 3.1848 | 1.9520 | 3.4751 |

| Coefficient | Cutoff | Probit | ML | DP-div.: $\alpha = 0.3$ | DP-div.: $\alpha = 0.5$ | $\gamma$: $\gamma = 0.3$ | $\gamma$: $\gamma = 0.5$ |
|-------------|--------|----|-----------------------|-----------------------|-----------------------|-----------------------|
| $d_1$ | -1.2631 | -1.5275 | -1.2035 | -1.2936 | -1.1385 | -1.1313 | -1.2034 | -1.2937 | -1.1453 | -1.1322 |
| $d_2$ | -0.2932 | 0.4043 | -0.1876 | 0.4033 | -0.0719 | 0.4874 | -0.1871 | 0.4053 | -0.0762 | 0.4867 |
| $d_3$ | 0.3226 | 1.1351 | 0.4195 | 1.1012 | 0.5327 | 1.1700 | 0.4201 | 1.1052 | 0.5286 | 1.1693 |
| $d_4$ | 1.2436 | 2.1633 | 1.3508 | 2.1269 | 1.4745 | 2.1948 | 1.3515 | 2.1288 | 1.4718 | 2.1942 |
| $d_5$ | -0.5156 | -0.4069 | 0.3568 | 0.3095 | 0.4062 | 0.3582 | 0.3057 | 0.3123 |

| Coefficient | Logistic | ML | DP-div.: $\alpha = 0.3$ | DP-div.: $\alpha = 0.5$ | $\gamma$: $\gamma = 0.3$ | $\gamma$: $\gamma = 0.5$ |
|-------------|----------|----|-----------------------|-----------------------|-----------------------|-----------------------|
| $d_1$ | -2.2134 | -2.6089 | -2.0120 | -1.8811 | -1.8218 | -1.9202 | -2.0093 | -1.8808 | -1.8210 | -1.9205 |
| $d_2$ | -0.2845 | 1.0077 | -0.0700 | 1.2409 | 0.1428 | 1.4946 | -0.0667 | 1.2403 | 0.1472 | 1.5034 |
| $d_3$ | 0.7902 | 2.2841 | 0.9570 | 2.4520 | 1.1711 | 2.6065 | 0.9570 | 2.4520 | 1.1711 | 2.6065 |
| $d_4$ | 2.3153 | 3.9963 | 2.5137 | 4.1401 | 2.7194 | 4.3499 | 2.5154 | 4.1393 | 2.7259 | 4.3856 |
| $d_5$ | 1.7262 | 1.3650 | 1.6421 | 1.7066 | 1.3500 | 1.6327 | 1.3506 | 1.6315 | 1.3566 | 1.6354 |
7 Conclusion and remarks

This study examined the problem of outliers in ordinal response model, which is a regression on ordered categorical data as the response variable. Scalera et al. (2021) derived the condition for the link functions to make the influence function in the maximum likelihood method bounded in the ordinal response model, but the probit link, logit link, complementary log-log link, and log-log link, which are commonly used, do not satisfy the condition. Thus, when outliers exist in the data, the maximum likelihood method imposes restrictions on the link function, and that induces misspecification of the link function under such situations. In our numerical experiments, we also confirmed that the misspecification of the link function induces a substantial bias in the estimation of the parameters.

Scalera et al. (2021) mentions the boundedness of the influence function in the maximum likelihood method for the ordinal response model, and we further show that the influence function does not satisfy redescendence (Theorem 3 in Section 4). This means that the maximum likelihood method in the ordinal response model cannot completely eliminate the influence of large outliers, and in fact, in our numerical experiments, as the outlier ratio increases, the accuracy of the prediction becomes worse even if the cauchit link which has the bounded influence function is used.

To solve these problems and to realize robust inference in the ordinal response model against outliers, we proposed inference methods in the ordinal response model using the DP and $\gamma$-divergences. We also derived the influence functions for the methods with the DP and $\gamma$-divergences, and derived the conditions for the link functions to satisfy boundedness and redescendence (Theorems 4 and 5 in Section 4). The commonly used link functions satisfy the conditions, and our method allows practitioners using ordinal response models to perform robust against outliers and flexible analysis.

Numerical experiments were conducted to evaluate the performance of our proposed methods with the DP and $\gamma$-divergences using bias, mean square error (MSE), and percentage of correctly classified responses (CCR). In the absence of outliers, both methods perform as well as the maximum likelihood method, and in the presence of outliers, the results are almost unaffected by outliers. As for the difference between the methods using the DP and $\gamma$-divergences, the bias value is slightly smaller when the DP divergence is used, but the MSE value is moderately larger than that using the $\gamma$-divergence. In numerical experiments with two real data sets, the Boston housing and Affairs data, we also confirmed that our proposed methods with two robust divergences give the robust inference results that remove the influence of data that appear to be outliers.
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Appendix

A.1 Proof of Theorem 3

First, consider the influence function of $\beta_k$ (10) for $k = 1, 2, \ldots, p$. From appendix of Scalera et al. (2021), for the influence function of $\beta_k$ to have redescendence, the order of $ug'(u)/g(u)$ must be smaller than 1, where $g'(\cdot)$ is the first derivative of $g(\cdot)$. This means that when the order of the tail of the function $g(u)$ is equal to $(\log u)^{-1}$, the influence function of $\beta_k$ has redescendence, however, no such distributions exist since distributions with order of tail more slowly than $u^{-1}$ are improper.
Next, consider the influence function of $\delta_l$ (11) for $l = 1, 2, \ldots, M - 1$. Since from Lagrange’s theorem $G(\delta_l - x_i^T \beta) - G(\delta_{l-1} - x_i^T \beta) = (\delta_l - \delta_{l-1}) g(\delta^* - x_i^T \beta)$ for $\delta^*$ such that $\delta_{l-1} < \delta^* < \delta_l$ and $\delta_l - \delta_{l-1} > 0$, for the influence function of $\delta_l$ to have redescendence, the order of $g(\delta_l - x_i^T \beta)/g(\delta^* - x_i^T \beta)$ must be $o(1)$. However, such a distribution $G$ is improper, and such a distribution does not exist.

\[ \Delta \]

A.2 Proof of Theorem 4

First, consider the influence function (14) of $\beta_k$. It is clear that $\lim_{u \to \pm \infty} g(u)u = 0$ holds when the condition (16) holds. If here $u = \delta - x_o^T \beta$ and note that $u$ goes to infinity of the same order as $x_{ok}$, since $G(\delta_m - x_o^T \beta) - G(\delta_{m-1} - x_o^T \beta)$ is clearly bounded, the second term of equation (14) becomes zero for $u \to \pm \infty$.

Since from Lagrange’s theorem,

$$G(\delta_m - x_o^T \beta) - G(\delta_{m-1} - x_o^T \beta) = (\delta_m - \delta_{m-1}) g(\delta^* - x_o^T \beta)$$

for $\delta^*$ such that $\delta_{m-1} < \delta^* < \delta_m$, then

$$g(\delta_m - x_o^T \beta) \left[ G(\delta_m - x_o^T \beta) - G(\delta_{m-1} - x_o^T \beta) \right]^{\alpha-1} x_{ok} = g(\delta_m - x_o^T \beta) g(\delta^* - x_o^T \beta)^{\alpha-1} \frac{x_{ok}}{ (\delta_m - \delta_{m-1})^{1-\alpha} }$$

(A.1)

and $g(\delta_m - x_o^T \beta) g(\delta^* - x_o^T \beta)^{\alpha-1}$ is of the same order as $g(u)^{\alpha}$ for $u \to \pm \infty$. Thus, if the condition (16) holds, i.e., if there exists a certain $0 < \alpha \leq 1$ such that $\lim_{u \to \pm \infty} g(u)^{\alpha} u = 0$, then for $u \to \pm \infty$ the equation (A.1) becomes

$$\lim_{u \to \pm \infty} g(u)^{\alpha} \frac{u}{ (\delta_m - \delta_{m-1})^{1-\alpha} } = 0.$$

Therefore, if the condition (16) holds, the first term of equation (14) is zero for $u \to \pm \infty$ and then the influence function of $\beta_k$ using the DP divergence is also zero.

For the influence function (15) of $\delta_l$, it becomes zero for $u \to \pm \infty$ in the similar manner. Namely, the influence functions (14) and (15) in the ordinal response model with the DP divergence are redescendent.

Moreover, the influence functions (14) and (15) are bounded since they are clearly continuous and their values are zero for $u \to \pm \infty$.

\[ \square \]
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