Shallow cirrus convection – a source for ice supersaturation
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ABSTRACT

The origin and persistence of high ice supersaturation is still not well understood. In this study, the impact of local dynamics as source for ice supersaturation inside cirrus clouds is investigated. Nucleation and growth of ice crystals inside potentially unstable layers in the tropopause region might lead to shallow convection inside (layered) cirrus clouds due to latent heat release. The intrinsic updraft inside convective cells constitutes a dominant but transient source for ice supersaturation. A realistic case of shallow cirrus convection is investigated using radiosonde data, meteorological analyses and large-eddy simulations of cirrus clouds. The simulations corroborate the existence of ice supersaturation inside cirrus clouds as a transient phenomenon. Ice supersaturation is frequent, but determined by the life cycle of convective cells in shallow cirrus convection. Cirrus clouds driven by shallow cirrus convection are mostly not in thermodynamic equilibrium; they are usually in a subsaturated or supersaturated state.
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1. Introduction

Pure ice clouds, so-called cirrus clouds, in the tropopause region are still not well understood. Their net radiative impact on Earth’s energy budget is uncertain; a net warming is often assumed (Chen et al., 2000) but not confirmed yet. Microphysical properties of cirrus clouds might lead to transitions between net cooling and warming (see e.g. Zhang et al., 1999; Fusina et al., 2007). Macrophysical cloud inhomogeneities additionally influence radiative transfer inside cirrus clouds. Beneath the uncertain radiative impact of cirrus clouds, their internal structure is also quite unknown and bears some unknown issues (Peter et al., 2006). During the last years, many in situ measurements (airborne or from balloon records) show high ice supersaturation inside cirrus clouds, that is, values of supersaturation ratio $S_i \geq 1.2$ (see, e.g. Krämer et al., 2009). Since ice formation takes place far away from thermodynamic equilibrium (i.e. at supersaturations $S_i \geq 1.2$, see, e.g., Koop et al., 2000; DeMott et al., 2003) cloud-free air masses can exist in the state of ice supersaturation for quite a long time. Many measurements in the tropopause region indicate these so-called ice-supersaturated regions (ISSRs, see, e.g. Gierens et al., 1999), which can reach quite large horizontal extensions from hundreds to thousands of kilometres (Gierens and Spichtinger, 2000). Ice supersaturation in clear air was found in many measurement campaigns using a variety of different measurement techniques (Jensen et al., 1998; Ovarlez et al., 2000; Vay et al., 2000; Haag et al., 2003; Krämer et al., 2009) as well as in satellite observations (Spichtinger et al., 2003b; Gierens et al., 2004; Gettelman et al., 2006). The frequency of occurrence of ice supersaturation inside cirrus clouds seems to be very high, since many measurement points can be found far from saturation (see, e.g. Fig. 3 in Krämer et al., 2009). Thus, one tend to think that (high) ice supersaturation might also persist for a long time (see discussion in Peter et al., 2006). Persistent high ice supersaturation inside (thick) cirrus clouds seems to be in contrast to our current understanding. Ice crystals should act as strong sink for ice supersaturation, and without any additional forcing the cloud should relax to thermodynamic equilibrium.
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1Note that in most discussions, no definitions on ‘high supersaturation’ and ‘thick cirrus clouds’ are given. There is a kind of common sense on high values (usually $S_i > 1.3$, close to nucleation thresholds), but clear definitions are lacking.
equilibrium (i.e. saturation) quite fast due to diffusional growth. For explaining the issue of high and (probably) persistent ice supersaturation inside cirrus clouds, many different mechanisms were proposed. Here, we summarise some of the most probable effects.

- It is quite difficult to measure water vapour at low temperatures with high precision. Recent intercomparisons of state-of-the-art in situ measurement techniques indicated errors in the range up to about 10% in the temperature regime with \( T > 193 \, \text{K} \); in the low temperature range (\( T < 193 \, \text{K} \)), higher relative errors and also systematical biases can occur (see comparison in Fahey et al., 2014).

- Pure water does not exist at temperatures \( T < 233 \, \text{K} \). However, for calculating water activity as a key quantity for nucleation rates (Koop et al., 2000) or for converting standard meteorological measurements (reported in relative humidity over liquid water), the saturation vapour pressure over liquid water is necessary. As Murphy and Koop (2005) have pointed out in their review, many saturation pressure extrapolations have large errors. Even by using thermodynamical constrains for best estimates, relative errors in the range up to 10% might occur. Saturation vapour pressure over solid ice is much better constrained by measurements, and variations between different formulae are in the range of 2%.

- Cubic ice as meta stable phase was assumed in lab and field measurements (Murphy, 2003; Murray et al., 2005; Shilling et al., 2006; Murray, 2008b). Since its saturation water vapour pressure is higher than the saturation pressure over hexagonal ice, hexagonal ice crystals will grow on the expense of cubic ice crystals. The transformation timescale (cubic \( \rightarrow \) hexagonal ice) increases with decreasing temperature. At low temperatures, high ice supersaturation might arise from the dominance of cubic ice particles, which are actually in thermodynamic equilibrium with gas phase.

- The mass accommodation coefficient for water vapour uptake of ice crystals is still uncertain. Measurements show a large variability in the range \( 0.004 \leq \alpha \leq 1.06 \) (see Skrotzki et al., 2013, for a recent review). Very small values (\( \alpha \ll 0.1 \)) would lead to weaker diffusional growth and in turn to slower relaxation of humidity to thermodynamic equilibrium. On the other hand, strongly reduced growth would lead to tremendously high ice crystal number concentrations some orders of magnitude higher than observed (see, e.g. Kay and Wood, 2008).

- Laboratory experiments show inhibition of homogeneous nucleation in aqueous solution droplets contaminated with a high amount of organic substances due to a size reduction (Kärcher and Koop, 2005). This effect could lead to reduction in ice crystal number concentrations and in turn to high ice supersaturation inside cirrus clouds due to reduced diffusional growth.

- Laboratory experiments show transition to glassy states for several organic compounds (Murray, 2008a; Zobrist et al., 2008; Murray et al., 2010; Koop et al., 2011). Thus, homogeneous nucleation could be inhibited and higher ice supersaturation could occur.

- Coating of solution droplets might also inhibit ice formation, thus leading to high ice supersaturation. Also, this feature was found in laboratory experiments (Bogdan and Molina, 2009).

Most of these suggested explanations are based on special and complex microphysical effects found in laboratory experiments. There is only slight evidence from \textit{in situ} measurements on the representativity of these effects in real atmosphere. For instance, it is not clear how many organic compounds occur in the upper troposphere, if they are the ‘right’ ones and if their concentration is high enough for inhibiting ice formation. Almost all aerosol particles must be contaminated in order to suppress homogeneous nucleation (see discussion in Kärcher and Koop, 2005). Most of the listed effects are just important for the low temperature regime (\( T < 200 \, \text{K} \)). However, in the warm regime (\( 200 \leq T \leq 235 \, \text{K} \)) high ice supersaturation inside cirrus clouds occurs as well (Krämer et al., 2009). In most discussions, the impact of local dynamics is missing, but dynamics play a crucial role as can be seen clearly in relative humidity rates in a simple parcel approach. Relative humidity over ice is defined as follows

\[
RHi = 100\% \frac{S_i}{100\%} \frac{p \cdot q}{\rho \cdot p_{ice}(T)} \tag{1}
\]

with pressure \( p \), temperature \( T \), specific humidity or water vapour mixing ratio \( q \), saturation pressure over ice \( p_{ice}(T) \) and ratio of molar masses of water vapour and air \( \epsilon = \frac{M_{ice \cdot H_2O}}{M_{air \cdot CO_2}} \). The total derivative of relative humidity over ice can be determined as follows:

\[
\frac{dRHi}{dt} = \frac{\partial RHi}{\partial T} \frac{dT}{dt} + \frac{\partial RHi}{\partial p} \frac{dp}{dt} + \frac{\partial RHi}{\partial q} \frac{dq}{dt} \tag{2}
\]

\[
= RHi \left[ \frac{L_s}{R_s T^2 c_p} + \frac{1}{\kappa} \frac{g_w}{c_p} \right] \frac{dq}{dt} + RHi \left[ \frac{L_i^2}{R_s T^2 c_p} + \frac{1}{\kappa} \frac{g_w}{c_p} \right] \frac{dq}{dt} \bigg|_{\text{phase}} + RHi \left[ \frac{L_i^2}{R_s T^2 c_p} + \frac{1}{\kappa} \frac{g_w}{c_p} \right] \frac{dq}{dt} \bigg|_{\text{mix}} \tag{3}
\]
Here, \( L_s \) denotes latent heat of sublimation, \( c_p \) is the specific heat capacity of dry air, \( R, R_A \) are specific ideal gas constants for dry air and water vapour, respectively, with \( R = \frac{\mu}{k} \) and \( g \) denotes gravity acceleration of Earth. Equation (3) is derived in the Appendix. We assume adiabatic processes, that is, no heat exchange with ambient air is possible; thus, vertical motions lead to expansion or compression and in turn to temperature changes of air. Equation (3) can be separated into a part driven by vertical motions (i.e. dynamics), a part governed by diffusional growth of existing ice crystals \( \left( \frac{d{\mathcal{N}}}{dt} = -\frac{d{\mathcal{N}}}{dY} \bigg|_{\text{phase}} \right) \) and a part driven by mixing. For upward motions, the first term constitutes a source for supersaturation whereas in cloudy air ice mass acts as a sink for ice supersaturation (second term). If we only consider (constant) cooling and diffusional growth, neglecting all other processes, the system will relax to a quasi-equilibrium state at \( S_3 > 1 \) (Korolov and Mazin, 2003).

The majority of measurements inside cirrus clouds indicates that these clouds are not in thermodynamic equilibrium (i.e. saturation) or even in a quasi-steady state; the internal variability of (bulk) microphysical properties (ice crystal number concentrations, ice water content) and of thermodynamic properties (temperature, pressure) is very high, leading to a ‘patchiness’ of cirrus clouds (see, e.g. Lee et al., 2004; Krämer et al., 2009). One main reason for this behaviour is the dynamic nature of the atmosphere.

Cirrus clouds are part of a multi-scale system characterised by a superposition of many different motions on different scales. The main driver for stratiform cirrus clouds in mid-latitudes is probably synoptic-scale dynamics, which triggers slow upward motions (e.g. Spichtinger et al., 2005a). Mesoscale dynamics (e.g. gravity waves) can be superimposed on large-scale dynamics. Important sources for tropospheric gravity waves are topography (Smith, 1979; Jensen et al., 1998; Joos et al., 2008, 2009), convection (Bretherton and Smolarkiewicz, 1989; Lane et al., 2001), baroclinic instabilities and frontal activities (Lane et al., 2004; Plougonven et al., 2005), geostrophic adjustment (Plougonven et al., 2003; Spichtinger et al., 2005b), spontaneous imbalance (O’Sullivan and Dunkerton, 1995) and wind shear (Rosenthal and Lindzen, 1983; Lott et al., 1992), respectively. Small-scale motions as turbulence could be additionally superimposed on large-scale and mesoscale dynamics. Turbulence is strongly connected to wave activity and breaking waves (McIntyre, 2008).

Partly, the impact of mesoscale dynamics in terms of ‘temperature fluctuations’ (see, e.g. Gary, 2006) was investigated by using Lagrangian box models (e.g. Haag and Kärcher, 2004; Hoyle et al., 2005; Kay et al., 2006, 2007; Gensch et al., 2008; Brabec et al., 2013; Cirisan et al., 2013) or single column models (e.g. Comstock et al., 2008; Cirisan et al., 2014), respectively. However, the question arises if such investigations are biased because variations are prescribed in a very rigorous way. Cloud processes have to react on the temperature changes without any possibility to rearrange the vertical updraughts spatially. Additional horizontal dimensions will change cloud evolution crucially. Spichtinger and Gierens (2009a, 2009b, 2009c) could show that even weak small-scale dynamics can influence the formation and evolution of cirrus clouds in both directions. The amount of ice crystals produced in homogeneous freezing events might be enhanced by larger vertical velocities. Horizontally spread ice crystals could quench nucleation events. An important feature for these different effects is an organisation of temperature variations in interactions with environmental wind fields (see Figs. 13 and 16 in Spichtinger and Gierens, 2009b).

However, sources of these motions and their interactions with cirrus clouds in more than one spatial direction were only marginally investigated. The classical view of cloud dynamics with convective cell formation due to latent heat release (e.g. Houze, 1993; Lin, 2008) is generally missing, although there are some investigations in this directions (e.g. Marsham and Dobbie, 2005).

In this study, we focus on shallow convection in ice-supersaturated layers and cirrus clouds as a source for ice supersaturation inside cirrus clouds. The study follows the classical composition: In the next section, the model for investigating cirrus clouds and their interaction with mesoscale dynamics is described briefly. In Section 3, a real case of a potential unstable layer in the upper troposphere is presented; we show results from simulations corroborating ice supersaturation inside (thick) cirrus clouds. In Section 4, some additional effects possibly affecting the results are discussed. Finally, in Section 5 general findings are summarised and an outlook to further applications of this kind of investigations is given.

2. Model description

In the following, the cirrus cloud model is described briefly. For a detailed description of the dynamical model we refer to Smolarkiewicz and Margolin (1997) or Prusa et al. (2008); for a detailed description of the ice microphysics we refer to Spichtinger and Gierens (2009a).

The anelastic, non-hydrostatic model Eulag (Prusa et al., 2008) is used in this study. For representing ice clouds, a two-moment bulk microphysics scheme is used as described by Spichtinger and Gierens, 2009a. This model version (Eulag + ice microphysics) was already used for investigations of the impact of dynamics and aerosols on the formation and evolution of cirrus clouds (Joos et al., 2009, 2014; Spichtinger and Gierens, 2009b, 2009c; Fusina and
An ice class is represented by four variables, that is, ice crystal mass concentration, ice crystal number concentration, background aerosol mass concentration and background aerosol number concentration, respectively. The ice crystal mass is distributed according to a lognormal distribution with variable modal mass but fixed width (i.e. geometric standard deviation $\sigma_m = 2.85$). The background aerosol is connected to ice crystal nucleation in a one-to-one way, that is, washout of aerosols and release after crystal sublimation is possible. In this study, mostly one class of ice is used, representing homogeneous freezing of aqueous solution droplets. We assume that this mechanism constitutes the dominant nucleation process in the upper troposphere (e.g. Kärcher and Ström, 2003). Nucleation rates are parameterised according to Koop et al. (2000), using water activity and temperature as key variables. Sulphuric acid is used as background aerosol; the ‘dry’ acid droplets are log-normally distributed with a modal radius of $r_d = 25$ nm and a geometric standard deviation of $\sigma_r = 1.4$. These parameters are used according to the findings in Spichtinger and Gierens (2009a). The total background concentration of sulphuric acid droplets is $n_a = 300$ cm$^{-3}$, as thought to be a typical value for upper tropospheric conditions (Minikin et al., 2003). Heterogeneous nucleation might modulate homogeneous nucleation, but in mid-latitudes ice nuclei (IN) concentrations are usually quite low, leading to small changes. For sensitivity studies (see discussion in Section 4) heterogeneous nucleation was used. We use a second ice class; heterogeneous ice formation was parameterised by a threshold condition. If $RHi$ surpasses a threshold $RHi_{het/thres} = 130\%$, all available IN (i.e. aerosol particles of the assigned ice class) are transformed to ice crystals. We prescribe a number concentration $N_{IN} = 10L^{-1}$ (DeMott et al., 2003), typical for extra-tropical upper tropospheric conditions. Aggregation of ice crystals is not included in the scheme. For low temperature ($T < 235$ K) it is assumed that this process is quite negligible (Kajikawa and Heymsfield, 1989).

3. Case study

A real meteorological case with a potentially unstable layer in the tropopause region is presented here. For this purpose we use high resolution radiosonde data (Spichtinger et al., 2003a) and meteorological analyses from the European Centre for Medium-Range Weather Forecasts (ECMWF). Ice supersaturation in the upper troposphere was measured in a routine radiosonde ascent at 06 UTC on 16 September 2000, over the Richard-Assmann-Observatory, Lindenberg, Germany.

3.1. Meteorological situation and measurements

The meteorological situation over Central Europe is dominated by a small low pressure system (central pressure minimum $p \sim 1001$ hPa over the Netherlands at 00UTC). Actually, a weak warm front extends from southern Denmark to about Czech Republic (see Fig. 1). Lagrangian trajectory are calculated for investigations of large-scale motions in the upper troposphere. We use the Lagrangian Analysis Tool (LAGRANTO, see Wernli and Davies, 1997) driven by wind fields of the operational meteorological analyses obtained from ECMWF. The data are available on a horizontal Gaussian grid with increments of 0.25°, and 60 vertical levels with a typical vertical resolution of about $\Delta p \sim 30$ hPa in the upper troposphere. The ‘starting’ region for backward trajectory calculations is an upper tropospheric region centred around Lindenberg (coordinates: 14.12°E/52.20°N); 13 ≤ longitude ≤ 15°E, 51.5 ≤ latitude ≤ 52.5°N, 225 ≤ $p$ ≤ 350 hPa.

The flow is represented by the time evolution of air parcels along the trajectories as given in Fig. 2 (vertical coordinate is pressure). The time interval for the backward calculations is 42 h. The large-scale flow is driven by the small low pressure system. At least during the last 12 h before the trajectories reach target region around

Fig. 1. Meteorological situation at 00 UTC, 16 September 2000 from Bracknell UK MetOffice Analysis for surface pressure including fronts. This analysis was kindly provided by UK Met Office under open Government Licence (see also http://www.nationalarchives.gov.uk/doc/open-government-licence/).
Lindenberg the flow direction on different vertical model levels is almost identical; thus, the set of trajectories represents more a layer than single parcels. This can be seen clearly in the time evolution of temperature and pressure along the trajectories (Fig. 3). Indeed, the whole layer is lifted moderately during this time from 250 \( \leq p \leq 400 \) hPa at \(-12 \) h (\( \equiv \) 15 September 2000, 18 UTC) to 225 \( \leq p \leq 325 \) hPa at 0 h (\( \equiv \) 16 September 2000, 06 UTC); the upward motion is quite homogeneous and can be estimated within the range \( 0.00 \leq w \leq 0.06 \) m s\(^{-1}\) with a median of about \( \text{med}(w) \approx 0.03 \) m s\(^{-1}\).

From a routine radiosonde ascent at 06 UTC, started at Richard-Assmann-Observatory Lindenberg we obtain corrected humidity data (Spichtinger et al., 2003a; Leiterer et al., 2005). Additionally, we use a ‘pseudo radiosonde’ ascent, that is, a vertical column from ECMWF analysis for the grid point nearest to the radiosonde’s position in the upper troposphere. The drift of the radiosonde in altitudes \( 8 \leq z \leq 12 \) km is in the range 10–21.5 km because of weak horizontal winds; therefore the grid point 14.25°E/52.25°N is chosen for the pseudo radio soundings. In Fig. 4, vertical profiles of temperature, relative humidity over ice, potential temperature and horizontal wind speed, respectively, are shown. In the upper troposphere (9000 \( \leq z \leq 11,000 \) m) high ice supersaturation could be found in the radiosonde data. Even the corrected radiosonde cannot represent values of \( RHI >140\% \); thus, a dry bias is still possible (Leiterer et al., 2005). ECMWF analyses also indicate slight ice supersaturation in this altitude range, but the vertical structure is not well captured. The temperature profiles agree quite well (Fig. 4, left panel).

We investigate the thermal stability inside the super-saturated layer. The potential temperature profile is weakly stable (Brunt–Vaisala frequency \( N <0.007 \) s\(^{-1}\)) with two embedded thin unstable layers (\( \lambda^2 \approx -5 \times 10^{-7} \) s\(^{-2}\)). For including the effect of water vapour and ice, we use an adapted version of equivalent potential temperature for phase transitions ice-vapour, which is (nearly) conserved for adiabatic processes including phase changes in the low temperature regime \( (T <235 \) K):}

\[
\theta_e = T \left( \frac{p_0}{\rho} \right)^{\frac{\gamma}{\gamma-1}} \exp \left( \frac{L_g q}{\rho c_p T} \right)
\] (4)

For investigating potential instabilities, we adopt the classical definition from cloud dynamics as given for
the standard equivalent potential temperature (e.g. Lin, 2008):

\[
\frac{\partial \theta_e}{\partial z} \begin{cases} 
> 0 & \text{potentially stable} \\
= 0 & \text{potentially neutral} \\
< 0 & \text{potentially unstable}
\end{cases} \tag{5}
\]

Potential stability characterises stability for lifting of whole layers in contrast to static and conditional stability, which always refers to a single parcel. Our trajectory calculations indicate a layer lifting; thus, the use of equivalent potential temperature gradient as indication of potential instability is justified. A potentially neutral or even slightly unstable layer is found in the altitude range 8500 $\leq z \leq$ 11,100 m (Fig. 5, right panel), almost coincident with the ice-supersaturated layer. The potentially unstable layer can also be estimated from the ascent velocity $dz/dt$ of the radiosonde. The mean vertical velocity averaged over the whole ascent is about $<dz/dt> \approx 5.15$ m s$^{-1}$. The deviation

**Fig. 4.** Vertical profiles of temperature, relative humidity over ice, potential temperature and horizontal wind, respectively, from high-resolution radiosonde data ($\Delta z \sim 50$ m) and ECMWF operational analyses are shown. Additionally, the upper and lower boundary of the potentially unstable layer are indicated in the profiles, as derived from equivalent potential temperature.

**Fig. 5.** Determination of unstable layer using ‘vertical velocity’ as derived from radiosonde data and equivalent potential temperature. On the left panel the vertical velocity perturbation relative to the mean value for radiosonde ascent ($<w> = 5.15$ m s$^{-1}$) is shown. The middle panel represents a zoom of the left panel into the interesting altitude range of 7 $\leq z \leq$ 12 km. For comparison, the equivalent potential temperature profiles (radiosonde/ECMWF) are shown in the right panel.
from the mean value is given by $w' = dz/dt - <dz/dt>$.

$w'$ shows considerably higher values in the altitude range $8500 \leq z \leq 11,100$ m with very pronounced minima at the boundaries (Fig. 5). Thus, both potential temperature and the ‘derived’ vertical velocity show the existence of an unstable layer. ECMWF data also represent the potentially unstable layer, although its vertical extension is smaller (altitude range $\sim 9500 \leq z \leq 10,600$ m), probably due to coarse data resolution. Ice water content values IWC $> 0$ from ECMWF analysis data indicate a cirrus cloud in the altitude range of the ice-supersaturated layer. From satellite images (see Fig. 6) the occurrence of a thick cirrus cloud over Central Europe can be confirmed.

In summary, there are some indications for a (thick) cirrus cloud and ice supersaturation within a potentially unstable layer. In the next section, the formation and evolution of a cirrus cloud under these special conditions will be investigated using the cirrus cloud model as described in Section 2.

3.2. Setup for simulations

We run model simulations for interpretation of measurements and analysis data in the following setup. We use a 2D domain ($x$–$z$–plane) in the middle and upper troposphere with a horizontal extension of $L_x = 51.1$ km (horizontal resolution $\Delta x = 100$ m) and a vertical altitude range of $4 \leq z \leq 14$ km (vertical resolution $\Delta z = 50$ m). The total simulation time is set to $t_{tot} = 400$ min with a dynamical time step of $\Delta t = 1$ s and an optional microphysical time step of $\Delta t_{mic} = 0.1$ s (in case of homogeneous nucleation and/or fast ice crystal growth, see Spichtinger and Gierens, 2009a, for details). The output data is written with a time increment of 5 min. The whole 2D domain is constantly lifted by a constant large-scale updraft of $w_{LS} = 0.03$ m s$^{-1}$ consistent with trajectory calculations. Figures 7 and 8 show the initial vertical profiles for the model. They are chosen to match the real profiles as good as possible after some simulation time. Thus, the initial profiles do not necessarily represent the observations at 16 September 2000, 06 UTC. In order to obtain a better agreement with the measurements in course of the simulation, the initial profiles were shifted downwards by $\Delta z = 360$ m, such that they match the measurements at $t \sim 190$–210 min.

An ice-supersaturated layer is prescribed in the altitude range $8.4 \leq z \leq 9.55$ km. While the (dry) potential temperature indicates stable stratification for the upper troposphere, the addition of moisture in the ice-supersaturated layer leads to a potentially unstable layer in the altitude range $8.5 \leq z \leq 10$ km. The potential temperature field is superimposed by a Gaussian noise with a standard deviation of $\sigma_p = 0.05$ K. These initial perturbations lead in turn to initial variations in vertical velocity.

As described in the next section, these initial perturbations organise themselves and remain persistent with slightly decreasing amplitude due to dissipation.

3.3. Results

We investigate the convective cell formation and evolution, the microphysical and dynamical properties of the cells and the humidity fields inside the cells. This leads us to the main issue, namely high supersaturation inside thick cirrus clouds. As stated in the introduction, clear definitions on ‘high supersaturation’ and ‘thick clouds’ are usually missing in the discussion of ice supersaturation inside cirrus. For our analysis, we will use the following, more precise definitions:

**High supersaturation** is equivalent to values $S_i \geq 12$.

**Very high supersaturation** is equivalent to values $S_i \geq 1.4$.

This definition is motivated by typical thresholds for ice nucleation (Koop et al., 2000; DeMott et al., 2003). For cloudy data points we will use the following definitions:

**Thick cirrus cloud** is equivalent to values of ice water content IWC $\geq 10$ mg m$^{-3}$.

**Very thick cirrus cloud** is equivalent to values of ice water content IWC $\geq 30$ mg m$^{-3}$. These values are estimated using mean temperature $T \sim 230$ K and pressure $p \sim 300$ hPa, respectively, for the corresponding saturation mixing ratio $q_i(p, T) = r_{230,300}$. This quantity can be seen as reservoir for clouds, as in
former studies (e.g. Klein and Majda, 2006), that is, we set \( q_c = f q_s \) with \( f \sim 0.1 \) or \( f \sim 0.33 \) for thick or very thick cirrus clouds, respectively.

### 3.3.1. 2D structure of the formed cirrus clouds

Figures 9 and 10 show the time evolution of cloud formation and development of convective cells. The entire 2D domain is lifted by a constant updraught of \( w_{LS} = 0.03 \, m/s \) and relative humidity over ice increases in reaction on this large-scale motion. The initially perturbed potential temperature field organises to larger structures under the influence of the moderate wind shear \( (\partial u/\partial z = 3.6 \cdot 10^{-1} \, s^{-1}) \). Small eddies form, leading to structured upward and downward motions. This organisation of an originally randomly disturbed temperature field into larger structures was already seen for simulations in a more stable environment (Spichtinger and Gierens, 2009b). The detailed formation mechanism of these structures remains unclear; wind shear might play a major role by generating vorticity in the \( x-z \)-plane. The eddies have a horizontal extension of few km and a vertical extension of \( \sim 0.5-1 \) km as estimated from the turbulent kinetic energy field (not shown). The induced vertical velocity is quite small \( (-0.08 \leq w' \leq 0.08 \, m/s) \) in the initial phase \( (t \leq 80 \, \text{min}) \). The additional temperature changes driven by small-scale eddies lead to an increase in relative humidity over ice and to a fairly inhomogeneous but structured 2D distribution of \( RHi \). In some small regions the thresholds for homogeneous nucleation are surpassed; ice crystals are formed in the lower part of the ice-supersaturated layer at around \( t \sim 55 \) min and later. Because ice formation is triggered first in the lower part of the ice-supersaturated region \( (8.5 \leq z \leq 9 \, \text{km}) \) at quite high temperatures \( (230 \leq T \leq 236 \, \text{K}) \), only few ice crystals are formed in these regions \( (N_i \sim 10 \, \text{L}^{-1}) \). Although these ice crystals can grow without competition in a highly supersaturated environment, it takes some time until considerable latent heat is released. The addition of latent heat contributes to a further enhancement of the existing eddies; cells containing ice crystals are formed.
(see Fig. 9) more than 10 convective cells can be seen, visualised by their ice water content (black isolines). In the following, the cells grow in vertical direction due to latent heat release, reaching higher levels of the ice-supersaturated layer. Horizontal wind shear has an impact on the shape of the developing cells. In the lower part of the domain (i.e. $8 \leq z \leq 10$ km), the wind is increasing with height, tilting convective cells to the right. As soon as the cells reach levels around $z \sim 10$ km (maximum wind, change of wind shear), they tend to rise almost directly upwards. After reaching the negatively sheared region above wind maximum the cells are pushed to the left, inducing overturning of the cells. The rising convective cells are stopped at the tropopause. The buoyancy of the cells is not sufficient that they can penetrate into the highly stratified stratosphere. Since the vertical extension of the layer with convective activity is quite shallow, we call the phenomenon shallow cirrus convection in analogy to shallow convection in liquid clouds. The main convective activity takes place in the time interval $120 \leq t \leq 240$ min. However, also at later stage of the simulations few convective cells are triggered, leading to some inhomogeneities in a quite mixed layer cloud. We will see later that the convective activity is not strong enough to produce a well-mixed layer, thus potentially unstable regions can exist over the whole simulation time.

Fig. 9. Time evolution of convective cells inside the ISSR in the x-z-plane (horizontal extension in kilometres vs. altitude in kilometres) – early stage of cirrus cloud ($t = 75, 90, 105, 120, 135, 150, 165, 180, 195, 210$ min). Colour bar: relative humidity over ice, black lines: isolines of ice water content (increment: $\Delta$IWC = 5 mg m$^{-3}$).
3.3.2. Dynamical vs. microphysical aspects of convective cells. The dynamic mechanism of cell formation and evolution for shallow cirrus convection is almost identical to classical cloud dynamics of liquid clouds. The existing condensate (water or ice) acts as sink for supersaturated water vapour. The vapour condenses on the stable phase (liquid or solid) and latent heat is released. Thus, in a potentially unstable environment the temperature inside cloud elements is higher than in the cloud free environment. This difference produces an intrinsic updraught region inside the cloud. The changed velocity field leads also to a cell formation, that is, structures larger than the initial cloud element are formed.

In contrast to condensation of liquid cloud droplets, ice formation requires high supersaturations (Koop et al., 2000; DeMott et al., 2003); this leads to some special features in the cell formation and evolution. We discuss some aspects of the evolution of a single cell in more details in the following. For determining the dominant processes, we also investigate timescales for (a) changing relative humidity and (b) changing ice mass concentration $q_i$, that is,

$$\frac{d\text{RHi}}{dt} = \frac{\text{RHi}}{\tau_{\text{cool}}} + \frac{\text{RHi}}{\tau_{\text{phase}}} + \frac{\text{RHi}}{\tau_{\text{mic.RHi}}}$$

(6)

$$\frac{dq_i}{dt} = \frac{q_i}{\tau_{\text{growth}}} + \frac{q_i}{\tau_{\text{sed}}} + \frac{q_i}{\tau_{\text{mic.q}}};$$

(7)

The timescales are defined in the Appendix. For the analysis of the different processes we use ratios of the absolute values of timescales $r = \left| \frac{\tau_1}{\tau_2} \right|$. The interpretation is quite straightforward. A timescale ratio $r > 1 \Leftrightarrow |\tau_1| > |\tau_2|$ indicates a dominant process $r \approx |\tau_1| \approx |\tau_2|$ indicates that both processes are of comparable strength; finally, for $r < 1 \Leftrightarrow |\tau_1| < |\tau_2|$ process 1 is dominant. This type of analysis is also represented in Figs. 12 and 13.

There are different stages of a typical cell in ice-supersaturated air, summarised as follows:

- The large-scale updraughts in combination with small-scale eddies induce first nucleation events. Since the nucleation takes place at (1) low vertical velocities ($w \leq 0.02–0.05 \text{ m s}^{-1}$) and (2) high temperatures (i.e. at the lower boundary of the supersaturated layer), just few ice crystals are produced ($N_i \approx 10–20 \text{ L}^{-1}$). These crystals can grow to large sizes in the highly supersaturated environment and in the further evolution they sediment. Because of small surface area of ice crystals, the consumption of water vapour is quite ineffective; the latent heat release leads to small additional values of vertical velocity. Secondary nucleation events follows in the enhanced vertical velocity, leading to higher ice crystal number concentrations. Falling ice particles form the first fall streaks, removing ice mass from the nucleation zone.
- The cell starts to organise due to changes in the velocity field; a confined updraught region is formed with vertical velocity increasing in time. The ice crystals inside the cell grow further, consuming ice supersaturation. On the other hand, rising of the cells and thus adiabatic cooling leads to a source of ice supersaturation. Timescale analysis (see below) shows that cooling is almost always dominant over
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growth and/or mixing. High supersaturation values are found inside the cells.

- Sedimentation forms fall streaks, extending from the top of the cells down to the lower boundary of the supersaturated layer and far beyond into subsaturated air. This is a very clear macroscopic signature of the convective cells.
- The cell rises until level of neutral buoyancy is reached. The cell is then overturning and sinks downwards; it disappears and the ice crystals sediment and evaporate in the subsaturated air.

An example of single cell evolution in its developing stage is shown in Fig. 11. Here, the cell is tracked and displayed with a time increment of $\Delta t = 10$ min; the variables potential temperature perturbation, vertical velocity, relative humidity over ice, ice crystal mass and number concentration, respectively, are shown. On the left panels, the 2D structure of the cell is shown; on the right panel, vertical profiles as given at the centre of the cell are shown. Two important features can be seen:

1. Inside the cells no further ice nucleation takes place (‘quenching’ of nucleation), that is, at the maximum updraught values, diffusional growth is always large enough to keep supersaturation values below homogeneous freezing thresholds. On top of the cells, nucleation events are triggered, that is, at lower vertical velocities.

2. The updraughts triggered by latent heat release also change the velocity fields. Inside the cell upward motion can be found, whereas laterally downdraughts are induced. Thus, relative humidity is reduced in the ambient air due to adiabatic compression in the downdraughts. Again, the ‘cooling’ timescale is smaller than the ‘growth’ timescale. This means that relative humidity is faster reduced by warming than it is enhanced by sublimating ice crystals.

High supersaturation inside cells is triggered by dominance of cooling as source for supersaturation and the ability of ice crystals inside the cells to reduce the ice supersaturation below homogeneous ice nucleation thresholds. Thus, vertical velocity provides high supersaturation but growth prevents ice nucleation leading to ice supersaturation on high levels. In principle, this feature is similar to modification or even suppression of homogeneous nucleation by few heterogeneously formed and pre-existing ice crystals; also in this case high ice supersaturations can be observed (see, e.g., Gierens, 2003; Ren and MacKenzie, 2005; Spichtinger and Gierens, 2009c; Spichtinger and Cziczo, 2010).

We analyse this behaviour using timescale analysis. In Fig. 12, timescales for cooling, growth and mixing as well as ratios of timescales are represented at the end of time series in Fig. 11; the cell is in its mature state (simulation time $t = 130$ min). For processes cooling (or equivalently warming) vs. depositional growth (or equivalently sublimation) the timescale analysis is quite clear. The first term in eq. (3) (driven by vertical velocity) is almost always dominant over the growth/sublimation term, even in different velocity regimes ($w < 0$ and $w > 0$). It seems that just for values of cloud ice mixing ratio $q_i > 10^{-5}$ kg/kg, diffusional growth could be of same order than cooling. This dominance can be also seen for the whole simulation data, as represented in the 2D probability distribution of $\frac{\tau_{cool}}{\tau_{growth}}$ (Fig. 13, upper left panel). For the comparison cooling vs. mixing, we find the same qualitative behaviour. The cooling term is almost always dominating over mixing. This feature can also be seen for the whole simulation in the 2D distribution (Fig. 13, upper right panel) Thus, in the updraughts of the convective cells, ice supersaturation is almost always increased by cooling, whereas neither depositional growth nor mixing is able to reduce ice supersaturation efficiently. The same is true for the downdraught regions. The decrease of relative humidity by warming due to downdraughts is dominating over enhancement of $RHI$ by sublimating ice crystals or mixed air.

The comparison of timescales for ice mass mixing ratio $q_i$ shows a different behaviour. Growth and sedimentation are usually of the same order of magnitude. However, large variations can occur; both scenarios are possible, that is, $|\tau_{dep}| < |\tau_{sed}|$ and $|\tau_{dep}| > |\tau_{sed}|$. This behaviour can be seen in the snapshots at simulation time $t = 130$ min (Fig. 12) as well as in the overall picture (2D distribution in Fig. 13, lower left panel). The comparison between sedimentation and mixing shows a slightly different behaviour. Sedimentation is almost always dominating over mixing ($|\tau_{dep}| < |\tau_{mix_g}|$), that is, changes by sedimenting ice crystals are usually much faster than changes due to mixing of air due to local dynamics. This behaviour can be seen for the cell at simulation time $t = 130$ min (Fig. 12) as well as in the 2D probability distribution (Fig. 13, lower right panel).

For the time evolution of tracked cells, a typical life time of the cells, from first nucleation events to the decaying of the cell, can be estimated: $t_{life} \sim 90$ min. The ice supersaturation inside the cell is just present as long as the intrinsic updraught is maintained by the latent heat release.

### 3.3.3. Statistics of relative humidity inside cirrus clouds

In detailed investigation of cloud evolution, single cells and timescales, we have seen that ice supersaturation inside convective cells is possible and quite frequent. From snapshots in Fig. 11 it is not possible to estimate
the frequency of occurrence of such events. Therefore, we present a two-dimensional probability density for relative humidity and ice water content in Fig. 14. All data from the whole simulation are used; the criterion of ‘cloudy data’ was determined by a threshold of ice number concentration. A data point is marked as cloudy if the ice crystal number concentration exceeds the value $N_{i,crit} = 1 \text{L}^{-1}$. This threshold corresponds quite well to the typical
detection limit for in situ measurements (see, e.g., Krämer et al., 2009). Primarily, we are interested in ice supersaturation inside clouds. For consistency, we present the 2D distribution for the relative humidity range $30\% \leq R_{Hi} \leq 160\%$ and the ice water content interval $0 \leq IWC \leq 90 \text{ mg m}^{-3}$. The probability distribution is quite broad with a maximum around $(R_{Hi}, IWC) = (105\%, 5 \text{ mg m}^{-3})$. This enhanced relative humidity over ice is consistent with a permanent supersaturation source by large-scale dynamics $w_{LS} \geq 0.03 \text{ m s}^{-1}$. Several additional features can be seen (all values of frequency of occurrence are represented in Table 1):

- Ice clouds are usually not in thermodynamic equilibrium, only about 11.5% of all cloud events are close to saturation ($R_{Hi} \sim 100\%$, i.e., $98.5\% \leq R_{Hi} \leq 102.5\%$). The relative humidity inside clouds range between strong subsaturation ($R_{Hi} \sim 30\%$) and high supersaturation ($R_{Hi} \sim 160\%$). The reason for this feature is the slow relaxation due to long growth timescales at cold temperatures (in the usual typical range $10^3 \text{ s} \leq \tau_{phase} \leq 10^{10} \text{ s}$, see Fig. 12).
- For shallow cirrus convection, more ice clouds are in the supersaturated stage than in the subsaturated stage. Actually, in 52% of all cloud events ice supersaturation can be found ($R_{Hi} > 100\%$), 36.5% of all cloud cases are present in subsaturated air ($R_{Hi} < 100\%$).
- Ice supersaturation inside thick cirrus clouds ($IWC \geq 10 \text{ mg m}^{-3}$) occurs quite often (about 14% of all cloud events); very high supersaturations up to $R_{Hi} \sim 150\%$ are possible. The frequency of occurrence for ice supersaturation in very thick clouds ($IWC \geq 30 \text{ mg m}^{-3}$) is still not negligible (about 1.7% of all cloud events).

The two-dimensional probability distribution shows that ice supersaturation inside cirrus clouds is quite common.
in case of shallow cirrus convection. We note here that
the probability distribution does not allow to estimate
how long an air parcel inside a cirrus cloud is in the status
of ice supersaturation (duration or persistence of supersaturation). The evolution of cells in Fig. 11 shows that ice
supersaturation in shallow cirrus convection is a transient
phenomenon, triggered by vertical updraughts inside the
cells and their lifetime. Generally, we tend to believe that
if measurements along flight tracks show many data points
in supersaturated air that these measurements represent
persistent supersaturation. This is not necessarily true, as
shown in the simulated situation.

We additionally show probability distributions of relative
humidity over ice for different parts of the simulation.
During the time interval $60 \leq t \leq 210$ min convective
cells are triggered and they dominate the cloud structure. In the later period $210 \leq t \leq 400$ min the convective
activity is reduced. There are still some convective cells,
however, the situation is more like a layer cloud, as driven
by large-scale motion. Again, we discriminate between
clear air and cloudy air by a threshold for ice crystal
number concentration $N_{i,thres} = 1$ L$^{-1}$.

The probability density of relative humidity over ice
shows quite different behaviour for the two time periods
(Fig. 15). During the phase of active convection, high
relative humidity values are quite frequent inside and
outside clouds due to vertical updraughts triggered by the
cells themselves. The distribution for relative humidity in
clear air is quite ‘flat’, whereas the humidity distribution
for cloudy air shows a clear maximum around 105%,
as already seen in the 2D distribution in Fig. 14. The distribution has also a clear secondary maximum around 145%. This is direct impact of convective updraughts leading to enhanced supersaturation inside the clouds, as discussed above. In the second time period, we find exponential decay for the supersaturated part of the distributions. In earlier studies this behaviour was already found in observational data obtained by different measurements techniques (Gierens et al., 1999, 2004; Spichtinger et al., 2002, 2003a, 2004; Gettelman et al., 2006). However, it was always assumed (at least implicitly) that this exponential feature would exclusively occur for clear air data, but not for cloudy data. In our investigations the feature is present for both distributions. A simple exponential fit of the form \( p(RH_i) = a \exp(-b \cdot RH_i) \) leads to exponents in the range \( 0.0425 < b < 0.073 \), comparable to former studies (Spichtinger et al., 2002, 2003b; Gettelman et al., 2006). It might be that the vigorous dynamics of the convective cells and mixing inside the supersaturated layer lead to this exponential behaviour, but the exact reason for this feature is still unknown. Beside the exponential behaviour, we would not expect relaxation to saturation since there is a constant source for supersaturation by the large scale updraught \( w_{LS} = 0.03 \text{ m s}^{-1} \).

### 3.3.4. Statistics of vertical velocity and ice crystal number concentrations

In Fig. 16, we show probability densities of vertical velocity for the two different time intervals as defined above (left panel: \( 60 \leq t \leq 210 \text{ min} \), right panel: \( 210 \leq t \leq 400 \text{ min} \)), separated into clear and cloudy air by the ice crystal number concentration threshold \( N_{i,\text{thres}} = 1 \text{ L}^{-1} \) (see Section 3.3.3). For the first period, the impact of convective cells can be seen quite clearly. The extension to large vertical velocity values is due to the strong upward motions inside the cells and the subsidence around the cells. The structure of the distribution for clear and cloudy

### Table 1. Probability (in percent) for cloudy air \((N_i \geq 1 \text{ L}^{-1})\) of a certain state of (super/sub)-saturation and ice water content, respectively

| \( RH_i \) | All cloud events | \( IWC \geq 10 \text{ mg m}^{-3} \) | \( IWC \geq 30 \text{ mg m}^{-3} \) |
|-----------|-----------------|-----------------|-----------------|
| \( RH_i \leq 100\% \) | 36.47 | 7.36 | 0.38 |
| \( RH_i \sim 100\% \) | 11.49 | 2.93 | 0.18 |
| \( RH_i \geq 100\% \) | 52.04 | 14.23 | 1.68 |
| \( RH_i \geq 120\% \) | 20.08 | 5.68 | 0.90 |
| \( RH_i \geq 140\% \) | 5.24 | 1.55 | 0.22 |

This table represents integrated values of the two-dimensional probability density, as shown in Fig. 14.
data is quite similar to the ogival shape as reported by Gierens et al. (2007). For clear air data, velocities are systematically lower than for cloudy data; inside clouds, the vertical velocity is triggered by the latent heat release and the maximum updraught is situated inside the cell. The rising cell is additionally influencing the air above and around it, leading to enhanced vertical velocities in clear air.

In the second period, the distributions are much more narrow. During this stage, convection is less active than before. Therefore, vertical velocities (inside and outside clouds) are generally smaller. The distribution shows an almost exponential decay in positive and negative velocity range. This behaviour is seen best for cloudy data. Frequency distributions of former measurements also show this quasi exponential distribution (e.g. during INCA campaign, see Kärcher and Ström, 2003).

In Fig. 17, we show probability densities of ice crystal number concentrations for the two different time intervals as defined above (red: $60 \leq t \leq 210$ min, blue: $210 \leq t \leq 400$ min). Both distributions peak around $N_i \sim 5-7 \text{ L}^{-1}$. The distribution for the first time interval is quite broad. Low ice crystal number concentrations can be produced by weak nucleation events at the very beginning, triggered mainly by the large-scale updraught; the second source for these low concentration is sedimentation of ice crystals leading to a vertical spread and low concentrations (see discussion in Spichtinger and Gierens, 2009b). There is a cut-off for high ice crystal concentrations around $N_i \sim 1000 \text{ L}^{-1}$, only three data points show such high concentrations. In the second time interval, the distribution looks very similar, just the maximum is much more pronounced. Low ice crystal number concentrations are consistent with high ice supersaturation values (see discussion in Krämer et al., 2009).

Fig. 16. Probability density of vertical velocity in cloudy air (red), clear air (green) and all data (blue) for the time intervals $60 \leq t \leq 210$ min (top panel, active convection) and $210 \leq t \leq 400$ min (bottom panel, decaying convection).

Fig. 17. Probability density of ice crystal number concentrations for the time intervals $60 \leq t \leq 210$ min (red) and $210 \leq t \leq 400$ min (blue).

3.3.5. Mixing of supersaturated layers. Convection has a strong impact on mixing in the atmosphere. Especially deep convection leads to strong mixing of atmospheric layers; after convection mixed layers show a lapse-rate close to moist adiabatic lapse-rate. In our case of shallow convection inside ice-supersaturated layers, a priori it is not clear, which final state will be reached. For a qualitative analysis we investigate mean profiles of (equivalent) potential temperature $\theta, \theta_e$. The profiles are averaged over the
We compare profiles of the vertical layer $8 \leq z \leq 11$ km from the initialization of the simulation and at simulation time $t = 360$ min, when convective activity is very weak. For a better comparison, we shift the vertical profile at $t = 360$ m downwards by $\Delta z = 648$ m, such that both profiles are normalised by altitude. From equivalent potential temperature a ‘moist’ Brunt-Vaisala frequency ($N_m$) can be derived, similarly to standard Brunt-Vaisala frequency ($N$):

$$N^2 := \frac{g}{\theta} \frac{\partial \theta}{\partial z}, \quad N_m^2 := \frac{g}{\theta_e} \frac{\partial \theta_e}{\partial z}$$  \hspace{1cm} (8)

Figure 18 show vertical profiles of $\theta, \theta_e$ (upper row) and $N, N_m$ (lower row) at initialization (solid line) and at simulation time $t = 360$ min (dashed line). At the initialization, the stratification is quite weak ($N \approx 0.004$ s$^{-1}$) and a potentially unstable layer is present by enhanced humidity in the supersaturated layer. During the simulation, convective activity leads to transport of the latent heat and mixing. At simulation time $t = 360$ min, the potential temperature profile has changed over the whole layer. In the upper part ($z \geq 9$ km) stability has decreased, whereas in the lower part ($z \leq 9$ km) stability has increased. The equivalent potential temperature approaches neutral stratification, but a slight potentially unstable layer remains. Thus, convective mixing is not strong enough to remove potential instability completely. Further latent heat release would trigger again (weak) convection. We have calculated a ‘moist-adiabatic’ lapse rate for vapour-ice transitions, similarly to the usual definition of moist-adiabatic lapse-rates (see, e.g., Emanuel, 1994). However, the final profile does not approach this ‘moist-adiabatic’ lapse-rate, even not for a constant supersaturation $S_i \neq 1$. Thus, for shallow convection in pure ice clouds there is not a final state in mixing reaching ‘moist-adiabatic’ lapse-rate, that is, a state near thermodynamic equilibrium. This is in contrast to the usual behaviour for pure liquid convective clouds. Since thermodynamic equilibrium is not a typical state for ice clouds in contrast to liquid clouds, this is not a surprising result.

3.3.6. Comparison of radiosonde profiles with ‘pseudo-radiosoundings’. In our realistic case, there are no in situ measurements of ice crystals for corroborating the
existence of convective cells; therefore, we have to carry out a circumstantial evidence. For this purpose we compare the vertical profile of potential temperature as measured by the radiosonde with several ‘pseudo-radiosonde’ profiles. For a horizontal grid point we extract the vertical column at this point as a ‘pseudo-radiosonde’ ascent. The realisations are given for a distinct simulation time (\( t = 195 \) min) equivalent to the realistic radiosonde ascent.

The measured profile of potential temperature (Fig. 19, thick line) shows a high variability. Some unstable layers are embedded into stable layers. The perturbations in potential temperature are in the order of \( \Delta \theta \approx 0.2 \text{--} 0.5 \text{ K} \).

As we have seen from our investigation of a single convective cell, such perturbations might result from an ascending convective cell. Temperature perturbations from latent heat release are transported upwards by the updraught of the cell, leading to a signature of an unstable layer. We see a similar signature in the pseudo-radiosondes as extracted from the model simulation. Figure 19 shows eight realisations of vertical profiles, shifted by \( \Delta \theta = 0.5 \text{ K} \) for better representation. We cannot expect that the realistic profile is represented in a 1:1 relation. However, many profiles show very similar structures as in the observations; the magnitude of simulated perturbations is in very good agreement with measured perturbations. Thus, this is a strong indication that the structure in the radiosonde profile of potential temperature is crucially determined by convective cells in cirrus clouds.

4. Discussion

The key for ice supersaturation inside cirrus clouds is a source term due to vertical updraughts. Timescale analysis showed clearly that this cooling term in relative humidity rates is almost always dominating over other terms. Although latent heat release and in turn formation of cellular structures is the dominant effect for ice supersaturation inside cirrus clouds in this study, some other effects might influence or modify this feature. Here we discuss some other effects:

- Impact of radiation:

In our simulations we omit radiative transfer calculations with feedbacks to the cloud dynamics. This was done for concentrating on feedbacks of latent heat release only. Cloud-radiation feedbacks are very complex processes and depend on many environmental conditions. Ice crystals absorb solar radiation and the high water vapour inside the clouds lead to a strong signal in infrared radiation. In turn, cirrus clouds produce local heating rates. The exact values depend strongly on environmental conditions. Therefore, we decided to leave out the effect. We have carried out off-line radiative transfer calculations in order to estimate typical heating rates inside the cells. For this purpose we used the radiative transfer code by Fu and Liou (1993) and adapted formulae for the effective size of the ice crystals (see Appendix in Joos et al., 2014).

For typical mid-latitude conditions in spring (latitude \( \sim 50^\circ \), surface temperature \( T_s \sim 300 \text{ K} \)) we could derive local heating rates in order of \( \frac{dT}{dt} \approx 10 \text{ K day}^{-1} \sim 10^{-4} \text{ K s}^{-1} \). These maximum values are of similar order of magnitude as latent heating rates. Since the absorption of radiation is proportional to ice mass concentration, the maximum values occur at high values of IWC inside convective cells. By this coincidence, one can conclude that radiation would simply enhance the vertical upward motions due to additional heating inside the cells. Gu and Liou (2000) found similar behaviour. Thus, the qualitative structure of shallow cirrus convection will not change including radiation but the analysis of the data might be more complicated. The impact of radiation is limited by the life time of the cells, as in case of latent heating.

- Additional heterogeneous nucleation:

The dominant ice formation process in the extra tropical tropopause region is homogeneous freezing of aqueous solution droplets (Kärcher and Ström, 2003). Heterogeneous nucleation might play a minor role. For the sub tropics, the picture might change, as recent studies suggest; this is probably due to the high loading of heterogeneous IN in the subtropical upper troposphere (Cziczo et al., 2013). Boxmodel studies without including sedimentation proposed suppression of homogeneous nucleation.
for small number concentrations of IN in order of \( N_{IN} \sim 10 \, \text{L}^{-1} \) (Gierens, 2003; Ren and MacKenzie, 2005). If sedimentation is included, box model studies suggest more a modification of homogeneous nucleation events for typical IN concentrations in the tropopause region (Haag and Kärcher, 2004; Spichtinger and Cziczo, 2010). In former studies using LES models, perturbation and modification of homogeneous nucleation by heterogeneous IN was corroborated (Spichtinger and Gierens, 2009c; Joos et al., 2014). For investigating the impact of heterogeneous IN on shallow cirrus convection, we run the model including heterogeneous IN with a nucleation threshold at \( RH_{IN,\text{thres}} = 130\% \) and a number concentration of \( N_{IN} = 10 \, \text{L}^{-1} \) as described in Section 3.2. The results show no qualitative difference in the convective cell activity. In case of additional heterogeneous IN, convective activity was triggered earlier due to the lower nucleation threshold compared to homogeneous nucleation. The main structure of convective cells as well as of high supersaturation inside the cells remains the same. Ice supersaturation is present in the cells as for pure homogeneous nucleation. We do not quantify the impact of heterogeneous nucleation further, because this is beyond the scope of this study. In an upcoming study, we will address this issue in a more idealised setup.

- **Role of sedimentation:** Sedimentation of ice crystals due to gravity is of high importance for the development of cirrus clouds (see, e.g., Spichtinger and Gierens, 2009c; Spichtinger and Cziczo, 2010). In box model studies this effect is usually neglected, although some models deal with rudimental sedimentation approaches (Haag and Kärcher, 2004; Kay et al., 2006; Spichtinger and Cziczo, 2010). As discussed above, fall streaks are formed by sedimentation. The removal of ice crystals from their origin by gravity leads to a weakening of the growth term in the relative humidity rate [eq. (3)]. This results into less latent heat release, which feedbacks to vertical velocity. We tested the impact of sedimentation by running a simulation without sedimentation. As expected, the ice crystals stay in the cells; they can only be removed by active warming of the cells due to downdraughts. Convective activity starts earlier since latent heat release is more effective at the beginning. However, the initial structure of the cells remains similarly to the standard run. The overturning of the cells is enhanced; the vertical velocities do not change as compared to the reference simulation. The ice water content is about 2–5 times higher but ice crystal number concentrations are somewhat reduced due to very efficient quenching. In contrast to the standard run with spacings between the cells in order of some kilometres, in the sensitivity run the whole 2D domain is filled with clouds after about 180 min. Although one would think that growth should be more effective, the timescale analysis shows that still the velocity driven source of supersaturation dominates overall other terms. High ice supersaturation is still possible and frequent. The strong internal overturning leads to subsidence regions with warming and sublimation of the ice crystals. Additionally, water vapour and ice mass concentrations are spread by mixing.

5. **Summary and conclusions** We investigated the hypothesis of shallow convection inside cirrus clouds (‘shallow cirrus convection’) in the tropopause region. Measurements from radiosondes and ECMWF meteorological analyses show evidence of a potentially unstable layer in the upper troposphere with a large vertical extension in order of 2 km. We used a state-of-the-art large-eddy cirrus simulation model for simulating this realistic case. From the simulations, we could derive the following main results.

1. Shallow cirrus convection is possible in analogy to classical cloud dynamics for liquid clouds. A potentially unstable layer is externally lifted by large-scale motion, leading to first ice nucleation events. Cell formation is triggered by latent heat release of growing ice crystals. During the developing stage, sedimenting ice crystals form characteristic fall streaks. The cells rise until they reach their level of neutral buoyancy near the tropopause. Then they decay and evaporate in the subsidence around the updraught regions of the cells.

2. Ice supersaturation inside cirrus clouds can be triggered by shallow cirrus convection. The source for supersaturation is the intrinsic updraught of convective cells, leading to cooling and increase of relative humidity. The source term driven by vertical velocity is almost always dominating over sinks in supersaturation, given by diffusional growth. The same is true for subsidence regions. Also in such cases, drying of air in terms of relative humidity due to downward motion dominates over possible moistening due to sublimating ice crystals.
(3) Mixing due to local dynamics can also influence relative humidity in cirrus clouds. Timescale analysis for relative humidity rates shows that the impact of mixing is usually small compared to cooling, but could be of same order as diffusional growth.

(4) Cirrus clouds in shallow cirrus convection are usually not in thermodynamic equilibrium (i.e. saturation). Just about 11.5% of all cloudy data \( [N_i \geq N_i(\text{clear}) = 1 \text{ L}^{-1}] \) are close to saturation. About 52% of cloudy data are found at ice supersaturation, whereas about 36.5% of cloudy data are found in subsaturated air. Since cirrus clouds constitute an open thermodynamic system, this result is consistent with non-equilibrium thermodynamics.

(5) About 14% of all cloudy data represent thick cirrus clouds \( (\text{IWC} \geq 10 \text{ mg m}^{-3}) \) in status of ice supersaturation. Even for very thick cirrus clouds \( (\text{IWC} \geq 30 \text{ mg m}^{-3}) \), ice supersaturation is possible (which occurs in about 1.7% of all cloudy data). High supersaturation \( (S_i \geq 12) \) inside cirrus clouds could be found in about 20% of all cloudy data, very high supersaturation \( (S_i \geq 14) \) is present in about 5% of all cloud events (see also values reported in Table 1).

(6) Relative humidity probability density functions show exponential decay in the supersaturated interval for clear and cloudy air conditions, mostly during the later stage of the convection evolution. This is in contrast to our former conjecture that the exponential feature is dominant for clear measurements. The exponential feature is probably driven by strong mixing inside the cirrus layer.

(7) Sedimentation is an important process for shaping cells in the manner of fall streaks. Diffusional growth and sedimentation are of equal importance in terms of timescale analysis. High variations in the dominance can occur (i.e. \( |\tau_{\text{dep}}| < |\tau_{\text{sed}}| \) and \( |\tau_{\text{dep}}| > |\tau_{\text{sed}}| \)). Mixing does also influence ice cloud mixing ratios; however, sedimentation is always dominating in comparison to mixing.

(8) The rising cells transport potential temperature, ice and water vapour into the upper part of the layer; the subsidence around the cells transport upper air masses downwards. These effects lead to a general kind of mixing, driven by the life cycle of the cells. At the end of the simulations a partly mixed layer was established; however, the layer includes still some potentially unstable parts. The final stratification differs from moist-adiabatic lapse rate. Therefore we conclude that shallow cirrus convection does not generally lead to a well-mixed state. This is due to the very moderate updraughts in the range \( |w| \leq 1.5 \text{ m s}^{-1} \), driven by small latent heat release from small water vapour mixing ratios.

(9) Ice supersaturation in shallow cirrus convection is a transient phenomenon. It is not persistent but is limited to the lifetime of convective cells. This feature can only be detected introducing time-dependent investigations.

We were able to investigate shallow cirrus convection and derived some results corroborating the existence of high ice supersaturation inside cirrus clouds, as driven by vertical motions. Dynamics is the key for the multi scale system of cirrus clouds in their environment. From our investigation we can carefully conclude that dynamics is the dominating process driving thermodynamic states of cirrus clouds. Microphysical effects might modify cirrus cloud processes. Probably, in many cases of actual measurements superposition of dynamics on different scales might explain thermodynamic conditions (see also Spichtinger and Krämer, 2013). Our investigations are representative in absence of additional motions, which could superimpose large-scale dynamics and convective cell dynamics. For instance, gravity waves propagating through cirrus layers might change the qualitative results. However, small-scale variability is represented in the simulations in form of initially prescribed perturbations of potential temperature. Additional turbulence would be related to breaking waves, which are excluded in our case.

Finally, we want to remark that the origin of the potentially unstable layer in our case is not clear. Possible formation mechanisms are large-scale advection and mixing of different air masses, mesoscale mixing processes (e.g. near the jet regions due to strong wind shear) or radiation processes in cloudy and clear air with an enhanced water vapour content (leading to strong radiative cooling). In future work, these issues should be clarified. In future studies, we will investigate the impact of environmental conditions on shallow cirrus convection in more detail.
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7. Appendix: derivation of timescales

The general assumption for timescale analysis of a quantity $\psi$, driven by several competing processes $i = 1, \ldots, n$ is as follows:

$$\frac{d\psi}{dt} = \sum_{i=1}^{n} \frac{\psi}{\tau_i}$$

(9)

that is, each process $i$ is linked to an instantaneous timescale $\tau_i$, which would result into an exponential behaviour. For the superposition of the different processes $i = 1, \ldots, n$, we can write

$$\psi(t) = \sum_{i=1}^{n} \exp\left(\frac{t}{\tau_i}\right)$$

(10)

By definition, timescales can have different signs, indicating sources and sinks for the quantity $\psi$. For the investigations in shallow cirrus convection, that is, in the cells, two different variables must be studied, relative humidity over ice (or equivalently the saturation ratio $S_i = RH_i/100\%$) and ice mass mixing ratio. For this purpose, we derive the following equations:

(1) Relative humidity evolution: $RH_i$ depends on temperature, pressure and water vapour mixing ratio, respectively. Thus, we have to consider changes in these variables, given by external forcings (vertical motion and mixing) and phase transitions in the system. Mixing plays a minor role for temperature and pressure changes, since the horizontal and vertical gradients on grid resolution are small and also variations are quite small; therefore mixing can be neglected for temperature and pressure. The temperature, pressure and humidity rates can be described as follows:

$$\frac{dT}{dt} = \frac{dT}{dt}|_{\text{vertical}} + \frac{dT}{dt}|_{\text{mixing}} + \frac{dT}{dt}|_{\text{phase}} \approx \frac{dT}{dt}|_{\text{vertical}} + \frac{dT}{dt}|_{\text{phase}}$$

(11)

$$\frac{dp}{dt} = \frac{dp}{dt}|_{\text{vertical}} + \frac{dp}{dt}|_{\text{mixing}} \approx \frac{dp}{dt}|_{\text{vertical}}$$

(12)

$$\frac{dq}{dt} = \frac{dq}{dt}|_{\text{mixing}} + \frac{dq}{dt}|_{\text{phase}}$$

(13)

For the changes of temperature we get the following equations

$$\frac{dT}{dt}|_{\text{vertical}} = -\frac{g}{c_p} w, \frac{dT}{dt}|_{\text{phase}} = -\frac{L_a}{c_p} \frac{dq}{dt}|_{\text{phase}},$$

(14)

whereas for pressure we can express the changes via temperature changes

$$\frac{dp}{dt}|_{\text{vertical}} = -\frac{1}{\kappa} \frac{dT}{dt}|_{\text{vertical}} = -\frac{g}{c_p} w \frac{1}{\kappa}$$

(15)

For diagnosing mixing, we make an ansatz in terms of eddy diffusivity, that is, the changes in concentrations due to mixing can be described by the following equation.

$$\frac{dq}{dt}|_{\text{mixing}} = \nabla \cdot (K_q \nabla q) = \frac{\partial q}{\partial x} K_q \frac{\partial q}{\partial x} + \frac{\partial q}{\partial z} K_q \frac{\partial q}{\partial z}$$

(16)

$K_q$ denotes the eddy diffusivity coefficient, related to turbulent kinetic energy $E$

$$E = \frac{1}{2} (u'^2 + w'^2), u' = u - u_o, w' = w - w_{LS}$$

(17)

The perturbation velocities are given by subtracting the initial horizontal wind profile $u_o(z)$ as represented in Fig. 7 (left panel) and subtracting the large-scale vertical wind component. The diffusivity can be expressed by $K_q := c \cdot \ell \cdot \sqrt{E}$ with the characteristic length scale of grid resolution $\ell = \sqrt{\Delta x \Delta z} \approx 71$ m and a constant $c = 0.2$ (see, e.g., Schumann, 1991; Grabowski, 2007). Using the expressions for partial derivatives

$$\frac{\partial RH_i}{\partial T} = -RH_i \frac{L_a}{R_i T^2} \frac{\partial RH_i}{\partial p} = \frac{RH_i}{p} \frac{\partial RH_i}{\partial q} = \frac{RH_i}{q}$$

(18)

we end with an equation for sources and sinks of relative humidity:

$$\frac{dRH_i}{dt} = \underbrace{\frac{RH_i}{T} \left[ \frac{L_a}{R_i T^2} \left( -\frac{1}{\kappa} \right) \right.}_{\text{vertical velocity}} \frac{g}{c_p} w + \underbrace{RH_i \left[ \frac{L_a^2}{R_i^2 T^2 c_p} + \frac{1}{q} \right] \frac{dq}{dt}|_{\text{phase}}}_{\text{phase change}}$$

$$+ \underbrace{RH_i \nabla \cdot (K_q \nabla q)}_{\text{mixing}}$$

(19)

Using the growth equation for the specific humidity rate, that is,

$$\frac{dq}{dt}|_{\text{phase}} = -a \cdot N^{1-b} q^b r_b$$

(20)

whereas $a = f \cdot a^*(p,T), b = b(p,T), f = \frac{p_v - p_{av}(T)}{p_{av}(T) - p_{av}(T)}, r_b := \exp\left(\frac{b(b-1)}{2} \left(\log \sigma_m\right)^2\right)$

(21)

and $\sigma_m$ denotes the geometric width of the lognormal mass distribution. The coefficients $a^*, b$ are described by...
Spichtinger and Gierens (2009a). The final expression for the relative humidity rate is then as follows:

\[
\frac{dRHi}{dt} = \frac{RHi}{T} \left[ \frac{L_s}{R_{sT}} - \frac{1}{\kappa} \right] \frac{g}{c_p} w_{vertical-cooling} - RHi \left[ \frac{L_s^2}{R_{sT}^2 c_p} + \frac{1}{q} \right] \cdot a \cdot N^{1-b} q_b^b r_b_{growth} + RHi \frac{\nabla \cdot (K_q \nabla q)}{q_{mixing}} + \frac{RHi}{\tau_{cool}} + \frac{RHi}{\tau_{phase}} + \frac{RHi}{\tau_{mix,RHi}}
\]

(22)

Since, we mostly investigate upward motions, we adopt the usual term for the vertical forcing to be 'cooling'. The timescales for cooling, phase change and mixing, respectively, are given by

\[
\tau_{cool} = \frac{1}{T} \left[ \frac{L_s}{R_{sT}} - \frac{1}{\kappa} \right] \frac{g}{c_p} w_{cooling}^{-1}
\]

(24)

\[
\tau_{phase} = -\frac{L_s^2}{R_{sT}^2 c_p} \left[ \frac{1}{q} \right] q_b^b r_b_{growth}^{-1}
\]

(25)

\[
\tau_{mix,RHi} = \frac{q}{\nabla \cdot (K_q \nabla q)}
\]

(26)

(2) Cloud ice mass ratio evolution: Cloud ice mass is changed by growth by diffusion, sedimentation and mixing due to eddies. For mixing, we use the same ansatz as above, but now for cloud ice mass concentration \( q_i \). Thus, the rate equation can be described as

\[
\frac{dq_i}{dt} = \frac{dq_i}{dt}|_{growth} + \frac{dq_i}{dt}|_{sed} + \frac{dq_i}{dt}|_{mixing}
\]

(27)

\[
= a \cdot N^{1-b} q_b^b r_b + \frac{\partial (\rho v_i q_i)}{\partial z} + \nabla \cdot (K_{q_i} \nabla q_i)
\]

(28)

\[
= \frac{q}{\tau_{growth}} + \frac{q}{\tau_{sed}} + \frac{q}{\tau_{mix,q_i}}
\]

(29)

while \( \frac{dq_i}{dt}|_{phase} = -\frac{dq_i}{dt}|_{growth} \). Note, that because \( q_i q_c \) are scalars, we can set \( K_q = K_{q_i} \) (Schumann, 1991). Thus, we can define timescales for the ice mass mixing ratio

\[
\tau_{growth} = \left[ a \cdot N^{1-b} q_b^b r_b \right]^{-1}
\]

(30)

\[
\tau_{sed} = \rho q_i \left[ \frac{\partial (\rho v_i q_i)}{\partial z} \right]^{-1}
\]

(31)

\[
\tau_{mix,q_i} = \frac{q_i}{\nabla \cdot (K_{q_i} \nabla q_i)}
\]

(32)

Note, that timescales \( \tau_{growth} \) and \( \tau_{phase} \) are different, although they rely to the same process (phase change due to diffusional growth).
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