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Abstract

In this paper, we address the problem of camera pose estimation in outdoor and indoor scenarios. In comparison to the currently top-performing methods that rely on 2D to 3D matching, we propose a model that can directly regress the camera pose from images with significantly higher accuracy than existing methods of the same class. We first analyse why regression methods are still behind the state-of-the-art, and we bridge the performance gap with our new approach. Specifically, we propose a way to overcome the biased training data by a novel training technique, which generates poses guided by a probability distribution from the training set for synthesising new training views. Lastly, we evaluate our approach on two widely used benchmarks and show that it achieves significantly improved performance compared to prior regression-based methods, retrieval techniques as well as 3D pipelines with local feature matching.

1. Introduction

Visual localisation is the problem of localising an image w.r.t. to a known and pre-mapped environment. This could be in the form of coarse place recognition [1, 61] or predicting the accurate 6DoF camera pose [23, 51] that includes both rotational and positional estimations. The latter is especially important for enabling mass deployment of technologies in robotics, autonomous driving and spatial AR.

Traditionally, localisation methods relied on local features [13, 28, 43, 60], 3D point clouds computed using Structure from Motion (SfM) [47, 50, 54], and solving for the pose with minimal solvers [15] in a RANSAC [14]. These methods have up to now dominated the relevant benchmarks, and are able to predict highly accurate 6DoF pose [51, 52] but are costly in both time and memory. With the advent of CNNs, the authors of PoseNet [23] demonstrated that it is possible to directly predict 6DoF camera position in a known scene by end-to-end learning with a convolutional network. Many works on pose regression soon followed suit [3, 11, 22, 46, 63] due to the appeal of fast inference, no need for 3D models during inference, and increased potential of deployment in different devices compared to traditional 3D methods.

Despite the initial success, pose regression methods have been on the back foot since the study by Sattler et al. [53] showed that the performance of pose regression methods is closer to less accurate image retrieval [38] than to 3D structure-based methods [50]. This is due to the fact that learning-based methods do not extrapolate well beyond the poses they encounter in training. This problem is especially important in the context of visual localisation [16, 23, 51], since the test data is often sampled during a rather structured acquisition process, e.g. a pedestrian walking down a road in a straight continuous trajectory [23] or a driving
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car [29] showing little variations in camera orientation. This particular bias is illustrated in Figure 1 where we observe that in a scene where existing learning-based methods fail to learn or localise (Street [23]), the camera poses are biased towards particular viewpoints and orientations. Although prior works attribute this to the CNN’s incapacity to learn large and complex scene structures [5, 53], we argue that the network is capable of achieving high accuracy if unbiased data is available. One way to address this issue would be to increase the size of the training data with random views. However, this is costly and does not guarantee to remove the bias. Instead we focus on generating synthetic images with a probability-guided process with the aim to reduce the gap between training and test distributions.

Our main contributions can be elaborated in the context of the observations in Sattler et al., 2019 [53] that can be summarised by the following quote:

“Pose regression techniques are often closer in performance to image retrieval than to structure-based methods.... Even with large amounts of training data, pose regression does not reach the same performance as structure-based methods.”

Specifically:

a) We show that regression methods can be much closer or even better than structured-based methods in accuracy. In addition, we are the first to propose a regression method that outperforms Active Search [50] in one of the scenes of the Cambridge Landmarks [23] benchmark.

b) We propose a novel pipeline for training camera pose regression methods based on a probability-driven selection and generation of synthetic views. We also propose a novel way of densely sampling depths to improve the quality of synthetic images.

c) We show that a transformer [62] based architecture is more suitable for inferring relative pose regression, outperforming the standard MLP approaches adopted by all previous methods.

d) We show how to make use of view synthesis to improve localisation performance, which has not been demonstrated simultaneously for both indoor and outdoor benchmarks.

e) Our approach is the first regression method to improve upon image retrieval on the largest and most complex Street scene from [23].

2. Related work

In this section we briefly discuss the related techniques in the area of visual localisation and view synthesis.

2.1. Visual localisation

Image retrieval approximates the camera pose estimation problem by matching an unseen query to images with known poses. This however only gives a coarse estimate and is often used for general place recognition [1, 61]. Nevertheless, retrieval methods are scalable [2, 49] and are robust across varying conditions [1, 52]. Therefore, they are often used as the first step to hierarchical localisation [18, 47] and relative pose regression [11, 46]. A recent review of retrieval based localisation can be found in [38].

Structure-based methods rely on 3D models, e.g. by SLAM [32, 34] or SfM [54, 58]. Local features [13, 28, 37, 43] are extracted and matched across images to establish 2D-2D correspondences, which are then lifted to 2D-3D [50] point-cloud. Minimal solvers such as PnP [15] are then employed within a RANSAC-loop [14] to predict the camera pose. Although structure-based methods are the most accurate [20, 51], they have limited scalability due to the complexity of feature matching and 3D reconstructions.

Absolute pose regression was proposed with PoseNet [23] by directly regressing camera poses from CNN features [56, 17]. These methods do not require an explicit 3D model, as they learn the 3D scene implicitly through data. Further improvements have been made by exploring geometric constraints [7, 22], uncertainty [21] and sequences [63, 66]. It has been shown in [53] that absolute pose regression models are closer to image retrieval than to structure-based models in terms of performance, as they overfit to the training data.

Relative pose regression [3, 11, 46] also works without 3D models, but relies on CNN features to predict the relative poses between images. At test time, image retrieval is first used to find the coarse pose prediction and combined with the relative one to find the absolute pose. Methods for relative pose regression usually outperform the absolute ones [53], as the distribution between training and testing sets are closer for relative poses [8].

Scene coordinates regression are hybrids of structure-based and regression methods. The static [4, 5, 55] or temporal [68] 3D scene coordinates are learnt to establish dense 2D-3D correspondences, which are then used to predict the pose with minimal solvers [14, 15]. Scene coordinate regression methods are very accurate at small scales, but fail to converge on larger scenes. In addition, they require a significant amount of time for both the training and the inference stages.

2.2. View synthesis

There are two main categories of methods for novel view synthesis. The first is based on surface modelling, which explicitly exploits the geometry e.g. with depth maps or surface meshes [9, 36], to generate an image by projecting the 3D structure onto the novel view. They generalise to a variety of views, and while normally suffer from low levels of photo-realism, blending techniques can greatly improve the quality of images [45].

The second category is volumetric and rendering based, which densely represent the scene’s appearance implicitly
with techniques such as multi-plane images [57] or Neural Radiance Fields (NeRF) [31]. They produce highly photo-realistic images, but do not generalise to large viewpoint changes. Recent improvements on modelling uncertainties [30] made it possible to generalise to challenging scenes. Nevertheless, volumetric methods require significant amount of training, are more complex and much slower than surface modelling methods despite recent efforts to improve the speed of convergence [27].

For visual localisation, the use of synthetic views has been explored in place recognition [61], pose verification [59, 67] and pose estimation [33, 53, 64]. Unlike the naive data augmentations in [4, 25, 26] which include only in-plane transformations, [33, 64] leverage 3D using a depth prediction network. However, this limits the range of transformations possible around existing poses for absolute pose regression, making it closer to the data augmentation approach. As part of the study, Sattler et al. [53] investigated grid-based pose densification using multi-view stereo (MVS) in a small-scale experiment on a single scene, showing the potential of view synthesis in improving both image retrieval and absolute pose regression.

2.3. Transformers in visual localisation

The Transformer [62] has been broadly adopted by the vision community in various tasks, but its performance still needs to be further investigated. The self-attention mechanism has been recently shown to be beneficial for image retrieval [35] and absolute pose regression when applied to feature maps [65]. SuperGlue [48] applies self and cross-attentions for better feature matching in a structure-based approach, achieving state-of-the-art in several localisation benchmarks [20, 51].

With attention being the central component of the Transformer, these results are promising for the potential of Transformers in relative pose regression. This motivates the examination of its architecture in the context of this work.

3. Method

In this section, we present the main components of our novel localisation approach for a pinhole camera model. First, we discuss how we select and generate synthetic views. We then show how to make use of these synthetic images for training a Transformer-based relative pose regression model.

3.1. Preliminaries

Projecting to a novel view with a depth map. Given that an RGB image \( I \in \mathbb{R}^{h \times w} \) and its depth map \( D \in \mathbb{R}^{h \times w} \) exist in a known 3D environment, i.e. we have both the camera intrinsic \( K \) and extrinsic \( C \) matrices from 3D reconstruction, we are able to obtain the synthetic image from a novel view \( \hat{I} \) with three steps. 1.) For a pixel \( p = (u, v) \top \) in \( I \), its 3D point in world coordinate \( x = (x, y, z) \top \) is obtained by \( x(p) = CD(p)K^{-1}\hat{p} \), where \( \hat{p} = (u, v, 1) \top \) denotes the homogeneous vector. 2.) We denote the extrinsic matrix of the novel view \( \hat{C} = T(C) \), where \( T \in \mathbb{SE}(3) \) is the transformation from the source view \( C \) to our target novel view \( \hat{C} \). 3.) Lastly, we re-project the 3D point \( x \) to image plane of \( \hat{I} \) by \( \hat{p} = \pi(\hat{x}) \), where \( \hat{x} = (\hat{x}, \hat{y}, \hat{z}) \top = \hat{K}\hat{C}^{-1}x \), and \( \pi \) denotes the dehomogenisation \( \pi(\hat{x}) = ([\hat{x}/\hat{z}], [\hat{y}/\hat{z}]) \top \).

We compact the function that returns the new depth value(s) \( \hat{z} \) at this point as \( \xi_{\text{proj}}(p)|_{D,T} := \{\hat{z} \in \hat{X}_z \mid \pi(\hat{X}) = \hat{p}\} \), the target image \( \hat{I} \) is hence formed by retrieving all corresponding RGB values from \( I \),

\[
\hat{I}(\hat{p}) = \begin{cases} 
I\left(\arg\min_p \xi_{\text{proj}}(p)|_{D,T}\right), & |\hat{z}| > 0 \\
(1, 1, 1) \top, & \hat{z} = 0.
\end{cases}
\]

The first condition in Equation 1 ensures that occlusions are retained, and the second condition is that holes from warping the depth maps are filled with a white background. Motivation - the infamous Street scene. Recently, Sattler et al. [53] demonstrated that absolute pose regression methods perform closer to image retrieval than 3D-based methods. It is also noted that no regression model so far has been able to produce any meaningful result on the largest scene in Cambridge Landmarks [23] - the Street scene. In fact, the network used in DSAC++ [5] for scene coordinates regression, which achieves state-of-the-art across all other scenes, does not even converge in Street. Also, no current regression method, either absolute or relative, consistently improves upon image retrieval on this scene. Although some previous works have speculated the scene’s size and complexity being the main reason behind this [5, 53], these claims are not backed up experimentally. In the following, we show that this view is not correct, and the culprit is in fact a biased distribution of training poses instead.

This is illustrated in Figure 2, where we compare the distributions of camera angles about the yaw axis (rotating ‘left-to-right’ from a standing person’s perspective) be-
between the training sets of the Kings and the Street scenes in Cambridge Landmarks [23] dataset. We observe that while the rotations in Kings form a flat distribution, there may be a bias within Street training distribution showing distinct multiple modes with no angles in between. There are four peaks at 90° intervals, which suggests that the training images come from four sequences, each facing one predominant direction. Intuitively, for a camera pose, such data may violate the inductive bias that allows regression methods to work in other scenes, which is that the training distribution should approximate the test distribution.

Without access to the test data, our best assumption is that the test poses should be uniformly distributed. Hence, the bias problem becomes apparent, since in both absolute and relative pose training for Street, the network only learns from poses in 90° intervals. Therefore, we cannot expect the network to be able to extrapolate far beyond such a narrow range of training poses.

To further experimentally address the question ‘Is Street too large and too complex for a network to learn, or is it learnable if we fix the bias in the data?’ , we conduct a simple sanity check. We first use image retrieval to find the nearest neighbour in the training set for each test query. We then overfit the relative poses of these test image pairs to our Pose Regression Module from Section 3.3 to serve as an indicator of the upper-bound accuracy.

With the Views Selection and Synthesis modules from Section 3.2, we produce synthetic views from the training images projected onto the test poses and train the Pose Regression Module with these synthetic views and their nearest neighbour. Finally, we predict the poses for the test images and their nearest neighbour in training data.

The results are presented in Table 1. Given that the upper-bound results reduce the median errors from retrieval nearly ten-fold, it is evident that the scale/complexity of the scene is not the main issue. Training with known synthetic poses also reduces the error by half compared to the coarse prediction by retrieval. This suggests that the network is able to learn on synthetic views and improve its generalisation from training data, even in large-scale scenes like Street which covers more than 50 000 m² [23].

### 3.2. View selection and synthesis

Given our hypothesis that the distribution of training poses is a potential factor for improving pose regression, we introduce in this section a novel way of acquiring synthetic views for the densification of the training distribution/alignment with test distribution. In contrast to [33, 64, 53], we propose a probabilistic sampling method for relative pose regression, which works for multiple scenes, both indoor and outdoor, and is capable of generating pairs of views covering a larger set of poses due to our view-synthesis strategy using MVS depths with multi-image accumulation. There are two components - View Selection and View Synthesis, which are illustrated in Figure 3.

**View Selection.** To generate our synthetic views, we select camera poses based on a multi-variate Gaussian distribution \( N(0, \Sigma) \) around the existing poses \( \{C_1, C_2, C_k, \ldots \} \). Using Gaussian increases the probability that the new pose will be close to the existing one thus have sufficient overlap with real images needed for synthesis. The Gaussian density is visualised by the opaque green cloud on the left of Figure 3. The goal of this component is to select a target pose \( \hat{C} \) that alleviates the bias in the training data demonstrated earlier. This is illustrated in Figure 3 left again, where \( \hat{C} \) is ideally
beyond the interpolation $C_i$ and $C_j$ to achieve the filling of missing poses in the overall distribution. We propose two variants of this selection process based on our assumptions on the data - In-Distribution and Out-of-Distribution.

**In-Distribution:** We assume that the inductive bias holds, *i.e.* the training distribution approximates the test distribution. For each training image, we obtain a set of nearest neighbours (N.N.s) using a retrieval method, in our case GeM [39], which we use to form our training query-N.N. pairs. The target pose $\hat{C} = (\hat{q}, \hat{t})^T \in \mathbb{R}^7$ is obtained using the nearest neighbour’s pose $C_{N,N}$, as a basis

$$\hat{C} = C_{N,N} + \mathcal{N}(0, \Sigma_{in})$$

where $\Sigma_{in} = \begin{bmatrix} \alpha q I_4 & 0 \\ 0 & \alpha t I_3 \end{bmatrix}$ and $\alpha_q, \alpha_t$ are scalar multipliers for the quaternion and translation vectors that aim to add small scale perturbations around $C_{N,N}$. After the perturbation, the rotation quaternion is normalised to 1.

**Out-of-Distribution:** We assume that a large bias might be present such as in the Street example from Figure 2. In this case, we cannot base our synthesised views only on the existing training poses as the network cannot extrapolate out of those ranges. Instead, we generate new poses by taking each training image and applying to its pose a large perturbation compared to In-Distribution. This perturbation is parametrised by the Gaussian $\mathcal{N}(0, \Sigma_{out})$ around the training query poses, where $\Sigma_{out}$ is determined from the training data. For example, for outdoor scenes such as Cambridge [23], we observe that most images are viewed from roughly the same height and the camera elevation does not vary as much compared to movements on the ground plane. Therefore, the scale of perturbations along the two ground plane axes would be larger than the vertical. For camera translations, this might result in poses where no 3D-points are visible, *e.g.* the camera centre might end up inside a wall. Thus, we check within a spatial neighbourhood if there are existing camera poses and use that with an additional small perturbation, as the target translation $\hat{t}$. For the target rotation $\hat{q}$, we keep what is selected from adding $\mathcal{N}(0, \Sigma_{out})$ to the query rotation.

**View Synthesis.** This is illustrated on the right of Figure 3. For each of the training images, we obtain a depth map from a Multi-View Stereo (MVS) process. The resulting MVS depth can be sparse, which affects the quality of our synthetic images. We therefore fuse the MVS depth map with a densely predicted depth using MiDaS [41]. Since the MiDaS predicted depth maps do not have a consistent scale, we align its scale with ground-truth sparse MVS depths by following a similar scale and shift alignment method used in the MiDaS paper [41]. We then fill the missing depths (black regions in the ‘MVS Depth’ photo in Figure 3) with the now scale-aligned dense depth prediction. For the In-Distribution approach, we expect our target poses to be close to the poses in the training pairs. Hence, we directly project the N.N. to the new pose using the fused depth with the process described in Section 3.1. However, in Out-of-Distribution, the new synthetic pose can be distant to the training pose it is generated from. We therefore iteratively re-project 3D points according to the pose distance of the source image to the target pose, *i.e.* the vector $(1, 1, 1)^T$ in the second condition of Equation 1 is replaced by the corresponding RGB values from the projection process of the next closest image. This is repeated until the image is filled to a certain threshold or a maximum number of iterations.

**3.3. Localisation pipeline**

Our full visual localisation pipeline is illustrated in Figure 4. The Pose Regression Module takes two images, including the query (blue arrows) and N.N. (red arrows), as input in both training and testing. In training, we sample synthetic views using the process described in Section 3.2 and output the synthesised view as the nearest neighbour (N.N.) image. At test time, the top match from image retrieval is used as the N.N. image.
Within the Pose Regression Module, we first process the images by a global descriptor network, i.e., the feature maps from a CNN such as ResNet [17] plus global average pooling to obtain embeddings \((d_{\text{query}}, d_{\text{N.N.}})^T \in \mathbb{R}^{2 \times c}\), where \(c\) is the feature size. Inspired by recent success [12], we use a Transformer encoder [62] as our relative pose regression module. We validate experimentally the superiority of the Transformer against a MLP architecture in Section 5.

A learnt positional encoding with the input \((0, 1)^T \rightarrow (p_{\text{query}}, p_{\text{N.N.}})^T \in \mathbb{R}^{2 \times d}\) is concatenated with the embeddings to form the input vectors \(\in \mathbb{R}^{2 \times c+d}\) to the Relative Pose Regression Transformer. The outputs of the Transformer are the relative rotation in unit quaternion \(q_{\text{rel}} \in \mathbb{R}^4\) and relative translation \(t_{\text{rel}} \in \mathbb{R}^3\).

To localise the query, we first convert quaternion \(q_{\text{rel}}\) to rotation matrix \(R_{\text{rel}} \in SO(3)\). The absolute pose prediction is given by \(R = R_{\text{N.N.}} R_{\text{rel}}^T\) and \(t = t_{\text{N.N.}} + t_{\text{rel}},\) where \((R_{\text{N.N.}}, t_{\text{N.N.}})\) is the pose of the nearest neighbour.

### 3.4. Loss function

We use a weighted \(l_1\)-loss to supervise the relative pose predictions

\[
\mathcal{L} = \|q_{\text{rel}} - q_{\text{rel}}^*\|_1 e_\beta + \|t_{\text{rel}} - t_{\text{rel}}^*\|_1 e_\gamma, \tag{3}
\]

where \(q_{\text{rel}}^*\) is the relative unit quaternion between the query image and the nearest neighbour converted from the rotation matrix \(R_{\text{rel}} = R^* R_{\text{N.N.}}\) and the relative translation \(t_{\text{rel}} = t^* - t_{\text{N.N.}}\). \((R^*, t^*)\) denotes the ground-truth pose of the query. \(\beta, \gamma\) are constants for weighting between the rotation and translation terms.

### 3.5. Implementation details

#### View selection and synthesis

For our In-Distribution view selection in outdoor datasets, we set \(\alpha_q = 0.02, \alpha_t = 1\text{ m},\) whereas we set \(\alpha_q = 0.02, \alpha_t = 0.1\text{ m}\) for our indoor datasets. For the Out-of-Distribution approach, we give a detailed explanation of the scales used for the view selection in the supplementary material.

#### Relative regression module

The global descriptor backbone is ResNet-34 [17], and we input the descriptor in our Relative Pose Regression Transformer, which is 6 layers deep, each layer containing 8 heads. We concatenate a positional encoding term to both the query and nearest neighbour global descriptors before inputting them to the transformer. The detailed architecture is presented in the supplementary material.

#### Training

For each scene, we train the Pose Regression Module with the loss in Equation 3 for 1200 epochs with batch size of 16. We optimise using Adam [24] at an initial learning rate of \(10^{-4}\), with a decay rate of 0.1 every 500 epochs. Our code is implemented using PyTorch and we use Kornia for our view-synthesis pipeline [44]. We also mix real pairs during training by sampling for each query from the top GeM [40] N.N.s (see supplementary material for more details about real pairs sampling). Images are resized to 180 pixels on the shorter side and random colour jitter is applied. For the loss in Equation 3, \((\beta, \gamma)\) are set to \((3, 0)\) for outdoor and \((0, 0)\) for indoor scenes.

#### Inference

For each test query, we retrieve the nearest neighbour from the training set with GeM. Images are resized to 180 pixels on the shorter side but without colour jitter. The inference speed is over 300 images/s on a Titan RTX with a batch size of 16, which is high, mainly due to the small size of the images we use. Detailed timing comparisons with other methods are shown in the supplementary material.

### 4. Results

In this section, we present and discuss the visual localisation results on the two main benchmarks for pose regression: Cambridge Landmarks [23] and 7 Scenes [16].

#### 4.1. Datasets

**Cambridge Landmarks** [23] is a collection of five outdoor scenes taken by a mobile phone. Each scene depicts a prominent landmark, with a wide variety of viewpoint and illumination changes, as well as dynamic objects. The exception is the largest *Street* scene, which contains sequences along a 500 m-long street and the training images are taken around four specific angles as shown in Section 3.1. For this dataset, we generate MVS depth maps in metric scale using COLMAP and the Kapture [19] pipeline with AP-GeM [42] and R2D2 [43].

**7 Scenes** [16] is the common benchmark for indoor pose regression methods. It contains seven indoor scenes taken by a Kinect camera. Unlike Cambridge Landmarks, camera trajectories in 7 Scenes are less structured and include more elevation changes. Although there are no dynamic objects, a lot of objects in 7 Scenes are poorly textured. The given Kinect depth is not aligned with the RGB information, so we use the depth information generated from a 3D model provided by past works [6].

#### 4.2. Comparison with state-of-the-art

We compare the performance of our visual localisation pipeline with existing methods in Table 2. As Sattler et al. [53] pointed out, both datasets are challenging for pose regression methods as the training and test poses are sampled from separate sequences and the trajectories differ significantly. Following [53], we include all four major types of localisation methods. These include image retrieval (IR), structure-based (3D), absolute pose regression (APR) and relative pose regression (RPR).
From Table 2, our method gives the lowest median errors, by a large margin, when compared to other existing pose regression methods, including APR and RPR. On the Kings scene in Cambridge Landmarks [23], our In-Distribution variant gives (0.24 m, 0.38°) which outperforms even Active Search [50] (0.42 m, 55°), which was a long-standing point of reference when comparing APR and RPR methods’ validity against 3D and IR. It also comes very close to DSAC++ [5] (0.18 m, 3°). To our best knowledge, this is the first pose regression method that outperforms Active Search on a Cambridge Landmarks scene.

On Street, a scene where no previous regression methods have improved upon image retrieval, our In-Distribution and Out-of-Distribution improve upon GeM [40] retrieval, which we use in our pipeline, and as upon the DenseVLAD retrieval [53, 61].

The results for Out-of-Distribution are significantly better than for all other regression methods, reducing the median errors in translation by 60% and 65% respectively when compared to the state-of-the-art in RPR AnchorNet [46]. The median errors of Out-of-Distribution on Old and St. Mary’s are even lower than that of In-Distribution. These two scenes are the more challenging ones amongst the smaller scenes in Cambridge Landmarks [23], as suggested by their relatively higher median errors in all existing regression methods when compared to Kings and Shop.

These results show that our In-Distribution approach for view selection and synthesis generalises well to all scales and compositions of scenes. More importantly, it is robust to biases in the data, such as in Street. On the other hand, the In-Distribution approach is suitable when the training distribution is more aligned with the test distribution, such as in Kings and Shop.

Table 2: Comparison of visual localisation methods on the Cambridge Landmarks [16] and 7 Scenes [16] datasets. We report the median errors in translation (m) / rotation (°). The four types of methods are image retrieval (IR), structure-based (3D), absolute pose regression (APR) and relative pose regression (RPR), which our method belongs to. We highlight the best results for IR, 3D and all regression methods with red, blue and bold. [(-) no results reported (X) method fails to train.]

| Method | Cambridge Landmarks | 7 Scenes |
|--------|---------------------|----------|
|       | Kings | Old | Shop | St. Mary’s | Street | Chess | Fire | Heads | Office | Pumpkin | Kitchen | Stairs |
| APR   | DenseVLAD [61]      | 2.80/0.72 | 4.01/1.13 | 1.11/0.61 | 2.31/0.80 | 3.16/2.35 | 0.21/1.25 | 0.31/1.38 | 0.15/1.49 | 0.28/1.12 | 0.31/1.13 | 0.30/1.23 | 0.25/1.58 |
|       | DenseVLAD + Inter. [53] | 1.48/0.45 | 2.68/0.63 | 0.90/0.32 | 1.62/0.06 | 15.4/25.7 | 0.18/10.0 | 0.31/12.4 | 0.14/14.3 | 0.25/10.1 | 0.26/9.42 | 0.27/11.1 | 0.24/14.7 |
|       | GeM [40]            | 3.22/0.73 | 4.46/1.11 | 1.57/2.5 | 3.01/0.37 | 6.39/23.6 | 0.27/13.1 | 0.39/15.9 | 0.21/15.7 | 0.37/11.7 | 0.43/11.6 | 0.42/13.4 | 0.34/14.2 |
| RPR   | Active Search [50]  | 0.42/0.55 | 0.44/1.01 | 0.12/0.40 | 0.19/0.54 | 0.85/0.8 | 0.04/1.96 | 0.03/1.53 | 0.02/21.5 | 0.09/3.61 | 0.08/10.9 | 0.07/33.7 | 0.03/22.2 |
|       | DSAC++ [5]          | 0.18/0.30 | 0.20/0.03 | 0.06/0.3 | 0.13/0.4 | 0.02/0.3 | 0.02/0.9 | 0.01/0.8 | 0.03/0.7 | 0.04/1.1 | 0.04/1.1 | 0.09/2.6 |

5. Ablation studies

In this section, we analyse the respective impact of the three main components of our approach.

Training with real vs. synthetic views. From Table 3, we observe that the median errors in Cambridge Landmarks are significantly reduced by about 50% when training with synthetic views by In-Distribution sampling compared to using only real images. In order to verify whether the gain in performance is solely due to the increased number of training samples, or if the use of synthesised views truly aligns the training and test distributions, we conduct an experiment which is presented in Table 4. We choose two scenes from...
Figure 5: Examples of novel views synthesised with our approach. Using only the MVS Depth limits the quality of the synthesised image due to the depth sparsity. Our Fused Depth, presented in Section 3.2, allows for denser synthetic views.

Quality of synthetic images. In Figure 5 we show examples of synthetic images we use for training. Synthetic images from the MVS depths only, suffer greatly from its sparsity, showing many holes and flying pixels. However, the fusion of predicted dense and sparse MVS depths is able to produce much denser synthetic views. The lower accuracy of the predicted depth is manifested by flying pixels or stitching issues in some views, as shown in e.g. the fourth and fifth columns in Figure 5. The depth maps from the indoors scenes we use are denser, hence the effect of fusing the depths is less notable. The qualities of synthetic images vary, but even so, our network is capable of learning from such views and generalising to the real images in the test data. This is a significant observation, since it shows that due to the holistic nature of the pose regression methods, images with missing or noisy local regions, are still able to contribute to localisation. We include more examples of synthetic views in the supplementary material.

6. Conclusion

In this paper we have exposed and addressed the problem of mismatch between the training and test distributions for regressing camera pose. This is the most important factor responsible for the performance gap between the direct pose regression and structured methods. We proposed a strategy to generate new camera poses guided by the probabilistic distribution of the training poses to correct the data bias. We have introduced a novel training process that is based on new view synthesis by combining dense scale-agnostic depth with sparse metric depth. We also adapt the Transformer model and show its superiority to the previously used MLP for pose regression.

Importantly, the presented improvements bring the performance of the regression methods closer to or higher than the structure-based methods, which is a significant step towards an end-to-end approach that can eventually replace the structured ones. Our approach is the first direct regression method to achieve better results than image retrieval in very challenging large outdoor scenes.
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1. Extended implementation details

**Pairs selection - real data.** We use directly the GeM [39] rankings to form our pairs. Given a training image, we resize it to 180 pixels on the shorter side while maintaining the aspect ratio, and extract the GeM descriptor. The top \( N \) Nearest Neighbours (NN) are retrieved by computing the dot product of the query to the remaining training images’ GeM descriptors. The query and a randomly sampled NN from the top \( N \) neighbours form our training pair. For outdoor data, we set \( N = 20 \), meaning a training pair is randomly formed from a query and any of its 20 NNs. In indoor data, due to the smaller scale of the scenes we train on, we allow all of the images to form training pairs with each other. In *Street*, where GeM descriptors have lower precision, we remove those training pairs which camera position that have a L1-distance above 20 meters from the query.

**In-Distribution.** The selection procedure for the training pairs follows the method described in *Pairs Selection - Real Data*. After obtaining a pair of query-NN, we perturb the NN’s camera pose with \( \alpha_q = 0.02, \alpha_t = 1 \) m for outdoor data, whereas we set \( \alpha_q = 0.02, \alpha_t = 0.1 \) m for indoor data. The query is also augmented with a rotation-only perturbation of \( \alpha_q = 0.02 \), c.f. Section 3.2 in the paper for definitions of \( \alpha_q \) and \( \alpha_t \). For both the NN and the query, we use a probability of 50\% of perturbing the poses and 50\% of using the original real poses and images.

**Out-of-Distribution.** Given a query image, we produce a synthetic pose by adding Gaussian perturbations to the query pose \( C_q \). For the rotation perturbation, we use the standard yaw, roll and pitch axes definitions. For each of these axes, we choose an angle \( \phi \) by sampling from a Gaussian distribution, e.g., for the yaw axis we select an angle \( \phi_y \) by sampling from \( N(0, \sigma_y) \). We then transform these sampled angles \( \phi_y, \phi_r, \phi_p \) to a rotation matrix and use it to transform the original rotation in \( C_q \) to a new synthetic rotation. For the translations, we follow a two-stage approach. We first perturb the original translation in \( C_q \) with a larger perturbation sampled from a Gaussian with standard deviation \( \alpha_t, \text{large} \) to form our perturbed translation. To avoid situation in which after this large scale perturbation our pose is behind a wall, or any other out-of-bounds situation, we select the closest training pose to the perturbed translation and, to this closest training pose, we apply a smaller translation perturbation with standard deviation \( \alpha_t, \text{small} \) to form our final synthetic translation. We select the standard deviations of the perturbations we use by inspecting the training data. For outdoor data, we notice that most of the rotations are around the yaw axis, hence we set our the standard deviations of our rotation perturbations to \( \sigma_y = 30^\circ \) around the yaw axis, \( \sigma_r = 10^\circ \) around the roll axis and \( \sigma_p = 2.5^\circ \) around the pitch axis. For the translation, we set \( \alpha_t, \text{large} = 10 \) m in the ground-plane, 0.1 m in the height axis, and \( \alpha_t, \text{small} \) to 0.5 m in the ground plane and 0.1 m in the height axis. For indoor data, we assume the distribution of rotations is independent of the axis, hence we use a standard deviation of 15\% in all directions, i.e., \( \sigma_y = \sigma_r = \sigma_p = 15^\circ \). For the indoor translation perturbations, we set \( \alpha_t, \text{large} = 0.5 \) m and \( \alpha_t, \text{large} = 0.25 \) m in all directions. After we have created our synthetic NN pose by perturbing the query pose, we synthesise the new view by selecting the closest 10 images in translation (among those that are within a rotation threshold of 15\% /30\% for indoor/outdoor data) in the training set as the source images. We generate synthetic views with these, iteratively project from the depth maps of the NNs until either 10 images are sourced or 80\% of the synthetic image’s pixels are filled. For each element in the batch, we randomly select with a probability of 25\% the real NN chosen following the method explained in *Pairs Selection - Real Data*, instead of generating synthetically the NN. We also augment the real query image using the same rotation perturbation used in the In-Distribution approach, with \( \alpha_q = 0.02 \). As some of the generated images contain few projected pixels, we do not compute any loss for those images with less than 30\% of pixels projected. During the first 700 epochs of training, we randomly assign the synthetic view as either the NN or query with a probability of 50\%, whereas we fix the synthetic view as the NN after 700 epochs, which we found experimentally to increase the performance.
Table 5: Comparison of results in two scenes of the Cambridge Landmarks [23] dataset when using DenseVLAD and GeM to retrieve our NN at inference time. Reported results are the median translation (m) / rotation (°) errors.

2. Results with DenseVLAD

Table 5 shows the results of our method when using the DenseVLAD [61] top-1 NN at inference time compared to when using the top-1 GeM NN. We used the official MATLAB code for the DenseVLAD implementation. The slight difference between our results and the DenseVLAD results reported in [53] is due to the default settings in the official DenseVLAD code, which we adopt, aggregates from multiscale SIFT [28]. However, in [53], single-scale SIFT was used to compute DenseVLAD which was found to be more suitable for localisation. We use the same pose regression model and weights for both the GeM and the DenseVLAD results. The results in Table 5 show that having better NNs at inference alone improves the relative pose predictions of our model without needing any further training.

3. Detailed architecture

Our base CNN for the relative regression model is a ResNet-34 [17] pretrained in ImageNet [10]. The feature embedding of dimensionality 512 output by the ResNet-34 model is passed to our Relative Pose Regression Transformer [62], which is shown in Figure 6. Our transformer encoder receives a sequence of two embeddings of dimensionality 512, the query \( f_{\text{query}} \) and the NN embedding \( f_{\text{N.N.}} \), which are first passed to a Pre-processing module \( ([\text{Linear}(512,2048), \text{ReLU}, \text{BatchNorm1D}, \text{Linear}(2048, 512))] \) before being fed to a transformer encoder that contains 6 layers and 8 heads, where each head has a dimensionality of 128. The dropout used in the Feed Forward modules is set to 0.1. Before the two vectors are fed to the transformer encoder, we concatenate to both of them a positional encoding of size 128 that allows the transformer to know which embedding comes from the query and which from the NN. Thus, our transformer encoder receives embeddings of size \( 512 + 128 = 640 \). The transformer output corresponding to the position of the NN is then fed to two different regressors, the Translation Regressor \( ([\text{Linear}(640,640), \text{ReLU}, \text{Linear}(640, 4)]) \) and the Quaternion Regressor. Due to issues with batch normalisation, we switch the networks to evaluation mode after the first learning rate drop at 500 epochs.

4. Additional results in 7 Scenes

We include additional results for 7 Scenes [16] in Table 6. Real shows the performance when training only with real data, and we include results for our Out-of-Distribution method (O.o.D) when using during inference either the GeM top-1 NN or a randomly chosen database image as our NN. Reported results are the median translation (m) / rotation (°) errors.
by using a Gaussian perturbation based approach that allows the network to learn from a less biased relative, improves upon the Real results by a large margin in all cases as we see in O.o.D.+GeM in Table 6. As with the Out-of-Distribution approach we learn to predict poses from a wide range of distances and rotations, we explore in the line O.o.D.+Random in Table 6 the impact of using a randomly chosen Nearest Neighbour during inference instead of using the top-1 GeM NN. Table 6 shows that the performance is similar regardless of the NN image used, which shows that our method is robust to the choice of NN in smaller scenes.

5. Inference speed analysis

We use for our experiments a NVIDIA Titan RTX GPU, 64GB of RAM, a NVMe SSD, and a i9-10980XE CPU at 3.00 GHz. We assume that the embeddings used for retrieval for the training images are already precomputed, and during inference we only need to compute the GeM embedding for the query images. Similarly, we also assume our $f_{N.N.}$, which are shown in Figure 6, are also precomputed. For these tests we use a batch size of 16, and unless stated otherwise we ran the tests in the Cambridge Landmarks [23] dataset with input image size of $180 \times 320$.

**Retrieval.** We use a pretrained GeM ResNet-50 network for retrieval. The inference time for the retrieval network for a batch of 16 images of size $180 \times 320$ is 21 ms, or 762 images/second.

**Relative pose regression.** Our relative pose estimation network is capable of doing inference in a batch of 16 images of size $180 \times 320$ in only 20 ms, or 800 images/second. We assume the features for the database images are already precomputed.

**Total.** Our final method needs two forward passes, one for the retrieval network, and one for the relative pose estimation network. Hence, our total computational time per batch is of 41 ms, which translates to 390 images per second. However, to the given estimates we need to add the effects of loading the data, searching for the NN and the transformation from relative to absolute pose. The whole pipeline computes the poses for the 343 images in the test set of KingsCollege (Cambridge Landmarks dataset) in 1.10 s using a dataloader with 16 workers, amounting to 310 images/second. We benefit from parallelisation, as when using a batch size of 1 we achieve a speed of ~50 imgs/s. For 7 Scenes [16], where we use an image resolution of $180 \times 240$, we compute the 1000 test poses in 7Scenes-heads in 2.75 s, amounting to 364 images/second. Additionally, in 7 Scenes, we obtain similar results by choosing a random database image as NN (i.e., skipping the retrieval step) as shown in Table 6, which makes our method capable of computing the poses in heads in 1.90 s, or 526 images/second.

**Comparison.** Our inference time shows that our method is fast compared to 3d-based methods. Even though the hardware is different, in DSAC++ [5] computing a query pose takes 200 ms per image, or 5 images/second. ActiveSearch [50] is capable of computing the pose for a query image in 36 ms, or 28 images/second. In both cases our method is considerably faster. Compared to the 7 Scenes state-of-the-art, CamNet [11], their base approach uses two relative pose predictions (coarse+fine) from two different NNs, and their final results include a RANSAC approach applied to the pose predictions that requires predicting the relative pose from 5 different NNs.

6. Qualitative examples of synthetic views

Figure 7 shows some examples of synthetic views for both indoor and outdoor data for our Out-of-Distribution approach. We filtered the images with less than 30% of projected pixels as they are not taken into account to compute the loss. The indoor synthetic views, due to the larger density of views and the more constrained scenes, present usually a higher quality of synthesised views.
Figure 7: Synthetic images we use to train our relative pose regressor. The images are randomly selected directly from our method, we only filtered those images containing less than 30% non-blank pixels.