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Abstract
Fitting parameterized models to images of galaxies has become the standard for measuring galaxy morphology. This forward-modeling technique allows one to account for the point-spread function to effectively study semi-resolved galaxies. However, using a specific parameterization for a galaxy’s surface brightness profile can bias measurements if it is not an accurate representation. Furthermore, it can be difficult to assess systematic errors in parameterized profiles. To overcome these issues we employ the Multi-Gaussian expansion (MGE) method of representing a galaxy’s profile together with a Bayesian framework for fitting images. MGE flexibly represents a galaxy’s profile using a series of Gaussians. We introduce a novel Bayesian inference approach that uses pre-rendered Gaussian components, which greatly speeds up computation time and makes it feasible to run the fitting code on large samples of galaxies. We demonstrate our method with a series of validation tests. By injecting galaxies, with properties similar to those observed at $z \sim 1.5$, into deep Hubble Space Telescope observations we show that it can accurately recover total fluxes and effective radii of realistic galaxies. Additionally we use degraded images of local galaxies to show that our method can recover realistic galaxy surface brightness and color profiles. Our implementation is available in an open source python package imcasca.de, which contains all methods needed for the preparation of images, fitting, and analysis of results.

Unified Astronomy Thesaurus concepts: Astronomy data modeling (1859); Open source software (1866); Galaxy structure (622); Galaxy photometry (611)

1. Introduction
The morphologies of galaxies hold clues about the physical processes that shaped them (Conselice 2014). The size, often defined as the radius containing X% of a galaxy’s light or mass, and the surface brightness profile, often characterized by the Sérsic index (Sersic 1968) or ratio of radii, can help distinguish between different formation pathways and different models of galaxy formation (Carollo et al. 2013; Whitaker et al. 2015; van Dokkum et al. 2015; Suess et al. 2021). Galaxy morphology has been extensively studied focusing on various types of galaxies, using various instruments to help produce a consistent picture of galaxy formation from low to high redshift (Shen et al. 2003; Trujillo et al. 2006; Williams et al. 2010; Ono et al. 2013; van der Wel et al. 2014; Lange et al. 2015; Mowla et al. 2019).

1.1. Parameterized Models
The modern standard for measuring galaxy morphology involves fitting parameterized models directly to observed images. This forward-modeling approach allows one to account for the point-spread function (PSF), sky background, and other systematics while using empirically motivated functions to describe the radially varying intensity. Some of the most commonly used fitting codes are GALFIT (Peng et al. 2010), IMFIT (Erwin 2015), and ProFit (Robotham et al. 2017). The most commonly used function to describe the light distribution is the Sérsic profile (Sersic 1968). Although all these codes allow the use of other functional forms as well as superpositions of different functions, there are also variants that explicitly focus on physically motivated two-component (bulge and disk) decompositions of galaxies such as GIM2D (Simard 1998) and BUDDA (de Souza et al. 2004). These codes, and others, have been successfully employed to study the morphologies of galaxies across a wide range of observational surveys.

While there are differences between the methods listed above, they all generally follow a similar outline. First a parameterization is chosen and the intrinsic model image is rendered. Then it is convolved with the PSF, often using Fourier transforms, to be compared to the observed images. This process is repeated many times as the fit parameters are optimized. A nontrivial aspect of these algorithms is choosing the parameterization and knowing if and when to add additional components. Many studies simply stick to a single-component Sérsic model (e.g., van der Wel et al. 2014; Lange et al. 2015; Mowla et al. 2019). In galaxies that are composed of a bulge and a disk the Sérsic index has been suggested as a proxy for the bulge-to-disk ratio. However, the index is not only sensitive to the relative luminosities of the bulge and disk but also to their relative sizes (Lang et al. 2014). Furthermore, interesting features that only contribute a small fraction of the total luminosity, such as bars and stellar halos, are often lost as the parameterized model is more sensitive to higher signal-to-noise ratio (S/N) components. Another issue is that for galaxies with high Sérsic indices ($n \gtrsim 4$) the model profile has large wings, such that a large fraction of the total light is at radii where the profile has a very low S/N (or is not even included in the fit). More generally, assessing uncertainties in parameterized models is difficult due to unknown systematics, when comparing to the true light profile of galaxies.

1.2. Nonparametric Morphology
In addition to fitting parameterized models, there are ways to study the nonparametric morphology of galaxies. These include the concentration–asymmetry–clumpiness system (Abraham et al. 1996; Conselice 2003) or direct measurements of clumps and other features from the resolved light or mass distributions (e.g., Zibetti et al. 2009; Wuyts et al. 2013). Similarly, one can measure the the average surface brightness profile using elliptical isophotes (Jedrzejewski 1987; Stone et al. 2021). Since these methods
directly use observed images they are only applicable to galaxies that are much larger than the size of the PSF. In cases where the PSF is important one can attempt to perform deconvolution (in one or two dimensions; see, e.g., van Dokkum et al. 2010; Shibuya et al. 2021), but as deconvolution is not a unique process and tends to enhance noise the results can be difficult to interpret. In an attempt to bridge parametric and nonparametric methods, Szomoru et al. (2010) introduced an extension of the Sérsic fitting method. In their method a “residual” profile is created by subtracting the best-fitting Sérsic model, convolved with the PSF, from the observations. By simply adding this profile to the best-fit unconvolved one-dimensional Sérsic profile, this method accounts for deviations from a Sérsic model, especially on large scales. It works very well in a regime where the S/N is high (such as Hubble Space Telescope (HST) images of moderate-redshift $\sim L_*$ galaxies) and the galaxies are isolated (so that the radially averaged residuals are not contaminated by other objects) (Szomoru et al. 2012). This method has been used to confirm the compactness of $z \sim 2$ quiescent galaxies and to measure the color profiles of galaxies (Szomoru et al. 2012, 2013). We refer to Suess et al. (2019) for an in-depth discussion of extracting color gradients from PSF-convolved HST images using this and other methods.

1.3. Approximating the Light Profile with a Series of Gaussians: The Multi-Gaussian Expansion Method

An alternative to fitting a parameterized model, or measuring the radial light profile directly, is to approximate a galaxy’s light distribution with a series of Gaussians. Gaussians have special properties: a series of Gaussians can reasonably approximate any other function; the convolution of two Gaussians is also a Gaussian; and the deprojection of a two-dimensional Gaussian is a three-dimensional Gaussian. These properties are very useful for astronomy, as convolution is needed to account for the effect of the PSF and deprojection is needed when studying the three-dimensional structure of galaxies. Due to the shape of a Gaussian, each component provides a localized contribution to the profile near its standard deviation. The concept of using a series of Gaussians to represent a galaxy’s light profile was first developed by Bendinelli (1991) to deproject and deconvolve one-dimensional profiles. This represents a flexible view of a galaxy’s light distribution as it can represent any realistic profile without having to explicitly choose a physical model (such as Sérsic or bulge+disk) a priori. This was later expanded on by Monnet et al. (1992) and Emsellem et al. (1994a, 1994b) who generalized the method to two dimensions and showed it could be used to accurately fit images of galaxies. These early studies focused on using a Gaussian representation to study a galaxy’s deconvolved and deprojected mass distribution in tandem with kinematic information.

Building on these principles, Cappellari (2002, hereafter C02) developed a method to automatically fit Multi-Gaussian expansion (MGE) models to galaxy images.1 This method iteratively adds Gaussians until they no longer improve the fit. The method bins pixels along sectors in the outer parts of galaxies in order to improve the computational speed. This implementation is a powerful approach to studying galaxy surface brightness profiles. Especially when combined with Jeans modeling of kinematics (Cappellari 2008), it has been successfully employed to study a wide range of topics, including the stellar initial mass function (Cappellari et al. 2012) and the fundamental plane of galaxies (Cappellari et al. 2013).

Many other studies have used a series of Gaussians to approximate other parameterizations, specifically exploiting some of their useful properties. Hogg & Lang (2013) suggest using a mixture of Gaussians to approximate exponential and de Vaucouleurs profiles to provide quick and more accurate convolutions when fitting the models to images. This has since been expanded upon and implemented in the tractor software package (Lang 2020). Bundy et al. (2012) suggest a similar method to measure colors of galaxies across observations with vastly different spatial resolutions, and Sheldon (2014) uses Gaussians to represent parameterized galaxy profiles, following Hogg & Lang (2013), when performing shear measurements for weak lensing. Shahib (2019) uses Gaussians to represent observed light and mass profiles and provide a formalism to combine strong lensing and kinematics studies. These authors provide an analytic integral transform to efficiently transform any analytical profile into Gaussian components.

1.4. This Paper: Bayesian Fitting of MGE Models

In this paper we introduce a Bayesian method to fit MGE models to images of galaxies. Given the flexibility of MGE models, combined with Bayesian techniques, this allows for a full exploration of the uncertainties on morphological parameters free of systematic effects incurred by traditional parameterizations. In addition to these techniques, the decoupled nature of the components allows one to characterize the low-surface-brightness outskirts of galaxies without systematic effects due to the high-S/N central regions. This paper is organized as follows. In Section 2 we discuss the MGE concept and its usefulness when studying galaxy morphologies. In Section 3 we discuss our specific python implementation, imcascade, which we make publicly available via GitHub,2 including our novel Bayesian inference technique using pre-rendered images. Illustrative examples and validation tests are presented in Section 4. Finally we summarize and discuss our method in Section 5.

2. Concept

2.1. Modeling the Light Distribution

imcascade is application of the MGE formalism developed by Emsellem et al. (1994a, 1994b) and C02. Specifically, both the galaxy and PSF profile are represented by a series of Gaussians. The $i$th Gaussian in the series is identified by its weight or flux, $a_i$, and width, $\sigma_{x,i}$. This is also referred to as a Gaussian mixture model, where the ratios of fluxes are the mixing fractions. Throughout this paper we will be using the width of a Gaussian component to mean its standard deviation. We assume that all the Gaussians have the same central position, $(x_0, y_0)$, axis ratio, $q$, and position angle, $\phi$. The intrinsic projected light distribution of a galaxy, $G$, as modeled with $N$ components, is written in our notation as

$$G(x, y) = \sum_{i=0}^{N} \frac{a_i}{2\pi \sigma_{x,i} \sigma_{y,i}} \exp \left[ -\frac{x'^2 + \frac{y'^2}{q^2}}{2\sigma_{x,i}^2} \right],$$  \hspace{1cm} (1)
with
\[ \begin{align*}
x' &= (x - x_0) \cos \phi + (y - y_0) \sin \phi \\
y' &= -(x - x_0) \sin \phi + (y - y_0) \cos \phi.
\end{align*} \tag{2} \]

For simplicity we assume in the following that the PSF is circular, as in C02. However, convolution is also possible for two noncircular Gaussians (Monnet et al. 1992), which has been implemented in \texttt{imcascade} (with a slight modification to the original derivation provided in the Appendix). The PSF is represented as another series of $M$ Gaussians with widths $\sigma_{p,j}$ and weights $b_j$. Therefore the light distribution of the PSF, $P$, is similar to Equation (1) with $q = 1$ and $\phi = 0$ for the circular case:

\[ P(x, y) = \sum_{j=0}^{M} \frac{b_j}{2\pi \sigma_{p,j}^2} \exp \left[ -\frac{x^2 + y^2}{2\sigma_{p,j}^2} \right]. \tag{3} \]

The observed light distribution, $O$, is then the convolution of $G$ and $P$. Convolution is distributive and the convolution of two Gaussians is another Gaussian. It follows that $O$ is a series of $N \times M$ Gaussians containing each component in $G$ convolved with each component in $P$, which are themselves Gaussians:

\[ O(x, y) = G(x, y) \otimes P(x, y) = \sum_{j=0}^{M} \sum_{i=0}^{N} \frac{a_i b_j}{2\pi \sigma_{g,i} \sigma_{p,j}^2} \exp \left[ -\frac{x^2 + \left( \frac{y}{q_{ij}} \right)^2}{2\sigma_{g,i}^2} \right] , \tag{4} \]

with $\otimes$ denoting convolution and

\[ \begin{align*}
\sigma_{g,i}^2 &= \sigma_{g,i}^2 + \sigma_{p,j}^2 \\
q_{ij}^2 &= \left( \frac{q \sigma_{g,i}}{\sigma_{g,i}} \right)^2 + \sigma_{p,j}^2 \\
\sigma_{g,i}^2 &= \sigma_{g,i}^2 + \sigma_{p,j}^2.
\end{align*} \tag{5} \]

The observed light distribution, $O$, is what will be compared to data to find the best-fit model. When given a model for the PSF, one can analytically calculate the observed light distribution above, forgoing the need for traditional convolution techniques. This is a large benefit to the MGE technique as numerical convolution, often performed using Fourier transforms, is computationally expensive and can introduce numerical errors. Here we can directly render the convolved model when comparing to data.

### 2.2. Morphological Quantities

An important application of MGE models is the study of morphological quantities of galaxies. Given its flexible representation of a galaxy’s surface-brightness profile, the derived parameters are less biased than parametric models which do not accurately portray a realistic galaxy. MGE models were first used to study the fundamental plane and other morphological relations in Cappellari et al. (2013). They have since been used in many other contexts to study galaxy morphology from low to high redshift (Shetty & Cappellari 2015; Li et al. 2018; Mendel et al. 2020; D’Eugenio et al. 2021).

As in Cappellari et al. (2013), the curve-of-growth (COG) for an MGE model where all the components have the same axis ratio is calculated as

\[ f(<r) = \sum_{i=0}^{N} a_i \left( 1 - \exp \left[ \frac{-r^2}{2\sigma_{g,i}^2} \right] \right) \tag{6} \]

The total flux of the MGE model is then calculated as

\[ F = f(<\infty) = \sum_{i=0}^{N} a_i. \tag{7} \]

There is no analytical solution for $r_{50}$ (or the effective radius) or any other fractional radius, but these values can quickly be solved for by interpolating the COG from a grid of radii values (Cappellari et al. 2013).\footnote{These equations are also implemented in the package \texttt{jampy} (https://pypi.org/project/jampy/).} All these basic calculations have been implemented in our package \texttt{imcascade}, along with other quantities such as the Petrosian radius (Petrosian 1976; Blanton et al. 2001) and the isophotal radius (Redman 1936; Holmberg 1958; Trujillo et al. 2020) among others. While the analysis of morphological quantities in MGE models is slightly more complicated than in parameterized models, which often directly fit for quantities like $r_e$ and the total flux, any quantity of interest can be calculated.

### 3. Implementation

We have implemented \texttt{imcascade} in an open-source python software package which we make available here.\footnote{https://github.com/tbmillr-astro/imcascade} This package allows one to fit any astronomical source in two dimensions using the formalism discussed in Section 2. Since using \texttt{imcascade} requires a Gaussian decomposition of the PSF, which is not always available, we include a module to convert a pixelized PSF to a Gaussian decomposition. By default we use a tilted plane to model the sky background simultaneously with the galaxy. We have implemented options for both $\chi^2$ minimization to find the best-fit models and posterior estimation to estimate uncertainties. Additionally we have included a module to help analyze the results and calculate morphological quantities of interest (see Section 2.2). In this section we describe the details of our implementation. For full documentation and source code see our GitHub repository.

#### 3.1. Model Rendering

Standard parameterized fitting routines generally render the intrinsic galaxy image and then convolve this with a pixelized version of the PSF. This is typically done using Fourier transforms which are computationally expensive. Additionally there are limitations to the accuracy due to pixelization, both for rendering the PSF and for rendering the analytical profile. One of the major benefits of MGE models implemented in \texttt{imcascade} is that no computational convolution is necessary as it is done analytically following Equations (4) and (5). Therefore we render the observed model, $O$, which can be calculated analytically given the input Gaussian widths and the model for the PSF, and have no need for any traditional convolution.

The standard approach to rendering model images is to evaluate the analytic profile at the central position of each pixel. However, issues arise for objects where the profile changes quickly on the order of a pixel size, such that the central position of the pixel is not an accurate assessment of the total...
flux of the pixel. In this scenario, oversampling the pixel grid (Robotham et al. 2017) or an alternative approach where models are generated in Fourier space (Hogg & Lang 2013; Lang 2020) can lead to more accurate model generation. Since imcascade uses only Gaussians, we opt for an integration technique where we analytically integrate the light distribution over the area of a pixel to ensure accurate model generation. The computational cost is roughly equivalent to oversampling by a factor of 2. However, it is accurate for any Gaussian width, even those much smaller than a pixel, and for any central galaxy position, i.e., if the galaxy is not centered on a pixel.

The integral of a Gaussian on a Cartesian grid (such as a CCD) is derived in Appendix B of Cappellari et al. (2002). A caveat is that integral can only be evaluated analytically for an un-rotated elliptical Gaussian. We address this by rendering all Gaussians with \( \phi = 0 \) and then rotating them numerically, using the spline interpolation implementation in scipy.ndimage.rotate (Virtanen et al. 2020). While this can introduce numerical errors, we have tested a variety of rotations for realistic galaxies and the total flux is always recovered to <1%. Additionally, to increase speed, we only use the integrated pixel approach for components with width \( \leq 5 \) pixels. At widths larger than 5 pixels there is essentially no difference between traditional rendering, i.e., evaluating at the center of the pixel, and our pixel integration technique, with differences in the fluxes of individual pixels smaller than one part in \( 10^4 \). The result is a hybrid approach, where components that have small widths are rendered with the analytic pixel integrated technique for accuracy and the larger components are rendered traditionally for speed.

Once the model for the galaxy is rendered, there is an additional option to use a model for the sky background. This is an important step as inaccurate sky modeling can bias the results, especially in the low-surface-brightness outskirts of galaxies. Fischer et al. (2017). The default of imcascade is to use a tilted plane which involves three parameters: the overall background level and the slopes in each direction; however, this is optional. It allows the freedom to capture any systematic behavior in the background of the image. If large cutouts (> 10 \( r_e \)) are used the sky should be well-separated from galaxy features. In our testing the slope is generally measured to be small, less than one part in \( 10^5 \) per pixel. We have also implemented the option to use a constant background model. The alternative is to forgo modeling the sky simultaneously by measuring and subtracting it before fitting. However, this method can cause systematic issues as the outskirts of galaxies or nearby bright stars can bias the sky measurement, affecting the results of the profile fitting (Fischer et al. 2017). Furthermore, the uncertainty in the sky value is then not taken into account in the profile. We recommend using the tilted-plane sky model in most circumstances when fitting galaxies with imcascade; however, it is optional.

### 3.2. Fitting a Model to Data

The following free parameters are fit. First, for every model there are four structural parameters: the central position of the galaxy, \((x_0, y_0)\), the axis ratio, \( q \), and the position angle, \( \phi \). These are the same for every Gaussian component. In addition to these, the flux of each Gaussian component, \( a_i \), is fit. Our decision to fix the axis ratio and position angle is based on our intended use case of faint and semi-resolved galaxies for which variations in these parameters with radius are often not discernible. However, we plan to add the option to allow these to vary in the future to better model well-resolved, high-S/N galaxies. The number of Gaussian components and their widths is chosen beforehand; for more details see Section 3.4 below.

Finally, if a tilted-plane sky model is used there are three additional free parameters. The total number of free parameters to be optimized is then \( N_{\text{free}} = 4 + N_{\text{Gauss}} + N_{\text{sky}} \).

We implement a \( \chi^2 \) minimization routine to optimize the free parameters and find the best-fit solution. In particular we employ the Trust-Region Reflective (Branch et al. 1999) algorithm implemented in scipy.optimize.least_squares routine (Virtanen et al. 2020). This is inherently a bound-constrained method which effectively explores the entire parameter space. This is useful for our implementation since the fluxes of each component, \( a_i \), do not map simply to the surface brightness profile, radii, or any other quantity that can be estimated a priori. Therefore it is difficult to reliably guess the initial values based on observed properties of the galaxy, and other algorithms would risk getting stuck in local minima. The code is designed to accept a guess for initial values; however, in practice we find the best-fit parameters are relatively insensitive to changes in the initial guesses. To find the best-fit parameters \( \chi^2 \) is minimized:

\[
\chi^2 = \sum_{i:\text{pixels}} w_i (D(x_i, y_i) - O(x_i, y_i))^2,
\]

with \( D(x_i, y_i) \) the observed image, \( O(x_i, y_i) \) the model profile described by Equation (4), and \( w_i \) the pixel weight. The weight is typically given as \( w_i = z_i / \sigma_i^2 \), where \( z_i \) is equal to 0 or 1 and describes the pixel mask, and \( \sigma_i^2 \) is the pixel variance.

In our implementation, the default is to explore the weights in logarithmic space i.e., exploring log \( a_i \) instead of \( a_i \). We find that this is more accurate for the weights of the components with the largest widths. These components represent the often faint outskirts of galaxies which are generally below the noise limit of astronomical images and therefore often unconstrained. In logarithmic space, since it implies a reciprocal prior distribution, the fluxes of these unconstrained components tend to be smaller which is consistent with the physical picture of galaxies. However, exploring the weights in logarithmic space also constrains the weights to always be positive. This is fine in most cases but there may be some galaxies for which it is not accurate, e.g., galaxies with a large core. When fitting these types of galaxies with imcascade it is better to explore weights in linear space to allow for negative weights.

### 3.3. Posterior Estimation

Along with finding the best-fit model, we are interested in understanding the uncertainties in the derived morphological quantities. Parameterized models can bias not only the measurements but also the uncertainties of morphological quantities if the chosen model does not accurately reflect the true light profile of the galaxy. MGE models employed by imcascade are much more flexible and therefore are less susceptible to systematic errors due to the choice of model. Therefore the posteriors recovered with imcascade will better represent the random uncertainty due to the data quality rather than systemic errors.

We employ the dynamic nested sampling method implemented in dynesty\(^5\) (Skilling 2006; Higson et al. 2019; Speagle 2020) to sample the posterior distribution and obtain

---

\(^5\) https://github.com/joshspeagle/dynesty
uncertainties on derived morphological quantities. By default the likelihood is calculated simply as $\ln \mathcal{L} \propto -0.5 \chi^2$, where $\chi^2$ is given by Equation (8). This approach is useful for our purpose as we are also interested in the Bayesian evidence; however, it may not be optimal. Fruhwirth-Schnatter et al. (2019) offer a critique of nested sampling techniques for Gaussian mixture models suggesting that they are inefficient due to the multi-modal nature of the posterior and large number of parameters.

The simplest implementation of Bayesian inference would be to let all the parameters vary, including the four structural parameters. The downside is that the computation time is long as it involves rendering model images following the procedure described above for every iteration. Instead we introduce a different, faster approach. We utilize the fact that the four structural parameters ($x_0$, $y_0$, $q$, and $\phi$) are generally optimized accurately and precisely by the least-squares minimization algorithm. The values of the fluxes of each component, $a_i$, and the parameters representing the sky background are much more uncertain. Additionally, since these are the parameters that directly control the surface brightness profiles and the effective radius, it is most important to explore their posterior distribution.

We introduce a slightly altered approach where the structural parameters are fixed to the values that were determined in the $\chi^2$ minimization while the weights and sky values are varied. The key advantage is that this allows us to pre-render the observed light distribution of each Gaussian component based on the best-fit structural parameters (essentially performing the sum over $j$ but not $i$ in Equation (4), with fixed $x_0$, $y_0$, $q$, and $\phi$). This results in a matrix representing the observed light distribution corresponding to each Gaussian component with each weight equal to unity. When multiplied by a vector containing a list of weights for each component and then summed together, one can calculate the observed light distribution $O(x, y)$ for the given set of weights. Since this calculation is a straightforward matrix multiplication it is much faster to execute compared to traditional rendering methods.

With the pre-rendered components the speed-up over traditional methods is roughly a factor of 100. With this speed increase, performing Bayesian inference with imcascade on a large set, $\gtrsim O(10^2)$, of galaxies becomes tractable. The obvious downside is the assumption that the structural parameters found by least-squares minimization are accurate and that their uncertainties do not contribute significantly to the uncertainty in derived parameters such as the effective radius. We have tested these assumptions using injection and recovery tests in Section 4.3.

A reasonable, albeit relatively simple, choice of priors for the component weights are log-uniform priors. As discussed above, since this implies a $1/a_i$ prior distribution, this provides more accurate results for the largest width components, which are often poorly constrained by the data. The reciprocal prior distribution constrains theses components to have smaller flux, which matches our physical picture of galaxies, which have faint outskirts. However, these cause issues in practice. Specifically when using nested sampling, the size of the prior directly influences the performance of the sampling. In our testing, the log-uniform priors were often too broad and hindered performance both in terms of speed and reproducibility.

An alternative, and the default we use, is to use informed priors based on the results of the least-squares minimization. Specifically, we use a Gaussian prior for each component centered on the best-fit value with variance equal to four times the variance estimated during the least-squares minimization routine. This variance is estimated using the derived Hessian matrix. In our testing, we find these informed priors yielded better performance, in terms of run time and reproducibility, when using nested sampling for posterior estimation. This approach is also referred to as Empirical Bayes and can lead to falsely overconfident results (Gelman et al. 2013). To ensure our prior choice does not affect the posterior we have run a series of tests on simulated galaxies in Section 4. Additionally we have tested increasing the factor to expand the Hessian variance and found little change in the posterior distribution.

### 3.4. Choosing the Set of Gaussian Widths

One of the important choices that need to be made when running imcascade is the number and widths of the Gaussian components. Similar to C02, the standard choice is to use eight to 10 components with widths logarithmically spaced from roughly 1 pixel (or half the PSF FWHM for critically sampled data) to 10 times the estimated effective radius. Logarithmically spaced components allocate more components (and thus more flexibility) in the center of the galaxy, where the signal is strongest and the light profile changes fastest. The outer parts of the galaxy, where the signal is lower and the profile change is shallower, require fewer components to model accurately. C02 show that for a power-law profile, logarithmically spaced widths are the optimal choice. Since many galaxy profiles can be approximated by a broken power law, this is a logical starting place; however, it is not necessarily the optimal spacing in all cases.

While these choices matter, small changes within reason should not greatly affect the fit. For example, we have had success accurately modeling galaxies with widths equal spaced in hyperbolic arcsine space, which is similar to logarithmic scaling. Additionally, varying the number of components between eight and 10 should not make a large difference. Systematic issue can arise if the widths are not chosen well. For example, if the width of the largest component is not large enough the total flux will likely be underestimated, as the light in the outskirts cannot properly be accounted for. Also, as we show below in Section 4, choosing too few components can lead to inaccuracies in the recovered profile. We have implemented a function which uses the observed Kron radius to estimate the half-light radius and chosen a set of components given only the galaxy and PSF images. (Kron 1980)

Since the choice of widths when fitting is not unique it is possible to compute the joint probability distributions of derived morphological quantities from separate models which use a different set of widths. This is particularly useful when analyzing surface brightness profiles, as the discreteness of the series of Gaussians can cause artificial “wiggles” in the profile (see C02, and Figure 2 below). Combining models with different widths can help smooth these artificial wiggles. To combine different models (i.e., fits to the same galaxy with different numbers of, or widths of, the components) we employ a Bayesian model averaging approach (Roberts 1965; Fragoso et al. 2018). For each model the posterior and Bayesian evidence is calculated independently using the method described above. Then the joint posterior of all the models for any morphological quantity, like flux or $r_{50}$ for example, is the weighted sum of the posterior for each model. The weight for each model is the ratio of the Bayesian evidence for that model to the model with the maximum Bayesian evidence.
Since our choice of widths for the Gaussian components is not unique, we simply use an equal prior for each model. Combining models in this way to produce joint posteriors lessens the impact of a specific choice of widths and can help with discretization errors caused by approximating the profile with a discrete number of Gaussians.

A complementary approach to model averaging is the use of the Bayesian Information Criterion (Kass & Raftery 1995) to decide how many components to use. This approach is common in Gaussian mixture models and is similar to C02 who only add components if they decrease the relative error of the fit. We use nine components if they decrease the relative error of the fit.

4. Tests and Examples

4.1. Illustrative Example

As an initial illustrative example we fit a perfect exponential profile (Figure 1). We highlight the individual components and how each contributes to the best-fit model. We use nine components with logarithmically spaced widths from 1 to 60 pixels. The exponential profile has a half-light radius of 15 pixels, and the fifth, sixth, and seventh components with widths of 7.7, 12.9, and 21.6 pixels respectively have the largest flux and therefore contribute the strongest to the fit. When using a fixed set of widths for the Gaussian components we expect that not every component will contribute to every profile but the important point is that some combination of these components can represent any galaxy profile.

4.2. Initial Tests and Validation

We run a series of tests and validation exercises using such simple exponential profiles. In the following we use exponential profiles with $r_{\text{eff}} = 10$ pixels centered in an image of $300 \times 300$ pixels and we fit them using imcascade with component widths logarithmically spaced from 1 to 95 pixels. This mirrors the set up for HST/ACS images of galaxies at $z \gtrsim 0.5$, with component widths logarithmically spaced from $\sim 1$ pixel to $10 \times r_{\text{eff}}$ with a cutout size of 30–40 times the effective radius.

We first show a precision test where we fit the perfect exponential profile without noise with five, seven, nine, and 11 components. Surface brightness profiles based on the best-fit solution for each of the four models are shown in Figure 2. The imcascade model with five components shows large variations for the true exponential profile which increase at larger radii. There are pronounced wiggles in the profile at the locations of the component widths due to the small number of components. Even so, it is able to recover the total flux and effective radius to roughly 5%, which holds true for various effective radii and profile shapes tested. Moving to seven and nine components we find that the amplitudes of the wiggles dampen and the fluxes and effective radii are recovered more precisely to 1% and 0.5%, respectively. Again these results hold for all profiles tested. The results continue to marginally improve when considering 11 components, with roughly 0.1% precision on the recovered flux and radii. However there are still some oscillations in the surface brightness profile which increase at larger radii. Given that the random uncertainties on the morphological measurements are almost always $>1\%$, the systematic errors when using more than seven components should be sub-dominant. Therefore, we suggest using between eight and 10 components when running imcascade for most cases as this provides precise results while not unnecessarily increasing the computation time.

Next we introduce Gaussian noise to test how well our Bayesian techniques recover the uncertainties in the measurements. We introduce uniform Gaussian noise to each pixel to mimic sky noise; the tests are in the sky-limited (faint galaxy)
regime and we do not include the Poisson noise for the model galaxies. To do this we perform least-squares fitting for a number of noise realizations and compare the distribution of parameters discussed above. Re-running galaxies using different input widths for the component and combining the models, as discussed in Section 3.3, would likely help reduce these outliers. Similarly, the effective radii are well recovered with a similar outlier rate.

4.4. Degraded Images of Local Galaxies

As an explanatory example of imcascade in a realistic scenario we have used ground-based data from the Hyper Suprime Cam Subaru Strategic Program (HSC-SSP) for local galaxies at $z \sim 0.01$ and degraded them so they resemble observations of galaxies at $z \sim 1.5$. This set up conveys how imcascade is able to recover the complexity of a true galaxy’s profile.

Specifically we have queried the GAlaxy Mass and Assembly (GAMA) data release 3 database to find galaxies with $z = 0.01–0.015$ and stellar mass $M_*/M_\odot = 9.5–10.5$ and select five galaxies (Driver et al. 2011; Taylor et al. 2011). We then obtained HSC imaging in the $g$ and $i$ band from the HSC-SSP public data release 2 archive in a $2' \times 2'$ square around each galaxy. We convolve each image with a Gaussian with $\sigma = 12$ pixels and then block average the images to degrade the sampling by a factor of 8. We then add additional uniform Gaussian noise equal to 0.05 ADU, roughly corresponding to 26 mag arcsec$^{-2}$ to mimic sky noise and decrease the S/N so that it is comparable to HST.

---

Footnote:

6. Downloaded using the unagi software package: https://github.com/dr-guangtou/unagi.
observations of galaxies at $z = 1–1.5$. This added noise dominates over that present in the original image. No additional Poisson noise is added. We first describe the fits to the degraded data, and discuss how well the Gaussian components are able to recover the surface brightness profiles of the degraded images. Then we compare the models to the original, undegraded profiles.

We fit each galaxy in the $g$ and $i$ band with eight Gaussian components. For each galaxy and image we run five models; in each the first Gaussian component has a width of 0.5 pixels and the remaining seven are equally spaced in hyperbolic arcsine space with different start and end points. This is similar to logarithmic spacing although slightly less steep, i.e., more components at larger radii. We use the pre-rendered method with dynamesty to explore the posterior with the Gaussian priors, based on the least-squares results explained in Section 3.3.

In Figure 6 we show an example of one of the degraded galaxies fit with imcascade. We show the original image, the observed light distribution of the best-fit model found using the least-squares minimization, and the residual image. We find that the best-fit model matches the observed light distribution. The residual image has little structure and the residuals are Gaussian as expected. Also shown is the recovered surface brightness profile. We show the fifth to 95th percentile range from the posterior distribution and highlight one sample from the posterior distribution, showing the individual components.

A corner plot showing the posterior distributions of each of the Gaussian weights for the same galaxy is shown in Figure 7. Again we see that some of the Gaussian components do not contribute strongly to this galaxy. In this case $a_0$ and $a_5$, $a_6$, and $a_7$ have much smaller weights compared to the rest of the components, while the first through fourth components have the largest weights. We also see that most of the weights have roughly Gaussian posterior distributions. However, the neighboring components are often strongly anti-correlated with each other. These components have similar widths so they affect similar radii in the light distribution. If, for example the third component is too low, then the second and fourth components must compensate. It is also common to see components with the smallest widths be degenerate because, when convolved with the PSF, they have similar widths.

The posterior distributions of the derived quantities $r_{50}$ and flux are shown in Figure 8, along with the sky background. Both the radii and flux show roughly log-normal posterior distributions and they are highly correlated with each other. The uncertainties in these parameters are largely dependent on the uncertainties in the weights corresponding to the components with the largest widths, which are the least constrained. The models where these components have larger weights will correspond to larger flux and larger radii. The figure also displays that the sky background is correlated with both $r_{50}$ and the total flux, highlighting it as an additional source of uncertainty on morphological parameters.

While in Figures 6, 7, and 8 we have focused on using a single model using a single set of widths, as discussed in Section 3.3 it is possible to independently explore the posterior distribution of several models, each using different preset widths, and combine the results. The surface brightness profiles for several models are shown in Figure 9. Each set of widths has the same hyperbolic arcsine spacing but different start and end points, along with an additional component with a width of 0.5 pixels. The relative weight, $w$, of each model is shown and is calculated using the ratio of the Bayesian evidence to the maximum Bayesian evidence. We note that for this galaxy all of the models contribute somewhat, i.e., their relative weights are all nonzero, whereas for other galaxies one model dominates over the others.

When comparing the combined surface brightness profile to the individual models we find it is smoother with fewer “wiggles”. This is a major benefit of combining models in this manner as it overcomes the discreteness that occurs because of the number of components. The posterior distributions of the effective radii and flux for the different models, along with the combined distribution, are compared in Figure 10. We find that the distributions for all the models are similar, even those with lower evidence.

In Figure 11 we show all five galaxies that have been degraded and fit with imcascade. We show the recovered $g$ and $i$ band profiles along with the $g–i$ color. We measure the original surface brightness profiles in elliptical apertures following the best-fit geometry of the imcascadefit. Each galaxy is fit with five models, with the same set up discussed and shown in Figures 6 and 9, and combined using Bayesian model averaging. The error bars on the recovered surface

**Figure 3.** Effective radii of the best-fit imcascade model for an exponential profile with 100 noise realizations, for three noise levels. Also shown are the posterior distributions derived from our pre-rendered method from one of the example noise realizations. Over the three noise realizations, the shape and width of the posterior distribution match the distribution of best-fit observations of galaxies at $z = 1–1.5$. This added noise dominates over that present in the original image. No additional Poisson noise is added. We first describe the fits to the degraded data, and discuss how well the Gaussian components are able to recover the surface brightness profiles of the degraded images. Then we compare the models to the original, undegraded profiles.

We fit each galaxy in the $g$ and $i$ band with eight Gaussian components. For each galaxy and image we run five models; in each the first Gaussian component has a width of 0.5 pixels and the remaining seven are equally spaced in hyperbolic arcsine space with different start and end points. This is similar to logarithmic spacing although slightly less steep, i.e., more components at larger radii. We use the pre-rendered method with dynamesty to explore the posterior with the Gaussian priors, based on the least-squares results explained in Section 3.3.

In Figure 6 we show an example of one of the degraded galaxies fit with imcascade. We show the original image, the observed light distribution of the best-fit model found using the least-squares minimization, and the residual image. We find that the best-fit model matches the observed light distribution. The residual image has little structure and the residuals are Gaussian as expected. Also shown is the recovered surface brightness profile. We show the fifth to 95th percentile range from the posterior distribution and highlight one sample from the posterior distribution, showing the individual components.

A corner plot showing the posterior distributions of each of the Gaussian weights for the same galaxy is shown in Figure 7. Again we see that some of the Gaussian components do not contribute strongly to this galaxy. In this case $a_0$ and $a_5$, $a_6$, and $a_7$ have much smaller weights compared to the rest of the components, while the first through fourth components have the largest weights. We also see that most of the weights have roughly Gaussian posterior distributions. However, the neighboring components are often strongly anti-correlated with each other. These components have similar widths so they affect similar radii in the light distribution. If, for example the third component is too low, then the second and fourth components must compensate. It is also common to see components with the smallest widths be degenerate because, when convolved with the PSF, they have similar widths.

The posterior distributions of the derived quantities $r_{50}$ and flux are shown in Figure 8, along with the sky background. Both the radii and flux show roughly log-normal posterior distributions and they are highly correlated with each other. The uncertainties in these parameters are largely dependent on the uncertainties in the weights corresponding to the components with the largest widths, which are the least constrained. The models where these components have larger weights will correspond to larger flux and larger radii. The figure also displays that the sky background is correlated with both $r_{50}$ and the total flux, highlighting it as an additional source of uncertainty on morphological parameters.

While in Figures 6, 7, and 8 we have focused on using a single model using a single set of widths, as discussed in Section 3.3 it is possible to independently explore the posterior distribution of several models, each using different preset widths, and combine the results. The surface brightness profiles for several models are shown in Figure 9. Each set of widths has the same hyperbolic arcsine spacing but different start and end points, along with an additional component with a width of 0.5 pixels. The relative weight, $w$, of each model is shown and is calculated using the ratio of the Bayesian evidence to the maximum Bayesian evidence. We note that for this galaxy all of the models contribute somewhat, i.e., their relative weights are all nonzero, whereas for other galaxies one model dominates over the others.

When comparing the combined surface brightness profile to the individual models we find it is smoother with fewer “wiggles”. This is a major benefit of combining models in this manner as it overcomes the discreteness that occurs because of the number of components. The posterior distributions of the effective radii and flux for the different models, along with the combined distribution, are compared in Figure 10. We find that the distributions for all the models are similar, even those with lower evidence.

In Figure 11 we show all five galaxies that have been degraded and fit with imcascade. We show the recovered $g$ and $i$ band profiles along with the $g–i$ color. We measure the original surface brightness profiles in elliptical apertures following the best-fit geometry of the imcascadefit. Each galaxy is fit with five models, with the same set up discussed and shown in Figures 6 and 9, and combined using Bayesian model averaging. The error bars on the recovered surface
brightness profiles and the range shown in color are the fifth–95th percentile. 
imcascade is able to recover the complex profiles of all five galaxies shown. We show a diversity of profiles with a disky galaxy in the second row and galaxies with multiple visible components in rows one and five. Along with the surface brightness profiles, our method recovers accurate color profiles. It is able to recover accurate profiles for those which have large slopes near the center, such as row three, more gradual gradients like in row two and five, and flat color profiles, such as row four. There are some parts of the profile where the recovered profile lies outside the imcascade error range. This is due to the fact that a series of Gaussians cannot fully model the galaxy. In imcascade nonmonotonic features, bumps, or sharp breaks in the outer profile, where there are often fewer components delegated, often cannot be modeled accurately. However, all the large-scale gradients and the bulk properties are recovered accurately. The flexibility of the MGE approach allows us to accurately recover the diversity of galaxy profiles shown here.

Figure 4. Best-fit axis ratio, $q$, and position angle, $\phi$, compared to the truth for imcascade models of $z \sim 1$–2-like galaxies injected into CANDELS data. The least-squares routine consistently and accurately recovers the true axis ratio and position angle. The few apparent outliers in $\phi$ are very circular galaxies, $q > 0.95$, where the position angle is essentially meaningless and does not affect the fit. These results verify our use of these quantities when pre-rendering images to use in our “express” Bayesian method.

Figure 5. Total magnitude and effective radius measured using imcascade compared to the true values for our set of 100 injected galaxies. For each galaxy the error bars represent the 16th–84th percentile range of the posterior. We find good agreement between the measured and true values, showing that imcascade can accurately recover the morphology of $z \sim 1.5$-like galaxies in CANDELS data.
5. Discussion and Summary

In this paper we have described a Bayesian approach to fitting MGE models to images of galaxies and other astronomical objects. MGE represents galaxies by using a series of two-dimensional Gaussians and is a flexible approach to studying galaxy morphology. Combined with Bayesian techniques this should help overcome some of the biases incurred by fitting traditional parameterized models to galaxies and derive accurate uncertainties on morphological parameters. Additionally, by using a MGE model of the PSF, convolution can be done analytically forgoing the traditional numerical approach. We describe a technique for $\chi^2$ minimization along with a novel Bayesian inference method using pre-rendered images that is orders of magnitudes quicker than traditional rendering. We show a series of validation tests including injection-recovery tests. By injecting $z \sim 1.5$-like galaxies in deep HST data we can accurately recover morphological quantities. We show examples of our method using degraded images of local galaxies; this demonstrates that our method can recover profiles of realistic galaxies. We release an open-source python implementation of this method available via GitHub.\footnote{https://github.com/tbmiller-astro/imcascade}

\texttt{imcascade} is a Bayesian approach for fitting MGE models to galaxy images. It represents an alternative to the \texttt{mgefit} algorithm described in C02. The major difference is that \texttt{mgefit} bins pixels in sectors before fitting whereas \texttt{imcascade} compares data to model pixel by pixel. The obvious advantage of the \texttt{mgefit} approach is computational efficiency. For an exponential profile placed into a $150 \times 150$ pixel cutout using nine Gaussian components, \texttt{mgefit} takes an average of 2.3 s to find a best-fit model, and only marginally longer for a $300 \times 300$ pixel image, with an average run time of 2.6 s. With the same set up, \texttt{imcascade} takes an average of 8.6 and 30 s to find the model that minimizes $\chi^2$, respectively for the same size images.\footnote{All tests were run on a desktop with a Intel Core i7-4770 CPU.} The run time scales nearly as the number of pixels as one would naively expect. The benefit of pixel-by-pixel comparison is that the full information in the image is utilized and one can adopt a Bayesian approach where the likelihood is calculated from the pixel fluxes and their associated weights.

MGE models, implemented in \texttt{imcascade} provide an alternative to traditional parameterization of galaxy profiles such as Sérsic, or bulge+disk models. The flexibility of MGE means that there is no need to specify a parameterization...
a priori. While it may be possible to provide as good a fit to many galaxies, using multiple Sérsic profiles for example, it often requires a lot of manual intervention as it is nontrivial to decide how many components to use. An additional benefit is the ability to naturally fit the low surface brightness outskirts of galaxies which are difficult to fit with parameterized models. Due to their low S/N ratio, the $\chi^2$ and best-fit parameters are often dominated by the inner parts. In an MGE approach, the outskirts are fit by the components with the largest widths which are de-coupled from the inner components. Using a Bayesian method to estimate the posterior is also important in this regime as it provides a better estimate on the uncertainties of light in the low-S/N regime. Finally the flexible MGE approach combined with Bayesian inference allows us to calculate reliable uncertainties in morphological quantities, which is often difficult with parameterized techniques as the systematic effects are unknown.

Figure 7. Joint posterior distributions for the weights of the eight Gaussian components used to fit the Galaxy shown in Figure 6. We find neighboring components, i.e., those with similar widths, are often correlated as they contribute flux to the profile at similar radii. In this fit the zeroth along with the fifth–seventh components have much smaller weights and therefore do not strongly affect the profile.
However, this leads to a philosophical departure from many previous studies which view galaxies through the lens of multiple discrete components (e.g., Lackner & Gunn 2012; Tacchella et al. 2019). While this is a useful approach when the galactic components can be reasonably separated and the formation scenarios are thought to be distinct, there are benefits to a more flexible, albeit less physically motivated approach (Steinmetz & Navarro 2002). First, it is simpler and more direct to compare observations with simulations or semi-analytic models. Similar to observations it is nontrivial to separate galaxies into different components in simulations (Obreja et al. 2018; Jagvarale et al. 2022) and the methods used are different than in observations. In the MGE framework it is simple to compare mass or light profiles or focus on specific parts of the galaxy that are of interest like the central regions or outskirts. However, many traditional parameterized measures of galaxies, such as the bulge mass or Sérsic index, need to be replaced with similar measures such as the mass within 1 kpc or the concentration (5 log$(r_{50}/r_{20})$), respectively, for example. (Cappellari et al. 2013)

There are additional features that we plan to add to imcascade which are useful for certain applications. One feature is the ability to fit two images simultaneously, for example high-resolution HST and lower-resolution ground-based images. This feature, implemented in mgefit, allows the total flux on a large scale to be constrained by the lower-resolution data while the internal structure is constrained by the high-resolution image. Additionally it is possible to implement a scheme where the axis ratio or position angle varies between the Gaussian components (C02). This allows more flexibility to encompass isophotal twists or changes in the axis ratio that occur in realistic galaxies. Finally, another feature currently employed in other methods is the ability to fit multiple objects in the same image simultaneously (Peng et al. 2010; Erwin 2015). This is particularly useful for deblending objects that overlap on the sky.
Figure 11. Five examples of local galaxies degraded and fit with imcascade. Top: original i HSC band images downloaded from the PDR2 archive; each cutout is \( \sim 1' \times 1' \). Second row: degraded versions of the original images (see the text). Third row: imcascade fits to the degraded images in the i and g bands. The observed surface brightness profiles are from the combined distribution of five models with the error bars showing the 16th–84th percentile range. These are compared to the surface brightness profile measured directly from the degraded images. Fourth row: imcascade recovered intrinsic surface brightness profile. It is compared to the profile measured in the original image in elliptical apertures, following the geometry of the best-fit imcascade model. Even after the degradation imcascade accurately recovers the original profile for all the galaxies. Bottom row: intrinsic color profiles measured with imcascade compared to those measured directly from the original images. In general we show imcascade can recover the surface brightness and color profiles for a large range of complex galaxy profiles.
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Appendix

Noncircular PSF

In this appendix we provide a slight modification to the derivation of the convolution of two noncircular Gaussian in Monnet et al. (1992). In particular their derivation solves the deconvolution problem, i.e., the solution is expressed in terms of the intrinsic position angle, \( \psi \), and the axis ratio of the PSF, \( \theta \). We modify the original derivation slightly to solve for \( \psi \) directly below.

To begin we rewrite Equation (75) in Appendix B of Monnet et al. (1992):

\[
0 = (1 - q_\alpha^2) \sigma_\alpha^2 \sin 2\phi^* + (1 - q_\beta^2) \sigma_\beta^2 \sin 2\theta^* \tag{a}
\]

\[
\sigma_\phi^2 = \sigma_\phi^2 (\cos^2 \phi^* + q_\phi^2 \sin^2 \phi^*) + \sigma_\theta^2 (\cos^2 \theta^* + q_\theta^2 \sin^2 \theta^*) \tag{b}
\]

\[
q_\phi^2 \sigma_\phi^2 = q_\phi^2 (\sin^2 \phi^* + q_\phi^2 \cos^2 \phi^*) + \sigma_\theta^2 (\sin^2 \theta^* + q_\theta^2 \cos^2 \theta^*) \tag{c}
\]

(A1)

Here \( \phi' = \phi - \psi \), where \( \phi \) is the intrinsic angle of Gaussian to be convolved in the frame rotated by \( \psi \). Similarly, \( \theta' = \theta - \psi \), where \( \theta \) is the intrinsic angle of PSF to be convolved in the frame rotated by \( \psi \). \( \phi' \) and \( \theta' \) are denoted as \( \alpha \) and \( \beta \) respectively in Monnet et al. (1992). We are interested in expressing the solution in terms of \( \psi \). Using the relation \( (a) \) in Equation (A1), we expand \( \phi' \) and \( \theta' \) to solve for \( \psi \) as

\[
\tan 2\psi = \frac{(1 - q_\phi^2) \sigma_\phi^2 \sin 2\phi + (1 - q_\beta^2) \sigma_\beta^2 \sin 2\theta}{(1 - q_\phi^2) \sigma_\phi^2 \cos 2\phi + (1 - q_\beta^2) \sigma_\beta^2 \cos 2\theta}. \tag{A2}
\]

Once we have calculated \( \psi \), we can then calculate \( \sigma_\phi \), the width of the convolved Gaussian using relation \( (b) \) in Equation (A1) and then finally \( q_\phi \), the axis ratio of the convolved Gaussian, using relation \( (c) \). These three parameters, along with the product of the weights, give an analytic description for the convolution of two noncircular Gaussians. In practice, we only recommend using a noncircular PSF when needed, as it increases the computation time to render each model. In this scenario, every component of \( \psi \) has a different position angle and therefore must be rotated separately before being combined, whereas in the case of a circular PSF, all components have the same position angle and can therefore be combined before that one image is rotated.
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