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Abstract: In this paper, the fractional calculus (FC) and pseudo-phase space (PPS) techniques are combined for modeling the dynamics of world economies, leading to a new approach for forecasting a country’s gross domestic product. In most market economies, the decline of the post-war prosperity brought challenging rivalries to the Western world. Considerable social, political, and military unrest is today spreading in major capital cities of the world. As global troubles including mass migrations and more abound, countries’ performance as told by PPS approaches can help to assess national ambitions, commercial aggression, or hegemony in the current global environment. The 1973 oil shock was the turning point for a long-run crisis. A PPS approach to the last five decades (1970–2018) demonstrates that convergence has been the rule. In a sample of 15 countries, Turkey, Russia, Mexico, Brazil, Korea, and South Africa are catching-up to the US, Canada, Japan, Australia, Germany, UK, and France, showing similarity in many respects with these most developed countries. A substitution of the US role as great power in favor of China may still be avoided in the next decades, while India remains in the tail. The embedding of the two mathematical techniques allows a deeper understanding of the fractional dynamics exhibited by the world economies. Additionally, as a byproduct we obtain a foreseeing technique for estimating the future evolution based on the memory of the time series.
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1. Introduction

The last crisis (2007–2008) was severe, and it came without adequate warning to markets and policymakers. High unemployment rates could not be avoided, and the austerity programs had enormous impacts on standards of living, and caused extensive suffering. While sound democracies have been implanted in the Western world, sacrifice associated with austerity throughout the 2008 financial crisis could not be alleviated, and great discredit has befallen economics as a social science.

The use of gross domestic product (GDP), and GDP per capita, to assess economic performance and prosperity has long been discussed. The indicator does not include any out-of-market production, as self-consumption escapes accounting efforts and methods altogether. At the same time, negative externalities of economic growth, such as inequality, resource depletion, pollution, environmental degradation, and effects on climate, have been forgotten, although they always affect future economic growth [1].
The claim for better prosperity indicators and welfare measurement includes political fears about the capacity of democratic political regimes to implement them [2]. While there are no better metrics to reflect people’s lives and aspirations that will be able to inspire better policies for better lives after the 2008–2009 crisis, the US and the European economies have been growing slightly more slowly than in earlier years, according to GDP metric.

As slower economic growth has been coupled with urban riots, strikes, warring, and mass migrations around the world, analysts have been led to doubt the possibility of overcoming social problems. Pessimistic views from Fogel 2007 even discuss the US capacity to go on performing as the world great power [3]. They predict an acceleration of convergence, and suggest that by 2040 the world may experience a global geopolitical turnover related with the relative economic decline of the US. Beyond alternative techniques to be invented to measure prosperity, the relative share of the US GDP in the global GDP will fall from 22% to 14%, according to Fogel [3]. For Europe, the relative share of the European GDP in the global GDP will fall from 21% to 5%, it is said.

The contrast of post-war prosperity with post 2007–2008 crisis is evident. Social, political, and military conflicts, including urban riots, terrorism, guerrilla actions, and outright warfare, are afflicting all continents and regions of the world. Independently of the construction of other indicators to assess economic performance and social progress, as suggested by Stiglitz et al. [1], the successful catching-up of Asian partners to core countries, coupled with their expansionary demography, will bring about fear for the survival of democracy, as this will depend on the political options of those Asian countries, according to Fogel.

Experts have recalled other aspects related with past crisis indicators, and concluded that the ongoing crisis has a new scale in comparison with any others in the past: Banking systems in Europe have faced episodes of instability several times in the nineteenth and twentieth centuries, but those crises were much less severe. The new millennium has brought monetary policies based on low interest rates that do not compensate for individuals’ saving efforts, which is consistent with the ongoing banking crisis and the financial instability, which have increased in this period [4–7].

From the perspective of market economies, crises are normal episodes. Modern markets in capitalism have developed frequent episodes of booms and busts [8]. Surely, booms mean prosperity (sometimes with bubbles) and give origin to busts (or even crises, recessions, and depressions), that historically were followed by new prosperity [9]. Marxian views on the end of capitalism never materialized [10]. The failure of the less-adapted firms during crises can explain Capitalism’s resilience and survival (until now). Business cycles alternating between prosperity and crisis are intrinsic features of market economies.

Independently of the invention of new measures for human welfare and happiness, economic convergence of national economies deserves generalized approval, because, in improving the lowest standards of living around the world, convergence contributes to global welfare.

In the 1960s Alexander Gerschenkron, economic historian at Harvard, devoted his attention to economic growth in a historical perspective, and identified the meaning of industrialization for prosperity to recall the higher rates of economic growth in the late-comers. According to Gerschenkron’s hypothesis, the adoption of new technologies commands industrialization, helping imitators to grow faster [11]. This observation from the post-WWII perspective is remarkable, even if governments assumed strong roles in national economies. In many countries, such as France or the UK, the government’s policies did not stimulate capital markets in the 1950s and 1960s because of nationalization of important sectors of economic activity [12]. However, the American role in joining European countries to the Marshall Plan offer in the OEEC, in 1948, guided them to considerable co-operation, putting Western partners into an openness attitude towards global capital markets, again.

The 1948–1973 period experienced the most successful economic growth of the entire history of humankind. It allowed the defeated Japan and late-industrialized countries to catch up to the developed European countries. Genuine economic modernization and urbanization occurred [13]. Individual aggressive competitive behavior was extended to more traditional societies. Co-operation
with governments in strategies of growth, which included the formation of conglomerates and cross-participation of multinational firms, provided safety and more robust opportunities in Asian markets. In adopting new technologies for productive investment, Asian countries were successful in catching-up with the most-developed nations. A convergence process took place in each country in industrialization.

Fractional calculus (FC) is a mathematical formalism that models efficiently phenomena with non-locality and long term memory. On the other hand, the pseudo-phase space (PPS) is a tool for studying dynamics while avoiding the calculation of derivatives. Recently, various authors applied the tools of classical dynamical systems to the economy. Petráš and Podlubny [14] used the state space for describing national economies, while adopting GDP, inflation, and unemployment rates as state variables. Machado and Mata [15,16] analyzed the Economic and Monetary Union countries and their similarities during the integration process, and investigated the Portuguese short-run business cycles over the last 150 years, using the multidimensional scaling method for visualizing the results. Škovránek et al. [17] proposed an approach to macroeconomic modeling based on the state space, fractional-order differential equations, and orthogonal distance fitting. The GDP, inflation, and unemployment rates were adopted as state variables. Machado and Mata [18] presented a bond-graph approach to model economy. The generalization of the principle of conservation of power and the assignment of causalities were circumvented by means of a variable fractional-order element. Machado et al. [19] investigated the economic growth using the multidimensional scaling method and state space portrait analysis. The GDP per capita was adopted as the main indicator for economic growth and prosperity, and the long-run perspective from 1870 to 2010 for identifying the main similarities among countries’ economic growth. Machado and Mata [20] proposed the PPS and FC for modeling the Western global economic downturn. Tarasova and Tarasov [21] introduced a generalization of the economic model of logistic growth by considering the effects of memory and crises. The memory effects are modeled with fractional order derivatives. Using the equivalence of fractional differential equations and the Volterra integral equations they obtained discrete maps with memory that were exact discrete analogs of fractional differential equations of economic processes. Škovránek [25] proposed a mathematical model based on the one-parameter Mittag–Leffler function to describe the relation between the unemployment and the inflation rates, known as the Phillips curve. For a comprehensive literature review see [26] and the references therein.

Hereafter, the aforementioned questions are analyzed using the FC and PPS in the scope of the complex dynamics of world economies and the perspective of 15 important countries. Furthermore, a new approach for forecasting the GDP is proposed. The common adoption of the two approaches leads to (i) a clear visualization and a straightforward interpretation of the dynamic effects, and (ii) foreseeing the future dynamics of the time series (TS). The 15 selected countries are Australia, Brazil, Canada, China, France, Germany, India, Japan, Korea, Mexico, Russia, South Africa, Turkey, the United Kingdom, and the United States.

The paper has the following organization. Section 2 introduces the fundamentals of the FC and the PPS representation. Section 3 develops the methodology and the analytical formulation for studying the dynamics of the TS. Section 4 discusses the proposed estimators and evaluates their efficiency. Finally, Section 5 summarizes the conclusions.
2. Fundamental Concepts

2.1. The Fractional Calculus

The FC generalizes the derivative of a function \( f \), \( D^\alpha f(x) \), to orders \( \alpha \in \mathbb{R} \) [27,28]. During the last decades FC has become a popular tool [29–31], and new areas of application have emerged. The modeling finance [32] and economy [18,21,22,26,33–35] phenomena became of particular relevance.

The Riemann–Liouville and Caputo are classical definitions of a fractional derivative (FD), being given by [36]:

\[
\begin{align*}
\mathcal{R}_l D_x^\alpha f(t) &= \frac{1}{\Gamma(n - \alpha)} \frac{d^n}{dt^n} \int_a^t \frac{x(\tau)}{(t - \tau)^{n+\alpha}} d\tau, \quad n - 1 < \alpha < n, \\
\mathcal{C}_l D_x^\alpha f(t) &= \frac{1}{\Gamma(n - \alpha)} \int_a^t \frac{x^{(n)}(\tau)}{(t - \tau)^{n+\alpha}} d\tau, \quad n - 1 < \alpha < n, \quad \alpha > 0,
\end{align*}
\]

where \( \Gamma(\cdot) \) denotes the gamma function and \( \{t, a\} \in \mathbb{R} \) \( (t > a) \) are the upper and lower limits of the calculation interval, respectively.

Another classical expression is the Grünwald–Letnikov (GL) definition. The GL formulation has the advantage of leading to a straightforward digital implementation and is given by [36]:

\[
\begin{align*}
\mathcal{G}_h D_x^\alpha f(t) &= \lim_{h \to 0^+} \frac{1}{h^\alpha} \sum_{k=0}^{\left[ t/a \right]} \gamma(\alpha, k) x(t - kh), \quad t > a, \quad \alpha > 0 \\
\gamma(\alpha, k) &= (-1)^k \frac{\Gamma(\alpha + 1)}{k! \Gamma(\alpha - k + 1)},
\end{align*}
\]

so that \( \left[ \frac{t}{a} \right] \) is the integer part of \( \frac{t}{a} \) and \( h \) stands for the time increment.

The calculation of Equation (3) can be approximated by the truncated series

\[
D^\alpha [x(t)] \approx \frac{1}{T^\alpha} \sum_{k=0}^{r} \gamma(\alpha, k) x(t - kT),
\]

where \( r \) represents the truncation order and \( T \) is the sampling period. Therefore, in the \( \mathcal{Z} \)-domain we have:

\[
\mathcal{Z}\{ D^\alpha [x(t)] \} \approx \left( \frac{1}{T^\alpha} \sum_{k=0}^{r} \gamma(\alpha, k) z^{-k} \right) \mathcal{Z}\{ x(t) \},
\]

with \( \mathcal{Z}\{ \cdot \} \) and \( z \) denoting the \( \mathcal{Z} \) transform and variable, respectively.

Equation (5) results from adopting the Euler (or first backward difference) in the discrete approximation. However, other approximations are possible, such as the Tustin (or bilinear) and the Simpson rules, as well as their combinations [37]. To obtain rational expressions the approximants need to be expanded into Taylor series and the final algorithm corresponds either to a truncated series, or to a rational Padé fraction.

In the follow-up we shall adopt Equations (4) and (5) to approximate the FD, due to their direct applicability in TS analysis.

2.2. The Pseudo-Phase Space

The PPS is useful for studying complex and non-linear dynamics. The PPS is more robust against noise than the classical phase space (PS) method and allows representations using a small number of measurements. The PPS reconstruction follows the Takens’ embedding theorem [38]. If a TS represented
by \( x(t) \) is an attractor component represented by a smooth \( d \)-dim manifold, then the topological properties of the TS are equivalent to those of the embedding \( n \)-dim vector:

\[
v(t) = [x(t)\ x(t+\tau)\ x(t+2\tau)\ \cdots\ x(t+(n-1)\tau)], \quad (6)
\]

where \( t \) stands for time, \( d, n \in \mathbb{N}, n > 2d + 1, \) and \( \tau > 0. \) Moreover, the symbols \( n \) and \( \tau \) represent the embedding dimension and time delay, respectively. For \( n=2 \) or \( n=3, \) the vector \( v(t) \) can be represented in an \( n \)-dim plot, so that the vectors \([x(t)\ x(t)]\) and \([x(t)\ x(t+\tau)]\) in the PPS reflect the classical dynamic described by \([x(t)\ ˙x(t)]\) and \([x(t)\ ˙x(t)\ ⃩x(t)]\) in the PS.

An aspect of utmost importance in the PPS method is the time delay \( \tau. \) Let us assume, for example, that the signal \( x(t) \) has a limited superimposed noise. For small values of \( \tau, \) the variables \( x(t), \ x(t+\tau) \) and \( x(t+2\tau) \) have close values for the same sample and we obtain a straight line in the PPS. On the other hand, for large values of \( \tau \) the TS are almost independent, but their intersection almost vanishes. Indeed, for a TS of length \( L \in \mathbb{N}, \) the intersection becomes \( L - (n-1)\tau, \) when considering an \( n \)-dim representation. Therefore, some kind of compromise needs to be established to obtain the time delay, \( \tau_m, \) that minimizes a given index, that is, for calculating \( \min_{\tau} \{ J[v(t)] \}. \)

One possible way for selecting \( J \) is to adopt the autocorrelation function between \( x(t) \) and \( x(t+\tau), \) \( \tau = 0, 1, 2, \ldots. \) The value of \( \tau_m \) is given by the first minimum. The fractal dimension and the mutual information \([19,39]\) were also adopted, but it is not clear which index is superior and we often find several difficulties, such as low precision or small sensitivity, the influence of noise, or problems due to the limited length \( L. \)

3. The Description of the Time Series Dynamics

We consider the dynamics of the TS characterizing a set of 15 countries during the years 1970–2018. The set is made up of Australia, Brazil, Canada, China, France, Germany, India, Japan, Korea, Mexico, Russia, South Africa, Turkey, the United Kingdom and the United States, herein denoted by \{AUS, BRA, CAN, CHN, FRA, DEU, IND, JPN, KOR, MEX, RUS, ZAF, TUR, GBR, USA\}. The performance of the economy is captured through the GDP per capita. The data were obtained at the World Bank website on 15 November, 2019. In the following, each TS is represented by \( x_i(t), \) where \( i = 1, \ldots, 15. \)

A classical method for analyzing the dynamics consists of the PS. For example, Figures 1 and 2 depict the GDP of China versus time, \( x_4(t), \) and the corresponding 2- and 3-dim PS during years 1970–2018.

![Figure 1. The gross domestic product (GDP) of China, \( x_4(t), \) during 1970–2018.](image-url)
Figure 2. The 2- and 3-dim PS of China during 1970–2018.

For the numerical calculation of $\dot{x}_4(t)$ and $\ddot{x}_4(t)$ we adopt the algorithm proposed in [40], since it mitigates the effect of noise:

$$x_4(t) = \frac{1}{8T} \left\{ 2 \left[ x_4(t+T) - x_4(t-T) \right] + x_4(t+2T) - x_4(t-2T) \right\}, \quad (7a)$$

$$\dot{x}_4(t) = \frac{1}{4T^2} \left\{ \left[ x_4(t+2T) + x_4(t-2T) \right] - 2x_4(t) \right\}, \quad (7b)$$

where $T$ stands for the sampling period.

We note in the PS considerable variations in the derivatives $\dot{x}_4(t)$ and $\ddot{x}_4(t)$. We can adopt other filtering techniques, but they introduce undesirable delay and reveal limited performance. Consequently, the PPS technique discussed in Section 2 emerges as a relevant strategy to solve such issues.
Two important limitations imposed by the TS are the large sampling period of one year, and the limited length of the TS of 49 years. To have a smaller sampling period, but avoiding artificial numerical artifacts, we implement a half-year piecewise cubic interpolation. Such an approach is consistent with the TS evolution, without revealing large fluctuations among consecutive samples, and allows passing from a TS with \( L = 49 \) to another one with \( L = 97 \) samples.

China’s economic growth after 1970 was very successful, as Figure 1 illustrates [24]. While extensive literature calls into question the veracity and accuracy of Chinese GDP data based on officially published information, often suggesting that the declared economic growth rate of Chinese statistics greatly overstates the Chinese real rate of economic growth, it is true that China could adopt technological innovation and move to a position of strong participation in international markets. Thanks to institutional adjustments and entrepreneurial initiative, industrial growth based largely on bank loans, and increasing consumption of electricity and freight, Chinese economic growth has been remarkable, and clearly confirms resilience to adverse economic shocks [41]. Moreover, China has experienced structural transformations that encourage productivity growth in producing new commodities and services (especially those for electronic delivery), which explain an annual average accumulated growth rate above 10%. While quick ongoing economic growth may be an important reason to believe that China will not be able to continue indefinitely at such a pace, it is a fact that Chinese expansion consistently out-performed most analysts’ expectations over the past 50 years [42].

To determine the delay \( \tau \), the cosine correlation [43] is adopted:

\[
\begin{align*}
    r(\tau) &= \frac{\sum_{t=1}^{L-\tau} x(t) x(t+\tau)}{\sqrt{\sum_{t=1}^{L-\tau} x^2(t) \sum_{t=1}^{L-\tau} x^2(t+\tau)}} \quad \quad (8)
\end{align*}
\]

The first minimum of \( r \) versus \( \tau \) provides the value \( \tau_m \). Several numerical experiments confirmed its good performance when compared with the mutual information and the Pearson or the Kendall tau rank correlations.

Both the FD and the PPS capture the memory of past dynamics. Indeed, the FD implicitly includes the past in Equation (4) by means of the series of signal samples at the time instants \( kT, k = 1, \ldots, r \). On the other hand, the PPS captures memory through the delay \( \tau_m \) in Equation (4). Therefore, we can compare \( D^\alpha[x(t)] \) with \( \tau_m \) by some kind of average, \( \gamma_{av} \), representing the TS. Nonetheless, the arithmetic mean reveals difficulties due to the slow convergence of the GL coefficients \( \gamma(\alpha, k) \). On the other hand, the geometric mean was tested numerically, revealing good convergence for obtaining \( \gamma_{av} \). We “average” the signal samples in Equation (4) by the geometric average of their terms, yielding [20]:

\[
\begin{align*}
    \gamma_{av}(\alpha, r) z^{-\tau_m} &= \left( \prod_{k=1}^{r} \gamma(\alpha, k) \right)^{\frac{1}{r}} z^{-\frac{r(r+1)}{2}}, \quad (9)
\end{align*}
\]

in the \( Z \) domain.

Equation (9) leads directly to \( \tau_m = \frac{r(r+1)}{2} \). Figure 3 depicts the evolution of \( \gamma_{av} \) versus \((\alpha, r)\), where the line connects the points with maximum value \( \gamma_{av} = \max(\gamma_{av}) \).
Figure 3. Locus of $\gamma_{av}$ versus $(\alpha, r)$ and the points with maximum value $\gamma_{av} = \max(\gamma_{av})$.

For obtaining the geometric average of the GL series Equation (9) we interpolate $\gamma_{av} = \max(\gamma_{av})$ at $\tau_m$ and determine the corresponding $\alpha$. The values of $\tau_m$ versus $\alpha$ are listed in Table 1 for the set of 15 countries.

Table 1. List of $\tau_m$ versus $\alpha$ for the set of 15 countries.

| Country | $\tau_m$ (years) | $\alpha$ |
|---------|------------------|---------|
| AUS     | 13               | 0.430   |
| BRA     | 9.5              | 0.454   |
| CAN     | 10               | 0.450   |
| CHN     | 8                | 0.470   |
| FRA     | 17.5             | 0.406   |
| DEU     | 20               | 0.400   |
| IND     | 24.5             | 0.390   |
| JPN     | 20.5             | 0.398   |
| KOR     | 22               | 0.395   |
| MEX     | 10               | 0.449   |
| RUS     | 19               | 0.419   |
| ZAF     | 6                | 0.402   |
| TUR     | 12               | 0.492   |
| GBR     | 13               | 0.435   |
| USA     |                  | 0.430   |

After calculating the values of $\tau_m$ for each TS we can plot the corresponding PPS. Figure 4 represents the PPS $[x(t) \times (t + \tau_m)]$ of the GDP for the 15 countries during the period 1970–2018. We observe the emergence of three main clusters, namely $S_1 = \{\text{CHN, IND}\}$, $S_2 = \{\text{BRA, KOR, MEX, RUS, TUR, ZAF}\}$ and $S_3 = \{\text{AUS, CAN, DEU, FRA, GBR, JPN, USA}\}$. We note a clear trend towards the 45 degree line, since the TS values do not vary quickly and, in general, recent values are higher than previous ones, due to the global economic progress. Another detail is the clusters’ location, with $S_1$ representing countries with a fast and steady growth, $S_2$ standing for economies both with progress and recession, and $S_3$ for countries with a small but sustained improvement.
In a different perspective, we approximate the PPS \( [x(t) \cdot x(t + \tau_m)] \) by means of power law functions, \( x(t + \tau_m) \approx c \cdot |x(t)|^b \), using a non-linear least-squares fit algorithm. We verify that the parameters \( b \) are correlated with \( \alpha \), as shown in Figure 5, reflecting the fractional behavior of the economy dynamics. With the exception of IND, RUS and ZAF, we verify an almost linear correlation given by \( b = -1.9737 + 6.2083 \alpha \) for the rest of the countries.

The usual PPS portrait requires the calculation of \( \tau_m \), but lacks giving assertive information about the memory embedded in the TS. Since a heuristic relationship between \( \tau_m \) and \( \alpha \) was formulated previously, we expand the PPS by including the fractional dynamics information. Figure 6 shows the 3-dim locus \( [x(t) \cdot x(t + \tau_m) \cdot \alpha] \) for the 15 countries during 1970–2018. This 3-dim locus extends the usual 2-dim PPS, by placing \( x(t) \) and \( x(t + \tau_m) \) in the \( x \)- and \( y \)-axes, respectively, and \( \alpha \) in the \( z \)-axis. We find countries exhibiting slow dynamics (i.e., low \( \alpha \)) in the bottom (e.g., IND, JPN, and KOR), and countries with fast dynamics (i.e., high \( \alpha \)) in the top (e.g., BRA, CHN, and TUR).
The sample is made up of the G5 partners (UK, France, Germany, US, and Japan) and the three new successful Asian partners (India, China, and Korea), and also includes the heirs of old empires (Turkey and Russia), and four old European offshores (Australia, Canada, Mexico, Brazil, and South Africa). Figure 4 proves that in their long-term economic growth, gaps have been blurred. This means that globalization has brought acculturation and a contagious spread of economic growth. All over the world, a process of diffusion of technology has brought an extension of capitalism:

- The European partners and Japan could catch-up to the US and two other old European offshores (Australia and Canada). Before the late 1980s and the fall of the Berlin Wall, fighting communism may be considered to have been crucial to the national political strategies in most Western European countries and in East Asia. The anti-communist strategies clearly stimulated national policies in drawing them toward stock markets after the late 1980s. Many decision makers working at the World Bank and other international development agencies have even criticized codification of capital markets as meaning overregulation for the purpose of extending capitalism to communist-socialist areas.
- The heirs of old empires (Turkey and Russia), Korea, and three of the European offshores (Mexico, Brazil, and South Africa) also converged. In spite of cultural differences, genetic specificity, and climatic influences, they experimented consumption uniformization, with barriers that result from inequality in the distribution of revenue. Russia’s political change has made its transition to convergence with the most-developed economies difficult, and the country exhibits more erratic economic growth behavior, comprising periods of strong rates of growth separated by frequent and severe crises.
- The two Asian historical civilizations, China and India, have proceeded at fast and regular economic growth rates; China and India’s comparatively less-modern sectors have been catching up disproportionately faster to the world productivity frontier [44].

4. Estimation

In the last years the interest on models and algorithms for economic data forecasting has been growing [45,46]. The available methods include regression analysis [47], moving average [48], artificial neural networks [49], evolutionary computing [50], and empirical analysis [51], among others [52,53].

The proposed strategy leads implicitly to one estimation method based on the PPS. While our main objective was to establish a relationship between the time delay and the fractional order, it is relevant to explore this method and to compare results with other standard schemes.

After obtaining the value of $\tau_m$ for each economy and the corresponding 2-dim PPS, we have distinct alignments between the two TS, $x(t)$ and $x(t + \tau_m)$. This effect is negative, because it reduces
the size of the intersection between the two vectors. Nonetheless, we can use the time shift between \( x(t) \) and \( x(t + \tau_m) \) for foreseeing purposes, so that the future values \( \hat{x}(L+1) \cdots \hat{x}(L+\tau_m) \) are estimated on the basis of the old values \( [x(L+1-\tau_m) \cdots x(L)] \). In this perspective, the new values are those that maximize the index of Equation (8) for the pair \( \hat{x}(L+1) \cdots \hat{x}(L+\tau_m) \) and \( [x(L+1-\tau_m) \cdots x(L)] \), as shown in the diagram of Figure 7.

![Figure 7. Estimation of future GDP values.](image)

The values of the delay depend on the dataset and the estimation period varies accordingly. Consequently, the estimation horizon is different for each country.

### 4.1. Assessing the Estimation Method

For assessing the proposed scheme we divide the available data into two subsets: 1970–2013 for prediction and 2013.5–2018 for testing. First, we calculate the delays \( \tau^*_m \) for the prediction TS, since they are slightly different from the ones resulting for the complete dataset, and we predict the future values. Second, we compare the real and predicted values for the period 2013.5–2018 by means of the metrics \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \), given by:

\[
\mathcal{E}_1 = \sqrt{\frac{1}{T} \sum_{t=1}^{T} |x(t) - \hat{x}(t)|^2}, \quad (10)
\]

\[
\mathcal{E}_2 = \frac{1}{T} \sum_{t=1}^{T} |x(t) - \hat{x}(t)|, \quad (11)
\]

where \( T = 10 \) corresponds to the number of estimated points in the interval 2013.5–2018. These expressions closely follow the so-called Euclidean and Canberra distances [54] often adopted to assess the differences between numerical data.

Table 2 includes the complete list of values \( \{\tau^*_m, \alpha^*\} \) of the estimation TS and the errors \( \{\mathcal{E}_1, \mathcal{E}_2\} \) for all countries. Since the prediction algorithm is supported by the past, we do not obtain unrealistic values often proposed in the literature.

### Table 2. The values of \( \tau^*_m, \alpha^* \), \( \mathcal{E}_1 \), and \( \mathcal{E}_2 \) for the set of 15 countries: Real data for 1970–2013 and comparison between real and estimated values for 2013.5–2018.

| Country | \( \tau^*_m \) (years) | \( \alpha^* \) | \( \mathcal{E}_1 \) | \( \mathcal{E}_2 \) |
|---------|----------------------|---------|--------------|--------------|
| AUS     | 13                   | 0.430   | 3759.3       | 0.028        |
| BRA     | 9.5                  | 0.454   | 848.4        | 0.031        |
| CAN     | 8.5                  | 0.464   | 3170.7       | 0.026        |
| CHN     | 8.5                  | 0.464   | 3153.0       | 0.019        |
| FRA     | 9                    | 0.459   | 8297.9       | 0.029        |
| DEU     | 19                   | 0.402   | 3278.0       | 0.022        |
| IND     | 20.5                 | 0.399   | 3250.0       | 0.009        |
| JPN     | 21                   | 0.397   | 3995.9       | 0.008        |
| KOR     | 10                   | 0.449   | 3743.0       | 0.017        |
| MEX     | 13.5                 | 0.427   | 1950.5       | 0.086        |
| RUS     | 17                   | 0.409   | 8746.0       | 0.061        |
| ZAF     | 5                    | 0.534   | 4216.6       | 0.095        |
| TUR     | 8                    | 0.449   | 4089.5       | 0.022        |
| GBR     | 12.5                 | 0.433   |              | 0.031        |

The errors \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) are compared with those obtained with common regression analysis. Usually, regression methods perform adequately with economic data, since the TS evolves smoothly in time [55]. We adopt the nonlinear least-squares to fit 62 distinct models to the prediction TS, while discarding
those that have a large number of parameters or that depict clear divergent behavior outside the fitting interval. The best fit is obtained with the rational and the third degree polynomial functions:

\[
\hat{x}_R(t) = \frac{a + bt}{1 + ct + dt^2}, \quad (12)
\]

\[
\hat{x}_P(t) = a + bt + ct^2 + dt^3, \quad (13)
\]

where \(a, b, c, d \in \mathbb{R}\) are parameters to be estimated for each time series.

Equations (12) and (13) are then used for predicting the countries’ GDP per capita for the period 2013.5–2018 and for calculating \(E_1\) and \(E_2\). Figure 8 depicts the locus of the errors obtained with the PPS method and Equations (12) and (13). We verify that the PPS method does not lead always to the best prediction. This result was expected since Equations (12) and (13) were chosen as the best between a large number of possible functions, while the PPS-based estimation is just a byproduct of the relationship between the time delay and the fractional order. Nonetheless, we must note that the PPS method yields values of \(E_1\) and \(E_2\) in the narrower interval, being more robust to the variations between the distinct country GDP per capita.

Figure 8. The locus of \(E_1\) and \(E_2\) obtained with the PPS method and Equations (12) and (13) for the set of 15 countries.

Figure 9 depicts \(E_2\) versus \(\alpha^*\), revealing three clusters that comprise \{IND, RUS, TUR\}, \{JPN, KOR, ZAF\}, and \{AUS, BRA, CAN, CHN, FRA, DEU, MEX, GBR, USA\}, respectively. We verify the small values of \(E_2\) particularly for the third (and larger) set of countries.
4.2. Complete Estimation of GDP per Capita

We estimate GDP per capita of the set of 15 countries up to the maximum accomplished by the PPS method. This means that we have distinct prediction horizons for each country, going from 2024 for TUR up to 2042.5 for IND, as listed in Table 3. Figure 10 depicts the GDP per capita of China versus time. For this country we have $\tau_m = 8$ years and, therefore, we have real and estimation data for the periods 1970–2018 and 2018.5–2026, respectively. Figure 11 illustrates the real and estimated PPS for all countries. Again, we verify that the PPS representation produces good evolution without abrupt changes or uncommon behavior.

Figure 9. The locus of $E_z$ versus $a^*$ for the set of 15 countries.

Figure 10. The GDP per capita of China versus time: Real data for 1970–2018 and estimated values for 2018.5–2026.
Figure 11. The real and predicted PPS for the set of 15 countries.

Table 3. Estimation of GDP per capita for the set of 15 countries.

| Country | \(\alpha\) | 2018.5 | 2018.6 |
|---------|----------|--------|--------|
| AUS     | 0.430    | 57.908 | 58.998 |
| BRA     | 0.454    |        |        |
| CAN     | 0.490    |        |        |
| CHN     | 0.502    |        |        |
| FRA     | 0.506    |        |        |
| DEU     | 0.507    |        |        |
| IND     | 0.508    |        |        |
| JPN     | 0.510    |        |        |
| KOR     | 0.511    |        |        |
| MEX     | 0.512    |        |        |
| RUS     | 0.513    |        |        |
| ZAF     | 0.514    |        |        |
| TUR     | 0.515    |        |        |
| GBR     | 0.516    |        |        |
| USA     | 0.517    |        |        |

5. Discussion and Conclusions

A novel approach for analyzing the dynamics of economies was developed. The method embeds the concepts of FC and PPS for processing information recorded in the TS.
From the economic history perspective it is possible to say that by 2030 the world ranking of countries’ GDPs per capita will not present significant differences from the ranking that prevails today. Australia and the US will be at the top of the ladder, followed by Canada and Japan. However, the three European countries (Germany, France, and UK), will be closer to them. Clearly, in a recovery period, optimism has prevailed in Western economies [56], but commercial warring means that some competition worries are in the air. Catching-up also expresses Western lifestyles convergence, confirming Gerschenkron [11].

Among the newly successful partners, their relative positions will change quite clearly: Today the Brazilian GDP per capita is about the same as Russia’s, much above China’s, while India remains on the tail. In the same way, distances among Brazil, Russia, and China will disappear, to make a pool of competitors. Global development of stock markets has allowed even the less-developed Russian regions to improve and ameliorate poverty [57], while the economic growth expectations in the Brazilian case will continue slowly, and growth from China relies on intensive diplomatic commercial dealings with the US [56].

Looking again to the presented forecasts, 2030 will begin a global turnover. Germany will grow and catch up to Japan. These two countries, both of which were defeated in WWII, will move ahead of France and the UK, both of which were victors in that conflict. The results from the PPS methodology indicate that India will not catch up, although it will benefit from the stimulus of strong external demand from developing economies such as China, and fast dynamics. By 2030 and even 2040 India will remain at the back, on the tail. The reason, as Battisti et al. [58] say, is that, although a country converges to its long-run growth path, such a path may be not enough and can even diverge from those countries at the global economic growth frontier. This means that for long-run performance, low levels of wealth at departure do really matter.

In a modeling perspective, exploring the combination of FC and PPS led to a new strategy for describing the dynamics of the economies while highlighting their fractional order. As a byproduct of the PPS approach, a robust algorithm for estimating the future of the TS was also obtained.
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