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Abstract

The Immersed Boundary (IB) method of Peskin (J. Comput. Phys., 1977) is useful for problems that involve fluid-structure interactions or complex geometries. By making use of a regular Cartesian grid that is independent of the geometry, the IB framework yields a robust numerical scheme that can efficiently handle immersed deformable structures. Additionally, the IB method has been adapted to problems with prescribed motion and other PDEs with given boundary data. IB methods for these problems traditionally involve penalty forces which only approximately satisfy boundary conditions, or they are formulated as constraint problems. In the latter approach, one must find the unknown forces by solving an equation that corresponds to a poorly conditioned first-kind integral equation. This operation can therefore require a large number of iterations of a Krylov method, and since a time-dependent problem requires this solve at each step in time, this method can be prohibitively inefficient without preconditioning. This work introduces a new, well-conditioned IB formulation for boundary value problems, called the Immersed Boundary Double Layer (IBDL) method. In order to lay the groundwork for similar formulations of Stokes and Navier-Stokes equations, this paper focuses on the Poisson and Helmholtz equations to introduce the methodology and to demonstrate its efficiency over the original constraint method. In this double layer formulation, the equation for the unknown boundary distribution corresponds to a well-conditioned second-kind integral equation that can be solved efficiently with a small number of iterations of a Krylov method without preconditioning. Furthermore, the iteration count is independent of both the mesh size and spacing of the immersed boundary points. The method converges away from the boundary, and when combined with a local interpolation, it converges in the entire PDE domain. Additionally, while the original constraint method applies only to Dirichlet problems, the IBDL formulation can also be used for Neumann boundary conditions.
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1. Introduction

The Immersed Boundary (IB) method \cite{1, 2} is a valuable numerical tool for fluid-structure interactions. It was initially developed by Peskin for problems involving elastic, deformable structures, such as those involved in cardiac dynamics \cite{3, 4, 5, 6, 7}. However, the robustness and simplicity of the IB method has led to its use in many different applications (see \cite{8, 9, 10}, for just a few). Additionally, since its creation, there have been many developments and variations in the IB method. For instance, the IB framework has been altered to incorporate porous boundaries \cite{11, 12} and model elastic rods with a curvature or twist \cite{13, 14}. It has also been adapted to the flow of non-Newtonian fluids \cite{15, 16} and coupled with internal force mechanisms to model swimming organisms \cite{17, 18}. In recent years, work has been done to apply the Immersed Boundary framework to problems involving prescribed boundary values \cite{19, 20, 21, 22, 23, 24}, which is the category of problems that this paper addresses.

The robustness of the IB method comes from its use of two coordinate systems: a Lagrangian system that moves with the structure and a fixed Eulerian system on which the fluid equations are solved. It uses convolutions with discrete delta functions to link these systems together and map forces from the structure to the grid. One can then solve the PDE on a regular Cartesian mesh. This elimination of the physical boundary makes it possible to use a PDE solver that is efficient and independent of the geometry of the structure.

As stated, this paper will focus on problems involving prescribed boundary values. In the field of fluid dynamics, this includes the motion of rigid bodies and fluid flow through a domain with stationary boundaries or boundaries with prescribed motion. Since the IB method bypasses the need for a conforming mesh, it also has obvious advantages in the broader case of solving PDEs on complex domains. In this paper, we focus on scalar elliptic boundary value problems to introduce a new IB method.

When the IB method is applied to deformable structures, the boundary force density is found using a constitutive law from the structure characteristics \cite{2}, but in the case of rigid bodies, one needs a different way to find or interpret the boundary force. There have been several routes taken to use the IB framework in these situations. One method is to consider the Lagrangian points to be tethered to specified locations by springs. The boundary force is then interpreted as the spring restoring force, penalizing deviations from the prescribed boundary position \cite{25, 26, 27, 28}. By using the IB framework, such penalty methods can be efficiently implemented, but they use parameters, such as spring constants, to approximate a rigid limit, and the required magnitude of the appropriate parameter leads to numerically stiff equations that necessitate very small timesteps.

Another approach for applying the IB method to a rigid body problem consists of viewing the boundary force density as a Lagrange multiplier, used to
enforce the no-slip boundary condition [19]. Section 2.1 gives a description of such a method as applied to a scalar PDE. In this IB constraint method, the velocity and force are both unknowns in an algebraic system. One way to solve this system is to invert the Schur complement to solve first for the Lagrange multiplier force and then for the velocity. The main disadvantage of such a method is that this operator suffers from poor conditioning [20]. Furthermore, the conditioning of the discrete problem worsens when the Cartesian grid is refined or when the Lagrangian point spacing is refined relative to the grid. To avoid solving the fully discretized constraint problem, most numerical methods using this constraint approach rely on some form of time step splitting [19, 21, 22, 23, 24]. Taira and Colonius [19], for example, solve a simpler unconstrained system for an intermediate velocity, use this velocity to find pressure and the unknown boundary force, and then complete a projection step to remove non-divergence-free and slip components of the velocity. However, like the penalty methods, these fractional step methods only satisfy the constraint equations approximately, which can result in fluid penetration into a rigid body. Additionally, such a method cannot be used for steady Stokes or other time-independent PDE.

However, if instead of a time-splitting scheme, one inverts the Schur complement with a Krylov method, the number of iterations required could be very large due to its poor conditioning. The computational cost then becomes prohibitive for a time-dependent problem, when this solve would be required at each time step. One way around this is to design a preconditioner [29, 30, 31], such as the physics-based approximation of the Schur complement constructed by Kallemov et al. [20]. A preconditioner can allow for a more efficient solution to the constraint problem, but developing and implementing one is a nontrivial undertaking, and such a preconditioner can involve computing the inverse of a dense matrix, which can be computationally expensive when the number of boundary points is large. Another limitation is that in order to control the conditioning, there is often a requirement that the boundary points be spaced to about twice the grid spacing, which, depending on the application and the Eulerian-Lagrangian coupling scheme, may result in decreased accuracy of the solution [20, 32, 33].

In this paper, we present a reformulated Immersed Boundary method for prescribed boundary values. In order to lay the groundwork for similar formulations of Stokes and Navier-Stokes equations, in this paper, we focus on the Poisson and Helmholtz equations to introduce the methodology. Like the IB constraint method, our method enforces the boundary conditions exactly, but the resulting linear system is very well-conditioned. We can therefore solve it with an unpreconditioned Krylov method with very few iterations. This conditioning does not worsen as we refine the mesh, nor as we tighten the spacing of our boundary points relative to the grid. We are therefore able to avoid the need for a preconditioner altogether.

We formulate this new IB method by utilizing a connection between the IB constraint method and a single layer boundary integral equation. Bound-
ary integral methods rely on reformulating a boundary value problem as an integral equation with an unknown density on the boundary. These methods are particularly useful for linear, elliptic, and homogeneous PDE [34]. One advantage of these methods, which we exploit, is that there are well-conditioned integral representations available. For example, for the Helmholtz equation or Stokes equations, we can derive single and double layer integral representations. When combined with Dirichlet boundary conditions, a double layer representation results in a second-kind integral equation. In this case, the operator we need to invert is well-conditioned. Therefore, these double layer representations have been frequently utilized within boundary integral methods [35, 36, 37, 38].

There are, however, some disadvantages to directly using boundary integral equations. Firstly, for a typical boundary integral method, once the boundary density is found, it is expensive to evaluate the solution on an entire grid, whereas by using efficient solvers, the IB method can do this quickly. Additionally, in order to directly implement integral methods, one needs an analytical Green’s function for each specific PDE and problem domain, making nontrivial exterior boundary conditions complicated to implement. The IB method, on the other hand, does not require a Green’s function and can be used on more general domains. The method we present in this paper maintains the flexibility of the IB method while capturing the better conditioning of a double layer integral equation.

The connection between the IB constraint method and a regularized single layer integral equation has been identified in a few recent works. Usabiaga et al. illustrate this connection and discuss that their rigid multiblob method can be seen as a technique for solving a regularized first-kind integral equation for Stokes flow [39]. Eldredge [40] made a more general connection between IB methods and boundary integral equations by extending the form of a PDE to govern a variable that defines a different function for each side of an immersed boundary. The resulting PDE contains jumps in field quantities across the boundary, which correspond to the strengths of single and double layer potentials. This general connection allows for solutions on either side of the boundary. However, in this work, we look specifically at the IB method for prescribed boundary values for which the PDE domain exists on only one side of the boundary, and we create an IB formulation that corresponds to the use of a double layer potential alone in order to take advantage of the better conditioning.

In this paper, we present an introduction to the new Immersed Boundary Double Layer (IBDL) method, as it applies to scalar elliptic PDEs. This is a first step towards applying the method to Stokes and Navier-Stokes flows with rigid bodies, which will be presented in a forthcoming work. The method is able to achieve the same order of accuracy as the original IB constraint method away from the boundary, while only requiring a small number of iterations of a Krylov method. In particular, as we show in the results section, we see iteration counts that range from 10 to 2500 times smaller than those of the
IB constraint method, depending on the domain and boundary value problem. Furthermore, unlike those of the IB constraint method, these iteration counts are essentially independent of the grid point spacing. We derive, implement, and analyze this method for the 2-D Helmholtz and Poisson problems with Dirichlet boundary conditions. With the drastically improved efficiency, the method has the potential to be utilized in moving domains and 3-D problems without the need for stiff parameters or preconditioners. Additionally, while the original constraint method applies only to Dirichlet problems, our new method can also be used for Neumann boundary conditions.

The paper is organized as follows. In Section 2, we give the necessary background material on the IB constraint method and boundary integral methods. In Section 3, we explicitly demonstrate the connection between the IB constraint method and a single layer integral equation. The main contribution of this paper is contained in Section 4, where we formulate the new Immersed Boundary Double Layer method. In Section 5, we discuss the numerical implementation. Section 6 gives the results for the 2-D Helmholtz and Poisson problems with comparisons to the IB constraint method. We also make numerical observations concerning pointwise convergence near the boundary and convergence of the potential strength. Lastly, we end with a discussion in Section 7.

2. Background methods

In order to present our method, we will restrict our attention to the 2-D Dirichlet Helmholtz equation,

\[ \begin{align*}
\Delta u - k^2 u &= g & \text{in } \Omega \\
u &= U_b & \text{on } \Gamma,
\end{align*} \tag{1} \]

where \( \Omega \) is the domain of our PDE, and \( \Gamma = \partial \Omega \). We will explore several interior and exterior problem domains for \( \Omega \).

Sections 2.1 and 2.2 will discuss two types of methods that can be used to solve this PDE, the Immersed Boundary constraint method and boundary integral equations. The two families of methods will be connected in Section 3 and then used in the formulation of a new scheme in Section 4.

2.1. Immersed Boundary constraint method

One approach for solving Equation (1) is the Immersed Boundary constraint method \([19, 20]\). In this method, the original PDE domain \( \Omega \) is embedded into a larger computational domain \( \mathcal{C} \). The method then utilizes a Lagrangian coordinate system located on the immersed boundary, as well as an Eulerian coordinate system, in the form of a regular grid. Figure 1 illustrates these coordinate systems with two possible PDE domains.
Figure 1: Diagram showing the two IB coordinate systems for an immersed structure $\Gamma$, embedded in a 2-D computational domain $\mathcal{C}$. The physical domain or PDE domain, given by $\Omega$, is shown in white, and the non-physical domain is shown in grey. 1a shows an exterior PDE domain, and 1b shows an interior PDE domain.

In the original IB framework, the density of the force exerted by the structure on the fluid is represented by $F$, and it is supported on the boundary $\Gamma$. $F$ is mapped to the Eulerian grid through a convolution with a delta function. The resulting Eulerian force density is incorporated into the PDE, which is then solved in $\mathcal{C}$. With the elimination of the physical boundary, the PDE solve can be done efficiently on a regular grid. The resulting solution $u$ can then be mapped back to the boundary through another convolution with a delta function, and this gives the boundary values.

In the case of prescribed boundary values, as in Equation (1), the force density, $F$, is a Lagrange multiplier, used to enforce the boundary condition. We will use $s$ and $x$ as our Lagrangian and Eulerian coordinates, respectively. Additionally, $X(s)$ will be used as a parametrization of the boundary $\Gamma$. We then get the following equations for the continuous IB formulation of Equation (1).

$$
\begin{align*}
\Delta \tilde{u}(x) - k^2 \tilde{u}(x) + \int_{\Gamma} F(s) \delta(x - X(s)) ds &= \tilde{g}(x) \quad \text{in } \mathcal{C} \\
\int_{\mathcal{C}} \tilde{u}(x) \delta(x - X(s)) dx &= U_b(s) \quad \text{on } \Gamma
\end{align*}
$$

In the above formulation, our unknowns are $F$ and $\tilde{u}$. Note that $\tilde{u}(x)$ and $\tilde{g}(x)$ represent extensions of the solution $u$ and the function $g$ from $\Omega$ to the larger computational domain $\mathcal{C}$. Once the solution $\tilde{u}(x)$ is found in $\mathcal{C}$, the solution to the original PDE is then given by $\tilde{u}|_{\Omega}$. As such, we will drop the tilde notation on $u(x)$. On the other hand, we can define the extension of $g$ by $\tilde{g} = g \chi_{\Omega} + g_e \chi_{\mathcal{C}\setminus\Omega}$, where $\chi$ is an indicator function. Since $\mathcal{C}\setminus\Omega$ is not in the PDE domain, there is flexibility in our choice for $g_e$. For example, we can simply use a smooth extension of $g$ or use $g_e = 0$. 
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For mappings between the coordinate systems, the IB method uses a regularized delta function, $\delta_h$, where the regularization lengthscale, $h$, is generally chosen to be on the order of grid point spacing. We can then view the first convolution as spreading the force density to the nearby grid points, and the second convolution as interpolating the solution values onto the boundary points. Therefore, let us define the spread and interpolation operators, respectively, as

$$ (SF)(x) = \int_{\Gamma} F(s)\delta_h(x - X(s))ds $$

$$ (S^*u)(s) = \int_{\mathcal{C}} u(x)\delta_h(x - X(s))dx. $$

These operators are adjoint in the sense that

$$ \langle SF,u \rangle_{\mathcal{C}} = \langle F,S^*u \rangle_{\Gamma}, $$

where the inner products are the usual $L^2$ inner products on $\Omega$ and $\Gamma$, respectively. Discretization and numerical implementation will be discussed more in Section 5, but note that we will also use $S$ and $S^*$ to refer to the discretized versions of these operators. Similarly, let $\mathcal{L}$ represent our continuous or discretized Helmholtz operator. We then get the following system of equations.

$$ \mathcal{L}u + SF = \tilde{g} \quad \text{in } \mathcal{C} $$

$$ S^*u = U_b \quad \text{on } \Gamma, $$

or

$$ \begin{pmatrix} \mathcal{L} & S \\ S^* & 0 \end{pmatrix} \begin{pmatrix} u \\ F \end{pmatrix} = \begin{pmatrix} \tilde{g} \\ U_b \end{pmatrix}. $$

We can solve this saddle point problem by first solving the equation

$$ -(S^*\mathcal{L}^{-1}S)F = U_b - S^*\mathcal{L}^{-1}\tilde{g} $$

for $F$ by inverting the Schur complement and then obtaining $u$ from Equation (5a).

However, generically these saddle point problems resulting from Dirichlet boundary conditions are poorly conditioned [41]. For example, for the 3-D Stokes equation with a spherical immersed boundary, Kallemov et al. found that the condition number grows linearly in the number of immersed boundary points, for $\Delta s \geq \Delta x$ [20]. Furthermore, as $\Delta s$ is decreased, the increase in condition number is rapid, resulting in an inability to solve the system in double-precision arithmetic for $\Delta s \approx 0.5\Delta x$ [20]. Figure 2 gives the condition numbers for the Schur complement and the subsequent iteration counts of minres needed for solving Equation (7) without preconditioning, where $k = 1$

---

1We utilize minres from MATLAB R2022a [42].
Figure 2: Condition numbers and iteration counts for the solution of Equation (7) with \( k = 1 \) and \( g = 0 \) on the periodic computational domain \([-0.5, 0.5]^2\), where the circular boundary of radius 0.25 has prescribed boundary values given by \( U_b = \sin 2\theta \). 2a gives the condition number of the Schur complement, given by the left-hand-side of Equation (7) for various values of \( N \), the number of grid points in one direction and for various immersed boundary point spacings. 2b gives the subsequent number of iterations of \texttt{minres}, with tolerance \( 10^{-8} \), needed to solve the system, along with the best-fit lines, labeled with their slopes.

and \( \Gamma \) is a circle. As will be discussed in Section 5, our computational domain is a periodic box, and we use a finite difference method for discretizing the Helmholtz operator. This PDE will be revisited in Section 6.1. We can see that for wider boundary point spacing, the condition number grows as \( \mathcal{O}(N) \), where \( N \) is the number of grid points in one direction. For tighter boundary point spacings, we see the condition numbers grow even more rapidly, as \( \mathcal{O}(N^3) \). The subsequent iteration counts for this problem grow between \( \mathcal{O}((N^{\sqrt{N}}) \) and \( \mathcal{O}(N) \). With an eye toward time-dependent PDE in applications such as fluid dynamics, where this system would be solved in each time step, these iteration counts can be prohibitively large without proper preconditioning. Therefore, as mentioned in the introduction, much work has been devoted to forming preconditioners \([20, 29, 30, 31]\). However, preconditioning itself can be computationally expensive, as it often involves inverting a dense matrix. In Section 4, we present an alternative IB formulation that achieves the same order of accuracy as this constraint method while avoiding these high iteration counts and therefore eliminating the need for preconditioning.

2.2. Integral methods

Boundary integral methods can also be used to solve Equation (1) by reformulating the boundary value problem as an integral equation, using the appropriate Green’s function \([34]\). The Green’s function for this PDE satisfies

\[
\Delta G(x, x_0) - k^2 G(x, x_0) = -\delta(x - x_0) \quad \text{in } \Omega.
\]
For convenience, let $g = 0$, and let our problem domain $\Omega$ be an interior domain, with boundary $\Gamma$. Similar steps can be taken for an exterior domain.

First, Green’s second identity simplifies for this PDE to

$$u(x)\delta(x - x_0) = \nabla \cdot \left( G(x, x_0) \nabla u(x) - u(x) \nabla G(x, x_0) \right).$$  \hspace{1cm} (9)

Let $x_0 \in \Gamma$. Then by integrating Equation (9) over $\Omega$ and using the divergence theorem, we get the integral representation of $u$,

$$u(x_0) = \int_{\Gamma} G(x, x_0) \nabla u(x) \cdot n(x) dl(x) - \int_{\Gamma} u(x) \nabla G(x, x_0) \cdot n(x) dl(x),$$  \hspace{1cm} (10)

where $n$ is the unit normal of $\Gamma$, pointing out of $\Omega$. We use $dl(x)$ to denote an integral with respect to arclength.

The first term of Equation (10) is called a single layer potential, which can be viewed as a distribution of point sources on the boundary, and the second term is called a double layer potential, which can be viewed as a distribution of point source dipoles on the boundary. Notice that the strength of the single layer potential is given by the boundary distribution of the normal derivative of $u$, and the strength of the double layer potential is given by the boundary values of $u$.

There are, however, other integral representations of the solution $u$ in $\Omega$. We can, for instance, represent $u$ solely with a single layer potential or a double layer potential. Let us consider two solutions: $u^{Int}$ that satisfies the PDE on $\Omega$ and $u^{Ext}$ that satisfies the PDE on $\Omega^{Ext}$, the region exterior to $\Gamma$. Let these two solutions share the same values on $\Gamma$. In order to find a single layer representation for $u^{Int}(x_0)$ for $x_0 \in \Omega$ we need two equations. Firstly, we use Equation (10) for $u^{Int}$. Secondly, by the same process that gave us Equation (10), we can get a similar equation for $u^{Ext}$, where the corresponding normal vector points outward from $\Omega^{Ext}$, and the left-hand side vanishes because $x_0 \notin \Omega^{Ext}$. By negating the expression in order to use the same unit normal as that in Equation (10), we get the following equation for $u^{Ext}$,

$$0 = -\int_{\Gamma} G(x, x_0) \nabla u^{Ext}(x) \cdot n(x) dl(x) + \int_{\Gamma} u^{Ext}(x) \nabla G(x, x_0) \cdot n(x) dl(x).$$  \hspace{1cm} (11)

Then, by adding Equation (10), for $u^{Int}$, and Equation (11), we get the generalized single layer integral representation for $u^{Int}$ given by

$$u^{Int}(x_0) = \int_{\Gamma} \sigma(x) G(x, x_0) dl(x),$$  \hspace{1cm} (12)

where $\sigma = \nabla (u^{Int} - u^{Ext}) \cdot n \bigg|_{\Gamma}$ is the strength of the single layer potential.

If we instead consider two such solutions which match normal derivatives on the boundary, we get the generalized double layer integral representation for
given by

\[ u^{Int}(x_0) = \int_{\Gamma} \gamma(x) \nabla G(x, x_0) \cdot n(x) dl(x), \quad (13) \]

where \( \gamma = (u^{Ext} - u^{Int}) \bigg|_{\Gamma} \) is the strength of the double layer potential.

In order to use our boundary data, we then take \( x_0 \rightarrow \Gamma \). To have consistent notation across methods, we will denote a boundary point with a capital letter, \( X_0 \). Then, to generalize for exterior domains, we emphasize again that \( n \) is the unit normal pointing out of \( \Omega \), regardless of whether \( \Omega \) is an exterior or interior domain. Using our boundary condition, Equations (12) and (13) give us

\[ U_b(X_0) = \int_{\Gamma} \sigma(x) G(x, X_0) dl(x), \quad (14) \]

\[ U_b(X_0) = \int_{\Gamma} \gamma(x) \nabla G(x, X_0) \cdot n(x) dl(x) - \frac{1}{2} \gamma(X_0), \quad (15) \]

where \( PV \) denotes the principal-value integral, for which \( X_0 \) is placed exactly on \( \Gamma \). It is computed by integrating over \( \Gamma \setminus B_\varepsilon(X_0) \), in which a disk around \( X_0 \) has been removed from the boundary. The \( PV \) integral then comes from taking the limit as \( \varepsilon \) goes to 0. The \( 1/2 \) in Equation (15) is obtained using the properties of the normal derivative of the Green’s function. For a reference, see Section 2.4 in [34].

The unknown quantities in Equations (14) and (15) are the potential strengths, \( \sigma \) and \( \gamma \), respectively. Equation (14) has the form of a Fredholm integral of the first kind, and Equation (15) has the form of a Fredholm integral of the second kind [43]. The operators given by

\[ K_1 \sigma = \int_{\Gamma} \sigma(x) G(x, x_0) dl(x) \quad (16a) \]

\[ K_2 \gamma = \int_{\Gamma} \gamma(x) \nabla G(x, x_0) \cdot n(x) dl(x) \quad (16b) \]

have eigenvalues in the interval \((-0.5, 0.5)\), and the only limit point of the eigenvalues is 0. [44, 45]. The condition number, defined as the ratio of the largest and smallest eigenvalues, is therefore infinite in the continuous case and large in the discretized case. On the other hand, Equation (15) can be rewritten as

\[ \left( K_2 - \frac{1}{2} I \right) \gamma = U_b, \quad (17) \]

where \( I \) is the identity operator. Shifting the operator in this way shifts the eigenvalues, and the only limit point for the eigenvalues becomes \(-1/2\). Therefore, the condition number of the discretized operator is finite and does not grow with refinement of the discretization. The better conditioning of this operator is the characteristic of the double layer representation that we exploit to form our new Immersed Boundary method.
3. Connection between IB method and integral methods

In this section, we relate the Immersed Boundary constraint method as described in Section 2.1 to the single layer integral equation in Equation (14). As discussed in Section 1, this connection has been established in several recent works [39, 40], but here, we present this connection explicitly from the IB constraint system of Equation (5). After establishing this connection between the two types of methods, we propose that a solution to the conditioning problem of the Schur complement seen in Equation (7) is to formulate an Immersed Boundary version of a double layer integral equation. Such a formulation will be presented in Section 4.

For Sections 3 and 4, we will simplify the presentation by focusing on the homogeneous case, or \( g = 0 \). However, this connection holds for the inhomogeneous case as well, and we use the new method on several inhomogeneous problems in Section 6.

Let us define a regularized Green’s function by

\[
G_h(x, x_0) \equiv G * \delta_h = \int_C G(y, x_0) \delta_h(x - y) dy.
\]

(18)

The linearity of our operator then gives us that

\[
\mathcal{L}G_h(x, x_0) = -\delta_h(x - x_0).
\]

(19)

The homogeneous IB constraint equations are given by

\[
\mathcal{L}u + SF = 0 \quad \text{in } \Omega
\]

(20a)

\[
S^* u = U_b \quad \text{on } \Gamma.
\]

(20b)

Starting with the first equation of the IB constraint method, Equation (20a), we have

\[
\mathcal{L}u = -SF = -\int_{\Gamma} F(s) \delta_h(x - X(s)) ds.
\]

(21)

Inverting the operator and using Equation (19), we get

\[
u(x) = \int_{\Gamma} F(s) G_h(x, X(s)) ds
\]

(22)

for \( x \in \Omega \setminus \Gamma \). The second equation of the IB constraint method, Equation (20b), gives us

\[
U_b(s') = \int_\Omega u(x) \delta_h(x - X(s')) dx,
\]

(23)
where we are using \( s' \) to distinguish from our previous variable of integration or alternately, viewing \( X(s') \) as selecting a particular boundary point. Combining this with Equation (22) and changing the order of integration, we get

\[
U_b(s') = \int_{\Gamma} F(s) \int_{C} G_h(x, X(s)) \delta_h(x - X(s')) dx ds.
\]

(24)

Notice that the second integral is equivalent to \( G_h \ast \delta_h \), evaluated at \( X(s') \). Therefore, by denoting a twice-regularized Green’s function by \( G_{hh} \), this becomes

\[
U_b(s') = \int_{\Gamma} F(s) G_{hh}(X(s'), X(s)) ds.
\]

(25)

The symmetry of the Green’s function, which is preserved through convolutions with the regularized delta function, gives us that \( G_{hh}(X(s'), X(s)) = G_{hh}(X(s), X(s')) \). Using this to switch the arguments of \( G_{hh} \) and appropriately redefining \( F \) and \( U_b \) as functions of \( x \), we get

\[
U_b(X(s')) = \int_{\Gamma} F(X(s)) G_{hh}(X(s), X(s')) ds.
\]

(26)

Recall that the single layer integral equation for \( X_0 \) on the boundary is given by

\[
U_b(X_0) = \int_{\Gamma} \sigma(x) G(x, X_0) dl(x).
\]

(27)

By parametrizing \( \Gamma \) by \( X(s) \), this becomes

\[
U_b(X(s')) = \int_{\Gamma} \sigma(X(s)) G(X(s), X(s')) \left| \frac{\partial X(s)}{\partial s} \right| ds.
\]

(28)

By comparing Equations (26) and (28), we can associate the IB constraint force \( F \) with the potential strength modified by the parametrization term, \( |\partial X(s)/\partial s| \). In other words, in the limit that the regularization width, \( h \), approaches 0, we have

\[
F(X) = \sigma(X) \left| \frac{\partial X}{\partial s} \right|.
\]

(29)

Specifically, in the case of an arclength parametrization, where \( |\partial X(s)/\partial s| = 1 \), we see from Section 2.2 that \( F \) gives the jump in the normal derivative of the solution across the boundary. We have now established that the IB constraint method is equivalent to a regularized single layer integral equation. As such, in order to distinguish it from the new method we propose in Section 4, we will henceforth refer to this as the Immersed Boundary Single Layer (IBSL) method.
4. The Immersed Boundary Double Layer (IBDL) method

4.1. Formulation of the IBDL method

The discussion at the end of Section 2.2 suggests that to improve the conditioning of the IBSL method, we could use an Immersed Boundary framework to instead solve a regularized double layer integral equation, which has better conditioning. We will call this the Immersed Boundary Double Layer (IBDL) method, and it is given by

\[ L u + \tilde{S} Q = \tilde{g} \quad \text{in } C \] (30a)
\[ S^* u + \frac{1}{2} Q = U_b \quad \text{on } \Gamma, \] (30b)

where we assume an arclength parametrization of \( \Gamma \), and where \( \tilde{S} Q \equiv \nabla \cdot (S Q n) \) for \( n \), the unit normal on \( \Gamma \), pointing out of \( \Omega \). The form of \( \tilde{S} \) implies that \( Q \) gives the strength of a dipole force distribution on the boundary, and this is our Lagrange multiplier used to enforce the boundary condition. We will next demonstrate that this formulation corresponds to a double layer integral equation.

Starting with the Equation (30a), and taking \( g = 0 \) for simplicity, we have

\[ L u = -\tilde{S} Q = -\nabla \cdot \int_\Gamma Q(s) n(s) \delta_h(x - X(s)) ds. \] (31)

Inverting the operator and using Equation (19), we get

\[ u(x) = \nabla \cdot \int_\Gamma Q(s) n(s) G_h(x, X(s)) ds \] (32)

for \( x \in \Omega \setminus \Gamma \). Bringing in the divergence and manipulating the expression, we get

\[ u(x) = \int_\Gamma Q(s) \nabla G_h(x, X(s)) \cdot n(s) ds. \] (33)

Then, the second equation of the IBDL method, Equation (30b), gives us

\[ U_b(s') = \int_C u(x) \delta_h(x - X(s')) dx + \frac{1}{2} Q(s'). \] (34)

Combining Equation (33) with Equation (34), changing the order of integration, and again recognizing the presence of \( G_{hh} = G_h \ast \delta_h \), we get

\[ U_b(s') = \int_\Gamma Q(s) \nabla G_{hh}(X(s'), X(s)) \cdot n(s) ds + \frac{1}{2} Q(s'). \] (35)
The odd symmetry of the gradient of the Green’s function \([34]\), which is again preserved through the convolutions with the regularized delta function, gives us that \(\nabla G_{hh}(X(s'), X(s)) = -\nabla G_{hh}(X(s), X(s'))\). Using this to switch the arguments of \(\nabla G_{hh}\) and appropriately redefining \(Q\) and \(U_b\) as functions of \(x\), we get

\[
U_b(X(s')) = - \int_{\Gamma} Q(X(s)) \nabla G_{hh}(X(s), X(s')) \cdot n(X(s)) ds + \frac{1}{2} Q(X(s')).
\] (36)

Recall that the double layer integral equation for \(X_0\) on the boundary is given by

\[
U_b(X_0) = \int_{\Gamma}^{PV} \gamma(x) \nabla G(x, X_0) \cdot n(x) dl(x) - \frac{1}{2} \gamma(X_0).
\] (37)

Using our arclength parametrization, we can rewrite this as

\[
U_b(X(s')) = \int_{\Gamma}^{PV} \gamma(X(s)) \nabla G(X(s), X(s')) \cdot n(X(s)) ds - \frac{1}{2} \gamma(X(s)).
\] (38)

By comparing Equations (36) and (38), we see that in the limit that the regularization width, \(h\), approaches 0, we have

\[
Q(X) = - \gamma(X).
\] (39)

Therefore, we can see that the IBDL method is equivalent to a regularized double layer integral equation. Note from Section 2.2 that \(Q\) gives the jump in the solution across the boundary.

We reiterate that the formulation, specifically Equation (30b), assumes that \(X(s)\) gives an arclength parametrization of \(\Gamma\). In the IBSL method, if we use a different parametrization of the boundary, the rescaling of \(F\) seen in Equation (29) accounts for the transformation, and no alteration in the method is needed to find the solution. However, in the IBDL method, since the 1/2 in Equation (30b) is derived using an arclength parametrization, one would need to alter this term in the case that \(|\partial X(s)/\partial s| \neq 1\). This will be discussed further in Section 4.3, but otherwise, we will assume an arclength parametrization throughout this paper.

4.2. Discontinuity of the solution

Since our boundary density \(Q\) corresponds to the jump in the solution values across the boundary, clearly our solution \(u\) will be discontinuous. In the original IB constraint method, the solution was continuous, but the normal derivative was not. Figure 3 illustrates the solutions to Equation (1) produced by the IBSL and IBDL methods on the entire computational domain, \(C = [-0.5, 0.5]^2\). The PDE domain \(\Omega\) is the interior of a circle, and the boundary condition is
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\( \text{We use the numerical implementation discussed in Section 5. We can see that the two solutions match on the portion of the problem domain, } \Omega, \text{ that is about a couple meshwidths away from the boundary. However, the IBDL method gives a solution that is discontinuous across the boundary.}

The lack of smoothness in the derivative across the boundary causes the IBSL method to achieve only first-order accuracy. Since the IBDL method will instead yield a discontinuous function, we will not see pointwise convergence near the boundary if we use the solution values given directly from the method in Equation (30). However, we do achieve first-order convergence in all norms in the region away from the boundary by a distance that is \( O(\Delta x) \). If we then wish to recover pointwise convergence up to the boundary, we can replace the values of \( u \) for grid points near the boundary.

Integral equation methods are generally able to achieve higher accuracy than the Immersed Boundary method. However, this lack of smoothness related to the singularity in the Green’s function derivative results in the need to employ analytical techniques in order to achieve the same level of accuracy for points near \( \Gamma \). For instance, Beale and Lai use a regularized Green’s function and then analytically derive the correction terms [46]. Klöckner et al. use analytic expansions centered at points several meshwidths from the boundary to evaluate the solution at points nearer to the boundary [47], and Carvalho et al. use asymptotic analysis to approximate the solution at near-boundary points with known boundary data and a nonlocal correction [36].

For problems involving prescribed boundary values on sharp interfaces, the lack of smoothness of a solution from an IB method generically results in only first-order accuracy. While higher-order accuracy has been possible on problems with smooth solutions across the boundary [48, 49, 50, 31], here we are restricting our attention to achieving the pointwise first-order convergence achieved by the IBSL method applied to a sharp interface. Therefore, while there are many options for replacing the solution values near the boundary, we have chosen to use a simple linear interpolation because with this choice, we are able to obtain the first-order accuracy desired. This interpolation uses known boundary values and approximate solution values several meshwidths into the PDE domain. Appendix A provides details of the numerical implementation.

There are two regions of grid points for which we do not see pointwise convergence. The first region contains the largest errors, and it is illustrated in Figure 4 for an interior circular domain with boundary data \( U_b = e^x \). We can see that this region remains localized to only a small number of grid points, so that as we refine the grid, the width of this region quickly goes to 0. These large errors are the direct result of the smoothing of the dipole forces, and the number of meshwidths is therefore determined by the support of the regularized delta function used. As we discuss in Section 5, we use the traditional Peskin four-point delta function in Equations (58)-(59) [2], and this results in about \( 2 - 3 \) meshwidths of large errors on one side of the boundary, which can be
Figure 3: Solution plots found using the IBSL and IBDL methods to solve Equation (1) with $k = 1$ and $g = 0$, and where the circular boundary of radius 0.25 has prescribed boundary values given by $U_b = e^x$. The periodic computational domain is $[-0.5, 0.5]^2$, and the grid and boundary point spacing is $\Delta s \approx \Delta x = 2^{-6}$. Figure 3a gives the solution from using the IBSL method, and Figure 3b, the IBDL method. $U_b$ is shown with a black curve. Figure 3c shows solution values for $y = -0.015625$ for both methods, and the black vertical lines show the location of the immersed boundary.
seen in Figure 4.

Secondly, the numerical method used to discretize the PDE spreads the error from the discontinuity into a larger region near the boundary. Therefore, if we use the interpolation to only correct for the large errors within the first few meshwidths, we will still see a lessening of first-order convergence in the max norm once the max norm is small enough. The width of the region on which the solution fails to converge pointwise still approaches 0, but the number of meshwidths affected can increase. We can recover pointwise convergence with further interpolation, and in practice, we can generally obtain a comparable maximum error to the IBSL method by using interpolation for only a relatively small number of meshwidths. In Section 6.2, we further discuss factors that contribute to the number of meshwidths needed.

The IBDL method can now be described in the following steps:

1. Use a Krylov method to solve the following system for $Q$.

   $$-(S^*L^{-1} \tilde{S})Q + \frac{1}{2} Q = U_b - S^*L^{-1} \tilde{g}$$

   (40)

2. Use $Q$ to solve the following equation for $u$ in $C$.

   $$Lu + \tilde{S}Q = \tilde{g}$$

   (41)

3. Use an interpolation to replace the values for $u$ at $x \in \Omega$ that are near $\Gamma$. Factors that determine the number of meshwidths to include in this step are discussed in Section 6.2. Note: This step is optional, and only required if we wish to recover pointwise convergence up to the boundary.
4.3. Arbitrary boundary parametrization

In this paper, we utilize an arclength parametrization of the immersed boundary $\Gamma$. Numerically, this means that in the discretization of the spread operator, $\Delta s_i$ is the size of the arclength connecting $X(s_i)$ and $X(s_{i+1})$. In practice, this choice is not a limiting factor because even if an analytical arclength parametrization of the immersed boundary curve is not available, we can still approximate this value with the distance $\Delta s_i \approx \|X(s_{i+1}) - X(s_i)\|_2$. However, to be thorough, in this section, we discuss the use of an arbitrary parametrization.

Let $X(s)$ be an arbitrary smooth parametrization of $\Gamma$. Using this parametrization, the double layer integral equation for the Helmholtz equation would have the form

$$ U_b(X(s')) = \int_{\Gamma}^{PV} \gamma(X(s))\nabla G(X(s), X(s')) \cdot n(X(s)) \left| \frac{\partial X}{\partial s} \right| ds - \frac{1}{2} \gamma(X(s')). \tag{42} $$

In this case, we can form the IBDL method as

$$ L u + \tilde{S} Q = \tilde{g} \quad \text{in } C \tag{43a} $$

$$ S^* u + \frac{1}{2|\partial X/\partial s|} Q = U_b \quad \text{on } \Gamma. \tag{43b} $$

Then, using the same steps as in Section 4.1, we would obtain the equation

$$ U_b(X(s')) = -\int_{\Gamma}^{PV} Q(X(s))\nabla G_{hh}(X(s), X(s')) \cdot n(X(s)) ds $$

$$ + \frac{1}{2|\partial X/\partial s|} Q(X(s')). \tag{44} $$

By comparing Equations (42) and (44), we see that in the limit $h \rightarrow 0$, we get

$$ Q(X) = -\gamma(X) \left| \frac{\partial X}{\partial s} \right|. \tag{45} $$

As discussed in Section 2.2, the constant $1/2$ shifts all of the eigenvalues of the integral operator so that the only limit point is away from 0. This ensures a small, constant condition number as the mesh is refined and therefore small iteration counts for the Krylov method. An arbitrary parametrization may not shift the eigenvalues in this uniform manner. As such, the iteration counts may increase. In Section 6.1, we revisit the Helmholtz equation from Section 2.1 given by

$$ \Delta u - u = 0 \quad \text{in } \Omega \tag{46a} $$

$$ u = \sin 2\theta \quad \text{on } \Gamma, \tag{46b} $$
where $\Omega$ is the interior of a circle of radius 0.25, centered at the origin. We will see that the iteration count for solving this equation with the IBDL method using arclength parametrization is about 4-5 iterations. If we instead use the parametrization given by
\[
\begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} 0.25 \cos(s^2 + s) \\ 0.25 \sin(s^2 + s) \end{pmatrix},
\]
for $0 \leq s \leq \frac{1}{2}(-1 + \sqrt{1 + 8\pi})$, we have
\[
\left| \frac{\partial X}{\partial s} \right| = 0.25(2s + 1).
\]
Using immersed boundary points that are equally spaced in the parameter $s$, the iteration count is about 20. The iteration count is larger, but it does remain constant as the mesh is refined. This is likely to be the case with an arbitrary parametrization as the eigenvalues will still be shifted in some manner away from 0. It is therefore acceptable to implement the IBDL method in this manner, but we then need the values or approximations of $|\partial X/\partial s|$. To maintain consistency in the formulation of the IBDL method, we will use an arclength parametrization, with equally spaced points, in all other sections of this paper.

4.4. Neumann boundary conditions

We now use the IB framework and our connection to boundary integral equations to solve a PDE with Neumann boundary conditions. The original IBSL method was unable to handle such a problem since the derivatives are not convergent at the boundary.

Let us look at the PDE given by
\[
\begin{align*}
\Delta u - k^2 u &= g \quad \text{in } \Omega \\
\frac{\partial u}{\partial n} &= V_b \quad \text{on } \Gamma,
\end{align*}
\]
where we will first take $g = 0$ for simplicity. In Section 2.2, we introduced the full integral representation of $u$. For $x_0 \in \Omega \setminus \Gamma$, we have
\[
 u(x_0) = \int_{\Gamma} \nabla u(x) \cdot n(x) G(x, x_0) dl(x) - \int_{\Gamma} u(x) \nabla G(x, x_0) \cdot n(x) dl(x).
\]
The first term in Equation (50) is a single layer potential with the strength given by the known boundary derivatives, $V_b$. The second term is a double layer potential whose strength is given by the unknown boundary values. If we let $U_b \equiv u|_{\Gamma}$, we can then write the PDE in the IB framework as
\[
\mathcal{L}u + SU_b + SV_b = 0
\]
(51)
To determine the interpolation equation, we can take \( x_0 \to \Gamma \) in Equation (50) and denote it as \( X_0 \). Using the same property of the Green’s function derivative that was used in Section 2.2, we get

\[
    u(X_0) = \int_{\Gamma} \nabla u(x) \cdot n(x) G(x, X_0) dl(x) - \int_{\Gamma}^{PV} u(x) \nabla G(x, X_0) \cdot n(x) dl(x)
    + \frac{1}{2} u(X_0). \quad (52)
\]

By combining the \( u(X_0) \) terms, we can identify that the interpolated solution values will correspond to \( \frac{1}{2} u(X_0) \). Allowing for a non-zero \( g \), we can therefore write the PDE in the Immerged Boundary framework as

\[
    Lu + \tilde{S} U_b + SV_b = \tilde{g} \quad \text{in } C \quad (53a)
\]
\[
    S^* u = \frac{1}{2} U_b \quad \text{on } \Gamma. \quad (53b)
\]

For Neumann boundary conditions, \( U_b \) is the unknown potential strength on the boundary, corresponding to the unknown boundary values. A detailed demonstration of the connection between Equation (52) and Equation (53) is presented in Appendix B, and it uses steps similar to those used in Sections 3 and 4.1.

We can solve this system by first solving the equation

\[
    (-S^* L^{-1} \tilde{S}) U_b - \frac{1}{2} U_b = S^* L^{-1} SV_b - S^* L^{-1} \tilde{g} \quad (54)
\]

for the boundary values, \( U_b \), and then obtaining \( u \) from Equation (53a). We can see by comparing to Equation (40) that the operator is similar to that of the IBDL method for Dirichlet boundary conditions, where the only difference is the sign on the \( \frac{1}{2} \). Therefore, we again get a well-conditioned problem that can be solved with a small number of iterations of a Krylov method. An example of a Neumann problem will be presented in Section 6.6.

5. Numerical implementation

5.1. Discretization of space and differential operators

In this paper, we take the computational domain to be a periodic box of length \( L \) in order to make use of efficient finite difference and Fourier spectral methods to solve Equation (41). As is typical for IB methods, there is flexibility in the choice of PDE solver. However, as is discussed in Section 6.2, the discontinuity of the solution affects the accuracy near the boundary differently for different discretizations of the PDE. Therefore, we use a finite difference method for all applications other than those presented to compare methods in Section 6.2. We use the standard five-point, second-order accurate approximation for the Laplacian.
The computational domain is discretized with a regular Cartesian mesh with \( N \) points in each direction, giving us \( \Delta x = \Delta y = L/N \). To discretize the boundary, we use a set of \( N_{IB} \) boundary points, given by \( \{ X(s_i) \}_{i=1}^{N_{IB}} \).

### 5.2. Discretization of spread and interpolation operators

We will first discuss the implementation of our operator defined by

\[
\tilde{S}Q = \nabla \cdot (SQn). \tag{55}
\]

This operation consists of first multiplying our discretized boundary density \( Q \) by the outward unit normal vectors at the immersed boundary points, whose locations will be discussed more in depth shortly. We then spread these vectors to the grid and take the divergence. We discuss the implementation of each of these steps below.

The first component of the operator \( \tilde{S} \) is the divergence. To compute this, we use a finite difference method to match the method used to discretize the PDE. We use the standard second-order accurate centered difference for the derivatives.

Next, we need the unit normal vectors to the immersed boundary. These can be treated as an input to the method, or we can approximate them if they are unavailable. Approximating the curve with linear elements and using the resulting normal vectors is sufficient for maintaining first-order accuracy. For instance, for an interior domain and a counterclockwise curve parametrization, we can use

\[
n(s_i) = \left[ \frac{Y(s_{i+1}) - Y(s_{i-1})}{(X(s_{i+1}) - X(s_{i-1}))} \right] / \left\| X(s_{i+1}) - X(s_{i-1}) \right\|_2. \tag{56}
\]

For an exterior domain, we would negate this.

Next, we look at the spread operator, \( S : \Gamma \rightarrow \mathcal{C} \), which is defined as

\[
(SF)(x) = \int_{\Gamma} F(s) \delta_h(x - X(s))ds. \tag{57}
\]

Here, we use the traditional Peskin four-point delta function for \( \delta_h \) [2], given by

\[
\delta_h = \frac{1}{h^2} \phi \left( \frac{x}{h} \right) \phi \left( \frac{y}{h} \right), \tag{58}
\]

for \( h = \Delta x = \Delta y \) and

\[
\phi(r) = \begin{cases} 
\frac{1}{8} (3 - 2|r| + \sqrt{1+4|r|-4|r|^2}) & 0 \leq |r| \leq 1 \\
\frac{1}{8} (5 - 2|r| - \sqrt{-7 + 12|r| - 4|r|^2}) & 1 \leq |r| \leq 2 \\
0 & |r| \geq 2 
\end{cases}. \tag{59}
\]
Then, as mentioned in Section 4.1, we discretize the integral in Equation (57) with respect to arclength, so henceforth, we will treat \( s \) as an arclength parameter. With this new assumption on the coordinate \( s \), \( \Delta s_i \) gives the length of the curve connecting the immersed boundary points, \( X(s_i) \) and \( X(s_{i+1}) \). Then, the discrete spread operator is given by

\[
(SF)(x) = \sum_{i=1}^{N_{IB}} F(s_i) \delta_h(x - X(s_i)) \Delta s_i. \tag{60}
\]

Depending on the parametrization, the boundary points may not be equally spaced, but since we will be looking at a periodic distribution on \( \Gamma \), choosing equally spaced points will give higher accuracy in our integral approximation. In this case, we will space the boundary points so that \( \Delta s_i \approx c \Delta x \) for various \( c \) values, and then \( \Delta s = L_{IB}/N_{IB} \), where \( L_{IB} \) gives the length of the immersed boundary. If the exact values of \( \Delta s_i \) are unavailable, approximations can be made. Again, using \( \Delta s_i \approx ||X(s_{i+1}) - X(s_i)||^2 \) is sufficient to maintain first-order accuracy.

Lastly, the interpolation operator, \( S^* : \mathcal{C} \to \Gamma \), is similarly discretized as follows.

\[
(S^* u)(s) = \int_{\mathcal{C}} u(x) \delta_h(x - X(s)) dx \approx \sum_i u(x_i) \delta_h(x_i - X(s))(\Delta x)(\Delta y). \tag{61}
\]

where, for a fixed \( s \) and a four-point delta function, the sum over the grid points has at most 16 non-zero terms.

5.3. Solution to discrete system for invertible \( L \)

We now describe the method for solving the discretized system

\[
Lu + SQ = \bar{g} \quad \text{in} \ \mathcal{C} \tag{62a}
\]
\[
S^* u + \frac{1}{2} Q = U_b \quad \text{on} \ \Gamma. \tag{62b}
\]

In the case that the differential operator is invertible, such as for \( L = \Delta - k^2 \), for \( k \neq 0 \), we can invert the operator to obtain

\[
u = -L^{-1}S\bar{Q} + L^{-1}\bar{g}. \tag{63}
\]

Then, by applying the interpolation operator and using Equation (62b), we obtain

\[-(S^* L^{-1} S) \bar{Q} + \frac{1}{2} Q = U_b - S^* L^{-1} \bar{g}. \tag{64}\]

We can therefore solve Equation (62) by first solving Equation (64) for \( Q \) and then obtaining \( u \) from Equation (62a). Here, the operator that must be inverted,
\[-(S^*L^{-1}S) + \frac{1}{2}I,\] is not symmetric, and we therefore solve for \(Q\) with \texttt{gmres}\(^2\), to a tolerance of \(10^{-8}\), unless otherwise specified.

5.4. Solution to discrete system for Poisson equation

In the case that the differential operator is the periodic Laplacian, \(L = \Delta\), the solution method outlined in the previous section must be adjusted, both for the nullspace of the discrete constraint system and the nullspace of \(L\).

The boundary value problem given by
\[
\begin{align*}
\Delta u &= g & \text{in } \Omega \\
u &= U_b & \text{on } \Gamma
\end{align*}
\]
(65a)
(65b)

has a unique solution in \(\Omega\), but, by using the IB framework, we embed the PDE into a periodic computational domain on which \(\Delta\) is not invertible, resulting in a nullspace for the differential operator \(L\). Furthermore, the discretized constraint matrix for the IBDL method also has a nullspace that becomes relevant for large exterior domains. Both issues are discussed in this section.

5.4.1. Nullspace of the constraint system

In the case of the IBSL method applied to the Poisson equation, the matrix
\[
\begin{pmatrix}
\Delta & S \\
S^* & 0
\end{pmatrix},
\]
(66)
is invertible. Therefore, we can use the method presented by Stein et al. [31] to handle the nullspace of the periodic Laplacian and recover the unique solution to the constraint system.

In the case of the IBDL method, however, the matrix
\[
\begin{pmatrix}
\Delta & \tilde{S} \\
S^* & \frac{1}{2}I
\end{pmatrix},
\]
(67)
has a one-dimensional nullspace. The nullspace of the spatially continuous problem is spanned by
\[
\begin{align*}
u &= \chi_{\mathbb{C} \setminus \Omega} \\
Q &= -1,
\end{align*}
\]
(68a)
(68b)

where \(\chi_{\mathbb{C} \setminus \Omega}\) gives the indicator function that is 0 on \(\Omega\) and 1 otherwise. According to Equation (68), since an element of the nullspace would be 0 on the physical

\(^2\)We utilize \texttt{gmres} from MATLAB R2022a [42].
domain, any solution we get would be the same on Ω, and this nullspace would therefore not pose a problem for the IBDL method. However, the discretized problem results in a different numerical nullspace. In Section 6.3, we show that for large exterior domains, the IBDL method may not converge to the correct solution. This may be due to the fact that as we increase the domain size, we approach the infinite exterior domain case, for which a double layer potential is unable to represent solutions to the Poisson equation with arbitrary boundary values \[51\]. As we approach this case, the IBDL method becomes more sensitive to the numerical nullspace.

To solve this issue for large exterior domains, we may use a completed double layer representation. There are multiple ways to formulate such a representation for integral equations \[37\], \[52\], but we have chosen the method presented by Hsiao and Kress \[53\] and Hebecker \[54\] since it easily translates to an IB framework. We therefore formulate the completed representation by the addition of a single layer potential whose strength is a constant multiple of the strength of the double layer potential. The completed system is then given by

\[
\begin{align*}
\Delta u + \eta SQ + \bar{S}Q &= \bar{g} \quad \text{in } \mathcal{C} \\
S^*u + \frac{1}{2}Q &= U_b \quad \text{on } \Gamma,
\end{align*}
\]

where \(\eta\) is a positive constant. We will refer to this form of the IBDL method as the completed IBDL method. In this case, the matrix

\[
\begin{pmatrix}
\Delta & \bar{S} + \eta S \\
S^* & \frac{1}{2}
\end{pmatrix},
\]

is invertible, and then we need only deal with the nullspace of the periodic Laplacian.

### 5.4.2. Nullspace of \(\mathcal{L}\)

As previously mentioned, the original boundary value problem on Ω has a unique solution, but, by using the IB framework, we embed the PDE into a periodic computational domain on which \(\Delta\) is not invertible.

We can recover the unique solution to the PDE by a method similar to that presented by Stein et al. \[31\]. In this process, we first decompose the solution \(u\) into

\[
u = u_0 + \bar{u},
\]

where \(u_0\) has mean 0 on \(\mathcal{C}\) and \(\bar{u}\) gives the mean value of \(u\) on \(\mathcal{C}\). Then, we use the PDE resulting from either the IBDL or the completed IBDL formulation to derive a solvability condition, resulting in either a condition on \(g\) or in the addition of another equation to the discrete IBDL system. Details for this process are given in Appendix \(\mathcal{C}\).
5.5. Near-boundary points

The replacement of solution values for grid points within \( m_1 \) meshwidths of \( \Gamma \) is done with a linear interpolation. For the Dirichlet problem, the interpolation for an individual grid point uses one approximate solution value located about \( m_2 \) meshwidths away from \( \Gamma \) and one value approximated from the known solution values located on \( \Gamma \). For the Neumann problem, the solution values located on \( \Gamma \) are not known, and therefore they are also approximate. Details for this interpolation are given in Appendix A.

In order to complete this step and to isolate the solution on the problem domain, it is necessary to identify grid points as interior or exterior to \( \Gamma \). Depending on the boundary shape, this can be done with the exact parametrization of the curve, but we can also use a portion of the IBDL method itself to identify grid points interior to the discretized curve. Details for this are given in Appendix D.

6. Numerical results

In this section, we apply the Immersed Boundary Double Layer method and discuss numerical results and observations. In Section 6.1, we apply the IBDL method to a Dirichlet Helmholtz problem and demonstrate the efficiency of the method and the convergence of the solution. In Section 6.2, we discuss interpolation widths and other factors affecting the max norm convergence. In Section 6.3, we explore the completed IBDL method for the Dirichlet Poisson problem on a periodic domain. In Section 6.4, we demonstrate the use of the IBDL method on a non-convex exterior domain. In Section 6.5, we explore the convergence of the potential strength \( Q \), and in Section 6.6, we solve a Neumann Helmholtz problem.

6.1. Dirichlet Helmholtz on interior circular domain

First, we look at the PDE

\[
\begin{align*}
\Delta u - u &= 0 \quad \text{in } \Omega \\
\mu &= \sin 2\theta \quad \text{on } \Gamma,
\end{align*}
\]

where \( \Omega \) is the interior of a circle of radius 0.25, centered at the origin. The analytic solution is given by

\[
u = \frac{I_2(r) \sin 2\theta}{I_2(0.25)},
\]

where \( I_2 \) is the first-kind modified Bessel function of order 2. Our computational domain here is the periodic box \([-0.5, 0.5]^2\). We use equally spaced boundary points with \( \Delta s \approx c\Delta x \) for various values of \( c \), and the solutions are computed for grid sizes ranging from \( N = 2^6 \) to \( 2^{12} \).
Table 1 gives the iteration counts for the Krylov methods used to solve Equation (72) for the IBSL and IBDL methods. This table illustrates the drastic improvement in efficiency that is a key advantage of the IBDL method. We see that only a small number of iterations are needed to solve for the strength of the IBDL potential. Moreover, the number of iterations remains essentially constant as we refine the mesh or tighten the boundary points relative to the grid. The IBSL method, on the other hand, requires many more iterations, and this iteration count is greatly affected by the mesh size and the boundary point spacing, as previously illustrated in Figure 2b. Tighter boundary points can result in lower quadrature error, while more widely spaced points allow for smoother force distributions and better conditioning in the case of the IBSL method [20]. Making the IBSL method practical therefore often entails special handling, such as using more widely spaced points for discretization of the boundary, while using a denser set of points for the direct Eulerian-Lagrangian interaction [32]. Moreover, to make the IBSL method efficient, one must use a preconditioner [29, 20, 30, 31]. On the other hand, the fact that the IBDL method presented here can be efficiently utilized for both coarsely and finely spaced boundary points means no such step is required for this method.

In addition, the iteration counts for the IBSL method are affected by the tolerance for the Krylov method. For example, for $\Delta s \approx 2\Delta x$ and $\Delta x = 2^{-12}$, decreasing the tolerance from $10^{-8}$ to $10^{-10}$ increases the iteration count by more than fifty percent, from 142 to 233. For $\Delta s \approx 0.75\Delta x$, the Krylov method cannot reach a tolerance of $10^{-10}$ for the IBSL method. For the IBDL method, on the other hand, the Krylov method reaches this smaller tolerance in only 5 iterations for either of these cases.
Figure 5: Refinement studies and error plot for solutions to Equation (72) found using the IBSL and IBDL methods. The computational domain is the periodic box $[-0.5, 0.5]^2$. $\Omega$ is the interior of a circle of radius $0.25$, and the prescribed boundary values are given by $U_b = \sin 2\theta$.

Figures 5a-5b give the plots for the IBDL method, with no interpolation step. Figures 5c-5d are for the IBDL method with an interpolation step, replacing solution values within $m_1 = 6$ meshwidths from the boundary using an interior interpolation point $m_2 = 8$ meshwidths away from the boundary. Figures 5e-5f are for the IBSL method. The error plots are shown for the grid spacing $\Delta x = 2^{-12}$. All methods use boundary point spacing of $\Delta s \approx 0.75\Delta x$. 
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6.1.2. Accuracy

To illustrate that the IBDL gives first-order convergence away from the boundary by a distance that is $O(\Delta x)$, Figure 5a shows the $L^1$ and $L^2$ refinement studies for the IBDL solution to Equation (72), obtained without the interpolation step. We observe $O(\Delta x)$ convergence for $L^1$ and $O(\sqrt{\Delta x})$ convergence for $L^2$. This indicates that we get first-order pointwise convergence in the solution away from the boundary. This is also illustrated in Figure 5b, where the large errors are seen only within a few meshwidths of the boundary. Therefore, as previously discussed, the interpolation step is not necessary unless we wish to recover pointwise convergence in this small region near the boundary, which is $O(\Delta x)$ in width.

We then implement the IBDL method, including the interpolation step, in which we replace solution values within $m_1 = 6$ meshwidths of the boundary and use interpolation points located $m_2 = 8$ meshwidths from the boundary. Figures 5e-5c compare the IBSL and IBDL refinement studies, and we see that with the interpolation step, we maintain first-order convergence of the solution on the entire PDE domain. Figures 5f-5d illustrate the solution errors for the two methods, and the errors from the IBDL method are actually lower for this problem. In general, the two methods typically give errors of comparable size.

6.2. Interpolation width and pointwise convergence

As was discussed in Section 4.2, the discontinuity in the solution across the boundary prevents the method from achieving first-order convergence in the max norm near the boundary. As seen in Figure 4, the largest errors are confined to a region of about 2-3 meshwidths due to the support of the discrete delta function. However, there is also a wider region to which the numerical method spreads the errors. The physical length of the region on which the pointwise error fails to converge approaches 0 as the grid is refined, so if we only need the solution away from the boundary, we can proceed with the method as illustrated, or even omit the interpolation step altogether. However, in this section, we will examine this issue more closely and investigate choices that can be made to recover pointwise convergence for the entire PDE domain.

6.2.1. Finite difference vs. Fourier spectral discretization

We found that one key factor affecting the spread of error is the numerical method used to discretize the PDE operator. We therefore start by revisiting Equation (72) and utilizing both finite difference and Fourier spectral methods for discretization. We extend our refinement study to an even finer mesh of $N = 2^{14}$ and explore different values for $m_1$, the number of meshwidths from the boundary for which interpolation is used. For all of these, we use an interior interpolation point that is $m_2 = m_1 + 2$ meshwidths from the boundary. Figure 6 shows the corresponding $L^\infty$ refinement studies. In Figure 6a, we can see that
Figure 6: The $L^\infty$ refinement studies for solving Equation (72) with the IBBL method. The computational domain is the periodic box $[-0.5, 0.5]^2$, $\Omega$ is the interior of a circle of radius 0.25, the boundary point spacing is $\Delta s \approx 0.75\Delta x$, and $m_1$ is varied. Figure 6a is found using a finite difference method for discretization of the PDE, and Figure 6b is found using a Fourier spectral method.

$m_1 = 6$ is sufficient to maintain first-order pointwise convergence when using a finite difference discretization. Using a Fourier spectral method, on the other hand, requires a larger value of $m_1$. For low, fixed values of $m_1$, we see that once the error is small enough, the Fourier spectral method gives a diminishing rate of pointwise convergence and eventually a failure to converge.

To further explore this phenomenon, we next look at the PDE

\begin{align}
\Delta u - u &= -(x + y) \quad \text{in } \Omega \\
u &= x + y \quad \text{on } \Gamma,
\end{align}

(74a) (74b)

where $\Omega$ is the interior of a circle of radius 0.25, centered at the origin. The analytic solution is given by $u = x + y$. Figures 7a-7b show the $L^\infty$ refinement studies for this problem. Due to the linearity of the solution, the primary source of error is the discontinuity, and this allows us to observe the aforementioned behavior on coarser grids. We can see that the lack of convergence with the Fourier spectral method is worse for this problem, but we see that $m_1 = 6$ is still sufficient to maintain convergence using a finite difference method.

To explore this phenomenon a little more closely, we also omit the interpolation step of the method and examine cross-sections of the error, located at $y = 0$, for which the boundary point is located at $x = -0.25$. Figures 7c-7d show these error cross-sections on a relatively coarse grid of $N = 2^8$ and a fine grid of $N = 2^{14}$. Each marker on the plot represents a grid point on the mesh. For the coarse grid, we see in Figure 7c that the pointwise errors for both methods decrease to the size of the interior error within a couple meshwidths. For the fine grid, however, the Fourier spectral method takes more meshwidths to decrease to the level of the interior error than the finite difference method.
This illustrates the further spreading out of the error that takes place when using the Fourier spectral method due to the slow convergence of errors in a truncated Fourier series for a discontinuity. It is important to note, however, that while the number of meshwidths affected increases as the grid is refined, the physical distance affected still decreases. This is clear when observing the different scaling on the $x$-axes.

In order to recover pointwise convergence when utilizing a Fourier spectral method, we can choose a function for $m_1$ that increases as the mesh is refined. We have found that increasing logarithmically seems sufficient for these problems. For example, we could simply increase $m_1$ by 2 each time the number of grid points, $N$, is doubled. By doing this, we use interpolation at a greater number of meshwidths as we refine the grid, but, again, the physical distance on which we use interpolation is still decreasing relatively quickly towards 0. Figures $8a$ and $8b$ illustrate using such a function for $m_1$ for Equations (72) and (74), respectively. The function we use is $m_1 = 2(\log_2 N - 4)$, which gives $m_1$ values ranging from 4 to 20 on these grid sizes. We see that this option recovers pointwise convergence.

6.2.2. Boundary point spacing

In addition to the PDE discretization and interpolation width, one other factor affecting the error spread is the boundary point spacing. We have observed that in general, using tightly spaced boundary points gives better pointwise convergence for a fixed interpolation width, especially in the case of the finite difference method. Specifically, we have seen that keeping $\Delta s \leq 0.75\Delta x$ will help to avoid a slowing pointwise convergence rate. This is illustrated in Figure 9a, which gives the $L^\infty$ refinement studies for Equation (74) using a finite difference discretization, $m_1 = 6$, and various the boundary point spacings. A conventional choice for IB methods is to choose $\Delta s \approx 0.5\Delta x$ in order to avoid fluid leakage through the immersed boundary [2]. This constraint is typically considered to be less important for rigid structures since the boundary points do not move relative to each other; therefore those utilizing an IBSL-like method typically choose $\Delta s \approx \Delta x$ or $\Delta s \approx 2\Delta x$ to control conditioning [19, 20]. However, in the IBDL method, since we saw in Section 6.1 that the iteration count remains essentially unchanged by tightening the boundary points, there is no numerical drawback to using this tighter point spacing.

If we do want to use more widely spaced points, we can simply increase the interpolation widths from the previous section. Figure $9b$ shows the $L^\infty$ refinement studies for Equation (74) when the boundary point spacing is given by $\Delta s \approx 2\Delta x$ and the interpolation width is varied. In this case of more widely spaced boundary points, increasing $m_1$ logarithmically as the mesh is refined again recovers pointwise convergence.

In accordance with the observations seen in Section 6.2, for the majority of this paper, we have elected to use a finite difference PDE discretization, a
Figure 7: Figures 7a-7b give the $L^\infty$ refinement studies for solving Equation (74) with the IBDL method for varying values of $m_1$. The computational domain is the periodic box $[-0.5, 0.5]^2$, $\Omega$ is the interior of a circle of radius 0.25, and the boundary point spacing is $\Delta s \approx 0.75\Delta x$. Figure 7a is found using a finite difference method for discretization of the PDE, and Figure 7b is found using a Fourier spectral method. Figures 7c-7d show the errors along the line $y = 0$ when solving Equation (74) with the IBDL method with no interpolation and using both finite difference and Fourier spectral methods for discretization of the PDE. Figure 7c uses $N = 2^8$, and Figure 7d uses $N = 2^{14}$. Each plot marker represents a grid point on the corresponding mesh.
Figure 8: The $L^\infty$ refinement studies for solving Equation (74) using a Fourier spectral method for discretization of the PDE. The value of $m_1$ is again varied, but also included is an increasing function for $m_1$ given by $m_1 = 2(\log_2(N) - 4)$.

Figure 9: The $L^\infty$ refinement studies for solving Equation (74) with the IBDL method using a finite difference discretization of the PDE. Figure 9a uses a fixed interpolation width of $m_1 = 6$ meshwidths and a second interpolation point $m_2 = 8$ meshwidths from the boundary, and the boundary point spacing is varied. Figure 9b has a wide boundary point spacing of $\Delta s \approx 2\Delta x$, and the interpolation width $m_1$ is varied.
boundary point spacing of $\Delta s \approx 0.75\Delta x$, and an interpolation width of $m_1 = 6$ meshwidths. Similar results can be found by using a Fourier spectral method, a boundary point spacing of $\Delta s \approx 0.75\Delta x$, and an interpolation width given by $m_1 = 2(\log_2 (N) - 4)$. We reiterate that using these options is not essential if we are only concerned with the solution away from the boundary because the width of the region on which the error does not converge pointwise does approach 0 as the grid is refined.

6.3. Poisson equation and completed IBDL method

In this section, we demonstrate the use of the completed IBDL method for large exterior domains, formulated in Section 5.4. To do this, we examine the PDE

$$\Delta u = 4\pi^2 e^{\sin(2\pi x)} \left( \cos^2(2\pi x) - \sin(2\pi x) \right) \quad \text{in } \Omega$$

$$u = e^{\sin(2\pi x)} \quad \text{on } \Gamma,$$

for which the analytical solution is given by $u = e^{\sin(2\pi x)}$. We take the PDE domain $\Omega$ to be the region in the periodic box $[-L/2, L/2]^2$ that is exterior to a circle of radius 0.25, centered at the origin. We look at both $L = 1$ and $L = 8$. We use finite differences and interpolate values within $m_1 = 6$ meshwidths of the boundary. We first solve these problems using the IBDL method described in Equation (30), without the addition of the single layer potential. Figure 10a illustrates that on the small periodic domain of length 1, the computed solution has first-order convergence. However, Figure 10b demonstrates that for a larger periodic domain of length 8, the IBDL method is unable to achieve convergence to the analytical solution to Equation (75). We next apply the completed IBDL method, described in Equation (69), with $\eta = 10$ for this large computational domain. Figure 10c illustrates we get first order convergence with the completed method.

6.4. Non-convex boundary

In this section, we demonstrate the effectiveness of the IBDL method for a non-convex boundary. To do this, we use the original IBDL method, without the completion, to solve the PDE

$$\Delta u = \frac{\pi^2}{4} \left( \cos \left( \frac{\pi y}{2} \right) - \sin \left( \frac{\pi x}{2} \right) \right) \quad \text{in } \Omega$$

$$u = \sin \left( \frac{\pi x}{2} \right) - \cos \left( \frac{\pi y}{2} \right) \quad \text{on } \Gamma,$$

where $\Omega$ is the region inside the periodic box $[-2, 2]^2$ that is exterior to the "starfish" shape used in [47], which is given by

$$\begin{pmatrix} x(\theta) \\ y(\theta) \end{pmatrix} = \begin{pmatrix} 1 + \sin(10\pi\theta) \\ \frac{4}{\sin(2\pi\theta)} \end{pmatrix} \begin{pmatrix} \cos(2\pi\theta) \\ \sin(2\pi\theta) \end{pmatrix}.$$
Figure 10: Refinement studies for solutions to Equation (75) found using the IBDL method, with finite differences. For Figure 10a, the computational domain is the periodic box $[-0.5, 0.5]^2$, and for Figures 10b-10c, the computational domain is the periodic box $[-4, 4]^2$. Figures 10a-10b use the original IBDL method, and Figure 10c uses the completed IBDL method. $\Omega$ is the region in the computational domain exterior to a circle of radius 0.25, centered at the origin. A boundary point spacing of $\Delta s \approx 0.75 \Delta x$ is used, and solution values within $m_1 = 6$ meshwidths from the boundary are replaced using a second interpolation point $m_2 = 8$ meshwidths away from the boundary. All errors reported are absolute errors.
Figure 11: A solution plot and refinement study for solving Equation (76) with the IBDL method. The computational domain is the periodic box $[-2, 2]^2$, $\Omega$ is the region exterior to a "starfish" shape, and the prescribed boundary values are given by $U_b = \sin(\pi x/2) - \cos(\pi x/2)$. A boundary point spacing of $\Delta s \approx 0.75\Delta x$ is used, and solution values within $m_1 = 6$ meshwidths from the boundary are replaced using a second interpolation point $m_2 = 8$ meshwidths away from the boundary.

for $0 \leq \theta \leq 1$. We use equally spaced boundary points, with $\Delta s \approx 0.75\Delta x$, and the solutions are computed for grid sizes ranging from $N = 2^6$ to $2^{14}$. The analytic solution is given by $u = \sin(\pi x/2) - \cos(\pi y/2)$. For this problem, the IBDL method only requires $13 - 14$ iterations of gmres. Figure 11a shows a plot of the solution obtained from the IBDL method, and Figure 11b demonstrates the first-order convergence in the refinement study.

6.5. Convergence of potential strength

In addition to the increased speed with which we solve the system for the potential strength, $Q$, another benefit of the better conditioning of the IBDL method is that we are more easily able to get convergence in this potential strength. It is a well-known problem that the poor conditioning of the Schur complement results in a noisy force distribution in the IBSL method [55], and this noise is larger for tighter boundary point spacing. Here, we illustrate that in the IBDL method, we obtain much smoother distributions with little need for filtering.

To demonstrate this, we compute the IBSL and IBDL force distributions, $F$ and $Q$, obtained by solving the interior problem from Section 6.1, where the computational domain is instead the periodic box $[-10, 10]^2$. For estimating convergence, we approximate the exact distributions using a boundary element method, and this larger computational domain allows us to approximate the periodic Green’s function with the free-space Green’s function.

In Figures 12a-12d, for which we use $\Delta s \approx \Delta x$, we see approximately first-order convergence for the IBDL distribution $Q$ and no convergence for the IBSL distribution $F$. Figure 12a shows that $F$ quickly becomes very noisy as we refine
Figure 12: Figures 12a-12b and 12e-12f show portions of the the IBSL and IBDL potential strengths, plotted against the angle $\theta$, for Equation \((72)\). Plots are shown for different mesh sizes, and the boundary point spacing is given by $\Delta s \approx \Delta x$ for Figures 12a-12b and $\Delta s \approx 2\Delta x$ for Figures 12e-12f. The black curves correspond to the distributions found using a boundary element method with uniform, straight line elements and Gauss-Legendre quadrature. These BEM distributions are used to approximate the error, normalized by the maximum value, and Figures 12c-12d and 12g-12h show the corresponding refinement studies.
the grid. As seen in Figure 12b, there is much less noise in $Q$. Note that the plots only show a portion of the distributions in order to more easily view this noise.

For Figures 12c-12h, we increase the spacing for the boundary points to $\Delta s \approx 2\Delta x$. Then we see some convergence in the IBSL distribution $F$. However, the IBDL potential strength $Q$ achieves greater convergence and a much lower relative error than $F$. Therefore, we see that the IBDL method in general allows us to achieve a much more accurate distribution, and the next section demonstrates an application for which this convergence is vital.

6.6. Neumann boundary conditions

As discussed in Section 4.4, we are able to use the connection to integral equations to solve a PDE with Neumann boundary conditions by solving

\[ (−S^∗L^{-1}S)U_b − \frac{1}{2}U_b = S^∗L^{-1}SV_b − S^∗L^{-1}\hat{g} \]  

(78)

for the unknown boundary values $U_b$. By doing this, we are again inverting an operator corresponding to a second-kind integral operator with a small condition number. Therefore, we are able to get convergence in this boundary distribution, as discussed in the previous section. When we have Neumann boundary conditions, the convergence of the distribution, $U_b$ is especially important because $U_b$ is used when performing our interpolation step for grid points near the boundary. In the Dirichlet case, $U_b$ is known, providing us with more accurate interpolation data, but in the case of Neumann, the values both in the interior and on the boundary are approximate.

We consider the PDE given by

\[ \Delta u - u = -(x^2 - y^2) \quad \text{in } \Omega \]  

(79a)

\[ \frac{\partial u}{\partial n} = 8(x^2 - y^2) \quad \text{on } \Gamma, \]  

(79b)

where $\Omega$ is the interior of a circle of radius 0.25, centered at the origin. The analytic solution is given by $u = x^2 - y^2$. Our computational domain here is the periodic box $[-0.5, 0.5]^2$, our boundary point spacing is given by $\Delta s \approx 0.75\Delta x$, and we replace solution values within $m_1 = 6$ meshwidths of the boundary using interior interpolation points located $m_2 = 8$ meshwidths from the boundary. For this problem, our method only requires 4 – 6 iterations of gmres. Figure 13 illustrates the refinement studies for the solution values and $U_b$, and we see approximately first-order convergence in both of these.

7. Discussion

We have developed the Immersed Boundary Double Layer method, a numerical method for linear PDE on complex domains with Dirichlet or Neumann
boundary conditions that is more efficient than the constraint formulation of the Immersed Boundary method. We achieved this greater efficiency by reformulating the IB constraint method to correspond to a regularized double layer integral equation, which has better conditioning than the single layer integral equation to which the constraint formulation corresponds. With this better conditioning, we can solve for the Lagrangian dipole force distribution $Q$, in a small number of iterations of a Krylov method, and the iteration count does not increase as we refine the mesh. Furthermore, the computed $Q$ is relatively smooth and converges reasonably to the exact potential strength. Both of these are in stark contrast to the IB constraint method, in which the Lagrangian delta force distribution, $F$, requires many iterations to compute, the number of which increases with finer meshes and tighter boundary point spacing. Additionally, this distribution often fails to converge due to high-frequency noise.

The IBDL method retains much of the flexibility and robustness of the IB method. The communication between the Lagrangian coordinate system and the underlying Cartesian grid is achieved with convolutions with regularized delta functions, and no analytical Green’s functions are needed in the computation. Furthermore, minimal geometric information is needed for the immersed boundary. We only need boundary points, unit normals, an indicator function flagging points as inside the PDE domain, $\Omega$, and an indicator function flagging points as near-boundary points. Furthermore, we can reduce this input list to just the set of boundary points. The unit normals can be estimated as described in Section 5.2, and the interior indicator function can be calculated as described in Appendix D. Since such minimal geometric information is needed, this method can be easily used for complex PDE domains. The IBDL method

Figure 13: Refinement studies for solving Equation (79) with the method discussed in Section 4.4. The computational domain is the periodic box $[-0.5, 0.5]$, $\Omega$ is the interior of a circle of radius 0.25, and the prescribed normal derivatives on the boundary are given by $\partial u/\partial n|_{\Gamma} = 8(x^2 - y^2)$. We use a boundary point spacing of $\Delta s \approx 0.75\Delta x$ and replace solution values within $m_1 = 6$ meshwidths from the boundary using interior interpolation points $m_2 = 8$ meshwidths away from the boundary. Figures 13a and 13b show the refinement studies for the solution errors and the boundary values $U_b$, respectively.
also maintains flexibility in the PDE discretization, which is a typical advantage of an IB method. In this paper, we have compared two discretizations, and while the width of the interpolation region is affected by the choice, the IBDL method works with either option.

Unlike the IB constraint method, the IBDL method produces a discontinuous solution across the boundary, resulting in a loss of pointwise convergence in a region near the boundary, the width of which approaches 0 as the mesh is refined. If we wish to recover pointwise convergence up to the boundary, we can replace solution values for near-boundary points. In this paper, we have utilized a simple linear interpolation to replace these values. However, there is much work in the realm of boundary integral methods to harness analytical information of the PDE to achieve accurate near-boundary evaluations [46, 47, 36]. The convergence of the potential strength $Q$ opens the door to the possibility of utilizing similar methods in the IBDL context.

The IBDL method is related to the method of immersed layers, presented in the recent work of Eldredge [40]. In this work, Eldredge uses the indicator function discussed in Appendix D to develop extended forms of PDEs that govern variables that define different functions on either side of the boundary. Jump quantities corresponding to the strengths of single and double layer potentials naturally emerge in the PDEs. The goal of this method is to be able to enforce different constraints on either side of the immersed boundary in order to obtain solutions on both sides and to accurately predict the surface traction on one side of the boundary. With the inclusion of jumps in both the solution and derivative, this method is able to achieve these goals. We should also note here that our application of the IBDL method to a Neumann problem includes a known delta force distribution and was derived from an integral representation containing both single and double layer potentials. Therefore, it can be seen as a specific case of the method of immersed layers [40]. However, if we focus on Dirichlet problems in which the solution is only desired on one side of the immersed boundary, the method of immersed layers again requires inverting an operator corresponding to a first-kind integral equation that is poorly conditioned.

The IBDL method for Dirichlet boundary conditions uses a double layer potential alone, allowing a jump in only the solution values. This allows us to develop a method that corresponds to a second-kind integral equation that can be solved much more efficiently. One can see the IB constraint method of Taira and Colonius [19] as corresponding to a single layer integral representation, the IBDL method presented in this paper as corresponding to a double layer integral representation, and the method of immersed layers of Eldredge [40] as corresponding to an integral representation that includes both single and double layers. And in the case of Dirichlet boundary conditions, the better conditioning of the IBDL operator gives a more efficient method.

We also make note of another difference between the IBDL method and the
method of immersed layers. While [40] uses a lattice Green’s function for unbounded external flows, the IBDL method does not involve an explicit Green’s function. Instead the method obtains the convolution of the boundary potential with a regularized Green’s function by solving the PDE after spreading the boundary potential with the regularized delta function. Thus the IBDL method can be used on more general domains. In this paper we use a periodic computational domain, but we could also easily use other boundary conditions and domains.

Although we focused in this paper on the 2-D Helmholtz and Poisson equations, the method naturally extends to three dimensions and other related equations. The increased efficiency of this method makes it practical for use on time-dependent PDEs. For example, with an implicit time-discretization of the diffusion equation, we could use the IBDL method to solve a Helmholtz equation at each time step. We can also use the IBDL method for a PDE with a nonlinearity by using an implicit-explicit time-stepping scheme, as is done for the IBSE method in Stein et al. [31].

In this paper, we have introduced the IBDL methodology through its application to the Helmholtz and Poisson equations, as a first step towards applying the method to fluid problems involving rigid bodies. Formulating the IBDL method for Stokes and Navier-Stokes equations introduces nontrivial challenges. First, an arbitrary external flow cannot be represented by a double layer potential alone [56]. However, the completed IBDL method required for large exterior domains for the periodic Poisson equation in this work will be utilized to overcome this obstacle. Second, the incompressibility condition introduces challenges for spatial discretization. We have obtained preliminary results applying the IBDL method to Stokes and Navier-Stokes equations, and this work will be presented in a forthcoming paper.
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Appendix A. Interpolation for solution values near the boundary

In this section, we discuss the details of the linear interpolation used to replace solution values within \( m_1 \) meshwidths of the boundary. Figure A.14 illustrates the interpolation for one point, \( x_p \). Given such a point, we first locate the two nearest boundary points, labeled in the picture as \( x_1 \) and \( x_2 \). We use a projection to find \( x_A \), the point on the segment between \( x_1 \) and \( x_2 \) that is closest to \( x_p \). It is given by

\[
x_A = x_2 + \frac{(x_2 - x_p) \cdot (x_1 - x_2)}{||x_1 - x_2||^2} (x_1 - x_2).
\]  

(A.1)
Figure A.14: Illustration of the interpolation step of the IBDL method. The PDE domain $\Omega$ is shown in grey. The exact boundary curve is shown in black with black circles indicating immersed boundary points. Lines connecting the IB points are shown in blue. Grid points within $m_1 = 3$ meshwidths of the boundary are indicated by beige circles. The diagram illustrates the process for interpolating the value for one point, denoted with an orange diamond and labeled $x_p$. The two closest boundary points are marked with red circles and labeled $x_1$ and $x_2$. The closest point on the line segment connecting $x_1$ and $x_2$ is called $x_A$ and is marked with a green pentagram. Also marked with a green pentagram is the point $m_2 = 4$ meshwidths away from $x_A$, and it is labeled $x_B$. These are the two interpolation points for $x_p$.

If the curvature and point placements are such that this calculation results in a point not located on the line segment between $x_1$ and $x_2$, we simply find the third closest boundary point and use the two outermost points to find $x_A$.

Next, we use a simple interpolation of the values at $x_1$ and $x_2$ to approximate the value at $x_A$, and this is given by

$$u(x_A) \approx U_b(x_1) \frac{|x_A - x_2|}{|x_2 - x_1|} + U_b(x_2) \frac{|x_A - x_1|}{|x_2 - x_1|}.$$  \hspace{1cm} (A.2)

where the values at $x_1$ and $x_2$ are denoted with $U_b$ because these are known boundary values.

We next find the second point of interpolation, located $m_2$ meshwidths away from point $x_A$. It is labeled in the figure as $x_B$, and it is given by

$$x_B = x_A + \frac{x_p - x_A}{|x_p - x_A|}(m_2 \Delta x).$$  \hspace{1cm} (A.3)

Note that this step assumes that points are labeled as interior or exterior according to the \textit{discretized} shape created by the IB points. One way of doing this is presented in Appendix D. Otherwise, we would need to verify that $x_B$ is located on the correct side of the boundary and if not, alter Equation (A.3) to use subtraction instead of addition.
We then estimate the value for \( x_B \) with a bilinear interpolation of the computed solution values at the four grid points located around \( x_B \), marked in the figure with red squares. Let \( x_{00} \) be the lower left point, \( x_{01} \) be the upper left, and so on, and let \( d_x \) and \( d_y \) be the \( x \) and \( y \) distances from \( x_B \) to \( x_{00} \). Then our bilinear interpolation is

\[
u(x_B) \approx \left( \frac{d_x}{\Delta x} \right) \frac{d_y}{\Delta y} u(x_{11}) + \left( \frac{d_y}{\Delta y} \right) \left( 1 - \frac{d_x}{\Delta x} \right) u(x_{01})
+ \left( \frac{d_x}{\Delta x} \right) \left( 1 - \frac{d_y}{\Delta y} \right) u(x_{10}) + \left( \frac{d_y}{\Delta y} \right) \left( \frac{d_x}{\Delta x} \right) u(x_{00})
\] (A.4)

Note that if \( x_B \) is located directly on a gridline, this can be simplified.

Once we have the approximated values at \( x_B \) and \( x_A \), we again use a simple linear interpolation to approximate \( u(x_p) \), and this is given by

\[
u(x_p) \approx \nu(x_A) \frac{|x_B - x_p|}{|x_B - x_A|} + \nu(x_B) \frac{|x_A - x_p|}{|x_B - x_A|}.
\] (A.5)

**Appendix B. Immersed Boundary formulation of the Neumann Helmholtz problem**

As stated in Section 4.4, the IB formulation of the Neumann problem is given by

\[
\mathcal{L}_u + \tilde{S}U_b + SV_b = g \quad \text{in } \mathcal{C}
\]

\[
S^*u = \frac{1}{2} U_b \quad \text{on } \Gamma,
\] (B.1a, b)

where \( V_n \equiv \partial u / \partial n |_\Gamma \) gives the known normal derivatives on \( \Gamma \), and \( U_b \) gives the unknown distribution of solution values on \( \Gamma \). \( V_b \) corresponds to the strength of a single layer potential and \( U_b \) to the strength of a double layer potential.

Starting with Equation (B.1a), we have

\[
\mathcal{L}u = -\tilde{S}U_b - SV_b = -\nabla \cdot \int_\Gamma U_b(s) n(s) \delta_h (x - X(s)) ds - \int_\Gamma V_b(s) \delta_h (x - X(s)) ds.
\] (B.2)

Inverting the operator and using that \( \mathcal{L}G_h (x, x_0) = -\delta_h (x - x_0) \), we get

\[
u(x) = \nabla \cdot \int_\Gamma U_b(s) n(s) G_h (x, X(s)) ds + \int_\Gamma V_b(s) G_h (x, X(s)) ds.
\] (B.3)

for \( x \in \Omega \setminus \Gamma \). Bringing in the divergence and manipulating the expression, we get

\[
u(x) = \int_\Gamma U_b(s) \nabla G_h (x, X(s)) \cdot n(s) ds + \int_\Gamma V_b(s) G_h (x, X(s)) ds
\] (B.4)
The second equation of the method, Equation (B.1b) gives us
\[ \frac{1}{2}U_b(s') = \int_C u(x) \delta_h(x - X(s'))dx. \] (B.5)
Combining Equation (B.4) with Equation (B.5), changing the order of integration, and recognizing the presence of \(G_{hh} = G_h * \delta_h\), we get
\[ \frac{1}{2}U_b(s') = \int_G U_b(s) \nabla G_{hh}(X(s'), X(s)) \cdot n(s)ds + \int_G V_b(s) G_{hh}(X(s'), X(s))ds. \] (B.6)
Note that due to the presence of a double layer potential, as discussed in Section 4.1, we assume that \(X(s)\) is the arclength parametrization of \(\Gamma\) so that \(|\partial X(s)/\partial s| = 1\).

The symmetry of the Green’s function, which is preserved through convolutions with the regularized delta function, gives us that \(G_{hh}(X(s'), X(s)) = G_{hh}(X(s), X(s'))\). Additionally, the odd symmetry of the gradient of the Green’s function gives us \(\nabla G_{hh}(X(s'), X(s)) = -\nabla G_{hh}(X(s), X(s'))\) [34]. Using these to switch the arguments of these functions, we get
\[ \frac{1}{2}U_b(s') = -\int_G U_b(s) \nabla G_{hh}(X(s), X(s')) \cdot n(s)ds + \int_G V_b(s) G_{hh}(X(s), X(s'))ds. \] (B.7)
Appropriately redefining \(U_b\) and \(V_b\) as functions of \(x\), we get
\[ \frac{1}{2}U_b(X(s')) = -\int_G U_b(X(s)) \nabla G_{hh}(X(s'), X(s)) \cdot n(s)ds \]
\[ + \int_G V_b(X(s)) G_{hh}(X(s'), X(s))ds. \] (B.8)
Recall that the integral equation for \(X_0\) on the boundary is given by
\[ u(X_0) = \int_{\Gamma}^{PV} \nabla u(x) \cdot n(x) G(x, X_0)dl(x) \]
\[ - \int_{\Gamma} u(x) \nabla G(x, X_0) \cdot n(x)dl(x) + \frac{1}{2} u(X_0). \] (B.9)
Using our arclength parametrization and combining the \(u(X_0)\) terms, we can rewrite this as
\[ \frac{1}{2}u(X(s')) = -\int_{\Gamma}^{PV} u(X(s)) \nabla G(X(s), X(s')) \cdot n(X(s))ds \]
\[ + \int_G G(X(s), X(s')) \nabla u(X(s)) \cdot n(X(s))ds. \] (B.10)
By comparing Equations (B.8) and (B.10), we can see that the IB formulation presented in Equation (B.1) is equivalent to a regularized integral equation.
Appendix C. Nullspace of periodic Laplacian

In the case that the differential operator is the periodic Laplacian, the original boundary value problem on $\Omega$ has a unique solution, but, by using the IB framework, we embed the PDE into a periodic computational domain on which $\Delta$ is not invertible. To recover the unique solution to the PDE, we follow a method similar to that presented by Stein et al. [31].

We begin by decomposing the solution $u$ into

$$u = u_0 + \bar{u},$$

where $u_0$ has mean 0 on $C$ and $\bar{u}$ gives the mean value of $u$ on $C$. The PDE on $C$ that results from the completed IBDL formulation in Equation (69a) is given by

$$\Delta u_0 + \eta SQ + \nabla \cdot (SQn) = \tilde{g}.$$  \hspace{1cm} (C.2)

To derive the solvability condition, we integrate Equation (C.2) over a general computational domain $C$. Noting that our spread operator is defined using a regularized delta function, the functions are smooth, and we can use the divergence theorem. Let us use $\partial C$ as the boundary of $C$ and $n_C$ as the unit normal on $\partial C$, to distinguish it from $n$, which we continue to use as the unit normal on the immersed boundary $\Gamma$. We then get

$$\int_{\partial C} \nabla u_0 \cdot n_C dl(x) + \eta \int_C SQ dx + \int_{\partial C} SQn \cdot n_C dl(x) = \int_C \tilde{g} dx.$$  \hspace{1cm} (C.3)

If $\Gamma$ is away from $\partial C$, the third term vanishes due to the compact support of the integrand. Then, if we take $C$ to be the periodic box used in this work, the first term also disappears. Using that $\int_C SQ dx = \int_{\Gamma} Q ds$, the solvability condition on the periodic computational domain $C$ then has the form

$$\eta \int_{\Gamma} Q ds = \int_C \tilde{g}(x) dx.$$  \hspace{1cm} (C.4)

When we are not using the completed formulation, since $\eta = 0$, we can easily satisfy this condition with our choice of $g_e$. For example, we can choose

$$g_e(x) = -\frac{1}{|C \setminus \Omega|} \int_{\Omega} g(x) dx.$$  \hspace{1cm} (C.5)

where we use $|\cdot|$ to denote the area of the domain. With this constraint satisfied, the solution to

$$\Delta u + \nabla \cdot (SQn) = \tilde{g}$$  \hspace{1cm} (C.6a)

$$S^* u + \frac{1}{2} Q = U_b$$  \hspace{1cm} (C.6b)
can be found, and it is unique up to an additive constant. Therefore, since we are not interested in the solution on the nonphysical domain, \( C \setminus \Omega \), we can use the solution with mean 0 on \( C \). As discussed in Section 5.4.1, any other solution would give the same unique solution on the PDE domain \( \Omega \).

If, on the other hand, we use the completed IBDL method, we can use the constraint in Equation (C.4) to find the value of \( \bar{u} \). Discretizing the constraint, we can then summarize the discrete IBDL system as

\[
\Delta u_0 + \eta SQ + \tilde{S}Q = \tilde{g} \quad (C.7a)
\]

\[
S^* u_0 + \bar{u} I_{N_{IB}} + \frac{1}{2} Q = U_b \quad (C.7b)
\]

\[
\eta(\Delta s) I_{N_{IB}}^T Q = (\Delta x \Delta y) I_{N_{2}}^T \tilde{g} \quad (C.7c)
\]

where \( I_{N_{2}} \) denotes a vector of length \( N^2 \) consisting of all ones. With the solvability constraint satisfied, we can then find the unique solution to Equation (C.7). Letting \( \Delta_0^{-1} \) denote the operation that inverts the Laplacian by returning a solution with mean 0 on \( C \), we have \( \Delta_0^{-1} \Delta u_0 = u_0 \). Using this to invert the Laplacian in Equation (C.7a) and then applying \( S^* \), we get

\[
S^* u_0 + \eta S^* \Delta_0^{-1} SQ + S^* \Delta_0^{-1} \tilde{S}Q = S^* \Delta_0^{-1} \tilde{g} \quad (C.8)
\]

Then, we can replace \( S^* u_0 \) using Equation (C.7b), and we get the following system of discrete equations, for which we use \texttt{gmres} to solve for \( Q \) and \( \bar{u} \):

\[
-(S^* \Delta_0^{-1} \tilde{S})Q - \eta (S^* \Delta_0^{-1} S)Q + \bar{u} I_{N_{IB}} + \frac{1}{2} Q = U_b - S^* \Delta_0^{-1} \tilde{g} \quad (C.9a)
\]

\[
\eta(\Delta s) I_{N_{IB}}^T Q = (\Delta x \Delta y) I_{N_{2}}^T \tilde{g} \quad (C.9b)
\]

We can then obtain \( u \) by computing

\[
u = -\Delta_0^{-1}(\tilde{S} + \eta S)Q + \Delta_0^{-1} \tilde{g} + \bar{u} I_{N_{2}}. \quad (C.10)
\]

**Appendix D. Using IBDL method to flag interior grid points**

In this section, we show that by using analytical features of the indicator function for the interior of the immersed boundary \( f \Gamma \), we arrive at a familiar IBDL expression that enables us to use the framework already set forth in order to flag grid points as either exterior or interior to \( \Gamma \). It is useful to have the points flagged as such in order to identify the physical domain of the solution, as well as for completing the interpolation step discussed in Appendix A. Eldredge also discusses this in Appendix A.2 of [40], and his work uses such an indicator function as a foundation on which to build PDEs that govern different variables on different sides of the immersed boundary. Here, we present the derivation
and application of this mechanism in the context of the IBDL method and also discuss how to apply it to a periodic computational domain.

Let the indicator function be defined as

\[
\chi(x) = \begin{cases} 
1 & x \text{ in } \Omega \\
0 & x \text{ in } C \setminus \Omega,
\end{cases}
\]  

(D.1)

where we assume here that \( \Omega \) is the interior of \( \Gamma \). Then, using a test function, \( \psi \), we have

\[
\int_C \chi \Delta \psi dx = \int_\Omega \Delta \psi dx = \int_\Gamma \nabla \psi \cdot n dl(x),
\]  

(D.2)

where we first use the definition of \( \chi \) and then the divergence theorem. Then, since the weak derivative of \( \chi \) is \( \nabla \chi \) such that

\[
\int_C \nabla \chi \cdot \nabla \psi dx = -\int_C \chi \Delta \psi dx,
\]  

(D.3)

we see from the last term in Equation (D.2) that the weak derivative is given by

\[
\nabla \chi = -\delta(x - X)n(x),
\]  

(D.4)

where the \( X \) is a point on \( \Gamma \), indicating that the support of \( \nabla \chi \) is \( \Gamma \).

We therefore see that

\[
-\Delta \chi = -\nabla \cdot \nabla \chi = \nabla \cdot (\delta n).
\]  

(D.5)

We can recognize \( \nabla \cdot (\delta n) \) as the continuous version of the term found in the IBDL method, \( \tilde{S}Q = \nabla \cdot (SQn) \), where \( Q \) is a constant distribution of 1. This then gives us a way to construct the indicator function \( \chi \) by solving the PDE on \( C \) given by

\[
\Delta u + \tilde{S}n = 0,
\]  

(D.6)

using the method already in place for the IBDL method.

Then, if we are using a periodic computational domain, as we do in this paper, \( u \) is only unique up to an additive constant. Therefore, we can first find the solution with mean 0 on \( C \), as discussed in Appendix C. Then, to shift the exterior values to 0, we simply need to subtract the appropriate constant, which can be approximated using a value of \( u \) far from \( \Gamma \). A likely choice is the corner of the periodic domain. Subtracting this value from \( u \) then results in a regularized indicator function, \( \chi_h \), that is approximately equal to 1/2 on the boundary \( \Gamma \). To retrieve the final indicator function, we simply set all values of \( \chi_h \) that are less than 1/2 equal to 0 and all those above 1/2 to 1. Then \( \chi \) is the indicator function described in Equation (D.1) that is equal to 1 for all points on the interior of the discretized boundary \( \Gamma \).
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