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Abstract
We study the role of multiplicative stochastic processes in the description of the dynamics of an order parameter near a critical point. We study equilibrium as well as out-of-equilibrium properties. By means of a functional formalism, we build the Dynamical Renormalization Group equations for a real scalar order parameter with $Z_2$ symmetry, driven by a class of multiplicative stochastic processes with the same symmetry. We compute the flux diagram using a controlled $\epsilon$-expansion, up to order $\epsilon^2$. We find that, for dimensions $d = 4 - \epsilon$, the additive dynamic fixed point is unstable. The flux runs to a multiplicative fixed point driven by a diffusion function $G(\phi) = 1 + g^* \phi^2(\mathbf{x})/2$, where $\phi$ is the order parameter and $g^* = \epsilon^2/18$ is the fixed point value of the multiplicative noise coupling constant. We show that, even though the position of the fixed point depends on the stochastic prescription, the critical exponents do not. Therefore, different dynamics driven by different stochastic prescriptions (such as Itô, Stratonovich, anti-Itô and so on) are in the same universality class.
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1. Introduction

Multiplicative stochastic processes have a long history and they were used to model very different dynamical systems [1][2]. Perhaps, the simplest example is the diffusion of a Brownian particle near a wall [3][4]. Some other typical examples of multiplicative noise processes are micromagnetic dynamics [5][6][7] and non-equilibrium transitions into absorbing states [8]. Moreover, multiplicative noise plays a central role in the description of out-of-equilibrium systems [9][10] and noise-induced phase transitions [11][12].

In this paper, we study the role of multiplicative noise in the dynamics of phase transitions. Out-of-equilibrium evolution near continuous phase transitions is a fascinating subject. While equilibrium properties are strongly constrained by symmetry and dimensionality, the dynamics is much more involved and it generally depends on conserved quantities and other details of the system. The interest in critical dynamics is rapidly growing up in part due to the wide range of multidisciplinary applications in which criticality has deeply impacted. For instance, the collective behavior of different biological systems has critical properties, displaying space-time correlation functions with nontrivial scaling laws [13][14]. Other interesting examples come from epidemic spreading models where dynamic percolation is observed near multicritical points [15]. Moreover, strongly correlated systems, such as antiferromagnets in transition-metal oxides [16][17], usually described by dimmer models or related quantum field theory models [18], seem to have anomalous critical dynamics [19].

The standard approach to critical dynamics is the “Dynamical Renormalization Group (DRG)” [20], distinctly developed in a seminal paper by Hohenberg and Halperin [21]. The simplest starting point is to assume that, very near a critical point, the dynamics of the order parameter is governed by a dissipative process driven by an overdamped additive noise Langevin equation. The typical relaxation time near a fixed point is given by \( \tau \sim \xi^z \), where \( \xi \) is the correlation length and \( z \) is the dynamical critical exponent. At a critical point, \( \xi \to \infty \) and therefore \( \tau \to \infty \), meaning that the system does not reach the equilibrium at criticality. Together with usual static exponents, \( z \) defines the universality class of the transition. Interestingly, since the symmetry of the model does not constrain dynamics, there are different dynamic universality classes for the same critical point.

As usual in Renormalization Group (RG) theory [22], a RG transformation generates all kind of interactions, compatible with the symmetry of the system. For this reason, a consistent study of a RG flux should begin, at least formally, with the most general Hamiltonian containing all couplings compatible with symmetry. Interestingly, DRG transformations not only generate new couplings in the Hamiltonian, but also modify the probability distribution of the stochastic process initially assumed. Thus, the stochastic noise probability distribution also flows with the DRG transformation, i.e., it is scale dependent. In particular, we will show that one-loop perturbative corrections generate couplings compatible with multiplicative noise stochastic processes, even in the case of assuming an additive dynamics as a starting condition. In order to understand the fate of these couplings, we decided to analyze a more general dynamics for the order parameter near criticality. We assume a dissipative process driven by a multiplicative noise Langevin equation. For concreteness, we address a simple model of a non conserved real scalar order parameter, \( \phi(x, t) \) with quartic coupling \( \phi^4(x, t) \) (model A of Ref. [21]). The dynamics is driven by a multiplicative noise Langevin equation, characterized by a general dissipation function \( G(\phi) \), with the same symmetry of the Hamiltonian.

Initially, we analyze the influence of a stochastic multiplicative evolution on the equilibrium properties of the system. For this, we compute the asymptotic stationary probability distribution. We show that the multiplicative diffusion function modifies the asymptotic equilibrium potential. It is worth to note that, depending on the parameters of the model, multiplicative dynamics could have dramatic effects on thermodynamics, possibly changing the order of the phase transition.

To study the dynamics of this problem, we implement a DRG using a functional formalism. For spatial dimensions greater than the upper critical one (\( d_c = 4 \) in the example discussed), the Gaussian fixed point controls the physics of the phase transition and all multiplicative noise couplings are irrelevant. Thus, the assumption of an overdamped Langevin additive dynamics is correct. In this case, the static critical exponents are provided as usual by a Landau theory and the dynamical critical exponent \( z = 2 \). However, for \( d < 4 \), fluctuations are important, the Gaussian fixed point is unstable and the problem of the fate of multiplicative couplings is more involved. We perform a systematic well controlled \( \epsilon = 4 - d \) expansion
of the DRG up to order $\epsilon^2$. We find that, at order $\epsilon$, the Wilson-Fisher fixed point \cite{23} shows up, the multiplicative couplings are irrelevant and the dynamical critical exponent $z = 2 + O(\epsilon^2)$, in agreement with the results of Ref. \cite{21}. However, at order $\epsilon^2$, the additive dynamics is no longer a fixed point of the DRG equations, giving place to a novel fixed point with a true multiplicative dynamics, codified by the diffusion function $G(\phi) = 1 + g^*\phi^2/2$, where $g^* \sim \epsilon^2$ is a fixed value of the coupling constant that characterizes the multiplicative dynamics.

The paper is organized as follows: In §2 we make a brief review of multiplicative stochastic processes, beginning with a single variable, passing through multiple variable systems, ending with extended continuous systems appropriated to describe order parameters and phase transitions. In this section, we analyze in detail equilibrium properties. In §3 we describe the functional formalism to describe dynamics of an order parameter, presenting an specific model. In section 4, we build up the DRG equations and compute the flux diagram. Finally, we discuss our results in section 5. We leave calculation details for the appendices Appendix A, Appendix B, Appendix C and Appendix D.

2. Brief review of multiplicative stochastic processes

To make the paper self-contained and to establish notation, we present in this section a very brief review of multiplicative stochastic processes. Although the content of this section is not completely novel, we believe that the way to present the subject clarifies some usual misunderstandings in the literature.

2.1. Single stochastic variable

Let us consider a single stochastic variable $\phi(t)$, whose dynamics is driven by the multiplicative Langevin equation

$$\frac{d\phi(t)}{dt} = F[\phi] + G(\phi)\eta(t) ,$$

(1)

where $\eta(t)$ is a Gaussian white noise

$$\langle \eta(t) \rangle = 0 ,$$

(2)

$$\langle \eta(t) \eta(t') \rangle = \beta^{-1} \delta(t - t') .$$

(3)

$F(\phi)$ is an arbitrary drift force and $G(\phi)$ is a diffusion function that characterizes the multiplicative stochastic dynamics. The constant $\beta$ measures the noise intensity and, under specific equilibrium conditions, can be interpreted as a temperature parameter $\beta = 1/k_BT$ ($k_B$ is the Boltzmann constant).

In order to completely define Eq. (1), it is necessary to fix the stochastic prescription necessary to define the Wiener integrals. Along this paper we use the Generalized Stratonovich prescription, also known as $\alpha$-prescription, which is labeled by a real parameter $0 \leq \alpha \leq 1$. For concreteness, a solution of Eq. (1) will contain integrals of the type

$$\int G(\phi(t))\eta(t)dt = \int G(\phi(t))dW$$

(4)

where $W(t)$ is a Wiener process. By definition, the Riemann-Stieltjes integral is

$$\int G(\phi(t))dW = \lim_{n \rightarrow \infty} \sum_{i=1}^{n} G(\phi(\tau_i)) [W(t_{i+1}) - W(t_i)]$$

(5)

where $\tau_i$ is taken in the interval $[t_i, t_{i+1}]$. The limit $n \rightarrow \infty$ is taken in the mean quadratic sense \cite{1,2}. For smooth measures $W(t)$, the integral does not depend on $\tau_i$. However, since it is a Wiener process, the limit depends on the prescription to choose $\tau_i$. In the Generalized Stratonovich prescription, $\tau_i$ is fixed in the following way:

$$G(\phi(\tau_i)) = G[(1 - \alpha)\phi(t_i) + \alpha\phi(t_{i+1})]$$

(6)

where $0 \leq \alpha \leq 1$. In this way, $\alpha = 0$ corresponds with the pre-point Itô prescription \cite{24}, $\alpha = 1/2$ is the Stratonovich one \cite{25}, while $\alpha = 1$ is known as the Hänggi-Klimontovich or anti-Itô (post-point)
Therefore, the dynamics described by equation 1 is completely determined by the drift force $F(\phi)$, the diffusion function $G(\phi)$ and the stochastic prescription $\alpha$.

It is possible to have a deeper insight by looking at the Fokker-Planck equation for the probability distribution $P(\phi, t)$. It can be cast in the form of a continuity equation

$$\frac{\partial P(\phi, t)}{\partial t} + \frac{\partial J(\phi, t)}{\partial \phi} = 0$$

(7)

where the probability current is given by

$$J(\phi, t) = \left[ F(\phi) - (1 - \alpha)\beta^{-1}G(\phi)G'(\phi) \right] P(\phi, t) - \frac{1}{2} \beta^{-1}G^2(\phi) \frac{\partial P(\phi, t)}{\partial \phi}$$

(8)

in which $G' = dG/d\phi$. It is worth noting that for each value of $\alpha$, we have different dynamics. This effect is due to multiplicative noise. In fact, note that the term proportional to $\alpha$ is always multiplied by $dG/d\phi$.

Therefore, for additive noise, $dG/d\phi = 0$ and, as a consequence, the dynamics does not depend on the stochastic prescription.

From equation (7), it is immediate to access the equilibrium properties of the stochastic system. Assuming that, at long times, the system converges to a stationary state, the stationary probability $P_{st}(\phi) = \lim_{t \to \infty} P(\phi, t)$

satisfies,

$$\frac{dJ_{st}(\phi)}{d\phi} = 0,$$

(10)

where $J_{st}(\phi) = \lim_{t \to \infty} J(\phi, t)$ is given by equation (8), evaluated at the stationary probability $P_{st}(\phi)$. The equilibrium solution of the Fokker-Planck equation satisfies

$$J_{st}(\phi) = 0.$$

We immediately obtain

$$P_{eq}(\phi) = N e^{-\beta U_{eq}(\phi)}$$

(11)

where $N$ is a normalization constant and

$$U_{eq}(\phi) = -2 \int_0^\phi \frac{F(x)}{G^2(x)} dx + (1 - \alpha)\beta^{-1} \ln \left( G^2(\phi) \right)$$

(12)

Eqs. (11) and (12) codify the asymptotic equilibrium properties of the stochastic system driven by the Langevin equation (1). The equilibrium properties are determined by both functions $\{F, G\}$ and the stochastic prescription $\alpha$. If the stochastic system represents a conservative system in a noisy environment, i.e., if it is possible to identify a deterministic system defined by a potential or a Hamiltonian $H(\phi)$, then $F(\phi)$ is time independent and can be written in terms of the Hamiltonian as

$$F(\phi) = -\frac{1}{2} \frac{G^2(\phi)}{\beta} \frac{dH}{d\phi}.$$  

(13)

This equation is a generalization of the Einstein relation [28]. In this case, the equilibrium potential, Eq. (12) takes the simpler form,

$$U_{eq}(\phi) = H(\phi) + \frac{(1 - \alpha)}{\beta} \ln \left( G^2(\phi) \right)$$

(14)

As expected, the equilibrium potential not only depends on the Hamiltonian and the diffusion function, but also on the stochastic prescription $\alpha$. Notice that, for $\alpha = 1$, $U_{eq} = H$ and the probability distribution is the Boltzmann distribution, as it should be for a thermodynamic physical system. For this reason, the $\alpha = 1$ prescription is also known as *thermal prescription*. For any other value of $\alpha$, even the more usual Stratonovich one, $\alpha = 1/2$, the equilibrium potential is modified by the diffusion function $G$. This correction is proportional to $\beta^{-1}$, since it has a noisy origin.

An important consequence of Eq. (14) is that in a zero dimensional stochastic system (just one variable $\phi(t)$), the equilibrium state is always reached for almost any reasonable $G(\phi)$. The only condition is that the equilibrium distribution should be normalizable, i.e., $N^{-1} = \int d\phi \exp\left\{-\beta U_{eq}\right\}$ should be finite.
2.2. Multiple stochastic variables

The generalization of the single variable stochastic dynamics to a multiple variable system is straightforward. However, the equilibrium properties are quite different in this last case \[29\]. Let us consider a generalization of Eq. (1) to multiple variables written in the following way:

\[
\frac{d\phi_i(t)}{dt} = F_i[\phi_1, \ldots, \phi_N] + G_{ij}(\phi_1, \ldots, \phi_N)\eta_j(t),
\]

where \(\phi_i\), with \(i = 1, \ldots, n\), are \(n\) independent stochastic variables and \(\eta_j(t)\) with \(j = 1, \ldots, m\) are \(m\) Gaussian white noise processes,

\[
\langle \eta_i(t) \rangle = 0, \quad \langle \eta_i(t)\eta_j(t') \rangle = \beta^{-1}\delta_{ij}\delta(t-t').
\]

\(F_i(\phi)\) is an \(n\) component drift force and \(G_{ij}(\phi)\) is a diffusion matrix. The constant \(\beta\) measures the noise intensity and, under very specific conditions that we will carefully discuss, can be interpreted as a temperature parameter \(\beta = 1/k_B T\).

The Fokker-Planck equation can be cast in the form of a continuity equation

\[
\frac{\partial P(\phi, t)}{\partial t} + \partial_i J_i(\phi, t) = 0.
\]

(18)

We are using the notation \(\partial_i \equiv \partial / \partial \phi_i\) and we are assuming summation over repeated indexes. The probability current is given by

\[
J_i(\phi, t) = [F_i(\phi) + \alpha\beta^{-1}G_{ik}G_{\ell k}\partial_k \phi_h G_{\ell h}(\phi)] P(\phi, t) - \frac{1}{2}\beta^{-1}\partial_j (G_{ik}(\phi)G_{\ell k}(\phi)) P(\phi, t).
\]

(19)

This equation is formally equivalent to Eq. (8). The main differences are that, in the one hand, it is an \(n\) component vector equation and, on the other hand, it has a more involved matrix structure of the diffusion function.

The stationary solutions should satisfy

\[
\partial_i J_i^s(\phi) = 0
\]

(20)

Depending on \(F_i\) and \(G_{ij}\), there could be several solutions of this equation, representing non-equilibrium steady states. The true equilibrium solution, if it exists, is given by

\[
J_i^e(\phi) = 0.
\]

(21)

A natural question is: which are the conditions for the existence of equilibrium? Assuming, as in the one dimensional case, a stationary distribution of the type

\[
P_{eq}(\phi_1, \ldots, \phi_n) = N e^{-\beta U_{eq}(\phi_1, \ldots, \phi_n)}
\]

(22)

and replacing Eq. (22) into Eq. (21), we find for the equilibrium potential,

\[
\partial_p U_{eq} = -2G_{sp}^{-1}G_{st}^{-1}F_i + \beta^{-1}\{G_{sp}^{-1}\partial_j G_{js} - \alpha G_{sp}^{-1}G_{st}^{-1}G_{ks}\partial_k G_{\ell t}\}.
\]

(23)

For constant \(G_{ij}\) (additive noise), we expect that the equilibrium potential should coincide with the Hamiltonian of the system. For this, we need to impose a generalized Einstein relation

\[
F_i(\phi) = -\frac{1}{2}G_{\ell k}\partial_k H.
\]

(24)

In this way, Eq. (23) takes the simpler form,

\[
\partial_p U_{eq} = \partial_p H + \beta^{-1}A_p(G),
\]

(25)
where the vector $A_p(G)$ is given by

$$A_p(G) = G_{sp}^{-1} \partial_j G_{js} + (1 - 2\alpha) G_{sp}^{-1} G_{s}^{-1} G_{kl} \partial_k G_{il}$$  \hspace{1cm} (26)$$

Notice that $A_p$ depends on derivatives of the diffusion functions. Thus, for additive noise, $A_p = 0$ and from Eq. (25), $U_{eq} = H$ as expected.

However, for multiplicative noise, there are no solutions of Eq. (25) for a general diffusion matrix $G_{ij}(\phi)$. A sufficient condition to solve Eq. (25) is that $A_p$ should be written as a gradient in the form

$$A_p(\phi) = \partial_p \Delta(\phi)$$  \hspace{1cm} (27)$$

where $\Delta(\phi)$ is a scalar function of $\phi_i$, with $i = 1, \ldots, n$. In this case, the solution reads,

$$U_{eq}(\phi) = H(\phi) + \beta^{-1} \Delta(\phi)$$  \hspace{1cm} (28)$$

The condition (27) is satisfied if the following relation holds:

$$\partial_{i_1} \tilde{A}_{i_1, \ldots, i_{n-1}} = 0$$  \hspace{1cm} (29)$$

where we have introduced the dual tensor

$$\tilde{A}_{i_1, \ldots, i_{n-1}} = \epsilon_{i_1, \ldots, i_n} A_{in}$$  \hspace{1cm} (30)$$

and $\epsilon_{i_1, \ldots, i_n}$ is the completely antisymmetric Levi-Civita tensor in $n$-dimensions.

Of course, for a single variable ($n = 1$), $\Delta = (1 - \alpha) \ln G$, and Eq. (28) reduces to Eq. (14) as it should be.

Summarizing, not any multiplicative stochastic process drives the system to an equilibrium state. A sufficient condition for the existence of equilibrium is that $G_{ij}(\phi)$ should satisfy Eq. (29). With this condition, the equilibrium potential is given by Eq. (28). Some particular cases of this expression were explored in Ref. [29]. Moreover, a class of non-equilibrium stationary solutions and related non-equilibrium phase transitions were presented in Ref. [12].

2.3. Continuum systems

Phase transitions are characterized by the behavior of an order parameter and its fluctuations. Thus, to describe dynamics of phase transitions it is necessary to deal with continuum systems with infinite degrees of freedom. This type of system is a special case of the multiple-variable systems described in the last subsection. A multiplicative Langevin equation for an order parameter can be written as

$$\frac{\partial \phi(x, t)}{\partial t} = F(\phi(x, t)) + G(\phi(x)) \eta(x, t),$$  \hspace{1cm} (31)$$

where $\phi(x, t)$ is a scalar field in $d$-dimensions and $\eta(x, t)$ is a Gaussian white noise field

$$\langle \eta(x, t) \rangle = 0,$$

$$\langle \eta(x, t) \eta(x', t') \rangle = \beta^{-1} \delta(t - t') \delta^d(x - x').$$  \hspace{1cm} (32)$$

$F(\phi(x, t))$ is an arbitrary drift force and $G(\phi(x))$ is a diffusion function that characterizes the multiplicative stochastic dynamics.

The Fokker-Planck equation is written as

$$\frac{\partial P(\phi(x), t)}{\partial t} + \int d^d x' \frac{\delta J(\phi, t)}{\delta \phi(x)} = 0,$$  \hspace{1cm} (34)$$

where $\delta/\delta \phi(x)$ is a functional derivative and the probability current is now given by

$$J(\phi(x), t) = \left[ F(\phi(x)) - (1 - \alpha) \beta^{-1} G(\phi(x)) \frac{\delta G(\phi)}{\delta \phi(x)} \right] P(\phi(x), t) - \frac{1}{2} \beta^{-1} G^2(\phi(x)) \frac{\delta^2 P(\phi, t)}{\delta \phi^2(x)}.$$  \hspace{1cm} (35)$$
The equilibrium solution of this equation takes the exponential form,

\[ P_{eq}(\phi) = N e^{-\beta U_{eq}[\phi(x)]} \].

(36)

If we assume that the deterministic system is given by a Hamiltonian \( H[\phi(x)] \), then the Einstein relation reads

\[ F(\phi) = -\frac{1}{2} G^2(\phi(x)) \frac{\delta H}{\delta \phi(x)} \).

(37)

Solving the equation \( \lim_{t \to \infty} J(\phi(x), t) = 0 \), we find for the equilibrium potential

\[ U_{eq}[\phi] = H[\phi(x)] + \frac{(1 - \alpha)}{\beta} \int d^d x \ln \left( G^2(\phi(x)) \right) . \]

(38)

The structure of \( U_{eq} \) is similar to the single variable case (Eq. (14)), due to the diagonal form of the diffusion matrix; the Hamiltonian acquires a logarithmic correction proportional to \((1 - \alpha)\).

2.4. Equilibrium properties

Equilibrium properties are ruled by the potential \( U_{eq}[\phi] \) given by equation (38). In general, the equilibrium distribution is not of the Boltzmann type. In fact, by replacing Eq. (38) into Eq. (36), it is immediate to realize

\[ P_{eq}[\phi] = N \det \left( G^{2-(1-\alpha)}[\phi] \right) e^{-\beta H[\phi]} . \]

(39)

Thus, there is a nontrivial prefactor coming from the diffusion function \( G(\phi) \) multiplying the usual Boltzmann distribution. It is important to note that, similarly to the zero dimensional case, the prefactor depends on the stochastic prescription. In particular, in the anti-\( \text{Itô} \) prescription \( \alpha = 1 \), the multiplicative noise contributions to the equilibrium distribution disappears, and the probability distribution is of the usual Boltzmann type.

In order to explore the effect of the multiplicative noise on the equilibrium properties of the system, let us consider a simple example. Consider a mean field Hamiltonian invariant under the transformation \( \phi \to -\phi \),

\[ H = \frac{r}{2} \phi^2 + \frac{u}{4!} \phi^4 + v \phi^6 \]

(40)

and a diffusion function with the same symmetry of the Hamiltonian,

\[ G = \sqrt{1 + g\phi^2} \],

(41)

where \( \phi = \langle \phi(x) \rangle \) is a uniform order parameter and \( g > 0 \) is the multiplicative noise coupling constant. The equilibrium potential per unit volume reads,

\[ U_{eq} = \frac{r}{2} \phi^2 + \frac{u}{4!} \phi^4 + v \phi^6 + (1 - \alpha) \frac{1}{\beta} \ln (1 + g\phi^2) \]

(42)

The case \( u, v > 0 \) and \( g = 0 \) is the usual Landau expansion of the free energy of the uniaxial ferromagnet. Indeed, for \( r > 0 \), the system is in a disordered phase \( (\phi = 0) \) and for \( r < 0 \), the system is in a symmetry broken ordered phase \( (\phi \neq 0) \). Thus, the critical temperature is at \( r = 0 \). Very near the transition, \( \phi \sim 0 \). Thus, in order to explore the effects of multiplicative noise \( (g \neq 0) \), we can expand the logarithm in powers of \( g\phi^2 \), obtaining an approximated equilibrium potential,

\[ U_{eq} \sim \hat{r} \phi^2 + \hat{u} \phi^4 + \hat{v} \phi^6 + \ldots \]

(43)

where

\[ \hat{r} = r + 2(1 - \alpha) \frac{1}{\beta} g \]

(44)

\[ \hat{u} = u - 12(1 - \alpha) \frac{1}{\beta} g^2 \]

(45)

\[ \hat{v} = v + \frac{1}{3} (1 - \alpha) \frac{1}{\beta} g^3 \]

(46)
The corrections to $r$ and $v$ are always positive, while the correction to $u$ is negative. Thus, if $g^2/\beta < u/(12(1-\alpha))$ then $\ddot{u} > 0$. In this case, the phase transition is still a second order one, albeit with a reduced critical temperature. On the other hand, if $g^2/\beta > u/(12(1-\alpha))$ then, $\ddot{u} < 0$ and the transition is no longer a second order one, but a first order phase transition. Therefore, depending on the intensity of the noise $\beta$, and the multiplicative coupling constant $g$, the effects of multiplicative noise on the equilibrium properties could be quite dramatic. Indeed, it could change the order of the phase transition. For small values of the noise or the multiplicative coupling constant, the transition remains second order and we expect that fluctuations do not change the universality class. However, the out-of-equilibrium properties of the system could be substantially affected by multiplicative noise. This is the main point that we will address in the following.

3. Functional formalism

The dynamical evolution that converges, at very long times, to the equilibrium potential of Eq. (38) is driven by the Langevin equation,

$$\frac{\partial \phi(x,t)}{\partial t} = -\frac{\Gamma}{2}G^2(\phi)\frac{\delta H}{\delta \phi(x,t)} + G(\phi)\eta(x,t),$$

where $\eta(x,t)$ is a Gaussian white noise field,

$$\langle \eta(x,t) \rangle = 0,$$

$$\langle \eta(x,t)\eta(x',t') \rangle = \frac{\Gamma}{\beta} \delta(x - x')\delta(t - t').$$

$\Gamma$ is a diffusion constant and $<...>$ represents stochastic mean value.

The observables of the model are codified in the dynamical $n$-point correlation functions $\langle \phi(x_1,t_1)\ldots\phi(x_n,t_n) \rangle_\eta$ of the order parameter, where the stochastic expectation values should be computed by using the Langevin Eq. (17), with the white noise distribution, Eqs. (48) and (49). From a theoretical perspective, it is more convenient to use a functional formalism in which we define a generating functional $Z(J)$, in such a way that the correlation functions

$$\langle \phi(x_1,t_1)\ldots\phi(x_n,t_n) \rangle_\eta = \left. \frac{\delta^n Z(J)}{\delta J(x_1,t_1)\ldots\delta J(x_n,t_n)} \right|_{J=0}. \tag{50}$$

This formalism was early introduced by several authors independently, and it is currently known as the Martin-Siggia-Rose-Janssen-DeDominicis formalism (MSRJD) [28 31 32]. More recently, the functional formalism was generalized to deal with multiplicative noise in such a way that it is possible to treat different stochastic prescriptions in a unified way [33 34 28 29]. The generating functional can be represented in terms of a functional integral over four fields: two usual scalar fields $\phi(x,t)$ and $\varphi(x,t)$ representing the order parameter and the response field respectively, and two anticommuting Grassmann fields $\xi(x,t)$ and $\bar{\xi}(x,t)$. It has the general form,

$$Z[J_{\phi},J_{\varphi}] = \int \mathcal{D}\phi \mathcal{D}\varphi \mathcal{D}\bar{\xi} \mathcal{D}\xi \ e^{-S[\phi,\varphi,\xi,\bar{\xi}]} + \int d^dxd\mu \phi + J_{\phi} \varphi$$

where the “action” is given by [28],

$$S = \int d^dxd\mu \ i \varphi \left\{ \frac{\partial \phi}{\partial t} + \frac{\Gamma}{2} G^2(\phi) \frac{\delta H}{\delta \phi} + \Gamma G \frac{\delta G}{\delta \phi} \xi \right\} + \frac{\Gamma}{2} G^2 \varphi^2$$

$$- \int d^dxd\mu d^dxd't' \ \bar{\xi}(x,t) K(x - x',t - t') \xi(x,t),$$

and the kernel

$$K(x - x',t - t') = \delta^d(x - x') \frac{\delta(t - t')}{\delta t} + \frac{\Gamma}{2} \frac{\delta}{\delta \phi(x,t)} \left( G^2(\phi(x',t')) \frac{\delta H}{\delta \phi(x',t')} \right). \tag{53}$$
$J_\phi$ and $J_\varphi$ are sources introduced for computing different correlation functions upon derivation. For simplicity we have fixed $\beta = 1$ in preceding equations. Whether necessary, we could easily restore the value of the noise intensity.

This formalism was introduced to deal with any stochastic prescription in the same footing. This is particularly important in the study of fluctuation theorems that involve time reversal transformations \cite{28, 29}. A specific stochastic prescription reappears upon integration over the Grassmann fields. Indeed, the retarded Green function of the kernel $K(x, t)$ and the stochastic prescription $\alpha$ are related by \cite{29}

$$K_R^{-1}(0, 0) \sim \langle \xi(x, t)\xi(x, t) \rangle \sim \alpha. \quad (54)$$

### 3.1. Linear response and the Fluctuation Dissipation Theorem

To study linear response, we slightly perturb the system out of equilibrium

$$H[\phi] \to H[\phi] - \int d^3x \, h(x, t)\phi(x, t), \quad (55)$$

where $h(x, t)$ is a weak time dependent external field, and compute the dynamic susceptibility

$$\chi(x, x', t, t') = \left. \frac{\delta(\phi(x, t))h}{\delta(\phi(x', t))} \right|_{h=0}. \quad (56)$$

By replacing Eq. (55) into Eq. (52) and computing Eq. (56) we find

$$\chi(x, x', t, t') = i \frac{\Gamma}{2} \left( \phi(x, t)G^2(\phi(x'))\varphi(x', t') \right) - \frac{\Gamma}{2} \left( \phi(x, t)\frac{\delta G^2(\phi)}{\delta(\phi(x', t'))} \xi(x', t')\xi(x', t') \right), \quad (57)$$

where $\langle \ldots \rangle$ means expectation values computed with the action of Eq. (52) with $h(x, t) = 0$.

In the case of additive noise, where $G(\phi) = 1$, the response function has the simpler form,

$$\chi(x, x', t, t') = \frac{i\Gamma}{2} \langle \phi(x, t)\varphi(x', t') \rangle. \quad (58)$$

For this reason, the auxiliary field $\varphi(x, t)$ is usually called the response field. However, for multiplicative noise, the response is more complex since involves, not only correlations functions of $G(\phi)$, but also contributions from the Grassmann sector of the model. This is a direct consequence of the multiplicative character of the dynamics since a variation of the “external” potential modifies the fluctuation properties of the system.

Interestingly, in the case of multiplicative systems, it is possible to write the susceptibility in a similar way to an additive system,

$$\chi(x, x', t, t') = \frac{i\Gamma}{2} \langle \phi(x, t)\tilde{\varphi}(x', t') \rangle, \quad (59)$$

where, from equation (57), it is immediate to identify a “natural response variable”

$$\tilde{\varphi}(x, t) = G^2(\phi) \left( \varphi(x, t) + i \frac{d\ln G^2}{d\phi} \xi(x, t)\xi(x, t) \right). \quad (60)$$

For additive processes ($G = 1$), $\tilde{\varphi} = \varphi$. However, for multiplicative processes, the structure of the response variable is more involved. Indeed, it has been shown that the response variable $\tilde{\varphi}$ of Eq. (60) has a key role in the supersymmetric description of the model \cite{24, 28}.

One of the important dynamical properties of equilibrium (either probabilistic or thermodynamic) is the “Fluctuation Dissipation Theorem” (FDT). It states that, provided the system reaches equilibrium at long times, the response function and the two-point correlation of the order parameter are not independent. Indeed, they are given by

$$\frac{1}{2} \langle \partial_t - \partial_{x'} \rangle G(x - x', t - t') = \frac{1}{2} \chi(|x - x'|, t' - t) - \chi(|x - x'|, t - t'), \quad (61)$$
where we have used time translations invariance of the correlation function
\[ G(x - x', t - t') \equiv \langle \phi(x, t)\phi(x', t') \rangle. \] (62)

Equation (61) can be re-written using causality as
\[ \chi(x - x', t - t') = -\left( \partial_t - \partial_{t'} \right) G(x - x', t - t') \Theta(t - t'), \] (63)
where \( \Theta(t) \) is the Heaviside step function. Equation (63) is the traditional form of the FDT. Perhaps, a more usual form, useful to interpret experimental or numerical simulation data, is given by integrating over \( x \) and expressing correlations and responses in terms of the Fourier transform at zero wave vector,
\[ \tilde{G}(\omega) = \frac{\text{Im} \tilde{\chi}(\omega)}{\omega}. \] (64)

The general form of the FDT depends only on equilibrium properties and does not depend on whether the dynamical process is additive or multiplicative. However, the explicit form of the susceptibility does depend. Indeed, the response function is given by Eq. (57), where the influence of the multiplicative dynamics is evident. The constraints imposed on correlation functions by the FDT are exact. Then, they are a good arena to test different type of approximations. In fact, we will use it to check the consistency of the \( \epsilon \)-expansion of the Dynamical Renormalization Group equations. It is very interesting to note that extensions of the FDT for out-of-equilibrium steady states can be also formulated [35, 36].

3.2. Real scalar field with \( Z_2 \) symmetry

In this subsection we present a specific model. We show the structure of the action of Eq. (52) in the case of a scalar model with \( Z_2 \) symmetry. We begin by considering the quartic Hamiltonian of a real scalar field \( \phi(x) \):
\[ H = \int d^d x \left\{ \frac{1}{2} |\nabla \phi|^2 + \frac{r}{2} \phi^2 + \frac{u}{4!} \phi^4 \right\}, \] (65)
where \( \Lambda \) is an ultraviolet momentum cut-off. \( \{r, u\} \) are the quadratic and quartic coupling constants respectively. In addition, we consider a general diffusion function with the same symmetry of the Hamiltonian, \( G(\phi) = G(-\phi) \). Without losing generality, we can choose a diffusion function satisfying \( G(0) = 1 \), which is the usual additive noise value. Then, we can write
\[ G^2(\phi) = 1 + \sum_{n=1}^{\infty} g_n \phi^{2n}, \] (66)
where \( g_n \), with \( n = 1, 2, \ldots \), are coupling constants defining the multiplicative noise distribution.

By replacing Eqs. (65) and (66) into Eq. (52), we obtain the effective action for this model. This action includes terms of all orders in powers of the \( \phi \) fields. However, since we are interested in the dynamics near the phase transition, it is possible to simplify this action. Related with the static properties, this system has an upper critical dimension \( d_c = 4 \). For \( d > 4 \), \( u \) is an irrelevant scaling variable and the critical point describing the phase transition is a Gaussian one. In this sense, all the other higher order couplings are also irrelevant. For dimensions very near the upper critical one, \( d = 4 - \epsilon \) with \( \epsilon \ll 1 \), \( u \) turns out to be relevant and the RG flux goes to the very well known Wilson-Fisher fixed point [23]. Higher order couplings remain irrelevant related to the new fixed point, for small values of \( \epsilon \). For this reason, in order to study the phase transition near the upper critical dimension, the quartic Hamiltonian is a good starting point, i.e., we can safely ignore couplings of the order \( \phi^6 \) and greater.

There are some terms in Eq. (52) that deserve special attention since contain contributions from the multiplicative dynamics. One of them is
\[ G^2 \frac{\delta H}{\delta \phi} = -\nabla^2 \phi + r\phi + \left( \frac{u}{3!} + r g_1 \right) \phi^3 + \left( \frac{g_1 u}{3!} + r g_2 \right) \phi^5 + \left( g_1 + g_2 \phi^2 \right) \phi^5 \nabla^2 \phi + O(\phi^7). \] (67)
In order to study criticality in \( d = 4 - \epsilon \), it is sufficient to retain only cubic terms in this expression,
\[
G^2 \frac{\delta H}{\delta \phi} \sim -\nabla^2 \phi + r \phi + \frac{u}{3} \phi^3 + O(\phi^5),
\]
where we have shifted the coupling constant \( u \rightarrow u - 6 g_1 \) (we will show that this shift is relevant only at order \( \epsilon^3 \)). We have also discarded cubic terms with derivatives, since these terms will be irrelevant.

Another interesting term, coming from the multiplicative structure, is
\[
G \frac{\delta G}{\delta \phi} = \frac{1}{2} \frac{\delta G^2}{\delta \phi} = \sum_n n g_n \phi^{2n-1}.
\]
With the same spirit, we retain in this expression just the first term,
\[
G \frac{\delta G}{\delta \phi} \sim g_1 \phi + O(\phi^3).
\]
In the following sections, after a detailed analysis of the DRG transformations, we will analyze the effect of other couplings \( g_n \), with \( n \geq 2 \). We can advance at this point that it is sufficient to consider just \( g_1 \), since \( g_2, g_3, \ldots \) will be irrelevant, at least at order \( \epsilon^2 \).

By substituting the form of \( G \) and \( H \) in Eq. (52) and making the above mentioned approximations, we find the effective action of the model that can be split as
\[
S = S_0 + S_I.
\]
The quadratic part, \( S_0 \), is given by
\[
S_0 = \int d^d x \, dt \left\{ i \phi \Delta \phi + \Gamma \phi^2 - \xi \Delta \xi \right\},
\]
where the differential operator
\[
\Delta = \partial_t + \frac{\Gamma}{2} (-\nabla^2 + r) .
\]
The interacting part of the action reads,
\[
S_I = \int d^d x \, dt \left\{ \frac{iu\Gamma}{3!^2} \phi^3 - \frac{i\Gamma}{4} \phi^2 \xi \xi + \frac{g\Gamma}{2} \phi^2 \phi^2 + ig\Gamma \phi \phi \xi \xi \right\},
\]
where we are calling \( g \equiv g_1 \) to simplify notation. The first two terms are the usual ones describing an additive noise overdamped dynamics. The last two terms codify the effect of multiplicative noise dynamics. Indeed, the coupling of the response field \( \phi \) with the Grassmann variables \( \xi \xi \) is a clear distinguishing characteristic of multiplicative noise. In the next section, we explicitly build the DRG equations for this model.

### 4. Dynamical Renormalization Group

In order to study dynamics of the order parameter very near the critical point, we apply the Wilson renormalization group program to the action of Eqs. (72)-(74). This procedure is known as Dynamical Renormalization Group (DRG).

#### 4.1. DRG Transformation

Following the usual Wilson procedure, in order to build a DRG transformation we firstly reduce the ultraviolet cut-off to \( \Lambda/b \), with \( b > 1 \) and split the fields:
\[
\phi(x, t) = \phi^<(x, t) + \phi^>(x, t),
\]
\[
\varphi(x, t) = \varphi^<(x, t) + \varphi^>(x, t),
\]
\[
\xi(x, t) = \xi^<(x, t) + \xi^>(x, t),
\]
\[
\zeta(x, t) = \zeta^<(x, t) + \zeta^>(x, t),
\]
in such a way that the Fourier transformed fields with superscript "<" have support within the sphere \( k < \Lambda/b \), while the fields labeled by ">" have support on a spherical shell \( \Lambda/b < k < \Lambda \). In these expressions, \( k = |\mathbf{k}| \). For instance, for the field \( \phi \), we have

\[
\phi^<(\mathbf{x}, t) = \int \frac{d^dk}{(2\pi)^d} \frac{d\omega}{2\pi} \Theta \left( \frac{\Lambda}{b} - k \right) \phi(k, \omega)e^{-i(\omega t - \mathbf{k} \cdot \mathbf{x})},
\]

(79)

\[
\phi^>(\mathbf{x}, t) = \int \frac{d^dk}{(2\pi)^d} \frac{d\omega}{2\pi} \Theta \left( k - \frac{\Lambda}{b} \right) \Theta(\Lambda - k) \phi(k, \omega)e^{-i(\omega t - \mathbf{k} \cdot \mathbf{x})},
\]

(80)

where \( \Theta(k) \) is the usual Heaviside step distribution. The same definitions are used for the other fields.

We define the transformed action \( S'_{\Lambda/b}[\phi^<, \varphi^<, \xi^<, \xi^<_t] \), depending only on the field component with lower momentum, by integrating out the fields with momentum higher than \( \Lambda/b \) in the following way

\[
e^{-S'_{\Lambda/b}[\phi^<, \varphi^<, \xi^<, \xi^<_t]} = \int \mathcal{D}\phi^> \mathcal{D}\varphi^> \mathcal{D}\xi^> \mathcal{D}\xi^>_t e^{-S_{\Lambda}[\phi, \varphi, \xi, \xi_t]}.
\]

(81)

Since the transformed action, \( S'_{\Lambda/b} \), has a momentum cut-off \( \Lambda/b \), in order to compare it with the original one, \( S_\Lambda \), with cut-off \( \Lambda \), we re-scale momentum and frequency as

\[
k' = b k,
\]

\[
\omega' = b^z \omega,
\]

(82)

(83)

where \( z \) is the dynamical critical exponent. We also need to re-scale the fields in the following way,

\[
\varphi^<(k'/b, \omega'/b^z) = b^{d+2z+\eta_1} \varphi(k', \omega'),
\]

(84)

\[
\phi^<(k'/b, \omega'/b^z) = b^{d+2z+\eta_2} \phi(k', \omega'),
\]

(85)

\[
\xi^<(k'/b, \omega'/b^z) = b^{d+2z+\eta_3} \xi(k', \omega'),
\]

(86)

\[
\xi^<(k'/b, \omega'/b^z) = b^{d+2z+\eta_3} \xi(k', \omega'),
\]

(87)

where \( \eta_1, \eta_2, \eta_3 \) are anomalous dimensions for the fields \( \varphi, \phi, \xi, \xi_t \) respectively.

The transformation of Eq. (81), together with the re-scalings from Eq. (82) to Eq. (87) define a Dynamical Renormalization Group Transformation (DRGT). After this transformation, the transformed action \( S' \) is defined in the same momentum domain of \( S \) and can be compared. By successive application of this transformation we generate a DRG flux of the actions or equivalently of its coupling constants. By considering an infinitesimal transformation \( b = 1 + \delta t \), with \( \delta \ell << 1 \), we find DRG differential equations for \( \{r(t), u(t), g(t), \Gamma(t)\} \).

Of course, the main difficulty of this procedure is to compute the functional integral of Eq. (81). To do this, we implement a perturbative calculation. To second order in the couplings we find,

\[
S'_{\Lambda/b} = S^< + \langle S_1 \rangle S_0^< - \frac{1}{2} \left( \langle S_1^2 \rangle S_0^< - \langle S_1 \rangle^2 S_0^< \right),
\]

(88)

where \( S^< = S_0^< + S^<_1 \) means the action of Eqs. (72) and (74) with the substitution of the fields \( \phi, \varphi, \xi, \xi_t \) by \( \phi^<, \varphi^<, \xi^<, \xi^<_t \). The notation \( \langle \ldots \rangle_{S_0^<} \) means the mean value computed with the quadratic action \( S_0 \) of Eq. (72) but with the momentum constrained to the small shell \( \Lambda/b < k < \Lambda \).

The first term of Eq. (88) is the so called tree level approximation. Applying an infinitesimal DRGT at this level of approximation we immediately obtain the flux equations,

\[
\frac{dr}{d\ell} = 2r,
\]

(89)

\[
\frac{du}{d\ell} = (4 - d)u,
\]

(90)

\[
\frac{dg}{d\ell} = (2 - d)g,
\]

(91)

\[
\frac{d\Gamma}{d\ell} = (z - 2)\Gamma.
\]

(92)
Figure 1: Feynman rules conventions. External lines representing the fields $\phi^c$, $\phi^c$, $\xi^c$, $\xi^c$, we assign a solid external line to represent the order parameter field $\phi$ and the external dashed line to represent the response field $\bar{\phi}$. The Grassmann fields are represented by wiggled lines. The arrows in the Grassmann lines are used to distinguish $\bar{\xi}$ from $\xi$. The arrow points out of the field $\xi$ and points into the field $\bar{\xi}$.

\[
\langle \phi(x, t) \phi(x', t') \rangle = \bullet \bullet \bullet \bullet \\
\langle \phi(x, t) \phi(x', t') \rangle = \bullet \bullet \bullet \bullet \\
\langle \bar{\xi}(x, t) \xi(x', t') \rangle = \bullet \bullet \bullet \bullet \bullet \\
\langle \xi(x, t) \bar{\xi}(x', t') \rangle = \bullet \bullet \bullet \bullet \bullet
\]

Figure 2: Graphic representation of correlation functions. The continuous line connecting two points represents $G^>(x - x', t - t') = \langle \phi(x, t) \phi(x', t') \rangle s_0^\phi$. This correlation function is symmetric in space and time. We represent the response function $R^>(x - x', t - t') = \langle \phi(x, t) \phi(x', t') \rangle s_0^\phi \Theta(t - t')$ with a continuous line with an arrow pointing in the direction of decreasing time. Notice that the retarded response function is not symmetric in time. For this reason, it is necessary the arrow to indicate the time direction. The Grassmann fields propagators are indicated by wiggled lines with an arrow pointing in the direction of the field $\xi$. Since there are no response propagator $\langle \bar{\phi} \bar{\phi} \rangle = 0$, there is no dashed internal lines in the Feynman diagrams.

Equations (89) and (90), for $r$ and $u$, are the usual ones of the equilibrium theory. The last two equations (Eqs. (91) and (92)), are proper of the dynamics. The only fixed point is the Gaussian one, $r^* = u^* = g^* = 0$. As it is well known, $r$ has scaling dimension 2, meaning that it is a relevant scaling variable. On the other hand, the scaling dimension of $u$ is $4 - d$: this defines the upper critical dimension $d_c = 4$. Above $d_c$, the coupling $u$ is irrelevant, meaning that the Gaussian fixed point is stable and rules the phase transition. For dimensions smaller than the critical one, the coupling $u$ is relevant, and the flux goes away from the Gaussian fixed point. From equation (92), we can read the dynamical critical exponent $z = 2$, adjusted to make the diffusion coefficient $\Gamma$ marginal. Eq. (91), controls the multiplicative noise coupling $g$. We observe that it has scaling dimension $2 - d$. At this level of approximation, $g$ is an irrelevant coupling for any dimension $d > 2$. At exactly $d = 2$, $g$ is a marginal scaling variable. Therefore, at tree level, the effective dynamics is controlled by a usual additive Langevin equation.

4.2. $\epsilon$-expansion

For $d < 4$, $u$ is a relevant scaling variable, the Gaussian fixed point is unstable and we need to compute fluctuations to determine the flux diagram; they are given by the second and third terms of r.h.s of Eq. (88). The static result is very well known. Indeed, for $d = 4 - \epsilon$ with $\epsilon << 1$, the flux runs to the celebrated Wilson-Fisher fixed point [23], that can be systematically computed through an expansion in powers of $\epsilon$. Here we are interested in the dynamics near this nontrivial fixed point.

The most efficient way to organize the expansion is by using Feynman diagrams and grouping terms by the number of internal loops. We build the Feynman diagrams by defining four lines; one for each of the four fields as shown in Figure 1. On the other hand, we have four types of correlation functions depicted as internal lines in Figure 2.

From $S_0$, given by Eq. (72), we can read two propagators:

\[
G^>(x - x', t - t') = \langle \phi(x, t) \phi(x', t') \rangle s_0^\phi,
\]
Figure 3: Vertices as read from the action $S_I$ of Eq. (74). The dashed line represents the field $\varphi(x, t)$ while the solid line represents the field $\phi(x, t)$. The wiggled lines correspond to the Grassmann fields $\{\bar{\xi}(x, t), \xi(x, t)\}$. The first two vertices are the usual ones in the functional representation of an additive Langevin equation, while the last two vertices, proportional to $g$, arise from the multiplicative noise distribution.

represented by the first internal continuous line of Figure 2 and

$$R^>(x - x', t - t') = \langle \phi(x, t)\varphi(x', t') \rangle_{S_I} \Theta(t - t') ,$$  \hspace{1cm} (94)

represented by an internal continuous line with an arrow in the same figure. The arrow goes in the direction of decreasing time, i.e., from $t \to t'$ in Eq. (94).

The Grassmann field propagator is related with the response function

$$\langle \bar{\xi}(x, t)\xi(x', t') \rangle = -iR^>(x - x', t - t')$$  \hspace{1cm} (95)

and is represented by an internal wiggled line in Figure 2. The bare response fields are not correlated $\langle \varphi(x, t)\varphi(x', t') \rangle = 0$; for this reason there are no internal dashed lines in the Feynman diagrams.

Explicitly computing the propagators in Fourier space we find,

$$\tilde{G}^>(k, \omega) = \frac{\Gamma}{\omega^2 + \frac{k^2}{\Lambda}(k^2 + r)^2},$$  \hspace{1cm} (96)

$$\tilde{R}^>(k, \omega) = \frac{-i}{-i\omega + \frac{k^2}{\Lambda}(k^2 + r)}.$$  \hspace{1cm} (97)

It is important to remember that the superscript “$>$” means that the momentum $k$ is constrained to a thin spherical shell $(1 - \delta \ell) < k/\Lambda < 1$.

The Feynman rules are completed by four vertices read from equation (74) and depicted in Figure 3. The first two vertices, proportional to $u$, are the usual ones in an additive stochastic process. The last two vertices, proportional to $g$, come from the multiplicative noise distribution. Indeed, the coupling of the response field $\varphi$ with the Grassmann fields $\bar{\xi}, \xi$ is a hallmark of multiplicative noise [28].

First order corrections are given by $\langle S_I \rangle_{S^>}$ (the second term of the r.h.s of Eq. (88)). The corresponding single vertex diagrams are depicted in Figure 4. All these diagrams are constants and contribute to renormalize $r$ and $\Gamma$. Indeed, diagrams I, III and V renormalize the term $r\varphi^2$. The diagrams II and VI renormalize $r\bar{\xi}\xi$ while diagram IV renormalizes $\Gamma\varphi^2$. The couplings $r$ as well as $\Gamma$ also have second order corrections coming from the last term of Eq. (88). They are given by the two-loop diagrams in Figure 5. The four vertices proportional to $u$ and $g$, shown in Figure 3, are corrected by second order one-loop diagrams proportional to $u^2$, $ug$ and $g^2$. We depicted these contributions in Figures 6, 7 and 8, respectively.

We computed all the diagrams and, after re-scaling momentum, frequency and fields, we built the DRG equations. We show this calculation in detail in Appendix A, Appendix C and Appendix D.

The perturbative calculation has real meaning very near the upper critical dimension, where higher order coupling terms are irrelevant and can be ignored. For this reason we have performed an $\epsilon = 4 - d$ expansion and we keep terms up to order $\epsilon^2$.

The DRG equations are displayed in a simpler way by using dimensionless coupling constants. For this purpose we have rescaled the couplings

$$\Lambda^{-2} r \to r,$$  \hspace{1cm} (98)
Figure 4: First order corrections. Internal continuous lines represent the $G^>$ propagator while internal arrowed lines correspond to the response function $R^>$. Wiggled internal lines represent Grassmann propagators. The diagrams I, II, III, V and VI are contributions that essentially renormalize the $r$ parameter. Diagram IV contributes to renormalize $\Gamma$ and it appears in the anomalous dimensions $\eta_1, \eta_2$.

Figure 5: Two loop second order diagrams. The line conventions are the same of Figure 4. Diagrams 1, 2 and 3 are of order $u^2$ while diagrams 4, 5 and 6 are of order $ug$, coming from the multiplicative noise vertices. All these diagrams, in addition to the contribution to the renormalization of $r$ and $\Gamma$, contribute to the anomalous dimensions $\eta_1, \eta_2, \eta_3$.

Figure 6: One-loop vertex corrections proportional to $u^2$. The line conventions are the same of Figure 4. The first diagram, proportional to $\phi^2 \phi^2$, and the second one, proportional to $\phi \bar{\xi} \xi$, correct the multiplicative constant $g$. They are the main contributions that show how nonlinear terms in the Hamiltonian, proportional to $u$, generate dynamic multiplicative couplings.
Figure 7: One-loop vertex corrections proportional to $u g$. The line conventions are the same of Figure 4.

Figure 8: One-loop vertex corrections proportional to $g^2$. The line conventions are the same of Figure 4.

$$\frac{\Omega_d}{(2\pi)^d} \Lambda^{d-4} u \rightarrow u,$$

$$\frac{\Omega_d}{(2\pi)^d} \Lambda^{d-2} g \rightarrow g,$$

where $\Omega_d$ is the area of a $(d-1)$-dimensional sphere of radius one. With this, the new couplings $\{r, u, g\}$ are now dimensionless. Keeping only the relevant terms that contribute to the fixed points to order $\epsilon^2$, we get the dimensionless DRG equations (see Appendix A, Appendix C and Appendix D for explicit details of the calculation)

$$\frac{dr}{d\ell} = 2r + \frac{u(1-r)}{2} - \frac{u^2}{6} - 2\alpha g$$  \hspace{1cm} (101)

$$\frac{du}{d\ell} = u \left[ \epsilon - \frac{3u(1-2r)}{2} - \frac{2u^2}{27} + 4g \right]$$  \hspace{1cm} (102)

$$\frac{dg}{d\ell} = -2g + \frac{u^2}{4}$$  \hspace{1cm} (103)

$$\frac{d\Gamma}{d\ell} = \Gamma \left( z - 2 - \frac{u^2}{54} \right)$$  \hspace{1cm} (104)

This set of equations is one of the main results of the paper. The multiplicative coupling constant $g$ corrects the usual RG equations for $r$ and $u$ as can be seen in the last term of Eqs. (101) and (102). It is interesting to notice that the last term of equation (101) depends on the stochastic prescription $\alpha$. As we have anticipated in Section 2.4, this fact was expected since the critical temperature (codified in $r$) depends on the prescription in multiplicative stochastic systems. This term comes from contributions of the tadpole.
diagrams III and V in Figure 4. The equilibrium properties of an additive process do not depend on the stochastic prescription. This is reflected in the fact that the Bosonic and Grassmann tadpole contributions cancel each other. However, in the multiplicative noise case, tadpole contributions do not necessarily cancel out. The tadpole diagrams contribute with the response function computed at the same position and time. As noticed in Eqs. (94) and (95), \( R_{\text{tadpole}}(0,0) \sim -i\alpha \), where the parameter \( \alpha \) corresponds with the stochastic prescription (see Appendix C for explicit details of the calculation).

Equation 103 is the key equation that controls the fate of the multiplicative coupling. We observed that the leading correction to the tree level result is proportional to \( u^2 \), coming from the diagram 1 of Figure 6. This diagram occurs naturally from contracting two vertices proportional to \( iu \Gamma \) (first vertex in Figure 3), producing a correction to the multiplicative vertex \( g\Gamma \) (third vertex in Figure 3). This is the most important diagram that drives the DRG flux to a novel multiplicative fixed point.

The system of Eqs. (101)-(103) has several fixed points. The stability depends essentially on dimensionality. In the following, we describe in detail each fixed point.

### 4.2.1. The Gaussian Fixed Point

The DRG Eqs. (101)-(103) have the well known Gaussian fixed point given by \( u_G = \Gamma_G = g_G = 0 \) with \( z = 2 \). At this point, the Hamiltonian is quadratic and the dissipative dynamics is additive.

We can study its stability by linearizing Eqs. (101)-(103) around this fixed point. We get

\[
\begin{pmatrix}
\frac{dr}{d\epsilon} \\
\frac{d\Gamma}{d\epsilon} \\
\frac{dg}{d\epsilon}
\end{pmatrix} =
\begin{pmatrix}
T_{rr} & T_{ru} & T_{rg} \\
T_{ur} & T_{uu} & T_{ug} \\
T_{gr} & T_{gu} & T_{gg}
\end{pmatrix}
\begin{pmatrix}
 r \\
u \\
g
\end{pmatrix},
\]

(105)

where the matrix is given by

\[
T_G =
\begin{pmatrix}
2 & \frac{1}{2} & -2\alpha \\
0 & \epsilon & 0 \\
0 & 0 & -2
\end{pmatrix} + O(\epsilon^3).
\]

(106)

By diagonalizing \( T_G \), we obtain the eigenvalues and eigenvectors that will define the relevant and irrelevant scaling variables. It is very simple to read the following eigenvalues for the Gaussian fixed point:

\[
y_r^G = 2 \\
y_u^G = \epsilon + O(\epsilon^3) \\
y_g^G = -2
\]

(107) (108) (109)

and the directions of the scaling variables, given by the corresponding normalized eigenvectors,

\[
v_r^G = \{1,0,0\} \\
v_u^G = \frac{1}{\sqrt{17}} \{-1,4,0\} + \frac{2}{17\sqrt{17}} \{4,1,0\} \epsilon + O(\epsilon^2) \\
v_g^G = \frac{1}{\sqrt{\alpha^2 + 4}} \{\alpha,0,2\}
\]

(110) (111) (112)

For \( d > 4 \), \( \epsilon < 0 \), thus there are two negative eigenvalues \( y_r^G < 0, y_g^G < 0 \) and a positive one, \( y_u^G > 0 \). The corresponding eigenvectors define a relevant scaling variable, \( r \), and a critical plane that divides the ordered and disordered phases, whose normal vector is given by \( \mathbf{n}_c = v_u^G \times v_g^G \). In Figure, we show the flux diagram computed by numerically solving Eqs. (101) to (103) for \( d > 4 \). We clearly see the stable Gaussian
fixed point and the critical plane dividing both phases. We observe that the numerical solution of the nonlinear equations correctly reproduces the behavior found in the linearization procedure (Eqs. 107-112) near the fixed point. Summarizing, the critical properties of the model in \( d > 4 \) are given by the usual Landau or mean field critical exponents with an additive dynamics characterized by the dynamical critical exponent \( z = 2 \).

For \( d < 4, \epsilon > 0 \) and we have two positive eigenvalues \( y_r^G > 0, y_u^G > 0 \) and a negative one, \( y_g^G < 0 \). The eigenvectors are the same given by Eqs. (110)-(112), but now there are two repulsive directions \( (v_r^G \text{ and } v_u^G) \) and just one direction attractive \( (v_g^G) \). Therefore, in this case, the fixed point is unstable and the flux runs away from it. The phase transition is no longer ruled by the Gaussian fixed point and so, we need to look for another fixed point to describe the critical properties of the system. Notice that there is an irrelevant direction with dimension \(-2\) whose scaling variable is a line contained in the \( rg \)-plane \( (u = 0) \), with orientation given by the vector of Eq. (112). Therefore, any initial condition in this particular line in the \( rg \)-plane will be attracted by the Gaussian additive fixed point. However, since the other two directions \( v_r^G \text{ and } v_u^G \) (given by Eqs. (110) and (111, respectively) are repulsive, any initial condition away from this line (even infinitesimally near), will produce a flux that depart from the Gaussian additive fixed point.

4.2.2. The non-Gaussian Multiplicative Fixed Point

For \( d < 4 \), in addition to the unstable Gaussian additive fixed point, there is a nontrivial fixed point of Eqs. (101)-(103), given at order \( \epsilon^2 \) by

\[
\begin{align*}
    r^* &= -\frac{1}{6} \epsilon + \frac{(97 + 162\alpha)}{2916} \epsilon^2 + O(\epsilon^3), \\
    u^* &= \frac{2}{3} \epsilon - \frac{70}{729} \epsilon^2 + O(\epsilon^3), \\
    g^* &= \frac{1}{18} \epsilon^2 + O(\epsilon^3),
\end{align*}
\]

where \( \epsilon = 4 - d \). In the \( ru \)-plane, the position of the fixed point is similar to the Wilson-Fisher fixed point. Although, in our case, the position of the temperature coupling \( r^* \) explicitly depends on the stochastic prescription \( \alpha \). Moreover, we obtain a finite value of \( g^* \) at order \( \epsilon^3 \). That means that the effective dynamics at the critical point is no longer described by an additive Langevin equation but by a multiplicative one with dissipation function \( G^2(\phi) = 1 + g^* \phi^2 \).
In order to explore the fixed point stability, we linearize Eqs. (101) to (103) around this nontrivial fixed point. We define fluctuations of the coupling constants,

\[ \delta r = r - r^* , \]
\[ \delta u = u - u^* , \]
\[ \delta g = g - g^* , \]

in such a way that the location of the fixed point is given by \( \delta r^* = \delta u^* = \delta g^* = 0 \). The linear DRG equations now read

\[
\begin{pmatrix}
\frac{d\delta r}{dt} \\
\frac{d\delta u}{dt} \\
\frac{d\delta g}{dt}
\end{pmatrix}
= \begin{pmatrix}
T_{rr} & T_{ru} & T_{rg} \\
T_{ur} & T_{uu} & T_{ug} \\
T_{gr} & T_{gu} & T_{gg}
\end{pmatrix}
\begin{pmatrix}
\delta r \\
\delta u \\
\delta g
\end{pmatrix}
\]

where the matrix is given up to order \( \epsilon^2 \) by

\[
T = \begin{pmatrix}
2 - \frac{1}{3}\epsilon + \frac{45}{729}\epsilon^2 & \frac{1}{2} - \frac{5}{36}\epsilon + \frac{(269-486\alpha)}{17496}\epsilon^2 & -2\alpha \\
\frac{4}{3}\epsilon^2 & -\epsilon - \frac{62}{243}\epsilon^2 & \frac{8}{3}\epsilon - \frac{280}{729}\epsilon^2 \\
0 & \frac{1}{3}\epsilon - \frac{35}{729}\epsilon^2 & -2
\end{pmatrix}
+ O(\epsilon^3) .
\]

By diagonalizing \( T \), we obtain the eigenvalues and eigenvectors that will define the relevant and irrelevant scaling variables. The eigenvalues are given by

\[ y_r = 2 - \frac{\epsilon}{3} + \frac{278}{729}\epsilon^2 + O(\epsilon^3) \] (121)
\[ y_u = -\epsilon - \frac{35}{243}\epsilon^2 + O(\epsilon^3) \] (122)
\[ y_g = -2 - \frac{4}{9}\epsilon^2 + O(\epsilon^3) \] (123)

from where it can be clearly seen that there is a repulsive direction related with the eigenvalue \( y_r > 0 \), and two attractive ones, \( y_u < 0 \) and \( y_g < 0 \).

The directions of the scaling variables, near the critical point, are given by the corresponding normalized eigenvectors,

\[
\mathbf{v}_r = \{1, 0, 0\} + \left\{ \frac{2}{3}, 0 \right\} \epsilon^2 + O(\epsilon^3)
\]
\[
\mathbf{v}_u = \frac{1}{\sqrt{17}} \left\{ -1, 4, 0 \right\} + \frac{2}{3\sqrt{17}} \left\{ \frac{4(12\alpha + 11)}{51}, \frac{12\alpha + 11}{51}, 1 \right\} \epsilon + O(\epsilon^2)
\]
\[
\mathbf{v}_g = \frac{1}{\sqrt{\alpha^2 + 4}} \left\{ \alpha, 0, 2 \right\} + \frac{1}{3\sqrt{\alpha^2 + 4}} \left\{ \frac{\alpha + 4}{\alpha^2 + 4}, -8, -\frac{\alpha(\alpha + 4)}{2(\alpha^2 + 4)} \right\} \epsilon + O(\epsilon^2)
\]

with \( |\mathbf{v}_r| = |\mathbf{v}_u| = |\mathbf{v}_g| = 1 \) (to order \( \epsilon^2 \)). While \( \mathbf{v}_r \) indicates the relevant (repulsive) direction, the critical plane defined by the normal vector \( \mathbf{n}_c = \mathbf{v}_u \times \mathbf{v}_g \) divides the parameter space in two regions corresponding with the ordered and disordered phases.

We depict, in Figure 10, the flux diagram obtained by numerically solving equations (101) to (103). In the figures, we have chosen the Stratonovich prescription \( \alpha = 1/2 \) and we have fixed \( \epsilon = 0.5 \). We indicate with a bold (red) point the Gaussian fixed point and with a green one the non-Gaussian multiplicative fixed point. We observe that the position of the fixed point as well as the topology of the flux completely agree with the previous description using the linear approximation. From Figure 10(b), it can be clearly observed that there is an attractive line to the additive Gaussian fixed point, provided \( u = 0 \), in accordance with the linearization around the Gaussian fixed point previously described in §4.2.1. However, no matter how small
is \( u \), the flux begins approximating the Gaussian fixed point up to a distance of order \( u^2 \) and afterwards, the flux deviates to the non-Gaussian fixed point. At the stem of this behavior is the \( u^2 \) correction to the recurrence DRG equation (103).

We also checked the dependence with the stochastic prescription, obtaining a complete agreement between the linear approximation and the numerical solution near the critical point. One important observation is that, while the position of the fixed point depends on the stochastic prescription \( \alpha \), the eigenvalues and therefore the critical exponents do not depend on it. Thus, different dynamics produced by different stochastic prescriptions are in the same universality class. This is an important nontrivial result on multiplicative critical dynamics.

From equation (104), we can read the dynamical critical exponent \( z \), by demanding that \( \Gamma \) be marginal. Thus,

\[
z = 2 + \frac{u^*}{54}.
\]

Using the value of the fixed point, Eq. (114), we find \( z = 2 + (2/243)\epsilon^2 + O(\epsilon^3) \). It is interesting to note that, at this level of approximation, the multiplicative coupling constant does not affect the dynamical critical exponent. In fact, the next correction in equation (104) is of order \( gu^2 \), that contributes with an \( O(\epsilon^3) \) term. Details of this calculation can be found in Appendix Appendix A.

On the other hand, the multiplicative coupling indeed contributes for the anomalous dimensions. We have found

\[
\eta_1 = g^* + \frac{2}{27} u^*^2,
\]

\[
\eta_2 = g^* - \frac{1}{27} u^*^2.
\]

From a technical point of view, while the contribution of \( g \) comes from tadpole one-loop diagrams, the term proportional to \( u^2 \) is a two-loop correction. Notice that both terms are of the same order \( \epsilon^2 \). An interesting observation is that, since the first term of the r.h.s of both Eqs. (128) and (129) are equal, \( g^* \) does not affect the difference \( \eta_1 - \eta_2 \), which is proportional to the static anomalous dimension \( \eta \) computed in Ref. [21]. In addition, we will show in the next section that \( g^* \) does not correct the dynamical critical exponent \( z \) either (please see the next subsection §4.3 and Appendix Appendix D for details). These results are of order \( \epsilon^2 \).

The multiplicative coupling \( g \) will surely contribute to \( z \) at order \( \epsilon^3 \).
There is a last point that we would like to address to complete the calculation of the $\epsilon$ expansion. Equations from (101) to (104) were computed by considering only the first multiplicative coupling $g \equiv g_1$ in equation (69). Thus, it is important to check how the higher order couplings $g_n$, with $n > 1$ modify our result. Higher order terms produce vertices with two dashed legs, corresponding to the response variable $\varphi$, and an increasing number of legs corresponding with the power of the order parameter $\phi$. This fact strongly constrains the number of loop diagrams that contribute to the DRG equations. The result is that $g_n$ with $n \geq 2$ are completely irrelevant at the nontrivial fixed point of Eqs. (113)- (115) at least at order $\epsilon^2$. It could happen that, for higher orders in the $\epsilon$ expansion, the fixed point could acquire nontrivial values of $g_2, g_3$ etc. However, if this is going to occur, it will be at order greater than $\epsilon^3$. In Appendix B, we give explicit details of this calculation.

4.3. Corrections to scaling in multiplicative systems

The scaling properties of the fields in momentum and frequency, displayed in Eqs. (84) and (85), can be rewritten in configuration space by just Fourier transforming Eq. (79). The order parameter and the response field scale as

$$G(b(x-x'), b^z(t-t')) = \langle \phi(bx, b^2t)\phi(bx', b^2t') \rangle = b^{-(d-2+\eta_2)} G(x-x', t-t').$$

On the other hand, the response function

$$R(b(x-x'), b^z(t-t')) = \langle \varphi(bx, b^2t)\phi(bx', b^2t') \rangle = b^{-(d+1+\eta_2)} R(x-x', t-t').$$

Therefore, in principle, the scaling hypothesis is given in terms of three independent parameters $\{z, \eta_1, \eta_2\}$. However, if we assume that the system converges to equilibrium at long times, the linear response and the correlation functions are related by the Fluctuation–Dissipation Theorem (Eq. (63)). Therefore, $\{z, \eta_1, \eta_2\}$ are no longer independent.

For additive stochastic processes, the susceptibility $\chi(x-x', t-t') \sim R(x-x', t-t')$ (See Eq. (58)). Then, replacing Eqs. (132) and (133) into Eq. (63), we immediately find

$$z = 2 + \frac{\eta_1 + \eta_2}{2}.$$ (134)

However, for multiplicative stochastic processes, the susceptibility is no longer proportional to $R(x-x', t-t')$ but has corrections coming from the diffusion function $G(\phi)$, given by Eq. (57). Then, the FDT is given by a more involved relation

$$i \frac{\Gamma}{2} \langle \phi(x, t)G^2(\phi(x'))\varphi(x', t') \rangle - \frac{\Gamma}{2} \langle \phi(x, t) \frac{\partial G^2(\phi)}{\partial \phi(x', t')} \xi(x', t') \rangle = - \langle \partial_t \varphi(x, t) \rangle \Theta(t-t').$$ (135)

Computing the correlators perturbatively in $g$ and using the scaling of Eqs. (132) and (133), we obtain

$$z = 2 + \frac{\eta_1 + \eta_2}{2} - g^*.$$ (136)

We can observe that multiplicative noise changes the scaling properties of the linear susceptibility, modifying the usual constraint between the dynamical critical exponent and the anomalous dimensions.
By replacing Eqs. (128) and (129) into Eq. (136), we find
\[ z = 2 + \frac{u^2}{54} \]  
which is the result (independent of \( g^* \)) obtained in Eq. (127), computed by direct methods.

Thus, we conclude that the perturbative calculations of \( z, \eta_1 \) and \( \eta_2 \) computed in Eqs. (127), (128) and (129) are consistent with the dynamical scaling hypothesis and the equilibrium properties codified in the FDT.

It is worth to mention that the tadpole diagrams arising from the first term of Eq. (135) exactly cancel the tadpole diagrams coming from the Grassmann fields in the second term. This is important because these diagrams carry the information about the stochastic prescription \( \alpha \) and, as we have already mentioned, \( z \), or any other critical exponent, should not depend on \( \alpha \) since different prescriptions are in the same universality class.

### 5. Summary and discussions

We have shown different aspects of multiplicative noise stochastic processes, specially those relevant to describe dynamics of phase transitions.

In Section 2 we have presented a brief review of multiplicative noise stochastic processes. We have specially focused on equilibrium properties. In particular, we have discussed the conditions to reach an equilibrium state at long times. In general, “stochastic equilibrium” is defined by zero probability current, \( J(\phi) = 0 \) (where \( J(\phi) \) is given by Eq. (35) ). This condition leads to an equilibrium probability distribution, given by Eq. (39) that, in general, is not of the Boltzmann type. There are two cases where this distribution reduces to the Boltzmann one: for usual additive noise (\( G(\phi) = 1 \)), and for multiplicative noise in the Hänggi-Kimontovich or thermal prescription, \( \alpha = 1 \). Therefore, “thermodynamic equilibrium” is a special case of “stochastic equilibrium” [28].

For weak noise, or for perturbative multiplicative corrections to additive noise, we expect that temperature and coupling constants be smoothly corrected, without affecting the topology of the phase diagram. However, as we have shown in Eqs. from (43) to (46), the multiplicative dynamics could completely change the static properties of the system, even changing the order of the phase transition. It is interesting to note that this dramatic change can happen for any choice of the stochastic prescription except for the thermal prescription \( \alpha = 1 \). Thus, in some sense, thermal equilibrium protects the order of the phase transition. It appears that when the state is significantly distant from thermal equilibrium, the impact of multiplicative noise on altering the order of the phase transition becomes more pronounced; been maximum at the Itô prescription (\( \alpha = 0 \)). In this way, we do not expect this effect to take place in thermodynamic systems, where equilibrium is governed by the Boltzmann distribution.

When dealing with symmetries and fluctuations theorems, it is important to have a formalism that treats all stochastic prescriptions in the same footing. This is because, time reversal transformation mixes different prescriptions. For this reason, we have generalized the formalism developed in Refs. [28, 29, 33, 34] to treat continuous infinite degrees of freedom, appropriate to study dynamics of phase transitions. We have presented, in Section 3, the functional formalism used to compute dynamical correlation and response functions. We showed how to compute linear response and the specific form of the Fluctuation–Dissipation Theorem for multiplicative stochastic processes. Since the FDT is an exact result, it is very useful to check any approximation scheme, in particular the \( \epsilon \)-expansion.

The core of the paper is contained in Section 4 where we have built the Dynamical Renormalization Group equations in the \( \epsilon \) expansion approximation. We have analyzed a model of a real order parameter driven by a multiplicative Langevin equation. In particular, we have considered a model with \( Z_2 \) symmetry, where \( H(\phi) = H(-\phi) \) and \( G(\phi) = G(-\phi) \). Equations from (101) to (104) are the main result of the paper. They determine the flux diagram in the parameter space \( \{ r, u, g \} \). We have performed a perturbative calculation up to second order in the couplings, and we have retain only terms that contribute to order \( \epsilon^2 \).

We have numerically solved these equations and we have presented the results for \( d > 4 \) in Figure 9. We observed the stable Gaussian fixed point \( r^* = u^* = g^* = 0 \). It is clear that \( r \) is a relevant scaling variable,
while $u$ and $g$ are irrelevant, defining the critical plane that separates the ordered and disordered phases. From the dynamical point of view, the system is well described by an additive Langevin equation.

For $d < 4$, the Gaussian fixed point ($r^* = u^* = g^* = 0$) becomes unstable, and the flux goes to a novel fixed point with $u^* \neq 0$ and $g^* \neq 0$. We show the flux diagram for this case in Figure 10. We have computed the fixed point to order $\epsilon^2$ in Eqs. (113), (114) and (115). We observed that the phase transition is dominated by this novel fixed point, driven by a multiplicative noise dynamics. At this order of approximation, the dynamics very near the phase transition is driven by a multiplicative Langevin equation with diffusion function, $G(\phi) = 1 + g^* \phi^2 / 2$, with $g^* \sim \epsilon^2$. This is our main result.

This unexpected fact opens several interesting fundamental questions. On the one hand, the static critical exponents are very well known and have been computed by several methods since the pioneer work of Wilson and Fisher[23]. Of course, our results, obtained with dynamical methods, coincide with them. Multiplicative couplings can modify non-universal features of the transition, such as the critical temperature, but they do not modify the universal behavior. The dynamical critical exponent is more involved. Since it is not protected by symmetries and dimensionality, it is not clear what will happen at higher orders. Our computation of $z$ is compatible with the existing body of numerical simulations. Moreover, the subtle cancellations that makes $z$ independent of $g^*$ are proper to the order of the approximation. We cannot guarantee these cancellations at higher orders; indeed, it is probable that they do not occur. Moreover, for orders greater than $\epsilon^2$, higher multiplicative couplings will appear, and the fate of the dynamical critical exponent is hard to predict. Additionally, the possibility of encountering crossovers at various time scales cannot be discounted. It’s worth noting that these effects fall beyond the intended scope of the current paper.

There is an important question that arise from the fact that multiplicative noise is been generated by DRG transformations. Provided we are describing a physical system in thermodynamic equilibrium, we are force to fix the thermal prescription $\alpha = 1$, since this prescription leads to the Boltzmann distribution. However, we found that critical exponents do not depend on the prescription (at least at order $\epsilon^2$); different dynamics, driven by different stochastic prescriptions (for instance, Itô, Stratonovich, Hänggi-Klimontovich, etc.), are in the same universality class. For this reason, the description of equilibrium dynamics by using Langevin equations makes sense.

It is very difficult to speculate which modifications our results will suffer at higher orders in the $\epsilon$ expansion. We have checked that at order $\epsilon^2$, higher order terms in the diffusion function are irrelevant. However, for greater orders, it is possible that the multiplicative fixed point could flow to a diffusion function, $G^*(\phi)$, with higher powers of $\phi$. A very interesting question is which is the fate of the diffusion function at the critical point at lower dimensions. Interestingly, in the extreme case $d = 2$, the whole diffusion function $G(\phi)$ is marginal at tree level. However, at this dimension, the $\epsilon$-expansion is not reliable. We leave the study of these questions for a future presentation.
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Appendix A. DRG-equations

The first step to build the perturbative DRG equations is to compute $S_{\Lambda/\hbar}$ using Eq. (88). Then, we rescale momentum, frequency and fields using Eqs. (82)-(87), and finally we compare $S_{\Lambda}$ with $S_{\Lambda}$. All the terms in the computation of Eq. (88) can be cast in terms of Feynman diagrams sketched in Figures 4, 5, 6, 7 and 8. In Appendix C, we explicitly show how to compute all the loop integrals and in
Appendix \[\text{Appendix D}\] we explicitly make the rescalings. We have computed all diagrams at second order in the couplings \(u\) and \(g\) and, after rescaling, we have found the following DRG equations:

\[
\begin{align*}
\frac{dr}{d\ell} &= 2r + \frac{u}{2(r+1)} - 2\alpha g + \frac{2gu}{3(r+1)^2} - \frac{u^2}{6(r+1)^3} + \frac{ru(3d(r+1)-4)(4g(r+1)-u)}{54d(r+1)^5} \quad (A.1) \\
\frac{du}{d\ell} &= u \left( 4 - d - \frac{3u}{2(r+1)^2} + \frac{4g}{r+1} - \frac{2gu}{3(r+1)^3} + \frac{u^2}{18(r+1)^4} + \frac{u(9d(r+1)-8)(4g(r+1)-u)}{54d(r+1)^5} \right) \quad (A.2) \\
\frac{dg}{d\ell} &= g \left( 2 - d + \frac{g}{r+1} - \frac{5u}{2(r+1)^2} + \frac{u(3d(r+1)-2)(4g(r+1)-u)}{27d(r+1)^5} \right) + \frac{u^2}{4(r+1)^3} \quad (A.3) \\
\frac{d\Gamma}{d\ell} &= \Gamma \left( z - 2 - \frac{2u^2}{27d(r+1)^5} + \frac{8ug}{27d(r+1)^4} \right) \quad (A.4)
\end{align*}
\]

In these equations, all couplings \(r\), \(u\) and \(g\) are dimensionless since we have rescaled them as

\[
\begin{align*}
\Lambda^{-2} r &\to r, \\
\frac{\Omega_d}{(2\pi)^d} \Lambda^{d-4} u &\to u, \\
\frac{\Omega_d}{(2\pi)^d} \Lambda^{d-2} g &\to g,
\end{align*}
\]

where \(\Omega_d\) is the area of a \((d-1)\)-dimensional sphere of radius one.

This expansion is meaningful, in the sense that it is controlled, provided we work near the upper critical dimension \(d_c = 4\). Then, we define the small variable \(\epsilon = 4 - d\) and look for fixed points making an expansion to order \(\epsilon^2\). For this, we look for solutions of \(dr/d\ell = du/d\ell = dg/d\ell = d\Gamma/d\ell = 0\), making an expansion of the form

\[
\begin{align*}
\epsilon^* &= r_1^* \epsilon + r_2^* \epsilon^2 + O(\epsilon^3) \\
u^* &= u_1^* \epsilon + u_2^* \epsilon^2 + O(\epsilon^3) \\
g^* &= g_1^* \epsilon + g_2^* \epsilon^2 + O(\epsilon^3)
\end{align*}
\]

By comparing the coefficients with equal order of \(\epsilon\), we find,

\[
\begin{align*}
r_1^* &= \frac{1}{6}, \quad r_2^* = \frac{97 + 162\alpha}{2196} \\
u_1^* &= \frac{2}{3}, \quad u_2^* = \frac{70}{729} \\
g_1^* &= 0, \quad g_2^* = -\frac{1}{18}
\end{align*}
\]

Since \(g_1^* = 0\), the multiplicative dynamical fixed point appears at order \(\epsilon^2\). Therefore, by expanding the terms \(1/(1+r)\) in powers of \(r\) and keeping only the terms that contribute to order \(\epsilon^2\), we find the simplified system given by Eqs. \[\text{[101]-[104]}\].

**Appendix B. Effect of higher order multiplicative couplings**

To define the multiplicative Langevin dynamics, we have considered a general diffusion function of the form

\[
G^2(\phi) = 1 + g_0 \phi^2 + g_2 \phi^4 + g_3 \phi^6 + \ldots \quad (B.1)
\]

To build the DRG equations we have only considered the first coupling constant \(g\) and we have ignored the higher order couplings \(g_2, g_3, \ldots\). The argument was that higher order couplings are irrelevant and can be ignored. This is true at order \(\epsilon^2\).
To see this, let us consider, in addition to $g$, the higher order coupling $g^2$. This coupling introduces two additional vertices to the perturbative expansion, as shown in Figure B.11.

The new 1-loop contributions to the Bosonic sector are depicted in Figure B.12. One immediate consequence of these diagrams is that they do not renormalize $r$. Because of the relation between the Grassmann and the response field propagator codified in Eqs. 94 and 95, diagrams II and III cancel each other, meaning that there are also no corrections to coupling constant $u$. Therefore, $g^2$ only contributes to modify $dg/d\ell$. Thus, the set of DRG equations at order $\epsilon^2$ are:

$$\frac{dr}{d\ell} = 2r + \frac{u(1-r)}{2} - \frac{u^2}{6} - 2\alpha g$$  \hspace{1cm} (B.2)

$$\frac{du}{d\ell} = u \left[ \epsilon - \frac{3u(1-2r)}{2} - \frac{2u^2}{27} + 4g \right]$$  \hspace{1cm} (B.3)

$$\frac{dg}{d\ell} = -2g + \frac{u^2}{4} + 12g^2$$  \hspace{1cm} (B.4)

$$\frac{dg^2}{d\ell} = -4g^2$$  \hspace{1cm} (B.5)

$$\frac{d\Gamma}{d\ell} = \Gamma \left( z - 2 - \frac{u^2}{54} \right)$$  \hspace{1cm} (B.6)

The only possible solution for the fixed point is $g^2 = 0$, even for the non Gaussian fixed point $u^* \neq 0$ and $g^* \neq 0$. Moreover, from Eq. (B.5), it is trivial to realize that $g^2$ is irrelevant, with dimension $-4$. In Figure B.13 we show the numerical solution of the DRG equations near $d_c = 4$ for initial conditions very near the Gaussian fixed point. As expected, we observe that the couplings $u, g$ evolve towards the nontrivial fixed point while $g^2$ exponentially decays to zero. For large $\ell$, coupling constants converge to the multiplicative noise fixed point characterized by $r^*, u^*, g^*_1$ given by Eqs. (113)-(115), and $g^*_2 = 0$. Therefore, the multiplicative noise fixed point, computed in the main text of the paper, is stable under $g^2$ perturbations. In other words, $g^2$ is irrelevant with respect to the new fixed point. In the figure, we can see that $g^2$ is a sub-leading variable and approaches zero very quickly, even before the other variables have reached the fixed point. Higher order multiplicative noise couplings produce vertices with an increasing number of legs. This fact strongly constrains the number of diagrams that can be constructed from these vertices and, at this order of approximation, they will be more irrelevant than $g^2$. Of course, in a higher order expansion in $\epsilon$, equation (B.5) could be modified by higher order diagrams, opening the possibility of a nontrivial fixed point.
Figure B.13: Numerical solution of the DRG equations, Eqs. (B.2) to (B.5) in $d = 4 - \epsilon$ and $\alpha = 0$ for initial conditions $u(0) = g_1(0) = 0.17$ and $g_2(0) = 0.1$. The dashed line represents the flow of $u(\ell)$, the dotted line, $g_1(\ell)$, while $g_2(\ell)$ is represented by the solid line.

point for $g_2$.

Summarizing, we can conclude that the diffusion function at the fixed point, at order $\epsilon^2$, is given by

$$G^2(\phi) = 1 + g^* \phi^2. \quad (B.7)$$

Higher order terms can only occur at higher orders in the $\epsilon$ expansion.

Appendix C. Diagrammatic computations

In order to build the DRG equations, we found the effective action $S'(\phi^<, \varphi^<, \xi^<, \bar{\xi}^<)$ by computing all the one and two vertices diagrams depicted in Figures 4-8.

The single vertex diagrams in Figure 4 are essentially constants, since the tadpoles in configuration space mean correlations computed at a single time and position, i.e., $G^>(0,0)$ or $R^>(0,0)$. In the usual treatment of quantum field theory, correlations at the same point and time are not well defined. In fact, the results often depend on the order of the limits $t \to 0$ and $x \to 0$. However, in the Wilson approach to DRG, the integrals over momentum are always cut-off in the ultraviolet as well as the infrared regimes. This fact makes this local quantities perfectly well defined. Indeed, all the momentum integrals will be done in the infinitesimal spherical shell $(1 - d\ell) < |k|/\Lambda < 1$. For instance, using Eq. (97), the bare response function in configuration space is

$$R^>(x,t) = \int_{1-\delta \ell < |k|/\Lambda < 1} \frac{dk}{(2\pi)^d} \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} \frac{e^{i k \cdot x + i\omega t}}{\omega + i \frac{r}{2} (k^2 + r)}$$

Taking the limits of $|x| \to 0$ and $t \to 0$ we find

$$R^>(0,0) = -i\Theta(0^+) \int_{1-\delta \ell < |k|/\Lambda < 1} \frac{dk}{(2\pi)^d} = -i\Theta(0^+) \frac{\Omega_d}{(2\pi)^d} \int_{(1-\delta \ell)\Lambda}^\Lambda dk k^{d-1}$$

In the last line of this equation, we have fixed $\Theta(0^+) = \alpha$, where $\alpha$ is the stochastic prescription [28]. Note that the role played by cut-offs is essential to give sense to the limit $\{|x|, t\} \to 0$.

Differently from tadpole diagrams, the contributions from the two-loop diagrams of Figure 5 are non-local expressions in configuration space. For instance, the first diagram in Figure 5 is proportional to a
functional of \( \varphi^<(x, t) \), given by

\[
I[\varphi^<] = \int d^4xd^4x'dtdt' \varphi^<(x, t)[G^>(x - x', t - t')]^3 \varphi^<(x', t')
\]  \hspace{1cm} \text{(C.3)}

where

\[
G^>(x - x', t - t') = \int_{1-\delta t<|k|/\Lambda<1} d^4k \frac{d^4\omega}{(2\pi)^4} \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} e^{-i\omega(t-t') + ik(x-x')}
\]  \hspace{1cm} \text{(C.4)}

The external legs represent the fields \( \varphi^< \), located at each vertex \( x \) and \( x' \). On the other hand, the internal legs represent the kernel \( [G^>(x - x', t - t')]^3 \), which connects both vertices.

This type of momentum-shell two-loop integrals were used to build the static Renormalization Group in Ref. \[37\] (please, see Chapter 15, Section 15.2.4). In this Appendix, we describe the method and generalize it to the dynamical case. The generalization does not introduce any additional difficulty since the time (or frequency) integrals are not constrained.

It is possible to localize the functional \( I[\varphi^<] \) (Eq. (C.3)) by expanding \( \varphi^<(x', t') \) around the coordinate \( \{x, t\} \) as follows:

\[
\varphi^<(x', t') = \varphi^<(x, t) + l_i \partial_i \varphi^<(x, t) + \tau \partial_t \varphi^<(x, t) + \frac{1}{2} l_i l_j \partial_i \partial_j \varphi^< + \ldots
\]  \hspace{1cm} \text{(C.5)}

where \( l = x - x' \) and \( \tau = t - t' \). Replacing Eq. (C.5) into Eq. (C.3) we find

\[
I[\varphi^<] = \Sigma_{3000} \int d^4xdt \varphi^<2(x, t) + \Sigma_{3001} \int d^4xdt \varphi^< \partial_t \varphi^<(x, t)
+ \Sigma_{3020} \int d^4xdt \frac{1}{2d} \varphi^<(x, t) \nabla^2 \varphi^<(x, t) + \ldots
\]  \hspace{1cm} \text{(C.6)}

where the constants

\[
\Sigma_{3000} = \int d^4ld\tau [G^>(l, \tau)]^3
\]  \hspace{1cm} \text{(C.7)}

\[
\Sigma_{3001} = \int d^4ld\tau [G^>(l, \tau)]^3
\]  \hspace{1cm} \text{(C.8)}

\[
\Sigma_{3020} = \int d^4ld\tau [l]^2 [G^>(l, \tau)]^3
\]  \hspace{1cm} \text{(C.9)}

We see from Eq. \[C.6\] that \( I[\varphi^<] \) is a local functional of \( \varphi^<(x, t) \). The ellipsis represents higher order derivatives terms that are irrelevant perturbations at the critical point. The notation used for the constants in this expansion will become clear below.

To complete this example, let us show how to compute, for instance, \( \Sigma_{3000} \) given by Eq. \[C.7\]. Using Eq. \[C.4\] and Eq. \[C.7\], we can explicitly written as

\[
\Sigma_{3000} = \Gamma^3 \int_{\text{shell}} \frac{d^dk_1d^dk_2d^dk_3}{(2\pi)^{3d}} \frac{d\omega_1d\omega_2d\omega_3}{(2\pi)^3} \delta^d(k_1 + k_2 + k_3) \delta(\omega_1 + \omega_2 + \omega_3)
\]  \hspace{1cm} \text{(C.10)}

where \( a_i = (\Gamma/2)(k_i^2 + r) \) with \( i = 1, 2, 3 \). The integration over \( k_i \) should be done on the spherical shell \( (1 - d\ell) < |k_i|/\Lambda < 1 \), for \( i = 1, 2, 3 \). This fact is indicated by the subscript “shell” in the momentum integral.

The frequency integrations can be easily done, using residues theorem, since they are not constrained. We get

\[
\Sigma_{3000} = \frac{\Gamma^3}{4} \int_{\text{shell}} \frac{d^dk_1d^dk_2d^dk_3}{(2\pi)^{3d}} \frac{\delta^d(k_1 + k_2 + k_3)}{a_1a_2a_3(a_1 + a_2 + a_3)}
\]  \hspace{1cm} \text{(C.11)}

This integral is extremely difficult (if not impossible) to do exactly. However, we are interested only in the contribution to order \( d\ell \), since this is the only term that enters the recursive DRG equations. To do this,
Figure C.14: Typical configuration of internal momenta in a two-loop diagram. The figure shows the intersection of the plane formed by the three vectors and the d-dimensional spherical shell. Thus, the three momenta lie in a thin circular shell \((1 - d\ell) < k_i/\Lambda < 1\), with \(i = 1, 2, 3\). On the other hand, \(k_1 + k_2 + k_3 = 0\) due to momentum conservation.

We take advantage of the strong constraints imposed by the thin spherical shell \((d\ell \ll 1)\) and momentum conservation. The integration domain is composed by the set of all three vectors living in the thin shell which sum zero. It will be denoted by \(D\) and can be sketched by

\[
\int_D d^dk_1 d^dk_2 d^dk_3 = \int_{\text{shell}} d^dk_1 d^dk_2 d^dk_3 \delta^d(k_1 + k_2 + k_3)
\]

\[\text{(C.12)}\]

in such a way that \(D\) is the domain described before, \(A_{d\ell}\) is the sub-domain of \(D\) \((A_{d\ell} \subset D)\) which contains all the contributions to order \(d\ell\) and \(A^c\) is the complement set, in the sense that \(D = A_{d\ell} \cup A^c\) and \(A_{d\ell} \cap A^c = \emptyset\). The leading order of the integral over \(A^c\) is, at least, \(d\ell^2\).

To look for \(A_{d\ell}\), it is convenient to visualize the domain \(D\) in a geometrical way. From a geometrical point of view, three non co-linear vectors with zero sum are in the same plane. Thus, for a fixed orientation of the plane, the three vectors live in the intersection of a plane with a d-dimensional spherical shell. The projection of this intersection on the plain is a circular shell that we depict in Figure C.14. In the limit of very small \(d\ell\), the vectors form an almost equilateral triangle. In the limit of \(d\ell \to 0\), the only possible configuration is an exact equilateral triangle inscribed in a circle of radius \(\Lambda\).

Let us consider now the set of all equilateral triangles inscribed in circles of radius between \(\Lambda(1 - d\ell) < k < \Lambda\), with \(d\ell \ll 1\). We claim that this set of triangles is our sub-domain \(A_{d\ell}\). In the following, we demonstrate it and compute the integral.

By definition, in each configuration of the sub-domain \(A_{d\ell}\) all three momenta have the same modulus \(k_1 = k_2 = k_3 = k\), with \(\Lambda(1 - d\ell) < k < \Lambda\). Thus, we can parametrize this set by considering

\[
\int_{\text{shell}} d^dk_1 d^dk_2 d^dk_3 \delta^d(k_1 + k_2 + k_3) \times \\
\times \left\{ \Lambda^2 \delta(k_1 - k_2) \delta(k_1 - k_3) + (1 - \Lambda^2 \delta(k_1 - k_2) \delta(k_1 - k_3)) \right\}
\]

\[\text{(C.14)}\]

\[\text{(C.15)}\]

where we have added and subtracted the term \(\Lambda^2 \delta(k_1 - k_2) \delta(k_1 - k_3)\). The factor \(\Lambda^2\) was added for dimensional reasons.
We will show that this parametrization is the one we are looking for, to implement the correct sub-domain \( A_{dl} \) in such a way that the integration measure corresponding to each part of the integral is

\[
\int_{A_{dl}} \rightarrow \Lambda^2 \int_{\text{shell}} d^d l_1 d^d l_2 d^d k_3 \delta^d(l_1 + l_2 + k_3) \delta(k_1 - l_2) \delta(k_1 - k_3) \tag{C.16}
\]

\[
\int_{A^c} \rightarrow \int_{\text{shell}} d^d l_1 d^d l_2 d^d k_3 \delta^d(l_1 + l_2 + k_3) \{1 - \Lambda^2 \delta(k_1 - l_2) \delta(k_1 - k_3)\} \tag{C.17}
\]

It is clear that both integrals have disjoint domains. The first one is formed by all the momenta with equal modulus that live in the spherical shell, while the second one is the complement.

The integral of Eq. \( \text{(C.16)} \) is quite simple to compute. Firstly, we rewrite the measure in spherical coordinates. Thus, we simply integrate over the modulus of \( k_1 \) and \( k_2 \) using the modulus \( \delta \)-functions. Thus, we are lead with a remaining integral over the modulus of \( k_3 \) coordinates. Then, we simply integrate over the modulus of \( k_3 \) into the complete hyper-sphere, \( \Omega_d \). To be concrete,

\[
\Lambda^2 \int_{\text{shell}} d^d l_1 d^d l_2 d^d k_3 \delta^d(l_1 + l_2 + k_3) \delta(k_1 - l_2) \delta(k_1 - k_3) \sim \Lambda^2 \int d\Omega_d \int_{\Lambda(1-d\ell)}^{\Lambda} dk k^{2d-3} \tag{C.18}
\]

Clearly, this integral will produce a term of order \( d\ell \) plus higher order terms.

The only point that remains to be elucidated is the leading order of the integral over the complement domain \( A^c \), Eq. \( \text{(C.17)} \). In this case, the integration is performed over all configurations where the modulus of the three vectors are not equal. Therefore, there is no way to reduce this integral to a single momentum integral. Fixing the modulus and the orientation of one of the vectors, say \( k_3 \), we need to integrate in the other two momenta \( l_1 \) and \( l_2 \). This contributes to the integral to order at least \( d\ell^2 \). In this way, the integral over \( A_{dl} \) has all the contributions to order \( d\ell \) (and of course higher order terms), while the integral over \( A^c \) contributes with at least \( d\ell^2 \) and higher order terms. Therefore, in the limit of an extremely thin shell, only the first integral is relevant.

The leading order of the integral over \( A_{dl} \) is very simple to compute. In practice, it is simply to replace all modulus of the momenta by \( \Lambda \) in the integrand and finally to perform the angular integrations. We find

\[
\Sigma_{3000} = \frac{4}{3 \Gamma} \frac{\Lambda^{2d-8} \Omega_d}{(1 + r \Lambda^{-2})^3} d\ell + O(d\ell^2) \tag{C.19}
\]

where \( \Omega_d \) is the area of a \((d-1)\)-dimensional sphere of radius one. This type of two-loop integrals can be found in Ref. \([37]\).

All the diagrams shown in Figures from 5 to 8 can be computed, after the localization process, as combinations of the integrals

\[
\Sigma_{ijkm} = \int d^dl \int d\tau \ G(l, \tau) R(l, \tau)^i R(l, \tau)^j l^k \tau^m \tag{C.20}
\]

where the indices \( i, j, k, m \) can take the values \( 0, 1, 2, 3 \). Equation \( \text{(C.19)} \) is a typical example with \( i = 3 \) and \( j = k = m = 0 \). We have computed all relevant integrals, using the methods described above. The results are:

\[
\Sigma_{2000} = \frac{2}{\Gamma} \frac{\Lambda^{d-6} \Omega_d}{(1 + r)^3} d\ell \\
\Sigma_{0200} = \frac{-1}{\Gamma} \frac{\Lambda^{d-2} \Omega_d}{(1 + r)} d\ell
\]
\[
\begin{align*}
\Sigma_{1100} &= -i \frac{\Lambda^{d-4} \Omega_d}{\Gamma (1 + r)^2} d\ell \\
\Sigma_{2100} &= -2i \frac{\Lambda^{2d-6} \Omega_d}{3\Gamma (1 + r)^3} d\ell \\
\Sigma_{2120} &= \frac{4i \Lambda^{2d-8} \Omega_d}{9\Gamma (1 + r)^4} [d - \frac{4 - 1}{3 (1 + r)}] d\ell \\
\Sigma_{1220} &= \frac{4 \Lambda^{2d-6} \Omega_d}{9\Gamma (1 + r)^3} [d - \frac{4 - 1}{3 (1 + r)}] d\ell \\
\Sigma_{3000} &= 4 \frac{\Lambda^{2d-8} \Omega_d}{3\Gamma (1 + r)^4} d\ell \\
\Sigma_{1200} &= -2 \frac{\Lambda^{2d-4} \Omega_d}{3\Gamma (1 + r)^2} d\ell \\
\end{align*}
\]

where we have redefined the constant \( r \Lambda^{-2} \rightarrow r \), to make it dimensionless.

**Appendix D. Rescaling of the action**

In Section 4.1, we described how to obtain the DRG equations (Eqs. 101-104). The main steps were, after the calculation of all the integrals, the rescaling of momenta, frequency and fields in \( S'_{\Lambda/b} \), using Eqs. 82-87, in order to reestablish the original cut-off \( \Lambda \) and compare the result with the initial action \( S_{\Lambda} \).

In this Appendix we explicitly show how to perform these rescalings. After the computation of all diagrams we find for the effective action \( S'_{\Lambda/b} \)

\[
S'_{\Lambda/b} = \int_{b/\Lambda} dt \, d^3x \left\{ i \varphi \partial_\tau \phi - \frac{i \Gamma}{2} \varphi \nabla^2 \phi + \frac{i \Gamma}{2} r \varphi \phi + \frac{\Gamma}{2} Z r \phi^2 \\
+ \frac{i u \Gamma}{2} Z \phi^2 \phi^3 - \frac{u \Gamma}{4} Z \phi^2 \phi^2 \phi^2 + i g \Gamma Z \phi \phi \phi \phi \phi \right\}.
\]

where

\[
\begin{align}
Z_\omega &= 1 - \frac{u^2 \Gamma^2}{8} \Sigma_{2101} + \frac{i u g \Gamma^2}{2} \Sigma_{1201} \\
Z_k &= 1 + \frac{u^2 \Gamma^2}{8d} \Sigma_{2120} - \frac{i u g \Gamma}{2d} \Sigma_{1220} \\
Z_{\Gamma} &= 1 + g G^>(0) + \frac{u^2 \Gamma^2}{3d} \Sigma_{3000} - i u g \Gamma \Sigma_{2100} \\
Z_r &= 1 + \frac{u^2 \Gamma^2}{2r} G^>(0) - \frac{2ir}{r} R^>(0) + \frac{u^2 \Gamma^2}{4ir} \Sigma_{2100} - \frac{u \Gamma}{r} \Sigma_{1200} \\
Z_u &= 1 - \frac{3}{2} i u \Gamma \Sigma_{1100} - 3g \Gamma \Sigma_{2000} \\
Z_g &= 1 + g \Gamma \Sigma_{2000} - \frac{5iu \Gamma}{2} \Sigma_{1100} + \frac{u^2 \Gamma^2}{8g} \Sigma_{2000}
\end{align}
\]

with \( \Sigma_{ijkl} \) given by Eq. (C.21). Since we know that each \( \Sigma_{ijkl} \) correction (as well as \( G^>(0), R^>(0) \)) is of order \( d\ell \), we can simplify the notation and write

\[
\begin{align}
Z_\omega &= 1 + A(r, u, g)d\ell \\
Z_{\Gamma} &= 1 + C(r, u, g)d\ell \\
Z_r &= 1 + D(r, u, g)d\ell \\
Z_u &= 1 + E(r, u, g)d\ell \\
Z_g &= 1 + F(r, u, g)d\ell
\end{align}
\]

To find the DRG equations, we have to analyze each term of the actions \( S'_{\Lambda/b} \) given by Eq. (D.1) and compare to \( S_{\Lambda} \). In the following, we discuss each term separately.
Regarding the temporal derivative term in \( D.1 \), we have in Fourier space,
\[
\int_{\Lambda/b} \varphi Z_{\omega} \omega \phi \, d\omega dk = \int_{\Lambda} b^{-d-2z+22-n_1/2-z} Z_{\omega} \varphi \omega \phi \, d\omega dk. \quad (D.11)
\]
Comparing with \( S_{\Lambda} \) we get
\[
Z_{\omega} b^{\eta_2 - \eta_1/2} = 1.
\]
Since \( b = 1 + d\ell \), the difference between anomalous dimensions \( \eta_2 - \eta_1 \) is given by
\[
\frac{\eta_2 - \eta_1}{2} = \frac{Z_{\omega}^{-1} - 1}{d\ell} = -A(r, u, g) \quad (D.12)
\]

The second term of Eq. \( D.1 \) proportional to the Laplacian of \( \phi \) scales (in Fourier space) as
\[
\int_{\Lambda/b} \Gamma R Z_{\omega} k^2 \phi \, d\omega dk = \int_{\Lambda} b^{-d-2z+22-n_1/2-2} \Gamma R Z_{\omega} k^2 \phi \, d\omega dk \quad (D.13)
\]
Comparing with \( S_{\Lambda} \) we get
\[
\Gamma' = \Gamma b^{-2+\eta_2 - \eta_1} = \Gamma Z_{\omega} b^{-2}\quad (D.14)
\]
Considering the infinitesimal transformation \( b = 1 + d\ell \) we find
\[
\frac{d\Gamma}{d\ell} = \Gamma (z - 2 + B + \frac{\eta_2 - \eta_1}{2}) \quad (D.15)
\]
or, using Eq. \( D.12 \)
\[
\frac{d\Gamma}{d\ell} = \Gamma (z - 2 + B(r, u, g) - A(r, u, g)) \quad (D.16)
\]
Replacing in this expression the explicit forms of \( A(r, u, g) \) and \( B(r, u, g) \) we find Eq. \( A.4 \).

Eq. \( A.1 \) can be found from the scaling of the third term of Eq. \( D.1 \):
\[
\int_{\Lambda/b} \Gamma R Z_{r} \phi \, d\omega dk = \int_{\Lambda} b^{-d-2z+22-n_1/2} \Gamma R Z_{r} \phi \, d\omega dk \quad (D.17)
\]
Comparing with \( S_{\Lambda} \),
\[
\Gamma' r' = \Gamma r Z_{r} b^{\eta_2 - \eta_1} \quad (D.18)
\]
Using the explicit form of \( \Gamma' \) given by Eq. \( D.14 \)
\[
r' = Z_{k}^{-1} Z_{\omega} Z_{r} b^2 \quad (D.19)
\]
and considering the infinitesimal transformation \( b = 1 + d\ell \) we finally obtain
\[
\frac{dr}{d\ell} = r (2 - B(r, u, g) + D(r, u, g)) \quad (D.20)
\]
By replacing the explicit expressions for \( B(r, u, g) \) and \( D(r, u, g) \) we find Eq. \( A.1 \).
Regarding the $u$ coupling, we have:

$$\int_{\Lambda/b} d\omega d^4k \frac{u \Gamma}{3!} Z_u \phi^3 = \int_{\Lambda} d\omega d^4k b^{-3d-3z+2d+4z+2+2n_2} - \eta_2 \frac{u \Gamma}{3!} Z_u \phi^3 \quad (D.21)$$

After comparing with $S_\Lambda$ and following the same procedures we find

$$u' = u Z_k^{-1} Z_u b^{4-d+\eta_2} \quad (D.22)$$

Considering infinitesimal transformations and the expressions for $Z_k$ and $Z_u$ we get

$$\frac{du}{d\ell} = u(4 - d + \eta_2 + E(r, u, g) - B(r, u, g)); \quad (D.23)$$

that is equivalent to Eq A.2 after replacing the explicit values of $E(r, u, g)$ and $B(r, u, g)$.

Finally, for Eq. A.3 we need to rescale

$$\int_{\Lambda/b} \frac{g \Gamma}{2} Z_g \phi^2 \phi^2 d\omega d^4k = \int_{\Lambda} b^{-3d-3z+2d+4z+2+2n_2} - \eta_1 \frac{g \Gamma}{2} Z_g \phi^2 \phi^2 d\omega d^4k \quad (D.24)$$

in such a way that

$$\Gamma' g' = \Gamma g Z_g b^{2-d+\eta_2-\eta_1} \quad (D.25)$$

Using previous results we easily find

$$g' = g Z_k^{-1} Z_\omega Z_g b^{2-d+\eta_2-\eta_1} = g Z_k^{-1} Z_\omega^{-1} Z_g b^{2-d} \quad (D.26)$$

Therefore, we arrive at the DRG equation for the $g$ coupling as

$$\frac{dg}{d\ell} = g(2 - d + \eta_2 - \eta_1 + A(r, u, g) - B(r, u, g) + F(r, u, g)) \quad (D.27)$$

or by using Eq. (D.12)

$$\frac{dg}{d\ell} = g(2 - d - A(r, u, g) - B(r, u, g) + F(r, u, g)) \quad (D.28)$$

which coincides with Eq. A.3 after replacing explicit expressions for $A(r, u, g)$, $B(r, u, g)$ and $F(r, u, g)$.
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