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Abstract

The problem of deletion of vertices to a hereditary graph class is a well-studied problem in parameterized complexity. Recently, a natural extension of the problem was initiated where we are given a finite set of hereditary graph classes and we determine whether \( k \) vertices can be deleted from a given graph so that the connected components of the resulting graph belong to one of the given hereditary graph classes. The problem is shown to be fixed parameter tractable (FPT) when the deletion problem to each of the given hereditary graph classes is fixed-parameter tractable, and the property of being in any of the graph classes is expressible in the counting monodic second order (CMSO) logic. This paper focuses on pairs of specific graph classes (\( \Pi_1, \Pi_2 \)) in which we would like the connected components of the resulting graph to belong to, and design simpler and more efficient FPT algorithms.

1 Introduction

Graph modification problems are a class of problems in which the input instance is a graph, and the goal is to check if the input can be transformed into a graph of a specified graph class by using some “allowed” graph operations. Depending on the allowed operations, vertex or edge deletion problems, edge editing or contraction problems have been extensively studied in various algorithmic paradigms.

In the last two decades, graph modification problems, specifically vertex deletion problems, have been extensively studied in the field of parameterized complexity. Examples of vertex deletion problems include VERTEX COVER, CLUSTER VERTEX DELETION, FEEDBACK VERTEX SET, and CHORDAL DELETION SET. We know from the classical result by Lewis and Yannakakis [25] that the problem of whether removing a set of at most \( k \) vertices results in a graph satisfying a hereditary property \( \pi \) is NP-complete for every non-trivial property \( \pi \). It is well-known that any hereditary graph

*Preliminary versions of the paper appeared in proceedings of IPEC 2020 [19] and FCT 2021 [20].
class can be described by a forbidden set of graphs, finite or infinite, that contains all minimal forbidden graphs in the class. It is also well-known [7] that if a hereditary graph class has a finite forbidden set, then deletion to the graph class has a simple fixed-parameter tractable (FPT) algorithm using a hitting set based approach.

Recently Jacob et al. [18,19], building on the work of Ganian et al. [16] for constraint satisfaction problems, introduced a natural extension of vertex deletion problems to deletion to scattered graph classes. Here we want to delete vertices from a given graph to put the connected components of the resulting graph to one of a few given graph classes. A scattered graph class ($\Pi_1, \ldots, \Pi_d$) consists of graphs whose connected components are in one of the graph classes $\Pi_1, \ldots, \Pi_d$. The vertex deletion problem to this class cannot be solved by a hitting set based approach, even if the forbidden graphs for these classes are finite. In particular, it is possible that the solution could be disjoint from the forbidden subgraphs present in the input instance. It is sufficient if the solution separates a forbidden subgraph from one class from a forbidden subgraph of another class so that the forbidden subgraphs of the $d$ classes don’t belong to the same component.

Jacob et al. [19] proved that the vertex deletion problem for the scattered graph class ($\Pi_1, \ldots, \Pi_d$) is FPT with running time $2^{\text{poly}(k)}n^{O(1)}$ ($\text{poly}(k)$ denotes a polynomial in $k$) if the forbidden families corresponding to all the graph classes $\Pi_1, \ldots, \Pi_d$ are finite. The technique involves iterative compression and important separator variants. In a later result [18], they showed that when the vertex deletion problem to each of the individual graph classes is FPT and for each graph class, the property that a graph belongs to the graph class is expressible by Counting Monadic Second Order (CMSO) logic. Unfortunately, the running time of the algorithm incurs a gargantuan constant factor (a function of $k$) overhead.

Since the algorithms in [18,19] incur a huge running time and use sophisticated techniques, it is interesting to see whether we can get simpler and faster algorithms for some special cases of the problem. In this paper, we do a deep dive on the vertex deletion problems to a pair of graph classes when at least one of the graph classes has an infinite forbidden family.

**Our Problems, Results, and Techniques:** We look at specific variants of the following problem.

| Problem: $\Pi_1$ or $\Pi_2$ Deletion |
|--------------------------------------|
| **Input:** An undirected graph $G = (V, E)$, two hereditary graph classes $\Pi_1$ and $\Pi_2$ with $\mathcal{F}_i$ as the forbidden family for graphs whose each connected component belongs to $\Pi_i$ for $i \in \{1, 2\}$. |
| **Parameter:** $k$ |
| **Question:** Is there a set $S \subseteq V(G)$ of size at most $k$ such that every connected component of $G - S$ is in $\Pi_1$ or in $\Pi_2$? |

We emphasize that two distinct components of $G - S$ can be in two distinct classes $\Pi_1$ and $\Pi_2$. We do not ask that every component of the resulting graph is in $\Pi_1$ or that every component of the resulting graph is in $\Pi_2$. Also, note that the forbidden families $\mathcal{F}_i$ are for graphs whose each connected component is a graph belonging to $\Pi_i$ for $i \in \{1, 2\}$. It is not the forbidden family of graphs associated to the graph class $\Pi_i$. This distinction does not make a difference for most of the popular graph classes as the union of connected components of such graph classes still belong to the graph class.

---

1 A hereditary graph class is a class of graphs that is closed under induced subgraphs
Examples include bipartite graphs, chordal graphs, planar graphs, interval graphs, and forests. However, it is important for classes such as cliques and split graphs. The forbidden family for cliques is the singleton graph $2K_1$. But if the graph class is such that each connected component is a clique, $2K_1$ is present by taking a single vertex from two different components of the graph. The forbidden family in this case can be proven to be the singleton graph $P_3$. In our definition of $\Pi_1$ OR $\Pi_2$ DELETION, when the graph class $\Pi_1$ is the class of cliques $\mathcal{F}_1 = \{P_3\}$ is the forbidden family of graphs where each component is a clique.

We describe a general algorithm for $\Pi_1$ OR $\Pi_2$ DELETION under some conditions which cover pairs of several graph classes. While the specific conditions on the pairs of classes to be satisfied by this algorithm are somewhat technical and are explained in Section 4.2 and 4.3.2, we give a high-level description here. We note that we do not put any CMSO logic based conditions; thus the algorithm solves fixed parameter tractability for pairs of graph classes not coming under the result by Jacob et al in [18].

We first make the reasonable assumption that the vertex deletion problems to the graph class $\Pi_1$ and to $\Pi_2$ have FPT algorithms. As we want every connected component of the graph after removing the solution vertices to be in $\Pi_1$ or in $\Pi_2$, any pair of forbidden subgraphs $H_1 \in \mathcal{F}_1$ and $H_2 \in \mathcal{F}_2$ cannot both be in a connected component of $G$. Let us look at such a component $C$ with $J_1, J_2 \subseteq V(C)$ such that $G[J_i]$ is isomorphic to $H_i$ for $i \in \{1, 2\}$ and look at a path $P$ between the sets $J_1$ and $J_2$. Assuming that the graphs in families $\mathcal{F}_1$ and $\mathcal{F}_2$ are connected graphs, we can conclude that the solution has to hit the set $J_1 \cup J_2 \cup P$ allowing a branching on such sets.

However, if the path is too large, such a branching does not lead to efficient algorithms. The generalization comes up from our observation that for certain pairs of graph classes, if we focus on a pair of forbidden subgraphs $H_1 \in \mathcal{F}_1$ and $H_2 \in \mathcal{F}_2$ that are “closest” to each other, then there is always a solution that does not intersect the shortest path $P$ between them. This helps us to branch on the vertex sets of these forbidden graphs. However, note that the forbidden graphs may have unbounded sizes.

We come up with a notion of forbidden pair (Definition 5 in Section 4.1) and show that there are pairs of graph classes that have a finite number of forbidden pairs even if each of them has infinite forbidden sets. For some such pairs, we can bound the branching step to obtain the FPT algorithm.

**Organization of the paper:** In Section 2, we state the notations used in this paper and give the necessary preliminaries on various graph classes and parameterized complexity. We also state some preliminary observations and reduction rules for $\Pi_1$ OR $\Pi_2$ DELETION. In Section 3, we give algorithms and kernels for the simplest case of the problem when both of the forbidden families associated with the pair of graph classes are finite, and one of them has a path graph present in it.

In Section 4, we give algorithms $\Pi_1$ OR $\Pi_2$ DELETION having a constant sized forbidden pair families. We define the notion of forbidden pair family and associated characterizations in Section 4.1. In Section 4.2, we first give an algorithm for $\Pi_1$ OR $\Pi_2$ DELETION having a constant sized forbidden pair families assuming that one of the families has a path graph present in it. Later, we give some examples of pairs of graph classes satisfying these properties.

In Section 4.3, we give algorithms for $\Pi_1$ OR $\Pi_2$ DELETION having a constant sized forbidden pair families satisfying some additional conditions. For these problems, the path between the closest forbidden pair need not be finite like the examples in Section
We motivate this algorithm with the example of Claw-Free-or-Triangle-Free Deletion in Section 4.3.1. In Section 4.3.2 we give the general algorithm for this case. In Section 4.3.3 we give more examples for this case, such as Interval-or-Tree Deletion, Proper Interval-or-Tree Deletion, and Chordal-or-Bipartite Permutation Deletion.

2 Preliminaries

Sets and Graph Theory: Given \( r \in \mathbb{N} \), we use \([r]\) to denote the set \([1, \ldots, r]\). Given an integer \( t \), we use \((A)_{t}\) to denote the collection of all subsets of \( A \) of size exactly \( t \) and use \((A)_{\leq t}\) to denote the collection of all subsets of \( A \) of size at most \( t \). We consider undirected graphs throughout this paper. We use standard graph-theoretic notations for undirected graphs from [14].

Parameterized Complexity: A parameterized problem \( L \) is a subset of \( \Sigma^{*} \times \mathbb{N} \) for some finite alphabet \( \Sigma \). An instance of a parameterized problem \( L \) is a pair \((x, k)\) \( \in \Sigma^{*} \times \mathbb{N} \) where \( k \) is called the parameter and \( x \) is called the input. We assume that \( k \) is
given in unary and without loss of generality $k \leq |x|$, such that $|x|$ is the length of the input.

**Definition 1** (Fixed-Parameter Tractability). A parameterized problem $L \subseteq \Sigma^* \times \mathbb{N}$ is said to be fixed-parameter tractable if there exists an algorithm $A$ that given an input $(x, k)$, runs in $f(k)|x|^c$ time and correctly decides if $(x, k) \in L$ where $c$ is a fixed constant independent of $|x|$ and $k$.

A closely related notion to fixed-parameter tractability is the notion of Kernelization defined below.

**Definition 2** (Kernelization). Let $L \subseteq \Sigma^* \times \mathbb{N}$ be a parameterized language. Kernelization is a procedure that replaces the input instance $(I, k)$ by a reduced instance $(I', k')$ such that

- $k' \leq f(k)$, $|I'| \leq g(k)$ for some function $f, g$ depending only on $k$.
- $(I, k) \in L$ if and only if $(I', k') \in L$.

The reduction from $(I, k)$ to $(I', k')$ must be computable in $\text{poly}(|I| + k)$ time. If $g(k) = k^{\mathcal{O}(1)}$ then we say that $L$ admits a polynomial kernel.

For more details on parameterized complexity, we refer to [12].

We now end the section by introducing some notations and observations on $\Pi_1$ OR $\Pi_2$ DELETION that we use in the paper. Throughout this paper, we assume that the graphs in the forbidden families $F_1$ and $F_2$ associated to $\Pi_1$ or $\Pi_2$ DELETION are connected which is true for most of the well-known graph classes. We use $\Pi_{1,2}$ to denote the class of graphs whose connected components are in the graph classes $\Pi_1$ or $\Pi_2$.

**Definition 3** (Minimal Forbidden Family). A forbidden family $F$ for a graph class $\Pi$ is said to be minimal if for all graphs $H \in F$, we have that $F \setminus \{H\}$ is not a forbidden family for $\Pi$.

Let $F_1 \times F_2 = \{(H_1, H_2) : H_1 \in F_1 \text{ and } H_2 \in F_2\}$. The following characterization for $\Pi_{1,2}$ is easy to see.

**Observation 1**. A graph $G$ is in the graph class $\Pi_{1,2}$ if and only if no connected component $C$ of $G$ contains $H_1$ and $H_2$ as induced graphs in $C$, where $(H_1, H_2) \in F_1 \times F_2$.

Let $J_1, J_2 \subseteq V(G)$ such that $G[J_i]$ is isomorphic to graphs $H_i$ for $i \in \{1, 2\}$ and $(H_1, H_2) \in F_1 \times F_2$. We call the sets $J_1$ and $J_2$ as the vertex sets of the pair $(H_1, H_2)$.

In the following lemma, we show that any solution to $\Pi_1$ OR $\Pi_2$ DELETION must either hit the vertex sets of a pair in $F_1 \times F_2$ or a path connecting them.

**Lemma 2**. Let $J_1, J_2 \subseteq V(G)$ such that $G[J_i]$ is isomorphic to graphs $H_i$ for $i \in \{1, 2\}$ and $(H_1, H_2) \in F_1 \times F_2$. Let $P$ be a path between $J_1$ and $J_2$ in the graph $G$. Then any solution for $\Pi_1$ OR $\Pi_2$ DELETION with input graph $G$ contains one of vertices in the set $J_1 \cup J_2 \cup P$. 


Proof. Suppose this is not the case. Since the graphs $H_1$ and $H_2$ are connected, the graph $G'$ induced by the set $J_1 \cup J_2 \cup P$ is a connected subgraph of $G$. If a solution $X$ does not intersect $J_1 \cup J_2 \cup P$, then $G'$ occurs in a connected component $C$ of the remaining graph $G - X$. The presence of graphs $H_1$ and $H_2$ in $C$ implies that $C$ is neither in $\Pi_1$ nor in $\Pi_2$ giving a contradiction that $X$ is a solution.

We use the following reduction rule for $\Pi_1$ or $\Pi_2$ DELETION whose correctness easily follows.

Reduction Rule 1. If a connected component $C$ of $G$ is in $\Pi_1$ or in $\Pi_2$, then delete $C$ from $G$. The new instance is $(G - V(C), k)$.

3 Finite $\Pi_1$ or $\Pi_2$ Deletion with forbidden paths

In this section, we restrict the problem to the case where both the forbidden families $\mathcal{F}_1$ and $\mathcal{F}_2$ are finite and there exists a path $P_\alpha$ in one of the families, say $\mathcal{F}_1$ where $\alpha$ is some constant. Observe that for several natural graph classes (like cluster graphs, edgeless graphs, split cluster graphs, cographs) paths above a certain length is forbidden.

We define the problem below.

**Finite $\Pi_1$ or $\Pi_2$ Deletion with Path**

**Input:** An undirected graph $G$, and an integer $k$. Furthermore, for a fixed integer $\alpha$, the path $P_\alpha \in \mathcal{F}_1$.

**Question:** Does $G$ have a set $S$ of at most $k$ vertices such that every connected component of $G - S$ is in $\Pi_1$ or in $\Pi_2$?

Since both $\mathcal{F}_1$ and $\mathcal{F}_2$ are finite, the set $\mathcal{F}_1 \times \mathcal{F}_2$ is also finite.

Let us look at a pair $(H_1, H_2)$ such that the distance between its vertex sets is the smallest among all the pairs in $\mathcal{F}_1 \times \mathcal{F}_2$. We call such a pair the closest pair. We claim below that this distance is bounded by $\alpha$.

**Lemma 3.** Let $(H_1, H_2) \in \mathcal{F}_1 \times \mathcal{F}_2$ be a closest pair in the graph $G$ and let $(J_1, J_2)$ be a pair of vertex subsets corresponding to the pair. Let $P$ be a shortest path between $J_1$ and $J_2$. Then $|V(P)| \leq \alpha$.

**Proof.** Suppose this is not the case. Then let us look at the set $J'_1$ of the last $\alpha$ vertices of $P$ which is isomorphic to $P_\alpha \in \mathcal{F}_1$. Then the pair of vertex subsets $(J'_1, J_2)$ corresponds to the pair $(P_\alpha, H_2)$ in the graph $G$ with the distance between them as zero. This contradicts that $(J_1, J_2)$ is the vertex subsets of the closest pair.

Hence, we have the following branching rule for closest pairs where we branch on the vertex subsets plus the vertices of the path. The correctness follows from Lemma 2.

**Branching Rule 1.** Let $(J^*, T^*)$ be the vertex subsets of a closest pair $(H_1, H_2) \in \mathcal{F}_1 \times \mathcal{F}_2$. Let $P^*$ be a path corresponding to this forbidden pair. Then for each $v \in J^* \cup T^* \cup P^*$, we delete $v$ and decrease $k$ by 1, resulting in the instance $(G - v, k - 1)$.

Using this branching rule, we have an FPT algorithm for Finite $\Pi_1$ or $\Pi_2$ Deletion with Path. Let $d_i$ be the size of a maximum sized finite forbidden graph in
\( \mathcal{F}_1 \) for \( i \in \{1, 2\} \). Observe that \( |(J^* \cup T^*) \cap P^*| \geq 2 \) as \( P^* \) be a shortest path between a vertex of \( J^* \) and a vertex of \( P^* \). Therefore, \( |J^* \cup T^* \cup P^*| \leq |J^*| + |T^*| + |P^*| - 2 \). As \( |J^*| \leq d_1, |T^*| \leq d_2 \) and \( |P^*| \leq \alpha \), we have that \( |J^* \cup T^* \cup P^*| \leq d_1 + d_2 + \alpha - 2 \). Let \( c = d_1 + d_2 + \alpha - 2 \).

**Theorem 1.** Finite \( \Pi_1 \) or \( \Pi_2 \) Deletion with Path can be solved in \( c^k \text{poly}(n) \) time.

**Proof.** We describe our algorithm as follows. Let \( (G, k) \) be an input instance of Finite \( \Pi_1 \) or \( \Pi_2 \) Deletion with Path. We exhaustively apply Reduction Rule 1 and Branching Rule 1 in sequence to get an instance \( (G', k') \). The algorithm finds the closest pair to apply Branching Rule 1 by going over all pairs in \( (H_1, H_2) \in \mathcal{F}_1 \times \mathcal{F}_2 \) and going over all subsets of size \( |V(H_1)| + |V(H_2)| \) of the graph (which is still a polynomial in \( n \)) and checking the distance between them.

Every component of \( G' \) is such that it is \( \mathcal{F}_1 \)-free or \( \mathcal{F}_2 \)-free or in other words in \( \Pi_1 \) or \( \Pi_2 \). Hence if \( k' \geq 0 \), we return yes-instance. Otherwise, we return no-instance. Since the largest sized obstruction in these rules is at most \( c = d_1 + d_2 + \alpha - 2 \), the bounded search tree of the algorithm has \( c^k \) nodes bounding the running time to \( c^k \text{poly}(n) \). This completes the proof. \( \square \)

We now describe a family of graphs such that instead of focusing that each component is free of pairs in \( \mathcal{F}_1 \times \mathcal{F}_2 \), we can check whether the graph is free of graphs in this family.

Let \( \mathcal{F}' \) be the minimal family of graphs (as in Definition 3) such that for each member \( H \in \mathcal{F}' \), there exist subsets \( J_1, J_2 \subseteq V(H) \) such that \( H[J_1] \) is isomorphic to \( H_i \in \mathcal{F}_i \) for \( i \in \{1, 2\} \) and \( d_1(J_1, J_2) \leq \alpha - 1 \).

From Lemma 2, it can be inferred that any graph without any members from \( \mathcal{F}' \) as induced subgraphs belong to the graph class \( \Pi_{1,2} \). Hence, the set \( \mathcal{F}' \) is the forbidden family for the graph class \( \Pi_{1,2} \). We now use this family to give a kernel and approximation algorithm for Finite \( \Pi_1 \) or \( \Pi_2 \) Deletion with Path.

The size of any member \( H \in \mathcal{F}' \) is bounded by \( d = d_1 + d_2 + \alpha - 2 \). Suppose not. Then we can identify a vertex \( v \in V(H) \) which is not part of \( J_1, J_2 \) and a path \( P \) of length at most \( \alpha - 1 \) between them. But then the graph \( H \setminus \{v\} \) is also in \( \mathcal{F}' \), contradicting that \( \mathcal{F}' \) is minimal. This also proves that the size of \( \mathcal{F}' \) is bounded by \( 2^{(d+1)} \) which is the bound on the number of graphs of at most \( d \) vertices.

**Theorem 2.** Finite \( \Pi_1 \) or \( \Pi_2 \) Deletion with Path admits a \( d \)-approximation algorithm, and a \( O(k^d) \) sized kernel.

**Proof.** We show that an instance of Finite \( \Pi_1 \) or \( \Pi_2 \) Deletion with Path can be reduced to an instance of of \( d \)-Hitting Set problem defined as follows.

| **d-Hitting Set** |
|-------------------|
| **Input:** A family \( S \) of sets over a universe \( U \), where each set in \( S \) has size at most \( d \), and an integer \( k \). |
| **Parameter:** \( k \). |
| **Question:** Does there exist a subset \( X \subseteq U, |X| \leq k \) such that \( X \) contains at least one element from each set in \( S \)? |

An instance \( (G, k) \) of Finite \( \Pi_1 \) or \( \Pi_2 \) Deletion with Path, we construct an instance \( (U, S, k) \) d-Hitting Set problem with \( U = V(G) \) and \( S \) being the vertex sets
of all induced graphs of $G$ that is isomorphic to a graph in $\mathcal{F}$. Note that every set in $S$ has size at most $d = d_1 + d_2 + \alpha - 2$. It is easy to see that $(G, k)$ is a yes-instance of \textsc{Finite $\Pi_1$ or $\Pi_2$ Deletion with Path} if and only if $(U, S, k)$ is a yes-instance of $d$-\textsc{Hitting Set}.

It is folklore that the $d$-\textsc{Hitting Set} problem has a $d$-approximation algorithm and a kernel with $O(k^d)$ size. We adapt the techniques used in this to give a $d$-approximation algorithm and a $O(k^d)$ sized kernel for \textsc{Finite $\Pi_1$ or $\Pi_2$ Deletion with Path}.

\textbf{Approximation Algorithm.} Let us define the family $S$ as follows. Initially $S = \emptyset$. In polynomial time, we find a subset $T \subseteq V(G)$ such that $G[T]$ is isomorphic to a member in $\mathcal{F}$. We add $T$ to $S$ and update $G$ to $G - T$. We repeat this step until it is no longer applicable.

Let $S_{\text{OPT}}$ be the minimum sized set such that in the graph $G - S_{\text{OPT}}$, every connected component is either in $\Pi_1$ or $\Pi_2$. Let $|S_{\text{OPT}}| = \text{OPT}$. Let $S$ be the set of vertices that is present in any pair of graphs in $\mathcal{S}$. From Lemma 2 we can conclude that any feasible solution of $G$ must contains a vertex from each member of the family $S$. Since the members of $S$ are pairwise disjoint, we have that $|S_{\text{OPT}}| \geq |S|$.

We have $|S| \leq \max_{T \in \mathcal{F}} |T| \cdot |S| \leq d|S_{\text{OPT}}|$. Thus we have a $d$-approximation algorithm for \textsc{Finite $\Pi_1$ or $\Pi_2$ Deletion with Path}.

\textbf{Kernel.} Given an instance $(G, k)$ of \textsc{Finite $\Pi_1$ or $\Pi_2$ Deletion with Path}, we construct an equivalent instance $(U, S, k)$ $d$-\textsc{Hitting Set} as described earlier. For each $d' \in [d]$, we repeatedly do the following. If $|S| > d'! (k + 1)^{d'}$, from Lemma 1 we obtain a sunflower of size $k + 2$ in polynomial time. Let $Y$ be the core of sunflower and $S_1 \setminus Y, \ldots, S_{k+2} \setminus Y$ be the $k + 2$ petals, which are non-empty. We remove $S_{k+2}$ from $S$. Let $T = \bigcup_{S \in S} S$. We reduce $(G, k)$ to $(G[T], k)$.

We now claim that the reduction rule is safe. The forward direction is trivial as $G[T]$ is an induced subgraph of $G$. In the reverse direction, suppose $X$ is a solution of size $k$ of the instance $(G[T], k)$. Suppose there exist a subset $U \subseteq V(G) \setminus X$ such that $G[U] \in \mathcal{F}$. If $U \subseteq V(G[T])$, it contradicts that $X$ is a solution of $(G[T], k)$. In the other case, $U$ part of a sunflower. Let this sunflower be $S_1, S_2, \ldots, S_{k+1}, U$ with core $Y$. Since graphs induced by $S_1, \ldots, S_{k+1}$ in $G[T]$ are in $\mathcal{F}$, $X$ should intersect each of them. Suppose $X$ does not intersect $Y$. Then $X$ must contain an element from each of the petals $S_1 \setminus Y, \ldots, S_{k+1} \setminus Y$. However, since $S_i \cap S_j = Y$ for all $i, j \in [k + 1], i \neq j$, we have $|X| > k$, a contradiction. Thus $X$ must contain an element from $Y$. But in this case, $X$ intersects $U$ as well, giving a contradiction.

When the reduction rule is not applicable, we have $|S| \leq d! (k + 1)^d$ and thus, $|T| \leq d \cdot d! (k + 1)^d$. Thus we have a kernel with $O(k^d)$ vertices.

\section{\textsc{$\Pi_1$ or $\Pi_2$ Deletion with a constant number of forbidden pairs}}

\subsection{Forbidden Characterization for $\Pi_1$ or $\Pi_2$ Deletion}

Unfortunately, the algorithm in Section 3 does not work when at least one of the sets $\mathcal{F}_1$ or $\mathcal{F}_2$ is infinite as the family $\mathcal{F}_1 \times \mathcal{F}_2$ is no longer finite. But we observed that for many problems, branching on most of the pairs in $\mathcal{F}_1 \times \mathcal{F}_2$ could be avoided.
We aim to identify such ‘redundant’ pairs in \( \mathcal{F}_1 \times \mathcal{F}_2 \). Instead of ensuring that such pairs are absent in a graph for an instance of \( \pi_1 \) or \( \pi_2 \) DELETION, we identify some graphs which are forbidden in such a graph. Since hitting the vertices of of forbidden induced graphs is the familiar framework in designing algorithms for vertex deletion problems, such a characterization for \( \pi_{(1,2)} \) with forbidden graphs and irredundant pairs would be useful.

For example, let \( \mathcal{F}_1 = \{C_3, C_4\} \) and \( \mathcal{F}_2 = \{D_4, C_4\} \) where \( D_4 \) is the graph obtained after removing an edge from \( K_4 \). We have \( \mathcal{F}_1 \times \mathcal{F}_2 = \{(C_3, D_4), (C_3, C_4), (C_4, D_4), (C_4, C_4)\} \). Since \( C_4 \in \mathcal{F}_1 \cap \mathcal{F}_2 \), the graph \( C_4 \) is forbidden for the graph class \( \pi_{1,2} \). Hence the pairs \( (C_4, D_4), (C_3, C_4) \) and \( (C_4, D_4) \) are redundant by identifying that \( C_4 \) is forbidden. Now note that \( C_3 \) is an induced subgraph of the graph \( D_4 \). Hence the pair \( (C_3, D_4) \) can also be made redundant by identifying that \( D_4 \) is forbidden for \( \pi_{(1,2)} \).

We now formalize such forbidden graphs in the graph class \( \pi_{(1,2)} \) by defining the notion of super-pruned family. Recall that if a family of graphs is \textit{minimal}, no element of it is an induced subgraph of some other element of the family.

**Definition 4** (Super-Pruned Family). An element of a super-pruned family \( \mathsf{sp}(\mathcal{G}_1, \mathcal{G}_2) \) of two minimal families of graphs \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \) is a graph that (i) belongs to one of the two families and (ii) has an element of the other family as induced subgraph.

The family \( \mathsf{sp}(\mathcal{G}_1, \mathcal{G}_2) \) can be obtained from an enumeration of all pairs in \( \mathcal{G}_1 \times \mathcal{G}_2 \) and adding the supergraph if one of the graphs is an induced subgraph of the other. The family obtained is made minimal by removing the elements that are induced subgraphs of some other elements.

For example, let \( (\pi_1, \pi_2) \) be (Interval, Trees), with the forbidden families \( \mathcal{F}_1 = \{\text{net, sun, long-claw, whipping top, } \dagger\text{-AW, } \ddagger\text{-AW}\} \cup \{C_i: i \geq 4\} \) (See Figure 2) and \( \mathcal{F}_2 \) as the set of all cycles. Note that all graphs \( C_i \) with \( i \geq 4 \) are in \( \mathsf{sp}(\mathcal{F}_1, \mathcal{F}_2) \) as they occur in both \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \). The remaining pairs of \( \mathcal{F}_1 \times \mathcal{F}_2 \) contain triangles from \( \mathcal{F}_2 \). If the graph from \( \mathcal{F}_1 \) is a net, sun, whipping top, \( \dagger\text{-AW} \) or \( \ddagger\text{-AW} \), it contains triangle as an induced subgraph. Hence these graphs are also in the family \( \mathsf{sp}(\mathcal{F}_1, \mathcal{F}_2) \).

We now show that graphs in \( \mathsf{sp}(\mathcal{F}_1, \mathcal{F}_2) \) are forbidden in the graph class \( \pi_{(1,2)} \).

**Lemma 4.** If a graph \( G \) is in the graph class \( \pi_{(1,2)} \), then no connected component of \( G \) contains a graph in \( \mathsf{sp}(\mathcal{F}_1, \mathcal{F}_2) \) as induced subgraphs.

**Proof.** Suppose a graph \( H \in \mathsf{sp}(\mathcal{F}_1, \mathcal{F}_2) \) occur as induced subgraph of a connected component \( C \) of \( G \). From the definition of Super-Pruned Family, we can associate a pair \( (H_1, H_2) \in \mathcal{F}_1 \times \mathcal{F}_2 \) to \( H \) such that either \( H \) is isomorphic to \( H_1 \) and \( H_2 \) is an induced subgraph of \( H_1 \) or vice-versa. Without loss of generality, let us assume the former. Since \( H_1 \in \mathcal{F}_1 \), we know that \( C \) is not in the graph class \( \pi_i \) for \( i \in \{1, 2\} \). This contradicts that \( G \) is in the graph class \( \pi_{(1,2)} \).

Hence any pair containing a graph from \( \mathsf{sp}(\mathcal{F}_1, \mathcal{F}_2) \) are redundant. But \( \mathsf{sp}(\mathcal{F}_1, \mathcal{F}_2) \) does not capture all the pairs in \( \mathcal{F}_1 \times \mathcal{F}_2 \). We now define the following family to capture the remaining pairs.

**Definition 5** (Forbidden Pair Family). A forbidden pair family \( \mathcal{F}_{1,2} \), of \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \), consists of all pairs \( (H_1, H_2) \in \mathcal{F}_1 \times \mathcal{F}_2 \) such that both \( H_1 \notin \mathsf{sp}(\mathcal{F}_1, \mathcal{F}_2) \) and \( H_2 \notin \mathsf{sp}(\mathcal{F}_1, \mathcal{F}_2) \).
Informally, a pair \((H_1, H_2)\) is part of a forbidden pair family \(\mathcal{F}_p\) if at least one of \(H_1\) and \(H_2\) does not belong to \(\text{sp}(\mathcal{F}_1, \mathcal{F}_2)\). For example, if \(\Pi_1\) is the class of interval graphs and \(\Pi_2\) is the class of forests, we have already shown that \(\text{sp}(\mathcal{F}_1, \mathcal{F}_2)\) contains all the graphs in \(\mathcal{F}_1\) except long-claw. The only remaining pair is (long-claw, triangle) and the singleton set containing this pair forms the forbidden pair family. Now we characterize \(\Pi_{(1,2)}\) based on the super-pruned family and the forbidden pair family associated with \(\mathcal{F}_1\) and \(\mathcal{F}_2\) as follows. This is used in the algorithms in Section 4.

**Lemma 5.** The following statements are equivalent.

- Each connected component of \(G\) is either in \(\Pi_1\) or \(\Pi_2\).
- The graph \(G\) does not contain graphs in the super-pruned family \(\text{sp}(\mathcal{F}_1, \mathcal{F}_2)\) as induced subgraphs. Furthermore, for pairs \((H_1, H_2)\) in the forbidden pair family of \(\mathcal{F}_1\) and \(\mathcal{F}_2\), \(H_1\) and \(H_2\) both cannot appear as induced subgraphs in a connected component of \(G\).

**Proof.** To prove the forward direction, note that from Lemma 4 the \(G\) does not contain graphs in the super-pruned family \(\text{sp}(\mathcal{F}_1, \mathcal{F}_2)\) as induced subgraphs. Hence, suppose that there exists a pair \((H_1, H_2)\) \(\in \mathcal{F}_p\) in a connected component \(\chi\) of \(G\). But then \(\chi\) cannot be in \(\Pi_1\) due to the presence of \(H_1\) and cannot be in \(\Pi_2\) due to the presence of \(\Pi_2\) giving a contradiction. To prove the converse, suppose that \(G\) contains a component \(\chi\) which is neither in \(\Pi_1\) nor in \(\Pi_2\). Then there exist graphs \(H_1 \in \mathcal{F}_1\) and \(H_2 \in \mathcal{F}_2\) occuring as induced subgraphs of \(\chi\). If \(H_1\) occurs as an induced subgraph of \(H_2\) or vice-versa, then the supergraph occurs in \(\text{sp}(\mathcal{F}_1, \mathcal{F}_2)\) giving a contradiction. Else we have \(H_1 \in \mathcal{F}_1 \setminus \text{sp}(\mathcal{F}_1, \mathcal{F}_2)\) and \(H_2 \in \mathcal{F}_2 \setminus \text{sp}(\mathcal{F}_1, \mathcal{F}_2)\). Hence \((H_1, H_2) \in \mathcal{F}_p\) giving a contradiction. \(\square\)

We now define useful notions of forbidden sets and closest forbidden pairs for the graph class \(\Pi_{(1,2)}\).

**Definition 6.** We call a minimal vertex subset \(Q \subseteq V(G)\) as a forbidden set corresponding to the graph class \(\Pi_{(1,2)}\) if \(G[Q]\) is isomorphic to a graph in \(\text{sp}(\mathcal{F}_1, \mathcal{F}_2)\) or \(G[Q]\) is connected and contains both \(H_1\) and \(H_2\) as induced subgraphs for some forbidden pair \((H_1, H_2)\) of \(\Pi_{(1,2)}\).

**Definition 7.** We say that a forbidden pair \((H_1, H_2)\) is a closest forbidden pair in a graph \(G\) if there exists subsets \(J_1, J_2 \subseteq V(G)\) such that \(G[J_1]\) is isomorphic to \(H_1\), \(G[J_2]\) is isomorphic to \(H_2\) and the distance between \(J_1\) and \(J_2\) in \(G\) is the smallest among all such pairs over all forbidden pairs of \(\mathcal{F}_1\) and \(\mathcal{F}_2\). We call the pair of vertex subsets \((J_1, J_2)\) as the vertex subsets corresponding to the closest forbidden pair. We call a shortest path \(P\) between \(J_1\) and \(J_2\) as the path corresponding to the closest forbidden pair.

### 4.2 The case with forbidden paths

We now aim to give an algorithm for \(\Pi_1\) or \(\Pi_2\) DELETION when the forbidden families \(\mathcal{F}_1\) and \(\mathcal{F}_2\) be infinite but the forbidden pair family \(\mathcal{F}_p\) is finite. We also assume that \(F_{\alpha} \in \mathcal{F}_1\) and \(\mathcal{F}_p\) is given as input.

Let us list the conditions that \(\Pi_1\) or \(\Pi_2\) DELETION is required to satisfy.
1. The vertex deletion problems for the graph classes \( \Pi_1 \) and \( \Pi_2 \) are FPT with algorithms to the respective classes being \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \).

2. \( \mathcal{F}_p \), the forbidden pair family of \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) is of constant size.

3. The path \( P_\alpha \in \mathcal{F}_1 \).

\[ P_{\alpha}\text{-FREE-(}\Pi_1,\Pi_2\text{-DELETION)} \]

**Input:** An undirected graph \( G \), graph classes \( \Pi_1, \Pi_2 \) with associated forbidden families \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) such that Conditions [1-3] are satisfied and an integer \( k \).

**Question:** Does \( G \) have a set \( S \) of at most \( k \) vertices such that every connected component of \( G - S \) is either in \( \Pi_1 \) or in \( \Pi_2 \)?

Since the forbidden pair set is finite, we have the following Branching Rule for closest forbidden pairs which is similar to Branching Rule [1] where we branch on the vertex subsets plus the vertices of the path. The correctness follows from Lemma 2.

**Branching Rule 2.** Let \((J^*, T^*)\) be the vertex subsets of a closest forbidden pair \((H_1, H_2) \in \mathcal{F}_1 \times \mathcal{F}_2\). Let \( P^* \) be a path corresponding to this forbidden pair. Then for each \( v \in J^* \cup T^* \cup P^* \), we delete \( v \) and decrease \( k \) by 1, resulting in the instance \((G - v, k - 1)\).

From here on, assume that \((G, k)\) be an instance at which Reduction Rule 1 and Branching Rule 2 are not applicable. Note that any component of \( G \) is now free of forbidden pairs.

Let \( \mathcal{F}^1_p \) denote the family of graphs \( H_1 \) where \((H_1, H_2) \in \mathcal{F}_p\). Similarly define \( \mathcal{F}^2_p \) as the family of graphs \( H_2 \) where \((H_1, H_2) \in \mathcal{F}_p\). By the definition of forbidden pairs, the set of pairs \((H_1, H_2)\) with \( H_i \in \mathcal{F}^i_p \) is the forbidden pair set \( \mathcal{F}_p \). Hence a graph that does not contain any forbidden pairs is \( \mathcal{F}^1_p \)-free or \( \mathcal{F}^2_p \)-free. With this observation, the following results are easy to see.

**Lemma 6.** Let \( C \) be a connected component of \( G \) that is \( \mathcal{F}^i_p \)-free for some \( i \in \{1, 2\} \). If \( G[V(C)] \) has no \( \Pi_i \) vertex deletion set of size \( k \), then \((G, k)\) is a no-instance. Otherwise, let \( X \) be a minimum \( \Pi_i \) vertex deletion set of \( G[V(C)] \). Then \((G, k)\) is a yes-instance if and only if \((G - V(C), k - |X|)\) is a yes-instance.

**Proof.** Suppose that the premise of the statement holds and \( k' = k - |X| \).

\((\Leftarrow)\) The backward direction is trivial. If \( G - V(C) \) has a feasible solution \( S' \) of size at most \( k' \), then we can add the minimum sized \( \Pi_i \) vertex deletion set \( X \) of \( G \) and output \( S' \cup X \) has a feasible solution of size \( k' + |X| = k \).

\((\Rightarrow)\) The forward direction now. Suppose that \( S^* \) be a feasible solution of size at most \( k \) to \((G, k)\) and let \( Y = S^* \cap V(C) \). We prove that \( D = (S^* \setminus Y) \cup X \) is also a feasible solution to \((G, k)\) and \( |Y| \geq |X| \). If we manage to prove that \( Y \) is a \( \Pi_i \)-deletion vertex set of \( C \) then we are done. This is because since \( X \) is a minimum \( \Pi_i \)-deletion vertex set of \( C \), \( |X| \leq |Y| \).

We now prove that \( Y \) is indeed a \( \Pi_i \)-deletion vertex set of \( C \). Suppose not. Then there exist a forbidden set \( Q \) in \( C - Y \). Note that \( C \) does not contain any forbidden pairs. Hence from Lemma 5, \( Q \) is isomorphic to a graph in \( \text{sp}(\mathcal{F}_1, \mathcal{F}_2) \). But in that case, from the definition of Super-Pruned Family, any graph \( H \in \text{sp}(\mathcal{F}_1, \mathcal{F}_2) \) contains an induced subgraph which is isomorphic to some graph in \( \mathcal{F}_1 \). Hence the presence of \( Q \) contradicts that \( Y \) is a \( \Pi_i \)-deletion set. This completes the proof. \( \square \)
We are ready to prove our main theorem statement of this section. Let \( f(k) = \max\{f_1(k), f_2(k)\} \) where \( f_i(k) \) is the running time for the algorithm \( \mathcal{A}_i \). Also let \( c \) be the maximum among the size of graphs in \( G_1 \) and the integer \( \max_{\{H_1, H_2\} \in \mathcal{F}_p} (|H_1| + |H_2| + \alpha - 2) \).

**Theorem 3.** \( P_\alpha\text{-FREE-}(\Pi_1, \Pi_2)\text{-DELETION} \) can be solved in \( \max\{f(k), c^k\}\) poly\( (n) \)-time.

**Proof.** We describe our algorithm as follows. Let \((G, k)\) be an input instance of \( P_\alpha\text{-FREE-}(\Pi_1, \Pi_2)\text{-DELETION} \). We exhaustively apply Reduction Rule 1 and Branching Rule 2 in sequence to get an instance \((G', k')\). The algorithm finds the closest pair to apply Branching Rule 2 by going over all pairs in \((H_1, H_2) \in \mathcal{F}_p \) and going over all subsets of size at most \(|V(H_1)| + |V(H_2)|\) of the graph (which is still a polynomial in \( n \)) and checking the distance between them. Since the largest sized obstruction in these rules is at most \( c \), the bounded search tree of the algorithm so far has \( c^{k-\alpha} \) nodes. Hence, every component of \( G' \) is such that it is \( \mathcal{F}_p \)-free but has graphs in \( \mathcal{F}_p \) as induced subgraphs, or vice-versa. In the first case, we invoke the \( f_1(|X|) \) poly\( (n) \)-time algorithm for \( \Pi_1 \text{ VERTEX DELETION} \) on \( G[C] \) to compute a minimum \( \Pi_1 \) vertex deletion set \( X \) of \( G[C] \). In the second case, we invoke the \( f_2(|X|) \) poly\( (n) \)-time algorithm for \( \Pi_2 \text{ VERTEX DELETION} \) to compute a minimum \( \Pi_2 \) vertex deletion set \( X \) of \( G[C] \). The correctness follows from Lemma 6. This creates the total number of nodes in the search tree to \( c^{k-\alpha} f(k') \), bounding the running time to \( c^{k-\alpha} f(k') \) poly\( (n) \). This completes the proof.

We now give an approximation algorithm for \( P_\alpha\text{-FREE-}(\Pi_1, \Pi_2)\text{-DELETION} \) when for \( i \in \{1, 2\}, \Pi_i \text{ VERTEX DELETION} \) has an approximation algorithm with approximation factor \( c_i \).

**Theorem 4.** \( P_\alpha\text{-FREE-}(\Pi_1, \Pi_2)\text{-DELETION} \) has a \( d \)-approximation algorithm where \( d = \max\{c, c_1, c_2\} \).

**Proof.** Let \( G \) be the input graph. Let \( S_{\text{OPT}} \) be the minimum sized set such that in the graph \( G - S_{\text{OPT}} \), every connected component is either in \( \Pi_1 \) or \( \Pi_2 \). Let \( |S_{\text{OPT}}| = \text{OPT} \).

Let us define the family \( S_1 \) as follows. Initially \( S_1 = \emptyset \). In polynomial time, we find the closest forbidden pair \((J^*, T^*)\) in \( G \) with \( P^* \) being a shortest path between the pair, add \( J^* \cup T^* \cup P^* \) to \( S_1 \) and delete \( J^* \cup T^* \cup P^* \) from \( G \). We repeat this step until it is no longer applicable. Let \( S_1 \) be the set of vertices that is present in any pair of graphs in \( S_1 \). From Lemma 2 we can conclude that any feasible solution of \( G \) must contains a vertex from each member of the family \( S_1 \). Since the members of \( S_1 \) are pairwise disjoint, we have that \( |S_{\text{OPT}} \cap S_1| \geq |S_1| \).

Let \( G' = G - S_1 \). We now construct a set \( S_2 \) as follows. Let \( C_1, \ldots, C_q \) be the connected components of \( G' \). If a connected component \( C_i \) has no graphs in \( \mathcal{F}_p \) as induced subgraph for \( j \in \{1, 2\} \), we apply the \( c_j \)-approximation algorithm for \( \Pi_j \text{ VERTEX DELETION} \) on \( G'[C_i] \) to obtain a solution \( Z_i \). The correctness comes from Lemma 6. We have \( S_2 = \bigcup_{i \in [q]} Z_i \). Since \((S_{\text{OPT}} - S_1) \cap C_i \) is a feasible solution for the connected component \( C_i \) of \( G' \), we have that \( |Z_i| \leq (\max\{c_1, c_2\}) |(S_{\text{OPT}} - S_1) \cap C_i| \) for all \( i \in [q] \).
We set $S = S_1 \cup S_2$. We have

$$|S| = |S_1| + |S_2|$$

$$\leq \left( \max_{(H_1, H_2) \in \mathcal{F}_p} (|H_1| + |H_2| + \alpha - 2) \right) |S_1| + \sum_{i=1}^{q} |Z_i|$$

$$\leq c|S_{OPT} \cap S_1| + \sum_{i=1}^{q} \left( \max\{c_1, c_2\}\right) (|S_{OPT} - S_1| \cap C_i)$$

$$\leq \left( \max\{c, c_1, c_2\}\right) |S_{OPT}|$$

Thus we have a $d$-approximation algorithm for $P\alpha$-FREE-(Π₁, Π₂)-DELETION. □

We now give some examples of $P\alpha$-FREE-(Π₁, Π₂)-DELETION.

4.2.1 Cliques or $K_t$-free graph subclass

We focus on the case of Π₁ OR Π₂ DELETION when Π₁ is the class of cluster graphs (where every connected component of the graph is a clique) and Π₂ is any graph class such that the complete graph $K_t$ for some constant $t$ is forbidden in this graph and the problem Π₂ VERTEX DELETION is known to be FPT. We show that this problem is an example of $P\alpha$-FREE-(Π₁, Π₂)-DELETION. We will see later that Π₂ can be many of the popular classes including planar graphs, cactus graphs, $t$-treewidth graph.

Let us formalize the problem.

**Clique-or-$K_t$-free-Π₂ DELETION**

**Input:** An undirected graph $G = (V, E)$, an integer $k$ and Π₂ is the graph class which is $K_t$-free for some constant $t$ and Π₂ VERTEX DELETION has an FPT algorithm $\mathcal{A}$ with running time $f_2(k')\text{poly}(n)$ for solution size $k'$.

**Parameter:** $k$

**Question:** Is there $S \subseteq V(G)$ of size at most $k$ such that every connected component of $G - S$ is either a clique graph, or in Π₂?

We now show that Conditions [1] - [3] are satisfied by Clique-or-$K_t$-free-Π₂ DELETION. The Clique Vertex Deletion problem is same as Vertex Cover in the complement graph; thus has a $1.27^k\text{poly}(n)$ [3] time algorithm parameterized by the solution size $k$. The Π₂ VERTEX DELETION has an $f_2(k)\text{poly}(n)$ time FPT algorithms parameterized by the solution size $k$. Hence Condition [1] is satisfied by Clique-or-$K_t$-free-Π₂ DELETION. Since $P_3 \in \mathcal{F}_1$, Condition [3] is satisfied by Clique-or-$K_t$-free-Π₂ DELETION. The only condition remaining to be proven is Condition [2] which we do below.

**Lemma 7.** Condition [2] is satisfied by Clique-or-$K_t$-free-Π₂ DELETION.

**Proof.** Let us first infer what the forbidden pair family corresponding to Clique-or-$K_t$-free-Π₂ DELETION is. We have the forbidden family for Π₁ as $\mathcal{F}_1 = \{P_3\}$. Note that we don’t know what the forbidden family $\mathcal{F}_2$ for the graph class Π₂ is. We only know that the graph $K_t$ is present in $\mathcal{F}_2$. A crucial observation is that this is all needed to infer that the forbidden pair family for Clique-or-$K_t$-free-Π₂ DELETION.
We know that a graph is $P_3$-free if and only if it is a collection of cliques. Hence, every graph $H \in \mathcal{F}_2$ that is not a collection of cliques, contains $P_3 \in \mathcal{F}_1$ as an induced graphs. Hence all such graphs $H$ belong to the Super-Pruned family $\text{sp}(\mathcal{F}_1, \mathcal{F}_2)$. We also know that every graph in $\mathcal{F}_2$ is connected. Hence, the only graphs possibly in $\mathcal{F}_2$ that is $P_3$-free are the clique graphs $K_r$ with $r \neq t$. Note that $K_r$ with $r > t$ contains $K_t$ as an induced subgraph. Thus, we can ignore these cliques as well. Hence the forbidden pair family is the set of pairs $(P_3, K_r), 1 \leq r \leq t$ which is of size at most $t$.

Since all the conditions of $P_\alpha$-FREE-$(\Pi_1, \Pi_2)$-DELETION is satisfied by CLIQUE-OR-$K_t$-FREE-$\Pi_2$ DELETION, we have the following theorem.

**Theorem 5.** CLIQUE-OR-$K_t$-FREE-$\Pi_2$ DELETION has an FPT algorithm with running time $\max((t + 2)^k, f_2(k))\text{poly}(n)$.

We also give an approximation algorithm for CLIQUE-OR-$K_t$-FREE-$\Pi_2$ DELETION. But we appropriately change the definition of CLIQUE-OR-$K_t$-FREE-$\Pi_2$ DELETION where instead of the assumption that $\Pi_2$ VERTEX DELETION has an FPT algorithm with running time $f_2(k')\text{poly}(n)$ for solution size $k'$, we assume that $\Pi_2$ VERTEX DELETION has a polynomial time approximation algorithm with approximation factor $f_2$.

Observing that $d = \max\{c, c_1, c_2\} = \max(t + 2, f_2)$ from Theorem [1] we have the following theorem.

**Theorem 6.** CLIQUE-OR-$K_t$-FREE-$\Pi_2$ DELETION has an approximation algorithm with approximation factor $\max(t + 2, f_2)$.

We now give examples for the graph class $\Pi_2$ in CLIQUE-OR-$K_t$-FREE-$\Pi_2$ DELETION resulting in FPT and approximation algorithms for the corresponding problems.

- Let $\Pi_2$ be the class of trees. Since triangles are forbidden in trees, we have $t = 3$. The problem $\Pi_2$ VERTEX DELETION corresponds to FEEDBACK VERTEX SET which has a $3.619^k\text{poly}(n)$ time FPT algorithm [23] and a 2-approximation algorithm [3]. We notice here that the closest $(P_3, C_3)$ pair always intersect on at least two vertices. Hence the branching factor of Branching Rule [2] can be improved to $t + 1 = 4$ in this case.

- Let $\Pi_2$ be the class of cactus graphs. The graph $K_4$ is forbidden in cactus graphs as it has two triangles sharing an edge. Hence we have $t = 4$. The problem $\Pi_2$ VERTEX DELETION corresponds to CACTUS VERTEX DELETION which has a $17.64^k\text{poly}(n)$ time FPT algorithm [2].

- Let $\Pi_2$ be the class of planar graphs. Since $K_5$ is not planar, we have $t = 5$. The problem $\Pi_2$ VERTEX DELETION corresponds to PLANAR VERTEX DELETION which has an $k^{O(k)}\text{poly}(n)$ time FPT algorithm [21] and a $\log^{O(1)}n$-approximation algorithm with running time $n^{O(\log n/\log \log n)}$ [22].

- Let $\Pi_2$ be the class of $\eta$-treewidth graphs. Since $K_{\eta+2}$ has treewidth $\eta + 1$, it is forbidden in such graphs. The problem $\Pi_2$ VERTEX DELETION corresponds to $\eta$ TREEWIDTH VERTEX DELETION which has a $2^{O(k)}n^{O(1)}$ time FPT algorithm and a $O(1)$-approximation algorithm [15].

We have the following corollary.
Corollary 1. **Π₁ OR Π₂ DELETION** when Π₁ is the class of cliques and Π₂ is the class of

- trees has an $4^k\text{poly}(n)$ time FPT algorithm and a 4-approximation algorithm.
- cactus graphs has an $17.64^k\text{poly}(n)$ time FPT algorithm.
- planar graphs has an $^kO(\text{poly}(n))$ time FPT algorithm and a $\log^O(n)$-approximation algorithm with running time $n^{O(\log n/\log \log n)}$.
- $\eta$-treewidth graphs has a $\max\{4^k, 2^O(k)\}n^{O(1)}$ time FPT algorithm and a $O(1)$-approximation algorithm.

### 4.2.2 Split or Bipartite Graphs

**Split-or-Bipartite Deletion**

**Input:** An undirected graph $G = (V, E)$, an integer $k$.

**Parameter:** $k$

**Question:** Is there $S \subseteq V(G)$ of size at most $k$ such that every connected component of $G - S$ is either a split graph or bipartite?

The family $F_1$ for graphs whose each connected component is a split graph is $F_1 = \{C_4, C_5, P_5, \text{necktie, bowtie}\}$ [6]. A necktie is the graph with vertices $\{a, b, c, d, e\}$ where $\{a, b, e\}$ forms a triangle and $\{a, b, c, d\}$ forms a $P_4$. A bowtie is the graph obtained from a necktie by adding the edge $(b, d)$. The family $F_2$ for graphs whose each connected component is a bipartite graph is the set of odd cycles.

The problems **Split Vertex Deletion** and **Odd Cycle Transversal** has $1.27^kO(\log k)\text{poly}(n)$ [13] and $2.314^k\text{poly}(n)$ time [26] FPT algorithms parameterized by the solution size $k$ respectively. Hence Condition 1 is satisfied by **Split-or-Bipartite Deletion**. Since $P_5 \in F_1$, Condition 3 is satisfied by **Split-or-Bipartite Deletion**.

The graph $C_5$ is common in both families whereas $P_5$ is an induced subgraph of odd cycles $C_i$ with $i \geq 7$. Hence the family $sp(F_1, F_2)$ contains all members in $F_2$ except $C_3$. Since both necktie and bowtie contains triangles, they are part of $sp(F_1, F_2)$ as well. The only remaining pairs are $(C_4, C_3)$ and $(P_5, C_3)$ which forms the forbidden pair family $F_p$. Since it is of size two, Condition 2 is satisfied.

Hence, we have the following corollary from the algorithms for $P_\alpha$-Free-$($Π₁, Π₂$)$-DELETION. Observing that the largest obstruction set that we branch on is for the pair $(C_4, C_3)$ with a path of length at most four between them, we have $c = 11$. The **Split Vertex Deletion** problem has a 5-approximation algorithm as it can be written as an instance of 5-Hitinging Set. The problem **Odd Cycle Transversal** has a $\log(OPT)$ approximation algorithm [17] where OPT is the size of the optimal solution. The latter dominates the approximation factor $d$ of the algorithm obtained from Theorem 4.

**Corollary 2.** **Split-or-Bipartite Deletion** can be solved in $11^k\text{poly}(n)$-time and has a $\log(OPT)$ approximation algorithm where OPT is the size of the optimal solution.
Figure 1: An illustration of a shortest path between a closest (claw, triangle) pair.

4.3 Algorithms for $\Pi_1$ or $\Pi_2$ Deletion without forbidden paths

We have seen examples of $\Pi_1$ or $\Pi_2$ Deletion where even though the families $\mathcal{F}_i$ are infinite, we manage to come up with fast FPT algorithms. This is mainly thanks to Branching Rule 2 whose branching factor is bounded due to the fact that the path between them is bounded. We now look at examples of $\Pi_1$ or $\Pi_2$ Deletion where paths are not present in the sets $\mathcal{F}_i$. Hence the path between the closest forbidden pair is no longer bounded. We observe that for certain pairs of graph classes, there is always an optimal solution that does not intersect the path.

We give a general algorithm for pairs of graph classes where we enforce this condition. We first look at the simple case of Claw-Free-or-Triangle-Free Deletion as a precursor to the algorithm.

4.3.1 Claw-free or Triangle-Free graphs

We define the problem.

**Claw-Free-or-Triangle-Free Deletion**

**Input:** An undirected graph $G = (V, E)$ and an integer $k$.

**Parameter:** $k$

**Question:** Is there $S \subseteq V(G)$ of size at most $k$ such that every connected component of $G - S$ is either a claw-free graph, or a triangle-free graph?

The forbidden pair family corresponding to the graph class is of size one which is $\{(K_{1,3}, C_3)\}$. We now describe a branching rule corresponding to the closest forbidden pair in the graph.

**Branching Rule 3.** Let $(J^*, T^*)$ be the vertex subsets of a closest claw-triangle pair in a connected component of $G$, where $G[J^*]$ is isomorphic to a claw, and $G[T^*]$ is isomorphic to a triangle. Then for each $v \in J^* \cup T^*$, delete $v$ and decrease $k$ by 1, resulting in the instance $(G - v, k - 1)$.

We now prove that Branching Rule 3 is safe. Let $P^* := x_0, x_1, \ldots, x_d, v$ be a shortest path between $J^*$ and $T^*$ of length $d_G(J^*, T^*) = d$ with $x_0 = u \in J^*$ and $x_d = v \in T^*$. Let $C$ be the connected component of the graph $G - (J^* \cup T^*)$ containing the internal vertices of $P^*$. We have the following lemma.

**Lemma 8.** The graph corresponding to $C$ is the path $P^*$ without its end vertices. Furthermore, the only vertices of $C$ adjacent to $J^* \cup T^*$ are $x_1$ and $x_{d-1}$ which are only adjacent to vertices $u$ and $v$ respectively.

**Proof.** Suppose that there is a vertex $w \in V(C) \setminus V(P^*)$ that is adjacent to a vertex $x_i \in V(P^*)$ with $1 \leq i \leq d - 1$. Let us look at the graph induced by the set of vertices $\{w, x_{i-1}, x_i, x_{i+1}\}$ in $G$. If $w$ is adjacent to $x_{i-1}$, then the graph induced by the vertices $T' = \{w, x_{i-1}, x_i\}$ forms a triangle. Then since $d_G(J^*, T') < d_G(J^*, T^*)$, the pair $(J^*, T')$
contradicts that \((J^*, T^*)\) is the closest forbidden pair in the graph \(G\). We can similarly prove that \(w\) is not adjacent to \(x_{i+1}\). When \(w\) is not adjacent to both the vertices \(x_{i-1}\) and \(x_{i+1}\), the graph induced by the vertices \(J' = \{w, x_{i-1}, x_i, x_{i+1}\}\) forms a claw. Then since \(d_G(J', T^*) < d_G(J^*, T^*)\), the pair \((J', T^*)\) contradicts that \((J^*, T^*)\) is the closest forbidden pair in the graph \(G\).

Hence we conclude that there is no vertex \(w \in V(C) \setminus V(P^*)\) that is adjacent to a vertex \(x_i \in V(P^*)\) with \(1 \leq i \leq d - 1\). Since \(C\) is defined as the connected component of graph \(G - (J^* \cup T^*)\) containing the internal vertices of \(P^*\), the first statement of the claim follows.

The second statement is contradicted only when there is an edge from a vertex \(x_i \in V(P^*)\) with \(1 \leq i \leq d - 1\) to the set \(J^* \cup T^*\) apart from the edges \((u, x_i)\) and \((x_{d-1}, v)\). If \(2 \leq i \leq d - 2\), this creates a shorter path \(P'\) between \(J^*\) and \(T^*\) via this edge giving a contradiction. For \(i = 1\), in the case \(x_1\) is adjacent to some vertex \(w \in J^* \setminus \{u\}\), we can show that either the graph induced by the set of vertices \(\{w, u, x_1, x_2\}\) is a claw or the graph induced by the set of vertices \(\{w, u, x_1\}\) is a triangle, both contradicting that \((J^*, T^*)\) is the closest forbidden pair in the graph \(G\). For \(i = d - 1\), in the case \(x_{d-1}\) is adjacent to \(w \in T^* \setminus \{v\}\), we can show that the graph induced by the vertices \(\{w, x_{d-1}, v\}\) is a triangle contradicting that \((J^*, T^*)\) is the closest forbidden pair in the graph \(G\). This covers all the cases.

\[\Box\]

**Lemma 9.** Branching Rule \(\mathcal{B}\) is sound.

**Proof.** Suppose not. In this case, all the optimal solutions for a Claw-Free-or-Triangle-Free Deletion instance is such that it does not intersect \(J^* \cup T^*\). Let \(P^* := u, x_1, \ldots, x_{d-1}, v\) be a shortest path between \(J^*\) and \(T^*\) of length \(d_G(J^*, T^*) = d\). Since the graphs \(G[J^*]\) and \(G[T^*]\) cannot be in the same connected component after deleting the solution, any optimal solution \(X\) has to intersect the set of internal vertices of \(P^*\).

We now claim that \(X' = (X \setminus (P^* \setminus \{u\})) \cup \{v\}\) is also an optimal solution for \(G\). Suppose not. Then there is a forbidden set \(Q\) such that \(Q \cap X' = \emptyset\). Without loss of generality, assume \(Q\) is inclusion-wise minimal; i.e. for all \(q \in Q\), the graph induced by \(Q \setminus \{q\}\) is not a forbidden set. Note that \(Q\) is a connected set and intersects some vertex \(x_i \in P^* \setminus \{u, v\}\) with \(1 \leq i \leq d - 1\) as \(X\) is a feasible solution. The graph \(G[Q]\) contain a forbidden pair for \((K_{1,3}, C_3)\) and hence contains a cycle. Hence \(Q\) is not fully contained in the connected component \(C\) of the graph \(G \setminus (J^* \cup T^*)\) which is is \(P^* \setminus \{u, v\}\) from Lemma \(\mathcal{B}\). Hence we conclude that \(Q\) contains some vertex outside \(P^* \setminus \{u, v\}\) as well.

From Lemma \(\mathcal{B}\) the only neighbors of \(C\) is \(u\) and \(v\) via \(x_1\) and \(x_{d-1}\) respectively. Since \(v \in X'\) and \(Q\) is connected, we can conclude that \(Q\) contains the subpath \(P'\) from \(u\) to \(x_i\). We now claim that even after deleting the vertices of this subpath from \(Q\) except \(u\), the set remains forbidden. This contradicts that \(Q\) is a forbidden set as it is not a minimal set.

Since \(Q\) is a forbidden set, it contains vertex subsets that are isomorphic to a claw and a triangle. From Lemma \(13\) we can conclude that none of the vertices of the subpath \(P'\) can be part of any triangle in \(G\). None of these vertices can be part of a claw in \(G\) either as it contradicts that \((J^*, T^*)\) is the closest forbidden pair. Since \(v \in X'\) disconnects the path \(P^*\), the subpath \(P'\) is not part of a path connecting a claw and a triangle either. Hence the set after removing the vertices of \(P'\) from \(Q\) is still a forbidden set contradicting that \(Q\) is minimal.

\[\Box\]
We are ready to give the algorithm for **Claw-Free-or-Triangle-Free Deletion**.

**Theorem 7.** **Claw-Free-or-Triangle-Free Deletion** can be solved in $7^k\text{poly}(n)$ time.

**Proof.** Let $(G, k)$ be an input instance of **Claw-Free-or-Triangle-Free Deletion**. We exhaustively apply Reduction Rule 1 and Branching Rule 3 in sequence to get an instance $(G', k')$ such that any component of $G'$ is either claw-free or triangle-free. Note that finding the closest claw-triangle pair can be done by going over all subsets of size at most 7, checking if they do induce a claw and a triangle and finding the shortest path between them. The correctness follows from Lemma 9. If $k' < 0$, we return no-instance. Else, we return yes-instance.

Since we branch on a set of size at most 7 in Branching Rule 3, the bounded search tree of the algorithm has at most $7^k$ nodes. This bounds the running time to $7^k\text{poly}(n)$. This completes the proof.

We also give an approximation algorithm for **Claw-Free-or-Triangle-Free Deletion** using similar ideas.

**Theorem 8.** **Claw-Free-or-Triangle-Free Deletion** has a 7-approximation algorithm.

**Proof.** Let $G$ be the input graph. The approximation algorithm for **Claw-Free-or-Triangle-Free Deletion** is as follows. Let $S_1$ be a family of sets initialized to $\emptyset$. We find a closest forbidden pair $(J^*, T^*)$ in $G'$, add $J^* \cup T^*$ to $S_1$ and delete $J^* \cup T^*$ from $G'$. We repeat this step until it is no longer applicable. Let $S_{\text{OPT}}$ be the minimum sized set such that in the graph $G - S_{\text{OPT}}$, every connected component is either a claw-free graph or a triangle-free graph. Let $|S_{\text{OPT}}| = \text{OPT}$. Let $S_1$ be the set of vertices that is present in any set in $S_1$. From the safeness proof of Branching Rule 3 we can conclude that any feasible solution of $G$ must contain a vertex from each set of the family $S_1$. Since the union of all the sets in $S_1$ is a feasible solution, we have that $|S_1| = 7|S_1| \leq 7|S_{\text{OPT}}|$. Thus we have a 7-approximation algorithm for **Claw-Free-or-Triangle-Free Deletion**.

4.3.2 **Algorithm for Special Infinite-($\Pi_1, \Pi_2$)-Deletion**

Now, we show that the algorithm ideas from **Claw-Free-or-Triangle-Free Deletion** are applicable for a larger number of pairs of graph classes. Later in Section 5 we give other examples for pairs of graph classes where the same ideas work.

We define a variant of $\Pi_1$ OR $\Pi_2$ DELETION called **Special Infinite-($\Pi_1, \Pi_2$)-Deletion** satisfying the following properties.

1. The vertex deletion problems for the graph classes $\Pi_1$ and $\Pi_2$ are FPT with algorithms to the respective classes being $\mathcal{A}_1$ and $\mathcal{A}_2$.
2. $\mathcal{F}_p$, the forbidden pair family of $\mathcal{F}_1$ and $\mathcal{F}_2$ is of constant size.
3. Let $(H_1, H_2) \in \mathcal{F}_p$ be a closest forbidden pair in the graph $G$ with $(J_1, J_2)$ being the vertex subsets corresponding to the pair. Let $P$ be a shortest path between $J_1$ and $J_2$. There is a family $\mathcal{G}_1$ such that
- $G_1$ is a finite family of graphs of bounded-size (independent of the size of $G$),
- in the graph $G$ that is $G_1$-free, if a forbidden set $Q$ intersects the internal vertices of $P$, then $Q$ contains the right endpoint of $P$.

**Special Infinite-$(\Pi_1, \Pi_2)$-Deletion**

**Input:** An undirected graph $G = (V, E)$, graph classes $\Pi_1, \Pi_2$ with associated forbidden families $\mathcal{F}_1$ and $\mathcal{F}_2$ such that Conditions 1-3 are satisfied and an integer $k$.

**Parameter:** $k$

**Question:** Is there a vertex set $S$ of size at most $k$ such that every connected component of $G - S$ is either in $\Pi_1$ or in $\Pi_2$?

Note that the first two conditions for the problem are the same as those in $P_\alpha$-Free-$(\Pi_1, \Pi_2)$-Deletion. Only the Condition 3 is changed which is tailored to prove the soundness of the branching rule we introduce. We also note that in the examples of Special Infinite-$(\Pi_1, \Pi_2)$-Deletion we looked at (see Section 5), $G_1$ is the collection of all the graphs in $\text{sp}(\mathcal{F}_1, \mathcal{F}_2)$ of some constant size, with the constant depending on the problem.

Towards an FPT algorithm for Special Infinite-$(\Pi_1, \Pi_2)$-Deletion, We give the following branching rule whose soundness is easy to see.

**Branching Rule 4.** Let $(G, k)$ be the input instance and let $Q \subseteq V(G)$ such that $G[Q]$ is isomorphic to a graph in $G_1$. Then, for each $v \in V(Q)$, delete $v$ from $G$ and decrease $k$ by 1. The resulting instance is $(G - v, k - 1)$.

From here on we assume that Branching Rule 4 is not applicable for $G$ and so $G$ is $G_1$-free. We now focus on connected components of $G$ which contain forbidden pairs. We have the following branching rule.

**Branching Rule 5.** Let $(J^*, T^*)$ be the vertex subsets of a closest forbidden pair $(H_1, H_2) \in \mathcal{F}_p$. Then for each $v \in J^* \cup T^*$, we delete $v$ and decrease $k$ by 1, resulting in the instance $(G - v, k - 1)$.

We now prove the correctness of the above branching rule.

**Lemma 10.** Branching Rule 5 is safe.

**Proof.** Let $P^*$ be a shortest path between $J^*$ and $T^*$ with endpoints $u \in J^*$ and $v \in T^*$. Since $G[J^*]$ and $G[T^*]$ cannot occur in the same connected component after deleting the solution, the solution must intersect $J^* \cup T^* \cup P^*$. We now prove that there exists an optimal solution of $(G, k)$ that does not intersect the internal vertices of $P^*$.

Let $X$ be an optimal solution such that $X \cap (J^* \cup T^*) = \emptyset$. Since $X \cap (J^* \cup T^* \cup P^*) \neq \emptyset$, $X$ must intersect the internal vertices of $P^*$. We claim that $X' = (X \setminus (P^* \setminus \{u\})) \cup \{v\}$ is also an optimal solution for $G$. Suppose not. Then there exists a forbidden set $Q$ such that $X' \cap Q = \emptyset$. Since $X \cap Q \neq \emptyset$, we know that $Q$ intersects the internal vertices of $P^*$. But then by Condition 3 we know that $Q$ contains $v$ as well giving a contradiction. \qed
We now give the FPT algorithm \textsc{Special Infinite-}(\Pi_1, \Pi_2)-\textsc{Deletion} which is the same algorithm in Theorem 3 but the Branching Rule 2 is replaced by Branching Rule 4 and Branching Rule 5 in sequence. The correctness comes from Lemmas 10 and 6.

Again we define \( f(k) = \max\{f_1(k), f_2(k)\} \) where \( f_i(k) \text{poly}(n) \) is the running time for the algorithm \( A_i \). Also let \( c \) be the maximum among the size of graphs in \( G_1 \) and the integer \( \max_{(H_1, H_2) \in \mathcal{F}_p} (|H_1| + |H_2|) \). Note that the branching factor of Branching Rule 5 is reduced to \( \max_{(H_1, H_2) \in \mathcal{F}_p} (|H_1| + |H_2|) \) as we do not branch on the vertices of the path between the vertex sets of the closest forbidden pair.

**Theorem 9.** \textsc{Special Infinite-}(\Pi_1, \Pi_2)-\textsc{Deletion} can be solved in \( \max\{f(k), c^k\}\text{poly}(n) \)-time.

We now give an approximation algorithm for \textsc{Special Infinite-}(\Pi_1, \Pi_2)-\textsc{Deletion} when for \( i \in \{1, 2\}, \Pi_1 \text{ \textsc{Vertex Deletion}} \) has an approximation algorithm with approximation factor \( c_i \). The algorithm is similar to that of Theorem 4 with an additional primary step of greedily adding vertex subsets of induced graphs isomorphic to members in the family \( G_1 \) to the solution. Note that any optimal solution should contain at least one of the vertices of each such vertex subset.

**Theorem 10.** \textsc{Special Infinite-}(\Pi_1, \Pi_2)-\textsc{Deletion} has a \( d \)-approximation algorithm where \( d = \max\{c, c_1, c_2\} \).

**Proof.** Let \( G \) be the input graph. Let \( S_{\text{OPT}} \) be the minimum sized set such that in the graph \( G - S_{\text{OPT}} \), every connected component is either in \( \Pi_1 \) or \( \Pi_2 \). Let \( |S_{\text{OPT}}| = \text{OPT} \).

Let \( S_1 \) denote the maximal family of graphs which are in \( G_1 \) such that any two members of \( S_1 \) are pairwise disjoint. We can greedily construct such a family \( S_1 \) in polynomial time. Let \( S_1 \) be the set of vertices that is present in any graphs in \( S_1 \). From Lemma 5, we can conclude that any feasible solution of \( G \) must contains a vertex from each member of the family \( S_1 \). Since the members of \( S_1 \) are pairwise disjoint, we have that \( |S_{\text{OPT}} \cap S_1| \geq |S_1| \).

Let \( G' = G - S_1 \). We now construct a family \( S_2 \) as follows. Initially \( S_2 = \emptyset \). We find the closest forbidden pair \((J, T) \) in \( G' \), add it to \( S_2 \) and delete \( J \cup T \) from \( G' \). We repeat this step until it is no longer applicable. Let \( S_2 \) be the set of vertices that is present in any pair of graphs in \( S_2 \). From Lemma 10 we can conclude that any feasible solution of \( G \) must contains a vertex from each pair of the family \( S_2 \). Since the members of \( S_2 \) are pairwise disjoint and \( S_{\text{OPT}} - S_1 \) is also an optimum solution for \( G' \), we have that \( |(S_{\text{OPT}} - S_1) \cap S_2| \geq |S_2| \).

Let \( G'' = G' - S_2 \). We now construct a set \( S_3 \) as follows. Let \( C_1, \ldots, C_q \) be the connected components of \( G'' \). If a connected component \( C_i \) has no graphs in \( F_p \) as induced subgraph, we apply the \( c_1\)-approximation algorithm for \( \Pi_1 \) vertex deletion on \( G''|C_i \) to obtain a solution \( S_i \). If a connected component \( C_i \) has no graphs in \( F_p \) as induced subgraph, we apply the \( c_2\)-approximation algorithm for \( \Pi_2 \) vertex deletion on \( G''|C_i \) to obtain a solution \( Z_i \). The correctness comes from Lemma 6. We have \( S_3 = \bigcup_{i \leq q} Z_i \). Since \( (S_{\text{OPT}} - S_1) - S_2 \) and \( C_i \) is a feasible solution for the connected component \( C_i \) of \( G'' \), we have that \( |Z_i| \leq (\max\{c_1, c_2\})|((S_{\text{OPT}} - S_1) - S_2) \cap C_i| \) for all \( i \in [q] \).
We set $S = S_1 \cup S_2 \cup S_3$. We have
\[
|S| = |S_1| + |S_2| + |S_3| \\
\leq \left( \max_{H \in \mathcal{H}_1} |S_1| \right) + \left( \max_{(H_1, H_2) \in \mathcal{F}_p} (|H_1| + |H_2|) \right) |S_2| + \\
\sum_{i=1}^q (\max\{c_1, c_2\}) ((S_{\text{OPT}} - S_1) - S_2) \cap C_i \\
\leq c |S_{\text{OPT}} \cap S_1| + c |(S_{\text{OPT}} - S_1) \cap S_2| + \\
\sum_{i=1}^q (\max\{c_1, c_2\}) ((S_{\text{OPT}} - S_1) - S_2) \cap C_i \\
\leq \left( \max\{c, c_1, c_2\} \right) |S_{\text{OPT}}|
\]

Thus we have a $d$-approximation algorithm for Special Infinite-$(\Pi_1, \Pi_2)$-Deletion.

\[\square\]

5 Examples of Special Infinite-$(\Pi_1, \Pi_2)$-Deletion

Verifying whether Conditions 2 and 3 are satisfied for a general $\Pi_1$ and $\Pi_2$ is non-trivial. Hence we look at specific pairs of graph classes $\Pi_1$ and $\Pi_2$ and prove that they are examples of Special Infinite-$(\Pi_1, \Pi_2)$-Deletion.

We start by showing that the problems Claw-Free-or-Triangle-Free Deletion is indeed an example of Special Infinite-$(\Pi_1, \Pi_2)$-Deletion.

Lemma 11. Claw-Free-or-Triangle-Free Deletion is an example of Special Infinite-$(\Pi_1, \Pi_2)$-Deletion.

Proof. We show that Conditions 1 - 3 are satisfied by Claw-Free-or-Triangle-Free Deletion. The problems Claw-Tree Vertex Deletion and Triangle Vertex Deletion has simple $4^k poly(n)$ and $3^k poly(n)$ time FPT algorithms parameterized by the solution size $k$ via a simple branching on claws and triangles respectively. Hence Condition 1 is satisfied by Claw-Free-or-Triangle-Free Deletion. The forbidden pair family for Claw-Free-or-Triangle-Free Deletion is of size one which is $\{K_{1,3}, C_3\}$. Hence Condition 2 is satisfied. Finally, from Lemma 9 we can conclude that Condition 3 is satisfied as well with $\mathcal{G}_1 = \emptyset$.

Hence Claw-Free-or-Triangle-Free Deletion is an example of Special Infinite-$(\Pi_1, \Pi_2)$-Deletion. We have $f(k) = \max\{4^k, 3^k\} = 4^k$ and $c = \max_{(H_1, H_2) \in \mathcal{F}_p} (|H_1| + |H_2|) = 7$. Hence from Theorem 7 we have a $7^k poly(n)$ time algorithm for Claw-Free-or-Triangle-Free Deletion. This is the same running time obtained independently in Theorem 7.

We also have $d = \max\{c, c_1, c_2\} = 7$ giving a 7-approximation for Claw-Free-or-Triangle-Free Deletion from Theorem 11 which is the same approximation factor obtained independently in Theorem 8.

We now give examples of other pairs of graph classes $\Pi_1$ and $\Pi_2$ whose scattered deletion problem is an example of Special Infinite-$(\Pi_1, \Pi_2)$-Deletion. The core part in each of the cases below is establishing that Condition 3 is satisfied. We do so by establishing structural properties for the shortest path corresponding to the closest forbidden pair. Such properties vary for each case.
5.1 Interval or Trees

We define the problem.

**Interval-or-Tree Deletion**

**Input:** An undirected graph \( G = (V, E) \) and an integer \( k \).

**Parameter:** \( k \)

**Question:** Is there \( S \subseteq V(G) \) of size at most \( k \) such that every connected component of \( G - S \) is either an interval graph, or a tree?

We have the following forbidden subgraph characterization of interval graphs.

**Lemma 12.** ([24]) A graph is an interval graph if and only if it does not contain net, sun, hole, whipping top, long-claw, \(^\dagger\)-AW, or \(^\ddagger\)-AW as its induced subgraphs.

See Figure 2 for an illustration of the graphs mentioned as forbidden subgraphs for interval graphs. Note that \(^\dagger\)-AW and \(^\ddagger\)-AW are a collection of graphs (like holes) and its size need not be constant.

We now give a characterization for graphs whose every connected component is an interval graph or a tree. Recall from Section 4.1 that the forbidden pair family \( F_p \) of this pair of graph classes is \((\text{long-claw, triangle})\) and \( sp(F_1, F_2) \) is \{net, sun, hole, whipping top, \(^\dagger\)-AW, \(^\ddagger\)-AW\}. The following is a corollary from Lemma 5.

**Corollary 3.** The following statements are equivalent.

1. Let \( G \) be a graph such that every connected component is either an interval graph or a tree.

2. \( G \) does not have any net, sun, hole, whipping top, \(^\dagger\)-AW, \(^\ddagger\)-AW as its induced subgraphs. Moreover, \( G \) cannot have long-claw and triangle as induced subgraphs in the same connected component.

We show that Conditions 1–3 are satisfied by Interval-or-Tree Deletion. The problems Interval Vertex Deletion and Feedback Vertex Set has \( 10^k \text{poly}(n) \) [9] and 3.619\(^k\text{poly}(n) \) [23] time FPT algorithms parameterized by the solution size \( k \) respectively. Hence Condition 1 is satisfied by Interval-or-Tree Deletion. The forbidden pair family for Interval-or-Tree Deletion is of size one which is the pair (long-claw, triangle). Hence Condition 2 is satisfied.
It remains to show that Condition 3 is satisfied for INTERVAL-OR-TREE DELETION. We define \( \mathcal{G}_1 \) be the family of graphs in \( \text{sp}(\mathcal{F}_1, \mathcal{F}_2) \) of size at most 10.

Let \( (J^*, T^*) \) be the vertex subsets of a closest long-claw, triangle pair in a connected component of \( G \), where \( J^* \) is a long-claw and \( T^* \) is a triangle. Let \( P^* := x_0, x_1, \ldots, x_{d-1}, x_d \) be a shortest path between \( J^* \) and \( T^* \) of length \( d_G(J^*, T^*) = d \) with \( x_0 = u \in J^* \) and \( x_d = v \in T^* \).

A caterpillar graph is a tree in which all the vertices are within distance 1 of a central path. In the graph \( G \), let \( C \) be the connected component of \( G - (J^* \cup T^*) \) containing the internal vertices of \( P^* \). We have the following lemma that helps us to prove Condition 3.

**Lemma 13.** The graph \( C \) is a caterpillar with the central path being \( P^* \). Furthermore, the only vertices of \( C \) adjacent to \( J^* \cup T^* \) are \( x_1 \) and \( x_{d-1} \) which are only adjacent to \( x_0 \) and \( x_d \) respectively.

**Proof.** We first look at the neighborhood vertices of the path \( P^* \) in the connected component \( C \). Let \( w \) be such a vertex which is adjacent to a vertex \( x_i \) with \( i \in \{1, 2, \ldots, d-1\} \). We prove that \( w \) is not adjacent to any other vertex in \( G \). Thus there are no cycles in \( C \) and all the vertices in \( C \) are at distance at most 1 to \( P^* \) proving that \( C \) is a caterpillar.

We go over the possibilities of edges from \( w \) to other vertices.

**Case 1:** Suppose \( w \) is adjacent to some vertex \( x_j \) with \( j \in \{0, \ldots, d\} \). If \( j = i + 1 \) or \( j = i - 1 \), then \( wx_i x_j \) forms a triangle \( T' \). Since the path \( P' = u, x_1, \ldots, x_i \) has length smaller than \( P^* \) and connects \( J^* \) and \( T' \), we have that \( d_G(J^*, T') < d_G(J^*, T^*) \). This contradicts the fact that \( (J^*, T^*) \) is a pair of long-claw and triangle that is the closest.

Hence \( w \) is not adjacent to \( x_{i-1} \) and \( x_{i+1} \). Suppose \( j = i + 2 \) or \( j = i - 2 \). Then the graph induced by the set of vertices \( \{w, x_i, x_{i-1}, x_{i+2}\} \) or \( \{w, x_i, x_{i-1}, x_{i-2}\} \) is \( \mathcal{G}_1 \)-free contradicting that the graph is \( \mathcal{G}_1 \)-free. Hence \( w \) is not adjacent to \( x_{i-2} \) and \( x_{i+2} \).

Suppose \( w \) is adjacent to \( x_j \) with \( 1 \leq j < i - 2 \) or \( i + 2 < j \leq d \). Then note that we have a path from \( x_j \) to \( x_i \) of length 2 via \( w \) which is shorter than the path \( x_i \ldots x_j \) along \( P^* \). Hence we have a path \( P' = uw_1 \ldots x_j w x_i \ldots x_d v \) or \( P' = ux_1 \ldots x_i w x_j \ldots x_d v \) from \( J^* \) to \( T^* \) of length smaller than \( P^* \) contradicting that \( P^* \) is the shortest such path.

Hence \( w \) is not adjacent to any of the vertices in \( P^* \).

**Case 2:** Suppose \( w \) is adjacent to a vertex \( u' \in J^* \). We assume without loss of generality that among all neighbors of \( w \) in \( J^* \), \( u' \) is the vertex that is closest to \( u \) in \( J^* \), i.e., \( d_{J^*}(u, u') \) is minimum. If \( 3 \leq i \leq d - 1 \), we have a path from \( u' \) to
Suppose $i = 1$ or $i = 2$. Let $P'$ denote a shortest path between $u$ and $u'$ in $J^*$. Since $J^*$ is a long-claw, the length of $P'$ is at most 4. Let us concatenate $P'$ with the prefix of the path $P^*$ from $u$ to $x_i$ which is of length at most 2. Then we get a shortest path from $u'$ to $x_i$ which is of length at least 2 and at most 6. The vertex $w$ is adjacent to only $u'$ and $x_i$ in this path. Hence the graph induced by the set of vertices in this path plus $w$ is cycle $C_j$ with $4 \leq j \leq 8$ contradicting that the graph is $G_{1}$-free.

Hence $w$ is not adjacent to any of the vertices in $J^*$.

Case 3: Suppose $w$ adjacent to a vertex $v' \in T^*$. We have $d_{T'}(v, v') = 1$ as $T^*$ is a triangle. If $1 \leq i \leq d - 3$, we have a path from $v'$ to $x_i$ of length 2 via $w$ which is shorter than the path from $v$ to $x_i$ via $P^*$. This contradicts that $P^*$ is the shortest path from $J^*$ to $T^*$.

Hence $d - 2 \leq i \leq d - 1$. Let $P'$ be the suffix of the path $P^*$ from $x_i$ to $v$. Then we get a shortest path from $x_i$ to $v'$ as $x_iP'vw'$ which is of length at least 2 and at most 3. The vertex $w$ is adjacent with only vertices $x_i$ and $v'$ in this path. Hence the graph induced by the set of vertices of this path plus $w$ forms a cycle $C_j$ with $4 \leq j \leq 5$ contradicting that the graph is $G_{1}$-free.

Hence from the above three cases, $w$ is adjacent to none of the other vertices of $J^* \cup T^* \cup P^*$.

Case 4: We now prove that $w$ is not adjacent to any other vertex $w' \in V(C) \setminus P^*$. Suppose that there exists such a vertex $w'$. We now look at various cases of the adjacency of $w'$ with other vertices.

- Case 4.1: We first look at adjacencies of $w'$ with vertices in $P^*$.

Suppose $w'$ is adjacent to vertex $x_i$. Then the graph induced by the set of vertices $T' \{w', w, x_i\}$ forms a triangle. Since the path $P' := u, x_i, \ldots, x_i$ has length smaller than $P^*$ and connects $J^*$ and $T'$, we have that $d_G(J^*, T') < d_G(J^*, T^*)$. This contradicts the fact that $(J^*, T^*)$ is a pair of long-claw and triangle that is the closest.

Suppose $w'$ is adjacent to $x_{i-1}$ or $x_{i+1}$. Then the graph induced by the set of vertices $\{w', w, x_i, x_{i+1}\}$ or $\{w', w, x_i, x_{i-1}\}$ forms a $C_4$ contradicting that the graph is $G_{1}$-free.

Hence this is not the case. Now suppose $w'$ is adjacent to $x_{i+2}$ or $x_{i-2}$. Then the graph induced by the set of vertices $\{w', w, x_i, x_{i+1}, x_{i+2}\}$ or $\{w', w, x_i, x_{i-1}, x_{i-2}\}$ forms a $C_5$ contradicting that the graph is $G_{1}$-free.

Hence this is also not the case. Suppose $w'$ is adjacent to $x_{i+3}$ or $x_{i-3}$. Then the graph induced by the set of vertices $\{w', w, x_i, x_{i+1}, x_{i+2}, x_{i+3}\}$ or $\{w', w, x_i, x_{i-1}, x_{i-2}, x_{i-3}\}$ forms a $C_6$ contradicting that the graph is $G_{1}$-free.

In the remaining case, $w'$ is adjacent to $x_j$ with $1 \leq j < i + 3$ or $i + 3 < j \leq d$. Hence $|j - i| > 3$. Then note that the path $x_i, w', w, x_i$ is of length three which is shorter than the path between $x_i$ and $x_j$ in $P^*$. Hence we get a path $P'$ from $u$ to $v$ of length smaller than $P^*$ contradicting that $P^*$ is the smallest such path. Hence $w'$ is not adjacent to any of the vertices in $P^*$.  
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- Case 4.2: Suppose \( w' \) adjacent to a vertex \( u' \in J^* \). We assume without loss of generality that among all neighbors of \( w \) in \( J^* \), \( u' \) is the vertex that is closest to \( u \) in \( J^* \), i.e., \( d_G(u, u') \) is minimum. If \( 3 \leq i \leq d - 1 \), observe that the path \( u'w'wx_i \) from \( u' \) to \( x_i \) is of length 3 which is shorter than the path from \( u \) to \( x_i \) via \( P^* \). This contradicts that \( P^* \) is the shortest path from \( J^* \) to \( T^* \). Hence \( 1 \leq i \leq 3 \). Let \( P' \) denote the path between \( u \) and \( u' \) in \( J^* \) and \( P'' \) be the prefix of the path \( P^* \) from \( u \) to \( x_i \). Then \( uP''x_iwP'uP'u \) forms a cycle \( C_j \) with \( 4 \leq j \leq 10 \) with no chords contradicting that the graph is \( G_1 \)-free. Hence \( w \) is not adjacent to any of the vertices in \( J^* \).

- Case 4.3: Suppose \( w' \) adjacent to a vertex \( v' \in T^* \). We have \( d_{T^*}(v, v') = 1 \) as \( T^* \) is a triangle. If \( 1 \leq i \leq d - 4 \), we have the path \( v', w', w, x_i \) from \( v' \) to \( x_i \) of length 3 which is shorter than the path from \( v \) to \( x_i \) via \( P^* \). This contradicts that \( P^* \) is the shortest path from \( J^* \) to \( T^* \). Hence \( d - 3 \leq i \leq d - 1 \). Let \( P' \) be the suffix of the path \( P^* \) from \( x_i \) to \( v \). Then \( v'w'wx_iP'vv' \) forms a cycle \( C_j \) with \( 4 \leq j \leq 6 \) without any chords contradicting that the graph is \( G_1 \)-free.

Hence we conclude that \( w' \) is not adjacent to any of the vertices in \( J^* \cup T^* \cup P^* \).

Now look the graph induced by the set of vertices \( J' \) which is

- \( \{w', w, x_i, x_{i-1}, x_{i-2}, x_{i+1}, x_{i+2}\} \) for \( 3 \leq i \leq x_{d-2} \) or
- \( \{w', w, x_i, x_{i-1}, x_{i+1}, x_{i+2}\} \) when \( i = 2 \) or
- \( \{w', w, x_i, x_{i-1}, u, x_{i+1}, x_{i+2}\} \) when \( i = 1 \) for \( u' \in J^* \cap N(u) \) or
- \( \{w', w, x_i, x_{i-1}, x_{i-2}, v, v'\} \) when \( i = d - 1 \) for \( v' \in J^* \cap N(v) \).

In all cases, the graph induced by \( J' \) forms a long-claw. Since the path \( P' \) from \( J' \) to \( v \in T^* \) has length smaller than \( P^* \), we have that \( d_G(J', T^*) < d_G(J^*, T^*) \). This contradicts the fact that \( (J^*, T^*) \) is a pair of long-claw and triangle that is closest. Hence no such vertex \( w' \) exists and therefore \( w \) has no other neighbors in \( G \).

Hence, the graph \( C \) is a caterpillar with the central path being \( P^* \). Furthermore, no vertices other than \( x_i \) and \( x_{d-1} \) is adjacent to \( J^* \cup T^* \).

We now use Lemma 13 to prove that Condition 3 is satisfied for INTERVAL-OR-TREE DELETION.

**Lemma 14.** Condition 3 is satisfied for INTERVAL-OR-TREE DELETION.

**Proof.** Condition 3 is not satisfied in the following case. There exist a pair \( (J^*, T^*) \) which is the vertex subsets of a closest long-claw, triangle pair in a connected component of \( G \), where \( J^* \) is a long-claw and \( T^* \) is a triangle. Also there is a shortest path \( P^* := x_0, x_1, \ldots, x_{d-1}, x_d \) between \( J^* \) and \( T^* \) of length \( d_G(J^*, T^*) = d \) with \( x_0 = u \in J^* \) and \( x_d = v \in T^* \). A forbidden set \( Q \) of the graph \( G \) is such that \( Q \) contains some internal vertex \( x_i \) of the path \( P \) but it does not contain \( v \).

Since the graph \( G \) is \( G_1 \)-free, \( G\{Q\} \) can be one of hole, †-AW or a ‡-AW or contain a forbidden pair for \( (\text{long-claw, triangle}) \). Note that all of these possibilities contain cycles. But from Lemma 13, the component \( C \) of \( G \setminus (J^* \cup T^*) \) that contains the internal
vertices of $P^*$ is a caterpillar which does not contain any cycles. Hence $Q$ is not fully contained in $C$.

From Lemma 13, the only neighbors of $C$ are $u$ and $v$ via $x_1$ and $x_{d-1}$ respectively. Since $G[Q]$ is connected and intersects $x_i$, $Q \cap \{u, v\} \neq \emptyset$. Since we assumed that $Q$ does not contain the vertex $v$, we have $u \in Q$. In particular, $Q$ contains the entire subpath of $P^*$ from $u$ to $x_i$.

Also note that $u$ cannot be part of a subset of three vertices $T'$ which is a triangle as otherwise, we get a pair $(J^*, T')$ with distance zero contradicting that $(J^*, T^*)$ was the closest pair $P^*$ has internal vertices. Hence the forbidden set $Q$ cannot be $\dagger$-AW or $\ddagger$-AW whose structure forces $u$ to be part of a triangle if it contains $x_i$ (which also happens only in the case when $i = 1$). Since $x_i$ does not have any paths to the vertex $u$ other than the subpath in $P^*$, the forbidden set $Q$ cannot be a hole as well.

Hence $Q$ can only correspond to a (long-claw, triangle) forbidden pair. In this case, we claim that the set after removing the vertices $x_1, \ldots, x_i$ from $Q$ is also a forbidden set. This contradicts that $Q$ is a forbidden set as by definition they are required to be minimal.

Since $Q$ is a forbidden set, it contains vertex subsets that are isomorphic to a long-claw and a triangle. From Lemma 13, we can conclude that none of the vertices $x_1, \ldots, x_i$ can be part of any triangle in $G$. None of these vertices can be part of a long-claw in $G$ as well since it contradicts that $(J^*, T^*)$ is the closest forbidden pair. Since $v$ disconnects the path $P^*$, the subpath $x_1, \ldots, x_i$ is not part of a path connecting a long-claw and a triangle either as if so $Q$ must contain the entire path $P^*$ including $v$. Hence the set after removing the vertices $x_1, \ldots, x_i$ from $Q$ is still a forbidden set contradicting that $Q$ is minimal.

These cases of $Q$ are mutually exhaustive completing the proof of the Lemma.  

Hence, we have established that INTERVAL-OR-TREE DELETION is indeed an example of SPECIAL INFINITE-($\Pi_1, \Pi_2$)-DELETION. We have the following theorem.

**Theorem 11.** INTERVAL-OR-TREE DELETION has an FPT algorithm with running time $10^k \text{poly}(n)$ and a $10$-approximation algorithm.

**Proof.** We have $f(k) = \max\{10^k, 3.619^k\} = 10^k$ and $c = \max_{H_1, H_2 \in F_p} (|H_1| + |H_2|) = 10$. Hence from Theorem 9 we have a $10^k \text{poly}(n)$ time algorithm for INTERVAL-OR-TREE DELETION.

We know that INTERVAL VERTEX DELETION has an $8$-approximation algorithm [8] and FEEDBACK VERTEX SET has a $2$-approximation algorithm [3]. Hence $d = \max\{c, c_1, c_2\} = 10$ giving a $10$-approximation for INTERVAL-OR-TREE DELETION from Theorem 10.  

5.2 Proper Interval or Trees

We define the problem.

| PROPER INTERVAL-OR-TREE DELETION |
|----------------------------------|
| **Input:** An undirected graph $G = (V, E)$ and an integer $k$ |
| **Parameter:** $k$ |
| **Question:** Is there $S \subseteq V(G)$ of size at most $k$ such that every connected component of $G - S$ is a proper interval graph or a tree? |
We have the following forbidden subgraph characterization of proper interval graphs.

**Lemma 15.** A graph is said to be a proper interval graph if and only if it does not contain claw, net, sun or hole as its induced subgraphs.

We now give a characterization for graphs whose every connected component is a proper interval graph or a tree.

**Lemma 16.** The following statements are equivalent.

1. A graph $G$ is such that every connected component of $G$ is a proper interval graph or a tree.
2. A graph $G$ does not have any net, sun or hole as its induced subgraphs. Moreover, no connected component of $G$ have a claw and a triangle as induced graphs.

**Proof.** We prove that the forbidden pair family is $(\text{claw}, \text{triangle})$. The forbidden family $F_1$ for proper interval graphs are claw, net, sun or holes. The forbidden family of trees $F_2$ is cycles. Since cycles of length at least 4 are common in $F_1$ and $F_2$, they are in $\text{sp}(F_1, F_2)$. Since the graphs net and sun have triangle as induced subgraph, they are in $\text{sp}(F_1, F_2)$ as well. The only remaining pair in $F_1 \times F_2$ is $(\text{claw}, \text{triangle})$. The proof now follows from the forbidden characterization in Lemma 5.

Hence Condition 2 is satisfied by Proper Interval-or-Tree Deletion as the forbidden pair is of size one which is $(\text{claw}, \text{triangle})$. Since Proper Interval Vertex Deletion is FPT with a $O^*(6^k)$ running time algorithm from [27] and Feedback Vertex Set is FPT with a $O^*(3.619^k)$ running time algorithm from [23], Condition 1 is satisfied as well.

We now prove that Condition 3 is satisfied by Proper Interval-or-Tree Deletion. Recall Lemma 8 where we established that the internal vertices of any shortest path between the vertex sets of a closest claw, triangle pair in a graph do not contain any neighbors other than the endpoints of the path.

**Lemma 17.** Condition 3 is satisfied by Proper Interval-or-Tree Deletion.

**Proof.** Condition 3 is not satisfied in the following case. There exist a pair $(J^*, T^*)$ which is the vertex subsets of a closest claw, triangle pair in a connected component of $G$, where $J^*$ is a claw and $T^*$ is a triangle. Also there is a shortest path $P^* := x_0, x_1, \ldots, x_d$ between $J^*$ and $T^*$ of length $d_G(J^*, T^*) = d$ with $x_0 = u \in J^*$ and $x_d = v \in T^*$. A forbidden set $Q$ of the graph $G$ is such that $Q$ contains some internal vertex $x_i$ of the path $P$ but it does not contain $v$.

Let $G_t = \emptyset$. The graph $G[Q]$ can be one of net, sun, hole or contain a forbidden pair for (claw, triangle). Note that all of these possibilities contain cycles. But from Lemma 8, the component $C$ of $G \setminus (J^* \cup T^*)$ that contains the internal vertices of $P^*$ is the path $P^* \setminus \{u, v\}$ which does not contain any cycles. Hence $Q$ is not fully contained in $C$.

From Lemma 8, the only neighbors of $C$ is $u$ and $v$ via $x_1$ and $x_{d-1}$ respectively. Since $G[Q]$ is connected and intersects $x_i$, $Q \cap \{u, v\} \neq \emptyset$. Since we assumed that $Q$ does not contain the vertex $v$, we have $u \in Q$. In particular, $Q$ contains the entire subpath of $P^*$ from $u$ to $x_i$. 
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Also note that \( u \) cannot be part of a subset of three vertices \( T' \) which is a triangle as otherwise, we get a pair \( (J^*, T') \) with distance zero contradicting that \( (J^*, T^*) \) was the closest pair \( P^* \) has internal vertices. Hence the forbidden set \( Q \) cannot be a net or a sun whose structure forces \( u \) to be part of a triangle if it contains \( x_i \). Since \( x_i \) does not have any paths to the vertex \( u \) other than the subpath in \( P^* \), the forbidden set \( Q \) cannot be a hole as well.

Hence \( Q \) can only correspond to a (claw, triangle) forbidden pair. In this case, we claim that the set after removing the vertices \( x_1, \ldots, x_i \) from \( Q \) is also a forbidden set. This contradicts that \( Q \) is a forbidden set as by definition they are required to be minimal.

Since \( Q \) is a forbidden set, it contains vertex subsets that are isomorphic to a claw and a triangle. From Lemma 8 we can conclude that none of the vertices \( x_1, \ldots, x_i \) can be part of any triangle in \( G \). None of these vertices can be part of a claw in \( G \) as well since it contradicts that \( (J^*, T^*) \) is the closest forbidden pair. Since \( v \) disconnects the path \( P^* \), the subpath \( x_1, \ldots, x_i \) is not part of a path connecting a claw and a triangle either as if so \( Q \) must contain the entire path \( P^* \) including \( v \). Hence the set after removing the vertices \( x_1, \ldots, x_i \) from \( Q \) is still a forbidden set contradicting that \( Q \) is minimal.

These cases of \( Q \) are mutually exhaustive completing the proof of the Lemma.

We have \( f(k) = \max\{6^k, 3.619^k\} = \delta^k \) and \( c = 7 \). Also we know that Proper Interval Vertex Deletion has an 6-approximation algorithm [27] and Feedback Vertex Set has a 2-approximation algorithm [3]. Hence we have \( d = 7 \) as well. We have the following theorem.

**Theorem 12.** Proper Interval-or-Tree Deletion can be solved in \( 7^k \text{poly}(n) \)-time and has a 7-approximation algorithm.

### 5.3 Chordal or Bipartite Permutation

We define the problem as follows.

| Chordal-or-Bipartite Permutation Deletion |
|------------------------------------------|
| **Input:** An undirected graph \( G = (V, E) \) and an integer \( k \) |
| **Parameter:** \( k \) |
| **Question:** Is there \( S \subseteq V(G) \) of size at most \( k \) such that every connected component of \( G - S \) is either a chordal graph, or a bipartite permutation graph? |

The forbidden set for chordal graphs \( F_1 \) is the set of cycle graphs with a length of at least 4. We have the following characterization for bipartite permutation graphs which defines \( F_2 \).

**Lemma 18.** A graph is said to be a bipartite permutation graph if and only if it does not contain long-claw, \( X_2, X_3, C_3 \) or cycle graphs of length at least 5 as its induced subgraphs. See Figure 2 for an illustration of the graphs \( X_2 \) and \( X_3 \).

We now give a characterization for graphs whose each connected component is either a chordal graph or a bipartite permutation graph.

**Lemma 19.** The following statements are equivalent.
1. Let $G$ be a graph such that every connected component is either chordal or a bipartite permutation graph.

2. $G$ does not have any $X_2, X_3$ or induced cycle of length at least 5 as induced subgraphs. Moreover, $G$ cannot have long-claw and $C_4$ in the same connected component or have $C_4$ and triangle in the same connected component.

Proof. We prove that the forbidden pair family is $(C_4, \text{long-claw})$ and $(C_4, C_3)$. The forbidden family $\mathcal{F}_1$ for chordal graphs are holes. The forbidden family of bipartite permutation graphs $\mathcal{F}_2$ is long-claw, $X_2, X_3, C_3$ plus cycles of length at least 5. Since cycles of length at least 5 are common in $\mathcal{F}_1$ and $\mathcal{F}_2$, they are in $sp(\mathcal{F}_1, \mathcal{F}_2)$. Since the graphs $X_2, X_3$ have $C_4$ as induced subgraph, they are in $sp(\mathcal{F}_1, \mathcal{F}_2)$ as well. The only remaining pairs in $\mathcal{F}_1 \times \mathcal{F}_2$ are $(C_4, \text{long-claw})$ and $(C_4, \triangle)$. The proof now follows from the forbidden characterization in Lemma 3.

Hence Condition 2 is satisfied by CHORDAL-OR-BIPARTITE PERMUTATION DELETION as the forbidden pair family is of size two which are (long-claw, $C_4$) and (triangle, $C_4$). Since CHORDAL VERTEX DELETION is FPT with a $O^{(k)}\text{poly}(n)$ running time algorithm from 10 and BIPARTITE PERMUTATION VERTEX DELETION SET is FPT with a $9^{k}\text{poly}(n)$ running time algorithm from 3, Condition 1 is satisfied as well.

It remains to show that Condition 3 is satisfied by CHORDAL-OR-BIPARTITE PERMUTATION DELETION. We define $\mathcal{G}_1$ as all the forbidden graphs in $sp(\mathcal{F}_1, \mathcal{F}_2)$ of size at most 10.

Let $(J^*, T^*)$ be the vertex subsets of a closest forbidden pair in a connected component of a $\mathcal{G}_1$-free $G$, where $J^*$ is one of long-claw or triangle and $T^*$ is a $C_4$. Let $P^* := x_0, x_1, \ldots, x_{d-1}, x_d$ be a shortest path between $J^*$ and $T^*$ of length $d_G(J^*, T^*) = d$ with $x_0 = u \in J^*$ and $x_d = v \in T^*$.

Let $C$ be the connected component of $G - (J^* \cup T^*)$ containing the internal vertices of $P^*$. We have the following lemma similar to Lemma 13 in INTERVAL-OR-TREE DELETION.

**Lemma 20.** The graph $C$ is a caterpillar with the central path being $P^* \setminus \{u, v\}$. Furthermore, the only vertices of $C$ adjacent to $J^* \cup T^*$ are $x_1$ and $x_{d-1}$ which are only adjacent to $x_0$ and $x_d$ respectively.

Proof. Let $w$ be a vertex of $C$ other than $P^*$ adjacent to a vertex $x_i$ with $i \in [d-1]$. We claim that $w$ is not adjacent to any other vertex in $G$.

We go over possibilities of edges from $w$ to other vertices.

**Case 1:** Suppose $w$ is adjacent to some vertex $x_j$ with $j \in \{0, \ldots, d\}$. If $j = i+1$ or $j = i-1$, then $wx_ix_j$ forms a triangle $J'$. Since the path $P' = x_i, \ldots, x_{d-1}, v$ that has length smaller than $P^*$ connects $J'$ and $T^*$, we have that $d_G(J', T^*) < d_G(J^*, T^*)$. This contradicts the fact that $(J^*, T^*)$ is a closest forbidden pair.

Hence $w$ is not adjacent to $x_{i-1}$ and $x_{i+1}$. Suppose $j = i+2$ or $j = i-2$. Then the graph induced by the vertices $\{w, x_i, x_{i+1}, x_{i+2}\}$ or $\{w, x_i, x_{i-1}, x_{i-2}\}$ forms the graph $T'$ which is a $C_4$. Since the path $P' = u, \ldots, x_i$ that has length smaller than $P^*$ connects $J^*$ and $T'$, we have that $d_G(J^*, T') < d_G(J^*, T^*)$. This contradicts the fact that $(J^*, T^*)$ is a closest forbidden pair.

Suppose now $w$ is adjacent to $x_j$ with $0 \leq j < i-2$ or $i+2 < j \leq d$. Then note that we have a path from $x_j$ to $x_i$ of length two via $w$ which is shorter than the path
Case 2: Suppose \( w \) adjacent to a vertex \( u' \in J^* \). We assume without loss of generality that among all neighbors of \( w \) in \( J^* \), \( u' \) is the vertex that is closest to \( u \) in \( J^* \), i.e., \( d_{J^*}(u, u') \) is minimum. We have \( d_{J^*}(u, u') \leq 4 \) as \( J^* \) is either a long-claw or a triangle. If \( 3 \leq i \leq d-1 \), we have a path from \( u' \) to \( x_i \) of length 2 via \( w \) which is shorter than the path from \( u \) to \( x_i \) via \( P^* \). This contradicts that \( P^* \) is the shortest path from \( J^* \) to \( T^* \). Hence \( i = 1 \) or \( i = 2 \). Let \( P' \) denote the path between \( u \) and \( u' \) in \( J^* \) and \( P'' \) be the subpath of \( P^* \) from \( u \) to \( x_i \). Then \( u, P''x_iwu'P'u \) forms a cycle \( C_j \) with \( 4 \leq j \leq 6 \) without any chords. This either contradicts that \((J^*, T^*)\) is a closest forbidden pair or \( G \) is \( G_1 \)-free. Hence \( w \) is not adjacent to any of the vertices in \( J^* \).

Case 3: Suppose \( w \) adjacent to a vertex \( v' \in T^* \). We have \( d_{T^*}(v, v') \leq 2 \) as \( T^* \) is a \( C_4 \). If \( 1 \leq i \leq d-3 \), we have a path from \( v' \) to \( x_i \) of length 2 via \( w \) which is shorter than the path from \( v \) to \( x_2 \) via \( P^* \). This contradicts that \( P^* \) is the shortest path from \( J^* \) to \( T^* \). Hence \( d-2 \leq i \leq d-1 \). Let \( P' \) be the subpath of \( P^* \) from \( x_i \) to \( v' \). Then \( v'wx_iP'vv' \) forms a cycle \( C_j \) with \( 4 \leq j \leq 6 \) without any chords. This either contradicts that \((J^*, T^*)\) is a closest forbidden pair or \( G \) is \( G_1 \)-free. Hence \( w \) is adjacent to none of the other vertices of \( J^* \cup T^* \cup P^* \).

Case 4: We now prove that \( w \) is not adjacent to any other vertex \( w' \in V(G) - (J^* \cup T^* \cup P^*) \). Suppose that there exists such a vertex \( w' \). Suppose \( w' \) is adjacent to vertex \( x_i \). Then the graph induced by the set of vertices \( J' = \{w', w, x_i\} \) forms a triangle. Since the path \( P' = x_i, \ldots, x_{d-1}, v \) that has length smaller than \( P^* \) connects \( J' \) and \( T^* \), we have that \( d_G(J', T^*) < d_G(J^*, T^*) \). This contradicts the fact that \((J^*, T^*)\) is a closest forbidden pair.

- Case 4.1: Suppose \( w' \) is adjacent to \( x_{i+1} \) or \( x_{i-1} \). Then the graph \( T' \) induced by the vertices \( \{w', w, x_i, x_{i+1}\} \) or \( \{w', w, x_i, x_{i-1}\} \) forms a \( C_4 \). Since the path \( P' = u_i, \ldots, x_i \) that has length smaller than \( P^* \) connects \( J^* \) and \( T' \), we have that \( d_G(J^*, T') < d_G(J^*, T^*) \). This contradicts the fact that \((J^*, T^*)\) is a closest forbidden pair.

Hence this is not the case. Now suppose \( w' \) is adjacent to \( x_{i+2} \) or \( x_{i-2} \). Then the graph induced by the set of vertices \( \{w', w, x_i, x_{i+1}, x_{i+2}\} \) or \( \{w', w, x_i, x_{i-1}, x_{i-2}\} \) is \( C_5 \) contradicting that \( G \) is \( G_1 \)-free. Hence this is not the case. Now suppose \( w' \) is adjacent to \( x_{i+3} \) or \( x_{i-3} \). Then the graph induced by the set of vertices \( \{w', w, x_i, x_{i+1}, x_{i+2}, x_{i+3}\} \) or \( \{w', w, x_i, x_{i-1}, x_{i-2}, x_{i-3}\} \) is \( C_6 \) contradicting that \( G \) is \( G_1 \)-free.

Now suppose \( w' \) is adjacent to \( x_j \) with \( 1 \leq j < i + 3 \) or \( i + 3 < j \leq d \). Then we have a path \( P' \) which is either \( u_i x_1 \ldots x_j w_i x_i \ldots x_d v \) or \( u_i x_1 \ldots x_j w_i x_j \ldots x_d v \) from \( J^* \) to \( T^* \) of length smaller than \( P^* \) contradicting that \( P^* \) is the smallest such path. Hence \( w' \) is not adjacent to any of the vertices in \( P^* \).

Case 4.2: Suppose \( w' \) adjacent to a vertex \( u' \in J^* \). We assume without loss of generality that among all neighbors of \( w \) in \( J^* \), \( u' \) is the vertex that is closest to \( x_i \). Then the graph induced by the set of vertices \( \{w', w, x_i, x_{i+1}, x_{i+2}\} \) or \( \{w', w, x_i, x_{i-1}, x_{i-2}\} \) is \( C_5 \) contradicting that \( G \) is \( G_1 \)-free. Hence this is not the case. Now suppose \( w' \) is adjacent to \( x_{i+3} \) or \( x_{i-3} \). Then the graph induced by the set of vertices \( \{w', w, x_i, x_{i+1}, x_{i+2}, x_{i+3}\} \) or \( \{w', w, x_i, x_{i-1}, x_{i-2}, x_{i-3}\} \) is \( C_6 \) contradicting that \( G \) is \( G_1 \)-free.
u in $J^*$, i.e., $d_{J^*}(u, u')$ is minimum. If $3 \leq i \leq d - 1$, we have the path $u'w'wx_i$ from $u'$ to $x_i$ of length 3 via $w$ which is shorter than the path from $u$ to $x_i$ via $P^*$. This contradicts that $P^*$ is the shortest path from $J^*$ to $T^*$. Hence $1 \leq i \leq 3$. Let $P'$ denote the between $u$ and $u'$ in $J^*$ and $P''$ be the prefix of the path $P^*$ from $u$ to $x_i$. Then $uP''x_iw,w',u'P'u$ forms a cycle $C_j$ with $4 \leq j \leq 10$ with no chords. This either contradicts that $(J^*, T^*)$ is a pair that is closest or $G$ is $\mathcal{G}_l$-free. Hence $w$ is not adjacent to any of the vertices in $J^*$.

**Case 4.3:** Suppose $w'$ adjacent to a vertex $v' \in T^*$. We have $d_{T^*}(v, v') \leq 2$ as $T^*$ is a $C_4$. If $1 \leq i \leq d - 4$, we have the path $v', w', w, v_i$ from $v'$ to $v_i$ of length three which is shorter than the path from $v$ to $v_i$ via $P^*$. This contradicts that $P^*$ is the shortest path from $J^*$ to $T^*$. Hence $d - 3 \leq i \leq d - 1$. Let $P'$ be the suffix of the path $P^*$ from $v_i$ to $v$. Then $v', w', w, v_iP'v, v'$ forms a cycle $C_j$ with $4 \leq j \leq 7$. This either contradicts that $(J^*, T^*)$ is a pair that is closest or $G$ is $\mathcal{G}_l$-free.

Hence we conclude that $w'$ is not adjacent to any of the vertices in $J^* \cup T^* \cup P^*$. Now, we look at the induced subgraph formed by the set of vertices $J'$ which is

- $\{w', w, x_i, x_{i-1}, x_{i-2}, x_{i+1}, x_{i+2}\}$ for $3 \leq i \leq x_d - 2$,
- $\{w', w, x_i, x_{i-1}, u, x_{i+1}, x_{i+2}\}$ when $i = 2$,
- $\{w', w, x_i, x_{i-1}, u', x_{i+1}, x_{i+2}\}$ when $i = 1$ for $u \in J^* \cap N(u)$ or
- $\{w', w, x_i, x_{i-1}, x_{i-2}, v, v'\}$ when $i = d - 1$ for $v' \in J^* \cap N(v)$.

This graph forms a long-claw. Since the path $P'$ from $J'$ to $v \in T^*$ has length smaller than $P^*$, the distance $d_G(J', T^*) < d_G(J^*, T^*)$. This contradicts the fact that $(J^*, T^*)$ is a closest forbidden pair.

Hence no such vertex $w'$ exist and therefore $w$ has no other neighbors in $G$.}

We now use Lemma 20 to prove that Condition 3 is satisfied for CHORDAL-OR-BIPARTITE PERMUTATION DELETION.

**Lemma 21.** Condition 3 is satisfied for CHORDAL-OR-BIPARTITE PERMUTATION DELETION.

**Proof.** Condition 3 is not satisfied in the following case. There exist a pair $(J^*, T^*)$ which is the vertex subsets of a closest long-claw, triangle pair in a connected component of $G$, where $J^*$ one of long-claw or a triangle and $T^*$ is a $C_4$. Also there is a shortest path $P^* := x_0, x_1, \ldots, x_{d-1}, x_d$ between $J^*$ and $T^*$ of length $d_G(J^*, T^*) = d$ with $x_0 = u \in J^*$ and $x_d = v \in T^*$. A forbidden set $Q$ of the graph $G$ is such that $Q$ contains some internal vertex $x_i$ of the path $P$ but it does not contain $v$.

Since the graph $G$ is $\mathcal{G}_l$-free, $G[Q]$ can be a hole of size at least 11 or contain a forbidden pair which is (long-claw, $C_4$) or ($C_3$, $C_4$). Note that all of these possibilities contain cycles. But from Lemma 20 the component $C$ of $G \setminus (J^* \cup T^*)$ that contains the internal vertices of $P^*$ is a caterpillar which does not contain any cycles. Hence $Q$ is not fully contained in $C$.

From Lemma 20 the only neighbors of $C$ is $u$ and $v$ via $x_1$ and $x_{d-1}$ respectively. Since $G[Q]$ is connected and intersects $x_i$, $Q \cap \{u, v\} \neq \emptyset$. Since we assumed that $Q$
does not contain the vertex $v$, we have $u \in Q$. In particular, $Q$ contains the entire subpath of $P^*$ from $u$ to $x_i$.

Since $x_i$ does not have any paths to the vertex $u$ other than the subpath in $P^*$, the forbidden set $Q$ cannot be a hole. Hence $Q$ can only correspond to a (long-claw, $C_4$) or $(C_3, C_4)$ forbidden pair. In this case, we claim that the set after removing the vertices $x_1, \ldots, x_i$ from $Q$ is also a forbidden set. This contradicts that $Q$ is a forbidden set as by definition they are required to be minimal.

From Lemma 13 we can conclude that none of the vertices $x_1, \ldots, x_i$ can belong to a subset of vertices in the graph such that the graph induced by the subset is a long-claw, triangle or a $C_4$. This is because otherwise, we get a forbidden pair using this subset which is closer than the closest forbidden pair $(J^*, T^*)$. Since $v$ disconnects the path $P^*$, the subpath $x_1, \ldots, x_i$ is not part of a path connecting a forbidden pair either as if so $Q$ must contain the entire path $P^*$ including $v$. Hence the set after removing the vertices $x_1, \ldots, x_i$ from $Q$ is still a forbidden set contradicting that $Q$ is minimal.

These cases of $Q$ are mutually exhaustive completing the proof of the lemma. □

We have $f(k) = \max\{k^{O(k)}, 9^k\} = k^{O(k)}$ and $c = 11$. We know that CHORDAL VERTEX DELETION has an $\log^2(\text{OPT})$-approximation algorithm [1] where $\text{OPT}$ denote the size of the optimal solution. Also, BIPARTITE PERMUTATION VERTEX DELETION has a 9-approximation algorithm [4]. Hence $d = \max\{c, c_1, c_2\} = \max\{11, \log^2(\text{OPT}), 2\} = \log^2(\text{OPT})$. We have the following theorem.

**Theorem 13.** CHORDAL-OR-BIPARTITE PERMUTATION DELETION can be solved in $k^{O(k)}\text{poly}(n)$-time and has as a $\log^2(\text{OPT})$-approximation algorithm.

### 6 Conclusion

We gave faster algorithms for some vertex deletion problems to pairs of scattered graph classes with infinite forbidden families. The existence of a polynomial kernel for all the problems studied except the case when both the forbidden families are finite and one of them has a path are open. It is even open when the two scattered graph classes have finite forbidden families (without the forbidden path assumption).

Currently we do not know any $\text{W}[1]$-hardness results (where we do not expect to have FPT algorithms) for scattered graph classes in the literature when the deletion to each underlying graph classes is FPT. Finding such a result would be interesting.

Another open problem is to give faster FPT algorithms for problems that doesn’t fit in any of the frameworks described above, especially problems which does not have a constant sized forbidden pair family. An example is the case when $(\Pi_1, \Pi_2)$ is (Chordal, Bipartite). The forbidden pair family for this problem is the set of all pairs $(C_{2i}, C_3)$ with $i \geq 2$ which is not of constant size.
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