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Abstract
Internet of Things (IoTs) is an integrated network collection of heterogeneous objects which enable seamless integration between systems, humans, devices, and various other things, to support pervasive computing for smart systems. IoT-driven systems and sensors continuously ingest data resulting in an increased volume and velocity of information which can lead to critical concerns such as security of the data and scalability of the system. The Internet of Underwater Things (IoUTs) is a specific genre of IoTs in which data related to oceanic ecosystems is continuously sensed through underwater sensors. IoUT has emerged as an innovative paradigm to support smart oceans. However, there are several critical challenges which IoUT system designers must consider such as (1) scalability of the system to handle large volumes of oceanic data and (2) security of data that is transmitted from IoT sensors deployed underwater. Blockchain as a newly emerged technology and an enabling platform allows decentralized and secure transmission of data among a wide group of untrustworthy parties. This research aims to exploit blockchain technology to secure IoUT data transmission by exploiting Interplanetary File System (IPFS) method. Additionally, this study also addresses the system’s scalability in two aspects, (1) scalability, and (2) security. We used a case study-based approach and performed experiments to evaluate the proposed solution’s usability and efficiency in terms of query response (i.e., performance), and algorithmic execution (i.e., efficiency). The proposed solution unifies blockchain technologies to secure IoT-driven systems and provides guidelines to engineer and develop next-generation of robust and secure blockchain-aided distributed IoT systems.
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1 Introduction

The Internet of Things (IoT) orchestrates heterogeneous things such as systems, services, devices, and individuals to coordinate autonomously in smart systems and environments [1]. According to a recent estimate by Statista, by the end of 2020, there were 8.74 billion IoT-connected devices on the planet, with the number expected to rise to 16.44 billion by 2025 (i.e., practically doubled in the next five years) [2]. IoT systems are comprised of hardware sensors which employ software tools and wireless networks, as well as other internet-based technologies for communicating and data sharing with corresponding devices and systems [3]. The Internet of Underwater Things (IoUTs) is a subset of the IoT which refers to an operation in an oceanic environment, exploiting data from underwater sources and delivering it to off-shore servers for data-driven intelligence and human decision support [4]. IoUTs are envisioned as being the ears and eyes of the deep blue (sea), providing vital information by operationalizing scenarios such as monitoring marine life, assessing underwater pollution, and observing the relationship with various parameters e.g., temperature and acidity on water [5]. Although the significance of IoTs in the development and implementation of a wide range of smart systems and infrastructures is critical, so far limited research activities have been performed on using IoTs for smart ocean solutions [5, 6]. Despite the predicted revenues of IoTs and
strategic benefits of IoUTs, such sensor-driven systems include some critical challenges, according to a recently published report on 'Smart Ocean Technologies' [7]. These challenges include but are not limited to, sensor resource poverty, wireless network stability, data security and privacy [8], and other factors which can prevent the trustworthiness and ensure the extensive utility of IoUTs. The proposed solution for secure data sharing falls short in such cases due to the amount of data collected, the variety of devices used, a lack of trust among participants, and a lack of transparency in data management [9].

Cloud servers, as distributed nodes for data processing and management, process and preserve large volumes of data [10]. Single-point failure [11] is one of the potential risks which come across with a central authority for data processing and management such as cloud servers. All third parties have been involved to offer cloud storage in order to avoid such a disaster [10]. A blockchain is a decentralized digital ledger of transactions which is hard to alter or compromise. Blockchain technology is used to offer trust and transparency in the creation of a trust-based paradigm, removing the need for an intermediate third party [12]. As part of blockchain-based solutions, decentralized storage, also known as distributed ledger storage, is a system which allows users to store their data on several nodes of a network independently. The problem is that network nodes are limited in terms of storage and processing power [13]. IPFS (Interplanetary File System) which is based on peer-to-peer architecture is being used for limitations in the processing of network nodes and storage problems [14]. Blockchain is not only used in financial applications but also in non-financial applications which require secure data management and transmission [15]. The risk of critical data (healthcare, personal identities, etc.) being misused or misinterpreted is the fundamental underlying issue in research data sharing [16]. It is due to the fact that data-sharing methodologies are still in their infancy in terms of the trust, which is gradually being developed in the research community. Various solutions have been offered to address this issue, such as the safeguarding of every individual’s identity [17] and regulated access to data rather than providing open access to all data [18]. Despite the offered solutions, these systems are unable to guarantee trust, digital data immutability, or data usage traceability [19]. Recent research and development efforts have made technological advancements in the last decade to adapt data-sharing approaches, collaboration, and intelligent decision-making strategies which can boost research-based efforts [17]. However, it is critical to understand the methods, modes, and timings for transmission of such data. By utilizing the capabilities of blockchain [17], this research aims to offer safe data sharing and sale in the future.

Several types of research activities have been carried out with the aim to link IoT systems to a blockchain platform to tackle the challenge of secure data exchange between sensors and systems [9, 20]. The majority of the existing solutions adopt hybrid approaches for data storage and transmission like a cloud provider that maintains the data but the blockchain provides features such as integrity and trusted distribution of data [10]. Blockchain is a key decentralized and equally distributed system which assures the secrecy performance of the IoT and IoUT. It's a distributed ledger since all of the blocks are linked together. It can keep track and arrange transactions for billions of IoT devices, as well as data storage [21]. The most significant benefit of blockchain technology is its ability to decentralize data while featuring a peer-to-peer transaction with decentralized credits within a distributed network. It reduces costs and solves the major problem of unsecured data storage in centralized businesses. To investigate this, some key characteristics of blockchain decentralization such as asymmetric encryption, smart contracts, and access management were examined [22], including their possible applications to the IoT data-sharing platform to improve and secure the data. Finally, we present blockchain as an excellent and appropriate approach for the development of IoT and IoUT data.

In Interplanetary File System (IPFS), as a peer-to-peer content-based protocol, it works with smart contracts and data from blockchains, each IoUT dataset is assigned a cryptographic hash to make the text unchangeable [14]. The advantages of smart contract in the blockchain include speed, accuracy, transparency, trust, efficiency, and security [23]. Moreover, IPFS integrates an encryption mechanism to the hashes of submitted data on IPFS ensuring data security. When uploading to IPFS, the datasets are encrypted using 256-bit encryption, and the returning hash is also encrypted with a crypto algorithm signature-based approach. Another benefit to using IPFS, the storage is minimized by increasing the download speed of IoUT data, sharing huge volumes of data without duplication, and reducing bandwidth expense. To store data in a file, a structure consisting of data and connections called an IPFS object is used. For data larger than 256 KB, they are split up and stored in the form of multiple IPFS objects, with a single empty object connected to the IoUT data file objects. IPFS is widely accepted as it supports a hash string route for data transfer and altering a hash value will impact the hash value. A hash could be used to access IoUT data at any time as the paths work in a similar approach to the standard universal resource locator on the internet. Since IPFS offers better bandwidth, it allows for decentralizing the datasets and reducing the load on the data server. The complete encrypted cipher text dataset is uploaded to IPFS storage.
Data security is achieved by integrating encryption scheme Advanced Encryption Standard (AES) and RSA

\[ f(x) = \sum_{i=0}^{d} c_i \prod_{j=0}^{d} \left( \frac{x - p_j}{p_i - p_j} \right) \quad j \neq i \]

\[ w \mapsto \sum_{i=0}^{7} \hat{x}_i w^{-2^i}. \]

AES is a quick and secure encryption method that protects data from illegal access. This formula for the modified S-box may then be used to generate an expression for an AES encryption using a kind of continuing fractions. As a result, after five AES cycles, each byte of the state space, \( S_{ij}^{(5)} \), is given by [24]

\[ S_{ij}^{(5)} = K + \sum K^{c_2} + \sum_{K^{c_1}} \frac{C_5}{K^{c_2} + \sum_{K^{c_1}} \left( \sum_{K^{c_1}} \sum_{K^{c_1}} \right)}, \]

RSA: Bob computes the residual when \( m^e \) is divided by \( N \) to encrypt a message \( m \). Encoding: \( M = m^e \mod N \). The square-and-multiply approach described below is an effective way to accomplish this. To decode the message \( M \), the values \( p \) and \( q \) are used by Alice. \( d \) is calculated once \( N \) and \( e \) have been chosen: Decoding exponent:

\[ d = e^{-1} \mod (p - 1)(q - 1). \]

The extended Euclidean Algorithm can efficiently compute this inverse. Alice then computes the message’s decoding. Decoding: \( m = M^d \mod N \) [25].

Figure 1 illustrates a high-level visual of the proposed solution, which streamlines the use of supplementary tool assistance to automate system development. As shown in Fig. 1, the system has presented the structure of our developed platform, which guides system developers to maintain each module of abstraction, i.e., steps of module layering provide for the structuring of distinct operational features at distinct layers of the system, as well as the modularization of algorithmic specifications. The main objective of this research is to provide a secure decentralized platform for sharing IoUT data while likewise addressing privacy, security, and access flexibility problems”. The following are some of the contributions that this research can make:

- Leveraging IoT-driven data sensing and blockchain technologies in the context of the Internet of Underwater Things for the efficient and secure transmission of oceanic data.
- Algorithms that provide automation and parameterized customization to ingest sensor-driven data (via IoTs) and its secure transmission (utilizing blockchain technologies).
Case study-based validation of the solution for evaluating the system’s quality in terms of sensor throughput, query response, and algorithmic execution.

This paper is structured as follows: The research context and methodology are presented in Sect. 2, while the related work is expressed in Sect. 3. In Sect. 4, the suggested scheme as a framework and smart contract design were explored in terms of algorithms, technology implementation, and system models. Section 5 provides the specifics of the evaluation and the simulation results. Finally, Sect. 6 concludes the paper.

2 Research context and methodology

This section includes research context with the methodology to assist in putting the building blocks of an IoT data sharing system based on blockchain technology into context. It also explains the use of software engineering to construct IoUTs.

2.1 Internet of underwater things

Figure 3 demonstrates the building blocks of IoUTs in an illustrated manner. The underwater things are a collection of wirelessly linked sensors (SA, SB, ..., SN) positioned at various locations, as well as a bridge node, the Scientific Instrument Interface Module (SIIM), which is wired or wirelessly connected to the backend server. Each sensor S captures a specific type of oceanic data, adds sensor identity, and location information, and sends it to the bridge. The bridge collects data from all sensors and operates as a link between the sensors (data collecting) and the server (data processing) such as data storage. Oceanic data can comprise a wide range of information, such as pollution types and levels, sunlight, temperature, dissolved oxygen, turbidity, conductivity, pressure, pH value, and water acidity. The bridge simply packages data from all sensors and sends it to the backend server. The server is controlled as a cloudlet, as shown in Fig. 3, to send data for offshore processing and storage. Offshore processing collects and merges all data from relevant sensors into excel and performs the appropriate analyses in terms of computation. Finally, the data is delivered to end-users in the form of an excel dataset over a secure channel (encryption and decryption methods) to improve human decision-making in the context of smart oceans.

2.2 Challenges for IoUT system design

Designing, operationalizing, and deploying underwater sensors despite the strategic capabilities of IoUTs, remains a difficult process. Pervasive sensors have various constraints at the hardware, network, and software levels [5, 6], as evidenced by the deployment of smart ocean technologies. The widespread and transportable nature of the sensors has resulted in a lack of computing, storage, and energy resources in terms of hardware. Instability in the network causes frequent disconnections and declining sensor throughput which can cause abnormal data transfer. Furthermore, the performance of IoT data analytics in terms of algorithmic efficiency and query processing are among the critical concerns to be addressed from a software perspective [26]. Architects and developers can use the software engineering principles to (1) design IoUTs with blockchain technology by using processes for incremental and reusable development [26], (2) develop parameterized algorithms to customize the solution [5], (3) automate the solution using software tools and technologies [27], and (4) evaluate system functionality and quality.

2.3 Research method

Here we describe the research methodology, which includes the design specifics for the proposed solution. Figure 2 illustrates a summary of the research technique, which consists of four steps that follow an incremental approach to assess, design, execute, and validate the solution, as described below.

- Phase 1—The first step in the process is to conduct a critical analysis of a wide range of existing literature (e.g., peer-reviewed published research, technology road maps, technical reports, etc.) [28–30] in order to identify existing solutions and their limitations. To perform a systematic literature review [31] we must follow the recommendations to review the most relevant existing studies. We were able to streamline the desired solutions and specify the scope of this research by analyzing existing research and development solutions.

- Phase 2—The design phase of a methodology seeks to model the solution before it is implemented, and it is the key element to design a software system. To model IoT systems, we have followed the standards and recommendations from [32] to design the proposed solution. According to a software design viewpoint, previous work has defined blockchain as a software connector [33] that offers a decentralized data storage and program running infrastructure (known as smart contracts). Blockchain has particular features such as immutability, non-repudiation, the validity of records, openness, and fair rights. A model is designed (Fig. 4) which presents the system as a blueprint to implement the solution (detailed in Sect. 4.1).
Phase 3—Algorithm implementation provides the execution of a solution in the form of computational and storage-intensive phases. The algorithmic solution is a modular deconstruction of a solution which can be changed by the users by using parameterized inputs. Algorithmic intricacies and underlying source code result in the design of executable standards.

Phase 4—The final step, Validation of Solution, evaluates the functionality and quality of the proposed solution to assess the entire system’s quality. In particular, we concentrate on evaluating a variety of aspects of system usability and efficiency by using a set of well-established evaluation measures. Although blockchain technology is an opportunity to incorporate decentralized components, currently there is a limited general understanding of the effect of design decisions in this field on software quality characteristics such as protection, management, efficiency, or cost. As in Fig. 2, the first two steps are entirely manual tasks which require human intelligence and decision. In contrast, the last two processes require human intervention and tool support to (semi-) automate solution development. Solution validation, for example, may advise algorithm refinement to improve efficiency or change functionality.

3 Related research

This section highlights the most important relevant work in order to evaluate current solutions, their underlying methodology, and limitations in order to justify the proposed solution’s scope and contributions. We also evaluate and objectively compare the most relevant existing research in order to justify the scope and contributions of the suggested model.

3.1 IoTs for mining oceanographic data

In terms of the smart systems, traditional oceanographers are utilizing new tools for collecting synoptic measurements of ocean surface phenomena at previously unimaginable measurement points scales [34]. Oceanographers have gathered information on critical variables such as the sea surface, temperature, global high geographical and temporal resolution, Chlorophyll, sea surface height (SSH), and ocean circulation across time. The Ocean-of-Things (OoT) endeavor is a project of technology development and research that aims to fill the gap of knowledge in the maritime industry [35] via installing thousands of low-cost, intelligent vessels across broad ocean expanses that operate as a distributed sensor network. Osen et al. [36] present a method for coordinating IoT data to enable a web-based platform for data collection, retrieval, interpretation, and visualization of oceanic data from an IoT perspective. The web-based platform was developed to deliver distributed, interactive real-time data streams for locating underwater oil detectors. However, the capture, transmission, and retrieval of data in the underwater marine environment have raised privacy and security concerns. The authors of [37] presented an IoT-based architecture for a secure and efficient data compression algorithm to address these concerns.

3.2 Blockchain-based secure data communication for IoT systems

Blockchain enables coordination between devices, exchanging information and data in the decentralized peer-to-peer networks generated through IoT devices. To update data information is delivered to the whole network, and any key decision is made with the approval of users in the majority rather than a single centralized server and is
broadcasted to the whole network. Blockchain creates a transparent architecture that reduces the odds of a false input. In case of IoT solutions based on blockchain, attackers attempting to get control of the centralized server in order to steal personal information or take over the whole system will be unable to cause any risk to the network. Moreover, by implementing blockchain, the additional cost of IoT server security checking can be effectively minimized [38]. Furthermore, in the event of a malfunction, blockchain technology keeps IoT device data in a format which grants permission to track easily.

Researchers are attempting to apply blockchain on a larger scale because of its unique characteristics. A blockchain provides a safe, dependable, and trustworthy platform for data sharing [9]. It keeps track of any unwanted data access and hence offers traceability. However, because of its scattered structure, networks’ control capabilities are harmed. Furthermore, the immutability of blockchain creates the risk of a network major attack [20]. The IoT data sharing schemes based on blockchain have flaws, such as security concerns, costly maintenance, and a huge amount of data from IoT devices. Authors in [20] presented a secure data transfer technique to address the aforementioned problems. A data consensus method, which overlooks the requirement of power data security and hence it is recommended only for small-scale applications, is used to save the data in a dynamic linked-based storage system. [7] Kokoris-Kogias et al. proposed CALYPSO which stores data on-chain and access control restrictions are enforced by a collective authority formed via the blockchain for auditable private data sharing. However, for the massive amount of data originating from the large collection of IoT devices, this technique is ineffective. Shafagh et al. created a system in which the user has control by setting policies of sharing time-series IoT data and by issuing transactions to create policies for each time data is exchanged with a third party [39].

### 3.3 Challenges for Blockchain-based systems

In the case of blockchain, there are several challenges in managing massive volumes of data on network nodes; storage since the inability to store very large files limits the capability of the terminal node, the expensive cost of processing bulks of data, and computational capacity. Considering these issues, Steichen et al. presented a decentralized storage method based on IPFS and access control mechanisms in [40]. On each node, files are organized into pieces. A file, on contrary, cannot be viewed until the appropriate rights are provided to users. It is a smart strategy for keeping confidential data private. Due to blockchain interaction, the suggested schemes experience delays while obtaining files from the server and do not support real-time data storing. Maintenance (firmware or software upgrades) and network connectivity are both expensive, making it difficult to reap the benefits of IoT services that have been deployed. Using a typical security-by-obscurity method to ensure security and privacy in today’s IoT systems is very complicated. In terms of security and transparency, a more practicable approach does not require full confidence in the internet because the system’s flaws are public and can be confirmed.

Shangping Wang et al. presented a decentralized storage method based on IPFS and sharing mechanisms in [12], but this approach does not support securing the secret key. In [41], Fahad Ahmad Al-Zahrani et al. proposed a multichain mechanism to control blockchain access, but they only used the private and public key concept, which is not feasible in the context of data exchange without a secret key or without securing a secret key because data is not encrypted with a secret key. In [42], Bao Le Nguyen et al. utilized a different technique to protect a user’s file in the cloud, but they simply employed file cyphertext encryption to save the file and saved the record in a blockchain ledger, but they did not secure the secret key. Parminder Singh et al. presented a cloud-based cross-data exchanging platform in [43], but sharing data is not secured, just verifying the user or organization to exchange the data.

Table 1 is a structured catalog that is a criteria-based comparison between the existing and proposed solution in order to illustrate the scope and contributions of the proposed work objectively. We used the existing study classification recommendations (IoUTs [6], Blockchain [17, 22]) to narrow down thirteen criteria that include: (1) data Encryption techniques are used to secure the data transmission on a network, (2) Source of Data Storage present the type of data storage like decentralized storage and on-premises storage (MSSQL), (3) Large Data Support to handle the big data, the cost does not affect due to use of decentralized storage and local storage on machine, (4) Database Management shows that system is centralized or decentralized, but the system is using both type of storage decentralized and also centralized (5) Server Attack Resistance, decentralized storage is more secure from the several attacks than centralized, (6) Roles Customization to grant or revoke the roles to any user, (7) Uploading Process Automation, user just make a query to access the custom data, but the data comes in the form of cipher based on AES encryption of 256bit with dynamic secret key, (8) Access and Controls Management provides the flexible system which allow to manage the roles dynamically and secure the accessing level, (9) The user, who might be a custom data user or a data owner, creates a dynamic secret key for sharing and accessing custom data, (10) Securing Secret Key with Double Encryption This approach is used in combination with the RSA technique to secure the...
dynamic secret key, which can only be decrypted by the
action of the requester, (11) The MSSQL Server is used to
store the data from the sensors as an on-premises server
that is accessed securely using symmetric techniques, the
data dataset is stored on decentralised storage by the data owner
and custom data user from the on-premises database, and
the transactions records are saved in the third storage,
which is called the blockchain ledger, (12) No Involvement
of Third-party Authentication, (13) Custom Data Filtering
and Securing, the system is more versatile in connecting
on-premises databases to access data over a secure channel
based on a custom query. Design and evaluation of IoUT
systems that gather and analyse data in real time. However,
the system lacks data security and privacy. Table 1 shows
the overall comparison criteria, we can conclude that
blockchain has been used in a number of research studies
for IoUT data exchange in the context of smart oceanic
systems.

4 Solution overview and algorithmic
specifications

This section discusses the framework, including the algo-
rithms and technologies that were employed to achieve the
goal. The implementation technologies section is included
to complement the algorithmic requirements by stream-
lining the tools and frameworks which software and system
developers can consider to efficiently implement the pro-
posed solution.

| Table 1 Existing research vs. proposed solution: a criteria-based comparative analysis |
|-------------------------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Schemes                                         | [12]            | [41]            | [42]            | [43]            | Proposed        |
| Data encryption                                 | Yes (single)    | Yes (single)    | Yes (single)    | Yes (single)    | Yes (double encryption) |
| Source data storage                             | Immutable IPFS Storage | Blockchain node | Cloud          | Cloud          | Immutable IPFS storage |
| Large data support                              | Yes             | No              | Yes            | Yes            | Yes             |
| Database managing                               | Decentralized   | Centralized     | Centralized    | Centralized    | Decentralized   |
| Attack resistance on the server                 | Yes             | No              | No             | No             | Yes             |
| Roles customization                             | No              | No              | No             | No             | Yes             |
| Uploading process automation                    | No              | No              | No             | No             | Yes             |
| Access & controls management                    | Yes             | No              | No             | Yes            | Yes             |
| Dynamic secret key                              | No              | No              | No             | No             | Yes             |
| Securing secret key with double encryption      | No              | No              | No             | No             | Yes             |
| Multi storage flexibility                      | No              | No              | No             | No             | Yes             |
| No involvement of third-party authentication    | Yes             | No              | No             | No             | Yes             |
| Custom data filtering & securing               | No              | No              | No             | No             | Yes             |

4.1 Framework layers

A brief execution flow for the developed system is visual-
ized to demonstrate system’s operation.

4.1.1 System actors

We have seven actors by demonstrating the system flow
(User, Web, Data Owner, RSA, AES, IPFS, Smart Con-
tract) including two humans and five systems. Before using
this system, firstly the user must apply for registration.
When a user requests to join this system, the request is
bundled with all essential information and saved in a
blockchain ledger by using a smart contract. All requests
will go to the Admin, who is in-charge of the “User
Management” control panel. Admin has authority to grant
or deny the user’s request to access any role (Custom Data, Data Owner, Admin). A user can utilize the system after being allocated a role and successfully activating it. Users are not required to log in because the system confirms their identity automatically when they access the platform by using their blockchain address. After granting access to the user as a “Custom Data”; can query the database for data using a custom query (date, sensor(s), location(s)). This query filters data from the database and writes it in excel form, after that the encryption method picks the excel file and encrypts it with a secret key provided by the user. After successfully uploading, IPFS returns the dataset file hash key, which is kept in the blockchain ledger along with other associated parameters with the assistance of a smart contract. With the binding of the file hash key of a dataset, this list from the blockchain ledger is provided to a user on a custom data list page. The dataset can be downloaded from the custom list, the file hash key is sent to the IPFS server, and the encrypted dataset file is being downloaded. Later, the user has to choose this file by entering the secret key to decrypt it. The data owner has the option of sharing his datasets with the public or uploading them privately to decentralize them. After the data owners upload the dataset and pass the secret key; the rest of the procedure is to decentralize the dataset on IPFS after encryption. If the data owner makes a dataset which is available for public and private access it will appear on the list, where the user can access the request. To get access to a public dataset, initially, a user requests a specific dataset, which must be accompanied by a “User Public Key” which needs to be generated by the system using the RSA algorithm and also sent a “Private Key” to the user. This request is sent to the data owner, who decides to grant or deny the access. If the permissions are granted, then the data owner will be enquired to provide a secret key, that will be encrypted with the requestor’s “Public Key”, and the user will be notified of the response to download the dataset. The user will decrypt the secret key by providing a “Private Key” and then decrypt the downloaded dataset with a secret key.

Figure 4 illustrates two perspectives of the system and domain designs across several solution modules. Particularly, the domain view enables the filtering of the data from the system’s database in terms of several functional aspects and elements of the system. The system’s processes represent processing and storage-intensive modules, while connections represent component interconnections. The modules’ set of processes represents a logical separation of different functional aspects of the solution in an engineering process.

4.1.2 Data sensing layers

As per technical perspective, the data sensing module deals with the collaboration of data by the deployed sensors in
the sea. Figure 4 shows data sensing with different deployed sensors (Sensor-ID) and includes their data collection. Each deployed sensor has its own unique identifier referred to as Sensor-ID A or Sensor-ID B for the collection of different types of oceanic data. The list of sensors already highlighted in Table 2 and presents the collected data type, unit for data representation, and the individual sensor is being deployed for data collection. For example, the sensor referred to as Sensor-ID A collects data termed DO, which is used to measure the dissolved oxygen in the water. Sensor deployment and data collection are supported by Scientific Instrument Interface Module (SIIM), acting as a bridge between sensors (data collection) and data server (data management). SIIM as a bridge, between two layers, unifies hardware with its control software to accumulate data collected from the deployed sensors, packages it with SIIM information, and transmits it to the server. In Fig. 4, the SIIM collects data from Sensor A as dissolved oxygen at a specific time (Dissolved Oxygen (DO): 7.85, Date-Time: 20-02-21::13:05:37) and packages it with SIIM identity and geo-location of collected data (SIIM-ID X, GeoLocation). The process of data collection and transmission both are periodic and take place on the basis of time intervals in minutes.

### 4.1.3 Data filtering, securing and decentralization layer

This module primarily focuses on filtering and securing the data from the database server which collects the data from the underwater sensors (i.e., data transmitted from SIIM). The main two types of data securing algorithms are performed on the basis of types of data including (i) historical data determined by specific data collected and said custom data. the custom data type is derived from an IoT sensor database. The Custom Data user makes a query by selecting parameters (Date, Sensor, and Location) to filter data that is stored on IPFS in an encrypted excel file by providing the dynamically secret key. (ii) data owner to share self-datasets to public or private. Moreover, the data owner has the right to grant permission to any user or revoke access from any user for his datasets. The data

| Sensors          | Intent                                           |
|------------------|--------------------------------------------------|
| Temperature (°C) | To read the current temperature                  |
| Dissolved oxygen (mg/L) (DO) | To measure the dissolved oxygen in the water |
| pH (moles/L)     | To measure the acidity or alkalinity of the water |
| Salinity (ppt)   | To measure the “saltiness” of seawater           |
| Turbidity (NTU)  | To measure the amount of light that is scattered by suspended solids in water |
| Chlorophyll (mg/L) | The fluorometer gives readings of levels of Chlorophyll in water |
| Sea level        | To measure the depth                             |
sharing stakeholder that owns the data will be shared with consumers as public data with double encryption. To give access to the dataset to the requester, the secret key is encrypted by using the RSA signature method with the requestor’s public key and can only be decrypted with the requestor’s private key, which is generated with the public key during the request. In both types (Custom Data and Data Owner), data is stored in decentralizing storage of IPFS.

4.1.4 Data presentation

The last module in the proposed solution presents key insights and results of data to the end-users through a secure channel. End-users are stakeholders including ocean explorers and others interested in analyzing oceanic data. This module is also named the user interface layer which is developed as a web system to generate customized reports and visualizes various statistics that empowers end-users (stakeholder and decision-makers) with their decision. For example, the presented visualizations can help users to view the level of dissolved oxygen, underwater temperature, and water acidity over a specific period of time. As described in Fig. 4, this interface layer uses the web template [44] design for front-end interface style after customizing the design, the system component named Dashboard which helps end-users to create views of the data in form of excel file. Figure 6 presents the data saving flow. Users can make a request to be a “Custom Data User” or “Data Owner”. However, the data owner user can only use the functionality as a Custom Data User and can also share their datasets with different access roles to users. If the user is a custom data user, they can access the historical data up to date using different filters (Date range, sensors, and locations based).

Figure 5 depicts a process for saving IoT data on the blockchain, using a smart contract as a method of storing IoT data. There are two types of data uploading categories on the platform: “Custom Data” and “Data Owner”. Data owners can upload their excel-formatted datasets and any custom data they have obtained from the database. Both are preserved on IPFS in encrypted form and are recorded with a file hash in the blockchain ledger.

4.2 Algorithms

Figure 7 demonstrates algorithmic steps in terms of computational elements, data storage operations, and flow of the control. We illustrate the execution of algorithms as three layers to streamline the consistency between the proposed architecture (Fig. 4) and its implementation shown in Fig. 7.

Algorithm 1 User Management The oceanic data elements from Table 2 act as parameterized input to algorithms to support customization and user input. For example, to trigger data collection from a specific sensor, the sensor identity In is passed as a parameter to Algorithm Input: In at Line 01. In the rest of the section, we present each of the algorithms, across all modules, as far as inputs, processing, and outcomes are concerned. For clarity and

![Fig. 5 Data storing process](image)
readability, comments are added to all the algorithms (e.g.,>
Verify Admin Blockchain Address, Line 4). The function-
ality for User Management is seen in Algorithm 1. This
algorithm is used to handle the users who have expressed
an interest in joining the platform. After submission of the
user request for registration, the request is sent to the admin
panel that manages the users. Admin has the power to
grant, remove, and block the user’s permissions.

• **Input(s)** The input to the algorithm is the User’s
blockchain address, select role, and status for an
account to be activated now or later.

• **Processing** first verify the admin address if it is valid
then the admin can take an action against a user to
register or block. Admin passes the input and user’s
address parameter which is checked before further
processing whether it is already available or not. If not,
then the user is added to a new role, if it is already
available, the user is updated, and stored in the
blockchain using a smart contract.

• **Output** The output from the blockchain ledger is as
successfully granted or revoked by the user.

Algorithm 1 User Management

```
1: Input: Δwp, γ, Φ
2: Output: bool
3: procedure UserRoles
4: if msg.sender === Admin then
5:   if Δwp === Exist then
6:     AddUserToRole (Δwp, γ, Φ)
7:   else
8:     UpdateUserRole (Δwp, γ, Φ)
9: end if
10: else
11:   Unauthorized;
12: end if
13: end procedure
```

Algorithm 2 Decentralizing and Securing the Data The
functionality of uploading data is illustrated in algorithm 2
and described in this section. First, we check whether the
user is authorized to visit this page or not. There are two
types of data uploading and securing possibilities for this
method. The initial data uploading scenario is “Custom
Data”, which allows any registered user to filter data from
the database depending on a number of variables including
date range, sensor/s, and location/s. The second sort of data
uploading is called “Data Owner”, and it allows users to
share their own datasets, which can be private or open to
the public. The data is only viewable to the data owner if
the dataset is set to private access; however, if the dataset is
be attached. The next execution function is the same for
both data types custom data or data owner user set the
secret key, both types of dataset file are read and
converted into a buffer, which passes to the encryption
method to encrypt the dataset. This encrypted dataset is
uploaded to IPFS which returns the dataset file hash
key. The hash key of the uploaded dataset is mapped
with additional parameters Sensor, Location, Uploading
Type, Date, etc., and stored in the blockchain using a
smart contract.

• **Output** The output is to store the mapped data into the
blockchain and available list on the dashboard.
Algorithm 2 Decentralizing Data & Securing

```
1: Input: σ, L, Ξ, ∞                       → Sensor, Location, Secret-Key, Date
2: Output: Δι, K, Ξ                      → Set Result (Database/Excel/Encryption)
3: procedure UploadingData(σ, L, Ξ, ∞ = Null) → Verify User
4: if msg.sender is Valid then
5: if DataType == Custom then
6: if σ1 > 0 then                         → Sensor is not null
7: if L1 > 0 then                         → Location is not null
8: while j < σ1 do
9: while i < L1 do
10: Δι ← Database(σ[j], L[i], Ξ)          → Write Data into Excel
11: end if
12: end while
13: end while
14: end if
15: end if
16: end while
17: end while
18: if Ξ exist then
19: Get Encrypted File
20: FS ← File(Ξ)                          → Encrypted File Path & User Secret Key To
21: FB ← Buffer.form(FS)                  → Get File stream
22: FH ← IPFS.Add(FB)                     → Get Hash of Uploaded Data FH
23: SBC(name, σ, L, ∞, FH, msg.sender)    → Store Data to Blockchain Ledger
24: end if
25: end if
26: end if
27: end if
28: if DataType == Data Owner then         → Sensor is not null
29: if σ2 > 0 then
30: if L2 > 0 then                         → Location is not null
31: if Ξ2 exist then
32: Get Encrypted File
33: FS ← File(Ξ2)                          → Encrypted File Path & User Secret Key To
34: FS ← Buffer.form(FS)                  → Get File stream
35: FB ← IPFS.Add(FB)                     → Get Hash of Uploaded Data FB
36: SBC(name, σ, L, ∞, FH, msg.sender, Status) → Store Data to
37: Blockchain Ledger
38: end if
39: end if
40: end if
41: end if
42: end procedure
```

Algorithm 3 Data Request to access the datasets This algorithm validates the dataset request functionality. If a user is authentic, then any datasets uploaded and shared by the data owner as public access will be exposed to all users. The user selects a dataset and asks for access to download the required dataset. This request is sent to the data owner who uploaded the dataset for public access with the user public key by using the RSA signature technique. If the data owner accepts the user’s request to download the dataset, the data owner will be asked to provide the secret key for the requested dataset which will be granted to the user.

- **Input(s)** The input will be passed to the algorithm by the system during the request of the dataset (Requested Dataset ID, Address of Data Owner’s dataset, and Address who made the request).
- **Processing** The requested datasets record will automatically be stored in the blockchain ledger and mapped with the dataset file hash key.
- **Output** The output is updated and available in the requested datasets list.

Algorithm 3 Data Request

```
1: Input:                                          → Dataset ID, Data Owner Address
2: Output: R, μ                                    → Data
3: procedure RequestingData                        → RSA Generate User Public Key
4: if msg.sender is Valid then
5: μ ← AvailableDataList()                          → Get Dataset ID, Data Owner Address from Available
6: K ← RSA(μ)                                       → Datasets by making request to access
7: R ← SBC(μ, K)                                    → Pass requested datasets parameters & User Public Key
8: end if
9: R ← UpdateDashboard(μ)                          → Update available data on user screen
10: end procedure
```
**Algorithm 4 User Interface Layer** This layer shows the accessing functionality of the user interface. The data owner’s response will be displayed in the user’s requested list, either granting or denying access. If the user is permitted to download the dataset, they will be given an encrypted secret key and asked to pass their private key to decode the secret key, which may then be used to decrypt the dataset. The downloaded dataset is then encrypted, and it must be decoded with the help of a secret key (see Fig. 6).

- **Input(s)** The input to access, the requested dataset in this algorithm is a secret key, private key, and dataset file hash by the system during the download of the dataset.
- **Processing** The dataset will be available on a list from the blockchain ledger and linked with the dataset file hash key, then the requested dataset file hash key is passed to the IPFS storage server to download the dataset if access is granted by the data owner. The decrypted secret key will be passed to the AES algorithm method to decrypt the dataset.
- **Output** The output is updated and available datasets list.

---

**Algorithm 4 Interface Layer**

1: Input: $\Xi, P_k$
2: Output: $\mathcal{R}$ 
3: procedure DATA ACCESS $\triangleright$ Secret Key, User Private Key $\triangleright$ Data
4: if msg.sender is Valid then
5: if Data Type == Custom Data then
6: \[ F_h \leftarrow \text{CustomDataList}() \] $\triangleright$ Get file hash to download custom data
7: \[ F_t \leftarrow \text{IPFS.DOWNLOAD}(F_h) \] $\triangleright$ Download Encrypted Data File
8: \[ \mathcal{R} \leftarrow \text{DECRYPT.AES}(F_t, \Xi) \] $\triangleright$ File path & Secret Key to Decrypt Data
9: end if
10: if Data Type == Public Data then
11: if File Access == Allow then
12: \[ F_h \leftarrow \text{PublicDataList}() \] $\triangleright$ Get file hash to download public data
13: \[ F_t \leftarrow \text{IPFS.DOWNLOAD}(F_h) \] $\triangleright$ Download Encrypted Data File
14: \[ K_{xy} \leftarrow \text{SECRET.KEY}(P_k) \] $\triangleright$ Get Secret Key by private signature key
15: \[ \mathcal{R} \leftarrow \text{DECRYPT.AES}(F_t, K_{xy}) \] $\triangleright$ File & Secret Key to Decrypt Data
16: end if
17: end if
18: end if
19: end procedure
5 Implementation and evaluation of the solution

In this section, we present the details for (1) implementing the solution via tools and technologies that we exploited (Sect. 4.1), and (2) solution validation (Sect. 4.2), both are discussed below.

5.1 Tools and technologies for implementation

This section summarizes the complementary role of relevant tools and technologies for the proposed solution. The main intent of the discussion here is to provide a better solution for understanding the reader from a technology perspective. The tools and technologies are layered as shown in Fig. 8. For example, the sensor’s data is packaged into a CSV file and then sent to the IoT server where the data is processed and saved into the database. The requested data is filtered from the database as per a custom data query by a user and written in an excel file which is encrypted using the AES algorithm method and uploaded to IPFS to decentralize storage and return back a dataset hash key. This hash is mapped with other parameters to save the record in a blockchain ledger. With Smart
Contracts, we leveraged Ethereum technology. Ethereum is a decentralized application platform built on a worldwide open-source blockchain. The NodeJS platform includes a variety of tools used to create a server-side application. We utilized Visual Studio Code (VSC) to run the NodeJS app. The Ganache Truffle Suite package is used to create a local Blockchain environment for running tests and executing commands.

5.2 Solution validation

The evaluation environment is a set of hardware and software resources that are used to run the solution and track various execution steps and outcomes. On the hardware side list of sensors (see Table 2) and Raspberry Pi with Scientific Instrument Interface Module (SIIM) is configured to retrieve the data from the sensors to the IoT server in excel/CSV packaging form where all the data is processed. Then it is saved into a database, and the evaluation trials were carried out by the different users of the blockchain. There are two major types of data performing categories, the first one is custom data which comes from the database where all the IoT data is stored, while the second one is self-datasets sharing to open access for the public. All trails are performed on the Windows 10 [45] Platform (SSD, Core i7 with 16 GB of runtime memory). This system can also be deployed on a Linux platform with little modifications because its open-source development can be run on any OS. Execution evaluation, commonly known as evaluation scripts in the software world and automates system testing. Scripts like this were created in NodeJS using ReactJS [46] language and programmed in Visual Studio Code [47]. Several existing libraries are also employed in the review process, including but not limited (react, web3, ipfs.http, etc.). For example, JavaScript performance profiling [48] is used to monitor CPU usage while uploading data to IPFS and storing it into the blockchain ledger with its retrieving the data. Ganache [49] suit is used to make the local Ethereum [50] environment of blockchain and Metamask [51] extension is used in a browser that allows connecting the distributed web. Metamask extension connects the local Ethereum accounts with Ganache suit to execute the system functionality by using gas transaction fees.

Fuel Consumption When Uploading Data Fuel should be paid for the Ethereum smart contract to be executed. As a result, the fuel consumption while uploading the original data was measured and compared to the fuel consumption using the suggested approach. The lowest unit of Ether, the Ethereum cryptocurrency is Gwei which is used to measure fuel usage. Gwei is the name given to $10^9$ Wei. The data is secured by using the AES [52] encryption technique with a dynamic secret key mechanism, and the signature is verified using the RSA [53] algorithm for securing the secret key with a double encryption mechanism. In our proposed system, we listed the cost of contract migration execution (see Table 3). The cost is listed in Ether with mentioned Gas used. Ether is equal to the gas used * gas price. In this system, the gas reflects the continuous computing cost of this system. The network [50] adjusted the gas price to reflect changes in Ether’s value. In the implemented prototype of our system, we set a gas limit by default. The contract creation is executed once with a cost of 0.05,333,758 in Ether and used the total gas is 2,666,879. The migration calls for Contract creation is used the cost which is very little 0.0054726 (Ether) and the gas consumption is only 27363. The costs are based on the amount of the data input; if the data input is small, the cost may be reduced, because datasets are uploaded to decentralized IPFS storage. The cost has no influence on the size of datasets. We can observe that the cost is less than that of alternative storage options; supplied by the third parties MedChain [54].

Figure 9 expresses the results against a set of block sizes and a number of transactions. The final test measured the time it took for users to publish data for public access with an additional input for the dataset name. Data sharing time measures the total time spent sharing data, recalling shared data, and reading data. We conducted multiple sets of experiments with average data sizes (see Fig. 9). The fuel consumption is on average about 671,807 While uploading data of size 450 bytes, for storing the data size of 1500 bytes the fuel consumption remains on average about 1,942,901. It shows that fuel consumption increases as the data size increases. On the other hand, when the IoUT data were uploaded to IPFS through the proposed system there was no significant difference in fuel consumption, even if the data size increased.

| Table 3 Data Storing Cost analysis (gas price = 2 Gwei) |
|-----------------|-----------------|-----------------|
| Execution type  | Gas used         | Cost in ether   |
| Requested data SC creation | 2666879         | 0.05333758     |
| Contract migration call | 27363           | 0.0054726      |
| Datasets storing SC creation | 2874719       | 0.05749438     |
| Contract migration call | 27363           | 0.0054726      |
| Data logic SC creation | 2112346         | 0.04224692     |
| Contract migration call | 27363           | 0.0054726      |
| Initial contract | 225237           | 0.0450474      |
| Initial migration call | 42363           | 0.0084726      |
| Total            | 4 SC deployments | 0.15758362     |
5.3 Evaluations of query response time

For storing IoUT data packages to IPFS and recording details in the blockchain ledger, data querying is required. The query response time can be used to evaluate how efficiently the solution stores and retrieves data from the blockchain. We tested query response time for storing IoUT datasets to IPFS and saving records to the blockchain ledger by using dataset hashes with other detail. The results of query response time in milliseconds are shown in Fig. 10 divided into two parts ‘A’ and ‘B’, while the vertical axis displays the response time in milliseconds and the horizontal axis highlights the multiple different execution functions (Data Sharing by Data Owner, Custom Data access from the database, uploading to IPFS decentralize storage and encryption/decryption of datasets). The time of execution for each function we calculated and visualized in Fig. 10. Data from deployed sensors were utilised to create the evaluation dataset. A collection of data relating to a number of sensors is included in the dataset [55].

The experimental results in Fig. 10 describe the experimental findings of three separate sets of activities used to verify execution performance in milliseconds. The custom data ‘B’ in Fig. 10 represents by the blue and red color bar, takes a longer time to complete data operations than regular data operations. The reason to consume more time than others is a set of actions of different methods and call...
data from the database server with 100k to 700k records. The second reason is to take more time in custom data action that this method has multiple sub-methods to filter the data from the database. Write the data in excel and then encrypt the dataset which is finally uploaded to IPFS storage, which saves the record to blockchain ledger with dataset hash returned by IPFS. Therefore, we mitigate the throughput gap by separating the smart contract logic of custom data. The dataset decryption method takes very less time to decrypt any size of the dataset because it is a standalone self-function that is executed directly in the system.

In Fig. 11, we also analyze the performance of CPU usage during the execution set of functions with smart contracts, we evaluated every step of each method like in data sharing. There are different methods such as calling encrypting Dataset, Uploading to IPFS storage, and saving records to the blockchain ledger. All these actions are measured in one cycle with a set of calls. After completing the cycle with a set of calls, we recorded the CPU usage%. The most usage of CPU is in Custom Data calls due to a lot of sub-methods in one cycle of a custom data call. The decryption method uses the CPU very less, the CPU is increasing the usage at “A” number 9 calls due to a large dataset encrypted file. Figure 11 depicts the performance of two alternative CPU utilization scenarios, “A” and “B”. Part “A” depicts the CPU utilization when sharing one’s own datasets. The performance for custom data is shown in Part “B”. Custom data is a little more substantial and comes with a variety of processing options (dynamic secret key with symmetric encryption and custom query on-premises database). Upon performing custom data operations, the CPU use increases, yet it has no effect when decentralizing the data. The activities are carried out on our deployed list of sensors (Table 2) with recordings ranging from 100k to 700k. In two different cases, we tested the performance of custom data (Data Reading, and Excel Writing)

5.4 Threats to validity

A few possible risks to the research validity are briefly elaborated here. Validity risks are restrictions or limitations which cause a substantial impact on the solution’s design,
implementation, and validation. As part of future efforts to improve the solution and its ramifications, vulnerabilities to validity must be reduced.

- **Threats to Internal Validity** refer to constraints which can put an impact the design and implementation of the proposed solution. For instance, the number of sensors used to collect oceanic data, and a number of trials to evaluate sensor data. Decentralizing the blockchain-based storage in IPFS using the Ethereum platform with smart contract used to evaluate the solution may result in internal validity. It means that altering the platform of Ethereum can produce different results in the evaluation. In future works, the research fraternity must consider different platforms instead of the Ethereum platform, which can help to minimize the internal validity.

- **External Validity** refers to the validation of a solution on various connected systems and case studies. We used a case study-based approach to demonstrate and validate the solution, such as we performed in the research method (see Fig. 2) and the evaluation section. A single case study might not be strong enough to generalise the study due to constraints on the justification of the solution’s generality and validity consistency. In order to minimize the effects of external validity; future works must incorporate more case studies and other systems.

- **Limitations** The proposed system depends on the Ethereum platform, therefore each transaction or transmission of data for sharing is subject to an Ether fee. Data for the area of custom filtering is stored and accessible depending on RDBMS.

6 Conclusions

IoUTs represent a class of pervasive systems which exploit embedded sensors (hardware), applications (software which manipulates the hardware), and networks (interconnecting things to transmit data) in smart systems and environments. IoUTs as a specific genre of IoTs rely on underwater sensors which ingest oceanic data in the context of smart oceans. The oceanic data ingested from a multitude of deployed sensors are useful to carry out analysis of multi-faceted information relating to marine life, water pollution, or to find water quality parameters. Consequently, it’s critical to provide a platform which allows efficient sharing and storage of IoT data in ad-hoc, unsecured environments. To provide a distributed and trustworthy access control mechanism, we have considered Blockchain technology, specifically Ethereum smart contract to share IoT data. This article offers a system which uses Ethereum blockchain and IPFS for efficient and secure storage of IoT data. It also offers smart contracts to make it easier for users to store and manage access roles for corresponding IoT data. The suggested solution encrypts IoT data sent to IPFS’s decentralized storage and records the hash value among different parameters in a blockchain ledger. System evaluation is focused on assessing the performance of data transmission. The solution focuses on decentralizing and securing the data of IoUTs with IoTs system development as a specific genre of the IoTs. This research aims to provide a solution along with a set of guidelines for IoUT practitioners and researchers which can support in the context of the smart ocean to develop the next-generation (software-intensive) of robust and secure blockchain-aided distributed IoT systems. The main purpose of IoUT application is used for decentralizing and sharing the data in an untrustworthy environment. The primary contributions of this research are as follows:

- **Contribution 1** The access level of data (access management) is implemented to enable data governance, trust-based customizable roles, trustworthiness, and security.

- **Contribution 2** This research unifies the Internet of Things (IoTs) for effective data sharing, mining, and analyzing oceanic data with Blockchain technology which enables secure management and transmission of relevant data while ensuring performance and efficiency of the proposed solution.

**Future research directions** In the future, we will primarily focus on the diversity of data evaluation with more case studies which can further enhance the rigor of evaluation. In addition to the consideration of more case studies and use cases, we also aim to enhance the scalability of the system which can accumulate data from multiple oceanic sites, and centralize the processing and analytics of the data which is being ingested from various distributed sensors.
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