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Abstract

When implementing the gradient descent method in low precision, the employment of stochastic rounding schemes helps to prevent stagnation of convergence caused by the vanishing gradient effect. Unbiased stochastic rounding yields zero bias by preserving small updates with probabilities proportional to their relative magnitudes. This study provides a theoretical explanation for the stagnation of the gradient descent method in low-precision computation. Additionally, we propose two new stochastic rounding schemes that trade the zero bias property with a larger probability to preserve small gradients. Our methods yield a constant rounding bias that, on average, lies in a descent direction. For convex problems, we prove that the proposed rounding methods typically have a beneficial effect on the convergence rate of gradient descent. We validate our theoretical analysis by comparing the performances of various rounding schemes when optimizing a multinomial logistic regression model and when training a simple neural network with an 8-bit floating-point format.

1 Introduction

Low-precision computations attract increasing attention as they allow to drastically minimize the use of computational resources [4, 12, 19]. Adopting a lower precision generally introduces larger roundoff errors. The magnification of roundoff errors may cause divergence of numerical methods. Hence, it is crucial to analyze the error propagation in algorithmic procedures and to investigate the effect of different rounding schemes [13].

In addition to classical deterministic rounding strategies, such as round down, round up, and round to the nearest (RN), techniques that incorporate randomized procedures have been proposed. According to Croci et al. [6], in 1949, Huskey and Hartree [17] introduced an unbiased stochastic rounding scheme in their pioneering work, that we call stochastic rounding (SR), to reduce the accumulated round-off errors in solving ordinary differential equations. In the last decade, applications and analysis of stochastic rounding techniques have emerged [5, 6, 8, 24]. Our work is inspired by the recent paper of Gupta et al. [11], where it is empirically shown that, with 16-bit fixed-point representation, the training of
neural networks (NNs) stagnates with RN while SR preserves a very similar performance to single-precision computation. This has motivated further investigations of the use of SR in training NNs with low-precision computations [26, 29, 36]. Besides in machine learning, SR has been recently applied in climate modeling [30] and in solving partial differential equations with low precision [7, 15], and its implementation in hardware is also growing [8, 24, 35].

Many tasks related to machine learning, e.g., training NNs, linear regression and logistic regression, are carried out by means of the gradient descent method (GD). The latter is also widely employed in many other areas; see, e.g., [23, 31]. The convergence of GD in exact arithmetic is well understood; see, e.g., [21, 27, 37]. In general, the convergence analysis of stochastic or inexact GD only addresses the errors in evaluating the gradient function [1, 32]. The convergence of GD in training quantized NN is studied with respect to SR, only considering the errors in storing the updating parameters in low precision [22]. A systematic roundoff error analysis that accounts for either deterministic or stochastic rounding errors throughout the whole updating procedure of GD is lacking. Additionally, the theoretical explanation for the stagnation of GD in low-precision computation is insufficient.

In this paper, we theoretically explore the role of stochastic rounding methods in preventing the stagnation of GD. We analyze the influence of floating-point roundoff errors on the convergence of GD with fixed stepsize for convex problems. Our analysis considers three types of roundoff errors obtained by the GD iteration: the errors obtained in evaluating the gradient, in computing the multiplication of the rounded gradient with the stepsize, and in determining the subtraction. We analyze these rounding errors for two scenarios. For Scenario 1, we consider the case that GD does not suffer from stagnation and is evaluated using stochastic rounding methods. In Scenario 2, we consider a special case in which GD suffers from stagnation with RN using limited-precision computation. To force the rounding bias in a descent direction, we propose two new stochastic rounding methods that we call $\varepsilon$-biased stochastic rounding (SR$_\varepsilon$) and signed $\varepsilon$-biased stochastic rounding (signed-SR$_\varepsilon$). The proposed biased stochastic rounding methods have been proven to eliminate the stagnation of GD and provide a significantly faster convergence than SR in low-precision floating-point computation. The novelties of this work are as follows:

1. The utilization of SR has been for the first-time theoretically proven to help prevent stagnation of GD in low-precision computation;
2. the rounding bias is for the first-time applied to accelerate the convergence of GD;
3. two novel biased stochastic rounding methods are proposed.

The outcomes of our convergence analysis concern two aspects of GD: monotonicity and convergence rate. A summary of the convergence analysis with respect to different scenarios and steps is given in Table 1. We validate these theoretical results with experiments on quadratic functions, training a multinomial logistic regression model (MLR) and a two-layer NN (a non-convex problem). The results confirm that, with the same precision, both SR$_\varepsilon$ and signed-SR$_\varepsilon$ generally provide faster convergence than RN and SR.

The work is organized as follows. In section 2, we recall the basic properties of floating-point arithmetic and SR, and we introduce SR$_\varepsilon$ and signed-SR$_\varepsilon$. The source of rounding errors when implementing GD with floating-point representation is analyzed in section 3. In section 4, we study the influence of rounding bias on the convergence of GD for convex
problems for the three scenarios, i.e., for deterministic roundoff errors, for stochastic roundoff errors, and for a special case when GD stagnates with RN. Then, we validate our theoretical analysis with numerical experiments in section 5. Conclusions are drawn in section 6.

2 Number representation system and rounding schemes

We start this section by recalling some basic properties of the floating-point arithmetic and with the definition of SR. Then, we introduce the SR$_{\varepsilon}$ and signed-SR$_{\varepsilon}$ schemes.

2.1 Floating-point representation

A floating-point system $F \subset \mathbb{R}$ is a proper subset of real numbers. A floating-point number $\hat{x} \in F$ can be represented by radix 2 (binary representation), significand precision $s$, and exponent $e$ [13, Sec. 2.1], as $\hat{x} = \pm \mu \cdot 2^{e-s}$, where $\mu, e$, and $s$ are integers satisfying $\mu \in [0, 2^s - 1]$, and $e \in [e_{\min}, e_{\max}]$. We call rounding any map that associates with $x \in \mathbb{R}\setminus F$ a certain $\hat{x} \in F$. The unit roundoff $u := 2^{-s}$ is the maximum relative error caused by approximating a real number $x \in \mathbb{R}\setminus F$ by $\hat{x} \in F$ using RN, where $F = \mathbb{F}\setminus$ {subnormal numbers} [13, Sec. 2.1].

A technical standard is the IEEE Standard for Floating-Point Arithmetic (IEEE 754) [18]. According to IEEE 754, there are five basic formats for binary computation, i.e., binary16 (half precision), binary32 (single precision), binary64 (double precision), and two others. For a detailed description of floating-point number formats, see [18, Sec. 3] and [13, Sec. 2.1]. Since we are primarily concerned with floating-point arithmetic, we refer to the roundoff error as representing the relative rounding error. In the numerical experiments, we employ binary32, bfloat16, and binary8. The format bfloat16 has 8 exponent bits and supports an 8-bit precision [5] and binary8 has the same number format as the E5M2 format on NVIDIA H100 tensor core [28]. A summary of the parameters for the number formats is given in Table 2. For the convergence analysis, we focus on the default rounding mode used in IEEE 754 floating-point operations, i.e., RN, and the stochastic rounding methods that we outline in this section.

2.2 Stochastic rounding

We denote by $\text{fl}(\cdot)$ a general rounding operator that maps $x \in \mathbb{R}$ into $\text{fl}(x) \in F$. When a specific rounding scheme is applied, $\text{fl}(\cdot)$ will be replaced by the corresponding rounding operator. The most natural choice for a rounding operation is to opt for one of the two floating-point numbers that are adjacent to $x$. More precisely, rounding schemes choose

| Table 1: Summary of the main theoretical results. |
|-----------------------------------------------|
| Convergence analysis | Rounding scheme | Reference |
|----------------------|-----------------|-----------|
| Monotonicity          | General rounding | Lemma 4   |
| Convergence rate      | General rounding | Theorem 5 |
| Convergence rate      | SR (8b) and SR (8c) | Theorem 6 |
| Convergence rate      | SR$_{\varepsilon}$ (8b) and SR (8c) | Corollary 7 |
| Monotonicity          | SR (8b) and SR (48) | Proposition 9 |
| Monotonicity          | SR (8b) and signed-SR$_{\varepsilon}$ (48) | Proposition 11 |
Table 2: Summary of the parameters of the number formats. $u$ is the unit roundoff, $x_{\min}$ is the smallest normalized positive number, and $x_{\max}$ is the largest finite number.

| Format    | $u$     | $x_{\min}$   | $x_{\max}$  |
|-----------|---------|--------------|-------------|
| binary8   | $2^{-3}$| $6.10 \cdot 10^{-5}$ | $5.73 \cdot 10^{4}$ |
| bfloat16  | $2^{-8}$| $1.18 \cdot 10^{-38}$ | $3.39 \cdot 10^{38}$ |
| binary16  | $2^{-11}$ | $6.10 \cdot 10^{-5}$  | $6.55 \cdot 10^{4}$   |
| binary32  | $2^{-24}$ | $1.18 \cdot 10^{-38}$ | $3.40 \cdot 10^{38}$ |
| binary64  | $2^{-53}$ | $2.22 \cdot 10^{-308}$ | $1.80 \cdot 10^{308}$ |

$\text{fl}(x) \in \{[x], \lceil x \rceil\}$ where $[x] := \max\{y \in \mathbb{F} : y \leq x\}$ and $\lceil x \rceil := \min\{y \in \mathbb{F} : y \geq x\}$. A stochastic rounding scheme chooses whether $\text{fl}(x) = [x]$ or $\text{fl}(x) = \lceil x \rceil$, according to a certain $x$-dependent probability. We write, for $x \neq 0$, $\sigma(x) := \text{fl}(x) - x$, and $\delta(x) := (\text{fl}(x) - x)/x$, the absolute and relative errors, respectively. An appropriate superscript will be added when the latter quantities refer to a specific rounding scheme. Now let us review the SR scheme.

**Definition 1.** (Cf., e.g., [5]) For $x \in \mathbb{R}$, the rounded value $\text{SR}(x)$ is defined as

$$\text{SR}(x) = \begin{cases} [x], & \text{with probability } p_0(x) := 1 - \frac{x - \lfloor x \rfloor}{\lceil x \rceil - \lfloor x \rfloor}, \\ \lceil x \rceil, & \text{with probability } 1 - p_0(x) = \frac{x - \lfloor x \rfloor}{\lceil x \rceil - \lfloor x \rfloor}. \end{cases}$$

SR has rounding probability depending on its input $x$, in such a way that 0 rounding bias is achieved, i.e., the expectation of this stochastic process satisfies $E[\sigma_{\text{SR}}(x)] = 0$, for all $x$. To preserve more information when dealing with small gradients, we propose to set a lower bound $\varepsilon < 1$ to the probability of rounding away from 0. More formally, we introduce a new stochastic rounding scheme, $\text{SR}_\varepsilon$, as follows.

**Definition 2.** Given $\varepsilon \in (0, 1)$, we define the following functions

$$\eta(x, \varepsilon) := 1 - \frac{x - \lfloor x \rfloor}{\lceil x \rceil - \lfloor x \rfloor} - \text{sign}(x) \varepsilon, \quad \varphi(y) = \begin{cases} 0, & y \leq 0, \\ y, & 0 \leq y \leq 1, \\ 1, & y \geq 1. \end{cases}$$

(1)

Then define $p_\varepsilon(x) := \varphi(\eta(x, \varepsilon))$ and

$$\text{SR}_\varepsilon(x) = \begin{cases} [x], & \text{with probability } p_\varepsilon(x), \\ \lceil x \rceil, & \text{with probability } 1 - p_\varepsilon(x). \end{cases}$$

(2)

For a fixed $x \in \mathbb{R}$, $\text{SR}_\varepsilon(x)$ is a discrete random variable with sample space $\{[x], \lceil x \rceil\}$. With a direct computation we get the following expression for the expected absolute rounding error:

$$E[\sigma_{\text{SR}_\varepsilon}(x)] = \begin{cases} [x] - x, & \eta(x, \varepsilon) > 1, \\ \text{sign}(x) \varepsilon ([x] - [x]), & 0 \leq \eta(x, \varepsilon) \leq 1, \\ [x] - x, & \eta(x, \varepsilon) < 0. \end{cases}$$

(3)
Figure 1: Comparison of E [ fl(y) ] for y ∈ ([x], [x]) (for a fixed x) using different rounding schemes for x > 0 (a) and x < 0 (b).

Figure 1 plots the value of E [ fl(y) ] for y ∈ ([x], [x]), using the rounding schemes introduced so far. It can be seen that when x > 0, SR ε combines stochastic rounding and ceiling, while we have a combination of stochastic rounding and flooring when x < 0. When ε ≤ 0.5, the deterministic rounding part of SR ε behaves as RN (see Figure 1 where ε ≤ 0.5). In Definition 2, SR ε leads to a rounding bias with the same sign as its input. By introducing an additional variable v ∈ R and with a minor modification of the function η in Definition 2, we obtain a new stochastic rounding method, which we name signed-SR ε, with rounding bias in the opposite sign of v. In the context of GD with low-precision representation, we will use this method to get a constant rounding bias in a descent direction by substituting the corresponding entries of the gradient vector for v. In subsection 4.2.2, we will show how signed-SR ε may be beneficial for implementing GD. The signed-SR ε method is defined as follows.

**Definition 3.** Let sign(v) be a desired sign of rounding bias, φ as introduced in Definition 2, and $\tilde{\eta}(x, \varepsilon, v) := 1 - \frac{x - [x]}{[x] - [x]} + \text{sign}(v) \varepsilon$. We define $\hat{p}_\varepsilon(x) := \varphi(\tilde{\eta}(x, \varepsilon, v))$ and (cf. (2))

$$\text{signed-SR}_\varepsilon(x) = \begin{cases} [x], & \text{with probability } \hat{p}_\varepsilon(x), \\ |x|, & \text{with probability } 1 - \hat{p}_\varepsilon(x). \end{cases}$$

By direct computation we get the following expression for the expected absolute rounding error for signed-SR ε (cf. (3)):

$$E[\sigma_{\text{signed-SR}_\varepsilon}(x)] = \begin{cases} [x] - x, & \tilde{\eta}(x, \varepsilon, v) > 1, \\ \text{sign}(v) \varepsilon ([x] - [x]), & 0 \leq \tilde{\eta}(x, \varepsilon, v) \leq 1, \\ |x| - x, & \tilde{\eta}(x, \varepsilon, v) < 0. \end{cases}$$

(4)

It can be seen that when $0 \leq \tilde{\eta}(x, \varepsilon, v) \leq 1$, the expected absolute rounding error always has a sign opposite to that of v. Therefore, when applying signed-SR ε to implement GD, one can achieve a rounding bias in a descent direction by replacing v with the components of the gradient vector.
2.3 Standard models of arithmetic operations

Standard models of floating-point operations (op) are based on RN. For \( \text{op} \in \{+,-,\ast,/,\sqrt{\cdot}\} \), they satisfy [13, Sec. 2.2]

\[
\text{RN}(x) = x(1 + \delta), \quad \text{and} \quad \text{RN}(x \text{ op } y) = (x \text{ op } y)(1 + \delta), \quad |\delta| \leq u. \quad (5)
\]

For SR, by assuming that the elementary operations and the square root are stochastically rounded to the exact ones, (5) holds when replacing \( u \) by \( 2u \); see [5, (2.4)]. For \( \text{SR}_\varepsilon \) we can identify the following two cases due to the role of \( \varepsilon \) in the rounding probability:

\[
\text{SR}_\varepsilon(x) = x(1 + \delta), \quad \begin{cases} 
|\delta| \leq 2u, & 0 \leq \eta(x, \varepsilon) \leq 1, \\
0 \leq \delta \leq 2\varepsilon u, & \text{otherwise}.
\end{cases} \quad (6)
\]

For \( \text{SR}_\varepsilon(x \text{ op } y) \) the same bounds hold as in (6), by assuming that \( \text{op} \in \{+,-,\ast,/,\sqrt{\cdot}\} \) is the stochastically rounded exact one for SR. Finally, the same bounds which hold for \( \text{SR}_\varepsilon \) also apply to signed-\( \text{SR}_\varepsilon \). Under the same assumption, we may achieve an upper bound for the expected relative error of \( \text{SR}_\varepsilon \).

**Lemma 1.** Under the assumption that the elementary operations and the square root are stochastically rounded to the exact ones, we have that the expectation of the corresponding relative error satisfies \( 0 \leq \mathbb{E}[\delta^{\text{SR}_\varepsilon}(x)] \leq 2\varepsilon u \), for all nonzero \( x \in \mathbb{R} \) and \( 0 < \varepsilon < 1 \).

**Proof.** Observing (1), we have that \( \eta(x, \varepsilon) > 1 \) happens only for \( x < 0 \), which implies that \( \frac{x-[x]}{[x]-[x]} \leq \varepsilon \). The fact that \( \eta(x, \varepsilon) < 0 \) happens only for \( x > 0 \) gives that \( \frac{[x]-x}{[x]-[x]} \leq \varepsilon \). On the basis of (3), we get \( \mathbb{E}[\delta^{\text{SR}_\varepsilon}(x)] \leq \frac{\varepsilon([x]-[x])}{x} \leq 2\varepsilon u \). \( \square \)

2.4 Implementation of stochastic rounding

In our implementation, all three stochastic rounding schemes, SR, \( \text{SR}_\varepsilon \) and signed-\( \text{SR}_\varepsilon \), are obtained by slightly modifying the \text{roundit} function in the \text{chop} MATLAB function [14]. The \text{chop} function is developed to round the elements of a matrix to a lower precision floating-point arithmetic with certain rounding methods defined in the subfunction \text{roundit}. The input variable of \text{roundit} is already scaled with the desired precision, and therefore it is not necessary to consider the scaling process in the \text{roundit} function. Note that \text{chop} is implemented with double-precision computation (binary 64), therefore only a lower precision than binary 64 can be evaluated. A pseudo code is given in Algorithm 1, where SR can be evaluated by setting \( \varepsilon = 0 \) and \( \text{SR}_\varepsilon \) can be evaluated by setting \( v = x \) and \( 0 < \varepsilon < 1 \).

3 Gradient descent in floating-point arithmetic

We recall the GD algorithm for minimizing a differentiable function \( f : \mathbb{R}^n \to \mathbb{R} \). For a fixed stepsize \( t > 0 \), the method iteratively updates in the opposite direction of the gradient with the rule

\[
x^{(k+1)} = x^{(k)} - t \nabla f(x^{(k)}). \quad (7)
\]
Algorithm 1 Pseudocode of signed-SR$_e$ using the roundit function in [14].

1: Input: $x$ and $\varepsilon$ and $v$ (cf. Definition 3).
2: Compute $y = |x|$ and $\sigma = y - |y|$.
3: The probability of rounding down is $p_e(y) = \varphi(1 - (y - |y|) + \text{sign}(v)\text{sign}(x)\varepsilon)$.
4: Generate a random number $\xi$ from the random number generator.
5: Then the rounded value can be computed as $\text{fl}(y) = \begin{cases} 
[y] & \text{if } \xi \leq p_e(y), \\
[y] & \text{else.}
\end{cases}$
6: Output: $y = \text{sign}(x) \cdot \text{fl}(y)$.

### 3.1 Source of rounding errors

We denote by $\hat{x}^{(k)}$ the sequence generated by GD in finite precision. When implementing GD with floating-point numbers, there are three sources of rounding errors in the evaluation of (7) that we have to take into account: the accumulated absolute rounding error $\sigma_1$ arising from computing the gradient (see (8a)), the roundoff error $\delta_2$ coming from the multiplication with the stepsize $t$ (see (8b)), and $\delta_3$ caused by the final subtraction (see (8c)). Note that we use an accumulated absolute rounding error for the computation of the gradient since in general the evaluation of the gradient may not be backward stable; for inner products and matrix-vector products see [13, Secs. 3.1 and 3.5]. We split the GD iteration into the following three steps:

\[
\nabla f(\hat{x}^{(k)}) = \nabla f(\hat{x}^{(k)}) + \sigma_1^{(k)}, \tag{8a}
\]

\[
z^{(k+1)} = \hat{x}^{(k)} - t \nabla f(\hat{x}^{(k)}) \circ (1 + \delta_2^{(k)}), \tag{8b}
\]

\[
\hat{x}^{(k+1)} = z^{(k+1)} \circ (1 + \delta_3^{(k)}), \tag{8c}
\]

where $1 \in \mathbb{R}^n$ is the vector of all ones and $\circ$ indicates the Hadamard product. The magnitudes of the entries of $\delta_2^{(k)}, \delta_3^{(k)}$ are bounded by either $u$ or $2u$; see (5) and (6). We denote the corresponding absolute errors by $\sigma_m^{(k)}$ and $h_m^{(k)} = 1 + \delta_m^{(k)}$, for $m = 2, 3$. Finally, we remark that all the entries in $h_m^{(k)}$ are positive, since the rounding schemes mentioned in subsection 2.2 do not change the sign of the output of a single arithmetic operation.

Although in floating-point arithmetic, the relative error is bounded by $u$ or $2u$ for a single operation, when a series of operations is implemented high relative accuracy may not be guaranteed. For instance, high relative accuracy is not guaranteed for evaluating the inner product $x^T y$ when $|x^T y| \ll |x|^T |y|$ (see, e.g., [13, p. 63]). Therefore, for the gradient evaluation, we use the following bound including both absolute and relative errors, i.e., the entries of $\sigma_1^{(k)}$ satisfy the bound

\[
|\sigma_1^{(k)}_{i,j}| \leq c u (|\nabla f(\hat{x}^{(k)})| + 1), \tag{9}
\]

where $c \geq 0$ is a non-negative constant dependent on $\nabla f$. For instance, for a quadratic function $\frac{1}{2}x^TAx$, if $A$ is a diagonal matrix, $c = 2$. When $A$ is a full matrix and the iterates $x$ stay in the compact set $\{y \in \mathbb{R}^n : \|y\|_\infty \leq M\}$, we can take $c = \frac{2nu\|A\|_\infty M}{1-2nu}$ (cf. [13, Sec. 3.5]). Note that one can also choose different values of $c$ for absolute error and relative error, i.e., $|\sigma_1^{(k)}_{i,j}| \leq c_1 u |\nabla f(\hat{x}^{(k)})| + c_2 u$. For the sake of simplicity, we choose the same $c$ in (9).
3.2 Stagnation and non-stagnation of GD with RN

For every run of GD with limited precision and RN, after a certain number of iteration steps, stagnation may happen due to rounding, i.e., $\hat{x}^{(k+1)} = \text{RN}(\hat{x}^{(k)} - \text{RN}(t \text{RN}(\nabla f(\hat{x}^{(k)})))) = \hat{x}^{(k)}$. Usually, this phenomenon happens earlier, with respect to the number of iteration steps, with low-precision computations. Let us have a closer look at this situation in the spirit of [13, Thm. 2.2]. We denote $z^{(k+1)}_i = \hat{x}^{(k)}_i - \text{RN}(t \text{RN}(\nabla f(\hat{x}^{(k)})_i)) = \mu^{(k)}_i 2^{e^{(k)}_i - s}$, where $\mu^{(k)}_i \in [2^{s-1}, 2^s)$ and $e^{(k)}_i \in \mathbb{N}$. We define

$$\tau_k := \max_{i=1,\ldots,n} 2^{-e^{(k)}_i} \text{RN}(t \text{RN}(\nabla f(\hat{x}^{(k)})_i))$$

and $i_k := \arg \max_{i=1,\ldots,n} 2^{-e^{(k)}_i} \text{RN}(t \text{RN}(\nabla f(\hat{x}^{(k)})_i))$ as the maximum value and the corresponding index, respectively. If $\tau_k \leq \frac{1}{2} u$ and the least significant bit of $\hat{x}^{(k)}_{i_k}$ equals 0, then GD stagnates with RN and only converges to a neighborhood of the optimal point.

As an illustrative example, in Figure 2a we show the trajectory of $\hat{x}^{(k)}$ when minimizing $f(x) = (x - 1024)^2$ using GD with RN and binary8. Although 1024 can be represented exactly using RN, when $k \geq 8$ GD stagnates as $\tau_k = 0.046$; see Figure 2b. Note that the stagnation may not always occur to GD with low-precision computation. When solving multi-dimensional optimization problems, GD may only stagnate along some coordinates of $x$.

![Figure 2](image)

Figure 2: Minimizing $f(x) = (x - 1024)^2$ using GD with binary8 ($u = 2^{-3}$) and RN, where the red area indicates where stagnation occurs.

Given the phenomena depicted in Figure 2a, we split the analysis of the convergence of GD into the two scenarios mentioned in the Introduction. In Scenario 1, we focus on stochastic rounding methods that do not suffer from stagnation of GD, i.e., $\tau_k > \frac{1}{2} u$ in all iteration steps and in Scenario 2 we consider a special case when GD stagnates with RN ($\tau_k \leq \frac{1}{2} u$ for a certain $k$). However, computing $\tau_k$ is impractical as it requires the exact (or accurate) value of the gradient update. Therefore, we propose the following conditions as an interpretation of $\tau_k$ for the two scenarios. To facilitate the analysis, we introduce the functions that return
the successor and the predecessor of a given floating-point number \( \hat{x} \in \mathbb{F} \):

\[
\text{su}(\hat{x}) = \min\{ \hat{y} > \hat{x} \mid \hat{y} \in \mathbb{F} \} \quad \text{and} \quad \text{pr}(\hat{x}) = \max\{ \hat{y} < \hat{x} \mid \hat{y} \in \mathbb{F} \}.
\]

(10)

Note that \( \text{su}(\cdot) \) and \( \text{pr}(\cdot) \) differ from the ceiling and floor operations in view of the strict inequalities in (10).

**Condition of scenario 1** (no stagnation). RN rounds \( \tilde{x}_i^{(k)} - t \left( |\nabla f(\tilde{x}_i^{(k)})| + \sigma_{1,i} h_{2,i} \right) \) to either \( \text{su}(\tilde{x}_i^{(k)}) \) or \( \text{pr}(\tilde{x}_i^{(k)}) \), for \( i = 1, \ldots, n \), i.e., we have that

\[
\frac{t \left( |\nabla f(\tilde{x}_i^{(k)})| + \sigma_{1,i} h_{2,i} \right)}{\text{su}(x_i^{(k)}) - x_i^{(k)}} > \frac{1}{2} \quad \text{or} \quad \frac{t \left( |\nabla f(\tilde{x}_i^{(k)})| + \sigma_{1,i} h_{2,i} \right)}{x_i^{(k)} - \text{pr}(x_i^{(k)})} > \frac{1}{2}.
\]

(11)

**Condition of scenario 2** (stagnation). RN rounds \( \tilde{x}_i^{(k)} - t \left( |\nabla f(\tilde{x}_i^{(k)})| + \sigma_{1,i} h_{2,i} \right) \) to \( x_i^{(k)} \), for \( i = 1, \ldots, n \), i.e., we have that

\[
\frac{t \left( |\nabla f(\tilde{x}_i^{(k)})| + \sigma_{1,i} h_{2,i} \right)}{\text{su}(x_i^{(k)}) - x_i^{(k)}} \leq \frac{1}{2} \quad \text{or} \quad \frac{t \left( |\nabla f(\tilde{x}_i^{(k)})| + \sigma_{1,i} h_{2,i} \right)}{x_i^{(k)} - \text{pr}(x_i^{(k)})} \leq \frac{1}{2}.
\]

(12)

Note that there may be a scenario that some of the components of \( x^{(k)} \) satisfy condition (11) and some satisfy (12); the convergence analysis will be the combination of two scenarios and maintain the monotonicity under the same condition as the above scenarios. For the simplicity of analysis, we only consider the above two scenarios.

### 4 Convergence analysis of GD for convex problems

Throughout this section we consider the unconstrained optimization problem \( \arg \min_{x \in \mathbb{R}^n} f(x) \), of which the objective function is assumed to satisfy the following condition and we denote by \( x^* \in \mathbb{R}^n \) the minimizer of \( f \).

**Assumption 1.** The function \( f \) is convex and its gradient \( \nabla f : \mathbb{R}^n \to \mathbb{R}^n \) is Lipschitz continuous with constant \( L > 0 \) and the error in evaluating the gradient satisfies (9).

This means that, denoting the Euclidean norm by \( \| \cdot \| \), for all \( x, y \in \mathbb{R}^n \), \( f \) satisfies:

\[
f(x) + \nabla f(x)^T (y - x) \leq f(y) \leq f(x) + \nabla f(x)^T (y - x) + \frac{1}{2} L \| y - x \|^2.
\]

(13)

The proof of (13) can be found in, e.g., [27, Thm. 2.1.5]. On the basis of (9), we have

\[
E \left[ \left| \sigma_{1,i}^{(k)} \nabla f(\tilde{x}_i^{(k)}) \right| \right] \leq \left( E \left[ \nabla f(\tilde{x}_i^{(k)})^2 \right] \right) c u.
\]

(14)

Condition (14) is applicable to general rounding methods and optimization problems. Additionally, we also investigate the impact of stochastic rounding errors on the convergence of GD for a special case when \( E \left[ \sigma_{1,i}^{(k)} \left| \nabla f(\tilde{x}_i^{(k)}) \right| \right] = 0 \) holds, i.e.,

\[
E \left[ \sigma_{1,i}^{(k)} \nabla f(\tilde{x}_i^{(k)}) \right] = 0.
\]

(15)
It is easy to check that condition (15) is satisfied when using SR to evaluate $\sigma_{1,i}^{(k)}$ for a type of optimization problems, e.g., quadratic functions $(x - x^*)^T A (x - x^*)$ or when the gradient function is evaluated exactly.

First let us recall the convergence rate of GD for exact arithmetic. When exact arithmetic is employed, the convergence rate of GD is at least sublinear with respect to the number of iteration steps, as the following result shows.

**Theorem 2.** ([27, Thm. 2.1.14, Cor. 2.1.2]) Under Assumption 1, the $k$th iterate of the gradient descent method with a fixed stepsize $t \leq \frac{1}{L}$ satisfies the following inequality:

\[
f(x^{(k)}) - f(x^*) \leq \frac{2L}{4 + Lt} \|x^{(0)} - x^*\|^2.
\]

Theorem 2 ensures that, in exact arithmetic, GD asymptotically converges to the optimum. However, when implementing GD in floating-point arithmetic, the method may only converge to some level of accuracy depending on the rounding precision.

Before stating the results for the two scenarios, let us discuss a bound on $\|\nabla f(x^{(k)})\|$ with $0 < a < 1$, that guarantees the convergence when the number of significant bits is limited. We show that a smaller $a$ yields a smaller lower bound on the norm of the gradient, while a larger $a$ causes a larger lower bound.

**Proposition 3.** Let the objective function $f$ satisfy Assumption 1. Assume that $k > 0$ iteration steps of GD have been carried out with a fixed stepsize $t$ such that $t \leq \frac{1}{L(1 + 2u)^2}$ and $u$ satisfies $u \leq \frac{a}{c + 4a + 4}$, where $c$ is the constant given in (9), for a certain $a$ with $0 < a < 1$. If the gradient satisfies

\[
\|\nabla f(x^{(k-1)})\| \geq (1 - a)^{-1} (2 + 4u + \sqrt{1 - a}) \sqrt{n} cu,
\]

then $f(z^{(k)}) \leq f(\tilde{x}^{(k-1)})$.

**Proof.** Since $\nabla f$ is Lipschitz continuous with constant $L$, combining the updating rule with rounding errors (8) and property (13), we have that

\[
f(z^{(k+1)}) - f(\tilde{x}^{(k)})
\]

\[
\leq -t \nabla f(\tilde{x}^{(k)})^T (\nabla f(\tilde{x}^{(k)}) + \sigma_1^{(k)} \circ (1 + \delta_2^{(k)}) + \frac{1}{2} L t^2 \|\nabla f(\tilde{x}^{(k)}) + \sigma_1^{(k)} \circ (1 + \delta_2^{(k)})\|^2
\]

\[
= -t \nabla f(\tilde{x}^{(k)})^T (\nabla f(\tilde{x}^{(k)}) \circ \delta_2^{(k)}) - t \|\nabla f(\tilde{x}^{(k)})\|^2 - t \nabla f(\tilde{x}^{(k)})^T \sigma_1^{(k)}
\]

\[
- t \nabla f(\tilde{x}^{(k)})^T (\sigma_1^{(k)} \circ \delta_2^{(k)}) + \frac{1}{2} L t^2 \|\nabla f(\tilde{x}^{(k)}) + \sigma_1^{(k)} \circ (1 + \delta_2^{(k)})\|^2.
\]

Since $|\delta_{2,i}^{(k)}| \leq 2u$ for $i = 1, \ldots, n$, the upper bound for $f(z^{(k+1)}) - f(\tilde{x}^{(k)})$ becomes

\[
t (2u - 1) \|\nabla f(\tilde{x}^{(k)})\|^2 - t \nabla f(\tilde{x}^{(k)})^T \sigma_1^{(k)} + 2ut \|\nabla f(\tilde{x}^{(k)})\|^T |\sigma_1^{(k)}|
\]

\[
+ \frac{1}{2} L t^2 (1 + 2u)^2 \|\nabla f(\tilde{x}^{(k)})\|^2 + 2ut \|\nabla f(\tilde{x}^{(k)})\|^T |\sigma_1^{(k)}|
\]

\[
+ t (1 - L t (1 + 2u)^2) \|\nabla f(\tilde{x}^{(k)})\|^2 + 2ut \|\nabla f(\tilde{x}^{(k)})\|^T |\sigma_1^{(k)}|
\]

\[
+ \frac{1}{2} L t^2 (1 + 2u)^2 \|\sigma_1^{(k)}\|^2.
\]
Based on (9), we have
\[
|\nabla f(\hat{x}^{(k)})^T \sigma_1^{(k)}| \leq |\nabla f(\hat{x}^{(k)})|^T |\sigma_1^{(k)}| \leq \sum_{i=1}^n |\nabla f(\hat{x}^{(k)})_i| (|\nabla f(\hat{x}^{(k)})_i| + 1) c u
\]
\[
\leq c u (\|\nabla f(\hat{x}^{(k)})\|^2 + \sqrt{n} \|\nabla f(\hat{x}^{(k)})\|),
\]
and
\[
\|\sigma_1^{(k)}\|^2 \leq c^2 u^2 (\|\nabla f(\hat{x}^{(k)})\|^2 + 2\sqrt{n} \|\nabla f(\hat{x}^{(k)})\| + n).
\]

Therefore, we obtain that \(f(z^{(k+1)}) - f(\hat{x}^{(k)})\) is bounded from above by
\[
\begin{aligned}
- t \left( (1 - c u) - \frac{1}{2} L t (1 + 2u)^2(1 - 2 c u + c^2 u^2) - 2u (1 + c u) \right) \|\nabla f(\hat{x}^{(k)})\|^2 \\
+ \sqrt{n} t c u (1 + 2u - L t (1 + 2u)^2(1 - c u)) \|\nabla f(\hat{x}^{(k)})\| \\
+ \frac{1}{2} L t^2 (1 + 2u)^2 n c^2 u^2 \\
\leq - t \left( (1 - c u)(1 - \frac{1}{2} L t (1 + 2u)^2(1 - c u)) - 2u (1 + c u) \right) \|\nabla f(\hat{x}^{(k)})\|^2 \\
+ \sqrt{n} t c u (1 + 2u - L t (1 + 2u)^2(1 - c u)) \|\nabla f(\hat{x}^{(k)})\| + \frac{1}{2} t n c^2 u^2.
\end{aligned}
\]

In the last inequality we have used that \(Lt (1+2u)^2 \leq 1\). Note that \(u \leq \frac{a}{c + 4a + 4}\) and \(a < 1\) imply \(0 < cu < 1\) which in turn gives \(1 - \frac{1}{2} L t (1 + 2u)^2(1 - c u) \geq \frac{1}{2}\). Consequently, we achieve
\[
\begin{aligned}
f(z^{(k+1)}) - f(\hat{x}^{(k)}) &\leq - t \left( \frac{1}{2} - \frac{1}{2} c u - 2u - 2 c u^2 \right) \|\nabla f(\hat{x}^{(k)})\|^2 \\
&\quad + \sqrt{n} t c u (1 + 2u) \|\nabla f(\hat{x}^{(k)})\| + \frac{1}{2} t n c^2 u^2.
\end{aligned}
\]

To achieve \(f(z^{(k+1)}) \leq f(\hat{x}^{(k)})\), it is sufficient to have \(\frac{1}{2} - \frac{1}{2} c u - 2u - 2 c u^2 > 0\). Substituting \(u \leq \frac{a}{c + 4a + 4}\) into \(\frac{1}{2} - \frac{1}{2} c u - 2u - 2 c u^2\), based on the property \(a > 0\), one may check that \(\frac{1}{2} - \frac{1}{2} c u - 2u - 2 c u^2 \geq \frac{a}{2} \left( \frac{1}{a} - \frac{c^2+2(4a+4)c+4(4a+4)}{(c+4a+4)^2} \right) > \frac{1}{2} (1-a)\), which in turn yields an upper bound for \(f(z^{(k+1)}) - f(\hat{x}^{(k)})\):
\[
- \frac{1}{2} (1-a) t \|\nabla f(\hat{x}^{(k)})\|^2 + \sqrt{n} t c u (1 + 2u) \|\nabla f(\hat{x}^{(k)})\| + \frac{1}{2} t n c^2 u^2.
\]

Property (17) implies that
\[
\begin{aligned}
(1-a) \|\nabla f(\hat{x}^{(k-1)})\|^2 &\geq 2 n c u (1 + 2u) \|\nabla f(\hat{x}^{(k-1)})\| \\
&\geq 2 \left( \frac{1}{1-a} (1+2u) + 1 \right) n c^2 u^2,
\end{aligned}
\]
which indicates that
\[
(1-a) \|\nabla f(\hat{x}^{(k-1)})\|^2 \geq 2 n c u (1 + 2u) \|\nabla f(\hat{x}^{(k-1)})\| \\
+ \frac{2}{1-a} (1+2u) n c^2 u^2 + n c^2 u^2.
\]

Therefore, by applying (22) to the kth iteration step, we have that \(f(z^{(k)}) \leq f(\hat{x}^{(k-1)})\). □

Proposition 3 sheds light on the largest upper bound for the parameter \(a\) that is required to guarantee monotonicity. Condition (17) indicates that GD may only converge to a neighborhood of the optimal point due to the rounding errors. In particular, a smaller value of \(a\) may allow GD to converge to a point that is closer to the optimal point.
Now let us not restrict ourselves to a specific rounding scheme and we look at the conditions that guarantee the monotonicity of (8). Based on (8c), we denote by
\[ \theta^{(k)} := f(\hat{x}^{(k)}) - f(\hat{z}^{(k)}) \]
the effect of the third roundoff error \( \delta_{3}^{(k)} \) on the objective function value. In Theorem 5, we will show that a smaller bound on \( u \) leads to a tighter bound on the convergence rate of GD. By setting \( 0 < a < \frac{1}{2} \) instead of \( 0 < a < 1 \) in Proposition 3, we can prove the following result that links the monotonicity of GD to the values of \( u \) and \( t \).

**Lemma 4.** Let the objective function \( f \) satisfy Assumption 1 and \( u \leq \frac{a}{\epsilon + 4a + 4} \) with \( 0 < a < \frac{1}{2} \). Assume that \( k > 0 \) iteration steps of GD have been carried out with a fixed stepsize \( t \) such that \( t \leq \frac{1}{L(1+2u)^2} \). If the gradient satisfies
\[ \|\nabla f(\hat{x}^{(k)})\| \geq a^{-1} (2 + 4u + \sqrt{a}) \sqrt{n} cu \]
and \( u \) satisfies
\[ u \leq \frac{1}{4} (1 - 2a) t \frac{\|\nabla f(\hat{x}^{(k)})\|^2}{\|\nabla f(\hat{x}^{(k)})\| \| z^{(k)} \|}, \]
where \( z^{(k)} \) is as in (8f), then \( f(\hat{x}^{(k)}) \leq f(\hat{x}^{(k-1)}) \).

**Proof.** We proceed similarly as for Proposition 3. Combining the property \( \frac{1}{2} - \frac{1}{2} cu - 2u + 2c u^2 \geq \frac{1}{2}(1 - a) \) with (21), we have that \( f(z^{(k)}) - f(\hat{x}^{(k-1)}) \) is bounded from above by
\[-\frac{1}{2} (1 - a) t \|\nabla f(\hat{x}^{(k-1)})\|^2 + \sqrt{n} tu (1 + 2u) \|\nabla f(\hat{x}^{(k-1)})\| + \frac{1}{2} t n c^2 u^2.\]
One may check that property (24) indicates that
\[ \sqrt{n} tu (1 + 2u) \|\nabla f(\hat{x}^{(k-1)})\| + \frac{1}{2} t n c^2 u^2 \]
\[ \leq \frac{2}{2 (1 + 2u); 2 + \sqrt{a}) a + a^2} ||\nabla f(\hat{x}^{(k-1)})||^2 \]
\[ = \frac{a}{2} \left( \frac{4 (1 + 2u)^2 + 2 \sqrt{a} (1 + 2u) + a)}{4 (1 + 2u)^2 + 4 \sqrt{a} (1 + 2u) + a} \right) ||\nabla f(\hat{x}^{(k-1)})||^2 < \frac{a}{2} ||\nabla f(\hat{x}^{(k-1)})||^2, \]
which implies that
\[ f(\hat{x}^{(k)}) \leq f(\hat{x}^{(k-1)}) - \frac{1}{2} (1 - 2a) t \|\nabla f(\hat{x}^{(k-1)})\|^2 + \theta^{(k-1)}. \]

Since \( f \) is convex, based on (13) and (23), we obtain the following inequality
\[ f(\hat{x}^{(k-1)}) - f(\hat{x}^{(k)}) \geq \nabla f(\hat{x}^{(k)}) (z^{(k)} - \hat{x}^{(k)}) + \frac{1}{2} (1 - 2a) t \|\nabla f(\hat{x}^{(k-1)})\|^2 \]
\[ \geq -2u \|z^{(k)}\| \|\nabla f(\hat{x}^{(k)})\| + \frac{1}{2} (1 - 2a) t \|\nabla f(\hat{x}^{(k-1)})\|^2 \geq 0, \]
where the last inequality is obtained in view of \( a < \frac{1}{2} \) and (25).

Comparing Theorem 2 and Lemma 4, a slightly smaller \( t \) is chosen in Lemma 4 to compensate the harmful effect of rounding errors, i.e., \( t \leq \frac{1}{L(1+2u)^2} \) in Lemma 4 instead of \( t \leq \frac{1}{L} \) in Theorem 2. Condition (25) may be viewed as either an upper bound on \( u \) or a lower bound
on \( t \), depending on the setting. When implementing GD with a fixed \( t \), a smaller \( a \) increases the upper bound in (25) and implies a smaller \( u \), which in turn makes condition (25) easier to satisfy. When \( \theta^{(k-1)} \leq 0 \) it is sufficient to have (17) to get \( f(\tilde{x}^{(k)}) \leq f(\tilde{x}^{(k-1)}) \).

We now address the generalization of Theorem 2 for the updating rule with rounding errors (8). The core idea is to adjust the strategy used in the proof of [27, Thm. 2.1.14, Cor. 2.1.2] to our setting. If \( u \) is small enough, we ensure a similar convergence rate \( O(1/k) \) and we show that a better multiplicative constant may be obtained when the accumulated absolute rounding errors are in a descent direction.

Before stating the result we introduce the upper bound for the distance between the iterates of GD and the minimizer \( x^* \), and the best approximation to the optimal value:

\[
\chi := \max_{j=0,\ldots,k} \|\tilde{x}^{(j)} - x^*\|, \quad \zeta := \min_{j=0,\ldots,k} f(\tilde{x}^{(j)}) - f(x^*).
\]

In the following theorem, we require \( u \) to satisfy a bound slightly stricter than (25); in particular this guarantees the monotonicity of the GD iterations. Moreover, we will introduce a quantity \( \alpha_j \) that interprets the relation between \( \theta^{(j)} \), \( \chi \), and \( \zeta \). Furthermore, \( \alpha_j \) has the same sign as and is proportional to \( \theta^{(j)} \). This indicates that \( \alpha_j \) has the same effect as \( \theta^{(j)} \) on the convergence of GD. We will discuss more details after Theorem 5.

**Theorem 5.** Let the objective function \( f \) satisfy Assumption 1 and \( u \leq \frac{a}{c+4a+4} \) with \( 0 < a < \frac{1}{2} \). Assume that \( k > 0 \) iteration steps of GD have been carried out with a fixed stepsize \( t \) such that \( t \leq \frac{1}{L(1+2a)} \). If the gradient satisfies (24) and \( u \) satisfies

\[
u \leq \frac{1}{4} (1-2a) t \frac{\zeta^2}{\chi^2 \|\nabla f(\tilde{x}^{(j)})\| \|z^{(j)}\|}, \quad j = 0, \ldots, k-1, \tag{27}
\]

then

\[
f(\tilde{x}^{(k)}) - f(x^*) \leq \frac{2L\chi^2}{4 + Lt (1-2a) \sum_{j=0}^{k-1} (1-\alpha_j)}, \quad \alpha_j := \frac{2 \chi^2 \theta^{(j)}}{t (1-2a) \zeta^2}. \tag{28}
\]

**Proof.** We follow the main line of the proof in [27, Thm. 2.1.14, Cor. 2.1.2]. In view of (13), we have

\[
\zeta \leq f(\tilde{x}^{(k)}) - f(x^*) \leq \nabla f(\tilde{x}^{(k)})^T(\tilde{x}^{(k)} - x^*) \leq \|\nabla f(\tilde{x}^{(k)})\| \chi. \tag{29}
\]

Based on (29), it is easy to check that (27) implies (25). Together with (26), we have

\[
f(\tilde{x}^{(k+1)}) - f(x^*) \leq f(\tilde{x}^{(k)}) - f(x^*) - \frac{1}{2} (1-2a) t \|\nabla f(\tilde{x}^{(k)})\|^2 + \theta^{(k)}
\]

\[
\leq f(\tilde{x}^{(k)}) - f(x^*) - \frac{(1-2a) t}{2 \chi^2} (f(\tilde{x}^{(k)}) - f(x^*))^2 + \theta^{(k)}.
\]
Dividing both sides by \( f(\hat{x}^{(k+1)}) - f(x^*) \) \( f(\hat{x}^{(k)}) - f(x^*) \), we obtain
\[
\frac{1}{f(\hat{x}^{(k)}) - f(x^*)} \leq \frac{1}{f(\hat{x}^{(k+1)}) - f(x^*)} - \frac{(1 - 2a)t}{2 \chi^2} \frac{f(\hat{x}^{(k+1)}) - f(x^*)}{\theta^{(k)}} \n + \frac{1}{f(\hat{x}^{(k+1)}) - f(x^*)} \frac{(1 - 2a)t}{2 \chi^2} \theta^{(k)} \n + \frac{1}{f(\hat{x}^{(k+1)}) - f(x^*)} \frac{(1 - 2a)t}{2 \chi^2} \theta^{(k)} \n \leq \frac{1}{f(\hat{x}^{(k+1)}) - f(x^*)} - \frac{(1 - 2a)t}{2 \chi^2} + \theta^{(k)} \n = \frac{1}{f(\hat{x}^{(k)}) - f(x^*)} + \frac{t(1 - 2a)}{2 \chi^2} \sum_{j=0}^{k-1} (1 - 2\theta^j) \n = \frac{1}{f(\hat{x}^{(k)}) - f(x^*)} + \frac{t(1 - 2a)}{2 \chi^2} \sum_{j=0}^{k-1} (1 - \alpha_j). \tag{30}
\]

Property (13) and \( \nabla f(x^*) = 0 \) imply
\[
\frac{1}{f(x^0) - f(x^*)} \geq \frac{2}{L \| x^0 - x^* \|^2}. \tag{31}
\]
Applying (31) to (30), we obtain \( \frac{1}{f(\hat{x}^{(k)}) - f(x^*)} \geq \frac{2}{L \| x^0 - x^* \|^2} + \frac{t(1 - 2a)}{2 \chi^2} \sum_{j=0}^{k-1} (1 - \alpha_j). \) Therefore, we have (28).

Theorem 5 holds for both deterministic and stochastic rounding methods. We remark that, after accounting for the rounding errors in evaluating (8a) and (8b), we cannot obtain a bound in Theorem 5 that is identical to Theorem 2 even with \( \alpha_j = 0 \) for all \( j = 0, \ldots, k-1 \) in (28). Both Lemma 4 and Theorem 5 study the worst-case scenario with respect to \( \sigma_1 \) and \( \sigma_2 \), where all the rounding errors in (8a) and (8b) are in an ascent direction. The condition \( \theta^{(j)} < 0 \) indicates that the accumulated absolute rounding errors in (8c) are oriented towards a descent direction.

The control of the quantities \( \alpha_j \) may be realized by using different deterministic strategies. For instance, to ensure \( \alpha_j < 0 \) (i.e., \( \theta^{(j)} < 0 \)) one would need to switch the rounding scheme between floor and ceiling to match the condition: \( \text{sign}(\nabla f(\hat{x}^{(j)})) = -\text{sign}(\delta^{(j-1)} \circ x^{(j)}) \), where the sign function is applied component-wise. This is equivalent to setting \( \varepsilon = 1 \) in SR\( _\varepsilon \). Therefore, switching between floor and ceiling will lead to a large rounding bias, which may cause oscillations as choosing a large \( t \) in exact arithmetic. We will demonstrate this experimentally in section 5 by using a large value of \( \varepsilon \) in signed-SR\( _\varepsilon \) (cf. Figures 4b and 6b). Additionally, in subsection 4.2, we propose a bound on \( \varepsilon (\leq 0.5) \), which may lead to a faster
convergence of GD than SR (cf. Lemma 10 and Proposition 11). Consequently, a better way to analyze and possibly control the quantities $\alpha_j$ is to rely on stochastic rounding methods. In the next subsection we show that we can eliminate the harmful effect of $\alpha_j$ in the expectation, by using SR.

4.1 On stochastic rounding: Scenario 1 (no stagnation)

We will investigate the impact of stochastic rounding errors on the convergence of GD for general optimization problems fulfilling (14), then we extend it to optimization problems satisfying (15) with SR. Before we start our analysis, we recall a basic property of conditional expectation. For random variables $X$, $Y$, and $Z$, we have [34, (10.40)]

$$ E \left[ E \left[ X \mid Y, Z \right] \mid Y \right] = E \left[ X \mid Y \right]. \quad (32) $$

Based on this property, we show that using SR, the monotonicity of GD is guaranteed for condition (14).

**Theorem 6.** Let the objective function $f$ satisfy Assumption 1 and $u \leq \frac{a}{e + 4a + 4}$ for an $a > 0$. Assume that $k > 0$ iteration steps of GD have been carried out with a fixed stepsize $t$ such that $t \leq \frac{1}{L(1 + 2u)^2}$ satisfying condition (11) and both (8b) and (8c) are evaluated using SR.

(i) Under condition (14), if it holds that

$$ E \left[ \| \nabla f(\hat{x}^{(j)}) \| \right] \geq a^{-1} (2 + \sqrt{a}) \sqrt{n} cu \quad (33) $$

for all $j = 0, \ldots, k - 1$ and $a < \frac{1}{2}$, then

$$ E \left[ f(\hat{x}^{(k)}) - f(x^*) \right] \leq \frac{2L \chi^2}{4 + Lt k (1 - 2a)}. \quad (34) $$

(ii) Under condition (15), if it holds that

$$ E \left[ \| \nabla f(\hat{x}^{(j)}) \| \right] \geq 3a^{-1} \sqrt{n} cu \quad (35) $$

for all $j = 0, \ldots, k - 1$ and $a < \frac{1}{2}\sqrt{2}$, then

$$ E \left[ f(\hat{x}^{(k)}) - f(x^*) \right] \leq \frac{2L \chi^2}{4 + Lt k (1 - 2a^2)}. \quad (36) $$

**Proof.** Updating rule (8b) can be represented by using the absolute rounding errors,

$$ z^{(k+1)} = \hat{x}^{(k)} - t \left( \nabla f(\hat{x}^{(k)}) + \sigma_1^{(k)} \right) - \sigma_2^{(k)}. \quad (37) $$

Based on the fact that $t(\nabla f(\hat{x}^{(k)}) + \sigma_1^{(k)}) + \sigma_2^{(k)} = t(\nabla f(\hat{x}^{(k)}) + \sigma_1^{(k)}) \circ (1 + \delta^{(k)})$, combining (37) with property (13) and proceeding similarly to (18), we obtain an upper bound for $f(z^{(k+1)}) - f(\hat{x}^{(k)})$:

$$ -t \left( 1 - \frac{1}{2}Lt (1 + 2u)^2 \right) \| \nabla f(\hat{x}^{(k)}) \|^2 - \nabla f(\hat{x}^{(k)})^T \sigma_2^{(k)} $$

$$ + t \left( 1 - Lt (1 + 2u)^2 \right) \| \nabla f(\hat{x}^{(k)})^T \sigma_1^{(k)} \| + \frac{1}{2}Lt^2 (1 + 2u)^2 \| \sigma_1^{(k)} \|^2.
Part (i): Taking the expectation and in view of (14) and (20), we have that

\[
E [ f(z^{(k+1)}) ] - E [ f(\tilde{x}^{(k)}) ] \\
\leq \sqrt{n} t c u (1 - L t (1+2u)^2 + L t (1+2u)^2 c u) E [ \| \nabla f(\tilde{x}^{(k)}) \| ] + \frac{1}{2} t n c^2 u^2 \\
\quad - t (1 - c u - \frac{1}{2} L t (1+2u)^2 (1 - c u)^2) E [ \| \nabla f(\tilde{x}^{(k)}) \| ] - E [ \nabla f(\tilde{x}^{(k)})^T \sigma_2^{(k)} ].
\]

Based on (32), when SR is applied for evaluating \( \sigma_2^{(k)} \), given \( w_1 \) in the finite set \( S_1 \) of possible values of \( \nabla f(\tilde{x}^{(k)})_i \), we have

\[
E [ \sigma_{2,i}^{(k)} | \nabla f(\tilde{x}^{(k)})_i = w_1 ] = E [ E [ \sigma_{2,i}^{(k)} | \nabla f(\tilde{x}^{(k)})_i, \sigma_{1,i}^{(k)} ] | \nabla f(\tilde{x}^{(k)})_i = w_1 ] = 0.
\]

The law of total expectation gives

\[
E [ \sigma_{2,i}^{(k)} \nabla f(\tilde{x}^{(k)})_i ] = \sum_{w_1 \in S_1} E [ \sigma_{2,i}^{(k)} | w_1 ] \nabla f(\tilde{x}^{(k)})_i P(\nabla f(\tilde{x}^{(k)})_i = w_1 ) = 0.
\]

The property \( c u \leq a < 1 \) implies \( 1 - L t (1+2u)^2 + L t (1+2u)^2 c u \leq 1 - (1-a) L t (1+2u)^2 \leq 1 \). Therefore, substituting \( t \leq \frac{1}{L (1+2u)^2} \) into (38), we achieve the following upper bound for \( E [ f(z^{(k+1)}) ] - E [ f(\tilde{x}^{(k)}) ] : \)

\[
-\frac{1}{2} t E [ \| \nabla f(\tilde{x}^{(k)}) \|^2 ] + \frac{1}{2} t a E [ \| \nabla f(\tilde{x}^{(k)}) \|^2 ] + \sqrt{n} t c u E [ \| \nabla f(\tilde{x}^{(k)}) \| ] + \frac{1}{2} t n c^2 u^2.
\]

Property (33) and Jensen’s inequality [20, Lemma 5.3.1] indicate that

\[
\frac{1}{2} a E [ \| \nabla f(\tilde{x}^{(k)}) \|^2 ] \geq \sqrt{n} c u E [ \| \nabla f(\tilde{x}^{(k)}) \| ] + \frac{1}{2} n c^2 u^2,
\]

so that

\[
E [ f(z^{(k+1)}) ] \leq E [ f(\tilde{x}^{(k)}) ] - \frac{1}{2} t (1 - 2a) E [ \| \nabla f(\tilde{x}^{(k)}) \|^2 ].
\]

The property \( a < \frac{1}{2} \) implies \( 1 - 2a > 0 \). When \( \sigma_3^{(k)} \) is generated by SR, we get zero mean independent errors [5, Lemma 5.2], which implies \( E [ f(\tilde{x}^{(k+1)}) ] - E [ f(\tilde{x}^{(k+1)}) ] = 0 \). In view of (29), we have \( E [ \| \nabla f(\tilde{x}^{(k)}) \|^2 ] \geq \chi^2 E [ (f(\tilde{x}^{(k)}) - f(x^*))^2 ] \). Therefore, substituting this into (40) and on the basis of Jensen’s inequality, we obtain

\[
E [ f(\tilde{x}^{(k+1)}) ] \leq E [ f(\tilde{x}^{(k)}) ] - t (1 - 2a) \frac{E [ f(\tilde{x}^{(k)}) - f(x^*) ]^2}{2 \chi^2}.
\]

Dividing both sides of (41) by \( E [ f(\tilde{x}^{(k+1)}) ] - f(x^*) ] E [ f(\tilde{x}^{(k)}) - f(x^*) ] \), we obtain

\[
\frac{1}{E [ f(\tilde{x}^{(k)}) ] - f(x^*) ]} \leq \frac{1}{E [ f(\tilde{x}^{(k+1)}) ] - f(x^*) ]} \frac{t (1 - 2a) E [ f(\tilde{x}^{(k)}) - f(x^*) ]}{2 \chi^2} \frac{E [ f(\tilde{x}^{(k)}) - f(x^*) ]}{E [ f(\tilde{x}^{(k+1)}) ] - f(x^*) ]} \leq \frac{t (1 - 2a)}{2 \chi^2}.
\]

Expanding the recursion of (42) until the \( k \)th iteration step and based on (31), we obtain

\[
\frac{1}{E [ f(\tilde{x}^{(k)}) ] - f(x^*) ]} \geq \frac{2}{L \| x^{(0)} - x^* \|^2} + \frac{t}{2 \chi^2} k (1 - 2a),
\]
Finally, following the same argument as that used to obtain (34), we are able to obtain (36).

\[ E[f(z^{(k+1)})] \leq E[f(\hat{x}^{(k)})] - \frac{1}{2} t E[\|\nabla f(\hat{x}^{(k)})\|^2] + \frac{1}{2} t E[\|\sigma_1^{(k)}\|^2]. \]

Taking the expectation of (20) and substituting it into the above expression, on the basis of $c u < a$, we achieve that $E[f(z^{(k+1)})] - E[f(\hat{x}^{(k)})]$ is bounded from above by

\begin{align*}
- \frac{1}{2} t E[\|\nabla f(\hat{x}^{(k)})\|^2] &+ \frac{1}{2} t c^2 u^2 (E[\|\nabla f(\hat{x}^{(k)})\|^2] + 2\sqrt{n} E[\|\nabla f(\hat{x}^{(k)})\|] + n) \\
\leq - \frac{1}{2} t E[\|\nabla f(\hat{x}^{(k)})\|^2] &+ \frac{1}{2} t a^2 E[\|\nabla f(\hat{x}^{(k)})\|^2] + t a \sqrt{n} c u E[\|\nabla f(\hat{x}^{(k)})\|] + \frac{1}{2} t n c^2 u^2.
\end{align*}

(43)

On the basis of property (35) and Jensen’s inequality, we have that $a \sqrt{n} c u E[\|\nabla f(\hat{x}^{(k)})\|] + \frac{1}{2} t n c^2 u^2 \leq \frac{1}{2} a^2 E[\|\nabla f(\hat{x}^{(k)})\|^2]$. This results in

\[ E[f(z^{(k+1)})] - E[f(\hat{x}^{(k)})] \leq - \frac{1}{2} t (1 - 2a^2) E[\|\nabla f(\hat{x}^{(k)})\|^2]. \]

Finally, following the same argument as that used to obtain (34), we are able to obtain (36).

\[ \square \]

When $c \neq 0$, as shown by both (33) and (35), GD may only converge sublinearly to a neighborhood of the optimal point, while it may converge to the optimal point when $c = 0$ (gradients are evaluated without errors). In particular, among the three rounding errors in (8), $\sigma_1$ determines the achievable accuracy of the returned approximate solution. When using an objective function that satisfies (15), the bound for (35) is stricter than (33), indicating that GD may converge to a point that is closer to the optimal point under condition (15) than (14). A comparison of (16), (34), and (36) demonstrates that the convergence bound for GD using SR is less sharp than the one obtained by the exact arithmetic, but it may be sharper than the one obtained by deterministic rounding methods (28). Furthermore, we show that we may achieve a stricter bound of convergence using $\text{SR}_\varepsilon$.

**Corollary 7.** Under the same assumptions as in Theorem 6, let (8b) and (8c) be evaluated using $\text{SR}_\varepsilon$ and SR, respectively.

(i) Under condition (14), if it holds that

\[ E[\|\nabla f(\hat{x}^{(j)})\|] \geq a^{-1} (2 + \sqrt{a} + 4\varepsilon u) \sqrt{n} c u \]

for all $j = 0, \ldots, k - 1$, then there exists a $0 < b \leq 2\varepsilon u$ such that

\[ E[f(\hat{x}^{(k)})] - f(x^*) \leq \frac{2L\chi^2}{4 + Lt k (1 + 2b - 2a)}. \]

(45)

(ii) Under condition (15), if it holds that

\[ E[\|\nabla f(\hat{x}^{(j)})\|] \geq a^{-1} 3 \sqrt{n} c u \]

for all $j = 0, \ldots, k - 1$ and $a < \frac{1}{2} \sqrt{2}$, then there exists a $0 < b \leq 2\varepsilon u$ such that

\[ E[f(\hat{x}^{(k)})] - f(x^*) \leq \frac{2L\chi^2}{4 + Lt k (1 + 2b - 2a^2)}. \]

(47)
\textbf{Proof.} \textbf{Part (i):} According to Lemma 1, when $\delta_2^{(k)}$ is evaluated by SR$_\varepsilon$, we have $0 \leq E[\delta_{2,i}^{(k)} \mid \nabla f(\hat{x})_i, \sigma_{1,i}^{(k)}] \leq 2 \varepsilon u$. Following the similar argument as for (39), we obtain

$$E[\delta_{2,i}^{(k)} \sigma_{1,i}^{(k)} \nabla f(\hat{x})_i] \leq 2 \varepsilon u E[|\sigma_{1,i}^{(k)} \nabla f(\hat{x})_i|].$$

Analogously, we have

$$E[\delta_{2,i}^{(k)} \nabla f(\hat{x})_i^2] = E[E[\delta_{2,i}^{(k)} \nabla f(\hat{x})_i^2 \mid \nabla f(\hat{x})_i]] \leq 2 \varepsilon u E[\nabla f(\hat{x})_i^2].$$

Define $b := \min_{j=0,\ldots,k} \frac{\sum_{i=1}^n E[\delta_{2,i}^{(k)} \nabla f(\hat{x})_i^2]}{E[\|\nabla f(x^{(j)})\|^2]}$, then we have $0 < b \leq 2 \varepsilon u$. In view of (13) and (37), we obtain an upper bound for $E[f(z^{(k+1)})] - E[f(\hat{x})]$:

$$-t (1 - \frac{1}{2} L t (1 + 2u)^2) E[\|\nabla f(\hat{x})\|^2] - E[\nabla f(\hat{x})^T \sigma_2^{(k)}]$$

$$+ \frac{1}{2} L t^2 (1 + 2u)^2 E[\|\nabla f(\hat{x})\|^2] + \frac{1}{2} L t^2 (1 + 2u)^2 E[\|\sigma_1^{(k)}\|^2]$$

$$- t (1 - L t (1 + 2u)^2) E[\nabla f(\hat{x})^T \sigma_1^{(k)}]$$

$$\leq -t (1 - \frac{1}{2} L t (1 + 2u)^2 + b) E[\|\nabla f(\hat{x})\|^2]$$

$$+ \frac{1}{2} L t^2 (1 + 2u)^2 E[\|\nabla f(\hat{x})\|^2] + \frac{1}{2} L t^2 (1 + 2u)^2 E[\|\sigma_1^{(k)}\|^2] + t (1 - L t (1 + 2u)^2 + 2 \varepsilon u) (c u E[\|\nabla f(\hat{x})\|^2] + c u \sqrt{n} E[\|\nabla f(\hat{x})\|])$$

$$\leq -t (1 - \frac{1}{2} L t (1 + 2u)^2 + 2 \varepsilon u) (c u + 1 - L t (1 + 2u)^2 + 2 \varepsilon u) E[\|\nabla f(\hat{x})\|^2] + \frac{1}{2} L t c u^2$$

$$+ \sqrt{n} c u t (1 + 2 \varepsilon u) E[\|\nabla f(\hat{x})\|].$$

The property $c u \leq a < 1$ implies $L t (1 + 2u)^2 c u + 1 - L t (1 + 2u)^2 + 2 \varepsilon u \leq 1 + 2 \varepsilon u$, which indicates that $E[f(z^{(k+1)})] - E[f(\hat{x})]$ is bounded from above by

$$-(\frac{1}{2} - \frac{1}{2} c u - 2 \varepsilon c u^2 + b) t E[\|\nabla f(\hat{x})\|^2] + \frac{1}{2} t n c^2 u^2$$

$$+ \sqrt{n} c u t (1 + 2 \varepsilon u) E[\|\nabla f(\hat{x})\|].$$

Further, the property $u \leq \frac{a}{c + 4a + 4}$ provides that

$$\frac{1}{2} - \frac{1}{2} c u - 2 \varepsilon c u^2 + b = \frac{1}{2} + b - \frac{1}{2} c u (1 + 4 \varepsilon u)$$

$$\geq \frac{1}{2} + b - \frac{a (c + 4 \varepsilon)}{2 (c + 4a + 4)} \geq \frac{1}{2} (1 - a) + b,$$

and property (44) implies that

$$\sqrt{n} t c u (1 + 2 \varepsilon u) E[\|\nabla f(\hat{x})\|] + \frac{1}{2} t n c^2 u^2 \leq \frac{a}{2} t E[\|\nabla f(\hat{x})\|^2].$$
As a result, we find $-\frac{1}{2}(1+2b-2a) t E [\|\nabla f(\hat{x}^{(k)})\|^2] \geq E [f(z^{(k+1)})] \geq E \{ f(\hat{x}^{(k)}) \}$. Following an analogous argument to that used to obtain (34), we are able to achieve (45).

**Part (ii):** In light of (15) and (32), we have $E [\delta^{(k)}_2 \sigma^{(k)}_1 \nabla f(\hat{x}^{(k)})] = 0$. Proceeding similarly as for Part (i) and (43), we achieve the upper bound for $E [f(z^{(k+1)})] - E \{ f(\hat{x}^{(k)}) \}$:

$$- t \left( \frac{1}{2} + b \right) E [\|\nabla f(\hat{x}^{(k)})\|^2] + \frac{1}{2} t a^2 E [\|\nabla f(\hat{x}^{(k)})\|^2] + ta \sqrt{n} cu E [\|\nabla f(\hat{x}^{(k)})\|] + \frac{1}{2} n c^2 u^2.$$

Again, property (46) implies that $\frac{1}{2} a^2 E [\|\nabla f(\hat{x}^{(k)})\|^2] \geq ta \sqrt{n} cu E [\|\nabla f(\hat{x}^{(k)})\|] + \frac{1}{2} n c^2 u^2$. Using the similar procedure as for (34), we are able to attain (47).

Comparing Theorem 6 and Corollary 7, stricter convergence bounds are achieved in Corollary 7 than in Theorem 6 for both conditions (14) and (15). The employment of SR in evaluating $\delta_2$, particularly, has a positive effect on the convergence speed. Although the impact may be small, a larger value of $\varepsilon$ or $u$ results in a tighter bound on the convergence rate. In the next subsection, we prove that the use of signed-SR is particularly beneficial to the problems suffering from stagnation of GD, where a faster convergence may be obtained.

### 4.2 On stochastic rounding: Scenario 2 (stagnation)

In this subsection, we show that under condition (12) with stochastic rounding, GD can still update with respect to the rounding errors until a certain level of accuracy. We demonstrate that for the problems suffering from GD stagnation, signed-SR is a better rounding choice than SR, which may lead to a faster convergence.

Condition (12) implies the inequality $t |(\nabla f(\hat{x}^{(k)}) + \sigma_1^{(k)} h_2^{(k)})| \leq u |\tilde{x}^{(k)}_i|$ and in turn leads to $u \|\tilde{x}^{(k)}\| \geq t \|\nabla f(\hat{x}^{(k)}) + \sigma_1^{(k)} \circ h_2^{(k)}\|$. This inequality states that the rounding errors in (8b) are less important than those in (8c) because they are so small that only their signs affect the update. More precisely, under condition (12), the magnitudes of the GD updates are constrained to $u$ and $\tilde{x}^{(k)}$, and we can rewrite (8c) as

$$\tilde{x}^{(k+1)} = f(\hat{x}^{(k)}) = \tilde{x}^{(k)} - d^{(k)}.$$

Depending on the sign of the components of $\tilde{x}^{(k)}$ and $\nabla f(\tilde{x}^{(k)})$, the entries of $d^{(k)}$ can be written as follows,

$$d_i^{(k)} = \begin{cases} \hat{x}_i^{(k)} - pr(\tilde{x}_i^{(k)}), & \text{with probability } p(z_i^{(k+1)}), \\ 0, & \text{with probability } 1 - p(z_i^{(k+1)}), \end{cases}$$

or

$$d_i^{(k)} = \begin{cases} 0, & \text{with probability } p(z_i^{(k+1)}), \\ \hat{x}_i^{(k)} - su(\tilde{x}_i^{(k)}), & \text{with probability } 1 - p(z_i^{(k+1)}), \end{cases}$$

where $p \in \{p_0, p_e, p_{\varepsilon}\}$ identifies the stochastic rounding scheme employed (SR, SR$_e$ and signed-SR$_e$). Note that, the nonzero entries of $d^{(k)}$ have the same signs as the corresponding entries of $\nabla f(\tilde{x}^{(k)}) + \sigma_1^{(k)}$. For this reason, in this subsection we do not specify the rounding strategy for (8b) and we focus on the effect of the various stochastic rounding methods for evaluating (48). In particular, (48) performs similarly to the sign gradient descent method.
Table 3: The \(i\)th entry of the updating vector at the \(k\)th iteration step \(d_i^{(k)}\), under different conditions and its corresponding rounding method that tunes it into a descent direction.

| \(\text{Sign} \) | \(d_i^{(k)}\) | \(\text{Method}\) | \(\text{Case}\) |
|------------------|----------------|-----------------|----------------|
| \(\text{sign}(\hat{x}_i^{(k)}) \cdot \text{sign}(\nabla f(\hat{x}_i^{(k)})_i + \sigma_{1,i}^{(k)}) > 0\) | \(\text{sign}(\hat{x}_i^{(k)}) > 0\) | Round down | I |
| \(\text{sign}(\hat{x}_i^{(k)}) < 0\) | \(\text{sign}(\hat{x}_i^{(k)}) < 0\) | Round up | II |
| \(\text{sign}(\hat{x}_i^{(k)}) \cdot \text{sign}(\nabla f(\hat{x}_i^{(k)})_i + \sigma_{1,i}^{(k)}) < 0\) | \(\text{sign}(\hat{x}_i^{(k)}) > 0\) | Round up | III |
| \(\text{sign}(\hat{x}_i^{(k)}) < 0\) | \(\text{sign}(\hat{x}_i^{(k)}) < 0\) | Round down | IV |

Since \(d^{(k)}\) is stochastic, we start our analysis by studying the expectation of the updating direction for the rounding method SR. Then, we consider SR\(_{e}\) and signed-SR\(_{e}\) in evaluating (48), and we show that signed-SR\(_{e}\) always provides a rounding bias in a descent direction if the following condition holds. Given a starting vector \(x^{(0)}\) and an iteration number \(k\), we denote by \(\mathcal{G}_k\) the finite set made of all the possible vectors \(\hat{x}^{(k)}\) obtained using (48).

**Assumption 2.** We assume that for all \(1 \leq i \leq n\), and a certain \(k > 0\), it holds that

\[
\mathbb{E} \left[ \text{sign}(\nabla f(\hat{x}^{(k)})_i + \sigma_{1,i}^{(k)}) \cdot \text{sign}(\nabla f(\hat{x}^{(k)})_i) \mid \hat{x}^{(k)} \in \mathcal{G}_k \right] > 0.
\]

This assumption means that the evaluated gradient has a larger probability for having the same sign as the exact gradient than the opposite sign. In general, a smaller \(u\) indicates a larger probability that Assumption 2 holds. We note that this assumption is necessary for signed-SR\(_{e}\), but is not necessary for SR.

### 4.2.1 Employment of SR

Now let us study (48) with stochastic rounding. When SR is applied in (48), the unbiased property implies that

\[
\mathbb{E} \left[ d_i^{(k)} \mid t (\sigma_{1,i}^{(k)} + \nabla f(\hat{x}^{(k)})_i) h_{2,i}^{(k)} \right] = t (\sigma_{1,i}^{(k)} + \nabla f(\hat{x}^{(k)})_i) h_{2,i}^{(k)}.
\]

Based on this, we obtain the following expectation.

**Lemma 8.** Under (12), when (48) is evaluated using SR, we have

\[
\mathbb{E} [\nabla f(\hat{x}^{(k)})^T d^{(k)}] = \mathbb{E} [t \nabla f(\hat{x}^{(k)})^T ((\nabla f(\hat{x}^{(k)}) + \sigma_{1}^{(k)} \circ h_2^{(k)})].
\]

**Proof.** We are going to use an analogous argument to the one applied to obtain (39). Based on (32), we have

\[
\mathbb{E} [d_i^{(k)} \nabla f(\hat{x}^{(k)})_i] = \mathbb{E} [\mathbb{E} \left[ d_i^{(k)} \nabla f(\hat{x}^{(k)})_i \mid \nabla f(\hat{x}^{(k)})_i \right]]
\]

\[
= \mathbb{E} \left[ \mathbb{E} \left[ d_i^{(k)} \nabla f(\hat{x}^{(k)})_i \mid t (\nabla f(\hat{x}^{(k)})_i + \sigma_{1,i}^{(k)}) h_{2,i}^{(k)} \nabla f(\hat{x}^{(k)})_i \right] \mid \nabla f(\hat{x}^{(k)})_i \right]
\]

\[
= \mathbb{E} \left[ t (\nabla f(\hat{x}^{(k)})_i + \sigma_{1,i}^{(k)}) h_{2,i}^{(k)} \nabla f(\hat{x}^{(k)})_i \right].
\]
Therefore, we obtain $E[\nabla f(\hat{x}^{(k)})^T d^{(k)}] = E[t \nabla f(\hat{x}^{(k)})^T ((\nabla f(\hat{x}^{(k)}) + \sigma_1^{(k)} \circ h_2^{(k)})]$. 

On the basis of Lemma 8, we may propose an upper bound for $u$ that guarantees the average monotonicity of GD when SR is applied for both (8b) and (48).

**Proposition 9.** Under Assumption 1 and condition (12), suppose that both (8b) and (48) are computed using SR, $t \leq \frac{1}{L(1+2u)^2}$, and $c_u < 1$.

(i) Under condition (14), if for a $k > 0$ it holds that

$$E[\|\nabla f(\hat{x}^{(k-1)})\|] \geq c_u \frac{\sqrt{n}}{1-c_u} + \frac{u}{t} \sqrt{\frac{1}{1-c_u} \sqrt{E[\|\hat{x}^{(k-1)}\|^2]}},$$

then $E[f(\hat{x}^{(k)})] \leq E[f(\hat{x}^{(k-1)})]$.

(ii) Under condition (15), if for a $k > 0$ it holds that

$$E[\|\nabla f(\hat{x}^{(k-1)})\|] \geq \frac{u}{t} \sqrt{E[\|\hat{x}^{(k-1)}\|^2]}$$

then $E[f(\hat{x}^{(k)})] \leq E[f(\hat{x}^{(k-1)})]$.

**Proof.** The property of SR, i.e., $E[d_i^{(k)} \mid t (\nabla f(\hat{x}^{(k)})_i + \sigma_1^{(k)} h_2^{(k)})] = t (\nabla f(\hat{x}^{(k)})_i + \sigma_1^{(k)} h_2^{(k)})$, indicates that

$$t (\nabla f(\hat{x}^{(k)})_i + \sigma_1^{(k)} h_2^{(k)}) = \begin{cases} (\hat{x}_i^{(k)} - \text{pr}(\hat{x}_i^{(k)}))^2 p_0(z_i^{(k+1)}), & \text{for (49a)}, \\ (\hat{x}_i^{(k)} - \text{su}(\hat{x}_i^{(k)}))^2 (1 - p_0(z_i^{(k+1)})) & \text{for (49b)}. \end{cases}$$

Therefore, we have

$$E[(d_i^{(k)})^2 \mid t (\nabla f(\hat{x}^{(k)})_i + \sigma_1^{(k)} h_2^{(k)})] = \begin{cases} \frac{1}{2} |\hat{x}_i^{(k)} - \text{pr}(\hat{x}_i^{(k)})|^2 & \text{for (49a)}, \\ \frac{1}{2} |\hat{x}_i^{(k)} - \text{su}(\hat{x}_i^{(k)})|^2 & \text{for (49b)} \end{cases}$$

As a result, we obtain

$$E[\|d^{(k)}\|^2] = \sum_{i=1}^{n} E[(d_i^{(k)})^2] = \sum_{i=1}^{n} E[E[(d_i^{(k)})^2 \mid t (\nabla f(\hat{x}^{(k)})_i + \sigma_1^{(k)} h_2^{(k)})]$$

$$\leq 2u^2 \sum_{i=1}^{n} E[(\hat{x}_i^{(k)})^2] = 2u^2 E[\|\hat{x}^{(k)}\|^2].$$

**Part (i):** Using Lemma 8, on the basis of (13), we have

$$E[f(\hat{x}^{(k+1)})] \leq E[f(\hat{x}^{(k)})] - E[\nabla f(\hat{x}^{(k)})^T d^{(k)}] + u^2 L E[\|\hat{x}^{(k)}\|^2]$$

$$= E[f(\hat{x}^{(k)})] - t E[\nabla f(\hat{x}^{(k)})^T ((\nabla f(\hat{x}^{(k)}) + \sigma_1^{(k)} \circ h_2^{(k)})] + u^2 L E[\|\hat{x}^{(k)}\|^2].$$
We mimic the proof of (40) and obtain an upper bound for $E[f(\hat{x}^{(k+1)})] - E[f(\hat{x}^{(k)})]$:

$$-t E[\|\nabla f(\hat{x}^{(k)})\|^2] - t E[\nabla f(\hat{x}^{(k)})^T \sigma_1^{(k)}] + u^2 L E[\|\hat{x}^{(k)}\|^2] \leq -t (1 - cu) E[\|\nabla f(\hat{x}^{(k)})\|^2] + t cu \sqrt{n} E[\|\nabla f(\hat{x}^{(k)})\|] + u^2 L E[\|\hat{x}^{(k)}\|^2].$$

On the basis of Jensen’s inequality, properties (51) and $t \leq \frac{1}{L(1+2u)^2} < \frac{1}{L}$ we have that

$$t (1 - cu) E[\|\nabla f(\hat{x}^{(k)})\|^2] \geq t cu \sqrt{n} E[\|\nabla f(\hat{x}^{(k)})\|] + u^2 L E[\|\hat{x}^{(k)}\|^2].$$

This implies that $E[f(\hat{x}^{(k+1)})] \leq E[f(\hat{x}^{(k)})]$, which concludes the proof of claim (i).

**Part (ii):** Replicating the proof of claim (i), we obtain

$$E[f(\hat{x}^{(k+1)})] - E[f(\hat{x}^{(k)})] \leq -t E[\|\nabla f(\hat{x}^{(k)})\|^2] + u^2 L E[\|\hat{x}^{(k)}\|^2].$$

Condition (52) indicates that $t E[\|\nabla f(\hat{x}^{(k)})\|^2] \geq u^2 L E[\|\hat{x}^{(k)}\|^2]$, which implies $E[f(\hat{x}^{(k)})] \geq E[f(\hat{x}^{(k+1)})]$, concluding the proof.

### 4.2.2 Employment of signed-$SR_\varepsilon$

We now shed some light on why the use of $SR_\varepsilon$ in this context may be problematic and why it is favorable to consider signed-$SR_\varepsilon$. Let us assume that $SR_\varepsilon$ is used for evaluating the updating rule for Case I in Table 3; then, by means of the relation $p_\varepsilon(x) = \varphi(p_0(x) - \text{sign}(x)\varepsilon)$, we have

$$E[d_i^{(k)} | \{\nabla f(\hat{x}^{(k)})|_i + \sigma_1^{(k)} h_2^{(k)}\}] = (\hat{x}_i^{(k)} - \text{pr}(\hat{x}_i^{(k)})) p_\varepsilon(z_i^{(k+1)})$$

$$= \begin{cases} \hat{x}_i^{(k)} - \text{pr}(\hat{x}_i^{(k)}), & p_\varepsilon = 1, \\ t (\nabla f(\hat{x}^{(k)})|_i + \sigma_1^{(k)} h_2^{(k)} - (\hat{x}_i^{(k)} - \text{pr}(\hat{x}_i^{(k)})) \text{ sign}(\hat{x}_i^{(k)})) & \varepsilon, \text{ otherwise}. \end{cases}$$

From (54), it can be seen that when $p_\varepsilon \neq 1$, it is hard to control the updating direction of GD, unless $\hat{x}_i^{(k)}$ has always the opposite sign of $\nabla f(\hat{x}^{(k)})|_i$. Clearly, this cannot be guaranteed by $SR_\varepsilon$ but can be easily achieved by signed-$SR_\varepsilon$ by using $\nabla f(\hat{x}^{(k)})|_i + \sigma_1^{(k)}$ instead of $v$ for the corresponding input $x_i^{(k)}$ in (4). Although we cannot guarantee that $\nabla f(\hat{x}_i^{(k)})|_i + \sigma_1^{(k)}$ always has the same sign as $\nabla f(\hat{x}_i^{(k)})|_i$, with this choice, we will show that, on average, signed-$SR_\varepsilon$ may achieve a faster convergence than $SR$ if Assumption 2 holds.

**Lemma 10.** Under condition (12) and Assumption 2, when (48) is computed using signed-$SR_\varepsilon$, if $\varepsilon \leq 0.5$ holds, then we have

$$E[\nabla f(\hat{x}^{(k)})^T d^{(k)}] > E[t \nabla f(\hat{x}^{(k)})^T ((\nabla f(\hat{x}^{(k)}) + \sigma_1^{(k)}) \circ h_2^{(k)})].$$

**Proof.** When $\varepsilon \leq 0.5$, condition (12) shows that $t (\nabla f(\hat{x}^{(k)})|_i + \sigma_1^{(k)} h_2^{(k)} + \varepsilon (\hat{x}_i^{(k)} - \text{pr}(\hat{x}_i^{(k)}))) \leq \hat{x}_i^{(k)} - \text{pr}(\hat{x}_i^{(k)})$ or $t (\nabla f(\hat{x}^{(k)})|_i + \sigma_1^{(k)} h_2^{(k)} + \varepsilon (\text{su}(\hat{x}_i^{(k)}) - \hat{x}_i^{(k)})) \leq \text{su}(\hat{x}_i^{(k)}) - \hat{x}_i^{(k)}$. Together with Definition 2 (cf. (1)), it indicates that $0 < \tilde{p}_\varepsilon < 1$.

Let us denote by $S_1$ the finite set of values that can be assumed for the $i$th component of $t (\nabla f(\hat{x}^{(k)}) + \sigma_1^{(k)}) \circ h_2^{(k)}$ and that satisfy Case I in Table 3. Analogously we define $S_j$,
$j = 2, 3, 4$, for Cases II, III, and IV. When $t (\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} h_{2,i}^{(k)} \in S_1 \cup S_4$, in particular we have $\nabla f(\tilde{x}^{(k)}) + \sigma^{(k)}_{1,i} > 0$. Taking the conditional expectation of (49a) and proceeding analogously to (54), on the basis of the property that $\tilde{p}_\varepsilon \neq 0$ or 1, we obtain

$$E \left[ d_i^{(k)} \mid \tilde{x}^{(k)}_i, t (\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} h_{2,i}^{(k)} \in S_1 \cup S_4 \right]$$

$$= (\tilde{x}_i^{(k)} - \text{pr}(\tilde{x}_i^{(k)})) \varphi(p_0(z_i^{(k+1)}) + \text{sign}(\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} \varepsilon)$$

$$= t (\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} h_{2,i}^{(k)} + (\tilde{x}_i^{(k)} - \text{pr}(\tilde{x}_i^{(k)})) \text{sign}(\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} \varepsilon.$$

For $\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} < 0$ (Cases II and III), applying the similar steps as for (56), we obtain

$$E \left[ d_i^{(k)} \mid \tilde{x}^{(k)}_i, t (\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} h_{2,i}^{(k)} \in S_2 \cup S_3 \right]$$

$$= t (\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} h_{2,i}^{(k)} + (\tilde{x}_i^{(k)} - \text{su}(\tilde{x}_i^{(k)})) \text{sign}(\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} \varepsilon.$$

Let us define the function $g : \mathbb{R}^n \to \mathbb{R}^+$ as

$$g(\tilde{x}^{(k)}) := \varepsilon \left| \nabla f(\tilde{x}^{(k)}) \right| (\tilde{x}_i^{(k)} - \text{pr}(\tilde{x}_i^{(k)})) P(t (\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} h_{2,i}^{(k)} \in S_1 \cup S_4)$$

$$+ \varepsilon \left| \nabla f(\tilde{x}^{(k)}) \right| (\text{su}(\tilde{x}_i^{(k)}) - \tilde{x}_i^{(k)}) P(t (\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} h_{2,i}^{(k)} \in S_2 \cup S_3).$$

Then we obtain

$$E \left[ d_i^{(k)} \nabla f(\tilde{x}^{(k)}) \mid \tilde{x}^{(k)}_i, t (\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} h_{2,i}^{(k)} \right]$$

$$= t (\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} h_{2,i}^{(k)} + g(\tilde{x}^{(k)}) \text{sign}(\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} \text{sign}(\nabla f(\tilde{x}^{(k)})).$$

On the basis of (32), it is further proven that

$$E \left[ d_i^{(k)} \nabla f(\tilde{x}^{(k)}) \mid \tilde{x}^{(k)}_i \right]$$

$$= E \left[ E \left[ d_i^{(k)} \nabla f(\tilde{x}^{(k)}) \mid \tilde{x}^{(k)}_i, t (\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} h_{2,i}^{(k)} \right] \mid \tilde{x}^{(k)}_i \right]$$

$$= E \left[ t (\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} h_{2,i}^{(k)} \nabla f(\tilde{x}^{(k)}) \mid \tilde{x}^{(k)}_i \right]$$

$$+ E \left[ g(\tilde{x}^{(k)}) \text{sign}(\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} \text{sign}(\nabla f(\tilde{x}^{(k)})) \mid \tilde{x}^{(k)}_i \right]$$

$$= E \left[ t (\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} h_{2,i}^{(k)} \nabla f(\tilde{x}^{(k)}) \mid \tilde{x}^{(k)}_i \right]$$

$$+ g(\tilde{x}^{(k)}) E \left[ \text{sign}(\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} \text{sign}(\nabla f(\tilde{x}^{(k)})) \mid \tilde{x}^{(k)}_i \right].$$

Based on the law of total expectation and under Assumption 2, we achieve

$$E \left[ d_i^{(k)} \nabla f(\tilde{x}^{(k)}) \right] = E \left[ t (\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} h_{2,i}^{(k)} \nabla f(\tilde{x}^{(k)}) \right]$$

$$+ \sum_{y \in G_k} g(y) E \left[ \text{sign}(\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} \text{sign}(\nabla f(\tilde{x}^{(k)})) \mid \tilde{x}^{(k)} = y \right].$$

Let us define

$$G_i^{(k)} := \sum_{y \in G_k} g(y) E \left[ \text{sign}(\nabla f(\tilde{x}^{(k)})) + \sigma^{(k)}_{1,i} \text{sign}(\nabla f(\tilde{x}^{(k)})) \mid \tilde{x}^{(k)} = y \right].$$

$$\text{(59)}$$
Since $g(y) > 0$, Assumption 2 implies that $Q_i^{(k)} > 0$. Therefore, we have

$$E [\nabla f(\hat{x}^{(k)})^T d^{(k)}] = E [t \nabla f(\hat{x}^{(k)})^T ((\nabla f(\hat{x}^{(k)}) + \sigma_1^{(k)}) \circ h_2^{(k)})] + \sum_{i=1}^{n} Q_i^{(k)}. \quad (60)$$

Based on the fact that $|\hat{x}_i^{(k)} - pr(\hat{x}_i^{(k)})| \leq 2u |\hat{x}_i^{(k)}|$ and $|\hat{x}_i^{(k)} - su(\hat{x}_i^{(k)})| \leq 2u |\hat{x}_i^{(k)}|$, one may check that $g(\hat{x}^{(k)}) \leq 2 \varepsilon u |\nabla f(\hat{x}^{(k)})| |\hat{x}_i^{(k)}|$ (cf. (58)). Equation (59) shows that the magnitude of $Q_i^{(k)}$ is determined by $g(\hat{x}^{(k)})$. Therefore, based on $g(\hat{x}^{(k)}) \leq 2 \varepsilon u |\nabla f(\hat{x}^{(k)})| |\hat{x}_i^{(k)}|$, we have

$$\sum_{i=1}^{n} Q_i^{(k)} \leq 2 \varepsilon u |\nabla f(\hat{x}^{(k)})|^T |\hat{x}^{(k)}|. \quad (61)$$

In particular, the magnitude of $\sum_{i=1}^{n} Q_i^{(k)}$ may depend on the magnitudes of $\varepsilon, u, \nabla f(\hat{x}^{(k)})$ and $\hat{x}^{(k)}$. In contrast to the constant stepsize of GD with exact arithmetic, signed-SR makes (49) perform similarly to GD with adaptive stepsize, where the stepsize is automatically adjusted to its current iterate $\hat{x}^{(k)}$.

Under the same conditions as the analysis with SR, we show that signed-SR guarantees the strict monotonicity of the GD iteration.

**Proposition 11.** Under the same condition as in Proposition 9 and Assumption 2, suppose that (8b) and (48) are computed using SR and signed-SR with $\varepsilon \leq 0.5$, respectively.

(i) Under condition (14), if for a $k > 0$ it holds that

$$E [\|\nabla f(\hat{x}^{(k-1)})\|] \geq \frac{cu \sqrt{n}}{1-cu} + \frac{u}{t} \sqrt{\frac{1+2\varepsilon}{1-cu}} \sqrt{E [\|\hat{x}^{(k-1)}\|^2]}, \quad (62)$$

then $E [f(\hat{x}^{(k)})] < E [f(\hat{x}^{(k-1)})]$.

(ii) Under condition (15), if for a $k > 0$ it holds that

$$E [\|\nabla f(\hat{x}^{(k-1)})\|] \geq \frac{u}{t} \sqrt{1+2\varepsilon} \sqrt{E [\|\hat{x}^{(k-1)}\|^2]} \quad (63)$$

then $E [f(\hat{x}^{(k)})] < E [f(\hat{x}^{(k-1)})]$.

**Proof.** Following a similar argument as for (53), when using signed-SR to evaluate (48), we obtain $E [(d_1^{(k)})^2 | t (\nabla f(\hat{x}^{(k)}) + \sigma_1^{(k)}) \circ h_2^{(k)}] \leq 2 (1+2\varepsilon) u^2 (\hat{x}_i^{(k)})^2$, and by means of the law of total expectation we finally get

$$E [\|d^{(k)}\|^2] \leq 2 (1+2\varepsilon) u^2 E [\|\hat{x}^{(k)}\|^2].$$

**Part (i):** On the basis of (13) and using Lemma 10, (14) and (60), we have

$$E [f(\hat{x}^{(k+1)})] \leq E [f(\hat{x}^{(k)})] - t (1-cu) E [\|\nabla f(\hat{x}^{(k)})\|^2] - \sum_{i=1}^{n} Q_i^{(k)}$$

$$+ t cu \sqrt{n} E [\|\nabla f(\hat{x}^{(k)})\|] + (1+2\varepsilon) u^2 L E [\|\hat{x}^{(k)}\|^2]$$

$$\leq E [f(\hat{x}^{(k)})] - \sum_{i=1}^{n} Q_i^{(k)}, \quad (64)$$
where $Q_i^{(k)} > 0$.

**Part (ii):** With the same argument used for (i), and by means of (15), we achieve

$$E [f(\hat{x}^{(k+1)})] \leq E [f(\hat{x}^{(k)})] - t E [\|\nabla f(\hat{x}^{(k)})\|^2] + (1 + 2\varepsilon) u^2 L E [\|\hat{x}^{(k)}\|^2] - \sum_{i=1}^{n} Q_i^{(k)},$$

which gives the claim $\Box$

Despite the fact that Proposition 11 does not provide a significant advantage of signed-SR$_\varepsilon$ with respect to SR, inequality (64) suggests that signed-SR$_\varepsilon$ may lead to a faster convergence depending on the accumulated rounding bias that is determined by the value of $\sum_{i=1}^{n} Q_i^{(k)}$. According to (61), the magnitude of $\sum_{i=1}^{n} Q_i^{(k)}$ depends on $\varepsilon$, $u$, and $\hat{x}^{(k)}$. For exact arithmetic, the convergence rate of GD is determined by $t$ and $\nabla f(x^{(k)})$. When $x^{(k)} = \hat{x}^{(k)}$ and $t \|\nabla f(\hat{x}^{(k)})\|$ is smaller than $u \|\hat{x}^{(k)}\|$, then signed-SR$_\varepsilon$ may even lead to a faster convergence than exact arithmetic. In particular, signed-SR$_\varepsilon$ may be beneficial in solving multi-variable optimization problems, especially for the case when GD stagnates in some coordinates of $x$. In the next section, we show, by means of numerical simulations, that this advantage is indeed tangible.

## 5 Simulation study

In this section, we validate the theoretical analysis by testing the performances of GD for various choices of the rounding schemes used in performing steps (8b) and (8c). As case studies, we consider the minimization of quadratic functions, the training of an MLR, and the training of a two-layer NN, with low-precision floating-point computations.

As representatives of low-precision number formats, we consider `bfloat16` for the quadratic optimization and `binary8` for the training of MLR and NN. The baselines are obtained by `binary32` with the default rounding mode in IEEE, i.e., RN with ties to even. See subsection 2.1 for the complete descriptions of the number formats. Note that the roundoff errors caused by `binary32` are almost negligible compared to the limited precision employed by `bfloat16` and `binary8`. We look at the comparison with the baseline as a comparison with GD in exact arithmetic. Further, all the expectations and variances obtained when using SR, SR$_\varepsilon$, and signed-SR$_\varepsilon$ are estimated over 20 simulations.\(^1\) Note that all the plots in this section adopt a logarithmic scale along the vertical axis.

### 5.1 Quadratic optimization

In this first experiment we apply GD to the quadratic optimization problem $\min_{x \in \mathbb{R}^n} f(x) = \frac{1}{2} (x - x^*)^T A (x - x^*)$, for two choices of the matrix $A$, the starting vector $x^{(0)}$, the minimizer $x^*$, and the stepsize $t$. Our first choice (Setting I) is $A = \text{diag}(10^{-3}, \ldots, 10^{-3}, 1) \in \mathbb{R}^{1000 \times 1000}$, $x^{(0)} = [10^{-3}, \ldots, 10^{-3}, 1]^T$, $x^* = [0, \ldots, 0]^T$, and $t = 10^{-5}$. The stepsize is relatively small.

\(^1\)The MATLAB code is available upon request to the corresponding author.
compared to $L^{-1}$ and all the entries of the initial point are close to the minimizer apart from the last entry. In the second choice (Setting II), we consider a symmetric matrix $A \in \mathbb{R}^{1000 \times 1000}$ containing only nonzero elements and having eigenvalues $1, \ldots, 1000$, $x^{(0)} = [1000, 999, \ldots, 1]^T$, $x^* = [2^{-4}, \ldots, 2^{-4}]^T$, and $t = L^{-1} = 10^{-3}$. We remark that in Setting II, we select the largest possible stepsize among those that guarantee convergence, and a starting point that is far from the minimizer.

Figure 3 illustrates the convergence history of the implementations of GD with various choices of number formats and rounding schemes, together with the bound $\frac{2L}{4 + LTK} \|x^{(0)} - x^*\|^2$ from Theorem 2. More precisely, we compare the objective function values obtained using binary32 and RN with the average of the objective function values obtained using bfloat16 and SR for (8b) and different stochastic rounding schemes for (8c). The results for Setting I are shown in Figure 3a while those for Setting II are depicted in Figure 3b. We did not include the convergence history of GD with RN, in the bfloat16 format, as it stagnates from the very beginning of the GD iteration. From Figure 3a, it can be seen that the bound in Theorem 2 is very close to the objective function obtained by binary32 and the one by bfloat16 with SR. Using signed-SR$_\varepsilon$ to implement (8c), we achieve almost linear convergence for GD, which is consistent with the discussion after Proposition 11. From Figure 3b, it can be seen that, in Setting II, the bound in Theorem 2 is not strict anymore. Again, the employment of SR with bfloat16 leads to similar expectations of the objective function values to the one with binary32. The utilization of signed-SR$_\varepsilon$ yields a much faster convergence than both binary32 with RN and bfloat16 with SR. Additionally, at the 4000th iteration step, the averaged relative error $\|x^{(4000)} - x^*\|/\|x^*\|$ obtained by signed-SR$_\varepsilon$ is 0.12 while that acquired by SR is 1.50. We can conclude that, for both settings, the use of signed-SR$_\varepsilon$ for (8c) accelerates the convergence significantly compared to both RN and SR.
5.2 Multinomial logistic regression (MLR)

MLR is an optimization problem that models multi-label classification tasks. The objective function of MLR is convex [2]; for a detailed description; see [16, pp. 269–272]. We consider the solution of MLR for classifying the MNIST database [9], which is a large database of 10 handwritten digits (from 0 to 9), containing 60000 training images and 10000 test images.

Figure 4: Comparison of the expectation of testing errors of the MLR model with stepsize $t = 0.5$ while using SR to implement (8c) and different rounding schemes to implement both (8a) and (8b) ((8a) and (8b) are implemented using the same rounding scheme), i.e., RN, SR, and SR$_\varepsilon$ with $\varepsilon = 0.2, 0.4$ (a) and different combinations of rounding schemes to implement (8) (b).

In our first experiment, we apply SR to evaluate (8c), and we test different stochastic rounding methods for (8b). Figure 4a shows the expectation of testing errors of the MLR model when classifying 0 to 9 with the 10000 test images. After 10 epochs, binary8 with RN stagnates due to the loss of gradient information. With the same number of training epochs, the testing errors of the MLR model obtained by SR are slightly higher than the baseline, while those achieved by SR$_\varepsilon$ are slightly lower than the baseline, which is consistent with the conclusions after Theorem 6 and Corollary 7. Further, a faster convergence is achieved with larger $\varepsilon$ when using SR$_\varepsilon$.

In the second experiment, we use SR and SR$_\varepsilon$ to implement (8a) and (8b), respectively; for (8c) we use SR and signed-SR$_\varepsilon$ with the same settings of Lemma 10. Figure 4b shows the comparison of the expectation of testing errors of the MLR model when implementing GD with different combinations of rounding schemes. It can be seen that the convergence is significantly faster when using signed-SR$_\varepsilon$ for (8c). Specifically, with 150 training epochs, the testing error of the baseline is 0.086. A similar accuracy is obtained by signed-SR$_\varepsilon(\varepsilon = 0.1)$ with $t = 0.1$ and 82 training epochs. Further increasing the parameter $\varepsilon$ used in signed-SR$_\varepsilon$, leads GD to “jump over” the optimum, which can be seen as employing a very large learning stepsize with exact computations. We also measure the population variance [33] over 20 simulations for all the experiments in Figure 4; after 50 training epochs, all the population variances are less than $10^{-5}$. This indicates small deviations from the average cases.

To further investigate the performances of the various rounding schemes, we analyze the
effect of varying the parameter \( t \). In Figure 5a we report the expectation of testing errors of the MLR model with different learning rate \( t \) while using SR to implement both steps of (8). It can be seen that the convergence rate increases with the learning rate \( t \) although it never beats the baseline obtained by \texttt{binary32} and \( t = 1.25 \). We remark that further increasing \( t \) with \texttt{binary32}, leads to large oscillations. The experiment is repeated by applying signed-SR\( _\varepsilon \) with \( \varepsilon = 0.1 \) for (8b) and (8c). The results reported in Figure 5b show that the convergence obtained with \( t = 0.5 \) is already faster than the baseline. Increasing \( t \) until 1 leads to even faster convergence. However, when \( t = 1.25 \), the testing error starts to increase after 125 training epochs, which indicates that \( t = 1.25 \) is too large for this rounding strategy. With 150 training epochs, the baseline obtains a testing error of 0.086, while a similar value is obtained by signed-SR\( _\varepsilon \) with \( t = 1 \) after only 84 training epochs (see Figure 5b).

5.3 A two-layer NN for binary classification

Although the training of a two-layer NN is not a convex problem, GD with SR\( _\varepsilon \) still shows a similar convergence behavior to the one described when training an MLR model. The training is performed on the images comprised of the digits 3 and 8, i.e., 11982 training images and 1984 testing images. As in [11], the pixel values are normalized to [0, 1]. A two-layer NN is built with the ReLU activation function in the hidden layer and the sigmoid activation function in the output layer. The hidden layer contains 100 units. In the backward propagation, a binary cross-entropy loss function is optimized using GD. The weights matrix is initialized based on Xavier initialization [10] and the bias is initialized as a zero vector. Further, the default decision threshold for interpreting probabilities to class labels is 0.5, since the sample class sizes are almost equal [3]. Specifically, class 1 is defined for those predicted scores larger than or equal to 0.5.

Figure 6a shows the comparison of the expectation of testing errors of the two-layer NN trained using \texttt{binary8} with RN for (8) and using SR for (8c) and different stochastic rounding
methods for (8a) and (8b). Again, the NN trained using RN fails to converge due to the loss of gradient information. SR leads to similar testing errors to the baseline, while SR$_\varepsilon$ results in a slightly higher convergence rate than SR. Based on Definition 1, a larger $\varepsilon$ leads to a larger rounding bias, which also leads to slightly faster convergence in Figure 6a. To study the influence of rounding bias in each step of (8), we employ signed-SR$_\varepsilon$ with the same settings of Lemma 10 for evaluating (8c). Figure 6b shows the expectation of testing errors when implementing GD with different combinations of rounding schemes. Again, the use of signed-SR$_\varepsilon$ for (8c) yields lower testing errors with less training epochs. For instance, the testing error after 50 training epochs with binary32 is 0.042, while a similar testing error is obtained after only 25 training epochs when using the combination of SR$_\varepsilon$ and signed-SR$_\varepsilon$ (see Figure 6b). Also here, a large rounding bias in evaluating the second step (48) leads GD to “jump over” the optimum (e.g., the case with $\varepsilon = 0.2$ in Figure 6b).

As observed in these numerical studies, the magnitude of the parameter $\varepsilon$ plays a crucial role when implementing SR$_\varepsilon$ or signed-SR$_\varepsilon$, as it controls the rounding bias in the descent direction. In particular, $\varepsilon > 0$ may accelerate the convergence of GD, but a too large value may also make GD “jump over” the optimum. Although, Lemma 10 indicates that $\varepsilon$ should be less than 0.5 to guarantee a descent updating direction of GD. By means of numerical studies, we found that the choice of $\varepsilon$ should take into account the machine precision $u$. In the case of binary8, we suggest to choose an $\varepsilon \leq 0.1$. For most of the numerical studies, the use of signed-SR$_\varepsilon$ yields a convergence that is approximately twice as fast as that of SR.

## 6 Conclusion

We have studied the influence of rounding bias on the convergence of the gradient descent method (GD) with low-precision floating-point computation for convex problems. We have demonstrated that the use of the unbiased stochastic rounding method (SR) in low-precision
computation may only achieve a convergence rate of GD that is close to (slower than) the one attained in exact arithmetic. We have proven that the employment of the two newly proposed rounding methods, $\text{SR}_\varepsilon$ and signed-$\text{SR}_\varepsilon$, may lead to faster convergence of GD than that achieved by SR. The magnitude of the parameter $\varepsilon$ plays a crucial role when implementing $\text{SR}_\varepsilon$ or signed-$\text{SR}_\varepsilon$, since it determines the amount of rounding bias in the descent direction. In particular, we have proven that $\varepsilon$ should be less than 0.5 to guarantee a descent updating direction of GD. By means of numerical experiments, we have shown that the machine precision $u$ should be considered when selecting the value of $\varepsilon$. In the cases of training a multinomial logistic regression model and a two-layer neural network (NN) with the number format binary8, we suggest to choose an $\varepsilon \leq 0.1$. In most of the numerical studies, the application of signed-$\text{SR}_\varepsilon$ produces a convergence rate that is nearly twice as fast as that of SR. The proposed rounding methods may be especially beneficial for machine learning, e.g., training NNs and regression models, where low-precision computations and GD are widely applied.
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