SINGULAR INTEGRALS, RANK ONE PERTURBATIONS AND CLARK MODEL IN GENERAL SITUATION

CONSTANZE LIAW AND SERGEI TREIL

Abstract. We start with considering rank one self-adjoint perturbations $A_\alpha = A + \alpha(\cdot, \varphi)\varphi$ with cyclic vector $\varphi \in \mathcal{H}$ on a separable Hilbert space $\mathcal{H}$. The spectral representation of the perturbed operator $A_\alpha$ is realized by a (unitary) operator of a special type: the Hilbert transform in the two-weight setting, the weights being spectral measures of the operators $A$ and $A_\alpha$.

Similar results will be presented for unitary rank one perturbations of unitary operators, leading to singular integral operators on the circle.

This motivates the study of abstract singular integral operators, in particular the regularization of such operator in very general settings.

Further, starting with contractive rank one perturbations we present the Clark theory for arbitrary spectral measures (i.e. for arbitrary, possibly not inner characteristic functions). We present a description of the Clark operator and its adjoint in the general settings. Singular integral operators, in particular the so-called normalized Cauchy transform again plays a prominent role.

Finally, we present a possible way to construct the Clark theory for dissipative rank one perturbations of self-adjoint operators.

These lecture notes give an account of the mini-course delivered by the authors, which was centered around [38, 39, 37]. Unpublished results are restricted to the last part of this manuscript.
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1. Introduction

Rank one perturbations play an important role in operator theory and mathematical physics. One of the principal attractions of rank one perturbations is that for such operators almost everything can be explicitly computed, and then the advanced technique of
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Harmonic Analysis, like the study of fine properties of Cauchy type integrals, or advanced theory of singular integral operators can be applied.

1.1. Main players.

1.1.1. Rank one perturbations. Self-adjoint rank one perturbations occurred naturally in mathematical physics [55]. For example, a change in the boundary condition of a limit-point half-line Schrödinger operator from Dirichlet to Neumann, or to mixed conditions, can be reformulated as adding a rank one perturbation (see for example [50]).

The technique of rank one perturbations was used in some results on orthogonal polynomials and Jacobi matrices, and there are some interesting applications to free probability (see e.g. [10, 11]). They also turned out to be useful in the investigation of certain random Hamiltonian systems called Anderson models and the longstanding Anderson localization conjecture [9]. Many specializations of this conjecture were studied in literature and the field is still very active (see e.g. [3, 20, 23, 24, 25], also see [34, 56] for a recent account of parts of the field). Rank one perturbations play a role in [1, 33, 36, 51]. Recent studies of closely related unitary Anderson models as well as accessible explanations of the physical relevance of these models can be found, e.g. in [27, 28, 29, 52]. The additive perturbation is replaced by a multiplicative one and the dynamical localization behavior is known to be quite similar to its self-adjoint analogue.

1.1.2. Singular integral operators. Singular integrals is a classical and actively studied field in Harmonic Analysis, and rank one perturbations serves as a source of very interesting problems. Many results for rank one perturbations are obtained by investigating fine properties of singular integrals. For example, investigation of the boundary behavior of the Cauchy transform of measures lead via the so-called Aronszajn–Krein formula, see (2.4), to the famous Aronszajn–Donoghue theorem stating that singular parts of the spectral measures of the family of rank one perturbation by a cyclic vector are mutually singular.

As for a different example, basic facts about Cauchy transform of a measure coupled with the Aronszajn–Krein formula (2.4) give a proof of the famous Kato–Rosenblum theorem about preservation of the absolutely continuous spectrum for rank one (and automatically for finite rank) perturbations. While the proof for the trace class perturbations using the technique of wave operator is probably more elegant, the approach of singular integrals gives some helpful insights.

A deep relation between singular integral operators and rank one perturbations is based on the fact that a unitary operator realizing the spectral representation of a rank one perturbation is given by a singular integral operator acting $L^2(\mu) \to L^2(\mu_\alpha)$, where $\mu_\alpha$ is the spectral measure of the perturbed operator, see [38]; we explain this connection in the present notes. We should mention here that the spectral measures $\mu$ and $\mu_\alpha$ can be extremely bad, without any reasonable smoothness, so the above operator gives a natural example of a two weight estimates for Cauchy type operators with extremely “pathological” measures.

1.1.3. Clark measures and Clark model. In the paper [15] that started what is now called the “Clark theory” D. Clark considered all unitary rank one perturbations of a special contractive operator (the so-called model operator with scalar inner characteristic function). He also described the spectral measures and the spectral representations of the perturbed unitary operators.

The spectral measures of these unitary rank one perturbations were later called the Clark measures. Note, that if we fix one such rank one unitary perturbation, then the other unitary rank perturbations are the rank one perturbations of the fixed one. In the original paper [15]
all the spectral measures were purely singular, but very often the term Clark measures (or Clark family of measures) was used for spectral measures of unitary rank one perturbations of a unitary operator, or for the spectral measures of self-adjoint rank one perturbations of a self-adjoint operator.

Later many deep function-theoretic results about Clark measures were proved by A. Aleksandrov, (see [4] through [8], or see [46] for a survey), so sometimes people refer to Aleksandrov–Clark theory, or Aleksandrov–Clark measures. Extremely significant contributions to the theory were made then by A. Poltoratskii, who, in particular, proved the a.e. existence with respect to the singular part of the measure of the non-tangential boundary values of the so-called normalized Cauchy transform, see [47].

We also mention an important book [49] by D. Sarason where many aspects of Clark theory were treated from the point of view of function space theory. In particular, a description of the Clark operator was obtained in the case when the characteristic function \( \theta \) is an extreme point of the unit ball in the Hardy space \( H^\infty \).

Within classical analysis many fruitful connections of Clark measures with holomorphic composition operators, rigid functions and the Nehari interpolation problem have been discovered and studied, see for example, [46]. Some problems in the theory of Hardy spaces, and more generally of other spaces of analytic functions are closely related to Clark theory. Thus, recently M. Jury [30] computed the asymptotic symbols of a certain class of weakly asymptotic Toeplitz operators in terms of the Aleksandrov–Clark measures which occur in the context of rank one perturbations.

1.2. Plan of the notes. These lecture notes give an account of the mini-course delivered by the authors, which was centered around [38, 39, 37]. Unpublished results are restricted to the last part of this manuscript.

1.2.1. Self-adjoint and unitary rank one perturbations. We begin Section 2 with an introduction of self-adjoint rank one perturbations. We then find a unitary operator \( V_\alpha \) giving the spectral representation of the perturbed operator, see Theorem 2.1 below; this operator looks like a singular integral operator with Cauchy type kernel \( (s-t)^{-1} \), although the formula of the operator looks quite different from the classical singular integral operators of Cauchy type.

In particular, the so-called Rigidity Theorem, see Theorem 2.2 below, holds for such operators: it essentially says that if the formula from Theorem 2.1 gives a bounded operator with trivial kernel, then, after probably a renormalization (multiplication by a non-vanishing weight) of the measure in the target space, we get exactly the unitary operator from the perturbation theory, given by Theorem 2.1.

We then give a different representation of the operator \( V_\alpha \) that looks more in line with the traditional formulas for singular integral operators. Regularizations of singular kernels, treated later in Section 3, play an important role in getting this alternative representation.

We then present similar results for the unitary rank one perturbations of unitary operators. Everything works out similarly to the self-adjoint case; some formulas for the unitary case might not look as transparent as the ones in the self-adjoint case, but in the unitary case we avoid technical difficulties related to dealing with unbounded operators.

1.2.2. Regularizations of singular integral operators. Section 3 is devoted to the theory of regularization of singular kernels, which we believe have applications far beyond the perturbation theory. We show that under very general assumptions about a singular kernel, its so-called
restricted boundedness implies the uniform boundedness of all “reasonable” regularizations of the corresponding formal singular integral operator.

The restricted boundedness of the kernel is the weakest boundedness property of the corresponding singular integral operator. Usually, it is assumed in the theory of singular integral operators that a singular kernel $K$ blows up on the diagonal $x = y$, so the formal integral representation $T f(x) = \int K(x, y) f(y) d\mu(y)$ is not well defined.

However, even if we only start out with a kernel $K$ (without assuming the we are given an operator) for bounded functions $f$ and $g$ with separated compact supports the expression

$$\langle T f, g \rangle = \int K(x, y) f(y) g(x) d\mu(y) d\nu(x)$$

is well defined, and if the “correct” estimate $|\langle T f, g \rangle| \leq C \|f\|_{L^p(\mu)} \|g\|_{L^{p'}(\nu)}$, $1/p + 1/p' = 1$ holds for all such pairs, we say that $K$ is $L^p(\mu) \to L^p(\nu)$ restrictedly bounded. And we show in Section 3 that if the measures $\mu$ and $\nu$ do not have common atoms and the kernel $K$ is restrictedly bounded, then for any “reasonable” regularization $K_\varepsilon$ of the kernel the corresponding regularized operators $T_\varepsilon$ are uniformly (in $\varepsilon$) bounded. This result gives us a way to define for each restrictedly bounded kernel a corresponding singular integral operator.

1.2.3. Clark model for contractive perturbations of unitary operators. Section 4 is devoted to the Clark theory in full generality. We start with unitary rank one perturbations of a unitary operator $U$ by a $*$-cyclic vector. All such perturbations can be parametrized by a scalar parameter $\gamma \in \mathbb{T}$; if one takes $\gamma \in \mathbb{D}$ the resulting operator will be a completely non-unitary (c.n.u.) contraction with defect indices 1-1. For such a contraction a so-called functional model, cf. [53] can be constructed; in fact functional models are the canonical way of investigating non-normal contractions.

Thus, the perturbed operator $U_\gamma$, $\gamma \in \mathbb{D}$ has two unitarily equivalent representations: one in the spectral representation of $U$ and the other one in the model space for the functional model. The Clark operator is a unitary operator intertwining these representations. In Clark’s original paper [15] this operator was constructed for the case of the operator $U$ having purely singular spectrum. In [15] the starting point was a c.n.u. contraction with inner characteristic function, which — after translation to our language — means that the unitary operator $U$ (and thus all its rank one unitary perturbations $U_\gamma$) has a purely singular spectral measure.

In the general case (general spectral measure, or equivalently, a general scalar characteristic function) our approach of starting with perturbations of unitary operators looks more natural; in particular, it allowed us to describe the Clark operator. Of course, now when we know all the formulas, it is possible to go in the opposite direction and start with a c.n.u. contraction; but using this approach without knowing the formulas in advance we would have a hard time getting the results. It could well be just our personal preference, but deducing the formulas in our setup starting from a unitary operator was a natural and a straightforward process.

The main problem with the general case of Clark theory is that for general scalar characteristic function the model is vector-valued, i.e. the model space consists of vector-valued functions (with values in $\mathbb{C}^2$). Earlier approaches based on function spaces theory, see for example [49], dealt with spaces of scalar-valued functions. Some parts of the Clark operator were obtained using such methods, but for the full operator one had to honestly write down a complete model space and do all the computations.

The adjoint of the Clark operator is described using singular integral operators of Cauchy type. The so-called normalized Cauchy transform investigated by A. Poltoratskii, see [47],
plays a prominent role there. The Clark operator itself then can be represented via boundary values of the analytic functions.

In the model theory we adapt the point of view of \textit{coordinate-free model} by N. Nikolski and V. Vasyunin, cf. \cite{44, 45}, where by picking different spectral representations of the minimal unitary dilation one gets different \textit{transcriptions} of the model. We present a “universal” representation formula, valid in any transcription, as well as formulas adapted to two popular transcriptions, the Sz.-Nagy–Foiaş transcription and the de Branges–Rovnyak one.

1.2.4. \textit{Clark model for dissipative perturbations of self-adjoint operators}. The last part, Section 5 is devoted to the Clark model for the dissipative perturbations of a self-adjoint operator. We adapt a common approach that the model space for a dissipative operator is the model space of its Cayley transform (which is a contraction), with one detail: since the original operator lives in $L^2(\mathbb{R}, \mu)$, we, using the standard conformal map between the upper half-plane $\mathbb{C}^+$ and the unit disc $\mathbb{D}$, move the model space to the real line (half-plane). The results in this section were not presented before.

Note, that the formulas in this section do not look as elegant as in the case of perturbations of unitary operators. Probably, a different approach to the model of dissipative operators would be more appropriate, but we do not know a serious contender yet. As a pure speculation, the de Branges spaces $\mathcal{L}(\varphi)$ could serve as appropriate model spaces for the dissipative perturbations. These spaces were introduced in the first chapter of \cite{16}, but were not much investigated, unlike the spaces $\mathcal{H}(E)$ which were investigated in details in \cite{16} and were subject of extensive research by many authors.

2. Self-adjoint and unitary rank one perturbations

2.1. Self-adjoint rank one perturbations. For a self-adjoint (possibly unbounded) operator $A$ on a separable Hilbert space $\mathcal{H}$ let us consider the family of rank-one perturbations $A_\alpha$, $\alpha \in \mathbb{R}$, given by

\begin{equation}
A_\alpha := A + \alpha(\cdot, \varphi)_\mathcal{H} \varphi \quad \text{on } \mathcal{H}.
\end{equation}

Here, if the operator $A$ is bounded, then $\varphi$ is a vector in $\mathcal{H}$. For unbounded $A$, we can consider the wider class of “singular form-bounded” perturbations where we assume $\varphi \in \mathcal{H}_{-1}(A) \subseteq \mathcal{H}$, where $\mathcal{H}_{-r}(A)$, $r \in \mathbb{N}$, is the completion of $\mathcal{H}$ with respect to the norm $\| \cdot \|_{\mathcal{H}_{-r}(A)}$, $\|f\|_{\mathcal{H}_{-r}(A)} = \|(I + |A|)^{-r/2}f\|_\mathcal{H}$. In particular, the perturbation $\alpha(\cdot, \varphi)\varphi$ can be unbounded (see \cite{35, 38} and the references within for further details). If $\mathcal{H} = L^2(\mathbb{R}, \mu)$ and $A = M_t$ is the multiplication by the independent variable,

$$M_tf(t) = tf(t), \quad \forall t \in \mathbb{R},$$

then $\mathcal{H}_{-1}(A)$ is exactly the collection of measurable functions such that

$$\int_\mathbb{R} \frac{|f(t)|^2}{1 + |t|} d\mu(t) < \infty.$$

For $r \geq 2$ the formal expression (2.1) does not uniquely determine a self-adjoint operator: For fixed $\alpha$ there is a family of self-adjoint operators corresponding to (2.1). For this reason we do not consider this case, but rather assume that $r < 2$.

Without loss of generality we can assume that $\varphi$ is cyclic for $A$, that is,

$$\mathcal{H} = \text{clos span}\{(A - \lambda I)^{-1} \varphi : \lambda \in \mathbb{C} \setminus \mathbb{R}\}.$$
Otherwise, i.e. if \( \tilde{H} = \text{clos} \text{span} \{ (A - \lambda I)^{-1} \varphi : \lambda \in \mathbb{C} \setminus \mathbb{R} \} \subset \mathcal{H} \), then we restrict our attention to the action on \( \tilde{H} \) as the perturbation is trivial (does nothing) on \( \mathcal{H} \cap \tilde{H} \).

Then according to the Spectral Theorem the operator \( A \) is unitarily equivalent to the multiplication \( M_t \) by the independent variable in a space \( L^2(\mu) \) where \( \mu \) is a spectral measure of the operator \( A \). Spectral measure is of course not unique, multiplying a spectral measure by a non-vanishing weight (i.e. by a function \( w \in L^1_{\text{loc}}(\mu), w > 0 \mu\text{-a.e.} \)) we get a different spectral measure.

It is customary in the operator theory and mathematical physics to consider the canonical spectral measure to be the spectral measure associated with the “vector” \( \varphi \), i.e. the unique measure \( \mu \) such that
\[
F(\lambda) := ((A - \lambda I)^{-1} \varphi, \varphi) = \int_{\mathbb{R}} \frac{d\mu(x)}{x - \lambda}.
\]

In this case \( \varphi \) is represented by the function \( 1 \), and the assumption that \( \varphi \in \mathcal{H}_{-1}(A) \) means simply that
\[
\int_{\mathbb{R}} (1 + |x|)^{-1} d\mu(x) < 1.
\]

Knowing function \( F \) one can say a lot about the spectral measure \( \mu \): since the imaginary part of \( F \) is (up to the factor \( \pi \)) the Poisson integral of \( \mu \) we can immediately conclude that the density of the absolutely continuous part of \( \mu \) is given by the non-tangential boundary values of \( \pi^{-1} \text{Im} F(z) \) (such values exist a.e. by classical results). It is also not hard to show that the singular part of \( \mu \) is supported on a set where the (non-tangential) boundary values of \( \text{Im} F \) are infinite.

In the heart of the theory of rank one perturbations lies the simple fact that there is a simple relation between the function \( F \) and the corresponding functions \( F_\alpha \) for the perturbed operators.

Namely, the following simple formula for the inverse of the rank one perturbation of the identity is well known
\[
(I - (\cdot, b)a)^{-1} = I + \frac{1}{d} (\cdot, b)a;
\]
here \( d = 1 - (b, a) \) is the so-called perturbation determinant, and the operator is invertible if and only if \( d \neq 0 \). The proof of this formula is an easy exercise, we leave it to the reader.

Using the above formula (2.2) one can easily compute the resolvent of the perturbed operator \( A_\alpha \),
\[
(A_\alpha - \lambda I)^{-1} f = (A - \lambda I)^{-1} f - \frac{\alpha ((A - \lambda I)^{-1} f, \varphi)}{1 + \alpha ((A - \lambda I)^{-1} \varphi, \varphi)} (A - \lambda I)^{-1} \varphi
\]
which immediately implies the relation between the function \( F \) and the corresponding functions \( F_\alpha, F_\alpha(\lambda) := ((A_\alpha - \lambda I)^{-1} \varphi, \varphi) \), commonly known as the Aronszajn–Krein formula:
\[
F_\alpha = \frac{F}{1 + \alpha F}.
\]

If \( \mu_\alpha \) denotes the spectral measure of the perturbed operator \( A_\alpha \) associated with \( \varphi \), then
\[
F_\alpha(\lambda) = \int_{\mathbb{R}} \frac{d\mu_\alpha(x)}{x - \lambda}.
\]
(Note that it is not hard to show that if \( \varphi \) is cyclic for \( A \), then \( \varphi \) is also cyclic for \( A_\alpha \) and therefore \( A_\alpha \) is unitarily equivalent to the multiplication operator \( M_t \) in \( L^2(\mu_\alpha) \)).

Many classical results in perturbation theory can be obtained from the Aronszajn–Krein formula (2.4) and classical results about boundary values of the Cauchy transform.
For example, it is not hard to show that all the absolutely continuous parts of the measures $\mu_\alpha$ are equivalent (i.e. mutually absolutely continuous), which is just the Kato–Rosenblum theorem for rank one perturbations. Also, the analysis of the singular parts of the measures $\mu_\alpha$ yields the famous Aronszajn–Donoghue theorem, stating that the singular parts of $\mu_\alpha$ are mutually singular.

2.2. Rank one perturbations and singular integral operators. We find a sufficient condition on the absence of singular spectrum by studying the spectral representation, which comes in the form of a two weight Hilbert transform. Part of this material can be understood as a first example for Section 3.

Consider a family of rank one perturbations given by $A_\alpha := A + \alpha(\cdot, \varphi)$, see (2.1), where $\varphi \in \mathcal{H}_- (A)$ is cyclic for $A$. Let $\mu$ denote the spectral measure of operator $A$ with respect to $\varphi$, so $A$ is unitarily equivalent to the multiplication operator $M_t$ in $L^2 (\mu)$. Let us consider the operator $A$ in its spectral representation, i.e. let us assume that $A$ is the multiplication operator $M_t$ in $L^2 (\mu)$. As we discussed before, the assumption that $\varphi \in \mathcal{H}_- (A)$ means simply that

$$\int_{\mathbb{R}} (1 + |x|)^{-1} d\mu(x) < \infty,$$

Then the operator $A_\alpha = A + \alpha(\cdot, \varphi)\varphi$ is defined by

$$A_\alpha = A + \alpha(\cdot, \varphi)\varphi = M_t + \alpha (\cdot, 1)_{L^2 (\mu)} 1$$

on $L^2 (\mu)$. On the other hand, the operator $A_\alpha$ is unitarily equivalent to the multiplication $M_s$ by the independent variable $s$ in $L^2 (\mu_\alpha)$ (we use a different letter for the independent variable here to distinguish between the multiplication operators in $L^2 (\mu)$ and $L^2 (\mu_\alpha)$).

We want to find a unitary operator giving the spectral representation of the operator $A_\alpha$, i.e. a unitary operator

$$V_\alpha : L^2 (\mu) \to L^2 (\mu_\alpha)$$

such that

$$V_\alpha A_\alpha = M_s V_\alpha.$$

We also want $\varphi$ to be represented by $1$ in both representations, which translates to additional condition $V_\alpha \varphi = 1$.

Theorem 2.1 of [38] gives the representation of $V_\alpha$ as the Hilbert transform type singular integral.

**Theorem 2.1 (Representation Theorem).** Under the above assumptions the spectral representation $V_\alpha : L^2 (\mu) \to L^2 (\mu_\alpha)$ of $A_\alpha$ is given by

$$V_\alpha f (s) = f (s) - \alpha \int \frac{f(s) - f(t)}{s - t} d\mu(t)$$

for all compactly supported $C^1$ functions $f$.

Without going into the details of the proof, we indicate the proof strategy for bounded operators $A$. The intertwining condition

$$M_s V_\alpha = V_\alpha A_\alpha = V_\alpha (M_t + \alpha (\cdot, \varphi)\varphi)$$

can be rewritten as

$$V_\alpha M_t = M_s V_\alpha - \alpha (\cdot, \varphi) V_\alpha \varphi.$$

Using induction we get

$$V_\alpha M_t^n = M_s^n V_\alpha - \alpha \sum_{k=0}^{n-1} (\cdot, M_t^k \varphi) M_s^{n-k-1} V_\alpha \varphi.$$
Recalling that \( \varphi \equiv 1 \), \( V_\alpha \varphi \equiv 1 \), we get by applying the above identity to \( \varphi \) and denoting \( f_n(t) := t^n \) we get

\[
V_\alpha f_n(s) = s^n - \alpha \int \left( \sum_{k=0}^{n-1} t^k s^{n-1-k} \right) d\mu(t).
\]

Summing the geometric progression under the integral we get the representation formula (2.5) for \( f = f_n, f_n(t) = t^n \). Linearity of (2.5) implies that it holds for all polynomials, and rather standard approximation reasoning allows to extend this formula to the case of compactly supported \( C^1 \) functions.

This reasoning, of course, works only for bounded operators \( A \) (i.e. when the measure \( \mu \) is compactly supported). In the case of unbounded operators the resolvent identity (2.3) is used instead of (2.6), see [38] for the details.

Aside we mention that integral operators represented by formula (2.5) are very interesting objects, probably deserving more careful investigation. Without proof we mention one property (see Theorem 2.2 of [38]), which can be understood as a converse to the latter Representation Theorem.

**Theorem 2.2 (Rigidity Theorem).** Let measure \( \mu \) on \( \mathbb{R} \) be supported on at least two distinct points and satisfy \( \int (1 + |t|)^{-1} d\mu(t) < \infty \). Let \( V \) be defined on compactly supported \( C^1 \) functions \( f \) by formula (2.5).

Assume \( V \) extends to a bounded operator from \( L^2(\mu) \) to \( L^2(\nu) \). Assume \( \ker V = \{0\} \).

Then there exists a function \( h \) such that \( 1/h \in L^\infty(\nu) \), and \( M_h V \) is a unitary operator from \( L^2(\mu) \rightarrow L^2(\nu) \) (equivalently, that \( V : L^2(d\mu) \rightarrow L^2(|h|^2 d\nu) \) is unitary).

Moreover, the unitary operator \( U := M_h V \) gives the spectral representation of the operator \( A_\alpha := M_t + \alpha(\cdot, \varphi) \varphi, \ \varphi \equiv 1, \ \text{in} \ L^2(\mu), \ \text{namely} \ U A_\alpha = M_s U, \ \text{where} \ M_s \ \text{is the multiplication by the independent variable} \ s \ \text{in} \ L^2(\nu). \)

The integral in the representation formula looks like a singular integral operator, but not exactly in the traditional sense. The attempt to understand the precise connection with the theory of classical singular integral operators lead us to the theory of regularizations. We describe these results in more detail in Section 3 on general abstract singular integral operators.

But now, let us first notice that

\[
(V_\alpha f, g)_{L^2(\mu_\alpha)} = -\alpha \int \int \frac{f(t)g(s)}{s-t} d\mu(t) d\mu_\alpha(s)
\]

for all \( f \in L^2(\mu) \) and \( g \in L^2(\mu_\alpha) \) with separated compact supports. This equality is trivial for compactly supported \( C^1 \) function \( f \) and \( g \) (with separated compact supports) and can be extended to the general case by a standard approximation argument.

Therefore, the kernel \( K(s,t) = 1/(s-t) \) is what we call *restrictedly bounded* kernel, see Definition 3.1 below.

An application of Theorem 3.2 and Remark 3.3 shows the following result.

**Theorem 2.3.** For the measures \( \mu, \mu_\alpha \) as above, the operators \( T_\varepsilon : L^2(\mu) \rightarrow L^2(\mu_\alpha) \),

\[
T_\varepsilon f(s) := \int \frac{f(t)}{s-t + i\varepsilon} d\mu(t),
\]

are uniformly (in \( \varepsilon \)) bounded.
Uniform boundedness of the operators $T_\varepsilon$ implies that there exists a w.o.t. limit point of $T_\varepsilon$, as $\varepsilon \to 0$. In fact, it can be shown that this limit point is unique if $\varepsilon \to 0^+$ or $\varepsilon \to 0^-$, so we can say that there exist a w.o.t.-limits $T_\pm = \lim_{\varepsilon \to 0^\pm} T_\varepsilon$.

The existence of w.o.t. limits follows, for example, from the lemma below the fact that for $\text{Im} \, z > 0$ and for $\text{Im} \, z < 0$ the non-tangential boundary values of $Rf\mu(z) := \int_R \frac{fd\mu(t)}{t-z}$ exist $\mu_\alpha$-a.e.

**Lemma 2.4.** For any $f \in L^2(\mu)$ the non-tangential boundary values of $Rf\mu(z) = \int_R \frac{fd\mu(t)}{t-z}$, $z \in \mathbb{C}_+$ or $z \in \mathbb{C}_-$ exist $\mu_\alpha$-a.e.

**Proof.** The a.e. convergence with respect to Lebesgue measure (and so with respect to the absolutely continuous part of $\mu_\alpha$) follows from classical facts about boundary values of functions from Hardy spaces: for $g \geq 0$ the function $Rf\mu(z)$ has non-positive imaginary part, so composing it with a conformal mapping from the lower half-plane $\mathbb{C}_-$ we get a bounded analytic function, which has non-tangential limits on $\mathbb{R}$ a.e. with respect to Lebesgue measure. Representing arbitrary complex-valued function as linear combination of 4 non-negative ones we get the a.e. existence (with respect to Lebesgue measure) in general case.

To prove the convergence with respect to the singular part $(\mu_\alpha)_s$ of $\mu_\alpha$ we get by applying functional $\varphi$ to the resolvent formula (2.3) and denoting $f_\alpha = V_\alpha f$ that

$$Rf_\alpha\mu_\alpha = \frac{Rf\mu}{1 + \alpha R\mu}.$$  

By Polotratkii’s theorem, see [47, Theorem 2.7], the non-tangential boundary values of $Rf_\alpha\mu_\alpha/R\mu_\alpha$ exist (and coincide with $f_\alpha$) $(\mu_\alpha)_s$-a.e. Combining the above identity with the Aronszajn–Krein formula (2.4) we get

$$\frac{Rf_\alpha\mu_\alpha}{R\mu_\alpha} = \frac{Rf\mu}{R\mu}. \tag{2.7}$$

But it follows from the Aronszajn–Krein formula (2.4) that the non-tangential boundary values of $F = R\mu$ exist (and equal to $-1/\alpha$) $(\mu_\alpha)_s$-a.e. Indeed

$$\text{Im} \, F_\alpha = \frac{\text{Im} \, F}{|1 + \alpha F|^2}$$

and $\text{Im} \, F_\alpha$ function is the Poisson extension (up to the factor $\pi$) of the measure $\mu_\alpha$. Therefore, since the singular part of the measure $\mu_\alpha$ is supported on the subset of $\mathbb{R}$ where non-tangential boundary values of $\text{Im} \, F_\alpha$ equal $+\infty$, we can conclude that the non tangential boundary values of $F$ equal $-1/\alpha$ $(\mu_\alpha)_s$-a.e.

Since the non-tangential boundary values in (2.7) exist $(\mu_\alpha)_s$-a.e., we conclude that same for $Rf\mu$. \qed

The above Lemma 2.4 implies the w.o.t. convergence of $T_\varepsilon$ as $\varepsilon \to 0^+$ or $\varepsilon \to 0^-$. Indeed, Lemma 2.4 implies the $\mu_\alpha$-a.e. convergence, which, in turn implies that any weakly convergent subsequence of $T_\varepsilon f$ converges to the same function (the a.e. limit). And this, as one can easily see, means that $T_\varepsilon f$ has a weak limit as $\varepsilon \to 0^+$ or $\varepsilon \to 0^-$. So, we can define the operators $T_\pm$ either as w.o.t. limits of $T_\varepsilon$ as $\varepsilon \to 0^\pm$ or define $T_\pm f$ as the non-tangential boundary values of $Rf\mu(z)$, $z \in \mathbb{C}_\pm$.

Using the operators $T_\pm$ we obtain an alternative representation formula, see Theorem 3.2 of [38]:

**Theorem 2.5.** Let $\mu$ and $\mu_\alpha$ be the spectral measures of $A$ and $A_\alpha$, and let $T_\pm$ be as defined above.
Then $V_{\alpha}$ can be written as

$$V_{\alpha}f(s) = f(s)(1 - \alpha T_{\pm}1) + \alpha T_{\pm}f, \quad \forall f \in L^2(\mu). \tag{2.8}$$

Proof. Consider operators $V_{\alpha}^\varepsilon : L^2(\mu) \to L^2(\mu_\alpha)$,

$$V_{\alpha}^\varepsilon f(s) = f(s) - \alpha \int \frac{f(s) - f(t)}{s - t + i\varepsilon} d\mu(t) = f(s)(1 - \alpha T_{\varepsilon}1(s)) + \alpha T_{\varepsilon}f(s)$$

and notice that for compactly supported $C^1$ function $f$ the functions $V_{\alpha}^\varepsilon f(s)$ converge uniformly and in $L^2(\mu_\alpha)$ to $V_f$ as $\varepsilon \to 0$. Together with uniform bounds on $T_{\varepsilon}$ this immediately implies that $V_{\alpha}^\varepsilon$ converges in the strong operator topology to $V_{\alpha}$.

Taking w.o.t. limits we arrive to the representations $(2.8)$. \hfill \Box

Remark. Note that for the existence of the w.o.t. limits of $T_{\varepsilon}$ it is sufficient to have $\mu_\alpha$-

a.e. convergence on a dense set. As we just discussed above, for compactly supported $f \in C^1$ the functions $V_{\alpha}^\varepsilon f$ converge uniformly to $V_{\alpha}f$. It was also shown in the proof of Lemma 2.4 that $T_{\varepsilon}1(s) = -F(s + i\varepsilon)$ converges $\mu_\alpha$-a.e., which immediately implies $\mu_\alpha$-a.e. convergence of $T_{\varepsilon}f$ for compactly supported $C^1$ functions.

This approach was used in [38].

2.3. Unitary rank one perturbations. In this section we present the analogues of the Representation Theorem 2.1 and the Rigidity Theorem 2.2 for the case of unitary rank one perturbations of unitary operators, that were proved in [37, Section 8].

We should mention, that these results cannot be obtained just by taking the Cayley transform of the self-adjoint case, we will explain this in Section 5.

In the contrast with the self-adjoint case the description of all unitary rank one perturbations of a unitary operator is not immediately self-evident, but with a little effort one could see that all unitary rank one perturbations of a unitary operator $U$ can be parametrized as

$$U_{b,\alpha} = U + (\alpha - 1)(\cdot, U^* b)b \quad b \in \mathcal{H}, \quad \|b\| = 1, \quad \alpha \in \mathbb{T}. \tag{2.9}$$

The fact that this formula indeed gives us the parametrization of the unitary rank one perturbations can be easily seen in the case $U = I$; the general case then is obtained by right multiplying the formula for the perturbation of $I$ by $U$.

In what follows we assume that the vector $b$ is fixed and use the notation $U_{\alpha}$ for $U_{b,\alpha}$, so our perturbations will be parametrized by the scalar parameter $\alpha \in \mathbb{T} := \{z \in \mathbb{C} : |z| = 1\}$.

Since the action of perturbation $(\cdot, U^* b)b$ is trivial (zero) on $\text{span}\{U^n b : n \in \mathbb{Z}\}^\perp$, we can ignore what is going on there and assume without loss of generality that $b$ is $*$-cyclic vector for $U$, meaning that $\text{span}\{U^n b : n \in \mathbb{Z}\} = \mathcal{H}$.

Then by the Spectral Theorem $U$ is unitarily equivalent to the multiplication by the independent variable $\xi$ in $L^2(\mu) = L^2(\mathbb{T}, \mu)$, where $\mu$ is a spectral measure of $U$. As in the self-adjoint case we fix a spectral measure $\mu$ to be the spectral measure corresponding to the vector $b$, so $\mu$ is a probability measure and the vector $b$ in the spectral representation is given by the function $1$.

So, as before let us assume that $U$ is not just unitarily equivalent, but is a multiplication operator $M_{\xi}$ by the independent variable $\xi$ in $L^2(\mu) = L^2(\mathbb{T}, \mu)$, $\mu(\mathbb{T}) = 1$ and the rank unitary perturbations $U_{\alpha}$ are given by $(2.9)$ with $b = 1$.

It is not hard to show that if $b$ is $*$-cyclic for $U$ then it is also $*$-cyclic for $U_{\alpha} = U_{b,\alpha}$, so $U_{\alpha}$ is unitarily equivalent to the multiplication $M_{\xi}$ by the independent variable $z$ in $L^2(\mu_{\alpha})$. We take for $\mu_{\alpha}$ the spectral measure corresponding to the vector $b$, so $b = 1$ in the spectral representation of $U_{\alpha}$ in $L^2(\mu_{\alpha})$. 

Under these assumptions we want to describe the unitary operator giving the unitary equivalence between \( U_\alpha \) and its spectral representation of, i.e. the unitary operator \( V_\alpha : L_2(\mu) \to L_2(\mu_\alpha) \) such that \( V_\alpha 1 = 1 \) and

\[
V_\alpha U_\alpha = M_z V_\alpha. \tag{2.10}
\]

In Theorem 8.1 of [37] we proved:

**Theorem 2.6** (Representation Theorem). Let \( V_\alpha : L_2(\mu) \to L_2(\mu_\alpha) \) be a unitary operator satisfying (2.10) and such that \( V_\alpha 1 = 1 \) (which means that \( \mu_\alpha \) is the spectral measure of \( U_\alpha \) corresponding to the cyclic vector \( b, b(\xi) \equiv 1 \)). Then

\[
V_\alpha f(z) = f(z) + (1 - \alpha) \int \frac{f(\xi) - f(z)}{1 - \xi z} d\mu(\xi) \quad \text{for all } f \in C^1(\mathbb{T}). \tag{2.11}
\]

**Proof.** The proof goes similarly to the proof of the self-adjoint case (Theorem 2.1 above) for the bounded perturbations sketched above. Namely, using “linear algebra” notation, i.e. identifying \( b \in \mathcal{H} \) with the operator \( b : C \to \mathcal{H}, b(\alpha) = ab \) and denoting by \( b^* \) its adjoint \( b^* \mathcal{H} \to \mathbb{C}, b^* : (x) = (x, b)_H \) we can write

\[
U_\alpha = U + (\alpha - 1)bb^*_1 = M_\xi + (\alpha - 1)bb^*_1,
\]

where \( b_1 := U^*b. \) Then the intertwining relationship (2.10) gives us

\[
V_\alpha U = M_z V_\alpha + (1 - \alpha)(V_\alpha b)b^*_1. \tag{2.12}
\]

Inductively one can show that for \( n \geq 0 \)

\[
V_\alpha U^n = M^n_\alpha V_\alpha + (1 - \alpha) \sum_{k=1}^{n} M^{k-1}_z (V_\alpha b) \left((U^*)^{n-k}b_1\right)^*. \tag{2.13}
\]

Applying this formula to the function \( b \equiv 1 \in L_2(\mu) \) and recalling that \((U^n b)(\xi) = \xi^n\), \( V_\alpha b = 1 \), \( b_1(\xi) \equiv \xi \), \((U^*_k)^{n-k}b_1 \equiv \xi^{n-k+1}\) we obtain summing the geometric series

\[
(V_\alpha \xi^n)(z) = z^n + (1 - \alpha) \int \frac{\xi^n - z^n}{1 - \xi z} d\mu(\xi).
\]

The action of \( V_\alpha \) on \( \xi^n, n \geq 0 \) is proved similarly. Namely, taking the adjoint of the intertwining formula \( V_\alpha U_\alpha = M_z V_\alpha \) and right and left multiplying by \( V_\alpha \) we get that \( V_\alpha U_\alpha^* = M_{\overline{z}} V_\alpha \), so

\[
V_\alpha U^* = M_{\overline{z}} V_\alpha + (1 - \overline{\alpha})(V_\alpha b_1)b^*.
\]

But that is exactly the intertwining relationship (2.12) with \( U^* = U^{-1} \) instead of \( U \) and \( M_{\overline{z}} = M_{\overline{\nu}} = M_{\nu} \) instead of \( M_z \). So applying the same reasoning as above we get that (2.13) holds also for \( n \leq 0 \), and therefore for all trigonometric polynomials.

A standard approximation argument concludes the proof. \( \square \)

A converse of the Representation Theorem is also true in the unitary setting. Under mild conditions bounded injective operators \( \mathcal{V} : L_2(\mu) \to L_2(\nu) \) that are given by (2.11) induce a Clark family. More precisely, we quote Theorem 8.4 of [37].

**Theorem 2.7** (Rigidity Theorem). Let a probability measure \( \mu \) on \( \mathbb{T} \) be supported on at least two distinct points. Let \( \alpha \in \mathbb{T} \setminus \{1\} \), and let \( \mathcal{V}f \) be defined for \( C^1 \) functions \( f \) by the right hand side of (2.5).

Assume \( \mathcal{V} \) extends to a bounded operator from \( L_2(\mu) \) to \( L_2(\nu) \) and assume Ker \( \mathcal{V} = \{0\} \).

Then there exists a function \( h \) such that \( 1/h \in L_{\infty}(\nu) \), and \( M_h \mathcal{V} \) is a unitary operator from \( L_2(\mu) \to L_2(\nu) \) (equivalently, that \( \mathcal{V} : L_2(\mu) \to L_2(\nu) \) is unitary).
Moreover, the measure $|h|^2 \nu$ is exactly the Clark measure $\mu_\alpha$ defined as above, and $V$ treated as the operator $L^2(\mu) \to L^2(\mu_\alpha)$ is exactly the operator $V_\alpha$ from Theorem 2.6.

As in the self-adjoint setting, the Representation Theorem reminds us of singular integral operators. Acting as in the self-adjoint case we show that the kernel $K(z, \xi) = 1/(1 - \xi z)$ is restrictedly bounded (see Definition 3.1 below). Again, Theorem 3.2 and Remark 3.3 show the uniform boundedness of the regularization of the singular integral operator.

\textbf{Theorem 2.8.} For the Clark measures $\mu$ and $\mu_\alpha$, the operators $T_r : L^2(\mu) \to L^2(\mu_\alpha)$ given by

$$T_r f(z) := \int_T \frac{f(\xi)d\mu(\xi)}{1 - r \xi z}$$

are uniformly (in $r \in \mathbb{R}_+ \setminus \{1\}$) bounded.

An analog of Lemma 2.4 holds for the unit circle with essentially the same proof (for a different proof, see [37, Proposition 8.2]), so the limits $\lim_{r \to 1^\mp} T_r f(z)$ exist $\mu_\alpha$-a.e. on $T$. So we can define operators $T_\pm$ as the $\mu_\alpha$-a.e. limits

$$T_\pm f(z) := \lim_{r \to 1^\mp} T_r f(z), \quad z \in T,$$

or, equivalently, as w.o.t. limits

$$T_\pm f := \lim_{r \to 1^\mp} T_r f.$$

Replacing the kernel in (2.11) by $1/(1 - r \xi z)$ and taking the limit as $r \to 1^\mp$, we get an alternative formula for $V_\alpha$.

\textbf{Theorem 2.9.} Let $\mu$ and $\mu_\alpha$ be the spectral measures of $U$ and $U_\alpha$ respectively, and let $T_\pm = \lim_{r \to 1^\mp} T_r$ (the existence of the limit was just discussed). Then $V_\alpha$ has the alternative representation

$$V_\alpha f = [1 - (1 - \alpha)T_\pm 1]f + (1 - \alpha)T_\pm f \quad \forall f \in L^2(\mu).$$

2.4. How unstable can the singular spectrum become? By the Kato-Rosenblum theorem we know that the absolutely continuous spectrum remains invariant under rank one perturbations. But under a rank one perturbation by a cyclic vector, the singular perturbation can change type, as was shown by an example by Donoghue. So the question becomes: To which extent may the spectral properties of the measures $\mu_\alpha$ vary as we change $\alpha$? Much work has been done and many interesting examples were discovered, several are included in [50].

First of all notice that in the context of rank one perturbations for pure point and the singular continuous spectrum can behave quite different. For example, it is possible for $A_\alpha$ to have purely singular continuous spectrum on the interval $[0, 1]$ for all $\alpha$. But the same behavior is not possible for pure point spectrum. In fact, the perturbations $A_\alpha$ are pure point for all $\alpha$ if and only if the spectrum is countable.

Another question concerns the type of parameter sets that allow dense singular embedded (in absolutely continuous) spectrum. For several years, all examples exhibited dense singular embedded spectrum only for a Lebesgue measure zero set of parameters $\alpha$. It came as a surprise when Del Rio, Fuentes and Poltoratskii [18] proved the existence of a family of rank one perturbations with dense absolutely continuous spectrum and dense singular spectrum for almost every parameter $\alpha$ in an arbitrary (previously given) set $B \subset \mathbb{R}$ and with purely absolutely continuous spectrum for almost every $\alpha \in \mathbb{R}\setminus B$. Their proof uses Clark theory.
Via a complicated construction they show the existence of a characteristic function for which the corresponding family of rank one unitary perturbations has the desired properties. In fact, it is possible to produce most any type of singular spectrum in this setting, see [19]. In the latter reference, the following open problem is formulated: Fix an interval \( I \subset \mathbb{R} \) and subset \( B \subset \mathbb{R} \). Can one find a family of measures \( \mu_\beta \) so that \( (\mu_\beta)_s(J) > 0 \) if and only if \( \beta \in B \) and \( (\mu_\beta)_w(J) > 0 \) for all \( \beta \in \mathbb{R} \) and for every subset \( J \subset I \)?

A class of examples is concerned with the question of how unstable the spectral type may be, if we do not have absolutely continuous part. A result of De la Rio, Makarov and Simon [20] for large \( t \). With \( T \in \beta \tau \) closed interval such that \( B \subset \alpha \) continuous for \( d\mu \). Here \( \delta \), singular spectrum and for which all of the perturbed operators is an example of what is usually called a singular integral operator. "Singular" here means that the kernel \( K(x,y) \) of the operator is not integrable in \( y \) near the diagonal, so in the formal expression \( Tf(x) = \int K(x,y)f(y)dy \) the integral is not well defined.

A converse to this result was presented by C. Sundberg [54]: For any closed subinterval \( I \) which is not a singleton and any \( G_\delta \) subset of \( \mathbb{R} \), there exists a family of measures corresponding to a family of rank one perturbations such that \( \text{supp} \mu \subset I \), \( \mu_\alpha \) is purely singular continuous for \( \alpha \in G \) and \( \mu_\alpha \) is pure point for \( \alpha \in \mathbb{R} \setminus G \). In the proof, Sundberg applies Clark theory. He constructs the characteristic function by defining a function on a Riemann surface \( \mathcal{R} \) over the disk \( \mathbb{D} \), and then applies the projection from \( \mathcal{R} \) to \( \mathbb{D} \).

2.5. Behavior of the singular continuous spectrum. To this day, a characterization of the singular continuous part of the perturbed operator’s spectral measure in terms of the unperturbed operator remains an open problem. Several sufficient conditions for the absence of singular continuous spectrum are known (see, for example, [14, 50]). Within the realm of our methods, an application of Theorem 2.3 empowers us with control over singular spectrum of the perturbed operator.

Lemma 2.10 (Lemma 4.4 of [38]). Operators \( A_\alpha, \alpha \in \mathbb{R} \setminus \{0\} \), have a pure absolutely continuous spectrum on a closed interval \( I \), if

\[
\int_0^\epsilon x^{-2} w_1^* dx = \infty.
\]

Here \( d\mu = wdx + d\mu_s \) (\( w \in L^1(dx) \)) is the Lebesgue decomposition, and \( w_1^* \) denotes the increasing rearrangement of \( w \) on \( I \).

This result allows a construction of unperturbed operators \( A \) with arbitrary embedded singular spectrum and for which all of the perturbed operators \( A_\alpha, \alpha \neq 0 \) have no embedded singular spectrum.

The main ingredient of the proof is a well known weak type result on the growth of operator \( T \). With \( K\tau(s) := \int_\mathbb{R} \frac{dr(t)}{s-t+t+i0} \) for a Borel measure \( \tau \) with \( \int_\mathbb{R} \frac{|dr(t)|}{\tau^{1/2}} < \infty \): If \( I \subset \mathbb{R} \) is a bounded closed interval such that \( \tau_0 \parallel I \neq 0 \), then there exists a \( C > 0 \) such that \( \int K\tau \geq C/t \) for large \( t \) – leads to the following sufficient condition for the absence of singular spectrum for the perturbed operators \( A_\alpha \).

3. Singular integral operators

3.1. Preliminaries. The Hilbert transform \( T \)

\[
Tf(x) = \int_\mathbb{R} \frac{f(y)dy}{x-y}
\]

is an example of what is usually called a singular integral operator. “Singular” here means that the kernel \( K(x,y) \) of the operator is not integrable in \( y \) near the diagonal, so in the formal expression \( Tf(x) = \int K(x,y)f(y)dy \) the integral is not well defined.
In the case of Hilbert transform it is very easy to show that the integral in the sense of principal value is well defined for $C^1$ compactly supported functions, so the operator is defined on a dense set in $L^2$ (and $L^p$, $1 < p < \infty$). It also can be shown that it can be extended to a bounded operator there.

Moreover, it can be shown that the integral in the sense of principal value exists a.e. for all $f \in L^p$, $1 < p < \infty$; the proof is not as easy as for the $C^1$ functions, and is, in fact, quite involved.

A part of the operator $V\alpha$ from Theorem 2.1 looks like the Hilbert transform, with the difference that the integration there is with respect to a general Radon measure $\mu$. And what makes things even more complicated, is that the target space is $L^2(\mu_\alpha)$ with $\mu_\alpha$ being a new measure.

In the theory of singular integral operators, there are several ways to define such an operator rigorously. One of the accepted ways, is what one would call the axiomatic approach. Namely, to define a singular integral operator $T : L^p(\mu) \rightarrow L^p(\nu)$ with kernel $K$ we assume that we are given its bilinear form, defined on a dense subset of $L^p(\mu) \rightarrow L^{p'}(\nu)$, $1/p + 1/p' = 1$. The fact that $T$ is an integral operator with kernel $K$ means simply that

$$\langle Tf, g \rangle_\nu = \int K(x, y)f(y)g(x)d\mu(y)d\nu(x) \tag{3.1}$$

for all (say bounded) $f$ and $g$ with separated compact supports. Since the kernel $K$ blows up only on the diagonal $x = y$, the integral above is well defined. Note, that according to this definition the multiplication operator $M_\varphi$, $M_\varphi f = \varphi f$ is an operator with kernel $K(x, y) \equiv 0$.

Moreover, it can be shown that any bounded singular integral operator with kernel $K \equiv 0$, where kernel is understood in the sense of (3.1), is a multiplication operator. So, according to the axiomatic approach, any two bounded singular integral operators differ by a multiplication operator.

Another way to define the singular integral operator with kernel $K$ is to consider the truncated operators $T_\varepsilon$,

$$T_\varepsilon f(x) = \int_{|x-y|>\varepsilon} K(x, y)f(y)dy$$

which under usual assumptions about kernel $K$ are well defined for bounded functions $f$ with compact support. And we say that the integral operator with kernel $K$ is bounded if all operators $T_\varepsilon$ are uniformly bounded. If the operators $T_\varepsilon$ are uniformly bounded, we can take w.o.t. limit of $T_\varepsilon$ as $\varepsilon \rightarrow 0^+$, so in this case $K$ is indeed a kernel of a bounded singular integral operator in the sense of the axiomatic approach.

Moreover, in all known examples if an axiomatically defined operator $T$ is uniformly bounded then the operators $T_\varepsilon$ are uniformly bounded. And as it turns out, this is not a coincidence, but a corollary of a very general fact.

3.2. Setup. In this paper we assume that $\mu$ and $\nu$ are Radon measures on $\mathbb{R}^d$ and that $K$ belongs to $L^2_{\text{loc}}(\mu \times \nu)$ off the diagonal $x = y$, meaning that for any $x_0 \neq y_0$ there exists a neighborhood $G$ of $(x_0, y_0) \in \mathbb{R}^d \times \mathbb{R}^d$ such that $K1_G \in L^2(\mu \times \nu)$. Note, that these assumptions are weaker than what is usually assumed about the kernels of singular integral operators.

The main results are also true for (at least some) locally compact abelian groups, in particular for tori $\mathbb{T}^d$. Also, since everything is local, the results can be modified to hold on smooth manifolds.
Definition 3.1. Let $K \in L^2_{\text{loc}}(\mu \times \nu)$ off the diagonal $x = y$. We say that $K$ is $L^p(\mu) \to L^p(\nu)$ restrictedly bounded if for all $f \in L^\infty(\mu)$, $g \in L^\infty(\nu)$ with separated compact supports

$$
(3.2) \quad \left| \int K(x, y) f(y) g(x) d\mu(y) d\nu(x) \right| \leq C \|f\|_{L^p(\mu)} \|g\|_{L^p(\nu)}.
$$

The best constant $C$ in (3.2) is called the $L^p(\mu) \to L^p(\nu)$ restricted bound of $K$, and denoted by $[K]_{L^p(\mu) \to L^p(\nu)}^r$.

If the exponent $p$ and the measures $\mu$, $\nu$ are fixed, we will skip $L^p(\mu) \to L^p(\nu)$ and simply say restrictedly bounded.

Going back, we can see that the operator $V_\alpha$ from Theorem 2.1 is a singular integral operator (in the sense of axiomatic approach) with kernel $K(s, t) = \alpha/(s - t)$. Since $V_\alpha$ is a unitary operator $L^2(\mu) \to L^2(\mu_\alpha)$ its norm is 1 and therefore the kernel $\alpha/(s - t)$ is restrictedly bounded with $L^2(\mu) \to L^2(\mu_\alpha)$ restricted norm at most 1. Equivalently, one can say that the $L^2(\mu) \to L^2(\mu_\alpha)$ restricted norm of the kernel $1/(s - t)$ is at most $1/|\alpha|$.

Similarly, the operator $V_\alpha$ from Theorem 2.6 is a singular integral operator with kernel $K(z, \xi) = (1 - \alpha)/(1 - \xi z)$, $z, \xi \in \mathbb{T}$, and the $L^2(\mu) \to L^2(\mu_\alpha)$ restricted norm of the kernel $1/(1 - \xi z)$ is at most $1/|1 - \alpha|$.

3.3. Regularizations of singular kernels. Let $m : \mathbb{R}^d \to \mathbb{R}$ be a regularizer, i.e. a bounded function which is 0 in a neighborhood of 0 and 1 in a neighborhood of $\infty$. Define the regularized kernel $K_\varepsilon$ by $K_\varepsilon(x, y) = K(x, y)m((x - y)/\varepsilon)$. The regularized kernels $K_\varepsilon$ are in $L^2_{\text{loc}}(\mu \times \nu)$ so the regularized integral operators $T_\varepsilon$,

$$
T_\varepsilon f(x) := \int K_\varepsilon(x, y) f(y) d\mu(y)
$$

are well defined for bounded compactly supported $f$. In particular, if $m(x) = 1_{(1, \infty)}(|x|)$ then we get the classical truncation

$$
(3.3) \quad T_\varepsilon f(x) = \int_{|x - y| > \varepsilon} K(x, y) f(y) d\mu(y).
$$

If for $1 < p < \infty$ operators $T_\varepsilon : L^p(\mu) \to L^p(\nu)$ are uniformly bounded, then by taking w.o.t. limit point as $\varepsilon \to 0^+$ we conclude that $K$ is a kernel of a singular integral operator (in the sense of the axiomatic approach) with kernel $K$, acting $L^p(\mu) \to L^p(\nu)$.

It turns out that the converse statement is true, even in a stronger sense, if we assume that the measures $\mu$ and $\nu$ do not have common atoms. Namely, the following theorem holds, see [39, Proposition 2.12].

Theorem 3.2. Let a kernel $K$ be $L^p(\mu) \to L^p(\nu)$ restrictedly bounded, and assume that $\mu$ and $\nu$ do not have common atoms. Then for any regularizer $m \in C^\infty$ the regularized operators $T_\varepsilon$ are uniformly (in $\varepsilon$) bounded, $\|T_\varepsilon\|_{L^p(\mu) \to L^p(\nu)} \leq C(m) < \infty$.

Moreover, for all “interesting” kernels the $L^p(\mu) \to L^p(\nu)$ restricted boundedness implies the uniform boundedness of the classical truncations (3.3).

Without going into details, we just mention that the “interesting” kernels include kernel $1/(x - y)$, $x, y \in \mathbb{R}$ of the Hilbert transform, the kernel $(x - y)/|x - y|^\alpha$, $\alpha > 0$, $x, y \in \mathbb{R}^d$ of the generalized Riesz transform $R_\alpha$ in $\mathbb{R}^d$, the kernel $1/(z - w)$, $z, w \in \mathbb{C}$ of the Cauchy transform, the kernel $1/(z - w)^2$, $z, w \in \mathbb{C}$ of the Beurling–Ahlfors transform and many others.
Regularizations with smooth functions $m$ seem to be a more logical and convenient choice, than the classical one; for example if one starts with a Calderón–Zygmund kernel then after smooth regularizations the resulting kernel will still be a Calderón–Zygmund one with uniform estimates of the constants. However, the classical truncations are used most.

Remark. To define truncation of a kernel on the unit circle $\mathbb{T}$ we take the function $m$ on the line, $m \equiv 0$ in a neighborhood of 0 and $m \equiv 1$ in a neighborhood of $\infty$, and define functions $\tilde{m}_\varepsilon$ on $\mathbb{T}$ by

$$\tilde{m}_\varepsilon(e^{it}) = m(t/\varepsilon), \quad -\pi < t \leq \pi.$$ 

Then the regularized kernel $K_\varepsilon$ is defined as

$$K_\varepsilon(z, \xi) = K(z, \xi)\tilde{m}_\varepsilon(z/\xi), \quad z, \xi \in \mathbb{T}.$$ 

The regularized kernels on $\mathbb{T}^d$ are defined similarly, and the same results as in $\mathbb{R}^d$ holds in $\mathbb{T}^d$.

Remark 3.3. For singular integrals related to complex analysis there is another type of natural regularization. Namely for the kernel $K(x, y) = 1/(x - y)$ on $\mathbb{R}$ one can consider kernels

$$K_{\pm \varepsilon}(x, y) = 1/(x - y \pm i\varepsilon).$$

Similarly, for the kernel $K(z, \xi) = 1/(1 - \bar{\xi}z)$ on $\mathbb{T}$ define the regularized kernel

$$K_r(z, \xi) = 1/(1 - r\bar{\xi}z), \quad 0 \leq r < \infty \quad r \neq 1.$$ 

For these kernels Theorem 3.2 holds as well.

Now let us discuss the main ideas of the proofs.

3.4. First step: Schur multipliers. The first idea is very simple: we want to multiply a restrictedly bounded kernel by a function $M$ such that the resulting kernel is still restrictedly bounded.

Definition 3.4. We call a function $M(\cdot, \cdot)$ an $L^p(\mu) \to L^p(\nu)$ Schur multiplier if for any $L^p(\mu) \to L^p(\nu)$ restrictedly bounded kernel $K$ the kernel $KM$ is also $L^p(\mu) \to L^p(\nu)$ restrictedly bounded and

$$\|KM\|_{L^p(\mu) \to L^p(\nu)} \leq C\|K\|_{L^p(\mu) \to L^p(\nu)}.$$ 

The best constant $C$ in the above inequality is called the Schur norm of $M$.

Traditionally, Schur multipliers are defined with respect to the operator norm of the corresponding integral operators, or with respect to the Schatten–von-Neumann norm, but our definition is very close in spirit, so we use the same term.

Formally, our definition depends on $\mu$, $\nu$ and $p$, but we will construct “universal” multipliers, that work for all $\mu$, $\nu$ and $p$ with the same estimate on the Schur norm. They also are Schur multipliers with respect to the operator norm, as well as with respect to the Schatten–von-Neumann norms.

Thus, in what follows we will omit $L^p(\mu) \to L^p(\nu)$ and simply say Schur multiplier.
3.4.1. Constructing Schur multipliers via Fourier transform. We start with an elementary observation: the function \( M_a, M_a(x,y) := e^{-ia \cdot x} e^{ia \cdot y}, a, x, y \in \mathbb{R}^d \) is a Schur multiplier with the Schur norm 1 (as a product of two unimodular functions of one variable).

Averaging in \( a \) we get that if \( \sigma \) is a complex-valued measure of bounded variation and \( m = \hat{\sigma} \) is its Fourier transform,

\[
\hat{\sigma}(s) := \int_{\mathbb{R}^d} e^{-i s \cdot t} d\sigma(t)
\]

then the function \( M(x,y) = m(x - y) \) is a Schur multiplier with the Schur norm at most \( \text{var} \sigma \).

Note also that for \( m_\varepsilon(s) = m(s/\varepsilon) \) and the measure \( \sigma_\varepsilon \) defined by \( \sigma_\varepsilon(E) = \sigma(\varepsilon E) \) we have \( m_\varepsilon = \hat{\sigma}_\varepsilon \). Since \( \text{var} \sigma_\varepsilon = \text{var} \sigma \) we get that all the functions \( M_\varepsilon \)

\[
M_\varepsilon(x,y) = m_\varepsilon(x - y) = m((x - y)/\varepsilon)
\]

are Schur multipliers with the Schur norm estimated by \( \text{var} \sigma \).

Since a compactly supported \( C^\infty \) function is a Fourier transform of an \( L^1 \) function (it is a Fourier transform of a Schwartz class function), and 1 is trivially a Schur multiplier, we can conclude that functions \( M_\varepsilon, M_\varepsilon(x,y) = m((x - y)/\varepsilon) \) where \( m \) is the \( C^\infty \) regularizer defined in Section 3.3.

So we see that the regularized kernels \( K_\varepsilon \) obtained using smooth regularizers \( m \) are restrictedly bounded with the uniform (in \( \varepsilon \)) estimate on the restricted norm.

To get the corresponding result for the torus \( \mathbb{T}^d \) we just need to restrict the regularizers \( m_\varepsilon \) to the cube \((-\pi, \pi]^d\) and then map the cube to the torus via the standard map.

3.5. Cauchy type regularizations. Let us now discuss the Cauchy type regularizations (3.4), (3.5). For \( \rho(x) = 1_{[0,1]} e^{-x^2} \) define

\[
m(s) = 1 - \hat{\rho}(s) = \frac{s}{s - i}.\]

Then \( m_\varepsilon(s) = m(s/\varepsilon) = s/(s - i\varepsilon) \), and the functions \( M_\varepsilon(x,y) = m_\varepsilon(x - y) \) are Schur multipliers with Schur norm at most 2. Computing the regularized kernel we get

\[
K_\varepsilon(x,y) = \frac{1}{x - y} \frac{x - y}{x - y - i\varepsilon} = \frac{1}{x + i\varepsilon - y},
\]

so the kernels \( K_{+,\varepsilon} \) from (3.4) are uniformly restrictedly bounded.

Repeating the same reasoning with \( \rho(x) = 1_{(-\infty,0]} e^x \) we get the conclusion for \( K_{-,\varepsilon} \).

For the kernel (3.5) on \( \mathbb{T} \) we use the Fourier transform on \( \mathbb{Z} \). Namely, it is easy to show that if \( a \in \ell^1(\mathbb{Z}) \) and \( m(z) := \sum_{k \in \mathbb{Z}} a_k z^k, z \in \mathbb{T} \), then the function \( M \)

\[
M(z, \xi) = m(z/\xi) \quad z, \xi \in \mathbb{T}
\]

is a Schur multiplier with Schur bound at most \( ||a||_{\ell^1} \).

Then for \( 0 \leq r < 1 \) multiplying \( K(z, \xi) = 1/(1 - \overline{\xi} z) \) by

\[
m(z/\xi) = 1 + \sum_{n=1}^\infty (r^n - r^{n-1}) (\overline{z})^n = \frac{1 - \overline{z}}{1 - r\overline{z}}
\]

we at most double the restricted norm (because \( 1 + \sum_{n=1}^\infty |r^n - r^{n-1}| = 1 + r \leq 2 \)). So, for the kernel

\[
K(z, \xi) \cdot \frac{1 - \overline{z}}{1 - r\overline{z}} = \frac{1}{1 - r\overline{z}} = K_r(z, \xi), \quad r < 1
\]
we get for \( r < 1 \)
\[
(3.6) \quad [K]_{L^p(\mu) \to L^p(\nu)} \leq 2[K]_{L^p(\mu) \to L^p(\nu)}.
\]

For \( r > 1 \) we can write
\[
m(z/\xi) = \frac{1 - \xi z}{1 - r\xi z} = 1 - \sum_{n=1}^{\infty} (r^{-n} - r^{-(n+1)}) (\xi z)^{-n}.
\]

Noticing that \( 1 + \sum_{n=1}^{\infty} |r^{-n} - r^{-(n+1)}| = 1 + r^{-1} \leq 2 \) we see that in the case \( r > 1 \) (3.6) holds as well.

### 3.6. Final step: boundedness of the regularized operators.

**Theorem 3.5.** Let \( \mu \) and \( \nu \) be Radon measures in \( \mathbb{R}^d \) without common atoms. Assume that a kernel \( K \in L^2_{\text{loc}}(\mu \times \nu) \) is \( L^p(\mu) \to L^p(\nu) \) restrictedly bounded, with the restricted norm \( C \). Then the integral operator with \( T \) kernel \( K \) is a bounded operator \( L^p(\mu) \to L^p(\nu) \) with the norm at most \( 2C \).

Restricting the kernels to compact subsets exhausting \( \mathbb{R}^d \times \mathbb{R}^d \) one can easily reduce the proof to the case \( K \in L^2(\mu \times \nu) \) (globally, not locally). Then the idea of the proof is very simple. Taking bounded compactly supported functions \( f \) and \( g \) we can write
\[
\langle Tf, g \rangle_\nu = \int K(x, y)f(y)g(x)d\mu(y)d\nu(x).
\]

The main idea of the proof is to construct bounded functions \( f_n, g_n \) with separated compact supports such that \( f_n \to \frac{1}{2}f \) weakly in \( L^2(\mu) \), \( g_n \to \frac{1}{2}g \) weakly in \( L^2(\nu) \) and such that
\[
\limsup_{n \to \infty} \|f_n\|_{L^p(\mu)} \leq 2^{-1/p} \|f\|_{L^p(\mu)} , \quad \limsup_{n \to \infty} \|g_n\|_{L^p(\nu)} \leq 2^{-1/p'} \|g\|_{L^{p'}(\nu)}.
\]

Since the operator \( T \) is Hilbert–Schmidt, and so compact (as an operator \( L^2(\mu) \to L^2(\nu) \)) the weak convergence implies that
\[
\langle Tf_n, g_n \rangle_\nu \to \frac{1}{4} \langle Tf, g \rangle_\nu.
\]

Therefore, using (3.7) we get
\[
|\langle Tf, g \rangle| \leq \limsup_{n \to \infty} 4|\langle Tf_n, g_n \rangle| \leq 2C \|f\|_{L^p(\mu)} \|g\|_{L^{p'}(\nu)}.
\]

The main idea of the construction of the functions \( f_n \) and \( g_n \) is quite simple, at least for the absolutely continuous piece: we define \( f_n := 1_E_n, \ g_n := 1_F_n \) where \( E_n \) and \( F_n \) are separated “mesh like” subsets, that are well mixed, meaning that that for all dyadic cubes \( Q \) of size at least \( 2^{-n} \) the Lebesgue measure of the sets \( Q \cap E_n \) and \( Q \cap F_n \) is almost half (with relative error of say \( 2^{-n} \)) of the measure of \( Q \). Construction of such sets in for the Lebesgue measure is rather trivial and can be left as an exercise for the reader.

For the measures \( \mu \) and \( \nu \) without atoms the construction is almost the same, only the “well mixed” property is with respect to the measure \( \sigma = \mu + \nu \), meaning that for any dyadic cube \( Q \) of size at least \( 2^{-n} \) the measures \( \sigma(Q \cap E_n), \ \sigma(Q \cap F_n) \) are almost half of \( \sigma(Q) \) with relative error \( 2^{-n} \). It might not be immediately obvious how to construct such sets \( E_n, F_n \), but the construction is relatively simple and straightforward, see [39] for details.

The construction in the general case is just a bit more complicated. Namely, we first construct the sets \( E_n \) and \( F_n \) with respect to the continuous parts \( \mu_c, \nu_c \) of the measures
(making sure that the sets do not contain any atoms). Then we define \( f_n \) and \( g_n \) by adding to \( f1_{E_n} \) and \( g1_{F_n} \) the functions
\[
\frac{1}{2} \sum_{k=1}^{n} f(a_k) \delta_{a_k}, \quad \frac{1}{2} \sum_{k=1}^{n} g(b_k) \delta_{b_k}
\]
respectively, where \( a_k, b_k \) are atoms of \( \mu \) and \( \nu \) respectively. To make sure that the functions \( f_n \) and \( g_n \) have separated supports, we then just need to “shrink” the sets \( E_n, F_n \) by removing small discs around atoms. Again, the reader is referred to [39] for the details.

This idea of using “well mixed” set was exploited in [43] in the case of Lebesgue measure. It was later used in [38], where some of the results in this section were proved under the assumption that the singular parts of \( \mu \) and \( \nu \) are mutually singular.

The results in full generality were proved in [39], the reader should look there for full details.

4. Clark theory for rank one perturbations of unitary operators

4.1. Plan of the game. As we discussed above in Section 2.3, rank one unitary perturbations of a unitary operator \( U \) are parametrized by the formula (2.9). If in (2.9) we take \( |\alpha| < 1 \) (instead of \( |\alpha| = 1 \)) the resulting operator \( U_\alpha \) will be not a unitary, but only a contractive \( (\|U_\alpha\| \leq 1) \) operator.

If, as in Section 2.3 we assume by ignoring the trivial part that \( b \) is \(*\)-cyclic vector for \( U \), then for \( |\gamma| < 1 \) the operator \( U_\gamma = U + (\gamma - 1)bb^* \), \( b_1 = U^*b \) is a completely non-unitary \((c.n.u.)\) contraction. The term completely non-unitary means that there is no reducing (i.e. invariant for \( U_\gamma \) and \( U_\gamma^* \)) subspace on which \( U_\gamma \) acts unitarily.

A completely non-unitary contraction \( T \) is up to unitary equivalence determined by its so-called characteristic function \( \theta = \theta_T \), see the definition below. Namely, \( T \) is unitarily equivalent to its model \( M = M_\theta \), where \( M_\theta \) is a compression of the multiplication operator \( M_z \),
\[
M_\theta = P_\theta M_z |_{K_\theta};
\]
here \( K_\theta \) is a subspace of a generally vector-valued, and possibly weighted \( L^2 \) space on the unit circle, \( P_\theta = P_{K_\theta} \) is the orthogonal projection onto \( K_\theta \), and \( M_z \) is the multiplication by the independent variable \( z \), \( M_z f(z) = zf(z), z \in \mathbb{T} \).

So, we have two unitarily equivalent representations of the operator \( U_\gamma \), \( |\gamma| < 1 \): the representation
\[
U_\gamma = M_\xi + (\gamma - 1)bb^*_1, \quad b = 1, \quad b_1 = M_\xi^* 1
\]
in the spectral representation of \( U \) in \( L^2(\mu) \), where \( \mu \) is the spectral measure of \( U \) corresponding to the vector \( b \), and the representation as the model operator \( M_{\theta_\gamma} \) in the model subspace \( K_{\theta_\gamma} \).

The Clark theory describes the unitary operator providing this unitary equivalence, i.e. a unitary operator \( \Phi_{\gamma} : K_{\theta_\gamma} \to L^2(\mu) \) such that
\[
\Phi_{\gamma} M_{\theta_\gamma} = U_\gamma \Phi_{\gamma}.
\]
D. Clark in his original paper [15] described such operators for the particular case when \( \theta_\gamma \) is an inner function. He started with the model operator (unitarily equivalent to \( U_\gamma \), \( |\gamma| < 1 \) in our notation) in a particular case of inner characteristic function, described all its unitary rank one perturbations \( (U_\alpha, |\alpha| = 1 \) in our notation) and described the unitary operator between the model operator \( M_\theta \) and the spectral representation of \( U_\alpha \), \( |\alpha| = 1 \).
Translated to our language the fact that the characteristic function $\theta$ is inner means that the operator $U$ (and so all $U_\alpha$, $|\alpha| = 1$) have purely singular spectrum.

4.2. A functional model for a c.n.u. contraction. Let us recall the definition related to the functional model. For an operator $T$ acting in a separable Hilbert space we define the defect operators

$$D_T := (I - T^*T)^{1/2}, \quad D_{T^*} := (I - TT^*)^{1/2},$$

and the defect subspaces

$$\mathcal{D} = \mathcal{D}_T := \text{clo} \text{ ran} \ D_T, \quad \mathcal{D}_* = \mathcal{D}_{T^*} := \text{clo} \text{ ran} \ D_{T^*}.$$

The characteristic function $\theta = \theta_T$ of the operator $T$ is an analytic function $\theta = \theta_T \in H^\infty_{\mathcal{D} \rightarrow \mathcal{D}_*}$ whose values are bounded operators (in fact, contractions) acting from $\mathcal{D}$ to $\mathcal{D}_*$ defined by the equation

$$\theta_T(z) = (-T + zD_{T^*}(I - zT^*)^{-1}D_T) \big|_{\mathcal{D}}, \quad z \in \mathbb{D}. \tag{4.1}$$

Note that $T\mathcal{D} \subset \mathcal{D}_*$, so for $z \in D$ the above expression indeed can be interpreted as an operator from $\mathcal{D}$ to $\mathcal{D}_*$.

It is customary to assume that the characteristic function is defined up to constant unitary factors on the right and on the left, i.e. one considers the whole equivalence class consisting of functions $U\theta V$, where $U : \mathcal{D}_* \rightarrow E_*$ and $V : E \rightarrow \mathcal{D}$ are unitary operators and $E_*, E$ are Hilbert spaces of appropriate dimensions. The advantage of this point of view is that we are not restricted to using the defect spaces of $T$, but can work with arbitrary Hilbert spaces of appropriate dimensions.

Note, that the characteristic function (defined up to constant unitary factors) is a unitary invariant of a completely non-unitary contraction: any two such contractions with the same characteristic function are unitarily equivalent.

Note also, that given a characteristic function, any representative gives us a model, and there is a standard unitary equivalence between the model for different representatives.

Remark. Another way to look at a choice of a representative of a characteristic function is to pick orthonormal bases in the defect spaces and treat the characteristic function as a matrix-valued function (possibly of infinite size). The choice of the orthonormal bases is equivalent to the choice of the constant unitary factors.

In this paper by a functional model associated to an operator-valued function $\theta \in H^\infty_{E \rightarrow E_*}$, we understand the following: a model space $K_\theta$ is an appropriately constructed subspace of a (possibly) weighted space $L^2(E_* \oplus E, W)$ on the unit circle $\mathbb{T}$ with the operator-valued weight $W$. The model operator $\mathcal{M}_\theta$ is a compression of the multiplication operator $M_z$ onto $K_\theta$,

$$\mathcal{M}_\theta = P_\theta M_z \big|_{K_\theta}; \tag{4.2}$$

where $P_\theta = P_{K_\theta}$ is the orthogonal projection onto $K_\theta$.

All the functional models for the same $\theta$ are unitarily equivalent, so sometimes people interpret them as different transcriptions of one object.

As we already mentioned above, a completely non-unitary contraction with characteristic function $\theta$ is unitarily equivalent to its model $\mathcal{M}_\theta$.

On the other hand, for any purely contractive $\theta \in H^\infty_{E \rightarrow E_*}$, $\|\theta\|_\infty \leq 1$ the model operator $\mathcal{M}_\theta$ is a completely non-unitary contraction, with $\theta$ being its characteristic function. Thus, any such $\theta$ is a characteristic function of a completely non-unitary contraction.
4.2.1. Sz.-Nagy–Foiaş transcription. The Sz.-Nagy–Foiaş model (transcription) is probably the most used.

The model space $K_\theta$ is defined as a subspace of $L^2(E^* \oplus E)$ (non-weighted, $W(z) \equiv I$),

$$K_\theta = \left( \frac{H^2_{E^*}}{\text{clos } \Delta L^2_{E^*}} \right) \ominus \left( \frac{\theta}{\Delta} \right) H^2_E$$

where the defect $\Delta$ is given by

$$\Delta(z) := (1 - \theta(z)^* \theta(z))^{1/2}, \quad z \in \mathbb{T}.$$

(4.4)

If the characteristic function $\theta$ is inner, meaning that its boundary values are isometries a.e. on $\mathbb{T}$, then $\Delta \equiv 0$, so the lower “floor” of $K_\theta$ collapses and we get a simpler, “one-story” model subspace,

$$K_\theta = H^2(E^*) \ominus \theta H^2(E).$$

This subspace is probably much more familiar to analysts, especially when $\theta$ is a scalar-valued function.

The model operator $M$ is defined by (4.2) as the compression of the multiplication operator $M_z$ (also known as forward shift operator) onto $K_\theta$, and the multiplication operator $M_z$ is understood as the entry-wise multiplication by the independent variable $z$,

$$M_z \begin{pmatrix} g \\ h \end{pmatrix} = \begin{pmatrix} zg \\ zh \end{pmatrix}.$$

As we discussed above, the characteristic function $\theta$ is defined up to constant unitary factors on the right and on the left. But one has to be a bit careful here, because if $\tilde{\theta}(z) = U\theta(z)V$, where $U$ and $V$ are constant unitary operators, then the spaces $K_\theta$ and $K_{\tilde{\theta}}$ are different.

However, the map $U$

$$U \begin{pmatrix} g \\ h \end{pmatrix} = \begin{pmatrix} Ug \\ V^*h \end{pmatrix}$$

is the canonical unitary map transferring the model from one space to the other.

Namely, it is easy to see that $U$ is a unitary map from $H^2(E^*) \oplus \text{clos } \Delta L^2(E)$ onto $H^2(U E^*) \oplus \text{clos } \Delta L^2(V^*E)$, where $\Delta = \Delta_{\tilde{\theta}} = V^* \Delta V$. Moreover, it is not difficult to see that $UK_\theta = K_{\tilde{\theta}}$ and that $U$ commutes with the multiplication by $z$, so $U_\theta := U \left|_{K_\theta} \right.$ intertwines the model operators,

$$U_\theta M_\theta = M_{\tilde{\theta}} U_\theta.$$

4.2.2. de Branges–Rovnyak transcription. Let us present this transcription as it is described in [44]. Since the ambient space in this transcription is a weighted $L^2$ space with an operator-valued weight, let us recall that if $W$ is an operator-valued weight on the circle, i.e. a function whose values are self-adjoint non-negative operators in a Hilbert space $E$, then the norm in the space $L^2(W)$ is defined as

$$\|f\|_{L^2(W)} = \int_\mathbb{T} \langle W(z)f(z), f(z) \rangle_E \frac{|dz|}{2\pi}.$$

There are some delicate details here in defining the above integral if we allow the values $W(z)$ to be unbounded operators, but we will not discuss it here. In our case when the characteristic function is scalar-valued the values $W(z)$ are bounded self-adjoint operators on $\mathbb{C}^2$, and the definition of the integral is straightforward.
Let

\[ W_\theta(z) = \begin{pmatrix} I & \theta(z) \\ \theta(z)^* & I \end{pmatrix}. \]

The weight in the ambient space will be given by \( W = W_\theta^{-1}[1], \) \( W_\theta^{-1}[1](z) = (W_\theta(z))^{-1}[1] \) where \( A^{-1} \) stands for the Moore–Penrose inverse of the operator \( A. \) If \( A = A^* \) then \( A^{-1} \) is \( \mathbf{O} \) on \( \text{Ker} A \) and is equal to the left inverse of \( A \) on \( \text{Ran} A. \) The model space \( \mathcal{K}_\theta \) is defined as

\[ (4.5) \quad \mathcal{K}_\theta = \left\{ \begin{pmatrix} g_+ \\ g_- \end{pmatrix} : g_+ \in H^2(E_*), \ g_- \in H^2(E), \ g_- - \theta^* g_+ \in \Delta L^2(E) \right\}. \]

Remark 4.1. The original de Branges–Rovnyak model was initially described in \cite{17} using completely different terms. To give the definition from \cite{17} we need to recall the notion of a Toeplitz operator. For \( \varphi \in L^\infty_{E=E*}, \) the Toeplitz operator \( T_\varphi : H^2(E) \to H^2(E_*) \) with symbol \( \varphi \) is defined by

\[ T_\varphi f := P_+ (\varphi f), \quad f \in H^2(E). \]

The (preliminary) space \( \mathcal{H}(\theta) \subset H^2(E_*) \) is defined as a range \( (I - T_\theta T_\theta^*)^{1/2} H^2(E) \) endowed with the range norm (the minimal norm of the preimage).

Let the involution operator \( J \) on \( L^2(\mathbb{T}) \) be defined as

\[ J f(z) = \bar{f}(\bar{z}). \]

Following de Branges–Rovnyak \cite{17} define the model space \( \mathcal{D}(\theta) \) as the set of vectors

\[ \begin{pmatrix} g_1 \\ g_2 \end{pmatrix} : g_1 \in \mathcal{H}(\theta), \ g_2 \in H^2(E), \text{ such that } z^n g_1 - \theta P_+ (z^n J g_2) \in \mathcal{H}(\theta) \ \forall n \geq 0, \]

and such that

\[ \left\| \begin{pmatrix} g_1 \\ g_2 \end{pmatrix} \right\|^2_{\mathcal{D}(\theta)} \equiv \lim_{n \to \infty} \left( \left\| z^n g_1 - \theta P_+ (z^n J g_2) \right\|_{\mathcal{H}(\theta)}^2 + \left\| P_+ (z^n J g_2) \right\|_{\mathcal{H}(\theta)}^2 \right) < \infty. \]

It might look surprising, but it was proved in \cite{45} that the operator \( \begin{pmatrix} g_+ \\ g_- \end{pmatrix} \mapsto \begin{pmatrix} g_+ \\ J g_- \end{pmatrix} \) is a unitary operator between the described above model space \( \mathcal{K}_\theta \) in the de Branges–Rovnyak transcription and the model space \( \mathcal{D}(\theta). \)

4.3. Model for the operator \( U_\gamma. \) For the perturbations \( U_\gamma, |\gamma| < 1 \) the functional model can be computed explicitly.

The defect operators are computed to be

\[ D_{U_\gamma} = (I - U_\gamma^* U_\gamma)^{1/2} = (1 - |\gamma|^2)^{1/2} b b^*, \]

\[ D_{U_\gamma^*} = (I - U_\gamma U_\gamma^*)^{1/2} = (1 - |\gamma|^2)^{1/2} b b^* \]

and the defect spaces are

\[ \mathcal{D} = \mathcal{D}_{U_\gamma} = \text{span}\{b_1\} \quad \text{and} \quad \mathcal{D}_* = \mathcal{D}_{U_\gamma^*} = \text{span}\{b\}. \]

Note that the defect spaces are one-dimensional, so the characteristic function \( \theta = \theta_\gamma \) is a scalar-valued function. We already mentioned above that \( \theta \in H^\infty, \left\| \theta \right\|_\infty < 1. \) Note also that the defect spaces do not depend on \( \gamma. \)
The characteristic function $\theta_\gamma$ of $U_\gamma$ can be computed in terms of Cauchy type transforms. For a (possibly complex-valued) measure $\tau$ on $\mathbb{T}$ and $\lambda \notin \mathbb{T}$ define the Cauchy type transforms $R$, $R_1$ and $R_2$ by

$$R\tau(\lambda) := \int_{\mathbb{T}} \frac{d\tau(\xi)}{1 - \xi \lambda}, \quad R_1\tau(\lambda) := \int_{\mathbb{T}} \frac{\xi \lambda d\tau(\xi)}{1 - \xi \lambda}, \quad R_2\tau(\lambda) := \int_{\mathbb{T}} \frac{1 + \xi \lambda d\tau(\xi)}{1 - \xi \lambda}.$$  

If we pick $b_1$ and $b_2$ to be the basis vectors in the corresponding defect spaces, then the characteristic function $\theta_\gamma$ of the operator $U_\gamma$, $|\gamma| < 1$ is given by

$$\theta_\gamma(\lambda) = -\gamma + \frac{(1 - |\gamma|^2)R_1\mu(\lambda)}{1 + (1 - \gamma)R_1\mu(\lambda)} = \frac{(1 - \gamma)R_2\mu(\lambda) - (1 + \gamma)}{(1 - \gamma)R_2\mu(\lambda) + (1 + \gamma)}, \quad \lambda \in \mathbb{D}.$$  

Note that the formulas for $\theta_0$ ($\gamma = 0$) are especially simple. And $\theta_0$ is related to $\theta_\gamma$ by a fractional transformation:

$$\theta_\gamma = \frac{\theta_0 - \gamma}{1 - \gamma \theta_0} \quad \text{or equivalently} \quad \theta_0 = \frac{\theta_\gamma + \gamma}{1 + \gamma \theta_\gamma}.$$  

To compute the characteristic function one can use the definition (4.1) of the characteristic function with $U_\gamma$ instead of $T$ and the inversion formula (2.2). Namely, writing

$$I - z U_\gamma^* = (I - z U^*) (I - z(\overline{\gamma} - 1)(I - z U^*)^{-1} b_1 b^*)$$

and applying the inversion formula (2.2) we get denoting $\beta = \gamma - 1$

$$(I - z U_\gamma^*)^{-1} = \left( I + \frac{1}{z\beta(I - z U^*)^{-1} b_1 b^*} \right) (I - z U^*)^{-1}.$$  

In the spectral representation of $U$ in $L^2(\mu)$ the operator $(I - z U^*)^{-1}$ is the multiplication by the function $1/(1 - \overline{\xi} z)$, $b \equiv 1$, $b_1(\xi) \equiv \xi$, so the above inverse can be explicitly computed. Then standard algebraic manipulations lead to the formulas (4.7) for the resolvent.

A different way of computing the characteristic function for finite rank perturbations can be found in [22].

We point out that if the measure $\mu$ is purely singular (with respect to the Lebesgue measure), then the functions $\theta_\gamma$ are inner ($|\theta_\gamma| = 1$ a.e. on $\mathbb{T}$). In this case the model is especially simple, the model space consists of scalar functions, and that is the case treated by the original Clark theory.

However, in our case, $\mu$ is an arbitrary probability measure, so the characteristic functions can be non-inner, and the model is more complicated: the model space consists of vector-valued functions (with values in $\mathbb{C}^2$).

4.4. Preliminaries about Clark operator. Recall that our goal is to describe a Clark operator, i.e. a unitary operator (non-uniqueness is discussed in the next paragraph) that realizes unitary equivalence between $U_\gamma$ and $\mathcal{M}_{\theta_\gamma}$. Namely, we want to find a unitary operator $\Phi_\gamma : \mathcal{K}_{\theta_\gamma} \to L^2(\mu)$ such that

$$\Phi_\gamma \mathcal{M}_{\theta_\gamma} = U_\gamma \Phi_\gamma,$$  

Let us discuss what freedom do we have in choosing such an operator. Clearly, $\Phi_\gamma$ maps defect spaces of $\mathcal{M}_\gamma$ to the corresponding defect spaces of $U_\gamma$. Therefore, $\Phi^*_\gamma b$ and $\Phi^*_\gamma b_1$ must be unit vectors in $\mathcal{D}_{\mathcal{M}_\gamma}$ and $\mathcal{D}_{\mathcal{M}_{\theta_\gamma}}$ respectively.
We say that the unit vectors \( c \in \mathcal{D}_{\mathcal{M}_0^*} \) and \( c_1 \in \mathcal{D}_{\mathcal{M}_0} \) agree if there exists a unitary map \( \Phi_\gamma : \mathcal{K}_{\theta_\gamma} \to L^2(\mu) \) satisfying (4.9) such that
\[
\Phi_\gamma^* b = c, \quad \Phi_\gamma^* b_1 = c_1.
\]
If \( \gamma = 0 \) and \( \mu \) is the Lebesgue measure, then it is not hard to see that \( \theta_\gamma \equiv 0 \). It is also easy to see that in this case, any two unit vectors \( c \in \mathcal{D}_{\mathcal{M}_0^*} \) and \( c_1 \in \mathcal{D}_{\mathcal{M}_0} \) agree.

Otherwise, if either \( \gamma \neq 0 \) or \( \mu \) differs from the Lebesgue measure, then for any unit vector \( c \in \mathcal{D}_{\mathcal{M}_0^*} \) there exist a unique vector \( c_1 \in \mathcal{D}_{\mathcal{M}_0} \) which agrees with \( c \); for details see Proposition 2.9 of [37]. That means the operator \( \Phi_\gamma \) is unique up to a multiplicative unimodular constant \( \alpha \in \mathbb{T} \); in particular, if we fix a unit vector \( c \in \mathcal{D}_{\mathcal{M}_0^*} \) then the condition \( \Phi_\gamma c = b \) uniquely determines the Clark operator \( \Phi_\gamma \).

In the trivial case when \( \mu \) is the normalized Lebesgue measure and \( \gamma = 0 \) the Clark operator \( \Phi_\gamma \) can be easily constructed via elementary means, so in what follows we will ignore this case.

4.5. A “universal” representation formula for the adjoint of the Clark operator.

An explicit computation of the defect spaces of the compressed shift operator \( \mathcal{M}_0 \) yields that in the Sz.-Nagy–Foiaş transcription
\[
\mathcal{D}_{\mathcal{M}_0^*} = \text{span}\{c\}, \quad \mathcal{D}_{\mathcal{M}_0} = \text{span}\{c_1\},
\]
where
\[
\begin{align*}
(4.10) \quad c(z) &:= (1 - |\theta(0)|^2)^{-1/2} \begin{pmatrix} 1 - \overline{\theta(0)}\theta(z) \\ -\theta(0)\Delta(z) \end{pmatrix}, \\
(4.11) \quad c_1(z) &:= (1 - |\theta(0)|^2)^{-1/2} \begin{pmatrix} z^{-1}(\theta(z) - \theta(0)) \\ z^{-1}\Delta(z) \end{pmatrix},
\end{align*}
\]
where \( \Delta := (1 - |\theta|^2)^{1/2} \).

Moreover, the vectors \( c \) and \( c_1 \) are of unit length and agree. Note also that it follows from (4.7) that \( \theta_\gamma(0) = -\gamma \), so the above formulas can be further simplified.

The following theorem describes the adjoint \( \Phi_\gamma^* \) of the Clark operator. Note that the intertwining relation (4.9) can be rewritten as
\[
\Phi_\gamma^* U_\gamma = \mathcal{M}_{\theta_\gamma} \Phi_\gamma^*.
\]

**Theorem 4.2** (A “universal” representation formula; Theorem 3.1 of [37]). Let \( \theta_\gamma \) be a characteristic function (one representative) of \( U_\gamma \), \( |\gamma| < 1 \), and let \( \mathcal{K}_{\theta_\gamma} \) and \( \mathcal{M}_\gamma = \mathcal{M}_{\theta_\gamma} \) be the model subspace and the model operator respectively. Assume that the unit vectors \( c = c^\gamma \in \mathcal{D}_{\mathcal{M}_0^*} \), \( c_1 = c_1^\gamma \in \mathcal{D}_{\mathcal{M}_0} \) agree. Let \( \Phi_\gamma^* : L^2(\mu) \to \mathcal{K}_{\theta_\gamma} \) be the unitary operator satisfying
\[
\Phi_\gamma^* U_\gamma = \mathcal{M}_{\theta_\gamma} \Phi_\gamma^*;
\]
and such that \( \Phi_\gamma^* b = c^\gamma \), \( \Phi_\gamma^* b_1 = c_1^\gamma \).

Then for all \( f \in C^1(\mathbb{T}) \)
\[
(4.12) \quad \Phi_\gamma^* f(z) = A_\gamma(z)f(z) + B_\gamma(z) \int \frac{f(\xi) - f(z)}{1 - \overline{\xi}z} \, d\mu(\xi)
\]
where \( A_\gamma(z) = c^\gamma(z), \quad B_\gamma(z) = c^\gamma(z) - zc_1^\gamma(z) \).
Idea of the proof. To some extent we mirror the proof of Theorem 2.6. However, several miracles occur (beyond the fact that we are now dealing with the vector-valued setting of the model space makes the computations are more cumbersome):

Again, we begin with the intertwining relation $\Phi_\gamma^* U_\gamma = M_{\theta_0} \Phi_\gamma^*$ and evaluate the projection of the model operator

$$M_{\theta_0} = M_z - z c_1^\gamma(c_1^\gamma)^* - \theta_0(0)c_1^\gamma(c_1^\gamma)^* = M_z + (\gamma c^\gamma - z c_1^\gamma)(c_1^\gamma)^*.$$  \hfill (4.13)

We notice that the model operator $M_{\theta_0}$ on $K_\theta$ is a rank one perturbation of the unitary $M_z$, and the operator $U_\gamma$ on $L^2(\mu)$ is a rank one perturbation of the unitary $U_1$ (multiplication by the independent variable). So we expect that the commutator $\Phi_\gamma^* U_1 - M_z \Phi_\gamma^*$ is at most of rank 2. But in fact, it turns out to be of rank one!

Indeed, the intertwining relation $\Phi_\gamma^* U_\gamma = M_{\theta_0} \Phi_\gamma^*$ can be rewritten as

$$\Phi_\gamma^* U_1 + (\gamma - 1)c^\gamma b_1^\gamma = M_z \Phi_\gamma^* + (\gamma c^\gamma - c_1^\gamma)b_1^\gamma.$$  \hfill (4.14)

(here we used that $\Phi_\gamma^* b = c^\gamma$ and $(c_1^\gamma)^* \Phi_\gamma^* = (\Phi_\gamma c_1^\gamma)^* = b_1^\gamma$), and therefore

$$\Phi_\gamma^* U_1 = M_z \Phi_\gamma^* + (c^\gamma - z c_1^\gamma)b_1^\gamma.$$  \hfill (4.15)

From here, we proceed in analogy to the proof of 2.6 to obtain a formula for $\Phi_\gamma^* \xi^n$.

The formula for $\Phi_\gamma^* \bar{\xi}^n$ cannot be computed by simply taking the formal adjoint of the commutation relation (4.14). This is due to the fact that in general $z c_1^\gamma \notin K_\theta$. Instead we compute the adjoint of the model operator in analogy to (4.13)

$$M_{\theta_0}^* = M_{\bar{\gamma}}^* - M_{\bar{\gamma}} z c_1^\gamma(c_1^\gamma)^* - \bar{\theta}(0)c_1^\gamma(c_1^\gamma)^* = M_{\bar{\gamma}}^* + (\bar{\gamma} c_1^\gamma - M_{\bar{\gamma}} c_1^\gamma)(c_1^\gamma)^*.$$  \hfill (4.16)

We find ourselves in the lucky situation that the formulas for $\Phi_\gamma^* \xi^n$ and $\Phi_\gamma^* \bar{\xi}^n$ turn out to be the same. \hfill (4.17)

In the Sz.-Nagy–Foiaş transcription we derive concrete formulas. For $\gamma = 0$ we have $\theta_0(0) = 0$ and by (4.8) we obtain $\theta_0(0) = -\gamma$. With this, the vector-valued functions $A_\gamma(z)$ and $B_\gamma(z)$ in the universal representation formula (4.12) evaluate to

$$A_\gamma(z) = c^\gamma(z) = (1 - |\gamma|^2)^{-1/2} \left( 1 + \frac{\bar{\gamma} \theta_0(z)}{\bar{\gamma} \Delta_\gamma(z)} \right) \left( \frac{(1 - |\gamma|^2)^{1/2}}{1 - \bar{\gamma} \theta_0(z)} \right) \left( \frac{\bar{\gamma} \Delta_\gamma(z)}{|1 - \bar{\gamma} \theta_0(z)|} \right),$$  \hfill (4.15)

$$B_\gamma(z) = c^\gamma(z) - z c_1^\gamma(z) = (1 - |\gamma|^2)^{-1/2} \left( 1 + \frac{\bar{\gamma} \theta_0(z) - \gamma}{\bar{\gamma} - 1} \Delta_\gamma(z) (1 - \bar{\gamma} \theta_0(z)) \right) \left( \frac{(1 - |\gamma|^2)^{1/2} (1 - \theta_0(z)) / (1 - \bar{\gamma} \theta_0(z))}{(\bar{\gamma} - 1) \Delta_0(z) / |1 - \bar{\gamma} \theta_0(z)|} \right),$$  \hfill (4.16)

where $\Delta_\gamma = (1 - |\theta_\gamma|^2)^{1/2}$.

4.6. Singular integral operators and a representation for $\Phi_\gamma^*$ in the Sz.-Nagy–Foiaş transcription. In this section we get a representation of $\Phi_\gamma^*$ adapted to the Sz.-Nagy–Foiaş transcription, similar to the representations given in Theorem 2.5.

We first note that for $v(\xi) = |B_\gamma(\xi)|^2$ the kernel $K(z, \xi) = 1/(1 - \bar{\xi} z)$ is an $L^2(\mu) \rightarrow L^2(v)$ restrictedly bounded kernel, see Definition 3.1. Indeed, taking $C^1$ functions $f$ and $g$ with separated compact supports we get that

$$(\mathcal{V}_\gamma f, g) = \int_{\mathbb{T}} \frac{B(z) f(\xi), g(z)}{1 - \bar{\xi} z} \mu(d\rho_0(\xi)) \frac{|dz|}{2\pi}.$$  \hfill (4.17)
and standard approximation reasoning extend this formula to all bounded functions with separated supports. But that means that the vector-valued kernel\(^1\) \(B_{r}(z)/(1-\xi z)\) is a kernel of a singular integral operator \(L^{2}(\mu) \rightarrow L^{2}\) with norm 1, and so it is \(L^{2}(\mu) \rightarrow L^{2}\) restrictedly bounded (with restricted norm at most 1).

A standard renormalization argument then implies the \(L^{2}(\mu) \rightarrow L^{2}(\nu)\) restricted boundedness of the scalar kernel \(1/(1-\xi z)\).

Therefore, as we discussed in Section 3, see Theorem 3.2 and Remark 3.3, the regularized operators \(T_{r}\) with kernel \(K_{r}(z,\xi) = 1/(1-\xi z)\) are uniformly bounded operators \(L^{2}(\mu) \rightarrow L^{2}(\nu)\), so the operators \(B_{r}T_{r}\) are uniformly bounded \(L^{2}(\mu) \rightarrow L^{2}\).

On the other hand, the boundary values of the Cauchy transform \(R\) (defined in (4.6)) exist a.e. with respect to Lebesgue measure by the classical theory of Hardy spaces; it is easier than for the operators \(V_{\alpha}\), since we do not need a.e. convergence with respect to a singular measure here.

In combination with the uniform bounds we can see the existence of weak operator topology limit

\[
T_{\pm} := \text{w.o.t.-} \lim_{r \to 1^{\pm}} T_{r}.
\]

Note also that \(T_{\pm}\) can be defined as a.e. limits, \(T_{\pm}f = \lim_{r \to 1^{\pm}} T_{r}f\).

**Theorem 4.3.** Operator \(\Phi_{\gamma}^{*}\) can be represented in the Sz.-Nagy–Foiaş transcription as

\[
(1 - |\gamma|^{2})^{1/2} \Phi_{\gamma}^{*} f = \left( \begin{array}{c}
0 \\
(\bar{\gamma} - \bar{\gamma} - 1)T_{+}1 + \Delta_{\gamma}
\end{array} \right) f + \left( \begin{array}{c}
(1 + \gamma \theta_{\gamma})/T_{+}1 \\
(\bar{\gamma} - 1)\Delta_{\gamma}
\end{array} \right) T_{+} f
\]

\[
= \left( \begin{array}{c}
0 \\
\frac{1 - |\gamma|^{2}}{|1 - \bar{\gamma} \theta_{\gamma}|} T_{+}1 \cdot \Delta_{0}
\end{array} \right) f + \left( \begin{array}{c}
\frac{1 - |\gamma|^{2}}{1 - \bar{\gamma} \theta_{\gamma}} \cdot \frac{1}{1 - |\gamma|^{2}} \Delta_{0}
\end{array} \right) T_{+} f
\]

for \(f \in L^{2}(\mu)\).

As expected this formula reduces to the normalized Cauchy transform for \(\gamma = 0\) and inner functions \(\theta_{\gamma}\). To see this, we notice that the second component collapses as \(\Delta(z) = (1 - |\theta(z)|^{2})^{1/2} = 0\) Lebesgue a.e. on \(\mathbb{T}\), and that \(T_{+} f / T_{+}1\) is equal to the normalized Cauchy transform.

**Idea of the proof.** For smooth functions \(f\) we replace the term \(1 - \bar{\xi} z\) in the denominator of (4.12) by \(1 - r \xi z\) and take the limit as \(r \to 1^{-}\). We obtain the same formula (4.12). Since we also have weak convergence of the operators we have

\[
(T_{+} f)(z) - f(z)(T_{+} 1)(z) = \int_{\mathbb{T}} \frac{f(\xi) - f(z)}{1 - \bar{\xi} z} d\mu(\xi), \quad z \in \mathbb{T}.
\]

We extend the operator by continuity to all of \(L^{2}(\mu)\) and derive

(4.17) \[T_{+} 1 = 1/(1 - \theta_{0})\]

from (4.6) through (4.8). Technical computations then yield the desired formula. \(\square\)

Interestingly, similar arguments show that

(4.18) \[T_{-} 1 = -\bar{\theta}_{0}/(1 - \theta_{0}).\]

\(^1\)We did not discuss singular integral operators with vector-valued kernels, but the extension of the theory presented in Section 3 to the case of kernels with values in \(\mathbb{R}^{d}\) or \(\mathbb{C}^{d}\) is trivial and we omit it.
4.7. Representing $\Phi^*$ in the de Branges–Rovnyak transcription. We translate the formula in the latter Theorem 4.3 from the Sz.-Nagy–Foiaş transcription to the de Branges–Rovnyak transcription, rather than starting from the universal representation formula in Theorem 4.2. This strategy seemed less cumbersome as we circumvent having to re-do much of the subtle work of regularizing singular integral operators. Also, we found it refreshing to understand the connection between the transcriptions.

By virtue of the definition of the Sz.-Nagy–Foiaş model space $K_\theta$, see (4.3), a function

$$g = \begin{pmatrix} g_1 \\ g_2 \end{pmatrix} \in \begin{pmatrix} H^2 \\ \overline{\text{clos}} \Delta L^2 \end{pmatrix}$$

is in $K_\theta$ if and only if

$$(4.19) \quad g_- := \overline{\theta} g_1 + \Delta g_2 \in H^2 := L^2(\mathbb{T}) \ominus H^2.$$

Note, that knowing $g_1$ and $g_-$ one can restore $g_2$ on $\mathbb{T}$:

$$g_2 \Delta = g_- - g_1 \overline{\theta}.$$

The equality $(4.19)$ means that the pair $g_+ = g_1$ and $g_-$ belongs to the de Branges–Rovnyak space, see (4.5). It is also not hard to check that the norm of the pair $(g_1, g_-)$ in the Branges–Rovnyak space (i.e. in the weighted space $L^2(W)$, $W = W_{\theta}^{-1}$, see Subsection 4.2.2) coincides with the norm of the pair $(g_1, g_2)$ in the Sz.-Nagy–Foiaş space (i.e. in non-weighted $L^2$). Indeed, we have

$$\begin{pmatrix} g_1 \\ g_- \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ \overline{\theta} & \Delta \end{pmatrix} \begin{pmatrix} g_1 \\ g_2 \end{pmatrix}.$$

Let $B$ be a “Borel support” of $\Delta$, i.e. the set where one of the representatives from the equivalence class of $\Delta$ is different from 0. A direct computation shows that for

$$W_\theta = \begin{pmatrix} 1 & \theta \\ \overline{\theta} & 1 \end{pmatrix}$$

we have a.e. on $\mathbb{T}$

$$\begin{pmatrix} 1 & \theta \\ 0 & \Delta \end{pmatrix} W_{\theta}^{-1} \begin{pmatrix} 1 & 0 \\ \overline{\theta} & \Delta \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & 1_B \end{pmatrix},$$

which gives the desired equality of the norms. (Here $1_B$ denotes the characteristic function of $B$.)

Note that functions in $H^2_-$ admit analytic continuation to the exterior of the unit disc, so a function in $K_\theta$ is determined by the boundary values of two functions $g_1$ and $g_-$ analytic in $\mathbb{D}$ and $\text{ext}(\overline{\mathbb{D}})$ respectively.

Since the first component of a function in the Branges–Rovnyak space is the same as in the Sz.-Nagy–Foiaş space and by virtue of Theorem 4.3 we immediately know

$$(4.20) \quad g_+(z) = g_1(z) = \frac{(1 - |\gamma|^2)^{1/2}}{1 - \overline{\gamma} \theta_0} \frac{T_+ f}{T_+ 1},$$

where $T_+$ was defined in the paragraph prior to Theorem 4.3.

The second component $g_- = g_2^\gamma$ is analytic on $\text{ext}(\overline{\mathbb{D}})$. Therefore, we do need to return to the universal representation formula. After some reformulation we observe.
Theorem 4.4 (Theorem 5.5 of [37]). Let \( \mu \) be not the Lebesgue measure. Then the function 
\( g_\gamma = g_\gamma^\gamma \) is given by

\[
(4.21) \quad g_\gamma = (1 - |\gamma|^2)^{-1/2} (\bar{\theta}_\gamma + \gamma) \frac{T^- f}{T^- f} = \frac{(1 - |\gamma|^2)^{1/2} \bar{\theta}_0}{1 - \gamma \bar{\theta}_0} \frac{T^- f}{T^- f}.
\]

4.8. Formulas for \( \Phi_\gamma \). A representation of the Clark operator \( \Phi_\gamma \) is given in terms of the components \( g_+ \) and \( g_- \) of a vector in the de Branges–Rovnyak transcription. This formula is given piecewise. For a function \( f \in L^2(\mu) \) we denote by \( f_a \) and \( f_s \) its “absolutely continuous” and “singular” parts, respectively. Formally, \( f_s \) and \( f_a \) can be defined as Radon–Nikodym derivatives \( f_s = d(f\mu)_a/d\mu_a, \ f_a = d(f\mu)_s/d\mu_s \).

Let \( w \) denote the absolutely continuous part of \( d\mu \), i.e. \( w = d\mu/\mu \in L^1 \).

Theorem 4.5. Let \( g = \left( \begin{array}{c} g_+ \\ g_- \end{array} \right) \in \mathcal{K}_{\theta_\gamma} \) (in the de Branges–Rovnyak transcription) and let \( f \in L^2(\mu), \ f = \Phi_\gamma g \). Then

1. the non-tangential boundary values of the function

\[
\begin{align*}
1 - \bar{\gamma} & \frac{1 - |\gamma|^2)^{1/2} g_+(z)}{(1 - |\gamma|^2)^{1/2} g_+(z)}, \quad z \in \mathbb{D}
\end{align*}
\]

exist and coincide with \( f_s \mu_s \)-a.e. on \( T \).

2. for the “absolutely continuous” part \( f_a \) of \( f \)

\[
(1 - |\gamma|^2)^{1/2} w f_a = \frac{1 - \bar{\gamma} \theta_0}{1 - \theta_0} g_+ + \frac{1 - \gamma \bar{\theta}_0}{1 - \theta_0} g_-
\]
a.e. on \( T \).

We provide the idea of the proof. First consider statement (2). By taking the limit as \( r \to 1 \) in \( T_r f - T_{1/r} f \) we prove the Fatou type result [37, Lemma 5.6]:

\[
T_+ f - T_- f = w f \quad \text{a.e. on} \ T
\]
(with respect to the Lebesgue measure) for all \( f \in L^2(\mu) \). Together with (4.18) and (4.17) we can use the representations (4.20) and (4.21) for \( g_+ \) and \( g_- \) to see the desired result for the absolutely continuous part.

Statement (1) uses Poltoratskii’s theorem [47, Theorem 2.7].

4.9. Clark operator for other \( \alpha, \ |\alpha| = 1 \). Consider the Clark operator \( \Phi_{\alpha, \gamma} : \mathcal{K}_{\theta_\gamma} \to L^2(\mu_\alpha) \), where \( \mu_\alpha, \ |\alpha| = 1 \) is the spectral measure corresponding to the cyclic vector \( b \) of the unitary operator \( U_\alpha \). Operator \( \Phi_{\alpha, \gamma} \) is a unitary operator, which intertwines the model operator \( \mathcal{M}_{\theta_\alpha} \) and the c.n.u. contraction \( (U_\gamma)_\alpha \) which is the operator \( U_\gamma \) in the spectral representation of the operator \( U_\alpha \).

We deduce everything from the results we already obtained. First, let us write the c.n.u. contraction \( U_\gamma, \ |\gamma| < 1 \) as a rank one perturbation of the unitary operator \( U_\alpha, \ |\alpha| = 1 \):

\[
U_\gamma = U + (\gamma - 1) bb_1^* = U + (\alpha - 1) bb_1^* + (\gamma - \alpha) bb_1^* = U_\alpha + (\gamma/\alpha - 1) bb_1^*,
\]

where \( \bar{b}_1 = \bar{\alpha} \theta_1 \).

From now we can just read off the results for \( \alpha \in \mathbb{T} \) from the results we already proved (for \( \alpha = 1 \)).
But to be consistent, we need the operators $\Phi_{*\alpha,\gamma}^{\ast}$ to agree. First we need them to the same model spaces, so let us fix the model spaces to be the ones we got for the case $\alpha = 1$. Second, we want them to be consistent with respect to the operators $\mathcal{V}_\alpha$ from Section 2.3:

(4.22)  
\[ \Phi_{*\alpha,\gamma}^{\ast} = \Phi_{\gamma}^{\ast}\mathcal{V}_\alpha^{\ast}. \]

Then an appropriately interpreted “universal” representation formula (Theorem 4.2) gives us a formula for $\Phi_{*\alpha,\gamma}^{\ast}$.

Namely, in the spectral representation of $U_\alpha$ the c.n.u. contraction $U_\gamma$ is given by

(4.23)  
\[ M_\xi + (\gamma/\alpha - 1)b^\alpha(b_1^\alpha)^*, \]

where $b^\alpha = \mathcal{V}_\alpha b, b_1^\alpha = \mathcal{V}_\alpha \overline{b}_1 = \mathcal{V}_\alpha b_1$, which yields $b^\alpha = 1, b_1^\alpha(\xi) \equiv \overline{\xi}, \xi \in \mathbb{T}$. Notice that

\[ c_{\alpha,\gamma}^{\ast} = \Phi_{*\alpha,\gamma}^{\ast}b^\alpha = \Phi_{\gamma}^{\ast}\mathcal{V}_\alpha^{\ast}b^\alpha = \Phi_{\gamma}^{\ast}b = c_\gamma^{\ast}, \]

and that

\[ c_1^{\alpha,\gamma} = \Phi_{*\alpha,\gamma}^{\ast}b_1^\alpha = \Phi_{\gamma}^{\ast}\mathcal{V}_\alpha^{\ast}b_1^\alpha = \Phi_{\gamma}^{\ast}b_1 = \Phi_{\gamma}^{\ast}c_1^{\gamma}. \]

Therefore, to get the formula for $\Phi_{*\alpha,\gamma}^{\ast}$ with $\Phi_{*\alpha,\gamma}^{\ast}b^\alpha = c_\gamma^{\ast}$ (i.e. such that $\Phi_{*\alpha,\gamma}^{\ast}1 = c_\gamma^{\ast}$) one just has to replace in (4.12) $\mu$ by $\mu_\alpha$, and $c_1^{\gamma}$ by $\overline{\alpha}c_1^{\gamma}$ ($c_\gamma^{\ast}$ remains the same). Note, that as long as $c_\gamma^{\ast}$ and $c_1^{\gamma}$ are computed, the parameter $\gamma$ does not appear in (4.12).

Now let us get the representations in the Sz.-Nagy–Foiaş and de Branges–Rovnyak transcriptions. One of the ways to get the formula for $\Phi_{*\alpha,\gamma}^{\ast}$ would be to take the “universal formula” above and then repeat the proofs of Theorem 4.3 and of Theorem 4.4.

But the there is a simpler (in our opinion) way, that allows us to get the result with almost no computations: one just have to “translate” Theorems 4.3, 4.4 to the spectral representation of $U_\alpha$.

In both these theorems the characteristic function and the parameter $\gamma$ are included explicitly, so we need to see how they change when we move to the spectral representation of $U_\alpha$.

If we want to apply know formulas (4.7), they give us the characteristic function $\theta_{\gamma/\alpha}^{\alpha}$ of the operator (4.23) with $b_1^\alpha$ and $b^\alpha$ taken for the basis vectors in the corresponding defect subspaces.

So, by replacing $\mu$ with $\mu_\alpha$ and $\gamma$ with $\gamma/\alpha$ in (4.7) and (4.4) we get the characteristic function and the defect given by

\[ \theta_{\gamma/\alpha}^{\alpha} = \overline{\alpha}\theta_\gamma, \quad \text{and} \quad \Delta_{\gamma,\alpha} = \Delta_\gamma. \]

Substituting these functions to (4.15) and replacing $\gamma$ there by $\gamma/\alpha$ we get a representation formula for the adjoint of the Clark operator mapping $L^2(\mu_\alpha) \to \mathcal{K}_{\overline{\alpha}\theta_\gamma}$ in Sz.-Nagy–Foiaş transcription,

(4.24)  
\[ (1 - |\gamma|^2)^{1/2}\Phi_{*\alpha,\gamma}^{\ast}f = \left( \begin{array}{c} 0 \\ (\gamma/\overline{\alpha} - (\gamma/\overline{\alpha} - 1)T_\gamma^{\alpha})\Delta_\gamma \\ \frac{1 - |\gamma|^2}{|1 - \overline{\gamma}\theta_\gamma|}T_\gamma^{\alpha} \end{array} \right)f + \left( \begin{array}{c} 0 \\ \frac{1 - |\gamma|^2}{|1 - \overline{\gamma}\theta_\gamma|}T_\gamma^{\alpha} \end{array} \right)T_\gamma^{\alpha}T_\gamma^{\alpha}f, \]

where we let $T_\gamma^{\alpha}f$ denote the non-tangential boundary values of $Rf(\mu_\alpha)(z), z \in \mathbb{D}$.

But the above formula is not yet the formula we are looking for! To get it we applied Theorem 4.3 with $\mu_\alpha$ instead of $\mu$ and $\theta_{\gamma/\alpha}^{\alpha} = \overline{\alpha}\theta_\gamma$ instead of $\theta_\gamma$. But that means that the result in the right hand side there belongs to $\mathcal{K}_{\overline{\alpha}\theta_\gamma}$. So the the above expression is an absolutely
correct formula giving the representation of the operator $\Phi_{\alpha,\gamma}^*$ in the model space $\mathcal{K}_{\theta}$; that is why we used $\tilde{\Phi}_{\alpha,\gamma}$ and not $\Phi_{\alpha,\gamma}$ there.

To get the representation with the model space $\mathcal{K}_{\theta}$, we notice that the map
\[ \begin{pmatrix} g_1 \\ g_2 \end{pmatrix} \mapsto \begin{pmatrix} g_1 \\ \overline{\alpha} g_2 \end{pmatrix} \]
is a unitary map from $\mathcal{K}_{\tilde{\theta}}$ onto $\mathcal{K}_{\theta}$. Moreover, it maps the defect vector $c$ given by equation (4.10) for the space $\mathcal{K}_{\tilde{\theta}}$ to the corresponding defect vector $c$ for the space $\mathcal{K}_{\theta}$. Therefore, to obtain the representation formula for $\Phi_{\alpha,\gamma}^*$ we need to multiply the bottom entries in (4.24) by $\overline{\alpha}$, which gives us

**Theorem 4.6.** Operator $\Phi_{\alpha,\gamma}^*$ can be represented in the Sz.-Nagy–Foiaş transcription as

\[
(1 - |\gamma|^2)^{1/2}\Phi_{\alpha,\gamma}^* f = \begin{pmatrix} 0 \\ (\overline{\gamma} - (\overline{\gamma} - \overline{\alpha})T_\alpha^\gamma 1) \Delta_\gamma \end{pmatrix} f + \begin{pmatrix} (1 + \overline{\gamma} \theta)/T_\alpha^\gamma 1 \\ (\overline{\gamma} - \overline{\alpha}) \Delta_\gamma \end{pmatrix} T_\alpha^\gamma f
\]

\[
= \begin{pmatrix} 0 \\ (\overline{\alpha}^{-1 - \overline{\gamma} \theta_0}/T_\alpha^\gamma 1 + 1 \cdot \Delta_0 \end{pmatrix} f + \begin{pmatrix} 1 - |\gamma|^2 \overline{\gamma} \theta_0 /T_\alpha^\gamma 1 \\ (\overline{\gamma} - \overline{\alpha})(1 - |\gamma|^2)^{1/2} \Delta_0 \end{pmatrix} T_\alpha^\gamma f.
\]

5. Few remarks about Clark theory for the dissipative case

Consider a family of rank one perturbations similar to Section 2, but with perturbation parameter $\alpha \in \mathbb{C}_+ := \{z \in \mathbb{C} : \text{Im } z > 0\}$. In other words, in the spectral representation of $A$ (with respect to the cyclic vector $\varphi$ and spectral measure $\mu = \mu^\varphi$) we study the family of perturbations given by

\[ A_\alpha = M_t + \alpha (\cdot, 1)_{L^2(\mu)} 1 \text{ on } L^2(\mu) \text{ with } \alpha \in \mathbb{C}_+. \]

Recall that we consider the extended class of form bounded rank one perturbations. In the spectral representation this condition is equivalent to

\[ \int_{\mathbb{R}} \frac{d\mu(t)}{1 + |t|} < \infty. \]

Without going into details on the definition of the perturbation in this case, we just say that one of the ways is to use the resolvent formula (2.3).

While there is no “canonical” model for the dissipative operator, a widely accepted way is to construct the model for the Cayley transform $T_\alpha = (A_\alpha - i I)(A_\alpha + i I)^{-1}$.

So, let us compute $T_\alpha$, introducing some notation along the way.

Denote by $\tilde{U}$ the Cayley transform of $A = A_0, \tilde{U} = (A - i I)(A + i I)^{-1}$. Using the resolvent formula (2.3) and denoting

\[ \tilde{b} := \|(A + i I)^{-1} \varphi\|^{-1}(A + i I)^{-1} \varphi, \quad \tilde{b}_1 := \|(A - i I)^{-1} \varphi\|^{-1}(A - i I)^{-1} \]

we can write

\[ T_\alpha = \tilde{U} \gamma = \tilde{U} + (\gamma - 1) \tilde{b}(l_1)^*, \]

where

\[ \gamma = \gamma(\alpha) = \frac{1 + \alpha Q}{1 + \alpha \overline{Q}}, \quad Q = ((A + i I)^{-1} \varphi, \varphi) = \int_{\mathbb{R}} \frac{d\mu(s)}{s + i}. \]

If we denote

\[ F(z) := \int_{\mathbb{R}} \frac{d\mu(s)}{s - z}, \]
we get that $Q = F(-i) = \overline{F(i)}$.

Note also that $||b|| = ||b_1|| = 1$ and $b_1 = \tilde{U}^* b$. It is obvious that $\gamma(\alpha) \in \mathbb{T}$ for $\alpha \in \mathbb{R}$. Since $\text{Im} Q < 0$, we conclude that $\gamma(\alpha) \in \mathbb{D}$ for $\text{Im} \alpha > 0$. Thus $T_\alpha$ is a contractive rank one perturbation of the unitary operator $\tilde{U}$. Under our assumptions about cyclicity of $\varphi$, one can easily see that $b$ is a $*$-cyclic vector for $\tilde{U}$, so $\tilde{U}$ is unitarily equivalent to the multiplication $U = M_\xi$ by the independent variable $\xi$ in $L^2(\mu_\tau)$, where $\mu_\tau$ is the spectral measure of $\tilde{U}$ corresponding to the vector $b$.

Let us fix some notation: for $\gamma = \gamma(\alpha)$ given by (5.1) we denote $\tilde{U}_\gamma = \tilde{T}_\alpha$, and by $U_\gamma = T_\alpha$ we denote the representation of the same operator in $L^2(\mu_\tau)$. In other words, we use $T$ in conjunction with the parameter $\alpha \in \mathbb{C}_+$ and $\tilde{U}$ in conjunction with the parameter $\gamma = \gamma(\alpha) \in \mathbb{D}$; also we use $\tilde{\cdot}$ for the operators in $L^2(\mu)$, and $T$ and $\tilde{U}$ act in $L^2(\mu_\tau)$.

The spectral measure $\mu_\tau$ of $\tilde{U}$ is easily computed. Namely, if $\omega$ denotes the standard conformal map from $\mathbb{C}_+$ to $\mathbb{D}$ (and from $\mathbb{R}$ to $\mathbb{T}$),

$$\omega(z) := \frac{z - i}{z + i}, \quad \omega^{-1}(\xi) = \frac{1 + \xi}{1 - \xi},$$

then one can easily see that

$$\mu_\tau := \tilde{\mu} \circ \omega^{-1}, \quad \text{where } d\tilde{\mu}(x) = \frac{1}{P} \cdot \frac{d\mu(x)}{1 + x^2};$$

here by $\tilde{\mu} \circ \omega^{-1}$ we mean that $\tilde{\mu} \circ \omega^{-1}(E) = \tilde{\mu}(\omega^{-1}(E)), E \subset \mathbb{T}$, and $P := \int_{\mathbb{R}} \frac{d\mu(t)}{1 + t^2}$.

5.1. **What is the model for the dissipative case?** As we mentioned above, it is customary for dissipative operator to consider for the model the model for its Cayley transform. Using formulas (4.7) with $\mu_\tau$ for $\mu$, and the above description of $\mu_\tau$ we can write a characteristic function $\theta_\gamma$, $\gamma = \gamma(\alpha)$.

However, since our original objects live on the real line (in $L^2(\mu)$), it is natural to consider the model also to be a space of functions on the real line. The standard unitary mapping $\Omega : L^2(\mathbb{T}) \to L^2(\mathbb{R})$,

$$\Omega f(x) := \frac{1}{\sqrt{\pi}(x + i)} f \circ \omega(x)$$

maps $H^2(\mathbb{D})$ onto $H^2(\mathbb{C}_+)$ and so $H^2(\mathbb{D})$ onto $H^2(\mathbb{C}_+)$. So if we use $\Omega^{-1}$ to transfer the model space $K_\theta$ to the space of functions on $\mathbb{R}$, the model space on the real line in Sz.-Nagy–Foiaş and the de Branges–Rovnyak transcriptions will be defined exactly the same way as the model space on the circle.

The multiplication $M_\omega$ by the function $\omega$ on $\mathbb{R}$ corresponds to the multiplication by $\xi$ on $\mathbb{T}$.

Note also that $(\pi/P)^{1/2} \Omega$ is a unitary operator $L^2(\mu_\tau) \to L^2(\mu)$ and that the map $f \mapsto f \circ \omega$ maps $L^2(\mu_\tau) \to L^2(\mu)$ unitarily.

5.1.1. **Characteristic function in the half-plane.** Let us now compute the characteristic function for $A_\alpha$. For $\gamma = \gamma(\alpha)$ defined by (5.1) let $\theta_\gamma$ be the characteristic function of $T_\alpha$ computed with respect to the vectors $\tilde{b}_1$ and $\tilde{b}$. Let

$$\Theta_\alpha = \tilde{\theta}_\gamma := \theta_\gamma \circ \omega$$

be the transfer of $\theta_\gamma$ from the disc to the half-plane; note that we use capital $\Theta$ in conjunction with the parameter $\alpha \in \mathbb{C}_+$. 

Let us now transfer the Cauchy type integrals (4.6) to $\mathbb{C}_+$. For $w \in \mathbb{C}_+$ let $\lambda = \omega(w)$. Then

**Lemma 5.1.** We have

\[
\begin{align*}
R\mu_T(\lambda) &= \int_T \frac{d\mu_T(\xi)}{1 - \xi \lambda} = \frac{1}{2i\pi} \int_\mathbb{R} \left[ \frac{1}{x - w} - \frac{1}{x + i} \right] d\mu_\mathbb{R}(x) =: \tilde{R}_\mu(w), \\
R_1\mu_T(\lambda) &= \int_T \frac{\xi \lambda d\mu_T(\xi)}{1 - \xi \lambda} = \frac{1}{2i\pi} \int_\mathbb{R} \left[ \frac{1}{x - w} - \frac{1}{x - i} \right] d\mu_\mathbb{R}(x) =: \tilde{R}_1\mu(w), \\
R_2\mu_T(\lambda) &= \int_T \frac{1 + \xi \lambda}{1 - \xi \lambda} d\mu_T(\xi) = \frac{1}{i\pi} \int_\mathbb{R} \left[ \frac{1}{x - w} - \frac{1}{x^2 + 1} \right] d\mu_\mathbb{R}(x) =: \tilde{R}_2\mu(w).
\end{align*}
\]

Using formulas (4.7) for the disc we can write the characteristic functions as

\[
\bar{\theta}_\gamma(\lambda) = -\gamma + \frac{(1 - |\gamma|^2)\tilde{R}_1\mu(\lambda)}{1 + (1 - \overline{\gamma})\tilde{R}_1\mu(\lambda)} = \frac{(1 - \gamma)\tilde{R}_2\mu(\lambda) - (1 + \gamma)}{(1 - \gamma)\tilde{R}_2\mu(\lambda) + (1 + \gamma)}, \quad \lambda \in \mathbb{C}_+.
\]

Note that the formulas for $\bar{\theta}_0$ ($\gamma = 0$, equivalently $\alpha = -1/\overline{\gamma} = -1/F(i)$) are especially simple. And $\bar{\theta}_0$ is related to $\bar{\theta}_\gamma$ by a fractional transformation:

\[
\bar{\theta}_\gamma = \frac{\bar{\theta}_0 - \gamma}{1 - \overline{\theta}_0} \quad \text{or equivalently} \quad \bar{\theta}_0 = \frac{\bar{\theta}_\gamma + \gamma}{1 + \overline{\theta}_\gamma}.
\]

**5.1.2. Model and defect vectors in the half-plane.** Recall that the model operator $M_{\bar{\theta}_\gamma}$ is the compression of the multiplication operator $M_\omega$ by the function $\omega$,

\[
M_{\bar{\theta}_\gamma} f := P_{K_{\bar{\theta}_\gamma}} M_\omega f, \quad f \in K_{\bar{\theta}_\gamma}.
\]

Let us compute defect subspaces of $M_{\bar{\theta}_\gamma}$.

Considering vectors $c = c^\gamma$ and $c_1 = c_1^\gamma$ defined by (4.10), (4.11) with $\mu_T$ instead of $\mu$, define $\tilde{c} := c \circ \omega, \tilde{c}_1 := c_1 \circ \omega, \tilde{\Delta} := \Delta \circ \omega = 1 - |\bar{\theta}_0|^2$. Computing we get in the Sz.-Nagy–Foiaș transcription

\[
\begin{align*}
\tilde{c}(z) &= \left(1 - |\bar{\theta}_\gamma(i)|^2\right)^{-1/2} \left(1 - \bar{\theta}_\gamma(i)\bar{\theta}_\gamma(z)\right), \\
\tilde{c}_1(z) &= \left(1 - |\bar{\theta}_\gamma(i)|^2\right)^{-1/2} \left(\omega(z)^{-1} \left(\bar{\theta}_\gamma(z) - \bar{\theta}_\gamma(i)\right)\right).
\end{align*}
\]

Then the defect subspaces $\mathcal{D}_{M_{\bar{\theta}_\gamma}}^+$ and $\mathcal{D}_{M_{\bar{\theta}_\gamma}}^-$ of $M_{\bar{\theta}_\gamma}$ are spanned by the vectors

\[
\frac{\tilde{c}(z)}{\sqrt{\pi}(z + i)}, \quad \frac{\tilde{c}_1(z)}{\sqrt{\pi}(z + i)}
\]

and these vectors agree.

**5.2. Representations of the adjoint Clark operator in the half-plane.** Using these formulas we can transfer the universal representation formula given by Theorem 4.2 from the unit circle $\mathbb{T}$ to the real line $\mathbb{R}$. For a function $f$ on the real line $\mathbb{R}$ define $\tilde{f}$ by

\[
\tilde{f}(x) := (x + i) \cdot f(x).
\]

and let $f_T := \tilde{f} \circ \omega^{-1}$. Then we can easily transfer Theorem 4.2 from the disc $\mathbb{D}$ to the half-plane $\mathbb{C}_+$. 
To simplify the notation let us assume that the measure $\mu$ is Poisson normalized, i.e. that

$$P := \int_{\mathbb{R}} \frac{d\mu(x)}{x^2 + 1} = 1.$$ 

Formulas for the general case $P \neq 1$ can be then obtained if one notice that the map $f \mapsto P^{1/2}f$ is a unitary map $L^2(\mu) \to L^2(\mu/P)$.

5.2.1. A universal representation formula.

**Theorem 5.2** (A “universal” representation formula for dissipative perturbations). Let the measure $\mu$ be Poisson normalized ($P = 1$). Let $\tilde{\theta}_\gamma$ be the characteristic function of $T_\alpha = U_\gamma$, $|\gamma| < 1$, computed with respect to the vectors $\tilde{b}_1$ and $\tilde{b}$ (note that $\tilde{\theta}_\gamma$ is given by (5.5)). Let $K_{\tilde{\theta}_\gamma}$ and $M_\gamma = M_{\tilde{\theta}_\gamma}$ be the model subspace and the model operator respectively. Let $\tilde{\Phi}^*_\gamma : L^2(\mu) \to K_{\tilde{\theta}_\gamma}$ be the unitary operator satisfying

$$\tilde{\Phi}^*_\gamma U_\gamma = M_{\tilde{\theta}_\gamma} \tilde{\Phi}^*_\gamma,$$

and such that $\tilde{\Phi}^*_\gamma \tilde{b}(z) = \tilde{c}(z)/(\sqrt{\pi}(z + i))$, $\tilde{\Phi}^*_\gamma \tilde{b}_1(z) = \tilde{c}_1(z)/(\sqrt{\pi}(z + i))$.

Then for all compactly supported $f \in C^1(\mathbb{R})$

$$\sqrt{\pi}(z + i)\tilde{\Phi}^*_\gamma f(z) =$$

$$= \tilde{A}_\gamma(z)\tilde{f}(z) + \tilde{B}_\gamma(z) \int \left( \tilde{f}(s) - \tilde{f}(z) \right) \frac{1}{2i} \left[ \frac{1}{s - z} - \frac{1}{s + i} \right] d\mu(s)$$

where $\tilde{A}_\gamma(z) = \tilde{c}(z)$, $\tilde{B}_\gamma(z) = \tilde{c}(z) - \omega(z)\tilde{c}_1(z)$.

5.2.2. A representation formula in the Sz.-Nagy–Foiaş transcription. For a measure $\mu$ on the real line define $T_+ f$ to be the non-tangential boundary values of the function

$$\tilde{R} f \mu(z) = \frac{1}{2iP} \int_{\mathbb{R}} f(s) \left[ \frac{1}{s - z} - \frac{1}{s + i} \right] d\mu(s), \quad \text{Im} z > 0,$$

and let $T^1_+ f$ be the non-tangential boundary values of

$$\tilde{R}^1 f \mu(z) := \frac{1}{2iP} \int_{\mathbb{R}} \frac{f(s) d\mu(s)}{s - z}, \quad \text{Im} z > 0;$$

the non-tangential boundary values exist a.e. with respect to the Lebesgue measure by classical result about boundary values of the functions in the Hardy spaces $H^p$.

**Theorem 5.3.** Let $\mu$ be Poisson normalized, $P = 1$. The operator $\tilde{\Phi}^*_\gamma$ can be represented in the Sz.-Nagy–Foiaş transcription as

$$\sqrt{\pi}(1 - |\gamma|^2)^{1/2} \tilde{\Phi}^*_\gamma f = \begin{pmatrix} 0 \\ (\tilde{\gamma} - (\tilde{\gamma} - 1) T_+ 1) \tilde{\Delta}_\gamma \end{pmatrix} f + \begin{pmatrix} (1 + \tilde{\gamma} \tilde{\theta}_\gamma) / T_+ 1 \\ (\tilde{\gamma} - 1) \Delta_\gamma \end{pmatrix} T^1_+ f$$

$$= \begin{pmatrix} 0 \\ \frac{1 - |\gamma|^2}{|1 - \tilde{\gamma} \theta_0|} T_+ 1 \cdot \tilde{\Delta}_0 \end{pmatrix} f + \begin{pmatrix} \frac{1 - |\gamma|^2}{|1 - \tilde{\gamma} \theta_0|} T^1_+ 1 \\ (\tilde{\gamma} - 1) \frac{1 - |\gamma|^2}{|1 - \tilde{\gamma} \theta_0|} \Delta_0 \end{pmatrix} T^1_+ f$$

for $f \in L^2(\mu)$.

The same recipe as above gives the representation in the de Branges–Rovnyak transcription, and a formula for the Clark operator $\Phi_\gamma$. 
The Cauchy transform
J.A. Cima, A.L. Matheson, and W.T. Ross,
Unitary equivalence modulo the trace class for self-adjoint operators
Instability of dense point spectrum under finite rank perturbations
A.Ya. Gordon,
Localization at large disorder and at extreme energies: An elementary derivation, Comm. Math. Phys. 157 (1993), no. 2, 245–278.
A.B. Aleksandrov,
Multiplicity of boundary values of inner functions, Izv. Akad. Nauk Armany. SSR Ser. Math. 22 (1987), no. 5, 490–503, 515.
A.B. Aleksandrov, A.B. Aleksandrov,
Inner functions and related spaces of pseudocontinuable functions, Zap. Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI) 170 (1989), Issled. Linein Oper. Teorii Funktsii. 17, 7–33, 321; translation in J. Soviet Math. 63 (1993), no. 2, 115–159.
A.B. Aleksandrov,
The existence of angular boundary values for pseudocontinuable functions, Zap. Nauchn. Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI) 222 (1995), Issled. po Linein Oper. i Teor. Funktsii. 23, 5–17, 307; translation in J. Math. Soc. New York 87 (1997), no. 5, 3781–3787.
A.B. Aleksandrov,
Isometric embeddings of covariant subspaces of the shift operator, Zap. Nauchn. Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI) 232 (1996), Issled. po Linein Oper. i Teor. Funktsii. 24, 5–15, 213; translation in J. Math. Sci. (New York) 92 (1998), no. 1, 3543–3549.
A.B. Aleksandrov,
The maximum principle for pseudocontinuable functions. (Russian) Zap. Nauchn. Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI) 217 (1994), Issled. po Linein Oper. i Teor. Funktsii. 22, 16–25, 218; translation in J. Math. Sci. (New York) 85 (1997), no. 2, 1767–1772.

P.W. Anderson,
Absence of Diffusion in Certain Random Lattices. Phys. Rev., 109 (1958), 1492–1505.
M. Anshelevich,
Bochner-Pearson-type characterization of the free Meixner class. Adv. in Appl. Math., 46 (2011), 25–45 (special issue in honor of Dennis Stanton).

M. Anshelevich,
Two-state free Brownian motions. J. Funct. Anal., 260 (2011), 541–565.
J.A. Ball,
Factorization and model theory for contraction operators with unitary part, Mem. Amer. Math. Soc. 13 (1978), no. 198, iv+68 pp.
R.W. Carey and J.D. Pincus,
Unitary equivalence modulo the trace class for self-adjoint operators, Amer. J. Math. 98 (1976), no. 2, 481–514.
J.A. Cima, A.L. Matheson, and W.T. Ross,
The Cauchy transform, Mathematical Surveys and Monographs, vol. 125, American Mathematical Society, Providence, RI, 2006.
D.N. Clark,
One dimensional perturbations of restricted shifts, J. Anal. Math., 25 (1972), 169–191.
L. de Branges,
Hilbert spaces of entire functions, Prentice-Hall, Inc., Englewood Cliffs, N.J., 1968.
L. de Branges and J. Rovnyak,
Canonical models in quantum scattering theory, Perturbation Theory and its Applications in Quantum Mechanics (Proc. Adv. Sem. Math. Res. Center, U.S. Army, Theoret. Chem. Inst., Univ. of Wisconsin, Madison, Wis., 1965), Wiley, New York, 1966, pp. 295–392.
R. Del Rio, S. Fuentes, and A. Poltoratskii,
Coexistence of spectra in rank-one perturbation problems, Bol. Soc. Mat. Mexicana (3) 8 (2002), no. 1, 49–61.
R. Del Rio and N. Makarov, and B. Simon,
Operators with singular continuous spectrum. II. Rank one operators, Comm. Math. Phys. 165 (1994), no. 1, 59–67.
W. Donoghue,
On the perturbation of spectra, Comm. Pure Appl. Math., 18 (1965), 559–576.
R.G. Douglas, C. Liaw,
A geometric approach to finite rank unitary perturbations, Indiana Univ. Math. J. 62 (2013) no. 1, 333–354.
J. Fröhlich, T. Spencer,
Absence of Diffusion in the tight binding model for large disorder of low energy, Commun. Math. Phys., 88, (1983), 151–184.
F. Germinet, A. Klein, and J.H. Schenker,
Dynamical delocalization in random Landau Hamiltonians, Ann. of Math. (2) 166 (2007), no. 1, 215–244.
F. Ghribi, P.D. Hislop, and F. Klopp,
Localization for Schrödinger operators with random vector potentials, 447 (2007), 123–138.
A.Ya. Gordon,
Instability of dense point spectrum under finite rank perturbations, Comm. Math. Phys. 187 (1997), no. 3, 583–595.
[52] M. Stoiciu, *Poisson Statistics for Eigenvalues: From Random Schrödinger Operators to Random CMV Matrices*, CRM Proc. Lecture Notes, 42, Amer. Math. Soc., Providence, RI (2007), 465–475.

[53] B. Sz.-Nagy, C. Foiaş, H. Bercovici, and L. Kérchy, *Harmonic analysis of operators on Hilbert space*, second ed., Universitext, Springer, New York, 2010. Original edition: B. Sz.-Nagy and C. Foiaş, *Analyse harmonique des opérateurs de l’espace de Hilbert*, Masson et Cie, Paris, 1967. Translated from the French and revised, North-Holland Publishing Co., Amsterdam, 1970.

[54] C. Sundberg, Private communication and presentation at the conference “Waves and Spectra” in January 2011.

[55] H. Weyl, *Über gewöhnliche Differentialgleichungen mit Singularitäten und die zugehörigen Entwicklungen willkürlicher Funktionen*, Math. Ann., 68 (1910), no. 2, 220–269.

[56] *Random Schrödinger operators: Universal Localization, Correlations, and Interactions*, Conference report (for the conference held in April 2009 at the Banff International Research Station).

CASPER and DEPARTMENT OF MATHEMATICS, BAYLOR UNIVERSITY, ONE BEAR PLACE #97328, WACO, TX 76798, USA

E-mail address: Constanze_Liaw@baylor.edu

URL: http://sites.baylor.edu/constanze_liaw/

DEPARTMENT OF MATHEMATICS, BROWN UNIVERSITY, 151 THAYER STR./BOX 1917, PROVIDENCE, RI 02912, USA

E-mail address: treil@math.brown.edu

URL: http://www.math.brown.edu/~treil