A Complex Multiphase DLA Associated with a Compact Group at $z = 2.431$ Traces Accretion, Outflows, and Tidal Streams
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ABSTRACT

As part of our program to identify host galaxies of known $z = 2 – 3$ Mg\textsc{ii} absorbers with the Keck Cosmic Web Imager (KCWI), we discovered a compact group giving rise to a $z = 2.431$ DLA with ultra-strong Mg\textsc{ii} absorption in quasar field J234628+124859. The group consists of four star-forming galaxies within $8 – 28$ kpc and $v \sim 40 – 340$ km s$^{-1}$ of each other, where tidal streams are weakly visible in deep HST imaging. The group geometric centre is $D = 25$ kpc from the quasar ($D = 20 – 40$ kpc for each galaxy). Galaxy G1 dominates the group ($1.66L_{\odot}$, SFR\textsubscript{FUV} = 11.6 M\textsubscript{\odot} yr\textsuperscript{-1}) while G2, G3, and G4 are less massive ($0.1 – 0.3L_{\odot}$, SFR\textsubscript{FUV} = 1.4 – 2.0 M\textsubscript{\odot} yr\textsuperscript{-1}). Using a VLT/UVES quasar spectrum covering the H\textsc{i} Lyman series and metal lines such as Mg\textsc{ii}, Si\textsc{ii}, and C\textsc{iv}, we characterised the kinematic structure and physical conditions along the line-of-sight with cloud-by-cloud multiphase Bayesian modeling. The absorption system has a total log($N$(H\textsc{i})/cm$^{-2}$) = 20.53 and an $N$(H\textsc{i})-weighted mean metallicity of log($Z/Z_{\odot}$) = −0.68, with a very large Mg\textsc{ii} linewidth of $\Delta v \sim 700$ km s$^{-1}$. The highly kinematically complex profile is well-modelled with 30 clouds across low and intermediate ionisation phases with values $13 \leq \log(N$(H\textsc{i})/cm$^{-2}$) $\leq 20$ and $–3 \leq \log(Z/Z_{\odot}) \leq 1$. Comparing these properties to the galaxy properties, we infer a wide range of gaseous environments, including metal-rich outflows, metal-poor IGM accretion, and tidal streams from galaxy–galaxy interactions. This diversity of structures forms the intra-group medium around a complex compact group environment at the epoch of peak star formation activity. Surveys of low redshift compact groups would benefit from obtaining a more complete census of this medium for characterising evolutionary pathways.
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1 INTRODUCTION

Galaxies evolve by accreting metal-poor gas from the intergalactic medium (IGM), processing that gas into stars in the interstellar medium (ISM), ejecting metal-rich gas into the surrounding circumgalactic medium (CGM) via outflows, and later re-accreting the increasingly metal-rich gas from the CGM to form more stars. This transfer of gas between the IGM, ISM, and CGM, known as the baryon cycle, regulates the star formation activity within a galaxy, determining its evolutionary path from star-forming to quiescent depending on the content and properties of each of these reservoirs (e.g. Oppenheimer & Davé 2008; Lilly et al. 2013; and reviews by Tumlinson et al. 2017; Péroux & Howk 2020). Low redshift surveys of the CGM using quasar absorption lines have demonstrated that this reservoir contains over half of the baryonic mass in galaxies, which makes it a significant source of star-forming material and a key regulator of galaxy evolution (e.g. Peeples et al. 2014; Werk et al. 2014). The CGM is arguably most influential at $z = 2 – 3$ (“Cosmic Noon”) when the global star formation rate density peaks and galaxies are most actively building up their mass (Madau & Dickinson 2014). The rates of accretion onto and outflows from galaxies are both predicted to be at their greatest during this epoch (Steidel et al. 2010; Rupke 2018; van de Voort et al. 2011).

The vast majority of quasar absorption line work connecting the CGM to the host galaxies has focused on “typical” CGM absorbers (e.g. (partial-)Lyman Limit Systems, pLLS/LLS, $16.2 < \log(N$(H\textsc{i})/cm$^{-2}$) $< 19.0$) at low redshift. However, the physical mechanisms and environments giving rise to
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some of the more rare systems such as damped Lyα absorbers (DLAs; log(N(HI)/cm$^{-2}$) > 20.3) and ultra-strong Mg II systems ($W_r(2796)$ $\gtrsim$ 3 Å) are still not well-characterised, especially at Cosmic Noon. These systems likely trace the interface between the CGM and ISM since absorption strength generally anti-correlates with impact parameter (e.g. Chen et al. 2001; Nielsen et al. 2013a; Kacprzak et al. 2013) and may present more extreme tests of gas flows and feedback processes because of their very large velocity widths (e.g. Bond et al. 2001) that are greater than are found with more typical systems. DLAs are expected to trace large amounts of neutral H I in and near galaxies (for a review, see Wolfe et al. 2005) but searches for high redshift DLA host galaxies often result in non-detections (for a summary, see Krogager et al. 2017). The galaxy counterparts for the highest metallicity DLAs are often found, but this is not the case for low metallicity DLAs with $[Zn/H] < -1.0$. This suggests that DLAs follow a DLA metallicity–galaxy mass/luminosity relationship, where more metal-poor DLAs are hosted by less massive/luminous galaxies that are below typical survey sensitivities. In the local Universe, de Blok et al. (2018) created deep HI emission maps around the M81 galaxy triplet (including starburst M82), where they found large HI linewidths. They suggested that the superposition of outflow and tidal stream components in the system could explain the linewidths of DLAs at higher redshifts, so high redshift DLA host searches should also explore the large-scale environment (Mackenzie et al. 2019).

Ultra-strong Mg II absorbers, which have $W_r(2796)$ $> 3$ Å and extremely large velocity spreads of $\Delta v$ $\approx$ 200–1000 km s$^{-1}$ that cannot be explained by large column densities, can be a rare sub-class of DLAs (where $W_r(2796)$ and N(HI) are correlated with large scatter; Ménard & Chelouche 2009). Previous work examining the spectroscopically-confirmed host galaxies of four ultra-strong Mg II absorbers, all of which are located in group environments, suggested that the absorption arose from tidal interactions (Gauthier 2013), star formation-driven outflows (Nestor et al. 2011), or a merger-induced starburst (Rubin et al. 2010). The environments of these systems consist of several galaxies with low star formation rates at large impact parameters (≈ 40–250 kpc) or fewer galaxies (two within ≈ 60 kpc) that are starbursting. Another ultra-strong Mg II absorber was associated with a very low impact parameter ($D \approx 0.9$ kpc), presumably gas rich, compact dwarf galaxy that was likely undergoing a starburst (Noterdaeme et al. 2012). These latter authors used an observing strategy of three long-slit centred on the quasar, where they only fully surveyed the field out to ≈ 10 kpc, so they were not able to determine the environment of this galaxy. Additional information such as absorber metallicities and galaxy morphologies, which were not available for all of the literature systems, would have provided a more complete picture for interpreting the gas origins. The previous work also considered the absorption as a single structure along the line-of-sight when interpreting the gas origins. Simulations and recent photoionisation modelling methods now suggest that quasar absorption lines likely trace multiple structures along the line-of-sight (e.g. Churchill et al. 2015; Peeples et al. 2019; Zahedy et al. 2019a; Sameer et al. 2021, 2022; Marra et al. 2021) and it is likely that these ultra-strong systems are more extreme in the number and types of structures along the line-of-sight than the typical systems studied in the simulations and previous photoionisation modelling.

It is not surprising that many of these rare Mg II systems have been found in group environments since stronger equivalent widths and larger covering fractions out to larger distances have been observed in group environments than found around isolated galaxies (Chen et al. 2010; Bordoloi et al. 2011; Nielsen et al. 2018; Fosati et al. 2019; Hamanowicz et al. 2020; Dutta et al. 2020; Huang et al. 2021). Further characterising the kinematics of Mg II systems in loose groups, Nielsen et al. (2018) found more optical depth at higher velocity than in isolated systems, possibly a signature of an intragroup medium (IGrM) or the interactions between galaxies. A similar enhancement for small loose groups was found in C iv (Burchett et al. 2016) but O vi instead becomes weaker with lower covering fractions (Pointon et al. 2017; Ng et al. 2019; McCabe et al. 2021; although Tchernyshyov et al. 2021 found larger covering fractions for galaxies with neighbours and column densities log(N(Ovi)/cm$^{-2}$) < 14.1). To better understand the origin of these enhancements and complex kinematics, Hamanowicz et al. (2020) suggested kinematically connecting the absorption components along the line-of-sight to each galaxy in the group. Further connecting the metallicity of each component and ionisation phase to each galaxy has also resulted in new interpretations for complex absorbers that were previously thought to be associated with a single isolated galaxy (e.g. Muzahid et al. 2015; Nateghi et al. 2021).

Compact groups present an interesting environment to study the IGrM since the galaxies are separated by distances comparable to the sizes of the galaxies themselves, which means that strong galaxy–galaxy interactions are taking place (interactions are not necessarily present in loose groups). They have high galaxy densities with low velocity dispersions, where the most well-known in the local Universe, Hickson Compact Groups, have median 3D separations of 70 kpc and 3D velocity dispersions of $\sigma$ $\approx$ 330 km s$^{-1}$ (Hickson 1982; Hickson et al. 1992; also see McConnachie et al. 2009 for a compilation with SDSS). These systems tend to have fewer star-forming spiral galaxies than found in the field, implying an enhanced evolution of the galaxies from star-forming to quiescent (Hickson 1982). Optical imaging and maps of the HI emission in compact groups have found extensive tidal streams from the inevitable interactions between such close galaxies (e.g. Mendes de Oliveira & Hickson 1994; Verdes-Montenegro et al. 2001). Perhaps unsurprisingly, these maps have also shown that the galaxies themselves have varying degrees of H I-deficiencies, where the gas may have been stripped out of the galaxies, depleting their star formation reservoirs and resulting in the lower fraction of late-type spirals compared to the field (e.g. Verdes-Montenegro et al. 2001).

Given these characteristics, Verdes-Montenegro et al. (2001) suggested an evolutionary pathway for compact groups in which the galaxies become more quiescent as their H I reservoirs are stripped from repeated interactions. The stripped gas then resides in the IGrM, where Borthakur et al. (2010, 2015) found an excess of diffuse H I in increasing amounts as the galaxies become more H I-deficient, which aligns with the Verdes-Montenegro et al. evolution. Bitsakis et al. (2016) additionally suggested that interactions between the galaxy ISM and the surrounding IGrM further suppress star formation in the galaxies, since a census of this intragroup material is needed to determine the degree to which this mechanism plays a role in the evolution of compact groups. Studying a single compact group, Konstantopoulou et al. (2010) suggested that the lack of detection of a diffuse H I and X-ray IGrM surrounding their galaxies implied that interactions were not taking place to redistribute ISM material into the IGrM. Instead, they suggested that the galaxies will deplete their star-forming reservoirs more quickly from star-formation than interactions will strip the gas, eventually leading to a dry merger. While the local compact groups that were used to infer these evolutionary pathways have extensive imaging, H I maps, and sometimes have X-ray imaging to observe the hottest IGrM gas, they neglect the significant reservoir of $T$ $\approx$ 10$^{3.5-5}$ K
gas that is typically observed in the CGM with quasar absorption lines to much lower column densities than H\textsc{i} imaging can reach.

Simulations have suggested that 95 percent of compact groups at \(z = 2\) will fully merge into a single galaxy by \(z = 0\) and up to \(~ 15\) percent of galaxies were located in these environments in the past (e.g. Wiens et al. 2019). Studying compact groups at earlier epochs can test these predictions. Additionally, the current compact group literature is limited to very low redshifts, which means that the accretion rate of gas onto galaxies to sustain their star formation is significantly decreased, so their evolution might simply be a consequence of their accretion being cut off (e.g. cold mode accretion no longer reaches galaxies with halo masses \(> 10^{12}\) \(M_{\odot}\) at low \(z\); Birnboim & Dekel 2003; Kere\v s et al. 2009). Thus, studying compact groups at \(z = 2\) when galaxies are most actively accreting gas (e.g. van de Voort et al. 2011) can explore whether it is the accretion cut-off or the galaxy–galaxy interactions that are causing the star formation suppression observed at low redshift. While higher redshifts do not allow for H\textsc{i} mapping like at low redshift, they do shift the H\textsc{ii} Lyman series into the optical bands in addition to a wide range of metal ions with rest-frame UV wavelengths, all of which can be covered simultaneously in a single high resolution quasar spectrum using, e.g., VLT/UVES or Keck/HIRES to characterise the metallicities and ionisation conditions as well as obtain a census of the material in the more diffuse IGrM.

Using NIFS on Gemini-North with the ALTAIR adaptive optics and laser guide star, Wang et al. (2015) searched quasar field J2346+124859 (hereafter J2346+124) for H\textsc{ii} emission associated with a DLA at \(z_{\text{DLA}} = 2.431\) within a radius of \(~ 12.5\) kpc from the quasar sightline. They found no host galaxies to a limit of SFR > 4.4 \(M_{\odot}\) yr\(^{-1}\) for impact parameters \(~ 4 – 12.5\) kpc from the quasar and SFR > 11 \(M_{\odot}\) yr\(^{-1}\) within 4 kpc. If a DLA host galaxy is present within these impact parameters, it would have a low star formation rate that is undetectable by H\textsc{ii} in their observations. This suggests that either the DLA host galaxy is not strongly star-forming, or the host is beyond an impact parameter of \(~ 12.5\) kpc. We re-observed this DLA, which also has ultra-strong Mg\textsc{ii}, with the Keck Cosmic Web Imager (KCWI; Morrissey et al. 2018) as part of our program to identify host galaxies of known \(z = 2 – 3\) Mg\textsc{ii} and Cr\textsc{iv} absorbers (Nielsen et al. 2020). With our deeper and wider survey of the field, we identified four galaxies in a compact group at the redshift of the DLA beyond the search radius of the previous survey.

This paper is organised as follows. Section 2 details our observational data and briefly summarises our reduction procedures. Section 3 presents the DLA host galaxies and associated absorption, along with our methods for measuring the galaxy properties, absorption properties, and the photoionisation modelling. The results of our analysis are discussed in Section 4, where we speculate on the physical origins of the gas along the line-of-sight and explore the implications for compact group evolution. In Section 5 we summarise the results and present our conclusions. Throughout the paper we report AB magnitudes, proper distances, and adopt a \(\Lambda\)CDM cosmology (\(H_0 = 70\) km s\(^{-1}\) Mpc\(^{-1}\), \(\Omega_M = 0.3\), and \(\Omega_{\Lambda} = 0.7\)).

2 DATA AND OBSERVATIONS

The DLA absorption was previously observed in the background quasar sightline (J2346+124) using high resolution Keck/HIRES and VLT/UVES spectra (Wang et al. 2015, and references therein) and the quasar field was observed with deep HST/WFC3 imaging as part of the Keck Baryonic Structure Survey (KBSS, e.g. Rudie et al. 2012, 2019). We used these data in combination with new Keck/KCWI integral field spectroscopy to search for the host galaxies of known \(z = 2 – 3\) absorbers within \(D \sim 140\) kpc of the background quasar sightline. With the quasar spectra, we modelled the multiphase gas to measure detailed gas kinematics and metallicities, while the HST imaging was used to measure galaxy photometries and morphologies in three rest-frame blue bands. The KCWI data were used to measure galaxy redshifts and star formation rates with Ly\(\alpha\) and the far-UV (FUV) continuum. We describe each data set below and the methods for determining galaxy and absorption properties in Section 3. Appendix A additionally details our method for removing a wavelength- and spatially-dependent illumination gradient present in the KCWI data.

2.1 Quasar Spectroscopy

Quasar J2346+124, \(z_{\text{qso}} = 2.573\)\(^{1}\) has been observed with both Keck/HIRES and VLT/UVES, but we use the UVES spectrum in the UVES SQUAD (Murphy et al. 2019) since it has a larger wavelength coverage than the HIRES spectra. The VLT/UVES observations consist of a total exposure time of 28200 s (PIDs 072.A-0346(A), 079.B-0469(A), 67.A-0022(A), and 69.A-0204(A)). The data were reduced using the UVES pipeline (Dekker et al. 2000) and the exposures were combined using \textsc{uveshub} (Murphy 2016; Murphy et al. 2019). The spectrum is converted to vacuum wavelengths and corrected for the heliocentric velocity. While the pipeline fits a continuum with automated methods redward of the quasar’s Ly\(\alpha\) emission and by hand in the Ly\(\alpha\) forest, we found that we needed to do a more careful fit around several of the absorption lines of interest, where we fitted a cubic spline to the spectrum to determine a continuum that was smooth across roughly 100 km s\(^{-1}\). The final spectrum provides full wavelength coverage of the H\textsc{i} Lyman series, as well as metal lines up to and including wavelengths covering the Mg\textsc{ii} \(\lambda\lambda 2796, 2803\) doublet and Mg\textsc{ii} \(\lambda\lambda 2853\) (observed wavelengths of \(3120 \leq \lambda \leq 10000\) \AA) for the DLA at \(z_{\text{DLA}} = 2.431\).

2.2 HST Imaging

J2346+124 is a well-studied field with HST, having been imaged in the F110W, F140W, and F160W filters with WFC3/IR (PIDs: 11694, 12471, 12578, and 14620). These bands cover rest-frame near-UV (NUV) and optical bands ranging from \(~ 2575\) \AA to \(~ 4960\) \AA at the redshift of the DLA. Fig. 1 (left) shows an F140W image (roughly rest-frame B-band) with a total exposure time of 7836 s centred on the quasar. For this figure, we combined three exposures of 2612 s each using MONTAGE.\(^{2}\) The bottom right panel of Fig. 1 also shows a small portion of the field of view with F160W, which has an exposure time of 899 s. Galaxy photometries were measured in each HST band using the Source Extractor software (Bertin & Arnouts 1996) with a detection criterion of \(1.5\sigma\) above the background. The resulting galaxy magnitudes are quoted in the AB system.

\(^{1}\) There are several different redshifts listed for this quasar in NED, with values of \(z_{\text{qso}} = 2.515, 2.573,\) and 2.763. However, a Ly\(\alpha\) halo around the quasar, which is not discussed here, indicates the true redshift is \(z_{\text{qso}} = 2.573\).

\(^{2}\) http://montage.ipac.caltech.edu/
Table 1. DLA Host Galaxy Identifications

| Galaxy | $z_{\text{gal}}$ | R.A. | Dec | $\theta$ (arcsec) |
|--------|------------------|------|-----|-------------------|
| G1 (West) | 2.4306 ± 0.0001 | 23:46:28.39 | +12:48:59.6 | 2.7 |
| G2 (South) | 2.4322 ± 0.0008 | 23:46:28.39 | +12:48:57.2 | 3.8 |
| G3 (East) | 2.428 ± 0.001 | 23:46:28:54 | +12:48:59.2 | 4.9 |
| G4 (North) | 2.4310 ± 0.0001 | 23:46:28:43 | +12:49:00.6 | 3.3 |

2.3 KCWI Integral Field Spectroscopy

We observed the J2346+124 field with Keck/KCWI on 2018 September 9 UT (PID: 2018B_W232) using the medium slicer and BL grating with a wavelength centre of 4500 Å and $2 \times 2$ binning. The medium slicer has a field of view of $16'5 \times 20'4$ and a spatial resolution of $0'29 \times 0'69$. The BL grating provides a spectral resolving power of $\sim 1800$ ($\sim 1$ Å pix$^{-1}$) and spans a wavelength range of $3500 \leq \lambda \leq 5500$ Å. To survey the field, we used two pointings overlapping the area within a $> 2'6$ radius of the quasar, where the individual pointing footprints are highlighted as the white rectangles in Fig. 1 (left). Each pointing has a position angle of 0 deg and consists of three exposures of 945 s, for a total exposure of 47 min in each pointing or a total exposure of 1.6 hrs on top of the quasar and the rest of the overlap region. At the redshift of the DLA, $z_{\text{DLA}} = 2.431$, the field is surveyed out to a minimum impact parameter of $D \sim 70$ kpc and maximum $D \sim 140$ kpc, with a spatial resolution of $2.4 \times 5.6$ kpc.

The data were reduced using the IDL version of the KCWI Data Reduction Pipeline (DRP)$^3$ using standard settings but skipping the sky subtraction step (kcwi_stage5sky). Standard star kopff27 from the KCWI DRP starlist was used to flux calibrate the data in the last step of the DRP. The data were then further reduced using in-house software as described in Appendix A to remove a residual illumination gradient, scattered light from the quasar, and to subtract the sky since separate sky fields were not observed. The final reduced cubes were then optimally combined using MONTAGE to produce square spaxels and combine all exposures for the two pointings. When reprojecting the cubes before coadding, i.e. the

---

$^3$ https://github.com/Keck-DataReductionPipelines/KcwiDRP
In preparation). Here we focus only on a group of galaxies giving the field in our survey will be presented in a future paper (Nielsen et al., 2000). The properties of our survey methods as well as the galaxy catalogues for each extracted KCWI spectra from every galaxy visible in the survey will be presented in a future paper (Nielsen et al., 2000). The variance cubes were also combined with MONTAGE, but the values were scaled by the change in spaxel dimensions squared and divided by the number of exposures combined, where this latter value varies across the field of view since the quasar has coverage from six exposures while most of the FOV is covered by only three exposures. This normalization is necessary because the mddCube step determines the mean flux values in each spaxel, where error propagation requires the variances of each exposure be summed and normalised by \( n_{\text{exp}} \). MONTAGE does not account for this extra factor of \( n_{\text{exp}} \) (it assumes it is working with fluxes rather than variances). All spectra are heliocentric velocity and vacuum wavelength corrected for comparison to the UVES spectra. They were also corrected for Galactic extinction using the Schlafly & Finkbeiner (2011) dust reddening map and assuming a Cardelli et al. (1989) attenuation law. The final extinction using the Schlafly & Finkbeiner (2011) dust reddening map and assuming a Cardelli et al. (1989) attenuation law. The final extinction using the Schlafly & Finkbeiner (2011) dust reddening map and assuming a Cardelli et al. (1989) attenuation law.

The KCWI white light image is plotted in the upper right panel of Fig. 1, where the wavelength axis has been collapsed. The quasar (QSO) is the brightest object at the centre and many continuum objects corresponding to galaxies in the \( HST \) image are present.

3 RESULTS

Combining the KCWI spectroscopy, UVES quasar spectrum, and \( HST \) imaging, we surveyed the galaxies around J2346+124 to determine their redshifts and to connect them to their CGM absorption or lack thereof. For this work, we specifically focused on finding the host galaxies for the known DLA in this field. To do this we determined if the flux peaks were Ly\( \alpha \) emission or ISM absorption in a DLA at \( z_{\text{DLA}} \). We have partially masked this feature to reduce its prominence in the spectrum, but the orange vertical dashed line indicates the significant quasar Ly\( \alpha \) emission contamination at \( z_{\text{qso}} = 2.573 \). Other broad emission features at wavelengths \( \sim 4950 \) Å and \( \sim 5450 \) Å correspond to [S\textsc{ii}] and [C\textsc{iv}] at \( z_{\text{qso}} \). There are also strong absorption features labelled with the vertical blue dotted lines, which are the result of both the absorption in the surrounding CGM from the quasar light (i.e. metal lines associated with the DLA feature) as well as absorption due to the ISM of G1 itself.

To correct the galaxy spectra for the quasar PSF contamination, ideally we would model the PSF of another point source in the field using methods such as the empirical modeling in CIVTools (O’Sullivan & Chen 2020) to account for any asymmetries in the PSF. However, we do not cover other point sources with our KCWI data so we must model the quasar itself. The empirical modeling method does not work well when continuum sources, e.g. galaxies, are blended with the PSF to be removed because the continuum levels of these objects we are attempting to isolate are subtracted with the quasar’s PSF. Therefore we must assume the quasar PSF is axisymmetric and only model it at azimuthal angles where the galaxies are not present. This is a reasonable assumption because the quasar is a point source that is unresolved at every wavelength, it likely outshines its host galaxy (i.e. any asymmetries due to the quasar host galaxy are dwarfed by the quasar itself), and the quasar host galaxy would have a size that is on the order of the KCWI spaxel sizes and would be smaller than the seeing (\( \sim 0''7 - 1''0 \); i.e. it is also unresolved). Chen et al. (2021) demonstrated that the KCWI PSF is axisymmetric by comparing the PSFs of galaxies at \( z = 2 - 3 \) in KCWI data with their corresponding PSFs in \( HST \) data convolved with the KCWI resolution.
Given this, we created a quasar PSF spectrum for each galaxy, which was extracted from spaxels in an annulus with the same range of galaxy–quasar angular separations as the spaxels extracted for each galaxy. This method is similar to the one employed by Zabl et al. (2021) to remove the quasar PSF at distances greater than 1′4 to minimize the contributions of continuum sources such as other galaxies. It has the benefit that we do not make an assumption for the profile shape of the quasar’s PSF (i.e. Gaussian or Moffat), which can leave significant residuals in the PSF-subtracted image. Furthermore, full modeling of the quasar’s PSF is not necessary for this field since previous work has already demonstrated that there are no host galaxies located on top of the quasar (Wang et al. 2015). One drawback to this method is its assumption of complete axisymmetry; the whitelight image in Fig. 1 shows that the quasar has residual scattered light even after our custom reduction (e.g. Appendix A) and faint diffraction spikes, which are averaged over in the annuli. These features are not present in the Lyα line map in Fig. 2, so they are unlikely to impact our Lyα emission identifications. We tested removing these diffraction spikes by rotating the field around the quasar by 180 deg and subtracting this from the original cube. We did not find a significant difference in measurements involving galaxy continuum levels with this method compared to our annulus method.

The quasar PSF annulus spaxels corresponding to G1 are highlighted as orange squares in Fig. 2 (top left). Given our axisymmetry assumption, these annulus spaxels are assumed to be consistent with the quasar PSF within spaxels extracted for G1 (purple rectangle).

We measured the median spectrum from these annulus spaxels and scaled the spectrum to the number of galaxy spaxels extracted (Fig. 2 middle right) then subtracted the quasar’s PSF spectrum from the raw galaxy spectrum. The resulting corrected G1 spectrum is shown in the bottom right panel of Fig. 2, where the thick black curve is G1’s spectrum smoothed with a boxcar kernel of three pixels. We also plot a template Lyman break galaxy (LBG) spectrum (purple) with vertical dotted lines highlighting absorption (blue) and emission (green) features for reference. The Lyα for the galaxy and quasar annulus are also presented in the bottom left of Fig. 2. The DLA absorption is visible in the quasar annulus spectrum even at this large distance from the quasar. The Lyα emission from G1 presents as excess emission above the DLA in the quasar annulus spectrum that remains after the PSF subtraction. This quasar PSF subtraction was applied to G1, G2, and G4 with the appropriate quasar annulus for their radii. The quasar’s PSF is reduced to background levels at radii corresponding to G3 so the PSF subtraction was not applied to G3. G4 has no obvious Lyα emission (see the upper left panel of Fig. 2) but we extracted a spectrum from the spaxels corresponding to its location in the HST imaging.

The resulting galaxy spectra from KCWI for G1, G2, G3, and G4 (quasar PSF subtracted if necessary) are plotted in Fig. 3, where the left panels show the full spectrum and the right panels highlight the Lyα emission for each galaxy with a velocity window of $v = z_{\text{gal}} \pm 3000 \text{ km s}^{-1}$. In each panel the spectrum is plotted as a thin black line, while the thick black lines are the spectrum smoothed.
using a boxcar filter with a kernel of three pixels. Template LBG spectra, which are good matches to the continuum shapes in the data, are plotted for reference in each spectrum as thick coloured lines, which are good matches to the continuum shapes in the LBG templates. Orange vertical lines indicate contaminating Ly$\alpha$ from the background quasar at similar impact parameters (see Fig. 2). Red dashed curves in the right panels show a skewed Gaussian fit to the red peak of Ly$\alpha$ and galaxies G1 and G2 appear to have a double peak morphology in Ly$\alpha$, however we use only the red peak in our redshift measurements. G3 may have a weak blue peak that is on the order of the noise level. G4 does not have any obvious Ly$\alpha$ emission above the level of the noise, although the peak at $v \sim 200 \, \text{km s}^{-1}$ could potentially be very weak Ly$\alpha$. Vertical dashed lines in these panels show Ly$\alpha$ at the redshift labelled in each panel, which is used to set the velocity zero-point in each case.

### 3.1.2 Galaxy G1 (West)

G1 is located at $\theta = 2\degree 7$ directly east of the quasar sightline and is the brightest member of the group in all of the HST bands, KCWI, and in Ly$\alpha$ emission. It is the westernmost galaxy in the group, with no Ly$\alpha$ emitters on top of the quasar. A previous survey of the field did not survey far enough to cover G1 or the rest of the compact group (i.e. no H$\alpha$-emitting galaxies were located within $\sim 1\degree 5$ or $12.5 \, \text{kpc}$ of the quasar to SFR limits ranging SFR $> 4.4 \sim 11 \, \text{M}_\odot \, \text{yr}^{-1}$; Wang et al. 2015). G1 has both Ly$\alpha$ emission and ISM absorption lines, which are labelled in the KCWI spectrum of Fig. 3 (top). We measured a redshift using several ISM absorption lines covered in the KCWI data. These resulted in redshifts of $\zeta_{\text{SiII} \, 41260} = 2.4316 \pm 0.0002$ and $\zeta_{\text{SiII} \, 41526} = 2.4296 \pm 0.0002$, with an average of $\zeta_{\text{SiII}} = 2.4306 \pm 0.0001$.

We also measured the redshift from Ly$\alpha$, which is typically observed as an asymmetric red peak with a tail to longer wavelengths for galaxies with a large enough escape fraction of Ly$\alpha$ photons, $f_{\text{esc}}$. A blue peak is more rare. This is because Ly$\alpha$ is subject to resonant scattering by the galaxy itself as well as its surrounding CGM, where the observed emission profile depends on the kinematics and amount of gas that the photons must pass through. Previous work has found that the redshift obtained from the line is often offset from
the redshift obtained from ISM absorption lines on the order of a few hundred km s$^{-1}$ (e.g. Zheng & Miralda-Escudé 2002; Shapley et al. 2003; Trainor et al. 2015). Given this, we used the methods of Verhamme et al. (2018), who estimate the velocity offset between the red peak of Ly$\alpha$ and the true galaxy redshift, $v_{\text{red}}$, by using the full width at half maximum (FWHM) of the red peak. They also provide a method that estimates the velocity offset using the velocity separation between the red and blue Ly$\alpha$ peaks where both are observed, but we do not use it even where a blue peak is present in order to be consistent between galaxies. From Fig. 3 (right) the Ly$\alpha$ profile for G1 clearly has a red peak and a weaker blue peak.

To measure $z_{\text{Ly} \alpha}$, we fit a skewed Gaussian to the red peak and plot this as a red dashed line in the upper right panel of Fig. 3. We measured the wavelength of peak flux in the fit and converted it to a redshift. This resulted in a value of $z_{\text{Ly} \alpha} = 2.4337 \pm 0.0001$, which is offset from the value measured from the Si$\text{ii}$ ISM absorption lines by 180–355 km s$^{-1}$. The FWHM of the red peak is 430 km s$^{-1}$ and, using the Verhamme et al. relation $v_{\text{red}} = 0.9 \times $FWHM $- 34$ km s$^{-1}$, corresponds to a velocity offset of $v_{\text{red}} = 353$ km s$^{-1}$ from the true redshift. This FWHM-derived velocity offset is equal to the offset between $z_{\text{Ly} \alpha}$ and $S_{\text{Si} \text{ii} , \lambda 1526}$, which confirms the ability for the Verhamme et al. method to correctly measure the redshift from Ly$\alpha$. Applying this velocity shift to the observed redshift via $z_{\text{Ly} \alpha} = z_{\text{obs}} - (v_{\text{red}}/c)/(H_{0}/1215.67)$, we obtained $z_{\text{Ly} \alpha} = 2.4296 \pm 0.0008$. This value is consistent within uncertainties with values measured with ISM absorption lines.

While our three redshift estimates have provided values that are all within uncertainties, we adopt an average redshift between the ISM Si$\text{ii}$ lines since they have the least systematic error. Thus G1 has an adopted galaxy redshift of $z_{\text{G1}} = 2.4306 \pm 0.0001$, which is labelled on the upper right panel of Fig. 3 and is used to set the velocity zero point of the panel. This value and the derived galaxy properties are tabulated in Tables 2 and 3. With this redshift, G1 has an impact parameter of $D = 21.5$ kpc. We converted $m_{\text{F160W}}$ to an absolute $B$-band magnitude via the methods described in Nielsen et al. (2013a) and report a value corresponding to an Scd galaxy SED. Uncertainties due to the selection of SED type are less than $\pm 0.05$ magnitudes, which represents the range in values allowed for Sbc and Im SED types. We also converted the absolute magnitude, $M_{B} = -22.7$, to a $B$-band luminosity using the relation between $M^*$ and redshift from Gabasch et al. (2004), who measure $B$-band luminosity functions over $0.5 < z < 5.0$. G1 is roughly an $L^*$ galaxy with $L_{B}/L^*_B = 1.66$. It has an observed colour of $F110W - F160W = 0.5$, which is comparable to the other galaxies in the group. For comparison to the literature, we measured the UV absolute magnitude, $M_{B_{\text{UV}}}$, by integrating between rest-frame wavelengths 1400–1600 Å in the KCWI spectrum. For G1, we found $M_{B_{\text{UV}}} = -21.9$.

We estimated galaxy morphologies from the HST/WFC3 F160W band (see Fig. 1, bottom right), which was chosen over the other available bands because it most accurately traces the bulk of the starlight in the galaxy since it is the reddest band of the three (roughly rest-frame B-band). In contrast, F110W traces the redder end of near-UV wavelengths that are dominated by the youngest stars, which tend to be located in star-forming clumps (e.g. Guo et al. 2015; Shibuya et al. 2016) and do not necessarily trace the majority of the mass distribution. Briefly, the time- and position-dependent point spread functions for the galaxies in the field were modelled using Tiny Tim (Krist et al. 2011) and used in the galaxy modelling. We quantified morphological properties by fitting a single-component model using GIM2D (Simard et al. 2002), where the component has a Sérsic profile ($0.2 \leq n \leq 4.0$). A single-component model was used in contrast to the two-component model we have used previously (e.g. Kačprzak et al. 2015b; Nielsen et al. 2020) because it is more simple (less degeneracy) and the constraints on these galaxy morphologies are not adequate enough to justify a second component given their close proximity to the quasar and each other (i.e. it is highly likely that these galaxies have disturbed morphologies from interactions). The quasar’s sightline through the foreground CGM was then compared to the galaxy’s on-the-sky orientation (i.e. its projected major axis). An azimuthal angle of $\Phi = 0^\circ$ represents a sightline along the projected major axis of the galaxy, whereas $\Phi = 90^\circ$ corresponds to a sightline along the projected galaxy minor axis. Galaxy inclinations were defined such that $i = 0^\circ$ is a face-on galaxy and $i = 90^\circ$ is an edge-on galaxy.

Using this method, galaxy G1 is best modelled with $i = 66^\circ$ and $\Phi = 17^\circ$, classifying it as an Intermediate-inclined galaxy with the quasar probing closest to the projected major axis and a half-light radius of $R_{1/2} = 6.6$ kpc (Table 2). These morphologies still have considerable uncertainties that are not reflected in the table since the galaxies are quite small in the HST imaging, making the PSF modelling important, and they are near the quasar, which contaminates their profiles. While we report them here, we do not place much weight on the morphologies for the interpretation of the system. Additionally, the galaxy morphology is less likely to be useful in group environments than for isolated galaxies due to the additional complexity added to the CGM gas flows from galaxy interactions. These interactions may also result in tidal features around the galaxies that could influence the morphology modelling. In fact, G1 appears to have material in a tidal stream in the southeast direction in all of the images and is likely resulting in the major axis measurement, although the quasar complicates confirmation of this feature.

With the KCWI data, we estimated a star formation rate, SFR, using the Ly$\alpha$ emission line and the methods described in Sobral & Matthee (2019). In short, the SFR$_{\text{Ly} \alpha}$ can be determined from the rest Ly$\alpha$ equivalent width, $W_{\text{Ly} \alpha}$, and the Ly$\alpha$ luminosity, $L_{\text{Ly} \alpha}$. Assuming an escape fraction for Ly$\alpha$ photons, $f_{\text{esc}, \text{Ly} \alpha}$, this results in a SFR that is comparable to dust-corrected H$\alpha$ SFRs for $z = 2 - 6$. We used the relation between these observables and SFR$_{\text{Ly} \alpha}$ for a Chabrier initial mass function (IMF) and $f_{\text{esc}, \text{Ly} \alpha} = 0$, then converted to a Kroupa IMF (by multiplying by 1.06; Speagle et al. 2014). Given the uncertainty in the escape fraction and the dust extinction within G1, we report the SFR as a lower limit. For G1, we observe both the blue and red Ly$\alpha$ peaks with $W_{\text{Ly} \alpha} = 70.9$ Å and luminosity $L_{\text{Ly} \alpha} = 41.95$, which are listed in Table 3. From the Sobral & Matthee relation we estimate SFR$_{\text{Ly} \alpha} > 1.3 \ M_{\odot} \text{yr}^{-1}$. If we instead use $f_{\text{esc}, \text{Ly} \alpha} = 0.15$, which is the upper range typical for Ly$\alpha$ emitters (Matthee et al. 2017; Verhamme et al. 2017), we estimate SFR$_{\text{Ly} \alpha} > 1.6 \ M_{\odot} \text{yr}^{-1}$.

Given the uncertainties in the SFR derived from Ly$\alpha$, we also calculated SFR$_{\text{FUV}}$ with the relation in Hao et al. (2011) for a Kroupa IMF with solar metallicity and 100 Myr age to compare to the SFR$_{\text{Ly} \alpha}$. Hao et al. also provide a relation to estimate the dust attenuation in the FUV band, $A_{\text{FUV}}$, using the NUV band. However, the KCWI spectrum covers only the bluer half of the rest-frame FUV band while the bluest HST filter, F110W, only covers the redder half of the rest-frame NUV band. This does not provide an accurate measure of the dust attenuation in this system. Instead, we used the median $E(B - V)_{\text{neb}}$ from the KBSS, $E(B - V)_{\text{neb}} = 0.26$ (Strom et al. 2017; Trainor et al. 2019; Theios et al. 2019), which was measured from the Balmer decrement, and the relation $A_{\text{FUV}} = 7.6E(B - V)$ from Hao et al. (2011) to es-
emission peak following the methods described in Section 3.1.2 (Table 3). The galaxy then has an impact parameter of $D = 30.6$ kpc making it the third-nearest galaxy to the quasar. G2 is the bluest galaxy of the group with an observed F110W–F160W colour of $-0.9$, which could either be a result of a higher star formation rate or simply less dust extinction than the other galaxies. The latter may be more correct since we observe both the red and blue peaks of Ly$\alpha$ where typically only a red peak is observed, and the blue peak has a similar strength as the red peak. Using both of these peaks, we estimated SFR$_{FUV} = 0.7$ M$_{\odot}$ yr$^{-1}$ for $f_{\text{esc, LyC}} = 0$ (SFR$_{FUV} > 0.9$ M$_{\odot}$ yr$^{-1}$ for $f_{\text{esc, LyC}} = 0.15$). Assuming the median KBSS $E(B-V)_{\text{KSO}}$, the SFR$_{FUV}$ is 1.7 M$_{\odot}$ yr$^{-1}$ is also low, but could be as large as 7.2 M$_{\odot}$ yr$^{-1}$ if we assume the upper interquartile dust extinction value. Using the median FUV SFR, we find $\Sigma_{\text{SFR}} = 0.063$ M$_{\odot}$ yr$^{-1}$ kpc$^{-2}$, which is below the threshold. However, the upper interquartile dust extinction FUV SFR gives $\Sigma_{\text{SFR}} = 0.274$ M$_{\odot}$ yr$^{-1}$ kpc$^{-2}$, which could suggest that the galaxy is star-forming enough to drive outflows. G2 is a sub-$L^*$ galaxy with absolute magnitude $M_B = -19.9$ and luminosity $L_B/L_B^* = 0.12$ (Table 2) and a UV absolute magnitude $M_{UV} = -19.8$ (Table 3).

From the GIM2D modeling, we find that G2 is best modelled with a half-light radius of $R_{1/2} = 2.9$ kpc, an intermediate inclination, $i = 58^\circ$, and with the quasar sightline probing its projected major axis, $\Phi = 14^\circ$. Similar to G1, G2 may give rise to both metal-rich outflowing and metal-poor accretion signatures.

### 3.1.4 Galaxy G3 (East)

Galaxy G3 is the furthest of the group galaxies from the quasar with $\theta = 4^\circ 9$ directly east of the quasar (Table 1). It has a red Ly$\alpha$ peak, with a possible blue peak that is on the level of the noise. The red peak gives a corrected redshift of $z_{G3} = 2.428 \pm 0.001$ following the methods described for G1 (Table 3), but there are no identifiable ISM absorption features in the spectrum due to the low continuum level (Fig. 3). G3 is then at an impact parameter of $D = 39.6$ kpc and is a sub-$L^*$ galaxy with $M_{UV} = -19.6$, $M_B = -20.1$, and $L_B/L_B^* = 0.15$ (Table 2). It has the reddest observed F110W–F160W colour out of the group (0.6) and a low SFR with SFR$_{FUV} > 0.7$ M$_{\odot}$ yr$^{-1}$, measured using the Sobral & Matthee (2019) relation with only the red Ly$\alpha$ peak and $f_{\text{esc, LyC}} = 0$ (SFR$_{Ly\alpha} > 0.8$ for $f_{\text{esc, LyC}} = 0$)
0.15). The SFR$_{\text{FUV}}$ is 1.4 $M_\odot$ yr$^{-1}$ is also low, but could be as large as 5.9 $M_\odot$ yr$^{-1}$ assuming more dust extinction. The SFR surface density of $\Sigma_{\text{SFR}} = 0.008 M_\odot$ yr$^{-1}$ kpc$^{-2}$ is too low to drive significant outflows, even assuming more dust extinction ($\Sigma_{\text{SFR}} = 0.037 M_\odot$ yr$^{-1}$ kpc$^{-2}$). G3 is best modelled as an intermediate-inclined, $i = 30^\circ$, galaxy with the quasar probing its major axis, $\Phi = 12^\circ$, with a half-light radius of $R_{1/2} = 7.2$ kpc. Given its properties, G3 would likely give rise to accretion signatures in the quasar sightline, but would not have recently contributed outflowing material.

### 3.1.5 Galaxy G4 (North)

The fourth galaxy in this group, G4, is located at $\theta = 3^\circ$ east and slightly north of the quasar sightline. It is not directly observed in the KCWI line map in Fig. 2 and there is no obvious Ly$\alpha$ emission in its spectrum (Fig. 3d), which suggests it is either not a Ly$\alpha$ emitter or is at a different redshift than this group. G4 is of similar size, luminosity, and observed colour ($F110W - F160W = 0.4$) as the other three galaxies in the group so it is likely that it is also associated, and the F160W image appears to show it has tidal features in the directions of G3 and G1/G2. Close inspection of the galaxy’s spectrum shows weak ISM lines, particularly in the Si$\text{v}$ doublet, which give an average redshift of $z_{\text{G4}} = 2.4310 \pm 0.0001$. We cannot reliably estimate a redshift from Ly$\alpha$ as was done for the other three galaxies since any potential emission on the level of the noise in the spectrum (e.g. the peak at $\sim 20$ km s$^{-1}$ in Fig. 3d)). Given this, G4 has an impact parameter of $BC/L_D = 0.33$, and $M_{\text{HI}} = -20.1$ but is likely more massive than G2 and G3. Since we do not have Ly$\alpha$ emission for this galaxy and the Ly$\alpha$-derived SFR is so uncertain, we do not report SFR$_{\text{Ly} \alpha}$. The FUV SFR is more reliable since it depends on the broadband properties, G3 would likely give rise to accretion signatures in the group geometric centre has an angular separation $\Delta \theta = 7$ from the quasar, corresponding to $D = 27.7$ kpc. If we instead weight by luminosity (as a proxy for mass), then the group luminosity-weighted centre has $\theta = 2.9^\circ$ and $D = 23.4$ kpc.

All four galaxies are star-forming, although G1 is more active than G2, G3, and G4 by at least an order of magnitude. Both G1 and G2 have star formation rate surface densities above the fiducial threshold to drive outflows if we assume the upper range of dust extinction, whereas G3 and G4 are lower by over an order of magnitude and likely not driving outflows. This suggests that at least some subset of the galaxies are actively polluting or have recently polluted their CGM and IGRM with the metals observed in the quasar spectrum. It is not clear from the galaxy morphologies and small impact parameters that one galaxy should dominate the quasar absorption over the others. All galaxy inclinations are intermediate values but most azimuthal angles are major axis sightlines, which is the most likely orientation expected to trace accretion and tidal stripping. While none of the galaxies have minor axis sightlines or face-on inclinations, we expect the absorption to also trace outflows, especially if outflows are isotropic at this epoch (e.g. Steidel et al. 2010; Nelson et al. 2019) or if the galaxies are rapidly changing their locations about the group, both of which would make azimuthal angle measurements less important for gas interpretations. These features suggest that the physical origin of the absorbing gas in this compact group could be a combination of several different mechanisms including outflows, accretion, and tidal stripping.

### 3.2 Cloud-by-Cloud Multiphase Bayesian Modelling

We apply a new approach to characterise the detailed kinematic structure and physical conditions in the multiphase absorbing gas for this DLA: the cloud-by-cloud multiphase Bayesian ionisation modelling (CMBM) method. The CMBM method is fully detailed and tested in Sameer et al. (2021) for several weak Mg$\text{ii}$ systems and updated in Sameer et al. (2022) for multiple sightlines through a dense group environment (see the flowcharts in Fig. 2 in both works). This method differs from previous modelling in two ways. We characterise the physical conditions in (1) every cloud along the sightline as opposed to obtaining a single total column density for each ion for comparison to Cloudy model grids and (2) for multiple ionisation phases, typically including the low and intermediate phases and, where necessary, a collisionally ionised phase, in contrast to assuming a single phase regardless of the ions included in the analysis. We summarise the method here.

CMBM uses Cloudy (Ferland et al. 2017) to infer the physical conditions of the absorbing gas by synthesising absorption profiles given a set of photoionisation equilibrium models and comparing them to the observed absorption profiles. We adopt the Khair & Srianand (2019) model for extragalactic background radiation and assume a solar abundance pattern (Grevesse et al. 2010). Cloudy model grids are generated for the ranges $log(Z/Z_\odot) \in [-3.0, 1.5], log(n_{\text{H}i}/cm^{-3}) \in [-6.0, 1.0]$, and $log(N(\text{HI})/cm^{-2}) \in [11.0, 21.0]$, with a step size of 0.1 dex. Each modelled cloud from Cloudy is described by the parameters redshift, $z$, metallicity, $log(Z/Z_\odot)$, hydrogen number density, $log(n_{\text{H}i}/cm^{-3})$, H$\text{i}$ column density, $log(N(\text{HI})/cm^{-2})$, and the non-thermal Doppler $b$-parameter, $b_{\text{nt}}$.

As a starting point for exploring the Cloudy grids, initial Voigt profile (VP) component fits are obtained for constraining ions that are unsaturated and have high S/N in order to best determine the kinematic structure (i.e. the clouds that need characterising along the line-of-sight) and Doppler $b$-parameters. VP components are fit to the low ionisation lines first using H$\text{i}$, Mgn, Fe$\text{ii}$, or Si$\text{ii}$ as the constraining ion, making the assumption of a single, low ionisation phase. H$\text{i}$ is only used as the constraining ion for components where metal lines are not present, while most low ionisation components were defined using Si$\text{ii}$. These constraining lines are used to define components, which can be adjusted in velocity, but which are applied to every transition, tying the kinematic structure across
ions and transitions together. The column density, \( b \)-parameter, and redshift for each VP component is determined by fitting a Voigt-Hjerting function as implemented in the VoOtrPr package (Krogager 2018a,b), and the best-fitting parameters are determined using the Nested sampling algorithm PyMultiNest (Buchner et al. 2014). From these fits we use only the number of components and the component redshifts as initial positions which will be adjusted, and the Doppler parameters as the maximum possible value of \( b \) in the prior distribution. We adopt a component structure with the least model complexity, i.e. the fewest number of components required to describe the absorption profile.

Using this VP component structure as a starting point, synthetic absorption profiles with cloud parameters from the Cloudy grids are generated, and compared to the observed profiles to obtain the best-fitting parameters and posterior distributions for each parameter and cloud (i.e. ‘cloud-by-cloud’), again using PyMultiNest. We adopt flat priors for \( \log(Z/Z_\odot) \), \( \log(n_\text{H}/\text{cm}^{-3}) \), \( \log(N(\text{H}/)\text{cm}^{-2}) \), and \( b \). For \( z \), a Gaussian prior centered on the initial component structure is adopted, with \( \sigma \) equal to the error in \( z \) from the initial VP fit. Where the model does not agree with the observations, the CMBM method adds additional clouds to the VP component structure to model the additional absorption (i.e. the gas is multiphase) and the comparison is conducted again. For example, if the model using only the low ionisation lines does not account for all of the absorption in higher ionisation lines, which indicates that a single phase does not fully describe the absorption, additional components are then fitted using an intermediate ionisation line such as Siiv and C\( iv \) as the constraining ion. Adding VP components to account for additional ionisation phases and kinematic structure, and then comparing the Cloudy models to the observations is done iteratively until the models agree with the data.

The results of the CMBM method are presented in Section 3.3 for the VP component structure, Section 3.4 for the metallicity and ionisation conditions, and Appendix B for the individual VP component models and physical properties. We did not use Ly\( \alpha \) to constrain our modelling in this case because the location of the continuum of the DLAs is quite uncertain and we can obtain accurate fits to the \( \text{H}^\alpha \) using the rest of the Lyman series. This is the first time CMBM has been applied to such a complicated absorber, and the amount of detail it provides allows us to study how the photoionisation conditions change along the sightline and for different phases. It is especially important to understand these variations for interpreting the physical origin of the gas since several different physical structures could be located along the line-of-sight, especially in a compact group environment.

### 3.3 Absorption System and Kinematics

The \( z_{\text{abs}} = 2.43014 \) absorption system is a DLA and was previously studied by several groups (e.g. D’Odorico et al. 2002; Dessauges-Zavadsky et al. 2004; Wang et al. 2015, and references therein). Fig. 4 highlights a few of the transitions covered in our VLTI/UVES spectrum, including \( \text{H}^\alpha \), \( \text{Mg}\text{I} \), \( \text{Mg}\text{II} \), Fe\( ii \), Si\( ii \), Si\( iii \), Si\( iv \), C\( ii \), C\( iv \), and N\( v \). The selected transitions are those for which there are no significant blends (with the exception of Si\( iii \)), are weak enough to show the kinematic structure, and span both the low and intermediate ionisation phases. Much of Si\( iii \) \( \lambda 1193 \) is saturated, however the weaker transitions are blended with other lines and so the kinematic structure is not as clear. While only the four strongest \( \text{H}^\alpha \) transitions are plotted, we have coverage of the full Lyman series. We did not use the Ly\( \alpha \) absorption as a constraint in our modelling due to uncertainties on the continuum fit but show the transition in the figure. The data are plotted in black with the green line representing the error spectrum, where the velocity zero-point corresponds to the optical depth-weighted median of Mg\( ii \) (\( z_{\text{abs}} \)). Regions of the spectrum that were not used to constrain the CMBM models are coloured grey.

Table 4 lists the rest equivalent width of the strongest transition for a selection of the most commonly studied ions and the extreme velocity bounds of the absorption relative to \( z_{\text{abs}} \). In particular, the equivalent width of Mg\( ii \) \( W_e(2796) \equiv 3.34 \text{ Å} \), classifies this system as an ultra-strong Mg\( ii \) absorber \( W_e(2796) \geq 3 \text{ Å} \), e.g. Nestor et al. 2007, 2011; Rubin et al. 2010; Gauthier 2013). The bulk of the metal-line absorption is located within roughly \( \pm 225 \text{ km s}^{-1} \), spanning a width of \( \sim 450 \text{ km s}^{-1} \). Several weak clouds are more highly blueshifted at \( \sim -400 \text{ km s}^{-1} \) and \( \text{H}^\alpha \) also has absorption at \( v \sim -650 \text{ km s}^{-1} \) although there are no associated metal lines with this region. It is clear that this system is multiphase, where the intermediate ion lines have broader kinematics than the low ions and the very blueshifted components are strongest in the intermediate ions, particularly Si\( iii \), C\( ii \), and C\( iv \).

The total column densities for a larger selection of ions are listed in Table 5 and were obtained from the metallicity modelling conducted in Section 3.2 (also see Appendix B). The CMBM method described in the previous section differs from a traditional fitting method, e.g. where ratios of column densities from VPrr are used to constrain ionisation conditions, metallicities, and densities. Instead, we are adjusting these physical model parameters as well as \( N(\text{H}/) \) and \( b \), to produce acceptable fits to all of the line profiles. Only in this indirect way can we derive component column densities of the various ions. From this method, the DLA is best-modelled as having 30 VP components across two ionisation phases (low and intermediate), Sameer et al. (2021, 2022) often fitted an additional collisionally-ionised phase constrained with O\( vi \) or N\( v \). Both the O\( vi \) and N\( v \) doublets are covered in our spectrum but O\( vi \) is heavily blended and N\( v \) is not significantly detected. It is thus unlikely that a collisionally-ionised phase is dominant in this system. We did not model the components in \( \text{H}^\alpha \) at \( v \sim -650 \text{ km s}^{-1} \) because there are no associated metal lines, so their ionisation conditions are poorly constrained. The final VP component models are plotted in Figs. A3 for the 20 components that are seen predominantly in low ionisation lines and A4 for the 10 intermediate ionisation components. The total model to the data incorporating all 30 components and both the low and intermediate ionisation phases is shown as the orange line in Fig. 4.

For some transitions, discrepancies are present in the total VP models. The absorption in Mg\( ii \) \( \lambda 2803 \) is underestimated, which appears to be a minor issue with the continuum fit since Mg\( ii \) \( \lambda 2796 \) is generally well-modelled. There is also a slight overestimate in Si\( iv \), though comparing the column density with that from a model obtained with VPrr suggests the difference is within uncertainties at 0.1 dex. Since O\( vi \) is not available due to blending and N\( v \) is not detected, it is possible that some of the C\( iv \) arises in an additional separate higher ionisation/warmer phase. If so then the Si\( iv \) overproduction by the model would be reduced. Since the Si\( iv \) is aligned with the C\( iv \), however, this contribution is not likely to be large. A slight abundance pattern difference from solar seems more likely, where the standard assumption of a solar abundance pattern is likely incorrect at some level for these clouds. The Fe\( ii \) absorption is well-modelled, suggesting that the gas is not \( \alpha \)-enhanced. While it is not shown, there is a large underestimate in O\( i \), where the best-fit model provides a column density of \( \log(N(\text{O}/)\text{cm}^{-2}) = 15.34 \pm 0.03 \) compared to a VPrr-derived value of \( 17.05 \pm 0.45 \). The abundance pattern may also be the cause of the O\( i \) underestimate, or there are
Figure 4. Absorption system at \( z_{\text{abs}} = 2.43014 \) in UVES, where we show a selection of lines that represent the various covered ionisation phases. Black lines represent the data, grey lines are the sections of the spectrum that were not considered in the CMBM analysis, and the green line is the error spectrum. The velocity zero-point corresponds to the optical depth-weighted median of Mg\textsc{i}\/pc\/pc absorption. The orange curve is the total fit from the metallicity modeling, accounting for multiple components and ionisation phases (see Section 3.2 and Appendix B). H\textsc{i}\/\( \lambda 1215 \) has a wider velocity range to show the wings of the DLA and the orange shaded region demonstrates the uncertainty on the model. Vertical lines indicate the redshifts of the galaxies in the field, G1 (purple dotted), G2 (cyan dashed), G3 (green dot-dashed), and G4 (pink dot-dot-dashed). The shaded bars at the top of each panel show the redshift uncertainties of the galaxies and are stacked to represent their relative distance from the quasar, where G1 is closest to the quasar while G3 is furthest. The galaxy redshifts span the strongest metal line absorption kinematic spread, where G1, G2, and G4 cluster around the strongest components, but do not span the full range of H\textsc{i} velocities, particularly the components with \( v \sim -400 \) km s\(^{-1}\).

Vertical lines in Fig. 4 indicate the velocities of galaxies G1 (purple dotted), G2 (cyan dashed), G3 (green dot-dashed), and G4 (pink dot-dot-dashed) relative to the absorption. The shaded bars at the top of the panels represent the uncertainties on the galaxy redshifts from Table 3 and are stacked vertically to represent the relative distance of each galaxy from the quasar sightline, where G1 is the closest to the sightline while G3 is the furthest. The galaxies span the velocities covered by the primary kinematic region of low ionisation metal lines such as Mg\textsc{ii}, Fe\textsc{ii}, and Si\textsc{iii}, but not the full range covered by H\textsc{i}, especially the H\textsc{i} kinematic regions at \( v \sim -400 \) km s\(^{-1}\), which have weak metal line components, and \( v \sim -650 \) km s\(^{-1}\), where there are no obvious metal line com-
components. The most massive galaxy, G1, is roughly centred on the optical depth-weighted median of the MgII absorption ($z_{\text{abs}}$) and G1, G2, and G4 have velocities roughly consistent with the kinematic region with the strongest absorption. G3 is furthest in velocity space from the strongest components, but closest to the weak components at $v \sim -400$ km s$^{-1}$. For the intermediate ionisation lines, Sii and CIV, the galaxies roughly line up in velocity space with three primary kinematic regions (with an offset of $\sim 50$ km s$^{-1}$ for galaxies G1, G2, and G4). This suggests a possible connection between the metal-line kinematic regions and the individual galaxies, although kinematic alignment does not necessarily imply a physical connection, especially for galaxies further from the sightline.

### 3.4 CGM Metallicity

The final component properties from the CMBM method including velocity, HI column density, non-thermal $b$-parameter, hydrogen number density, metallicity, temperature, and cloud thickness are tabulated in Table A1. The full posterior distributions for each parameter and component are presented in Fig. 5 as violin plots. In both figures, the full vertical range of each violin represents the posterior distribution ranges (with a $\sigma$ sigma clipping) for each parameter on the $y$-axis, while the darker parts of the violins represent the 1$\sigma$ distributions for comparison to typical literature values. The parameters for most components are well-constrained. The width of the violins represents the probability of that particular $y$-axis value, where the highest probability for each parameter and component is the $y$-axis value at which the violins are widest. Components are centred on their central velocity and coloured by either their HI column density or metallicity. We separated the components constrained on the low ionisation lines from those constrained on the intermediate ionisation lines and also de-emphasised the low ionisation component with very large uncertainties for clarity. The horizontal dotted lines in panel (a) define the column density ranges for DLAs, super Lyman limit systems (SLLS), LLS, partial LLS (pLLS), and Ly $\alpha$ forest (LYAF) absorbers (e.g. Lehner et al. 2016). In panel (c) they delineate the rough boundaries between ISM, CGM, and IGM metallicities. We used the $z \sim 2$ mass-metallicity relation to estimate a boundary on the mean ISM metallicity of $12 + \log(O/H) = 8.3$ for galaxies with $\log(M_*/M_\odot) = 8 - 10$ (e.g. Erb et al. 2006; Steidel et al. 2014; Kacprzak et al. 2015a). The IGM boundary is the upper uncertainty of $\log(Z/Z_\odot) = -2.85 \pm 0.75$ from the Ly $\alpha$ forest at $z \sim 2.5$ (e.g. Simcoe et al. 2004). We assume the values in between these boundaries are typical of CGM systems.

The components modelled to this DLA system span a wide range of properties. The column densities range from $13 \lesssim \log(N(H)/\text{cm}^{-2}) \lesssim 20$, corresponding to typical Ly $\alpha$ forest absorption strengths on the lower end up to nearly DLA strengths, although the total column density classifies this system as a DLA. The metallicities have a range of $-3 \lesssim \log(Z/Z_\odot) \lesssim 1$, which suggests this gas is tracing both very metal-poor environments likely from accreting filaments and very metal-rich outflowing gas, with most clouds somewhere in between. Most clouds have thicknesses between $1 \sim 10,000$ pc and temperatures in the range $\log(T/K) = 3.5 \sim 4.5$. Comparing the overall distributions of the components constrained on low ionisation lines to those constrained on the intermediate ionisation lines, we generally find higher hydrogen number densities, lower temperatures, and smaller thicknesses for the low ionisation components. Clouds in both ionisation phases span the full range of HI column densities and metallicities and are found across the sightline in velocity space. This all suggests that there are several different physical structures along the line of sight and that the two phases are not necessarily physically coincident. There is still significant overlap in the properties of the components giving rise to the two phases, which perhaps indicates a spatial transition from the lowest ionisation gas towards higher phases.

We can also compare the component properties to the galaxies in the field. For both ionisation phases, a majority of the CGM clouds are consistent in velocity space with the galaxies in this compact group. The highest column density clouds are generally located within $\pm 50$ km s$^{-1}$ of a galaxy, with lower $N$(HI) clouds at higher velocity. Of the four ionisation clouds with $\log(N(H)/\text{cm}^{-2}) > 18$, one aligns with G1, one with G4, and two with G3 within the redshift uncertainties. The two strongest low ionisation clouds, which are associated with G1 and G4, are located within $v \sim 10$ km s$^{-1}$ of the galaxy redshifts. For the two intermediate ionisation components with strong $N$(HI), one aligns with G2 while the other does not have velocities consistent with any galaxies. In contrast, the lowest column density clouds for both ionisation phases are generally furthest from the galaxies in velocity space (being highly blueshifted in most cases). However, this may be due to either physical distance or simply peculiar motions from the gas flows around the galaxies. Focusing on the hydrogen number density panels, we find that the highest $N_{\text{HI}}$ components are associated with the low ionisation phase and are aligned with G1 or G3.
Figure 5. Violin plot showing the posterior distributions of (a) H\textsubscript{i} column density, (b) hydrogen number density, (c) metallicity, (d) temperature, and (e) thickness for each (left) low ion-constrained component and (right) intermediate ion-constrained component as a function of velocity. Components are centred at their velocity relative to $z_{\text{abs}}$. The full vertical range of each violin indicates the 3\sigma range of each y-axis value, while the darker part of the violin indicates the inner 1\sigma range. The widest part of each violin corresponds to the y-axis value with the highest probability for that component; the width of the violins is not representative of the component velocity uncertainties, which are not reflected here. Each violin is coloured by its (a, d, e) metallicity or (b, c) H\textsubscript{i} column density. For the violins with small y-axis ranges, the colours are represented by circles at the median value. The highly uncertain low ion-constrained component is de-emphasised for clarity. Vertical lines and the shaded regions at the bottom of each panel represent the redshifts and uncertainties of galaxies G1 (purple dotted), G2 (cyan dashed), G3 (green dot-dashed), and G4 (pink dot-dot-dashed). The shaded regions are stacked to represent their relative distance from the quasar, where G1 is closest to the quasar while G3 is furthest away. Horizontal dotted lines in panel (a) delineate $N$(H\textsubscript{i}) for DLA\textsubscript{s}, super-Lyman limit systems (SLLS), LLS, partial LLS (pLLS), and Ly\alpha forest (LYAF) systems (e.g. Lehner et al. 2016) while those in panel (c) represent rough metallicity boundaries for the ISM, CGM, and IGM.
kinematically. These components have small cloud sizes (∼1 pc) and low-to-average metallicities. Their density is the only outlying property compared to the rest of the clouds.

The lowest metallicity gas clouds primarily overlap with G1, G2, or G4 in velocity space for both phases, with one cloud aligning with only G3 due to its large redshift uncertainty. These clouds have metallicities $\log(Z/Z_\odot) \sim -2$, and an intermediate ionisation cloud with a metallicity of $\log(Z/Z_\odot) \sim -3$ is associated with G2. They are large, with thicknesses on the order of 10–100 kpc, and have high column densities, but their densities and temperatures are average. These low metallicity clouds near the galaxies could be located in extended disks or embedded in tidal material being stripped from one or both of the two galaxies located closer to the quasar sightline. More likely given their very low metallicities, the clouds could also be accreting material falling on to this compact group as it is likely located at a node of multiple cosmic web filaments. It is unsurprising in both cases that we do not find extended disk material or accretion with velocities closely consistent with G3 since the gas would likely be disrupted by galaxies G1 and G2 on its way to G3 from the direction of the quasar sightline.

In contrast, the highest metallicity low ionisation clouds are mostly clustered around galaxies G1, G2, and G4 or at high velocity away from all galaxies. The highly blueshifted clouds at $v \sim -400$ km s$^{-1}$ are typically solar to super-solar metallicity and are found in both phases. These clouds are most likely associated with outflowing gas and may have originated from G1 since it is the most highly star-forming galaxy in the group, although G2 may also be capable of driving outflows. The highest metallicity cloud is an intermediate ionisation component that lies about halfway between the velocities of G1 and G3. Given that outflows can have maximum line-of-sight velocities up to $V_{\text{out}} \approx 800$ km s$^{-1}$ at this epoch (e.g. Steidel et al. 2010), the alignment comparisons between the gas clouds and galaxies are not straightforward. Instead, connecting outflowing gas to host galaxies depends significantly on the SFRs and morphologies of the galaxies relative to the quasar sightline. Further interpretation of the gas is left to Section 4.

Figure 6 presents component metallicities as a function of component H\textsc{i} column density for (a) low ion-constrained components, (b) intermediate ion-constrained components, and (c) all components. In general, we find a trend that higher column density components are more metal-poor, with $\log(Z/Z_\odot) \sim -2$ for $N(\text{H}\textsc{i})/\text{cm}^{-2} > 19$, and are tightly clustered in the $Z - N(\text{H}\textsc{i})$ plane. In contrast, the lower column density components are more metal-rich, with $-1.0 < \log(Z/Z_\odot) < 1.0$ for $N(\text{H}\textsc{i})/\text{cm}^{-2} < 18$, and are more loosely distributed. The total H\textsc{i} column density for the system, calculated by summing the individual component contributions, is $N(\text{H}\textsc{i})/\text{cm}^{-2} = 20.53$. Since most CGM studies report an “average” metallicity accounting for the total column densities in each ion, we also measured the $N(\text{H}\textsc{i})$-weighted mean metallicity for comparison (this literature value comparison is discussed in Section 4.2). This system has a sub-solar metallicity on average, with $\log(Z/Z_\odot) = -0.68$, roughly consistent with the boundary between typical ISM and CGM metallicities. Comparing the components constrained on the low ions to those constrained on the intermediate ions, we find a higher total column density (20.34 and 20.07, respectively) and more metal-rich gas (∼0.57 and ∼0.93, respectively) for the low ions than the intermediate ions.

4 DISCUSSION

In the preceding section, we detailed the compact group environment associated with a DLA at $z_{\text{DLA}} = 2.431$, containing three galaxies with redshifts confirmed by their Ly$\alpha$ emission, G1, G2, and G3, and a fourth galaxy with no Ly$\alpha$ emission but confirmed via ISM absorption lines, G4. All of the galaxies are within $D = 20 - 40$ kpc of the background quasar sightline, which also
hosts rare ultra-strong Mg\text{II} absorption, and are within 30 kpc of each other. G1 and G2 may be capable of driving outflows based on their $\Sigma_{\text{SF}} > 0.1 \, \text{M}_\odot \, \text{yr}^{-1} \, \text{kpc}^{-2}$ when assuming higher dust extinction values, whereas G3 and G4 have SFRs too low to drive outflows regardless of their dust extinction. G1 is the most massive galaxy in the group, having a luminosity of $1.66 \, \text{L}_\odot$, and the other three galaxies are an order of magnitude fainter. While the morphology modelling of these galaxies is difficult due to their small size in the HST imaging and the possible presence of tidal features between galaxies, they mostly appear to have intermediate inclinations (G3 is the most face-on). G1, G2, and G3 are and largely probed along their major axis while G4 is probed most along the minor axis.

The associated absorption is kinematically complex, spanning a primary velocity range of at least 450 km s$^{-1}$ with weaker absorption that is highly blueshifted at $v \sim -400$ km s$^{-1}$ from G1. The absorption comprises 30 VP components (clouds) across low and intermediate ionisation phases, with cloud metallicities having a large range of $-3 \leq \log(Z/Z_\odot) \leq 1$ and an average $N$(H\text{I})-weighted metallicity of $\log(Z/Z_\odot) = -0.68$. A majority of the clouds align in velocity space with at least one of the four galaxies, but the highly blueshifted clouds do not. These results all point to a highly complex IGrM around this compact group, with multiple possible physical origins for each cloud of gas.

### 4.1 Ultra-Strong Mg\text{II}

Focusing on Mg\text{II}, we find a large equivalent width of $W_\lambda(2796) = 3.34 \, \text{Å}$, which classifies this system as an ultra-strong Mg\text{II} absorber (e.g. Nestor et al. 2007, 2011; Rubin et al. 2010; Gauthier 2013). The strong equivalent width is a result of the large kinematic spread rather than a large column density. As discussed by Nestor et al. (2011), the minimum rest-frame velocity width of a completely saturated absorber is

$$\Delta v_{\text{min}} = (\Delta \lambda / \lambda) \times c = (W_\lambda(2796) / \lambda) \times 107 \, \text{km s}^{-1},$$

which gives $\Delta v_{\text{min}} = 357 \, \text{km s}^{-1}$ for $W_\lambda(2796) = 3.34 \, \text{Å}$. In contrast, the majority of the Mg\text{II} absorption for our system spans $\pm 220$ km s$^{-1}$ for a width of $\sim 450 \, \text{km s}^{-1}$ with additional weak absorption centred at roughly $-400$ km s$^{-1}$ (total width $\sim 700$ km s$^{-1}$). This system has a wider velocity spread by at least $100$ km s$^{-1}$ than expected for a purely saturated absorber (and even as much as twice as wide), suggesting that the absorption is made up of a complicated velocity structure with multiple components spread out across a large range of velocity rather than a single saturated component. The large number of components then suggests that each of the four compact group galaxies is giving rise to a separate portion of the observed CGM, the gas flows are quite dynamic in their motions, or some combination of the two. The compact group galaxies have redshifts spanning $\Delta v \sim 340$ km s$^{-1}$ and could be as large as $\Delta v \sim 500$ km s$^{-1}$, which are comparable to the velocity spread of the bulk of the absorption. While the column density may be less important for determining the equivalent width of this system than the kinematics, column density depends on the total path length probed as well as the metallicity, ionisation conditions, and temperature of the gas, where these properties are undoubtedly important in determining the physical origins of the gas.

For comparison, the total Mg\text{II} column density of this system, $\log(N(\text{MgII})/\text{cm}^{-2}) = 14.68$, is similar to that of Mg\text{II} absorbers at $z < 1$, where Nielsen et al. (2016) have measured a mean column density of $\log(N(\text{MgII})/\text{cm}^{-2}) = 14.26$ (1σ standard deviation of 1.1) for their sample of 47 isolated absorber–galaxy pairs with $W_\lambda(2796) \leq 2$ Å. Ignoring any possible redshift evolution, the compact group environment likely does not have a strong influence on the Mg\text{II} column density and this is consistent with Nielsen et al. (2018) who found that Mg\text{II} column densities in group environments are consistent with those in isolated galaxies. In contrast, Nielsen et al. (2016) measured maximum velocity widths of $\sim 200$ km s$^{-1}$ for star-forming isolated galaxies at $z < 1$ and $W_\lambda(2796) \lesssim 2$ Å, which is roughly half that found here for the bulk of the absorption. A more consistent velocity comparison can be made with group environments, where the average Mg\text{II} profile in groups has a similar maximum velocity width as the isolated sample ($\sim 200$ km s$^{-1}$) but the groups have more optical depth at these larger velocities than isolated galaxies (Nielsen et al. 2018). The result that our ultra-strong Mg\text{II} absorber is in a compact group environment may then be unsurprising.

These comparisons above are for lower redshifts when galaxies do not drive the strong outflows that are ubiquitous at Cosmic Noon (e.g. Steidel et al. 2010; Rupke 2018). At $z = 2 - 3$, the Mg\text{II} absorbers in the Chen et al. (2017) sample have typical velocity widths of $\sim 240$ km s$^{-1}$ for all equivalent widths (slightly larger than at $z < 1$) and $\sim 580$ km s$^{-1}$ for ultra-strong Mg\text{II} absorbers with $W_\lambda(2796) \geq 3.0$ Å. The galaxies have not yet been identified for their sample, so it is unclear what types of environments their absorbers trace, but the authors suggest that the large velocity widths are tied to the heightened star formation rates at this epoch. Bond et al. (2001) also suggested that “superwinds” give rise to the strongest Mg\text{II} absorbers. It is possible that the large velocity width we see in this DLA system is primarily due to outflowing gas at the epoch of peak star formation. However, while G1 and G2 are star-forming and likely give rise to some metal-rich outflowing clouds in the absorber, none of the galaxies is currently star-forming enough to drive large amounts of outflowing gas (assuming typical dust extinctions). The large mix of low and high metallicity gas in the clouds along this sightline also do not point to outflows as being the dominant physical process giving rise to this gas, especially the very metal-poor $\log(Z/Z_\odot) \lesssim -2$ clouds, which have the largest $N$(H\text{I}) values.

Given the compact group environment, the large Mg\text{II} kinematic spread could also be a result of galaxy–galaxy interactions. Bordoloi et al. (2011) suggested that a superposition of halos explained the elevated equivalent widths found in group environments at $z < 1$, which they interpreted to mean that group environments did not influence the CGM. However, Nielsen et al. (2018) found that the velocity spreads in such a scenario were predicted to be much larger than those observed in their sample of loose groups due to the relative velocities between galaxies. The latter authors suggested that the CGM of the galaxies in group environments had already coalesced into an overall IGrM. The velocity spreads predicted for their superposition model and sample, $\Delta v < 600$ km s$^{-1}$, are surprisingly comparable to the velocity spread of the ultra-strong Mg\text{II} absorption presented here, which could point to individual galaxy contributions to the absorption for our compact group. The majority of the Nielsen et al. group environments are loose groups, with less than five galaxies in each group (most with only two galaxies) and typical separations between galaxies being $\geq 60$ kpc. The compact group we study here has a maximum impact parameter of $\sim 30$ kpc between the most distant group members, which is significantly smaller than the Nielsen et al. sample. It is likely the more compact environment presented here results in stronger, more complicated absorption than found for more loose group environments in the form of both increased star formation-induced outflows and tidal stripping from more active galaxy–galaxy interactions. Addition-
ally, the quasar sightline is much closer to all four compact group members \((D = 20 - 40 \text{ kpc})\) than the quasars in the loose group samples, such that the sightline here likely traces gas that is more likely to be associated with individual galaxies rather than an IGrM at larger distances.

Compared to other ultra-strong Mg\(\text{II}\) absorbers with spectroscopically-confirmed hosts, our system is comparable in velocity width. We found \(\Delta v \approx 450 \text{ km s}^{-1}\) for the bulk of the absorption and \(\Delta v \approx 700 \text{ km s}^{-1}\) including the highly blueshifted clouds. Other authors found values ranging \(\Delta v = 390 - 1000 \text{ km s}^{-1}\) at \(z \approx 0.5 - 0.8\). While most of the other works suggested that their absorbers originated from a starburst, three of the five systems were in loose groups (Nestor et al. 2011; Gauthier 2013). Another system is a recent merger (Rubin et al. 2010) that later had follow-up KCWI observations of the Mg\(\text{II}\) emission, where Burchett et al. (2021) suggested that the gas traced an isotropic outflow. This latter result is interesting because, while this merger is at \(z \approx 0.7\), observations and simulations both suggest that outflows at \(z \approx 2\) are isotropic (Steidel et al. 2010; Nelson et al. 2019), so similar processes may be at play in this system as in ours. The fifth ultra-strong Mg\(\text{II}\) absorber in the literature, while it is at \(z \approx 2\) unlike the other lower redshift work, is associated with a very low impact parameter \((D = 0.9 \text{ kpc})\) galaxy (Noterdaeme et al. 2012). This is a different type of system than the one through our compact group since the quasar sightline is likely piercing the disk of the galaxy itself, although the authors did not survey that field beyond 10 kpc so it is unclear what type of larger environment that galaxy resides in. These previous works all considered the absorption as a single physical structure, which, from our photoionisation modelling and the large velocity spreads discussed here, is too simple for determining the physical origin of the gas. We continue to explore this in the next sections.

### 4.2 Metallicity

Our photoionisation modelling detailed in Section 3.4 revealed a complex distribution of cloud metallicities along the sightline, which is not reflected in the sightline-averaged metallicity that is typically reported in the literature. Previous authors fitted a single DLA component with \(\log (N(\text{H}\text{I})/\text{cm}^{-2}) \approx 20.35\) and found average metallicities for this system ranging from, e.g., \([\text{Si}/\text{H}] = -0.7\) to \(-0.8\) (Lu et al. 1998; Noterdaeme et al. 2007; Wang et al. 2015), \([\text{S}/\text{H}] = 0.6\) to \(-0.9\) (D’Odorico et al. 2002; Dessauges-Zavadsky et al. 2004; Noterdaeme et al. 2007; Lehner et al. 2014), and \([\text{Zn}/\text{H}] = -0.9\) (Ledoux et al. 2006; Noterdaeme et al. 2007). In comparison, we found a total \(\log (N(\text{H}\text{I})/\text{cm}^{-2}) = 20.53\) and \(\log (N(\text{H}\text{I})/\text{cm}^{-2}) = 0.68\), which is comparable to the ranges measured previously. The CMBM method for characterising the metallicity of the gas along the line-of-sight then recovers the average metallicity found in previous works in addition to providing a more detailed view of the gas properties (this is true in simulations as well; Marra et al. 2021). Sameer et al. (2021, 2022) also recovered the average metallicities for lower H\(\text{I}\) column density systems, which, when combined with the analysis here, suggests that the CMBM method works for a wide range of absorbers.

While we found an \(N(\text{H}\text{I})\)-weighted median metallicity consistent with previous works, we note that these works did not all account for all of the gas and ionisation phases present in the system. For example, Dessauges-Zavadsky et al. (2004) fitted a single DLA component to the H\(\text{I}\) in the VLT/UVES spectrum, which neglects over half of the velocity spread of the H\(\text{I}\) absorption in the system, where the saturated trough of their DLA component spans roughly the redshift range of galaxies G1, G2, and G4 (\(v \approx 0 - 200 \text{ km s}^{-1}\)) and neglects the absorption at negative velocities relative to \(z_{\text{obs}}\). It appears that they then associated all of the metal lines to this single DLA component. Their metallicity value thus fully accounted for all of the metal line absorption in the system, but less than half of the velocity coverage of H\(\text{I}\). In some cases, previous works only modelled the low ionisation phase while higher phases traced by ions such as Si\(\text{IV}\) and C\(\text{IV}\) are neglected (e.g. Noterdaeme et al. 2007) even though our analysis demonstrates that a large fraction of the H\(\text{I}\) is associated with this phase. Our analysis highlights the need to account for all of the absorption for gas interpretations.

More broadly, our average metallicity for this absorption system is on the upper side of typical DLAs at \(z \approx 2 - 3\) (Rafelski et al. 2012) and is typical of DLAs with spectroscopically-confirmed host galaxies at \(z \approx 2\) (for an overview, see Krogager et al. 2017). However, the impact parameter of our DLA-host group is larger than the Krogager et al. compilation, with \(D \approx 30 \text{ kpc}\) (\(D \approx 21.5 \text{ kpc}\) for our nearest galaxy) compared to their mean \(D = 8.3 \text{ kpc}\). The majority of the galaxy searches were done for metal-rich DLAs because it was assumed that DLAs follow a mass–metallicity relation, where more metal-rich DLAs should be hosted by massive/luminous galaxies that are more easily observed at these redshifts. Many of the surveys also focus on a small region (~10 kpc) around and on top of the quasar sightline since absorber column densities are generally anti-correlated with impact parameter. The current samples are then biased to very low impact parameters and higher mass galaxies. More recently, MacKenzie et al. (2019) used MUSE to identify host galaxies of several \(z \approx 3.5\) DLAs with a wider range of metallicities and field-of-view. They found several galaxies (with varying confidence) in five out of six fields at the DLA redshifts, with impact parameters 25 – 280 kpc, where their most metal-poor DLA \((\log (Z/Z_{\odot}) = -2.33)\) was associated with three galaxies in a large-scale filament-like structure. The authors suggested that at most only two of their identified galaxies in their full sample are the likely DLA hosts, with the rest lying below their detection sensitivity at lower impact parameters.

The DLA-hosting compact group of galaxies we identified here is thus an outlier in impact parameter, number of galaxies, and the group compactness relative to the current \(z = 2 - 3\) DLA host galaxy literature. Our system may also be an outlier on the DLA line width–metallicity relationship (e.g. Neeleman et al. 2013), having a lower metallicity than expected from the full Si\(\text{IV}\) line width (~700 km s\(^{-1}\)) at this redshift, though it is roughly at the lower envelope of the relation if we neglect the highly blueshifted weak clouds (line width ~ 450 km s\(^{-1}\)). The system is also on the lower envelope of the Mg\(\text{II}\) equivalent width–metallicity relationship (Murphy et al. 2007, however, considering the velocity spread, this system would still be an outlier). It is possible that the lower average metallicity relative to the metal line widths and strengths for this DLA could be due to significant amounts of metal-poor accretion where the compact group sits at a cosmic web node. This would be consistent with the large-scale structure found at the DLA redshifts in the MacKenzie et al. (2019) survey and with another line width–metallicity outlier studied by Fu et al. (2021), although the latter host galaxy is a massive starburst, unlike our compact group. It is difficult to say for certain if the lower metallicity DLAs that have thus far been mostly neglected in host galaxy searches should be found in more dense environments since the current samples are too small. We further explore the possible sources of the gas in the next section.

While we compared the average metallicity for our compact group DLA to the literature, it is clear that our more detailed metal-
licrity analysis provides insight into the many structures present in the CGM. Specifically, we found that the clouds along the line-of-sight have metallicities ranging over nearly 4 dex ($-3 \leq \log(Z/Z_\odot) \leq 1$) across roughly 700 km s$^{-1}$. The average metallicity for this sightline then neglects the diversity of structures being probed by the background quasar and muddies the interpretations for the physical origins of the gas. This metallicity range is larger than that found in Crichton et al. (2015) using a similar analysis, although their system is in a different environment than ours, where the absorption system is a combination of a presumably isolated galaxy. The authors interpreted their $z = 2.5$ Lyman limit absorber as being an outflow from the galaxy since the clouds are more metal-rich than a line of $-1.0 < \log(Z/Z_\odot) < -0.2$ across roughly 440 km s$^{-1}$. A similarly narrow range of metal-rich clouds (at most 1 dex, $-0.8 < \log(Z/Z_\odot) < 0.2$) was found for several kinematic regions across over 300 km s$^{-1}$ of a $z = 2.32$ DLA hosted by another presumably isolated galaxy (Bouché et al. 2013). Because the total metallicity of their DLA was significantly below the host galaxy’s ISM metallicity, the authors assumed the gas was a combination of accretion and rotating disk components due to the major axis sightline. Our larger metallicity range in comparison could be a result of the galaxy environment or our method of also accounting for the multiphase structure of the gas, which the other works did not consider.

Simulations have demonstrated that while there may be, for example, both low metallicity accretion and high metallicity outflows along a given line-of-sight, they often line up in velocity space, and the complexity of the gas in the CGM is more clear with increasing resolution (e.g. Churchill et al. 2015; Hafen et al. 2019; Hummels et al. 2019; Peeples et al. 2019; van de Voort et al. 2019; Marra et al. 2021). In FOGGIE, the simulated sightlines pass through a wide range of gaseous environments within a single halo, with absorbing gas clouds tracing metallicities with rough ranges comparable to our clouds (Peeples et al. 2019). Specifically, one of the simulated sightlines they presented hosts a log(N(HI)/cm$^{-2}$) = 16.82 system where the gas along the line-of-sight ranges in metallicity from log(Z/Z_\odot) = -3 to super-solar values at $z = 2.5$ and similar variations are present in other simulated sightlines. While the authors selected their halo to have a quiescent merger history at $z < 1$, it appears to have multiple galaxies at $z = 2$, which could be giving rise to the rich gaseous environment in the CGM on some level. We expect that such a large range of cloud metallicities might be a common feature of compact group sightlines, especially at low impact parameters.

### 3.3 Possible Gas Origins

Our detailed metallicity modelling using CMBM has afforded us the ability to detect clouds along the line-of-sight with very different properties that are often washed out when the absorption system is treated as a single structure. Given the large variation in gas properties along the line-of-sight through our compact group, there are several possible physical origins for the clouds, which could all be present at the same time. Here we describe these possibilities, including star formation-driven outflows, accretion onto the group environment from the cosmic web, tidal streams from interactions between the group member galaxies, and dwarf satellite galaxies below our detection limit.

#### 4.3.1 Metal-Rich, High Velocity Outflows

Outflows are expected to be ubiquitous at $z = 2 - 3$ since the SFR density peaks at these redshifts (Madau & Dickinson 2014). Indeed, observations at this epoch regularly observe strong outflows with velocities exceeding several hundred kilometres per second (e.g. Steidel et al. 2010; Rupke 2018) and they may be isotropic around galaxies rather than having bipolar morphologies since the SFRs are higher and disks are not as well-formed as at lower redshifts (e.g. Law et al. 2012; Nelson et al. 2019). For our system, the clouds that are most highly likely to be outflowing material are those that are blueshifted with velocities $v \sim -400$ km s$^{-1}$. From Fig. 5 we see that both the low and intermediate ion clouds at these velocities have low column densities, metallicities greater than ten percent solar (most are consistent with ISM metallicities), and do not overlap in velocity space with any of the four galaxies. The combination of low column density and high velocity is similar to the comparable components fitted to Mg II at $z < 1$ in Nielsen et al. (2015). The authors found that their high velocity, low column density components were associated with face-on galaxies and minor axis sightlines, which are orientations where outflow signatures should dominate over other gas flows. While G3 is the most face-on galaxy in the group and nearest to these high velocity clouds in velocity space, it is the furthest galaxy from the quasar sightline and has the lowest SFR, so it is unlikely to be giving rise to this gas. G4 has the most minor axis sightline of the group, but again, it is not highly star-forming enough to eject these clouds at such high velocities. Both G1 and G2 make good candidates for outflowing gas sources since they are both star-forming (although not enough to drive significant outflows assuming average dust extinction; $\Sigma_{SFR} > 0.1$ M_\odot yr$^{-1}$ kpc$^{-2}$) and are close to the quasar sightline where the other group members are less likely to disrupt the outflowing gas before it is intersected by the quasar.

Since G1 is the galaxy closest to the quasar sightline and has the highest SFR in the group (it is on the star-forming main sequence at this epoch), it is most likely that the highly blueshifted clouds are outflowing gas from this galaxy. This would mean that these clouds have a minimum outflow velocity of $v_{out} > 400$ km s$^{-1}$ from G1. Our morphology modelling indicates that G1 is highly inclined with $i \sim 65^\circ$, so the outflow velocity could be as large as $v_{out} \sim 1000$ km s$^{-1}$ after correcting for inclination. This value is comparable to the $v_{out} \sim 800$ km s$^{-1}$ outflows estimated from stacked galaxy spectra at $z = 2.3$ (Steidel et al. 2010) and is the upper bound placed on the outflow inferred from modelling the Mg II absorption hosted by another star-forming main sequence galaxy in another field in our $z \sim 2$ KCWI survey (Nielsen et al. 2020). Since we do not have masses for the galaxies in our compact group, we cannot say for certain if this outflowing gas will remain bound within the group or escape its potential well, but the material is likely to accrete onto the other galaxies at a later epoch given their close proximity.

Focusing on the metallicity, we find that roughly half of the highly blueshifted clouds have solar to super-solar values, which is consistent with typical ISM metallicities at this epoch (estimated from the mass–metallicity relation). These clouds may not yet have encountered a significant amount of lower metallicity CGM material as they have moved outward from the galaxy since they are quite high metallicity (above the ISM dotted line in Fig. 5) and not diluted. The rest of the clouds have metallicities above ten percent solar, which suggests that they may be entrained material that was already within the CGM (below the ISM line in Fig. 5) and is being pulled along by the outflow. Depending on the galaxy masses, which we are not
able to estimate here, these clouds are slightly more metal-rich than the outflowing gas predicted in the FIRE simulations by Hafen et al. (2019) but are comparable to the outflowing metallicities predicted by e.g. van de Voort & Schaye (2012), Shen et al. (2013), and Nelson et al. (2019) at \( z = 2 - 3 \). Compared to observational results, these values are much larger than the \([\text{Si}/\text{H}]) = -1.5\) estimated by Nielsen et al. (2020) for a minor axis sightline \( \sim 70 \) kpc from an edge-on galaxy at \( z \approx 2 \), which they inferred was an outflow that had entrained significant amounts of CGM gas. However these latter authors reported a total metallicity that washes out the line-of-sight structure. Using similar photoionisation modelling methods, Crighton et al. (2015) found similar cloud metallicities as ours, which they also inferred originated from an outflow. These results strengthen the interpretation that these highly blueshifted clouds are an outflow, likely from G1 either recently (if G1 is more dusty) or from a star formation episode that has since slowed (if G1 has a typical dust extinction).

It is interesting that there is no comparable set of highly redshifted clouds in this system, especially if outflows at this epoch are generally isotropic. If we assume that only G1 is driving high velocity outflows, then this could be explained by the outflow having a small opening angle (i.e. not isotropic) and the combination of G1’s large inclination and major axis azimuthal angle, all of which would make it so that the quasar sightline can only probe blueshifted gas. However, G2 may also be capable of driving outflows and it has similar inclination and azimuthal angles as G1. G2 could be driving lower velocity outflows where the clouds overlap in velocity with the other galaxy redshifts, such as the clouds at \( v \sim -200 \) km s\(^{-1}\) and the very high metallicity intermediate ion-constrained cloud at \( v \sim -65 \) km s\(^{-1}\). These clouds would have outflow velocities ranging from \( v_{\text{out}} = 120 - 300 \) km s\(^{-1}\) at a minimum and \( v_{\text{out}} = 230 - 570 \) km s\(^{-1}\) if corrected for G2’s inclination (\( i = 58^\circ \)). Since G2 is less massive than G1, it would likely have a lower ISM metallicity from the mass–metallicity relationship so any outflowing clouds could also be less metal-rich than the highly blueshifted clouds. The slightly larger impact parameter and lower SFR of G2 could also mean that any outflows it is ejecting will have less of a chance of reaching the quasar sightline. Because of these factors, it is more difficult to clearly identify blueshifted outflowing clouds originating from G2, but they may still be present in Fig. 5.

### 4.3.2 Metal-Poor IGM Accretion

The high outflow rates found at this epoch and the fact that all four galaxies are star-forming (two out of the four compact group galaxies may even be capable of driving outflows) imply that the CGM must also be accreting significant amounts of gas from the IGM to fuel the active star formation. Indeed, simulations predict that the accretion rate of gas onto galaxies is at its highest at this epoch (van de Voort et al. 2011) and that cold mode accreting streams may be best observed by searching for high H\textsc{i} column density absorbers at low impact parameters to galaxies (van de Voort & Schaye 2012), although the covering fraction of such gas is still likely small (3 – 4 percent for DLAs; Faucher-Giguère & Kereš 2011). Wright et al. (2021) examined accretion in the EAGLE simulations where they traced particles classified as being “first-infall” (never processed through a galaxy) and “pre-processed” (previously in a galaxy), finding metallicities of \( \log(Z/Z_\odot) \leq -2 \) and \( -1 \), respectively. Observationally, accretion is often invoked for high H\textsc{i} column density, low metallicity absorbers (e.g. Fumagalli et al. 2011, 2016; Rauch et al. 2011; Ribaudo et al. 2011; Bouché et al. 2013; Borthakur et al. 2019; Zahedy et al. 2019b; Fu et al. 2021).

A direct detection still remains difficult, but observing the CGM in emission is also a promising avenue for finding accretion (e.g. Martin et al. 2019; Cameron et al. 2021).

For our compact group system, we find several high column density, low metallicity clouds along the line-of-sight in both ionisation phases and these components are aligned in velocity space with the galaxies nearest to the quasar sightline (G1, G2, and G4). We suggest that these components, which have \( \log(N(\text{H})/\text{cm}^{-2}) \gtrsim 19 \) and metallicities \( \log(Z/Z_\odot) \leq -2 \) (including one cloud at \( \log(Z/Z_\odot) \sim -3 \) in the intermediate ions), are tracing cold mode accreting filaments from the IGM. Simcoe et al. (2004) estimated IGM metallicities from the Ly\text{a} forest at \( z = 2.5 \) and found metallicities of \([\text{Na}/\text{H}]) = -2.85 \pm 0.75\), where the upper bound on this value is plotted as the horizontal dotted line delineating the CGM and IGM in Fig. 5(c). If our observed low metallicity clouds are IGM accretion, then they are comparable to or slightly more metal-rich than the Ly\text{a} forest absorbers and the values found in simulations. van de Voort & Schaye (2012) suggested that cold mode accretion could have fairly high metallicities near galaxies due to the gas mixing with outflowing material, or could simply be an artefact of their simulation resolution, where the metallicity had not yet converged. Regardless, it is less likely that these components are tidal streams or recycled accretion from outflows originating in the neighbouring galaxies because their metallicities are several dex lower than those expected for the ISM (upper dotted line in the figure) and still lower than typical CGM or “pre-processed” clouds at this epoch.

The low velocity of these clouds, with several being located within \( v \sim 200 \) km s\(^{-1}\) of one of the four galaxies’ redshifts, may seem counter to predictions that accreting gas should align with galaxy discs to add angular momentum and therefore have relative velocities on the order of galaxy rotation (e.g. Steidel et al. 2002; Kacprzak et al. 2010b; Stewart et al. 2011, 2017; Danovich et al. 2012, 2015; Ho et al. 2017; Zabl et al. 2019). However, the compact group environment probably disrupts the gas as it accretes onto the wider IGrM, where the galaxies themselves are rapidly changing their locations within the group due to interactions. Furthermore, the group halo likely has a larger virial temperature than would be found around these galaxies individually, so it is unclear if the presumably accreting gas actually reaches the galaxies themselves as cold mode accretion. At best, the accreting material is probably reaching the overall group halo at 20 – 40 kpc (minimum projected distance) but its fate within that distance is unknown. This gas must eventually reach the galaxies as some form of accretion since they are currently star-forming.

### 4.3.3 Tidal Streams from Galaxy Interactions

Given the close proximity of the four galaxies to each other and the weak evidence of faint, narrow, elongated streams of material coming off G1 and G4 in the HST imaging, it is highly likely these galaxies are actively interacting and being tidally stripped. In fact, simulations suggest that 96 percent of compact groups at \( z = 2 \) are fully merged into a single massive galaxy by \( z = 0 \) (e.g. Wiens et al. 2019), so we may be observing the IGrM in the early stages of that merger process. At low redshift, Chen et al. (2019) used VLT/MUSE to observe the CGM in emission for a group of 14 galaxies associated with a known DLA in a background quasar spectrum. Their emission mapping found a large intragroup nebula tracing the galaxies and their motions in the group, where they attributed a dense filament of gas nearest to the quasar sightline to ram-pressure and tidal stripping from galaxy–galaxy interactions.
Their interpretation is consistent with previous work examining only the quasar absorption (Kacprzak et al. 2010a; Péroux et al. 2019) and is similar to other DLA hosts, where interactions between galaxies appear to give rise to the DLAs (e.g. Battisti et al. 2012; Borthakur et al. 2019). In the local Universe where H\textsubscript{i} can be directly imaged in great detail, de Blok et al. (2018) created a deep map of the H\textsubscript{i} (3\sigma column density limit log(N(H\textsubscript{i})/cm\textsuperscript{-2}) = 19.1) around the interacting M81 galaxy triplet, including starbursting galaxy M82. Nearly all of the detected H\textsubscript{i} external to the galaxies in this group was associated with tidal streams. The distances between the galaxies in the M81 triplet are quite a bit larger than those found in our compact group, but the interactions between galaxies are expected to be similar.

Since ISM metallicities at z \sim 2 can be as low as log(Z/Z\odot) \sim -0.7 and it is ISM material that would be pulled out of galaxies into streams from galaxy–galaxy interactions, we suggest that many of the clouds in Fig. 5 are tidal stream material. In particular, the log(Z/Z\odot) > -1 clouds with low velocities relative to galaxies G1, G2, and G4 seem most likely, where tidal material should retain the rough redshift of the host galaxy it is being stripped off. Ideally, we would have measured the rotation curves of each of the galaxies in this group to gain further insight into which galaxy each of these clouds might be most closely related since their relative velocities should continue to align with the rotation curve of the host galaxy. However, the KCWI spaxels have sizes on the order of galaxy sizes at z \sim 2 (Allen et al. 2017), so we cannot measure the rotation curves for comparison. Regardless, galaxies at this epoch have rotation velocities on the order of up to a couple hundred kilometres per second, depending on their mass, and velocity dispersions of \sigma \sim 50 km s\textsuperscript{-1} (e.g. Wisnioski et al. 2015). These rotation velocities are larger than the offsets between the absorption clouds in question and galaxies G1, G2, and G4. However, we have not corrected for inclination effects in Fig. 5, where these galaxies are highly inclined, so the corrected absorbing cloud–galaxy offset velocities could be larger and more consistent with the rotation velocities expected. Additionally, the group environment likely interrupts clean signatures of rotation out to large distances from the group member galaxies, especially for gas that was stripped at earlier times. It may be more likely that these stream clouds trace the wider group potential well and will eventually become part of the wider IGrM. In this last case, the tidal streams should not exceed the group dynamics defined roughly by the galaxy redshifts. Consistent with this, the bulk of the absorption, and in particular the clouds that are most likely associated with tidal streams, reside within the velocity space defined by the galaxy redshifts. In contrast, the clouds that are most confidently outflows reside outside the galaxies’ velocity space.

Other potential clouds that could be tidal material are the two clouds at v \sim -10 km s\textsuperscript{-1} and \sim -110 km s\textsuperscript{-1} with large hydrogen number densities that are outliers in the sample. While these clouds are not particularly metal-rich (the latter cloud is quite metal-poor, in fact) their densities suggest that this material was recently located in more dense environments than the CGM. It is possible that their lower metallicities mean that either these clouds have swept up surrounding metal-poor CGM material but have retained their dense structures or these clouds were stripped at an earlier epoch than the rest of the clouds, when the galaxy ISM metallicities would have been more metal-poor. Alternatively, their very high hydrogen number densities and parsec-sized thicknesses could also suggest that these clouds trace what could eventually be star formation regions in tidal streams, similar to those found in the nearby universe (e.g. Ryan-Weber et al. 2004; Werk et al. 2008; Howk et al. 2018a,b).

### 4.3.4 Dwarf Satellite Galaxies

Surveys searching for DLA host galaxies at high redshift often result in non-detections in H\alpha and Ly\alpha (for a summary, see Krogager et al. 2017, and references therein), where faint dwarf galaxies below the survey detection limits are commonly invoked. While we have identified four host galaxies located in a compact group for our z\textsubscript{DLA} = 2.431 DLA, it is still possible that dwarf satellite galaxies below our KCWI detection limits are present in the group. An earlier survey of the field around our DLA that did not cover our compact group resulted in no H\alpha emission detections from host galaxies within D \sim 12.5 kpc and with SFR > 4.4 \times 10\textsuperscript{-1} M\odot yr\textsuperscript{-1}, where the higher SFR limit is located within 0’/5 (\sim 4 kpc) of the quasar sightline (Wang et al. 2015). In comparison, the galaxies we identified in the compact group have SFR\textsuperscript{UV} = 1.4 – 11.6 M\odot yr\textsuperscript{-1}, where most are lower than the detection limit in the previous authors’ survey. From the mass–metallicity relation, such faint dwarf galaxies would have ISM metallicities that are lower than the more massive galaxies we observed here so it is unlikely they would be giving rise to most of the very metal-rich clouds. Moreover, dwarf galaxies in a compact group would be more likely to be impacted by ram pressure stripping as they move through the wider IGrM and around the more massive galaxies, so while they could be the source of gas in a gas stripping scenario, it is less likely that they are able to retain enough of their ISM for significant star formation activity to drive outflows (for a review, see Cortese et al. 2021). Possible clouds that could be dwarf galaxy candidates are the very high hydrogen number density clouds discussed in the previous section, where the galaxies have retained enough gas to be detected in the quasar sightline but the galaxies themselves could be below our surface brightness limits. The low metallicity of these clouds could then be explained by the low expected mass of such objects, especially if they are tidal dwarf galaxies forming out of tidally-stripped or accreting material (e.g. Lee-Waddell et al. 2012). However, the small sizes of these clouds, \sim 1 pc, suggest this may not be very likely since this is an order of magnitude smaller than the tidal dwarf galaxy discovered by Lee-Waddell et al. (2012).

### 4.4 What does this mean for Compact Groups?

At low redshift, compact groups often show evidence of star formation suppression, with a higher fraction of quiescent galaxies than in the field, and the individual galaxies themselves are often H\textsubscript{i}-deficient, likely due to the continuous strong interactions between group member galaxies. Verdes-Montenegro et al. (2001) suggested an evolutionary pathway using 72 of these environments where younger compact groups have more star-forming spiral galaxies that have retained their H\textsubscript{i} reservoirs. Over time, these galaxies transition to more quiescent ellipticals that have had their H\textsubscript{i} reservoirs stripped from repeated interactions and this stripped material is expected to reside within the surrounding IGrM. Consistent with this stripping scenario, Borthakur et al. (2010, 2015) found a diffuse component of H\textsubscript{i} in the IGrM and this excess gas is found in increasing amounts with the evolutionary phases above. Bitsakis et al. (2016) used a much larger sample (1770 compact groups) to additionally suggest that the motions of the galaxies through the increasingly massive IGrM cause the ISM of the galaxies to shock and become more turbulent, both of which further suppress star formation. To fully test this evolutionary pathway, a multiphase view of the IGrM in addition to current observations of the galaxies themselves is needed.

As we have shown here, quasar absorption line spectroscopy...
within ~ 30 kpc of a compact group revealed a rich IGrM traced by a DLA and ultra-strong Mg\(\text{II}\) absorption, which are quite rare systems. The metallicities of the clouds along the line-of-sight clearly show that a variety of physical processes are active in this compact group, including outflows and tidal stripping, and suggest that the group itself is still actively accreting fresh IGM material, perhaps in contradiction to low redshift findings of H\(\text{I}\)-deficient galaxies.

While this is most likely a result of the higher redshift than the compact groups previously studied, this is the first time a compact group has had its IGrM studied in such great detail using quasar absorption lines,\(^4\) which are more sensitive to the diffuse intragroup gas than previous H\(\text{I}\) surveys but probe a much smaller spatial region. From a sample of only one, it is unclear if all compact groups should show such rare complexity in their absorbing gas, where this more diffuse and more highly ionised absorbing material is otherwise “invisible” to H\(\text{I}\) emission mapping, or if this is a feature of the redshift, evolutionary stage, or specific geometry of this system.

Regardless, it is clear that there is a significant amount of diffuse gas in the IGrM around our compact group and this material could be shocking and disturbing the ISM of the lower luminosity (mass proxy) galaxy G3 in particular, suppressing its SFR. Obtaining a census of this material will clarify the role of galaxy-IGrM interactions in star formation suppression and determine whether the tidal material is easily ionised to higher phases, which is important for understanding the fate of the stripped gas (for a discussion on this latter point, see Borthakur et al. 2010, 2015).

To further understand the evolutionary processes occurring in these environments, it would be best to compare the absorbing gas to H\(\text{I}\) emission maps and estimates of H\(\text{I}\) deficiencies in the galaxies for the various phases proposed by Verdes-Montenegro et al. (2001). Comparing the absorption ionisation phases and detailed metallicities to the galaxies and their H\(\text{I}\) content for a sample of compact groups would provide a more complete picture of the physical processes at play and what factors are most important in giving rise to the observed low redshift H\(\text{I}\). While we do not have the ability to obtain H\(\text{I}\) maps for this epoch to determine the evolutionary phase of this group, it is interesting that only 50 percent of the galaxies in this group may be star-forming enough to drive outflows (G1 and G2), but we still infer that the gas originates from outflows and accretion in addition to the tidal streams commonly observed at low redshift with H\(\text{I}\). This group may be in an earlier phase of the evolutionary pathway, especially if the metal-poor accreting gas is reaching these galaxies to continue fuelling their star formation, but the strong interactions between galaxies may be suppressing the SFR of G3 and G4 in particular.

Connecting the absorption to H\(\text{I}\) emission maps would also allow us to more confidently determine if the quasar is piercing the tidal streams directly (e.g. Q1127–145 \(z = 0.313\) with H\(\beta\) emission; Chen et al. 2019) and, if so, whether that material is primarily being stripped from G3 and G4 to match their lower SFRs or is in the process of depleting G1 and G2 of their star-forming reservoirs. It is perhaps interesting that we do not observe a large H\(\text{I}\) Ly\(\alpha\)-emitting halo surrounding this group (see Fig. 2) since this would be an additional confirmation of a significant amount of H\(\text{I}\) surrounding the group and even isolated galaxies at this epoch have been observed to host such structures (e.g. Leclercq et al. 2017; Nielsen et al. 2020; Chen et al. 2021). However, the physical mechanism giving rise to Ly\(\alpha\) halos is still difficult to determine. One scenario might be that the lower SFRs of these galaxies mean that the photons required to illuminate the surrounding H\(\text{I}\) are not being emitted by the galaxies rather than indicating a lack of H\(\text{I}\) enclosing the group. Alternatively, our observations may not be deep enough to detect a Ly\(\alpha\) halo. As stated above, we cannot conclude general characteristics from only one compact group, so a larger sample is required to further explore these results, but the large variation of absorption properties and the large kinematic spreads found for our system may be more common in these sorts of environments than around isolated galaxies, especially at Cosmic Noon.

5 CONCLUSIONS

As part of our larger programme to identify the host galaxies of known Mg\(\text{II}\) and C\(\text{IV}\) absorbers at Cosmic Noon (\(z = 2 – 3\)) with KCWI (e.g. Nielsen et al. 2020), we identified a compact group of four galaxies giving rise to a DLA with ultra-strong Mg\(\text{II}\) absorption at \(z = 2.43\) in quasar field J234628+124859. A previous survey of the field within \(D < 12.5\) kpc of the quasar sightline yielded no host galaxies with H\(\alpha\) emission to a SFR limit of \(\leq 4 \times 10^{-11} \text{M}_\odot \text{yr}^{-1}\) (Wang et al. 2015), in contrast to our wider and more sensitive survey out to \(D < 140\) kpc. We compared the properties of these galaxies to the kinematically complex, multiphase absorption using detailed photoionisation modelling. Our results include the following.

1) Compact Group Properties: The compact group galaxies are located within \(D = 20 - 40\) kpc of the background quasar sightline, with a group centre impact parameter of \(D \sim 25\) kpc, which is located beyond the search radius of the previous survey. Three of the galaxies (G1, G2, and G3) were identified via their Ly\(\alpha\) emission while the fourth galaxy (G4) did not have Ly\(\alpha\) emission so it was identified by its ISM absorption lines (Fig. 3). All four galaxies are located within \(D = 8 – 28\) kpc and \(v \sim 40 – 340\) km s\(^{-1}\) of each other, where interactions between the galaxies are likely considerable. In fact, G1 and G4 appear to have narrow tidal features in the HST imaging (Fig. 1). G1 dominates the group, where it is an 1.66L\(_\odot\), and the other three galaxies are less massive, with \(v \sim 0.1 – 0.3L\(_\odot\) (Tables 2, 3). While the galaxies are likely interacting, none of the galaxies is undergoing a starburst. G1 and G2 may be capable of driving outflows with SFR\(\text{FUV} \sim 11.6\) and \(1.7 \text{M}_\odot \text{yr}^{-1}\), respectively, corresponding to \(\Sigma_{\text{SFR}} \sim 0.07 \text{M}_\odot \text{yr}^{-1} \text{kpc}^{-2}\) (these values may be larger if we assume more dust extinction). In contrast, G3 and G4 are unlikely to drive significant outflows with SFRs of 1.4 and \(2.0 \text{M}_\odot \text{yr}^{-1}\), respectively, corresponding to \(\Sigma_{\text{SFR}} \sim 0.006 \text{M}_\odot \text{yr}^{-1} \text{kpc}^{-2}\).

2) Absorption Properties: The absorption along the quasar sightline is kinematically complex, with the bulk of the metal-line absorption spanning a velocity width of \(\Delta v \sim 450\) km s\(^{-1}\) and additional highly blueshifted weak absorption at \(\sim 400\) km s\(^{-1}\) for a total width of \(\Delta v = 700\) km s\(^{-1}\) (Fig. 4). This large kinematic spread is consistent with other ultra-strong Mg\(\text{II}\) absorbers that were interpreted as superwinds from starbursts. The redshifts of the four galaxies align with the bulk of the metal-line absorption, but the highly blueshifted clouds are offset by at least 250 km s\(^{-1}\) from the host galaxies.

We used the cloud-by-cloud multiphase Bayesian modelling method (CMBM; Sameer et al. 2021, 2022) to probe the various structures and ionisation phases of the gas along the quasar sightline.

The 30 modelled clouds (Table A1) across the low ionisation phase...
where at least two of the galaxies may still be accreting the gas necessary to sustain their star formation. To better place this system in context with lower redshift work, it would be ideal to determine how H$^+$-deficient the galaxies are relative to their SFRs and to map the CGM in emission to determine if the quasar directly probes a tidal stream, and if so, from which galaxy the stream originates. ISM metallicities of the galaxies would also be useful for better confirming tidal material, but we do not have coverage of the emission lines required for this measurement in the KCWI data. On the other end, low redshift observations of quasar sightlines through compact groups in the various evolutionary phases are needed to obtain a more complete census of the IGRM reservoir since these sightlines can probe more diffuse and more highly ionised gas than H$^+$ studies. These data would also confirm if the highly complex absorption is a feature of compact groups or simply the nature of gas flows at Cosmic Noon. Regardless, compact groups and small group environments in general may be more likely to host rare systems like DLAs and ultra-strong Mg$^+$ systems given the complexity of galaxy–galaxy interactions, especially at low impact parameters.
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APPENDIX A: KCWI ILLUMINATION GRADIENT AND SCATTERED LIGHT CORRECTION

The KCWI DRP (IDL, v1.2.2) does not fully remove a ten percent slice-by-slice wavelength-dependent illumination gradient in the data.6 The pipeline also does not adequately correct for scattered light in the slices containing the bright background quasar, which makes these slices brighter than the rest. Fig. A1 demonstrates these effects generally (i.e. the wavelength-dependence is not reflected here), where panel (a) is a white light image of a single exposure for the J2346 field for the cube output from the pipeline with here), where panel (a) is a white light image of a single exposure for the J2346 field for the cube output from the pipeline with

---

6 As of publication, we have not yet tested the python version of the pipeline.
default settings. A strong gradient is present from left to right across the 24 slices and this gradient is present regardless of the field being observed or whether a bright object such as a quasar is within the FOV. The gradient is always left-to-right in the data regardless of the orientation of the FOV on the sky, so it is not a sky position angle effect. The bright slices on the left also have significant scattered light due to the quasar centred vertically in the field; if the quasar is located on the right side of the FOV, then those slices would instead have the bright scattered light. We have found these effects in all combinations of the large and medium slicers with the BL and BM gratings, as well as the small slicer with the BL grating. They have also been documented by other KCWI users (e.g. Cai et al. 2019; Rupke et al. 2019).

To remedy these issues, we determine the gradient across the field and then divide it out of the cube. Ideally separate sky fields would be used for this to avoid removing or correcting out the desired Lyα signal or other continuum signal, but we do not obtain separate sky fields for this program since there is an adequate amount of sky in each pointing. To measure the gradient, we use non-sky-subtracted, flux-calibrated cubes from the reduction pipeline by skipping step kcwi-stage5sky. This method makes the assumption that the sky dominates the signal in the cube and that the sky is constant across the FOV, so any deviations from a flat background are likely due to instrumental illumination effects that are not removed by the pipeline.

Measuring the gradient requires obtaining only the sky background and not including any objects in the estimate. Given this, we developed an automated object masking routine that uses sigma-clipping to mask both the significant quasar light and other objects in the field. This method can run without first identifying objects in the field by the user. For this method, we created a white light image spanning 3500 ≤ λ ≤ 5500 Å for each flux-calibrated, non-sky-subtracted exposure output from the pipeline. This image was then used to automatically identify objects in the field. When present, the quasar was masked as the first step using a stringent 0.02σ sigma-clipping to remove the majority of the non-sky signal. From the quasar-masked image we then further masked any continuum objects slice-by-slice using a 2σ sigma-clipping, running this step twice to ensure adequate masking. This continuum object masking step needs to be done slice-by-slice due to the gradient and quasar scattered light, which impact the median and standard deviation of the flux across the cube. The sigma-clipping thresholds are not necessarily fixed for all fields in our survey; rather, they depend on both the quasar brightness (since each quasar in our survey has a different spectrum/luminosity) and the background (since a brighter background will require a lower threshold to remove faint galaxies). However, the thresholds are held constant for all exposures in a given field. The remaining unmasked spaxels, which define the background or sky, were then used to measure and correct the illumination gradient.

As a reference to compare each slice to, we calculated the median background spectrum for the entire FOV using the unmasked spaxels. This background spectrum was smoothed by convolving with a boxcar filter with a kernel size of 201 spectral pixels, and then this smoothed spectrum was re-binned into 40 Å wide bins. This binned spectrum was then interpolated onto the original wavelength array using a spline. These steps smoothed out any bright emission lines from the sky or galaxies in the field as well as objects with faint continuum emission not caught in the masking step, all of which are likely due to instrumental illumination effects that are not removed by the pipeline.

To measure the gradient, we use non-sky-subtracted, flux-calibrated cubes from the reduction pipeline by skipping step kcwi-stage5sky. This method makes the assumption that the sky dominates the signal in the cube and that the sky is constant across the FOV, so any deviations from a flat background are likely due to instrumental illumination effects that are not removed by the pipeline.

Measuring the gradient requires obtaining only the sky background and not including any objects in the estimate. Given this, we developed an automated object masking routine that uses sigma-clipping to mask both the significant quasar light and other objects in the field. This method can run without first identifying objects in the field by the user. For this method, we created a white light image spanning 3500 ≤ λ ≤ 5500 Å for each flux-calibrated, non-sky-subtracted exposure output from the pipeline. This image was then used to automatically identify objects in the field. When present, the quasar was masked as the first step using a stringent 0.02σ sigma-clipping to remove the majority of the non-sky signal. From the quasar-masked image we then further masked any continuum objects slice-by-slice using a 2σ sigma-clipping, running this step twice to ensure adequate masking. This continuum object masking step needs to be done slice-by-slice due to the gradient and quasar scattered light, which impact the median and standard deviation of the flux across the cube. The sigma-clipping thresholds are not necessarily fixed for all fields in our survey; rather, they depend on both the quasar brightness (since each quasar in our survey has a different spectrum/luminosity) and the background (since a brighter background will require a lower threshold to remove faint galaxies). However, the thresholds are held constant for all exposures in a given field. The remaining unmasked spaxels, which define the background or sky, were then used to measure and correct the illumination gradient.

As a reference to compare each slice to, we calculated the median background spectrum for the entire FOV using the unmasked spaxels. This background spectrum was smoothed by convolving with a boxcar filter with a kernel size of 201 spectral pixels, and then this smoothed spectrum was re-binned into 40 Å wide bins. This binned spectrum was then interpolated onto the original wavelength array using a spline. These steps smoothed out any bright emission lines from the sky or galaxies in the field as well as objects with faint continuum emission not caught in the masking step, all of which are likely due to instrumental illumination effects that are not removed by the pipeline.
Figure A3. Components constrained with the low ionisation lines H\textsc{i}, Mg\textsc{ii}, Fe\textsc{ii}, or Si\textsc{ii}, where the ticks above the spectrum indicate the component central velocity ($v = 0$ km s$^{-1}$ represents $z_{abs}$ measured from Mg\textsc{ii}). VP component colours represent the H\textsc{i} column density. The low ionisation lines are well-fitted by these components, which account for the vast majority of their absorption, but the intermediate ionisation lines are significantly under-fit in this single phase model. Additional components are required for Si\textsc{iv}, Si\textsc{iii}, and C\textsc{iv} as shown in Fig. A4. The total fit representing both these components and the intermediate ionisation components (Fig. A4) is shown in Fig. 4.

which would bias the gradient measurement. They also reduced the effect of noise since we are only interested in broader illumination differences between slices. Then the median, smoothed spectrum for each slice was measured using the same steps and compared to the median, smoothed background reference spectrum. This comparison, the ratio between the slice median and the background median, is plotted in Fig. A2 for the J2346+124 exposure shown in Fig. A1.

Figs. A2(a) and (b) quantify the wavelength-dependent illumination gradient effect by showing the ratio of the median spectrum for each of the 24 slices (objects are masked out) to the median background spectrum. Brighter slices in the gradient are represented by yellow curves while fainter slices are purple, where neighbouring slices have similar colours. Slices with the largest slice-to-background ratios represent those slices in which the quasar is contained and are the result of scattered light from the bright quasar. For these slices, the peak in the slice-to-background ratio at $\lambda \sim 4350$ Å corresponds to Ly$\alpha$ from the quasar at $z_{qso}$. We also highlight the wavelength where we expect to find Ly$\alpha$ emission from DLA-host galaxies to demonstrate that we are not removing any signal from this system (i.e. there is no peak in the ratios that will be over-
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Figure A4. Components constrained with the intermediate ionisation lines Siiv or C iv, where the ticks above the spectrum indicate the component central velocity ($v = 0$ km s$^{-1}$) represents $z_{\text{abs}}$ measured from Mg ii). VP component colours represent the H i column density. The intermediate ionisation lines are well-fitted by these components, which account for the vast majority of their absorption, but do not fit the low ionisation lines well. The total fit representing these components and the low ionisation components (Fig. A3) is shown in Fig. 4.

To correct the cubes for the illumination gradient, these wavelength-dependent ratios were divided out spaxel-by-spaxel for each slice. The corrected slice ratios are plotted in Fig. A2(c), showing that the background becomes flat to within one percent using this method. To finalise the reduction, we measured a median sky in the corrected cube using only the non-masked spaxels and subtracted this sky from every spaxel since the sky subtraction step of the pipeline was skipped. This resulted in adequate flat-fielding, scattered light correction, and sky subtraction in the final data cubes. The result of this correction is shown in Fig. A1(b), where faint features and even galaxies on the right side of the FOV are more prominent. The fully reduced and flat-fielded cubes were then combined according to the steps laid out in Section 2.3.
As detailed in Section 3.3, we required 30 different VP components across two ionisation phases to adequately model the absorption profile for this DLA system. The full list of ions used to constrain the models, where the doublets and multiplets were covered and modelled, have their column densities tabulated in Table 5. Fig. A3 plots several representative transitions superimposed with the individual VP components for the 20 components that were constrained using a low ionisation line, including H$_i$, Mg$_i$, Fe$_i$, or Si$_i$. Most components were constrained on Si$_i$, while two components were constrained on H$_i$, where no metal lines required a component. An additional 10 components were required in the Si$_v$ and C$_v$ lines to define the intermediate ionisation phase and are plotted in Fig. A4. In both cases, the components are coloured by their H$_i$ column density, where darker colours represent higher column densities.

Each component is applied to the full suite of transitions used in the metallicity modelling and this applies constraints on the CLOUDY grids.

Table A1 lists the properties for each of the 30 components modelled to the system, including the (1) ion with which each component was constrained on, where the names indicate the ion (e.g. Si$_{iv}$ or C$_{iv}$) and an identification number (e.g. ion$_0$) for reference, (2) central velocity, (3) H$_i$ column density, (4) Doppler b-parameter, (5) hydrogen number density, (6) metallicity, (7) temperature, and (8) thickness. The values reported are the median of the posterior distribution, while the errors represent the minimum and maximum of the distributions. This is in contrast to most literature, which often report 1σ uncertainties, so the uncertainties reported here appear to be larger than usual for a subset of components. The components are

| Ion | $v$ (km s$^{-1}$) | $n_H$ (cm$^{-2}$) | $b_{\text{H}_i}$ (km s$^{-1}$) | $\log n_{\text{H}_i}$ (cm$^{-3}$) | $\log Z$ (K) | $\log T$ (K) | $\log L$ (pc) |
|-----|-----------------|-----------------|-----------------|-----------------|-----------|-----------|-----------|
| Si$_{iv}$ | -419 | 15.41 ± 0.12 | 0.31 ± 0.5 | -1.73 ± 0.06 | -0.25 ± 0.07 | 0.46 ± 0.01 | 0.77 ± 0.07 |
| Si$_{iv}$ | -395 | 13.78 ± 0.15 | 9.6 ± 0.2 | -3.40 ± 0.09 | -1.01 ± 0.10 | 5.11 ± 0.01 | 3.86 ± 0.06 |
| Si$_{iv}$ | -360 | 13.52 ± 0.48 | 12.6 ± 1.0 | -2.94 ± 0.10 | 0.54 ± 0.20 | 14.4 ± 0.09 | 13.4 ± 0.19 |
| C$_{iv}$ | -197 | 15.27 ± 0.08 | 36.4 ± 8.5 | -2.67 ± 0.24 | -0.85 ± 1.16 | 4.49 ± 0.13 | 2.88 ± 0.93 |
| C$_{iv}$ | -146 | 16.32 ± 0.32 | 26.3 ± 12.3 | -2.57 ± 0.06 | -0.97 ± 0.50 | 4.60 ± 0.05 | 3.71 ± 0.34 |
| Si$_{iv}$ | -65 | 15.56 ± 0.02 | 24.6 ± 0.4 | -2.22 ± 0.02 | 0.98 ± 0.02 | 3.20 ± 0.01 | 1.33 ± 0.03 |
| Si$_{iv}$ | -11 | 20.03 ± 0.01 | 24.9 ± 0.1 | -2.48 ± 0.01 | -2.21 ± 0.01 | 4.41 ± 0.01 | 5.20 ± 0.01 |
| C$_{iv}$ | +52 | 14.23 ± 1.2 | 3.4 ± 3.0 | -3.10 ± 0.43 | -0.79 ± 0.91 | 4.73 ± 0.21 | 3.03 ± 0.08 |
| C$_{iv}$ | +85 | 14.56 ± 0.47 | 15.1 ± 1.9 | -3.08 ± 0.19 | -0.69 ± 1.47 | 4.69 ± 0.15 | 3.24 ± 0.51 |
| C$_{iv}$ | +143 | 18.99 ± 0.50 | 21.2 ± 1.3 | -2.45 ± 0.02 | -2.99 ± 0.11 | 4.41 ± 0.01 | 5.14 ± 0.03 |

APPENDIX B: INFERRED CLOUD PROPERTIES FROM PHOTOIONISATION MODELLING WITH CMBM

As detailed in Section 3.3, we required 30 different VP components across two ionisation phases to adequately model the absorption profile for this DLA system. The full list of ions used to constrain the models, where the doublets and multiplets were covered and modelled, have their column densities tabulated in Table 5. Fig. A3 plots several representative transitions superimposed with the individual VP components for the 20 components that were constrained using a low ionisation line, including H$_i$, Mg$_i$, Fe$_i$, or Si$_i$. Most components were constrained on Si$_i$, while two components were constrained on H$_i$, where no metal lines required a component. An additional 10 components were required in the Si$_v$ and C$_v$ lines to define the intermediate ionisation phase and are plotted in Fig. A4. In both cases, the components are coloured by their H$_i$ column density, where darker colours represent higher column densities. Each component is applied to the full suite of transitions used in the metallicity modelling and this applies constraints on the CLOUDY grids.

Table A1 lists the properties for each of the 30 components modelled to the system, including the (1) ion with which each component was constrained on, where the names indicate the ion (e.g. Si$_{iv}$ or C$_{iv}$) and an identification number (e.g. ion$_0$) for reference, (2) central velocity, (3) H$_i$ column density, (4) Doppler b-parameter, (5) hydrogen number density, (6) metallicity, (7) temperature, and (8) thickness. The values reported are the median of the posterior distribution, while the errors represent the minimum and maximum of the distributions. This is in contrast to most literature, which often report 1σ uncertainties, so the uncertainties reported here appear to be larger than usual for a subset of components. The components are
separated by whether they were constrained on the low ionisation lines or the intermediate ionisation lines for convenience. The full posterior distributions, which have been sigma-clipped at the 3σ level for clarity, are presented in Fig. 5.
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