Noise Model of Relaxation Oscillators Due to Feedback Regeneration Based on Physical Phase Change

Bosco Leung
Electrical and Computer Engineering Department, University of Waterloo
Waterloo, Ontario, Canada
bleung@uwaterloo.ca
Abstract—A new approach to investigate noise spikes due to regeneration in a relaxation oscillator is proposed. Noise spikes have not been satisfactorily accounted for in traditional phase noise models. This paper attempts to explain noise spikes/jump phenomenon by viewing it as phase change in the thermodynamic system (for example, from gas to liquid or magnetization of ferromagnet). Both are due to regeneration (positive feedback in oscillator as well as alignment of spin due to positive feedback in ferromagnet). The mathematical tool used is the partition function in thermodynamics, and the results mapped between thermodynamic system and relaxation oscillator. Theory is developed and formula derived to predict the magnitude of the jump, as a function of design parameter such as regeneration parameter or loop gain. Formulas show that noise increases sharply as regeneration parameter/loop gain approaches one, in much the same way when temperature approaches critical temperature in phase change. Simulations on circuits (Eldo) using CMOS as well as Monte Carlo simulations (Metropolis) on ferromagnet (Ising model) were performed and both show jump behaviour consistent with formula. Measurements on relaxation oscillators fabricated in 0.13um CMOS technology verify such behaviour, where the sharp increase in noise when regeneration parameter/loop gain is close to one, matches closely with the theoretical formula. Using the formula the designer can quantify the variation of noise spikes dependency on design parameters such as $g_{m}$ (device transconductance), $R$, $I_{0}$, via their influence on regeneration parameter/loop gain.

I. INTRODUCTION

Relaxation oscillators are used in applications [1], [2] such as phase locked loops for clock recovery, clock generators, and time-to-digital converters. Unlike LC oscillators, these oscillators do not need inductors and are easily implemented in CMOS process. While simple in implementation, their phase noise have been inferior. Traditional circuit phase noise models based on linear oscillatory systems [3], impulse sensitivity function [4], as well as those based on threshold crossing have been applied to relaxation and ring oscillators [5], [7], [10].

These approaches are not suitable because, as result of nonlinear regeneration, relaxation oscillator’s noise trajectories can create noise spikes [8], particularly at time of switching, the moment at which timing jitter is to be calculated. Model in [8], [9], try to address this issue, using the stochastic theory of large deviation [19] to find the bound of the noise spikes. For each sample path of the noisy trajectory, such a bound depends on $I_{0}$, the action function associated with that trajectory. However near the jump point, [8] admits that current $i$ can have deviation approaching infinity (after eq. 5.7 in [8]). Therefore [8] has severe drawback (see Remarks 3, pg. 662 [8]). This is because $I_{0}$ is an integral criterion and the noisy trajectory is a badly behaved set (remark 2 after eq. 5.5 in [8]).

[21] went back to [9], from which [8] is based. [9] made a first attempt of explaining the jump phenomenon as phase change (like, from gas to liquid). [21] now investigated the phase change based jump phenomenon in relaxation oscillator using such physics concept as the Lagrangian. As pointed out by [23], [21] is missing a dissipation term, which is needed to account for effect from, for example, the dissipation effect from resistor. [22] incorporates such effect, using the Rayleigh dissipation function [24] and Lagrangian with friction [25]. As pointed out by [25], this dissipation based phase change formulation, is fundamentally different from former model of nonlinear circuit [26] (Taylor approach of Stratonovich) [27]. Following [5], this report, as well as [21], [22] focus on thermal noise and MOS circuits.

Due to length restriction only preliminary and qualitative aspect was discussed in [21], [22]. Also the variational approach developed in [21], [22] cannot be directly applied. The present report fully developed [21], [22] and overcome such limitation. It now gives a full model, with quantitative closed form formula and experimental results. To find fluctuation, instead of applying variational approach through the entire trajectory, as in [8], [21], [22], we now focus around the point in the trajectory where jump point/phase change occurs. This can be done, in the vdw gas, by using the partition function. The fluctuation calculated from the partition function is then mapped back to relaxation oscillator. The tool used in mapping between the relaxation oscillator and vdw gas is by comparing the action based on Lagrangian formulation between the relaxation oscillator action $I_{0}$, and the vdw gas action based on the corresponding Lagrangian. The way of obtaining fluctuation formula is from recognizing that interaction (due to positive feedback) is responsible for overcoming the noise to achieve regeneration, thus resulting in a low entropy state (capacitor charged or discharged).

II. RELAXATION OSCILLATOR: PREVIOUS MODELS

The source coupled multivibrator is one of the most popular relaxation oscillator and we choose it for our investigation [2], [7]. Shown in Figure 1 is such a realization. (Another one is the ground capacitor configuration (fig. 16 of [7])). However regeneration
behaviour is similar in both, and both have noise spikes. Thus we concentrate on Figure 1 as a representative example. First neglecting noise source $i_n$, the circuit equations are:

$$\frac{dV}{dt} = \frac{I_0 - i}{C}$$

(1)

$$V = \left( \frac{2i}{\sqrt{k_n(W/L)}} - \frac{4I_0 - 2i}{\sqrt{k_n(W/L)}} \right) - (2I_o - 2i)R = 0$$

(2)

Continuous solution exists so long as current $I$ can be solved continuously as a function of $V$, so as to obtain:

$$\frac{di}{dt} = \frac{I_0 - i}{C} \left( \left( \frac{1}{2} \frac{2i}{k_n(W/L)} \right)^{\frac{1}{2}} + \frac{1}{2} \frac{4I_0 - 2i}{k_n(W/L)} \right)^{\frac{1}{2}} \frac{2}{k_n(W/L)} + 2R$$

(3)

At some point the denominator becomes zero and the solution is ill posed. Following [8], regularization is then accomplished by taking into account the fact that parasitic capacitances present in the transistors. Then (2) becomes:

$$\varepsilon \frac{di}{dt} = V - \left( \frac{2i}{\sqrt{k_n(W/L)}} - \frac{4I_0 - 2i}{\sqrt{k_n(W/L)}} \right) - (2I_o - 2i)R$$

(4)

Here $\varepsilon$ is a small parameter that accounts for parasitics in the circuit. Next we Taylor expand (4), keep the linear, cubic terms. We then normalize time $t$ by $RC$, so that in (1), (4) the variable $V$ is written as $x$, and variable $i$ is written as $y$. This also means the coefficients of the linear and cubic terms are dimensionless. For ease of illustration, for now we select $I_0$, $R$, $(W/L)_{1-2}$ so that the coefficients have values of one. The result is:

$$\dot{x} = f(x, y)$$

$$\varepsilon \dot{y} = g(x, y)$$

(5)

where $f(x, y) = y$, $g(x, y) = -xy^3 + y$  

(6)

Next we add noise to the circuit. We assume all the noise is lumped, as shown in ‘noise i’ in Figure 1. Following notation in [8] (eq. 4.11), we further assume the noise term is written as $(2\sqrt{\lambda})i_n$, where $\lambda$ is the intensity of the noise source, with $i_n$ having unit strength (e.g for a resistor $R$, $\lambda$ is $kT/R$, $2\sqrt{\lambda}$ is $\sqrt{(4kT/R)}$). Then (2) becomes:

$$V = \left( \frac{2i}{\sqrt{k_n(W/L)}} - \frac{4I_0 - 2i}{\sqrt{k_n(W/L)}} \right) - (2I_o - i)R + iR + 2\sqrt{\lambda}i_nR = 0$$

(7)

And with regularization, following [8] (note noise term $2\sqrt{\lambda}R$, upon regularization, is multiplied by $\sqrt{\varepsilon}$, see eq. 4.12 of [8]):

$$\varepsilon \frac{di}{dt} = V - \left( \frac{2i}{\sqrt{k_n(W/L)}} - \frac{4I_0 - 2i}{\sqrt{k_n(W/L)}} \right) - (2I_o - i)R + \sqrt{\varepsilon}2\sqrt{\lambda}i_nR$$

(8)

Again, for simplification, for now we then select $I_0$, $R$, $(W/L)_{1-2}$ so that the coefficients have values of one. (5), (6) are then rewritten as:

$$\dot{x} = f(x, y)$$

$$\varepsilon \dot{y} = g(x, y) + \sqrt{\lambda}\varepsilon i_n$$

(9)
where \( f(x,y)=y, \ g(x,y) = -x^3 + y \)  

(10)

Thermal noise is represented by white noise sources \( \eta \), with intensity \( \lambda \). The expression for noise term, given in (8), is also simplified, with the result expressed in \( \lambda \).

The noisy trajectories from \((x,y)\) describe trajectories in the \(x\)-\(y\) phase plane. An example simulation is shown in Figure 2a. It is known that when a relaxation oscillator changes state, it jumps and the trajectories spread out as they approach the jump point (bounded by the 2 solid curves), as predicted by model described in (4) (with noise added) [8]. Figure 2b, c show the output, noise vs \(t\), where noise spikes are evident at jump points.

Thus instead of using rms noise, [8] uses maximum noise, typically occurring at jump point. The jitter, instead of being given as in eq. 18 of [7] (repeated here): rms noise voltage in series with timing waveform/slope of waveform at triggering point, is characterized by the ratio jump voltage/ slope of waveform at triggering point. To characterize this jump voltage, [8] defines trajectories \( \Psi = (\Psi_x, \Psi_y) \), attributes a functional integral, \( I_\epsilon(\Psi) \), to it, and derives a probabilistic bound on the maximum noise:

\[
I_\epsilon(\psi) = \frac{1}{\epsilon} \left[ \psi_x^2 + \frac{1}{\epsilon} \psi_y^2 \right] + \left( \psi_x - \frac{1}{\epsilon} \psi_y \right)^2 \int dt
\]
\[
\text{prob}\left\{ \max_{0 \leq t \leq T} \left( \psi_x - x \right) + \left( \psi_y - y \right) < \delta \right\} > \exp\left(-\frac{I_c(\psi) + h}{\lambda}\right)
\]

(11)

h is a constant larger than 0.

(12) is derived using large deviation theory where the exponential dependency arises from independence of white noise process, using the law of large number. However near the jump point, [8] admits that i can have large deviation (after eq. 5.7 in [8]) and that (12) has severe drawback (remark 2 after eq. 5.5 in [8]). This is because the action \( I_c \) is an integral criterion, and the set that bound it is extremely badly behaved. As shown below we overcome this problem by mapping the problem into vdw gas. We then avoid having to go through the entire trajectory, evaluate the integral \( I_c \), in order to find fluctuation at the jump point. In this way we assume capacitor/resistor in oscillator/vdw gas is in thermal equilibrium. Thus we can employ the partition function concept. The fluctuation so calculated, can then be mapped back to relaxation oscillator.

III. NOISE FOR OSCILLATOR (EQUATIONS SETUP AND QUALITATIVE DESCRIPTION)

We will set up the deterministic, then noise equations for oscillator and vdw gas. We will then start with noise equations and present the probabilistic behaviour of the resulting noisy trajectories.

A. Deterministic:

1) Setup equation of oscillator

i. Introducing variational calculus/Lagrangian formulation

In this section we follow [8] and review an alternative but equivalent way of solving the trajectory satisfying (5), (6), namely using variational calculus or Lagrangian (L) formulation [24]. This equivalence has been much in use in physics. The principle relies on solving the trajectory by considering all possible (and arbitrary) trajectories, evaluate the L associated with each of them, select the trajectory with the minimum L and concludes that to be the solution trajectory.

ii. A simple example: LC oscillator; consistent with direct solving

As an example, a simpler version of the oscillator is presented. Here \( g(x, y) \) in (6) is simplified to be equal to \(-x\) and \( \varepsilon \) set to 1. Accordingly the circuit in Figure 1 is simplified to an LC oscillator. (5) becomes

\[
\dot{x} = f(x, y) = y \quad \dot{y} = g(x, y) = -x
\]

Solving this directly gives the familiar solution: \( x = \sin(t), y = \cos(t) \)

Next we follow (11) and write out action for this oscillator, following [19], interpret the integrand as L, (Table 1, column 2, row 4):

\[
L = \left( \psi_x - f(\psi_x, \psi_y) \right)^2 + \left( \psi_y - g(\psi_x, \psi_y) \right)^2 = \left( \psi_x - \psi_y \right)^2 + \left( \psi_y + \psi_x \right)^2
\]

We apply the variational principle to L in the Euler-Lagrangian equation:

\[
\frac{\partial L}{\partial \psi_x} - \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\psi}_x} \right) = 0 \quad \frac{\partial L}{\partial \psi_y} - \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\psi}_y} \right) = 0
\]

The \( \Psi = (\Psi_x, \Psi_y) \) that satisfies the above equations are the deterministic x,y. Thus upon substituting L in these equations, and setting \( \psi_x, \psi_y \) to x and y, respectively, we obtain the differential equation for the trajectory \( \dot{x} - 2 \dot{y} - x = 0 \quad \dot{y} + 2 \dot{x} - y = 0 \)

The solutions are \( x = \sin(t), y = \cos(t) \) and \( y = \cos(t), \dot{y} = \cos(t) \)

As indicated in [8], trajectory \( \Psi \) has to start at the same point as trajectories described by \( \dot{x} = y, \quad \dot{y} = -x \), at \( t=0 \). Hence the solutions \( \sin(t), \cos(t) \) are ruled out, and only \( \sin(t), \cos(t) \) qualify, which is consistent with solving directly.

iii. relaxation oscillator

a. variational approach: consistent with direct solving

We now apply variational calculus to oscillator. The detail is developed in Appendix I and summarized in Table 1. The trajectories are solutions to equations in (57), (58). As in the LC case, both (5), (6), and (57), (58), when solved, give the same trajectory, like that in Figure 2a. No closed form solution is available [56].

b. Direct solving : with coefficient evaluated

Let us start with (5), (6) in section II and evaluate the coefficients in f and g explicitly.

For (5), using (1) this becomes:
\[
\frac{dV}{dt} = \frac{I_0 - i}{C}
\]

For (6), using (2), after Taylor expanding the square root term, and keeping only up to 3rd order, this becomes:

\[
-\varepsilon \frac{dL}{dt} = V + \sqrt{8(1/g_m)}(\frac{43}{64}) (z) - (2L)R_z + \sqrt{8 \cdot \frac{I_0}{g_m}} \cdot (\frac{1}{64}) \cdot (z)^3
\]

Here normalized current

\[
z = 1 - i/I_0
\]

Dividing \(I_0\) throughout, this becomes:

\[
\varepsilon \frac{dz}{dt} = -\frac{V}{L_0} + \{-\sqrt{8(1/g_m)}(\frac{43}{64}) (z) + (2)R_z\} - \sqrt{8 \cdot \frac{1}{g_m}} \cdot (\frac{1}{64}) \cdot (z)^3
\]

and multiplying \(g_m\) or

\[
\varepsilon^* \frac{dz}{dt} = -\frac{Vg_m}{L_0} + \{-\sqrt{8(1/g_m)}(\frac{43}{64}) + 2g_mR_z\}z - \sqrt{8 \cdot \frac{1}{g_m}} \cdot (\frac{1}{64}) \cdot (z)^3
\]

where \(\varepsilon^* = \frac{Eg_m}{g_m}\)

If we assume parasitics only come from \(C_g\) in M2, then Appendix III shows that \(\varepsilon = [(R/g_m)C_g]\) and so

\[
\varepsilon^* = RC_{gs}
\]

2) Setup equation of state of thermodynamic system exhibiting phase change; equation of state (with coefficient): vdw gas

The variational principle above has been applied to physical system. The physical system we are presently interested in is the thermodynamics system, which as [9] has shown, can exhibit phase change, and which allows us to model jump behavior. The examples we are considering are the van der Waal (vdw) gas and Ising model for ferromagnet. Phase change in both cases are due to interaction between elements of system. In vdw gas, elements are the molecules and in Ising model these are the individual spins element on a lattice. The states of the molecules are characterized by their position and momentum, which are continuous variables while the states of the spin elements are characterized by the spin values, which are discrete. Because of this difference, different aspects of thermodynamic properties are more convenient to show using one model than the other and we will select the appropriate one as we go along.

To show the similarity of equation of state of the thermodynamic system to the corresponding equation of oscillator in (14), it is more convenient to use vdw gas, as the continuous nature of position/momentum variables are more compatible with the continuous nature of the current/voltage variables, used in the equation for oscillator. Thus following Appendix I.2, variables of trajectories of current/voltage in oscillator are mapped into pressure and volume of vdw gas. They are then minimized/maximized using variational calculus. Variable to minimize are Lagrangian in (54) (together with Rayleigh dissipation function \(\mathcal{Z}\), obtained from dissipative term in (52)), and \(L_{diss}\) in (59). Form of variational principle include Euler-Lagrangian (56), (57), (58) and Maxwell relations in footnote 11 in Appendix I. Equations of trajectories are described as solutions to (56), (57), (58). and equation of states as solutions to (60), (61), reproduced below:

\[
\frac{dp}{dt'} = v
\]

\[
\varepsilon^* \frac{dv}{dt'} = g(p,v) = 4t' - p - 6t'v - (3/2)v^3
\]

These have same forms as (13), (17). \(\varepsilon^*\) is from ‘fast’ dynamics of the gas [8] and plays the role of \(\varepsilon^*\) of relaxation oscillator in (18).

Here ‘reduced variable’, are used [34]. For example,

\[
p = (P-P_c)/P_c, \ v = (V-V_c)/V_c, \ t' = (T-T_c)/T_c
\]

These are just like \(z = 1 - i/I_0\) in (15), where \(V_c\) are like \(I_0\), and are critical variables.

Special attention should be paid to \(t'\), the reduced variable for temperature \(T\). The symbol \(t'\) is specifically selected for it, even though it is different from the time variable ‘\(t\)’, because, according to Wick rotation [37], temperature variable \(T\) is the analog of time variable \(t\). Thus we choose to use \(t'\) for the reduced temperature variable, to emphasize this relationship.2

2 As in relaxation oscillator, where the differential equations can be obtained in parallel by writing KCL, KVL, here the differential equation can also be obtained in parallel from statistical mechanics method via the partition function [35].

Next, since we assume we operate near \(T_c\), and since we are interested in fluctuation around phase change, \(t'\) does not change much. Therefore RHS of (20) is practically constant. Thus it has practically the same form as RHS of 2nd equation in (5), except now there is a vertical shift (due to 4t’), and the coefficient of the linear term is \(t'\), as opposed to 1, as it is normalized. The proper mapping will be revisited later, with normalization in (5), (6) lifted. Next, comparing (60), (61) to eq. 2.2, 2.5 of [9], we use \(t'\), the reduced temperature as independent variable, whereas [9] uses time t. Since \(f(t)\) in eq. 2.2 is rather arbitrary ([9] does not have specific constraint), we can take any \(f(t)\), as given in [9], and fits into our RHS of (60), (61), by specifying the necessary \(t'\) (reduced temperature) as a function \(t\) (time). Finally as shown in
The detail is developed in Appendix I and summarized in Table 1. $g(p,v)=0$ (cubic polynomial) in (21) is plotted as dotted line in Figure 3. This dotted line is similar to the dotted line for relaxation oscillator in Figure 2a. As expected the trajectory of $p$, $v$ is expected to be like solid line in Figure 2a. where the trajectory $p(t')$, $v(t')$ as $t'$ progress, is similar to $x(t)$, $y(t)$, the trajectory of the relaxation oscillator, as time $t$ progresses.

Finally the Ising model has similar behaviour (see for example, fig.12.14 [35], in the section on the Ising model in the zeroth approximation, for isotherms similar to Figure 3).

$\text{B. Fluctuation (Noise)}$

The conclusion in deterministic section says that oscillator trajectory/electron trajectory(equation of motion)/vdw gas trajectory(equation of state) is derivable from the Hamiltonian. When we add the noise back, this trajectory has a random element at each point in the phase diagram, so that instead of one single trajectory, a set of (random) trajectories result. It turns out that the quantity that quantifies this randomness, depends on action/partition function, derivable from the Hamiltonian (part of path integral formulation).
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Dotted line is $g(p,v)=0$ (cubic polynomial) in (61) for vdw gas. This dotted line is similar to the dotted line for relaxation oscillator in Figure 2a. As expected the trajectory of $p$, $v$ is expected to be like solid line in Figure 2a.

Before we pursue the variational viewpoint on noise further, let us introduce another concept useful in our noise investigation i.e. metastable state. We will reiterate qualitatively the jump/phase change mechanism and show the same mechanism happens in metastable state, which both the relaxation oscillator and the thermodynamic system exhibit. This, together with the variational viewpoint, will show the similar fluctuation mechanism between oscillator and thermodynamic system.

| Table 1. Deterministic trajectory equation of motion/state |
|----------------------------------------------------------|
| Variable | Circuit (oscillator) | electron in magnetic/electric field | vdw gas/Ising model |
| parameter | current and voltage | position x and y | pressure and volume |
| Minimize/Maximize | time | time | temperature |
| variational principle | Lagrangian $L$ | Lagrangian $L$ | Entropy $S$ |
| variational principle | Euler-Lagrangian | Euler-Lagrangian | Maxwell relations |

[8], [9], footnote 5, the trajectory $p(t')$, $v(t')$ as $t'$ progress, is similar to $x(t)$, $y(t)$, the solid curve in Figure 2a, in the present deterministic case i.e. no noise. When noise is added, there is difference in jump/phase change point. Nevertheless the fluctuation at jump/phase change point stays the same, as shown in section below.

$3$ The Ising model has similar behaviour (see for example, fig.12.14 [35] in the section on the Ising model in the zeroth approximation, for isotherms similar to Figure 3).
1) **State switch/jump/phase change due to regeneration/symmetry breaking in a metastable state**

To link the noise in the relaxation oscillator to vdw gas, let us start to make a few observations. First, from [36] an astable multivibrator, like a relaxation oscillator, can be constructed from a bistable multivibrator and an RC circuit. Again, from [36] a bistable multivibrator, consists of a positive feedback loop, and is capable of settling into two stable states. Such an astable multivibrator thus switches between these two states periodically, just like the relaxation oscillator in Figure 1. In addition from [36], the bistable multivibrator can also exist in a metastable state. Fig. 17.18 of [36], redrawn in Figure 4a, likens this metastable state to be a form of unstable equilibrium, where the physical analog is a ball is the top of the hill (solid boundary), and any disturbance will cause the ball to one side or the other (dotted boundary) i.e. to a stable state at lower potential energy (oscillator analog will be voltage V+ or V-). Being in a positive feedback loop, noise in the circuit regenerates and got amplified. In the corresponding relaxation oscillator, during jumping (jump point 1, 2 in Figure 2c), regeneration also occurs, and the positive feedback loop also amplifies noise inside circuit (in Figure 1), creating noise spikes (noise spikes in Figure 2c).

Examples of metastability in circuit community can be found in [11], [12], [13], [14].

The mathematics of metastability is covered in [15], [18], [19].

The physics of metastability is covered in [15], [16].

![Figure 4](image_url)

**Figure 4** Phase change, metastable, broken symmetry

Second, as pointed out by [9], phase change in vdw gas is like jumping in relaxation oscillator. We would like to draw the analogy closer to the description in the above paragraph. In physics, there is the equivalent concept of metastability (pg. 339 of [15]) associated with phase change. Fig. 17.18 of [36], where with slight disturbance, the ball will roll to one side or the other (both at lower potential), manifests itself equivalently as in Figure 4b above [16]. Following [16], \( E \) is the internal energy of the vdw gas, and \( V \) the volume (like potential energy and position of ball, respectively, in Figure 4a). Again at the midpoint between gas and liquid, the vdw gas is metastable, and ready to do a phase change.

In this paper, for ease of illustration, we do one more mapping: vdw gas to Ising model (Ising magnets) [34]. Ising model is used to describe magnetization in a ferromagnetic material. Magnetism comes from spin. Ising model describes the material under consideration as consisting of \( N \) spins arranged on a lattice. The energy of the system \( E \), in a particular state \( \nu \), with no external field, is [34]:

\[
E_{\nu} = \sum_{\nu}(\text{energy due to interaction between spin}) = -J*\sum_{i}S_{i}\bar{S}_{j}
\]  

(22)

Here spin \( S_{i} = \pm 1 \), \( J \) is a coupling constant, called exchange interaction (pg.394 of [35]). The magnetization \( M \), is given as

\[
M = \mu = \sum_{i}S_{i}
\]

(23)

\( \mu \)=magnetic moment of the spin

With mean field approximation (22) becomes

\[
E_{\nu} = -Jz\mu
\]

(24)

---

4 The relaxation oscillator, being an astable circuit, does not have two stable states, but rather two quasi-stable states [36], similar to the stable states in Figure 4a. It remains in each of these two states for a time interval determined by the time constant, as governed by (1), (2), and the threshold for regeneration.
Here $z=$number of nearest neighbour (to save notation we use $z$ again, not to be confused with normalized current $z$ in (15)), $m=$mean magnetization per spin. $Jz$ is further denoted the exchange energy.

Figure 4b is redrawn in Figure 4c for the Ising model. Here $A$ is the free energy of the Ising model, and $M$ the magnetization, the volume (like potential energy and position of ball, respectively, in Figure 4a).

Now to go from metastable state to stable state $V+$, in Figure 4a, Figure 4c is redrawn in Figure 4d, which shows the equivalent phase change to spin up. Notice the minimum on the left hand has its free energy raised up by $AE$. Accordingly, the symmetry is broken (pg. 331 of [15] and fig. 5.4 of [34]) and metastable state at the center changes into state on the right (spin up) state.

Moreover, just like relaxation oscillator, where noise regenerates and got amplified at jump point, similarly fluctuation in thermodynamic system also rises at phase change (pg. 129 [34]). Nevertheless, fluctuation in both cases are described by the same mathematics for fluctuation at the metastable state (see pg. 346[15]), and thus is similar.

2) Relation of fluctuation to variational approach.

Let us now return to the variational approach and elaborates on using this framework to show how noise behavior is similar in both relaxation oscillator and thermodynamic system. We will then reiterates the previous discussion on metastable state to further connect the similarity.

The conclusion in deterministic section says that oscillator trajectory/electron trajectory(equation of motion)/vdw gas trajectory(equation of state) is derivable from the Hamiltonian. When we add the noise back, this trajectory has a random element at each point in the phase diagram, so that instead of one single trajectory, a set of (random) trajectories result. It turns out that the quantity that quantifies this randomness, depends on action/partition function, derivable from the Hamiltonian (part of path integral formulation).

With the variational principle this can be brought into more focus, since variational principle deals not only with deterministic trajectory (x y) in (5), but also noisy trajectory (x y) (9). Specifically [8] uses this approach on the system in Figure 1, whose Lagrangian is contained in the integrand of (11), which is further mapped into system describing an electron in a magnetic and electric field, described in (54) of Appendix I.1), to show the probability of a trajectory having a certain fluctuation, depends on action of the trajectory, given in (11), (12), and repeated in 2nd column, 3rd column of last 2 rows of Table 2. In the case of vdw gas, similar expression for system described in (59) of Appendix I.2) has also been derived, with action now determined by Lagrangian in (59).

Again probability of a trajectory depends on action of the trajectory.

As shown in [21], [22], [23], the fluctuation mapping is first between thermal noise in relaxation oscillator to quantum fluctuation of electron in magnetic and electric field. Secondly, it is between quantum fluctuation in electron to thermal fluctuation in vdw gas. The conclusion is that, through the variational framework, fluctuation in relaxation oscillator is tied in to that in vdw gas, with probability of trajectory proportional to the exponent of negative of the trajectory action in each case, respectively.

However [8] shows, in the case of relaxation oscillator, to evaluate the fluctuation, this approach apparently runs into mathematical difficulty of badly behaved set(pg.662, remark 2 [8]), when applied to the relaxation oscillator. Essentially this is because of $\varepsilon$ going to 0. Similar situation arises in vdw gas, as $\varepsilon^{**}$ goes to 0.

Instead of looking at the entire trajectory, let us look at each point on the trajectory, which should remain mapped between relaxation oscillator and vdw gas. Now let us try to evaluate the fluctuation point by point. Let us try vdw gas. In doing evaluation point by point, let us further assume that when moving from one point to the other, the vdw gas is allowed to return to thermal equilibrium at each point. Under thermal equilibrium, the concept of ensemble is valid in describing the vdw gas [34].

Fluctuation in number of particles, $\delta N$, is given as:

$$\left\langle (\delta N)^2 \right\rangle = \sum_{\nu} N_{\nu}^2 P_{\nu} - \sum_{\nu, \nu'} N_{\nu} N_{\nu'} P_{\nu} P_{\nu'}$$

(25)

Here $N=$number of gas particles, $v$ is the state, $N_v$ is the number of particles in state $v$. $P_{\nu}$ is the probability that system is in state $v$. For vdw gas it is described by grand canonical ensemble, with:

$$P_{\nu} = \exp(\beta E_{v} + \mu N_{\nu})$$

(26)

where $E_v$ is energy of the state and $\beta=1/kT$, $\mu=$chemical potential (to save notation we reuse $\mu$, used earlier in (23) as the magnetic moment). This is shown in 4th column, last 2 rows of Table 2. Note that in thermal equilibrium, by neglecting dynamics [8], [9] $\varepsilon^{**}$ does not appear in the expression of $P_{\nu}$.

Now returning to the last section, from the similarity in metastable state viewpoint, the fluctuation, whether it be on relaxation oscillator, or vdw gas, at the jump point/phase change, remains governed by similar mechanism. We have also just shown that starting from variational framework, and specializing to looking at fluctuation at jump point/phase change, the mapping is valid. Moreover, we have a formula to evaluate such fluctuation in the vdw gas.

Our approach, therefore, is to solve for the fluctuation, for the vdw gas, using this “physics” approach, as opposed to the more “mathematical” approach in [8], [9]. The solution is then applied back to oscillator, by mapping the corresponding parameters. To map the parameters, we will set up the equations (deterministic) for relaxation oscillators and vdw gas. We will then compare and map the parameters. We will then solve for the fluctuation in vdw gas, map it back to relaxation oscillator.

Some comments on variational approach:

Comment 1: It is useful to note that the way we apply variational approach in deterministic case, one needs to know function $f$, $g$ to describe the differential equation for the system. If one knows that, one could have solved for trajectory without going through variational approach. The reason for still doing this is because in the noisy
3) Setup equation of oscillator (noisy)

In the circuit picture, now let us add noise back, so that the circuit is described in Figure 1. Following (15), (16), and using noise term in (8), the circuit is described by the following:

\[ \frac{dV}{dt} = \frac{I_0 - i}{C} \]  
\[ \varepsilon dz/dt = -V/I_0 + (1/I_0) \left( -\sqrt{8(I_0/g_m)(43/64)} (z) + (2I_0)Rz \right) - \sqrt{8(1/g_m)} (1/64) (z)^3 + \sqrt{\varepsilon} \left[ \sqrt{2\lambda} \right] \left[ \text{in} \right] R/\lambda \]  
\[ \lambda = 4kT/R + 4kT(2/3)g_m \]
\[ \sqrt{\lambda} = \text{Planck constant} \]
\[ 1/\beta = kT = \text{thermal degree of freedom} \]

Now at jump point, oscillator is at metastable state, and both M1, M2 are on. Hence the noise contribution comes from M1, M2 and the 2 resistors. We simplify by adding them together, so that power spectral density of ‘noise’, denoted as psd of ‘noise’, is given as (\(\gamma\) is excess noise factor due to short channel effect, and using long channel approximation is 2/3)

\[ \text{Psd of ‘noise’} = 4kT/R + 4kT(2/3)g_m \]

4) Setup of equation of state of vdw gas (noisy)

(20) is the equation of average quantity only. Let us repeat and try to add fluctuation or “noise” to (20). Following [8], [9], this is written as (see eq. 2.7 of [9]):

\[ \frac{dp}{dt} = \nu \]  
\[ \varepsilon^{**} dv/dt = 4t' - p - 6t' \nu - (3/2) \nu^3 + \sqrt{\lambda \varepsilon^{**}} \eta \]

\[ \eta \text{ is noise source for volume fluctuation in vdw gas, } \lambda \text{ being the intensity of } \eta \text{ (to save notation we reuse } \eta, \lambda \text{ as in (9), but now refers to vdw gas rather than oscillator and is [35]:} \]

\[ \lambda \text{ of vdw gas} = kT \]  

---

Table 2. Noise properties of random trajectories

| Trajectory / Path/state characterized by: | Circuit (oscillator) | electron in magnetic/electric field | vdw gas / Ising model |
|-----------------------------------------|----------------------|------------------------------------|----------------------|
| Origin of randomness                    | Thermal noise        | Quantum fluctuation                | Thermal noise of gas molecule/spin |
| Parameter for randomness                | \( \lambda = 4kT/R + 4kT(2/3)g_m \) | \( \hbar = \text{Planck constant} \) | \( 1/\beta = kT = \text{thermal degree of freedom} \) |
| Probability amplitude of each trajectory/path/state | \( \exp(-I_c/\lambda) \) | \( \exp(-I) \) | \( \exp(-\beta E_v + \mu N_v) \) |
| Action \( I_c \) /Partition function \( \Xi \) | \( I_c = \int \exp(-I_{\text{dist}}/\lambda) \) | \( \int \exp(-I) \) | \( \Xi = \sum \exp(-\beta E_v + \mu N_v) \) |
In comparing (21) to (15), they are similar in that both are normalized, dimensionless variable. In the case of (15) it is $z=1-i/I_0$, and in (21) it is $v=V/V_c$. In thermodynamics $v$ is the so-called ‘order’ parameter, which characterizes fluctuation, and $V_c$, the critical variables. Likewise in circuit, $i$ characterizes fluctuation.

5) Fluctuation (Noise)

In section III. B.1, it is explained that jump in relaxation oscillator corresponds to phase change, as the underlying cause in both case is due to breaking the symmetry in a metastable state. When comparing equations in oscillator to vdw gas, we now note that the change in slope of the cubic polynomial on RHS of (17) is responsible for jump in oscillator. Referring to Figure 2a, the cubic polynomial, $g(x,y)=0$, is the dotted line: there are 3 segments and 3 slopes; the center slope is positive and the two outer slope are negative. The center slope $dx/dy > 0$. This is condition of a limit cycle and jump (see pg. 260 [56], pg. 213 of [17]).

Similarly the change in slope of the cubic polynomial on RHS of (61) (i.e. $g(p,v)=0$) is responsible for thermal instability. Specifically, from Figure 3 the center slope has $\left(\frac{\partial p}{\partial v}\right)_t > 0$. According to eq. 9.2 of [16], this violates the stability criteria, and hence results in phase change in vdw gas (see pg. 44 of [34]).

In particular, the existence of a positive slope at the center of the i-v plot (Figure 2) for the oscillator, or equivalently at the center of the P-V plot for the vdw gas, is instrumental in the jump/phase change behavior. Adding noise, with the resulting equation in (21), does not change this conclusion.

Since slope is tied in with the coefficient, when we map between jump and phase change, we should compare these coefficients in the equations.

Thus the idea in this paper is to map the problem into vdw gas, and uses fluctuation obtained from there and map it back to relaxation oscillator by comparing coefficients.

To calculate fluctuation in vdw gas, one has to calculate its partition function.

Now from RHS of (61) one can calculate partition function, which depends on temperature $T$, or reduced temperature $t'$. This will be done in the following section.

IV. FLUCTUATION FOR OSCILLATOR (QUANTITATIVE FORMULA)

We will start by calculating fluctuation formula in vdw gas. We will then map it back to relaxation oscillator.

C. Vdw gas

1) Before phase change.

To investigate the fluctuation, we can start with (68). However a simpler way is to simply look at the mass transfer between the phases (liquid and gas) of a vdw gas. Before equilibrium we have [34]:

$$\Delta S = -(\mu_1/T - \mu_2/T) \Delta n$$

(32)

S is entropy. $\mu_1$ and $\mu_2$ are chemical potential of liquid and gas. $\Delta n =$ net flow of particles between liquid and gas phase. $\Delta S > 0$ and systems moves towards equilibrating.

At equilibrium $\Delta S = 0$. Now since we are before phase change point, by definition $\mu_1 \neq \mu_2$. Substitute this in (97):

$$\Delta n = 0$$

(33)

Thus mass transfer is practically zero. Thus one expects fluctuation to be small. A detail calculation using the exact formula from (25), (26), shows that fluctuation is indeed small [35] and is proportional to $1/V$, i.e inversely proportional to volume, or size of the ensemble. This corresponds to the small noise in Figure 2c before the jump point. Specifically if for simplicity we consider the noise term is dominated by R and neglect the transistor noise (see footnote 6 below), then the noise on the capacitor/resistor system is inversely proportional to $C$, the equivalent of the size of the ensemble (it may be instructive to remember that in a simple RC circuit, noise is on the order of the familiar $kT/C$ expression)

2) At phase change.

Unlike the case “before phase change”, where $\Delta n = 0$ in (33), here $\Delta n > 0$. To see why, again refer to (97).

Picking up from discussion after (97), which is for the case $\mu_1 \neq \mu_2$ (i.e. not phase change, no jump and $\Delta n = 0$), now we are at phase jump, so $\mu_1 = \mu_2$. Again equilibrating means $\Delta S = 0$, but this time, with $\mu_1 = \mu_2$, $\Delta n$ can be non zero and still satisfy (97).
This results in noise spikes. It corresponds to the noise spike in Figure 2c at the jump point.

How big is this jump? To answer this we revert back to the exact formula from (68), and applying (26) for grand canonical ensemble.

We follow and summarize Appendix II, where starting with (25) ((68) in Appendix II), we apply the concept of partition function \( \Xi \) (3rd column, last row of Table 2) of the ensemble in thermal equilibrium. Using statistical mechanics principle we first write the mean \( \langle N \rangle \) in terms of \( \Xi \): \( \langle N \rangle = \frac{\partial}{\partial (\beta \mu)} \left( \text{ln} (\Xi) \right) \) (this follows [34]). This is repeated to find the variance:

\[
\left\langle (\delta N)^2 \right\rangle = \left[ \frac{\partial^2 \text{ln} (\Xi)}{\partial (\beta \mu)^2} \right]_{\beta,V}
\]  

(34)

(this follows (70), (71) of Appendix II, and repeated here)

Following (73), (76) of Appendix II, this is in turn expressed in terms of macroscopic quantity, \( \beta, P, \rho \) as:

\[
\left\langle (\delta N)^2 \right\rangle = \left[ \frac{\partial P}{\partial (\rho)} \right]_{\beta,V}^{-1}
\]  

(35)

Here \( \rho \) is the density of vdw gas. Notice solving the right hand side involves expressing macroscopic quantity \( P \) in terms of \( \rho \), i.e. \( V \). This in turn involves the equation of state i.e. RHS of the 2nd equation of (64) in Appendix II, without noise term, or equivalently RHS of (20), (61)

Following (69) this is given as \( <\delta N^2>^{1/2} / \delta N \). Instead of \( \delta N \), we choose \( \delta \rho \) for the fluctuation, and so fluctuation is denoted as \( <\delta \rho^2>^{1/2} / \delta \rho \). The final equation is (76), repeated here:

\[
\frac{\left\langle (\delta \rho)^2 \right\rangle^{1/2}}{\rho} = \frac{1}{\sqrt{\rho V}} \frac{1}{\sqrt{2 \beta a \rho (1-b \rho)^2}}
\]  

(36)

Here “a” represents \( \varepsilon_{\text{interact}} \), the scaling factor of interaction potential in (55). \( b \) is the size of molecule, and \( \beta = 1/kT \).

Near critical point, and for a specific case when

\[
\frac{\beta}{\beta_c} = \frac{27b}{8a} \quad V=100b, \quad \rho=1/3b=\rho_c. \quad Then \quad \beta_c=\kappa T_c=\frac{T_c}{T}, \quad \rho=\rho_c, \quad (\beta_c, \rho_c, T_c, \rho_c, \kappa_c, \kappa) \quad \text{are all critical quantities}, \quad \text{we have, (36) of this paper becomes (this follows (78))}:
\]

\[
\frac{\left\langle (\delta \rho)^2 \right\rangle^{1/2}}{\rho} = \frac{1}{5\sqrt{3}(1/(\beta_c / \beta) - 1)} = \frac{1}{5\sqrt{3}(1/(T/T_c) - 1)}
\]  

(37)

For typical values of \( T/T_c \), this fluctuation is quite big. It is inversely proportional to \( \sqrt{(T_c/T)-1} \) and increases towards infinity as \( T \) approaches \( T_c \).

If we define \( w=T_c/T \), we can plot this in Figure 5

In general, when \( \rho \) is not at critical value of \( \rho_c \), we have similar form, except it does not peak up exactly at \( w=1 \). For example if \( \rho=1/6b \) we have \( \langle (\delta \rho)^2 \rangle^{1/2} / \rho = \frac{1}{5\sqrt{3}((32/25)w - 1)} \). In general one can rewrite (36) as:

\[
\frac{\left\langle (\delta \rho)^2 \right\rangle}{\rho^2} = \left( \frac{\left\langle (\delta \rho)^2 \right\rangle^{1/2}}{\rho} \right)^2 = \frac{1}{V} \left( \frac{1}{\sqrt{\rho V}} \frac{(1-b \rho)}{\sqrt{2 \beta a \rho (1-b \rho)^2}} \right)^2
\]  

(38)

However from [35] we also have:
\[ \frac{\langle (\delta n)^2 \rangle}{n^2} = \frac{1}{V} kT \chi_T \]  

(39)

Where \( \chi_T = -\frac{1}{V} \left( \frac{\partial V}{\partial P} \right)_{N,T} \) is the isothermal compressibility. Equating \( \frac{\langle (\delta \rho)^2 \rangle}{\rho^2} \) to \( \frac{\langle (\delta n)^2 \rangle}{n^2} \), we have

\[ kT \chi_T = \left( \frac{1}{\sqrt{\rho}} \frac{(1-b\rho)}{\sqrt{2\beta a\rho(1-b\rho)^2-1}} \right)^2 \text{ or } \]

\[ \chi_T = \frac{1}{kT} \left( \frac{1}{\sqrt{\rho}} \frac{(1-b\rho)}{\sqrt{2\beta a\rho(1-b\rho)^2-1}} \right)^2 \]

(40)

Now at phase change (irrespective if one is near critical point) \( \chi_T \) is quite big. This is because \( \mu_1 = \mu_2 \), gas and liquid changes, but at practically a constant pressure, while volume changes (expands when going from liquid to gas, contracts vice versa). Thus \( \left( \frac{\partial V}{\partial P} \right)_{N,T} \) goes to infinity. Meanwhile before phase change \( \left( \frac{\partial V}{\partial P} \right)_{N,T} \) is small and so \( \chi_T \) is small. Thus from (39) fluctuation is dominated by \( kT/V \), or proportional to \( 1/V \). This is consistent with section IV.C.1.i.

D. Relaxation oscillator

We will now show a similar fluctuation formula to (37) can be developed for oscillator, by mapping coefficients between the equation of trajectory (in oscillator) and equation of state (in vdw gas). In particular we will concentrate on coefficients relating to interaction in both cases. We then try to come up with a “guess” of a reasonable fluctuation formula.

Next we will justify, physically, why these coefficients are related to interaction. In vdw gas, we have derived the fluctuation formula in last section and then from it identify that the underlying physical mechanism for fluctuation is interaction, which is also responsible for phase change. In oscillator we reverse the steps. We start with physically the reason for phase change, which is jump in oscillator, and identify the corresponding interaction mechanism.

1) Reason for having noise/fluctuation/regeneration

Fluctuation is due to interaction. To identify interaction, we explore the phase change/jump process. We will now show that, like vdw gas, the reason of phase change/jump in relaxation oscillator is also due to “thermal energy” and “interaction potential” competes with one another. In the process of showing this competition, the “thermal energy” or “noise mechanism” and “interaction potential” or “interaction mechanism” in oscillator will become clear and identified with circuit parameter. Having identified that, we can use this identified circuit parameter in determining fluctuation in oscillator.

i. Noise mechanism identification

We look at (28), (30), and focus on their noise term. For (28), since in oscillator, we are interested in current fluctuation, we look at its psd of the ‘noise i’, which is given in (29). For design values in this paper, the noise is dominated by \( R \), then psd of ‘noise i’=8kT/R.

On the other hand from (30), since in vdw gas, we are interested in volume/density fluctuation, we look at the intensity of \( \eta \), which is given in (31) and is \( \lambda = kT \).

Now psd formula in (29) is calculated for a 1-sided BW (positive side). For correspondence to intensity of vdw gas a 2 sided BW is used [28], and the density is divided by two (e.g. noise psd of a resistor, is now 2kT/R, instead of 4kT/R) and so psd for ‘noise i’=4kT/R. Thus to map the psd of ‘noise i’ in oscillator to intensity of vdw gas, we have \( 4kT/R \leftrightarrow kT \) i.e.

\[ kT \leftrightarrow 4kT/R \]

(41)

To be more complete, one can use (29). The conclusion of the paper stays the same.
Here ↔ is the symbol for “correspondence/mapping” between relaxation oscillator and vdw gas.
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**Figure 5** Theory: vdw gas. Fluctuation versus w=Tc/T.

### ii. Interaction/deterministic mechanism identification

**Mapping with normalization**

Since in section IIIIB, we have established equation of oscillator (17),(28) are mapped onto equation of state of vdw gas (20), (30), we can compare the coefficients.

First let us go back to Table 1, where in row one (variable), we have P(pressure) ↔ V(voltage).

Next we can compare (28), (30), and concentrating on the coefficient of the linear term, for (28) we have:

\[
\text{Coefficient of linear term} = \{-\sqrt{8(43/64) + 2g_mR}\}
\]

This is roughly 2(g_mR-1).

Looking at (30) we have:

\[
\text{Coefficient of linear term} = -6t = 6(1-T/T_c)
\]

Thus \(1/g_mR\) is compared to \(T/T_c\) or \(g_mR\) is compared to \(T_c/T\)

Looking again at the \(T_c/T\) expression, which part is responsible for interaction/deterministic mechanism? From noise mechanism identification we already note \(T\) as the factor responsible for noise mechanism in vdw gas (see, for example, left hand side (LHS) of (41)), thus the part responsible for interaction/deterministic is \(T_c\). Therefore in identifying the interaction/deterministic mechanism we should have \(g_mR\) compared to \(T_c\).

We now need to introduce the proper scaling factor. What are reasonable scaling factors? Again let us go back to the relaxation oscillator equation that we used for comparison and look at the linear term i.e. linear term of (28). Instead of looking at the coefficient, we look directly at the variable i.e. \(z\). From (15) \(z\) is dimensionless, being normalized by current \(I_o\).
Now we go to (30) and again look at the variable of the linear term, which is \( v \), or reduced volume. From (21), this is again dimensionless, being normalized by critical volume \( V_{c} \), in a way similar to (15). From Table 1 row 1, volume corresponds to current. Hence we suggest a reasonable normalization constant is \( I_{o} \), the current switched. With the corresponding voltage change as \( \Delta V_{gs} \), the current switched can be expressed as \( g_{m} \Delta V_{gs} \). A convenient form, is to follow [2], where the current switched, \( I_{o} \), is shown to be proportional \( g_{m} V_{peak} \). \( V_{peak} \) is the voltage change (or swing) in \( V \), the voltage across capacitor (shown in Figure 1) as current switches. Moreover interaction in vdw gas is on a per particle basis, we should also multiply by charge of the particle (electron or hole) in relaxation oscillator, or \( q \).

Since interaction in vdw gas is on a per particle basis, this should further be multiplied by charge of the particle in relaxation oscillator, or \( q \). Thus we have:

\[
q g_{m}^{2} R V_{peak} \leftrightarrow k T_{c}
\]

(43)

iii. Physical justification

How reasonable are (41), (43)?

(41) has been physically justified in a qualitative manner. (43), however, was arrived at mainly by comparing coefficients. In the following we will also has it physically justified in a qualitative manner.

c. Justification by drawing analogy with fluctuation in circuit biased at unstable equilibrium/metastable circuit

First, to analyze fluctuation/noise of relaxation oscillator during jump, it is more convenient to look at the equivalent behaviour of a bistable circuit, as explained in section III.B.(1). We assume noise behaviour at jump and metastable point is similar, as regeneration [7] is responsible for the quick change of state in both cases (see [21] and Appendix IV).

Since we already know that both fluctuation and phase change of vdw gas arise from interaction, then we will show, in the next section i.e. section IV.D.(1).ii.d, that the equivalent state switching in astable circuit/relaxation oscillator, is physically from interaction parameter \( q g_{m}^{2} R V_{peak} \) i.e.

\[
q g_{m}^{2} R V_{peak} \leftrightarrow k T_{c} \text{ (see (47) below).}
\]

d. Interaction parameter responsible for phase change/jump during state switching, in terms of circuit parameter

Following secIII.(1), fluctuation of relaxation oscillator when switching between quasi-stable states, is like fluctuation of the underlying bistable circuit when switching between stable states. In the case of bistable circuit, this switching of states happens when the circuit is at a metastable state.

The underlying bistable circuit operation is visualized in Figure 4a, where the two states states are \( V^{+} \) and \( V^{-} \), and the metastable state is 0V. This can be similar to a relaxation oscillator, with the mode of operation different. Referring to Figure 1, instead of having initially 0 volt at \( C \), and \( M1 \) on, \( M2 \) one, we now have both \( M1, M2 \) on. Thus the circuit is fully symmetrical. \( V \), the voltage across the capacitor, is therefore 0, just like the metastable state in Figure 4a. Again, it is in metastable state because even though it is stable as is, any tiny bit of noise is going to tip the symmetry to one side, with the regeneration (via positive feedback) kicking the circuit out of this metastable state, so that it settles into a stable state (either \( M1 \) on, \( M2 \) off, or vice versa).

e. Circuit operation behind state switching in bistable circuit/relaxation oscillator and circuit parameter for interaction

Next, let us consider the moment of regeneration, when both \( M1, M2 \) are on. Initially \( V \) is 0, which then quickly settles to \( V_{peak} \). Let us first assume a charge \( q \) is deposited on the capacitor. The voltage change is \( q/C \). The change in voltage is amplified by transistor \( M2 \) with load \( R \), which has “gain” \( g_{m} R \). Therefore its output (drain) voltage changes by \( g_{m} R (q/C) \). This also changes the input (gate) voltage of \( M1 \) by \( g_{m} R (q/C) \). Hence the current flowing through \( M1 \) changes by its transconductance multiplied by change in input voltage i.e. \( g_{m} g_{m} R (q/C) \). This change in current, is subtracted from the output voltage \( I_{o} \), which pulls the charge from bottom plate of \( C \), also responsible for pushing charge from \( M2 \) onto top capacitor. This should “flip/change” the next charge. Thus charge from \( M2 \) goes through regeneration and begets more charge.

Equivalently, as the change in voltage is amplified by transistor \( M2 \) with load \( R \), which has “gain” \( g_{m} R \). Therefore its output (drain) voltage changes by \( g_{m} R (q/C) \). This also changes the input (gate) voltage of \( M1 \) by \( g_{m} R (q/C) \). Again \( M1 \) has “gain” \( g_{m} R \). Therefore its output, or gate of \( M2 \) changes by a total of \( g_{m} g_{m} R (q/C) \). This change in gate voltage pulls the source voltage of \( M2 \) by same value and flips the next \( C^{*} g_{m}^{2} R^{2} (q/C) \) change i.e. the next \( g_{m}^{2} R^{2} q \) charge. Thus charge from \( M2 \) goes through regeneration and begets more charge. This is responsible for the interaction. To calculate the interaction energy, we note that such charges go across capacitor, with voltage taken to be \( V_{peak} \) and so the interaction energy is \( g_{m}^{2} R^{2} q V_{peak} \). Furthermore, since in section IV.D.(1).i, noise mechanism
identification, there is a scaling factor of \(1/R\) (see (41) in the interaction mechanism identification, we apply the same scaling factor and so we have \(g_m^{-2}Rq^*V_{\text{peak}}\). The interaction mechanism for this state switching is equally valid in bistable and astable circuit (relaxation oscillator) and so we have:

\[
q^*V_{\text{peak}}g_m^{-2}R \leftrightarrow \text{interaction parameter}
\]

(44)

**f. Comparison of interaction between bistable circuit/relaxation oscillator with thermodynamic system: Ising model**

Essentially we have two competing effects:

- The thermal “current energy/\(\Delta f\)” from \(4kT/R\) randomize the polarity of the charge on the capacitor (can either flow in/out i.e. can be either positive or negative) and increases the entropy.
- The regeneration circuit \((M1, M2, R)\) supplies the interaction “current energy” to the charge and deposits charge of the same polarity. With same polarity, entropy decreases.

When comparing to thermodynamic system there are also two competing effects. Up to now, comparison of oscillator to thermodynamic system is performed using vdw gas as the example thermodynamic system. To show the similarity of interaction of the thermodynamic system to the corresponding interaction mechanism in oscillator, it is more convenient to use Ising model, as the discrete nature spin states \((\text{up}/\text{down})\) in demonstrating the positive feedback inherent in spin alignment/flipping and subsequent phase change, is more compatible with the oscillator, where the discrete nature of charge state \((\text{positive}/\text{negative})\) is used in demonstrating the positive feedback inherent in charge flipping and subsequent phase change.

Towards this end, we start by recounting that fluctuation depends on interaction. In general for thermodynamics system, \(T_c\) depends on interaction. We will look at this relationship in Ising model.

From (22), \(J\) is the exchange interaction, which is related to \(T_c\) as (pg.402 of [35]):

\[zJ=kT_c\]

(45)

\(z\) is the number of nearest neighbour to spin under consideration \((\text{to save notation, we reuse} z, \text{which is not to be confused with normalized current} z\text{ as defined in } (15)).\) Since \(kT_c\’s\text{ unit is energy, } zJ\text{’s unit is energy}.\) As pointed out in (22), this represents the energy due to interaction between neighbouring spins, and [34] points out that such interaction, at phase change, propagates itself beyond nearest neighbour. The resulting long range correlation is what is responsible for phase change. It is also responsible for large susceptibility \(\chi\) or fluctuation, at phase change. Thus interaction is the physics behind fluctuation.

Equivalently, for the relaxation oscillator, following [54], the charge on capacitor \(C\) itself can be modeled as an ensemble too. There the two conductors would have two different chemical potentials/Fermi potential. Refer to Figure 6a,b, for Ising model:

- Thermal energy \(kT\) randomize the spin
- The internal magnetic field \(Jzm\) supplies energy and acts to align the spin to have same sign. \((zJ=\text{exchange energy, } m=\text{mean magnetization per spin}).\)

Just as \(zJ\) comes from internal magnetic field(molecular field) between neighboring spins, spatially, which is equivalently described by interaction potential between neighboring spins, \((\sqrt[2]{2-1}/2)^*g_m^{-2}R(V_{gs}-V_t)|_{I=I_0}\) comes from regeneration circuit supplying energy to “neutralize then charge”, individual particle, with charge \(q\). Referring to Figure 6c,d, such charge, on a capacitor, with opposite polarity, can further be looked at like Ising magnets of opposite spin in Ising model. Now even though interaction is stronger among adjacent neighbors, however at regeneration/magnetization long range order exists and the underlying molecular field extends throughout i.e. it flips spins throughout. Similarly, the “analog” of the molecular field in oscillator, namely cross coupled transistors \(M1, M2,\) inject carriers, and changes polarity of charge throughout the top plate of the capacitor.

To elaborate on this resemblance in the “interaction potential” further, imagine the top plate voltage originally is positive at \(V_{\text{peak}}\) as in Figure 6c (i.e. all put one charge is positive). This is equivalent to the case of Ising model when all but one spins are up Figure 6a. As negative charge is brought across capacitor, charge “2” flips from positive to zero, then to negative, with energy changing by one \(V\) (capacitor voltage) electron volt at every step (Figure 6d). This is equivalent to spin “2” is flipped from up to down, which means energy changes by one \(qJ\). Next, with more negative charge brought across, then the next charge(spatially on the capacitor) is flipped to negative. Again in Ising model, the spin “3” flips from up to down. Hence it is seen that the spin flip plays the role of charge polarity changes, with the accompanying change in electron volt.
In summary in oscillator, one can see charge is flipped (from positive/negative in time by transistor) on capacitor, making it resembling spin flipping.

**g. Mapping**

We have identified the circuit parameter for interaction in relaxation oscillator. We have also justified, the similarity of the underlying physics, in interaction between oscillator and thermodynamic system, using Ising model as an example. The result, however, is general for thermodynamics system, be it Ising model or vdw gas. We can then map circuit parameter for interaction to physics parameter for interaction (derived in (45)) in vdw gas/Ising model. We summarize the steps as:

\[
q_{gm}^2 R V_{peak} \leftrightarrow \text{interaction in oscillator}
\]

Interaction energy in Ising model \(\leftrightarrow zJ\)

However from [35] \(zJ = kT_c\)

Thus \(q_{gm}^2 R V_{peak} \leftrightarrow kT_c\)

(46) (47) (48)

For a more quantitative physical explanation of (41), (43), (44) one can refer to Appendix IV, where an attempt is made to identify the partition function in the relaxation oscillator, and then justify (41), (43), (44).

In summary (48) is obtained, first through mapping coefficient of equation of state of thermodynamic system, using vdw gas as example. It is further justified, via mapping of interaction parameter of thermodynamic system, using Ising model as example.

2) **Formula**

To derive oscillator fluctuation formula, we note, following (36) for vdw gas, around critical condition, in general, for vdw gas:\n
(49)
Now that we have identified the reason for peak up in vdw gas and the corresponding mechanism in the case of oscillator, as summarized in (41) and (48), we can use them to map (49). Specifically we apply (41) and (48) to map $kT$, $kT_c$ to $4kT/R$ and $kT_c$ respectively, in (49). We also apply Table 1, which maps volume $V$ to current $i$. This means density $\rho$ is also mapped to current $i$. With this mapping we have the following proportional relationship:

$$\frac{\langle (\delta)^2 / \Delta f \rangle^{1/2}}{i} \propto \frac{1}{\sqrt{\left(\frac{qV_{\text{peak}}^2}{4kT/R} - 1\right)}} = \frac{1}{\sqrt{\left(\frac{qV_{\text{peak}}^2}{4kT/R} - 1\right)}}$$

(50)

3) Design Example

An oscillator was designed with 0.13um CMOS. $V_{dd}=1.5V$. $R=5k\Omega$. $W/L=0.5\mu/0.18\mu$. $C=0.4pF$. $I_0=100\muA$. The simulated frequency is 55MHz. At room temperature, $qV_{\text{peak}}^2/4kT$ is about 1. Then (50) becomes

$$\frac{\langle (\delta)^2 / \Delta f \rangle^{1/2}}{i} \propto \frac{1}{\sqrt{\left((Rg_m)^2 - 1\right)}}$$

(51)

At $I_0=95\muA$, $g_{mR}=1.25$ and at $I_0=80\muA$ $g_{mR}=1$. Now we define $qV_{\text{peak}}^2(Rg_m)^2$ as the regeneration parameter. As we sweep $I_0$, $g_m$ and hence $g_{mR}$ sweeps, that is regeneration parameter sweeps. For a range of $g_{mR}$ from 1.0001 to 1.04, (corresponding regeneration parameter from 1.0002 to 1.09) the resulting noise at jump, i.e. $\langle (\delta)^2 / \Delta f \rangle^{1/2}$, as given by (50), (51), is calculated. Essentially we are taking $T$ to be fixed, and sweep $T_c$ (corresponding to oscillator with different design parameters such as $g_m$, R). The result is plotted in Figure 7. Here we plot noise vs regeneration parameter.

Note that like Figure 5, where fluctuation peaks up as $w=T/T_c$ approaches 1, here it peaks up as $(g_{mR})^2$ approaches 1.

![Figure 7](image)

Theory: oscillator. Fluctuation versus regeneration parameter($=T_c/T$)

V. SIMULATION RESULTS/EXPERIMENTAL RESULTS

We simulate a relaxation oscillator oscillator noise peaking as $t$ approaches period (first done in Matlab simulation in Figure 2). This time we simulate a circuit designed in 0.18um CMOS. Shown in Figure 8 is Eldo simulation of the circuit in Figure 1 in 0.18μm CMOS, according to model described in (4) (with noise added) [8]. $f_0=115MHz$. Notice at jump point, there is noise spike.
Next simulation on thermodynamic system is performed. Because of the discrete states of spin variables in Ising model is compatible with the Metropolis method [34] (a Monte Carlo simulation), we choose to study the fluctuation of a thermodynamics system, using the Ising model as the example system.

The magnetization is calculated, as given in pg. 125 of [34] and from that the susceptibility $\chi$ evaluated as in pg.128 [34]. This is repeated by sweeping $T_c$ for a fixed $T$. If instead, we take $T$ to be fixed, and sweep $T_c$, we would expect to get a similar plot, where, again, as $T_c$ (corresponding to different magnets with different $T_c$) reaches $T$, $\chi$ peaks up.

The resulting plot is shown below in Figure 9.

Compared to theory in both Figure 7, Figure 5, simulation in Figure 9, also shows fluctuation stays relatively small until the temperature/critical temperature ratio or regeneration parameter, $g_m R$ begins to approach 1 and there is a large increase in fluctuation or noise spikes.

The resulting plot is shown below in Figure 9.

Figure 9  Simulation: Ising model. Susceptibility $\chi$ (Fluctuation) versus $T_c/T$.

Next the design in section IV.C3) was fabricated and measured. The die photo is shown in Figure 10.

The measured output is shown in Figure 11, Figure 12, where frequency is 55MHz.

---

8 In simulation, fluctuation never rises up to infinity at regeneration point, due to numerical effect.

Figure 6 and Figure 5, 8 are prepared from a slightly different viewpoint. We can now reverse the viewpoint from discussion after (37), and state that for a given temperature $T$ (say room temperature), if we select different gases (different $T_c$), fluctuation at phase change increases towards infinity if the selected gas $T_c$ is close to $T$, i.e. $kT$, interaction energy, is close to thermal energy $kT$.

This is perhaps more relevant in our case, where if we map thermodynamic system to oscillator, we typically operate at room temperature $T$. Then given this $T$, or thermal energy $kT$, if we show interaction energy $kT$, to depend on designs (W/L ratios, bias current $I_0$ etc.), then we can see how fluctuation varies, and increases towards infinity. That $kT$, or $T_c$, depends on design parameters (W/L ratios, bias current $I_0$ etc.), should not, perhaps, comes as a surprise. This is because, in vdW gas, as its $T_c$ depends on $zJ$, physical constants characterizing a particular ferromagnetic material, then in oscillator, its $T_c$, would be expected to depend on design parameters characterizing a particular oscillator.

Finally strictly speaking, for Ising model, plot should peak up at $T/T_c=2.2$ (i.e. shape remains the same but shifted to right so peak at 2.2); it is shown here to peak at 1 to avoid confusion with previous fluctuation plots, where serving to illustrate the general shape are same and that it peaks up at critical point.
Next to characterize the noise peak, instead of measuring the noise power directly, we measure the corresponding noise jitter, which is simpler to characterize [6]. Since noise spike happens at edge of transition, rms noise power directly translates into timing jitter [7]. To characterize the timing jitter, we use the phase noise module of the spectrum analyzer and measure the noise at 1MHz offset. Current $I_o$ is swept from 95uA down to 80uA, with corresponding change in $g_m$ and $V_{gs-Vt}$, hence the regeneration parameter. Phase noise (PN) plots of two measurements at the two ends: 95uA and 80uA, are shown in Figure 13.
Figure 13 Measured phase noise plot (a) $I_0=95\mu A$. PN at 1MHz = -102dBc/Hz (b) at $I_0=80\mu A$. PN at 1MHz = -84dBc/Hz.

Note that as $I_0$ is lowered, $g_m$ and $V_{gs}-V_t$ are lowered, and the measured PN at 1MHz offset increases rather rapidly from -102dBc/Hz to -84dBc/Hz, as predicted by (51) and Figure 7.

Next phase noise at 1MHz offset from 4 values of $I_0$, between the two extremes, are taken. The phase noise are plotted against the corresponding regeneration parameter, in Figure 14. From these results we can show noise level increases as $g_mR$ decreases. The trend is like (51) and Figure 7. Note that as in Figure 7 and Figure 9, Figure 14 the noise rises sharply when the regeneration parameter, $g_mR$ (temperature/critical temperature ratio) approaches 1.

Figure 14 Plot for measured phase noise level vs regeneration parameter
VI. CONCLUSIONS

For a relaxation oscillator, the regenerative nature of the circuit results in noise spikes. This paper attempts to explain this from a physics picture, using the partition function in thermodynamics. Using resemblance of noise spikes in regeneration in oscillator to fluctuation in phase change in thermodynamic system such as liquid/gas or magnetization, theory is developed. The mathematical tool used is the partition function in thermodynamics, and the results mapped between thermodynamic system and relaxation oscillator. Formulas were derived which show that the noise peaks up as the regeneration parameter, or loop gain, approaches 1. This is consistent with the expectation, as the loop gain of the positive feedback loop approaches one as $g_m R$ approaches one. Simulations on circuits (Eldo) using CMOS and Monte Carlo simulations (Metropolis) using Ising model, as well as measurement results on oscillator fabricated in 0.13um CMOS, show jump/spikes and the trend agree with theoretical prediction. Using the formula the designer can quantify the variation of noise spikes dependency on design parameters such as $g_m$ (device transconductance), $R$, $I_0$.
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Appendix I

Deterministic: equation of circuit oscillation/equation of motion of electron/equation of state of vdW gas

1) New Model in Electron in Electric and Magnetic Field:

In this section, we will map the equation of oscillation of circuit to equation of motion of electron using variational calculus, thus justifying the Lagrangian description of the circuit. We start by looking at the case when oscillator is noiseless or deterministic. The trajectory corresponds to classical trajectory in the physics picture. The integrand of the action integral, for a conservative system, is interpreted as the Lagrangian. [24]. The present system has dissipation. The Lagrange’s equations can be written in a form using Rayleigh function [24].

We start by expanding the integrand in (11) and identify the terms which are dissipative in nature (due to dissipation force), and setting $\Psi_y = \Psi_{y'}/\varepsilon$, we can write:

$$\text{term dissipative in nature} = 2\Psi_{y'}(\Psi_{y'} / \varepsilon)^3 - 2\Psi_y(\Psi_{y'} / \varepsilon)$$

(52)

Following [24] the dissipation force (e.g. friction) may be derived in terms of a function $\mathcal{S}$, called the Rayleigh’s dissipation function such that $d\text{term dissipative in nature} = 2\mathcal{S}$. Energy is dissipated, for example, in resistor $R$ of Figure 1.

The rest of the term in the integrand is:

rest of term in integrand $= \Psi_x^2 + \Psi_y^2 + [(\Psi_{y'} / \varepsilon)^2] + (-(\Psi_x - (\Psi_{y'} / \varepsilon)^3 + (\Psi_{y'} / \varepsilon))^2 - (2 / \varepsilon)\Psi_y \Psi_x + 2\Psi_x \Psi_{y'}$.

(53)

We now take these terms to give rise to the Lagrangian, in the sense that integrand of the action integral, for a conservative system, is interpreted as the Lagrangian:

$$L = \Psi_x^2 + \Psi_y^2 + \left[(\Psi_{y'} / \varepsilon)^2 + (-(\Psi_x - (\Psi_{y'} / \varepsilon)^3 + (\Psi_{y'} / \varepsilon))^2 - (2 / \varepsilon)\Psi_y \Psi_x + 2\Psi_x \Psi_{y'}\right]$$

(54)

With the term $T$, $V$, $U$ identified, then $L$ can be written as:

$L = T - U$

An example is the LC oscillator described in IIIA1)ii. The corresponding physical example is again a charged particle in a uniform magnetic field in the $z$-direction, but the electric field expression is simpler. The solution of LC oscillator, $\sin(t)$, $\cos(t)$ is apparently consistent with the solution trajectory of the corresponding physical example of charged particle in uniform magnetic field.
In (54), (55) T=KE =kinetic energy, V=PE=position dependent potential, U=generalized potential, which includes V and the velocity dependent part due to magnetic force. Examples can include electromagnetic force, which is velocity dependent, but not dissipative.

Comparing to the L of a positive charged particle in a magnetic/electric field, with dissipation coming from collision from lattice potential, where we have: \( L=T-U \), with \( T=\text{kinetic energy of the particle} \), \( U=\text{potential energy due to electric field} = -q\phi \), and magnetic field part = \((q/c)A.v\), \( q=\text{electric charge} \), \( \phi=\text{electric potential due to electric field} \), \( c=\text{speed of light} \), \( A=\text{vector potential due to magnetic field in the z direction} \), \( v=\text{velocity} \), dissipation part reflecting the nature of the lattice potential that introduces dissipation via scattering. Thus (54) can be interpreted as the L of such a physical system. Applying Euler-Lagrangian formulation (E-L):

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\psi}_x} \right) - \frac{\partial L}{\partial \psi_x} = \frac{\partial \mathcal{S}}{\partial \psi_x} \\
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\psi}_{y'}} \right) - \frac{\partial L}{\partial \psi_{y'}} = \frac{\partial \mathcal{S}}{\partial \psi_{y'}}
\]

Substituting T, U, \( \mathcal{S} \) from (53), (54), (55) into (56), and setting \( \psi_x, \psi_{y'} \) to x and y', we derive the classical equation of motion:

\[
(\dddot{x}) - \left(1 + \frac{1}{\epsilon}\right)\dddot{y'} - \left( -x - \frac{y'}{\epsilon} \right)^2 + \frac{y'}{\epsilon} = 0
\]

(57)

(57), (58) are solved using the software Maple. x vs t, as plotted \(^{10}\) in Figure 15, a periodic waveform is obtained, like the solution to (5), (6). This shows the use of variational calculus/Lagrangian formulation in representing the circuit as a physical system is viable. Specifically the physical system is a single electron in a magnetic/electric field under lattice potential.

\(^{10}\) For illustration purpose, a simple value with \( \epsilon=1 \) is used.
2) New Model in Vdw Gas:

\[ T_c, P_c, V_c \] are critical temperature, pressure and volume, respectively.  
\[ \dot{p} = \frac{dp}{dT}, \quad \dot{v} = \frac{dv}{dT} \]

We construct a similar dependency on \( p, v \):

\[
L_{diss} = (p - v)^2 + \left( \frac{1}{\varepsilon^*} \left( 4t' - p - 6t'v - \frac{3}{2} v^3 \right) \right)^2
\]

(59)

With \( V' = \varepsilon^* V \), (59) has similar form as (53)+(52) from the oscillator.

1) transform \( L_{diss}(P, V') \rightarrow \hat{L}(\hat{P}, \hat{V}') \), which has no “dissipation term” via non-canonical transformation [31], [32]. Thus \( P, V \rightarrow \hat{P}, \hat{V}' \). Construct the corresponding \( \hat{H} \)

2) Since \( \hat{H} \) obeys the canonical equation, and the entropy \( \hat{S} \) also obeys the canonical equation, through Maxwell relation, then \( \hat{S} \) forms the “analog” of the Hamiltonian \( \hat{H} \). Thus trajectories \( \hat{P}, \hat{V}' \) correspond to trajectories of \( \hat{\Psi}_x, \hat{\Psi}_y \).

3) Upon transforming back, trajectories of \( P, V' \) correspond to trajectories of \( \Psi_x, \Psi_y \). Around critical point, we further have 

\[
\varepsilon^* \frac{dv}{dt'} = g(p, v) = 4t' - p - 6t'v - (3/2) v^3
\]

(61)

Here ‘reduced variable’, \( t, v, p \) are used [34]. For example, \( t' = (T - T_c)/T_c \) and is different from time \( t \). \( T_c \) is critical temperature. \( p = (P - P_c)/P_c, v = (V - V_c)/V_c. \)

\[
P_c = a/27b^2 \quad V_c = 3b \quad T_c = 8a/27bk
\]

(62)

“a” is related to interaction potential, “b” is used to describe \( r_o \) = radius of molecular volume or \( \sigma \).

Similar situation applies to the ferromagnetic/paramagnetic example (when all the spins are lined up). Variational calculus can also be applied here, where again, the spin Hamiltonian, when subject to stationary phase, results in a solution for the equation of state [35]. This validates the use of variational calculus/Hamiltonian formulation in representing the circuit by a statistical mechanics system.

---

11 To recognize this analog, note that [24]: \( \frac{d\dot{X}}{dt} = \frac{\partial H}{\partial p} \hat{P} = \frac{\partial \hat{H}}{\partial k}(\hat{P} = \text{transformed momentum}). \) The corresponding thermodynamics formulation is the Maxwell relation:

\[
-\left( \frac{\partial \dot{P}}{\partial T} \right)_{P,n} = \left( \frac{\partial S}{\partial P} \right)_{T,n} \quad \left( \frac{\partial \dot{P}}{\partial T} \right)_{V,n} = \left( \frac{\partial S}{\partial V} \right)_{T,n}
\]

should be extremized (variation principle applied). Thus \( \hat{S} \leftrightarrow \hat{H} \) and \( T \leftrightarrow 1/k\beta (\beta = 1/kT) \leftrightarrow 1/t \) in (52)-(54).

12 To be exact, the analog is only true if we assume \( g \) function stays constant, as \( t \) changes i.e. as \( T \) changes in liquid/gas system. In reality, in the vdw gas, \( g \) is also a function of \( T \), and \( T \) is changing along the \( P, \hat{V}' \) trajectories. Here we are interested only in points on the trajectories around phase change/critical temperature point, \( T_c \) i.e. not a period, but just a small local segment around jump point. Thus \( T \) is practically constant (\( T_c \)), and \( g \) is given by the reduced equation of state function (evaluated at the critical point \( T_c \)). In step 1, when we do the non-canonical transformation following [32], called rectification, we rely on assumption of local rectification i.e. \( T \) (and hence \( P, V' \)) does not change much. As a side note, not only does [32] rely on \( P, V' \) not changing much, the equation there assume \( g \) is only a function of \( x, y \) but not \( t \). In the present case, the rectification method can be extended to varying \( t \) (or \( T \)) by using the non-autonomous extension[33].

13 Note (61) is “deterministic” only in the sense that average value of \( P, V \) (in the trajectories) are taken. Obviously with thermal noise, \( T \) affects this trajectory(which shows up in coefficient of \( v \)). This is “like” biasing(dc) affects ac(noise) parameters.

We therefore are going to use the same formula as the deterministic part in the noise formula for vdw gas.
Appendix II

Fluctuation (Noise) Formula at Phase Change and Simulations in vdw gas

The conclusion in deterministic section (Appendix I) says that oscillator trajectory/electron trajectory(equation of motion)/vdw gas trajectory(equation of state) is derivable from the Hamiltonian. When we add the noise back, these trajectories are randomized. It turns out that the quantity that quantifies this randomness, is derivable from action/partition function, which is intimately related to this Hamiltonian formulation.

First in the circuit picture, now let us add noise back, so that (16) becomes

\[ \varepsilon dz/dt = -V/I_0 + (1/I_0)\{ -\sqrt{8(I_0/g_m)} (43/64) (z) + (2I_0)Rz \} - \sqrt{8(1/g_m)} (1/64) (z)^3 + i_0/I_0 \]  

(63)

where \( \lambda = 4kT/R + 4kT(2/3)g_m \)

In [8] this is written as (9), (10).

1) New Model in vdw gas:

Now since \( P, V' \) in (60), (61) correspond to equation of state in a vdw gas, in any such trajectory, which we show in last section corresponds to equation of oscillation in relaxation oscillator, the fluctuation corresponds to the fluctuation in a relaxation oscillator.

Let us repeat and try to add “noise” to (61), just like adding noise to (16) to become (63).

Following [9], this is written as

\[ \rho = v + \sqrt{\mu \xi} \]

\[ \psi = 4t'p - 6t'v - (3/2) V^3 + \sqrt{\lambda \xi \eta} \]  

(64)

Comparing (63), (64), the similarity between relaxation oscillator and vdw gas is observed. We are then led to conclude the noise behaviour around jump/phase change should be similar.

Next let us concentrate on the fact that we are specifically interested in fluctuation around jump. How do we find the corresponding fluctuation around phase change?

Specifically the phase change in \( P, V' \) diagram happens at the jump point. How do we calculate fluctuation at that point? We use partition function.

The partition function when the particle number remains fixed is canonical ensemble. This is given as \( Q = \sum_{\nu} \exp(-\beta E_{\nu}) \). Since at the point of jump, there is phase change and the number of particles can vary, thus we generalize it to the grand canonical ensemble where the partition function \( \Xi \), is given as:

\[ \Xi = \sum_{\nu} \exp(-\beta E_{\nu} + \beta \mu N_{\nu}) \]  

(65)

Here \( \beta = 1/kT \), \( v \) are the states, \( E_{\nu}, N_{\nu} \) are the energy and number of particles in the state \( v \). \( V \) is the volume, \( \mu \) is the chemical potential. Its fluctuation reflects density \( \rho \), and hence normalized current \( z \), given in (21).

Furthermore, the probability of the state is proportional to the factor \( \exp(-\beta(E_{\nu}+\mu N_{\nu})) \) ie.

\[ P_{\nu} = \frac{\exp(-\beta E_{\nu} + \beta \mu N_{\nu})}{\Xi} \]  

(66)

Similar situation applies to the ferromagnetic/paramagnetic example (when all the spins are lined up).

In summary, remember we are calculating fluctuation, bounded by \( \exp-1/\lambda \), at one point of oscillation. Due to difficulty of calculating \( I \), we map (using the analog of entropy) and conclude fluctuation is same as in vdw gas. Then we further calculate fluctuation of vdw gas using partition function, which turns out to be path integral, but of \( H_{\text{micro}} \)(microscopic Hamiltonian of vdw gas). In the process of applying partition function to calculate fluctuation, we need to use the equation of state. Once we get the result we will map back.

2) Fluctuation/Noise Formula: develop in vdw, map to relaxation oscillator

Let us first define density \( \rho \) as \( \langle \rho \rangle/\sqrt{V} \). Due to fluctuation, instantaneous value of the density differ from its average by \( \delta \rho \). Hence fluctuation is \( \langle \delta \rho^2 \rangle \) (i.e. the variance). What approach do we use to quantify this? From [34]:

\[ \langle \delta \rho^2 \rangle^{1/2} = \delta \rho = \langle \delta N^2 \rangle^{1/2} / \delta N \]  

(67)

Here \( \delta N \) is the fluctuation in particle number. Now from
\[ \langle (\delta N)^2 \rangle = \sum_{\nu} N_{\nu}^2 P_{\nu} - \sum_{\nu,\nu'} N_{\nu} N_{\nu'} P_{\nu} P_{\nu'}, \]

Using partition function\(^{14}\), this can be expressed as:

\[ \langle (\delta N)^2 \rangle = [\partial^2 \ln \Xi / \partial (\beta \mu)^2]_{\beta,V} \]

(69)

Here \( \Xi \) is the partition function, \( \beta = 1/kT \), \( \nu, \nu' \) are the states, \( E_{\nu}, N_{\nu} \) are the energy and number of particles in the state \( \nu \). \( V \) is the volume, \( \mu \) is the chemical potential. From (65) \( \Xi \) is given as:

\[ \Xi = \sum_{\nu} \exp(-\beta E_{\nu} + \beta \mu N_{\nu}) \]

(70)

Since

\[ < N > = [\partial \ln \Xi / \partial \beta \mu]_{\beta,V} \]

(71)

(68) can be written as

\[ \langle (\delta N)^2 \rangle = [\partial < N > / \partial (\beta \mu)]_{\beta,V} \]

(72)

Using

\[ \partial \rho / \partial (\beta \mu)]_{\beta,V} = \rho \partial \rho / \partial (\beta \rho)]_{\beta,V} \]

we have:

\[ \langle (\delta N)^2 \rangle = \langle N \rangle [\partial \beta P / \partial (\rho)]^{-1}_{\beta,V} \]

(74)

What is \([\partial \beta P / \partial (\rho)]^{-1}_{\beta,V}\)?

To answer this question, we need to use the equation of state. Using the partition function in (70), we can derive equation of state, for example by using Mayer cluster expansion and virial coefficient \(^{35}\). The final form, is

\[ \beta P = p/(1-b \rho) - \beta a \rho^2 \]

(75)

It is to be noted, near critical temperature, this becomes the familiar form given on the right hand side of (61). We can now differentiate this and get \([\partial \beta P / \partial (\rho)]^{-1}_{\beta,V}\) and substituting in (74) we have\(^{15}\):

\[ \frac{\langle (\delta \rho)^2 \rangle^{1/2}}{\rho} = \frac{1}{\sqrt{\rho^V}} \frac{(1-b \rho)}{\sqrt{2b \rho (1-b \rho)^2 - 1}} \]

(76)

Here \( a, b \) are from vdw equation of state \(^9\), with “a” represents \( \epsilon_{\text{interact}} \), the scaling factor of interaction potential. \( b \) is the size of molecule \(^{35}\).

Near critical temperature this simplifies (where vdw equation of state (61) is indeed used). Using \( \beta = \frac{1.27 b}{x} \frac{\beta_c}{x} \), \( V=100b \), \( \rho=1/3b=\rho_c \), we have:

\[ \frac{\langle (\delta \rho)^2 \rangle^{1/2}}{\rho} = \frac{1}{\sqrt{3(1-1/x)}} = \frac{1}{\sqrt{3(1-T_c/T)}} \]

\(^{14}\)Following \(^{34}\), we make use of the relation \( <N> = \langle \ln \Xi \rangle / \langle \beta \mu \rangle \). The general form of this relation is \( \langle X \rangle = \sum_{\nu} P_{\nu} X_{\nu} = [\langle \ln \Xi \rangle / \langle \beta \xi \rangle]_{\beta,V} \), where \( X \) is any mechanical extensive variable, \( P_{\nu} \) is probability of state \( \nu \), \( \xi \) is the conjugate set of a Legendre transform, \( \beta = 1/kT \), \( Y \) is all extensive variable not fluctuating.

\(^{15}\)Actually we are using the full (not reduced) vdw equation of state.
Here $x = \beta c \beta = kT/kT_c = T/T_c$ (note we are recycling variable $x$, which is different from $x$ defined in (5)).

The above is for $T > T_c$, and for a fix $T_c$, with $T$ changing. If instead, we take $T$ to be fixed, and sweep $T_c$ (corresponding to different gases with different $T_c$), and starting from $T < T_c$, and changing $T_c$, we would expect to get a similar plot, with (77) becoming

$$\frac{(\delta \rho)^2}{\rho} = \frac{1}{5\sqrt[3]{1/(T/T_c) - 1}} = \frac{1}{5\sqrt[3]{T_c/T - 1}}$$

Finally we can map the fluctuation formula for vdW gas in (78) to relaxation oscillation. This was done in the main text, in the development leading to (37), (42).

**Appendix III**

*Example derivation for parasitics coming from $C_{gs}$*

The methodology is to observe the change in $V_{GS}$, $\delta(V_{GS})$, as a result of introducing parasitic capacitance $C_{gs}$. $\delta(V_{GS})$ is first related to $\varepsilon$ via definition. The same change is independently evaluated via sensitivity analysis on the circuit, as a function of circuit parameters. The two results must be identical, and on comparing, $\varepsilon$ is related to the circuit parameters.
Step 1: First, starting from eq. 4.1 of [8] (for BJT), we apply the MOS case, (4) above, and then we obtained $\delta(V_{GS})$ as a function of $\varepsilon$, given below as:

$$\delta(V_{GS}) = -\varepsilon \frac{di}{dt}$$  \hspace{1cm} (79)

Step 2: Second, we relate $\delta(V_{GS})$ to circuit parameters via sensitivity analysis. We redraw Figure 1 as Figure 16a, with the addition of $C_{gs}$ of M2, assumed to be the only parasitics. M2, together with $C_{gs}$ is developed into its small signal mode, and shown in Figure 16b. The two resistors are labeled $R_1$, $R_2$ for explanation purposes but they have identical values $R$, as in Figure 1.

Referring to Figure 16a with $C_{gs}$, there is displacement current $i_{Cgs}$.

Referring to Figure 16b, $i_{Cgs}$ means $\delta i_R$.

Meanwhile back to Figure 16a, $i_{Cgs}$ means difference between $i$ and drain current, $i_d$.

Focusing on $R_1$ on left hand side, this also means additional current ($=\delta i_{R1}$), flowing through $R_1$.

This means additional voltage drop ($=\delta v_{R1}$), which is developed across $R_1$. $\delta v_{R1}$ is written as

$$\delta v_{R1} = R\delta i_{R1}$$  \hspace{1cm} (80)

Now applying KVL around the loop, starting from right hand side of C (at $V_2$): $V + V_{GS1} + V_{R2} - V_{R1} - V_{GS2} = 0$

If there is no $C_{gs}$, i.e. without additional voltage, repeating (2), we have:

$$V = \left(\frac{2I_0}{k_n(W/L)} - \frac{4I_d - 2I}{k_n(W/L)}\right) -(2I_0 - 2i)(2) = 0$$  \hspace{1cm} (81)

With additional voltage drop across $R$ ($=\delta v_{R1}$), this becomes:

$$V = \left(\frac{2I_0}{k_n(W/L)} - \frac{4I_d - 2I}{k_n(W/L)}\right) -(2I_0 - 2i) = \delta V_{R1} = 0$$  \hspace{1cm} (82)

However, from step 1, (79): the final expected form is $\delta(V_{GS}) = -\varepsilon \frac{di}{dt}$, which, again by following [8], was given (4), repeated below:

$$\varepsilon \frac{di}{dt} = V = \left(\frac{2I_0}{k_n(W/L)} - \frac{4I_d - 2I}{k_n(W/L)}\right) -(2I_0 - 2i)$$  \hspace{1cm} (83)

Comparing we have:

$$\delta(V_{R1}) = \varepsilon \frac{di}{dt}$$  \hspace{1cm} (84)

Thus we want to relate $\delta(V_{R1})$ to $\varepsilon \frac{di}{dt}$ or $\delta(V_{R1})/R = i_{Cgs}$ to $\varepsilon \frac{di}{dt}$.

Referring to Figure 16a

$$2I_0 - i = i_d$$  \hspace{1cm} (85)

Differentiating (85)

$$-\frac{di}{dt} = \frac{di_d}{dt}.$$  \hspace{1cm} (86)
To find the relation between $\delta V_{R1}$ and $di/dt$ and then get $\varepsilon$, we need to find the relation between $\delta V_{R1}$ and $di/dt$, as in next paragraph.

Remembering, from (80),

$$\delta(V_{R1})/R = \delta i_{R1} = i_{Cgs}$$  \hspace{1cm} (87)

We have from (87):

$$\delta(V_{DD}-V_{GS2})/R = \delta(V_{R1})/R = i_{Cgs}$$  \hspace{1cm} (88)

Now to find $i_{Cgs}$ we note, from Figure 16b

$$i_{Cgs} = C_{gs}dv_{gs}/dt$$  \hspace{1cm} (89)

However

$$C_{gs}dv_{gs}/dt = C_{gs}d(i_{d}/g_{m})/dt$$  \hspace{1cm} (90)

This is because, from Figure 16b

$$i_{d} = g_{m}v_{gs}$$  \hspace{1cm} (91)

But we can further approximate this by noting:

$$i = i_{Cgs} + i_{d} \approx i_{d}, \text{ as } i_{d} >> i_{Cgs}$$  \hspace{1cm} (92)

(which in turn is because $i_{d} = g_{m}v_{gs}$, while $i_{Cgs} = C_{gs}dv_{gs}/dt = \omega C_{gs}v_{gs}$, since $g_{m} >> \omega C_{gs}$, for $\omega$ range of interest, which in turn because of parasitic is small i.e. $C_{gs} \to 0$ \footnote{Alternate (and perhaps simpler) reasoning: since no $\delta i_{d}$, $i_{d}$ is constant so $C_{gs}d(i_{d}/g_{m})/dt$ (since $i_{d} = g_{m}v_{gs}$) $\approx C_{gs}d(i/g_{m})/dt$})

And so $i \approx g_{m}v_{gs}$ or substituting this in (90) we have:

$$C_{gs}dv_{gs}/dt \approx C_{gs}d(i/g_{m})/dt$$  \hspace{1cm} (93)

Substituting (89), (93) in (88)

$$\delta(V_{R1}) = \delta(V_{DD}-V_{GS2})/R = (C_{gs}/g_{m})di/dt \text{ or}$$

$$\delta(V_{R1}) = \delta(V_{DD}-V_{GS2}) = [(R/g_{m})C_{gs}]di/dt$$  \hspace{1cm} (94)

Comparing (84), (94)

$$\varepsilon di/dt = [(R/g_{m})C_{gs}]di/dt$$  \hspace{1cm} (95)

so comparing coefficient
Appendix IV

Partition function of relaxation oscillator

To analyze this, let us reconfigure the relaxation oscillator so that while Figure 1 remains the same, for situation at Figure 6d, instead of having voltage equals maximum, now we have capacitor has zero charge, or capacitor voltage = 0, while M1, M2 are both on i.e. on the verge of switching. This circuit we label as the metastable circuit in section IV.C.1) Of course, in this case the oscillator does not oscillate and M1, M2 just stay on indefinitely. In actual relaxation oscillator, the initial condition/voltage, V, is maximum (capacitor is charged) at time when M1, M2 are both on to maintain oscillation. We will assume noise behaviour in this metastable circuit carries over to the actual oscillator.

Now let us look at the metastable circuit noise behaviour at T below Tc. T below Tc (i.e. interaction energy due to regeneration is big enough to overcome thermal noise so that it is possible to break symmetry and switch state)

1) we run with zero external field i.e. with no initial (initial means when M1, M2 both on) voltage/field across the capacitor, and with a small external initial voltage/field (much smaller than maximum voltage). In the zero external field, (of course, as stated above in this situation the metastable circuit does not oscillate; the capacitor voltage is identically zero, M1, M2 stay on and have equal strength, system is at an unstable equilibrium and can stay on indefinitely; due to randomness eventually it can be pushed to either state since interaction energy/feedback strength due to regeneration is big enough to overcome thermal noise), there are large noise fluctuation, due to correlation in fluctuation coming from interaction energy of the positive feedback loop (both M1, M2 on).

2) With a small external field, symmetry is broken, state is switched and there is little fluctuation (little interaction as either M1, or M2 is off and feedback loop broken).

As stated above, in the actual operation of relaxation oscillation, V is set initially to maximum so it oscillates. Furthermore, the interaction energy/regeneration is set strong enough i.e. we have enough loop gain, so that case (2) above is avoided. Under this situation the oscillator starts in one state and charges (like point (1)(b) above), switches states (during which it is like case (1)(a) above), discharges (like case (1)(b) above), switches states again (to opposite state, during which it is again like case (1)(a) above). Thus during state switching, like case (1)(a) above, it has large noise fluctuation (of course, when oscillator has settled in one state(charging/discharging) like case (1)(b) above, there is little fluctuation).

At T<Tc i.e. the case when the metastable circuit switches state. This is equivalent to Ising and/or vdw gas below Tc, where there are distinct phases, due to broken symmetry of the bistable potential (see fig.5.4 pg. 126 [34]). Equivalently in metastable circuit, there is broken symmetry at case below Tc i.e. when temperature is low enough that the corresponding thermal energy, kT, can be overcome by the interaction energy due to loop gain of positive feedback, and a state can be established. During switching there can be large noise fluctuation.

What is the equivalent situation in Ising model/vdw gas? Again it is easier to compare with the metastable circuit, and then map it to actual relaxation oscillator.

In Ising model and/or vdw gas, with broken symmetry (see fig.5.4 pg. 126 [34]), the surface energy does not go to zero, or equivalently the resulting surface tension keeps a continuous surface(see fig.5.7a-c pg. 132 [34]), with 2 distinct phases, or a single liquid droplet.

Let us now map back to actual relaxation oscillation. With T<Tc here, the oscillator starts in one state and charges (like case (2) above), switches states (during which it is like (1) above), discharges (like case (2) above), switches states again (to opposite state, during which it is again like case (1) above). Thus during state switching, like case (1) above, it has large noise fluctuation (of course, when oscillator is in one state(charging/discharging) like case (2) above, there is little fluctuation). As stated above, this noise fluctuation is also due to long range correlation (regeneration/positive feedback), as in T=Tc case.

To summarize the actual relaxation oscillator, the metastable circuit and Ising model/vdw gas all have similar noise behaviour. They all arise from long range correlation/regeneration/positive feedback. Next we quantify this noise behaviour by finding the partition function of the reconfigured relaxation oscillator. With partition function, we can apply that to find noise behaviour, just like in Appendix II, we apply the partition function of vdw gas to find its noise behaviour.

To find partition function one could have started by identifying the ensemble in relaxation oscillator. Let us take the species of ensemble as packet of net charge on capacitor C in Figure 1.

The capacitor is assumed to be metal plate capacitor. The ensemble consists of net charges.

\[ \varepsilon = \frac{1}{2} (R/g_{m}) C_{gs} \]

(96)

17 In physics, this corresponds to [34], pg. 129, where due to randomness the Ising magnet can be in either state, with \( \chi \) changing by \( 2N \mu^2 \), which blowup as N increases. This big fluctuation or \( \chi \) comes from long range correlation.

18 In physics, this corresponds to [34], pg. 131, fig.5.7c, where fluctuation is quenched when an external gravitational field is applied, and there is no longer long range correlation.
Initially the capacitor has zero net charge. These net charges in the top plate (RHS of C) are in thermal equilibrium. The chemical potential are $\mu_1$ and $\mu_2$, or Fermi potential $E_{FB}$ are $E_{FB}$ [54]. Initially with zero net charge, the voltage $V$ is zero, and they are equal i.e. $\mu_1 = \mu_2 = \mu$, $E_{FB} = E_{FB} = E_{F}$. The other parameter is current $i$ associated with $C$.

The capacitor is going to be charged. Let us assume the charge are positive charges. With net charge, there is voltage $V$ on the plate. Eventually, $C$ is charged so that $M2$ is in off state, $V$ becomes $V_{peak}$.

This state is also not stable, the “inertia” is going to make the oscillator reverses and $M1$ starts discharging $C$, until $M1$ is in the off state.

The instant when $M2$ just hits off state, (or $V = V_{peak}$) defines the beginning of jump point. During the jump, $C$ discharges, and half way, we have again no charge on $C$.

At the beginning of jumping instant ($M2$ just off), we note that the top plate, is approaching when we have equal number of positive charges/negative charges. Because of regeneration, current $i$ dumps the charge so that voltage drops approaches zero, in much the same way that phase change in Ising model is happening due to regeneration. At the jump/phase change, net charge is zero, and capacitor’s voltage change sign, i.e. like vdw changes phase. As in vdw gas, approaching this phase change, each phase’s particle number is not constant (e.g. gas transferring to liquid), where in present case, number of positive charges can change. Just to emphasize, in Ising/vdw and metastable circuit, this regeneration occurs as in case (1)(a) in pg. 23 ($T<T_c$), where state is changed due to small random external field, This small random external field is enough to break the symmetry/helps system to rolloff the unstable equilibrium point and switch the system. Large fluctuation is due to regeneration/correlation. In the actual relaxation oscillator, as stated above, because of initial voltage, the inertia will push the system to rolloff the unstable point. Nevertheless, similar regeneration/correlation happens, even though the rolloff is from inertia rather than some randomness and fluctuation again is big.

Now consider this duration of charging until $M2$ is off and denote it $T_{duar}$.

Consider in $T_{duar}$, the packet/domain of positive charge is $Q$. This $Q$ is exactly positive charge on top plate at the instant when $M2$ is in the off state. Thus $Q=CV_{peak}$.

Now let us consider that during $T_{duar}$, this $Q$ is in thermal equilibrium among itself. As the jump happens from $M2$ off to $M1$ off, there is positive, then positive, then negative charge at top plate.

Refer to Figure 6:

1) Assume the charges (positive charges/negative charges), are induced by stimulus ($M1$, $M2$ R) on top(right) place of $C$, form the system.

2) Initially Figure 1, $M1$ off, $M2$ on, $V_{peak}$ positive.

   $i = i_0$ is charging $C$, so that drain of $M2$ becomes more negative.

   Thus there is positive charge, i.e. and system not in equilibrium

3) As it approaches jump/phase change, which we interpret at beginning of this appendix, negative charges are brought in (from $M2$) so that net charge $=0$. We assume the charges go into a phase change.

To elaborate on this, let us return to our model of the charge on a metal capacitor as an ensemble. Again we have charge on the top and bottom plate, with corresponding Fermi potential $E_{FB}$, $E_{FS}$ respectively. With $C$ alone (i.e. no external circuit such as $M1$, $M2$, R), when there is zero charge, resulting in $E_{FB}=E_{FS}$, we would not have phase change, since as pointed out in [54], the two plates share energy, but not particles. However, in the present case, the two plates are connected, separately, via the cross coupled pair circuit, which act to transfer particles, in a “virtual” fashion. Following the discussion in section Appendix IV.C1) on “Justification by drawing analogy with fluctuation in metastable”, this virtual circuit, at moment of regeneration (or phase change), when $V=0$, i.e. $E_{FB}=E_{FS}$, a tiny bit of noise is going to kick this into regeneration mode. As each charge leaves R and enters transistor M2, the transistor gives energy to this charge and deposits the charge on the capacitor. The charge, by changing the voltage of $V$, sets up a “chain” reaction. The change in $V$ is amplified by $M2$, then changes the gate of $M1$, then changes the current of $M1$. This change, when subtracted from constant current source $I_0$, pulls the charge from bottom plate of $C$. Therefore there is transfer of charge (“virtual”) from top plate to bottom plate via this cross coupled pair. Note again the similarity to Ising model, where spin does not move/transfer, but it affects/flips the neighbouring spin, as if the spin has “transferred”. One can see this happening in Figure 6a.

Looking at this in another way, note even though looking at just the capacitor itself, charge transfer is due to charging(electrostatic), but looking at capacitor together with $M1$, $M2$, R, then there is not just charging, as there also is regenerative/feedback, and so the charge transfer is due to phase change mechanism, where charge transfer is like mass transfer in vdw gas phase change (remember in phase change, huge mass transfer at phase change point, from gas $\rightarrow$ liquid); in other words, not accountable by simply electrostatic charging.

To investigate this mass transfer further, let us start before phase change. Now we have

$$\Delta S = -\frac{1}{T} \Delta n$$

(97)

$\Delta n$= net charge. $\Delta S>0$ and systems moves towards equilibrating. Then $\mu_1 > \mu_2$, $\Delta S>0$ (from 2nd law, as system equilibrates) means $\Delta n<0$. This flow of positive charges to negative charge is going to change $\mu_1$, $\mu_2$ until they are same, at which point, we have equilibrated, so $\Delta S=0$ i.e. this implies $\mu_1 = \mu_2$.

Referring again to (97), right at the beginning, $E_{FB}=E_{FS}$ (in (97) is $\mu_1 > \mu_2$), and so $\Delta S>0$ towards equilibrating. Then $E_{FB}=E_{FS}$ (in (97) this is $\mu_1 > \mu_2$) which means $\Delta n<0$. Thus there is flow (virtual) of negative charge from top plate (leaving positive charge) to bottom plate. This charge buildups the electrostatic potential, and hence Fermi potential $E_{FB}$, $E_{FS}$ (in (97) is $\mu_1$, $\mu_2$) until they are the same. At this point we have equilibrated, so $\Delta S=0$ i.e. this implies $E_{FB}=E_{FS}$ (in (97) is $\mu_1 = \mu_2$) and we are on the verge of phase change (in vdw, this means we are on the verge of changing gas to liquid or vice versa; in relaxation oscillator circuit that we are on the verge of changing from state $M1$ on$/M2$ off to $M1$ off$/M2$ on). To repeat, then,
phase change implies $E_f = E_{fb}$ and $\Delta n > 0$ (i.e. can fluctuate, or charge on top/bot plate can fluctuate). Once regeneration ends (M1 off, M2 on), there is no more transfer of charge and $\Delta n = 0$. Of course $E_f < E_{fb}$ in (97) is $\mu_1 < \mu_2$. Again $\Delta S = 0$, which means we have again equilibrated. Of course in this case, the equilibrium is the state for (M1 off, M2 on).

4) With this regeneration, M1, M2 change state. Then the charges (positive charges/negative charges), which are induced by stimulus (M1, M2 R), form the system. Note R plays the role reservoir, which takes heat away from net charge. Thus referring to Figure 1, M1 on, M2 off, V negative. $i_{-t_0}$ is discharging C, so that drain of M2 becomes more negative. Thus there is negative charge, i.e. and system not in equilibrium.

With the above description we can see the ensemble is characterized by a grand canonical partition function, because the number of positive charges can change, in much the same way in a vdw gas, the number of gas particle can change (it can condense into liquid).

Furthermore we can talk about the partition of the positive charge “phase”, in much the same way as the partition function of the gas phase in vdw.

So far we have been considering partition function $\Xi$ of ensemble (of positive charge Q in oscillator), which has same form as $\Xi$ of gas in vdw, as in (65), i.e. $\Xi = \sum_{v} \exp(-\beta E_v + \beta \mu v)$, where $v$ is the state and sum is over all state.

The form is $\Xi (\mu, V, T)$. (pg. 102, eq. 15 [35]).

However remember $Q$, which is exactly ensemble of charge on top plate when M2 just hits off, is also “packet of charge charged in duration $T_{dura}$”. Therefore we can talk about “partition function” $\Xi$ of $Q$, as viewed as being charged during duration $T_{dura}$, as well. Our next goal is to establish the form of $\Xi$ for charge Q charged in $T_{dura}$.

$\mu =$?

For ensemble of positive charges= Ensemble of charges on top plate when M2 just hits off we have $\mu$:

$$E_f = E_{fb}$$

(98)

$V=$ Volume= $? Or equivalently $\rho =$ density= $? 

Start with Figure 1 and focus on C. Let us remove the rest of the circuitry. With the standalone C, charge q on the plates are not interacting and C just behave our a container of charge, and it obeys the equation $Q = C \times \text{Voltage}$. An analogy can be found in a container of ideal gas (again no interaction between gas particles), where it obeys equation $P \times \text{Volume} = NRT$, ($N =$ number of moles) or since density=$\rho = N/\text{volume}$, we have $\rho \propto P$. Comparing with $Q \propto \text{voltage}$, we identify $\rho \leftrightarrow Q$. Now back in Figure 1 and with the rest of the circuitry, the situation is more complicated, as there is interaction. However the dimension of the variables still correspond and so we continue to assume $\rho \leftrightarrow Q$.

Next, in our case, we are interested in $Q$ packet in $T_{dura}$, where $Q = i \times T_{dura}$. Thus we use $i$ instead of $Q$ or:

$$\rho \leftrightarrow i.$$

(99)

It is also noted that both $\rho$ and $i$ have the following property:

a) Order parameter and fluctuates 

b) $\rho \rightarrow$ number of particles; but here number of net charges $\rightarrow$ normalized by time becomes current $i$ (consistency check: charges (particles) correspond to particles in vdw gas, so charge particles $\rightarrow$ N $\rightarrow$ i) 

$T =$?

In vdw gas, $T$ is used to represent fluctuation/randomness (remember by definition $T = \partial E/\partial S$, with $S =$ entropy or randomness, also from $kT$, is the thermal energy/randomness, we note $T$ represent fluctuation in energy of the state $E_v$, due to thermal energy $kT$). Also $\frac{T}{k}$ is the integrating factor of the heat transferred from the heat bath/reservoir [35]. Here with thermal noise there is fluctuation in energy of the charge. Thus $T$ (via $kT$) is also used to represent fluctuation in energy of the ensemble of charge on top plate when M2 just hits off. Again $T$ is the integrating factor of the heat transferred from the heat bath/reservoir, which is the resistor R. Note $T =$ temperature (not period). Thus

---

19 Thus pressure $\leftrightarrow$ voltage, volume $\leftrightarrow$ C or capacitor.

20 Similarly with the analogy, because now it is compared with container of vdw gas, again there is interaction.

21 What corresponds to $N$? The ensemble of species/packet of charge Q, in duration $T$, becomes, from $i = dq/dt$, $Q = \int i dt \propto \int (or 2I_0 = dq/dt$, $Q = \int 2I_0 dt \propto 2I_0 T_{dura}$, then we have $2I_0 \leftrightarrow N$
\[
T \leftrightarrow T
\]

From (98), (99), (100) partition function for packet \( Q \), is:

\[
\Xi (\mu = E_{\text{fl}} = E_{\text{rb}}, \rho, T) \leftrightarrow \Xi (\mu = E_{\text{fl}} = E_{\text{rb}}, \delta T, T)
\]

(101)

We can follow Mayer cluster expansion [35] and find equation of state [22], and then find fluctuation. However, after we get fluctuation from partition function, we need to do scaling (follow [53]) by multiplying the number of modes (follow [53]) to convert fluctuation in \( N \) to \( \delta T \). Also since we measure not fluctuation in \( \delta T \) but \( \delta T^2 \), then the scaling is

\[
kT \leftrightarrow 4kT/R
\]

(102)

Specifically using charge on capacitor \( C \) in Figure 1, the resemblance to vdw gas/Ising neighboring spin can be seen.

The charge, having thermal energy \( kT \), when flowing as current through \( R \), dissipates Joule heat, pretty much like vdw gas dissipates heat in the reservoir. Following [53], the power spectral density (psd) of this heat is given as \( 4kT/R \). Thus the noise term in vdw gas, \( \beta \) or \( kT \), has its counterpart here, except it is scaled by \( R \) and is \( 4kT/R \).
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