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We analyze the spectrum of two- and three-pion states of maximal isospin obtained recently for isosymmetric QCD with pion mass \( M \approx 200 \text{ MeV} \) in Ref. [1]. Using the relativistic three-particle quantization condition, we find \( \sim 2\sigma \) evidence for a nonzero value for the contact part of the three-\( \pi^+ \) (\( I = 3 \)) scattering amplitude. We also compare our results to leading-order chiral perturbation theory. We find good agreement at threshold, and some tension in the energy dependent part of the three-\( \pi^+ \)scattering amplitude. We also find that the two-\( \pi^+ \) (\( I = 2 \)) spectrum is fit well by an s-wave phase shift that incorporates the expected Adler zero.
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1. INTRODUCTION

Lattice QCD (LQCD) provides a powerful (if indirect) tool for \textit{ab initio} calculations of strong-interaction scattering amplitudes. The formalism for determining two-particle amplitudes is well understood [2–11], and there has been enormous progress in its implementation in recent years [12–28] (see Ref. [29] for a review). The present frontier is the determination of three-particle scattering amplitudes and related decay amplitudes. LQCD calculations promise access to three-particle scattering processes that are difficult or impossible to access experimentally. Examples of important applications are understanding properties of resonances with significant three-particle branching ratios (including the Roper resonance [30]), and many of the \( \pi \), \( K \), and \( \tau \) resonances [31]), determining the three-nucleon interaction (important for large nuclei and neutron star properties), predicting weak decays to three particles (e.g. \( K \rightarrow 3\pi \)), and calculating the three-pion contribution to the hadronic-vacuum polarization that enters into the prediction of muonic \( g-2 \) [32].

Three-particle amplitudes are determined using LQCD by calculating the energies of two- and three-particle states in a finite volume. The challenges to carrying this out are twofold. On the one hand, the calculation of spectral levels becomes more challenging as the number of particles increases. On the other, one must develop a theoretical formalism relating the spectrum to scattering amplitudes. Significant progress has recently been achieved in both directions, with energies well above the three-particle threshold being successfully measured, and a formalism for three identical (pseudo)scalar particles available. The formalism has been developed and implemented following three approaches: using a generic relativistic effective field theory (RFT) [33–39], nonrelativistic effective field theory (NREFT) [40–43], and finite volume unitarity (FVU) [44, 45] (see Ref. [46] for a review). To date, only the RFT formalism has been explicitly worked out including higher partial waves. The application to LQCD results has so far been restricted to the energy of the three-particle ground state, either using the threshold expansion [47–49], or, more recently, the FVU approach for \( 3\pi^+ \) [50].

Recently, precise results were presented for the spectrum of \( 2\pi^+ \) and \( 3\pi^+ \) states in isosymmetric QCD with pions having close to physical mass, \( M \approx 200 \text{ MeV} \) [1]. These were obtained in a cubic box of length \( L \) with \( ML \approx 4.2 \), for several values of the total momentum \( P = (2\pi/L)d \) with \( d \in \mathbb{Z}^3 \), and for several irreducible representations (irreps) of the corresponding symmetry groups. Isospin symmetry ensures that G parity is exactly conserved and thus that the \( 2\pi^+ \) and \( 3\pi^+ \) sectors are decoupled. In total, sixteen \( 2\pi^+ \) levels and eleven \( 3\pi^+ \) levels were obtained below the respective inelastic thresholds at \( E_2^* = 4M \) and \( E_3^* = 5M \), Here \( E_2^* \) and \( E_3^* = \sqrt{E^2 - P^2} \) are the corresponding center-of-mass energies, with \( E \) the total three-particle energy.

The purpose of this Letter is to perform a global analysis of the spectra of Ref. [1] using the RFT formalism and determine the underlying \( 3\pi^+ \) interaction. This breaks new ground for an analysis of the three-particle spectrum in several ways: we use multiple excited states, in both trivial and nontrivial irreps, including results from moving frames. This analysis therefore serves as a testing ground for the utility of the three-particle formalism in an almost physical example. An additional appealing feature is that the size of the \( 3\pi^+ \) interaction can be calculated using chiral perturbation theory (\( \chi \)PT). We present the leading order (LO) prediction here.
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† The results of Ref. [1] are obtained only at a single lattice spacing, \( a \approx 0.064 \text{ fm} \), and are thus subject to discretization errors. These are expected to be of size \( (a\Lambda_{\text{QCD}})^3 \approx 0.01 \), and thus to lie well below the statistical errors.


II. FORMALISM AND IMPLEMENTATION

All approaches to determining three-particle scattering amplitudes using LQCD proceed in two steps, which we outline here. In the first step, one uses a quantization condition (QC), which predicts the finite-volume spectrum in terms of an intermediate infinite-volume three-particle scattering quantity. In the RFT approach, the QC for identical, spinless particles with a G-parity-like particle scattering quantity. In the RFT approach, the QC for identical, spinless particles with a G-parity-like particle scattering quantity. In the RFT approach, the QC for identical, spinless particles with a G-parity-like particle scattering quantity. In the RFT approach, the QC for identical, spinless particles with a G-parity-like particle scattering quantity.

\[
\det \left[ F_3(E, \vec{P}, L) - 1 + \mathcal{K}_{df,3}(E^*) \right] = 0. \quad (1)
\]

Here \( F_3 \) and \( \mathcal{K}_{df,3} \) are matrices in a space describing three on-shell particles in finite volume. \( F_3 \) depends on the two-particle scattering amplitude and on known geometric functions, while \( \mathcal{K}_{df,3} \) is the three-particle scattering quantity referred to above. It is quasilocal, real, and free of singularities related to three-particle thresholds, thus playing a similar role to the two-particle \( \mathcal{K} \) matrix \( K_2 \) in two-particle scattering. It is, however, unphysical, as it depends on an ultraviolet (UV) cutoff. Given prior knowledge of \( \mathcal{K}_2 \), and a parametrization of \( \mathcal{K}_{df,3} \), the energies of finite-volume states are determined by the vanishing of the determinant in Eq. (1). The parameters in \( \mathcal{K}_{df,3} \) are then adjusted to fit to the numerically-determined spectrum.

The second step requires solving infinite-volume integral equations in order to relate \( \mathcal{K}_{df,3} \) to the three-particle scattering amplitude \( \mathcal{M}_3 \). In fact, as explained below, it is a divergence-free version of the latter, denoted \( \mathcal{M}_{df,3} \), that is most useful. The equations relating \( \mathcal{K}_{df,3} \) to \( \mathcal{M}_{df,3} \) were derived in Ref. [34].

The parametrizations we use for \( \mathcal{K}_2 \) and \( \mathcal{K}_{df,3} \) are based on an expansion about two- and three-particle thresholds. For \( \mathcal{K}_2 \) this leads to the standard effective range expansion (ERE), recalled below. At linear order in this expansion only \( s \)-wave interactions are nonvanishing, with \( d \)-wave interactions first entering at quadratic order. For \( \mathcal{K}_{df,3} \), the expansion is in powers of \( \Delta = (E^2 - 9M^2)/(9M^2) \), and was developed in Refs. [36], [38] based on the Lorentz and particle-interchange invariance of \( \mathcal{K}_{df,3} \). Through linear order in \( \Delta \), \( \mathcal{K}_{df,3} \) is given by

\[
\mathcal{K}_{df,3} = \mathcal{K}_{df,3}^{iso} = \mathcal{K}_{df,3}^{iso0} + \mathcal{K}_{df,3}^{iso1} \Delta, \quad (2)
\]

where \( \mathcal{K}_{df,3}^{iso0} \) and \( \mathcal{K}_{df,3}^{iso1} \) are constants. There is no dependence on the momenta of the three particles at this order; this corresponds to a contact interaction, and leads to the designation “isotropic”. Momentum-dependence first enters at \( O(\Delta^2) \).

In our main analysis we keep only the \( s \)-wave two-particle interaction and the isotropic terms in Eq. (2). With these approximations, the QC of Eq. (1) reduces to a finite matrix equation that can be solved by straightforward numerical methods. Previous implementations have considered only the three-particle rest frame, \( \vec{P} = 0 \) [36, 38, 39] (see also Ref. [42], [43]). Here we have extended the implementation to moving frames, so that we can use all the results obtained by Ref. [1]. The details of the implementation, including projections onto irreps of the appropriate little groups, are described in Appendix A.

III. \( \chi \)PT PREDICTION FOR \( \mathcal{K}_{df,3} \) AND \( \mathcal{M}_{df,3} \)

\( \mathcal{M}_{df,3} \) and \( \mathcal{K}_{df,3} \) have not previously been calculated in \( \chi \)PT, so here we present the leading order (LO) result. The LO Lagrangian in the isosymmetric two-flavor theory is [50, 51]

\[
\mathcal{L}_\chi = \frac{F^2}{4} Tr(\partial_\mu U \partial^\mu U^\dagger) + \frac{M^2 F^2}{4} Tr(U + U^\dagger),
\]

with \( U = e^{i\phi/F} \) and \( \phi = \left( \frac{\pi^0}{\sqrt{2}\pi}, \frac{\pi^0}{\pi^0} \right) \). Here \( F \) is the decay constant in the chiral limit, normalized such that \( F = 92.4 \) MeV. Expanding in powers of the pion fields, \( \mathcal{L} = \mathcal{L}_{2\pi} + \mathcal{L}_{4\pi} + \mathcal{L}_{6\pi} + \cdots \), we need only the \( 4\pi \) and \( 6\pi \) vertices.

From \( \mathcal{L}_{4\pi} \) we obtain the standard LO result for the \( 2\pi^+ \) scattering amplitude [52]

\[
\mathcal{M}_2 = \frac{2M^2 - E_2^2}{F^2}, \quad (4)
\]

which displays the well-known Adler zero below threshold at \( E_2^2 = 2M^2 \) [53]. Given the ERE parametrization of the \( s \)-wave phase shift,

\[
q \cot \delta(q) = -\frac{1}{a_0} + \frac{q^2}{2} + Pr^3 q^4 + \cdots, \quad (5)
\]

where \( q^2 = E_2^2/4 - M^2 \), one can infer from Eq. (4) the LO results for the scattering length and effective range:

\[
M_{a0} = \frac{M^2}{16\pi F^2} \quad \text{and} \quad M^2 r_{a0} = 3. \quad (6)
\]

The \( 3\pi^+ \) amplitude \( \mathcal{M}_3 \) is given at LO by the diagrams of Fig. [1]. As is well known, \( \mathcal{M}_3 \) diverges for certain external momenta, as the propagator in Fig. [1](a) can go on shell. This motivated the introduction of a divergence-free amplitude in Ref. [33]:

\[
\mathcal{M}_{df,3} \equiv \mathcal{M}_3 - \mathcal{D}, \quad (7)
\]

\[
\mathcal{D} = S \left\{ -\mathcal{M}_2(s_{12}) \frac{1}{b^2 - M^2} \mathcal{M}_2(s'_{12}) \right\} + O(M^3), \quad (8)
\]

\[\text{This QC is valid up to exponentially-suppressed finite-volume corrections proportional to exp}(-ML). \text{We ignore such corrections, since they lead to percent-level errors that are much smaller than the statistical errors in the dataset we use.}\]

\[\text{3} \text{ } p\text{-wave interactions are forbidden by Bose symmetry.}\]
where \( s_{12} = (p_1 + p_2)^2 \), \( s_{12}' = (k_1 + k_2)^2 \), \( b = p_1 + p_2 - k_3 \), and \( S \) indicates symmetrization over momentum assignments. \( D \) is defined to have the same divergences as \( M_3 \), so that their difference is finite. At LO in \( \chi \)PT, only the LO term in \( D \) contributes and we find

\[
M^2 M_{d,3} = \frac{M^4}{F^4} (18 + 27\Delta)
\]

(9)

\[
= (16\pi M a_0)^2 (18 + 27\Delta),
\]

a result that is real and isotropic.

The last step is to relate \( M_{d,3} \) to \( K_{d,3} \). As discussed in Appendix B, we find these quantities to be equal at LO

\[
K_{d,3} = M_{d,3} \left[1 + O(M^2/F^2) \right],
\]

so that \( K_{d,3} \) is also given by Eq. (9). In Appendix B we also quantify the expected size of the corrections, finding them to range between 10 - 50%, with the larger error applying to the term linear in \( \Delta \).

\[\text{FIG. 1: LO contributions to the three-particle scattering amplitude } M_3. \text{ Momentum assignments must be symmetrized.}\]

We have also calculated the related threshold amplitude that enters into the \( 1/L \) expansion of the three-particle energy \([53]\), finding \( M_{3,th} = 27M^2/F^3 \).

\[\text{IV. FITTING THE TWO-PARTICLE SPECTRUM}\]

Determining the two-particle phase shift is an essential step, as it enters into the three-particle QC. In particular, we need a parametrization valid below threshold, as the two-particle momentum in the three-particle QC takes values in the range \( q^2/M^2 \in [-1, 3] \). We extract information on the s-wave phase shift using a form of the two-particle QC that holds in all frames for those irreps that couple to \( J = 0 \). Details are given in Appendix C.4. We use the bootstrap samples provided in Ref. [1] to determine statistical errors, so that correlations are accounted for properly.

We use a parametrization of the phase shift (adapted from that of Ref. [55]; see also Ref. [56]) that includes the Adler zero predicted by \( \chi \)PT, as well as the kinematical factor \( E_2^* \):

\[
\frac{q}{M} \cot \delta_0(q) = \frac{E_2^* M}{E_2^{*2} - 2z_2^2} \left( B_0 + B_1 \frac{q^2}{M^2} + B_2 \frac{q^4}{M^4} + \cdots \right).
\]

(11)

We either set \( z_2^2 = M^2 \), the LO value, or leave it as a free parameter. \( B_0 \) and \( B_1 \) are related in a simple way to \( a_0 \) and \( r \) [see Eqs. (C2) and (C3) in Appendix C.4]. Previous lattice studies have used the ERE, Eq. (5) (see, e.g. Refs. [57, 58]), but this has the disadvantage, due to the Adler zero, of having a radius of convergence of \( |q^2| = |M^2 - z_2^2/2| \approx M^2/2 \). In particular, the ERE gives results for \( -1 < q^2/M^2 < 0 \) that are substantially different from the Adler-zero form. This is related to the fact that in \( \chi \)PT, in contrast to the ERE form where \( r \) and \( P \) are both nonzero at LO, as can be seen from the explicit \( \chi \)PT expressions given in Ref. [57]. The formal radius of convergence of our expression (11) is \( |q^2| = M^2 \), due to the left-hand cut, but following common practice we ignore this and use it up to \( q^2/M^2 = 3 \). In Appendix C.4 we show that fitting with the restriction \( |q^2|/M^2 < 1 \) has only a small impact on the resulting parameters. There we also compare with fits using the ERE form.

The results of several fits are listed in Table II and shown in Fig. 2. All fits give reasonable values of \( \chi^2/d.o.f., \) and yield values for \( M^2 r a_0 \) close to the predicted LO value of 3. Using the value of \( F \) obtained from the same lattice configurations in Ref. [60], the LO chiral prediction from Eq. (6) is \( M a_0 = 0.0938(12) \), and this is also in good agreement with the results of the fits. Overall, we conclude that the spectrum from Ref. [1] confirms the expectations from \( \chi \)PT. We choose the minimal fit 1 as our standard choice since \( B_2 \) is poorly determined (fit 2) and the Adler-zero position is consistent with the LO result if allowed to float (fit 3).

We have performed a similar fit to the five energy levels from Ref. [1] which are sensitive only to the d-wave amplitude. Details are in Appendix C.4. Despite very
small shifts from the free energies, we find a 3σ signal for the $d$-wave scattering length, $(M_{a_2})^5 = 0.0006(2)$, where $a_2$ is defined in Eq. (C5) of Appendix C 4. The smallness of this result is qualitatively consistent with the fact that this is a NLO effect in $\chi$PT, and justifies our neglect of $d$-waves in the three-particle analysis.

V. FITTING THE THREE-PARTICLE SPECTRUM

We now use the three-particle spectrum to determine $K_{d_3}^{\text{iso}}$. Eight levels are sensitive to $K_{d_3}^{\text{iso}}$, while three are in irreps only sensitive to two-particle interactions. Since all levels are correlated, a global fit to two- and three-particle spectra is needed to properly estimate errors. Further details on the fits described in this section can be found in Appendix C 4.

Before presenting the global fits, however, we use an approach (“method 1”) that allows a separate determination of $K_{d_3}^{\text{iso}}$ for each of the eight levels sensitive to this parameter. Within each bootstrap sample, we fit the two-particle levels to the fit 1 Adler-zero form described above, and then adjust $K_{d_3}^{\text{iso}}$ so that the three-particle QC reproduces the energy of the level under consideration. The results are shown in Fig. 3. The values of $K_{d_3}^{\text{iso}}$ are all positive, and a constant fit yields $M^2 K_{d_3}^{\text{iso}} = 560(270)$ with $\chi^2/\text{d.o.f.} = 8.5/7$. The LO $\chi$PT result (given by $M_{B_0}^{2} K_{d_3}^{\text{iso}} = 360 + 540 \Delta$, taking $M_{a_0}$ from fit 1) is reasonably consistent with the linear fit, as shown. This indicates that a significant result for $K_{d_3}^{\text{iso}}$ of the expected size may be obtainable.

This fit does not include three-particle energy levels in irreps sensitive only to $\delta_0$. These, however, can be used as a consistency check, and, as shown in Appendix C 4, we find good agreement with the energies predicted by the QC.

To establish the true significance of the results for $K_{d_3}^{\text{iso}}$, we perform global fits to the eleven two-particle and eleven three-particle levels that depend on $\delta_0$ and/or $K_{d_3}^{\text{iso}}$. We do so both for constant and linear $K_{d_3}^{\text{iso}}$. The results are collected in Table II. Fit 4 finds a value for $K_{d_3}^{\text{iso}}$ that has around 1.8σ significance, and also gives values for $B_0$ and $B_1$ that are consistent with those from fits 1-3 above and with the LO $\chi$PT predictions. The p-value of the fit is $p = 0.103$.

In fit 5, we try a linear ansatz for $K_{d_3}^{\text{iso}}$, and find that the current dataset of Ref. II is insufficient for a separate extraction of both constant and linear terms. We note, however, that, even in this fit, the scenario $K_{d_3}^{\text{iso}} = 0$ is excluded at $\sim 2\sigma$.

In Fig. 4 we present a summary of the errors resulting from the global fits. We also include the value from LO $\chi$PT, using the errors estimated in Appendix II and quoted in Eq. (B20). As it can be seen, the constant term agrees well with the prediction, whereas the larger dis-

| Fit | $B_0$ | $B_1$ | $B_2$ | $z^2/M^2$ | $\chi^2/\text{d.o.f.}$ | $M_{a_0}$ | $M^2 r_{a_0}$ |
|-----|-------|-------|-------|-----------|-----------------|-----------|-------------|
| 1   | -11.2(7) | -2.1(3) | 1 (fixed) | 12.13/(11-2) | 0.089(6) | 2.63(8) |
| 2   | -10.4(9) | -3.7(1.0) | 0.5(3) | 1 (fixed) | 9.75/(11-3) | 0.096(8) | 2.3(3) |
| 3   | -11.7(1.8) | -2.0(4) | 1 (fixed) | 12.06/(11-2) | 0.091(9) | 2.4(9) |

TABLE I: Fits of the two-particle spectrum to the Adler-zero form of $q \cot \delta_0$, Eq. (11).
agreement for the linear term is only of marginal significance given the large uncertainty in the $\chi$PT prediction.

One concern with our global fits is that we are using the forms for $K_2$ and $K_{iso}^{iso}$ beyond their radii of convergence. For $K_{iso}^{iso}$ we do not know the radius of convergence, but a reasonable estimate is that one should use levels only with $|\Delta| < 1$. To check the importance of this issue, we have repeated the global fits imposing $q^2/M^2 < 1$ and $\Delta < 1$, so that the fit includes only five two-$\pi^+$ and five three-$\pi^+$ levels. We find fit parameters that are consistent with those in Table II but with much larger errors. For example, the result from the equivalent of fit 4 gives $M^2K_{iso,0}^{iso} = 610(350)$.

VI. CONCLUSIONS

We have presented evidence for a nonzero $3\pi^+$ contact interaction, obtained by analyzing the spectrum of three pion states in isosymmetric QCD with $M \approx 200$ MeV obtained in Ref. [1]. This illustrates the utility of the three-particle quantization condition. It also emphasizes the need for a relativistic formalism, since most of the spectral levels used here are in the relativistic regime. It gives an example where lattice methods can provide results for scattering quantities that are not directly accessible to experiment.

We expect that forthcoming generalizations to the formalism (to incorporate nondegenerate particles with spin, etc.), combined with advances in the methods of lattice QCD (to allow the accurate determination of the spectrum in an increasing array of systems), will allow generalization of the present results to resonant three-particle systems in the next few years.
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TABLE II: Global fits to the two- and three-particle spectrum using the two- and three-particle QCs.

| Fit | $B_0$        | $B_1$        | $z^2/M^2$ | $M^2K_{iso,0}^{iso}$ | $M^2K_{iso,1}^{iso}$ | $\chi^2$/dof | $MA_0$ | $M^2a_0$ |
|-----|--------------|--------------|-----------|----------------------|----------------------|--------------|---------|----------|
| 4   | -11.1(7)     | -2.3(3)      | 1 (fixed) | 27(100)              | 0                    | 27.06/(22-3) | 0.009(6) | 2.59(8)  |
| 5   | -11.1(7)     | -2.4(3)      | 1 (fixed) | 55(330)              | -28(290)             | 26.04/(22-4) | 0.009(5) | 2.57(8)  |

FIG. 4: One, two and three-sigma confidence intervals for $M^2K_{iso,3}^{iso}$ for the two different global fits (4 and 5).
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Appendix A: Implementation of the QC in moving frames

Here we explain the essential features of the implementation of the RFT form of the quantization condition, Eq. (4). This has previously been carried out in the rest frame ($\mathcal{P} = 0$), both keeping only $s$-wave two-particle interactions and an isotropic $\mathcal{K}_{\text{df},3}$ [32], and including $d$-wave two-particle interactions and the leading nonsotropic terms in $\mathcal{K}_{\text{df},3}$ [35]. The generalization required here is to extend the $s$-wave plus isotropic $\mathcal{K}_{\text{df},3}$ approximation to moving frames.

1. $s$-wave approximation

The matrices in Eq. (4) have indices $k, \ell, m$. Here $k$ is shorthand for a finite-volume momentum, $\mathbf{k} = (2\pi/L)\hat{n}_k$, which is labeled by an integer-valued vector $\hat{n}_k$. This is the momentum of one of the three on-shell particles (denoted the spectator). The other indices $\ell, m$ are the angular momentum quantum numbers of the remaining pair (called the interacting pair) in their center-of-mass frame. The UV cutoff described below automatically cuts off $\mathbf{k}$, while formally $\ell$ runs over all possible values. To obtain matrices of finite dimension we assume that $\mathcal{K}_2$ is only nonzero in the $s$-wave and that $\mathcal{K}_{\text{df},3}$ vanishes for $\ell > 0$. It can then be shown that all solutions to Eq. (4) that are sensitive to interactions are obtained by truncating all matrices to have $\ell = m = 0$. In particular, $F_{3,\ell}^{p\ell',m',\ell m}$ reduces to $F_{3,pk}^s$, where we include the superscript as a reminder of restriction to $s$ waves.

The explicit form of $F_t^s$ is [36]

$$L^3 F_3^s = \frac{\bar{F}_s}{3} - \frac{1}{1/K_2^s + F_s + G^s},$$  \hspace{1cm} (A1)

where $\bar{F}_s$ and $G^s$ are geometric matrices

$$[\bar{F}_s]_{kp} = \frac{\delta_{kp} H(\mathbf{k})}{2 \omega_k} \left[ \frac{1}{L^3} \sum_a -\text{PV} \int \frac{d^3q}{(2\pi)^3} \right] \times$$

$$H(\mathbf{q} - \mathbf{a}, \mathbf{b}) \rho(\mathbf{e} - \mathbf{w}_k - \mathbf{w}_a - \mathbf{w}_b),$$

$$[G^s]_{kp} = \frac{H(\mathbf{q}) H(\mathbf{p})}{L^3 2 \omega_k 2 \omega_p (b^2 - m^2)},$$

$$b^\mu = p^\mu - k^\mu - p'^\mu$$

and $K_2^s$ is given in terms of the $s$-wave phase shift by

$$\frac{1}{K_2^s} = \frac{\delta_{kp}}{2 \omega_k} H(\mathbf{k})$$

and

$$\bar{K}_2^s(\mathbf{k}) = \frac{32 \pi \omega_k E_{2,k}^s}{q_{2,k}^s \cot \delta_s(q_{2,k}^s) + |q_{2,k}^s| [1 - H(\mathbf{k})]},$$

where

$$E_{2,k}^s = (E - \omega_k)^2 - (\mathbf{P} - \mathbf{k})^2$$

and $q_{2,k}^s = \frac{E_{2,k}^s}{4} m^2$. (A6)

Other quantities appearing in these definitions are the on-shell energies, exemplified by $\omega_k \equiv \sqrt{\mathbf{k}^2 + m^2}$, the corresponding four-momenta, e.g. $k^\mu = (\omega_k, \mathbf{k})$, and the total four-momentum, $P^\mu = (E, \mathbf{P})$. Finally, the functions $H(\mathbf{k})$ and $H_2(\mathbf{a}, \mathbf{b})$ are UV cutoffs. $H(\mathbf{k})$ is a smooth function, cutting off the sum over $\mathbf{k}$ when $E_{2,k}^s$ drops below zero, and equaling unity for values of $\mathbf{k}$ such that the interacting pair lies above threshold. We use the explicit form given in Refs. [32, 35].

We observe that the only places where nonzero $\mathbf{P}$ enters above are into the definitions of $E_{2,k}^s$, $q_{2,k}^s$, and $b^\mu$. Thus the numerical construction of the elements of the matrices is just as easy for moving frames as for rest frames. The only complication arises when we project onto irreps, as discussed below.

Two-particle interactions enter through the K-matrix-like quantity $\tilde{K}_2^s$, which we approximate by inserting the chosen parametrization of the phase shift, either Eq. (7) or (11) into Eq. (A5). We note that, above threshold, where $H(\mathbf{k}) = 1$, $2\omega_k K_2^s(\mathbf{k})$ is simply the standard two-particle K matrix.

To complete the quantization condition, we need the form of $\mathcal{K}_{\text{df},3}$ in the $s$-wave approximation. At this stage, $\mathcal{K}_{\text{df},3}$ still depends on the spectator momenta $\tilde{k}$ and $\tilde{p}$. However, there is the additional constraint that the matrix form of $\mathcal{K}_{\text{df},3}$ is the restriction to finite-volume momenta of an infinite-volume amplitude that is invariant both under Lorentz transformations and the exchange of both initial- and final-state particles. We intuitively expect that such a symmetric amplitude that is purely $s$-wave for any two-particle pair cannot depend on the spectator momentum. One way to see that this is indeed the case is to use the threshold expansion developed in Ref. [32]. At any order in the expansion parameter $\Delta$, one can show that the only terms that are purely $s$-wave are those that are isotropic. Since nonsotropic terms first occur at $O(\Delta^2)$, we work only at linear order in $\Delta$ in order to enforce $\ell_{\text{max}} = 0$ within the context of the threshold expansion. Thus we use

$$\mathcal{K}_{\text{df},3} = \mathcal{K}_{\text{df},3}^{iso}(\Delta) = \mathcal{K}_{\text{df},3}^{iso,0} + \Delta \mathcal{K}_{\text{df},3}^{iso,1}.$$  \hspace{1cm} (A7)

This implies that, in matrix form, $\mathcal{K}_{\text{df},3}$ has the same entry in every element, and is thus of rank 1.

As a result of these approximations, the QC reduces to

$$\det \left[ F_3^s(E, \mathbf{P}, L)^{-1} + \mathcal{K}_{\text{df},3}^{iso}(\Delta) \right] = 0,$$  \hspace{1cm} (A8)

where the dimension of the matrices is given by the number of finite-volume momenta for which $H(\mathbf{k}) = 0$ for the given choice of $\mathbf{E}$, $\mathbf{P}$, and $L$. The numerical problem is thus to find the eigenvalues of the matrix in Eq. (A8) and determine the energies at which they cross zero for the
given choice of the parameters in the s-wave phase shift and \( K_{\text{iso}}^{\text{iso}} \). This problem is greatly simplified in practice by block-diagonalizing the matrix, as we now explain.

### 2. Block-diagonalization of the quantization condition

The energy levels of the finite-volume system fall into irreps of the relevant finite-volume symmetry groups for various values of the total three-particle momentum \( \vec{P} \).

For \( \vec{P} = 0 \), the symmetry group is the 48-dimensional cubic group \( O_h \) (no double cover is needed since we are dealing with mesons). The procedure for decomposing the QC in this case was first presented in Ref. [38], but the generalization to arbitrary \( \vec{P} \) is new to this work and deserves explanation.

Unlike in Ref. [38] where both \( \ell \) were considered, here we focus only on the relevant case of \( \ell_{\text{max}} = 0 \).

For general \( \vec{P} \), the finite-volume symmetry group is reduced to the little group \( LG(\vec{P}) \) of cubic group transformations \( R \in O_h \) that leave \( \vec{P} \) invariant:

\[
LG(\vec{P}) \equiv \{ R \in O_h | R\vec{P} = \vec{P} \}. \tag{A9}
\]

We therefore seek to decompose the QC into irreps of \( LG(\vec{P}) \) instead of \( O_h \), but otherwise the recipe used in Ref. [38] is unchanged from that in Ref. [38].

The list of relevant little groups is shown in Table III.

| \( \vec{d} \) | \( LG(\vec{P}) \) | 2-pt. irreps | 3-pt. irreps |
|-----|----------------|----------|---------|
| (0,0,0) | \( O_h \) | \( A_{1g}^s, E_u^s \) | \( A_{1u}, E_u \) |
| (0,0,1) | \( C_{4v} \) | \( A_1^+, B_2^+ \) | \( A_2, B_2^- \) |
| (1,1,0) | \( C_{2v} \) | \( A_{1u}^+, B_2^+ \) | \( A_2^- \) |
| (1,1,1) | \( C_{3v} \) | \( A_1^+, E^+ \) | \( A_2, E^- \) |
| (0,0,2) | \( C_{4v} \) | \( A_1^+, B_2^+ \) | none |

TABLE III: Little group LG(\( \vec{P} \)) for each total momentum \( \vec{P} = (2\pi/L)\vec{d} \) used in our fits, along with all irreps containing energy levels with \( E_3^s \leq 4M \) or \( E^* \leq 5M \). We use the notation of Ref. [1] for irreps.

The asterisk indicates cases where the interacting energy lies slightly above the inelastic threshold, although the free energy lies below.

For fixed \( (E, \vec{P}, L) \), each matrix \( M \in \{ \tilde{K}_2^s, K_{\text{dil,3}}, \tilde{F}_s, G^s, F_3^s \} \) appearing in the QC is invariant under a common set of real unitary (i.e. orthogonal) transformations\(^5\) \( \{ U(R) \}_{R \in LG(\vec{P})} \):

\[
U(R)^T M U(R) = M \quad \forall R \in LG(\vec{P}), \tag{A10}
\]

\[
U(R)_{pk} = \begin{cases} (-1)^{\Pi(R)} & \vec{p} = R\vec{k} \\ 0, & \text{otherwise.} \end{cases} \tag{A11}
\]

Here \( \Pi(R) \) is the parity of the transformation \( R \), which is +1 if \( R \) is a pure rotation and −1 otherwise. This factor occurs because pions are pseudoscalars and leads to a simple relabeling of irreps compared to those of scalars.

The transformation matrices \( \{ U(R) \}_{R \in LG(\vec{P})} \) furnish a (reducible) representation of \( LG(\vec{P}) \):

\[
U(R_1R_2) = U(R_1)U(R_2) \quad \forall R_1, R_2 \in LG(\vec{P}), \quad U(1_\mathbf{A}) = 1_k. \tag{A12}
\]

This reducible representation can be decomposed into irreps \( I \) of the little group \( LG(\vec{P}) \) through the use of projection matrices \( P_I \):

\[
P_I = \frac{d_I}{[LG(\vec{P})]} \sum_{R \in LG(\vec{P})} \chi_I(R) U(R), \tag{A14}
\]

where \( [LG(\vec{P})] \) is the dimension of the little group, \( d_I \) is the dimension of \( I \), and \( \chi_I(R) \) is its character (the relevant character tables can be found in Ref. [61]). Lastly, we collect the eigenvectors of \( P_I \) with nonzero (unit) eigenvalues into \( P_{I,\text{sub}} \) to project QC matrices \( M \) onto the lower-dimensional irrep subspace:

\[
M_{I,\text{sub}} = (P_{I,\text{sub}})^T M P_{I,\text{sub}}. \tag{A15}
\]

These projections partition the eigenvalues of \( M \) into the various irreps of \( LG(\vec{P}) \), so that we can study solutions to the QC irrep by irrep.

The isotropic nature of \( K_{\text{iso}}^{\text{iso}} \) implies that it contributes only to the most symmetric irreps, modulo the presence of parity. In particular, for \( \vec{d} = 0 \) it contributes only to the \( A_{1u} \) irrep, while for \( \vec{d}^2 = \{ 1, 2, 3 \} \) it contributes only to the \( A_2 \) irrep of the respective little groups (see Table III). For these irreps, one can use the arguments presented in Refs. [38] and extended in Ref. [38] to reduce the QC to a one-dimensional algebraic relation, referred to as the isotropic approximation to the QC. This is not necessary, however, as one can instead simply project onto these irreps as described above. In practice we have used both methods and checked that they agree.

For all other irreps that arise in the elastic portion of the three-particle spectrum, \( K_{\text{dil,3}} \) does not contribute. This does not mean, however, that there is no shift of

\(^5\) This definition of \( U(R) \) differs from that in Ref. [38] in three ways: it is sensitive to parity, it only includes \( \ell = 0 \), and it has momentum indices transposed for notational convenience.
the energies from their noninteracting values, as the two-particle interactions do indeed lead to energy shifts. This point was not appreciated in previous work, where it was claimed that there would be no energy shifts in such irreps \[38\]. The presence of a shift can be understood intuitively in the case of the \( E_u \) irrep for \( \bar{P} = 0 \). Here the lowest total angular momentum contained is \( J = 2 \). Thus the interacting pair can be in an \( s \)-wave, and thus affected by the \( s \)-wave two-particle interaction, with the total \( J = 2 \) being obtained by having the spectator in a \( d \)-wave relative to the pair. These irreps (of which there turn out to be three — see Table VIII) provide an additional constraint on the two-particle amplitude.

The generalization of these considerations to include \( d \)-waves in moving frames is straightforward, but beyond the scope of this work.

Appendix B: Non-leading effects in \( \kappa_{\text{df},3} \)

In this Appendix we provide further justification for the results

\[
M^2 \kappa_{\text{df},3} = M^2 \kappa_{\text{df},3}(1 + \cdots) \quad (B1)
\]

\[
= \frac{M^4}{F^2} (18 + 27\Delta + \cdots) \quad (B2)
\]

discussed in the main text [see Eqs. \[9\] and \[B3\]], and estimate the size of the NLO corrections indicated by the ellipses.

1. Derivation of Eq. \( (B1) \)

We first discuss the derivation of, and corrections to, Eq. \( (B1) \). This result provides the second step in the two-particle relation between the three-particle spectrum and the physical three-particle scattering amplitude. The equations governing this step were derived in Ref. \[31\]. In the case that only \( s \)-wave two-particle channels interact, and \( \kappa_{\text{df},3} \) is isotropic, \( \kappa_{\text{df},3} \) is also restricted to the \( s \)-wave, but is not, in general, isotropic. Specifically, it is given by \[31\] \[36\]

\[
\mathcal{M}_{\text{df},3}(p, k) = S \left\{ \frac{\mathcal{L}(k)\mathcal{L}(p)}{1/K_{\text{df},3} + F_3^\infty} \right\} , \quad (B3)
\]

where \( S \) denotes symmetrization over momentum assignments. The other quantities in Eq. \( (B3) \) are

\[
\mathcal{L}(k) = \frac{1}{3} - 2\omega(k)\mathcal{M}_2^s(k)\tilde{\rho}(k) - \int_{\mathcal{D}^{(u,u)}} \mathcal{D}^{(u,u)}(k, s)\tilde{\rho}(s) , \quad (B4)
\]

\[
\tilde{\rho}(k) = \frac{H(k)}{2\omega(k)}\rho(k) , \quad \rho(k) = \frac{|q_{2,k}^s|^2}{16\pi E_{2,k}^s} , \quad (B5)
\]

where we have given only the subthreshold form of \( \rho \). In the previous equations, all integrals are three-dimensional

\[
\int_{\mathcal{D}} = \int \frac{d^3s}{(2\pi)^3} , \quad (B6)
\]

despite the fact that the integrands depend only on the magnitudes of the momenta.

Thus to determine \( \mathcal{L}(k) \), we need \( \mathcal{D}^{(u,u)} \), the asymmetric form of \( \mathcal{D} \) in Eq. \((8)\) of the main text, which is given by solving

\[
\mathcal{D}^{(u,u)}(k, p) = -M_2^2(k)G^\infty(k, p)M_2^s(p) - \int \frac{1}{2\omega(s)}M_2^s(k)G^\infty(k, s)\mathcal{D}^{(u,u)}(s, p) , \quad (B7)
\]

where we use the relativistic form of \( G^\infty \) \[35\]

\[
G^\infty(k, p) = \frac{H(k)H(p)}{(P - k - p)^2 - m^2 + i\epsilon} . \quad (B8)
\]

Finally, \( F_3^\infty \) is given by

\[
F_3^\infty = \int_k \tilde{\rho}(k)\mathcal{L}(k) . \quad (B9)
\]

The above equations depend on the physical two-particle \( s \)-wave scattering amplitude, \( M_2^s \), which is related to \( \kappa_2^s \) by

\[
\frac{1}{M_2^s(k)} = \frac{1}{\kappa_2^s(k)} + \rho(k) , \quad (B10)
\]

with \( \kappa_2^s \) given by

\[
\frac{1}{\kappa_2^s(k)} = \frac{1}{16\pi E_{2,k}^s}q_{2,k}^s\cot\delta(q_{2,k}^s) . \quad (B11)
\]

The phase shift is given in turn by the parametrization of Eq. \( (11) \)

We can now explain in detail why \( \kappa_{\text{df},3} = \kappa_{\text{df},3} \) at LO in \( \chi \)PT, i.e. why Eq. \( (B1) \) is valid. The power-counting parameter is \( \epsilon \sim M^2/F^2 \sim k^2/F^2 \), in terms of which \( M_2^s \sim \epsilon, \tilde{\rho} \sim 1, \) and \( C^\infty \sim 1/\epsilon, \) implying that that \( \mathcal{D}^{(u,u)} \sim \epsilon \). It follows that \( \mathcal{L} = 1/3 + O(\epsilon) \), with the determination of the \( O(\epsilon) \) terms requiring the full solution to the integral equation for \( \mathcal{D}^{(u,u)} \). In addition, we see that \( F_3^\infty \sim \epsilon^0 \). Since we know from Eq. \( (4) \) that \( M_{\text{df},3} \sim \epsilon^2 \), it then follows from Eq. \( (B3) \) that also \( \kappa_{\text{iso}} \sim \epsilon^2 \), as this is the only way to match powers of \( \epsilon \) on the two sides. Thus the \( F_3^\infty \) term in the denominator is actually of NNLO relative to the dominant \( 1/\kappa_{\text{df},3} \sim 1/\epsilon^2 \) contribution. In summary, at LO we can set \( \mathcal{L} \to 1/3 \) and drop \( F_3^\infty \). Symmetrization leads to a factor of 9 that cancels the \((1/3)^2\) leading to \( \mathcal{M}_{\text{df},3} = \kappa_{\text{iso}} \).

To complete the discussion, we note that the restriction to the \( s \)-wave, isotropic approximation is also consistent with \( \chi \)PT. In particular, the \( d \)-wave amplitude and the nonisotropic part of \( \kappa_{\text{df},3} \) appear first at NLO, since both require an additional factor of \( k^2 \) relative to the corresponding LO amplitudes. Thus, at LO, \( \mathcal{M}_2 = \mathcal{M}_2^s \).
and $\mathcal{K}_{df,3} = \mathcal{K}^{iso}_{df,3}$. Therefore the result just derived, $\mathcal{M}_{df,3} = \mathcal{K}^{iso}_{df,3}$ at LO, is equivalent to $\mathcal{M}_{df,3} = \mathcal{K}_{df,3}$.

A further check on this is provided by the fact that the LO result for $\mathcal{M}_{df,3}$ calculated explicitly in the main text is isotropic.

2. Higher order corrections in relation between $\mathcal{M}_{df,3}$ and $\mathcal{K}_{df,3}$

We now turn to an estimate of higher-order corrections to Eq. (B1). This is provided by solving the equations above and determining the quantities $3\mathcal{L}(k) - 1$, which is of NLO, and $\mathcal{K}^{iso}_{df,3} F_3^\infty$, which is of NNLO. This is not a complete calculation of higher-order corrections, since, as already noted, $d$-wave amplitudes and nonisotropic contributions to $\mathcal{K}_{df,3}$ also appear at NLO. A further approximation is that we solve the equations only below the three-particle threshold, so that the pole prescription in $G^\infty$ is not needed. This is sufficient to determine the order of magnitude of the corrections. Methods for solving the equations above threshold have not yet been developed. For convenience, we set $\vec{P} = 0$, although this makes no difference to the final result, which is relativistically invariant. This choice implies that, in this subsection and the next, $E$ and $E^*$ are equal, and we use the former for brevity.

Following Ref. [30], the equations are solved by discretizing the momenta as though the system was in a periodic box of size $L$, leading to $\vec{k} = (2\pi/L)\vec{n}$ with $\vec{n} \in \mathbb{Z}^3$. One then has to invert large matrix equations, which is straightforward. This also allows us to reuse much of the setup needed for the QC itself, since the equations above are obtained by taking the $L \to \infty$ limit of various objects that appear in the QC. We stress, however, that here we are using the finite-volume simply as a device for solving the integral equations and that $L$ here is not related to the volume in which actual lattice QCD simulations are done.

The function $\mathcal{L}(k)$ is given by Eq. (A14) of Ref. [30]:

$$\mathcal{L}(k) = \lim_{L \to \infty} \mathcal{L}(k; L) = \frac{1}{3} \sum_{\vec{p}} \left[ \frac{1}{1/(2\omega M_2^{\infty}) + G^\star_{\vec{p}}} \right]_{kp},$$

where the indices $k$ and $p$ are drawn from the finite-volume set, $\omega$, $M_2^{\infty}$ and $\bar{\rho}$ are simply diagonal matrices containing entries of the corresponding infinite-volume quantities evaluated at finite-volume momenta, and the matrix $G^\star$ is

$$G^\star_{kp} = \frac{1}{L^3} \frac{1}{2\omega_k} G^\infty(k,p) \frac{1}{2\omega_p}. \tag{B13}$$

$F_3^\infty$ is given by the discretized form of Eq. (B9),

$$F_3^\infty = \lim_{L \to \infty} \frac{1}{L^3} \sum_{\vec{k}} \bar{\rho}(k) \mathcal{L}(k, L). \tag{B14}$$

![FIG. 5: Dependence of $3\mathcal{L}(k) - 1$ on $(k/M)^2$ for $ML = 60$ and different values of the rest-frame energy, $E/M$. This quantity indicates the size of the NLO corrections in the relationship between $\mathcal{K}_{df,3}$ and $\mathcal{M}_{df,3}$.

We find that the convergence in $L$ is quite rapid, with $ML \gtrsim 30$ enough to obtain the form of the solution to sufficient accuracy.

In order to display results, we choose fit 1 from Table I for the phase shift that determines $M_2^\star$. The results are little changed when using other fits. In Fig. 5 we plot the NLO quantity $3\mathcal{L}(k) - 1$ as a function of $k^2/M^2$ for $2.9 \leq E/M < 3.0$. This quantity necessarily vanishes at the maximum value of $k$, set by the value in which the cutoff function vanishes, $H(k) = 0$. We observe that the correction has a maximum at about 0.25 when $(k/M)^2 \approx 0.75$, but is much smaller for $k$ near zero. Indeed, extrapolating to $E = 3M$, we find $3\mathcal{L}(0) - 1 \approx -0.01$ at threshold. The NNLO quantity $\mathcal{K}^{iso}_{df,3} F_3^\infty$ is shown in Fig. 6 using $M^2 \mathcal{K}^{iso}_{df,3} = 550$, the value obtained in the first global fit in Table I. The small result, at the percent level, is consistent with this being a higher-order effect.

3. Estimating higher order corrections to $\mathcal{K}_{df,3}$

Here we estimate the corrections in Eq. (B2) that are indicated by the ellipses. First we consider the value of $\mathcal{K}_{df,3}$ at threshold, where $\Delta = 0$. Corrections arise both in the relation between $\mathcal{K}_{df,3}$ and $\mathcal{M}_{df,3}$, and in the $\chi$PT result for $\mathcal{M}_{df,3}$ itself. The results just obtained for $3\mathcal{L}(0) - 1$ and $\mathcal{K}^{iso}_{df,3} F_3^\infty$ at threshold imply few percent relative corrections in the $\mathcal{K}_{df,3}$ to $\mathcal{M}_{df,3}$ relation. Higher order corrections in the result for $\mathcal{M}_{df,3}$ are expected to be of generic relative size $M^2/(4\pi F)^2 \approx M_0/\pi \approx 0.03$. Assuming constants of $\sim 3$ multiplying these generic corrections, we estimate them conservatively to be no larger than 10%. These generic corrections thus dominate the error estimate at threshold.
FIG. 6: $\mathcal{K}_{\text{df},3}F_3^\infty$ as a function of the energy, $E/M$. We
set $M^2\mathcal{K}_{\text{df},3}^\infty = 550$. This quantity indicates the size of
NNLO corrections in the relationship between $\mathcal{K}_{\text{df},3}$ and
$\mathcal{M}_{\text{df},3}$.

Next we consider the corrections to the linear term in
$\Delta$ in Eq. (B2). We expect the generic corrections to be of
similar relative magnitude as at threshold, i.e. $\lesssim 10\%$.
The corrections to the $\mathcal{K}_{\text{df},3}$ to $\mathcal{M}_{\text{df},3}$ relation can, however,
be larger. We focus on the dominant contribution, that from
$\mathcal{L}(k)\mathcal{L}(p)$ in Eq. (B3). The momentum dependence of $\mathcal{L}(k)$ near threshold implies that a constant $\mathcal{K}_{\text{df},3}^\infty$
will lead to a $\Delta$ dependence in $\mathcal{M}_{\text{df},3}$, and vice versa. In
particular, if we fix $\mathcal{K}_{\text{df},3}^\infty$ to a constant, and calculate the derivative
\begin{equation}
  c = \frac{1}{\mathcal{K}_{\text{df},3}^\infty} \frac{d\mathcal{M}_{\text{df},3}}{d\Delta}_{\mathcal{K}_{\text{df},3}^\infty,\Delta=0},
\end{equation}
then we have, for small $\Delta$, and ignoring the generic $\chi$PT
corrections,
\begin{equation}
  M^2\mathcal{K}_{\text{df},3} = \frac{M^4}{F^4} \left[ 18 + (27-18c)\Delta + O(\Delta^2) \right].
\end{equation}
In words, the constant feeds down a correction to the
linear term.

To estimate $c$, we use the results of Fig. 3. These are
calculated for $E < 3M$, corresponding to $\Delta < 0$. Recalling
that $\mathcal{M}_{\text{df},3}$ and $\mathcal{K}_{\text{df},3}$ are on-shell amplitudes, we ob-
serve that to obtain $\Delta < 0$ we require $k^2 < 0$. For ex-
ample, a configuration $p_1^p = (M,0)$, $p_2^p = (0,iM,0,0)$ and
$p_3^p = (0,-iM,0,0)$ has all particles on shell, $E^2 = M^2$,
and thus $\Delta = -8/9$. Taking each of the particles in turn
as the spectator, the values of $k^2/M^2$ are 0, −1 and
−1, respectively (remembering that $k^2 \equiv \vec{k}^2$). Averaging
over the choices of spectator, we find $\langle k^2/M^2 \rangle = -2/3
for \Delta = -8/9$. In principle, one should do an average
over all allowed momentum configurations, but our sim-
ple example gives a rough relation between $\Delta$ and $k^2$,
namely
\begin{equation}
  \left. \frac{d\Delta}{d(k^2/M^2)} \right|_{k^2=0} \approx 4/3. \tag{B17}
\end{equation}
The final step is to use Fig. 5 to estimate
\begin{equation}
  \left. \frac{d\mathcal{L}(k)}{d(k^2/M^2)} \right|_{k^2 \approx 0, E \approx 3M} \approx \frac{1}{2}. \tag{B18}
\end{equation}
This is a crude estimate, given that the slope depends on
$E$. Nevertheless, using these results, and the fact that
there are two factors of $\mathcal{L}$ in Eq. (B3), we arrive at the estimate
\begin{equation}
  c \approx 2 \left. \frac{d\mathcal{L}(k)}{d(k^2/M^2)} \right|_{k^2=0} \mathcal{K}_{\text{df},3} \approx 0.75. \tag{B19}
\end{equation}
Inserting this into Eq. (B16) we find that the term linear
in $\Delta$ is reduced by about 50% by this correction. We
treat this as an asymmetric error, since the sign of the
error estimate is itself uncertain.

In summary the $\chi$PT prediction for $\mathcal{K}_{\text{df},3}$ becomes
\begin{equation}
  M^2\mathcal{K} = \frac{M^4}{F^4} \left[ 18(1 \pm 10\%) \right] = 360 \pm 36, \tag{B20}
\end{equation}
where numerical values are obtained using $M = 0.089$
from fit 1.

Appendix C: Further details on fits

In this Appendix, we provide a more detailed explana-
tion of our fitting procedures, and further details of the
results of the fits.

1. General fitting procedure

We determine $\mathcal{K}_2$ and $\mathcal{K}_{\text{df},3}$ by fitting solutions to the
two- and three-particle QCs to the energy levels pro-
vided in Ref. [1], which were computed on the CLS
D200 $N_f = 2 + 1$ ensemble, which has pion mass $M \sim
200$ MeV, lattice size $64^3 \times 128$ and inverse lattice spac-
ing $1/a \approx 3.1$ GeV [6, 62]. These parameters imply that
$ML \approx 4.2$, which is large enough that we expect ne-
eglected exponentially-small corrections are at the percent
level.

The three-particle QC, Eq. (11), has been discussed
above. The two-particle QC for states that couple to
$J = 0$ can be written as
\begin{equation}
  q \cot \delta(q) = \frac{2}{\gamma L \sqrt{\pi}} Z_{00}(q^2, \vec{d}), \tag{C1}
\end{equation}
where
\begin{equation}
  \mathcal{L}(k) = \left. \frac{d\mathcal{L}(k)}{d(k^2/M^2)} \right|_{k^2=0} \mathcal{K}_{\text{df},3} \approx 0.75. \end{equation}
where $Z_{00}$ is the standard Lüscher Zeta function, $\vec{P} = (2\pi/L)\vec{d}$ is the total two-particle momentum, $\gamma$ is the boost factor to the center-of-mass frame, and $q^2 = E_0^2/4 - M^2$. As discussed in the main text, we consider two parametrization schemes for $\delta_0$: the standard ERE of Eq. (5) and the Adler-zero form of Eq. (11). The parameters in the two schemes can be related by expanding the Adler-zero form about threshold:

$$Ma_0 = -\frac{1}{B_0} \frac{2M^2 - \frac{z_2^2}{2}}{2M^2} \frac{z_2 \to M}{z_2 \to M} - \frac{1}{B_0}, \quad (C2)$$

$$M^2 r a_0 = -\frac{2B_1}{B_0} + \frac{2M^2 + \frac{z_2^2}{2}}{2M^2} \frac{z_2 \to M}{z_2 \to M} - \frac{2B_1}{B_0} + 3. \quad (C3)$$

Once we choose a parametrization scheme for $K_2$ and $K_{df,3}$ for three-particle energies, we fit the parameters by minimizing the following $\chi^2$ function [58]:

$$\chi^2 = \sum_{i,j} \left( E_i^* - \langle E_i^* \rangle^{\text{iso}} \right) C_{ij}^{-1} \left( E_j^* - \langle E_j^* \rangle^{\text{iso}} \right), \quad (C4)$$

where $\langle E_i^* \rangle$ are the center-of-mass energy levels of Ref. [1] with covariance matrix $C$, and $\langle E_i^* \rangle^{\text{iso}}$ are the solutions to the appropriate QC(s) for a particular set of parameters. To estimate the statistical uncertainties of our fit parameters, we use the individual bootstrap samples provided by Ref. [1] to perform multiple fits for each scheme. We note that the correlation matrix $C$ is taken to be the same for all bootstrap samples.

2. Results of additional fits to $K_2$

We have fit the Adler zero form [11] to the restricted data set of the five two-particle levels that lie inside the formal radius of convergence of the expansion, $|q^2|/M^2 < 1$. The results are given in Table [VI] which should be compared to Table [IV]. The main conclusion is that the fits yield compatible parameters, providing a consistency check on the results obtained in the main text. The errors here are larger, as expected, and, indeed, very large in fits 7 and 8, where there are insufficient data points to determine the three parameters.

We have also repeated the Adler-zero fits to all levels in the elastic region using the ERE form, Eq. (5). Although this is not justified theoretically (since the radius of convergence is $|q^2|/M^2 \lesssim 1/2$), it provides a comparison with a standard form that has been used in previous lattice calculations of the $I = 2$ two-pion amplitude. The results are shown in Table [VII]. The quality of the fits is poor, and the results for $M^2 r a_0$ are in strong disagreement with the LO $\chi$PT prediction of 3. This provides additional support to the theoretical arguments favoring the use of the Adler-zero fit form.

3. Determining the $d$-wave scattering length

To study two-particle $d$-wave interactions, we analyze the energy levels of Ref. [1] that lie in irreps that do not couple to $s$-wave interactions. For each such level, Table [V] shows the comparison of the determined energy to the corresponding free energy. All energy shifts are small and positive, suggesting a very mildly repulsive $d$-wave interaction. To quantify this interaction, we use the ERE:

$$q \cot \delta_2(q) = \frac{1}{q^4} \left[ \frac{1}{(a_2)^2} + O(q^2) \right]. \quad (C5)$$

We then extract the $d$-wave scattering length $a_2$ using the $d$-wave form of the two-particle QC (see, e.g., Refs. [63, 64]), yielding

$$(Ma_2) = 0.0006(2), \quad \chi^2/\text{dof} = 3.3/(5 - 1) = 0.83. \quad (C6)$$

This result is nonzero with $3\sigma$ significance. It is, however, numerically small, suggesting that we can neglect it in our fits to the three-particle levels.

To study this further, we examine the systematic error induced in the three-particle spectrum by neglecting the $d$-wave scattering length. For this we study the effect of $a_2$ on the three-particle energy levels in the rest frame, where we have previously implemented the three-particle QC including both $s$- and $d$-wave effects [58]. Taking $K_2$ from the first fit of Table [II] and $a_2$ from Eq. (C6), we find the results shown in Table [VIII]. We see that $d$-wave effects are completely negligible in the $A_2^-$ irrep, and less than a third of the statistical error in the $E^-$ irrep. We therefore expect that, for current precision, $d$-wave effects can safely be ignored.

4. Fitting $K_{df,3}^{\text{iso}}$ using method 1

Here we provide more details regarding our fits to determine $K_{df,3}^{\text{iso}}$ using method 1, which was described briefly in the main text.

Within each bootstrap sample, we (a) fit the simplest Adler-zero form for $K_2$ (fit 1—see Table [I]) to the eleven two-particle levels that are sensitive to $s$-wave interactions and lie below (or slightly above) the inelastic threshold at $E_2^* = 4M$; and (b) determine the values of $K_{df,3}^{\text{iso}}$ that, when inserted in the QC, give the energies of each of the eight three-particle energy levels which are sensitive to $K_{df,3}^{\text{iso}}$ and lie below (or slightly above) the inelastic threshold at $E^* = 5M$. Averaging over bootstrap samples in the standard way, we obtain the average values for each of the eight $K_{df,3}^{\text{iso}}$ values, as well as the correlation matrix between them. Using this correlation matrix, we then do a standard fit to the results for these eight levels, either using a constant or a linear form in $\Delta$. Fitting to a constant yields

$$M^2 K_{df,3}^{\text{iso}} = 560(270), \quad \chi^2/\text{dof} = 8.5/(8 - 1) = 1.21, \quad (C7)$$
TABLE IV: Fits of the two-particle spectrum to the Adler-zero form of \( q \cot \delta_0 \), Eq. (11), considering only levels for which \( q^2/M^2 < 1 \).

| Fit | \( M_{a_0} \) | \( M_{r_P} \) | \( P \) | \( \chi^2/\text{dof} \) | \( M^2 r_{a_0} \) |
|-----|----------------|---------------|--------|-----------------|------------------|
| 6   | -10.9(1.0)     | -2.5(2.3)     | 1      | 2.89/(5-5)      | 0.092(8)         |
| 7   | -11.0(1.1)     | -2(5)         | 1      | 2.86/(5-3)      | 0.091(9)         |
| 8   | -11(8)         | -3(7)         | 1      | 2.89/(5-3)      | 0.091(9)         |

TABLE V: Fits of the two-particle spectrum to the ERE form of \( q \cot \delta_0 \), Eq. (5). All levels up to (and slightly beyond) the elastic threshold at \( q^2/M^2 = 3 \) are used, as in fits 1-3 in Table I.

| irrep | \( E^*/M \) (free) | \( E^*/M \) (interacting) | \( \Delta \) difference |
|-------|--------------------|--------------------------|-----------------------|
| \( A_1 \) (0) | 3.621(13)          | 3.624(13)                | 0.003(3)              |
| \( B_1 \) (1) | 3.885(14)          | 3.889(15)                | 0.004(4)              |
| \( B_1 \) (2) | 4.086(17)          | 4.091(16)                | 0.005(2)              |
| \( E^- \) (3) | 3.246(10)          | 3.246(10)                | 0.000(2)              |
| \( B_1 \) (4) | 3.621(13)          | 3.628(13)                | 0.006(2)              |

TABLE VI: Comparison of free and interacting spectra (the latter from Ref. [1]) for two-particle states in irreps that do not couple to \( \ell = 0 \). The number in parentheses for each of the irreps gives \( q^2 \) and thus specifies the frame.

| irrep | \( E^*/M \) (free) | \( E^*/M \) (interacting) | \( \delta E^*(a_2)/M \) |
|-------|--------------------|--------------------------|-----------------------|
| \( A_1 \) (0) | 4.780(17)          | 4.780(17)                | 0.0004(2)             |
| \( E^- \) (0) | 4.691(15)          | 4.691(15)                | 0.0005(2)             |

TABLE VII: Effect of \( d \)-wave interactions on the three-particle energy levels in the rest-frame. Here \( E^* \) is the center-of-mass energy of the level, while \( \delta E^*(a_2) = E^*(a_2) - E^*(0) \) is the shift in this energy upon inclusion of the nonzero \( a_2 \) given in Eq. (C6). We have fixed \( M^2 K_{a_0} = 500 \), but the results are insensitive to this value. Other notation as in Table VI.

| irrep | \( E^*/M \) (free) | \( E^*/M \) (interacting) | \( \delta E^*(a_2)/M \) |
|-------|--------------------|--------------------------|-----------------------|
| \( E^- \) (0) | 4.691(15)          | 4.691(15)                | 0.0004(2)             |
| \( B_2 \) (1) | 5.008(17)          | 5.008(17)                | 0.0007(6)             |
| \( E^- \) (3) | 4.528(14)          | 4.528(14)                | 0.0002(3)             |

TABLE VIII: Prediction for the three-particle energy levels in irreps that are insensitive to \( K_{a_0} \). Notation as in Table VI.

while a linear parametrization gives

\[
M^2 K_{a_0} = 140(430) + 570(500) \Delta, \\
\chi^2/\text{dof} = 7.7/(8 - 2) = 1.28.
\]  
(C8)

The constant fit points towards a 2\( \sigma \) significance on \( K_{a_0} \). For the linear fit we note that the errors highly correlated, and thus even though each parameter is compatible with zero, the point where both vanish and \( K_{a_0} = 0 \) is also excluded by 2\( \sigma \). These results are shown in Fig. 3 of the main text.

Finally, as a consistency check, we use the QC to predict the energies for those irreps that are not affected by \( K_{a_0} \), with results shown in Table VII. We find that the predicted values lie very close to the measured values. This indicates that our restriction to \( s \)-waves, and our parametrization of \( K_{a_0} \), are sufficient given present precision. We therefore include these energy levels in our global fits.