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Abstract

A derangement of a set \(X\) is a fixed-point-free permutation of \(X\). Derangement action digraphs are closely related to group action digraphs introduced by Annexstein, Baumslag and Rosenberg in 1990. For a non-empty set \(X\) and a non-empty subset \(S\) of derangements of \(X\), the derangement action digraph \(\text{DA}(X, S)\) has vertex set \(X\), and an arc from \(x\) to \(y\) if and only if \(y\) is the image of \(x\) under the action of some element of \(S\), so by definition it is a simple digraph. In common with Cayley graphs and Cayley digraphs, derangement action digraphs may be useful to model networks since the same routing and communication schemes can be implemented at each vertex. We prove that the family of derangement action digraphs contains all Cayley digraphs, all finite vertex-transitive simple graphs, and all finite regular simple graphs of even valency. We determine necessary and sufficient conditions on \(S\) under which \(\text{DA}(X, S)\) may be viewed as a simple undirected graph of valency \(|S|\). We investigate structural and symmetry properties of these digraphs and graphs, pose several open problems, and give many examples.
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1 Introduction

Group action digraphs were introduced in 1990 by Annexstein, Baumslag and Rosenberg [1] as models for interconnection networks underpinning parallel computer architectures. We study a closely related family of digraphs, called derangement action digraphs. We are particularly concerned with their structural and symmetry properties.

As in [1] Abstract], for a set \(X\) and a subset \(S\) of the symmetric group \(\text{Sym}(X)\) of permutations on \(X\), the group action digraph \(\text{GA}(X, S)\) is the digraph with vertex set \(X\) such that, for each \(s \in S\) and each vertex \(v \in X\), there is an arc labelled \(s\) from \(v\) to the image \(v^s\) of \(v\) under the action of \(s\). In particular, \(\text{GA}(X, S)\) has a loop (an arc from a vertex to itself) at a vertex \(v\) whenever \(v\) is a fixed point of some permutation in \(S\). Throughout this paper we wish to avoid loops so we will require each arc of \(\text{GA}(X, S)\) to involve two distinct vertices as its ‘endpoints’, equivalently we require each \(s \in S\) to act without fixed points on \(X\). Such a permutation \(s\) is called a derangement of \(X\). Thus we require \(S\) to be a subset of the set \(\text{Der}(X)\) of derangements of \(X\). We call such a digraph \(\text{GA}(X, S)\) a loopless group action digraph.
Moreover, since \( S \) is determined uniquely by the loopless group action digraph \(-\rightarrow\) we regard multiplicity-free then vertices \( v \rightarrow \) on the arcs of \( S \rightarrow S \) of \( X \rightarrow X \) with derangement connection set \( \text{Der}(X,A) \) consisting of a set \( X \rightarrow X \) such that \( S \rightarrow S \) is a simple graph, namely an undirected cycle \( C_4 \rightarrow C_4 \) of length 4. In fact \( S_2 \rightarrow S_2 \) is the only proper subset of \( S_3 \rightarrow S_3 \) giving the same simple digraph \( \overrightarrow{D\,A}(X,S_3) \). In addition \( \overrightarrow{G\,A}(X,S_1) \) and \( \overrightarrow{G\,A}(X,S_2) \) are multiplicity-free but \( \overrightarrow{G\,A}(X,S_3) \) is not.

**Example 1.3** Let \( X \rightarrow X \) and \( S \rightarrow S \) where \( a \rightarrow a \) is a proper subset of \( S_3 \rightarrow S_3 \) giving the same simple digraph \( \overrightarrow{D\,A}(X,S_3) \). In addition \( \overrightarrow{G\,A}(X,S_1) \) and \( \overrightarrow{G\,A}(X,S_2) \) are multiplicity-free but \( \overrightarrow{G\,A}(X,S_3) \) is not.

**Example 1.3** Let \( X \rightarrow X \) and \( S \rightarrow S \) where \( a \rightarrow a \) is a proper subset of \( S_3 \rightarrow S_3 \) giving the same simple digraph \( \overrightarrow{D\,A}(X,S_3) \). In addition \( \overrightarrow{G\,A}(X,S_1) \) and \( \overrightarrow{G\,A}(X,S_2) \) are multiplicity-free but \( \overrightarrow{G\,A}(X,S_3) \) is not.

**Example 1.2** Let \( X \rightarrow X \) and \( S \rightarrow S \) where \( a \rightarrow a \) is a proper subset of \( S_3 \rightarrow S_3 \) giving the same simple digraph \( \overrightarrow{D\,A}(X,S_3) \). In addition \( \overrightarrow{G\,A}(X,S_1) \) and \( \overrightarrow{G\,A}(X,S_2) \) are multiplicity-free but \( \overrightarrow{G\,A}(X,S_3) \) is not.

**Definition 1.1** Let \( X \rightarrow X \) be a non-empty set, and let \( S \subseteq \text{Der}(X) \), with \( S \neq \emptyset \). Define the derangement action digraph \( \overrightarrow{G\,A}(X,S) \) with derangement connection set \( S \) as the digraph \( \overrightarrow{D\,A}(X,S) = (X,A) \) with vertex set \( X \rightarrow X \) and arc set \( A = \{(x,x^s)\mid x \in X, s \in S\} \subseteq X^{(2)} \).

To emphasise: we regard \( (v,v^s) \) and \( (v,v^t) \) as the same arc of \( \overrightarrow{D\,A}(X,S) \) if \( v^s = v^t \), for \( s,t \in S \). Moreover, since \( S \subseteq \text{Der}(X) \), we have \( A \subseteq X^{(2)} \) so that \( \overrightarrow{D\,A}(X,S) \) is a simple digraph, and is determined uniquely by the loopless group action digraph \( \overrightarrow{G\,A}(X,S) \). If also \( \overrightarrow{G\,A}(X,S) \) is multiplicity-free then \( \overrightarrow{G\,A}(X,S) \) and \( \overrightarrow{D\,A}(X,S) \) are ‘essentially the same’ if we ignore the labels on the arcs of \( \overrightarrow{G\,A}(X,S) \). It is possible, however, to have \( \overrightarrow{D\,A}(X,S) = \overrightarrow{D\,A}(X,S') \) for distinct \( S,S' \subseteq \text{Der}(X) \), even if both \( \overrightarrow{G\,A}(X,S) \) and \( \overrightarrow{G\,A}(X,S') \) are loopless and multiplicity-free (Example 1.2 with \( S,S' = \{S_1,S_2\} \)). This non-uniqueness of \( S \) raises a natural question:

If \( \overrightarrow{G\,A}(X,S') \) is loopless with multiple arcs, when can we replace \( S \) by some \( S' \subseteq \text{Der}(X) \) such that \( \overrightarrow{G\,A}(X,S') \) is multiplicity-free and \( \overrightarrow{D\,A}(X,S) = \overrightarrow{D\,A}(X,S') \)?

Sometimes we can do this (Example 1.2 with \( S,S' = (S_2,S_3) \)) but not always (Example 1.3 and Remark 1.4). Some concepts used in these examples are introduced in Notation 1.6.
Remark 1.4 The digraph $\overline{DA}(X, S)$ in Example 1.3 is not regular since six of the vertices have valency 2, while the vertices 2 and 7 have valency 3. Also omitting any of the derangements $a, b, c$ from $S$ produces a different derangement action digraph. So even though $\text{mult}(x, y) = 2$ for some pairs $(x, y)$, no proper subset of $S$ will produce the same digraph $\overline{DA}(X, S)$ with smaller multiplicities. In fact there is no derangement set $S' \neq S$ such that $\overline{DA}(X, S') = \overline{DA}(X, S)$, and such that $\overline{GA}(X, S')$ has smaller multiplicities than $\overline{GA}(X, S)$.

To see this, observe that $\overline{DA}(X, S)$ has 9 edges, and hence 18 arcs, and each derangement in $S'$ would correspond to exactly 8 arcs. So $|S'| \geq 3$, and $S'$ can do no better than the subset $S$ which produces 12 arcs with multiplicity 1, and 6 arcs with multiplicity 2.

It would be interesting to have necessary and sufficient conditions on $S$ for such a replacement to be possible, and currently this is an open problem. However we have a simple criteria for $\overline{GA}(X, S)$ to be multiplicity-free, and it allows us to show that the family of derangement action digraphs is large. We always assume that the subset $S$ is finite, and some of our proofs require also that the set $X$ is finite. If a result does require $X$ to be finite we will specify this in the statement. For convenience we record in Notation 1.6 below the concepts and notation used in Theorem 1.5 (which is proved in Sections 2 and 3).

Theorem 1.5 (a) Let $S \subseteq \text{Der}(X)$ with $X$ non-empty and $S$ finite. Then $\overline{GA}(X, S)$ is multiplicity-free $\iff SS^{-1} \subseteq \text{Der}(X) \cup \{1\}$ $\iff \overline{DA}(X, S)$ is regular of valency $|S|$.

(b) Every finite simple regular digraph is a derangement action digraph.

The family of finite derangement action digraphs is larger than the class of finite simple regular digraphs: it certainly contains some digraphs that are not regular (Example 1.3).

Notation 1.6 For a simple digraph $\Gamma = (X, A)$ and arc $(x, y) \in A$, $y$ is called an out-neighbour of $x$ and $x$ is called an in-neighbour of $y$. The number of out-neighbours (respectively in-neighbours) of $x$ is called the out-valency (respectively, in-valency) of $x$. If there is a constant $k$ such that each vertex has out-valency $k$ and in-valency $k$, then $\Gamma$ is said to be $k$-regular, or simply regular, and $k$ is called the valency of $\Gamma$. If $A$ contains both $(x, y)$ and $(y, x)$ then we call the unordered pair $\{(x, y), (y, x)\}$ an edge of $\Gamma$. If $A$ is symmetric, that is, if $(y, x) \in A$ implies $(x, y) \in A$, then we call $\Gamma$ a simple graph, and often interpret it as the simple undirected graph $(V, E)$, where $E$ is the set of edges. For a subset $S \subseteq \text{Sym}(X)$, we write $S^{-1} = \{g^{-1} \mid g \in S\}$, and if $S = S^{-1}$ we say that $S$ is self-inverse. For subsets $A, B \subset \text{Sym}(X)$, we write $AB = \{ab \mid a \in A, b \in B\}$.

If a derangement action digraph $\overline{DA}(X, S)$ is a graph, then $\overline{DA}(X, S)$ is called a derangement action graph, and is sometimes denoted $\text{DA}(X, S)$. We introduce a condition on $S$ which turns out to be sufficient for $\overline{DA}(X, S)$ to be a regular simple graph.

Definition 1.7 Let $X$ be a non-empty set. A non-empty subset $S \subseteq \text{Der}(X)$ is said to be closed if both of the following conditions hold.

(1) $x^S = x^{S^{-1}}$ for each $x \in X$; and (2) $SS^{-1} \subseteq \text{Der}(X) \cup \{1\}$. 
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Theorem 1.8 Let \( X \) be a non-empty set, and let \( S \subseteq \text{Der}(X) \) with \( S \) finite. Then \( \overline{DA}(X, S) \) is a derangement action graph which is regular of valency \(|S|\) if and only if \( S \) is closed.

We do not, however, know if \( \overline{DA}(X, S) \) can be a regular graph of valency less than \(|S|\).

Problem 1 Decide whether or not \( \overline{DA}(X, S) \) can be a regular graph of valency less than \(|S|\), and if so, find necessary and sufficient conditions on \( S \) for this to occur.

Theorem 1.8 is proved in Section 2. If the set \( S \subseteq \text{Der}(X) \) is self-inverse, then condition (1) of Definition 1.7 is vacuously true, and hence \( S \) is closed if and only if \( S^2 \subseteq \text{Der}(X) \cup \{1\} \). However not all closed derangement sets have this property, see Example 1.9.

Example 1.9 Let \( X = \{1, 2, 3, 4, 5, 6\} \) and

\[
S = \{(1, 2, 3, 4, 5, 6), (1, 3, 2)(4, 6, 5), (1, 6, 4, 3)(2, 5)\} \subseteq \text{Der}(X).
\]

Here \( S \) is closed but not self-inverse, and \( \overline{DA}(X, S) \) is the regular graph of valency 3 shown in Figure 1. We note that also \( \overline{DA}(X, S) = \overline{DA}(X, S') \) for a different closed self-inverse subset:

\[
S' = \{(1, 2, 3, 4, 5, 6), (1, 6, 5, 4, 3, 2), (1, 3)(2, 5)(4, 6)\} \subseteq \text{Der}(X).
\]

Even if we restrict the derangement subsets to be closed and self-inverse, we still obtain a large class of derangement action graphs, (see Remark 1.11 for a definition and discussion of perfect matchings).

Theorem 1.10 The family of regular simple graphs which can be expressed as \( DA(X, S) \), for some closed, self-inverse, subset \( S \subseteq \text{Der}(X) \), contains all of the following:

(a) every finite regular simple graph of even valency;

(b) every finite regular simple graph of odd valency that has a perfect matching;
Remark 1.11 (a) A perfect matching in a finite simple graph $\Gamma = (V, A)$ is a subgraph $\Gamma' = (V, A')$ of $\Gamma$ such that each connected component of $\Gamma'$ is an edge, that is, its arc set is of the form $\{(u, v), (v, u)\}$. Tutte’s ‘$1$-factor theorem’ gives a necessary and sufficient condition for a finite simple graph $(V, A)$ to have a perfect matching: for each subset $U \subseteq V$, the subgraph induced on $V \setminus U$ has at most $|U|$ connected components with an odd number of vertices (see [2, Theorem 16.13, p. 430] or [10, p. 84]). In particular, each finite vertex transitive graph with an even number of vertices, and each finite regular bipartite simple graph has a perfect matching (see for example, [7, Theorem 3.5.1] and [13, Theorem 3], respectively). Thus every finite vertex-transitive simple graph, and every finite regular bipartite simple graph is of the form $DA(X, S)$ for some closed, self-inverse, subset $S$ of $\text{Der}(X)$.

(b) The condition of having a perfect matching in Theorem 1.10(b) is essential, that is to say, a finite regular simple graph of odd valency can be expressed as $DA(X, S)$, for some closed, self-inverse, subset $S \subseteq \text{Der}(X)$, if and only if it has a perfect matching. To see this, suppose that $\Gamma = (X, S)$ is a finite regular graph of odd valency, and $\Gamma = DA(X, S)$ for some closed, self-inverse, subset $S$ of $\text{Der}(X)$. Then, by Theorem 1.8, $\Gamma$ has valency $|S|$, and hence $|S|$ is odd. Since $S$ is self-inverse, it follows that there exists $s \in S$ such that $s = s^{-1}$. This implies that $s^2 = 1$, and the subgraph $DA(X, \{s\})$ of $\Gamma$ is a perfect matching of $\Gamma$.

(c) It would be interesting to know the extent to which finiteness could be removed from Theorem 1.10. For example, if $\Gamma = (X, A)$ is an infinite simple $k$-regular vertex-transitive graph, then by [5, Theorem 1.2], such a $k$-regular graph $\Gamma = (X, A)$ has a perfect matching $(X, A_1)$. Defining $s_1 : X \to X$ by $x^{s_1} = y$ if and only if $(x, y) \in A_1$, we see that $s_1$ is an involution in $\text{Der}(X)$, and $(X, A_1) = DA(X, \{s_1\})$. If $k$ were finite and $(X, A_1)$ were left invariant by a vertex-transitive subgroup of automorphisms of $\Gamma$, then $(X, A \setminus A_1)$ would be a $(k-1)$-regular vertex-transitive graph and perhaps an inductive argument might be applied. For example such an argument works for Cayley digraphs (see Subsection 1.1).

Problem 2 Decide which infinite regular simple graphs of finite valency are derangement action graphs.

(d) Theorem 1.10 is proved in Section 3. We note that there are also some non-regular graphs of the form $DA(X, S)$ with $S \subseteq \text{Der}(X)$ and $S$ self-inverse (but of course $S$ not closed by Theorem 1.8), see Example 1.3.

1.1 Derangement action digraphs and two-sided group digraphs

In developing a theory of derangement action digraphs we were motivated by a desire for a natural family of simple digraphs which properly contains all finite simple vertex transitive graphs and digraphs, but is not ‘too large’. We believe that the family of derangement action digraphs has these desirable properties (Theorems 1.5 and 1.10).

Since many vertex-transitive simple digraphs are Cayley digraphs, we focused first on constructions generalising the Cayley digraph construction, which takes as input a group $G$ and a subset $S \subseteq G \setminus \{1\}$, and produces a vertex-transitive simple digraph. The Cayley
digraph \( \overrightarrow{\text{Cay}}(G, S) \) has vertex set \( G \) and, for each \( s \in S \) and each group element \( g \in G \), an arc \((g, sg)\) from \( g \) to the image \( sg \) of \( g \) under the left multiplication map \( \hat{s} : g \mapsto sg \). Since \( s \neq 1 \) the map \( \hat{s} \in \text{Der}(G) \) and hence, for \( \hat{S} := \{ \hat{s} \mid s \in S \} \), we see that \( \overrightarrow{\text{Cay}}(G, S) \) is equal to the derangement action digraph \( \overrightarrow{\text{DA}}(G, \hat{S}) \) associated with the group action digraph \( \overrightarrow{\text{GA}}(G, \hat{S}) \). Moreover \( \overrightarrow{\text{Cay}}(G, S) \) is vertex-transitive since each right multiplication map \( g \mapsto gh \) is an automorphism of \( \overrightarrow{\text{Cay}}(G, S) \).

Cayley digraphs also play a role in the theory of group action digraphs described in [1]: we describe this role briefly in Subsection [1.4] noting the differences with our approach. Our first attempt to generalise Cayley digraphs was made in [4], where we introduced the family of two-sided group digraphs. The family of two-sided group digraphs also contains all Cayley digraphs [4, Proposition 1.2], but fails to contain all finite vertex-transitive graphs, not even the Petersen graph [9, Theorem 1.14]. On the other hand not all two-sided group digraphs are derangement action digraphs as we see below. Despite this fact, the intersection of these two families is sufficiently rich to provide numerous insightful examples.

For a group \( G \) and non-empty subsets \( L, R \subseteq G \), the two-sided group digraph \( \overrightarrow{2S}(G; L, R) \) is the simple digraph with vertex set \( G \) such that \((x, y)\) is an arc if and only if \( y = \ell^{-1} gr \) for some \( \ell \in L \) and \( r \in R \). In particular, each \( \overrightarrow{\text{Cay}}(G, S) = \overrightarrow{2S}(G; S^{-1}, \{1\}) \). Setting \( S(L, R) = \{ \lambda_{\ell, r} \mid \ell \in L, r \in R \} \), where
\[
\lambda_{\ell, r} : g \mapsto \ell^{-1} gr \quad \text{for} \; g \in G, \tag{1}
\]
we have \( S(L, R) \subseteq \text{Sym}(G) \) so we can form the group action digraph \( \overrightarrow{\text{DA}}(G, S(L, R)) \). The digraph \( \overrightarrow{\text{DA}}(G, S(L, R)) \) is loopless, equivalently \( S(L, R) \subseteq \text{Der}(G) \), if and only if for each \( \ell \in L, r \in R \), the \( G \)-conjugacy classes containing \( \ell \) and \( r \) are distinct. [9, Lemma 3.1(b)]. When this property holds, \( \overrightarrow{2S}(G; L, R) \) is equal to the derangement action digraph \( \overrightarrow{\text{DA}}(G, S(L, R)) \), and an analogue of Theorem [1.8] is proved for these digraphs in [9, Theorem 1.5]: the property that \( S(L, R) \) is a closed subset of derangements is equivalent to the ‘2S-graph-property’ of [9, Definition 1.4] (and in this case \(|S(L, R)| = |L| \cdot |R|\)).

Two-sided group digraphs and graphs are a convenient source of informative examples. For instance, if \( S \subseteq \text{Der}(X) \) is closed then \( \overrightarrow{\text{DA}}(X, S) \) has constant in-valency and constant out-valency (see Lemma [2.1]). However \( \overrightarrow{\text{DA}}(X, S) \) may have constant out-valency, but non-constant in-valency (even if \( \overrightarrow{\text{GA}}(X, S) \) is loopless and multiplicity-free). The following lovely example, which is a two-sided group digraph, appeared in [4].

**Example 1.12** [4, Example 2.5] Let \( X = \text{Alt}(4) \), the alternating group of order 12, and let \( S = S(L, R) \) where \( L = \{1, (234)\} \) and \( R = \{(234), (12)(34), (132), (14)(23)\} \). An easy computation shows that \( S(L, R) \subseteq \text{Der}(X) \) and \(|S| = |L| \cdot |R| = 8\). As discussed in [4], especially in [4, Figure 1], \( \overrightarrow{\text{DA}}(X, S) = \overrightarrow{2S}(S; L, R) \) has constant out-valency 7, while half of the vertices have in-valency 6 and the other half have in-valency 8.

**Problem 3** Find necessary and sufficient conditions such that, if \( \overrightarrow{\text{DA}}(X, S) \) has constant out-valency, then it must also have constant in-valency.
1.2 Connectivity of derangement action digraphs

For vertices $x, y$ of a simple digraph $\Gamma = (X, A)$ we say that $x$ is connected to $y$ if either $x = y$ or there is a vertex sequence $v_0, v_1, \ldots, v_r$ such that $v_0 = x$, $v_r = y$, and $(v_{i-1}, v_i) \in A$ for each $i = 1, \ldots, r$. If this connectivity relation is an equivalence relation then the sub-digraph induced on an equivalence class is a connected simple digraph and is called a connected component of $\Gamma$. It turns out, in particular, that the connectivity relation is an equivalence relation for each finite derangement action digraph, and that the connected components are also derangement action digraphs. For a subset $S \subseteq \text{Sym}(X)$ let $\langle S \rangle$ denote the subgroup of $\text{Sym}(X)$ generated by $S$.

**Theorem 1.13** Let $X$ be a non-empty set, and let $S \subseteq \text{Der}(X)$. Then the following hold.

(a) If each $s \in S$ has no infinite cycles, then the connectivity relation for $\overrightarrow{DA}(X, S)$ is an equivalence relation on $X$.

(b) If the connectivity relation for $\overrightarrow{DA}(X, S)$ is an equivalence relation, then the equivalence classes are the orbits of $\langle S \rangle$. Moreover, for each $\langle S \rangle$-orbit $X'$, the restriction $S' := S|_{X'} \subseteq \text{Der}(X')$, and the connected component on $X'$ is $\overrightarrow{DA}(X', S')$.

(c) If $\Gamma$ is a simple digraph for which the connectivity relation is an equivalence relation, then $\Gamma$ is a derangement action digraph if and only if each connected component of $\Gamma$ is a derangement action digraph.

Theorem 1.13 is proved in Section 4. The following example shows that the connected components in Theorem 1.13 (c) may be non-isomorphic, and even have different sizes.

**Example 1.14** The simple graph $\overrightarrow{DA}(\mathbb{Z}_7, S)$, where $S = \{(012)(3456), (021)(3654)\}$, has one component isomorphic to the cycle $C_3$, and one component isomorphic to $C_4$.

If $\Gamma = \overrightarrow{DA}(X, S)$ satisfies the hypotheses of Theorem 1.13 (b) with $\langle S \rangle$ transitive on $X$, it is tempting to examine quotient digraphs of $\Gamma$ modulo $\langle S \rangle$-invariant partitions of $X$. However although elements of $S$ permute the parts of these partitions they do not in general induce derangements, so the family of derangement action digraphs is not closed under forming such quotients. Nevertheless the class is closed under several graph product constructions and these are discussed in Section 4.

1.3 Isomorphisms of derangement action digraphs

Finally we make a few comments about isomorphisms of derangement action digraphs. An isomorphism between two simple digraphs is a bijection from the vertex set of the first to the vertex set of the second, which induces a bijection from the arc set of the first digraph to that of the second. Without loss of generality we may assume that the two digraphs have the same vertex set. Then an isomorphism from $\Gamma = (X, A)$ to $\Delta = (X, B)$ is an element $g \in \text{Sym}(X)$ that maps the arc set $A$ of $\Gamma$ to the arc set $B$ of $\Delta$. If $\Gamma = \overrightarrow{DA}(X, S) = (X, A)$ and $\Delta = \overrightarrow{DA}(X, T) = (X, B)$, with $S, T \subseteq \text{Der}(X)$, and $g \in \text{Sym}(X)$, then it is straightforward
to check that \( g \) maps \( \Gamma \) to \( \Gamma^g = \overrightarrow{D}(X, S^g) = (X, A^g) \) where \( S^g = g^{-1}Sg \). Therefore, if \( g \) is an isomorphism from \( \Gamma \) to \( \Delta \), then both \( A^g = B \) and \( \overrightarrow{D}(X, S^g) = \overrightarrow{D}(X, T) \). However, this does not imply that \( S^g = T \), since \( S \) and \( T \) may have different cardinalities (see Example 1.2 with \( S^g = S_1, T = S_2 \)) and even if they have the same cardinality their elements may not even be conjugate in \( \text{Sym}(X) \) (see Example 1.3 with \( S^g = S_1, T = S_2 \)). The condition \( A^g = B \) holds if and only if, for each \( x \in X \), \( g \) maps the set of out-neighbours of \( x \) in \( \Gamma \), namely \( x^S = \{ x^s \mid s \in S \} \), to the set of out-neighbours of \( x^g \) in \( \Delta \), namely \( (x^g)^T \). This is equivalent to the condition \( x^{S^g} = x^T \) for each \( x \in X \). If \( \Gamma = \Delta \) then an isomorphism is called an automorphism, and the set of all automorphisms forms the automorphism group \( \text{Aut}(\Gamma) \). Theorem 1.15 follows immediately from this discussion.

**Theorem 1.15** Let \( \Gamma = \overrightarrow{D}(X, S) \) and \( \Delta = \overrightarrow{D}(X, T) \), where \( S, T \subseteq \text{Der}(X) \), and \( g \in \text{Sym}(X) \).

(a) Then \( g \) is an isomorphism from \( \Gamma \) to \( \Delta \) if and only if, for all \( x \in X \), \( x^{S^g} = x^T \).

(b) \( \text{Aut}(\Gamma) = \{ g \in \text{Sym}(X) \mid \forall x \in X, x^S = x^{S^g} \} \), and in particular, \( \text{Aut}(\Gamma) \) contains \( N_{\text{Sym}(X)}(S) = \{ g \in \text{Sym}(X) \mid S^g = S \} \).

The last assertion of part (b) has a rather weak corollary: \( \overrightarrow{D}(X, S) \) is vertex-transitive if \( N_{\text{Sym}(X)}(S) \) is transitive on \( X \). This condition does sometimes hold, for example if \( S \) is a subset of an abelian regular subgroup of \( \text{Sym}(X) \) (e.g. \( S = S_1 \) or \( S_2 \) of Example 1.2), but it is not a necessary condition for vertex-transitivity (e.g. if \( S = S_3 \) in Example 1.2 then \( N_{\text{Sym}(X)}(S) = \langle (13)(24) \rangle \)).

### 1.4 Brief comments on group action digraphs and Cayley digraphs

As discussed in [9] there are many meaningful applications of Cayley digraphs in molecular biology, computer science and coding theory, and because of their symmetry properties, Cayley digraphs are used as models for many interconnection networks. In the paper [1] Annexstein et al developed ‘an algebraic setting for studying certain structural and algorithmic properties of the interconnection networks that underlie parallel architectures’. Their setting involved two kinds of digraphs and links between them, namely group action digraphs and Cayley digraphs. They explored a relationship between group action digraphs and Cayley digraphs which is different from that suggested in the definition of a Cayley digraph. They observed (in [1] Lemma 3.1]) that, for a connected group action digraph \( \overrightarrow{G}(X, S) \), the subgroup \( G := \langle S \rangle \) of \( \text{Sym}(X) \) generated by \( S \) is a transitive permutation group on \( X \). They showed that \( \overrightarrow{G}(X, S) \) can be identified with a coset digraph for \( G \) (on the cosets of a stabiliser \( G_v \) for some fixed \( v \in X \)), and then identified \( \overrightarrow{G}(X, S) \) with a quotient digraph of \( \text{Cay}(G, S) \). They called the Cayley digraph \( \overrightarrow{\text{Cay}}(G, S) \) a Cayley regular cover of \( \overrightarrow{G}(X, S) \): it is often much larger than \( \overrightarrow{G}(X, S) \). They then explored connections between the structure of \( \overrightarrow{G}(X, S) \) and its Cayley regular cover \( \overrightarrow{\text{Cay}}(G, S) \).

It is not in general straightforward to give explicit descriptions of these Cayley regular covers. Responding to a question in [8] Problem 47, such descriptions were given independently in [3] [16] for the family of Kautz digraphs, a class of digraphs which is well behaved
in terms of various useful parameters for communication network design. Also the Cayley regular covers of the de Bruijn digraphs are known \[6, 12\]. By contrast, we are interested in studying directly (not via their Cayley regular covers) the derangement action (simple) digraphs corresponding to loopless group action digraphs.

We mention a few other general studies related to group action digraphs. Malnič \[11, Section 3\] generalises group action graphs to a class of objects which he calls action graphs, in which the connection set \( S \) is a non-empty subset of a group \( G \) acting on the vertex set \( X \) (possibly unfaithfully). He requires \( S = S^{-1} \), and his concept also allows loops, multiple arcs and so-called ‘semiedges’. Pisanski et al \[15\] investigate objects which they also call action graphs, but which are essentially group action graphs \( \overrightarrow{GA}(X, S) \) for which the connection subset \( S = S^{-1} \), and \( S \) is contained in a group acting on \( X \).

## 2 Proofs of Theorems 1.5(a) and 1.8

We begin by exploring the significance of each of the conditions in Definition 1.7. Recall that a group action digraph \( \overrightarrow{GA}(X, S) \) is loop-less if and only if \( S \subseteq \text{Der}(X) \). Also \( \overrightarrow{GA}(X, S) \) is multiplicity-free if, for each arc \( (x, y) \) of the underlying simple digraph \( \overrightarrow{DA}(X, S) \), there is a unique \( s \in S \) such that \( y = x^s \); in this case \( \overrightarrow{GA}(X, S) \) can be identified with \( \overrightarrow{DA}(X, S) \) if we disregard labels on arcs. The first lemma establishes Theorem 1.5(a) and a little bit more.

**Lemma 2.1** Let \( X \) be a non-empty set and \( S \subseteq \text{Der}(X) \) with \( S \) finite. Then the following are equivalent:

(i) \( \overrightarrow{GA}(X, S) \) is multiplicity-free;

(ii) \( SS^{-1} \subseteq \text{Der}(X) \cup \{1\} \);

(iii) each vertex \( x \) has out-valency \( |S| \) in \( \overrightarrow{DA}(X, S) \);

(iv) each vertex \( x \) has in-valency \( |S| \) in \( \overrightarrow{DA}(X, S) \);

(v) \( \overrightarrow{DA}(X, S) \) is regular of valency \( |S| \).

In particular the conclusions of Theorem 1.5(a) are valid.

**Proof.** First we prove (ii) \( \iff \) (iii). Suppose that \( SS^{-1} \subseteq \text{Der}(X) \cup \{1\} \), and let \( x \in X \). Then \( (x, y) \) is an arc of \( \overrightarrow{DA}(X, S) \) if and only if \( y = x^s \) for some \( s \in S \). If \( y = x^{s_1} = x^{s_2} \) for distinct \( s_1, s_2 \in S \), then \( x^{s_1 s_2^{-1}} = x \) and \( 1 \neq s_1 s_2^{-1} \in SS^{-1} \), which is a contradiction. Thus (iii) holds. Conversely suppose that each vertex has out-valency \( |S| \) in \( \overrightarrow{DA}(X, S) \), and consider distinct \( s_1, s_2 \in S \). Then for each \( x \in X \), the vertices \( x^{s_1} \) and \( x^{s_2} \) are distinct out-neighbours of \( x \) in \( \overrightarrow{DA}(X, S) \). Hence \( x^{s_1 s_2^{-1}} \neq x \). Since this holds for each \( x \in X \), we have \( s_1 s_2^{-1} \in \text{Der}(X) \). Thus (ii) holds.

Since inverses of derangements are derangements, it follows that \( SS^{-1} \subseteq \text{Der}(X) \cup \{1\} \) if and only if \( S^{-1} \subseteq \text{Der}(X) \cup \{1\} \), and an analogous argument shows that (ii) \( \iff \) (iv). Also, the condition for \( \overrightarrow{GA}(X, S) \) to be multiplicity-free is equivalent to condition (iii). Thus the
Theorem 1.5 (a) is the assertion that conditions (i), (ii) and (v) are equivalent, and hence is proved.

The next lemma establishes Theorem 1.8. Recall that a subset \( A \subseteq X \times X \) is symmetric if \((x, y) \in A\) implies \((y, x) \in A\).

**Lemma 2.2**

(a) Let \( X \) be a non-empty set, \( S \subseteq \text{Der}(X) \) with \( S \) finite, and \( \Gamma = \overrightarrow{DA}(X, S) = (X, A) \). Then \( A \) is symmetric if and only if \( x^S = x^{S^{-1}} \) for all \( x \in X \).

(b) The conclusion of Theorem 1.8 is valid.

**Proof.** (a) Suppose first that \( A \) is symmetric. Then we have the following equivalent conditions on elements \( x, y \in X \).

\[
y \in x^S \iff y = x^s, \text{ for some } s \in S \iff (x, y) \in A \iff (y, x) \in A,
\]

and similarly, \((y, x) \in A\) holds if and only if \( x = y^s, \text{ for some } s \in S \iff y = x^{s^{-1}}, \text{ for some } s \in S \iff y \in x^{S^{-1}} \).

Thus \( x^S = x^{S^{-1}} \) for all \( x \in X \). Conversely, suppose that this condition holds, and that \((x, y) \in A\). Then \( y = x^{s_1} \) for some \( s_1 \in S \), and since \( x^S = x^{S^{-1}} \) we also have \( y = x^{s_2^{-1}} \), or equivalently \( x = y^{s_2} \) for some \( s_2 \in S \), so that \((y, x) \in A\) also. Thus \( A \) is symmetric.

(b) Now we prove Theorem 1.8. Let \( \Gamma = \overrightarrow{DA}(X, S) = (X, A) \) for some finite subset \( S \subseteq \text{Der}(X) \). Suppose first that \( \Gamma \) is an \(|S|\)-regular derangement action graph. Then \( A \) is symmetric, so by part (a), condition (1) of Definition 1.7 holds. Also condition (2) of Definition 1.7 follows from Lemma 2.1, since \( \Gamma \) is \(|S|\)-regular. Thus \( S \) is closed. Conversely suppose that \( S \) is closed. Then condition (2) of Definition 1.7 holds, and so \( \Gamma \) is \(|S|\)-regular by Lemma 2.1. Also condition (1) of Definition 1.7 holds, and so by part (a) of this lemma, \( A \) is symmetric. Thus \( \Gamma \) is an \(|S|\)-regular derangement action graph.

**3 Proofs of Theorem 1.5(b) and 1.10**

Recall from Notation 1.6 that an edge of a simple digraph is an unordered pair of arcs of the form \{(u, v), (v, u)\}. A spanning sub-digraph of a simple digraph \( \Gamma = (V, A) \) is a digraph \((V, A')\) for some subset \( A' \subseteq A \), and if \((V, A')\) is a graph it is called a spanning subgraph of \( \Gamma \).

A simple directed cycle is a connected 1-regular simple digraph with at least two vertices. Thus if \( \Gamma = (V, A) \) is a simple digraph, then a 1-regular spanning sub-digraph of \( \Gamma \) is a vertex-disjoint union of simple directed cycles. Also a 1-regular spanning subgraph \((V, A')\) of a simple digraph \( \Gamma \) is a perfect matching, that is to say \((V, A')\) is a disjoint union of directed cycles, each of length 2, with each vertex of \( \Gamma \) occurring in exactly one of these cycles. We will apply Tutte’s 1-factor theorem and Petersen’s decomposition theorem [14] which address the existence of perfect matchings, and 2-regular spanning subgraphs of finite simple digraphs.
Lemma 3.1 Let $k$ be a positive integer and let $\Gamma$ be a finite, simple, $k$-regular digraph. Then $\Gamma$ has a 1-regular spanning sub-digraph.

Proof. We construct from $\Gamma$ a simple bipartite graph $\Delta$ with bipartition $(A,B)$ as follows. For each $v \in V(\Gamma)$, define vertices $v_1 \in A$ and $v_2 \in B$, and for each arc $(u,v) \in A(\Gamma)$, define an edge $\{(u_1,v_2),(v_2,u_1)\} \in E(\Delta)$. By assumption, $\Gamma$ is a simple $k$-regular digraph, and hence by definition, $\Delta$ is a simple $k$-regular graph which is bipartite with bipartition $(A,B)$. Hence, by [2, Corollary 16.6], $\Delta$ has a perfect matching corresponding to a set of $M_k$ edges of $\Delta$. Define a subset $S$ of $A(\Gamma)$ by the rule: $(u,v) \in S$ if and only if $\{(u_1,v_2),(v_2,u_1)\} \in M$. Then for every vertex $w \in V(\Gamma)$, each of the vertices $w_1, w_2$ of $\Delta$ lies in exactly one edge of $M$, and these edges are distinct by the definition of $\Delta$. Hence there are unique arcs in $S$ of the form $(w,w)$ and of the form $(x,w)$. It follows that the sub-digraph $(V(\Gamma),S)$ is 1-regular and spanning. Note that each connected component of $(V(\Gamma),S)$ is a directed cycle, and will have length 2 if and only if its arc set is $\{(u,v),(v,u)\}$ where both of the edges $\{(u_1,v_2),(v_2,u_1)\}$ and $\{(v_1,u_2),(u_2,v_1)\}$ of $\Delta$ lie in $M$.

The next lemma considers decompositions of the arc set of a finite simple regular graph. Recall that a simple graph is a simple digraph $(X,A)$ with $A$ symmetric.

Lemma 3.2 Let $\Gamma = (X,A)$ be a finite simple $k$-regular graph with $k \geq 1$, such that, if $k$ is odd then $\Gamma$ has a perfect matching. Let $k = 2n + \delta$ where $\delta \in \{0,1\}$. Then $A$ is a disjoint union $\cup_{i=1}^{n+\delta} A_i$ such that, for $1 \leq i \leq n$, $(X,A_i)$ is a 2-regular spanning subgraph, and if $\delta = 1$ and $i = n + \delta$, then $(X,A_i)$ is a 1-regular spanning subgraph (a perfect matching).

Proof. Suppose first that $\delta = 0$ so $k = 2n \geq 2$. By Petersen’s Decomposition Theorem [14] (or see [10] Theorem 6.2.4, p. 218), there is a partition $A = \cup_{i=1}^{n+\delta} A_i$ of the arc set of $\Gamma$ such that each $(X,A_i)$ is a 2-regular spanning subgraph. Thus the result holds in this case. Now let $\delta = 1$. Then, by assumption, $\Gamma$ has a perfect matching, say $(X,A')$. If $k = 1$ then $\Gamma = (X,A')$ is itself a 1-regular spanning subgraph and the result holds. So suppose that $k = 2n + 1 \geq 3$. Then $\Gamma' := (X,A \setminus A')$ is a simple $(k-1)$-regular graph and $k-1 = 2n$. Thus, as we have just seen, $A \setminus A'$ is a disjoint union $\cup_{i=1}^{n} A_i$ such that each $(X,A_i)$ is a 2-regular spanning subgraph. Then, setting $A_{n+1} := A'$, the required result holds for $\Gamma$.

Now we apply these two lemmas to prove Theorems 1.5(b) and 1.10. Note that Theorem 1.5 follows from Lemmas 2.1 and 3.3.

Lemma 3.3 For $k \geq 1$, each finite simple $k$-regular digraph $\Gamma = (X,A)$ is of the form $\overline{DA}(X,S)$ for some $S \subseteq \text{Der}(X)$ with $|S| = k$. In particular, the assertion of Theorem 1.5(b) is valid.

Proof. By Lemma 3.1 $\Gamma$ has a 1-regular spanning sub-digraph $\Gamma_1 = (X,A_1)$, and such a sub-digraph corresponds to a derangement $g_1$ of $X$ as follows: for each $x \in X$, $x^{g_1}$ is the unique vertex such that $(x,x^{g_1})$ is an arc of $\Gamma_1$. Since each connected component of $\Gamma_1$ is a directed cycle of length at least 2, it follows that $g_1 \in \text{Der}(X)$. Now $\Gamma' := (X,A \setminus A_1)$ is a simple $(k-1)$-regular digraph, and we recursively apply Lemma 3.1 to $\Gamma'$. We obtain a subset $S$ of derangements $g_1, \ldots, g_k$ of $X$. By their definition, the $g_i$ are pairwise distinct, and $(x,y) \in A$ if and only if $y = x^{g_i}$ for some $i$. Thus $\Gamma = \overline{DA}(X,S)$ and $|S| = k$. 


3.1 Proof of Theorem 1.10

First we deal with parts (a) and (b), so suppose that $\Gamma = (X, A)$ is a finite simple $k$-regular graph with $k \geq 1$ such that, if $k$ is odd, then $\Gamma$ has a perfect matching. Let $k = 2n + 1$ where $n \in \{0, 1\}$. By Lemma 3.2, $A$ is a disjoint union $\cup_{i=1}^{n+1} A_i$ such that, for $1 \leq i \leq n$, $(X, A_i)$ is a $2$-regular spanning subgraph, and if $\delta = 1$ and $i = n + 1$, then $(X, A_i)$ is a $1$-regular spanning subgraph (a perfect matching).

Let $1 \leq i \leq n$. Then $(X, A_i)$ is a disjoint union of (undirected) cycles with each cycle having length at least $3$. Choose an orientation for each of these cycles and let $A'_i$ be the set of arcs (oriented edges) in these cycles. Then $D_i := (X, A'_i)$ is a simple $1$-regular spanning subdigraph of $\Gamma$. Also if $\delta = 1$ then, setting $A'_{n+1} := A_{n+1}$, the subdigraph $D_{n+1} := (X, A'_{n+1})$ is a simple $1$-regular spanning subgraph of $\Gamma$. For each $i$ such that $1 \leq i \leq n + \delta$, define $g_i : X \to X$ by $x^{g_i} = y$ where $(x, y) \in A'_i$. Since $D_i$ is a simple $1$-regular spanning subdigraph, it follows that $g_i$ is well defined and is a permutation of $X$ with no fixed points, that is, $g_i \in \text{Der}(X)$. Note that $|g_i| \geq 3$ if $i \leq n$, while if $\delta = 1$ then $|g_{n+1}| = 2$. Let

$$S = \{ g_i \mid 1 \leq i \leq n + \delta \} \cup \{ g_i^{-1} \mid 1 \leq i \leq n \}.$$

We have just seen that $S \subseteq \text{Der}(X)$ and that $S$ is self-inverse. We will show that $S$ is closed, and that $\Gamma = \text{DA}(X, S)$.

By Definition 1.7 to show that $S$ is closed it is sufficient to prove (since $S = S^{-1}$) that $SS \subseteq \text{Der}(X) \cup \{1\}$. Let $s, t \in S$. If $s = t^{\pm 1}$, then either $st^{-1} = 1$, or $st^{-1} = g_j^{\pm 2}$ for some $j \leq n$. In the latter case $g_j^{\pm 2} \in \text{Der}(X)$ since each cycle of $D_j$ has length at least $3$. Suppose now that $s \neq t^{\pm 1}$. Then $s = g_i^{\pm 1}$ and $t = g_j^{\pm 1}$ for some $i, j$ with $i \neq j$. Let $x \in X$. Then $(x, x^s) \in A_i$ and $(x, x^t) \in A_j$. In particular $x^s \neq x^t$ and hence $x^{st^{-1}} \neq x$. Since this holds for all $x$, we have $st^{-1} \in \text{Der}(X)$. This proves that $S$ is closed.

It now follows from Theorem 1.8 that $\Sigma := \text{DA}(X, S)$ is a regular simple graph of valency $|S|$. We claim that $\Sigma = \Gamma$. By Definition 1.1, $\Sigma = (X, A')$ where $A' = \{(x, x^s) \mid x \in X, s \in S\}$. For each $i \leq n + \delta$, we have $A'_i = \{(x, x^{g_i}) \mid x \in X\}$, and if $i \leq n$ then $A_i \setminus A'_i = \{(x, x^{g_i^{-1}}) \mid x \in X\}$. Thus $A' = A$ and $\Sigma = \Gamma$. This completes the proof that each of the graphs in parts (a) and (b) of Theorem 1.10 is a derangement action graph.

Now we consider part (c). Let $\Gamma = (X, A)$ be a finite simple graph. If $\Gamma = (X, A)$ is bipartite and $k$-regular, then by [13, Theorem 3], $\Gamma$ has a perfect matching and the result follows from part (a) if $k$ is even or part (b) if $k$ is odd. So we may assume that $\Gamma$ is vertex-transitive. Then $\Gamma$ is $k$-regular for some $k$. The result follows from part (a) if $k$ is even, so assume that $k$ is odd. Let $\Gamma' = (X', A')$ be a connected component of $\Gamma$. Then $\Gamma'$ is also a finite simple $k$-regular vertex-transitive graph. Since $\Gamma'$ is a graph, the number of its arcs is twice the number of its edges, so $|A'|$ is even. Also $|A'| = k|X'|$ since $\Gamma'$ is $k$-regular, and since $k$ is odd it follows that $|X'|$ is even. It now follows from [7, Theorem 3.5.1] that $\Gamma'$ has a perfect matching. Since this holds for all connected components, the graph $\Gamma$ has a perfect matching, and the required result now follows from part (b).
4 Connectivity and products of derangement action digraphs

In this section we prove Theorem 1.13 and examine various graph product constructions. Recall that $x$ is connected to $y$ in $\Gamma$ if either $x = y$ or there is a vertex sequence $y_0, y_1, \ldots, y_\ell$ such that $y_0 = y$, $y_\ell = x$ and $(y_{i-1}, y_i)$ is an arc for each $i \geq 1$. We refer to such a sequence as a directed path from $x$ to $y$ in $\Gamma$, and if $x = y$ then we sometimes think of the one-vertex sequence $x$ as a directed path of length zero.

**Proof of Theorem 1.13.**

(a) Let $\Gamma = \overline{DA}(X, S)$ where $S \subseteq \text{Der}(X)$ and each cycle of each element $s \in S$ is finite. We show that connectivity is an equivalence relation. By definition, each vertex $x$ is connected to itself. Suppose that $x$ is connected to $y$ and $y$ is connected to $z$. Then there is a directed path from $x$ to $y$ and a directed path from $y$ to $z$ (possibly paths of length zero). Concatenating these directed paths we obtain a directed path from $x$ to $z$, so $x$ is connected to $z$. Finally, to prove that the connectivity relation is symmetric, consider first an arc $(x, y)$ of $\Gamma$. Then $y = x^s$ for some $s \in S$. By assumption the cycle of $s$ containing $x$ has finite length, say $\ell$, so $y^{\ell-1} = x^{s^{\ell-1}} = x$. Thus, setting $y_i := y^{s^i}$ for $0 \leq i \leq \ell - 1$, we have a vertex sequence $y_0, y_1, \ldots, y_{\ell-1}$ such that $y_0 = y$, $y_{\ell-1} = x$ and $(y_{i-1}, y_i)$ is an arc for each $i \geq 1$. Thus $y$ is connected to $x$ for each arc $(x, y)$. Now suppose that $u$ is connected to $v$. If $u = v$ then $v$ is connected to $u$ so suppose that $u \neq v$. Then there is a sequence $u_0, u_1, \ldots, u_r$ such that $u_0 = u$, $u_r = v$ and $(u_{i-1}, u_i)$ is an arc for each $i \geq 1$. We have just shown that, for each arc $(u_{i-1}, u_i)$ there is a directed path in $\Gamma$ from $u_i$ to $u_{i-1}$. Concatenating these paths we obtain a directed path from $v$ to $u_r$ to $u = u_0$, proving that $v$ is connected to $u$. Thus connectivity is an equivalence relation.

(b) Assume that $\Gamma = \overline{DA}(X, S)$ (with no restrictions on $S$) such that connectivity is an equivalence relation. If $S$ is empty there is nothing to prove, so assume that $S \neq \emptyset$. Let $x \in X$, let $[x]$ denote the equivalence class containing $x$, and let $X'$ be the $\langle S \rangle$-orbit containing $x$. We claim that $[x] = X'$. Let $y \in [x]$. By definition, $x \in X'$ so assume that $y \neq x$. Then there is a directed path $x_0, x_1, \ldots, x_r$ from $x = x_0$ to $y = x_r$. This means that, for each $i < r$, there exists $s_i \in S$ such that $x_i = x_{i+1}$. Hence $x_0^{s_0}, \ldots, x_{r-1}^{s_{r-1}} = y$ and so $y \in X'$. Thus $[x] \subseteq X'$. Conversely let $y \in X'$. Then there exists $t \in \langle S \rangle$ such that $x^t = y$. The element $t$ is a finite product $t = t_0 \ldots t_r$ where each $t_i = s_i^{\pm 1}$ for some $s_i \in S$. Set $x_0 = x$ and $x_{i+1} = x_i^{t_i}$ for each $i \geq 0$. If $t_i = s_i$ then $(x_i, x_{i+1})$ is an arc of $\Gamma$ (a directed path of length 1), while if $t_i = s_i^{-1}$ then $(x_{i+1}, x_i)$ is an arc and we have shown in the proof of part (a) that there is a directed path from $x_i$ to $x_{i+1}$ in this case also. Concatenating all of these directed paths we obtain a directed path from $x$ to $y$. Thus $y \in [x]$. We conclude that $[x] = X'$ as claimed. Now let $s \in S$, and let $y \in X'$. Then $y^s \in X'$ as $X'$ is an orbit. Also $y^s \neq y$ since $s \in \text{Der}(X)$. Thus the restriction $s|_{X'} \in \text{Der}(X')$. Let $S' := S|_{X'}$ so $S' \subseteq \text{Der}(X')$. Let $\Gamma'$ be the sub-diagraph induced by $\Gamma$ on $X'$. By the definition of $\Gamma$, the arcs of $\Gamma'$ are precisely the pairs $(x, y)$ such that $x, y \in X'$ and $y = x^s$ for some $s \in S$. Then $y$ is the image of $x$ under $s|_{X'}$, that is to say, the arcs of $\Gamma'$ are precisely the pairs $(x, y)$ from $X'$ with $y$ the image of $x$ under some $s|_{X'} \in S'$. Thus $\Gamma' = \overline{DA}(X', S')$.

(c) Assume now that $\Gamma$ is a simple digraph such that connectivity is an equivalence relation. If $\Gamma$ is a derangement action digraph then, by part (b), each commented component of $\Gamma$ is also a derangement action digraph. Suppose conversely that the connected components
are the derangement action digraphs $\overrightarrow{DA}(X_i, S_i)$, for $i \in I$, where the $X_i$ form a partition of the vertex set $X$ of $\Gamma$ and each $S_i \subseteq \text{Der}(X_i)$. Consider the cartesian product $S = \prod_{i \in I} S_i$ identified with the set of functions $f : I \rightarrow \cup_{i \in I} S_i$ such that $f(i) \in S_i$ for each $i \in I$. For each $f \in S$ let $s_f : X \rightarrow X$ be such that, for each $i \in I$ and each $x \in X_i$, $x^{s_f} = x^{f(i)}$. Then $s_f \in \text{Der}(X)$. Let $S = \{s_f \mid f \in S\}$, so $S \subseteq \text{Der}(X)$. It is straightforward to check that $\Gamma = \overrightarrow{DA}(X, S)$.

Next we prove that the family of derangement action digraphs is closed under the following four graph products.

**Definition 4.1** Let $\Gamma = (X, A)$ and $\Delta = (Y, B)$ be simple digraphs, and let $Z = X \times Y$, and $z_i = (x_i, y_i)$ for $i = 1, 2$.

(a) The cartesian product $\Sigma = \Gamma \square \Delta = (Z, C_\square)$, where $(z_1, z_2) \in C_\square$ if and only if either $(x_1, x_2) \in A$ and $y_1 = y_2$, or $(y_1, y_2) \in B$ and $x_1 = x_2$.

(b) The tensor product $\Gamma \times \Delta = (Z, C_\times)$, where $(z_1, z_2) \in C_\times$ if and only if both $(x_1, x_2) \in A$ and $(y_1, y_2) \in B$.

(c) The strong product $\Gamma \boxtimes \Delta = (Z, C_\boxtimes)$, where $C_\boxtimes = C_\square \cup C_\times$.

(d) The lexicographic product $\Gamma[\Delta] = (Z, C_{[\cdot]})$, where $(z_1, z_2) \in C_{[\cdot]}$ if and only if either $(x_1, x_2) \in A$, or $x_1 = x_2$ and $(y_1, y_2) \in B$.

The direct product $\text{Sym}(X) \times \text{Sym}(Y)$ acts naturally on $X \times Y$ by $(x, y)^{g \cdot h} = (x^g, y^h)$. This action is used to define the derangement subsets of $\text{Sym}(X) \times \text{Sym}(Y)$. For lexicographic products we require a regular subgroup $U \leq \text{Sym}(Y)$, that is, $U$ is transitive on $Y$ and $U \setminus \{1_Y\} \subseteq \text{Der}(Y)$. All the assertions are straightforward to check and the details are therefore omitted.

**Theorem 4.2** Let $\Gamma = \overrightarrow{DA}(X, S)$ and $\Delta = \overrightarrow{DA}(Y, T)$ where $S \subseteq \text{Der}(X)$ and $T \subseteq \text{Der}(Y)$, and let $U \leq \text{Sym}(Y)$ act regularly on $Y$. Then

(a) $\Gamma \square \Delta = \overrightarrow{DA}(X \times Y, S \square T)$, where $S \square T = (S \times \{1_Y\}) \cup (\{1_X\} \times T)$;

(b) $\Gamma \times \Delta = \overrightarrow{DA}(X \times Y, S \times T)$;

(c) $\Gamma \boxtimes \Delta = \overrightarrow{DA}(X \times Y, S \boxtimes T)$, where $S \boxtimes T = (S \square T) \cup (S \times T)$;

(d) $\Gamma[\Delta] = \overrightarrow{DA}(X \times Y, S[T, U])$, where $S[T, U] = (S \times U) \cup (\{1_X\} \times T)$.

In particular, $S \square T, S \times T, S \boxtimes T, S[T, U] \subseteq \text{Der}(X \times Y)$, each is closed if both $S$ and $T$ are closed, and each is self-inverse if both $S$ and $T$ are self-inverse.
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