High-accuracy critical exponents of $O(N)$ hierarchical sigma models
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We perform high-accuracy calculations of the critical exponent $\gamma$ and its subleading exponent for the $3D$ $O(N)$ Dyson’s hierarchical model for $N$ up to 20. We calculate the critical temperatures for the nonlinear sigma model measure $\delta(\phi, \phi - 1)$. We discuss the possibility of extracting the first coefficients of the $1/N$ expansion from our numerical data. We show that the leading and subleading exponents agree with Polchinski equation and the equivalent Litim equation, in the local potential approximation, with at least 4 significant digits.
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The large $N$ limit and the $1/N$ expansion [1 [2] [3]] appear prominently in recent developments in particle physics, condensed matter and string theory [4 [5] [6] [7]]. For sigma models, the basic gap equation can be obtained by using the method of steepest descent for the functional integral [1 [8] [9]]. For $N$ large and negative, the maxima of the action dominate instead of the minima and the radius of convergence of the $1/N$ expansion should be zero. In order to turn a $1/N$ expansion into a quantitative tool, we need to: 1) understand the large order behavior of the series, 2) locate the singularities of the Borel transform and, 3) compare the accuracy of various procedures with numerical results for given values of $N$. Calculating the series or obtaining accurate numerical results at fixed $N$ are difficult tasks and we do not know any model where this program has been completed. For instance for the critical exponents in three dimensions, we are only aware of calculation up to order $1/N^2$ in Ref. [10 [11] [12]]. Several results related to the possibility (or impossibility) of resumming particular $1/N$ expansions are known [13 [14] [15]]. Overall, it seems that there is a rather pessimistic impression regarding the possibility of using the $1/N$ expansion for low values of $N$. For this reason, it would be interesting to discuss the three questions enumerated above for a model where we have good chances to obtain definite answers. Dyson’s hierarchical model [15 [16]] is a good candidate for this purpose.

In this Brief Report, we provide high-accuracy numerical values for the critical exponent $\gamma$, the subleading exponent $\Delta$ and the critical parameter $\beta_c$ for the $3D$ $O(N)$ hierarchical nonlinear sigma models. These quantities appear in the magnetic susceptibility near $\beta_c$ in the symmetric phase as

$$\chi = (\beta_c - \beta)^{-\gamma}(A_0 + A_1(\beta_c - \beta)^\Delta + \ldots). \quad (1)$$

The method of calculation of the critical exponents used here is an extension of one of the methods described at length in the case of $N = 1$ [17] and will only be sketched briefly. On the other hand, the accuracy of the approximations used depend non trivially on $N$ as we shall discuss later. The RG transformation can be constructed as a blockspin transformation followed by a rescaling of the field. For Dyson’s hierarchical model, the block spin transformation affects only the local measure. The RG transformation can be expressed conveniently in terms of the Fourier transform (denoted $R$ hereafter) of this local measure. In the following, we keep the $O(N)$ symmetry unbroken and the Fourier transform will depend only on $\vec{k}, \vec{k} \equiv u$. Here $\vec{k}$ is a source conjugated to the local field variable $\phi$. Replacing $k$ by $u$ and the second derivative by the $N$-dimensional Laplacian in Eq. (2.5) of Ref. [17], we obtain the RG transformation for the Fourier transform of the local measure:

$$R_{n+1,N}(u) \propto e^{\left[-\frac{1}{2} \beta \left(4u \frac{\partial^2}{\partial u^2} + 2N \frac{\partial}{\partial u}\right)\right] (R_{n,N}(cu/4))^2}, \quad (2)$$

where $c = 2^{1-2/D}$ in order to reproduce the scaling of a Gaussian massless field in $D$ dimensions. $D = 3$ hereafter. We fix the normalization constant by imposing $R_{n,N}(0) = 1$ so that $R_{n,N}(k)$ has a simple probabilistic
interpretation \cite{17}. In the following, the calculations will be performed using polynomial approximations of degree $l_{\text{max}}$:

$$R_{n,N}(k) \simeq 1 + a_{n,1}u + a_{n,2}u^2 + \cdots + a_{n,l_{\text{max}}}u^{l_{\text{max}}}.$$  \hspace{1cm} (3)

The finite volume susceptibility for $2^n$ sites is related to the first coefficient by the relation $\chi_n = -2a_{n,1}(2/c)^n$. The truncated recursion formula for the $a_{n,m}$ reads

$$a_{n+1,m} = \frac{\sum_{l=m}^{2l_{\text{max}}} \left( \sum_{p+q=l} a_{n,p}a_{n,q} \right) B_{m,l}}{\sum_{l=0}^{2l_{\text{max}}} \left( \sum_{p+q=l} a_{n,p}a_{n,q} \right) B_{0,l}},$$  \hspace{1cm} (4)

with

$$B_{m,l} = \frac{\Gamma(l+1)\Gamma(l+N/2)}{\Gamma(m+1)\Gamma(m+N/2)} \frac{1}{(l-m)!} \frac{c^l}{4} (-2\beta)^{l-m}.$$  \hspace{1cm} (5)

We emphasize that in the above formula and in our numerical calculations, no truncation is applied after squaring and so the sum in Eq. (4) does extend up to $2l_{\text{max}}$. Since the derivatives appear to arbitrarily large order in Eq. (2) and can lower the degree of a polynomial of order larger than $l_{\text{max}}$, this affects all the coefficients of order less than $l_{\text{max}}$. This procedure has been discussed and justified in Ref. \cite{18}.

The critical exponents appearing in Eq. (1) are obtained by calculating the eigenvalues $\lambda_1, \lambda_2, \ldots$ of the matrix $\partial a_{n+1,1}/\partial a_{n,m}$ at the nontrivial fixed point. The exponents $\gamma$ and $\Delta$, can be expressed as

$$\gamma = \frac{\ln(2/c)}{\ln(\lambda_1)}, \quad \Delta = \frac{\ln(\lambda_2)}{\ln(\lambda_1)}.$$  \hspace{1cm} (6)

The critical exponents are universal and, within numerical errors, independent of the manner that we approach the nontrivial fixed point. In the following, we have mostly started with the local measure of the nonlinear sigma model $\delta(\rho, \tilde{\sigma} - 1)$. The corresponding Fourier transform reads

$$R_{0,N}(u) = \sum_{l=0}^{\infty} \frac{(-1)^l u^l \Gamma(N/2)}{2^{2l} l! \Gamma(N/2 + l)}.$$  \hspace{1cm} (7)

A motivation for this choice is that, as we will explain below, the value of $\beta_c$ can be calculated in the large $N$ limit. Other measures have also been used in order to check the universal values of the two exponents.

The asymptotic behavior of the ratio $a_{n+1,1}/a_{n,1}$ allows us to decide unambiguously if we are in the symmetric phase (where the ratio approaches $c/2 \simeq 0.63$) or in the broken phase (where the ratio approaches $c$). Using a binary search, one can determine the critical value of $\beta$ with great accuracy. As this critical value depends on $l_{\text{max}}$, we denote it $\beta_c(l_{\text{max}})$. When $l_{\text{max}} \rightarrow \infty$, $\beta_c(l_{\text{max}}) \rightarrow \beta_c$. The rate at which this limit is reached depends on $N$. This is illustrated in Fig. 1 where we see that in order to reach $\beta_c$ with a given accuracy, we need to increase $l_{\text{max}}$ when $N$ increases. In Fig. 2 we give the minimum $l_{\text{max}}$ necessary for $\beta_c(l_{\text{max}})$ to share 20 significant digits with $\beta_c$. $l_{\text{max}} \simeq 22 + 6.2N^{0.7}$ is a good fit for Fig. 2.

![Fig. 1: \(\log_{10}(10^{l_{\text{max}}} - \beta_c)\) calculated for \(l_{\text{max}} = 40\) to \(l_{\text{max}} = 60\) for \(N = 10\) (filled circles), \(N = 11\) (empty circles), \(N = 12\) (empty triangles) up to \(N = 30\) (empty squares).](image1)

The nontrivial fixed point for a given value of $l_{\text{max}}$ can be constructed by iterating sufficiently many times the RG map at values sufficiently close to $\beta_c(l_{\text{max}})$. In order to get an accuracy $\epsilon$ for the fixed point for that value of $l_{\text{max}}$, we need to iterate $n$ times the map until

$$\lambda_n \sim \epsilon,$$  \hspace{1cm} (8)

in order to get rid of the irrelevant directions. At the same time, we want the growth in the relevant direction to be limited, in other words,

$$|\beta - \beta_c(l_{\text{max}})| \lambda_n^\gamma < \epsilon.$$  \hspace{1cm} (9)

Combining these two requirements together with Eq. (6) we obtain

$$|\beta - \beta_c(l_{\text{max}})| \simeq \epsilon^{1+1/\Delta}.$$  \hspace{1cm} (10)

![Fig. 2: Minimal value of \(l_{\text{max}}\) in order to have \(\log_{10}(10^{l_{\text{max}}} - \beta_c(\infty)) = -20\) versus \(N\).](image2)
This is an order magnitude estimate, however it works well except for $N=1$ where we need to pick $\beta$ slightly closer to the critical value. By “working well”, we mean that if we go closer to the critical value, changes smaller than $\epsilon$ are observed in the first two eigenvalues. The numerical results for $\epsilon = 10^{-10}$ and $N$ up to 20, are given in the Tables II and III for the values of $I_{\text{max}}$ of Fig. 2. Errors of 1 or less in the last printed digit should be understood in all the tables.

As $N$ increases, the values displayed in Table II seem to slowly approach asymptotic values. This is expected. Using the general formulation of Ref. [21] together with the particular form of the propagator [19] for the model considered here, one finds the leading terms

\begin{align}
\gamma &\approx 2 + a_1/N + \ldots \\
\Delta &\approx 1 + b_1/N + \ldots \\
\beta_c/N &\approx (2 - c)/(2(c - 1)) + c_1/N + \ldots 
\end{align}

(11)

(12)

The magnitude of the coefficients $a_1$, $b_1$, $c_1$ of the leading $1/N$ corrections can be estimated by subtracting the asymptotic value and multiplying by $N$. The results are shown in Table III. They indicate that $a_1 \approx -1.6$, $b_1 \approx -2.0$, $c_1 \approx -0.57$. It seems possible to improve the accuracy by estimating the next to leading order corrections and so on. However, the stability of this procedure is more delicate and remains to be studied with simpler examples.

We now compare the exponents calculated here with those calculated with three other RG transformations [20, 21, 22]. As we proceed to explain, the exponents should be the same in the four cases (including ours). The change of coordinates that relates the RG transformation considered here and the one studied in Ref. [22] is given in the introduction of [23] (for $L = 2^{1/3}$). The fact that the limit $L \to 1$ in the formulation of Ref. [22] yields the Polchinski equation in the local potential approximation studied in Ref. [21] is explained in Ref. [24]. Consequently, these two RG transformations should be the same in the linear approximation. Finally, Litim [20] proposed an optimized version of the exact RG transformation and suggested [20] that it was equivalent to the Polchinski equation in the local potential approximation. The equivalence was subsequently proved by Morris [27].

To facilitate the comparison, we display $\nu = \gamma/2$ (since $\eta = 0$ here) and $\omega = \Delta/\nu$ in Table IV. Our results coincide with the 4 digits given in column (2) of Table 3 for $\nu$ and 4 for $\omega$ in [21]. They coincide with the six digits for $\nu$ given in the line $d = 3$ of Table 8 or [22] for $N = 1, 2, 3, 5$ and 10. However, we found discrepancies of order 1 in the fifth digit of $\nu$ and slightly larger for $\omega$ with the values found in Table 1 of [20]. Our estimated errors are of order 1 in the 9-th digit. For $N = 1$, this is confirmed by an independent method [17]. For $N = 2, 3, 5,$ and 10, this is confirmed up to the sixth digit [22]. Consequently, a discrepancy in the 5-th digit cannot be explained by our numerical errors. Note also that for $N \geq 2$, $a$ is more negative than for nearest neighbor models [11].

In summary, we have provided high-accuracy data for

| $N$ | $\gamma$ | $\Delta$ | $\beta_c/N$ |
|-----|----------|----------|-------------|
| 1   | 1.20941073 | 0.425946859 | 1.79030170 |
| 2   | 1.41644996 | 0.47538031 | 1.23676328 |
| 3   | 1.5227970 | 0.52691965 | 1.25794011 |
| 4   | 1.60872817 | 0.590232008 | 1.302793091 |
| 5   | 1.67551051 | 0.64269187 | 1.32083069 |
| 6   | 1.72617703 | 0.68692637 | 1.336351901 |
| 7   | 1.76479863 | 0.723880426 | 1.37424235 |
| 8   | 1.79469274 | 0.754352622 | 1.355791342 |
| 9   | 1.81827105 | 0.779580505 | 1.362657559 |
| 10  | 1.83722291 | 0.800424484 | 1.36824407 |
| 11  | 1.85272636 | 0.817976705 | 1.37974325 |
| 12  | 1.86561092 | 0.832855522 | 1.376940318 |
| 13  | 1.87649998 | 0.845892221 | 1.380336209 |
| 14  | 1.88573562 | 0.856887057 | 1.38327559 |
| 15  | 1.89372812 | 0.86617682 | 1.385844022 |
| 16  | 1.90068903 | 0.874586271 | 1.388107107 |
| 17  | 1.90680338 | 0.882079998 | 1.390115036 |
| 18  | 1.91221507 | 0.886524094 | 1.39191087 |
| 19  | 1.91703752 | 0.894544293 | 1.393524199 |
| 20  | 1.92136121 | 0.899925325 | 1.394982051 |
| $\infty$ | 2 | 1 | $2^{-c/17} = 1.42366$ |
TABLE III: $N(2 - \gamma)$, $N(1 - \Delta)$ and $N(\frac{x^2 - c}{x^{c-1}} - \frac{\beta}{N})$ for $N = 1 \ldots 20$.

| N  | $N(2 - \gamma)$ | $N(1 - \Delta)$ | $N(\frac{x^2 - c}{x^{c-1}} - \frac{\beta}{N})$ |
|----|----------------|----------------|----------------------------------|
| 1  | 0.7009         | 0.5741         | 0.2446                           |
| 2  | 1.167          | 1.049          | 0.3738                           |
| 3  | 1.433          | 1.402          | 0.5079                           |
| 4  | 1.565          | 1.879          | 0.5239                           |
| 5  | 1.622          | 1.933          | 0.5349                           |
| 6  | 1.643          | 1.965          | 0.5400                           |
| 7  | 1.646          | 2.006          | 0.5606                           |
| 8  | 1.642          | 2.002          | 0.5610                           |
| 9  | 1.634          | 2.006          | 0.5703                           |
| 10 | 1.623          | 2.007          | 0.5940                           |
| 11 | 1.613          | 2.007          | 0.5989                           |
| 12 | 1.607          | 2.007          | 0.6162                           |
| 13 | 1.596          | 2.007          | 0.6291                           |
| 14 | 1.583          | 2.007          | 0.6414                           |
| 15 | 1.573          | 2.007          | 0.6529                           |
| 16 | 1.567          | 2.007          | 0.6638                           |
| 17 | 1.558          | 2.007          | 0.6740                           |
| 18 | 1.549          | 2.007          | 0.6844                           |
| 19 | 1.541          | 2.007          | 0.6941                           |
| 20 | 1.533          | 2.007          | 0.7036                           |

$\gamma$, $\Delta$ and $\beta_c$ for $N$ up to 20. It seems likely that a few terms of the $1/N$ expansion for these three quantities can be estimated from this data. Work is in progress to calculate these expansions independently by semi-analytical methods and learn about the asymptotic behavior of the series and their accuracy. The discrepancy with the 5-th digit of Ref. [20] remains to be explained.
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