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ABSTRACT: We use gauge/gravity duality to study the dynamics of strongly coupled gauge theories undergoing boost invariant expansion in an arbitrary number of space-time dimensions ($D$). By keeping the scale of the late-time energy density fixed, we explore the infinite-$D$ limit and study the first few corrections to this expansion. In agreement with other studies, we find that the large-$D$ dynamics are controlled by hydrodynamics and we use our computation to constrain the leading large-$D$ dependence of a certain combination of transport coefficients up to 6th order in gradients. Going beyond late time physics, we discuss how non-hydrodynamic modes appear in the large-$D$ expansion in the form of a trans-series in $D$, identical to the non-perturbative contributions to the gradient expansion. We discuss the consequence of this trans-series in the non-convergence of the large-$D$ expansion.
1 Introduction

Gauge/gravity duality, also known as holography, is a powerful tool that allows us to explore the strongly-coupled regime of non-Abelian gauge theories by mapping their dynamics into classical gravity in anti-de Sitter (AdS) space. One of the areas where holography has had a larger impact is in the description of far-from-equilibrium dynamics of strongly coupled gauge theories. In this regime, traditional field theory methods provide limited information about the time-evolution of these types of systems. In contrast, by now standard holographic tools are straightforward to apply, if not to QCD itself, then at least to related theories, such as maximally supersymmetric Yang-Mills. Because of the availability of these tools, holography has had a significant impact on physical systems in which strongly time dependent and non-equilibrium behavior are of particular relevance, such as heavy ion collisions at ultra-relativistic energies (see [1] for a review) or strongly correlated systems in condensed matter (see [2] for a review).
While a gravity dual replaces a path integral description of a strongly interacting field theory with a set of nonlinear, partial differential equations, i.e. Einstein’s equations, Einstein’s equations are still difficult to solve. In cases of high symmetry, the equations can sometimes be solved analytically, but the lack of symmetry in strongly time dependent and out-of-equilibrium states typically necessitates solving Einstein’s equations numerically. (See [3] for a review of numerical relativity techniques applied to holography.) Indeed, solving Einstein’s equations in situations with little or no symmetry is a common problem in general relativity, for example, in studying the emission of gravitational waves from black-hole mergers. As a way to obtain a better analytic understanding of these and other non-linear phenomena in general relativity, in recent years a new strategy based on using the number of space-time dimensions ($D$) as an expansion parameter has been developed [4, 5].

Since the development of this new scheme, the large-$D$ expansion has been extensively applied to different problems in holography (see e.g. [6–30]). One common feature of most of these analyses is that they focus on dynamical situations with parametrically small (in $D$) energy fluxes in the dual field theory. This translates to parametrically small velocity fields in the hydrodynamic limit. In these situations, the large-$D$ expansion has been shown to be identical to second order hydrodynamics [8, 10, 11, 29], with higher viscous terms relegated to subleading $D$-corrections. In this paper we will apply this new expansion technique to a purely relativistic set-up, the dynamics of a strongly coupled field theory in $n = D − 1$ space-time dimensions which experiences a boost invariant expansion, whose hydrodynamic limit is known as Bjorken flow [31].

Boost invariant dynamics of strongly coupled systems are of particular phenomenological importance. At least close to the central region, the matter created in the ultra-relativistic heavy ion collisions studied both at RHIC and LHC, behaves as an approximately boost invariant fluid. Most of the available hydrodynamic solvers that describe heavy ion data are based on Bjorken dynamics (or modifications of it). Beyond its phenomenological interest, Bjorken flow is also an interesting laboratory with which to explore the far-from-equilibrium dynamics of expanding matter. In the absence of transverse expansion, this is a highly symmetric configuration in which the deviation from equilibrium is controlled by a single variable, the proper time $\tau$. The holographic dual of this flow, first described in [32], has allowed a detailed analysis of the non-convergence of the hydrodynamic expansion by analysing the behaviour of large orders in the gradient expansion [33]. These analyses have also led to the introduction of the concept of hydrodynamic attractors [34, 35], which have been later analysed in different strongly and weakly interacting theories in the same boost-invariant setup [36–46].

Building upon these advances, in this paper we will use this set-up to better understand the nature of the large-$D$ expansion. We provide the holographic dual to Bjorken flow up to and including order $1/D^3$ terms in the perturbative expansion. Moreover, we look at non-perturbative corrections, in the form of trans-series, at leading order in the $1/D$ expansion. Our analysis demonstrates that the $1/D$ expansion is asymptotic and also gives insight into the early time physics, which is missing from the standard hydrodynamic approach.

The paper is organised as follows: in Section 2 we describe Bjorken-flow for second order
hydrodynamics in an arbitrary number of dimensions, \( n \), and explore its large-\( D \) limit. In Section 3 we describe the holographic set-up for arbitrary space-time dimension in the gravity dual \( D \). Since we are describing intrinsically relativistic dynamics, we will have to tailor the way the large-\( D \) limit is taken to our problem, as we describe in Subsection 3.1. In Subsection 3.2 we will compare the large-\( D \) result with the late-time fluid gravity expansion of holographic Bjorken flow in arbitrary dimension. In Subsection 3.3 we describe how to relate the near-horizon fields to the dual field theory. In Section 4 we describe how non-perturbative fluctuations in the \( 1/D \) expansion emerge in this boost-invariant setup. The near boundary and near horizon analyses are presented in Subsection 4.1 and Subsection 4.2 respectively and the matching between the two is made in Subsection 4.3. In Subsection 4.4 we connect these non-perturbative contributions to physics beyond hydrodynamics in the expanding plasma and non-hydrodynamical quasi-normal modes. Finally, in Section 5 we comment on the relationship between the large-\( D \) and hydrodynamic expansions in this setup as well as on the implications our findings have on the non-convergence of the large-\( D \) expansion.

2 Hydrodynamic Preliminaries

Bjorken flow is the solution of relativistic hydrodynamics under the assumption that the fluid motion is invariant under boosts along one of the space directions of the system, \( x_\parallel \). A convenient set of coordinates to express this flow is the Milne-type coordinates

\[ \tau = \sqrt{t^2 - x_{\parallel}^2}, \quad y = \text{arctanh} \left( \frac{x_{\parallel}}{t} \right), \quad (2.1) \]

with \( \tau \) the proper time and \( y \) the rapidity. As is well known, boosts along the \( x_{\parallel} \)-direction leave \( \tau \) invariant, while \( y \) transforms additively. Therefore, boost invariance translates into the independence of physical quantities on \( y \). Assuming that the fluid has no dynamics in the hyperplane transverse to \( x_{\parallel} \), physical properties solely depend on \( \tau \), making the motion effectively one dimensional. With this assumption, independently of the number of space-time dimensions of the theory \( n \), the conservation of energy and momentum equation\(^1\)

\[ T^\mu_{\nu, \nu} = 0 \]

reads

\[ \tau \dot{\epsilon}(\tau) + \epsilon(\tau) + P_L = 0, \quad (2.2) \]

where we have defined the proper energy density \( \epsilon(\tau) \equiv T^{\tau\tau} \) and the longitudinal pressure \( P_L \equiv T^y_y \).

While the conservation equation (2.2) must be satisfied in any interacting theory (without external sources), the hydrodynamic limit provides a tremendous simplification of the dynamics, by expressing \( P_L \) in a gradient expansion around the equilibrium pressure \( P_{eq} \). For a conformal theory, in particular, we can express the longitudinal pressure as

\[ P_L = \frac{1}{n-1} \epsilon(\tau) + \Delta P_L, \quad (2.3) \]

where we have used the conformal equation of state \( P_{eq} = \epsilon_{eq}/(n-1) \) and \( \Delta P_L \) encodes all the deviation from the equilibrium pressure, which in the hydrodynamic limit is controlled

\(^1\)Note that in Milne coordinates, the Minkowski metric is non-trivial, \( ds_{\text{Minkowski}}^2 = -d\tau^2 + \tau^2 dy^2 \).
by viscous corrections. These corrections are determined by the viscous tensor \( \Delta P_L = \Pi^\mu_y \) which, for 1+1 dimensional expansion and to second order in gradients, is \([47]\)

\[
\Pi^{\mu\nu} = -\eta \sigma^{\mu\nu} + \eta \tau_{\Pi} \left( D_\mu \sigma^{\mu\nu} + \frac{\nabla \cdot u}{n-1} \sigma^{\mu\nu} \right) + \lambda_1 \sigma^{(\mu\lambda} \sigma^{\nu)\lambda}, \tag{2.4}
\]

where \( \eta \) is the shear viscosity, \( \tau_{\Pi} \) and \( \lambda_1 \) are second order transport coefficients, \( \sigma^{\mu\nu} \) is the shear tensor, \( D_\mu \) is the (covariant) derivative along the fluid velocity \( u^\mu \), \( D_\mu X \equiv u_\mu X_\mu \), \( \nabla \) the projection of the (covariant) derivative to the fluid rest frame, \( \nabla^{\mu} X \equiv \Delta^{\mu\nu} X_\nu \), and the brackets denote symmetrization and tracelessness in the rest fluid rest frame, \( 2A^{\mu\nu} = \Delta^{\mu\alpha} \Delta^{\nu\beta} \left( A^{\alpha\beta} + A^{\beta\alpha} - \frac{2}{n+1} g^{\alpha\beta} A^0 \right), \) with \( \Delta^{\mu\nu} \equiv (g^{\mu\nu} + u^\mu u^\nu) \).

Since for Bjorken flow, boost invariance imposes that the fluid velocity is fixed by symmetry \( u^\tau = 1 \), each order in gradients entering in Eq. (2.4) leads to an additional inverse power of \( \tau \). After evaluating the different gradient structures in Eq. (2.4), the equation for Bjorken flow in \( n \) space-time dimensions and up to second order in gradients is \([47]\)

\[
\tau^\epsilon \frac{\dot{\epsilon}}{\epsilon} + \frac{n}{n-1} - 2 \frac{\eta}{\tau} \frac{\dot{\eta}}{\dot{\tau}} - 2 \frac{\eta}{\tau^2} \frac{\dot{\tau}_{\Pi}}{\dot{\tau}} \epsilon + 4 \frac{\eta^2 n - 3 \lambda_1}{n-2} \frac{\lambda_1}{\tau^2} = 0, \tag{2.5}
\]

with \( \nu = (n-2)/(n-1) \).

We would like to understand the limit of the hydrodynamic equations when the number of space-time dimensions is large. To be able to take this limit, we need additional information about how the different transport coefficients and thermodynamic properties scale with the number of space-time dimensions. This information can only be obtained from a microscopic calculation. To make connection with the holographic analysis that we will perform in the following sections, we focus on the properties of the field theory dual to a black-brane in \( AdS_D, \) with \( D = n + 1 \). For this strongly coupled theory, the equilibrium energy density is given by \( \epsilon_{eq} = g_s^\frac{\dot{\epsilon}}{\dot{\epsilon}_{eq}} \) with

\[
\epsilon_{eq} = \left( \frac{4\pi T}{n} \right)^n. \tag{2.6}
\]

and \( g_s = \frac{1}{2\kappa_D^{n-1}} \), where \( \kappa_D \) is the effective \( D \)-dimensional Newton constant, which is related to the number of degrees of freedom of the dual gauge theory. Since \( g_s \) is a multiplicative factor, we can re-define all thermodynamic properties analogously \( (s = g_s \bar{s}, p = g_s \bar{p}, ...) \). Note that in the large-\( D \) limit there is a parametric difference between the scale \( T \) and the scale \( \epsilon_{eq}^{1/n} = 4\pi T/n \). The relevant first and second order transport coefficients in this case are also known. The shear viscosity to entropy density ratio is the universal value \( \eta/s = 1/4\pi [48], \) while the second order coefficients are given by\(^2[49]\)

\[
\lambda_1 = \frac{n}{8\pi T} \eta, \quad \eta \tau_{\Pi} = 2\lambda_1 (1 - \beta), \quad \beta = \int_1^\infty dx \frac{x^{n-2} - 1}{x(x^n - 1)}. \tag{2.7}
\]

Having specified all transport coefficients we can explicitly write the Bjorken flow equation (2.5) for the strongly-coupled holographic theory. Since the hydrodynamics of a conformal theory is scale invariant, we choose to write the equation in terms of the dimensionless

\(^2\)Note that we have normalised the shear tensors as in \([47]\) which differs by a factor of 2 from the normalisation of \([49]\)
gradient \( w_\epsilon \equiv \tau \tilde{\epsilon}^{1/n} \). This is analogous to the variable \( w \equiv \tau T \) introduced in [50]; however, from Eq. (2.6), these two variables differ parametrically in \( n \), which will be important in taking the large-\( D \) limit. After some trivial thermodynamic manipulations, Eq. (2.5) may be written as

\[
\tau \dot{\tilde{\epsilon}} + \frac{n}{n-1} - \frac{2 \nu}{n-1} \frac{1}{w_\epsilon} + \frac{2 \nu^2}{n-1} \left( \beta - \frac{1}{n-2} \right) \frac{1}{w_\epsilon^2} = 0 . \tag{2.8}
\]

By comparing this expression with the conservation equation (2.2), boost invariant flow consistent with a truncation to second order in inverse normalized gradients is given by the ratio

\[
\frac{\Delta P_L}{\epsilon} \approx \frac{\Delta P_L}{\epsilon}_{\text{hyd}} \equiv - \frac{2 \nu}{n-1} \frac{1}{w_\epsilon} + \frac{2 \nu^2}{n-1} \left( \beta - \frac{1}{n-2} \right) \frac{1}{w_\epsilon^2} . \tag{2.9}
\]

Hydrodynamics beyond second order in gradients leads to additional inverse powers of \( w_\epsilon \).

At late times \( w_\epsilon \to \infty \), all gradient terms in Eq. (2.8) vanish and the dynamics are controlled by ideal Bjorken expansion

\[
\tilde{\epsilon}_{\text{ideal}} = \frac{\Lambda^n}{(\Lambda \tau)^{n/(n-1)}} , \tag{2.10}
\]

where we have introduced the mass-scale \( \Lambda \) to take care of dimensions. At late times, all information about the initial conditions of this highly symmetric expansion is condensed in the value of this constant. When taking the large-\( D \) limit, we will compare different values of the space-time dimension by fixing this late time scale, which from Eq. (2.10) may be defined as

\[
\Lambda = \lim_{\tau \to \infty} \tau^{\frac{1}{n-2}} \tilde{\epsilon}(\tau)^{\frac{1}{\nu \beta}} , \tag{2.11}
\]

with \( \nu \) defined below Eq. (2.5).

Going beyond the ideal Bjorken solution, at late times a power series solution for the energy density in terms of inverse dimensionless gradient corrections can be found. Using the ideal behaviour Eq. (2.10) to define the (late time) normalised gradient

\[
u \equiv \frac{1}{\tau \tilde{\epsilon}_{\text{ideal}}^{1/n}} = \frac{1}{(\tau \Lambda)^{\nu}} , \tag{2.12}
\]

the energy density can be written as

\[
\tilde{\epsilon} \approx \tilde{\epsilon}_{\text{ideal}} \left( 1 - \frac{2}{n-1} u + \frac{\nu}{n-1} \left( \frac{1}{n} + \beta \right) u^2 + \mathcal{O}(u^3) \right) . \tag{2.13}
\]

The power expansion above can, in principle, be extended to arbitrary order in \( u \). However, since the hydrodynamic equation (2.8) truncates the gradient corrections at second order, higher-powers in the \( u \)-expansion in the microscopic theory are sensitive to additional gradient corrections and they differ, in principle from those extracted from the power series analysis of Eq. (2.8).

We will now study the large-\( D \) limit of the hydrodynamic equation (2.8). As we have mentioned, we take the large-\( D \) limit by keeping the late time scale \( \Lambda \), Eq. (2.11), fixed, which implies that in the large-\( D \) limit \( w_\epsilon \sim \mathcal{O}(1/n^0) \). Using the expressions for the
transport coefficients (2.7) up to order $n^{-3}$, the second order hydrodynamics equation (2.8) becomes

$$
\frac{\dot{\epsilon}}{\epsilon} = 1 + \frac{1}{n} + \frac{1}{n^2} + \frac{1}{n^3} - \frac{2}{n} \left( 1 - \frac{1}{n^2} \right) \frac{1}{w_\epsilon} + \frac{1}{n} \left( 1 - \frac{3}{n} - \frac{4 + 2n^2}{n^2} \right) \frac{1}{w_\epsilon^2} = 0. \quad (2.14)
$$

Note that, at least to second order, all viscous corrections are subleading in $n$. This implies that in the infinite-$D$ limit, hydrodynamics is purely ideal and both first and second order terms appear at next-to-leading order in the $1/n$ expansion.

We may now find a solution to the large-$D$ hydro equation (2.14) in inverse powers of $1/n$ of the form

$$
\tilde{\epsilon} = \tilde{\epsilon}_\infty \left( 1 + \sum_{i=1}^\infty \frac{1}{n^i} c_\text{hyd}^i \right), \quad (2.15)
$$

where $\tilde{\epsilon}_\infty$ is the $n \to \infty$ limit of the ideal Bjorken expansion, Eq. (2.10),

$$
\tilde{\epsilon}_\infty = \Lambda \frac{1}{\Lambda \tau}. \quad (2.16)
$$

Solving Eq. (2.14) order by order in $1/n$ and imposing the definition (2.11) we find

$$
c_1^\text{hyd} = \frac{1}{2\Lambda^2 \tau^2} - \frac{2}{\Lambda \tau} - \log(\Lambda \tau), \quad (2.17)
$$

$$
c_2^\text{hyd} = \frac{1}{8\Lambda^4 \tau^4} - \frac{1}{2\Lambda^3 \tau^3} + \frac{1}{4\Lambda^2 \tau^2} - \frac{1}{8} \log(\Lambda \tau) + 1 - \frac{2}{\Lambda \tau} + \frac{1}{2} \log(\Lambda \tau) - 2 \log(\Lambda \tau), \quad (2.18)
$$

$$
c_3^\text{hyd} = \frac{1}{48\Lambda^6 \tau^6} - \frac{1}{64\Lambda^5 \tau^5} + \frac{1}{48\Lambda^4 \tau^4} - \frac{1}{128\Lambda^3 \tau^3} + \frac{3}{128} \log(\Lambda \tau) + \frac{3}{128} \log(\Lambda \tau) + 6 - \frac{1}{4} \log(\Lambda \tau) - \frac{1}{6} \log(\Lambda \tau) - 6 \log(\Lambda \tau) + 6. \quad (2.19)
$$

In these expressions, the inverse powers of $\Lambda \tau$ arise from the leading order expansion (in $n$) of the corresponding power of the normalised gradient $u$. The logarithmic corrections in $\tau$ arise from the $n$-expansion of $u$. The next-to-leading order term, $c_1^\text{hyd}$, agrees with the large-$n$ limit of Eq. (2.13), which shows that at this order, the large-$n$ and the hydro expansions coincide. However, subleading $n$-powers contain contributions from increasing $u$-powers. As discussed above, going beyond second order hydrodynamics, these corrections could be sensitive to higher-order gradient corrections to the stress-tensor. In the next section, we will compute these corrections from a microscopic calculation to address how these hydrodynamic expectations compare with the full dynamics of the strongly coupled holographic theory.

To close this section and for future notational convenience, let us briefly discuss how to go beyond second order hydrodynamics to an arbitrary order in the gradient expansion. In this case, we can present the conservation equation (2.8) in the form

$$
\frac{\dot{\epsilon}}{\epsilon} + \frac{n}{n-1} + \sum_{i=1}^\infty \frac{\theta^{(i)}}{w_\epsilon^i} = 0, \quad (2.20)
$$

(Continued on next page)
where the $\theta^{(i)}$ are the linear combinations, appropriate for Bjorken flow, of the $j$-th order transport coefficients. In the large-$D$ limit, these transport coefficients can be further expanded in inverse powers of $n$:

$$
\theta^{(i)} = \sum_j \theta_j^{(i)} \frac{1}{n^j}.
$$

(2.21)

An interesting facet of the holographic analysis to come is that, at least for $i \leq 6$, this sum over inverse powers in $n$ starts with $j = \lfloor \frac{i+1}{2} \rfloor$.

3 Large-$D$ limit of Bjorken Flow

In holography, the analysis of Bjorken flow in $n$ space-time dimensions is performed by searching for solutions of the Einstein equations in $D = n + 1$ dimensions in an asymptotically $AdS_D$ space-time. In $D = 5$ dimensions, there is an extensive literature analysing different aspects of the off-equilibrium dynamics of strongly coupled $\mathcal{N} = 4$ SYM. Following many of those analyses, we will parameterize the dual space-time to Bjorken flow with the following Eddington-Finkelstein-like ansatz,

$$
ds^2 = -A(r, \tau) d\tau^2 + 2d\tau dr + S(r, \tau)^2 \left( e^{-(n-2)B(r, \tau)} dy^2 + e^{B(r, \tau)} dx_\perp^2 \right),
$$

(3.1)

where boost invariance imposes that the metric functions do not depend on the space-time rapidity $y$. As in the previous section, we will assume that there are no dynamics in the transverse plane. While this gauge cannot describe the dual space-time at $\tau = 0$ [51], it is a convenient form to describe the dynamics for any $\tau > 0$ since, in this form, Einstein’s equations take a particularly simple sequential form [3, 52], which for $D = n+1$ dimensions are

$$
S'' = -\frac{n-2}{4} S \left( B' \right)^2,
$$

(3.2)

$$
SS' = \frac{n}{2} S^2 - (n-2)S' \dot{S}',
$$

(3.3)

$$
SB' = -\frac{n-1}{2} \left( \dot{S} B' + \dot{B} \dot{S}' \right),
$$

(3.4)

$$
A'' = -n(n-3) - (n-2)(n-1) \left( \frac{1}{2} \ddot{B} B' - 2 \frac{\dot{S} \dot{S}'}{S^2} \right),
$$

(3.5)

$$
\dot{S} = \frac{1}{2} S A' - \frac{n-2}{4} B^2 S,
$$

(3.6)

where $f' = \partial_r f$ and $\dot{f} = (\partial_\tau + \frac{1}{2} A(r, \tau) \partial_r) f$. Note that these two derivative operators do not commute, and that for any metric function $X$ we denote $\dot{X} \equiv \left( \dot{X} \right)'$, i.e. the $r$-derivative here is always applied last. In the characteristic formulation, the first four equations are dynamical in the bulk and can be used to solve sequentially for the different metric functions.

---

In more familiar notation, the equations we solve are $R_{\mu\nu} = -(D-1)g_{\mu\nu}$ with the cosmological constant set such that an anti-de Sitter solution has radius of curvature equal to one.
while Eq. (3.6) reduces to an equation for the boundary values of the functions $A$ and $B$ [3].

With the ansatz (3.1), $AdS_D$-space – dual to the vacuum of the gauge theory – takes a non-trivial form, which depends explicitly on proper time, $\tau$. The three metric functions in this case are given by

$$
A_V = r^2, \quad B_V = \frac{2}{n - 1} \log \left( \frac{r}{1 + r\tau} \right), \quad S_V = r^{n-2} \left( 1 + r\tau \right)^{\frac{1}{n-1}}.
$$

(3.7)

To simplify the holographic analysis of the strongly coupled expansion, we find it convenient to factor out this non-trivial dependence of the metric functions which do not lead to dynamics in the dual field theory. Consequently, we redefine the fields as

$$
\tilde{A} \equiv \frac{A}{A_V}, \quad \tilde{B} \equiv (n - 2) (B - B_V), \quad \tilde{S} \equiv \frac{S}{S_V}.
$$

(3.8)

This redefinition simplifies, in particular, the near boundary behaviour of the different metric functions. Exploiting the residual gauge dependence in Eq. (3.1), it is always possible to choose a gauge in which close to the $AdS_D$ boundary $r \rightarrow \infty$

$$
\tilde{A} = 1 - \frac{1}{r^n} \left( \tilde{\epsilon}(\tau) + O \left( \frac{1}{r} \right) \right),
$$

(3.9)

$$
\tilde{B} = \frac{1}{r^n} \left( -\frac{n}{n - 1} \Delta \tilde{P}_L(\tau) + O \left( \frac{1}{r} \right) \right),
$$

(3.10)

$$
\tilde{S} = 1 + \frac{1}{r^{n+1}} \left( s_1(\tau) + O \left( \frac{1}{r} \right) \right),
$$

(3.11)

where $\tilde{\epsilon}$ and $\Delta \tilde{P}$ are the energy density and pressure anisotropy, Eq. (2.3), of the dual gauge theory. Therefore, these two boundary values are not independent, since they are related via the conservation equation (2.2) and Eq. (2.3), which in holography arises from the constraints imposed by Eq. (3.6).

For large numbers of space-time dimensions, the quickly changing function $r^{-n}$ in the boundary expansion Eq. (3.9) reveals two distinct regions in the gravitational analysis. Using the definition (2.11) of the scale $\Lambda$, these two regions are

- The Near Horizon Region: $\log r/\Lambda \ll 1$. In this region, in the large-$n$ limit, the factor $\tilde{\epsilon}(\tau)/r^n$ becomes large and the gravitational field becomes strong. As expected from the presence of a non-zero density in the boundary theory, in this region the gravity dual develops a horizon at $r^n \sim 1/\tilde{\epsilon}$.

- The Near Boundary Region: $(r/\Lambda)^n \gg 1$. In this region, the combination $\tilde{\epsilon}(\tau)/r^n$ is small and the effect of the energy density may be considered as a small perturbation over the $AdS_D$ space.

The treatment of these two regions requires different approximations, which can be matched at the intermediate region $1/n \ll \log r/\Lambda \ll 1$, where both the regions defined above overlap. In the following subsection we will analyse the gravitational dynamics in those two regions.
3.1 The Near horizon region

We start the analysis of the dual geometry for the region close to the horizon, where gravity interacts strongly and it is necessary to find a non-linear solution of Einstein’s equations. This is a complicated task, which for finite $D$ in general, and for Bjorken flow, in particular, demands numerical solutions. However, as in other analyses [6–30], in the limit of large-$D$ Einstein’s equations simplify tremendously and analytic solutions can be found.

To take the large-$D$ limit in the near horizon region, it is convenient to introduce the variable [8]

$$R = \left( \frac{r}{\Lambda} \right)^n,$$

(3.12)

which simplifies the analysis of the equations of motion. In terms of this variable, the intermediate region where we will perform the matching with the Near Boundary region occurs at $R \gg 1$. We may now find a solution for the different metric functions as an expansion in inverse powers of $1/n$ of the form

$$\tilde{A}(\tau, R) = \sum_{i=0}^{\infty} \frac{1}{n^i} A_i(\tau, R),$$

(3.13)

$$\tilde{B}(\tau, R) = \sum_{i=0}^{\infty} \frac{1}{n^i} B_i(\tau, R),$$

(3.14)

$$\tilde{S}(\tau, R) = \sum_{i=0}^{\infty} \frac{1}{n^i} S_i(\tau, R).$$

(3.15)

Before we evaluate the different functions in this expansion we would like to remark on a difference in the way the large-$D$ limit is taken in our analysis, with respect to other computations (see e.g. [10–12, 28, 29]). Unlike those computations, in our ansatz (3.1) we do not scale the space-components of the metric differently than the time ($\tau$) or holographic component ($r$). The reason is that by doing such scaling, other analyses focus on dynamical situations in which the velocity associated with energy flow is small (of order $O(1/\sqrt{n})$). This is clearly not a good approximation for Bjorken flow, since in this case the rapidity of the flow velocity can take any arbitrarily high value. However, in our scaling, which is tailored for this set-up, the effect of the pressure and viscous correction occur only at subleading order in $1/n$.

Plugging the above expansion into Einstein’s equations we can determine the different metric coefficients order by order in the $n$-expansion. As already anticipated, the large-$D$ approximation simplifies the $R$-dependence of the corresponding differential equations, which can be solved analytically. Imposing consistency with the near boundary expansion (3.9)-(3.11), to leading order in $1/n$ we find

$$A_0 = 1 - \frac{1}{R} a_0^{NH},$$

(3.16)

$$B_0 = 0,$$

(3.17)

$$S_0 = 1,$$

(3.18)
where $\bar{a}_0^{\text{NH}}$ satisfies the differential equation
\[(1 + \tau \Lambda) \partial_\tau \bar{a}_0^{\text{NH}} - \Lambda \bar{a}_0^{\text{NH}} = 0,\] (3.19)
which has a simple solution as
\[\bar{a}_0^{\text{NH}} = \frac{\alpha_0}{1 + \tau \Lambda},\] (3.20)
where $\alpha_0$ is an arbitrary constant.

The similarity between the leading order in the near boundary expansion (3.9) and the leading order solution (3.16) suggests that the function $\bar{a}_0^{\text{NH}}$ may be identified, up to the scale prefactor $\Lambda^n$ which comes from the definition of $R$, with the leading order energy density, $\tilde{\epsilon}$. However, this identification is incorrect, as may be inferred from Eq. (3.19), which differs from the leading order hydrodynamic equation (2.14), which to leading order in $n$ is identical to the conservation equation (2.2). As we will see in Subsection 3.3, the characteristic $(1 + \tau \Lambda)$ dependence of $\bar{a}_0^{\text{NH}}$ does not imply that energy density in the dual field theory at this order in $n$ possesses an infinite series in gradients $1/\tau$ at late times. This dependence is a property of the near horizon limit in the large-$D$ expansion which differs from that of the energy density. However, the late time, leading $1/\tau$ dependence agrees with the behaviour of the boundary energy density. Anticipating this result, and in order to lighten notation, the definition (2.11) of the scale $\Lambda$ imposes
\[\alpha_0 = 1.\] (3.21)

Following the same procedure above, the next order in the $1/n$-expansion is given by
\[A_1 = -\bar{a}_1^{\text{NH}}(\tau) - \frac{1}{(1 + \tau \Lambda)^2} \frac{\log R}{R},\] (3.22)
\[B_1 = 0,\] (3.23)
\[S_1 = 0,\] (3.24)
with
\[\bar{a}_1^{\text{NH}} = -\frac{\log (1 + \tau \Lambda) + \alpha_1}{(1 + \tau \Lambda)},\] (3.25)
where $\alpha_1$ is an arbitrary constant, which we fix to $\alpha_1 = 0$ by demanding that the overall scale of the energy density $\Lambda$ does not receive corrections in $1/n$. Similarly, to second order we find,
\[A_2 = -\bar{a}_2^{\text{NH}}(\tau) + \frac{\tau \Lambda + (1 + \tau \Lambda) \log (1 + \tau \Lambda) \log R}{(1 + \tau \Lambda)^3} \frac{R}{R} + \frac{\tau \Lambda - 1}{2(1 + \tau \Lambda)^3} \frac{(\log R)^2}{R},\] (3.26)
\[B_2 = \frac{\tau \Lambda \left( \log \left( 1 + \frac{1}{(1 + \tau \Lambda)R - 1} \right) \log \left( \frac{1}{(1 + \tau \Lambda)R} \right) - \text{Li}_2 \left( \frac{1}{(1 + \tau \Lambda)R} \right) \right)}{(1 + \tau \Lambda)^2 \log (1 + \tau \Lambda)},\] (3.27)
\[S_2 = 0,\] (3.28)
where $\text{Li}_2(z)$ is the polylogarithm of order 2 and
\[\bar{a}_2^{\text{NH}}(\tau) = \frac{1}{2(1 + \tau \Lambda)^2} \left( (1 + \tau \Lambda)^2 \log (1 + \tau \Lambda)^2 - 2(2 + 4\tau \Lambda + (\tau \Lambda)^2) \log (1 + \tau \Lambda) \right),\] (3.29)
where, as before, we have set an arbitrary integration constant by demanding that there are no $n$-corrections to $\Lambda$. We have also analysed the expansion to third order, which yields long expressions for the different metric functions containing polylogarithms, which, for the reader’s convenience, are tabulated in Appendix C. Here we only quote the large-$R$ behaviour of the blackening function $A$, necessary to perform the matching with the near boundary region in Subsection 3.3, which is given by,

$$A_3 \approx \frac{-\tilde{a}^\text{NH}_3(\Lambda \tau)}{R} + \frac{4 \Lambda \tau (\log(\Lambda \tau + 1) + 1)}{(\Lambda \tau + 1)^4} \log(R) \left( 2 \Lambda \tau (\Lambda \tau + 6) + \log(\Lambda \tau + 1) \left( 10 \Lambda \tau + (\Lambda \tau + 1)^2 (-\log(\Lambda \tau + 1)) + 4 \right) \right) \log(R) \left( \frac{(\Lambda^2 \tau^2 - 1) \log(\Lambda \tau + 1) + \Lambda \tau (\Lambda \tau - 5)}{2R(\Lambda \tau + 1)^4} \right) - \frac{(\Lambda \tau + 4) \log^3(R)}{6R(\Lambda \tau + 1)^4},$$

with,

$$\tilde{a}^\text{NH}_3(\tau) = -\frac{18 \Lambda \tau + \pi^2(3 \Lambda \tau - 1) + 6}{9(\Lambda \tau + 1)^4} - \frac{\log^3(\Lambda \tau + 1)}{6 \Lambda \tau + 6} + \frac{(\Lambda \tau + 2) \log^2(\Lambda \tau + 1)}{(\Lambda \tau + 1)^2} - \frac{(\Lambda \tau + 2)(\Lambda \tau (\Lambda \tau + 5) + 2) \log(\Lambda \tau + 1)}{(\Lambda \tau + 1)^4}.$$

The function $\tilde{S} - 1$ remains zero to next-to-next-to-next-to-leading order; we have checked that it is not zero at all orders, with the first non-trivial contribution appearing for $S_4$. Since this fourth-order expression is needed to determine $A_3$ and $B_3$, its expression can also be found in Appendix C.

As we have already mentioned, to extract the dual field theory stress tensor from these expansions, we need to perform a matching calculation of these results with the near boundary region, which we describe in Subsection 3.3. Prior to this, in the next section we will compare these results with the results from a gradient-expansion of the gravity dual for Bjorken flow.

### 3.2 Comparison with late time solutions at large-$D$

Since as we have seen in Section 2 gradients in Bjorken flow decrease at late times, for large $\tau$ we can do an alternative expansion for Einstein’s equations at fixed number of space-time dimensions $D = n + 1$, similar to the fluid-gravity correspondence [53]. For the particular case of boost invariant dynamics in $D = 5$ this analysis was first performed in [54] and employed in [33] to study large orders of the gradients expansion. In this section we will generalise the analysis of [54] to arbitrary $D$ and compare the large-$D$ limit of those late time solutions to the near horizon solutions found in Subsection 3.1.

To make contact with the notation in [54] and to facilitate the late-time analysis, we introduce the following field redefinition

$$A = r^2 \tilde{A}(\tau, r),$$

$$B = \frac{1}{n - 1} \left( \log \left( \frac{r^2}{(1 + r \tau)^2} \right) + \frac{n - 1}{n - 2} \left( 2 \tilde{d}(\tau, r) - \tilde{B}(\tau, r) \right) \right),$$

$$S = r^{\frac{n - 2}{n - 1}} (1 + r \tau)^{\frac{1}{n - 1}} e^{\tilde{d}(\tau, r)}.$$

$$
At late times, when hydrodynamics becomes a valid approximation, the dual gravity space-time should be very close to that of a boosted black-brane with a time-dependent energy density, predicted by ideal hydrodynamics, $\tilde{\epsilon}_{\text{ideal}}$ in Eq. (2.10). The corrections to this approximate solution are controlled by a dimensionless gradient, Eq. (2.12). Generalising [54], it is convenient to parametrise the holographic direction in terms of a new variable that tracks the position of the boosted black-brane horizon,

$$s = \frac{\Lambda}{r} \left( \frac{1}{(n-1)} \right)^{1/(n-1)},$$

(3.35)

such that $s = 1$ corresponds to the position of the horizon to leading order in gradients. The gradient expansion of the different metric functions is

$$\tilde{A}(r,\tau) = \sum_{i=0}^{\infty} u^i \tilde{A}_i(s),$$

(3.36)

$$\tilde{B}(r,\tau) = \sum_{i=0}^{\infty} u^i \tilde{b}_i(s),$$

(3.37)

$$\tilde{d}(r,\tau) = \sum_{i=0}^{\infty} u^i \tilde{d}_i(s).$$

(3.38)

Introducing these expansions into Einstein’s equations and expanding in the dimensionless gradient, $u$, the leading order (in gradients) solution is simply the boosted black brane

$$\tilde{A}_0(s) = 1 - s^n,$$

(3.39)

$$\tilde{b}_0(s) = 0,$$

(3.40)

$$\tilde{d}_0(s) = 0.$$  

(3.41)

Going to next-to-leading order in gradients, the metric functions include the effect of the shear viscosity and they read

$$\tilde{A}_1(s) = \frac{(2 + (n-2)s)s^n}{n(n-1)},$$

(3.42)

$$\tilde{b}_1(s) = \frac{2(n-2)}{n(n-1)} \left( \beta(s^n; 1 + \frac{1}{n}, 0) + \log (1 - s^n) \right),$$

(3.43)

$$\tilde{d}_1(s) = 0,$$  

(3.44)

where $\beta(z; a, b)$ is the incomplete beta function. Note that we have chosen a gauge consistent with the near-boundary behaviours (3.9)-(3.11). We have not been able to find closed form expressions for these metric functions beyond this order.

Inserting this gradient expansion into Eqs. (3.32)-(3.34) and expressing them in $(\tau, R)$, we can compare the fluid-gravity expectation for the different metric functions with the near horizon result derived in the previous section. After taking the large-$D$ limit and expanding to $O(n^{-3})$
\[ \tilde{A}_{\text{hydro}}(r, \tau) = \left( 1 - \frac{1}{\tau L^2} \right) + \frac{1}{n} \left( \frac{1 + (-1 + \tau L) \log(\tau) - \log R}{(\tau L)^2 R} \right) + \frac{1}{n^2} \left( \frac{2 + 2\tau L \log(\tau L) - (1 + \tau L) \log(\tau L)^2}{2(\tau L)^2 R} \right), \]  
\[ \tilde{B}_{\text{hydro}}(r, \tau) = \frac{1}{n^2} \left( \frac{2 \left( \text{Li}_2 \left( \frac{1}{\tau L^2} \right) + \log \left( 1 - \frac{1}{\tau L^2} \right) \log \left( \frac{1}{\tau L^2} \right) \right)}{\Lambda^2} \right), \]  
\[ \tilde{S}_{\text{hydro}}(r, \tau) = 1. \]  

Since these solutions come from a gradient analysis, they are only valid up to \( O(\tau^{-2}) \). These expressions coincide with the late-time expansion of Eqs. (3.16)-(3.29) up to order \( O(\tau^{-2}) \), indicating, as expected from the hydrodynamic analysis of Section 2, that the large-\( D \) expansion up to this order is controlled by hydrodynamics. Note, that in Eq. (3.45) and Eq. (3.46) the viscous contribution, proportional to \( u \), affects both the \( 1/n \) and \( 1/n^2 \) contribution, while the \( 1/n^0 \) is completely determined by the boosted black brane contribution after taking the large-\( D \) limit. The matching of these approaches may be considered as an example of the compatibility of the gradient and the large-\( D \) expansions [55].

### 3.3 Matching with the near boundary region

We now turn to the near boundary region, \( \log r/\Lambda \gg 1 \). As already mentioned, while in the near-horizon region gravity interacts strongly, in this region we can view the effect of the horizon as a small perturbation on \( AdS_D \). To make the approximation apparent, we will redefine the fields in this region as

\[ A(\tau, r) = r^2 \left( 1 - \frac{a(r, \tau)}{r^n} \right), \]
\[ B(\tau, r) = \frac{2}{n-1} \log \left( \frac{r}{1 + r\tau} \right) + \frac{1}{n-2} \frac{b(r, \tau)}{r^n}, \]
\[ S(\tau, r) = r \left( \frac{1 + r\tau}{r} \right)^{\frac{1}{n-1}} \left( 1 + \frac{s(r, \tau)}{r^{n+1}} \right). \]

Since gravity is weak in this limit, we linearize the equations dropping all terms that are quadratic or higher in \( a, b, \) and \( s \). Taking appropriate linear combinations of the equations of motion, we find the following fourth order equation for \( a(r, \tau) \),

\[ 0 = -\frac{(n+1)(n-1)r\tau + n + 2)a^{(0,1)}(r, \tau)}{r^3(r\tau + 1)} + \frac{2n \left( 2n + \frac{3}{r\tau + 1} - 2 \right)}{r^4} a^{(1,1)}(r, \tau) \]
\[- \frac{(n-3)(n-1)n a^{(1,0)}(r, \tau)}{r^3} + \left( -5n - \frac{3}{r\tau + 1} + 5 \right) a^{(2,1)}(r, \tau) \]
\[ + \frac{(n-1)(3n-8)a^{(2,0)}(r, \tau)}{r^2} + \frac{(7 - 3n)a^{(3,0)}(r, \tau)}{r} + \frac{2a^{(3,1)}(r, \tau)}{r^2} + a^{(4,0)}(r, \tau). \]  

\[ (3.51) \]
Assuming a series expansion of $a(\tau, r)$ in powers of $1/n$, we solve this equation order by order in $1/n$. From the analysis of the leading order equation, we find that it is convenient to introduce a new time variable $\tau_B = \tau + r^{-1}$. Note that this variable agrees with the gauge theory proper-time at the boundary. The solution up to order $1/n^3$ is

$$a(\tau, r) = a_0^{NB}(\tau_B) + \frac{1}{n} (a_1^{NB}(\tau_B) + \Delta a_1^{NB}(\tau_B, r)) + \frac{1}{n^2} (a_2^{NB}(\tau_B) + \Delta a_2^{NB}(\tau_B, r)) + \frac{1}{n^3} (a_3^{NB}(\tau_B) + \Delta a_3^{NB}(\tau_B, r)),$$  

(3.52)

where the functions $a_i^{NB}(\tau_B)$ are only functions of the boundary proper time and can only be determined after matching with the near horizon behaviour, while the functions $\Delta a_i^{NB}(\tau_B, r)$ are fixed by the $a_i^{NB}(\tau_B)$ as

$$\Delta a_1^{NB}(\tau_B, r) = \frac{(3 - 4r\tau_B)a_0^{NB}(\tau_B) + \tau_Ba_0^{NB'}(\tau_B)}{2r^2\tau_B},$$  

(3.53)

$$\Delta a_2^{NB}(\tau_B, r) = \frac{-3 + 24r \tau_B - 48r^2 \tau_B^2 + 32r^2 \tau_B^3 a_0^{NB}(\tau_B) + (3 - 4r \tau_B)a_1^{NB}(\tau_B)}{2r^2 \tau_B}$$

$$+ \frac{(3 - 24r \tau_B + 8r^2 \tau_B^2) a_0^{NB'}(\tau_B) + a_1^{NB'}(\tau_B)}{2r^2} + \frac{(3 - 4r \tau_B)a_0^{NB(3)}(\tau_B) + a_0^{NB(4)}(\tau_B)}{8r^4},$$

(3.54)

$$\Delta a_3^{NB}(\tau_B, r) = \frac{a_0^{NB(3)}(\tau_B)(3r \tau_B - 1)}{4r^6 \tau_B^3} + \frac{a_0^{NB(5)}(\tau_B)(3 - 4r \tau_B)}{16r^6 \tau_B} + \frac{a_0^{NB(6)}(\tau_B)}{48r^6}$$

$$+ \frac{a_1^{NB(3)}(\tau_B)(3 - 4r \tau_B)}{4r^4 \tau_B} + \frac{a_1^{NB(4)}(\tau_B)}{8r^4} + \frac{(3 - 4r \tau_B)a_2^{NB}(\tau_B) + a_2^{NB'}(\tau_B)}{2r^2 \tau_B}$$

$$+ \frac{3a_0^{NB(4)}(\tau_B)(4r^2 \tau_B - 8r \tau_B + 1)}{8r^4 \tau_B} - \frac{3(8r^2 \tau_B^2 - 8r \tau_B + 1)}{8r^4 \tau_B^3} a_1^{NB'}(\tau_B)$$

$$+ \frac{(-32r^4 \tau_B^4 + 192r^3 \tau_B^3 - 180r^2 \tau_B^2 + 36r \tau_B + 3)a_0^{NB''}(\tau_B)}{16r^6 \tau_B^5}$$

$$+ \frac{(16r^2 \tau_B^2 - 24r \tau_B + 3)a_1^{NB''}(\tau_B)}{8r^4 \tau_B^2} + \frac{3(16r^4 \tau_B^4 - 64r^3 \tau_B^3 + 60r^2 \tau_B^2 - 12r \tau_B - 1)a_0^{NB'}(\tau_B)}{16r^6 \tau_B^5}.$$

(3.55)

Since the functions $\Delta a_i^{NB}(\tau_B, r)$ vanish at the boundary, the functions $a_i^{NB}(\tau_B)$ correspond to the $1/n$ expansion of the coefficient $a_0(\tau_B)$ of the normalisable mode of the metric, Eq. (3.9), which in turn determines the $n$-expansion of the energy density $\tilde{\epsilon}$ as

$$\tilde{\epsilon}(\tau) = a_0^{NB}(\tau) + \frac{1}{n} a_1^{NB}(\tau) + \frac{1}{n^2} a_2^{NB}(\tau) + \frac{1}{n^3} a_3^{NB}(\tau).$$

(3.56)

The solution (3.52) can be used to extract the energy density in the dual theory from the near horizon analysis performed in Subsection 3.1. After replacing $r = R^{1/n}$ in that expression and taking the large-$n$ limit, we can match the large $R$ behaviour of Eq. (3.52)
with Eqs. (3.16)-(3.29) by identifying

\[ a_{0}^{\text{NB}}(\tau) = \tilde{c}^{\text{id}}(\tau) , \]

\[ a_{1}^{\text{NB}}(\tau) = \tilde{c}^{\text{id}}(\tau) c_{1}^{\text{hyd}}(\tau) , \]

\[ a_{2}^{\text{NB}}(\tau) = \tilde{c}^{\text{id}}(\tau) \left( \frac{\theta_{2}^{(3)}}{3\Lambda^{3}\tau^{3}} + \frac{\theta_{2}^{(4)}}{4\Lambda^{4}\tau^{4}} + c_{2}^{\text{hyd}}(\tau) \right) , \]

\[ a_{3}^{\text{NB}}(\tau) = \tilde{c}^{\text{id}}(\tau) \left( \frac{1}{6} \left( \frac{\theta_{2}^{(3)} - 3\theta_{2}^{(4)}}{\Lambda^{5}\tau^{5}} + \frac{\theta_{5}^{(5)}}{5} + \frac{-8\theta_{2}^{(3)} + 9\theta_{2}^{(4)} \log(\Lambda\tau) + 3(\theta_{2}^{(4)} + \theta_{3}^{(4)})}{12\Lambda^{4}\tau^{4}} \right) + \right. \]

\[ \left. + \frac{2\theta_{2}^{(3)} \log(\Lambda\tau) + \theta_{2}^{(3)} + \theta_{3}^{(3)}}{3\Lambda^{3}\tau^{3}} + \frac{\theta_{3}^{(4)}}{8} + \frac{\theta_{6}^{(6)}}{6} + c_{3}^{\text{hyd}}(\tau) \right) , \]

where \( \tilde{c}^{\text{id}}(\tau) \) is the large-\( D \) limit (2.16) of ideal Bjorken flow, the functions \( c_{1}^{\text{hyd}}(\tau), c_{2}^{\text{hyd}}(\tau) \) and \( c_{3}^{\text{hyd}}(\tau) \) are obtained from the second order hydrodynamics Eqs. (2.17)-(2.19), and the coefficients \( \theta_{2}^{(i)} \) and \( \theta_{3}^{(i)} \) are transport coefficients defined in Eq. (2.20):

\[ \theta_{2}^{(3)} = 3, \quad \theta_{3}^{(3)} = \frac{-9 + 4\pi^{2}}{3}, \]

\[ \theta_{2}^{(4)} = -2, \quad \theta_{3}^{(4)} = 6, \]

\[ \theta_{3}^{(5)} = -\frac{25}{4}, \]

\[ \theta_{3}^{(6)} = 7. \]

As is apparent from Eqs. (3.57) and (3.58), our large-\( D \) computation coincides exactly with the prediction of second order hydrodynamics. This observation implies that at this order in the \( n \) expansion, all non-hydrodynamic modes are decoupled from the time evolution of the system. It also implies that the relevant higher-gradient transport coefficients (normalised by the energy density) grow slowly with the number of dimensions, such that at large \( n \) their contribution is subleading. This result is in fact expected from the observation of other large-\( D \) analyses that have observed that for small velocity set-ups, second order hydrodynamics becomes an exact description of the system dynamics [8, 10, 11, 29]. Going beyond \( 1/n \)-order, the system evolution is no longer described by second order hydrodynamics. Nevertheless, the difference between the microscopic calculation and the truncation of the stress tensor shown in Eq. (3.59) and Eq. (3.60) can be expressed in terms of inverse powers of the normalised gradient \( w_{\epsilon} \). In fact, Eqs. (3.57)-(3.60) may be viewed as the prediction of 6-th order hydrodynamics, for which the deviation of the longitudinal pressure with respect to its equilibrium value obtains contributions up to \( w_{\epsilon}^{-6} \)

\[ \frac{\Delta P_{L}}{\epsilon} \approx \frac{\Delta P_{L}}{\epsilon} \bigg|_{\text{hyd}} + \sum_{i=3}^{6} \frac{\theta_{i}^{(i)}}{w_{\epsilon}^{i}} , \]

where we have used Eq. (2.9). Since no terms with inverse powers of \( w_{\epsilon} \) greater than 6 appear in our holographic result, Eq. (3.59) and Eq. (3.60) specify the result of this expansion up to \( \mathcal{O}(n^{-4}) \) for all higher order transport coefficients.
4 Non-Perturbative Modes and Large-\(D\) Trans-series

When finding the large \(D\) expansion in the preceding section it was clear that the resulting perturbative solution was unique. However for finite \(D\) we should expect that the metric could undergo different paths of evolution, corresponding to different choices of initial data. One could ask whether there are additional solutions to Einstein’s equations which are non-perturbative in \(D = n + 1\).

In the previous case we performed an expansion around an asymptotically AdS geometry in powers of inverse \(D\). In this section we will study perturbations that can exist on top of this background which evolve on short timescales of order \(1/n \Lambda\). As we will see, this is the typical scale of variation of the characteristic relaxation modes of black branes, known as quasi-normal modes (QNMs), which were first analysed at large-\(D\) in \([56, 57]\). To describe the dynamics of those fast fluctuations we will employ WKB-like techniques, which can also be used to describe the spectrum of QNMs, as demonstrated in Appendix B.

4.1 Non-perturbative contributions in \(1/D\) and the near boundary region

Using the linearized Einstein’s equations (3.48) to (3.50), we consider the Ansatz,

\[
\begin{align*}
b(r, \tau) &= \left( b_0^{WKB}(r, \tau) + \ldots \right) \Omega(r, \tau), \\
a(r, \tau) &= \left( \frac{1}{n} a_1^{WKB}(r, \tau) + \ldots \right) \Omega(r, \tau), \\
s(r, \tau) &= \left( \frac{1}{n^2} s_2^{WKB}(r, \tau) + \ldots \right) \Omega(r, \tau).
\end{align*}
\]

where we choose,

\[
\Omega(r, \tau) = \left( \frac{r}{\Lambda} \right)^{n/2} e^{-i n \hat{\omega} \Lambda (\tau + \frac{1}{r})} e^{n \sigma(r)}.
\]

This form of \(\Omega(r, \tau)\) is constrained in the large \(n\) limit by time translation invariance, as we argue in Appendix A. To leading order in \(n\) one finds that \(\sigma'(r) = \pm \sqrt{\frac{r^2 - 4(\hat{\omega} \Lambda)^2}{2r^2}}\). Choosing the normalizable ("-") branch of the square root we find the solutions,

\[
\sigma(r) = \frac{1}{2} \left( \frac{\sqrt{r^2 - 4(\hat{\omega} \Lambda)^2}}{r} - \log \left( \frac{r^2}{\Lambda^2} - 4 \hat{\omega}^2 + \frac{r}{\Lambda} \right) \right),
\]

\[
a_1^{WKB}(r, \tau) = \frac{ir \left( \sqrt{r^2 - 4(\hat{\omega} \Lambda)^2} + r \right)}{2 \hat{\omega} \Lambda(1 + r \tau) \left( \sqrt{r^2 - 4(\hat{\omega} \Lambda)^2} - 2i \hat{\omega} \Lambda \right)} b_0^{WKB}(r, \tau),
\]

\[
s_2^{WKB}(r, \tau) = \frac{2r^2}{(1 + r \tau) \left( \sqrt{r^2 - 4(\hat{\omega} \Lambda)^2} + r - 2i \hat{\omega} \Lambda \right)} b_0^{WKB}(r, \tau).
\]

At the next order in inverse \(n\) we find that we can further constrain \(b_0^{WKB}(r, \tau)\) by,

\[
b_0^{WKB}(r, \tau) = h_0(\Lambda \tau \Omega) \frac{\Lambda^n r}{\sqrt{1 + r \tau} \sqrt{\frac{r^2}{\Lambda^2} - 4 \hat{\omega}^2}},
\]
with \( \tau_1 = \tau + \frac{1 + \sqrt{1 - 4\omega_\Lambda^2 r^2}}{2\omega_\Lambda} \) and \( h_0(\tau_1) \) an undetermined function of \( \tau_1 \).

Expanding (4.6) close to the boundary and using the relation between the near boundary metric and stress tensor Eq. (3.9), the near boundary energy density of the fluctuation is given by,

\[
\delta \varepsilon(\tau) = \frac{i\Lambda^n}{n\omega} \left( e^{\frac{\tau}{2}} \right)^{\frac{\tau}{2}} \frac{h_0(\tau\Lambda + \frac{i}{2})}{(\Lambda\tau)^{3/2}} e^{-i\omega\Lambda\tau} + O(n^{-2}).
\]  

(4.9)

The expansion of Eqs. (4.1) to (4.3) above can be viewed in analogy with Quantum Mechanics as a WKB expansion in \( n \), and will not be valid for values of \( r \) which correspond to stationary points of \( \sigma(r) \), given by the condition\(^4\) \( n \sigma'(r)^2 = \sigma''(r) \), which in this case is given by \( r = 2\omega_\Lambda \). It is standard in such situations to “zoom in” on this region by linearizing the equations of motion about the stationary point. Near this point, the “phase of the wave-function” has the expansion

\[
\sigma(r) = -\frac{1}{2} \log(2\omega_\Lambda) - \frac{(r - 2\omega_\Lambda)^{3/2}}{6\omega_\Lambda^{3/2}} + O(r - 2\omega_\Lambda)^{5/2},
\]  

(4.10)

which motivates the definition of a new coordinate,

\[
x \equiv \left( \frac{r}{2\omega_\Lambda} - 1 \right)^{n^{2/3}}.
\]  

(4.11)

In the region \( |x| \ll 1 \), the conditions for the validity of WKB are not met and a solution in the vicinity of \( x = 0 \) must be found.

Linearizing Eq.’s (3.48) to (3.50) about \( x = 0 \) with an Ansatz of the form,

\[
b(r, \tau) = b_0^{SP}(x, \tau) + n^{-1/3} b_1^{SP}(x, \tau) + \ldots \right) r^{n/2} e^{-i\omega_\Lambda(\tau + \frac{1}{2})},
\]  

(4.12)

\[
a(r, \tau) = \frac{1}{n} \left( a_1^{SP}(x, \tau) + n^{-1/3} a_2^{SP}(x, \tau) + \ldots \right) r^{n/2} e^{-i\omega_\Lambda(\tau + \frac{1}{2})},
\]  

(4.13)

\[
s(r, \tau) = \frac{1}{n^2} \left( s_2^{SP}(x, \tau) + n^{-1/3} s_3^{SP}(x, \tau) + \ldots \right) r^{n/2} e^{-i\omega_\Lambda(\tau + \frac{1}{2})},
\]  

(4.14)

we find an Airy function equation for \( b_0^{SP} \), and simple algebraic relations for \( a_1^{SP} \) and \( s_2^{SP} \) that relate them to \( b_0^{SP} \).

\[
b_0^{SP}(x, \tau) = g_0(\tau) \text{Ai} \left( \frac{x}{\sqrt{2}} \right),
\]  

(4.15)

\[
a_1^{SP}(x, \tau) = -\frac{g_0(\tau)}{1 + 2\omega_\Lambda \tau} \text{Ai} \left( \frac{x}{\sqrt{2}} \right),
\]  

(4.16)

\[
s_2^{SP}(x, \tau) = \frac{(2 + 2i\omega_\Lambda)g_0(\tau)}{1 + 2\omega_\Lambda \tau} \text{Ai} \left( \frac{x}{\sqrt{2}} \right),
\]  

(4.17)

where \( g_0(\tau) \) is an arbitrary function of \( \tau \). At subleading order we find,

\[
b_1^{SP}(x, \tau) = g_1(\tau) \text{Ai} \left( \frac{x}{\sqrt{2}} \right) - i \left( \frac{(1 + 2\omega_\Lambda \tau)g_0(\tau) + \omega_\Lambda g_0(\tau)}{\sqrt{2} \omega_\Lambda (1 + 2\omega_\Lambda \tau)} \right) \text{Ai}' \left( \frac{x}{\sqrt{2}} \right).
\]  

(4.18)

\(^4\)The precise condition for the validity of the WKB approximation is more complicated than this because it involves \( \tau \) and \( r \) derivatives of \( b_0^{WKB} \). However, close to the stationary point, it reduces to the stated condition.
Similar algebraic equations relate $a_2^{\text{SP}}(x, \tau)$ and $s_3^{\text{SP}}(x, \tau)$ to $b_1^{\text{SP}}(x, \tau)$, but neither will be relevant for the following discussion.

Matching of the results of Eq.'s (4.1) and (4.12) in the region where $x \gg 1$ at leading order in $n$ gives,

$$h_0(\Lambda \tau) = \frac{(2\hat{\omega})^{n/2}}{\sqrt{n g_0}} \sqrt{\frac{\Lambda \tau}{\pi}} \left( \Lambda \tau - \frac{1}{2\hat{\omega}} \right).$$

### 4.2 Non-perturbative contributions in $1/D$ and the near horizon region

Informed by the structure of Eq. (4.4), we make make an Ansatz in the near horizon region of the form,

$$\tilde{A}(\tau, R) = \sum_{i=0}^{\infty} \frac{1}{n^i} A_i(\tau, R) + \sum_j \Omega_{ij}^{\text{NH}}(\tau) \sum_{i=0}^{\infty} \frac{1}{n^i} A_{ij}(\tau, R) + \ldots,$$

$$\tilde{B}(\tau, R) = \sum_{i=0}^{\infty} \frac{1}{n^i} B_i(\tau, R) + \sum_j \Omega_{ij}^{\text{NH}}(\tau) \sum_{i=0}^{\infty} \frac{1}{n^i} B_{ij}(\tau, R) + \ldots,$$

$$\tilde{S}(\tau, R) = \sum_{i=0}^{\infty} \frac{1}{n^i} S_i(\tau, R) + \sum_j \Omega_{ij}^{\text{NH}}(\tau) \sum_{i=0}^{\infty} \frac{1}{n^i} S_{ij}(\tau, R) + \ldots,$$

where,

$$\Omega_{ij}^{\text{NH}}(\tau) = e^{-in\hat{\omega}_j(1+\Lambda \tau)}.$$

Here the subscript $j$ anticipates a family of solutions parameterized by $\hat{\omega}_j$. The ellipses denote higher order terms in the trans-series, which arise as powers of $\Omega_{ij}^{\text{NH}}(\tau)$. This Ansatz supplements the expansion in powers of $1/n$ from Eqs. (3.13)-(3.15) with a non-perturbative contribution in $n$. From the linear independence of $\Omega_{ij}^{\text{NH}}(\tau)$, the functions $A_i(\tau, R)$, $B_i(\tau, R)$ and $S_i(\tau, R)$ can be solved identically to the perturbative series analysed in Subsection 3.1. The $\mathcal{O}(\Omega_{ij}^{\text{NH}}(\tau))$ contributions given by $A_{ij}(\tau, R)$, $B_{ij}(\tau, R)$ and $S_{ij}(\tau, R)$ describe linearised fluctuations on top of the $1/D$ expanded non-linear background. Inserting the ansatz (4.20)-(4.22), we can find the first few terms of the trans-series in the near-horizon region. Many of the lowest order coefficients vanish,

$$A_{0j} = 0,$$

$$S_{0j} = S_{1j} = 0,$$

while the metric function $B_{0j}(R, \tau) = Z(\xi, \tau)$ with $\xi = (1 + \Lambda \tau)R$ satisfies,

$$Z'' + \frac{(1 + 2\xi(-1 + i\hat{\omega}))}{\xi(1 - \xi)} Z' + \frac{i\hat{\omega}}{\xi(1 - \xi)} Z = 0,$$

where $'$ denotes derivatives with respect to $\xi$. This equation coincides with the large-$D$ limit of the QNM equation of a static black-brane, which gives the near-horizon behaviour of the spin-2, zero momentum QNM analysed in Appendix B. Imposing that $Z(\xi, \tau)$ is regular at $\xi = 1$, one can find a solution to Eq. (4.26) given by,

$$B_{0j}(R, \tau) = f(\tau)_{12} F_1(q_+, q_-, q_+ + q_-, 1 - (1 + \Lambda \tau)R),$$
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with \(2F_1\) the ordinary hypergeometric function, \(q_{\pm} = \frac{1}{2} \left( 1 - 2i\hat{\omega} \pm \sqrt{1 - 4\hat{\omega}^2} \right)\) and \(f(\tau)\) an arbitrary function of \(\tau\). Beyond this leading order, the next non-zero corrections in the large-\(D\) expansion are \(A_{1j}, B_{1j}\) and \(S_{2j}\), which we will not compute in this work.

### 4.3 Matching in the overlap region

Similar to the perturbative contributions discussed in Section 3, the near horizon analysis of the previous subsection must be matched to the near boundary region in order to extract the energy density associated with the corresponding gauge theory. As in the analysis of QNMs in Appendix B, this matching procedure imposes that not all values of the frequency \(\hat{\omega}\) lead to consistent evolutions in the gravity side.

For \(\hat{\omega} < 1/2\) the WKB expansion given by Eqs. (4.1)-(4.3) is valid in the overlap region since the stationary point lies beyond the horizon, but expanding both solutions at large \(R\) and large \(n\) yields inconsistent asymptotics, meaning that no solutions can exist for these values of \(\hat{\omega}\). For \(\hat{\omega} \geq 1/2\), the WKB solution can be matched to the near horizon dynamics after correctly treating the behaviour of the metric function in the vicinity of the stationary point \(r_S = 2\hat{\omega}\Lambda\). A particularly interesting regime is the region \(\hat{\omega} \gtrsim 1/2\), which corresponds to the smallest frequencies where this type of fluctuations occur. In this range the stationary point lies close to the horizon and the near horizon solution Eqs. (4.24)-(4.27) must first be matched to the stationary point solution given by Eqs. (4.12)-(4.14), which in turn can be matched to the near horizon solution. In what follows, consistent with our definition of \(x\), we will expand\(^5\)

\[
\hat{\omega} = \frac{1}{2} + n^{-2/3}\delta\omega_1 + n^{-1}\delta\omega_2 + n^{-4/3}\delta\omega_3 + \ldots,
\]

(4.28)
similarly to the analysis of the QNM frequencies of a static black-brane background in Appendix B. Note that the fact that \(\hat{\omega} - 1/2 \sim O(n^{-2/3})\) justifies the use of the near boundary approximation, Eqs. (4.12)-(4.14), to describe the dynamics close to the stationary point, since

\[
\left(\frac{r_S}{\Lambda}\right)^n \approx \left(1 + \delta\omega_1 \frac{2}{n^{2/3}}\right)^n \rightarrow \infty \quad e^{2\delta\omega_1 n^{1/3}} \gg 1,
\]

(4.29)

where \(\delta\omega_1\) is positive, since \(\hat{\omega} \gtrsim 1/2\).

Examining the stationary point solution given by Eq. (4.12) at large \(R\) and large \(n\) we find,

\[
\lim_{R \to \infty} \frac{1}{r^n} b(r, \tau) \propto g_0(\tau) R^{-\frac{1}{2} + \frac{i}{4}}
\]

(4.30)

\[
\times \left( \text{Ai} \left( -2^{2/3}\delta\omega_1 \right) + \frac{\text{Ai}' \left( -2^{2/3}\delta\omega_1 \right)}{\sqrt{2}} \right) + O(n^{-2/3}).
\]

\(^5\)Including a \(n^{-1/3}\) contribution to \(\hat{\omega}\) prevents a consistent matching between the stationary point solution given by Eq. (4.12) and the WKB solution given by Eq. (4.1).
Similarly, near the special value of \( \dot{\omega} = \frac{1}{2} + \delta \) with \( \delta > 0 \), Eq. (4.27) has a large R expansion of the form,

\[
\lim_{R \to \infty} B_{0j}(R, \tau) = f(\tau) \frac{\Gamma(1 - i)\Gamma\left(\frac{1}{2} - \frac{i}{2}\right)}{\Gamma\left(\frac{1}{2} - \frac{i}{2}\right)} [(1 + \Lambda \tau)R]^{-\frac{1}{2} + \frac{i}{2}} \left( -2H_{-\frac{1}{2} - \frac{i}{2}} + \log((1 + \Lambda \tau)R) \right) + O(\delta),
\]

where \( H_m \) denotes the \( m \)th Harmonic number. Immediately by comparing the logarithmic structure of Eqs. (4.30) and (4.31) at fixed orders in \( n \), we can set \( -2^{2/3} \delta \omega_1 \) to be the zeros of the Airy Function and fix the function \( g_0(\tau) \) through,

\[
- \frac{2i g_0'(\tau)}{g_0(\tau)} - 2\delta \omega_2 - i = -2H_{-\frac{1}{2} - \frac{i}{2}} + \log(1 + \Lambda \tau),
\]

which yields,

\[
g_0(\tau) = \tilde{C}_0 (1 + \Lambda \tau)^{-\frac{1}{2} + \frac{i}{2} + \frac{n + 1}{2}} \exp\left( -\frac{i}{2} \left( 1 - 2(\delta \omega_2 - H_{-\frac{1}{2} - \frac{i}{2}}) \Lambda \tau \right) \right)
\]

where \( \tilde{C}_0 \) is an undetermined overall constant related to initial data.\(^6\) Using Eq. (4.19) and Eq. (4.9), the energy density of this associated fluctuation in the boundary theory is

\[
\delta \tilde{\epsilon}(\tau) = C_0 \Lambda^n (\Lambda \tau)^{-3/2} (\Lambda \tau + i)^{\frac{1}{2} (\Lambda \tau + i)} \exp\left[ -i \Lambda \tau \left( \frac{n + 1}{2} + \delta \omega_1 n^{1/3} + H_{-\frac{1}{2} - \frac{i}{2}} \right) \right],
\]

where the constant \( C_0 \) is related to \( \tilde{C}_0 \) by constant factors involving \( n \), and \( \delta \omega_1 \) is given by a zero of the Airy Ai function.

The inspection of Eq. (4.35) clearly shows that this type of fluctuation of the energy density is non-perturbative in the \( 1/D \) expansion. Indeed, for times parametrically of the same order as \( \Lambda \), these fluctuations oscillate very quickly and they become blind to the \( 1/D \) expansion. Note that while the leading contribution to the oscillation frequency in the regime we have considered is fixed,\(^7\) \( i(n + 1) \Lambda / 2 \), these types of fluctuation possess different oscillation frequencies, distinguishable at subleading order and given by the discrete set of zeros of the Airy Ai function. Therefore, when the fluctuations are small, we can characterise the state by an infinite set of constants, each associated with one of the modes. These sets of constants codify the many possible off-equilibrium initial states that can be prepared for the gauge theory dual at any fixed spacetime dimension.

It is also instructive to evaluate the \( n^0 \) contribution to the exponential factor. While the leading and next to leading oscillation frequencies are purely real, the dissipation of the oscillation only occurs at subleading order, since

\[
H_{-\frac{1}{2} - \frac{i}{2}} \approx -0.290892 - 1.44066i,
\]

\(^6\) Comparing the overall time dependence of Eq.'s (4.30) and (4.31) will fix,

\[
f(\tau) \propto (1 + \Lambda \tau)^{\frac{i}{2} + \frac{n + 1}{2}} \exp\left( -i \Lambda \tau \left( \frac{n + 1}{2} + \delta \omega_1 n^{1/3} + H_{-\frac{1}{2} - \frac{i}{2}} \right) \right),
\]

where the proportionality can be fixed by accounting for an overall constant shift between Eqs. (4.4) and (4.23).

\(^7\) Additional oscillation modes can exist with \( \dot{\omega} > 1/2 \), which we have not analysed.
which, at this order, is common to all of these fluctuating modes. This uniformity implies that all these fluctuation dissipate at the same time scale, of order $1/\Lambda$.

The characteristic oscillation frequencies of these fluctuations coincide, up to some trivial kinematic factors whose origin will become apparent in the next subsection, with the QNM frequencies of a static black-brane computed in Appendix B. This outcome is expected, since experience with this set-up at finite $D$ indicates that the late-time, non-hydrodynamic evolution is controlled by the static QNMs. At late times, $\tau \gg 1/\Lambda$, Eq. (4.35) may be expressed as a power series in inverse powers of $\tau$, in which the leading order is given by

$$\delta \tilde{t}(\tau) \to \Lambda^n C_0 e^{-i(\Lambda \tau) \left( \frac{n+1}{2} + \delta \omega n^{1/3} + H - \frac{1}{2} - \frac{2}{3} \right) \left( \Lambda \tau \right)^{i \Lambda \tau/2} \frac{1}{(\Lambda \tau)^2}},$$

(4.37)

which matches the hydrodynamic analysis we provide in the next subsection. The sub-leading terms in $\tau$ correspond to higher order terms in the gradient expansion, and the all orders resummation that the large $D$ calculation provides gives access to the physics at early times.

### 4.4 Hydrodynamic trans-series at arbitrary fixed $D$

To better understand the origin of the non-perturbative in $1/D$ contributions to the energy density evolution identified above, in this section we compare those results with the expectations from the gradient expansion at fixed $D$. As we have seen in Section 3, the power expansion in $1/D$ of boost invariant longitudinal expansion is fully controlled by the hydrodynamic limit. Since, as we have argued, the non-pertubative contribution Eq. (4.35) is sensitive to non-hydrodynamic QNMs, these contributions cannot be captured by a mere gradient expansion. The fact that Eq. (4.35) in addition to being non-perturbative in the $1/D$ expansion is also non-perturbative in the gradient expansion $u \sim 1/\tau$ makes this observation apparent. Nevertheless, in the gradient analysis, non-perturbative contributions in gradients in the form of a trans-series have been identified [34, 35, 58–60], which control the behaviour of large order gradient perturbations [33]. In this subsection we explore the connection between these two types of non-perturbative contributions.

We start by performing the gradient trans-series analyses at arbitrary $D$. Following [34, 35, 58–60], at sufficiently late times we can supplement the gradient expansion of the different metric functions (3.36)-(3.38) with non-perturbative (in gradients) contributions in the form of a trans-series

$$\bar{A}(r, \tau) = \sum_{i=0}^{\infty} u^i \bar{A}_i(0) + \sum_{j} \Omega_j^{LT}(u) \sum_{i=0}^{\infty} u^i \bar{A}_{ij}(s), \ldots$$

(4.38)

$$\bar{B}(r, \tau) = \sum_{i=0}^{\infty} u^i \bar{b}_i(0) + \sum_{j} \Omega_j^{LT}(u) \sum_{i=0}^{\infty} u^i \bar{b}_{ij}(s), \ldots$$

(4.39)

$$\bar{d}(r, \tau) = \sum_{i=0}^{\infty} u^i \bar{d}_i(0) + \sum_{j} \Omega_j^{LT}(u) \sum_{i=0}^{\infty} u^i \bar{d}_{ij}(s), \ldots$$

(4.40)
where the ellipses denote higher order terms in the trans-series, which arise as powers of ΩLT(u), a non-analytic function of u which may be parametrised as

\[ \Omega_j^{LT}(u) = \exp \left\{ -i \int \mathrm{d} \tau \tilde{\omega}^{(j)} \bar{\epsilon}^{1/n} \right\} \]

\[ \approx u^{\tilde{\omega}^{(j)}(n-2)} e^{-i \tilde{\omega}^{(j)} n-1} \left( 1 - i \tilde{\omega}^{(j)} \left( \frac{1}{n^3 - 3n^2 + 2n} - \frac{\beta}{(n-1)n} \right) u + \mathcal{O}(u^2) \right) \quad (4.41) \]

with \( \tilde{\omega}^{(j)} \) a (set of complex) number(s). In the second line we have used the hydrodynamic approximation (2.13) to approximate the late time energy density. As stated, for non-zero \( \tilde{\omega}^{(j)} \) this contribution is non-analytic in the normalised gradient \( u \). Inserting the above ansatz into Einstein’s equations and expanding to leading order in the normalised gradient \( u \) we find that two of the metric functions do not get leading order trans-series corrections

\[ \tilde{A}_{0j} = 0, \quad \tilde{d}_{0j} = 0, \quad (4.42) \]

while the leading order trans-series correction to \( B \) satisfies the equation

\[ \tilde{b}''_{0j}(s) + \frac{(n-1) + s^n - 2i\tilde{\omega}_j s}{s(-1 + s^n)} \tilde{b}'_{0j}(s) + \frac{(n-1)i\tilde{\omega}_j}{s(-1 + s^n)} \bar{b}_{0j}(s) = 0, \quad (4.43) \]

which coincides with the equation for tensor fluctuations of the black-brane at zero spatial momentum (see Appendix B). Since the metric functions must be normalisable and regular at the horizon, the set \( \tilde{\omega}^{(j)} \) is given by the non-hydrodynamic quasinormal modes of the black brane at zero spatial momentum normalized by the \( n \)-th root of the equilibrium energy density (2.6), \( \tilde{\omega}^{(j)} = \omega/\epsilon_{\text{eq}}^{1/n} = n\omega/4\pi T \). Since at subsequent order in the gradient expansion the functions \( A_{ij} \) with \( i > 0 \) do not vanish, the structure of Eq. (4.38) and the leading order solution Eq. (4.42) implies that energy density in the dual gauge theory possesses arbitrary non-perturbative in gradients contributions in the form

\[ \tilde{\epsilon}(u) = \epsilon_{\text{hyd}}(u) + \Lambda^n \sum_j C_j u^{\frac{2}{n-1} - i\tilde{\omega}^{(j)} n^{-1} - 2} \left( 1 + \sum_{i=1}^{\infty} \rho_i u^i \right) \quad (4.44) \]

with \( \epsilon_{\text{hyd}}(u) \) the hydrodynamic expansion (2.13), and \( \rho_i \) is a set of fixed coefficients determined by the subsequent orders in the trans-series expansion. The complex numbers \( C_j \) are, on the contrary, arbitrary and depend on the initial conditions of the evolution.

Let us now address the large-\( D \) limit of the expression for the energy density (4.44). As we have seen in the previous section and in Appendix B, the QNM spectrum can be computed in series of inverse fractional powers of \( n \) [8, 57]. For the least damped modes, \( \tilde{\omega}^{(j)} = \hat{\omega} \Lambda \) with \( \hat{\omega} \) given in Eq. (4.28). Taking the large-\( D \) limit of Eq. (4.44), the contribution of the least damped modes to the energy density leads to

\[ \tilde{\epsilon}(u) = \Lambda^n \left( \frac{1}{\tau \Lambda} + \sum_j C_j e^{-i(\frac{n+1}{2} + \delta \omega_1^{(j)} n^{1/3} + \delta \omega_2) \tau \Lambda} (\tau \Lambda)^{-2 + i\tau \Lambda/2} \left( 1 + \sum_{i=1}^{\infty} \rho_i^{\infty} (\Lambda \tau)^i \right) + ... \right), \quad (4.45) \]
where the ellipses denote subleading \( n \) terms and \( \rho_{i}^{\infty} \) are the large-\( D \) limits of the constants \( \rho_{i} \). At late times, this expression matches exactly the time dependence of the energy density (4.37) we found in a large \( n \) expansion at late times in the previous subsection. But going beyond the strict late time limit, the large-\( D \) analysis provides a resummation of all the gradient terms at leading order in \( n \), since equating Eq. (4.45) and Eq. (4.35) yields

\[
\left(1 + \frac{i\Lambda}{\tau}\right)^{-\frac{1}{4} + \frac{i\Lambda}{2\tau}} \sim \left(1 + \sum_{i=1}^{\infty} \frac{\rho_{i}^{\infty}}{(\Lambda\tau)^{i}}\right).
\]  

(4.46)

Note that at this order in the 1/\( D \) expansion, the resummation of the gradient terms of the trans-series elements is the same for all the QNMs in the sector we have considered in this work. From (4.46), it is clear that an infinite number of gradient corrections in \( u \sim 1/\Lambda\tau \) occur in the leading order in 1/\( D \) contribution to the trans-series. This infinity stands in contrast to the perturbative results in Section 3, where we saw that at a given order in the 1/\( D \) expansion, only a finite number of gradient terms contributed.

5 Discussion

As we have seen, the large-\( D \) analysis of Bjorken flow is controlled by hydrodynamics. This result is easy to understand and is a consequence of the way we have taken the large-\( D \) limit. As we have discussed, to be able to compare holographic theories with different numbers of dimensions, we have demanded that all these theories possess the same late-time, hydrodynamic behaviour, which fixes the typical energy scale \( \Lambda \), defined in Eq. (2.11). This choice forces us to consider times for which the product \( w_\epsilon \equiv \tau \tilde{\epsilon}^{1/n} \sim O(n^0) \). Given the separation between the effective temperature and the \( n \)-th root of the energy density (2.6), the time scale \( \tau \sim 1/\Lambda \) under consideration in this work is parametrically separated from the microscopic scale \( \tau_\mu \sim 1/T \sim \tau/n \) when all non-hydrodynamic modes decouple. Since \( 1/\tau_\mu \) is also the size of the typical gradient, these considerations are similar to other large-\( D \) setups [6–30], where hydrodynamics also describes the dynamics of the large-\( D \) limit.

In contrast to many of those setups, our leading order dynamics (in the 1/\( D \) expansion) are identical to ideal hydrodynamics. This can be easily understood from the \( D \)-scaling of the different quantities. Typical large-\( D \) setups (see e.g. [10–12, 28, 29]) focus on slow dynamics, with energy flux velocities \( T^{0i}/\epsilon \sim O(1/\sqrt{n}) \) and small rate of change of energy \( \partial_t \ln \epsilon \sim \Lambda/n \) which, together with the transport coefficients (2.7), lead to viscous contributions at leading order in \( n \) Bjorken dynamics are, on the contrary, fast, since the velocity flux can take any value away from mid-rapidity and the rate of change \( \partial_t \ln \epsilon \sim 1/\tau \sim \Lambda \) for the time scales we consider. As discussed in Section 2, these scalings imply that viscous dynamics appear only at next-to-leading order. At this order, however, second order hydrodynamics captures all the evolution of the system, consistent with the constraints on the transport coefficients imposed by the leading order analysis of slow dynamics at large-\( D \).

By extending the large-\( D \) expansion of Bjorken flow up to next-to-next-to-next-to-leading order \( O(n^{-3}) \) we have managed to extract the large-\( D \) behaviour of a certain subset of higher-order transport coefficients up to 6-th order in gradients. Denoting these coefficients by \( \lambda^{(i)} \), with \( i \) the gradient order, these are related to the constants \( \theta^{(i)} \), defined in
Eq. (3.65), as
\[ \lambda^{(i)} = \theta^{i} \tilde{\epsilon}_{\text{eq}}^{1-i/n}, \] (5.1)
with the equilibrium energy density given in Eq. (2.6). With this normalisation \( \lambda^{(1)} \equiv -2\nu \eta, \lambda^{(2)} \equiv -2\nu^{2} (\eta \tau_{\pi} - 2(n-3)\lambda_{1}/(n-2)) \) and \( \lambda^{(3)} \) is a combination of 14 third-order coefficients in the basis of [61]. Beyond third order the coefficients are not classified. Nevertheless, in a basis in which only space-gradients (in the fluid rest frame) of the velocity and energy density field are employed, these \( \lambda^{(i)} \) are non-linear combinations of gradients of the velocity field without vorticity contributions. The finite number of inverse powers of \( \tau \) in our result Eq. (3.60) also implies that in units of \( \tilde{\epsilon}_{\text{eq}}^{1/n} \) relevant transport coefficients beyond 6-th order are suppressed by at least \( n^{-4} \). Note that the leading \( D \)-dependence of combinations of higher dimensional transport coefficients can also be determined from the \( D \)-expansion of the dispersion relation of hydrodynamic modes in [8]. However, the set of transport coefficients that those relations have access to is different from the relevant combinations for Bjorken flow. Since sound waves are linearised perturbations, the relevant corrections are linear combinations of space gradients (in the fluid rest frame) of the velocity field or energy density fluctuations. In contrast, in homogeneous Bjorken flow space gradients of the energy density vanish and the relevant corrections are non-linear combinations of the velocity field. Therefore, this boost invariant analysis constrains a complementary set of transport coefficients.

While the procedure we have followed could in principle be continued for arbitrarily large orders in the \( D \)-expansion, this boost invariant set-up clearly shows that the \( 1/D \) expansion does not converge, as already noted in [8]. In Section 4, we have identified a set of boost-invariant excitations that are non-perturbative in the \( 1/D \) expansion. Those excitations correspond to fast modes, with a typical rate of variation of order \( n \Lambda \), parametrically separated from the hydrodynamic regime. As we have checked explicitly, those correspond to non-hydrodynamic excitations, governed by the large-\( D \) limit of quasi-normal modes of black-branes. In addition to being non-perturbative in the \( 1/D \) expansion, those contributions are also non-perturbative in the gradient expansion and at fixed \( D \) they are responsible for the non-convergence of the hydrodynamic series [34, 35, 58–60]. Analogously, the \( D \)-dependence of this non-perturbative component also indicates that studying large orders in the large-\( D \) expansion would lead to factorial growth of the \( D \)-expansion coefficients of the energy and, consequently, its Borel transform would have a finite radius of convergence. Nevertheless, the non-analytic \( D \)-dependence of the lowest QNMs may lead to interesting patterns in the behaviour of large order perturbation theory, which could be studied after automating the large-\( D \) computation in this set-up, as was done for the gradient expansion.

From the point of view of time-evolution, the existence of this set of excitations codifies the many possible initial conditions that can be specified for the system. The behaviour of the relevant QNMs at large-\( D \) also has interesting consequences for the way in which matter becomes independent of the details of the initial conditions at sufficiently late times. Unlike the familiar example of \( D = 5 \) \((n = 4)\) where the real and imaginary parts of those QNMs are comparable, in the large-\( D \) limit these two contributions have parametrically different
behaviours. As discussed in Section 4, the leading contribution of the least damped modes becomes proportional to the number of space-time dimensions in the dual theory, while the imaginary part saturates into a constant of order $\epsilon^{1/n}$. What this means is that, at the time scale at which we have performed the analysis, the amplitude of the non-hydrodynamic excitations are not suppressed. The reason those modes decouple from the expansion at this time-scale is that they oscillate rapidly about the hydrodynamised evolution. As such, they average to zero over the typical expansion time-scale. However, the damping rate of those excitations remains of order $\Lambda$, which implies that the amplitude of oscillations is not parametrically suppressed over the time-scales we study. If there is a hydrodynamic attractor at large-$D$, this analysis indicates that the approach of specific initial conditions to this attractor is different from the cases already studied in the literature up to now (see [35] for a review). It would be interesting to study whether by using $D$ as an expansion parameter, holographic computations in arbitrary space-time dimension could be used to further constrain the dynamics of hydrodynamic attractors.
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A Non-Perturbative Solutions in the Near Boundary Region

In this appendix we justify the form of Eq. (4.4) in Subsection 4.1. In the near boundary region, after introducing variables $a$, $b$ and $s$ in Eqs. (3.48) to (3.50), we find Eq. (3.4) to take the form,

$$\left( n + 1 + \frac{1}{r\tau + 1} \right) \frac{b^{(0,1)}(r, \tau)}{2r} + \frac{(n - 1)r}{2} b^{(1,0)}(r, \tau) - \frac{r^2}{2} b^{(2,0)}(r, \tau) - b^{(1,1)}(r, \tau)$$

$$+ \frac{1}{r\tau + 1} \sum_{n=0}^{n-2} \left[ r a^{(1,0)}(r, \tau) - a(r, \tau) + \frac{(n - 1)s^{(0,1)}(r, \tau)}{r^2} \right] = 0 . \tag{A.1}$$

We will look for solutions of the form,

$$a(r, \tau) = \Omega(r, \tau) \sum_{i=0}^{n-1} a_i(r, \tau) , \tag{A.2}$$

$$b(r, \tau) = \Omega(r, \tau) \sum_{i=0}^{n-1} b_i(r, \tau) , \tag{A.3}$$

$$s(r, \tau) = \Omega(r, \tau) \sum_{i=0}^{n-1} s_i(r, \tau) , \tag{A.4}$$

where the function $\Omega(r, \tau)$ satisfies,

$$\frac{\partial_r \Omega(r, \tau)}{\Omega(r, \tau)} \sim \frac{\partial_r \Omega(r, \tau)}{\Omega(r, \tau)} \sim O(n) , \tag{A.5}$$

and derivatives of all $a_i$, $b_i$ and $s_i$ go like $O(n^0)$. Boundary energy-momentum conservation imposes that $\partial_r a = b$ as $r \to \infty$, so that the leading power of $a_i$ in Eq. (A.2) will be suppressed with respect to $b(r, \tau)$. Similarly, imposing the other Einstein’s equations implies that the leading order term in $s$ is suppressed by $n^2$. Whenever we take a derivative with our Ansatz we pick up an extra factor of $n$ so that only terms proportional to $b$ will remain in the equation of motion at leading order in $n$. We can extract $\Omega$ from the leading order in $n$ terms of Eq. (A.1):

$$\frac{n^2 b^{(1,0)}(r, \tau) + n r b^{(1,0)}(r, \tau) - r^2 b^{(2,0)}(r, \tau) - 2 b^{(1,1)}(r, \tau)}{r} = 0 . \tag{A.6}$$

This equation is linear with $\tau$ independent coefficients. Therefore, we can write all solutions of $\Omega$ in terms of a Fourier transform. Factoring out the leading $n$ coefficient of $\tau$ in this Fourier transform, we can identify,

$$\Omega(r, \tau) = e^{-i n \omega \tau + n f(r)} . \tag{A.7}$$
In this section we describe the quasi-normal spectrum of black-branes in the large-$D$ limit at zero spatial momentum. These modes control the non-perturbative contributions in $1/D$ to the Bjorken flow, as discussed in Section 4. As is well known [62] this channel does not possess hydrodynamic excitations and the frequency of all QNMs is finite in the zero momentum limit. The equation for these modes can be easily obtained by studying small anisotropic fluctuations of the black-brane. In standard Eddington-Finkelstein form (which differs from the gauge in Section 3), to leading order in the perturbation, the metric is

$$\text{ds}^2_{\text{B-B+fluc}} = -r^2 A_{BB}^2 dt^2 + 2 dtdr + r^2 \left[ 1 + \frac{1}{n-2} Z(t, r) \right] dr^2 + r^2 \left[ 1 - \epsilon Z(t, r) \right] dx^2 \parallel + r^2 \left[ 1 + \epsilon \frac{n - 2}{n-2} Z(t, r) \right] dx^2 \perp \quad (B.1)$$

with $A_{BB} = 1 - (\Lambda/r)^n$ the blackening factor of the brane in $D = n + 1$ dimension and $\epsilon$ is a book-keeping parameter that indicates that the anisotropic fluctuation $Z(t, r)$ is small.

Linearising Einstein’s equations in $\epsilon$ and after a Fourier transform the equation of motion for the fluctuation in terms of the coordinate $z = \Lambda/r$ is given by

$$Z''(z) - \left( (n-1) + z^n - 2i\tilde{\omega} z \right) Z'(z) - \frac{(n-1)i\tilde{\omega}}{z(1-z^n)} Z(z) = 0, \quad (B.2)$$

which coincides with the Eq. (4.43) for the leading order trans-series term in Bjorken flow.\(^8\) The large-$D$ analysis of this equation is very similar to that of the QNMs of black-holes in [57], which we follow closely. As in that case, this equation exhibits two distinct regions in the coordinate $z$: the near boundary region $z \to 0$, where the quickly changing function $z^n$ can be neglected and the dynamics are those of vacuum $AdS_D$; and the near horizon region $z \sim 1$ where the dynamics of the fluctuation is sensitive to the black-brane.

To zoom into the near horizon region, we introduce the variable $R = 1/z^n$, as was done in Section 3. To find a non-trivial QNM spectrum at large-$D$, we also introduce the scaled variables $\hat{\omega} = \omega/n$. Taking $n \to \infty$, Eq. (B.2) becomes

$$\left( 1 + 2 \left( i\hat{\omega} - 1 \right) R \right) Z''_{NH}(R) - \frac{i\hat{\omega} Z_{NH}(R)}{(R-1)R} + Z'_{NH}(R) = 0, \quad (B.3)$$

which coincides with the equation for the non-perturbative phase, Eq. (4.26). Regular or ingoing solutions of this equation at the horizon, $R = 1$, are given by

$$Z_{NH}^{QNM}(R) = _2F_1 \left( -\frac{1}{2} \sqrt{1 - 4\hat{\omega}^2} - i\hat{\omega} + \frac{1}{2} \sqrt{1 - 4\hat{\omega}^2} - i\hat{\omega} + \frac{1}{2} ; 1 - 2i\hat{\omega} ; 1 - R \right), \quad (B.4)$$

with $_2F_1$ the ordinary hypergeometric function. Note that in this limit and to leading order in $1/n$, this near horizon fluctuation does not depend on $n$.

To obtain the spectrum of QNMs, we must impose normalizability at the boundary. As already mentioned, in this region the dynamics of the fluctuation are vacuum-like and the effects of the black-brane can be neglected. The effects of the black-brane are signaled by

\(^8\)The Fourier transform has a plane wave factor of the form $e^{-i\tilde{\omega} \Lambda}$ such that $\tilde{\omega}_j$ is dimensionless.
the presence of an $z^n$ term in Eq. (B.2), which vanishes in the near boundary limit, leading to the simpler equation

$$Z''_{NB}(z) - \frac{(n - 1 - 2i\hat{\omega} z)}{z} Z'_{NB}(z) - \frac{(n - 1)i\hat{\omega} z}{z} Z_{NB}(z) = 0.$$  

(B.5)

Analytic solutions of this equation, in terms of the Bessel-J function can be found and analysed as in [57]. Here, however, we will perform an equivalent WKB interpretation, which can be generalised to the analysis of fluctuations on top of Bjorken flow. Following this strategy, we search for solutions of Eq. (B.2) in the near boundary region in the form

$$Z_{QNM}^{NB}(z) = z^{n/2} e^{-in\hat{\omega} z} e^{n\sigma(z)}.$$  

(B.6)

(While it is true that $e^{n\sigma} = J_2(n\hat{\omega} z)$, for most of the analysis, it will be more convenient to use the WKB form of the wave function). At large-$D$, we expand $\sigma$ in inverse powers of $n$

$$\sigma = \sigma_0(z) + \frac{1}{n} \sigma_1(z) + \ldots,$$  

(B.7)

where the ellipses denote additional orders in the large $D$-expansion. The equation for $\sigma_0$ is non-linear and is given by

$$\sigma'_0(z) = \pm \frac{1}{2} \sqrt{\frac{1}{z^2} - 4\hat{\omega}^2}.$$  

(B.8)

Only the “+” branch leads to a normalisable solution at the boundary. Note that in this solution there is a special point $z_T = 1/2\hat{\omega}$ around which the phase varies slowly. This means that the WKB approximation is not valid in the vicinity of this point and may be viewed as the analogue of a stationary point in quantum mechanics. There are three distinct regimes which can be analyzed: $\hat{\omega} < 1/2$, $\hat{\omega} \gtrsim 1/2$, and $\hat{\omega} \gg 1/2$. For $\hat{\omega} < 1/2$, the stationary point lies in the region where the effect of the $z^n$ gravitational potential of the black-brane is non-negligible and the WKB approximation is valid in all the near boundary region. However, for this range of values of $\hat{\omega}$ the solution cannot be matched to the near horizon region and no QNMs appear. On the contrary, for $\hat{\omega} \geq 1/2$ the WKB approximation fails while the black-brane gravitational field is negligible, and QNM frequencies can be obtained by matching the near horizon solutions to the near boundary ones.

The limit $\hat{\omega} \gg 1$ was analyzed previously by ref. [63]. As the modes are highly damped, they are perhaps physically less interesting. Additionally, we are specifically interested in the case where $n$, not $\hat{\omega}$, is the largest parameter in the problem. As the calculation is more straightforward than the more interesting case $\hat{\omega} \gtrsim 1/2$, let us nevertheless summarize the results. The near horizon solution (B.4) has a large $\xi$ expansion of the form

$$Z_{NH}^{QNM} \sim R^{-1/2}\left(-2ie^{-2n\hat{\omega} R^{2\hat{\omega}}} + 1\right).$$  

(B.9)

Using the Bessel function form, the near boundary solution has a similar large $R$ expansion

$$Z_{NB}^{QNM} \sim R^{-1/2}(ie^{in\pi/2-2n\hat{\omega} R^{2\hat{\omega}}} + 1).$$  

(B.10)

These two expansions are compatible provided $\hat{\omega}$ is quantized according to

$$\hat{\omega}_j = \frac{1}{2} \frac{1}{n + i\pi} \left(2\pi j + \frac{n - 2}{2} - i\log(2)\right),$$  

(B.11)
with \(j\) an integer such that \(|j| \gg 1\). One aspect of this spectrum that will remain true in the regime \(\hat{\omega} \gtrsim 1/2\) is that the imaginary part is \(O(1/n)\) compared with the real part of \(\hat{\omega}\).

The most interesting case\(^9\) is \(\hat{\omega} \gtrsim 1/2\). In this case, the WKB expression is valid in the entire near boundary region and it only fails in the vicinity of the horizon, \(z_T \sim 1\). This range of frequencies also corresponds to the least damped QNMs of the black-brane [57]. Using standard arguments, the extent of this region may be determined by requiring

\[
|\chi| \ll 1 \quad \text{with} \quad x \equiv \left(\frac{1}{z} - 2\hat{\omega}\right) n^{2/3},
\]

(B.12)

the equation for the fluctuations must be solved in a different manner. Note, in particular, that keeping \(x\)-fixed while taking the large \(n\)-limit brings the validity of the WKB region closer and closer to \(z_T = 1\). Therefore, in the region given by Eq. (B.12) we perform the large-\(D\) expansion with \(x\) fixed as

\[
\tilde{Z}_{NB} = \sum_{j=0}^{\infty} \psi_j(x) n^{-j/3},
\]

(B.13)

where \(\tilde{Z}_{NB} \equiv e^{n\sigma}\). In this expansion, the origin of the fractional powers arises from the definition of \(x\) in Eq. (B.12). Similarly, we expand the QNM frequency in inverse fractional powers of the number of space-time dimensions

\[
\omega = n \left(\frac{1}{2} + \delta\omega_1 \frac{1}{n^{2/3}} + \delta\omega_2 \frac{1}{n} + \delta\omega_3 \frac{1}{n^{4/3}} + \delta\omega_4 \frac{1}{n^{5/3}} + \ldots\right),
\]

(B.14)

where the absence of an \(n^{-1/3}\) contribution is a consequence of matching this result with the near horizon region [57]. The validity of the near boundary approximation, Eq. (B.5), follows from the same argument as in Eq. (4.29).

Up to order \(1/n\), solutions for the functions \(\psi_i(x)\) can be found in terms of Airy functions. Imposing that in the \(x \gg 1\) region those solutions can be matched to a normalisable mode, expressed in the WKB form of Eq. (B.6) with the expansion Eq. (B.7), and up to an overall normalisation, these functions are

\[
\psi_0(x) = \text{Ai}\left(\frac{x}{\sqrt{2}}\right),
\]

(B.15)

\[
\psi_1(x) = c_1 \text{Ai}\left(\frac{x}{\sqrt{2}}\right),
\]

(B.16)

\[
\psi_2(x) = \frac{1}{20} \left(4 \text{Ai}\left(\frac{x}{\sqrt{2}}\right) \left(5c_2 + 5\delta\omega_1 + x\right) - 2^{2/3} x (20\delta\omega_1 + 7x) \text{Ai}'\left(\frac{x}{\sqrt{2}}\right)\right),
\]

(B.17)

\[
\psi_3(x) = \frac{1}{20} \left(4 \text{Ai}\left(\frac{x}{\sqrt{2}}\right) \left(5c_1 \delta\omega_1 + c_1 x + 5c_3 + 5\delta\omega_2\right) - 2^{2/3} x \text{Ai}'\left(\frac{x}{\sqrt{2}}\right) \left(20c_1 \delta\omega_1 + 7c_1 x + 20\delta\omega_2\right)\right),
\]

(B.18)

\(^9\) The spectrum of QNMs with \(\hat{\omega} \gg 1/2\) can be inferred from the analysis of Chamblin-Reall holography performed in [64], which connects the \(\hat{\omega} \gtrsim 1/2\) region with the asymptotic large frequency region studied in [63] and summarised in Eq. (B.11).
with \( \text{Ai}(x) \) the Airy function of the first kind and \( c_1, c_2 \) and \( c_3 \) arbitrary constants that need to be determined. Since the set of Eqs. (B.15)-(B.18) extend to the vicinity of the horizon, we can fix those constants as well as the different QNM frequency corrections \( \delta \omega \) by matching the linearised wave functions to the near horizon dynamics in the intermediate region, when the coordinate \( R \) becomes large and the effect of the black-brane is small. To compare the behaviour close to the stationary point with Eq. (B.4), we express Eqs. (B.15)-(B.18) in terms of \( \delta \omega \), \( R \), and expand in inverse powers of \( n \). Note that at leading order, this procedure implies

\[
x = -2\delta \omega_1 + \mathcal{O} \left( \frac{1}{n^{1/3}} \right). \tag{B.19}
\]

Using Eqs. (B.6), (B.15), and (B.19), the leading order in \( 1/n \) expression for the QNM profile in the intermediate region is given by

\[
Z_{\text{QNM}}^{\text{IM}} \equiv e^{-i\omega_2-i\delta \omega_1 n^{1/3} - \frac{2}{\pi R} R^{-\frac{1}{2} + \frac{i}{2}} \left( \text{Ai} \left( -2^{2/3} \delta \omega_1 \right) + \mathcal{O} \left( n^{-1/3} \right) \right)},
\]

Expanding this expression in the vicinity of \( \hat{\omega} = 1/2 + \delta \omega \), with \( \delta \omega \) small and given by the expansion Eq. (B.14), the near horizon profile becomes

\[
Z_{\text{QNM}}^{\text{NH}} = R^{-\frac{1}{2} + \frac{i}{2}} \frac{\Gamma(1-i) \left( \log(R) - 2H_{-\frac{1}{2} - \frac{i}{2}} \right)}{\Gamma \left( \frac{1}{2} - \frac{i}{2} \right)^2} + 2\delta \omega \frac{\Gamma(1-i)}{6 \Gamma \left( \frac{1}{2} - \frac{i}{2} \right)^2} \left( c_{l0} + c_{l1} \log R + c_{l2} \log R^2 - \frac{1}{2} \log R^3 \right), \tag{B.20}
\]

Expanding this expression in the vicinity of \( \hat{\omega} = 1/2 + \delta \omega \), with \( \delta \omega \) small and given by the expansion Eq. (B.14), the near horizon profile becomes

\[
Z_{\text{QNM}}^{\text{NH}} = R^{-\frac{1}{2} + \frac{i}{2}} \frac{\Gamma(1-i) \left( \log(R) - 2H_{-\frac{1}{2} - \frac{i}{2}} \right)}{\Gamma \left( \frac{1}{2} - \frac{i}{2} \right)^2} + 2\delta \omega \frac{\Gamma(1-i)}{6 \Gamma \left( \frac{1}{2} - \frac{i}{2} \right)^2} \left( c_{l0} + c_{l1} \log R + c_{l2} \log R^2 - \frac{1}{2} \log R^3 \right), \tag{B.20}
\]

with

\[
c_{l0} = 2H_{-\frac{1}{2} - \frac{i}{2}} \left( 2 \left( H_{-\frac{1}{2} - \frac{i}{2}} \right)^2 + \pi^2 - 6i \psi^{(0)} \left( \frac{1}{2} - \frac{i}{2} \right) + 6i \psi^{(0)} (1-i) - 3 \psi^{(1)} \left( \frac{1}{2} - \frac{i}{2} \right) \right) + 8\zeta(3) + 6i \psi^{(1)} \left( \frac{1}{2} - \frac{i}{2} \right) + \psi^{(2)} \left( \frac{1}{2} - \frac{i}{2} \right), \tag{B.22}
\]

\[
c_{l1} = -6 \left( H_{-\frac{1}{2} - \frac{i}{2}} \right)^2 - 6i \gamma_E - \pi^2 - 6i \psi^{(0)} (1-i) + 3 \psi^{(1)} \left( \frac{1}{2} - \frac{i}{2} \right), \tag{B.23}
\]

\[
c_{l2} = 3H_{-\frac{1}{2} - \frac{i}{2}} + 3i, \tag{B.24}
\]
where $H_n$ is the $n^{th}$-Harmonic number, $\gamma_E$ is the Euler-Mascheroni constant, $\zeta(s)$ is the Riemann $\zeta$-function and $\psi^{(i)}$ is the polygamma function of order $i$.

Comparing the expected behaviour from the near horizon, Eq. (B.21), and near boundary, Eq. (B.20), analyses, in the intermediate region it becomes apparent that these two functional forms can only be made compatible provided the leading order term in Eq. (B.20) vanishes, which implies that $-2^{2/3}\delta\omega_1$ is a zero of the Airy function, which may be approximated by [57]

$$\delta\omega_1 \simeq \left(\frac{3\pi}{16} (4k - 1)\right)^{2/3}, \quad k = 1, 2, \ldots,$$

(B.25)

which becomes a more accurate approximation as $k$ grows.

Having fixed the leading order correction to the QNM frequency, the functional forms of both expressions Eq. (B.21) and Eq. (B.20) can be matched order by order in the $1/n^{1/3}$-expansion. This procedure fixes the corrections of the QNM frequencies

$$\delta\omega_2 = H^{\frac{3}{2}} - \frac{3}{4},$$

(B.26)

$$\delta\omega_3 = \frac{3}{5}\delta\omega_1^2,$$

(B.27)

$$\delta\omega_4 = \frac{1}{6} \delta\omega_1 \left(12H^{\frac{3}{2}} - 8\zeta(3) - 6i\psi^{(1)}\left(\frac{1}{2} - \frac{i}{2}\right) - \psi^{(2)}\left(\frac{1}{2} - \frac{i}{2}\right)\right),$$

(B.28)

as well as the undetermined constants in Eq. (B.16) and Eq. (B.17)

$$c_1 = \frac{3i\delta\omega_2^2}{5},$$

(B.29)

$$c_2 = -\frac{1}{150}\delta\omega_1 \left(27\delta\omega_1^3 + 50\pi^2 - 300i\gamma_E\right.$$

$$+5 \left(40i\zeta(3) + 42 - 120i\psi^{(0)}\left(\frac{1}{2} - \frac{i}{2}\right) + 60i\psi^{(0)}(1 - i)\right.$$  

$$-60\psi^{(1)}\left(\frac{1}{2} - \frac{i}{2}\right) + 5i\psi^{(2)}\left(\frac{1}{2} - \frac{i}{2}\right))\right).$$

(B.30)

Beyond the stated order, the calculation becomes sensitive to both $1/n$ corrections to the near horizon wave function and to additional powers in the expansion of the QNM frequency.

The results for $\delta\omega_1$ and $\delta\omega_2$ are the same that we found in the computation of the transseries for Bjorken flow in Section 4. Here, however, due to the simplicity of the differential equation (B.2), we were able to go to higher order and recover $\delta\omega_3$ and $\delta\omega_4$ as well. To gain confidence in the results, in Fig. (2) we compare with numerical evaluations of the QNM spectrum for black-branes for $n = 4$ to 300. The match is quite good for the low-lying modes, and becomes better with increasing $n$.

C Expressions for the Third-order Expansion of the Different Metric Functions

In this appendix we tabulate the third-order in the large-$D$ expansion for the different metric functions, found in Subsection 3.1.
Figure 1. Real (left) and imaginary (right) parts of the first four quasi normal modes of black-branes in different numbers of dimension $D = 1 + n$ in the spin-2 channel at zero spatial momentum. In both panels $\Delta \omega = \omega_{\text{QNM}} - n \left( 1/2 + \delta \omega_1 n^{-2/3} + \delta \omega_2 n^{-1} \right)$, with $\delta \omega_1$ the corresponding zero of the Airy function and $\delta \omega_2$ given in Eq. (B.26). The lines correspond to the real and imaginary parts of $\Delta \omega_{\text{LD}} \equiv n \left( \delta \omega_3 n^{-4/3} + \delta \omega_4 n^{-5/3} \right)$ with the expression for each coefficient given in Eqs. (B.27) and (B.28) multiplied by the power of $n$ stated in the $y$-axis.

Figure 2. The quasinormal mode spectrum for $n = 30$. The solid dots are numerically determined. For the modes with negative real part, the open circles indicate the prediction from our WKB analysis for modes with $|\omega| \gtrsim n/2$. For the modes with positive real part, we have plotted the line $\text{Im}(\omega) = -\frac{\pi}{n} \text{Re}(\omega)$, determined from the $|\omega| \gg n/2$ analysis of the quasinormal mode spectrum.

\[
A_3 = -\frac{\tilde{a}_3^\text{NH}(\tau)}{R} + \frac{4\Lambda \tau \text{Li}_3 \left( \frac{1}{R(\Lambda \tau + 1)} \right)}{R(\Lambda \tau + 1)^3} + \frac{2\Lambda \tau \text{Li}_2 \left( \frac{1}{R(\Lambda \tau + 1)} \right)}{R(\Lambda \tau + 1)^4} \left( 2 \left( 1 - \frac{1}{R(\Lambda \tau + 1)} \right) - \log \left( \frac{1}{R(\Lambda \tau + 1)} \right) \right)
- \frac{(\Lambda^2 \tau^2 - 4\Lambda \tau + 1) \log^3(R)}{6R(\Lambda \tau + 1)^4} - \frac{\log^2(R) ((\Lambda^2 \tau^2 - 1) \log(\Lambda \tau + 1) + \Lambda \tau (\Lambda \tau - 5))}{2R(\Lambda \tau + 1)^4}
- \frac{\log(R) ( -2\Lambda \tau (\Lambda \tau + 2) + (\Lambda \tau + 1)^2 \log^2(\Lambda \tau + 1) - 2(5\Lambda \tau + 2) \log(\Lambda \tau + 1))}{2R(\Lambda \tau + 1)^4}
+ \frac{4\Lambda \tau \left( 1 - \frac{1}{R(\Lambda \tau + 1)} \right) \log \left( \frac{1}{R(\Lambda \tau + 1)} \right) \log \left( 1 - \frac{1}{R(\Lambda \tau + 1)} \right)}{(\Lambda \tau + 1)^3},
\]
with $\tilde{a}_3^{NH}(\tau)$ given in Eq. (3.31) and the metric function $B_3$ is

$$B_3 = -\frac{2(\Lambda \tau - 1)^2 \text{Li}_3\left(\frac{1}{\Lambda \tau R + R}\right)}{(\Lambda \tau + 1)^3} + \frac{4(\Lambda \tau - 1) \text{Li}_3(1 - R(\Lambda \tau + 1))}{(\Lambda \tau + 1)^3}$$

\begin{equation}
\quad
-\frac{2\Lambda \tau \text{Li}_2\left(\frac{1}{\Lambda \tau R + R}\right)(\Lambda \tau + (\Lambda \tau - 1) \log(R) - 2)}{(\Lambda \tau + 1)^3} + \frac{2(\Lambda \tau - 1) \log^3(R(\Lambda \tau + 1))}{3(\Lambda \tau + 1)^3}
\end{equation}

\begin{equation}
2 \left(\pi^2(\Lambda \tau - 1) + \frac{3\Lambda \tau((\Lambda \tau + 1) \log(\Lambda \tau + 1) - \log(R) + 2)}{1 - (1 + \Lambda \tau) R}\right) \log(\Lambda \tau + 1))
\end{equation}

\begin{equation}
\log \left(\frac{1}{1 - \frac{1}{\Lambda \tau R + R}}\right) \left(2\Lambda \tau(\Lambda \tau - 2) + (\Lambda \tau - 1)^2(-\log(\Lambda \tau + 1)) + (A^2 \tau^2 - 1) \log(R)\right) \log \left(1 - \frac{1}{\Lambda \tau R + R}\right).
\end{equation}

As stated in Subsection 3.1

$$S_3 = 0.$$  \hspace{1cm} (C.3)

However, to be able to compute $A_3$ and $B_3$ it is necessary to determine $S_4$, which is given by

\begin{equation}
S_4 = \frac{2\Lambda \tau \left(2\text{Li}_3\left(\frac{1}{\Lambda \tau R + R}\right) - \text{Li}_2\left(\frac{1}{\Lambda \tau R + R}\right)\log\left(\frac{1}{\Lambda \tau R + R}\right)\right)}{(\Lambda \tau + 1)^3}.
\end{equation}

(C.4)
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