DATA-DRIVEN FRACTURE MECHANICS
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Abstract. We present a new data-driven paradigm for variational brittle fracture mechanics. The fracture-related material modeling assumptions are removed and the governing equations stemming from variational principles are combined with a set of discrete data points, leading to a model-free data-driven method of solution. The solution at a given load step is identified as the point within the data set that best satisfies either the Kuhn-Tucker conditions stemming from the variational fracture problem or global minimization of a suitable energy functional, leading to data-driven counterparts of both the local and the global minimization approaches of variational fracture mechanics. Both formulations are tested on different test configurations with and without noise and for Griffith and R-curve type fracture behavior.
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1. Introduction

Data-driven techniques rooted in data science and machine learning recently experienced a tremendous development and a boost of applications in many fields such as finance, advertising and marketing, to create predictive models based on large sets of discrete data [1]. Related approaches were applied since the late '80s to mechanics problems but were restricted to pre- or post-processing procedures, with the aim of identifying unknown parameters in pre-defined material constitutive laws or for design optimization [2, 3, 4], whereas the solution of the mechanics boundary value problems followed the conventional lines.

More recently, the novel paradigm of model-free data-driven computational mechanics was advocated [5]. The main idea is that boundary value problems in mechanics are based upon two types of relationships: an epistemic and certain set of basic conservation laws (e.g., energy balance, equilibrium, compatibility) and an empirical and uncertain set of material constitutive equations [5]. The uncertainty of the latter stems from the attempt to distillate analytical models from collected data, with an unavoidable manipulation of the information [6]. In this process, uncertain assumptions on the characteristics of the constitutive model are introduced to obtain objective functions that are calibrated using the collected data, also affected by uncertainty. The consequent interaction between these two sources of uncertainty is hardly predictable and can be avoided by directly replacing the classical constitutive relationships with information supplied by discrete raw observations.

The data-driven solver in [5] assigns to each material point the point in the available data set closest to the subset of points fulfilling compatibility and equilibrium. Subsequent extensions were proposed to geometrically nonlinear elasticity [7, 8], and elastodynamics [9]. Further developments include a maximum entropy scheme increasing robustness with respect to outliers [10], and the reformulation of the problem in the framework of mixed-integer quadratic optimization [11]. Based on the approach in [5], a new methodology to identify material parameters and stresses in experimental testing based on digital image correlation was developed in [12, 13]. Alternative data-driven formulations [14, 15] seek to reconstruct a constitutive manifold from data using manifold learning methods. In the case of elasticity, the goal is to use data to identify a suitable approximation of the strain energy density functional.

Extensions of the Data-Driven formulation to inelastic materials have been considered by Eggersmann et al. [16]. The fundamental challenge is to account for the history dependence of the material without modeling assumptions such as an ad hoc choice of internal variables. Eggersmann et al. [16] investigate three representational paradigms for the evolving material data sets: i) materials with memory, i.e., conditioning the material data set to the past history of deformation; ii) differential materials, i.e., conditioning
the material data set to short histories of stress and strain; and iii) history
variables, i.e., optimally identifying variables encoding as much information
as possible about history dependence in stress-strain data. In this latter
vein, a particular choice of internal variable, namely, the plastic-strain rate,
has been considered in [17]. Despite these advances, the extension of the
model-free data-driven approach to dissipative inelastic behavior remains a
largely open and non-trivial challenge.

In this paper, we propose a data-driven approach to the solution of the
rate independent fracture problem in brittle materials. This class of prob-
lems is particularly suited to be adapted to the model-free data-driven para-
digm since the natural choice for the history variable is the crack extension,
which is easy to measure experimentally. For the sake of simplicity, we as-
sume a known linear elastic constitutive behavior of the material and focus
on the data-driven solution of the fracture problem. Along the same lines
as in [5], we remove the fracture-related material modeling assumptions and
let the fracture constitutive behavior be fully encoded in a discrete set of
material data. In addition, we derive the epistemic and certain set of con-
servation laws from variational principles. In the variational formulation
of the fracture problem, we consider both the stationarity condition of the free
energy, i.e., a solution based on metastability or local stability [18], which
is the closest to Griffith’s view of fracture, and a solution based on global
stability in the spirit of [19]. The solution at a given load step is identified
as the point within the data set that best fulfils either stationarity or global
minimization of the free energy, leading to the data-driven counterparts of
both the local and the global minimization approaches.

The remainder of this paper is structured as follows. In Sect. 2 standard
rate-independent fracture mechanics is briefly recalled along with its vari-
ational setting in terms of both local and global minimization of the free
energy. The data-driven counterparts are formulated in Sect. 3 where also
the main aspects of the numerical implementation are described. Sect. 4
presents some numerical examples, where standard and data-driven formu-
lations are tested on different setups with and without noise, for Griffith
and R-curve type fracture behavior. Conclusions are drawn in Sect. 5.

2. Classical fracture mechanics

Throughout this work, we are concerned with the problem of modeling
the growth of cracks in elastic materials. In order to focus attention on how
data-driven concepts apply to fracture mechanics, we consider the simplest
possible case of a solid with a known linearly elastic constitutive behavior,
in which the crack set can be characterized by a single length parameter $a$.

2.1. Equilibrium of a cracked elastic solid. Crack growth is an inelastic
process in which the crack configuration evolves according to kinetics and
is driven by energetic forces. In order to exhibit the structure of the theory
in its simplest form, we adopt a compliance representation of the energy
and assume planar rate-independent crack growth under mode I loading. Under these conditions, the configuration of the crack is described by the single variable \( a \), which plays the role of a state variable, the loading by an effective force \( P \) and the deformation by a conjugate effective displacement \( \Delta \). At equilibrium \( P \) and \( \Delta \) necessarily bear a linear relation of the form

\[
\Delta = C(a)P
\]

where \( C(a) \) is the crack-length-dependent compliance of the solid (Fig. 1a). Throughout this paper we assume the compliance function to be exactly known.

We assume displacement control and formulate the equilibrium problem as follows. Suppose the solid has an initial crack of length \( a_0 \), and it is imparted a prescribed opening displacement \( \Delta \) (Fig. 1a). Our goal is to determine the equilibrium crack length \( a^* (\Delta, a_0) \), where we postulate \( a^* \geq a_0 \) due to irreversibility, and the corresponding load \( P \) (Fig. 1b). More generally, within an incremental displacement-controlled loading process, we may want to determine the incremental behavior of the system; i.e., for given \( \Delta_{k+1} \) at time \( t_{k+1} \) and \( a_k \) at time \( t_k \), determine \( a_{k+1} (\Delta_{k+1}, a_k) \), with \( a_{k+1} \geq a_k \) due to irreversibility, and the corresponding load \( P_{k+1} \). Note that the quantity \( a_k \) plays here the role of a history variable.
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**Figure 1.** (a) Sketch of the equilibrium problem and (b) schematic representation of the equilibrium curve exhibiting loading/elastic unloading behavior.
Both the equilibrium and the incremental problem can be characterized variationally by means of energy dissipation principles. As follows, we formulate the equilibrium problem. We introduce the elastic strain energy of the solid

\( E = \frac{\Delta^2}{2C(a)} \),

which has the properties

\( P = \frac{\partial E}{\partial \Delta}(\Delta, a), \quad G = -\frac{\partial E}{\partial a}(\Delta, a), \)

where \( G \) is known as the energy release rate. Combining (2) and (3b) gives

\( G = \frac{\Delta^2}{2C^2(a)} \frac{dC}{da}, \)

which provides a shortcut to compute \( G \) known as compliance method. Let us now introduce the free energy

\( F(\Delta, a) = E(\Delta, a) + F_R(a), \)

where the resistance term \( F_R(a) \) has the property that

\( G_R(a) = \frac{dF_R}{da}(a), \)

defines the resistance curve in terms of energy release rates. For the solution of the problem based on the variational principle of free energy minimization we have two options.

One possibility is to look for the value of crack length which corresponds to the global minimum of the free energy, i.e.,

\( F(\Delta, a^*) \leq F(\Delta, a), \quad \forall a \geq a_0, \)

or

\( a^*(\Delta, a_0) = \text{argmin} \{ F(\Delta, a) : a \geq a_0 \}. \)

Another possibility is to look for the value of crack length which corresponds to a local minimum of the free energy, i.e., to look for \( a^* \) such that there exists \( h > 0 \) satisfying

\( F(\Delta, a^*) \leq F(\Delta, a + a^* - a^*) \quad \forall a \geq a_0, |a - a^*| \leq h, \)

e.g., for each \( a \geq a_0 \) in the neighborhood of \( a^* \). A first-order Taylor series expansion of the right-hand side, along with (3b) and (6), leads to

\( [G(\Delta, a^*) - G_R(a^*)](a - a^*) \leq 0 \quad \forall a \geq a_0. \)

There are two possibilities to satisfy this condition, namely
for \( a^* > a_0 \), \( a - a^* \) can have any sign. Hence, in order to satisfy (10), it must be \( G(\Delta, a^*) - G_R(a^*) = 0 \);

- for \( a^* = a_0 \), it can only be \( a - a^* \geq 0 \), so that (10) gives \( G(\Delta, a^*) - G_R(a^*) \leq 0 \).

These conditions can be collected in Kuhn-Tucker form as

\[
\begin{align*}
    a^* - a_0 & \geq 0 \\
    G(\Delta, a^*) - G_R(a^*) & \leq 0 \\
    [G(\Delta, a^*) - G_R(a^*)](a^* - a_0) & = 0.
\end{align*}
\]

Evidently, these relations reduce to the Griffith criterion when \( G_R(a) = G_c = \text{constant} \).

Global and local minimization obviously deliver the same solution if the free energy is a convex function of \( a \). Otherwise, it is known in the literature that the two options in general deliver different results, see [18].

Inserting \( a^*(\Delta, a_0) \) obtained either from (8) or from (11) into the equilibrium relation (3a), we obtain

\[
P = \frac{\partial E}{\partial \Delta}(\Delta, a^*(\Delta, a_0)),
\]

which characterizes all possible \((P, \Delta)\) pairs attainable by the system given \( a_0 \). Hence, for a given \( \Delta \) it is immediate to find \( P \). We expect the curve defined by (12) to exhibit loading-unloading behavior, with elastic unloading occurring when \( a^*(\Delta, a_0) = a_0 \), i.e., under conditions of crack arrest, and loading when \( a^*(\Delta, a_0) > a_0 \), i.e., under conditions of crack growth (Fig. 1b).

2.2. Equilibrium of a cracked elastic solid connected to a testing machine. Suppose, more generally, that the solid is connected to a testing machine of compliance \( C_M \). Then, the opening displacement \( \Delta \) and the load are related as

\[
\Delta_T = \Delta + C_M P,
\]

where \( \Delta_T \) is a time-dependent control opening displacement. Other loading devices result in different load-displacement relations and may involve different control parameters, but the simple linear device (13) suffices to illustrate the concept. The elimination of \( P \) between (3a) and (13) delivers

\[
\Delta = \frac{C(a)\Delta_T}{C(a) + C_M}.
\]

Once again we formulate the equilibrium problem. The solid has an initial crack of length \( a_0 \), and it is subjected by the testing machine to a prescribed opening displacement \( \Delta_T \). Our goal is to determine the equilibrium crack length \( a^*(\Delta_T, a_0) \), where we postulate \( a^* \geq a_0 \) due to irreversibility, and
the corresponding load $P$ and opening displacement $\Delta$. In fact, we first determine $a^*(\Delta, a_0)$ to leverage the results in Sect. 2.1 and then show how one can directly determine $a^*(\Delta_T, a_0)$.

In this case one can introduce a mixed variational principle, as follows. Define the function

$$\Phi(\Delta, P, a) = E(\Delta, a) + F_R(a) - \frac{C_M}{2} P^2 - P(\Delta - \Delta_T).$$

It is straightforward to verify that the Euler-Lagrange equations of the saddle-point problem

$$\min_{\Delta} \min_{a \geq a_0} \max_{P} \Phi(\Delta, P, a),$$

are indeed (12), (13) and the Kuhn-Tucker conditions (11). The latter conditions obviously only hold if local minimization is pursued; alternatively, the direct global minimization of (15) with respect to $a \geq a_0$ must be carried out. Evidently, once, for a given $\Delta_T$, $a^*(\Delta_T, a_0)$ is determined by either global or local minimization, the new state $(P, \Delta)$ of the system must satisfy relations (12) and (13) simultaneously, i. e., it must lie at the intersection of the curves defined by (12) and (13). This defines automatically $P$ and $\Delta$.

A more direct way to proceed is the following. By substituting (3a) and (13) into (15), the following reduced function is obtained

$$\tilde{\Phi}(\Delta_T, a) = \tilde{E}(\Delta_T, a) + F_R(a),$$

with

$$\tilde{E} = \frac{1}{2} \frac{\Delta_T^2}{C(a) + C_M},$$

which can then be directly minimized (globally or locally) with respect to $a$ at given $\Delta_T$ and $a_0$. Global minimization delivers

$$a^*(\Delta_T, a_0) = \arg\min \left\{ \tilde{\Phi}(\Delta_T, a) : a \geq a_0 \right\},$$

whereas local minimization leads to

$$a^* - a_0 \geq 0,$$

$$\tilde{G}(\Delta_T, a^*) - G_R(a^*) \leq 0,$$

$$\left[ \tilde{G}(\Delta_T, a^*) - G_R(a^*) \right] (a^* - a_0) = 0,$$

where $\tilde{G}(\Delta_T, a)$ is obtained from the combination of $G(\Delta, a)$ and (14).
3. Data-driven fracture mechanics

For most materials, the crack resistance curve is only known through material testing, which results in limited data in the form of point sets. In addition, such data can be noisy. In the spirit of data-driven mechanics [5], we explore the possibility of solving fracture mechanics problems directly from data.

3.1. Data representation. The question now arises of how to characterize fracture by means of data. To this end, we begin by reexamining the classical equilibrium problem of Sect. 2.2 in which \( E(\Delta, a) \), \( F_R(a) \) and the loading device are exactly known and characterized.

We adopt the viewpoint that a solution is a pair \((\Delta, P)\) that simultaneously satisfies compatibility, equilibrium and the material laws. The space of solutions, or phase space, is therefore the space \( Z \) of work-conjugate pairs \((\Delta, P)\). Given \( a_0 \), we may identify the subset of \( Z \),

\[
D = \{ (\Delta, P) : \text{equation (12)} \},
\]

as a material data set which collects the net sum of our knowledge about the material. Likewise, given \( \Delta_T \) we may identify the subset of \( Z \),

\[
E = \{ (\Delta, P) : \text{equation (13)} \},
\]

as a constraint set, consisting of all points in phase space that are compatible and in equilibrium with the loading machine. Evidently, within this framework the solution set for given \( a_0 \) and \( \Delta_T \) is the intersection \( D \cap E \), i. e., the collection of points in phase space that are simultaneously in the material and constraint data sets.

Suppose now that the elastic energy \( E(\Delta, a) \) is exactly known, e. g., in terms of a fully characterized compliance, whereas the resistance part \( F_R(a) \) of the free energy or its derivative \( G_R(a) \) is known only from data. Given a crack length \( a_0 \) and an opening displacement \( \Delta \), the corresponding equilibrium crack length \( a^*(\Delta, a_0) \) can be found from the data by either global or local minimization. Within an incremental loading procedure, we compute the equilibrium crack length \( a_{k+1} \) for given displacement \( \Delta_{k+1} \) at time \( t_{k+1} \) and crack length \( a_k \) at time \( t_k \). This relation in turn defines the material data set,

\[
D_{k+1} = \{ (\Delta_{k+1}, P(\Delta_{k+1}, a^*(\Delta_{k+1}, a_k))) \},
\]

of all possible opening displacements and loads attainable at time \( t_{k+1} \).

Let \( E_{k+1} \) be the constraint set of points \((\Delta_{k+1}, P_{k+1})\) consistent with the loading device at time \( t_{k+1} \). We define the data-driven solution set at time \( t_{k+1} \) as the intersection \( D_{k+1} \cap E_{k+1} \), i. e., the collection of points in phase space that are simultaneously in the material and constraint data sets.
As in [16], the entire solution \((\Delta_{k+1}, P_{k+1}, a_{k+1})\) can be characterized jointly by means of the saddle point problem

\[
\min_{\Delta} \min_{a \geq a_0} \max_{(a, F_R) \in D_R} \left( E(\Delta, a) + F_R - \frac{C_M}{2} P^2 - P(\Delta - \Delta_T) \right),
\]

which now entails a discrete minimization over the resistance data set \(D_R\). If using local minimization with respect to \(a\), \((a, F_R) \in D_R\) must be substituted by \((a, G_R) \in D_R\) in (24).

### 3.2. Computational procedure.

A more direct and practical way of proceeding, which mirrors the introduction of the “reduced” function \(\tilde{\Phi}\) in Sect. 2.2, is the following.

When using the global minimization approach, the resistance data set \(D_R\) consists of pairs \((\hat{a}_i, \hat{F}_{R_i})\) and minimization is straightforwardly performed as follows: \(a^*(\Delta_T, a_0) = \hat{a}_i^*\) with

\[
\hat{a}_i^*(\Delta_T, a_0) = \arg \min_i \left\{ \tilde{E}(\Delta_T, \hat{a}_i) + \tilde{F}_{R_i} : \hat{a}_i \geq a_0, (\hat{a}_i, \tilde{F}_{R_i}) \in D_R \right\}.
\]

Note that \(a^*(\Delta_T, a_0)\) follows from a discrete minimization over the point set \(D_R\) and is, therefore, stepwise.

With local minimization, the data set \(D_R\) consists of pairs \((\hat{a}_i, \hat{G}_{R_i})\). Finding \(a^*(\Delta_T, a_0)\) requires a little more care. A possible strategy is based on closest-point projection. Here we first determine \(G_{R_0}\) as the value of \(\hat{G}_R\) corresponding to \(\hat{a} = a_0\). Then, if the propagation condition is met, i.e., \(G_{R_0} - \hat{G}(\Delta_T, a_0) \leq 0\), and for each \((\hat{a}_i, \hat{G}_{R_i})\) pair in the data set with \(\hat{a}_i \geq a_0\), we determine the distance to the analytical curve \(\hat{G}(\Delta_T, a)\) as

\[
\tilde{d}_i(\Delta_T, a_0) = \min_{a \geq a_0} \left\{ \sqrt{\hat{a}_i - a}^2 + (\hat{G}_{R_i} - \hat{G}(\Delta_T, a))^2 \right\},
\]

and then compute \(a^*(\Delta_T, a_0)\) by minimizing the distance between \(\tilde{G}(\Delta_T, a)\) and the resistance data set, as follows: \(a^*(\Delta_T, a_0) = \hat{a}_i^*\) with

\[
i^*(\Delta_T, a_0) = \arg \min_i \left\{ \tilde{d}_i(\Delta_T, a_0) : \hat{a}_i \geq a_0, (\hat{a}_i, \hat{G}_{R_i}) \in D_R \right\}.
\]

A second possible strategy for local minimization is based on the best approximation of the third Kuhn-Tucker condition (known as the consistency condition). With this strategy, we compute

\[
i^*(\Delta_T, a_0) = \arg \min_i \left\{ \left| \left( \hat{G}(\Delta_T, \hat{a}_i) - \hat{G}_{R_i} \right)(\hat{a}_i - a_0) \right| : \hat{a}_i \geq a_0, \hat{G}(\Delta_T, \hat{a}_i) - \hat{G}_{R_i} \leq 0, (\hat{a}_i, \hat{G}_{R_i}) \in D_R \right\}.
\]
and once again $a^*(\Delta_T, a_0) = \hat{a}_{1^*}$. Note that in (28) the crack arrest/propagation condition is directly imposed within the minimization procedure. In all cases, once $a^*$ is known, $\Delta$ and $P$ can be computed directly:

$$
(29) \quad \Delta = \frac{C(a^*)}{C(a^*) + C_M} \Delta_T, \quad P = \frac{\Delta}{C(a^*)}.
$$

Within an incremental loading procedure, we perform either global or local minimization to compute the equilibrium crack length $a_{k+1}$ for given displacement $\Delta_{Tk+1}$ at time $t_{k+1}$ and crack length $a_k$ at time $t_k$. Finally, we can compute $\Delta_{k+1}$ and $P_{k+1}$ directly. More details are given in the next subsection.

3.3. **Numerical implementation.** This section provides more details on how the data-driven solution of the fracture problem is implemented within an incremental loading procedure. The applied displacement is parameterized as $\Delta_{Tk} = \delta_T k$ where $k$ is the load step number and $\delta_T$ the load step increment. The aim is then, given the current imposed displacement $\Delta_{Tk+1}$ and the previous crack length $a_k$, to find within the material set $\mathcal{D}_R$ the state that fulfils the global or local data-driven criteria described in Sect. 3.2. In this context, the variable $a$ acts as a history variable, that is trivially initialized to the length of the initial crack $a_0$.

Both global and local minimization need to be constrained by the irreversibility condition. A convenient way to enforce this constraint is to *a priori* restrict the minimization procedures to the states for which $a_{k+1} \geq a_k$ is fulfilled. Alternatively, one can adopt a reference system attached to the crack tip and reformulate the minimization problems in terms of crack length increments $\Delta a_{k+1} \geq 0$, a choice which makes the data set independent on the geometry and test setup.

In the following it is assumed that the material data set is sufficient to study the problem at hand, meaning that the points in $\mathcal{D}_R$ cover the propagation of the crack from the initial length $a_0$ to the maximum extension allowed by the geometry and setup under investigation.

3.3.1. **Global minimization.** Algorithm 1 presents the procedure to obtain the data-driven solution of the crack propagation problem as the global minimum of the function $\tilde{\Phi}(\Delta_T, a)$. Note that, if the material data set contains no point with $\hat{a} = a_0$, at the first load step the minimization procedure always predicts crack propagation, and the extent of this propagation depends on the characteristics of the data set $\mathcal{D}_R$.

The global minimization procedure does not detect the occurrence of unstable crack propagation and keeps delivering a (possibly constant) solution state.

3.3.2. **Local minimization based on closest point projection.** The implementation of the closest point projection strategy is detailed in Algorithm 2. This algorithm is slightly more complicated but it allows a deeper analysis.
Algorithm 1: Data-driven fracture mechanics algorithm - global minimization. Given: $\tilde{E}(\Delta T, a)$, $C(a)$, $D_R$.

1 **Step**: $k + 1$

   **Input**: $\Delta T_{k+1}, a_k$

   **Output**: $a_{k+1}, \Delta_{k+1}, P_{k+1}$

   /* BEGINNING OF THE COMPUTATION */

2 Define: $D_{R k+1} = \{ (\hat{a}_i, \hat{F}_R i) \in D_R : \hat{a} \geq a_k \}$

   /* Compute the solution */

3 Compute:

   $i^*(\Delta T, a_0) = \arg\min_i \{ \tilde{E}(\Delta T, \hat{a}_i) + \hat{F}_R i : (\hat{a}_i, \hat{F}_R i) \in D_{R k+1} \}$

   $a_{k+1} = \hat{a}_{i^*}$

4 $\Delta_{k+1} = \frac{C(a_{k+1})}{C(a_{k+1}) + C_M} \Delta_{T k+1}$, $P_{k+1} = \frac{\Delta_{T k+1}}{C(a_{k+1}) + C_M}$

The history variables are both $a$ and $G_R$ and this allows to distinguish within the data-driven search procedure between an elastic step and a dissipative step. The related energy release rate quantities are collected in $G_{DD k+1}$. This seemingly redundant distinction can be exploited to implement a data-driven search also for the elastic step. This can be done by introducing an elastic material data set that accounts, e.g., for the measuring tolerance of the crack length. Moreover, this distinction reduces the computational time if requiring a data-driven search only when the propagation condition is met.

The quantity $G_R$ triggers the crack propagation, hence, the initial crack increment depends on its initialization. If the initial crack length $a_0$ corresponds to a point of the material data set $D_R$, then the couple $(a_0, G_{R0})$ can be trivially set to the coordinates of that point. Otherwise, one can set $G_{R0}$ as the average value of $G$ of the two points in $D_R$ with value of $\hat{a}$ immediately larger and smaller than $a_0$ or set $G_{R0}$ to 0. With the former choice, adopted here, the computation involves an elastic branch from the first load step that proceeds until $G(\Delta T, a_0) \leq G_{R0}$, the latter choice instead predicts an initial increment of crack length similarly to what was noted for the global minimization approach.

Algorithm 2 entails the definition of a tolerance ($tol$) to be applied to the distance between the energy release rate function and the material data set. This allows to detect the occurrence of unstable crack propagation. The value of $tol$ must be related to the characteristics of the data set and we suggest to set it to 5-10 times the average crack size increment in the adopted material data set.
Algorithm 2: Data-driven fracture mechanics algorithm - local minimization with closest point projection. Given: $\tilde{G}(\Delta_T, a)$, $C(a)$, $D_R$.

1 **Step**: $k + 1$

   **Input**: $\Delta_{T_{k+1}}, a_k, G_{R_k}$

   **Output**: $a_{k+1}, G_{R_{k+1}}, \Delta_{k+1}, P_{k+1}, G_{DD_{k+1}}$

   /* BEGINNING OF THE COMPUTATION */

2 Define: $D_{R_k+1} = \{(\hat{a}_i, \hat{G}_{R_i}) \in D_R : \hat{a}_i \geq a_k\}$

   /* Compute the solution */

3 if $G_{R_k} > \tilde{G}(\Delta_{T_{k+1}}, a_k)$ then // Elastic step

   Assign: $a_{k+1} = a_k$, $G_{R_{k+1}} = G_{R_k}$, $G_{DD_{k+1}} = \tilde{G}(\Delta_{T_{k+1}}, a_k)$

else // Dissipative step

   Compute:

   $\tilde{d}_i(\Delta_{T_{k+1}}, a_k) = \min_{a \geq a_k} \left\{ \left( \hat{a}_i - a \right)^2 + \left( \hat{G}_{R_i} - \tilde{G}(\Delta_{T_{k+1}}, a) \right)^2 \right\}$

   $i^*(\Delta_{T_{k+1}}, a_k) = \arg\min_i \{ \tilde{d}_i(\Delta_{T_{k+1}}, a_k) : (\hat{a}_i, \hat{G}_{R_i}) \in D_{R_{k+1}} \}$

   Assign: $a_{k+1} = \hat{a}_{i^*}$, $G_{R_{k+1}} = \hat{G}_{R_{i^*}}$, $G_{DD_{k+1}} = \hat{G}_{R_{i^*}}$

   if $\tilde{d}_{i^*}(\Delta_{T_{k+1}}, a_k) > tol$ then

   Unstable propagation $\rightarrow$ EXIT // Specimen failure

   end

end

14 Compute: $\Delta_{k+1} = \frac{C(a_{k+1})}{C(a_{k+1}) + C_M} \Delta_{T_{k+1}}$, $P_{k+1} = \frac{\Delta_{T_{k+1}}}{C(a_{k+1}) + C_M}$

3.3.3. Local minimization based on the consistency condition. The implementation of the local minimization based on the consistency condition is detailed in Algorithm 3. Here, the solution of the problem given a certain displacement $\Delta_{T_{k+1}}$ is defined as the point $(\hat{a}, \hat{G}_R)$ that minimizes the violation of the consistency condition (20c). Such condition already encodes the propagation criterion and, hence, makes the definition of $G_R$ redundant (although still possible) preventing the distinction between elastic and dissipative steps. In turn, this might lead, when $a_0$ is not represented in $D_R$, to an increment of the crack size at the first load step, similarly to what mentioned for the closest point projection where $G_R$ is initialized to 0. The
restriction of the minimization to the points with \( \hat{G}_R \geq \tilde{G}(\Delta T, \hat{a}) \) allows to detect unstable crack propagation without the introduction of any tolerance.

---

**Algorithm 3:** Data-driven fracture mechanics algorithm - local minimization with consistency condition. Given: \( \tilde{G}(\Delta T, a), C(a), D_R \).

1. **Step:** \( k + 1 \)
   - **Input:** \( \Delta T_{k+1}, a_k \)
   - **Output:** \( a_{k+1}, G_{R_{k+1}}, \Delta_{k+1}, P_{k+1} \)
   - /* BEGINNING OF THE COMPUTATION */

2. **Define:**
   \[
   \mathcal{D}_{R_{k+1}} = \left\{ (\hat{a}_i, \hat{G}_{R_i}) \in \mathcal{D}_R : \hat{a}_i \geq a_k, \hat{G}_{R_i} \geq \tilde{G}(\Delta T_{k+1}, \hat{a}_i) \right\}
   \]

3. **Compute the solution */

   if \( \mathcal{D}_{R_{k+1}} \neq \emptyset \) then

   4. **Compute:**
      \[
      i^*(\Delta T_{k+1}, a_k) = \arg\min_{i} \left\{ \left| \left( \tilde{G}(\Delta T_{k+1}, \hat{a}_i) - \hat{G}_{R_i} \right) (a_k - \hat{a}_i) \right| : (\hat{a}_i, \hat{G}_{R_i}) \in \mathcal{D}_{R_{k+1}} \right\}
      \]

   5. \( a_{k+1} = \hat{a}_{i^*}, G_{R_{k+1}} = \hat{G}_{R_{i^*}} \)

   else

   6. **Unstable propagation → EXIT */ Specimen failure

   end

7. **Compute:**
   \[
   \Delta_{k+1} = \frac{C(a_{k+1})}{C(a_{k+1}) + C_M} \Delta T_{k+1}, \quad P_{k+1} = \frac{\Delta T_{k+1}}{C(a_{k+1}) + C_M}
   \]

---

4. **Numerical examples**

To demonstrate the capabilities of the proposed approach let us consider a double cantilever beam (DCB) with dimensions \( L \times 2h \times b \) and initial crack length \( a_0 \), whose arms are subjected to bending (Fig. 2). The test is performed imposing the loading device displacement \( \Delta T \) (Fig. 2) following a load ramp \( \Delta T_k = \delta T_k \). If not otherwise specified, the parameters are those in Tab. [ ]
Figure 2. Scheme and geometry of the double cantilever beam test.

| Parameter                          | Value       |
|------------------------------------|-------------|
| Young’s modulus                    | $Y = 70$ GPa|
| Height                             | $h = 3$ mm  |
| Length                             | $L = 30$ mm |
| Thickness                          | $b = 1$ mm  |
| Initial crack length               | $a_0 = 3$ mm|
| Displacement increment             | $\delta_T = 1.5 \cdot 10^{-3}$ mm |
| Machine compliance                 | $C_M = 2 \cdot 10^{-3}$ mm/N |
| Griffith fracture toughness        | $\gamma = 0.06$ N/mm |

Table 1. Parameters used for the computations.

The following dimensionless quantities are used

$$\bar{L} = \frac{L}{L} = 1, \quad \bar{h} = \frac{h}{L}, \quad \bar{a} = \frac{a}{L}, \quad \bar{b} = \frac{b}{L},$$

$$\bar{C}_M = C_M \gamma, \quad \bar{Y} = \frac{Y_L}{\gamma}, \quad \bar{\Delta}_T = \frac{\Delta_T}{L}, \quad \bar{\Phi} = \frac{\Phi}{\gamma L^2},$$

$$\bar{G} = \frac{G}{\gamma}, \quad \bar{E} = \frac{E}{\gamma L^2}, \quad \bar{G}_R = \frac{G_R}{\gamma}, \quad \bar{F}_R = \frac{F_R}{\gamma L^2}.$$
where the Griffith critical energy release rate $\gamma$ should be intended as a reference value. For the geometry reported in Fig. 2, the dimensionless energy release rate is

$$\bar{G}(\bar{\Delta}T, \bar{a}) = 12\bar{a}^2\bar{Y}\bar{h}^3 \left[ \frac{\bar{\Delta}T}{8\bar{a}^3 + C_M\bar{Y}\bar{b}\bar{h}^3} \right]^2,$$

while the dimensionless compliance $\bar{C}(\bar{a})$ and applied load $\bar{P}(\bar{t})$ are

$$\bar{C}(\bar{a}) = \frac{8\bar{a}^3}{\bar{Y}\bar{b}\bar{h}^3}, \quad \bar{P} = \frac{\bar{\Delta}T}{\bar{C}(\bar{a}) + C_M}.$$

The data sets used in this paper are generated artificially to mimic different standard resistance models.

In the following, the data-driven results obtained using either Algorithm 1 or Algorithms 2-3 are compared with the reference solution of the global and local minimization problem, respectively. Global minimization is performed numerically at each time step by evaluating (17) at 1000 equispaced points along the interval $[0, \bar{L} = 1]$ and finding the solution with (19). The local minimizer is obtained analytically solving (11). In this case the possible occurrence of crack jumps and their position is not uniquely defined. However, to determine them one can invoke causality or Onsager’s principle. This discussion is out of the scope of this paper but the interested reader can refer to [20, 21].

4.1. Griffith fracture. In this section we present the results obtained using Griffith model, for which

$$\bar{G}_R = 1,$$

and

$$\frac{\bar{F}_R}{\bar{b}} = \bar{G}_R\bar{a} = \bar{a},$$

in terms of critical energy release rate and critical energy, respectively. The data sets used for the data-driven solution are obtained through a sampling of (33) and (34) with 50 points randomly distributed along the interval $\bar{a} = [0, 1.1\bar{L}]$. To allow a fair comparison between the different approaches, (33) and (34) are sampled at the same values of $\bar{a}$.

4.1.1. Global minimization. Fig. 3a shows the comparison between the reference and data-driven (DD in the figures) solution obtained using the global minimization approach (Algorithm 1) and the material data set shown in Fig. 3b.

Considering the limited number of data points used and the presence of large unsampled intervals of crack length (Figs. 3b,c), the agreement between reference and data-driven solution is excellent. In particular, the reference predicts a crack jump due to a snap-back at the load step 35, i. e., for a
machine displacement $\Delta_T = 1.75 \cdot 10^{-3}$, which is correctly reproduced by the data-driven solution in terms of both position and extension although no ad-hoc criterion is introduced in Algorithm 1 (Fig. 3a). Fig. 3b shows the main energetic quantities at this load step, which can be taken as a paradigmatic example for the data-driven global minimization procedure. Here, it can be appreciated how the energy $E(\Delta_T, a)$ and the resistance energy term $F_R$ are composed in order to obtain the data set $\{\bar{a}_i, \Phi(\Delta_T, \bar{a}_i)\}$, on which minimization is performed to obtain the globally stable state at this load step. Figs. 3a and 3b show $\bar{a}_k = \bar{a}_34$, i.e., the crack length at the previous load step 34, which corresponds to the initial unstable state, as well as the computed crack length solution for the current load step $\bar{a}_{k+1} = \bar{a}_{35}$.

In Fig. 3a it is possible to observe that the crack length undergoes a small increment already at the first load step (Fig. 3a) since there is no material

**Figure 3.** Data-driven results for Griffith fracture using global minimization: comparison between reference and data-driven results (a), data-driven search procedure at load step 35 (i.e., at the crack jump) in terms of energy (b) and of energy release rate (c).
data point for a crack length equal to $\bar{a}_0$. Hence, the first data-driven search returns the closest globally stable point fulfilling the irreversibility condition. It is also worth noting that adopting a global minimality principle in both data-driven and reference solution, the state of the system is allowed to overcome arbitrarily large energetic barriers at the crack jumps violating the causality principle, as visible in Fig. 3b and discussed in [20, 21].

For comparison purposes, the load step 35 is represented in terms of energy release rate in Fig. 3c, where we can observe that the initial state cannot be considered unstable from the standpoint of (11). This is a direct consequence of the globally stable domain being smaller compared to the domain of the locally stable states, as discussed in [20, 21]. Fig. 3 also reports the set of candidate points for the local minimum of Algorithm 3 (set $D_{R35}$ in Algorithm 3). The solution point obtained with the global minimum algorithm is not included, i.e., this point is not a candidate for Algorithm 3 while it is a good candidate for Algorithm 2 as it is quite close to the curve $\bar{G}(\bar{\Delta}_T, \bar{a})$.

4.1.2. Local minimization. Figs. 4a and 5a compare the reference and data-driven solutions obtained using local minimization along with closest point projection (27) and the consistency condition (28), respectively. In both cases the material data set is the same as in Sect. 4.1.1.

Also in this case the reference solution involves a crack jump that takes place at $\bar{\Delta}_T = 2.23 \cdot 10^{-3}$. This value is higher than that obtained from global minimization, which is again consistent with the larger extension of the locally stable states domain [20, 18, 21]. This also leads to a higher peak load, which is evident comparing Figs. 4a and 5a with Fig. 3a.

Once again the agreement between reference and data-driven solution is excellent. The data-driven search procedure based on closest point projection performs better than that based on the consistency condition, especially in predicting the peak load (Figs. 4a and 5a). This is mainly due to the fact that the latter undergoes a limited evolution of the crack length at the first load step (Figs. 5a) for the same reason highlighted for the global minimum solution in Sect. 4.1.1. This does not hold for the closest point projection procedure (Figs. 4a) because of the initialization of $G_R$ (Sect. 3.3.2), which is mostly responsible for the first evolution of the crack length. For this reason the two approaches predict the crack jump to take place at two different load steps, namely at the 47th ($\Delta_T = 2.35 \cdot 10^{-3}$) and 41st ($\Delta_T = 2.05 \cdot 10^{-3}$) for the closest point projection and the consistency condition, respectively.

Figs. 4b,c and 5b,c illustrate the data-driven search procedure at the crack jump for the two approaches. Apart from the peak load, results are very similar. In particular, they are both consistent with the characteristic of local minimality of preventing the system from overcoming energetic barriers at the crack jump (Figs. 4b and 5b). The main difference is that the consistency condition strategy strictly enforces (11b), hence, it has the tendency to overestimate the crack length and to accept values of the energy
Figure 4. Data-driven results for Griffith fracture using local minimization and closest point projection: comparison between reference and data-driven results (a), data-driven search procedure at load step 47 (i.e., at the crack jump) in terms of energy (b) and of energy release rate (c).

release rate smaller than the critical one at the final state (Fig. 5c). Conversely, the closest point projection allows also values of energy release rate slightly larger than the critical one, hence, it alternates between over- and underestimations of the crack length (Fig. 4c).
4.1.3. Results in presence of noisy data. To determine the sensitivity of the proposed method to noise in the input data, a random noise with amplitude $\pm 2.5\%$ is applied to the material data sets obtained by sampling (33) and (34). As before, sampling is performed at the same 50 values of crack lengths. Moreover, for consistency of both noisy data sets, points corresponding to the same values of crack length are affected by the same noise. The results are illustrated in Figs. 6 to 8.

Comparing the results with and without noise, it is clear that data-driven global minimization is very sensitive to the presence of noise. The displacement vs. crack length curve involves several large crack jumps followed by long elastic branches (Fig. 6a). The data-driven search procedure related to the jump at load step 100 ($\Delta T = 5 \times 10^{-3}$) with global minimization is illustrated in Fig. 6b. Here the solution is seen to switch between points affected
by large values of negative noise. In this case, this leads to an overestimation of the crack length delivering a solution point that refers clearly to an ascending branch of the reference noiseless total energy curve. From the standpoint of the energy release rate (Fig. 6c), this means that the solution often evolves from points clearly above to points clearly below the critical energy release rate.

The agreement between reference and data-driven results obtained with both local minimization procedures (Figs. 7a and 8a) is still excellent and comparable to that obtained in the noiseless case (Figs. 4a and 5a). The same observations of Sect. 4.1.2 apply. Figs. 7b,c and 8b,c illustrate the data-driven search procedures and the corresponding energetic quantities at the same load step analyzed for global minimization (Fig. 6b,c). Here we can see that the crack length for both local minimization strategies does

Figure 6. Data-driven results for Griffith fracture with a noisy material data set using global minimization: comparison between reference and data-driven results (a), data-driven search procedure at load step 100 in terms of energy (b) and of energy release rate (c).
not evolve. This is due to a relatively large unsampled interval of crack length, leading to a lack of better solution candidates than the values at load step 99. While with closest point projection the data-driven solution underestimates the reference solution (Fig. 7a) because the energy release rate curve lies between two points of the data set (Fig. 7c), the consistency condition criterion overestimates the crack length (Fig. 8a,c). Nevertheless, in both cases the solution is close to the (local) minimum of the total energy (Figs. 7b and 8b).

**Figure 7.** Data-driven results for Griffith fracture with a noisy material data set using local minimization and closest point projection: comparison between reference and data-driven results (a), data-driven search procedure at load step 100 in terms of energy (b) and of energy release rate (c).
Figure 8. Data-driven results for Griffith fracture with a noisy material data set using local minimization and the consistency condition: comparison between reference and data-driven results (a), data-driven search procedure at load step 100 in terms of energy (b) and of energy release rate (c).
4.2. R-curve fracture. This section shows that the algorithms presented in Sect. 3.3 can be applied without any modification to other fracture models. We adopt the following R-curve model

\[ G_R(\bar{a}) = 1 + \frac{(\bar{a} - 0.1)^2}{(\bar{a} - 0.1)^2 + 0.2(\bar{a} - 0.1)}, \]

or, in terms of energy

\[ \frac{F_R(\bar{a})}{b} = 0.2 \left[ 10\bar{a} - \ln \left( \frac{\bar{a} + 0.1}{0.1} \right) \right]. \]

Unless otherwise specified, a random noise with amplitude \( \pm 2.5\% \) is added to the material data set, which is composed of 50 randomly distributed points. Moreover, the loading ramp now includes a complete unloading-reloading branch that starts at \( \Delta_T = 5 \times 10^{-3} \). The results obtained with global minimization are illustrated in Fig. 9 while those of local minimization with closest point projection are presented in Fig. 10. From now on, the local minimization results obtained with the consistency condition are not reported, as they are similar to those obtained with closest point projection.

Both approaches are able to correctly follow the unloading-reloading curve A-B-C-D, see Figs. 9a and 10a. In particular, the unloading and reloading phases B-C and C-D follow a linear elastic path along the displacement vs. load curve, while the crack length remains constant (Figs. 9b,c and 10b,c).

The agreement between reference and data-driven results is similar as in the example with Griffith fracture. In particular, the presence of noise significantly affects the accuracy of the global minimization approach (Fig. 9b), as evident e.g. in the post peak portion of A-B in Fig. 9a. Figs. 9b,c show that among all the available states, global minimization tends to prefer points affected by a negative noise, thus promoting lower total energy (Figs. 9b). In the current example this causes the data-driven procedure to highly overestimate the ultimate displacement, defined as the displacement corresponding to \( \bar{a} = 1 \). The reference solution predicts an ultimate displacement \( \Delta_T = 16.9 \times 10^{-3} \) while global minimization reaches the ultimate condition at \( \bar{\Delta}_T = 0.353 \times 10^{-3} \) (the last portion of the curves is not shown in Fig. 9b). This is due to the negative noise that affects the data-driven solution point E preceding the one leading to the ultimate condition (Figs. 9b,c). The ultimate point F is affected by a positive noise. Hence, to allow the ultimate state to become a global minimum, a large amount of energy must be provided to the system. Conversely, the local minimization approach is not biased towards any specific set of points and can switch to the ultimate condition much earlier, namely already at point E (Figs. 10b,c).

As mentioned earlier, local minimization based on closest point projection is the only data-driven procedure able to differentiate between dissipative
and elastic steps. Such distinction is visible in Fig. 10c, where the initial and unloading-reloading linear elastic phases are evident.
Figure 10. Data-driven results for an R-curve model with a noisy material data set using local minimization and closest point projection: comparison between reference and data-driven results (a), data-driven solution in terms of energy (b) and of energy release rate (c).
4.3. Bimaterial DCB. Let us now consider a DCB specimen composed of two different materials connected by a perfect interface (Fig. 11). The lengths of the two parts of the sample are $\bar{L}_1 = \bar{L}_2 = 0.5$ ($\bar{L}_i = L_i/L$). We model Griffith fracture with

\begin{equation}
\bar{G}_R(\bar{a}) = \begin{cases} 
1 & \text{for } 0.0 < \bar{a} \leq 0.5 \\
5 & \text{for } 0.5 < \bar{a} \leq 1.0,
\end{cases}
\end{equation}

or, in terms of energy

\begin{equation}
\frac{\bar{F}_R(\bar{a})}{b} = \begin{cases} 
\bar{a} & \text{for } 0.0 < \bar{a} \leq 0.5 \\
(5\bar{a} - 2) & \text{for } 0.5 < \bar{a} \leq 1.0.
\end{cases}
\end{equation}

In this case, the crack must first traverse the weaker half of the sample to reach the strongest part, therefore this arrangement is termed stable. One can also define an unstable setup where the materials are reversed, i.e.,

\begin{equation}
\bar{G}_R(\bar{a}) = \begin{cases} 
5 & \text{for } 0.0 < \bar{a} \leq 0.5 \\
1 & \text{for } 0.5 < \bar{a} \leq 1.0,
\end{cases}
\end{equation}

or, in terms of energy

\begin{equation}
\frac{\bar{F}_R(\bar{a})}{b} = \begin{cases} 
5\bar{a} & \text{for } 0.0 < \bar{a} \leq 0.5 \\
(\bar{a} + 2) & \text{for } 0.5 < \bar{a} \leq 1.0.
\end{cases}
\end{equation}

Because of the drawbacks of global minimization discussed in the previous examples, from now on only local minimization is pursued. In Fig. 12a, the reference and data-driven results obtained for the stable arrangement are compared and the agreement is very good. From the reference curves we can see that the crack stops propagating once it reaches the interface at $\bar{a} = 0.5$, until the energy release rate reaches the critical value of the strongest material. The data-driven solution is able to reproduce this behavior, however, due to the discrete set of states in the material data, the transition between the two halves of the specimen occurs approximately half way on the horizontal branch of the reference crack length vs. displacement curve, i.e., between the load steps A and B in Fig. 12. At this stage of the test the energy release rate curve is approximately at the same distance from the last available material point of the weakest and the first one of the strongest material (Fig. 12c). Since the transition occurs when the energy release rate is below the largest critical value, at the following load step C a linear elastic branch starts that persists until the evolution conditions are met again at load step D (Fig. 12b,c).

We now consider the unstable setup, whose results are presented in Fig. 13. The reference curves display two snap-backs, the first one at the peak load and the second one at $\bar{a} = 0.5$, i.e., when the crack tip reaches the interface.
As shown in Fig. 13a, the data-driven approach does not reproduce the two jumps corresponding to these snap-backs, but merges them into one large jump. After reaching the peak load the crack tip jumps directly to the weakest portion of the specimen, then it follows again the reference solution. This result is due to a competition between different possible states after the peak load, as illustrated in Fig. 13b,c. For the analytical solution one can invoke causality or Onsager’s principle [20] to favor the higher branch of the reference solution after the peak over the lower branch taken directly by the data-driven response. However, these considerations play no role in the data-driven procedures (as a side note, similar results are obtained with global minimization and with local minimization using a consistency condition criterion - not shown).

Figure 11. Sketch of the bimaterial DCB specimen.
Figure 12. Data-driven results for the bimaterial DCB specimen (stable arrangement) using local minimization and closest point projection: comparison between reference and data-driven results (a), data-driven solution in terms of energy (b) and of energy release rate (c).
Figure 13. Data-driven results for the bimaterial DCB specimen (unstable arrangement) using local minimization and closest point projection: comparison between reference and data-driven results (a), data-driven search procedure at the load step corresponding to the crack jump in terms of energy (b) and of energy release rate (c).
4.4. **Tapered DCB.** In this section we analyze a homogeneous tapered DCB specimen, see Fig. 14. We assume the same Griffith model of Sect. 4.1 and the data set is composed of 100 points affected by random noise with amplitude ±2.5%.

Unlike in the bimaterial DCB, here a transition in the cracking behavior is induced by the geometry of the specimen. The analytical compliance function is reported in Appendix A. As follows, three geometries are investigated, one with increasing height, and two with decreasing height and different slopes of the transition region, see Tab. 2.

As shown in Fig. 15 for the first two cases the results are similar as for the standard DCB. The reference solution features a snap-back whose position and extension is correctly reproduced by the data-driven results. In the third case the reference solution displays a second snap-back that takes place for

| Parameter | CASE 1 | CASE 2 | CASE 3 |
|-----------|--------|--------|--------|
| $\bar{h}_1$ | 0.10   | 0.10   | 0.10   |
| $\bar{h}_2$ | 0.15   | 0.05   | 0.04   |
| $\bar{L}_1$ | 0.50   | 0.45   | 0.45   |
| $\bar{L}_T$ | 0.10   | 0.30   | 0.10   |
| $\bar{L}_2$ | 0.40   | 0.25   | 0.45   |
| $m (\degree)$ | 1/2 (26.56\degree) | -1/6 (-9.46\degree) | -3/5 (-30.96\degree) |

**Table 2. Parameters for the tapered DCB.**
As for the bimaterial DCB with the unstable arrangement, the position of the second jump is clearly anticipated by the data-driven procedure (Fig. 16a). This is caused once again by the competition of different possible solution states, see Figs. 16b,c. After the second jump, the data-driven procedure goes back to closely reproducing the reference solution (Fig. 16a).

4.5. Convergence. Aim of this section is to demonstrate convergence of the data-driven results to the reference solution with respect to the number of points in the material data set and the noise amplitude for both global and local minimization algorithms. To this end, we consider a DCB test for a Griffith material as in Sect. 4.1 and we compute the error $\varepsilon$ of the data-driven solution with respect to the reference solution as

$$
\varepsilon = \sqrt{\sum_{k=1}^{N} \left( \bar{a}_k - \bar{a}_{ref} \right)^2},
$$

where $\bar{a}_k$ and $\bar{a}_{ref}$ are respectively the data-driven and the reference solution computed for the same value of machine displacement $\Delta T_k$. For each case considered in the following, we compute the average $\mu$ and the standard
deviation of the error for 100 solutions obtained changing the randomly sampled material database and, if applicable, the random noise. We also compute the frequency histograms of the error (in the range $[0, 2\mu]$ with bin size of $0.1\mu$) and the data-driven solution range of the $\bar{a}$ vs. $\Delta_T$ curve. The latter is the smallest area in the $\Delta_T - \bar{a}$ plane that includes all the 100 data-driven solutions. The load step size is the same adopted in the previous sections, namely $\delta_T = 5\cdot10^{-5}$.

Fig. 17 show the results of the convergence study with respect to the number of points in a noiseless dataset. The average error is reported for 10, 20, 50, 100, 250, 500, 1000, 5000, and 10000 points. We can observe that for all approaches the rate of convergence is almost linear, with the closest point projection algorithm performing better than the other two. The

![Figure 16](image)

**Figure 16.** Data-driven results for the tapered DCB specimen (CASE 3) using local minimization and closest point projection: comparison between reference and data-driven results (a), data-driven search procedure for the load step corresponding to the second crack jump in terms of energy (b) and of energy release rate (c).
consistency condition approach features an initially lower convergence rate, due to a relatively high error contribution given by the crack propagation at the first load step when the initial crack length is not (even approximately) resolved within the dataset. This causes a delayed or anticipated initial crack jump responsible for a major contribution to the error, whose amplitude is governed by the snap-back characteristics and roughly independent of the dataset properties. Because of this phenomenon, increasing the size of the dataset leads to the clustering of the solutions in two groups: one featuring an incorrectly predicted crack jump affected by a higher error and one where the initial crack length is closely resolved and the error is much lower. This can be clearly observed in the frequency histograms related to datasets with 250, 500 and 1000 points of Fig. [17]. Increasing further the number of points in the dataset leads to an improved convergence rate and the error becomes close to that of the other two approaches. A similar phenomenon occurs for the global minimization approach, but in this case the snap-back branch is less pronounced and leads to smaller errors. A clustering of the results is still present in this case already from the 50-points dataset although with much lower frequencies. Moreover, the convergence rate for this approach degrades for very dense datasets (i.e., with more than 1000 points). The range of the solutions in Fig. [17] confirms that the local minimization approach based on the consistency condition systematically overestimates the crack length, while the other two methods alternate over- and under-estimations. Also, we can see that the range of the solutions for 5000 points is indistinguishable from the reference solution for all the approaches.

The results of the convergence study with respect to the noise amplitude are presented in Fig. [18] for a dataset with 5000 points and 20%, 10%, 5%, 1%, 10⁻¹% and 10⁻²% (i.e., ±10%, ±5%, ±2.5%, ±0.5%, ±5·10⁻²% and ±5·10⁻³%) noise ranges. For the closest point projection approach, the convergence behavior is linear up to a noise range of 5% and then becomes almost quadratic until the error reaches the value of the noiseless case. The convergence behavior of the consistency condition approach is very similar. Unlike in the noiseless case, in presence of noise also an underestimation of the crack length is possible. Compared to both local minimization approaches, the global minimization method features a much slower convergence. This is clearly confirmed by, e.g., the data-driven solution range for 5% noise, which is much wider than those coming from the local minimization approaches (Fig. [18]). The noiseless limit is not approached even for a noise range of 10⁻²%. This slower convergence stems from the tendency of this approach, already noted earlier, to select points with high negative noise and, hence, to systematically anticipate the selection of a certain crack length (Fig. [18]). For this reason, the range of the data-driven solutions lies always above the reference solution (Fig. [18]).

A final comment is devoted to the computational efficiency. Although this is not quantitatively shown here, the closest point projection method is the most efficient. The other two approaches are slower due to the need
of selecting points within the material data set which fulfill certain requirements. Note that in our implementation of all methods the material data set is not sorted with respect to the crack length nor efficient search algorithms are adopted. This reduces the computational speed but is consistent with the intention of the model-free data-driven philosophy not to manipulate the material data set in any way.

Figure 17. Convergence with respect to the number of points in the dataset including frequency histograms of the error and range of the solutions for 50 and 5000 points.
Figure 18. Convergence with respect to the noise amplitude in the dataset including frequency histograms of the error and range of the data-driven solutions for 20% (i.e.,±10%) and 5% (i.e.,±2.5%) noise amplitude.
5. Summary and concluding remarks

We have proposed a data-driven approach to rate-independent fracture mechanics in brittle materials. The main idea is to remove fracture-related material modeling assumptions from the formulation and let the fracture constitutive behavior be encoded exclusively in a discrete material data set, while simultaneously keeping the epistemic laws of fracture that stem from variational principles. Here we consider both solutions based on a metastability or local stability principle, fulfilling Kuhn-Tucker conditions for the energy release rate, and solutions based on a global stability principle corresponding to the minimization of the total free energy. The data-driven solution at a given load step is identified as the point within the data set that best fulfills either stationarity or global minimization of the free energy, leading to data-driven counterparts of both approaches. For local minimization, two alternative data-driven approaches are devised, one based on the closest-point projection of the material data set onto the (analytically known) energy-release rate function and another based on a consistency condition among data points that a priori satisfy the other two Kuhn-Tucker conditions. Both approaches have been tested on double-cantilever-beam examples with different geometries, using artificially generated material data sets, with or without random noise, which reproduce or randomize Griffith and R-curve type fracture models. A convergence study with respect of the number of points and the noise amplitude of the data set is also performed.

Based on the obtained results the following conclusions can be drawn:

- data-driven fracture mechanics approaches based on local or global stability deliver results in excellent agreement with those of their standard fracture mechanics counterparts. This implies in particular that the known drawbacks of global minimization (most notably, the possibility for the system to overcome energy barriers in case of crack jumps) are also observed in data-driven global minimization;
- the data-driven approaches based on local minimality feature an excellent robustness with respect to noisy data, whereas the quality of data-driven global minimization results is quite sensitive to noise;
- the two devised data-driven procedures based on local minimality deliver very similar results. The procedure based on closest point projection has the advantage of being able to automatically discriminate between crack arrest and crack propagation conditions, and is computationally less expensive;
- data-driven fracture mechanics is able to correctly reproduce crack jumps with no need for ad hoc criteria, provided that no competition takes place between different possible meta-stable states. Otherwise, the approach tends to select the state corresponding to the maximum dissipation;
- all proposed approaches deliver convergent results with respect to both the number of points in the data sets and the amplitude of a
random noise. The procedure based on local minimality and closest point projection features the best convergence rate.
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Appendix A. Compliance for the tapered DCB

Each arm of the tapered DCB specimen of Fig. 14 is assumed to behave as a cantilever beam whose length is equal to the crack extension $a$ and loaded with a concentrated force $P$ at the free end. The opening $\Delta$ of the tapered DCB is twice the free end deflection of the beam $v_0$, so the compliance is directly computed from (1) as

$$C(a) = \frac{\Delta}{P} = \frac{2v_0}{P}.$$  

Neglecting the shear contribution and the deformability of the uncracked portion of the specimen, the vertical displacement $v$ can be computed integrating the Euler-Bernoulli beam equation

$$v''(x) = \frac{M(x)}{YI(x)} = \frac{12Px}{Ybh(x)^3} \quad \text{with} \quad I(x) = \frac{bh(x)^3}{12},$$

where $M(x)$ is the bending moment and $I(x)$ is the moment of inertia of the rectangular DCB section. With reference to Fig. 14, the following quantities are defined

$$p = h_1 - mL_1, \quad L_{1-2} = L_1 + L_T, \quad h_2 = h_1 + mL_T,$$

while the height reads

$$h(x) = \begin{cases} 
  h_1 & \text{if } 0 < x \leq L_1 \\
  p + mx & \text{if } L_1 < x \leq L_{1-2} \\
  h_2 & \text{if } x > L_{1-2}.
\end{cases}$$

To determine the integration constants, different kinematic boundary and continuity conditions are imposed as a function of the crack tip position, see Tab. 3.
\[
\begin{align*}
0 < a & \leq L_1 \quad v_1(a) = v_1'(a) = 0 \\
L_1 < a & \leq L_{1-2} \quad v_1(L_1) = v_T(L_1) \quad v_1'(L_1) = v_T'(L_1) \quad v_T(a) = v_T'(a) = 0 \\
a > L_{1-2} & \quad v_1(L_1) = v_T(L_1) \quad v_T(L_{1-2}) = v_2(L_{1-2}) \quad v_1'(L_1) = v_T'(L_1) = v_2'(L_{1-2}) \quad v_2(a) = v_2'(a) = 0
\end{align*}
\]

Table 3. Boundary conditions to determine the deflection of the tapered DCB specimen. Subscripts 1, 2 and \( T \) refer to the relationships obtained integrating (43) along \( L_1 \), \( L_2 \) and \( L_T \), respectively.

The compliance function is given by

\[
C(a) = \begin{cases} 
\frac{8a^3}{Ybh_1^3} & \text{if } 0 < a \leq L_1 \\
\frac{12}{Ybm^3} \left[ \ln \left( \frac{ma + p}{mL_1 + p} \right) + \frac{p^2 - 2m^2a^2}{(ma + p)^2} + \frac{2m^3L_1^3}{3h_1^3} \right] & \text{if } L_1 < a \leq L_{1-2} \\
\frac{12}{Ybm^3} \left[ \ln \left( \frac{mL_{1-2} + p}{mL_1 + p} \right) + \frac{p^2 - 2m^2L_{1-2}^2}{(mL_{1-2} + p)^2} + \frac{2m^3L_{1-2}^3}{3h_2^3} \right] & \text{if } a > L_{1-2}.
\end{cases}
\]
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