Numerical simulations and bifurcation analysis of monotonic and oscillatory magnetosonic shock waves in a spin 1/2 degenerate quantum plasma
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ABSTRACT
Nonlinear propagation of monotonic and oscillatory magnetosonic shock waves in a magnetized quantum plasma consisting of ions and spin 1/2 nonrelativistic degenerate electrons is examined. The well-known reductive perturbation analysis is applied to obtain a Korteweg–de Vries–Burgers equation (KdVBE). The dissipative system of coupled nonlinear, ordinary, differential equations and the equilibrium points are hereby discussed on the basis of the bifurcation analysis. The nonlinear behaviour of shock wave structures is numerically investigated under the fourth order Runge-Kutta method. Numerical simulations show that the behaviour of monotonic and oscillatory magnetosonic shock waves depends essentially on the effects of quantum statistics and the spin magnetization energy. The present results may be helpful for an in-depth understanding of the nonlinear propagation of magnetosonic waves in magnetized degenerate quantum plasma, which occur in the dense astrophysical objects.

1. Introduction

Magnetohydrodynamic (MHD) waves, such as the nonlinear magnetosonic wave (MSW) as well as the Alfvén wave (AW), play central roles in many plasma environments. For instance, the solar atmosphere energy is transported by the generated MHD waves [1]. Actually, nonlinear magnetosonic waves (MSWs) could be generated naturally in any direction in the magnetized plasmas. Whilst, Alfvén waves (AWs), which are low-frequency electromagnetic waves, propagate along the direction of the magnetic field. Over several years, the significant characteristics of degenerate quantum plasmas encouraged investigators to examine the propagation of nonlinear waves in different configurations [2–9]. For degenerate quantum plasmas, the de Broglie thermal wavelength of the quantum charged particles is comparable to the characteristic spatial scales of the system. The study of the quantum mechanical effects is very interesting to interpret the dynamics of charged particles. Therefore, the quantum parameters should be taken into account, as they can play significant roles in determining the dynamics of quantum charged particles. A quantum magneto-plasma (QMP) is considered as a natural extension of the classical MHD theory; hence, the collective motion of quantum charged particles can be described in the magnetic fields. Consequently, the study of a QMP has gained much interest in research because of its potential applications in both astrophysical plasma (e.g. atmospheres of neutron stars or interiors of massive white dwarfs [10,11]) and laboratory ones (e.g. in nanoscale electromechanical systems [12–14] in laser interactions with atomic systems [15,16] and in dense laser plasmas [17]).

Nowadays, growing interests in the investigations of quantum MHD (QMHD) waves in quantum magnetoplasmas (QMPs) have become significant due to their applications in quantum astrophysical situations, which involve strong external magnetic fields, such as pulsars [18] and magnetars [19]. For example, Baring et al. [20] studied the effect of strong magnetic fields on the spin of cyclotron decay. Marklund and Brodin [21,22] investigated, for the first time, the QMHD waves in the spin 1/2 degenerate electrons in QMPs. They obtained the suitable QMHD description of dense magnetoplasmas and examined the spin effect on the behaviour of quantum plasmas. Later on, Marklund et al. [23] studied the influence of the Bohm potential and electron spin on the nonlinear MSWs in a QMP. Brodin et al. [24] demonstrated that the properties of Alfvén solitons in electron-positron magnetized quantum plasmas depend on collective spin effectiveness. Li and Han [25] studied the impacts of the plasma beta, the spin magnetization energy, and the electron quantum diffraction on the interactions of MSWs. Recently, Han et al. [26]...
investigated the time evolution of the merged composite structure during a specific time interval of nonlinear MSWs interaction process.

Most previous studies have been confined to investigate the properties of solitons or soliton collisions, by using the perturbation analysis (e.g. the reductive perturbation method or the extended Poincaré-Lighthill-Kuo method) that leads to well-known standard equations like the Korteweg-de Vries (KdV) equation and modified KdV equation, etc. However, some significant characteristics have not been studied in the above-mentioned works. In fact, we can examine the global and general properties of different systems by considering the dynamical system approach. The dynamical system approach is well known to lead to some highlights that might allow for a clear understanding of complicated behaviour that has been ignored in the previous investigations. Of course, the fact that cannot be ignored is that the dynamic behaviour illustrates the dramatic evolution of qualitative and quantitative comprehensiveness. Of course, the fact that cannot be ignored is that the dynamic behaviour illustrates the dramatic evolution of qualitative and quantitative comprehensiveness [27–32]. However, few studies have been done on the dynamic behaviour of plasma systems. Therefore, the main goal of the proposed model is to derive and solve the system of ordinary differential (OD) equations numerically in order to describe the excitation of nonlinear waves in spin 1/2 dense plasmas.

In the present work are first provided the model equations and the derivation of the Korteweg–de Vries–Burgers equation (KdVBE), as in Section 2. Then, a first-order OD equations system, with the equilibrium characteristics [27–32]. However, few studies have been done on the dynamic behaviour of plasma systems. Therefore, the main goal of the proposed model is to derive and solve the system of ordinary differential (OD) equations numerically in order to describe the excitation of nonlinear waves in spin 1/2 dense plasmas.

The physical variables \(n, u_i, B, x\) and \(t\) are, respectively, normalized by \(n_0, v_A, B_0, x_0, t\). The velocity variables \(n_i, B_i, x\) and \(t\) are, respectively, normalized by \(n_0, v_A, B_0, x_0, t\). The independent variables are stretched as follows:

\[
\xi = \epsilon^{1/2} (x - \lambda t), \quad \tau = \epsilon^{3/2} t,
\]

where \(\epsilon\) is a smallness parameter, which is used to measure the weakness of the nonlinearity, and \(\lambda\) is the velocity of the nonlinear waves. Let’s assume the plasma is of a weak resistivity and hence \(\gamma = 1/2\gamma_0\) [25]. Substituting the stretched variables \(\xi\) and \(\tau\) and the dependent variables into Eqs. (1)–(3), considering the lowest nonzero order in \(\epsilon\), we obtain the following relations:

\[
n^{(1)}(\xi, \tau) = B^{(1)}(\xi, \tau),
\]

\[
u_i^{(1)}(\xi, \tau) = \lambda B^{(1)}(\xi, \tau),
\]

\[
\frac{\partial B}{\partial \tau} = -\frac{\partial (u_i B)}{\partial x} + \gamma \frac{\partial^2 B}{\partial x^2}.
\]

Here, the variable \(n(x,t)\) is the common plasma density of charged particles, at the equilibrium, the density of the electrons \((n_e)\) approximately equals to the density of ions \((n_i)\): \(n \approx n_i \approx n_e\). The ion velocity \(u_i(x,t)\hat{e}_x\) is along the x-axis, the magnetic field \(B(= B(x,t)\hat{e}_z)\) and the magnetization \(M(= M(x,t)\hat{e}_z)\) are along the z-axis, where \(\hat{e}_x\) and \(\hat{e}_z\) are the unit vectors of the x-axis and z-axis in x and z-direction, respectively. The space (time) coordinate is \(x\) (t). The normalized magnetization density \(M = \beta \varepsilon B\). The plasma beta \(\beta(=\gamma/(\gamma A)) = 2\mu_0 n_0 e^2/B_0^2\) \(\propto n_0^{3/2}\) is a measurement of the quantum statistical effect in degenerate Fermi plasmas, \(c_s(=\sqrt{2\varepsilon_f /m})\) is the ion sound speed, \(\gamma_A (= B_0 \sqrt{\mu_0 n_0 e^2})\) is the Alfven speed, \(\varepsilon_f(= (3\pi^2 n_0^2)^{1/2} /2 n_0^2)\) is the Fermi energy of degenerate electrons, \(H_e(=h\Omega_e /\sqrt{n_0 e^2/m_0})\) is quantum Bohm potential induced by the collective electron tunnelling effect, \(\Omega_e(=e B_0 /n_0 c)\) is the ion gyrofrequency, \(\varepsilon_0(=e B_0 /\varepsilon_f)\) is the Fermi-normalized Zeeman energy, \(\mu_B(=eh/2m_e)\) is the Bohr magneton, \(\gamma(=\eta \Omega_e /\mu_0 v_A^2)\) is the diffusion coefficient, \(\eta(=m_e v_e /n_0 e^2)\) is the plasma resistivity. Furthermore, \(\mu_0\) is the permeability of free space, \(n_0\) is the equilibrium value of \(n_0\), \(m_i\) is the ion (electron) mass, \(c\) is the velocity of light in vacuum, \(v_e\) is the electron-ion collision frequency, \(e\) is the magnitude of the electric charge, \(h\) is the Planck’s constant/2\(\pi\). The physical variables \(n, u_i, B, x\) and \(t\) are, respectively, normalized by \(n_0, v_A, B_0, x_0, t\), and \(1/\Omega_e\).

Using the reductive perturbation method, one can investigate the propagation of nonlinear waves in spin 1/2 degenerate quantum plasmas. The dependent variables are expanded as follows:

\[
Y = \gamma^{(0)} + \sum_{n=1}^{\infty} \varepsilon^n \gamma^{(n)},
\]

where \(Y = [n, u_i, B]\), and \(\gamma^{(0)} = [1, 0, 1]\).

The independent variables are stretched as

\[
x = \epsilon^{1/2} (x - \lambda t), \quad \tau = \epsilon^{3/2} t,
\]

where \(\varepsilon\) is a smallness parameter, which is used to measure the weakness of the nonlinearity, and \(\lambda\) is the velocity of the nonlinear waves. Let’s assume the plasma is of a weak resistivity and hence \(\gamma = 1/2\gamma_0\) [25]. Substituting the stretched variables \(\xi\) and \(\tau\) and the dependent variables into Eqs. (1)–(3), considering the lowest nonzero order in \(\epsilon\), we obtain the following relations:

\[
n^{(1)}(\xi, \tau) = B^{(1)}(\xi, \tau),
\]

\[
u_i^{(1)}(\xi, \tau) = \lambda B^{(1)}(\xi, \tau),
\]

\[
\frac{\partial B}{\partial \tau} = -\frac{\partial (u_i B)}{\partial x} + \gamma \frac{\partial^2 B}{\partial x^2}.
\]
can be written as:

\[ A_1 = \frac{1}{18\lambda} (27 + 16\beta - 108\beta e^2_0), \quad C_1 = -\frac{H^2}{8\lambda} \quad \text{and} \quad D_1 = \frac{1}{2\lambda^2} f_0 (1 - 2\beta e^2_0). \]

In order to obtain analytical solutions of Equation (8), we introduce the independent variable \( \zeta = \xi - \tau_0 u \), where \( \zeta \) represents the transformed coordinate, which moves with a constant velocity \( u \). By applying this transformation of coordinates and integrating once, assuming the boundary conditions of \( B^{(1)}(\zeta) \rightarrow 0, B^{(1)}(\zeta) \rightarrow 0, B^{(1)}(\zeta) \rightarrow 0 \), as \( \zeta \rightarrow \pm \infty \), Equation (8) becomes

\[ C_1 \frac{d^2 B^{(1)}(\zeta)}{d\zeta^2} - D_1 \frac{d B^{(1)}(\zeta)}{d\zeta} - u B^{(1)}(\zeta) + \frac{A_1}{2} B^{(1)}(\zeta) = 0, \quad (9a) \]

By employing the tanh method, the analytical solution of KdVBE is written as [33,34],

\[ B^{(1)}(\zeta) = B_{\max} \left[ 1 - \frac{1}{4} \left( 1 + \tanh \left( \frac{\zeta}{W_0} \right) \right)^2 \right] \quad (9b) \]

where \( B_{\max} = \frac{2}{A_1} u \) is the magnetosonic shock amplitude, \( W_0 = \frac{64\lambda^2}{27u^2} \) is magnetosonic shock spatial width, and the constant velocity of the reference frame is \( u = \frac{64\lambda}{27C_1} \). It is interesting to mention here that the analytical solution corresponds to a shock travelling towards negative \( \zeta \) (\( u < 0 \)). Of course, it is clear that imposing opposite boundary conditions, a shock travelling in the positive direction (\( u > 0 \)) would be obtained with the same absolute values of width, amplitude and velocity.

### 3. The set of first-order ordinary differential equations

In order to study the stationary magnetosonic shock wave solution of Equation (8), one can adopt a reference frame moving with the magnetosonic shock wave; by transforming the spatial and temporal coordinates into \( \zeta = \xi - \tau_0 u \) (as mentioned in Section 2), where \( u \) is the constant velocity of the travelling magnetosonic shock wave in the moving frame. Furthermore, the time dependence \( \tau \) disappears, since we anticipate stationary magnetosonic shock wave solution. Therefore, Equation (8) is represented by an ordinary differential equation:

\[ \frac{d^2 B^{(1)}(\zeta)}{d\zeta^2} = D \frac{d B^{(1)}(\zeta)}{d\zeta} + C B^{(1)}(\zeta) - A B^{(1)}(\zeta), \quad (9c) \]

where the new coefficients \( A, C \) and \( D \) are written as \( A = A_1/2C_1, \ C = u/C_1, \) and \( D = D_1/C_1 \).

Putting \( Z_1 = B^{(1)}(\zeta) \) and \( dZ_1/d\zeta = Z_2 \), Equation (9c) can be presented as a system of OD equations.

\[ \frac{dZ_1}{d\zeta} = Z_2, \]

\[ \frac{dZ_2}{d\zeta} = D Z_2 + C Z_1 - A Z_2^2. \quad (10) \]

The system of Equation (10) has two equilibrium points \( E_1(0,0) \) and \( E_2 \left( \frac{2u}{A_1}, 0 \right) \). Accordingly, we can solve the system of Eqs.(10) to characterize nonlinear waves phenomena in spin 1/2 quantum plasmas. Jacobian matrix

\[ \begin{pmatrix} 0 & 1 \\ -\frac{D_1}{C_1} & -\frac{A_1}{C_1} \end{pmatrix} \]

of the linearized system of Equation (10) at \( E_1(0,0) \) is \( \lambda E_1(0,0) = -\frac{\mu}{C_1} \) [35]. Furthermore, Jacobian matrix

\[ \begin{pmatrix} 0 & 1 \\ -\frac{D_1}{C_1} & -\frac{A_1}{C_1} \end{pmatrix} \]

at \( E_2(2u/A_1,0) \) is \( \lambda E_2(2u/A_1,0) = -\frac{\mu}{C_1} \) [35]. This leads to two points of equilibrium \( E_1(0,0) \) and \( E_2 \left( \frac{2u}{A_1}, 0 \right) \), which represent stable nodes or stable focuses, depending on whether the quantity \( (D_1^2 \pm 4uC_1) \), where \( C_1 < 0 \), is greater or less than zero, respectively. It is significant, however, to remind that a stable focus corresponds to an oscillatory magnetosonic shock wave (OMSSW), in this case, the dissipation is dominant. Whereas, a stable node gives rise to a monotonic magnetosonic shock wave (MMSSW), in this case, the dissipation is dominant. To complete, in detail, the picture of the present work, we will discuss the various situations.

Now, at the equilibrium point \( E_1(0,0) \) and based on Equation (10), one can obtain the parameter \( \mu \), which satisfies the characteristic polynomial

\[ \mu^2 + 4\gamma_0 (1 - 2\beta e^2_0) \frac{\mu}{\lambda H^2_0} + 8\lambda u \frac{\mu}{H^2_0} = 0, \quad (11) \]

\[ \mu_{1,2} = -\frac{2\gamma_0 (1 - 2\beta e^2_0)}{\lambda H^2_0} \pm \frac{2}{\lambda H^2_0} \sqrt{\gamma_0^2 (1 - 2\beta e^2_0)^2 - 4 \lambda^2 u}. \]

Consequently, we have two distinct cases: When \( \gamma_0^2 (1 - 2\beta e^2_0)^2 - 4 \lambda^2 u < 0 \), in this case \( \mu_{1,2} = \theta \pm \imath \delta \) are complex eigenvalues, where \( \theta = -\frac{2\gamma_0 (1 - 2\beta e^2_0)}{\lambda H^2_0} \), and \( \delta = \frac{2}{\lambda H^2_0} \sqrt{2\lambda^2 u - \gamma_0^2 (1 - 2\beta e^2_0)^2} \). Therefore, the mathematical expression of the general complex solution is written as [35]

\[ B(\zeta) = e^{\imath \delta} (f_1 \Gamma_1 e^{\imath \theta \zeta} + f_2 \Gamma_2 e^{-\imath \theta \zeta}) \quad (12) \]

Moreover, when \( \gamma_0^2 (1 - 2\beta e^2_0)^2 - 4 \lambda^2 u > 0 \), hence \( \mu_{1,2} = \theta \pm \Delta \) are eigenvalues, where \( \Delta = \frac{2}{\lambda H^2_0} \).
\[ \sqrt{\frac{\beta (1-2\beta \varepsilon_0^2)}{2\lambda \mu^2}} - 2\lambda u \]. Therefore, the general solution is given by [35]

\[ B(\zeta) = e^{\theta \zeta} (f_5 \Gamma_5 e^{\Delta \zeta} + f_4 \Gamma_4 e^{-\Delta \zeta}), \] (13)

Furthermore, at the equilibrium point \( E_2 \left( \frac{2u}{\lambda}, 0 \right) \), the parameter \( \mu \) can be satisfied with the characteristic polynomial

\[ \mu^2 + \frac{4y_0 (1 - 2\beta \varepsilon_0^2)}{\lambda H_e^2} \mu - \frac{8\lambda u}{H_e^2} = 0, \] (14)

\[ \mu_{1,2} = -\frac{2y_0 (1 - 2\beta \varepsilon_0^2)}{\lambda H_e^2} \pm \frac{2}{H_e} \sqrt{\frac{y_0^2 (1 - 2\beta \varepsilon_0^2)^2}{\lambda^2 H_e^4} + 2\lambda u}. \]

Therefore, \( \sqrt{\frac{y_0^2 (1 - 2\beta \varepsilon_0^2)^2}{\lambda^2 H_e^4}} + 2\lambda u > 0 \), in this case \( \mu_{1,2} = \theta \pm \Theta \) are eigenvalues, where \( \Theta = \frac{2u}{H_e} \)

\[ \frac{\sqrt{y_0^2 (1 - 2\beta \varepsilon_0^2)^2}}{\lambda^2 H_e^4} + 2\lambda u, \] since \( \Theta \) is always positive, so we have two roots with different signs (i.e. \( \mu_2 < 0 < \mu_1 \)).

The general solution is written as [35]

\[ B(\zeta) = e^{\theta \zeta} (f_5 \Gamma_5 e^{\Theta \zeta} + f_6 \Gamma_6 e^{-\Theta \zeta}), \] (15)

Obviously, at least one of the two roots (i.e., \( \mu_1 \)) must be positive, which means that a small perturbation around the analytical solution given in Equation (15) will be exponentially growing in \( \zeta \) and will then disrupt the oscillatory shock wave propagation. Accordingly, the analytical solution exhibits only a strictly monotonic shock structure. In the above-mentioned cases, the constants \( f_i \) (\( i = 1, 2 \) and 3) and \( f_j \) (\( j = 4, 5 \) and 6) can be determined from the initial condition of motion. Furthermore, \( \Gamma_1 \) and \( \Gamma_1 \) are the eigenvectors corresponding to the eigenvalues \( \mu_1 \) and \( \mu_2 \), respectively.

4. Numerical simulations

Before proceeding to the nonlinear wave phenomena (i.e. the verification of the theoretical prediction) it is interesting to mention here that the fourth order Runge-Kutta method has been applied to illustrate the numerical simulations. Using the dynamical system approach, let us now examine numerically, the change from unstable to the stable solution and vice versa in the dense astrophysical objects such as neutron stars and white dwarfs for the following suitable parameters: the plasma densities are \( n_0 = 10^{30} - 10^{35} \text{ m}^{-3} \), temperatures are \( T \approx 10^5 - 10^7 \text{ K} \), magnetic fields are \( B_0 = 10^9 - 10^{14} \text{ G} \), and for a degenerate plasmas \( T_{\text{Fe}}/\varepsilon_0 \ll 1 \) [25,26]. It is found numerically that \( H_e \approx 10^{-30}(n_0/B_0) \), \( \beta \approx 10^{-44}(n_0^{2/3}/B_0) \), and \( \varepsilon_0 \approx 10^{15}(B_0/n_0^{2/3}) \). Therefore, for the dense astrophysical objects, \( H_e, \beta, \) and \( \varepsilon_0 \) have some finite values approaching unity or more.

To verify our theoretical analysis, we performed numerical simulations of the model under consideration. Now, let us investigate numerically in more detail the effect of time evolution on the analytical solutions of Equation (8), referred to as Equation (10). Figure 1 illustrates the temporal evolution of the monotonic magnetosonic shock solution in spin 1/2 degenerate quantum plasmas for the parameters \( \varepsilon_0 = 0.1, \beta = 0.3, H_e = 0.1, \) and \( y_0 = 0.01 \). For several values of \( \tau \), the monotonic magnetosonic shock waves (MMSSWs) are seen to propagate unperturbed. In other words, they can be seen to maintain their strict monotonicity and width. To perform numerical simulations, we can solve Equation (8) numerically, in order to obtain nonstationary magnetosonic shock waves. As a test for the numerical simulation, the case of a nonstationary MMSSW propagating in plasma was examined using the same parameters as in the simulations displayed in Figure 1. As displayed in Figure 2, the behaviour of MMSSWs is similar to those in Figure 1. Remarkably, one can notice that the numerical simulation of the MMSSW starts to develop a small cavity and a small hump in its profile. Furthermore, Figure 3 shows that the magnetosonic shock transition from the MMSSW to the OMSSW occurs at the different parameters \( \varepsilon_0 = 0.7 \) and \( \beta = 1.2 \). Clearly, the OMSSW happens only when the dissipation term dominates over the dissipative parameter. Therefore, we can apply the numerical simulations that illustrate the time evolution of oscillatory magnetosonic shock waves. At \( \tau = 1000 \), the OMSSW strength increases and goes on ahead more than the oscillations of the OMSSW at \( \tau = 1500 \).

Let us now focus on the numerical simulations of the dynamical system and the phase portraits that indicate the physical nature of stability/instability around the equilibrium points. That is, the numerical solutions illustrating the nonlinear behaviour of monotonic and oscillatory shock waves. Now, it is instructive to apply the
Figure 2. Temporal evolution of the monotonic magnetosonic shock wave with the same physical parameter values as in Figure 1.

Figure 3. Temporal evolution of the oscillatory magnetosonic shock wave with $\beta = 1.2, \varepsilon_0 = 0.7, H_e = 0.3, \gamma_0 = 0.01$.

Figure 4. (a) Oscillatory magnetosonic shock wave profile with $\beta = 0.2, \varepsilon_0 = 0.7, H_e = 0.3, \gamma_0 = 0.01$. (b) Phase portrait with the same physical parameter values as in Figure 4 (a).

Figure 5. (a) Oscillatory magnetosonic shock wave profile with $\beta = 1.02, \varepsilon_0 = 0.7, H_e = 0.3, \gamma_0 = 0.01$. (b) Phase portrait with the same physical parameter values as in Figure 5 (a).

Numerical values $\varepsilon_0 = 0.7, H_e = 0.3, u = 1.2, \gamma_0 = 0.01$. For complex eigenvalues, Figures 4–6a illustrate the variation in the numerical simulation of the nonlinear oscillatory magnetosonic shock waves (OMSSWs) with different values of the plasma beta $\beta (0.2, 1.02$ and 1.2, respectively), while all other physical parameters were kept unchanged: the same as displayed in the figure caption (of Figures 4–6a). Furthermore, Figures 4–6b represent, respectively, the phase portraits of Figures 4–6a. At $\beta = 0.2$, Figure 4a shows that the nonlinear OMSSWs decrease and the system goes to steady-state behaviour. Furthermore, Figure 5a represents the phase portrait, which indicates that the oscillatory shock structure starting around the equilibrium point $E_1 (0, 0)$ converges in a spiral path to the equilibrium point; this behaviour refers to the stability. We can explain this behaviour as follows: based on the above-mentioned numerical values, we can calculate the numerical value of $\theta = -0.195$. Consequently, as $\zeta$ increases in Equation (12), the factor $e^{\theta \zeta}$ has strong...
Figure 6. (a) Oscillatory magnetosonic shock wave profile with $\beta = 1.2, \varepsilon_0 = 0.7, H_e = 0.3$, and $\gamma_0 = 0.01$. (b) Phase portrait with the same physical parameter values as in Figure 6 (a).

Figure 7. (a) Oscillatory magnetosonic shock wave profile with $\varepsilon_0 = 0.1, \beta = 1.2, H_e = 0.3$, and $\gamma_0 = 0.01$. (b) Phase portrait with the same physical parameter values as in Figure 7 (a).

Figure 8. (a) Oscillatory magnetosonic shock wave profile with $\varepsilon_0 = 0.645, \beta = 1.2, H_e = 0.3$, and $\gamma_0 = 0.01$. (b) Phase portrait with the same physical parameter values as in Figure 8 (a).

Figure 9. (a) Oscillatory magnetosonic shock wave profile with $\varepsilon_0 = 0.7, \beta = 1.2, H_e = 0.3$, and $\gamma_0 = 0.01$. (b) Phase portrait with the same physical parameter values as in Figure 9 (a).
effect on the path to becoming a spiral path. Therefore, if \( \theta < 0 \), the equilibrium point is stable and then called the spiral stable point. For \( \beta = 1.02 \), Figure 5a illustrates the steady-state behaviour of the dynamical system. To support the numerical investigation of which the result is shown in Figure 5a, one can plot a corresponding phase plane for the steady-state solution of OMSSWs, which demonstrates a closed circular path centred on \((0, 0)\) as displayed in Figure 5b. In this case, \( \theta \) is very small (\( \approx -2.8916 \times 10^{-4} \)), the factor \( e^{\theta \zeta} \) has no effect on the path. Consequently, the closed trajectories correspond to periodic solutions. In other words, all solutions are therefore periodic and one can expect the equilibrium point to be stable. In the case of \( \beta = 1.2 \), as shown in the bounded oscillations in Figure 6a, one can observe that the fluctuations of the numerical solution increase and the dynamical system goes to increase the oscillations from steady-state. In Figure 6b, the phase plan demonstrates that the OMSSW beginning around the equilibrium point \( E_1(0, 0) \) diverges in a spiral path from the equilibrium point, indicating the instability. In this situation, when the numerical value of \( \theta = 0.2061 \), the factor \( e^{\theta \zeta} \) has a very strong influence on the path. Therefore, if \( \theta > 0 \), the path is spiral and the equilibrium point is unstable, hence called the unstable spiral point. Further, Figures 7–9 demonstrate the variation in the numerical simulation of the OMSSWs with different values of the spin magnetization energy \( \kappa_0 \) (0.1, 0.645 and 0.7, respectively) maintaining all other parameters unchanged as shown in the caption of corresponding figures. It is highly interesting to point out here that the variation in the nature of OMSSWs displayed in Figures 7–9 are similar to the behaviour of those shown in Figures 4–6, respectively. For \( \kappa_0 = 0.1 \), as shown in Figure 7a, the amplitude of magnetosonic wave decreases and the dynamical system move to a steady-state. In Figure 7b, the phase plane points out the stability, the oscillatory shock wave starting around the equilibrium point \( E_1(0, 0) \) approaches in a spiral path to the equilibrium point. As displayed in Figure 8a, at \( \kappa_0 = 0.645 \), the dynamical system exhibits the steady-state phenomenon. In this situation, the phase plane is described by a closed circular path as seen in Figure 8b. Obviously, at \( \kappa_0 = 0.7 \), the bounded fluctuations in Figure 9a of the OMSSWs increase and the system moves to enhance the oscillations from steady state. The phase portrait elucidates the instability of the oscillatory shock wave as shown in Figure 9b. The OMSSW diverges in a spiral path from the equilibrium point \( E_1(0, 0) \). It is interesting to mention here that the numerical simulations in Figures 4–9 are consistent with the analytical solutions, which confirm the validity of the numerical code. Let’s now investigate the physical aspect of OMSSWs as a result of different values of \( \beta \) and \( \kappa_0 \). Figures 10 and 11 illustrate how the plasma beta \( \beta \) and the normalized Zeeman energy \( \kappa_0 \) affect, respectively, the OMSSW structure: as the value of \( \beta \) and \( \kappa_0 \) increase the OMSSW amplitude increases. In addition, one can observe here that the features of OMSSWs displayed in Figures 12 and 13 are similar to the behaviour of those shown in Figures 10 and 11.
amplitudes of the MMSSWs are affected by increasing the nonlinear coefficient $A_1$. Furthermore, Equation (10) lead to an increase (or a decrease) in the magnitude of energy increase in degenerate Fermi plasmas, which quantum statistical effect and the normalized Zeeman $\varepsilon$ decreases (or increases). On the other hand, both $A_1$, which are slightly affected the increase of $\varepsilon$ and $\beta$, as the nonlinear coefficient increases (or decrease), the MMSSW potential basically controlled by $A_1$; thus, as the nonlinear coefficient $A_1$ is considered to be an analytical solution of MMSSW) demonstrates different values of $\varepsilon_0$, and $\gamma_0 = 0.01$. Figure 15. Monotonic magnetosonic shock wave profile for different values of $\varepsilon_0$ with $\beta = 0.1$, $H_e = 0.1$, and $\gamma_0 = 0.01$.

Furthermore, when $\frac{g_0^2(1-2\beta u)^2}{\lambda^2 H_e^2} > 0$, using the numerical values of the mentioned physical parameters, one can simply find out that $H_e^2(1+0.666\beta-3\beta^2)^{2/3} \approx 10^{-5} < u$. Therefore, the condition $\frac{g_0^2(1-2\beta u)^2}{\lambda^2 H_e^2} = 2\lambda u > 0$ can never be achieved. Further, when $\frac{g_0^2(1-2\beta u)^2}{\lambda^2 H_e^2} + 2\lambda u > 0$, (i.e., $H_e^2(1+0.666\beta-3\beta^2)^{2/3} > u$), applying the parameter values $\varepsilon_0 = 0.1 - 0.5$, $\beta = 0.1 - 0.3$, $H_e = 0.1$, and $\gamma_0 = 0.01$, one can simply find out that $H_e^2(1+0.666\beta-3\beta^2)^{2/3} \approx -0.006 < u < 0$. Then, the numerical simulation exhibits only a strictly monotonic magnetosonic shock structure. In this case, the MMSSW occurs only when the coefficient of dissipation dominates over the coefficient of dispersion. We now proceed by examining the features of MMSSWs as a consequence of different values of $\beta$ and $\varepsilon_0$. As shown in Figures 14 (15), the amplitudes of the MMSSWs are affected by increasing $\beta$ (or $\varepsilon_0$). It is clear that the strength of the MMSSW decreases (or increases) by increasing the value of $\beta$ (or $\varepsilon_0$). Physically, by increasing $\beta$ (or $\varepsilon_0$), both the quantum statistical effect and the normalized Zeeman energy increase in degenerate Fermi plasmas, which lead to an increase (or a decrease) in the magnitude of the nonlinear coefficient $A_1$. Furthermore, Equation (10) (i.e. the analytical solution of MMSSW) demonstrates that the amplitude of the MMSSW is considered to be basically controlled by $A_1$; thus, as the nonlinear coefficient increases (or decrease), the MMSSW potential decreases (or increases). On the other hand, both $\beta$ and $\varepsilon_0$ have slightly influence on the dispersion coefficient $D_1$ and the dissipative term $C_1$, which are slightly affected the increase of $\beta$ and $\varepsilon_0$ Figure 15.

In this work, we have investigated the characteristics of nonlinear MMSSWs and OMSSWs in a degenerate quantum magnetoplasma consisting of ions and spin 1/2 nonrelativistic degenerate electrons. The KdVBE is deduced by employing the well-known reductive perturbation analysis. Interestingly, using the bifurcation analysis, we have discussed and specified the equilibrium points and analytical solutions. Moreover, the fourth order Runge-Kutta method was used to study numerically the nonlinear behaviour of MMSSWs and OMSSWs. Numerical simulations have demonstrated that the physical parameters $\beta$ and $\varepsilon_0$ play central roles in determining the physical nature of MMSSWs and OMSSWs. Therefore, we can conclude that both $\beta$ and $\varepsilon_0$ behave like bifurcation parameters. In other words, the numerical values of $\beta$ and $\varepsilon_0$ are responsible for changing the behaviour of OMSSWs from unstable to stable solution and vice versa. Basically, for an advanced comprehension of the physical nature of
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