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Abstract—Optimized Pulse Patterns (OPPs) are gaining increasing popularity in the power electronics community over the well-studied pulse width modulation due to their inherent ability to provide the switching instances that optimize current harmonic distortions. In particular, the OPP problem minimizes current harmonic distortions under a cardinality constraint on the number of switching instances per fundamental wave period. The OPP problem is, however, non-convex involving both polynomials and trigonometric functions. In the existing literature, the OPP problem is solved using off-the-shelf solvers with local convergence guarantees. To obtain guarantees of global optimality, we employ and extend techniques from polynomial optimization literature and provide a solution with a global convergence guarantee. Specifically, we propose a polynomial approximation to the OPP problem to then utilize well-studied globally convergent convex relaxation hierarchies, namely, semi-definite programming and relative entropy relaxations. The resulting hierarchy is proven to converge to the global optimal solution. Our method exhibits a strong performance for OPP problems up to 50 switching instances per quarter wave.
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I. INTRODUCTION

In recent years, combustion engines have increasingly been either augmented or replaced by electric drives. This shift has resulted in a boom in demand for power electronics mainly driven by their higher efficiency, higher reliability and comparatively low prices [1], [2]. To further improve the efficiency of these devices, one needs to study the efficiency for power conversion. Widely-used power converters are those that switch on and off a constant voltage at certain times to generate an approximated sinusoidal pattern of a desired frequency and magnitude, which inevitably contains harmonics due to the discontinuities at the switching instances. In medium to high voltage applications, these switches are realized with power semiconductors that also have significant switching losses [3]. Thus, there is a fundamental trade-off between the switching frequency/losses and the resulting harmonic distortion.

Optimized Pulse Pattern (OPP) is a pulse width modulation scheme that minimizes the current distortion for a given switching frequency [4]. A low switching frequency requirement is crucial in high-power applications where the switching losses in the semiconductor devices is the main bulk of losses in the converter. The OPP switching patterns are computed offline and stored in a look-up-table for a desired fundamental frequency, magnitude, and number of switching instances per wave period [5]. This is necessary due to the complexity of solving such optimization problems online. Specifically, both the objective function and the constraints of OPP problems are non-convex. Thus, traditional solvers (for instance, those utilizing interior point methods) require a large amount of initial starting values without providing any certificate on global optimality.

On the other hand, there are well-known methods in non-convex optimization literature that yield a global optimum if the non-convexity is originating from a polynomial objective function and polynomial constraints [6]–[13]. One such method is given by sum of squares (SOS)/moment hierarchy. Developed by the works in [6], [7], the method utilizes a hierarchy of increasingly larger semi-definite programs as convex relaxations of the original non-convex problem, producing a convergent series of lower bounds to the optimal value while also proposing solution recovery methods. The convergence is typically achieved at a finite level of the hierarchy. While computationally tractable, the SOS approach still requires a considerable amount of resources for large degrees or dimensions. As an alternative, [9] proposes a hierarchy based on linear programming and second-order cone programming to produce lower bounds more efficiently by relaxing the convergence guarantee [14]. Other advancements towards tractability focus on symmetry reductions and exploiting sparsity [15]–[18]. Recently, [8] proposed a convex relaxation hierarchy for polynomial optimization problems by utilizing the relative entropy (exponential) cone instead of the positive semidefinite cone, see also the developments in [19]–[25]. This hierarchy was originally developed for signomial optimization, which is polynomial optimization over the positive orthant. These methods can also be extended for polynomial optimization problems [20]. The advantages of this hierarchy compared to the SOS is that it can handle problems with high degree and dimension if the number of unique monomials are limited. It is even possible to combine these two hierarchies to generate alternative convex relaxations [22].

The contribution of this paper is to employ these convex relaxation methods to solve the OPP problem and to obtain a global solution without relying on local methods. We formulate an approximation to the non-convex, non-polynomial optimization problem by using only polynomials. This reformulation relies on polynomial approximations to the equality constraints involving trigonometric functions. We then show that these approximations form a convergent
hierarchy, which is not guaranteed to exhibit monotonic improvements. We illustrate how this method provides us with sufficiently precise results at a certain level of the approximation when the allowed computation time is limited. To the best of our knowledge, this is the first work to utilize convex relaxation hierarchies to obtain a globally optimal solution to the OPP problem.

The paper is structured as follows. Section II introduces tools from polynomial optimization. Section III introduces optimized pulse patterns. In Section IV we present the problem formulation and then formulate a polynomial approximation to the problem. We show that our approximation produces a convergent hierarchy. We also perform a numerical study to evaluate the performance of the resulting hierarchy. Section V concludes the paper with a discussion on the findings and an outlook for further research.

Notation: Bold face denotes a vector, \( x \in \mathbb{R}^d \) and \( x_i \in \mathbb{R} \) denotes the \( i \)-th element of that vector. A generic multivariate polynomial is denoted as \( f(x) = \sum_{j=1}^{d} c_j x^\beta \) with real coefficients \( c_j \in \mathbb{R} \) for all \( j = 1, \ldots, l \). The vector of exponents \( \beta \) is the total degree of the polynomial. The list of exponent vectors \( \{ \beta^{(i)} \} \) is such that \( \beta^{(i)} \in \mathbb{Z}_+^d \) for all \( j = 1, \ldots, l \). The real valued polynomials are denoted as \( f(x) \in \mathbb{R}[x] \) where \( \mathbb{R}[x] \) is the the polynomial ring in \( x \in \mathbb{R}^d \) with real coefficients. The operator is denoted as \( [x] \). To denote that \( A \) is a positive semidefinite matrix, we write \( A \succeq 0 \).

II. Preliminaries on Polynomial Optimization Methods

Polynomial optimization is a class of optimization problems where the objective function and the constraints are of the form of polynomials. Polynomial optimization in its general form is an NP-hard problem [10], [11]. However, solving a non-convex polynomial optimization problem globally is achieved by solving a series of convex relaxations.

Assume a generic multivariate polynomial \( f(x) = \sum_{j=1}^{d} c_j x^\beta \) with the exponent vector \( \{ \beta^{(j)} \} \subset \mathbb{Z}_+^d \) with \( \beta^{(1)} = \mathbf{0} \) and the coefficients \( c_j \in \mathbb{R} \). To find its minimum subject to some polynomial inequality constraints, one can utilize the hypograph formulation:

\[
\begin{align*}
    f^* &= \max_{\gamma} \gamma, \\
    \text{s.t.} & \quad f(x) - \gamma \geq 0, \quad \forall x \in K,
\end{align*}
\]

where \( K = \{ x \in \mathbb{R}^d \mid g_i(x) \geq 0, \forall i \} \) defines a semi-algebraic set. In other words, the problem boils down to finding the largest \( \gamma \) such that the polynomial \( f(x) - \gamma \) is guaranteed to be non-negative on the set \( K \). For the sake of simplicity, equality constraints are ignored. Note that, without loss of generality, one can formulate any equality constraint \( h(x) = 0 \) as a pair of two inequality constraints: \( h(x) \geq 0, -h(x) \geq 0 \).

The sum of squares (SOS) method is a sufficient certificate that replaces the non-negativity constraint in (1) to make the problem computationally tractable. A polynomial written as a sum of squares is, by definition, non-negative over all \( x \in \mathbb{R}^d \). This certificate can be represented with a positive semi-definite cone. With the vector \( z \) being all monomials of degree less than \( \lceil n/2 \rceil \), we can write any polynomial of at most degree \( n \) as

\[
f(x) = z^\top Q z.
\]

Then, the polynomial \( f(x) \) is sum of squares if and only if \( Q \succeq 0 \). This non-negativity certificate is used to construct a convergent hierarchy of lower bounds [6], [26]. Assume \( n \) denotes the largest degree among all polynomials involved in (1). By replacing the non-negativity by a sufficient and tractable SOS certificate utilizing weak duality, we approximate (1) as:

\[
f^* \geq f^*_0 = \max_{\gamma} \gamma, \\
\text{s.t.} & \quad f(x) - \gamma - \sum_i \lambda_i g_i(x) \in \text{SOS}(n),
\]

where \( \text{SOS}(n) \) is the set of sum of squares polynomials up to degree \( n \), defined as

\[
\text{SOS}(n) = \{ f(x) \mid f(x) = \sum_i f^2_i(x) : f_i(x) \in \mathbb{R}[x] \text{ and } \text{deg}(f_i(x)) \leq \lfloor n/2 \rfloor, \forall i \}.
\]

The subscript of \( f^*_0 \) in (2) denotes the level of the hierarchy. It is shown in [6] that the optimality gap is reduced by introducing Lagrange multipliers which are SOS polynomials \( \lambda(x) \) of a fixed degree:

\[
f^*_{p-1} \leq f^*_p = \max_{\gamma} \gamma, \\
\text{s.t.} & \quad f(x) - \gamma - \sum_i \lambda_i(x) g_i(x) \in \text{SOS}(n + p),
\]

where \( n^{(i)} \) denotes the degree of the polynomial constraint \( g_i(x) \). Under some easily attained conditions, convergence of the hierarchy is guaranteed and whenever the duality gap is zero the solution can be recovered. The dual perspective of this hierarchy is referred to as the moment relaxation hierarchy [6], [27].

Notice that the problem size grows exponentially with both the number of variables \( d \) and the degree \( n \). Due to this phenomenon, the SOS method struggles when solving problems with a large number of variables and/or problems involving high degree polynomials. An alternative way of certifying non-negativity of polynomials is to instead utilize the relative entropy cone [8] (and the so-called AM/GM polynomials). This hierarchy relies on the arithmetic mean geometric mean inequality and it will be referred to as the SAG hierarchy. As is the case for SOS, this approach also produces a convergent hierarchy of lower bounds. However, the certificate scales with the square of the number of unique monomials and can thus potentially produce better results than the SOS method for problems which are high degree and dimension but sparse. As a remark, both certificates/hierarchies can also be combined.
III. Pulse Width Modulation Framework

In Pulse Width Modulation (PWM) a reference voltage \( v : [0, 2\pi] \to \mathbb{R} \) is approximated as a switching signal \( u : [0, 2\pi] \to \{-1, 0, 1\} \). The number of possible switch positions is defined by the converter structure, e.g., in this case \( u \) is defined for a three-level converter with three switching positions. The instances where we switch from one level to another are such that the output voltage follows some given reference \( v \) as accurately as possible. The magnitude of the modulating signal is commonly referred to as the modulation index \( m \in [0, \frac{3}{2}] \).

A. Optimized Pulse Patterns

Optimized Pulse Patterns (OPPs) present an optimal approach to minimizing current harmonics. In this case a cost function is formulated, typically related to the current distortions, and then minimized subject to constraints [4].

The objective is usually chosen to be related to the current total demand distortion (TDD) in the stator, which for a three-phase, three-level converter connected to an induction motor is given by

\[
I_{\text{TDD}} = \frac{\sqrt{2}V_{\text{DC}}}{\pi L_{\text{nom}} \omega_1 X_{\sigma}} \times \left( \sum_{n=5,7,11,\ldots} \left( \frac{1}{n^2} \sum_{i=1}^{d} \Delta u_i \cos(n\alpha_i) \right)^2 \right),
\]

where \( L_{\text{nom}} \) is the nominal root mean square stator current. \( V_{\text{DC}} \) is the magnitude of the DC voltage, \( \omega_1 \) is the fundamental frequency and \( X_{\sigma} \) is the leakage reactance of the motor driven by the converter. The magnitude of each harmonic is a function of the \( d \) switching instances \( \{\alpha_i\}_{i=1}^{d} \) in one quarter period. The fundamental component for \( n = 1 \) is excluded. At the instance \( \alpha_i \), the voltage is switched from \( u_{i-1} \) to \( u_{i} \), where \( u_{i} \in \{-1, 0, 1\} \). Usually quarter- and half-wave symmetries are imposed and \( u_{0} = 0 \) is assumed. Let us define \( \Delta u_{i} = u_{i} - u_{i-1} \) for \( i = 1, 2, \ldots, d \) to be the switching transition. For simplicity, in this work, we predetermine \( \Delta u_{i} = (-1)^{i+1} \) for \( i = 1, 2, \ldots, d \), since we enforce that the maximum difference between subsequent transitions is always 1.

All the terms in (3) except those inside the square root are constants and depend on the parameters of the induction motor connected to the inverter; thus, the objective function to be minimized is

\[
J(\alpha) = \sum_{n=5,7,11,\ldots} \left( \frac{1}{n^2} \sum_{i=1}^{d} \Delta u_i \cos(n\alpha_i) \right)^2,
\]

where \( \alpha = [\alpha_1, \alpha_2, \ldots, \alpha_d]^T \) is the vector of switching angles.

The constraints of this problem are two-fold. First, the amplitude of the fundamental component \( (n = 1) \) needs to match the modulation index \( m \), that is,

\[
\hat{u}_1 = \frac{4}{\pi} \sum_{i=1}^{d} \Delta u_i \cos(\alpha_i) = m.
\]

Second, the order of the switching transitions must adhere to:

\[
0 \leq \alpha_1 \leq \alpha_2 \leq \cdots \leq \alpha_d \leq \frac{\pi}{2}.
\]

Thus, the final optimization problem for a three-phase converter is given by:

\[
\begin{align*}
\min_{\alpha} & \quad \sum_{n=5,7,11,\ldots} \left( \frac{1}{n^2} \sum_{i=1}^{d} \Delta u_i \cos(n\alpha_i) \right)^2 \\
\text{s.t.} & \quad \frac{4}{\pi} \sum_{i=1}^{d} \Delta u_i \cos(\alpha_i) = m, \\
& \quad 0 \leq \alpha_1 \leq \alpha_2 \leq \cdots \leq \alpha_d \leq \frac{\pi}{2}.
\end{align*}
\]

However, this yields a non-convex optimization problem. For tractability issues, the sum in the objective function is typically truncated to consider current harmonics up to a specified order, for instance, 300. Then, polynomial approximation of the truncated sum is performed, as shown in [28]. Henceforth, we refer as objective function \( J(\alpha) \) the truncated and approximated polynomial objective function. An example of a computed OPP for pulse number \( d = 3 \) and modulation index \( m = 0.9 \) is shown in Figure 1.

IV. A Convex Relaxation Hierarchy for the OPP Problem

Our goal is to solve

\[
\alpha^* = \arg \min_{\alpha} J(\alpha)
\]

\[
\text{s.t.} \quad \frac{4}{\pi} \sum_{i=1}^{d} \Delta u_i \cos(2\pi\alpha_i) = m,
\]

\[
0 \leq \alpha_1 \leq \alpha_2 \leq \cdots \leq \alpha_d \leq \frac{1}{4}.
\]

Let the optimal cost be denoted as \( J^* = J(\alpha^*) \). Although the objective function is a polynomial, the equality constraint involves a trigonometric function. In the following, we use a Taylor-series approximation and derive its estimation error.

A. Equality constraint approximation and its error

To enable the use of polynomial methods for solving the OPP problem, the equality constraint is approximated using
its Taylor-series expansion truncated after the $k$-th order, which we will denote as $\Gamma_k(\alpha)$, with an expansion point $\alpha_0$:

$$\cos(2\pi\alpha) \approx \Gamma_k(\alpha) = \sum_{n=0}^{k} \frac{d^n}{d\alpha^n} \cos(2\pi\alpha)|_{\alpha=\alpha_0} (\alpha - \alpha_0)^n.$$ 

Let $R_k(\alpha)$ be the absolute error of a Taylor-series $\Gamma_k(\cdot)$ evaluated at $\alpha$. For any interval $(\alpha_0 - r, \alpha_0 + r)$ with $r > 0$, the inequality

$$R_k(\alpha) \leq (2\pi)^{k+1} \frac{|\alpha - \alpha_0|^{k+1}}{(k+1)!} \leq (2\pi)^{k+1} \frac{r^{k+1}}{(k+1)!},$$

$\forall \alpha \in [\alpha_0 - r, \alpha_0 + r],$

holds, since

$$\frac{d^{k+1}}{d\alpha^{k+1}} \cos(2\pi\alpha) \leq (2\pi)^{k+1}.$$

Let $\Delta m_k$ denote the error in the modulation index equality constraint in problem (5). It can be defined as

$$\Delta m_k = \frac{4d}{\pi} (2\pi)^{k+1} \frac{r^{k+1}}{(k+1)!} \geq \frac{4d}{\pi} R_k(\alpha),$$

$$\forall \alpha \in [0, \frac{1}{4}],$$

where $r = 1/8$ and $\alpha_0 = 1/8$ such that $[\alpha_0 - r, \alpha_0 + r] = [0, 1/4]$. In this context, the relaxation of the OPP problem (5) is given by

$$J_k^* = \min_{\alpha} \quad J(\alpha)$$

subject to

$$\frac{4}{\pi} \sum_{i=1}^{d} \Delta u_i \Gamma_k(\alpha_i) \leq m + \Delta m_k,$$

$$\frac{4}{\pi} \sum_{i=1}^{d} \Delta u_i \Gamma_k(\alpha_i) \geq m - \Delta m_k,$$

$$0 \leq \alpha_1 \leq \alpha_2 \leq \cdots \leq \alpha_d \leq \frac{1}{4}.$$ 

Clearly, any feasible solution to (5) is also feasible to (7), so we have $J_k^* \leq J^*$. We call the polynomial optimization (7) the $k$-th level of the Taylor-series approximation hierarchy.

B. Convergence of the hierarchy

We now show that the relaxation of the original problem (combined with convex relaxation hierarchies for polynomial optimization problems) converges to the optimal solution of the original problem as the level of the hierarchy increases. We first prove two propositions that will facilitate our discussions.

**Proposition 1:** $\Delta m_k$ is strictly decreasing in $k$ when $r = 1/8$.

**Proof:** Monotonicity is established when considering two subsequent error terms in (6):

$$\Delta m_k - \Delta m_{k-1} = \frac{4d}{\pi} \left( (2\pi)^{k+1} \frac{r^{k+1}}{(k+1)!} - (2\pi)^{k} \frac{r^{k}}{(k+1)!} \right)$$

$$= \frac{4d}{\pi} (2\pi)^{k} \left( \frac{r^{k}(2\pi r - k - 1)}{(k+1)!} \right).$$

Due to $d > 0$, $r \geq 0$, and $k \geq 0$ for strict monotonicity, it must hold that

$$2\pi r - k - 1 < 0,$$

which is true for $r = 1/8$.

**Proposition 2:** As $k \to \infty$, the problem (7) converges to the non-approximated problem (5).

**Proof:** One can immediately see that for an increased Taylor-series level the remainder term and thus also the error in the modulation index $\Delta m$ goes to zero:

$$\lim_{k \to \infty} \Delta m_k = \lim_{k \to \infty} \frac{4d}{\pi} (2\pi)^{k+1} \frac{r^{k+1}}{(k+1)!} = 0.$$ 

Thus, the problem does converge to its optimum, since any feasible solution to (5) is also feasible to (7).

In general, a hierarchy is said to be complete, if two conditions are satisfied: (i) the lower bounds the hierarchy produces need to be non-decreasing, and (ii) it converges to the global optimum $J^*$. Let the lower bound obtained for the $p$-th level of the hierarchy be denoted by $J_p$. We can write these two requirements as

(i) $\lim_{p \to \infty} J_p = J^*,$

(ii) $J_p \leq J^*, \quad \forall p \leq \bar{p}.$

Both of these requirements have been shown to hold for either the SAG and the SOS hierarchy under some regularity conditions [6], [8], [30]. The main interest now lies in whether the same holds for the level of the Taylor-series approximation. As a remark, in the SAG hierarchy, there are two parameters to determine the level of the hierarchy, that is, $p \in \mathbb{R}^2$ [8], [19].

Next, we study how the lower bound changes with level $k$. In Proposition 2 we showed that the lower bound will (eventually) converge to the optimal one, achieving the property (i) above.

For monotonicity of the hierarchy, we need to show that $J_k^*$ is nondecreasing in $k$. Even though $\Delta m_k$ is strictly decreasing in $k$ (as we showed in Proposition 1), this result alone is not enough to conclude this property. We need that any solution for an approximation of level $k + 1$ has to be a feasible solution to the level $k$. This monotonicity property holds for both the SOS and the SAG hierarchy in the level of the hierarchy $p$. In case of the Taylor-series-based approximation, we let $F_k(\alpha) = \frac{4}{\pi} \sum_{i=1}^{d} \Delta u_i \Gamma_k(\alpha_i) - m$. Then, for any $\alpha$ it should hold

$$\forall \alpha : -\Delta m_{k+1} \leq F_{k+1}(\alpha) \leq \Delta m_{k+1} \Rightarrow -\Delta m_k \leq F_k(\alpha) \leq \Delta m_k.$$

For instance, for the right hand side, this is implied by

$$\max_{\alpha} [F_k(\alpha) - F_{k+1}(\alpha)] \leq \Delta m_k - \Delta m_{k+1}.$$

To the best of our knowledge proving any of these two statements is not possible for the Taylor-series-based approx-

1For instance, in case of SOS, these so-called Archimedeanity conditions hold if we have some ball constraints over the feasible region [29]. These can easily be included in our problem since we are already working with box constraints.
imation.

However, if the Taylor-series level $k$ is kept constant and the hierarchy level $p$ increases, the lower bound will always improve monotonically as compared to the previous level as

$$J_{p,k} \leq J_{\bar{p},k} \leq J^*, \quad \forall p \leq \bar{p}, \forall k.$$ 

This is an inherent property of the SOS/SAG hierarchy and is shown in [6] and [8]. Considering the case where the approximation level $k$ goes to infinity and $p$ is large enough such that the SOS/SAG hierarchy converges, we can conjecture that

$$\exists \bar{p}: J_{p,k} \to \infty = J^*.$$ 

Hence, the proposed hierarchy is convergent and eventually (as $k \to \infty$) attains the globally optimal solution.

V. Numerical Results

In this section, we show that the previously discussed approximations can be used to solve the OPP problem to global optimality in an efficient manner. To this end, the OPP problems are also solved using a local optimization solver without any polynomial approximation to the equality constraint. The SOS/SAG hierarchy level $p$ and the Taylor-series approximation level $k$ will be subject to changes, so is the number of optimization variables $d$.

A. Solution of the OPP problem using polynomial optimization methods

As a local optimization solver, fmincon() is used in MATLAB to solve the non-approximated problem [5]. This problem is solved with 100 random initial conditions using gradient descent methods and the minimum was designated to be the global minimum. We first solve it for modulation index from the one imposed by the equality constraint. The SOS/SAG hierarchy level $p$ and the Taylor-series approximation level $k$ will be subject to changes, so is the number of optimization variables $d$.

B. Effect of approximation level on the optimal solution

A similar convergent behaviour is also apparent in Figure 2 where we report the deviation of the obtained lower bound compared to the actual minimum obtained using fmincon() when solving the Taylor-series approximation for different pulse numbers. Again a modulation index of $m = 0.55$ is used. In our experiments, up to $d = 20$, an approximation level of $k = 6$ was sufficient for reasonably close results to the actual optimum.

Remark 1: Note that the convergence of the hierarchy was shown for $k \to \infty$. Our numerical experiments have also illustrated that monotonicity generally holds for the level of the Taylor-series approximation. Hence, increasing the approximation level is expected to yield an improved lower bound.

For $d = 50$ we need to go up to a Taylor-series approximation level of $k = 8$ to be reasonably close, which can be observed in Table I.

Observe that Taylor-series levels are quite low, but a global optimum can be found within reasonable time. Going to larger pulse numbers or SOS/SAG levels proves to be computationally demanding due to the scalability of these polynomial optimization methods in both the degree of the polynomial and the number of optimization variables.

While there are many efforts in the literature to improve the performance and scalability of the methods, most of these approaches try to exploit sparsity or symmetry in the objective, which are not applicable to the problem at hand. The objective function of problem [5] contains all the unique monomials, which means that the size of the problem for higher levels of the hierarchy is still too large to be feasible for currently available SDP or relative entropy (exponential) cone solvers.

VI. Conclusion

We showed that the OPP problem can be solved efficiently via methods for polynomial optimization using a Taylor-series approximation to the equality constraint. While the solution using local methods is already well-established, the use of polynomial methods comes with the advantage of...
producing a global solution. We formed a convex relaxation hierarchy based on a Taylor-series approximation and well-establish SOS/SAG hierarchies of polynomial optimization problems. We showed that this hierarchy is convergent, and the approximation error of the equality constraint is monotonically decreasing. We showed how these methods provide us with sufficiently precise results for a certain level of the Taylor-series approximation in a reasonable computation time.

Our future work will focus on larger pulse numbers and polynomial degrees which still prove to be computationally demanding.

ACKNOWLEDGEMENTS

The authors would like to thank Tobias Geyer at ABB Corporate Research Center in Baden, Switzerland for sharing his expertise on OPPs and giving his thoughts on the progress of the research. The authors would also like to thank Gernot Riedel at ABB Corporate Research Center in Baden, Switzerland for making the completion of this work possible in his research group.

REFERENCES

[1] T. Orlowska-Kowalska and M. Dybkowski, “Industrial drive systems: Current state and development trends,” Power Electronics and Drives, Jan. 2016.

[2] B.C. Mcrow and A.G. Jack, “Efficiency trends in electric machines and drives,” Energy Policy, vol. 36, no. 12, pp. 4336–4341, 2008.

[3] M. H. Rashid, Power electronics handbook. London: Academic Press, 2001.

[4] T. Boller, J. Holtz, and A. Rathore, “Optimal pulselwidth modulation of a dual-three-level inverter system operated from a single DC link,” IEEE Transactions on Industry Applications, vol. 48, no. 11, 2012.

[5] T. Geyer, N. Oikonomou, G. Papafotiou, and F. D. Kieferdorf, “Model predictive pulse pattern control,” IEEE Transactions on Industry Applications, vol. 48, no. 2, pp. 663–676, 2012.

[6] J. B. Lasserre, “Global optimization with polynomials and the problem of moments,” SIAM Journal on Optimization, vol. 11, no. 3, pp. 796–817, 2001.

[7] P. Parrilo, “Structured semidefinite programs and semialgebraic geometry methods in robustness and optimization,” Ph.D. dissertation, California Institute of Technology, 2000.

[8] V. Chandrasekaran and P. Shah, “Relative entropy relaxations for signomial optimization,” SIAM Journal on Optimization, vol. 26, no. 2, pp. 1147–1173, 2016.

[9] A. Ahmadi and A. Majumdar, “DSOS and SDSOS optimization: More tractable alternatives to sum of squares and semidefinite optimization,” SIAM Journal on Applied Algebra and Geometry, vol. 3, 2017.

[10] P. A. Parrilo, “Sum of squares program and polynomial inequalities,” SAGEOPT Views-And-News, Oct. 2004.

[11] J. B. Lasserre, An introduction to polynomial and semi-algebraic optimization. Cambridge: Cambridge University Press, 2015.

[12] T. H. Summers, K. Kunz, N. Kariotoglou, M. Kamgarpour, S. Summers, and J. Lygeros, “Approximate dynamic programming via sum of squares programming,” in 2013 European Control Conference (ECC), IEEE, 2013, pp. 191–197.

[13] S. Prajna, A. Papachristodoulou, and P. A. Parrilo, “Introducing SOSTOOLS: A general purpose sum of squares programming solver,” in Proceedings of the 41st IEEE Conference on Decision and Control, 2002., vol. 1. IEEE, 2002, pp. 741–746.

[14] C. Josz, “Counterexample to global convergence of DSOS and SDSOS hierarchies,” arXiv e-prints, p. arXiv:1707.02964, Jul. 2017.

[15] Y. Zheng and G. Fantuzzi, “Sum-of-squares chordal decomposition of polynomial matrix inequalities,” arXiv e-prints, p. arXiv:2007.11419, Jul. 2020.

[16] J. B. Lasserre, K.-C. Toh, and S. Yang, “A bounded degree SOS hierarchy for polynomial optimization,” EURO Journal on Computational Optimization, vol. 5, pp. 87–117, 2017.

[17] K. Gatermann and P. A. Parrilo, “Symmetry groups, semidefinite programs, and sums of squares,” Journal of Pure and Applied Algebra, vol. 192, no. 1-3, pp. 95–128, 2004.

[18] H. Waki, S. Kim, M. Kojima, and M. Muramatsu, “Sums of squares and semidefinite program relaxations for polynomial optimization problems with structured sparsity,” SIAM Journal on Optimization, vol. 17, no. 1, pp. 218–242, 2006.

[19] R. Murray, V. Chandrasekaran, and A. Wierman, “Newton polytopes and relative entropy optimization,” arXiv e-prints, p. arXiv:1810.01614, Oct. 2018.

[20] ———, “Signomial and polynomial optimization via relative entropy and partial dualization,” arXiv e-prints, p. arXiv:1907.00814, Jul. 2019.

[21] M. Dressler, S. Iliman, and T. De Wolff, “A positivstellensatz for sums of nonnegative circuit polynomials,” SIAM Journal on Applied Algebra and Geometry, vol. 1, no. 1, pp. 536–555, 2017.

[22] O. Karaca, G. Darivianakis, P. Beuchat, A. Georghiou, and J. Lygeros, “The REPOBOX toolbox: Tackling polynomial optimization using relative entropy relaxations,” IFAC-PapersOnLine, vol. 50, no. 1, pp. 11 652–11 657, 2017, 20th IFAC World Congress.

[23] M. Dressler, H. Naumann, and T. Theobald, “The dual cone of sums of

| $d$ | Method | $J(\alpha^*)$ | $\alpha^*$ | convergence level $p$ | $m_e$ | time (s) |
|-----|--------|---------------|-------------|----------------------|------|---------|
| 1   | Local optimization solver | 0.1617 | [0.1789] | -                    | 0.5500 | 0.87    |
|     | YALMIP SOS toolbox       | 0.1615 | [0.1790] | 4                    | 0.5496 | 0.55    |
|     | SAGEopt toolbox          | 0.1615 | [0.1790] | 1                    | 0.5496 | 0.09    |
| 2   | Local optimization solver | 0.1554 | [0.1380; 0.2155] | - | 0.5500 | 1.69    |
|     | YALMIP SOS toolbox       | 0.1549 | [0.1380; 0.2154] | 4 | 0.5492 | 0.49    |
|     | SAGEopt toolbox          | 0.1549 | [0.1379; 0.2154] | 1 | 0.5492 | 0.14    |
| 3   | Local optimization solver | 0.1534 | [0.1151; 0.1639; 0.2184] | - | 0.5500 | 1.84    |
|     | YALMIP SOS toolbox       | 0.1527 | [0.1155; 0.1645; 0.2188] | 4 | 0.5487 | 0.44    |
|     | SAGEopt toolbox          | 0.1527 | [0.1154; 0.1644; 0.2188] | 1 | 0.5487 | 0.16    |
| 4   | Local optimization solver | 0.1519 | [0.0817; 0.1028; 0.1425; 0.1713; 0.2020; 0.2359] | - | 0.5500 | 2.37    |
|     | YALMIP SOS toolbox       | 0.1506 | [0.0815; 0.1024; 0.1420; 0.1704; 0.2009; 0.2351] | 4 | 0.5476 | 19.5    |
|     | SAGEopt toolbox          | 0.1506 | [0.0814; 0.1023; 0.1420; 0.1704; 0.2009; 0.2351] | 1 | 0.5476 | 1.1     |

| $d$ | Method | $k$ | $J(\alpha^*)$ | $m_e$ | time (s) |
|-----|--------|-----|---------------|------|---------|
| 50  | Local solver | - | 0.1513 | 0.5500 | 258    |
|     | SAGEopt toolbox | 5 | 0.1405 | 0.5292 | 388    |
|     | SAGEopt toolbox | 8 | 0.1513 | 0.5500 | 508    |
non-negative circuit polynomials,” arXiv preprint arXiv:1809.07648, 2018.

[24] L. Kathrën, H. Naumann, and T. Theobald, “A unified framework of SAGE and SONC polynomials and its duality theory,” arXiv preprint arXiv:1903.08966, 2019.

[25] R. Murray, H. Naumann, and T. Theobald, “The X-circuits behind conditional SAGE certificates,” arXiv preprint arXiv:2006.06811, 2020.

[26] P. Parrilo, “Semidefinite programming relaxations for semialgebraic problems,” Mathematical Programming, Series B, vol. 96, 03 2003.

[27] K. Schmüdgen, “The K-moment problem for compact semi-algebraic sets,” Math. Ann., vol. 289, pp. 203–206, 1991.

[28] L. Wachter, “On robustness and smoothness of optimized pulse patterns for power conversion systems,” Master’s thesis, Aalto University, School of Electrical Engineering, 7 2020.

[29] M. Putinar, “Positive polynomials on compact semi-algebraic sets,” Indiana University Mathematics Journal, vol. 42, no. 3, pp. 969–984, 1993.

[30] M. Laurent, Sums of squares, moment matrices and optimization over polynomials. Springer New York, 2009, pp. 157–270.

[31] J. Lofberg, “YALMIP : a toolbox for modeling and optimization in MATLAB,” in 2004 IEEE International Conference on Robotics and Automation (IEEE Cat. No.04CH37508), 2004, pp. 284–289.

[32] ———, “Pre- and post-processing sum-of-squares programs in practice,” IEEE Transactions on Automatic Control, vol. 54, no. 5, pp. 1007–1011, 2009.

[33] MOSEK ApS (2020), MOSEK Optimization Toolbox for MATLAB, Version 9.2.25, available at https://docs.mosek.com/9.2/toolbox/index.html