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**ABSTRACT:** In a recent paper, Raju showed that the essential features of the monogamy paradox for old flat space black holes could be modeled using a setup in empty AdS, leading to a violation in the monogamy of entanglement there. A physically interesting question is whether such a violation in the monogamy of entanglement can be posed in empty flat space. The answer is not immediately clear since flat space gravity has an entirely different vacuum and infrared structure than the gapped and unique AdS vacuum, which was exploited in Raju’s toy model. We answer this question in the affirmative, with an explicit construction. We formulate the paradox in terms of monogamy of CHSH correlations, which we use to quantify the monogamy of entanglement. Extending Raju’s analysis to empty flat space, within effective field theory, we show that the entanglement of approximately local bulk modes just outside a light cone with modes just inside the light cone as well as with modes situated far away at the past of future null infinity ($I^\pm$) gives rise to an $O(1)$ violation in the monogamy of entanglement. This cannot be resolved by small corrections of $O(\sqrt{G_N})$. The issues arising from the above-mentioned vacuum and infrared features unique to flat spacetime are dealt with by introducing a physically motivated boundary projector onto states below a given infrared cutoff, which allows us to construct suitable operators at ($I^\pm$) that give rise to the violation. We argue that the resolution of the paradox is that our spatially separated observables probe the same underlying degrees of freedom, i.e., such observables act on a non-factorized Hilbert space arising from the Gauss constraint, thereby circumventing the conflict with monogamy of entanglement.
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1 Introduction

Black hole information paradoxes constitute an inter-related web of puzzles that arise due to the existence of the event horizon. These paradoxes have traditionally served as lamp-posts regarding our understanding of various quantum aspects of gravity. Our work is concerned with an important corner of these puzzles: the monogamy paradox in flat space. Originally proposed in [1], the paradox was extensively discussed in [2–27]. In particular, Raju [5] showed that the essential features of the monogamy paradox for old flat space black holes could be modeled using a setup in empty AdS, leading to a violation in the monogamy of entanglement there. The salient point of this setup was that it did not require the existence of a horizon, in contrast to the previous discussions of the paradox. A physically interesting question is whether a violation in the monogamy of entanglement can be described within empty flat space, which resembles our observable universe to a good approximation. Our present work deals with addressing this question.

1.1 The paradox

We will briefly discuss the paradox below. Consider an old evaporating black hole in flat space at time $t$, such that $t > t_{\text{Page}}$. The outgoing near-horizon Hawking modes are strongly entangled with the near-horizon interior modes. For the final state to contain all information about the initial state, the near-horizon outgoing modes must also be entangled with Hawking modes that came out of the black hole at early times. However, this situation points to a violation of the monogamy of entanglement, which is an unavoidable consequence of quantum mechanics. This paradox is also closely related to the cloning paradox, which states that within effective field theory, a nice slice can capture both a diary thrown into a black hole and a reconstructed copy of the diary from the outgoing Hawking radiation, thereby violating the no-cloning theorem. The physical picture portrayed by both these paradoxes is that the interior should contain a copy of the exterior to resolve contradictions with basic assumptions of quantum mechanics (more precisely, with quantum information theorems). This picture is reflected within the important idea of black hole complementarity as explored in [31–35].

A key idea here is that the monogamy paradox for flat space black holes depends only on the entanglement of near-horizon exterior modes with near-horizon interior modes and also with modes far outside the horizon (e.g., at past of the future null infinity, i.e., $I^\pm$). Consider the simple situation of a radially outgoing light cone at $r = r_0$ in an empty flat space. A monogamy-type paradox arises here also if we study the entanglement of the modes smeared just inside the light cone (region $A$) with modes smeared just outside the light cone (region $B$) and with another spacelike separated region (region $C$) (See fig. 1).

For a black hole with initial entropy given by $S$ which has evaporated to $S'$, the number of states in the exterior is approximately $e^{S - S'}$. We thus pose the paradox for old black holes when the exterior contains enough degrees of freedom, i.e., $S' < \frac{S}{2}$. Later on, in line with the principle of holography of information [28–30], we will argue why we do not need to necessarily go beyond the Page time in order to set up the paradox, as is done in the standard case.
1.2 The toy model in flat space

We will extend the construction of [5] which investigated the monogamy paradox in asymptotically AdS using Bell inequalities to asymptotically flat spacetime to understand the case of old flat space black holes. As done there, we will formulate the paradox using CHSH inequalities [36], a convenient restatement of Bell inequalities [37]. This formalism allows us to make quantitative statements regarding the monogamy of entanglement [38, 39], in particular, it allows us to rephrase statements about the monogamy of entanglement in terms of statements regarding the monogamy of CHSH correlations.

An essential ingredient that facilitates calculations in this setup compared to the original paradox is that the Hamiltonian of gravity is a boundary term [40], and thus can be used to construct a projector that projects onto the degenerate subspace of vacua labelled by supertranslations.
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**Figure 1**: Here the red line $U = 0$ denotes a radially outgoing light shell. Regions $A$, $B$, and $C$ are marked in blue. We will study the entanglement of modes smeared over region $A$ with modes smeared over $B$ and $C$ and arrive at a paradox.

1.2.1 Important features unique to our toy model in flat space

The vacuum and low energy structure of the Fock space of canonical gravity in flat space is completely different from the same in AdS, due to the presence of supertranslations and the absence of a mass gap. In particular, AdS has a unique vacuum, while the flat space vacua span a degenerate subspace, and should be specified by their value in the supertranslation sector as well. We build upon previous works [28, 41–44] which have clarified the vacuum structure of flat space, and our definition of relevant operators and their subsequent representation in terms of the Fock space rests on the same. Here, supertranslations are not crucial to setting up the
monogamy paradox in flat space but necessarily complicate the rather straightforward analysis in AdS since they introduce an additional vacuum structure.

Note that in the treatment for the AdS case in [5], there exists a natural cutoff scale set by the cosmological constant. However, the issue for flat space gravity in $d = 4$ is more complicated, and one needs to specify an infrared cutoff in order to properly define the theory. Therefore in our work, we have introduced a new physically motivated projector $P_\delta$, which projects onto energy scales below an infrared cutoff denoted by $\delta$, and utilize the same to construct relevant operators which demonstrate the violation in monogamy of entanglement in our toy model. Physically this means that in practice, we do not work with operators that project onto the vacuum exactly but project onto states with very low energies below an IR cutoff, say $E < \delta$. This also generalizes the more abstract projector onto the vacua introduced in the context of AdS [35] and in flat space [28], and their subsequent role in how information is stored at the boundary [29].

While we can setup the monogamy paradox in flat space using the abstract projector introduced in [28] (as we demonstrate), the main thrust of our work is to utilize our physically motivated projector $P_\delta$ and use it to set up the monogamy paradox. In our work, given the infrared issues, we firstly demonstrate how operators $C_i$ living in Region C in Fig. 1 which have almost the exact correlation with operators $A_i$ in $A$ as operators $B_i$ defined over $B$ have with operators $A_i$ up to $O(\sqrt{G_N})$. Afterwards we then construct them using our physically motivated projector $P_\delta$. This requires certain conditions on the smearing functions of relevant observables as we will qualitatively as well as rigorously explain in detail in our work.

Since these operators in $C$ are constructed such that the $AC$ system has almost identical CHSH correlators as the $AB$ system and consequently the same entanglement, we have a quantum information-theoretic contradiction.

1.2.2 Other details about our toy model

Given that we define our operators $A_i, B_i$ and $C_i$ supported in regions $A, B$ and $C$ respectively, the reader may ask what we mean by operator insertions in a theory of gravity. As opposed to local quantum field theory, there exists no definition of local gauge-invariant operators in a theory of quantum gravity. However, we will work with approximately local operators in our case, which involves taking an operator and smearing it over a small spatial interval. One way of thinking about such approximately local operators is to regard them as gauge fixing (i.e. up to small diffeomorphisms) in the bulk. We will not work with explicitly diffeomorphism invariant operators constructed using gravitational dressing, like ones formed by attaching geodesics from the boundary. This is because the paradox necessarily requires us to look at local bulk observables and such constructions are by definition non-local.

We note that the violation in the monogamy is $O(1)$, and cannot be removed by including minor corrections of $O(\sqrt{G_N})$, which are essential to the resolution of Hawking’s original paradox and the bags of gold paradox [45–52]. As we discuss below, this is an important observation that strongly hints towards a resolution of the paradox via complementarity, i.e., the interior degrees of freedom are complicated polynomials of the exterior degrees of freedom. The commu-
tators are of $O(1)$ because in principle, we are acting upon the *same degrees of freedom* in the interior and the exterior, and complicated enough exterior operators can probe the information contained in the interior. The resolution is not surprising given that in a theory of gravity, the Hilbert space does not factorize upon spatially partitioning a given manifold. This simple fact follows from the Gauss constraint of gravity. An implicit ingredient that goes into our local quantum field theoretic construction is that the system partitioned into regions $A, B$ and $C$ has factorized Hilbert spaces. However, the monogamy statement here is not violated since upon turning on gravity, the Hilbert space does not factorize, and consequently, the interior and exterior degrees of freedom are not independent degrees of freedom. This is the primary origin of the $O(1)$ violation, which also demonstrates why local quantum field theory is not a good framework to deal with questions regarding quantum information and entanglement in gravity.

1.3 Outline of our work

In §2 we review the construction of CHSH operators within quantum mechanics. We generalize this construction in §3 and calculate the CHSH correlation between regions $A$ and $B$ within a local quantum field theoretic framework for asymptotically flat space.

We now list the main non-trivial constructions and results of our work. In §4 we outline the construction of the operators $C_i$ living on region $C$, which mimic the action of operators $B_i$ on the global vacuum and write their CHSH correlation with $A_i$’s. We then use the CHSH correlations between $AC$ and $AB$ to set up the paradox in monogamy. In §4.4 we argue the resolution of the monogamy paradox in detail. In §5 we summarize our work and discuss related perspectives. In Appendix F, we give a Fourier analytic proof for the existence of near boundary modes $C_i$ subject to the constraints in our construction.

2 CHSH inequalities in quantum mechanics

This section reviews the CHSH inequality for quantum mechanical systems and uses them to provide a factual statement about the monogamy of entanglement.

2.1 CHSH operator and monogamy of entanglement

Consider a tripartite system composed of independent subsystems $A, B$ and $C$. We label operators belonging to the algebra of $A$ as $A_i$ and so on for the other subsystems. Let us look at two pairs of operators $A_i$ and $B_i$ where $i \in (1, 2)$ which satisfy the commutation relations $[A_i, B_j] = 0$. These operators are constructed such that their eigenvalues lie in the interval $[-1, 1]$, or in other words $\|A\|, \|B\| \leq 1$. The CHSH operator is given by

$$C_{AB} = A_1 B_1 + A_1 B_2 + A_2 B_1 - A_2 B_2. \quad (2.1)$$

Classically, the maximum value of the CHSH operator is given by 2, which is the case when $A_1$ and $A_2$ are independent while $B_1 = B_2$ or $B_1 = -B_2$. However, this bound no longer holds
in quantum mechanics if we evaluate the expectation value of the CHSH operator over a general state \( |\psi\rangle \).

In order to estimate the quantum bound on the CHSH operator, let us square the same, which gives us \( C_{AB}^2 = 4 - [A_1, A_2][B_1, B_2] \). Since the norm of the commutator is given by \( ||[A_1, A_2]|| \leq 2 \), we arrive at \( |\langle C_{AB} \rangle| \leq 2\sqrt{2} \).

Now if we consider the square of the expectation value of the CHSH operators defined over \( AB \) and \( AC \), then the statement of the monogamy of entanglement is as follows [38]:

\[
\langle C_{AB} \rangle^2 + \langle C_{AC} \rangle^2 \leq 8. \tag{2.2}
\]

The above relation statement quantifies the maximum entanglement which subsystem \( AC \) can possess provided there is a given entanglement among the subsystem \( AB \). An interesting conclusion which follows is that there cannot be a scenario where the correlations between \( AB \) and \( AC \) both possess a non-classical description, i.e. both \( \langle C_{AB} \rangle, \langle C_{AC} \rangle > 2 \). Another outcome is that if the system \( AB \) is maximally entangled, i.e. \( \langle C_{AB} \rangle = 2\sqrt{2} \), then \( AB \) cannot be entangled. Thus we have a precise statement regarding the violation of monogamy of entanglement, which violates the inequality given in (2.2).

### 2.2 Baby example: Bell operators using simple harmonic oscillators

Consider a pair of commuting simple harmonic oscillators living in separate regions \( A \) and \( B \). We denote their corresponding annihilation operators as \( \alpha_s \), and their respective vacua as \( |0\rangle_s \), where \( s = A/B \). We want to evaluate the expectation value of the CHSH operator on the thermofield double state where \( x^2 < 1 \),

\[
|\text{TFD}\rangle = \sqrt{1 - x^2} e^{\sqrt{x} \alpha_A \alpha_B} |0\rangle_A |0\rangle_B. \tag{2.3}
\]

The above state reduces to the standard thermofield double case if we set \( x^2 = e^{-\beta} \). Denoting projectors onto the \( s \)-th vacuum as \( P_s \), we now choose Bell operators as follows:

\[
\begin{align*}
A \text{ operators:} & \quad A_1 = P_A - \alpha_A^\dagger P_A \alpha_A \\
& \quad A_2 = \alpha_A^\dagger P_A + P_A \alpha_A \\
B \text{ operators:} & \quad B_1 = \frac{1}{\sqrt{2}} (P_B - \alpha_B^\dagger P_B \alpha_B + \alpha_B^\dagger P_B + P_B \alpha_B) \\
& \quad B_2 = \frac{1}{\sqrt{2}} (P_B - \alpha_B^\dagger P_B \alpha_B - \alpha_B^\dagger P_B - P_B \alpha_B) \tag{2.4}
\end{align*}
\]

These operators are inspired by the Bell operators for spin-\( \frac{1}{2} \) systems, and might look confusing at first glance. However, expanding the operators in the number basis gives us a much simpler
looking form for the same.

\[
A_1 = |0\rangle_A \langle 0|_A - |1\rangle_A \langle 1|_A \\
A_2 = |0\rangle_A \langle 1|_A + |1\rangle_A \langle 0|_A
\]

\[
B_1 = \frac{1}{\sqrt{2}} (|0\rangle_B \langle 0|_B - |1\rangle_B \langle 1|_B + |0\rangle_B \langle 1|_B + |1\rangle_B \langle 0|_B) \\
B_2 = \frac{1}{\sqrt{2}} (|0\rangle_B \langle 0|_B - |1\rangle_B \langle 1|_B - |0\rangle_B \langle 1|_B - |1\rangle_B \langle 0|_B)
\]

These are precisely the operators used in the spin-$\frac{1}{2}$ problem, with $|0\rangle / |1\rangle$ denoting the two states and the operators resembling combinations of Pauli matrices. We now evaluate the expectation value of the CHSH operator on the thermofield double state, which gives us

\[
\langle C_{AB} \rangle = \sqrt{2} (1 + x)^3 (1 - x). \quad (2.6)
\]

This takes a maximum value at $x = \frac{1}{2}$ with the maximum value being $\langle C_{AB} \rangle = \frac{27\sqrt{2}}{16} \approx 2.39 > 2$. Therefore using the above construction we see that the thermofield double state is entangled for $x = \frac{1}{2}$, though not maximally entangled.

## 3 CHSH inequalities in local quantum field theory

In this section, we will extend the above construction of the CHSH correlator for simple harmonic oscillators to analogously construct the CHSH correlator in a local quantum field theory [5, 53–55]. We will then utilize this formalism to calculate $\langle C_{AB} \rangle$ for smeared modes within a small interval on either side of an outgoing light cone in an empty flat space. This section is computationally intensive, and readers not interested in details of the computation can skip directly to §3.4, where we summarize the contents of this section.

### 3.1 Basic conventions and choice of operators

We define Hermitian operators $(X_s, \Pi_s)$ on the spatially compact regions $A$ and $B$, such that they satisfy canonical commutation relations. Consequently we can also define annihilation operators given by $\alpha_s = \frac{1}{\sqrt{2}} (X_s + i\Pi_s)$. These operators obey the simple harmonic commutation relations

\[
\left[\alpha_s, \alpha_{s'}^\dagger\right] = \delta_{ss'} \delta_{ss'}. \quad (3.1)
\]

In addition to these modes, there also exist global modes for flat spacetime. These global modes in flat space obey the canonical commutators

\[
\left[a_{\omega l}, a_{\omega' l'}^\dagger\right] = \delta_{l,l'} \delta(\omega - \omega'). \quad (3.2)
\]

The global modes are related to $\alpha_s$ by Bogoliubov coefficients

\[
\alpha_s = \sum_l \int d\omega \left(h_s(\omega, l)a_{\omega l} + g_s(\omega, l)a_{\omega l}^\dagger\right), \quad (3.3)
\]
where the functions $h_s(\omega, l)$ and $g^*_s(\omega, l)$ are related by

$$
\sum_l \int d\omega \ [h_s(\omega, l)h^*_s(\omega, l) - g^*_s(\omega, l)g_s(\omega, l)] = \delta_{s,s'}.
$$

(3.4)

We rewrite (3.4) in the following fashion for convenience

$$
h_s h^*_s - g^*_s g_s = \delta_{s,s'},
$$

(3.5)

where we have defined $h_s h^*_s = \sum_l \int d\omega h_s(\omega, l)h^*_s(\omega, l)$. Let us now consider the scenario where the CHSH correlators are evaluated on the global vacuum state, while the CHSH operators are following combinations of $\alpha_s/\alpha^s_1$, which are precisely the same operators in (2.4).

A operators: $A_1 = P_A - \alpha^A_1 P_A \alpha_A$

$A_2 = \alpha^A_1 P_A + P_A \alpha_A$

B operators: $B_1 = \frac{1}{\sqrt{2}}(P_B - \alpha^A_1 P_B \alpha_B + \alpha^I_1 P_B + P_B \alpha_B)$

$B_2 = \frac{1}{\sqrt{2}}(P_B - \alpha^I_1 P_B \alpha_B - \alpha^A_1 P_B - P_B \alpha_B)$

(3.6)

We will proceed using general $\alpha_s$ in §3.2. Our physical case of interest is described in §3.3, where we will take $\alpha_s$ to be Rindler annihilation modes. Consequently, we have an analogous interpretation of the global state as the thermofield double state as defined in (2.3).

### 3.2 Vacuum projector and the most general two-point correlator

In order to define Bell operators as given in (3.6), we need to construct projectors onto the ground states of each oscillator, which are given by

$$
P_s = -\frac{1}{\pi^2} \int_{-\infty}^{\infty} dt_1 \int_{-\infty}^{\infty} dt_2 \int_0^{2\pi} d\theta_s \frac{e^{-(t_1^2 + t_2^2)} - \epsilon}{e^{i\theta_s} - 1 - \epsilon}
$$

(3.7)

where $\kappa(\theta) \equiv 2\sqrt{i\tan\theta}$ and $\epsilon$ is a small positive constant. The detailed construction of this projector is given in Appendix A.

We can conveniently extract the CHSH correlator from the expression for the most general two-point correlator. Using the definition of the projector in (3.7), the most general two-point function is given by:

$$
Q[v_1, \zeta_i] = \frac{1}{\pi^4} \int d\vec{\bar{t}} d\vec{y} \int_0^{2\pi} d\theta_A d\theta_B \frac{e^{-(\vec{t}^2 + \vec{y}^2)}}{(e^{i\theta_A} - 1 - \epsilon)(e^{i\theta_B} - 1 - \epsilon)}
$$

$$
\times \langle \epsilon^{i\alpha^I_B} e^{i(\theta_B) (\eta_1 X_B - \eta_2 Y_B)} e^{i\alpha_B} e^{\eta_1 \alpha_1} e^{\kappa(\theta_A) (t_1 X_A - t_2 \Pi_A)} e^{\zeta_1 \alpha_1} \rangle
$$

(3.8)

where $\vec{t} = (t_1, t_2)$. Let us define $\vec{\bar{y}} = \kappa(\theta_B) \vec{y}$ and $\vec{\bar{t}} = \kappa(\theta_A) \vec{t}$ so as to write the expectation value in the above integral as

$$
\langle G \rangle \equiv \langle \epsilon^{i\alpha^I_B} e^{i(\eta_1 X_B - \eta_2 Y_B)} e^{i\alpha_B} e^{\eta_1 \alpha_1} e^{i(\bar{t}_1 X_A - \bar{t}_2 \Pi_A)} e^{\zeta_1 \alpha_1} \rangle
$$

(3.9)
The above two-point correlator and its derivatives at \( \nu_i = 0, \zeta_i = 0 \) can be used to obtain the correlators of all relevant CHSH operators as defined in (3.6). As a demonstration, the derivatives of \( Q[\{\nu_i, \zeta_i\}] \) can be easily used to generate correlators of the following form:

\[
\partial_{\nu_2}^{m_2} \partial_{\nu_1}^{m_1} \partial_{\zeta_2}^{n_2} \partial_{\zeta_1}^{n_1} Q[\{\nu_i, \zeta_i\}] \bigg|_{\nu_i = \zeta_i = 0} = \langle \alpha_B^\dagger m_2 P_B \alpha_B^{n_2} \alpha_A^\dagger m_1 P_A \alpha_A^{n_1} \rangle. (3.10)
\]

We will write the expression for \( \langle G \rangle \) in terms of the global modes. This is performed by expressing \( \alpha_s \) in terms of global modes using (3.4). This computation requires repeated application of the BCH lemma while working in a coherent state basis. The detailed calculation is given in Appendix C, and we state the final result here.

\[
\langle G \rangle = \exp \left( \frac{1}{8} \sum_{p,q=1}^4 (f_p f_q^* + f_p^* f_q) m_p m_q - \frac{\mathcal{R}}{2} \right) + O \left( \sqrt{G_N} \right). (3.11)
\]

Here we have added corrections of \( O \left( \sqrt{G_N} \right) \) to include the effects of interactions in an interacting theory of the scalar field coupled to gravity, since the interacting vacuum is different from the global vacuum up to \( O \left( \sqrt{G_N} \right) \). Defining \( \zeta^\pm_i = (\zeta_i \pm \nu_i) / \sqrt{2} \), the expression for \( \mathcal{R} \) is given by

\[
\mathcal{R} = (m_1 \zeta_1^+ + im_2 \zeta_1^- + m_3 \zeta_2^+ + im_4 \zeta_2^-) - \nu_1 \zeta_1 - \nu_2 \zeta_2, (3.12)
\]

where the quantities \( f_i, m_i \) are defined as:

\[
\begin{align*}
    f_1 &= (h_A + g_A) ; \\
    f_2 &= -i(h_A - g_A) ; \\
    f_3 &= (h_B + g_B) ; \\
    f_4 &= -i(h_B - g_B) \\
    m_1 &= (\tilde{t}_1 + \zeta_1^+) ; \\
    m_2 &= (-\tilde{t}_2 + i\zeta_1^-) ; \\
    m_3 &= (\tilde{y}_1 + \zeta_2^+) ; \\
    m_4 &= (-\tilde{y}_2 + i\zeta_2^-)
\end{align*}
\]

We can use (3.11) to obtain an expression for \( Q[\{\nu_i, \zeta_i\}] \) in (3.8), since the integrals over \( \mathcal{t} \) and \( \mathcal{h} \) are Gaussian. The \( \theta \) integration involves a trivial calculation of the residue in the complex plane. We will not write the expression for general \( h_s \) and \( g_s \) but will calculate the same for the Rindler to Minkowski Bogoliubov coefficients in the following subsection.

### 3.3 CHSH correlation between regions A and B in field theory

Note that our specific case of interest involves smearing operators on bounded regions \( A \) and \( B \) close to the light cone (See fig. 1). Our smearing choice is such that the operators \( \alpha_s \) denote the Rindler oscillators, and \( h_s, g_s \) denote the corresponding Rindler to Minkowski Bogoliubov coefficients. While we express the CHSH operators in terms of Rindler operators as given in (3.6), we take the expectation value in the CHSH correlator over the global vacuum, which is a thermofield double state in terms of the Rindler oscillators.

#### 3.3.1 Massless modes in flat space

Consider a massless scalar coupled to gravity in \( d \) dimensional Minkowski space. The modes of the massless scalar end up at future null infinity, a fact that will be important in our posing of
the monogamy paradox. The equation for the scalar field is given by:

$$\frac{\partial}{\partial x^\mu} \left[ \sqrt{-g} g^{\mu\nu} \frac{\partial \Phi}{\partial x^\nu} \right] = 0. \quad (3.14)$$

We solve the above equation in global spherical coordinates (valid for $d \geq 3$):

$$ds^2 = -dt^2 + dr^2 + r^2 d\Omega_{d-2}^2 \quad (3.15)$$

where $\Omega_{d-2}$ denotes the angles of the $d-2$ dimensional sphere. The equation of motion can be solved by putting in the ansatz $\Phi(r, t, \Omega) = T(t) \chi(r) Y_l(\Omega)$, where $Y_l(\Omega)$ denotes spherical harmonics of a $d-2$ dimensional sphere. Here $\chi(r)$ satisfies:

$$\frac{d^2 \chi(r)}{dr^2} + \frac{d-2}{r} \frac{d \chi(r)}{dr} + \left( \omega^2 - \frac{l(l + (d-3))}{r^2} \right) \chi(r) = 0, \quad (3.16)$$

where $\omega$ is the frequency given by:

$$\frac{d^2 T(t)}{dt^2} = -\omega^2 T(t). \quad (3.17)$$

The solution for $\chi(r)$ is given by:

$$\chi(r) = \frac{C_1}{r^{\frac{d-3}{2}}} J_m(r \omega) + \frac{C_2}{r^{\frac{d-3}{2}}} Y_m(r \omega) \quad (3.18)$$

where $J$ and $Y$ denote the standard Bessel functions and $m = l + \frac{d-3}{2}$. We discard the $Y$ term since it blows up at the origin. Thus the complete solution is given by:

$$\Phi(r, t, \Omega) = K \sum_l \int d\omega a_{\omega,l} \frac{J_m(r \omega)}{r^{\frac{d-3}{2}}} e^{-i\omega t} Y_l(\Omega) + \text{h.c.} \quad (3.19)$$

Here $K$ is a normalization constant used to impose the normalization of the canonical commutator $[a_{\omega,l}, a_{\omega',l'}^\dagger] = \delta(\omega - \omega') \delta_{l,l'}$. Computing the momenta from the action of the massless scalar and using the equal time canonical commutation relation:

$$[\Phi(r, t, \Omega), \Pi(r', t, \Omega')] = i \delta(r - r') \delta(\Omega_1 - \Omega_2), \quad (3.20)$$

we obtain $K = \frac{1}{\sqrt{2}}$. Therefore the scalar field is expressed as

$$\Phi(r, t, \Omega) = \frac{1}{\sqrt{2}} \sum_l \int d\omega a_{\omega,l} \frac{J_m(r \omega)}{r^{\frac{d-3}{2}}} e^{-i\omega t} Y_l(\Omega) + \text{h.c.} \quad (3.21)$$

Note that in the preceding discussion we have suppressed the extra indices of the spherical harmonics. As an example, we can explicitly write them for $d = 4$, which gives us

$$\Phi(r, t, \theta, \phi) = \frac{1}{\sqrt{2}} \sum_{l,m} \int d\omega a_{\omega,l} \frac{J_l^{1/2}(r \omega)}{r^{1/2}} e^{-i\omega t} Y_l^m(\theta, \phi) + \text{h.c.}, \quad (3.22)$$

where we have used $Y_l^m$ to denote the standard spherical harmonics to avoid confusion with $m$ from (3.19).
3.3.2 Smeared operators on $A$ and $B$

We now outline our construction of *approximately local operators* by smearing the scalar field over the bounded interval in such a way that the Rindler modes are extracted out. To perform this, we introduce a tuning function such that it is supported only on the small bounded regions and smoothly dies off. Recall that the regions $A$ and $B$ are situated just inside and outside an outgoing light cone at $r_0$ respectively. Thus we define the smeared operators on the regions $A$ and $B$ by

$$
\alpha_A = \frac{1}{\sqrt{\Omega}} \int \frac{dU}{U} \int d^{d-2}r_A r_A^{(d-2)/2} \left( \frac{U}{U_0} \right)^{i\omega_0} T(U) \Phi(t_A(U), r_A(U), \Omega)
$$

$$
\alpha_B = \frac{1}{\sqrt{\Omega}} \int \frac{dU}{U} \int d^{d-2}r_B r_B^{(d-2)/2} \left( \frac{U}{U_0} \right)^{i\omega_0} T(U) \Phi(t_B(U), r_B(U), \Omega)
$$

$$
\alpha_A^\dagger = \frac{1}{\sqrt{\Omega}} \int \frac{dU}{U} \int d^{d-2}r_A r_A^{(d-2)/2} \left( \frac{U}{U_0} \right)^{i\omega_0} T^*(U) \Phi(t_A(U), r_A(U), \Omega)
$$

$$
\alpha_B^\dagger = \frac{1}{\sqrt{\Omega}} \int \frac{dU}{U} \int d^{d-2}r_B r_B^{(d-2)/2} \left( \frac{U}{U_0} \right)^{i\omega_0} T^*(U) \Phi(t_B(U), r_B(U), \Omega)
$$

(3.23)

Here $r_s$ and $t_s$, $s = A, B$ denote the global spherical coordinates on the regions $A$ and $B$, as given in (3.15). The smearing function oscillates increasingly as tend to go near $U = 0$, and thus even a small interval near $U = 0$ is useful to extract out the Rindler modes. Consequently $U$ is integrated from $U_l$ to $U_h$ such that the tuning function $T(U)$ vanishes smoothly as it approaches $U_l$ and $U_h$. We work in the limit $U_0 \to 0$, such that

$$
\log \frac{U_l}{U_0} \to -\infty \quad \text{and} \quad \log \frac{U_h}{U_0} \to \infty.
$$

(3.24)

Note that in our convention, we have included the sphere metric determinant $\sqrt{\gamma}$ inside the angular integral in (3.23), such that

$$
V_\Omega = \int d^{d-2}\Omega \equiv \frac{2\pi^{d-1}}{\Gamma\left(\frac{d-1}{2}\right)}.
$$

We assume that the errors due to these length scales are of $O(\epsilon)$ such that $O(\epsilon) \gg O(\sqrt{G_N})$. In order to impose that the regions $A$ and $B$ remain causally disconnected, we assume the following conditions:

$$
t_A(U) = \frac{U}{2} - v_0 \quad r_A(U) = r_0 - v_0 - \frac{U}{2}
$$

$$
t_B(U) = -\frac{U}{2} + v_0 \quad r_B(U) = r_0 + v_0 + \frac{U}{2}
$$

(3.25)

We also impose the following conditions on the tuning function, so that it is sharply centred about a particular frequency $\omega_0$

$$
T(U) \left[ \frac{U}{U_0} \right]^{i\omega_0} = \int \tilde{T}(\nu) \left[ \frac{U}{U_0} \right]^{i\nu} d\nu, \quad \int \frac{d\nu}{\nu} |\tilde{T}(\nu)|^2 = \frac{1}{\pi}.
$$

(3.26)
using which we can recover the standard expressions for the commutator of the above defined modes \( [\alpha_s, \alpha_s^\dagger] = \delta_{ss'} \) (See Appendix B for the detailed calculation). Another relation which will be useful in the computation of \( \langle C_{AB} \rangle \) is

\[
\lim_{\nu \to 0} \frac{\tilde{T}(\nu)}{\nu} = 0
\]  
(3.27)

### 3.3.3 Bogoliubov coefficients for Rindler modes

In order to calculate \( \langle C_{AB} \rangle \), we first need to determine the Bogoliubov coefficients so as to calculate the most general two-point correlator, whose simplification has been derived in (3.11). Since we have smeared the field over the entire sphere in (3.23) on either side of the light cone at \( r = r_0 \), therefore we only need to look at the \( l = 0 \) mode. This is because the modes \( l \neq 0 \) vanish due to the angular integral. The radial part of the \( l = 0 \) mode takes a very simple form in \( d \)-dimensions:

\[
\chi(r) \sim \frac{J_{d-3}(\omega r)}{r^{\frac{d-2}{2}}}
\]  
(3.28)

We also note that since we have smeared our operators on very small spatial regions \( A \) and \( B \), the smearing functions remain almost constant over the region. However using (3.27) our tuning function vanishes for small frequencies. Consequently the Bogoliubov coefficients in (3.3) have support only for large frequencies \( \omega > \omega' \), where \( \omega' \) is a large enough frequency above which the Bogoliubov coefficients are non-zero. In the large frequency limit, the above radial function simplifies to

\[
\chi(r) \sim \sqrt{\frac{2}{\pi \omega}} \frac{1}{r^{\frac{d-4}{2}}} \cos \left( \omega r - \frac{(d-2)\pi}{4} \right)
\]  
(3.29)

Using the large frequency limit, we evaluate the Bogoliubov coefficients. We refer to Appendix D for the detailed calculation, and state the main result here.

\[
h_A(\omega, 0) = \frac{e^{-i\xi_1}}{2\sqrt{\pi \omega}} \int d\nu e^{\pi\nu/2}(\omega U_0)^{-i\nu} \Gamma(i\nu)\tilde{T}(\nu),
\]

\[
g^*_A(\omega, 0) = \frac{e^{i\xi_1}}{2\sqrt{\pi \omega}} \int d\nu e^{-\pi\nu/2}(\omega U_0)^{-i\nu} \Gamma(i\nu)\tilde{T}^*(\nu),
\]

\[
h_B(\omega, 0) = \frac{e^{-i\xi_1}}{2\sqrt{\pi \omega}} \int d\nu e^{\pi\nu/2}(\omega U_0)^{i\nu} \Gamma(-i\nu)\tilde{T}(\nu),
\]

\[
g^*_B(\omega, 0) = \frac{e^{i\xi_1}}{2\sqrt{\pi \omega}} \int d\nu e^{-\pi\nu/2}(\omega U_0)^{i\nu} \Gamma(-i\nu)\tilde{T}^*(\nu).
\]  
(3.30)

### 3.3.4 \( \langle C_{AB} \rangle > 2 \) for entangled Rindler modes in flat space

We will now use the Bogoliubov coefficients given in (3.30) to evaluate \( \langle C_{AB} \rangle \), using (3.11). In order to do this, we need to calculate the \( 4 \times 4 \) matrix \( f_p \cdot f^*_q + f^*_p \cdot f_q \). The detailed calculation
of this matrix is given in Appendix D, and we state the final result.

\[
f_p \cdot f_q^* + f_q \cdot f_p^* = \frac{2}{1-x^2} \begin{pmatrix} 1 + x^2 & 0 & 2x & 0 \\ 0 & 1 + x^2 & 0 & -2x \\ 2x & 0 & 1 + x^2 & 0 \\ 0 & -2x & 0 & 1 + x^2 \end{pmatrix}.
\]

(3.31)

Note that the matrix in (3.31) turns out to be the same as obtained for the Rindler-to-global AdS case in [5]. Although solutions to the massless scalar field in AdS and flat space are quite different, it is not surprising that the matrix turns out to be the same. This is because the near-horizon local Rindler modes possess universal features as explained in [29].

We now substitute (3.31) in (3.11) to derive the expression for \( \langle G \rangle \). In order to do so, we perform the Gaussian integrals over \( \vec{t} \) and \( \vec{h} \) and evaluate the \( \theta \) integral by calculating the residue about the pole. Using the expression for \( \langle G \rangle \), we derive the result for \( \langle C_{AB} \rangle \), which is again given by

\[
\langle C_{AB} \rangle = \sqrt{2} (1 + x)^3 (1 - x).
\]

(3.32)

The reader might ask why our expression for the CHSH operator’s expectation value in QFT is precisely the same as the expression we had derived for the quantum mechanical case. This is simply because our chosen operators and states were essentially the same in both cases. Again the expectation value is maximized at \( x = \frac{1}{2} \), where \( \langle C_{AB} \rangle \) takes the value

\[
\langle C_{AB} \rangle = \frac{27 \sqrt{2}}{16} + O \left( \sqrt{G_N} \right) + O (\epsilon)
\]

(3.33)

Here we have included corrections since the interacting vacuum of the scalar-gravity theory is different from the free field vacuum using \( O \left( \sqrt{G_N} \right) \). As defined before, we denote small errors in length scales by \( O (\epsilon) \).

### 3.4 Summary of this section

The main goal of this section was to show that within a local quantum field theoretic framework, using a careful choice of operators, we can violate the classical bound. To do this, we first developed the formalism for looking at CHSH correlators in terms of the most general two-point correlator acting on the global vacuum. The key here is to write down the CHSH correlator in terms of Bogoliubov coefficients between the spatially compact regions’ modes and the global modes. We then wrote down creation and annihilation operators by smearing the massless scalar field with Rindler smearing functions on small bounded regions \( A \) and \( B \) situated just inside and outside an outgoing light cone at \( r_0 \) and calculated the corresponding Bogoliubov coefficients between these operators and the global Minkowski operators. We used these Bogoliubov coefficients to obtain \( \langle C_{AB} \rangle \), where we take the expectation value over the global Minkowski vacuum, which looks like a thermofield double in terms of the Rindler oscillators. In particular, our construction of operators in the local QFT is the same as done for the quantum mechanical case described earlier in §2. Consequently the CHSH correlator is given by (3.32), whose maximum value is \( \langle C_{AB} \rangle \approx 2.39 \), which violates the classical bound.
4 The monogamy paradox in flat space

We will now outline the paradox in the monogamy of entanglement. Previously in (3.33) we have derived that up to small corrections, we can obtain

\[ \langle C_{AB} \rangle = 2.39 > 2, \]

which indicates non-classicality. We will now consider another region \( C \) situated far away from our system \( AB \) at \( I^\pm \), and consider operators \( C_i \) supported on the same (See fig. 1). Applying (2.2) to a local QFT, we have the following upper bound on the CHSH correlators between systems \( AB \) and \( AC \)

\[ \langle C_{AB} \rangle^2 + \langle C_{AC} \rangle^2 \leq 8. \]  \( (4.1) \)

In this section, we will show that using the Reeh-Schlieder theorem and the fact that in a theory of gravity, the Hamiltonian is a boundary term \([40]\), we can create operators \( C_i \) such that their action on the vacuum is the same as the action of operators \( B_i \). Consequently, the expectation in (4.1) based on local quantum field theory is violated up to an \( O(1) \) extent.

Unless indicated otherwise, from here on, we will restrict ourselves to describing the effects of gravity in four dimensions. Firstly we describe the Hilbert space of the theory and construct operators relevant to our calculation. Then we calculate the \( \langle C_{AC} \rangle \) correlator and pose the paradox. We will further discuss conditions on the vacuum structure under which we can similarly pose the paradox in general dimensions. Towards the end of this section, we discuss the resolution of the paradox.

4.1 Gravity in asymptotically flat spacetime

In this subsection, we will describe the Hilbert space of the four-dimensional flat space theory and construct a boundary projector onto low energy states. This projector will be essential to construct bounded operators \( C_i \) within a small region at the past of future null infinity (\( I^\pm \)). Readers familiar with the details of this section can directly proceed onto §4.2.

4.1.1 The Hilbert space

A good coordinate system which encapsulates the asymptotic large-\( r \) structure near the future null infinity is the retarded Bondi coordinates \([56]\).

\[
ds^2 = -du^2 - 2 \, dudr + r^2 \gamma_{AB} \, d\Omega^A d\Omega^B + r \, C_{AB} \, d\Omega^A d\Omega^B + \frac{2m_B}{r} \, du^2 + \gamma^{DA} D_D C_{AB} \, du \, d\Omega^B + \ldots \]

(4.2)

There is an infinite-dimensional symmetry group in the asymptotic region consistent with the leading falloff given above \([56–61]\). These symmetries are called supertranslations which are generated by the following charges:

\[
Q_{lm} = \frac{1}{4\pi G_N} \int \sqrt{\gamma} \, d^2 \Omega \, m_B(u = -\infty, \Omega) \, Y_{l,m}(\Omega) \]

(4.3)

The Bondi news is given by the \( u \)-derivative of the shear, \( N_{AB} = \partial_u C_{AB} \). This tensor has a zero mode, which is used to split the supertranslation charges into two parts, a soft part and
a hard part. Technically it is the soft part that leads to the asymptotic symmetries, while the hard part contains stress-energy contributions.

We will briefly talk about the Fock space of this asymptotic theory [41–43] which is elaborated in more detail in [28, 44]. Since the news tensor contains a zero mode, the vacuum must be specified not only by the annihilation of the positive frequency modes of the news tensor and the scalar field but should also be labelled by the eigenvalue under the supertranslation sector

\[ Q_{lm} |0, \{s\}\rangle = s_{lm} |0, \{s\}\rangle \] (4.4)

Here 0 denotes that the positive frequency modes of the field, i.e. the hard part of the supertranslation charges annihilate the vacuum. By smearing over the energies using suitable tuning functions\(^2\), where the smearing scale can be taken to be arbitrarily small, the inner product between two states is given by

\[ \langle \{n_\omega\}, \{s\} | \{n'_\omega\}, \{s'\} \rangle = \prod_{l,m} \delta_{\{n_\omega\}, \{n'_\omega\}} \delta \left( s_{l,m} - s'_{l,m} \right) . \] (4.5)

where the Dirac delta function goes over the space of all \(l, m\). Consequently, we can build up the Hilbert space by acting with the massless scalar and the news field on the top of each vacuum labelled by \(|0, \{s\}\rangle\). Thus the Hilbert space is fragmented into different sectors, with an element from one sector orthogonal to another from a different sector. Thus Hilbert space of canonical gravity is given by

\[ \mathcal{H} = \bigoplus_{\{s\}} \mathcal{H}_{\{s\}} \] (4.6)

We will pause here to clarify some important aspects while working with the Fock space as described in (4.4), (4.5) and (4.6). Physically in order to compute meaningful quantities, we write the state of our scalar field as follows:

\[ |\{n_\omega\}, \mathcal{S}\rangle \equiv \int \left( \prod_{l,m} ds_{l,m} \right) \mathcal{S}(\{s\}) |\{n_\omega\}, \{s\}\rangle , \] (4.7)

where we have smeared the supertranslation of the vacuum, with the peak of the smearing function \(\mathcal{S}(\{s\})\) centred about a particular \(s_{l,m}\) to ensure normalizability of states. The smearing function \(\mathcal{S}(\{s\})\) is chosen such that our states have unit norm. Therefore using (4.7) and (4.5), the inner product between smeared states is given by

\[ \langle \{n_\omega\}, \mathcal{S} | \{n'_\omega\}, \mathcal{S}' \rangle = \delta_{\mathcal{S}, \mathcal{S}'} \delta_{\{n_\omega\}, \{n'_\omega\}} . \] (4.8)

We note a critical assumption in our discussion: we have ignored UV corrections, e.g., stringy effects, and assumed that the low energy effective physics correctly describes the low

\(^2\)To see why smearing over energy kets is convenient, note that in QFT without the inclusion of gravity, the vacuum is normalizable but the excited states are not. In order to work with states satisfying nice properties, we smear over energy kets there as well. Also note that the Fock space in both cases, i.e., QFT with or without gravity is separable.
energy structure of quantum gravity. This assumption seems quite reasonable since gravity is an excellent effective field theory up to the Planck scale. In our work, we pose the paradox within a low energy framework where we perform only tree-level calculations, and hence we are not bothered by any possible modification to the Hilbert space introduced by a UV completion of gravity such as string theory.

Finally, we also note that our construction manifestly ensures that our Fock space is separable. This statement can also be motivated using constructive QFT [62–65].

### 4.1.2 Boundary projector

We will now use the gravity Hamiltonian to write down a projector in asymptotically flat spacetime [28]. We first write the Bondi mass, which is the integration of the Bondi mass aspect over the sphere at infinity.

\[
M(u) = \int d^2\Omega \sqrt{\gamma} m_B(u, \Omega) 
\]  
(4.9)

Note that the Bondi mass at \(u \to -\infty\) is the \(m = 0, l = 0\) component of supertranslation charges \(Q_{lm}\). The Bondi mass reduces to the canonical ADM Hamiltonian in the limit \(u \to -\infty\) [40, 66, 67]:

\[
\lim_{u \to -\infty} \frac{M(u)}{4\pi G_N} = H. 
\]  
(4.10)

The ADM Hamiltonian can be expressed in terms of the boundary metric, which is given by

\[
H = \lim_{u \to -\infty} \frac{M(u)}{4\pi G_N} = \lim_{r \to \infty} \frac{1}{4\pi G_N} \int d^2\Omega \sqrt{\gamma} (r h_{00}(r, \Omega)). 
\]  
(4.11)

Using this boundary Hamiltonian, we can write down a projector residing at \(I^+_+\). The projector onto the subspace of vacuum states labelled by supertranslations is constructed by taking the following limit [28, 35]:

\[
P_0 = \lim_{a \to \infty} \exp(-aH). 
\]  
(4.12)

where the subscript 0 in the projector denotes that we are projecting onto the degenerate subspace of zero energy states spanned by supertranslations. We can express this projector as an operator on the Fock space as follows\(^3\)

\[
P_0 = \int \left( \prod_{l,m} ds_{l,m} \right) |0, \{s\} \rangle \langle 0, \{s\}| + O(\sqrt{G_N}). 
\]  
(4.13)

However, in practice, the projector written in (4.12) is defined only in an abstract sense. A more physically motivated projector in flat space should project only up to energies below an IR scale \(\delta\), such that \(O(\delta) \gg O(G_N)\). We should be able to set the IR cutoff \(\delta\) arbitrarily small.

\(^3\)Throughout this work, we will use the basis \(\{|s\}\) to denote the supertranslation elements within projectors rather than the basis of smeared supertranslations \((S)\) to do so. The smeared basis is utilized while labelling the vacuum state denoting our system.
i.e.; it should not appear in answers to a well-defined physical problem. The expression for the projector onto low energy states in the Fock space is given by

$$P_\delta = \Theta (\delta - H).$$  \hspace{1cm} (4.14)

Since our projector is a function of the Hamiltonian, it is given by a boundary term as well. The representation of this operator over states labelled by the energy and supertranslations is given by

$$P_\delta = \int \left( \prod_{l,m} ds_{l,m} \right) \sum_i \Theta (\delta - E_i) \left| E_i, \{s\} \right\rangle \left\langle E_i, \{s\} \right| + O \left( \sqrt{G_N} \right),$$  \hspace{1cm} (4.15)

where for notational convenience we have relabelled the states as \( |E_i, \{s\}\rangle \). However it should be kept in mind that states satisfy the inner product in (4.8). In particular states with different energy distributions but with same total energy should be thought of as labelled by different values of the index \( i \).

### 4.2 CHSH correlation between regions A and C

We note that our calculation of \( \langle C_{AB} \rangle \) in the absence of gravity remains unmodified when we turn on gravity (up to \( O(\sqrt{G_N}) \)) since we have simply fixed \( s_{l,m} \) in (4.7). Physically, our operator insertions within \( C_{AB} \) are hard, and such operator insertions do not change the soft quantum numbers. As a result, the calculation of \( C_{AB} \) goes through in gravity.

Now we can construct a spacelike nice slice containing the regions \( A, B \) and \( C \). On this slice, using the Reeh-Schlieder theorem [68, 69] we can construct local operators \( Q_i \) living on the region \( C \) which replicate the action of hard operators living on region \( B \), such that

$$Q_i |0, \{s\}\rangle = B_i |0, \{s\}\rangle + O \left( \sqrt{G_N} \right)$$  \hspace{1cm} (4.16)

where as usual we have added contributions due to the interacting vacuum. Apart from the theorem guaranteeing their existence, in \( d \)-dimensions the operators \( Q_i \) can be explicitly constructed as follows.

Consider region \( C \) denoted by the Rindler wedge covered by the chart \( z = Z + \zeta \cosh \tau, \ t = \zeta \sinh \tau \), in the domain \( 0 < \zeta < \infty, \ -\infty < \tau < \infty \) so as to have \( z > Z + |t| \). To make this wedge spacelike separated from the region \( AB \) we keep \( Z \gg r_0 \). The metric is

$$ds^2 = -\zeta^2 d\tau^2 + d\zeta^2 + \sum_{i=1}^{d-2} dx_i^2.$$  \hspace{1cm} (4.17)

We take a separable solution of the form \( \Phi(\tau, \zeta, \mathbf{x}) = e^{-i(\omega\tau - \mathbf{k}\cdot \mathbf{x})}\chi(\zeta) \) in order to solve \( \Box \Phi = 0 \). The \( \zeta \)-equation is given by

$$\zeta^2 \frac{d^2 \chi}{d\zeta^2} + \zeta \frac{d\chi}{d\zeta} + (\omega^2 - k^2 \zeta^2) \chi = 0,$$  \hspace{1cm} (4.18)
where $k \equiv |k|$. Imposing boundedness of the solution in the limit $\zeta \to \infty$ at fixed $\tau$ and $x$, the the field can be expressed as

$$
\Phi(\tau, \zeta, x) = \int_{\omega > 0} \frac{d\omega d\vec{k}}{(2\pi)^{\frac{d-1}{2}}} \sqrt{\frac{2}{\omega}} \frac{b_{\omega, \vec{k}} e^{-i(\omega \tau - \vec{k} \cdot \vec{x})}}{\Gamma(i\omega)} K_{i\omega}(k\zeta) + \text{h.c..} \quad (4.19)
$$

where $K_{i\omega}(k\zeta)$ is the modified Bessel function of the second kind. The $\omega$ dependent factors inside the integral ensure the canonical commutation relations 4: $[b_{\omega, \vec{k}}, b_{\omega', \vec{k}}^\dagger] = \delta(\omega - \omega')\delta(\vec{k} - \vec{k}')$ and $[b_{\omega, \vec{k}}, b_{\omega', \vec{k}'}] = 0$ [6].

On the complement of this Rindler wedge we can again write down Rindler-like coordinates, where in addition to the crossed over modes $b$ and $b^\dagger$, there also exist a set of modes with support on $z < Z$ at $t = 0$ denoted by $\tilde{b}$ and $\tilde{b}^\dagger$. Since these tilde operators are spacelike to Rindler wedge operators, they commute. Thus within the complement of the Rindler wedge, where the coordinates are $t = -\zeta \sinh \tau, z = Z - \zeta \cosh \tau$, the field operator can be written as

$$
\Phi(\tau, \zeta, x) = \int_{\omega > 0} \frac{d\omega d\vec{k}}{(2\pi)^{\frac{d-1}{2}}} \sqrt{\frac{2}{\omega}} \frac{\tilde{b}_{\omega, \vec{k}} e^{-i(\omega \tau - \vec{k} \cdot \vec{x})} K_{i\omega}(k\zeta) |\Gamma(i\omega)|}{\Gamma(i\omega)} + \text{h.c.} 
$$

(4.20)

This is precisely how the smeared operators $A_i$ and $B_i$ in the previous section can be constructed from wedge operators and its complement. From the Bisognano-Wichmann construction [69], the complement operators are related to the wedge operators as:

$$
\tilde{b}_{\omega, \vec{l}} |0, \{s\}\rangle = e^{-\pi \omega} b_{\omega, \vec{l}}^\dagger |0, \{s\}\rangle; \quad \tilde{b}_{\omega, \vec{l}}^\dagger |0, \{s\}\rangle = e^{\pi \omega} b_{\omega, \vec{l}} |0, \{s\}\rangle 
$$

(4.21)

where $|0, \{s\}\rangle$ denotes the global vacuum. Thus we systematically obtain (4.16). Using this construction, the action of the complement operators $B_i$ on the vacuum can be written in terms of the action of the wedge operators $Q_i$ on the vacuum.

The operators $Q_i$ constructed above are in general unbounded, whereas in order to calculate CHSH correlations we require bounded operators. We will now construct operators $C_i$ such that they satisfy

$$
\| C_i \| = \langle B_i^2 \rangle + O\left(\sqrt{G_N} \right) \langle A_j C_i \rangle = \langle A_j B_i \rangle + O\left(\sqrt{G_N} \right) 
$$

(4.22)

firstly using the projector $\mathcal{P}_0$ onto the flat vacua subspace. We will then use the physical projector $\mathcal{P}_s$, and show that there exist our required operators $C'_i$, and construct them explicitly.

---

4 We make use of

$$
\int_0^\infty \frac{dx}{x} K_{i\omega}(x) K_{i\omega'}(x) = \frac{\pi}{2} |\Gamma(i\omega)|^2 \delta(\omega - \omega')
$$

$$
\int_0^\infty \frac{d\omega}{|\Gamma(i\omega)|^2} K_{i\omega}(x) K_{i\omega'}(x') = \frac{\pi}{2} x \delta(x - x')
$$

---
4.2.1 Construction of $C_i$ using $\mathcal{P}_0$

In this part, we outline the construction of operators $C_i$ using the exact projector onto the vacuum. For notational simplicity, we will suppress factors of $O(\sqrt{G_N})$ within this subsection, and will reinstate the same in §4.3.

In order to construct bounded operators from $Q_i$, we take combinations of products of $Q_i$ with the projector $\mathcal{P}_0$. Consequently we recover the action of $B_i$ on the vacuum, and therefore the resulting operator can be bounded. We define the operators $C_i$ by the following expression

$$C_i \equiv \frac{\langle B_i^2 \rangle}{\langle B_i^2 \rangle - \langle B_i \rangle^2} \left( \mathcal{P}_i \mathcal{P}_0 + \mathcal{P}_0 Q_i^\dagger - \langle B_i \rangle \mathcal{P}_0 Q_i^\dagger - \langle B_i \rangle Q_i \mathcal{P}_0 Q_i^\dagger \right),$$

(4.23)

where the cumulants are defined with respect to the smeared state $|0, S\rangle$. The operators constructed in (4.23) might appear out of the blue, however they are systematically constructed by considering the subspace spanned by $\{|0, \{s\}, B_i |0, \{s\}\}$). For notational convenience, we also define

$$|B_i, \{s\} \rangle \equiv B_i |0, \{s\}\rangle \quad \text{and} \quad \beta_i \equiv \sqrt{\langle B_i^2 \rangle - \langle B_i \rangle^2}.$$

Then the construction of $C_i$ is as follows. We start with a candidate $C_i$ with linear combination of all possible outer products which do not involve cross terms from different superselection sectors, i.e.:

$$\{|0, \{s\}\} \{0, \{s\}\} \langle B_i, \{s\} \rangle \langle B_i, \{s\} \rangle \langle B_i, \{s\} \rangle \langle B_i, \{s\} \rangle \langle B_i, \{s\} \rangle \langle B_i, \{s\} \rangle \langle B_i, \{s\} \rangle \langle B_i, \{s\} \rangle \langle B_i, \{s\} \rangle \langle B_i, \{s\} \rangle \langle B_i, \{s\} \rangle$$

multiplied by undetermined coefficients. These coefficients can be systematically determined such that they satisfy the bounds in (4.22), which gives us (4.23). To demonstrate this, we rewrite the expression for $C_i$ in (4.23) as a linearized sum of outer products with determined coefficients

$$C_i = \int \left( \prod_{l,m} ds_{l,m} \right) \frac{\langle B_i^2 \rangle}{\beta_i^2} \langle B_i, \{s\} \rangle \langle 0, \{s\} \rangle \left[ 1 - \int \left( \prod_{l,m} ds'_{l,m} \right) \frac{|B_i, \{s'\} \rangle \langle B_i, \{s'\} \rangle}{\langle B_i^2 \rangle} \right]$$

$$+ \int \left( \prod_{l,m} ds_{l,m} \right) \frac{\langle B_i^2 \rangle}{\beta_i^2} \langle 0, \{s\} \rangle \langle B_i, \{s\} \rangle \left[ 1 - \int \left( \prod_{l,m} ds'_{l,m} \right) \frac{|0, \{s'\} \rangle \langle 0, \{s'\} \rangle}{\langle B_i^2 \rangle} \right].$$

(4.24)

The proof of boundedness of $C_i$ as defined in (4.23) and $\langle A_j C_i \rangle = \langle A_j B_i \rangle + O(\sqrt{G_N})$ is given in Appendix E.

4.2.2 Construction of $C_i$ using $\mathcal{P}_\delta$

We will now proceed with the construction of $C_i$ using the more physical projector $\mathcal{P}_\delta$. Motivated by (4.23), we can write a similar expression for $C_i$, which is valid up to an $O(\epsilon)$ correction.

$$C_i \equiv \frac{\langle B_i^2 \rangle}{\langle B_i^2 \rangle - \langle B_i \rangle^2} \left( \mathcal{P}_i \mathcal{P}_\delta + \mathcal{P}_\delta Q_i^\dagger - \langle B_i \rangle \mathcal{P}_\delta Q_i^\dagger - \langle B_i \rangle Q_i \mathcal{P}_\delta Q_i^\dagger \right),$$

(4.25)
To see why operators in (4.25) are valid operators up to $O(\epsilon)$, we firstly decompose the projector $P_\delta$ as

$$P_\delta = P_0 + \delta P.$$  

(4.26)

The claim holds provided the contribution to $C_i$ arises solely due to $P_0$, with $\delta P$ not contributing to $C_i$. By acting operators $C_i$ on the vacuum $|0, S\rangle$, we can ensure that the chief contribution to $C_i$ comes from $P_0$ by demanding

$$|\langle 0, S | Q_i | E_j, S \rangle | \sim O(\epsilon) \quad \text{and} \quad |\langle 0, S | A_i Q_k | E_j, S \rangle | \sim O(\epsilon).$$

(4.27)

where the net energy $E_j$ of the state satisfies $0 < E_j < \delta$. This renders $\delta P$’s contribution within $C_i$ very small, and consequently the $C_i$’s defined in (4.25) satisfy the constraints in (4.22). Note that these extra contributions arise due to the last term in (4.25).

Note here that $O(\epsilon)$ denotes minor errors introduced due to smearing scales, i.e., the operator smearing and the wedge smearing scales. We group all such scales as $O(\epsilon)$ since relatively these errors are of the same magnitude, in contrast to much more minor errors of $O(\sqrt{G_N})$.

Under what condition can we ensure (4.27)? To begin, consider a single-particle state $|j\Omega\rangle = a_E^\dagger E_j |0, S\rangle$, such that $E_j < \delta$. To ensure (4.27), we first evaluate the expression $Q_1 |j\Omega\rangle$.

$$Q_1 |j\Omega\rangle = \left[Q_1, a_E^\dagger \right] |0, S\rangle + a_E^\dagger Q_1 |0, S\rangle$$

(4.28)

We will now argue that both the terms in (4.28) can be set small enough, thereby satisfying the conditions in (4.27). To see why the first term is small, let us discuss the energy scales in the problem. Apart from the Planck scale, there are two other energy scales in the problem: the energy $\omega'$ as defined in §3.3.3 (below which the Bogoliubov coefficients were close to zero); and $\delta$, which denotes the IR cutoff. Now recall that $B_1$ is given by

$$B_1 = \frac{1}{\sqrt{2}} \left(P_B - \alpha_B^\dagger P_B \alpha_B + \alpha_B^\dagger P_B + P_B \alpha_B \right)$$

(4.29)

where $P_B$ denotes the projector onto the B-vacuum, i.e., $P_B = |0_B\rangle \langle 0_B|$, and where we have suppressed the supertranslation labels for convenience. Note that the modes $\alpha_B$ in (4.29) are related to the global modes as given in (3.3), and consequently the vacuum $|0_B\rangle$ is related to the global vacuum $|0\rangle$ as follows:

$$|0_B\rangle = \exp \left(\sum_{jk} \frac{1}{2} a_j^\dagger C_{jk} a_k^\dagger \right) |0\rangle.$$ 

(4.30)

where $C_{jk}$ is the matrix outlined in the footnote$^5$. Thus the operators $B_i$ can be expressed in terms of the global modes as outlined above. Note that the global operators $a_i^\dagger$ can be

$^5$In general, for modes related by Bogoliubov transformations

$$a_i = \sum_{i,j} \alpha_{ij} b_j + \beta_{ij} b_j^\dagger$$

(4.31)
constructed only if we have access to the entire spacelike slice $\Sigma$, i.e.:

$$a_k^\dagger = \int_{\Sigma} \phi(x) e^{+i k x} \frac{d^{d-1}x}{(2\pi)^{d-1}}$$

and consequently $B_i$ can only be written down provided we have access to the whole entire spacelike slice. However, since we have access only to the wedge and not the entire slice, an exact wedge reconstruction of the operator $B_i$ is impossible. In particular, any attempt to reconstruct $a_k^\dagger$ will also necessarily include other creation and annihilation operators.

$$\int_{\Sigma'} \phi(x) f_k(x) \frac{d^{d-1}x}{(2\pi)^{d-1}} = a_k^\dagger + \sum_j c_j a_j + \sum_{j \neq k} d_j a_j^\dagger$$

where $\Sigma' \in \Sigma$ denotes the spacelike part of the wedge and where $f_k(x)$ is a smearing function with support on $\Sigma'$. In spite of this obstruction, the Reeh Schlieder theorem, and in particular our wedge reconstruction analysis in §4.2 gives us (4.16), i.e.:

$$Q_1 |0, \{s\} \rangle = B_1 |0, \{s\} \rangle$$

The critical point here is that there exist smearing functions $f_k(x)$, with support on the wedge, which convolves with field operator $\phi(x)$ using which we can construct such an operator $Q_1$ from the wedge. Then the practical way to construct $Q_1$ is as follows: we attempt to closely simulate $B_i$ by wedge reconstructing the global creation and annihilation operators as in (4.35). We perform this attempt by choosing wedge smearing functions appropriately and substituting the closely simulated operators in (4.29) (which is essentially an infinite string of creation and annihilation operators from (3.3) and (4.30)). Consequently, we have a vast choice in choosing the smearing functions since each global operator insertion in (4.30) can be simulated using a reconstructed wedge operator. This method gives us the action of $B_1$ on the vacuum using $Q_1$. As a result, $Q_1$ has additional terms than $B_1$ since we cannot precisely reconstruct the operator $B_1$.

Upon normally ordering, $Q_1$ takes the following form:

$$Q_1 = B_1 + \sum_j p_{1j}(a_k^\dagger) + \sum_j q_{1j}(a_k)$$

where $q_{1j}$ contains at least one annihilation operator, while $p_{1j}$ contains the remaining terms with zero or more creation oscillators (Note that the operator $|0\rangle \langle 0|$ inside (4.29) cancels the with $a_i |\Omega\rangle = 0$ and $b_j |X\rangle = 0$, the vacua $|\Omega\rangle$ and $|X\rangle$ are related by:

$$|\Omega\rangle = \exp \left( \frac{1}{2} b_j^\dagger C_{jk} b_k^\dagger \right) |X\rangle$$

where the matrix $C_{jk}$ is given by

$$C_{mj} = -\sum_i \beta_{mj}^* \gamma_{ij} \quad \text{with} \quad \sum_i \alpha_{ji} \gamma_{ik} = \delta_{ik}$$

where $\delta_{ik}$ denotes the Kronecker delta function.
remaining terms). In order to demand (4.16), the complex coefficients multiplying operator distributions inside $p_{ij}$ in (4.36) are conveniently adjusted using smearing functions such that the following inner product is ensured:

$$\langle 0, S | Q_1^\dagger Q_1 | 0, S \rangle \approx \langle 0, S | B_1^\dagger B_1 | 0, S \rangle.$$  (4.37)

Now using (3.3), (4.29) and (4.30), we will argue that the wedge reconstructed operators $Q_1$ in (4.36) satisfy (4.16) along with ensuring the first term in (4.28) is small enough, provided that $B_i$ and the smearing functions $f_k(x)$ satisfy the following conditions:

1. $B_1$ has a small overlap with $a_{E_j}^\dagger$. In other words, the modes constituting $B_1$ are sufficiently high energy modes which are constructed such that $\omega' \gg \delta$. This ensures that

$$[B_1, a_{E_j}^\dagger] \sim O(\epsilon)$$  (4.38)

Here $O(\epsilon)$ denotes the order of overlap between the high energy and the low energy modes due to smearing scales. A physically intuitive way to understand why we require $\omega' \gg \delta$ in flat space is to view the projection onto states below $\delta$ as noise in our description over the ground state subspace. Naturally, we do not want operator insertions inside the correlators characterized by frequencies within the noisy regime, rendering measurements meaningless. Therefore the noise $\delta$ needs to be set sufficiently low enough for the construction to work\(^6\).

We also note that if $\omega' < \delta$, the first term in (4.38) cannot be $O(\epsilon)$, but constitutes an $O(1)$ contribution.

2. This leaves us with the third term (note that the second term commutes with $a_{E_j}^\dagger$, and also has a very small magnitude) i.e., an infinite number of annihilator strings $q_{1j}$. These can provide a large contribution to the commutator in (4.28). To circumvent this, we require that our smearing functions is chosen such that the following contribution is ensured:

$$\sum_j [q_{1j}(a_k), a_{E_j}^\dagger] \sim O(\epsilon).$$  (4.39)

In particular, the constraint in (4.39) implies that the third term of the operator $Q_1$ given in (4.36) has a minimal contribution from annihilators below $\delta$, and hence a slight overlap.

Thus using the conditions (4.37), (4.38) and (4.39) on $Q_1$, we can ensure that the modes constituting $Q_1$ are engineered such that the following commutator in (4.28) is ensured:

$$[Q_1, a_{E_j}^\dagger] \sim O(\epsilon).$$  (4.40)

\(^6\)Note that in $AdS$, the $AdS$ radius sets a natural length scale restricting $\delta$ once and for all, which is not the case here since the cosmological constant is zero.
A more rigorous approach to showing the existence of a suitable boundary observable can be found in Appendix F.

Let us now look at the second term in (4.28). This renders

\[ \langle 0, S | a_{E_j}^\dagger Q_1 | 0, S \rangle = 0, \]

thereby satisfying the first condition in (4.27). Regarding the other condition in (4.27), using (4.28), the second term gives us

\[ \langle 0, S | A_i a_{E_j}^\dagger Q_1 | 0, S \rangle. \]

Now consider the commutator

\[ A_i a_{E_j}^\dagger = [A_i, a_{E_j}^\dagger] + a_{E_j}^\dagger A_i. \tag{4.41} \]

Since \( A_i \) is again an operator with energy much higher than \( \delta \), the first term in (4.41) is \( O(\epsilon) \), and the second term is zero i.e. \( \langle 0, S | a_{E_j}^\dagger A_i B_1 | 0, S \rangle = 0 \). We can repeat the analysis for multi-particle states as well as straightforwardly generalize the result from \( B_1 \) to \( B_i \). We obtain similar conclusions for multi-particle states, with products of creation operators replacing the single creation operator in the analog of (4.28) and (4.41). Given the above discussed smearing conditions, operators in (4.25) represent valid operators \( C_i \) satisfying constraints in (4.22), with errors from smearing again giving rise to an \( O(\epsilon) \) correction.

### 4.2.3 Existence of \( C_i \) using \( P_\delta \) and the boundary algebra

In this subsection, we argue that we can always construct \( C_i \) using \( P_\delta \) and other elements of the boundary algebra which satisfy constraints in (4.22). This differs from our analysis in §4.2.2 since our expressions for \( C_i \) satisfying (4.22) are exact here, without any factors of \( O(\epsilon) \).

In general, to exactly construct \( C_i \) satisfying the constraints (4.22), we require other boundary operators along with the projector \( P_\delta \). We define

\[ |B_i^\bot, \{s\} \rangle \equiv \frac{(1 - P_\delta)}{\mathcal{N}_i} |B_i, \{s\} \rangle, \]

where \( \mathcal{N}_i \) is a normalization constant. As an example, we can read off \( \mathcal{N}_i = \beta_i \) from (4.24), when we work with the exact vacuum projector \( P_0 \). On the lines of the construction of \( C_i \) using \( P_0 \), we write a candidate \( C_i \), which is a sum of all possible outer products multiplied by undetermined coefficients

\[ C_i = \int \left( \prod_{l,m} ds_{l,m} \right) \sum_{E_j,E_k} \Theta(\delta - E_j) \Theta(\delta - E_k) x_{j,k}^i |E_j, \{s\} \rangle \langle E_k, \{s\} | \]

\[ + \int \left( \prod_{l,m} ds_{l,m} \right) \sum_{E_j} \Theta(\delta - E_j) (y_j^i |B_i^\bot, \{s\} \rangle \langle E_j, \{s\} | + h.c.) \tag{4.42} \]

\[ + \int \left( \prod_{l,m} ds_{l,m} \right) z_i |B_i^\bot, \{s\} \rangle \langle B_i^\bot, \{s\} |. \]

Note that here the elements \( |E_j, \{s\} \rangle \langle E_k, \{s\} | \) belong to the boundary algebra as argued in [28]. We will systematically fix some of the coefficients in (4.42) as follows, where we will
suppress corrections of $O(\sqrt{G_N})$ for presentation. The Hermiticity of $C_i$ implies $x^i_{j,k} = (x^i_{k,j})^\ast$ and $z_i \in \mathbb{R}$. Imposing $C_i |0, \{s\}⟩ = B_i |0, \{s\}⟩$, we fix the coefficients

$$x^i_{m,0} = \int \left( \prod_{l,m} ds_{l,m} \right) ⟨E_m, \{s\}|B_i, \{s\}⟩, \quad y^i_0 = N_i.$$ (4.43)

which ensures $⟨A_j C_i⟩ = ⟨A_j B_i⟩$. Given that we still have undetermined coefficients in $C_i$, we can always choose them in such a way that the absolute value of the largest eigenvalue is given by $\sqrt{⟨B_i^2⟩}$, thereby giving us $||C_i|| = ⟨B_i^2⟩$.

As an example, we will demonstrate this for the case of the exact projector $P_0$. Here we have $N_i = \beta_i$. Consequently we obtain

$$||C_i|| = \frac{1}{2} \left( ⟨B_i⟩ + z_i + \sqrt{4\beta_i^2 + (⟨B_i⟩ - z_i)^2} \right).$$

Now requiring that the bound is satisfied, i.e. $||C_i||^2 = ⟨B_i^2⟩$ gives us $z_i = -⟨B_i⟩$, which again leads to the seemingly serendipitously constructed $C_i$ in (4.23).

### 4.3 The paradox and generalization to higher dimensions

In §4.2, using the wedge reconstruction, the boundary algebra, and the fact that the Hamiltonian in gravity is a boundary term, we have constructed operators living in the exterior region $C$ which essentially replicate the action of operators $B_i$ on the vacuum state, in three different fashions. Subsequently, we arrive at the following conclusion:

$$⟨C_{AC}⟩ = ⟨C_{AB}⟩ + O \left( \sqrt{G_N} \right).$$ (4.44)

Consequently at $x = \frac{1}{2}$, the correlator $⟨C_{AC}⟩$ takes a maximum value $⟨C_{AC}⟩ = \frac{27\sqrt{2}}{16} + O \left( \sqrt{G_N} \right) + O (\epsilon)$.

After getting all our ingredients in place we will now pose the paradox in monogamy of entanglement. For the maximum violation at $x = \frac{1}{2}$, we obtain

$$⟨C_{AB}⟩^2 + ⟨C_{AC}⟩^2 = 11.4 + O \left( \sqrt{G_N} \right) + O (\epsilon) > 8.$$ (4.45)

Equation (4.45) contradicts the upper bound in (4.1) and gives rise to the paradox in monogamy. As mentioned earlier, this is an $O(1)$ violation. The violation does not have a leading dependence on the IR cutoff $\delta$, an expected feature of a well-defined physical observable.

An immediate generalization of the paradox in four dimensions is extending the same to general dimensions. In $d \neq 4$, the low energy vacuum structure of gravity is not concretely established (See [70–76] for recent discussions on the subject). Provided that the vacuum structure of gravity in higher dimensions has a similar form, i.e., there is a unique vacuum or degenerate vacua labelled by supertranslations, we can pose the paradox in precisely the same fashion we have done presently. Regarding additional symmetries, we can again treat them in a fashion similar to our treatment of supertranslations.
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We will point out why analogs of supertranslations in general dimensions are not in conflict with our calculation. The calculation of $\langle C_{AB} \rangle$ does not require us to go to the asymptotics since the operator insertions are deep inside the bulk, and hence our operator insertions do not change the supertranslation of the state on which they act. More precisely, these operator insertions are hard. The case of $\langle C_{AC} \rangle$ is a bit more subtle since it involves the construction of operators $Q_i$ and the projector $P_\delta$ both of which have support near $I^\pm$. However, from (4.16), the action of $Q_i$ on the supertranslation fixed vacuum is precisely the action of the hard operators $B_i$ on the vacuum. In addition, the projector $P_\delta$ as defined in (4.15) is diagonal in supertranslation labelled vacua. Consequently, the insertion of the operator $C_i$ within the vacuum to vacuum correlators does not introduce any new complications because of our construction and the very nature of the vacuum structure.

4.4 Resolution of the paradox

In our calculation, we have explicitly pointed out small corrections of $O(\sqrt{\mathcal{G}_N})$ (See (4.45)). Hence the paradox cannot be resolved by introducing small corrections, as is the case for Hawking’s original paradox and the bags of gold paradox [45–49, 51, 52]. Here the $O(1)$ violation indicates the existence of a severe flaw in our basic assumption, i.e., we have assumed that in the presence of gravity, our system admits a description in terms of a local quantum field theory. Building upon this assumption, we have factorized our Hilbert space into three different parts into three spatially disconnected and separated regions $A, B$, and $C$.

However, it is a well-known fact that in gravity, the Hilbert space cannot be factorized due to the Gauss constraint. Consequently, our factorization into a tripartite system each described by a local QFT is incorrect, which resolves the paradox posed above. With gravity turned on, degrees of freedom in the region $B$ are secretly the same as degrees of freedom in the region $C$. Therefore it is incorrect to describe operators probing the underlying degrees of freedom using local quantum field theory, and we explicitly see an $O(1)$ violation if we assume a local quantum field theory setup in our case of empty flat space.

In a certain sense, we can observe this non-factorization of Hilbert space of the effective field theory based on spatial partitioning at the level of commutators itself. Note that since our operator insertions $A_i/B_i$ introduce energy into the bulk, the commutator $[H, B_i] \neq 0$. Since $C_i$ is a function of boundary projectors, in general the commutator $[C_j, B_i] \neq 0$. Following the Gauss constraint, this is a complementary objection to why we should not expect factorization based on spatial partitioning within a theory of gravity, even though effective field theory reasoning naively indicates otherwise.

Since our calculation is performed in a general fashion, we can equivalently interchange the operators $A$ and $B$ describing the interior and the exterior respectively in (4.45) to set up an information-theoretic inequality again. The resolution for this situation is precisely what black hole complementarity states, i.e., the interior operators are complicated polynomials of the exterior operators. In principle, our setup provides an explicit demonstration of the

\footnote{We thank Simon Caron-Huot for pointing out this issue.}
complementarity principle in flat space. Our boundary projector is a vital ingredient in this construction, allowing us to write down operators far away from the light cone that can probe the interior of the light cone.

5 Summary and Discussion

We summarize the work, discuss some issues and write future directions here. Firstly, we introduced a formalism for treating Bell inequalities in a local QFT in flat space. We utilized the fact that monogamy of Bell correlations is a concrete measure for monogamy of entanglement and consequently used our formalism to compute Bell correlation between regions $A$ and $B$. Then bounded operators $C_i$ were constructed in a spacelike separated region $C$ close to the boundary using the Reeh Schlieder theorem and the boundary projector, which replicate the operators $B_i$’s action on the vacuum. Using this, a concrete paradox was posed in the monogamy of entanglement between the regions $A$, $B$ and $C$. We argued that the resolution to the paradox is as follows: in a theory of gravity, one cannot factorize the Hilbert space into subspaces describing spatially separated regions, which is necessary to set up a paradox in the monogamy of entanglement.

As we discussed, in canonical gravity, the Hamiltonian is a boundary term that plays a crucial role in constructing bounded operators in the region $C$ that replicate operators $B_i$. The fact that the Hamiltonian is a boundary term is an essential feature of gravity, which strongly hints at non-local aspects inbuilt within theories of gravity\(^8\). Note that this feature is unique to gravity and is not true of other theories, say theories with Gauss constraints. Case in point, operator insertions with zero charge in gauge theories do not affect the field strength residing on the Gaussian surface. In gravity, an operator insertion necessarily changes the stress-energy tensor, and consequently, one cannot introduce invisible operator insertions\(^9\).

We now discuss the relation of our model to the monogamy paradox for old black holes in flat space. Since non-local effects of gravity play a primary role in our problem, it is only natural to assume that such effects play a similar role in the black hole problem\(^10\). The operators $C_i$ in our problem are in a spirit similar to complicated operators situated far away from a black hole used to extract information from Hawking radiation. Our construction also emphasizes the usage of CHSH correlations in studying the monogamy of entanglement paradox, primarily how CHSH correlations can be used to quantify entanglement. The study of these correlators is necessary since standard measures of entanglement like Von Neumann entropy are not well defined in gravity.

\(^8\)In a certain sense, this is a generalization of the Gauss law in Newtonian gravity, where the effect of any massive insertion at a point within a spacelike separated Gaussian surface is necessarily manifested on the surface.

\(^9\)This argument is also tied to why we cannot write diffeomorphism invariant local observables in gravity.

\(^10\)In fact, such non-local effects are a generic feature of quantum gravity, and manifestly reveal them under extreme situations [77].
Note that the monogamy paradox is conventionally posed within the context of old black holes. However, our discussion only relies upon the entanglement of modes across the horizon and the boundary. Consequently we do not require an old black hole to pose the paradox, which is reflected in the fact that the validity of operators $C_i$ does not involve any particular time scale. In line with the principle of holography of information [28–30], this is because the information about the non-boundary regions is always contained within $\mathcal{I}^\pm$.

The issue with writing down a similar construction for evaporating black holes is that we require a projector onto the space of black hole microstates, which we presently do not understand how to construct. Consequently, it is not easy to write bounded operators in a region far away from the black hole, which can be used to write down CHSH correlations. However, there is no problem with calculating $C_{AB}$ correlator between modes just inside and outside the horizon. Formulating the paradox in our toy model’s fashion also shows that we do not need any modified structure in the black hole interior, as is the case with firewall and fuzzball constructions. Instead, such a paradox in monogamy is a natural consequence of wrongly treating gravity as a local quantum field theory.

Before we conclude, we list out some related open questions. In our case, we need to go very close to future null infinity to construct a projector onto our ground state. In line with our holographic intuition that gravity knows about quantum information inside a given region, is it possible to construct a similarly approximate projector onto the vacuum at a finite radius? Finding such a projector will be pretty valuable not only as an independent problem for our flat space toy model but also to pose a similar resolution of the monogamy paradox for dS black holes. Besides, such a projector will be pretty valuable for understanding aspects of the principle of holography of information for compact spacetimes, where naively a projector will project onto all physical states in the Hilbert space since there is no boundary, and consequently, we need a projector at a finite radius. Another problem is to write down the projector onto the space of all black hole microstates in flat space and AdS, which will allow us to write down a more accurate toy model. A distant direction is to understand the asymptotic vacuum structure in general dimensions, which will be helpful to pose the toy model concretely in such dimensions. We envisage our present work as a starting point to address some of these issues in the near future.
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A Projectors onto smeared modes’ vacua

In this section we shall verify the expression for projector onto vacuum (3.7). We first take a variable transformation, \( z = t_1 + it_2 \) and \( z^* = t_1 - it_2 \). With \( \alpha_s = \frac{1}{\sqrt{2}} (X_s + i\Pi_s) \) and using Baker–Campbell–Hausdorff lemma, we can write the projector as,

\[
P_s = -\frac{1}{\pi^2} \int d^2z \int_0^{2\pi} d\theta_s e^{-z\bar{z}(1-i\tan\theta_s)} e^{-\beta(\theta_s)z\alpha_s} e^{-\beta(\theta_s)\bar{z}\alpha_s}
\]

where \( \beta(\theta) = \sqrt{2i\tan\theta} \). Let us calculate \( \langle i_s | P_s | j_s \rangle \), where \( |i_s\rangle, |j_s\rangle \) are number states corresponding to oscillator labelled by \( s \). We get,

\[
\langle i_s | P_s | j_s \rangle = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} (-\beta(\theta_s))^{m+n} \frac{z^m \bar{z}^n}{m! n!} \langle i_s | \alpha_s^m \alpha_s^n | j_s \rangle
\]

This is only non-zero if \( n + i_s = m + j_s \). If we also perform the \( z, \bar{z} \) integral with \( z = re^{i\theta} \) and \( \bar{z} = re^{-i\theta} \), that further constrains us with a \( \delta_{i_s,j_s} \) factor. Hence,

\[
\langle i_s | P_s | j_s \rangle = -\frac{1}{\pi} \int_0^{2\pi} d\theta_s \sum_{n=0}^{\infty} \frac{(2i \tan \theta_s)^n}{(1 - i \tan \theta_s)^{n+1} (e^{i\theta_s} - 1 - \epsilon)} \left[ \frac{\delta_{i_s,j_s}}{n!} \langle i_s | \alpha_s^i \alpha_s^n | j_s \rangle \right]
\]

The term inside third braces is,

\[
\delta_{i_s,j_s} \frac{1}{n!} \langle i_s | \alpha_s^i \alpha_s^n | j_s \rangle = \begin{cases} 
\delta_{i_s,j_s} & \text{for } n \leq i_s, \\
\frac{i_s}{n! (n-i_s)!} & \text{for } n > i_s.
\end{cases}
\]

Summing over \( n \) and further changing variable \( \omega = e^{i\theta_s} \), we have a contour integral

\[
\langle i_s | P_s | j_s \rangle = -\frac{\delta_{i_s,j_s}}{2\pi i} \oint_{|\omega|=1} d\omega \frac{\omega^{2i-1} (\omega^2 + 1)}{(\omega - 1 - \epsilon)}.
\]

With \( \epsilon > 0 \) as shown in fig. 2 the contour evaluates to

\[
\langle i_s | P_s | j_s \rangle = \delta_{i_s,j_s} \delta_{i_s,0}
\]

Hence,

\[
P_s = -\frac{1}{\pi^2} \int dt_1 dt_2 \int_0^{2\pi} d\theta_s \frac{1}{e^{\theta_s} - 1 - \epsilon} e^{-\beta(\theta_s)(t_1 X_s + t_2 \Pi_s)} = |0_s\rangle \langle 0_s|
\]
Figure 2: Contour used in the smeared vacuum projector calculation. There exist two poles at 0 and $1 + \epsilon$, amongst which only the former contributes to the unit circle contour integral.

B Explicit commutator of smeared Rindler modes

Consider the commutator of the modes on region $A$ first. The modes are given by:

$$\alpha_A = \frac{1}{\sqrt{V_\omega}} \int \frac{dU}{U} \int d^{d-2}\Omega \frac{r_A^{(d-2)}}{(d-2)} \left( \frac{U}{U_0} \right)^{i\omega_0} \mathcal{T}(U) \phi(t_A(U), r_A(U), \Omega),$$ (B.1)

$$\alpha_A^\dagger = \frac{1}{\sqrt{V_\omega}} \int \frac{dU}{U} \int d^{d-2}\Omega \frac{r_A^{(d-2)}}{(d-2)} \left( \frac{U}{U_0} \right)^{-i\omega_0} \mathcal{T}^*(U) \phi(t_A(U), r_A(U), \Omega)$$ (B.2)

We integrate $\alpha_A^\dagger$ by parts, and the only part of $\alpha_A^\dagger$ that contributes to the commutator $[\alpha_A, \alpha_A^\dagger]$ is

$$\frac{1}{\sqrt{V_\omega}} \int d^{d-2}\Omega \int dU \frac{r_A^{(d-2)}}{(d-2)} \frac{\partial_U \phi(U, -2v_0, \Omega)}{U_0} \int \frac{d\nu}{i\nu} \tilde{T}^*(\nu) \left( \frac{U}{U_0} \right)^{-i\nu}$$ (B.3)

Note that here we have used $\mathcal{T}(U) \left( \frac{U}{U_0} \right)^{i\omega_0} = \int d\nu \tilde{T}(\nu) \left( \frac{U}{U_0} \right)^{i\nu}$ to perform the following replacement

$$\int_0^U \frac{dU'}{U'} \mathcal{T}(U') \left( \frac{U'}{U_0} \right)^{i\omega_0} = \int \frac{d\nu}{i\nu} \tilde{T}(\nu) \left( \frac{U}{U_0} \right)^{i\nu}.$$ (B.4)

In terms of the light cone coordinates, the annihilation operator is given by

$$\alpha_A = \frac{1}{\sqrt{V_\omega}} \int \frac{dU}{U} \int d^{d-2}\Omega \frac{r_A^{(d-2)}}{(d-2)} \phi(U, -2v_0, \Omega) \int d\nu \tilde{T}(\nu) \left( \frac{U}{U_0} \right)^{i\nu}$$ (B.5)

Using the null surface canonical commutation [78] relation

$$[\phi(U_1, V, \Omega_1), \partial_U \phi(U_2, V, \Omega_2)] = \frac{i\delta(U_1 - U_2)\delta(\Omega_1, \Omega_2)}{2r_1^{d-2}}$$ (B.6)
we get
\[
[a_A, a_A^\dagger] = \frac{1}{2} \int \frac{d\Omega}{V_\Omega} \int \frac{d\nu_1 d\nu_2}{\nu_2} \hat{T}(\nu_1) \hat{T}^\dagger(\nu_2) \int \frac{dU}{U} \left( \frac{U}{U_0} \right)^{i(\nu_1-\nu_2)}
\]  
\[= \frac{1}{2} \int \frac{d\Omega}{V_\Omega} \int \frac{d\nu_1 d\nu_2}{\nu_2} \hat{T}(\nu_1) \hat{T}^\dagger(\nu_2) 2\pi \delta(\nu_1 - \nu_2)
\]
\[= 1
\]
where we have used the normalization \(\int \frac{d\nu}{\nu} |\hat{T}(\nu)|^2 = \frac{1}{\pi}\).

**C Computation of \(\langle G \rangle\)**

We will discretize the frequency space with a \(\Delta\) gap for ease of calculation. Towards the end of this appendix, we will go back to the continuous limit by taking \(\Delta \to 0\). Performing the discretization, the global mode commutation relation (3.2) becomes
\[
[a_{n,l}, a_{n',l'}^\dagger] = \frac{\delta_{n,n'} \delta_{l,l'}}{\Delta},
\]
where we have labelled the frequency \(\omega\) with integer \(n\). The global mode decomposition (3.3) now looks like \(\alpha_s = \Delta \sum_{n,l} h_s(n,l) a_{n,l} + g_s^*(n,l) a_{n,l}^\dagger\). Using the BCH lemma, we can decompose the \(B\) piece in \(\langle G \rangle\) in terms of creation and annihilation operators as
\[
e^{\nu_v a_B^\dagger e^{(\hat{\gamma}_1 X_B - \hat{\gamma}_2 \Pi_B)} e^{\zeta_2 a_B} = e^{(v_2 + (\frac{\hat{\gamma}_1 - i \hat{\gamma}_2}{\sqrt{2}})) a_B^\dagger + (\bar{\zeta}_2 + (\frac{\hat{\gamma}_1 + i \hat{\gamma}_2}{\sqrt{2}}) a_B} e^{-\frac{1}{2} (v_2 (\frac{\hat{\gamma}_1 + i \hat{\gamma}_2}{\sqrt{2}} + \bar{\zeta}_2 (\frac{\hat{\gamma}_1 - i \hat{\gamma}_2}{\sqrt{2}} + v_2 \bar{\zeta}_2)).
\]
Similarly decomposing the \(A\) piece and then writing both in terms of global modes, we get
\[
\langle G \rangle = \frac{\exp \left( \Delta \sum_{n,l} (u_B(n,l) + u_A(n,l)) a_{n,l} + (u_B'(n,l) + u_A'(n,l)) a_{n,l}^\dagger \right)}{\frac{1}{2} \left( v_2 (\frac{\hat{\gamma}_1 + i \hat{\gamma}_2}{\sqrt{2}} + \bar{\zeta}_2 (\frac{\hat{\gamma}_1 - i \hat{\gamma}_2}{\sqrt{2}} + v_2 \bar{\zeta}_2) \right) \frac{1}{2} \left( v_1 (\frac{\hat{\gamma}_1 + i \hat{\gamma}_2}{\sqrt{2}} + \bar{\zeta}_2 (\frac{\hat{\gamma}_1 - i \hat{\gamma}_2}{\sqrt{2}} + v_1 \bar{\zeta}_1) \right),
\]
where
\[
u_A(n,l) = (v_1 + (\frac{\hat{\gamma}_1 - i \hat{\gamma}_2}{\sqrt{2}}) g_A(n,l) + (\bar{\zeta}_2 + (\frac{\hat{\gamma}_1 + i \hat{\gamma}_2}{\sqrt{2}}) g_A^*(n,l),
\]
\[
u_A'(n,l) = (v_1 + (\frac{\hat{\gamma}_1 - i \hat{\gamma}_2}{\sqrt{2}}) h_A(n,l) + (\bar{\zeta}_2 + (\frac{\hat{\gamma}_1 + i \hat{\gamma}_2}{\sqrt{2}}) h_A(n,l),
\]
\[
u_B(n,l) = (v_2 + (\frac{\hat{\gamma}_1 - i \hat{\gamma}_2}{\sqrt{2}}) g_B(n,l) + (\bar{\zeta}_2 + (\frac{\hat{\gamma}_1 + i \hat{\gamma}_2}{\sqrt{2}}) g_B(n,l),
\]
\[
u_B'(n,l) = (v_2 + (\frac{\hat{\gamma}_1 - i \hat{\gamma}_2}{\sqrt{2}}) h_B(n,l) + (\bar{\zeta}_2 + (\frac{\hat{\gamma}_1 + i \hat{\gamma}_2}{\sqrt{2}}) h_B(n,l).
\]
Next we use a simple result involving coherent states of harmonic oscillators to simplify our expressions further. Consider a system of oscillators with ground states \(|0_i\rangle\), where \((i = 1, 2, ..., \infty)\), with commutation relations \([\hat{\alpha}_i, \hat{\alpha}_j^\dagger] = \delta_{ij}\). Define the combined ground state of the system as \(|0\rangle \equiv \bigotimes_i |0_i\rangle\). This setup is intended to mimic the global modes \(a_{n,l}\), as in our
theory the global vacuum is indeed the tensor product of all the different global mode vacua. A coherent state in the \( j \)'th oscillator is given by \(|z_j\rangle \equiv e^{z_j\hat{a}_j^\dagger}|0\rangle\), and the inner product between two such states is \( \langle z_j|z_j'\rangle = e^{z_jz_j'} [79]\). Then we have

\[
\langle 0|\sum_i z_i^*\hat{a}_i + z_i^j\hat{a}_i^j|0\rangle = e^{-\frac{1}{2}\sum_i z_i^*z_i}\langle 0|\sum_i z_i^*\hat{a}_i \sum_j z_j^*\hat{a}_j^j|0\rangle
\]

\[
= e^{-\frac{1}{2}\sum_i z_i^*z_i}\prod_i \langle 0_i|e^{z_i^*\hat{a}_i}e^{z_i^j\hat{a}_i^j}|0_j\rangle
\]

\[
= e^{-\frac{1}{2}\sum_i z_i^*z_i}\prod_j \langle z_j|z_j'\rangle
\]

\[
= e^{\frac{1}{2}\sum_i z_i^*z_i}.
\]

To make use of this in simplifying (C.3), we identify \( \sqrt{\Delta}a_{n,l} \) with \( \hat{a}_j \). This gives us terms like \( \sum_n \Delta u_A(n,l)u_B'(n,l) \) on top of the exponential. Taking the limit \( \Delta \to 0 \), the sum \( \sum_j \) goes to an integral and the whole expression simplifies to

\[
\langle \mathcal{G} \rangle = \frac{\exp \left( \frac{1}{2}(u_B + u_A) \cdot (u_B' + u_A') \right)}{e^{\frac{1}{2} \left( v_1 \left( \frac{(\gamma_1 + i\gamma_2)}{\sqrt{2}} \right)^2 + v_2 \left( \frac{\gamma_1 - i\gamma_2}{\sqrt{2}} \right)^2 \right)} \frac{1}{2} \left( \frac{v_1 (\gamma_1 + i\gamma_2)}{\sqrt{2}} \right)^2 + \frac{1}{2} \left( \frac{v_1 (\gamma_1 - i\gamma_2)}{\sqrt{2}} \right)^2 + v_2 \gamma_1 \gamma_2} \},
\]

where \( u_A \cdot u_B \equiv \sum_l \int d\omega u_A(\omega,l)u_B(\omega,l) \). Using the \( f_p \) defined in (3.13), we obtain

\[
u_A + u_B = \frac{1}{\sqrt{2}} \left[ f_1(\tilde{t}_1 + \tilde{\zeta}_1^+ + \tilde{\zeta}_1^-) + f_2(-\tilde{t}_2 + i\tilde{\zeta}_2^-) + f_3(\tilde{y}_1 + \tilde{\zeta}_2^+) + f_4(-\tilde{y}_2 + i\tilde{\zeta}_2^-) \right]
\]

\[
u_A' + u_B' = \frac{1}{\sqrt{2}} \left[ f_1(\tilde{t}_1 + \tilde{\zeta}_1^+ + \tilde{\zeta}_1^-) + f_2(-\tilde{t}_2 + i\tilde{\zeta}_2^-) + f_3(\tilde{y}_1 + \tilde{\zeta}_2^+) + f_4(-\tilde{y}_2 + i\tilde{\zeta}_2^-) \right].
\]

Re-arranging the terms to gather the \( f_p \)'s together and using the \( m_q \) defined in (3.13), we finally obtain

\[
\langle \mathcal{G} \rangle = \exp \left( \frac{1}{8} \sum_{p,q=1}^{4} (f_p \cdot f_q^* + f_q \cdot f_p^*) m_p m_q - \frac{R}{2} \right).
\]

D  Bogoliubov coefficients and \( \langle C_{AB} \rangle \geq 2 \)

In this appendix, we demonstrate the calculation of the Bogoliubov coefficients and show that \( \langle C_{AB} \rangle \geq 2 \).
Bogoliubov coefficients of local Rindler-to-global modes

From (3.29) we can read off the Bogoliubov coefficients using the large frequency limit, which are given by

\[
\begin{align*}
 h_A(\omega, 0) &= \frac{1}{\sqrt{\pi \omega}} \int \frac{dU}{U} \left( U \right) U \mathcal{T}(U) T e^{-i\omega t_A} \cos \left( \omega r_A - \frac{(d-2)\pi}{4} \right), \\
 g_A^*(\omega, 0) &= \frac{1}{\sqrt{\pi \omega}} \int \frac{dU}{U} \left( U \right) U \mathcal{T}(U) T e^{i\omega t_A} \cos \left( \omega r_A - \frac{(d-2)\pi}{4} \right), \\
 h_B(\omega, 0) &= \frac{1}{\sqrt{\pi \omega}} \int \frac{dU}{U} \left( U \right) U \mathcal{T}(U) T e^{-i\omega t_B} \cos \left( \omega r_B - \frac{(d-2)\pi}{4} \right), \\
 g_B^*(\omega, 0) &= \frac{1}{\sqrt{\pi \omega}} \int \frac{dU}{U} \left( U \right) U \mathcal{T}(U) T e^{i\omega t_B} \cos \left( \omega r_B - \frac{(d-2)\pi}{4} \right), \\
\end{align*}
\]  

(D.1)

The above Bogoliubov coefficients are written in terms of integrals over \( U \). We can perform these integrals using our conditions on the tuning function in (3.26) and (3.27). Since the form of the integrals is similar, we will demonstrate this by evaluating the \( h_A(\omega, 0) \) integral:

\[
\begin{align*}
 h_A(\omega, 0) &= \frac{1}{\sqrt{\pi \omega}} \int \frac{dU}{U} \left( U \right) U \mathcal{T}(U) T e^{-i\omega t_A} \cos \left( \omega r_A - \frac{(d-2)\pi}{4} \right) \\
 &= \frac{1}{2\sqrt{\pi \omega}} \int dU \left( \frac{U}{U_0} \right)^{i\omega_0} \mathcal{T}(U) \left[ e^{-i\xi_1} e^{-i\omega U} + e^{i\xi_2} \right] \\
 &= \frac{1}{2\sqrt{\pi \omega}} \int d\nu \frac{\tilde{T}(\nu)}{(U_0)^\nu} \left[ e^{-i\xi_1} \int dU U^{i\nu-1} e^{-i\omega U} + e^{i\xi_2} \int \frac{dU}{U} U^{i\nu} \right] \\
 &= \frac{e^{-i\xi_1}}{2\sqrt{\pi \omega}} \int d\nu \frac{\tilde{T}(\nu)}{(U_0)^\nu} \int dx x^{i\nu-1} e^{-ix} + 0
\end{align*}
\]

where \( \xi_1 = \frac{(d-2)\pi}{4} - \omega r_0, \xi_2 = \frac{(d-2)\pi}{4} - \omega (r_0 - 2\nu_0) \). The second term in the third line vanishes because \( \int \frac{dU}{U} U^{i\nu} = 2\pi \delta(\nu) \), and using (3.27) \( \tilde{T}(\nu) \) vanishes at \( \nu = 0 \). The \( x \) integral can be evaluated by choosing a contour shown in fig. 3. We encounter such \( x \) integrals in the expressions for the other Bogoliubov coefficients as well, where we similarly choose appropriate contours and obtain the following values for the integrals

\[
\int_0^\infty dx x^{i\nu-1} e^{\pm ix} = e^{\pm \pi \nu/2} \Gamma(i\nu).
\]  

(D.2)
Figure 3: The red and the blue contours are respectively used for the integrals $I_{\pm} = \int dx e^{\pm ix} x^{i\nu-1}$. Both the curved contours $C_{\pm}$ give 0 in the limit $R \to \infty$. Since there are no poles inside either contour (they are slightly separated from the real axis), the total contours also give 0. This lets us equate the integrals over the real and the imaginary axes for both the $e^{ix}$ and $e^{-ix}$ cases. We keep the branch cut (occurring due to $x^{i\nu}$) on the negative real axis so it doesn’t interfere with the calculation.

Thus the Bogoliubov coefficients can be conveniently summarized as

\begin{align}
    h_A(\omega, 0) &= \frac{e^{-i\xi_1}}{2\sqrt{\pi}\omega} \int d\nu e^{\pi\nu/2} (\omega U_0)^{-i\nu} \Gamma(i\nu) \tilde{T}(\nu), \\
    g^*_A(\omega, 0) &= \frac{e^{i\xi_1}}{2\sqrt{\pi}\omega} \int d\nu e^{-\pi\nu/2} (\omega U_0)^{-i\nu} \Gamma(i\nu) \tilde{T}(\nu), \\
    h_B(\omega, 0) &= \frac{e^{-i\xi_1}}{2\sqrt{\pi}\omega} \int d\nu e^{\pi\nu/2} (\omega U_0)^{i\nu} \Gamma(-i\nu) \tilde{T}^*(\nu), \\
    g^*_B(\omega, 0) &= \frac{e^{i\xi_1}}{2\sqrt{\pi}\omega} \int d\nu e^{-\pi\nu/2} (\omega U_0)^{i\nu} \Gamma(-i\nu) \tilde{T}^*(\nu).
\end{align}

(D.3)
Calculation of $\langle C_{AB} \rangle \geq 2$ for entangled Rindler modes

Here we will demonstrate the calculation of the element $f_1 \cdot f_1^* = h_A^* \cdot h_A + g_A^* \cdot g_A + h_A^* \cdot g_A + g_A^* \cdot h_A$. The typical integral encountered here is of the form

$$h_A \cdot h_A^* = \int \frac{d\omega}{4\pi \omega} \int d\nu_1 d\nu_2 e^{\pi(\nu_1 + \nu_2)/2} (\omega U_0)^{i(\nu_2 - \nu_1)} \Gamma(i\nu_1) \Gamma^*(i\nu_2) \tilde{T}(\nu_1) \tilde{T}^*(\nu_2)$$

where $x \equiv e^{-\pi \omega_0}$. Here in the fifth step, we have used the identity $|\Gamma(i\nu)|^2 = \frac{\pi}{\nu \sinh(\pi \nu)}$ and used the fact that $|\tilde{T}(\nu)|^2/\nu$ is sharply peaked around $\omega_0$ to go the sixth step. We will now show that $h_A \cdot g_A^*$ is zero.

$$h_A \cdot g_A^* = \int \frac{d\omega}{4\pi \omega} \int d\nu_1 d\nu_2 e^{\pi(\nu_1 - \nu_2)/2} (\omega U_0)^{-i(\nu_2 + \nu_1)} \Gamma(i\nu_1) \Gamma^*(i\nu_2) \tilde{T}(\nu_1) \tilde{T}^*(\nu_2)$$

The final step follows due to the fact that within the integral $\int d\nu \tilde{T}(\nu) \tilde{T}^*(-\nu)$, when $\tilde{T}(\nu)$ peaks at $\nu = \omega_0$, the other term goes to zero, i.e. $\tilde{T}^*(-\nu) = \tilde{T}^*(-\omega_0) \approx 0$. The rest of the terms are evaluated by straightforward replication of the above logic. We similarly evaluate the following expressions in order to completely determine the $ff$ matrix.

$$h_A \cdot h_A^* = h_B \cdot h_B^* = \frac{1}{1 - x^2};$$
$$g_A \cdot g_A^* = g_B \cdot g_B^* = \frac{x^2}{1 - x^2};$$
$$h_A \cdot g_A^* = h_A^* \cdot h_B = g_A \cdot g_B^* = h_A \cdot g_B = g_A^* \cdot h_B = h_B \cdot g_A = 0.$$ (D.4)
Substituting the expressions in (D.4) in \( f_p \cdot f_q^* + f_q \cdot f_p^* \), we obtain

\[
f_p \cdot f_q^* + f_q \cdot f_p^* = \frac{2}{1-x^2} \begin{pmatrix} 1 + x^2 & 0 & 2x & 0 \\ 0 & 1 + x^2 & 0 & -2x \\ 2x & 0 & 1 + x^2 & 0 \\ 0 & -2x & 0 & 1 + x^2 \end{pmatrix}.
\] (D.5)

E Proof of \( \langle A_j C_i \rangle = \langle A_j B_i \rangle + \mathcal{O}(\sqrt{G_N}) \) and boundedness of \( C_i \) of §4.2.1

In this appendix, we will show that the operators \( C_i \) constructed as

\[
C_i \equiv \frac{\langle B_i^2 \rangle \left( Q_i \mathcal{P}_0 + \mathcal{P}_0 Q_i^\dagger - \langle B_i \rangle \mathcal{P}_0 \right) - \langle B_i \rangle Q_i \mathcal{P}_0 Q_i^\dagger}{\langle B_i^2 \rangle - \langle B_i \rangle^2}.
\] (E.1)

do indeed mimic the contribution of operators \( B_i \) in the two-point correlators and are bounded.

Proof of \( \langle A_j C_i \rangle = \langle A_j B_i \rangle \)

First we note that by construction we have \( Q_i |0, \{s\} \rangle = B_i |0, \{s\} \rangle \) for all sectors \( \{s\} \), which guarantees \( \mathcal{P}_0 Q_i^\dagger = \mathcal{P}_0 B_i^\dagger = \mathcal{P}_0 B_i \). Further, the fact that \( B_i \) is block diagonal in and independent of supertranslation sectors, allows us to write \( \langle 0, \{s\} | B_i |0, \{s'\} \rangle = K \delta(\{s\} - \{s'\}) \). Taking the expectation value w.r.t. the smeared vacuum \( |0, \mathcal{S}\rangle \) gives us

\[
\langle 0, \{s'\} | B_i |0, \{s\} \rangle = \langle 0, \mathcal{S} | B_i |0, \mathcal{S}\rangle \delta(\{s'\} - \{s\}).
\] (E.2)

So, we have

\[
\mathcal{P}_0 Q_i^\dagger |0, \mathcal{S}\rangle = \mathcal{P}_0 B_i |0, \mathcal{S}\rangle
\]

\[
= \int \left( \prod_{l,m} ds_{l,m} \right) \int \left( \prod_{l,m} ds'_{l,m} \right) |0, \{s'\} \rangle \langle 0, \{s'\} | B_i |0, \{s\} \rangle \mathcal{S}(\{s\}) + \mathcal{O}(\sqrt{G_N})
\]

\[
= \int \left( \prod_{l,m} ds_{l,m} \right) \int \left( \prod_{l,m} ds'_{l,m} \right) |0, \{s'\} \rangle \langle B_i \rangle \delta(\{s\} - \{s'\}) \mathcal{S}(\{s\}) + \mathcal{O}(\sqrt{G_N})
\]

\[
= \langle B_i \rangle \int \left( \prod_{l,m} ds_{l,m} \right) \mathcal{S}(\{s\}) |0, \{s'\} \rangle + \mathcal{O}(\sqrt{G_N})
\]

\[
= \langle B_i \rangle |0, \mathcal{S}\rangle + \mathcal{O}(\sqrt{G_N}).
\] (E.3)
Now
\[
C_i |0, S\rangle = \frac{\langle B_i^2 \rangle (Q_i |0, S\rangle + \mathcal{P}_0 Q_i^\dagger |0, S\rangle - \langle B_i \rangle |0, S\rangle) - \langle B_i \rangle Q_i \mathcal{P}_0 Q_i^\dagger |0, S\rangle}{\langle B_i^2 \rangle - \langle B_i \rangle^2} + O \left( \sqrt{G_N} \right)
\]
\[
= \frac{\langle B_i^2 \rangle (Q_i |0, S\rangle + \langle B_i \rangle |0, S\rangle - \langle B_i \rangle |0, S\rangle) - \langle B_i \rangle \langle B_i \rangle Q_i |0, S\rangle}{\langle B_i^2 \rangle - \langle B_i \rangle^2} + O \left( \sqrt{G_N} \right)
\]
\[
= \frac{\langle B_i^2 \rangle - \langle B_i \rangle^2 Q_i |0, S\rangle}{\langle B_i^2 \rangle - \langle B_i \rangle^2} + O \left( \sqrt{G_N} \right)
\]
\[
= B_i |0, S\rangle + O \left( \sqrt{G_N} \right).
\]
(E.4)

Thus we can clearly see that \( \langle A_j C_i \rangle = \langle A_j B_i \rangle + O \left( \sqrt{G_N} \right) \) from here.

**Boundedness of \( C_i \)**

Let us define the orthonormal states \( |B_i^\perp, \{ s\} \rangle \equiv \frac{1}{\sqrt{\beta_i}} (1 - \mathcal{P}_0) B_i |0, \{ s\} \rangle \), where \( \beta_i \equiv \sqrt{\langle B_i^2 \rangle - \langle B_i \rangle^2} \). Then \( C_i \) can we written as
\[
C_i = \int \left( \prod_{l,m} ds_{l,m} \right) ( |0, \{ s\} \rangle \langle 0, \{ s\} | + \beta_i (|0, \{ s\} \rangle \langle B_i^\perp, \{ s\} | + |B_i^\perp, \{ s\} \rangle \langle 0, \{ s\} |)
\]
\[
- \langle B_i \rangle |B_i^\perp, \{ s\} \rangle \langle B_i^\perp, \{ s\} | ) \right).
\]
(E.5)

In terms of the orthonormal basis \( \{|0, \{ s\}, |B_i^\perp \{ s\} \rangle\} \), it takes the form
\[
C_i = \left( \frac{\langle B_i \rangle}{\beta_i} - \langle B_i \rangle \right) \otimes \mathbb{1} + O \left( \sqrt{G_N} \right)
\]
(E.6)

where the \( \otimes \mathbb{1} \) stands for \( C_i \)’s identity action on supertranslation sectors. The eigenvalues of \( C_i \) are \( \pm \sqrt{\langle B_i^2 \rangle} + O \left( \sqrt{G_N} \right) \) and hence the norm is
\[
\|C_i\|^2 = \langle B_i^2 \rangle + O \left( \sqrt{G_N} \right) < 1.
\]
(E.7)

**F Proof of existence of \( C_i \) of §4.2.2**

Let’s split the boundary observable as \( C = C^{(0)} + C^{(\delta)} \) where \( C^{(0)} \) contains \( \mathcal{P}_0 \) and \( C^{(\delta)} \) contains \( \delta \mathcal{P} \) (CHSH label is suppressed). We know that the \( C^{(0)} \) part gives the desired correlators and is bounded in a desired way by constructing a boundary \( Q_i \) such that \( Q_i |0, S\rangle = B_i |0, S\rangle \), which Reeh-Schlieder guarantees can always be done. We need to show that \( \langle A_j C_i^{(\delta)} \rangle \) can be made arbitrarily small. We have
\[
\beta_i^2 \langle A_j C_i^{(\delta)} \rangle = \langle B_i^2 \rangle \langle \Omega | A_j \delta \mathcal{P} Q_i^\dagger |0, S\rangle - \langle B_i \rangle \langle \Omega | A_j Q_i \delta \mathcal{P} Q_i^\dagger |0, S\rangle \rangle. \quad (F.1)
\]
Both of these terms can be interpreted as the inner product of $Q_i^+ |0, S\rangle$ and a bra which contains excitations on $\langle \Omega | a_{\omega_1} a_{\omega_2} \ldots a_{\omega_n} |0, S\rangle$ such that $\sum_j \omega_j < \delta$. Here we have suppressed the $l$ label of the global annihilators because they don’t contribute to energy. Each of these terms is

$$\langle \Omega | a_{\omega_1} a_{\omega_2} \ldots a_{\omega_n} Q_i^+ |0, S\rangle = \langle \Omega | a_{\omega_1-j} a_{\omega_{j+1}} \ldots a_{\omega_n} [a_{\omega_j}, Q_i^+] |0, S\rangle,$$  

where $\omega_j$ is any of the $n$ different energies. So these terms can be made arbitrarily small individually if we can guarantee

$$[Q_i, a^\dagger_\omega] \approx 0 \quad \forall \, 0 < \omega < \delta.$$  

where $\approx$ has been used to mean “arbitrarily close to”. This condition requires that $Q_i$ in addition to satisfying

$$Q_i |0, S\rangle \approx B_i |0, S\rangle,$$  

needs to be constructed in a way such that it contains (arbitrarily) small contribution from $a_{\omega,l}$ for $\omega < \delta$. To make this condition more precise we inspect how smearing of the field operator translates into smearing of creation and annihilation operators in energy domain. Consider a smearing of the kind

$$\phi_f = \int dt f(t) \phi(t).$$

We have suppressed the position argument of both the field $\phi$ and the smearing function $f$ for simplicity. This decomposes as,

$$\phi_f = \int dt f(t) \phi(t)$$

$$= \int dt f(t) \int_0^\infty d\omega \left(e^{-i\omega t} a_\omega + e^{i\omega t} a^\dagger_\omega\right)$$

$$= \int_0^\infty d\omega \left(\hat{f}(\omega) a^\dagger_\omega + \hat{f}(-\omega) a_\omega\right)$$

$$= \hat{a}_{f+} + \hat{a}_{f-},$$

where the hats represent time domain Fourier transforms, the subscripts on mode operators denote the frequency space smearing: $a_{f_\pm}^\dagger \equiv \int_0^\infty d\omega f^\pm(\omega) a^\dagger_\omega$ and $f^\pm(\omega) = \hat{f}(\pm\omega)$. Again, we have suppressed the sum over spherical mode information $l$ for the creation and annihilation operators for brevity. Evidently, creation and annihilation operators are weighted by the positive and negative Fourier modes of $f(t)$ respectively.

Now we make the condition set on $Q_i$ more precise. Let $A$ be the algebra generated by all $\phi$ smearings in region $C$. Also, let $A_{\delta,\theta}$ be the subset of $A$ containing operators of the kind $\phi_{f_1} + \phi_{f_2} \phi_{f_3} + \ldots$ such that $\sum_i \int_{-\delta}^\delta d\omega |\hat{f}_i(\omega)|^2 < \theta$. In simple terms, $A_{\delta,\theta}$ is a subset of $A$ in which all elements obey eq. (F.3) up to precision $\theta$ (this may not be the maximal subset with this property). We shall argue for the existence of a $Q_i$ obeying both eqs. (F.3) and (F.4) by showing that $A_{\delta,\theta} |0, S\rangle$ is dense in the entire Hilbert space $H$ which is generated by field operations on $|0, S\rangle$ for any $\theta > 0$ however small. Notice that the denseness of $A |0, S\rangle$ in $H$ is just the statement of the Reeh-Schlieder theorem and hence the denseness of $A_{\delta,\theta} |0, S\rangle$ in $H$ is not too surprising.
To simplify things a little, we take $A$ to be the algebra of all operator smearings with support in some time band $[0, \epsilon]$ (as a simplified model of region C). We also simplify the definition of $A_{\delta, \theta}$ accordingly. Now, let us split the full Hilbert space into particle number sectors as $H = \bigoplus_{n=0}^{\infty} H_n$, where the $n$-particle sector $H_n$ contains states like $a_{f_1}^{+} \ldots a_{f_n}^{+} |0, S\rangle$. We shall show that $A_{\delta, \theta} |0, S\rangle$ is dense in both even and odd particle sectors by induction.

**Even sector:** Consider the hypothesis: $A_{\delta, \theta}$ is dense in $H_n$. By axiom, the global identity operator $I$ exists in $A_{\delta, \theta}$ ($A$ is a von Neumann algebra), and hence $A_{\delta, \theta} |0, S\rangle$ contains $|0, S\rangle$. Therefore $A_{\delta, \theta} |0, S\rangle$ is dense in $H_0$, i.e. the hypothesis is true for $n = 0$. Consider a general $(2n + 2)$ particle term $a_{f_1}^{+} \ldots a_{f_{2n+2}}^{+} |0, S\rangle$. Because we have all the $\hat{f}_i(\omega)$ at our disposal, by the corollary stated and proved in appendix F.1, we can construct a $g_i(t)$ with support in $[0, \epsilon]$ such that $\hat{g}_i^+(\omega) \approx \hat{f}_i(\omega)$ and $\hat{g}_i^-(\omega) \approx 0$ for $0 < \omega < \delta$. This gives

$$\phi_{g_1 g_2 \ldots g_{2n+2}} |0, S\rangle \approx a_{f_1}^{+} a_{f_2}^{+} \ldots a_{f_{2n+2}}^{+} |0, S\rangle + (H_{2n} \text{ term}) + \ldots + (H_2 \text{ term}) + (H_0 \text{ term}). \quad (F.6)$$

The first term on the RHS is the one we need to approximate, but other lower particle number terms show up due to the non-commutativity of creation and annihilation operators. If the hypothesis is true for $n = 2, 4, \ldots, 2n$, then these residual terms are also limit points of $A_{\delta, \theta} |0, S\rangle$ and can be cancelled off to any precision by summoning a state from $A_{\delta, \theta} |0, S\rangle$. But this means the $(2n+2)$ particle term is also a limit point of $A_{\delta, \theta} |0, S\rangle$. Hence the hypothesis is true for all even $n$ (including 0) and we have proved by strong induction that $A_{\delta, \theta} |0, S\rangle$ is dense in all even number particle sectors.

**Odd sector:** Consider a state $a_{f}^{+} |0, S\rangle \in H_1$. Just like in the even case, $\hat{f}_1(\omega)$ lets us construct $g_1(t)$ with support in $[0, \epsilon]$ such that $\hat{g}_1^+(\omega) \approx \hat{f}_1(\omega)$ and $\hat{g}_1^-(\omega) \approx 0$ for $0 < \omega < \delta$. Then we have

$$\phi_g |0, S\rangle \approx a_{f}^{+} |0, S\rangle. \quad (F.7)$$

Since $\hat{f}_1(\omega)$ was a general smearing function, we know $A_{\delta, \theta} |0, S\rangle$ is dense in $H_1$ and the hypothesis is true for $n = 1$. Tracing the exact same inductive steps as the above case, we obtain that $A_{\delta, \theta} |0, S\rangle$ is dense for all odd $n$.

This concludes the proof for denseness of $A_{\delta, \theta} |0, S\rangle$ in $H$, and hence also the proof for the existence of a $Q_i$ localised in region C and satisfying both eqs. (F.3) and (F.4).

### F.1 Positive Fourier mode reconstruction

**Lemma:** Given $\delta, \epsilon > 0$, the space of $L^2\mathbb{R}$ functions with support in $[0, \epsilon]$ is dense in $L^2\mathbb{R}$ under the norm defined by $\|f\|_\delta^2 = \int_{-\delta}^{\delta} d\omega \left| \hat{f}(\omega) \right|^2$, where $\hat{f}(\omega) = \int_{\mathbb{R}} \frac{dt}{2\pi} f(t) e^{i\omega t}$. More explicitly, given a function $f \in L^2\mathbb{R}$, and $\delta, \epsilon, w > 0$, there exists a function $g \in L^2[0, \epsilon]$ such that

$$r \equiv \int_{-\delta}^{\epsilon} d\omega \left| \hat{f}(\omega) - \hat{g}(\omega) \right|^2 \leq w. \quad (F.8)$$

**Proof:** Let $P_r$ be the projector onto the space of all functions supported in $[0, \epsilon]$, and $P_{-\delta}$ be the projector onto the space of all functions which contain no Fourier modes in the range $(-\infty, -\delta)$. 

---
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The quantity in question, \( r = \frac{1}{2\pi} \int_{-\pi}^{\pi} d\omega \left| \hat{f}(\omega) - \hat{g}(\omega) \right|^2 \) is manifestly equal to \( \frac{1}{2\pi} \| P_\delta f - P_\delta g \|^2 \), where \( \| \cdot \| \) is the standard \( L^2 \) norm. Since, we need to show the existence of a \( g \in P \mathbb{L}^2 \mathbb{R} \) such that \( r \) can be made arbitrarily small, it is enough to show that the subspace \( P_\delta P \mathbb{L}^2 \mathbb{R} \) is dense in \( P_\delta \mathbb{L}^2 \mathbb{R} \). Let \( C^\infty(\mathbb{R}) \) be the subspace of all smooth functions with compact support in \( \mathbb{L}^2 \mathbb{R} \). This subspace happens to be dense in \( \mathbb{L}^2 \mathbb{R} \). Let us first show the denseness of \( P_\delta P \mathbb{L}^2 \mathbb{R} \) in the subspace \( P_\delta C^\infty(\mathbb{R}) \). We shall show this by contradiction.

Let \( P_\delta P \mathbb{L}^2 \mathbb{R} \) not be dense in \( P_\delta C^\infty(\mathbb{R}) \). Then there exists a non-zero function \( \chi \in P_\delta C^\infty(\mathbb{R}) \) such that \( (\phi, \chi) = \int_\mathbb{R} dt \phi^* (t) \chi (t) = 0 \) for all \( \phi \in P_\delta P \mathbb{L}^2 \mathbb{R} \). So,

\[
(P_\delta P \psi, \chi) = 0 \quad \forall \psi \in \mathbb{L}^2 \mathbb{R}
\]

\( \Rightarrow (\psi, P_\delta \chi) = 0 \quad \because \text{ both projectors are hermitian} \)

\( \Rightarrow (\psi, P \chi) = 0 \quad \because \text{ } P_\delta \chi = \chi \)

\( \Rightarrow P_\epsilon \chi = 0 \quad \because \text{ } P \chi \text{ is arbitrary} \)

\( \Rightarrow \chi (t) = 0 \quad \forall \ t \in [0, \epsilon] \).

Now, since \( \chi(t) \) is a smooth function on \( \mathbb{R} \), identically vanishing over the interval \( [0, \epsilon] \) means while we Taylor expand it around some point in this interval, say 0, all the Taylor coefficients turn out to be 0. \( \chi(t) \) therefore identically vanishes identically all throughout the real line. This is in contradiction to the hypothesis that \( \chi(t) \) is non-zero. Hence we have shown that \( P_\delta P \mathbb{L}^2 \mathbb{R} \) is dense in \( P_\delta C^\infty(\mathbb{R}) \). On the other hand, \( P_\delta C^\infty(\mathbb{R}) \) is dense in \( P_\delta \mathbb{L}^2 \mathbb{R} \) because \( C^\infty(\mathbb{R}) \) is dense in \( \mathbb{L}^2 \mathbb{R} \). Hence, by transitivity of denseness of topological spaces, we have shown \( P_\delta P \mathbb{L}^2 \mathbb{R} \) is dense in \( P_\delta \mathbb{L}^2 \mathbb{R} \).

**Corollary**: Given a function \( f \in \mathbb{L}^2 \mathbb{R} \), and \( \delta, \epsilon, w > 0 \), there exists a function \( g \in \mathbb{L}^2[0, \epsilon] \) such that

\[
\int_0^\delta d\omega |\hat{g}(\omega)|^2 + \int_{\delta}^\infty d\omega \left| \hat{f}(\omega) - \hat{g}(\omega) \right|^2 < w.
\]

(F.10)

In other words, for any function \( f(t) \), there exists a \( g(t) \) supported in \([0, \epsilon]\) such that it approximates \( f(t) \) in the positive Fourier modes with its modes in the \([-\delta, 0]\) range suppressed to arbitrary precision.

**Proof**: Given \( f \in \mathbb{L}^2 \mathbb{R} \), construct \( f_1 \in \mathbb{L}^2 \mathbb{R} \) by deleting its Fourier modes in the \([-\delta, 0]\) range. That is

\[
\hat{f}_1(\omega) = \begin{cases} 
0 & \text{if } \omega \in [-\delta, 0) \\
\hat{f}(\omega) & \text{if } \omega \notin [-\delta, 0). 
\end{cases}
\]

(F.11)

Now applying the above lemma to \( f_1(t) \) instead of \( f(t) \) proves the existence of the desired \( g(t) \).
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