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Abstract
It has been shown that the adjacency eigenspace of a network contains key information of its underlying structure. However, there has been no study on spectral analysis of the adjacency matrices of directed signed graphs. In this paper, we derive theoretical approximations of spectral projections from such directed signed networks using matrix perturbation theory. We use the derived theoretical results to study the influences of negative intra cluster and inter cluster directed edges on node spectral projections. We then develop a spectral clustering based graph partition algorithm, SC-DSG, and conduct evaluations on both synthetic and real datasets. Both theoretical analysis and empirical evaluation demonstrate the effectiveness of the proposed algorithm.

1 Introduction
In social networks, relationships between two individuals are often directed, such as Twitter following, phone calls, and voting. Directed graphs are used to capture asymmetric relationships between individuals. Spectral properties for directed graphs have been studied abundantly in the past (refer to the surveys [1–3]).

Relationships in social networks could have more than two status like presence or absence of a trust/friendship between two individuals. They could also be negative to express distrust or dislike. Signed networks are used for this purpose. Spectral analysis of signed graphs have also been studied [4]. For example, the work [5] studied the bounds for the least Laplacian eigenvalue of a signed graph. A later work [6] used spectral properties of the signed graph for link prediction. The work [7] extended the modularity metric for unsigned graphs to the signed modularity for signed graphs. The authors in [8] studied the spectral properties of signed normalized Laplacian transformation from the original signed adjacency matrix and developed methods for spectral clustering, link prediction and graph structure visualization.

However, spectral analysis of directed signed graphs (DSGs) has not been thoroughly studied, since previous works focused on either unsigned graphs or undirected signed graphs. In the ideal case of DSGs, all the intra community edges are positive and all the inter community edges are negative since the members within one community tend to hold the same opinion towards each other while members from different communities tend to dispute. However, in real world datasets such as Epinion, negative links are also present within communities and some positive links are present between communities.

It was shown in [9] and [10] that matrix perturbation theories can be used as a powerful tool for explaining the effects of inter community edges on the spectral projection behaviours of the given adjacency matrix directly. The former work provided theoretical results for undirected graphs, while the later work conducted theoretical analysis for directed graphs. In [11], the authors analyzed the K-balanced undirected signed graphs by using matrix perturbation approach. In a recent work [12], the effects of negative edges on the spectral properties of signed and dispute networks were studied. However, the influences of negative edges to the spectral properties of DSGs remain unclear, so many problems in this domain are still open.

The core idea of applying the matrix perturbation theories on spectral graph analysis is to model the observed graph (with K communities) as the perturbation of intra-community edges on a K-block graph (with K disconnected communities) and study how the spectral space formed by leading eigenvectors as well as node projections in the space are changed before and after perturbation. However, when applying the matrix perturbation theories on DSGs, one main difficulty is to deal with the complex eigenpairs associated with the asymmetric adjacency matrix. In [10], the authors utilized the strong-connectedness property of the communities and the real Perron-Frobenius eigenvalue and eigenvector of each community, thus eliminating the need for dealing with complex eigenpairs. However, when the graphs have negative intra cluster edges, the Perron-Frobenius eigenpairs may not be real any more. In this paper, we propose to handle the inter cluster and intra cluster negative entries of DSGs separately.

We apply matrix perturbation theories to derive several key theoretical results for analyzing negative inter cluster edges. Our key results can answer the following important questions: How will the negative intra cluster edges affect the spectral projections of each node? Will negatively linked nodes be pushed away from each other, while posi-
tively linked nodes be pulled towards each other like those in undirected signed graphs? What is the role of the directionality of an edge on node spectral coordinates? For negative intra cluster perturbation, we study how to deal with complex eigenpairs for DSGs. We analyze how intra cluster negative edges affect the Perron Frobenius eigenpair of the corresponding clusters. In particular, we explain why negative edges change real eigenpairs to complex eigenpairs based on the linear algebra results on the nonnegative irreducible and eventually non-negative irreducible states. These questions are crucial in identifying the spectral properties of cluster relationships and developing spectral clustering algorithm for DSGs. We conduct evaluations on several synthetic datasets and real networks and compare the accuracy results with several state-of-the-art spectral clustering methods. Results demonstrate the effectiveness of the proposed method.

To summarize, our paper has the following contributions. We explore the spectral space of the adjacency matrix for the DSG and derive theoretical results about the change of the spectral coordinate due to edges with different signs. To our best knowledge, this is the first work on exploring the spectral properties of the DSG. We propose a method to handle complex eigenpairs when spectral radii do not exist as eigenvalues. The proposed algorithm can detect clusters with opposing relationships as well as clusters that are structurally separated but with neutral relationships.

2 Preliminaries

A directed signed graph with $n$ nodes can be represented as its adjacency matrix $A_{n\times n}$ with $A_{ij} = 1$ (−1) if there exists a positive (negative) edge pointing from node $v_i$ to node $v_j$ and $A_{ij} = 0$ otherwise. Since $A_{ij}$ and $A_{ji}$ may not have the same value, $A$ is asymmetric.

2.1 Spectral Projections

The spectral decomposition of $A$ takes the form $A = \sum_{i=1}^{n} \lambda_i x_i x_i^T$. When the graph is undirected, all the eigenvalues $(\lambda_1, \cdots, \lambda_n)$ are real and are assumed to be in descending order. The eigenvectors are sorted accordingly.

$$\begin{align*}
\alpha_u^T & \rightarrow \begin{pmatrix}
x_1 & x_2 & \cdots & x_K & x_n
\end{pmatrix}^T
= \begin{pmatrix}
x_{11} & \cdots & x_{1n} \\
\vdots & \ddots & \vdots \\
x_{K1} & \cdots & x_{Kn}
\end{pmatrix}
\begin{pmatrix}
x_1 \\
\vdots \\
x_K \\
x_n
\end{pmatrix}
\end{align*}$$

(2.1)

The basis of the spectral space are formed by eigenvectors of the given adjacency matrix. The spectral space is of full rank $n$, when all the eigenvectors are linearly independent. Each row is treated as a coordinate in the $n$ dimensional space, then all the nodes can be projected into such a spectral space as shown in equation (2.1). In most application, only the first $K$ eigenpairs contain major topological information. The row vector $\alpha_u = (x_{1u}, x_{2u}, \cdots, x_{Ku})$ are the coordinates used for clustering in this spectral subspace.

Unlike undirected graphs, the eigenvectors of DSGs do not form orthonormal basis directly. The work [10] suggested that the $K$ eigenpairs form the perturbed Perron Frobenius simple invariant subspace for directed graphs and each eigenpair corresponds to one strongly connected community which is irreducible and non-negative.

**Definition 2.1.** The characteristic polynomial of a $n \times n$ matrix $A$ takes the general form:

$$F(\lambda) = a_1 \lambda^n + a_2 \lambda^{n-1} + \cdots + a_n \lambda + a_{n+1},$$

where the roots for $F(\lambda) = 0$ will be the eigenvalues of $A$.

**Definition 2.2.** Let $\Lambda = (\lambda_1, \cdots, \lambda_n)$ be the eigenvalues of matrix $A$, then $\rho(A) = \max(\{|\lambda_i|\})$ is called the spectral radius of $A$. In the case where complex valued eigenvalues exist, the absolute values become the moduli.

However, when negative intra community edges are included in DSGs, the eigenpair corresponding to the spectral radius could be complex. In order to avoid confusion, in this paper we assume that the top eigenvectors are sorted based on the moduli so that the first $K$ eigenvectors still correspond to the ones that form the perturbed Perron Frobenius simple invariant subspace.

2.2 $K$-block Graph

In matrix perturbation based spectral graph analysis, an observed graph $\hat{A}$ with $K$ clusters is modeled as a $K$-block matrix $A$ (after permutation) perturbed by inter cluster edges $E$.

$$\hat{A} = A + E = \begin{pmatrix}
A_1 & 0 & \cdots & 0 \\
0 & \ddots & \cdots & 0 \\
0 & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & \cdots
\end{pmatrix},$$

(2.3)

According to the work [10], for directed unsigned graphs, each cluster $C_i$ is assumed to be strongly connected. The dominant eigenvalue $\lambda_1$ of each component $C_i$ is positive, simple and the corresponding eigenvector $x_1$ is positive. If we choose $x_{C_i}$ to be the Perron-Frobenius eigenvectors of corresponding communities, then the eigenvectors $\mathbf{x} = (x_1, \cdots, x_K)$ of $A$ corresponding to $\lambda_{C_i}$ are the only eigenvectors whose non-zero components are all positive, all the entries of $\mathbf{x}$ are real valued and have the following form:

$$\begin{pmatrix}
x_{C_1} & 0 & \cdots & 0 \\
0 & x_{C_2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & x_{C_K}
\end{pmatrix}$$

(2.4)
There is only one location of the row vector $\alpha_u$ that has a non-zero value with the form:

$$\alpha_u = (0, \cdots, 0, x_{iu}, 0, \cdots, 0).$$

(2.5)

The location of $x_{iu}$ indicates the $i$-th community which node $u$ belongs to and the value of $x_{iu}$ denotes the influence of node $u$ to that community.

### 3 Spectral Analysis of DSGs

For DSGs, both community $C_i$'s and $E$ can contain negative edges. We treat both positive and negative inter cluster edges as inter cluster perturbation and treat the negative edges within each cluster as intra cluster perturbation. Formally, we have

$$\tilde{A} = A + E_I + E_O$$

where $A$ is a $K$-block matrix as the same defined in Equation [3.5] and each diagonal component $A_i$ is still assumed strongly connected and nonnegative, $E_I$ is a $K$-block matrix corresponding to intra cluster perturbation and each diagonal component $E_I$ contains negative intra cluster edges, and $E_O$ contains both positive and negative inter cluster edges. We discuss these two situations and derive several theoretical results to explain the associated spectral projection behaviour in Sections 3.1 and 3.2 respectively.

#### 3.1 Spectral Analysis of Inter Cluster Perturbation

In this case, our model is simplified as $\tilde{A} = A + E_O$. In [10], the authors studied the spectral properties of directed unsigned graphs based on the matrix perturbation theories [13] and polynomials [14,15]. Because the eigenvectors of asymmetric matrices do not form an orthonormal basis naturally, they developed a method of constructing orthonormal bases and derived the approximations of the eigenvectors when treating the graph as a perturbation from a block matrix. The derived theories in [10] can be generalized to our DSG setting although although $E_O$ contains both positive and negative inter cluster edges. This is because both models assume each $A_i$ strongly connected and nonnegative, thus having the Perron-Frobenius simple invariant subspace. We refer their results below and then focus on how positive and negative edges in $E_O$ affect the spectral coordinates. To be consistent, in the remaining part of Section 3.1 $E$ denotes $E_O$.

**THEOREM 1.** Let the observed graph be $\tilde{A} = A + E$ with $K$ communities and the perturbation $E$ denotes the edges connecting communities $C_1, \cdots, C_K$. Let $(x_1, \cdots, x_K)$ be the relabeled Perron-Frobenius eigenvectors of $A$ for all communities, and $Q$ be the rest of the orthonormal basis constructed using Gram-Schmidt process. Then $(x_1, \cdots, x_K)$ is a simple invariant subspace of $A$, and the perturbed Perron-Frobenius spectral space for $\tilde{A}$ can be approximated as:

$$\tilde{x_1}, \cdots, \tilde{x_K} \approx (x_1, \cdots, x_K) + \nabla E(x_1, \cdots, x_K).$$

where $\nabla = Q(I - \frac{1}{\lambda})^{-1}Q^H$.

The theorem could be used to derive the approximation of spectral coordinate of $\alpha_u$ using the following simplified result that only takes into account of the influences of neighboring nodes from other communities. Since the edge direction indicates the flow of information, we define the outer community neighbours of a node $u \in C_i$ to be any node $v \notin C_i$ that has an edge pointing to $u$.

**THEOREM 2.** For node $u \in C_i$, let $\Gamma_u$ denote its set of neighbors in $C_j$ for $j \in \{1, \cdots, K\}$. The simplified spectral coordinates $\tilde{\alpha_u}$ can be approximated as:

$$\tilde{\alpha_u} \approx x_{iu} + (\sum_{i=1}^n \nabla_{ij} \sum_{v \in \Gamma_u} e_{jv} x_{iv}) \frac{e_{ju}}{\lambda}$$

where $\nabla_{ij}$ is the $(i,j)$-th row of a $K$-by-$K$ identity matrix, $e_{jv}$ is the $(j,v)$ entry of $E$ and $\nabla$ is defined in Theorem 1.

The work in [10] only gave the above approximation formula and did not examine how the node spectral coordinates change under perturbation via a directed edge. One reason is that the entry $\sum_{j=1}^n \nabla_{ij} \sum_{v \in \Gamma_u} e_{jv} x_{iv}$ in the $i$-th column position of the spectral coordinate in Equation 3.8 is very complicated compared with that of undirected graphs and hence it is difficult to determine the influence of the perturbation. In this work, we decompose the perturbation into each edge and explicitly quantify how one single inter cluster edge $u \rightarrow v$ changes the spectral coordinates of $u$ and $v$.

Without loss of generality, suppose nodes $u$ and $v$ are from community $C_1$ and $C_2$ respectively, there is a directed edge from $u$ to $v$, $u \rightarrow v$, which could be positive or negative. Before the edge added, the spectral coordinates for nodes $u$ and $v$ in the two dimensional space are $\begin{pmatrix} x_{1u} & 0 \\ 0 & x_{2v} \end{pmatrix}$. After the edge added, from Theorem 2, the spectral coordinates are $\begin{pmatrix} x_{1u} & \nabla_{1u} \frac{e_{uv}}{\lambda} x_{2v} \\ 0 & x_{2v} + \nabla_{1v} \frac{e_{uv}}{\lambda} x_{2v} \end{pmatrix}$.

Our next theorem shows that the change of spectral coordinates depends on both the Perron-Frobenius eigenvalue of the node’s community and the edge directionality.

**THEOREM 3.** Denote $(\lambda_1, x_1)$ and $(\lambda_2, x_2)$ as the Perron-Frobenius eigenpair of $C_1$ and $C_2$ respectively. Nodes $u$ and $v$ are from community $C_1$ and $C_2$ respectively.

1. When $u \rightarrow v$ is positive,

   (a) If $\lambda_1 > \lambda_2$, node $u$ has a clockwise rotation while node $v$ stays on its original axis.
(b) If \( \lambda_1 < \lambda_2 \), node \( u \) stays on its original axis while node \( v \) has a clockwise rotation.

2. When \( u \rightarrow v \) is negative,
   
   (a) If \( \lambda_1 > \lambda_2 \), node \( u \) has an anti-clockwise rotation while node \( v \) stays on its original axis.
   
   (b) If \( \lambda_1 < \lambda_2 \), node \( u \) stays on its original axis while node \( v \) has an anti-clockwise rotation.

Proof: For 1(a), node \( v \) has spectral coordinate \((0, x_{2v} + \nabla_{y_1} x_{2v})\). Therefore, node \( v \) will stay on its original axis. On the other hand, node \( u \) has spectral coordinate \((x_{1u}, \nabla_{y_1} x_{2u})\). The angle \( \beta \) of the spectral coordinate vector of node \( u \) with the \( x_1 \) axis will be \( \arctan\left(\frac{\nabla_{y_1} x_{2u}}{x_{1u}}\right) \).

The top part \( \nabla_y \) takes the full form as \( (Y(\lambda_2I - L_2)^{-1}Y^H)_{uv} \) as in Theorem 1. The diagonal of \( L_2 \) are the other eigenvectors of \( A \) by the construction process. Furthermore, \( L_2 \) itself is upper triangular by Schur's Theorem. Then the diagonal entries of \( (\lambda_2I - L_2)^{-1} \) becomes \( (\lambda_2 - \lambda_1, \lambda_2 - \lambda_3, \ldots, \lambda_2 - \lambda_n)^{-1} \). If we divide \( \nabla \) by the term \( (\lambda_2 - \lambda_1)^{-1} \) and relabel it as \( \nabla^* \), then the spectral coordinates of \( u \) becomes \((x_{1u}, (\lambda_2 - \lambda_1)^{-1}\nabla_{y_1} e_{uv}x_{2u})\). Then the angle \( \beta \) becomes \( \arctan\left((\lambda_2 - \lambda_1)^{-1}\nabla_{y_1} e_{uv}x_{2u}\right) \).

Since \( \lambda_2 - \lambda_1 < 0 \), \( \beta \) will be a negative angle, which indicates that node \( u \) will rotate clockwise to the fourth quadrant.

For 1(b), if \( \lambda_1 < \lambda_2 \), by relabeling \( \nabla^* \) if necessary, the angle \( \beta \) takes the same equation as \( \arctan\left((\lambda_2 - \lambda_1)^{-1}\nabla_{y_1} e_{uv}x_{2u}\right) \). Since \( \lambda_1 < \lambda_2 \), \( \beta \) will be a positive angle, which indicates that node \( u \) will rotate counter-clockwise and the vector will remain in the first quadrant.

For 2(a), \( e_{uv} < 0 \) and \( \lambda_1 > \lambda_2 \). By relabeling \( \nabla^* \) if necessary, the angle \( \beta \) takes the same equation as \( \arctan\left((\lambda_2 - \lambda_1)^{-1}\nabla_{y_1} e_{uv}x_{2u}\right) \). Since \( \lambda_1 > \lambda_2 \), then \( (\lambda_2 - \lambda_1)^{-1}e_{uv} \) will be positive, which indicates that node \( u \) will rotate counter-clockwise and the vector will remain in the first quadrant.

For 2(b), \( e_{uv} < 0 \) and \( \lambda_1 < \lambda_2 \). \( (\lambda_2 - \lambda_1)^{-1}e_{uv} \) will be negative, which indicates that node \( u \) will rotate clockwise and the vector will be in the fourth quadrant.

Note that the spectral coordinates are non-negative for all Perron Frobenius eigenvectors before perturbations, so that the above proof holds true. However, in real applications, iteration methods could some times solve non-positive Perron Frobenius eigenvectors, so the observed rotation direction is reversed. Therefore, in general, for \( \lambda_1 < \lambda_2 \), \( u \) will rotate away from those nodes of \( C_2 \), but \( u \) will rotate towards those nodes of \( C_2 \) on the other hand.

Illustrative Example. We introduce a toy graph as in Figure 1 where nodes 8 and 25 are chosen to perform the illustration. Figure 2 illustrates the rotations with respect of perturbation edge directions and signs in the spectral space. The triangles represent nodes from cluster \( C_1 \), labeled with 1-8 and 15 in Figure 1 while the crosses represent nodes from cluster \( C_2 \), labeled with 16-25. Node 8 is marked with green and node 25 is marked with magenta in order to separate from other nodes. The Perron Frobenius eigenvalue is 1.8839 for cluster \( C_1 \) and 1.7284 for cluster \( C_2 \), so that \( \lambda_1 > \lambda_2 \). The sub-figures on the left hand side correspond to positive perturbation, with edge 8 → 25, 8 ← 25, and 8 ↔ 25, and those on the right side correspond to the negative perturbation respectively. All the observations match our Theorem 3. For example, Figure 2(a) shows node 8 and other nodes in \( C_1 \) rotate clockwise while node 25 and other nodes in \( C_2 \) stay on the original line with a positive edge 8 → 25, which matches our result 2(a) in Theorem 3. Similarly, Figure 2(b) shows node 8 and other C1 nodes rotate anti-clockwise while node 25 and other nodes in \( C_2 \) stay on the original line with a negative edge 8 → 25, which matches our result 2(a) in Theorem 3. Figures 2(c) and 2(d) show the effect due to edge directionality. Figures 2(e) and 2(f) show the combined effects of both directions.

We would emphasize that Figure 2(e) demonstrates the exact rotation phenomena as discovered and examined in [9] where the spectral analysis of undirected unsigned graphs was conducted. Our work is the first to discover the relationship of the rotations with the signed edge directions and signs and to explain such phenomena in theory in a much more general setting.

3.2 Spectral Analysis of Intra Cluster Perturbation In general, the subgraph for each cluster is treated as an intra cluster perturbation from a nonnegative subgraph \( A_i \) such that \( \bar{A_i} = A_i + E_i \), with \( E_i \) containing all negative intra cluster edges. This process can be treated as a transition from a nonnegative graph with Perron Frobenius property...
into a signed graph with uncertain properties. When negative intra cluster perturbations occur, depending on the amount and locations of negative edges added, the perturbed spectral space could be categorized into 3 different types: the perturbed spectral space still has Perron Frobenius property, the spectral radius is an eigenvalue but the associated eigenvector is no longer positive, and spectral radius is complex with complex eigenvectors.

**DEFINITION 3.1.** $PF_n$ is defined to be the set of matrices having Perron Frobenius property: The dominant eigenvalue $\lambda_1$ of each component $C_i$ is positive, simple and the corresponding eigenvector $x_1$ is positive.

The Perron Frobenius eigenpair for each cluster will exist for unsigned graphs as long as a large strongly connected core exists. As a result, those real eigenpairs could be used for guiding the clustering process. However, for signed graphs, negative entries within clusters may cause those Perron roots for their characteristic polynomials to change drastically. Furthermore, the corresponding eigenvectors and spectral projections will also change accordingly. Since the coefficients of the polynomial in Equation 2.2 are determined by the determinant $|A - \lambda I|_{det}$, which is calculated iteratively with the entries of $A$, the polynomial itself could be either increasing, decreasing, concave or convex. Therefore, the resulting eigenvalues could be positive real, negative real, zero or complex.

**DEFINITION 3.2.** A nonnegative matrix $A$ is called primitive, if there exist some real positive number $M$ such that $A^M$ is positive. If the associated adjacency matrix $A$ for a given graph $G$ is nonnegative irreducible, then $A$ is primitive.

**DEFINITION 3.3.** A matrix $A$ is called eventually positive, if there exist some real positive number $M_0$ such that $A^m$ is positive for all $m \geq M_0$.

**DEFINITION 3.4.** $WPFn$ is defined to be the set of matrices having weak Perron Frobenius property: The dominant eigenvalue $\lambda_1$ is positive and the corresponding eigenvector $x_1$ is nonnegative.

According to the extension to Perron Frobenius theorem, when $A$ is primitive, the Perron Frobenius eigenvalue $r$ is real and strictly bigger than any other eigenvalue $\lambda$ in absolute value. Furthermore, the associated eigenvector is positive. This extension leads to a series of studies related to matrices belonging to the $PF_n$ set.

In [16], the authors showed that the set of eventually positive square real matrices is equivalent to the set of those having Perron Frobenius properties. Therefore, a very important implication is that: if a cluster as a subgraph has the eventually positive properties, then it belongs to the $PF_n$ set. However, we do not have any explicit results to show how small the negative entries should be in order for a graph to retain Perron Frobenius property. Therefore, we can only have the following two results for DSGs: First, depending on the density and location of the negative edges, the Perron Frobenius eigenpair may disappear as the perturbed graph may not belong to $WP Fn$. Second, in the case where the spectral radius is still an eigenvalue, the associated eigenvector may no longer be positive.

In summary, when the perturbed spectral space still has a real eigenvalue as its spectral radius, all the theoretical results from the previous sections and work [10] will hold. Therefore, the spectral space properties of observed signed graphs behave exactly the same as those of nonnegative graphs. With an increasing number of negative edges added to a graph that belong to $PF_n$, there should exist a certain threshold above which we have a complex eigenvalue as the adjacency matrix’s spectral radius.
4 Spectral Clustering for DSGs

The results from Section 3.1 described how node spectral coordinates are changed due to inter cluster perturbation, while the results from Section 3.2 described the potential complex eigenpairs due to negative intra cluster perturbation. With the two results combined, we have a full picture of the spectral properties of DSGs.

4.1 Algorithm Based on the perturbed Perron Frobenius simple invariant subspace results, we present our spectral clustering based graph partition algorithm (SC-DSG) for directed signed graphs. A key challenge is to determine the proper eigenvectors for clustering from a set of potentially complex eigenvectors.

Algorithm 1 includes the following major steps: computing eigenvectors of the adjacency matrix; normalization of the eigenvectors; selecting the initial set of eigenvectors with same signed components; splitting complex eigenvectors into real and imaginary parts; projection of the nodes onto a unit sphere; clustering the nodes according to their location on the unit sphere using the classic k-means clustering algorithm; screen all the potential eigenpairs based on the signed modularity to find meaningful partitions.

Handling Complex Eigenpairs. Our algorithm uses eigenvectors corresponding to the spectral radii of each component. However, due to negative intra cluster perturbations, the eigenpairs corresponding to the spectral radii of the clusters may not be real anymore. As a result, the Perron Frobenius invariant subspace tends to diminish in DSGs. The problem is how to define the Euclidean topology in the complex coordinate space formed by the complex basis. The k-means clustering used in most of the spectral based clustering methods could not produce meaningful results in the coordinate space of $\mathbb{C}^n$, since the Euclidean distance of two complex coordinates with only imaginary part will be negative. In our algorithm, we propose to split the complex spectral coordinate space corresponding to the Perron Frobenius invariant subspace into a higher dimensional real coordinate space and apply the k-means method in the real space.

Since the vector space of $\mathbb{C}^n$ is an isomorphism of $\mathbb{R}^{2n}$, the complex portion of the simple invariant subspace could be split into two parts that contain the real and imaginary parts of the original complex coordinates respectively. Assume that the perturbed simple invariant subspace is of dimension $K$ and there are $C$ complex eigenvectors, then the newly formed spectral space will have $K + C$ dimensions. However, we still want to form $K$ clusters in this space, since we are embedding only $K$ communities into this space.

Our algorithm uses the stepwise forward strategy to find a set of eigenvectors to maximize the signed modularity [17].

Algorithm 1 SC-DSG: Spectral Clustering for Directed Signed Graphs

Input: $A, \tau, \alpha$

Output: cluster number $K$, clustering result $CL$

1: Compute eigenvectors of $A$ corresponding to the largest $\tau$ eigenvalues $\Lambda$ in magnitude, and denote the set $D$;
2: Normalize the eigenvectors $\overline{\alpha_u} = \frac{\alpha_u}{\|\alpha_u\|}$;
3: $C \leftarrow$ real eigenvectors from the set $D$ with same signed components;
4: $K \leftarrow$ Cardinality($C$);
5: $M \leftarrow \infty$;
6: for each $c \in \emptyset \cup C$ do
7: \hspace{1em} if $c$ is complex then
8: \hspace{2em} $c \leftarrow$ split into [Re$(c)$ Im$(c)$]
9: \hspace{1em} end if
10: \hspace{1em} Apply $k$-means algorithm on $C \cup c$ to get clustering result $CL_{temp}$ of $K$ clusters;
11: \hspace{1em} Compute the signed modularity scores $M_{temp}$;
12: \hspace{1em} if $M_{temp} \geq \alpha M$ ($\alpha \in [0,1]$ adjusts the objective function) then
13: \hspace{2em} $K \leftarrow K + 1$;
14: \hspace{2em} $C \leftarrow C \cup c$;
15: \hspace{2em} $CL \leftarrow CL_{temp}$;
16: \hspace{2em} $M \leftarrow M_{temp}$;
17: \hspace{1em} end if
18: end for
19: $K \leftarrow K - 1$;
20: Return number of clusters $K$ and clustering result $CL$;

Table 1: Statistics of synthetic data and partition quality

| Dataset | Edge ratio | ratio | Intra | $\alpha$ | DBI | Q | Angle | CCURACY | ACCURACY |
|---------|------------|-------|-------|---------|-----|---|-------|---------|----------|
| Syn-1   | 67538/4000 | 0.7/0 | 5     | 0.0      | 0.756 | 0.19 | 0.34  | 100     | 100      |
| Syn-2   | 75385/4000 | 0.7/0 | 5     | 0.0      | 0.194 | 0.17 | 0.34  | 100     | 100      |
| Syn-3   | 95385/4000 | 0.7/0 | 5     | 0.0      | 0.194 | 0.17 | 0.34  | 100     | 100      |
| Syn-4   | 75385/4000 | 0.7/0 | 5     | 0.0      | 0.194 | 0.17 | 0.34  | 100     | 100      |
| Syn-5   | 75385/4000 | 0.7/0 | 5     | 0.0      | 0.194 | 0.17 | 0.34  | 100     | 100      |
| Syn-6   | 75385/4000 | 0.7/0 | 5     | 0.0      | 0.194 | 0.17 | 0.34  | 100     | 100      |
| Syn-7   | 75385/4000 | 0.7/0 | 5     | 0.0      | 0.194 | 0.17 | 0.34  | 100     | 100      |
| Syn-8   | 75385/4000 | 0.7/0 | 5     | 0.0      | 0.194 | 0.17 | 0.34  | 100     | 100      |
| Syn-9   | 75385/4000 | 0.7/0 | 5     | 0.0      | 0.194 | 0.17 | 0.34  | 100     | 100      |
For a graph with two clusters, it has the form:

\[
Q_s = \sum_{i,j \in C_1} (P_{ij} - \frac{d_{pi}d_{pj}}{2m_p}) + \sum_{i,j \in C_2} (P_{ij} - \frac{d_{pi}d_{pj}}{2m_p}) + \sum_{i \in C_1, j \in C_2} (N_{ij} - \frac{d_{ni}d_{nj}}{2m_n}) + \sum_{i \in C_2, j \in C_1} (N_{ij} - \frac{d_{ni}d_{nj}}{2m_n}),
\]

where \(\frac{d_{ij}}{2m}\) is the expected number of edges between nodes \(i\) and \(j\). \(P_{ij} = \frac{A_{ij} + |A|}{2}\) and \(N_{ij} = \frac{A_{ij} - |A|}{2}\).

A good partition seeks to achieve the signed modularity score as high as possible. However, exhaustive search is infeasible to identify the optimal set because it is NP-hard. However, as pointed out in the work \[18\], modularity has two limitations in community detection: the tendency to merge small subgraphs and the tendency to split large subgraphs. Both of those drawbacks could cause the network partition to produce incorrect results. We include a parameter \(\alpha\) so that the importance of the objective function could be linearly adjusted, even if the resulting signed modularity score is slightly lower. As shown in the work \[10\], it can be tuned down to detect substructures of clusters.

5 Experiment

5.1 Baseline Algorithms

In our experiment, we compare our SC-DSG with the following state-of-the-art baseline algorithms: 1) The Augmented_ADJ (AugAdj) \[10\] is an adjacency based spectral clustering method for unsigned directed graph; 2) UniAdj \[19\] is an adjacency based spectral clustering method for signed undirected graphs; 3) The signed normalized cut (SNcut) \[8\] is an improved version of the signed Laplacian method where weighting schemes are adjusted to form better partitions; 4) SC-DSG-M is a variant of SC-DSG and only uses the modulii of the eigenvector entries as spectral coordinates; and 5) SC-DSG-Re is another variant of SC-DSG and only uses the real part of the eigenvector entries as spectral coordinates.

AugAdj can be used to deal with the directed signed graph as it ignores the use of any complex eigenpairs. Both UniAdj and SNcut require symmetric adjacency matrices as input. In our experiment, we build the symmetrized versions of the original directed graphs by the following process: \(A_{ij} = A_{ji} = -1\) if either \(A_{ij} = -1\) or \(A_{ji} = -1\), \(A_{ij} = A_{ji} = 1\) if either \(A_{ij} = 1\) or \(A_{ji} = 1\), and \(A_{ij} = A_{ji} = 0\) otherwise. We limit the search for each method to 50 eigenpairs. Signed modularity, DBI and average angles between clusters in the spectral projection space are reported in addition to accuracy. Note that isolated clusters are orthogonal. The two variants of SC-DSG are used to demonstrate the usefulness of incorporating the whole complex eigenvectors in the clustering.

5.2 Synthetic Data

We generate 9 synthetic graphs. Each graph has 5 clusters with 240,220,200,180 and 160 nodes. The edges for Syn-1 to Syn-9 are generated using uniform random distribution. The column “Intra” of table \[1\] shows the number of intra cluster edges as well as the positive and negative densities. In particular, the \(x/y/z\) means that there are \(x\) intra cluster edges and the density of positive (negative) edges is \(y \times 100\) (\(z \times 100\)) percent. Similarly, the column “Inter” shows the corresponding statistics for inter cluster edges. The negative edges for both intra and inter clusters are injected into the 5-block graph so that the perturbed graphs possess desired structural properties.

For synthetic data, Syn-1 to Syn-4, there are 40% positive edges but no negative edges within clusters. The inter cluster positive edge density of Syn-1 is 0.2 and there is no negative inter cluster edge. This is the classic case of the Perron Frobenius clusters. All the methods achieved 100% accuracy. The average cluster angle is close to 90 degrees. In Syn-2, half of the inter cluster edges from Syn-1 are converted into negative edges. The clusters belong to the PFn set, so the perturbed Perron Frobenius invariant subspace contains the real eigenvectors corresponding to the spectral radii of the clusters. The average angle between clusters is 92.2 degrees. In Syn-3, all the inter cluster edges are negative. All methods achieve 100 percent accuracy for this case and the average angle is 90.1 degrees. In Syn-4, the inter cluster positive edge density is increased to 0.7 without the inter cluster negative edge. In this setting, all methods report 4 clusters, where the accuracies drop to around 60 to 70 percent. Since we have dense inter cluster connections, the results are expected.

For Syn-5, Syn-6 and Syn-7, the positive (negative) intra cluster edge density is 0.4 (0.08). For Syn-5, the positive inter cluster density is 0.2 with no negative inter cluster edge. All methods achieve 100 percent accuracy. For Syn-6, the negative inter cluster edge density is 0.2. Since the inter cluster contains only negative edge, all methods still identify the clusters 100 percent. For Syn-7, more positive inter cluster edges are added. The partition accuracy drops. Same as Syn-4, only 4 clusters are detected. Our algorithm, SC-DSG, achieve the best accuracy among all methods.

For Syn-8, the negative intra cluster perturbation is doubled to 0.16. The positive intra cluster edge density remains as 0.4. The positive inter cluster edge density is set to be 0.2. Since the PFn properties no longer exist, the accuracy values drop by over 20 percent for all methods. There exist some complex eigenvalues whose modulii equal the spectral radius. For Syn-9, the negative intra cluster edge density is further increased to 0.36. Both the positive and negative inter cluster density is 0.1. This is the most complex case for directed signed graphs. With no surprise, all clustering methods perform poorly, with SC-DSG achieving the best accuracy (59.3%).
To summarize, when under small inter cluster perturbations (as the cases for Syn-1 to Syn-3), as long as clusters satisfy the Perron Frobenius property, all methods perform the same, since the correct perturbed Perron Frobenius simple invariant subspace is captured by all methods. When under small inter cluster perturbations (as the cases of Syn-5 and Syn-6), as long as clusters satisfy the Perron Frobenius property, all methods can still achieve the correct partition. As demonstrated in Syn-4 and Syn-7, dense inter cluster edges cause clusters to merge, so the clustering accuracies decrease. As demonstrated in Syn-8 and Syn-9, when the Perron Frobenius property begins to disappear, the clustering accuracy will decrease more. In all cases, SC-DSG achieves the best accuracy results for the synthetic experiments.

### 5.3 Real Data

In this section we conduct our empirical experiments on four real directed signed graphs, Sampson’s, Slashdot, Wikisigned and Epinion. Sampson’s work [20] contains the opinions of 18 trainee monks about their relationships towards each other during the period of time when the clique fell apart. Each monk was asked to rate others from 1 to 3 based on like or dislike. Later on, the responses were converted into an binary signed adjacency matrix. Slashdot [21] is a technology news site where users can mark others as “friend” or “foe” and influence scores seen by them. Therefore, the entire network could be seen as a trust network. Wikisigned [22] contains interactions between the users of the English Wikipedia that have edited pages about politics. Each interaction, such as text editing, reverts, restores and votes are given a positive or negative value. Epinion [23] is an online product rating website. The users can choose to trust or distrust others and self vote is allowed. As a result, the network could be viewed as a trustworthy relationship network.

Table 2 shows the graph statistics, the signed modularity and number of clusters reported by each method. We can see that our method achieves the best signed modularity value for all four datasets. We observe that the eigenvector associated with cluster 6 is complex for Slashdot, the eigenvector associated with cluster 4 is complex, all the others are real. Note that we cannot report accuracy because of no ground truth about these four datasets.

### 6 Related Work

Spectral methods have been well investigated and successfully adopted in solving graph or network structure related problems such as community partition [24][25], anomaly detection [26], link prediction [27]. In this section, we focus on related work on spectral analysis of signed networks from applied mathematics and linear algebra.

The theoretical results of graph theories pertaining the spectral properties of general signed graphs are relatively scare. From the first proposition of the Perron Frobenius theorem for nonnegative irreducible square matrices in 1912 [28] to the most recent works [16, 29, 30] that extended the result into eventually irreducible nonnegative directed graphs a few decades ago, many problems related to signed graphs remain open. However, the results deduced from eventually irreducible nonnegative signed graphs provided us some important insights in handling general signed graphs, which aid us in the process of analyzing the spectral properties of clusters with intra negative edges.

The authors in the work [31] pointed out that three properties can be read off the complex eigenvalues: whether a graph is nearly acyclic, whether a graph is nearly symmetric, and whether a graph is nearly bipartite. If a directed graph is acyclic, its adjacency matrix is nilpotent and therefore all its eigenvalues are zero as shown in the book [32] (page 81). The complex eigenvalue plot can therefore serve as a test for networks that are nearly acyclic. When a directed network is symmetric, the adjacency matrix $A$ is symmetric and all its eigenvalues are real. As a result, a directed network close to symmetric has complex eigenvalues near the real line. Additionally, the eigenvalues of an undirected bipartite signed graph are symmetric around the imaginary axis, so the amount of symmetric along the imaginary axis can serve as an indicator for bipartivity.

### 7 Conclusion

In this work, we conducted spectral analysis of directed signed graphs. By using matrix perturbation theory, we derived the approximations of the spectral coordinates of nodes in the spectral projection space formed by perturbed Perron Frobenius invariant subspace and explained the effects of added intra and inter cluster edges to the spectral coordinates. A spectral clustering algorithm for directed signed graphs, SC-DSG, was proposed according to the theoretical
results and was tested on both synthetic and real datasets. The results demonstrated the effectiveness of the algorithm. Although we took the first step in analyzing the adjacency eigenspace of directed signed graphs by generalizing its properties in relation to the underlying network structures, there are still many open problems in this area. Especially, the lacking of the appropriate linear algebra and graph theory tools to fully describe the cluster properties outside of the PFN set makes further extending the current results a very difficult task. However, many future research topics could be built upon our current theoretical framework, such as fraud detection, dynamic network analysis, and signed network embedding. We will also study the scalability of our algorithm. We would emphasize that our algorithm has the same bottleneck, the eigen decomposition, as all other spectral clustering methods. However, our method should have slightly better performance than Laplacian based methods because the adjacency matrix is often sparser than the Laplacian matrix.
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