A Multiscale and Multipath Network With Boundary Enhancement for Building Footprint Extraction From Remotely Sensed Imagery
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Abstract—Due to its high efficiency and low cost, automatic extraction of building footprints from remotely sensed imagery has long been an important means to obtain building footprint information, which can be easily implemented using existing fully convolutional network (FCN)-based methods. However, such methods suffer from imperfections and thus accurately extracting building footprints from remotely sensed imagery remains a challenging task. For example, cascaded convolutions generally cannot preserve the spatial details well, leading to blurred boundaries and omission of small buildings. Insufficient multiscale features fusion without considering semantic gaps between different level features could yield misclassification. In addition, the fixed receptive field always produces discontinuous holey extracted large buildings. To this end, we propose a novel multiscale and multipath network with boundary enhancement (MMB-Net) that accurately extracts building footprints from remotely sensed imagery. More specially, a parallel multipath feature extraction module is first designed to capture high spatial information-preserved multiscale features with less semantic distances. In addition, the receptive field is enlarged and broadened by a multiscale features enhancement module. Then, an attention-based multiscale features fusion module is built to appropriately aggregate multiscale features. Lastly, a spatial enhancement module is presented to refine the extracted building boundaries by capturing boundary information from low-level features. The proposed MMB-Net has been tested on two benchmark data sets together with other SOTA approaches. The results show that MMB-Net can achieve promising building footprints extraction performances and it outperforms the SOTA methods. The implementation of MMB-Net is available at.

Index Terms—Attention mechanism, boundary enhancement, building footprint extraction, fully convolutional network (FCN), semantic gap.

I. INTRODUCTION

BUILDING footprint information is important for urban planning, land management, illegal building monitoring, etc. [1], [2], [3]. With the great advancement of remote sensing technologies, now high spatial resolution remote sensing images can provide rich semantic and spatial details information for ground objects, which makes buildings in the images recognizable. Accurate delineation of building footprints from remotely sensed imagery has become feasible and aroused growing attention [1], [2]. Although manual interpretation can achieve accurate building footprints from remotely sensed imagery, it is time-consuming and inefficient. Therefore, it is crucial to develop automatic, accurate, and efficient methods for extracting building footprints from images. So far, numerous algorithms have been proposed to automatically extract building footprints from images, they can be roughly divided into traditional handcrafted feature-based methods and deep learning-based methods.

For the traditional methods, based on such extracted features as spectrum, shape, and texture from images by using the manual designed feature operators, recent advances have made great achievements but capturing the above-mentioned handcrafted features usually requires a strong prior knowledge. Moreover, the empirically designed features have limited generalization ability due to that these handcrafted features vary with different sensor types, building structures and light conditions, etc. As a result, the traditional methods have limitations in generalization, and are only suitable for some specific tasks.

More recently, with the rapid development of deep learning in computer vision [1], more and more deep learning-based building extraction methods have been proposed owing to its excellent feature representation. Among the deep learning-based methods, the fully convolutional network (FCN)-based building footprints extraction algorithms have shown promising results and have been proven effective in building footprints extraction [10]. Deriving from the FCN architectures, the encoder-decoder-based architectures have also been widely applied in building footprints extraction [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21]. In which the multiscale features are extracted by the decoder through cascaded convolutions, and then the spatial size of feature map is recovered gradually through the upsampling operations of the decoder. The methods can achieve
better performance than FCN-based methods, particularly on the boundary localization through the spatial details recovered by the decoder. Nevertheless, due to the fact that there exists large within-class and small between-class variance in pixel values, similarity between buildings and nonbuildings, and great various size of buildings in the images, the existing encoder-decoder-based methods still suffer from limitations in the accurate extraction of building footprints, including blurred boundaries, omission of small buildings and holes in large buildings, caused by the insufficient multiscale capturing, aggregation of multiscale features and boundary information losses [21]. To solve these problems, many strategies have been explored.

Improvement in the ability of extracting multiscale features can help to accurately extract building footprints. Ji et al. [11] provided the SR-FCN model for accurate building footprint extraction from aerial and satellite imagery, in which two atrous convolutions were used to expand the receptive fields for multiscale features extraction. SIU-Net [12] applied weights-shared branches for inputting multiscale images to enhance the multiscale features extraction. PSPNet [13] was proposed to capture multiscale features and global context information through a pyramid pooling module. Kang et al. [14] provided the EU-Net for extracting buildings from optical remote sensing images, where a deep spatial pyramids pooling module was designed for multiscale features extraction. The atrous spatial pyramid pooling module was developed to capture multiscale contextual information with filters at multiple sampling rates and receptive fields [15], [16], [17]. UNEt-AP [18] was developed for building footprint extraction from remotely sensed imagery, in which the multiscale features were captured by the atrous convolution with up-sampled filters. Different from the above-mentioned encoder-decoder-based methods, HRNet [19] was provided to extract multiscale features through a high-resolution CNN with parallel feature extraction paths, and achieved promising semantic segmentation. Inspired by the HRNet, Zhu et al. [20] proposed the MAP-Net for building footprint extraction, where a multiparallel paths structure was applied to extract spatial localization-preserved multiscale features for accurate extraction of building footprints. A densely upsampling convolution was applied to enable DE-Net to capture spatial information in feature maps [21]. These methods can improve the accuracy of extraction of building footprints by capturing multiscale features based on the designed modules, while high-resolution features may not be preserved enough, resulting in the blurred boundaries and omission of small buildings. In addition, the semantic gaps between features from different levels are not considered, which may degrade feature aggregation.

It is important to aggregate features learned from different levels to achieve multiscale features for accurate building footprints extraction. In the encoder-decoder framework, low-level features contain more detailed information, while high-level features include more semantic information, they are complementary for accurate segmentation [22]. Therefore, the skip connection was usually used to aggregate these features learned from different levels, in which the features extracted by the encoder can be fused more flexibly in the decoder, and has been proved effective in recovering fine-grained details information [22], [23], [24]. Based on UNet [22] and residual network, a new deep residual learning serial segmentation network was proposed for building footprints extraction from images by combing skip connection and residual representation [25]. ResUNet-a was proposed by Diakogiannis et al. [26], which took UNet as encoder-decoder backbone, and combined residual connections module, pyramid scene parsing pooling module, and multitasking module. Moreover, attention mechanism [27], [28], [29], [30], [31], [32], [33] has been proved helpful for multiscale futures fusion through capturing global relations with long-range dependences in spatial or channel aspects, which effectively improves the performance of segmentation. To enhance spatial details and prevent irrelevant information in the low-level feature map, a new dense attention network was proposed by Yang et al. [34]. Pan et al. [35] provided a new generative adversarial network to achieve fine multiscale features combining spatial and channel attention mechanisms. The above-mentioned methods can perform well in most cases, but the fusion of deep and shallow features is insufficient. For example, in the UNet architecture, only plain skip connections from encoding part to the decoding part can help to recover the location information, lacking different hierarchical feature maps from the encoder which can be merged to the decode module. Furthermore, due to the semantic and resolution gaps between features from different levels, introducing low-level features with coarse information may bring redundant information or noise, resulting in inaccurate boundary localization and unrecognized small buildings.

To solve the problem of extracted building footprints with blurred boundaries, some studies have been conducted to predict more accurate boundaries by introducing boundary information or postprocessing techniques. Bischke et al. [36] proposed a multitask learning network which used the signed distance function as the output represent for producing fine-grained segmentations with precise boundaries. To obtain accurate boundaries, Pan et al. [37] provided the PEGNet which combined an atrous module and edge-region detection module containing dilated edge information. EA-Net [38] was designed to generate accurate buildings from aerial images by introducing the edge perception networks. To improve the detection accuracy of edges, based on multitask learning and dense D-LinkNet, Xia et al. [39] proposed a CNN framework which adopts full-scale skip connections and edge guidance module used to improve the location accuracy of buildings. Shrestha et al. [40] designed an improved FCN for building footprints extraction from images, in which the CRF-based postprocessing was adopted. Wei et al. [41] proposed a deep neural network framework for automatically extracting building footprint, in which the polygon regularization was performed on the initial segmentation result by a multiscale aggregation FCN to obtain a polygonized map. To reduce the noise and sharpen the boundary of the buildings, Zhou et al. [42] presented BOMSC-Net to yield continuous building footprints by considering boundary optimization based on a multiscale context-aware module. To obtain precise boundaries of segmentation masks, Jung et al. [43] designed a boundary enhancement (BE) module for enhancing the boundaries of segmentation mask in the network, where edge features were extracted by using holistically nested edge detection method. To overcome
the limitations in boundary accuracy of extracted buildings from images, the active contour model and CNN were combined to extract precise buildings using remote sensing images and LiDAR data [44]. However, most of the above-mentioned models require more accuracy boundaries information, auxiliary data, or sophisticated structures. While edges only occupy a tiny part of one image, it is difficult in obtaining accurate edges due to poor spatial resolution, spectral variation, and noisy pixels. Furthermore, the postprocessing will also reduce the performance of the model. In fact, losing spatial details is the main reason causing blurred boundaries. Although many strategies had been provided to aggregate the low-level features to recover spatial details, the noisy information is also introduced at the same time, resulting in inaccurate features representation, because the coarse low-level features contain not only spatial details information but also noise information. However, research to solve these problems is lacking.

To address the aforementioned problems, this article presents a novel multiscale and multipath network with boundary enhancement (MMB-Net), which can extract accurate building footprints with accurate boundaries from remotely sensed imagery. First, a parallel multipath module is constructed to extract multiscale features with characteristics of spatial localization preserved, high-level semantic information, and less semantic gap through serial convolutional blocks with fixed number of convolutional layers in each path. Then, a multiscale features enhancement module is introduced to enlarge and broaden the receptive field for more multiscale features extraction. Next, an attention-based multiscale features fusion (AMFF) module is built to appropriately aggregate features learned from multilevel for optimal multiscale features fusion by bridging semantic gaps and considering different importance of different level features. Lastly, a spatial enhancement module is embedded to capture boundary information for refining the extracted building boundaries. Experimental results on the SpaceNet building detection data set and WHU aerial building data set demonstrate that the proposed method can address the problems of blurred boundaries, omission of small buildings, and holes in large buildings to some extent, and outperform other SOTA algorithms.

The main contributions of this work can be summarized as follows.

1) A novel semantic segmentation network MMB-Net for automatic building footprints extraction is proposed in this study.
2) A novel parallel multipath module is proved effective for multiscale features extraction, which can preserve the spatial details information and alleviate the semantic distances between features learned from different levels.
3) Toward bridging semantic gaps and considering different importance of features learned from different levels, an attention-based fusion module is devised to achieve optimal multiscale features aggregation.
4) To enhance the extracted building boundaries, a spatial enhancement block (SEB) is presented to capture boundaries from low-level features.

The rest of this article is organized as follows. Section II provides the detailed structure of the MMB-Net. In Section III, the performance of the proposed approach is illustrated through experiments. Finally, Section IV draws the conclusion.

II. PROPOSED METHOD

In this section, the MMB-Net is presented for extracting building footprints from remotely sensed imagery. First, an overview of the proposed method is provided to introduce the general motivation and architecture, and then the details of main modules are described one by one.

A. Overview of the Proposed MMB-Net

It is essential to extract robust multiscale features and abundant contextual information for accurately extracting building footprints, cascaded convolutions and pooling operations are commonly utilized in most FCN-based building footprints extraction methods. In which the receptive field is enlarged and more intrinsic features are learned, while it is inevitable to lose the spatial details information, especially the serious loss of boundary information, resulting in blurred boundaries. To improve the accuracy of prediction results, some effective network architectures have been constructed to combine complementary cues of low-level features containing more detailed location information and the high-level features with more semantic information through skip connections or other methods. However, features from low-level layers are too noisy to provide sufficient high-resolution semantic guidance, some background “noisy” features may be introduced when fusing features learned from different levels, which will degrade the robustness of features and cause semantic inconsistency. In addition, the semantic and resolutions gaps exist between the low-level and high-level features for their significant differences in both spatial distributions and semantic information, which will disturb the multiscale features fusion. Thus, directly fusing these low-level and high-level features is less effective. Moreover, it is not enough for large buildings to obtain global dependence information by increasing the receptive field through merely repeated stacked convolutions. To this end, we construct the MMB-Net, as shown in Fig. 1, toward effectively extract homogeneous building footprint with accurate boundaries. It mainly includes the following components.

1) A parallel multipath module for extracting spatial detail-preserved multiscale features, alleviating the semantic gap through the same number of convolutional layers in each branch.
2) A multiscale feature enhancement (MFE) block for enlarging the receptive field of the network and capturing more multiscale features simultaneously.
3) To effectively exploit the multiscale features learned from different branches, an AMFF block for gradually fusing the multilevel features learned from its parallel branches in a coarse-to-fine manner.
4) A SEB for extracting the spatial complementary information of boundaries from low-level features to improve the boundary accuracy.

It can be seen from Fig. 1, the main stages are as follows: first, a stem block is used to down-sample the resolution, subsequently
Fig. 1. Architecture of the proposed MMB-Net, which is composed of four modules. (a) Parallel multipath feature extraction module. (b) Multiscale features enhancement module. (c) AMFF module. (d) SFE module. The stem block consists of two stride convolution layers to extract feature maps and decrease the spatial resolution of the input image. The Conv block is a residual block consists of two convolution layers, a shortcut fuses input to output through element-wise addition, and BN and ReLU.

four parallel paths are designed to extract multiscale features with the same number of convolutional layers in each path, while preserving local details and alleviating the semantic gaps between different level features. Then, the MFE block is provided to enlarge the receptive field and enhance the multiscale features for extracting building footprints of different sizes robustly. Next, to bridge the semantic and gaps between multilevel feature maps and aggregate multiscale features efficiently, the AMFF block is constructed to selectively aggregate multilevel features gradually. Lastly, to further improve the boundary accuracy of building footprints, the SFE block is presented to remove the noise and keep the boundary information in low-level features.

At the end of MMB-Net, the multiscale features extracted from the four paths and SFE block are aggregated for obtaining pixel-wise predictions by using element-wise sum. In Fig. 1, C, H, and W denote the numbers of channels, height, and width of the input image, respectively.

B. Parallel Multipath Feature Extraction Module

Generally, in the traditional encoder-decoder network, the encoder part is usually explored to achieve multiscale features by aggregating multilevel dense features, and enlarge the receptive field by cascaded convolutions operations, but it may result in semantic gap and loss of spatial information. Solving the above-mentioned problems is crucial for precise semantic segmentation. Inspired by the HRNet [19] which presents a parallel multipath architecture with high-resolution representation to extract multiscale features, we construct the parallel multipath module to extract multiscale features from images (as shown in Fig. 1), in which each branch has the same number of convolutional layers, in this way, features extracted from each path are independent with fixed scales, the high-resolution features can also be maintained by Path 1 instead of restoring the resolution by an upsampling operation, and alleviating the semantic gap between multilevel features simultaneously. Compared with the original encoder-decoder network, the parallel multipath feature extraction module can extract multiscale features containing richer high-level semantic information and more accurate spatial information.

As shown in Fig. 1, first, in order to decrease the computational complexity and alleviate the noise contained in the low-level feature maps simultaneously, a stem block is designed to down-sampling the features before applying the parallel multipath feature extraction module, as illustrated in Fig. 2(a), it consists of two stride $3 \times 3$ convolution layers to down-sample resolutions and a $1 \times 1$ convolution layer to extract feature maps with 128 channels and decreases the spatial resolution of the input image to $1/4$, and subsequently the four parallel feature extraction branches. Then, the features are encoded parallel (resolution and channels remain the same) and downstream (double-downsampled resolution and double channels), the downstream encoding consists of a max-pooling layer to down-sample resolutions and a $1 \times 1$ convolution layer to decrease channels of feature maps. Each path is composed of the same amount of conv blocks, in this way, adjacent encoding branch extracts multiscale features with less semantic distance. Fig. 2(b) shows the Conv block, which includes a residual block consists of two $3 \times 3$ convolution layers, a shortcut fuses input to output through element-wise sum, and batch normalization (BN) and rectified linear unit (ReLU). The parallel multipath feature extraction module is composed of four parallel paths for
extracting multiscale feature maps, the resolutions of extracted feature maps are 1/4, 1/8, 1/16, and 1/32 of the original input image, and the corresponding channels are 128, 256, 512, and 1024 in each path.

Compared with the typical encoder-decoder network, the MMB-Net employs four parallel branches to extract and aggregate features at multiple scales. Differently from the HRNet, there are no repeated multiresolution fusions during the features extraction in each path, by this way, the high-resolution spatial location information can be preserved without being weaken by fusing the high-level features with low spatial resolution including noise, which is important for accurately extracting smaller buildings and the boundary. Another difference is that a multiscale features fusion module will be applied to aggregate the multiscale features learned from the four parallel branches.

C. Multiscale Features Enhancement Module

As described in Section II.B, multiscale features for building footprint extraction are captured through the parallel multipath feature extraction module, and the highest scaling rate of the feature map reaches 1/32, which can ensure a large receptive field for the network to some extent. However, buildings’ sizes vary in images, and buildings’ representations show significant differences in images. For small buildings, a fine scale features with a small neighbor are enough, while large buildings require a coarse-scale feature containing a large neighbor. In other words, the network’s receptive field needs to be adjusted according to the sizes of buildings.

Dilated convolution can solve the above-mentioned problems to a certain extent [13], it can effectively enlarge the receptive field of network without increasing network parameters and reducing image resolution. In which, different sizes of receptive fields can be achieved by setting different dilated rates, and then multiscale features can be obtained to capture multiscale context information. Inspired by the dilated convolution and inception structure [15], this study proposes a MFE module, which can capture broader and deeper semantic features by constructing multilevel associative branches with multiscale dilated convolutions, so as to enhance the expression of high-level semantic features for building footprint extraction. As shown in Fig. 3, the dilated convolutions are stacked in a cascaded manner. The proposed MFE module contains five cascaded branches, the first four branches are designed to extract multiscale features information, in which, different dilated convolution numbers are used to obtain four different branches of receptive fields which are $3 \times 3$, $9 \times 7$, $7 \times 9$ and $13 \times 13$, respectively. At the same time, in order to prevent the gradient disappearance of multiple convolution stacks in the process of network training and the grid effect caused by cascaded dilated convolutions, inspired by the residual networks [45], we designed the fifth branch similar to residual mapping. Finally, by fusing the multiscale features learned from the five branches, the MFE module can enhance multiscale features discriminability and robustness, also enlarge the receptive field of MMB-Net to extract global semantic information for alleviate the number of holes exist in the extracted building footprints in a certain.

D. Attention-Based Multiscale Features Fusion Module

Features learned from different branches of the MMB-Net contain multiscale features information, it is essential to aggregate them to achieve multiscale context information for precise building footprints extraction. In the typical encoder-decoder architecture, multiscale features are obtained by fusing via a simple sum ignoring the different importance of different scales. These methods have achieved great success, while the semantic and resolution gaps existing between low-level and high-level features limit the performance of multiscale features fusion. Although in Section II.B, the four parallel paths can reduce the semantic gaps between features from different levels to a certain extent for that each path uses the same number of convolutions, the semantic and resolution gaps still exist for their different resolutions. Furthermore, due to the semantic and resolution gaps
between features from different levels, redundant information or noise may be introduced to reduce the extraction accuracy.

In order to further alleviate the inconsistencies between feature learned from different levels, a new dual attention architecture is designed to optimize the fused features from two aspects of channel and spatial. Concretely, to ensure robust feature fusion, a new attention-based fusion method is proposed to progressively fuse the features from neighbor branches in a bottom-up manner to shrink the semantic and resolution gaps. As shown in Fig. 4, the high-level feature XH is upsampled to the same resolution as the low-level feature XL, and concatenated with XL. Then a dual attention block is designed to enhance the fused features by reducing the semantic and resolution gaps between features learned different level. Finally, the fused feature XF is obtained by using the conv block based on the enhanced features.

The designed dual attention block in the AMFF module is illustrated in Fig. 5. In Fig. 5, the concatenated high-level and low-level from neighbor branches are taken as input features F, and then S is produced through the channel attention module (CAM) and spatial attention module (SAM) in turns. At the same time, to enhance the fitting ability of the model, the residual connection is added to the original features, the last output feature Fref is generated by fusing S and F using element-wise sum. The dual attention feature fusion module consists of CAM and SAM.

1) Channel Attention Module: The CAM focuses on “which channel” is useful in an input feature map by modeling the dependency of features along the channel using squeeze-and-excitation method. First, to avoid the interference of spatial location information and reduce the amount of calculation, the average pooling and maximum pooling are used to compress the spatial dimension of input features simultaneously, and then the generated features are forwarded to a shared network for obtaining two feature vectors. Next, the channel attention weight vector MCA(F) can be achieved by concatenating these two feature vectors and normalizing them with sigmoid function. Finally, the output feature map FCA is captured through fusing MCA(F) and F by using element-wise product. Here, the shared network is a multilayer perceptron (MLP) network with one hidden layer, the size of hidden activation layer is \( r^c/r \times 1 \times 1 \), and \( r \) is set to 16. The CAM is described as follows:

\[
F_{CA} = \sigma(MLP(P_{a}(F)) + MLP(P_{m}(F))) \otimes F \quad (1)
\]

where \( F \in \mathbb{R}^{C \times H \times W} \) denotes the input features, \( \sigma \) is the sigmoid function, MLP is a MLP network, \( P_{a}(F) \) and \( P_{m}(F) \) are the generated features by the average pooling and maximum pooling, respectively, \( \otimes \) represents the element-wise product operation, and \( F_{CA} \) is the intermediate output features through the CAM.

2) Spatial Attention Module: The SAM explores “where” is a useful part, which focuses on the effective pixels and suppresses the ineffective pixels. Similar to the CAM, based on the input features \( F_{CA} \), MCS(FCA) and ASC(FCA) are first generated by using average-pooling and max-pooling operations, respectively. Then, they are concatenated and convolved by a standard convolution with a kernel of \( 7 \times 7 \), and the spatial attention weight vector \( MSA(F_{CA}) \) is achieved by normalizing them with the sigmoid function. Finally, the output feature map \( S \) is captured through fusing \( MSA(F_{CA}) \) and \( F_{CA} \) by using element-wise product. The weighting process of SAM is as follows:

\[
S = \sigma(Conv_{7 \times 7}(Concat(MCS(F_{CA}),ASC(F_{CA}))) \otimes F_{CA} \quad (2)
\]

where \( S \) is the output features through the SAM, \( Conv_{7 \times 7} \) denotes a convolution operation with kernel of \( 7 \times 7 \), Concat represents the operation using element-wise sum, MCS(FCA) and ASC(FCA) are the generated features by the average pooling and maximum pooling, respectively.

Lastly, the final output feature \( F_{ref} \) is generated by fusing \( MSA(F_{CA}) \) and \( F \) using element-wise sum.

\[
F_{ref} = S + F. \quad (3)
\]

The AMFF module selectively aggregated appropriate multilevel features to enrich the multiscale features for precise building footprint extraction, and bridge the semantic and resolution gaps between low-level and high-level features.

E. Spatial Features Enhancement Module

As described earlier, in the proposed MMB-Net, multilevel features at different scales for building footprint extraction are captured through the parallel multipath feature extraction module, and then the attention-based fusion method is employed to obtain the multiscale features by progressively fusing the features from neighbor branches in a bottom-up manner. Although the achieved multiscale features contain rich high-level semantic information and accurate spatial information, the cascaded convolutional operations used in the MMB-Net also result in a loss of boundary information. To recover the boundary information, some methods directly concatenate features from very low-level layers with high-level layers or through skip connections, However, the features in the very low-level layers not only contain high accurate boundary information but also contain “noisy” information, which may negatively affect the robustness of high-level features. Thus, how to relieve the noise information and keep boundary information in the very low-level layer are vital when recovering spatial details. To achieve this, a spatial features enhancement (SFE) module for boundary refinement, as shown in Fig. 6, is designed and employed in the network.

First, the input image \( L \) is obtained by downsampling the original input image (as shown in Fig. 1) to 1/4, and then...
features X, as the very low-level features, are generated by a conv block. It should be noted that the output features through Path 1 are selected as the very low-level features due to the fact that it owns features with the highest resolution without any upsampling operation among the four paths. The features H, produced by the MFE module as the high-level features, are fed into a $1 \times 1$ convolution and then upsampled to the same resolution of L to obtain features $H_1$.

Second, to achieve the significance $S$ of building area, as we know, the low-level features contain more local region and edge information for buildings, and redundant or “noisy” features mostly locate inside the buildings, while the high-level features contain more discriminative information for the building segmentation. Thus, these high-level features can be used as guidance to remove these redundant or “noisy” features and keep the boundary information in the low-level features. Therefore, the significance $S$ of building area is described as follows:

$$S = \sigma(H_1) = \frac{1}{1 + \exp(-H_1)} \quad (4)$$

where $S \in [0, 1]$ represents the significance of building, its value is proportional to the degree of significance of building. And based on $S$, the image residuals $R$ are calculated as follows:

$$R = 1 - S = 1 - \frac{1}{1 + \exp(-H_1)} \quad (5)$$

where $R \in [0, 1]$, when feature locates inside the building, the value of $R$ is equal to or close to 0, which is useful to suppress the “noisy” features and keep the boundary information in the low-level features.

Finally, image residuals $R$ and the low-level features $X$ is fused to obtain $X_1$ by using element-wise product, and $X_2$ is generated based on $X_1$ using a conv block for better aggregation. Furthermore, a residual connection is added to the low-level features $X$ to improve the fitting ability of the network, the last boundary features $Y$ is generated by fusing $X$ and $X_2$ using element-wise sum.

$$X_1 = R \odot X \quad (6)$$

$$Y = X_2 + X \quad (7)$$

By applying the SFE module, the proposed MMB-Net well-captured spatial details near building boundaries in the very low-level features, which is beneficial for building boundary refinement.
III. EXPERIMENTAL RESULTS

A. Data Sets

To evaluate the performance of the proposed MMB-Net, two different data sets are employed in this study, i.e., the SpaceNet building detection data set [46] and the WHU aerial building data set [12].

1) SpaceNet Building Detection Data Set: The SpaceNet building detection data set consists of WorldView-3 satellite images with a resolution of 0.3 m, covering six regions including Rio de Janeiro, Vegas, Paris, Shanghai, Khartoum, and Atlanta. In this study, the subsets of Las Vegas and Shanghai were selected to evaluate the performance of all compared networks. The selected regions cover about 1216 km$^2$, containing 243382 independent building footprints. We further cut the image into 650 × 650 pixels, and divided them into the training set, test set, and verification set according to the ratio of 6:2:2. Some samples are shown in Fig. 7.

2) WHU Aerial Building Data Set: The WHU aerial building data set contains more than 187000 buildings with various architectures and purposes, the aerial data set is about 450 km$^2$ located in Christchurch, New Zealand. The original ground resolution of the aerial images is 0.3 m, each image is composed of red (R), green (G), and blue (B) wavelengths. In this data set, images are cropped into 512 × 512 tiles, all the cropped images include training, test, and validation with the number of 4736, 2416, and 1036, respectively. Some samples of them are shown in Fig. 8.

B. Experimental Setting

In our experiments, all networks used the same settings as follows: the adaptive moment estimation (Adam) optimizer was adopted with the initial learning rate of 0.0001, batch size was set to 4, and decreased the learning rate by 0.5 times every 30 epochs. We conducted 100 epochs for all methods on the WHU data set and SpaceNet data set. Besides, the standard CrossEntropyLoss was employed as the segmentation loss function. All networks were carried out with Pytorch 1.2.0 and python 3.7.9, and were checked using a single GPU Tesla P100 16 GB with 256 GB memory.

To validate the effectiveness of the proposed approach, according to the main architecture and modules of the proposed MMB-Net, some SOTA methods, including UNet, SegNet, UNet++, PSPNet, DeeplabV3+, and HRNetV2, were adopted to compare with the proposed network on the two data sets. Among them, UNet, SegNet, and UNet++ belong to typical encoder-decoder architecture, in which, low-level features and high-level features are fused to achieve high resolution and more semantic features in the low-to-high upsample process progressively. In the PSPNet, a feature pyramid pooling module is embedded to incorporate multiscale context by aggregating features at different scales. While the Deeplabv3+ combines dilated convolution with spatial pyramid pooling to fuse multiscale features from atrous convolutions with different dilated rates in a parallel manner. Different from the above-mentioned methods, the HRNetV2 learned semantically strong and spatially precise representations by starting start from a high-resolution convolution stream, gradually adding high-to-low resolution convolution streams one by one, and fusing the multiresolution streams in parallel.

C. Experimental Results

As the metrics to evaluate the performance of network, recall, precision, F1 score, and IoU are applied to quantitatively assess the performance of MMB-Net and other compared networks. Equations are described as follows:

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{8}
\]

\[
\text{precision} = \frac{TP}{TP + FP} \tag{9}
\]

\[
F1 = \frac{2 \times \text{precision} \times \text{Recall}}{\text{precision} + \text{Recall}} \tag{10}
\]
where TP denotes the true prediction (correctly labeled building pixels) on a positive sample, FP denotes the false prediction (pixels which are mislabeled as buildings) on a positive sample, TN is the true prediction (pixels that are correctly labeled as nonbuilding) on a negative sample, FN is the false prediction (pixels which are mislabeled as nonbuildings or labeled as missed building) on a negative sample. Recall represents the percentage of TP over the total positive samples, Precision indicates the percentage of TP in total positive prediction, the F1-score is calculated by the weighted average of precision and recall, and IoU is calculated by the average percentage of overlap of the prediction and ground truth over the union whole image set.

1) Results on the SpaceNet Building Detection Data Set: Fig. 9 visualizes segmentation results of the SpaceNet building detection data set derived from the UNet, DeeplabV3+, PSPNet, HRNetV2, and MMB-Net (the results of SegNet and UNet++ are not provided for the page capacity limit, but the quantitative results are listed in Table I), respectively. As we can see from the results in Fig. 9, owing to existing mixed pixels’ spectral variation, and background complexity in the image, UNet produces segmentation result containing a lot of noise and shows weaker performance than those by the other four approaches. The reasons may be that cascaded convolutions and pooling operations will result in semantic gap and some spatial information losing. And the highest scaling rate of feature map only reaches 1/16 in the UNet, a small receptive field for the network also leads to insufficient features extraction. Furthermore, insufficient utilization of feature maps from different layers may be occurred for only using the plain skip connections in the UNet without carefully considering the semantic and resolution gaps. While DeeplabV3+ and PSPNet product little

| Method   | IoU (%) | Precision (%) | Recall (%) | F1 (%)  |
|----------|---------|---------------|------------|---------|
| UNet     | 76.97   | 88.64         | 85.39      | 86.96   |
| SegNet   | 76.19   | 89.94         | 83.28      | 86.49   |
| UNet++   | 77.16   | 87.78         | 86.45      | 87.11   |
| PSPNet   | 78.76   | 87.36         | **88.89**  | 88.12   |
| HRNetV2  | 80.37   | 90.24         | 88.02      | 89.12   |
| DeeplabV3+ | 80.72  | 90.12         | 88.55      | 89.33   |
| MMB-Net (ours) | **81.02**  | **91.05**  | 88.03      | **89.51**  |
noise due to that the embedded pyramid pooling module and dilated convolution can enlarge the receptive field and extract more high semantic features. The HRNetV2 also can enlarge its receptive field through deep convolution for capturing high semantic features. The proposed MMB-Net produces the least noise, the reason may be that the highest scaling rate of the feature can reach 1/32 through cascade conv blocks, and the embedded MFE module further enlarge the receptive field and extract more high semantic features. In addition, the parallel multipath feature extraction module and AMFF module also can alleviate the semantic and resolution gaps to preserve detailed spatial information to some extent.

It can be seen from Fig. 9, many mislabeled pixels exist in the segmentation result maps. For example, in marked areas A and D, many road pixels are misclassified as building pixels, and some building pixels are mislabeled as background in marked areas B and E. This phenomenon is the most serious in the results of UNet, because the semantic and resolution gaps between different-level features may harm the multiscale features fusion, and the plain skip connections also result in insufficient utilization of feature maps from different layers. DeeplabV3+ and PSPNet can enhance high semantic features and multiscale features through the dilated convolution and pyramid pooling module. And the HRNetV2 achieves rich semantic and high spatial representations by connecting the high-to-low resolution convolution streams in parallel with repeatedly exchange the information across resolutions. Thus, the deeplabV3, PSPNet, and HRNetV2 can produce few misclassified pixels than the UNet, but many mislabeled pixels still exist due to that the semantic and resolution gaps are not well-handled. As for the proposed MMB-Net, most of the pixels are correctly labeled, the reason is that many strategies are employed. First, the parallel multipath feature extraction module is used to extract multiscale features, which can alleviate semantic gap and preserve detailed spatial information to some extent. Second, the MFE module is applied to enlarge receptive field for extracting abundant multiscale features. Last, the AMFF block is employed to reduce the semantic and resolution gaps between features from different levels for alleviating the inconsistencies between features learned from different levels.

As shown in Fig. 9, we also find that the MMB-Net obtains the most accurate boundaries among the five approaches. Taking the marked areas A and E as an example, adjacent buildings can hardly be divided in the results of UNet, DeeplabV3+, PSPNet, and HRNetV2, while they can be well-extracted with accurate boundaries by the MMB-Net. And the extraction results in all marked areas A, B, C, D, and E indicate that the MMB-Net products more accurate building boundaries than the other four methods. The reason is that the cascaded convolutions and pooling operations lead to loss of spatial information, although fusion of low-level features with detailed location information, the skip connections, dilated convolution, and high-resolution convolution stream are introduced in their network architectures, the semantic and resolution gaps exist between different-level features are not well-considered and alleviated, redundant information or noise may be introduced to the fusion stage. While in our proposed MMB-Net, not only the parallel multipath feature extraction module and AMFF block are employed to alleviate the semantic and resolution gaps, but also a special SEB block is designed to capture the spatial complementary information of boundaries from low-level features for the refinement of building boundaries.

Table I lists the quantitative evaluation results. As we can see from Table I, UNet yields lower segmentation accuracies than these of other six approaches. Amongst all methods, MMB-Net achieves most of the greatest accuracy. Compared with UNet, after applying a parallel multipath feature extraction module, MFE, AMFF, and SFE modules, the prediction accuracy is significantly improved, MMB-Net obtains 81.02%, 91.05%, 88.03%, and 89.51% with respect to IoU, Precision, Recall, and F1, respectively, the accuracy gains of MMB-Net over UNet are 4.05%, 2.41%, 2.64%, and 2.55%, respectively.

2) Results on the WHU Aerial Building Data Set: Fig. 10 shows the building footprint extraction results of the WHU building data set by the UNet, DeeplabV3+, PSPNet, HRNetV2, and MMB-Net, respectively. Visually, as shown in Fig. 10, in the second row of segment results maps, mislabeled pixels are particularly serious in the results of UNet, DeeplabV3+, PSPNet, and HRNetV2, due to g similar colors and textures between round and building pixels, many ground pixels are incorrectly classified as buildings, while MMB-Net almost accurately distinguish ground and buildings with similar colors and textures, which indicates the MMB-Net can capture more discriminative information for the building segmentation. In addition, from Fig. 10, we can find a lot of small buildings cannot be extracted by the UNet, DeeplabV3+, PSPNet, and HRNetV2, many buildings are labeled as backgrounds by mistake, while the proposed approach can accurately extract them. It shows that the MMB-Net can obtain richer context and higher resolution information better than other methods due to that some strategies are utilized in it.

As illustrated in Fig. 10, many adjacent buildings close together are labeled as a whole by the UNet, DeeplabV3+, PSPNet, and HRNetV2, this can be seen from the illustration of marked areas A and D, UNet shows the weakest performance, the two adjacent buildings are misclassified as one, DeeplabV3+, PSPNet, and HRNetV2 achieved better results compared with UNet, but the adjacent building is not completely separated. While our proposed MMB-Net can divide the adjacent buildings well. The reason is that multiple strategies are applied in the MMB-Net to extract rich and accurate high-level semantic with high-resolution features. And the AMFF module also ensures the effective multiscale features fusion.

Obviously, as shown in Fig. 10, compared with the ground truth, the MMB-Net has achieved the most performance of producing homogeneous segmentation maps with accurate boundaries among the all compared methods. Taking marked area D as an example, the building boundary is seriously blurred in the results of UNet, DeeplabV3+, PSPNet, and HRNetV2, while the boundary is clear in the result of MMB-Net. The main reason may be that details losing, insufficient features extraction, or insufficient utilization of feature maps from different level features in the UNet, DeeplabV3+, PSPNet, and HRNetV2. The MMB-Net embeds multiple strategies, including
the parallel multipath feature extraction module and AMFF block to bridge semantic and resolution gaps for capturing the most representative features. Furthermore, in order to solve the problem of segmentation result with poor boundaries aroused by the convolution and pooling operations in MMB-Net, the SEB block is provided for capturing geometric information of building boundary to produce fine-grained segmentations with precise boundaries.

It also can be illustrated by Table II, MMB-Net has the greatest accuracy with 91.14%, 95.95%, 94.98%, and 95.37% with respect to IoU, Precision, Recall, and F1, respectively. Especially, compared with UNet, the IoU, Precision, Recall, and F1 increased by 2.99%, 3.04%, 0.27%, and 1.67%, respectively.

In summary, conclusions can be drawn from Figs. 9 and 10, the proposed MMB-Net outperforms the other compared methods obviously, it exhibits good performance for building extraction, especially for accurately extracting small building, completely extracting large buildings, and exactly refining the boundaries of buildings. The quantitative evaluation results in Tables I and II showed the proposed method achieved the highest IoU. In a word, the superiority of this method is verified both visually and quantitatively.

3) Comparison With Recent Methods: We compare the proposed MMB-Net with the recent building footprint extraction approaches on the WHU aerial building data set, including DE-Net [21], EU-Net [14], MA-FCN [41], MAP-Net [20], and BOMSC-Net [42]. Table III shows the quantitative comparison results of MMB-Net and the recent methods on the WHU aerial building data set, and the highest scores are marked in bold.

DE-Net is a FCN for building extraction, in which the lately segmentation techniques, including downsampling, encoding, compressing, and upsampling, were introduced and the approach achieved about 90.12% in IoU. By applying the dense spatial pyramid pooling and focal loss modules, EU-Net obtained an IoU of 90.56%. MA-FCN achieved a higher IoU of 90.70% than that of EU-Net through embedding multiple scale aggregation of feature pyramids and two postprocessing strategies to refine
the segmentation results. Different from the above-mentioned methods, MAP-Net utilized a multiparallel path to learn spatial localization preserved multiscale features, it slightly outperformed the MA-FCN, and achieved 90.86% in IoU. More recently, BOMSC-Net was designed for building extraction based on the boundary optimization and multiscale context awareness, which achieved 90.15% with respect to IoU.

From Table III, we can see that the IoU, Precision, and F1-score of MMB-Net outperformed all tested methods from the recent studies. Compared with the DE-Net, EU-Net, MA-FCN, MAP-Net, and BOMSC-Net, the proposed approach achieved 1.02%, 0.58%, 0.44%, 0.28%, and 0.99% improvement in IoU. The combination of baseline + P + M achieved an improvement of 2.8%, 2.73%, and 2.99%, respectively, on IOU. The combination of baseline + P + A + M + S, namely MMB-Net, achieved the best accuracies, and improvements on IoU and F1-score over baseline are 4.051% and 2.55%, respectively.

4) Ablation Study: To further evaluate the contributions of different modules combined in the proposed MMB-NET, the ablation experiments were carried out on the WHU aerial building data set and the SpaceNet data set, respectively. As shown in Table VI, we took the UNet with the Conv block [as shown in Fig. 2(b)] encoder as the baseline. The baseline was improved with the parallel multipath feature extraction module, which is denoted as baseline + P. Here, A represents the AMFF module, M is the MFE module, and S denotes the SFE module. Table IV listed the ablation experimental results on the SpaceNet data set, from which we can find that the baseline achieved a 76.97% in IoU and 86.96% in F1-score. When the parallel multipath feature extraction module was introduced into it, the segmentation achieved a 1.17% improvement in IoU and a 0.77% improvement in F1-score, this indicates that more rich high-level semantic information and accurate spatial information can be captured by the parallel multipath feature extraction module rather than the original encoder-decoder network in the baseline. Embedding the AMFF module to the network again achieved 0.34% and 0.22% improvements on IoU and F1-score, respectively. This proved that the AMFF can ensure robust feature fusion by reducing the semantic and resolution gaps between features learned different level and considering different importance of different level features. Furthermore, the applied SFE module improved IoU by 1.57% and F1-score by 0.97% in the extraction results. The reason is that the blurred building boundaries can be refined using the SFE module which can capture the boundary information from low-level features. Adding the MFE module to the baseline + P, it obtained an 0.96% of IoU improvement, which indicated MFE module can enlarge the receptive field of the network and capture more multiscale features simultaneously. At last, baseline + P + A + M + S, namely MMB-Net, achieved the best accuracies, and improvements on IoU and F1-score over baseline are 4.051% and 2.55%, respectively.

As shown in Table V, after adding each module one by one, compared with the baseline, it has increased by 2.04%, 2.54%, 2.8%, 2.73%, and 2.99%, respectively, on IoU. The combination of baseline + P + A + M + S achieved the highest scores on IoU and F1-score on the WHU aerial building data set. The experimental results demonstrate the effectiveness of our proposed methods.

5) Parameter Analysis: To validate the efficiency of the proposed MMB-Net, we also compared training parameters and IoU score of different modules on the WHU data set. As shown in Table VI, the baseline has the lowest complexity but with poor performance. Due to the increase in the number and depth of convolution layers of the network, the number of model parameters of “Baseline + P” has increased by 7.97 M compared with the basic network, but achieved a 2.04% improvement in IoU. The MFE module is another main factor that makes the parameter quantity larger due to the multilevel associative branches with multiscale dilated convolutions. S module can achieve 0.26% improvement in IoU with little computation increase of 0.28 M. Although the increase in the parameters of MMB-Net reaches 14.61 M, it yields a 2.99% improvement on IoU.
IV. CONCLUSION

A novel MMB-Net is proposed in this study to solve the problems existing in the automatic extraction of building footprints from remotely sensed imagery, including blurred boundaries, omission of small buildings, holes in large buildings, and crowded building combination. With the proposed MMB-Net, rich high-level semantic information and accurate spatial details information can be captured by the parallel multipath feature extraction, which allows it to extract building footprints with accurate edges and detect small buildings; the receptive field of network is enlarged and multiscale features are further enhanced by the MFE module; thus, the global dependence information is obtained for suppressing the holes in the large buildings; the AMFF module ensures appropriate aggregation of features by bridging the semantic and resolution gaps between features learned from different levels and considering different importance of different level features; the SEB module captures the boundaries information from low-level features for the refinement of building boundaries. Two experiments are conducted to test the performances of MMB-Net. Compared with existing classic semantic segmentation approaches, MMB-Net is more accurate by visual and quantitative evaluation. Moreover, it outperforms the most recent building extraction methods with higher accuracy on the WHU aerial building data set. Therefore, MMB-Net is an effective approach to extract building footprints from remotely sensed imagery.

In future work, we will investigate how to obtain vector polygons from the extracted building footprints. On the other hand, auxiliary data will be explored to provide supplementary information for the extractions of building footprints.
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