1. Details of Architectures

In this section, we present the design of RPNet-W (Tab. 1) and RPNet-D (Tab. 2).

2. Detailed Segmentation Results

We show more detailed segmentation results on S3DIS in Tab. 3. Our RPNet-D27 outperforms other methods on the whole accuracy and most of the detailed accuracy. We argue that our model are less precise on some categories since such objects are similar to other shapes and may confuse the model.

3. Visualization

In this section, we present more visualization results. We show some attention maps from our groupwise self-attention on ModelNet40 in Sec. 3.1. To further verify the effectiveness of our RPNet-D, we visualize segmentation labeling with more examples on S3DIS and ScanNet in Sec. 3.2.

3.1. Attention Maps

Shown in Fig. 1, we show more examples of attention maps with different scales of grouping. The edge points are more likely to be important in a relatively simple group (i.e., the desk), while for a complex surface, the important points can be anywhere (i.e., the toilet). This observation is reasonable in the real world. To distinguish a shape, we first focus on its outline. But we will consider its internal structure on a complex object.

3.2. Segmentation Labeling

We demonstrate the precision of our RPNet-D with more visual examples. Shown in Fig. 2 and Fig. 3, we present the labeling results on ScanNet and S3DIS, respectively.
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Table 3. Semantic segmentation results on the S3DIS dataset with 6-fold cross validation.

Figure 1. More examples of self-attention maps with the group size of 128 (above of each object) and 32 (below of each object). The blue balls are the center or query points.
Figure 2. More examples of ScanNet dataset.

Figure 3. More examples of S3DIS dataset.
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