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ABSTRACT

We compare the star-forming properties of satellites around Milky Way (MW) analogs from the Stage II release of the Satellites Around Galactic Analogs Survey (SAGA-II) to those from the APOSTLE and Auriga cosmological zoom-in simulation suites. We use archival GALEX UV imaging as a star-formation indicator for the SAGA-II sample and derive star-formation rates (SFRs) to compare with those from APOSTLE and Auriga. We compare our detection rates from the NUV and FUV bands to the SAGA-II Hα detections and find that they are broadly consistent with over 85% of observed satellites detected in all three tracers. We apply the same spatial selection criteria used around SAGA-II hosts to select satellites around the MW-like hosts in APOSTLE and Auriga. We find very good overall agreement in the derived SFRs for the star-forming satellites as well as the number of star-forming satellites per host in observed and simulated samples. However, the number and fraction of quenched satellites in the SAGA-II sample are significantly lower than those in APOSTLE and Auriga below a stellar mass of $M_\ast \sim 10^8 M_\odot$, even when the SAGA-II incompleteness and interloper corrections are included. This discrepancy is robust with respect to the resolution of the simulations and persists when alternative star-formation tracers are employed. We posit that this disagreement is not readily explained by vagaries in the observed or simulated samples considered here, suggesting a genuine discrepancy that may inform the physics of satellite populations around MW analogs.

Keywords: Dwarf galaxies (416), Galaxy evolution (594), Galaxy quenching (2040), Quenched galaxies (2016), Star formation (1569)
1. INTRODUCTION

Characterizing the satellite populations around Milky Way–like hosts is a key component of understanding galaxy formation and evolution. Owing to the unrivaled depth and completeness of observations of its satellite population, the Milky Way (MW) has been the default test-bed for simulations aiming to probe the underlying physics of dwarf galaxy evolution. The environmental test-bed for simulations aiming to probe the underlying population, the Milky Way (MW) has been the default depth and completeness of observations of its satellite galaxy formation and evolution. Owing to the unrivaled properties of satellites around MW–like hosts is a key component of understanding the Local Group (LG) can provide important constraints on cosmological galaxy formation simulations.

Observationally, searches for the satellite populations around nearby MW analogs were pioneered by Zaritsky et al. (1993, 1997) and are now being pursued by various groups (e.g. Crnojević et al. 2016; Javanmardi et al. 2016; Bennet et al. 2019; Carlsten et al. 2020). One of the most extensive of these campaigns is the ongoing Satellites Around Galactic Analogs (SAGA, Geha et al. 2017) survey, which aims to detect and characterize all satellites brighter than the Leo I dwarf \((M_\star \gtrsim 10^6 M_\odot)\) around 100 MW-like hosts. The SAGA Stage II (SAGA-II) release presented in Mao et al. (2021, hereafter M21) shows that the vast majority of confirmed satellites within the virial radii of the 36 hosts surveyed so far are star forming rather than quenched. While this result is commensurate with some earlier surveys of brighter satellites across a broader host mass range (e.g. Guo et al. 2013; Phillips et al. 2015; Davies et al. 2019), it is in strong contrast to the fainter satellites in the LG. This discrepancy between the LG and other observed systems may have important implications for models that aim to replicate the trends seen in the LG.

Theoretically, a variety of cosmological zoom-in simulation suites can now probe star formation and quenching physics in satellites around MW analog hosts down to Leo I masses (Wetzel et al. 2016; Garrison-Kimmel et al. 2019; Akins et al. 2021). In particular, galaxy properties in APOSTLE (Sawala et al. 2016; Fattahi et al. 2016) and Auriga (Grand et al. 2017) are interesting to contrast given their similar resolutions and suite sizes but different host selection, hydrodynamical schemes (SPH vs. moving-mesh), and evolutionary models. One focus has been the comparison of the simulated satellite quenched fraction to that in the LG. The agreement between simulations is generally good, with most studies suggesting a characteristic mass \((M_\star \sim 10^{8-9} M_\odot)\) below which satellites are more readily quenched by their hosts (e.g. Fillingham et al. 2016; Simpson et al. 2018; Akins et al. 2021; Joshi et al. 2021).

The consistency of simulated satellite populations with those in the LG combined with the stark contrast between the quenched fractions in the MW and SAGA-II strongly motivate direct comparisons between theory and other MW analogs in order to build robust models of galaxy formation. This requires selecting star-forming objects consistently across observed and simulated samples.

In this letter, we compare star-forming satellites and quenched fractions in the SAGA-II observations to those in the APOSTLE and Auriga simulations. The observations and simulations have similar host numbers, host masses, and satellite selection functions (§2). We use archival UV imaging and simulated star formation rates to select star-forming satellites in SAGA-II and APOSTLE/Auriga, respectively, comparing star formation rates (SFRs) to gauge consistency across samples (§3). We then compare quenched fractions in the observed and simulated samples (§4) and discuss possible explanations for the significant discrepancies we find (§5).

2. SATELLITE SAMPLES

2.1. Observed sample: SAGA-II

We adopt the “complete systems” in the SAGA-II release as our observed sample, which consists of 127 confirmed satellites across 36 surveyed hosts with \(M_{\text{halo}} \sim (0.7 - 2) \times 10^{12} M_\odot\). SAGA-II hosts are selected primarily on luminosity \((-23 > M_K > -24.6)\), are largely in the field with a few that are members of LG-like pairs (see M21 for details), and are mostly star-forming galaxies. We use the SAGA-II optical properties, stellar masses and distances derived for all observed hosts and satellites, which are reproduced in Table 1.

As explained in detail in M21, imaging catalogs are used to build satellite candidate lists around each host, and candidates without archival redshifts are targeted spectroscopically to confirm an association.

\(^1\) Estimated in SAGA-II following Nadler et al. (2020) where virial parameters are estimated at $\simeq 99.2$ times the critical density of the Universe, $\rho_{\text{crit}}$. 
Sample-wide, 80% (100%) of candidates with extinction-corrected (designated with subscript “o”) r-band absolute magnitudes \( M_{r,o} \leq -12.3 \) (−15.5) are targeted spectroscopically in SAGA-II. We convert these limits to stellar masses \( \log \left( \frac{M_*}{M_\odot} \right) \sim 6.6 \) (\( \log \left( \frac{M_*}{M_\odot} \right) \sim 7.8 \)) using the relations in M21 and an average satellite sample color of \( (g-r)_o \sim 0.39 \). Since star-forming satellites are easier to detect than quiescent ones in H\( \alpha \) the spectroscopic coverage is only indirectly related to completeness, particularly for quiescent systems. M21 undertake detailed modelling to estimate the impact of incompleteness and interlopers on the sample quenched fraction, which we adopt here (see §4).

The single-fibre H\( \alpha \) measurements in SAGA-II provide an estimate of star formation activity that is not amenable to direct comparisons with simulations (M21). We therefore make use of data from the *Galaxy Evolution Explorer* (GALEX, Martin et al. 2005) to search for UV emission in SAGA-II satellites to provide a homogeneous, global star formation activity indicator for each system. In total, 119/127 SAGA-II satellites have archival NUV and/or FUV coverage, and we select the deepest available imaging for the search (26/58 tiles have depths greater than GALEX AIS data, i.e. integration times \( \gg 300 \) seconds; Table 1).

### 2.2. Simulated samples: APOSTLE and Auriga

We adopt hosts and satellites from APOSTLE (Sawala et al. 2016; Fattahi et al. 2016) and Auriga (Grand et al. 2017) to define simulated samples. The APOSTLE suite traces the formation and evolution of LG-like environments with MW-M31 pairs (selected by halo mass, separation, and kinematics) and their surrounding environment. In contrast, the Auriga project simulates isolated MW-like halos. Both suites invoke differing models for galaxy formation and evolution which include prescriptions for all relevant physical processes (i.e. gas cooling, stellar and AGN feedback, UV background, etc.). For more details on the EAGLE model used in APOSTLE, see Schaye et al. (2015) and Crain et al. (2015); for Auriga details, see Grand et al. (2017).

For APOSTLE, we consider the 12 intermediate-resolution (L2) MW-M31 analog pairs for a total of 24 distinct satellite systems around hosts with \( M_{\text{halo}} \sim (0.5 - 2.4) \times 10^{12} M_\odot \). For Auriga, we consider the satellite systems of 37 standard resolution (Level 4) non-merging hosts with \( M_{\text{halo}} \sim (0.4 - 2) \times 10^{12} M_\odot \) (Simpson et al. 2018; Grand et al. 2019). The adopted simulations have comparable dark matter particle \( (m_{DM} \sim 5.9 \times 10^5 M_\odot \text{ vs. } \sim 3 \times 10^5 M_\odot) \) and stellar/baryon \( (m_{star} \sim 1.2 \times 10^5 M_\odot \text{ vs. } 5 \times 10^4 M_\odot) \) resolutions, respectively. We test convergence with higher resolution volumes available for both APOSTLE and Auriga in Appendix A and find no significant deviation in the estimated satellite quenched fractions from the standard resolution volumes.

We define the simulated satellite population by selecting from the set of SUBFIND (Springel et al. 2001) subhalos that have embedded galaxies with stellar masses within two spherical stellar half-mass radii of \( M_* \geq 10^6 M_\odot \) and are within an aperture of radius 400 kpc around each host. We note that we tested smaller and larger spherical apertures (i.e. 300 kpc and 1 Mpc) around Auriga hosts and find a minimal difference (<5%) on our final results, likely due to the application of the SAGA-II selection function (see below).

We take a single random projection (different projections produce nearly identical results on the whole) for each host to define the sample, although we orient the line connecting APOSTLE host pairs away from the line of sight to minimize the effects of interlopers from the other host. For a given simulation volume orientation, the sample selection criteria mimic those of SAGA-II: we choose the set of these subhalos with projected separations \( 10 \text{ kpc} \leq D_{\text{proj}} \leq 300 \text{ kpc} \) and relative line-of-sight velocities \( |\Delta V_{\text{sys}}| \leq 275 \text{ km s}^{-1} \) of their host. This produces a simulated APOSTLE sample of 229 satellites, and a simulated Auriga sample of 411 satellites. We discuss the similarities and differences between these simulated samples in §3.2.

### 3. Identifying Star-Forming Satellites

With the satellite samples established in §2, we now outline our method to select observed (§3.1) and simulated (§3.2) star-forming satellites within them. We check for consistency of our star-forming satellite definitions across the observations and the simulations in §3.3.

#### 3.1. Observed Star-Forming Satellites

We use UV emission as the primary indicator of star formation in the observed satellites from SAGA-II with archival *GALEX* imaging (see Table 1). We take a curve-of-growth approach using the Astropy Photutils package (Bradley et al. 2020) to detect statistically significant UV emission. Our method is illustrated in Figure 1, and the corresponding measurements are in Table 1.

We start by masking bright sources near the satellite targets in each 1.2 degree-wide *GALEX* tile and measuring the mean and standard deviation of the
Figure 1. Optical (left, composite grz from the DESI Legacy Surveys Imaging DR9; Dey et al. 2019), masked NUV (middle), and masked FUV (right) image cutouts of a small, faint (top) and large, bright (bottom) observed satellite to illustrate our curve-of-growth UV measurement method. The cyan circles represent the aperture with radius $r_{\text{COG}}$, within which the UV emission is measured. Optical properties from M21 and UV properties that we measure are shown in the bottom-left of the corresponding panel. The scale bar at the bottom of the left panels represents 30 arcseconds.

flux within 1000 randomly-placed circular regions across them. The region radius is the satellite effective radius $r_{\text{eff}}$ from the SAGA-II photometry. Working from the (generally deeper) NUV tile, we measure background-subtracted fluxes within circular apertures about the optical position of each satellite starting from $r = 0.5r_{\text{eff}}$. We increase the aperture size in steps of 0.75″ (3″) for less (more) extended sources until the background-subtracted fluxes in adjacent apertures change by less than the noise difference between them. We compute the signal-to-noise $S/N$ in the smaller of these regions (with a radius $r_{\text{COG}}$ reported in Table 1), and place an identical region on the FUV tile to measure $S/N_{\text{FUV}}$.

We consider measured fluxes with $S/N > 2$ as detections in a given band. By this definition, 115/119 satellites with GALEX coverage have associated NUV emission, and 104/113 have associated FUV emission. We use standard equations (Morrissey et al. 2007) to convert to apparent AB magnitudes $m_{\text{NUV}}$ and $m_{\text{FUV}}$ (see Table 1), correcting for foreground extinction using $E(B-V)$ from Schlafly & Finkbeiner (2011) with $R_{\text{NUV}} = 8.2, R_{\text{FUV}} = 8.24$ (Wyder et al. 2007).

Not only do the vast majority of the SAGA-II satellites with UV coverage show emission in one or both bands, but the correspondence between satellites with Hα equivalent widths $\text{EW} \geq 2\text{Å}$ (M21) is also very high: 98/113 satellites with observations in NUV, FUV and Hα are detected in all three tracers. We posit that the majority of non-detections stem from observational limitations (such as image depth/sensitivity combined with satellite distances or Hα fiber position) rather than physical differences. The strong correlation between UV and Hα star formation tracers, despite the difference in the timescales they probe, is common in dwarf galaxies (e.g. Lee et al. 2011), and suggests that quenching is rapid at these masses (e.g. Wetzel et al. 2015).

We consider two SFR measures to identify star-forming satellites in the simulations. Our fiducial metric, the “instantaneous” rate, $\text{SFR}_{\text{sim}}$, is estimated using the gas particles associated with the satellite subhalo determined by SUBFIND at $z = 0$ and corresponding star-formation rate relations for APOSTLE (Schaye...
Figure 2. Left: Simulated satellite SFR$_{\text{sim}}$-$M_\ast$ relation derived from APOSTLE (cyan squares) and Auriga (pink triangles). Quenched simulated satellites are represented as short vertical lines at their shape and color indicating whether or not the satellite is star-forming (SF) from UV and/or H$_\alpha$ and 152/411 Auriga satellites meet this criterion, and their properties are illustrated in Figure 2. The left-hand panel of Figure 2 shows the SFR$_{\text{sim}}$-$M_\ast$ relation for observed satellites is overplotted in green and purple, with the symbol shape and color indicating whether or not the satellite is star-forming (SF) from UV and/or H$_\alpha$ tracers as explained in the legend. Right: Cumulative number of satellites per host for the three samples. The quenched and star-forming satellites from the two simulations are shown as dashed and solid lines, respectively. The solid purple histogram shows star-forming satellites from SAGA-II, with the vertical dotted (dash-dotted) lines showing 100% (80%) spectroscopic coverage. There is very good agreement between the observed and simulated star-forming satellites by these metrics. There is also a population of low-mass quenched satellites in the simulations that has no counterpart in the observed satellite list in Table 1.

et al. 2015) and Auriga (Springel & Hernquist 2003; Grand et al. 2017), with the former using a gas pressure threshold and the latter using a gas density threshold. These SFRs have previously been shown to reproduce observed trends (Vogelsberger et al. 2013; Furlong et al. 2015; Schaye et al. 2015). We also consider the average mass of star particles formed over the last gigayear as a measure of SFR. Like SFR$_{\text{sim}}$, this metric is less susceptible to shot noise than estimates over shorter time intervals, but, unlike the observational tracers, it averages over a significant fraction of a satellite orbit. We demonstrate in Appendix A that both metrics produce similar results, and adopt SFR$_{\text{sim}}$ to select simulated star-forming satellites throughout.

We define a simulated satellite as star-forming if SFR$_{\text{sim}} > 0$ M$_\odot$ yr$^{-1}$. A total of 54/229 APOSTLE and 152/411 Auriga satellites meet this criterion, and their properties are illustrated in Figure 2. The left-hand panel of Figure 2 shows the SFR$_{\text{sim}}$ - $M_\ast$ relation of star-forming satellites and the stellar mass distribution of the quenched ones. The right-hand panel of Figure 2 shows the cumulative number of star forming and quenched satellites per simulated host. Considering the differences between the simulations (see §2.2), there is good agreement between them despite the different host environments: star-forming satellites in both APOSTLE and Auriga follow similar SFR$_{\text{sim}}$ - $M_\ast$ relations, and both populations become increasingly dominated by quenched systems at low $M_\ast$. These trends are qualitatively similar if a specific SFR threshold is adopted instead of a non-zero SFR$_{\text{sim}}$ (i.e. Akins et al. 2021).

The mild difference between the APOSTLE and Auriga satellite samples in the right panel of Figure 2 likely stems from the different galaxy formation prescriptions adopted by the simulations. For example, APOSTLE halos may more readily remove gas from lower-mass subhalos leaving them permanently quenched, while Auriga subhalos may re-accrete expelled gas allowing them to be more long-lived. Additionally, the earlier onset of the UV background in the APOSTLE simulations may further contribute to fewer star-forming satellites per host at lower $M_\ast$.

3.3. Comparing Star-Forming Satellites

To check for consistency between our definition of star-forming satellites in the observed and simulated samples, we estimate SFRs for the SAGA-II satellites with NUV detections, SFR$_{\text{obs}}$, to compare with SFR$_{\text{sim}}$ for simulated objects. We use Equation 3 from Iglesias-Páramo et al. (2006) and the NUV luminosity, $L_{\text{NUV}}$, calculated from $m_{\text{NUV}}$ assuming the satellite to be at the distance of its host (see Table 1). We do not perform internal extinction corrections to $L_{\text{NUV}}$ in estimating SFRs, since
homogeneously-measured infrared (IR) fluxes would be required and since our main interest in the SFRs themselves is diagnostic. The IR correction is likely small at the low-$M_\star$ end of the satellite distribution, but significant (and uncertain) at higher masses (e.g. McQuinn et al. 2015). The values of SFR$_{\text{obs}}$ in Table 1 are therefore approximate, and likely represent lower limits at the high-mass end.

We check for consistency between SFR$_{\text{obs}}$ and SFR$_{\text{sim}}$ in the left panel of Figure 2, where the SFR$_{\text{obs}}$ – $M_\star$ relation for the observed sample is plotted with the symbol shapes and colors identifying star-forming satellites according to UV and/or Hα criteria. It is clear that there is broad agreement between the observed and simulated star-forming satellites, with the lower SFR$_{\text{obs}}$ at $M_\star \gtrsim 10^9$ M$_\odot$ relative to SFR$_{\text{sim}}$ likely stemming from the lack of an IR correction in the former. The cumulative distribution of observed star-forming satellites per host, shown in the right panel of Figure 2, also compares favourably to that from the simulations, with the observed distribution falling in between those for APOSTLE and Auriga for $M_\star \lesssim 10^{8.5}$ M$_\odot$ and slightly below both of them for $M_\star \gtrsim 10^9$ M$_\odot$. It is also interesting to briefly consider the effect of the hosts in this comparison. The majority of hosts in the observed sample and all of those in the simulated sample are star-forming galaxies. Both samples also demonstrate the concept of 'galactic conformity', where the properties of the satellites match those of their hosts (e.g. Phillips et al. 2014), at higher satellite masses.

Taken as a whole, Figure 2 suggests broad consistency between the definition of a star-forming satellite in the observed sample and in the simulated samples. It is also clear from the paucity of open green circles relative to the short vertical lines in the left panel of Figure 2 that there is a population of low-mass quenched satellites in the simulations that has no counterpart in the observed satellite list in Table 1; the right panel of Figure 2 illustrates that a significant fraction of the quenched simulated satellites fall within the 80% – 100% spectroscopic coverage limits for SAGA-II. This suggests a higher number and fraction of quenched satellites in the simulated samples than in the observed one, although incompleteness and interlopers in the latter need to be considered. We compare quenched fractions in the next section.

4. OBSERVED AND SIMULATED QUENCHED FRACTIONS

With star-forming satellites identified and their consistency checked, we proceed to compare observed and simulated quenched fractions.

Because most SAGA-II candidates are confirmed in the Hα emission line (see §2.1), Table 1 is likely missing quenched satellites even in regions where the spectroscopic coverage is high. Interloping field galaxies are also more likely to be star-forming than quenched given their relative ubiquity (Geha et al. 2012). Correcting for both effects would systematically raise the observed quenched fraction relative to that calculated directly from Table 1. M21 model them in detail, deriving a (dominant) incompleteness correction by assuming that all spectroscopically targeted but undetected candidates are quenched satellites, and a (subdominant) interloper correction by drawing mock samples from gravity-only simulations. We use the M21 corrections directly from their Figure 11 (in the same $M_\star$ bins), retaining the interloper correction despite comparing to simulations (for which it should not be required). The incompleteness/interloper-corrected quenched fractions we adopt are therefore conservative upper limits on the observed values implied by SAGA-II.

Figures 3 and 4 plot the observed and simulated quenched fractions in two different ways. In Figure 3, the SAGA-II quenched fractions (purple stars with dark bars showing random counting uncertainties and light bars showing systematic incompleteness/interloper corrections) are compared to those in APOSTLE (cyan band and squares) and Auriga (pink band and triangles). Figure 4 plots $M_\star$ as a function of projected host distance $D_{\text{proj}}$ for star-forming (stars) and quenched (circles) satellites in the APOSTLE (cyan) and Auriga (pink) samples. The $M_\star$ bin definitions in M21 and Figure 3 are shown as a gradient of purple horizontal bands in Figure 4. The average simulated quenched fraction in those bins is directly to their right, and the range of observed quenched fractions bracketed by the ratios from Table 1 (smaller value) and the incompleteness/interloper-corrected ratios (larger value) are in parentheses. In both plots, the dotted (dash-dotted) lines show the SAGA-II 100% (80%) spectroscopic coverage.

Figures 3 and 4 illustrate that, despite their differences (i.e. hydrodynamic schemes, galaxy formation and evo-

---

3 The object with the lowest $M_\star$ in the observed sample (LS-330948-4542) appears to have a size that is severely underestimated in the M21 catalog, which likely explains its outlying SFR$_{\text{obs}}$ in the left panel of Figure 2.

4 68% confidence intervals calculated using the Wilson score interval (Brown et al. 2001) for both the observed and simulated samples.
olution models, and host environments), there is a striking correspondence between the quenched fractions from the APOSTLE and Auriga simulations as a function of $M_*$ and $D_{\text{proj}}$ for $10^6 \lesssim M_*/M_\odot \lesssim 10^{10}$. It is also clear that, even when conservatively accounting for both incompleteness and interlopers as in M21, the observed satellite quenched fraction is lower than in the simulations across the $M_*$ range considered. The difference is largest for $10^7 \lesssim M_*/M_\odot \lesssim 10^8$, where the SAGA-II spectroscopic coverage is essentially complete and the incompleteness/interloper-corrected observed quenched fraction is 2–3 times lower than in the simulations. We discuss the implications of this result in the following section.

Finally, the median projected separation for the SAGA-II quenched and star-forming objects are shown at the bottom of Figure 4 by short, white lines. These separations are relatively consistent with the simulations where star-forming satellites have larger projected separations than quenched satellites, however the scarcity and incompleteness of observed quenched satellites limits this comparison. This perspective illustrates a distance dependence in both simulated samples beginning at intermediate masses ($10^8 \lesssim M_*/M_\odot \lesssim 10^9$) where quenched satellites are located at lower projected distances and become more ubiquitous at lower stellar masses, similar to previous trends reported around more massive hosts and in the LG (Guo et al. 2013; Wang et al. 2014; Fillingham et al. 2018).

5. DISCUSSION AND CONCLUSIONS

We have identified star-forming satellites around MW analogs in observed and simulated samples, which have similar sizes, similar host masses, and which are selected in a similar manner ($\S$2). We used UV emission in confirmed SAGA-II satellites (Figure 1) and an instantaneous SFR in APOSTLE and Auriga satellites to define observed and simulated star-forming objects, respectively, which were checked for consistency ($\S$3 and Figure 2). We compared quenched fractions in the resulting samples, and find that the incompleteness/interloper-corrected observed values are ~2–3 times lower than the simulated ones for $10^7 \lesssim M_*/M_\odot \lesssim 10^8$ ($\S$4 and Figures 3 and 4). The observed and simulated quenched fractions are therefore strongly discrepant in a mass range that is well-probed in both samples.

The comparisons presented here are broadly consistent with previous investigations of satellite quenched fractions. Observationally, our quenched fractions differ only slightly from those found by M21, which Akins et al. (2021) report to be lower than those of satellites around 4 MW-like hosts in the Justice League simulations. Furthermore, we note that this discrepancy extends to other nearby systems that are similar to the MW/M31 with respect to quenched satellites (Chiboucas et al. 2013; Carlsten et al. 2021) and it can also be inferred from the star formation histories of satellites from the FIRE-2 simulations (Garrison-Kimmel et al. 2019). More broadly, since the quenched fractions in the LG have been shown to agree with simulations (e.g. Fillingham et al. 2016; Simpson et al. 2018; Joshi et al. 2021; Akins et al. 2021) and the LG and SAGA-II have been shown to disagree (Geha et al. 2017; M21), the discrepancy in quenched fractions between SAGA-II and the APOSTLE and Auriga simulations is unsurprising. Here, we have demonstrated the degree to which the observations and simulations are inconsistent with large, comparably-sized samples, and that the discrepancy is robust against different choices of observed or simulated star formation tracers as well as a variety of simulation parameters ($\S$3.2 and Appendix A).

The agreement between the SFR–$M_*$ relations and cumulative $M_*$ distributions in Figure 2 combined with the discrepant quenched fractions in Figures 3 and 4 suggest that the difference between the observed and
Figure 4. Stellar mass as a function of projected distance $D_{\text{proj}}$ of star-forming (stars) and quenched (circles) simulated satellites from APOSTLE (cyan) and Auriga (pink). The horizontal purple bands show the observed quenched fraction bins from M21 and Figure 3. The average simulated quenched fraction in each band is given to the right of it, and the numbers in parentheses show the measured (smaller) and incompleteness/interloper-corrected (larger) quenched fractions in the observed sample. The horizontal dotted (dash-dotted) lines show the SAGA-II 100% (80%) spectroscopic coverage, and the short vertical bars at the bottom show the median quenched (left) and star-forming (right) of the observed satellites in Table 1. There are hints of a $D_{\text{proj}}$ dependence of the quenched fraction in the simulations and observations. Even accounting for incompleteness, there is a discrepancy between the observed and simulated quenched fractions for $10^7 \lesssim M_*/M_\odot \lesssim 10^8$, where the SAGA-II spectroscopic coverage is high.
simulated samples stems from the number of quenched satellites in each. For $10^{6.6} \lesssim M_*/M_\odot \lesssim 10^{7.8}$, the APOSTLE and Auriga samples, respectively, have an average of 3.5 and 4.9 satellites per host, comparable to the LG (McConnachie 2012) but greater than the incompleteness/interloper-corrected SAGA-II value\(^5\) of $\sim 2$ (M21). The star-forming satellite counts, quenched fractions and total satellite counts presented here are therefore all broadly consistent at $10^{6.6} \lesssim M_*/M_\odot \lesssim 10^{7.8}$ if there are 50–100 additional quenched satellites in the simulated samples compared to that estimated for the incompleteness/interloper-corrected observed sample.

One possibility is that the quenched satellite number difference is observationally-driven: in this scenario, the SAGA-II incompleteness correction under-estimates the number of quenched satellites with $10^{6.6} \lesssim M_*/M_\odot \lesssim 10^{7.8}$, with the deficit increasing towards the low-mass end (c.f. Figure 2 right). The nearly complete SAGA-II spectroscopic coverage and the conservative M21 incompleteness correction suggest that the quenched satellites would most likely be missing from the imaging catalogs from which spectroscopic targets are drawn.

It is plausible that low surface brightness (LSB) satellites are missing from the SAGA-II imaging catalogs from which follow-up targets are drawn since they are not developed for LSB detection. M21’s comparisons to deeper overlapping catalogs argue against this scenario, although quantitative photometric completeness simulations (e.g. Bennet et al. 2017) have not been carried out. It is also plausible that a larger fraction of the 70 detected diffuse LSB galaxies (dLSBGs) without redshifts are actually satellites than the 25%–30% assumed in the M21 incompleteness correction. If all of these dLSBGs were satellites, it may remedy the discrepancy at the lowest masses, however, the total number of quenched satellites per host would still be low compared to that in the simulations. Extending these investigations of surface brightness effects to simulations may provide some additional insight (e.g. Font et al. 2020). We conclude that observational effects are unlikely to fully explain the quenched fraction discrepancy reported here.

A second possibility is that the observed and simulated quenched fraction difference is simulation-driven: in this scenario, the simulations over-predict the number of quenched satellites around MW analogs. The correspondence between APOSTLE and Auriga in Figures 3 and 4 as well as similar results from other simulations (Akins et al. 2021; Joshi et al. 2021) imply that the effect is somewhat model-agnostic. This consistency is not necessarily predictable: while tides are relatively similar across simulation suites, the interstellar medium (ISM), star-formation feedback-dependent physics and hydrodynamical schemes producing the ram pressure that begins to dominate quenching of $10^{7} \lesssim M_*/M_\odot \lesssim 10^{8}$ satellites (Wetzel et al. 2015; Fillingham et al. 2016) are not (e.g. Agertz et al. 2007; Sijacki et al. 2012). Furthermore, Digby et al. (2019) find all intermediate-mass ($10^{7} \lesssim M_*/M_\odot \lesssim 10^{8}$) dwarfs in APOSTLE and Auriga have young ($\tau_{\text{form}} \lesssim 6$ Gyr ago) stellar populations. This suggests that any form of quenching in these satellites, as implied in this work, must have occurred recently and rapidly, consistent with previous similar investigations (e.g. Wetzel et al. 2015; Fillingham et al. 2016).

Whether or not the agreement between simulated quenched fractions presented here has a common physical origin or stems from a confluence of disparate effects with a similar net outcome is unclear. Nonetheless, it is plausible that the ISM gas densities simulated here with state of the art resolution and star formation feedback physics in the simulations generically produce satellites that are less resilient to ram-pressure stripping than in nature. A separate, detailed study is required to determine if this mechanism quantitatively explains the discrepancy reported here (e.g. Bose et al. 2019; Digby et al. 2019).

We conclude that the dearth of observed quenched satellites relative to simulated ones in Figures 3 and 4 is not readily explained by vagaries in the samples considered here. There is apparently a genuine discrepancy between the satellite populations of the MW, M31 and their simulated analogs on the one hand, and of the SAGA-II host galaxies on the other. This highlights that while the ability to reproduce the properties of the LG as the benchmark for faint satellites risks introducing severe biases in the models. More detailed comparisons between observed and simulated satellites will further elucidate the origin of this discrepancy. This requires larger, more observationally complete samples that probe even further down the luminosity function (e.g Bennet et al. 2019; Carlsten et al. 2020), and large samples of simulated satellites (e.g. this work; Font et al. 2020; Joshi et al. 2021) at higher resolutions (e.g. Wetzel et al. 2016; Wheeler et al. 2019) and self-consistent star-forming ISMs. Both will be available soon.

\(^5\) The incompleteness/interloper models of M21 predict that Table 1 is missing $\sim 0.7$ satellites per host in the $10^{6.6} \lesssim M_*/M_\odot \lesssim 10^{7.8}$ range; see their §5.3.
### Table 1. UV properties of Observed satellites

| Name         | RA   | Dec  | $D_{\text{host}}$ | $r_{\text{COG}}$ | (S/N)$_{\text{NUV}}$ | m$_{\text{NUV}}$ (mag) | (S/N)$_{\text{FUV}}$ | m$_{\text{FUV}}$ (mag) | log$_{10}$SF$_{\text{NUV}}$ | SF? | GALEX Tile          |
|--------------|------|------|-------------------|------------------|----------------------|-----------------------|----------------------|-----------------------|------------------------|-----|---------------------|
| LS-429811-3398 | 20.285 | 17.6022 | 38.4 | 6.8 | 20.78 ± 0.20 | 8.4 | 20.55 ± 0.14 | −2.57 | Y | AIS$_{183}$50181$_{0001}$sv27 |
| LS-431187-1672 | 20.328 | 17.7539 | 38.4 | 9.3 | 20.49 ± 0.19 | 5.7 | 20.61 ± 0.19 | −2.46 | Y | AIS$_{183}$50181$_{0001}$sv18 |
| LS-429812-2469 | 20.5362 | 17.5279 | 38.4 | 7.2 | 20.50 ± 0.16 | 6.6 | 20.72 ± 0.18 | −2.46 | Y | AIS$_{183}$50181$_{0001}$sv27 |
| DES-313240666  | 39.9254 | −1.4187 | 37  | 8.8 | 19.40 ± 0.08 | 19.9 | 19.01 ± 0.06 | −1.81 | Y | AIS$_{183}$50181$_{0001}$sv26 |
| LS-432563-224   | 20.7772 | 17.8916 | 38.4 | 13 | 13.9 | 18.88 ± 0.08 | 18.9 | 19.01 ± 0.06 | −1.81 | Y | AIS$_{183}$50181$_{0001}$sv26 |
| DES-350665706  | 50.1913 | −15.5749 | 34.3 | 61.7 | 16.16 ± 0.05 | 32.2 | 16.36 ± 0.03 | −0.82 | Y | MISWZS03J2755520283J7497 |
| DES-353757843  | 50.4652 | −15.7104 | 34.3 | 61.7 | 21.5 | 18.16 ± 0.05 | 32.2 | 16.36 ± 0.03 | −0.82 | Y | MISWZS03J2760520283J7497 |
| DES-353742769  | 50.9464 | −15.4004 | 34.3 | 61.7 | 19.73 ± 0.05 | 22.1 | 19.73 ± 0.05 | −2.16 | Y | MISWZS03J2755520283J7564 |
| DES-371747881  | 55.3397 | −13.1446 | 31.9 | 9.1 | 18.35 ± 0.05 | 21.6 | 18.55 ± 0.05 | −1.76 | Y | AIS$_{182}$50182$_{0001}$sw68 |
| DES-373389328  | 55.5682 | −13.217 | 31.9 | 9.1 | 18.35 ± 0.05 | 21.6 | 18.55 ± 0.05 | −1.76 | Y | AIS$_{182}$50182$_{0001}$sw68 |
| DES-373393030  | 55.5841 | −13.4218 | 31.9 | 6.8 | 19.48 ± 0.07 | 16.2 | 19.48 ± 0.07 | −2.32 | Y | AIS$_{182}$50182$_{0001}$sw68 |

**Note:** The first 10 rows of this table are shown here. The full table is available online in machine readable format.

| cols. (1)–(4): M21 satellite name, J2000 centroid position and host distance. | (5) Curve-of-growth radius around the optical centroid used to measure UV fluxes. | col. (6) NUV signal-to-noise ratio. | (col.7) NUV apparent AB magnitude, corrected for foreground extinction. | (cols. (8)–(9)) Same as cols. (6) and (7) but for FUV. | (col. (10)) First-order NUV star formation rates computed using fluxes in col. (7), distances from col. (4) and Equation (3) from Iglesias-P´ aramo et al. (2006) uncorrected for internal dust attenuation. | (col. (11)) Star-forming classification as defined in §3.1 | (col (12)) name of GALEX tile used. |
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APPENDIX

A. TESTING RESOLUTION AND STAR-FORMATION TRACERS IN SIMULATIONS

To test our results for convergence with resolution, we consider 5 high resolution (L1) volumes (10 hosts) from the APOSTLE simulations with $m_{\text{DM}} \sim 5 \times 10^4 \, M_\odot$, $m_{\text{star}} \sim 1 \times 10^4 \, M_\odot$ and 6 high resolution (Level 3) hosts from Auriga with $m_{\text{DM}} \sim 4 \times 10^4 \, M_\odot$, $m_{\text{star}} \sim 6 \times 10^3 \, M_\odot$. The satellites in these sets of simulations are treated as in §2.2: subhalos are selected with SUBFIND, the SAGA-II spatial selection criteria are applied, and all physical properties are defined identically.

We also test for any dependence on our star-formation metric, i.e. SFR estimated from the gas particles/cells. We repeat our quenched fraction estimates using the star-formation rate calculated based on the average number of star particles created over the last gigayear (SFR-1Gyr). This measure provides a more accurate estimate of a satellite’s SFR compared to SFR derived from star particles on shorter timescales that are susceptible to shot noise given the time and particle resolutions in the simulations. However, this measure will lead to a marginally higher number of star-forming satellites relative to our fiducial as it will include satellites that may have ceased forming stars within the last gigayear.

The results of these tests are shown in Figure 5. The left column shows the quenched fractions as a function of stellar mass for the APOSTLE (top) and Auriga (bottom) samples using our fiducial SFR definition, i.e. $\text{SFR}_{\text{sim}} = \text{SFR}_{\text{gas}} > 0 \, M_\odot \, \text{yr}^{-1}$. The shaded regions show the 68% confidence intervals and correspond to the total sample at the standard (filled; 229 APOSTLE satellites and 411 Auriga satellites), the subset simulated at higher resolution (diagonal hatched pattern; 123 APOSTLE satellites and 92 Auriga satellites), and the matching subset of volumes at the standard resolution (grid hatched pattern; 98 APOSTLE satellites and 79 Auriga satellites). The right column of Figure 5 plots the same samples except using the alternative SFR based on the star particles, i.e. $\text{SFR}_{1\text{Gyr}} > 0 \, M_\odot \, \text{yr}^{-1}$. In all 4 panels, we can see that the discrepancy in quenched fractions as a function of stellar mass, our primary result, remains between the observed and simulated samples at higher resolution and with an alternative star-formation definition.
Figure 5. Quenched fraction as a function of stellar mass plotted in the same manner as Figure 3. The top and bottom rows show the APOSTLE and Auriga simulations, respectively. The left column plots the quenched fractions calculated using the SFRs derived from the gas, while the right column shows the quenched fractions calculated using the average SFR over the past 1 Gyr based on the stellar particles/cells. The filled bands show the 68% confidence intervals for total simulation samples at the standard resolution, the diagonal-hatched bands show the higher resolution subset, and the grid-hatched bands show the subset of standard resolution volumes that match the high resolution volumes. For reference, the total number of satellites used in these comparisons is listed in the legend.