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Abstract

Facial expression recognition is a challenging task due to two major problems: the presence of inter-subject variations in facial expression recognition dataset and impure expressions posed by human subjects. In this paper we present a novel Human-to-Animation conditional Generative Adversarial Network (HA-GAN) to overcome these two problems by using many (human faces) to one (animated face) mapping. Specifically, for any given input human expression image, our HA-GAN transfers the expression information from the input image to a fixed animated identity. Stylized animated characters from the Facial Expression Research Group-Database (FERGDB) are used for the generation of fixed identity. By learning this many-to-one identity mapping function using our proposed HA-GAN, the effect of inter-subject variations can be reduced in Facial Expression Recognition (FER). We also argue that the expressions in the generated animated images are pure expressions and since FER is performed on these generated images, the performance of facial expression recognition is improved. Our initial experimental results on the state-of-the-art datasets show that facial expression recognition carried out on the generated animated images using our HA-GAN framework outperforms the baseline deep neural network and produces comparable or even better results than the state-of-the-art methods for facial expression recognition.

1. Introduction

Facial expression recognition (FER) plays a vital role in many world affairs and it has many interesting and exciting applications such as in human-computer interaction, intelligent tutoring system (ITS), detecting depression [9], interactive games, and intelligent transportation. As a consequence, FER has been a widely studied research area in the computer vision community for many decades. The recent success of deep Convolutional Neural Network (CNNs) in areas like object recognition using images and videos encouraged many researchers to leverage CNNs to capture discriminative representations for facial expression recognition. Although the performance of FER has been improved quite significantly using deep neural networks, there exist many challenging problems to be addressed in order to further improve the recognition accuracy. One of the major issues with FER is that the state-of-the-art facial expression recognition datasets are small, and thus during training deep neural networks over-fit to the identities of the subjects present in the dataset. Due to this over-fitting phenomenon, large portion of the representation used for facial expression recognition contains identity-related information as opposed to capturing expression features, as reported in [35], [5], [19]. As a result, the performance of facial expression recognition degrades on unseen subjects during testing.

Apart from the problem of inter-subject variation, another major problem that arises in real-time automatic facial expression recognition is that most datasets are compiled in a lab controlled environment where six posed facial expressions exhibited by the subjects are captured. These six basic expressions are anger, disgust, sadness, happiness, fear and surprise. It is therefore assumed that the captured posed expression images correspond to pure forms of these six basic expressions. However, it has been reported in the literature that humans are able to display a wide range of facial expressions [24]. For example in [32] it has been studied that up to 7000 combinations of Action Units (AUs) are exhibited by humans in everyday life. Therefore, many of those images in FER datasets do not contain pure facial expressions which makes it difficult even for humans to classify them correctly.

In order to overcome the above mentioned problems, we propose a novel Human-to-Animated conditional Gen-
erative Adversarial Network (HA-GAN) to reduce inter-subject variations by transferring facial expression from input human image to an animated image having a pure facial expression. The overall framework of our proposed HA-GAN is shown in Figure 1. Specifically, we train our HA-GAN to generate animated expression images using the Facial Expression Research Group-Database (FERGDB) in which the expression images are diligently and meticulously designed by expert animators and artists to have pure facial expressions. Our HA-GAN learns the human-expression-to-animated-expression mapping function and, after training, generates realistically looking animated expression images. We argue that the facial expressions in these generated animated images are pure and uniform. Inspired by the experimental results reported in [3], where it has been observed that the accuracy of FER is about 4% higher in case of animated images than with human images, we perform FER on the generated animated expression images having pure facial expressions with a fixed identity.

There are many exciting applications of our proposed HA-GAN, such as it can be used to predict the 3D rig parameters of an animated character by first mapping 2D human expression images to 2D character expression images. Then, since each 2D character image is rendered from its 3D facial rig, we can learn a mapping to predict the 3D rig parameters without leveraging any dataset having the mapping from 2D human expression images to 3D character rig parameters. In [2], a joint embedding is learned using a multi-training technique in which human and character expressions are mapped based on the distance between human and animated expression features, and thus the corresponding animated character is retrieved. The 3D rig parameters of the retrieved animated character is then calculated. While our proposed technique can be used to retrieve the corresponding character by generating the its image employing our trained generator.

The major contributions of this paper are summarized as follows:

- We present a novel HA-GAN which learns a many-to-one expression mapping function to transfer expressions from human images to a fixed animated identity in order to remove inter-subject variations.
- To the best of our knowledge, this is the first work which is aimed to address the problem of impure and non-uniform expressions exhibited by human subjects in FER datasets. In order to overcome this problem we train our end-to-end HA-GAN framework to generate realistic looking animated expression images with pure facial expressions, which are then used for FER.
- There are many exciting applications of our proposed HA-GAN, such as it can be used to predict the 3D rig parameters of animated characters from 2D human expression images.
- Initial experimental results show that the proposed technique produces comparable results to the state-of-the-art methods.

2. Related Work

Facial expression recognition is one of the most widely studied topics in the computer vision research community over the past decades [31] [25] [19]. The main objective of FER is to learn features that contain mostly expression-related information that is discriminative and invariant to
Many feature extraction techniques have been proposed by researchers in the past, and these techniques can be divided into two main categories: human-crafted features and automatically-learned features. Most human-crafted feature extraction techniques were developed before the deep learning era, such as Histograms of Oriented Gradients (HOG) [4], [18], Scale Invariant Feature Transform (SIFT) features [8], [37], histograms of Local Binary Patterns (LBP) [40], [7], [33], and histograms of Local Phase Quantization (LPQ) [14] [12]. These techniques can be further categorized into static and dynamic techniques, where in static methods FER representations are learned from images, and in dynamic methods FER features are extracted from sequence of images.

Both hand-crafted feature extraction techniques and automatic FER representation learning methods have been applied to overcome one of the major problems in FER: to reduce inter-subject variations. Although human-crafted features produce acceptable results in lab controlled environments where the expression images are captured in a constant illumination and stable head pose. However, these features fail on spontaneous and real time data with varying illumination and head position. With the recent success of deep CNN, automatic feature learning for FER has been extensively studied by computer vision researchers and various techniques such as [16], [36], [28] [21] [15] [10] [41] have been developed to increase the robustness of FER. However, the performance of these automatically learned deep representations are affected by large variations in identity related facial characteristics such as age, ethnicity, gender, etc of subjects involved in the dataset. As a result, the generalization capability of the trained model is negatively affected by this over-fitting phenomena and thus the FER accuracy is degraded on unseen subjects. Therefore, despite all the progress in improving the generalizability of FER, the main problem of eliminating the negative effect of inter-subject variations on FER is still an open challenge for the research community.

To improve the discriminative property of extracted features various techniques [20] [6] have been developed in the past that are aimed to reduce intra-class variations and increase inter-class differences. Identity-Aware CNN (IACNN) [26] is a recently proposed technique to reduce the effect of identity related features by applying an expression-sensitive contrastive loss and an identity-sensitive contrastive loss. However, the performance of FER is negatively influenced due to large data expansion caused as a result of compilation of training data in the form of image pairs [5]. Similarly in [34], person-independent expression features are extracted by employing a De-expression Residue Learning (DeRL) method using conditional GANs. In DeRL, the cGAN is used to synthesize a neutral image from an expression image by employing an encoder-decoder based generator. The learned subject-independent expression feature is then extracted from intermediate layers of both the encoder and decoder parts of the generator for FER. However, the cGAN based training followed by the joint training process of extracted expression features from intermediate layers makes the proposed DeRL method computationally very costly. Likewise, in [11], a disentangled expression representation method is proposed in which an encoder-decoder based DEGAN is used to disentangle expression features from identity information. In another attempt to reduce the effect of identity-related features, in [5], an Identity-free conditional Generative Adversarial Network (IF-GAN) method is proposed to synthesize a common synthetic image by transferring the facial expression information from the input image to the synthesized image. FER is then carried out using the generated synthetic expression images in order to mitigate the effect of inter-subject variations in data. Although, the effect of individual variations of subjects are reduced in the IF-GAN method, the accuracy of FER, however, depends on the quality of transferred expressions, and since the expressions are transferred on a human image, the problem of impurity of human expressions still persists. Therefore, to the best of our knowledge, our proposed HA-GAN based method is the first work to address both the inter-subject variation problem and the issue of impure and non-uniform human expressions in FER.

3. Proposed Method

GANs are deep generative networks that learn a mapping function to generate realistic images $y$ from random noise vector $z$, $G : z \rightarrow y$ [13]. In order to achieve this task two neural networks: a generator, $G$ and a discriminator $D$ are trained in an adversarial manner. The main objective of the generator is to model the probability distribution of the data, while the job of the discriminator is to find the probability of a sample being taken from the real data distribution or from the fake data distribution of samples generated by the generator. Thus, a generator $G$ is trained to generate realistic samples from noise vector $z$ to fool discriminator $D$ to classify it as a real sample. The objective function of GANs are formulated as follows:

$$
\min_G \max_D \mathbb{E} \log(D(y)) + \mathbb{E} \log(1 - D(G(z)))
$$

(1)

where $y$ corresponds to a sample drawn from the real data distribution and $z$ denotes a random noise vector taken from noise distribution $p_z$.

In contrast, Conditional GANs (cGANs) learn a mapping from random noise vector $z$ to output $y$, while being condi-
tioned on sample \( x, G : \{ x, z \} \rightarrow y \) \([27]\). The objective function of a cGAN can be formulated as follows:

\[
\min_{G} \max_{D} L(D, G) = E[\log(D(x, y))] + E[\log(1 - D(x, G(x, z)))]
\]

(2)

Here, the main goal of \( G \) is to minimize this objective function, while discriminator \( D \) tries to maximize it in an adversarial manner.

### 3.1. The Proposed HA-GAN

The main goal of our novel HA-GAN is to encode the expression information from an input image and learn to transfer that encoded expression information to an animated generated image. Facial expression recognition is then performed on the generated animated expression images.

#### 3.1.1 Generator:

The input to the generator of our HA-GAN is a human expression image \( I_{HE} \) with an expression \( E \), a conditional animated character information in the form of one-hot vector and a random noise vector \( z \). The conditional animated character information corresponds to the identity of the character having a neutral expression \( N \) and it is denoted by \( Id_{AN} \). Random noise \( z \) is used to model other variations such as head-pose, etc. Given these inputs, the main goal of our generator \( G \) is to encode the expression information \( E \) from the input image \( I_{HE} \), and generate an animated character image \( I_{AE} \), exhibiting the encoded expression \( E \) present in the input human expression image. In order to achieve this task, we have used an encoder \( E \) and a decoder \( G \) based generator. The main objective of our encoder \( G \) is to encode the expression information \( E \) from the input image \( I_{HE} \). This encoded expression information \( E \) is then combined with the identity information \( Id_{AN} \) and noise vector \( z \), and fed to the decoder \( G \) part of our generator to generate an animated character image \( I_{AE} \) with the same expression as the input image. The main objective of \( G \) is to generate realistic looking character expression image: \( G(I_{HE}, Id_{AN}, z) = I_{AE} \) to fool \( D \) to classify the expression of \( I_{AE} \) to the expression in the input image \( I_{HE} \) using the following objective function:

\[
L(G, D) = E_{I_{HE}, E \sim p_{e}(I_{HE}, E)} \left[ \log(D_{E}(I_{HE}, I_{AE})) \right] \\
+ E_{I_{HE}, z \sim p_{z}(z), Id \sim p_{id}(Id)} \left[ \log(D_{R}(I_{HE}, G(I_{HE}, Id_{AN}, z))) \right]
\]

(3)

Inspired by the previous GAN optimization techniques such as in \([30]\), we add L1 distance metrics in the above mentioned GAN loss. But in our case instead of calculating the L1 distance between the generated image and input image as in \([30]\), we use L1 distance metric between the generated character image \( I_{AE} \) and the neutral character image \( I_{AN} \) of the identity specified by \( Id_{AN} \). We use L1 distance metric between \( I_{AE} \) and \( I_{AN} \) instead due to the fact that our input image comes from a different domain (human face images) and our generated output image belongs to animated character images. Therefore, we have experimentally observed that the quality of the generated character images are improved significantly by training the generator to generate fake images close to the identity of ground truth character images by minimizing the L1 distance between the two images:

\[
\mathcal{L}_{L1}(G) = E[\|I_{AN} - G(I_{AN}, I_{HE})\|_1]
\]

(4)

We also experimented using L2 distance, but we observed that the quality of images generated using L1 distance is less blurred as compared to using L2 distance.

#### 3.1.2 Discriminator:

In contrast to a traditional GAN, where the task of the discriminator is to identify real and fake images, the discriminator \( D \) in HA-GAN is a multi-task convolutional neural network having two objectives: 1. to classify between real and fake images, and 2. to recognize facial expressions. Thus our discriminator \( D \) has two parts, i.e \( D = [D^{e}, D^{R}] \), where \( D^{e} \in R^{N^{e}} \) is for the classification of expressions i.e \( N^{e} \) corresponds to six basic expressions and \( D^{R} \) is for the classification of real and fake images. The objective function of our discriminator \( D \) is given by:

\[
\max_{D} L(D, G) = E_{I_{HE}, E \sim p_{e}(I_{HE}, E)} \left[ \log(D_{E}(I_{HE}, I_{AE})) \right] \\
+ E_{I_{HE}, z \sim p_{z}(I_{HE}, E), Id \sim p_{id}(Id)} \left[ \log(D_{R}(I_{HE}, G(I_{HE}, Id_{AN}, z))) \right]
\]

(5)

The first part of the above equation corresponds to the objective of the discriminator \( D^{e} \) to maximize the probability of classifying the expressions of the paired images: \( (I_{HE}, I_{AE}) \) to its ground truth expression label, \( E \). While the second part of the equation is for \( D^{R} \) to maximize the classification probability of \( I_{AE} \) according to its true label, i.e fake.

In order to reduce computation cost, the discriminator \( D \) is designed in such a way that the two parts share initial down sampling convolutional layers, i.e 4 CNN blocks with 16, 32, 64, 128 channels and a FC layer to generate a 1024-dimensional vector. Then it is divided into two branches, one for \( D^{R} \) and the other for \( D^{e} \). The \( D^{R} \) branch has another FC layer which is then connected to the output neuron, while the \( D^{e} \) leg has two FC layers and then an output layer for expression classification.
4. Facial Expression Recognition

After the end-to-end training of our HA-GAN, during testing, the $D^R$ leg of discriminator $D$ is discarded, and we employ only the trained $D^e$ branch of $D$ for facial expression recognition based on the realistic looking generated animated character images having pure transferred facial expression, as shown in Figure 2.

5. Experiments

To validate our hypothesis and to illustrate the effectiveness of our novel HA-GAN based FER technique, we performed experiments on benchmark datasets: CK+ [23], Oulu-CASIA [39] and MMI [29] while training our generator using Facial Expression Research Group-Database (FERGDB) [3] to generate synthetic character expression images.

5.1. Implementation Details

Face detection and face alignment is performed based on the facial landmarks obtained by employing Convolutional Experts Constrained Local Model (CE-CLM) [38]. Afterwards, $75 \times 75$ patches are randomly cropped from the aligned face images. Due to small dataset size, data augmentation is applied to increase the size of datasets in order to avoid the over-fitting issue. Five samples of size $75 \times 75$ are cropped-out from five locations: four corners and the center position of each image, and each of those $75 \times 75$ cropped samples are then rotated at ten angles i.e. $-150^\circ$, $-120^\circ$, $-90^\circ$, $-60^\circ$, $-30^\circ$, $30^\circ$, $60^\circ$, $90^\circ$, $120^\circ$, $150^\circ$. The rotated images are then horizontally flipped to further increase the number of training data. As a result of this data augmentation process, the size of the training data is increased by 110 times. The data augmentation process is only applied to human expression images.

We followed the optimization strategies applied in [11] to optimize our networks. The network parameters of both $G$ and $D$ are updated during back propagation one by one. Following [11], $G$ is trained to maximize $\log D^e(G(I_{AN}, I_{HE}))$ rather than training $G$ to minimize $\log(1 - D^e(G(I_{AN}, I_{HE})))$. To reduce the learning rate of $D$ relative to $G$, the objective function is divided by two during the optimization of $D$. Adam optimizer [17] produced better results with a batch size of 130, learning rate of 0.0002 and momentum of 0.5. We trained our HA-GAN framework for 200 epochs using NVIDIA TESLA V100 GPU.

5.2. Experimental Results

The Facial Expression Research Group-Database (FERGDB) [3] is used in our project to learn the mapping of human expressions from human images to animated character images. The FERG database consists of six stylized characters (identities), each of which is designed and created by animators to have images of six basic expression along with neutral images. One of these six animated characters is used in our proposed method to transfer an expression from an input human image to the animated character image.

The Extended Cohn-Kanade database CK+ [23] is a popular facial expression recognition benchmark that contains 327 videos sequences from 118 subjects. Each of these video sequences are labelled as one of the seven expressions, i.e. anger, contempt, disgust, fear, happiness, sadness, and surprise. The video sequences start with a neutral expression image and end at a peak expression. To create
Table 1. CK+: Accuracy for six expressions classification.

| Method       | Setting/Classes | Acc  |
|--------------|-----------------|------|
| LBP-TOP[40]  | Dynamic/7       | 88.99|
| HOG 3D[18]   | Dynamic/7       | 91.44|
| 3DCNN[21]    | Dynamic/7       | 85.9 |
| STM-Explet[22]| Dynamic/7       | 94.19|
| IACNN[26]    | Static/7        | 95.37|
| DTAGN[15]    | Static/7        | 97.25|
| DeRL[34]     | Static/7        | 97.30|
| CNN(baseline)| Static/6        | 90.34|
| HA-GAN(Ours) | Static/6        | 96.14|

Table 2. MMI: Accuracy for six expressions classification.

| Method       | Setting | Accuracy |
|--------------|---------|----------|
| LBP-TOP[40]  | Dynamic | 59.51    |
| HOG 3D[18]   | Dynamic | 60.89    |
| STM-Explet[22]| Dynamic | 75.12    |
| Atlases[12]  | Dynamic | 75.52    |
| FN2EN[10]    | Static  | 87.71    |
| PPDN[41]     | Static  | 84.59    |
| DTAGN[15]    | Static  | 81.46    |
| DeRL[34]     | Static  | 88.0     |
| CNN(baseline)| Static  | 73.14    |
| HA-GAN(Ours) | Static  | 88.26    |

Table 3. Oulu-CASIA: Accuracy for six expressions classification.

| Method       | Setting | Accuracy |
|--------------|---------|----------|
| LBP-TOP[40]  | Dynamic | 68.13    |
| HOG 3D[18]   | Dynamic | 70.63    |
| STM-Explet[22]| Dynamic | 74.59    |
| Atlases[12]  | Dynamic | 75.52    |
| FN2EN[10]    | Static  | 87.71    |
| PPDN[41]     | Static  | 84.59    |
| DTAGN[15]    | Static  | 81.46    |
| DeRL[34]     | Static  | 88.0     |
| CNN(baseline)| Static  | 73.14    |
| HA-GAN(Ours) | Static  | 88.26    |

The training and testing data, the last three frames of each sequence are selected as an expression image. For validation purposes, the dataset is divided into training and testing subsets in an identity-independent manner.

Our initial result, which is the average accuracy of two runs of our 10 fold validation process is shown in Table 1. As it can be seen in Table 1 that our accuracy is higher than most of state-of-the-art techniques. It is also worth noting that our technique is based on images and we are not using the entire video sequences unlike many of the techniques in Table 1. We are also not using any transfer learning technique unlike [34] due to limited time and computational resources, which, we believe, if incorporated in our technique will significantly boost our expression transfer and recognition accuracy.

The MMI dataset [29] is one of the most challenging facial expression database due to two major reasons: 1. it is a small dataset containing only 236 video image sequences corresponding to six facial expressions of 31 subjects. 2. the inter-personal variations in this dataset is large because the same facial expression is performed differently by different identities. Similarly many of the subjects involved in this dataset wear accessories (e.g., glasses, cap, scarf, mustache). The training and testing data is compiled using only the frontal view images from 208 sequences from 31 subjects. The three middle frames in each sequence corresponds to the peak expression and thus they are selected in our training and testing data. An identity-independent partitioning of the data is made to carry out cross validation.

The average accuracy of two run of our 10-fold validation process is shown in Table 2. As it can be seen that our accuracy is much higher than the accuracy of our CNN baseline network. Comparing our results with static techniques, as it can be seen that we are quite close to DeRL[34] methods accuracy. Although STM-Explet[22] shows the highest recognition accuracy their technique is a dynamic technique where the information is extracted from video sequences, which is not always available in realtime applications such as image based FER.

The Oulu-CASIA dataset [39] is divided into three parts based on the images obtained in three different lighting environments with two different cameras. During this project, the images captured using the VIS camera under strong illumination conditions are used for training and testing. The Oulu-CASIA VIS data contains 480 sequences from 80 subjects, where each sequence is labeled as one of the six basic expressions. Each video sequence starts with a neutral expression image and ends at a peak expression. The last three images in each sequence are taken to compile our training and testing datasets. This dataset is then divided into disjoint subsets based on identity to perform cross-validation.

The average accuracy of two run of our 10-fold validation process is shown in Table 3. Note that LBP-TOP[40], HOG 3D[18], STM-Explet[22] and Atlases[12] use the temporal information of video sequences, and our HA-GAN result is much higher than their results without exploiting any temporal information.

6. Conclusions

In this paper we have presented a novel HA-GAN framework that is trained in an end-to-end manner to overcome two major problems in automatic facial expression recognition. The first problem that we address in this work is to eliminate the inter-subject variations present in facial expression datasets. Using our HA-GAN architecture we transfer the expression information from an input human
image to an animated character image having a fixed identity. Our initial experimental results illustrate that learning this many-to-one mapping can help to overcome the problem of inter-subject variations. The second challenging issue in FER that we tackle is the impurity of posed human expressions. Due to impure and non-uniform exhibition of human facial expressions, the performance of facial expression algorithms are largely degraded, especially in real world settings. In this project we train our HA-GAN model to transfer human expressions to an animated character having pure expressions that were carefully designed by expert animators. Inspired by the previous research findings in which it is found that the accuracy of FER is higher in case of animated images as compared to FER accuracy on human images, we then use the generated animated character expression images for the purpose of facial expression recognition. Our experimental results show that the proposed method produces comparable or even better results than state-of-the-art techniques.

References

[1] K. Ali and C. E. Hughes. Facial expression recognition using disentangled adversarial learning. arXiv preprint arXiv:1909.13135, 2019.

[2] D. Aneja, B. Chaudhuri, A. Colburn, G. Faigin, L. Shapiro, and B. Mones. Learning to generate 3D stylized character expressions from humans. In 2018 IEEE Winter Conference on Applications of Computer Vision (WACV), pages 160–169. IEEE, 2018.

[3] D. Aneja, A. Colburn, G. Faigin, L. Shapiro, and B. Mones. Modeling stylized character expressions via deep learning. In Asian conference on computer vision, pages 136–153. Springer, 2016.

[4] T. Baltrušaitis, M. Mahmoud, and P. Robinson. Cross-dataset learning and person-specific normalisation for automatic action unit detection. In 2015 11th IEEE International Conference and Workshops on Automatic Face and Gesture Recognition (FG), volume 6, pages 1–6. IEEE, 2015.

[5] J. Cai, Z. Meng, A. S. Khan, Z. Li, J. O’Reilly, and Y. Tong. Identity-free facial expression recognition using conditional generative adversarial network. arXiv preprint arXiv:1903.08051, 2019.

[6] J. Cai, Z. Meng, A. S. Khan, Z. Li, J. O’Reilly, and Y. Tong. Island loss for learning discriminative features in facial expression recognition. In 2018 13th IEEE International Conference on Automatic Face & Gesture Recognition (FG 2018), pages 302–309. IEEE, 2018.

[7] J. Chen, X. Liu, P. Tu, and A. Aragones. Learning person-specific models for facial expression and action unit recognition. Pattern Recognition Letters, 34(15):1964–1970, 2013.

[8] W.-S. Chu, F. De la Torre, and J. F. Cohn. Selective transfer machine for personalized facial expression analysis. IEEE transactions on pattern analysis and machine intelligence, 39(3):529–545, 2016.

[9] J. F. Cohn, T. S. Krueiz, I. Matthews, Y. Yang, M. H. Nguyen, M. T. Padilla, F. Zhou, and F. De la Torre. Detecting depres-

sion from facial actions and vocal prosody. In 2009 3rd International Conference on Affective Computing and Intelligent Interaction and Workshops, pages 1–7. IEEE, 2009.

[10] H. Ding, S. K. Zhou, and R. Challappa. Facenet2expnet: Regularizing a deep face recognition net for expression recognition. In 2017 12th IEEE International Conference on Automatic Face & Gesture Recognition (FG 2017), pages 118–126. IEEE, 2017.

[11] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, and Y. Bengio. Generative adversarial nets. In Advances in neural information processing systems, pages 2672–2680, 2014.

[12] Y. Guo, G. Zhao, and M. Pietikäinen. Dynamic facial expression recognition using longitudinal facial expression atlases. In European Conference on Computer Vision, pages 631–644. Springer, 2012.

[13] P. Isola, J.-Y. Zhu, T. Zhou, and A. A. Efros. Image-to-image translation with conditional adversarial networks. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 1125–1134, 2017.

[14] B. Jiang, M. F. Valstar, and M. Pantic. Action unit detection using sparse appearance descriptors in space-time video volumes. In Face and Gesture 2011, pages 314–321. IEEE, 2011.

[15] H. Jung, S. Lee, J. Yim, S. Park, and J. Kim. Joint fine-tuning in deep neural networks for facial expression recognition. In Proceedings of the IEEE international conference on computer vision, pages 2983–2991, 2015.

[16] B.-K. Kim, H. Lee, J. Roh, and S.-Y. Lee. Hierarchical committee of deep cnns with exponentially-weighted decision fusion for static facial expression recognition. In Proceedings of the 2015 ACM on International Conference on Multimodal Interaction, pages 427–434. ACM, 2015.

[17] D. P. Kingma and J. Ba. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980, 2014.

[18] A. Klaser, M. Marszalek, and C. Schmid. A spatio-temporal descriptor based on 3D-gradients. 2008.

[19] S. Li and W. Deng. Deep facial expression recognition: A survey. arXiv preprint arXiv:1804.08348, 2018.

[20] S. Li, W. Deng, and J. Du. Reliable crowdsourcing and deep locality-preserving learning for expression recognition in the wild. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 2852–2861, 2017.

[21] M. Liu, S. Li, S. Shan, R. Wang, and X. Chen. Deeply learning deformable facial action parts model for dynamic expression analysis. In Asian conference on computer vision, pages 143–157. Springer, 2014.

[22] M. Liu, S. Shan, R. Wang, and X. Chen. Learning expressionlets on spatio-temporal manifold for dynamic facial expression recognition. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 1749–1756, 2014.

[23] P. Lucey, J. F. Cohn, T. Kanade, J. Saragih, Z. Ambadar, and I. Matthews. The extended cohn-kanade dataset (ck+): A complete dataset for action unit and emotion-specified expression. In 2010 IEEE Computer Society Conference on Computer Vision and Pattern Recognition-Workshops, pages 94–101. IEEE, 2010.
[24] B. Martinez and M. F. Valstar. Advances, challenges, and opportunities in automatic facial expression recognition. In Advances in face detection and facial image analysis, pages 63–100. Springer, 2016.

[25] B. Martinez, M. F. Valstar, B. Jiang, and M. Pantic. Automatic analysis of facial actions: A survey. IEEE transactions on affective computing, 2017.

[26] Z. Meng, P. Liu, J. Cai, S. Han, and Y. Tong. Identity-aware convolutional neural network for facial expression recognition. In 2017 12th IEEE International Conference on Automatic Face & Gesture Recognition (FG 2017), pages 558–565. IEEE, 2017.

[27] M. Mirza and S. Osindero. Conditional generative adversarial nets. arXiv preprint arXiv:1411.1784, 2014.

[28] H.-W. Ng, V. D. Nguyen, V. Vonikakis, and S. Winkler. Deep learning for emotion recognition on small datasets using transfer learning. In Proceedings of the 2015 ACM on international conference on multimodal interaction, pages 443–449. ACM, 2015.

[29] M. Pantic, M. Valstar, R. Rademaker, and L. Maat. Web-based database for facial expression analysis. In 2005 IEEE international conference on multimedia and Expo, pages 5–pp. IEEE, 2005.

[30] D. Pathak, P. Krähnböhl, J. Donahue, T. Darrell, and A. A. Efros. Context encoders: Feature learning by inpainting. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 2536–2544, 2016.

[31] E. Sariyanidi, H. Gunes, and A. Cavallaro. Automatic analysis of facial affect: A survey of registration, representation, and recognition. IEEE transactions on pattern analysis and machine intelligence, 37(6):1113–1133, 2014.

[32] K. R. Scherer. Handbook of methods in nonverbal behavior research. Cambridge University Press, 1985.

[33] M. F. Valstar, M. Mehu, B. Jiang, M. Pantic, and K. Scherer. Meta-analysis of the first facial expression recognition challenge. IEEE Transactions on Systems, Man, and Cybernetics, Part B (Cybernetics), 42(4):966–979, 2012.

[34] H. Yang, U. Ciftci, and L. Yin. Facial expression recognition by de-expression residue learning. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 2168–2177, 2018.

[35] Z. Yu and C. Zhang. Image based static facial expression recognition with multiple deep network learning. In Proceedings of the 2015 ACM on International Conference on Multimodal Interaction, pages 435–442. ACM, 2015.

[36] A. Yuces, H. Gao, and J.-P. Thiran. Discriminant multi-label manifold embedding for facial action unit detection. In 2015 11th IEEE International Conference and Workshops on Automatic Face and Gesture Recognition (FG), volume 6, pages 1–6. IEEE, 2015.

[37] A. Zadeh, Y. Chong Lim, T. Baltrusaitis, and L.-P. Morency. Convolutional experts constrained local model for 3d facial landmark detection. In Proceedings of the IEEE International Conference on Computer Vision, pages 2519–2528, 2017.

[39] G. Zhao, X. Huang, M. Taini, S. Z. Li, and M. Pietikäinen. Facial expression recognition from near-infrared videos. Image and Vision Computing, 29(9):607–619, 2011.

[40] G. Zhao and M. Pietikäinen. Dynamic texture recognition using local binary patterns with an application to facial expressions. IEEE Transactions on Pattern Analysis & Machine Intelligence, (6):915–928, 2007.

[41] X. Zhao, X. Liang, L. Liu, T. Li, Y. Han, N. Vasconcelos, and S. Yan. Peak-piloted deep network for facial expression recognition. In European conference on computer vision, pages 425–442. Springer, 2016.