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Abstract—We study the beamforming optimization for an intelligent reflecting surface (IRS)-aided full-duplex (FD) communication system in this letter. Specifically, we maximize the sum rate of bi-directional transmissions by jointly optimizing the transmit beamforming and the beamforming of the IRS reflection. A fast converging alternating algorithm is developed to tackle this problem. In each iteration of the proposed algorithm, the solutions to the transmit beamforming and the IRS reflect beamforming are obtained in a semi-closed form and a closed form, respectively. Compared to an existing method based on the Arimoto-Blahut algorithm, the proposed method achieves almost the same performance while enjoying much faster convergence and lower computational complexity.

Index Terms—Intelligent reflecting surface (IRS), full-duplex (FD) communication, transmit beamforming, reflect beamforming, sum rate maximization.

I. INTRODUCTION

Intelligent reflecting surface (IRS) assisted wireless communications have recently attracted a plethora of research interests [1], [2]. Typically, IRS is composed of a number of low-cost reflecting elements whose amplitudes and phase shifts can be flexibly tuned to fulfill various requirements, e.g., enhancing the signal strength, mitigating the interference, or improving the secrecy.

In traditional communication systems, the transmitter and the receiver usually work under the half-duplex (HD) mode. Therefore, the uplink and downlink transmissions are separated in either a time-division duplex (TDD) or a frequency-division duplex (FDD) manner. In order to further improve the system spectral efficiency, the innovative full-duplex (FD) techniques have been advocated such that the uplink and downlink share the same time-frequency resources [3]–[7].

Regarding various IRS-aided HD systems, there have been many works focusing on the joint optimization of transmit beamforming and IRS reflect beamforming, i.e., phase shift matrix. For instance, beamforming designs for single-user multiple-input single-output (MISO) systems have been concerned in [8]. The generalization to the multiuser MISO case was studied in [9]–[11]. Moreover, the authors of [12] and [13] investigated the joint beamforming optimization for IRS-aided systems from the perspective of enhancing physical-layer secrecy. Alternatively, the beamforming design for an IRS-assisted simultaneous wireless information and power transfer (SWIPT) system was studied in [14].

To the best of our knowledge, the IRS-aided FD system has rarely been considered, except for a few works [15], [16]. It turns out that the corresponding transmission optimization problem is quite hard even for the point-to-point system [15]. More specifically, concerning the problem of sum rate maximization for the IRS-aided FD multiple-input multiple-output (MIMO) system, the authors of [15] proposed an iterative solution based on the Arimoto-Blahut algorithm which achieves excellent performance. However, the method suffers from slow convergence when the number of reflecting elements $N$ is large and the computational complexity of optimizing the reflect beamforming is $O(N^3)$ per iteration.

In this work, we propose to directly solve the sum rate maximization problem for a MISO system instead of applying the Arimoto-Blahut algorithm, which is challenging due to the complicated objective function even for the MISO case. Concretely, in each iteration of the proposed algorithm, a semi-closed form solution to each transmit beamformer is derived. On the other hand, given both transmit beamformers, we derive a closed-form solution to the reflect beamformer. Compared to the method in [15], the proposed algorithm has much faster convergence speed and the computational complexity of reflect beamforming optimization per iteration is drastically reduced to $O(N^2)$ without compromising performance. Compared to [16] where the semidefinite relaxation (SDR) technique was used for the reflect beamforming optimization, we obtain a closed-form solution to the reflect beamforming in each iteration which requires much lower computational complexity.

Notations: Vectors and matrices are represented by boldface lower-case and boldface upper-case letters, respectively. $(\cdot)^*$, $(\cdot)^T$, $(\cdot)^H$, and $\otimes$ denote the conjugate, the transpose, the Hermitian, and the Kronecker product, respectively. $|a|$ and $\|a\|$ are the absolute value of scalar $a$ and the $\ell_2$ norm of vector $a$, respectively. $\Re(a)$ and $\arg(a)$ return the real part and the phase of scalar $a$, respectively. $\text{diag}(a)$ represents the diagonal matrix with its diagonal elements being the entries of vector $a$. $\text{diag}(a)$ returns the first $N$ entries of vector $a$. $\text{vec}(A)$, $\text{tr}(A)$, and $\lambda_{\text{max}}(A)$ denote the inversion, the vectorization, the trace, and the maximum eigenvalue of matrix $A$, respectively.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider an IRS-aided point-to-point FD communication system. Both nodes $S_1$ and $S_2$ operate under the FD mode with non-negligible loop interference (LI). Each FD node is equipped with $M$ transmit antennas and one receive antenna, and the IRS has $N$ passive reflecting elements.
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The transmit signal of node $S_i$ is expressed by
\[ \bar{x}_i = w_i x_i, \quad i = 1, 2, \] (1)
where $w_i$ is the transmit beamformer of node $S_i$ and $x_i$ is the transmit symbol of node $S_i$ with normalized power. Define $\bar{\bar{\bar{x}}}_i = x_i + 3 - i$. Then, the received signal of node $S_i$ is given by
\[ y_i = (h_{IS_i}^H \Theta h_{S_i}^H + h_{IS_i}^H h_{S_i}^H) \bar{x}_i + h_{IS_i}^H \Theta h_{S_i}^H \bar{x}_i + h_{IS_i}^H \bar{x}_i + z_i, \quad i = 1, 2, \] (2)
where the above four terms represent the information-bearing signal transmitted from node $S_i$, the self-interference (SI) transmitted from node $S_i$, the LI due to the FD mechanism of node $S_i$, and the AWGN at node $S_i$ with variance $\sigma_i^2$, respectively. $\Theta \triangleq \text{diag}\{e^{j\psi_i}, \ldots, e^{j\psi_N}\}$ stands for the IRS reflect beamforming where $\psi_i, \quad n = 1, \ldots, N$ is the phase shift incurred by the $n$-th reflecting element. $h_{IS_i}^H$, $h_{S_i}^H$, and $h_{IS_i}^H$ denote the channel from the IRS to node $S_i$, the channel from node $S_i$ to the IRS, the channel from node $S_i$ to node $S_i$, the channel from node $S_i$ to the IRS, and the LI channel of node $S_i$, respectively. Since the path loss of $h_{IS_i}^H$ and $h_{S_i}^H$ is much larger than that of $h_{IS_i}^H$, the reflecting SI is much weaker than the LI. Hence, we neglect $h_{IS_i}^H \Theta h_{S_i}^H \bar{x}_i$ as in [13], [16] and update (2) by
\[ \bar{y}_i = (h_{IS_i}^H \Theta h_{S_i}^H + h_{IS_i}^H \bar{x}_i + h_{IS_i}^H \bar{x}_i + z_i, \quad i = 1, 2. \] (3)

### B. Sum Rate Maximization Problem

We aim to maximize the system sum rate by jointly optimizing the IRS reflect beamformer and the transmit beamformers of both FD nodes. According to (1) and (3), the achievable rate of the link from node $S_i$ to node $S_i$ equals $R_i(w_i, w_S, \Theta) = \log_2(1 + \text{e}^{h_{IS_i}^H \Theta h_{S_i}^H + h_{IS_i}^H w_i^2} )$. Furthermore, we impose a power constraint on $w_i$ and unit modulus constraints on the diagonal elements of $\Theta$. Accordingly, we formulate the problem of interest as
\[
\begin{align*}
\text{maximize} \quad & \quad \sum_{i=1}^2 R_i(w_i, w_S, \Theta) \\
\text{subject to} \quad & \quad \|w_i\|^2 \leq P_i, \quad i = 1, 2, \\
& \quad |\theta_{nn}| = 1, \quad n = 1, \ldots, N, \tag{4}
\end{align*}
\]
where $\theta_n$ is the $n$-th diagonal of $\Theta$. This problem cannot be readily solved due to the non-concave objective function and the difficult unit modulus constraints.

### III. Joint Transmit and Reflect Beamforming Optimization for IRS-Aided FD System

To deal with problem (4), we first optimize each transmit beamformer by fixing other two variables, which yields a semi-closed form solution. Then, with both $w_1$ and $w_2$ fixed, we successfully acquire a closed-form solution to $\Theta$.

#### A. Optimization of $w_i$ With Given $w_S$ and $\Theta$

Since the problems with respect to $w_1$ and $w_2$ are similar, we only focus on the former one without loss of generality.

When $w_S$ and $\Theta$ are fixed, problem (4) can be recast by
\[
\begin{align*}
\text{maximize} \quad & \quad \frac{c_i}{|h_{IS_i}^H w_i|^2 + \sigma_i^2} + \frac{c_i|h_{IS_i}^H w_i|^2}{|h_{IS_i}^H w_i|^2 + \sigma_i^2} \\
\text{subject to} \quad & \quad \|w_i\|^2 \leq P_i, \tag{5}
\end{align*}
\]
where we removed the logarithm operators and the constant term $1$, $h_i \triangleq h_{IS_i}^H \Theta h_{S_i} + h_{IS_i}^H w_S + h_{IS_i}^H \bar{x}_i$, $c_i \triangleq |h_{IS_i}^H w_i|^2$, and $\tilde{c}_i \triangleq |h_{IS_i}^H w_i|^2 + \sigma_i^2$.

The above problem is still non-convex since the objective function (denoted by $f(w_i)$) is not concave. To handle this, we resort to maximizing a concave lower bound of the original objective function as shown in the subsequent proposition.

**Proposition 1:** The objective function of problem (5) is lower bounded by the following concave function:
\[
\begin{align*}
f(w_i) & \geq -\alpha|h_{IS_i}^H w_i|^2 + 2R\{\beta h_{IS_i}^H w_i\} + \gamma, \\
\end{align*}
\]
where $\alpha \triangleq \frac{c_i(h_{IS_i}^H w_i^2 + \sigma_i^2)}{c_i(h_{IS_i}^H w_i^2 + \sigma_i^2)}$, $\beta \triangleq \frac{1}{c_i} \left(1 + \frac{\sigma_i}{|h_{IS_i}^H w_i|^2 + \sigma_i^2}\right)$, $h_{IS_i}^H w_i$, $\gamma \triangleq \alpha|h_{IS_i}^H w_i|^2 + \frac{|h_{IS_i}^H w_i|^2}{c_i|h_{IS_i}^H w_i|^2 + \sigma_i^2}$, and $\tilde{w}_i$ is given a feasible point. The lower bound is achieved when $w_i = \tilde{w}_i$.

**Proof:** See Appendix A.

Similarly, in Section III-C, we obtain a semi-closed form optimal solution to the above problem by
\[
\begin{align*}
w_i^* = (\alpha h_{IS_i}^H h_{S_i}^H + \nu^* I)^{-1} \beta, \tag{6}
\end{align*}
\]
where $\nu^*$ is the optimal dual variable associated with the power constraint. It can be readily shown that $\nu^*$ can be efficiently found by performing a bisection search over the interval $[0, \|\beta\|/\sqrt{P_i}]$.

#### B. Optimization of $\Theta$ With Given $w_1$ and $w_2$

We now investigate the more challenging subproblem with respect to $\Theta$ with $w_1$ and $w_2$ fixed, which is expressed by
\[
\begin{align*}
\text{maximize} \quad & \quad h_{IS_i}^H \Theta h_{S_i}^H w_i^T h_{IS_i}^H \Theta h_{S_i}^H w_i + h_{IS_i}^H \Theta h_{S_i}^H w_i \Theta h_{S_i}^H \bar{x}_i + h_{IS_i}^H \Theta h_{S_i}^H \bar{x}_i + h_{IS_i}^H \bar{x}_i \\
\text{subject to} \quad & \quad |\theta_{nn}| = 1, \quad n = 1, \ldots, N, \tag{7}
\end{align*}
\]
where $h_{S_i}^H \Theta h_{S_i}^H w_i \triangleq \frac{h_{IS_i}^H w_i}{\sqrt{|h_{IS_i}^H w_i|^2 + \sigma_i^2}}$ and $\tilde{h}_{S_i}^H \Theta h_{S_i}^H w_i \triangleq \frac{h_{IS_i}^H w_i}{\sqrt{|h_{IS_i}^H w_i|^2 + \sigma_i^2}}$, $i = 1, 2$. To simplify the objective function, we define $\Theta \triangleq [\theta_1, \ldots, \theta_N]^T$ and rewrite $h_{IS_i}^H \Theta h_{S_i}^H w_i$ by $\theta^T \text{diag}\{h_{IS_i}^H h_{S_i}^H w_i\}$. By further introducing a slack variable $t$ with unit norm and defining $\tilde{\theta} \triangleq [\theta^T, T]^T$, we convert problem (7) to
\[
\begin{align*}
\text{maximize} \quad & \quad g(\tilde{\theta}) \triangleq |\theta^T h_{IS_i}^H \tilde{w}_i|^2 + |\theta^T h_{S_i}^H \tilde{w}_i|^2 + |\theta^T h_{IS_i}^H w_i|^2 + |\theta^T h_{S_i}^H w_i|^2 \\
\text{subject to} \quad & \quad |\theta_{nn}| = 1, \quad n = 1, \ldots, N, \tag{8}
\end{align*}
\]
where $\tilde{w}_i \triangleq [\text{diag}\{h_{IS_i}^H h_{S_i}^H w_i\}^T]^T$, $i = 1, 2$. For this problem, even if we can solve it, the optimal solution cannot be readily obtained. To handle this, we
Proposition 2: The objective function of problem (10) is lower bounded by the following affine function:
\[ g(\tilde{\theta}) \geq \Re\{\rho^H \tilde{\theta}\} + \kappa, \]  
(11)
where \( \rho \triangleq 2(\sum_{i=1}^{N} \phi_i \phi_i^H + \lambda_{\max}(\Psi) \mathbf{I} - \Psi) \tilde{\theta}, \kappa \triangleq -2(N + 1)\lambda_{\max}(\Psi) - |\tilde{\theta}|^2 |\tilde{\theta}|^2 - 3|\tilde{\theta}|^2 |\tilde{\theta}|^2, \Psi \triangleq -(\Phi_2 \Phi_2^H \tilde{\theta}^H \Phi_1^H \tilde{\theta}^H \Phi_2^H), \) and \( \tilde{\theta} \) is a given feasible point. The lower bound is achieved when \( \tilde{\theta} = \tilde{\theta} \).

Proof: See Appendix \([4]\).

By replacing the objective function of problem (10) with the lower bound provided in (11), we attain

\[
\begin{align*}
\text{maximize} & \quad \Re\{\rho^H \tilde{\theta}\} \\
\text{subject to} & \quad |\tilde{\theta}_n| \leq 1, \quad n = 1, \cdots, N + 1. 
\end{align*}
\]  
(12)

The optimal solution to this problem is given by
\[ \tilde{\theta}_n^* = e^{j\arg(\rho_n)}, \quad n = 1, \cdots, N + 1, \]  
(13)
where \( \rho_n \) is the \( n \)-th entry of \( \rho \). Moreover, according to the definitions of \( \tilde{\theta} \) and \( \theta \), the solution to problem (4) is
\[ \Theta^* = \text{diag}\{(\tilde{\theta}^*(1 : N)/\tilde{\theta}_{N+1}^*)\}. \]  
(14)

Note that \( \tilde{\theta}_N^* \) and \( \Theta^* \) are not necessarily optimal solutions. However, based on the two solutions, we can still develop a convergent algorithm for problem \((14)\) in the next subsection.

C. Alternating Algorithm for Problem (4)

The proposed algorithm for problem (4) is summarized in Algorithm 1 whose convergence is proved as follows.

Proposition 3: Algorithm 1 yields a convergent solution.

Proof: See Appendix \([4]\).

Remark 1: It can be analyzed that the computational complexity per iteration of Algorithm 1 is \( O(M^3 + N^2) \). Moreover, the convergence of Algorithm 1 can be further accelerated by applying the acceleration scheme based on SQUAREM [18, Section V-B] for the optimization of \( \Theta \) (see Table I).

Remark 2: The main differences between Algorithm I and the method in [15] are twofold: 1) we address the sum rate maximization problem straightforwardly instead of applying the Arimoto-Blahut structure to convert the original problem to a new form with two more auxiliary variables, which may account for its faster convergence; 2) In each iteration, we obtain a closed-form solution to \( \Theta \) with computational complexity \( O(N^2) \) while the solution to \( \Theta \) in [15] has an order-of-magnitude higher computational complexity \( O(N^3) \).

Remark 3: Since \( h_{i}^H = (\theta^*)^H \hat{H}_{S_i} \) with \( \theta^* \triangleq [\theta_1^*, \cdots, \theta_N^*] \) and \( \hat{H}_{S_i} \triangleq [\hat{H}_{S_i}^H \text{diag}(h_{S_i})] h_{S_i}^H \), it suffices to know \( \hat{H}_{S_i} \) for the proposed algorithm, which can be estimated with the scheme developed in [19].

Remark 4: For the phase shift constraint \( |\theta_n| \leq 1, n = 1, \cdots, N \), it can be shown that we only need to update (13) by \( \theta_n = \min \{ |\rho_n|/(2\lambda_{\max}(\Psi)), 1 \} e^{j\arg(\rho_n)}, n = 1, \cdots, N \).

Algorithm 1 Proposed algorithm for problem (4)

1: Initialization: set initial \( \tilde{w}_1, \tilde{w}_2, \Theta \), and convergence accuracy \( \epsilon \).
2: repeat
3: \( \tilde{w}_2 \) = \( \tilde{w}_2 \) and \( \Theta = \tilde{\Theta} \), and obtain \( \tilde{w}_1^* \) using (8).
4: \( \tilde{w}_1 \) = \( \tilde{w}_1^* \) and \( \Theta = \tilde{\Theta} \), and obtain \( \tilde{w}_2^* \) using (8).
5: \( \tilde{w}_1 \) = \( \tilde{w}_1^* \) and \( \tilde{w}_2 \) = \( \tilde{w}_2^* \), and calculate \( \Theta^* \) using (13) and (14).
6: Set \( \tilde{w}_i = \tilde{w}_i^*, \quad i = 1, 2 \) and \( \Theta = \tilde{\Theta}^* \).
7: until convergence.
8: Output \( w_1^*, w_2^* \) and \( \Theta^* \).

We conduct simulations to test the proposed algorithm. We set \( M = 4, N = 40, P_1 = P_2 = 15 \) dBW, and \( \sigma_1^2 = \sigma_2^2 = -80 \) dBW. The path loss of both LI channels is \(-90\) dB due to the LI cancellation. For other channels, the path loss at distance \( d \) is given by \( \xi = (\xi - 10\log_{10}(d/d)) \) dB, where \( \xi \) is the path loss at the reference distance \( d \), and \( \zeta \) denotes the path loss exponent (PLE). We set \( \xi = -30 \) dB and \( d = 1m \). The PLE of the channel \( h_{S_i} \) is set to \( \zeta_{S_i} = 3.5 \). The distance of all links is calculated according to (4) where the IRS lies in a horizontal line that is parallel to the one between node \( S_1 \) and node \( S_2 \). We adopt the Ricean model for the LI channel with the Ricean factor being 5 dB [21, 20] and use the Rayleigh model for other channels.

We show the sum rate performance versus \( d_{S_1, h} \) in Fig. 2. We can observe that the sum rate gradually increases when the IRS gets close to either node \( S_1 \) or node \( S_2 \) since the reflect beamforming gain becomes larger. In particular, when \( \zeta_{S_1} = \zeta_{S_2} \), the sum rate curve is symmetric with respect to the midpoint \( d_{S_1, h} = 25 \) m. This is because, the path losses of the reflected links corresponding to any two symmetric points are the same. On the other hand, when \( \zeta_{S_1} \neq \zeta_{S_2} \), the sum rate curve is asymmetric and a higher sum rate can be achieved when the IRS approaches node \( S_i \) where \( i \) satisfies \( \zeta_{S_i} > \zeta_{S_j} \). This is because, given the same distance, the channel between node \( S_1 \) and the IRS is subject to severer path loss than the channel between node \( S_1 \) and the IRS.
TABLE I
COMPARISON OF AVERAGE NUMBER OF ITERATIONS (CONVERGENCE ACCURACY $\epsilon = 10^{-5}$)

| Design Method                        | Average Number of Iterations |
|---------------------------------------|-------------------------------|
|                                       | $d_{S1}S_2 = 50$ m, $P = 15$ dBW | $d_{S1}S_2 = 45$ m, $P = 15$ dBW | $d_{S1}S_2 = 50$ m, $P = 12$ dBW |
|                                       | $N = 20$                     | $N = 40$                     | $N = 60$                     |
| Method in [15]                        | 27.9933                     | 49.2833                     | 59.55                       |
| Proposed w/o Acceleration            | 13.3533                     | 21.9533                     | 28.5033                     |
| Proposed w/ Acceleration             | 7.5767                      | 10.82                       | 13.9033                     |

In Fig. 3, we compare the proposed method with three benchmark schemes: 1) existing solution based on the Arimoto-Blahut algorithm [15]; 2) random IRS phase shift design; 3) optimized beamforming design for the FD system without IRS. The third scheme is achieved by setting $\Theta$ to zero in Algorithm 1. Cases 1, 2, and 3 refer to the constraints $|\theta_n| \leq 1$, $|\theta_n| = 1$, and $|\theta_n| \in \{0, 2\pi/2^B, \ldots, 2\pi(2^B - 1)/2^B\}$, respectively, where $B$ denotes the number of bits used to represent the phase shift levels. It can be found that the use of IRS can significantly enhance the sum rate especially for large $N$, which is due to the reflect beamforming gain provided by the IRS. Compared to the random phase shift scheme, the proposed method achieves much higher rate since we optimize the phase shifts of IRS. For the proposed method and the existing method in [15], the sum rates under Case 1 and Case 2 coincide and the rate gap between Case 1/Case 2 and Case 3 ($B=2$) is small, which are consistent with the results in [15]. Moreover, the proposed design achieves almost the same performance as the existing method in [15] under all 3 cases because we also aim at maximizing the sum rate. We show the sum rate versus the number of antennas $M$ in Fig. 4 where we observe similar phenomenon as in Fig. 3. Besides, the gain due to the use of IRS or the optimization of IRS phase shifts is especially evident for relatively small $M$ since the transmit beamforming gain becomes more dominant for large $M$.

As shown in Table I, the proposed method without acceleration requires much fewer iterations to reach convergence than the method in [15]. Moreover, the average number of iterations can be further reduced after we apply the acceleration scheme.

V. CONCLUSIONS

We studied the sum rate maximization for an IRS-aided FD system by jointly optimizing the transmit beamforming and the IRS reflect beamforming. To address the difficult non-convex problem, we developed a fast converging iterative algorithm where the transmit beamformer and the reflect beamformer admit a semi-closed form solution and a closed-form solution, respectively, in each iteration. Compared to an existing scheme based on the Arimoto-Blahut algorithm, the proposed method has clear superiority in terms of convergence speed and computational complexity. Future works include convergence speed analysis and the extensions to the MIMO scenario and the robust beamforming design.

APPENDIX A

PROOF OF PROPOSITION 1

To simply the notation, let us define $f_1(w_i) \triangleq |h_i^H w_i|^2$, $f_2(w_i) \triangleq \frac{1}{||S_i s_i w_i|^2 + \sigma_i^2}$, and $f_3(w_i) \triangleq \frac{|h_i^H w_i|^2}{||S_i s_i w_i|^2 + \sigma_i^2}$.

Since $f_1(w_i)$ is convex with respect to $w_i$, it is lower bounded by its first-order Taylor expansion at $\tilde{w}_i$, i.e.,

$$f_1(w_i) \geq f_1(\tilde{w}_i) + 2\Re\{\tilde{w}_i^H h_i h_i^H (\tilde{w}_i - w_i)\}. \quad (15)$$

For $f_2(w_i)$, we first rewrite it by $f_2(u) = 1/u$, where $u \triangleq ||S_i s_i w_i|^2 + \sigma_i^2$. Clearly, $f_2(u)$ is a convex function and is thus lower bounded by $f_2(u) \geq f_2(\tilde{u}) - (u - \tilde{u})/\tilde{u}^2$, where $\tilde{u} \triangleq ||S_i s_i \tilde{w}_i|^2 + \sigma_i^2$. Therefore, we further have

$$f_2(w_i) \geq f_2(\tilde{w}_i) - ||S_i s_i w_i|^2 - ||S_i s_i \tilde{w}_i|^2 + 2\Re\{\tilde{w}_i^H h_i h_i^H (\tilde{w}_i - w_i)\}/(||S_i s_i \tilde{w}_i|^2 + \sigma_i^2). \quad (16)$$

We express $f_3(w_i)$ by $f_3(w_i, u) = |h_i^H w_i|^2/u$. Since $f(x, y) = |x|^2/y$ is jointly convex with $(x, y)$ for $y > 0$ [21 Section 3.1.7] and $h_i^H w_i$ is affine with respect to $w_i$, $f_3(w_i, u)$ is jointly convex with $(w_i, u)$. Thus, based on the Taylor expansion, it follows that $f_3(w_i, u) \geq f_3(\tilde{w}_i, \tilde{u}) + 2\Re\{\tilde{w}_i^H h_i h_i^H (\tilde{w}_i - w_i)\}/\tilde{u} - |h_i^H w_i|^2/(u - \tilde{u})/\tilde{u}^2$. Furthermore, using the definitions of $u$ and $\tilde{u}$, we have

$$f_3(w_i) \geq f_3(\tilde{w}_i) + 2\Re\{\tilde{w}_i^H h_i h_i^H (\tilde{w}_i - w_i)\}/(||S_i s_i \tilde{w}_i|^2 + \sigma_i^2) - |h_i^H \tilde{w}_i|^2/(||S_i s_i w_i|^2 - ||S_i s_i \tilde{w}_i|^2)/(||S_i s_i \tilde{w}_i|^2 + \sigma_i^2)^2. \quad (17)$$

Substituting (15) - (17) into the objective function of problem (5), we obtain (6), which is concave with respect to $w_i$.

APPENDIX B

PROOF OF PROPOSITION 2

Define $g_1(\bar{\theta}) \triangleq |\theta_i^H \phi_1|^2$, $g_2(\bar{\theta}) \triangleq |\theta_i^H \phi_2|^2$, and $g_3(\bar{\theta}) \triangleq |\theta_i^H \phi_3|^2|\theta_i^H \phi_4|^2$. Similarly to (15) and (16), we readily obtain a lower bound to $g_i(\bar{\theta})$ by

$$g_i(\bar{\theta}) \geq |\theta_i^H \phi_i|^2 + 2\Re\{\theta_i^H \phi_i^H (\bar{\theta} - \bar{\theta})\} - 2\Re\{\bar{\theta}^H \phi_i \phi_i^H \bar{\theta}\} - |\theta_i^H \phi_i|^2, \ i = 1, 2. \quad (18)$$
Different from $g_1(\tilde{\theta})$ or $g_2(\tilde{\theta})$, it is non-trivial to find an appropriate lower bound to $g_3(\tilde{\theta})$. We first rewrite $g_3(\tilde{\theta})$ by

$$g_3(\tilde{\theta}) = \tilde{\theta}^T \Phi \tilde{\theta} \geq \tilde{\theta}^T \Phi \tilde{\theta} + 2R\{\tilde{\theta}^T \Phi (\tilde{\theta} - \hat{\theta})\}$$

where (a) holds due to the convexity of $\tilde{\theta}^T \Phi \tilde{\theta}$, (b) holds because $\tilde{\theta}^T \Phi \tilde{\theta}$ holds for any Hermitian matrix $\tilde{\theta}$, and the equation $\tilde{\theta}^T \Phi \tilde{\theta} = \|\tilde{\theta}\|^2$, (c) holds only based on the definitions of $\tilde{\theta}$, $\hat{\theta}$, and $\Phi$, the fact that $\tilde{\theta} = \tilde{\theta}^T \Phi \tilde{\theta} + \tilde{\theta}^T \Phi \tilde{\theta}^*$, and the definition of $\Phi$. Define $\Phi \equiv -2(\tilde{\theta}^T \Phi \tilde{\theta}^* + \tilde{\theta}^T \Phi \tilde{\theta}^*) - 2\tilde{\theta}^T \Phi \tilde{\theta}^*$. Then, using [22] Section III-C] and $\|\tilde{\theta}\|^2 = N + 1$, we have

$$\tilde{\theta}^T \Phi \tilde{\theta} \geq 2R\{\tilde{\theta}^T \Phi (\tilde{\theta} - \hat{\theta})\} + (N + 1)\lambda_{\max}(\Phi) - \tilde{\theta}^T \Phi \tilde{\theta}^2.$$  \hspace{1cm} (21)

Based on (20) and (21), we obtain

$$g_3(\tilde{\theta}) \geq 2R\{\tilde{\theta}^T \Phi (\tilde{\theta} - \hat{\theta})\} + (N + 1)\lambda_{\max}(\Phi) - 3\tilde{\theta}^T \Phi \tilde{\theta}^2.$$

According to (18) and (22), we eventually obtain $$\Box$$ PROOF OF Proposition 2

Since the objective function of problem (4) must be upper bounded by a finite value, we only need to prove that the objective value of problem (4) (denoted by $R(w_1, w_2, \Theta)$) keeps increasing after each iteration of Algorithm 1

Define the lower bound in Proposition 1 by $f(w_1, \hat{w}_2)$. Then, we have $f(w_1) = f(\hat{w}_1 | \hat{w}_2) \leq f(w_1^* | \hat{w}_2) \leq f(w_1^*)$, where (a) and (c) hold due to Proposition 1 and and (b) holds because $w_1^*$ maximizes $f(w_1 | \hat{w}_2)$. Since $R(w_1, w_2, \Theta) = \log_2(\text{det}(f(w_1) + 1))$, it follows that $R(w_1, w_2, \Theta) \leq R(w_1^*, w_2, \Theta)$ and $R(w_1, w_2, \Theta) \leq R(w_1^*, w_2^*, \Theta)$, i.e., the objective value of problem (4) increases after the first and second steps in each iteration of Algorithm 1. Similarly, we can show that the objective value also increases after the third step in each iteration. Therefore, Algorithm 1 always converges. Since problem (4) is non-convex, Algorithm 1 cannot necessarily yield a global optimal solution. Nonetheless, simulation results in Section IV show that it achieves excellent performance under various scenarios.
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