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This paper proposes a two-stage maximum likelihood estimation (TSMLE) technique suited for multitone code division multiple access (MT-CDMA) system. Here, an analytical framework is presented in the indoor environment for determining the average bit error rate (BER) of the system, over Rayleigh and Ricean fading channels. The analytical model is derived for quadrature phase shift keying (QPSK) modulation technique by taking into account the number of tones, signal bandwidth (BW), bit rate, and transmission power. Numerical results are presented to validate the analysis, and to justify the approximations made therein. Moreover, these results are shown to agree completely with those obtained by simulation.
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1. INTRODUCTION

High-data-rate multimedia communications is one of the challenges currently being addressed in the research domain for the upcoming next generation wireless systems [1, 2]. Although the third generation (3G) systems (www.3gtoday.com) are supporting a maximum data rate of 153 kbps (CDMA2000) and 384 kbps (WCDMA) for voice and data applications, and 2.4 Mbps for data-only (CDMA 2000 1xEV-DO) applications, transmission rate for combined voice and data applications for the future generation systems is expected, and needed to be much higher. Consequently, researchers are exploring different schemes for high-data-rate applications. In this regard, multicarrier modulation schemes [3] such as multitone code division multiple access (MT-CDMA) system [4] are getting special attention [5]. MT-CDMA, a combination of orthogonal frequency division multiplexing (OFDM) and direct-sequence spread-spectrum (DS-SS) modulation, provides both high-data-rate transmission and multiple-access capabilities. Several research studies have developed MT-CDMA-based efficient schemes to combat different adverse effects, such as multiple-access interference (MAI) and multipath fading. However, no optimal detection technique has yet been devised. In this paper, we are proposing two-stage maximum likelihood estimation (TSMLE) as one of the probable solutions for the problem of optimal detection of MT-CDMA signals. The first stage of the TSMLE-based receiver performs the channel estimation, considering that either the received symbol or the estimate of the received symbol is known, while the second stage uses this estimated channel information to estimate the next symbol.

The theory of TSMLE was first proposed by Sesay [6] as an alternative to maximal ratio combining (MRC) of predetection type. MRC is a scheme that first weighs the individual diversity signals according to their signal-to-noise ratios (SNR), aligns their phases, and then sums them. Phase alignment requires fast and stable phase tracking loops for the wireless radio channel. But, due to several reasons, such as oscillator phase instability, mobility of transmitter and/or receiver, multipath fading, stable and fast tracking of the phase becomes very difficult; it becomes nearly unattainable when high-speed data applications are considered.
In the operation of TSMLE, the incoming data in the quadrature branches is divided into blocks of sufficient length, each of which is preceded by a reference symbol, known to the receiver, as shown in Figure 1a. The blocks are chosen such that the channel impulse response in each of these block intervals remains unchanged. As shown in Figure 1b, a detector follows the TSMLE. The reference interval of each block is sampled and maximum likelihood (ML) estimates of the quadrature channel gains are computed. Here, all channel amplitudes and phase variations are lumped into the quadrature gains, which are considered to be Gaussian processes, and ML methods are used for their estimation. Next, given the gain estimates, each data interval is sampled and ML estimates of the data bit values are computed. These estimated data bits are decoded at the output of the decoder according to their signs.

TSMLE provides manifold advantages. As pointed out in [7, 8], since quadrature gain estimation, given by TSMLE operation, is equivalent to phase estimation, the nonlinear loop requirement of phase tracking is eliminated. It has been shown in [9] that the complete TSMLE scheme is relatively simpler to implement than other reported schemes with comparable performance [7, 8, 10, 11, 12, 13, 14]. Besides, in the high bit rate environment, the overhead encountered from the reference symbols in TSMLE is reasonably small [6]. Capitalizing these advantages of TSMLE technique lets us find out further the reasons behind using this technique for MT-CDMA-based system. In [9] Sesay showed that the adaptation of adaptive TSMLE-based receiver must be achieved within one symbol period for efficient performance. In other words, larger symbol duration will result in better adaptation for TSMLE-based receiver. MT-CDMA already offers the advantage of generating large symbols due to its parallel transmission nature. As shown in [4, 15], as the number of tones increases, the BW corresponding to each subchannel gets narrower, and the fading on each subchannel can be considered approximately flat. These conclusions have led us to propose TSMLE-based receiver for MT-CDMA signals. Here, as in [6], accurate timing recovery is assumed and no attempt is made to track phase jitters while all channel effects are considered to be embedded in the gains. Notably, requiring no explicit phase tracking for the received signals, a TSMLE-based receiver could be regarded as a partially coherent system.

In summary, the contribution of this paper includes a proposed receiver structure for MT-CDMA system. A mathematical model is developed to derive the bit error rate (BER) performance of this proposed receiver for Rayleigh and Ricean fading indoor channel environments. The theoretical model for the Rayleigh fading channel is validated with simulation results. The analytical model shows the effect of number of tones on the system’s performance, and draws a comparison of its BER performance with its corresponding fully coherent receiver performance [4].

The outline of the paper is as follows. The structure of the system is presented in Section 2. In Section 3, the bit error probability of this system is analyzed for an indoor multipath-fading channel in the presence of MAI. Here, both Rayleigh- and Ricean-type fading channels are considered. The analysis is presented in terms of BER. In deriving the BER expressions, inclusion of guard intervals between the tones is not considered since it is clearly shown in [4] that this technique cannot completely suppress different interferences encountered in the system. We consider the situation in which the receiver can acquire time synchronization with the desired signal but not phase synchronization. Section 4 provides some numerical results and points out some possible challenges in this area. Finally conclusions are drawn.
2. SYSTEM MODEL

2.1. Transmitter model

Figure 2 shows the block diagram [4] of an MT-CDMA transmitter for the $k$th user $(1 \leq k \leq K)$ using quadrature phase shift keying (QPSK) modulation. At the transmitter side, a Gray-encoded serial QPSK symbol-stream is converted into $N_t$ parallel substreams at a rate of $N_c/T$ streams/s, with symbol duration $T$. Each of these substreams is then modulated by individual carrier frequencies in each branch. All these carrier frequencies within the symbol duration are orthogonal to each other in such a way that the signals carried by each tone can be recovered successfully. This, essentially, is the OFDM phenomenon that results in overlaps between the spectra associated with different tones; but as long as the orthogonality between these tones is unchanged, the signals carried by each tone can be recovered successfully.

Upon multiplexing different carrier-modulated signals, as shown in Figure 2, multitone signal is obtained. Spectrum spreading is achieved by multiplying the multitone signal with a pseudonoise (PN) sequence associated with the user of interest. It is important to note that spectrum spreading does not change the orthogonality property of the multitone signal. The PN sequence $a_k(t)$, associated with user $k$, has a chip duration of $T_c = T/N_c$, and the sequence is periodic with the sequence length $N_c$. At the output of the transmitter, the MT-CDMA signal transmitted by user $k$ becomes

$$S_k(t) = \sqrt{2P} \sum_{p=0}^{N_c-1} \text{Re} \left[ a_k(t)d_p(t)\exp\left\{-j2\pi f_p t + j\theta_{pk}\right\}\right],$$  \hspace{1cm} (1)

where $a_k(t)$ is given by

$$a_k(t) = \sum_{n=0}^{N_c-1} a_k^n P_{T_c}(t - nT_c)$$  \hspace{1cm} (2)

while $d_p(t) = I_p(t) + jQ_p(t)$ is the data symbols associated with $p$th tone of user $k$ with $I_p$ and $Q_p$ the in-phase and quadrature components, respectively. $P$ is the power associated with each user, which ensures perfect power control, and in turn guarantees that the system is not affected by the near-far problem. The parameter $\theta_{pk}$ is a constant phase angle introduced by the modulator of the $k$th user using the $p$th tone. In (2), $a_k^n \in \{1, -1\}$ is the $n$th bit in the PN-sequence and $P_{T_c}$ is a rectangular pulse of duration $T_c$.

2.2. Channel model

We assume that the channel between user $k$ transmitter and the corresponding receiver is an indoor multipath-fading channel and is characterized by the complex lowpass equivalent impulse response function of the form

$$h_k(t) = \sum_{l=0}^{L} \beta_{kl} \exp\left(j\gamma_{kl}\right) \delta(t - \tau_{kl}).$$  \hspace{1cm} (3)

The indoor channel model presented in (3) has been discussed in [16] and utilized in [4]. In (3), $kl$ refers to path $l$ of user $k$ with total number of paths $L$, while $\gamma_{kl}$ and $\tau_{kl}$ are the phases and the propagation delays, respectively. A commonly used assumption is that $\gamma_{kl}$ and $\tau_{kl}$ are independently and uniformly distributed where $\gamma_{kl} \in [0, 2\pi]$ and $\tau_{kl} \in [0, T/N_c]$. All the data bits are considered to be mutually independent and equally likely with $\pm 1$ values.

Finally, for the slow fading channel we can assume that the phase angles, $\gamma_{kl}$ and $\theta_{pk}$, with other random parameters associated with the channel, do not vary significantly over the duration of two adjacent data symbols. In our analysis we have considered both Rayleigh and Ricean distributed random path gains $\beta_{kl}$. These gains are assumed to be identically distributed and independent for different values of $k$ and $l$.

The Rayleigh probability density function (PDF) is given by

$$d_{\beta_k} = \begin{cases} \frac{r}{\rho_{kl}} \exp\left(-\frac{r^2}{2\rho_{kl}}\right), & r \geq 0, \\ 0, & r < 0, \end{cases}$$  \hspace{1cm} (4)

where $\rho_{kl}$, the variance of $\beta_{kl}$, represents the average path power of the $l$th path associated with user $k$.

The Ricean PDF is given by

$$d_{\delta_k} = \frac{r}{\sigma_r^2} \exp\left[-\frac{r^2 + S^2}{2\sigma_r^2}\right] I_0\left(\frac{rS}{\sigma_r^2}\right),$$  \hspace{1cm} (5)

where $r \geq 0$, $S \geq 0$. The Ricean parameter, $R = S^2/2\sigma_r^2$, represents the ratio of the power associated with the direct path
and $n(t)$ is an additive white Gaussian noise (AWGN) term of (two-sided) spectral density $N_0/2$ Watts/Hz. In (7), $*$ indicates the convolution operation.

This received signal is demodulated by means of a correlator in each TS-MLE receiver corresponding to each tone. In this case, the in-phase and quadrature-phase received signals corresponding to the first user and $q$th carrier at the correlator output are given by

$$r_{q1}^i(t) = \int_0^T r(t)a_1(t)\cos 2\pi f_q t\,dt,$$

$$r_{q1}^q(t) = \int_0^T r(t)a_1(t)\sin 2\pi f_q t\,dt. \tag{8}$$

Substituting (6) and (7) into (8) and after omitting the terms with $2f_0$, the in-phase and quadrature-phase received signals can be written as

$$r_{q1}^i(t) = [I_{q1}^0 G_{q1}^{sc} - Q_{q1}^0 G_{q1}^{cc} + |I_{q1}^1 G_{q1}^{cc} - Q_{q1}^1 G_{q1}^{sc}]$$

$$+ \sum_{p=0,\neq q}^{N_1-1} \{I_{p1}^- G_{p1}^{sc} - G_{p1}^{cc} + \bar{G}_{p1}^{sc} + \bar{G}_{p1}^{cc}\}$$

$$+ Q_{p1}^0 (G_{p1}^{sc} - G_{p1}^{cc}) + Q_{p1}^0 (G_{p1}^{cc} - G_{p1}^{sc})$$

$$+ \{I_{pk}^- G_{pk}^{sc} + G_{pk}^{cc} + I_{pk}^0 (G_{pk}^{cc} - G_{pk}^{sc}) + \psi_{q1}^i\}, \tag{9a}$$

$$r_{q1}^q(t) = [I_{q1}^0 G_{q1}^{sc} + Q_{q1}^0 G_{q1}^{cc} + |I_{q1}^1 G_{q1}^{cc} - Q_{q1}^1 G_{q1}^{sc}]$$

$$+ \sum_{p=0,\neq q}^{N_1-1} \{-I_{p1}^- G_{p1}^{sc} + G_{p1}^{cc} - \bar{G}_{p1}^{sc} - \bar{G}_{p1}^{cc}\}$$

$$+ Q_{p1}^0 (G_{p1}^{sc} + G_{p1}^{cc}) + Q_{p1}^0 (G_{p1}^{cc} + G_{p1}^{sc})$$

$$+ \{I_{pk}^- G_{pk}^{sc} - G_{pk}^{cc} - I_{pk}^0 (G_{pk}^{cc} - G_{pk}^{sc}) + \psi_{q1}^q\}, \tag{9b}$$

where

$$G_{pqk}^{cc} = \sqrt{\frac{P}{2}} \sum_{l=1}^L \beta_{kl} \sin (\phi_{kl}) R_{pqk}^*(\tau_{kl}), \tag{10a}$$

$$G_{pqk}^{sc} = \sqrt{\frac{P}{2}} \sum_{l=1}^L \beta_{kl} \sin (\phi_{kl}) \bar{R}_{pqk}^*(\tau_{kl}), \tag{10b}$$

$$R^c_{pqk}(\tau_{kl}) = \int_{-\tau_{kl}}^{\tau_{kl}} a_1(t)a_k(t - \tau_{kl} + T) \cos 2\pi (p - q)\frac{t}{T}dt, \tag{10c}$$

$$\bar{R}_{pqk}^c(\tau_{kl}) = \int_{-\tau_{kl}}^{\tau_{kl}} a_1(t)a_k(t - \tau_{kl}) \cos 2\pi (p - q)\frac{t}{T}dt, \tag{10d}$$

$$\phi_{kl} = 2\pi f_p \tau_{kl} - \theta_{pkl} + \gamma_{kl}. \tag{10e}$$

In (9a) and (9b) the $G$ functions are composed of all the channel effects, and are considered to be the channel gain component and the scattered path components in the multipath channel.

In both types of channels, identical distribution of channel coefficients is practically a reasonable assumption for the indoor environment where the transmitter and receiver are closely spaced. In this case, the main reflectors and scatterers result in approximately identical multipath structures [16].

### 2.3. Receiver model

#### 2.3.1. Basic structure

The proposed block diagram of the receiver for user 1, using a rectangular chip waveform, is shown in Figure 3. Here, the received signal $r(t)$ is given by

$$r(t) = y(t) + n(t), \tag{6}$$

where $y(t)$, the channel-corrupted signal, is given by

$$y(t) = \sum_{k=1}^{K} \sum_{p=0}^{N_t-1} \sum_{l=1}^L \text{Re} \left[ s_k(t) \ast h(t) \right]$$

$$= \sum_{k=1}^{K} \sum_{p=0}^{N_t-1} \sum_{l=1}^L \text{Re} \left\{ \sqrt{2P}p_{kl} a_k(t - \tau_{kl}) \right\}$$

$$\times \left[ I_{pk} (t - \tau_{kl}) + jQ_{pk} (t - \tau_{kl}) \right]$$

$$\times \exp \left\{ - j \left[ 2\pi f_q (t - \tau_{kl}) + \theta_{pk} - \gamma_{kl} \right] \right\}. \tag{7}$$
functions; the superscripts \(-1\) and \(0\) on the data symbols \(I\) and \(Q\) are used to represent the previous and current symbols, respectively. In (10a) and (10b), the first superscript in \(G\) represents the angular function (\(s\) for sine and \(c\) for cosine) in the expressions, while the second superscript represents the angular function (\(s\) for sine and \(c\) for cosine) in \(R\). This \(R\), the partial cross correlation function between two PN sequences, is defined in (10c) and (10d) for two different cases. Equation (10c) represents the phase angle of the received signal corresponding to \(l\)th user, \(l\)th path, and \(p\)th tone. Equations (9a) and (9b) can be analyzed as follows. The first term represents the desired signal component for the expected user (i.e., user 1) using the \(q\)th tone. The second term is the intersymbol interference (ISI) term due to the partial correlation between the user code and its delayed version. The third term is the intercarrier interference (ICI) term resulting from the other tones of user 1. The ISI due to partial correlation is also present in the third term. The fourth term represents the MAI, which also involves ISI and ICI. The final term is the AWGN term.

### 2.3.2. TSMLE

#### First stage

The demodulated signals are sampled at the multitone symbol rate \(t_p = t_p + nT\), taking into account the reference time \(t_p\), which represents the time for \(p\) number of QPSK symbols having a duration of \(T_p\) each; \(p\) being the tone number. For the demodulated data \(r_q(t)\) and \(r_s(t)\), we take the samples at every multitone interval \(T\) (considering \(t_p\), to be zero, i.e., perfect time synchronization) and compute the MLE of the corresponding channel gain estimates in the first stage. Assuming all the interference and noise terms to be collectively Gaussian in (8) and (9), the sampled quadrature components at the \(n\)th interval become

\[
\begin{align*}
I_{c1,n}^q &= I_{q1,n} G_{c1,n}^I - Q_{q1,n} G_{c1,n}^Q + \eta_{c1,n1}, \\
I_{s1,n}^q &= I_{q1,n} G_{s1,n}^I - Q_{q1,n} G_{s1,n}^Q + \eta_{s1,n1}.
\end{align*}
\]

In (11), the superscripts from the data components \(I\) and \(Q\) have been omitted since they represent the current symbols only. During the start-up period, only known data symbols are present in the received signal. The receiver stores these known data symbols. During this reference period the received samples and these stored symbols are used to generate ML estimates of the quadrature gains. The ML gain estimate in the \(n\)th observation interval can be obtained by using standard statistical methods (see the appendix), considering the fact that estimates (or the known data symbols) of \(I_{qn}\) and \(Q_{qn}\) are available. This results in

\[
\begin{align*}
\hat{G}_{c1,n}^I &= \frac{1}{(I_{q1,n})^2 + (Q_{q1,n})^2} \left[ I_{c1,n}^q r_s^q - I_{s1,n}^q r_c^q \right], \\
\hat{G}_{c1,n}^Q &= \frac{1}{Q_{q1,n}} \left[ \hat{I}_{q1,n} I_{q1,n}^q - \hat{Q}_{q1,n} Q_{q1,n}^q \right].
\end{align*}
\]

These estimated gain samples update the phase estimate for the voltage-controlled oscillator (VCO) (see Figure 3), and generate MLE of data symbols in the following period.

This phase estimate can be used to correct the phase through the VCO during demodulation operation. The phase correction in turn reduces cross-signal interference.

#### Second stage

In this stage we recover the data in the \(n\)th interval using the gain estimate in the previous interval. We assume that we have all the signal samples available up to the \(n\)th interval and the channel gain estimates are available up to \((n - 1)\)th interval. The standard statistical method (see the appendix) gives

\[
\begin{align*}
\hat{I}_{q1,n} &= \frac{1}{(\hat{G}_{c1,n}^I)^2 + (\hat{G}_{c1,n}^Q)^2} \left[ I_{q1,n} \hat{I}_{q1,n} I_{c1,n}^q - \hat{Q}_{q1,n} X_{q1,n} Q_{c1,n}^q \right] \\
&+ \frac{1}{\hat{Q}_{q1,n}} \left[ I_{q1,n} X_{q1,n} I_{c1,n}^q - Q_{q1,n} \hat{I}_{q1,n} I_{c1,n}^q \right],
\end{align*}
\]

where

\[
\begin{align*}
\hat{G}_{c1,n}^I &= \frac{1}{\hat{G}_{c1,n}^Q}, \\
X_{c1,n} &= \hat{G}_{c1,n}^I G_{c1,n}^I - \hat{G}_{c1,n}^Q G_{c1,n}^Q, \\
Y_{c1,n} &= \hat{G}_{c1,n}^I (\hat{G}_{c1,n}^I G_{c1,n}^I - \hat{G}_{c1,n}^Q G_{c1,n}^Q),
\end{align*}
\]

Finally, a likelihood ratio test is performed to decide on the actual transmitted symbol. As observed in [8], there is a probability that this estimate can suddenly diverge from the true value. This can occur when the channel is in deep fades and the detector makes a sequence of errors resulting in a degradation of the estimates. Reinitializing the data and gain matrices periodically can alleviate this problem.

### 3. Performance Analysis

In this section we analyze the bit error probability for MT-CDMA signals. Here, user 1, using the \(q\)th tone in the \(n\)th sampling interval, is considered to be the user of interest. Substituting (11) into (13), we get

\[
\hat{\phi}(t) = \frac{\hat{I}_{q1,n}}{\hat{Q}_{q1,n}} = \frac{1}{\hat{G}_{c1,n}^I} \left[ I_{q1,n} \hat{I}_{q1,n} X_{q1,n} Q_{c1,n}^q + Y_{q1,n} \right],
\]

where

\[
\begin{align*}
X_{q1,n} &= \hat{G}_{c1,n}^I G_{c1,n}^I + \hat{G}_{c1,n}^Q G_{c1,n}^Q, \\
Y_{c1,n} &= \hat{G}_{c1,n}^I (\hat{G}_{c1,n}^I G_{c1,n}^I - \hat{G}_{c1,n}^Q G_{c1,n}^Q),
\end{align*}
\]

Because of the symmetry, we can consider the in-phase branch only. In this case, the data bit estimate \(\hat{I}_{q1,n}\) conditioned on the previous gain matrix \(G_{c1,n-1}\) (\(G\)-terms with subscripts \(n - 1\)), current gain matrix \(G_{c1,n}\) (\(G\)-terms with subscripts \(n\)), and current data bit \(I_{q1,n}\) is Gaussian with the
following mean and covariance, respectively:

\[ E[\dot{i}_{q1,n}|\dot{G}_{n-1}, \dot{G}_n, i_{q1,n}] = i_{q1,n}a, \]
\[ \text{Cov}[\dot{i}_{q1,n}|\dot{G}_{n-1}, \dot{G}_n, i_{q1,n}] = b + c\sigma_n^2, \]

where

\[ a = \frac{X_{q1,n-1}}{g_{n-1}}, \]
\[ b = \frac{1}{(g_{n-1})^2} (C_{qc1,n}^2 G_{qc1,n-1}^2 - C_{qc1,n}^2 G_{qc1,n-1}^2)^2, \]
\[ c = \frac{1}{g_{n-1}}. \]

At this stage, we perform a likelihood ratio test [17] to decide on the actual transmitted symbol. We define two hypotheses, \( H_0 \) and \( H_1 \):

\[ H_0 : \dot{i}_{q1,n} = -a + Y_{qq,n-1} \]
\[ H_1 : \dot{i}_{q1,n} = -a + Y_{qq,n-1}. \]

From the above hypotheses we can easily show that the likelihood ratio is proportional to \( \{i_{q1,n}/(b + c\sigma_n^2)\} \). Since \( b \) and \( c \) are independent of the hypotheses, the test can be reduced by checking the sign of \( i_{q1,n} \), only, and we do not need to generate the estimate of \( \sigma_n^2 \).

The average probability of bit error, assuming that the inphase term \( i_{q1,n} = 1 \) has been transmitted, is given by

\[ P(\epsilon|I_{q1,n}) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P(\epsilon|H_1, \dot{G}_{n-1}, \dot{G}_n) p(\dot{G}_{n-1}, \dot{G}_n) d\dot{G}_{n-1} d\dot{G}_n, \]

where

\[ P(\epsilon|H_1, \dot{G}_{n-1}, \dot{G}_n) = \frac{1}{2} \text{erfc}\left(\frac{a}{\sqrt{2(b + c\sigma_n^2)}}\right). \]

Substituting (20) into (19), we get

\[ P(\epsilon|I_{q1,n}) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{2} \text{erfc}\left(\frac{a}{\sqrt{2(b + c\sigma_n^2)}}\right) p(\dot{G}_{n-1}, \dot{G}_n) d\dot{G}_{n-1} d\dot{G}_n. \]

Equation (21) does not give any closed form solution. But assuming fairly accurate gain estimation, that is,

\[ \hat{G}_{qc1,n-1}^2 \approx G_{qc1,n-1}^2, \]
\[ \hat{G}_{qc1,n-1}^2 \approx G_{qc1,n-1}^2, \]

the solution [18] of (21) gives

\[ P = \frac{1}{2} \left[ 1 - \left\{ \frac{2\alpha_{n-1}^2 + \sigma_n^2}{2\alpha_{n-1}^2 + 2\sigma_n^2} \right\}^{1/2} \right], \]

where \( \alpha_{n-1}^2 \) and \( \sigma_n^2 \) are the variances of gain terms and noise plus interference terms, respectively, in the \( (n-1) \)th time interval, while \( \sigma_n^2 \) represents the variance of noise plus interference in \( n \)th time interval. In this study, the assumption of slowly varying channels helps us to consider that the two consecutive noise plus interference samples differ only in the AWGN samples. We may therefore write

\[ \sigma_n^2 = \sigma_{n-1}^2. \]

Now, we define a new term \( A \) as

\[ A = \alpha_{n-1}^2. \]

Substituting (24) and (25) into (23), we get the probability of bit error for a particular user’s signal in MT-CDMA system using a particular tone \( q \) in the fading channel environment. This is given by

\[ P = \frac{1}{2} \left[ 1 - \left( \frac{2A + 1}{2A + 3} \right)^{1/2} \right]. \]

To find out the numerical results from our investigations, we need to compute the expressions for \( \alpha_{n-1}^2 \) and \( \sigma_n^2 \). In this case, we get two sets of expressions for Rayleigh and Ricean fading channels.

(A) \( \alpha_{n-1}^2 \) and \( \sigma_n^2 \) in the Rayleigh fading channel. For the Rayleigh fading channel, we can easily show [18] that

\[ \alpha_{n-1}^2 = \frac{pT^2}{4} \left( 1 + \frac{L - 1}{3N_cN_t} \right), \]
\[ \sigma_n^2 = \frac{pT^2}{4} \left( \frac{2(LK - L - 1)}{3N_cN_t} + \frac{2K(2L - 1)}{T^2} \right) \]
\[ + \sum_{p=0, q \neq q}^{N_t-1} \left[ E[R_{pq}^2] + E[R_{pq}^2] \right] + \frac{N_0}{E}. \]

In (28), the subscript \( k \) has been omitted from the correlation terms because the expected values of the squared correlation terms are independent of user-number \( k \) [4]. Also, \( E_s = E \rho \) is the mean received symbol energy and \( \rho \) is the average path power, which is assumed to be constant (i.e., \( \rho_{kl} = \rho \)) for all the paths and users in the channel under consideration. \( E_s = PT \) is the received symbol energy. Now, substituting the expressions of (27) and (28) into (26), we can evaluate the numerical results for the probability of bit error in the Rayleigh fading channel.

(B) \( \alpha_{n-1}^2 \) and \( \sigma_n^2 \) in the Ricean fading channel. Here, assuming that \( \beta_{11}^2 \), the variance of the first path for user 1, is known, we get the expression of \( \alpha_{n-1}^2 \) as [19]

\[ \alpha_{n-1}^2 = \frac{pB_{11}^2 T^2}{4} + \frac{P(S^2 + 2\sigma_n^2)T^2(L - 1)}{12N_cN_t}, \]

where the terms \( S^2 \) and \( 2\sigma_n^2 \) have already been defined in Section 2.2. Defining a new variable

\[ \psi = \frac{\beta_{11}^2}{S^2 + 2\sigma_n^2}, \]
we get
\[
\alpha_{n-1}^2 = \frac{PT^2(S^2 + 2\sigma^2)}{4}
\left( \psi + \frac{L-1}{3N_cN_t} \right).
\]
(31)

The expression for \(\sigma^2_n\) becomes
\[
\sigma^2_n = \frac{PT^2(S^2 + 2\sigma^2)}{4}
\times \left\{ \frac{2(2LK - L - 1)}{3N_cN_t} + \frac{2K(2L - 1)}{T^2} \right\}
\times \sum_{p=0, \neq q}^{N_c-1} \left[ E\left[ (R_{p,q}^c)^2 \right] + E\left[ (R_{p,q}^c)^2 \right] \right] + \frac{N_0}{E_s}.
\]
(32)

In (32), the subscript \(k\) has been omitted from the correlation terms for the same reason mentioned earlier. Here, \(E_s = E_c(S^2 + 2\sigma^2)\) is the mean received symbol energy. The average path power \((S^2 + 2\sigma^2)\) is assumed to be constant for all the paths and users (except for the power associated with the first user in the first path, i.e., \(\beta^2_{11}\)) in the channel under consideration. \(E_s = PT\) is the received symbol energy.

Now that the expression of \(\alpha_{n-1}^2\) is derived assuming that \(\beta^2_{11}\), or in other words \(\psi\), is known, (26) becomes the expression for the conditional BER as
\[
P(c|\psi) = \frac{1}{2} \left[ 1 - \left( \frac{2A + 1}{2A + 3} \right)^{1/2} \right].
\]
(33)

In this case, to find out the probability of BER of our interest, we need to average (33) over the PDF of \(\psi\). Since \(\beta_{11}\) is a Ricean distributed random variable, consequently, \(\psi\) is a normalized noncentral chi-squared random variable. The PDF of \(\psi\) can easily be derived [18] as
\[
p(\psi) = (R + 1) \exp \left\{ - [R + \psi(R + 1)] \right\}
\times I_0 \left( 2\sqrt{\psi R(R + 1)} \right)^{1/2}.
\]
(34)

Finally, the expression for the average bit error probability in the Ricean fading channel becomes
\[
P(e) = \int_0^\infty P(c|\psi)p(\psi)d\psi.
\]
(35)

Now substituting the expressions of (30), (32), (33), and (34) into (35), we can evaluate the numerical results for the probability of bit error in the Ricean fading channel. In this case, the integration in (35) does not give any closed-form solution and that is why we perform numerical integration for our results.

### 4. NUMERICAL RESULTS AND DISCUSSION

In this section, we present some numerical results in terms of BER. In all calculations, a channel with four paths has been used. The maximum number of tones used here is 32. The overall BW is assumed to be constant. To guarantee constant BW, identical chip duration is ensured with constant ratio between the number of chips and the number of tones. This can be further explained. With single-tone symbol duration \(T\) and the number of chips in the spreading sequence \(N_c\), for \(N_t\) number of tones, the symbol duration becomes \(N_tT\) and the total number of chips becomes \(N_tN_c\). As a result, identical chip duration \(T_c = T/N_c = N_tT/N_tN_c\) or, in other words, constant BW \((\equiv 1/T_c)\) is ensured. We have kept a constant delay range irrespective of the number of tones and this delay range is equal to the symbol duration corresponding to single-tone transmission.

Different scenarios have been made in [4] for the coherent MT-CDMA system’s performance study. This permits us to compare the performance of the TSMLE-based MT-CDMA system to the results reported in [4] for the Ricean fading channel. While computing the BER analytically, it has been found that the signal transmitted by the tone \((e.g., \psi)\) positioned at the center of the spectrum \((\psi\) of all \(N_t\) tones) provides worst-case performance. This is due to the cross carrier interference by which the central tone is mostly affected compared to the other tones. This worst-case scenario has been considered in all the analytical results.

Here, Figures 4, 5, and 6 show the performances of the TSMLE-based MT-CDMA system in terms of BER in Rayleigh fading channel while Figures 7 and 8 show the performance in Ricean fading channel. Finally, Figure 9 shows a BER performance comparison between TSMLE-based MT-CDMA and coherent MT-CDMA systems with identical setting. In Figure 4, BER versus the averaged received symbol energy over noise ratio (SNR) for single user case is plotted for the Rayleigh fading channel. There is no interfering user. The curves clearly show that, with an increase in the number of tones, performance of the system improves in terms of BER. In the performance curves, the irreducible error
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Figure 5: Theoretical and simulation results for TSMLE-based MT-CDMA system in the Rayleigh fading channel without the presence of MAI. Number of paths-4.

BER performance in the Rayleigh fading channel for PN-code length and tones ratio, \(N_c/N_t = 128/8 = 256/16 = 512/32\) in the presence of MAI (10 users).

Figure 6: BER performance in the Rayleigh fading channel for PN-code length and tones ratio, \(N_c/N_t = 128/8 = 256/16 = 512/32\) in the presence of single user.

BER performance in the Ricean fading channel \((R = 2)\) for PN-code length and tones ratio, \(N_c/N_t = 128/8 = 256/16 = 512/32\) in the presence of MAI (10 users).

Figure 7: BER performance in the Ricean fading channel \((R = 2)\) for PN-code length and tones ratio, \(N_c/N_t = 128/8 = 256/16 = 512/32\) in the presence of single user.

Figure 8: BER performance in the Ricean fading channel \((R = 2)\) for PN-code length and tones ratio, \(N_c/N_t = 128/8 = 256/16 = 512/32\) in the presence of MAI (10 users).

probability is encountered due to the presence of ISI and ICI (for \(N_t > 2\)), which are not cancelled at the receiver. It is interesting to note that with higher number of tones, this irreducible error floor is notably reduced. This can be explained by the fact that as we increase the number of tones in the system, the symbol duration becomes larger, which in turn makes the effect of ISI smaller on the BER performance. On the other hand, as we are always considering the central frequency \((q = N_t/2)\) for the analysis, the ICI, resulting from the reasonable increase in the number of tones, does not increase significantly. In this case, the tones sitting around both edges of the MT-spectrum have little effect on the central frequency, the carrier frequency of interest. So, at higher number of tones, with a considerable decrease in the ISI and very small increase in the ICI, the overall effect of the interference becomes smaller, making the error floor significantly low.
In case of Ricean fading channel, all the results are obtained using numerical integration with Ricean parameter $R = 2$. Figure 7 shows the BER as a function of SNR, for an arbitrary user (here, user 1), obtained in the presence of multiple users. As before, a total number of 10 users is considered here. The performance curves show similar characteristics as shown in Figure 6 for Rayleigh fading channel. If we compare the performance of the system in the Ricean fading channel with that in the Rayleigh fading one, we observe that the former one performs better due to the presence of a strong path in its multipath components.

The system performance exhibits irreducible error probability even at higher number of tones. In this case, although at higher number of tones, (as discussed earlier) the ICI does not increase significantly, and the effect of the ISI is greatly reduced; the MAI provides a major detrimental role on the system's performance. Here, at higher SNR, the MAI cannot be compensated due to the presence of the interfering users transmitting their signals with equal power, and as a result, at higher SNRs the MAI keeps the error floor approximately unchanged.

In all the performance curves, it is observed that the increase in gain, going from 8 to 16 tones is greater than going from 16 to 32 tones. This shows that gain saturation in the BER performance is encountered as the number of tones increases. This can be explained in the following way. With the increase in the number of tones, the transmitted symbol duration gets increased in the time domain, which is equivalent to sending the same symbol (corresponding to single tone) in different consecutive time slots. Consequently, an inherent diversity takes place during transmission. In case of diversity combining, with independent fading in each time slot, if the probability of a signal in error (i.e., the signal will fade below a certain level) in one time slot is $p$, then it becomes $p^M$ for $M$.
In this appendix we derive the expressions of ML gain and data estimates for MT-CDMA signals. Here, the quadrature received signal samples \( r_{cn} \) and \( r_{sm} \) in an \( n \)th time interval are given by

\[
\begin{align*}
    r_{cn} &= I_n G_{cn} - Q_n G_{sn} + \eta_{cn}, \\
    r_{sm} &= I_n G_{sm} + Q_n G_{sn} + \eta_{sm},
\end{align*}
\]

where \( I_n \) and \( Q_n \) are the \( n \)th samples of the quadrature data components, \( G_{cn} \) and \( G_{sn} \) are the \( n \)th samples of the quadrature gain components and, \( \eta_{cn} \) and \( \eta_{sm} \) are the \( n \)th samples of the quadrature noise plus interference components. \( \eta_{cn} \) and \( \eta_{sm} \) components are considered to be Gaussian distributed random variables.

### A.1. ML gain estimates

Since \( \eta_{cn} \) and \( \eta_{sm} \) samples are Gaussian distributed random variables, so if we assume that all the data and gain samples are known, the received signal components are also Gaussian distributed random variables. The first task is to determine the conditional means and variances of the received signal samples, given \( \{ I_n, Q_n, G_{cn}, G_{sn} \} \). The conditional means are

\[
\begin{align*}
    m_1 &= E(r_{cn} | I_n, Q_n, G_{cn}, G_{sn}) = I_n G_{cn} - Q_n G_{sn}, \\
    m_2 &= E(r_{sm} | I_n, Q_n, G_{cn}, G_{sn}) = I_n G_{sm} + Q_n G_{sn}.
\end{align*}
\]

In (A.2), \( E(x) \) represents the expected value of \( x \). The quadrature received signal samples have an identical variance of \( \sigma_r^2 \) given by

\[
\sigma_r^2 = \text{Var}(r_{cm}) = \text{Var}(r_{sm}).
\]

In (A.3), \( \text{Var}(x) \) represents the variance of \( x \). Since the quadrature components are statistically independent, of each other so the joint PDF of the two received data samples conditioned on the available quadrature data estimates (or known data) and gains are given by

\[
\begin{align*}
    p(r_{cn}, r_{sm} | I_n, Q_n, G_{cn}, G_{sn}) &= \frac{1}{2\pi\sigma_r^2} \exp \left[ -\frac{(r_{cn} + m_1)^2}{2\sigma_r^2} + \frac{(r_{sm} + m_2)^2}{2\sigma_r^2} \right],
\end{align*}
\]

where \( \hat{I}_n \) and \( \hat{Q}_n \) are the estimated quadrature data components. The gain estimates are selected to minimize the log likelihood function. Taking natural log on both sides of (A.4), we get

\[
\begin{align*}
    \log \left[ p(r_{cn}, r_{sm} | \hat{I}_n, \hat{Q}_n, G_{cn}, G_{sn}) \right] &= \log \left[ \frac{1}{2\pi\sigma_r^2} \right] - \left\{ \frac{(r_{cn} + m_1)^2}{2\sigma_r^2} + \frac{(r_{sm} + m_2)^2}{2\sigma_r^2} \right\},
\end{align*}
\]

Therefore, the upper limit of number of tones depends on the channel condition. Each added tone increases the power efficiency and increases the cost of the power amplifier. In the practical setting, in increasing the number of tones, we need to take into account the system complexity and MT-CDMA system.

There are many challenges, which are not considered in the limited scope of this paper. Working with MT-CDMA system, which is an OFDM-based system, gives two substantial challenges. Firstly, due to the large dynamic range of the output of the FFT, OFDM has a larger peak-to-average power ratio (PAPR) compared to single-carrier systems. This reduces the power efficiency and increases the cost of the power consumption of the transmitter amplifier. Secondly, OFDM system is susceptible to frequency offset and phase noise. In future, these challenges, including the challenge in the reduction of the various interferences such as MAI, ISI, and ICI, need to be addressed in the area of 3G wireless systems using MT-CDMA scheme.

### 5. CONCLUSIONS

In this paper we have proposed a TSMLE-based receiver for MT-CDMA system. This receiver can be considered as a partially coherent receiver. An analytical technique for determining the BER performance of MT-CDMA system with its proposed receiver structure has been presented. The study has considered indoor environment with both Rayleigh and Ricean fading channels. The influence of the number of tones has been shown for a constant delay range. Differences in the Ricean fading channel show that TSMLE-based MT-CDMA receiver performs better than fully coherent MT-CDMA system. Although the analytical method presented in this paper has been developed for indoor channel environment, this method can be applied for any other type of channels with little modifications.

### APPENDIX

#### A. MAXIMUM LIKELIHOOD (ML) GAIN AND DATA ESTIMATES

In this appendix we derive the expressions of ML gain and data estimates for MT-CDMA signals. Here, the quadrature received signal samples \( r_{cn} \) and \( r_{sm} \) in an \( n \)th time interval are given by

\[
\begin{align*}
    r_{cn} &= I_n G_{cn} - Q_n G_{sn} + \eta_{cn}, \\
    r_{sm} &= I_n G_{sm} + Q_n G_{sn} + \eta_{sm},
\end{align*}
\]

where \( I_n \) and \( Q_n \) are the \( n \)th samples of the quadrature data components, \( G_{cn} \) and \( G_{sn} \) are the \( n \)th samples of the quadrature gain components and, \( \eta_{cn} \) and \( \eta_{sm} \) are the \( n \)th samples of the quadrature noise plus interference components. \( \eta_{cn} \) and \( \eta_{sm} \) components are considered to be Gaussian distributed random variables.

#### A.1. ML gain estimates

Since \( \eta_{cn} \) and \( \eta_{sm} \) samples are Gaussian distributed random variables, so if we assume that all the data and gain samples are known, the received signal components are also Gaussian distributed random variables. The first task is to determine the conditional means and variances of the received signal samples, given \( \{ I_n, Q_n, G_{cn}, G_{sn} \} \). The conditional means are

\[
\begin{align*}
    m_1 &= E(r_{cn} | I_n, Q_n, G_{cn}, G_{sn}) = I_n G_{cn} - Q_n G_{sn}, \\
    m_2 &= E(r_{sm} | I_n, Q_n, G_{cn}, G_{sn}) = I_n G_{sm} + Q_n G_{sn}.
\end{align*}
\]

In (A.2), \( E(x) \) represents the expected value of \( x \). The quadrature received signal samples have an identical variance of \( \sigma_r^2 \) given by

\[
\sigma_r^2 = \text{Var}(r_{cm}) = \text{Var}(r_{sm}).
\]

In (A.3), \( \text{Var}(x) \) represents the variance of \( x \). Since the quadrature components are statistically independent, of each other so the joint PDF of the two received data samples conditioned on the available quadrature data estimates (or known data) and gains are given by

\[
\begin{align*}
    p(r_{cn}, r_{sm} | \hat{I}_n, \hat{Q}_n, G_{cn}, G_{sn}) &= \frac{1}{2\pi\sigma_r^2} \exp \left[ -\frac{(r_{cn} + m_1)^2}{2\sigma_r^2} + \frac{(r_{sm} + m_2)^2}{2\sigma_r^2} \right],
\end{align*}
\]

where \( \hat{I}_n \) and \( \hat{Q}_n \) are the estimated quadrature data components. The gain estimates are selected to minimize the log likelihood function. Taking natural log on both sides of (A.4), we get

\[
\begin{align*}
    \log \left[ p(r_{cn}, r_{sm} | \hat{I}_n, \hat{Q}_n, G_{cn}, G_{sn}) \right] &= \log \left[ \frac{1}{2\pi\sigma_r^2} \right] - \left\{ \frac{(r_{cn} + m_1)^2}{2\sigma_r^2} + \frac{(r_{sm} + m_2)^2}{2\sigma_r^2} \right\},
\end{align*}
\]

Now, letting the estimate of \( G_{cn} \) be \( G_{cn} \) and taking the derivative of (A.5) with respect to \( G_{cn} \) and equating it to zero, we get

\[
\hat{G}_{cn} = \frac{r_{cn} \hat{I}_n + r_{sm} \hat{Q}_n}{\hat{I}_n^2 + \hat{Q}_n^2}.
\]
Similarly, letting the estimate of $G_{sn}$ be $\hat{G}_{sn}$ and taking the derivative of (A.5) with respect to $G_{sn}$ and equating it to zero, we get

$$\hat{G}_{sn} = \frac{r_{mn} G_{sn} - r_{mn} Q_{n}}{I_n^2 + Q_n^2}.$$ \hfill (A.7)

Equations (A.6) and (A.7) can be represented in the matrix form as given below:

$$
\begin{pmatrix}
\hat{G}_{cn} \\
\hat{G}_{sn}
\end{pmatrix} = \frac{1}{I_n^2 + Q_n^2} 
\begin{pmatrix}
r_{cn} & r_{sn} \\
r_{sn} & -r_{cn}
\end{pmatrix} 
\begin{pmatrix}
\hat{I}_n \\
\hat{Q}_n
\end{pmatrix}.
\hfill (A.8)

A.2. ML data estimates

In this stage we recover the data in the $n$th interval using the gain estimates in the previous interval. We assume that we have all the signal samples available up to the $n$th interval and the channel gain estimates are available up to $(n-1)$th interval. Since we are considering a very slow varying channel, we can replace $G_n$ terms with $G_{n-1}$ terms in (A.5). The data estimates are selected to minimize the log likelihood function with $G_{n-1}$ replacing $G_n$.

Taking derivative of (A.5) with respect to $Q_n$ and equating it to zero, we get the estimate of $I_n$ as

$$\hat{I}_n = \frac{r_{mn} \hat{G}_{cn,n-1} + r_{cn} \hat{G}_{cn,n-1}}{\hat{G}_{cn,n-1} + \hat{G}_{cn,n-1}}.$$ \hfill (A.9)

Taking derivative of (A.5) with respect to $Q_n$ and equating it to zero, we get the estimate of $Q_n$ as

$$\hat{Q}_n = \frac{r_{mn} \hat{G}_{cn,n-1} - r_{cn} \hat{G}_{cn,n-1}}{\hat{G}_{cn,n-1} + \hat{G}_{cn,n-1}}.$$ \hfill (A.10)

Formulas (A.9) and (A.10) may be written in matrix form as

$$\begin{pmatrix}
\hat{I}_n \\
\hat{Q}_n
\end{pmatrix} = \frac{1}{\hat{G}_{cn,n-1} + \hat{G}_{cn,n-1}} 
\begin{pmatrix}
r_{cn} & r_{sn} \\
r_{sn} & -r_{cn}
\end{pmatrix} 
\begin{pmatrix}
\hat{G}_{cn,n-1} \\
\hat{G}_{cn,n-1}
\end{pmatrix}.$$ \hfill (A.11)
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