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Abstract. A learning approach for optimal feedback gains for nonlinear continuous time control systems is proposed and analysed. The goal is to establish a rigorous framework for computing approximating optimal feedback gains using neural networks. The approach rests on two main ingredients. First, an optimal control formulation involving an ensemble of trajectories with ‘control’ variables given by the feedback gain functions. Second, an approximation to the feedback functions via realizations of neural networks. Based on universal approximation properties we prove the existence and convergence of optimal stabilizing neural network feedback controllers.
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1. Introduction

Closed loop optimal feedback control of nonlinear dynamical systems remains to be a major challenge. Ultimately this involves the solution of a Hamilton Jacobi Bellman (HJB) equation, a hyperbolic system whose dimension is that of the state space. Thus, inevitably one is confronted with a curse of dimensionality, possibly first stated in [1]. In the case of linear dynamics, the absence of control and state constraints and a quadratic cost functional the HJB equation simplifies to a Riccati equation. This Riccati equation has received a tremendous amount of attention in the control literature, both from the point of view of analysis as well as efficient numerical realization. One of the frequently used approaches to nonlinear problems is therefore based on applying the Riccati framework locally to linear-quadratic approximations of genuine nonlinear problems. This can be very effective, but optimal controls based on the HJB equation differ from their Riccati-based approximation especially in the transient phase. Moreover linearization based feedback laws are often more expensive or may even fail to reach the control objective, see e.g. [5, 21]. This suggests the search for deriving methods to obtain good approximations to optimal feedback solutions for nonlinear systems, which go beyond local linear-quadratic approximations. In this paper we propose and analyze such an approach.
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To present the main ideas and features of the methodology we focus on stabilization problems of the form

$$\inf_{u \in L^2(0,\infty;\mathbb{R}^m)} \frac{1}{2} \int_0^\infty \left( |Qy(t)|^2 + \beta |u(t)|^2 \right) \, dt$$

subject to

$$\dot{y} = f(y) + Bu, \quad y(0) = y_0,$$

where $f$ describes the nonlinear dynamics, $B \in \mathbb{R}^{n \times m}$, is the control operator, $Q \in \mathbb{R}^{n \times n}$ is positive semidefinite, $\beta > 0$, and the optimal control is sought in feedback form. The value function $V$ associated to $(P)$, which assigns to each initial condition $y_0$ the value of the optimal cost, satisfies a HJB equation. Once available, the optimal control to $(P)$ can be expressed in feedback form as $u^*(t) = -B^T \nabla V(y(t))$. If $M$ degrees of freedom are used to discretize the HJB equation in each of the directions $y_i$, then this results in a system of dimension $M^n$. Except for small dimensions $n$ of the state equation this is unfeasible and alternatives must be sought. In this paper we propose to replace the control $u$ in $(P)$ by $F(y)$ and minimize with respect to the feedback $F$ over an admissible set $\mathcal{H}$. It can be expected that the effectiveness of such a procedure depends on the location of the orbit $\mathcal{O} = \{y(t; y_0) : t \in (0, \infty)\}$ within the state space $\mathbb{R}^n$. To accommodate the case that $\mathcal{O}$ does not ‘cover’ the state-space sufficiently well, we propose to look at the ensemble of orbits departing from a compact set $Y_0$ of initial conditions and reformulate the problem accordingly. For this purpose we introduce a probability measure $\mu$ on $Y_0$ and replace $(P)$ by

$$\inf_{F \in \mathcal{H}} \frac{1}{2} \int_{Y_0} \int_0^\infty \left( |Qy(y_0; t)|^2 + \beta |F(y(y_0; t))|^2 \right) \, dt \, d\mu$$

subject to

$$\dot{y}(y_0; t) = f(y(y_0; t)) + BF(y(y_0; t)), \quad y(y_0; 0) = y_0,$$

for $\mu$-a.e. $y_0 \in Y_0$. Mathematical precision to this formulation will be given below. We note that $(P_{Y_0})$ represents a learning problem for the feedback function $F$ on the basis of the data $\mathcal{O}_{ext} = \{y(t; y_0) : t \in (0, \infty), y_0 \in Y_0\}$.

For the practical realization of $(P_{Y_0})$ the discretization or parametrization of the feedback function $F$ must be addressed. To this end, due to their excellent approximation properties in practice, we propose the use of neural networks. Let $\theta$ denote the string of network parameters, and denote by $F_{\theta}$ the approximation of $F$ by the realization of a neural network. Using this parameterization in $(P_{Y_0})$ we arrive at the problem which represents the focus of the investigations in this paper:

$$\inf_{\theta} \frac{1}{2} \int_{Y_0} \int_0^\infty \left( |Qy(y_0; t)|^2 + \beta |F_{\theta}(y(y_0; t))|^2 \right) \, dt \, d\mu$$

subject to

$$\dot{y}(y_0; t) = f(y(y_0; t)) + BF_{\theta}(y(y_0; t)), \quad y(y_0; 0) = y_0.$$
From the machine learning point of view, the HJB approach is intimately related to reinforcement learning (RL). For discrete time systems, overviews on this subject are presented in the inspiring monographs [3, 35]. See also the survey articles [33, 38]. Reinforcement learning comprises e.g. value function-based feedback approaches such as value and policy iterations, including the Q-factor versions. The concept of RL rollout algorithms, [2], is closely related to receding horizon control. Another type of RL methods which do not rely on value function approximation can be summarized under parametrized policy learning. These include e.g. interpolation of feedback laws from optimal open loop state-control pairs also known as expert supervised or imitation learning, [29]. The parametrized policy method which is closest to our approach is referred to as training by cost optimization, ([3], Chap. 4), or policy gradient, ([35], Chap. 13), see also [30]. We also mention structural similarities between \((P_{Y_0,θ})\) and optimal control problems under uncertainty, [18, 23].

While there are conceptual parallels between our research and selected machine learning methodologies, here the focus lies on a rigorous mathematical analysis of the approach sketched above. We shall also provide examples illustrating the numerical feasibility of the proposed method but we do not aim for sophistication in this respect within the present paper.

The manuscript is structured as follows. In Section 2 we briefly summarize our notation, Section 3 contains some aspects of optimal feedback stabilization which are pertinent for our work. In Section 4 we present the proposed learning formulation of the optimal feedback stabilization problem. We then aim for an approximation result of the optimal feedback law by neural networks. For this purpose we collect and derive necessary results for neural networks in Section 5. Finally, in Section 6, the set of admissible feedback laws in the learning problem is replaced by realizations of neural networks. Existence of optimal neural networks as well as convergence of the associated feedback laws is argued. Amongst other issues, main difficulties that need to be overcome arise due to the infinite time horizon and the fact that the dynamics of the system as well as the feedback functions are only assumed to be locally Lipschitz. Some aspects for the practical realization of our approach are given in Section 7. Section 8 contains a brief description of numerical examples. The Appendix details the proofs of several necessary technical results. In particular in Appendix D we give a version of the universal approximation theorem in \(C^1\), with bounds on the coefficients, which we were not able to find in the literature.

2. Notation

Let a complete measure space \((Ω, A, μ)\) as well as a Banach space \(Y\) with norm \(\|\cdot\|_Y\) be given. The topological dual space of \(Y\) is denoted by \(Y^∗\) and the corresponding duality paring is abbreviated as \(⟨·, ·⟩_{Y,Y^∗}\). Following p. 41 of [11] we call \(y : Ω → Y\) \(μ\)-measurable or strongly measurable if there exists a sequence \(\{y_i\}_{i∈N}\) of simple functions with

\[
\lim_{i→∞} \|y_i(ω) − y(ω)\| = 0 \quad \text{for } μ - a.e. \ ω ∈ Ω.
\]

Here a mapping \(y_i : Ω → Y\) is simple if \(y_i = \sum_{j=1}^{N_i} y_j χ_{A_j}\) for some \(y_1, \ldots, y_{N_i} ∈ Y\) and characteristic functions \(χ_{A_j}, A_j ∈ A\). If the mapping

\[
\hat{y} : Ω → Y, \quad \hat{y}(ω) = ⟨y(ω), y^∗⟩_{Y,Y^∗}.
\]

is \(μ\)-measurable for all \(y^∗ ∈ Y^∗\) we term \(y\) weakly measurable. Strong and weak measurability are stable under pointwise almost everywhere convergence i.e. if \(\{y_i\}_{i∈N}\) is a sequence of strong (weak) measurable functions and \(y\) is defined by \(y(ω) = \lim_{i→∞} y_i(ω)\) for \(μ\)-a.e. \(ω ∈ Ω\) then \(y\) is strong (weak) measurable, respectively ([11], p. 41). If \(Y\) is separable, Pettis’ Theorem, cf. ([11], p. 42), states the equivalence of strong and weak measurability.
We further introduce $L^p_p(\Omega, \mathcal{A}; Y)$, $p \in [1, \infty]$, as the Bochner space of equivalence classes of strongly measurable functions $y: \Omega \to Y$ such that the associated norms

$$
\|y\|_{L^p_p(\Omega, \mathcal{A}; Y)} = \left( \int_{\Omega} \|y(\omega)\|_Y^p \, d\mu(\omega) \right)^{\frac{1}{p}}, \quad p \in [1, \infty)
$$

as well as

$$
\|y\|_{L^\infty_p(\Omega, \mathcal{A}; Y)} = \inf_{\mathcal{O} \in \mathcal{A}} \sup_{\mu(\mathcal{O}) = 0} \|y(\omega)\|_Y
$$

are finite. If the measure $\mu$ and/or the $\sigma$-algebra $\mathcal{A}$ are clear from the context we omit them in the description of the space and simply write $L^p_p(\Omega; Y)$ and $L^p_p(\Omega; Y)$, respectively, for shortage. If $Y$ is reflexive and $p \in (1, \infty)$ we identify

$$
L^p_p(\Omega, \mathcal{A}; Y)^* \simeq L^q_Q(\Omega, \mathcal{A}; Y^*)
$$

where $1/q + 1/p = 1$. For all $y \in L^p_p(\Omega, \mathcal{A}; Y)$ and $y' \in L^q_Q(\Omega, \mathcal{A}; Y^*)$ we have

$$
\langle y, y' \rangle_{L^p_p(\Omega, \mathcal{A}; Y), L^q_Q(\Omega, \mathcal{A}; Y^*)} = \int_{\Omega} \langle y(\omega), y'(\omega) \rangle_{Y, Y^*} \, d\mu(\omega).
$$

If $Y$ is a Hilbert space with respect to the norm induced by the inner product $(\cdot, \cdot)_Y$ then $L^2_p(\Omega, \mathcal{A}; Y)$ is also a Hilbert space with inner product

$$
(y_1, y_2)_{L^2_p(\Omega, \mathcal{A}; Y)} = \int_{\Omega} \langle y_1(\omega), y_2(\omega) \rangle_Y \, d\mu(\omega) \quad \forall y_1, y_2 \in L^2_p(\Omega, \mathcal{A}; Y).
$$

For further references see [11, 14].

For a metric space $X$ we denote the space of bounded continuous functions between $X$ and $Y$ by $\mathcal{C}_b(X; Y)$. It forms a Banach space together with the supremum norm

$$
\|\varphi\|_{\mathcal{C}_b(X; Y)} = \sup_{x \in X} \|\varphi(x)\|_Y \quad \text{for } \varphi \in \mathcal{C}_b(X; Y).
$$

Throughout this paper, let $Y_0 \subset \mathbb{R}^n$ be compact, and set $I := [0, \infty)$. Define

$$
W_\infty = \{ y \in L^2(I; \mathbb{R}^n) \mid \dot{y} \in L^2(I; \mathbb{R}^n) \}.
$$

Here the temporal derivative is understood in the distributional sense. We equip $W_\infty$ with the norm induced by the inner product

$$
(y_1, y_2)_{W_\infty} = (\dot{y}_1, \dot{y}_2)_{L^2(I; \mathbb{R}^n)} + (y_1, y_2)_{L^2(I; \mathbb{R}^n)} \quad \text{for } y_1, y_2 \in W_\infty,
$$

making it a Hilbert space. We frequently use the following properties of functions in $W_\infty$. First, $W_\infty$ continuously embeds into $\mathcal{C}_b(I; \mathbb{R}^n)$, i.e. there exists a constant $C > 0$ such that

$$
\|y\|_{\mathcal{C}_b(I; \mathbb{R}^n)} \leq C \|y\|_{W_\infty}, \quad \text{for all } y \in W_\infty,
$$

(2.1)
see e.g. Theorem 3.1 of [26]. Second, we have
\[
\lim_{t \to \infty} |y(t)| = 0, \text{ for all } y \in W_\infty,
\]
see pg. 521 of [7].

Given two Banach spaces $X$ and $Y$, the space of linear and continuous functionals between $X$ and $Y$ is denoted by $\mathcal{L}(X,Y)$. It is a Banach space with respect to the canonical operator norm given by
\[
\|A\|_{\mathcal{L}(X,Y)} = \sup_{\|x\|_X = 1} \|Ax\|_Y \quad \forall A \in \mathcal{L}(X,Y).
\]
We further abbreviate $\mathcal{L}(X) := \mathcal{L}(X,X)$.

3. Preliminaries

In the following we consider a controlled autonomous dynamical system of the form
\[
\dot{y} = f(y) + Bu \quad \text{in } L^2(I; \mathbb{R}^n), \quad y(0) = y_0,
\]
where $y_0 \in \mathbb{R}^n$ is a given initial condition. The nonlinearity is described by a Nemitsky operator
\[
f: W_\infty \to L^2(I; \mathbb{R}^n), \quad f(y)(t) = f(y(t)) \quad \text{for a.e. } t \in I,
\]
where $f: \mathbb{R}^n \to \mathbb{R}^n$. The requirements on $f$ will be specified in Assumption 3.1 below. The dynamics of the system can be influenced by choosing a control function $u \in L^2(I; \mathbb{R}^m)$ which enters via a bounded linear operator
\[
B: L^2(I; \mathbb{R}^m) \to L^2(I; \mathbb{R}^n), \quad Bu(t) = Bu(t) \quad \text{for a.e. } t \in I
\]
induced by a matrix $B \in \mathbb{R}^{n \times m}$.

3.1. Open loop optimal control

Our interest lies in determining a control $u^* \in L^2(I; \mathbb{R}^m)$ which keeps the associated solution $y^* \in W_\infty$ to (3.1) small in a suitable sense and steers it to 0 as $t \to \infty$. This can be achieved by computing an optimal pair $(\bar{y}, \bar{u})$ to the open loop infinite horizon optimal control problem

\[
\begin{align*}
\inf_{y \in W_\infty, u \in L^2(I; \mathbb{R}^m)} & \quad \frac{1}{2} \int_I \left( |Qy(t)|^2 + \beta |u(t)|^2 \right) \, dt \\
\text{s.t.} & \quad \dot{y} = f(y) + Bu, \quad y(0) = y_0,
\end{align*}
\]

for some positive semi-definite matrix $Q \in \mathbb{R}^{n \times n}$ and a fixed cost parameter $\beta > 0$. In the following we silently assume that the infimum in $(P^\beta_{y_0})$ is attained for every $y_0 \in \mathbb{R}^n$. For abbreviation we further set
\[
J: W_\infty \times L^2(I; \mathbb{R}^m) \to \mathbb{R}, \quad J(y, u) = \frac{1}{2} \int_I \left( |Qy(t)|^2 + \beta |u(t)|^2 \right) \, dt.
\]

The open loop approach comes with several drawbacks. First, open loop controls do not take into account possible perturbations of the dynamical system. Second, determing the control action for a new initial condition requires to solve $(P^\beta_{y_0})$ again.
### 3.2. Semiglobal optimal feedback stabilization

The aforementioned disadvantages of open loop optimal controls serve as a motivation to study the semiglobal optimal feedback problem associated to \((P_{\beta}^{y_0})\) and to construct the optimal control (at any time \(t \geq 0\)) as a function of the associated state at time \(t\). More precisely, given a compact set \(Y_0 \subset \mathbb{R}^n\) containing the origin, we are looking for a function \(F^* : \mathbb{R}^n \rightarrow \mathbb{R}^n\) which induces a Nemitsky operator

\[
F^* : W_{\infty} \rightarrow L^2(I; \mathbb{R}^m), \quad F^*(y)(t) = F^*(y(t)) \quad \text{for a.e. } t \in I,
\]

such that for every \(y_0 \in Y_0\) the closed loop system

\[
\dot{y} = f(y) + BF^*(y), \quad y(0) = y_0
\]

admits a unique solution \(y^*(y_0) \in W_{\infty}\) and \((y^*(y_0), F^*(y^*(y_0)))\) is a minimizing pair of \((P_{\beta}^{y_0})\).

As a starting point to its solution we define the value function associated to the open loop problem \((P_{\beta}^{y_0})\) by

\[
V(y_0) := \min_{y \in W_{\infty}, u \in L^2(I; \mathbb{R}^m)} J(y, u) \quad \text{s.t.} \quad \dot{y} = f(y) + Bu, \quad y(0) = y_0
\]

for \(y_0 \in \mathbb{R}^n\). If \(V\) is continuously differentiable in a neighborhood of \(y_0 \in \mathbb{R}^n\) it solves the stationary Hamilton-Jacobi-Bellman equation (HJB)

\[
(f(y_0), \nabla V(y_0))_{\mathbb{R}^n} - \frac{1}{2\beta} |B^* \nabla V(y_0)|^2 + \frac{1}{2} |Qy_0|^2 = 0
\]

in the classical sense, see \textit{e.g.} page 6 of [16]. Moreover, once computed, an optimal control for \((P_{\beta}^{y_0})\) in feedback form is given by the verification theorem as \(u = -\frac{1}{\beta} B^T \nabla V(y)\), see Theorem I.7.1 of [16]. This leads to the closed loop system in optimal feedback form

\[
\dot{y} = f(y) - \frac{1}{\beta} B^* \nabla V(y), \quad y(0) = y_0, \quad \text{where } B^* \nabla V(y)(t) = B^T \nabla V(y(t)), \text{ for a.e. } t \in I,
\]

yielding a function \(y^*(y_0) \in W_{\infty}\). Thus

\[
\left( y^*(y_0), -\frac{1}{\beta} B^* \nabla V(y^*(y_0)) \right) \in \text{arg min} (P_{\beta}^{y_0})
\]

and the function

\[
F^* = -\frac{1}{\beta} B^T \nabla V
\]

solves the semiglobal optimal feedback problem as formulated above.

Realizing this closed loop system requires a solution of the HJB equation (3.4), which is a partial differential equation in \(\mathbb{R}^n\). This makes the HJB based approach numerically challenging or infeasible if \(n \in \mathbb{N}\) is large.

In this paper we adopt a different viewpoint for the semiglobal feedback problem which does not involve the solution of the HJB equation. An optimal feedback law is determined as a minimizer to a suitable optimal control problem which incorporates the closed loop system as a constraint. The following assumptions on the dynamical system (3.1), the open loop problems \((P_{\beta}^{y_0})\), and the value function \(V\), are assumed throughout.

**Assumption 3.1. A.1** The function \(f : \mathbb{R}^n \rightarrow \mathbb{R}^n\) is continuously differentiable with \(f(0) = 0\). Its Jacobian

\(Df : \mathbb{R}^n \rightarrow \mathbb{R}^{n \times n}\)

is Lipschitz continuous on compact sets.
A.2 There exists a neighborhood $\mathcal{N}(Y_0) \subset \mathbb{R}^n$ of $Y_0$, a function $F^* : \mathcal{N}(Y_0) \to \mathbb{R}^m$ with $F^*(0) = 0$ as well as the induced Nemitsky operator $F^* : W_{\infty} \to L^2(I;\mathbb{R}^m)$ such that the closed loop system

$$\dot{y} = f(y) + BF^*(y), \quad y(0) = y_0$$

admits a unique solution $y^*(y_0) \in W_{\infty}$ for every $y_0 \in \mathcal{N}(Y_0)$. Moreover we have

$$(y^*(y_0), F^*(y^*(y_0))) \in \arg\min (P_{\beta}^{y_0}) \quad \forall y_0 \in \mathcal{N}(Y_0).$$

A.3 The mapping

$$y^* : \mathcal{N}(Y_0) \to W_{\infty}, \quad y_0 \mapsto y^*(y_0)$$

is continuously differentiable. Moreover there is a constant $M > 0$ such that

$$\|y^*(y_0)\|_{W_{\infty}} \leq M|y_0| \quad \forall y_0 \in \mathcal{N}(Y_0). \quad (3.5)$$

A.4 There holds

$$F^* \in C^1 (\bar{B}_{2\overline{M}}(0); \mathbb{R}^m), \quad DF^* \in \text{Lip}(\bar{B}_{2\overline{M}}(0); \mathbb{R}^{m \times n}), \quad \text{with } \overline{M} := C_{W_{\infty}} M_{Y_0}.$$ 

Here $M_{Y_0} := M \sup_{y_0 \in \mathcal{N}(Y_0)} |y_0|$ and $C_{W_{\infty}}$ denotes the embedding constant from $W_{\infty}$ into $C_b(I;\mathbb{R}^n)$.

We close this section with several remarks concerning Assumption 3.1.

Remark 3.2. Following the previous discussions, the canonical candidate for the optimal feedback law in A.2 is given by $F^* = -\frac{1}{\beta} B^T \nabla V$ provided the value function $V$ is sufficiently smooth. A discussion of the regularity assumptions according to A.4, in this context can be found in Appendix C.

Remark 3.3. Sufficient conditions on the problem data in (P) which imply A.2 and A.3 are given, for example, by the following scenario: $f(y) = Ay + g(y)$, where $A \in \mathbb{R}^{n \times n}$ and $g : \mathbb{R}^n \to \mathbb{R}^n$, with $g(0) = 0$, where we suppose that

$$\begin{cases} & (A, B) \text{ is stabilizable in the sense that there exists } K \in \mathbb{R}^{m \times n} \\ & \text{ and } \mu < 0, \text{ such that } ((A + BK)y, y)_{\mathbb{R}^n} \leq -\mu |y|^2, \text{ for all } y \in \mathbb{R}^n, \quad (3.6) \end{cases}$$

and

$$\begin{cases} & g \in C^2(\mathbb{R}^n, \mathbb{R}^n) \text{ with } \|Dg(x)\| \leq L \text{ for some } L \in (0, \mu) \text{ and all } x \in \mathcal{N}(Y_0), \\ & \text{Moreover } \|Dg(x)\| \leq L \text{ for some } L \text{ independent of } x \in \mathbb{R}^n. \quad (3.7) \end{cases}$$

For brevity, the proof of this result is given in the arXiv-version of the paper. In Appendix C a sufficient condition is provided which guarantees that under less stringent conditions A.2 and A.3 hold in a neighborhood of the origin.

Remark 3.4. In A.3 we assume the continuous Fréchet differentiability of the solution operator $y^*$ to the closed loop system. Utilizing the regularity assumptions on $f$ and $F^*$ specified in A.1 and A.4, we conclude the Fréchet differentiability of the induced Nemitsky operators $f$ and $F^*$ at $y^*(y_0)$ with $y_0 \in \mathcal{N}(Y_0)$. Consequently, denoting the Fréchet derivative of $y^*$ at $y_0 \in \mathcal{N}(Y_0)$ by $\delta y^*(y_0)$, the function $\delta y := \delta y^*(y_0) \delta y_0 \in W_{\infty}$ fulfills

$$\delta y = Df(y^*(y_0)) \delta y + BF^*(y^*(y_0)) \delta y, \quad \delta y(0) = \delta y_0 \quad (3.8)$$
for every \(y_0 \in \mathcal{N}(Y_0), \; \delta y_0 \in \mathbb{R}^n\). Note that there exists a constant \(c > 0\) with
\[
\|\delta y^*(y_0)\|_{L(\mathbb{R}^n, W_{\infty})} \leq c \quad \forall y_0 \in Y_0
\]
due to the continuity of \(\delta y\) and the compactness of \(Y_0\).

Next we discuss a sufficient condition for (3.5) to hold.

**Proposition 3.5.** Assume that A.1 and A.3 hold, and that the value function \(V\) associated to \((P^0)\) is \(C^1\) on \(\mathbb{R}^n\), and satisfies \(V(y) \leq \hat{\kappa}|y|^2\) for some \(\hat{\kappa} > 0\) for all \(y \in \mathbb{R}^n\). Further assume that

1. \(f\) is globally Lipschitz continuous on \(\mathbb{R}^n\), or
2. there exists \(\kappa_1 > 0, \kappa_2 \in \mathbb{R}\) such that \(V(y) \geq \kappa_1|y| - \kappa_2\) for all \(y \in \mathcal{N}(Y_0)\).

Then (3.5) holds.

**Proof.** The HJB equation associated to \((P^0)\) is given by
\[
(f(y), \nabla V(y))_{\mathbb{R}^n} - \frac{1}{2\beta} |B^T \nabla V(y)|^2 + \frac{1}{2} |y|^2 = 0 \quad \text{for} \; y \in \mathbb{R}^n.
\]

For \(y_0 \in \mathcal{N}(Y_0)\) the optimal closed loop system is given by
\[
\dot{y} = f(y) + BF(y), \; y(0) = y_0,
\]
with \(F(y) = -\frac{1}{\beta} B^T \nabla V(y)\), where \(y = y(t), t > 0\) (and we drop the superscript *). Testing (3.10) with \(\nabla V(y(t))\), we obtain
\[
\frac{d}{dt} V(y(t)) = (f(y(t)), \nabla V(y(t))) - \frac{1}{2\beta} |B^T \nabla V(y(t))|^2 - \frac{1}{2\beta} |B^T \nabla V(y(t))|^2.
\]

Utilizing (3.9) this implies that
\[
\frac{d}{dt} V(y(t)) = -\frac{1}{2} |y(t)|^2 - \frac{1}{2\beta} |B^T \nabla V(y(t))|^2,
\]
from which we deduce that
\[
2V(y(t)) + \int_0^t |y(s)|^2 ds + \frac{1}{\beta} \int_0^t |B^T \nabla V(y(s))|^2 ds \leq 2V(y_0),
\]
for all \(t \geq 0\). If \(f\) is globally Lipschitz with Lipschitz-constant \(L\) then by (3.10) and (3.13)
\[
\int_0^\infty |\dot{y}(t)|^2 dt \leq L^2 \int_0^\infty |y(t)|^2 dt + \frac{1}{\beta^2} \int_0^\infty |B^T \nabla V(y(t))|^2 dt
\]
\[
\leq L^2 \int_0^\infty |y(t)|^2 dt + \frac{\|B\|^2}{\beta^2} \int_0^\infty |B^T \nabla V(y(t))|^2 dt
\]
\[
\leq \sup(L^2, \frac{1}{\beta^2} \|B\|^2) \int_0^\infty (|y(t)|^2 + \frac{1}{\beta} |B^T \nabla V(y(t))|^2) dt
\]
\[
\leq 2 \sup(L^2, \frac{1}{\beta^2} \|B\|^2) V(y_0).
\]
This implies that
\[ \|y(y_0)\|^2_{W_\infty} = \int_0^\infty (|y|^2 + |\dot{y}|^2)dt \leq 2(1 + \sup(L^2, \frac{1}{\beta} \|B\|^2)) V(y_0) \]
\[ \leq 2\kappa(1 + \sup(L^2, \frac{1}{\beta} \|B\|^2)) |y_0|^2, \]
which gives the desired estimate for \( A.2 \) to hold with \( M = \sqrt{2\kappa(1 + \sup(L^2, \frac{1}{\beta} \|B\|^2))}. \) Under condition (b) from (3.13)
\[ \sup_{t \in [0, \infty)} \kappa_1 |y(t)| - \kappa_2 \leq V(y_0) \leq \bar{V} = \sup\{V(y_0) : y_0 \in \mathcal{N}(Y_0)\}. \]

We choose \( L \) as the Lipschitz constant of \( f \) on the ball with radius \( \frac{1}{\kappa_1}(\bar{V} + \kappa_2) \), and center 0. Now we can proceed as for condition (a) to arrive at the desired estimate.

In the case of a linear-quadratic optimal control problem a lower bound as in assumption (b) above is satisfied with \( V(y) \geq \kappa_1 |y|^2 \) if the control-system is observable.

4. Optimal feedback stabilization as learning problem

This section leads up to the formulation of the optimal feedback problem as ensemble-optimal control problem. For this purpose we choose a complete probability space \((Y_0, \mathcal{A}, \mu)\) for the initial conditions. The measure \( \mu \) describes the "training set" of initial conditions from which we will learn a suitable feedback law. For example, the choice of \( \mu \) as the Lebesgue measure treats the case when all the elements \( y_0 \in Y_0 \) contribute to the learning of \( \mathcal{F} \). On the contrary, choosing \( \mu \) as a conic combination of Dirac delta functionals describes the case of finitely many pre-selected initial conditions in the training set. However the following results are not restricted to these canonical examples. We define \( Y_{ad} := \{ y \in W_\infty | \|y\|_{W_\infty} \leq 2M_{Y_0} \} \) and endow the set with the norm of \( W_\infty \). By \( A.4 \) every \( y \in Y_{ad} \) fulfills \( \|y\|_{C_b(I; \mathbb{R}^n)} \leq 2\bar{M} \). According to Proposition \( A.1 \) in Appendix \( A \), every function \( F \in \text{Lip}(\bar{B}_{2\bar{M}}(0); \mathbb{R}^m) \) with \( F(0) = 0 \) induces a Lipschitz continuous Nemitsky operator on \( Y_{ad} \). Following this observation the set of admissible feedback laws is defined as
\[ \mathcal{H} = \{ \mathcal{F} : Y_{ad} \to L^2(I; \mathbb{R}^m) | \mathcal{F}(y)(t) = F(y(t)) \ \forall t \in I, \ F \in \text{Lip}(\bar{B}_{2\bar{M}}(0); \mathbb{R}^m), \ F(0) = 0 \}. \]

We further introduce the closed loop system associated to \( \mathcal{F} \in \mathcal{H} \) as
\[ \dot{y} = f(y) + B\mathcal{F}(y) \text{ in } L^2(I; \mathbb{R}^n), \quad y(0) = y_0, \]
where \( y_0 \in Y_0 \) and the state \( y \) will be searched for in \( W_\infty \). By the Gronwall lemma it is imminent that (4.1) admits at most one solution in \( Y_{ad} \).

In order to facilitate the analysis, we will work with an equivalent variational reformulation of (4.1) which couples the closed loop dynamics and the initial condition. That is, we require the state \( y \in Y_{ad} \) to fulfill
\[ a(\mathcal{F})(y, y_0, \phi) = 0 \ \forall \phi \in W_\infty, \]
where
where the semilinear form \( a(\cdot, \cdot, \cdot) : \mathcal{H} \times \mathcal{Y}_{ad} \times \mathbb{R}^n \times W_{\infty} \to \mathbb{R} \) is defined by

\[
a(F)(y, y_0, \phi) = (\dot{y}, \phi)_{L^2(I; \mathbb{R}^n)} - (f(y), \phi)_{L^2(I; \mathbb{R}^n)} - (BF(y), \phi)_{L^2(I; \mathbb{R}^n)} + (y(0) - y_0, \phi(0))_{\mathbb{R}^n}.
\]

The next proposition establishes the equivalence of (4.1) and (4.2).

**Proposition 4.1.** Let \( y_0 \in Y_0 \) and \( F \in \mathcal{H} \) be given. A function \( y \in \mathcal{Y}_{ad} \) fulfills

\[
\dot{y} = f(y) + BF(y) \quad \text{in} \quad L^2(I; \mathbb{R}^n), \quad y(0) = y_0,
\]

if and only if

\[
a(F)(y, y_0, \varphi) = 0 \quad \forall \varphi \in W_{\infty}.
\]

In particular, (4.2) admits at most one solution in \( \mathcal{Y}_{ad} \).

**Proof.** First note that for fixed \( y \in \mathcal{Y}_{ad} \), \( y_0 \in Y_0 \) and \( F \in \mathcal{H} \) the mapping

\[
h : L^2(I; \mathbb{R}^n) \to \mathbb{R}, \quad \phi \mapsto (\dot{y} - f(y) - BF(y), \phi)_{L^2(I; \mathbb{R}^n)}
\]

defines a linear and continuous functional on \( L^2(I; \mathbb{R}^n) \). Obviously, if \( y \in \mathcal{Y}_{ad} \) fulfills (4.1) we have

\[
h(\phi) = 0, \quad (y(0) - y_0, \phi(0))_{\mathbb{R}^n} = 0
\]

for every \( \phi \in W_{\infty} \). Therefore (4.2) holds.

Conversely assume that \( y \in \mathcal{Y}_{ad} \) satisfies (4.2). Choosing a test function \( \phi \in C^\infty(I; \mathbb{R}^n) \) with compact support we have \( \phi(0) = 0 \) and consequently

\[
0 = a(F)(y, y_0, \phi) = (\dot{y}, \phi)_{L^2(I; \mathbb{R}^n)} - (f(y), \phi)_{L^2(I; \mathbb{R}^n)} - (BF(y), \phi)_{L^2(I; \mathbb{R}^n)}.
\]

By a density argument we conclude

\[
0 = (\dot{y}, \phi)_{L^2(I; \mathbb{R}^n)} - (f(y), \phi)_{L^2(I; \mathbb{R}^n)} - (BF(y), \phi)_{L^2(I; \mathbb{R}^n)}
\]

for every \( \phi \in L^2(I; \mathbb{R}^n) \). This proves

\[
\dot{y} = f(y) + BF(y) \quad \text{in} \quad L^2(I; \mathbb{R}^n).
\]

Due to \( W_{\infty} \hookrightarrow L^2(I; \mathbb{R}^n) \) we now obtain

\[
0 = (y(0) - y_0, \phi(0))_{\mathbb{R}^n} \quad \forall \phi \in W_{\infty}.
\]

Since the mapping \( \phi \to \phi(0) \) from \( W_{\infty} \) to \( \mathbb{R}^n \) is surjective, \( y(0) = y_0 \) has to hold. This finishes the proof of the first statement.

If (4.2) admits a solution in \( \mathcal{Y}_{ad} \) it is unique due to the equivalence of (4.1) and (4.2).
Observe that the variational formulation (4.2) and thus also its solution, are parameterized as functions of the initial condition $y_0 \in Y_0$. We introduce a suitable solution concept for the closed loop system which takes this dependence into account. For this purpose consider the mapping

$$
a: \mathcal{H} \times L^2_{\mu}(Y_0; \mathcal{Y}_{ad}) \times L^2_{\mu}(Y_0; W_{\infty}) \to \mathbb{R}
$$

with

$$
a(\mathcal{F})(y, \Phi) = \int_{Y_0} a(\mathcal{F})(y(y_0), y_0, \Phi(y_0)) \, d\mu(y_0),
$$

for every triple $(\mathcal{F}, y, \Phi) \in \mathcal{H} \times L^2_{\mu}(Y_0; \mathcal{Y}_{ad}) \times L^2_{\mu}(Y_0; W_{\infty})$.

**Definition 4.2.** Given a feedback law $\mathcal{F} \in \mathcal{H}$, an element $y \in L^\infty_{\mu}(Y_0; W_{\infty})$ is called an ensemble solution of (4.1) if $\|y\|_{L^\infty_{\mu}(Y_0; W_{\infty})} \leq 2M_{Y_0}$ and

$$
a(\mathcal{F})(y, \Phi) = 0 \quad \forall \Phi \in L^2_{\mu}(Y_0; W_{\infty}). \quad (4.3)
$$

We next argue that ensemble solutions are unique and fulfill (4.2) in an almost everywhere sense.

**Proposition 4.3.** Let $\mathcal{F} \in \mathcal{H}$ be given and let Assumption 3.1 hold. Then there exists at most one ensemble solution $y \in L^\infty_{\mu}(Y_0; W_{\infty})$ with $\|y\|_{L^\infty_{\mu}(Y_0; W_{\infty})} \leq 2M_{Y_0}$, to (4.3). If it exists then

$$
a(\mathcal{F})(y(y_0), \phi) = 0 \quad \forall \phi \in W_{\infty} \quad (4.4)
$$

for $\mu$-a.e. $y_0 \in Y_0$. Conversely, if there exists $y \in L^\infty_{\mu}(Y_0; W_{\infty})$ such that $\|y\|_{L^\infty_{\mu}(Y_0; W_{\infty})} \leq 2M_{Y_0}$ and $y(y_0)$ satisfies (4.4) for $\mu$-a.e. $y_0 \in Y_0$, then it is the unique ensemble solution to (4.3).

**Proof.** Let $\mathcal{F} \in \mathcal{H}$ be given. We first prove the second claim and assume that (4.3) admits an ensemble solution $y \in L^\infty_{\mu}(Y_0; W_{\infty})$. Consequently there exists $O \in \mathcal{A}, \mu(O) = 0$, with $y(y_0) \in \mathcal{Y}_{ad}$ for all $y_0 \in Y_0 \setminus O$. Utilizing the Lipschitz continuity of $f$ and $\mathcal{F}$ on $\mathcal{Y}_{ad}$, see Proposition A.1, as well as $f(0) = \mathcal{F}(0) = 0$ we estimate

$$
|\langle f(y(y_0)), \phi \rangle_{L^2(I; \mathbb{R}^n)} + (\mathcal{B}\mathcal{F}(y(y_0)), \phi)_{L^2(I; \mathbb{R}^n)}| \\
\leq (L_{f,2\bar{M}} + \|B\|_{L^2_{F,2\bar{M}}})\|y(y_0)\|_{L^2(I; \mathbb{R}^n)}\|\phi\|_{W_{\infty}}
$$

for $y_0 \in Y_0 \setminus O$ and $\phi \in W_{\infty}$. This implies that for $\mu$-a.e. $y_0 \in Y_0$ the mapping

$$
\phi \mapsto a(\mathcal{F})(y(y_0), y_0, \phi) \quad \text{for } \phi \in W_{\infty}
$$

defines an element of the dual space $W^*_\mu$. Further note that

$$
\Phi^*: Y_0 \to W_{\infty}^*, \quad y_0 \mapsto a(\mathcal{F})(y(y_0), y_0, \cdot),
$$

defined in a $\mu$-almost everywhere sense, is $\mu$-measurable and

$$
\langle \Phi^*(y_0), \phi \rangle_{W^*_\mu, W_{\infty}} = a(\mathcal{F})(y(y_0), \phi) \leq c\|y(y_0)\|_{W_{\infty}}\|\phi\|_{W_{\infty}},
$$
with a constant \( c > 0 \) only depending on \( B \), the Lipschitz constants \( L_{f,2M} \) and \( L_{f,2M} \) of \( f \) and \( F \) on \( \bar{B}_{2M}(0) \), but not on \( y_0 \). Thus \( \Phi^* \in L_{i}^2(y_0; W^{\mu}_\infty) \). Since \( y \) is an ensemble solution to (4.3) we get

\[
\langle \Phi^*, \Phi \rangle = \int_{Y_0} a(\mathcal{F})(y(y_0), y_0, \Phi(y_0)) \, d\mu(y_0) = a(\mathcal{F})(y, \Phi) = 0 \quad \forall \Phi \in L_{i}^2(y_0; W^{\mu}_\infty)
\]

where \( \langle \cdot, \cdot \rangle \) denotes the duality pairing between \( L_{i}^2(y_0; W^{\mu}_\infty) \) and \( L_{i}^2(y_0, W^{\mu}_\infty) \). In particular, we conclude

\[
0 = \langle \Phi^*(y_0), \phi \rangle_{W^{\mu}_\infty, W^{\mu}_\infty} = a(\mathcal{F})(y(y_0), \phi) \quad \forall \phi \in W^{\mu}_\infty
\]

and \( \mu \)-a.e. \( y_0 \in Y_0 \). This gives (4.4).

Next we prove the uniqueness of ensemble solutions. If \( y_i \in L_{i}^\infty(Y_0; W^{\mu}_\infty) \), \( i = 1, 2 \), are two ensemble solutions of (4.3) there exist sets \( O_i \in \mathcal{A}, \mu(O_i) = 0 \), \( i = 1, 2 \), with

\[
a(\mathcal{F})(y_i(y_0), \phi) = 0 \quad \forall \phi \in W^{\mu}_\infty, \ y_0 \in Y_0 \setminus O_i.
\]

From Proposition 4.1 we thus conclude \( y_1(y_0) = y_2(y_0) \) for all \( y_0 \in Y_0 \setminus O_1 \cup O_2 \). Since we have \( \mu(O_1 \cup O_2) = 0 \) this yields \( y_1 = y_2 \) in \( L_{i}^\infty(Y_0; W^{\mu}_\infty) \).

The last statement follows immediately from the definition of the form \( a(\cdot)(\cdot, \cdot) \).

**Example 4.4.** Let \( (\mathcal{F}^*, y^*) \) denote the pair of optimal feedback law and solution mapping to the associated closed loop system according to A.2 and A.3. Due to A.3 and A.4 we have \( y^* \in C_b(Y_0; W^{\mu}_\infty) \) and \( \mathcal{F}^* \in \mathcal{H} \). Thus \( y^* \) is \( \mu \)-measurable and there holds \( y^* \in L_{i}^\infty(Y_0; W^{\mu}_\infty) \) with \( \|y^*\|_{L_{i}^\infty(Y_0; W^{\mu}_\infty)} \leq M_{y_0} \). Moreover for every \( y_0 \in Y_0 \) we have

\[
a(\mathcal{F}^*)(y^*(y_0), y_0, \phi) = 0 \quad \forall \phi \in W^{\mu}_\infty,
\]

see Proposition 4.1. In particular, for an arbitrary \( \Phi \in L_{i}^2(y_0; W^{\mu}_\infty) \), this implies that

\[
a(\mathcal{F}^*)(y^*(y_0), y_0, \Phi(y_0)) = 0 \quad \text{for } \mu \text{-a.e. } y_0 \in Y_0,
\]

i.e. \( y^* \) is the unique ensemble solution to (4.3) given \( \mathcal{F}^* \).

We are now prepared to introduce the optimization problem which constitutes the learning of the feedback function \( \mathcal{F} \). This will involve the ensemble of initial conditions \( Y_0 \).

For this purpose we define the ensemble objective functional

\[
j: L_{i}^\infty(Y_0; W^{\mu}_\infty) \times \mathcal{H} \to \mathbb{R}, \quad j(y, \mathcal{F}) = \int_{Y_0} J(y(y_0), \mathcal{F}(y(y_0))) \, d\mu(y_0),
\]

which is understood as an extended real valued functional, and the associated constrained minimization problem

\[
\min_{\mathcal{F} \in \mathcal{H}, y \in L_{i}^\infty(Y_0; W^{\mu}_\infty)} \left\{ j(y, \mathcal{F}) \right\} \quad \text{s.t.} \quad a(\mathcal{F})(y, \Phi) = 0 \quad \forall \Phi \in L_{i}^2(y_0; W^{\mu}_\infty), \ |y|_{L_{i}^2(Y_0; W^{\mu}_\infty)} \leq 2M_{Y_0}.
\]

Problem (P) together with a particular choice for the approximation of the elements \( \mathcal{F} \in \mathcal{H} \) constitutes the approach that we propose to determine semiglobal optimal feedback laws.
By Lemma A.3 the cost $j$ is finite on the admissible set. We next address the existence of a solution to $(P)$, and verify that every minimizing pair to $(P)$ solves the semiglobal optimal feedback stabilization problem for $\mu$-a.e. $y_0$.

**Proposition 4.5.** Let Assumption 3.1 hold. Then the pair $(\mathcal{F}^*, y^*) \in \mathcal{H} \times L^\infty_{\mu}(Y_0; W_{\infty})$ is a global minimizer of problem $(P)$. Vice versa, if $(\bar{\mathcal{F}}, \bar{y}) \in \mathcal{H} \times L^\infty_{\mu}(Y_0; W_{\infty})$ is an optimal solution of $(P)$, then there holds

$$
(\bar{y}(y_0), \bar{\mathcal{F}}(\bar{y}(y_0))) \in \arg\min \left(P^0_{\beta}\right)
$$

for $\mu$-a.e. $y_0 \in Y_0$.

**Proof.** By A.2 we have

$$
J(y^*(y_0), \mathcal{F}^*(y^*(y_0))) = V(y_0) \quad \forall y_0 \in Y_0.
$$

The optimality of $(y^*, \mathcal{F}^*)$ thus follows directly from

$$
\begin{align*}
\int_{Y_0} J(y(y_0), \mathcal{F}(y(y_0))) \, d\mu(y_0) &\geq \int_{Y_0} V(y_0) \, d\mu(y_0) = j(y^*, \mathcal{F}^*) \\
&= \int_{Y_0} J(y^*(y_0), \mathcal{F}^*(y^*(y_0))) \, d\mu(y_0)
\end{align*}
$$

(4.5)

for every admissible pair $(y, \mathcal{F}) \in L^\infty_{\mu}(Y_0; W_{\infty}) \times \mathcal{H}$.

The second statement is obtained in a similar way. If $(\bar{\mathcal{F}}, \bar{y})$ is an arbitrary but fixed minimizing pair of $(P)$, then we immediately get

$$
\int_{Y_0} [J(\bar{y}(y_0), \bar{\mathcal{F}}(\bar{y}(y_0))) - V(y_0)] \, d\mu(y_0) = 0
$$

as well as

$$
J(\bar{y}(y_0), \bar{\mathcal{F}}(\bar{y}(y_0))) \geq V(y_0) \quad \text{for } y_0 \in Y_0 \text{ } \mu - \text{a.e.}
$$

from (4.5), Proposition 4.3 and the definition of the value function. Thus, there holds

$$
J(\bar{y}(y_0), \bar{\mathcal{F}}(\bar{y}(y_0))) = V(y_0) \quad \text{for } y_0 \in Y_0 \text{ } \mu - \text{a.e.}
$$

This yields the optimality of $(\bar{y}(y_0), \bar{\mathcal{F}}(\bar{y}(y_0)))$ for $(P^0_{\beta})$ and $\mu$-almost every $y_0 \in Y_0$. \hfill \Box

For the following considerations we need to recall the notion of support for the measure $\mu$:

$$
\text{supp } \mu = Y_0 \setminus \bigcup \{ O \in \mathcal{A} \mid \mu(O) = 0, \text{ } O \text{ is open} \},
$$

where we assume that $\mathcal{A}$ contains the Borel $\sigma$-algebra on $Y_0$. Then the support of $\mu$ is compact. In fact, by assumption, $\mu$ is a regular Borel measure. Hence its support is closed (see e.g. [34], pp. 252-254). Since $\text{supp } \mu \subset Y_0$ and $Y_0$ is bounded, the compactness of $\text{supp } \mu$ follows.

Let us note that the explicit form of $j$ arising in $(P)$ is given by

$$
\begin{align*}
\int_{Y_0} \left(\left|Q\bar{y}(y_0)(t)\right|^2 + \beta|F(\bar{y}(y_0)(t))|^2\right) dt \, d\mu(y_0).
\end{align*}
$$

Thus for each $y_0 \in \text{supp } \mu$ the feedback function is learned along all the trajectory $\{y(y_0)(t) : t \in I\}$. In view of the Bellman principle this can also be interpreted in such a manner that for each $y_0 \in \text{supp } \mu$ separately,
the cost described in the training of $\mathcal{F}$ by means of the functional $j$ is influenced by the whole trajectory $\{y(y_0)(t) : t \in I\}$. The following corollary expresses these observations in a formal manner, and shows how the optimal solutions to ($\mathcal{P}$) naturally can be extended to the set of all points which are met by optimal trajectories starting in $Y_0$.

**Corollary 4.6.** Let $(\bar{\mathcal{F}}, \bar{y})$ be an optimal solution to ($\mathcal{P}$) and assume that $\mathcal{A}$ contains the Borel $\sigma$-algebra on $Y_0$. If $\bar{y} \in C_b(\text{supp } \mu; W_\infty)$ the set of trajectories

$$
\bar{Y}_0 := \left\{ \bar{y}(y_0)(t) \mid y_0 \in \text{supp } \mu, \ t \in [0, +\infty) \right\} \subset \mathcal{B}_{2M}(0)
$$

is compact. Furthermore there exists a unique function

$$
\hat{y} \in C_b(\bar{Y}_0; W_\infty), \quad \|\hat{y}(y_0)\|_{C_b(\bar{Y}_0; W_\infty)} \leq 2M_0
$$

which fulfills

$$
a(\hat{\mathcal{F}})(\hat{y}(y_0), y_0, \phi) = 0 \quad \forall \phi \in W_\infty, \quad (\hat{y}(y_0), \hat{\mathcal{F}}(\hat{y}(y_0))) \in \arg\min (P_{\beta}^{y_0})
$$

(4.6)

for every $y_0 \in \bar{Y}_0$.

**Proof.** We first show the compactness of $\bar{Y}_0$. Let an arbitrary sequence $\{y_k\}_{k \in \mathbb{N}} \subset \bar{Y}_0$ be given. Then there exists $\{y_0^k, t_k\}_{k \in \mathbb{N}} \subset \text{supp } \mu \times I$ such that $y_k = \bar{y}(y_0^k)(t_k), \ k \in \mathbb{N}$. From the compactness of $\text{supp } \mu$ we further get the existence of a subsequence, denoted by the same symbol, as well as an element $\bar{y}_0 \in \text{supp } \mu$ with $y_k^\infty \to \bar{y}_0$.

We distinguish two cases. First assume that $\{t_k\}_{k \in \mathbb{N}}$ is bounded. Then, possibly again by selecting a subsequence, there exists $t \in I$ with $(y_0^k, t_k) \to (\bar{y}_0, t)$ as $k \to \infty$. Thus we also conclude $\bar{y}(y_0^k)(t_k) \to \bar{y}(\bar{y}_0)(t) \in \bar{Y}_0$ in $\mathbb{R}^n$. Second, if $\{t_k\}_{k \in \mathbb{N}}$ is unbounded, we claim $\bar{y}(y_0^k)(t_k) \to 0 \in \bar{Y}_0$. By

$$
|\bar{y}(y_0^k)(t_k)| \leq |\bar{y}(y_0^k)(t_k) - \bar{y}(\bar{y}_0)(t_k)| + |\bar{y}(\bar{y}_0)(t_k)|
$$

$$
\leq \|\bar{y}(y_0^k) - \bar{y}(\bar{y}_0)\|_{C_b(I; \mathbb{R}^n)} + |\bar{y}(\bar{y}_0)(t_k)|.
$$

The first term on the right hand side vanishes due to $\bar{y} \in C_b(\text{supp } \mu; C_b(I; \mathbb{R}^n))$ while the second term goes to 0 since $\bar{y}(\bar{y}_0) \in W_\infty$. Since $\{y_k\}_{k \in \mathbb{N}} \subset \bar{Y}_0$ was chosen arbitrarily we conclude that every sequence in $\bar{Y}_0$ admits a convergent subsequence whose limit is again in $\bar{Y}_0$. Thus, $\bar{Y}_0$ is compact in $\mathbb{R}^n$.

Let $\hat{y}_0 \in \bar{Y}_0$ be given. Then we have $\hat{y}_0 = \hat{\bar{y}}(\bar{y}_0)(\bar{t})$ for some $\bar{y}_0 \in \text{supp } \mu$ and $\bar{t} \in I$. Define the function $\hat{\bar{y}}(\bar{y}_0) = \hat{\bar{y}}(\bar{y}_0)(\cdot + \bar{t})$. Clearly, there holds $\hat{\bar{y}}(\bar{y}_0) \in \mathcal{Y}_{ad}$. Moreover $\hat{\bar{y}}(\bar{y}_0)$ is the unique solution in $\mathcal{Y}_{ad}$ to

$$
y = f(y) + B\hat{\mathcal{F}}(y), \quad y(0) = \hat{y}_0,
$$

and the mapping

$$
\hat{Y} : \bar{Y}_0 \to \mathcal{Y}_{ad} \subset W_\infty, \quad y_0 \mapsto \hat{\bar{y}}(y_0)
$$

is continuous. By Bellman’s dynamical programming principle, we conclude that

$$(\hat{\bar{y}}(y_0), \hat{\mathcal{F}}(\hat{\bar{y}}(y_0))) \in \arg\min(P_{\beta}^{y_0})
$$

for every $y_0 \in \bar{Y}_0$ and thus (4.6) holds.

$\square$
Example 4.7. To close this section we briefly discuss two canonical examples for the measure space \((Y_0, A, \mu)\). In both cases we assume that \(Y_0 \subset \mathbb{R}^n\) is the closure of a non-empty domain containing 0.

a) As a first example, choose \(A\) as the Lebesgue \(\sigma\)-algebra and \(\mu = \lambda (\cdot \cap Y_0) / \lambda (Y_0)\), where \(\lambda\) denotes the Lebesgue measure on \(\mathbb{R}^n\). Then \((Y_0, A, \mu)\) is complete and \(\text{supp} \mu = Y_0\). Consequently, any minimizing pair \((\hat{F}, \hat{y}) \in \mathcal{H} \times L^\infty_{\mu} (Y_0; W_\infty)\) to \((P)\) fulfills

\[
(y(y_0), \hat{F}(y(y_0))) \in \arg\min (P^m_\beta)
\]

for all \(y_0 \in Y_0\) with the exception of a Lebesgue zero set. If the prerequisites of Corollary 4.6 are met, that is if \(\hat{y} \in C_b(Y_0, W_\infty)\), we can extend \(\hat{y}\) to a continuous function \(\tilde{y} \in C(\tilde{Y}_0; W_\infty)\). The pair \((\tilde{y}(y_0), \hat{F}(\tilde{y}))\) provides an optimal solution to \((P^m_\beta)\) for every \(y_0 \in \tilde{Y}_0\). Note that \(Y_0 \subset \tilde{Y}_0\) where the inclusion can be strict since the optimal trajectories \(\tilde{y}(y_0)\), \(y_0 \in Y_0\), possibly leave the set \(Y_0\).

b) Next we consider a measure \(\mu\) given by a convex combination of finitely many Dirac delta functions on \(Y_0\) i.e. \(\mu = \sum_{i=1}^N \alpha_i \delta_{y_i}\), \(\alpha_i > 0\), \(y_i \in \mathbb{R}^n\) as well as \(\sum_{i=1}^N \alpha_i = 1\). This example is of particular importance for the numerical realization of \((P)\), see Section 7. We choose \(A\) as the completion of the Borel \(\sigma\)-algebra on \(Y_0\) with respect to \(\mu\). Then we have \(\text{supp} \mu = \{y_0\}_{i=1}^N\). We point out that \(L^\infty_{\mu}(Y_0; W_\infty) \simeq W^N_\infty\) as well as \(L^\infty_{\mu}(Y_0; W_\infty) \simeq C_0(\text{supp} \mu; W_\infty)\). In particular, given a feedback law \(F \in \mathcal{H}\), a function \(y \in L^\infty_{\mu}(Y_0; W_\infty)\) is an ensemble solution to \((4.3)\) if and only if the vector \((y(y_0^1), \ldots, y(y_0^N)) \in W^N_\infty\) fulfills \(\|y(y_0^i)\|_{W_\infty} \leq 2M_{Y_0}\) and

\[
a(F)(y(y_0^i), y_0^i, \phi) = 0 \quad \forall \phi \in W_\infty
\]

for \(i = 1, \ldots, N\). Thus, problem \((P)\) can be equivalently reformulated as

\[
\min_{\mathcal{F} \in \mathcal{H}, y_i \in Y_{\omega^i}, \, i = 1, \ldots, N} \sum_{i=1}^N \frac{\alpha_i}{2} \left[ \int_0^\infty \left( |Qy_i(t)|^2 + \beta |F(y_i(t))|^2 \right) \, dt \right]
\]

subject to

\[a(F)(y_i, y_0^i, \phi) = 0 \quad \forall \phi \in W_\infty, \, i = 1, \ldots, N.\]

Let an optimal feedback pair \((\hat{F}, \hat{y})\) obtained by solving \((P)\) be given. Due to the dynamic programming principle, see Corollary 4.6, the associated closed loop system \((4.2)\) admits a unique solution \(\hat{y}(y_0)\) for every \(y_0 \in \tilde{Y}_0 = \bigcup_{i=1}^N \bigcup_{t \in l} \hat{y}(y_0^i)(t)\) which further fulfills

\[
(\hat{y}(y_0), \hat{F}(\hat{y}(y_0))) \in \arg\min (P^m_\beta).
\]

5. Pertinent results on neural networks

In order to solve the semiglobal feedback stabilization problem \((P)\), we replace the set of admissible feedback laws \(\mathcal{H}\) by a family of finitely parameterized ones. For this purpose we use neural networks. In this section we summarize the concepts which are relevant for the present paper.

5.1. Notation and network structure

Let \(L \in \mathbb{N}, \, L \geq 2\), as well as \(N_i \in \mathbb{N}, \, i = 1, \ldots, L - 1\) be given. We set \(N_0 = n\) and \(N_L = m\). Furthermore define

\[
\mathcal{R} = \bigotimes_{i=1}^L \left( \mathbb{R}^{N_i} \times \mathbb{R}^{N_i-1} \times \mathbb{R}^{N_i} \right).
\]
Note that the space $\mathcal{R}$ is uniquely determined by its \textit{architecture}
\[
\text{arch}(\mathcal{R}) = (N_0, N_1, \ldots, N_L) \in \mathbb{N}^{L+1}.
\]

An $L$-tupel of parameters $\theta \in \mathcal{R}$ given by
\[
\theta = (W_1, b_1, \ldots, W_L, b_L)
\]
is called a \textit{neural network} with $L$ \textit{layers}. We equip the space $\mathcal{R}$ with the canonical product norm
\[
\|\theta\|_\mathcal{R} = \sqrt{\sum_{i=1}^{L} \|W_i\|^2 + |b_i|^2} \quad \forall \theta \in \mathcal{R}
\]
where $\|\cdot\|$ denotes the Frobenius norm. Moreover let $\sigma \in \mathcal{C}(\mathbb{R})$ with $\sigma(0) = 0$ be given. A function $F^\sigma_\theta : \mathbb{R}^n \to \mathbb{R}^m$ is called the \textit{realization} of $\theta$ with activation function $\sigma$ if
\[
F^\sigma_\theta(x) = f^\sigma_L,\theta \circ \cdots \circ f^\sigma_1,\theta = f^\sigma_L,\theta(x) - f^\sigma_{L-1},\theta \circ \cdots \circ f^\sigma_1,\theta(0) \quad \forall x \in \mathbb{R}^n
\]
where
\[
f^\sigma_L,\theta(x) = W_L x + b_L \quad \forall x \in \mathbb{R}^{N_{L-1}}
\]
as well as
\[
f^\sigma_i,\theta(x) = \sigma(W_i x + b_i) \quad \forall x \in \mathbb{R}^{N_i-1}, \ i = 1, \ldots, L - 1.
\]

Here the application of $\sigma$ should be understood componentwise \textit{i.e.} given an index $i \in \{1, \ldots, L-1\}$ and $x \in \mathbb{R}^{N_i}$ we set
\[
\sigma(x) = (\sigma(x_1), \ldots, \sigma(x_{N_i}))^t.
\]

By construction we have that $F^\sigma_\theta(0) = 0$. Subsequently, we define the set of associated neural network feedback laws as
\[
\mathcal{H}^\sigma_\mathcal{R} = \left\{ F : \mathcal{Y}_{ad} \to L^2(I; \mathbb{R}^m) \mid F(y)(t) = F^\sigma_\theta(y(t)), \ \theta \in \mathcal{R} \right\}.
\]

The following standing assumption is made throughout this paper.

\textbf{Assumption 5.1.} There holds $\sigma \in \mathcal{C}^1(\mathbb{R})$.

The next proposition is imminent.

\textbf{Proposition 5.2.} Let Assumption 5.1 be satisfied. Then there holds $\mathcal{H}^\sigma_\mathcal{R} \subset \mathcal{H}$.

\textit{Proof.} Let an arbitrary $\theta \in \mathcal{R}$ be given. Denote by $F^\sigma_\theta$ the realization of $\theta$ with activation function $\sigma \in \mathcal{C}^1(\mathbb{R})$. We already observed that $F^\sigma_\theta(0) = 0$. Next note that every layer $s$ is either affine linear or the composition of the vectorized function $\sigma$ and a continuous affine linear mapping. In particular, due to the smoothness of $\sigma$, we conclude the Lipschitz continuity of $f^\sigma_i,\theta$, $i = 1, \ldots, L$, on compact sets. Since compactness is preserved under continuous mappings it is straightforward to verify that $F^\sigma_\theta = f^\sigma_L,\theta \circ \cdots \circ f^\sigma_1,\theta$ is also Lipschitz continuous on compact sets. Thus, in particular, we have $F^\sigma_\theta \in \text{Lip}(\overline{B}_{2M}(0), \mathbb{R}^m)$. This finishes the proof.
Theorem 5.3. Let Assumptions 3.1 and 5.1 hold. Let norms.

\[ \| \varepsilon \| \text{ is not a polynomial. Then for each } v \text{ appearing in Assumption 3.1 by realizations of bounded neural networks. For } \]

5.2. A neural network density result in \( C^1 \)

The aim of this subsection is to ascertain the following approximation result for the optimal feedback law \( F^* \) appearing in Assumption 3.1 by realizations of bounded neural networks. For \( v \in \mathbb{R}^n \) we denote by \( |v|_{\infty} = \sup\{|v_i| : i = 1, \ldots, n\} \), and \( \| W \|_{\infty} \) is the matrix norm subordinate to \( \mathbb{R}^n \) and \( \mathbb{R}^m \) endowed with the \( \| \cdot \|_{l_{\infty}} \)-norms.

Theorem 5.3. Let Assumptions 3.1 and 5.1 hold. Let \( \eta_1 > 0, \eta_2 > 0 \), and assume that the activation function \( \sigma \) is not a polynomial. Then for each \( \varepsilon > 0 \) and every \( L \in \mathbb{N} \), there exist \( \text{arch}(R) \in \mathbb{N}^{L-1} \) and a neural network

\[ \theta_\varepsilon = (W_1^\varepsilon, b_1^\varepsilon, \ldots, W_L^\varepsilon, b_L^\varepsilon) \in \mathcal{R}_\varepsilon \]

such that \( \| W_1^\varepsilon \|_{\infty} \leq \eta_1, |b_i^\varepsilon|_{\infty} \leq \eta_2, i = 1, \ldots, L \), as well as

\[ |F^\varepsilon(x) - \tilde{F}_\varepsilon^\sigma(x)| + \| D\tilde{F}^\varepsilon(x) - DF_\varepsilon^\sigma(x) \| \leq \varepsilon \]

for all \( |x| \leq 2M_{\psi_0} \).

If the activation function \( \sigma \) were a polynomial of degree \( N \), then each component of \( F_\varepsilon^\sigma \) would be a polynomial of at most degree \( L_\varepsilon N \), and it would not be possible to approximate an arbitrary function with accuracy \( \varepsilon \) in \( C^1 \). The proof of Theorem 5.3 depends on several preparatory steps and will be given at the end of this section. For \( \psi : \mathbb{R} \to \mathbb{R} \) we define the set \( \Sigma_n \) of mappings from \( \mathbb{R}^n \) to \( \mathbb{R} \) as

\[ \Sigma_n = \text{span}\{ \Psi \mid \Psi(x) = \psi(w \cdot x + b) : w \in W \setminus \{0\}, b \in B \} \]

where \( W \subset \mathbb{R}^n \) contains a neighborhood of 0, and \( B \subset \mathbb{R} \) contains an open interval \( B_0 = (\underline{b}, \bar{b}) \). Below \( C^1(\mathbb{R}^n, \mathbb{R}) \) is endowed with the topology of uniform convergence of its elements and its derivatives on compact subsets of \( \mathbb{R}^n \). Further we call a set of functions \( F \subset W_{1,\infty}(\mathbb{R}^n, \mathbb{R}) \) dense in \( C^1(\mathbb{R}^n, \mathbb{R}) \) if for every \( f \in C^1(\mathbb{R}^n, \mathbb{R}) \) and every compact set \( K \subset \mathbb{R}^n \) there exists a sequence of functions \( \{f_n\} \subset W_{1,\infty}(\mathbb{R}^n, \mathbb{R}) \) such that

\[ \lim_{n \to \infty} \| f_n - f \|_{W_{1,\infty}(K, \mathbb{R})} = 0. \]

We note that the approximation of \( C^1 \)-regular functions \( f \) needs to be achieved by functions which are possibly only \( W_{1,\infty}(\mathbb{R}^n, \mathbb{R}) \)-regular.

Proposition 5.4. If \( \psi \in W_{1,\infty}(\mathbb{R}) \) is not a polynomial then \( \Sigma_n \) is dense in \( C^1(\mathbb{R}^n, \mathbb{R}) \).

Since the proof of this universal approximation property is rather technical we postpone it to Appendix D. Proposition 5.4 allows to derive the following approximation result for neural networks.

Proposition 5.5. Let \( L \geq 2, \eta_1 > 0, \eta_2 > 0 \), and let the assumptions of Proposition 5.4 hold. Then for each \( \varepsilon > 0, K \subset \mathbb{R}^n \) compact, and \( f \in C^1(K, \mathbb{R}^m) \) there exist \( \{N_i\}_{i=1}^{L-1} \) and a neural network \( \theta = (W_1, b_1, \ldots, b_{L-1}, W_L, 0) \in \mathcal{R} \) with arch(\( \mathcal{R} \)) = \( (n, N_1, \ldots, N_{L-1}, m) \), and \( \| W_1 \|_{\infty} \leq \eta_1, |b_i|_{\infty} \leq \eta_2, i = 1, \ldots, L - 1 \), such that

\[ \| f - f_{L,\theta}^\sigma \circ \cdots \circ f_{2,\theta}^\sigma \circ f_{1,\theta}^\sigma \|_{C^1(K, \mathbb{R}^m)} < \varepsilon. \]  \( (5.2) \)
Proof. **Step 1.** Here we treat the case $L = 2$. By Proposition 5.4 there exist dimensions $(k_1, \ldots, k_m)$ and $W_1^j \in \mathbb{R}^{k_j \times n}, W_2^j \in \mathbb{R}^{1 \times k_j}, b_1^j \in \mathbb{R}^{k_j}$ with $\|W_1^j\|_\infty \leq \eta_1, \|b_1^j\|_\infty \leq \eta_2, j = 1, \ldots, m$, such that
\[
\|W_2^j \sigma(W_1^j \cdot + b_1^j) - f_j\|_{C^1(K, \mathbb{R})} < \frac{\epsilon}{\sqrt{m}}. \tag{5.3}
\]
In fact, for $j = 1$, for example, we obtain from Proposition 5.4 the existence of $m_1$ and $(W_1^1)_i \in \mathbb{R}^n, (b_1)_i$, where $i = 1, \ldots, m_1$, and $(W_2^1)_i \in \mathbb{R}^{n_1}$ with $\|(W_1^1)_i\|_\infty \leq \eta_1, \|(b_1)_i\| \leq \eta_2$ such that
\[
\|W_2^1 \sigma(W_1^1 \cdot + b_1) - f_1\|_{C^1(K, \mathbb{R})} < \frac{\epsilon}{\sqrt{m}}. \tag{5.4}
\]
and $W_1^1 = \text{col}((W_1^1)_1, \ldots, (W_1^1)_{m_1})$. Since this holds for all coordinates of the vector-valued function $f$ we have (5.3).

To treat the vector-valued case we define
\[
N_1 = \Pi_{j=1}^m k_j, \quad W_1 = \text{col}(W_1^1, \ldots, W_1^m) \in \mathbb{R}^{N_1 \times n},
\]
\[
b_1 = \text{col}(b_1^1, \ldots, b_1^m) \in \mathbb{R}^{N_1}, \quad W_2 = \text{col}(W_2^1, \ldots, W_2^m) \in \mathbb{R}^{m \times N_1},
\]
\[
\tilde{W}_j = ((O_L^j)^t, (W_2^1)_1, \ldots, (W_2^j)_{k_j}, (O_R^j)^t),
\]
where $O_L^j$ is the vector of zeros in $\mathbb{R}^{\Pi_j^{-1} k_j}, O_R^j$ is the vector of zeros in $\mathbb{R}^{\Pi_j k_j + 1}$, and $\Pi_0^m k_i = \Pi_0^m k_i$ are empty sets. By construction (5.2) follows from (5.3).

**Step 2.** We proceed by induction and suppose that the result has been verified for all levels up to $L - 1$ with $L \geq 3$. The proof is inspired by Corollary 2.6 of [20]. By induction hypothesis there exists for arbitrary $\epsilon$ and each compact subset $K$ in $\mathbb{R}^n$, a space $\mathcal{R}_{L-1}$ with $\text{arch}(\mathcal{R}_{L-1}) = (n, N_1, \ldots, N_{L-2}, m)$ and a network $\theta_{L-1} = (W_1, b_1, \ldots, b_{L-2}, W_{L-1}, 0) \in \mathcal{R}_{L-1}$, with $\|W_1\|_\infty \leq \eta_1, \|b_1\|_\infty \leq \eta_2, i = 1, \ldots, L - 2$, such that
\[
\|f - \tilde{f}_{L-1, \theta}(x)\|_{C^1(K, \mathbb{R}^m)} < \frac{\epsilon}{2}. \tag{5.5}
\]
where $\tilde{f}_{L-1, \theta}(x) = \tilde{W}_{L-1} x, \tilde{f}_{\theta}(x) = \sigma(W_1 x + b_1)$ for $i = 1, \ldots, L - 2$. Without loss of generality we may assume that the norm on $C^1(K, \mathbb{R}^m)$ is chosen as $\|f\|_{C^1(K, \mathbb{R}^m)} = \|f\|_{C^1(K, \mathbb{R}^m)} + \|f'\|_{C^1(K, \mathbb{R}^m)}$.

Let us set $\varphi_1 = \tilde{f}_{L-1, \theta} \circ \tilde{f}_{L-2, \theta} \circ \cdots \circ \tilde{f}_{1, \theta}$ and $K = \varphi_1(K) \cup \varphi_1(K)$, which is a compact set in $\mathbb{R}^m$. By induction hypothesis there exist $N_{L-1}, W_L \in \mathbb{R}^{m \times N_{L-1}}, W_{L-1} \in \mathbb{R}^{N_{L-1} \times m}, b_{L-1} \in \mathbb{R}^{N_{L-1}}$ with $|b_{L-1}|_\infty \leq \eta_2$ such that
\[
\|f - \varphi_1\|_{C^1(K, \mathbb{R}^m)} < \frac{\epsilon}{6}. \tag{5.6}
\]
where $f_{L, \theta}(x) = W_L x, \tilde{f}_{L-1, \theta}(x) = \sigma(W_{L-1} x + b_{L-1})$ and we set $\varphi_2 = f_{L, \theta} \circ \tilde{f}_{L-1, \theta}$.

Next we concatenate the networks $\varphi_1$ and $\varphi_2$ to a network $\varphi = \varphi_2 \circ \varphi_1$ with $\text{arch}(\mathcal{R}) = (n, N_1, N_{L-1}, m)$. By construction its elements satisfy the dimensions and bounds specified in the theorem and $W_{L-2} = \tilde{W}_{L-2} \tilde{W}_{L-2} \in \mathbb{R}^{N_{L-2} \times N_{L-1}}$. By (5.5) and (5.6) we have the estimate
\[
\|f - \varphi\|_{C^1(K, \mathbb{R}^m)} < \|f - \varphi_1\|_{C^1(K, \mathbb{R}^m)} + \|(f_{L, \theta} - \varphi_2) \circ \varphi_1\|_{C^1(K, \mathbb{R}^m)}
\]
\[
< \frac{\epsilon}{2} + \|f_{L, \theta} - \varphi_2\|_{C^1(K, \mathbb{R}^m)} + \|\varphi_2 \varphi_1\|_{C^1(K, \mathbb{R}^m)} < \epsilon,
\]
as desired.
Proof of Theorem 5.3. Fix $\varepsilon > 0$ and choose an arbitrary but fixed $L_\varepsilon \in \mathbb{N}$, $L_\varepsilon \geq 2$. According to Proposition 5.5 there exist an architecture $\text{arch}(\mathcal{R}_\varepsilon) \in \mathbb{N}^{L_\varepsilon + 1}$ as well as a neural network

$$
\theta_\varepsilon = (W_1^\varepsilon, b_1^\varepsilon, \ldots, W_{L_\varepsilon}^\varepsilon, b_{L_\varepsilon}^\varepsilon) \in \mathcal{R}_\varepsilon
$$

satisfying $\|W_1^\varepsilon\|_\infty \leq \eta_1$, $|b_i^\varepsilon|_\infty \leq \eta_2$, $i = 1, \ldots, L_\varepsilon$, as well as

$$
\|F^* - f_{L_\varepsilon, \theta_\varepsilon}^\varepsilon \circ \cdots \circ f_{2, \theta_\varepsilon}^\varepsilon \circ f_{1, \theta_\varepsilon}^\varepsilon \|_{C^1(\bar{B}_{2\hat{M}}(0), \mathbb{R}^m)} < \frac{\varepsilon}{3}.
$$

In particular this implies

$$
\|DF^*(x) - DF_{\theta_\varepsilon}^\varepsilon (x)\| < \frac{\varepsilon}{3}
$$

and, utilizing $F^*(0) = 0$ and (5.1),

$$
|F^*(x) - F_{\theta_\varepsilon}^\varepsilon (x)| \leq |F^*(0) - f_{L_\varepsilon, \theta_\varepsilon}^\varepsilon \circ \cdots \circ f_{2, \theta_\varepsilon}^\varepsilon \circ f_{1, \theta_\varepsilon}^\varepsilon (0)|
$$

$$
+ |F^*(x) - f_{L_\varepsilon, \theta_\varepsilon}^\varepsilon \circ \cdots \circ f_{2, \theta_\varepsilon}^\varepsilon \circ f_{1, \theta_\varepsilon}^\varepsilon (x)| < \frac{\varepsilon}{3} + \frac{\varepsilon}{3} = \frac{2\varepsilon}{3}
$$

for all $x \in \bar{B}_{2\hat{M}}(0)$. This finishes the proof. \hfill \Box

6. APPROXIMATION OF THE LEARNING PROBLEM BY NEURAL NETWORKS: WELL-POSEDNESS & CONVERGENCE

We commence this section by defining neural network based approximations to $(\mathcal{P})$. Let us observe that by construction the feedback laws in $\mathcal{H}_{\mathcal{R}}^\varepsilon$ can be parameterized as a function of the associated finite-dimensional neural network $\theta \in \mathcal{R}$. For this purpose we introduce the surjective mapping

$$
F^\varepsilon : \mathcal{R} \to \mathcal{H}_{\mathcal{R}}^\varepsilon \quad \text{where} \quad F^\varepsilon (\theta)(t) = F_\theta^\varepsilon (y(t))
$$

with $y \in W_\infty$ and $t \in I$. Fixing constants $\eta_1$, $\eta_2 > 0$, and choosing a number of layers $L \in \mathbb{N}$ as well as an architecture $\text{arch}(\mathcal{R}) \in \mathbb{N}^{L+1}$, we propose to approximate $(\mathcal{P})$ by

$$
\begin{cases}
\min_{\theta \in \mathcal{R}, \ y \in L_\mu^\infty(Y_0; W_\infty)} \ j(y, F^\varepsilon_\theta) + G_{\mathcal{R}}(\theta) \\
\text{s.t.} \ a(F^\varepsilon_\theta)(y, \Phi) = 0 \quad \forall \Phi \in L_\mu^2(Y_0; W_\infty), \ \|y\|_{L_\mu^\infty(Y_0; W_\infty)} \leq 2M_{Y_0}.
\end{cases}
$$

Here we introduced an additional regularization term $G_{\mathcal{R}} : \mathcal{R} \to \mathbb{R} \cup \{\infty\}$ in the objective functional. It is used to guarantee existence for $(\mathcal{P}_{\mathcal{R}}^\varepsilon)$. It involves the set of admissible controls, reflecting the bounds suggested by Theorem 5.3, given by

$$
\mathcal{R}_{\text{ad}} := \{ \theta = (W_1, b_1, \ldots, W_L, b_L) \in \mathcal{R} \mid \|W_1\|_\infty \leq \eta_1, \ \|b_i\|_\infty \leq \eta_2, \ i = 1, \ldots, L \} \subset \mathcal{R},
$$

and a penalty on the remaining network parameters:

$$
G_{\mathcal{R}}(\theta) = I_{\mathcal{R}_{\text{ad}}}(\theta) + G_{\mathcal{R}}(\theta)
$$

(6.1)
where $I_{\mathcal{R}_{ad}} : \mathcal{R} \to \mathbb{R} \cup \{\infty\}$ denotes the convex indicator function of $\mathcal{R}_{ad}$ i.e.
\[
I_{\mathcal{R}_{ad}}(\theta) = \begin{cases}
0 & \theta \in \mathcal{R}_{ad} \\
+\infty & \text{else}
\end{cases}
\]
and
\[
G_{\mathcal{R}}(\theta) = \alpha_{\mathcal{R}} \sum_{i=2}^{L} \|W_i\|^2
\]
for some $\alpha_{\mathcal{R}} > 0$.

**Remark 6.1.** In contrast to $\eta_1, \eta_2$, the regularization parameter $\alpha_{\mathcal{R}}$ depends on $\mathcal{R}$. This will be crucial to show convergence of the proposed approximation scheme. For further details we refer to Section 6.3.

The remainder of this section is dedicated to the investigation of the connection of $(P)$ to $(P^\sigma_{\mathcal{R}})$. In particular we prove the existence of a sequence $\{L_{\varepsilon}\}_{\varepsilon > 0} \in \mathbb{N}$ and architectures $\text{arch}(R_{\varepsilon})$ such that $(P^\sigma_{\mathcal{R}_{\varepsilon}})$ admits an optimal solution $(\theta^*_\varepsilon, y^*_\varepsilon) \in \mathcal{R}_{\varepsilon} \times L_\infty^m(Y_0; W_{\infty})$ with $(F^\sigma_{\theta^*_\varepsilon}, y^*_\varepsilon)$ approximating minimizers of $(P)$ as $\varepsilon \to 0$. We proceed in three steps. First, in Section 6.1 we establish the existence of admissible points to $(P^\sigma_{\mathcal{R}_{\varepsilon}})$ for suitable architectures based on Theorem 5.3 and nonlinear perturbation results. Next, in Section 6.2 the existence of optimal solutions to $(P^\sigma_{\mathcal{R}_{\varepsilon}})$ is argued. Finally their convergence behavior as $\varepsilon \to 0$ is studied in Section 6.3.

### 6.1. Stabilization by deep neural network feedback laws

In this subsection well-posedness results for (3.2) with the feedback operator $F^*$ replaced by a neural network based approximation are established. For this purpose we require an additional assumption concerning the linearization of (3.2).

**Assumption 6.2.** There exists a constant $C > 0$, such that for arbitrary $y_0 \in \mathcal{N}(Y_0)$ and every $\delta y_0 \in \mathbb{R}^n$ and $\delta v \in L^2(I; \mathbb{R}^n)$ there exists a unique function $\delta y \in W_{\infty}$ satisfying
\[
\dot{\delta y} = Df(y^*(y_0))\delta y + BDF^*(y^*(y_0))\delta y + \delta v, \quad \delta y(0) = \delta y_0
\]
and
\[
\|\delta y\|_{W_{\infty}} \leq C(\|\delta v\|_{L^2(I; \mathbb{R}^n)} + |\delta y_0|).
\]

Sufficient conditions for Assumption 6.2 to hold are discussed in Appendix C. For $\varepsilon > 0$ let $\theta_{\varepsilon} \in \mathcal{R}_{\varepsilon}$ be the neural network obtained from Theorem 5.3. Subsequently we consider the following family of closed loop systems
\[
\dot{y}_\varepsilon = f(y_\varepsilon) + BF^\sigma_{\theta_\varepsilon}(y_\varepsilon), \quad y_\varepsilon(0) = y_0
\]
where $F^\sigma_{\theta_\varepsilon}$ with $\varepsilon > 0$ is induced by $F^\sigma_{\theta_{\varepsilon}}$. Before we turn to the main theorem of this section we establish two preparatory results.

**Lemma 6.3.** Let $\varepsilon > 0$ as well as $y_1, y_2 \in \mathcal{Y}_{ad}$ be given. Then there holds
\[
\|F^*(y_1) - F^\sigma_{\theta_{\varepsilon}}(y_1) - (F^*(y_2) - F^\sigma_{\theta_{\varepsilon}}(y_2))\|_{L^2(I; \mathbb{R}^m)} \leq \varepsilon \|y_1 - y_2\|_{W_{\infty}}.
\]
Proof. Set \( h = y_2 - y_1 \in W_\infty \). By applying the mean value theorem we obtain

\[
\|F^*(y_1) - F^*_{\theta_0}(y_1) - F^*(y_2) + F^*_{\theta_0}(y_2)\|_{L^2(I;\mathbb{R}^m)} \\
\leq \sup_{s \in [0,1]} \|DF^*(y_1 + sh) - DF^*_{\theta_0}(y_1 + sh)\|_{L(W_\infty,L^2(I;\mathbb{R}^m))} \|h\|_{W_\infty}.
\]

(6.3)

We note that \( y_1 + sh \in \mathcal{Y}_{\text{ad}} \) for all \( s \in [0,1] \). Using Theorem 5.3 we estimate for every \( s \in [0,1] \) and \( \delta y \in W_\infty \)

\[
\|(DF^*(y_1 + sh) - DF^*_{\theta_0}(y_1 + sh))\delta y\|_{L^2(I;\mathbb{R}^m)} \\
= \sqrt{\int_0^\infty (DF^*(y_1(t) + sh(t)) - DF^*_{\theta_0}(y_1(t) + sh(t)))^2 d\theta(t)} \\
\leq \sqrt{\int_0^\infty |DF^*(y_1(t) + sh(t)) - DF^*_{\theta_0}(y_1(t) + sh(t))|^2 d\theta(t)} \\
\leq \varepsilon \|\delta y\|_{L^2(I;\mathbb{R}^m)} \leq \varepsilon \|\delta y\|_{W_\infty}
\]

where we utilized \( |y_1(t) + sh(t)| \leq 2\tilde{M} \) for all \( t \in I \). Combining this estimate with (6.3) yields the result.

Corollary 6.4. Let \( \varepsilon > 0 \) and \( y \in \mathcal{Y}_{\text{ad}} \) be given. Then there holds

\[
\|F^*(y) - F^*_{\theta_0}(y)\|_{L^2(I;\mathbb{R}^m)} \leq \varepsilon \|y\|_{W_\infty}.
\]

Proof. The statement immediately follows by applying Lemma 6.3 with \( y_1 = y \) and \( y_2 = 0 \) as well as using \( F^*(0) = F^*_{\theta_0}(0) = 0 \).

We are now in the position to prove the following theorem.

Theorem 6.5. Let Assumptions 3.1-6.2 hold. There exists \( \varepsilon_1 > 0 \) such that (6.2) admits a unique solution \( y_\varepsilon = y_\varepsilon(y_0) \) in \( \mathcal{Y}_{\text{ad}} \) for all \( y_0 \in Y_0 \) and \( 0 < \varepsilon < \varepsilon_1 \). Moreover there holds

\[
\|y^*_\varepsilon(y_0) - y_\varepsilon(y_0)\|_{W_\infty} \leq c\varepsilon
\]

with a constant \( c > 0 \) independent of \( y_0 \) and \( \varepsilon \). The mapping

\[
y^*_\varepsilon : Y_0 \to W_\infty, \quad y_0 \mapsto y^*_\varepsilon(y_0)
\]

(6.4)

fulfills

\[
\|y^*_\varepsilon(y_0)\|_{W_\infty} \leq \frac{3}{2} M |y_0| \quad \forall y_0 \in Y_0.
\]

(6.5)

In particular we have \( y_\varepsilon \in L^\infty_{\mu}(Y_0;W_\infty) \) with \( \|y_\varepsilon\|_{L^\infty_{\mu}(Y_0;W_\infty)} \leq \frac{3}{2} M y_0 \).

Proof. The proof is based on a classical fixed-point argument. Let \( y_0 \in Y_0 \) be arbitrary but fixed. Define the set

\[
\mathcal{M} = \left\{ y \in W_\infty \ | \ \|y\|_{W_\infty} \leq \frac{3}{2} M |y_0| \right\} \subset \mathcal{Y}_{\text{ad}}.
\]

On \( \mathcal{M} \) we consider the mapping \( Z : \mathcal{M} \to W_\infty \) where \( z = Z(y) \in \mathcal{Y}_{\text{ad}} \) is the unique solution of

\[
\dot{z} = f(z) + BF^*(z) + BF^*_{\theta_0}(y) - BF^*(y), \quad z(0) = y_0.
\]

(6.6)
To see that this mapping is well-posed we first note that the perturbation function $v = BF^{\sigma}_{\theta_e}(y) - BF^{*}(y)$ fulfills

$$
\|v\|_{L^2(I;\mathbb{R}^n)} \leq B\|F^{*}(y) - F^{\sigma}_{\theta_e}(y)\|_{L^2(0,\infty;\mathbb{R}^m)}
\leq \varepsilon B\|y\|_{W_{\infty}} \leq \frac{3}{2}M\varepsilon\|B\|\|y_0\| \leq \frac{3}{2}M\varepsilon\|B\|.
$$

Note that the right hand side of the final inequality is independent of $y \in \mathcal{M}$ and $y_0 \in Y_0$. Thus by choosing $\varepsilon > 0$ small enough we may invoke Theorems B.1 and B.3, respectively, to get the existence of a unique solution $\varepsilon \in \mathcal{Y}_{ad}$ to (6.6) with

$$
\|\varepsilon\|_{W_{\infty}} \leq M\|y_0\| + c\|v\|_{L^2(I;\mathbb{R}^n)}
\leq M\|y_0\| + c\frac{3}{2}M\varepsilon\|B\|\|\varepsilon\|_{W_{\infty}} \leq \frac{3}{2}M\|y_0\|
$$

where $c > 0$ is the constant from Theorem B.3. From this we conclude $\mathcal{Z} \subset \mathcal{M}$ for all $y_0 \in Y_0$ and $\varepsilon > 0$ small enough. It remains to prove that $\mathcal{Z}$ is a contraction. To this end let $y_1, y_2 \in \mathcal{M}$ be given. Applying Corollary B.2 yields

$$
\|\mathcal{Z}(y_1) - \mathcal{Z}(y_2)\|_{W_{\infty}} \leq c\|F^{\sigma}(y_1) - F^{\sigma}(y_2)\|_{L^2(0,\infty;\mathbb{R}^m)}
\leq c\varepsilon\|y_1 - y_2\|_{W_{\infty}}
$$

with a constant $c > 0$ independent of $y_1, y_2 \in \mathcal{M}$ as well as of $y_0 \in Y_0$. Note that we also utilized the Lipschitz result of Lemma 6.3 in the final inequality. Choosing $\varepsilon > 0$ small enough we conclude that $\mathcal{Z}$ admits a unique fixpoint $y_{\varepsilon} = \mathcal{Z}(y_{\varepsilon}) \in W_{\infty}$ on $\mathcal{M}$. Clearly, the function $y_{\varepsilon}(y_0) := y_{\varepsilon}$ satisfies (6.2), (6.5) as well as

$$
\|y_{\varepsilon}(y_0) - y^{*}(y_0)\|_{W_{\infty}} = \|\mathcal{Z}(y_{\varepsilon}(y_0)) - \mathcal{Z}(0)\|_{W_{\infty}} \leq c\varepsilon\|y_{\varepsilon}\|_{W_{\infty}} \leq c\varepsilon\frac{3}{2}M\varepsilon,
$$

where the constant $c > 0$ is independent of $y_0$. Last, we mention that the solution to equation (6.2) is unique due to Gronwall's lemma. It remains to proof the $\mu$-measurability of the mapping $y_{\varepsilon}$ given in (6.4) for all $\varepsilon > 0$ small enough. Let $y_0 \in Y_0$ as well as an arbitrary sequence $\{y_{0}^{k}\}_{k \in \mathbb{N}} \subset Y_0$ with $y_{0}^{k} \rightarrow y_0$ be given. By construction we have

$$
a(F^{\sigma}_{\theta_e})(y_{\varepsilon}(y_0^{k}), y_0^{k}, \phi) = 0 \quad \forall \phi \in W_{\infty}
$$

and all $k \in \mathbb{N}$. Since $\{y_{\varepsilon}(y_0^{k})\}_{k \in \mathbb{N}} \subset \mathcal{Y}_{ad}$ we can extract a subsequence, denoted by the same symbol, with $y_{\varepsilon}(y_0^{k}) \rightharpoonup \bar{y} \in \mathcal{Y}_{ad}$. Passing to the limit as $k \rightarrow \infty$ we conclude

$$
a(F^{\sigma}_{\theta_e})(\bar{y}, y_0, \phi) = 0 \quad \forall \phi \in W_{\infty}.
$$

Since solutions to (6.2) are unique in $\mathcal{Y}_{ad}$ we get $\bar{y} = y_{\varepsilon}(y_0)$. Due to the arbitrary choice of the sequence $\{y_0^{k}\}_{k \in \mathbb{N}}$, the weak continuity of $y_{\varepsilon}$ follows. We finish the proof by noting that weakly continuous functions are $\mu$-measurable. \qed
6.2. Existence of optimal neural network feedback laws

Let us now return to the study of problem \((P_1^\mathcal R)\). For further reference define the sets of pairs fulfilling the equality constraints in \((P_1^\mathcal R)\) as

\[
\mathcal N_{eq}^\mathcal R := \{ (\theta, y) \in \mathcal R \times \mathcal L_\mu^\infty(Y_0; W_\infty) \mid a(F_\theta^\mathcal R)(y, \Phi) = 0 \quad \forall \Phi \in \mathcal L_\mu^2(Y_0; W_\infty) \} \]

as well as those fulfilling the bound constraints by

\[
\mathcal N_{const}^\mathcal R := \{ (\theta, y) \in \mathcal R \times \mathcal L_\mu^\infty(Y_0; W_\infty) \mid \theta \in \mathcal R_{ad}, \|y\|_{L_\mu^\infty(Y_0; W_\infty)} \leq 2M Y_0 \}. \]

Finally we get the set of admissible pairs to \((P_1^\mathcal R)\) as

\[
\mathcal N_{ad}^\mathcal R = \mathcal N_{eq}^\mathcal R \cap \mathcal N_{const}^\mathcal R \subset \mathcal R \times \mathcal L_\mu^2(Y_0; W_\infty). \]

The product space is endowed with the norm

\[
\|(\theta, y)\|_{\mathcal R \times \mathcal L_\mu^2(Y_0; W_\infty)} = \sqrt{\|\theta\|_{\mathcal R}^2 + \|y\|_{\mathcal L_\mu^2(Y_0; W_\infty)}^2}. \]

In this section we shall prove the following two existence results.

**Theorem 6.6.** Let Assumption 3.1 and 5.1 hold and assume that \(\mathcal N_{ad}^\mathcal R \neq \emptyset\). Then there exists at least one global minimizer \((\theta^*, y_{\theta^*}) \in \mathcal R_{ad} \times \mathcal L_\mu^\infty(Y_0; W_\infty)\) to \((P_1^\mathcal R)\).

**Theorem 6.7.** Let Assumption 3.1-6.2 hold and denote by arch(\(\mathcal R, \varepsilon > 0\)), the family of architectures from Theorem 5.3. Then there exists \(\varepsilon_1 > 0\) such that \((P_{1,\varepsilon}^\mathcal R)\) admits a global minimizer for every \(0 < \varepsilon < \varepsilon_1\).

We require several technical results.

**Lemma 6.8.** Let \(L \in \mathbb N\) and an architecture arch(\(\mathcal R\)) \(\in \mathbb N^{L+1}\) be given. Consider neural networks \(\theta_k, \theta \in \mathcal R, k \in \mathbb N\), with \(\theta_k \to \theta\) in \(\mathcal R\). Denote by \(F_{\theta_k}^\mathcal R\) and \(F_{\theta}^\mathcal R\) the Nemitsky operators induced by the corresponding realizations. Then there holds

\[
\lim_{k \to \infty} \sup_{\|y\|_{\mathcal L_\mu^\infty(Y_0; W_\infty)} \leq 2M Y_0} \|F_{\theta_k}^\mathcal R(y) - F_{\theta}^\mathcal R(y)\|_{\mathcal L_\mu^2(Y_0; L^2(I; \mathbb R^m))} = 0.
\]

**Proof.** We proceed in several steps. First let \(N_1, N_2, N_3 \in \mathbb N\), \(g_1^k, g_1 \in \mathcal C^1(\mathbb R^{N_1}; \mathbb R^{N_2})\) as well as \(g_2^k, g_2 \in \mathcal C^1(\mathbb R^{N_2}; \mathbb R^{N_3})\), \(k \in \mathbb N\), with

\[
\lim_{k \to \infty} \|g_1^k - g_1\|_{\mathcal C^1(K_1; \mathbb R^{N_2})} + \|g_2^k - g_2\|_{\mathcal C^1(K_2; \mathbb R^{N_3})} = 0
\]

for all compact sets \(K_1 \subset \mathbb R^{N_1}\) and \(K_2 \subset \mathbb R^{N_2}\), respectively, be given. Set \(g^k = g_2^k \circ g_1^k\) and \(g = g_2 \circ g_1\). By a compactness argument it follows that

\[
\lim_{k \to \infty} \|g^k - g\|_{\mathcal C^1(K_1; \mathbb R^{N_3})} = 0. \tag{6.7}
\]

Now let us return to the proof of the stated result. We estimate

\[
|F_{\theta_k}^\mathcal R(x) - F_{\theta}^\mathcal R(x)| = |F_{\theta_k}^\mathcal R(x) - F_{\theta}^\mathcal R(x) - F_{\theta}^\mathcal R(0) + F_{\theta}^\mathcal R(0)| \leq \sup_{|\tilde{x}| \leq 2M} \|DF_{\theta_k}^\mathcal R(\tilde{x}) - DF_{\theta}^\mathcal R(\tilde{x})\| \|x\|
\]
for every \(x \in \mathbb{R}^n, |x| \leq \widetilde{M}\). Utilizing Assumption 5.1 as well as \(\theta_k \to \theta\) in \(\mathcal{R}\) it is straightforward to show

\[
\lim_{k \to \infty} \|f_{i,\theta_k}^\sigma - f_{i,\theta}^\sigma\|_{C^1(K_{i-1}; \mathbb{R}^{N_i})} = 0, \quad \text{for } i = 1, \ldots, L
\]

and arbitrary compact sets \(K_{i-1} \subset \mathbb{R}^{N_{i-1}}\). We apply (6.7) repeatedly to conclude

\[
\lim_{k \to \infty} \sup_{|\bar{x}| \leq 2\widetilde{M}} \|DF_{\theta_k}^\sigma(\bar{x}) - DF_\theta^\sigma(\bar{x})\| = 0
\]

For abbreviation define the null sequence

\[
m_k := \sup_{|\bar{x}| \leq 2\widetilde{M}} \|DF_{\theta_k}^\sigma(\bar{x}) - DF_\theta^\sigma(\bar{x})\| \quad \forall k \in \mathbb{N}.
\]

Next consider an arbitrary \(y \in \mathcal{Y}_{ad}\). We have \(\|y\|_{C_0(I; \mathbb{R}^n)} \leq 2\widetilde{M}\) and therefore

\[
\|F_{\theta_k}^\sigma(y) - F_\theta^\sigma(y)\|_{L^2(I; \mathbb{R}^m)}^2 = \int_I \|F_{\theta_k}^\sigma(y(t)) - F_\theta^\sigma(y(t))\|^2 dt \leq m_k^2 \int_I |y(t)|^2 dt \leq 4m_k^2 M_{\theta_0}^2.
\]

Finally let \(y \in L^\infty_{\mu}(Y_0; W_{\infty})\) with \(\|y\|_{L^\infty_{\mu}(Y_0; W_{\infty})} \leq 2M_{\theta_0}\) be given. Note the existence of a \(\mu\)-zero set \(O \in \mathcal{A}\) such that \(y(y_0) \in \mathcal{Y}_{ad}\) for \(y_0 \in Y_0 \setminus O\). Thus we can estimate

\[
\|F_{\theta_k}^\sigma(y) - F_\theta^\sigma(y)\|_{L^2(Y_0; L^2(I; \mathbb{R}^m))}^2 = \int_{Y_0} \|F_{\theta_k}^\sigma(y(y_0)) - F_\theta^\sigma(y(y_0))\|^2 d\mu(y_0) \\
\leq m_k^2 \int_{Y_0} \|y(y_0)\|_{L^2(I; \mathbb{R}^m)}^2 d\mu(y_0) \leq 4m_k^2 M_{\theta_0}^2.
\]

Since the right hand side tends to 0 as \(k \to \infty\) independently of \(y \in L^\infty_I(Y_0; W_{\infty})\), this completes the proof. \(\square\)

**Remark 6.9.** Along the lines of the previous proof we also conclude that

\[
\lim_{k \to \infty} \sup_{y \in \mathcal{Y}_{ad}} \|F_{\theta_k}^\sigma(y) - F_\theta^\sigma(y)\|_{L^2(I; \mathbb{R}^m)} = 0.
\]

**Lemma 6.10.** Let \(\{\theta_k\}_{k \in \mathbb{N}} \subset \mathcal{R}\) be a given sequence of neural networks satisfying \(\theta_k \to \theta\) in \(\mathcal{R}\). For every \(k \in \mathbb{N}\) assume that there exists an ensemble solution \(y_k \in L^\infty_{\mu}(Y_0; W_{\infty})\) fulfilling

\[
a(F_{\theta_k}^\sigma)(y_k, \Phi) = 0 \quad \forall \Phi \in L^2_{\mu}(Y_0; W_{\infty}), \|y_k\|_{L^\infty_{\mu}(Y_0; W_{\infty})} \leq 2M_{\theta_0}.
\]

Then there exists \(y \in L^2_{\mu}(Y_0; W_{\infty})\) with \(y_k \rightharpoonup y\) in \(L^2_{\mu}(Y_0; W_{\infty})\) as well as

\[
a(F_\theta^\sigma)(y, \Phi) = 0 \quad \forall \Phi \in L^2_{\mu}(Y_0; W_{\infty}), \|y\|_{L^\infty_{\mu}(Y_0; W_{\infty})} \leq 2M_{\theta_0}.
\]

**Proof.** Since \(\{y_k\}_{k \in \mathbb{N}}\) is bounded in \(L^\infty_{\mu}(Y_0; W_{\infty})\) there exists a subsequence, denoted by the same symbol, as well as an element \(y \in L^2_{\mu}(Y_0; W_{\infty})\) with \(y_k \rightharpoonup y\) in \(L^2_{\mu}(Y_0; W_{\infty})\). Invoking Proposition 4.3, let \(O \in \mathcal{A}\) denote a \(\mu\) zero set such that

\[
a(F_{\theta_k}^\sigma)(y_k(y_0), y_0, \phi) = 0 \quad \forall \phi \in W_{\infty}, \|y_k(y_0)\|_{W_{\infty}} \leq 2M_{\theta_0}
\]
for all \( k \in \mathbb{N} \) and all \( y_0 \in Y_0 \setminus O \). Fix an arbitrary \( y_0 \in Y_0 \setminus O \). Note that the sequence \( \{y_k(y_0)\}_{k \in \mathbb{N}} \) is bounded in \( W_\infty \). Let \( \{y_{k_i}(y_0)\}_{i \in \mathbb{N}} \) denote an arbitrary but fixed subsequence with \( y_{k_i}(y_0) \rightharpoonup \hat{y}(y_0) \) for some \( \hat{y}(y_0) \in W_\infty \) as \( i \to \infty \). Due to the weak lower semicontinuity of the norm on \( W_\infty \) we immediately get \( \hat{y}(y_0) \in \mathcal{Y}_{ad} \). Next fix \( \phi \in W_\infty \). Utilizing the weak convergence of \( \{y_{k_i}(y_0)\}_{i \in \mathbb{N}} \) yields

\[
\lim_{i \to \infty} |(\hat{y}_{k_i}(y_0), \phi)|_{L^2(I; \mathbb{R}^n)} - |(\hat{y}(y_0), \phi)|_{L^2(I; \mathbb{R}^n)} = 0
\]

and

\[
\lim_{i \to \infty} |(y_{k_i}(y_0)(0), \phi(0))_{\mathbb{R}^n} - (\hat{y}(y_0)(0), \phi(0))_{\mathbb{R}^n}| = 0.
\]

Furthermore, applying Corollary A.2 (with \( F \) replaced by \( f \)) we conclude

\[
\lim_{i \to \infty} |(f(y_{k_i}(y_0)), \phi)|_{L^2(I; \mathbb{R}^n)} - |(f(\hat{y}(y_0)), \phi)|_{L^2(I; \mathbb{R}^n)} = 0.
\]

Last we split

\[
\mathcal{F}_{\theta_{k_i}}(y_{k_i}(y_0)) - \mathcal{F}_{\theta_0}(\hat{y}(y_0)) = \mathcal{F}_{\theta_{k_i}}(y_{k_i}(y_0)) - \mathcal{F}_{\theta_0}(y_{k_i}(y_0)) + \mathcal{F}_{\theta_0}(y_{k_i}(y_0)) - \mathcal{F}_{\theta_0}(\hat{y}(y_0))
\]

to get

\[
\lim_{i \to \infty} |(BF_{\theta_{k_i}}(y_{k_i}(y_0)), \phi)|_{L^2(I; \mathbb{R}^n)} - |(BF_{\theta_0}(\hat{y}(y_0)), \phi)|_{L^2(I; \mathbb{R}^n)} = 0.
\]

Here we again used the weak convergence of \( \{y_{k_i}(y_0)\}_{i \in \mathbb{N}} \), Corollary A.2, as well as Remark 6.9 and \( \theta_{k_i} \to \theta \) in \( \mathcal{R} \). Recalling that \( \phi \in W_\infty \) was chosen arbitrarily we arrive at

\[
0 = \lim_{i \to \infty} a(\mathcal{F}_{\theta_{k_i}}(y_{k_i}(y_0), y_0, \phi)) = a(\mathcal{F}_{\theta_0}(\hat{y}(y_0), y_0, \phi)) \quad \forall \phi \in W_\infty.
\]

Thus \( \hat{y}(y_0) \in \mathcal{Y}_{ad} \) is the unique solution to the closed loop system (4.1) associated to \( \mathcal{F}_{\theta_0} \in \mathcal{H} \) and \( y_0 \in Y_0 \setminus O \) cf. Proposition 4.1. Combining this conclusion with the arbitrary choice of the subsequence \( \{y_{k_i}\}_{i \in \mathbb{N}} \) we get the weak convergence of the whole sequence i.e. \( y_k(y_0) \rightharpoonup \hat{y}(y_0) \). Last note that the previous argument can be repeated for every \( y_0 \in Y_0 \setminus O \) i.e. there exists a family \( \{\hat{y}(y_0)\}_{y_0 \in Y_0 \setminus O} \subset \mathcal{Y}_{ad} \) with

\[
y_k(y_0) \rightharpoonup \hat{y}(y_0), \quad a(\mathcal{F}_{\theta_0})(\hat{y}(y_0), y_0, \phi) = 0 \quad \forall \phi \in W_\infty
\]

and every \( y_0 \in Y_0 \setminus O \).

Summarizing our previous findings we therefore have \( \|y_k\|_{L^\infty_{\mu}(Y_0; W_\infty)} \leq 2M_{\mu} \), \( y_k \to y \) in \( L^2_{\mu}(Y_0; W_\infty) \) as well as \( y_k(y_0) \rightharpoonup \hat{y}(y_0) \) in \( W_\infty \) for \( \mu \)-a.e. \( y_0 \in Y_0 \). In particular, the requirements of Lemma A.4 are met implying that \( y \in L^\infty_{\mu}(Y_0; W_\infty) \) with \( \|y\|_{L^\infty_{\mu}(Y_0; W_\infty)} \leq 2M_{\mu} \) and \( y(y_0) = \hat{y}(y_0) \) for \( \mu \)-a.e. \( y_0 \in Y_0 \). Moreover it is evident that \( y \) is an ensemble solution to (4.3) given \( \mathcal{F}_{\theta_0} \in \mathcal{H} \) i.e.

\[
a(\mathcal{F}_{\theta_0})(y, \Phi) = 0 \quad \forall \Phi \in L^2_{\mu}(Y_0; W_\infty),
\]

see Proposition 4.3.

Finally note that the weakly convergent subsequence of \( \{y_k\}_{k \in \mathbb{N}} \) was chosen arbitrary in the beginning and ensemble solutions are unique, see again Proposition 4.3. Thus we obtain \( y_k \to y \) in \( L^2_{\mu}(Y_0; W_\infty) \) for the whole sequence. This completes the proof.
We make the following observations.

**Lemma 6.11.** There holds:

- **Weak closedness:** The set $\mathcal{N}_{ad}^R$ is weakly closed in $\mathcal{R} \times L^2(0; W_\infty)$.
- **Radial unboundedness:** For every sequence $\{(\theta_k, y_k)\}_{k \in \mathbb{N}} \subset \mathcal{N}_{ad}^R$ we have
  \[ \| (\theta_k, y_k) \|_{\mathcal{R} \times L^2(0; W_\infty)} \to \infty \Rightarrow j(y_k, F_{\theta_k}^\sigma) + G_R(\theta_k) \to \infty. \]
- **Lower semicontinuity:** For every sequence $\{(\theta_k, y_k)\}_{k \in \mathbb{N}} \subset \mathcal{N}_{ad}^R$ we have
  \[ (\theta_k, y_k) \rightharpoonup (\theta, y) \Rightarrow j(y, F_{\theta}^\sigma) + G_R(\theta) \leq \liminf_{k \to \infty} [j(y_k, F_{\theta_k}^\sigma) + G_R(\theta_k)]. \]

**Proof.** In the following $\{(\theta_k, y_k)\}_{k \in \mathbb{N}} \subset \mathcal{N}_{ad}^R$ always denotes an arbitrary sequence. Let us prove the first statement. Assume that

\[ \{(\theta_k, y_k)\}_{k \in \mathbb{N}} \rightharpoonup \{ (\theta, y) \}_{k \in \mathbb{N}} \quad \text{in} \quad \mathcal{R} \times L^2(0; W_\infty). \]

Clearly, this is equivalent to $\theta_k \to \theta$ in $\mathcal{R}$ and $y_k \to y$ in $L^2(0; W_\infty)$. By definition of $\mathcal{R}_{ad}$ we immediately get $\theta \in \mathcal{R}_{ad}$. Applying Lemma 6.10 we further conclude

\[ d(\overline{\mathcal{R}}, q) = 0 \quad \forall q \in L^2(0; W_\infty), \quad \| y \|_{L^\infty(0; W_\infty)} \leq 2M_0, \]

i.e. $(\theta, y) \in \mathcal{N}_{ad}$. Thus $\mathcal{N}_{ad}^R$ is weakly closed. By Remark 6.9 and (A.2) of Lemma A.4 we conclude that

\[ F_{\theta_k}^\sigma (y_k) \to F_{\theta}^\sigma (y) \quad \text{in} \quad L^2(0; L^2(I; \mathbb{R}^m)). \]

Next we introduce the linear and continuous mapping

\[ Q: L^\infty(0; W_\infty) \to L^\infty(0; W_\infty), \quad \text{where} \quad (Qy)(y_0)(t) = Qy(y_0)(t) \]

for $\mu$-a.e. $y_0 \in Y_0$ and $t \in I$. We rewrite $j(y_k, F_{\theta_k}^\sigma)$ as

\[ j(y_k, F_{\theta_k}^\sigma) = \frac{1}{2} \| Qy_k \|_{L^2(0; L^2(I; \mathbb{R}^m))}^2 + \frac{\beta}{2} \| F_{\theta_k}^\sigma (y_k) \|_{L^2(0; L^2(I; \mathbb{R}^m))}^2. \]

Since the squared norm is convex and continuous it is weakly lower semicontinuous on $L^2(0; W_\infty)$. As a consequence we get

\[ \liminf_{k \to \infty} j(y_k, F_{\theta_k}^\sigma) \geq j(y, F_{\theta}^\sigma). \]

Together with $G_R(\theta_k) \to G_R(\theta)$ this yields the third statement.

It remains to comment on the radial unboundedness of the objective functional on $\mathcal{N}_{ad}^R$. Assume now that we have $\| (\theta_k, y_k) \|_{\mathcal{R} \times L^2(0; W_\infty)} \to \infty$. This is equivalent to

\[ \lim_{k \to \infty} G_R(\theta_k)/\alpha_R = \lim_{k \to \infty} \sum_{i=2}^L \| W_i^k \|^2 = +\infty. \]
We finish the proof noting that

$$0 \leq \alpha_R \frac{G_R(\theta_k)}{\alpha_R} \leq j(y_k, \mathcal{F}_{\theta_k}) + G_R(\theta_k) \to \infty, \text{ for } k \to \infty.$$  

Based on the results of the previous lemma the existence of at least one solution to \((P_R^\varepsilon)\) is imminent if the set of admissible pairs is not empty. This verifies the assertion of Theorem 6.6.

**Proof of Theorem 6.7.** For every \(\varepsilon > 0\) denote the set of admissible pairs to \((P_{R,\varepsilon})\) by \(N^\varepsilon_{ad}\). We show that \(N^\varepsilon_{ad}\) is nonempty for all \(\varepsilon > 0\) small enough. The existence of a global minimizer then follows from Theorem 6.6. Let \(\theta_{\varepsilon}, \varepsilon > 0\), be the family of neural networks from Theorem 5.3. According to Theorem 6.5 there exist \(\varepsilon_1 > 0\) and functions \(y_\varepsilon \in L^\varepsilon_c(Y_0; W_\infty)\) with

$$a(F_{\theta_{\varepsilon}})(y_\varepsilon, \Phi) = 0 \quad \forall \Phi \in L^2_c(Y_0; W_\infty), \quad \|y_\varepsilon\|L^\varepsilon_c(Y_0; W_\infty) \leq 2M_0$$

for every \(0 < \varepsilon < \varepsilon_1\). Since \(\theta_{\varepsilon} \in R_{\varepsilon,ad}, \varepsilon > 0\), by construction we conclude that \((\theta_{\varepsilon}, y_\varepsilon) \in N^\varepsilon_{ad}, 0 < \varepsilon < \varepsilon_1\).

**Remark 6.12.** To close this subsection we again point to the explicit form of the objective functional \(j\) in \((P^\varepsilon_R)\) which is given by

$$j(y, \mathcal{F}) = \frac{1}{2} \int_{Y_0} \int I(y_0(t))^2 + |F(y(y_0)(t))|^2 dt d\mu(y_0).$$

In particular recall that the parameter \(\beta\) is strictly positive. This is often required, in the absence of further control constraints, to show existence of minimizers to the open loop problem \((P^0_{\beta})\) for \(y_0 \in Y_0\). Since we parametrize admissible feedback laws by neural networks whose weights are additionally regularized this is not necessary to guarantee existence in the approximating problem \((P^\varepsilon_R)\). In fact all results derived in this section remain valid for \(\beta = 0\).

### 6.3. Convergence & a priori estimates

This subsection addresses the convergence of feedback controls induced by realizations of optimal solutions to \((P^\varepsilon_R)\) as \(\varepsilon \to 0\). For this purpose we again point to the additional regularization term \(G_{\varepsilon,\alpha}\), which was added to the objective functional in \((P^\varepsilon_R)\) in order to ensure the existence of global minimizers. Since no similar term appears in the original problem \((P)\) it should vanish at a certain rate as \(\varepsilon > 0\) goes to zero. This will be achieved by choosing the regularization parameter \(\alpha_R\), in dependence on the admissible set of neural networks. For preparation we make the following observation.

**Corollary 6.13.** Let \(\theta_{\varepsilon} = (W_1^\varepsilon, b_1^\varepsilon, \ldots, W_{L_{\varepsilon}}^\varepsilon, b_{L_{\varepsilon}}^\varepsilon), \varepsilon > 0\), denote the family of neural networks from Theorem 5.3. Then there exists \(0 < \varepsilon_2\) such that \(\sum_{i=2}^{L_{\varepsilon}} \|W_i^\varepsilon\|^2 > 0\) for all \(0 < \varepsilon < \varepsilon_2\).

**Proof.** Assume that there exists a sequence \(\{\varepsilon_k\}_{k \in \mathbb{N}} \subset \mathbb{R}_+ \setminus 0\) with \(\varepsilon_k \to 0\) as well as \(\sum_{i=2}^{L_{\varepsilon_k}} \|W_i^{\varepsilon_k}\|^2 = 0\) for all \(k \in \mathbb{N}\). Then by definition the realizations associated to \(\theta_{\varepsilon_k}\) are constant \(i.e.\)

$$F_{\theta_{\varepsilon_k}}(x) = F_{\theta_{\varepsilon_k}}(0) \quad \forall x \in \bar{B}_{2M_0}(0)$$

and all \(k \in \mathbb{N}\). Moreover due to Theorem 5.3 we have

$$\lim_{k \to \infty} \sup_{x \in \bar{B}_{2M_0}(0)} |F^\varepsilon(x) - F^\varepsilon_{\theta_{\varepsilon_k}}(x)| = 0.$$
This gives a contradiction since $F^*$ is not constant on $\bar{B}_{2\delta}(0)$. □

The preceding corollary justifies the following assumption on the regularization parameter.

**Assumption 6.14.** Let Assumption 3.1–6.2 hold and denote by arch($\mathcal{R}_\varepsilon$) and $\theta_\varepsilon \in \mathcal{R}_\varepsilon$, $\varepsilon > 0$, the families of architectures and neural networks according to Theorem 5.3. The family of regularization parameters $\{\alpha_{\mathcal{R}_\varepsilon}\}_{\varepsilon > 0}$ is chosen such that

$$0 < \alpha_{\mathcal{R}_\varepsilon} \leq \frac{\varepsilon}{2 \sum_{i=2} L_{e_i} \|W_i\|^2}, \quad 0 < \varepsilon < \varepsilon_2.$$

We first derive an *a priori* estimate for the optimal objective function values.

**Theorem 6.15.** Let Assumption 3.1–6.14 hold. For $0 < \varepsilon < \varepsilon_2$ let $(\theta_\varepsilon^*, y_\varepsilon^*)$ be a minimizing pair to $(\mathcal{P}_{\theta_\varepsilon})$. Then we have

$$0 \leq j(y_{\theta_\varepsilon^*}, F_{\theta_\varepsilon^*}) + G_{\mathcal{R}_\varepsilon}(\theta_\varepsilon^*) - j(y^*, F^*) \leq c\varepsilon$$

for some constant $c > 0$ independent of $\varepsilon$. In particular we have

$$j(y_{\theta_\varepsilon^*}, F_{\theta_\varepsilon^*}) \to j(y^*, F^*)$$

as $\varepsilon \to 0$.

**Proof.** First recall that the considered approximation scheme is conforming i.e. $\mathcal{H}^2_{\mathcal{R}_\varepsilon} \subset \mathcal{H}$ for every $\varepsilon > 0$. Thus for the family $\{\mathcal{R}_\varepsilon\}_{\varepsilon > 0}$ from Theorem 5.3 and $\varepsilon > 0$ small enough we get

$$0 \leq j(y_{\theta_\varepsilon}, F_{\theta_\varepsilon}) - j(y^*, F^*) \leq j(y_{\theta_\varepsilon}, F_{\theta_\varepsilon}) + G_{\mathcal{R}_\varepsilon}(\theta_\varepsilon) - j(y^*, F^*)$$

(6.8)

due to the optimality of $(F^*, y^*)$ for $(\mathcal{P})$, the optimality of $(\theta_\varepsilon^*, y_{\theta_\varepsilon^*})$ for $(\mathcal{P}_{\theta_\varepsilon})$ as well as $G_{\mathcal{R}_\varepsilon}(\theta_\varepsilon) \geq 0$. Let $0 < \varepsilon < \varepsilon_2$ be given. We further estimate the difference on the right hand side of the last inequality. For this purpose we proceed similarly to the proof of Lemma 6.11 and rewrite

$$j(y_{\theta_\varepsilon^*}, F_{\theta_\varepsilon^*}) - j(y^*, F^*)/2 = D_1 + D_2$$

where

$$D_1 = \|Qy\|_{L^2_{\theta_\varepsilon}(Y_0; L^2(I; \mathbb{R}^n))}^2 - \|Qy^*\|_{L^2_{\theta}(Y_0; L^2(I; \mathbb{R}^n))}^2,$$

$$D_2 = \beta(\|F^*_{\theta_\varepsilon}(y_{\varepsilon})\|_{L^2_{\theta_\varepsilon}(Y_0; L^2(I; \mathbb{R}^n))}^2 - \|F^*(y^*)\|_{L^2_{\theta}(Y_0; L^2(I; \mathbb{R}^n))}^2).$$

The first term is estimated by

$$\left| \|Qy\|_{L^2_{\theta}(Y_0; L^2(I; \mathbb{R}^n))}^2 - \|Qy^*\|_{L^2_{\theta}(Y_0; L^2(I; \mathbb{R}^n))}^2 \right|$$

$$\leq \|Qy\|_{L^\infty(\Omega; W_{\infty})} + \|Qy^*\|_{L^\infty(\Omega; W_{\infty})}\|Qy\|_{L^2(\Omega; L^2(I; \mathbb{R}^n))} - \|Qy^*\|_{L^2(\Omega; L^2(I; \mathbb{R}^n))}$$

$$\leq 4\|Q\|^2 M_{Y_0}\|y_{\varepsilon} - y^*\|_{L^2_{\theta}(Y_0; L^2(I; \mathbb{R}^n))} \leq 4\|Q\|^2 M_{Y_0}\|y_{\varepsilon} - y^*\|_{L^\infty(\Omega; W_{\infty})} \leq 4\|Q\|^2 M_{Y_0}c\varepsilon,$$

where we used

$$\max\{\|y_{\varepsilon}\|_{L^\infty(\Omega; W_{\infty})}, \|y^*\|_{L^\infty(\Omega; W_{\infty})}\} \leq 2M_{Y_0}.$$
in the second inequality and the convergence result of Theorem 6.5 in the last one. To bound the second term we first point to
\[
\|F^\varepsilon_{\theta_k}(y_\varepsilon) - F^\varepsilon(y^*)\|_{L^2_1(Y_0;L^2(I;\mathbb{R}^m))} \\
\leq \|F^\varepsilon_{\theta_k}(y_\varepsilon) - F^\varepsilon(y_\varepsilon)\|_{L^2_1(Y_0;L^2(I;\mathbb{R}^m))} + \|F^\varepsilon(y_\varepsilon) - F^\varepsilon(y^*)\|_{L^2_1(Y_0;L^2(I;\mathbb{R}^m))} \\
\leq \varepsilon\|y_\varepsilon\|_{L^\infty(0;W_\infty)} + L_{F^*,2M}\|y_\varepsilon - y^*\|_{L^\infty(0;W_\infty)} \leq 2M_0\varepsilon + \varepsilon.
\]
Here we utilized again Theorem 6.5 as well as Corollary 6.4 and the Lipschitz continuity of $F^*$ on $\tilde{B}_{2M}(0)$. Similar to the first term we estimate
\[
\|\|F^\varepsilon_{\theta_k}(y_\varepsilon)\|_{L^2_1(Y_0;L^2(I;\mathbb{R}^m))} - \|F^\varepsilon(y^*)\|_{L^2_1(Y_0;L^2(I;\mathbb{R}^m))}\| \\
\leq (\|F^\varepsilon_{\theta_k}(y_\varepsilon)\|_{L^2_1(Y_0;L^2(I;\mathbb{R}^m))} + \|F^\varepsilon(y^*)\|_{L^2_1(Y_0;L^2(I;\mathbb{R}^m))})\|F^\varepsilon_{\theta_k}(y_\varepsilon) - F^\varepsilon(y^*)\|_{L^2_1(Y_0;L^2(I;\mathbb{R}^m))} \\
\leq \varepsilon
\]
where we used the last estimate as well as
\[
\sup_{\varepsilon > 0}\{\|F^\varepsilon_{\theta_k}(y_\varepsilon)\|_{L^2_1(Y_0;L^2(I;\mathbb{R}^m))}\} < \infty.
\]
Summarizing the previous observations we conclude
\[
0 \leq j(y_{\theta_k^*,F^\varepsilon_{\theta_k}}) + G_{R_{\varepsilon}}(\theta^*_k) - j(y^*,F^*) \leq \varepsilon + G_{R_{\varepsilon}}(\theta^*_k)
\]
for some constant $c > 0$ independent of $\varepsilon$. The first part of the proof is now finished by noting that $G_{R_{\varepsilon}}(\theta^*_k) \leq \varepsilon$ due to Assumption 6.14. From (6.8) we finally get
\[
0 \leq j(y_{\theta_k^*,F^\varepsilon_{\theta_k}}) - j(y^*,F^*) \leq \varepsilon
\]
yielding $j(y_{\theta_k^*,F^\varepsilon_{\theta_k}}) \to j(y^*,F^*)$ as $\varepsilon \to 0$. \hfill \Box

The following convergence result is a direct consequence of the a priori estimate on the optimal objective functional values.

**Theorem 6.16.** Let Assumption 3.1–6.14 hold and denote by $\{\varepsilon_k\}_{k\in\mathbb{N}} \subset (0,\varepsilon_1)$ an arbitrary null sequence. For each $k \in \mathbb{N}$ let $(\theta^*_{\varepsilon_k}, y_{\theta^*_{\varepsilon_k}}) \in \mathcal{R}_\varepsilon \times L^\infty_\mu(Y_0;W_\infty)$ be a minimizing pair to $(P^\varepsilon_{\theta_k})$. Then there is a subsequence, denoted by the same index, such that for $\mu$-a.e. $y_0 \in Y_0$ the sequence $(y_{\theta^*_{\varepsilon_k}(y_0)}, F^\varepsilon_{\theta^*_{\varepsilon_k}}(y_{\theta^*_{\varepsilon_k}(y_0)})) \in W_\infty \times L^2(I;\mathbb{R}^m)$ admits at least one weak accumulation point. Each such point $(\hat{y}, \hat{u})$ satisfies
\[
\hat{y} = f(\hat{y}) + B\hat{u}, \quad \hat{y}(0) = y_0, \quad (\hat{y}, \hat{u}) \in \arg\min (P^\varepsilon_{\hat{y}}).
\]

**Proof.** Define the sequence of scalar valued functions $h_{\varepsilon_k} := J(y_{\theta^*_{\varepsilon_k}}, F^\varepsilon_{\theta^*_{\varepsilon_k}}(y_{\theta^*_{\varepsilon_k}}))$ in $L^1(Y_0)$. From Theorem 6.15 and since $h_{\varepsilon_k} \geq J(y^*,F^*(y^*))$ $\mu$-a.e we conclude that $h_{\varepsilon_k} \to J(y^*,F^*(y^*))$ in $L^1_\mu(Y_0)$. As a consequence there exists a subsequence of $\varepsilon_k$, denoted by the same symbol, as well as a $\mu$ zeroset $O$ with
\[
J(y_{\theta^*_{\varepsilon_k}(y_0)}, F^\varepsilon_{\theta^*_{\varepsilon_k}}(y_{\theta^*_{\varepsilon_k}(y_0)})) \to J(y^*(y_0), F^*(y^*(y_0))) = \min (P^\varepsilon_{\hat{y}})
\]
}\]
as well as
\[ \hat{y}_{\theta_{\epsilon_k}}(y_0) = f(y_{\theta_{\epsilon_k}}(y_0)) + |\mathcal{F}_{\theta_{\epsilon_k}}^{\beta} (y_{\theta_{\epsilon_k}}(y_0)), y_{\theta_{\epsilon_k}}(y_0)(0) = y_0, \|y_{\theta_{\epsilon_k}}(y_0)\|_{W_\infty} \leq 2M_{Y_0} \]
for all \( y_0 \in Y_0 \setminus O \). Fix such a \( y_0 \). Due to (6.10), the sequence \((y_{\theta_{\epsilon_k}}(y_0), |\mathcal{F}_{\theta_{\epsilon_k}}^{\beta} (y_{\theta_{\epsilon_k}}(y_0))\)) is bounded in \( W_\infty \times L^2(I; \mathbb{R}^m) \) and thus admits a weakly convergent subsequence with limit \((\hat{y}, \hat{u})\). Now utilizing Corollary A.2 we conclude
\[ \hat{y} = f(\hat{y}) + B\hat{u}, \quad \hat{y}(0) = y_0, \quad \|\hat{y}\|_{W_\infty} \leq 2M_{Y_0}. \]
Thus we have
\[ \min (P_{\beta}^0) \leq J(\hat{y}, \hat{u}) \leq \liminf_{k \to \infty} J(y_{\theta_{\epsilon_k}}(y_0), |\mathcal{F}_{\theta_{\epsilon_k}}^{\beta} (y_{\theta_{\epsilon_k}}(y_0))) = \min (P_{\beta}^0). \]
Since \( y_0 \in Y_0 \setminus O \) was arbitrary this finishes the proof.

To obtain a stronger convergence property we impose a uniqueness assumption on the minimizers of \( (P_{\beta}^0) \).

**Corollary 6.17.** Assume that \((y^*(y_0), |\mathcal{F}^*(y^*(y_0)))\) is the unique minimizer of \( (P_{\beta}^0) \) for \( \mu \)-a.e. \( y_0 \in Y_0 \). Then there holds
\[ (y_{\theta_{\epsilon_k}}(y_0), |\mathcal{F}_{\theta_{\epsilon_k}}^{\beta} (y_{\theta_{\epsilon_k}}(y_0))) \to (y^*, |\mathcal{F}^* (y^*)) \text{ in } L^2(Y_0; W) \times L^2(Y_0; L^2(I; \mathbb{R}^n)). \]

**Proof.** First note that \( \|y_{\theta_{\epsilon_k}}\|_{L^\infty(Y_0; W_\infty)} \leq 2M_{Y_0} \) as well as
\[ \|\mathcal{F}_{\theta_{\epsilon_k}}^{\beta}(y_{\theta_{\epsilon_k}})\|_{L^2(Y_0; L^2(I; \mathbb{R}^n))} \leq \frac{2j(y_{\theta_{\epsilon_k}}, |\mathcal{F}_{\theta_{\epsilon_k}}^{\beta} (y_{\theta_{\epsilon_k}}))}{\beta} \]
for every \( k \in \mathbb{N} \). Since the right hand side of this inequality converges as \( k \to \infty \), the sequence \((y_{\theta_{\epsilon_k}}, |\mathcal{F}_{\theta_{\epsilon_k}}^{\beta} (y_{\theta_{\epsilon_k}}))\) is bounded in \( L^\infty(Y_0; W_\infty) \times L^2(Y_0; L^2(I; \mathbb{R}^n)) \) and thus admits at least one weakly convergent subsequence in \( L^2(Y_0; W_\infty) \times L^2(Y_0; L^2(I; \mathbb{R}^n)) \). Let \((y_{\theta_{\epsilon_k}}, |\mathcal{F}_{\theta_{\epsilon_k}}^{\beta} (y_{\theta_{\epsilon_k}}))\) be such a sequence and let \((\hat{y}, \hat{h}) \in L^2(Y_0; W_\infty) \times L^2(Y_0; L^2(I; \mathbb{R}^n))\) denote its weak limit. Note that \( \mathcal{F}_{\theta_{\epsilon_k}}^{\beta}(y_{\theta_{\epsilon_k}, k}) \in L^\infty(Y_0; L^2(I; \mathbb{R}^n)) \) with
\[ \|\mathcal{F}_{\theta_{\epsilon_k}}^{\beta}(y_{\theta_{\epsilon_k}, k})\|_{L^\infty(Y_0; L^2(I; \mathbb{R}^n))} \leq \|\hat{y}_{\theta_{\epsilon_k}}\|_{L^\infty(Y_0; L^2(I; \mathbb{R}^n))} + \|f(y_{\theta_{\epsilon_k}}(y_0))\|_{L^\infty(Y_0; L^2(I; \mathbb{R}^n))} \]
\[ \leq c\|y_{\theta_{\epsilon_k}}\|_{Y_0, W_\infty} \leq 2M_{Y_0}. \]
By Theorem 6.16 applied to the sequence \( \epsilon_{k^*} \) and the uniqueness of the minimizing pair \((y^*(y_0), |\mathcal{F}^* (y^*(y_0)))\) to \( (P_{\beta}^0) \) for \( \mu \)-a.e. \( y_0 \in Y_0 \) we further get a subsequence \( \epsilon_{k^*} \) of \( \epsilon_{k^*} \) with
\[ (y_{\theta_{\epsilon_{k^*}}, k^*}(y_0), |\mathcal{F}_{\theta_{\epsilon_{k^*}}}^{\beta} (y_{\theta_{\epsilon_{k^*}}, k^*}(y_0))) \to (y^*(y_0), |\mathcal{F}^* (y^*(y_0))) \text{ in } W_\infty \times L^2(I; \mathbb{R}^n) \text{ for } \mu \text{-a.e. } y_0 \in Y_0. \]
By the dominated convergence theorem and uniqueness of the weak limit we can conclude that \( \hat{y} = y^*, \hat{h} = \mathcal{F}^*(y^*) \). Since the weakly convergent sequence was chosen arbitrarily in the beginning, we obtain (6.11). \( \square \)

Next we consider the measure given by finitely many Dirac delta functions on \( Y_0 \).
Corollary 6.18. Let \( \mu = \sum_{i=1}^{N} \alpha_i \delta_{y_{i}^0} \) with \( \alpha_i > 0 \), \( y_{i}^0 \in Y_0 \) as well as \( \sum_{i=1}^{N} \alpha_i = 1 \), see Example 4.7 b), and let \( (\theta^*_{\varepsilon k}, y_{\theta^* k}) \in \mathcal{R}_\varepsilon \times L^\infty_\mu(Y_0; W_\infty) \) be as in Theorem 6.16. Then the sequence \( \{ (y_{\theta^* k}, F^\varepsilon_{\theta^* k} (y_{\theta^* k}) ) \} \) in \( \mathcal{R}_\varepsilon \times L^\infty_\mu(Y_0; W_\infty) \) admits at least one weak accumulation point \( (\hat{y}, \hat{u}) \) in \( L^2_\mu(Y_0; W_\infty) \times L^2_\mu(Y_0; L^2(I; R^m)) \). Each such point fulfills \( \| \hat{y}\|_{L^\infty_\mu(Y_0; W_\infty)} \leq 2M_0 \) as well as
\[
\hat{y}(y_0) = f(\hat{y}(y_0)) + B\hat{u}(y_0), \quad \hat{y}(y_0)(0) = y_0, \quad (\hat{y}(y_0), \hat{u}(y_0)) \in \text{arg min}(P^\varepsilon_{\beta_0})
\]
for all \( y_0 \in Y_0 \).

Exploiting the finite dimensionality of the support of the measure we can follow the proof of Theorem 6.16 to verify this result.

Remark 6.19. Note that Theorem 6.16 does not ensure the existence of a Nemitsky operator \( \hat{F} \in \mathcal{H} \) such that
\[
\hat{y} = f(\hat{y}) + B\hat{u}, \quad \hat{y}(0) = y_0, \quad \hat{u} = \hat{F}(\hat{y})
\]
for \( \mu \)-a.e. \( y_0 \in Y_0 \). In practice, indeed, we can only solve instances of the approximating problem \( (P^\varepsilon_{\mathcal{R}_e}) \) for small but nonzero \( \varepsilon > 0 \) yielding controls in feedback form. Nevertheless, sufficient conditions on the considered neural networks which ensure the existence of an operator \( \hat{F} \) fulfilling (6.12) would be of great theoretical interest. We postpone a thorough discussion of this question to future research.

7. Practical realization

We address selected topics for the computational realization of the learning problem. First the infinite time horizon in \( (P^\varepsilon_{\mathcal{R}_e}) \) is replaced by a problem with finite time horizon. Together with its first order optimality conditions it is discussed in Section 7.1. These first order conditions are subsequently used within a gradient based algorithm. Combined with a discretization approach this is described in Section 7.2.

7.1. Finite time horizon problem

We fix \( \varepsilon > 0 \) and \( T > 0 \), and set \( I_T = [0, T] \). For every \( y_0 \in Y_0 \) and \( \theta \in \mathcal{R}_\varepsilon \) we consider the finite time horizon learning problem given by

\[
\begin{array}{ll}
\min_{\theta \in \mathcal{R}_{ad, \varepsilon}} & j_T(y, F_\theta) + G_{\mathcal{R}_\varepsilon}(\theta) \\
\text{s.t.} & a_T(F_\theta)(y, \Phi) = 0 \quad \forall \Phi \in L_\mu^2(Y_0; W_T), \quad \| y \|_{L^\infty_\mu(Y_0; W_T)} \leq 2M_0,
\end{array}
\]

where
\[
j_T(y, F) = \frac{1}{2} \int_{Y_0} \int_{I_T} (|Qy(y_0)(t)|^2 + \beta |F(y(y_0))(t)|^2) dt \, d\mu(y_0),
\]
and \( W_T \) and \( a_T(F_\theta) \) denote the canonical restrictions of \( W_\infty \) and \( a \) to \( I_T \).

It is straightforward to argue existence for a minimizing pair \( (\theta^*_{\varepsilon k}, y_{\theta^* k}) \) of \( (P^\varepsilon_{\mathcal{R}_e, T}) \) if \( (P_{\mathcal{R}_e}) \) admits a minimizer. We formally derive the following necessary first order conditions, a detailed proof, however, goes beyond the scope of this paper. For simplicity let us focus on the case of inactive constraints i.e. we assume that
\[
\theta^*_{\varepsilon, T} \in \text{int} \mathcal{R}_{ad, \varepsilon}, \quad \| y^*_{\theta^*_{\varepsilon, T}} \|_{L^\infty_\mu(Y_0; W_T)} < 2M_0.
\]
Then there exists $p_{\theta^*,T} \in L_\mu^\infty(Y_0;W_T)$ such that
\begin{equation}
(\dot{y}_{\theta^*,T} - f(y_{\theta^*,T}) - B\mathcal{F}_{\theta^*,T}^\pi(y_{\theta^*,T}), \Phi)_{L_\mu^2(Y_0;L^2(\mathbb{R}^n))} + (y_{\theta^*,T}(0) - y_0, \Phi(0))_{L_\mu^2(Y_0;\mathbb{R}^n)} = 0 \quad \forall \Phi \in L_\mu^2(Y_0;W_T),
\end{equation}
(7.1)

\begin{equation}
(p_{\theta^*,T} + Df(y_{\theta^*,T})^*p_{\theta^*,T} + D_x\mathcal{F}_{\theta^*,T}^\pi(y_{\theta^*,T})^*B^*p_{\theta^*,T}, \Phi)_{L_\mu^2(Y_0;L^2(\mathbb{R}^n))} - (p_{\theta^*,T}(T), \Phi(T))_{L_\mu^2(Y_0;\mathbb{R}^n)} = -(Q^*Qy_{\theta^*,T} + \beta D_x\mathcal{F}_{\theta^*,T}^\pi(y_{\theta^*,T})^*\mathcal{F}_{\theta^*,T}^\pi(y_{\theta^*,T}), \Phi)_{L_\mu^2(Y_0;L^2(\mathbb{R}^n))} \quad \forall \Phi \in L_\mu^2(Y_0;W_T),
\end{equation}
(7.2)
as well as
\begin{equation}
\left(\dot{\theta}_{\varepsilon,T} + S_{\varepsilon,T}(\theta_{\varepsilon,T})^*\nu_{\theta^*,T} + \nabla G_{R_\varepsilon}(\theta_{\varepsilon,T}^*, \theta - \theta_{\varepsilon,T}^*) \right)_{R_\varepsilon} \geq 0 \quad \forall \theta \in R_{ad,\varepsilon}
\end{equation}
(7.3)
where

$$\nabla G_{R_\varepsilon}(\theta_{\varepsilon,T}^*) = 2\alpha_{R_\varepsilon}(0,0,W^*_{2,0},\cdots,W^*_{N,0}) \in R_\varepsilon
$$

and

$$\hat{\theta}_{\varepsilon,T} := \int_{Y_0} \int_0^T \left[D_\theta\mathcal{F}_{\theta^*,T}^\pi(y_{\theta^*,T})^*B^*p_{\theta^*,T} + \beta D_\theta\mathcal{F}_{\theta^*,T}^\pi(y_{\theta^*,T})^*\mathcal{F}_{\theta^*,T}^\pi(y_{\theta^*,T}) \right] dt \, d\mu(y_0).$$

### 7.2. Discretization & algorithmic solution

In order to compute a minimizer of $(P_{R_\varepsilon}^\mu)$ we also have to approximate the integrals with respect to the probability measure $\mu$ as well as the closed loop system and the adjoint equation. While a thorough discussion of different discretization schemes including a rigorous analysis of their convergence is postponed to future research we nevertheless briefly outline our chosen approach. First replace the measure $\mu$ by a suitable convex combination of Dirac Delta functions

$$\mu_N = \sum_{i=1}^N \omega_i \delta_{y_i^0}, \quad \sum_{i=1}^N \omega_i = 1, \quad \omega_i > 0$$

for $i = 1, \ldots, N$, supported on a finite set $\hat{Y}_0 \subset Y_0$. Without loss of generality we may assume $0 \in \hat{Y}_0$.

The new ensemble objective functional is then given by

$$j_{N,T}(y,F) = \frac{1}{2} \sum_{i=1}^N \omega_i \left[ \int_{I_T} (|Qy_i^0(t)|^2 + \beta |F(y_i^0(t))|^2) dt \right].$$

Due to the finite cardinality of $\hat{Y}_0$ we identify

$$L_{\mu_N}^2(\hat{Y}_0;W_T) \simeq (W^N_{T}, \| \cdot \|_{W_T,2}), \quad \|y\|_{W_T,2} = \sqrt{\sum_{i=1}^N \omega_i \|y_i\|^2_{W_T}}.$$
as well as

\[ L^\infty_{\mu_N}(\hat{Y}_0; W_T) \approx (W_T^N, \| \cdot \|_{W_T^\infty}), \quad \| y \|_{W_T^\infty} = \max_{i=1, \ldots, N} \| y_i \|_{W_T^\infty}. \]

Further there holds \( L^\infty_{\mu_N}(\hat{Y}_0; W_T) \approx C_b(\hat{Y}_0; W_T) \). This leads to the learning problem which we treat numerically

\[
\min_{\theta \in \mathcal{R}_{ad}, y} \left[ \frac{1}{2} \sum_{i=1}^{N} \omega_i \left[ \int_{I_T} (|Qy_i(t)|^2 + \beta |F_\theta^y(y_i(t))|^2) dt \right] + \mathcal{G}_{\mathcal{R}_e}(\theta) \right],
\]

subject to the constraints

\[
\dot{y}_i = f(y_i) + F_\theta^y(y_i), \quad y_i(0) = y_i^0, \quad \| y_i \|_{W_T} \leq 2M y_0, \quad i = 1, \ldots, N.
\]

Again, we put ourselves in the situation when there exists a minimizing pair \((\theta^*, y^*) \in \mathcal{R}_{ad} \times W_T^N\) for (7.4) with

\[
\theta^* \in \text{int } \mathcal{R}_{ad}, \quad \| y_i^* \|_{W_T} < 2M y_0, \quad i = 1, \ldots, N,
\]

satisfying

\[
\dot{y}_i = f(y_i) + F_\theta^y(y_i), \quad y_i(0) = y_i^0, \quad i = 1, \ldots, N.
\]

These assumptions together with (7.1)–(7.3) imply the existence of \( p^* \in W_T^N \) such that the triple \((\theta^*, y^*, p^*)\) is a solution to

\[
\dot{y}_i = f(y_i) + F_\theta^y(y_i), \quad y_i(0) = y_i^0 \quad (7.6)
\]

\[-p_i = Df(y_i)^* p_i + D_x F_\theta^y(y_i)^* B^* p_i + Q^* Q y_i + \beta D_x F_\theta^y(y_i)^* F_\theta^y(y_i), \quad p_i(T) = 0 \quad (7.7)\]

for all \( i = 1, \ldots, N \) and

\[
\nabla \mathcal{G}_{\mathcal{R}_e}(\theta) + \sum_{i=1}^{N} \omega_i \int_{0}^{T} \left[ D_\theta F_\theta^y(y_i)^* B^* p_i + \beta D_\theta F_\theta^y(y_i)^* F_\theta^y(y_i) \right] dt = 0. \quad (7.8)
\]

In practice we compute a triple \((\theta, y, p)\) satisfying (7.6)–(7.8) by applying a gradient descent method to the reduced problem

\[
\min_{\theta \in \mathcal{R}_e} \left[ \frac{1}{2} \sum_{i=1}^{N} \omega_i \left[ \int_{I_T} (|Q S(\theta)_i(t)|^2 + \beta |F_\theta^y(S(\theta)_i(t))|^2) dt \right] + \mathcal{G}_{\mathcal{R}_e}(\theta) \right],
\]

where \( S \) denotes the operator mapping neural networks to the vector of solutions to system (7.5). The procedure is summarized in Algorithm 1. Concerning the choice of the stepsize \( s^k \) in step 5 we note that each evaluation of the reduced objective functional requires the solution of \( N \) nonlinear ordinary differential equations. Hence implicit stepsize rules such as Armijo backtracking are infeasible for the problem. In our implementation we select \( s^k \) according to the Barzilai-Borwein stepsize rule. Concretely this method is based on

\[
s_{1BB}^k := \frac{(S_{k-1}, \mathcal{E}_{k-1})_{\mathcal{R}_e}}{(S_{k-1}, \mathcal{S}_{k-1})_{\mathcal{R}_e}} \quad \text{and} \quad s_{2BB}^k := \frac{(\mathcal{E}_{k-1}, \mathcal{E}_{k-1})_{\mathcal{R}_e}}{(S_{k-1}, \mathcal{E}_{k-1})_{\mathcal{R}_e}},
\]
Algorithm 1. Gradient descent feedback learning.

1. Let \( \theta_1 \in \mathcal{R}_x \).

   while not converged do
     2. For \( i = 1, \ldots, N \) solve

\[
\dot{y}_i^k = f(y_i^k) + \mathcal{F}^s_{\theta_i}(y_i^k), \quad y_i^k(0) = y_i^0.
\]

     as well as

\[
-p_i^k = Df(y_i^k)^* p_i^k + D_x \mathcal{F}^s_{\theta_i}(y_i^k)^* B^* p_i^k + Q^* Qy_i^k + \beta D_x \mathcal{F}^s_{\theta_i}(y_i^k)^* \mathcal{F}^s_{\theta_i}(y_i^k)
\]

     with \( p_i^k(T) = 0 \).
     4. Compute

\[
\hat{\theta}^k = \nabla G_{\mathcal{R}_x}(\theta^k) + \sum_{i=1}^N \omega_i \int_0^T \left[ D_{\theta} \mathcal{F}^s_{\theta_i}(y_i^k)^* B^* p_i^k + \beta D_{\theta} \mathcal{F}^s_{\theta_i}(y_i^k)^* \mathcal{F}^s_{\theta_i}(y_i^k) \right] dt.
\]

     5. Choose \( s^k > 0 \) and set \( \theta^{k+1} = \theta^k - s^k \hat{\theta} \).
   end while

with \( S_{k-1} = \theta^k - \theta^{k-1} \) and \( E_{k-1} = \hat{\theta}^k - \hat{\theta}^{k-1} \). Subsequently we either choose

\[
s^k = \max \left\{ s_{\text{min}}, \min \left\{ s_{BB}^1, s_{\text{max}} \right\} \right\}
\]

or

\[
s^k = \max \left\{ s_{\text{min}}, \min \left\{ s_{BB}^2, s_{\text{max}} \right\} \right\}
\]

where \( s_{\text{min}}, s_{\text{max}} > 0 \) are fixed constants independent of \( k \in \mathbb{N} \). At the same moment we have to mention that the computation of the reduced gradient in steps 2–4 requires the solution of \( N \) nonlinear closed loop systems and \( N \) linear adjoint equations per iteration. While only a moderate number \( N \) of initial conditions is considered in our numerical experiments we propose a stochastic version of Algorithm 1 and/or the use of inexact gradients for large \( N \).

8. Numerical Examples

In the last section we report on three examples which illustrate the practical applicability of the proposed approach. It is based on (7.5)–(7.8) where the state dynamics are replaced by a continuous Galerkin approximation of order one and all arising temporal integrals are treated by the trapezoidal rule. This corresponds to a Crank-Nicolson scheme for the closed loop system. Accordingly we derive first order necessary optimality conditions for the discretized learning problem. Finally a neural network feedback law is obtained from Algorithm 1.

The finite time horizon \( T \), the number of layers \( L \) as well as the activation function \( \sigma \) vary between the considered examples and are chosen based on numerical testing. Our experiences with the learning problem suggest that the time horizon \( T \) has to be chosen sufficiently large to ensure successful stabilization. We set \( N_i = n, \ i = 1, \ldots, L - 1 \) and slightly depart from the presentation in Section 5 by considering layers of the form

\[
f_{i,\theta}^s(x) = \sigma(W_i x + b_i) + x \quad \forall x \in \mathbb{R}^n, \ i = 1, \ldots, L - 1
\]

including an additional identity mapping. Such skip or shortcut connections, [19, 40], prevent the Jacobians of the individual layers from vanishing for small weights and thus greatly help in the training of deep neural networks.
Special attention is paid to comparisons between effects of the neural network feedbacks and the feedback laws obtained by the linear-quadratic regulator (LQR) applied to the linearized system. It is given by \( F_{\text{LQR}}(y)(t) = -(1/\beta)B^\top \Pi y(t) \), cf. ([10], Chap. 6.2), where \( \Pi \in \mathbb{R}^{n \times n} \) denotes the unique positive-definite solution to the algebraic Riccati equation
\[
A^\top \Pi + \Pi A - (1/\beta)\Pi B^\top B \Pi + Q = 0 \quad \text{where} \quad A = Df(0).
\] (8.1)

Comparisons are also carried out to the power series expansion type controller (PSE)
\[
F_{\text{PSE}}(y)(t) = -(1/\beta)B^\top (\Pi y(t) - (A^\top - (1/\beta)\Pi BB^\top \Pi)^{-1} \Pi f_i(y(t)))
\]

with \( f_i \) describing the nonlinear part of the state dynamics. Such feedback laws can be related to formal Taylor approximations of first and second order for the value function around zero. For further reference see e.g. [36].

While we do not aim here at a quantitative comparison among different feedback methodologies with respect to e.g. approximation capabilities and computational effort, we nonetheless point out that, at least for the examples considered in the following, even with only a moderate number of initial conditions for the learning problem and with early stopping after few iterations of Algorithm 1 the NN-based feedback gain provides competitive results. There are cases when it is successful, while the Riccati- or the PSE-controllers fail. We point out that the computations in step 2 can be parallelized leaving the overall computation time in the range of minutes. Finally the application of NN-feedback laws only require the computation of matrix-vector products as well as the application of the nonlinear activation function which can be efficiently realized. All computations in this section have been conducted in Matlab 2019a.

LC-circuit

As a first example consider a LC-circuit consisting of two inductors of unit inductivity and a capacitor of unit capacity see Example 4.2.1 of [39]. The setup is schematized in Figure 1. The magnetic fluxes in the left and right hand side inductor are described by time-dependent functions \( \phi_1 \) and \( \phi_2 \), respectively. Let \( q \) denote the charge stored on the capacitor at any given time, and set \( y = (\phi_1, \phi_2, q) \). We assume the linearity of all involved elements. As a consequence the combined magnetic and electric energy in the circuit at time \( t \in [0, \infty) \) is given by \( \frac{1}{2} |y(t)|^2 \). The system can be influenced by applying a voltage \( u \) through the generator at the lower left side. According to Kirchhoff’s laws the vector-valued function \( y \) thus follows
\[
\dot{y} = \begin{pmatrix} 0 & 1 & -1 \\ -1 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix} y + \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} u, \quad y(0) = y_0,
\] (8.2)

where \( y_0 \in \mathbb{R}^3 \) is the initial distribution of magnetic fluxes and charge. We stress that in the absence of a voltage \( u \) the system is norm-constant i.e. \( |y(t)| = |y_0| \) for all \( t \in [0, \infty) \).
Given $y_0$ our aim is to drive the energy stored in the circuit to zero by applying a voltage $u$ in feedback form. We set $Q = \text{Id} \in \mathbb{R}^{3 \times 3}$, and $\beta = 0.1$.

Since (8.2) is linear the value function of the associated open loop optimal control problem is $V(y_0) = 1/2 y_0^\top \Pi y_0$, where $\Pi$ denotes the solution of the corresponding Riccati equation (8.1). Thus as described in Section 3.2 an optimal feedback law is given by $F^*(y_0) = -1/\beta B^\top \Pi y_0$, and $W^* = -1/\beta B^\top \Pi \in \mathbb{R}^{1 \times 3}$ is the Riccati feedback gain.

Clearly in this case it suffices to consider linear feedback laws in the learning problem i.e. $L$ is set to one and we only optimize $W_L \in \mathbb{R}^{1 \times 3}$. The finite time horizon is chosen as $T = 20$ and the training set of initial conditions solely contains the first canonical basis vector $(1,0,0)^\top$. Algorithm 1 stops with

$$W_L = -(3.567, 4.137, 0.331)$$

after 38 iterations with gradient norm smaller than $10^{-6}$. As a comparison the true Riccati feedback gain is computed using the icare routine in Matlab. This results in

$$W^* = -(3.571, 4.140, 0.332).$$

Remarkably the learning based approach with a single initial condition yields a good approximation to the true Riccati feedback gain. The optimal and neural network feedback controls for $y_0 = (-1,2,1)^\top$ as well as the evolution of the norm of the closed loop states are depicted in Figure 2.

**Van-der-Pol like system**

The second example addresses the stabilization of a nonlinear oscillator whose dynamics are described by

$$\ddot{Y}(t) = 1.5 (1 - Y^2(t)) \dot{Y}(t) - Y(t) + 0.8 Y^3(t) + u, \quad (Y(0), \dot{Y}(0)) = y_0,$$  

(8.3)
for some \( y_0 \in \mathbb{R}^2 \). This corresponds to the governing equation of a Van-der-Pol oscillator with an added cubic nonlinearity which destabilizes the system. We equivalently rewrite (8.3) as a two-dimensional system

\[
\dot{y} = \begin{pmatrix} 0 & 1 \\ -1 & 1.5 \end{pmatrix} y + \begin{pmatrix} 0 \\ -1.5 y_1^2 y_2 - y_1 + 0.8 y_1^3 \end{pmatrix} + \begin{pmatrix} 0 \\ 1 \end{pmatrix} u, \quad y(0) = y_0,
\]

where \( y = (Y, \dot{Y}) \in W_\infty \). We set \( Q = (1,0) \top (1,0) \). Further we fix

\[ \beta = 0.001, \; T = 3, \; \text{and} \; \sigma(x) = \max(x^{1.01}, 0). \]

A set of 20 initial conditions is obtained by sampling from a uniform distribution on \( Y_0 = [-10, 10]^2 \). Subsequently it is equally split into a set \( \hat{Y}_0 = \{ y_0 \}^{10}_{i=1} \) used as training data in the learning problem with equal weights \( w_i = 1/10, \; i = 1, \ldots, 10 \), and its complement on which we validate the computed results. In order to stabilize the system we trained neural networks with \( L = 3 \) and 5 layers, respectively. Since both lead to very similar results we only report on those for the smaller network to avoid ambiguities in the following.

We illustrate the effect of the different feedback controllers on the system. For this purpose the orbits of the associated closed loop dynamics originating from the test and validation sets are plotted in Figure 3. In Table 1 the state and feedback control norms as well as open loop objective functional values, approximated by a suitably large time horizon, are summarized for several initial conditions in the validation set.

As we can see from the results presented in Figure 3 as well as Table 1 the uncontrolled trajectories diverge rapidly. This is due to the presence of the cubic nonlinearity. In contrast the linearization based feedback stabilizes the system in most of the considered test cases but fails for initial conditions with relatively large \( y_1 \) component. Last, while both nonlinear feedback laws succeed for all sampled initial conditions the computed trajectories remarkably differ, especially in the transient phase. In fact the neural network feedback controller first drives the state almost in parallel to the \( y_2 \)-axis towards a curve crossing the origin. On this lower dimensional manifold the trajectories are controlled to the origin. We point out that none of the initial conditions considered in the learning problem (indicated by blue dots in the Figures) lie directly on this curve. Again, in view of the Bellman principle, this highlights the influence of the whole trajectory, and not just the initial condition, on the learned feedback controller cf. Corollary 4.6.

The initial changes in the \( y_2 \) component of the PSE closed-loop state differ from the neural network dynamics both in magnitude and, in some cases, in sign. In particular note that the neural network states do not leave \( Y_0 \) while this occurs for the PSE dynamics if the first component of the initial condition is too large or small.

Comparing the computed results in Table 1 we observe that the LQR and PSE feedback controllers lead to smaller objective functional values if the first component of \( y_0 \) is relatively close to zero. This can be expected since both feedback laws are constructed based on a polynomial expansion of the value function around the origin. Moreover, in contrast to LQR, the PSE controller efficiently stabilizes for initial conditions with relatively large/small first component. However, we observe substantially larger control norms in comparison to the neural network feedback and thus also larger open loop objective functional values.

**Viscous Burgers’ equation**

The final example is dedicated to the stabilization of a one dimensional Burgers’-like equation given by

\[
\partial_t \mathcal{V}(x, t) = 0.2 \partial_x \mathcal{V}(x, t) + \mathcal{V}(x, t) \partial_x Y(x, t) + \delta \mathcal{V}^p + \chi_\omega(x) u(t) \\
\mathcal{V}(-1, t) = \mathcal{V}(1, t) = 0 \\
\mathcal{V}(x, 0) = \mathcal{V}_0,
\]

for all \((x, t) \in (-1, 1) \times I, \delta \geq 0, \; p \in \{1, 3\}\) and initial datum \( \mathcal{V}_0 \). The time-dependent control signal \( u \in L^2(I) \) acts on the subset \( \omega = (-0.5, -0.2) \) of the spatial domain, with \( \chi_\omega \) denoting its characteristic function.
To fit this setting into the perspective of the manuscript we approximate the state by \( Y_N(x,t) = \sum_{j=0}^{N} y_j(t) \phi_j(x) \) where \( N \in \mathbb{N} \), \( x_j = \cos(j\pi/N) \), \( j = 0, \ldots, N \), are the Chebyshev nodes, and \( \{ \phi_j \}_{j=0}^{N} \) is the set of Lagrange basis polynomials associated to \( \{ x_j \}_{j=0}^{N} \). The time-dependent coefficient function \( y_j \) corresponds to an approximation of the state \( \mathcal{Y} \) at the \( j \)-th collocation point \( x_j \). In more detail, we set \( y_0 = y_N = 0 \), and require \( y = (y_1, \ldots, y_{N-1})^T \) to fulfill

\[
\dot{y}(t) = D_1 y(t) + y(t) \ast D_2 y(t) + \delta y^p + Bu, \tag{8.4}
\]

where the matrices \( D_1, D_2 \in \mathbb{R}^{(N-1) \times (N-1)} \) are pseudospectral approximations of the first and second derivative with respect to \( x \), \( y^p \) denotes the coordinate-wise \( p \)-th power of \( y \), and \( y_0 = (\mathcal{Y}_0(x_1), \ldots, \mathcal{Y}_0(x_{N-1})) \). The control operator is given by \( B = (\chi(x_1), \ldots, \chi(x_{N-1})) \), and the symbol \( \ast \) denotes the Hadamard product between two
Table 1. Results for different $y_0$.

| $y_0$ | $\mathcal{F}$ | $\|Qy\|_{L^2}$ | $\|\mathcal{F}(y)\|_{L^2}$ | $J(y, \mathcal{F}(y))$ |
|-------|----------------|-----------------|-----------------|-----------------|
|       | uncont. | $+\infty$ | 0 | $+\infty$ |
|       | LQR | $+\infty$ | $+\infty$ | $+\infty$ |
|       | PSE | 3.7 | 494 | 129 |
|       | NN | 5.76 | 379 | 88.5 |

$y_0 = (-7.37, -9.17)$

| $y_0$ | $\mathcal{F}$ | $\|Qy\|_{L^2}$ | $\|\mathcal{F}(y)\|_{L^2}$ | $J(y, \mathcal{F}(y))$ |
|-------|----------------|-----------------|-----------------|-----------------|
|       | uncont. | $+\infty$ | 0 | $+\infty$ |
|       | LQR | 0.82 | 7.85 | 0.37 |
|       | PSE | 0.72 | 14.7 | 0.37 |
|       | NN | 0.87 | 6.66 | 0.4 |

$y_0 = (2.04, -4.97)$

| $y_0$ | $\mathcal{F}$ | $\|Qy\|_{L^2}$ | $\|\mathcal{F}(y)\|_{L^2}$ | $J(y, \mathcal{F}(y))$ |
|-------|----------------|-----------------|-----------------|-----------------|
|       | uncont. | $+\infty$ | 0 | $+\infty$ |
|       | LQR | 2.26 | 52.4 | 3.91 |
|       | PSE | 1.75 | 68.7 | 3.89 |
|       | NN | 1.71 | 81.0 | 4.74 |

$y_0 = (5.81, 2.03)$

| $y_0$ | $\mathcal{F}$ | $\|Qy\|_{L^2}$ | $\|\mathcal{F}(y)\|_{L^2}$ | $J(y, \mathcal{F}(y))$ |
|-------|----------------|-----------------|-----------------|-----------------|
|       | uncont. | $+\infty$ | 0 | $+\infty$ |
|       | LQR | 7.32 | 205 | 47.8 |
|       | PSE | 2.7 | 240 | 32.4 |
|       | NN | 3.46 | 200 | 25.88 |

| $y_0$ | $\mathcal{F}$ | $\|Qy\|_{L^2}$ | $\|\mathcal{F}(y)\|_{L^2}$ | $J(y, \mathcal{F}(y))$ |
|-------|----------------|-----------------|-----------------|-----------------|
|       | uncont. | $+\infty$ | 0 | $+\infty$ |
|       | LQR | 2.67 | 5.5 | 5.08 |
|       | PSE | 3.49 | 7.04 | 8.57 |
|       | NN | 2.5 | 1.36 | 3.23 |

$y_0 = (-3.31, -7.61)$

Table 2. Results for $\delta = 2, p = 1$.

$\mathcal{Y}_1(x) = \cos(2\pi x)\cos(\pi x) + 0.5$

| $\mathcal{Y}_1(x)$ | $\mathcal{F}$ | $\|Qy\|_{L^2}$ | $\|\mathcal{F}(y)\|_{L^2}$ | $J(y, \mathcal{F}(y))$ |
|---------------------|----------------|-----------------|-----------------|-----------------|
| $\mathcal{Y}_2(x) = \cos(2\pi x)\cos(\pi x) + 1.5$ | uncont. | $+\infty$ | 0 | $+\infty$ |
|       | LQR | 0.82 | 7.85 | 0.37 |
|       | PSE | 0.72 | 14.7 | 0.37 |
|       | NN | 0.87 | 6.66 | 0.4 |

$\mathcal{Y}_3(x) = -2\text{sign}(x)$

| $\mathcal{Y}_3(x)$ | $\mathcal{F}$ | $\|Qy\|_{L^2}$ | $\|\mathcal{F}(y)\|_{L^2}$ | $J(y, \mathcal{F}(y))$ |
|---------------------|----------------|-----------------|-----------------|-----------------|
| $\mathcal{Y}_4(x) = 2.5(x - 1)^2(x + 1)^2$ | uncont. | $+\infty$ | 0 | $+\infty$ |
|       | LQR | 2.34 | 11.6 | 9.47 |
|       | PSE | 1.71 | 81.0 | 4.74 |

| $\mathcal{Y}_5(x)$ | $\mathcal{F}$ | $\|Qy\|_{L^2}$ | $\|\mathcal{F}(y)\|_{L^2}$ | $J(y, \mathcal{F}(y))$ |
|---------------------|----------------|-----------------|-----------------|-----------------|
| $\mathcal{Y}_6(x) = 2.5(x - 1)^2(x + 1)^2$ | uncont. | $+\infty$ | 0 | $+\infty$ |
|       | LQR | 2.34 | 11.6 | 9.47 |
|       | PSE | 1.71 | 81.0 | 4.74 |

vectors. We approximate the $L^2$-norm of $\mathcal{Y}$ by

$$\int_{-1}^{1} \int_{-1}^{1} |\mathcal{Y}(x,t)|^2 \, dx \, dt \approx \int_{-1}^{1} |Qy(t)|^2 \, dt$$

where $Q$ is a diagonal matrix containing the square roots of the Clenshaw-Curtis quadrature weights. Further we fix

$$\beta = 0.1, T = 20, \sigma(x) = \ln(1 + \exp(x)), \text{ and } N = 14.$$
Our network-based feedback laws for (8.4) are obtained based on a four layer neural network on the set $Y_0 = [-3, 3]^{13}$. A set of 40 random training initial conditions is randomly sampled in $Y_0$. We apply equal weights $w_i = 1/40$ and first train a neural network controller for $\delta = 2$, $p = 1$. As in the previous example, initial conditions that were not part of the training set are used to compare the neural network feedback with the LQR and PSE controllers.

Turning to the validation of the computed results, Table 2 summarizes the norm of the states and feedback controls as well as the open loop objective function approximated with a finite time horizon of $T = 50$. The entries "+$\infty$" indicate that the closed-loop state does not converge to zero while "+$\infty$" marks finite-time blowups. Additionally we plot the temporal evolution the logarithm of the norm of the state, as well as the feedback controls for two particular initial conditions in Figures 4 and 5.

While all considered feedback laws stabilize initial conditions $Y_0^\delta$ and $Y_0^p$, increasing the magnitude of the latter one, cf. $Y_0^2$, causes blowups of the LQR and PSE closed-loop states. This emphasizes the local nature of these controllers. Moreover the nonlinear PSE feedback is unable to stabilize $Y_0^3$ and leads to the largest open loop objective functional values for all initial conditions. On the contrary the neural network feedback
stabilizes the dynamical system at an exponential rate in all test cases and admits the lowest open loop objective functional value among the considered controllers. Such a behavior can be expected since the neural network controller is found as an approximate solution to a minimization problem involving the nonlinear closed-loop system. We also point to the difference in magnitude between the LQR optimal controls and the neural network feedback which is a well known drawback of linearization based feedback laws. It is also reflected in the smaller norm of the nonlinear feedback controls compared to the linear ones. Last we highlight the remarkably different transient behavior of the neural network feedback in Figure 4 especially in comparison to the PSE controller.

The final set of results are obtained for the choice $\delta = 0.5$ and $p = 3$, while leaving all other specifications unaltered.

The obtained results are depicted in Table 3. While the uncontrolled system is stable for $Y_0 = 2.5(x - 1)^2(x + 1)^2$, the additional cubic term leads to a finite time blow up for larger initial conditions. Since the Fréchet derivative of the cubic nonlinearity vanishes at zero the same behavior can be observed for the linearization based feedback. In contrast, the nonlinear controllers take this destabilizing effect into account and drive the state to zero at an exponential rate for all considered initial conditions. It is worth mentioning that the neural network closed
Table 3. Results for $\delta = 0.5$, $p = 3$.

| $\mathcal{Y}_0^1(x)$ | $\mathcal{Y}_0^2(x)$ |
|----------------------|----------------------|
| $\mathcal{Y}_0^1(x) = \cos(2\pi x) \cos(\pi x) + 0.5$ | $\mathcal{Y}_0^2(x) = \cos(2\pi x) \cos(\pi x) + 1.5$ |

| $\mathcal{F}$ | $\|Qy\|_{L^2}$ | $\|F(y)\|_{L^2}$ | $J(y, \mathcal{F}(y))$ |
|--------------|---------------|-----------------|-----------------|
| uncont.      | 0.98          | 0               | 0.48            |
| LQR          | 0.67          | 1.19            | 0.26            |
| PSE          | 0.59          | 1.32            | 0.26            |
| NN           | 0.46          | 2.56            | 0.43            |

| $\mathcal{Y}_0^3(x) = -2 \text{sign}(x)$ | $\mathcal{Y}_0^4(x) = 2.5(x - 1)^2(x + 1)^2$ |

| $\mathcal{F}$ | $\|Qy\|_{L^2}$ | $\|F(y)\|_{L^2}$ | $J(y, \mathcal{F}(y))$ |
|--------------|---------------|-----------------|-----------------|
| uncont.      | +\infty       | 0               | +\infty         |
| LQR          | +\infty       | +\infty         | +\infty         |
| PSE          | 1.73          | 6.79            | 3.81            |
| NN           | 1.53          | 8.03            | 4.4             |

loop state is the smallest, in the $L^2$ sense, in all test cases. This comes at the cost of larger control norms and objective functional values. A possible explanation for this behavior can be found in the early termination of Algorithm 1 after only few iterations. However this was particularly crucial in the present example since the use of explicit stepsizes in the gradient method occasionally led to iterates with finite-time blow ups on the training set. A more sophisticated and rigorous algorithmic treatment of systems with exploding behavior in the context of the proposed feedback setting is subject to future research.

9. Conclusion

A feedback strategy based on learning neural networks has been proposed and analysed in the framework of optimal stabilisation problems. The underlying concept is quite general and several extensions suggest themselves. It can be of interest to carefully analyse the finite horizon case, with a state-dependent control operator, so that bilinear control problems occur as a special case. Moreover the treatment of infinite dimensional controlled systems is of interest.

Appendix A. Results on Nemitsky Operators

In this section we provide several auxiliary results on superposition operators.

**Proposition A.1.** Let $M > 0$ and $F \in \text{Lip} (\bar{B}_M(0); \mathbb{R}^m)$, $\bar{B}_M(0) \subset \mathbb{R}^n$, with $F(0) = 0$ be given and define the induced Nemitsky operator as

$$[\mathcal{F}(y)](t) = F(y(t)) \quad \forall y \in W_\infty, \|y\|_{C_b(I; \mathbb{R}^n)} \leq M, \ t \in I.$$  

Then $\mathcal{F}(y) \in L^2(I; \mathbb{R}^m) \cap C_b(I; \mathbb{R}^m)$ for all $y \in W_\infty$, $\|y\|_{C_b(I; \mathbb{R}^n)} \leq M$, and we have

$$\|\mathcal{F}(y_1) - \mathcal{F}(y_2)\|_{L^2(I; \mathbb{R}^m)} \leq L_{F,M} \|y_1 - y_2\|_{L^2(I; \mathbb{R}^n)},$$

as well as

$$\|\mathcal{F}(y_1) - \mathcal{F}(y_2)\|_{C_b(I; \mathbb{R}^m)} \leq L_{F,M} \|y_1 - y_2\|_{C_b(I; \mathbb{R}^n)}.$$
for all $y_i \in W_\infty$, $\|y_i\|_{C_b(I;\mathbb{R}^n)} \leq M$, $i = 1, 2$, where $L_{F,M}$ is the Lipschitz constant of $F$ on $\bar{B}_M(0)$.

If $F$ is continuously Fréchet differentiable on $\bar{B}_M(0)$ and $DF \in \text{Lip}(\bar{B}_M(0);\mathbb{R}^{m \times n})$, with Lipschitz constant $L_{DF,M}$ on $\bar{B}_M(0)$, then $F : W_\infty$ to $L^2(I;\mathbb{R}^n)$ is differentiable at $y \in W_\infty$, $\|y\|_{C_b(I;\mathbb{R}^n)} < M$. Its Fréchet derivative $DF(y) \in L(W_\infty;L^2(I;\mathbb{R}^n))$ satisfies

$$[DF(y)\delta y](t) = DF(y(t))\delta y(t) \quad \forall \delta y \in W_\infty$$

and almost every $t \in I$. Moreover we have

$$\|(DF(y_1) - DF(y_2))\delta y\|_{L^2(I;\mathbb{R}^m)} \leq \|\mathcal{L}(W_\infty,C_b(I;\mathbb{R}^n))L_{DF,M}\|y_1 - y_2\|_{L^2(I;\mathbb{R}^n)}\|\delta y\|_{W_\infty}$$

for all $y_i \in W_\infty$, $\|y_i\|_{C_b(I;\mathbb{R}^n)} < M$, $i = 1, 2$, and $\delta y \in W_\infty$.

For the sake of brevity we leave the proof of this proposition and Lemma A.3 to the reader.

**Corollary A.2.** Let $y_k \rightharpoonup y$ in $W_\infty$, with $\|y_k\|_{C_b(I;\mathbb{R}^n)} \leq M$, and assume that $F \in \text{Lip}(\bar{B}_M(0);\mathbb{R}^m)$, with $F(0) = 0$. Then we have $F(y_k) \rightharpoonup F(y)$ in $L^2(I;\mathbb{R}^n)$.

**Proof.** Let $\phi \in L^2(I;\mathbb{R}^n)$ with $\phi = 0$ on $[T_\phi, \infty)$ for some $T_\phi > 0$. By compactness of $H^1(0,T_\phi;\mathbb{R}^n)$ in $L^2(0,T_\phi;\mathbb{R}^n)$ and the first assertion of Proposition A.1 we deduce

$$\langle \phi, F(y_k) \rangle_{L^2(I;\mathbb{R}^n)} \rightarrow \langle \phi, F(y) \rangle_{L^2(I;\mathbb{R}^n)}.$$ 

Since the set $\{\phi \in L^2(I;\mathbb{R}^n) : \phi = 0$ on $[T_\phi, \infty)$ for some $T_\phi > 0\}$ is dense in $L^2(I;\mathbb{R}^n)$, the claim follows. $\square$

A result analogous to Proposition A.1 also holds for superposition operators on $L^\infty_\mu(Y_0;W_\infty)$.

**Lemma A.3.** Let $F \in \text{Lip}(\bar{B}_M(0);\mathbb{R}^m)$, with $F(0) = 0$, and $y \in L^\infty_\mu(Y_0;W_\infty)$, with $\|y\|_{L^\infty_\mu(Y_0;L^2(I;\mathbb{R}^n))} \leq M$ be given. Define the induced Nemitsky operator by

$$[F(y)](y_0)(t) = F(y(y_0)(t)) \quad \text{for} \mu - \text{a.e.} \ y_0 \in Y_0, \ t \in I.$$ 

(A.1)

Then $F(y) \in L^\infty_\mu(Y_0;L^2(I;\mathbb{R}^m))$ and

$$\|F(y_1) - F(y_2)\|_{L^\infty_\mu(Y_0;L^2(I;\mathbb{R}^m))} \leq L_{F,M}\|y_1 - y_2\|_{L^\infty_\mu(Y_0;L^2(I;\mathbb{R}^n))}$$

for all $y_i \in L^\infty_\mu(Y_0;W_\infty)$, $\|y_i\|_{L^\infty_\mu(Y_0;C_b(I;\mathbb{R}^m))} \leq M$, $i = 1, 2$.

If $F$ is continuously Fréchet differentiable on $\bar{B}_M(0)$ and $DF \in \text{Lip}(\bar{B}_M(0);\mathbb{R}^{m \times n})$, then $F : L^\infty_\mu(Y_0;W_\infty) \rightarrow L^\infty_\mu(Y_0;L^2(I;\mathbb{R}^m))$ is differentiable at $y \in L^\infty_\mu(Y_0;W_\infty)$ with $\|y_i\|_{L^\infty_\mu(Y_0;C_b(I;\mathbb{R}^m))} < M$. Its Fréchet derivative satisfies

$$DF(y) \in L(L^\infty_\mu(Y_0;W_\infty),L^\infty_\mu(Y_0;L^2(I;\mathbb{R}^m))), \quad [DF(y)\delta y](t) = DF(y(t))\delta y(t)$$

for all $\delta y \in L^\infty_\mu(Y_0;W_\infty)$, almost every $t \in I$, and $\mu$-a.e. $y_0 \in Y_0$. Moreover we have

$$\|(DF(y_1) - DF(y_2))\delta y\|_{L^\infty_\mu(Y_0;L^2(I;\mathbb{R}^m))} \leq L_{DF,M}\|\mathcal{L}(W_\infty,C_b(I;\mathbb{R}^m))\|y_1 - y_2\|_{L^\infty_\mu(Y_0;L^2(I;\mathbb{R}^n))}\|\delta y\|_{L^\infty_\mu(Y_0;W_\infty)}$$

for all $y_i \in L^\infty_\mu(Y_0;W_\infty)$, $\|y_i\|_{L^\infty_\mu(Y_0;C_b(I;\mathbb{R}^m))} < M$, $i = 1, 2$, and $\delta y \in L^\infty_\mu(Y_0;W_\infty)$.
Next, we discuss the relation between weak and pointwise almost everywhere limits in $L^2_{\mu}(Y_0; W^\infty)$.

**Lemma A.4.** Let \( \{y_k\}_{k \in \mathbb{N}} \subset L^\infty_{\mu}(Y_0; W^\infty) \) be given. Assume that there exists a constant $M_0 > 0$, an element $y \in L^2_{\mu}(Y_0; W^\infty)$ such that:

(i) $\|y_k\|_{L^\infty_{\mu}(Y_0; W^\infty)} \leq M_0 \quad \forall k \in \mathbb{N}$,

(ii) $y_k \rightharpoonup y$ in $L^2_{\mu}(Y_0; W^\infty)$,

(iii) there exists a family $\{\hat{y}(y_0)\}_{y_0 \in Y_0} \subset W^\infty$ such that $y_k(y_0) \rightharpoonup \hat{y}(y_0)$ in $W^\infty$ for $\mu$-a.e. $y_0 \in Y_0$.

Then $y_0 \mapsto \hat{y}(y_0)$ belongs to $L^\infty_{\mu}(Y_0; W^\infty)$, $\|\hat{y}\|_{L^\infty_{\mu}(Y_0; W^\infty)} \leq M_0$, and $\hat{y} = y$ $\mu$-almost everywhere.

If, moreover, $F \in \text{Lip}(B_{\mathbb{R}^n}(0); \mathbb{R}^m)$, with $F(0) = 0$ and $M = M_0\|F\|_{C(W^\infty, C_b(I; \mathbb{R}^n))}$, then

\[
F(y_k) \rightharpoonup F(y) \quad \text{in } L^2_{\mu}(Y_0; L^2(I; \mathbb{R}^n)).
\]  

(A.2)

**Proof.** For arbitrary $\varphi \in W^*_\infty$ define

$\hat{\varphi}^\varphi: Y_0 \to \mathbb{R}, \quad y_0 \mapsto \langle \hat{\varphi}(y_0), \varphi \rangle_{W^\infty, W^\infty}$

as well as

$y_k^\varphi: Y_0 \to \mathbb{R}, \quad y_0 \mapsto \langle y_k(y_0), \varphi \rangle_{W^\infty, W^\infty}$

for $k \in \mathbb{N}$. Clearly, the mapping $y_k^\varphi$ is $\mu$-measurable for every $k \in \mathbb{N}$. By assumption (iii) there exist $\mu$-zero sets $O, O_k \in \mathcal{A}, \ k \in \mathbb{N}$ such that

$y_k(y_0) \rightharpoonup \hat{\varphi}(y_0) \quad \forall y_0 \in Y_0 \setminus O$

as well as

$\|y_k(y_0)\|_{W^\infty} \leq M_0 \quad \forall y_0 \in Y_0 \setminus \bigcup_{k \in \mathbb{N}} O_k$.

Setting $O = O \cup \bigcup_{k \in \mathbb{N}} O_k$, we have $\mu(O) = 0$ as well as

$\langle y_k(y_0), \varphi \rangle_{W^\infty, W^\infty} \to \langle y_k(y_0), \varphi \rangle_{W^\infty, W^\infty} \quad \forall y_0 \in Y_0 \setminus O$

and by (i)

$\|\hat{\varphi}(y_0)\|_{W^\infty} \leq \liminf_{k \to \infty} \|y_k(y_0)\|_{W^\infty} \leq M_0 \quad \forall y_0 \in Y_0 \setminus O.$  

(A.3)

Since $O$ is a $\mu$-zero set, the mapping $\hat{\varphi}^\varphi$ is the pointwise almost everywhere limit of a sequence of $\mu$-measurable functions. Thus it is $\mu$-measurable. Since $\varphi \in W^*_\infty$ was chosen arbitrarily, this implies the weak measurability of $\hat{\varphi}$. Due to the separability of $W^\infty$ and Pettis’ theorem we conclude its $\mu$-measurability. From (A.3) we further get $\hat{\varphi} \in L^\infty_{\mu}(Y_0; W^\infty)$ and $\|\hat{\varphi}\|_{L^\infty_{\mu}(Y_0; W^\infty)} \leq M_0$.

Next we verify that the weak limit $y$ of $\{y_k\}_{k \in \mathbb{N}}$ coincides $\mu$-a.e. with $\hat{\varphi}$. Let $\Phi \in L^2_{\mu}(Y_0, W^*_\infty)$ be given. Set

$O_\Phi = O \cup \{y_0 \in Y_0 \mid \Phi(y_0) \not\in W^\infty \}$.

Noting that $\mu(O_\Phi) = 0$, the mappings

$y_k^\Phi: Y_0 \to \mathbb{R}, \quad y_0 \mapsto \langle y_k(y_0), \Phi(y_0) \rangle_{W^\infty, W^\infty},$
In more detail we consider

\[ \hat{y}_k: Y_0 \to \mathbb{R}, \quad y_0 \mapsto \langle \hat{y}(y_0), \Phi(y_0) \rangle_{W_\infty, W_\infty^*} \]

are \( \mu \)-measurable and integrable. We immediately conclude \( |y_k(y_0)| \leq M \| \Phi(y_0) \|_{W_\infty} \) for all \( k \in \mathbb{N} \) and \( y_0 \in Y_0 \setminus O_\Phi \). Furthermore we have

\[ y_k(y_0) \to \hat{y}(y_0) \quad \forall y_0 \in Y_0 \setminus O_\Phi. \]

Denote by \( \langle \cdot, \cdot \rangle \) the duality pairing between \( L^2_\mu(Y_0; W_\infty^*) \) and \( L^2_\mu(Y_0; W_\infty^*) \). Since \( \mu \) is finite we may now apply Lebesgue’s dominated convergence theorem to conclude

\[ \langle y_k, \Phi \rangle = \int_{Y_0} \langle y_k(y_0), \Phi(y_0) \rangle_{W_\infty, W_\infty^*} \, d\mu(y_0) \to \int_{Y_0} \langle \hat{y}(y_0), \Phi(y_0) \rangle_{W_\infty, W_\infty^*} \, d\mu(y_0) = \langle \hat{y}, \Phi \rangle. \]

Due to the arbitrary choice of the test function \( \Phi \in L^2_\mu(Y_0; W_\infty^*) \) we thus get \( y_k \to \hat{y} \) in \( L^2_\mu(Y_0; W_\infty) \). Since weak limits are unique there holds \( \hat{y} = y \) \( \mu \)-a.e., with \( y \) given in (ii).

To verify (A.2), let an arbitrary \( \Psi \in L^2_\mu(Y_0; L^2(I; \mathbb{R}^n)) \) be given and set

\[ O_\Psi = O \cup \{ y_0 \in Y_0 \mid \Psi(y_0) \notin L^2(I; \mathbb{R}^n) \}. \]

By construction and Corollary A.2 there holds \( \mu(O_\Psi) = 0 \),

\[ \langle \Psi(y_0), F(y_k(y_0)) \rangle_{L^2(I; \mathbb{R}^n)} \to \langle \Psi(y_0), F(y(y_0)) \rangle_{L^2(I; \mathbb{R}^n)} \quad \forall y_0 \in Y_0 \setminus O_\Phi \]

as well as

\[ \langle \Phi(y_0), F(y_k(y_0)) \rangle_{L^2(I; \mathbb{R}^n)} \leq M \| F(y) \|_{L^2(I; \mathbb{R}^n)} \quad \forall y_0 \in Y_0 \setminus O_\Phi, \quad k \in \mathbb{N}. \]

Since \( \mu \) is finite, the right hand side in this estimate is \( \mu \)-integrable independent of \( k \in \mathbb{N} \). Lebesgue’s dominated convergence theorem thus yields

\[ \int_{Y_0} \langle \Phi(y_0), F(y_k(y_0)) \rangle_{L^2(I; \mathbb{R}^n)} \, d\mu(y_0) \to \int_{Y_0} \langle \Phi(y_0), F(y(y_0)) \rangle_{L^2(I; \mathbb{R}^n)} \, d\mu(y_0). \]

Due to the arbitrary choice of \( \Phi \in L^2_\mu(Y_0; L^2(I; \mathbb{R}^n)) \) we conclude

\[ F(y_k) \to F(y) \quad \text{in} \quad L^2_\mu(Y_0; L^2(I; \mathbb{R}^n)), \]

as desired. \( \square \)

**APPENDIX B. Perturbation results**

**B.1 A perturbation result for the nonlinear closed-loop equation**

In this section we study the behavior of solutions to (3.2) under additive perturbations of the dynamical system. In more detail we consider

\[ \dot{y}_v = f(y_v) + B F(y_v) + v, \quad y_v(0) = y_0 \tag{B.1} \]

where \( v \in L^2(I; \mathbb{R}^n) \) is a given function.
Theorem B.1. Let Assumptions 3.1 and 6.2 hold. Then there exist an open neighbourhood $V_1 \subset L^2(I;\mathbb{R}^n)$ of 0 as well as an open neighbourhood $Y_0$ of $Y_0$ such that (B.1) admits a unique solution $y_v = y^v(y_0) \in Y_{ad}$ for every pair $(v,y_0) \in V_1 \times Y_0$. Moreover the mapping

$$y^\star(\bullet): V_1 \times Y_0 \rightarrow Y_{ad}, \quad (v,y_0) \mapsto y^v(y_0)$$

is at least continuously Fréchet differentiable.

Proof. The proof is based on the application of the implicit function theorem to

$$G: Y_{ad} \times N(Y_0) \times L^2(I;\mathbb{R}^n) \rightarrow L^2(I;\mathbb{R}^n) \times \mathbb{R}^n$$

with

$$G(y,y_0,v) = \begin{pmatrix} \dot{y} - f(y) - BF^\star(y) - v \\ y(0) - y_0 \end{pmatrix}$$

Given an arbitrary $\tilde{y}_0 \in Y_0$ and the associated unique solution $\tilde{y} = y^\star(\tilde{y}_0) \in \text{int} \ Y_{ad}$ (according to Assumption 3.1 A.3) to the unperturbed closed loop system, $G(\tilde{y},\tilde{y}_0,0) = 0$ holds. Moreover $G$ is at least of class $C^1$ in a neighborhood of $(\tilde{y},\tilde{y}_0,0)$ and there holds

$$D_yG(y,y_0,v)\delta y = \begin{pmatrix} \delta \dot{y} - DF(y)\delta y - BDF^\star(y)\delta y \\ \delta y(0) \end{pmatrix}.$$ 

Assumption 6.2 now ensures that $D_yG(\tilde{y},\tilde{y}_0,0)$ is boundedly invertible. Hence applying the implicit function theorem yields the existence of positive constants $\kappa_1 = \kappa_1(\tilde{y},\tilde{y}_0)$ and $\kappa_2 = \kappa_2(\tilde{y},\tilde{y}_0)$, which may depend on $\tilde{y}$, $\tilde{y}_0$, such that for every $y_0 \in \mathbb{R}^n$ with $|y_0 - \tilde{y}_0| < \kappa_1$ and $|v| < \kappa_2$ there exists $y^v(y_0) \in Y_{ad}$ with $G(y^v(y_0),y_0,v) = 0$ i.e. $y^v(y_0)$ is the unique solution to (B.1) in $Y_{ad}$. Moreover, the mapping

$$y^\cdot(\cdot): B_{\kappa_2}(0) \times B_{\kappa_1}(\tilde{y}_0) \rightarrow Y_{ad}, \quad (v,y_0) \mapsto y^v(y_0)$$

is of class $C^1$. This yields an open covering of $Y_0$ i.e.

$$Y_0 \subset \bigcup_{\tilde{y}_0 \in Y_0} B_{\kappa_1(\tilde{y},\tilde{y}_0)}(\tilde{y}_0).$$

Since $Y_0$ is compact there exists a finite set of initial conditions $\{\tilde{y}_0^i\}_{i=1}^N \subset Y_0$, including 0, such that

$$Y_0 \subset Y_0 := \bigcup_{i=1}^N B_{\kappa_1(\tilde{y},\tilde{y}_0)}(\tilde{y}_0^i).$$

Set $V = \bigcap_{i=1}^N B_{\kappa_2(\tilde{y},\tilde{y}_0)}(0) \subset L^2(I;\mathbb{R}^n)$. Collecting all previous observations now yields the existence of a $C^1$-mapping

$$y^\cdot(\cdot): V \times Y_0 \rightarrow Y_{ad}, \quad y^v(y_0) \text{ uniquely solves (B.1) in } Y_{ad}.$$
Denote by $\delta y^v(y_0) \in \mathcal{L}(V_1 \times Y_0, W_\infty)$ the Fréchet derivative of $y^v(\cdot)$ at $(v, y_0) \in V_1 \times Y_0$. It is evident that $\delta y = \delta y^v(y_0)(\delta v, \delta y_0) \in W_\infty$ fulfills
\[
\delta y = Df(y^v(y_0))\delta y + BDf^*(y^v(y_0))\delta y + \delta v, \quad \delta y(0) = \delta y_0
\]
for every $\delta v \in L^2(I; \mathbb{R}^n)$ and $\delta y_0 \in \mathbb{R}^n$.

To establish an a priori estimate for the solution to the perturbed closed loop system (B.1) we require the following auxiliary result.

**Corollary B.2.** There exists an open neighborhood $V_2 \subset V_1 \subset L^2(I; \mathbb{R}^n)$ of 0 as well as $c > 0$ such that
\[
\|y^{v_1}(y_0) - y^{v_2}(y_0)\|_{W_\infty} \leq c\|v_1 - v_2\|_{L^2(0, \infty; \mathbb{R}^n)}
\]
holds for all $v_1, v_2 \in V_2$ and $y_0 \in Y_0$.

**Proof.** Let $v_1, v_2 \in V_1$ be given. By the mean value theorem we obtain
\[
\|y^{v_1}(y_0) - y^{v_2}(y_0)\|_{W_\infty} \leq \sup_{s \in [0, 1]} \|\delta y^{v(s)}(y_0)(\cdot, 0)\|_{\mathcal{L}(L^2(I; \mathbb{R}^n), W_\infty)}\|v_1 - v_2\|_{L^2(I; \mathbb{R}^n)}
\]
\[
\leq \sup_{s \in [0, 1]} \max_{y_0 \in Y_0} \|\delta y^{v(s)}(y_0)(\cdot, 0)\|_{\mathcal{L}(L^2(I; \mathbb{R}^n), W_\infty)}\|v_1 - v_2\|_{L^2(I; \mathbb{R}^n)},
\]
where $v(s) = v_1 + s(v_2 - v_1) \in V_1$, $s \in [0, 1]$. Let us now consider the mapping
\[
h: V \to \mathbb{R}, \quad v \mapsto \max_{y_0 \in Y_0} \|\delta y^v(y_0)(\cdot, 0)\|_{\mathcal{L}(L^2(I; \mathbb{R}^n), W_\infty)}.
\]
Note that $h(v) < \infty$ for all $v \in V_1$. We now prove that $h$ is continuous at zero. To this end let an arbitrary sequence $\{v_k\}_{k \in \mathbb{N}}$ with $v_k \to 0$ be given. Since the mapping $y^v(\cdot)$ is $C^1$ there exists a sequence $\{y_k\}_{k \in \mathbb{N}} \subset Y_0$ as well as an element $\bar{y}_0 \in Y_0$ with
\[
h(v_k) = \max_{y_0 \in Y_0} \|\delta y^{v_k}(y_0)(\cdot, 0)\|_{\mathcal{L}(L^2(I; \mathbb{R}^n), W_\infty)} = \|\delta y^{v_k}(y_0^k)(\cdot, 0)\|_{\mathcal{L}(L^2(I; \mathbb{R}^n), W_\infty)}
\]
and $h(0) = \|\delta y^0(\bar{y}_0)(\cdot, 0)\|_{\mathcal{L}(L^2(I; \mathbb{R}^n), W_\infty)}$. By cross-testing we obtain
\[
g(v^k, \bar{y}_0) := \|\delta y^{v_k}(\bar{y}_0)(\cdot, 0)\|_{\mathcal{L}(L^2(I; \mathbb{R}^n), W_\infty)} - \|\delta y^0(\bar{y}_0)(\cdot, 0)\|_{L^2(I; \mathbb{R}^n), W_\infty} \leq h(v^k) - h(0)
\]
as well as
\[
h(v^k) - h(0) \leq \|\delta y^{v_k}(y_0^k)(\cdot, 0)\|_{\mathcal{L}(L^2(I; \mathbb{R}^n), W_\infty)} - \|\delta y^0(y_0^k)(\cdot, 0)\|_{\mathcal{L}(L^2(I; \mathbb{R}^n), W_\infty)} := g(v^k, y_0^k).
\]
Therefore we may estimate
\[
|h(v_k) - h(0)| \leq \max\{g(v_k, \bar{y}_0), g(v_k, y_0^k)\}.
\]
Due to the continuity of $\delta y$ the righthand side of this inequality converges to 0 for $k \to \infty$. Thus we get $h(v_k) \to h(0)$. Since the sequence $\{v_k\}_{k \in \mathbb{N}}$ was chosen arbitrarily we conclude the sequential continuity of $h$ at 0. Finally, we note that $L^2(I; \mathbb{R}^n)$ is a metric space. Hence, sequential continuity and continuity in the $\varepsilon - \delta$ sense are equivalent. In particular, this implies the existence of $\kappa > 0$ as well as $c > 0$ such that
\[
\sup_{s \in [0, 1]} \max_{y_0 \in Y_0} \|\delta y^{v(s)}(y_0)(\cdot, 0)\|_{\mathcal{L}(L^2(I; \mathbb{R}^n), W_\infty)} \leq c
\]
for all $v_1, v_2 \in V_1$ with $\|v_i\|_{L^2(I;\mathbb{R}^n)} < \kappa$, $i = 1, 2$. Setting $V_2 := V_1 \cap B_\kappa(0)$ finishes the proof. \hfill \square

**Theorem B.3.** Let Assumptions 3.1 and 6.2 hold. There exists a constant $c > 0$ such that

$$\|y^v(y_0)\|_{W_\infty} \leq M|y_0| + c\|v\|_{L^2(I;\mathbb{R}^n)} \quad \forall y_0 \in Y_0, \ v \in V_2.$$ 

Here $M$ denotes the constant from A.2.

**Proof.** We first point to $y^0(y_0) = y^*(y_0)$ for all $y_0 \in Y_0$. Let $v \in V_2$ be given. We estimate

$$\|y^v(y_0)\|_{W_\infty} \leq \|y^*(y_0)\|_{W_\infty} + \|y^v(y_0) - y^0(y_0)\|_{W_\infty} \leq M|y_0| + c\|v\|_{L^2(I;\mathbb{R}^n)}$$

Here we used Assumption A.2 as well as Corollary B.2 in the second inequality. \hfill \square

**Appendix C. Smoothness of the value function**

Here we provide sufficient conditions which imply A.4 from Assumption 3.1 as well as Assumption 6.2 in a neighborhood of the origin. Throughout this subsection we assume that A.1 from Assumption 3.1 holds.

We shall assume that $A = \text{D}f(0)$ is exponentially stabilizable, i.e. there exists $\hat{F} \in \mathbb{R}^{n \times m}$ such that $e^{(A+B\hat{F})t}$ is exponentially stable on $\mathbb{R}^n$. (C.1)

Then it follows, see e.g. Theorem 6.2.7 of [10], that the algebraic Riccati equation

$$A^T \Pi + \Pi A + I = \frac{1}{\beta} \Pi BB^T \Pi$$

has a unique nonnegative solution $\Pi \in \mathbb{R}^{n \times n}$.

Our first goal will be to show that the value function associated to $(P_{\beta_0}^\beta)$ is smooth if $f$ is smooth. It will be convenient to express $(P_{\beta_0}^\beta)$ in the form

$$\left\{ \begin{array}{l} \min \frac{1}{2} \int_0^\infty |y(t)|^2 \, dt + \frac{\beta}{2} \int_0^\infty |u(t)|^2 \, dt \\ \text{subject to } e(y, u) = 0 \end{array} \right. \quad (P_{\beta_0}^\beta)$$

where $e : W_\infty \times L^2(I, \mathbb{R}^m) \to L^2(I, \mathbb{R}^n) \times \mathbb{R}^n$ is given by

$$e(y, u) = (\dot{y} - f(y) - Bu, y(0) - y_0).$$

Note that $e$ is $C^1$, with $De(y, u) : W_\infty \times L^2(I, \mathbb{R}^m) \to L^2(I, \mathbb{R}^n) \times \mathbb{R}^n$ given by

$$De(y, u)(z, v) = (\dot{z} - Df(y)z - Bv, z(0)).$$

We further introduce $g : W_\infty \to L^2(I)$ as

$$g(y) = f(y) - Ay.$$
Lemma C.1. There exists a constant $C > 0$ such that for all $\delta \in (0,1]$, and for all $y$ and $z \in W_\infty$ with $\|y\|_{W_\infty} \leq \delta$ and $\|z\|_{W_\infty} \leq \delta$, we have

$$\|g(y) - g(z)\|_{L^2(I)} \leq \delta C \|y - z\|_{W_\infty}.$$ 

Proof. Due to the continuous embedding $W_\infty \rightarrow C(I;\mathbb{R}^n)$ there exists $\delta$ such that $|y(t)| \leq \delta$ for all $t \in I$ and $y \in W_\infty$ with $\|y\|_{W_\infty} \leq \delta$. Let $L_\delta$ denote the Lipschitz constant of $g$ on the ball $B_\delta$ in $\mathbb{R}^n$ and let us define $g : \mathbb{R}^n \rightarrow \mathbb{R}^n$ as $g(z) = f(z) - Df(0)z$. For all $t \geq 0$ we have, with $y, z$ as in the statement of the lemma,

$$|g(y(t)) - g(z(t))| = |f(y(t)) - f(z(t)) - Df(0)(y(t) - z(t))|$$

$$= \left| \int_0^1 (Df(sy(t) + (1 - s)z(t)) - Df(0))(y(t) - z(t)) \right|$$

$$\leq \frac{1}{2} L_\delta |y(t) - z(t)||y(t) + z(t)| \leq \|z\|_{L^1(I)} M_y L_\delta \delta \|y(t) - z(t)||y(t) + z(t)|,$$

where $\iota$ is the continuous embedding of $W_\infty$ into $C(I;\mathbb{R}^n)$. The claim now follows the integration of the above inequality. \qed

The following result can be verified by a fixed point argument. For a proof in a Hilbert space setting, we refer to [6].

Lemma C.2. Assume that the spectrum of $E \in \mathbb{R}^{n \times n}$ lies in the left half plane and let $C$ be as in Lemma C.1. Then there exists a constant $C_E$ such that for all $y_0 \in \mathbb{R}^n$ and all $h \in L^2(I)$ with $|y_0| + \|h\|_{L^2(I)} \leq \frac{1}{4C_E}$, the system

$$\dot{y} = Ey + g(y) + h, \ y(0) = y_0,$$

has a unique solution in $W_\infty$ satisfying $\|y\|_{W_\infty} \leq 2C_E(|y_0| + \|h\|_{L^2(I)}).$

This lemma will be applied with two different choices for $E$.

Corollary C.3. There exists a constant $M_\epsilon > 0$ such that for all $y_0 \in \mathbb{R}^n$ and all $h \in L^2(I)$ with $|y_0|_{\mathbb{R}^n} + \|h\|_{L^2(I)} \leq \frac{1}{4M_\epsilon}$ there exists a control $u \in L^2(I)$ such that the system

$$\dot{y} = f(y) + Bu + h, \ y(0) = y_0,$$  \hspace{1cm} (C.3)

has a unique solution $y \in W_\infty$ satisfying

$$\|y\|_{W_\infty} \leq 2C_\epsilon(|y_0| + \|h\|_{L^2(I)}) \text{ and } \|u\|_{L^2(I)} \leq 2C_\epsilon \|\hat{F}\|(|y_0| + \|h\|_{L^2(I)}).$$

Proof. We recall that $f(y) = g(y) + Ay$, and that by (C.1) there exists $\hat{F}$ such that $A + B\hat{F}$ is exponentially stable. Now we can apply Lemma C.2 to

$$\dot{y} = (A + B\hat{F})y + g(y) + h, \ y(0) = y_0,$$

and, setting $u = -\hat{F}y$, we arrive at the conclusion. \qed

Corollary C.4. Let $\lambda > \|A\|$ and $(y_0, h) \in \mathbb{R}^n \times L^2(I)$. There exists $C_\lambda > 0$ with the property: if for $u \in L^2(I)$ the system

$$\dot{y} = f(y) + Bu + h, \ y(0) = y_0,$$
has a solution \( y \in L^2(I) \) satisfying \(|y_0| + \|h + \lambda y + Bu\|_{L^2(I)} \leq \frac{1}{4C_F}\), then \( y \in W_\infty \), and \( \|y\|_{W_\infty} \leq 2M_\lambda(|y_0| + \|h + \lambda y + Bu\|_{L^2(I)}) \) holds.

**Proof.** For \( \lambda > \|A\| \) the matrix \( A - \lambda I \) is exponentially stable. This suggests to consider

\[
\dot{y} = (A - \lambda I)y + g(y) + \bar{h},
\]

with \( \bar{h} = h + \lambda y + Bu \in L^2(I; \mathbb{R}^n) \). We can now apply Lemma C.2 with \( E = A - \lambda I \) to assert the claim. \( \square \)

**Lemma C.5.** There exists \( \delta_1 > 0 \) such that for every \( y_0 \in B_{\delta_1} \) problem \((P_\beta^{y_0})\) possesses a solution \((\bar{y}, \bar{u})\). Moreover there exists \( C_1 \), such that \( \max(\|\bar{u}\|_{L^2(I)}, \|\bar{y}\|_{W_\infty}) \leq C_1\|y_0\| \).

The proof follows standard calculus of variations arguments using Corollaries C.3, C.4, and a-priori estimates which are implied to hold for minimizing sequences due to the structure of the cost functional. The smaller the choice of \( \lambda \) for the use of Corollary C.4, the larger \( M_\lambda \), and the smaller \( \delta_1 \) will be, compare Lemma 8 of [6]. To pass to the limit in the state equation, which is satisfied by the elements of weakly convergent subsequences of state-control pairs, one uses that \( W^{1,2}(0, T) \) embeds compactly into \( C([0, T]) \), for every \( T > 0 \).

**Proposition C.6.** There exists \( \delta_2 \in (0, \delta_1] \) such that for all \( y_0 \in B_{\delta_2} \), and for all solutions \((\bar{y}, \bar{u})\) of \((P_\beta^{y_0})\), there exists a unique \( W_\infty \) satisfying

\[
\begin{aligned}
-\bar{p} - Df(\bar{y})'p &= \bar{y}, \quad \lim_{t \to \infty} \bar{p}(t) = 0 \\
\beta\bar{u} + B^*p &= 0.
\end{aligned}
\]

Moreover there exists a constant \( C_2 \) such that

\[
\|p\|_{W_\infty} \leq C_2\|y_0\|, \quad \text{for all } y_0 \in B_{\delta_2}.
\]

**Proof.** We recall the formulation of problem \((P_\beta^{y_0})\) at the beginning of the subsection and choose \( C_1 \) as in Lemma C.5. Then

\[
\sup_{t > 0} \sup_{y_0 \in B_{\delta_1}} |\bar{y}(t; y_0)| \leq C_1C_1\delta_1,
\]

where \( C_1 \) denotes the embedding constant of \( W_\infty \) into \( C(I) \), and \( \bar{y}(\cdot; y_0) \) denotes a solution to \((P_\beta^{y_0})\) with initial datum \( y_0 \in B_{\delta_1} \). Let \( L \) denote the Lipschitz constant of \( Df \) on the ball \( B_{C_1\delta_1} \). We next argue that \( Dc(\bar{y}, \bar{u}) \) is surjective, provided that \( \delta_2 \) is sufficiently small. We choose an arbitrary pair \((r, s) \in L^2(I, \mathbb{R}^n) \times \mathbb{R}^n\), and verify that there exists \((z, v) \in W_\infty \times L^2(I, \mathbb{R}^m)\) such that

\[
\dot{z} - Az - (Df(\bar{y}) - Df(0))z - Bv = r, \quad z(0) = s.
\]

By the Lipschitz continuity of \( Df \) on \( B_{C_1M_\delta_1} \) we have

\[
\|Df(\bar{y}) - Df(0)\|_{L(W_\infty, L^2(I, \mathbb{R}^n))} \leq LC_1\|\bar{y}\|_{W_\infty} \int_0^\infty |Df(y) - Df(0)|\|\delta y\| dt\|y\|_{W_\infty} \|\delta y\|_{W_\infty}.
\]

Thus by Lemma C.5 there exists \( \delta_2 \) such that

\[
\|Df(\bar{y}) - Df(0)\|_{L(W_\infty, L^2(I, \mathbb{R}^n))} \leq LC_1\delta_2 < \frac{1}{M_F},
\]

and for all solutions \((\bar{y}, \bar{u})\) of \((P_\beta^{y_0})\).
with $M_\delta$ from Corollary C.3. We search for a solution to (C.6) with $v = \hat{F}z \in L^2(I; \mathbb{R}^n)$, i.e.

$$\dot{z} - (A + B\hat{F})z - (Df(\bar{y}) - Df(0))z = r, \ z(0) = s. \quad \text{(C.8)}$$

With (C.7) holding we can apply Lemma 2.5 of [4] to conclude that (C.8) admits a unique solution $z \in W_\infty$, satisfying

$$\|z\|_{W_\infty} \leq \tilde{M}(\|r\|_{L^2(I; \mathbb{R}^n)} + |s|) \quad \text{(C.9)}$$

for a constant $\tilde{M}$ independent of $(r, s) \in L^2(I; \mathbb{R}^n) \times \mathbb{R}^n$, and $y_0 \in B_{\delta_2}$. The surjectivity of $De(\bar{y}, \bar{u})$ implies the existence of a unique Lagrange multiplier $(p, \mu) \in L^2(I; \mathbb{R}^n) \times \mathbb{R}^n$ such that for all $(z, v) \in W_\infty \times L^2(I; \mathbb{R}^m)$

$$DJ(\bar{y}, \bar{u})(z, v) - ((p, \mu), De(\bar{y}, \bar{u})(z, v))_{L^2(I)} \times \mathbb{R}^n = 0. \quad \text{(C.10)}$$

Choosing $z = 0$ and $v \in L^2(I; \mathbb{R}^n)$ arbitrarily, we obtain the second equation in (C.4):

$$\beta\bar{u} + B^*p = 0 \text{ in } L^2(I; \mathbb{R}^m).$$

Setting $v = 0$ we find

$$(p, \dot{z})_{L^2(I)} = (p, Df(\bar{y}(\cdot))z)_{L^2(I)} + (\bar{y}, z)_{L^2(I)} \text{ for all } z \in W_\infty. \quad \text{(C.11)}$$

We observe that $t \rightarrow Df(\bar{y}(t)) \in L^\infty(I; \mathbb{R}^{n \times n})$ and thus $t \rightarrow Df(\bar{y}(t))z(t)$ is in $L^2(I; \mathbb{R}^n)$ for every $z \in L^2(I; \mathbb{R}^n)$. Moreover $S = \{z \in W_\infty : \text{supp } z \subset I\}$ is dense in $L^2(I; \mathbb{R}^n)$. Thus (C.11) implies that $p \in W_\infty$, and the first equation in (C.4) follows.

Finally we need to derive a bound on $p$ in $L^2(I; \mathbb{R}^m)$. Let $r \in L^2(I)$ and choose $(z, v)$ such that $De(\bar{y}, \bar{u})(z, v) = (r, 0)$. Then, using (C.10) we obtain

$$(p, r)_{L^2(I)} = ((p, \mu), (r, 0))_{L^2(I) \times \mathbb{R}^n} = (De(\bar{y}, \bar{u})^\dagger(p, \mu), (z, v))_{L^2(I) \times \mathbb{R}^n}$$

$$= DJ(\bar{y}, \bar{u})(z, v) - ((p, \mu), De(\bar{y}, \bar{u})(z, v))_{L^2(I) \times \mathbb{R}^n} \leq \|\bar{y}\|_{L^2(I)}\|z\|_{L^2(I)} + \|\bar{u}\|_{L^2(I)}\|v\|_{L^2(I)}$$

$$\leq \tilde{C}|y_0|\|r\|_{L^2(I)},$$

for a constant $\tilde{C}$ independent of $y_0 \in B_{\delta_2}$, and $r \in L^2(I; \mathbb{R}^n)$. Here we used Lemma C.5 and (C.9). This implies that $\|p\|_{L^2(I)} \leq \tilde{C}|y_0|$, for all $y_0 \in B_{\delta_2}$. Now we use the first equation in (C.4) and the last assertion in Lemma C.9 to deduce (C.5). $\square$

Next we carry out a sensitivity analysis for the optimality system. For this purpose we introduce

$$\Phi : X = W_\infty \times L^2(I; \mathbb{R}^n) \times W_\infty \rightarrow Y = \mathbb{R}^n \times L^2(I; \mathbb{R}^n) \times L^2(I; \mathbb{R}^n) \times L^2(I; \mathbb{R}^m)$$

by

$$\Phi(y, u, p) = \begin{pmatrix} y(0) \\ \dot{y} - f(y) - Bu \\ -\dot{p} - Df(y)p - y \\ \beta u + B^*p \end{pmatrix},$$

and endow $X$ and $Y$ with the $L^\infty$-product norm.
Lemma C.7. Assume that \( f \in C^{k+1}(W_\infty,L^2(I;\mathbb{R}^n)) \) with \( k \geq 1 \). Then there exist \( \delta_3 < 0, \delta'_3, M > 0, \) and a \( C^k \)-mapping

\[
y_0 \in B_{\delta_3} \to (\mathcal{Y}(y_0),\mathcal{U}(y_0),\mathcal{P}(y_0)) \in W_\infty \times L^2(I;\mathbb{R}^m) \times W_\infty
\]
such that for each \( y_0 \in B_{\delta_3} \) the triple \((\mathcal{Y}(y_0),\mathcal{U}(y_0),\mathcal{P}(y_0))\) is the unique solution to

\[
\Phi(y,u,p) = \text{col}(y_0,0,0,0) \quad \text{with} \quad \| (y,u,p) \|_X \leq \delta'_3,
\]
and

\[
\| (\mathcal{Y}(y_0),\mathcal{U}(y_0),\mathcal{P}(y_0)) \|_X \leq M \| y_0 \|.
\]

Proof. We note that \( \Phi(0,0,0) = \text{col}(0,0,0,0) \) and that \( \Phi \in C^k \). We argue that \( D\Phi(0,0,0) \) is an isomorphism. For this purpose it suffices to verify that for each \( \text{col}(w_1,\ldots,w_4) \in Y \) there exists a unique \((y,u,p) \in X\) such that

\[
D\Phi(0,0,0)(y,u,p) = \text{col}(w_1,\ldots,w_4) \quad \Leftrightarrow \quad \begin{cases} 
y(0) = w_1 \\
y - Ay - Bu = w_2 \\
-p - A^tp - y = w_3 \\
\beta u + B^tp = w_4.
\end{cases}
\]

This is the necessary and sufficient optimality system to the linear-quadratic problem

\[
\begin{align*}
& \min \frac{1}{2} \int^\infty_0 |y + w_3|^2 \, dt + \frac{\beta}{2} \int^\infty_0 |u|^2 \, dt - \int^\infty_0 u^t w_4 \, dt \\
& \text{subject to} \, \dot{y} = Ay + Bu + w_2, \, y(0) = w_1.
\end{align*}
\]

By the stability assumption (C.1) it is standard to show, compare Proposition 3.1 of [4] that (C.15) has a unique solution, (which is the unique solution to (C.14)) and that

\[
\| (y,u,p) \|_X \leq \tilde{M} \| (w_1,w_2,w_3,w_4) \|_Y,
\]
for some \( \tilde{M} \) indepnd of \( w \in Y \). The inverse function theorem implies the local existence of the \( C^k \)-mapping \((\mathcal{Y},\mathcal{U},\mathcal{P})\) and (C.12). Possibly after further reduction of \( \delta_3 \), estimate (C.13) follows form the fact that \( \Phi(0,0,0) = 0 \), and Lipschitz-continuity of \( \Phi \).

Theorem C.8. Assume that (C.1) holds and that \( f \in C^{k+1}(W_\infty,L^2(I;\mathbb{R}^n)) \) for \( k \geq 1 \). Then the value function \( \mathcal{V} \) associated to \((P^0_\beta)\) is \( C^k \) on \( B_{\delta_4} \) for \( \delta_4 = \min(\delta_2,\delta_3) \).

Proof. By Lemma C.5 and Proposition C.6 there exists \( \delta_2 > 0 \) such that for all \( y_0 \in B_{\delta_2} \) problem \((P^0_\beta)\) admits a solution \((\bar{y},\bar{u})\) with associated adjoint \( p \) such that \( \| (\bar{y},\bar{u},p) \|_X \leq \max(C_1,C_2) \| y_0 \| \), and \( \Phi(\bar{y},\bar{u},p) = \text{col}(y_0,0,0,0) \). For \( y_0 \in B_{\delta_4} \) we deduce from Lemma C.7 that \((\bar{y},\bar{u},p) = (\mathcal{Y}(y_0),\mathcal{U}(y_0),\mathcal{P}(y_0))\) is the unique solution to \( \Phi(y,u,p) = \text{col}(y_0,0,0,0) \). Hence the mapping \( y_0 \to (\bar{y}(y_0),\bar{u}(y_0)) \) is \( C^k \) on \( B_{\delta_4} \) and the value function \( \mathcal{V} \) is \( C^k \) on \( B_{\delta_4} \).

Finally we turn to justify Assumption 6.2 in a neighborhood of the origin.
Proposition C.9. Let Assumptions 3.1 and as well as the assumptions of Theorem C.8 hold with $k = 2$. Then there exists $\rho > 0$ and $C > 0$ such that for every $y_0 \in B_\rho$ the linearized closed loop system
\[
\dot{v} = Df(y^*(y_0))v + BDF^*(y^*(y_0))v + \delta v, \quad v(0) = v_0
\]
with $v_0 \in \mathbb{R}^n$, $\delta y \in L^2(I; \mathbb{R}^n)$ admits a solution $v \in W_\infty$ and $\|v\|_{W_\infty} \leq C(\|\delta v\|_{L^2(0,\infty; \mathbb{R}^n)} + |\delta y_0|)$. Here $y^*(y_0) \in W_\infty$ denotes the unique solution to (3.2).

Proof. For the linearized state equation with linearization at the origin, the optimal feedback law is provided by $-\frac{1}{\beta}BB^\top \Pi$, with $\Pi$ given in (C.2). In particular the linear closed loop system is exponentially stable and we have for some $c > 0$ that
\[
((A - \frac{1}{\beta}BB^\top \Pi)y, y)_{\mathbb{R}^n} \leq -c|y|_2^2, \text{ for all } y \in \mathbb{R}^n. \tag{C.17}
\]

For this $c > 0$ we determine $\rho > 0$ such that
\[
|D( f(y^*(y_0)(t)) + BF^*(y^*(y_0)(t)) ) - D(f(0) + BF^*(0))| \leq \frac{\rho}{2} \tag{C.18}
\]
for all $t \geq 0$ and $y_0 \in B_\rho$. This choice is possible due to the a-priori estimate (3.5). We next use the relationship between the Riccati operator and the second derivative of the value function as
\[
D(f(0) + BF^*(0)) = D(f(0) - \frac{1}{\beta}BB^\top \nabla V(0)) = A - \frac{1}{\beta}BB^\top \Pi.
\]
Finally we turn to the estimate the asymptotic behavior of the solutions to (C.16). Taking the inner product of (C.16) with $y(t)$ we obtain by (C.17) and (C.18), for $y_0 \in B_\rho$
\[
\frac{1}{2}\frac{d}{dt}|v(t)|^2 \leq (Df(y^*(y_0)(t)) + BDF^*(y^*(y_0)(t)) v(t), v(t)) + (\delta v(t), v(t)) \leq -\frac{\rho}{2}|v(t)|^2 + |\delta v(t)|^2.
\]
Hence we have $\frac{1}{2}\frac{d}{dt}|v(t)|^2 \leq -\frac{\rho}{2}|v(t)|^2 + |\delta v(t)|^2$. This implies that $|v(t)|^2 \leq e^{-\frac{\rho}{2}t}|v_0|^2 + 2\int_0^t e^{\frac{\rho}{2}s-\frac{\rho}{2}}|\delta v(s)|^2 ds$, for all $t \geq 0$, all $y_0 \in B_\rho$, and all $v_0 \in \mathbb{R}^n$, $\delta v \in L^2(I; \mathbb{R}^n)$, and hence $\|v\|_{L^2(0,\infty; \mathbb{R}^n)}^2 \leq \frac{\rho}{2}(|v_0|^2 + 2\|\delta v\|_{L^2(I; \mathbb{R}^n)}^2)$. From here the desired estimate follows.

Appendix D. Universal approximation property

In this last section we give the technical proof of Proposition 5.4.

Proof of Proposition 5.4. In many aspects we can profit from Theorem 1 of [24], and its proof, and from [31] adapted to our purposes. Here, however, we only require a mild regularity assumption for $\dot{v}$, and $w$ and $b$ are restricted to subsets rather than allowed to vary in all of $\mathbb{R}^n$ and $\mathbb{R}$. These situations are also commented on in the cited references but not treated in detail.

Step 1. We recall that the set of polynomials in $n$-variables is a dense linear subspace of $C^1(\mathbb{R}^n, \mathbb{R})$, i.e. for every $\varphi \in C^1(\mathbb{R}^n, \mathbb{R})$ and every compact set $K \subset \mathbb{R}^n$ there exists a sequence $p_n$ of polynomials in $(x_1, \ldots, x_n)$ such that $\lim_{n \to \infty} \|\varphi - p_n\|_{C^1(K, \mathbb{R})} = 0$, see page 169 of [37].

Step 2. We introduce
\[
\mathcal{M}(\mathcal{W}) = \text{span}\{\varphi(w \cdot \cdot) : \varphi \in C^1(\mathbb{R}, \mathbb{R}), w \in \mathcal{W}\} \subset C^1(\mathbb{R}^n, \mathbb{R}).
\]
Following [25] we introduce the set of homogenous polynomials of degree $k$:

\[ H^n_k = \left\{ \sum_{|m|=k} c_m s^m : c_m \in \mathbb{R} \right\}, \]

as well as the set of all homogenous polynomials in $n$ variables,

\[ H^n = \bigcup_{k=0}^{\infty} H^n_k, \]

where the usual multi-index notation is used with $m = (m_1, \ldots, m_n) \in \mathbb{Z}^n$, $|m|_1 = \sum_{i=1}^{n} m_i$, and $s^m = s_1^{m_1} \cdots s_n^{m_n}$. In ([25], Proof, Thm. 2.1) it is verified that $H^n_k = \text{span}\{ (d \cdot x)^k : d \in \mathcal{W} \} \subset \mathcal{M}(\mathcal{W})$ for all $k$. Here it is used that $\mathcal{W}$ contains an open set and thus there does not exist a nontrivial homogenous polynomial vanishing on it. Thus $\mathcal{M}(\mathcal{W})$ contains $H^n$ and thus all polynomials. By Step 1 we have that $\mathcal{M}(\mathcal{W})$ is dense in $C^1(\mathbb{R}^n, \mathbb{R})$ in the $C^1$-norm.

**Step 3.** Let $\chi$ be in $C_0^\infty(\mathbb{R}, \mathbb{R})$, the space of $C^\infty(\mathbb{R}, \mathbb{R})$-functions with compact support. Since $\psi$ is not a polynomial, $\chi$ can be chosen such that $\psi \ast \chi = \int \psi(-y)\chi(y)\,dy$ is not a polynomial as well. This follows from Steps 6 and 7 of proof of Theorem 1 on [24]. Let us set $\tilde{\psi} = \psi \ast \chi$. Then $\tilde{\psi} \in C_0^\infty(\mathbb{R}, \mathbb{R})$.

We verify in this step that $\Sigma_1 = \text{span}\{ \tilde{\psi}(\lambda x + b) : \lambda \in \Lambda \setminus \{0\}, b \in B \}$ is dense in $C^1(\mathbb{R}, \mathbb{R})$. Here $\Lambda$ is an open neighborhood of the origin with the property that $\lambda \in \Lambda$ implies that $\lambda w \in \mathcal{W}$ for all $w \in \mathcal{W}$, a property, which will be used in Step 6 below.

Note that

\[ d^h(x) := \frac{1}{2h}(\tilde{\psi}((\lambda + h)x + b) - \tilde{\psi}((\lambda - h)x + b)) \in \Sigma_1 \]

for every $\lambda \in \Lambda, b \in B$, and $|h|$ sufficiently small with $h \neq 0$. Moreover

\[ \frac{d}{dx} d^h(x) = \frac{1}{2h}((\lambda + h)\tilde{\psi}'((\lambda + h)x + b) - (\lambda - h)\tilde{\psi}'((\lambda - h)x + b)), \]

and thus $\lim_{h \to \infty} d^h(x) = \frac{d}{dx} \tilde{\psi}(\lambda x + b)$ in the $C^1$-norm on compact subsets of $\mathbb{R}$. We have $\frac{d}{dx} \tilde{\psi}(\lambda x + b) \in \text{cl}(\Sigma_1)$, where $\text{cl}(\Sigma_1)$ denotes the closure of $\Sigma_1$ with respect to the $C^1$-topology. Note moreover that $\frac{d^k}{dx^k} \tilde{\psi}(\lambda x + b) = \tilde{\psi}'(\lambda x + b) + \lambda x \tilde{\psi}''(\lambda x + b)$. In a similar way we argue that

\[ \left( \frac{d}{dx} \right)^{(k)} \tilde{\psi}(\lambda x + b) \in \text{cl}(\Sigma_1) \]

for all $k = 1, 2, \ldots, \lambda \in \Lambda$ and $b \in B$. We calculate further $\left( \frac{d}{dx} \right)^{(k)} \tilde{\psi}(\lambda x + b) = x^k \tilde{\psi}^{(k)}(\lambda x + b)$, and

\[ \frac{d^k}{dx^k} \left( \frac{d}{dx} \right)^{(k)} \tilde{\psi}(\lambda x + b) = k x^{k-1} \tilde{\psi}^{(k)}(\lambda x + b) + x^k \lambda \tilde{\psi}^{(k+1)}(\lambda x + b) \]

for $k = 2, \ldots$ In particular we have

\[ x^k \tilde{\psi}^{(k)}(b) \in \text{cl}(\Sigma_1), \text{ for all } k = 1, 2, \ldots, b \in B, \quad (D.1) \]

a property which will be used in Step 5 below.
Now we utilize that $\tilde{\psi}$ is not a polynomial and hence there exist $b_0 \in B$ such that $\tilde{\psi}^{(k)}(b_0) \neq 0$, see [9, 13], ([31], p. 156), for all $k$. Consequently we find that

$$x^k \tilde{\psi}^{(k)}(b_0) = \left(\frac{d}{d\lambda}\right)^{(k)}(\lambda x + b)|_{\lambda=0, b=b_0} \in c\ell(\Sigma_1)$$

for all $k = 0, 1, \ldots$, where we have set $\Sigma_1 = \text{span}\{\tilde{\psi}(\lambda x + b) : \lambda \in \Lambda, b \in B\}$, which differs from $\Sigma_1$ only with respect to the element $\lambda = 0$. Thus $c\ell(\Sigma_1)$ contains all polynomials. Since they are dense in $C^1(\mathbb{R}, \mathbb{R})$, we have that $\Sigma_1$ is dense in $C^1(\mathbb{R}, \mathbb{R})$ as well. Thus for each $g \in C^1(\mathbb{R}, \mathbb{R})$ and each compact set $K \in \mathbb{R}$ we have the following property: For all $\varepsilon > 0$ there exist $m \in \mathbb{N}$, and $\lambda_i \in \Lambda, b_i \in B$ such that $\|g - \sum_{i=1}^{m} \tilde{\psi}(\lambda_i \cdot + b_i)\|_{C^1(K, \mathbb{R})} \leq \varepsilon$.

Since $\tilde{\psi} \in C^\infty(\mathbb{R}, \mathbb{R})$ and in particular $\tilde{\psi} \in C^1(\mathbb{R}, \mathbb{R})$, it follow that $\Sigma_1$ is dense in $C^1(\mathbb{R}, \mathbb{R})$. In fact, if in the above expansion there are terms with $\lambda_i = 0$, they can be replaced by nontrivial, sufficiently small $\lambda_i$, such that $\|g - \sum_{i=1}^{m} \tilde{\psi}(\lambda_i \cdot + b_i)\|_{C^1(K, \mathbb{R})} \leq 2\varepsilon$.

As a final note to this step, we point out that if $\psi \in C^\infty$, then the regularisation by convolution is not necessary, the last estimate holds with $\tilde{\psi}$ replaced by $\psi$, and we can directly continue the proof at Step 6.

**Step 4.** Let us choose $\alpha \in (0, \bar{b} - \underline{b})$ and define $B_{-\alpha} = (\bar{b} + \alpha, \bar{b} - \alpha)$. Then $B_{-\alpha}$ is a nontrivial interval contained in $B_0$. Further we choose a sequence of mollifiers $\chi_n \in C^\infty_0(\mathbb{R}, \mathbb{R})$ with the properties that

- $\psi * \chi_n \to \psi$ in $L^p(K, \mathbb{R})$ for some $p \in [2, \infty)$ and every compact set $K \subset \mathbb{R}$, and
- with the support of $\chi_n$ contained in $(-\alpha, \alpha)$.

We show in this step that $\psi * \chi_n \in c\ell(\text{span}\{\psi(\cdot + b) : b \in B_0\})$, for each $n$. For this purpose we verify that for each $n \in \mathbb{N}$, for each compact set $K \subset \mathbb{R}$, and each $\varepsilon > 0$, there exist $m \in \mathbb{N}$, $\{b_i\}_{i=1}^{m} \subset B_0$, and $\{\mu_i\}_{i=1}^{m} \subset \mathbb{R}$ such that

$$\|\psi * \chi_n - \sum_{i=1}^{m} \mu_i \psi(\cdot - b_i)\|_{W^{1,\infty}(K, \mathbb{R})} = \|\int_{-\alpha}^{\alpha} \psi(\cdot - \xi) \chi_n(\xi) d\xi - \sum_{i=1}^{m} \mu_i \psi(\cdot - b_i)\|_{W^{1,\infty}(K, \mathbb{R})} \leq 3\varepsilon.$$  \hspace{1cm} (D.2)

We set $b_i = -\alpha + \frac{2i\alpha}{m}$, for $i = 0, \ldots, m$,

$$\Delta_i = [b_{i-1}, b_i], \quad \mu_i = \Delta_i \chi_n(b_i), \quad \text{for } i = 1, \ldots, m,$$  \hspace{1cm} (D.3)

and choose $\delta = \delta(\varepsilon)$ such that

$$10\delta \|\psi\|_{L^\infty(K, \mathbb{R})} \|\chi_n\|_{C(\mathbb{R}, \mathbb{R})} \leq \varepsilon,$$  \hspace{1cm} (D.4)

where $K_\alpha = \{s = s_1 + s_2 : s_1 \in K, s_2 \in (-\alpha, \alpha)\}$. By assumption there exist $r(\delta) \in \mathbb{N}$ intervals $\{I_j\}_{j=1}^{r(\delta)}$ with $\mu(U) \leq \delta$, such that $\psi$ is uniformly continuously differentiable on $K_\alpha \setminus U$. Here $\mu(U)$ denotes the Lebesgue measure of $U = \bigcup_{j=1}^{r(\delta)} I_j$. Next we choose $m$ sufficiently large such that

$$\frac{ar(\delta)}{m} < \delta,$$  \hspace{1cm} (D.5)

and for $\xi_1$ and $\xi_2 \in K_\alpha$ with $|\xi_1 - \xi_2| \leq \frac{2\alpha}{m}$

$$|\chi_n(\xi_1) - \chi_n(\xi_2)| \leq \frac{\varepsilon}{2\alpha \|\psi\|_{W^{1,\infty}(K, \mathbb{R})}},$$  \hspace{1cm} (D.6)
We estimate (D.2) we first use the triangle inequality

\[ |\psi(\xi_1) - \psi(\xi_2)| \leq \frac{\epsilon}{2\alpha \|\chi_n\|_{L^\infty(\mathbb{R},\mathbb{R})}}, \]  

(D.7)

\[ |\psi'(\xi_1) - \psi'(\xi_2)| \leq \frac{\epsilon}{\|\chi_n\|_{L^1(\mathbb{R},\mathbb{R})}}, \]  

if more over \( \xi_1, \xi_2 \in K_\alpha \setminus U. \) (D.8)

To estimate (D.2) we first use the triangle inequality

\[
\|\psi * \chi_n - \sum_{i=1}^{m} \mu_i \psi(-b_i)\|_{W^{1,\infty}(K;\mathbb{R})} \\
\leq \| \int_{-\alpha}^{\alpha} \psi(-\xi) \chi_n(\xi) d\xi - \sum_{i=1}^{m} \int_{\Delta_i} \psi(-b_i) \chi_n(\xi) d\xi \|_{W^{1,\infty}(K;\mathbb{R})} \\
+ \| \sum_{i=1}^{m} \int_{\Delta_i} \psi(-b_i)(\chi_n(\xi) - \chi_n(b_i)) \|_{W^{1,\infty}(K;\mathbb{R})} \\
\leq \| \sum_{i=1}^{m} \int_{\Delta_i} |\psi(-\xi) - \psi(-b_i)| |\chi_n(\xi)| d\xi \|_{L^\infty(K;\mathbb{R})} \\
+ \| \sum_{i=1}^{m} \int_{\Delta_i} |\psi'(\xi) - \psi'(\xi)| |\chi_n(\xi)| d\xi \|_{L^\infty(K;\mathbb{R})} \\
+ \frac{1}{m} \sum_{i=1}^{m} \int_{\Delta_i} (|\psi(-b_i)| + |\psi'(-b_i)|)|\chi_n(\xi) - \chi_n(\xi)| d\xi \|_{L^\infty(K;\mathbb{R})} \\
\leq \frac{1}{m} m \varepsilon + I + \frac{1}{m} m \varepsilon = 2 \varepsilon + I,
\]

where we used (D.6), (D.7), and \( |\Delta_i| = \frac{2 \alpha}{m} \). Thus we have

\[
\|\psi * \chi_n - \sum_{i=1}^{m} \mu_i \psi(-b_i)\|_{W^{1,\infty}(K;\mathbb{R})} \leq 2 \varepsilon + I, \tag{D.9}
\]

where \( I \) denotes the next to the last equality in the above estimate. To estimate \( I \) we proceed as follows. For a.e. \( x \in K \) we consider the set of intervals characterized by indices \( i \in \mathcal{I} \) if and only if \((x - \Delta_i) \cap U = \emptyset. \) Then for \( i \in \mathcal{I} \) by (D.8)

\[
\int_{\Delta_i} |\psi'(x - \xi) - \psi'(x - b_i)||\chi_n(\xi)| d\xi \leq \frac{\varepsilon}{\|\chi_n\|_{L^1(\mathbb{R})}} \int_{\Delta_i} |\chi_n(\xi)| d\xi,
\]

and thus

\[
\sum_{i \in \mathcal{I}} \int_{\Delta_i} |\psi'(x - \xi) - \psi'(x - b_i)||\chi_n(\xi)| d\xi \leq \varepsilon.
\]

For the complementary index set \( \mathcal{I}^c = \{1, \ldots, m\} \setminus \mathcal{I} \), with the property that \((x - \Delta_i) \cap U \neq \emptyset \) for \( i \in \mathcal{I}^c \) we find that the measure of such intervals satisfies \( \mu(\bigcup_{i \in \mathcal{I}^c} \Delta_i) \leq \delta + \frac{4 \alpha}{m} \delta \leq 5 \delta \), where we used (D.5). Using
(D.4) we obtain
\[
\sum_{i \in \mathbb{Z}^n} \int_{\Delta_i} |\psi'(x - \xi) - \psi'(x - b_i)||\chi_n(\xi)|d\xi \leq 10\delta\|\psi''\|_{L^{\infty}(\mathbb{R}^n;\mathbb{R})}\|\chi_n\|_{L^{\infty}(\mathbb{R}^n;\mathbb{R})} \leq \varepsilon.
\]

Thus \( I \leq \varepsilon \) and together with (D.9) we obtain (D.2).

**Step 5.** We establish that \( \Sigma_1 = \text{span}\{\psi(\lambda \cdot + b) : \lambda \in \Lambda \setminus 0, b \in B\} \) is dense in \( C^1(\mathbb{R}, \mathbb{R}) \). We start by observing the following inclusions, which hold for each \( n \):

\[
x^k(\psi \ast \chi_n)(b) \subset \text{cl}(\text{span}\{\psi \ast \chi_n(\lambda \cdot + b) : \lambda \in \Lambda \setminus 0, b \in B_{-\alpha}\})
\]

\[
\subset \text{cl}(\text{span}\{\psi(\lambda \cdot + b) : \lambda \in \Lambda \setminus 0, b \in B_0\})
\]

\[
\subset \text{cl}(\text{span}\{\psi(\lambda \cdot + b) : \lambda \in \Lambda \setminus 0, b \in B\}),
\]

where the first inclusion one holds for each \( b \in B_{-\alpha} \) and each \( k = 0, 1, \ldots \). The last inclusion in (D.10) is obvious. The second inclusion is a consequence of Step 4. For \( k = 1, 2, \ldots \) the first one follows from (D.1) in Step 3 with \( B \) replaced by \( B_{-\alpha} \) and \( \tilde{\psi} = \psi \ast \chi_n \). Note that in Step 3 the requirement that \( \tilde{\psi} \) is not a polynomial, is only used after (D.1), and hence is applicable for \( \tilde{\psi} = \psi \ast \chi_n \). For \( k = 0 \) the first inclusion can be achieved by appropriate choice of small \( \lambda \neq 0 \).

If \( \Sigma_1 = \text{span}\{\psi(\lambda \cdot + b) : \lambda \in \Lambda, b \in B\} \) is not dense in \( C^1(\mathbb{R}, \mathbb{R}) \), then \( x^{k'} \) is not in \( \Sigma_1 \) for some \( k' \). From (D.10) we conclude that \( (\psi \ast \chi_n)^{(k')}(b) = 0 \) for all \( b \in B_{-\alpha} \) and all \( n \). This implies that \( \psi \ast \chi_n \) is a polynomial of at most degree \( k' - 1 \) for all \( n \). By the choice of the sequence \( \psi \ast \chi_n \) in Step 4, this implies that \( \psi \) itself is a polynomial of at most degree \( k' - 1 \). This gives a contradiction and hence \( \Sigma_1 \) is dense in \( C^1(\mathbb{R}, \mathbb{R}) \).

**Step 6.** Now we show that \( \Sigma_n \) is dense in \( C^1(\mathbb{R}^n, \mathbb{R}) \). Let \( g \in C^1(\mathbb{R}^n, \mathbb{R}) \) be arbitrary and let \( K \subset \mathbb{R}^n \) be an arbitrary compact set. By Step 2 for every \( \varepsilon > 0 \) there exists \( k(k) \), \( \varphi_i \in C^1(\mathbb{R}) \), and \( w_i \in \mathcal{W}, i = 1, \ldots, k \) such that

\[
\|g(\bullet) - \sum_{i=1}^k \varphi_i(w_i \cdot \bullet)\|_{C^1(K, \mathbb{R})} < \frac{\varepsilon}{2}.
\]

Since \( \varphi \in C^1(\mathbb{R}, \mathbb{R}) \) we can choose \( w_i \neq 0 \) for each \( i \). Moreover, since \( K \) is compact there exist intervals \([\alpha_i, \beta_i], i = 1, \ldots, k \) such that \( \{w_i \cdot x : x \in K\} \subset [\alpha_i, \beta_i] \).

By Step 5 there exist indices \( m_i \), and constants \( c_{ij}, \lambda_{ij} \neq 0 \), and \( b_{ij} \), with \( i = 1, \ldots, k, j = 1, \ldots, m_i \), and \( (\lambda_{ij}, b_i) \in \Lambda \times B \) such that

\[
\|\varphi_i - \sum_{j=1}^{m_i} c_{ij} \psi(\lambda_{ij}(\cdot) + b_{ij})\|_{W^{1,\infty}(\alpha_i, \beta_i; \mathbb{R})} \leq \frac{1}{\max(1, |w_i|_2)} \frac{\varepsilon}{2k}.
\]

We next consider (D.12) with \( \psi \in W^{1,\infty}(\mathbb{R}, \mathbb{R}) \) replaced by a representative \( \hat{\psi} \in \psi \), where now \( \hat{\psi}' \in L^\infty(\mathbb{R}, \mathbb{R}) \). By (D.12) there exists a set \( S_i \subset \mathbb{R} \) with \( \mu(S_i) = 0 \) such that

\[
\sup_{x \in (a_i, b_i) \setminus S_i} |\varphi_i(x) - \sum_{j=1}^{m_i} c_{ij} \psi(\lambda_{ij}(x) + b_{ij})|
\]

\[
+ \frac{d}{dx}(\varphi_i(x) - \sum_{j=1}^{m_i} c_{ij} \psi(\lambda_{ij}(x) + b_{ij})) \leq \frac{1}{\max(1, |w_i|_2)} \frac{\varepsilon}{2k}.
\]
We set $S_i = \{ x \in \mathbb{R}^n | w_i \cdot x \in S_i \}$. Since $w_i \neq 0$ it follows that $\mu(S_i) = 0$, see e.g. [32]. We therefore have

$$\sup_{x \in K \setminus \bigcup_{i=1}^n S_i} |g(x) - \sum_{i=1}^k \sum_{j=1}^m c_{ij} \psi(\lambda_{ij} w_i \cdot x + b_{ij})| < \epsilon.$$  \hfill (D.14)

From our choice of $\Lambda$ we conclude that $\lambda_{ij} w_i \in \mathcal{W}$ for all $(i,j)$. Since $\mu(\bigcup_{i=1}^n S_i) = 0$ and $\hat{\psi} \in \psi$ was arbitrary, inequality (D.14) implies the desired result. 
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