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Abstract. We study a class of free boundary systems with nonlocal diffusion, which are natural extensions of the corresponding free boundary problems of reaction diffusion systems. As before the free boundary represents the spreading front of the species, but here the population dispersal is described by “nonlocal diffusion” instead of “local diffusion”. We prove that such a nonlocal diffusion problem with free boundary has a unique global solution, and for models with Lotka-Volterra type competition or predator-prey growth terms, we show that a spreading-vanishing dichotomy holds, and obtain criteria for spreading and vanishing; moreover, for the weak competition case and for the weak predation case, we can determine the long-time asymptotic limit of the solution when spreading happens. Compared with the single species free boundary model with nonlocal diffusion considered recently in [7], and the two species cases with local diffusion extensively studied in the literature, the situation considered in this paper involves several new difficulties, which are overcome by the use of some new techniques.

1. Introduction. Nonlocal diffusion has been widely used to describe diffusion processes where long range dispersal may play a significant role, a situation arising frequently in propagation questions in biology and ecology (see, e.g., [23]). Several well-known population models, where population dispersal was traditionally approximated by local diffusion, have been examined recently with the local diffusion operator in the model replaced by a nonlocal diffusion operator; see, for example,
A commonly used nonlocal diffusion operator has the form

\[ d(J * u - u)(t, x) := d \left( \int_{\mathbb{R}^N} J(x-y)u(t,y)dy - u(t,x) \right), \]

where the kernel function \( J : \mathbb{R} \to \mathbb{R} \) is continuous, nonnegative, even, and \( \int_{\mathbb{R}} J(x)dx = 1 \). The quantity \( J(x-y) \) is proportional to the probability that an individual member of the species (whose population density is \( u(t,x) \)) in location \( x \) moves to location \( y \) or vice versa.

In [7], such a nonlocal diffusion operator was applied to the free boundary model of [9], to investigate the spreading behaviour of a new or invasive species. The nonlocal diffusion model with free boundary in [7] has the form

\[
\begin{cases}
  u_t = d \int_{g(t)}^{h(t)} J(x-y)u(t,y)dy - du(t,x) + f(t,x,u), & t > 0, g(t) < x < h(t), \\
  u(t,g(t)) = u(t,h(t)) = 0, & t > 0, \\
  h'(t) = \mu \int_{g(t)}^{h(t)} \int_{g(t)}^{h(t)} J(x-y)u(t,x)dydx, & t > 0, \\
  g'(t) = -\mu \int_{g(t)}^{h(t)} \int_{-\infty}^{g(t)} J(x-y)u(t,x)dydx, & t > 0, \\
  u(0, x) = u_0(x), & |x| \leq h_0, \\
  h(0) = -g(0) = h_0,
\end{cases}
\]

where \( x = g(t) \) and \( x = h(t) \) are the moving boundaries to be determined together with \( u(t,x) \), which is always assumed to be identically 0 for \( x \in \mathbb{R} \setminus [g(t), h(t)] \); \( d, \mu \) and \( h_0 \) are given positive constants. The kernel function \( J : \mathbb{R} \to \mathbb{R} \) satisfies

\[ J \text{ is continuous, nonnegative and even, } J(0) > 0, \int_{\mathbb{R}} J(x)dx = 1, \sup_{\mathbb{R}} J < \infty. \]

The growth function \( f(t,x,u) \) is continuous, locally Lipschitz in \( u \), and \( f(t,x,0) \equiv 0 \).

In [7], the existence and uniqueness of a global solution were proved, and for the special case that \( f = f(u) \) is a logistic function, a spreading-vanishing dichotomy, criteria for spreading and vanishing, and long time behaviour of the solution were established. A series of new ideas and techniques appeared in [7].

In this paper we further develop the ideas and techniques in [7] to study systems of population models with nonlocal diffusion and free boundaries. It turns out that extra difficulties arise, and further new techniques are required. In order to keep the presentation transparent and ideas clear, we will restrict to systems with only two species.

We consider the case that the two species under consideration spread through a common spreading front, as in [14, 24, 27, 35]. Such a setting arises rather naturally in several situations; for example, when the two species are of predator-prey type, with the predator following (or driving) the spreading of the prey, or for two competing plant species whose spreading relies on the same group of animals (insects, birds etc.) carrying their seeds to new fields. Based on the free boundary conditions in (1.1) above, this free boundary problem with nonlocal diffusion can
be expressed in the form

\[
\begin{align*}
  u_{tt} &= d_i \int_{g(t)}^{h(t)} J_i(x-y)u_i(t,y)dy - d_i u_i + f_i(t,x,u_1,u_2), \quad t > 0, \quad g(t) < x < h(t), \\
  u_i(t,g(t)) &= u_i(t,h(t)) = 0, \quad t \geq 0, \\
  h'(t) &= \sum_{i=1}^{2} \mu_i \int_{g(t)}^{h(t)} J_i(x-y)u_i(t,x)dy, \quad t \geq 0, \\
  g'(t) &= -\sum_{i=1}^{2} \mu_i \int_{g(t)}^{h(t)} J_i(x-y)u_i(t,x)dy, \quad t \geq 0, \\
  u_i(0,x) &= u_{i0}(x), \quad h(0) = -g(0) = h_0, \quad |x| \leq h_0, \\
  i &= 1, 2,
\end{align*}
\]

where \( x = g(t) \) and \( x = h(t) \) are the moving boundaries to be determined together with \( u_1(t,x) \) and \( u_2(t,x) \), which are always assumed to be identically 0 for \( x \in \mathbb{R} \setminus [g(t), h(t)] \); \( d_i \) and \( \mu_i \) \((i = 1, 2)\) are positive constants. We assume that the initial function pair \((u_{i0}, u_{20})\) satisfies

\[
u_{i0} \in C([-h_0, h_0]), \quad u_{i0}(\pm h_0) = 0, \quad u_{i0} > 0 \quad \text{in} \quad (-h_0, h_0), \quad i = 1, 2, \quad (1.3)\]

with \([-h_0, h_0]\) representing the initial population range of the species. The kernel functions \( J_1 \) and \( J_2 \) satisfy the condition \((J)\).

The free boundary conditions in (1.2) mean that the expansion rate of the common population range of the two species is proportional to the outward flux of the population of the two species; some justifications of this assumption can be found in [7].

The growth terms \( f_i \) \((i = 1, 2)\) are assumed to be continuous and satisfy

\((f)\) \( f_1(t,x,0,u_2) = f_2(t,x,u_1,0) = 0, \) and \( f_i(t,x,u_1,u_2) \) is locally Lipschitz in \( u_1, u_2 \in \mathbb{R}^+ \), i.e., for any \( K_1, K_2 > 0 \), there exists a constant \( L(K_1, K_2) > 0 \) such that

\[
|f_i(t,x,u_1,u_2) - f_i(t,x,v_1,v_2)| \leq L(K_1, K_2)(|u_1 - v_1| + |u_2 - v_2|)
\]

for all \( u_1, v_1 \in [0, K_1] \), \( u_2, v_2 \in [0, K_2] \) and all \( (t,x) \in \mathbb{R}^+ \times \mathbb{R} \). When \( K_1 = K_2 \), we write \( L(K_1, K_2) = L(K_1) \);

\((f1)\) There exist \( k > 0 \) and \( r > 0 \) such that for all \( u_2 \geq 0 \) and \( (t,x) \in \mathbb{R}^+ \times \mathbb{R} \), there hold:

\[
f_1(t,x,u_1,u_2) < 0 \quad \text{when} \quad u_1 > k, \quad f_1(t,x,u_1,u_2) \leq ru_1 \quad \text{when} \quad 0 < u_1 \leq k;
\]

\((f2)\) For any given \( K > 0 \), there exists \( \Theta(K) > 0 \) such that \( f_2(t,x,u_1,u_2) < 0 \) for \( 0 \leq u_1 \leq K, \) \( u_2 \geq \Theta(K) \) and \( (t,x) \in \mathbb{R}^+ \times \mathbb{R} \).

We note that condition \((f)\) implies

\[
|f_1(t,x,u_1,u_2)| \leq L(K_1, K_2)|u_1|, \quad |f_2(t,x,u_1,u_2)| \leq L(K_1, K_2)|u_2|
\]

for all \( u_1 \in [0, K_1], \) \( u_2 \in [0, K_2] \) and all \( (t,x) \in \mathbb{R}^+ \times \mathbb{R} \).

It is easily seen that the conditions \((f), (f1)\) and \((f2)\) hold for the following classical Lotka-Volterra competition and predator-prey growth terms:

**Competition Model:** \( f_1 = u_1(a_1 - b_1 u_1 - c_1 u_2), f_2 = u_2(a_2 - b_2 u_2 - c_2 u_1), \) \((1.4)\)

**Predator-prey Model:** \( f_1 = u_1(a_1 - b_1 u_1 - c_1 u_2), f_2 = u_2(a_2 - b_2 u_2 + c_2 u_1), \) \((1.5)\)

where \( a_i, b_i, c_i \) \((i = 1, 2)\) are positive constants.

Unless otherwise stated, we always assume that \( f_1 \) and \( f_2 \) satisfy \((f), (f1)\) and \((f2)\), \( J_1, J_2 \) satisfy \((J)\), and \((1.3)\) is satisfied by the initial function pair. We will
write
\[ \|a, b\| \leq M \] to mean \( \|a\| \leq M, \|b\| \leq M. \)

The main results of this paper are the following theorems.

**Theorem 1.1.** Problem (1.2) has a unique solution \((u_1, u_2, g, h)\) defined for all \(t > 0\).

**Theorem 1.2** (Spreading-vanishing dichotomy). Assume further that \(J_i(x) > 0\), \(J_2(x) > 0\) in \(\mathbb{R}\), and that \((f_1, f_2)\) satisfies either (1.4) or (1.5). Let \((u_1, u_2, g, h)\) be the unique solution of (1.2). Then one of the following alternatives must happen:

(i) Spreading: \(\lim_{t \to \infty} [h(t) - g(t)] = \infty\),

(ii) Vanishing: \(\lim_{t \to \infty} (g(t), h(t)) = (\ell_\infty, \ell_\infty)\) is a finite interval and

\[ \lim_{t \to \infty} \max_{g(t) \leq x \leq h(t)} u_i(t, x) = 0, \quad i = 1, 2. \]

**Theorem 1.3** (Spreading-vanishing criteria). Under the conditions of Theorem 1.2, the following conclusions hold:

(i) If either \(a_1 \geq d_1\) or \(a_2 \geq d_2\), then spreading always happens.

(ii) If \(a_1 < d_1\) and \(a_2 < d_2\), then there exists a unique \(\ell_\ast > 0\) such that

(a) whenever vanishing happens, we have \(\ell_\infty - \ell_\ast \leq \ell_\ast\),

(b) spreading always happens when \(h_0 \geq \ell_\ast / 2\),

(c) if \(h_0 < \ell_\ast / 2\), then there exist two positive numbers \(\Lambda_\ast \geq \Lambda_\ast > 0\) such that vanishing happens when \(\mu_1 + \mu_2 \leq \Lambda_\ast\) and spreading happens when \(\mu_1 + \mu_2 > \Lambda_\ast\).

As we will see in Section 3 below, \(\ell_\ast\) depends only on \(a_i, d_i, J_i\), \(i = 1, 2\). On the other hand, \(\Lambda_\ast\) and \(\Lambda_\ast\) depend also on \(b_1, c_1\) and \(u_{i0}, i = 1, 2\).

Theorem 1.2 gives very little information on the long-time behaviour of the solution \((u, v, g, h)\) for the spreading case; it is even unclear whether \(\lim_{t \to \infty} [h(t) - g(t)] = \infty\) implies \(\lim_{t \to \infty} h(t) = \lim_{t \to \infty} [-g(t)] = \infty\) (see Remark 1.6 below for more details). We are able to determine the long-time behaviour of the solution for the case \(\lim_{t \to \infty} [h(t) - g(t)] = \infty\), in the following two special situations:

(a) The weak competition case: \((f_1, f_2)\) satisfies (1.4) with \(b_1/c_2 > a_1/a_2 > c_1/b_2\).

(b) The weak predation case: \((f_1, f_2)\) satisfies (1.5) with \(a_1 b_1 b_2 > a_2 b_1 c_1 + a_1 c_1 c_2\).

**Theorem 1.4** (Asymptotic limit). Let \((u_1, u_2, g, h)\) be the unique solution of (1.2) and suppose \(\lim_{t \to \infty} [h(t) - g(t)] = \infty\). Then

(i) in the weak competition case we have \(\lim_{t \to \infty} h(t) = - \lim_{t \to \infty} g(t) = \infty\) and

\[ \lim_{t \to \infty} (u_1(t, x), u_2(t, x)) = \left( \frac{a_1 b_2 - a_2 c_1}{b_1 b_2 - c_1 c_2}, \frac{a_2 b_1 - a_1 c_2}{b_1 b_2 - c_1 c_2} \right) \] locally uniformly for \(x \in \mathbb{R}\),

(ii) in the weak predation case we have \(\lim_{t \to \infty} h(t) = - \lim_{t \to \infty} g(t) = \infty\) and

\[ \lim_{t \to \infty} (u_1(t, x), u_2(t, x)) = \left( \frac{a_1 b_2 - a_2 c_1}{b_1 b_2 + c_1 c_2}, \frac{a_2 b_1 + a_1 c_2}{b_1 b_2 + c_1 c_2} \right) \] locally uniformly for \(x \in \mathbb{R}\).

**Remark 1.5.** We believe that the condition \(J_i(x) > 0\) in \(\mathbb{R}\) for \(i = 1, 2\) in Theorem 1.2 is unnecessary, though our proof of \(\lim_{t \to \infty} \max_{g(t) \leq x \leq h(t)} u_i(t, x) = 0\) in part (ii) of Theorem 1.2 makes essential use of this extra condition.
Remark 1.6. When spreading happens, it is a challenging task to determine the long-time limit of the solution for systems with Lotka-Volterra growth terms in general. Many technical difficulties arising here do not occur in the corresponding free boundary problems with local diffusion. It appears that new techniques are needed to handle most of the cases not covered in Theorem 1.4.

Remark 1.7. When the nonlocal diffusion term in (1.2) is replaced by the usual local diffusion term $d_i \partial_{xx} u_i$, for competition and predator-prey type Lotka-Volterra growth functions $(f_1, f_2)$, the problem was investigated in [14, 27, 35, 40]. The results in Theorem 1.4 indicate that when local diffusion is replaced by nonlocal diffusion for these special Lotka-Volterra systems with free boundary, the basic features of the model is not altered significantly. However, Theorem 1.3 (i) suggests that the dispersal rates $d_1$ and $d_2$ play a more dominant role in determining whether the species can spread successfully than in the local diffusion case [14, 27, 35, 40], reinforcing the phenomenon revealed in the single species case in [7].

The rest of the paper is arranged as follows. In Section 2 we prove Theorem 1.1, namely problem (1.2) has a unique global solution, by further developing the approach of [7]. As the situation here is more complicated, considerable changes are needed. In Section 3, we prove Theorems 1.2, 1.3 and 1.4. Here we encounter a new difficulty in understanding the vanishing case, i.e., whether $h_\infty - g_\infty < \infty$ implies $\lim_{t \to \infty} \max_{t \leq x \leq h(t)} u_i(t, x) = 0$ for $i = 1, 2$. In the single equation case with local or nonlocal diffusion, one can make use of the associated steady-state to show that the corresponding question has a positive answer. For the local diffusion systems with free boundary, one can use a general conclusion given in [29, Lemma 8.7] (see also [27, 35, 36]) to overcome this difficulty and give a positive answer to the above question. However, because nonlocal diffusion does not yield compactness for the solution, we do not know whether a similar conclusion to [29, Lemma 8.7] is still valid for the current nonlocal diffusion case. Indeed, for our present situation, we shall introduce a new technique to overcome this difficulty, and give a positive answer to the above question under the conditions $J_1(x) > 0, J_2(x) > 0$ in $\mathbb{R}$ (see details in the proof of Theorem 3.3). We believe these technical conditions are removable though don’t know how to drop them yet. The proof of the other conclusions is largely based on adequate adaptations of techniques developed for the local diffusion case in [27, 35, 36, 37, 40].

After this paper has been completed and made available in arXiv, several related papers have appeared ([11, 19, 20, 25, 26, 39]), where different issues were addressed, but the questions raised above remain open. In the case of local diffusion, competition and prey-predator models with free boundaries appearing in only one species were considered in [10, 12, 38], and with independent free boundaries for the two species were studied in [13, 15, 33, 34]. For two species models with local diffusion over a fixed bounded interval, and with a free boundary imposed in the interior of the interval, one may find interesting results in [21, 22, 28, 31]. These works rely on techniques rather different from this paper.

2. Global existence and uniqueness. In this section we prove that, for any given initial value $U_0 := (u_{10}, u_{20})$ satisfying (1.3), problem (1.2) has a unique solution defined for all $t > 0$. For convenience, we first introduce some notations. For given $T > 0$, define

$$\mathbb{H}_T = \{ h \in C^1 ([0, T]) : h(0) = h_0, \ h(t) \text{ is strictly increasing} \},$$
For \( g \in G_T, h \in H_T \) and \( U_0 = (u_{10}, u_{20}) \) satisfying (1.3), we denote
\[
D_{g,h}^T = \{(t,x) \in \mathbb{R}^2 : 0 < t \leq T, \ g(t) < x < h(t)\},
\]
\[
H_{g,h}^T = \varphi \in C(\overline{D}_{g,h}^T)^2 : \varphi \geq 0, \ \varphi|_{t=0} = U_0(x), \ \varphi|_{x=g(t),h(t)} = 0 \right\}.
\]

Here by \( \varphi = (\varphi_1, \varphi_2) \geq 0 \) we mean \( \varphi_1 \geq 0 \) and \( \varphi_2 \geq 0 \) in \( D_{g,h}^T \).

The following theorem, which contains the conclusion in Theorem 1.1, is the main result of this section.

**Theorem 2.1.** For any given initial value \( U_0 := (u_{10}, u_{20}) \) satisfying (1.3), problem (1.2) has a unique global solution \((u_1(t,x), u_2(t,x), g(t), h(t))\). Moreover, for any \( T > 0 \), we have \((g,h) \in G_T \times H_T, (u_1,u_2) \in H_{g,h}^T \), and
\[
\begin{cases}
0 < u_1 \leq \max \{\|u_{10}\|_\infty, k\} := A_1 & \text{in } D_{g,h}^T, \\
0 < u_2 \leq \max \{\|u_{20}\|_\infty, \Theta(A_1)\} := A_2 & \text{in } D_{g,h}^T, \\
g'(t) < 0, \quad h'(t) > 0, \quad \forall \ t > 0.
\end{cases}
\]

The rest of this section is devoted to the proof of Theorem 2.1. The following Maximum Principle will be used frequently in our analysis to follow.

**Lemma 2.2** (Maximum Principle [7]). Assume that \( J \) satisfies (J), and \((g,h) \in G_T \times H_T\). Suppose that \( \psi, \psi_i \in C(\overline{D}_{g,h}^T) \) and satisfies, for some \( c \in L^\infty(D_{g,h}^T) \),
\[
\begin{cases}
\psi_i(t,x) \geq d \int_{g(t)}^{h(t)} J(x-y)\psi(t,y)dy - d\psi + c(t,x)\psi, \quad t \in (0,T], \ g(t) < x < h(t), \\
\psi(t,g(t)) \geq 0, \quad \psi(t,h(t)) \geq 0, \quad t > 0, \\
\psi(0,x) \geq 0, \quad |x| \leq h_0.
\end{cases}
\]

Then \( \psi \geq 0 \) on \( D_{g,h}^T \). Moreover, if \( \psi(0,x) \neq 0 \) in \([-h_0,h_0]\), then \( \psi > 0 \) in \( D_{g,h}^T \).

The following result will play a crucial role in the proof of Theorem 2.1.

**Lemma 2.3.** For any \( T > 0 \) and \((g,h) \in G_T \times H_T\), the problem
\[
\begin{cases}
w_{it} = d_i \int_{g(t)}^{h(t)} J_i(x-y)w_i(t,y)dy - d_i w_i(t,x) + f_i(t,x,w_1,w_2), & 0 < t \leq T, \ g(t) < x < h(t), \\
w_i(t,g(t)) = w_i(t,h(t)) = 0, & 0 \leq t \leq T, \\
w_i(0,x) = u_{i0}(x), & |x| \leq h_0,
\end{cases}
\]
has a unique solution \( w_{g,h} = (w_{1,g,h}, w_{2,g,h}) \in H_{g,h}^T \), and \( w_{g,h} \) satisfies (2.1).

**Proof.** The idea of the proof comes from [7]. We break the proof into three steps. As \((g,h)\) is fixed in this proof, we write \( D_s = D_{g,h}^s \) and \( X_s = X_{g,h}^s \) simply for \( s > 0 \).

**Step 1.** A parametrized ODE problem. Define
\[
f^*_i(t,x,u_1,u_2) = \begin{cases}
f_i(t,x,u_1,u_2) & \text{if } u_1, u_2 \geq 0, \\
0 & \text{if } u_1, u_2 \leq 0,
\end{cases}
\]

For any \( A \) parametrized ODE problem.

\[
\begin{cases}
w_{i,t} = f^*_i(t,x,u_1,u_2), & 0 < t \leq T, \ g(t) < x < h(t), \\
w_i(t,g(t)) = w_i(t,h(t)) = 0, & 0 \leq t \leq T, \\
w_i(0,x) = u_{i0}(x), & |x| \leq h_0,
\end{cases}
\]

has a unique solution \( w_{i,g,h} = (w_{1,g,h}, w_{2,g,h}) \in H_{g,h}^T \), and \( w_{i,g,h} \) satisfies (2.1).
where we can deduce some interval $[g(T), h(T)]$ for any given $x \in [g(T), h(T)]$, set

$$
\bar{u}_{10}(x) = \begin{cases} 0, & |x| > h_0, \\
u_{10}(x), & |x| \leq h_0,
\end{cases} \quad \bar{u}_{20}(x) = \begin{cases} 0, & |x| > h_0, \\
u_{20}(x), & |x| \leq h_0,
\end{cases}
$$

$$
t_x = \begin{cases} t_{x,g} & \text{if } x \in [g(T), -h_0), x = g(t_{x,g}), \\
0 & \text{if } |x| \leq h_0, \\
t_{x,h} & \text{if } x \in (h_0, h(t)), x = h(t_{x,h}).
\end{cases}
$$

Clearly $t_x = T$ for $x = g(T)$ or $x = h(T)$, and $t_x \in [0, T)$ for $x \in (g(T), h(T))$.

For any given $0 < s \leq T$ and $\varphi = (\varphi_1, \varphi_2) \in X^s$, we first consider the initial value problem of the following ordinary differential system with parameter $x \in (g(s), h(s))$:

$$
\begin{align*}
\dot{p}_i &= d_i \int_{g(t)}^{h(t)} J_i(x - y) \varphi_i(t, y) \, dy - d_i p_i + f_i^*(t, x, p), \quad t_x < t \leq s, \\
p_i(t_x, x) &= \bar{u}_{i0}(x), \\
&\quad g(s) < x < h(s),
\end{align*}
$$

(2.4)

Denote

$$
F_i(t, x, p) = d_i \int_{g(t)}^{h(t)} J_i(x - y) \varphi_i(t, y) \, dy - d_i p_i + f_i^*(t, x, p), \quad i = 1, 2,
$$

$$
K_\varphi = 1 + A_1 + A_2 + \|\varphi_1, \varphi_2\|_{C(\overline{D}_x)}, \quad L_\varphi = \max \{d_1, d_2\} + L(K_\varphi),
$$

where $A_1$ and $A_2$ are given by (2.1). Then for any $p_i, q_i \in (-\infty, K_\varphi)$, $i = 1, 2$, we have

$$
|F_i(t, x, p_1, p_2) - F_i(t, x, q_1, q_2)| \leq |f_i^*(t, x, p_1, p_2) - f_i^*(t, x, q_1, q_2)| + d_i|p_i - q_i| \leq L_\varphi (|p_1 - q_1| + |p_2 - q_2|), \quad i = 1, 2.
$$

In other words, the function $F_i(t, x, p)$ is Lipschitz continuous in $p = (p_1, p_2)$ for $p_1, p_2 \in (-\infty, K_\varphi)$ with Lipschitz constant $L_\varphi$, uniformly for $t \in [0, T]$ and $x \in [g(s), h(s)]$, $i = 1, 2$. Additionally, $F_i(t, x, p)$ is continuous in all its variables in this range, $i = 1, 2$. Based on the Fundamental Theorem of ODEs, for every fixed $x \in (g(s), h(s))$, the problem (2.4) has a unique solution $p^\varphi = (p_1^\varphi, p_2^\varphi)$ defined in some interval $[t_x, T_x]$.

We will prove that $t \to p^\varphi(t, x)(t, x)$ can be uniquely extended to $[t_x, s]$. Clearly, it suffices to show that if $p^\varphi(t, x)$ is defined for $t \in [t_x, t_0]$ with $t_0 \in (t_x, s)$, then

$$
0 \leq p_1^\varphi(t, x) < K_\varphi \quad \text{for } t \in (t_x, t_0).
$$

(2.5)

We first show that $p_1^\varphi(t, x) < K_\varphi$ in $(t_x, t_0]$. If this inequality is not true, then, by $p_1^\varphi(t_x, x) = \bar{u}_{10}(x) \leq \|\varphi_1\|_{C(\overline{D}_x)} < K_\varphi$, there exists $t' \in (t_x, t_0)$ such that $p_1^\varphi(t, x) < K_\varphi$ in $(t_x, t')$ and $p_1^\varphi(t', x) = K_\varphi$. It follows that $(p_1^\varphi(t', x) \geq 0$ and $f_1^*(t', x, p_1^\varphi(t', x), p_2^\varphi(t', x)) < 0$ as $K_\varphi > k$. Hence from the equation satisfied by $p_1^\varphi$ we can deduce

$$
d_1 K_\varphi = d_1 p_1^\varphi(t', x) \leq d_1 \int_{g(t')}^{h(t')} J_1(x - y) \varphi_1(t', y) \, dy \leq d_1 \|\varphi_1\|_{C(\overline{D}_T)} \leq d_1 (K_\varphi - 1).
$$

This is a contradiction. Similarly, $p_2^\varphi(t, x) < K_\varphi$ in $(t_x, t_0]$.
We now prove the first inequality in (2.5). Since
\[ |f_1^\epsilon(t, x, p_1, p_2^\epsilon)| = |f_1^\epsilon(t, x, p_1, p_2^\epsilon) - f_1^\epsilon(t, x, 0, p_2^\epsilon)| \leq L(K\varphi)|p_1|, \forall \ p_1 \in (-\infty, K\varphi], \]
it follows that
\[ (p_1^\epsilon)_t \geq c(t, x)p_1^\epsilon + d_1 \int_{g(t)}^{h(t)} J_1(x - y)\varphi_1(t, y)dy \geq c(t, x)p_1^\epsilon, \ \forall \ t \in [t_x, t_0], \]
where \( c(t, x) = -L(K\varphi) - d_1 \) when \( p_1^\epsilon(t, x) \geq 0 \), and \( c(t, x) = L(K\varphi) \) when \( p_1^\epsilon(t, x) \leq 0 \). Notice \( p_1^\epsilon(t_x, 0) = \tilde{u}_{10}(x) \geq 0 \), the above inequality immediately gives \( p_1^\epsilon(t, x) \geq 0 \) in \([t_x, t_0] \). Similarly, \( p_2^\epsilon(t, x) \geq 0 \) in \([t_x, t_0] \). We have thus proved (2.5), and therefore the solution \( p^\epsilon(t, x) \) of (2.4) is uniquely defined for \( t \in [t_x, s] \).

**Step 2. A fixed point problem.** Recall \( p^\epsilon(0, x) = U_0(x) \) for \( |x| \leq h_0 \), and \( p^\epsilon(t, x) = 0 \) for \( x \in \{g(t), h(t)\} \) and \( t \in [0, s] \). Moreover, by the continuous dependence of the ODE solution on parameters, \( p^\epsilon \) is continuous in \( D_s \), and so \( p^\epsilon \in X^s \). Define a mapping \( \Gamma_s : X^s \to X^s \) by
\[ \Gamma_s \varphi = p^\epsilon. \]
Clearly, if \( \Gamma_s \varphi = \varphi \) then \( \varphi \) solves (2.4), and vice versa.

We will show that \( \Gamma_s \) has a unique fixed point in \( X^s \) when \( 0 < s \ll 1 \). This conclusion will be proved by the contraction mapping theorem, i.e., it will be shown that for such \( s \), \( \Gamma_s \) is a contraction on a closed subset of \( X^s \), and any fixed point of \( \Gamma_s \) in \( X^s \) lies in this closed subset.

Take \( C = \max \{2\|u_{10}\|_\infty, 2\|u_{20}\|_\infty, A_1, A_2\} \) and define
\[ X_0^s := \{\varphi = (\varphi_1, \varphi_2) \in X^s : \|\varphi_1, \varphi_2\|_{C(D_s)} \leq C\}. \]
Clearly \( X_0^s \) is a closed subset of \( X^s \). We will find a \( \delta > 0 \) small depending on \( C \) such that for every \( s \in (0, \delta] \), \( \Gamma_s \) maps \( X_0^s \) into itself, and is a contraction.

Let \( \varphi \in X_0^s \), and denote \( p^\varphi = \Gamma_s \varphi \). Then \( p^\varphi \) solves (2.4), and so (2.5) holds with \( t_0 \) replaced by \( s \). Thus, \( f_i^\epsilon(t, x, p^\varphi) = f_i(t, x, p^\varphi) \) for \( i = 1, 2 \). Now we prove that for \( 0 < s \ll 1 \),
\[ p_i^\epsilon(t, x, p_2^\epsilon(t, x) \leq C, \ \forall \ g(s) \leq x \leq h(s), \ t_x \leq t \leq s, \quad (2.6) \]
which is equivalent to \( \|p_i^\epsilon, p_2^\epsilon\|_{C(D_s)} \leq C \).

Note that \( p_i^\epsilon, p_2^\epsilon \geq 0 \) implies \( f_i(t, x, p_1^\epsilon, p_2^\epsilon) \leq rp_i^\epsilon \). It follows from the first equation of (2.4) that, for \( t \in [t_x, s] \) and \( x \in \{g(s), h(s)\} \),
\[ (p_1^\epsilon)_t \leq d_1 \int_{g(t)}^{h(t)} J_1(x - y)\varphi_1(t, y)dy + rp_1^\epsilon \leq d_1\|\varphi_1\|_{C(D_s)} + rp_1^\epsilon. \]

Multiplying this inequality by \( e^{-\tau t} \) and then integrating from \( t_x \) to \( t \) we obtain
\[ p_1^\epsilon(t, x) \leq e^{(t-t_x)}p_1^\epsilon(t_x, x) + d_1 \int_{t_x}^{t} e^{(t-\tau)}d\tau\|\varphi_1\|_{C(D_s)} \leq \|u_{10}\|_\infty e^{rs} + d_1 C e^{rs}. \]

Take \( \delta_1 > 0 \) such that \( d_1 \delta_1 e^{r\delta_1} \leq 1/4 \) and \( e^{r\delta_1} \leq 3/2 \). Then, for \( s \in (0, \delta_1] \), we have
\[ p_1^\epsilon(t, x) \leq (8\|u_{10}\|_\infty + C)/4 \leq C \quad \text{in} \quad D_s. \]
This combined with the properties of \( f_2 \) allows us to derive
\[ f_2(t, x, p_1^\epsilon, p_2^\epsilon) \leq L(C, \Theta(C))p_2^\epsilon := L^*p_2^\epsilon, \ \forall \ x \in \{g(s), h(s)\}, \ t \in [t_x, s]. \]

Similar to the above, take \( \delta_2 > 0 \) satisfying \( d_2\delta_2 e^{L^r\delta_2} \leq 1/4 \) and \( e^{L^r\delta_2} \leq 3/2 \), then
\[ p_2^\epsilon(t, x) \leq (8\|u_{20}\|_\infty + C)/4 \leq C \quad \text{in} \quad D_s. \]
for all \( s \in (0, \delta_2) \). Set \( \delta = \min \{ \delta_1, \delta_2 \} \). Then (2.6) holds for \( s \in (0, \delta] \).

Thus \( p^1 = \Gamma_s \varphi \in X_{\delta}^1 \), as desired. Next we show that by shrinking \( \delta \) if necessary, \( \Gamma_s \) is a contraction on \( X_{\delta}^1 \) for \( s \in (0, \delta] \). Let \( \varphi, \rho \in X_{\delta}^1 \), then \( p_1 = p_1^\rho - p_1^\varphi \) satisfy

\[
\begin{align*}
p_1(t, x) & = e^{-\int_0^t a(t, x) \, dt} \int_0^t e^{\int_0^s a(t, x) \, ds} \left( d_1 \int_{g(t)}^{h(t)} J_1(x - y) (\varphi_1 - \rho_1) (t, y) \, dy + b p_2 \right) \\
& \quad + b(l, x) p_2(l, x) \, dl.
\end{align*}
\]

Since \( (g(t), h(t)) \subseteq (g(s), h(s)) \) when \( t \leq s \), we deduce that, for \( x \in (g(t), h(t)) \),

\[
\begin{align*}
|p_1(t, x)| & \leq e^{L_1(l - t_x)} \int_{t_x}^t e^{L_1(l - t_s)} \, dl \left( d_1 \| \varphi_1 - \rho_1 \|_{C(\overline{\Omega})} + L_1 \| p_2 \|_{C(\overline{\Omega})} \right) \\
& \leq (t - t_x) e^{2L_1(l - t_x)} \left( d_1 \| \varphi_1 - \rho_1 \|_{C(\overline{\Omega})} + L_1 \| p_2 \|_{C(\overline{\Omega})} \right) \\
& \leq s e^{2L_1 s} \left( d_1 \| \varphi_1 - \rho_1 \|_{C(\overline{\Omega})} + L_1 \| p_2 \|_{C(\overline{\Omega})} \right).
\end{align*}
\]

This gives

\[
\| p_1 \|_{C(\overline{\Omega})} \leq s e^{2L_1 s} \left( d_1 \| \varphi_1 - \rho_1 \|_{C(\overline{\Omega})} + L_1 \| p_2 \|_{C(\overline{\Omega})} \right).
\]

Similarly,

\[
\| p_2 \|_{C(\overline{\Omega})} \leq s e^{2L_2 s} \left( d_2 \| \varphi_2 - \rho_2 \|_{C(\overline{\Omega})} + L_2 \| p_1 \|_{C(\overline{\Omega})} \right),
\]

where \( L_2 = d_2 + L(C) \). Set \( L = \max \{ L_1, L_2 \} \). Then

\[
\| \Gamma_s \varphi - \Gamma_s \rho \|_{C(\overline{\Omega})} \leq \frac{1}{2} \left( \| \varphi_1 - \rho_1 \|_{C(\overline{\Omega})} + \| \varphi_2 - \rho_2 \|_{C(\overline{\Omega})} \right), \quad \forall \ s \in (0, \sigma]
\]

provided that \( \sigma \in (0, \delta] \) satisfies

\[
\sigma L e^{2L_\sigma} \leq 1/2, \quad \sigma d_i e^{2L_\sigma} \leq 1/4, \quad i = 1, 2.
\]

For such \( s \) we may now apply the Contraction Mapping Theorem to conclude that \( \Gamma_s \) has a unique fixed point \( W \) in \( X_{\delta}^1 \). Thus, \( w = W \) solves (2.3) for \( 0 < t \leq s \).

If we can show that any solution \( w \) of (2.3) satisfies \( 0 \leq w_1, w_2 \leq C \) in \( D_s \), then \( w \) must coincide with the unique fixed point \( W \) of \( \Gamma_s \) in \( X_{\delta}^1 \). We next prove such an estimate for \( (w_1, w_2) \). Note that \( w_1, w_2 \geq 0 \) already follows from (2.5). It is enough to show \( w_1, w_2 \leq C \). We actually prove the following stronger inequality

\[
w_1(t, x) \leq A_1, \quad w_2(t, x) \leq A_2, \quad \forall \ g(s) \leq x \leq h(s), \quad t_x \leq t \leq s.
\]

We only prove \( w_1(t, x) \leq A_1 \) since \( w_2(t, x) \leq A_2 \) can be shown by the same way. It suffices to show that the above inequality holds with \( A_1 \) replaced by \( A_1 + \varepsilon \) for any given \( \varepsilon > 0 \). Suppose this is not true. Due to \( w_1(t_x, x) = w_{10}(x) \leq \| w_{10} \|_{\infty} < A^\varepsilon := A_1 + \varepsilon \), there exist \( x_0 \in (g(s), h(s)) \) and \( t_0 \in (t_{x_0}, s) \) such that

\[
w_1(t_0, x_0) = A^\varepsilon, \quad 0 \leq w_1(t, x) < A^\varepsilon \quad \text{for} \ g(t_0) \leq x \leq h(t_0), \quad t_x \leq t < t_0.
\]

\[
\| \Gamma_s \varphi - \Gamma_s \rho \|_{C(\overline{\Omega})} \leq \frac{1}{2} \left( \| \varphi_1 - \rho_1 \|_{C(\overline{\Omega})} + \| \varphi_2 - \rho_2 \|_{C(\overline{\Omega})} \right), \quad \forall \ s \in (0, \sigma]
\]

provided that \( \sigma \in (0, \delta] \) satisfies

\[
\sigma L e^{2L_\sigma} \leq 1/2, \quad \sigma d_i e^{2L_\sigma} \leq 1/4, \quad i = 1, 2.
\]
It follows that \( w_1(t_0, x_0) \geq 0 \) and \( f_1(t_0, x_0, w(t_0, x_0)) \leq 0 \) due to \( w_1(t_0, x_0) = A^e > A_1 \) and \( w_2(t_0, x_0) \geq 0 \). Hence from the first equation of (2.3) we obtain
\[
0 \leq w_1(t_0, x_0) \leq d_1 \int_{g(t_0)}^{h(t_0)} J_1(x_0 - y) w_1(t_0, y) dy - d_1 w_1(t_0, x_0).
\]
Since \( w_1(t_0, g(t_0)) = w_1(t_0, h(t_0)) = 0 \), we have \( w_1(t_0, y) < A^e \) for \( y \in (g(t_0), h(t_0)) \) but close to the boundary of this interval. It follows that
\[
d_1 A^e = d_1 w_1(t_0, x_0) \leq d_1 \int_{g(t_0)}^{h(t_0)} J_1(x_0 - y) w_1(t_0, y) dy < d_1 A^e \int_{g(t_0)}^{h(t_0)} J_1(x_0 - y) dy \leq d_1 A^e.
\]
This contradiction proves (2.7). Thus \((w_1, w_2)\) satisfies the wanted inequality and hence coincides with the unique fixed point of \( \Gamma_s \) in \( X_T^c \). We have now proved the fact that for every \( s \in (0, \sigma) \), \( \Gamma_s \) has a unique fixed point in \( X^s \).

**Step 3. Completion of the proof.** From Step 2 we know that (2.3) has a unique solution \( w \) defined for \( t \in [0, \sigma] \) and \( w \) satisfies (2.7) with \( s = \sigma \). Note that
\[
\max \left\{ \max_{[g(\sigma), h(\sigma)]} w_1(\sigma, x), k \right\} \leq \max \{ A_1, k \} = A_1,
\]
\[
\max \left\{ \max_{[g(\sigma), h(\sigma)]} w_2(\sigma, x), \Theta(A_1) \right\} \leq \max \{ A_2, \Theta(A_1) \} = A_2.
\]
Hence we may apply Step 2 to (2.3) but with the initial time \( t = 0 \) replaced by \( t = \sigma \) to conclude that the unique solution can be extended to a slightly larger domain \( D_\sigma \).

Moreover, by (2.7) and the definition of \( \sigma \) in Step 2, we see that \( \sigma \) depends only on \( d_1 \) and \( A_1 \), and it can take any value in \((0, 2\sigma]\). Furthermore, from the above proof of (2.7) we see that the extended solution \( w \) satisfies (2.7) in \( D_\sigma \). Thus the extension can be repeated. By repeating this process finitely many times, the solution \( w \) of (2.3) will be uniquely extended to \( D_T \). As explained above, now (2.7) holds with \( s = T \), and hence to prove that \( w \) satisfies (2.1), it only remains to show \( w_1 > 0 \), \( w_2 > 0 \) in \( D_T \). Recall \( w_1, w_2 \geq 0 \). Using the conditions (f), (f1), (f2) and the conclusion (2.7) we may write \( f_1(t, x, w) = b_1(t, x)w_1 \) and \( f_2(t, x, w) = b_2(t, x)w_2 \) with \( b_i \in L^\infty(D_T) \). Then Lemma 2.2 gives the desired result.

**Proof of Theorem 2.1.** By Lemma 2.3, for any \( T > 0 \) and \((g, h) \in G_T \times H_T \), we can find a unique \( w_{g,h} = (w_{1,g,h}, w_{2,g,h}) \in X_T^{g,h} \) that solves (2.3) and satisfies (2.1).

Using such a \( w_{g,h} \), we define the mapping \( F \) by \( F(g, h) = (\tilde{g}, \tilde{h}) \), where
\[
\tilde{h}(t) = h_0 + \sum_{i=1}^{2} \mu_i \int_0^t \int_{g(\tau)}^{h(\tau)} J_i(y, x) w_{i,g,h}(\tau, x) dy dx d\tau,
\]
\[
\tilde{g}(t) = -h_0 - \sum_{i=1}^{2} \mu_i \int_0^t \int_{g(\tau)}^{h(\tau)} J_i(y, x) w_{i,g,h}(\tau, x) dy dx d\tau
\]
for \( 0 < t \leq T \).

To prove this theorem, we first show that if \( T \) is small enough, then \( F \) maps a suitable closed subset \( \Sigma_T \) of \( G_T \times H_T \) into itself, and is a contraction mapping. This clearly implies that \( F \) has a unique fixed point in \( \Sigma_T \), which gives a solution \((w_{g,h}, g, h)\) of (1.2) defined for \( t \in (0, \sigma] \). Then we prove that any solution
(u_1, u_2, g, h) of (1.2) with (g, h) ∈ G_T × H_T must satisfy (g, h) ∈ Σ_T, and hence (g, h) must coincide with the unique fixed point of F in Σ_T, which then implies that the solution (u_1, u_2, g, h) of (1.2) is unique. Finally we extend this unique local solution to a global one. This plan will be carried out in several steps.

**Step 1. Properties of (g, h) and a closed subset of G_T × H_T.** Let (g, h) ∈ G_T × H_T.

Then ˜g, ˜h ∈ C^1([0, T]) and for 0 < t ≤ T,

\[
\begin{align*}
\tilde{h}'(t) &= \sum_{i=1}^{2} \mu_i \int_{g(t)}^{h(t)} \int_{h(t)}^{\infty} J_i(x-y)w_{i,g,h}(\tau, x)dydx, \\
\tilde{g}'(t) &= -\sum_{i=1}^{2} \mu_i \int_{g(t)}^{h(t)} \int_{-\infty}^{g(t)} J_i(x-y)w_{i,g,h}(\tau, x)dydx.
\end{align*}
\]  

(2.8)

These facts imply (˜g, ˜h) ∈ G_T × H_T. To show that F is a contraction, we need some further properties of ˜g and ˜h to be used in choosing a suitable closed subset of G_T × H_T, which is invariant under F, and on which F is a contraction mapping.

Denote w_i = w_{i,g,h} to simplify the notations. Since (w_1, w_2) solves (2.3) and satisfies (2.1), we obtain by using (F), (f_1), (f_2) that

\[
\begin{align*}
w_i(t, x) &\geq -d_iw_i(t, x) - L(A_1, A_2)w_i(t, x), \quad 0 < t \leq T, \quad g(t) < x < h(t), \\
w_i(0, x) &\geq 0, \quad 0 \leq t \leq T, \quad x = g(t), \quad h(t), \\
w_i(0, x) &\geq \nu_0(x), \quad |x| \leq \nu_0.
\end{align*}
\]

It follows that, for t ∈ (0, T] and |x| ≤ \nu_0,

\[
w_i(t, x) \geq e^{-[d_i + L(A_1, A_2)]t} \nu_0(x) \geq e^{-[d_i + L(A_1, A_2)]T} \nu_0(x).
\]  

(2.9)

By the condition (J), there exist constants \nu_0 ∈ (0, \nu_0/4) and \delta_0 > 0 such that

\[
J_i(x-y) \geq \delta_0 \quad \text{for} \quad |x-y| \leq \nu_0, \quad i = 1, 2.
\]  

(2.10)

Using (2.8) we easily see

\[
[\tilde{h}(t) - \tilde{g}(t)]' \leq (\mu_1 A_1 + \mu_2 A_2)[h(t) - g(t)], \quad \forall t \in [0, T].
\]

We can choose 0 < T ≪ 1, depending on \mu_i, A_i, \nu_0, \epsilon_0, such that h(T) - g(T) ≤ 2\nu_0 + \epsilon_0/4 and

\[
\tilde{h}(t) - \tilde{g}(t) \leq 2\nu_0 + T(\mu_1 A_1 + \mu_2 A_2)(2\nu_0 + \epsilon_0/4) \leq 2\nu_0 + \epsilon_0/4, \quad \forall t \in [0, T],
\]

h(t) ∈ [\nu_0, \nu_0 + \epsilon_0/4], \quad g(t) ∈ [-\nu_0 - \epsilon_0/4, -\nu_0], \quad \forall t \in [0, T].

Combining this with (2.9) and (2.10) we obtain that, for t ∈ (0, T],

\[
\sum_{i=1}^{2} \mu_i \int_{g(t)}^{h(t)} \int_{h(t)}^{\infty} J_i(x-y)w_i(t, x)dydx \\
\geq \sum_{i=1}^{2} \mu_i \int_{h(t)-\epsilon_0/4}^{h(t)} \int_{h(t)}^{h(t)+\epsilon_0/4} J_i(x-y)w_i(t, x)dydx \\
\geq \sum_{i=1}^{2} \mu_i e^{-LT} \int_{\nu_0-\epsilon_0/4}^{\nu_0} \int_{\nu_0+\epsilon_0/4}^{\nu_0} J_i(x-y)e^{-d_iT} \nu_0(x)dydx \\
\geq \frac{\epsilon_0}{4} \delta_0 e^{-(d_1 + d_2 + L)T} \sum_{i=1}^{2} \mu_i \int_{\nu_0-\epsilon_0/4}^{\nu_0} \nu_0(x)dx \\
=: \alpha_1 \mu_1 + \alpha_2 \mu_2,
\]

\[
\alpha_1, \alpha_2 \geq 0.
\]
where $L = L(A_1, A_2)$, $\alpha_1$, $\alpha_2$ are positive constants depending only on $J_i$, $f_i$ and $U_0$. Thus, for sufficiently small $T_0 = T(\mu_1, \mu_2, A_1, A_2, h_0, \varepsilon_0) > 0$,

$$h'(t) \geq \alpha_1 \mu_1 + \alpha_2 \mu_2 := h_* > 0, \quad t \in [0, T_0].$$

(2.11)

Similarly,

$$\tilde{g}'(t) \leq -(\hat{\alpha}_1 \mu_1 + \hat{\alpha}_2 \mu_2) := g_* < 0, \quad t \in [0, T_0]$$

(2.12)

for some positive constants $\hat{\alpha}_1$ and $\hat{\alpha}_2$ depending only on $J_i$, $f_i$ and $U_0$.

For $0 < T \leq T_0$, we define

$$\Sigma_T := \left\{ (g, h) \in \mathbb{G}_T \times \mathbb{H}_T : \frac{g(t_2) - g(t_1)}{t_2 - t_1} \leq g_*, \quad \frac{h(t_2) - h(t_1)}{t_2 - t_1} \geq h_* \right\}

\text{for } 0 \leq t_1 < t_2 \leq T, \text{and } h(t) - g(t) \leq 2h_0 + \varepsilon_0/4 \text{ for } 0 \leq t \leq T \right\}.$$

The above analysis shows that $\mathcal{F}(\Sigma_T) \subset \Sigma_T$.

**Step 2.** $\mathcal{F}$ is a contraction mapping on $\Sigma_T$ for $0 < T \ll 1$. For $(g_j, h_j) \in \Sigma_T$, $j = 1, 2$, we set

$$\Omega_T = D_{g_1, h_1}^T \cup D_{g_2, h_2}^T, \quad w_i^1 = w_{1,j}, \quad w_i^2 = w_{2,j}, \quad \mathcal{F}(g_j, h_j) = (\tilde{g}_j, \tilde{h}_j),$$

$$\hat{w}_j = w_j^1 - w_j^2, \quad \hat{g} = g_1 - g_2, \quad \hat{h} = h_1 - h_2, \quad \tilde{g} = \tilde{g}_1 - \tilde{g}_2, \quad \tilde{h} = \tilde{h}_1 - \tilde{h}_2.$$

Make the zero extension of $w_i^j$ in $([0, T] \times \mathbb{R}) \setminus D_{g_i, h_i}^T$. It then follows that

$$|\tilde{h}'(t)| \leq \sum_{i=1}^2 \frac{1}{\mu_i} \left| \int_{g_1(\tau)}^{h_1(\tau)} \int_{h_1(\tau)}^{h_2(\tau)} J_i(x - y) w_i^1(\tau, x) \, dy \, dx \right|

- \int_{g_2(\tau)}^{h_2(\tau)} \int_{h_2(\tau)}^{h_1(\tau)} J_i(x - y) w_i^2(\tau, x) \, dy \, dx

\leq \sum_{i=1}^2 \frac{1}{\mu_i} \left| \int_{g_1(\tau)}^{h_1(\tau)} \int_{h_1(\tau)}^{h_2(\tau)} J_i(x - y) |\hat{w}_i(\tau, x)| \, dy \, dx \right|

+ \sum_{i=1}^2 \frac{1}{\mu_i} \left| \left( \int_{g_1(\tau)}^{h_1(\tau)} \int_{h_1(\tau)}^{h_2(\tau)} J_i(x - y) w_i^1(\tau, x) \, dy \, dx \right) \right|

\leq \sum_{i=1}^2 \frac{1}{\mu_i} \left( 3h_0 \|\hat{w}_i\|_{C([\Omega_T])} + \|\hat{g}\|_{C([0, T])} A_i + (A_i + 3h_0 A_i \|J_i\|_{\infty}) \|\tilde{h}\|_{C([0, T])} \right),$$

and so

$$|\hat{h}(t)| \leq C_0 T \left( \|\hat{w}_1\|_{C([\Omega_T])} + \|\hat{g}\|_{C([0, T])} \right), \quad 0 < t \leq T,$$

where $C_0$ depends only on $h_0, \mu_i, A_i$ and $J_i$. Similarly,

$$|\hat{g}(t)| \leq C_0 T \left( \|\hat{w}_1\|_{C([\Omega_T])} + \|\tilde{h}\|_{C([0, T])} \right), \quad 0 < t \leq T.$$

Therefore,

$$\|\hat{g}, \hat{h}\|_{C([0, T])} \leq CT \left( \|\hat{w}_1\|_{C([\Omega_T])} + \|\hat{g}\|_{C([0, T])} \right).$$

(2.13)

Next, we estimate $\|\hat{w}_1, \hat{w}_2\|_{C([\Omega_T])}$. Fix $(s, x) \in \Omega_T$. We now estimate $|\hat{w}_1(s, x)|$ and $|\hat{w}_2(s, x)|$ in all the possible cases.

**Case 1.** $x \in (g_1(s), h_1(s)) \setminus (g_2(s), h_2(s))$. In such case, either $g_1(s) < x \leq g_2(s)$ or $h_2(s) \leq x < h_1(s)$, and $w_1^2(s, x) = w_2^2(s, x) = 0$.
When $h_2(s) \leq x < h_1(s)$, there exists $0 < s_1 < s$ such that $x = h_1(s_1)$, and so $h_1(s) > h_1(s_1) = x \geq h_2(s)$. Clearly, $g_1(t) < h_1(s_1) = x \leq h_1(t)$ for all $t \in [s_1, s]$. By integrating the equation satisfied by $w_1$ from $s_1$ to $s$ we obtain

$$|\hat{w}_1(s, x)| = w_1'(s, x) \leq \int_{s_1}^{s} \left( d_1 \int_{g_1(t)}^{h_1(t)} J_1(x - y)w_1(t, y)dy - d_1 w_1 + f_1(t, x, w_1, w_2) \right) dt$$

Hence

$$|\hat{w}_1(s, x)| = w_1'(s, x) \leq C_4 \|\hat{\hat{g}}\|_{C([0, T])}.$$

When $g_1(s) < x \leq g_2(s)$, we can analogously obtain

$$|\hat{w}_1(s, x)| = w_1'(s, x) \leq C_4 \|\hat{\hat{g}}\|_{C([0, T])}.$$
Using the conclusions of Case 1 and Case 2 we have $|\dot{w}_1(t_0, x)| \leq C_4 \|\dot{g}, \dot{h}\|_{C([0,T])}$. In view of (2.16), it is clear that (2.15) holds for all $t_0 < t \leq s$. Integrating (2.15) from $t_0$ to $s$ we obtain

$$\begin{align*}
|\dot{w}_1(s, x)| &\leq |\dot{w}_1(t_0, x)| + \left(2d_1 \|\dot{w}_1\|_{C(\Omega_T)} + d_1 A_1 \|J_1\|_\infty \|\dot{g}, \dot{h}\|_{C([0,T])}\right) \\
&\quad + L \|\dot{w}_1, \dot{w}_2\|_{C(\Omega_T)} (s - t_0) \\
&\leq C_4 \|\dot{g}, \dot{h}\|_{C([0,T])} + C_5 \left(\|\dot{g}, \dot{h}\|_{C([0,T])} + \|\dot{w}_1, \dot{w}_2\|_{C(\Omega_T)}\right) T \\
&=: C_6 \|\dot{g}, \dot{h}\|_{C([0,T])} + C_7 T \|\dot{w}_1, \dot{w}_2\|_{C(\Omega_T)}.
\end{align*}$$

In the same way one has

$$|\dot{w}_2(s, x)| \leq C_6 \|\dot{g}, \dot{h}\|_{C([0,T])} + C_7 T \|\dot{w}_2\|_{C(\Omega_T)}.$$ 

Summarizing the above discussions, we obtain

$$\|\dot{w}_1, \dot{w}_2\|_{C(\Omega_T)} \leq C' \|\dot{g}, \dot{h}\|_{C([0,T])} + C'T \|\dot{w}_1, \dot{w}_2\|_{C(\Omega_T)} \leq 2C' \|\dot{g}, \dot{h}\|_{C([0,T])}$$

if $C'T < 1/2$. This combined with (2.13) yields

$$\|\ddot{g}, \ddot{h}\|_{C([0,T])} \leq C(2C' + 1)T \|\ddot{g}, \ddot{h}\|_{C([0,T])} \leq \frac{1}{2} \|\ddot{g}, \ddot{h}\|_{C([0,T])}$$

if $C(2C' + 1)T \leq 1/2$. This shows that $\mathcal{F}$ is a contraction mapping on $\Sigma_T$.

**Step 3. Local existence and uniqueness.** By Step 2 and the Contraction Mapping Theorem we know that (1.2) has a solution $(u_1, u_2, g, h)$ defined for $t \in (0, T]$. If we can show that $(g, h) \in \Sigma_T$ holds for any solution $(u_1, u_2, g, h)$ of (1.2) defined for $t \in (0, T]$, then $(g, h)$ must coincide with the unique fixed point of $\mathcal{F}$ in $\Sigma_T$ and the uniqueness of the local solution $(u_1, u_2, g, h)$ to (1.2) would follow.

Let $(u_1, u_2, g, h)$ be an arbitrary solution of (1.2) defined for $t \in (0, T]$. Then

$$h'(t) = \sum_{i=1}^{2} \mu_i \int_{g(t)}^{h(t)} \int_{-\infty}^{\infty} J_i(x - y) u_i(t, x) dy dx,$$

$$g'(t) = -\sum_{i=1}^{2} \mu_i \int_{g(t)}^{h(t)} \int_{-\infty}^{\infty} J_i(x - y) u_i(t, x) dy dx.$$ 

In view of Lemma 2.3, $0 < u_1 \leq A_1$, $0 < u_2 \leq A_2$ in $D^{T}_{g,h}$. Thus

$$h'(t) - g'(t) = \sum_{i=1}^{2} \mu_i \int_{g(t)}^{h(t)} \left( \int_{-\infty}^{\infty} J_i(x - y) u_i(t, x) dy dx \right) \left( J_i(x - y) u_i(t, x) dy dx \right),$$

which implies

$$h(t) - g(t) \leq 2h_0 e^{(\mu_1 A_1 + \mu_2 A_2) t}, \quad t \in (0, T].$$

Shrink $T$ so that $2h_0 e^{(\mu_1 A_1 + \mu_2 A_2) T} \leq 2h_0 + \varepsilon_0/4$, then $h(t) - g(t) \leq 2h_0 + \varepsilon_0/4$ on $[0, T]$. Moreover, the proof of (2.11) and (2.12) gives $h'(t) \geq h$, and $g'(t) \leq g$, in $(0, T]$. Thus $(g, h) \in \Sigma_T$ as we required.

**Step 4. Global existence and uniqueness.** By Step 3, we see that the problem (1.2) has a unique solution $(u_1, u_2, g, h)$ for some time interval $(0, T]$. Moreover, for any fixed $s \in (0, T)$, there hold $u_1(s, x) > 0$, $u_2(s, x) > 0$ in $(g(s), h(s))$, and
$u_i(s, \cdot)$ ($i = 1, 2$) are continuous on $[g(s), h(s)]$. This implies that we can treat $(u_1(s, \cdot), u_2(s, \cdot))$ as an initial function and use Step 3 to extend the solution from $t = s$ to some $T' \geq T$. Suppose that $(0, T_0)$ is the maximal existence interval of $(u_1, u_2, g, h)$ obtained by such an extension process. We show that $T_0 = \infty$. Otherwise $T_0 \in (0, \infty)$ and we are going to derive a contradiction.

Firstly, (2.17) holds for $t \in (0, T_0)$. Since $h(t)$ and $g(t)$ are monotone in $[0, T_0)$, we may define

\[ h(t_0) := \lim_{t \to T_0} h(t), \quad g(T_0) := \lim_{t \to T_0} g(t) \quad \text{with} \quad h(T_0) = g(T_0) \leq 2h_0e^{(\mu_1A_1+\mu_2A_2)T_0}. \]

The free boundary conditions in (1.2), together with $0 \leq u_1 \leq A_1$ and $0 \leq u_2 \leq A_2$ indicate that $h', g' \in L^\infty([0, T_0])$ and hence $g, h \in C([0, T_0])$ with $g(T_0)$, $h(T_0)$ defined as above. It follows that the right-hand side of the first equation in (1.2) belongs to $L^\infty(D_{g,h}^{T_0})$, this implies $u_i \in L^\infty(D_{g,h}^{T_0})$. Thus for each $x \in (g(T_0), h(T_0))$ and $i = 1, 2$, the limit $u_i(T_0, x) := \lim_{t \to T_0} u_i(t, x)$ exists, and $u_i(\cdot, x)$ is continuous at $t = T_0$. We may now view $(u_1(t, x), u_2(t, x))$ as the unique solution of the ODE problem in Step 1 of the proof of Lemma 2.3 (with $\varphi = (u_1, u_2)$), which is defined over $[t_x, T_0]$. Since $t_x$, $J_1(x, y)$, and $f_1(t, x, u_1, u_2)$ are all continuous in $x$, by the continuous dependence of the ODE solution to the initial function and the parameters in the equation, we see that $u_i(t, x)$ ($i = 1, 2$) are continuous in $D_{g,h}^{T_0}$. By assumption, $u_1, u_2 \in C(D_s)$ for any $s \in (0, T_0)$. To show this also holds with $s = T_0$, it remains to show that $u_i(t, x) \to 0$ as $(t, x) \to (T_0, g(T_0))$ and as $(t, x) \to (T_0, h(T_0))$ from $D_{g,h}^{T_0}$. We only prove $u_1(t, x) \to 0$ as $(t, x) \to (T_0, g(T_0))$ from $D_{g,h}^{T_0}$ because of the other cases can be shown similarly. We note that $x \searrow g(T_0)$ implies $t_x \nearrow T_0$, and so

\[
|u_1(t, x)| = \left| \int_{t_x}^t \left( d_1 \int_{g(t)}^{h(t)} J_1(x, y)u_1(\tau, y)dy - d_1u_1(t, \tau) \right) d\tau \right|
\]

\[
+ f_1(\tau, x, u_1(\tau, x), u_2(\tau, x)) \right) d\tau \leq (t - t_x) \left[ 2d_1 + L(A_1, A_2) \right] A_1
\]

\[
\to 0 \quad \text{as} \quad D_{g,h}^{T_0} \ni (t, x) \to (T_0, g(T_0)).
\]

Thus we have shown that $u_i \in C(D_{g,h}^{T_0})$ and $(u_1, u_2, g, h)$ satisfies (1.2) for $t \in (0, T_0)$. Writing $f_i(t, x, u_1(t, x), u_2(t, x)) = b_i(t, x)u_i(t, x)$ with $b_i \in L^\infty(D_{g,h}^{T_0})$, and using Lemma 2.2 we have $u_i(T_0, x) > 0$ for $x \in (g(T_0), h(T_0))$. Thus we can regard $(u_1(T_0, \cdot), u_2(T_0, \cdot))$ as an initial function and apply Step 3 to conclude that the solution of (1.2) can be extended to some $(0, \tilde{T})$ with $\tilde{T} > T_0$. This contradicts the definition of $T_0$. Therefore we must have $T_0 = \infty$.

From the above proof we see that (2.1) and (2.2) hold, and the theorem is proved.

\[
\square
\]

3. **Spreading and vanishing.** In view of (2.2) we can define

\[
\lim_{t \to \infty} g(t) = g_\infty \in [-\infty, -h_0), \quad \lim_{t \to \infty} h(t) = h_\infty \in [h_0, \infty].
\]

Clearly we have either

\[ (i) \quad h_\infty - g_\infty < \infty, \quad (ii) \quad h_\infty - g_\infty = \infty. \]
We will call (i) the vanishing case, and call (ii) the spreading case.

The main purpose of this section is to determine when (i) or (ii) can occur, and to determine the long-time profile of \((u_1, u_2)\) if (i) or (ii) happens. It turns out that these are highly nontrivial tasks as many techniques worked in the corresponding local diffusion cases are not applicable anymore, and those worked in the one species nonlocal diffusion problem with free boundary in [7] are also lacking for treating the current two species situation. In subsection 3.1 below, we introduce some new techniques which are enough to treat the Lotka-Volterra cases (1.4) and (1.5). In subsection 3.2, we will further restrict the growth function classes in order to determine the long-time profile of \((u_1, u_2)\).

3.1. Criteria for vanishing and spreading. The following two simple lemmas provide some key ingredients for analysing the vanishing phenomenon.

**Lemma 3.1.** Let the condition \((J)\) hold for the kernel functions \(J_1, J_2, \) and \(\beta_1, \beta_2 > 0\) be constants. Suppose that \(g, h \in C^1([0, \infty))\), \(g(0) < h(0)\), \(g'(t) \leq 0, \ h'(t) \geq 0,\) and \(w_1, w_i \in C(D_{g,h}^\infty)\) for \(i = 1, 2,\) where \(D_{g,h}^\infty = \{ t > 0, g(t) < x < h(t) \} \). If \((w_1, w_2, g, h)\) satisfies

\[
\begin{aligned}
    h'(t) &= \sum_{i=1}^{2} \beta_i \int_{g(t)}^{h(t)} \int_{h(t)}^{\infty} J_i(x-y)w_i(t,x) dy dx, \quad t \geq 0, \\
    g'(t) &= -\sum_{i=1}^{2} \beta_i \int_{g(t)}^{h(t)} \int_{-\infty}^{g(t)} J_i(x-y)w_i(t,x) dy dx, \quad t \geq 0,
\end{aligned}
\]

and

\[
\lim_{t \to \infty} h(t) - \lim_{t \to \infty} g(t) < \infty, \tag{3.2}
\]

then

\[
\lim_{t \to \infty} g'(t) = \lim_{t \to \infty} h'(t) = 0.
\]

**Proof.** Set \(\lim_{t \to \infty} h(t) = h_\infty,\) \(\lim_{t \to \infty} g(t) = g_\infty.\) The condition \(3.2\) implies \(-\infty < g_\infty < h_\infty < \infty.\) Take \(M > 0\) such that \(\beta_i |w_i| \leq M, \ \beta_i |w_2| \leq M\) in \(D_{g,h}^\infty\) for \(i = 1, 2.\) It then follows from \(3.1\) that \(g'(t)\) and \(h'(t)\) are bounded. For any given \(t, s > 0,\) we have

\[
\begin{aligned}
    h'(t) - h'(s) &= \int_{g(t)}^{h(t)} \int_{h(t)}^{\infty} \sum_{i=1}^{2} \beta_i J_i(x-y)w_i(t,x) dy dx \\
    &- \int_{g(s)}^{h(s)} \int_{h(s)}^{\infty} \sum_{i=1}^{2} \beta_i J_i(x-y)w_i(s,x) dy dx \\
    &= \left\{ \int_{g(t)}^{h(t)} + \int_{h(t)}^{h(s)} \right\} \int_{h(t)}^{\infty} \sum_{i=1}^{2} \beta_i J_i(x-y)w_i(t,x) dy dx \\
    &- \int_{g(s)}^{h(s)} \int_{h(s)}^{h(t)} \sum_{i=1}^{2} \beta_i J_i(x-y)w_i(s,x) dy dx \\
    &+ \int_{g(s)}^{h(s)} \int_{h(s)}^{\infty} \sum_{i=1}^{2} \beta_i J_i(x-y)[w_i(t,x) - w_i(s,x)] dy dx
\end{aligned}
\]
Lemma 3.2. Let \( \beta_i \) be a nonnegative number for some positive constants \( \beta \). For any \( t \in (0, \infty) \),
\[
\begin{align*}
&= \left\{ \int_{g(t)}^{h(t)} g(s) \right\} \int_{h(t)}^{\infty} \sum_{i=1}^{2} \beta_i J_i(x-y)w_i(t,x)dydx \\
&- \int_{h(t)}^{\infty} \sum_{i=1}^{2} \beta_i J_i(x-y)w_i(s,x)dx \\
&+ \int_{h(t)}^{\infty} \sum_{i=1}^{2} \beta_i J_i(x-y)w_i(t,x)(t-s)dydx,
\end{align*}
\]
where \( \tau_i(x) \) is a number lying between \( s \) and \( t \). Therefore,
\[
|g'(t) - g'(s)| \leq 2M \left( |g(t) - g(s)| + |h(t) - h(s)| \right) \\
+ 2M(h(t) - h(s)) + 2M(h_\infty - g_\infty)(|t-s|)
\]
where \( M' = \|g'\|_\infty + \|h'\|_\infty \). This shows that \( h'(t) \) is Lipschitz continuous in \([0, \infty)\).
And hence, \( \lim_{t \to \infty} h'(t) = 0 \) due to \( h'(t) \geq 0 \) and \( \lim_{t \to \infty} h(t) = h_\infty \in (0, \infty) \). Similarly, \( \lim_{t \to \infty} g'(t) = 0 \).

\( \square \)

Lemma 3.2. Let \( J \) satisfy the condition (J) and \( J(x) > 0 \) in \( \mathbb{R} \). Suppose that \( g, h \in C^1([0, \infty)) \), \( g(0) < h(0) \), \( g'(t) \leq 0 \), \( h'(t) \geq 0 \), and (3.2) holds. If \((w, g, h)\) satisfies, for some positive constants \( \beta \) and \( M \),
\[
0 \leq w \leq M \text{ in } D_{g,h}, \quad w(t, g(t)) = w(t, h(t)) = 0, \quad \forall t \geq 0,
\]
\[
h'(t) \geq \beta \int_{g(t)}^{h(t)} \int_{h(t)}^{\infty} J(x-y)w(t,x)dydx, \quad \forall t > 0,
\]
and \( \lim_{t \to \infty} h'(t) = 0 \), then
\[
\lim_{t \to \infty} \int_{g(t)}^{h(t)} w(t,x)dx = 0, \quad \int_{0}^{\infty} \int_{g(t)}^{h(t)} w(t,x)dxdt < \infty.
\]

Proof. Since \( J(x) > 0 \) in \( \mathbb{R} \), we have, for any \( x \in (g(t), h(t)) \) and \( t > 0 \),
\[
\int_{h(t)}^{\infty} J(x-y)dy = \int_{-\infty}^{x-h(t)} J(z)dz \geq \int_{-\infty}^{h(h(t))} J(z)dz =: \sigma_0 > 0.
\]
It follows that
\[
\frac{1}{\beta} h'(t) \geq \int_{g(t)}^{h(t)} \int_{h(t)}^{\infty} J(x-y)w(t,x)dydx \geq \sigma_0 \int_{g(t)}^{h(t)} w(t,x)dx.
\]
Hence
\[
\lim_{t \to \infty} \int_{g(t)}^{h(t)} w(t,x)dx = 0, \quad \int_{0}^{\infty} \int_{g(t)}^{h(t)} w(t,x)dxdt \leq \frac{h_\infty - h(0)}{\beta \sigma_0}
\]
as \( \lim_{t \to \infty} h'(t) = 0 \). The proof is complete. \( \square \)

For \( a < b, i = 1, 2 \) and \( \theta \in C([a, b]) \), we define the operator \( \mathcal{L}_{d_i, (a,b)}^d + \theta \) by
\[
(\mathcal{L}_{d_i, (a,b)}^d + \theta) \varphi(x) := d_i \left( \int_{a}^{b} J_i(x-y)\varphi(y)dy - \varphi(x) \right) + \theta(x)\varphi(x), x \in [a, b], i = 1, 2.
\]
The generalized principal eigenvalue of \( L_{(a,b)}^d + \theta \) is given by

\[
\lambda_p(L_{(a,b)}^d + \theta) := \inf \{ \lambda \in \mathbb{R} : (L_{(a,b)}^d + \theta)\phi \leq \lambda \phi \text{ in } [a,b] \text{ for some } \phi \in C([a,b]), \phi > 0 \}.
\]

**Theorem 3.3.** Assume that \( J_1 \) and \( J_2 \) satisfy (J), \( J_1(x) > 0, J_2(x) > 0 \) in \( \mathbb{R} \), and that \((f_1, f_2)\) satisfies either (1.4) or (1.5). Let \((u_1, u_2, g, h)\) be the unique solution of (1.2). If \( h_\infty - g_\infty < \infty \), then

\[
\lim_{t \to \infty} \max_{g(t) \leq x \leq h(t)} u_i(t, x) = 0, \quad i = 1, 2; \tag{3.3}
\]

moreover,

\[
\lambda_p \left( L_{(g_\infty, h_\infty)}^d + a_i \right) \leq 0, \quad i = 1, 2. \tag{3.4}
\]

**Proof.** As \( h_\infty - g_\infty < \infty \) and \( u_1, u_2 \) are bounded, it follows from the first equation of (1.2) that \( u_{it} \in C(D_{g\_\infty}^\infty) \cap L^\infty(D_{g\_\infty}^\infty), \) \( i = 1, 2 \). Lemma 3.1 then infers that \( \lim_{t \to \infty} g'(t) = \lim_{t \to \infty} h'(t) = 0 \). Since \( u_i > 0 \) and \( \mu_i > 0 \), we have

\[
h'(t) \geq \mu_i \int_{g(t)}^{h(t)} \int_{g(t)}^{h(t)} J_i(x - y)u_i(t, x)dydx, \quad \forall t > 0, \quad i = 1, 2.
\]

Applying Lemma 3.2 we thus obtain

\[
\lim_{t \to \infty} \int_{g(t)}^{h(t)} u_i(t, x)dx = 0, \quad \int_0^\infty \int_{g(t)}^{h(t)} u_i(t, x)dxdt < \infty, \quad i = 1, 2.
\]

We extend \( u_i(t, x) \) by 0 for \( x \not\in [g(t), h(t)] \) and denote the extended function still by \( u_i(t, x) \). Then we may rewrite the above inequality as

\[
\int_0^\infty \int_{g(t)}^{h(t)} u_i(t, x)dxdt < \infty.
\]

By Fubini’s theorem we have

\[
\int_{g(t)}^{h(t)} \int_0^\infty u_i(t, x)dxdt = \int_0^\infty \int_{g(t)}^{h(t)} u_i(t, x)dxdt < \infty.
\]

Therefore, for \( i = 1, 2 \), the function

\[
U_i(x) := \int_0^\infty u_i(t, x)dt
\]

is finite for a.e. \( x \in (g_\infty, h_\infty) \). Since \( u_i(t, x) \geq 0 \) and \( u_{it} \in L^\infty(D_{g\_\infty}^\infty) \), it follows, in particular, that

\[
\lim_{t \to \infty} u_i(t, x) = 0 \text{ for almost every } x \in [g(0), h(0)]. \tag{3.5}
\]

Define, for \( i = 1, 2 \),

\[
M_i(t) := \max_{x \in [g(t), h(t)]} u_i(t, x).
\]

To complete the proof of (3.3), it suffices to show that

\[
\lim_{t \to \infty} M_i(t) = 0 \quad \text{for } i = 1, 2. \tag{3.6}
\]

To this end, we need to prove some useful properties of \( M_i(t) \) first. Clearly \( M_i(t) \) is continuous. Define

\[
X_i(t) := \{ x \in (g(t), h(t)) : u_i(t, x) = M_i(t) \}.
\]
Then $X_i(t)$ is a compact set for each $t > 0$. Therefore, there exist $\xi_i(t), \bar{\xi}_i(t) \in X_i(t)$ such that

$$u_{it}(t, \xi_i(t)) = \min_{x \in X_i(t)} u_{it}(t, x), \quad u_{it}(t, \bar{\xi}_i(t)) = \max_{x \in X_i(t)} u_{it}(t, x).$$

We claim that $M_i(t)$ satisfies, for each $t > 0$,

$$
\begin{cases}
M_i'(t + 0) := \lim_{s \to t, s > t} \frac{M_i(s) - M_i(t)}{s - t} = u_{it}(t, \bar{\xi}_i(t)), \\
M_i'(t - 0) := \lim_{s \to t, s < t} \frac{M_i(s) - M_i(t)}{s - t} = u_{it}(t, \xi_i(t)).
\end{cases} \tag{3.7}
$$

Indeed, for any fixed $t > 0$ and $s > t$, we have

$$u_i(s, \bar{\xi}_i(t)) - u_i(t, \bar{\xi}_i(t)) \leq M_i(s) - M_i(t) \leq u_i(s, \xi_i(s)) - u_i(t, \xi_i(s)).$$

It follows that

$$\liminf_{s \to t, s > t} \frac{M_i(s) - M_i(t)}{s - t} \geq u_{it}(t, \bar{\xi}_i(t)), \tag{3.8}$$

and

$$\limsup_{s \to t, s > t} \frac{M_i(s) - M_i(t)}{s - t} \leq \limsup_{s \to t, s > t} \frac{u_i(s, \xi_i(s)) - u_i(t, \xi_i(s))}{s - t}. \tag{3.9}$$

Let $s_n \searrow t$ satisfy

$$\lim_{n \to \infty} \frac{u_i(s_n, \bar{\xi}_i(s_n)) - u_i(t, \bar{\xi}_i(s_n))}{s_n - t} = \limsup_{s \to t, s > t} \frac{u_i(s, \xi_i(s)) - u_i(t, \xi_i(s))}{s - t}. \tag{3.10}$$

By passing to a subsequence if necessary, we may assume that $\bar{\xi}_i(s_n) \to \xi$ as $n \to \infty$. Then $u_i(t, \xi) = \lim_{n \to \infty} M_i(s_n) = M_i(t)$ and hence $\xi \in X_i(t)$. Due to the continuity of $u_{it}(t, x)$, it follows immediately that

$$\lim_{n \to \infty} \frac{u_i(s_n, \bar{\xi}_i(s_n)) - u_i(t, \bar{\xi}_i(s_n))}{s_n - t} = u_{it}(t, \xi) \leq u_{it}(t, \bar{\xi}_i(t)).$$

We thus obtain

$$\limsup_{s \to t, s > t} \frac{M_i(s) - M_i(t)}{s - t} \leq u_{it}(t, \bar{\xi}_i(t)).$$

Combining this with (3.8) we obtain

$$M_i'(t + 0) = u_{it}(t, \bar{\xi}_i(t)).$$

Analogously we can show

$$M_i'(t - 0) = u_{it}(t, \xi_i(t)).$$

Let us note from (3.7) that $M_i'(t - 0) \leq M_i'(t + 0)$ for all $t > 0$. Therefore if $M_i(t)$ has a local maximum at $t = t_0$, then $M_i'(t_0)$ exists and $M_i'(t_0) = 0$. Moreover, if $M_i(t)$ is monotone nondecreasing for all large $t$ and $\lim_{t \to \infty} M_i(t) = \sigma > 0$, then necessarily $M_i'(t_0) \to 0$ along some sequence $t_n \to \infty$; and if $M_i(t)$ is monotone nonincreasing for all large $t$ and $\lim_{t \to \infty} M_i(t) = \sigma > 0$, then necessarily $M_i'(t_n) \to 0$ along some sequence $s_n \to \infty$. These properties of $M_i(t)$ will be used below.

We are now ready to prove (3.6). We first consider the situation that $(f_1, f_2)$ satisfies (1.4). Arguing indirectly we assume that there exists $i \in \{1, 2\}$ such that
the desired identity above does not hold for \( M_i(t) \). For definiteness, we assume that \( i = 1 \). Then necessarily
\[
\sigma^* := \limsup_{t \to \infty} M_1(t) \in (0, \infty).
\]

By the above stated properties of \( M_i(t) \), there exists a sequence \( t_n > 0 \) increasing to \( \infty \) as \( n \to \infty \), and \( \xi_n \in \{ \xi_1(t_n), \xi_1(t_n) \} \) such that
\[
\lim_{n \to \infty} M_1(t_n) = \sigma^*, \quad \lim_{n \to \infty} u_{12}(t_n, \xi_n) = 0.
\]

By passing to a subsequence of \((t_n, \xi_n)\) if necessary, we may assume, without loss of generality,
\[
\lim_{n \to \infty} u_2(t_n, \xi_n) = \rho \in [0, \infty).
\]

Since
\[
\lim_{t \to \infty} \int_{g(t)}^{h(t)} u_1(t, x)dx = 0,
\]
and \( \sup_{x \in \mathbb{R}} J_1(x) < +\infty \), we have
\[
\lim_{t \to \infty} \int_{g(t)}^{h(t)} J_1(x - y)u_1(t, y)dy = 0 \quad \text{uniformly for } x \in \mathbb{R}.
\]

We now make use of the identity
\[
u_{12} = d_1 \int_{g(t)}^{h(t)} J_1(x - y)u_1(t, y)dy - d_1 u_1 + u_1(a_1 - b_1 u_1 - c_1 u_2)
\]
with \((t, x) = (t_n, \xi_n)\), and take \( n \to \infty \) to obtain
\[
0 = -d_1 \sigma^* + \sigma^*(a_1 - b_1 \sigma^* - c_1 \rho) < (a_1 - d_1)\sigma^*.
\]

It follows that \( a_1 > d_1 \). We show next that this leads to a contradiction.

Indeed, by (3.5), there exists \( x_0 \in (g(0), h(0)) \) such that
\[
\lim_{t \to \infty} u_i(t, x_0) = 0 \quad \text{for } i = 1, 2.
\]

Therefore we can find \( T > 0 \) large so that
\[
-d_1 + a_1 - b_1 u_1(t, x_0) - c_1 u_2(t, x_0) > (a_1 - d_1)/2 > 0 \quad \text{for } t \geq T.
\]

It then follows from the equation satisfied by \( u_1 \) that
\[
u_{12}(t, x_0) \geq \frac{a_1 - d_1}{2} u_1(t, x_0) \quad \text{for } t \geq T,
\]
which implies \( u_1(t, x_0) \to \infty \) as \( t \to \infty \), a contradiction to the boundedness of \( u_1 \).

This completes the proof of (3.3).

Next we consider the case that (1.5) is satisfied. The proof mainly follows the above argument for the competition case, though some small changes are needed. In this case we can similarly show that \( \lim_{t \to \infty} M_1(t) = 0 \). Hence
\[
\lim_{t \to \infty} \max_{x \in [g(t), h(t)]} u_1(t, x) = 0.
\]

With this at hand, we may now repeat the argument for the competition case to deduce that \( \lim_{t \to \infty} M_2(t) = 0 \). We have thus proved (3.3).
In the following we prove (3.4). Suppose on the contrary that \( \lambda_p(\mathcal{L}^d_{(g_\infty, h_\infty)} + a_1) > 0 \). Then \( \lambda_p(\mathcal{L}^d_{(g_\infty + \varepsilon, h_\infty - \varepsilon)} + a_1 - \varepsilon) > 0 \) for small \( \varepsilon > 0 \), say \( \varepsilon \in (0, \varepsilon_1) \). Due to (3.3), for such \( \varepsilon \), there exists \( T_\varepsilon > 0 \) such that

\[
c_1 u_\varepsilon(t, x) < \varepsilon, \quad \forall \ t \geq T_\varepsilon, \quad g(t) \leq x \leq h(t),
\]

and

\[
h(t) > h_\infty - \varepsilon, \quad g(t) < g_\infty + \varepsilon, \quad \forall \ t \geq T_\varepsilon.
\]

Consider the auxiliary problem

\[
\begin{aligned}
w_t &= d_1 \int_{g_\infty + \varepsilon}^{h_\infty - \varepsilon} J_1(x - y)w(t, y)dy - d_1 w + f_\varepsilon(w), \\
w(T_\varepsilon, x) &= u_1(T_\varepsilon, x), \quad x \in [g_\infty + \varepsilon, h_\infty - \varepsilon],
\end{aligned}
\]

(3.9)

where \( f_\varepsilon(w) = w(a_1 - \varepsilon - b_1 w) \). Since \( \lambda_p(\mathcal{L}^d_{(g_\infty + \varepsilon, h_\infty - \varepsilon)} + f_\varepsilon'(0)) > 0 \), it is well known (see [4, 8]) that the solution \( w_\varepsilon(t, x) \) of (3.9) converges to the unique positive steady state \( W_\varepsilon(x) \) of (3.9) uniformly in \( [g_\infty + \varepsilon, h_\infty - \varepsilon] \) as \( t \to \infty \). Moreover, a simple comparison argument yields

\[
u_1(t, x) \geq w_\varepsilon(t, x), \quad \forall \ t > T_\varepsilon, \quad x \in [g_\infty + \varepsilon, h_\infty - \varepsilon].
\]

Thus, there exists \( T_{1\varepsilon} > T_\varepsilon \) such that

\[
u_1(t, x) \geq \frac{1}{2} W_\varepsilon(x) > 0, \quad \forall \ t > T_{1\varepsilon}, \quad x \in [g_\infty + \varepsilon, h_\infty - \varepsilon].
\]

Clearly this is a contradiction to (3.3). The proof is complete.

**Corollary 3.4.** Suppose that \( J_1, J_2 \) and \( (f_1, f_2) \) satisfy the conditions in Theorem 3.3, and \( (u_1, u_2, g, h) \) is the unique solution of (1.2). If \( a_1 \geq d_1 \) or \( a_2 \geq d_2 \), then necessarily \( h_\infty - g_\infty = \infty \).

**Proof.** Arguing indirectly we assume that \( h_\infty - g_\infty < \infty \) and \( a_i \geq d_i \) for some \( i \in \{1, 2\} \). Thanks to [7, Proposition 3.4],

\[
\lambda_p \left( \mathcal{L}^d_{(g_\infty, h_\infty)} + a_i \right) > 0.
\]

This is a contradiction to (3.4).

We next consider the case that

\[
a_i < d_i \quad \text{for} \quad i = 1, 2.
\]

(3.10)

In this case, in view of [7, Proposition 3.4], \( \lambda_p(\mathcal{L}^d_{(0, \ell)} + a_i) < 0 \) if \( 0 < \ell \ll 1 \), and \( \lambda_p(\mathcal{L}^d_{(0, \ell)} + a_i) > 0 \) if \( \ell \gg 1 \), and there exist two positive constants \( \ell_1 \) and \( \ell_2 \) such that

\[
\lambda_p \left( \mathcal{L}^d_{(0, \ell)} + a_i \right) = 0, \quad i = 1, 2.
\]

Define

\[
\ell_* = \min\{\ell_1, \ell_2\}.
\]

We have the following result.
Assume that \( J_i(x) > 0 \) in \( \mathbb{R} \) for \( i = 1, 2 \), \((f_1, f_2)\) satisfies either (1.4) or (1.5), and (3.10) holds. Let \((u_1, u_2, g, h)\) be the unique solution of (1.2). Then the following conclusions hold:

(i) If \( h_\infty - g_\infty < \infty \), then \( h_\infty - g_\infty \leq \ell_* \).

(ii) If \( h_0 \geq \ell_*/2 \), then \( h_\infty - g_\infty = \infty \).

(iii) If \( h_0 < \ell_*/2 \), then there exist two positive numbers \( \Lambda^* \geq \Lambda_* > 0 \) such that \( h_\infty - g_\infty < \infty \) when \( 0 < \mu_1 + \mu_2 \leq \Lambda_* \) and \( h_\infty - g_\infty = \infty \) when \( \mu_1 + \mu_2 > \Lambda^* \).

It is easily seen that conclusions (i) and (ii) in Theorem 3.5 follow directly from the definition of \( \ell_* \) and (3.4). We prove (iii) by several lemmas.

**Lemma 3.6.** Under the assumptions of Theorem 3.5, there exists a positive number \( \Lambda_0 \), depending only on \( h_0, d_i, J_i, a_i \) and \( u_{i0}, i = 1, 2 \), such that \( h_\infty - g_\infty < \infty \) for any \( \mu_1, \mu_2 \) satisfying \( 0 < \mu_1 + \mu_2 < \Lambda_0 \).

We need some comparison results to prove this lemma. The proof of the following Lemmas 3.7 and 3.8 can be carried out by a combination of the proofs of [7, Theorem 3.1], [14, Lemma 5.1] and [27, Lemma 4.1]. Since the adaptation is rather straightforward, we omit the details here.

**Lemma 3.7.** For \( T \in (0, \infty) \), suppose that \( \bar{h}, \bar{g} \in C([0, T], \bar{u}_1, \bar{u}_2 \in C([0 \leq t \leq T, \bar{g}(t) \leq x \leq \bar{h}(t)]) \) and satisfy

\[
\begin{align*}
&\bar{u}_{it} \geq d_t \int_{\bar{g}(t)}^{\bar{h}(t)} J_1(x-y)\bar{u}_1(t,y)dy - d_t \bar{u}_1(a_1 - b_1 \bar{u}_1), \quad 0 < t \leq T, \quad \bar{g}(t) < x < \bar{h}(t), \\
&\bar{u}_{2t} \geq d_2 \int_{\bar{g}(t)}^{\bar{h}(t)} J_2(x-y)\bar{u}_2(t,y)dy - d_2 \bar{u}_2(a_2 - b_2 \bar{u}_2), \quad 0 < t \leq T, \quad \bar{g}(t) < x < \bar{h}(t), \\
&\bar{u}_i(t, \bar{g}(t)) \geq 0, \quad \bar{u}_i(t, \bar{h}(t)) \geq 0, \quad i = 1, 2, \quad 0 < t \leq T, \\
&\bar{h}'(t) \geq \sum_{i=1}^{\bar{h}(t)} J_1(x-y)\bar{u}_i(t, x)dydx, \quad 0 \leq t \leq T, \\
&\bar{g}'(t) \leq -\sum_{i=1}^{\bar{g}(t)} J_2(x-y)\bar{u}_i(t, x)dydx, \quad 0 \leq t \leq T, \\
&\bar{u}_i(0, x) \geq u_{i0}(x), \quad i = 1, 2, \quad \bar{h}(0) \geq h_0, \quad \bar{g}(0) \leq -h_0, \quad |x| \leq h_0.
\end{align*}
\]

Let \((u_1, u_2, g, h)\) be the unique solution of (1.2) with \((f_1, f_2)\) satisfying (1.4). Then \( u_1 \leq \bar{u}_1, \quad u_2 \leq \bar{u}_2, \quad g \geq \bar{g}, \quad h \leq \bar{h} \) in \( D_{p,b}^T \).

**Lemma 3.8.** In Lemma 3.7, if we replace the second inequality in (3.11) by

\[
\bar{u}_{2t} \geq d_2 \int_{\bar{g}(t)}^{\bar{h}(t)} J_2(x-y)\bar{u}_2(t,y)dy - d_2 \bar{u}_2(a_2 - b_2 \bar{u}_2 + c_2 \bar{u}_1)
\]

for \( 0 < t \leq T, \quad \bar{g}(t) < x < \bar{h}(t) \) and let \((u_1, u_2, g, h)\) be the unique solution of (1.2) with \((f_1, f_2)\) satisfying (1.5), then the conclusion still holds true.

**Proof of Lemma 3.6.** The idea of this proof comes from [7, Theorem 3.12], [27, Lemma 5.2] and [32, Lemma 4.4].

Since \( \lambda_p(\mathcal{L}^{d_i}_{(-h_0, h_0)} + a_i) < 0, \quad i = 1, 2 \), we can choose \( h_1 > h_0 \) such that

\[
\lambda_i := \lambda_p(\mathcal{L}^{d_i}_{(-h_1, h_1)} + a_i) < 0, \quad i = 1, 2.
\]
Case 1: The competition case. Suppose that \((f_1, f_2)\) satisfies \((1.4)\). Let \(w_i(t, x)\) be the unique solution of

\[
\begin{align*}
    w_{it} &= d_i \int_{-h_1}^{h_1} J_i(x-y)w_i(t, y)dy - d_iw_i + a_iw_i, \quad t > 0, \ |x| \leq h_1, \\
    w_i(0, x) &= w_{i0}(x), \quad |x| \leq h_0, \\
    w_i(0, x) &= 0, \quad |x| > h_0.
\end{align*}
\]

(3.12)

Let \(\varphi_i > 0\) be the corresponding normalized eigenfunction of \(\lambda_i\), namely \(\|\varphi_i\|_\infty = 1\) and

\[
\left(\mathcal{L}_{(-h_1, h_1)}^d + a_i\right)[\varphi_i](x) = \lambda_i \varphi_i(x), \quad \forall \ |x| \leq h_1.
\]

For \(C > 0\) and \(z_i(t, x) = Ce^{\lambda_i t/2} \varphi_i(x)\), it is easy to check that

\[
\begin{align*}
    d_i \int_{-h_1}^{h_1} J_i(x-y)z_i(t, y)dy - d_i z_i + a_i z_i - z_{it} \\
    &= Ce^{\lambda_i t/2} \left( d_i \int_{-h_1}^{h_1} J_i(x-y) \varphi_i(y)dy - d_i \varphi_i + a_i \varphi_i - \frac{\lambda_i}{2} \varphi_i \right) \\
    &= \frac{\lambda_i}{2} Ce^{\lambda_i t/2} \varphi_i(x) < 0, \quad \forall \ t > 0, \ |x| \leq h_1, \ i = 1, 2.
\end{align*}
\]

Choose \(C > 0\) large such that \(C \varphi_i > w_{i0}\) on \([-h_1, h_1]\). Then we can apply [7, Lemma 3.3] to \(w_i - z_i\) to conclude that

\[
w_i(t, x) \leq z_i(t, x) = Ce^{\lambda_i t/2} \varphi_i(x) \leq Ce^{\lambda_i t/2}, \quad \forall \ t > 0, \ |x| \leq h_1. \quad (3.13)
\]

Set

\[
\lambda = \max\{\lambda_1, \lambda_2\}, \quad r(t) = h_0 + 2(\mu_1 + \mu_2)Ch_1 \int_0^t e^{\lambda s/2} ds, \quad \eta(t) = -r(t), \quad t \geq 0.
\]

Then \(\lambda < 0\). We claim that \((w_1, w_2, \eta, r)\) is an upper solution of \((1.2)\) with \((f_1, f_2)\) satisfying \((1.4)\). Firstly, we compute for \(t > 0\),

\[
r(t) = h_0 - 2(\mu_1 + \mu_2)Ch_1 \frac{2}{\lambda} \left(1 - e^{\lambda t/2}\right) < h_0 - 2(\mu_1 + \mu_2)Ch_1 \frac{2}{\lambda} \leq h_1
\]

provided that

\[
0 < \mu_1 + \mu_2 \leq \Lambda_0 := \frac{-\lambda(h_1 - h_0)}{4Ch_1}.
\]

Similarly, for such \(\mu_1\) and \(\mu_2\), we have \(\eta(t) > -h_1\) for any \(t > 0\). Thus \((3.12)\) gives

\[
w_{it} \geq d_i \int_{\eta(t)}^{r(t)} J_i(x-y)w_i(t, y)dy - d_iw_i + w_i(a_i - b_i w_i), \quad t > 0, \ x \in [\eta(t), r(t)].
\]

Secondly, due to \((3.13)\), it is easy to check that

\[
\int_{\eta(t)}^{r(t)} \int_r^\infty J_i(x-y)w_i(t, x)dydx \leq 2Ch_1 e^{\lambda_i t/2} \leq 2Ch_1 e^{\lambda t/2}.
\]

Thus

\[
r'(t) = 2(\mu_1 + \mu_2)Ch_1 e^{\lambda t/2} \geq \sum_{i=1}^{2} \mu_i \int_{\eta(t)}^{r(t)} \int_r^\infty J_i(x-y)w_i(t, x)dydx.
\]
Similarly, one has
\[ \eta'(t) \leq -\sum_{i=1}^{2} \mu_i \int_{\eta(t)}^{r(t)} \int_{-\infty}^{\eta(t)} J_i(x-y)w_i(t,x)dydx. \] (3.14)

The above arguments show that \((w_1, w_2, \eta, r)\) is an upper solution of (1.2) with \((f_1, f_2)\) satisfying (1.4). By Lemma 3.7 we get
\[ u_1(t, x) \leq w_1(t, x), \quad u_2(t, x) \leq w_2(t, x), \quad g(t) \geq \eta(t), \quad h(t) \leq r(t) \]
for all \(t \geq 0, g(t) \leq x \leq h(t)\). Therefore
\[ h_{\infty} - g_{\infty} \leq \lim_{t \to \infty} [r(t) - \eta(t)] \leq 2h_1 < \infty. \]

Case 2: The prey-predator case. Suppose that \((f_1, f_2)\) satisfies (1.5). Inspired by [27, Lemma 5.2], let \(w_1(t, x)\) and \(w_2(t, x)\) be the unique solution of
\[
\begin{cases}
    w_{1t} = d_1 \int_{-h_1}^{h_1} J_1(x-y)w_1(t,y)dy - d_1 w_1 + a_1 w_1, & t > 0, \ |x| \leq h_1, \\
    w_1(0, x) = u_{10}(x), & |x| \leq h_0, \\
    w_1(0, x) = 0, & |x| > h_0,
\end{cases}
\]
and
\[
\begin{cases}
    w_{2t} = d_2 \int_{-h_1}^{h_1} J_2(x-y)w_2(t,y)dy - d_2 w_2 \\
    + w_2(a_2 - b_2 w_2 + c_2 w_1), & t > 0, \ |x| \leq h_1, \\
    w_2(0, x) = u_{20}(x), & |x| \leq h_0, \\
    w_2(0, x) = 0, & |x| > h_0,
\end{cases}
\]
respectively. Take \(\lambda_i\) and \(\varphi_i\) as above. Then there exists \(0 < \sigma \leq 1\) such that
\[ \sigma c_2 \varphi_1(x) \leq b_2 \varphi_2(x), \quad \forall \ |x| \leq h_1. \] (3.15)

Choose \(C > 0\) large such that
\[ \sigma C \varphi_1(x) > u_{10}(x), \quad C \varphi_2(x) > u_{20}(x), \quad \forall \ |x| \leq h_1. \]
Set \(z_1(t, x) = \sigma Ce^{\lambda_1 t/2} \varphi_1(x), \ \lambda = \max\{\lambda_1, \lambda_2\}\) and \(z_2(t, x) = Ce^{\lambda_2 t/2} \varphi_2(x)\). Similar to the above,
\[
\begin{align*}
    d_1 \int_{-h_1}^{h_1} J_1(x-y)z_1(t,y)dy - d_1 z_1 + a_1 z_1 - z_{1t} \\
    = \sigma Ce^{\lambda_1 t/2} \left( d_1 \int_{-h_1}^{h_1} J_1(x-y)\varphi_1(y)dy - d_1 \varphi_1 + a_1 \varphi_1 - \frac{\lambda_1}{2} \varphi_1 \right) \\
    = \frac{\lambda_1}{2} \sigma Ce^{\lambda_1 t/2} \varphi_1(x) < 0.
\end{align*}
\]

Now we consider \(z_2(t, x)\). Using \(\lambda = \max\{\lambda_1, \lambda_2\} < 0\) and (3.15), we obtain
\[
\begin{align*}
    d_2 \int_{-h_1}^{h_1} J_2(x-y)z_2(t,y)dy - d_2 z_2 + z_2(a_2 - b_2 z_2 + c_2 z_1) - z_{2t} \\
    = Ce^{\lambda_2 t/2} \left( d_2 \int_{-h_1}^{h_1} J_2(x-y)\varphi_2(y)dy - d_2 \varphi_2 + a_2 \varphi_2 - \frac{\lambda}{2} \varphi_2 \right) \\
    + C^2 e^{\lambda_2 t/2} \varphi_2 \left( \sigma c_2 e^{\lambda_1 t/2} \varphi_1 - b_2 e^{\lambda_2 t/2} \varphi_2 \right)
\end{align*}
\]
\[ = Ce^{\lambda t/2} \left( \frac{\lambda}{2} \phi_2 - \frac{\lambda}{2} \phi_2 \right) + C^2 e^{\lambda t/2} \left( \sigma c_2 e^{(\lambda_1 - \lambda)t/2} \phi_1 - b_2 \phi_2 \right) \]
\[ \leq \frac{\lambda}{2} Ce^{\lambda t/2} \phi_2(x) < 0. \]

Similar to the above, applying [7, Lemma 3.3] to \( w_i - z_i \) we have
\[
\begin{cases}
\forall t > 0, |x| 
\end{cases}
\]

\[ w_i(t, x) \leq z_i(t, x) = \sigma C e^{\lambda t/2} \phi_2(x) \leq \sigma C e^{\lambda t/2}, \quad \forall t > 0, |x| \leq h_1, \]
\[ w_2(t, x) \leq z_2(t, x) = C e^{\lambda t/2} \phi_2(x) \leq C e^{\lambda t/2}, \quad \forall t > 0, |x| \leq h_1. \]

Set
\[ r(t) = h_0 + 2(\sigma \mu_1 + \mu_2) Ch_1 \int_0^t e^{\lambda s/2} ds, \quad \eta(t) = -r(t), \quad t \geq 0. \]

For \( t > 0 \), we have
\[ r(t) = h_0 - 2(\sigma \mu_1 + \mu_2) Ch_1 \frac{2}{\lambda} \left( 1 - e^{\lambda t/2} \right) < h_0 - 2(\sigma \mu_1 + \mu_2) Ch_1 \frac{2}{\lambda} \leq h_1 \]
provided that
\[ 0 < \sigma \mu_1 + \mu_2 \leq \Lambda_0 := \left( \frac{-\lambda(h_1 - h_0)}{4Ch_1} \right). \]

Similarly, for such \( \mu_1 \) and \( \mu_2, \eta(t) > -h_1 \) for any \( t > 0 \). Thus we have
\[ w_1 \geq d_1 \int_{\eta(t)}^{r(t)} J_1(x - y) w_1(t, y) dy - d_1 w_1 + a_1 w_1, \]
\[ w_2 \geq d_2 \int_{-h_1}^{h_1} J_2(x - y) w_2(t, y) dy - d_2 w_2 + w_2(a_2 - b_2 w_2 + c_2 w_1) \]
for \( t > 0 \) and \( x \in [\eta(t), r(t)] \). On the other hand, due to (3.16), it is easy to check that
\[ \int_{\eta(t)}^{r(t)} \int_{r(t)}^{\infty} J_1(x - y) w_1(t, x) dy dx \leq 2\sigma Ch_1 e^{\lambda t/2}, \]
\[ \int_{\eta(t)}^{r(t)} \int_{r(t)}^{\infty} J_2(x - y) w_2(t, x) dy dx \leq 2Ch_1 e^{\lambda t/2}. \]

Thus
\[ r'(t) = 2(\sigma \mu_1 + \mu_2) Ch_1 e^{\lambda t/2} \geq \sum_{i=1}^2 \mu_i \int_{\eta(t)}^{r(t)} \int_{r(t)}^{\infty} J_i(x - y) w_i(t, x) dy dx. \]

Similarly, \( \eta(t) \) satisfies (3.14). We may now apply Lemma 3.8 to conclude that
\[ h_\infty - g_\infty \leq \lim_{t \to \infty} [r(t) - \eta(t)] \leq 2h_1 < \infty \]
when \( \sigma \mu_1 + \mu_2 \leq \Lambda_0 \). As \( \mu_1 + \mu_2 \leq \Lambda_0 \) implies \( \sigma \mu_1 + \mu_2 \leq \Lambda_0 \), the desired result is proved.

To complete the proof of Theorem 3.5, it remains to show that if \( \mu_1 + \mu_2 \) is large, then \( h_\infty - g_\infty = \infty \). We need the following lemma.

**Lemma 3.9.** Let (J) hold for the kernel function \( J \), and \( C > 0 \) be a constant. For any given constants \( s_0, H > 0 \), and any function \( w_0 \in C([0, s_0]) \) satisfying \( w_0(\pm s_0) = 0 \) and \( w_0 > 0 \) in \( (-s_0, s_0) \), there exists \( \mu^0 > 0 \), depending on \( J(x), d, C, w_0(x) \) and \( s_0 \), such that if \( \mu \geq \mu^0 \) and \( (w, s, c) \) satisfies
\[
\begin{aligned}
&\begin{cases}
w_t \geq d \int_{c(t)}^{s(t)} J(x-y)w(t,y)dy - dw - Cw, & t > 0, \ c(t) < x < s(t), \\
w(t,c(t)) = w(t,s(t)) = 0, & t > 0, \\
s'(t) \geq \mu \int_{c(t)}^{s(t)} \int_{s(t)}^{\infty} J(x-y)w(t,x)dydx, & t > 0, \\
c'(t) \leq -\mu \int_{c(t)}^{s(t)} \int_{-\infty}^{c(t)} J(x-y)w(t,x)dydx, & t > 0, \\
w(0,x) = w_0(x), & s(0) = -c(0) = s_0, |x| \leq s_0,
\end{cases}
\end{aligned}
\]
then \( \liminf_{t \to \infty} [s(t) - c(t)] > H. \)

**Proof.** We adapt the approach of [35, Lemma 3.2]. Firstly, the comparison principle gives
\[w(t, x) > 0, \quad \forall \ t > 0, \ c(t) < x < s(t).\]
It then follows that \( s'(t) > 0, \ c'(t) < 0 \) for \( t > 0. \)

Take a function \( b(t) \in C^1([0,1]) \) satisfying \( b(t) > 0 \) in \([0,1], b(0) = s_0 \) and \( b(1) = H, \) and set \( a(t) = -b(t) \). Consider the following problem
\[
\begin{aligned}
&\begin{cases}
z_t = d \int_{b(t)}^{b(t)} J(x-y)z(t,y)dy - dz - Cz, & 0 < t < 1, \ a(t) < x < b(t), \\
z(t,b(t)) = z(t,a(t)) = 0, & 0 < t < 1, \\
z(0,x) = w_0(x), & |x| \leq s_0.
\end{cases}
\end{aligned}
\]
In view of [7, Lemma 2.3], this problem has a unique solution \( z \) which is continuous on \([0 \leq t \leq 1, a(t) \leq x \leq b(t)]\) and satisfies \( z(t,x) > 0 \) for all \( t > 0 \) and \( a(t) < x < b(t) \). Thus the functions
\[
\begin{aligned}
r(t) := \int_{a(t)}^{b(t)} \int_{b(t)}^{\infty} J(x-y)z(t,x)dydx, \quad l(t) := \int_{a(t)}^{b(t)} \int_{-\infty}^{a(t)} J(x-y)z(t,x)dydx
\end{aligned}
\]
are positive and continuous on \([0,1], \) and so \( r(t), l(t) \geq \sigma > 0 \) on \([0,1] \) for some constant \( \sigma. \) Since \( a'(t) \) and \( b'(t) \) are bounded on \([0,1], \) we can find \( \mu^0 > 0 \) such that when \( \mu \geq \mu^0, \) there hold:
\[
\begin{aligned}
b'(t) \leq \mu r(t) - \mu \int_{a(t)}^{b(t)} \int_{b(t)}^{\infty} J(x-y)z(t,x)dydx, \\
a'(t) \geq -\mu l(t) - \mu \int_{a(t)}^{b(t)} \int_{-\infty}^{a(t)} J(x-y)z(t,x)dydx
\end{aligned}
\]
for all \( 0 \leq t \leq 1. \) Applying the comparison principle we get \( c(t) \leq a(t) \) and \( s(t) \geq b(t) \) for all \( 0 \leq t \leq 1, \) and so \( s(1) - c(1) \geq b(1) - a(1) = 2H \) when \( \mu \geq \mu^0. \) The desired conclusion now follows directly and the proof is complete. \( \square \)

**Completion of the proof of Theorem 3.5.** Since \( u_1 \) and \( u_2 \) are bounded, there exists \( C > 0 \) such that \( a_1 - b_1 u_1(t,x) - c_1 u_2(t,x) > -C. \) We thus have
see that, for any small $v$, we first consider the weak competition case. By a simple comparison with Proposition 3.10. the weak predation case as described in Theorem 1.4. simplicity, we only consider two situations, namely the weak competition case and $h$-Long-time behaviour in the case of spreading.

3.2. Long-time behaviour in the case of spreading. In this subsection, we examine the long-time behaviour of the solution to (1.2) when $h_\infty - g_\infty = \infty$. For simplicity, we only consider two situations, namely the weak competition case and the weak predation case as described in Theorem 1.4.

**Proposition 3.10.** Let $(u_1, u_2, g, h)$ be the unique solution of (1.2) with $h_\infty - g_\infty = \infty$. Then $h_\infty = -g_\infty = \infty$ in the case of weak competition and weak predation.

**Proof.** We first consider the weak competition case. By a simple comparison argument involving the ODE problem $v' = v(a_1 - b_1 v)$, $v(0) = \|u_{10}\|_\infty$, we easily see that, for any small $\epsilon > 0$, there exists $T = T_\epsilon > 0$ such that $u_1(t, x) \leq a_1/b_1 + \epsilon$ for $t \geq T$ and $x \in [g(t), h(t)]$. Since $b_1/c_2 > a_1/a_2$, we may assume $\bar{a}_2 := a_2 - c_2(a_1/b_1 + \epsilon) > 0$. Thus $(u_2, g, h)$ satisfies
\[
\begin{align*}
    u_{2t} &\geq d_2 \int_{g(t)}^{h(t)} J_2(x-y)u_2(t,y)dy - d_2u_2 + u_2(\bar{a}_2 - b_2u_2), \quad t \geq T, \quad g(t) < x < h(t), \\
    u_2(t, g(t)) = u_2(t, h(t)) = 0, \quad t \geq T, \\
    h'(t) &\geq \mu_2 \int_{g(t)}^{h(t)} \int_{h(t)}^{\infty} J_2(x-y)u_2(t,x)dydx, \quad t \geq T, \\
    g'(t) &\leq -\mu_2 \int_{g(t)}^{h(t)} \int_{-\infty}^{g(t)} J_2(x-y)u_2(t,x)dydx, \quad t \geq T.
\end{align*}
\]

Consider the following auxiliary problem
\[
\begin{align*}
    w_t &= d_2 \int_{\eta(t)}^{r(t)} J_2(x-y)w(t,y)dy - d_2w + w(\bar{a}_2 - b_2w), \quad t > T, \quad \eta(t) < x < r(t), \\
    w(t, \eta(t)) = w(t, r(t)) = 0, \quad t \geq T, \\
    r'(t) &= \mu_2 \int_{\eta(t)}^{r(t)} \int_{r(t)}^{\infty} J_2(x-y)w(t,x)dydx, \quad t \geq T, \\
    \eta'(t) &= -\mu_2 \int_{\eta(t)}^{r(t)} \int_{-\infty}^{\eta(t)} J_2(x-y)w(t,x)dydx, \quad t \geq T, \\
    \eta(T) &= g(T), \quad r(T) = h(T), \quad w(T, x) = u_2(T, x), \quad \eta(T) \leq x \leq r(T).
\end{align*}
\]
By the comparison principle, the unique solution \((w, \eta, r)\) of (3.18) satisfies
\[
w(t, x) \leq u_2(t, x), \quad \eta(t) \geq g(t), \quad r(t) \leq h(t).
\]

In view of [7, Theorem 1.3], if \(d_2 \leq \tilde{d}_2\), then spreading happens to (3.18) and hence \(\eta(t) \to -\infty, r(t) \to \infty\) as \(t \to \infty\), which imply that \(g_{\infty} = -\infty, h_{\infty} = \infty\).

If \(d_2 > \tilde{d}_2\), then [7, Theorem 1.3] infers the existence of a unique \(\ell_2\) such that spreading happens to (3.18) provided \(h(T) - g(T) \geq \ell_2\). The latter is guaranteed to happen if \(T\) is large enough, since \(h_{\infty} - g_{\infty} = \infty\). Therefore in either case, we must have \(g_{\infty} = -\infty, h_{\infty} = \infty\).

We now consider the predator-prey case. This time (3.17) holds for any \(T > 0\) with \(\tilde{a}_2\) replaced by \(a_2\). Hence the same argument shows that \(g_{\infty} = -\infty, h_{\infty} = \infty\). The proof is complete.

\[\square\]

**Remark 3.11.** The assumptions in Proposition 3.10 can be relaxed. From the above proof, it is easily seen that the conclusion holds whenever \((f_1, f_2)\) satisfies (1.5), and in the competition case (1.4), the conclusion holds if either \(b_1/c_2 > a_1/a_2\) or \(a_1/a_2 > c_1/b_2\).

The remaining part of this paper is devoted to the proof of Theorem 1.4. We start with several preparatory results. Consider the auxiliary problem

\[
\begin{aligned}
&u_t = d \int_{\mathbb{R}} J(x - y) u(t, y)dy - du + u(a(x) - bu), & t > 0, \ x \in \mathbb{R}, \\
u(0, x) = u_0(x), & x \in \mathbb{R},
\end{aligned}
\tag{3.19}
\]

where \(a \in C(\mathbb{R}) \cap L^\infty(\mathbb{R})\), \(d\) and \(b\) are positive constants, and \(J\) satisfies (J).

**Proposition 3.12.** Let \(a, b, d\) and \(J\) be as given above. Then the following conclusions hold:

(i) For any bounded interval \(\Omega\), the principal eigenvalue \(\lambda_p(L^d_{\Omega} + a)\) is strictly increasing in \(a\).

(ii) If \(\lambda_p(L^d_{\Omega} + a) := \lim_{l \to \infty} \lambda_p(L^d_{[-l,l]} + a) > 0\), then problem (3.19) admits a unique positive steady state \(U(x)\). Moreover, for any non-negative initial function \(u_0 \in C(\mathbb{R}) \cap L^\infty(\mathbb{R}), u_0 \neq 0\), the unique solution of (3.19) satisfies

\[
\lim_{t \to \infty} u(t, x) = U(x) \text{ locally uniformly in } \mathbb{R}.
\]

**Proof.** Conclusion (i) follows from [8, Proposition 1.1 (ii)]. Conclusion (ii) can be obtained by similar arguments as in [6, Section 4]. \(\square\)

Next we consider the auxiliary problem

\[
\begin{aligned}
&u_t = d \int_{-l}^l J(x - y) u(t, y)dy - du + u(a_l - bu), & t > 0, \ x \in [-l, l], \\
u(0, x) = u_0(x), & x \in [-l, l],
\end{aligned}
\tag{3.20}
\]

where \(a_l, d, b, l\) are positive constants, \(J\) satisfies (J), and \(a_l\) satisfies

\[
\lim_{l \to \infty} a_l = a > 0.
\]

**Lemma 3.13.** Under the above assumptions, there exists \(L > 0\) large such that for any \(l > L\) and any \(u_0 \in C([-l, l])\) satisfying \(u_0 \geq, \neq 0\), the following conclusions hold:

(i) The unique solution of (3.20) satisfies

\[
\lim_{t \to \infty} u_l(t, x) = u_l(x) \text{ uniformly for } x \in [-l, l],
\]
where \( u_l(x) \) is the unique positive solution of
\[
d \int_{-l}^{l} J(x-y)u(y)dy - du + u(a_l - bu) = 0, \quad x \in [-l, l];
\]
(ii)
\[
\lim_{l \to \infty} u_l(x) = a/b \text{ locally uniformly in } x \in \mathbb{R}.
\]

**Proof.** Given any \( \varepsilon > 0 \) small, we can find \( L_0 > 0 \) such that
\[
0 < a - \varepsilon < a_l < a + \varepsilon \quad \text{for } l > L_0.
\]
It follows that, for such \( l \),
\[
\lambda_p \left( \mathcal{L}_d^{l,-l} + a_l \right) > \lambda_p \left( \mathcal{L}_d^{l,-l} + a + \varepsilon \right) \to a - \varepsilon > 0 \text{ as } l \to \infty.
\]
Therefore there exists \( L \geq L_0 \) such that
\[
\lambda_p \left( \mathcal{L}_d^{l,-l} + a_l \right) > 0 \quad \text{for } l > L,
\]
and by [4, 8] and Proposition 3.4 of [7] we can conclude that for \( l > L \), (i) holds.

To show (ii), we note that for \( l > L \), \( u_l(t,x) \) is a super-solution to (3.20) with \( a_l \) replaced by \( a - \varepsilon \), whose unique solution we denote by \( u_{l,\varepsilon}(t,x) \). Hence \( u_l(t,x) \geq u_{l,\varepsilon}(t,x) \). By [4, 8] again, we see that as \( t \to \infty \), \( u_{l,\varepsilon}(t,x) \to u_{l,\varepsilon}(x) \) uniformly in \([-l,l] \), with \( u_{l,\varepsilon}(x) \) the unique steady state of the problem. We thus obtain \( u_l(x) \geq u_{l,\varepsilon}(x) \). According to [7, Proposition 3.6], we have
\[
\lim_{l \to \infty} u_{l,\varepsilon}(x) = (a - \varepsilon)/b \text{ locally uniformly in } \mathbb{R}.
\]
It follows that \( \liminf_{l \to \infty} u_l(x) \geq (a - \varepsilon)/b \) locally uniformly in \( \mathbb{R} \). The arbitrariness of \( \varepsilon \) then infers that
\[
\liminf_{l \to \infty} u_l(x) \geq a/b \text{ locally uniformly in } \mathbb{R}.
\]

Analogously we can show
\[
\limsup_{l \to \infty} u_l(x) \leq a/b \text{ locally uniformly in } \mathbb{R}.
\]
Therefore (ii) holds.

When spreading happens, in the local diffusion case, to study the long-time behavior of diffusive population systems with free boundaries, a key tool is an iteration method, which has been widely used in, for example, [14, 30, 35, 36, 37]. To adapt this method to the nonlocal diffusion case here, we rely on the following technical lemma.

**Lemma 3.14.** Let \( g(t) < h(t) \) be two continuous functions satisfying
\[
\lim_{t \to \infty} g(t) = -\infty, \quad \lim_{t \to \infty} h(t) = \infty.
\]
Let \( K_0 \) be a positive constant, \( w \) be a continuous function satisfying \( |w(t,x)| \leq K_0 \) for \( t > 0, \ x \in [g(t), h(t)] \). Suppose that \( u \) satisfies
\[
\begin{cases}
u_t = d \int_{g(t)}^{h(t)} J(x-y)u(t,y)dy - du + u(a - bu - w(t,x)), & t > 0, \ x \in (g(t), h(t)), \\
u(t, g(t)) = u(t, h(t)) = 0, & t > 0,
\end{cases}
\]
\[
u(0, x) = u_0(x), \ -g(0) = h(0) = h_0, & x \in (-h_0, h_0),
\]
where \(a, b, d, h_0\) are positive constants, \(J\) satisfies (J), \(u_0 \in C([-h_0, h_0])\) is nonnegative and not identically 0. Then the following statements hold:

(i) If for some constant \(m \in [-K_0, K_0]\),

\[
\liminf_{t \to \infty} w(t, x) \geq m \quad \text{locally uniformly in } \mathbb{R},
\]

then

\[
\limsup_{t \to \infty} u(t, x) \leq [a - m]_+ / b \quad \text{locally uniformly in } \mathbb{R},
\]

where \([ \cdot ]_+\) is defined by \([\theta]_+ = \max\{\theta, 0\}\).

(ii) If \(a > M\) and

\[
\limsup_{t \to \infty} w(t, x) \leq M \quad \text{locally uniformly in } \mathbb{R},
\]

for some constant \(M\), then

\[
\liminf_{t \to \infty} u(t, x) \geq (a - M)/b \quad \text{locally uniformly in } \mathbb{R}.
\]

Proof: (i) For any integer \(n \geq 1\), it follows from (3.21) that there exist a sequence \(T_n\) increasing to \(\infty\) as \(n \to \infty\) such that

\[
w(t, x) \geq m - 1/n \quad \text{for } t \geq T_n \text{ and } x \in [-n - 1, n + 1].
\]

For any given small \(\varepsilon > 0\), define

\[
\sigma_n = \begin{cases} 
  a - m + 1/n, & a - m > 0, \\
  \varepsilon + 1/n, & a - m \leq 0,
\end{cases}
\]

and

\[
a_n(x) = \begin{cases} 
  \sigma_n, & |x| < n, \\
  \sigma_n + 2(a + K_0 + 1 - \sigma_n)(|x| - n), & n \leq |x| \leq n + 1/2, \\
  a + K_0 + 1, & |x| > n + 1/2.
\end{cases}
\]

Clearly \(a_n \in C(\mathbb{R})\), \(a - w(t, x) \leq a_n(x)\) for \(t > T_n\) and \(x \in \mathbb{R}\), \(a_n(x)\) is nonincreasing in \(n\) and

\[
\lim_{n \to \infty} a_n(x) = \sigma_\infty := \begin{cases} 
  a - m, & a - m > 0, \\
  \varepsilon, & a - m \leq 0.
\end{cases}
\]

Let \(K := \max\{(1 + a + K_0)/b, \|u_0\|_\infty\}\). It follows from the comparison principle ([7, Lemma 2.2]) that

\[
u(t, x) \leq K \quad \text{for } t \geq 0, \ x \in [g(t), h(t)].
\]

Let \(z_1\) and \(z_n\), with \(n \geq 2\), be the unique solutions of

\[
\begin{cases} 
  z_1t = \int_{\mathbb{R}} J(x - y)z_1(t, y)dy - dz_1 + z_1(a_1(x) - bz_1), \quad t > T_1, \ x \in \mathbb{R}, \\
  z_1(T_1, x) = K, \quad x \in \mathbb{R},
\end{cases}
\]

and

\[
\begin{cases} 
  z nt = \int_{\mathbb{R}} J(x - y)z_n(t, y)dy - dz_n + z_1(a_n(x) - bz_n), \quad t > T_n, \ x \in \mathbb{R}, \\
  z(T_n, x) = z_{n-1}(T_n, x), \quad x \in \mathbb{R},
\end{cases}
\]

(3.23)
respectively. Then clearly
\[
\begin{cases}
z_{1t} \geq d \int_{g(t)}^{b(t)} J(x-y) z_1(t,y)dy - dz_1 + z_1(a-w - bz_1), & t > T_1, \ x \in (g(t), h(t)), \\
z_1 \geq 0, \ z_1(t, h(t)) \geq 0, & t > T_1, \\
z_1(T_1, x) \geq u(T_1, x), & x \in [g(T_1), h(T_1)].
\end{cases}
\]

The comparison principle (see [7, Lemma 2.2]) then infers that
\[
z_1(t, x) \geq u(t, x) \text{ for } t \geq T_1 \text{ and } x \in [g(t), h(t)].
\]
Hence,
\[
\begin{cases}
z_{2t} \geq d \int_{g(t)}^{b(t)} J(x-y) z_2(t,y)dy - dz_2 + z_2(a-w - bz_2), & t > T_2, \ x \in (g(t), h(t)), \\
z_2(t, g(t)) \geq 0, \ z_2(t, h(t)) \geq 0, & t > T_2, \\
z_2(T_2, x) = z_1(T_2, x) \geq u(T_2, x), & x \in [g(T_2), h(T_2)].
\end{cases}
\]
and by the comparison principle (see [7, Lemma 2.2]) again, it yields
\[
z_2(t, x) \geq u(t, x) \text{ for } t \geq T_2 \text{ and } x \in [g(t), h(t)].
\]

By the inductive method we can get
\[
z_n(t, x) \geq u(t, x) \text{ for } t \geq T_n \text{ and } x \in [g(t), h(t)]. \tag{3.24}
\]
Since \(u(t, x) = 0\) for \(t \geq T_n\) and \(x \in \mathbb{R}\setminus(g(t), h(t))\), we have
\[
z_n(t, x) \geq u(t, x) \text{ for } t \geq T_n \text{ and } x \in \mathbb{R}.
\]
By Propositions 3.12 (i) and [7, Proposition 3.4(ii)], we have
\[
\lim_{t \to \infty} \lambda_p(L_{(-1,1)}^d + a_n(x)) \geq \lim_{t \to \infty} \lambda_p(L_{(-1,1)}^d + \sigma_\infty) = \sigma_\infty > 0.
\]
It follows from Proposition 3.12 (ii) that (3.23) admits a unique positive steady state \(\bar{z}_n \in C(\mathbb{R})\):
\[
d \int_{\mathbb{R}} J(x-y) \bar{z}_n(y)dy - d\bar{z}_n + \bar{z}_n(a_n(x) - b\bar{z}_n) = 0, \ x \in \mathbb{R}, \tag{3.25}
\]
and
\[
\lim_{t \to \infty} z_n(t, x) = \bar{z}_n(x) \text{ locally uniformly in } \mathbb{R}. \tag{3.26}
\]
Since \(\sigma_\infty/b\) is a lower solution of (3.25) and \(\sigma_\infty/b \leq K\), applying the comparison principle gives that \(z_n(t, x) \geq \sigma_\infty/b\) for \(t \geq T_n\) and \(x \in \mathbb{R}\). Similarly, we have \(z_n(t, x) \leq K\) for \(t \geq T_n\) and \(x \in \mathbb{R}\). Thus, \(\sigma_\infty/b \leq \bar{z}_n(x) \leq K\) for every \(x \in \mathbb{R}\). It follows from the monotonicity of \(a_n(x)\) in \(n\) that \(z_{n+1}(t, x) \leq z_n(t, x)\) for \(t \geq T_{n+1}\) and \(x \in \mathbb{R}\). Then \(\bar{z}_{n+1}(x) \leq \bar{z}_n(x)\) for every \(x \in \mathbb{R}\). Therefore, there exists \(\bar{z}_\infty(x)\) such that
\[
\lim_{n \to \infty} \bar{z}_n(x) = \bar{z}_\infty(x) \text{ for every } x \in \mathbb{R},
\]
where \(\bar{z}_\infty(x)\) satisfies \(\sigma_\infty/b \leq \bar{z}_\infty(x) \leq K\) in \(\mathbb{R}\). By the Lebesgue dominant convergence theorem, we can pass to the limit in (3.25) and obtain
\[
d \int_{\mathbb{R}} J(x-y) \bar{z}_\infty(y)dy - d\bar{z}_\infty + \bar{z}_\infty(\sigma_\infty - b\bar{z}_\infty) = 0, \ x \in \mathbb{R}.
\]
Since this problem has a unique positive solution, we necessarily have \(\bar{z}_\infty(x) \equiv \sigma_\infty/b\), which implies that
\[
\lim_{n \to \infty} \bar{z}_n(x) = \sigma_\infty/b \text{ for every } x \in \mathbb{R}.
\]
Since \( \tilde{z}_n \) is monotone in \( n \), thanks to Dini’s theorem, we have
\[
\lim_{n \to \infty} \tilde{z}_n(x) = \sigma_\infty / b \text{ locally uniformly in } \mathbb{R}.
\]
It follows from this fact, (3.24), (3.26) and the arbitrariness of \( \varepsilon \) that
\[
\limsup_{t \to \infty} u(t, x) \leq [a - m]_+ / b \text{ locally uniformly in } \mathbb{R}.
\]
(ii) For any given \( l > L_1 := 2 / (a - M) \). Clearly
\[
\lambda_p \left( \mathcal{L}_{(-l,l)}^d + a - (M + 1/l) \right) > \lambda_p \left( \mathcal{L}_{(-l,l)}^d + (a - M)/2 \right) .
\]
By [7, Proposition 3.4], there exists \( L_2 \geq 0 \) such that
\[
\lambda_p \left( \mathcal{L}_{(-l,l)}^d + (a - M)/2 \right) > 0 \text{ when } l > L_2.
\]
Take \( L := \max\{L_1, L_2\} \). Then
\[
\lambda_p \left( \mathcal{L}_{(-l,l)}^d + a - (M + 1/l) \right) > 0 \text{ when } l > L.
\]
For any such \( l \), it follows from (3.22) that there exists \( T_l \) such that
\[
(w(t, x)) \leq M + 1/l \text{ for } t \geq T_l, \ x \in [-l, l].
\]
Since \( h(t) \to \infty \) and \( g(t) \to -\infty \) as \( t \to \infty \), there exists \( e_T \geq T_l \) such that
\[
((-l, l) \subset (g(t), h(t)) \text{ for } t \geq e_T).
\]
Thus \( u \) satisfies
\[
u_t \geq d \int_{-l}^{l} J(x - y) u(t, y) dy - du + u [a - (M + 1/l) - bu], \ t > e_T, \ x \in [-l, l].
\]
Let \( u_l \) be the unique solution of
\[
\begin{align*}
u_t & = d \int_{-l}^{l} J(x - y) u(t, y) dy - du + u [a - (M + 1/l) - bu], \ t > e_T, \ x \in [-l, l], \\
u(e_T, x) & = u(e_T, x), \quad x \in [-l, l].
\end{align*}
\]
(3.27)
By the comparison principle [7, Lemma 3.3],
\[
u(t, x) \geq u_l(t, x) \text{ for } t \geq e_T, \ x \in [-l, l].
\]
By Lemma 3.13, we have that (3.27) has a unique positive steady state \( U_l(x) \) and
\[
\lim_{t \to \infty} u_l(t, x) = U_l(x) \quad \text{uniformly in } [-l, l],
\]
\[
\lim_{l \to \infty} U_l(x) = (a - M)/b \quad \text{locally uniformly in } \mathbb{R}.
\]
Consequently,
\[
\liminf_{t \to \infty} u(t, x) \geq (a - M)/b \quad \text{locally uniformly in } \mathbb{R}.
\]
This completes the proof.

We are now ready to prove Theorem 1.4.

Proof of Theorem 1.4 (i): The weak competition case.

Step 1. Let \( q(t) \) be the solution of
\[
\begin{align*}q'(t) & = q(a_1 - b_1 q), \quad t > 0, \\
q(0) & = \sup_{x \in \mathbb{R}} u_0(x).
\end{align*}
\]
Then $\lim_{t \to \infty} q(t) = a_1/b_1$. By the comparison principle ([7, Lemma 2.2]), we have $u_1(t, x) \leq q(t)$ for $t > 0$ and $x \in [g(t), h(t)]$. In view of $u_1(t, x) = 0$ for $t > 0$ and $x \in \mathbb{R}\setminus(g(t), h(t))$, we have $u_1(t, x) \leq q(t)$ for $t > 0$ and $x \in \mathbb{R}$. Hence,

$$\limsup_{t \to \infty} u_1(t, x) \leq a_1/b_1 =: \bar{A}_1 \text{ locally uniformly in } \mathbb{R}. \quad (3.28)$$

**Step 2.** By the condition $c_1/b_2 < a_1/a_2 < b_1/c_2$, we have

$$a_2 - c_2\bar{A}_1 = (a_2b_1 - a_1c_2)/b_1 > 0.$$

It follows from this fact, (3.28) and Lemma 3.14 that

$$\liminf_{t \to \infty} u_2(t, x) \geq (a_2 - c_2\bar{A}_1)/b_2 =: \bar{B}_1 \text{ locally uniformly in } \mathbb{R}. \quad (3.29)$$

The condition $c_1/b_2 < a_1/a_2 < b_1/c_2$ implies

$$a_1 - c_1\bar{B}_1 = a_1 - \frac{c_1}{b_1b_2}(a_2b_1 - a_1c_2) = a_1 - \frac{a_2c_1}{b_2} + \frac{a_1c_2c_1}{b_1b_2} > 0.$$

This fact combined with (3.29) and Lemma 3.14 allows us to derive

$$\limsup_{t \to \infty} u_1(t, x) \leq (a_1 - c_1\bar{B}_1)/b_1 =: \bar{A}_2 \text{ locally uniformly in } \mathbb{R}.$$

Furthermore, the condition $c_1/b_2 < a_1/a_2 < b_1/c_2$ implies

$$a_2 - c_2\bar{A}_2 = a_2 - \frac{a_1c_2}{b_1} + \frac{c_1c_2}{b_1b_2}(a_2b_1 - a_1c_2) > 0.$$

Similar to the above,

$$\liminf_{t \to \infty} u_2(t, x) \geq (a_2 - c_2\bar{A}_2)/b_2 =: \bar{B}_2 \text{ locally uniformly in } \mathbb{R}.$$

**Step 3.** Repeating the above procedure, we can find two sequences $\bar{A}_i$ and $\bar{B}_i$ such that

$$\limsup_{t \to \infty} u_1(t, x) \leq \bar{A}_i, \quad \liminf_{t \to \infty} u_2(t, x) \geq \bar{B}_i \text{ locally uniformly in } \mathbb{R},$$

and

$$\bar{A}_{i+1} = (a_1 - c_1\bar{B}_i)/b_1, \quad \bar{B}_i = (a_2 - c_2\bar{A}_i)/b_2, \quad i = 1, 2, \ldots.$$

Let

$$p := \frac{a_1}{b_1} - \frac{a_2c_1}{b_1b_2}, \quad q := \frac{c_1c_2}{b_1b_2}.$$

Then $p > 0, 0 < q < 1$ by the weak competition assumption. By direct calculation,

$$\bar{A}_{i+1} = p + q\bar{A}_i, \quad i = 1, 2, \ldots.$$

From $\bar{A}_2 < \bar{A}_1$ and the above iteration formula, we immediately obtain

$$0 < \bar{A}_{i+1} < \bar{A}_i, \quad i = 1, 2, \ldots,$$

from which it easily follows that

$$\lim_{i \to \infty} \bar{A}_i = \frac{a_1b_2 - a_2c_1}{b_1b_2 - c_1c_2}, \quad \lim_{i \to \infty} \bar{B}_i = \frac{a_2b_1 - a_1c_2}{b_1b_2 - c_1c_2}.$$

Thus we have

$$\limsup_{t \to \infty} u_1(t, x) \leq \frac{a_1b_2 - a_2c_1}{b_1b_2 - c_1c_2}, \liminf_{t \to \infty} u_2(t, x) \geq \frac{a_2b_1 - a_1c_2}{b_1b_2 - c_1c_2} \text{ locally uniformly in } \mathbb{R}.$$

Similarly, we can show

$$\liminf_{t \to \infty} u_1(t, x) \geq \frac{a_1b_2 - a_2c_1}{b_1b_2 - c_1c_2}, \limsup_{t \to \infty} u_2(t, x) \leq \frac{a_2b_1 - a_1c_2}{b_1b_2 - c_1c_2} \text{ locally uniformly in } \mathbb{R}.$$
Theorem 1.4 (i) is proved.

**Proof of Theorem 1.4 (ii): The weak predation case.**

**Step 1.** Similarly to the proof of Theorem 1.4 (i),

\[
\limsup_{t \to \infty} u_1(t, x) \leq a_1/b_1 =: \bar{A}_1 \text{ locally uniformly in } \mathbb{R}.
\]

Taking advantage of Lemma 3.14 one has

\[
\limsup_{t \to \infty} u_2(t, x) \leq (a_2 + c_2 \bar{A}_1)/b_2 =: \bar{B}_1 \text{ locally uniformly in } \mathbb{R}.
\]

The condition \(a_1 b_1 b_2 > a_2 b_1 c_1 + a_1 c_1 c_2\) implies

\[
a_1 - c_1 \bar{B}_1 = \frac{a_1 b_1 b_2 - a_2 b_1 c_1 - a_1 c_1 c_2}{b_1 b_2} > 0.
\]

Making use of Lemma 3.14, repeatedly, we have

\[
\liminf_{t \to \infty} u_1(t, x) \geq (a_1 - c_1 \bar{B}_1)/b_1 =: \underbar{A}_1 \text{ locally uniformly in } \mathbb{R},
\]

and

\[
\liminf_{t \to \infty} u_2(t, x) \geq (a_2 + c_2 \underbar{A}_1)/b_2 =: \underbar{B}_1 \text{ locally uniformly in } \mathbb{R}.
\]

Notice

\[
a_1 - c_1 \underline{B}_1 = \frac{b_1 b_2(a_1 b_1 b_2 - a_2 b_1 c_1 - a_1 c_1 c_2) + a_2 b_1 c_1^2 c_2 + a_1 c_1^2 c_2^2}{b_1 b_2} > 0,
\]

it follows from Lemma 3.14 that

\[
\limsup_{t \to \infty} u_1(t, x) \leq (a_1 - c_1 \underline{B}_1)/b_1 =: \bar{A}_2 \text{ locally uniformly in } \mathbb{R}.
\]

Similar to the above,

\[
\limsup_{t \to \infty} u_2(t, x) \leq (a_2 + c_2 \bar{A}_2)/b_2 =: \bar{B}_2 \text{ locally uniformly in } \mathbb{R}.
\]

**Step 2.** Repeating the above procedure, we can find four sequences \(A_i, \bar{A}_i, \underline{B}_i, \bar{B}_i\) and \(\bar{B}_i\) such that, for all \(i \geq 1\),

\[
A_i \leq \liminf_{t \to \infty} u_1(t, x) \leq \limsup_{t \to \infty} u_1(t, x) \leq \bar{A}_i,
\]

\[
\underline{B}_i \leq \liminf_{t \to \infty} u_2(t, x) \leq \limsup_{t \to \infty} u_2(t, x) \leq \bar{B}_i
\]

locally uniformly in \(\mathbb{R}\), and

\[
\bar{A}_1 = \frac{a_1}{b_1}, \quad \underline{B}_1 = \frac{a_2 + c_2 \bar{A}_1}{b_2}, \quad A_i = \frac{a_1 - c_1 \underline{B}_i}{b_1}, \quad B_i = \frac{a_2 + c_2 A_i}{b_2}, \quad \bar{A}_{i+1} = \frac{a_1 - c_1 B_i}{b_1},
\]

\(i = 1, 2, \cdots\). Define

\[
a := \frac{a_2 b_1 + a_1 c_2}{b_1 b_2}, \quad q := \frac{c_1 c_2}{b_1 b_2}.
\]

By direct calculation, we have

\[
\bar{B}_1 = a, \quad A_1 = \frac{a_1}{b_1} - \frac{c_1}{b_1} a, \quad \underline{B}_1 = a(1 - q),
\]

\[
\bar{A}_2 = \frac{a_1}{b_1} - \frac{c_1}{b_1} a(1 - q), \quad \underline{B}_2 = a(1 - q + q^2), \quad A_2 = \frac{a_1}{b_1} - \frac{c_1}{b_1} a(1 - q + q^2),
\]

and

\[
B_{i+1} = a(1 - q) + q^2 B_i, \quad \bar{B}_{i+1} = a(1 - q) + q^2 \underline{B}_i, \quad i \geq 1.
\]
Since \( a_1 b_2 > a_2 b_1 c_1 + a_1 c_1 c_2 \), we have \( 0 < q < 1 \) and
\[
B_2 > B_1 > 0, \quad \bar{B}_1 > \bar{B}_2 > 0.
\]
The above iteration formula then infers
\[
\bar{B}_{i+1} > \bar{B}_i > 0, \quad \bar{B}_i > \bar{B}_{i+1} > 0, \quad i \geq 1.
\]
From these we easily obtain
\[
\lim_{i \to \infty} \bar{B}_i = \lim_{i \to \infty} B_i = \frac{a_1 c_2 + a_2 b_1}{b_1 b_2 + c_1 c_2}, \quad (3.31)
\]
and subsequently
\[
\lim_{i \to \infty} \bar{A}_i = \lim_{i \to \infty} A_i = \frac{a_1 b_2 - a_2 c_1}{b_1 b_2 + c_1 c_2}. \quad (3.32)
\]

Theorem 1.4 (ii) clearly is a consequence of (3.30), (3.31) and (3.32). The proof is finished.
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