Abstract. We investigate two fundamental questions intersecting coding theory and combinatorial geometry, with emphasis on their connections. These are the problem of computing the asymptotic density of MRD codes in the rank metric, and the Critical Problem for combinatorial geometries by Crapo and Rota. Using methods from semifield theory, we derive two lower bounds for the density function of full-rank, square MRD codes. The first bound is sharp when the matrix size is a prime number and the underlying field is sufficiently large, while the second bound applies to the binary field. We then take a new look at the Critical Problem for combinatorial geometries, approaching it from a qualitative, often asymptotic, viewpoint. We illustrate the connection between this very classical problem and that of computing the asymptotic density of MRD codes. Finally, we study the asymptotic density of some special families of codes in the rank metric, including the symmetric, alternating and Hermitian ones. In particular, we show that the optimal codes in these three contexts are sparse.

Introduction

This paper focuses on two fundamental open problems in coding theory and combinatorial geometry, namely: (1) Computing the asymptotic density of MRD codes in the rank-metric; and (2) Solving new instances of the Critical Problem for combinatorial geometries, proposed by Crapo and Rota. As we will illustrate, the former problem can be regarded as an “asymptotic instance” of the latter.

A rank-metric code is an $F_q$-linear subspace of the matrix space $F_q^{n \times m}$ in which every non-zero matrix has rank bounded from below by a given integer $d$. We assume $m \geq n$ without loss of generality. The best known rank-metric codes are called Maximum Rank Distance codes (MRD in short). They have the largest possible dimension for the given matrix size and minimum distance $d$, that is, $m(n - d + 1)$. An open question in contemporary coding theory asks to compute the asymptotic behavior of the proportion of MRD codes within those having dimension $m(n - d + 1)$, both as the field size $q$ and the column length $m$ tend to infinity.

It has been shown in [7, 3] that MRD codes are not dense, neither for $q \to +\infty$, nor for $m \to +\infty$ (except for trivial parameter choices). In words, a uniformly random rank-metric code is MRD with probability strictly smaller than one when either $q$ or $m$ is large. This fact is in sharp contrast with the density property of MDS and MRD codes that are linear over the field extension $F_q^m$, shown in [7, 34], which is exactly what drew the attention onto general density questions in coding theory.

In [16], the exact proportion of $3 \times 3$ MRD codes of minimum distance 3 has been computed. More recently, it has been proved in [18] that MRD codes are very sparse as $q \to +\infty$ (except
for trivial parameters), meaning that a uniformly random rank-metric code having dimension $m(n - d + 1)$ is MRD with probability that approaches 0 as $q$ grows.

While it has been shown that MRD codes are generally sparse for $q$ large and not dense for $m$ large, computing the “exact” asymptotic behaviour of their density function is a wide open question. A first, quite natural step towards solving this problem is deriving lower bounds for the density function of MRD codes, which is precisely what the first part of this paper focuses on. We combine classical methods from semifield theory with recent classification results to obtain two lower bounds for the density function of $n \times n$ full-rank MRD codes. The first bound is sharp when $n$ is prime and $q$ is sufficiently large, and it has [16, Theorem 2.4] as a corollary; see Theorem 3.15. The second bound holds for $q = 2$ and depends on the number of prime factors of $n$; see Theorem 3.19 for a precise statement. As an application of the first lower bound, we prove that the density function of $n \times n$ full-rank MRD codes for $q$ large is, asymptotically,

$$\frac{(n - 1)(n - 2)}{2n} q^{-n^3 + 3n^2 - n}, \quad \text{if } n \text{ is prime.}$$

In the second part of the paper, inspired by the density questions about rank-metric codes, we take a new look at a very classical problem in combinatorial geometry, namely, the Critical Problem proposed by Crapo and Rota in [11]. The latter is equivalent to computing the number of $k$-dimensional subspaces of a linear space over $\mathbb{F}_q$ that avoid a given set of projective points. The exact solution to this problem heavily depends on the combinatorics of the underlying projective points, in a precise lattice-theoretic sense; see, for instance, [11, 36, 25].

The question of estimating the density function of MRD codes can be regarded as an asymptotic instance of the Critical Problem, since the MRD codes of dimension $m(n - d + 1)$ are those subspaces of $\mathbb{F}_q^{m \times n}$ that avoid the non-zero matrices of rank $d - 1$ or less (i.e., the rank-metric ball centered at zero and radius $d - 1$, without the center). This connection suggests a different, qualitative way of looking at the Critical Problem itself: Rather than focusing on its exact solutions, we ask ourselves which macroscopic properties of the projective points play a role in determining the number of spaces avoiding them in the average. For example, we compute the average number of spaces of a given dimension that avoid a set of projective points, as the latter ranges over all the sets with a given cardinality. When computing the asymptotics of our results, curious expressions involving the exponential function naturally arise.

We finally compare the density function of MRD codes, when known, with the average solutions for the Critical Problem. This gives us a measure of how “difficult” it is for a linear space having the largest allowed dimension to avoid the rank-metric ball. We find that for some problem parameters the rank-metric ball exhibits a quite typical behaviour with respect to avoidance properties. For other parameters the behaviour is on the other hand very atypical. We refer to Sections 4 and 5 for a more detailed discussion about this.

The third and last part of the paper studies the density function of rank-metric codes with particular parameters, or made of matrices that obey certain restrictions. We first compute the exact density of 2-dimensional, full-rank $n \times n$ codes, and show that it has the same asymptotics as that of $2 \times m$ full-rank MRD codes. We are able to explain this phenomenon with a general result that relates density functions of different rank-metric codes via 3-dimensional tensors; see Theorem 6.3. We close the paper by investigating the asymptotic density of rank-metric codes made of symmetric, alternating and Hermitian matrices, proving that the optimal ones in these three contexts are always sparse.

Outline. Section 1 illustrates the two problems studied in this paper, their connection, and collects the preliminaries needed throughout the article. In Section 2 we describe the link between MRD codes and semifields, surveying and extending the literature on the topic. Section 3 contains two lower bounds for the density function of MRD codes and discusses their sharpness. In the same section we also briefly illustrate the state of the art on the problem of computing the asymptotic density of MRD codes. A qualitative approach to the Critical
Problem for combinatorial geometries is proposed in Sections 4 and 5, where we also elaborate on its connection with the problem of computing the asymptotic density of MRD codes. In Section 6 we focus on codes with special parameters, or made of constrained matrices.

1. Rank-Metric Codes and the Critical Problem

In this section we define rank-metric codes, MRD codes, and we illustrate the connection between these objects and the Critical Problem for combinatorial geometries. We also briefly survey the recent literature on the (wide open) problem of computing the asymptotic density of MRD codes.

Notation 1.1. Throughout this paper, $q$ denotes a prime power and $\mathbb{F}_q$ is the finite field with $q$ elements. All dimensions are computed over $\mathbb{F}_q$, unless otherwise stated. We also work with integers $n$, $m$, $k$, $d$ and $N$ that satisfy the following constraints:

$$m \geq n \geq 2, \quad 1 \leq k \leq N - 1, \quad 2 \leq d \leq n, \quad N \geq 3.$$ 

1.1. Rank-Metric and MRD Codes. We start by defining rank-metric codes and describing the problem of computing their asymptotic density. The Critical Problem will be discussed later; see Subsection 1.2.

Definition 1.2. A (rank-metric) code is a non-zero $\mathbb{F}_q$-subspace $C \leq \mathbb{F}_q^{n \times m}$. Its minimum distance is

$$d^k(C) = \min \{ \text{rk}(M) \mid M \in C, \ M \neq 0 \}.$$ 

A rank-metric code cannot have large dimension and minimum distance at the same time. The following result by Delsarte expresses a trade-off between these quantities.

Theorem 1.3 (Singleton-like Bound; see [13]). Let $C \leq \mathbb{F}_q^{n \times m}$ be a rank-metric code with $d^k(C) \geq d$. We have

$$\dim(C) \leq m(n - d + 1).$$

The best-known rank-metric codes are those having the maximum possible dimension allowed by their minimum distance.

Definition 1.4. A code $C \leq \mathbb{F}_q^{n \times m}$ is said to be a maximum rank distance (MRD in short) code if it attains the bound of Theorem 1.3 with equality, i.e., if it satisfies

$$\dim(C) = m(n - d^k(C) + 1).$$

Throughout the paper we will extensively use the $q$-binomial coefficient of non-negative integers $i \geq j$, defined as

$$\text{bin}_q(i, j) = \frac{i!}{j! (q^i - q^j)}, \quad (1.1)$$

It is well known that $\text{bin}_q(i, j)$ counts the number of $j$-dimensional subspaces of an $i$-dimensional space over $\mathbb{F}_q$.

A wide open question in contemporary coding theory asks to compute or estimate the number of rank-metric codes $C \leq \mathbb{F}_q^{n \times m}$ having dimension $k$ and minimum distance at least $d$. Equivalently, it asks to compute or estimate the following quantity.

Notation 1.5. We let

$$\delta_q^k(n \times m, k, d) := \frac{|\{C \leq \mathbb{F}_q^{n \times m} \mid \dim(C) = k, \ d^k(C) \geq d\}|}{\text{bin}_q(mn, k)}$$

denote the density (function) of rank-metric codes having dimension $k$ and minimum distance at least $d$. This number measures the proportion of rank-metric codes with minimum distance
at least \( d \) within the \( k \)-dimensional ones. Note that, by definition, the density function of MRD codes is given by

\[
\delta_q^{rk}(n \times m, m(n-d+1), d).
\]

We can now state the first of the problems studied in this paper. When writing “\( q \to +\infty \)” we always consider the limit over the set of prime powers, unless differently stated.

**Problem A.** Compute or estimate \( \delta_q^{rk}(n \times m, k, d) \). In particular, compute its asymptotic behaviour as \( q \to +\infty \). Compute or estimate the asymptotic density of MRD codes, i.e., \( \delta_q^{rk}(n \times m, m(n-d+1), d) \), as \( q \to +\infty \) and as \( m \to +\infty \).

In the past few years, Problem A was mainly studied in the case where the field size \( q \) tends to infinity; see [3, 16, 7, 18]. The case where \( m \to +\infty \) and \( n \) and \( k \) are functions of \( m \) is also very interesting. For example, if \( (q, n, d) \) are fixed and \( k = m(n-d+1) \), then \( \delta_q^{rk}(n \times m, m(n-d+1), d) \) for \( m \) large measures the asymptotic proportion of MRD codes as their column length goes to infinity. This quantity is also studied in [3, 7, 18], although the problem of computing \( \lim_{m \to +\infty} \delta_q^{rk}(n \times m, m(n-d+1), d) \) is to date open, except for very few choices of the parameters; see [3].

**Notation 1.6.** Throughout the paper we will use the highly standard Bachmann-Landau notation (“Big O”, “Little O”, “\( \sim \)” and “Omega”) to express the asymptotic grows of real-valued functions.

The following few results summarize the state of the art on Problem A, to our best knowledge. In the next statement, we denote by \( s_q(m) \) the number of \( m \times m \) spectrum-free matrices over \( \mathbb{F}_q \), i.e.,

\[
s_q(m) := |\{M \in \mathbb{F}_q^{m \times m} | \text{ no element of } \mathbb{F}_q \text{ is an eigenvalue of } M\}|. \quad (1.2)
\]

The number of \( 2 \times m \) MRD codes of minimum distance 2 is known and was computed in [3] with the aid of spectrum-free matrices.

**Theorem 1.7** ([3, Corollary VII.5]). We have \( \delta_q^{rk}(2 \times m, m, 2) \cdot \text{bin}_q(2m, m) = s_q(m) \). Furthermore,

\[
\lim_{q \to +\infty} \delta_q^{rk}(2 \times m, m, 2) = \sum_{i=0}^{m} \frac{(-1)^i}{q^i}, \quad \lim_{m \to +\infty} \delta_q^{rk}(2 \times m, m, 2) = \prod_{i=1}^{\infty} \left( 1 - \frac{1}{q^i} \right)^{q+1}.
\]

In [16], the \( 3 \times 3 \) full-rank MRD codes were explicitly counted using an argument based on semifields. The final result is the following.

**Theorem 1.8** ([16, Theorem 2.4]). We have

\[
\delta_q^{rk}(3 \times 3, 3, 3) = \frac{(q-1)(q^3-1)(q^3-q)(q^3-q^2)(q^3-q^2-1)}{3(q^2-1)(q^7-1)} \approx \frac{1}{3} q^{-3} \text{ as } q \to +\infty.
\]

In [18], the authors give an upper bound for the number of MRD codes with given parameters. The asymptotic version of the bound of [18] for \( q \to +\infty \) reads as follows.

**Theorem 1.9** ([18, Theorem 5.9]). We have

\[
\delta_q^{rk}(n \times m, m(n-d+1), d) \in O\left(q^{-d(d-1)(n-d+1)+1}\right) \text{ as } q \to +\infty.
\]

The previous results shows that MRD codes are sparse whenever \( d \geq 2 \) and \( n \geq 3 \). Notice however that it does not give the “exact” asymptotic behavior of their density function.

In order to state the next results we introduce the following notation and estimates. We will repeatedly use them throughout the paper.

**Notation 1.10.** We let

\[
\pi(q, n) := \prod_{i=1}^{n} \frac{q^i}{q^i - 1}
\]
and define
\[ \pi(q) = \lim_{n \to +\infty} \prod_{i=1}^{n} \frac{q^i}{q^i - 1} = \prod_{i=1}^{\infty} \frac{q^i}{q^i - 1}. \]

Notice that \( \pi \) is closely related to the Euler function \( \phi \), which is defined by \( \phi(x) = \prod_{i=1}^{\infty} (1 - x^i) \) for \( x \in (-1, 1) \). Indeed, we have \( \pi(q) = 1/\phi(1/q) \). In the sequel we will also often use the asymptotic estimate of the \( q \)-binomial coefficient \( \bin(n, i) \) as \( n \) tends to infinity: For all integers \( i \geq j > 0 \),
\[ \bin(q, n, i, j) \sim \pi(q) \bin^2 j(i-j) \text{ as } n \to +\infty. \] (1.3)

Moreover, we have
\[ \bin(q, n, i) \sim \pi(q, \min\{n, n-i\}) \bin^{(n-i)} \text{ as } n \to +\infty. \] (1.4)

To our best knowledge, it is not known whether or not MRD codes are sparse for \( m \to +\infty \). The current best bounds are the following.

**Theorem 1.11** ([3, Theorem VII.6] and [18, Theorem 6.6]). Let \( \pi(q) \) be defined as in Notation 1.10. We have
\[ \limsup_{m \to +\infty} \delta_{q}^{rk}(n \times m, m(n-d+1), d) \leq \min \left\{ \begin{array}{c} \frac{1}{\pi(q)(n-d+1)+1} \bin_{q}(n, d-1) \left( \pi(q) - 1 \right) + 1 \end{array} \right\}. \]

It was shown in [18] that the bounds of [3] and [18] are not comparable in general. In particular, the minimum in Theorem 1.11 is not always attained by the same expression.

**1.2. The Critical Problem.** In the second part of this paper, we will study the connections between the question of determining the density function of rank-metric codes and the Critical Problem for combinatorial geometries. In this subsection we concisely illustrate what this important problem is about. Throughout the paper, we let \( G_q(X, k) := \{V \leq X \mid \dim(V) = k\} \) denote the set of \( k \)-dimensional subspaces of \( X \), called the Grassmannian. Its cardinality is \( \bin_q(N, k) \); see the formula in (1.1).

**Definition 1.12.** A point set in \( X \) is a non-empty subset \( P \subseteq G_q(X, 1) \). We say that a subspace \( V \leq X \) distinguishes (or avoids) \( P \) if no element of \( P \) is a subspace of \( V \).

The following is a fundamental problem in discrete mathematics. It was proposed by Crapo and Rota in 1970 and it is known as the Critical Problem for combinatorial geometries. The problem admits several formulations for other combinatorial structures; see [25] for an overview.

**Problem B** (The Critical Problem; see [11, Chapter 16]). Let \( P \subseteq G_q(X, 1) \) be a point set. Count the number of \( k \)-dimensional subspaces of \( X \) that distinguish \( P \). In particular, find the largest dimension \( k \) for which such a space exists.

In this paper, we find it convenient to work with densities. We propose the following notation and terminology.

**Notation 1.13.** We denote by \( \delta_q(X, k, P) \) the density of \( k \)-dimensional subspaces of \( X \) that distinguish a point set \( P \subseteq G_q(X, 1) \). In symbols,
\[ \delta_q(X, k, P) := \frac{|\{V \in G_q(X, k) \mid V \text{ distinguishes } P\}|}{\bin_q(N, k)}. \]

Solving Problem B means computing \( \delta_q(X, k, P) \). It is well known that this number depends on the combinatorial structure of \( P \). More precisely, for given \( (q, X, P) \) computing \( \delta_q(X, k, P) \) for all \( k \) is equivalent to computing the characteristic polynomial of the geometric lattice whose atoms are the elements of \( P \); see [36, Section 3] for the equivalence and the references therein for the context and related results.
Remark 1.14. Computing the density function of rank-metric codes is a particular instance of the Critical Problem. Indeed, for $0 \leq r \leq n$ let

$$B_q^{rk}(n \times m, r) := \{ M \in \mathbb{F}_q^{n \times m} \mid \text{rk}(M) \leq r \}$$

be the (rank-metric) ball of radius $r$ centered at 0. The span of the non-zero elements of $B_q^{rk}(n \times m, r)$ form a point set in $\mathbb{F}_q^{n \times m}$, which we denote by $P_q^{rk}(n \times m, r)$. Note that, by definition,

$$\delta_q^{rk}(n \times m, k, d) = \delta_q(\mathbb{F}_q^{n \times m}, k, P_q^{rk}(n \times m, d-1)).$$

Recall moreover that the size of the rank-metric ball is given by

$$|B_q^{rk}(n \times m, r)| = \sum_{i=0}^{r} \binom{n}{i} \prod_{j=0}^{i-1}(q^m - q^j).$$

In particular,

$$|P_q^{rk}(n \times m, r)| \sim \begin{cases} q^{n(m+n-r)} & \text{if } q \to +\infty, \\ \binom{n}{r} q^{mr} & \text{if } m \to +\infty. \end{cases}$$

The interest in the asymptotic behaviour of $\delta_q^{rk}(n \times m, k, d)$ together with Remark 1.14 suggests a new, qualitative way of looking at the Critical Problem for combinatorial geometries: Rather than searching for exact formulas, one can look for the properties of $P_q$ that determine the value of $\delta_q(X, k, P)$ (for example, the size of $P$ or the dimension of its span over $\mathbb{F}_q$). This is the approach we will take in Sections 4 and 5.

2. MRD Codes and Semifields

In this section we illustrate the connection between square, full-rank MRD codes and semifields. In Section 3 we will apply this link to obtain two lower bounds for $\delta_q^{rk}(n \times n, n, n)$. While the connection between MRD codes and semifields is not new (see [12, 21, 26, 16] among others), obtaining lower bounds or closed formulas for $\delta_q^{rk}(n \times n, n, n)$ requires extending and modifying various known results. We start by defining linearized $q$-polynomials, which are crucial in our approach, and by recalling some of their properties. We refer the reader to [47] for the proofs.

Definition 2.1. A (linearized) $q$-polynomial over $\mathbb{F}_q^n$ is a polynomial of the form

$$f := \sum_{i \geq 0} f_i x^{q^i} \in \mathbb{F}_q^n[x].$$

The $q$-degree of $f$ is defined as the largest $i$ with $f_i \neq 0$, with the convention that the zero polynomial has $q$-degree $-\infty$.

Notation 2.2. (1) The set of $q$-polynomials modulo $x^{q^n} - x$ is an $\mathbb{F}_q$-algebra equipped with the operations of addition and composition of polynomials and scalar multiplication by elements of $\mathbb{F}_q$. The composition is well-defined for equivalence classes by $[f] \circ [g] := [f \circ g]$. We denote this $\mathbb{F}_q$-algebra by $\mathcal{L}_{n,q}$.

(2) The elements of $\mathcal{L}_{n,q}$ are in one-to-one correspondence with the $q$-polynomials of $q$-degree upper bounded by $n - 1$. Throughout the paper we will abuse notation and denote an element of $\mathcal{L}_{n,q}$ as its unique representative of $q$-degree at most $n - 1$. This choice is compatible with the evaluation map $f \mapsto f(a)$, for a fixed $a \in \mathbb{F}_q^n$. Indeed, the evaluation of a $q$-polynomial $f$ at $a \in \mathbb{F}_q^n$ only depends on its equivalence class modulo $x^{q^n} - x$.

Remark 2.3. It is well known that, as $\mathbb{F}_q$-algebras,

$$(\mathcal{L}_{n,q}, +, \circ) \cong (\text{End}_{\mathbb{F}_q}(\mathbb{F}_q^n), +, \circ) \cong (\mathbb{F}_q^{n \times n}, +, \cdot),$$

(2.1)
where in the 3-tuples we omitted the scalar multiplication by an element of $\mathbb{F}_q$. The first isomorphism in (2.1) sends $f = \sum_{i=0}^{n-1} f_i x^i \in \mathcal{L}_{n,q}$ to the endomorphism of $\mathbb{F}_{q^n}$ defined by $a \mapsto \sum_{i=0}^{n-1} f_i a^q^i$ for all $a \in \mathbb{F}_{q^n}$. The second isomorphism is obtained by representing a linear map as a matrix with respect to an $\mathbb{F}_q$-basis of $\mathbb{F}_{q^n}$. In particular, under these isomorphisms an invertible matrix $M \in \mathbb{F}_{q^n \times n}$ corresponds to a $q$-polynomial defining an invertible $\mathbb{F}_q$-linear transformation. We refer the reader to [47] for further details on this.

**Notation 2.4.** By Remark 2.3, a rank-metric code $C \subseteq \mathbb{F}_{q^n \times n}$ can be seen as an $\mathbb{F}_q$-linear subspace of $\mathcal{L}_{n,q}$. In this section and in the next one we will implicitly use this interpretation of rank-metric codes.

Interpreting rank-metric codes as spaces of $q$-polynomials greatly facilitates their study, for the purposes of this paper. This will also allow us to apply the results of [5, 41] in our context.

**Notation 2.5.** If $f = \sum_{i=0}^{n-1} f_i x^i \in \mathcal{L}_{n,q}$ and $\rho \in \text{Aut}(\mathbb{F}_q)$, then we let $f^\rho := \sum_{i=0}^{n-1} \rho(f_i) x^i$. Furthermore, if $C \subseteq \mathcal{L}_{n,q}$ is a rank-metric code and $\rho \in \text{Aut}(\mathbb{F}_q)$, we let $C^\rho := \{f^\rho \mid f \in C\}$.

We define equivalence of rank-metric codes as $\mathbb{F}_q$-subspaces of $\mathcal{L}_{n,q}$.

**Definition 2.6.** Rank-metric codes $C_1, C_2 \subseteq \mathcal{L}_{n,q}$ are equivalent if there exist invertible $q$-polynomials $f, g \in \mathcal{L}_{n,q}$ and a field automorphism $\rho \in \text{Aut}(\mathbb{F}_q)$ such that

$$C_1 = f \circ C_2 \circ g.$$ 

The automorphism group of $C$ is

$$\text{Aut}(C) = \{(f_1, \rho, f_2) \in \text{GL}_n(q) \times \text{Aut}(\mathbb{F}_q) \times \text{GL}_n(q) \mid C = f_1 \circ C^\rho \circ f_2\}.$$ 

Notice that the notion of equivalence considered in this paper is different from that considered in [12], where the automorphism $\rho \in \text{Aut}(\mathbb{F}_q)$ is assumed to be the identity.

When interpreting rank-metric codes as subspaces of $\mathcal{L}_{n,q}$, the family of full-rank MRD codes is closely related to the notion of a semifield. In the next part of this section we describe this connection. For convenience of exposition, and without loss of generality, we restrict our attention to semifields whose ground set is $\mathbb{F}_{q^n}$.

**Definition 2.7.** A finite semifield is a triple $(\mathbb{F}_{q^n}, +, \star)$ where $+$ is the usual addition operation of $\mathbb{F}_{q^n}$, and $\star$ is a binary operation on $\mathbb{F}_{q^n}$ that satisfies the following properties:

1. $x \star y = 0$ implies $x = 0$ or $y = 0$, for all $x, y \in \mathbb{F}_{q^n}$;
2. $x \star (y + z) = x \star y + x \star z$ and $(x + y) \star z = x \star z + y \star z$, for all $x, y, z \in \mathbb{F}_{q^n}$;
3. the multiplicative identity element $1 \in \mathbb{F}_{q^n}$ satisfies $1 \star x = x \star 1 = x$ for all $x \in \mathbb{F}_{q^n}$.

A finite presemifield is a triple $(\mathbb{F}_{q^n}, +, \star)$ satisfying all of the above, with the possible exception of (3). Finally, we say that a finite semifield is of dimension $n$ over $\mathbb{F}_q$ if $(\mathbb{F}_{q^n}, +, \star)$ is a (not necessarily associative) algebra over $\mathbb{F}_q$.

**Notation 2.8.** For the remainder of this paper, all semifields $(\mathbb{F}_{q^n}, +, \star)$ will be assumed to be of dimension $n$ over $\mathbb{F}_q$.

We will also need the concepts of isotopic semifields and of autotopism group of a semifield. These are defined as follows.

**Definition 2.9.** Semifields $(\mathbb{F}_{q^n}, +, \star_1)$ and $(\mathbb{F}_{q^n}, +, \star_2)$ are isotopic if there exist invertible, additive maps $f, g, h : \mathbb{F}_{q^n} \to \mathbb{F}_{q^n}$ such that $f(x \star_1 y) = g(x) \star_2 h(y)$ for all $x, y \in \mathbb{F}_{q^n}$. Semifield isotopy is an equivalence relation, whose classes are called isotopy classes. Finally, the autotopism group of a semifield $(\mathbb{F}_{q^n}, +, \star)$ is

$$\text{Aut}(\mathbb{F}_{q^n}, +, \star) = \{(f, g, h) \mid f, g, h : \mathbb{F}_{q^n} \to \mathbb{F}_{q^n} \text{ are additive and invertible}
\text{ with } f(x \star y) = g(x) \star h(y) \text{ for all } x, y \in \mathbb{F}_{q^n}\}.$$
Isotopy for presemifields is defined analogously. It is known that every presemifield is isotopic to a semifield via Kaplansky’s trick, see e.g. [20], and so restricting our attention to semifields in the sequel is not restrictive.

The following result states the connection between semifields and MRD codes (represented as spaces of linearized polynomials, as mentioned in Notation 2.4). In Section 3 we will need to refer not only to the statement of the next theorem, but also to its proof; see Remark 3.6.

However, the proof can be skipped in a first reading.

**Theorem 2.10.** Isotopy classes of finite semifields of dimension $n$ over $\mathbb{F}_q$ are in one-to-one correspondence with equivalence classes of full-rank MRD codes $\mathcal{C} \leq \mathcal{L}_{n,q}$.

**Proof.** Let us denote by $\mathcal{S}_{n,q}$ the set of isotopy classes of finite semifields of dimension $n$ over $\mathbb{F}_q$ and by $\mathcal{F}_{n,q}$ the set of equivalence classes of full-rank MRD codes in $\mathcal{L}_{n,q}$. We will define maps

$$
\Phi : \mathcal{S}_{n,q} \to \mathcal{F}_{n,q}, \quad \Psi : \mathcal{F}_{n,q} \to \mathcal{S}_{n,q}
$$

and show that they are the inverses of each other. The proof is overall organized into three steps. Throughout the proof, we will use square brackets to denote equivalence classes.

1. For a semifield $(\mathbb{F}_{q^n}, +, \ast)$ of dimension $n$ over $\mathbb{F}_q$, let $\phi((\mathbb{F}_{q^n}, +, \ast)) := \{R_y \mid y \in \mathbb{F}_{q^n}\}$, where $R_y(x) = x \ast y$ for all $x, y \in \mathbb{F}_{q^n}$. We first show that $\phi((\mathbb{F}_{q^n}, +, \ast)) \leq \mathcal{L}_{n,q}$ is a full-rank MRD code. For this, note that $\ast$ defines an $\mathbb{F}_q$-bilinear map $\mathbb{F}_{q^n} \times \mathbb{F}_{q^n} \to \mathbb{F}_{q^n}$ that can be written as

$$
x \ast y = \sum_{i,j=0}^{n-1} c_{ij} x^j y^q^i \quad \text{for } x, y \in \mathbb{F}_{q^n},
$$

where $c_{ij} \in \mathbb{F}_{q^n}$. Therefore for $y \in \mathbb{F}_{q^n}$ we have

$$
R_y(x) = x \ast y = \sum_{i=0}^{n-1} \left( \sum_{j=0}^{n-1} c_{ij} y^{q^i} \right) x^j \in \mathcal{L}_{n,q}, \tag{2.2}
$$

where $x$ is viewed as a variable. In particular, $\phi((\mathbb{F}_{q^n}, +, \ast))$ is a subset of $\mathcal{L}_{n,q}$, and its $\mathbb{F}_q$-linearity follows from the distributive laws. Indeed, for $\lambda_1, \lambda_2 \in \mathbb{F}_q$ and $y_1, y_2 \in \mathbb{F}_{q^n}$ we have

$$
\lambda_1 R_{y_1}(x) + \lambda_2 R_{y_2}(x) = \lambda_1 (x \ast y_1) + \lambda_2 (x \ast y_2) = x \ast (\lambda_1 y_1 + \lambda_2 y_2) = R_{\lambda_1 y_1 + \lambda_2 y_2}(x).
$$

Note moreover that $R_y(x) = x \ast y = 0$ if and only if $x = 0$ or $y = 0$, which shows that $R_y$ is invertible for all $y \in \mathbb{F}_{q^n}$. We also have $|\phi((\mathbb{F}_{q^n}, +, \ast))| = q^n$, from which we conclude that $\phi((\mathbb{F}_{q^n}, +, \ast))$ is a full-rank MRD code in $\mathcal{L}_{n,q}$.

2. For an isotopy class $[(\mathbb{F}_{q^n}, +, \ast)]$ of a semifield of dimension $n$ over $\mathbb{F}_q$, define

$$
\Phi([(\mathbb{F}_{q^n}, +, \ast)]) := [\phi((\mathbb{F}_{q^n}, +, \ast))].
$$

We show that $\Phi$ is well-defined. Suppose that $(\mathbb{F}_{q^n}, +, \ast_1)$ and $(\mathbb{F}_{q^n}, +, \ast_2)$ are isotopic semifields. By definition, there exist invertible, additive maps $f, g, h : \mathbb{F}_{q^n} \to \mathbb{F}_{q^n}$ with

$$
f(x \ast_1 y) = g(x) \ast_2 h(y) \quad \text{for all } x, y \in \mathbb{F}_{q^n}. \tag{2.3}
$$

Let $R^1_y$ and $R^2_y$ be the right multiplications corresponding to $\ast_1$ and $\ast_2$ respectively, and let $C_1 = \phi(\mathbb{F}_{q^n}, +, \ast_1)$, $C_2 = \phi(\mathbb{F}_{q^n}, +, \ast_2)$. In terms of linearized polynomials, Equation (2.3) reads

$$
f \circ R^1_y = R^2_y \circ (g \circ h^{-1}).
$$

Therefore, by [26, Theorem 7] we have that $C_1$ and $C_2$ are equivalent.

3. Suppose that $\mathcal{C} \leq \mathcal{L}_{n,q}$ is a full-rank MRD code containing $x \in \mathcal{L}_{n,q}$. Note that every equivalence class of full-rank MRD codes contains such a $\mathcal{C}$. Suppose that there
exist different \( f, g \in C \) with \( f(1) = g(1) = y \) for some \( y \in \mathbb{F}_{q^n} \). Then \( f - g \in C \) is not invertible, since \( (f - g)(1) = 0 \), a contradiction. Hence \( \{f(1) \mid f \in C'\} = \mathbb{F}_{q^n} \).

Thus we can define a map \( L : \mathbb{F}_{q^n} \to C \), where \( L(y) \) is the unique element of \( C \) such that \( L(y)(1) = y \). Then \( L \) is an invertible \( \mathbb{F}_q \)-linear map, since \( L(\lambda_1 y_1 + \lambda_2 y_2)(1) = \lambda_1 y_1 + \lambda_2 y_2 = (\lambda_1 L(y_1) + \lambda_2 L(y_2))(1) \), implying \( L(\lambda_1 y_1 + \lambda_2 y_2) = \lambda_1 L(y_1) + \lambda_2 L(y_2) \) for all \( \lambda_i \in \mathbb{F}_q \), \( y_i \in \mathbb{F}_{q^n} \), and \( L(y) = 0 \) if and only if \( y = 0 \).

Now we define \( \Psi([C]) = ([\mathbb{F}_{q^n},+,\star]) \), where \( x \star y = L(y)(x) \) for any \( x, y \in \mathbb{F}_{q^n} \). We now prove that \( \Psi([C]) \in S_{n,q} \). Direct computations show that Properties (2) and (3) of Definition 2.7 hold. Since for all \( x \in \mathbb{F}_{q^n} \) we have \( x \star 1 = L(1)(x) = x = L(x)(1) = 1 \star x \) it follows that \( ([\mathbb{F}_{q^n},+,\star]) \) is a semifield. Again, applying [26, Theorem 7] to two equivalent full-rank MRD codes in \( L_{n,q} \) containing the polynomial \( x \), we obtain that \( \Psi([C]) \) does not depend on \( C \).

It is clear from the definitions above that \( \Psi(\Phi([\mathbb{F}_{q^n},+,\star])) = \Psi([\phi([\mathbb{F}_{q^n},+,\star])]) = ([\mathbb{F}_{q^n},+,\star]) \), and so \( \Phi \) and \( \Psi \) are the inverse of each other, completing the proof. \( \square \)

We conclude this section with some notions and results that will be needed in the proof of Lemma 3.10.

**Definition 2.11.** Let \( C \subseteq L_{n,q} \) be a rank-metric code. The left **idealizer**, right **idealizer**, **centralizer** and center **of** \( C \) are defined as follows:

- \( I_l(C) = \{ f \in L_{n,q} \mid f \circ C \subseteq C \} \), \hspace{1cm} [left idealizer]
- \( I_r(C) = \{ f \in L_{n,q} \mid C \circ f \subseteq C \} \), \hspace{1cm} [right idealizer]
- \( \text{Cent}(C) = \{ f \in L_{n,q} \mid f \circ g = g \circ f \text{ for all } g \in C \} \), \hspace{1cm} [centralizer]
- \( Z(C) = I_l(C) \cap \text{Cent}(C) \). \hspace{1cm} [center]

The following inclusions are easy to check:

- \( I_l(C) \supseteq \{ f \in \text{GL}(n,q) \mid (f, \text{id}, \text{id}) \in \text{Aut}(C) \} \cup \{0\} \),
- \( I_r(C) \supseteq \{ f \in \text{GL}(n,q) \mid (\text{id}, \text{id}, f) \in \text{Aut}(C) \} \cup \{0\} \),
- \( \text{Cent}(C) \supseteq \{ f \in \text{GL}(n,q) \mid (f, \text{id}, f^{-1}) \in \text{Aut}(C) \} \cup \{0\} \).

In the case where \( C \) contains the \( q \)-polynomial \( x \) and all non-zero elements of \( C \) are invertible, all the inclusions above become equalities; see [44, page 440].

**Remark 2.12.** Idealizers were originally introduced in [27] and represent a useful tool to distinguish between inequivalent rank-metric codes, since they are invariants of an equivalence class. They have been investigated also in [29] under the name of middle and right nuclei, which may be seen as a generalization of the nuclei of a semifield. As proved in [44, Proposition 4], the centralizer and the center are invariants as well.

**Definition 2.13.** The **left**, **middle**, and **right-nuclei** of a semifield \((\mathbb{F}_{q^n}^*,+,\star)\) are the subsets defined as follows:

- \( N_l((\mathbb{F}_{q^n}^*,+,\star)) := \{ x \in \mathbb{F}_{q^n}^* \mid x \star (y \star z) = (x \star y) \star z, \text{ for all } y, z \in \mathbb{F}_{q^n}^* \} \), \hspace{1cm} [left nucleus]
- \( N_m((\mathbb{F}_{q^n}^*,+,\star)) := \{ y \in \mathbb{F}_{q^n}^* \mid x \star (y \star z) = (x \star y) \star z, \text{ for all } x, z \in \mathbb{F}_{q^n}^* \} \), \hspace{1cm} [middle nucleus]
- \( N_r((\mathbb{F}_{q^n}^*,+,\star)) := \{ z \in \mathbb{F}_{q^n}^* \mid x \star (y \star z) = (x \star y) \star z, \text{ for all } x, y \in \mathbb{F}_{q^n}^* \} \). \hspace{1cm} [right nucleus]

The **nucleus** \( N((\mathbb{F}_{q^n}^*,+,\star)) \) of \((\mathbb{F}_{q^n}^*,+,\star)\) is the intersection of the three sets above. Its **center** \( Z((\mathbb{F}_{q^n}^*,+,\star)) \) is defined by

- \( Z((\mathbb{F}_{q^n}^*,+,\star)) := \{ x \in N((\mathbb{F}_{q^n}^*,+,\star)) \mid x \star y = y \star x \text{ for all } y \in \mathbb{F}_{q^n}^* \} \).

**Remark 2.14.** As shown in [44, Proposition 5] (see also [30, Theorem 1]), if \( C \subseteq L_{n,q} \) is a full-rank MRD code and \((\mathbb{F}_{q^n}^*,+,\star)\) is its corresponding semifield as in the proof of Theorem 2.10, then:
• the left nucleus $N_l((\mathbb{F}_{q^n}, +, *))$ is isomorphic to $I_l(C)$,
• the middle nucleus $N_m((\mathbb{F}_{q^n}, +, *))$ is isomorphic to $I_c(C)$,
• the right nucleus $N_r((\mathbb{F}_{q^n}, +, *))$ is isomorphic to $\text{Cent}(C)$.

The proof of Lemma 3.10 relies also on the following concepts.

**Definition 2.15.** The **adjoint** of a $q$-polynomial $f = f_0 x + \ldots + f_{n-1} x^{q^{n-1}} \in \mathcal{L}_{n,q}$ is

$$f^{\text{adj}} = \sum_{i=0}^{n-1} f_i q^{n-i} x^{q^{n-i}} \in \mathcal{L}_{n,q}.$$ 

The **adjoint** of a rank-metric code $C \leq \mathcal{L}_{n,q}$ is $C^{\text{adj}} = \{ f^{\text{adj}} \mid f \in C \}$.

Notice that the trace map $\text{Tr}_{q^n/q} : \mathbb{F}_{q^n} \to \mathbb{F}_{q}, x \mapsto \sum_{i=0}^{n-1} x^{q^{i}}$ induces a nondegenerate, symmetric $\mathbb{F}_q$-bilinear form $\langle \cdot, \cdot \rangle$ on $\mathbb{F}_{q^n}$ via

$$\langle a, b \rangle := \text{Tr}_{q^n/q}(ab) \text{ for } a, b \in \mathbb{F}_{q^n}.$$ 

Moreover, the notions of adjoint and trace map are closely connected with each other. Indeed, for all $a, b \in \mathbb{F}_{q^n}$ we have

$$\text{Tr}_{q^n/q}(f(a)b) = \text{Tr}_{q^n/q}(af^{\text{adj}}(b)), \quad (2.4)$$

explaining the choice for the word “adjoint”. A useful identity that we will need later is the following:

$$(f \circ g)^{\text{adj}} = (g^{\text{adj}} \circ f^{\text{adj}}) \text{ for all } f, g \in \mathcal{L}_{n,q}. \quad (2.5)$$

3. **The Density of MRD Codes via Semifields**

In this section we use Theorem 2.10 and the theory of semifields to derive two lower bounds for $\delta_q^{\text{rk}}(n \times n, n, n)$. We prove that the first lower bound is sharp when $n$ is prime and $q$ is sufficiently large, giving an exact formula for the number of full-rank $\mathbb{F}_{q^n}$-polynomials.

Moreover, equality holds in (3.1) for $n = 3$ and arbitrary $q$, and for $n$ prime and $q$ sufficiently large with respect to $n$.

For $n = 3$, the previous statement is equivalent to [16, Theorem 2.4]. As already mentioned, we will establish Theorem 3.1 and its sharpness by building on the connection between MRD codes and semifields described in Section 2. Our stepping stone is a classical result by Menichetti showing that when $n$ is prime and $q$ is sufficiently large with respect to $n$, every semifield of dimension $n$ over $\mathbb{F}_q$ is isotopic to a generalized twisted field. In the sequel, for a positive divisor $\ell$ of $n$ we denote by

$$N_{q^n/q^\ell} : \mathbb{F}_{q^n} \to \mathbb{F}_{q^\ell}, x \mapsto x^{(q^n-1)/(q^\ell-1)}$$
the (relative) field norm. We also let $p$ be the characteristic of $\mathbb{F}_q$, and define $h$ via $q = p^h$. In particular, we have $|\text{Aut}(\mathbb{F}_q)| = h$.

**Definition 3.2.** A presemifield $(\mathbb{F}_{q^n}, +, \ast)$ is called a **generalized twisted field** if there exist a positive divisor $\ell$ of $n$, $c \in \mathbb{F}_{q^n}$, and $\mathbb{F}_q$-automorphisms $\alpha, \beta$ of $\mathbb{F}_{q^n}$ with the following properties:

- $\text{Fix}(\alpha) \cap \text{Fix}(\beta) = \mathbb{F}_{q^\ell}$,
- $N_{q^n/q^\ell}(c) \neq 1$,
- $x \ast y = xy - c\alpha(x)\beta(y)$ for all $x, y \in \mathbb{F}_{q^n}$.

We are now ready to state Menichetti’s result.

**Theorem 3.3** ([31, 32]). If $n$ is prime, then there exists an integer $\nu$ (which only depends on $n$) such that for each $q \geq \nu$ every semifield of dimension $n$ over $\mathbb{F}_q$ is isotopic to a generalized twisted field.

In the sequel, we denote by $\nu(n)$ the minimum value of $\nu$ for which Theorem 3.3 holds. Note that $\nu(n)$ is not a prime power in general.

**Remark 3.4.** In [32] it is shown that $\nu(3) = 2$. For general $n$, an upper bound for $\nu(n)$ was given by Menichetti himself in [32, Proposition 17] in terms of the constant involved in the Lang-Weil lower bound for the number of $\mathbb{F}_q$-rational points of a hypersurface of degree $n$ in $\text{PG}(n - 1, \mathbb{F}_q)$, where $\mathbb{F}_q$ is the algebraic closure of $\mathbb{F}_q$. Recent results on the $\mathbb{F}_q$-rational points of hypersurfaces allow us to give a more explicit upper bound for $\nu(n)$. For example, it follows from [8, Theorem 5.4] that $\nu(n) \leq 2n^4 + 1$ for all $n$.

Our next move is to introduce a special class of rank-metric codes in $\mathcal{L}_{n,q}$. Their relevance for the proof of Theorem 3.1 will be made explicit in Remark 3.6.

**Notation 3.5.** Let $\ell$, $c$, $\alpha$ and $\beta$ be as in Definition 3.2. Viewing $x$ as an indeterminate, we define the rank-metric codes

$$C_0 := \{xy \mid y \in \mathbb{F}_{q^n}\} \subseteq \mathcal{L}_{n,q}, \quad C_{c,\alpha,\beta} := \{xy - c\alpha(x)\beta(y) \mid y \in \mathbb{F}_{q^n}\} \subseteq \mathcal{L}_{n,q}.$$

Note that the conditions $\text{Fix}(\alpha) \cap \text{Fix}(\beta) = \mathbb{F}_{q^\ell}$ and $N_{q^n/q^\ell}(c) \neq 1$ guarantee that all the non-zero elements in $C_{c,\alpha,\beta}$ are invertible. Indeed, if $xy - c\alpha(x)\beta(y)$ is a non-zero element in $C_{c,\alpha,\beta}$ that is not invertible, then there exists $z \in \mathbb{F}_{q^n}$ such that

$$c = zy\alpha(z)^{-1}\beta(y)^{-1},$$

which implies that $N_{q^n/q^\ell}(c) = N_{q^n/q^\ell}(\alpha(z)^{-1})N_{q^n/q^\ell}(\beta(y)^{-1}) = 1$, a contradiction. Moreover, if $a \in \mathbb{F}_q$ and $xy - c\alpha(x)\beta(y) \in C_{c,\alpha,\beta}$, then $a(xy - c\alpha(x)\beta(y)) = x(ay) - c\alpha(x)\beta(ay) \in C_{c,\alpha,\beta}$ and hence $C_{c,\alpha,\beta}$ is an $\mathbb{F}_q$-subspace of $\mathcal{L}_{n,q}$.

The following observation is crucial in our approach.

**Remark 3.6.** If $n$ is prime and $q \geq \nu(n)$, then every full-rank MRD code $C \leq \mathcal{L}_{n,q}$ is equivalent to a code of the form $C_{c,\alpha,\beta}$. This follows from combining Theorem 3.3 with the proof of Theorem 2.10. Clearly, for arbitrary $n$ and $q$, the number of inequivalent codes of the form $C_{c,\alpha,\beta}$ is a lower bound (not necessarily sharp) for the number of inequivalent full-rank MRD codes $C \leq \mathcal{L}_{n,q}$.

We continue our discussion by surveying two preliminary results, namely [41, Theorem 4] and [5, Theorem 6.1]. These will be applied later.

**Lemma 3.7** ([41] and [5]). The following hold.

1. The automorphism group of $C_0$ is the set of 3-tuples $(ax^{q^i}, \rho, bx^{q^{n-i}})$ with $a, b \in \mathbb{F}_{q^n}^\times$, $0 \leq i \leq n - 1$, and $\rho \in \text{Aut}(\mathbb{F}_q)$. In particular, $|\text{Aut}(C_0)| = hn(q^n - 1)^2$. 
(2) If $C_{c,\alpha,\beta}$ and $C_{c',\alpha',\beta'}$ are equivalent, and not equivalent to $C_0$, then in the $\mathbb{F}_p$-algebra $L_{nh,p} \supseteq L_{n,q}$ we have
\[
f \circ C_{c,\alpha,\beta} \circ g = C_{c',\alpha',\beta'}
\]
for some $f = ax^{p^s}$, $g = bx^{p^t} \in L_{nh,p}$ with $a, b \in \mathbb{F}_q^\times$ and $0 \leq s, t \leq hn - 1$.

As an application of Lemma 3.7(2), we give necessary conditions for the equivalence of codes $C_{c,\alpha,\beta}$ and $C_{c',\alpha',\beta'}$.

**Lemma 3.8.** Let $\alpha, \alpha', \beta, \beta' : \mathbb{F}_q^n \to \mathbb{F}_q^n$ be the $\mathbb{F}_q$-automorphisms defined by
\[
\alpha : x \mapsto x^{p^i}, \quad \alpha' : x \mapsto x^{p^j}, \quad \beta : x \mapsto x^{q^t}, \quad \beta' : x \mapsto x^{q^t},
\]
with $0 \leq i, j \leq n - 1$ and $\alpha$ different from the identity map. Suppose that $C_{c,\alpha,\beta}$ and $C_{c',\alpha',\beta'}$ are equivalent via $f = ax^{p^s}$ and $g = bx^{p^t}$, as in the statement of Lemma 3.7(2). Then one of the following occurs:

1. $s + t = 0, i = k$ and $\alpha' = (a^{1-p^i}b^{p^i+p^{i+j}+s})g^{p^s}$.
2. $s + t = h, i + k \equiv 0 \pmod{n}$ and $\alpha' = (a^{1-p^h}b^{p^h+p^{(i-j)+s}})c^{p^{1-h+s}}$.

**Proof.** By assumption, we have $f \circ C_{c,\alpha,\beta} \circ g = C_{c',\alpha',\beta'}$. Then for every $y \in \mathbb{F}_q^n$ there exists a unique $z \in \mathbb{F}_q^n$ such that
\[
ax^{p^s} \circ (xy - \alpha(x)(y)) \circ bx^{p^t} = zx - c'\alpha'(x)\beta'(z),
\]
where the latter is an identity in $L_{n,q}$. This can be re-written as
\[
(ax^{p^s}b^{p^t})x^{p^s+p^t} - (ac^{p^s}y^{p^{i+j}+s}b^{p^{i+j}+s})x^{p^s+p^t} = zx - (c'z^{p^h})x^{p^h}.
\]
Since by assumption $hi \neq 0$, we have either (1) $s + t = 0$ and $i = k$, or (2) $s + t = h$ and $hi + s + t = h(i + k) = 0 \pmod{hn}$, hence $i + k = 0 \pmod{n}$.

1. Suppose $s + t = 0$ and $i = k$. Then $z = ay^{p^s}b^{p^t}$ and $c'z^{p^h} = ac^{p^s}y^{p^{i+j}+s}b^{p^{i+j}+s}$.

Combining these we get that
\[
c'(ay^{p^s}b^{p^t})^{p^{ih+s}} = ac^{p^s}y^{p^{i+j}+s}b^{p^{i+j}+s}
\]
for all $y \in \mathbb{F}_q^n$. Therefore $j = m$ and
\[
c'a^{p^j}b^{p^{i+j}} = ac^{p^s}b^{p^{i+j}}
\]
for all $y \in \mathbb{F}_q^n$. Thus $h(j + m) = 0$, from which $j + m = 0 \pmod{n}$. It follows that
\[
c'c'^{p^{i+j}}b^{p^{i+j}} = ab^{p^s},
\]
for all $y \in \mathbb{F}_q^n$. Thus $h(j + m) = 0$, from which $j + m = 0 \pmod{n}$. It follows that
\[
c'c' = (a^{1-p^h}b^{p^h+p^{(i-j)+s}})c^{p^{i-j}}.
\]

This concludes the proof. \[\Box\]

By applying Lemma 3.8(1) we obtain the following result, which investigates the equivalence of codes of the form $C_{c,\alpha,\beta}$ and $C_{c',\alpha,\beta}$.

**Lemma 3.9.** Let $\alpha, \beta : \mathbb{F}_q^n \to \mathbb{F}_q^n$ be the automorphisms defined by $\alpha : x \mapsto x^{q^i}$ and $\beta : x \mapsto x^{q^j}$ with $0 \leq i, j \leq n - 1$. The rank-metric code $C_{c,\alpha,\beta}$ is equivalent to $C_{c',\alpha,\beta}$ if and only if
\[
c' = (a^{1-q^j}(b^{p^q})^{q^{j-1}})c^p
\]
for some $a, b, s$. Moreover, if $n$ is prime then $a, b, s$ with this property exist if and only if $N_{q^n/q}(c^p) = N_{q^n/q}(c')$. For a given $s$, there are precisely $(q^n - 1)/(q - 1)$ values of $c'$ for which this occurs.

**Proof.** Suppose that $C_{c,\alpha,\beta}$ and $C'_{c,\alpha,\beta}$ are equivalent. Lemma 3.8(1) implies that there exist $a, b \in \mathbb{F}_q$, and a non-negative integer $s$ such that $c' = (a^{1-q^i} b^{q^{n+i} - q^{n+i+1}}) e^p$. This implies (3.2).

Conversely, if (3.2) holds then let $t = nh - s$ and we can apply Lemma 3.8 to prove that $C_{c,\alpha,\beta}$ and $C'_{c,\alpha,\beta}$ are equivalent via the polynomials $f(x) = ax b^s$ and $g(x) = bx b^t$. Moreover, if (3.2) holds then

$$N_{q^n/q}(c') = N_{q^n/q}(b^{q^{n+i} - q^{n+i+1}}) N_{q^n/q}(e^p) = N_{q^n/q}(e^p).$$

Furthermore, if $N_{q^n/q}(c') = N_{q^n/q}(e^p)$ then there exists an element $\eta \in \mathbb{F}_q^\times$ such that

$$c' = \eta q^{-1} c^p.$$

For $a \in \mathbb{F}_q^n$, one can always find an element $b \in \mathbb{F}_q^n$ with

$$b^{q^i} q^{n+i} = \eta q^{-1} a q^j - 1.$$

Thus

$$c' = (a^{1-q^i} b^{q^{n+i} - q^{n+i+1}}) e^p,$$

concluding the proof. \qed

The next step is to characterize the codes of the form $C_{c,\alpha,\beta}$ that are equivalent to $C_0$. This is done in the next preliminary result.

**Lemma 3.10.** The code $C_{c,\alpha,\beta}$ is equivalent to $C_0$ if and only if one between $\alpha$ and $\beta$ is the identity automorphism, or $\alpha = \beta$.

**Proof.** Suppose that one of $\alpha$ and $\beta$ is the identity automorphism, or that $\alpha = \beta$. We will show that $C_{c,\alpha,\beta}$ is equivalent to $C_0$ by examining three cases separately.

**Case 1.** If $\alpha = id$, then

$$C_{c,\alpha,\beta} = C_{c,\alpha,\beta} = \{xy - cx \beta(y) \mid y \in \mathbb{F}_q^n\} = \{x(y - c \beta(y)) \mid y \in \mathbb{F}_q^n\}.$$  

We have $N_{q^n/q}(c') \neq 1$, which means that the $\mathbb{F}_q$-linear map $g : \mathbb{F}_q^n \to \mathbb{F}_q^n$ itself defined via $g : y \mapsto y - c \beta(y)$ is bijective. Indeed, if $g(y) = 0$ then $y = c \beta(y)$, which contradicts the fact that $N_{q^n/q}(c') \neq 1$. Therefore $g$ is injective (and thus surjective as well). We conclude that $C_{c,\alpha,\beta} = C_0$.

**Case 2.** If $\beta = id$, then

$$C_{c,\alpha,\beta} = C_{c,\alpha,\beta} = \{xy - c \alpha(x) y \mid y \in \mathbb{F}_q^n\} = \{y(x - c \alpha(x)) \mid y \in \mathbb{F}_q^n\}.$$  

In analogy to Case 1, the $\mathbb{F}_q$-linear map $f : \mathbb{F}_q^n \to \mathbb{F}_q^n$ defined by $f : x \mapsto x - c \alpha(x)$ is bijective. Therefore

$$C_{c,\alpha,\beta} = C_{c,\alpha,\beta} = \{xy - c \alpha(x) y \mid y \in \mathbb{F}_q^n\} = \{x(y - c \alpha(y)) \mid y \in \mathbb{F}_q^n\}.$$  

The adjoint of a polynomial $xy - c \alpha(x) y = yx - c \alpha(y) x$ for a given $y \in \mathbb{F}_q^n$ is

$$yx - c \alpha(y) x = yx - c \alpha(y) x = y(x - c \alpha(y) x).$$  

The adjoint of $C_{c,\alpha,\beta}$ is $C_{c,\alpha,\beta}^\text{adj} = \{y(x - c \alpha(x)) \mid y \in \mathbb{F}_q^n\}$, which is equivalent to $C_0$ because of the same argument as in Case 2, since $C_0 = C_{c,\alpha,\beta}^\text{adj} = f^{-1}$. Taking the adjoint again, and using (2.5), we obtain $C_0 = (f^{-1})^\text{adj} = C_{c,\alpha,\beta}^\text{adj}$.  

To conclude the proof, suppose that neither $\alpha$ nor $\beta$ is the identity automorphism, and that $\alpha \neq \beta$. In [1, Theorem 1], taking into account the connection between nuclei and idealizers of Remark 2.14, it is shown that the left and right idealizers of $C_{c,\alpha,\beta}$ are isomorphic to $\text{Fix}(\alpha)$.
and $\text{Fix}(\beta)$, respectively. These cannot be both isomorphic to $\mathbb{F}_{q^n}$ (which is the left and right idealizers of $C_0$). Therefore $C_{c,\alpha,\beta}$ is not equivalent to $C_0$. \hfill $\square$

Another preliminary observation that we will need is the following.

**Lemma 3.11.** Let $\alpha, \beta : \mathbb{F}_{q^n} \to \mathbb{F}_{q^n}$ be defined by $\alpha : x \mapsto x^q$ and $\beta : x \mapsto x^{q^2}$ with $1 \leq i, j \leq n - 1$ and $\alpha \neq \beta$. There exist $c' \in \mathbb{F}_{q^n}$ and an $\mathbb{F}_q$-automorphism $\beta'$ of $\mathbb{F}_{q^n}$ such that $\mathcal{C}_{c,\alpha,\beta}$ is equivalent to $\mathcal{C}_{c',\alpha^{-1},\beta'}$.

**Proof.** We take $c' = c - n^{-i}$ and $\beta' = \beta^{-1}$, which give $x^{b_n-h_i} \circ \mathcal{C}_{c,\alpha,\beta} = \mathcal{C}_{c',\alpha^{-1},\beta'}$. \hfill $\square$

By combining Lemmas 3.9, 3.10 and 3.11 with each other, we can compute the number of equivalence classes of codes of the form $\mathcal{C}_{c,\alpha,\beta}$. By Remark 3.6, if $n$ is prime and $q \geq \nu(n)$, this quantity coincides with the number of equivalence classes of full-rank MRD codes $C \leq \mathcal{L}_{n,q}$.

**Proposition 3.12.** The number of equivalence classes of codes of the form $\mathcal{C}_{c,\alpha,\beta}$ is

$$1 + (q - 2)\left(\frac{n - 1}{2}\right).$$

Moreover, if $n$ is prime then the lower bound is sharp. Furthermore, if $n$ is prime and $q \geq \nu(n)$ then the number of equivalence classes of full-rank MRD codes in $\mathcal{L}_{n,q}$ is given by (3.3).

**Proof.** By Lemma 3.10, if one between $\alpha$ and $\beta$ is the identity map or if $\alpha = \beta$, then $\mathcal{C}_{c,\alpha,\beta}$ is equivalent to $C_0$. Note that, by Lemma 3.9, if $\mathcal{C}_{c,\alpha,\beta}$ and $\mathcal{C}_{c',\alpha,\beta}$ are equivalent then $c$ and $c'$ have the same norm over $\mathbb{F}_q$. By Lemma 3.11, we may restrict $\alpha$ to an automorphism of the form $\alpha : x \mapsto x^q$ with $1 \leq i \leq (n - 1)/2$. In particular, we have $(n - 1)/2$ choices for $\alpha$ that yield to inequivalent codes. Regarding $\beta$, we have $n - 2$ choices (anything except for the identity and $\alpha$). Taking into account also $C_0$, we finally obtain the lower bound in the statement.

When $n$ is prime, the condition in (3.2) is equivalent to $N_{q^n/q}(c) = N_{q^n/q}(c')$. This implies that the equivalence classes of the codes of the form $\mathcal{C}_{c,\alpha,\beta}$ are exactly those described in the first part of the proof. The very last part of the statement follows from Remark 3.6. \hfill $\square$

**Remark 3.13.** The calculation in the proof of Proposition 3.12 follows along similar lines to those in [35]. However, the results in [35] are stated and proved only for when $q$ is an odd prime, and therefore we need the above generalization. We also note a small error in [35], namely the formula incorrectly has $\binom{n-2}{2}$ in place of $\binom{n-1}{2}$.

The last step of our argument consists of computing the size of the automorphism group of a code of the form $\mathcal{C}_{c,\alpha,\beta}$.

**Lemma 3.14.** If neither $\alpha$ nor $\beta$ is the identity map and $\alpha \neq \beta$, then the size of the automorphism group of $\mathcal{C}_{c,\alpha,\beta}$ is $n(q^n - 1)(q - 1)|\text{Aut}(\mathbb{F}_q)|$. In particular, if $\mathcal{C}_{c,\alpha,\beta}$ is not equivalent to $C_0$, then the size of its automorphism group is $n(q^n - 1)(q - 1)|\text{Aut}(\mathbb{F}_q)|$.

**Proof.** We start by observing that if $\rho \in \text{Aut}(\mathbb{F}_q)$, then $\mathcal{C}_{c,\alpha,\beta} = \mathcal{C}_{\rho(c),c,\beta}$, which coincides with $\mathcal{C}_{c,\alpha,\beta}$. Indeed, since $c$ and $\rho(c)$ have the same norm over $\text{Fix}(\beta)$ there exists $\eta \in \mathbb{F}_{q^n}$ with $\rho(c) = \beta(\eta)\eta^{-1}c$. Therefore

$$\mathcal{C}_{\rho(c),c,\beta} = \{xy - \beta(\eta)\eta^{-1}c\alpha(x)\beta(y) \mid y \in \mathbb{F}_{q^n}\} = \{xy - c\alpha(x)\beta(y) \mid y \in \mathbb{F}_{q^n}\} = \mathcal{C}_{c,\alpha,\beta}.$$ 

Let us determine the elements of the automorphism group of $\mathcal{C}_{c,\alpha,\beta}$ of the form $(f, \text{id}, g)$, which amounts to counting the 3-tuples $(a, b, s)$ for which (3.2) holds and $s \equiv 0 \mod h$. The latter condition implies that $c^{p^{r-1}}$ is a $(q - 1)$-th power. Since $N_{q^n/q}(c) \neq 1$ for any $q - 1$ solutions to the equation $c^{p^{r-1}} = u^{p^{r-1}}$ if and only if $N_{q^n/q}(c^{p^{r-1}}) = 1$. Since $s \equiv 0 \mod h$ we have $N_{q^n/q}(c^{p^{r-1}}) = 1$. Thus for each of the $q^n - 1$ choices for $a$, there are $q - 1$ choices for $b$. There are $n$ choices for $s$ (namely, $0, h, \ldots, (n - 1)h$), which completes the proof. \hfill $\square$

Finally, by combining Remark 3.6, Lemma 3.7, Proposition 3.12, and Lemma 3.14, we obtain the main result of this subsection. We state it directly in matrix notation.
Theorem 3.15. The number of $\mathbb{F}_q$-linear full-rank MRD codes $C \leq \mathbb{F}_q^{n \times n}$ is at least

$$\frac{|GL_n(q)|^2}{n(q^n-1)^2} \left( 1 + \binom{n-1}{2} \left( \frac{(q^n-1)(q-2)}{q-1} \right) \right).$$

Moreover, the lower bound is attained for $n$ prime and $q \geq \nu(n)$. In particular, it is attained for $n = 3$ and any $q$.

**Proof.** Let $\kappa := \binom{n-1}{2}(q-2)$ and let $\{C_i = C_{c_i,\alpha,\beta} \mid i \in \{0, \ldots, \kappa\}\}$ be a set of representatives for the distinct equivalence classes of codes of the form $C_0$ and $C_{c,\alpha,\beta}$, where $C_0$ is the same code as in Notation 3.5. The number of equivalence classes, $\kappa + 1$, is given by Proposition 3.12. The number of full-rank MRD codes $C \leq \mathcal{L}_{n,q}$ that are isomorphic to a code of the form $C_i$ for some $i \in \{0, \ldots, \kappa\}$ is

$$\text{bin}_q(n^2, n) \cdot \delta_q^{rk}(n \times n, n, n) = \sum_{i=0}^{\kappa} \frac{|GL_n(q)|^2 |Aut(F_q)|}{|Aut(C_i)|}.$$  \hspace{1cm} (3.4)

By Lemma 3.7(1), the size of the automorphism group of $C_0$ is $n(q^n-1)^2 h$. Moreover, by Lemma 3.14, for $i \geq 1$ the size of the automorphism group of $C_i$ is $n(q^n-1)(q-1) h$. Substituting the orders of these automorphism groups in (3.4) and using the fact that $|Aut(F_q)| = h$, the desired inequality follows. The last part of the theorem follows from Remark 3.6. \hfill $\square$

**Remark 3.16.** Theorem 3.15 coincides with [16, Theorem 2.4] when $n = 3$. Both the results of [16] and of this section rely on classification results by Menichetti; namely [31] for both works, and additionally [32] in this section. In [16] the density for the case $n = 3$ was found by detailed analysis of the results in [31] and [33]; this approach does not seem to extend to larger $n$. In contrast, in order to obtain our density results we utilize the classification results from [31] and [32], together with information on the autotopism groups from [5].

Theorem 3.1, which opened this subsection, is now an immediate consequence of Theorem 3.15. By taking the asymptotics as $q \to +\infty$ in Theorem 3.1 we obtain the following result.

**Corollary 3.17.** We have

$$\delta_q^{rk}(n \times n, n, n) \in \Omega \left( q^{-n^3+3n^2-n} \right) \text{ as } q \to +\infty.$$  

Moreover, if $n$ is prime we have

$$\delta_q^{rk}(n \times n, n, n) \sim \frac{(n-1)(n-2)}{2n} q^{-n^3+3n^2-n} \text{ as } q \to +\infty.$$

Corollary 3.17 shows that even though the asymptotic bound on the density function of MRD codes in Theorem 1.9 gives sparseness, the result is not sharp. We will elaborate on this in Subsection 3.3 when updating the state of the art.

### 3.2. Second Lower Bound

In this subsection we present our second lower bound for the density function of full-rank $n \times n$ MRD codes, which is obtained using results of Kantor; see [23]. Before stating the result, we discuss how the problem of computing $\delta_q^{rk}(n \times n, n, n)$ is related to open conjectures in semifield theory.

**Remark 3.18.** The problem of computing asymptotic results for $\delta_q^{rk}(n \times n, n, n)$ is relevant to the conjectures made by Kantor in [24]. Kantor considered the growth characteristics of the number of isotopy classes of semifields of a given order. In particular, he made the following conjectures:

1. the number of pairwise non-isotopic semifields of order $q^n$ is not bounded above by a polynomial in $q^n$;
2. the number of pairwise non-isotopic semifields of order $q^n$ is exponential in $q^n$.
As illustrated in Section 2, semifields and MRD codes with \( m = n = d \) are intimately linked. Our consideration of \( \delta^k_q(n \times n, n, n) \) differs from these conjectures in the following ways: we consider the absolute number (or, equivalently, the density) of MRD codes rather than the number of equivalence classes; we consider semifields that are \( n \)-dimensional over \( F_q \); and we consider separately the asymptotic behaviour as each of \( n \) and \( q \) tend to infinity. This setup is natural for MRD codes, and indeed the known results for semifields concern either \( n \) or \( q \) tending to infinity.

As we have seen in Subsection 3.1, knowledge regarding isotopy classes of semifields can be translated into knowledge about the density of MRD codes, provided that sufficient information about automorphism groups is available. In particular, we can translate [23, Proposition 4.17] into a lower bound on \( \delta^k_q(n \times n, n, n) \) when \( q = 2 \) and \( n \) is not prime and not a power of 3.

**Theorem 3.19.** Let \( \gamma(n) \) denote the number of prime factors of \( n \), counted with multiplicities, and suppose \( n \) is composite and not a power of 3. Then we have

\[
\binom{n^2}{n} \cdot \delta^k_q(n \times n, n, n) \geq \frac{|GL_n(2)|^2 2^n (2^n - 1)^{\gamma(n) - 2}}{2n}.
\]

**Proof.** In [23, Theorem 4.17], translated into the language of this paper, it is shown that there exist at least

\[
2^n (2^n - 1)^{\gamma(n) - 2}
\]

equivalence classes of full-rank MRD codes in \( \mathbb{F}_{2^n \times 2^n} \) having trivial automorphism group. Thus, in the same manner as in the proof of Theorem 3.15, we obtain the claimed formula. \( \square \)

We note that [22, Theorem 4.16] contains a more general construction than [23], but the implications for the asymptotic behaviour of \( \delta^k_q(n \times n, n, n) \) for \( n \) large are similar. In order to obtain lower bounds for \( \delta^k_q(n \times n, n, n) \), and hence asymptotic lower bounds for \( q \) large, we would require a construction of semifields with center containing \( F_q \). However, all of the semifields constructed in [22] have center \( F_2 \).

It is natural to compute the asymptotics of the lower bound of Theorem 3.19 for \( n \) large. We do this by restricting to values of \( n \) having the same number of prime factors. The following corollary follows from the asymptotic estimates (1.3) and (6.6).

**Corollary 3.20.** Let \( \gamma \geq 2 \) be an integer and denote by \( N_\gamma \) the set of integers \( n \geq 2 \) that are not a power of 3 and with \( \gamma(n) = \gamma \). We have

\[
\delta^k_q(n \times n, n, n) \in \Omega \left( \frac{1}{n} 2^{-n^3 + 3n^2 + n(\gamma - 1)} \right) \quad \text{as } n \to +\infty, \ n \in N_\gamma.
\]

Note that the limit in the previous statement makes sense as the set \( N_\gamma \subseteq \mathbb{N} \) contains infinitely many elements for every \( \gamma \).

### 3.3. Comparisons and State of the Art.

For the convenience of the reader, in this subsection we briefly illustrate the current state of the art on the problem of computing the asymptotic density of MRD codes, in the light of the contributions made by this paper. We do this by listing what the current best known estimates are, both for \( q \to +\infty \) and \( m \to +\infty \), and by stating which ones are known to be sharp. This will also give us the chance to compare the new result of this paper with the available literature on the problem.

1. The current best upper bound on the density of MRD codes as \( q \to +\infty \) is as follows:

\[
\delta^k_q(n \times m, m(n - d + 1), d) \in O \left( q^{-(d-1)(n-d+1)+1} \right) \quad \text{as } q \to +\infty.
\]

For \( m = n = d \), this reads

\[
\delta^k_q(n \times n, n, n) \in O \left( q^{-n+2} \right) \quad \text{as } q \to +\infty,
\]
which can be compared to the lower bound of Corollary 3.17, namely,
\[ \delta_q^{rk}(n \times n, n, n) \in \Omega \left( q^{-n^3 + 3n^2 - n} \right) \quad \text{as } q \to +\infty. \]

There is an exponent gap of \( n^3 - 3n^2 + 2 \), implying that the bound of [18] is not sharp.

(2) For \( m \to +\infty \) and \( n \) fixed, the current best asymptotic upper bounds on the density of MRD codes are the ones in Theorem 1.11, namely:
\[ \limsup_{m \to +\infty} \delta_q^{rk}(n \times m, m(n - d + 1), d) \leq \min \left\{ \frac{1}{\pi(q)^{d-1}(n-d+1)+1}, \frac{1}{\bin_q(n, d - 1) (\pi(q) - 1) + 1} \right\}, \]
where \( \pi(q) \) is defined in Notation 1.10.

(3) For the asymptotic upper bound for \( \delta_q^{rk}(n \times n, n, n) \) as \( n \to +\infty \), as in the proof of [18, Theorem 6.6] one can show that the upper bound on \( \delta_q^{rk}(n \times n, n, n) \) in [18, Theorem 5.7] is asymptotically
\[ \frac{1}{\bin_q(n, n - 1) (\pi(q) - 1) + 1} \quad \text{as } n \to +\infty, \]
where \( \pi(q) \) is defined in Notation 1.10. This gives
\[ \delta_q^{rk}(n \times n, n, n) \in O \left( q^{-n} \right) \quad \text{as } n \to +\infty \]
and thus \( \lim_{n \to +\infty} \delta_q^{rk}(n \times n, n, n) = 0 \). The upper bound in [3] can be translated into \( \delta_q^{rk}(n \times n, n, n) \in O \left( \pi(q)^{-n} \right) \) as \( n \to +\infty \). This bound also gives the sparseness of full-rank MRD codes in \( \mathbb{F}_q^{n \times n} \) as \( n \to +\infty \). Note that in general the bounds are not comparable, so we get
\[ \delta_q^{rk}(n \times n, n, n) \in O \left( \min \{ q^{-1}, \pi(q)^{-1} \} \right) \quad \text{as } n \to +\infty. \tag{3.5} \]

One can check that for \( q = 2 \) we have \( \min \{ q^{-1}, \pi(q)^{-1} \} = \pi(2)^{-2} \) where \( \pi(2)^{-2} \) takes the approximate value of 0.0833986; see [3, Remark VII.2]. Therefore we can compare this asymptotic upper bound with the lower bound obtained in Corollary 3.20 for \( q = 2 \) and for a fixed value of \( \gamma \geq 2 \):
\[ \delta_2^{rk}(n \times n, n, n) \in \Omega \left( \frac{1}{n} 2^{-n^3 + 3n^2 + n(n-1)} \right) \quad \text{as } n \to +\infty, n \in N_\gamma \tag{3.6} \]
where \( N_\gamma \) denotes the set of integers \( n \geq 2 \) that are not a power of 3 and with \( \gamma(n) = \gamma \). From the approximate value of \( \pi(2)^{-2} \) it follows that \( \pi(2)^{-2n} \geq 2^{-4n} \) and thus the asymptotic upper bound has an exponent gap of at least \( n^3 - 3n^2 + 2(\gamma + 3) \). Therefore for \( q = 2 \) the bounds of (3.5) and (3.6) are far apart. In particular, the exact asymptotic estimate of \( \delta_2^{rk}(n \times n, n, n) \) as \( n \to +\infty \) remains unsettled.

(4) As a last item we survey the current sharp asymptotic estimates of the density function of MRD codes both as \( q \to +\infty \) and \( m \to +\infty \). In [3] the following asymptotic densities were shown:
\[ \lim_{q \to +\infty} \delta_q^{rk}(2 \times m, m, 2) = \sum_{i=0}^{m} \frac{(-1)^i}{i!}, \quad \lim_{m \to +\infty} \delta_q^{rk}(2 \times m, m, 2) = \prod_{i=1}^{\infty} \left( 1 - \frac{1}{q^i} \right) q^{i+1}. \]

The only other exact asymptotic density of MRD codes obtained so far is the one in Corollary 3.17, which is
\[ \delta_q^{rk}(n \times n, n, n) \sim \frac{(n-1)(n-2)}{2n} q^{-n^3 + 3n^2 - n} \quad \text{as } q \to +\infty, \]
for \( n \) a prime number. When \( n = 3 \), the latter asymptotic estimate can also be derived from [16].
4. The Average Critical Problem and Rank-Metric Codes

Finding closed formulas for $\delta_q(X, k, P)$, where $P$ is an arbitrary point set (see Notation 1.13), is a difficult task in general. Several open questions in discrete mathematics are instances of this problem, including the celebrated MDS Conjecture by Segre [40, 15, 4]. In the next two sections of the paper, as already mentioned in the introduction, we take a more qualitative, often asymptotic, approach to Problem B. More precisely, we ask ourselves what the average value of $\delta_q(X, k, P)$ is, when $P$ ranges over the collection of point sets having a particular property. Moreover, we study the asymptotic behaviour of this value as some problem parameters tend to infinity.

The purpose of this study is twofold. On the one hand, understanding how much the behaviour of the rank-metric ball deviates from that of a typical point set having the same cardinality with respect to the value of $\delta_q(X, k, P)$. On the other hand, identifying which structural properties of a point set $P$ determine the value of $\delta_q(X, k, P)$. The latter problem is quite natural and will be studied in Section 5.

For clarity of exposition, we illustrate the former problem with an example from recent coding theory literature.

Example 4.1. Let $X = \mathbb{F}_q^{2 \times m}$. Then the asymptotic density of the $2 \times m$ MRD codes of minimum distance 2 is given by the curious formulas in Theorem 1.7. These rank-metric codes are the subspaces of $\mathbb{F}_q^{2 \times m}$ that distinguish the point set $P_q^k(2 \times m, 1)$; see Remark 1.14. The latter has asymptotic size $q^{m}$ as $q \to +\infty$ and $q^m(q+1)/(q-1)$ as $m \to +\infty$; see the estimates in (1.6). A natural and yet quite interesting question is whether the rank-metric ball behaves like a typical point set of the same size with respect to the number of spaces distinguishing it. In other words, what is the average number of $m$-dimensional spaces of $\mathbb{F}_q^{2 \times m}$ that distinguish a point set of the same asymptotic size as $P_q^{rk}(2 \times m, 1)$? In Theorem 4.3 we will answer a general version of this question. We consider its asymptotic analogue for the matrix space in Theorem 4.7.

In this section we compute the average number of $k$-dimensional spaces distinguishing a point set $P$, when $P$ ranges over all point sets having a certain cardinality. We then compute the asymptotics of the formulas we obtain as some parameters go to infinity. In Subsection 4.1 we will use these results to compare the behaviour of the rank-metric ball with the average set in $\mathbb{F}_q^{n \times m}$ having the same cardinality.

Notation 4.2. For an integer $1 \leq \ell \leq (q^N - 1)/(q - 1)$, we let

$$\delta_q(X, k, P) := \frac{\sum_{P \subseteq \mathcal{G}_q(X, 1) \mid |P| = \ell} \delta_q(X, k, P)}{2^{q^N - 1 \ell \choose q^k - \ell}}$$

denote the average density of the $k$-dimensional subspaces of $X$ that distinguish a point set $P$, as $P$ ranges over all point sets of size $\ell$. Note that the value of $\delta_q(N, k, \ell)$ does not depend on the choice of $X$, but only on its dimension. This is reflected in the notation we chose.

We can give a simple expression for $\delta_q(N, k, \ell)$ as a ratio of binomial coefficients. More in detail, by counting the elements of the set

$$\{(P, V) \mid P \subseteq \mathcal{G}_q(X, 1), |P| = \ell, V \in \mathcal{G}_q(X, k), V \text{ distinguishes } P\}$$

in two ways one obtains

$$\sum_{P \subseteq \mathcal{G}_q(X, 1) \mid |P| = \ell} \delta_q(X, k, P) = \left(\frac{q^{N-k}}{q^k - \ell} \right).$$

This gives the following result.
Theorem 4.3. For all \(1 \leq \ell \leq (q^N - 1)/(q - 1)\) we have

\[
\hat{\delta}_q(N, k, \ell) = \frac{\binom{q^N - q^k}{q - 1}}{\binom{q^N - 1}{q - 1}}.
\]

In this section we are also interested in the asymptotic behaviour of \(\hat{\delta}_q(N, k, \ell)\) as some of the problem parameters tend to infinity. Later in the paper we will compare our results with the asymptotic behaviour of certain rank-metric codes. We investigate two general scenarios, namely: (1) \(N\) and \(k\) are fixed, \(q\) goes to infinity, and \(\ell\) is a fixed power of \(q\); (2) \(q\) is fixed, \(k\) goes to infinity, \(N\) is a constant multiple of \(k\), and \(\ell\) grows exponentially in \(k\). The exponential function will arise when computing the asymptotics of (ordinary) binomial coefficients. We denote it by \(\exp : \mathbb{R} \rightarrow \mathbb{R}\).

We start with a preliminary result on the asymptotics of the ratio of binomial coefficients.

Lemma 4.4. Let \((x_i)\), \((y_i)\), and \((z_i)\) be positive integer sequences with \(x_i/y_i \rightarrow +\infty\) and \(x_i/z_i \rightarrow +\infty\) as \(i \rightarrow +\infty\). We have

\[
\frac{x_i}{y_i} \sim \frac{x_i y_i}{y_i!} \quad \text{as} \quad i \rightarrow +\infty.
\]

Proof. Since \(x_i/y_i \rightarrow +\infty\) as \(i \rightarrow +\infty\) and \((z_i)\) is a positive sequence by assumption, we have \((x_i + z_i)/y_i \rightarrow +\infty\) as \(i \rightarrow +\infty\) as well. We can therefore apply Stirling’s approximation as follows:

\[
\frac{x_i}{y_i} \sim \frac{x_i y_i}{y_i!} \quad \text{as} \quad i \rightarrow +\infty,
\]

\[
\frac{x_i + z_i}{y_i} \sim \frac{(x_i + z_i)y_i}{y_i!} \quad \text{as} \quad i \rightarrow +\infty.
\]

Thus

\[
\frac{x_i}{y_i} \sim \left(1 + \frac{z_i}{x_i}\right)^{-y_i} \sim \left(1 + \frac{1}{x_i/z_i}\right)^{-y_i} \sim \exp\left(-\frac{y_i z_i}{x_i}\right) \quad \text{as} \quad i \rightarrow +\infty,
\]

where the latter asymptotic estimate follows from the fact that \(x_i/z_i \rightarrow +\infty\) as \(i \rightarrow +\infty\) by assumption.

We are now ready to compute the asymptotics of the ratio in Theorem 4.3 in some scenarios that are particularly relevant for us.

Proposition 4.5. (1) Let \(1 \leq s < N - 1\) be an integer and let \(\ell_q\) be an integer sequence with \(\ell_q \sim q^s\) as \(q \rightarrow +\infty\). We have

\[
\hat{\delta}_q(N, k, \ell_q) \sim \exp\left(-q^{k+s-N}\right) \quad \text{as} \quad q \rightarrow +\infty.
\]

(2) Let \(1 \leq k', r < n\) be integers and let \(\ell' > 0\) be a real number. Let \((\ell_m)\) be an integer sequence and suppose that \(\ell_m \sim \ell' q^{m r}\) as \(m \rightarrow +\infty\). We have

\[
\hat{\delta}_q(mn, mk', \ell_m) \sim \exp\left(-\ell' q^{m(k'+r-n)}\right) \quad \text{as} \quad m \rightarrow +\infty.
\]

The previous results show that, for some choice of the parameters, the average density of the distinguishing spaces converges to a positive number. The latter is obtained by evaluating the exponential function. We state one of these cases in a corollary.
Corollary 4.6. The average density of hyperplanes of $X$ distinguishing a point set $P$ is $1/e$, if $P$ is a uniformly random point set of cardinality $q$.

4.1. Comparison Between MRD Codes and the Average. The goal of this short subsection is to compare the “average” solution to the Critical Problem with the density function of MRD codes. This analysis indicates how much the behaviour of the rank-metric (point set) ball deviates from the behaviour of a uniformly random point set in $\mathbb{F}_q^{n \times m}$, with respect to the number of avoiding spaces. We start by specializing the results of the previous subsection to the matrix space.

Theorem 4.7. We have

$$\hat{\delta}_q(mn, m(n - d + 1), |P_q^{rk}(n \times m, d - 1)|) \sim \begin{cases} \exp \left(-q^{d(n-d+2)-m-2}\right) & \text{as } q \to +\infty, \\ \exp \left(-\frac{\bin_m(n,m-1)}{q-1}\right) & \text{as } m \to +\infty. \end{cases}$$

Proof. The asymptotic size of $P_q^{rk}(n \times m, d - 1)$ is given in (1.6). The estimate in the statement for $q \to +\infty$ follows from Proposition 4.5(1) and straightforward computations, taking $N = mn$, $\ell_q = |P_q^{rk}(n \times m, d - 1)|$, and $s = (d - 1)(m + n - d + 1) - 1$. Analogously, the estimate for $m \to +\infty$ follows from Proposition 4.5(2) taking $k' = n - d + 1$, $r = d - 1$, and $\ell' = \bin_q(n, d - 1)/(q-1)$. \qed

In the remainder of this subsection we compare the previous result to the exact values of the asymptotic density of MRD codes, when these are available. Each of the following three remarks concentrates on a different parameter set.

Remark 4.8. Take $n = d = 2$ and $q$ arbitrary. By Theorem 4.7 we have

$$\hat{\delta}_q(2m, m, |P_q^{rk}(2 \times m, 1)|) \sim e^{-(q+1)/(q-1)}$$

as $m \to +\infty$.

This constant should be compared with the asymptotic density of $2 \times m$ full-rank MRD codes for $m$ large, which is

$$\prod_{i=1}^{\infty} \left(1 - \frac{1}{q^i}\right)^{q+1},$$

as computed in [3] and stated in Theorem 1.7. We have

$$\prod_{i=1}^{\infty} \left(1 - \frac{1}{q^i}\right)^{q+1} < e^{-(q+1)/(q-1)}, \quad (4.1)$$

as we will show shortly. This tells us that, in the limit for $m \to +\infty$, the rank-metric (point set) ball of radius 1 in $\mathbb{F}_q^{2 \times m}$ has fewer distinguishers of dimension $m$ than the average point set of the same cardinality. In other words, the rank-metric ball is “harder” to distinguish than the average point set having the same cardinality. It can be checked that for $q$ large the two sides of (4.1) are very close.

In order to establish (4.1), observe that the desired inequality holds if and only if the inequality obtained by taking the natural logarithm (log) of both sides holds. This follows from the fact that $x \mapsto \log(x)$ is continuous and increasing. Thus (4.1) is equivalent to

$$\frac{1}{q-1} < \sum_{i=1}^{\infty} \log \left(\frac{q^i}{q^i-1}\right). \quad (4.2)$$

Note moreover that $q^i/(q^i-1) = 1 + 1/(q^i-1)$. Thus using the Taylor series expansion of the natural logarithm around 0 we find that

$$\log \left(\frac{q^i}{q^i-1}\right) \geq \frac{1}{q^i-1} - \frac{1}{2(q^i-1)^2} \geq 0.$$
It follows that
\[
\sum_{i=1}^{\infty} \log \left( \frac{q^i}{q^i - 1} \right) \geq \sum_{i=1}^{5} \left( \frac{1}{q^i - 1} - \frac{1}{2(q^i - 1)^2} \right) > \frac{1}{q - 1},
\]
where the latter inequality can be shown by applying elementary methods from Calculus. All of this establishes (4.1).

**Remark 4.9.** Take \( n = d = 2 \) and \( m \) arbitrary. By Theorem 4.7 we have
\[
\delta_q(2m, m, |P_q^{rk}(2 \times m, 1)|) \sim 1/e \quad \text{as} \quad q \to +\infty. \tag{4.3}
\]
This limit value should be compared with the asymptotic density of \( 2 \times m \) MRD codes of distance 2 for \( q \) large, again computed in [3] and reading
\[
\delta_q^{rk}(2 \times m, m, 2) \sim \sum_{i=0}^{m} \frac{(-1)^i}{i!} \quad \text{as} \quad q \to +\infty; \tag{4.4}
\]
see Theorem 1.7. This time the rank-metric (point set) ball exhibits an alternating behaviour. Indeed, we have \( \sum_{i=0}^{m} (-1)^i/i! > 1/e \) if and only if \( m \) is even. In other words, for \( q \) large the rank-metric (point set) ball has more distinguishers than the average set of the same cardinality if \( m \) is even, and less distinguishers if \( m \) is odd.

**Remark 4.10.** Take \( n = m = d \) prime. In Corollary 3.17 we have shown that
\[
\delta_q^{rk}(n \times n, n, n) \sim \frac{(n-1)(n-2)}{2n} q^{-n^3+3n^2-n} \quad \text{as} \quad q \to +\infty. \tag{4.5}
\]
We compare this against
\[
\hat{\delta}_q(n^2, n, |P_q^{rk}(n \times n, n - 1)|) \sim 1/e^{n^2} \quad \text{as} \quad q \to +\infty. \tag{4.6}
\]
Therefore, for \( n \) prime, the rank-metric (point set) ball of radius \( n - 1 \) in \( \mathbb{F}_q^{n \times n} \) has significantly more distinguishers than the average set having the same cardinality. Moreover, the densities of the distinguishing spaces follow completely different distributions, since (4.5) exhibits a polynomial decay and (4.6) an exponential one.

5. A QUALITATIVE APPROACH TO THE CRITICAL PROBLEM

In this section we explore which macroscopic properties of a point set \( P \subseteq \mathcal{G}_q(X, 1) \) determine the value of \( \delta_q(X, k, P) \). While the exact value depends on the characteristic polynomial of the geometric lattice generated by \( P \), in this paper we are mainly interested in understanding the interdependence between \( P \) and \( \delta_q(X, k, P) \) from a qualitative perspective.

A parameter that seems to play a decisive role is the dimension of the space generated by the sum of all the elements of \( P \). Throughout this section we abuse notation and write
\[
\langle P \rangle := \sum_{L \in P} L \leq X, \quad \text{dim}(P) := \dim(\langle P \rangle).
\]

We start with two examples showing a somewhat counter-intuitive, positive correlation between \( \text{dim}(P) \) and \( \delta_q(X, N - 1, P) \), for a fixed cardinality \( |P| \). We first establish the results and then elaborate on them.

**Proposition 5.1.** Let \( P \subseteq \mathcal{G}_q(X, 1) \) be a point set with \( i := |P| \geq 2 \).

1. Suppose \( \text{dim}(P) = 2 \) and \( i \leq q \). Then
\[
\delta_q(X, N - 1, P) = \frac{(q + 1 - i)(q - 1)}{q^N - 1} q^{N-2}.
\]

2. Suppose \( i \leq N - 1 \) and \( \text{dim}(P) = i \). Then
\[
\delta_q(X, N - 1, P) = \frac{(q - 1)^i q^{N-i}}{q^N - 1}.
\]
Proof. (1) The number of hyperplanes of $\mathbb{P}^N_q$ that meet a given 2-dimensional space in a fixed 1-dimensional space is $q^{N-2}$. Therefore the number of hyperplanes meeting $\langle P \rangle$ in a 1-dimensional space not contained in $P$ is $(q + 1 - i)q^{N-2}$.

(2) Write $P = \{P_1, \ldots, P_i\}$. Observe that a hyperplane $H_0$ of $\langle P \rangle$ that distinguishes $P$ is uniquely determined by the intersections $\{H_0 \cap (P_1 + P_j) \mid j = 2, \ldots, i\}$. Indeed, since $\dim(H_0) = i - 1$ it follows that for all $j \in \{2, \ldots, i\}$ we have $\dim(H_0 \cap (P_1 + P_j)) = 1$, hence $H_0 = \sum_{j=2}^i H_0 \cap (P_1 + P_j)$. For every $j \in \{2, \ldots, i\}$ there are $q - 1$ distinct 1-dimensional subspaces in $(P_1 + P_j)$ that are different from $P_1$ and $P_j$, and thus there are $(q - 1)^{i-1}$ different hyperplanes $H_0$ of $\langle P \rangle$ not containing any element of $P$. For each such hyperplane $H_0$ there are $q^{N-1}$ hyperplanes of $X$ whose intersection with $\langle P \rangle$ is exactly $H_0$, and the result follows. \qed

Remark 5.2. Following the notation of the previous result, it is interesting to observe that

$$
(q - 1)^{i} q^{N-i} > (q + 1 - i)(q - 1)q^{N-2} \quad \text{for } i \geq 3,
$$

(5.1)
as we will show shortly. In other words, a point set with large span is distinguished by more hyperplanes than a point set with small span (for a given cardinality of the point set).

To see why the inequality in (5.1) holds, observe first that it is equivalent to

$$
(q - 1)^{i-1} > (q + 1 - i)q^{i-2}.
$$

(5.2)
This is trivially true if $i \geq q + 1$, as in that case the RHS of (5.2) is positive while its LHS is negative. If $3 \leq i \leq q$ we have

$$
(q - 1)^{i-1} = \sum_{k=0}^{i-1} \binom{i-1}{k} (-1)^k q^{i-1-k}
$$

and therefore (5.2) holds if and only if

$$
\sum_{k=2}^{i-1} \binom{i-1}{k} (-1)^k q^{i-1-k} > 0.
$$

In order to prove the latter inequality, it suffices to show that

$$
\binom{i-1}{k} q^{i-1-k} > \binom{i-1}{k+1} q^{i-2-k} \quad \text{for } k \text{ even and } 2 \leq k \leq i - 2.
$$

(5.3)
This is equivalent to $q > \frac{i-1-k}{k+1}$, which is true under our assumptions.

In our next result we formalize the connection between $\dim(P)$ and the value of $\delta_q(X, k, P)$. More precisely, we study the average value of $\delta_q(X, k, P)$, as $P$ ranges over all the subsets $P \subseteq G_q(X, 1)$ having prescribed cardinality and dimension of the span.

Notation 5.3. For integers $2 \leq \rho \leq N$ and $\rho \leq \ell \leq (q^\rho - 1)/(q - 1)$, we let

$$
\hat{\delta}_q(N, k, \ell, \rho) := \frac{\sum_{P \subseteq G_q(X, 1) \mid |P| = \ell, \dim(P) = \rho} \delta_q(X, k, P)}{|\{P \subseteq G_q(X, 1) \mid \dim(P) = \rho, \ |P| = \ell\}|}
$$

denote the average density of the $k$-dimensional subspaces of $X$ that distinguish a point set $P$, as $P$ ranges over all point sets of size $\ell$ and rank $\rho$. Clearly, the choice of $X$ is irrelevant.

We will give a closed formula for the average defined in Notation 5.3. We start by introducing the following quantity.
Notation 5.4. For integers $2 \leq \rho \leq N$, $1 \leq s \leq N$ and $\rho \leq \ell \leq (q^\rho - 1)/(q - 1)$, let
\[
\lambda_q(N, s, \ell, \rho) := \sum_{i=0}^{\rho} (-1)^{\rho-i} q^{(q-1)i} \binom{q^{\rho-i}}{q-1} \binom{q^{\rho-i}}{\ell} \binom{q^{\rho-i}}{s} \binom{q^{\rho-i}}{t} q^{(s-t)(i-t)}.
\]
The following theorem is the main result of this section.

Theorem 5.5. Let $2 \leq \rho \leq N$ and $\rho \leq \ell \leq (q^\rho - 1)/(q - 1)$ be integers. We have
\[
\hat{\delta}_q(N, k, \ell, \rho) = \frac{\lambda_q(N, k, \ell, \rho)}{\lambda_q(N, 0, \ell, \rho)}.
\]

The proof of Theorem 5.5 relies on the following technical result, which gives the quantity introduced in Notation 5.4 a precise combinatorial significance.

Lemma 5.6. Let $2 \leq \rho \leq N$ and $\rho \leq \ell \leq (q^\rho - 1)/(q - 1)$ be integers. Let $V \subseteq X$ be a subspace of dimension $1 \leq s \leq N$. The number of point sets $P \subseteq G_q(X, 1)$ with $\dim(P) = \rho$, $|P| = \ell$, and such that $V$ distinguishes $P$ is $\lambda_q(N, s, \ell, \rho)$.

Proof. We will use Möbius inversion in the lattice of subspaces of $X$; see [45, Chapter 3] for a general reference. For a subspace $W \subseteq X$, define
\[
f(W) := |\{P \subseteq \mathcal{G}_q(X, 1) \mid \langle P \rangle = W, |P| = \ell\}|,
g(W) := \sum_{W' \subseteq W} f(W').
\]
It follows from the definitions that
\[
g(W) = \binom{q^\rho - q}{q-1}, \quad \text{if } i = \dim(W) \text{ and } t = \dim(W \cap V). \tag{5.4}
\]
By applying Möbius inversion, we can compute the desired quantity as
\[
\sum_{W \subseteq X} f(W) = \sum_{\dim(W) = \rho} \sum_{W' \subseteq W} g(W') \mu(W', W),
\]
where $\mu$ is the Möbius function of the lattice of subspaces of $X$; see for instance [45, Example 3.10.2]. Using (5.4), after straightforward computations one gets
\[
\sum_{\dim(W) = \rho} f(W) = \sum_{i=0}^{\rho} \sum_{t=0}^{\ell} \binom{q^\rho - q}{q-1} (-1)^{\rho-i} q^{(q-1)i} h(i, t), \tag{5.5}
\]
where
\[
h(i, t) = |\{(W, W') \mid W' \subseteq W \subseteq X, \dim(W) = \rho, \dim(W') = i, \dim(W' \cap V) = t\}|.
\]
The latter quantity can be computed with the aid of [6, Lemma 1] as
\[
h(i, t) = \binom{q^\rho - q}{q-1} \binom{q^\rho - q}{q-1} \binom{q^\rho - q}{q-1} \binom{q^\rho - q}{q-1} g^{(s-t)(i-t)}.
\]

Proof of Theorem 5.5. We count in two ways the elements of the set
\[
\{(P, V) \mid P \subseteq \mathcal{G}_q(X, 1), \dim(P) = \rho, |P| = \ell, V \in \mathcal{G}_q(X, k), V \text{ distinguishes } P\}
\]
and use Lemma 5.6, obtaining
\[
\sum_{\dim(P) = \rho, |P| = \ell} \binom{q^\rho - q}{q-1} \delta_q(X, k, P) = \binom{q^\rho - q}{q-1} \lambda_q(N, k, \ell, \rho).
\]
Dividing both sides of the previous identity by $\binom{q^\rho - q}{q-1} \lambda_q(N, k, \ell, \rho)$ gives the desired expression for $\hat{\delta}_q(N, k, \ell, \rho)$.
Determining the exact connection between \( \rho \) and \( \hat{\delta}_q(N, k, \ell, \rho) \) seems to be a challenging task in general. We propose a detailed study of this connection in an example, which also reflects the general behaviour we observed in computer experiments.

**Example 5.7.** Let \((q, N, k) = (2, 10, 6)\). We want to study the value of \( \hat{\delta}_q(N, k, \ell, \rho) \) as a function of \( \rho \). We fix an ambient space \( X \) of dimension \( N \) for convenience (as already stated, the choice of \( X \) is irrelevant). We take \( \ell = (q^{N-k+1} - 1)/(q - 1) = (2^{10-6+1} - 1)/(2-1) = 2^5 - 1 \), which is the number of 1-dimensional subspaces of a subspace of \( X \) with dimension \( N - k + 1 \).

The values of \( \delta_q(10, 6, 2^5 - 1, \rho) \) are as follows (truncated after four decimal digits):

| \( \rho \) | \( \hat{\delta}_q(10, 6, 2^5 - 1, \rho) \) |
|---|---|
| 10 | 0.1352 |
| 9  | 0.1333 |
| 8  | 0.1295 |
| 7  | 0.1211 |
| 6  | 0.1003 |
| 5  | 0.0000 |

The data show that the average density of the spaces distinguishing a point set of a given cardinality decreases with the dimension of the space spanned by the point set.

It is no surprise that the value corresponding to \( \rho = 5 \) is 0. Indeed, a point set \( P \) of size \( \ell = 2^5 - 1 \) and \( \dim(P) = 5 \) is necessarily the set of 1-dimensional subspaces of a 5-dimensional space, and there is no 6-dimensional space distinguishing such a point set \( P \). Interestingly, lowering the value of \( \ell \) by just 1 is enough for point sets \( P \) having spaces distinguishing it. Indeed, we have

\[
\delta_q(10, 6, 2^5 - 2, 5) > 0.
\]

### 5.1. Points, Hyperplanes, and Hamming-Metric Codes

In this subsection we concentrate on the Critical Problem in the case where \( k = N - 1 \) and \( \dim(P) = N \). In other words, we are interested in counting the number of hyperplanes distinguishing a point set spanning the entire ambient space \( X \).

There is an interesting connection between the instance of the Critical Problem we just described and the theory of Hamming-metric codes, which we now illustrate.

**Definition 5.8.** A (Hamming-metric) block code of length \( \ell \) and dimension \( N \) is a subspace \( C \subseteq \mathbb{F}_q^\ell \) of dimension \( N \). Its elements are called codewords. The dual of \( C \) is the block code \( C^\perp = \{ y \in \mathbb{F}_q^\ell \mid y \cdot x^\top = 0 \text{ for all } x \in C \} \). Its dimension is \( \ell - N \).

The Hamming weight of a vector \( x \in \mathbb{F}_q^\ell \) is the integer \( \omega(x) = |\{ i \mid x_i \neq 0 \}| \). For a block code \( C \) and an integer \( j \), we let \( W_j(C) \) denote the number of vectors \( x \in C \) with \( \omega(x) = j \). The sequence \( (W_j(C))_j \) is the **weight distribution** of \( C \).

**Definition 5.9.** Let \( P \subseteq G_q(X, 1) \) be a point set such that \( \dim(P) = N \) and fix an isomorphism \( X \cong \mathbb{F}_q^N \). Let \( \ell = |P| \) and write \( P = \{ P_1, \ldots, P_\ell \} \). For all \( i \in \{1, \ldots, \ell\} \), fix a non-zero vector \( p_i \in \mathbb{F}_q^N \) that spans \( P_i \). Finally, let \( G \in \mathbb{F}_q^{N \times \ell} \) be the matrix whose columns are \( p_1, \ldots, p_\ell \).

Since \( \dim(P) = N \), we have that \( G \) has rank \( N \). The row-space of \( G \) is a block code of length \( \ell \) and dimension \( N \), which we denote by \( C_P \) and call associated to \( P \).

Note that the block code \( C_P \) defined above is not unique. It depends on the choice of the isomorphism \( X \cong \mathbb{F}_q^N \), on the order of the \( P_i \)'s, and on the choice of the \( p_i \)'s. However, it is not difficult to see (and very well known in coding theory) that the weight distributions of \( C_P \) and \( C_P^\perp \) do not depend on any of these choices.

Let the kernel of \( x \in \mathbb{F}_q^N \) be defined as \( \ker(x) := \{ y \in \mathbb{F}_q^N \mid y \cdot x^\top = 0 \} \). All hyperplanes \( H \leq \mathbb{F}_q^N \) are of the form \( H = \ker(x) \) for some non-zero vector \( x \in \mathbb{F}_q^\ell \). Moreover, \( x \) is unique up to multiplication by a non-zero field element. It follows from the definitions that for a non-zero vector \( x \in \mathbb{F}_q^N \) the following are equivalent:

- \( x \) is a hyperplane distinguishing \( P \);
- \( x \cdot G \) is a vector of non-zero entries, i.e., of Hamming weight \( \ell \).

Since \( G \) has rank \( N \), the map \( \mathbb{F}_q^N \to \mathbb{F}_q^\ell \) defined by \( x \mapsto x \cdot G \) is injective. Therefore all of this establishes the following result.
Proposition 5.10. Let \( P \subseteq G_q(X, 1) \) be a point set with \( \dim(P) = N \) and let \( C_P \) be a block code associated to \( P \). Let \( \ell = |P| \). Then

\[
\delta_q(X, N - 1, P) = \frac{W_q(C_P)}{q^N - 1}.
\]

Therefore, the Critical Problem for \( k = N - 1 \) (hyperplanes) is equivalent to the problem of computing the number of codewords of maximum weight in a block code. This connection allows us to solve the Critical Problem in some special instances by using coding theory results.

Proposition 5.11. Let \( P \subseteq G_q(X, 1) \) be an arc in \( X \), i.e., a point set in which every \( N \) elements span \( X \). Let \( \ell = |P| \). Then

\[
\delta_q(X, N - 1, P) = \frac{q - 1}{q^N - 1} \sum_{j=0}^{N-1} (-1)^j \binom{\ell - 1}{j} q^{N-j-1}.
\]  

(5.6)

Proof. By construction, \( C_P \) is a so-called MDS code; see [20, Section 7.4]. Its weight distribution is known and can be found in [20, Theorem 7.4.1]. In this paper, we find the expression of [20, Exercise 392(b)] more helpful in our analysis. Combining that expression with Proposition 5.10 gives the desired formula.

It is a long-standing conjecture that the largest size of an arc in an \( N \)-dimensional space \( X \) over \( \mathbb{F}_q \) is \( q + 1 \) (except possibly when \( q \) is even and \( N \in \{3, q-1\} \), in which case the maximum value is \( q + 2 \)). This is the famous MDS Conjecture. It is therefore natural to compare the density value computed in Proposition 5.11 for \( \ell = q + 1 \) and \( \delta_q(N, N - 1, q + 1) \), in the limit as \( q \) tends to infinity. Indeed, the latter is the average density of the hyperplanes distinguishing a uniformly random point set of size \( q + 1 \). It easily follows from Proposition 4.5 that

\[
\delta_q(N, N - 1, q + 1) \sim 1/e \quad \text{as} \; q \to +\infty.
\]

(5.7)

It remains to compute the asymptotics of (5.6) for \( \ell = q + 1 \) and \( q \) large. Using Stirling’s approximation we find

\[
\binom{q}{j} \sim \frac{q^j}{j!} \quad \text{as} \; q \to +\infty,
\]

from which we conclude that

\[
\frac{q - 1}{q^N - 1} \sum_{j=0}^{N-1} (-1)^j \binom{\ell - 1}{j} q^{N-j-1} \sim \sum_{j=0}^{N-1} (-1)^j j! \quad \text{as} \; q \to +\infty.
\]

(5.8)

Remark 5.12. We compare (5.7) and (5.8). The quantity on the RHS of (5.8) is extremely close to \( 1/e \) (for example, for \( N = 10 \) the difference between the two quantities in absolute value is smaller than \( 10^{-6} \)). In particular, the previous discussion shows that a uniformly random point set of cardinality \( q + 1 \) behaves like an arc, in the limit as \( q \to +\infty \), with respect to the density of hyperplanes distinguishing it.

It is natural to ask whether arcs maximize the number of distinguishing hyperplanes among all sets of a certain cardinality. The answer to this question is negative in general. In fact, in the next example we show how one can explicitly construct point sets having more distinguishing hyperplanes than arcs.

Example 5.13. Let \( \ell \leq q - 1 \) and consider a matrix \( G \) of the form

\[
G = \begin{pmatrix}
0 & \cdots & \cdots & 0 \\
G' & \vdots & \vdots & 0 \\
0 & \cdots & \cdots & 0 & 1
\end{pmatrix} \in \mathbb{F}_q^{N \times \ell},
\]

where the spans of the columns of \( G' \) form an arc in \( \mathbb{F}_q^{N-1} \). Let \( P \subseteq G_q(\mathbb{F}_q, 1) \) be the point set defined by the spans of the columns of \( G \). By definition, \( C_P \) is the row-space of \( G \). Moreover,
the row-space of $G'$ is an MDS code. Therefore, again by [20, Exercise 392(b)], the number of vectors of Hamming weight $\ell - 1$ in the row-space of $G'$ is given by

$$(q - 1) \sum_{j=0}^{N-2} (-1)^j \binom{\ell - 2}{j} q^{N-j-2}. $$

As a consequence, the number of vectors in $C_P$ of Hamming weight $\ell$ is

$$(q - 1) \cdot (q - 1) \sum_{j=0}^{N-2} (-1)^j \binom{\ell - 2}{j} q^{N-j-2} = (q - 1)^2 \sum_{j=0}^{N-2} (-1)^j \binom{\ell - 2}{j} q^{N-j-2}$$

and by Proposition 5.10 we have

$$\delta_q(F_q^N, N - 1, P) = \frac{(q - 1)^2}{q^{N-1}} \sum_{j=0}^{N-2} (-1)^j \binom{\ell - 2}{j} q^{N-j-2}. \quad (5.9)$$

Tedious computations show that the difference between (5.9) and the expression in Proposition 5.11 is

$$\frac{q - 1}{q^{N-1}} (-1)^N \binom{\ell - 2}{N - 1},$$

which is positive whenever $N$ is even and $\ell \geq N + 1$. This shows that, under those assumptions, the point set $P$ constructed in this example has more distinguishing hyperplanes than an arc of the same cardinality.

6. OTHER DENSITY FUNCTIONS OF RANK-METRIC CODES

In this section we investigate the density functions of some special families of rank-metric codes. The section is overall divided into four subsections, each of which concentrates on particular code parameters, or on constraints imposed on the matrices (symmetric, alternating, and Hermitian). More details about the results can be found at the beginning of each subsection.

6.1. SQUARE CODES AND TENSORS. We compute the exact value of the density function of 2-dimensional, full-rank, $n \times n$ codes. We then observe that its asymptotics for both $q$ and $n$ large coincides with the asymptotic density of $2 \times n$ full-rank MRD codes. Finally, we explain this analogy by connecting rank-metric codes having certain parameters with 3-dimensional tensors.

In the proof of Theorem 6.2 below we will need the asymptotics of the number of spectrum-free matrices in $F_q^{n \times n}$, $s_q(n)$, both for $q \to +\infty$ and for $n \to +\infty$; see (1.2) for the definition of $s_q(n)$. These were obtained in [3, Theorem VII.1] and read as follows:

$$\lim_{q \to +\infty} \frac{s_q(n)}{q^{n^2}} = \frac{n}{1!} \sum_{i=0}^{n} \frac{(-1)^i}{i!}, \quad \lim_{n \to +\infty} \frac{s_q(n)}{q^{n^2}} = \prod_{i=1}^{\infty} \left(1 - \frac{1}{q^i}\right)^q. \quad (6.1)$$

**Remark 6.1.** We have $s_q(n) = |\{M \in F_q^{n \times n} \mid \det(\lambda I + M) \neq 0 \text{ for all } \lambda \in F_q\}|$, where $I \in F_q^{n \times n}$ denotes the identity matrix. Moreover, it is easy to check that we even have

$$s_q(n) = |\{M \in F_q^{n \times n} \mid \det(\lambda N + M) \neq 0 \text{ for all } \lambda \in F_q\}| \quad (6.2)$$

for any invertible matrix $N \in F_q^{n \times n}$.

We can now compute the exact density of 2-dimensional $n \times n$ full-rank codes and its asymptotics as $q$ and $n$ grow.

**Theorem 6.2.** We have

$$s_q^{rk}(n \times n, 2, n) = \frac{s_q(n) \prod_{i=0}^{n-1} (q^n - q^i)}{(q^{n^2} - 1)(q^{n^2} - q)}. $$
In particular, 
\[
\lim_{q \to +\infty} \delta_q(n \times n, 2, n) = \sum_{i=0}^{n} \frac{(-1)^i}{i!},
\]
\[
\lim_{n \to +\infty} \delta_q(n \times n, 2, n) = \prod_{i=1}^{\infty} \left(1 - \frac{1}{q}\right)^{q+1}.
\]

**Proof.** Let \( B = B_q^{\times k}(n \times n, 1) \) and consider the following set:
\[
\mathfrak{A} := \{(C, D) \mid D \leq C \leq F_q^{n \times n}, \dim(C) = 2, \dim(D) = 1, C \text{ distinguishes } B\}.
\]
On the one hand we have
\[
|\mathfrak{A}| = |\{C \leq F_q^{n \times n} \mid \dim(C) = 2, C \text{ distinguishes } B\}| \cdot \bin_q(2, 1).
\]
On the other hand,
\[
|\mathfrak{A}| = \sum_{\substack{D \leq F_q^{n \times n} \\text{dim}(D) = 1}} |\{C \leq F_q^{n \times n} \mid \dim(C) = 2, D \leq C, C \text{ distinguishes } B\}|.
\]
Let
\[
\mathfrak{B} := \{(C, N) \mid C \leq F_q^{n \times n}, \dim(C) = 2, N \in C \setminus \{0\}, C \text{ distinguishes } B\}
\]
and define \( \varphi : \mathfrak{B} \to \mathfrak{A} \) by \( \varphi(C, N) := \langle C, \langle N \rangle \rangle \) for all \((C, N) \in \mathfrak{B}\). It is easy to check that \( \varphi \) is well-defined and surjective. Moreover, \( |\varphi^{-1}(C, D)| = q - 1 \) for all \( (C, D) \in \mathfrak{A} \), because \( |D \setminus \{0\}| = q - 1 \) and every \( N \in D \setminus \{0\} \) satisfies \( \varphi(C, N) = (C, D) \). All of this yields
\[
\sum_{\substack{D \leq F_q^{n \times n} \\text{dim}(D) = 1}} |\{C \leq F_q^{n \times n} \mid \dim(C) = 2, D \leq C, C \text{ distinguishes } B\}| = \frac{1}{q - 1} \sum_{N \in F_q^{n \times n} \\text{det}(N) \neq 0} |\{C \leq F_q^{n \times n} \mid \dim(C) = 2, N \in C, C \text{ distinguishes } B\}|. \tag{6.3}
\]
Now fix an invertible matrix \( N \in F_q^{n \times n} \) and define the sets
\[
\mathfrak{C} = \{M \in F_q^{n \times n} \mid \det(\lambda N + M) \neq 0 \text{ for all } \lambda \in F_q\},
\]
\[
\mathfrak{D} = \{C \leq F_q^{n \times n} \mid \dim(C) = 2, \langle N \rangle \leq C, C \text{ distinguishes } B\}.
\]
Moreover, let \( \psi : \mathfrak{C} \to \mathfrak{D} \) be the map defined by \( \psi : M \mapsto (M, N) \) for all \( M \in \mathfrak{C} \). One can check that \( \psi \) is well-defined and surjective. Moreover, for all \( C \in \mathfrak{D} \) we have \( |\psi^{-1}(C)| = q^2 - q \). We have \( |\mathfrak{C}\langle\langle N\rangle\rangle| = q^2 - q \), and since \( C \) distinguishes \( B \), each \( M \in C\langle\langle N\rangle\rangle \) is in \( \mathfrak{C} \). Therefore, for all invertible matrices \( N \in F_q^{n \times n} \) we have
\[
|\{C \leq F_q^{n \times n} \mid \dim(C) = 2, N \in C, C \text{ distinguishes } B\}| = \frac{|\{M \in F_q^{n \times n} \mid \det(\lambda N + M) \neq 0 \text{ for all } \lambda \in F_q\}|}{q^2 - q}. \tag{6.4}
\]
To conclude the proof, we combine Remark 6.1 with Equations (6.3) and (6.4), obtaining
\[
|\mathfrak{A}| = \frac{1}{q - 1} \sum_{N \in F_q^{n \times n} \\text{det}(N) \neq 0} \frac{s_q(n)}{q^2 - q} = \frac{s_q(n)}{q(q - 1)^2} \prod_{i=0}^{n-1} (q^n - q^i).
\]
Using the following identity (see e.g. [2, Section 3])
\[
\bin_q(a, b) \bin_q(b, r) = \bin_q(a, r) \bin_q(a - r, a - b), \tag{6.5}
\]
we compute the desired density as
\[
\delta_q^{(k)}(n \times n, 2, n) = \frac{2^n}{\text{bin}_q(2,1)\text{bin}_q(n^2, 2)} = \frac{s_q(n) \cdot \prod_{i=1}^{n-1} (q^n - q^i)}{q(q-1)^2 \text{bin}_q(n^2, 1)\text{bin}_q(n^2 - 1, 1)} = \frac{s_q(n) \prod_{i=1}^{n-1} (q^n - q^i)}{q(q^n^2 - 1)(q^{n^2-1} - 1)}.
\]

Finally, the two asymptotic estimates in the theorem are straightforward consequences of (6.1) and the fact that
\[
\prod_{i=0}^{n-1}(q^n - q^i) = q^{n^2} \prod_{i=1}^{n-1} (1 - q^{-i}) \sim \prod_{i=1}^{\infty} \left(1 - \frac{1}{q^i}\right) \text{ as } n \to +\infty.
\]

It is interesting to observe that the asymptotic estimates of \(\delta_q^{(k)}(n \times n, 2, n)\) in Theorem 6.2 are the same as the asymptotic estimates of \(\delta_q^{(k)}(2 \times n, n, 2)\) in [3] both as \(q \to +\infty\) and \(n \to +\infty\); see Theorem 1.7. The next result shows that this fact is not a coincidence. Indeed, the two density functions can be related by considering tensors.

**Theorem 6.3.** Let \(1 \leq r \leq n\). We have
\[
\frac{\delta_q^{(k)}(r \times n, n, r)}{\delta_q^{(k)}(n \times n, r, n)} = \frac{|\text{GL}_r(q)| \text{ bin}_q(n^2, r)}{|\text{GL}_n(q)| \text{ bin}_q(rn, n)}.
\]

Moreover, we have
\[
\lim_{q \to +\infty} \frac{\delta_q^{(k)}(r \times n, n, r)}{\delta_q^{(k)}(n \times n, r, n)} = \lim_{n \to +\infty} \frac{\delta_q^{(k)}(r \times n, n, r)}{\delta_q^{(k)}(n \times n, r, n)} = 1.
\]

**Proof.** Following the proof of [42, Theorem 4], an \(n\)-dimensional subspace of \(\mathbb{F}_q^{n \times n}\) defines \(|\text{GL}_n(q)|\) different \(r \times n \times n\) tensors; one for each ordered basis of the subspace. Similarly, a \(r\)-dimensional subspace of \(\mathbb{F}_q^{n \times n}\) defines \(|\text{GL}_r(q)|\) different \(r \times n \times n\) tensors. As proved in [42, Theorem 4], the set of tensors obtained from \(n\)-dimensional subspaces of \(\mathbb{F}_q^{n \times n}\) with minimum rank-distance \(r\) coincides with the set of tensors obtained from \(r\)-dimensional subspaces of \(\mathbb{F}_q^{n \times n}\) with minimum rank-distance \(n\). Counting the number of such tensors in two ways gives the identity in the statement.

The first limit immediately follows from the asymptotic estimate of the \(q\)-binomial coefficient and the fact that \(|\text{GL}_a(q)| \sim q^{a^2}\) as \(q \to +\infty\) for all positive integers \(a\). To compute the second limit, note that
\[
\text{GL}_a(q) = \prod_{i=0}^{a-1} (q^a - q^i) = q^{a^2} \prod_{i=1}^a \left(1 - \frac{1}{q^i}\right) = \frac{q^{a^2}}{\pi(q, a)}.
\]

By (1.3) and (1.4) we have
\[
|\text{GL}_r(q)| \text{ bin}_q(n^2, r) \sim \frac{\pi(q, r)q^{r(n^2-r)+r^2}}{\pi(q, r)} = q^{rn^2} \text{ as } n \to +\infty,
\]
\[
|\text{GL}_n(q)| \text{ bin}_q(rn, n) \sim \frac{\pi(q)q^{(rn-n)+n^2}}{\pi(q)} = q^{rn^2} \text{ as } n \to +\infty,
\]
which together establish the second limit. \(\square\)

### 6.2. Symmetric Codes

In this subsection we give bounds on the number of symmetric codes with a focus on the asymptotic behaviour of their density as the field size \(q\) tends to infinity. We also discuss the connection of the obtained results with the theory of semifields.

**Definition 6.4.** A rank-metric code \(C \subseteq \mathbb{F}_q^{n \times n}\) is called **symmetric** if all matrices \(M \in C\) are symmetric. We denote the \(\mathbb{F}_q\)-space of \(n \times n\) symmetric matrices over \(\mathbb{F}_q\) by \(\text{Sym}_n(q)\).

Clearly, \(\text{Sym}_n(q)\) is a vector space of dimension \(n(n+1)/2\) over \(\mathbb{F}_q\). Furthermore the following holds.
**Theorem 6.5** ([38, Theorem 3.3]). Let $C \leq \text{Sym}_n(q)$ be a symmetric rank-metric code of minimum distance $d$. We have
\[
\dim(C) \leq \begin{cases} 
  n(n - d + 2)/2 & \text{if } n - d \text{ is even,} \\
  (n + 1)(n - d + 1)/2 & \text{if } n - d \text{ is odd.} 
\end{cases}
\]

In [38, Section 4], and more recently in [28, 48], constructions of codes whose dimensions meet the bounds of Theorem 6.5 were provided, showing in particular that the bounds of Theorem 6.5 are sharp. We call symmetric rank-metric codes attaining these bounds symmetric MRD codes.

**Remark 6.6.** Linear full-rank symmetric MRD codes correspond to commutative semifields (also called symplectic semifields) with center containing $\mathbb{F}_q$. However, as also noted in [43, Section 7], such a correspondence is not direct since if $(\mathbb{F}_q^n, +, *)$ is a commutative semifield, then the associated MRD code is not necessarily contained in $\text{Sym}_n(q)$. Nevertheless, one can apply some operations (namely the transposition, see [26, Section 1.4]) on $(\mathbb{F}_q^n, +, *)$ in such a way that the associated MRD code is contained in $\text{Sym}_n(q)$.

In the rest of this section we will repeatedly use [18, Theorem 4.2], which helps with understanding the asymptotic behaviour of codes with minimum distance bounded from below. In order to apply this result, we need the asymptotic size of the ball in $\text{Sym}_n(q)$ of a given radius.

**Lemma 6.7** ([9, Theorem 3]). Let $0 \leq i \leq n$ be an integer. We have
\[
|\{M \in \text{Sym}_n(q) \mid \text{rk}(M) = i\}| = \prod_{s=1}^{\lfloor i/2 \rfloor} \frac{q^{2s}}{q^{2s} - 1} \prod_{s=0}^{i-1} (q^{n-s} - 1).
\]

Clearly, summing the formula in Lemma 6.7 over the numbers between 0 and $r$ gives the ball of radius $r$ in $\text{Sym}_n(q)$.

Similarly to Notation 1.5, we denote by $\delta_q^{\text{Sym}}(n \times n, k, d)$ the proportion of $k$-dimensional codes in $\text{Sym}_n(q)$ of minimum distance at least $d$ within the set of $k$-dimensional codes in $\text{Sym}_n(q)$.

**Corollary 6.8.** Let $0 \leq r \leq n$ be an integer. We have
\[
|\{M \in \text{Sym}_n(q) \mid \text{rk}(M) \leq r\}| \sim q^{nr-r(r-1)/2} \quad \text{as } q \to +\infty.
\]

**Proof.** We have
\[
\prod_{s=1}^{\lfloor i/2 \rfloor} \frac{q^{2s}}{q^{2s} - 1} \prod_{s=0}^{i-1} (q^{n-s} - 1) \sim q^{ni-i(i-1)/2} \quad \text{as } q \to +\infty.
\]

The map $i \mapsto ni - i(i - 1)/2$ attains its maximum at $i = r$ over the set $\{0, \ldots, r\}$ and the maximum is $nr - r(r - 1)/2$.

By combining Corollary 6.8 with [18, Theorem 4.2] we obtain the following result.

**Theorem 6.9.** Let
\[
1 \leq k \leq \begin{cases} 
  n(n - d + 2)/2 & \text{if } n - d \text{ is even,} \\
  (n + 1)(n - d + 1)/2 & \text{if } n - d \text{ is odd.}
\end{cases}
\]

We have
\[
\delta_q^{\text{Sym}}(n \times n, k, d) \in O \left(q^{n(n+1)/2-k+1-n(d-1)+(d-1)(d-2)/2}\right) \quad \text{as } q \to +\infty.
\]

Moreover,
\[
\lim_{q \to +\infty} \delta_q^{\text{Sym}}(n \times n, k, d) = \begin{cases} 
  1 & \text{if } k < \frac{n(n+1)}{2} + 1 - n(d - 1) + \frac{(d-1)(d-2)}{2}, \\
  0 & \text{if } k > \frac{n(n+1)}{2} + 1 - n(d - 1) + \frac{(d-1)(d-2)}{2}.
\end{cases}
\]

In particular,
\[
\delta_q^{\text{Sym}}(n \times n, n, n) \in O \left(q^{-n+2}\right) \quad \text{as } q \to +\infty.
\]
Remark 6.10. In [22], as noted in Remark 3.18, it was shown that for \( q \) even there are a large number of isometry classes of semifields of order \( q^n \). In fact, the semifields constructed in order to prove this result are all commutative, and thus correspond to \( \mathbb{F}_q \)-linear full-rank symmetric MRD codes, giving a lower bound for the density. The recent paper [17] constructs large families of commutative semifields in the case where \( q \) is odd. However, the interesting growth of these constructions is for fixed \( q \) and increasing \( n \), whereas our results above addresses fixed \( n \) and increasing \( q \). There remains a wide gap between the sparseness results above and the lower bounds from these constructions.

6.3. Alternating Codes. In this subsection we study the asymptotic behaviour of the density function of alternating rank-metric codes as \( q \to +\infty \). We start by giving the needed definitions and formulas.

Definition 6.11. A matrix \( M \in \mathbb{F}_q^{n \times n} \) is alternating, or skew-symmetric, if for all \( 1 \leq i, j \leq n \) we have \( M_{ij} = -M_{ji} \) and \( M_{ii} = 0 \). A rank-metric code \( C \subseteq \mathbb{F}_q^{n \times n} \) is called alternating if every \( M \in C \) is alternating. We denote the \( \mathbb{F}_q \)-space of \( n \times n \) alternating matrices over \( \mathbb{F}_q \) by \( \text{Alt}_n(q) \).

Note that \( \text{Alt}_n(q) \) is a vector space of dimension \( n(n-1)/2 \) over \( \mathbb{F}_q \). Furthermore the following holds.

Theorem 6.12 ([14, Theorem 4]). Let \( C \subseteq \text{Alt}_n(q) \) be an alternating rank-metric code of minimum distance \( 2e \) and let \( t = \lfloor n/2 \rfloor \). We have
\[
\dim(C) \leq \frac{n(n-1)}{2t}(t - e + 1).
\]

We call the alternating codes attaining the bound of Theorem 6.12 alternating MRD codes. In [14], alternating MRD codes were shown to exist for \( n \) odd and any \( q \), or for \( n \) even and \( q \) even.

Analogously to Subsection 6.2 we denote by \( \delta_q^{\text{Alt}}(n \times n, k, d) \) the proportion of \( k \)-dimensional codes in \( \text{Alt}_n(q) \) of minimum distance at least \( d \) within the set of \( k \)-dimensional codes in \( \text{Alt}_n(q) \). Note that alternating matrices necessarily have even rank (see e.g. [19, Section 10.3]) and thus it only makes sense to consider minimum distance \( d = 2e \) for some non-negative integer \( e \). We have the following formula for the number of alternating matrices of a given rank.

Lemma 6.13 ([37, Proposition 62]). Let \( 0 \leq i \leq n \) be an integer. We have
\[
|\{M \in \text{Alt}_n(q) \mid \text{rk}(M) = i\}| = \text{bin}_q(n, i) \sum_{s=0}^{i} (-1)^{i-s} q^{(3^2) + (2^s)} \text{bin}_q(i, s).
\]

It is easy to see that if \( i \) is odd, then the formula given in Lemma 6.13 is equal to 0.

Corollary 6.14. Let \( 0 \leq r \leq n \) be an integer. We have
\[
|\{M \in \text{Alt}_n(q) \mid \text{rk}(M) \leq r\}| \sim \begin{cases} q^{n-r(r+1)/2} & \text{if } r \text{ is even}, \\ q^{(r-1)n-(r-1)r/2} & \text{if } r \text{ is odd} \end{cases}, \quad \text{as } q \to +\infty.
\]

Proof. Let \( 0 \leq i \leq r \) be an integer. For all \( s \in \{0, \ldots, n\} \) we have
\[
(-1)^{i-s} q^{(3^2) + (2^s)} \text{bin}_q(i, s) \sim (-1)^{i-s} q^{i(i-1)/2} \quad \text{as } q \to +\infty.
\]

In particular,
\[
\text{bin}_q(n, i) \sum_{s=0}^{i} (-1)^{i-s} q^{(3^2) + (2^s)} \text{bin}_q(i, s) \sim \begin{cases} q^{(n-i) + i(i-1)/2} & \text{if } i \text{ is even}, \\ 0 & \text{if } i \text{ is odd} \end{cases}, \quad \text{as } q \to +\infty.
\]

Since the map \( i \mapsto i(n - i) + i(i - 1)/2 \) for \( i \in \{0, \ldots, r\} \) attains its maximum at \( i = r \), the desired result follows. \( \square \)
By Corollary 6.14 and [18, Theorem 4.2] we have the following analogue of Theorem 6.9 for the asymptotic density of alternating rank-metric codes as $q \to +\infty$.

**Theorem 6.15.** Let $2 \leq d \leq n$ be an even integer with $d = 2e$ and let $1 \leq k \leq \frac{n(n-1)}{2e}(t - e + 1)$ (where $t$ is as in Theorem 6.12). We have the following asymptotic estimate for the density of alternating rank-metric codes.

$$
\delta^\text{Alt}_q(n \times n, k, d) \in O\left(q^{n(n-1)/2-k+1-(d-2)n+(d-1)(d-2)/2}\right) \quad \text{as } q \to +\infty.
$$

Moreover, we have

$$
\lim_{q \to +\infty} \delta^\text{Alt}_q(n \times n, k, d) = \begin{cases} 
1 & \text{if } k < \frac{n(n-1)}{2} + 1 - (d-2)n + \frac{(d-1)(d-2)}{2}, \\
0 & \text{if } k > \frac{n(n-1)}{2} + 1 - (d-2)n + \frac{(d-1)(d-2)}{2}.
\end{cases}
$$

One can check that Theorem 6.15 gives the sparseness of alternating MRD codes in $\text{Alt}_n(q)$ for any minimum distance $d \geq 4$. Note that minimum distance 2 gives the trivial alternating MRD code $C = \text{Alt}_n(q)$.

### 6.4. Hermitian Codes.

Similarly to Subsection 6.2, we provide bounds for the number of Hermitian rank-metric codes and discuss their asymptotic behaviour as $q \to +\infty$. In this subsection we always work over a finite field extension $\mathbb{F}_{q^2}$ of $q^2$ elements, where $q$ is a prime power.

**Definition 6.16.** For $x \in \mathbb{F}_{q^2}$ consider the conjugation map defined by $x \mapsto x^q$. A matrix $M \in \mathbb{F}_{q^2}^{n \times n}$ is called **Hermitian** if $M = M^*$ where $M^*$ is obtained by the transposition of $M$ and by applying the conjugation map to every entry of $M$. We call an $\mathbb{F}_{q^2}$-linear code $C \subseteq \mathbb{F}_{q^2}^{n \times n}$ a **Hermitian code** if every $M \in C$ is Hermitian. We denote the $\mathbb{F}_q$-space of Hermitian matrices in $\mathbb{F}_{q^2}^{n \times n}$ by $\text{Her}_n(q^2)$.

Note that $\text{Her}_n(q^2)$ is a vector space of dimension $n^2$ over $\mathbb{F}_q$. Even though Hermitian codes consist of matrices with entries from the field extension $\mathbb{F}_{q^2}$, the linearity requirement is over the small field $\mathbb{F}_q$ (and we still emphasize it with the symbol “$\subseteq$”).

We have the following upper bound on the dimension a Hermitian rank-metric code with a given minimum distance.

**Theorem 6.17 ([39, Theorem 1]).** Let $C \subseteq \text{Her}_n(q^2)$ be a Hermitian rank-metric code. We have

$$
\dim_q(C) \leq n(n - d + 1).
$$

As before we call Hermitian rank-metric codes attaining the bound of Theorem 6.17 **Hermitian MRD** codes. Note that the existence of Hermitian MRD codes is known except for $n$ and $d$ both even and $4 \leq d \leq n - 2$; see [39, 46] for details. We denote the density function of Hermitian rank-metric codes of dimension $k$ and minimum distance bounded from below by $d$ by $\delta_q^\text{Her}(n \times n, k, d)$ (analogously to Notation 1.5).

**Lemma 6.18 ([10, Theorem 3]).** Let $0 \leq i \leq n$ be an integer. We have

$$
|M \in \text{Her}_n(q^2) \mid \text{rk}(M) = i\} = \binom{n}{i} q^{\frac{i(i-1)}{2}} \prod_{j=1}^{i} (q^j - (-1)^j).
$$

The asymptotic estimate of the Hermitian ball of radius $r$ as $q \to +\infty$ is as follows.

**Corollary 6.19.** Let $0 \leq r \leq n$ be an integer. We have

$$
|M \in \text{Her}_n(q^2) \mid \text{rk}(M) \leq r\} \sim q^{r(2n-r)} \quad \text{as } q \to +\infty.
$$

**Proof.** It is not hard to see that for all $0 \leq i \leq r$ we have

$$
\binom{n}{i} q^{\frac{i(i-1)}{2}} \prod_{j=1}^{i} (q^j - (-1)^j) \sim q^{2i(n-i)+\frac{i(i+1)}{2}+\frac{i(i+1)}{2}} = q^{2i(n-i)+i^2} \quad \text{as } q \to +\infty.
$$
The dominant term in $q$ is attained for $i = r$ over all $i \in \{0, \ldots, r\}$ and its value is $q^{(2n-r)}$.

By Corollary 6.19 and [18, Theorem 4.2] we have the following analogue of Theorem 6.9 for the asymptotic density Hermitian rank-metric codes as $q \to +\infty$.

**Theorem 6.20.** Let $1 \leq k \leq n(n-d+1)$ be an integer. We have the following asymptotic estimate for the density of Hermitian rank-metric codes:

$$\delta_{q}^{\text{Her}}(n \times n, k, d) \in O\left(q^{n^2-k+1-(d-1)(2n+d-1)}\right) \quad \text{as } q \to +\infty.$$  

Moreover, we have

$$\lim_{q \to +\infty} \delta_{q}^{\text{Her}}(n \times n, k, d) = \begin{cases} 1 & \text{if } k < n^2 + 1 - (d-1)(2n + d - 1), \\ 0 & \text{if } k > n^2 + 1 - (d-1)(2n + d - 1). \end{cases}$$

Theorem 6.20 shows that Hermitian MRD codes are sparse. More precisely, it gives the following asymptotic estimate on the density function of Hermitian MRD codes:

$$\delta_{q}^{\text{Her}}(n \times n, n(n-d+1), d) \in O\left(q^{-(d-1)(n-d+1)+1}\right) \quad \text{as } q \to +\infty.$$  

**Remark 6.21.** It is interesting to observe that the asymptotic bound on the density function of Hermitian MRD codes is the same as the one for classical MRD codes (see Theorem 1.9), even though the existence for Hermitian MRD codes is not known for all parameter sets (and it is well known that MRD codes exist for all parameter sets). Therefore the upper bound in [18] does not give an indication for how hard it is to show the existence of certain codes in general.
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