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Abstract: With the state-space method, many controllers can be designed optimally. LQR and LQG are two of these controllers. These two controllers are covered much in the literature. Despite this, not many works cover the ball-on-sphere system. Therefore, the research designed optimal LQR and LQG controllers for the system of ball-on-sphere and did a comparative analysis between the two. System dynamics were first investigated and then the state-space representation was obtained. Using this representation, the two controllers were designed and applied to the system for control. The control was done based on the specified desired system performance. Finally, the controllers’ performances were analyzed and compared. Results obtained showed that both controllers met the desired system performance. With $\theta_x$ is 87.14% and $\theta_y$ is 86.43% less than their respective unregulated settling times, LQR satisfied the at least 80% performance requirement more than LQG. For LQG, $\theta_x$ is 82.35% and $\theta_y$ is 82.95% less than their respective unregulated settling times. These values are less than that of LQR. It was also observed that minimizing the total control energy leads to maximizing the total transient energy but LQG maximizes the total transient energy more than LQR. Another finding was that all states played role in regulating the controller to the desired system performance. Without regulation, LQG was found to be more efficient than LQR but in general, LQR is more efficient than LQG because, in LQG, settling time (of ball’s angles) of less than 1.00 sec could not be realized. LQR is 4.79% and 3.48% more efficient than LQG in x and y directions, respectively, for the ball’s angles settling time. This research is significant because it is the first to design and do a comparative analysis of LQR and LQG controllers for the ball-on-sphere system. Therefore, bridging the existing gap in the literature is the value of this research.

Index Terms: Comparison; LQG; Ball-on-sphere; LQR; System

1. Introduction

Control media, control subject, and controlled object are components that made up a control system. Control system’s knowledge can be applied in many ways. For example, variables in devices, machines, mechanisms, etc., can
be changed or maintain by applying this knowledge. This means that, with the application of different control schemes, the devices that are being controlled could be made to attain a specified preordained ideal state [1]. Control system plays a critical function as one of the essential bedrocks of contemporary social development. Therefore, there exists a direct correlation between humans’ daily lives and control systems, which means that many applications in humans’ daily life cannot be separated from control systems. These applications include; automated aircraft landings, temperature adjustment for conditioning air, changing the lifting speed of an elevator, etc. Conversely, control systems are not restricted to only humans’ daily lives. They are commonly used in industry and, of course, scientific research [2].

The analysis of stability and dynamics of a system that is made up of an object and a ball on it has been often attempted in recent times for control purposes. These kinds of systems are widely used in the control engineering field, as well as in education, for research and industrial purposes. They include ball-on-sphere [3], ball and beam [4], ball-on-wheel [5], etc.

A laboratory experiment, that is web-based and can be accessed, in real-time, remotely, for controlling the system of ball-on-sphere is suggested in [6]. The system comprises a ball, 2 friction wheels, a sphere, and 2 motors. The motors drive the friction wheels while the friction wheels control the sphere’s rolling along the 2 horizontal axes.

So, balancing the ball on the sphere is the main objective of the control experiment and this balancing is achieved by controlling the sphere’s rolling. Due to its under-actuated, nonlinear, as well as, unstable nature, it is not an easy task to control this kind of system. Understanding the fundamental principles of control theory and nonlinear dynamics is very important. So, from an educational perspective, this system is appropriate for illustrations in class and experiments in a control laboratory to plainly illustrate and underlive these principles. There are systems whereby nonlinearity affects the controller or the plant. These systems are called nonlinear control systems [7]. The majority of physical systems are naturally nonlinear. Since it is difficult to analyze nonlinear systems, linearizing them about their equilibrium points to get a linear system, and use the linear model for analysis is the usual practice in engineering. The system of ball-on-sphere is nonlinear, so it can be linearized about its equilibrium point as per the conventional practice for simplicity of analysis and control. An equilibrium point is a point where all variables, input, and state, are zero [5]. For control design purposes, the exact dynamic is extremely difficult to analyze [8]. So, the system of ball-on-sphere is reduced to 2 separated systems of ball-and-wheel by ignoring the coupling terms that are of a higher order, whereby the control of the wheel’s angle balances the ball over the wheel’s periphery [5].

The control engineering field has a lot of fascinating and difficult facets. One of the most difficult facets of this field is balancing. There are many control systems that balancing is used as a control scheme such as the double inverted pendulum, system of ball-on-sphere, inverted pendulum, system of ball and beam, etc. [9]. Linear Quadratic Regulator (LQR) and Linear Quadratic Gaussian (LQG) controllers are two of the most popular control schemes to balance these systems.

Feedback gain is provided by LQR which is an optimal controller. The cost function can be minimized by this controller and it has been suggested for the stabilization of frequency. There might be drifting of LQR performance because of system noise existence. The LQG and LQR controllers are comparable.

With uncertainty and noise, stable performance can be provided by the LQG controller [10].

The LQR method can serve as a formidable approach to controller designing especially for complicated systems that have a strict requirement in terms of performance. The method looks for a controller that is optimal by cost function minimization [11]. The matrices \( R \), input weighting matrix, and \( Q \), state vector weighting matrix, are the parameters of the cost function. Control input is been punished by the \( R \) matrix, which is positive as well as a definite matrix, while states of the system are been punished by the \( Q \) matrix, which is a nonnegative as well as definite matrix [12]. The state-space representation of the system is used by the LQR method and, by solving the algebraic Riccati equations, an optimal control input is obtained by the method [13]. In the optimization process of an LQR, the two critical elements are the \( Q \) and \( R \) matrices. System performances are significantly affected by how these matrices' elements are made up. Even though the selection of these matrices is entirely based on the designer's performance requirement, comprehending the problem at hand, as well as experience, plays an important role [13].

Because noise, assumed to be Gaussian, is principally taking into consideration in the output equations as well as the state equations, the LQG method is considered to be a robust control method. Moreover, in the design of the controller, the noise quantitative information is used. The LQG method is based on the principle called the separation principle. According to this principle, the optimal control, which is LQR, and the optimal estimation, which is the Kalman filter, are solved independently.

This means that the Kalman filter is designed first, which gives estimated states, then these estimated states are used to design the LQR controller as if they are exactly measurable [14]. The LQG control also uses the state-space representation of systems for controller design. In the absence of the state-space representation, LQG control needs to do identification of the system based on the provided input/output data. But when there available the state-space representation of a system, system states are first estimated using the Kalman filter and then using these estimated states LQR controller is designed [15].

For a better understanding of the two controllers’ performance for the ball-on-sphere system, the two controllers are compared.
Optimal control has been around for a long time. Two of the methods of optimal design, that are presently at hand, which are continuously getting recognition are the LQR and LQG. Designing, through performance criteria minimization that is bounded quadratic integral, of a control law is the main concept behind the LQR method [16]. The optimality concept is closely related to the control design of multiple inputs multiple outputs (MIMO) systems. Optimum controllers, otherwise best possible, are called optimal controllers. Optimal controllers usually give rise to controllers that stabilize MIMO plants based on some performance criteria. This way, a design process that is automated is provided by optimal control solutions. So, the designer will only have to decide the performance criteria. One of the popular design schemes that feedback gains are provided is LQR [17]. For research and control education purposes, a lot of experimental setups have been developed, such as inverted wedge and pendulum, ball and beam, etc., in recent past decades. These setups have underactuated, nonlinear, and unstable nature.

Because of this, they are considered to be research testing grounds in nonlinear control systems [18]. One of these control laboratory experimental setups is the ball-on-sphere system.

Even though LQR and LQG are controllers that are gaining popularity in recent years, they are hardly covered in the literature for the ball-on-sphere system. To the best of the researcher’s knowledge, [19] was the first to design an optimal LQR for the ball-on-sphere system. But adaptive feedback linearization control has been covered for the system. Based on the recent review of the literature, the researcher did not come across an LQG design for the ball-on-sphere system.

To address the above-mentioned issue (lack of LQG controller design and comparative analysis of LQR and LQG controllers for the ball-on-sphere system in the literature), the research designed optimal LQR and LQG controllers for the system of ball-on-sphere and did a comparative analysis between the two. Specifically, the research derived the dynamical equations and state space of the system, designed the controllers, and compared their performance.

The paper aims to do a comparative analysis of the LQR and LQG controllers for the ball-on-sphere system.

The major research objectives relevant to the research aim are:

- To investigate the dynamics and derive the mathematical model of the system.
- To linearize the system due to its nonlinear nature.
- To derive the state space representation of the system.
- To design optimal LQR and LQG controllers by finding the relevant matrices using the trial and error method.
- To analyze and compare the performance of the two controllers for the system.

No particular method can be argued to be the best because every method has its advantages and disadvantages. The limitation of this research is that the controllers are linear while the system is nonlinear. Therefore, the linearized system gives a minimum workable system.

Broadly speaking, the research aims to achieve an at least 80% settling time less than unregulated settling time of the ball’s angle with respect to both x and y directions, zero overshoot of the ball’s angles, and all angles should settle to zero or remain very close to zero.

2. Literature Review

[20] obtained the magnetic levitation (MagLev) system’s nonlinear representation and the representation was linearized about its equilibrium point. Proportion integral derivative (PID) and LQR controllers’ gains were also derived. The approach performance was, finally, investigated using simulation. The obtained results showed that the control scheme stabilizes the ball position. It was also observed that there was significant disturbance rejection. PID and LQR performances were also examined and compared.

Aircraft lateral flight dynamics are controlled in [21] using LQR and linear feedback (LF) techniques. Due to the linear nature of the controllers, the system was linearized. Poles were placed using a pole placement scheme. Placing the poles at the location of interest finds the LF controller's feedback gain matrix, K, and stabilizes the controller's response. To find K using the LQR scheme, appropriate Q and R matrices were chosen. The lateral dynamics responses, i.e. yaw rate, slide slip angle, roll angle, and roll rate, were analyzed. Lastly, the 2 controllers’ performances were compared.

A system of an inverted pendulum (IP) is stabilized in [22] using state-based observer optimal LQG control. Based on the separation principle, first, all system states were assumed not to be fully measurable, and measurement and process noises corrupted the system thereby designing the Kalman filter. Then, a state feedback controller was designed by obtaining the control law.

The designed controller was then simulated. From the results obtained, it was observed that measurement and process noises were eliminated and the controller stabilized the system.

Double inverted pendulum (DIP)-cart system dynamics are modelled and mathematically represented in [23] where a control strategy with disturbance input is used using LQR and PID. A feedback control was used to obtain the LQR controller and the system states were given this controller. The control scheme’s simulation was done using matrix laboratory (MATLAB)/SIMULINK. Performance analysis of the 2 controllers for the DIP-cart system and doing a
A comparative study was the work’s aim. The results proved that the LQR control scheme performs better than the PID control scheme.

Robustness and closed-loop performance are determined by the choice of Q and R matrices in the design of optimal LQG control. It is a well-known fact that a system like an electro-pneumatic actuator is difficult to control. Based on the existing literature, [24] developed the LQG synthesis methodology and applied it to this system.

Kalman filter and LQR were designed in [25] by taking, system performance and measurement and random system noises, into consideration. Therefore, the controller is an LQG. Then, internal model control (IMC) controller was also integrated. The simulation results showed that parameter variation influence can be dealt with by this method. Good stability and strong robustness were also observed. The proposed strategy is suitable for engineering applications and is easy to regulate.

An LQR controller systematic design is presented in [26], which has an integral action. The controller was used to control direct current (DC)/DC converter topology. Based on the energy considerations, Q and R matrices were selected. Then, for state estimation and filtering purposes, Kalman filter was designed to have an LQG controller.

A converter’s state-space model, which has non-ideal elements, was then developed for the LQG controller’s proper operation. A discrete-time domain simulation, showing the robustness of the 2 controllers, was presented. LQR’s test results carried out in a laboratory were also shown.

Ball’s position on a beam was controlled using an LQR designed and simulated in [27]. The control was done by changing the beam’s angular position. Observer-based state feedback, since not all the system states are measurable, was applied. The LQG scheme modelling as well as simulation to control the system was done with the help of MATLAB/SIMULINK. The LQR scheme effectively stabilized the system with the sensor noises' effect in simulation. LQG and LQR performances were comparatively analyzed.

[28] presented basic theory related to LQG and LQR controllers’ design process. Tests were carried out for performance evaluation of a digital autopilot using an LQG/LQR controller. The tests considered stability requirements and different performance criteria given by the regulatory agencies. An aircraft simulation model was used to test the robustness of the design.

By considering the friction effect, [7] outlined the ball-on-sphere system’s analysis model. The bond graph technique was used to model the system. Based on the technique, proper causality assignment of dissipating elements, various subsystems, transformer elements, junction structures, storage elements, and energy exchange that make the system up were located and modelled.

3. System’s Mathematical Modelling and Dynamics

One of the important parts of the control system design process is the modelling or representing the system. To design and analyze controllers, understanding the physical system is a requirement. An accurate dynamical system's representation or model helps us in this understanding. Differential equations describe the dynamical systems' behaviour. Deriving these equations, from the laws of physics, is among the first design process stages. There are different methods of deriving these equations. The Newtonian and Lagrangian methods are the two most commonly used methods for mechanical systems. Ideally, these methods should give the same results. But the system's nature determines which of the methods is simpler for that particular system. Because the dynamic equations, of the ball-on-sphere system, are highly nonlinear and coupled, it is difficult to find the significant dynamics of the system. Therefore, dynamical equations are derived by adopting the system’s representation or model [29]-[30]. System’s parameters: R and r, which are the sphere and ball radii respectively, m is the ball mass, \( I_b \) and \( I_s \), which are the sphere and ball inertia moments respectively, \( \theta_x, \theta_y \), which are the ball and sphere angles with respect to \( y \) – direction respectively, \( \beta_x, \beta_y \), which are the ball and sphere angles with respect to \( x \) – direction respectively [31]. The system’s schema in 2-D is shown in Fig. 1. while Fig. 2. shows the ball-on-sphere system in 3-D.

Fig. 1. System’s schema in 2-D [32].
The Lagrangian method is used in deriving the equations as follows [33]:

\[ L = T - V \]  \hspace{1cm} (1)

where \( V \), \( T \), and \( L \) are the potential and kinetic energy, and the Lagrangian respectively.

\[ \frac{\partial}{\partial t} \left( \frac{\partial L}{\partial q^\dot{}_i} \right) - \frac{\partial L}{\partial q^i} = Q_i, \quad i = 1, 2, 3, 4 \]  \hspace{1cm} (2)

where \( q \) and \( Q \) are the generalized coordinate and torque, respectively.

\[
\begin{align*}
Q_1 &= 0 \\
Q_2 &= T_x \\
Q_3 &= 0 \\
Q_4 &= T_y
\end{align*}
\]  \hspace{1cm} (3)

\[
q = [\theta_x \ \beta_x \ \theta_y \ \beta_y]^T
\]  \hspace{1cm} (4)

With these assumptions [32]

- The ball is rolling, with no slipping, on the sphere.
- The sphere and ball are in contact always
- No friction effect

and from the linearized model with respect to the equilibrium point, the system can be decoupled into the following two independent subsystems

\[
\begin{align*}
\left( (R + r)m + I_b \frac{R+r}{r^2} \right) \ddot{\theta}_x + \left(-l_b \frac{R}{r^2}\right) \ddot{\beta}_x - mg \sin(\theta_x) &= 0 \\
\left(-l_b \frac{R(R+r)}{r^2}\right) \ddot{\theta}_x + \left(I_B + I_b \frac{R^2}{r^2}\right) \ddot{\beta}_x &= T_x
\end{align*}
\]  \hspace{1cm} (5)

\[
\begin{align*}
\left( (R + r)m + I_b \frac{R+r}{r^2} \right) \ddot{\theta}_y + \left(-l_b \frac{R}{r^2}\right) \ddot{\beta}_y - mg \sin(\theta_y) &= 0 \\
\left(-l_b \frac{R(R+r)}{r^2}\right) \ddot{\theta}_y + \left(I_B + I_b \frac{R^2}{r^2}\right) \ddot{\beta}_y &= T_y
\end{align*}
\]  \hspace{1cm} (6)

Thus, near the equilibrium point, the system can be separated into 2 independent systems of ball and wheel. These subsystems are independently treated and controlled by a controller individually in the \( x \) and \( y \) directions [32].

The system has 8 state variables because each of the 4 differential equations, (5) – (8), is of the second order. State variables are:

\[
x_1 = \theta_x \\
x_2 = \dot{x}_x \\
x_3 = \beta_x \\
x_4 = \dot{\beta}_x \\
x_5 = \theta_y \\
x_6 = \dot{x}_y \\
x_7 = \beta_y \\
x_8 = \dot{\beta}_y
\]  \hspace{1cm} (9)
Taking the derivative of equation (9) and using equation (4) we then get the following equation:

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= q_1 \\
\dot{x}_3 &= x_4 \\
\dot{x}_4 &= q_2 \\
\dot{x}_5 &= x_6 \\
\dot{x}_6 &= q_3 \\
\dot{x}_7 &= x_8 \\
\dot{x}_8 &= q_4
\end{align*}
\]  

(10)

Assuming \(\theta_x, \beta_x, \theta_y, \text{ and } \beta_y\), \(T_x\) and \(T_y\) to be the system’s outputs and inputs respectively. By arbitrarily naming the state variables, we get

\[
\begin{align*}
x_1 &= \theta_x \\
x_2 &= \beta_x \\
x_3 &= \theta_y \\
x_4 &= \beta_y \\
x_5 &= \dot{\theta}_x \\
x_6 &= \dot{\beta}_x \\
x_7 &= \dot{\theta}_y \\
x_8 &= \dot{\beta}_y
\end{align*}
\]  

(11)

We get, from equation (11), the first 4 state equations as:

\[
\begin{align*}
\dot{x}_1 &= x_5 \\
\dot{x}_2 &= x_6 \\
\dot{x}_3 &= x_7 \\
\dot{x}_4 &= x_8
\end{align*}
\]  

(12-15)

By taking \(\theta\) and \(\beta\) at the equilibrium point to be small, the system can be linearized [34]. This is to say, \(\sin(\theta) = \theta, \cos(\theta) = 1, \sin(\beta) = \beta, \text{ and } \cos(\beta) = 1\).

Then substituting these assumptions into equations (5) – (8) gives;

\[
\begin{align*}
a\ddot{\theta}_x + b\ddot{\beta}_x - mg\theta_x &= 0 \\
\dot{c}\theta_x + d\dot{\beta}_x &= T_x
\end{align*}
\]  

(16-17)

\[
\begin{align*}
a\ddot{\theta}_y + b\ddot{\beta}_y - mg\theta_y &= 0 \\
\dot{c}\theta_y + d\dot{\beta}_y &= T_y
\end{align*}
\]  

(18-19)

where

\[
\begin{align*}
a &= \left(R + r\right)m + l_b \frac{R + r}{r^2}, \\
b &= \left(-l_b \frac{R}{r^2}\right), \\
c &= \left(-l_b \frac{R(R + r)}{r^2}\right), \\
d &= \left(l_b + l_b \frac{R^2}{r^2}\right)
\end{align*}
\]

The 4 remaining state equations can then be expressed as

\[
\begin{align*}
\dot{x}_5 &= vx_1 - wT_x \\
\dot{x}_6 &= zx_1 - eT_x
\end{align*}
\]  

(20-21)
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\[ \dot{x}_7 = vx_3 - wT_y \]  
\[ \dot{x}_8 = zx_3 - eT_y \]  

where

\[ v = \frac{dmg}{ad - bc}, \quad w = \frac{b}{ad - bc}, \quad z = \frac{c}{bc - ad}, \quad e = \frac{a}{bc - ad} \]

In matrix form,

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3 \\
\dot{x}_4 \\
\dot{x}_5 \\
\dot{x}_6 \\
\dot{x}_7 \\
\dot{x}_8
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
v & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
z & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
v & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
z & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5 \\
x_6 \\
x_7 \\
x_8
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
0 \\
w \\
-w \\
-e \\
0 \\
-w
\end{bmatrix}
\begin{bmatrix}
T_x \\
T_y
\end{bmatrix}
\]

The output equations are;

\[ \theta_x = x_1 \]  
\[ \beta_x = x_2 \]  
\[ \theta_y = x_3 \]  
\[ \beta_y = x_4 \]

In matrix form,

\[
\begin{bmatrix}
\dot{\theta}_x \\
\dot{\beta}_x \\
\dot{\theta}_y \\
\dot{\beta}_y
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5 \\
x_6 \\
x_7 \\
x_8
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
0 \\
T_x \\
T_y \\
0 \\
0 \\
0
\end{bmatrix}
\]

Then the coefficient matrices are;

\[
A =
\begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
v & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
z & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
v & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
z & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
B =
\begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
-w \\
-e \\
0 \\
-w
\end{bmatrix}
\]
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\[ C = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \] (32)

\[ D = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix} \] (33)

4. Design of Controllers

LQR

State-space representation is used in designing the LQR, full state feedback, controller which gives an optimal control. The controller multiplies a gain matrix by the fed full state vector and this is subtracted from the scale reference.

![LQR control system structure](image)

By selecting closed-loop characteristics, suitable to our desired design, the optimal \( K \) can be found in the LQR design. Particularly, to what extent the system performs and what effort it takes to achieve that performance.

Given the system’s dynamics

\[ \dot{x} = Ax + Bu \] (34)

\[ y = Cx + Du \] (35)

Using a cost function

\[ J = \int_{0}^{\infty} (x^TQx + u^TRu)dt \] (36)

the optimal gain matrix is found by the LQR control.

Choosing \( R \) and \( Q \) as diagonal matrices is the conventional and practicable method of choice.

The lowest cost is provided by the gain matrix when the LQR problem is solved. Then,

\[ u = -Kx \] (37)

where \( K \)

\[ K = R^{-1}B^TP \] (38)

\( P \) can be found by solving the Riccati equation

\[ A^TP + PA - PBR^{-1}B^TP + Q = 0 \] (39)

Adjusting \( R \), penalizes the actuator effort while adjusting \( Q \) penalizes bad performance. Input vector judges actuator effort while state vector judges performance.

LQG

Two stages of design are involved in the LQG controller design
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- LQ Controller (LQR) design
- LQ Estimator (Kalman filter) design

After designing them separately, then they are combined to form the LQG controller.

The purpose of LQG design is to control systems and the design follows the separation principle.

An optimal prediction–correction estimation is implemented by the Kalman filter, which is basically a mathematical set of equations. It is optimal because the estimated error covariance is minimized when some assumed conditions are satisfied [35].

Fig. 4. shows the Kalman filter used as an optimal observer while Fig. 5. shows the LQG regulator.

Fig. 4. Kalman filter used as an optimal observer [36].

Fig. 5. LQG regulator [36].

A collection of recursive equations plus the system's discrete model is what the Kalman filter's general form usually contains. \( P \), system covariance matrix, and \( L \), Kalman gain matrix are continuously updated by these recursive equations [37].

From a collection of recursive equations, \( L \) can be obtained. These recursive equations start from some starting covariance matrix \( P(k/k) \)

\[
P(k + 1/k) = A(T)P(k/k)A^T(T) + C_d(T)Q_eC_d^T(T) \quad (40)
\]

\[
L(k + 1) = P(k + 1/k)C^T(T)(C(T)P(k + 1/k)C^T(T) + R_e)^{-1} \quad (41)
\]

\[
P(k + 1/k + 1) = (I - L(k + 1)C(T))P(k + 1/k) \quad (42)
\]

The process goes on by putting the covariance \( P(k + 1/k + 1) \), (42), back into equation (40) as \( P(k/k) \) till \( L(k + 1) \) goes to a steady value.

Here, \( C_d(T) \), \( R_e \), and \( Q_e \) are the disturbance transition, measurement noise covariance, and disturbance noise covariance matrices, respectively.

Let \( P(k/k) = P_1 \), \( P(k + 1/k + 1) = P_3 \), and \( P(k + 1/k) = P_2 \), then equations (40) – (42) become

\[
P_2 = AP_1A^T + C_dQ_eC_d^T \quad (43)
\]

\[
L = P_2C^T(CP_2C^T + R_e)^{-1} \quad (44)
\]

\[
P_3 = (I - LC)P_2 \quad (45)
\]
5. Results and Analysis

The regulation was done based on the following system performance:

- The ball’s angle with respect to both $x$ and $y$ directions should have at least 80% settling time less than its unregulated settling time.
- The ball’s angles should have zero overshoot.
- All angles should settle to zero or remain very close to zero.

The system’s physical parameters were given arbitrary values for the sake of controlling the system. These are presented in Table 1.

| Parameter                           | Value       | Units     |
|-------------------------------------|-------------|-----------|
| Mass of the ball ($m$)              | 0.06000     | kg        |
| The radius of the ball ($r$)        | 0.01250     | m         |
| The radius of the sphere ($R$)      | 0.15000     | m         |
| Ball’s moment of inertia ($I_b$)    | $3.75 \times 10^{-6}$ | $kg.m^2$ |
| Sphere’s moment of inertia ($I_s$)  | 0.99        | $kg.m^2$  |
| Gravitational acceleration ($g$)    | 9.81        | $m/s^2$   |

The system, system states, was assigned desired initial conditions, and this assignment is done arbitrarily. These are presented in Table 2.

| Initial parameter | Value | Units |
|-------------------|-------|-------|
| $\theta_{x0}$     | 0.07  | rad   |
| $\beta_{x0}$      | 0     | rad   |
| $\theta_{y0}$     | 0.07  | rad   |
| $\beta_{y0}$      | 0     | rad   |
| $\dot{\theta}_{x0}$ | 0.02 | rad/s |
| $\dot{\beta}_{x0}$ | 0     | rad/s |
| $\dot{\theta}_{y0}$ | 0.05 | rad/s |
| $\dot{\beta}_{y0}$ | 0     | rad/s |

Based on the system’s physical parameters presented in Table 1., the coefficient matrices have the following numerical values:

$$A = \begin{bmatrix} 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 43.1276 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0.0255 & 43.1276 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0.0255 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \quad B = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0.2663 & 0 \\ 0 & 0 \end{bmatrix} \quad C = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \end{bmatrix} \quad D = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix}$$

LQR

Given the arbitrarily chosen desired initial conditions in Table 2., the inputs to the system have in $x$ – direction a maximum of 30.5 Joule/rad and a minimum of $-3.856$ Joule/rad, and in the $y$ – direction is a maximum and a minimum of 32.4 Joule/rad and $-4.097$ Joule/rad respectively. These responses are shown in Fig. 6 and Fig. 7. Given that the angular velocity along the $x$ – direction is 0.02 rad/s, which is smaller than 0.05 rad/s along the $y$ – direction, it can be observed that the higher the angular velocity the higher the input (torque). Angular velocity is directly proportional to the input. The settling time of the input in the $x$ – direction is about 5.90 sec while in the...
\( y \) – direction is about 6.00 sec.
The settling time in the \( x \) – direction is less than that of the \( y \) – direction, which implies that settling time is also directly proportional to the input.

![Fig. 6. LQR unregulated input response in the \( x \) – direction, \( T_x \).](image)

![Fig. 7. LQR unregulated input response in the \( y \) – direction, \( T_y \).](image)

Fig. 6. and Fig. 7. show output responses, \( \theta_x \) and \( \theta_y \), which are the ball’s angles with respect to \( x \) and \( y \) directions respectively, both have a settling time of about 7.00 sec. For smaller angular velocities, it was found out that the settling time of the ball’s angle is almost independent of the angular velocity. It can also be noted that different input values of the \( x \) and \( y \) directions give the same settling time in both directions.

![Fig. 8. LQR unregulated output response in the \( x \) – direction, \( \theta_x \).](image)

![Fig. 9. LQR unregulated output response in the \( y \) – direction, \( \theta_y \).](image)
For the output response, $\beta_x$, which is the sphere’s angle with respect to the $x$ - direction, and $\beta_y$, which is the sphere’s angle with respect to $y$ - direction, the settling time is about 7.10 sec and 7.00 sec respectively. $\beta_y$ settles faster than $\beta_x$. Since the main purpose is not to “directly” control the sphere, the relationship between angular velocity and settling time was not checked. The input was only applied to the ball. These responses are shown in Fig. 10. and Fig. 11.

![Fig. 10. LQR unregulated output response in the $x$ – direction, $\beta_x$.](image)

![Fig. 11. LQR unregulated output response in the $y$ – direction, $\beta_y$.](image)

The matrices that give these unregulated responses in Fig. 6. through Fig. 11. are as below. It is important to note that all matrices to be manipulated, such as $Q$ and $R$ matrices, were initially taken to be identity matrices and this is per the conventional practice.

$$Q = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}$$

$$R = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$$

$$E = \begin{bmatrix} -6.7017 + 0.0000i \\ -6.7017 + 0.0000i \\ -6.4354 + 0.0000i \\ -6.4354 + 0.0000i \\ -0.8715 + 0.5000i \\ -0.8715 + 0.5000i \\ -0.8715 + 0.5000i \end{bmatrix}$$

$$K = \begin{bmatrix} 417.4791 & -1.0000 & -0.0000 & 0.0000 & 63.5795 & -2.0312 & -0.0000 & 0.0000 \\ -0.0000 & 0.0000 & 417.4791 & -1.0000 & -0.0000 & 0.0000 & 63.5795 & -2.0312 \end{bmatrix}$$

$$P = 10^4 \begin{bmatrix} 1.3272 & -0.0064 & -0.0000 & 0.0000 & 0.2021 & -0.0119 & -0.0000 & 0.0000 \\ -0.0064 & 0.0002 & 0.0000 & -0.0000 & -0.0010 & 0.0002 & 0.0000 & -0.0000 \\ -0.0000 & 0.0000 & 1.3272 & -0.0064 & -0.0000 & 0.0000 & 0.2021 & -0.0119 \\ 0.0000 & -0.0000 & -0.0064 & 0.0002 & 0.0000 & -0.0000 & 0.0000 & 0.0002 \\ 0.2021 & -0.0010 & -0.0000 & 0.0000 & 0.308 & -0.0018 & 0.0000 & 0.0000 \\ -0.0119 & 0.0002 & 0.0000 & -0.0000 & -0.0018 & 0.0003 & 0.0000 & -0.0000 \\ -0.0000 & 0.0000 & 0.2021 & -0.0010 & -0.0000 & 0.0000 & 0.308 & -0.0018 \\ 0.0000 & -0.0000 & -0.0119 & 0.0002 & 0.0000 & -0.0000 & -0.0018 & 0.0003 \end{bmatrix}$$

Here $Q$ is the state weighting matrix that controls the total transient energy, $R$ is the control (input) matrix that controls the total control energy, $K$ is the state feedback gain matrix, $P$ is the Riccati matrix, and $E$ is the closed-loop eigenvalues that indicate poles position.

When the $Q$ and $R$ matrices were regulated to get the desired system performance, two of the many inputs that meet the desired performance were found to have 31.0 Joule/rad and 44.2 Joule/rad in $x$ and $y$ directions, respectively, with a settling time of 0.75 sec for $T_x$ and 0.70 sec for $T_y$. The relationship between input and settling
time, as well as input and angular velocity, cannot be deduced since many inputs can satisfy the desired system performance. The regulated input responses are shown in Fig. 12 and Fig. 13.

Fig. 12. LQR regulated input response in the $x$–direction, $T_x$.

After regulating the controller according to the system performance, two of the possible output responses have a settling time of 0.90 sec and 0.95 sec for $\theta_x$ and $\theta_y$, respectively. For $\theta_x$, the 0.90 sec settling time is 12.86% of its unregulated settling time which is 7.0 sec (Fig. 8). This means that $\theta_x$ has a settling time 87.14% less than its unregulated. While for $\theta_y$, the 0.95 sec settling time means it has 86.43% less than its unregulated settling time (Fig. 9). The regulated output responses are shown in Fig. 14 and Fig. 15.

Fig. 13. LQR regulated input response in the $y$–direction, $T_y$.

Fig. 14. LQR regulated output response in the $x$–direction, $\theta_x$.

Fig. 15. LQR regulated output response in the $y$–direction, $\theta_y$. 
Fig. 16. and Fig. 17. show the regulated output responses $\beta_x$ and $\beta_y$.

The regulated system matrices are as below. From this set of matrices, which are one possible set, it can be observed that all the states play a role in regulating the system to the desired system performance.

$$
Q = 10^{-4} \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
$$

$$
R = 10^{13} \begin{bmatrix} 1 & 0 \\
0 & 1 \\
\end{bmatrix}
$$

$$
E = \begin{bmatrix}
-6.672 + 0.0000i \\
-6.672 + 0.0000i \\
-6.672 + 0.0000i \\
-6.672 + 0.0000i \\
-6.672 + 0.0000i \\
-0.0000 + 0.0000i \\
-0.0000 + 0.0000i \\
-0.0000 + 0.0000i \\
\end{bmatrix}
$$

$$
P = 10^{17} \begin{bmatrix}
0.9424 & -0.0000 & 0.0983 & -0.0000 & 0.1435 & -0.0000 & 0.0150 & -0.0000 \\
-0.0000 & 0.0000 & -0.0000 & 0.0000 & -0.0000 & 0.0000 & -0.0000 & 0.0000 \\
0.0983 & -0.0000 & 1.3113 & -0.0000 & 0.0150 & -0.0000 & 0.1997 & -0.0000 \\
-0.0000 & 0.0000 & -0.0000 & 0.0000 & -0.0000 & 0.0000 & -0.0000 & 0.0000 \\
0.1435 & -0.0000 & 0.0150 & -0.0000 & 0.0219 & -0.0000 & 0.0023 & -0.0000 \\
-0.0000 & 0.0000 & -0.0000 & 0.0000 & -0.0000 & 0.0000 & -0.0000 & 0.0000 \\
0.0150 & -0.0000 & 0.1997 & -0.0000 & 0.0023 & -0.0000 & 0.0304 & -0.0000 \\
-0.0000 & 0.0000 & -0.0000 & 0.0000 & -0.0000 & 0.0000 & -0.0000 & 0.0000 \\
\end{bmatrix}
$$

The LQR controller results and performance can be summarized as below:

- Smaller input gives a longer settling time of input and output responses.
- Minimizing the total control energy leads to maximizing the total transient energy.
- Input is directly proportional to angular velocity and settling time.
- For small angular velocities, the ball’s angles’ settling time is independent of angular velocity and input.
- The relationship between input and settling time, as well as input and angular velocity, cannot be deduced since many inputs can satisfy the desired system performance.
- $\theta_x$ has a settling time 87.14% less than its unregulated settling time while that of $\theta_y$ is 86.43% less than its unregulated settling time.
• All states play role in regulating the system to the desired system performance.

Table 3. gives a numerical summary of the LQR results and performance.

| Response | Type | Direction  | Settling Time | Maximum Value | Minimum Value | Regulation |
|----------|------|------------|---------------|---------------|---------------|------------|
| $T_x$    | Input| $x$ – direction | 5.90 sec | 30.5 Joule/rad | –3.856 Joule/rad | Unregulated |
| $T_y$    | Input| $y$ – direction | 6.00 sec | 32.4 Joule/rad | –4.997 Joule/rad | Unregulated |
| $\theta_x$ | Output| $x$ – direction | 7.00 sec | 0.070 rad | –0.01877 rad | Unregulated |
| $\theta_y$ | Output| $y$ – direction | 7.00 sec | 0.070 rad | –0.02001 rad | Unregulated |
| $\beta_x$ | Output| $x$ – direction | 7.10 sec | 0 rad | –1.85600 rad | Unregulated |
| $\beta_y$ | Output| $y$ – direction | 7.00 sec | 0 rad | –1.97200 rad | Unregulated |
| $T_x$    | Input| $x$ – direction | 0.75 sec | 31.0 Joule/rad | 0 Joule/rad | Regulated |
| $T_y$    | Input| $y$ – direction | 0.70 sec | 44.2 Joule/rad | 0 Joule/rad | Regulated |
| $\theta_x$ | Output| $x$ – direction | 0.90 sec | 0.070 rad | 0 rad | Regulated |
| $\theta_y$ | Output| $y$ – direction | 0.95 sec | 0.070 rad | 0 rad | Regulated |

**LQG**

Using the same desired initial conditions in Table 2., for the LQG unregulated control of the system, the inputs to the system are 58.5 Joule/rad and 58.4 Joule/rad maximum and –13.90 Joule/rad and –14.80 Joule/rad minimum in the $x$ and $y$ directions, respectively, while the settling time in the $x$ – direction is 6.65 sec and 6.70 sec in the $y$ – direction. It can be noticed that the settling time and maximum input (torque) are almost the same for both directions even though the angular velocities are different. It was observed that for small angular velocities, settling time and maximum input value are independent of angular velocity. Comparing the unregulated values with that of unregulated LQR, it can be noticed that the unregulated LQG inputs’ values are higher even though the same initial conditions are applied to both controllers. This was found out to be because the LQG controller has a combination of Kalman gain and LQR feedback gain. The input responses are shown in Fig. 18. and Fig. 19. for $x$ and $y$ directions, respectively.

![Fig. 18. LQG unregulated input response in the $x$ – direction, $T_x$.](image)

![Fig. 19. LQG unregulated input response in the $y$ – direction, $T_y$.](image)

From Fig. 20. and Fig. 21., the settling time is 6.80 sec for the ball’s angle with respect to the $x$ – direction while it is 6.75 sec with respect to the $y$ – direction. With different angular velocities, it can be noticed that the settling time is almost the same for both directions. This is also the case with the unregulated LQR responses. But comparing the settling time with that of unregulated LQR output responses (Fig. 8. and Fig. 9.), it can be observed that the LQR controller settles slower than the LQG controller.
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Fig. 20. LQG unregulated output response in the $x -$ direction, $\theta_x$.

Fig. 21. LQG unregulated output response in the $y -$ direction, $\theta_y$.

The sphere’s angle response settles faster in the $y -$ direction than in the $x -$ direction with 6.90 sec settling time in the $y -$ direction and 7.10 sec in the $x -$ direction, Fig. 22. and Fig. 23., even though angular velocity is higher in the $y -$ direction. This shows that settling time and angular velocity are inversely proportional to the sphere’s angle. On comparing the sphere’s angle unregulated responses with that of unregulated LQR responses (Fig. 10. and Fig. 11.), it can be noticed that they are the same in $x -$ direction but different in $y -$ direction. The sphere’s angle, like that of LQR, also settles faster in the $y -$ direction for the unregulated LQG response.

Fig. 22. LQG unregulated output response in the $x -$ direction, $\beta_x$.

Fig. 23. LQG unregulated output response in the $y -$ direction, $\beta_y$.

The matrices that give these unregulated responses in Fig. 18. through Fig. 23. are as below.
Here $A(T)$ is the discrete-time transition matrix, $B(T')$ is the discrete-time control matrix, $C_d$ is the disturbance matrix, $R_e$ is the measurement noise covariance matrix, $Q_e$ is the disturbance noise covariance matrix, $L$ is the Kalman gain matrix, and $P_3$ is the estimation error covariance matrix after 0 iterations.

Regulating the system/controller matrices to get the desired system performance, two of the many inputs that meet the desired performance are found to have 48.1 Joule/rad and 50.0 Joule/rad in the $x$-direction and 1.10 sec for input in the $y$-direction. These responses are shown in Fig. 24 and Fig. 25. When these values are compared with that of regulated LQR input responses, it can be observed that the regulated LQG has higher input values and settling times. This means that the regulated LQG input
responses settle slower than regulated LQR input responses. For the regulated LQG also the relationship between input and settling time, as well as input and angular velocity, cannot be deduced since many inputs can satisfy the desired system performance.

Fig. 24. LQG regulated input response in the $x$ – direction, $T_x$.

Fig. 25. LQG regulated input response in the $y$ – direction, $T_y$.

For the regulated system, the output responses have a settling time of 1.20 sec and 1.15 sec for the ball’s angle with respect to $x$ and $y$ directions, respectively. The 1.20 sec settling time of $\theta_x$ is 17.65% of its unregulated settling time (Fig. 20.) which is 6.80 sec. This means that $\theta_x$ has a settling time 82.35% less than its unregulated settling time. While $\theta_y$ has a settling time 82.96% less than its unregulated settling time. On comparing these values with that of regulated LQR responses, it can be observed that LQR responses settle faster than LQG responses. Efforts were made to get a settling time of less than 1.00 sec for the regulated LQG but unfortunately, such value could not be realized. This shows that LQR is more efficient with regulation. The responses are shown in Fig. 26. and Fig. 27.

Fig. 28. and Fig. 29. show the regulated output responses $\beta_x$ and $\beta_y$.

Fig. 26. LQG regulated output response in the $x$ – direction, $\theta_x$. 

Fig. 27. LQG regulated output response in the $y$ – direction, $\theta_y$.

Fig. 28. LQG regulated output response in the $x$ – direction, $\beta_x$.

Fig. 29. LQG regulated output response in the $y$ – direction, $\beta_y$.

The regulated system matrices are as below. It is also observed that all states play role in regulating the system to desired system performance.

$$Q = 10^{-7} \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}$$

$$R = 10^{13} \begin{bmatrix} 1 \\ 0 \\ 0 \\ 1 \end{bmatrix}$$

$$E = \begin{bmatrix} -6.5672 + 0.0000i \\ -6.5672 + 0.0000i \\ -6.5672 + 0.0000i \\ -6.5672 + 0.0000i \\ 0.0000 + 0.0000i \\ 0.0000 + 0.0000i \\ 0.0000 + 0.0000i \end{bmatrix}$$

$$K = \begin{bmatrix} 300.8385 & -0.0000 & 42.7703 & -0.0000 & 45.8095 & -0.0000 & 6.5128 & -0.0000 \\ 42.7703 & -0.0000 & 34.3527 & -0.0000 & 6.5127 & -0.0000 & 47.8674 & -0.0000 \end{bmatrix}$$

$$P = 10^{16} \begin{bmatrix} 7.4190 & -0.0000 & 1.0548 & -0.0000 & 1.1297 & -0.0000 & 0.1606 & -0.0000 \\ -0.0000 & 0.0000 & -0.0000 & -0.0000 & -0.0000 & 0.0000 & -0.0000 & -0.0000 \\ 1.0548 & -0.0000 & 7.7523 & -0.0000 & 0.1606 & -0.0000 & 1.1805 & -0.0000 \\ -0.0000 & -0.0000 & -0.0000 & 0.0000 & -0.0000 & -0.0000 & -0.0000 & -0.0000 \\ 1.1297 & -0.0000 & 0.1606 & -0.0000 & 0.1720 & -0.0000 & 0.0245 & -0.0000 \\ -0.0000 & 0.0000 & -0.0000 & -0.0000 & 0.0000 & 0.0000 & -0.0000 & -0.0000 \\ 0.1606 & -0.0000 & 1.1805 & -0.0000 & 0.0245 & -0.0000 & 0.1798 & -0.0000 \\ -0.0000 & -0.0000 & -0.0000 & 0.0000 & -0.0000 & -0.0000 & -0.0000 & 0.0000 \end{bmatrix}$$
Table 4.

The LQG controller results and performance can be summarized as below:

- Larger input gives a longer settling time of input and output responses.
- Minimizing the total control energy leads to maximizing the total transient energy.
- Input is independent of angular velocity and settling time.
- For small angular velocities, the ball’s angles’ settling time is independent of angular velocity and input.
- Setting time and angular velocity are inversely proportional to the sphere’s angle.
- The relationship between input and settling time, as well as input and angular velocity, cannot be deduced since many inputs can satisfy the desired system performance.
- $\theta_y$ has a settling time 82.35% less than its unregulated settling time while that of $\theta_y$ is 82.96% less than its unregulated settling time.
- All states play role in regulating the system to the desired system performance.
- Recursive iterations lead (not generally) to unstable input.

Table 4 gives a numerical summary of the LQG results and performance.
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Table 4. Summary of LQG results and performance.

| Response | Type   | Direction | Settling Time | Maximum Value | Minimum Value | Regulation |
|----------|--------|-----------|---------------|---------------|---------------|------------|
| \( T_x \) | Input  | \( x \) – direction | 6.65 sec | 58.5 Joule/рад | -13.90 Joule/рад | Unregulated |
| \( T_y \) | Input  | \( y \) – direction | 6.70 sec | 58.4 Joule/рад | -14.80 Joule/рад | Unregulated |
| \( \theta_x \) | Output | \( x \) – direction | 6.80 sec | 0.070 rad | -0.01 900 rad | Unregulated |
| \( \theta_y \) | Output | \( y \) – direction | 6.75 sec | 0.070 rad | -0.02 033 rad | Unregulated |
| \( \beta_x \) | Output | \( x \) – direction | 7.10 sec | 0 rad | -1.85 600 rad | Unregulated |
| \( \beta_y \) | Output | \( y \) – direction | 6.90 sec | 0 rad | -1.97 200 rad | Unregulated |
| \( T_x \) | Input  | \( x \) – direction | 1.20 sec | 43.1 Joule/рад | 0 Joule/рад | Regulated |
| \( T_y \) | Input  | \( y \) – direction | 1.10 sec | 50.0 Joule/рад | 0 Joule/рад | Regulated |
| \( \theta_x \) | Output | \( x \) – direction | 1.20 sec | 0.070 rad | 0 rad | Regulated |
| \( \theta_y \) | Output | \( y \) – direction | 1.15 sec | 0.070 rad | 0 rad | Regulated |

6. Comparative Analysis of LQR and LQG

A comparison of the two controllers, based on their general performance and desired performance, is given in Table 5.

Table 5. Comparison of LQR and LQG

|                  | LQR                                                                 | LQG                                                                 |
|------------------|----------------------------------------------------------------------|----------------------------------------------------------------------|
| Inputs (\( T_x \) and \( T_y \)) | The smaller the input the longer the settling time of input and output responses | The larger the input the longer the settling time of input and output responses |
| Energy (Q and R matrices) | Minimizing the total control energy leads to maximizing the total transient energy | Minimizing the total control energy leads to maximizing the total transient energy but LQG maximizes the total transient energy more than LQR |
| Angular Velocity/Settling Time | Angular velocity and settling time are directly proportional to the input | Angular velocity and settling time are independent of the input |
| Ball’s Angles (\( \theta_x \) and \( \theta_y \)) | The settling time of the ball’s angles is independent of angular velocity and input | The settling time of the ball’s angles is independent of angular velocity and input |
| Ball’s Angles (\( \theta_x \) and \( \theta_y \)) Performance | With \( \theta_x \) is 87.14% and \( \theta_y \) is 86.43% less than their respective unregulated settling times, LQR satisfies the at least 80% performance requirement more than LQG | For LQG, \( \theta_x \) is 82.35% and \( \theta_y \) is 82.95% less than their respective unregulated settling times. These values are less than that of LQR |
| States | All states play role in regulating the system/controller to the desired system performance | All states play role in regulating the system/controller to the desired system performance |
| Gain | LQR gain is computed in reverse-time | Kalman filter gain is computed in forward-time |
| Gain | LQR has a state feedback gain matrix | LQG has LQR’s state feedback gain matrix and Kalman filter gain matrix |
| Overshoot | Zero overshoot could be achieved | Zero overshoot could be achieved |
| Overall Performance | LQR is more efficient than LQG | Because in LQG, settling time (of ball’s angles) of less than 1.00 sec could not be realized |

Table 5. gives a comprehensive comparative analysis of the two controllers’ performances, which is the main aim of the research. One of the research goals is to find Q and R matrices, this goal is achieved and matrices’ performance in terms of energy is analyzed in the table. Another goal is to do a performance analysis of the two controllers comparatively, and this is given in Table 5.

7. Conclusion

LQR and LQG are controllers that are gaining popularity among the optimal controllers currently available but unfortunately, they are rarely covered in the literature for an important system like ball-on-sphere. So, the main aim of this research work was to do a comparative analysis of LQR and LQG for the ball-on-sphere system.

This aim was achieved by executing the goals as follows: first investigating the system’s dynamics and deriving the mathematical model of the system using the Lagrangian method by considering some assumptions. Then, the system was linearized (due to its nonlinear nature) and a state-space representation of the system was derived. Using the state-space model of the system, optimal LQR and LQG controllers were then designed and implemented using MATLAB, first without regulation, and then the controllers were regulated (through manipulation of matrices by trial and error method) to get the desired system performance. Finally, controllers’ performances were analyzed and compared.

Without regulation, the LQG controller was observed to give a better performance in terms of the settling time of the output responses but longer settling time of the inputs.

But with regulation, based on the desired system performance, LQR was found to be more efficient in terms of both input and output responses’ settling time.
Another important finding was that LQG could not be regulated for the output (ball’s angles) responses to have a settling time of less than 1.00 sec.

Also, both controllers were able to satisfy the desired system performance requirement set by the research work. But on comparing the performances, LQR satisfied more than LQG.

Another finding was that even though both controllers minimize the total control energy (while maximizing the total transient energy), LQG maximizes the total transient energy more than LQR.

With this research, the identified gap in the literature has been bridged and future work can use this research as a basis.
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