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\textbf{ABSTRACT}

The roots of polynomials over Cayley–Dickson algebras over an arbitrary field and of arbitrary dimension are studied. It is shown that the spherical roots of a polynomial \( f(x) \) are also roots of its companion polynomial \( C_f(x) \). We generalize the classical theorems for complex and real polynomials by Gauss–Lucas and Jensen to locally-complex Cayley–Dickson algebras: it is proved that the spherical roots of \( f'(x) \) belong to the convex hull of the roots of \( C_f(x) \), and we also show that all roots of \( f'(x) \) are contained in the snail of \( f(x) \), as defined by Ghiloni and Perotti.
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1. Introduction

Cayley–Dickson algebras \( \{A_n\}_{n\in\mathbb{N}} \) over an arbitrary field \( F \) are a family of \( 2^n \)-dimensional algebras over \( F \) with involution, which are obtained from a two-dimensional algebra \( A_1 \) (or, if \text{char}(F) \neq 2, from \( A_0 = F \)) by repeating the Cayley–Dickson doubling process an arbitrary number of times. Each step of this process is determined by a nonzero parameter \( \gamma_k \in F \) such that \( A_{k+1} = A_k \{\gamma_k\} \) (see Section 2 for more details).

For example, starting with \( A_0 = \mathbb{R} \) and taking \( \gamma_k = -1 \), for an integer \( k \geq 0 \), at each step of the process, we obtain a sequence of \( 2^n \)-dimensional \( \mathbb{R} \)-algebras which we call the real algebras of the main sequence. In particular, we obtain \( A_1 = \mathbb{C} \) and \( A_2 = \mathbb{H} \), Hamilton’s real quaternion algebra; the next algebra in the sequence is the real octonion division algebra \( \mathbb{O} \), and the next one is the real sedenion algebra \( \mathbb{S} \). Another important example of real Cayley–Dickson algebras is the algebra of the split-quaternions \( \mathbb{H}_s \), constructed by choosing \( A_0 = \mathbb{R} \), \( \gamma_0 = -1 \) and \( \gamma_1 = 1 \), which is isomorphic to the algebra of real \( (2 \times 2) \)-matrices \( M_2(\mathbb{R}) \), see [16, p. 157].

The algebraic structure gets looser the higher we go in the Cayley–Dickson sequence: the complex numbers \( (A_1) \) are not ordered, the quaternion algebras \( (A_2) \) are not commutative but still associative, the octonion algebras \( (A_3) \) are not associative but still alternative, and the rest are not alternative. The lack of structure of \( A_n \) for \( n \geq 4 \) makes it difficult to obtain profound results, but the motivation to study...
these algebras remains [1–4, 9, 18]; there are also potential applications of Cayley–Dickson algebras in physics (e.g., [10, 12, 14]).

The goal of this paper is to improve our understanding of the behavior of the roots of polynomials over Cayley–Dickson algebras. We also present results for the special case of polynomials over locally-complex Cayley–Dickson algebras: a real unital algebra is called locally-complex if any nonscalar element generates a subalgebra isomorphic to \( \mathbb{C} \) (see [3] for an in-depth study of locally-complex algebras; in Section 2 we show that locally-complex Cayley–Dickson algebras are exactly the real algebras of the main sequence). The roots of quaternion and octonion polynomials over an arbitrary field \( F \) are well-understood (see, e.g., [5–7]). The roots of higher-dimensional Cayley–Dickson algebras are more difficult to handle, but we prove in Section 3 that the “spherical roots” of a polynomial \( f(x) \) can be recovered from the companion polynomial (defined as \( C_f(x) = f(x)f(x) \)), and we provide an explicit algorithm for finding them.

The classical Gauss–Lucas theorem states that the critical points of a polynomial \( f(x) \) with complex coefficients lie within the convex hull defined by the roots of \( f(x) \) (see [15, §6]). One can ask whether the Gauss–Lucas theorem extends to other locally-complex Cayley–Dickson algebras. In [11] three versions of the theorem are considered for the quaternion algebra \( \mathbb{H} \):

1. the roots of \( f'(x) \) lie in the convex hull of the roots of \( f(x) \),
2. the roots of \( f'(x) \) lie in the convex hull of the roots of \( C_f(x) \), the companion polynomial of \( f(x) \),
3. the roots of \( f'(x) \) lie in the “snail” (see Section 4) of \( f(x) \).

Ghilioni and Perotti show in [11] that (1) is in general false for polynomials of degree at least 2, (2) is false for degree 3 and above, but holds for quadratic polynomials, and (3) holds true in general. In Section 4 we prove that (2) holds true for the spherical critical points of \( f(x) \) over a locally-complex Cayley–Dickson algebra, and for arbitrary critical points of quadratic octonion polynomials, and that (3) holds true for polynomials over any locally-complex Cayley–Dickson algebra. At the end of this section we prove some analogues of the classical bounds for the roots and critical points of complex polynomials via their coefficients.

Finally, in Section 5 we generalize Jensen’s classical theorem (see [15, Section 7]) to locally-complex Cayley–Dickson algebras, improving the Gauss–Lucas bound for the special case of polynomials with real coefficients.

2. Preliminaries

2.1. Cayley–Dickson algebras

In this section we briefly discuss the important properties and notations used in the theory of Cayley–Dickson algebras that will be needed in the article. For more in-depth background on Cayley–Dickson algebras see, for example, the renowned paper [20], the classical monographs [16, 23], and references therein. We start with the inductive definition of Cayley–Dickson algebras over an arbitrary field \( F \).

Given an algebra \( A \) with an involution \( a \mapsto \bar{a} \) over a field \( F \) and an element \( y \in F^\times = F \setminus \{0\} \), the Cayley–Dickson doubling process produces a new algebra \( B = A\{y\} \) which is defined as the set of ordered pairs of elements of \( A \), i.e., \( A \times A \), with the following operations. Multiplication by elements from \( F \) and addition are componentwise, and multiplication by elements from \( B \) is given by \( (a, b)(c, d) = (ac + \gamma bd, da + bc) \) for any \( a, b, c, d \in A \). The involution then extends to \( B \) by \( (a, b) = (\bar{a}, \bar{b}) \).

To obtain what we call Cayley–Dickson algebras, we first take a quadratic étale extension \( A_1 = K \) of \( F \) with the nontrivial Galois automorphism \( a \mapsto \bar{a} \). By [23, p. 32, Theorem 1], \( K \) is isomorphic to the algebra \( F[\ell_1 : \ell_1^2 = \ell_1 + \mu] = F + F\ell_1 \) for some \( \mu \in F \) with \( 4\mu + 1 \neq 0 \), and \( \alpha + \beta \ell_1 = (\alpha + \beta) - \beta \ell_1 \) for all \( \alpha, \beta \in F \). Then applying the Cayley–Dickson process to \( A_1 \) with an element \( \gamma_1 \in F^\times \) gives rise to a quaternion algebra \( A_2 = A_1\{\gamma_1\} \); applying it again with \( \gamma_2 \in F^\times \) gives rise to an octonion algebra \( A_3 = A_2\{\gamma_2\} \), and so on. By repeating this process an arbitrary number of times, one obtains an infinite sequence \( \{A_n\}_{n \in \mathbb{N}} \) of algebras called Cayley–Dickson algebras. We remark that for \( \text{char}(F) \neq 2 \) the
algebra $A_1$ is isomorphic to $F[\gamma_0]$, where $\gamma_0 = (4\mu + 1)/4 \neq 0$, so one can start the Cayley–Dickson process from $A_0 = F$, with $a \mapsto \bar{a}$ being the identity map.

We recall a convenient notation for Cayley–Dickson algebras which extends the common notation used for quaternions and octonions over an arbitrary field (see [23, pp. 30–31]). We write $A_n = [\mu, \gamma_1, \ldots, \gamma_{n-1}]_F$ if $A_n = A_{n-1}[\gamma_{n-1}], A_{n-1} = A_{n-2}[\gamma_{n-2}]$, and so on, until $A_1 = F[\ell_1 : \ell_1^2 = \ell_1 + \mu]$. If char$(F) \neq 2$, then $A_1 = F[\gamma_0]$, so we can also write $A_n = (\gamma_0, \ldots, \gamma_{n-1})_F$. For example, $\mathbb{H} = (-1, -1, 1, 0)$ and $\mathbb{H} = (-1, 1, 0)$. (See [20] for an alternative notation.)

All Cayley–Dickson algebras are quadratic, i.e., every non-scalar element $\lambda \in A_n$ together with the unit element 1 generates a two-dimensional subalgebra containing $F$. More precisely, it satisfies $\lambda^2 - \text{Tr}(\lambda)\lambda + \text{Norm}(\lambda) = 0$, where the trace $\text{Tr} : A_n \to F$ is a linear map defined by $\lambda \mapsto \lambda + \overline{\lambda}$ and the norm $\text{Norm} : A_n \to F$ is a quadratic form defined by $\lambda \mapsto \overline{\lambda} : \lambda$. The polynomial $p_\lambda(x) = x^2 - \text{Tr}(\lambda)x + \text{Norm}(\lambda)$ is called the characteristic polynomial of $\lambda$. The trace and the norm can be computed inductively by using the following identities, see [23, p. 32, Theorem 1] and [20, p. 435]. Given $\alpha + \beta \ell_1 \in A_1$, we have

$$\text{Tr}(\alpha + \beta \ell_1) = 2\alpha + \beta,$$

$$\text{Norm}(\alpha + \beta \ell_1) = \alpha^2 + \alpha\beta - \mu\beta^2,$$

and for an arbitrary $(a, b) \in A_{n+1}, n \in \mathbb{N}$, we have

$$\text{Tr}((a, b)) = \text{Tr}(a),$$

$$\text{Norm}((a, b)) = \text{Norm}(a) - \gamma_n \text{Norm}(b).$$

In the case of the real algebras of the main sequence, $\text{Norm}(\lambda)$ is the Euclidean norm, and thus it is anisotropic, i.e., $\text{Norm}(x) \neq 0$ for any $x \neq 0$, cf. [17, p. 5].

**Proposition 2.1.** A real Cayley–Dickson algebra $A$ is locally-complex if and only if $A$ is an algebra of the main sequence, i.e., $\gamma_0 = \gamma_1 = \cdots = -1$.

**Proof.** The implication from right to left follows from [3, Example 4.4]. We now prove the implication from left to right.

By [16, Exercise 2.5.1], any real Cayley–Dickson algebra $A_n = (\gamma_0, \ldots, \gamma_{n-1})_\mathbb{R}$ is isomorphic to $A'_n = (\text{sgn}(\gamma_0), \ldots, \text{sgn}(\gamma_{n-1}))_\mathbb{R}$. Hence it is sufficient to consider only $\gamma_k \in \{\pm 1\}, k = 0, \ldots, n - 1$.

Assume to the contrary that there exists $k \in \{0, \ldots, n - 1\}$ such that $\gamma_k = 1$. Then the norm form on $A$ is not positive definite, so $A$ is not locally-complex by [3, Lemma 4.1(iv)].

For a locally-complex Cayley–Dickson algebra $A$ we define the real part of an element $\lambda \in A$ by $\Re(\lambda) = \frac{1}{2}\text{Tr}(\lambda)$, and the imaginary part of $\lambda$ is defined to be $\Im(\lambda) = \lambda - \Re(\lambda)$. The absolute value of $\lambda \in A$ is defined by $|\lambda| = \sqrt{\text{Norm}(\lambda)}$.

### 2.2. Alternative elements in Cayley–Dickson algebras

Cayley–Dickson algebras $A_n$ are power-associative, that is, the subalgebra generated by any element is associative, and flexible, i.e., satisfy $(xy)x = x(yx)$ for all $x, y \in A_n$, see [20, p. 436]. Moreover, up to octonions, the algebras $A_n$ are composition algebras, i.e., the norm form is multiplicative, but the rest of them are not, see [16, p. 164, Theorem 2.6.1]. In addition, up to octonion algebras, the algebras $A_n$ are division if and only if the norm form is anisotropic, but the rest are never division algebras (i.e., they contain zero divisors), even when the norm form is anisotropic.

We define the standard basis $L_n = \{\ell_m^{(n)} \mid m = 0, \ldots, 2^n - 1\}$ of $A_n$ inductively:

1. $\ell_0^{(1)} = 1$ and $\ell_1^{(1)} = \ell_1$;
2. $\ell_m^{(n+1)} = \begin{cases} (\ell_m^{(n)}, 0), & 0 \leq m \leq 2^n - 1, \\ (0, \ell_{m-2^n}^{(n)}), & 2^n \leq m \leq 2^{n+1} - 1, \end{cases}, n \in \mathbb{N}$. 


If \( \text{char}(F) \neq 2 \), then there is also another standard basis \( E_n = \{ e_m^{(n)} \mid m = 0, \ldots, 2^n - 1 \} \) of \( A_n 
abla
(1) \quad e_0^{(0)} = 1; \\
(2) \quad e_m^{(n+1)} = \begin{cases} 
(e_m^{(n)}, 0), & 0 \leq m \leq 2^n - 1, \\
(0, e_{m-2^n}^{(n)}), & 2^n \leq m \leq 2^{n+1} - 1, 
\end{cases} 
\quad n \in \mathbb{N}_0.
\]

We will often omit upper indices when they are clear from the context. It can be easily seen that \( e_0^{(n)} = e_0^{(n)} \) is the unit element of \( A_n \), so we will also denote \( e_0^{(n)} = e_0^{(n)} = 1 \). The elements of \( E_n \setminus \{1\} \) anticommute pairwise, that is, \( e_k^{(n)} e_m^{(n)} = -e_m^{(n)} e_k^{(n)} \) for \( 1 \leq k < m \leq 2^n - 1 \), hence it is more natural to use \( E_n \) rather than \( L_n \) if possible. Therefore, we will use the basis \( L_n \) whenever \( F \) has arbitrary characteristic, whereas \( E_n \) will be used mostly for real Cayley–Dickson algebras.

An element \( a \in A_n \) is called alternative if \( a(ab) = a^2b \) and \( (ba)a = ba^2 \) for all \( b \in A_n \). The next proposition implies that all elements of \( E_n \) and \( L_n \) are alternative (see also [20, Lemma 4] for a different proof of alternativeity of \( E_n \)).

**Proposition 2.2.** Let \( a, b \in A_n \) be alternative. Assume also that either at least one of them belongs to \( F \), or \( F + Fa = F + Fb \). Then \( (a, b) \) is alternative in \( A_{n+1} \).

**Proof.** The condition that \( a \in F \) or \( b \in F \) or \( F + Fa = F + Fb \) guarantees that \( a(ab) = (ac)b \) for all \( c \in A_n \). Then the statement follows by direct computation, see also [1, Lemma 4.4] and [18, Theorem 3.3] where the case of the real algebras of the main sequence was considered. \( \square \)

**Corollary 2.3.** All elements of \( E_n \) and \( L_n \) are alternative in \( A_n \). Moreover, any element of the form \( \alpha e_{2k}^{(n)} + \beta e_{2k+1}^{(n)} \) or \( \alpha e_{2k}^{(n)} + \beta e_{2k+1}^{(n)} \) for \( 0 \leq k \leq 2^n - 1 \) and \( \alpha, \beta \in F \), is alternative in \( A_n \).

**Proof.** It is clear that for all \( n \geq 2 \) we have
\[
\alpha e_{2k}^{(n)} + \beta e_{2k+1}^{(n)} = \begin{cases} 
(\alpha e_{2k}^{(n-1)} + \beta e_{2k+1}^{(n-1)}, 0), & 0 \leq k \leq 2^{n-2} - 1, \\
(0, \alpha e_{2k}^{(n-1)} + \beta e_{2k+1}^{(n-1)}), & 2^{n-2} \leq k \leq 2^{n-1} - 1, 
\end{cases}
\]
and a similar expression is valid for \( \alpha e_{2k}^{(n)} + \beta e_{2k+1}^{(n)} \). Hence the statement follows from Proposition 2.2 by induction on \( n \).
\( \square \)

**Remark 2.4.** Proposition 2.2 provides a method to obtain many other alternative elements in an arbitrary Cayley–Dickson algebra. In particular, any element of the form \( \alpha e_k^{(n)} + \beta e_{k+2^{n-1}}^{(n)} = (\alpha e_k^{(n-1)}, \beta e_k^{(n-1)}) \) or \( \alpha e_k^{(n)} + \beta e_{k+2^{n-1}}^{(n)} = (\alpha e_k^{(n-1)} - \beta e_k^{(n-1)}) \), where \( 0 \leq k \leq 2^{n-1} - 1 \) and \( \alpha, \beta \in F \), is also alternative in \( A_n \).

However, we are specially interested in the elements of the form \( \alpha e_{2k}^{(n)} + \beta e_{2k+1}^{(n)} \), since for any \( \lambda = \sum_{m=0}^{2^{n-1}} \lambda_m e_m^{(n)} \) we have \( \text{Norm}(\lambda) = \sum_{k=0}^{2^{n-1}-1} \text{Norm}(\lambda_{2k} e_{2k}^{(n)} + \lambda_{2k+1} e_{2k+1}^{(n)}) \), and \( \text{Norm}(\lambda_{2k} e_{2k}^{(n)} + \lambda_{2k+1} e_{2k+1}^{(n)}) \) can be easily computed from \( \text{Norm}(\lambda_{2k} + \lambda_{2k+1} e_1^{(n)}) \) in \( A_1 \), see Lemma 3.11.

**2.3. Cayley–Dickson polynomials**

Let \( A \) be a Cayley–Dickson algebra over a field \( F \). The ring of polynomials \( A[x] \) over \( A \) is defined to be \( A \otimes_F F[x] \). Note that we have the chain of rings \( A \subset A[x] \subset A \otimes_F F(x) \), where \( A \otimes_F F(x) \) is the Cayley–Dickson algebra over the function field \( F(x) \) in one indeterminate over \( F \). The element \( x \) is therefore central in \( A[x] \), so it commutes and alternates with all other elements. Therefore, every polynomial \( f(x) \) in \( A[x] \) can be written as \( f(x) = a_n x^n + \cdots + a_1 x + a_0 \), by placing the coefficient on the left-hand side of the indeterminate in each monomial. The involution \( a \mapsto \bar{a} \) extends to \( A[x] \) by acting trivially.
on $x$, that is, \( f(x) = \bar{a}_n x^n + \cdots + \bar{a}_1 x + \bar{a}_0 \). We define the substitution of an element $\lambda$ from $A$ in $f(x)$ by $f(\lambda) = a_n(\lambda)^n + \cdots + a_1 \lambda + a_0$. The substitution is well-defined because $A$ is power-associative. Note, however, that we cannot expect in general for $f(x) = g(x)h(x)$ to imply $f(\lambda) = g(\lambda)h(\lambda)$ for $\lambda \in A$.

We define the companion polynomial $C_f(x)$ of $f(x)$ to be $\text{Norm}(f(x)) = \overline{f(x)} \cdot f(x)$. The companion polynomial $C_f(x)$ is in $F[x]$, i.e., has central coefficients.

**Lemma 2.5** ([6, Theorem 3.3], [7, Theorem 3.6]). Let $A$ be a quaternion or octonion algebra, and let $f(x) \in A[x]$, then any root of $f(x)$ is also a root of the companion polynomial $C_f(x)$.

The latter lemma is false for higher-dimensional Cayley–Dickson algebras as the following example shows:

**Example 2.6.** Consider $A = \mathbb{S}$, the real sedenion algebra with the standard basis \{\(e_m\mid m = 0, \ldots, 15\)\}. Set $a = e_1 + e_{10}$ and $b = e_7 + e_{12}$. Then $ab = 0$ (see [17]). The polynomial $f(x) = ax$ has $b$ as a root, whereas the only root of $C_f(x) = \text{Norm}(a)x^2 = 2x^2$ is zero. **Lemma 2.5** does not hold for monic polynomials either. Indeed, one can consider a monic polynomial $g(x) = x^2 + ax + 2$, and then $C_g(x) = x^4 + 2x^2 + 4$. Since $b^2 = -2$, we have $g(b) = 0$ but $C_g(b) \neq 0$.

## 3. Spherical roots of Cayley–Dickson polynomials

Let $A$ be a Cayley–Dickson algebra over a field $F$. A root $\lambda \in A \setminus F$ of $f(x) \in A[x]$ is called a "spherical root" of $f(x)$ if all the elements $r \in A$ satisfying $p_\lambda(r) = 0$ (where $p_\lambda(x) = x^2 - \text{Tr}(\lambda)x + \text{Norm}(\lambda)$ is the characteristic polynomial of $\lambda$) are also roots of $f(x)$. In the special case of quaternion and octonion division algebras, a root $\lambda \notin F$ is spherical if and only if all elements in the conjugacy class of $\lambda$ are roots of $f(x)$ (see [6]).

**Proposition 3.1.** Let $A$ be a Cayley–Dickson algebra such that the norm form $\text{Norm}(a)$ is anisotropic. If $\lambda \in F$, then $\lambda$ is the unique root of the quadratic polynomial $p_\lambda(x)$.

**Proof.** Since $\lambda \in F$, we have $p_\lambda(x) = x^2 - 2\lambda x + \lambda^2 = (x - \lambda)^2$. If $r$ is a root of $p_\lambda(x)$, then it is contained in a two-dimensional subalgebra $F[r]$ of $A$ which is commutative and associative. In this subalgebra $(r - \lambda)^2 = 0$ implies $\text{Norm}(r - \lambda) \cdot (r - \lambda) = (r - \lambda)^2 = 0$. Since $\text{Norm}(r - \lambda) \neq 0$ whenever $r - \lambda \neq 0$, this is only possible for $r = \lambda$. 

**Example 3.2.** Proposition 3.1 does not hold for general Cayley–Dickson algebras, since it is possible that $(r - \lambda)^2 = 0$ for $r - \lambda \neq 0$. For example, one can consider the element $x = e_1 + e_2 \in \mathbb{H}$ which satisfies $\text{Tr}(x) = \text{Norm}(x) = 0$, and thus $x^2 = 0$.

In order to characterize spherical roots of polynomials over Cayley–Dickson algebras, we define an equivalence relation on the Cayley–Dickson algebra $A$. We say that $r \in A$ is quadratically-equivalent to $\lambda \in A$ if the quadratic polynomials $p_r(x)$ and $p_\lambda(x)$ coincide, that is, $\text{Tr}(r) = \text{Tr}(\lambda)$ and $\text{Norm}(r) = \text{Norm}(\lambda)$. Clearly, quadratic-equivalence is an equivalence relation indeed. Moreover, we see that $\lambda \in A \setminus F$ is a spherical root of $f \in A[x]$ if and only if the quadratic-equivalence class of $\lambda$ is contained in the set of roots of $f(x)$.

**Proposition 3.3.** If $A$ is a Cayley–Dickson algebra, $\lambda \in A$, and $r \in A \setminus F$, then $r$ and $\lambda$ are quadratically-equivalent if and only if $p_\lambda(r) = 0$.

**Proof.** The implication from left to right is straightforward. Assume now that $p_\lambda(r) = r^2 - \text{Tr}(\lambda)r + \text{Norm}(\lambda) = 0$. We also have $p_r(r) = r^2 - \text{Tr}(r)r + \text{Norm}(r) = 0$, so we obtain $(\text{Tr}(r) - \text{Tr}(\lambda))r - \text{Norm}(r) = 0$. Since $\lambda \neq F$, either $\text{Tr}(r) = \text{Tr}(\lambda)$ or $\text{Norm}(r) = \text{Norm}(\lambda)$. If $\text{Tr}(r) = \text{Tr}(\lambda)$, then $r$ and $\lambda$ are clearly quadratically-equivalent. If $\text{Norm}(r) = \text{Norm}(\lambda)$, then $p_r(x)$ and $p_\lambda(x)$ coincide, and thus $r$ and $\lambda$ are quadratically-equivalent.
(Norm(r) − Norm(λ)) = 0. Since r ∉ F, it follows that Tr(r) = Tr(λ) and Norm(r) = Norm(λ), and thus r and λ are quadratically-equivalent.

\[ \text{Example 3.4.} \] We cannot allow r to be in F for the following reason: consider the algebra \( \mathbb{H} \cong M_2(\mathbb{R}) \). In this algebra, one can take \( \lambda = \begin{pmatrix} t & 0 \\ 0 & s \end{pmatrix} \) and \( r = \begin{pmatrix} t & 0 \\ 0 & t \end{pmatrix} \) for two different real numbers \( t \) and \( s \). Then \( p_\lambda(x) = (x - s)(x - t) \) is not equal to \( p_r(x) = (x - t)^2 \), however, \( p_\lambda(r) = 0 \).

When \( A = A_n \) is a quaternion or octonion division algebra over an arbitrary field \( F \) (i.e., \( n \in \{2, 3\} \), and the norm on \( A \) is anisotropic), the quadratic-equivalence class of \( \lambda \) coincides with the conjugacy class of \( \lambda \), that is, the set of elements of the form \( h\lambda h^{-1} \) with \( h \in A_n \) being invertible, see [6, Remarks 3.1 and 5.3]. Clearly, this is not true for \( n = 1 \), since for any \( a \in A_1 \) the elements \( a \) and \( \bar{a} \) are always quadratically-equivalent, but they are not conjugate unless \( a = \bar{a} \), due to commutativity and associativity of \( A_1 \). As the following example shows, this is not the case for \( n \geq 4 \) either, though the expression \( h\lambda h^{-1} \) is well-defined for any \( h \in A_n \) such that \( \text{Norm}(h) \neq 0 \), since \( h^{-1} = (\text{Norm}(h))^{-1} h \) and \( A_n \) is flexible.

\[ \text{Example 3.5.} \] Let \( A \) be at least 16-dimensional real locally-complex Cayley–Dickson algebra. Consider \( a = e_1 + e_{10} \) and \( b = e_7 + e_{12} \) from Example 2.6. Then \( bab^{-1} = 0 \), but \( \text{Norm}(a) = 2 \neq 0 = \text{Norm}(0) \), so \( a \) and \( 0 \) are not quadratically-equivalent.

For locally-complex Cayley–Dickson algebras we can say more about spherical roots. We begin with the following characterizations of quadratic-equivalence, which are generalizations of well known facts about conjugacy classes in real quaternions (see, e.g., the survey article [22, Theorem 2.2]) and octonions ([6, Theorem 3.4]).

\[ \text{Proposition 3.6.} \] Let \( A \) be a locally-complex Cayley–Dickson algebra, and \( \lambda \in A \). Then \( r \) and \( \lambda \) are quadratically-equivalent if and only if \( \text{Re}(r) = \text{Re}(\lambda) \) and \( |\text{Im}(r)| = |\text{Im}(\lambda)| \).

\[ \text{Proof.} \] It is easy to verify that \( \text{Re}(r) = \text{Re}(\lambda) \) and \( |\text{Im}(r)| = |\text{Im}(\lambda)| \) if and only if \( \text{Tr}(r) = \text{Tr}(\lambda) \) and \( \text{Norm}(r) = \text{Norm}(\lambda) \), and the latter means quadratic-equivalence.

\[ \text{Corollary 3.7.} \] Let \( A \) be a locally-complex Cayley–Dickson algebra, and \( \lambda \in A \setminus F \). Denote \( a = \text{Re}(\lambda) \) and \( b = |\text{Im}(\lambda)| \). Let \( i \in A \setminus F \) be a certain element such that \( i^2 = -1 \), so that \( i \) generates a complex subfield \( C \) of \( A \). Then \( r = a \pm bi \) are quadratically-equivalent to \( \lambda \), and they are the two roots of \( p_\lambda(x) \) in \( C \).

The following is a reformulation of the previous corollary.

\[ \text{Corollary 3.8.} \] Let \( A \) be a locally-complex Cayley–Dickson algebra, and \( f \in A[x] \). If \( \lambda \in A \setminus F \) is a spherical root of \( f(x) \), then \( f(x) \) has exactly two distinct roots quadratically-equivalent to \( \lambda \) in every complex subfield of \( A \).

\[ \text{Example 3.9.} \] If \( A \) is a locally-complex Cayley–Dickson algebra of dimension 4 or 8, i.e., the real quaternion or octonion algebra, and there exist two distinct quadratically-equivalent roots of a polynomial, then these roots must be spherical roots (see [6, Theorem 3.4]). This is false in general for locally-complex Cayley–Dickson algebras. Returning to Example 2.6, we see that both \( b = -b \) and \( a \) are quadratically-equivalent to \( b \), and for \( f(x) = ax \) we have \( f(b) = f(-b) = 0 \) but \( f(a) = a^2 = -2 \neq 0 \).

\[ \text{Lemma 3.10.} \] Let \( f(x) \in A[x] \) and \( \lambda \in A \setminus F \), where \( A \) is an arbitrary Cayley–Dickson algebra. If \( f(x) = g(x)p_\lambda(x) \) for some \( g(x) \in A[x] \), then \( \lambda \) is a spherical root of \( f(x) \).
Proof. Denote \( T = \text{Tr}(\lambda) \) and \( N = \text{Norm}(\lambda) \) (recall that the elements \( T \) and \( N \) are central in \( A \), i.e., they belong to \( F \)). Now suppose that \( r \) is a root of \( p_\lambda(x) = x^2 - Tx + N \). We denote \( g(x) = a_n x^n + \cdots + a_1 x + a_0 \), where \( a_k \in A \) for \( 1 \leq k \leq n \). For convenience, we also set \( a_{-2} = a_{-1} = a_{n+1} = a_{n+2} = 0 \). Expanding the expression for \( f(x) \), we get:

\[
f(x) = (a_n x^n + \cdots + a_1 x + a_0)(x^2 - Tx + N)
= a_n x^{n+2} + (-a_n T + a_{n-1})x^{n+1} + (a_n N - a_{n-1} T + a_{n-2})x^n
+ \cdots + (a_2 N - a_1 T + a_0)x^2
+ (a_1 N - a_0 T)x + a_0 N
= \sum_{k=0}^{n+2} (a_k N - a_{k-1} T + a_{k-2})x^k.
\]

Now, we substitute \( r \) into \( f(x) \) and get

\[
f(r) = \sum_{k=0}^{n+2} (a_k N - a_{k-1} T + a_{k-2})r^k
= \sum_{k=0}^{n} (a_k r^{k+2} - a_k T \cdot r^{k+1} + a_k N r^k)
= \sum_{k=0}^{n} a_k (r^2 - T \cdot r + N) = 0.
\]

Therefore, \( \lambda \) is a spherical root of \( f(x) \).

Lemma 3.11. Let \( A \) be an arbitrary Cayley–Dickson algebra, and \( f(x) \in A[x] \). If \( \lambda \in A \setminus F \) is a spherical root of \( f(x) \), then \( f(x) = g(x)p_\lambda(x) \) for some \( g(x) \in A[x] \).

Proof. As before, denote \( T = \text{Tr}(\lambda) \) and \( N = \text{Norm}(\lambda) \). We perform a division with remainder of \( f(x) \) by the characteristic polynomial of \( \lambda \), \( p_\lambda(x) = x^2 - Tx + N \); i.e., there exist \( g(x) \in A[x] \) and \( a, b \in A \) such that

\[
f(x) = g(x)(x^2 - Tx + N) + ax + b.
\]

Denote \( h(x) = g(x)(x^2 - Tx + N) \). We consider the decomposition \( \lambda = \sum_{m=0}^{2^n-1} \lambda_m \ell_m \), where \( L_n = \{ \ell_m \mid m = 0, \ldots, 2^n - 1 \} \) is the standard basis for \( A = \langle \mu, \gamma_1, \ldots, \gamma_{2^n-1} \rangle_F \) and \( \lambda_m \in F \) for all \( m = 0, \ldots, 2^n - 1 \). Given \( k = \sum_{i=1}^{n-1} c_i 2^{i-1} \) with \( c_i \in \{0, 1\} \) being the coefficients in the binary decomposition of \( k \), we define \( v_k = \prod_{i=1}^{n-1} \gamma_i^{c_i} \in F \). Clearly, \( v_k \neq 0 \) for any \( k \in \{0, \ldots, 2^{n-1} - 1\} \), and \( v_0 = 1 \). Then we have \( \text{Tr}(\lambda) = 2\lambda_0 + \lambda_1 \) and

\[
\text{Norm}(\lambda) = \sum_{k=0}^{2^{n-1}-1} v_k \text{Norm}(\lambda_{2k} + \lambda_{2k+1} \ell_1) = \sum_{k=0}^{2^{n-1}-1} v_k (\lambda_{2k}^2 + \lambda_{2k} \lambda_{2k+1} - \mu \lambda_{2k+1}^2).
\]

Since \( \lambda \notin F \), there exists some \( m \neq 0 \) such that \( \lambda_m \neq 0 \). Assume first that \( m = 2k + 1 \) for some \( k \geq 0 \). Then we consider \( \kappa = \lambda + \lambda_{2k+1} (\ell_{2k} - 2\ell_{2k+1}) \). Note that \( (\lambda_{2k} + \lambda_{2k+1}) - \lambda_{2k+1} \ell_1 = \lambda_{2k} + \lambda_{2k+2} \ell_1 \) in \( A_1 \), so their traces and norms coincide, and thus \( \text{Tr}(\lambda) = \text{Tr}(\kappa) = T \) and \( \text{Norm}(\lambda) = \text{Norm}(\kappa) = N \). Since \( \lambda \) is a spherical root of \( f(x) \), we have \( f(\lambda) = f(\kappa) = 0 \). By Lemma 3.10, \( \lambda \) and \( \kappa \) are also roots of \( h(x) \), so we obtain \( a\lambda + b = a\kappa + b = 0 \). It follows that \( \lambda_{2k+1} a(\ell_{2k} - 2\ell_{2k+1}) = a(\kappa - \lambda) = 0 \). By Corollary 2.3, \( \ell_{2k} - 2\ell_{2k+1} \) is alternative in \( A \), so
\[ 0 = \lambda_{2k+1}(a(\ell_{2k} - 2\ell_{2k+1}))(\ell_{2k} - 2\ell_{2k+1}) \]
\[ = \lambda_{2k+1}a \left( (\ell_{2k} - 2\ell_{2k+1})(\ell_{2k} - 2\ell_{2k+1}) \right) \]
\[ = \text{Norm}(\ell_{2k} - 2\ell_{2k+1})\lambda_{2k+1}a = -(4\mu + 1)v_k\lambda_{2k+1}a. \]

Then \((4\mu + 1)v_k\lambda_{2k+1} \neq 0\) implies that \(a = 0\), and therefore, \(b = 0\). Finally, \(f(x) = g(x)(x^2 - Tx + N)\) as required.

Assume now that \(\lambda_m = 0\) for all odd values of \(m\). Since \(\lambda \notin F\), this is only possible for \(n \geq 2\). It is sufficient to show that there exists \(r = \sum_{m=0}^{2n-1} r_m\ell_m \in A\) which is quadratically-equivalent to \(\lambda\), and \(r_m \neq 0\) for some odd value of \(m\). Let \(k \geq 1\) such that \(\lambda_{2k} \neq 0\). Consider two cases:

- If \(\mu \neq 0\) then we set \(r_m = \lambda_m\) for all \(m \neq 2k + 1\). We also set \(r_{2k+1} = \mu^{-1}\lambda_{2k} \neq 0\). Then \(\text{Norm}(r_{2k} + r_{2k+1}\ell_1) = r_{2k}^2 + r_{2k}\ell_{2k+1} - \mu r_{2k+1}^2 = \lambda_{2k}^2 = \lambda_{2k+1}^2 - \mu\lambda_{2k+1}^2 = \text{Norm}(\lambda_{2k} + \lambda_{2k+1}\ell_1)\). Hence \(\text{Tr}(r) = \text{Tr}(\lambda)\) and \(\text{Norm}(r) = \text{Norm}(\lambda)\), as required.

- If \(\mu = 0\) then we choose \(r_0 \in F\) such that \(r_0^2 \neq \lambda_0^2\) and set \(r_1 = 2(\lambda_0 - r_0)\). We also set \(r_m = \lambda_m\) for all \(m \neq \{0, 1, 2k + 1\}\). We next find \(r_{2k+1}\) from the linear equation \((r_0^2 + r_0r_1) + v_k\lambda_{2k}r_{2k+1} = \lambda_0^2\). Then at least one of the elements \(r_1\) and \(r_{2k+1}\) is nonzero.

We now have \(\text{Tr}(r) = 2r_0 + r_1 = 2\lambda_0 = 2\lambda_1 = \text{Tr}(\lambda)\) and \((r_0^2 + r_0r_1) + v_k(r_{2k} + r_{2k+1}) = \lambda_0^2 + v_k\lambda_{2k}^2 = (\lambda_0^2 + \lambda_0\lambda_1) + v_k(\lambda_{2k}^2 + \lambda_{2k+1}\lambda_{2k+1})\), so \(\text{Norm}(r) = \text{Norm}(\lambda)\). \(\square\)

Combining Lemmas 3.10 and 3.11, we obtain the following theorem.

**Theorem 3.12.** Let \(A\) be an arbitrary Cayley–Dickson algebra, and \(f(x) \in A[x]\). Then \(\lambda \in A \setminus F\) is a spherical root of \(f(x)\) if and only if \(f(x) = g(x)p_\lambda(x)\) for some \(g(x) \in A[x]\).

**Theorem 3.13.** Let \(A\) be a Cayley–Dickson algebra over a field \(F\) and \(f(x) \in A[x]\). Assume that \(\lambda \in A \setminus F\) is a spherical root of \(f(x)\). Then \(\lambda\) is a root of \(C_f(x)\).

**Proof.** Since \(\lambda\) is a spherical root of \(f(x)\), by Theorem 3.12 we have \(f(x) = g(x)p_\lambda(x)\) for some \(g(x) \in A[x]\). Now, \(C_f(x) = \frac{f(x) - f(0)}{\lambda(x)} = (p_\lambda(x) \overline{g(x)}) \cdot (\lambda(x))\). Since the trace and the norm belong to \(F\), the polynomial \(p_\lambda(x)\) is central in \(A[x]\). Hence \(C_f(x) = \overline{g(x)} \cdot g(x) \cdot (p_\lambda(x))^2\). Therefore, \(\lambda\) is a root of \(C_f(x)\). \(\square\)

**Corollary 3.14.** Let \(A\) be a locally-complex Cayley–Dickson algebra, and \(f(x) \in A[x]\). If the degree of \(f(x)\) is \(n\), then it has at most \(\lfloor \frac{n}{2} \rfloor\) different classes of spherical roots with respect to quadratic equivalence.

**Proof.** By Theorem 3.12, \(p_\lambda(x)\) is a factor of \(f(x)\). Since \(p_\lambda(x)\) is central in \(A[x]\), it is also a factor of \(\overline{f(x)}\), and thus \((p_\lambda(x))^2\) is a factor of \(C_f(x)\). Since different indecomposable quadratic real polynomials are co-prime as polynomials in \(\mathbb{C}[x]\), having more than \(\lfloor \frac{n}{2} \rfloor\) spherical roots would imply that the degree of \(C_f(x)\) be at least \(4 \cdot (\lfloor \frac{n}{2} \rfloor + 1)\). However, the degree of \(C_f(x)\) is \(2n\), a contradiction. \(\square\)

**Example 3.15.** Corollary 3.14 does not hold for general Cayley–Dickson algebras. For example, let \(A = \mathbb{H}\) and \(f(x) = (x - 1)x(x + 1)\). Then \(f(x) = (x - 1)(x^2 + x) = x(x^2 - 1) = (x + 1)(x^2 - x)\), and there exist \(\lambda_1, \lambda_2, \lambda_3 \in \mathbb{H} \setminus \mathbb{R}\) such that \(p_{\lambda_1}(x) = x^2 + x, p_{\lambda_2}(x) = x^2 - 1,\) and \(p_{\lambda_3}(x) = x^2 - x\), see Example 3.4. Hence there are three quadratic classes of spherical roots for \(f(x)\).

**Algorithm 3.16.** One can therefore find the spherical roots of a polynomial \(f(x) \in A[x]\) over an arbitrary Cayley–Dickson algebra:

1. Find the roots of the companion polynomial \(C_f(x)\) in \(A\), which are grouped into a finite number of classes (since there is a finite number of monic quadratic polynomials in \(F[x]\) which divide \(C_f(x)\)), where each class is characterized by its trace and norm.
2. For any such root λ, reduce \( f(x) \) to a linear expression in \( x \) by the rule \( x^2 = \text{Tr}(\lambda)x - \text{Norm}(\lambda) \) (in fact, this is equivalent to division with remainder of \( f(x) \) by \( p_\lambda(x) \)).

3. If this reduction ends with 0, then λ is a spherical root of \( f(x) \). Otherwise, it is not.

In what follows, we would like to push the idea of Theorem 3.12 a bit further, and to prove that we can extend the decomposition of \( f(x) \) given there, for the special case of Cayley–Dickson division algebras. We start with preliminary lemmas.

**Lemma 3.17.** Let \( A \) be an alternative algebra over a field \( F \), and let \( f \in A[x] \), \( g(x) \in F[x] \) and \( \lambda \in A \). Denote \( h(x) = f(x)g(x) \). Then \( h(\lambda) = f(\lambda)g(\lambda) \).

Notice that under the assumptions of the lemma, \( g(\lambda) \) belongs to \( F[\lambda] \), and therefore belongs to the associative subalgebra \( F[\lambda, c] \) of \( A \) for any \( c \in A \); thus the proof proceeds almost the same as for associative algebras [8, Lemma 4.3].

**Proof.** Write \( f(x) = \sum_{i=0}^{m} c_i x^i \) and \( g(x) = \sum_{j=0}^{k} d_j x^j \). Then \( h(x) = f(x) \cdot g(x) = \sum_{i=0}^{m} (\sum_{j=0}^{k} c_i d_j x^{i+j}) \cdot g(x) = \sum_{i=0}^{m} \sum_{j=0}^{k} (c_i d_j x^{i+j}) \cdot g(x) = \sum_{i=0}^{m} (\sum_{j=0}^{k} c_i d_j) x^{i+j} \). Hence \( h(\lambda) = \sum_{i=0}^{m} (\sum_{j=0}^{k} c_i d_j) \lambda^{i+j} \). Since the coefficients \( d_i, 0 \leq i \leq k \), are in \( F \), we get \( h(\lambda) = \sum_{i=0}^{m} d_i (\sum_{j=0}^{k} c_i \lambda^j) \lambda^i = \sum_{j=0}^{k} d_j (\sum_{i=0}^{m} c_i \lambda^i) \lambda^j = f(\lambda) \sum_{j=0}^{k} d_j \lambda^j = f(\lambda)g(\lambda) \).

**Corollary 3.18.** Let \( A \) be a division algebra over a field \( F \), and let \( f(\lambda) \in A[x] \), \( g(x) \in F[x] \) and \( \lambda \in A \). Denote \( h(x) = f(x)g(x) \). If \( h(\lambda) = 0 \) and \( g(\lambda) \neq 0 \), then \( f(\lambda) = 0 \).

**Theorem 3.19.** Let \( A \) be an octonion or quaternion division algebra over an arbitrary field \( F \), and \( f(\lambda) \in A[x] \). Then \( f(\lambda) \) decomposes into a product

\[
f(\lambda) = g(\lambda) \prod_{i=1}^{k} p_{\lambda_i}(\lambda),
\]

where \( g(\lambda) \) has only non-spherical roots, which are exactly the non-spherical roots of \( f(\lambda) \), and \( \lambda_1, \ldots, \lambda_k \) are representatives from all the quadratic-equivalence classes of spherical roots of \( f \), counting multiplicity.

**Proof.** The proof is by induction on \( k \), the number of spherical roots of \( f \), using Theorem 3.12 and Corollary 3.18.

**Corollary 3.20.** Let \( A \) be an octonion or quaternion division algebra over an arbitrary field \( F \), and \( f(x) \in A[x] \). Suppose \( f(x) \) is of even degree \( 2n \), and that \( f(x) \) has \( n \) spherical roots from \( n \) distinct quadratic-equivalence classes. Then \( f(x) = cg(x) \) for some \( c \in A \) and \( g(x) \in F[x] \).

### 4. Derivatives and critical points

Let \( A \) be an arbitrary algebra over a field \( F \). The formal derivative \( f'(x) \) of a polynomial \( f(x) = a_n x^n + \cdots + a_1 x + a_0 \in A[x] \) is defined as \( f'(x) = na_n x^{n-1} + \cdots + a_1 \).

**Lemma 4.1** (Leibniz rule). For \( f(x), g(x) \in A[x] \), if \( h(x) = f(x)g(x) \), then \( h'(x) = f'(x)g(x) + f(x)g'(x) \).

**Proof.** The proof of this lemma is straightforward, since the formal derivative is linear, and standard proofs of the Leibniz rule for polynomial rings do not rely on the associativity of the ring of coefficients.
An element $\lambda \in A$ is called a critical point of $f(x) \in A[x]$ if $f'(\lambda) = 0$. A spherical critical point is a critical point which is also a spherical root of $f'(x)$.

**Theorem 4.2.** Let $f(x) \in A[x]$ and $\lambda \in A$, where $A$ is a locally-complex Cayley–Dickson algebra. The spherical critical points of $f(x)$ are contained in the convex hull of the roots of $C_f(x)$.

**Proof.** Since $\lambda$ is a spherical critical point of $f(x)$, we have $f'(x) = g(x)p_\lambda(x)$ by Theorem 3.12. Note that $\left(\frac{f(x)}{f'(x)}\right)' = f''(x)$, hence

\[ C_f'(x) = f''(x)f(x) + f(x)f''(x) = g(x)p_\lambda(x) \cdot f(x) + f(x)g(x)p_\lambda(x) = (g(x)f(x) + f(x)g(x))p_\lambda(x). \]

Therefore, $\lambda$ is a root of $C_f'(x)$. Besides, $\lambda$ belongs to the isomorphic copy $C$ of the field of complex numbers over $\mathbb{R}$ containing $\lambda$. Thus, by the Gauss–Lucas theorem it lies in the convex hull (inside this field of complex numbers) of the roots of $C_f(x)$ from that field. It is clear that this convex hull is contained in the convex hull defined by all the roots in $A$ of $C_f(x)$.

**Theorem 4.3.** Let $\mathbb{O}$ be the real octonion algebra and $f(x) \in \mathbb{O}[x]$ be a quadratic polynomial. Then the roots of $f'(x)$ lie in the convex hull of the roots of $C_f(x)$.

**Proof.** By [5], $f(x)$ factors into linear pieces $f(x) = (c(x - a))(x - b) = cx^2 - (ca + cb)x + (ca)b$. Then $f'(x) = 2cx - (ca + cb)$. The only root of $f'(x)$ is thus $\frac{1}{2}(a + b)$. The element $b$ is a root of $f(x)$, and hence a root of $C_f(x)$ as well. The element $a$ is not necessarily a root of $f(x)$, but it is a root of $C_f(x)$, and therefore the only root of $f'(x)$ is in the convex hull of the roots of $C_f(x)$.

If the degree of $f(x)$ is at least 3, then Theorem 4.3 does not hold even in the case of $\mathbb{H}$, see [11, Corollary 1]. Besides, as the following example shows, if $A$ is at least 16-dimensional locally-complex Cayley–Dickson algebra, then Theorem 4.3 does not hold for quadratic polynomials over $A$ either.

**Example 4.4.** Let $A$ be at least 16-dimensional locally-complex Cayley–Dickson algebra. Consider $a = e_1 + e_{15}a$ and $b = e_2 + e_{12}$ from Example 2.6, and let $f(x) = ax^2$. Then $f''(x) = 2ax$ and $C_f(x) = 2x^4$, so any element from $\mathbb{R}b$ is a root of $f'(x)$, but the convex hull of the roots of $C_f(x)$ is $\{0\}$.

Let $\langle a, b \rangle$ denote a real-valued symmetric bilinear form associated with the quadratic form $\text{Norm}(a)$ on an arbitrary Cayley–Dickson algebra $A$ over $\mathbb{R}$. Then $\langle a, a \rangle = \text{Norm}(a)$ for all $a \in A$. If $A$ is a locally-complex Cayley–Dickson algebra over $\mathbb{R}$, then $\langle a, b \rangle$ is the Euclidean inner product, since $\text{Norm}(a)$ is the Euclidean norm squared.

**Lemma 4.5 ([17, Lemma 1.3], [13, Lemma 4.2]).** Let $A$ be an arbitrary Cayley–Dickson algebra over $\mathbb{R}$, $a, b, c \in A$. Then $\langle a, bc \rangle = \langle a\bar{c}, b \rangle = \langle b\bar{a}, c \rangle$.

Let $A$ be a locally-complex Cayley–Dickson algebra. Then any element $I \in A$ of trace 0 and norm 1 generates a subalgebra $\mathbb{R}[I] \cong \mathbb{C}$ via $I \mapsto i$, which we denote by $\mathbb{C}_I$. We also denote by $\pi_I : A \to \mathbb{C}_I$ the orthogonal projection onto $\mathbb{C}_I$. Now any $f(x) \in A[x]$ decomposes as $f(x) = f_1(x) + f_2^I(x)$, where $f_1(x)$ has coefficients in $\mathbb{C}_I$ and $f_2^I(x)$ has coefficients in $\mathbb{C}_I^+$. Here $\mathbb{C}_I^+ = \{a \in A \mid \langle a, b \rangle = 0 \text{ for all } b \in \mathbb{C}_I\}$.

**Proposition 4.6.** Let $A$ be a locally-complex Cayley–Dickson algebra, $I \in A$ be an element of trace 0 and norm 1, $f(x) \in A[x]$. Then for any $\lambda \in \mathbb{C}_I$ we have $f_1(\lambda) \in \mathbb{C}_I$ and $f_2^I(\lambda) \in \mathbb{C}_I^+$. Thus $f(\lambda) = 0$ if and only if $f_1(\lambda) = f_2^I(\lambda) = 0$. 
Proof. Since $C_I$ is a subalgebra in $A$, it is clear that $f_I(\lambda) \in C_I$. It remains to prove that $f_I^+(\lambda) \in C_I^+$, that is, $\langle f_I^+(\lambda), b \rangle = 0$ for any $b \in C_I$. By linearity, it is sufficient to show that $\langle a_k \lambda^k, b \rangle = 0$, where $k \in \mathbb{N}_0$ and $a_k \in C_I^+$. Indeed, by Lemma 4.5, we have $\langle a_k \lambda^k, b \rangle = \langle b, \lambda^k \rangle = 0$, since $b \lambda^k \in C_I$. Then the statement follows. $\square$

If $f_I(x)$ is not constant, we denote by $K_{C_I}(f_I)$ the convex hull of the roots of $f_I(x)$ in $C_I$. Otherwise, we set $K_{C_I}(f_I) = C_I$. The following definition is motivated by [11, Definition 2], where polynomials over $\mathbb{H}$ are considered.

Definition 4.7. Given a locally-complex Cayley–Dickson algebra $A$ and $f(x) \in A[x]$, the Gauss–Lucas snail $sn(f)$ is defined to be the union of $K_{C_I}(f_I)$, where $I$ ranges over all elements of trace 0 and norm 1 in $A$.

Theorem 4.8. Let $A$ be a locally-complex Cayley–Dickson algebra, $f(x) \in A[x]$. Then the roots of $f'(x)$ are contained in $sn(f)$.

Proof. Consider a root $\lambda$ of $f'(x)$. This element is contained in some $C_I$. Therefore, it is also a root of $f_I'(x)$. An easy computation shows that $f_I'(x)$ is the derivative of $f_I(x)$. Hence, by the (complex) Gauss–Lucas theorem, $\lambda$ is contained in the convex hull of the roots of $f_I(x)$, and therefore in $sn(f)$. $\square$

Since the snail is admittedly difficult to compute, one should look for a more practical bound for the critical points. Such bounds can be obtained from spherical bounds on the roots themselves. Given a polynomial $f(x) \in A[x]$, we denote by $\rho(f)$ the spectral radius of $f(x)$, that is,

$$\rho(f) = \sup_{\lambda \in A, f(\lambda) = 0} |\lambda|.$$ 

Lemma 4.9. Let $A$ be a locally-complex Cayley–Dickson algebra, and let $f(x) = x^n + a_{n-1}x^{n-1} + \cdots + a_1x + a_0 \in A[x]$ be a monic polynomial with $\deg f \geq 1$. For any $r \in sn(f)$ we have

$$|r| < R_1(f) = \sqrt{1 + |a_{n-1}|^2 + \cdots + |a_1|^2 + |a_0|^2},$$

$$|r| < R_2(f) = 1 + \max_{0 \leq k \leq n-1} |a_k|,$$

$$|r| \leq R_3(f) = \max \{1, |a_{n-1}| + \cdots + |a_1| + |a_0|\}.$$ 

Proof. Since $r \in sn(f)$, there exists some $I$ such that $r \in K_{C_I}(f_I)$. The polynomial $f(x)$ is monic, so $f_I(x) = x^n + \pi_1(a_{n-1})x^{n-1} + \cdots + \pi_1(a_1)x + \pi_1(a_0)$ and $\deg f_I = \deg f \geq 1$. Hence $K_{C_I}(f_I)$ is the convex hull of the roots of $f_I(x)$ in $C_I$. It follows that $|r|$ is bounded from above by the maximum value of the moduli of the roots of $f_I(x)$. It is a classical result that the desired estimates hold for the roots of a complex polynomial $f_I(x)$, and its proof can be found in, e.g., [19, Theorem 8.1.7(i)] with $\lambda = 1$ and $p = 2$. It remains to note that $R_i$ are increasing functions of $|a_k|$, $j \in \{1, 2, 3\}$, $k \in \{0, 1, \ldots, n - 1\}$, and that, as is well known from linear algebra, $|\pi_1(a_k)| \leq |a_k|$ for all $k$. $\square$

Theorem 4.10. Let $A$ be a locally-complex Cayley–Dickson algebra, and let $f(x) \in A[x]$ be a monic polynomial with $\deg f \geq 1$. Then $sn(f)$ is a compact subset of $A$ which is contained in an open $(j = 1, 2)$ or a closed $(j = 3)$ ball with center at the origin and radius $R_j(f)$.

Proof. It is proved similarly to [11, Remarks 2 and 3] that for any $I$ the set $K_{C_I}$ is a compact subset of $C_I$ which depends continuously on $I$, and that $sn(f)$ is a closed subset of $A$. It remains to apply Lemma 4.9 which shows that $sn(f)$ is a bounded, and thus compact, subset of $A$. $\square$
Example 4.11. If $f(x) \in A[x]$ is a non-monic polynomial then $\text{sn}(f)$ need be neither closed nor bounded even for $A = \mathbb{H}$, see [11, Example 1]. The same example applies for an arbitrary locally-complex Cayley–Dickson algebra of dimension at least 4. Let $E_n = \{e_m \mid m = 0, \ldots, 2^n - 1\}$ be the standard basis of $A$, $i = e_1$. Consider $f(x) = ix^2 + x$. Then for an arbitrary $I \in A$ with trace 0 and norm 1 we have $f_I(x) = \alpha I x^2 + x$, where $\alpha = (I, i)$. Hence $K_{Cf}(f_I) = \{0\}$ for $\alpha = 0$, and $K_{Cf}(f_I)$ is a line segment from 0 to $\alpha^{-1}I$ for $\alpha \neq 0$. It follows that $\text{sn}(f) = \{\lambda \in A \mid \text{Tr}(\lambda) = 0, \ 0 < \langle \lambda, i \rangle \leq 1\} \cup \{0\}$. Clearly, this set is neither closed nor bounded.

Corollary 4.12. Let $A$ be a locally-complex Cayley–Dickson algebra, and let $f(x) \in A[x]$ be a monic polynomial with $\deg f \geq 1$. Then the roots and the critical points of $f$ are contained in an open $(j = 1, 2)$ or a closed $(j = 3)$ ball with center at the origin and radius $R_j(f)$. In other words,

$$\rho(f), \rho(f') < R_1(f), \quad \rho(f), \rho(f') < R_2(f), \quad \rho(f), \rho(f') \leq R_3(f).$$

Proof. Since any root $r$ of $f(x)$ is contained in some $\mathbb{C}_I$, it follows from Proposition 4.6 that it is also a root of $f_I(x)$, and thus $r \in \text{sn}(f)$. Hence the estimates on $\rho(f)$ are obtained from Lemma 4.9. The estimates on $\rho(f')$ follow immediately from Theorem 4.8 and Lemma 4.9.

Remark 4.13. Other classical bounds on the roots of a complex polynomial which are given in [19, Theorem 8.1.7(i-ii)] also hold for an arbitrary monic polynomial $f(x) \in A[x]$ and are proved similarly.

If the dimension of $A$ is at least 4, then it is not true in general that $\rho(f') \leq \rho(f)$. We construct a counterexample similarly to [11, Corollary 1].

Example 4.14. Let $A = \mathbb{H}$, and let $1, i, j, ij$ be the standard basis of this algebra. Set $f(x) = (x - i)(x - j)(x - ij) = x^3 - (i + j + ij)x^2 + (i - j + ij)x + 1$. Then $C_f(x) = (x^2 + 1)^2$. If $r$ is an arbitrary root of $f(x)$, then it is also a root of $C_f(x)$, so $r^2 + 1 = 0$, and thus $|r| = 1$. Hence $\rho(f) = 1$.

We have $f'(x) = 3x^2 - 2(i + j + ij)x + (i - j + ij)$, so $C_{f'}(x) = 9x^4 + 12x^2 - 4x + 3$. It can be seen that all roots of $C_{f'}(x)$ in $\mathbb{C}$ have modulus greater than 1, and thus the same holds for roots of $C_{f'}(x)$ in $\mathbb{H}$. Hence $\rho(f') > 1 = \rho(f)$.

Corollary 4.15. For every polynomial $f(x) = a_n x^n + \cdots + a_1 x + a_0 \in \mathbb{O}[x]$ with $n \geq 1$ and $a_n \neq 0$, it holds that

\[
\begin{align*}
\rho(f), \rho(f') &< \tilde{R}_1(f) = \frac{1}{|a_n|} \cdot \sqrt{|a_n|^2 + |a_{n-1}|^2 + \cdots + |a_1|^2 + |a_0|^2}, \\
\rho(f), \rho(f') &< \tilde{R}_2(f) = 1 + \frac{1}{|a_n|} \cdot \max_{0 \leq k \leq n-1} |a_k|, \\
\rho(f), \rho(f') &\leq \tilde{R}_3(f) = \max \left\{1, \frac{1}{|a_n|} \cdot (|a_{n-1}| + \cdots + |a_1| + |a_0|) \right\}.
\end{align*}
\]

Proof. Let $g(x) = a_n^{-1} f(x) = x^n + a_n^{-1} a_{n-1} x^{n-1} + \cdots + a_n^{-1} a_1 x + a_n^{-1} a_0$. Alternativity of the Cayley–Dickson algebra $A \otimes_F F(x)$ implies that $C_{g}(x) = \text{Norm}(a_n^{-1} f(x)) = \text{Norm}(a_n^{-1}) \text{Norm}(f(x)) = \text{Norm}(a_n^{-1}) C_f(x)$. Hence the roots of $C_{g}(x)$ and $C_f(x)$ coincide and, similarly, the roots of $C_{g'}(x)$ and $C_{f'}(x)$ coincide. By [6, Theorem 3.4], the conjugacy classes of both the roots and the critical points of $f(x)$ are the same as those of the roots and the critical points of $g(x)$, so it remains to apply the previous results to $g(x)$.

Note that many other classical bounds on the roots of complex polynomials can be extended to the octonionic case, see, for example, [21].

Example 4.16. If $A$ is at least 16-dimensional locally-complex Cayley–Dickson algebra, then Corollary 4.15 does not hold for $f(x) \in A[x]$. Indeed, consider $a = e_1 + e_{10}$ and $b = e_7 + e_{12}$ from Example 2.6,
and let \( f(x) = ax \). Then any element from \( \mathbb{R}b \) is a root of \( f(x) \), so there is no sphere which contains all roots of \( f(x) \).

The Gauss–Lucas theorem for \( \mathbb{C} \) states also that if \( K(f) \) is not a line segment then \( f'(z) = 0 \) and \( f(z) \neq 0 \) imply that \( z \) is an interior point of \( K(f) \). However, as the following example shows, this is not the case for a locally-complex Cayley–Dickson algebra \( A \) of dimension at least 4.

**Example 4.17.** Let \( E_n = \{ e_m \mid m = 0, \ldots, 2^n - 1 \} \) be the standard basis of \( A \), \( i = e_1 \), \( j = e_2 \). Consider \( f(x) = (x^2 - 1)(x - i)^2 + j \in A[x] \). Then \( f_1(x) = (x^2 - 1)(x - i)^2 \) and \( f'(x) = f'_1(x) \), so \( f'(i) = f_1(i) = 0 \) but \( f(i) \neq 0 \). Clearly, \( i \) belongs to the boundary of \( K_{C_1}(f_1) \), and thus it belongs to the boundary of \( s(f) \).

The disadvantage of this example is that for \( I \perp 1 \), \( i,j \) we have \( f_2(x) = (x^2 - 1)^2 \), so \( K_{C_1}(f_2) \) is just a line segment. However, if \( I \perp 1 \) and \( I \perp i,j \) (such values of \( I \) are dense in the imaginary part of the unit sphere of \( A \)), then \( f_3(x) = x^4 - \alpha x^3 - 2x^2 + \alpha x + 1 + \beta \), where \( \alpha, \beta \in \mathbb{R} \setminus \{0\} \). One can show that in this case \( K_{C_1}(f_3) \) has dimension 2.

**Remark 4.18.** In this context it is worth to mention another classical result, stating that a non-constant complex polynomial \( f(x) \) is divisible by its derivative \( f'(x) \) if and only if \( f(x) = c(x - a)^n \) for some \( c,a \in \mathbb{C} \) and \( n \in \mathbb{N} \). This can be rephrased in the following way: every root of \( f'(x) \) is a root of \( f(x) \) if and only if \( f(x) = c(x - a)^n \). This version does not extend to \( \mathbb{H} \), and thus not to \( \mathbb{O} \) either. Indeed, consider \( f(x) = \frac{1}{2}x^3 - \frac{1+j}{2}x^2 + ijx - \frac{1}{2}i \), then the only root of \( f'(x) = x^2 - (i + j)x + ij \) is also a root of \( f(x) \), despite \( f(x) \) not being of the desired form. The issue of divisibility requires further investigation.

### 5. Jensen’s Theorem for Cayley–Dickson polynomials

Jensen’s theorem is a classical improvement of the bound given by the Gauss–Lucas theorem for the special case of polynomials with real coefficients. In this section we extend this theorem to locally-complex Cayley–Dickson algebras. First we recall the original theorem.

Given \( z \in \mathbb{C} \), denote as usual by \( \bar{z} \) its complex-conjugate. The circle with the center \( \Re(z) \) and radius \( |\Im(z)| \) is called a Jensen circle. In particular, its diameter is \( 2|\Im(z)| \) and it passes through \( z \) and \( \bar{z} \).

Jensen’s theorem states that the non-real critical points of a polynomial \( f(x) \) with real coefficients lie on or within the Jensen circles defined by the complex-conjugate pairs of non-real roots of \( f(x) \).

First, we generalize Jensen circles to locally-complex Cayley–Dickson algebras. Let \( A \) be a locally-complex Cayley–Dickson algebra. For \( \lambda \in A \) we define the Jensen sphere of \( \lambda \) to be the \( (2^n - 1) \)-dimensional sphere with radius \( |\Im(\lambda)| \) and center \( \Re(\lambda) \). We remark that, by Proposition 3.6, all the points in the quadratic-equivalence class of \( \lambda \) are on this sphere.

**Proposition 5.1.** Let \( A \) be a locally-complex Cayley–Dickson algebra, and \( f(x) \in A[x] \) be a polynomial with real coefficients, then all non-real roots of \( f(x) \) are spherical.

**Proof.** Assume that \( f(\lambda) = 0 \) and consider the proof of Lemma 3.11. We performed a division with remainder of \( f(x) \) by \( p_\lambda(x) = x^2 - Tx + N \), where \( T = \Tr(\lambda) \) and \( N = \Norm(\lambda) \):

\[
f(x) = g(x)(x^2 - Tx + N) + ax + b.
\]

In this special case, we have \( a \) and \( b \) real. Since \( \lambda \) is a root of \( x^2 - Tx + N \), it must then satisfy \( a\lambda + b = 0 \). We thus have two cases: if \( a \) and \( b \) are both \( 0 \), then Theorem 3.12 proves that the root is spherical. Otherwise, \( a\lambda + b = 0 \) has a unique solution which must be real. \( \square \)

**Theorem 5.2.** Let \( A \) be a locally-complex Cayley–Dickson algebra, and \( f \in A[x] \) be a polynomial with real coefficients, then the spherical critical points of \( f(x) \) lie on or within the Jensen spheres defined by the spherical roots of \( f(x) \).
Proof. Let $\lambda$ be a spherical critical point of $f(x)$. This element is contained in some $C_I$. By Jensen’s theorem, applied to $C_I$, the critical point $\lambda$ is on or contained within a Jensen circle defined by a pair of complex-conjugate roots $z, \bar{z} \in C_I$ of $f(x)$. The root $z$ is spherical by Proposition 5.1, and so the Jensen circle of $z$ is contained in the Jensen sphere at $z$, since they are both centered at $\Re(z)$ and have the same radius (by Proposition 3.6). Thus $\lambda$ must be on or within the Jensen sphere. 

Remark 5.3. We finish by noticing that Theorem 5.2 provides an improvement to the bounds given in Theorem 4.2, as the companion polynomial has real coefficients, and so the spherical critical points of $f(x)$ are circumscribed by the (finitely many) Jensen spheres of the spherical roots of $C_I(x)$.
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