FRONT PROPAGATION PROBLEMS WITH SUB-DIFFUSION
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Abstract. Front propagation is considered for two kinds of sub-diffusion – reaction systems: (i) systems with sub-diffusion limited reaction rate governed by models with fractional time derivatives; (ii) systems with activation limited reaction rate governed by integro-differential equations with two time variables. It is shown that in the former case the front is described by a travelling wave solution, while in the latter the velocity of the front decreases with time.

1. Introduction. Anomalously slow diffusion, alias sub-diffusion, is a dispersion of particles whose mean square displacement is given by a power law \( \langle r^2(t) \rangle \sim t^\gamma \), \( 0 < \gamma < 1 \). The limit of normal diffusion is obtained with \( \gamma = 1 \).

Sub-diffusion often characterises the motion of particles within living cells due to the complicated structure of the medium. One example is the diffusion of enzymes within a cytoplasm that is a moderately crowded environment, whence a typical anomaly exponent \( \gamma \) is expected to be close to unity [24]. The motion of transcription factors within nuclei is severely hindered by the closely packed DNA strands, and the anomaly is more pronounced with the expected value of \( \gamma \) about moiety [23]. The lateral diffusion of molecules along cell membrane is combined from a rather mobile fraction (e.g. ligands), whose anomaly exponent is moderate, and an almost immobile fraction (e.g. receptors) with \( \gamma \rightarrow 0 \) [7, 15]. In all of these examples and many others the particles travel through the cell and its organelles in order to complete a destined reaction.

The reactions can be diffusion limited, when the reaction rate is determined mainly by the availability of reactants or catalysts, or activation limited if the energy supply is precluded. In the former case due to the anomalously slow diffusion the reaction rate is generally diminished. This phenomenon was demonstrated in one experimental work with yeast cells [20] and a few theoretical studies of sub-diffusion with different reactions: coagulation and annihilation [26], front propagation [8], reaction with a singular disorder [5], reaction with bimolecular enzyme kinetics [6] and reaction with trapping in exciton dynamics [27]. There are exceptions, however, and an enhanced reaction rate was obtained in diffusion limited reaction.
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due to anomaly [16]. This is to show that the diffusion anomaly might result in non-intuitive changes of the reaction rates. In the case of activation energy limitation the reaction rate might stay unchanged.

Due to the wide variety of anomaly origins in diffusion processes within living cells, no universal model of sub-diffusion can be formulated, and the mathematical modelling of sub-diffusive reaction processes is far from being complete. By a recent study, diffusion anomaly on a cell membrane occurs by three different mechanisms [14]. Sub-diffusion has been traditionally modelled by fractional derivatives [11]. In fact, there are many types of fractional derivatives and moreover, it has been shown that certain reaction–diffusion processes with anomaly can only be modelled by more complicated integro-differential operators [19, 17].

One of the pertinent reaction–sub-diffusion problems is that of front propagation. Some reactions in living cells are front-like. Among these are signals sent between the cell organelles [4], fronts travelling during tumor invasion into healthy tissues [9] and fronts produced during activation of actin filaments [21].

Sub-diffusive fronts have received scarce attention due to the aforementioned modelling difficulties. Inspired by the numerous applications in cell biology, in the presented work a basic theory is set for front propagation subject to sub-diffusion with an emphasis on the differences due to the choice of the memory operator. In section 2.1 an expression for the propagation velocity is obtained for a fractional derivative as the memory operator and a piecewise linear kinetics. In 2.2 domain walls are analysed for Allen-Cahn kinetics and a small external field. In section 3 a similar analysis is performed for a more complicated memory operator, involving the concept of aging.

2. Models based on fractional derivatives. Hereinafter two fractional sub-diffusive models are considered, touching on different aspects of front propagation. The proposed equations describe a sub-class of reactions and because of the diversity of anomaly origins in nature are not meant to model a specific system.

First, a simple fractional model is analysed, amenable to an exact solution due to a piecewise linear kinetic function. This basic, single dimensional model depicts how the presence of anomaly complicates the dependence of the front speed on the system parameters. Next, a fractional model with a cubic non-linearity and a small external field is investigated. Here changes of front profiles and velocities are studied.

A normal reaction–diffusion equation reads

\[ \partial_t u(x, t) = D \partial_x^2 u(x, t) + f(u) \quad x \in \mathbb{R}, \quad (1) \]

wherein \( u \) is the species density, \( D \) – a constant diffusion coefficient and \( f \) – a kinetic function. One class of sub-diffusive problems is obtained via a modification of (1) by a fractional derivative of order \( \gamma \)

\[ \partial_t^\gamma u(x, t) = D \partial_x^2 u + f(u) \quad x \in \mathbb{R}, \quad (2a) \]

where the fractional operator is defined as [11, 3]

\[ \partial_t^\gamma g(t) = \frac{1}{\Gamma(1 - \gamma)} \int_{-\infty}^{t} \frac{g'(\tau)}{(t - \tau)^\gamma} d\tau, \quad 0 < \gamma < 1, \quad (2b) \]

or

\[ \partial_t^\gamma g(t) = -\frac{1}{\Gamma(-\gamma)} \int_{0}^{\infty} \frac{g(t) - g(t - \tau)}{\tau^{\gamma+1}} d\tau, \quad 0 < \gamma < 1. \quad (2c) \]
Operators (2b) and (2c) have different domains of definition, as (2b) requires the function $g$ to be differentiable. However, for differentiable functions the operators are identical given a proper integral convergence – see appendix A, where the Fourier transform

$$\{ \mathcal{F} \partial_t^\gamma g(t) \} (q) = (iq)^\gamma \{ \mathcal{F} g \} (q)$$

is also derived.

2.1. Fractional model with piecewise linear kinetics. The first model to be treated comprises a modification of a normal reaction – diffusion equation according to (2b):

$$\partial_t^\gamma u(x, t) = D \partial_x^2 u - k [u - H(u - a)] \quad x \in \mathbb{R}, \quad t > -\infty,$$

$$\partial_t^\gamma g(t) = \frac{1}{\Gamma(1 - \gamma)} \int_{-\infty}^t \frac{g'(\tau)}{(t - \tau)^\gamma} d\tau, \quad 0 < \gamma < 1,$$

wherein a kinetic function was chosen so that (4a) is amenable to an analytical solution with $k > 0$ being a kinetic constant, $H$ denoting the Heaviside function and $a$ – an arbitrary discontinuity point (see figure 1). This choice of the kinetic function allows for an exact solution in the form of a travelling front, i.e. satisfying

$$u(x, t) = u(\xi), \quad \xi = x - ct,$$

$$u(-\infty) = 0, \quad u(\infty) = 1, \quad u'(\xi) > 0.$$

The section will focus on the propagation of the front and not its formation, thus enabling the assumption that the front has existed indefinitely long ago and using an infinite lower bound in the memory operator (4b). The velocity $c$ is so far unknown and might be of any sign.

![Figure 1: Piecewise linear kinetic function](image)

Due to the translational invariance of such a front it is possible to assume

$$u(0) = a, \quad 0 < a < 1,$$

and then using the boundary and monotonicity conditions (4c) replace $H(u - a)$ by $H(x)$. 
2.1.1. Front shape. Fourier transform of (4a) with respect to $\xi$ yields

$$\hat{u}(q) = \frac{k}{Dq^2 + k + (-icq)^\gamma} \left( \pi\delta(q) - \frac{i}{q} \right),$$  
(6)

with $q$ being the transform variable and transformed functions denoted by a hat. The transform is taken in the sense of distributions, and $\delta$ is the Dirac delta function. With the aid of

$$\lim_{\epsilon \to 0^+} \frac{1}{q - i\epsilon} = \frac{1}{q} + i\pi\delta(q)$$  
(7)

equation (6) is inversed as

$$u(\xi) = -\frac{ik}{2\pi} \lim_{\epsilon \to 0^+} \int_{-\infty}^{\infty} \frac{e^{i\eta\xi}}{Dq^2 + k + (-icq)^\gamma} dq_{q - i\epsilon}.$$  
(8)

The integral can be readily computed for the part of the wave that is 'ahead of the front', i.e., for $\xi > 0$ in the case when the wave propagates to the right ($c > 0$), and for $\xi < 0$ in the case when the wave propagates to the left ($c < 0$). To evaluate the integral, the residue theorem is used with the contours constructed from the integration path along the real axis and a semi-arc of radius $R$ in the upper half plane for $c > 0$, $\xi > 0$ and the lower half plane for $c < 0$, $\xi < 0$ (see figure 2).

![Figure 2: Closed contours for the computation of (8) by the residue theorem.](image)

As the limits $\epsilon \to 0$ and $R \to \infty$ are approached, the contour integral equals the desired one, since the arc integral vanishes for both upper ($c > 0$) and lower ($c < 0$) contours, as seen by substituting $q = Re^{i\theta}$ to yield

$$\lim_{R \to \infty} \int_{0}^{\pi} \frac{e^{iRe^{i\theta}x}}{D R^2 e^{2i\theta} + k + (|c|R)^\gamma e^{i(\theta - \pi\text{sgn }c/2)\gamma}} \frac{Rie^{i\theta} d\theta}{R e^{i\theta} - i\epsilon} = 0.$$  
(9)

Thus

$$u(\xi) = -\frac{ik}{2\pi} \lim_{\epsilon \to 0^+} \int_{-\infty}^{\infty} \frac{e^{i\eta\xi}}{Dq^2 + k + (-icq)^\gamma} dq_{q - i\epsilon}.$$  
(10)

It is assumed that the complex function $(-icq)^\gamma$ has a branch cut along the positive imaginary axis for the case $c < 0$, $\xi < 0$, and along the negative imaginary axis for $c > 0$, $\xi > 0$. 
Substituting \( q = \text{sgn} \, c \, iQ \), \( Q > 0 \), the integrand possesses a pole \( Q_* \) on this branch for \( c \geq 0 \)

\[
-D Q_*^2 + k + (|c| Q_*)^\gamma = 0, \tag{11}
\]

unique over \( \mathbb{R} \) by a graphical solution method (see appendix B for the proof of uniqueness over \( \mathbb{C} \)). For \( c > 0 \) there is one more pole \( q = ic \) within the integration contour. Therefore, bearing in mind that for \( c < 0 \) the winding number of the contour is -1,

\[
u(\xi) = -ke^{Q_* \xi} \lim_{q \to -iQ_*} \frac{q + iQ_*}{D q^2 + k + (-icq)^\gamma} \frac{1}{q} = \frac{ke^{Q_* \xi}}{2D Q_*^2 - \gamma(|c| Q_*)^\gamma}. \tag{12a}
\]

For \( c > 0 \)

\[
u(\xi) = k \left( e^{-Q_* \xi} \lim_{q \to -iQ_*} \frac{q - iQ_*}{D q^2 + k + (-icq)^\gamma} \frac{1}{q} + \lim_{q \to -ic, c \to 0^+} \frac{1}{D q^2 + k + (-icq)^\gamma} \right)
= 1 - \frac{ke^{-Q_* \xi}}{2D Q_*^2 - \gamma(|c| Q_*)^\gamma}, \tag{12b}
\]

the winding number of the contour equalling unity. It is seen, in particular, that ahead of the front the solution approaches its limiting behaviour at infinity exponentially fast.

The behaviour of the solution behind the front is qualitatively different from that ahead of the front, in particular, it does not behave exponentially. For \( \text{sgn} \, c \neq \text{sgn} \, \xi \) it is convenient to write the solution (8) in the real form as

\[
u(\xi) = \frac{1}{2} + \frac{k}{\pi} \int_0^\infty \left\{ \frac{\text{sgn} \, c \, |c|^{\gamma} q^\gamma \sin \tilde{\gamma} \cos(q\xi)}{(D q^2 + k + |c|^{\gamma} q^\gamma \cos \tilde{\gamma})^2 + |c|^{2\gamma} q^{2\gamma} \sin^2 \tilde{\gamma}} \right. 
+ \frac{|D q^2 + k + |c|^{\gamma} q^\gamma \cos \tilde{\gamma}| \sin(q\xi)}{(D q^2 + k + |c|^{\gamma} q^\gamma \cos \tilde{\gamma})^2 + |c|^{2\gamma} q^{2\gamma} \sin^2 \tilde{\gamma}} \left. \right\} \frac{dq}{q}, \quad \tilde{\gamma} = \frac{\pi \gamma}{2}. \tag{13}
\]

The asymptotics is obtained via the integral form (13) and the decay is algebraic (see appendix C for a detailed derivation)

\[
u(\xi) \sim \frac{1}{2} (1 + \text{sgn} \, \xi) + \frac{1}{2k\pi} \left| \frac{c}{\xi} \right|^{\gamma} \Gamma(\gamma) \sin(2\tilde{\gamma}) \left( \text{sgn} \, c - \text{sgn} \, \xi \right) \left( \text{sgn} \, c - \text{sgn} \, \xi \right). \tag{14}
\]

The difference in the functional form of the tails corresponds to the system’s memory, as induced by sub-diffusion.

2.1.2. Propagation velocity. Imposing \( u(0) = a \) it is seen immediately that (12) is continuous at \( c = 0 \) for all \( 0 < c \leq 1 \). Combining with (11) and solving for \( c \),

\[
c = (2a - 1)^\frac{1}{\gamma} \left( \frac{k}{2 - \gamma}(1 - a) \right)^\frac{1}{\gamma - \frac{1}{2}} \left( \frac{D}{1 - \gamma(1 - a)} \right)^\frac{1}{\gamma}, \quad \frac{1}{2} \leq a < 1, \tag{15a}
\]

\[
c = -(1 - 2a)^\frac{1}{\gamma} \left( \frac{k}{2 - \gamma}a \right)^\frac{1}{\gamma - \frac{1}{2}} \left( \frac{D}{1 - \gamma a} \right)^\frac{1}{\gamma}, \quad 0 < a \leq \frac{1}{2}. \tag{15b}
\]

Thus, \( c \) is an odd function of \( a - 1/2 \) that is equal to zero at \( a = 1/2 \) and monotonically increases with \( a \). As \( a \) goes to 1, \( c \) goes to infinity,

\[
\lim_{a \to 1} c = \sqrt{D} \left( \frac{k}{2 - \gamma} \right)^\frac{1}{\gamma - \frac{1}{2}} \lim_{a \to 1} (1 - a)^\frac{1}{\gamma - \frac{1}{2}}. \tag{16}
\]
In the case of normal diffusion (15) reduces to

\[ c = (2a - 1)\sqrt{\frac{D k}{a(1-a)}}, \quad \gamma = 1. \]  \hspace{1cm} (17)

For \(0 < \gamma \ll 1\)

\[ c \sim \sqrt{2e(1-a)D/k} \left( k \frac{2a - 1}{2(1-a)} \right)^{-\frac{\gamma}{2}}, \quad \frac{1}{2} \leq a < 1, \]  \hspace{1cm} (18a)

\[ c \sim -\sqrt{2eaD/k} \left( k \frac{1 - 2a}{2a} \right)^{-\frac{\gamma}{2}}, \quad 0 < a \leq \frac{1}{2}. \]  \hspace{1cm} (18b)

Consider, e.g., (18a). If \(a > a_{cr} \equiv k + 2(2k + 1)\), then

\[ k \frac{2a - 1}{2(1-a)} > 1, \]

so that \(c\) is extremely large, i.e., propagation of the front in the case of strongly anomalous diffusion is much faster than that in the case of normal diffusion. If, on the other hand, \(1/2 < a < a_{cr}\), the propagation speed is extremely small. This non-intuitive threshold behaviour can be explained as follows. Normally, condition (5) implies that if \(c = 0\) ( \(a = \frac{1}{2}\) ), reaction and diffusion terms balance each other, and the front is stationary. If \(c \neq 0\), the front moves so that \(u = a\) on the line \(x/t = c\) in the \((x, t)\) space. When the state \(u = 1\) ( \(a > \frac{1}{2}\) ) dominates, a rightward motion ( \(c > 0, x > 0\) ) yields the desired balance, and vice versa when \(u = 0\) dominates. With \(a > \frac{1}{2}\) and a slight anomaly the balance is reached despite the slow diffusion, whereas for \(a\) sufficiently large the front must speed up to “catch up” with the reaction.

2.2. Fractional model with a cubic non-linearity. In order to show that the front properties found in the previous subsection are typical for sub-diffusion – reaction system, problem (2b) is now considered with the fractional operator defined by (2c) and a smooth kinetic function \(f(u) = u - u^3 + \mu\) corresponding to the Allen-Cahn equation [1]. In the case of normal diffusion that equation describes the kinetics of a phase transition. The variable \(u\) is now the deviation of the density from a certain characteristic density rather than density itself, hence it can take both positive and negative values. Parameter \(\mu\), which breaks the symmetry \(u \rightarrow -u\), plays the same role as \(2a - 1\) in the piecewise linear model considered in the previous subsection. Similar models with different kinetics were studied in the past [10].

A solution of the equation

\[ \tilde{\partial}_t^\gamma u(x, t) = u_{xx} + u - u^3 + \mu \]  \hspace{1cm} (19a)

is sought in the form of a front with velocity \(c\),

\[ u(x, t) = u(\xi), \quad \xi = x + c t. \]  \hspace{1cm} (20a)

The boundary conditions (stated below) are to be chosen so that for \(\mu > 0\) the domain wall moves to the left, i.e. \(c > 0\). Then if \(\mu < 0\), the transformation \(\mu \mapsto -\mu, u \mapsto -u, x \mapsto -x\) restores the considered problem. Hence the front solution is governed by the equation

\[ c^\gamma \tilde{\partial}_\xi^\gamma u(\xi) = u_\xi + u - u^3 + \mu. \]  \hspace{1cm} (21a)
The boundary conditions are taken as
\[ u(-\infty) = u_-(\mu) < 0, \quad u(\infty) = u_+ (\mu) > 0, \] (21b)
where \( u_+ (\mu) \) and \( u_- (\mu) \) are the maximal and minimal roots of the equation
\[ u - u^3 + \mu = 0 \] (22)
( it is assumed that \( |\mu| < 2\sqrt{3}/9 \), therefore equation (22) has three real roots; note a difference in sign in the definition of \( c \) in comparison with the previous section ). In the case \( \mu = 0 \) equation (19) has a stationary solution \( u_0 (\xi), c = 0 \), which satisfies
\[ 0 = (u_0)_\xi \xi + u_0 - u_0^3, \] (23a)
solved as
\[ u_0 (\xi) = \tanh \frac{\xi}{\sqrt{2}}, \] (23b)
This is similar to the case \( a = 1/2 \) for the model considered in section 2.1.
Let us consider now the case \( 0 < \mu \ll 1 \) and construct the solution in the form
\[ u = u_0 + u_1, \quad |u_1| \ll 1. \] (23c)
At the leading order, the correction \( u_1 \) satisfies
\[ c^\gamma \tilde{\partial}_\xi^\gamma u_0 (\xi) - \mu = (u_1)_{\xi\xi} + (1 - 3u_0^2) u_1. \] (23d)
For (23c) to have a solution, by Fredholm alternative
\[ c^\gamma b(\gamma) = 2\mu \] (24a)
with the quantity \( b(\gamma) \) given by
\[ b(\gamma) = -\frac{1}{\Gamma(-\gamma)} \int_0^\infty \frac{1}{\zeta^{\gamma+1}} \int_{-\infty}^\infty u'_0 (\xi) [u_0 (\xi) - u_0 (\xi - \zeta)] d\xi d\zeta \
\[ = -\frac{1}{2^{\gamma/2} \Gamma(-\gamma)} \int_0^\infty \zeta^{-(\gamma+1)} F(\zeta) d\zeta, \quad F(\zeta) = \frac{\sinh (2\zeta) - 2\zeta}{\sinh^2 \zeta}. \] (24b)
The case \( \mu < 0 \) can be considered in a similar way; one finds that \( c(-\mu) = -c(\mu) \). The obtained relation for \( c(\mu) \) is similar to the relation (15) found in the previous subsection.
The effect of memory is seen when the asymptotic form of the solution tails is evaluated. At the left tail ( \( \xi \to -\infty \) ) the fractional term on the left-hand side of (23d) yields
\[ c^\gamma \tilde{\partial}_\xi^\gamma u_0 (\xi) \sim -\frac{4\mu d(\gamma)}{\Gamma(-\gamma) b(\gamma)} e^{\xi \sqrt{2}}, \quad d(\gamma) = \int_0^\infty \frac{1 - e^{-\zeta \sqrt{2}}}{\zeta^{\gamma+1}} d\zeta, \] (25a)
and the asymptotics for \( u_1 \) is
\[ u_1 \sim \frac{\mu}{2} - \frac{\mu}{\sqrt{2}} \left( 3 + \frac{2d(\gamma)}{\Gamma(-\gamma) b(\gamma)} \right) \xi e^{\xi \sqrt{2}} + Ce^{\xi \sqrt{2}}, \] (25b)
with \( C \) being a constant that cannot be determined by this approach. At the right tail ( \( \xi \to \infty \) ) the substitution \( \zeta = y\xi \) is used in the evaluation of the fractional derivative, giving
\[ c^\gamma \tilde{\partial}_\xi^\gamma u_0 (\xi) \sim -\frac{c^\gamma}{\Gamma(-\gamma) \xi^\gamma} \int_0^\infty \frac{\tanh \frac{\xi}{\sqrt{2}} - \tanh \left( \frac{\xi - \sqrt{2}}{\sqrt{2}} \right)}{y^{\gamma+1}} dy \sim \frac{4\mu}{\Gamma(1-\gamma) \Gamma(\gamma)} \xi^{-\gamma}, \] (26a)
Using (hence)

\[ u_1 \sim \frac{\mu}{2} \left( 1 - \frac{4}{\Gamma(1 - \gamma) b(\gamma)} \xi^{-\gamma} \right). \]  

(26b)

The obtained asymptotics are similar to those found in the previous section. The difference of the asymptotics for \( \xi \to -\infty \) and \( \xi \to \infty \) can be explained qualitatively in the following way. As the front propagates to the left, the left tail is not “aware” of its existence and exhibits a normal exponential decay due to the hyperbolic tangent solution, whereas at the right tail the memory of the already passed front causes the power law asymptotics typical of the kernels of fractional derivatives.

3. Domain walls for sub-diffusion with aging.

3.1. Models of sub-diffusion based on continuous time random walk approach. In the present section another class of sub-diffusion models is addressed, where the rate of chemical reaction is activation limited and not influenced directly by the sub-diffusion. Due to the presence of memory the reaction and diffusion processes are intertwined in a way that no longer allows to write a balance equation with the respective terms uncoupled.

The formalism of continuous time random walk is utilised to build a positive definite evolution operator that accounts for sub-diffusion with reactions [19, 17, 22]. Let us describe first the essence of that approach in the absence of a reaction. Assume that the system contains \( N \) kinds of molecules performing random jumps starting from a certain time instant \( t = 0 \). A molecule of the kind \( i, i = 1, 2, \ldots, N \), that arrives to the point \( x' \) at the time instant \( t' \) performs the next jump to the point \( x \) at the time instant \( t \) with the probability density \( m_i(x - x') w(t - t') \), where functions \( m_i(\xi) \) (species-dependent step length probability function) and \( w(\tau) \) (waiting time probability function) satisfy the conditions

\[ \int_{-\infty}^{\infty} m_i(\xi) d\xi = 1, \quad \int_{0}^{\infty} w(\tau) d\tau = 1. \]  

(27)

Let us denote by \( n_i(x, t, t') \) the density of molecules of the kind \( i \) at the point \( x \) and time instant \( t \), which have arrived to that point at a time instant \( t' \), \( 0 < t' < t \). The time evolution of that quantity is given by

\[ \partial_t n_i(x, t, t') = -w(t - t') n_i(x, t', t'), \]  

(28)

hence

\[ n_i(x, t, t') = n_i(x, t', t') \left( 1 - \int_{0}^{t-t'} w(\tau) d\tau \right). \]  

(29)

Using (29), it is possible to rewrite (28) in the form

\[ \partial_t n_i(x, t, t') = -W(t - t') n_i(x, t, t'), \]  

(30)

where

\[ W(t - t') = \frac{w(t - t')}{1 - \int_{0}^{t-t'} w(\tau) d\tau}. \]  

(31)

Equation (30) is valid for \( t > 0 \). To account for the initial condition the definition of functions \( n_i(x, t, t') \) is formally extended into the whole region \( -\infty < t < \infty \), so that \( n_i(x, t, t') = 0 \) everywhere outside the subset \( 0 < t' < t \). At the instant \( t = 0 \) particles of densities \( \rho_{0i} \) arrive in the system, so that \( n_i(x, 0, t') = \rho_{0i} \delta(t') \). At finite \( t \) the distribution \( n_i(x, t, t') \) consists of two parts: a smooth part at \( t' > 0 \) comprising particles that performed jumps, and a singular part of the type \( \rho_{si}(x, t) \delta(t') \), where
\(\rho_{i}(x,t)\) is the density of particles that never performed jumps. The total probability density is

\[
\rho_{i}(x,t) = \int_{0^{-}}^{t} n_{i}(x,t,t') \, dt',
\]

(32)

wherein the limit \(0^{-}\) of the integral means that the contribution of the \(\delta\)-like part of the distribution is taken into account.

At the same time, the general master equation reads

\[
n_{i}(x,t,t') = \int_{-\infty}^{\infty} m_{i}(x-x') \int_{0}^{t} w(t-t') n_{i}(x',t',t') \, dt' \, dx' .
\]

(33)

Comparing (28) and (30), one comes to the conclusion that equation (33) can be written also as

\[
n_{i}(x,t,t') = \int_{-\infty}^{\infty} m_{i}(x-x') \int_{0}^{t} W(t-t') n_{i}(x',t',t') \, dt' \, dx'.
\]

(34)

Later on, \(w(\tau)\) is taken as

\[
w(\tau) = \frac{\gamma \tau_{0}^{\gamma}}{(\tau + \tau_{0})^{\gamma+1}}, \quad 0 < \gamma < 1, \quad \tau_{0} \sim \mathcal{O}(1),
\]

(35a)

\[
W(\tau) = \frac{\gamma}{\tau + \tau_{0}}.
\]

(35b)

A “heavy tail” in the waiting time probability function provides a sub-diffusive behaviour [11].

Let us include the chemical reaction. Now, the time evolution of \(n_{i}(x,t,t')\) is affected by two factors: total decrease due to jumps and chemical composition change due to the reaction. The following modification of equation (30) is postulated [13]:

\[
\partial_{t} n_{i}(x,t,t') = -W(t-t') n_{i}(x,t,t') + \sum_{j=1}^{N} M_{ij}(\rho_{1}, \ldots, \rho_{N}) n_{j}(x,t,t')
\]

(36)

with the probability density for walkers of all ages being

\[
\rho(x,t) = \int_{0^{-}}^{t} n(x,t,t') \, dt' \quad t > 0
\]

\[
\rho = (\rho_{1}, \ldots, \rho_{N}), \quad n = (n_{1}, \ldots, n_{N}).
\]

(37)

It is convenient to introduce the variable \(\tau = t - t'\) (the particle “age”) instead of the arrival time \(t'\) [22] and define

\[
\eta_{i}(x,t,\tau) \equiv n_{i}(x,t,t-\tau), \quad \tau > 0.
\]

(38)

Hence the model is formulated as

\[
(\partial_{t} + \partial_{\tau}) \eta(x,t,\tau) = (-W(\tau)I + M(\rho)) \eta(x,t,\tau),
\]

(39a)

\[
x \in \mathbb{R}, \quad 0 < t < \infty, \quad 0 < \tau < t,
\]

\[
\rho(x,t) = \int_{0}^{t^{+}} \eta(x,t,\tau) \, d\tau \quad t > 0,
\]

(39b)

\[
\eta(x,t,0) = \int_{\mathbb{R}} m(x-x') \int_{0}^{t^{+}} W(\tau) \eta(x',t,\tau) \, d\tau \, dx' + \rho_{0}(x) \delta(t) \quad t > 0.
\]

(39c)
For the sake of simplicity, later on the limit \( t \) is indicated instead of \( t^+ \) in the integrals. It is meant however that a \( \delta \)-like part of the distribution stemming from the initial condition is taken into account.

The model described above is based on the assumption that (i) each kind of molecules is produced from all kinds of molecules with the rates \( M_{ij} \) that do not depend on the ages of molecules but only on the total densities of components; (ii) the age of the molecule does not change in the course of reaction. The latter assumption needs some commenting.

When a diffusive process is described by a continuous time random walk, a particle’s age is the time elapsing between its last step and the present time. If the process also involves chemical reactions, the particle might change identity before its next step occurs. Then two possibilities ensue: the definition holds and the particle keeps its age in spite of the change of its identity, or the definition is adjusted so that any newborn particle is ascribed the age of zero. Both approaches were studied in the literature, and there are arguments in favour \([13]\) and against \([25]\) each one of them. On one hand, it is more intuitive to assign a zero age to a new particle and quite difficult to track all the particles of the same age, when mutual conversions might have taken place more than once. On the other hand, the “rejuvenation” of particles in the course of the chemical reaction, even near the state of a chemical equilibrium, may significantly enhance the diffusion and make it insensitive to the behaviour of the tail of the waiting time distribution \( w(t) \), because “young” particles jump more often, and their rate of jumping does not depend on the tail asymptotics \([2]\). In the present paper, the front-type solutions for a sub-diffusive model with uniform aging are considered.

### 3.2. Spatially uniform solution

Prior to the discussion of the front propagation, let us consider a spatially uniform solution governed by the following system of equations and boundary conditions:

\[
\begin{align*}
\left( \partial_t + \partial_\tau \right) \eta(t, \tau) &= (-W(\tau)I + M(\rho)) \eta(t, \tau), \quad 0 < \tau < t \\
\eta(t, 0) &= \int_0^t W(\tau) \eta(t, \tau) d\tau + \rho_0 \delta(t) \quad t > 0, \\
\rho(t) &= \int_0^t \eta(t, \tau) d\tau \quad t > 0,
\end{align*}
\]

where the integrals include contributions of both the smooth distribution with \( \tau < t \) and the singular distribution at \( \tau = t \). The general solution of (40a) is

\[
\eta(t, \tau) = e^{-\int_0^\tau W(\tau') d\tau'} 1 + \int_\tau^t M(\rho(t')) d\tau' \eta(t - \tau, 0),
\]

and by (40b)

\[
\eta(t, 0) = \int_0^t \eta(t - \tau, 0) W(\tau) e^{-\int_0^\tau W(\tau') d\tau'} \eta(t - \tau, 0) + \rho_0 \delta(t).
\]

Of course, in the spatially uniform case the diffusion is absent, therefore the age distribution of molecules is irrelevant. Indeed, substituting relation (41b) into the expression for \( \rho \), one obtains a closed equation for density,

\[
\frac{d\rho}{dt} = M(\rho(t)) \rho(t).
\]
Thus, for sufficiently large $t \rho(t)$ tends to a constant value $\rho_\infty$ corresponding to one of the roots of the equation

$$M(\rho(t))\rho = 0 \quad (42b)$$

(it is assumed that system (42) has no other kinds of attractors). Nevertheless, it is instructive to find the asymptotics of the function $\eta(t, \tau)$ for large $t$.

For the sake of simplicity, let us take $\rho_0 = \rho_\infty$, hence $\rho(t) = \rho_\infty$ for any $t$. The solution of the above problem is sought in the form

$$\eta(t, \tau) = \rho_\infty F(t, \tau). \quad (43)$$

Then the contribution of the reaction term vanishes, and equation (41b) is reduced to

$$F(t, 0) = \int_0^t F(t - \tau, 0)W(\tau)e^{-\int_0^\tau W(\tau')d\tau'}d\tau + \delta(t) \quad t \geq 0. \quad (44)$$

Noting that

$$W(\tau)e^{-\int_0^\tau W(\tau')d\tau'} = w(\tau) \quad (45)$$

and using (35a) in Laplace transform of (44) with respect to $t$ (tilde denotes transformed quantities),

$$\tilde{\eta}(s, 0) = \frac{\rho_\infty}{1 - w(s)} \sim \frac{\rho_\infty}{\Gamma(1 - \gamma)\tau_{\gamma}^0 s^{\gamma}} \quad s \ll 1. \quad (46a)$$

Inverting the asymptotics in (46a), an expression for $\eta$ is obtained:

$$\eta(t, \tau) \sim \frac{\rho_\infty}{\Gamma(1 - \gamma)\Gamma(\gamma)} \left(\frac{(t - \tau)^{\gamma - 1}}{(\tau_{\gamma} + \tau)^{\gamma}}\right) \quad t \gg 1. \quad (46b)$$

Note that the distribution function $\eta(t, \tau)$ is $t$-dependent for any $t$, i.e., no stationary distribution over the age $\tau$ is established at large $t$, even when the components densities are constant in space and time. As the time elapses, the weight of the “old” particles grows.

The absence of a stationary distribution at large $t$ has important consequences. In particular, it is shown below that the front between two locally stable phases never acquires a stationary shape or a constant velocity. The same conclusion was established formerly for fronts between a stable and an unstable phase [18].

3.3. Spatially non-uniform problem. For a non-uniform system the general solution of (39a) is

$$\eta(x, t, \tau) = e^{-\int_{t_{\tau}}^x W(\tau')d\tau'}1 + f_{t_{\tau}}^t M(\rho(x, t))d\tau' \eta(x, t - \tau, 0). \quad (47)$$

Substituting into the definition of $\rho$ (39b) and differentiating with respect to $t$, we find the following equation:

$$\frac{\partial \rho}{\partial t} = \eta(x, t, 0) + M(\rho(x, t))\rho(x, t) - \int_0^t W(\tau)\eta(x, t, \tau)d\tau. \quad (48)$$

A Fourier transform of (39c) with respect to $x$ yields (transformed quantities denoted by a hat)

$$\tilde{\eta}(q, t, 0) = \tilde{m}(q)\int_0^t W(\tau)\tilde{\eta}(q, t, \tau)d\tau. \quad (49)$$

Using the form of the matrix $m$

$$\tilde{m}(q) \sim I - q^2\sigma D + o(q^2) \quad q \ll 1, \quad (50)$$
with $\sigma$ being the second moment of the step length probability function and $D$ – a diffusion coefficients matrix, the initial condition in Fourier space takes the form

$$\hat{\eta}(q,t,0) \sim (1 - q^2 \sigma D) \int_0^t W(\tau) \hat{\eta}(q,t,\tau) d\tau \quad q \ll 1,$$

or after inversion at the diffusion limit

$$\eta(x,t,0) \sim \left(1 + \sigma D \frac{\partial^2}{\partial x^2}\right) \int_0^t W(\tau) \eta(x,t,\tau) d\tau, \quad t > 0.$$

Thus equation (48) becomes

$$\frac{\partial \rho}{\partial t} = \sigma D \frac{\partial^2 z(x,t)}{\partial x^2} + M(\rho(x,t)) \rho(x,t), \quad t > 0.$$  

Substituting the solution for $\eta(x,t,\tau)$ into (48) and taking into account the initial condition, an equation for the density of arriving particles $\eta(x,t,0)$ reads

$$\eta(x,t,0) = \left(1 + \sigma D \frac{\partial^2}{\partial x^2}\right) \int_0^t \int_0^{\rho(x,t')} e^{\int_{t'}^{t} \Gamma(\rho(x,t')) dt''} \eta(x,t'-\tau,0) d\tau + \rho(x,0) \delta(t).$$

Denoting $y(x,t) = \eta(x,t,0)$ and $z(x,t) = \int_0^t W(\tau) \eta(x,t,\tau) d\tau$, a closed formulation of the problem is presented, including functions of two variables only:

$$\frac{\partial \rho(x,t)}{\partial t} = \sigma D \frac{\partial^2 z(x,t)}{\partial x^2} + M(\rho(x,t)) \rho(x,t), \quad t > 0,$$

$$y(x,t) = \left(1 + \sigma D \frac{\partial^2}{\partial x^2}\right) z(x,t), \quad t > 0,$$

$$y(x,t) = \left(1 + \sigma D \frac{\partial^2}{\partial x^2}\right) \int_0^t \int_0^{\rho(x,t')} e^{\int_{t'}^{t} \Gamma(\rho(x,t')) dt''} y(x,t'-\tau) d\tau + \rho(x,0) \delta(t).$$  

3.4. Approximate solutions. The investigation of the general properties of system (54) is beyond the scope of the present paper. In the rest of the paper the function $\eta(x,t,\tau)$ is replaced by a trial function, constructed according to the following arguments. Let us consider a front between two large domains where the vector $\rho$ is almost constant, $\rho = \rho_{\pm}$, with $\rho_{\pm}$ being two different roots of the equation (42b). In each of these domains $\eta(x,t,\tau)$ is determined by the relation (46b). In the intermediate region that function satisfies the condition

$$\int_0^t \eta(x,t,\tau) d\tau = \rho(x,t).$$

In what follows the expression

$$\eta(x,t,\tau) \sim \frac{\rho(x)}{\Gamma(1 - \gamma) \Gamma(\gamma)} \frac{(t - \tau)^{\gamma - 1}}{(\tau_0 + \tau)^{\gamma}} \quad t \gg 1$$

is used as a reasonable approximation that satisfies the aforementioned conditions.

Under that assumption it is possible to compute explicitly the integral term in (52):

$$\int_0^t W(\tau) \eta(x,t,\tau) d\tau \sim \frac{\gamma}{\Gamma(1 - \gamma) \Gamma(\gamma)} \int_0^t \frac{(t - \tau)^{\gamma - 1}}{(\tau_0 + \tau)^{\gamma + 1}} d\tau$$

$$= \frac{1}{\Gamma(1 - \gamma) \Gamma(\gamma)} \left[ \frac{\gamma}{\tau_0^{\gamma}} \right]_{\tau_0 = 0}^{\tau = t} = \frac{1}{\Gamma(1 - \gamma) \Gamma(\gamma)} \frac{t^\gamma}{\tau_0^{\gamma}}.$$  

Then (52) takes the form of a normal reaction–diffusion equation with effective diffusion coefficients decaying algebraically with time:
\[
\frac{\partial \rho}{\partial t} \sim \tilde{D} t^{\gamma-1} \frac{\partial^2 \rho}{\partial x^2} + f \quad t \gg 1
\]
\[
\tilde{D} = \frac{\sigma}{\Gamma(1-\gamma)\Gamma(\gamma)\tau_0} D, \quad f = M(\rho) \rho.
\] (58)
The decrease of the effective diffusion coefficients is caused by the “aging” of the ensemble of molecules. Hereinafter two examples are treated.

3.4.1. Model with time dependent diffusion coefficient and piecewise linear kinetics. Consider a reaction–diffusion equation with a time fractional power diffusion coefficient and piecewise linear kinetics:
\[
\partial_t \rho = t^{\gamma-1} \partial_x^2 \rho - k [\rho - H(\rho - a)] \quad x \in \mathbb{R}, \quad t > 0, \quad 0 < \gamma < 1.
\] (59)
Such a problem with no reaction was studied in the past [12].
An analytical solution of the problem can be obtained in the case \(a = 1/2\), when the front between the phases \(\rho = 0\) and \(\rho = 1\) is motionless. Defining \(u = \rho - 1/2\) equation (59) is rewritten as
\[
\partial_t u = t^{\gamma-1} \partial_x^2 u - k \left( u - \frac{1}{2} \text{sgn} u \right).
\] (60a)
Impose an initial condition \(u(x, t_0) = u_0(x), \ t_0 > 0\) with \(u_0(x)\) satisfying
\[
u_0(x) = \begin{cases} -u_0(-x) & -\infty < x < 0, \\ u_0(x) & 0 < x < \infty, \\ u_0(0) = 0. \end{cases}
\] (60b)
Then \(u(x, t)\) possesses the same properties for \(t > t_0\), enabling one to replace \(\text{sgn} u\) by \(\text{sgn} x\) and find an exact solution of (60a).
Upon Fourier transform
\[
\frac{dq}{dt} = - (t^{\gamma-1}q^2 + k) \hat{u} - \frac{ik}{q}.
\] (61)
Solving the ordinary differential equation with a general initial condition \(\hat{u}(q, 0) = \hat{u}_0(q)\),
\[
\hat{u} = e^{-(kt+q^2\tau)/\gamma)} \left( \hat{u}_0(q) - \frac{ik}{q} \int_{t_0}^t e^{kt+q^2\tau'/\gamma} d\tau' \right).
\] (62a)
Hereinafter a simple initial condition is chosen, sufficient to yield a front solution and analyse the effect of anomaly:
\[
u_0(x) = \lim_{\epsilon \to 0^+} \epsilon \text{sgn}(x).
\] (62b)
Inverting the transform and applying (62b),
\[
\begin{align*}
u(x, t) &= -\frac{ik}{2\pi} e^{-kt} \int_{-\infty}^{\infty} \frac{e^{iqx-q^2\gamma t/\gamma}}{q} \int_{t_0}^t e^{kt+q^2\tau'/\gamma} d\tau' dq \\
&= \frac{k}{\pi} e^{-kt} \int_0^{\infty} \frac{\sin(qx)}{q} e^{-q^2\tau'/\gamma} \int_{t_0}^t e^{kt+q^2\tau'/\gamma} d\tau' dq \\
&= \frac{1}{2} \text{sgn} x k e^{-kt} \int_{t_0}^t e^{k\tau} \text{erf} \left( \frac{|x|\sqrt{\tau}}{2\sqrt{\gamma}} \right) d\tau,
\end{align*}
\] (63)
wherein the following identity was used:
\[
\int_0^\infty \frac{\sin(qx)}{q} e^{-\alpha q^2} \, dq = \frac{\pi}{2} \text{sgn} \, x \text{erf} \left( \frac{|x|}{2\sqrt{\alpha}} \right) \quad \forall \alpha > 0, \, x \in \mathbb{R},
\]
\[
\text{erf} \, x = \frac{2}{\sqrt{\pi}} \int_0^x e^{-y^2} \, dy.
\] (64)

Note that the erf form includes a singularity at \( \tau = t \) and a restriction \( t_0 < t \), though it allows to show the monotonicity of the solution (excluding the point \( x = 0 \)):
\[
\frac{\partial u}{\partial x} = \frac{k\sqrt{\gamma}}{\sqrt{2\pi}} e^{-kt} \int_{t_0}^t e^{k\tau - x^2 \gamma/(4(t^\gamma - \tau^\gamma))} \frac{d\tau}{\sqrt{t^\gamma - \tau^\gamma}} > 0 \quad \forall \, x, \, t, \, (t_0 < t). \] (65)

The limiting values at infinity are (to leading order)
\[
u(x, t) \sim \frac{1}{2} \text{sgn} \, x \left( 1 - e^{-k(t-t_0)} \right) \quad |x| \to \infty.
\] (66)

The steepness of the front is
\[
\frac{\partial u}{\partial x} \bigg|_{x=0} \sim \sqrt{\frac{k}{2}} t^{(1-\gamma)/2}, \quad t \gg 1.
\] (67)

3.4.2. Model with time dependent diffusion coefficient and cubic non-linearity. As the second example, let us consider a single component model with a cubic non-linearity (with the diffusion coefficient scaled to unity),
\[
\frac{\partial u}{\partial t} = t^{\gamma-1} \frac{\partial^2 u}{\partial x^2} + u - u^3,
\] (68)
where \( u = 2\rho - 1 \). An analytical solution cannot be presented in that case, but some self-similar solutions can be found in asymptotic limits. An odd solution is considered with the front centre (the point where \( u = 0 \)) located at \( x = 0 \). Let
\[
u = h(\zeta), \quad \zeta = xt^\alpha, \quad 0 < \gamma < 1,
\] (69)
with the parameter \( \alpha \) of the similarity variable to be determined. Then
\[
\alpha \frac{\zeta}{t} h'(\zeta) = t^{2\alpha + \gamma - 1} h'' + h - h^3.
\] (70)

First, let us consider the vicinity of the front \( x = O(1) \) in the limit \( t \gg 1 \). In that case one finds a self-similar solution of equation (68) choosing \( \alpha = (1 - \gamma)/2 \) and neglecting the terms \( O(x^{\alpha-1}) \) on the left-hand side. The solution is
\[
h \sim \tanh \frac{\zeta}{\sqrt{2}},
\] (71)
i.e. the shape of the front is typical for the Allen-Cahn equation, but its characteristic width decreases with time.

Let us consider now the time evolution of the solution in the far tail \( x \gg 1 \) where \( g = h - 1 \) is small and (70) can be rewritten as
\[
\alpha \zeta g' = t^{2\alpha + \gamma} g'' + t \left( -2g + O(g^2) \right).
\] (72)
A self-similar solution can be obtained with \( \alpha = -\gamma/2 \) if the reaction term is negligible, hence
\[
g'' + \frac{\gamma}{2} \zeta g' = 0
\] (73)
(the region where that assumption is justified, is given below). Then
\[ g = c \int_{\infty}^{\zeta} e^{-\gamma \zeta'^2/4} d\zeta' \]  
with \( c \) being a constant. The estimate of the reaction term
\[ -2g \sim -2c \int_{\infty}^{\zeta} e^{-\gamma \zeta'^2/4} d\zeta' \]
\[ = 4c \gamma \frac{1}{\zeta} e^{-\gamma \zeta^2/4} + \int_{\infty}^{\zeta} e^{-\gamma \zeta'^2/4} \left( \frac{d\zeta'}{\zeta'^2/4} \right) \sim \frac{4c}{\gamma} e^{-\gamma \zeta^2/4} \]
(74)

compared with the diffusion or time evolution term
\[ \partial_t u \sim \alpha \gamma t \frac{1}{x} e^{-\gamma x^2/(4t^\gamma)} \]  
(75a)
shows that the self-similar solution is justified in the region \( \zeta \gg t^{1/2} \). Therefore the far tail asymptotics is given by
\[ 1 - u \sim \frac{2c}{\gamma} t^{1/2} e^{-\gamma x^2/(4t^\gamma)} \quad x \gg t^{(1+\gamma)/2}. \]  
(76)

3.4.3. Domain wall in an external field. It is of interest to describe the effect of anomaly on the constant velocity of a normal domain wall due to a small external field. Modifying equation (68) by a small inhomegeneity,
\[ \frac{\partial u}{\partial t} = t^{\gamma-1} \frac{\partial^2 u}{\partial x^2} + u - u^3 + \mu, \quad 0 < \mu \ll 1, \quad 0 < \gamma < 1. \]  
(77)
If \( \mu \neq 0 \), the similarity solution (69) loses validity, because the centre of the domain wall is not located at \( x = 0 \), but moves according to a definite law \( x = x_0(t) \). Instead of (69) let us introduce the ansatz
\[ u = h(\zeta), \quad \zeta = (x - x_0(t)) t^\alpha, \quad \alpha = \frac{1-\gamma}{2}, \]  
(78)
where the function \( x_0(t) \) should be found from the existence condition of the self-similar solution. Substituting (78) into (77), an equation similar to (70) is obtained:
\[ \alpha \frac{\zeta}{t} h'(\zeta) - h'(\zeta) \frac{dx_0}{dt} t^\alpha = h'' + h - h^3 + \mu. \]  
(79)
Similarly to the case \( \mu = 0 \), a self-similar solution is possible only in the limit \( t \gg 1 \), when the first term on the left-hand side of (79) is negligible. Another ensuing demand
\[ \frac{dx_0}{dt} t^\alpha = v(\mu) = \text{const}. \]  
(80)
The value of \( v \) at small \( \mu \) can be found by means of an asymptotic expansion
\[ h(\zeta) = h_0(\zeta) + \mu h_1(\zeta) + \ldots, \quad v = v_1 + \ldots. \]  
(81)
The leading order equation is
\[ h''_0 + h_0 - h_0^3 = 0, \]  
(82a)
giving
\[ h_0(\zeta) = \tanh \frac{\zeta}{\sqrt{2}}. \]  
(82b)
At the next order an inhomogeneous linear problem is obtained:
\[ h'_1 + \left( 1 - h_0^2 \right) h_1 = -v_1 h'_0 - 1. \]  
(83a)
This equation has bounded solutions if its right-hand side is orthogonal to the solution of the homogeneous equation \( b'_0 \), yielding
\[
v_1 = -\frac{3\sqrt{2}}{2}, \quad \frac{dx_0}{dt} = -\frac{3\sqrt{2}}{2} \mu t^{(\gamma - 1)/2}.
\] (83b)
Thus, the domain wall motion slows down, matching the conclusion obtained for a front between stable and unstable phases [18].

4. Conclusion. Existence of front-like solutions was shown for three reaction–sub-diffusion models. For the fractional model with piecewise linear kinetics an exact solution for the front shape and an explicit dependence of the front speed on kinetic parameters were obtained. The main observed effect of sub-diffusion is a threshold phenomenon for an anomaly exponent \( \gamma \) close to zero. Specifically, there exists a critical value of the kinetics parameter \( a = a_{cr} \) that separates extremely fast \( (a > a_{cr}) \) and extremely slow \( (a < a_{cr}) \) fronts.

For the fractional model with cubic non-linearity and a small external field the front tails were shown to be asymmetrical due to the memory. The part of the line where the front has not yet passed exhibits a normal exponential behaviour, whereas behind the front the decay is algebraical. The front velocity also changes with \( \gamma \).

For the integral model based on the continuous time random walk with aging the front was obtained as a similarity solution with a different anomaly dependent scaling for the inner part and the tail. In the presence of an external field the front velocity was shown to decay algebraically with time.
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Appendix A. Equivalence of fractional operators. Equivalence of operators (2b) and (2c) can be shown using integration by parts:
\[
\{ \partial_t^\gamma g(t) \}_C = \frac{1}{\Gamma(1-\gamma)} \int_{-\infty}^{t} \frac{g'(\tau)}{(t-\tau)^\gamma} d\tau
\]
\[
= \frac{1}{\Gamma(1-\gamma)} \int_{t}^{\infty} \frac{g'(t-s)}{(t-s)^\gamma} ds = \frac{1}{\Gamma(1-\gamma)} \int_{0}^{\infty} \frac{d(g(t)-g(t-s))}{s^{\gamma+1}} ds
\]
\[
= -\frac{1}{\Gamma(-\gamma)} \int_{0}^{\infty} \frac{g(t)-g(t-\tau)}{\tau^{\gamma+1}} d\tau dt = \{ \partial_t^\gamma g(t) \}_{R-L}.
\] (A.1)
The operators in Fourier space are computed as follows. For a Caputo derivative, defined for the class of differentiable functions,
\[
\mathcal{F} \{ \partial_t^\gamma g(t) \}_C = \frac{1}{\Gamma(1-\gamma)} \int_{-\infty}^{\infty} e^{-iqt} \int_{-\infty}^{t} \frac{g'(\tau)}{(t-\tau)^\gamma} d\tau dt
\]
\[
= \frac{\mathcal{F}g'(\tau)}{\Gamma(1-\gamma)} \int_{0}^{\infty} e^{-iqs} s^\gamma ds = (iq)^\gamma \mathcal{F}g.
\] (A.2a)
For a Riemann-Liouville type operator and Weyl derivative there is no differentiability condition:
\[
\mathcal{F} \{ \partial_t^\gamma g(t) \}_{R-L} = -\frac{1}{\Gamma(-\gamma)} \int_{-\infty}^{\infty} e^{-iqt} \int_{0}^{\infty} \frac{g(t)-g(t-\tau)}{\tau^{\gamma+1}} d\tau dt
\]
\[
\mathcal{F}\{\partial_t^\gamma g(t)\}_W = \frac{1}{\Gamma(1-\gamma)} \int_{-\infty}^{\infty} e^{-iqt} \frac{d}{dt} \left( \int_{-\infty}^{t} \frac{g(\tau)}{(t-\tau)^\gamma} d\tau \right) dt
\]

\[
= \frac{1}{\Gamma(1-\gamma)} \left\{ \lim_{t \to \infty} e^{-iqt} \int_{-\infty}^{t} \frac{g(\tau)}{(t-\tau)^\gamma} d\tau \right\}
\]

\[
+iq \int_{-\infty}^{\infty} g(\tau) \int_{\tau}^{\infty} \frac{e^{-iqt}}{(t-\tau)^\gamma} d\tau dt = (iq)^\gamma \mathcal{F}g.
\]  \hspace{1cm} (A.2c)

Note that the identical operators in Fourier space are obtained under somewhat different demands with respect to the decay at infinity of the function \(g(t)\): for Caputo and Riemann-Liouville type derivatives Fourier transform of \(g(t)\) should exist, whereas in the case of Weyl derivative the limit in (A.2c) should also vanish.

**Appendix B. Non-existence of complex roots.** To show that no complex roots of (11) exist substitute \(Q_\ast = re^{i\varphi}\) and separate into two real equations

\[
|c|^\gamma r^\gamma \cos(\gamma \varphi) + k - D r^2 \cos(2\varphi) = 0 \quad (B.1a)
\]

\[
|c|^\gamma r^\gamma \sin(\gamma \varphi) - D r^2 \sin(2\varphi) = 0.
\]  \hspace{1cm} (B.1b)

If \(c > 0\), i.e. the contour is in the upper half plane, for the multi-valued function \((-icq)^\gamma\) it is convenient to choose the branch cut on the negative part of the imaginary axis. Then out of the range \([-\frac{2\pi}{7}, \frac{2\pi}{7})\) the relevant poles might lie within \(0 \leq \arg q|_{c>0} \leq \pi\), and since \(Q = i \text{sgn} c q\), the argument of \(Q_\ast\) should satisfy \(-\frac{\pi}{7} \leq \varphi \leq \frac{\pi}{7}\). If \(c > 0\), the branch cut is along the positive part of the imaginary axis, and out of the range \([-\frac{3\pi}{7}, \frac{3\pi}{7})\) the relevant sector is \(-\pi \leq \arg q|_{c<0} \leq 0\) and again \(-\frac{\pi}{7} \leq \varphi \leq \frac{\pi}{7}\). Therefore for both signs of \(c\) the sought roots satisfy \(\varphi \leq \frac{\pi}{7}\). For a complex root \(\sin(\gamma \varphi) \neq 0\) for any \(0 < \gamma < 1\), wherefrom it follows also that \(\sin(2\varphi) \neq 0\). Then dividing by \(\sin(\gamma \varphi)\), substituting into (B.1a) and rearranging,

\[
D r^2 \sin((2-\gamma)\varphi) + k \sin(\gamma \varphi) = 0.
\]  \hspace{1cm} (B.2)

Since for any \(\varphi\) in the range at hand \(\cos(\gamma \varphi) > 0\), equation (B.1a) has a solution only if \(\cos(2\varphi) > 0\). Then \(0 \leq |\varphi| < \frac{\pi}{7}\), and both terms in (B.2) are either positive, negative or zero, proving that no complex roots \(Q_\ast\) exist.

**Appendix C. Algebraical decay of tails.** For \(sgn c \neq sgn \xi\) the integration variable in (13) is changed to \(y = |\xi|q\) and the integral is split as follows:

\[
\begin{aligned}
u(\xi) &= \frac{1}{2} + \frac{k}{\pi} \left| \frac{c}{\xi} \right|^\gamma \text{sgn } c \sin \gamma \int_{0}^{\infty} \frac{y^{\gamma-1} \cos y}{D \left(\frac{y}{\xi}\right)^2 + k + \left|\frac{c}{\xi}\right|^\gamma y^{\gamma} \cos \gamma} \ dy + \frac{d}{\xi^2} \text{sgn } \xi \int_{0}^{\infty} \frac{y \sin y}{y^{\gamma}} \ dy \left| \frac{c}{\xi} \right|^\gamma \text{sgn } \xi \int_{0}^{\infty} \frac{y \sin y}{y^{\gamma}} \ dy + k \text{sgn } \xi \int_{0}^{\infty} \frac{\sin y}{y} \ dy \left| \frac{c}{\xi} \right|^\gamma \text{sgn } \xi \int_{0}^{\infty} \frac{\sin y}{y} \ dy + \left| \frac{c}{\xi} \right|^\gamma \right. \end{aligned}
\]
\[ + \left( \frac{c}{\xi} \right)^\gamma \cos \tilde{\gamma} \text{sgn} \xi \int_0^\infty \frac{y^{\gamma-1} \sin y \, dy}{\left(D \left( \frac{u}{\xi} \right)^2 + k + \left( \frac{c}{\xi} \right)^\gamma y^{\gamma} \cos \tilde{\gamma} \right)^2 + \left( \frac{c}{\xi} \right)^{2\gamma} y^{2\gamma} \sin^2 \tilde{\gamma}} \right), \quad \text{(C.1)} \]

The third integral is split in two:

\[
\int_0^\infty \frac{\sin y / y \, dy}{(D \left( \frac{u}{\xi} \right)^2 + k + c \frac{c}{\xi} \gamma y^{\gamma} \cos \tilde{\gamma})^2 + \left( \frac{c}{\xi} \right)^{2\gamma} y^{2\gamma} \sin^2 \tilde{\gamma}} = \int_0^{\varepsilon} \frac{\sin y / y \, dy}{(D \left( \frac{u}{\xi} \right)^2 + k + c \frac{c}{\xi} \gamma y^{\gamma} \cos \tilde{\gamma})^2 + \left( \frac{c}{\xi} \right)^{2\gamma} y^{2\gamma} \sin^2 \tilde{\gamma}}
\]

\[
+ \int_0^\infty \frac{\sin y / y \, dy}{(D \left( \frac{u}{\xi} \right)^2 + k + c \frac{c}{\xi} \gamma y^{\gamma} \cos \tilde{\gamma})^2 + \left( \frac{c}{\xi} \right)^{2\gamma} y^{2\gamma} \sin^2 \tilde{\gamma}}, \quad \text{(C.2)}
\]

wherein the denominator of the first is expanded in series:

\[
\int_0^{\varepsilon} \frac{\sin y / y \, dy}{(D \left( \frac{u}{\xi} \right)^2 + k + c \frac{c}{\xi} \gamma y^{\gamma} \cos \tilde{\gamma})^2 + \left( \frac{c}{\xi} \right)^{2\gamma} y^{2\gamma} \sin^2 \tilde{\gamma}} 
\approx \frac{1}{k^2} \left( \int_0^{\varepsilon} \frac{\sin y}{y} \, dy - \frac{2 \cos \tilde{\gamma}}{k - \frac{c}{\xi}} \int_0^{\varepsilon} y^{\gamma-1} \sin y \, dy + \mathcal{O}(\varepsilon) \right),
\]

and all remaining series terms are virtually computed before the limit \( \varepsilon \to \infty \) is taken, so that the integrals are convergent. In the complementing integral the integration variable is changed \( y \to 1/t \):

\[
\int_0^\infty \frac{\sin y / y \, dy}{(D \left( \frac{u}{\xi} \right)^2 + k + c \frac{c}{\xi} \gamma y^{\gamma} \cos \tilde{\gamma})^2 + \left( \frac{c}{\xi} \right)^{2\gamma} y^{2\gamma} \sin^2 \tilde{\gamma}} = -\int_{-1/\varepsilon}^{1/\varepsilon} \frac{t^3 \sin(1/t) \, dt}{\left( D \left( \frac{u}{\xi} \right)^2 + k + t^2 + \left( \frac{c}{\xi} \gamma \cos \tilde{\gamma} t^{2-\gamma} \right)^2 + \left( \frac{c}{\xi} \right)^{2\gamma} \sin^2 \tilde{\gamma} t^{4-2\gamma} \right)}
\]

\[
\sim -\frac{\varepsilon^2}{2d} \int_{\varepsilon}^{1/\varepsilon} t^3 \sin \frac{1}{t} \, dt \quad \text{as} \quad \varepsilon \to \infty. \quad \text{(C.3)}
\]

Then since

\[
\int_{\varepsilon}^{1/\varepsilon} t^3 \sin \frac{1}{t} \, dt \leq \int_{\varepsilon}^{1/\varepsilon} t^3 \, dt = \frac{1}{4\varepsilon^2},
\]

the complementing integral is of order \( \mathcal{O}(\varepsilon^{-2}) \) at most and thus negligible as compared to \( \mathcal{O}(\varepsilon^{-\gamma}) \). Therefore including the two additional integrals of order \( \mathcal{O}(\varepsilon^{-\gamma}) \),

\[
u(\xi) = \frac{1}{2} + \text{sgn} \xi \pi \left( \int_0^{\infty} \frac{\sin y}{y} dy - \frac{\cos \tilde{\gamma}}{k - \frac{c}{\xi}} \int_0^{\infty} y^{\gamma-1} \sin y \, dy \right) + \frac{\Gamma(\gamma)}{\Gamma(\gamma) \sin \tilde{\gamma}},
\]
\[ + \frac{1}{k\pi} \left| \frac{c}{\xi} \right|^\gamma \left\{ \begin{array}{l} \text{sgn} \ c \sin \gamma \int_0^\infty y^{\gamma-1} \cos y \, dy + \text{sgn} \ \xi \ \cos \gamma \int_0^\infty y^{\gamma-1} \sin y \, dy \\ \Gamma(\gamma) \cos \gamma \\ \Gamma(\gamma) \sin \gamma \end{array} \right\} + o \left( |\xi|^{-\gamma} \right) \]

\[ = \frac{1}{2} (1 + \text{sgn} \, \xi) + \frac{1}{2k\pi} \left| \frac{c}{\xi} \right|^\gamma \Gamma(\gamma) \sin(2\gamma) \left( \text{sgn} \, c - \text{sgn} \, \xi \right) + o \left( |\xi|^{-\gamma} \right). \quad (C.5) \]

REFERENCES

[1] S. M. Allen and J. W. Cahn, A microscopic theory for antiphase boundary motion and its application to antiphase domain coarsening, Acta Metall., 27 (1979), 1085–1095.
[2] D. Campos and V. Méndez, Nonuniversality and the role of tails in reaction-subdiffusion fronts, Phys. Rev. E, 80 (2009), 021133.
[3] A. Carpinteri and F. Mainardi, “Fractional Calculus in Continuum Mechanics,” Springer-Verlag, New York, 1997.
[4] J. Das, M. Kardar and A. K. Chakraborty, Positive feedback regulation results in spatial clustering and fast spreading of active signaling molecules on a cell membrane, J. Chem. Phys., 130 (2009), 245102.
[5] M. W. Deem and J. M. Park, Effect of static disorder and reactant segregation in the A + B → 0 reaction, Phys. Rev. E, 57 (1998), 2681–2685.
[6] J. D. Eaves and D. R. Reichman, The subdiffusive targeting problem, J. Phys. Chem. B, 112 (2008), 4283–4289.
[7] T. J. Feder, I. Brust-Mascher, J. P. Slattery, B. Baird and W. W. Webb, Constrained diffusion or immobile fraction on cell surfaces: A new interpretation, Biophys. J., 70 (1996), 2767–2773.
[8] D. Froemberg, H. Schmidt-Martens, I. M. Sokolov and F. Sagués, Front propagation in A + B → 2A reaction under subdiffusion, Phys. Rev. E, 78 (2008), 011128.
[9] H. Hatzikirou, L. Brusch, C. Schaller, M. Simon and A. Deutsch, Prediction of traveling front behavior in a lattice-gas cellular automaton model for tumor invasion, Comp. Math. Appl., in press.
[10] H. Hinrichsen, Non-equilibrium phase transitions with long-range interactions, J. Stat. Mech.: Theor. Exper. (2007), P07006.
[11] R. Metzler and J. Klafter, The random walk’s guide to anomalous diffusion: A fractional dynamics approach, Phys. Rep., 339 (2000), 1–77.
[12] R. Metzler and J. Klafter, The restaurant at the end of the random walk: Recent developments in the description of anomalous transport by fractional dynamics, J. Phys. A: Math. Gen., 37 (2004), R161–R208.
[13] Y. Nec and A. A. Nepomnyashchy, Amplitude equations for sub-diffusive reaction – diffusion system, J. Phys. A: Math. Theor., 41 (2008), 385101.
[14] D. V. Jr. Nicolaou, J. F. Hancock and K. Burrage, Sources of anomalous diffusion on cell membranes: A Monte Carlo study, Biophys. J., 92 (2007), 1975–1987.
[15] M. A. Savageau, Michaelis-Menten mechanism reconsidered: Implications of fractal kinetics, J. Theor. Bio., 176 (1995), 115–124.
[16] M. J. Saxton, Chemically limited reactions on a percolation cluster, J. Chem. Phys., 116 (2002), 203.
[17] M. G. W. Schmidt, F. Sagués and I. M. Sokolov, Mesoscopic description of reactions for anomalous diffusion: A case study, J. Phys.: Condens. Matter, 19 (2007), 065118.
[18] H. H. Schmidt-Martens, D. Froemberg, F. Sagués and I. M. Sokolov, Front propagation in a one-dimensional autocatalytic reaction-subdiffusion system, Phys. Rev. E, 79 (2009), 041135.
[19] I. M. Sokolov, M. G. W. Schmidt and F. Sagués, Reaction-subdiffusion equations, Phys. Rev. E, 73 (2006), 031102.
[20] I. M. Tolić-Norrelykke, E. L. Munteanu, G. Thon, L. Oddershede and K. Berg-Sørensen, Anomalous diffusion in living yeast cells, Phys. Rev. Lett., 93 (2004), 078102.
[21] M. G. Vicker, Reaction-diffusion waves of actin filament polymerization/depolymerization in Dictyostelium pseudopodium extension and cell locomotion, Biophys. Chem., 84 (2000), 87–98.
[22] M. O. Vlad and J. Ross, *Systematic derivation of reaction-diffusion equations with distributed delays and relations to fractional reaction-diffusion equations and hyperbolic transport equations: Application to the theory of neolithic transition*, Phys. Rev. E, 66 (2002), 061908.

[23] M. Wachsmuth, W. Waldeck and J. Langowski, *Anomalous diffusion of fluorescent probes inside living cell nuclei investigated by spatially resolved fluorescence*, J. Mol. Biol., 298 (2000), 677–689.

[24] M. Weiss, M. Elsner, F. Kartberg and T. Nilsson, *Anomalous subdiffusion is a measure for cytoplasmic crowding in living cells*, Biophys. J., 87 (2004), 3518–3524.

[25] A. Yadav and W. Horsthemke, *Kinetic equations for reaction-subdiffusion systems: Derivation and stability analysis*, Phys. Rev. E, 74 (2006), 066118.

[26] S. B. Yuste and K. Lindenberg, *Subdiffusion-limited reactions*, Chem. Phys., 284 (2002), 169–180.

[27] Z. Zhu, J. Crochet, M. S. Arnold, M. C. Hersam, H. Ulbricht, D. Resasco and T. Hertel, *Pump-probe spectroscopy of exciton dynamics in (6,5) carbon nano-tubes*, J. Phys. Chem. C, 111 (2007), 3831–3835.

Received October 2009; revised February 2010.

E-mail address: oulanka@math.ubc.ca
E-mail address: v-volpert@northwestern.edu
E-mail address: nepom@math.technion.ac.il