Ground-state phase diagram of a spin-$\frac{1}{2}$ frustrated XXZ ladder
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We study the ground-state phase diagram of a spin-$\frac{1}{2}$ frustrated XXZ ladder, in which two antiferromagnetic chains are coupled by competing rung interactions, $J_\perp$ and $J_\times$. Previous studies on the isotropic model have revealed that a fluctuation-induced effective dimer attraction between the legs stabilizes the columnar dimer (CD) phase in the highly frustrated regime $J_\perp \approx 2J_\times$, especially for ferromagnetic $J_{\perp,\times} < 0$. By means of effective field theory and numerical analyses, we extend this analysis to the XXZ model, and obtain a rich phase diagram. The diagram includes four gapped featureless phases with no symmetry breaking: the rung singlet (RS) and stripe phases as well as their twisted variants, the RS* and Haldane* phases, which are all distinct in the presence of certain symmetries. Significantly, the Haldane-CD transition point in the isotropic model turns out to be a crossing point of two transition lines in the XXZ model, and the stripe Néel and RS* phases appear between these lines. This indicates a nontrivial interplay between the effective dimer attraction and the exchange anisotropy. In the easy-plane regime, the four featureless phases and two critical phases are found to compete in a complex manner depending on the signs of $J_{\perp,\times}$.

I. INTRODUCTION

The spin-$\frac{1}{2}$ Heisenberg antiferromagnet on the square lattice with competing nearest-neighbor and next-nearest-neighbor interactions, $J_1$ and $J_2$, has attracted considerable attention as a prototypical model of a highly frustrated quantum magnet. While there has been a consensus on the existence of the semiclassical staggered and stripe Néel phases for $J_2/J_1 \lesssim 0.4$ and $J_2/J_1 \gtrsim 0.6$, respectively, the nature of the nonmagnetic ground state between the two magnetic phases has long been under debate. There have been different proposals including a columnar dimer (CD) [1–3] or plaquette [4, 5] valance bond solid (VBS) and a gapless [6] or gapped [7] quantum spin liquid (QSL). Recent numerical studies have also suggested that this nonmagnetic regime consists of two different phases: a QSL and a VBS [8–13].

In view of the enigmatic nature of the $J_1$-$J_2$ model in the frustrated regime $J_1 \approx 2J_2$, it is interesting to investigate its (quasi-)one-dimensional variants such as a spatially anisotropic square-lattice model [14, 15] and a ladder model [15, 16], where powerful field-theoretical methods in one dimension can be applied. These models consist of an array of antiferromagnetic chains (with an intrachain coupling $J > 0$), and neighboring chains are coupled by transverse and diagonal interactions, $J_\perp$ and $J_\times$. Based on a field-theoretical analysis for $|J_{\perp,\times}| \ll J$, Starykh and Balents have proposed that while the phase diagram of the anisotropic square-lattice model is largely covered by the staggered ($J_\perp \gtrsim 2J_\times$) and stripe ($J_\perp \lesssim 2J_\times$) Néel phases, a narrow CD phase appears between these magnetic phases [15]. This CD phase results from a weak effective dimer attraction between neighboring chains that is generated in the renormalization group (RG) process. This phase may continue up to $J_\perp = J$ [17], which corresponds to the square-lattice $J_1$-$J_2$ model. For a two-leg ladder [Fig. 1(a)], a similar analysis has predicted that a CD phase appears between the rung-singlet (RS) and Haldane phases [15, 16], as we will review in Sec. II A.

The proposal of Starykh and Balents [15] has stimulated numerical studies on the frustrated Heisenberg ladder model [16, 20–23], for which large-scale simula-
FIG. 2. Schematic phase diagram of the model (1) for $|J_\perp - 2J_x| \ll J$ and $\Delta = 1 + \delta$ with $|\delta| \ll 1$, predicted by the effective field theory. Here, we fix $J_x \neq 0$ and vary $J_\perp$ and $\delta$. There are a Gaussian transition line (red) with Eq. (17) as well as two Ising transition lines (blue) with Eq. (18), where $Q$ is given by Eq. (9). There are distinct gapped phases separated by these lines. Each phase is characterized by the locking positions of the bosonic fields; for more details, see Refs. [18, 19]. The phase diagram for $\delta = 0$ has been obtained previously in Refs. [15, 16].

tions based on the density-matrix renormalization group (DMRG) [24, 25] are feasible. For antiferromagnetic $J_{1,x} > 0$, however, the presence of the CD phase has been elusive. By reexamining the RG analysis, Hikihara and Starykh have pointed out that a marginally relevant inter-leg current interaction also plays a significant role away from the weak-coupling limit $J_{1,x} \to 0$, and argued that a direct first-order transition between the RS and Haldane phases occurs for $J_x \gtrsim 0.3J$ [16], in consistency with some numerical works [20, 21, 26]. They have also argued that changing the signs of inter-leg interactions to ferromagnetic ($J_{1,x} < 0$) can eliminate the issue of the marginal interaction altogether, and they have numerically demonstrated that the CD phase appears over a wide region around $J_\perp \approx 2J_x < 0$. This is a remarkable example of a highly frustrated quantum magnet in which a nontrivial consequence of a RG-generated interaction is clearly observed in a numerical simulation (see, e.g., Refs. [27–30] for other examples). Furthermore, this system may show similar frustration physics with the long-debated regime of the frustrated Heisenberg ladder, in this paper, we study an XXZ extension of the model [Fig. 1(a)]. The Hamiltonian of our model is given by

$$H = J \sum_{n=1}^{2} \sum_{j} (S_{n,j} \cdot S_{n,j+1})_\Delta + J_\perp \sum_{j} (S_{1,j} \cdot S_{2,j})_\Delta + J_x \sum_{j} [(S_{1,j} \cdot S_{2,j+1})_\Delta + (S_{2,j} \cdot S_{1,j+1})_\Delta], \tag{1}$$

where

$$(S_{n,i} \cdot S_{m,j})_\Delta := S_{n,i}^x S_{m,j}^x + S_{n,i}^y S_{m,j}^y + \Delta S_{n,i}^z S_{m,j}^z. \tag{2}$$

We set $J = 1$ as the unit of energy when presenting numerical results. An XXZ anisotropy enriches the phase structure in the following way. An easy-axis anisotropy $\Delta > 1$ tends to stabilize semiclassical collinear magnetic orders along the $z$-axis. We therefore expect the conventional (staggered) Néel phase with $\langle S_{n,j}^z \rangle \propto (-1)^{n+j}$ for $J_\perp \gtrsim 2J_x$ and the stripe Néel (SN) phase with $\langle S_{n,j}^z \rangle \propto (-1)^j$ for $J_\perp \lesssim 2J_x$; see Fig. 1(b). Meanwhile, an easy-plane anisotropy $\Delta < 1$ allows for the emergence of two additional gapped featureless phases with no symmetry breaking: the RS* and Haldane* phases [19, 31–35]. These are related to the RS and Haldane phases under the $\pi$ rotation of spins about the $z$-axis on the first leg, $U_{\pi}^x := \exp(i\pi \sum S_{n,j}^z)$, and therefore have twisted singlet pairs ($|\uparrow\downarrow\rangle + |\downarrow\uparrow\rangle)/\sqrt{2}$ between the two legs [36]; see Fig. 1(c). The RS and Haldane phases and their twisted variants are all distinct in the presence of the $D_2 \times \sigma$ and translational symmetries [19, 31, 32], where $D_2 = \mathbb{Z}_2 \times \mathbb{Z}_2$ is the dihedral group of $\pi$ spin rotations and $\sigma$ is the symmetry with respect to the interchange of the two legs.

Motivated by the intriguing ground-state properties of the spin-$1/2$ frustrated Heisenberg ladder, in this paper, we study an XXZ extension of the model [Fig. 1(a)]. The Hamiltonian of our model is given by

$$H = J \sum_{n=1}^{2} \sum_{j} (S_{n,j} \cdot S_{n,j+1})_\Delta + J_\perp \sum_{j} (S_{1,j} \cdot S_{2,j})_\Delta + J_x \sum_{j} [(S_{1,j} \cdot S_{2,j+1})_\Delta + (S_{2,j} \cdot S_{1,j+1})_\Delta], \tag{1}$$

where $(S_{n,i} \cdot S_{m,j})_\Delta := S_{n,i}^x S_{m,j}^x + S_{n,i}^y S_{m,j}^y + \Delta S_{n,i}^z S_{m,j}^z. \tag{2}$

We set $J = 1$ as the unit of energy when presenting numerical results. An XXZ anisotropy enriches the phase structure in the following way. An easy-axis anisotropy $\Delta > 1$ tends to stabilize semiclassical collinear magnetic orders along the $z$-axis. We therefore expect the conventional (staggered) Néel phase with $\langle S_{n,j}^z \rangle \propto (-1)^{n+j}$ for $J_\perp \gtrsim 2J_x$ and the stripe Néel (SN) phase with $\langle S_{n,j}^z \rangle \propto (-1)^j$ for $J_\perp \lesssim 2J_x$; see Fig. 1(b). Meanwhile, an easy-plane anisotropy $\Delta < 1$ allows for the emergence of two additional gapped featureless phases with no symmetry breaking: the RS* and Haldane* phases [19, 31–35]. These are related to the RS and Haldane phases under the $\pi$ rotation of spins about the $z$-axis on the first leg, $U_{\pi}^x := \exp(i\pi \sum S_{n,j}^z)$, and therefore have twisted singlet pairs ($|\uparrow\downarrow\rangle + |\downarrow\uparrow\rangle)/\sqrt{2}$ between the two legs [36]; see Fig. 1(c). The RS and Haldane phases and their twisted variants are all distinct in the presence of the $D_2 \times \sigma$ and translational symmetries [19, 31, 32], where $D_2 = \mathbb{Z}_2 \times \mathbb{Z}_2$ is the dihedral group of $\pi$ spin rotations and $\sigma$ is the symmetry with respect to the interchange of the two legs.

We are particularly interested in the interplay between the RG-generated dimer attraction and the XXZ anisotropy around the isotropic case $\Delta = 1$. An insight into this problem can be gained from previous works on an XXZ ladder with an explicit inter-leg dimer attraction term [19, 37–39]. By combining the bosonization analyses of Refs. [15, 16, 19, 38], we argue that the Haldane-CD transition point in the isotropic model is a crossing point of two transition lines in the XXZ model, and that the SN and RS* phases appear between these lines, as shown in Fig. 2. Namely, the RG-generated dimer attraction not only induces the CD phase but also brings about a rich phase structure around it in the presence of the exchange anisotropy.

We determine the ground-state phase diagram over a wide range of $\Delta$ and for different signs of $J_{1,x}$ by means of the Abelian bosonization, the infinite DMRG (iDMRG) method [40–42], and numerical exact diagonal-
FIG. 3. Phase diagram of the model (1) with $J_x = -0.5$, obtained numerically. We set $J = 1$ as the unit of energy. Symmetry-broken phases (Néel, SN, and CD) are identified by calculating the corresponding order parameters (Sec. III A). Featureless phases (RS, RS*, Haldane, and Haldane*) are identified by calculating topological indices (Sec. III B). The Haldane*-RS transition points (black squares) are determined by calculating the corresponding order parameters (Sec. III B). With this method, we have also obtained some supplemental numerical data.

The phase diagram obtained numerically for $J_x/J = -0.5$ in Fig. 3 confirms the phase structure near $\Delta = 1$ in Fig. 2. This phase diagram is based mainly on the iDMRG calculations of the correlation length, order parameters, and topological indices. We also find that in the easy-plane regime $-1 < \Delta < 1$, the four gapped featureless phases and two critical phases (XY1 and XY2) compete in a complex manner depending on the signs of $J_{\perp,x}$ [Figs. 4(b,c) and 11 shown later]. The transition between a critical phase and a featureless phase is of the Berezinskii-Kosterlitz-Thouless (BKT) type [45–48] while the RS*-Haldane and Haldane*-RS transitions are of the Gaussian type. Both of these transitions can be described by an effective sine-Gordon theory. We determine the BKT and Gaussian transition lines accurately by means of the level spectroscopy method [49–55], which combines the sine-Gordon theory with exact diagonalization. With this method, we have also obtained an accurate phase diagram of the simple XXZ ladder model with $J_x = 0$ (Fig. 10 shown later); this phase diagram is improved from the one obtained earlier by Li et al. [35] in that the former is now consistent with the Abelian bosonization analysis [Fig. 4(a)]. We note that the iDMRG and the level spectroscopy employed in the present work have different advantages and complement each other: the iDMRG is most efficient in addressing the properties of gapped phases in the thermodynamic limit while the level spectroscopy can accurately determine certain transition lines by relying on the knowledge of the underlying field theory.

The rest of this paper is organized as follows. In Sec. II, we describe effective field theory based on bosonization and discuss qualitative features of the ground-state phase diagram. In Sec. III, we present numerical results obtained by the iDMRG method. In particular, we analyze order parameters and topological indices, which can detect symmetry-broken phases and featureless phases, respectively. In Sec. IV, we describe the level spectroscopy analysis, and present detailed phase diagrams in the easy-plane regime. In Sec. V, we present a summary of the present study and an outlook for future studies. In Appendix A, we describe simple perturbative calculations of the finite-size spectra of the effective Hamiltonians. These calculations reproduce some of the previous results [49–55], and also give the theoretical basis of our level spectroscopy analysis. In Appendix B, we provide some supplemental numerical data.

II. EFFECTIVE FIELD THEORY

For weak inter-chain couplings with $|J_{\perp,x}| \ll J$, the ground-state phase diagram of the model (1) can be studied by means of effective field theory based on bosonization [56, 57]. After reviewing previous results on the isotropic model [15, 16] in Sec. II A, we analyze the XXZ model by means of the Abelian bosonization in Sec. II B.

A. Non-Abelian bosonization for the Heisenberg ladder

We first review the non-Abelian bosonization analysis of the frustrated Heisenberg ladder (1) with $\Delta = 1$ [15, 16, 21, 58].

In the limit $J_{\perp,x}/J \to 0$, each isolated antiferromagnetic Heisenberg chain is described by the SU(2)$_1$ Wess-Zumino-Novikov-Witten (WZNW) theory (with the spin velocity $v = \pi J a/2$) perturbed by a marginally irrelevant backscattering term [57, 59–61]. The spin operators on the nth leg $(n = 1, 2)$ can be decomposed as

$$S_{n,j} \to a[M_n(x) + (-1)^j N_n(x)]$$

with $x = ja$, where $a$ is the lattice spacing of each chain. The uniform and staggered components, $M_n$ and $N_n$, have the scaling dimensions 1 and 1/2, respectively. The former can further be decomposed into chiral (right and left) components as $M_n = M_{nR} + M_{nL}$. Another important operator is the (in-chain) staggered dimerization
operator $\epsilon_n$ defined by
\[ (-1)^j S_{n,j} \cdot S_{n,j+1} \rightarrow a\epsilon_n(x), \]
which has the scaling dimension 1/2.

The interchain couplings $J_{\perp,x}$ produce various symmetry-allowed perturbations around the WZNW fixed point. Such perturbations are summarized as
\[ H' = \int dx \sum_i g_i O_i, \]
where $i$ runs over the following 6 operators:

\[ O_{\text{be}} = M_{1R} \cdot M_{1L} + M_{2R} \cdot M_{2L}, \]
\[ O_1 = M_{1R} \cdot M_{2L} + M_{1L} \cdot M_{2R}, \]
\[ O_2 = M_{1R} \cdot M_{2R} + M_{1L} \cdot M_{2L}, \]
\[ O_N = N_1 \cdot N_2, \]
\[ O_\epsilon = \epsilon_1 \epsilon_2, \]
\[ O_{\partial N} = a^2 \partial_x N_1 \cdot \partial_x N_2. \]

Here, we have neglected terms with higher scaling dimensions. The bare coupling constants are given by
\[ g_1(0) = g_2(0) = (J_{\perp} + 2J_x)a, \]
\[ g_N(0) = (J_{\perp} - 2J_x)a, \]
\[ g_{\partial N}(0) = J_x a, \]
and $g_{\text{be}}(0)$ is estimated in Ref. [61]. We may ignore the coupling $g_2$ in the following argument as its evolution in the RG flow is decoupled from the other couplings.

Among the perturbations in Eq. (5), the $g_N$ and $g_x$ terms with the scaling dimension 1 are relevant and grow exponentially in the RG flow. As the initial value of $g_x$ is zero, the $g_N$ term dominantly determines the phase structure almost everywhere in the parameter space $(J_{\perp}, J_x)$. This term induces the RS and Haldane phases for $J_{\perp} > 2J_x$ and $J_{\perp} \lesssim 2J_x$, respectively. Near the line $J_{\perp} = 2J_x$, however, a more careful consideration is required as $g_N(0)$ also vanishes on this line. It has been argued that in this regime, $g_x$ acquires a negative value of order $J_x^2/J$ through the fusion of the $g_1$ and $g_{\partial N}$ terms in an early stage of the RG flow [15, 16]. Similarly, the $g_N$ coupling acquires a positive correction. These corrections can be taken into account by renormalizing the initial values as
\[ g_N(0) \rightarrow (J_{\perp} - 2J_x + 2Q)a, \]
\[ g_x(0) \rightarrow -3Qa, \]
where
\[ Q = \frac{g_1(0) g_{\partial N}(0)}{4a^2(2\pi v)} \approx \frac{J_x^2}{\pi^2 J}. \]

Using these renormalized values, the competition between the $g_N$ and $g_x$ terms has been analyzed through the refermionization procedure [15, 16]. This analysis has predicted the emergence of the CD phase in a narrow region
\[ -5Q < J_{\perp} - 2J_x < -Q. \]

See the $\delta = 0$ case of Fig. 2. We extend this result to the XXZ case by using the Abelian bosonization in Sec. II B 1.

In the above argument, we have focused on the relevant couplings $g_N$ and $g_x$, and neglected the roles of the marginal couplings, especially, $g_1$ in the long-distance physics. The focus on the relevant couplings is justified asymptotically in the limit $J_{\perp,x}/J \rightarrow 0$. Away from this limit, however, one has to take account of the marginally relevant nature of $g_1$ for antiferromagnetic $J_{\perp,x} > 0$. By numerically solving the RG equations, it has been found that for $J_x \gtrsim 0.3J$ and near the line $J_{\perp} = 2J_x$, the coupling $g_1$ reaches the order of $J$ earlier than $g_N$ and $g_x$ [16]. The dominance of the $g_1 > 0$ term results in a direct first-order phase transition between the RS and Haldane phases [62]. Therefore, to obtain the CD phase in the antiferromagnetic model, one is expected to focus on the limited region $0 < J_x \lesssim 0.3J$. The situation significantly changes for ferromagnetic $J_{\perp,x} < 0$. In this case, $g_1$ is marginally irrelevant, and it is legitimate to focus on the relevant couplings $g_N$ and $g_x$ in the present perturbative argument. It has been numerically demonstrated in Ref. [16] that the CD phase indeed appears over an extended region for $J_{\perp,x} < 0$; in consistency with Eq. (10), the range of $J_{\perp} - 2J_x$ in which the CD order appears expands with an increase in $|J_x|$.

**B. Abelian bosonization for the XXZ ladder**

We now consider the XXZ ladder (1) using the Abelian bosonization formalism. This approach has successfully been used for related problems of spin-1/2 ladders [18, 19, 37, 38, 63-68] and zigzag ladders [67, 69, 70]. Here we take similar notations as those in Refs. [18, 19, 38] so that we can simplify the explanation of the formalism.

In the limit $J_{\perp,x}/J \rightarrow 0$, each chain labeled by $n = 1, 2$ is described by the Tomonaga-Luttinger liquid (TLL) theory (the Gaussian theory) in terms of a dual pair of bosonic fields $\phi_n(x)$ and $\theta_n(x)$. The velocity $v$ and the TLL parameter $K$ are known from the exact solution as
\[ v = \frac{\sin(\pi\eta)}{2(1-\eta)}Ja, \quad K = \frac{1}{2\eta}, \]
where the anisotropy is parameterized as $\Delta = -\cos(\pi\eta) (0 < \eta \leq 1)$. The spin operators are related to the bosonic fields as
\[ S_{n,j}^z = \frac{a}{\sqrt{\pi}} \partial_x \phi_n + (-1)^j a_1 \cos(2\sqrt{\pi} \phi_n) + \cdots, \]
\[ S_{n,j}^+ = e^{i\sqrt{\pi} \theta_n} [b_0 (-1)^j + b_1 \cos(2\sqrt{\pi} \phi_n) + \cdots], \]
where $S_{n,j}^\pm := S_{n,j}^x \pm is_{n,j}^y$, and $a_1$, $b_0$, and $b_1$ are non-universal coefficients [71, 72]. For $\Delta = 1$, these coeffi-
coefficients satisfy \( a_{1} = b_{0} =: \bar{a} \) because of the SU(2) symmetry.

Treating \( J_{\perp, \chi} \) perturbatively, we obtain the low-energy effective Hamiltonian of the model (1) as

\[
H^{\text{eff}} = \int dx \sum_{\nu=\pm} \frac{v_{\nu}}{2} \left[ \frac{1}{K_{\nu}} (\partial_{x}/\partial_{\nu} \phi_{\nu})^{2} + K_{\nu}(\partial_{x}/\partial_{\nu} \theta_{\nu})^{2} \right]
+ g_{+} \cos \left( 2\sqrt{2} \pi \phi_{+} \right) + g_{-} \cos \left( 2\sqrt{2} \pi \phi_{-} \right)
+ \tilde{g}_{-} \cos \left( \sqrt{2} \pi \theta_{-} \right) - \gamma_{1} \cos \left( 2\sqrt{2} \pi \phi_{+} \right) \cos \left( \sqrt{2} \pi \theta_{-} \right)
+ \gamma_{b}s \cos \left( 2\sqrt{2} \pi \phi_{+} \right) \cos \left( 2\sqrt{2} \pi \phi_{-} \right) + \ldots,
\]

(13)

where

\[ \phi_{\pm} := \frac{1}{\sqrt{2}} (\phi_{1} \pm \phi_{2}), \quad \theta_{\pm} := \frac{1}{\sqrt{2}} (\theta_{1} \pm \theta_{2}), \]

(14)

and ellipses indicate terms that have higher scaling dimensions. For \( \Delta = 1 \), the coupling constants \( g_{\pm}, \tilde{g}_{-}, \gamma_{1} \), and \( \gamma_{b}s \) are related to \( g_{N} + g_{s}, 3N, g_{1} \), and \( g_{b}s \), respectively, in Eq. (5) [73]. The bare coupling constants are given by

\[
g_{\pm} = \frac{\bar{a}^{2}}{2a} [(J_{-} + 2Q)\Delta \pm 3Q],
\]

(15a)

\[
\tilde{g}_{-} = \frac{\bar{b}^{2}}{a} (J_{-} + 2Q),
\]

(15b)

\[
\gamma_{1} = \frac{\bar{b}^{2}}{2a} J_{+},
\]

(15c)

and \( \gamma_{b}s \) is given in Refs. [74, 75]. Here, we take the shorthand notation \( J_{\pm} := J_{\perp} \pm 2J_{\chi} \). Furthermore, we have taken into account the correction \( Q \) in Eq. (8) that appears for \( \Delta = 1 \). While the correction \( Q \) has not been estimated for \( \Delta \neq 1 \), we may take the value at \( \Delta = 1 \) in Eq. (9) if \( \Delta \) is sufficiently close to 1. If \( \Delta \) is away from 1, we neglect the correction \( Q \) as the CD phase induced by the correction is not found for such \( \Delta \) in the numerical results; see Fig. 3. The velocities \( v_{\pm} \) and the TLL parameters \( K_{\pm} \) in the symmetric and antisymmetric channels are modified from \( v \) and \( K \) in the decoupled XXZ chains [Eq. (11)] by the effects of the inter-chain couplings as

\[
v_{\pm} = v \left( 1 \pm \frac{aK}{\pi v} J_{\pm} \Delta \right)^{1/2},
\]

(16a)

\[
K_{\pm} = K \left( 1 \pm \frac{aK}{\pi v} J_{\pm} \Delta \right)^{-1/2}.
\]

(16b)

\section{Case of \( \Delta \approx 1 \)}

As explained in Sec. II A, the competition between the \( g_{N} \) and \( g_{s} \) terms results in the emergence of the CD phase in a narrow region in Eq. (10) for \( \Delta = 1 \). We now extend this result to the weakly anisotropic regime, i.e., \( \Delta = 1 + \delta \) with \( |\delta| \ll 1 \), by applying the Abelian bosonization formalism. To this end, we focus on the Gaussian part as well as the relevant \( g_{\pm} \) and \( \tilde{g}_{-} \) terms in the effective Hamiltonian (13). We note that the \( g_{\pm} \) and \( \tilde{g}_{-} \) terms have the scaling dimensions \( 2K_{\pm} \) and \( (2K_{-})^{-1} \), respectively, which are all equal to unity in the limit of decoupled Heisenberg chains where \( K_{\pm} = 1/2 \). Neglect of the other terms such as \( \gamma_{1} \) is justified asymptotically in the limit \( J_{\perp, \chi}/J \to 0 \) as they have higher scaling dimensions. We expect that even away from this limit, the prediction of the present analysis would hold qualitatively as long as the CD phase exists over a finite interval between the RS and Haldane phases in the isotropic case \( \Delta = 1 \).

The remaining analysis can be done in the same way as our previous studies on the XXZ ladder with an explicit inter-leg dimer interaction [18, 19]. As we have neglected \( \gamma_{1}, \gamma_{b}s \), and the terms with higher scaling dimensions, the effective Hamiltonian (13) is decoupled into the symmetric and antisymmetric channels. The symmetric channel is described by the sine-Gordon model, in which the strongly relevant \( g_{+} \) term locks \( \phi_{+} \) at distinct positions depending on the sign of \( g_{+} \). A Gaussian transition with the central charge \( c = 1 \) is expected at \( g_{+} = 0 \). The antisymmetric channel is described by the dual-field double sine-Gordon model, in which the strongly relevant \( g_{-} \) and \( \tilde{g}_{-} \) terms compete. As these terms have close scaling dimensions (equal in the limit of decoupled Heisenberg chains), the long-distance physics can be determined by examining which of \( |g_{-}| \) and \( |\tilde{g}_{-}| \) is larger. Specifically, \( |g_{-}| \gtrsim |\tilde{g}_{-}| \) leads to the locking of \( \phi_{-} \) and an Ising transition with the central charge \( c = 1/2 \) is expected at \( |g_{-}| \approx |\tilde{g}_{-}| \) [65, 76].

Based on the above analysis and using the bare coupling constants in Eq. (15), we obtain the schematic phase diagram in Fig. 2. In this diagram, there are a Gaussian transition line with

\[
J_{-} = -(5 - 3\delta)Q
\]

(17)
as well as two Ising transition lines with

\[
J_{-} \approx -(5 + 3\delta)Q,
\]

(18a)

\[
J_{-} \approx -(1 + 3\delta/3)Q.
\]

(18b)

The Haldane-CD transition point in the isotropic model is now a crossing point of the two transitions lines with Eqs. (17) and (18a). Just with an infinitesimal anisotropy \( \delta \neq 0 \), the SN and RS* phases appear around this point. It is worth emphasizing that this rich phase structure is provided by the RG-generated dimer attraction, specifically, the corrections \( \pm 3Q \) in Eq. (15a). Without the corrections, only the RS and Haldane phases would appear near \( \Delta = 1 \). We also note that Fig. 2 has a similar structure as the phase diagram of an XXZ ladder with an explicit dimer attraction term; see Fig. 3 of Ref. [19].
2. Case of easy-axis anisotropy

The phase structure in Fig. 2 holds only over a narrow range of $\Delta$ around 1. In particular, the CD phase is not confirmed for $\Delta \lesssim 0.9$ or $\Delta \gtrsim 1.3$ in the numerically obtained phase diagram in Fig. 3. We thus neglect the correction $Q$ in Eq. (15) for $\Delta$ away from 1, as noted earlier.

Here we focus on the case of easy-axis anisotropy $\Delta > 1$, and also assume that $\Delta$ is sufficiently away from 1, to simplify the discussion. In this regime, we can focus on the perturbations $g_{\pm}$ and $\gamma_{bs}$ in the effective Hamiltonian (13) as we have $K_\perp < 1/2$ and the perturbations related to $\phi_-$ are more relevant than those related to $\theta_-$. Specifically, $g_-$ is more relevant than $\hat{g}_-$, and $\gamma_{bs}$ is more relevant than $\gamma_1$. In the simplified effective Hamiltonian in which $\hat{g}_-$ and $\gamma_1$ are neglected, we obtain the Néel and SN phases with $2\sqrt{2\pi}(\phi_+, \phi_-) = (\pi, \mp\pi)$ and $(0, \pi \mp \pi)$ for $J_\perp > 2J_\parallel$ and $J_\parallel < 2J_\perp$, respectively, and a first-order phase transition occurs between them because of the backscattering term with $\gamma_{bs} < 0$. As the effects of the neglected terms are nontrivial, the present argument does not give a strong support for a first-order transition. Yet, the present argument can provide an effective picture for the numerical result (presented later in Fig. 8 in Sec. III A) that indicates a first-order transition. We note that a first-order transition between the Néel and SN phases naturally occurs for $J_\times = 0$ and $\Delta > 1$ (Fig. 10) as the two types of states are degenerate in the decoupled-chain limit $J_\perp \to 0$.

3. Case of easy-plane anisotropy

Here we focus on the case of easy-plane anisotropy $-1 < \Delta < 1$, and also assume that $\Delta$ is sufficiently away from $\pm 1$. In this regime, we have $K_\perp > 1/2$, and thus the $\hat{g}_-$ term with the scaling dimension $(2K_\perp)^{-1} < 1$ is the most relevant perturbation in the effective Hamiltonian (13). Therefore, we may assume that $\theta_-$ is locked into the minimum of this term, leading to a nonzero expectation value $\mu := -\langle \cos(\sqrt{2\pi}\theta_-) \rangle \neq 0$, which has the same sign as $\hat{g}_-$. We again neglect the correction $Q$ in Eq. (15). The coupling constant $\hat{g}_-$ grows in the RG flow as

$$\hat{g}_-(\ell) = \hat{g}_-(0) \exp\{2 - (2K_\perp)^{-1}\} \ell$$

as the short-distance cutoff $\alpha$ is changed to $e^\ell\alpha$. We continue the RG transformation until $\hat{g}_-(\ell)$ becomes $O(\nu_-) = O(J)$. At this scale ($\ell = \ell_1$), $\theta_-$ is locked tightly, and hence $\mu$ is expected to be a constant $\mu_1$ of order unity. We can then treat the $\gamma_1$ term in Eq. (13) in a mean-field manner by replacing $-\cos(\sqrt{2\pi}\theta_-)$ by its mean value $\mu_1$, and combine the resulting expression with the $g_+$ term. In this way, we obtain an effective sine-Gordon model for the symmetric channel as

$$H^\text{eff}_{+} = \int dx \nu_+ \left[ \frac{1}{K_+} (\partial_x \phi_+)^2 + K_+ (\partial_x \theta_+)^2 \right] + g'_+ \cos(2\sqrt{2\pi}\phi_+),$$

FIG. 4. Schematic phase diagrams of the model (1) in the easy-plane regime for (a) $J_\times = 0$, (b) $J_\times > 0$, and (c) $J_\times < 0$, predicted by the effective field theory. Here, we fix $J_\perp$ in each case, and vary $J_\parallel$ and $\Delta$. Two numbers for each gapped featureless phase indicate the locking positions of $(2\sqrt{2\pi}\phi_+, \sqrt{2\pi}\theta_-)$. Gaussian (red) and BKT (green) transition lines are given by Eqs. (22) and (25), respectively. According to the symmetry argument in Ref. [54, 77], however, the Haldane-XY1 and Haldane*-XY2 transition lines should be located exactly on the $\Delta = 0$ line. The present approach has a limitation in that the role of such a symmetry in the RG flow is not taken into account. The Gaussian lines for $\Delta < 0$ (red dotted lines), which are inside the critical phases and do not correspond to transitions, are shown for reference. The vertical lines with alternating red and purple colors at $J_\times = \pm 2J_\parallel$ indicate the sign changes of $g_+$ and $\hat{g}_-$ in Eq. (15); for $J_\times \neq 0$, these sign changes can occur at different points, whose description is beyond the scope of the present theory. See Figs. 10 and 11 for the phase diagrams obtained numerically.
where \( g'_+ \) is the modified coupling constant

\[
g'_+ = g_+ (\ell_1) + \mu_1 \gamma_1 (\ell_1) = \frac{1}{2a} e^{(2-2K_+)+1} \left[ a_1^2 J_- \Delta + b_1^2 \mu_1 J_+ e^{-(2K_-)-1} \ell_1 \right].
\]

(21)

Here, we took into account the fact that \( g_+ \) and \( \gamma_1 \) terms with the scaling dimensions \( 2K_+ \) and \( 2K_+ + (2K_-)^{-1} \), respectively, had evolved in the RG flow as exponential functions of \( \ell \) with the associated exponents.

The phase diagram of the sine-Gordon model (20) is well-known \cite{56,57}. For \( K_+ \gtrsim 1 \), the cosine potential is irrelevant, and the system is in a critical phase. For \( K_+ \lesssim 1 \), the cosine potential is relevant, and the field \( \phi_+ \) is locked into the minimum of the potential. The locking is irrelevant, and the system is in a critical phase. For \( K_+ \gtrsim 1 \), the cosine potential is irrelevant, and the system is in a critical phase. For \( K_+ \lesssim 1 \), the cosine potential is relevant, and the field \( \phi_+ \) is locked into the minimum of the potential. The locking position depends on the sign of \( g'_+ \), which leads to distinct gapped phases. A Gaussian transition between the two gapped phases occurs at \( g'_+ = 0 \), i.e.,

\[
\Delta = -\frac{b_1^2 \mu_1 J_+ e^{-(2K_-)-1} \ell_1}{a_1^2 J_-} \sim \frac{J_+}{|J_-| J} \left[ 4(2K_-)-1 \right]^{-1},
\]

(22)

where we used the fact that \( \mu_1 \) has the same sign as \( \tilde{g}_- (0) \propto J_- \). According to the celebrated RG argument, BKT transitions from the critical phase to the two gapped phases with sgn \( g'_+ \) occur at \( y_1 = \pm y_2 \), where

\[
y_1 = 2(K_+ - 1), \quad y_2 = \frac{2\pi a^2 g'_+}{v_+}.
\]

(23)

In the following analysis, the short-distance cutoff \( a \) can be set to the lattice constant \( a \). The BKT transitions are expected to occur near the XY case \( \Delta = 0 \), where \( K_+ \) is close to 1. In this regime, \( y_1 \) and \( y_2 \) can be expressed approximately as

\[
y_1 \approx -\frac{4\Delta}{\pi} + \frac{J_+ \Delta}{\pi J},
\]

(24a)

\[
y_2 \approx \frac{\pi}{J} \left( a_1^2 J_- \Delta + b_1^2 \mu_1 J_+ e^{-\ell_1/2} \right),
\]

(24b)

where we set \( K_+ \approx 1 \) and \( v_+ \approx J_0 \) in the second equation. Therefore, the equations \( y_1 = \pm y_2 \) for the BKT transition lines are solved as

\[
\Delta \approx \mp \frac{\pi b_1^2 \mu_1 J_+ e^{-\ell_1/2}}{4J} \sim \mp (\text{sgn} \ J_-) \left( J_+ |J_-| \right)^{1/3} J^{1/3}.
\]

(25)

In this way, we obtain the schematic phase diagrams in Fig. 4. The four gapped featureless phases and two critical phases (XY1 and XY2) compete in a complex manner depending on the signs of \( J_{1x} \). Each gapped featureless phase is characterized by the locking positions of \( (2\sqrt{2\pi} \theta_+ + \sqrt{2\pi} \theta_-) \); see Ref. \cite{19} for more details. The two critical phases are characterized by the locking of \( \theta_- \) in the antisymmetric channel: \( \sqrt{2\pi} \theta_- = 0 \) and \( \pi \) for XY1 and XY2, respectively. In these critical phases, the symmetric channel remains gapless. In our field-theoretical prediction, the BKT transitions to gapped phases occur at \( \Delta < 0 \) in all the cases in Fig. 4. According to the symmetry argument in Ref. \cite{54,77}, however, the Haldane-XY1 and Haldane*-XY2 transition lines should be located exactly on the \( \Delta = 0 \) line. The present approach has a limitation in that the role of such a symmetry in the RG flow is not taken into account. The present approach cannot predict the phase structure for \( J_+ \approx 2J_\perp < 0 \) and \( \Delta \geq 0 \) (the regimes marked with "??" in Fig. 4), either, where the \( g_+ \), \( \tilde{g}_- \) and \( \gamma_1 \) terms compete in a nontrivial manner. Despite these difficulties, the predicted phase diagrams in Fig. 4 are remarkably rich, and in overall consistency with the phase diagrams obtained by the level spectroscopy (Figs. 10 and 11), as we will see in Sec. IV.

4. Case of \( \Delta \approx -1 \)

Lastly, we consider the regime of \( \Delta = -1 + \delta' \) with \( |\delta'| \ll 1 \), where we find different instabilities of the Gaussian theory. Specifically, in the effective Hamiltonian (13), the coefficients \( v_\pm /K_\pm \) of the terms \( (\partial_x \phi_\pm)^2 \) have the following expressions in this regime:

\[
v_\pm /K_\pm = \frac{v}{K} \mp \frac{a}{\pi} J_+ \Delta \approx \frac{a}{\pi} (2J_\delta' \mp J_+).
\]

(26)

These coefficients become negative for \( \delta' < \pm J_+ / (2J) \), which indicates that the Gaussian theory is unstable. If we assume an additional term \( (\partial_x \phi_\pm)^4 \) with a positive coefficient in the effective Hamiltonian, spontaneous magnetic orders with

\[
\langle S_{z,j} \rangle \pm \langle S_{z,j} \rangle \neq 0
\]

(27)

are expected to appear along with this instability. In this way, ferromagnetic (FM) and stripe ferromagnetic (SF)
phases appear for $J_\perp > 2J_x$ and $J_\perp < 2J_x$, respectively, as shown in Fig. 5. Related arguments can be found in Refs. [66, 78].

Our estimation of the phase boundaries based on Eq. (26) is naive as we neglect the effects of various perturbations in the effective Hamiltonian (13). Indeed, in the numerically obtained phase diagram in Fig. 10, the transition line to the FM phase is located precisely at $\Delta = -1$, and the transition line to the SF phase is bent downward; these contrast with Fig. 5. It is also nontrivial to predict the natures of these phase transitions from the field theory. However, the transition to the FM phase is clearly of the first order as it is associated with the crossing of levels with different total magnetizations $S^z := \sum_{n,j} S_{n,j}^z$ at the ferromagnetic SU(2) point $\Delta = -1$. Across this transition, $S^z$ of the ground state changes abruptly from 0 to $\pm N/2$, where $N$ is the number of sites in the system. The transition to the SF phase in the XXZ ladder (1) is equivalent to a spontaneous population-imbalance transition in two-component hard-core bosons studied by Takayoshi et al. [78]. As numerically demonstrated in Ref. [78], the transition to the population-imbalanced phase belongs to the Ising universality class in the presence of an intercomponent tunneling (i.e., the XY terms in the $J_\perp$ and $J_x$ couplings in Eq. (1)).

III. IDMRG ANALYSIS

In this section, we present numerical results obtained by the iDMRG method [40, 41]. Our iDMRG calculations are based on the Tensor Network Python (TeNPy) [42]. We aim to explain how we have obtained the phase diagram for $J_x = -0.5$ in Fig. 3. In particular, we analyze order parameters and topological indices, which can detect symmetry-broken phases and featureless phases, respectively.

The iDMRG algorithm is based on a periodic matrix product state (MPS) representation of a many-body wave function of the infinite system. The precision of this algorithm is controlled by the bond dimension $\chi$. In applying this algorithm, we regard the two-leg ladder system as a zigzag chain arranged in the following order: $\cdots, S_{1,j}, S_{2,j}, S_{1,j+1}, S_{2,j+1}, \cdots$. We adopted a four-site unit cell implementation of the iDMRG in calculating the correlation length and the order parameters. With this implementation, the variational MPS is expected to converge to a symmetry-broken ground state with a four-site (i.e., two-rung) unit cell in the ordered phases (Néel, SN, CD, etc.); therefore the order parameter can be computed directly. The correlation length $\xi$ can be calculated as $\xi(\chi) = -2/\ln |c_2(\chi)|$, where $c_2(\chi)$ is the second largest absolute eigenvalue of the transfer matrix; here, a factor of 2 is multiplied as the transfer matrix is defined over two rungs. Meanwhile, we adopted a two-site (i.e., one-rung) unit cell implementation in calculating topological indices in gapped featureless phases as a translationally invariant MPS is required for such calculations. In most calculations, we exploited the conservation of the total magnetization $\sum_{n,j} S_{n,j}^z = 0$ to achieve higher efficiency and precision. As an exception, we did not use this conservation in analyzing the FM phase (that appears in Fig. 10 shown later) as a finite magnetization spontaneously appears in this phase; see Appendix B.

A. Correlation length and order parameters

Symmetry-broken phases can be identified by calculating the associated order parameters. The Néel, SN, and CD order parameters are given by

$$\langle O_{\text{Néel}}(j) \rangle = \frac{1}{4} \langle S_{1,j}^z - S_{2,j}^z - S_{1,j+1}^z + S_{2,j+1}^z \rangle, \quad (28a)$$

$$\langle O_{\text{SN}}(j) \rangle = \frac{1}{4} \langle S_{1,j}^z + S_{2,j}^z - S_{1,j+1}^z - S_{2,j+1}^z \rangle, \quad (28b)$$

$$\langle O_{\text{CD}}(j) \rangle = \frac{1}{4} \langle S_{1,j-1} \cdot S_{1,j} + S_{2,j-1} \cdot S_{2,j} - S_{1,j} \cdot S_{1,j+1} - S_{2,j} \cdot S_{2,j+1} \rangle. \quad (28c)$$

Figure 6 shows the correlation length $\xi$ and the CD and SN order parameters across the RS*-CD-SN transitions. The correlation length in Fig. 6(a) shows two peaks that grow with an increase in the bond dimension $\chi$. It is
therefore likely that second-order transitions with divergence in the correlation length occur at these points. The peak positions $\Delta = 0.96$ and 1.01 that grow with an increase in $\chi$. In (b), small, medium, and large symbols are for $\chi = 256$, 384, and 512, respectively.

Figure 7 shows the correlation length $\xi$ and the SN order parameter across the RS*-Haldane-SN transitions. Again, the correlation length in Fig. 7(a) shows two peaks with growing heights, which indicate second-order transitions. The peak at $\Delta = 1.01$ is consistent with the onset of the SN order parameter in Fig. 7(b). Meanwhile, the RS* and Haldane phases are featureless, and cannot be distinguished by a local order parameter. These phases are distinguished by topological indices as explained in Sec. III.B.

According to the effective field theory analysis in Sec. II.B, the CD, SN, Haldane, and RS* phases are separated by Gaussian and Ising transitions, as shown in Fig. 2. A numerical verification of these universality classes is beyond the scope of our present study. In both Figs. 6 and 7, the two critical points are relatively close to each other. Therefore, in examining the universality class of one of these critical points by the iDMRG with finite $\chi$, there is an unavoidable influence from the other critical point. However, we note that the universality classes have been examined in detail in an XXZ ladder with an explicit dimer attraction term [19], in which crossing of Gaussian and Ising transition lines similar to Fig. 2 has been confirmed.

Figure 8 shows the SN and Néel order parameters across the SN-Néel transition in the easy-axis regime. Sudden changes in the calculated order parameters between $J_\perp = -1.03$ and $-1.02$ indicate a first-order phase transition. As discussed in Sec. II.B, a first-order transition between the SN and Néel phases is consistent with the simplified effective Hamiltonian in which $\tilde{g}_- \gamma_1$ are neglected.

In the phase diagram for $J_\times = -0.5$ in Fig. 3, the Néel, SN, and CD phases are identified by examining the robustness of the associate order parameters with an increase in the bond dimension $\chi$.

B. Topological indices

The four featureless phases (RS, RS*, Haldane, and Haldane*) are all distinct in the presence of the $D_2 \times \sigma$ and translational symmetries [19, 31, 32], where $D_2 = Z_2 \times Z_2$ is the discrete spin rotational symmetry and $\sigma$ is the leg-interchange symmetry. Here, we analyze topological indices [79–82] associated with these symmetries, which allow us to identify the four featureless phases unambiguously.

Details on how to define and calculate topological indices for the present ladder setup has been described in Ref. [19]. Here, we summarize the basic idea and the definitions. Assuming the translational invariance, we represent the ground state of the infinite system in the
be shown to satisfy $[84]$

$$\Sigma$$

which is represented in the spin basis as a unitary matrix $|\sigma\rangle$ over the four spin states on a rung $[83]$. Suppose that the commutators in Eq. (31) while $\epsilon J$ and $\chi$ introduce the unitary matrices $\Sigma$ in Eq. (30) for the leg interchange $\sigma$. The matrix $\Sigma$ can be viewed as a symmetry transformation acting on fictitious edge states in the entanglement Hamiltonian.

For a spin ladder with the different featureless phases. They can conveniently be described by calculating traced commutators $[80]$

$$\mathcal{O}_{xz} := \frac{1}{\chi} \text{tr}(U_z U_z U_z U_z^\dagger),$$

$$\mathcal{O}_{x\sigma} := \frac{1}{\chi} \text{tr}(U_z U_z U_z U_z^\dagger).$$

For example, we have $\mathcal{O}_{xz} = -1$ from the nontrivial relation $U_z U_z = -U_z U_z$ in the Haldane and Haldane* phases. We have $\mathcal{O}_{x\sigma} = -1$ from the nontrivial relation $U_z U_z = -U_z U_z$ in the Haldane* phase. We also examine the phase factor $\epsilon_1 := e^{i\theta_1}$ in Eq. (30) for the leg interchange $\sigma$. This index can distinguish the RS and RS* phases (with $\epsilon_1 = -1$ and 1, respectively) in the presence of the translational symmetry. In this way, we can distinguish all the four featureless phases by using the three indices.

Figure 9 shows the topological indices $\mathcal{O}_{xz}$, $\mathcal{O}_{x\sigma}$, and $\epsilon_1$ calculated by the iDMRG across (a) the RS*-Haldane transition and (b) the Haldane*-RS transition. In Fig. 9(a), we find a sudden change in $\mathcal{O}_{xz}$ between $\Delta = 0.96$ and 0.97. This is consistent with the peak of the correlation length at $\Delta = 0.96$ in Fig. 6(a). In Fig. 9(b), we find sudden changes in $\mathcal{O}_{xz}$ and $\mathcal{O}_{x\sigma}$ between $\Delta = 0.7$ and 0.8. For this transition, we have also performed a level spectroscopy analysis, and obtained the estimate $\Delta = 0.710$ of the transition point in the thermodynamic limit; see Fig. 14 in Appendix B. We can thus confirm a consistency between the independent analyses.

In the phase diagram for $J_x = -0.5$ in Fig. 3, the four gapped featureless phases are identified by examining the topological indices as in Fig. 9. It is worth emphasizing that our iDMRG results on the correlation length, the order parameters, and the topological indices consistently support the rich phase structure around the isotropic case $\Delta = 1$ in Fig. 2.

IV. LEVEL SPECTROSCOPY

In this section, we present a level spectroscopy analysis, which combines effective field theory with numerical exact diagonalization. Our exact diagonalization calculations are based on the Python package QuSpin [43, 44]. We aim to numerically demonstrate the rich phase structures in the easy-plane regime predicted by the bosonization (Fig. 4), where the four featureless phases and the two critical phases compete in a complex manner. In the following analysis, we set $J_x$ to relatively small values in magnitudes so that the numerical results can be compared directly with the bosonization results for $|J_{\perp x}| \ll J$. The phase diagrams obtained numerically for $J_x = 0$ and $\pm 0.1$ are shown in Figs. 10 and 11. Below we explain how the phase boundaries in the easy-plane regime $-1 < \Delta < 1$ in these diagrams are obtained by the level spectroscopy.

The key idea of the level spectroscopy is to relate the low-lying energy levels to the (running) coupling constants in the effective Hamiltonians in Eqs. (13) and
FIG. 10. Phase diagram of the simple XXZ ladder model, i.e., Eq. (1) with $J_x = 0$, obtained numerically. The phase boundaries in the easy-plane regime $-1 < \Delta < 1$ are determined by the level spectroscopy analysis. Red circles and green rhombuses indicate level crossing points corresponding to Gaussian and BKT lines. Here, four different symbol sizes (from small to large) correspond to $L = 6, 8, 10, 12$. The data extrapolated to thermodynamic limit are connected by red and green lines. Black triangles indicate transition points determined by the iDMRG analysis of the order parameters. Specifically, the boundaries of the Neel and SN phases are determined in a similar manner as in Sec. III A; the boundary of the FM phase is determined in Appendix B. The vertical line with alternating red and purple colors at $J_\perp = 0$ indicate sign changes of $g_+$ and $\tilde{g}_-$ in the effective Hamiltonian (13); we have also confirmed the corresponding level crossings precisely on this line in the level spectroscopy analysis (not shown). See Fig. 4(a) for a phase diagram based on the effective field theory, and Ref. [35] for a previous tensor network study. We note that red circles for $\Delta < 0$ do not correspond to a phase transition but are shown for reference as they can be compared with the $y_2 = 0$ line in Fig. 4(a).

FIG. 11. Phase diagrams of the model (1) with (a) $J_x = 0.1$ and (b) $J_x = -0.1$, obtained by the level spectroscopy analysis. Green rhombuses indicate level crossing points corresponding to BKT transition lines. Red circles indicate level crossing of $\Delta E_H$ and $\Delta E_R$, as shown in Figs. 12(a) and 13(a). For $\Delta > 0$ and $J_\perp$ away from $2J_x$, this level crossing corresponds to a Haldane-RS* or Haldane*-RS Gaussian transition. Purple squares indicate level crossing of $E_{XY1}$ and $E_{XY2}$, as shown in Fig. 13(b). Here, four different symbol sizes (from small to large) correspond to $L \in \{6, 8, 10, 12\}$ for green and red and $L \in \{5, 7, 9, 11\}$ for purple. The data extrapolated to thermodynamic limit are connected by colored lines. Based on the symmetry argument in Ref. [54, 77], the Haldane-XY1 and Haldane*-XY2 transition lines are shown by horizontal green lines at $\Delta = 0$. See Figs. 4(b,c) for phase diagrams based on the effective field theory. We note that the red circles for $\Delta < 0$ do not correspond to a phase transition but can be compared with the $g_+ = 0$ and $y_2 = 0$ lines in Figs. 4(b,c).

(20). This method is well established for the sine-Gordon model in Eq. (20) [49–55]; see, in particular, its application to a spin-$\frac{1}{2}$ ladder by Hijii et al. [54]. We consider a finite ladder of length $L$, and impose either the periodic boundary condition (PBC) $(S_{n,L+j} = S_{n,j})$ or the twisted boundary condition (TBC) $[S_{n,L+j}^x = S_{n,j}^x$ and $S_{n,L+j}^z = S_{n,j}^z (n = 1, 2; j = 1, 2, \ldots)]$. The eigenstates can be classified by the total magnetization...
For the TBC, translational symmetry along the legs [85]. We subtract the model in Eq. (20), the excitation energies are related to the running coupling constants $y_1(\ell)$ and $y_2(\ell)$ as [86]

$$\Delta E_{XY} = \frac{2\pi v_+}{La} \left( \frac{1}{2} - y_1(\ell) - y_2(\ell) \right),$$

$$\Delta E_{H} = \frac{2\pi v_+}{La} \left( \frac{1}{2} + y_1(\ell) + \frac{y_2(\ell)}{2} \right),$$

$$\Delta E_{R} = \frac{2\pi v_+}{La} \left( \frac{1}{2} + y_1(\ell) - \frac{y_2(\ell)}{2} \right),$$

where the logarithmic RG scale $\ell$ related to the system size $L$ as $e^\ell = L/(2\pi)$. We can see from these relations that the crossing of $\Delta E_H$ and $\Delta E_R$ occur at $y_2(\ell) = 0$, which corresponds to the Haldane-RS* or Haldane*-RS Gaussian transition. Similarly, the crossing of $\Delta E_{XY}$ and $\Delta E_R$ occurs at $y_1(\ell) = y_2(\ell)$, which corresponds to the XY1-RS* or XY2-RS BKT transition. The crossing of $\Delta E_{XY}$ and $\Delta E_{H}$ occurs at $y_1(\ell) = -y_2(\ell)$, which corresponds to the XY1-Haldane or XY2-Haldane* BKT transition.

$S^z := \sum_{n,j} S^z_{n,j}$, the wave vector $q = (q_x, q_y)$, and the bond-centered parity $P = \pm 1$. In the easy-plane regime where we apply the level spectroscopy, the ground state for even $L$ is in the sector with $S^z = 0$, $q = 0$, and $P = 1$. To investigate the Gaussian and BKT transitions described by the sine-Gordon model in Eq. (20), we examine the following low-lying energy levels:

$$E_{XY} : L = \text{even}, \ PBC, \ S^z = \pm 2, \ q = 0, \ P = 1,$$

$$E_{H} : L = \text{even}, \ TBC, \ S^z = 0, \ q_y = 0, \ P = -1,$$

$$E_{R} : L = \text{even}, \ TBC, \ S^z = 0, \ q_y = 0, \ P = 1.$$  \hspace{1cm} (32a, 32b, 32c)

For the TBC, $q_x$ is omitted as the system breaks the translational symmetry along the legs [85]. We subtract the ground-state energy for the PBC from these energies to obtain the excitation energies $\Delta E$. In the sine-Gordon model in Eq. (20), the excitation energies are related to the running coupling constants $y_1(\ell)$ and $y_2(\ell)$ as [86]
The above argument is based on the sine-Gordon model (20) for the symmetric channel, and is therefore valid only when the $\theta_-$ field is locked tightly into the minimum of the $\tilde{g}_-$ term in Eq. (13). In the highly frustrated regime with $J_{\perp} \approx 2J_{\perp}$, however, the bare value of $\tilde{g}_-$ is small in magnitude, and shows a sign change when varying $J_{\perp} - 2J_{\perp}$, as seen in Eq. (15b); the reduction to the effective sine-Gordon model (20) may no longer be legitimate. In this regime, it is useful to relate the low-lying energy levels to the coupling constants in the two-channel effective field theory in Eq. (13); see Appendix A for detailed calculations. Specifically, we additionally examine the following low-lying energy levels:

$$E_{XY1} : L = odd, \ TBC, \ S^z = 0, \ q_y = 0, \ P = 1,$$

$$E_{XY2} : L = odd, \ TBC, \ S^z = 0, \ q_y = \pi, \ P = 1.$$  

The energy difference $E_{XY1} - E_{XY2}$ is related to the coupling constant $\tilde{g}_-$; see Eq. (A14). Therefore, the XY1-XY2 Gaussian transition with $\tilde{g}_- = 0$ can be determined from the crossing of $E_{XY1}$ and $E_{XY2}$. Similarly, $E_H - E_R$ is related to the coupling constant $g_+$; see Eq. (A17).

In Fig. 12(a), we examine the excitation energies $\Delta E_H$ and $\Delta E_R$ as a function of $J_{\perp}$ for fixed $J_{\perp} = 0.2$ and $J_{\perp} = -0.1$. We note that $\Delta E_{XY}$ (not shown) is always above these energies in the plotted parameter range. For $J_{\perp}$ away from $2J_{\perp} = -0.2$, the relations in Eq. (33) based on the sine-Gordon model (20) is expected to be appropriate. Therefore, the crossing of $\Delta E_H$ and $\Delta E_R$ at $J_{\perp,c,R} = 0.056$ gives a finite-size estimate of the Haldane*-RS transition point. We extrapolate the data of $J_{\perp,c,R}(L)$ with a linear function of $1/L^2$, and obtain the estimate $J_{\perp,c,R}(L \to \infty) = 0.066$ in the thermodynamic limit, as shown in Fig. 12(b) [87]. We note that similar extrapolation has been performed for BKT transitions in Refs. [51, 54]. Meanwhile, for $J_{\perp} \approx 2J_{\perp} = -0.2$, it is more appropriate to relate $\Delta E_H - \Delta E_R$ to the coupling constant $g_+$ in the two-channel theory (13). Therefore, the crossing of $\Delta E_H$ and $\Delta E_R$ at $J_{\perp,c} = -0.179$ indicates a sign change of $g_+$. This sign change does not necessarily indicate a phase transition as various terms compete in the two-channel theory (13). We may still use the crossing point of $\Delta E_H$ and $\Delta E_R$ as a rough estimate of the left boundary of the Haldane* phase because $g_+ < 0$ favors the formation of the Haldane* phase. A precise determination of this phase boundary is beyond the scope of this work.

In Fig. 13, we examine the energy levels in Eqs. (32) and (34) as a function of $J_{\perp}$ for fixed $\Delta = -0.2$ and $J_{\perp} = -0.1$. The relations in Eq. (33) can again be used for $J_{\perp}$ away from $2J_{\perp} = -0.2$. The crossing of $\Delta E_R$ and $\Delta E_{XY}$ at $J_{\perp} = -0.335$ in Fig. 13(a) gives a finite-size estimate of the RS*-XY1 transition. Meanwhile, for $J_{\perp} \approx 2J_{\perp} = -0.2$, we can analyze the data in terms of the two-channel theory (13). As the $\tilde{g}_-$ term has a much lower scaling dimension $(2K_{\perp})^{-1} < (2K)^{-1} < 1/2$ than other terms in this regime [88], we can expect that the long-distance physics in the antisymmetric channel is dominantly determined by this term. Therefore, the crossing of $E_{XY1}$ and $E_{XY2}$ at $J_{\perp} = -0.199$ in Fig. 13(b) gives a finite-size estimate of the XY1-XY2 transition. The crossing of $\Delta E_H$ and $\Delta E_R$ at $J_{\perp} = -0.185$ and 0.237 indicate sign changes of $g_+$ or $y_2$ but do not indicate phase transitions as the $g_+$ or $y_2$ terms are irrelevant there.

In the phase diagrams for $J_{\perp} = 0$ and $\pm 0.1$ in Figs. 10 and 11, the transition points in the easy-plane regime are determined by the level spectroscopy analysis as described above. We can confirm an overall consistency with the schematic phase diagrams in Fig. 4 obtained by the Abelian bosonization. However, we leave the issue of the detailed phase structure for $J_{\perp} \approx 2J_{\perp} < 0$ and $0 < \Delta < 1$ for a future work. In this regime, the $g_+$ and $\gamma_1$ terms in the effective Hamiltonian (13) compete in a nontrivial manner as discussed in Sec. II B 3; correspondingly, it is nontrivial to relate phase transitions to certain level crossings.

Lastly, we compare our phase diagram of the simple XXZ ladder in Fig. 10 with the previous tensor network study by Li et al. [35]. In Ref. [35], the estimated ranges of the XY1 and XY2 phases are much broader than in Fig. 10. The analyses of Ref. [35] are based on the calculations of the fidelity and (local and string) order parameters. In the theory of BKT transitions, it is known that the correlation length becomes extremely large and shows an essential singularity when the system approaches the transition point from the gapped phase [48]. Therefore, changes in physical quantities across a BKT transition are often obscured in numerical simulations. The level spectroscopy has been developed to overcome this difficulty by relating the transitions to certain level crossings using the knowledge of the underlying field theory and the RG flow (see, e.g., Refs. [70, 89] for other approaches in this direction). Based on the consistency with the bosonization analysis as well as a rather small dependence of the level crossing points on the system size, we conclude that Fig. 10 gives an accurate phase diagram of the simple XXZ ladder which is improved from Ref. [35].

V. SUMMARY AND OUTLOOK

In this paper, we have studied the ground-state phase diagram of a spin-$\frac{1}{2}$ frustrated XXZ ladder model (1) by means of effective field theory, the iDMRG, and exact diagonalization. An interesting feature of this model is the emergence of an inter-leg effective dimer attraction in the RG process; in the isotropic model, this interaction induces the CD phase in the highly frustrated regime $J_{\perp} \approx 2J_{\perp}$, especially for ferromagnetic $J_{\perp} \times 0$ [15, 16]. By combining the bosonization analyses of Refs. [15, 16, 19, 38], we have argued that an interplay between the RG-generated dimer attraction and the XXZ anisotropy brings about a rich phase structure as shown in Fig. 2. Specifically, the Haldane-CD transition point in the isotropic model has turned out to be a crossing
point of Gaussian and Ising transition lines in the XXZ model, and the SN and RS* phases appear between these lines. This phase structure is confirmed in the numerically obtained phase diagram for \( J_x/J = -0.5 \) in Fig. 3. Furthermore, we have found that in the easy-plane regime \(-1 < \Delta < 1\), four gapped featureless phases and two critical phases compete in a complex manner depending on the signs of \( J_{\perp, c} \), as shown in Figs. 4(b,c) and 11. This complex phase structure results from a competition among \( g_+ \), \( g_- \), and \( \gamma_1 \) terms in the effective Hamiltonian (13). We have also obtained an accurate phase diagram of the simple XXZ ladder model with \( J_x = 0 \), as shown in Fig. 10.

Nontrivial effects of RG-generated effective interactions have been explored in a variety of frustrated Heisenberg magnets [15, 16, 27–30, 90–92]. The coupling constants of such generated interactions are generally small in magnitude if they are measured in the form of renormalized initial values as in Eq. (8). However, highly frustrated magnets are often susceptible to weak perturbations, and the effects of the generated interactions can overcome other interactions existing at the bare level. This is an intriguing mechanism that can give rise to nontrivial phases which are difficult to conceive from the microscopic Hamiltonians. The present work demonstrates that this mechanism can produce an even more intricate phase structure in the presence of exchange anisotropy. In view of recent advances in numerical methods for efficiently dealing with two-dimensional frustrated quantum systems [11, 93–96], it will be interesting to test the roles of RG-generated interactions in two-dimensional systems (such as those in Refs. [15, 90–92]) by state-of-the-art algorithms and to further explore a richer phase structure in the presence of exchange anisotropy. Further researches in this direction will contribute to more systematic understanding of highly frustrated quantum magnets.
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Appendix A: Finite-size spectra of the effective Hamiltonians

In this appendix, we calculate finite-size spectra of the effective Hamiltonians in Eqs. (13) and (20) on the basis of a perturbation theory from the Gaussian Hamiltonians (see Refs. [97–99] for related approaches). Our calculations for the sine-Gordon model (20) reproduce some of the previous results in Refs. [49–55], which relate Gaussian and BKT transitions to crossing of certain energy levels. We also show that the sign changes of the coupling constants \( g_+ \) and \( g_- \) in the two-channel theory (13) correspond to certain level crossings. These results give the theoretical basis of our level spectroscopy analysis in Sec. IV.

We first examine possible windings of the original fields \( \phi_n \) and \( \theta_n \) on each leg \((n = 1, 2)\); such windings lead to low-energy excitations as we will see later. As these fields are compactified on circles, they are allowed to change across the legs as

\[
\phi_n(x + L) = \phi_n(x) + \sqrt{\pi} M_n, \quad (A1a)
\]

\[
\theta_n(x + L) = \theta_n(x) + 2\sqrt{\pi} W_n. \quad (A1b)
\]

Here, \( M_n \) is equal to the magnetization \( \sum_j S^z_j \) on the \( n \)th leg, and \( W_n \) is the winding number of the phase \( \sqrt{\theta}a_n \). Possible values of \( M_n \) and \( W_n \) depend on the system size \( L \) and the boundary condition. For even \( L \) and the PBC, both \( M_n \) and \( W_n \) are integers. For even \( L \) and the TBC, \( M_n \) is an integer while \( W_n \) is a half-integer. For odd \( L \) and the TBC, \( M_n \) and \( W_n \) are half-integers while \( W_n \) are integers. Here, possible values of \( W_n \) are determined from the following consideration: the phase of the term \( e^{i\sqrt{\pi}a_n b_n}\) in Eq. (12b) changes by \( 2\pi W_n + \pi L \) across the leg, and this change must be an even (odd) multiple of \( \pi \) for the PBC (TBC).

We now consider the Gaussian part of the effective Hamiltonian (13), i.e., the two-channel TLL. In this theory, the fields \( \phi_\nu \) and \( \theta_\nu \) \((\nu = \pm)\) have the mode expansions

\[
\phi_\nu(x) = \phi_{\nu,0} + \tilde{Q}_{\nu} \frac{x}{L_{\alpha}} + \sum_{m \neq 0} \sqrt{\frac{K_{\nu}}{4\pi|m|}} e^{-\alpha|m|/2}(a_{m,\nu} e^{ik_m x} + a_{m,\nu}^\dagger e^{-ik_m x}), \quad (A2a)
\]

\[
\theta_\nu(x) = \theta_{\nu,0} + \tilde{Q}_{\nu} \frac{x}{L_{\alpha}} - \sum_{m \neq 0} \frac{\text{sgn}(m) e^{-\alpha|m|/2}}{\sqrt{4\pi K_{\nu}|m|}}(a_{m,\nu} e^{ik_m x} + a_{m,\nu}^\dagger e^{-ik_m x}), \quad (A2b)
\]

where \( k_m := 2\pi m/L_{\alpha} \) and \( \alpha \) is a short-distance cutoff. The constant and winding parts in the expansions satisfy the commutation relations

\[
[\phi_{\nu,0}, \theta_{\nu,0}] = -\frac{i}{2}, \quad [\phi_{\nu,0}, \tilde{Q}_{\nu}] = [\theta_{\nu,0}, \tilde{Q}_{\nu}] = i\delta_{\nu\nu'}. \quad (A3)
\]

To be consistent with Eq. (A1), \( \tilde{Q}_{\nu} \) and \( Q_{\nu} \) have the eigenvalues \( \sqrt{\pi/2M_{\nu}} \) and \( \sqrt{2\pi W_{\nu}} \), respectively, where

\[
M_{\pm} := M_1 \pm M_2, \quad W_{\pm} := W_1 \pm W_2. \quad (A4)
\]

We note that \( M_{\pm} \) (likewise, \( W_{\pm} \)) are not independent of each other for a given system. For even \( L \) and the
PBC, for example, the $M_\pm$ are both even or both odd since $M_+ + M_- = 2M_1 \in 2\mathbb{Z}$.

By substituting Eq. (A2) into the Gaussian part of Eq. (13), we obtain

$$H_{\text{Gauss}} = \sum_{\nu=\pm} \frac{v_\nu k_1}{4\pi} \left( \frac{1}{K_\nu} Q_\nu^2 + K_\nu Q_\nu^2 \right) + \sum_{\nu=\pm} \sum_{m \neq 0} v_\nu |k_m| \left( a_{m,\nu}^* a_{m,\nu} + \frac{1}{2} \right).$$

(A5)

The spectrum related to the zero modes are thus given by

$$\Delta E(M_{\pm}, W_{\pm}) = \sum_{\nu=\pm} v_\nu k_1 \left( \frac{1}{8K_\nu} M_\nu^2 + \frac{K_\nu}{2} W_\nu^2 \right).$$

(A6)

For even $L$ and the PBC, the corresponding eigenstates are given by

$$|M_\pm, W_{\pm}\rangle = \exp \left[ i \sum_{\nu=\pm} \left( \sqrt{\frac{\pi}{2}} M_\nu \theta_{\nu,0} + \sqrt{2\pi} W_\nu \phi_{\nu,0} \right) \right] |0\rangle,$$

(A7)

where $|0\rangle$ is the ground state satisfying $M_\nu = W_\nu = 0$ and $a_{m,\nu}|0\rangle = 0$ ($\nu = \pm; m \neq 0$). We may use Eq. (A7) for the other cases (odd $L$ or the TBC) as well; however, $|0\rangle$ should then be understood as the fictitious state with unphysical winding numbers. In the spectrum in Eq. (A6), we are particularly interested in the following energy levels:

$$\Delta E(M_+ = \pm 2) = \frac{v_+ k_1}{2K_+} (L = \text{even}, \text{PBC}),$$

(A8a)

$$\Delta E(W_+ = \pm 1) = \frac{v_+ k_1 K_+}{2} (L = \text{even}, \text{TBC}),$$

(A8b)

$$\Delta E(M_- = \pm 1) = -\frac{v_- k_1}{8K_-} (L = \text{odd}, \text{TBC}),$$

(A8c)

where only nonzero winding numbers are shown in the argument of $\Delta E(\cdot)$. Each of these levels is doubly degenerate in the Gaussian Hamiltonian.

We now consider the effects of perturbations in the effective Hamiltonian (13). The $\tilde{g}_-$ term has a nonzero matrix element between the states $|M_- = \pm 1\rangle$ as we show in the following. Using the expansion (A2b), this matrix element can be expressed as

$$\langle M_- = -1 | \tilde{g}_- \cos \left( \sqrt{2\pi} \theta_- \right) | M_- = 1 \rangle = \frac{\tilde{g}_-}{2} \langle 0 | e^{i\sqrt{2\pi} \theta_- (x)} e^{-i\sqrt{2\pi} \theta_- (x)} e^{i\sqrt{2\pi} \theta_- (x)} | 0 \rangle = \frac{\tilde{g}_-}{2} \langle 0 | e^{i[A(x) + A^{\dagger}(x)]} | 0 \rangle,$$

(A9)

where we introduce the short-hand notation

$$A(x) = \sum_{m \neq 0} \frac{\text{sgn}(m) e^{-|k_m|/2}}{\sqrt{2K_- |m|}} a_{m,\nu} e^{ik_m x}.$$

(A10)

Equation (A9) can further be calculated as [99]

$$\frac{\tilde{g}_-}{2} e^{-|A_{\pm}|^2/2} (0) e^{iA_{\pm}} e^{iA_{\pm}} | 0 \rangle \approx \frac{\tilde{g}_-}{2} (k_1 \alpha)^{1/(2K_-)},$$

(A11)

where we use $A(x)|0\rangle = 0$ and

$$[A(x), A^{\dagger}(x)] = -\frac{\tilde{g}_-}{2K_-} \sum_{m \neq 0} \frac{e^{-\alpha |k_m|}}{|m|} = -\frac{1}{K_-} \ln (1 - e^{-k_1 \alpha}) \approx -\frac{1}{K_-} \ln (k_1 \alpha).$$

(A12)

Therefore, the level (A8c) is split in the first-order perturbation theory. The new eigenstates are given by

$$|M_- = 1, \cos \rangle = \sqrt{2} \cos \left( \sqrt{\frac{\pi}{2}} \theta_- \right) |0\rangle,$$

(A13a)

$$|M_- = 1, \sin \rangle = \sqrt{2} \sin \left( \sqrt{\frac{\pi}{2}} \theta_- \right) |0\rangle,$$

(A13b)

which have the eigenenergies

$$\Delta E(|M_- = 1, \cos / \sin \rangle) = \frac{v_- k_1}{8K_-} \pm \frac{\tilde{g}_- L a}{2} (k_1 \alpha)^{1/(2K_-)}.$$

(A14)

These correspond to the energy levels $E_{XY1}$ and $E_{XY2}$ in Eq. (34). By examining the difference between these levels, we can probe the sign of $g_-$. Similarly, the $g_+$ term has the matrix element

$$\langle W_+ = -1 | g_+ \cos \left( 2\sqrt{2\pi} \phi_+ \right) | W_+ = 1 \rangle = \frac{g_+ (k_1 \alpha)^2 K_+}{2}.$$

(A15)

Therefore, the level (A8b) is split by this term. The new eigenstates are given by

$$|W_+ = 1, \cos \rangle = \sqrt{2} \cos \left( \sqrt{2\pi} \phi_+, 0 \right) |0\rangle,$$

(A16a)

$$|W_+ = 1, \sin \rangle = \sqrt{2} \sin \left( \sqrt{2\pi} \phi_+, 0 \right) |0\rangle,$$

(A16b)

which have the eigenenergies

$$\Delta E(|W_+ = 1, \cos / \sin \rangle) = \frac{v_+ k_1 K_+}{2} \pm \frac{g_+ L a}{2} (k_1 \alpha)^2 K_+.$$

(A17)

These levels correspond to $E_{\text{H}}$ and $E_{\text{R}}$ in Eq. (32). The difference between these levels is thus related to the coupling constant $g_+$. Meanwhile, the level (A8a) remains unchanged in the first-order perturbation theory, and corresponds to $E_{XY}$ in Eq. (32a).

We next consider the effective sine-Gordon Hamiltonian (20), which is obtained from Eq. (13) when $\theta_-$ is locked into the minimum of the $\tilde{g}_-$ term. Equations (A8a) and (A17) are still valid in this case if $g_+$ is replaced by $\tilde{g}_+$. We consider the regime with $K_+ = 1 + y_1/2$ ($|y_1| \ll 1$), where the BKT transition
is expected to occur. In this case, Eq. (A8a) can be approximated as
\[ \Delta E(M_+ = \pm 2) = v_+ k_1 \left( \frac{1}{2} - \frac{y_1}{4} \right). \] (A18)

Meanwhile, Eq. (A17) can be written as
\[ \Delta E(|W_+| = 1, \cos / \sin) = v_+ k_1 \left[ \frac{1}{2} + \frac{y_1}{4} \pm \frac{y_2}{2} (k_1 \alpha) y_1 \right]. \] (A19)

We have so far used the bare coupling constants \( y_1 \) and \( y_2 \). For \( |y_2| \ll y_1 \), the running coupling constants behave as
\[ y_1(\ell) = y_1, \quad y_2(\ell) = y_2 e^{-y_1 \ell}. \] (A20)

Therefore, Eqs. (A18) and (A19) can be rewritten as Eq. (33) under the correspondence \( e^\ell = (k_1 \alpha)^{-1} = La/(2 \pi \alpha) \). Based on a scaling analysis, one can further argue that Eq. (33) holds near the multicritical point \((y_1, y_2) = (0, 0)\), without the restriction \(|y_2| \ll y_1\) \[99\].

Let us determine the quantum numbers of the states discussed above. Below we assume that the (fictitious) state \( |0\rangle \) is in the sector with \( S^z = 0 \), \( q = 0 \), and \( P = 1 \). Based on the spin-field correspondence in Eq. (12), the states \( |M_+ = \pm 2\rangle \) can be rewritten approximately as
\[ |M_+ = \pm 2\rangle = e^{\pm \sqrt{2 \pi \theta_{+0}}} |0\rangle \sim \sum_j S_{1,j}^+ S_{2,j}^- |0\rangle. \] (A21)

It is clear from this expression that these states have the quantum numbers in Eq. (32a). Based again on Eq. (12), the reflection \( S_{n,j} \rightarrow S_{n,L+1-j} \) can be described as
\[ 2 \sqrt{2 \pi} \phi_n(x) \rightarrow -2 \sqrt{2 \pi} \phi_n(x') + \pi \chi_L, \] (A22a)
\[ \sqrt{2 \pi} \theta_n(x) \rightarrow \sqrt{2 \pi} \theta_n(x') + \pi \chi_L, \] (A22b)
where \( x' = La + a - x \) and \( \chi_L := [1 + (-1)^L]/2 \). From these, we have
\[ \sqrt{2 \pi} \phi_+(x) \rightarrow -\sqrt{2 \pi} \phi_+(x') + \pi \chi_L, \] (A23a)
\[ \sqrt{\frac{\pi}{2}} \theta_-(x) \rightarrow \sqrt{\frac{\pi}{2}} \theta_-(x'). \] (A23b)

The uniform component \( \sqrt{2 \pi} \phi_{+0} \) and \( \sqrt{\pi/2} \theta_{-0} \) transform in a similar manner. Therefore, the states in Eqs. (A16a) and (A16b) have \( P = -1 \) and \( P = 1 \), respectively, while the states in Eq. (A13) have \( P = 1 \). The interchange of the two legs can be described as \( \phi_{\pm}(x) \rightarrow \pm \phi_{\pm}(x) \) and \( \theta_{\pm}(x) \rightarrow \pm \theta_{\pm}(x) \). We can then determine the momentum \( q_y \) in the \( y \) direction in a similar manner; for example, \( q_y = \pi \) for the state (A13b). In these ways, we obtain all the quantum numbers in Eqs. (32) and (34).

In closing, we note that the quantum numbers of \( E_H \) and \( E_R \) in Eq. (32) can also be understood from the representative ground-state wave functions under the TBC.

The rung-factorized RS and RS* states in Fig. 1 are expected to give representative wave functions under the TBC as well; these states clearly have the quantum numbers in Eq. (32). The representative state in the Haldane phase is given by a valence bond solid state of effective spin-1’s on the rungs; under the TBC, however, we have a twisted valence bond (\( |\uparrow\downarrow\rangle + |\downarrow\uparrow\rangle\))/\(\sqrt{2}\) between the 1st and Lth rungs \[52\]. Under the reflection, the L–1 valence bonds change the signs, while the twisted one does not; therefore we have \( P = (-1)^{L-1} = -1 \). It is also clear that the representative Haldane state has \( q_y = 0 \) as the state on every rung is symmetrized. The Haldane* state also has \( q_y = 0 \) and \( P = -1 \) as these quantum numbers remain unchanged under the action of \( U_\pi^z \) on the zero-magnetization state. For \( q_y \), this can be shown by using the identity \( \Sigma_{j \sigma} U_\pi^z \Sigma_{\sigma} = U_\pi^z = U_\pi^z \exp(i \pi S^z) \), where \( U_\pi^z := \exp(i \pi \sum_j S_{n,j}^z) \) and \( \Sigma_{\sigma} \) is the leg interchange.

**Appendix B: Supplemental numerical data**

In this appendix, we provide some supplemental numerical data that support our analyses.

To obtain the phase diagram for \( J_x = -0.5 \) in Fig. 3, which best illustrates our main results, we have mainly used the iDMRG method as explained in Sec. III. For the determination of the Haldane*–RG Gaussian transition points in this diagram, however, we have performed the level spectroscopy analysis to obtain accurate estimates. As an example, Fig. 14 shows the finite-size estimate \( \Delta_c(L) \) of the Haldane*–RS transition point obtained by the level spectroscopy for \( J_{\perp} = J_x = -0.5 \). An extrapolation to the thermodynamic limit gives \( \Delta_c(L \rightarrow \infty) = 0.710 \); this estimate of the transition point is consistent with the sudden changes in the topological indices be-
FIG. 15. FM order parameter (B1), i.e., the magnetization per site, calculated by the iDMRG across the FM-XY2 transition for $J_\perp = 1$ and $J_z = 0$; see Fig. 10. The data are consistent with a first-order phase transition at the ferromagnetic SU(2) point $\Delta = -1$.

tween $\Delta = 0.7$ and 0.8 in Fig. 9(b). Figure 14 also gives a successful example in which the data of crossing points are fitted very well by a linear function of $1/L^2$.

In Sec. III A, we have presented iDMRG results on the Néel, SN, and CD order parameters. In Fig. 15, we show an iDMRG result on the FM order parameter

$$\langle O_{FM}(j) \rangle = \frac{1}{4} \langle S_{1,j}^z + S_{2,j}^z + S_{1,j+1}^z + S_{2,j+1}^z \rangle \quad (B1)$$

across the FM-XY2 transition for $J_\perp = 1$ and $J_z = 0$; see Fig. 10. Here, the iDMRG was performed without the constraint on the total magnetization $S^z = \sum_{n,j} S^z_{n,j}$. The data show a sudden change from the saturated value $1/2$ to 0 across $\Delta = -1$, indicating a first-order phase transition. This is consistent with the following picture explained in Sec. II B 4: the levels with different magnetization $S^z$ cross at the ferromagnetic SU(2) point $\Delta = -1$ so that $S^z$ of the ground state changes abruptly.
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