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Abstract

The inverse linear-quadratic optimal control problem is a system identification problem whose aim is to recover the quadratic cost function and hence the closed-loop system matrices based on observations of optimal trajectories. In this paper, the discrete-time, finite-horizon case is considered, where the agents are also assumed to be homogeneous and indistinguishable. The latter means that the agents all have the same dynamics and objective functions and the observations are in terms of “snap shots” of all agents at different time instants, but what is not known is “which agent moved where” for consecutive observations. This absence of linked optimal trajectories makes the problem challenging. We first show that this problem is globally identifiable. Then, for the case of noiseless observations, we show that the true cost matrix, and hence the closed-loop system matrices, can be recovered as the unique global optimal solution to a convex optimization problem. Next, for the case of noisy observations, we formulate an estimator as the unique global optimal solution to a modified convex optimization problem. Moreover, the statistical consistency of this estimator is shown. Finally, the performance of the proposed method is demonstrated by a number of numerical examples.
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1 Introduction

First proposed in [16], Inverse Optimal Control (IOC) is an inverse problem whose aim is to reconstruct the cost function and predict the closed-loop system’s behaviour, based on knowledge of the underlying system dynamics and observations of the system. The problem can be categorized as a system identification problem where the system is assumed to be governed by an optimal control model with known structure, and hence it is a so-called gray-box system identification problem [21, p. 13]. IOC problems are of great interest, not least due to the fact that many processes in nature have been observed to be optimal with respect to some criteria [1]. “Reverse-engineering” the agents’ objective function not only enables us to understand how their decisions are made, but also provides a way to predict and imitate their behaviours. For example, the IOC problem has found applications in human motion analysis [5, 34], robot locomotion [27], robot manipulation [14, 24], systems biology [32] and machine learning [7, 18].
Nevertheless, for some scenarios with multiple agents, such as human crowds, bacteria, bird flocks, and schools of fish, the observation data is naturally collected by observing all the agents simultaneously in discrete time, for instance via video cameras. Due to the similarity between the agents and the fact that population is often huge, it is often too expensive or simply impossible to track each individual in the group. Under such conditions, the agents can be assumed to be homogeneous and “indistinguishable”. This “indistinguishability” means that we cannot tell “which agent goes where” for consecutive observations. “Reverse-engineering” the objective function for such agents is challenging due to the fact that:

1. The control input measurement is usually not available. Moreover, the “indistinguishable” characteristics means that the agents’ optimal trajectories are not available. Therefore, the existing IOC methods, such as [4, 14, 25, 35–37], that minimize the difference between the observed and expected optimal trajectories, or minimizes the violation of optimality conditions, can not be applied.
2. The structural identifiability under such “indistinguishable” observations is not guaranteed. In particular, given observed data for optimal “indistinguishable” agents, there is a priori no guarantee that there aren’t different objective functions or closed-loop systems that corresponds to it.
3. The observations are usually contaminated by noise due to limitations of experiments and measuring methods. The identification methods should be statistically consistent and robust to observation noise in order to provide an accurate estimate of the objective function or the closed-loop system.

On the other hand, the Linear-Quadratic (LQ) optimal control formulation is one of the most commonly used optimal control methods in practice. Due to its simplicity, it is often used to approximate complex control problems and optimal behaviors [8, 13, 31]. It is therefore not surprising that the inverse LQ optimal control problem (with distinguishable observations) has been studied in different settings and in various degrees of generality; see, e.g., [2, Sec. 5.6], [6, Sec. 10.5] for the continuous-time infinite-horizon case, [19, 20] for the continuous-time finite-horizon case, [29] for the discrete-time infinite-horizon case, and [17, 35–37] for the discrete-time finite-horizon case, respectively. Moreover, although the inverse LQ optimal control problem can be seen as a special case of the IOC problem for general nonlinear systems [9, 17, 25, 26, 28, 30], the special structure of the LQ formulation allows for precise answers to structural identifiability, and in the finite time horizon case for the identification of a linear time-varying system from a limited amount of data. Further, to the best of our knowledge, the IOC problem for “indistinguishable” homogeneous agents has not been considered in existing literatures.

In this work, we consider the linear-quadratic discrete-time finite-horizon IOC problem with indistinguishable observations. In particular, we assume that each agent is governed by the same discrete-time finite-horizon Linear Quadratic Regulator (LQR). Moreover, in this initial work on “indistinguishable” homogeneous agents, we also assume that there is no interaction between the agents. This is a simplifying assumption which we intend to relax in the future. In the current work, we focus on studying how to tackle this “indistinguishability” issue in the observations. In particular, this means that different trajectories of agents (which all follow the same dynamics) are observed, but such trajectories are “indistinguishable” in the sense that the matching between each state observation and the corresponding agent is not available. The goal is to develop an inverse LQ optimal control algorithm for an external observer that can be used to identify the homogeneous agents’ common objective function using “indistinguishable” observations. More precisely, the main contributions are:

1. We show that the corresponding model structure is strictly globally identifiable.
2. In the case of exact measurements, we formulate a convex optimization problem and prove that the unique globally optimal solution is the quadratic cost term of interest.
3. In the case of noisy observations, we formulate an estimator of the sought quadratic cost term as the unique globally optimal solution to a modified convex optimization problem. Moreover, we also show that this estimator is (asymptotically) statistically consistent. The latter means that the estimate converges to the true parameter value as the number of agents tends to infinity.

The article is organized as follows: in Section 2, we formulate the problem, specify the model structure, and show that the model structure is strictly globally identifiable. Section 3 investigates the inverse problem in the absence of measurement noise, and we formulate a convex optimization problem whose unique global optimal solution coincides with the parameters of interest. In Section 4, we adapt the results of the previous section to the case when the observations have measurement noise. In particular, it is shown that the unique global optimal solution of the modified stochastic optimization problem is a statistically consistent estimator. Next, discussions regarding some general numerical difficulties with the discrete-time finite-horizon LQ IOC problem are included in Section 5, and in Section 6, we present the numerical results. Finally, the article is concluded in Section 7.

**Notation:** The following notation is utilized throughout the article: $\mathbb{S}^n$ denotes the set of $n \times n$ symmetric matrices, and $\mathbb{S}^n_+$ denotes the set of symmetric $n \times n$ matrices that are positive semidefinite. For symmetric matrices, $G_1 \succeq G_2$ denotes the Loewner partial order of $G_1$ and
G_2$, namely, $G_1 - G_2 \in \mathbb{S}_+^n$. Moreover, $G_1 \succ G_2$ denotes that $G_1 - G_2$ is strictly positive definite; see, e.g., [11, Sec. 7.7]. $\| \cdot \|_F$ denotes the Frobenius norm, and $1$ denotes an all-one vector with appropriate length. Furthermore, we use **italic bold font** to denote stochastic elements. Finally, we denote $\prod_{k=1}^m A_k = A_mA_{m-1}\ldots A_1$.

2 Problem formulation, model structure, and identifiability

Suppose that each observed agent $i$ ($i = 1, \ldots, M$) is governed by the following discrete-time finite-horizon LQR:

$$\begin{align*}
\min_{x_{1:N}, u_{1:N}} & \quad x_N^T S x_N + \sum_{t=1}^{N-1} (x_t^T Q x_t + u_t^T R u_t) \\
\text{s.t.} & \quad x_{t+1} = A x_t + B u_t, \quad t = 1, \ldots, N-1, \quad (1b) \\
& \quad x_1 = \bar{x}, \quad (1c)
\end{align*}$$

where $A, Q, S \in \mathbb{R}^{n\times n}, B \in \mathbb{R}^{n\times m}$, and $R \in \mathbb{R}^{m\times m}$. The agents are assumed to be homogeneous, namely, they have the same dynamics as well as the same objective functions. This means that the difference between the agents is only their initial values. For the sake of simplicity, as stated in the Introduction, in this work we assume there is no interactions between the agents. We intend to relax this assumption in future work. We will also assume that $S = Q$ and $R = I$ throughout this paper. It is further assumed that $A$ is invertible, that $B$ has full column rank, and that $(A, B)$ is controllable. The rationale for making the assumption that $A$ is invertible lies in the fact that discrete-time systems are often obtained by sampling of continuous-time systems. More precisely, if $A$ is the system matrix of the continuous-time system and $\Delta t > 0$ is the sample period, then the system matrix $A = \exp(\Delta t A)$ of the sampled discrete-time systems is always invertible [37].

The optimal control input sequence $\bar{u}_{1:N-1}$ of (1) is given by $\bar{u}_t = \bar{K}_t x_t, \quad t = 1, \ldots, N-1$, where

$$\bar{K}_t = -(B^T \bar{P}_{t+1} B + I)^{-1} B^T \bar{P}_{t+1} A,$$

and $\bar{P}_{2:N}$ is the solution to the following discrete-time Riccati Equation (DRE):

$$\begin{align*}
\bar{P}_t &= A^T \bar{P}_{t+1} A + Q - A^T \bar{P}_{t+1} B (B^T \bar{P}_{t+1} B + I)^{-1} B^T \bar{P}_{t+1} A, \\
& \quad t = 2 : N-1, \\
\bar{P}_N &= Q.
\end{align*}$$

For the problem of LQ IOC for indistinguishable agents, which is considered in this paper, the goal is to recover the matrix $Q$ in the objective function given the knowledge of (possibly noisy) state observations. However, note that since the agents are indistinguishable, this means that the observations at different time instants are unpaired. More precisely, let $X_t := [x_1^t, \ldots, x_M^t]$ be the state of $M$ agents following the dynamics in (1), then the observations are modelled as

$$\{Y_t^\phi\}_{t=1}^N = \left\{\left[\phi_t(1), \ldots, \phi_t(M)\right]\right\}_{t=1}^N,$$

where $\phi_t : \{1, \ldots, M\} \rightarrow \{1, \ldots, M\}$, $t = 1, \ldots, N$, are unknown permutations (the superscript $\phi$ in $Y_t^\phi$ is used to emphasize that the fact that the observations are shuffled). Nevertheless, $\phi_t(\cdot)$ can, without loss of generality, be assumed to be the identity mapping since the ordering of the initial states does not matter. Therefore we will henceforth restrict our attention to the set $\{\phi_t\}_{t=2}^N$.

**Problem 1** (IOC for indistinguishable LQ homogeneous agents) Given the unpaired state observations $\{Y_t^\phi\}_{t=1}^N$ of $M$ homogeneous agents that are all governed by (1), recover the corresponding parameter $Q$ in the objective function.

Before we continue, note that in the formulation in Problem 1 we assume that we have data from the entire planning horizon $N$ of the forward problem (1). This means that (implicitly) we assume that the planning horizon $N$ is known. Next, we would like to discuss the identifiability of such problem. According to the definition of identifiability in [21, Def. 4.5, 4.6], the identifiability is a property of the model structure $\mathcal{M}$ itself and have nothing to do with any concrete data, where the model structure $\mathcal{M}$ is a parameterized collection of models that describes the relations between the input and the output signal of the system [22]. Hence, as a pre-step, we need to first define the underlying model structure $\mathcal{M}$ of Problem 1.

In Problem 1, we see the initial values of the trajectories as the “input signal”, and $\{Y_t^\phi\}_{t=2}^N$ as the “output signal”. Note that any permutation $\phi_t$ can be uniquely represented by a permutation matrix $\mathcal{P}_t \in \mathcal{P}$, where

$$\mathcal{P} := \{\mathcal{P} \in \{0, 1\}^{M \times M} \mid \mathcal{P} \mathbf{1} = \mathbf{1}, \quad \mathcal{P}^T \mathbf{1} = \mathbf{1}\},$$

i.e., the set of 0-1-matrices with exactly one element that is one in each row and in each column. Post-multiplying any matrix with such a permutation matrix results in a matrix with permuted columns. Therefore, $Y_t^\phi$ can be represented as

$$Y_t^\phi = X_t \mathcal{P}_t, \quad t = 2, \ldots, N,$$

where $\mathcal{P}_t$ is the true (unknown) permutation, and hence for the system output it holds that

$$Y_t^\phi = \left(\prod_{k=1}^{t-1} A_{cl}(k; \bar{Q}) X_1\right) \mathcal{P}_t.$$

(3)
where $A_{cl}(k; \bar{Q})$ is the closed-loop system matrix at time instant $k$ that is generated by LQR (1) using the cost matrix $Q$. By using the property of the vectorization operator [10, Lem. 4.3.1], vectorizing the above equation we have that

$$\text{vec}(Y_t^P) = \left[ \mathcal{P}_t^T \otimes \prod_{k=1}^{t-1} A_{cl}(k; \bar{Q}) \right] \text{vec}(X_1).$$

This is a valid input-output relation for any $Q \succeq 0$ and $\{\mathcal{P}_t\}_{t=2}^N \subset \mathcal{P}$. Thus, we have the following definition of the model structure $\mathcal{M}$ for Problem 1:

$$\mathcal{M}(Q, \{\mathcal{P}_t\}_{t=2}^N) := \{\mathcal{M}_t(Q, \mathcal{P}_t)\}_{t=2}^N = \{\mathcal{P}_t^T \otimes \prod_{k=1}^{t-1} A_{cl}(k; Q)\}_{t=2}^N.$$

Next, we adopt the definition of identifiability in [21, Def. 4.6, 4.7]. More precisely in our case:

**Definition 2.1 (Identifiability)** $\mathcal{M}$ is globally identifiable at $(Q', \{\mathcal{P}_t'\}_{t=2}^N) \in S^+_n \times \mathcal{P}^{N-1}$ if it holds that

$$\mathcal{M}(Q(Q', \{\mathcal{P}_t'\}_{t=2}^N) = \mathcal{M}(Q, \{\mathcal{P}_t\}_{t=2}^N), \ Q \in S^+_n, \mathcal{P}_t \in \mathcal{P} \implies Q = Q', \mathcal{P}_t = \mathcal{P}_t', \forall t = 2, \ldots, N.$$ 

$\mathcal{M}$ is strictly globally identifiable if it is globally identifiable at all $Q' \in S^+_n, \mathcal{P}_t' \in \mathcal{P}$.

**Proposition 2.1** If $N \geq n+1$, then the model structure $\mathcal{M}(Q, \{\mathcal{P}_t\}_{t=2}^N)$ is strictly globally identifiable.

**PROOF**. Let $(Q', \{\mathcal{P}_t'\}_{t=2}^N) \in S^+_n \times \mathcal{P}^{N-1}$, and assume that $\mathcal{M}(Q(Q', \{\mathcal{P}_t'\}_{t=2}^N) = \mathcal{M}(Q, \{\mathcal{P}_t\}_{t=2}^N)$ for some $(Q, \{\mathcal{P}_t\}_{t=2}^N) \in S^+_n \times \mathcal{P}^{N-1}$. Therefore, $\mathcal{M}_t(Q, \mathcal{P}_t) = \mathcal{M}_t(Q', \mathcal{P}_t')$ for $t = 2, \ldots, N$. On the other hand, recall that any permutation matrix $\mathcal{P}_t$ is a 0-1 matrix with exactly one element that is one in each row and column. This means that for all $t$, $\mathcal{M}_t(Q, \mathcal{P}_t)$ is composed of all-zero and $\prod_{k=1}^{t-1} A_{cl}(k; Q)$ sub-matrix blocks. Together with the fact that $\mathcal{M}_t(Q, \mathcal{P}_t) \succeq I$, induction yields $\mathcal{M}_t(Q, \mathcal{P}_t) = \prod_{k=1}^{t-1} A_{cl}(k; Q)$ holds for $t = 2, \ldots, N$. Now, $\mathcal{M}_t(t; Q)$ is invertible for all $t = 1, \ldots, N - 1$ [37], which implies $\mathcal{M}_t(t; Q) = \prod_{k=1}^{t-1} A_{cl}(k; Q)$ for $t = 2, \ldots, N$. Finally, the global identifiability of $\mathcal{M}(Q, \{\mathcal{P}_t\}_{t=2}^N)$ follows from $S^+_n \times \mathcal{P}^{N-1}, \mathcal{M}(Q', \{\mathcal{P}_t'\}_{t=2}^N)$ is strictly globally identifiable. 

As a final note in this section, we observe that by identifying $\bar{Q}$ we implicitly also identify $\{\mathcal{P}_t\}_{t=2}^N$. More precisely, if $\bar{Q}$ is identified, then by solving the forward problem (1), the estimates of each agent’s trajectory can be easily obtained; pairing these estimates with the data gives the permutations. Moreover, as will be shown next, it turns out that $\bar{Q}$ can be identified without explicitly identifying the permutations.

### 3 IOC for indistinguishable agents in the noiseless case

After justifying the identifiability of the problem, we now investigate the IOC problem for indistinguishable homogeneous agents in the noiseless case, namely, it is assumed that $y_t^i = x_t^{\phi_t(i)}$, $\forall t$ and $i$. More precisely, we construct the IOC algorithm for indistinguishable observations as a convex optimization problem. However, before presenting the optimization problem, let us first sketch the main intuition behind it.

To this end, we first note that the optimal solution to the forward problem (1) is characterized by the DRE (2). However, the latter is a nonlinear equation in $\bar{P}_t$, and in order to tackle to problem we first relax it to a linear matrix inequality (LMI). To do so, note that since $Q \in S^+_n$ we know that $\{\bar{P}_t\}_{t=1}^N \subset S^+_n$, and hence it follows that $B^T \bar{P}_t B + I \succ 0$, $\forall t = 1 : N$. Moreover, the expression $A^T \bar{P}_{t+1} A + \bar{Q} - A^T \bar{P}_{t+1} B (B^T \bar{P}_{t+1} B + I)^{-1} B^T \bar{P}_{t+1} A - \bar{P}_t$ is actually the Schur complement of

$$\bar{F}_t := \begin{bmatrix} B^T \bar{P}_{t+1} B + I & B^T \bar{P}_{t+1} A \\ A^T \bar{P}_{t+1} B & A^T \bar{P}_{t+1} A + \bar{Q} - \bar{P}_t \end{bmatrix},$$

namely, $\bar{F}_t \setminus (B^T \bar{P}_{t+1} B + I)$, which is well-defined since $B^T \bar{P}_{t+1} B + I$ has full rank. By properties of the Schur complement (see, e.g., [11, p. 495]), if we let $\bar{F}_t \succeq 0$ for $t = 1, \ldots, N - 1$, this is equivalent to relaxing the DRE into the matrix inequality

$$A^T \bar{P}_{t+1} A - \bar{P}_t + \bar{Q} - A^T \bar{P}_{t+1} B (B^T \bar{P}_{t+1} B + I)^{-1} \times B^T \bar{P}_{t+1} A \preceq 0. \quad (4)$$

On the other hand, introducing $\tilde{K}_t := -(B^T \bar{P}_{t+1} B + I)^{-1} B^T \bar{P}_{t+1} A$, the above relaxation can be further written as

$$(A + B \tilde{K}_t)^T \bar{P}_{t+1} (A + B \tilde{K}_t) - \bar{P}_t + \bar{Q} + \tilde{K}_t^T \bar{K}_t \succeq 0. \quad (5)$$

Now, pre- and post-multiply on both sides of the above inequality with the state vector $x_t$, we get that

$$x_t^T \bar{P}_{t+1} x_t + x_t^T \bar{Q} x_t + \|u_t\|^2 \geq 0,$$

for $t = 1, \ldots, N - 1$, since $x_{t+1}^i = (A + B \tilde{K}_t) x_t$ and $u_t^i = \tilde{K}_t x_t$. Summing the above inequality from $t = 1$
For any trajectory \{x_t\}_{t=1}^{N} \text{ true for all parameters } \{P_t\}_{t=1}^{N}, \{Q_t\}_{t=1}^{N}, \text{ and hence } B_t P_{t+1} B + I \succeq 0, \forall t = 1, \ldots, N - 1. \text{ Moreover, since (6a) holds, by positive semidefiniteness of the Schur complement [11, p. 495] it holds that}

\[
A^T P_{t+1} A - P_t + Q - A^T P_{t+1} B (B^T P_{t+1} B + I)^{-1} \times B^T P_{t+1} A \succeq 0.
\] (9)

Introducing \(K_t := -(B^T P_{t+1} B + I)^{-1} B^T P_{t+1} A\), we can re-write the above matrix inequalities as

\[
(A + B K_t) P_{t+1} (A + B K_t) - P_t + Q + K_t^T K_t \succeq 0, \quad t = 1, \ldots, N - 1.
\]

Rearranging the terms, we have

\[
A^T P_{t+1} A - P_t + Q \succeq -K_t^T B P_{t+1} A
\]

\[
- A^T P_{t+1} B K_t - K_t^T (B^T P_{t+1} B + I) K_t.
\] (10)

On the other hand, for the \(i\)th trajectory, consider the following term

\[
J_i = x_i^T (A + B K_i) P_{t+1} (A + B K_i) - P_t + Q + K_i^T K_i | x_i
\]

where \(\bar{u}_i\) is the control input that corresponds to \(\bar{Q}\) and the trajectory \(\{x_i\}_{i=1}^{N}\) in the forward problem (1). Using the fact that \(x_{i+1} = (A + B K_i) x_i\) and \(\bar{u}_i = K_i x_i\), it holds for (11) that

\[
J_i = x_i^T \left[ (A + B K_i) P_{t+1} (A + B K_i) - P_t + Q + K_i^T K_i \right] x_i
\]

Expanding the terms of \(J_i\), we have

\[
J_i = A^T P_{t+1} A - P_t + Q + K_i^T B P_{t+1} A + A^T P_{t+1} B K_i + K_i^T (B^T P_{t+1} B + I) K_i,
\]

and using the matrix inequality (10) we get that

\[
J_i \succeq -K_i^T B P_{t+1} A - A^T P_{t+1} B K_i - K_i^T (B^T P_{t+1} B + I) K_i
\]

Recalling that \(K_i = -(B^T P_{t+1} B + I)^{-1} B^T P_{t+1} A\) and using the fact that

\[
K_i^T B^T P_{t+1} A
\]

\[
= K_i^T (B^T P_{t+1} B + I) (B^T P_{t+1} B + I)^{-1} B^T P_{t+1} A
\]

\[
= -K_i^T (B^T P_{t+1} B + I) K_i,
\]
and that
\[ K_t^T B_t^T P_t+1 A \]
\[ = K_t^T (B_t^T P_t+1 B + I)(B_t^T P_t+1 B + I)^{-1} B_t^T P_t+1 A \]
\[ = -K_t^T (B_t^T P_t+1 B + I)K_t, \]
the matrix inequality (12) can be further rewritten as
\[ \mathcal{H}_t \geq 2K_t^T (B_t^T P_t+1 B + I)K_t - K_t^T (B_t^T P_t+1 B + I)K_t \]
\[ - \bar{K}_t^T (B_t^T P_t+1 B + I)K_t - K_t^T (B_t^T P_t+1 B + I) \bar{K}_t \]
\[ + \bar{K}_t^T (B_t^T P_t+1 B + I) \bar{K}_t \]
\[ = (K_t - \bar{K}_t)^T (B_t^T P_t+1 B + I)(K_t - \bar{K}_t). \]
Hence it holds that
\[ J_t = x_t^T \mathcal{H}_t x_t \]
\[ \geq x_t^T (K_t - \bar{K}_t)^T (B_t^T P_t+1 B + I)(K_t - \bar{K}_t)x_t. \] (13)

On the other hand, recall that \( Y_t^\phi = \left[ x_t^{\phi(1)}, \ldots, x_t^{\phi(M)} \right]. \)
Therefore, it follows that
\[ \text{tr}(P_t Y_t^\phi Y_t^{\phi^T}) = \text{tr}(P_t \left[ x_t^{\phi(1)}, \ldots, x_t^{\phi(M)} \right]^T \left[ x_t^{\phi(1)} \right] ) \]
\[ = \text{tr} \left( P_t \left( \sum_{i=1}^M x_t^{\phi(i)} x_t^{\phi(i)^T} \right) \right) = \sum_{i=1}^M x_t^{\phi(i)^T} P_t x_t^{\phi(i)} \]
\[ = \sum_{i=1}^M x_t^T P_t x_t^i, \quad t = 1, \ldots, N. \] (14)

Similarly, it also holds that \( \text{tr}(Qy_t^\phi y_t^{\phi^T}) = \sum_{i=1}^M x_t^T Q x_t^i, t = 2, \ldots, N. \) Together with (11) and (13), we therefore have that
\[ H(Q, \{P_t\}) + \sum_{i=1}^M \sum_{t=1}^{N-1} ||u_t^i||^2 = \sum_{i=1}^M \sum_{t=1}^{N-1} ||u_t^i||^2 + \]
\[ \sum_{t=1}^{N-1} \left\{ \text{tr}(P_{t+1} Y_{t+1}^\phi y_{t+1}^{\phi^T}) - \text{tr}(P_t Y_t^\phi y_t^{\phi^T}) + \text{tr}(Qy_t^\phi y_t^{\phi^T}) \right\} \]
\[ = \sum_{t=1}^{N-1} \left\{ \sum_{i=1}^M x_{t+1}^T P_{t+1} x_t^i - x_t^{T} P_t x_t^i + x_t^{T} Q x_t^i + ||u_t^i||^2 \right\} \]
\[ = \sum_{t=1}^{N-1} \left( \sum_{i=1}^M x_t^T (K_t - \bar{K}_t)^T (B_t^T P_{t+1} B + I)(K_t - \bar{K}_t)x_t^i \right) \]
\[ \geq 0, \] (15)
which proves the first part of the statement.

Finally, by the arguments that lead up to (8) we know that the lower bound is reached by \( (\bar{Q}, \{\bar{P}_t\}_t=1^N) \).

In particular, note that \( \{\bar{u}_t^i\}_t=1^{N-1} \) in Lemma 3.1 has nothing to do with the variable \( (Q, \{P_t\}) \). Therefore, the lemma effectively shows that the function \( H \) is bounded from below on the domain \( \mathcal{D} \) and that the lower bound is attained by the “true” parameters \( (Q, \{P_t\}_t=1^N) \). Therefore, we construct the following optimization problem to reconstruct \( Q \):

\[
\begin{align*}
\text{minimize} & \quad H(Q, \{P_t\}) \\
\text{subject to} & \quad (Q, \{P_t\}_t=1^N) \in \mathcal{D}.
\end{align*}
\]

This is a semidefinite programming problem, and hence a convex optimization problem that can be solved using standard numerical solvers, e.g., [23]. We know that \( Q \) and \( \{P_t\}_t=1^N \) is an optimal solution to the problem. Next, we show that it is unique. For this, we need the following result:

**Lemma 3.2 (Persistent excitation)** If \( Y_1^\phi Y_1^{\phi^T} \succ 0 \), then it holds that \( Y_t^\phi Y_t^{\phi^T} \succ 0, \forall t = 2, \ldots, N. \)

**PROOF.** By using the property \( x_t^i+1 = A_d(t; \bar{Q}) x_t^i \), as well as (5), it follows that
\[ Y_t^\phi Y_t^{\phi^T} = \sum_{i=1}^M x_t^i x_t^{i^T} = A_d(t; \bar{Q}) \left( \sum_{i=1}^M x_t^i x_t^{i^T} \right) A_d^T(t; \bar{Q}). \]

Since for all \( Q \in S_n^+, A_d(t; Q) \) is invertible for all \( t = 1, \ldots, N - 1 \), and since positive definiteness is invariant under congruence [11, Obs. 7.1.8], by induction the statement follows.

**Remark 3.1** The “persistent excitation” condition \( Y_1^\phi Y_1^{\phi^T} \succ 0 \) is equivalent to that there are \( n \) linearly independent initial values \( x_1^i \) amongst all \( M \) initial values.

Now we are ready to present the main theorem for the noiseless case.

**Theorem 3.1** Assume that \( N \geq n+1, Y_1^\phi Y_1^{\phi^T} \succ 0 \), and let \( (Q^*, \{P_t^*\}_t=1^N) \) be an optimal solution to (16). Then \( Q^* = \bar{Q} \), where \( Q \) is the “true” parameter that is used to generate \( \{Y_t^\phi\}_t=2^N \) with unknown permutations.

**PROOF.** By Lemma 3.1, we know that \( (\bar{Q}, \{\bar{P}_t\}_t=1^N) \) is an optimal solution to (16). What remains to show is the uniqueness.
Since \((Q^*, \{P^*_t\}_t)\) is an optimal solution, it must be feasible, thus (15) also holds for \((Q^*, \{P^*_t\}_t)\).

Moreover, by the assumption that \(Y^*_tY_t^{\phi T} \succ 0\) and

Lemma 3.2, it holds that \(Y^*_tY_t^{\phi T} \succ 0, \forall t = 2, \ldots, N\), and hence there exists a strictly positive definite matrix \((Y^*_tY_t^{\phi T})^{\frac{1}{2}}\) such that \(Y_t^*Y_t^{\phi T} = (Y_t^{\phi T}Y_t^*)^{\frac{1}{2}}(Y_t^{\phi T}Y_t^*)^{\frac{1}{2}}\) [11, p. 440]. Letting \(K_t^* := -(B^*P_{t+1}^* + I)^{-1}B^*P_{t+1}^*A\), by further term manipulation in (15), we have

\[
H(Q^*, \{P^*_t\}) + \sum_{i=1}^{M} \sum_{t=1}^{N-1} \|\tilde{u}_i^t\|^2 \geq \\
\sum_{t=1}^{N-1} \left\{ \sum_{i=1}^{M} [x_i^T(K_t^* - \tilde{K}_t)(B^*P_{t+1}^* + I)(K_t^* - \tilde{K}_t)x_i^t] \right\} \\
= \sum_{t=1}^{N-1} \left\{ \text{tr} \left[ (K_t^* - \tilde{K}_t)^T(B^*P_{t+1}^* + I)(K_t^* - \tilde{K}_t)Y_t^*Y_t^{\phi T} \right] \right\} \\
= \sum_{t=1}^{N-1} \left\{ \left\| (B^*P_{t+1}^* + I)^{\frac{1}{2}}(K_t^* - \tilde{K}_t)(Y_t^*Y_t^{\phi T})^{\frac{1}{2}} \right\|_F^2 \right\} \\
geq 0.
\]

As stated in Lemma 3.1, the lower bound zero in the above inequality is reached by \((\tilde{Q}, \{\tilde{P}_t\}_t)\), and it also holds that \(H(Q^*, \{P^*_t\}) + \sum_{i=1}^{M} \sum_{t=1}^{N-1} \|\tilde{u}_i^t\|^2 = 0\) since \((Q^*, \{P^*_t\}_t)\) is an optimal solution. Therefore, since all terms in the above sum are nonnegative, it must hold that

\[
\left\| (B^*P_{t+1}^* + I)^{\frac{1}{2}}(K_t^* - \tilde{K}_t)(Y_t^*Y_t^{\phi T})^{\frac{1}{2}} \right\|_F = 0, \\
\iff (B^*P_{t+1}^* + I)^{\frac{1}{2}}(K_t^* - \tilde{K}_t)(Y_t^*Y_t^{\phi T})^{\frac{1}{2}} = 0, \\
\iff K_t^* = \tilde{K}_t, \quad t = 1, \ldots, N - 1
\]

since \((B^*P_{t+1}^* + I)^{\frac{1}{2}}\) and \((Y_t^*Y_t^{\phi T})^{\frac{1}{2}}\) are invertible.

The above argument shows that \(K_t^* = \tilde{K}_t\) for all \(t = 1, \ldots, N - 1\). Nevertheless, note that \(\{K_t^*\}_{t=1}^{N-1}\) is not the control gain that is generated by \(Q^*\) using DRE (2). Instead, it is defined by \(K_t^* = -(B^*P_{t+1}^* + I)^{-1}B^*P_{t+1}^*A\), for \(t = 1, \ldots, N - 1\), where \((Q^*, \{P^*_t\}_t)\) is an optimizer of (16). Hence the result from [37, Theorem 2.1] can not be directly applied to show that \(Q^* = \tilde{Q}\). Nevertheless, to show the latter, first note that we can always write \(P_t^* = \tilde{P}_t + \Delta P_t, t = 1, \ldots, N\), and \(Q^* = \tilde{Q} + \Delta Q\), for some symmetric matrices \(\Delta Q\) and \(\Delta P_t, t = 1, \ldots, N\). Since both \((Q^*, \{P^*_t\}_t)\) and \((\tilde{Q}, \{\tilde{P}_t\}_t)\) are optimal solutions to (16), they must have the same optimal value, and hence

\[
H(Q^*, \{P^*_t\}) - H(\tilde{Q}, \{\tilde{P}_t\}) = 0 \\
\iff -\text{tr}(\Delta P_t Y_t^*Y_t^{\phi T}) + \text{tr}(\Delta P_t Y_t^*Y_t^{\phi T}) + \sum_{t=1}^{N-1} \text{tr}(\Delta Q Y_t^*Y_t^{\phi T}) = 0, \\
\iff \text{tr}(\Delta Q Y_t^*Y_t^{\phi T}) = 0, \quad t = 1, \ldots, N - 1
\]

where we have used the linearity of the trace operator. On the other hand, it holds that

\[
K_t^* = -(B^*P_{t+1}^* + I)^{-1}B^*P_{t+1}^*A \\
\iff (B^*P_{t+1}^* + I)K_t^* = -B^*P_{t+1}^*A \\
\iff B^*P_{t+1}^*(A + BK_t^*) = -K_t^*.
\]

Since \(K_t^* = \tilde{K}_t, \forall t = 1, \ldots, N - 1\), \(A + BK_t^* = A + BK_t\) is invertible for all \(t = 1, \ldots, N - 1\) [37], it follows that

\[
B^*P_{t+1}^* = -K_t^*A_{c}(t; \tilde{Q})^{-1} = -\tilde{K}_tA_{c}(t; \tilde{Q})^{-1} = B^*\tilde{P}_{t+1} \\
\iff B^*P_{t+1}^* = 0, \forall t = 1, \ldots, N - 1.
\]

Next, since \((Q^*, \{P^*_t\}_t)\) is feasible, (9) also holds for \((Q^*, \{P^*_t\}_t)\). This means that

\[
A^T(\tilde{P}_{t+1} + \Delta P_{t+1})A - (\tilde{P}_t + \Delta P_t) + (\tilde{Q} + \Delta Q) \\
- A^T(\tilde{P}_{t+1} + \Delta P_{t+1})B[B^T(\tilde{P}_{t+1} + \Delta P_{t+1})B + I]^{-1}B^T(\tilde{P}_{t+1} + \Delta P_{t+1})A \geq 0, \quad t = 1, \ldots, N - 1
\]

\[
\Delta P_N = \Delta Q.
\]

On the other hand, since \((\tilde{Q}, \{\tilde{P}_t\}_t)\) satisfies (2), by also using (18) we get that

\[
A^T \Delta P_{t+1} A - \Delta P_{t} + \Delta Q \geq 0, \quad t = 1, \ldots, N - 1, \quad \Delta P_N = \Delta Q.
\]

(20)

Using (18), we can further manipulate the terms of (19) and get

\[
(A + BK_t) \Delta P_{t+1} (A + BK_t) - \Delta P_t + \Delta Q \geq 0, \\
\quad \forall t = 1, \ldots, N - 1
\]

\[
\iff X_t^T A_{c}(t; Q) \Delta P_{t+1} X_t - X_t^T \Delta P_t X_t + X_t^T \Delta Q X_t \geq 0, \\
\iff \text{tr}(\Delta P_{t+1} X_t X_t^T) - \text{tr}(\Delta P_t X_t X_t^T) + \text{tr}(\Delta Q X_t X_t^T) \geq 0, \quad t = 1, \ldots, N - 1
\]

\[
\iff \text{tr}(\Delta P_{t+1} Y_t^*Y_t^{\phi T}) - \text{tr}(\Delta P_t Y_t^*Y_t^{\phi T}) + \text{tr}(\Delta Q Y_t^*Y_t^{\phi T}) \geq 0, \quad t = 1, \ldots, N - 1
\]
where $X_t = [x_1^t, \ldots, x_M^t]$, and where we also used that $\text{tr}(\Delta P Y^T Y^T) = \text{tr}(\Delta P X X^T)$ and that $\text{tr}(\Delta P_{t+1} Y_{t+1}^T Y_{t+1}^T) = \text{tr}(\Delta P_{t+1} X_{t+1} X_{t+1}^T)$.

Summing (21) from $t = 1$ to $N - 2$, we have
\[
\text{tr}(\Delta P_{N-1} Y_{N-1}^T Y_{N-1}^T) - \text{tr}(\Delta P_{1} Y_{1}^T Y_{1}^T) + \sum_{i=1}^{N-2} \text{tr}(\Delta Q Y_i^T Y_i^T) \geq 0.
\]

In view of (17) and (22), we have that
\[
0 \geq -\text{tr}(\Delta P_{1} Y_{1}^T Y_{1}^T) + \sum_{i=1}^{N-1} \text{tr}(\Delta Q Y_i^T Y_i^T)
\]
\[
= -\text{tr}(\Delta P N_{N-1} Y_{N-1}^T Y_{N-1}^T) + \sum_{i=1}^{N-1} \text{tr}(\Delta Q Y_i^T Y_i^T) - \text{tr}(\Delta P_{N-1} Y_{N-1}^T Y_{N-1}^T)
\]
\[
\geq -\text{tr}(\Delta P N_{N-1} Y_{N-1}^T Y_{N-1}^T) + \text{tr}(\Delta Q Y_{N-1}^T Y_{N-1}^T)
\]
\[
= -\text{tr}(\Delta P N_{N-1} Y_{N-1}^T Y_{N-1}^T) + \text{tr}(\Delta Q X_{N-1} X_{N-1}^T)
\]
\[
= -\text{tr}(\Delta P N_{N-1} X_{N-1}^T Y_{N-1}^T) + \text{tr}(\Delta Q X_{N-1} X_{N-1}^T).
\]

Since $X_N = A_d(N - 1; \bar{Q}) X_{N-1}$ and by also using (18), from the equation above it follows that
\[
0 \geq \text{tr} \left[ \left( A_d(N - 1; \bar{Q})^T \Delta P N_{A_d(N - 1; \bar{Q}) - \Delta P_{N-1}} + \Delta Q X_{N-1} X_{N-1}^T \right) \right]
\]
\[
\geq \text{tr} \left[ A^T \Delta P N_{A - \Delta P_{N-1}} + \Delta Q X_{N-1} X_{N-1}^T \right].
\]

Since $X_{N-1} X_{N-1}^T$ is positive definite (by Lemma 3.2), it follows that $A^T \Delta P N_{A - \Delta P_{N-1}} + \Delta Q \preceq 0$. Together with (19), we can therefore conclude that $A^T \Delta P N_{A - \Delta P_{N-1}} + \Delta Q = 0$. Using (18), we therefore have that $A d(N - 1; \bar{Q})^T \Delta P N_{A d(N - 1; \bar{Q}) - \Delta P_{N-1}} + \Delta Q = 0$, which implies that $-\text{tr}(\Delta P_{N-1} X_{N-1} X_{N-1}^T) + \text{tr}(\Delta P N_{N_{N-1} X_{N-1}^T}) + \text{tr}(\Delta Q X_{N-1} X_{N-1}^T) = 0$. Therefore, summing (21) from $t = 1$ to $N - 3$ and iterating the above analysis, we conclude that $A^T \Delta P_{N-1} A - \Delta P_{N-2} + \Delta Q = 0$. Doing this recursively, we have that
\[
A^T \Delta P_{t+1} A - \Delta P_t + \Delta Q = 0, \quad t = 1, \ldots, N - 1.
\]

Equipped with (23), we can use the same argument as in the proof of [37, Theorem 2.1] to conclude that $\Delta Q = 0$. Thus $Q_t = \bar{Q}$, i.e., the optimal solution of (16) is unique and hence the theorem follows.

Before proceeding, we make a few remarks about the formulation in (16). As will be seen later, these remarks naturally hold also in the case of noisy observations.

Remark 3.2 The optimization problem (16) can also be applied to the IOC problem for “distinguishable” agents, i.e., when the trajectories of the agents are available. Nevertheless, as one can see from (16), in this formulation of the problem there is no fundamental difference between IOC problems for “distinguishable” and “indistinguishable” agents.

Remark 3.3 The size of the variables and the number of variables and constraints in the optimization problem (16) only depends on the size of the state space, $n$, and the length of the time horizon, $N$, respectively. Therefore, the overall size of the problem (16) is independent of the number of agents, $M$. The only quantity that scales with $M$ is the computations of the outer products $Y_i Y_i^T$, $t = 1, \ldots, N$. The latter scales linearly in $M$ and can be done before solving the optimization problem. Therefore, the problem can be efficiently solved for scenarios with a large number of agents.

4 IOC for indistinguishable agents in the noisy case

Next, we extend the results to the case of noisy observations of the unpaired states. In particular, we show that a modified version of (16) gives a statistically consistent estimate. To this end, let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space which carries random vectors $x_i^t \in \mathbb{R}^n$, $v_i^t \in \mathbb{R}^n_{i=1}^N$, for $i = 1, \ldots, M$. Based on that, the following assumptions are made for the rest of the paper.

Assumption 1 (I.I.D. random variables) The random vectors $x_i^t \in \mathbb{R}^n$, $v_i^t \in \mathbb{R}^n_{i=1}^N$, for $i = 1, \ldots, M$, are all independent. Moreover, random vectors $x_i^t \in \mathbb{R}^n$, for $i = 1, \ldots, M$, are identically distributed, and the random vectors $v_i^t \in \mathbb{R}^n$, for $t = 1, \ldots, N$ and $i = 1, \ldots, M$, are identically distributed. Finally, $\mathbb{E}[v_i] = 0$, and $\text{cov}(v_i, v_i^T) = \Sigma$ is a priori known, where $\|\Sigma\|_F < \infty$.

Assumption 2 (Stochastic persistent excitation) It holds that $\text{cov}(x_i^t, x_i^T) > 0$, where $\mathbb{E}[\|x_i^t\|^2] < \infty$.

Assumption 3 (Bounded parameter) The “true” $Q$ that governs the agents lives in a compact set $S^+_n(\varphi) = \{Q \in \mathbb{S}^+_n : \|Q\|_F \leq \varphi\}$, for some $0 < \varphi < \infty$.

Our goal is to seek the “true” $Q$ in $S^+_n(\varphi)$. To this end, we define a domain $\mathcal{D}(\varphi)$ similar to $\mathcal{D}$ in (7), namely,
\[
\mathcal{D}(\varphi) := \{Q \in \mathbb{S}^+_n(\varphi) : \{P_i \in \mathbb{S}^+_n(\varphi) : (6a), (6b)\}\}
\]

Note that in practice, we can set $\varphi$ arbitrarily large if there is no prior knowledge on the norm bound of possible $Q$. 

\[
\]
Equipped with the stochastic problem set-up, let the initial value \( x_1^i \) be a realization of \( x^i_1 \). Then the optimal state trajectory and optimal control input of the “forward” optimal control (1) can be seen as mappings from \( \Omega \) to \( \mathbb{R}^n \) and \( \mathbb{R}^m \), respectively. This means that the states and control signals are in fact stochastic variables, which are parameterized by \( Q \) and implicitly determined by

\[
\{ \hat{x}_i^j(\omega) \}_{t=1}^N, \{ u_i^j(\omega) \}_{t=1}^{N-1} = \arg \min \ J \{ \{ x_i^j(\omega) \}_{t=2}^N, \{ u_i^j(\omega) \}_{t=1}^{N-1}; Q, x_1^i(\omega) \}
\]

subject to (1b), (1c),

for all \( \omega \in \Omega \), and where \( J \) is the cost function in (1a). From now on, we omit the “bar” and simply write \( \{ x_i^j \} \) to denote the corresponding optimal state for the sake of brevity. Next, we assume that the noisy observations of a state is given by \( \hat{x}_i^j = x_i^j + v_i^j \), and that the observed data thus take the form \( Y_t^\phi = [y_1^t, \ldots, y_M^t] = [\hat{x}_1^\phi \{ 1 \}, \ldots, \hat{x}_i^\phi \{ M \} ] \). Written in a form similar to (3), the measured output can be expressed as

\[
Y_t^\phi = (X_t + V_t) \tilde{\phi}_t = \left( \prod_{k=1}^{t-1} A_d(k;Q)X_k \right) + V_t \tilde{\phi}_t,
\]

where \( X_t = [x_1^t, \ldots, x_M^t] \) and \( V_t = [v_1^t, \ldots, v_M^t] \). This together with Assumption 1 implies that the columns of \( Y_t^\phi \) are I.I.D. A calculation similar to (14) then shows that

\[
\mathbb{E} \left[ \text{tr} \left( QY_t^{\phi}Y_t^{\phi T} \right) \right] = \mathbb{E} \left[ \text{tr} \left( QX_tX_t^T \right) \right] + M \text{tr} (Q \Sigma)
\]

where \( \Sigma \) is the covariance of the noise. In particular, the last equality holds since \( x_t^i = \prod_{k=1}^{t-1} A_d(k;Q)x_k^i \), and hence \( x_t^i \) is a stochastic variable that is independent of \( v_i^t \), for \( t = 1, \ldots, N \) and \( i = 1, \ldots, M \). Similar expressions hold for the other terms in (8), and based on this we construct the problem

\[
\begin{align*}
\text{minimize} & \quad \mathbb{E} [H_Y(Q, \{ P_t \})] \\
\text{subject to} & \quad (Q, \{ P_t \}_{t=1}^N) \in \mathcal{P}(\varphi),
\end{align*}
\]

where

\[
H_Y(Q, \{ P_t \}) := \frac{1}{M} \left[ -\text{tr}(P_1Y_1^{\phi}Y_1^{\phi T}) + \text{tr}(P_NY_N^{\phi}Y_N^{\phi T}) + \sum_{t=1}^{N-1} \text{tr}(QY_t^{\phi}Y_t^{\phi T}) + M \left( \text{tr}(P_1 \Sigma) - \text{tr}(P_N \Sigma) - (N-1) \text{tr}(Q \Sigma) \right) \right].
\]

In particular, note that by a direct calculation it follows that the cost function (26a) can be written as

\[
\mathbb{E} [H_Y(Q, \{ P_t \})] = \frac{1}{M} \mathbb{E} \left[ -\text{tr}(P_1X_1X_1^T) + \text{tr}(P_NX_NX_N^T) + \sum_{t=1}^{N-1} \text{tr}(QX_tX_t^T) \right].
\]

With this, we can now prove the following result akin Theorem 3.1.

**Proposition 4.1** Let \( \bar{Q} \) be the true parameter in (25), and let \( \{ \bar{P}_t \}_{t=1}^N \) be the corresponding solution to the DRE (2). Under Assumptions 1, 2, and 3, if \( N \geq n + 1 \), then \( \left( \bar{Q}, \{ \bar{P}_t \}_{t=1}^N \right) \) is the unique optimal solution to (26).

**PROOF.** Since (27) holds, by adapting the arguments in the proof of Lemma 3.1 it follows that

\[
\begin{align*}
\mathbb{E} [H_Y(Q, \{ P_t \})] &+ \frac{1}{M} \sum_{i=1}^{M} \sum_{t=1}^{N-1} \mathbb{E} \left[ ||\hat{u}_i^t||^2 \right] \\
&\geq \frac{1}{M} \sum_{i=1}^{M} \sum_{t=1}^{N-1} \mathbb{E} \left[ x_i^T(K_t - \bar{K}_t)(B^TP_{t+1}B + I)(K_t - \bar{K}_t)x_i \right] \\
&= \frac{1}{M} \sum_{t=1}^{N-1} \text{tr} \left[ (K_t - \bar{K}_t)(B^TP_{t+1}B + I)(K_t - \bar{K}_t) \mathbb{E} \left[ X_tX_t^T \right] \right] \\
&\geq 0,
\end{align*}
\]

where \( \hat{u}_i^t \) is the stochastic optimal control input signal of the agent \( i \) at time instant \( t \). Next, by using (28) and following along the lines of the proof of Lemma 3.1, it can be seen that \( \left( \bar{Q}, \{ \bar{P}_t \} \right) \) is an optimal solution to (26), and that

\[
\mathbb{E} [H_Y(Q, \{ P_t \})] + \frac{1}{M} \sum_{i=1}^{M} \sum_{t=1}^{N-1} \mathbb{E} \left[ ||\hat{u}_i^t||^2 \right] = 0.
\]

Therefore, what remains is to show the uniqueness of the optimal solution. To this end, by Assumption 2 the covariance matrix \( \text{cov}(x_1^i, x_1^i) \) is strictly positive definite, and therefore the second-order moment of the initial value \( \mathbb{E}[x_1^i x_1^i^T] = \text{cov}(x_1^i, x_1^i) + \mathbb{E}[x_1^i] \mathbb{E}[x_1^i]^T \succ 0 \). By the fact that \( A_d(t;Q) \) is invertible for all \( Q \in \mathbb{S}_+^n \), it holds that

\[
\mathbb{E}[x_1^i x_1^i^T] = \left[ \prod_{k=1}^{t-1} A_d(k;Q) \right] \mathbb{E}[x_1^i x_1^i^T] \left[ \prod_{k=1}^{t-1} A_d(k;Q) \right]^T \succ 0,
\]

cf. Lemma 3.2, and hence \( \mathbb{E}[X_tX_t^T] > 0 \). Now suppose that there exists some other \( (Q^*, \{ P_t^* \}) \) that is also opt-
where, for $t$.

This means that we can rewrite the cost (26a) as

$$0 = \mathbb{E}[H_S^Y(Q^*, \{P_t^*\})] + \frac{1}{M} \sum_{i=1}^M \sum_{t=1}^{N-1} \mathbb{E}\left[\|\bar{u}_t^i\|^2\right]$$

$$\geq \frac{1}{M} \sum_{t=1}^{N-1} \text{tr}\left[(K_t^* - \bar{K}_t)^T (B^T P_{t+1} B + I) \times (K_t^* - \bar{K}_t)\right] E[X_i X_i^T]$$

$$= \frac{1}{M} \sum_{t=1}^{N-1} \left\|(B^T P_{t+1} B + I)^{1/2} (K_t^* - \bar{K}_t) E[X_i X_i^T]^{1/2}\right\|^2_F$$

$$\geq 0,$$

which together with the fact that $\mathbb{E}[X_i X_i^T] > 0$ implies that

$$(B^T P_{t+1} B + I)^{1/2} (K_t^* - \bar{K}_t) E[X_i X_i^T]^{1/2} = 0,$$

for $t = 1, \ldots, N - 1$. The latter in turn implies that

$$K_t^* - \bar{K}_t = 0, \forall t = 1, \ldots, N - 1,$$

where $K_t^*$ denote the same expression as the one in the proof of Theorem 3.1. To this end, following the same analysis as in the proof of Theorem 3.1, we can conclude that $Q^* = Q$ and hence the statement holds. \(\square\)

Since the distribution of the initial values $x_i^1$ and the additive noise $y_i^t$ are not known, we can not express the expected value of the objective function (26c) explicitly and hence it is not possible to solve (26) directly. Therefore, we derive an empirically estimate of the expectation based on the observations. To this end, first recall that due to Assumption 1, $y_i^t$ are I.I.D for $i = 1, \ldots, M$. This means that we can rewrite the cost (26a) as

$$\mathbb{E}\left[H_S^Y(Q, \{P_t\})\right] =$$

$$\mathbb{E}\left[-\text{tr}(P_1 y_1 y_1^T) + \text{tr}(P_N y_N y_N^T) + \sum_{t=1}^{N-1} \text{tr}(Q y_t y_t^T)\right]$$

$$+ \text{tr}(P_1 \Sigma) - \text{tr}(P_N \Sigma) - (N-1) \text{tr}(Q \Sigma),$$

where, for $t = 1, \ldots, N$, $y_t$ is a random variable with the same distribution as $y_i^t$ for $i = 1, \ldots, M$. This means that an empirical estimate of the expectation of (26c) can be obtained as

$$\mathbb{E}\left[-\text{tr}(P_1 y_1 y_1^T) + \text{tr}(P_N y_N y_N^T) + \sum_{t=1}^{N-1} \text{tr}(Q y_t y_t^T)\right]$$

$$\approx \frac{1}{M} \sum_{i=1}^M \left(-y_i^T P_1 y_1 + y_i^T P_N y_N + \sum_{t=1}^{N-1} y_i^T Q y_t\right).$$

Based on this, we formulate the estimation problem

$$\begin{align*}
\text{minimize} & \quad H_E^Y(Q, \{P_t\}) \\
\text{subject to} & \quad (Q, \{P_t\}) \in \mathcal{D}(\varphi),
\end{align*}$$

where

$$H_E^Y(Q, \{P_t\}) := \frac{1}{M} \left[-\text{tr}(P_1 y_1^T y_1^o) + \text{tr}(P_N y_N^o y_N^o) + \sum_{t=1}^{N-1} \text{tr}(Q y_t^o y_t^o)\right]$$

$$+ \left(\text{tr}(P_1 \Sigma) - \text{tr}(P_N \Sigma) - (N-1) \text{tr}(Q \Sigma)\right).$$

The problem (31) defines the estimator, and for a given realization $\{y_t^o\}_{t=1}^N$ of the stochastic variables $\{y_t^o\}_{t=1}^N$, it can be solved in order to obtain an estimate. In particular, we use the notation $H_E^Y(Q, \{P_t\})_{|\mathcal{Y}=\mathcal{Y}}$ to denote the cost function (31c) evaluated at a particular realization. We now want to show that this estimator is in fact (asymptotically) statistically consistent. However, note that since we approximate the expected value in the objective function by the empirical average, the objective function changes and hence the “bounded-from-below” argument (28) does not necessarily hold for $H_E^Y(Q, \{P_t\})_{|\mathcal{Y}=\mathcal{Y}}$ on the domain $\mathcal{D}(\varphi)$. This issue needs to be addressed in order to make (31) well-posed. This is an important first step towards showing that the estimator is statistically consistent.

**Lemma 4.1** The domain $\mathcal{D}(\varphi)$ in (24) is compact, and $H_E^Y(Q, \{P_t\})_{|\mathcal{Y}=\mathcal{Y}}$ is bounded on $\mathcal{D}(\varphi)$.

**Proof.** Consider the domain $\mathcal{D}(\varphi)$ and recall that, by the property of Schur complement, (9) holds on the feasible domain (6a) and (6b). Since the Frobenius norm is monotone with respect to the Loewner partial order, it holds that

$$\|P_t\|_F \leq \|A^T P_{t+1} A + Q - A^T P_{t+1} B (B^T P_{t+1} B + I)^{-1} B^T P_{t+1} A\|_F$$

By the Cauchy-Schwarz and the triangular inequality, we have that

$$\|P_t\|_F \leq \|A\|_F \cdot \|P_{t+1}\|_F + \|Q\|_F$$

$$+ \|A\|_F^2 \cdot \|B\|_F^2 \cdot \|P_{t+1}\|_F^2 \cdot \|B^T P_{t+1} B + I\|_F^{-1}.$$

Next, since $P_t \in S_+^N$, it holds that $B^T P_t B + I \succeq I$, and hence that $(B^T P_t B + I)^{-1} \succeq I$ [11, Cor. 7.7.4]. By monotonicity of the Frobenius norm with respect to the Loewner partial order, it therefore follows that

$$\|B^T P_t B + I\|_F^{-1} \leq \|I\|_F = \sqrt{N}.$$
\[ \|P_{N-1}\|_F \text{ is bounded. Recursively applying this backwardly for the time indices } t, \text{ it follows that } \|P_t\|_F \text{ is bounded for all } t = 1, \ldots, N. \text{ This implies that the domain } \mathcal{D}(\varphi) \text{ is compact. Finally, since } H^Y_E(Q, \{P_t\})|_{Y = \bar{Y}} \text{ is continuous, it is bounded on } \mathcal{D}. \]

Remark 4.1. Note that Assumption 3 is critical in the proof of Lemma 4.1, since we can thus optimize over \( \mathcal{D}(\varphi) \) instead of \( \mathcal{D} \). In fact, \( H^Y_E(Q, \{P_t\})|_{Y = \bar{Y}} \) might not be bounded from below if we only impose \( Q \in \mathbb{S}_+^n \). To see this, assume that there exists a realization \( \{Y^i_t\} \) of \( \{Y^i_0\} \) such that \( Y^i_t Y^i_t^T - M \Sigma = 0 \) and \( Y^i_t Y^i_t^T - M \Sigma < 0 \), \( t = 2, \ldots, N \). Let \( (Q, \{P_t\}) \) satisfies DRE (2), and note that then \( (Q, \{P_t\}) \) also satisfies DRE (2) for any positive \( \alpha \). Therefore, \( (\alpha Q, \{\alpha P_t\}) \in \mathcal{D} \) for all \( \alpha > 0 \), and thus \( \mathcal{D} \) is not a bounded set. Moreover, as \( \alpha \to \infty \), it follows that

\[
H^Y_E(\alpha Q, \{\alpha P_t\})|_{Y = \bar{Y}} = \frac{1}{M} \left[ -\text{tr} \left( \alpha P_1 (Y^0_1 Y^0_1^T - M \Sigma) \right) + \text{tr} \left( \alpha P_N (Y^0_N Y^0_N^T - M \Sigma) \right) + \sum_{t=1}^{N-1} \text{tr} \left( \alpha Q (Y^0_t Y^0_t^T - M \Sigma) \right) \right] \to -\infty,
\]

hence \( H^Y_E(\alpha Q, \{\alpha P_t\})|_{Y = \bar{Y}} \) is not bounded from below on \( \mathcal{D} \).

Next, we show that the “Uniform Law of Large Numbers” holds for \( H^Y_E(Q, \{P_t\}) \).

Lemma 4.2 (Uniform law of large numbers)

Under Assumption 1, 2 and 3, it holds that

\[
\sup_{(Q, \{P_t\})_{t=1}^N} \left[ H^Y_E(Q, \{P_t\}) - \mathbb{E} \left[ H^Y_E(Q, \{P_t\}) \right] \right] \overset{a.s.}{\to} 0,
\]

as \( M \to \infty \).

Proof. It is clear that \( H^Y_E(Q, \{P_t\}) \) is continuous with respect to \( \{Y^i_0\}_{i=1}^N \) and therefore it is a measurable function of \( \{Y^i_0\}_{i=1}^N \) for each \( Q \) and \( \{P_t\} \). On the other hand, Assumption 2 implies that \( \mathbb{E}[\|x_i\|^2] < \infty \) for \( i = 1, \ldots, M \) [37, cf. the proof of Theorem 4.1]. By Assumption 1, we have \( \mathbb{E}[\|y_i^j\|^2] < \infty \). Since \( x_i^j \) is independent of \( v_i^j \), and since \( E[v_i^j] = 0 \), it follows that

\[
\mathbb{E}[\|y_i^j\|^2] = \mathbb{E}[(x_i^j + v_i^j)(x_i^j + v_i^j)] = \mathbb{E}[\|x_i^j\|^2] + \mathbb{E}[\|v_i^j\|^2] < \infty.
\]

In addition, from Lemma 4.1, we know that there exists constants \( \{\varphi_i\}_{i=1}^N \) such that for all \( (Q, \{P_t\})_{t=1}^N \in \mathcal{D}(\varphi) \) we have that \( \|P_t\|_F \leq \varphi_i \). Using the form of (26a) given in (30), by the Cauchy-Schwarz and the triangular inequality it therefore holds that

\[
H^Y_S(Q, \{P_t\}) = -\text{tr}(P_t y_i^j y_i^j^T) + \text{tr}(P_N y_N y_N^T) + \sum_{t=1}^{N-1} \text{tr}(Q y_t y_t^T)
\]

\[
+ \text{tr}(P_t \Sigma) - \text{tr}(P_N \Sigma) - (N - 1) \text{tr}(Q \Sigma)
\]

\[
\leq |y_i^T P_t y_i| + |y_N^T P_N y_N| + \sum_{t=1}^{N-1} |y_t^T Q y_t|
\]

\[
+ |\text{tr}(P_t \Sigma)| + |\text{tr}(P_N \Sigma)| + (N - 1) |\text{tr}(Q \Sigma)|
\]

\[
\leq \|y_i\|^2 \|P_t\|_F + \|y_N\|^2 \|P_N\|_F + \sum_{t=1}^{N-1} \|y_t\|^2 \|Q\|_F
\]

\[
+ \|P_t\|_F \|\Sigma\|_F + \|P_N\|_F \|\Sigma\|_F + (N - 1) \|Q\|_F \|\Sigma\|_F
\]

\[
\leq \varphi_i (\|y_i\|^2 + \|\Sigma\|_F) + \varphi_N (\|y_N\|^2 + \|\Sigma\|_F)
\]

\[
+ \varphi \sum_{t=1}^{N-1} (\|y_t\|^2 + \|\Sigma\|_F) := d(\{y_i\}),
\]

and it is clear that \( \mathbb{E}[d(\{y_i\})] < \infty \) since \( \mathbb{E}[\|y_i\|^2] < \infty \).

Therefore, by [12, Thm. 2] the result follows.

We are now ready to prove the main result of this section.

Theorem 4.1 (Statistical consistency) Suppose that \( (Q_M, \{P^*_t\})_{t=1}^N \) is an optimal solution to (31) when observing \( M \) agents. Then \( Q_M \overset{P}{\rightarrow} Q \) as \( M \to \infty \), where \( Q \) is the true parameter used in the objective function of “forward” problem (23).

Proof. The theorem is proved by showing that all the conditions of [33, Thm. 5.7] are satisfied. To this end, the first condition follows from Lemma 4.2, since convergence a.s. implies convergence in probability [15, Lem 3.2]. Next, the second condition holds since by Proposition 4.1 the optimal solution to (26) is unique, together with the fact that \( \mathcal{D} \) is compact (see [33, p. 46]). Therefore, all conditions in [33, Thm. 5.7] are satisfied, and the statement hence follows.

5 On numerical ill-conditioning

Proposition 2.1 shows that the model is globally identifiable, and Theorem 3.1 shows that the optimization problem (16) has a unique optimal solution at the “true” \( \bar{Q} \). Hence, in theory the latter can be recovered by solving the optimization problem. Nevertheless, recovering this optimal solution turns out to be numerically difficult, in particular for certain problem instances - this will be demonstrated with examples in Section 6. Here, we argue that this has to do with an intrinsic numerical
ill-conditioning of the inverse problem for these problem instances.

To this end, recall that Pontryagin’s Maximum Principle (PMP) gives a necessary and sufficient condition for optimality in the forward problem (1). Namely, \( \{x_t\}_{t=1}^N \) and \( \{u_t\}_{t=1}^{N-1} \) are the optimal trajectory and control signal of (1), respectively, if and only if there exists adjoint states \( \{\lambda_t\}_{t=2}^N \) such that

\[
\begin{align*}
\lambda_t &= A^T\lambda_{t+1} + Qx_t, \quad t = 2, \ldots, N - 1, \\
\lambda_N &= Qx_N, \\
u_t &= -B^T\lambda_{t+1}, \quad t = 1, \ldots, N - 1.
\end{align*}
\]  

(33a)–(33b)

Based on (33a)–(33b), we can write a linear system of equations for the adjoint variables of the ith agent, namely

\[
\begin{bmatrix}
I - A^T \\
I \\
\vdots \\
I - A^T \\
I
\end{bmatrix}
\begin{bmatrix}
\lambda_2 \\
\vdots \\
\lambda_N \\
\lambda_2 \\
\lambda_N
\end{bmatrix}
= (I \otimes Q)
\begin{bmatrix}
x_2 \\
\vdots \\
x_N \\
x_2 \\
x_N
\end{bmatrix}
=:\lambda^i \\
=:x^i_{2:N}.
\]

Solving this for the adjoint variables gives

\[
\lambda^i = \begin{bmatrix}
I & A^T (A^T)^2 & \cdots & (A^T)^{N-2} \\
I & A^T & \cdots & (A^T)^{N-3} \\
\vdots & \ddots & \ddots & \vdots \\
I & A^T & \cdots & I
\end{bmatrix}
(I \otimes Q)x^i_{2:N},
\]

and substituting the latter into (33c) we obtain

\[
\begin{bmatrix}
u_1^i \\
\vdots \\
u_{N-1}^i
\end{bmatrix}
=(I_{N-1} \otimes B^T)\lambda^i
\]

\[
B^T B^T A^T (A^T)^2 \cdots (A^T)^{N-2} \\
B^T B^T A^T \cdots B^T (A^T)^{N-3} \\
\vdots \\
B^T B^T A^T \\
B^T
\end{bmatrix}
(I_{N-1} \otimes Q)x^i_{2:N},
\]

\[
=:\sum_{\gamma} S_{2:}, \ldots, S_N \gamma = S(I_{N-1} \otimes \Gamma)
\]

(34)

where \( S := [S_2, \ldots, S_N] \), \( S_N := I_{m(N-1)}, S_{N-k} \in \mathbb{R}^{m(N-1) \times m(N-1)} \) is a block-matrix with identity matrices of size \( n \times n \) on the \( k \)th upper block-diagonal, and

\[
\Gamma := [(A)^{N-2}B \cdots B]^T
\]

Using (34) and the fact that

\[
x^i_t = [A^{t-2}B \cdots AB] [u^i_{t-1}, \ldots, u^i_1]^T + A^{t-1}x^i_1,
\]

we have

\[
x^i_{2:N} = \begin{bmatrix}
B & 0 & \cdots & 0 & 0 \\
AB & B & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
A^{N-1}B & A^{N-2}B & \cdots & AB & B
\end{bmatrix}
\begin{bmatrix}
A \\
A^2 \\
\vdots \\
A^{N-1}
\end{bmatrix}
+ u^i_t + A\lambda^i_t
\]

\[
=:\sum_{\gamma} S_{2:}, \ldots, S_N \gamma = S(I_{N-1} \otimes \Gamma)
\]

Since (1) has a unique solution, \( I_{(N-1)n} + \mathcal{F}(Q) \) is intrinsically invertible. Therefore, \( I_{(N-1)n} + \mathcal{F}(Q)^{-1}\tilde{A} \)

is another representation of the same model structure as \( \mathcal{M}(Q, \{\mathcal{P}_i\}_{i=1}^N) \), if the former is also combined with the permutation matrices \( \{\mathcal{P}_i\}_{i=2}^N \); for the sake of brevity we omit the details.

From above, it can be seen that the model structure is identifiable at \( \hat{Q} \) if and only if

\[
\mathcal{Y} := \{\text{Im}(\Delta Q) | \Delta Q \in \mathbb{S}_+ \cap \text{Ker}(\Gamma) = \{0\}\}
\]

(35)

Assuming that the system \( (A, B) \) is controllable implies that the controllability matrix

\[
\Gamma_n = [(A)^{n-1}B \cdots AB B]^T
\]

has full column-rank, and hence that \( \text{Ker}(\Gamma) = \{0\} \). The latter, in turn, means that (35) is fulfilled. Nevertheless, in practice, if \( \Gamma \) is ill-conditioned, the kernel of \( \Gamma \) can be “expanded” from a numerical perspective. In this case we can have \( \Gamma \Delta Q \approx 0 \) for some \( \Delta Q \) that is not close to zero, and the set \( \mathcal{Y} \) might numerically not be the singleton \( \{0\} \). Thus, it is possible that

\[
(I_{(N-1)n} + \mathcal{F}(Q + \Delta Q))^{-1}\tilde{A} \approx (I_{(N-1)n} + \mathcal{F}(Q))^{-1}\tilde{A}
\]

for some feasible \( \Delta Q \) that is not close to zero. Therefore, when the controllability matrix is ill-conditioned,
we might have very similar models that corresponds to very different $Q$’s. In general, we expect that it will be numerically challenging to recover the “true” $Q$ in these settings, regardless of which method is used. However, although it might be numerically difficult to recover $Q$ in these circumstances, the proof of Lemma 3.1 ensures that the control gains corresponding to $\bar{Q}$ in these circumstances, the proof of Lemma 3.1 ensures that the control gains corresponding to $Q + \Delta Q$ numerically coincides with the “true” control gain, which is sufficient for predicting the agents’ behaviors. Finally, a similar argument holds in the case of noisy observations.

6 Numerical experiments and discussions

In this section, we present a number of numerical experiments, performed on a number of different discrete-time systems, to illustrate the properties of the proposed algorithm. In particular, the discrete-time systems are all generated by sampling continuous-time systems $\dot{x} = Ax + Bu$ via $A = e^{A\Delta t}$ and $B = \int_0^{\Delta t} e^{\Delta t}dt \dot{B}$, where the sampling period $\Delta t = 0.05$.

All numerical examples are run on a MacBook Pro with Apple M1 eight-core CPU and 16GB of RAM. The solutions are obtained by implementing the optimization problems in Matlab using YALMIP [23] and solving them using MOSEK [3].

6.1 Noiseless case

In this experiment, the dimension of the system is set to $n = 3$, and $m = 1$. More specifically, we randomly generate system matrices $\hat{A} \in \mathbb{R}^{3 \times 3}$ and $\hat{B} \in \mathbb{R}^{3 \times 1}$ with entries drawn from a normal distribution with mean value zero and standard deviation one, i.e., with entries drawn from the distribution $\mathcal{N}(0,1)$. These are then sampled to generate discrete-time systems, as described above. Moreover, the “true ”$\bar{Q}$ is randomly generated as $\bar{Q} = GG^T$, where $G \in \mathbb{R}^{3 \times 3}$ with entries drawn from $\mathcal{N}(0,1)$. We let $\bar{Q} \in S_+^3(5)$: any randomly generated $\bar{Q}$ would be discarded if it does not belong to $S_+^3(5)$ and another random $\bar{Q}$ would be generated. In this way, 500 random triplets $(A, B, \bar{Q})$ are generated. For each such random triplet, we set the time horizon to $N = 20$ and generate $M = 15$ random starting points $x_1$. The latter are drawn from a uniform distribution on $[-10, 10] \times [-10, 10] \times [-10, 10]$. The forward problem (1) is solved for each starting point, and the noiseless data is then used to solve the optimization problem in (16), except that the cost function is scaled with $10^{-4}$ in order to give a better numerical scaling for the problem. While this does not change any analytic properties, the obtained optimal solutions were observed to have a smaller relative error in general. The results are presented in Fig. 1 and Fig. 2.

The lower plot in Fig. 1 illustrates the absolute value of the scaled objective function value at the theoretical optimal solution $(\hat{Q}, \{\hat{P}_t\})$, together with the absolute value of the difference between the objective function value at $(\bar{Q}, \{\bar{P}_t\})$ and at the solution $(Q_{\text{est}}, \{P_{\text{est}}\})$ obtained with the solver. As can be seen, the difference is in general several orders of magnitude smaller than the optimal value of the cost function, despite the fact that the obtained $Q_{\text{est}}$ is sometimes relatively far from $\bar{Q}$ (cf. upper plot in Fig. 1). This indicates that the cost function is “flat” in a region around the optimal solution, which makes the “true” $\bar{Q}$ hard to recover numerically with high accuracy. We believe that this is highly related to the fact that the controllability matrix is very ill-conditioned (the condition numbers of which varies from $2.899 \times 10^2$ to $7.439 \times 10^5$). Mitigation of this numerical difficulties is left for future work.

Nevertheless, as can be seen from Fig. 2, the corresponding control gain and closed loop system matrix are well-recovered, which serves the purpose of “predicting the agent’s behaviour”. In fact, the latter is in general recovered with better accuracy than the former. This indicates that for certain systems, a larger mismatch in $Q$ can still give small mismatches in the control gains and the closed-loop system matrices. Hence it is harder to identify $\bar{Q}$ numerically in these cases. Since the control gain and the closed-loop system are time-varying, the smallest and largest relative error over all time points are shown in Fig. 2.

The fact that the closed-loop system matrix in general seems to be better recovered than $\bar{Q}$ seems to indicate that the “flatness” of the cost function for certain problem instances is (at least partly) related to the discussion in Section 5. Namely, that for certain problem instances, substantially different $Q$’s can give rise to very similar closed-loop system matrices.

6.2 Noisy case

Next, we illustrate the statistical consistency of the method. This is done on a dynamical system which does not have a numerically ill-conditioned controllability Gramian. More specifically, the continuous-time dynamics is given by

$$\hat{A} = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}, \quad \hat{B} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix},$$

which is the kinematic dynamics of a point mass that moves on a two-dimensional plane. In fact, the condition number of the controllability Gramian for this dynamical system is 1. Moreover, with the corresponding discretized system matrices $(A, B)$, for any $\hat{Q} \succeq 0$ the forward problem (1) describes an agent that moves towards the origin. Hence, a group of homogeneous agents that are all governed by (1) is a model for the simplified setting of “non-interacting” agents moving towards
Fig. 1. The upper plots shows a (normalized) histogram of the relative error in the estimate $Q_{\text{est}}$ obtained with noiseless data, as described in Section 6.1. The lower plots shows the absolute value of the (scaled) globally optimal objective function value, as well as absolute value of the difference between the globally optimal objective function value and the objective function value in the obtained estimate.

A common goal at the origin. As mentioned in the introduction, in the future we intend to extend the work to interacting agents.

The “true” $\bar{Q}$ is generated as described in Section 6.1, and we set the time horizon to $N = 20$. We then generate 49953 random starting points $x_1$, drawn from a uniform distribution supported on $[-10, 10] \times [-10, 10]$. For each agent, the forward problem (1) is solved, and noise is added on the obtained optimal states (including the initial state). The additive noise is drawn from a multivariate zero-mean normal distribution with covariances matrix drawn from a Wishart distribution of degree 2, i.e., with the same number of degrees of freedom as the dimension of the state space. The Wishart distribution has a random covariance generated as $0.02GG^T$, where each element in $G \in \mathbb{R}^{2 \times 2}$ was drawn from $N(0, 1)$. The trajectories are then divided into groups of size $M = 3 + 50(k-1)$, for $k = 1, \ldots, 1000$, where each larger group contains all the trajectories of a smaller group. For the fixed triplet $(A, B, \bar{Q})$, the above process is repeated for 100 times so that, in total, we get 100 noisy data sets with a varying number of agents in each. Moreover, the signal-to-noise ratio (SNR) in the data sets varies between $29.2479$ and $29.3767$ dB.\(^2\) For each data set and each trajectory number $M$, which varies from 3 to 49953, the problem (31) is solved, using the corresponding cost function $H_S(Y, M)(Q, \{P_i\})|Y = Y$. That means that for each fixed $M$, we get one hundred estimates of $Q$, and from these one hundred estimates we calculate the mean and the standard deviation of the relative error $\|Q_{\text{est}} - \bar{Q}\|_F/\|\bar{Q}\|_F$. The result, as a function of $M$, are shown in Fig. 3.

From the upper plot in Fig. 3 we see that both the mean and the standard deviation of the relative error of the estimates decreases with increasing $M$, in line with the statistical consistency of the estimate as proved in Theorem 4.1. Moreover, in the log-log plot of the mean and the standard deviation of the estimates v.s. $M$, we can see that the relation is approximately linear. Fitting a log-linear model to the data, i.e., fitting an affine function to the logarithmic data, we get that Mean of relative error $\approx O(M^{-0.53})$ and Standard deviation of relative error $\approx O(M^{-0.51})$. The corresponding lines are also shown in Fig. 3. The orders are close to $-0.5$, and hence we suspect that the convergence rate is $O(M^{-0.5})$ and that $\sqrt{M}(Q_M - \bar{Q})$ is asymptotically normal, just like most M-estimators

SNR for all trajectories in that data set, where the SNR of a trajectory is computed as the sum of the squared norm of all states divided by the sum of the squared norm of all noise realizations.

---

\(^2\) The SNR in a data set is computed as the mean of the
such as maximum log-likelihood \[33, \text{p. 51}\]. Further analysis of this is left for future work.

Finally, from the lower plot in Fig. 3 we see that, as expected from Remark 3.3, the time to solve the corresponding optimization problem does not scale with the number of agents \(M\).

7 Conclusions

In this work we have considered the linear-quadratic inverse optimal control problem in discrete time and with finite time horizon, but where the observed homogeneous agents are indistinguishable. In the case of exact measurements of the states, we show that the true parameter \(\bar{Q}\) can be recovered as the unique globally optimal solution to a semidefinite programming problem. Moreover, the size of this convex optimization problem is independent of the number of agents observed, and the formulation is thus suitable also for scenarios with a large number of agents. Furthermore, in the case of noisy state observations the optimization problem is modified, and a statistically consistent estimator is obtained as the unique globally optimal solution to another semidefinite programming problem. However, from numerical simulations it seems that that for certain problem instances, different \(Q\)'s can give rise to similar close-loop system behaviour. An important open question is therefore if and how the numerical conditioning of the estimators can be improved.
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