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Abstract
The fast-growing amount of information on the Internet makes the research in automatic document summarization very urgent. It is an effective solution for information overload. Many approaches have been proposed based on different strategies, such as latent semantic analysis (LSA). However, LSA, when applied to document summarization, has some limitations which diminish its performance. In this work, we try to overcome these limitations by applying statistic and linear algebraic approaches combined with syntactic and semantic processing of text. First, the part of speech tagger is utilized to reduce the dimension of LSA. Then, the weight of the term in four adjacent sentences is added to the weighting schemes while calculating the input matrix to take into account the word order and the syntactic relations. In addition, a new LSA-based sentence selection algorithm is proposed, in which the term description is combined with sentence description for each topic which in turn makes the generated summary more informative and diverse. To ensure the effectiveness of the proposed LSA-based sentence selection algorithm, extensive experiment on Arabic and English are done. Four datasets are used to evaluate the new model, Linguistic Data Consortium (LDC) Arabic Newswire-a corpus, Essex Arabic Summaries Corpus (EASC), DUC2002, and Multilingual MSS 2015 dataset. Experimental results on the four datasets show the effectiveness of the proposed model on Arabic and English datasets. It performs comprehensively better compared to the state-of-the-art methods.
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1 Introduction
Information are playing an important role in everyone’s daily life. The rapid development of information technology improves the quantity and the complexity of information sources, especially that related to text documents [1] (e.g., scientific papers, blogs, books, portal news, opinion extraction, etc.) [2]. In this massive amount of information, it is very difficult to choose the relevant information that meets the needs of the user [3]. The search engine is required to perform a significant task to provide the user with a subset of the original data. Unfortunately, this subset is still substantial in size. The user still needs to go through each single item until he/she finds the information of his interest. This boring task makes automatic document summarization very urgent. The summary allows the user to decide whether a document is relevant to his/her interest, rather than reading the entire document [4]. In addition, other systems, such as news portals, search engines, intelligent gathering systems, question answering, can use summarization techniques to improve their efficiency and performance. The key point behind all these techniques is to find a representative subset of the original document such that the core essence of the document is contained in this subset from the semantic and conceptual standpoints [5]. Achieving this is very challenging because it is difficult to determine the quality of the summary, since it depends on several factors such as the user’s requirements, the user’s background, and the compression ratio among others. However, there is some success to tackle these problems where the scientists have been able to reach a level in which the machine is able to generate a human readable summary, especially for English documents. Unfortunately, Arabic document summarization is still receiving a little attention. Due to the lack of
Arabic open-source tools and resources (e.g., thesaurus, corpora, part of speech taggers, morphological analyzers, online dictionaries, etc.), there is a huge gap between the research work in English and Arabic [7]. Despite the promising results of English summarizers, there is still much work to be done before automatic summarizers catch up with human beings [6].

Recently, significant research efforts have been devoted to solve the documents summarization problem. Many approaches have been proposed ranging from statistical based algorithms to graph-based and machine learning algorithms [8]. Many of these systems address the summarization problem depending on the required application and the user’s needs [7]. There are two common types of automatic text summarization, extractive and abstractive. Extractive text summarization techniques perform text summarization by selecting the important sentences from the original text and combine them into a new shorter version according to some criteria [9]. The sentence selection process is usually based on linguistic, mathematical and statistical techniques. The extractive summary may not be coherent, but it delivers the main idea about the input text [10]. In contrast, abstractive text summarization techniques attempt to build an internal semantic representation of the original text and then create a summary closer a human-generated one. The state-of-the-art abstractive models are still quite weak, so most of the previous work has focused on the extractive summarization [11].

A fundamental requirement in any extractive summarization model is to identify the salient sentences that represent the key information mentioned in the document [12]. In text summarization problem, large feature sets are a challenge that should be handled for better performance. Therefore, utilizing feature reduction techniques are important for efficient representation of textual features. This concern has sparked a great interest in using latent semantic analysis (LSA) to solve the summarization problem.

LSA is a powerful unsupervised analytical tool. It is one of the most prominent learning algorithm in Information Retrieval tasks. It has the ability to reveal the unseen structure of words, among words, sentences or text through singular value decomposition (SVD). It also produces measures of word–word, word–document and document–document relations that are well correlated with several human cognitive phenomena involving association or semantic similarity. The performance of LSA-based summarization algorithms depends on the quality of the document representation [13] and the sentence selection algorithm. Earlier LSA-based document summarization approaches have some limitations. In this work, we try to overcome those limitations by improving the document’s representation and proposing a new sentence selection algorithm.

The main contribution of this work is a novel LSA-based approach for Arabic text summarization that can capture the latent semantic structure of a document to generate a coherent summary with a good diversity and coverage. The key difference to previous work is that our model addresses several issues that are not adequately modeled by the previously proposed models. First, LSA-based algorithms do not use information of word order, morphologies and syntactic relations. These kinds of information are necessary for finding out the semantic meaning of the text, so in the proposed approach, the adjacent weight is considered while building the input representation matrix which in turn helps to resolve the sparsity of the data. Second, LSA-based approaches suffer from the high dimensionality and vulnerability to noise; a POS tagger is used to tackle these issues. Finally, to ensure the informative and the diversity of the generated summary, a new selection algorithm is proposed. The new algorithm combines term description with sentence description for each topic to ensure that the candidate sentences are the best representation of the topic. The new selection algorithm differs from the previous ones in the fact that the three yield matrices of SVD \((U, \Sigma, V)\) are involved in the selection process. To our knowledge, we are the first one to use the three matrices for this purpose. Experimental results show that our model outperforms previous approaches by a significant margin for Arabic and English on the four datasets used in this work.

The rest of this paper is organized as follows: the related work is presented in Sect. 2. In Sect. 3, we describe in detail the proposed approach including the annotation details and the generation of the summary. Experiments, test collection, evaluation metrics and experimental results are presented in Sect. 4. Finally, we discuss the results and conclude in Sect. 5.

2 Related Work

Document summarization is one of the most difficult, though promising, application of natural language processing (NLP). The researchers have been striving to utilize any advancement in NLP to create a more efficient summary. Extractive summarization techniques are the most common ones, whose basic idea is to extract important sentences from text documents and then recombine them to form a summary [14]. Recently, several summarization models have been proposed. Some of them are based on LSA.

LSA-based document summarization approaches usually go through three main stages, Input Matrix Creation, SVD, and Sentence Selection. Almost all these approaches perform the first two phases of LSA algorithm in the same way. There is a bit difference in the weighting schemes used to fill out the input matrix. Another difference is in the way they select sentences for the summary, sentence selection algorithm. In this section, we briefly review the work higher relevant to the
study of this paper, including: LSA selection algorithms and the previous Arabic LSA-based approaches.

2.1 LSA Sentence Selection Algorithms

After building the input matrix \( A \) and calculating SVD, three matrices are yield, \( U \), \( \Sigma \) and \( V^T \). In \( V^T \) matrix, the columns represent the sentences and the rows represent the concepts. The row order shows the importance of the concepts, so the first row in \( V^T \) determines the most important one. The matrix cell values indicate how strong the relationship between sentences and concepts. Gong and Liu [15] have used the \( V^T \) to select the candidate sentences. They just simply chose one sentence for each row of the matrix. For example, the first chosen sentence is the one with the largest index value in the first row of \( V^T \), and the second sentence is the one with the largest index value in the second row of \( V^T \) and so on. Gong and Liu’s [15] method has some drawbacks. First, it assumed that the chosen concepts are in the same level of importance. If the summary compression rate is high, sentences from less important concepts are chosen. In contrast, important concepts might have sentences that are highly related to them, but they do not have the highest cell value, so choosing only one sentence for each concept might be not enough to represent that concept.

Steinberger and Jezek [16] tried to overcome the disadvantages of Gong and Liu algorithm [15]. In their approach, they let more that one sentence to be chosen for each important concept. For this purpose, they used both \( V^T \) and \( \Sigma \) matrices for sentence selection. Only concepts whose indexes are less than or equal to a predefined number are considered. They used the values of the singular matrix, \( \Sigma \), as a multiplication parameter to give more importance to the concepts that are highly related to the text. This model lacks a method of deciding how many LSA dimensions to include in the latent space, where they assumed that the dimension of the new space is given as a parameter to the algorithm by the user.

Murray et al. [17] follow the Gong and Liu approach [15], but they let more that one sentences to be chosen for each topic rather than selecting one. The number of the selected sentences per topic is determined by the percentage of the related singular value over the sum of all singular values in \( \Sigma \) matrix. The number of the selected sentences for each topic is learned from the data to some extent. One of the drawback of this method is that if there is a big difference between the current singular value and the next one, the topics whose singular values are less than the current one may not be included.

Ozsoy et al. [18] proposed a new approach for sentence selection called a cross-method. Their approach is an extension to the approach of Steinberger and Jezek [16]. They used \( V^T \) matrix for sentence selection purpose. A pre-processing step exists between the SVD and the sentence selection. The claimed aim of the pre-processing step is to remove the overall effect of the sentences that are related to the concept somehow, but not one of the most significant sentences for that concept. After pre-processing, they follow Steinberger and Jezek approach with some modification.

Another LSA-based summarization algorithm was proposed by Wang and Ma [19]. In which, they used the neighbor weight of the term in two neighbor sentences to the current sentence while building the input matrix. After applying SVD, they used the two matrices \( U \) and \( V^T \) to select sentences for the summary. Some of the shortage of this approach is the fact that it selects three sentences at most from each topic. This fixed number may be unreasonable especially for long documents, where an important topic may need more than three sentences to have a fair representation in the summary and the opposite for the less important topics, as we will discuss in Section 3.4.1.c.

Another LSA-based study was carried out by Shen et al. [20]. In which, they tried to capture the important contextual information for latent semantic modeling by proposing a latent semantic model based on the convolutional neural network with convolution-pooling structure, called the convolutional latent semantic model (CLSM). The CLSM first presents each word within its context to a low-dimensional continuous feature vector, which directly captures the contextual features at the word n-gram level. Then, the CLSM discovers and aggregates only the salient semantic concepts to form a sentence level feature vector. After that, the sentence level feature vector is further fed to a regular feed-forward neural network, which performs a nonlinear transformation, to extract high-level semantic information of the word sequence. However, this method was not basically proposed to solve document summarization problem.

As we discussed earlier in this section, the previous models have some disadvantages. The major weakness of the current LSA-based summarization approaches is the using of weighting schemes that mostly failed to produce a good document representation. In addition, there is a limitation of their sentence selection algorithms, as we will discuss further in Section 3.4.1.c.

2.2 Arabic LSA Models

The research on automatic English text summarization has started since more than 50 years ago, while studies of the Arabic language in this field began appearing only in the last decade [21]. Several approaches have been proposed ranging from surface level approaches to machine learning ones. However, most of these studies followed the numerical approach. In this section, we focus on the ones that are the most related to our work.

El-Haj et al [22] proposed a multi-document summarization model for Arabic and English. They used LSA to
measure the similarity between the extracted sentences to reduce the redundancy in the generated summary. The impact of Arabic text summarization on Arabic document clustering has been investigated by Froud et al. [23]. They used LSA to generate Arabic summaries, then they used those summaries to represent the document in Vector Space Model to enhance the Arabic document clustering. The experimental results of this study are related to text clustering, not summarization. Their experimental results show that text summarization improved the clustering process. However, in terms of purity values, unpromising results were obtained when applying the summarization process. Another previous studies was carried out by Ba-Alwi et al. [24]. In which, they investigate the impact of the Arabic word variations and the different weighting techniques on the performance of the Arabic LSA-based text summarization. While selecting the sentences for the summary, they used the same algorithm that was proposed by Wang and Ma [19]. One of the raised questions about the findings of the paper is that the ROUGE-2 scores are unbelievably high. In some cases, they are near to the ROUGE-1 scores. They did not give much details about the implementation and the evaluation settings. All the previous models used the existing sentence selection algorithms that discuss earlier in Sect. 2.1. This means that they inherit most of the drawbacks of those algorithms.

2.3 Arabic Natural Language Processing Challenges

Arabic has some similarity with other languages such as English; however, it also has its own characteristics that make Arabic NLP more sophisticated and challenging. There are many aspects that justify the slow progress in Arabic NLP tools, especially when it comes to text summarization [25]. First, Arabic complex morphology, both derivational and inflectional, makes it hard to do a morphological analysis [8]; since it may consist of prefixes, lemma and suffixes in different combinations. Second, word senses disambiguation in Arabic is very challenging. A word can have up to seven synonyms, each of which meaning depends on the context [26]. Third, borrowing is commonly used in Arabic, where a certain word can be borrowed to be used in a different context. This makes it difficult for a machine to sense the meaning. Another challenge is the fact that Arabic does not have orthographic representation of short vowels. In Arabic text, the diacritics are usually omitted, which makes it difficult to correctly tokenize and parse the text [27]. The absence of capitalization and the minimal punctuation is another issue that makes the identification of proper nouns, titles, abbreviations, and acronyms very hard. On the top of that, there is also a shortage of Arabic lexicons, corpora, machine-readable dictionaries, and Arabic gold standard summaries [21].

3 LSA-Based Approach for Document Summarization

In this work, a new LSA-based model is proposed. The enhanced LSA-based text summarization framework provides summaries with reasonable quality compared to the existing models. The model consists of four main steps: pre-processing, NLP tasks (stemming, finding the root and POS tagging), LSA implementation, and then generating the summary. The next section explains these stages in more details.

3.1 The Proposed Approach Phases

The document is preprocessed first, then analyzed and synthesized before the result, which is the summary, is generated. External tools have been used to aid in several tasks during the pre-processing and the analyzing stages, namely stem, root, POS tagger. Figure 1 shows the major stages and their subcomponents as implemented in the proposed model.

3.1.1 Pre-processing

The summarization process requires many pre-processing tasks before generating the summary. The most important one is removing stop words. Stop words refer to the most common words in a language which do not contribute meaning to determine the important content of the document. In this paper, a predefined list of stop words that contains 1377 words [28] is used.

3.1.2 Tokenizer and Sentences Splitter

Each document is decomposed into individual sentences; this decomposition is a source of ambiguity because punctuation is rarely used in Arabic texts and when it exists, it is not always critical to guide the decomposition. In addition, some words can mark the beginning of a new sentence (or proposition). For this purpose, two kinds of decomposition are used.

![Fig. 1 The proposed approach phases](image-url)
A morphological decomposition based on punctuation and decomposition based on the recognition of markers morpho-syntactic or functional words such as: or, and, but, when. However, these particles may play a role other than to separate phrases as shown in Fig. 2.

In this work, Arabic sentences split using punctuation marks that define the end of each sentence. A set of punctuation marks, including commas (,), semicolons (;), question marks (?), exclamation marks (!), colons (:), and periods (.), are selected to split the text into sentences. Words are split using the space. Sentences and word boundaries are detected with the help of python packages from the source sentences.

### 3.1.3 Natural Language Processing Tasks

As mentioned earlier, some NLP tasks have been applied over the corpus, parts of which are pre-processing. In the following sections, another two important NLP tools are used to enhance the output of the proposed model and investigate the impact of each of them in the final document representation. The motivation behind this investigation is the fact that most of the previous studies in Arabic NLP applications used the stemming like what is usually done in English. However, in Arabic, the stem and the root of a word are not always the same, so may be using stem while pre-processing Arabic text is not enough.

#### (1) Arabic word morphology

In Arabic, word derivation is represented in three concepts: root, pattern, and word form. The word forms, such as verbs, verbal nouns, agent nouns, etc., can be obtained from roots by applying derivational rules. Generally speaking, each pattern carries a meaning combined with the meaning inherited from the root, which in turn gives the target meaning of the lexical form [27]. According to the level of analysis, Arabic stemming algorithms can be categorized into root-based approach and stem-based approach. Root-based approach uses morphological analysis to extract the root of a given Arabic word; while Stem-based approach removes the most frequent suffixes and prefixes. Different approaches for Arabic stemming can be identified, such as manually constructed dictionaries, algorithmic light stemmer, and morphological analyzers. Al-Fedaghi and Al-Anzi [23] algorithms try to find the root of the word by matching the word with all possible patterns and affixes attached to it. In this paper, ISRI Arabic Stemmer in python NLTK is used to stem Arabic words. The algorithm for this stemmer is described in [29].

#### (2) POS Tagger

POS tagger is the process of identifying the parts of speech for each word in a text [30]. In this work, POS tagger proposed by Köprü [31] is applied over the input text. Tokenized words are annotated with POS tags that are used in subsequent stages. Where AD is an adjective, NN is a noun, AV is an adverb and VB is a verb. Only terms with NN* and VB* tags (nouns and verbs from any kind) are considered on the experiments that used POS.

### 3.1.4 Latent Semantic Analysis (LSA) for Document Summarization

Usually, there are three main steps for any LSA-based algorithm: creating the input matrix (sentence–term matrix), applying SVD to matrix and selecting the sentences for the summary.

#### (a) Input Matrix Creation

The input document is represented as an $m \times n$ matrix $(A)$. Each row in $A$ matrix represents a term and each column represents a sentence $A = [a_{ij} \ldots a_{nj}]$. The cell value $(a_{ij})$ represents the importance of the word. In this work, the entry $a_{ij}$ is obtained by multiplying a local weight $L(t_{ij})$ and global weight $G(t_{ij})$, then adding adjacent weight ($W_{adj}$). Equations (1) and (2) are used to calculate the weight of every cell in the input matrix $(A)$.

$$
L(t_{ij}) \times G(t_{ij}) + W_{2Adj}(t_{ij}) 
$$

(1)

$$
L(t_{ij}) \times G(t_{ij}) + W_{4Adj}(t_{ij}) 
$$

(2)

where $L(t_{ij})$ is the Local Weight for the $i$th term in the $j$th sentence, $G(t_{ij})$ is the Global Weight for the $i$th term in the whole document, and $W_{2Adj}(t_{ij}), W_{4Adj}(t_{ij})$ are the adjacent weights for the $i$th term in a window of two and four adjacent sentences to the $j$th sentence, respectively.

There are different weighting schemes to calculate the local weight, the global weight, and the adjacent weight for the $i$th term in the $j$th sentence. These approaches are as follows:

---

**Fig. 2** Samples of Arabic morpho-syntactic markers and functional words [23]
• **Local Weight**

There are four alternative strategies for calculating the local weight [32], as follows:

(a) **Binary Representation (BR):** If term \( t_i \) exists in sentence \( j \), \( L(t_{ij}) = 1 \), otherwise \( L(t_{ij}) = 0 \).

(b) **Term Frequency (TF):** \( L(t_{ij}) = t_{f_{ij}} \), where \( t_{f_{ij}} \) refers to the number of times that \( t_i \) term appears in sentence \( j \).

(c) **Augment weight (AW):** The augment weight is calculated by Eq. (3):

\[
L(t_{ij}) = 0.5 + 0.5 \times \left( \frac{t_{f_{ij}}}{t_{f_{max}}} \right)
\]

Where \( t_{f_{ij}} \) denotes the number of times that the \( i \)th term occurs in the \( j \)th sentence and \( t_{f_{max}} \) denotes to the frequency of the most frequent term in the \( j \)th sentence.

(d) **Logarithm Weight (LW):** The logarithm weight is calculated by Eq. (4):

\[
L(t_{ij}) = 1 + \log\left( t_{f_{ij}} \right)
\]

• **Global Weight**

Global Weight can be calculated using one of the following alternatives [19]:

(a) **No Global Weight (NG):** \( G(t_{ij}) = 1 \).

(b) **Inverse Sentence Frequency (ISF):**

\[
G(t_{ij}) = 1 + \log\left( \frac{n}{n_i} \right)
\]

where \( n_i \) is the number of sentences that contain the term \( t_i \) and \( n \) is the total number of sentences.

(c) **Entropy Frequency (EF):**

The Entropy Frequency is calculated by Eqs. (6) and (7):

\[
G(t_{ij}) = 1 + \sum P_{ij} \log\frac{P_{ij}}{\log n},
\]

where

\[
P_{ij} = \frac{t_{f_{ij}}}{g f_i}
\]

where \( t_{f_{ij}} \) refers to the number of times that the term \( t_i \) occurs in the \( j \)th sentence, \( n \) denotes the total number of sentences, and \( g f_i \) refers to the number of times that the term \( t_i \) appears in the entire document.

• **Adjacent Weight**

The weight of the term \( t_i \) in the adjacent sentences is considered during the calculating of the value of \( a_{ij} \) for \( t_i \) in the \( j \)th sentence. In this work, two kinds of adjacent weight are considered, near and far (Definition 1 & Definition 2), respectively. Before proceeding further, let us introduce some notations and definitions.

**Definition 1** For the input document (D) with \( n \) sentences and \( m \) terms, let \( D= (S_1, S_2, \ldots, S_n) \) and \( T_j = (t_{1j}, t_{2j}, \ldots, t_{mj}) \) where \( t_i \) (1 \( \leq i \leq m \)) refers to the \( i \)th term, and \( S_j \) (1 \( \leq j \leq n \)) refers to the \( j \)th sentence. Let \( L(t_{i,j-1}) \) and \( G(t_{i,j-1}) \) are the local weight and the global weight, respectively, for the term \( t_i \) in the left adjacent sentence. \( L(t_{i,j+1}) \) and \( G(t_{i,j+1}) \) are the local weight and the global weight, respectively, for the term \( t_i \) in the right adjacent sentence. For each \( t_i \) (1 \( \leq i \leq m \)), the two-adjacent weight for the term \( t_i \) in \( S_j \) is computed by Eq. (8):

\[
W_{2Adj}(t_{ij}) = \gamma [L(t_{i,j-1}) \times G(t_{i,j-1}) + L(t_{i,j+1}) \times G(t_{i,j+1})]
\]

where \( \gamma \) is a parameter with a range of value between 0 and 1.

**Definition 2** Let \( L(t_{i,j-2}), G(t_{i,j-2}), L(t_{i,j-1}) \) and \( G(t_{i,j-1}) \) are the local weight and the global weight, respectively, for the term \( t_i \) in two left adjacent sentences. \( L(t_{i,j+2}), G(t_{i,j+2}), L(t_{i,j+1}) \) and \( G(t_{i,j+1}) \) are the local and global weight, respectively, for the term \( t_i \) in two right adjacent sentences. For each \( t_i \) (1 \( \leq i \leq m \)), the four-adjacent weight for the term \( t_i \) in \( S_j \) is calculated by Eq. (9):

\[
W_{4Adj}(t_{ij}) = \gamma [0.5 \times L(t_{i,j-2}) \times G(t_{i,j-2}) + L(t_{i,j-1})
\times G(t_{i,j-1}) + L(t_{i,j+1}) \times G(t_{i,j+1}) + 0.5 \times L(t_{i,j+2}) \times G(t_{i,j+2})]
\]

**Remark 1** By experiment, we found that the important of the two adjacent weights are not the same, so we set the far adjacent weight \( (j \pm 2) \) to be equal to the half of the near \( (j \pm 1) \), as shown in Eq. (9):

**Remark 2** By experiment, the best value for \( \gamma \) is 0.5.

Adjoint Weight is added mainly by the following three notable considerations:

(1) There is a relationship between adjacent sentences which makes the topics more convincing.

(2) A pronoun and what it refers to usually appear in the adjacent sentences, so considering these relationship helps to resolve anaphora resolution.

(3) Adjacent weight scheme helps to resolve the issue of data sparsity.
(b) Singular Value Decomposition
Singular Value Decomposition SVD is an algebraic method that can identify the relationships between words and sentences [33].

**Theorem 1** Let \( A \) is an \( m \times n \) matrix in \( K \). Then there is a factorization, called a singular value decomposition of \( A \), of the form [34]:

\[
A = U \Sigma V^T
\]  
(10)

Where

- \( K \) is either the field of real numbers or the field of complex numbers.
- \( U \) is an \( m \times n \) unitary matrix,
- \( \Sigma \) is a diagonal \( n \times n \) matrix with nonnegative real numbers on the diagonal, and
- \( V \) is a \( n \times n \) unitary matrix over \( K \). \( V^T \) is the conjugate transpose of \( V \).

Once the term by sentence matrix \( (A) \) is constructed. We used `scipy.sparse.linalg` python library to apply SVD on the input matrix \( A \).

\( U, \Sigma \) and \( V^T \) are the three matrices mentioned in Theorem 1. \( U \) is an \( m \times n \) matrix which represents term by concept, \( \Sigma \) is an \( n \times n \) diagonal matrix with nonnegative real numbers on the diagonal which represent the scaling values. The magnitude of singular values in \( \Sigma \) suggests the degree of importance of the concepts. \( V^T \) is an \( n \times n \) real or complex unitary matrix which represents concept-by-sentence as shown in Eq. (10).

(c) The Proposed Algorithm for Sentence Selection
The output of SVD is used to select the candidate sentences for the summary. There are many algorithms to determine the summary sentences. These algorithms are explained in Sect. 2.1. In this work, a new algorithm for sentence selection is proposed. It is a refinement of the algorithm presented by Wang and Ma [19]. We called the algorithm “An enhanced LSA sentence selection algorithm,” shortly (ESS-LSA). In which many procedures are improved including the preprocessing of the input matrix \( A \). In addition, the three matrices \( (U, \Sigma, \text{and } V) \) are utilized to select the candidate sentences based on the following considerations:

1. In Wang and Ma [19] approach, there is a fixed number for the selected sentences for each topic, three sentences at most from each topic. In a very long document, the important topic may need to be represented by more than three sentences. If we take too few, we may lose topics which are important from a summarization point of view. In contrast, if we take too many, we end up including less important topics.

2. The proposed algorithm is based on the hypothesis that \( \Sigma \) matrix suggests the degree of importance of the concepts. The matrix \( (\Sigma) \) are used to determine the maximum number of sentences to be selected for each topic (concept) by getting the percentage of the related singular value over the summation of all singular values. In the algorithm, we call this the sentence-topic threshold \( (P_k) \), Definition 3. Before calculating the threshold, the singular values that are less than half of the largest singular value are set to zero, if any exists.

3. Using the root of the word is supposed to improve the performance of the algorithm by increasing the semantic similarity and reduce the dimension.

4. The weights of the term in four adjacent sentences, two sentences from the right and two from the left to the current sentence, are added to the weighting schemes that build the input matrix \( A \).

5. The algorithm proposed by Wang and Ma [19] depends on the hypothesis that the most representative sentences of the current concept should include the terms that best represent this concept, Proposition 2. As a result, if there is any noise in the input matrix, it will lead to select unimportant sentences. Under this concern, POS tagger is applied during the creation of the input matrix. The terms with NN* and VB* tags (nouns and verbs from any kind) are considered.

**Definition 3** Let \( E \) is the \( n \times n \) diagonal matrix of SVD which suggests the degree of importance of the concepts. Then, let \( k \) is the number of concepts that can be selected and \( N_k \) is the number of sentences for the \( k \)th topic. \( P_k \) is the sentence-topic thresholds as in Eq. (11):

\[
P_k = \frac{E[k, k]}{\sum_{i=1}^{n} E[i, i]} \times n
\]  
(11)

Before calculating the threshold \( (P_k) \) as in Definition 3, the singular values in \( E \) that are less than the minimum sigma value are set to zero. The aim of this is to remove the effect of the very low singular values. The minimum sigma value is calculated by Eq. (12):

\[
\text{MinSigmaValue} = \max (E) \times \alpha
\]  
(12)

where \( \alpha \) is a constant value. By experiment, the best value is 0.5 which mean that the minimum sigma value used in this work is equal the half of the largest singular value.

**Remark 3** To avoid confusion between the summation and singular value matrix \( \Sigma \) in Definition 3 and Algorithm 1, \( E \) is used instead of \( \Sigma \) to denote the singular values matrix.

**Proposition 1** A concept is represented by a few terms, and these terms must have the largest index values in
the corresponding left singular vector. The two forms of description of a concept are called concept-by-sentence and term-by-concept description. Each concept is treated as an independent topic.

**Proposition 2** The most representative sentences of the current concept should include the terms that best represent this concept. Therefore, each topic in the summary can be rebuilt by selecting sentences according to the important of the index values in the right singular vector until a few of most representative terms that have the largest index values in the left singular vector are fully included with \( P_k \) threshold of sentences from each topic.

The process of selecting sentences for the summary is explained in the following two subsections and the complete algorithm is shown in Algorithm 1.

- **Formulation.** Let \( D \) is a document with \( n \) sentences, and \( m \) terms. The maximum number of the candidate sentences is \( M \); let \( k \) is the number of concepts to be selected, while \( N_k \) is the number of sentences for the \( k \)th concept. The initial values for \( k \) and \( N_k \) are 1 and 0, respectively. Assume \( S \) contains the sentences of the summary and initialized to null.

- **Sentence Selection and Term Selection.**

The sentence selection algorithm contains the following steps:

1. Getting the sentence-topic threshold \( P_k \) by calculating the percentage of the related singular value over the summation of all singular values in the normalized \( E \) matrix, Definition 3.
2. While the number of sentences in the summary is less than \( M \), for the \( k \)th concept, we select the sentence that has the largest index value from the \( k \)th right singular vector \( v_k \).
3. Then, we get \( c \) that satisfies \( v_{k_c} = \max(v_{k}) \), add the \( c \)th sentence sent\(_c\) into \( S \) and remove the \( c \)th element \( v_{ic} \) for \( v_i \) (\( c \leq i \leq n \)). Next, update \( VT \) and increase \( N_k \).
4. Then, we select the top three largest index values from the three terms \( (u_{kp}, u_{kq}, u_{kr}) \) from the \( k \)th left singular vector \( U_k \), and set \( T = \text{term}_p, \text{term}_q, \text{term}_r \). Then, remove terms that appear in both sent\(_c\) and \( T \) from \( T \).
5. While \( T \) is not null, \( N_k \) is less than the sentence-topic threshold \( P_k \) and the number of sentences in the summary is less than \( M \), go to steps 2. otherwise set \( T \) to null and increase \( k \) and start selecting sentences for the next concept.

### 3.2 Algorithm Description and Complexity Analysis

The aim of the proposed algorithm is to select candidate sentences for the summary using the three matrices generated by SVD. The complexity depends on the execution time of the innermost loop in Algorithm 1 (line 17–25). That loop basically selects sentences for the summary. It is executed every time we need to add a new candidate sentence to the summary set. Taking a closer look at Algorithm 1 reveals that line 2–5 are only used for calculating the maximum number of the selected sentences for each topic by getting the percentage of the related singular value over the summation of all singular values. The first step is to find the maximum singular value in \( E \) matrix. Second, this value is used to normalize the singular matrix by setting all the singular values less that the half of the maximum value to zero. Then the summation of all singular values is calculated. The time complexity for this is \( O(n) \). The execution of the innermost loop depends not only on \( P_k \) but also on whether there are still elements in \( T \) or not. We will limit our investigation to the worst case only, so the time complexity for this loop is \( O(P_k) \). Adding a sentence into the summary happens only once for each sentence, while the number of the selected sentences never exceeds \( M \). As we see, selecting the sentence happens once, whether in the outer loop or in the inner loop. That means the value of \(|S|\) is increasing for each repetition of the two loops. Therefore, the complexity depends on the execution time of the basic operation which is the selection of the candidate sentences for the summary. Selecting \( M \) sentences for the summary takes at most \( O(n) + O(P_k) + O(M) \), where \( O(n) \) is the execution time for the first loop in the algorithm, lines (2–5), \( O(P_k) \) is the execution time of the inner loop, lines (17–28) and \( O(M) \) is the execution time for the main loop, lines (8–31); hence, the overall time complexity of the algorithm is estimated as \( O(n) \).

Taking a close look at the previous algorithms, that we have mention in Sect. 2.1, [15–19], we find that they share the same basic operation despite their difference on the amount of calculations in each algorithm, but all of which have a complexity bound to \( O(n) \). It is the same complexity that our proposed algorithm has, but in our algorithm, the input size is much smaller. The pre-processing steps, the POS tagger, and using the root dramatically reduce the dimension of the input matrix and consequently the output of SVD. That enhances the performance of the proposed algorithms and decreases the time for processing, especially for a huge input.
4 Experiments and Results

For comparison, four datasets are used in this work for Arabic and English. The datasets are EASC, Arabic LDC, the well-known DUC2002 Single-Document Summarization dataset, and from Multilingual 2015 dataset, the experiment is carried out on Single-document Summarization (MSS) for English and Arabic. The focus of this study is proposing a new model for Arabic document summarization. The aim of using English datasets is to evaluate the proposed LSA-based selection algorithm in another language other than Arabic. The goal is to answer the following questions:

1. What is the optimal weighting scheme for creating the LSA input matrix?
2. What is the effect of using word morphology namely root, stem, and word?
   - Word: using all words-excluding stop words- as it is in the input without changes.
methods are used to evaluate the generated summaries: using the ROUGE Toolkit 1. ROUGE-1 and ROUGE-2 [38].

All the experiments described in this work were evaluated with human judgment for each generated summary for Arabic LDC.

1 ROUGE-1.5.5 with options -c 95 -m -n 2 -x.

For each document, several combinations of models are used, each combination is a separate experiment as shown in Table 1:

| The experiment | Explanation |
|----------------|-------------|
| RAWEF2ADJ      | Root & (AW) * (EF) + (W2Adj(tij)) |
| RAWEF4ADJ      | Root & (AW) * (EF) + (W4Adj(tij)) |
| RAWEFPPOS2ADJ  | Root & POS & (AW) * (EF) + (W2Adj(tij)) |
| RAWEFPPOS4ADJ  | Root & POS & (AW) * (EF) + (W4Adj(tij)) |
| RAWISF4ADJ     | Root & (AW) * (ISF) + (W4Adj(tij)) |
| RAWISFPOS4ADJ  | Root & POS & (AW) * (ISF) + (W4Adj(tij)) |
| RBREF2ADJ      | Root & (BR) * (EF) + (W2Adj(tij)) |
| RBREF4ADJ      | Root & (BR) * (EF) + (W4Adj(tij)) |
| RBREFPPOS2ADJ  | Root & POS & (BR) * (EF) + (W2Adj(tij)) |
| RBREFPPOS4ADJ  | Root & POS & (BR) * (EF) + (W4Adj(tij)) |
| RLFWEF4ADJ     | Root & (LW) * (EF) + (W4Adj(tij)) |
| RLFWEFPOS4ADJ  | Root & POS & (LW) * (EF) + (W4Adj(tij)) |
| SAEWF4ADJ      | Stem & (AW) * (EF) + (W4Adj(tij)) |
| SAEWFPOS4ADJ   | Stem & POS & (AW) * (EF) + (W4Adj(tij)) |
| WAWEF4ADJ      | Original Word & (AW) * (EF) + (W4Adj(tij)) |

Table 1: The experiments abbreviation and explanation (the abbreviations are explained in section)

Remark 4  To ensure that the recall-only evaluation will be unbiased to length, the option “-l 100” is used in ROUGE to truncate longer summaries in DUC2002. For MSS 2015 dataset, output summaries are truncated to the size of the articles’ human summaries.

4.1 Arabic Document Summarization

The Arabic test collection for the proposed approaches involve two datasets. The first one is delivered by the Linguistic Data Consortium (LDC) at the University City of PENN USA. Arabic LDC dataset includes two Arabic collections, Arabic GIGAWORD and Arabic NEWSWIRE-a corpus. It contains 100 documents categorized into 5 reference sets; each contains 20 documents about the same topic. In this work, five documents are randomly chosen from each set at a total of 25 document. For each document, fifteen summaries are generated. Since there are golden/reference summaries, automatic techniques are used for evaluating summaries. However, we choose to evaluate the output summaries using human judgments to have another way of evaluation for the generated summaries despite the expensiveness and time-consuming of the manual evaluation. A total of 50 Arabic specialists from different backgrounds participated in the evaluation. Each participant was given a document with three summaries, one generated using root, the second using stem and the third using word. The summaries were handed to the participants in a random order. Each participant was asked to read the document and its summaries and then to evaluate each summary based on the TAC Responsiveness Metric consisting of...
Content and Readability/Fluency measures [22]. The possible judgments, their scores, and the interpretations are given in Table 2.

The results obtained from the distributed questionnaires for the three kinds of models (Table 3, Fig. 3) show that the ranks and scores for the system that used root are comparatively better than the others two that used stem and word. The mean of scores are 3, 1.4 and 0.67 for root, stem and word, respectively. This was expected since using the root increases the semantic similarity between sentences.

### 4.1.2 Automatic Evaluation

The using of ROUGE as an automatic evaluation method on LDC Arabic Newswire-a dataset needs a reference or a model summary. As a part of the questionnaire, we asked more than 50 Arabic specialists to manually summarize the documents. Then those summaries are used as golden summaries. The respondents were asked to read and summarize a given document using the same words that exist in the original text by writing what they considered to be the most significant in the document. They were instructed to write no more than 30% of the original document. As a result, five summaries were created for each document in the collection. Each of the summaries for a given document were generated by five different Arabic specialists. The other three datasets have their own golden summaries.

### 4.1.3 Results and Discussion

To answer the experimental questions, raised in beginning of Sect. 4, ROUGE-1, ROUGE-2 are applied on the output of every experiment on LDC Arabic Newswire-a dataset with five different reference (Model), summaries written manually by humans. Moreover, the same experiments are implemented on the other dataset, EASC. The generated summaries are compared with the human-generated summaries in this dataset. As we discussed in Sect. 4 and Table 1, fifteen-combinations are used, each combination is a separate experiment.

From the obtained results, we can make the following observations that answer the experiment questions:

i. As shown in Table 4, it has been observed that the method that used root has the highest score among the other two, which used word and stem. Using the root of a word increases the semantic similarity between sentences and increases the value of Term Frequency ($tf$) through the document. This will consider all different styles of the word which have the same root as one term. This step increases the weight of the semantic feature in the sentence and gives better performance. This reveals one of the characteristics of Arabic where the stem and the root of a word are not always the same, so may be using the stem while pre-processing Arabic text is not enough.

ii. Figure 4 and Table 5 show that the best combination of weighting schemes is the combination Augment weight (AW) * Entropy Frequency (EF), it performs better than the other combinations on both datasets. The possible reason is that Augment weight and Entropy Frequency have more normalized formulas.

iii. Adding the adjacent weight to the weighting schemes has improved the performance of almost all the combinations. Figure 4 show that the using of $W_{4Adj}(t_{ij})$ in the weighting schemes for the input matrix outperforms the one using $W_{2Adj}(t_{ij})$. Considering the weights of the term in four adjacent sentences ($W_{4Adj}(t_{ij})$) played

### Table 2 Evaluation Scale source interpretations

| Evaluation | Score | Interpretation                                      |
|------------|-------|-----------------------------------------------------|
| V. Poor    | 0     | The summary is not related to the document at all   |
| Poor       | 1     | The core meaning of the document is missing         |
| Fair       | 2     | The user is somehow satisfied with the summary, but he/she expects more |
| Good       | 3     | The summary is readable and it carries the main idea of the document |
| V. Good    | 4     | The summary is very readable and focuses more on the core meaning of the document. The user is totally satisfied with the summary |

### Table 3 Human evaluation scores for the proposed approaches

| Method | Scores | Mean |
|--------|--------|------|
|        | 0      | 1    | 2    | 3    | 4    |
| V. Poor| 0.00   | 0.00 | 0.25 | 0.50 | 0.25 |
| Poor   | 0.25   | 0.25 | 0.33 | 0.17 | 0.00 |
| Fair   | 0.50   | 0.33 | 0.17 | 0.00 | 0.00 |
| Good   | 0.50   | 0.33 | 0.17 | 0.00 | 0.00 |
| V. Good| 0.50   | 0.33 | 0.17 | 0.00 | 0.00 |

The bold value shows the highest scores, among the numbers in those tables.

To answer the experimental questions, raised in beginning of Sect. 4, ROUGE-1, ROUGE-2 are applied on the output of every experiment on LDC Arabic Newswire-a dataset with five different reference (Model), summaries written manually by humans. Moreover, the same experiments are implemented on the other dataset, EASC. The generated summaries are compared with the human-generated summaries in this dataset. As we discussed in Sect. 4 and Table 1, fifteen-combinations are used, each combination is a separate experiment.

From the obtained results, we can make the following observations that answer the experiment questions:

i. As shown in Table 4, it has been observed that the method that used root has the highest score among the other two, which used word and stem. Using the root of a word increases the semantic similarity between sentences and increases the value of Term Frequency ($tf$) through the document. This will consider all different styles of the word which have the same root as one term. This step increases the weight of the semantic feature in the sentence and gives better performance. This reveals one of the characteristics of Arabic where the stem and the root of a word are not always the same, so may be using the stem while pre-processing Arabic text is not enough.

ii. Figure 4 and Table 5 show that the best combination of weighting schemes is the combination Augment weight (AW) * Entropy Frequency (EF), it performs better than the other combinations on both datasets. The possible reason is that Augment weight and Entropy Frequency have more normalized formulas.

iii. Adding the adjacent weight to the weighting schemes has improved the performance of almost all the combinations. Figure 4 show that the using of $W_{4Adj}(t_{ij})$ in the weighting schemes for the input matrix outperforms the one using $W_{2Adj}(t_{ij})$. Considering the weights of the term in four adjacent sentences ($W_{4Adj}(t_{ij})$) played
an important role in the performance of all the proposed models, since the using of $W_{4Adj}(t_{ij})$ resolves the issue of data sparsity and utilizes the syntactic relations.

iv. With POS tagging, almost all the models acquire an improvement. The using of POS tagger has enhanced the performance of LSA, where it achieved better results than the models that do not used POS as shown in Fig. 5. Applying POS tagger to the input text decreases the noise and tackles the high dimensionality of LSA.

v. Furthermore, the results of all the experiments conducted in this work, Table 5, assert that the model that uses the root of the word with POS tagging, Augment weight (AW) * Entropy Frequency (EF) + Adjacent weight ($W_{4Adj}(t_{ij})$) as a weighting scheme is the best model. It largely outperforms all other models applied to the Arabic test collection.

vi. Finally, Fig. 6 shows that the performance of the proposed models on the two datasets, Arabic LDC and EASC, leads to the same conclusion.

### 4.2 English Document Summarization

#### 4.2.1 Dataset

The proposed LSA-based algorithm also applied to English documents on the well-known dataset, DUC2002. The main goal is to evaluate the performance of the proposed LSA-Based sentence selection algorithm on other languages other than Arabic. In this experiment, the POS tagger for English is not used. DUC2002 dataset contains 567 news articles made available during the DUC 2002 evaluations, and the corre-

| Model              | Rouge-1  | Rouge-2  |
|--------------------|----------|----------|
| ROOT(RAWEFPOS4ADJ) | 0.6175   | 0.3336   |
| STEM(SAWEFPOS4ADJ) | 0.5028   | 0.2811   |
| WORD(WAWEFPOS4ADJ) | 0.3564   | 0.1482   |

The bold values show the highest scores, among the numbers in those tables
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**Fig. 4** The effect of the four-adjacent weight on the performance compared to two-adjacent weight on Arabic LDC

| Model              | ROUGE-1  | ROUGE-2  |
|--------------------|----------|----------|
| RAWEF4ADJ          | 0.4142   | 0.2107   |
| RAWEFPOS2ADJ       | 0.5620   | 0.2771   |
| RAWEFPOS4ADJ       | 0.6175   | 0.3336   |
| RAWISF4ADJ         | 0.4160   | 0.2313   |
| RAWISFPOS4ADJ      | 0.3861   | 0.2102   |
| RBREF2ADJ          | 0.1749   | 0.0244   |
| RBREF4ADJ          | 0.3993   | 0.2069   |
| RBREFPOS2ADJ       | 0.3031   | 0.1737   |
| RBREFPOS4ADJ       | 0.4039   | 0.2101   |
| RLWEF4ADJ          | 0.3031   | 0.1251   |
| RLWEFPOS4ADJ       | 0.3876   | 0.2041   |
| SAWEF4ADJ          | 0.3727   | 0.1415   |
| SAWEFPOS4ADJ       | 0.5028   | 0.2811   |
| WAWEFPOS4ADJ       | 0.3564   | 0.1482   |

The bold values show the highest scores, among the numbers in those tables

![Fig. 5](image.png)

**Fig. 5** The effect of using POS on the performance of models on Arabic LDC
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**Fig. 6** The performance comparison of different weighting schemes on the two datasets in the terms of ROUGE-1
Table 6  The ROUGE scores for English on DUC2002

| Model              | ROUGE-1 | ROUGE-2 |
|--------------------|---------|---------|
| LEAD-3             | 0.436   | 0.210   |
| DUC-best           | 0.498   | 0.252   |
| Steinberger2004 [16] | 0.433   | 0.180   |
| Wang2013 [19]     | 0.472   | 0.261   |
| Ours(RAWEF4ADJ)   | 0.500   | 0.241   |

The bold values show the highest scores, among the numbers in those tables.

4.2.2 Baselines

For comparison, several baselines are used on DUC 2002. First, the leading sentences (Lead-3) is used as a baseline. It simply produces the leading three sentences of the document as the summary. Second, the BEST scores on DUC2002 is reported. Third, the proposed approach is compared with the approach proposed by Wang and Ma [19]. In addition, the popular LSA-Based Summarization approach proposed by Steinberger and Jezek [16] is implemented and used as a baseline on this dataset for English.

4.2.3 Results and Discussion

As shown in Table 6, the proposed model outperforms the baselines on DUC2002 in the term of ROUGE-1, but it couldn’t beat DUC-best and [19] in the term of ROUGE-2. The possible reason is that ROUGE-2 tends to score grammatically rather than contents [41]. In addition, the authors of the paper [19] didn’t give details about the ROUGE toolkit options that they used to evaluate their model. The good ROUGE-1 result returns to the fact that the proposed method combines the term description with the sentence description for each topic which enhances the informativeness and the diversity of the generated summary.

4.3 Arabic/English Document Summarization

4.3.1 Dataset

To check the effectiveness of the proposed method on Arabic and English languages, Multilingual 2015 Single-document Summarization (MSS) [42] task is used. MSS 2015 task was to generate single-document summaries for some selected Wikipedia articles with at least one out of 38 languages defined by organizers of the task. For each one of the 38 languages, there are 30 documents. In this work, the proposed method is evaluated using two languages, Arabic and English. ROUGE-1 and ROUGE-2 are adopted for evaluation in this experiment.

Table 7  ROUGE scores for Arabic and English on MultiLing2015 dataset

| Model               | English   | Arabic   |
|---------------------|-----------|----------|
|                     | ROUGE-1   | ROUGE-2  | ROUGE-1   | ROUGE-2  |
| Worst               | 0.3717    | 0.0993   | 0.5266    | 0.1765   |
| Best                | 0.5038    | 0.1412   | 0.5741    | 0.2064   |
| Ours(RAWEF4ADJ)     | 0.5159    | 0.1441   | 0.5759    | 0.2258   |

The bold values show the highest scores, among the numbers in those tables.

4.3.2 Baselines

The baselines used for comparison on Multiling MSS 2015 are the BEST and The WORST scores obtained by the 23 participating systems on this dataset for Arabic and English.

4.3.3 Results and Discussion

From the results in Table 7, it is worth mentioning the following notes. First, it can be observed that our proposed approach (RAWEF4ADJ) achieves better performance on MSS 2015 with respect to the worst and the best scores on this dataset, except ROUGE-2 on English. The good results assert the effectiveness of using the adjacent weight in the weighting schemes and adopting the sentence-topic threshold which enables the selection of variable number of sentences for each topic based on singular values in $\Sigma$ matrix.

5 Conclusion and Future Work

In this paper, an in-depth case analysis is performed on the capacity of the proposed models, through which the effect of the word morphology, weighting schemes, POS tagger, the adjacent weight and the sentence selection algorithm are clearly demonstrated. From the obtained result one can infer that combining all these criteria gives better performance compared to individual criteria and other models individually. The experimental results show that our approach has...
very promising results and it significantly outperforms many state-of-the-art methods. Those results assert the great ability of LSA algorithm to capture the semantic representation of the document. However, there is a space for further enhancement by improving the weighting schemes of the LSA input matrix. We believe that using word embedding, namely word2vec or GloVe, for this purpose is interesting to try.
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A Appendix

Table 8 Summaries of the document in LDC Arabic Newsware-a dataset using the proposed model(RAWEFPOS4ADJ)

| Original Document | Golden Summary | The system Summary |
|-------------------|----------------|-------------------|
| شهدت القدس بمناسبة حلول العام 2000، احتفالات دينية أتىت في جبل الزيتون واحتفالات شعبية تخللها إطلاق ألعاب نارية في سما MSD | شهدت القدس بمناسبة حلول العام 2000، احتفالات دينية أتىت في جبل الزيتون واحتفالات شعبية تخللها إطلاق ألعاب نارية في سما MSD | وقد شارك حوالي ألفي شخص بينهم كمال ورجلين كانوا يحتفلون بالذكرى الألفية الثانية لميلاد المسيح. وقد جاءوا للاحتفال على سفح جبل الزيتون مقابل سور البلدة القديمة. وقد قاموا بزيارتين وسط تراث كلاً من أساطير العربية. وبناءً على التوصيات الأكسيرية المشردة للمحاولة على عطلة السبت، أنتم عدد من الأحتفالات التي كان من المقرر تنظيمها في القدس بمناسبة إنتهاء القرن العشرين. ولم تبق السلطات سوى على تحقيق إحداها في مرسوم اللائحة في نزل للشباب المسيحيين. واستقبلت الابيض من جهتنا العام 2000 بفرح وعنب الأحراح الموسيقية وصرخات الفرح في شوارع المدينة التي غضت بالمحتالين. |

The system Summary

And Table 8 summaries of the document in LDC Arabic Newsware-a dataset using the proposed model (RAWEFPOS4ADJ).
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