Representation of the 2016 Korean Heatwave in the Unified Model Global NWP Forecasts: The Impact of Remotely Forced Model Errors and Atmosphere-Ocean Coupling
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Abstract: This study investigates the effects of atmosphere-ocean coupling for medium-range forecasts by using coupled numerical weather prediction (NWP) experiments based on the unified model (UM) on a case study of the 2016 heatwave over the Korean Peninsula. Atmospheric nudging experiments were carried out to determine the key regions which may have large impacts on the forecasts of the heat wave. The results of the nudging experiments suggest that key forcing from the Mongolia region gives the largest impact to this case by causing a transport of warm air from the northwest part of Korea. Moreover, the Pacific region shows an important role in the global circulation in nudging experiments. Results from the atmosphere-ocean coupled model show no clear benefit for the extreme heat wave temperatures in this case. In addition, more model development seems to be needed to improve the representation of sea surface temperature (SST) in some key areas. Nevertheless, it is confirmed that the atmosphere-ocean coupled simulation produces a better representation of aspects of the large-scale flow such as the blocking high over the Kamchatka Peninsula, the high pressure system in the northwest Pacific and Hadley circulation. The results presented in this study show that atmosphere-ocean coupling can be an important way to improve the deterministic model forecasts as the lead time increases beyond a few days.
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1. Introduction

Extreme weather events are an area of increasing concern due to their high impacts on human society and the environment and due to the likelihood that they may change in a future climate. Therefore, forecasting extreme weather events in a timely way and with the right magnitude is clearly important for decision makers across many sectors. The Bulletin of the American Meteorological Society (BAMS) produces annual assessments of extreme weather events around the world placing them in the context of the wider climate and their impacts. The seamless prediction from weather to climate has been suggested by many as a means of reflecting the interacting processes operating continuously from weather to climate, and relevant studies of extreme weather using a wide range of prediction scales are actively performed in the international meteorological society [1–3]. For a long time, numerical weather prediction (NWP) systems have been based on atmosphere-only configurations with sea surface temperatures (SSTs) fixed to the initial time or varying only as initial anomalies.
persisted on a climatological seasonal cycle. It is known that systematic biases caused by mean state drift affect forecast performance. In order to overcome the potential limitations of atmosphere-only configured models, climate modeling has been developed by using coupled atmosphere ocean models for many years. The advantage of a unified weather and climate modeling system is that the effects of atmosphere-ocean interactions can be relatively easily evaluated in coupled models run at NWP timescales. Moreover, as supercomputer technology develops, it is possible to produce longer forecasts up to 15 days ahead for global deterministic models and provide opportunities to study the impacts of atmosphere-ocean coupling on extended medium-range forecasts.

Most operational global NWP models are atmosphere models coupled to the land surface but without the fully coupled effects of the dynamic ocean. As forecast lead times extend beyond a few days, systematic model biases begin to grow on larger spatial scales and generate difficulties in producing quantitative forecasts, generating substantial forecast errors in operational medium-range forecasts [4]. This is because these models do not reflect the interaction between atmosphere and ocean but use prescribed sea surface temperatures (SSTs). There are several studies that demonstrate the beneficial effects of coupled models for medium-range forecasts [5,6]. For instance, coupling simulations on NWP timescales have positive impacts on forecast skill for key phenomena such as Madden-Julian oscillation (MJO) [7–11]. In summer, the variation of SST such as cooling caused by strong wind-induced mixing influences heat flux over the ocean when tropical cyclones exist and reduces biases of track and intensity in the global coupled NWP model [12–15]. In winter, another study shows the coupled model can improve heavy snowfall simulation since SST is simulated warmer, which is more realistic. It leads to a larger supply of moisture and heat fluxes, inducing convection formation for heavy snowfall in the coastal region in the east part of Korea [16]. These studies support the consideration of atmosphere-ocean interaction in the NWP model becoming more important as the forecast time increases.

In this study we picked a heat wave case which appeared over the Korean Peninsula in August 2016 to investigate its predictability in the medium range and to explore key mechanisms in its formation and duration, including the possible effects of atmosphere-ocean coupling in the medium-range NWP forecast. The heat wave episode in August 2016 over Korea was strong and lasted for a long time (16.7 days), which broke the previous record high temperatures of 1973 [17]. According to Yeh et al. [18], the heat wave episode in August 2016 has different features compared to previous heat wave events that have typically occurred over Korea. Warm air from anomalous high pressure systems over Mongolia impacts the Korean Peninsula (Figure 1a, b), whereas adiabatic warming due to the positive geopotential height over Korea is dominant in previous heat wave events [19–21]. In addition, an anomalous high over the Kamchatka Peninsula induced by strong convection over the western-to-central subtropical Pacific area (Figure 1c) acts as a blocking high, which helps to maintain the heat wave for a long time.

Figure 1.
Since the heat wave episode in 2016 lasted for a long time, the predictability in the medium range is important. In relation to this, Ham and Na [24] investigated whether positive SST anomalies in the south sea of Korea, associated with positive geopotential height anomalies, induced warm temperature advection and less cloud amount and increased the solar radiation over Korea in the summer of 2016. In particular, they showed that this interactive response appears distinctly from a weekly timescale, reflecting that atmosphere-ocean coupling has the potential to improve medium- to extended-range forecasts.

To figure out forecast impacts on medium-range forecasts, we perform atmosphere-ocean coupled NWP simulations for our heat wave case. Before this, we investigate forecast errors of the operational global NWP model of the UK Met Office (UKMO) at that time (uncoupled to the ocean model) and explore key areas which mainly induce forecast error over the Korean Peninsula by using an atmospheric nudging technique. This technique is a useful diagnostic tool to figure out the origin of forecast error [25–28]. Then, we compare the coupled simulation results to assess whether they represent key features which the atmosphere-only simulation missed. The impact of improved model configuration using ocean coupling is thought to enhance forecast skill with potential predictability in longer timescales and also reduce model biases. Even though both are not clearly separated but mixed, this study examines both model bias and predictability responses, driven by ocean coupling.

This article introduces a description of the models and methods in Section 2 and continues with diagnostics of the operational unified model (UM) performance, and results of the coupled NWP simulations are presented in Section 3 and discussion and conclusions in Section 4.

2. Methods, Model Description and Experimental Setup

In this study, the Met Office’s unified model (MetUM) in atmosphere only and global coupled NWP models are used to investigate the effects of atmosphere-ocean coupling. We use Global Atmosphere 6.1 and Global Land 6.1 (GA6.1/GL6.1) scientific configurations [29] for the control experiment, which is consistent with the same configuration of the operational NWP system of the UKMO in 2016. For the coupled NWP model, we use the Global Climate 2.0 (GC2) [30] configuration with the nucleus for European modelling of the oceans (NEMO) dynamical ocean model [31] for the SST prediction and the Los Alamos sea ice model (CICE) [32] to predict the extent and depth of sea ice. Atmosphere/land configurations in the coupled simulation are the same as the control experiment. More details of the coupled NWP model are described in Hewitt et al. [33].
Two hindcast experiments are performed to examine the impact of atmosphere-ocean coupling. The control experiment (CTL) is the global atmosphere model, in which atmosphere and land are coupled. The coupled NWP experiment (CP) applies the effects of ocean sea ice coupling to the CTL experiment using an OASIS3 [34] coupler with the GC2 coupled science configuration. Both experiments involved multiple hindcasts, which initialized at every 00 UTC and simulated for up to 15 days for the whole of August 2016, including the heat wave target period (11–25 August). The atmosphere and land surface are initialized from operational analyses for both experiments. For the CP experiment, the ocean and sea ice fields are initialized from Met Office Ocean Forecast analysis and variables for ocean (i.e., SST, current, salinity, ice, snow etc.) to reflect the coupled NWP. The horizontal resolution of the atmosphere for both experiments is N768 (17 km in mid-latitudes). The vertical resolution of soil levels is 4 (0.1, 0.25, 0.65 and 2.0 m), and those of the atmosphere are set to 70 levels (with a top at 70 km) in both experiments. In the CP experiment, ocean levels are set to 75 levels (with a 1 m top level) and sea ice thickness categories are set to 5 (0 m, 0.6 m, 1.4 m, 2.4 m and 3.6 m). The ocean resolution of the CP experiment is 0.25° on a tri-polar grid.

To evaluate the potential remote forcing of forecast error sources over Korea from the control experiment, four nudging experiments are performed (Table 1). To evaluate forecast error source from the control experiment, four nudging experiments are performed as shown in Table 1. In the nudging code in the UM [35], the change in variable \( \Delta X \) is given by

\[
X = F(X) + G(X_{\text{analysis}} - X_{\text{model}})
\]

where \( F(X) \) is the rate of change in the variable due to all other factors, \( X_{\text{analysis}} \) is the value of the nudged variable in the analyses, \( X_{\text{model}} \) is the value of the variable in the model and \( G \) is a relaxation parameter (6 h in this study). In this study, MetUM analysis [36] datasets are used to nudge towards the model forecast. UM analysis is datasets which are produced from the model background with a data assimilation process. Thus, it could be considered that nudged simulation is updated to a realistic field every 6 h as the forecast goes by. The dynamical prognostic variables adjusted by nudging are potential temperature (\( \theta \)), zonal wind (\( u \)) and meridional wind (\( v \)). These variables are nudged on full model vertical levels at six-hourly intervals. We performed all nudging experiments at N216 (60 km in mid-latitudes) horizontal resolution to reduce computational resources since the CTL experiment reproduces a similar pattern of large-scale errors with the reduced resolution of N216 (not shown).

| Table 1. Description of nudging experiments. |
|---------------------------------------------|
| **Experiment Name** | **Nudged Area** | **Description** |
| GL | 0° E–360° E, 90° S–90° N | Full global area |
| MO | 90° E–120° E, 35° N–50° N | Mongolia |
| PA | 120° E–150° E, 10° N–30° N | Western subtropical Pacific |
| WE | 40° E–80° E, 53° N–73° N | Western Eurasia |
| KP | 150° E–175° E, 40° N–65° N | Kamchatka Peninsula |

In order to evaluate our experiments, we use the MetUM analysis for most of the atmospheric fields. Most results of each experiment are compared during 11–25 August 2016 when the heat wave phenomena hit the Korean Peninsula.

3. Results

This section outlines the performance of the CTL simulation in reproducing the heat wave both in terms of extreme temperatures and large-scale atmospheric circulation (Section 3.1), examines the remote forcing or forecast errors through the nudging technique (Section 3.2) and finally explores the role of atmosphere-ocean coupling in reproducing the heat wave (Section 3.3).
3.1. Diagnostic of Control Simulation

In order to investigate changes in the performance of the NWP model, spatial patterns of the variables in a 7-day forecast are examined in Figure 2, averaged over the heat wave period of 11–25 August 2016. The CTL experiment does not catch the strong high over the Kamchatka Peninsula, Western Eurasia, East China and Mongolia (Figure 2a), and consequently overestimates horizontal winds at 200 hPa due to the failure to capture blocking over the Kamchatka Peninsula (Figure 2c). In addition, the CTL simulation underestimates the 500 hPa geopotential height in the northwestern Pacific area, south of Japan at 25° N. During the simulation period, six typhoons occurred in this northwestern Pacific region and the CTL experiment simulates typhoons stronger than the analysis, which is consistent with the negative bias in the time-mean at 500 hPa geopotential height \[6,12\]. For outgoing longwave radiation (OLR), the CTL experiment produces stronger convection (negative error in OLR) over the western-central Pacific region and east of the Philippines (Figure 2d), which is also pointed out by Yeh et al. \[18\] as a remote trigger region for blocking over the Kamchatka Peninsula. It is also shown that the CTL simulation produces a stronger Hadley circulation compared to the analysis (Figure 3). This is related to the excessive convection and diabatic heating over some of the oceanic areas shown in Figure 2d.
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**Figure 2.** Biases for the 7-day forecast averaged during heat wave period (11–25 August 2016) for (a) 500 hPa geopotential height (m), (b) daily maximum temperature at 1.5 m (K), (c) 200 hPa horizontal wind (m/s) and (d) OLR (Wm\(^{-2}\)). Biases are against Met Office’s unified model (MetUM) analysis and boxed areas in (a) represent areas for nudged experiments described in Section 2.

From the features 500 hPa geopotential height, 200 hPa horizontal wind and OLR, we can guess that the CTL experiment does not simulate the Korean heat wave well because it does not forecast features of important areas that Yeh et al. \[18\] pointed out—the Kamchatka peninsula, Mongolia and the west subtropical Pacific. As seen in Figure 2b, the CTL simulation produces cold biases of up to \(-3\) K to \(-5\) K over the whole area of South Korea. Therefore, we choose four areas in Table 1, marked in Figure 2a, for forecast error sources and a nudging experiment is performed.
We compared the forecasting skill between the different lead time simulations in key areas of Table 1. For the target period, the daily maximum temperatures for short-range forecasts (up to 4 days) are very close to the analysis in daily tendencies although cold biases appear over Korea (Figure 4a). However, the agreement in daily tendency reduces as the forecast lead time becomes longer. The forecast for the high pressure shows good skill in the timescale shorter than 4 days. As the forecast lead time increases to 7 days, high pressures over the Kamchatka Peninsula, Mongolia and the west subtropical Pacific are underestimated (Figure 4b–d). In addition, there is a big temperature drop on 20th August in the CTL experiment at the 7-day forecast. It is remarkable that a big drop of geopotential height over the Kamchatka Peninsula appears 2 days before the cold bias occurs (Figure 4b). A similar pattern is shown over the west subtropical Pacific as well, although the magnitude of the change is small compared to the Kamchatka Peninsula (Figure 4d). While the cold bias grows over South Korea at the 7-day forecast, high pressure of 500 hPa geopotential height over Mongolia is also largely underestimated in the CTL simulation (Figure 4c). From this, we can infer that biases from these areas may contribute to the failure to forecast the heat wave over South Korea.

3.2. Nudged Simulation

In order to investigate the potential effect of each area on remotely forcing the cold biases over South Korea, the results of nudged experiments are shown in Figures 5 and 6 and Table 2. During the heat wave event period, there is high pressure over East China and warm advection-related flows toward Korea (Figure 5a). The CTL experiment (at N216 resolution) reproduces the cold biases over the Korean Peninsula and weak high pressure biases in south of Korea (Figure 5b). In the fully global nudged experiment, cold biases are largely reduced. This is because transport of warm air from the northwest of Korea is increased due to anti-cyclonic circulation induced by stronger high pressures in East China (Figure 5c). In addition to the global nudged experiment, Mongolia nudged (MO) and
Pacific nudged (PA) experiments also reproduce the observed high pressure over East China and reduced temperature bias (Figure 5d,e or Figure 6a). In particular, the MO experiment gives the largest impacts over the Korean Peninsula by reducing temperature biases. This is because temperature biases are reduced in Mongolia by the nudging effect, and the strength of the high pressure in Southeast China is also well represented (Figure 5d or Figure 6b). It is shown that the nudged experiment of the northwest Pacific region also reduces temperature biases over the Korean Peninsula (Figure 5e or Figure 6a). The reason that the PA experiment reduces cold biases over Korea is due to a stronger high pressure in East China induced by accurate reproducing of the low pressure in the south of Japan (Figure 5e or Figure 6b). The reduction of cold biases, however, is not large compared to the MO experiment because cold biases still exist north of Korea, hence transport of warm air does not occur in the PA experiment. In summary, to reduce the cold bias over Korea, an accurate forecast of the circulation northwest of Korea (i.e., Mongolia) is more important than the northwestern Pacific high in this case. All nudged experiments reduce biases for other variables around Korea (Table 2), however, nudged experiments for Western Eurasia and the Kamchatka Peninsula do not produce large impacts on heat wave phenomena (Figure 5f,g).
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**Figure 4.** (a) Time series of daily maximum temperature (°C) averaged over South Korea in the CTL experiment at each forecast day (day 1, day 4 and day 7) with the MetUM analysis (black). (b–d) are time series of 500 gph height averaged over (b) the Kamchatka Peninsula (40° N–65° N, 150° E–175° E) (c) Mongolia (35° N–50° N, 90° E–125° E) and (d) the northwest Pacific (10° N–30° N, 120° E–150° E) in the CTL experiment at each forecast day (day 1, day 4 and day 7) with the MetUM analysis (black). Numbers in the box are the root mean square error (RMSE) at each forecast lead time.

Although the PA experiment gives smaller impacts for the heat wave compared to the MO experiment, it is remarkable that the PA experiment represents Hadley circulation fairly well by producing opposite signals compared to the CTL experiment (Figure 3c or Figure 7f). When compared with the MO experiment, the PA experiment gives a large impact outside the nudged region (Figure 7e) as well as in the nudged area (Figure 7f), whereas the MO experiment gives smaller impacts outside the nudged area (Figure 7d). It implies that the Pacific region has an important role in global circulation.
Figure 5. (a) 500 hPa geopotential height (contour), 1000 hPa temperature (°C, shaded) and 850 hPa wind (vector) of ERA Interim reanalysis (ERAI), (b) 7-day forecasted 500 hPa geopotential height (contour, blue and red line represent positive and negative bias, respectively), biases for the 7-day forecasted 850 hPa wind (vector) and 1000 hPa temperature (shaded) in the CTL experiment. (c–g) Differences of 7-day forecasted 500 hPa geopotential height (contour), 850 hPa wind (vector) and 1000 hPa temperature (shaded) between each experiment and the CTL experiment. Biases are calculated with the MetUM analysis. All values are averaged during the heat wave period (11–25 August 2016).
Figure 6. Time series of the 7-day forecast maximum temperature (°C) in each nudged experiment averaged over (a) South Korea (34.9° N–38° N, 126.4° E–129.6° E) with the MetUM analysis (black line) and (b) 500 hPa geopotential height over Southwest China (25° N–35° N, 90° E–120° E) with the MetUM analysis (black line). Numbers in box mean averaged RMSE of each experiment.

Table 2. RMSE of 7-day forecasts of each nudged experiment for three variables. Values are averaged around Korea (25° N–50° N, 115° E–140° E).

| Variables                        | CTL   | GL    | MO     | PA     | WE    | KP    |
|----------------------------------|-------|-------|--------|--------|-------|-------|
| 500 hPa geopotential height (m)  | 31.16 | 3.97  | 19.99  | 18.49  | 26.97 | 30.73 |
| 200 hPa horizontal wind (m/s)    | 8.16  | 1.55  | 3.72   | 5.65   | 6.56  | 7.71  |
| Maximum temperature at 1.5 m (K) | 1.62  | 0.96  | 1.10   | 1.48   | 1.47  | 1.60  |

The key areas for the Korean heat wave identified in Yeh et al. [18] are well matched with the results of the nudged experiments and the identified forecast remote error sources. As a next step, we hypothesize that the coupled NWP simulation could potentially reduce biases of the CTL experiment if it captures the atmospheric patterns over the northwestern Pacific and Mongolia. In addition, the SST could also have a local effect on the heat wave. Since the CTL experiment does not simulate the SST during the forecast lead time when the SST anomaly is high around the Korean peninsula (Figure 1d), it could be another factor in the failure of predictions to fully capture the heat wave phenomena.
3.3. Impact of Atmosphere-Ocean Coupling

Coupled NWP simulations are carried out in an attempt to improve forecast skill for the above-mentioned key areas of the Korea heat wave forecast. Impacts of coupled NWP are compared with the CTL experiment, as shown in Figures 8 and 9. Figure 8 depicts the differences in each variable between the CP experiment and the CTL experiment averaged during the targeted heat wave period at 7-day forecast lead times onwards. Figure 9 shows comparisons between the CTL experiment and CP experiment at each forecast date, as in Figure 4. Except for some land areas in Figure 8a, differences between the CTL and the CP experiments are not large over land. The CP experiment does not show better performance for daily maximum temperature although it reduces the cold peak errors in the middle of the heat wave (20th or 21st August) compared to the CTL run (Figure 8a), whereas it reduces temperature biases from the CTL experiment in the oceanic area (Figure 8b vs. Figure 2b). These results are consistent with earlier results in that the CP simulation does not give significant improvement over the key region of Mongolia (Figure 8a or Figure 9c). Although reductions of errors in Mongolia are not visible in the 7-day forecast, the CP experiment gives better scores in Mongolia during the
early-mid stage of the heat wave and cold biases are decreased during this period in the 10-day forecast (Figure 9a,c). On the other hand, differences between the CTL and the CP experiment are small when the earlier forecast lead time is before day 1 (not shown). This suggests that the influence of the ocean coupling takes time to impact on the circulation over land and is felt at later forecast ranges beyond week 1.
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**Figure 8.** Differences between averaged 7-day forecast CP and CTL experiments (CP-CTL) for (a) 500 hPa geopotential height (m), (b) daily maximum temperature at 1.5 m (K), (c) 200 hPa horizontal wind (m/s), (d) OLR (W/m²) and (e) zonal winds as in Figure 7. Averaging period is 11–25 August 2016.

Despite the neutral impacts for land areas at day 7, the CP experiment generally tends to produce a better forecast tendency than the CTL experiment in oceanic areas. Near the Kamchatka Peninsula, biases in the 7-day forecasts are reduced in the coupled simulation (Figure 8a) and improvement occurs especially during the early stage of the heat wave (11–13 August in Figure 9b). At the 7-day forecast range, more improvements occur in the CP experiment although there is a negative peak on the 17th of August. This means that the significance of air-sea coupling becomes important as the forecast lead time becomes longer [6,9,11,13,37].

In the subtropical west Pacific, a remarkable enhancement appears in the coupled simulation and impacts are larger as the forecast time increases (Figure 9d). Large reductions of errors in air-sea coupling simulation are mainly shown over oceanic areas in 200 hPa horizontal wind and OLR.
(Figure 8c,d and contrast with error structures in Figure 2c,d). For these variables, biases for 7-day forecasts of the coupled simulation are decreased, especially in the oceanic area, as shown by the opposite sign compared to those of the CTL experiment. In addition, strong Hadley circulation bias simulated in the CTL is reduced (Figure 8e compared to Figure 3c). This is similar to features in the PA nudged experiment. This means that impacts of atmosphere-ocean coupling give positive impacts to the global circulation field again via changes in convection and diabatic heating over tropical oceanic regions.

The positive impacts of coupling are confirmed in the RMSE changes of 500 hPa geopotential height, 200 hPa horizontal wind and OLR in the CP experiment of Figure 10. RMSE is reduced in the extended range forecast in the global scale and locally over East Asia as well. Reductions of RMSEs are generally larger over the ocean than land areas. According to Figure 10, the positive effects of the coupled NWP run are larger in atmospheric circulation than temperature. These results are consistent with Lea et al. [38], who described that improvement of large-scale dynamic fields (winds and pressure) appeared whereas temperature fields were degraded using the Hadley Centre Global Environment Model version 3 (HadGEM3) coupled forecast model.

Figure 9. (a) Time series of daily maximum temperature (°C) averaged over South Korea in the CTL (solid line) and the CP (dashed line) experiments at each forecast day (blue for day 7, red for day 10) with the MetUM analysis (black). (b–d) are time series of 500 gph height averaged over (b) the Kamchatka Peninsula (40° N–65° N, 150° E–175° E) (c) Mongolia (35° N–50° N, 90° E–125° E) and (d) the northwest Pacific (10° N–30° N, 120° E–150° E) in the CTL experiment (solid line) and the CP (dashed line) experiments at each forecast day (blue for day 7, red for day 10) with the MetUM analysis (black). Numbers in the box are the root mean square error (RMSE) at each forecast lead time.
A big difference between atmosphere-ocean coupling and uncoupled simulation is that SST is forecasted from the model rather than being fixed at values from the initialization time. SST is a typical variable which impacts directly from ocean to atmosphere. In the CTL experiment, there are cold biases in the south of the Bering Sea and warm biases in the Okhotsk Sea and northwest part of the Pacific for the 7-day forecast (Figure 13a). There are also significant biases along the Asian-Arctic coastline. SSTs reproduced by the CP experiment alleviate biases over the tropical Pacific region and higher latitude (including Bering Sea and Okhotsk Sea) (Figure 13b,c or Figure 11a). It shows the advantage of air-sea coupling processes in the NWP forecasts mentioned in previous studies. The evolution of SSTs in coupled and uncoupled forecasts (Figure 11a) clearly confirm that the CP experiment simulates a more realistic SST distribution in the Bering Sea region. In addition, a strong SST signal is associated with a stronger high pressure system over the Kamchatka peninsula in the CP experiment (Figure 8a or Figure 13a). These results reflect that a better SST condition in the CP simulation modulates meridional circulation and potentially reduces model drifts.

**Figure 10.** Differences of RMSE between the CP and the CTL experiments (CP-CTL) in (a) 500 hPa geopotential height (m), (b) daily maximum temperature at 1.5 m (K), (c) 200 hPa horizontal wind (m/s) and (d) OLR (W/m²) at each forecast lead time averaged over each area (northern hemisphere: 20° N–90° N, tropic: 20° S–20° N and East Asia: 25° N–70° N, 90° E–180° E, around Korea: 25° N–50° N, 115° E–140° E) during the targeted case period (11–25 August 2016). Contour (dashed) line means averaged value over ocean (land) area of each region. Negative values mean that the CP experiment reduces RMSE compared to the CTL experiment.

However, the CP experiment shows limited forecast performance in more local coastal regions. Excessive cold biases of SST appear around Korea as the forecast lead time increases (Figure 11b,c). Cooler SST in the CP experiment induces a decrease in surface heat fluxes (Figure 12e) and the PBL depth (not shown) over areas where cold biases appear (e.g., Figure 10 of Yamamoto and Hirose [39]). These local cold SST biases could impact the temperature of the Korean Peninsula.
Figure 11. Same as Figure 6, but for daily SST (°C) averaged over (a) Bering Sea (40°N–50°N, 155°E–180°E) (b) East Sea (32°N–40°N, 120°E–135°E) and (c) West Sea of Korea (32°N–40°N, 120°E–125°E). The black line represents OSTIA analysis and RMSEs are calculated using OSTIA. The reason of the shift at the 1-day forecast in the CTL experiment is that the CTL experiment uses the previous day’s SST value.
Figure 12. Differences between the CP and CTL experiment (CP minus CTL) for (a,d) SST (K), (b,e) heat budget (Wm-2) and (c,f) daily maximum temperature (K). (a–c) are averaged during 11–20 and (d–f) are averaged during 21–25 August 2016. All experiments are forecasted at 7 days before the targeted time. The heat budget is calculated by the sum of net downward longwave radiation flux, net downward shortwave radiation flux and latent and sensible heat fluxes.

Figure 13. Bias of SST (K) in the (a) CTL experiment and (b) CP experiment. (c) Differences of SST between the CP and the CTL experiment (CP minus CTL). Biases are calculated from the operational sea surface temperature and sea ice analysis (OSTIA) data [40]. Both experiments are 7-day forecasts and averaged during 11–25 August 2016.
In relation to this, Figure 9a shows that the 7-day forecasts of the CP experiment reproduce similar or better representation for maximum temperature over Korea until the 21th of August, whereas it produces cooler values after that. This can be related to extremely cold SSTs around Korea being produced in the CP experiment several days before the 21th of August (Figure 11b,c or Figure 12d). We compared mean fields of each experiment between 11–20 and 21–25 August, as shown in Figure 12. The colder local SST during 21–25 in the CP experiment (Figure 12a,d) reduces more heat fluxes to the atmosphere (Figure 12b,e). It enables increased cloud amount (not shown) and leads to increased cold biases in the daily maximum temperature (Figure 12c,f).

In summary, another factor which causes a failure of the heat wave predictions over the Korean Peninsula in the coupled simulations might be the cooler SSTs in the local coastal region surrounding Korea. Generally, coupled models have benefits by reproducing more realistic SSTs than uncoupled models [14,41–43]. In addition, the coupled NWP model represents better SSTs around Korea in other cases [43,44]. However, there is also a possibility that small fluctuation grows rapidly. Lea et al. [38] suggests future areas for improvement being the diurnal cycle of SST and river runoff. Regarding coastal regional performance such as around the Korean Peninsula, diurnal variations of temperature need to be investigated to figure out the effects of atmosphere-ocean coupling.

From these results, it can be inferred that more investigation and study about SST near the Korean Peninsula are needed to figure out the reasons for the overcooling in the coupled NWP model. Results of additional simulations not included in this paper show that if SSTs are represented correctly as observed, then daily maximum temperature biases over Korea could be further reduced.

Although the CP experiment does not fully capture the heat wave phenomena over the Korean Peninsula and overcooled SSTs appear near the Korean peninsula for this case, it does generally improve the overall forecast results in the East Asian and West Pacific regions by better capturing the synoptic scale features and the global-scale circulation. These results can support the necessity of reflecting the atmosphere-ocean coupling in medium-range forecasts.

4. Concluding Remarks

As the number of severe weather events which are difficult to predict are increasing, the accuracy of numerical forecast models which cover various timescales becomes more important. A NWP model based on atmosphere-only configurations has limitations in simulating interactive atmosphere-ocean processes potentially important at extended forecast ranges. Currently, including a coupled ocean into weather forecast models for NWP timescales can be difficult due to limited computing resources. However, coupling with the ocean and sea ice model, used for seasonal and longer time scales, is known to give benefits in medium range forecasts in NWP timescales [6,9,23,37,38]. Motivated by these previous studies, the effects of atmosphere-ocean coupling for an extreme heat wave over Korea during August 2016 are investigated using the MetUM coupled with the NWP model. The heat wave of 2016 lasted for about 16 days. A cold bias growing in operational medium-range forecasts made during the heat wave was an important issue in delivering advice on the heat wave duration and intensity.

Major regions affecting forecast skill during the heat wave episode were investigated using atmospheric nudging experiments. Results of the nudging simulations show that Mongolia and the northwestern Pacific area give large impacts on forecasts. These two experiments enhance high pressure systems over Southeast China and the Bering Sea (not shown). Having identified these key regions, the question was posed whether a coupled NWP simulation could improve these areas, in which case we might expect an improved heat wave forecast over the Korean Peninsula compared to the non-coupled model.

Results of coupled NWP runs do alleviate synoptic errors especially over the oceanic areas. Reduced systematic biases result in improving performance on longer timescales, as coupling effects are visible from day 7 onward. Coupling effects are also significant in high latitudes as well as the tropics. Systematic biases over the Kamchatka Peninsula are reduced. This is because atmosphere-ocean interaction improves the representation of the global circulation. The positive effect of the coupled run
is larger in atmospheric circulation than daily maximum temperature. The coupled simulation gives little benefits for extreme heat wave temperatures over the Korean Peninsula. Reducing model error over Mongolia in nudged runs gives the largest impact on the Korean heat wave. The Mongolian errors in the control run are not impacted in the coupled NWP model, whereas biases over the northwestern Pacific area are visibly reduced. Another factor in the coupled simulation that does not improve the Korean heat wave seems to be excessive cooling of the SST around the Korean Peninsula. This is an area requiring further investigation.

The impact of air-sea coupling on weather forecasting systems has shown positive benefits in other extreme weather cases (i.e., typhoon, MJO) using similar frameworks to this study [8,12,37,43]. Therefore, our results have confirmed skillful representation for the medium-range from coupling over the oceanic regions and for the large-scale atmospheric circulation (e.g., blocking high over the Kamchatka Peninsula, high pressure system in northwest Pacific and Hadley circulation). Meanwhile, some degradation in SST bias is found in the coastal region surrounding Korea from coupling the atmosphere to a dynamic ocean model. Including these issues, there are also still many topics to improve the skill of the coupled NWP model, i.e., developing data assimilation for coupled NWP to alleviate initialization shock [38,45] and using higher resolution models in both atmosphere and ocean to improve representation of extreme and hazardous weather [46].

This study supports the use of coupled NWP in medium-range forecasts by showing decreased systematic errors and skillful results due to reduced mean state drift. However, many more detailed and process-based case studies are needed to fully investigate the effects of coupled models at NWP timescales and promote further coupled model developments to enhance the forecast skill in the medium range.
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