Noncoherent Massive MIMO With Embedded One-Way Function Physical Layer Security

Yuma Katsuki, Member, IEEE, Giuseppe Thadeu Freitas de Abreu, Senior Member, IEEE, Koji Ishibashi, Senior Member, IEEE, and Naoki Ishikawa, Senior Member, IEEE

Abstract—We propose a novel physical layer security scheme that exploits an optimization method as a one-way function. The proposed scheme builds on nonsquare differential multiple-input multiple-output (MIMO), which is capable of noncoherent detection even in massive MIMO scenarios and thus resilient against risky pilot insertion and pilot contamination attacks. In contrast to conventional nonsquare differential MIMO schemes, which require space-time projection matrices designed via highly complex, discrete, and combinatorial optimization, the proposed scheme utilizes projection matrices constructed via low-complexity continuous optimization designed to maximize the coding gain of the system. Furthermore, using a secret key generated from the true randomness nature of the wireless channel as an initial value, the proposed continuous optimization-based projection matrix construction method becomes a one-way function, making the proposed scheme a physical layer secure differential MIMO system. An attack algorithm to challenge the proposed scheme is also devised, which demonstrates that the security level achieved improves as the number of transmit antennas increases, even in an environment where the eavesdropper can perfectly estimate channel coefficients and experience asymptotically large signal-to-noise ratios.

Index Terms—Multiple-input multiple-output (MIMO), physical layer security (PLS), differential space-time block codes, optimization, one-way function.

I. INTRODUCTION

PHYSICAL layer security (PLS) is an increasingly important research topic in wireless communications towards the post-quantum era. Considering that radio waves can propagate over long distances, and the ever-increasing demand for wireless-enabled, data-hungry and sensitive applications, an enormous amount of confidential information is exposed over the air. The current approach to secure such information is fundamentally reliant on encryption methods introduced at higher layers, which however can be vulnerable to emerging (in particular quantum) technologies. The classic asymmetric Rivest, Shamir, and Adleman (RSA) encryption method [2], for instance, relies on the complexity of prime factorization, which is threatened by Shor’s algorithm [3] in case a large-scale fault-tolerant quantum computer is employed.

It is known that noise has a deleterious effect on the accuracy of quantum circuits [4], which opens a gap between the theoretical capabilities of Shor’s algorithm and its practical performance of when implemented in real-world quantum computers [5]. While this challenge can win traditional cryptography some time, it is expected that such engineering hurdles will be gradually overcome [6].

In light of the above, the main idea of PLS is to exploit physical features of wireless channels [7], [8], [9], [10], [11], to design quantum resilient, and eventually quantum-proof (a.k.a post-quantum) security solutions. To cite a few examples, in [7], the randomness of extracted channel state information (CSI) in massive MIMO systems is used to construct linear precoding matrices that provide post-quantum security via large-scale beamforming and large constellation sizes. Similarly, in [8], security is incorporated into STBC schemes by translating random received signal strength indicators into phase rotations of transmit symbols, while in [9], the reciprocal phase of the channel between Alice and Bob is used as a seed for the legitimate pair to select the modulation they employed. In turn, in the chaos-based approaches of [10] and [11], a secret key is projected onto a space-time codeword and onto a time-varying unitary matrix, respectively.

All of these schemes have two security-enhancing components incorporated, namely, the possibility of frequent updates of channel-based keys, and the one-way projection which makes it difficult for an eavesdropper to estimate the key from the original transmit signals. The major drawback of the approaches is, however, the underlying assumption of perfect CSI (PCSI) knowledge [12], [13] by Alice and Bob, which implies frequent exchanges of pilot signals that in turn can be exploited by eavesdroppers to obtain precise CSI [14], [15].

In contrast, differential space-time modulation [16] does not require CSI estimation, such that the integration of the latter with the aforementioned approaches can be leveraged to reduce the risk of eavesdropping attacks in one-way function-
recently emerged [17], [18], [19], [20], which rely on \( \mathbf{M} \) symbols transmitted by \( \mathbf{M} \) nonsquare space-time projection matrices, with \( T < M \), to modulate \( M \) symbols, such that higher transmission rates can be achieved, with particular relevance in massive MIMO scenarios. In particular, it is shown in [18] that the nonsquare counterpart of the diagonal unitary coding (DUC) [21] achieves competitive performance, although it requires the solution of a highly-complex discrete optimization problem to be implemented, especially as the number of transmit antennas increases.

Against this background, we conceive a low-complexity but optimal optimization method for nonsquare differential massive MIMO coding. Based on this method, we then propose a PLS scheme that utilizes the optimization method as a one-way function, thus enabling asymmetric MIMO-based encryption exploiting features of the wireless channel. The contributions of the article can be summarized as follows:

- **We conceive a low-complexity but optimal construction method** for the square-to-nonsquare projection matrix. The conventional DUC-aided nonsquare coding requires a high complexity discrete optimization for unitary matrices. The corresponding time complexity increases exponentially with the number of transmit antennas and transmission rate, resulting in a challenge in open-loop massive MIMO scenarios. We generalize the square-to-nonsquare projection to enable continuous optimization. Then, we derive an objective function that is low-complexity despite achieving equivalent performance to the conventional counterpart, and demonstrate that the proposed scheme is optimal in terms of the coding gain and bit error rate.

- **We propose a novel concept that utilizes an optimization method as a one-way function.** To the best of the authors’ knowledge, this is the first attempt of that kind in the context of wireless PLS. We compare representative optimization methods in terms of time complexity and optimality, and identify a good optimization method that can reduce the optimization delay while maintaining a good performance. In terms of the information leakage and the secrecy rate, we show that the proposed scheme with a large number of transmit antennas is capable of achieving high security even under extreme conditions where the eavesdropper can estimate perfect channel coefficients and can ignore noise.

The remainder of the article is organized as follows. The system model assumed throughout the article is defined in Section II. The conventional nonsquare differential coding scheme is briefly reviewed in Section III. In Section IV, the new optimization method to design square-to-nonsquare projection matrices is proposed and shown to be both optimal and of low complexity. In Section V, the application of the new optimization method as PLS protocol is described, along with an attack algorithm to probe the efficacy of the proposed scheme. The security performance of the scheme is analyzed in Section VI, and finally, concluding remarks are offered in Section VII.

**II. System Model**

We assume that a legitimate transmitter Alice, equipped with \( M \) transmit antennas, communicates with a legitimate receiver Bob, equipped with \( N \) receive antennas, in the presence of eavesdropper Eve, also equipped with \( N \) receive antennas, but with unlimited computing capabilities, such that the received signal at Bob is given by

\[
\mathbf{Y}(i) = \mathbf{H}(i)\mathbf{S}(i) + \mathbf{V}(i) \in \mathbb{C}^{N \times T},
\]

where \( i \) denotes a transmission index, \( \mathbf{H}(i) \in \mathbb{C}^{N \times M} \) denotes the independent and identically distributed (i.i.d.) small-scale Rayleigh fading channel matrix such that \( h_{n,m} \sim \mathcal{CN}(0,1) \), \( \mathbf{S}(i) \in \mathbb{C}^{M \times T} \) denotes a space-time codeword, and \( \mathbf{V}(i) \in \mathbb{C}^{N \times T} \) denotes the i.i.d complex additive white Gaussian noise (AWGN) matrix such that \( v_{n,t} \sim \mathcal{CN}(0,\sigma_v^2) \), with \( 1 \leq n \leq N, 1 \leq m \leq M, 1 \leq t \leq T \) and the per-symbol signal-to-noise ratio (SNR) given \( 1/\sigma_v^2 \).

Similarly, the received signal at Eve is given by

\[
\mathbf{Y}_{\text{Eve}}(i) = \mathbf{H}_{\text{Eve}}(i)\mathbf{S}(i) + \mathbf{V}_{\text{Eve}}(i) \in \mathbb{C}^{N \times T},
\]

where \( \mathbf{H}_{\text{Eve}}(i) \) and \( \mathbf{V}_{\text{Eve}}(i) \) are analogous of their counterparts at Bob.

We remark that in the security performance evaluation, it will assume that Eve not only has perfect knowledge of \( \mathbf{H}_{\text{Eve}}(i) \) but also, in an ideal case, may be subject to an infinite SNR, i.e., \( \mathbf{V}_{\text{Eve}}(i) = 0 \).

**III. Conventional Nonsquare Differential Coding**

In this section, we briefly review conventional nonsquare-matrix-based differential space-time coding (N-DSTC) schemes, including specific construction methods for space-time codewords, encoding and decoding procedures. The design of the projection matrices \( \mathbf{E}_t \) is an integral part of the design of a given N-DSTC scheme, and can be considered a form of physical encryption applied over the space-time codewords. The design of these matrices will be revisited in detail later, and is at the core of our contribution.

**A. Space-Time Modulation: DUC and ADSM Methods**

N-DSTC [18] was proposed as a method to circumvent the requirement for perfect CSI estimation of classic coherent systems and to increase the transmission rate of square-matrix based DSTC [16], [21], [24], [25], which become particularly challenging in high-speed mobile and massive MIMO scenarios.

In N-DSTC schemes, \( B \) bits of information are mapped into a data matrix \( \mathbf{X}(i) \in \mathbb{C}^{M \times M} \) selected from a codebook of \( 2^B \) matrices. Among others, two space-time codebook construction methods are representative: a) the DUC method

\[1\]Notice that noncoherent massive MIMO schemes [22], [23] employ simple modulation techniques such as PAM and PSK, and thus differ from the N-DSTC scheme which uses a unitary matrix and its nonsquare projection.
of [21], and b) the algebraic differential spatial modulation (ADSM) scheme of [24].

In the DUC method [21], the $B$ input bits are mapped into the integers $b = 0, 1, \cdots, 2^B - 1$, and the corresponding unitary matrix is generated by

$$X(i) = \text{diag}\left[\exp\left(j\frac{2\pi b}{2^B}u_1\right), \cdots, \exp\left(j\frac{2\pi b}{2^B}u_M\right)\right], \quad (3)$$

where $j$ denotes the elementary imaginary number.

In this scheme, diversity is maximized by ensuring that the $M$ factors $u_m$ are designed to maximize the diversity product

$$P_{\text{max}} = \min_{b \in \{1, \cdots, 2^B - 1\}} \left| \prod_{m=1}^M \sin\left(\frac{\pi b u_m}{2^B}\right)^{\frac{1}{M}} \right|,$$  \quad (4)

while satisfying the condition $0 < u_1 \leq \cdots \leq u_M \leq 2^B / 2 \in \mathbb{Z}$.

Notice that the search space size of problem (4) can be calculated as $(2^{B-1}M - 1)$ such that for $M = 32, 64, 128$, and 256 transmit antennas, we have $(3M - 1)$ candidates to map $B = \log_2(M) + 2$ bits, which corresponds to $2 \times 10^{25}, 5 \times 10^{31}, 4 \times 10^{32}$, and $4 \times 10^{210}$ candidates, respectively, making problem (4) highly complex.

In turn, in the ADSM method [24], the $B$ input bits are partitioned into two sequences of length $B_1 = \log_2(M)$ and $B_2 = \log_2(L)$ bits, respectively, with the first $B_1$ bits used to select a specific dispersion matrix (DM) out of a codebook of DM matrices $A_m$ given by

$$A \triangleq \{A_1, \cdots, A_M\} = \{I_M, M, M^2, \cdots, M^{M-1}\}, \quad (5)$$

$$M \triangleq \begin{bmatrix} 0_{1 \times (M-1)} & \omega^{2\pi/L} & \cdots & \omega^{(M-1)2\pi/L} \end{bmatrix} \in \mathbb{C}^{M \times M}, \quad (6)$$

which implies that $A$ is a set of unitary matrices.

At each $i$-th transmission block, a given DM $A_m(i)$ is selected to encode the first $B_1$ bits, while the remaining $B_2$ bits are mapped to a symbol $s(i) \in S$, with $S$ denoting the $L$-PSK constellation, such that the following data matrix is generated

$$X(i) = s(i)A_m(i). \quad (7)$$

B. Nonsquare Differential Encoding

To elaborate, in the N-DSTC scheme, at the beginning of a transmission stream, the set of projection matrices $\{E_1, \cdots, E_{M/T}\}$ are transmitted. During this initial stage, the received symbol is expressed as

$$Y(i) = H(i)E_i + V(i), \quad (8)$$

for $1 \leq i \leq M/T$. Notice that this requires $M$ timeslots.

After the projection matrices are communicated to the receiver, and assuming a transmission frame of $W$ blocks, the subsequent data matrices $X(i)$ are differentially encoded as

$$S(i) = \begin{cases} I_M & \text{if } i = M/T, \text{ or } \\ S(i - 1)X(i) & \text{if } i > M/T, \end{cases} \quad (9)$$

mapped onto $M \times T$ nonsquare matrices via multiplication with the projection matrix $E_1$, and transmitted such that the corresponding received signal becomes

$$Y(i) = H(i)S(i)E_1 + V(i), \quad (10)$$

for $M/T < i \leq W$.

The ratio between the number of transmit antennas $M$ and the frame length $W$, i.e., $\eta \triangleq M/W$, is referred to as the reference insertion ratio. For the sake of performance assessment, we will set $\eta$ to 5%, such that $W = 20M$, but we remark that the performance of N-DSTC schemes remain robust in high-speed mobile scenarios [19] even with $\eta = 1\%$ and $\eta = 0.1\%$, which yield frames of length $W = 100M$ and $W = 1000M$, respectively.

C. Algebraic Construction of Nonsquare Projection Basis

The N-DSTC scheme relies on a basis of projection matrices $E_i \in \mathbb{C}^{M \times T}$, constructed to satisfy the constraints [18]:

- Power constraint: $\|E_i\|_F^2 = T$, \quad (11a)
- Normality: $E_i^HE_i = I_T$, \quad (11b)
- Orthogonality: $E_i^HE_{i'} = 0_T$, \quad (11c)
- Reconstructibility: $\sum_{i=1}^{M/T} E_iE_i^H = I_M$, \quad (11d)

for all $1 \leq i \neq i' \leq M/T$.

A strategy to obtain the projection matrix basis is to partition a unitary matrix $U_M \in \mathbb{C}^{M \times M}$, such that $E_i$ is given by the $(i-1)T$-th to the $iT$-th columns of $U_M$, that is

$$U_M = \begin{bmatrix} E_1 & E_2 & \cdots & E_{M/T} \end{bmatrix}. \quad (12)$$

In turn, in [18] it was proposed to construct the unitary matrix $U_M$ for a system with $M$ transmit antennas, and given a number $N_b$ of nonzero components in each column, as follows

$$U_M \triangleq \text{bdig} \begin{bmatrix} W_1 & \cdots & W_{M/N_b} \end{bmatrix} \in \mathbb{C}^{M \times M}, \quad (13)$$

with $W$ denoting the discrete Fourier transform matrix

$$W = \frac{1}{\sqrt{N_b}} \begin{bmatrix} 1 & 1 & \cdots & 1 \\ \omega & \omega^2 & \cdots & \omega^{N_b-1} \\ \vdots & \vdots & \ddots & \vdots \\ \omega^{N_b-1} & \cdots & \omega^{(N_b-1)(N_b-1)} \end{bmatrix} \in \mathbb{C}^{N_b \times N_b}, \quad (14)$$

where $\omega \triangleq \exp(-2\pi j/N_b)$.

Notice that $E_1$ becomes more sparse as $N_b \rightarrow 1$, and denser as $N_b \rightarrow M$. Also, since $M/N_b$ has to be an integer, we shall set $N_b = 1, 2, 2^2, \cdots, 2^\log_2(M) = M$ in this paper.

D. Noncoherent ML Detection

In light of the design described above, a simple (if suboptimal) noncoherent N-DSTC receiver is [18]

$$\hat{X}(i) = \arg\min_{\hat{X}} \|Y(i) - \hat{Y}(i - 1)XE_1\|_F^2, \quad (15)$$

where the key component $\hat{Y}(i)$ is defined by

$$\hat{Y}(i) = \begin{cases} \sum_{k=1}^{M/T} Y(k)E_k^H & \text{for } i = M/T, \\ Y(i)E_1^{(i-\alpha)} + \hat{Y}(i - 1)\hat{X}(i)E^{(\alpha)} & \text{for } i > M/T, \end{cases} \quad (16)$$
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while the constant matrices $E^{(a)}$ and $E^{(1-a)}$ are defined as
\[
E^{(a)} = \alpha(i)E_i E_i^H + \sum_{k=2}^{M/T} E_k E_k^H, \quad (17a)
\]
\[
E^{(1-a)} = (1 - \alpha(i))E_i^H. \quad (17b)
\]
In equations (17a) and (17b), $\alpha(i)$ is a forgetting factor that determines the ratio of $Y(i)$ and $\hat{Y}(i-1)$ added together, which can be updated via the closed-form expression [19]
\[
\alpha(i) = \min(\max(\alpha_v(i), 0.01), 0.99), \quad (18)
\]
with the adaptive forgetting factor $\alpha_v(i)$ changed depending on the SNR and the difference between $\mathbf{H}(i)$ and $\mathbf{H}(i-1)$ [19], and $\mathbf{D}(i) \triangleq Y(i) - \hat{Y}(i-1)\hat{\mathbf{X}}(i)\mathbf{E}_1$.

IV. PROPOSED NONSQUARE CODING

Despite various interesting features, there are a few aspects of the conventional N-DSTC schemes that can be improved. One of such aspects is that the projection matrix $\mathbf{E}_1$ is not designed specifically for the mapping approach utilized, e.g. DUC or ADSM, and another is the fact that constructing the matrices $\mathbf{E}_2, \cdots, \mathbf{E}_{M/T}$ satisfying the constraints (11a) to (11d) can become cumbersome in massive MIMO settings.

In this section, we therefore improve upon the conventional N-DSTC schemes in two ways. Firstly, an optimal method to construct $\mathbf{E}_1$ in which its nonzero elements are generalized to complex numbers is proposed. The minimum conditions to achieve the performance upper bound are also described. Secondly, a novel N-DSTC scheme that relies only on $\mathbf{E}_1$ is designed, which eliminates the need of constructing the matrices $\mathbf{E}_2, \cdots, \mathbf{E}_{M/T}$, reducing the overall complexity of the scheme.

Notice that these two improvements make room for the contribution introduced thereafter, by enabling the construction of $\mathbf{E}_1$ to be revisited in the context of one-way function designs for asymmetric PLS systems.

A. Projection Matrix Design via Continuous Optimization

For starters, let us analyze the performance of N-DSTC when $\mathbf{E}_1$ satisfies only the transmit power constraint of equation (11a), and identify the minimum condition under which the maximum performance is achieved. To that end, first consider the simplest when $(N_b, T) = (M, 1)$. In this case, $\mathbf{E}_1 \in \mathbb{C}^{M \times 1}$ is a vector, which for the sake of clarity is denoted $\mathbf{e}_1 \in \mathbb{C}^{M \times 1}$. When $\mathbf{e}_1$ satisfies the power constraint and the power is equally distributed among transmit antennas, $\mathbf{e}_1$ can be expressed as
\[
\mathbf{e}_1 = [e_1 \ e_2 \ \cdots \ e_M]^T / \sqrt{\mathbb{E}[1]}, \quad (20)
\]
where each $e_m = e^{j\theta_m}$, with $1 \leq m \leq M$ and $0 \leq \theta_m < 2\pi$, lies on the unit-radius circle on the complex plane.

A good performance metric to evaluate the projection vector $\mathbf{e}_1$ is the coding gain defined as the minimum, among all pairs, Euclidean distance between projected data matrices $X_p \mathbf{e}_1$ and $X_q \mathbf{e}_1$, that is [26]
\[
g(\mathbf{e}_1) \triangleq \min_{X_p \neq X_q \in \mathcal{X}} \left( |(X_p \mathbf{e}_1 - X_q \mathbf{e}_1)^H (X_p \mathbf{e}_1 - X_q \mathbf{e}_1) | \right)^{\frac{1}{2}}
\]
\[
= \min_{X_p \neq X_q \in \mathcal{X}} \left( e^{H} (X_p - X_q)^H (X_p - X_q) e_1 \right)^{\frac{1}{2}} \quad (21)
\]
where $\mathcal{X} \triangleq \{X_1, \ldots, X_{2^B}\} \subset \mathbb{C}^{M \times M}$ is the codebook of all $2^B$ possible data matrices $X$.

The above implies that the optimal projection vector $\mathbf{e}_1$ is the solution of the problem
\[
\begin{align*}
\text{maximize} & \quad g(\mathbf{e}_1) \\
\text{s.t.} & \quad |e_m|^2 = 1, \quad \forall \ m = 1, 2, \cdots, M, \quad (22)
\end{align*}
\]
which is highly complex, as it requires the evaluation of the Euclidean distances of all pairs of $M \times M$ matrices in the set $\mathcal{X}$, of cardinality $2^B$, at the cost of $O(M^3)$ per pair.

Thanks to the fact that DUC codewords are diagonal and already optimized via discrete combinatorial optimization [21], the coding gain defined in equation (21) does not depend on $\mathbf{e}_1$ in the particular case of DUC mapping. More generally, and in the case of ADSM, however, the coding gain of equation (21) varies with $\mathbf{e}_1$, requiring a solution of the highly complex problem (22). In order to avoid the associated complexity, we first show in Appendix A, that equation (21) can be simplified to
\[
g(\mathbf{e}_1) = \min(g_1(\mathbf{e}_1), g_2(\mathbf{e}_1)), \quad (23)
\]
with the functions $g_1(\mathbf{e}_1)$ and $g_2(\mathbf{e}_1)$ respectively given by
\[
g_1(\mathbf{e}_1) = \min_{s_1, s_2 \in \mathcal{S}} |s_1 - s_2|^2, \quad (24)
\]
\[
g_2(\mathbf{e}_1) = \min_{n \in \{1, \ldots, M/2\}} \left( 2(1 - \Re \{s_1 e_1^H M^n \mathbf{e}_1\}) \right)^{\frac{1}{2}}. \quad (25)
\]
Thanks to equation (23), problem (22) can be significantly simplified as follows.

First, notice that $g_1(\mathbf{e}_1)$ is not actually a function of $\mathbf{e}_1$ and therefore is irrelevant to the maximization of coding gain via selection of the projection vector $\mathbf{e}_1$ as per equation (22). In turn, maximizing $g_2(\mathbf{e}_1)$ directly is challenging, because the term $\Re \{s_1 e_1^H M^n \mathbf{e}_1\}$ rotates both with $n$ and $s$, such that a L-PSK symbol $s$ that minimizes $\Re \{s_1 e_1^H M^n \mathbf{e}_1\}$ for a given value of $n$, maximizes the same term for another value of $n$ corresponding to a rotation of $\pi/2$ radians, and vice-versa.

In light of the above, and noticing that the term $\{s_1 e_1^H M^n \mathbf{e}_1\}$ is a complex number of radius $|s_1 e_1^H M^n \mathbf{e}_1|$, it follows that a robust strategy to maximize $g_2(\mathbf{e}_1)$ for all values of $n$ and $s$ is to minimize the average amplitude of the term $e_1^H M^n \mathbf{e}_1$ over $n$, such that the following alternative problem may be proposed as a relaxation of problem (22)
\[
\begin{align*}
\text{minimize} & \quad f(\mathbf{e}_1) \\
\text{s.t.} & \quad |e_m|^2 = 1, \quad \forall \ m = 1, \cdots, M, \quad (26)
\end{align*}
\]
where the objective function \( f(e_1) \) is defined as

\[
f(e_1) \triangleq \sum_{n=1}^{M/2} |e_n^T M^n e_1|.
\]

Unlike the original problem (22), which is highly complex and dependent on a combinatorially large number of evaluation of a cost function of cubic complexity order \( O(M^3) \), the latter problem (26) is, although not convex, a continuous manifold of complexity order \( O(M^2) \), which can be solved efficiently. In fact, in some cases, solutions of problem (26) can be obtained in closed form, as is the case for \((M, L) = (2, 4)\). Specifically, in this case we can set \( e_1 = \left[ e_0^T e_0^T \right]^T / \sqrt{2} \), without loss of generality, and search for the pair \((\theta_1, \theta_2)\) that minimize \( f(e_1) \), which leads to the solution \((\theta_1, \theta_2) = (0, \pi/4)\). This solution yields the optimum projection vector \( e_1 = \sqrt{2} e^{j\pi/2} \in \mathbb{C}^{2 \times 1} \), which in fact results in \( f(e_1) = 0 \).

In the more general case, the optimization problem (26) can be solved via any number of publicly available standard optimization methods such as COBYLA, SLSQP [27], BFGS, L-BFGS, and Powell [28]. The performance of these methods will be compared in Subsection IV-C, and examples of angle vectors resulting in optimal \( e_1 \) designs for various values of \( M \) are given in Table I.

| Projection Vector \( e_1(M, M') \) | Associated Optimal Angle Vector \( [\theta_1 \theta_2 \cdots \theta_M] \) [rad] |
|------------------------------------|-----------------------------------------------|
| \( e_1(2, 2) \) | \( [0 0.785] \) |
| \( e_1(4, 4) \) | \( [0 0 5.397 1.108] \) |
| \( e_1(8, 8) \) | \( [0 0.930 0.222 0.243 4.180 1.367 0.376 2.481] \) |
| \( e_1(16, 16) \) | \( [0 2.635 0.526 1.600 0.540 0.089 2.253 1.462 4.388 0.516 0.094 0.784 3.643 4.704 5.234 3.842] \) |
| \( e_1(32, 32) \) | \( [0.179 3.036 4.042 0.800 2.662 3.432 1.046 5.030 1.771 0.664 2.501 0.211 0.220 4.908 2.929] \) |
| \( e_1(64, 64) \) | \( [0.570 5.512 0.041 2.159 0.818 2.378 0.301 0.999 6.158 0.972 2.938 3.659 3.914 3.054 1.186] \) |
| \( e_1(64, 64) \) | \( [0.2558 1.121 2.052 0.222 4.775 0.340 1.963 4.732 1.887 3.042 2.388 5.219 2.947 2.479 2.616] \) |
| \( e_1(64, 64) \) | \( [0.886 0.388 5.818 1.125 2.561 2.520 4.397 0.534 2.633 4.189 4.222 5.149 4.451 2.878 5.046 1.110] \) |
| \( e_1(64, 64) \) | \( [0.428 1.453 4.907 4.505 3.310 5.717 0.370 2.818 1.351 2.558 2.651 5.939 1.137 3.975 2.368 1.186] \) |
| \( e_1(64, 64) \) | \( [4.512 2.558 3.013 5.677 2.558 0.134 6.088 0.383 0.628 4.088 1.178 5.574 2.614 0.453 0.180 5.205] \) |

B. Extension to Sparse Projection Vectors and Matrices

Notice that the projection vector design of Subsection IV-A generally yields fully dense solutions (i.e., \( |e_1| = M \)), allowing for sparsity in the projection may be desired, especially in large scale MIMO systems, as it enables a reduction of the number of RF chains required to implement the scheme. In addition, it is also know that the coding gain of ADSM-based schemes increases with sparsity [24] in the projection. These facts motivate us to seek a sparse alternative to the design described in Subsection IV-A.

On the other hand, recall that the utilization of a projection vector \( e_1 \), as opposed to a projection matrix \( E_1 \), represents already a significant compression of transmission instances to \( T = 1 \). With the additional insertion of sparsity into \( e_1 \), the total number of degrees of freedom of the system is further reduced, which therefore motivates us also to extend the design of Subsection IV-A to the case when \( T > 1 \).

These two modifications are the objectives of this subsection. For the sake of clarity, we shall hereafter denote the original projection vector \( e_1 \) of Subsection IV-A by \( e_1(M, M) \), so as to explicitly indicate that it is designed for \( M \) transmit antennas, with \( M \) nonzero entries. Accordingly, a sparse projection vector with \( |e_1| = N_b \leq M \) shall be denoted by \( e_1(M, N_b) \in \mathbb{C}^{M \times 1} \), which can be constructed as follows

\[
e_1(M, N_b) = e_1 \left( \frac{M}{2} \right) \otimes \begin{bmatrix} 1 \\ 0 \end{bmatrix} \in \mathbb{C}^{M \times 1}.
\]  

(28)

For example, if we consider the case with \( M = 4 \) and \( N_b = 2 \), the corresponding extended basis is given by

\[
e_1(4, 2) = e_1(2, 2) \otimes \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ e^{j\pi/2} \end{bmatrix} \otimes \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ e^{j\pi/2} \\ 0 \\ 0 \end{bmatrix}.
\]  

(29)

The sparse projection vector described by equation (28) is shown in Appendix B to retain the same coding gain as that maximized under the solution of problem (26), and therefore can be said to be the optimal sparse solutions of the latter.

Finally, a projection vector \( e_1(M, N_b) \) can be extended into a projection matrix denoted by \( E_1(M, N_b, T) \in \mathbb{C}^{M \times T} \), which can be constructed as

\[
E_1(M, N_b, T) = \left[ I_M e_1(M, N_b) \mid Pe_1(M, N_b) \right] \cdots \left[ P^{T-1} e_1(M, N_b) \right],
\]  

(30)

where \( P \) is a permutation matrix defined as

\[
P \triangleq \begin{bmatrix} 0 & \cdots & 0 \\ \cdots & \cdots & \cdots \\ 0 \end{bmatrix} \begin{bmatrix} 1 & \cdots & 0 \\ \cdots & \cdots & \cdots \\ 0 \end{bmatrix} \begin{bmatrix} 1 \\ \cdots \\ 1 \end{bmatrix}.
\]  

(31)

Notice that left-multiplication of the matrix \( P^T \) onto a vector \( v \) yields the \( n \)-rotation of the elements of \( v \) in the downward direction.

For example, if \( v = [1 \ 2 \ 3 \ 4]^T \), then \( P^T v = [3 \ 4 \ 1 \ 2]^T \), \( P^T v = [3 \ 4 \ 1 \ 2]^T \), and so on. It follows that the projection matrix designed via equation (30) consists of column-wise rotations of the design of equation (28). For example, with \( M = 4, N_b = 2, \) and \( T = 2 \) we obtain

\[
E_1(4, 2, 2) = \left[ I_M e_1(2, 2) \mid Pe_1(4, 2) \right] = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ e^{j\pi/2} & 0 \\ 0 & e^{j3\pi/4} \end{bmatrix}.
\]  

(32)
Fig. 1. Histogram of coding gains $g(e_1)$ as given by equation (21), achieved by projection vectors obtained by solving problem (26) via various optimization packages, with $M = 64$ and $N = 2$.

C. Numerical Evaluation of Optimization Methods

As mentioned above, the design of dense projection vectors based on the solution of problem (26) can be accomplished by standard optimization methods such as COBYLA, SLSQP, BFGS, L-BFGS, and Powell [27], [28]. In this subsection we offer a numerical comparison of the performance of these methods.

We start with Fig. 1, which shows histograms of the coding gains $g(e_1)$ obtained from equation (21) with dense projection vectors $e_1$ obtained by solving problem (26) via various optimization methods, for systems with $M = 64$ transmit and $N = 2$ receive antennas. It is found that all methods yield gains $g(e_1) > 1.26$, with the BFGS method proving most effective in achieving the highest gains, $g(e_1) \approx 1.41$, with the highest probabilities, followed closely by the SLSQP method.

Next, we compare the convergence time of each of the latter optimization methods as a function of the system size. The results are shown in Fig. 2 and indicate that all methods are relatively fast, with the solutions for systems with $M = 64$ antennas obtained in around 10 seconds with the slowest approach (Powell method), and in less than 1 second with the fastest (COBYLA method). Considering both sets of results, we hereafter adopt the SLSQP method as it is found to be both fast and effective in achieving a high coding gain with a high probability.

Finally, Fig. 3 shows the initial and converged points of the optimization problem (26) solved by SLSQP method, with $M = 2$. It can be seen that the objective function has many local minima, such that the final convergence point is highly distinct. Some initial points converge to the nearest minima, some do not, which makes it difficult for eavesdroppers to estimate the initial value from the converged value, even if $M = 2$.

Fig. 2. Convergence time of solutions of problem (26) obtained via various optimization packages with the same initial value, as a function of system dimension $M = 2 \rightarrow 64$.

V. N-DSTC WITH EMBEDDED ONE-WAY LIKE FUNCTION PHYSICAL LAYER SECURITY

The proposed N-DSTC scheme described above also has the feature that the projection matrix $E_1$ is obtained from the expansion via equations (28) and (30), of the solution problem (26) which, due to its manifold nature and the non-convexity of its objective, is not unique but rather dependent both on the method employed and on the initial value of the iterations towards a stable point, as illustrated in Figs. 1 and 3. This feature is similar to the notion of one-way function [29] widely used in cryptographic algorithms, and therefore can be exploited to embed physical layer security into the proposed N-DSTC scheme, as described below.

A. Proposed PLS-Protected N-DSTC Scheme

Straightforwardly, the proposed N-DSTC scheme can be summarized as follows:

2 A one-way function is defined as a function whose output is easy to compute for all inputs, but whose inverse is hard. However, no one has yet been able to answer whether there exists a one-way function in the sense of cryptographic theory.

3 This requires that the space-time modulation scheme generates symmetric symbols, such as in the ADSM approach introduced in Section III-A.
1) Assuming that the transmitter Alice and the receiver Bob share a secret key, the pair locally generates an identical pseudo-random initial vector $e_1^{(0)} \in \mathbb{C}^{M \times 1}$ based on the seed $z$.

2) Starting from $e_1^{(0)}$, Alice and Bob locally solve problem (26) using the same optimization method and parameters (e.g., number of iterations, step sizes, etc.) which may also be pseudo-randomly determined by the shared seed $z$, thus obtaining solution vector $e_1$, common to the pair.

3) Using the common vector $e_1$, Alice and Bob locally produce $E_1$ via equations (28) and (30).

4) During the first $T$ instances Alice transmits a random unitary matrix $U_M = [U_1, \ldots, U_{M/T}] \in \mathbb{C}^{M \times M}$, subsequently transmitting its payload data matrices $X(i)$, differently encoded and encrypted by $E_1$, yielding at Bob the received symbol blocks

$$Y(i) = \begin{cases} H(i)U_i + V(i) & \text{for } 1 \leq i \leq M/T, \\ H(i)X(i-1)X(i)E_1 + V(i) & \text{for } i > M/T, \end{cases}$$

(33)

where $S(i)$ are the differentially-encoded symbol blocks equivalent to those constructed via equation (9) in conventional schemes, and $X(M/T) \triangleq I_M$.

5) Bob differentially decodes and decrypts the messages from Alice by computing

$$\hat{X}(i) = \arg \min_X ||Y(i) - \hat{Y}(i-1)X_1E_1||^2,$$

(34)

with $\hat{Y}(i)$ defined as

$$\hat{Y}(i) = \begin{cases} M/T \sum_{k=1}^{M/T} Y(k)U_i^H_k & \text{for } i = M/T, \\ Y(i)E^{(1-\alpha)} + \hat{Y}(i-1)\hat{X}(i)E^{(\alpha)} & \text{for } i > M/T, \end{cases}$$

(35)

the constant matrices $E^{(\alpha)}$ and $E^{(1-\alpha)}$ defined as

$$E^{(\alpha)} \triangleq I_M - E_1E^{(1-\alpha)},$$

$$E^{(1-\alpha)} \triangleq (1-\alpha(i))E_1^H,$$

(36a)

(36b)

and $\alpha(i)$ as given in equation (18).

6) Restart the procedure from step 1 periodically.

Notice that unlike conventional schemes reviewed in Subsection III-C, the proposed scheme does not rely on an entire set of compression matrices $E_1, E_2, \ldots, E_{M/T}$, but rather on a single projection/encryption matrix $E_1$. This feature not only simplifies the ML detection process, as can be inferred by direct comparison of equations (17) and (36), but also is crucial for security, since $E_1$ is uniquely determined by $E_2, \ldots, E_{M/T}$.

Furthermore, also unlike conventional schemes, the secret projection/encrypting matrix $E_1$ is never exposed to Eve, nor is it related to the unitary matrix transmitted during the initialization phase of the differentially encoding procedure, in contrast to conventional schemes, e.g., as in equation (12).

In light of the features highlighted above, in order to decrypt the secret messages exchanged between Alice and Bob, an eventual eavesdropper Eve must extract $E_1$ directly from its own received signals, subject to a distinct channel...

B. Eavesdropping Attack Conditions and Strategy

In order to assess the secrecy performance of the N-DSTC scheme with embedded one-way function physical layer security under the most strenuous conditions, an idealized scenario highly beneficial to Eve is considered, namely:

- **Perfect CSI**: the channel matrix $H_{Eve}$ from Alice to Eve is assumed to be perfectly known, despite the fact that the N-DSTC scheme does not incorporate any procedure for channel estimation.

- **Noise-free Prior Information**: it is assumed that Eve is in knowledge of the first transmitted message $\hat{X} \triangleq X(M/T + 1)$ and in possession of a noise-free copy of the corresponding received signal, namely

$$\tilde{Y}_{Eve} = H_{Eve}\hat{X}_{Eve}.$$  

(37)

- **Coherent Detection**: combining the perfect CSI assumption with the prior information summarized in equation (37), and in view of the N-DSTC transmission model of equation (33), it is assumed that Eve can attempt to detect Alice’s messages coherently from the signal model

$$Y_{Eve}(i) = H_{Eve}X(i)E_1 + V_{Eve}(i).$$

(38)

- **System Information**: it is assumed that Eve is in full knowledge of the fact that Alice and Bob generate $E_1$ via the solution of problem (26) with the objective function given in equation (27).

Under the highly favorable conditions described above, Eve can mount the following idealized attack aiming at extracting the encrypting projection matrix $E_1$

$$\hat{E}_1 = \arg \min_{\hat{E}_{Eve}} \frac{1}{2} \| \tilde{Y}_{Eve} - H_{Eve}\hat{X}_{Eve}\hat{E}_1 \|^2_F + \sum_{n=1}^{M/2} \| E_n^H E_{Eve}^n \|^2,$$

(39)

and subsequently attempt to decipher $X(i)$ by solving

$$\hat{X}(i) = \arg \min_X \frac{1}{2} \| Y_{Eve}(i) - H_{Eve}\hat{X}_1 \|^2_F,$$  

(40)

C. Secrecy Rate Analysis

The resilience of the proposed PLS-protected N-DSTC scheme described in Subsection V-A to the eavesdropping attack described above can be assessed via its secrecy rate

---

4For a full physical-layer implementation, $z$ can be assumed to be extracted from the channel between Alice and Bob [8].
under a finite-alphabet signaling which is given by [30], [31], [32], and [33]

\[ C = \max\{0, (I_{\text{Bob}} - I_{\text{Eve}})\}, \]

where \( I_{\text{Bob}} \) and \( I_{\text{Eve}} \) denote the average mutual information (AMI) between the information source Alice, and Bob or Eve, respectively, which are given by [34]

\[ I_{\text{Bob}} = \frac{1}{T} \left( B - \frac{1}{L} \sum_{p=1}^{L} E_{\text{H},p} \log_2 \left( \sum_{q=1}^{L} \frac{p(Y_{\text{Bob}}^{(p)}|X^{(q)}E_1)}{p(Y_{\text{Bob}}^{(p)})} \right) \right), \]

with \( Y_{\text{Bob}} \) simplified, for analytical purposes to

\[ Y_{\text{Bob}}(i) = HX(i)E_1 + V(i), \]

and

\[ I_{\text{Eve}} = \frac{1}{T} \left( B - \frac{1}{L} \sum_{p=1}^{L} E_{\text{H},p} \log_2 \left( \sum_{q=1}^{L} \frac{p(Y_{\text{Eve}}^{(p)}|X^{(q)}E_1)}{p(Y_{\text{Eve}}^{(p)})} \right) \right), \]

where we remind that \( L \triangleq 2^B \), and the auxiliary indices \( p \) and \( q \), with \( 1 \leq p, q \leq L \) are used to indicate distinct symbol matrices in the codebook \( \mathcal{X} \triangleq \{X_1, \ldots, X_{2^B}\} \in \mathbb{C}^{M\times M} \).

In light of equations (38) and (43), the conditional probabilities in equations (42) and (44) are respectively given by

\[ p(Y_{\text{Bob}}|XE_1) = \frac{1}{(\pi \sigma_v^2)^N T} \exp \left( -\frac{\|Y_{\text{Bob}} - HXE_1\|_F^2}{\sigma_v^2} \right), \]

\[ p(Y_{\text{Eve}}|X\hat{E}_1) = \frac{1}{(\pi \sigma_v^{2,\text{Eve}})^{NT}} \exp \left( -\frac{\|Y_{\text{Eve}} - HXE_1\|_F^2}{\sigma_v^{2,\text{Eve}}} \right). \]

Substituting equations (45) and (46) into (42) and (44), respectively, yields

\[ I_{\text{Bob}} = \frac{1}{T} \left( B - \frac{1}{L} \sum_{f=1}^{L} E_{\text{H},v} \left[ \log_2 \sum_{g=1}^{L} e^{(p,q)}_{\text{Bob}} \right] \right), \]

\[ I_{\text{Eve}} = \frac{1}{T} \left( B - \frac{1}{L} \sum_{f=1}^{L} E_{\text{H},v,E} \left[ \log_2 \sum_{g=1}^{L} e^{(p,q)}_{\text{Eve}} \right] \right), \]

where

\[ \eta^{(p,q)}_{\text{Bob}} \triangleq -\frac{\|H(X^{(p)} - X^{(q)})E_1 + V\|_F^2}{\sigma_v^2}, \]

\[ \eta^{(p,q)}_{\text{Eve}} \triangleq -\frac{\|H_{\text{Eve}}(X^{(p)}E_1 - X^{(q)}\hat{E}_1) + V_{\text{Eve}}\|_F^2}{\sigma_v^{2,\text{Eve}}} + \frac{\|H_{\text{Eve}}X^{(p)}(E_1 - \hat{E}_1) + V_{\text{Eve}}\|_F^2}{\sigma_v^{2,\text{Eve}}}. \]

VI. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed scheme, first in terms of the communication between Alice and Bob, and then in terms of its security, in particular in terms of the leakage in the Alice-to-Eve channel.

A. Performance Comparison

In this subsection we compare the proposed nonsquare coding (ADSM with the proposed projection vector/matrix designed in Subsections IV-A and IV-B) and the conventional nonsquare coding (ADSM and DUC with the conventional projection vector/matrix designed in Subsection III-C) in terms of the coding gain and the bit error rate (BER).

Fig. 4 compares the coding gain achieved with projection vectors obtained from equation (28), systems with parameters \( M = 64, N = 2, T = 1, \) and \( B = 8 \), as a function of the sparsity of the vector, ranging from \( N_b = 1 \) to 64. As references, curves corresponding to the conventional nonsquare ADSM and DUC scheme are also included.\(^6\)

It can be seen that the coding gain of conventional nonsquare ADSM schemes decreases as the projection vector becomes more dense, with the opposite occurring in DUC approach. In turn, the coding gain achieved using projection vectors designed via the method proposed in Subsections IV-A and IV-B is found to be independent of sparsity, and to upper-bound those achieved by the latter schemes.

Fig. 5 compares the coding gain achieved with projection matrices obtained from equation (30), systems with parameters \( M = 64, N = 2, N_b = 64, \) and \( B = 8 \), as the number of timeslots, ranging from \( T = 1 \) to 16. Notice that with such parameterization, the matrices are actually dense. It can be seen that in this case the proposed dense matrix design via equation (30) achieves max coding gain, still outperforming the DUC approach. It is also seen, furthermore, that the gain achieved under maximum compression (i.e., with \( T = 1 \)) is not much lower than that achieved with \( T = 16 \), which, taken together with the implications of the value of \( T \) onto the rate of the system, indicates the desirability of designs with the \( T \to 1 \).

The latter feature will also be exploited in Section V, where the proposed scheme is further extended to incorporate physical layer security.

Next, Fig. 6 shows the BER comparison of the proposed and conventional codings, system with parameters \( M = 64, N = 2, N_b = 4 \) or 64, \( T = 1, \) and \( B = 8 \). The results corroborate those of Figs. 4 and 5, by showing that the BER performance of the proposed schemes is, unlike that of conventional methods, independent of sparsity.

Finally, Fig. 7 shows the BER comparison of the proposed and conventional schemes, system with parameters \( M = 64, N = 2, N_b = 64, T = 2, \) and \( B = 8 \). It is seen that the proposed method achieves the same performance as the DUC, despite the significantly lower complexity. Notice that the BER of the proposed method, with \( T = 2 \) is much better than that with \( T = 1, \) however, the transmit rate \( R \triangleq B/T \) [bit/symbol] decreases from \( R = 8 \) to \( R = 4 \). These results reflect the results of Fig. 5 for the \( T = 2 \) case. Further BER performance improvement can be obtained, albeit at the sacrifice of transmission rate, by setting \( T > 2 \).

\(^6\)In the DUC case, the factors \( u_1, u_2, \cdots, u_M \) are optimized as described in [21] and indicated by equation (4), but only \( N_b \) elements are utilized.
B. Security Performance Evaluation

For the benefit of the eavesdropper, we evaluate in this subsection the secrecy performance of the proposed N-DSTC scheme with embedded security with parameters \( N_b = M \) and \( T = 1 \), since the sparsity resulting from setting \( N_b < M \) and \( T > 1 \) on the one hand was shown in Subsection VI-A not to negatively impact the BER performance of the proposed scheme, and on the other hand only increases the complexity of solving equation (39). In addition, in what follows, we denote the number of receive antennas at Bob and Eve respectively by \( N_{Bob} \) and \( N_{Eve} \).

Our first assessment, depicted in Fig. 8, is the information leakage probability to Eve, measured as \( 1 - 2 \times \text{BER}_{Eve} \) [35], with \( \text{BER}_{Eve} \) given by the average bits in error in the symbols \( \hat{X}(i) \) detected by Eve under equation (40), using projection matrices \( \hat{E}_1 \) estimated by solving equation (39), and given received signals \( \tilde{Y}_{Eve} \) obtained in the absence of noise, as described by equation (37). As can be seen from the definition of channel reliability [35], which in the context hereby can be understood as a leakage probability, when \( \text{BER}_{Eve} = 0.5 \) Eve’s entropy becomes zero.

The figure shows plots of such leakage as a function of the number of transmit antennas \( M \), varied from \( M = 2 \) to 128, and for different configurations receive antennas at Eve, varying from \( N_{Eve} = 2 \) to \( N_{Eve} = 16 \).

It can be seen that even under the highly idealized conditions assumed in favor of Eve, zero leakage can be achieved by the proposed scheme, as long as the number of the transmit antennas \( M \) of the system is significantly larger than the number of receive antennas employed by Eve since \( N_{Eve} \) degrees of freedom are not sufficient for estimating the \( M \) variables in \( e_1 \). We remark that the curves must be interpreted as fundamental bounds, not only because the assumption \( \text{SNR} = \infty \) at Eve is impractical, but also because in realistic conditions it is very hard for Eve to estimate \( H_{Eve} \) at all (let alone perfectly), since the N-DSTC scheme does not include...
Fig. 8. Information leakage probability in an environment ideal to Eve, with $N_{\text{Eve}} = 2, 4, 8, 16, M = 2 \rightarrow 128$ and $B = \log_2(M) + 2$.

Next, we compare in Fig. 9 average mutual information from Alice to Bob and Eve, respectively, as given by equations (47) and (48), with $M = 16$, $N_{\text{Bob}} = 2$, $N_{\text{Eve}} = 8$ and as a function of the SNR, assumed to be the same both at Bob and Eve. For the sake of convenience, the secrecy rate obtained by equation (41) is also included. The results highlight the consistency of the proposed secure N-DSTC scheme, as it can be seen that under the evaluated conditions Bob enjoys monotonically increasing AMI and secrecy rate, as SNR increases, with the maximum rate of 6 bit/symbol (determined by $B$) achieved at around $\text{SNR} = 20 \, \text{dB}$.

Finally, we study in Fig. 10 the evolution of the secrecy rate achieved when the number of receive antennas employed by Eve increased to $N_{\text{Eve}} = 4, 8, 16$, in a system with a fixed number of transmit antennas, set to $M = 16$, and of receive antennas employed by Bob, set to $N_{\text{Bob}} = 2$. The results highlight the robustness of the scheme, as it can be seen that a secrecy rate equal to the achievable rate of the system, namely $B = 6$ bit/symbol, can be reached at reasonable SNRs even when Eve has double the number of receive antennas as Bob, i.e., $N_{\text{Eve}} = 4$ and $N_{\text{Bob}} = 2$, respectively.

In fact, it is found that even if Eve has four times the number of antennas employed by Bob ($N_{\text{Eve}} = 8$ against $N_{\text{Bob}} = 2$), the system still reaches a secrecy rate only a fraction of a bit away from the maximum achievable rate. It is only when Eve employs as many receive antennas as the transmitter itself, i.e., $N_{\text{Eve}} = M = 16$, that the secrecy rate of the system drops to a fraction of the total achievable rate.

We remark that the fact that secrecy performance of the proposed secure N-DSTC is higher with increasing $M$, combined with the fact that the BER performance of the system is unaffected by sparsity in the projection matrices $E_1$, make the contribution here presented particularly attractive to massive MIMO systems, since systems to a large number of transmit antennas and smaller number of RF chains can take full advantage of the embedded physical security provided by the proposed scheme, without any compromise in rate-performance.

VII. CONCLUSION

We proposed a novel nonsquare differential space-time coding MIMO scheme with embedded physical layer security. In particular, in the proposed method, the space-time projection matrices characteristic of N-DSTC are constructed via the sparsification and column-wise expansion of vector solutions of a non-convex, continuous, coding gain maximization. As a consequence of the non-convexity of the design problem and the use of a secret key private to Alice and Bob as initial value, the proposed projection matrices are similar to one way-functions, being difficult to be extracted by an eavesdropper even under highly favorable idealized conditions. The proposed N-DTSC scheme is shown to improve upon the state of the art by providing embedded physical layer...
security, without any sacrifice in BER performance and with a significant reduction in the complexity of designing the projection matrices $E_1$. Since both the coding gain and the BER performance of the proposed scheme are shown to be independent of eventual sparsity of the projection matrices $E_1$, and since the physical layer security achieved by the method improves with the number of transmit antennas irrespective of the sparse utilization of such resources.

APPENDIX A
CODING GAIN IN ADSM CASE

Referring back to the construction of data matrices in the ADSM scheme, as per equation (7), let us express two generic and distinct ADSM data matrices by $X_p = s_1 A_p$ and $X_q = s_2 A_q$, with $1 \leq p, q \leq M$ and $s_1, s_2 \in S$. Substituting $X_p = s_1 A_p$ and $X_q = s_2 A_q$ into equation (21), the ADSM coding gain $g(E_1)$ can be rewritten as follows

$$
g(E_1) = \min_{x_p \neq x_q} \left( e^H (X_p - X_q) (X_p - X_q) e_1 \right)^{\frac{1}{2}} = \min_{A_p, A_q \in A} \left( e^H (s_1 A_p - s_2 A_q) (s_1 A_p - s_2 A_q) e_1 \right)^{\frac{1}{2}}. \tag{51}$$

Notice that in order to have $X_p \neq X_q$, it is sufficient that either $s_1 \neq s_2$, or $A_p \neq A_q$, or both.

Starting with the first case, i.e., for $A_p = A_q = A \in A$ and thus $p = q$, and using the fact that $A$ is a set of orthonormal matrices as evidenced by equations (5) and (6), equation (51) reduces to

$$
g(E_1) = \min_{s_1, s_2 \in S} \left( (s_1 - s_2)^2 \right)^{\frac{1}{2}}, \tag{52}$$

which is identical to equation (24).

Next, let us consider the case when $p \neq q$. For convenience, and without loss of generality, let us set $p < q$, such that equation (51) becomes

$$
g(E_1) = \min_{p \neq q \in \{1, \ldots, M\}} \left( e^H (s_1 A_p - s_2 A_q) (s_1 A_p - s_2 A_q) e_1 \right)^{\frac{1}{2}} = \min_{s_1, s_2 \in S} \left( e^H (s_1 A_p - s_2 A_q) (s_1 A_p - s_2 A_q) e_1 \right)^{\frac{1}{2}} = \min_{s_1, s_2 \in S} \left( (s_1 - s_2)^2 \right)^{\frac{1}{2}}, \tag{53}$$

where we have used the fact that $S$ is an L-PSK constellation, such that $|s|^2 = 1, \forall s \in S$. Using also that fact that $A_p^H A_q = M^{q-p} = M^n$, where $n \triangleq q - p$ with $1 \leq n \leq M - 1$, and given that $s_1^* s_2 \in S$, let us for notational convenience define $s \triangleq s_1^* s_2$ such that we may re-write equation (53) as

$$
g(E_1) = \min_{n \in \{1, \ldots, M\}} \left( 2 - e^H (s M^n + s^* (M^n)^H) e_1 \right)^{\frac{1}{2}} = \min_{n \in \{1, \ldots, M\}} \left( 2 - s e^H M^n e_1 + s^* e^H (M^n)^H e_1 \right)^{\frac{1}{2}}. \tag{54}$$

Next, let us define the auxiliary matrix

$$
P = \begin{bmatrix} 1_M \times (M-1) \end{bmatrix} = \begin{bmatrix} P_1; \ldots; P_M \end{bmatrix} \in \mathbb{C}^{M \times M}, \tag{55}$$

where $P_m$ denotes the $m$th column of $P$, and such that the matrices $M$, $M^n$ and $(M^n)^H$ appearing above can, referring to equation (6), be respectively expressed as

$$
M = \begin{bmatrix} P_1; \ldots; P_M \end{bmatrix}, \tag{56a}$$

$$
M^n = \begin{bmatrix} P^n_1; \ldots; P^n_{M-n}; \ldots; P^n_{M-n+1}; \ldots; e^{j\mu_1} P_M \end{bmatrix}, \tag{56b}$$

$$
(M^n)^H = \begin{bmatrix} e^{-j\mu_1} P^n_{M-n+1}; \ldots; e^{-j\mu_1} P^n_M; P^n_1; \ldots; P^n_{M-n} \end{bmatrix}, \tag{56c}$$

Using the expressions above, we obtain

$$
e^H M^n e_1 = e_n^{s_1} e_1 + \cdots + e_n^{s_M} e_{M-n} + e^{j\mu_1} (e_n^{s_M-e_{M-n}} + \cdots + e_n^{s_M} e_M), \tag{57a}$$

$$
e^H (M^n)^H e_1 = e_n^{s_1} e_1 + \cdots + e_n^{s_M} e_{M-n} + e^{j\mu_1} (e_n^{s_M-e_{M-n}} + \cdots + e_n^{s_M} e_M), \tag{57b}$$

which substituted into equation (54) yields

$$
g(E_1) = \min_{n \in \{1, \ldots, M\}} \left( 2 - s e^H M^n e_1 + s^* (e^H M^n e_1)^* \right)^{\frac{1}{2}} \triangleq \min_{n \in \{1, \ldots, M\}} \left( 2 - s e^H M^n e_1 + s^* (e^H M^n e_1)^* \right)^{\frac{1}{2}}, \tag{58}$$

for $p < q$, where $\Re \{ \cdot \}$ denotes the real part of a complex number.
Finally, notice that $M^{M-n}$ can be expressed as
\[
M^{M-n} = \left[ \mathbf{p}_n \right]_{M-n+1} \cdots \left[ \mathbf{p}_n \right]_{M} \mathbf{e}^{j\nu M} \mathbf{p}_n \cdots \mathbf{e}^{j\nu M} \mathbf{p}_n = \mathbf{e}^{j\nu M} (\mathbf{p}_n)^H,
\]
which in turn implies the relations
\[
\Re\{ \mathbf{e}^H (M) \mathbf{M}^{M-n} \mathbf{e}_1 \} = \Re\{ \mathbf{e}^H (M) \mathbf{M}^e \mathbf{e}_1 \} = \Re\{ \mathbf{e}^H (M) \mathbf{M}^e \mathbf{e}_1 \},
\]
from which it is found that it is sufficient to consider $n \in \{ 1, \ldots, M/2 \}$ in equation (58), as in equation (25), concluding the proof.

**APPENDIX B**

**CODING GAIN OF SPARSE PROJECTION MATRICES**

We seek to prove that the coding gain under a dense sparse projection vector $\mathbf{e}_1$ designed via equation (28) is the same as that under the dense vector obtained by solving problem (26). To this end, let us first rewrite equation (27) as
\[
f (\mathbf{e}_1(M, N_b)) = \sum_{n=1}^{M/2} F (\mathbf{e}_1(M, N_b), n),
\]
with
\[
F (\mathbf{e}_1(M, N_b), n) \triangleq \Re\{ \mathbf{e}^H (M, N_b) \mathbf{M}^e \mathbf{e}_1(M, N_b) \},
\]
where we remark that $\mathbf{e}_1^T (M, N_b)$ designed via equation (28) is explicitly expressed by
\[
\mathbf{e}_1^T (M, N_b) = \left[ \mathbf{e}_1 \| \mathbf{0}_1 \times (\beta-1) \| \mathbf{e}_2 \| \mathbf{0}_1 \times (\beta-1) \cdots \mathbf{e}_N \| \mathbf{0}_1 \times (\beta-1) \right],
\]
where $\beta \triangleq (M/N_b)$ is a natural number.

Next, define $\gamma \triangleq n/\beta$ and let the remainder of the division of $n$ by $\beta$ be denoted by mod($n$, $\beta$), such that for all values of $n$ with mod($n$, $\beta$) = 0, $\gamma \in \{ 1, \ldots, N_b/2 \}$. For these cases, using equations (56b) and (63), the term $\mathbf{e}_1^H (M, N_b) \mathbf{M}^e$ in equation (62) can be expressed as
\[
\mathbf{e}_1^H (M, N_b) \mathbf{M}^e = \left[ e^{\gamma+1}_1 \| \mathbf{0}_1 \times (\beta-1) \| \cdots \| e^{N_b}_1 \| \mathbf{0}_1 \times (\beta-1) \| \right].
\]
Combining equations (63) and (64), we obtain
\[
\mathbf{e}_1^H (M, N_b) \mathbf{M}^e \mathbf{e}_1(M, N_b) = e^{\gamma+1}_1 e^{\gamma}_1 + \cdots + e^{N_b}_1 e^{N_b-\gamma}_1 + e^{j\nu N_b} e^{N_b-\gamma}_1 + e^{j\nu N_b} e^{N_b}_1.
\]
Comparing the latter expression with equation (57a), it is noticeable that $\gamma$ and $N_b$ in equation (65) play the same roles as $n$ and $M$ in equation (57a), such that the norm of the quantity in equation (65) can be expressed using the notation introduced in equation (62), i.e., $|\mathbf{e}_1^H (M, N_b) \mathbf{M}^e \mathbf{e}_1(M, N_b)| = F (\mathbf{e}_1(N_b, N_b), \gamma)$. But using equation (62) it then follows that
\[
F (\mathbf{e}_1(M, N_b), n) = F (\mathbf{e}_1(N_b, N_b), \gamma).
\]
In turn, for the values of $n$ such that mod($n$, $\beta$) = 0, it is obvious that $\mathbf{e}_1^H (M, N_b) \mathbf{M}^e \mathbf{e}_1(M, N_b) = 0$. In other words, the terms of the sum in equation (61) are either 0 or identical to the terms of the sum in equation (27), i.e.
\[
f (\mathbf{e}_1(M, N_b)) = f (\mathbf{e}_1),
\]
which implicates that the vector $\mathbf{e}_1(M, N_b)$ designed via equation (28) achieves the same coding gain as that of $\mathbf{e}_1$, since it minimizes the same objective function in problem (26), concluding proof.
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