Non-Hermitian systems in quantum mechanics [1] and optics [2] expand the spectrum of possibilities much beyond that of the Hermitian ones [3] [4]. A topic of very strong interest is the so-called topological and non-Hermitian physics. For example, the non-Hermitian systems cannot be described by the same topological invariants as the Hermitian ones: it is not the Chern number, but the winding number of a complex effective field, which determines the topology in the non-Hermitian case [5]. Partially because of this, the quantum geometric tensor (determining the Chern number) has not been studied extensively in non-Hermitian systems [6] [7]. This geometry is described by the quantum geometric tensor (QGT) [8], which includes the Berry curvature (the cornerstone of Hermitian physics [32, 33]). The singular optical axes, also called Voigt points [34], represent a particularly versatile platform for non-Hermitian physics [36, 37]. They appear in optical systems combining spin-orbit coupling and polarization-dependent absorption [38, 39]. Microcavities [31], with their widely tunable properties, represent a particularly versatile platform for non-Hermitian physics [32, 33]. The singular optical axes, also called Voigt points [34], represent a particularly interesting configuration, fascinating scientists for more than a century [35]. They appear in optical systems combining spin-orbit coupling and polarization-dependent absorption [36, 37]. Recently, the square root topology of such points has been demonstrated in a ZnO-based microcavity [38, 39]. Contrary to other non-Hermitian systems, many of which are described by a synthetic parameter 

Many different experimental implementations of exceptional points are currently studied in photonics [2]. They include coupled waveguides and resonators, as well as various lattices [27, 28], with foreseen applications such as enhanced sensors [29] and quantum information [30]. Microcavities [31], with their widely tunable properties, represent a particularly versatile platform for non-Hermitian physics [32, 33]. The singular optical axes, also called Voigt points [34], represent a particularly interesting configuration, fascinating scientists for more than a century [35]. They appear in optical systems combining spin-orbit coupling and polarization-dependent absorption [36, 37]. Recently, the square root topology of such points has been demonstrated in a ZnO-based microcavity [38, 39]. Contrary to other non-Hermitian systems, many of which are described by a synthetic parameter space (e.g. coupling constant, detuning, and gain/loss.
for coupled resonators), these points occur in the reciprocal space describing the direction of the propagation of a beam. This allows to study effects linked with the WP dynamics in real and reciprocal spaces, like the anomalous Hall effect in Hermitian systems. However, because of the gain and decay, we can expect the correct description to be essentially non-adiabatic, representing a superposition of branches, and thus not controlled by the Berry curvature any more.

In this work, we study the dynamics of WPs centered at an exceptional point, taking the Voigt point as a particular example. We demonstrate that the quantum metric of the eigenstates in the vicinity of exceptional points plays a dominant role in the WP dynamics, leading to a non-vanishing polarization-dependent group velocity.

We begin with the definition of the quantum metric, allowing to calculate the distances between the quantum states. In general, such distance $ds$ between the states $\psi(\lambda)$ and $\psi(\lambda + \delta \lambda)$ is linked with their overlap:

$$ds^2 = g_{ij} d\lambda_i d\lambda_j = 1 - |\langle \psi(\lambda)|\psi(\lambda + \delta \lambda) \rangle|^2$$

where the metric tensor $g_{ij}$ can be found as a real part of the QGT, $g_{ij} = Re T_{ij}$:

$$T_{ij} = \left\langle \frac{\partial \psi}{\partial \lambda_i} | \frac{\partial \psi}{\partial \lambda_j} \right\rangle - \left\langle \psi | \frac{\partial \psi}{\partial \lambda_i} \right\rangle \left\langle \frac{\partial \psi}{\partial \lambda_j} | \psi \right\rangle$$

The overlap integral between an arbitrary state $|\psi\rangle$ and another state $|\psi_1\rangle$ can therefore be written using the metric tensor $g_{ij}$ as

$$I = 1 - \left( \int \frac{|\psi_1\rangle}{|\psi\rangle} g_{ij} d\lambda_i d\lambda_j \right)^2$$

where the integral should be taken along a geodesic line. These integrals determine the behavior of the coefficients $c_l(\lambda)$ ($|c_l|^2 = 1$) which define the representation of an arbitrary initial state $\psi$ as a superposition of the branches $l$ of the eigenstates $|\psi_l(\lambda)\rangle$ used in the general solution of the Schrödinger equation

$$|\psi(\lambda, t)\rangle = \sum_l c_l(\lambda) e^{i E_l(\lambda) t} |\psi_l(\lambda)\rangle$$

**Diabolical and exceptional points** We first consider a simple Hamiltonian with a diabolical point, which will serve as a reference:

$$\hat{H}_0 = \hbar c \begin{pmatrix} 0 & q e^{i \varphi} \\ q e^{-i \varphi} & 0 \end{pmatrix} = \hbar c q \cdot \sigma$$

Here, $q$ is a wave vector in polar coordinates ($\varphi$ is its polar angle), $c$ is the celerity, and $\sigma$ is a vector of Pauli matrices. This 2D massless Dirac Hamiltonian, written for light on the circular basis, actually describes the oldest known diabolical point, dating back to Hamilton and Lloyd. The most striking manifestation of the diabolical point is the conical refraction, where a Gaussian WP is transformed into a ring. This is illustrated by Fig. 1(a) showing the conical intersection at the diabolical point. In microcavities, such diabolical points can arise from the combination of TE-TM splitting and birefringence.

The dispersion is strongly modified in the presence of non-Hermitian terms in the Hamiltonian. Such terms can split a single diabolical point into two exceptional points (Fig. 1(b)). If these points are sufficiently far in the parameter space, it becomes possible to study each of them separately (Fig. 1(c)).

We therefore consider a simplest Hamiltonian with an exceptional point in the center of the parameter space (reciprocal space), with $\hbar = 1$:

$$\hat{H}_1 = \begin{pmatrix} 0 & \alpha q e^{i \varphi} + a \\ \alpha q e^{-i \varphi} + a & 0 \end{pmatrix} + i \begin{pmatrix} 0 & -ia \\ ia & 0 \end{pmatrix}$$

The first part of the Hamiltonian describes a real $q$-dependent Rashba-type effective field $\alpha q$ and a constant contribution $a$ along $x$. The second part is a non-Hermitian imaginary part which is proportional to $\sigma_y$ and can be described as an imaginary effective field pointing along $y$. Its magnitude $a$ exactly equal to the constant real field along $x$. This configuration corresponds to the combination of TE-TM field, birefringence, and linear dichroism (polarization-dependent absorption) in the microcavities. Equivalent Hamiltonians have been considered in other works.

The energy dispersion of this Hamiltonian is indeed very different from the case of the Dirac Hamiltonian: for small $q$, $E(q) = \pm \sqrt{2 \alpha q e^{-i \varphi}}$ (the so-called square-root topology). The real part of the energy is shown in Fig. 1(b,c) as the $z$ coordinate. It determines the group velocity, which diverges as $1/\sqrt{q}$. Moreover, the group velocity is, in general, not aligned with the wave vector. We note that the imaginary part of the energy (shown in Fig. 1(b,c) with false color) is complementary to the real part: $\text{Re} E \sim \pm \sqrt{q} \cos \varphi/2$, $\text{Im} E \sim \pm \sqrt{q} \sin \varphi/2$. It determines the decay or the growth of the corresponding states. The imaginary part is zero only along a single
Since there is no dependence on $\varphi$, the WP is initially symmetrically distributed around the exceptional point on both branches. However, each individual state starts to grow or decline according to the imaginary part of its energy $\text{Im } E$. The highest growth and decay rates are observed along the line $\varphi = \pi$, where $\sin \varphi/2 = 1$. The group velocity for all points along this line is perpendicular to the wave vector. It behaves as $v_g \sim q_x^{-1/2}$ (see Figure 19 for details). At the same time, the growth and decay rates of the bands behave as $\Gamma \sim \pm q_x^{1/2}$. The growing and decaying parts of the WP ($n_+$ and $n_-$) belong to different branches propagating in opposite directions along $y$. The average WP velocity for sufficiently small times and WP size is therefore given by

$$
(v_y) = (n_+ - n_-)v_y \approx 2v_y \Gamma t \approx 2\sqrt{2} \alpha at
$$

which does not depend on the wave vector $q_x$, because the dependencies of $v_y$ and $\Gamma$ are inverse and compensate each other. We can therefore expect a finite-size WP centered at the eigenstate at the exceptional point to exhibit a constant acceleration in the vertical direction, because all of its components exhibit equal acceleration. This acceleration is proportional to the celerity $\alpha$ and the dichroism $a$.

This is confirmed by direct numerical simulations. We solve the time-dependent spinor Schrödinger equation with the Hamiltonian $\hat{H}_1$ defined by Eq. (6) and extract the center of mass position as a function of time for different initial size of the WP, taking the parameters of the microcavities exhibiting a large birefringence (e.g. perovskite [14]). The results of the simulations are shown in Fig. 2. Panel (a) shows the evolution of the $y(t)$ coordinate of the center of mass as a function of time, which is clearly parabolic, and panel (b) shows the center of mass velocity $v_y(t)$, which grows linearly, as expected. The acceleration corresponds well to the analytical solution (9). Changing the size of the WP in the real space $\sigma_r$ (as shown by the line style in Fig. 2a,b) also leads to a very interesting and counter-intuitive behavior. Indeed, the linear increase of the velocity occurs only while the populations of the two branches $n_+$ and $n_-$ are comparable. The duration of this regime is determined by the maximal gain/loss ratio available within the WP size in the reciprocal space $\sigma_q$. For high $\sigma_q$, the regime of linear increase is lost more rapidly. While the wave vector of the center of mass $q_0$ of the WP is at this moment higher than for a smaller $\sigma_q$, the corresponding group velocity is lower, because $v_g \sim 1/\sqrt{q_0}$. So, a WP which is larger in reciprocal space (dash-dotted line) exhibits a smaller final velocity and a shorter acceleration period (and, finally, a smaller total displacement for the same amount of time).

**Linear-polarized WP.** As shown above, the quantum metric tensor $g_{qq}$ does not depend on $\varphi$, and thus the circular-polarized WP centered on the exceptional point
exhibited exactly the same overlap with both branches at any \( q \). Because of this, we had \( n_+ = n_- \) at \( t = 0 \), and the initial WP velocity was zero. The situation is different if the polarization of the WP does not correspond to the eigenstate of the exceptional point. As said above, the metric is divergent, which means that the eigenstates change very rapidly with \( q \). Because of this, even an infinitely small (in reciprocal space) linear-polarized WP exhibits a different overlap with the two branches. Moreover, its center of mass on each branch is not centered at \( q = 0 \) any more. Indeed, using Eq. (11), the overlap of the eigenstates with the H-polarized excitation spinor can be found as:

\[
I_{lin} \approx \frac{1}{2} + \frac{\langle \psi(q) \rangle}{\sqrt{g_{qq} dq}} \approx \frac{1}{2} + \frac{\alpha q}{2a} \tag{10}
\]

where we have used trigonometric identities to express the integral as a function of the metric at small \( q > 0 \) (\( I_{lin} = 1/2 \) for \( q \leq 0 \)). The fast growth of the overlap leads to a non-zero effective center-of-mass wave vector \( q_0 \) for a Gaussian WP of any size, behaving as \( q_0 \approx \alpha q^{3/2} \sqrt{\alpha/2a} \) for small \( \alpha q \) (large WPs in real space, small in reciprocal space). The position of this center of mass is determined by the polarization of the WP. This starting point is shown in Fig. 3 with a red circle. The evolution of the WP over time in the reciprocal space is dictated by the imaginary part of the energy: the center of mass \( q_0 \) shifts in the direction of the gradient \( \nabla \text{Im } E \), as shown in Fig. 3(a) for a WP with initial H polarization (red arrows). The ratio of the components of the gradient of the imaginary part of the energy \( \langle \eta_x, \eta_y \rangle = \nabla \text{Im } E \) reads simply \( \eta_y/\eta_x = (-q_x + \sqrt{q_x^2 + q_y^2})/q_y \). For an initial wave vector \( q_0 \), this gives a parabolic trajectory \( q_x = -(q_y^2 - q_0^2)/(2q_y) \). For sufficiently large \( q_x \), one finds that \( |q_y| \approx \sqrt{2q_0^2} \). The associated group velocity changes over time (blue arrows in Fig. 3(b)), according to the position of the WP in the reciprocal space. The velocity of the very first moments in time corresponds to the high-energy terms of the Hamiltonian (celerity \( \alpha \)), which are determined by its \( q \)-dependent Hermitian part. Then, the velocity drops to the value determined by the ratio of the populations of the two bands \( n_+ \) and \( n_- \), and the respective positions of the WP projections in the two bands. The \( v_x \) projection of the group velocity for very small WPs (and \( q_y \ll q_x \)) is \( v_x \approx 3\sqrt{\alpha a q_y^2/q_0^2} \) (see [23]). To obtain the time dependence of the group velocity, we need to use the center of mass wave vector \( q_x(t) \), whose calculation again involves the quantum metric via the overlap integral \( I_{lin} \). For small \( t \), \( q_x(t) \approx \alpha a q_0^2 t^2/\sqrt{2\pi} \), and finally, combining all coefficients, the group velocity tends to a constant non-vanishing value

\[
\langle v_x \rangle \approx 0.38\alpha \tag{11}
\]

which does not depend on the WP size. Moreover, it only depends on the celerity \( \alpha \) of the Hermitian part of the Hamiltonian, and not on the non-Hermitian dichroism parameter \( a \).

All this is indeed confirmed by numerical simulations. Figure 4(a) shows all possible trajectories for WPs of different polarizations. They all demonstrate a constant acceleration along \( y \), as for a circular WP. An additional polarization dependent constant velocity contribution appears. For an H-polarized WP (black circles in panel (a)), it is directed along \( x \) and therefore can be studied independently from the other contribution \( v_y \). Fig. 4(b) shows that the velocity \( v_x \) of an H-polarized WP quickly drops from the value given by the Hermitian part of the Hamiltonian \( (v_x = \alpha) \) at \( t = 0 \) down to the constant value predicted by (11) and indeed independent of the dichroism \( a \) (dashed line). This finite constant velocity differs drastically from the behavior of a gapped Dirac Hamiltonian, where the radial metric decays as \( g_{qq} \sim -q^2 \) and...
therefore does not diverge. Because of this, the associated group velocity tends to zero in the limit of a WP infinitely large in real space $v_{\text{Dirac}} \sim 1/\sigma^2 \rightarrow 0$. Contrary to a diabolical point, associated with a localized Berry curvature (delta function), an exceptional point exhibits distributed Berry curvature [6, 7]. However, dynamical effects associated with this Berry curvature, such as the anomalous Hall effect, are practically unobservable, because the divergent group velocity dominates all possible corrections.

The effects we have described can be measured optically in microcavities with exceptional points [28], in atomic vapors [29], or in dichroic birefringent crystals [30], but the theory we developed applies to all 2nd-order exceptional points. We note that contrary to the anomalous Hall effect, recently observed in microcavities [10], the WP displacement does not saturate and continues to grow with time or propagation distance.

These results demonstrate that the quantum metric plays a particularly important role in vicinity of the exceptional points, determining the dynamical behavior of WPs. The crucial feature is that the radial component of the quantum metric diverges. This, together with the divergent group velocity, leads to a non-vanishing polarization-dependent velocity for any finite-size WP, centered at the exceptional point. Our studies are important for future research and applications in non-Hermitian photonics.
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numerical simulations that confirm our theoretical analysis. We therefore keep both components of the wave vector as variables at first, and only in the end of the calculation set \( q_y = 0 \). We write the series expansion of the real part of the energy for small \( q \) along the line \( \varphi = \pi \), where we use the identity \( \cos \varphi/2 = \sqrt{(1 + \cos \varphi)/2} \):

\[
E(q) \approx \sqrt{2\alpha a} \left( q_x^2 + q_y^2 \right)^{1/4} \sqrt{1 + \frac{q_x}{\sqrt{q_x^2 + q_y^2}}} \approx \sqrt{2\alpha a} \frac{q_y}{|q_x|^{1/2}} \tag{12}
\]

Here, we have first used that \( q \) is small, and then that \( q_y \ll q_x \), and also that \( |q_x| = -q_x \) for \( q_x < 0 \). The group velocity in the vertical direction is given by \( v_y = \partial E/\partial q_y \), which gives the expression

\[
v_y \approx \frac{\sqrt{2\alpha}}{|q_x|^{1/2}} \tag{13}
\]

used in the main text.

### Linearly-polarized wavepacket

The effective center of mass wave vector for one of the branches at \( t = 0 \) is determined as:

\[
q_0 = \int q \times I_{\text{lin}} \times |\psi_0(q)|^2 \, dq \tag{14}
\]

where \( |\psi_0(q)|^2 \) is the excitation wavefunction (Gaussian WP with \( \sigma_q \) width), \( I_{\text{lin}} \) is the overlap integral with the chosen branch (given in the main text). The integral has to be divided into two parts, \( q \leq 0 \) and \( q > 0 \). The contributions with \( I_{\text{lin}} = 1/2 \) compensate each other, while the remaining term for \( q > 0 \) gives the dependence \( q_0 \sim \sigma_q^{3/2} \) indicated in the main text.

To find the expression for the group velocity projection on the \( x \) axis, we use the expression for the real part of the energy once again

\[
E(q) \approx \sqrt{2\alpha a} \left( q_x^2 + q_y^2 \right)^{1/4} \sqrt{1 + \frac{q_x}{\sqrt{q_x^2 + q_y^2}}} \approx \sqrt{2\alpha a} \frac{q_x}{|q_x|^{1/2}} \tag{15}
\]

which we derive over \( q_y \) and then apply series expansion over \( q_y \), taking care of \( q_x < 0 \). This gives the expression for \( v_x \approx 3\sqrt{\alpha a q_x^2} / 8q_x^2 \) given in the main text.

For the calculation of \( q_x(t) \) (the \( x \) projection of the effective center of mass coordinate), we take into account that the difference of the population of the branches is controlled by the overlap integral, which behaves as \( I_{\text{lin}} \approx 1/2 + \sqrt{\alpha a q_x^2}/2a \) and by the imaginary part \( \Gamma t \approx \sqrt{q_x^2} \). The position of the center of mass on a given branch is therefore given by

\[
\langle q_1 \rangle \sim \int q(1 + qt)|\psi_0(q)|^2 \, dq \sim \sigma_q^2 t \tag{16}
\]

while the population of this branch is given by

\[
I_1 \sim \int (1 + qt)|\psi_0(q)|^2 \, dq \sim \sigma_q t \tag{17}
\]
while the sum of the two branches $I_1 + I_2$ remains approximately constant (one branch grows, the other decays). We therefore find that
\[ q_x(t) \sim \sigma_q^3 t^2 \]  
where $\sigma_q^3 \sim q_0^2$ (the initial wave vector of a WP within one of the branches). This allows to find $v_x$ using $q_x(t)$ and $q_y = \sqrt{2q_0q_x}$.

The results concerning the dynamics of a linear-polarized wavepacket, provided in the main text, are strongly based on its center of mass position in the reciprocal space. As an additional confirmation of our theoretical considerations, we provide the numerical results on the center of mass wave vector in this supplemental material. Figure 5 shows the two projections of the center of mass wavevector as a function of time. Panel (a) clearly exhibits a parabolic growth (which is valid both for circular and linear wavepackets), whereas panel (b) demonstrates a linear dependence on time. This is due to the fact that the center of mass wave vector follows the trajectories of maximal gradient of the imaginary part of the energy shown in Fig. 3 of the main text, which represent a family of parabolic curves, and therefore $k_y \sim \sqrt{k_x} \sim t$. The parameters were the same as in Fig. 4 of the main text.