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Background: Heavy charged particles after nuclear muon capture are an important nuclear physics background to the muon-to-electron conversion experiments Mu2e and COMET, which will search for charged lepton flavor violation at an unprecedented level of sensitivity.

Purpose: The AlCap experiment aimed to measure the yield and energy spectra of protons, deuterons, tritons, and α-particles emitted after the nuclear capture of muons stopped in Al, Si, and Ti in the low energy range relevant for the muon-to-electron conversion experiments.

Methods: Individual charged particle types were identified in layered silicon detector packages and their initial energy distributions were unfolded from the observed energy spectra.

Results: The proton yields per muon capture were determined as \( Y_p(\text{Al}) = 26.64 (28 \text{ stat.})(77 \text{ syst.}) \times 10^{-3} \) and \( Y_p(\text{Ti}) = 26.48 (35)(80) \times 10^{-3} \) in the energy range 3.5 – 20.0 MeV, and as \( Y_p(\text{Si}) = 52.5 (6)(18) \times 10^{-3} \) in the energy range 4.0 – 20.0 MeV. Detailed information on yields and energy spectra for all observed nuclei are presented in the paper.

Conclusion: The yields in the candidate muon stopping targets, Al and Ti, are approximately half of that in Si, which was used in the past to estimate this background. The reduced background allows for less shielding and a better energy resolution in these experiments. It is anticipated that the comprehensive information presented in this paper will stimulate modern theoretical calculations of the rare process of muon capture with charged particle emission, and inform the design of future muon-to-electron conversion experiments.

I. INTRODUCTION

In the coming decade, next-generation muon-beam experiments will probe charged lepton flavor violation with unprecedented sensitivity. The COMET (J-PARC) [1] and Mu2e (Fermilab) [2] experiments will search for the charged lepton flavor violating process of neutrinoless muon-to-electron conversion in aluminum (\( \mu^- + \text{Al} \rightarrow e^- + \text{Al} \)) with a sensitivity of \( 10^{-16} \) – a four order of magnitude improvement over the current experimental limit [3]. In these experiments, aluminum targets will stop low-energy muons and high-resolution detectors will measure the momentum of particles emitted from the stopping target. The signal for muon-to-electron conversion is a monoenergetic electron with a momentum of 105 MeV/c. Incorporating neutrino oscillations into the standard model of particle physics leads to an undetectably small branching ratio (\( O(10^{-52}) \)) and so an observation of such a signal would be an unambiguous sign of new physics.

Many standard model extensions predict enhanced rates of muon-to-electron conversion. When a negative muon is bound in the ground state of a muonic atom there is a significant overlap between the bound muonic 1s wavefunction and the nucleus. Depending on the model Lagrangian, this allows the conversion process to occur via the exchange of a photon between the nucleus and the
muon (via higher order loops), or through short-range interactions [4, 5].

COMET and Mu2e must understand all of the processes that occur when a negative muon is captured in a stopping target. First, within a few picoseconds after stopping, the muon will cascade down through excited atomic states to the 1s ground state. The transitions between energy levels produce characteristic X-rays that can be used to count the number of stopped muons. Once the muon has reached the ground state, the large overlap between the muon wavefunction and the nucleus modifies the muon decay process (\(\mu^- e + \bar{\nu}_e + \nu_\mu\)) and allows for nuclear capture (\(\mu^- + \text{Al} \to \nu_\mu + \text{Mg}\)) via the short-range, charged-current weak interaction. For the muon decay, the Coulomb interaction between the muon and the nucleus modifies the energy distribution of the emitted decay electrons. Because the nucleus can absorb significant recoil momentum, the high-energy endpoint of the decay electron spectrum extends from 52.8 MeV up to the conversion signal energy, which is 105 MeV for muon-to-electron conversion in aluminum [6, 7]. During muon capture, energy corresponding to the muon mass (minus the atomic binding energy of 450 keV for aluminum) is imparted to the capture products. The neutrino typically absorbs most of the energy, leaving 20 MeV, on average, to be distributed in the nucleus [8]. This excess energy results in the emission of protons, neutrons, deuterons, tritons, and \(\alpha\)-particles from the nucleus.

To reach the required sensitivity, COMET Phase-I [1] and Mu2e will stop a very large number of muons \((O(10^{18}))\) in aluminum and so must design their experiments to reduce the impact of the large flux of background particles emitted from the target on their detectors. Both experiments will place their stopping targets on the axis of a solenoidal field and employ cylindrical detectors to measure the momentum of emitted electrons. The detectors will be kept at a large radius from the solenoid axis to avoid the intense flux of low momentum particles (<60 MeV/c), but maintain good acceptance for the higher-energy conversion electrons.

For heavy charged particles emitted after the nuclear muon capture process, only a small amount of kinetic energy is required for a momentum of 60 MeV/c. For example, a 2 MeV proton has enough transverse momentum to hit the active detector elements. To reduce the hit rate of these highly-ionizing particles, a thin cylindrical absorber will be placed between the aluminum stopping target and the detector to absorb low-energy protons. However, energy straggling in the absorber will degrade the energy resolution of the conversion electron signal and so the thickness of the absorber needs to be minimized. Therefore, in order to optimize the design of the absorber, it is essential to know the yield and energy spectrum of emitted heavy charged particles produced after nuclear muon capture.

There are several summaries of past experimental results [8–11] which discuss the observation and theoretical interpretation of the emission spectrum of protons, deuterons, and \(\alpha\)-particles after muon capture. The most advanced theoretical model of this process was developed by Lifshitz and Singer [12, 13] applying nuclear structure methods available in the late 1970s. They used a simplified weak Hamiltonian, and a nuclear excitation function of quasifree particles with an empirical nucleon-momentum distribution that allowed for both pre-equilibrium and compound-nucleus emission. Their main goal was to describe the process over a wide range of nuclei. They found that the calculated number of emitted particles per muon capture was consistent with the data available at the time.

Unfortunately, previous experimental results are not directly relevant to COMET and Mu2e. The results are either from materials other than aluminum [14–16], had no particle identification [17, 18], or the spectrum was only measured at high energies [19]. A recent measurement of the proton and deuteron momentum spectra from muon capture on aluminum from TWIST [20] has improved the picture.

In the past, muon-to-electron conversion experiments used a fit to the silicon spectrum from Sobottka and Wills [14] (reproduced in Fig. 1) scaled to aluminum based on estimates from radiochemical experiments. This fit was first developed for the MECO experiment [21] and consists of a rapid rise above a threshold energy, and an exponentially-decaying tail to higher energies. The values of these parameters are known for silicon but charged particle emission for other materials could be significantly different.

![FIG. 1: Sobottka-Wills data of charged particle emission after nuclear muon capture on silicon (digitized from Ref. [14]). The data below the valley at 1.4 MeV is due to nuclear recoil, mainly from neutron emission, and the data above is due to charged particle emission. The total number of charged particles emitted per muon capture between 1.4 MeV and 26 MeV is 0.15(2). Sobottka and Wills note that the valley has a large statistical uncertainty and that the exponential decay parameter is 4.6 MeV.](image-url)
particles emitted after nuclear muon capture, members of COMET and Mu2e collaborated on the AlCap experiment. AlCap’s overall program consisted of three work packages: i) measurements of the emission of heavy charged particles following nuclear muon capture; ii) measurements of neutron yields after muon capture; and, iii) measurements of muonic X-rays and gamma rays required for the normalization of the stopping rate in COMET and Mu2e.

This paper describes the AlCap experiment and focuses on the results from data collected in 2015 for work package i). Specifically, it presents the yields and energy spectra of protons, deuterons, tritons, and α-particles following nuclear muon capture on aluminum, silicon, and titanium.

II. THE ALCAP EXPERIMENT

A. Experimental Strategy

One of the goals of the AlCap experiment is to measure the energy spectra of heavy charged particles emitted after nuclear muon capture. Once the muon has reached the atomic ground state, nuclear muon capture and muon decay in orbit determine the total muon disappearance rate $\lambda_t = \lambda_c + \lambda_d$. Accordingly, the number of captured muons, $N_c$, is given by:

$$N_c = N_\mu \frac{\lambda_c}{\lambda_c + \lambda_d},$$  \hspace{1cm} (1)

where $N_\mu$ is the number of stopped muons, $\lambda_c$ is the nuclear capture rate and $\lambda_d$ is the muon decay rate. These rates are well-known from measurements of the total disappearance rates $\lambda_t$ [22]. The muon decay rate, $\lambda_d$, is close to the free muon decay rate [23], but is reduced by the Huff factor [24, 25], a small nuclear dependent correction factor that accounts for bound state corrections arising from Coulomb corrections and relativistic effects.

AlCap determines the yield of particles of type $\eta$ emitted per unit energy and per captured muon:

$$Y^{i}_\eta(E) = \frac{dN^{i}_\eta(E)}{dE N_c}.$$ \hspace{1cm} (2)

Experimentally, the yield

$$Y^m_\eta(E) = Y^{i}_\eta(E) \varepsilon_\eta(E)$$ \hspace{1cm} (3)

is observed, where the indices $i$ and $m$ distinguish between the yield of initially emitted particles after muon capture and those measured with an energy dependent detector efficiency $\varepsilon_\eta(E)$, respectively.

Using a germanium detector, AlCap measured the number of captured muons by counting the number of characteristic $2p-1s$ X-rays, $N_{2p-1s}$. The number of stopped muons, $N_\mu$, can be determined by using the equation

$$N_{2p-1s} = N_\mu I_{2p-1s} \varepsilon_{2p-1s},$$ \hspace{1cm} (4)

where $I_{2p-1s}$ is the relative intensity of the $2p-1s$ X-ray (per stopped muon), and $\varepsilon_{2p-1s}$ is the efficiency of detecting the X-ray. Both the X-ray intensity and capture fractions are known from the literature (see Table I) and so $N_c$ is determined by combining equations (1) and (4).

| Material | Lifetime [ns] | Capture Fraction [%] | $2p-1s$ X-ray Energy [keV] | Intensity [%] | Refs. |
|----------|--------------|----------------------|---------------------------|--------------|-------|
| Al       | 864(2)       | 60.3(14)             | 240.92(9)                 | 79.3(8)      | [22, 26] |
| Si       | 756(1)       | 65.8(13)             | 400.177(5)                | 80.3(8)      | [22, 26] |
| Ti       | 329.3(13)    | 85.29(6)             | 931.57(40)                | 75.1(14)     | [22, 27, 28] |

Silicon detector packages measured the energy of the emitted charged particles. These detector packages consisted of one thin and two thick layers of silicon diode detectors working as a $dE/dx - E$ telescope. When the energy deposited in the first (thin) layer, $E_1$ (corresponding to $dE/dx$), is plotted against the total energy deposited in both layers, $E_1 + E_2$, a band structure appears with each band characterizing a distinct particle type (Fig. 2). However, protons with sufficiently high energy will penetrate (punch through) both detectors (Fig. 2, “punch-through protons”). A third layer of silicon was installed which could optionally be used to veto punch-through protons or measure their energy ($E_1 + E_2 + E_3$) if stopped by the third layer.

FIG. 2: Demonstration of the particle identification method using the AlCap simulation. By plotting the energy deposited in the thin detector, $E_1$, against the total energy deposited in both layers, $E_1 + E_2$, different bands corresponding to different particle types appear. The band of punch-through protons is vetoed by a third layer situated behind the second layer.

Measuring these spectra to much lower energies than available in the literature produces additional challenges. Low energy particles have a short range (less than 100 µm
in aluminum for a 3 MeV proton) and an energy loss which changes rapidly as a function of energy. The energy lost in the target and other material between the target and detectors must be minimized. This requires very thin stopping targets and silicon detectors, all enclosed in a vacuum chamber. An intense low-energy muon beam with a narrow momentum width is needed to obtain a sufficient number of stopped muons in these thin targets.

Even after minimizing energy loss, the measured spectrum has to be corrected for energy that is lost in the target and any passive detector layers. The measured yield, $Y^m(E)$, is given as a generalization of Eq. (3) is

$$Y^m(E_m) = \int Y^i(E_i) R(E_m, E_i) \, dE_i,$$

(5)

$$y^m = R \, y^i$$

(6)

where $R(E_m, E_i)$ is a response matrix that maps the initial energy $E_i$ to the measured energy $E_m$. The second equation expresses the same relation in matrix form more suitable to the experimental situation where both $y^i$ and $y^m$ are vectors of energy bins. To construct the response matrix, the experiment was simulated to calculate the expected energy loss. The simulation incorporated the geometric acceptance, $\varepsilon$, of the detector packages into the response matrix.

B. Experimental Setup

1. Muon Beam

The experiment was conducted with the negative muon beam provided by the pE1 beamline at the High Intensity Proton Accelerator at the Paul Scherrer Institut (PSI) [29]. This beam met the energy, intensity, and momentum width requirements outlined in the previous section. The beam was tuned to obtain muon momenta between 25.9 MeV/c and 28.4 MeV/c with a momentum width of 3% FWHM. Muon stopping rates were typically between 5 and 6 kHz. The pion contamination was negligible since a 26 MeV/c pion has a probability $O(10^{-5})$ to survive the 16 m long beamline. A measurement of the beam profile at the stopping target is given in Section III.

2. Vacuum Chamber and Muon Counter

The AlCap apparatus, pictured in Fig. 3, consisted of a stainless steel vacuum chamber containing ion-implanted silicon detectors. The vacuum was less than $3 \times 10^{-4}$ mbar. A thin (52 μm), 5 cm × 5 cm, quadrant-segmented silicon detector (SiT) was positioned inside the vacuum chamber at the beam entrance of the chamber to tag incoming muons and provide a measure of the beam energy via $dE/dx$. Locating the entrance detector inside the vacuum reduced the distance between it and the stopping target, greatly lessening the effects of muon beam scattering and achieved stopping fractions (with uncertainties) of 35(2)%, 38(4)%, and 20(2)%, for the aluminum, titanium, and silicon targets, respectively.

3. Targets

The muon stopping target was centered in the chamber and oriented at 45° with respect to the incoming muon beam. Three target materials were used: aluminum, silicon, and titanium.

Aluminum is the primary choice of stopping target material for both COMET and Mu2e. The AlCap experiment used a 50 μm-thick, >99% pure aluminum foil target with natural isotopic abundance (100% $^{27}$Al) for the main analysis. As a cross-check, data was taken with a thicker 100 μm-thick aluminum target. This increased the muon stopping rate at the cost of larger corrections for energy loss.

Titanium is an alternative stopping target material for COMET and Mu2e because the rate for muon-to-electron conversion is expected to be higher in titanium than in aluminum. However, this advantage is largely canceled by the shorter lifetime of muonic titanium, thereby reducing the number of muonic atoms available during the measurement period, which is delayed compared to the incident pulsed beam in order to avoid large backgrounds that arrive promptly at the stopping target. AlCap made measurements on a >99% pure, 50 μm-thick titanium target of natural isotopic abundance (74% $^{48}$Ti).

Silicon is the only material where charged particle spectra at the low energies relevant for COMET and Mu2e background estimates have previously been measured [14]. AlCap used a 52 μm-thick silicon detector of natural isotopic abundance (92% $^{28}$Si) as a target for our main analysis. As a cross-check, data was taken with a 1.5 mm-thick active silicon detector oriented at 90° to the muon beam and measured capture products in the same detector. Finally, special runs with active, thin segmented silicon detectors as the target measured the energy and profile of the muon beam for different beam momenta. These data were used to tune the muon beam simulation (see Section III).

The datasets are summarized in Table II.

4. Detectors

Silicon wafer detectors measured the energy of the emitted charged particles. They were organized into two three-layer detector packages and were placed symmetrically beam-left and beam-right of the target. This symmetric geometry made the sum of measured events insensitive to the stopping depth of muons since a shift in the stopping depth in either direction reduces the path length for particles striking one arm, while increasing it for the opposite arm. Thus the energy deposition in the
FIG. 3: Diagram (left) and photo (right) of the AlCap apparatus. In the diagram, the gray circle shows the outer wall of the vacuum chamber (30 cm in diameter and 60 cm in height), the black lines indicate lead shielding, the red lines indicate silicon detectors, and the blue line is the muon stopping target. The veto scintillator was not used in the analysis.

TABLE II: Overview of the AlCap datasets.

| Material | Thickness [µm] | Orientation [deg] | Number of Muon Events [×10^6] | Number of X-Rays [×10^3] | Number of Muon Stops [×10^3] | Number of Protons [×10^3] | Number of Deuterons [×10^3] | Number of Tritons [×10^3] | Number of Alphas [×10^3] |
|----------|----------------|-------------------|-------------------------------|--------------------------|----------------------------|---------------------------|---------------------------|--------------------------|--------------------------|
| Main Analyses | | | | | | | | | |
| Al | 50 | 45 | 466 | 209 | 154 | 254 | 140 | 11.8(1) | 140.0(5) |
| Ti | 50 | 45 | 421 | 188 | 39.4 | 239 | 4.91 | 23.9(5) | 460.6(7) |
| Si | 52 | 45 | 86.1(5) | 18.8(3) | 15.5(1) | 70.6(5) | 11.8(1) | 460.6(7) |
| Cross-checks | | | | | | | | | |
| Al | 100 | 45 | 163(1) | 96(3) | 31.4(6) | 134(1) | 23.9(5) | 460.6(7) |
| Si | 1500 | 90 | 72.2(3) | 53.4(2) | 15.7(1) | 47.2(2) | 15.9(1) | 460.6(7) |

target averages in the sum of both arms. The layered setup for the detectors allowed for particle identification as described earlier.

Each detector package was composed of a thin (52 µm) detector (SiL1 and SiR1 for beam left and right, respectively), and two thick (1500 µm) detectors (SiL2, SiR2, SiL3, and SiR3). All had 5 cm × 5 cm cross-sections, a 0.5 µm dead layer, and a 0.5 µm aluminum window [30]. The thin silicon detectors were segmented to reduce noise due to detector capacitance: SiR1 was divided into four quadrants, and SiL1 into 16 vertical strips. Unfortunately, high-voltage problems and high noise rates in SiL3 and the first and last of the 16 strips in SiL1 resulted in these channels being excluded from the analysis, reducing the left arm’s acceptance.

The targets used for the silicon target datasets were used as detectors in the other datasets. SiL1 was the target for the main analysis and beam profile measurements, and SiL2 was the target for the cross-check analysis. For the main analysis, this meant that there was only one detector arm and so the advantages of the symmetric setup were lost, resulting in a larger systematic uncertainty.

A germanium detector measured the emitted 2p-1s X-rays for counting the number of stopped muons. A Canberra GC2018 coaxial high-purity germanium detector (HPGe) was placed outside of the chamber and upstream of the target. It was pointed towards the target through a port in the vacuum chamber with a 2 mm-thick alu-
minum window.

5. Shielding

Muons that do not stop in the target could stop in the chamber wall or other parts of the infrastructure. Since the muonic atom lifetime of these materials is similar to that of the target materials, heavy charged particles emitted from these could be mistaken as coming from the target. To mitigate this, lead shielding was placed at all potential scattering locations. Muonic lead has a much shorter lifetime (75.4(10) ns [22]) than the target materials (Table I). Therefore, acceptance of charged particles was delayed until after the arrival of an incoming muon (as defined by the entrance counter) such that the vast majority of muonic lead atoms had decayed, while most muonic target atoms had not. The lead shielding included a lead backstop, lead collimator, and lead casing on the target mount.

6. Readout and Data Acquisition

A trigger-less, MIDAS-based [31, 32], data acquisition system collected data in 10-minute runs, composed of 100 ms blocks. Amplified signals from every detector that went above a specified threshold were read out and analyzed by waveform digitizers (WFDs). The deadtime between the blocks was negligible. The sample rates varied depending on the digitizer employed, and were operated at stepped-down multiples of a 500 MHz global clock.

The silicon detectors were connected to either an MSI-8 or an MPRS-16 Mesytec amplifier module [33, 34]. Each included a built-in charge-sensitive preamplifier, shaping amplifier, and timing filter amplifier. The thick silicon detectors (SiR2, SiR3, and SiL2) and channels from the quadrant detectors (SiR1 and SiT) were connected to MSI-8 modules. The 16 channels from SiL1 were connected to a similar MPRS-16 module. The germanium detector came with built-in preamplification, whose output was directed into an Ortec 673 shaping amplifier. Because the timing signals from the fast timing filter amplifiers of the silicon detectors had unacceptably high noise levels, the main analysis was based on the shaped amplifier output signals, which had excellent energy resolution at the expense of poorer time resolution (FWHM $O(100 \text{ ns})$).

The silicon shaping amplifier outputs were all connected to 8 channel, 12-bit Struck SIS 3300 VME-based WFD boards [35]. The germanium shaping amplifier output was connected to an 8-channel, 14-bit CAEN V1724 [36]. All boards could sample up to 100 MHz. To completely capture the pulses, the WFDs sampled the silicon detectors for 5 $\mu$s and the germanium detector for 19 $\mu$s after the pulse had gone above threshold. The WFDs used for the silicon detectors had a 1 $\mu$s deadtime after sampling a pulse, and so any particle arriving at a detector within 1 $\mu$s of another particle would be lost. The hit rates in all the detector packages were sufficiently low ($\approx 100 \text{ Hz}$) that this deadtime was not an issue.

C. Detector Calibration and Performance

To calibrate the energy response of the silicon detectors, a $^{241}$Am source with a known particle emission spectrum (5.5 MeV $\alpha$-particles), and a pulser that injected a known charge directly into the detector preamplifiers were used. The latter provided equivalent signals of 0.75 MeV, 1.50 MeV, 2.25 MeV, and 3.00 MeV for calibration. Minimum ionization energies were determined using beam electrons scattered by the target or emitted by decaying stopped muons.

The energy scale and efficiency of the germanium detector were calibrated with a $^{152}$Eu source placed at the target position, thus the solid angle acceptance was included in the measurement. The source provided gamma rays in the range 244 keV–1410 keV, with well-known energies and intensities for each gamma-line. The absolute activity of the source was known to 3%. The efficiency was cross-checked with the thick silicon target dataset, where $2p$–$1s$ X-rays coincident with a stopped muon provided a direct measure of the efficiency at 400 keV. The efficiencies (and energies) for the aluminum, silicon, and titanium $2p$–$1s$ X-rays were $6.6(2) \times 10^{-4}$ (346.828(2) keV), $6.14(9) \times 10^{-4}$ (400.177(5) keV), and $2.6(1) \times 10^{-4}$ (931.57(40) keV), respectively.

The measured energy resolutions of all detectors are tabulated in Table III. The energy resolutions for the silicon detectors are taken from the $^{241}$Am calibration, and the energy resolution for the germanium detector is taken from the aluminum $2p$–$1s$ X-ray peak.

| Detector | Thickness [nm] | Energy Resolution [keV] |
|----------|----------------|-------------------------|
| SiT      | 58             | 115(8)                  |
| SiR1     | 58             | 99(3)                   |
| SiR2     | 1545           | 75(1)                   |
| SiR3     | 1500           | 146(3)                  |
| SiL1     | 52             | 75(3)                   |
| SiL2     | 1500           | 73(1)                   |
| HPGe     | 44000          | 2.63(1)                 |

TABLE III: Energy resolutions (FWHM) and detector thicknesses of the AlCap detectors. For segmented detectors, the worst resolution is listed.
A Geant4-based (v10.5.p01) [37–39] simulation was used to calculate both the energy lost in the target by heavy charged particles and the geometric acceptance of the silicon detector packages. The simulation was run in two stages. The first stage simulated the muon beam entering the chamber and stopping in the target, and the second stage simulated heavy charged particles traveling from the target to the silicon detectors. The input parameters of the muon beam simulation were tuned using data collected with the active 16-strip silicon detector as a stopping target using two orientations. This data provided the vertical and horizontal beam profiles at the stopping target after dispersion and scattering effects ($\sigma_{\text{horiz.}} \approx 15 \text{ mm}, \sigma_{\text{vert.}} \approx 20 \text{ mm}$). Beam profile data were also collected for different beam momenta. Figure 4 shows the validation of the beam energy tuning.

The second stage of the simulation generated the heavy charged particles in the stopping target at the muon stopping positions. These particles were tracked as they lost energy leaving the target and deposited their remaining energy in the silicon detectors. From the simulation results, a response matrix is constructed by mapping the observed energy in the silicon detectors to the generated energy. This information, combined with measured detector resolutions and thresholds, was used to unfold the energy lost as charged particles left the target. Since the simulated heavy charged particles were emitted in the full $4\pi$ solid angle, the response matrix also encoded the geometric acceptance of the detectors.

The energies and times of the detector hits were extracted by analyzing the digitized waveforms. The amplitude of the pulse (defined as the maximum WFD sample amplitude after pedestal subtraction) was proportional to the deposited energy. The time of the pulse was defined as the time when the pulse reached 20% of its maximum amplitude. Figure 5a shows a typical pulse from one of the silicon detectors with the amplitude and time definitions described.

### III. MONTE CARLO SIMULATION

A Geant4-based (v10.5.p01) [37–39] simulation was used to calculate both the energy lost in the target by heavy charged particles and the geometric acceptance of the silicon detector packages. The simulation was run in two stages. The first stage simulated the muon beam entering the chamber and stopping in the target, and the second stage simulated heavy charged particles traveling from the target to the silicon detectors. The input parameters of the muon beam simulation were tuned using data collected with the active 16-strip silicon detector as a stopping target using two orientations. This data provided the vertical and horizontal beam profiles at the stopping target after dispersion and scattering effects ($\sigma_{\text{horiz.}} \approx 15 \text{ mm}, \sigma_{\text{vert.}} \approx 20 \text{ mm}$). Beam profile data were also collected for different beam momenta. Figure 4 shows the validation of the beam energy tuning.

The second stage of the simulation generated the heavy charged particles in the stopping target at the muon stopping positions. These particles were tracked as they lost energy leaving the target and deposited their remaining energy in the silicon detectors. From the simulation results, a response matrix is constructed by mapping the observed energy in the silicon detectors to the generated energy. This information, combined with measured detector resolutions and thresholds, was used to unfold the energy lost as charged particles left the target. Since the simulated heavy charged particles were emitted in the full $4\pi$ solid angle, the response matrix also encoded the geometric acceptance of the detectors.

### IV. DATA PREPARATION

#### A. Digitized Pulse Analysis

The energies and times of the detector hits were extracted by analyzing the digitized waveforms. The amplitude of the pulse (defined as the maximum WFD sample amplitude after pedestal subtraction) was proportional to the deposited energy. The time of the pulse was defined as the time when the pulse reached 20% of its maximum amplitude. Figure 5a shows a typical pulse from one of the silicon detectors with the amplitude and time definitions described.

### V. DATA ANALYSIS

#### A. Muon Stops and X-ray Analysis

All analyses were based on muon events. A muon event consisted of a hit in the entrance counter (the central muon) as well as any hits in any of the other detectors which occurred within ±20 μs of the entering muon. A pile-up protection cut of ±10 μs was applied so that accepted muon events had no other entrance hits within 10 μs. These times are much longer than the muonic atom lifetimes of the target materials ($O(100 \text{ ns})$, see Table I), but shorter than the time between arriving muons (typically ≈150 μs). For the silicon target analysis, the muon event was also required to have at least one hit in the target.

The number of muons stopping in the target was evaluated according to Eq. (4) based on the characteristic X-rays observed with the germanium detector. The $2p–1s$ peak was fitted to a double Gaussian shape (corresponding to the fine-structure splitting of the $2p$ level) with a linear background. For the aluminum and titanium

![Figure 4](image-url)
analyses, there were additional nearby background lines that required a triple Gaussian fit. The X-ray spectra are shown in Fig. 6.

The number of captured muons is determined using Eq. (1). Since the capture rate is well-known, the uncertainty in the number of captured muons is dominated by the uncertainty in the number of stopped muons.

The total number of muon events, the number of muon events that passed the selection criteria and the number of stopped muons are compiled in Table II.

B. Charged Particle Analysis

1. Hit Selection in the Detector Arms

Hits in the detector arms were selected if the time difference between the first and second layers was less than 500 ns (Fig. 7). Plotting \( E_1 \) vs. \( E_1 + E_2 \) for the selected hits gives rise to bands corresponding to different particle types (Fig. 8a). Particle bands corresponding to protons, deuterons, tritons, and \( \alpha \)-particles are seen. There is no evidence for the emission of \( ^3\text{He} \) nuclei. The lowest detectable energy is defined by the energy required to pass through the first detector layer and reach the second detector layer.

High-energy protons can punch through the second layer. These appear in the \( E_1 \) vs. \( E_1 + E_2 \) plot at \( E_1 \approx 0.2 \text{ MeV} \) and \( E_1 + E_2 > 0.6 \text{ MeV} \). These events were suppressed by a veto from the third layer which was \( 0.74(7) \) efficient. The third-layer hit was used to extend the energy range of the proton analyses by creating an \( E_1 + E_2 \) vs. \( E_1 + E_2 + E_3 \) plot (Fig. 8b) with coincident hits in all three layers.

For data where there was no third layer (i.e. in the left detector package and the thick aluminum cross-check dataset), there exists a noticeable bump between 11 MeV and 15 MeV due to the overlap between stopped and punch-through protons. A simulation-derived punch-through correction removed this background. In this correction, the simulation provides the fraction of protons that would punch through the second layer assuming a proton energy spectrum as given by the right-detector package. This method is verified by comparing the simulation-derived punch-through correction with the veto-corrected data from the right detector package. The simulation-derived punch-through correction was also used for the proton spectra between 17 MeV and 20 MeV to account for protons that punch through the third layer.

To suppress backgrounds due to muons stopping in the lead shielding, an arrival time cut is applied on the hits. Only detector hits that arrived between 0.4 \( \mu \)s and 10 \( \mu \)s after the muon passed through the entrance counter were accepted. Within this time window, 62.9% of aluminum muonic atoms and 29.7% of titanium muonic atoms either decay or capture. For the silicon analysis, no time cut was used since the muon event selection required a coincident signal in the active target, which removed any lead background.

2. Particle Identification

Two different techniques were used to extract the particle bands from the \( E_1 \) vs. \( E_1 + E_2 \) plots. The first
and the Ti datasets were due to muon stops in lead.

The fine splitting of the 2p level was included. Nearby peaks in the Al and Ti datasets were due to muon stops in lead.

FIG. 6: X- and γ-ray spectra, used to determine the number of muon stops in the targets. The fine splitting of the 2p level was included. Nearby peaks in the Al and Ti datasets were due to muon stops in lead.

FIG. 7: Time between hits in the first two layers for different charged particles as selected by the data-driven particle identification method.

method used a data-driven process to define the cuts, and the second used power-law functions to delineate the bands. Both methods gave consistent results.

In the data-driven method (Fig. 9a), the particle bands were linearized by taking the log of each axis, and then rotating the axes 45° counterclockwise. The linearized bands were then sliced along the x-axis and Gaussian functions were fitted in each slice (Fig. 9a, right inset). In energy regions that had low statistics ($E > 12$ MeV), the last stable fit parameters were used for subsequent slices. The fits define geometric cuts corresponding to ±3σ width, ±2σ width, etc. With this method, the efficiency of our band extraction is defined by the width. In this analysis, a width of 2σ was chosen as a compromise between efficiency and purity.

In the power-law function method (Fig. 9b), a functional form, motivated by the Bethe-Bloch formula, parameterized each particle band. Two functions of the form $AE^{-\alpha}$ were defined for each band: one corresponded to the upper edge, and the other corresponded to the lower edge of the band. $A$ and $\alpha$ are adjustable parameters and their values were determined by eye. The efficiencies and purities of this band extraction method were obtained from the Monte Carlo simulation.

Figure 10 shows the measured energy spectra for each particle type as extracted with the data-driven method. The power-law function method applied to the same data produced nearly identical results.

To ensure that the extracted particles are from muonic atom decays in the target, the arrival time distribution of the selected particles was fitted to an exponential function plus a constant. Figure 11 shows this fit for the aluminum dataset. There was good agreement between the fitted lifetimes ($\tau_{Al} = 865(9)$ ns, $\tau_{Si} = 757(6)$ ns, and $\tau_{Ti} = 326(4)$ ns) and those given in the literature (Table I).

Due to a gain non-linearity effect at high energies, the $\alpha$-particle band of the left-detector package was ignored.
An unfolding procedure corrects for the energy lost by charged particles as they leave the target. The amount of energy a particle loses for a given path length is strongly dependent on its energy and its species. Figure 12 shows the simulated energy loss \( (E_{MC} - E_{MC}^0) \), where \( E_{MC}^0 \) is the simulated initial energy and \( E_{MC} \) is the simulated measured energy) vs. simulated initial energy for particles simulated in the Monte Carlo simulation. The iterative unfolding method, as described by D’Agostini [40] and implemented in RooUnfold [41] is used to unfold the measured spectra.

Unfolding requires a response matrix that maps the measured energy to the initial energy of the particle. This was produced using the Monte Carlo simulation for heavy charged particles generated uniformly in the energy range 0 MeV–25 MeV. The response matrix also encoded the geometric acceptance of the detectors.

Figure 12 shows that at higher energies the energy loss band is narrow and nearly energy independent; and at low energies the spread of energy losses widens because the \( dE/dx \) increases. This induces larger uncertainties when unfolding the low-energy part of the spectrum.

In the iterative unfolding method, the regularization parameter is the number of iterations that are applied in the unfolding method. The default number of 4 iterations was used [41]. Systematic uncertainties due to the
FIG. 10: Measured charged particle energy spectra for aluminum (top), silicon (middle) and titanium (bottom) from the right detector package.

unfolding are studied in Section VI.

VI. SYSTEMATIC UNCERTAINTIES

The systematic uncertainties for the absolute yields of different particle species largely depend on common factors and are summarized in Table IV. The bin-to-bin
FIG. 11: Arrival times of protons in the Al dataset. An exponential fit plus a constant (red line) obtains a muonic atom lifetime consistent with the literature.

uncertainties affecting each energy spectrum have to be evaluated separately and are included in the plots of the initial energy spectra.

A. Hit Selection and Particle Identification

To understand the systematic uncertainties associated with the hit selection, the cuts were changed and the full analysis chain was re-run. The arrival time cut ($t_2 > 400$ ns) was changed to 300 ns and 500 ns; and the generous layer coincidence cut ($|t_2 - t_1| < 500$ ns) was changed to 200 ns. In both cases, the differences in selected particles were within the allowed statistical differences due to one set of cuts being the subset of another and so is neglected as a systematic uncertainty.

Because of the dead layers between the second and third layers, a proton that punches through the second layer may stop in the dead layer before hitting the third layer and so would not trigger the veto. From simulations of the detectors with larger dead layers 10% was added to the uncertainty in bins 15.5 – 16.5 MeV.

For data where the simulation-derived punch-through correction was used (i.e. for the left-detector package, and protons that punch-through the third-layer), a systematic uncertainty of 10% was added. This is derived from the statistics of the simulation-derived punch-through correction factors and by comparing the simulation-derived correction against the veto correction in the right detector package.

The systematic uncertainty obtained from the choice of particle identification method (data-driven vs. power-law function) is negligible because both methods produced almost identical raw spectra after efficiency and purity corrections.

For the data-driven method, the spectra constructed from the ±2σ width cuts and the ±1σ width cuts agreed within the allowed difference for this set – subset statistics. A tighter selection cut would result in negligible contamination from a neighboring particle band with a lower selection efficiency.

For the power-law function method, the width of the cuts were increased by 20%, a change in acceptance similar to the 1σ–2σ comparison of the data-driven method. Both wider and narrower selections were statistically consistent with the chosen cut values.

B. Unfolding Procedure

The number of iterations in the iterative unfolding procedure affects the result of the unfolding. With more iterations, the unfolding errors as well as instabilities at the boundaries of the measured energy range increase. To quantify this, the number of iterations was increased and the resulting differences assigned as a systematic uncertainty. The unfolded spectrum was assumed to converge with 4 iterations and the difference in the integral between 4 and 20 iterations was taken as the uncertainty. The difference in the integral depended on the particle type. For protons, deuterons and tritons the differences were <3%, while for α-particles the uncertainty was 15%. For the bin-by-bin uncertainties a conservative error was assigned as the quadratic sum of the error calculated by the unfolding plus the difference between the unfolded spectra with the two iteration parameters.

The bin width of the response matrix also affects the result. Unfolding with response matrices of bin widths in 100 keV increments from 100 keV to 500 keV produced difference with the final result of, at most, 2%.

C. Energy Miscalibration

From comparison between data and simulation, a 2.5% uncertainty on the energy calibration was assigned. Response matrices were constructed with energy deposits 2.5% higher and 2.5% lower than the simulated truth. The difference between the bins in each unfolded spectrum is included as the systematic. The systematic uncertainty on the integrals depends on the particle. It ranges from 1% for protons to 7.5% for α-particles due to the effect on the low-energy bins.

D. Muon Beam and Detector Placement

Small changes in the stopping position of the muon beam in the target changes the amount of material through which an emitted charged particle must transit. In order to study this effect, the muon beam was simulated with higher and lower energies than determined from the muon beam validation. The energy change was ±100 keV, which was the uncertainty on the muon beam validation and corresponds to a stopping depth
FIG. 12: Simulated energy loss, $E_{MC}^{i} - E_{MC}^{m}$, as a function of $E_{i}$, for protons (top) and tritons (bottom) emitted from the Al target that stop in the second layers of the left detector package (left) and right detector package (right). Note the difference in the upper $E_{MC}^{i}$ cutoff between protons and tritons is due to protons that punch-through the second layer, and the difference in the $E_{MC}^{i} - E_{MC}^{m}$ between the left and the right side is because the muon beam stops slightly closer to the back of the stopping target and so particles detected in the left detector package have passed through less of the target to reach the detector. This same simulation data is used to construct the response matrices for unfolding.

uncertainty of ±10 µm. New stopping positions and re-simulations of heavy charged particle emissions were used to obtain new response matrices for unfolding.

Figure 13 shows that the average of the left and right detector packages is insensitive to the muon stopping depth. Therefore, for the aluminum and titanium datasets, where detectors were placed symmetrically around the target with the results averaged, this systematic uncertainty is negligible. However, for the silicon dataset, where only one detector arm exists, the systematic uncertainty is 1% on the integrated yield. All datasets used only one arm for the $\alpha$-particle spectra and the systematic uncertainty due to the muon stopping depth is significantly higher at ≈10%.

There is a ±1.5 mm detector placement uncertainty. This changes the geometric acceptance as well as the effective material thickness for charged particle penetration. For the silicon dataset, where there was a single arm at a nominal 122 mm away from the target, a solid-angle calculation showed that the uncertainty was 2.2%. As a cross-check, a simulation of heavy charged particles in the Monte Carlo simulation with the detector arm placed 1.5 mm closer and further from the stopping target produced results consistent with the solid-angle calculation. For datasets with both arms, the uncertainty is reduced by a factor of $\sqrt{2}$ because each arm was placed independently.

The layers could also be misaligned by ±1 mm. This affects all datasets and would change the geometry acceptance of the detectors. From simulations, this effect adds a 2% systematic uncertainty on the integral.
VII. RESULTS

Figure 14 presents the high-statistics, initial energy spectra of charged particles produced from the capture process in the AlCap experiment. This analysis did not use any theoretical assumption about their spectral shape. Initial energy spectra are only reported when at least 90% of the energy response can be detected. For example, the response of a proton emitted with $E_i = 3$ MeV is mostly seen by the SiL detector (see Fig. 12), while particles of smaller energy fall below the detector threshold and, thus, are not included in the figures. Accordingly, the valid range for unfolding depends on the particle type. The range for heavier particle spectra starts at higher energies but also extends to higher energies without punch through. However, due to detector saturation the deuteron and triton spectra are only valid up to 17 MeV.

For the datasets where both detector packages were operated (for aluminum and titanium targets), the data were combined by adding the initial energy spectra as an inverse variance weighted average accounting for their different statistical and systematic errors. The bin-by-bin variation of the initial energy spectra largely follow the measured data (Fig. 10), with additional scatter induced by the unfolding process.

The main feature of all spectra is an exponential fall-off, which can be characterized by an evaporation spectrum $e^{-E/T}$ and is consistent with emission predominantly from the compound-nucleus as predicted by Lifshitz and Singer [12].

Table V gives numerical results extracted from the initial energy spectra. The integral of the spectra over an energy region gives the total number of emitted particles per muon capture, and an exponential fit to the spectra gives the decay parameter, $T$. These fits can aid the extrapolation to energy ranges beyond the AlCap measurement. However, care must be taken in extending to lower energies since this data does not cover the expected low-energy cut-off due to the Coulomb barrier.

These results indicate significant nuclear structure dependence of charged particle emission after muon capture. Both yields and spectral shapes depend on the target nucleus, with large differences observed even between the neighboring nuclei Al and Si. Further theoretical work could improve the understanding of these effects.
FIG. 14: Initial energy spectra of charged particles emitted after nuclear muon capture on aluminum (top), silicon (middle) and titanium (bottom). The statistical uncertainties are represented by the error bars whereas the systematic uncertainties are the color-shaded areas for each energy bin. Overall systematic uncertainties due to detector misalignment and detector placement (see Table IV) are not included here.
TABLE V: Table of charged particle yields and spectral decay rates for the main AlCap datasets.

| Material | Particle | $E_0 - E_1$ [MeV] | $\int_{E_0}^{E_1} Y_\nu(E)dE$ [per thousand muon captures] | Decay Parameter, $T$ [MeV] |
|----------|----------|------------------|-------------------------------------------------|----------------------|
| aluminum | protons  | 3.5 – 20.0       | 26.64 ± 0.28 (stat.) ± 0.77 (syst.)             | 4.8 ± 0.2            |
|          | deuterons| 4.5 – 17.0       | 8.46 ± 0.09 (stat.) ± 0.24 (syst.)             | 8.1 ± 0.3            |
|          | tritons  | 5.0 – 17.0       | 2.58 ± 0.04 (stat.) ± 0.09 (syst.)             | 6.6 ± 0.4            |
|          | alphas   | 15.0 – 20.0      | 0.44 ± 0.01 (stat.) ± 0.09 (syst.)             | 3.7 ± 2.0            |
| silicon  | protons  | 4.0 – 20.0       | 52.46 ± 0.62 (stat.) ± 1.82 (syst.)            | 3.8 ± 0.1            |
|          | deuterons| 5.0 – 17.0       | 9.80 ± 0.22 (stat.) ± 0.41 (syst.)             | 7.8 ± 0.7            |
|          | tritons  | 6.0 – 17.0       | 1.70 ± 0.08 (stat.) ± 0.10 (syst.)             | 5.1 ± 0.7            |
|          | alphas   | 15.0 – 20.0      | 0.57 ± 0.03 (stat.) ± 0.10 (syst.)             | 2.0 ± 0.3            |
| titanium | protons  | 3.5 – 20.0       | 26.48 ± 0.35 (stat.) ± 0.80 (syst.)            | 4.1 ± 0.1            |
|          | deuterons| 4.5 – 17.0       | 5.02 ± 0.10 (stat.) ± 0.20 (syst.)             | 9.8 ± 1.0            |
|          | tritons  | 5.0 – 17.0       | 1.36 ± 0.05 (stat.) ± 0.07 (syst.)             | 7.3 ± 0.8            |
|          | alphas   | 15.0 – 20.0      | 0.45 ± 0.02 (stat.) ± 0.05 (syst.)             | 4.4 ± 1.7            |

VIII. CROSS-CHECKS

A. Aluminum: Thick Target Analysis

As a cross-check, data were collected with a thicker aluminum target (100 µm vs. 50 µm). This measurement required a higher beam energy to stop the muons in the target center, and the emitted particles lost more energy as they left. The increased energy-loss corrections provide a valuable cross-check of our simulation and unfolding technique.

There are larger uncertainties in the analysis of the thicker target than in the thinner target. The lowest energies measured with the thin target cannot be measured with the thick target. Also there was no third layer veto available in either arm for the thick target and so the simulation-derived punch-through correction was applied. Despite this, Fig. 15 shows that the agreement between the thin and thick datasets is very good.

B. Silicon: Active-Target Analysis

To validate the analysis technique, data were collected on a 1.5 mm-thick active silicon target so that an analysis similar to that of Sobottka and Wills [14] could be performed. The energy spectrum of particles observed between 3 µs and 4 µs after the muon were analyzed, with an increased pile-up protection window of 20 µs. The total charged particle emission spectrum was compared to the sum of the Si spectra in Fig. 14. The number of muons stopped was 23.9(5) x 10⁶, corresponding to 15.7(3) x 10⁶ captured muons. Between 3 µs and 4 µs, 1.4% of muons in the silicon atoms either decay or are captured.

The standard pulse analysis is sufficient for the main analysis because the detectors have low hit rates (<100 Hz). However, in the active-target analysis, the hits from ejected particles that occur after a muon stop was observed in the same detector were analyzed. Because the triggered and recorded waveforms were 5 µs in length, the muon stop hit and the ejected particle hit occurred in the same waveform. To resolve these hits, average pulse shape templates were constructed from well-separated pulses, and those templates were fitted to the waveform to find sub-pulses. The fitter was able to adequately resolve sub-pulses that were more than 3 µs apart, which was sufficient given the high statistics of this dataset. Figure 5b shows the template fitter resolv-

FIG. 15: Initial energy spectra for protons measured with data from a thin (blue) and thick (red) aluminum stopping target.
ing two hits in a single waveform. The energy and time of each sub-pulse was extracted with the standard pulse definitions.

Two backgrounds were subtracted from the measured spectrum. The low-energy accidental background was removed by subtracting the energy spectrum in the negative time region (i.e. between $-4\,\mu s$ and $-3\,\mu s$). The decay electron background was removed by using the results of a simulation. The energy deposit of decay electrons in the simulation was validated by comparing to minimally-ionizing particle data from the main analysis.

Two additional corrections accounted for the energy transferred to the recoiling nucleus and the effect of high-energy charged particles that escaped the stopping target. The recoil correction has not been discussed previously in the literature and accounted for a $\approx 20\%$ difference between the two silicon analyses at 15 MeV.

The energy measured in the active target, $E_{\text{meas}}$, is the sum of the kinetic energy of the emitted charged particle, $E_X$, and the recoil energy of the nucleus in muon capture. According to theory [12, 13] the majority of muon capture reactions can be factorized into the initial capture, where most of the energy is taken by the neutrino, and the slower equilibration of the formed compound nucleus. Thus, the total kinetic energy of the final nucleus consists of contributions from its recoil against the neutrino and the emitted charged particle, as well as any emitted neutrons. Without a detailed theoretical model, we limit our simplistic estimate to the effect of the kinetic energy of a nucleus with mass $m_N$ recoiling against the observed charged particle with mass $m_X$ from the decay of the intermediate compound nucleus. In that case $E_X = E_{\text{meas}}/(1 + m_X/m_N)$ in the center-of-mass frame. For protons, this is $4\%$ smaller than the total observed energy $E_{\text{meas}}$. Since different particle types cannot be separated in this analysis, an average correction based on the particle ratios measured in the main silicon analysis is used. Between 15 MeV and 17 MeV, where all particles can be observed, the $p$:d:alpha fractions (with statistical and systematic uncertainties) are $50.2^{+11.0}_{-12.1}\%$, $30.0^{+4.7}_{-5.6}\%$, $4.3^{+1.7}_{-1.6}\%$ and $15.5^{+4.0}_{-2.9}\%$, respectively. This results in an average recoil correction of $7\%$ that is applied to all hits in the active target. Additional simulations which include transformation into the laboratory frame and neutron emission suggest that this is a lower limit for the recoil energy imparted on the nucleus.

High-energy charged particles escape from the target and mimic low-energy, fully-contained events because they deposit a small amount of energy as shown by a simulated response matrix in Fig. 16. Thus the measured high energy part of the spectrum can contribute to the low energy response, and unfolding becomes ill-defined. Therefore, a shape of the form:

$$N(E) = N_0 \left( 1 - \frac{T_{\text{th}}}{E} \right)^{\alpha} \left( e^{-E/T_0} + r e^{-E/T_1} \right)$$

is assumed, where $N_0$ is a normalization constant. The first term, characterized by a threshold energy $T_{\text{th}}$ and a shape parameter $\alpha$, provides a phenomenological description of the onset for charged particle emission above the Coulomb barrier. The second term allows for two exponential decay constants $T_0$ and $T_1$ suggested by the data, with $r$ parameterizing the relative fraction of the second exponential. In contrast to the main model-independent analysis, the chosen functional form imposes smoothness, eliminates fluctuations and enforces an exponential behavior. The analysis was performed by folding this functional form with the respective response matrix and fitting the result to the measured data.

The steps of this procedure are shown in Fig. 17a, where the red histogram is the raw data, the green line represents the result of the fit, which is obtained by folding the initial energy distribution (blue line) with the detector response.

Many of the systematic errors of this analysis are the same as obtained in the full analysis (e.g. simulation uncertainties). In addition, the particle composition uncertainty was negligible, and the dependence to the time slice used (subdivision analysis in $500\,\text{ns}$ time slices) added a $1\%$ error. The energy miscalibration system greatly affects the decay electron correction and adds significant uncertainty in the dip region.

Figure 17b shows the comparison between the passive and active silicon targets. There is good agreement between the two analyses in the energy region where all particle types are observed in the passive target. At lower energies, there is significant discrepancy, which is likely due to the fact that the passive analysis did not measure alpha-particles at those energies.
IX. DISCUSSION

AlCap has significantly expanded the information on charged particle emission in muon capture. There is only data for Al from one other contemporary experiment, TWIST, which can be partially compared [20]. The total charged particle emission in Si can be compared to the pioneering Sobottka-Wills measurement [14] which used a silicon detector as an active target.

TWIST was designed to measure the Michel decay parameters by stopping \( \mu^+ \) in a thin aluminum target. It also collected data with a \( \mu^- \) beam. With this data TWIST measured proton and deuteron spectra after muon capture in this target. AlCap and TWIST are complementary both in technique and analysis. AlCap measured the total energy of emitted particles and provided direct particle identification, while TWIST measured their momenta in a precision magnet spectrometer. AlCap used a model-independent, stable unfolding procedure and cut off regions that do not pass the 90% detected energy response requirement. The TWIST analysis relied on a more sophisticated unfolding method which augmented the data with physically-motivated exponential models above their detector’s cutoff energy. TWIST also modeled the triton and \( \alpha \)-particle spectra with a theoretical model, as those were not directly observable.

A. Charged particle yields

Table VI compares the charged particle yield per capture reaction with the existing literature. The experimental results were obtained with different techniques, namely detection with silicon detectors, the TWIST spectrometer or the activation method. The first two methods cover an energy range specific for each experiment, as indicated in the table.

The activation method reconstructs the emission rate from the number of radioactive daughter nuclei produced in muon capture. As not all potential daughters can be detected, it only establishes lower limits on the inclusive rate. This method also lacks the PID resolving capabilities of AlCap and TWIST which creates ambiguities for example between proton-after-neutron and deuteron emission. Theoretical calculations of inclusive proton and deuteron yields [12] can be compared with experiment.

The TWIST and AlCap results agree and so confirm that the charged particle yield in Al is more than a factor 2 smaller than in Si. This is important good news for the muon-to-electron conversion experiments, which have previously based their background models on Si. The AlCap yield in the active-target Si measurement agrees within uncertainties with Ref.[14]. The lower limits from the activation experiments are respected, but they are rather weak. Theory does remarkably well. However, the calculations were based on partially phenomenological models of the 1970s, and so it would be interesting to explore whether this agreement survives scrutiny with modern many-body methods, like the shell model and random phase approximation. These theoretical frameworks have been employed for muon capture [42] and neutrino reactions [43], the latter including charged particle emission, to study the \( g_A \) quenching problem, double beta decay matrix elements and neutrino detection.
TABLE VI: Comparison of yields (in $10^{-3}$ per capture) between AlCap and other work. The numbers in brackets denote the energy range in MeV used in the data selection. The inclusive yields are denoted by a tilde, and specific reactions are explicitly defined by their initial and final states.

| Direct measurements: | aluminum | silicon | titanium |
|----------------------|----------|---------|----------|
| (μ−, p)              | AlCap    | TWIST [20] | Krane et al. [19] | AlCap | Sobottka-Wills [14] | AlCap |
| [3.5 ≤ E ≤ 20.0]     | [3.4 < E] |         |         | [4.0 ≤ E ≤ 20.0] |         | [3.5 ≤ E ≤ 20.0] |
|                        | 26.64(28)(77) | 32.2(2.3) |         | 52.5(6)(18) |         | 26.48(35)(80) |
| (μ−, d)               | [4.5 ≤ E ≤ 17.0] | [4.5 < E] |         | [5.0 ≤ E ≤ 17.0] |         | [4.5 ≤ E ≤ 17.0] |
|                        | 8.46(9)(24) | 12.2(1.1) |         | 9.80(22)(41) |         | 5.02(10)(20)  |
| (μ−, ℓ)               | [5.0 ≤ E ≤ 17.0] |         |         | [6.0 ≤ E ≤ 17.0] |         | [5.0 ≤ E ≤ 17.0] |
|                        | 2.58(4)(9) |         |         | 1.70(8)(10) |         | 1.36(5)(7)   |
| (μ−, α)               | [15.0 ≤ E ≤ 20.0] |         |         | [15.0 ≤ E ≤ 20.0] |         | [15.0 ≤ E ≤ 20.0] |
|                        | 0.44(1)(9) |         |         | 0.57(3)(10) |         | 0.45(2)(5)   |
| (μ−, all charged)     |         |         | [40 < E] |         | [1.4 ≤ E ≤ 26] | [1.4 ≤ E ≤ 26] |
|                        |         |         | 1.38(9) | 171(30) | 150(20) |         |

| Activation measurements*: | Wytenbach et al. [18] | Heusser-Kirsten [17] | Lifshitz-Singer [12] | Lifshitz-Singer [12] |
|---------------------------|------------------------|----------------------|----------------------|----------------------|
| $\frac{1}{2} X (\mu^-, pn)_{\frac{1}{2}-\frac{1}{2}} X$ | 28(4) |         | 40 | 40 |
| $\frac{1}{2} X (\mu^-, p\alpha)_{\frac{1}{2}-\frac{1}{2}} X$ | 35(8) |         | 12 | 21 |
| $\frac{1}{2} X (\mu^-, \alpha)_{\frac{1}{2}-\frac{1}{2}} X$ | 7.6(1.1) |         | 20 | 34 |
|                           | 9.7 |         | (μ−, all charged) | 144 |
|                           | 6.0 |         | (μ−, α) | 17 |
|                           | 7.3 |         | (μ−, d) | 32 |

The measured values are: $2.58(4)(9)$, $35(8)$, $7.6(1.1)$.

These measurements did not directly measure the given reactions, but identified final nuclear states with γ-ray spectroscopy. Therefore, $(\mu^-, pn)$ cannot be distinguished from $(\mu^-, d)$.

### B. Energy spectra

A few AlCap energy spectra can be compared to other measurements. Figure 18 demonstrates that the proton and deuteron spectra agree well between TWIST and AlCap. The AlCap measurements are more precise in the low energy region relevant for muon-to-electron conversion experiments, while the TWIST measurement extends to higher energies than shown here.

The high-energy ($E > 40$ MeV) charged particle spectrum measured by Krane et al. [19] showed an exponential decay constant of 7.5(4) MeV, which they describe as "mainly protons".

In Fig. 19, AlCap active-target spectrum is compared to the Sobottka-Wills measurement [14]. In this figure, statistical error bars have been added to the previous results as inferred from their paper. The previous experiment used a 3-mm thick active Si target which reduces the escape corrections compared to AlCap’s 1.5-mm thick target. Note that a recoil correction is not mentioned; presumably this correction was not made. Regardless, the AlCap active-target result is consistent with the majority of the spectrum. As regards the low energy region, both experiments indicate a drop-off towards the Coulomb barrier energy. However, the earlier paper mentions that the statistical uncertainty at the threshold energy is large, and AlCap cannot determine the threshold parameters precisely because of systematic uncertainties incurred from subtracting decay-electron background.

### X. SUMMARY

AlCap provides the most comprehensive set of measurements on yields and spectra of low-energy protons, deuterons, tritons and α-particles from muon capture on aluminum, titanium, and silicon.

The experimental program was driven by the need to quantify standard model background interfering in searches for ultra-rare muon-to-electron conversion events predicted by extension of the standard model. The new generation of such experiments, COMET and Mu2e,
FIG. 18: Energy spectra of protons, deuterons and tritons from the AlCap experiment (points) and TWIST experiment (shaded regions). AlCap overall systematic uncertainties due to detector misalignment and detector placement, typically 2.6% for protons and deuterons (see Table IV) are not included.

FIG. 19: Comparison between AlCap’s active-target analysis and the result of Sobottka and Wills [14] with statistical error bars added as inferred from their paper.

We have already used preliminary results from AlCap in their simulations. As these results were lower than had previously been assumed, COMET decided to forgo a proton absorber for their Phase-I experiment, and the proton absorber for Mu2e will be thinner and shorter than originally planned. Both measures will improve the energy resolution of their detectors.

We have made the first measurement of the heavy charged particle spectra from titanium. This is a promising stopping target material that could be used in those experiments or in future generations of charged lepton flavor violation searches. We have also made the first measurements of triton emission after nuclear muon capture. This measurement for silicon is useful for direct dark matter experiments which use silicon detectors to search for rare dark matter signals [44]. Cosmic ray muons captured in the detectors can produce tritons, which then beta-decay and are a source of background.

We hope that the new data of muon capture with charged particle emission will stimulate renewed theoretical interest as a test of modern theoretical frameworks and as consistency checks for related neutrino-nucleus reactions.
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Appendix A: Data Tables

In this appendix we provide the data included in Fig. 14 with the statistical and systematic bin uncertainties separated out.
TABLE VII: Particle yields, $Y_{i}^{j}$, for particles emitted after nuclear muon capture on Al. The energies quoted are the bin centers. The first error is the statistical uncertainty and the second error is the systematic uncertainty. Overall systematic uncertainties due to detector placement and misalignment (see Table IV) are not included.

| $E_{i}$ [MeV] | $Y_{p}^{j}$   | $Y_{d}^{j}$   | $Y_{t}^{j}$   | $Y_{\alpha}^{j}$ |
|----------------|----------------|----------------|----------------|-----------------|
| 3.75           | 5.27 ± 0.09 ± 0.25 | no result     | no result     | no result      |
| 4.25           | 4.99 ± 0.09 ± 0.13 | no result     | no result     | no result      |
| 4.75           | 4.55 ± 0.09 ± 0.13 | 1.27 ± 0.06 ± 0.03 | no result     | no result      |
| 5.25           | 3.99 ± 0.09 ± 0.14 | 1.24 ± 0.04 ± 0.05 | 0.43 ± 0.03 ± 0.04 | no result |
| 5.75           | 3.64 ± 0.09 ± 0.08 | 1.10 ± 0.04 ± 0.07 | 0.45 ± 0.02 ± 0.03 | no result      |
| 6.25           | 3.30 ± 0.08 ± 0.11 | 0.99 ± 0.04 ± 0.03 | 0.41 ± 0.02 ± 0.02 | no result      |
| 6.75           | 2.90 ± 0.08 ± 0.11 | 0.97 ± 0.04 ± 0.07 | 0.37 ± 0.02 ± 0.04 | no result      |
| 7.25           | 2.56 ± 0.07 ± 0.09 | 0.99 ± 0.04 ± 0.06 | 0.34 ± 0.02 ± 0.02 | no result      |
| 7.75           | 2.35 ± 0.07 ± 0.05 | 0.94 ± 0.04 ± 0.06 | 0.31 ± 0.02 ± 0.03 | no result      |
| 8.25           | 2.14 ± 0.07 ± 0.07 | 0.80 ± 0.04 ± 0.02 | 0.25 ± 0.02 ± 0.04 | no result      |
| 8.75           | 1.87 ± 0.07 ± 0.19 | 0.75 ± 0.04 ± 0.03 | 0.22 ± 0.02 ± 0.03 | no result      |
| 9.25           | 1.51 ± 0.06 ± 0.09 | 0.78 ± 0.04 ± 0.05 | 0.22 ± 0.02 ± 0.02 | no result      |
| 9.75           | 1.52 ± 0.07 ± 0.05 | 0.75 ± 0.04 ± 0.04 | 0.21 ± 0.02 ± 0.02 | no result      |
| 10.25          | 1.30 ± 0.07 ± 0.09 | 0.69 ± 0.04 ± 0.04 | 0.22 ± 0.02 ± 0.03 | no result      |
| 10.75          | 1.27 ± 0.15 ± 0.12 | 0.61 ± 0.03 ± 0.02 | 0.21 ± 0.02 ± 0.03 | no result      |
| 11.25          | 1.08 ± 0.15 ± 0.08 | 0.58 ± 0.03 ± 0.02 | 0.17 ± 0.02 ± 0.02 | no result      |
| 11.75          | 1.12 ± 0.15 ± 0.12 | 0.56 ± 0.03 ± 0.04 | 0.15 ± 0.02 ± 0.02 | no result      |
| 12.25          | 0.84 ± 0.13 ± 0.12 | 0.53 ± 0.03 ± 0.04 | 0.16 ± 0.02 ± 0.02 | no result      |
| 12.75          | 0.89 ± 0.13 ± 0.12 | 0.54 ± 0.03 ± 0.04 | 0.18 ± 0.02 ± 0.02 | no result      |
| 13.25          | 0.76 ± 0.11 ± 0.14 | 0.41 ± 0.03 ± 0.08 | 0.16 ± 0.02 ± 0.02 | no result      |
| 13.75          | 0.76 ± 0.11 ± 0.17 | 0.36 ± 0.03 ± 0.02 | 0.14 ± 0.02 ± 0.01 | no result      |
| 14.25          | 0.51 ± 0.07 ± 0.13 | 0.39 ± 0.03 ± 0.05 | 0.12 ± 0.01 ± 0.01 | no result      |
| 14.75          | 0.53 ± 0.08 ± 0.15 | 0.40 ± 0.03 ± 0.02 | 0.11 ± 0.01 ± 0.01 | no result      |
| 15.25          | 0.64 ± 0.12 ± 0.07 | 0.35 ± 0.03 ± 0.06 | 0.09 ± 0.01 ± 0.02 | 0.20 ± 0.01 ± 0.10 |
| 15.75          | 0.55 ± 0.11 ± 0.19 | 0.31 ± 0.03 ± 0.03 | 0.08 ± 0.01 ± 0.03 | 0.16 ± 0.01 ± 0.08 |
| 16.25          | 0.37 ± 0.10 ± 0.21 | 0.35 ± 0.03 ± 0.03 | 0.08 ± 0.01 ± 0.02 | 0.13 ± 0.01 ± 0.08 |
| 16.75          | 0.33 ± 0.12 ± 0.04 | 0.26 ± 0.03 ± 0.03 | 0.06 ± 0.01 ± 0.03 | 0.10 ± 0.01 ± 0.07 |
| 17.25          | 0.37 ± 0.12 ± 0.13 | no result     | no result     | 0.07 ± 0.01 ± 0.04 |
| 17.75          | 0.40 ± 0.10 ± 0.06 | no result     | no result     | 0.06 ± 0.01 ± 0.03 |
| 18.25          | 0.33 ± 0.08 ± 0.07 | no result     | no result     | 0.05 ± 0.01 ± 0.01 |
| 18.75          | 0.33 ± 0.09 ± 0.08 | no result     | no result     | 0.05 ± 0.01 ± 0.01 |
| 19.25          | 0.33 ± 0.08 ± 0.06 | no result     | no result     | 0.05 ± 0.01 ± 0.02 |
| 19.75          | 0.33 ± 0.08 ± 0.07 | no result     | no result     | 0.06 ± 0.01 ± 0.01 |
TABLE VIII: Particle yields, $Y_i$, for particles emitted after nuclear muon capture on Si. The energies quoted are the bin centers. The first error is the statistical uncertainty and the second error is the systematic uncertainty. Overall systematic uncertainties due to detector placement and misalignment (see Table IV) are not included.

| $E_i$[MeV] | $Y_p^i$ | $Y_d^i$ | $Y_t^i$ | $Y_\alpha^i$ |
|------------|---------|---------|---------|--------------|
| 3.75       | no result | no result | no result | no result |
| 4.25       | 15.79 ± 0.50 ± 0.97 | no result | no result | no result |
| 4.75       | 12.31 ± 0.43 ± 0.42 | no result | no result | no result |
| 5.25       | 10.08 ± 0.38 ± 0.27 | 1.81 ± 0.12 ± 0.21 | no result | no result |
| 5.75       | 9.01 ± 0.36 ± 0.08 | 1.41 ± 0.11 ± 0.06 | no result | no result |
| 6.25       | 7.63 ± 0.33 ± 0.32 | 1.41 ± 0.11 ± 0.09 | 0.31 ± 0.04 ± 0.02 | no result |
| 6.75       | 5.95 ± 0.29 ± 0.17 | 1.45 ± 0.12 ± 0.24 | 0.28 ± 0.04 ± 0.02 | no result |
| 7.25       | 5.39 ± 0.28 ± 0.25 | 1.10 ± 0.10 ± 0.07 | 0.32 ± 0.05 ± 0.06 | no result |
| 7.75       | 5.12 ± 0.27 ± 0.11 | 0.95 ± 0.10 ± 0.05 | 0.30 ± 0.05 ± 0.04 | no result |
| 8.25       | 4.10 ± 0.24 ± 0.32 | 0.90 ± 0.09 ± 0.07 | 0.23 ± 0.04 ± 0.01 | no result |
| 8.75       | 3.55 ± 0.23 ± 0.07 | 0.91 ± 0.10 ± 0.09 | 0.23 ± 0.04 ± 0.02 | no result |
| 9.25       | 3.14 ± 0.21 ± 0.08 | 0.79 ± 0.09 ± 0.03 | 0.24 ± 0.04 ± 0.03 | no result |
| 9.75       | 2.55 ± 0.19 ± 0.22 | 0.85 ± 0.09 ± 0.08 | 0.19 ± 0.04 ± 0.04 | no result |
| 10.25      | 2.17 ± 0.18 ± 0.11 | 0.79 ± 0.09 ± 0.06 | 0.12 ± 0.03 ± 0.02 | no result |
| 10.75      | 2.23 ± 0.18 ± 0.05 | 0.72 ± 0.09 ± 0.06 | 0.11 ± 0.03 ± 0.01 | no result |
| 11.25      | 1.90 ± 0.16 ± 0.27 | 0.79 ± 0.09 ± 0.07 | 0.13 ± 0.03 ± 0.01 | no result |
| 11.75      | 1.35 ± 0.14 ± 0.34 | 0.86 ± 0.10 ± 0.10 | 0.11 ± 0.03 ± 0.02 | no result |
| 12.25      | 1.75 ± 0.16 ± 0.09 | 0.61 ± 0.08 ± 0.16 | 0.07 ± 0.03 ± 0.02 | no result |
| 12.75      | 1.52 ± 0.15 ± 0.18 | 0.57 ± 0.08 ± 0.08 | 0.08 ± 0.03 ± 0.04 | no result |
| 13.25      | 1.12 ± 0.13 ± 0.14 | 0.48 ± 0.08 ± 0.09 | 0.14 ± 0.04 ± 0.06 | no result |
| 13.75      | 1.00 ± 0.12 ± 0.12 | 0.60 ± 0.09 ± 0.05 | 0.08 ± 0.03 ± 0.06 | no result |
| 14.25      | 0.92 ± 0.11 ± 0.22 | 0.54 ± 0.08 ± 0.08 | 0.09 ± 0.03 ± 0.07 | no result |
| 14.75      | 1.01 ± 0.12 ± 0.09 | 0.44 ± 0.08 ± 0.08 | 0.15 ± 0.04 ± 0.05 | no result |
| 15.25      | 0.91 ± 0.11 ± 0.09 | 0.51 ± 0.08 ± 0.06 | 0.08 ± 0.03 ± 0.05 | 0.29 ± 0.03 ± 0.18 |
| 15.75      | 0.72 ± 0.10 ± 0.30 | 0.46 ± 0.08 ± 0.05 | 0.06 ± 0.03 ± 0.03 | 0.24 ± 0.03 ± 0.06 |
| 16.25      | 0.40 ± 0.10 ± 0.29 | 0.39 ± 0.07 ± 0.05 | 0.04 ± 0.02 ± 0.03 | 0.18 ± 0.02 ± 0.05 |
| 16.75      | 0.71 ± 0.14 ± 0.18 | 0.28 ± 0.06 ± 0.08 | 0.05 ± 0.02 ± 0.02 | 0.13 ± 0.02 ± 0.03 |
| 17.25      | 0.44 ± 0.09 ± 0.24 | no result | no result | 0.09 ± 0.02 ± 0.03 |
| 17.75      | 0.55 ± 0.10 ± 0.19 | no result | no result | 0.06 ± 0.01 ± 0.02 |
| 18.25      | 0.63 ± 0.11 ± 0.04 | no result | no result | 0.05 ± 0.01 ± 0.01 |
| 18.75      | 0.50 ± 0.09 ± 0.12 | no result | no result | 0.05 ± 0.01 ± 0.00 |
| 19.25      | 0.48 ± 0.09 ± 0.05 | no result | no result | 0.05 ± 0.01 ± 0.01 |
| 19.75      | 0.47 ± 0.09 ± 0.06 | no result | no result | 0.05 ± 0.01 ± 0.01 |
TABLE IX: Particle yields, $Y_i^j$, for particles emitted after nuclear muon capture on Ti. The energies quoted are the bin centers. The first error is the statistical uncertainty and the second error is the systematic uncertainty. Overall systematic uncertainties due to detector placement and misalignment (see Table IV) are not included.

| $E_i$[MeV] | $Y_p^j$ | $Y_d^j$ | $Y_t^j$ | $Y_\alpha^j$ |
|------------|---------|---------|---------|-------------|
| 3.75       | 5.72 ± 0.15 ± 0.35 | no result | no result | no result |
| 4.25       | 5.34 ± 0.14 ± 0.13 | no result | no result | no result |
| 4.75       | 4.92 ± 0.14 ± 0.10 | 0.62 ± 0.06 ± 0.10 | no result | no result |
| 5.25       | 4.41 ± 0.13 ± 0.06 | 0.69 ± 0.04 ± 0.03 | 0.14 ± 0.03 ± 0.03 | no result |
| 5.75       | 3.94 ± 0.13 ± 0.11 | 0.62 ± 0.04 ± 0.03 | 0.18 ± 0.02 ± 0.02 | no result |
| 6.25       | 3.51 ± 0.12 ± 0.15 | 0.54 ± 0.04 ± 0.03 | 0.19 ± 0.02 ± 0.02 | no result |
| 6.75       | 3.08 ± 0.12 ± 0.15 | 0.49 ± 0.04 ± 0.04 | 0.20 ± 0.02 ± 0.01 | no result |
| 7.25       | 2.59 ± 0.11 ± 0.18 | 0.57 ± 0.04 ± 0.08 | 0.19 ± 0.02 ± 0.02 | no result |
| 7.75       | 2.18 ± 0.10 ± 0.15 | 0.64 ± 0.05 ± 0.08 | 0.18 ± 0.02 ± 0.02 | no result |
| 8.25       | 2.12 ± 0.10 ± 0.21 | 0.57 ± 0.05 ± 0.06 | 0.18 ± 0.02 ± 0.02 | no result |
| 8.75       | 1.63 ± 0.09 ± 0.18 | 0.45 ± 0.04 ± 0.06 | 0.15 ± 0.02 ± 0.03 | no result |
| 9.25       | 1.48 ± 0.09 ± 0.06 | 0.43 ± 0.04 ± 0.05 | 0.13 ± 0.02 ± 0.03 | no result |
| 9.75       | 1.30 ± 0.09 ± 0.18 | 0.46 ± 0.04 ± 0.05 | 0.12 ± 0.02 ± 0.04 | no result |
| 10.25      | 1.03 ± 0.08 ± 0.07 | 0.41 ± 0.04 ± 0.05 | 0.12 ± 0.02 ± 0.02 | no result |
| 10.75      | 1.03 ± 0.17 ± 0.07 | 0.34 ± 0.04 ± 0.04 | 0.12 ± 0.02 ± 0.04 | no result |
| 11.25      | 0.99 ± 0.16 ± 0.07 | 0.34 ± 0.04 ± 0.05 | 0.08 ± 0.02 ± 0.02 | no result |
| 11.75      | 0.89 ± 0.15 ± 0.05 | 0.32 ± 0.04 ± 0.03 | 0.08 ± 0.02 ± 0.01 | no result |
| 12.25      | 0.82 ± 0.15 ± 0.11 | 0.30 ± 0.04 ± 0.06 | 0.08 ± 0.02 ± 0.01 | no result |
| 12.75      | 0.64 ± 0.13 ± 0.08 | 0.30 ± 0.03 ± 0.06 | 0.09 ± 0.02 ± 0.02 | no result |
| 13.25      | 0.66 ± 0.13 ± 0.12 | 0.30 ± 0.03 ± 0.06 | 0.09 ± 0.02 ± 0.02 | no result |
| 13.75      | 0.74 ± 0.14 ± 0.04 | 0.31 ± 0.04 ± 0.09 | 0.09 ± 0.02 ± 0.02 | no result |
| 14.25      | 0.55 ± 0.11 ± 0.17 | 0.23 ± 0.03 ± 0.08 | 0.09 ± 0.02 ± 0.03 | no result |
| 14.75      | 0.41 ± 0.09 ± 0.08 | 0.28 ± 0.03 ± 0.07 | 0.06 ± 0.02 ± 0.03 | no result |
| 15.25      | 0.44 ± 0.12 ± 0.09 | 0.27 ± 0.04 ± 0.08 | 0.03 ± 0.01 ± 0.02 | 0.14 ± 0.02 ± 0.04 |
| 15.75      | 0.48 ± 0.13 ± 0.08 | 0.20 ± 0.03 ± 0.04 | 0.04 ± 0.01 ± 0.02 | 0.13 ± 0.02 ± 0.03 |
| 16.25      | 0.42 ± 0.12 ± 0.28 | 0.20 ± 0.03 ± 0.07 | 0.05 ± 0.01 ± 0.02 | 0.12 ± 0.01 ± 0.03 |
| 16.75      | 0.21 ± 0.11 ± 0.13 | 0.19 ± 0.03 ± 0.05 | 0.03 ± 0.01 ± 0.01 | 0.11 ± 0.01 ± 0.03 |
| 17.25      | 0.27 ± 0.13 ± 0.14 | no result | no result | 0.10 ± 0.01 ± 0.03 |
| 17.75      | 0.33 ± 0.11 ± 0.10 | no result | no result | 0.09 ± 0.01 ± 0.03 |
| 18.25      | 0.33 ± 0.11 ± 0.15 | no result | no result | 0.08 ± 0.01 ± 0.03 |
| 18.75      | 0.17 ± 0.08 ± 0.08 | no result | no result | 0.07 ± 0.01 ± 0.03 |
| 19.25      | 0.33 ± 0.11 ± 0.25 | no result | no result | 0.06 ± 0.01 ± 0.03 |
| 19.75      | 0.38 ± 0.13 ± 0.03 | no result | no result | 0.04 ± 0.01 ± 0.03 |