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1 Introduction

In recent months, an already remarkable body of research on potential applications of Artificial Intelligence (AI) and Machine Learning (ML) to address the health and societal challenges created by the COVID-19 pandemic has been produced. In a recent survey of the literature \cite{2}, we identified over 300 relevant journal articles and preprints with applications at different scales. In the present follow-up article, we review these three research directions, and assess the level of maturity and feasibility of the approaches used, as well as their potential for operationalization. We also summarize some commonly encountered risks and practical pitfalls, as well as guidelines and best practices for formulating and deploying AI applications at different scales.

Abstract

The COVID-19 pandemic has been a major challenge to humanity, with 12.7 million confirmed cases as of July 13th, 2020 \cite{1}. In previous work, we described how Artificial Intelligence can be used to tackle the pandemic with applications at the molecular, clinical, and societal scales \cite{2}. In this article, we present a more in-depth analysis of AI applications against COVID-19.

2 Molecular Scale

Promising Directions

AI has been applied in a wide spectrum of molecular research – ranging from better understanding the structure of the SARS-CoV-2 virus to assisting drug development and improving molecular diagnosis.

Some of the earliest responses to the pandemic were produced by AI researchers leveraging existing protein structure prediction algorithms \cite{3} and drug discovery pipelines \cite{4}, or exploring pre-built knowledge graphs \cite{5}. Having the infrastructure for this research already in place facilitated a rapid response to the new challenge of COVID-19. Open science, based on previously published peer-reviewed papers detailing the methodologies involved, has helped to accelerate the evaluation of these approaches.

A number of projects studied drug re-purposing, in the hope of discovering a therapy for which the engineering of novel compounds is not needed, clinical trials have been authorized, or the compound’s use has already been approved (e.g., \cite{6}). Others used ML approaches to reduce the computational burden of docking simulations by narrowing down the set of candidate compounds which needed to be docked (e.g., \cite{7}). Another notable trend in molecular applications involves identifying desirable or undesirable properties of a candidate compound – e.g., novelty, drug likeness, or toxicity – and then training drug discovery models to suggest compounds that meet these desiderata (e.g., \cite{8}). These applications allowed creative exercises from the modeling perspective, in which researchers experimented with different representations of the same data to design different AI pipelines.

Many papers relied on a common set of open datasets such as PDBbind, ChemBL, and DrugBank, which makes their methodologies more accessible and replicable for other researchers. Several even posted models or results on Github or other web pages, providing open access to all (e.g., \cite{9}).

Risks and Pitfalls

Many ML applications in molecular science remain at the research level. It is understandable that molecular research is part of a multidisciplinary and multi-step process; nonetheless, few of the efforts we observed had advanced through the drug development pipeline to more formal evaluation. One challenge is that synthesizing and testing compounds is costly and time-consuming, so researchers who are not embedded within a larger infrastructure are often unable to execute these later steps required to translate research
to practice.

Another barrier in this research-to-practice process could be limitations in data and model sharing. To our knowledge, two candidate vaccines that reported the use of ML in their development have been approved for clinical evaluation [10]. However, both vaccines came from corporations which published limited information on their approach and the extent to which ML was utilized in vaccine development. More generally, we found that some of the research produced by private-sector entities relied on datasets such as knowledge graphs which are not publicly accessible, describing proprietary models only in vague or high-level terms. Hence, we would like to reiterate the importance of open science in ensuring accessible vaccines and treatments for vulnerable communities.

3 Clinical Scale

Promising Directions From a clinical perspective, AI and ML have already been used to assist and improve patient-level assessment of COVID-19. One major application for ML in this field has been the analysis of medical imagery such as CT and X-Ray scans with the help of common neural network architectures, either to provide a supplementary data point to corroborate COVID-19 diagnosis [11], or to assess the severity and progression of the disease [12]. Some of these approaches are now fully operational and have received institutional approval for deployment in hospitals as triage tools [13] or as human-in-the-loop systems for radiologists [14].

Approaches using complementary data sources have also been proposed, ranging from wearable devices and mobile phones for detecting symptoms [15], to electronic health records to improve diagnosis and outcome prediction. We find one of the most promising applications of AI at a clinical level to be the prediction of patient outcomes and the proposal of triage approaches based on features extracted from medical data. Such approaches are transparent and practicable, pinpointing key measurable features which enable hospitals to plan the use of resources such as ventilators and ICU beds.

Furthermore, there are promising hybrid studies that leverage both medical imagery and clinical features to predict patient-level characteristics such as the severity of COVID-19 [16]. These approaches leverage different complementary sources of data in order to make more precise and more generalizable predictions of patients’ prognosis. In fact, the clinical features identified by studies using solely clinical data were also corroborated by hybrid studies; e.g. both sets of studies found that high levels of substances such as lactic dehydrogenase (LDH) and high-sensitivity C-reactive protein (CRP) were correlated with mortality risk and longer hospitalization.

Risks and Pitfalls While many studies are being carried out in situ on COVID-19 patients, there is still much that we do not know about the virus itself and the factors that can put patients at risk for hospitalization, developing acute respiratory distress syndrome (ARDS), and eventual death from respiratory failure. For instance, the extent to which medical imaging alone can be used for the diagnosis of COVID-19 is still debated by the medical community [17]. Above and beyond the feasibility of diagnosis, many of the medical imaging papers we reviewed had methodological issues, relying on small and poorly-balanced datasets that mix data from several populations, coupled with flawed evaluation procedures [18]. Most also presented no plan for inclusion in clinical workflows and no attempt to provide a transparent explanation for the diagnosis, which is especially important in patient-level applications of AI [19]. Finally, while approaches that leverage ML to analyze non-invasive measurements are potentially promising given the ubiquity and accessibility of sensor technologies, we found that these approaches are not sufficiently mature to evaluate their performance. We would advocate more extensive testing and clinical investigations to validate their performance in deployment.

4 Societal Scale

Promising Directions From a societal perspective, AI has been applied to the field of epidemiological modelling, as well as to understanding and combating the “infodemic” spread of misinformation [20]. At the epidemiological level, many studies have sought to produce forecasting models for national and regional level statistics. While a vast body of literature on modeling already exists, AI based models could augment classical models in situations where analytic transmission equations are not well known, such as when modelling the effects of public policy measures such as social distancing and self-quarantine [21]. In addition, AI methods can also be used to incorporate new data sources, such as social media and search information [22]. Other works use AI to identify similarities and differences in the evolution of the pandemic between regions. These approaches have leveraged...
both supervised and unsupervised techniques, and may help inform policy makers at a high level and highlight areas for more detailed exploration.

AI has also been applied to investigate the scale and spread of the infodemic in order to address the propagation of misinformation and disinformation including the emergence of hate speech. Given the vast amount of information now being disseminated and shared, there is a need for tools to help identify and promote reliable information sources, and understand the spread of misinformation. Promising work has analyzed patterns in the transmission of such information and developed infodemic risk scoring algorithms (e.g., [23]). Moreover, there has been an increasing focus on assessing the emergence of hate speech, particularly using network analysis techniques, which could help inform preventative efforts or contribute to the development of continuous monitoring platforms [24].

Risks and Pitfalls  
Policy decisions must be based on justifiable models which stand up to public scrutiny. Since much of the data collected for COVID-19 epidemiological modeling tasks is extremely limited, the choice of models and datasets can have significant effects on overall performance and models may lack generalizability. A significant limitation of many articles in this category is the heterogeneous data collection in different countries due to multiple factors including variations in testing, case tracking, and reporting quality and standards. Moreover, applying models trained in one context to another raises concerns surrounding the model’s ability to capture aspects such as different cultural norms which may impact the spread and effect of the virus. In such examples, a transferred model will have to be tailored for local contexts given that there may be different demographic characteristics and behaviors. Indeed, developing proper model transferability procedures and guidelines is especially important for data poor regions. While synthetic data approaches have been proposed, these should be applied with caution.

In order to understand and tackle the infodemic, it is important to capture and analyze information from a diverse range of sources. While much of the work on this topic uses data from online sources such as social media and Google searches, information propagated through alternative channels such as radio is important for capturing wider trends. Moreover, many of the existing approaches rely on language modelling techniques developed for English or other widely spoken languages, but relying on such models might leave many populations behind, including some of those most vulnerable. Finally, we note that while numerous methods have been proposed for identifying hate speech, further research is needed to identify the targeted groups and to learn how to use the insights gained from these techniques in an effective way (e.g. see Section II [25]).

5 Discussion  
We believe that there are several considerations to keep in mind when applying AI to a global problem such as the COVID-19 pandemic. These include:

1. Application relevance and context: Does the application make sense from both an application and a methodological perspective? Were domain experts consulted to properly assess the needs and define the problem to be solved? Does the solution serve its target audience?

2. Data availability and quality: Has the quantity of data being used to train and evaluate the model been assessed and deemed to be of a reasonable size and diversity to justify the claims made? Has bias in the data been considered and documented? Were privacy measures taken?

3. AI methodology and complexity: Is the approach proposed justified? If an AI based model, has it been benchmarked against more traditional approaches? Has the approach been validated by other researchers and, if possible, peer-reviewed?

4. Transparency and explainability: Have efforts been made to render the results and the approach understandable by humans? Is it possible to identify the key features being used by the algorithm?

5. Dissemination of knowledge: Are the data, code and models being shared in any form? Are there reporting guidelines and standards that should be followed?

6. Operationalization and performance: Can the approach be integrated into decision-making workflows? What is the implementation plan? Are there regulatory frameworks that have to be taken into account? What are the potential risks? Will the models incorporate user feedback, and if so, how?

The COVID-19 pandemic is a global emergency that has overstretched health care networks and posed significant health, economic and social challenges to humanity. AI can play an important role in alleviating this pressure, but we would like to reiterate that in order for any technological solution to make an impact, it must be deployed contextually and appropriately. We advocate for aspiring research initiatives to be carried out in partnership with stakeholders who have the necessary domain knowledge. It is also important to investigate how proven solutions can be adapted to local contexts to address unmet needs, particularly in areas of the world with fewer resources. This requires developing appropriate model and data sharing solutions, and specific measures to address data scarcity (see e.g. [26] for more details).

Finally, given the rapidly changing nature of human understanding regarding the pandemic, and therefore the inability to fully validate many approaches, we suggest that models should not be designed to process data in an end-to-end fashion at this stage, but rather to augment human decision making. With careful attention to the implementation context and operational needs, we believe that AI solutions can be a valuable asset in the fight against the pandemic.
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