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Abstract

In linguistics and cognitive science, Logical metonymies are defined as type clashes between an event-selecting verb and an entity-denoting noun (e.g. The editor finished the article), which are typically interpreted by inferring a hidden event (e.g. reading) on the basis of contextual cues.

This paper tackles the problem of logical metonymy interpretation, that is, the retrieval of the covert event via computational methods. We compare different types of models, including the probabilistic and the distributional ones previously introduced in the literature on the topic. For the first time, we also tested on this task some of the recent Transformer-based models, such as BERT, RoBERTa, XLNet, and GPT-2.

Our results show a complex scenario, in which the best Transformer-based models and some traditional distributional models perform very similarly. However, the low performance on some of the testing datasets suggests that logical metonymy is still a challenging phenomenon for computational modeling.

1 Introduction

The phenomenon of logical metonymy is defined as a type clash between an event-selecting metonymic verb (e.g., begin) and an entity-denoting nominal object (e.g., the book), which triggers the recovery of a hidden event (e.g., reading). Logical metonymies have been widely studied, on the one hand, in theoretical linguistics as they represent a challenge to traditional theories of compositionality (Asher, 2015; Pustejovsky and Batiukova, 2019). On the other hand, they received extensive attention in cognitive research on human sentence processing as they determine extra processing costs during online sentence comprehension (McElree et al., 2001; Traxler et al., 2002), apparently related to “the deployment of operations to construct a semantic representation of the event” (Frisson and McElree, 2008).

Logical metonymy has also been explained in terms of the words-as-cues hypothesis proposed by Jeffrey Elman (Elman, 2009, 2014). This hypothesis relies on the experimental evidence that human semantic memory stores knowledge about events and their typical participants (see McRae and Matsuki (2009) for an overview) and claims that words act like cues to access event knowledge, incrementally modulating sentence comprehension. The results obtained in a probe recognition experiment by Zarcone et al. (2014), in line with this explanation, suggest that speakers interpret logical metonymies by inferring the most likely event the sentences could refer to, given the contextual cues. Previous research in NLP on logical metonymy has often been influenced by such theoretical explanation (Zarcone and Padó, 2011; Zarcone et al., 2012; Chersoni et al., 2017).

In our contribution, we propose a general comparison of different classes of computational models for logical metonymy. To begin with, we tested two approaches that have been previously introduced in the literature on the topic: probabilistic and distributional models (Zarcone et al., 2012). We also examined the Structured Distributional Model (SDM) by Chersoni et al. (2019), which represents sentence meaning with a combination of formal structures and distributional embeddings to dynamically integrate knowledge about events and their typical participants, as they are activated by lexical items. Finally, to the best of our knowledge, we are the first ones to include the recent Transformer language models into a contrastive study on

1 Notice however that the evidence is not uncontroversial: Delogu et al. (2017) report that coercion costs largely reflect word surprisal, without any specific effect of type shift in the early processing measures.
logical metonymy. Transformers (Vaswani et al., 2017; Devlin et al., 2019) are the dominant class of NLP systems in the last few years, since they are able to generate “dynamic” representations for a target word depending on the sentence context. As the interpretation of logical metonymy is highly sensitive to context, we deem that the contextual representations built by Transformers might be able to integrate the covert event that is missing in the surface form of the sentence.

All models are evaluated on their capability of assigning the correct interpretation to a metonymic sentence, that is, recovering the verb that refers to the correct interpretation. This task is hard for computational models, as they must exploit contextual cues to distinguish covert events with a high typicality (e.g., The pianist begins the symphony → playing) from plausible but less typical ones (→ composing).

2 Related Work

2.1 Computational Models of Logical Metonymy

According to Zarcone et al. (2013), the phenomenon of logical metonymy can be explained in terms of the thematic fit, that is, the degree of compatibility between the verb and one of its arguments (the direct object, in this case). On the one hand, a low thematic fit between an event-selecting verb and an entity-denoting argument triggers the recovery of a covert event, while on the other hand, the recovered event is often the best fitting one, given the information available in the sentence.

Research in NLP on logical metonymy initially focused on the problem of covert event retrieval, which was tackled by means of probabilistic models (Lapata and Lascarides, 2003; Shutova, 2009), or by using Distributional Semantic Models (DSMs) that identify the candidate covert event with the one that has the highest thematic fit with the arguments in the sentence (Zarcone et al., 2012). Following the psycholinguistic works by McElree et al. (2001) and Traxler et al. (2002), which reported increased reading times and longer fixations in eye-tracking for the metonymic sentences, Zarcone et al. (2013) proposed a distributional model of the thematic fit between verb and object, and showed that it accurately reproduces the differences between the experimental conditions in the data from the two original studies.

A general distributional model for sentence comprehension was used by Chersoni et al. (2017) to simultaneously tackle both these two aspects of logical metonymy (covert event retrieval and increased processing times), although at the cost of a highly-elaborated compositional model. The authors recently introduced a more up-to-date and refined version of their sentence comprehension model (Chersoni et al., 2019), but it has not been tested on the logical metonymy task so far.

2.2 Transformer Models in NLP

The traditional approach in Distributional Semantics has been the building of a single, stable vector representation for each word type in the corpus (Turney and Pantel, 2010; Lenci, 2018). Lately, a new generation of embeddings has emerged, in which each occurrence of a word in a specific sentence context gets a unique representation (Peters et al., 2018). The most recent systems typically rely on an LSTM or a Transformer architecture for getting word representations: they are trained on large amounts of textual data and the word vectors are learned as a function of the internal states of the encoder, such that a word in different sentence contexts determines different activation states and is represented by a different vector. Thus, embeddings generated by these new models are said to be contextualized, as opposed to the static vectors generated by the earlier frameworks, and they aim at modeling the specific sense assumed by the word in context. One of the most popular and successful contextualized model is probably BERT (Devlin et al., 2019), whose key technical innovation is applying the bidirectional training of Transformer, a popular attention model, to language modelling. This is in contrast to previous efforts which looked at a text sequence either from left to right or combined left-to-right and right-to-left training. The results of the paper show that a language model with bidirectional training can have a deeper sense of language context and structure than single-direction language models.

An interesting aspect of Transformer models like BERT is that they are trained via masked language modeling, that is, they have to retrieve a word that has been masked in a given input sentence. Since interpreting logical metonymy implies the retrieval of an event that is not overtly expressed and that humans retrieve integrating the lexical cues in the sentence, these models are potentially a very good fit for this task. To draw an analogy, we could
imagine that the covert event is a verb that has been ‘masked’ in the linguistic input and that we ask BERT-like models to make a guess.

It is important to point out that not all Transformers are used for masked language modeling: among those tested for this study, BERT and RoBERTa are directly trained with this objective, XLNet is trained with permutation language modeling, but can still retrieve a hidden word given a bidirectional context, and GPT-2 works similarly to a traditional, unidirectional language model.

3 Experimental Settings

3.1 Task

Our research question focuses on how computational models can interpret metonymic sentences. To explore this issue, we define the task of logical metonymy interpretation as a covert event recovery task. More specifically, given a sentence like The architect finished the house, the computational model has to return the most likely hidden verb for the sentence, i.e. the covert event representing its interpretation. Despite the architectural differences, all tested models compute a plausibility score of a verb as expressing the covert event associated with a \(<\text{subject}, \text{metonymic verb}, \text{object}\>) triple. We evaluate the scores returned by a model against human judgments using the standard measures of accuracy and correlation depending if the dataset contains categorical or continuous variables.

3.2 Datasets

In our experiments, we use three datasets designed for previous psycholinguistic studies, and a newly created one by means of an elicitation task.

The McElree dataset (MC) comprises the stimuli from the sentences of the self-paced reading experiment of McElree et al. (2001) and includes 30 pairs of tuples. Each pair has the same subject, metonymic verb, object, just the covert verb varies. As in the conditions of the original experiment, the hidden verb could be either highly plausible, or plausible but less typical, given the subject and the object of the tuple. The Traxler dataset (TR) results from the sentences of the eye-tracking experiment of Traxler et al. (2002) and includes 36 pairs of tuples. The format is the same as the McElree dataset. On these two datasets, the models have to perform a binary classification task, with the goal of assigning a higher score to the covert event in the typical condition.

The Lapata-Lascarides dataset (L&L) (Lapata and Lascarides, 2003) includes 174 tuples, each composed by a metonymic verb, an object and a potential covert verb. The authors collected plausibility ratings for each metonym by turning the tuples into sentences and used the Magnitude Estimation Paradigm (Stevens, 1957) to ask human subjects to rate the plausibility of the interpretation of the metonymic verb. Finally, the mean ratings have been normalized and log-transformed.

A further dataset of recovered covert events (CE) was collected by the authors. The metonymic sentences used in the McElree and Traxler experiments were turned into 69 templates with an empty slot corresponding to the covert event (e.g., The student began ___ the book late in the semester). Thirty subjects recruited with crowdsourcing were asked to produce two verbs that provided the most likely fillers for the event slot. Out of the 4,084 collected verbs, we selected those with a production frequency ≥ 3 for a given stimulus. The final dataset comprises 285 items each consisting of a subject – metonymic verb – object tuple \(t\) and a covert event \(e\) associated with a salience score corresponding to the event conditional probability given the tuple \(P(e|t)\) (i.e., the production frequency of \(e\) normalized by the total events produced for \(t\)). In the case of the latter two datasets, for each model we compute the Spearman’s correlation between the probabilities generated by the model and the human judgements. Examples from these datasets are provided in Table 1.

While collecting the data for CE, we also run a statistical comparison between the production frequencies of the verbs in the typical and in the atypical condition that appear in the binary classification datasets, to ensure that humans genuinely agree on the higher typicality of the former. The result confirmed this assumption: according to the Wilcoxon signed rank test with continuity correction, the frequencies of production of the typical verbs for the MC dataset were significantly higher \((W = 424, p < 0.001)\), and the same holds for the typical verbs in the TR dataset \((W = 526.5, p < 0.001)\).

3.3 Models

In the following section, we describe the general aspects of the computational models that we tested on logical metonymy interpretation.
### Table 1: Examples of stimuli from each dataset.

| Dataset | Subject-verb-object | Covert event | Condition/Score | Size |
|---------|---------------------|--------------|-----------------|------|
| MC      | chef start dinner   | prepare      | HIGH,TYP        | 30 (pairs) |
|         |                     | eat          | LOW,TYP         |      |
| TR      | dieter resist cake  | eat          | HIGH,TYP        | 36 (pairs) |
|         |                     | taste        | LOW,TYP         |      |
| L&L     | — start experiment  | implement    | 0.1744          | 174  |
|         |                     | study        | 0.0184          |      |
| CE      | architect start house | draw  | 0.348          | 258  |
|         |                     | build        | 0.087           |      |

### 3.3.1 Probabilistic Model

As a baseline model, we adopt the simple probabilistic approach proposed by Lapata and Lascarides (2003) and replicated by Zarcone et al. (2012) as the SO_p model, which was reported as the best performing probabilistic model on the task. The interpretation of a logical metonymy (e.g., *The pianist began the symphony*) is modelled as the joint distribution $P(s, v, o, e)$ of the variables $s$ (the subject, *pianist*), $v$ (the metonymic verb, *began*), $o$ (the object, *symphony*), and the covert event $e$ (e.g., *play*). We compute that probability considering the metonymic verb constant:

$$P(s, v, o, e) \approx P(e)P(o|e)P(s|e)$$

The verb $E$ representing the preferred interpretation of the metonymy is the verb $e$ maximizing the following equation:

$$E = \arg\max_e P(e)P(o|e)P(s|e)$$

We computed the statistics from a 2018 dump of the English Wikipedia, parsed with the Stanford CoreNLP toolkit (Manning et al., 2014).

### Table 2: Coverage for the probabilistic model.

| Dataset | Coverage |
|---------|----------|
| MC      | 19/30 (pairs) |
| TR      | 21/36 (pairs) |
| L&L     | 151/174 (items) |
| CE      | 195/285 (items) |

### 3.3.2 Logical Metonymy as Thematic Fit

Distributional models of logical metonymy assume that the event recovery task can be seen as a thematic fit task: recovering the covert event means identifying the verb with the highest thematic fit with the metonymic sentence. We reimplement the distributional model by Zarcone et al. (2012) with the following procedure:

- we retrieve the $n (= 500)^2$ most strongly associated verbs for the subject and the object respectively, and we take the intersection of the two lists;
- we update their association scores using either the sum (add) or the product (prod) function;
- we select the embeddings corresponding to the first $m (= 20)$ verbs in this list and we add them together to create the prototype vector of the verb given the subject and the object;
- the thematic fit of the covert event $e$ with respect to the nominal entities is computed as the similarity score of its corresponding lexical vector $\vec{e}$ with the prototype vector. As we did the probabilistic model, we discard the metonymic verb from this computation. ³

We test two variations of this model, TF-add and TF-prod, which differ for the filler selection update function. Statistics were extracted from Wikipedia 2018, and the vectors were the publicly-available Wikipedia embeddings⁴ trained with the FastText model (Bojanowski et al., 2017). The verb-filler association score is the Local Mutual Information (Evert, 2008). Similarly, the scores for the subject fillers are defined as:

$$LMI(s, e) = f(e \leftarrow s) \log_2 \frac{p(s|e)p(e)}{p(s)p(e)}$$

2We set a high value for this parameter in order to maximize the coverage.

³Zarcone et al. (2012) show that, for both the probabilistic and the distributional model, including the metonymic verb does not help too much in terms of performance and leads to coverage issues.

⁴https://fasttext.cc/docs/en/english-vectors.html
where \( s \) is the subject, \( e \) the covert event, and 
\[
f(e \leftarrow_{obj} s)\] indicates the frequency of \( e \) with the subject. The scores for the object position are computed with the following formula:

\[
LMI(o, e) = f(e \leftarrow_{obj} o) \log_2 \frac{p(o|e)}{p(o)p(e)}
\]

where \( o \) is the object and 
\[
f(e \leftarrow_{obj} o)\] represents the joint frequency of \( e \) with the object.

### 3.3.3 Structured Distributional Model

The **Structured Distributional Model** (SDM) proposed by Chersoni et al. (2019) consists of two components: a *Distributional Event Graph* (henceforth, *DEG*), and a meaning composition function. *DEG* represents event knowledge as a graph automatically built from parsed corpora, where the nodes are words associated to a numeric vector, and the edges are labeled with syntactic relations and weighted using statistic association measures. Each event is represented as a path in *DEG*, that is, a sequence of edges (relations) which joins a sequence of vertices (words). Thus, given a lexical cue \( w \), it is possible to identify the associated events and to generate expectations about incoming inputs on both the paradigmatic and the syntagmatic axis.

The composition function makes use of two semantic structures (inspired by DRT (Kamp, 2013)): the *linguistic condition* (*LC*), a context-independent tier of meaning, and the *active context* (*AC*), which accumulates contextual information available during sentence processing or activated by lexical items. The crucial aspect is that the model associates a vectorial representation to these formal structures: *LC* is the sum of the embeddings of the lexical items of a sentence; *AC*, for each syntactic slot, is represented as the centroid vector built out of the role vectors \( \vec{r}_1, ..., \vec{r}_n \) available in *AC*, i.e. the syntactic associates of the lexical items that have been already processed.

In our implementation of SDM, the *DEG* is constructed by extracting syntactic relations from the same dump of Wikipedia adopted in the previous models, and we chose as lexical embeddings the same FastText Wikipedia vectors. Following the same assumption of the previous experiment, we model the covert event recovery task as a thematic fit task: the goal is to predict the hidden verb on the basis of the subject and the object, treating the metonymic verb as a constant. Specifically, the model builds a semantic representation for each tuple in the dataset. The linguistic condition vector \( \vec{LC} \) contains the sum of the subject and object embeddings. At the same time, the event knowledge vector \( \vec{AC} \) contains the prototypical embedding for the main verb, using *DEG* to retrieve the most associated verbs for the subject and the object, as in Chersoni et al. (2019). The scoring function has been adapted to the event recovery task as follows:

\[
\cos(\vec{e}, \vec{LC}(\text{sent})) + \cos(\vec{e}, \vec{AC}(\text{sent}))
\]

where *sent* refers to the metonymic test tuple. In other words, we quantify the typicality of a verb for a tuple subject-object as the sum of i.) the cosine similarity between the event embedding and the additive combination of the other argument vectors (\( \vec{LC} \)) and ii.) the cosine similarity between the event embedding and the prototype vector representing the active context (\( \vec{AC} \)).

### 3.3.4 Transformer-based Models

We experiment with four Transformer models which have been shown to obtain state-of-the-art performances on several NLP benchmarks.

The popular **BERT** model (Devlin et al., 2019) was the first to adopt the bidirectional training of Transformer for a language modeling task. To make this kind of training possible, BERT introduced a masked language modeling objective function: random words in the input sentences are replaced by a [MASK] token and the model attempts to predict the masked token based on the surrounding context. Simultaneously, BERT is optimized on a next sentence prediction task, as the model receives sentence pairs in input and has to predict whether the second sentence is subsequent to the
first one in the training data.\textsuperscript{5} BERT has been trained on a concatenation of the BookCorpus and the English Wikipedia, for a total of 3300M tokens ca. In our experiments, we used the larger pre-trained version, called BERT-large-cased.

**RoBERTa** (Liu et al., 2019) has the same architecture as BERT, but it introduces several parameter optimization choices: it makes use of dynamic masking (compared to the static masking of the original model), of a larger batch-size and a larger vocabulary size. Moreover, the input consists of complete sentences randomly extracted from one or multiple documents, and the next sentence prediction objective is removed. Besides the optimized design choice, another key difference of RoBERTa with the other models is the larger training corpus, which consists of a concatenation of the BookCorpus, CCNEWS, OpenWebText, and STORIES. With a total 160GB of text, RoBERTa has access to more potential knowledge than the other models. For our tests, we used the large pre-trained model.

**XLNet** (Yang et al., 2019) is a generalized autoregressive (AR) pretraining method which uses the context words to predict the next word. The AR architecture is constrained to a single direction (either forward or backwards), that is, context representation takes in consideration only the tokens to the left or to the right of the \( i \)-th position, while BERT representation has access to the contextual information on both sides. To capture bidirectional contexts, XLNet is trained with a permutation method as language modeling objective, where all tokens are predicted but in random order. XLNet’s training corpora were the same as BERT plus Giga5, ClueWeb 2012-B and Common Crawl, for a total of 32.89B subword piece. Also in this case, we used the large pre-trained model.

**GPT-2** (Radford et al., 2019), a variation of GPT, is a uni-directional transformer language model, which means that the training objective is to predict the next word, given all of the previous words. Compared with GPT, GPT-2 optimizes the layer normalization, expands the vocabulary size to 50,257, increases the context size from 512 to 1024 tokens, and optimizes with a larger batch size of 512. In addition, GPT-2 is pre-trained on WebText, which was created by scraping web pages, for a total of 8 million documents of data (40 GB). We used the XL version of GPT-2 for our experiments.

The parameters of the Transformer models are reported in Table 3. BERT, RoBERTa and XLNet are used to perform a **word prediction task**: given a sentence and a masked word in position \( k \), they compute the probability of a word \( w_k \) given the context \( k \): \( P(w_k | \text{context}_k) \). For our experiments, the context is the entire sentence \( S \) with the \( k \)-th word (the covert event) being replaced by a special token ‘[MASK]’. Therefore, we turned the test tuples into full sentences, masking the verb as in the example below: *The architect finishes [MASK] house.* \textsuperscript{6} We then compute the probability of a hidden verb to occur in that position, and we expect the preferred verb to get a high value. We performed this task using the packages of the HappyTransformer library.\textsuperscript{7}

As GPT-2 works as a traditional language model, we adopted this model to calculate the probability of the entire sentence (instead of the probability of the hidden verb given the context). In this case, we expect that sentences evoking more typical events get higher values. We adopted the lm-scorer package to compute sentence probabilities.\textsuperscript{8}

### 4 Evaluation Results

Table 5 and 4 report the final evaluation scores. The performance of the probabilistic model is in line with previous studies, and it outperforms distributional models in some cases, proving that it is indeed a hard baseline to beat. However, accuracy and correlation are computed only on a subgroup of the test items: actually, the model covers about 60% of the datasets’ tuples (86.8% for L&L), as we reported in Table 2. Coverage is the main issue probabilistic models have to face (Zarcone et al., 2013), while distributional models do not experience such limitation.

Regarding the thematic fit models, we observe that there is no difference between the TF-add and TF-prod models, as they obtain similar scores.

\textsuperscript{5} Notice that the usefulness of this secondary objective function was questioned, and it was indeed removed in more recent models (Yang et al., 2019; Liu et al., 2019; Joshi et al., 2020).

\textsuperscript{6} One of the anonymous reviewers argues that the performance of the Transformer-based models might be influenced by the prompt sentence and suggest more variations of the input sentences. We indeed tested several manipulations of the inputs before feeding them to the transformers, changing 1) the tense of the metonymic verb (using the past tense) and 2) the number of the direct object (we used the plurals of the dataset nouns). However, the results did not show any consistent trend.

\textsuperscript{7} https://github.com/EricFillion/happy-transformer

\textsuperscript{8} https://pypi.org/project/lm-scorer/
Table 4: Results for binary classification task.

|              | Probabilistic |   | Distributional |   | Transformer-based |
|--------------|---------------|---|----------------|---|-------------------|
|              |  SOP          |   | TF-add         |   | TF-prod SDM       |
| MC           | 0.68          |   | 0.70 0.73 0.77 |   | BERT 0.70 0.80 0.40 |
| TR           | 0.48          |   | 0.53 0.53 0.72 |   | RoBERTa 0.72 0.39 0.69 |
| O. P.        | 0.58          |   | 0.62 0.63 0.75 |   | XLNet 0.59 0.76 0.40 |
|              |               |   |                |   | GPT-2 0.78        |

Table 5: Results for correlation task.

|              | Probabilistic |   | Distributional |   | Transformer-based |
|--------------|---------------|---|----------------|---|-------------------|
|              |  SOP          |   | TF-add         |   | TF-prod SDM       |
| L&L          | 0.53          |   | 0.41 0.41 0.53 |   | BERT 0.61 0.73 0.04 |
| CE           | 0.36          |   | 0.26 0.22 0.40 |   | RoBERTa 0.27 0.39 0.18 |
| O. P.        | 0.45          |   | 0.34 0.32 0.47 |   | XLNet 0.44 0.56 0.11 |
|              |               |   |                |   | GPT-2 0.37 0.31    |

However, we need to point out that, when the system computes the intersection of the two lists of the top verbs for subjects and objects, sometimes the number of retrieved items is less than 20 (the model parameter for the verb embedding selection, cf. Section 3.3.2). Therefore, independently of the selected function, the verbs used to compute the prototypical vector are eventually all those belonging to the intersection. Moreover, TF-models are often close to, and never significantly outperform the probabilistic baseline.

Among the distributional models, SDM is the one that obtains a considerable performance across all the datasets. This model performs close to RoBERTa both in the Traxler and in the CE dataset. This result is surprising, considering that SDM is trained just on a dump of Wikipedia, while RoBERTa is trained on 160 GB of text and implements advanced deep learning techniques. This outcome confirms that SDM, which has been designed to represent event knowledge and the dynamic construction of sentence meaning, is able to adequately model the typicality of events. This aspect has been suggested to be one of the core components of the language processing system (Baggio and Hagoort, 2011; Baggio et al., 2012; Chersoni et al., 2019).

Transformer models are highly fluctuating. We believe that the gigantic size of the training corpus is a factor that positively affects its performance. At the same time, GPT-2 achieves the highest score for MC dataset (0.87) (but the improvement over RoBERTa and SDM does not reach statistical significance), although it performs significantly lower on the other benchmarks. For the sake of completeness, we also report the overall performance of each model over the two tasks. Results identify RoBERTa and GPT-2 as the best models for the correlation and classification tasks, respectively. However, we wonder if the average score is a valid measure to identify the best model. These two models tend to have a wavering behavior, which results in large differences between the two datasets scores. Specifically, Roberta achieves 0.75 for the L&L dataset, but only 0.39 for the CE one, with 0.36 points of difference. Similarly, GPT-2 reaches 0.89 scores for the MC dataset, but its performance goes down by 0.16. On the contrary, SDM behavior is more stable, with a smaller gap between the two datasets’ scores (0.13 point difference for the correlation task and just 0.05 for the accuracy task).

4.1 Error analysis

Binary classification task For the MC and TR datasets, we evaluate the models for their capability of assigning a higher probability to the verb in the typical condition. It is important to empha-

---

9 The $p$-value is computed with Fisher’s r-to-z transformation, one-tailed test.

10 We determine the significance of differences between models for MC and TR datasets with a McNemar’s Chi-Square Test, applied to a 2x2 contingency matrix containing the number of correct and incorrect answers (replicating the approach of Zarcone et al. (2012)).
size that both verbs are plausible in the context, but one describes a more likely event given the subject and the object. This remark is essential, because it explains the performance of all models, distributional and Transformer ones.

To identify which tuples are the most difficult ones, we built a heat map visualizing the correctly-predicted ones in blue, and the wrong ones in yellow (see Figures 1 and 2). We do not consider the accuracy values obtained by the probabilistic model for its partial coverage.

Figure 1: Heat map for error analysis over MC dataset.

Figure 2: Heat map for error analysis over TR dataset.

This visualization technique reveals that some pairs are never predicted correctly, corresponding to the fully vertical yellow lines in the figures. In what follow we report the tuples that are consistently mistaken for MC (1) and TR (2) datasets.

(1)  
a. The teenager starts the novel.  
b. The worker begins the memo.

(2)  
a. The editor finishes the newspaper.  
b. The director starts the script.  
c. The teenager begins the novel.

In all the above cases, a model must discriminate between the verb read (HIGH_TYP) and write (LOW_TYP).\(^{11}\) It is interesting to notice that, for many of the read-write pairs in the binary classification data, the production frequencies of typical and atypical verb are much closer than on average, suggesting that the interpretation requires understanding of subtle nuances of context-sensitive typicality, which might not be trivial even for humans.

Furthermore, in Figure 2 we observe that for two TR’s pairs, SDM is the only one picking the right choice: The stylist starts the braid and The auditor begins the taxes. It seems that models regularly tend to prefer a verb with a more generic and undetermined meaning (make and do, respectively), while only SDM correctly assigns the HIGH_TYP class to the verbs that indicate more precisely the manner of doing something (braid and audit).

On the other hand, GPT-2 and RoBERTa managed to pick the right choice for a few of the read-write items on which SDM is mistaken.

**Correlation task**  
Correlation is a more complex task compared to classification, as the lower scores also reveal. To better understand our results, we select the best model for the CE (i.e., SDM) and L&L (i.e., RoBERTa) datasets, and we plot the linear relationship between the human ratings and the model-derived probabilities.\(^{12}\) For CE, Figure 3 reveals 1) a small positive correlation between the two variables, 2) a large amount of variance, and 3) a few outliers.

As for L&L in Figure 4, the majority of the points follow a roughly linear relationship, and there is a small variation around the trend. Nevertheless, this result could be influenced by the form of the input sentences. For all the other datasets, we masked the token between the verb and the object, and the corresponding hidden verb had to be in the progressive form (The chef starts [cooking] dinner). For L&L, instead, we chose to insert the preposition to after the verb since lots of the metonymic verbs (want, try, etc.) require to be followed by the infinitive verb. Thus, the context gives a higher

---

\(^{11}\)Except for the sentence in 2.a, where the typical verb is *edit*.

\(^{12}\)We apply the logarithmic transformation of data for visualization purposes.
probability to verbs as masked tokens, while different parts of speech could be equally plausible for the other conditions.

![Figure 3: SDM correlation for CE.](image)

![Figure 4: RoBERTa correlation for L&L.](image)

5 Discussion and Conclusions

In this paper, we have presented a comparative evaluation of several computational models on the task of logical metonymy interpretation. We frame this problem as the retrieval of an event that is not overtly expressed in the surface form of the sentence. According to Elman’s Words-as-Cues framework, human subjects can infer the covert event in logical metonymy thanks to the generalized knowledge about events and participants stored in their semantic memory. Hence, during sentence processing, words in the sentence create a network of mutual expectations that triggers the retrieval of typical events associated with lexical items and generates expectations about the upcoming words (Elman, 2014). To tackle the task of logical metonymy interpretation, computational models must be able to recover unexpressed relationships between the words, using a context-sensitive representation of meaning that captures this event knowledge.

The most compelling outcome of the reported experiments is probably the performance of SDM, which achieves the best score for the TR and the CE datasets. These results demonstrate the significance of encoding event structures outside the embeddings (which are treated as nodes in a distributional graph), and the ability of the SDM compositional function to dynamically update the semantic representation for a sentence. However, the evaluation scores are not very high, especially in the correlation task. Results reveal that the contextualized information used by computational models is useful to recall plausible events connected to the arguments, but this is still not sufficient. Even Transformer models, which currently report state-of-the-art performances on several NLP benchmarks, are not performing significantly better than the SDM model, which is trained on a smaller corpus and without any advanced deep learning technique. Error analysis highlights that they are able to identify the plausible scenarios in which the participants could occur, but they still struggle in perceiving different nuances of typicality. Our experiments show how the logical metonymy task can be seen as a testing ground to check whether computational models encode common-sense event knowledge.

Future work might follow two directions. On the one hand, expanding the coverage of the graph could favourably increase the performance of SDM. On the other hand, Transformer models could be tested with new experimental settings, such as the fine-tuning of the pre-trained weights on thematic fit-related (Lenci, 2011; Sayeed et al., 2016; Santus et al., 2017) or semantic role classification tasks (Collobert et al., 2011; Zapirain et al., 2013; Roth and Lapata, 2015).
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