Let $X$ be an orthogonal Shimura variety associated to a unimodular lattice. We investigate the polyhedrality of the cone $\mathcal{C}_X$ of special cycles of codimension 2 on $X$. We show that the rays generated by such cycles accumulate towards infinitely many rays, the latter generating a non-trivial cone. We also prove that such an accumulation cone is polyhedral. The proof relies on analogous properties satisfied by the cones of Fourier coefficients of Siegel modular forms. We show that the accumulation rays of $\mathcal{C}_X$ are generated by combinations of Heegner divisors intersected with the Hodge class of $X$. As a result of the classification of the accumulation rays, we implement an algorithm in SageMath to certify the polyhedrality of $\mathcal{C}_X$ in some cases.

1. Introduction

The cones of divisors and the cones of curves on complex (quasi-)projective varieties have been intensely studied. In recent years the cones of cycles in higher codimension have attracted increasing interest. Up to now, few examples of cones of cycles have been computed; see e.g. the cases of projective bundles over curves [Ful11], moduli spaces of curves [CC15] [Sch15], spherical varieties [Li15], point blow-ups of projective spaces [CLO16], symmetric products of curves [Bas+19] and moduli spaces of principally polarized abelian threefolds [GH20].

In this paper we illustrate properties of certain cones of codimension 2 cycles. We focus on orthogonal Shimura varieties, studying the geometric properties of the cones generated by the codimension 2 special cycles via the arithmetic properties of the Fourier coefficients of genus 2 Siegel modular forms.

The case of codimension 1 has already been treated in [BM19], in which the cones of special divisors (also known as Heegner divisors) is proven to be rational and polyhedral, whenever these varieties arise from lattices that split off a hyperbolic plane. In analogy with [BM19], it is tempting to prove the following conjecture. Part of this paper aims to...
provide supporting results to it, together with a reformulation in terms of Jacobi forms and a proof of the very first cases in low dimension.

**Conjecture 1.** Let $X$ be an orthogonal Shimura variety arising from an even unimodular lattice of signature $(b, 2)$, where $b > 2$. The cone of special cycles of codimension 2 on $X$ is polyhedral.

To study the properties of cones of special cycles, it is useful to find all rays generated by sequences of pairwise different special cycles. For instance, the properties of the cone of special divisors studied in [BM19] are deduced by showing that the rays generated by such divisors accumulate towards a unique ray, and that the latter lies in the interior of the cone.

In this paper we show that the situation of cones generated by special cycles of codimension 2 is much more interesting, although more complicated, and in fact that the rays generated by such cycles accumulate towards a non-trivial cone. The latter, which in our terminology will be called the accumulation cone, is the main subject of investigation of this article. We illustrate the geometric properties of this cone, and classify all rays arising as limits as explained above. Eventually, thanks to such classification, we translate Conjecture 1 in terms of Jacobi forms.

To illustrate the main achievements of the article, we need to introduce some notation. Let $V$ be a finite dimensional vector space over $\mathbb{Q}$, and let $V_\mathbb{R}$ be the vector space $V \otimes \mathbb{R}$ endowed with the Euclidean topology. As recalled above, to study the properties of a (convex) cone $C$ generated by some subset $G \subseteq V$, in short $C = \langle G \rangle_{\mathbb{Q}_{\geq 0}}$, it is useful to find all rays in $V_\mathbb{R}$ arising as limits of rays generated by sequences of elements in $G$. This motivates the following definition.

**Definition 1.1.** A ray $r$ of $V_\mathbb{R}$ is said to be an accumulation ray of $C$ with respect to the set of generators $G$ if there exists a sequence of pairwise different generators $(g_j)_{j \in \mathbb{N}}$ in $G$ such that

$$\mathbb{R}_{\geq 0} \cdot g_j \rightarrow r, \quad \text{when } j \rightarrow \infty,$$

where we denote by $\mathbb{R}_{\geq 0} \cdot g_j$ the ray generated by $g_j$ in $V_\mathbb{R}$. The accumulation cone of $C$ with respect to $G$ is defined as the cone in $V_\mathbb{R}$ generated by 0 and the accumulation rays of $C$ with respect to $G$.

By what we recalled above on [BM19], the accumulation cone of the cone generated by special divisors is of dimension 1, in fact simply a ray. The cones generated by special cycles of codimension 2 have a much more interesting geometry, as we are going to explain.

Let $X$ be a Shimura variety of orthogonal type, arising from an even unimodular lattice of signature $(b, 2)$, with $b > 2$. The special cycles of $X$ are suitable sums of orthogonal Shimura subvarieties of $X$, and are parametrized by half-integral positive semi-definite matrices of order 2. We denote by $\Lambda_2$ the set of these matrices, and by $\Lambda_2^+$ the subset of the ones whose determinant is positive. If $T \in \Lambda_2^+$, we denote by $Z(T)$ the special cycle associated to $T$, and by $\{Z(T)\}$ its rational class in the Chow group $\text{CH}^2(X)$. If $T$ is singular, it is still possible to define a special cycle in $\text{CH}^2(X)$ by intersecting with (the dual of) the rational class of the Hodge bundle $\omega$ of $X$. We refer to Section 4.1 for further details.

**Definition 1.2.** The cone of special cycles (of codimension 2) on $X$ is the cone defined in $\text{CH}^2(X) \otimes \mathbb{Q}$ as

$$C_X = \langle \{Z(T)\} : T \in \Lambda_2^+ \rangle_{\mathbb{Q}_{\geq 0}}.$$  

The cone of rank one special cycles (of codimension 2) on $X$ is

$$C'_X = \langle \{Z(T)\} \cdot \{\omega^*\} : T \in \Lambda_2 \text{ and } \text{rk}(T) = 1 \rangle_{\mathbb{Q}_{\geq 0}}.$$
Whenever we refer to the *accumulation cones* or *accumulation rays* of \( C_X \) and \( C'_X \), we implicitly consider them with respect to the set of generators of \( C_X \) and \( C'_X \) used in Definition 1.2. All these cones are of finite dimension.

We briefly recall some properties of cones, referring to Section 4 for a more detailed explanation. Let \( C \) be a cone in a finite dimensional vector space \( V \) over \( \mathbb{Q} \). We say that \( C \) is *pointed* if it contains no lines. The \( \mathbb{R} \)-*closure* \( \overline{C} \) is the topological closure of \( C \) in \( V_\mathbb{R} \). We say that \( C \) is *rational* if \( \overline{C} \) may be generated over \( \mathbb{R} \) by a subset of the rational space \( V \).

The cone \( C \) is *polyhedral* if \( C = \langle G \rangle_{\mathbb{Q}^\geq 0} \), for some finite set of generators \( G \).

It is a direct consequence of [BM19] that the cone of rank one special cycles \( C_X \) has a unique accumulation ray, and that such ray is internal in the \( \mathbb{R} \)-closure of \( C'_X \). The cone \( C_X \) has a more interesting, although intricate, geometry, as shown by the following result. We denote by \( M_2^k \) the space of weight \( k \) elliptic modular forms.

**Theorem 1.3.** Let \( X \) be an orthogonal Shimura variety associated to an even unimodular lattice of signature \((b,2)\), with \( b > 2 \).

(i) The cone \( C_X \) has infinitely many accumulation rays if and only if \( b \geq 34 \). They are all generated by \( \mathbb{Q} \)-cycles, in particular \( C_X \) is rational.

(ii) The accumulation cone of the cone of special cycles \( C_X \) is pointed, rational, polyhedral, and of dimension \( \dim M_{1+b/2} \).

Along the proof of Theorem 1.3 we will deduce the following relation between \( C_X \) and \( C'_X \).

**Proposition 1.4.** The cones \( C_X \) and \( C'_X \) intersect only at the origin. Moreover, the accumulation cone of \( C_X \) contains \( -C'_X \).

In this article we also classify all accumulation rays of \( C_X \). The following result provides the ones that may be extremal in the accumulation cone of \( C_X \); see Section 5 and Section 8 for a detailed description of all remaining accumulation rays. We denote by \( \mu \) the Möbius function.

**Theorem 1.5.** The accumulation cone of \( C_X \) is generated by the rays

\[
\mathbb{R}_{\geq 0} \cdot \left( \sum_{t^2|m} \mu(t)\{H_m/\ell^2\} \cdot \{\omega\} \right),
\]

indexed over \( m \in \mathbb{Z}_{>0} \), where \( H_n \) denotes the \( n \)-th Heegner divisor of \( X \).

If the arithmetic group giving rise to the orthogonal Shimura variety \( X \) is large enough, then the ray (1.1) is generated by the intersection of \( \{\omega\} \) with an irreducible component of the Heegner divisor \( \{H_m\} \). This is explained in Section 8 by means of the so-called *primitive* Heegner divisors.

The key result to deduce Theorem 1.3 is Kudla’s modularity conjecture, recently proved by Bruinier and Raum [BWR15], which enables us to deduce geometric properties of \( C_X \) via arithmetic properties of the Fourier coefficients of genus 2 Siegel modular forms, as we briefly recall.

Let \( k \) be a positive even integer and let \( M_2^k(\mathbb{Q}) \) be the vector space over \( \mathbb{Q} \) of weight \( k \) and genus 2 Siegel modular forms with *rational* Fourier coefficients. For every \( F \) in \( M_2^k(\mathbb{Q}) \), we denote the Fourier expansion of \( F \) by

\[
F(Z) = \sum_{T \in \Lambda_2} c_T(F) e^{2\pi i \text{tr}(TZ)},
\]

where \( Z \) lies in the Siegel upper-half space \( \mathbb{H}_2 \), and \( c_T(F) \) is the rational Fourier coefficient of \( F \) associated to the matrix \( T \in \Lambda_2 \). The dual space \( M_2^k(\mathbb{Q})^* \) is generated by the *coefficient extraction functionals* \( c_T \), defined for every \( T \in \Lambda_2 \) as

\[
c_T : M_2^k(\mathbb{Q}) \rightarrow \mathbb{Q}, \quad F \mapsto c_T(F).
\]
The main result of [BWR15] implies that the linear map

\[ \psi_X : M_2^{1+b/2}(\mathbb{Q})^* \rightarrow \text{CH}^2(X) \otimes \mathbb{Q}, \quad c_T \mapsto \{Z(T)\} \cdot \{\omega^*\}^{2-rk(T)}, \]

is well-defined. Note that \(1 + b/2\) is an even integer, in fact \(1 + b/2 \equiv 2 \mod 4\). This follows from the well-known classification of even indefinite unimodular lattices.

**Definition 1.6.** The modular cone of weight \(k\) is the cone in \(M_2^k(\mathbb{Q})^*\) defined as

\[ C_k = \langle c_T : T \in \Lambda_2^+ \rangle_{\mathbb{Q} > 0}. \]

The key idea of this paper is to deduce the properties of the cone of special cycles \(C_X\) appearing in Theorem 1.3 proving analogous properties of the associated modular cone \(C_{1+b/2}\). In fact, such properties are preserved under the linear map \(\psi_X\), as we prove in Section 4.2.

**Theorem 1.7.** Suppose that \(k \equiv 2 \mod 4\) and \(k > 4\).

(i) The modular cone \(C_k\) is pointed and full-dimensional in \(M_2^k(\mathbb{Q})^*\). Its accumulation rays are all generated over \(\mathbb{Q}\), and are infinitely many if and only if \(k \geq 18\).

(ii) The accumulation cone of \(C_k\) is pointed, rational, polyhedral, and of the same dimension as \(M_2^k(\mathbb{Q})\).

If the map \(\psi_X\) is injective, then also the pointedness and the dimension of \(C_{1+b/2}\) are preserved, implying that \(C_X\) has such properties too; see Remark 4.13 for more information on the injectivity of \(\psi_X\).

In Section 5 we provide a complete classification of all accumulation rays of the modular cone \(C_k\), for every integer \(k > 4\) such that \(k \equiv 2 \mod 4\), from which we deduce Theorem 1.5.

The results on the accumulation rays of the modular cone \(C_k\) are deduced via estimates of the growth of the Fourier coefficients of genus 2 Siegel modular forms, and via the values assumed by certain ratios of Fourier coefficients of the weight \(k\) Siegel Eisenstein series. The main difficulty arising in genus 2 is the presence of the so-called Klingen Eisenstein series, which do not appear if only elliptic modular forms are considered, as in [BM19].

The main resource we use to treat this issue is the recent paper [BD18], where the growth of the coefficients of the Klingen Eisenstein series is clarified; we refer to Sections 2 and 3 for the needed background.

In Section 6 and Section 7 we prove Theorem 1.7. We furthermore provide a sufficient condition to the polyhedrality of \(C_k\) (hence also of \(C_X\)); see Theorem 7.5. We implemented an algorithm [Zuf22] in SageMath to check that such condition is surely satisfied if \(k \leq 38\). In fact, such program provides empirical evidences to the polyhedrality of \(C_k\) also for \(k > 38\). This leads us to the following conjecture.

**Conjecture 2.** Suppose that \(k \equiv 2 \mod 4\) and \(k > 4\). The cone \(C_k\) is polyhedral.

**Proposition 1.8.** If \(k \leq 38\), then Conjecture 2 is satisfied. In particular, the cone of special cycles \(C_X\) of an orthogonal Shimura variety \(X\) arising from an even unimodular lattice of signature \((b,2)\), where \(2 < b \leq 74\), is polyhedral.

We conclude Section 7 reducing the problem of the polyhedrality of \(C_k\) to “how a sequence of rays \((\mathbb{R}_{>0} \cdot c_T_j)_{j \in \mathbb{N}}\) converges towards the accumulation cone of \(C_k\)”, with a translation of Conjecture 2 into a conjecture on Fourier coefficients of Jacobi cusp forms.
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2. Elliptic and Jacobi modular forms

To fix the notation, in this section we recall the definitions of elliptic and Jacobi modular forms. Eventually, we illustrate some properties about positive linear combinations of coefficients extraction functionals associated to these forms. Such properties will be essential in Section 6 to prove that certain accumulation rays of $C_k$ lies in the interior of its accumulation cone.

For the purposes of this paper, we do not need to consider congruence subgroups, hence all modular forms here treated are with respect to the full modular groups. Introductory books are e.g. [Bru+08] and [EZ85].

We begin with elliptic modular forms. The modular group $\text{SL}_2(\mathbb{Z})$ acts on the upper-half plane $\mathbb{H}$ via the Möbius transformation as

$$\gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) : \mathbb{H} \rightarrow \mathbb{H}, \quad \tau \mapsto \gamma \cdot \tau = \frac{a\tau + b}{c\tau + d},$$

where $\gamma \in \text{SL}_2(\mathbb{Z})$. Let $k > 2$ be an even integer and let $f : \mathbb{H} \rightarrow \mathbb{C}$ be a holomorphic function on the upper-half plane. We say that $f$ is an elliptic (or genus 1) modular form of weight $k$ if $f$ satisfies $f(\gamma \cdot \tau) = (c\tau + d)^k f(\tau)$ for all $\tau \in \mathbb{H}$ and all $\gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{SL}_2(\mathbb{Z})$, and if it admits a Fourier expansion of the form

$$f(\tau) = \sum_{n=0}^{\infty} c_n(f)q^n, \quad \text{where } q = e^{2\pi i \tau}.$$

The complex number $c_n(f)$ is the $n$-th Fourier coefficient of $f$. We denote the finite-dimensional complex vector space of weight $k$ elliptic modular forms by $M_k^1$. We put the subscript 1 to recall that these are modular forms of genus 1, avoiding confusion with the Siegel modular forms we are going to define in Section 3. The first examples of such functions are the (normalized) Eisenstein series

$$E_k^1(\tau) = 1 + \frac{2}{\zeta(1-k)} \sum_{n=1}^{\infty} \sigma_{k-1}(n)q^n,$$

where $\zeta(s)$ is the Riemann zeta function, and $\sigma_{k-1}(n)$ is the sum of the $(k-1)$-powers of the positive divisors of $n$.

An elliptic cusp form of weight $k$ is a modular form $f \in M_k^1$ such that its first Fourier coefficient is trivial, namely $c_0(f) = 0$. We denote by $S_k^1$ the subspace of cusp forms of weight $k$. It is well-known that the space of elliptic modular forms decomposes as $M_k^1 = \langle E_1^k \rangle_{\mathbb{C}} \oplus S_k^1$.

We denote by $M_k^1(\mathbb{Q})$ (resp. $S_k^1(\mathbb{Q})$) the space of elliptic modular forms (resp. cusp forms) with rational Fourier coefficients. Since $S_k^1$ admits a basis of cusp forms with rational coefficients, it turns out that the dimension of $M_k^1(\mathbb{Q}) = \langle E_1^k \rangle_{\mathbb{Q}} \oplus S_k^1(\mathbb{Q})$ over $\mathbb{Q}$ is equal to the complex dimension of $M_k^1$. The dual space $M_k^1(\mathbb{Q})^*$ is generated by the coefficient extraction functionals $c_n$, defined as

$$c_n : M_k^1(\mathbb{Q}) \rightarrow \mathbb{Q}, \quad f \mapsto c_n(f),$$

for every $n \geq 0$. In [BM19], the authors proved that whenever $k \equiv 2 \text{ mod } 4$, the cone generated by the functionals $c_n$ with $n \geq 1$ is rational polyhedral in $M_k^1(\mathbb{Q})$. A key result used in the cited paper is [BM19, Proposition 3.3], here stated in our setting.
Lemma 2.1. Suppose that \( k \equiv 2 \mod 4 \). There exist a positive integer \( A \) and positive rational numbers \( \eta_j \), with \( j = 1, \ldots, A \), such that
\[
\sum_{j=1}^{A} \eta_j \cdot c_j|_{S_k^1(\mathbb{Q})} = 0.
\]
Furthermore, the constant \( A \) can be chosen arbitrarily large such that the restrictions \( c_j|_{S_k^1(\mathbb{Q})} \) generate \( S_k^1(\mathbb{Q})^* \).

For the purposes of this paper, we need a slight generalization of Lemma 2.1 to Jacobi forms, as we are going to illustrate.

Jacobi forms play an important role in the study of the Fourier coefficients of Siegel modular form. As we will recall in the next sections, the Fourier series of a Siegel modular form can be rewritten in terms of Jacobi forms. This arithmetic property will be translated into a geometric property of the cone \( C_k \) we defined in the introduction. Namely, the convergence of certain sequences of rays in \( C_k \) will be deduced from results on the growth of Fourier coefficients of Jacobi forms. This is one of the goals of Section 5.

Let \( k > 2 \) be an even integer, and let \( m \in \mathbb{Z}_{\geq 0} \). A holomorphic function \( \phi : \mathbb{H} \times \mathbb{C} \to \mathbb{C} \) is said to be a Jacobi form of weight \( k \) and index \( m \) if
\[
\phi \left( \frac{a \tau + b}{c \tau + d}, \frac{z}{c \tau + d} \right) = (c \tau + d)^k e^{2 \pi i m c z} \phi(\tau, z), \quad \text{for every } \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{SL}_2(\mathbb{Z}),
\]
\[
\phi(\tau, z + \lambda \tau + \mu) = e^{-2 \pi i m (\lambda^2 \tau + 2 \lambda \mu)} \phi(\tau, z), \quad \text{for every } (\lambda, \mu) \in \mathbb{Z}^2,
\]
and if \( \phi \) admits a Fourier expansion of the form
\[
(2.2) \quad \phi(\tau, z) = \sum_{n=0}^{\infty} \sum_{r \in \mathbb{Z}} c_{n, r}(\phi) q^n \zeta^r, \quad \text{where } q = e^{2 \pi i \tau} \text{ and } \zeta = e^{2 \pi i z}.
\]
The complex numbers \( c_{n, r}(\phi) \) are the Fourier coefficients of \( \phi \). We denote by \( J_{k, m} \) the finite-dimensional complex vector space of such functions. If in the Fourier expansion (2.2) the coefficients \( c_{n, r}(\phi) \) such that \( 4nm = r^2 \) are zero, then \( \phi \) is said to be a Jacobi cusp form. We denote the space of these forms by \( J_{k, m}^{\text{cusp}} \).

First explicit examples of Jacobi forms are the Jacobi Eisenstein series. We avoid to define them explicitly in this paper, we refer instead to [EZ85, Section 2] for a detailed introduction. The subspace generated by the Jacobi Eisenstein series is denoted by \( J_{k, m}^{\text{Eis}} \). By [EZ85, Theorem 2.4], the space of Jacobi forms of even weight \( k > 2 \) decomposes into
\[
(2.3) \quad J_{k, m} = J_{k, m}^{\text{Eis}} \oplus J_{k, m}^{\text{cusp}}.
\]

In analogy with the case of elliptic modular forms, the spaces \( J_{k, m}^{\text{Eis}} \) and \( J_{k, m}^{\text{cusp}} \) admit a basis of Jacobi forms with rational Fourier coefficients. We denote the associated spaces of Jacobi forms with rational coefficients by \( J_{k, m}^{\text{Eis}}(\mathbb{Q}) \) and \( J_{k, m}^{\text{cusp}}(\mathbb{Q}) \), respectively. An analogous decomposition as (2.3) holds also over \( \mathbb{Q} \).

The dual space \( J_{k, m}(\mathbb{Q})^* \) is generated by the Jacobi coefficient extraction functionals \( c_{n, r} \), defined as
\[
c_{n, r} : J_{k, m}(\mathbb{Q}) \to \mathbb{Q}, \quad \phi \mapsto c_{n, r}(\phi),
\]
for every \( n \geq 0 \) and \( r \in \mathbb{Z} \) such that \( 4nm - r^2 \geq 0 \).

The slight generalization of Lemma 2.1 previously announced is the following.
Lemma 2.2. Suppose that \( k \equiv 2 \pmod{4} \). For every positive integer \( m \) there exist a positive integer \( A \) and positive rational numbers \( \mu_{n,r} \) such that
\[
\sum_{1 \leq n \leq A} \sum_{r \in \mathbb{Z}} \mu_{n,r} c_{n,r} |_{j_{k,m}^{\text{cusp}}(\mathbb{Q})} = 0.
\]
Furthermore, the constant \( A \) can be chosen arbitrarily large such that the restricted functionals \( c_{n,r} |_{j_{k,m}^{\text{cusp}}(\mathbb{Q})} \) generate \( j_{k,m}^{\text{cusp}}(\mathbb{Q})^* \).

Proof. If \( \phi \in J_{k,m}(\mathbb{Q}) \), then the map on \( \mathbb{H} \) defined as \( \phi(\tau,0) \) lies in \( M^k_1(\mathbb{Q}) \); see e.g. [EZ85, Section 3]. Its Fourier expansion is
\[
\phi_m(\tau,0) = \sum_{n=0}^{\infty} \left( \sum_{r} c_{n,r}(\phi) \right) q^n.
\]
The previous sums over \( r \) are finite, because \( c(n,r) \neq 0 \) implies \( r^2 \leq 4nm \). Since the finite sum \( \sum_r c_{n,r} |_{j_{k,m}^{\text{cusp}}(\mathbb{Q})} \) extracts the \( n \)-th Fourier coefficient of the elliptic modular form \( \phi(\tau,0) \) for any Jacobi cusp form \( \phi \) and any \( n \geq 1 \), it is enough to apply Lemma 2.1 to such sum of functionals to conclude the proof. \( \square \)

3. Siegel modular forms of genus 2

We briefly recall Siegel modular forms, which are the counterpart of elliptic modular forms in several variables. For the aim of this paper, we treat only the genus 2 case.

The Siegel upper-half space \( \mathbb{H}_2 \) is the set of \( 2 \times 2 \) symmetric matrices over \( \mathbb{C} \) with positive definite imaginary part. It is a simply connected open subset of \( \mathbb{C}^3 \). The symplectic group \( \text{Sp}_4(\mathbb{R}) \) acts on \( \mathbb{H}_2 \) as a group of automorphisms by
\[
g : Z \mapsto g \cdot Z = (AZ + B)(CZ + D)^{-1},
\]
for every \( Z \in \mathbb{H}_2 \), where we decompose \( g \in \text{Sp}_4(\mathbb{R}) \) in \( 2 \times 2 \) matrices as \( g = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \).

Let \( k \geq 4 \) be an even integer. The symplectic group \( \text{Sp}_4(\mathbb{R}) \) acts also on the space of complex-valued functions \( F : \mathbb{H}_2 \to \mathbb{C} \) via the so-called \( |k\)-operator, defined as
\[
(F |_{k} g)(Z) = \det(CZ + D)^{-k} F(g \cdot Z),
\]
for every \( g \in \text{Sp}_4(\mathbb{R}) \). A Siegel modular form of weight \( k \) (and genus 2) is a holomorphic function \( F : \mathbb{H}_2 \to \mathbb{C} \) that satisfies the transformation law
\[
F |_{k} \gamma = F, \quad \text{for every } \gamma \in \text{Sp}_4(\mathbb{Z}).
\]

We denote the finite-dimensional complex vector space of these forms by \( M^k_2 \). By the Koecher Principle, every Siegel modular form admits a Fourier expansion. We denote by \( \Lambda_2 \) the set of symmetric half-integral positive semi-definite matrices of order 2, namely
\[
\Lambda_2 = \left\{ T = \begin{pmatrix} n & r/2 \\ r/2 & m \end{pmatrix} : n, r, m \in \mathbb{Z} \text{ and } T \geq 0 \right\},
\]
and by \( \Lambda_2^+ \) the subset of matrices which are positive definite. The Fourier expansion of any \( F \in M^k_2 \) is indexed over \( \Lambda_2 \) as
\[
F(Z) = \sum_{T \in \Lambda_2} c_T(F) e^{2 \pi i \text{tr}(TZ)}.
\]

The complex numbers \( c_T(F) \) are the Fourier coefficients of \( F \). If the Fourier expansion is supported on \( \Lambda_2^+ \), then \( F \) is called a Siegel cusp form. We denote the subspace of cusp forms in \( M^k_2 \) by \( S^k_2 \).

The group \( \text{GL}_2(\mathbb{Z}) \) acts on \( \Lambda_2 \) via the action \( T \mapsto u^t \cdot T \cdot u \), where \( u \in \text{GL}_2(\mathbb{Z}) \) and \( T \in \Lambda_2 \), preserving \( \Lambda_2^+ \). The Fourier coefficients of Siegel modular forms of even weight are invariant.
with respect to this action, namely $c_T(F) = c_{\psi, T, u}(F)$ for every $F \in M^k_2$. We say that a matrix $T = \left( \begin{smallmatrix} n & r/2 \\ r/2 & m \end{smallmatrix} \right) \in \Lambda_2$ is reduced if $0 \leq r \leq m \leq n$.

**Remark 3.1.** The orbit of the subset of reduced matrices via the action of $GL_2(\mathbb{Z})$ is the whole $\Lambda_2$. For this reason, the study of the Fourier coefficients of Siegel modular forms (of even weight) restricts to the ones associated to reduced matrices.

Our definition of reduced matrix is slightly different from the one in the literature. In fact, the reduced matrices are usually constructed to be representatives in $\Lambda_2$ with respect to the action of $SL_2(\mathbb{Z})$, fulfilling the weaker condition $|r| \leq m \leq n$. In our case, in virtue of Remark 3.1, we may consider the action of the whole $GL_2(\mathbb{Z})$ on $\Lambda_2$. In particular, we may suppose $r$ to be non-negative.

In analogy with the case of elliptic and Jacobi modular forms, the spaces $M^k_2$ and $S^k_2$ admit a basis of Siegel modular forms with rational Fourier coefficients. We denote the $\mathbb{Q}$-vector spaces generated by these bases by $M^k_2(\mathbb{Q})$ and $S^k_2(\mathbb{Q})$, respectively.

The dual space $M^k_2(\mathbb{Q})^\ast$ is generated by the *Siegel coefficient extraction functionals* $c_T$, defined for every $T \in \Lambda_2$ as

$$ c_T : M^k_2(\mathbb{Q}) \rightarrow \mathbb{Q}, \quad F \mapsto c_T(F). $$

An important feature of the Siegel modular forms is that their Fourier expansions can be rewritten via Jacobi modular forms. That is, every $F \in M^k_2$ admits a *Fourier–Jacobi expansion*

$$ F(Z) = \sum_{m=0}^{\infty} \phi_m(\tau, z)e^{2\pi im\tau'}, $$

where $Z = (z \tau) \in \mathbb{H}_2$, and $\phi_m \in J_{k,m}$ is the *$m$-th Fourier–Jacobi coefficient* of $F$.

Whenever we want to highlight that $\phi_m$ is a coefficient of $F \in M^k_2$, we write $\phi_m^F$. Clearly, if $F \in M^k_2(\mathbb{Q})$, then $\phi_m \in J_{k,m}(\mathbb{Q})$, and if $F \in S^k_2$, then $\phi_m \in J_{k,m}^{\text{cusp}}$. Furthermore, if $T = \left( \begin{smallmatrix} n & r/2 \\ r/2 & m \end{smallmatrix} \right)$, then the $T$-th Fourier coefficient of $F$ coincides with one of the Fourier coefficients of $\phi_m$, more precisely $c_T(F) = c_{n,r}(\phi_m)$.

### 3.1. Siegel Eisenstein series

This section is a focus on the Siegel Eisenstein series $E^k_2$ of genus 2 and even weight $k \geq 4$. We deal with the Fourier coefficients $a^k_2(T)$ of $E^k_2$ associated to positive definite matrices $T$ and certain ratios of the form $a^k_2\left( \begin{smallmatrix} n & r/2t \\ r/2t & m/2t \end{smallmatrix} \right)/a^k_2\left( \begin{smallmatrix} n & r/2 \\ r/2 & m \end{smallmatrix} \right)$, for some positive $t$. The possible limits of these ratios, where $t$ is fixed and with respect to sequences of matrices of increasing determinant, are essential to classify the accumulation rays of the cone generated by the coefficient extraction functionals indexed over $\Lambda_2^+$, and are extensively used in Section 5.1.

**Definition 3.2.** Let $P_0$ be the Siegel parabolic subgroup of $\text{Sp}_4(\mathbb{Z})$. The (normalized) *Siegel Eisenstein series* of even weight $k \geq 4$ is defined as

$$ E^k_2 : \mathbb{H}_2 \rightarrow \mathbb{C}, \quad Z \mapsto \sum_{\substack{A \in P_0 \setminus \text{Sp}_4(\mathbb{Z}) \, \backslash \, B \in \mathbb{H}_2}} \det(CZ + D)^{-k}. $$

It is well-known that $E^k_2$ is a Siegel modular form of weight $k$. We denote its Fourier expansion by

$$ E^k_2(Z) = \sum_{T \in \Lambda_2} a^k_2(T)e^{2\pi i \text{tr}(TZ)}. $$

We reserve the special notation $a^k_2(T)$ for the Fourier coefficients of $E^k_2$, instead of $c_T(E^k_2)$, since they play a key role in the whole theory.
To state the Coefficient Formula of \( a^k_2(T) \), we need to recall some definitions. An integer \( D \) is said to be a fundamental discriminant if either \( D \equiv 1 \mod 4 \) and squarefree, or \( D \equiv 4s \) for some squarefree integer \( s \equiv 2 \) or 3 \mod 4. Its associated Dirichlet character \( \chi_D \) is the one given by the Kronecker symbol \( (\frac{D}{\cdot}) \).

**Definition 3.3** (See [Coh75, Section 2]). Let \( r \) and \( N \) be non-negative integers, with \( r \) positive. The Cohen \( H \)-function \( H(r,N) \) is defined as follows. If \( N > 0 \) and \((-1)^r N \equiv 0 \) or 1 \mod 4, we decompose \( N = -Dc^2 \) with \( D \) a fundamental discriminant. In this case we set
\[
H(r,N) = L(1-r,\chi_D) \sum_{d|c} \mu(d)\chi_D(d)d^{r-1}\sigma_{2r-1}(c/d).
\]
If \( N = 0 \), then \( H(r,0) = \zeta(1-2r) \).

**Lemma 3.4** (Coefficient Formula, see [EZ85, p. 80]). The Fourier coefficients of the Siegel Eisenstein series \( E^k_2 \) are rational and given by
\[
a^k_2(T) = \begin{cases}
\frac{2}{\zeta(1-k)\zeta(3-2k)} \sum_{d|(n,n,m)} d^{2k-1}H\left(k - 1, \frac{4\det T}{d^2} \right), & \text{if } T \neq 0, \\
1, & \text{if } T = 0,
\end{cases}
\]
for any \( T = \left( \begin{smallmatrix} n & r/2 \\ m & n \end{smallmatrix} \right) \in \Lambda_2 \).

The value \( a^k_2\left( \begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix} \right) \) coincide with the \( n \)-th Fourier coefficient of the (normalized) elliptic Eisenstein series (2.1). The following lemma summarizes well-known properties of \( a^k_2(T) \).

**Lemma 3.5.** The Fourier coefficients of the Siegel Eisenstein series \( E^k_2 \) satisfy the following properties.

(i) Suppose that \( k \equiv 2 \mod 4 \) and \( T \in \Lambda_2 \setminus \{0\} \). If \( \det T > 0 \), resp. \( \det T = 0 \), then \( a^k_2(T) \) is a positive, resp. negative, rational number.

(ii) Suppose that \( k \equiv 0 \mod 4 \) and \( T \in \Lambda_2 \setminus \{0\} \). If \( \det T > 0 \), resp. \( \det T = 0 \), then \( a^k_2(T) \) is a negative, resp. positive, rational number.

(iii) There exist positive constants \( c_1 \) and \( c_2 \) such that
\[
c_1 \det(T)^{k-3/2} < |a^k_2(T)| < c_2 \det(T)^{k-3/2}, \quad \text{for every } T > 0.
\]

We will usually refer to Lemma 3.5 (iii) saying that \( a^k_2(T) \) has the same order of magnitude of \( \det(T)^{k-3/2} \), usually abbreviated as \( a^k_2(T) \asymp \det(T)^{k-3/2} \).

**Proof.** The proof of first two points is a simple check using the Coefficient Formula. The idea is to show that all values of the \( H \)-function appearing in Formula (3.3) have the same sign if \( \det T > 0 \) (resp. \( \det T = 0 \)). This can be proved by induction on the number of prime factors of \( 4\det(T)/d^2 \), or via the equivalent definition of the \( H \)-function given in [Coh75, Section 2]. We follow the latter argument.

(i) Suppose that \( \det T > 0 \), then \( 4 \det T \equiv 0 \) or \(-1 \mod 4 \). Decompose the \( H \)-function in \( h \)-functions as in [Coh75, Section 2], that is
\[
H(k - 1, 4 \det T) = \sum_{d^2|4\det T} h(k - 1, 4 \det T/d^2).
\]

Under the hypothesis that \( k \equiv 2 \mod 4 \), the \( h \)-functions are defined as
\[
h(k - 1, 4 \det T) = (k - 2)!2^{k-2}n^{1-k}(4 \det T)^{k-3/2}L(k - 1, \chi_{-4} \det T),
\]
for every \( T \in \Lambda_2^+ \). Clearly, the sign of \( h(k - 1, 4 \det T) \) depends on the sign of the last factor, which is positive since
\[
L(k - 1, \chi_{-4} \det T) := \sum_{n=1}^{\infty} \frac{\chi_{-4} \det T(n)}{p^{k-1}} = \prod_p \frac{1}{1 - \frac{\chi_{-4} \det T(p)}{p^k - 1}} \geq \prod_p \frac{1}{1 + \frac{1}{p^{k-1}}} > 0.
\]
Suppose now det $T = 0$, then $H(k - 1, 0) = \zeta(3 - 2k)$ and 
\[ a^k_2(T) = \frac{2}{\zeta(1 - k)} \sigma_{k-1} \left( \gcd(n, r, m) \right). \]

Since $\zeta(1 - k) = (-1)^{k-1}B_k/k$ and $k - 1 \equiv 1 \mod 4$, where $B_k$ is the $k$-th Bernoulli number, the coefficient $a^k_2(T)$ is negative.

(ii) It is analogous to the previous one. If $k \equiv 0 \mod 4$, then the decomposition in $h$-functions is as above but with a factor of $-1$, changing the sign of $H(k - 1, 4 \det T)$, for every.

(iii) This is well-known; see e.g. [Das16, Remark 2.2]. □

**Remark 3.6.** Let $k \geq 4$ be an even integer and let $F \in S^k_2$ be a Siegel cusp form. Suppose that $(T_j)_{j \in \mathbb{N}}$ is a sequence of matrices in $\Lambda_2$ of increasing determinant, that is, such that $\det T_j \to +\infty$ when $j \to +\infty$. As explained e.g. in [Das16, Section 1.1.1], the growth of the Fourier coefficients $(c_{T_j}(F))_{j \in \mathbb{N}}$ is estimated by the *Hecke bound* as 
\[ c_{T_j}(F) = O_F(\det(T_j)^{k/2}). \]

By Lemma 3.5 (iii), we deduce that the Fourier coefficients $a^k_2(T_j)$ of the Siegel Eisenstein series $E^k_2$ grow faster than $c_{T_j}(F)$ when $j \to \infty$, for every cusp form $F \in S^k_2$ and for every sequence of matrices $(T_j)_{j}$ of increasing determinant.

### 3.2. Siegel series and ratios of Fourier coefficients.

The aim of this section is to provide a classification of certain quotients of coefficients of Siegel Eisenstein series, and their limits over sequences of matrices with increasing determinant. The idea is to simplify the explicit formulas of these ratios using the so-called *Siegel series*. These results will play a key role in Section 5 and Section 7, namely to classify the accumulation rays of the modular cone $C_k$ and to translate the polyhedrality of $C_k$ in terms of weight $k$ Jacobi cusp forms. We suggest the reader to skip this rather technical section during the first reading.

We begin with an introduction on Siegel series. If $a$ is a non-zero integer, we denote by $\nu_p(a)$ the maximal power of $p$ dividing $a$.

**Definition 3.7.** Let $T = \left( \begin{array}{c} n \\ r/2 \\ m \end{array} \right) \in \Lambda_2^+$ and let $D$ be the fundamental discriminant such that $4\det T = -Dc^2$. For every prime $p$, we define $\alpha_1(T, p) = \nu_p\left( \gcd(n, r, m) \right)$ and $\alpha(T, p) = \nu_p(-4\det T/D)/2 = \nu_p(c)$. The *local Siegel series* $F_p(T, s)$ is defined as 
\[ F_p(T, s) = \sum_{\ell=0}^{\alpha_1(T, p)} \left( \begin{array}{c} \alpha(T, p) - \ell \\ \ell \end{array} \right) p^{\ell(2-s)} \left( \sum_{w=0}^{\alpha(T, p) - \ell + 1} \sum_{v=0}^{\alpha(T, p) - \ell} p^{\nu(3 - 2s)} - \chi_D(p)p^{\nu(3 - 2s)} \right), \]

where $s \in \mathbb{C}$ and $\chi_D(n) = \left( \frac{D}{n} \right)$ is the Dirichlet character associated to the Kronecker symbol $(\frac{\cdot}{\cdot})$.

Conventionally, any sum from zero to a negative number is zero. We remark that if $p$ does not divide $-4\det T$, then $F_p(T, s) = 1$.

Sometimes, in the literature, the definition of the local Siegel series differs from ours by a factor, more precisely it is defined as 
\[ b_p(T, s) = \gamma_p(T, s)F_p(T, s), \quad \text{where} \quad \gamma_p(T, s) = \frac{(1 - p^{-s})(1 - p^{2-s})}{1 - \chi_D(p)p^{1-s}}; \]

see [Kat99] and [Kau59, p. 473, Hilfssatz 10]. For our purposes, the factor $\gamma_p(T, s)$ plays no role.
Definition 3.8. Let $T \in \Lambda^+_2$. The Siegel series $F_T(s)$ is the product of local Siegel series

$$F_T(s) = \prod_{p | 4 \det T} F_p(T, s).$$

Using Siegel series, we may rewrite some of the Fourier coefficients $a^k_2(T)$ of Siegel Eisenstein series, as stated in the following result; see [Kau59].

Proposition 3.9. Let $T \in \Lambda^+_2$ and let $k \geq 4$ be an even integer. We may rewrite the Fourier coefficient of the Siegel Eisenstein series $E^k_2$ associated to the matrix $T$ as

$$a^k_2(T) = \frac{2L(2-k, \chi_D)}{\zeta(1-k)\zeta(3-2k)} \cdot F_T(3-k),$$

where $D$ is the fundamental discriminant such that $4 \det T = -Dc^2$.

In the remaining part of this section we provide some results on quotients of certain Fourier coefficients of $E^k_2$ and their possible limits, as previously announced. To simplify the explanation, for every positive integer $t$ and every

$$T = \left( \begin{array}{cc} n & r/2 \\ r/2 & m \end{array} \right) \in \Lambda^+_2, \quad \text{we define} \quad T[t] = \left( \begin{array}{cc} n & r/2t \\ r/2t & m/t^2 \end{array} \right).$$

Lemma 3.10. Let $T = \left( \begin{array}{cc} n & r/2 \\ r/2 & m \end{array} \right)$ be a matrix in $\Lambda^+_2$ and let $k \geq 4$ be an even integer. If $t$ is a positive integer such that $t \neq 1$, $t | r$ and $t^2 | m$, then

$$a^k_2(T[t]) = \prod_{p | t} F_p(T[p^{r/p(t)}], 3-k) \cdot \frac{F_T(3-k)}{F_p(T, 3-k)}.$$ \hspace{1cm} (3.5)

Moreover $0 < a^k_2(T[t])/a^k_2(T) < 1$.

Proof. Let $D$ be the fundamental discriminant such that $4 \det T[t] = -Dc^2$, then $4 \det T = 4t^2 \det T[t] = -D(t^2c)^2$, hence the fundamental discriminants associated to $T$ and $T[t]$ are equal. We use Proposition 3.9 to deduce

$$a^k_2(T[t]) = \frac{F_T(3-k)}{F_p(T, 3-k)} \cdot \prod_{p | t} F_p(T[p^{r/p(t)}], 3-k) \cdot \prod_{p | t} F_p(T[t], 3-k) = \prod_{p | t} F_p(T[p^{r/p(t)}], 3-k) \cdot \prod_{p | t} F_p(T[t], 3-k).$$ \hspace{1cm} (3.6)

Let $p$ be a prime such that $p$ does not divide $t$, then

$$\alpha_1(T, p) = \nu_p(\gcd(n, r, m)) = \nu_p(\gcd(n, r/t, m/t^2)) = \alpha_1(T[t], p).$$

Analogously, we deduce $\alpha(T, p) = \alpha(T[t], p)$. This implies that $F_p(T[t], 3-k) = F_p(T, 3-k)$ for every $p$ which does not divide $t$, hence the last factor in (3.6) simplifies to 1.

Suppose now that $p$ divides $t$. Since $\alpha(T[t], p) = \alpha(T[p^{r/p(t)}], p)$ and $\alpha_1(T[t], p) = \nu_p(\gcd(n, r/t, m/t^2)) = \nu_p(\gcd(n, r/p^{r/p(t)}, m/p^{2r/p(t)})) = \alpha_1(T[p^{r/p(t)}], p)$, we deduce that (3.6) simplifies to (3.5). Furthermore, since $k > 4$, the value $F_p(T, 3-k)$ is positive for every $T \in \Lambda^+_2$. Moreover, since $\alpha_1(T[t], p) \leq \alpha_1(T, p)$ and $\alpha(T[t], p) = \nu_p(c)$ is less than $\alpha(T, p) = \nu_p(ct)$, then $F_p(T[t], 3-k) < F_p(T, 3-k)$. This concludes the proof. \hspace{1cm} $\Box$

We want to classify all possible limits of ratios of the form (3.5), indexed over a sequence of matrices $(T_j)_{j \in \mathbb{N}}$ in $\Lambda^+_2$, with increasing determinant and fixed bottom-right entry. To do so, we need to define certain special limits associated to such families. For the purposes of this paper, we may consider only reduced matrices.
Proposition 3.11. Let $k \geq 4$ be even and let $m$ be a positive integer. Consider a sequence of reduced matrices $\left( T_j = \left( \frac{n_j}{r_j} \frac{r_j}{m} \right) \right)_{j \in \mathbb{N}}$ in $\Lambda_2^+$, of increasing determinant. Suppose that a prime $p$ is chosen such that $p^a|n_j$ and $p^{a+1}|m$ for some positive integer $s$. If the sequence of ratios $a_k^2(T_j^{[p^s]})/a_k^2(T_j)$ converges to a value $\lambda_{ps}$ and $\alpha(T_j, p)$ diverges when $j \to \infty$, then the sequence $\left( (\alpha(T_j^{[p^s]}), \alpha(T_j, p)) \right)_{j \in \mathbb{N}}$ is eventaully constant and

$$
\lambda_{ps} = p^{s(3-2k)} \frac{1-p^{(2-k)(\alpha(T_j^{[p^s]}, p)+1)}}{1-p^{(2-k)(\alpha(T_j, p)+1)}}, \quad \text{for } j \text{ large enough.}
$$

We remark that for different values of $\alpha(T_j, p)$ and $\alpha(T_j^{[p^s]}, p)$, the ratio (3.7) assumes different values.

Definition 3.12. Let $k \geq 4$ be even and let $m$ be a positive integer. For all positive integers $s$ and all primes $p$ such that $p^{2s}$ divides $m$, the special limits (of weight $k$ and index $m$) associated to $p^s$ are the limits of ratios arising as in Proposition 3.11. We denote by $L_{k,m}^{sp}(p^s)$ the set of these special limits.

As we are going to see with Proposition 3.16, the elements of $L_{k,m}^{sp}(p^s)$ are those limits of ratios which can be obtained only asymptotically, since they are not ratios of Fourier coefficients of $E_2^k$ arising from any matrix in $\Lambda_2^+$. For this reason, we call them “special”.

Remark 3.13. Let $k \geq 4$ be even and let $m$ be a positive integer. Since $\alpha(T_j, p)$ and $\alpha(T_j^{[p^s]}, p)$ can assume only a finite number of values in (3.7), the set $L_{k,m}^{sp}(p^s)$ is finite for every positive integer $s$ and every prime $p$ such that $p^{2s}$ divides $m$.

Proof of Proposition 3.11. The local Siegel series evaluated in $s = 3 - k$ is

$$
F_p(T, 3-k) = \sum_{\ell=0}^{\alpha(T,p)} p^\ell(k-1) \left( \sum_{\ell=0}^{\alpha(T,p)-\ell} p^w(2k-3) \chi_D(p)p^{k-2} \sum_{\ell=0}^{\alpha(T,p)-\ell-1} p^w(2k-3) \right).
$$

We remark that $(*)$ and $(**)$ are two different truncates of a geometric series. Since the truncate of a geometric series can be computed as $\sum_{i=0}^{n} r^i = \frac{1-r^{n+1}}{1-r}$ for every $r \neq 1$, then

$$
F_p(T, 3-k) = \sum_{\ell=0}^{\alpha(T,p)} p^\ell(k-1) \left( \frac{1-(p^{2k-3})^{\alpha(T,p)-\ell+1}}{1-p^{2k-3}} - \chi_D(p)p^{k-2} \frac{1-(p^{2k-3})^{\alpha(T,p)-\ell}}{1-p^{2k-3}} \right) =
$$

$$
= \frac{1}{1-p^{2k-3}} \sum_{\ell=0}^{\alpha(T,p)} p^\ell(k-1) \left( 1-\chi_D(p)p^{k-2} + (\chi_D(p)p^{k-2} - p^{2k-3})p^{\alpha(T,p)-\ell}(2k-3) \right) =
$$

$$
= \frac{1}{1-p^{2k-3}} \left( 1-\chi_D(p)p^{k-2} \sum_{\ell=0}^{\alpha(T,p)} p^\ell(k-1) + \right.
$$

$$
\left. + (\chi_D(p)p^{k-2} - p^{2k-3})p^{\alpha(T,p)(2k-3)} \sum_{\ell=0}^{\alpha(T,p)} p^\ell(2-k) \right).
$$
The terms (\(\ast\)) and (\(\ast\ast\)) are truncates of two different geometric series. Computing their values, we deduce

\[
F_p(T, 3 - k) = \frac{1}{1 - p^{2k-3}} \left( \frac{(1 - \chi_D(p)p^{k-2})(1 - p^{(k-1)(\alpha_1(T,p)+1)})}{1 - p^{k-1}} \right)
\]

(3.8)

\[
- p_T \alpha(T,p)(2k-3) \left( \frac{p^{2k-3} - \chi_D(p)p^{k-2}}{1 - p^{2k-3}} \right)
\]

Let \((T_j)_{j \in \mathbb{N}}\) be a sequence of reduced matrices in \(\Lambda_2^+\) with bottom-right entry fixed to \(m\) and increasing determinant, such that \(\alpha(T_j, p) \to \infty\) when \(j \to \infty\). We want to study the asymptotic behavior of \(F_p(T_j, 3 - k)\) with respect to \(j \to \infty\) via (3.8). The terms (\(\blacklozenge\)) and (\(\blacklozenge\)) are independent from \(\alpha(T_j, p)\), and they remain bounded since \(\alpha_1(T_j, p)\) and \(\chi_D(p)\) assume only a finite number of values. In contrast, the value of (\(\blacklozenge\)) diverges if \(j \to \infty\), since \(k > 4\) by hypothesis. This implies that

(3.9)

\[
F_{p}(T_j, 3 - k) \sim p_T \alpha(T_j, p)(2k-3) \cdot \frac{(p^{2k-3} - \chi_D(p)p^{k-2})(1 - p^{(2-k)(\alpha_1(T,p)+1)})}{(p^{2k-3} - 1)(1 - p^{2k-2})},
\]

if \(j \to \infty\).

We conclude the proof studying the asymptotic behavior of the ratios \(a^k(T_j|p^s)/a^k(T_j)\).

We compute these ratios via the local Siegel series and (3.9), deducing

\[
\frac{a^k(T_j|p^s)}{a^k(T_j)} = \frac{F_p(T_j|p^s), 3 - k}{F_p(T_j, 3 - k)} \sim p_T^{(3-2k)(\alpha(T_j, p) - \alpha(T_j|p^s, p))} \frac{1 - p^{(\alpha_1(T_j|p^s,p)+1)(2-k)}}{1 - p^{(\alpha_1(T_j,p)+1)(2-k)}},
\]

when \(j \to \infty\). Since \(\alpha(T_j, p) = \alpha(T_j|p^s, p) + s\), the claim follows. \(\square\)

**Corollary 3.14.** Let \(k \geq 4\) be an even integer and let \((T_j)_{j \in \mathbb{N}}\) be a sequence of reduced matrices in \(\Lambda_2^+\) of increasing determinant, of the form \(T_j = \begin{pmatrix} n_j & r_j/2 \\ r_j/2 & m \end{pmatrix}\), where \(m\) is a fixed positive integer. Suppose that a prime \(p\) is chosen such that \(p^{2s}|m\) for some positive integer \(s\). There exists a positive constant \(C_{p^s}\) such that if

\[
\frac{a^k(T_j|p^s)}{a^k(T_j)} \xrightarrow[j \to \infty]{} \lambda_{p^s},
\]

for some \(\lambda_{p^s}\), then either \(\lambda_{p^s} = 0\), and this happens only when the entries \(r_j\) are eventually not divisible by \(p^s\), or \(C_{p^s} < \lambda_{p^s} < 1\). Furthermore, if \(\lambda_{p^s}\) is not a special limit in \(\mathcal{E}_{k,m}^{p^s}(p^s)\), the sequence of ratios \(a^k(T_j|p^s)/a^k(T_j)\) is eventually constant equal to \(\lambda_{p^s}\).

**Proof.** By Lemma 3.5, the limit \(\lambda_{p^s}\) is non-negative. If eventually \(p^s \nmid r_j\), then the numerators of the ratios in (3.10) are eventually zero, and \(\lambda_{p^s} = 0\). From now on, we suppose that eventually \(p^s\) divides \(r_j\).

The value of \(F_p(T_j, 3 - k)\) depends only on \(\alpha_1(T_j, p)\), \(\alpha(T_j, p)\) and the fundamental discriminant \(D_j\), such that \(-4\det T_j = D_j c_j^2\). The value of \(D_j\) influences \(F_p(T_j, 3 - k)\) only via \(\chi_D(p)\), which can assume only three values. Also the values of \(\alpha_1(T_j, p)\) are finite, because \(\alpha_1(T_j, p) = \nu_p(\gcd(n_j, r_j, m))\) with \(m\) fixed. Only \(\alpha(T_j, p)\) can diverge if \(j \to \infty\). If \(\alpha(T_j, p)\) does not diverge, then clearly there are only finitely many values that \(F_p(T_j|p^s), 3 - k)/F_p(T_j, 3 - k)\) can assume, and they are strictly positive; see Lemma 3.10. In this case, the sequence of ratios \((a^k(T_j|p^s)/a^k(T_j))_{j \in \mathbb{N}}\) is eventually constant. If \(\alpha(T_j, p)\) diverges, then the limit \(\lambda_{p^s}\) is a special limit in \(\mathcal{E}_{k,m}^{p^s}(p^s)\) by Proposition 3.11. \(\square\)
Definition 3.15. Let $k$ and $m$ be positive integers, with $k \geq 4$ even. For every positive integer $s$ and every prime $p$ such that $p^{2s}$ divides $m$, we denote by $\mathcal{L}_{k,m}(p^s)$ the set of all limits of ratios
\[ \frac{a_2^k(T_j^{[p^s]})}{a_2^k(T_j)} \rightarrow \lambda_{p^s}, \]
arising as in Corollary 3.14.

We remark that $\mathcal{L}_{k,m}^{\text{op}}(p^s) \subseteq \mathcal{L}_{k,m}(p^s) \cap [0,1] \cap \mathbb{Q}$ and that $0 \in \mathcal{L}_{k,m}(p^s)$. The following result clarifies the structure of $\mathcal{L}_{k,m}(p^s)$.

Proposition 3.16. Let $k$, $s$ and $m$ be positive integers, with $k \geq 4$ even. Let $p$ be a prime such that $p^{2s}$ divides $m$. The set $\mathcal{L}_{k,m}(p^s)$ is infinite, and splits into a disjoint union as
\[ \mathcal{L}_{k,m}(p^s) = \bigg\{ \frac{a_2^k(T_j^{[p^s]})}{a_2^k(T_j)} : T \in \Lambda_2^+ \text{ reduced with bottom-right entry } m \bigg\} \bigcup \mathcal{L}_{k,m}^{\text{op}}(p^s). \]

In particular, the special limits in $\mathcal{L}_{k,m}^{\text{op}}(p^s)$ are not the values of ratios $a_2^k(T_j^{[p^s]})/a_2^k(T)$ in $\mathcal{L}_{k,m}(p^s)$ associated to reduced matrices $T \in \Lambda_2^+$ with bottom-right entry $m$.

Proof. The proof is divided in two steps. With the former, we prove that $\mathcal{L}_{k,m}(p^s)$ is infinite, and that the special limits in $\mathcal{L}_{k,m}^{\text{op}}(p^s)$ are never the value of a ratio $a_2^k(T_j^{[p^s]})/a_2^k(T)$ for any reduced matrix $T$ in $\Lambda_2^+$ with bottom-right entry $m$. With the latter step, we prove that the values of such ratios are the elements of $\mathcal{L}_{k,m}(p^s) \setminus \mathcal{L}_{k,m}^{\text{op}}(p^s)$.

First step. The idea is to find a sequence of sequences of matrices
\[ (T_{j,0})_{j \in \mathbb{N}}, (T_{j,1})_{j \in \mathbb{N}}, \ldots, (T_{j,x})_{j \in \mathbb{N}}, \ldots \]such that for any fixed $x$ the sequence $(T_{j,x})_{j \in \mathbb{N}}$ is of increasing determinant, with
\[ \alpha(T_{j,x},p) = \alpha(T_{j,x},p) \quad \text{and} \quad \alpha(T_{j,x},p) \neq \alpha(T_{j,y},p), \]
for every $i$, $j$, $x$, $y \in \mathbb{N}$ with $x \neq y$.

There exist infinitely many reduced matrices $M_x$ in $\Lambda_2^+$ of increasing determinant and with pairwise different values of $\alpha(M_x, p)$. In fact, we may choose $M_x = \begin{pmatrix} p^{2x} & 0 \\ 0 & m \end{pmatrix}$ with $x \geq x_0$, for some $x_0$ such that $p^{2x_0} \geq m$, for which we have
\[ -4 \det M_x = -4mp^{2x} = D(cp^x)^2, \]
where we decompose $-4m = Dc^2$ with $D$ a fundamental discriminant. It is clear that $\alpha(M_x, p) = \nu_p(c) + x$ assumes different values for different choices of $x \geq x_0$. From any such $M_x$, we construct the family of reduced matrices
\[ T_{j,x} = \begin{pmatrix} (p+1)^{2j} & p^{2x} & 0 \\ 0 & p^x & m \end{pmatrix}, \]
where $j \in \mathbb{N}$.

Since $T_{0,x} = M_x$ for every $x \geq x_0$, we deduce that
\[ -4 \det T_{j,x} = -4 \det M_x \cdot (p+1)^{2j} = D(cp^x(p+1)^j)^2 \]
for every $j \in \mathbb{N}$ and for every $x \geq x_0$. Analogous equalities are satisfied with $T_j^{[p^s]}$ and $M_j^{[p^s]}$ in place of $T_{j,x}$ and $M_x$, respectively. By Lemma 3.10, the equalities (3.13) imply that the
We remark that where $D$ with bottom-right entry this fraction, if reduced in lowest terms, has denominator divisible by in this case the latter by $L$ of constant sequences (3.15) with number of values assumed by the constant sequences (3.14) with $x ≥ 0$. This implies that the ratio $a_k^p(M_x^{[p^r]})/a_2^k(M_x)$ is an element of $L_{k,m}(p^s)$ for every $x ≥ 0$.

Since $α(M_x, p) → ∞$ when $x → ∞$, then by Proposition 3.16 we deduce that

$$\frac{a_k^p(M_x^{[p^r]})}{a_2^k(M_x)} \rightarrow \lambda_{p^r} \in L_{k,m}^{np}(p^s), \quad \text{if } x → ∞,$$

that is, the value $λ_{p^r}$ is a special limit.

We are ready to prove that $L_{k,m}(p^s)$ is infinite. Suppose that it is not. Then the number of values assumed by the constant sequences (3.14) with $x ≥ 0$ is finite. We deduce from (3.15) that there exist $x ≥ 0$ and a special limit $λ_{p^r} ∈ L_{k,m}^{np}(p^s)$ such that $F_p(M_x^{[p^r]}, 3 − k)/F_p(M_x, 3 − k) = λ_{p^r}$ for every $x ≥ x$. The rational number $λ_{p^r}$, as fraction in lowest terms, has denominator always divisible by $p$. In fact, we may rewrite (3.7) as

$$λ_{p^r} = \frac{p^{(k-2)(α_1(M_x,p)−α_1(M_x^{[p^r]},p))}}{p^{(k-2)(α_1(M_x^{[p^r]},p)+1)}} - 1.$$

This fraction, if reduced in lowest terms, has denominator divisible by $p$, since $k ≥ 4$ and $α_1(M_x, p) − α_1(M_x^{[p^r]}, p) ≤ 2s$.

Since both $F_p(M_x, 3 − k)$ and $F_p(M_x^{[p^r]}, 3 − k)$ are integers, the power of $p$ dividing the denominator of $λ_{p^r}$, as fraction in lowest term, must eventually divide $F_p(M_x, 3 − k)$, for every $x ≥ x$. This is not possible, since $F_p(M_x, 3 − k)$ is not divisible by $p$. In fact, under the hypothesis $k > 4$, we deduce with simple congruences modulo $p$ that

$$F_p(M_x, 3 − k) ≡ 1 − χD(p)p^{k-2}(1 − δ_{0, α_1(M_x,p)}) ≡ 1 \mod p,$$

for every $x ≥ x$. Hence $L_{k,m}(p^s)$ must be infinite.

Since (3.16) is satisfied for every $T ∈ Λ_2^+$ in place of $M_x$, we deduce that the special limits in $L_{k,m}^{np}(p^s)$ can not be obtained as ratios $a_k^p(T_{p^r})/a_2^k(T)$ for any $T ∈ Λ_2^+$ reduced with bottom-right entry $m$.

**Second step.** Let $T = (\begin{array}{c} r/2 \\ m \end{array})$ be a reduced matrix in $Λ_2^+$. Consider the sequence of reduced matrices $(T_j)_{j∈N}$, where $T_j$ is defined as

$$T_j = \left( \begin{array}{cc} n − j(r^2 − 4nm) & r/2 \\ 0 & m \end{array} \right).$$

We remark that $T_0 = T$, and that $\det T_j → ∞$ when $j → ∞$. We decompose $-4 \det T = Dc^2$, where $D$ is a fundamental discriminant and deduce that

$$-4 \det T_j = r^2 − 4(n − j(r^2 − 4nm)) = (r^2 − 4nm)(4mj + 1) = Dc^2(4mj + 1).$$

Let $(T_x)_x$ be the sub-sequence of $(T_j)_{j∈N}$ such that $4mx + 1$ is a perfect square. We denote the latter by $c_x^2$, with $c_x$ positive. There are infinitely many natural numbers $x$ satisfying this condition. In fact, we may choose $x = y(my + 1)$, where $y$ is a positive integer, since in this case

$$4mx + 1 = 4my(my + 1) + 1 = (2my + 1)^2.$$

We deduce from (3.17) that the matrices of the sequence $(T_x)_x$ satisfy

$$-4 \det T_x = Dc^2(4mx + 1) = D(c · c_x)^2.$$
therefore
\[ \alpha(T_x, p) = \nu_p(c \cdot c_x) = \nu_p(c) = \alpha(T_0, p), \]
since \( c_x^2 = 4mx + 1 \) and \( p \) divides \( m \).

We claim that \( \alpha_1(T_x, p) = \alpha_1(T, p) \). To prove it, we firstly remark that
\[ \alpha_1(T_x, p) = \nu_p \left( \gcd(n - xDc^2, r, m) \right) = \min \{ \nu_p(n - xDc^2), \nu_p(r), \nu_p(m) \}. \]
Clearly \( p^{\alpha_1(T-p)} \mid Dc^2 \). If \( \alpha_1(T, p) = \nu_p(n) \), then also \( \alpha_1(T, p) = \nu_p(n - xDc^2) \) for every index \( x \) of the sub-sequence \((T_x)_x\). If \( \alpha_1(T, p) \neq \nu_p(n) \), then \( p^{\alpha_1(T,p)} \mid (n - xDc^2) \) for every \( x \), hence \( \alpha_1(T, p) = \min \{ \nu_p(n - xDc^2), \nu_p(r), \nu_p(m) \} \). These imply what we claimed above.

Since \( \alpha_1(T_x^{[p^r]}), p) = \alpha_1(T^{[p^r]}, p) \) and \( \alpha(T_x^{[p^r]}, p) = \alpha(T^{[p^r]}, p) \) for every \( x \), the sequence of ratios
\[ \left( \frac{a_2^k(T_x^{[p^r]})}{a_2^k(T_x)} \right) \lim_{x \to \infty} \left( \frac{F_p(T_x^{[p^r]}), 3 - k}{F_p(T_x, 3 - k)} \right) \]
is constant. This implies that the value of the ratios \( a_2^k(T^{[p^r]}) / a_2^k(T) \) is an element of \( L_{k,m}(p^r) \). Since \( T \) was chosen arbitrarily among the reduced matrices in \( \Lambda_2^+ \) with \( m \) as bottom-right entry, the proof is concluded.

The remaining part of this section aims to generalize the previous results, replacing the limits of ratios \( \lambda_{i,p} \) by tuples of limits of ratios, indexed over the positive integers \( t \) such that \( t^2 \) divides \( m \).

**Corollary 3.17.** Let \( k \geq 4 \) be an even integer and let \( \left( T_j = \left( \begin{array}{c} n_j \\ r_j/2 \\ m \end{array} \right) \right)_{j \in \mathbb{N}} \) be a sequence of reduced matrices in \( \Lambda_2^+ \) of increasing determinant, where the bottom-right entries are fixed to a positive integer \( m \). Let \( t \) be a positive integer such that \( t^2 \) divides \( m \) and that
\[ \frac{a_2^k(T_j^{[p^r]})}{a_2^k(T_j)} \lim_{j \to \infty} \lambda_t \]
for some \( \lambda_t \). There exists a positive constant \( C_t \), depending on \( t \), such that either \( \lambda_t = 0 \), and this happens only when the entries \( r_j \) are eventually not divisible by \( t \), or \( C_t < \lambda_t < 1 \). There exist also a sub-sequence \( (T_i)_{i \in \mathbb{N}} \) and \( \lambda_{p^{\nu_p(t)}} \in L_{k,m}(p^{\nu_p(t)}) \) for every prime divisor \( p \) of \( t \), such that
\[ \frac{a_2^k(T_i^{[p^{\nu_p(t)}]})}{a_2^k(T_i)} \lim_{i \to \infty} \lambda_{p^{\nu_p(t)}} \quad \text{and} \quad \lambda_t = \prod_{p \mid t} \lambda_{p^{\nu_p(t)}}. \]
Furthermore, if \( \lambda_{p^{\nu_p(t)}} \) is a non-special limit for every \( p \), then the sequence \( \left( \frac{a_2^k(T_i^{[p^{\nu_p(t)}]})}{a_2^k(T_i)} \right)_{i} \) is eventually equal to \( \lambda_t \).

**proof.** It is a consequence of Lemma 3.10. The result follows as in Corollary 3.14, working on each factor appearing on the right-hand side of (3.5) applied with \( T_j \) in place of \( T \).

**Definition 3.18.** Let \( m \) be a positive integer and let \( t_0 = 1 < t_1 < \cdots < t_d \) be the divisors of \( m \) such that \( t_i^2 \) divides \( m \) for all \( i \). We denote by \( L_{k,m} \) the set of tuples of rational numbers \( (\lambda_1, \ldots, \lambda_d) \) for which there exists a sequence of reduced matrices \( (T_j)_{j \in \mathbb{N}} \) in \( \Lambda_2^+ \), with increasing determinant and bottom-right entry \( m \), such that
\[ \frac{a_2^k(T_j^{[p_i]})}{a_2^k(T_j)} \lim_{j \to \infty} \lambda_i, \quad \text{for every } i = 1, \ldots, d. \]
We say that a tuple \( (\lambda_1, \ldots, \lambda_d) \) in \( L_{k,m} \) is a special tuple of limits (of weight \( k \) and index \( m \)) if there exists an \( i \) such that \( t_i = p^s \) for some prime \( p \) and some positive integer \( s \),
and such that \( \lambda_i \) is a special limit in \( \mathcal{L}^\text{sp}_{k,m}(p^s) \). We denote by \( \mathcal{L}^\text{sp}_{k,m} \) the set of these special tuples of limits.

Let \((\lambda_1, \ldots, \lambda_d)\) be a tuple of limits in \( \mathcal{L}_{k,m} \). If \( t \) is a divisor of \( m \) such that \( t^2|m \) and with prime decomposition \( t = p_1^{s_1} \cdots p_k^{s_k} \), then both \( t \) and the powers of primes of the prime decomposition of \( t \) appear among the \( t_i \)'s. Moreover \( \lambda_t = \prod_{j=1}^{s_i} \lambda_{p_j} \) by Corollary 3.17.

The tuples in \( \mathcal{L}_{k,m} \) will be used in Section 5 to index the accumulation rays of the modular cone \( C_k \) associated to sequences of matrices with bottom-right entries fixed to \( m \).

We conclude this section with the following generalization of Proposition 3.16, which shows that the tuples of ratios of Siegel Eisenstein series associated to the same matrix \( \Lambda_2^+ \) lie in some \( \mathcal{L}_{k,m} \).

**Corollary 3.19.** Let \( k \) and \( m \) be positive integers, with \( k \geq 4 \) even. We denote by \( t_0 = 1 < t_1 < \cdots < t_d \) the divisors of \( m \) such that \( t_i^2|m \) for all \( i \). If \( d \geq 1 \), i.e. \( m \) is non-squarefree, then the set \( \mathcal{L}_{k,m} \) is infinite, and splits into a disjoint union as

\[
\mathcal{L}_{k,m} = \left\{ \left( \frac{a_2^k(T[t_1])}{a_2^k(T)}, \ldots, \frac{a_2^k(T[t_d])}{a_2^k(T)} \right) : T \in \Lambda_2^+ \text{ reduced with bottom-right entry } m \right\} \bigcap \mathcal{L}_{k,m}^\text{sp}.
\]

Furthermore, if \( m \) is divisible by the squares of two different primes, then also \( \mathcal{L}_{k,m}^\text{sp} \) is infinite.

**Proof.** In the second step of the proof of Proposition 3.16, we proved that for every \( T = \left( \frac{n}{r^2} \frac{r^2}{m} \right) \in \Lambda_2^+ \), the sequence of reduced matrices with increasing determinant

\[
\left( T_j = \left( \frac{n-j(r^2-4nm)}{r^2} \frac{r^2}{m} \right) \right)_{j \in \mathbb{N}} \subset \Lambda_2^+
\]

contains a sub-sequence \((T_x)_x\) such that \( (a_2^k(T_x[p^s]) / a_2^k(T_x))_x \) is a constant sequence. This implied that the value \( a_2^k(T[p^s]) / a_2^k(T) \) lies in \( \mathcal{L}_{k,m}(p^s) \) for every reduced matrix \( T \) in \( \Lambda_2^+ \).

We remark that the definition of the matrices \( T_j \) does not depend on the chosen power of prime \( p^s \). We recall that the matrices \( T_x \) were chosen to be the ones in \( (T_j)_{j \in \mathbb{N}} \) such that \( 4mj + 1 \) is a perfect square. Also this choice does not depend on the power of prime \( p^s \). This means that the sequence \( (a_2^k(T_x[p^s]) / a_2^k(T_x))_x \) is constant for every \( p^s \). By Corollary 3.17, we deduce that the sequence of tuples

\[
\left( \frac{a_2^k(T[t_1])}{a_2^k(T_x)}, \ldots, \frac{a_2^k(T[t_d])}{a_2^k(T_x)} \right)_x
\]

is constant. This implies that

\[
\left\{ \left( \frac{a_2^k(T[t_1])}{a_2^k(T)}, \ldots, \frac{a_2^k(T[t_d])}{a_2^k(T)} \right) : T \in \Lambda_2^+ \text{ reduced with bottom-right entry } m \right\} \subseteq \mathcal{L}_{k,m}.
\]

Since the number of values of the ratios \( a_2^k(T[t_1]) / a_2^k(T) \), with \( T \) in \( \Lambda_2^+ \) reduced and with bottom-right entry \( m \), is infinite by Proposition 3.16, then also \( \mathcal{L}_{k,m} \) is infinite.

Any tuple in \( \mathcal{L}_{k,m}^\text{sp} \) has an entry which is a special limit \( \lambda_{p^s} \) in \( \mathcal{L}_{k,m}(p^s) \) associated to a power of a prime \( p^s \) such that \( p^{2s} | m \). By Proposition 3.16, the limit \( \lambda_{p^s} \) is not the value of a ratio \( a_2^k(T[p^s]) / a_2^k(T) \) for any reduced matrix \( T \) in \( \Lambda_2^+ \) with bottom-right entry \( m \). This implies that the subset of \( \mathcal{L}_{k,m} \) appearing in (3.19) is disjoint with \( \mathcal{L}_{k,m}^\text{sp} \).

We conclude the proof showing that if \( m \) is divisible by the squares of two different primes, then also \( \mathcal{L}_{k,m}^\text{sp} \) is infinite. We suppose without loss of generality that \( t_1 \) and \( t_2 \) are two
different primes. We follow the same idea of the first step in the proof of Proposition 3.16. For every \( j \) and \( x \) in \( \mathbb{N} \), let \( T_{j,x} \) be the reduced matrix in \( \Lambda_2^+ \) defined as

\[
T_{j,x} = \begin{pmatrix} t_{2j}^2 \cdot t_{2x}^2 & 0 \\ 0 & m \end{pmatrix}.
\]

The tuple

\[
(3.20) \quad \left( \frac{a_{2}^k(T_{j,x}^{[t_1]})}{a_{2}^k(T_{j,x})}, \frac{a_{2}^k(T_{j,x}^{[t_2]})}{a_{2}^k(T_{j,x})}, \ldots, \frac{a_{2}^k(T_{j,x}^{[t_d]})}{a_{2}^k(T_{j,x})} \right)
\]

is an element of \( L_{k,m} \) for every \( j, x \in \mathbb{N} \), as we showed at the beginning of this proof. For every choice of \( j \), the limit

\[
\lambda_{t_1,j} = \lim_{x \to \infty} \frac{a_{2}^k(T_{j,x}^{[t_1]})}{a_{2}^k(T_{j,x})}
\]

is a special limit in \( L_{k,m}^{\text{sp}}(t_1) \). We recall that \( a_{2}^k(T_{j,x}^{[t_2]})/a_{2}^k(T_{j,x}) = a_{2}^k(T_{j,x}^{[t_2]})/a_{2}^k(T_{j,x}) \) for every \( x, x \) large enough. This was actually proven using (3.13) in the proof of Proposition 3.16. Hence, there exist tuples in \( L_{k,m}^{\text{sp}} \) of the form

\[
(3.21) \quad \left( \lambda_{t_1,j}, \frac{a_{2}^k(T_{j,x}^{[t_2]})}{a_{2}^k(T_{j,x})}, \ldots \right)
\]

for some \( x \) large enough. By Proposition 3.16, the number of values assumed by the second entry of (3.21), with \( j \to \infty \), is infinite. In fact \( \lim_{j \to \infty} a_{2}^k(T_{j,x}^{[t_2]})/a_{2}^k(T_{j,x}) \) is a special limit in \( L_{k,m}^{\text{sp}}(t_2) \). This implies that there are infinitely many special tuples of limits of the form (3.21) in \( L_{k,m}^{\text{sp}} \).

\[\square\]

3.3. Klingen Eisenstein series. Any elliptic modular form \( f \in M_k^E \) of even weight \( k \) can be written in a unique way as the sum of a multiple of the Eisenstein series \( E_1^k \), and a cusp form \( g \in S_k^1 \), that is, there exists a complex numbers \( a \) such that \( f = a E_1^k + bg \). The same decomposition holds for the Fourier coefficients of \( f \). Namely, we can decompose \( c_n(f) = a \cdot c_n(E_1^k) + c_n(g) \) for every natural number \( n \). It is well-known that the coefficients of \( E_1^k \) grow faster than the coefficients of any cusp form, with respect to \( n \to \infty \). This means that if \( f \) is not a cusp form, then the relevant part for the growth of \( c_n(f) \) is given by its Eisenstein part. Such a clean decomposition is characteristic of elliptic modular forms, and does not hold for Siegel modular forms. The main obstacles are the so-called Klingen Eisenstein series, whose coefficient growths behave sometimes as for the Siegel Eisenstein series \( E_2^k \) and sometimes as for cusp forms, depending on the chosen sequences of matrices of increasing determinant. In the recent paper [BD18], Böcherer and Das have proposed an extensive study of the growth of these coefficients. The aim of this section is to clarify the previous issue and to recall from [BD18] the necessary results for the purposes of this paper.

We denote by \( C_{2,1} \) the Klingen parabolic subgroup of \( \text{Sp}_4(\mathbb{Z}) \), defined as

\[\text{Definition 3.20.} \quad C_{2,1} = \{ \gamma \in \text{Sp}_4(\mathbb{Z}) : \gamma = \left( \begin{smallmatrix} * & * \\ \ast & * \end{smallmatrix} \right) \}.\]

We denote by \( E_{2,1}(f, Z) = \sum_{\gamma \in C_{2,1} \backslash \text{Sp}_4(\mathbb{Z})} \det(CZ + D)^{-k} f((\gamma \cdot Z)^\gamma) \),

where we denote by \( Z^\gamma \) the upper-left entry of \( Z \in \mathbb{H}_2 \), and where \( \gamma = \left( \begin{smallmatrix} A & B \\ C & D \end{smallmatrix} \right) \).
It is well-known that Klingen Eisenstein series are Siegel modular forms. We use the special notation $a^k_2(f, T)$ for the Fourier coefficient of $E^k_{2,1}(f)$ associated to the matrix $T$ in $\Lambda_2$. The subspace of Klingen Eisenstein series is denoted by $N^k_2$. This subspace has complex dimension equal to the one of $S^k_1$, and any basis is of the form $E^k_{2,1}(f_1), \ldots, E^k_{2,1}(f_t)$ for some basis $f_1, \ldots, f_t$ of $S^k_1$. Moreover, if $f \in S^k_1(\mathbb{Q})$, then also $E^k_{2,1}(f)$ has rational Fourier coefficients.

**Remark 3.21.** Any Fourier coefficient of $E^k_{2,1}(f)$ associated to a singular matrix in $\Lambda_2$ is equal to a coefficient of the elliptic cusp form $f$, as we briefly recall. If $T \in \Lambda_2$ is singular, then there exist $u \in \text{GL}_2(\mathbb{Z})$ and $n \in \mathbb{N}$ such that

$$u^t \cdot T \cdot u = \left( \begin{array}{cc} n & 0 \\ 0 & 0 \end{array} \right).$$

By Remark 3.1, we deduce that

$$a^k_2(f, T) = a^k_2(f, \left( \begin{array}{cc} n & 0 \\ 0 & 0 \end{array} \right)).$$

(3.22)

It is well-known that the coefficient appearing on the right-hand side of (3.22) equals $c_n(f)$; see e.g. [Kli90, Section 5, Proposition 5].

The Structure Theorem for Siegel modular forms [Kli90, Theorem 2, p. 73] allows us to decompose the space of Siegel modular forms in

$$M^k_2 = \langle E^k_2 \rangle \mathbb{C} \oplus N^k_2 \oplus S^k_2,$$

(3.23)

with analogous decomposition of $M^k_2(\mathbb{Q})$ over $\mathbb{Q}$. We highlighted in Remark 3.6 some bounds for the growth of the Fourier coefficients of $E^k_2$ and the cusp forms in $S^k_2$. We provide now the missing bounds for the Klingen Eisenstein series in $N^k_2$. The following result of Kitaoka [Kit79] is a first attempt in this direction.

**Proposition 3.22** (See [Kit79, Theorem p. 113 and Corollary p. 120]). Let $k > 4$ be an even integer and let $(T_j)_{j \in \mathbb{N}}$ be a sequence of matrices in $\Lambda^+_2$ of increasing determinant. For every elliptic cusp form $f \in S^k_1$, the Fourier coefficients of the associated Klingen Eisenstein series $E^k_{2,1}(f)$ satisfy the bound

$$a^k_2(f, T_j) = O(\det(T_j)^{k-3/2}), \quad \text{for } j \to \infty.$$

(3.24)

Proposition 3.22, jointly with Lemma 3.5 (iii), ensures that the Fourier coefficients of any Klingen Eisenstein series of weight $k > 4$ do not grow faster than the coefficients of the Siegel Eisenstein series of the same weight. This is not enough for our purposes. In fact, we need to know with respect to which sequences $(T_j)_{j \in \mathbb{N}}$ in $\Lambda^+_2$ the coefficients $a^k_2(f, T_j)$ grow with the same order of magnitude of $a^k_2(T_j)$. We illustrate here a solution of this problem following the wording of [BD18].

Let $k > 4$ be an even integer and let $f \in S^k_2$. We write the Fourier–Jacobi expansion of $E^k_{2,1}(f)$ as $E^k_{2,1}(f, Z) = \sum \phi_m(r, z)e^{2\pi i m r^t}$, where $Z = (\tau, z)^t \in \mathbb{H}_2$. For every $m$, the Fourier–Jacobi coefficient $\phi_m$ decomposes as a sum of its Eisenstein and cuspidal parts, respectively $\phi_m \in J^\text{Eis}_{k,m}$ and $\phi_m^0 \in J^\text{cusp}_{k,m}$, that is,

$$\phi_m = \phi_m^0 + \phi_m^\text{cusp}.$$

(3.25)

This implies the decomposition of Fourier coefficients

$$a^k_2(f, T) = c_{n,r}(\phi_{k,m}) + c_{n,r}(\phi^0_{k,m}), \quad \text{for every } T = \left( \begin{array}{cc} n & r/2 \\ r/2 & m \end{array} \right) \in \Lambda_2.$$

The idea is to deduce the growth of $a^k_2(f, T)$ from the growth of the two members appearing on the right-hand side of (3.25). The next result connects the growth of the Eisenstein part $c_{n,r}(\phi_{k,m})$ with the one of the coefficients of the Siegel Eisenstein series.
Proposition 3.23 (See [BD18, Theorem 6.8]). The Eisenstein part of \( a_2^s(f, T) \) appearing in (3.25) can be further decomposed as
\[
c_{n, r}(\mathcal{E}_{k, m}) = \frac{\zeta(1 - k)}{2} \sum_{t^2 | m} \alpha_m(t, f) \cdot a_2^k \left( \frac{n}{r/2t}, \frac{r/2t}{m/t^2} \right),
\]
where we use the usual convention that \( a_2^k \left( \frac{n}{r/2t}, \frac{r/2t}{m/t^2} \right) = 0 \) whenever \( t \) does not divide \( r \), and
\[
\alpha_m(t, f) = \sum_{\ell | t} \mu(t/\ell) \frac{g(f, m/\ell^2)}{g_k(m/\ell^2)},
\]
for which we defined the auxiliary functions
\[
g(f, m) = \sum_{y^2 | m} \mu(y)c_{m/y^2}(f),
\]
\[
g_k(m) = \sum_{y^2 | m} \mu(y)\sigma_k^{-1}(m/y^2) = m^{k-1} \prod_{p | m} (1 + p^{-k+1}).
\]
We conclude this section with a bound for the cuspidal part \( c_{n, r}(\phi_m^0) \).

Proposition 3.24 (See [BD18, Corollary 6.5]). For all sequences \( T_j = (n_j, r_j/2, m_j) \) of reduced matrices in \( \Lambda_2^+ \) of increasing determinant, the cuspidal part of \( a_2^s(f, T_j) \) appearing in (3.25) satisfies the bound
\[
c_{n_j, r_j}(\phi_{m_j}^0) = O\left( (\det(T_j))^{k/2 + 1/4 + \varepsilon} \right),
\]
for every \( \varepsilon > 0 \).

4. Background on Cones

In this section we introduce the cones of special cycles of codimension two on orthogonal Shimura varieties associated to unimodular lattices, and the cone of coefficient extraction functionals of Siegel modular forms. Eventually, we explain how to deduce geometric properties of the former via the ones of the latter. To fix the notation, we briefly recall the needed background on cones.

Let \( V \) be a non-trivial finite-dimensional vector space over \( \mathbb{Q} \), and let \( \mathcal{G} \) be a non-empty subset of \( V \). The (convex) cone generated by \( \mathcal{G} \) is the smallest subset of \( V \) that contains \( \mathcal{G} \) and is closed under linear combinations with non-negative coefficients. We denote it either by \( C_\mathbb{Q}(\mathcal{G}) \), or by \( \langle \mathcal{G} \rangle_{\mathbb{Q} \geq 0} \). If there exists a finite subset \( \mathcal{G}' \subseteq \mathcal{G} \) such that \( C_\mathbb{Q}(\mathcal{G}') = C_\mathbb{Q}(\mathcal{G}) \), we say that the cone \( C_\mathbb{Q}(\mathcal{G}) \) is polyhedral (or finitely generated). A cone is said to be pointed if it contains no lines.

The convex hull of \( \mathcal{G} \) is the smallest convex subset of \( V \) containing \( \mathcal{G} \). It is denoted by \( \text{Conv}_\mathbb{Q}(\mathcal{G}) \), and coincides with the set of all convex combinations of elements of \( \mathcal{G} \), namely
\[
\text{Conv}_\mathbb{Q}(\mathcal{G}) = \left\{ \sum_{g \in J} x_g \cdot g : J \subseteq \mathcal{G} \text{ is finite}, \sum_{g \in J} x_g = 1 \text{ and } x_g \in \mathbb{Q}_{\geq 0} \right\}.
\]
Analogous definitions hold over \( \mathbb{R} \).

For simplicity, from now on we suppose that \( C_\mathbb{Q}(\mathcal{G}) \) is full-dimensional in \( V \). The \( \mathbb{R} \)-closure of \( C_\mathbb{Q}(\mathcal{G}) \) is the topological closure \( \overline{C_\mathbb{Q}(\mathcal{G})} = C_\mathbb{Q}(\mathcal{G}) \otimes_\mathbb{Q} \mathbb{R} \) of \( C_\mathbb{Q}(\mathcal{G}) \) in the vector space \( V \otimes \mathbb{R} \) endowed with the Euclidean topology. The boundary rays of \( C_\mathbb{Q}(\mathcal{G}) \) are the rays of \( \overline{C_\mathbb{Q}(\mathcal{G})} \) lying on its boundary. An extremal ray of \( C_\mathbb{Q}(\mathcal{G}) \) is a boundary ray of \( C_\mathbb{Q}(\mathcal{G}) \).
that does not lie in the interior of any subcone of \( C_0(\mathcal{G}) \) of dimension higher than one. We say that \( C_0(\mathcal{G}) \) is a rational cone if all its extremal rays can be generated by vectors of \( V \).

A ray \( r \) of \( V \otimes \mathbb{R} \) is said to be an accumulation ray of \( C_0(\mathcal{G}) \) with respect to the set of generators \( \mathcal{G} \) if there exists a sequence of pairwise different generators \( (g_j)_{j \in \mathbb{N}} \) in \( \mathcal{G} \) such that \( \mathbb{R}_{\geq 0} \cdot g_j \to r \) when \( j \to \infty \). Clearly, all accumulation rays lie in \( C_0(\mathcal{G}) \). The accumulation cone of \( C_0(\mathcal{G}) \) with respect to \( \mathcal{G} \) is defined as the subcone of \( C_0(\mathcal{G}) \) generated by the accumulation rays of \( C_0(\mathcal{G}) \) with respect to \( \mathcal{G} \). If there is no accumulation ray, it is defined as the trivial cone \( \{0\} \).

Clearly, all previous definitions extend also to cones defined on real vector spaces.

**Example 4.1.** Consider the subset of \( \mathbb{Q}^2 \) defined as

\[
\mathcal{G}_1 = \{(1, a) : a \in [0, 1] \cap \mathbb{Q}\},
\mathcal{G}_2 = \{(1, a) : a \in [0, 1) \cap \mathbb{Q}\},
\mathcal{G}_3 = \{(1, a) : a \in [0, \pi) \cap \mathbb{Q}\}.
\]

The cone \( C_0(\mathcal{G}_1) \) is rational and polyhedral, with extremal rays \( \mathbb{R}_{\geq 0} \cdot (1, 0) \) and \( \mathbb{R}_{\geq 0} \cdot (1, 1) \). The cone \( C_0(\mathcal{G}_2) \) is rational but non-polyhedral, and its \( \mathbb{R} \)-closure \( \overline{C_0(\mathcal{G}_2)} \) is rational and polyhedral. The cone \( C_0(\mathcal{G}_3) \) is neither rational nor polyhedral, while its \( \mathbb{R} \)-closure is polyhedral but non-rational.

In Section 7, we will study how infinitely many extremal rays of a cone could converge towards an accumulation cone. Along this process, it is important to keep in mind that even if a sequence of extremal rays converges, the boundary ray obtained as a limit does not have to be extremal. This behavior, which can happen only in dimension higher than 3, is illustrated in the following example.

**Example 4.2.** Let \( c \) be the semicircle in \( \mathbb{R}^3 \) defined as \( c = \{(\cos \theta, \sin \theta, 0) : \theta \in [0, \pi]\} \), and let \( A = (1, 0, 1) \) and \( B = (1, 0, -1) \). We define the convex hull \( \mathcal{G} = \text{Conv}_\mathbb{R}(c \cup \{A, B\}) \) and the inclusion \( \iota: \mathbb{R}^3 \to \mathbb{R}^4 \) by \( (x, y, z) \mapsto (x, y, z, 1) \). The cone \( C_\mathbb{R}(\iota(\mathcal{G})) \) is a full-dimensional pointed cone in \( \mathbb{R}^4 \), with extremal rays

\[
\mathbb{R}_{\geq 0} \cdot \iota(A), \quad \mathbb{R}_{\geq 0} \cdot \iota(B) \quad \text{and} \quad \mathbb{R}_{\geq 0} \cdot \iota(P) \quad \text{for all} \quad P \in c - \{(1, 0, 0)\}.
\]

In fact, every vector of the boundary ray \( \mathbb{R}_{\geq 0} \cdot \iota(1, 0, 0) \) is a non-negative combination of some vectors lying on the two extremal rays given by \( \iota(A) \) and \( \iota(B) \). Let \( (\theta_j)_{j \in \mathbb{N}} \) be a sequence of pairwise different elements in the interval \( (0, \pi) \) converging to 0. The sequence of extremal rays \( \mathbb{R}_{\geq 0} \cdot \iota(\cos \theta_j, \sin \theta_j, 0) \) converges to the boundary ray \( \mathbb{R}_{\geq 0} \cdot \iota(1, 0, 0) \), which is non-extremal.

Let \( \psi: V \to W \) be a linear map of \( \mathbb{Q} \)-vector spaces of finite dimensions. If a cone \( \mathcal{C} \subset V \) is rational, resp. polyhedral, then also the cone \( \psi(\mathcal{C}) \subset W \) is rational, resp. polyhedral. Nevertheless, there are properties of \( \mathcal{C} \) that may not be preserved by \( \psi \). In fact, as shown in the following example, there are linear maps \( \psi \) mapping a pointed cone \( \mathcal{C} \) to a cone that contains a line, and mapping the accumulation cone of \( \mathcal{C} \) with respect to a set of generators \( \mathcal{G} \), to a cone that is not the accumulation cone of \( \psi(\mathcal{C}) \) with respect to the set of generators \( \psi(\mathcal{G}) \).

**Example 4.3.** Let \( P_j = (1, 1/t, 0) \in \mathbb{R}^3 \), for every positive integer \( j \), and let

\[
A = (1, 0, 0), \quad B = (0, 1, 0), \quad C = (0, 0, 1).
\]

We define \( \mathcal{C} \) as the cone in \( \mathbb{R}^3 \) generated by the set

\[
\mathcal{G} = \{A, B, C\} \cup \{P_t : t \in \mathbb{Z}_{\geq 0}\}.
\]

Let \( \pi: \mathbb{R}^3 \to \mathbb{R}^2 \), \( (x, y, z) \mapsto (x, z) \), and let \( \Pi: \mathbb{R}^2 \to \mathbb{R} \) be the projection to the line generated by the vector \( (1, -1) \) in \( \mathbb{R}^2 \). We define the linear map \( \psi: \mathbb{R}^3 \to \mathbb{R} \) as the
composition $\Pi \circ \pi$. The cone $\mathcal{C}$ is pointed, but its image $\psi(\mathcal{C})$ is not. The accumulation cone of $\mathcal{C}$ with respect to $\mathcal{G}$ is given by the ray $\mathbb{R}_{\geq 0} \cdot A$, which maps to a non-trivial ray under $\psi$. However, since the set $\psi(\mathcal{G})$ is finite, the accumulation cone of $\psi(\mathcal{C})$ with respect to $\psi(\mathcal{G})$ is trivial.

The following result provides a sufficient condition for the contraction of an accumulation ray via a linear map. It will be used in Section 4.2 to show that many of the properties of the cone of special cycles are inherited from the cones of coefficients of Siegel modular forms; see Corollary 4.12.

**Lemma 4.4.** Let $\psi: V \to W$ be a linear map of Euclidean vector spaces of finite dimensions, and let $(v_j)_{j \in \mathbb{N}}$ be a sequence of pairwise different vectors in $V$. Suppose that $v_j = r_j e + \tilde{v}_j$, for some $r_j \in \mathbb{R}_{> 0}$ and $e, \tilde{v}_j \in V$, such that

$$e \perp \tilde{v}_j, \quad r_j \to \infty, \quad \text{and} \quad \frac{\tilde{v}_j}{r_j} \to 0.$$ 

If $(\psi(v_j))_{j \in \mathbb{N}}$ is a constant sequence in $W$, then $\psi(e) = 0$. In particular, the accumulation ray $\mathbb{R}_{> 0} \cdot e$ arising from the sequence of vectors $(v_j)_{j \in \mathbb{N}}$ is contracted by $\psi$.

**Proof.** Since $\psi(v_j - v_0) = 0$ for every $j \in \mathbb{N}$, we may divide both terms of such equality by $r_j$, and deduce that

$$0 = \psi\left(\frac{v_j - v_0}{r_j}\right) = \psi\left(e + \frac{\tilde{v}_j}{r_j} + \frac{v_0}{r_j}\right).$$

Since both $\tilde{v}_j/r_j$ and $v_0/r_j$ tend to zero when $j \to \infty$ by hypothesis, the right-hand side of (4.1) tends to $\psi(e)$, hence $\psi(e) = 0$. \hfill $\square$

### 4.1. Cones of special cycles of codimension 2

In this section, we define the cones of special cycles associated to orthogonal Shimura varieties. We restrict the illustration to cycles of codimension two on varieties associated to *unimodular* lattices. The relationship with Siegel modular forms is provided in Section 4.2.

Let $X$ be a normal irreducible complex space of dimension $b$. A cycle $Z$ of codimension $g$ in $X$ is a locally finite formal linear combination

$$Z = \sum n_Y Y, \quad n_Y \in \mathbb{Z},$$

of distinct closed irreducible analytic subsets $Y$ of codimension $g$ in $X$. The support of the cycle $Z$ is the closed analytic subset $\text{supp}(Z) = \bigcup_{Y \in Z} Y$ of pure codimension $g$. The integer $n_Y$ is the multiplicity of the irreducible component $Y$ of $\text{supp}(Z)$ in the cycle $Z$.

If $X$ is a manifold, and $\Gamma$ is a group of biholomorphic transformations of $X$ acting properly discontinuously, we may consider the preimage $\pi^*(Z)$ of a cycle $Z$ of codimension $g$ on $X/\Gamma$ under the canonical projection $\pi: X \to X/\Gamma$. For any irreducible component $Y$ of $\pi^{-1}(\text{supp}(Z))$, the multiplicity $n_Y$ of $Y$ with respect to $\pi^*(Z)$ equals the multiplicity of $\pi(Y)$ with respect to $Z$. This implies that $\pi^*(Z)$ is a $\Gamma$-invariant cycle, meaning that if $\pi^*(Z) = \sum n_Y Y$, then

$$\gamma(\pi^*(Z)) := \sum n_Y \gamma(Y)$$

equals $\pi^*(Z)$, for every $\gamma \in \Gamma$.

Note that we do not take account of possible ramifications of the cover $\pi$.

We now focus on orthogonal Shimura varieties associated to *unimodular lattices*. Let $L$ be an even non-degenerate unimodular lattice of signature $(b, 2)$. We denote by $(\cdot, \cdot)$ the bilinear form of $L$, and by $q$ the quadratic form defined as $q(\lambda) = (\lambda, \lambda)/2$, for every $\lambda \in L$. The $b$-dimensional complex manifold

$$D_b = \{ z \in L \otimes \mathbb{C} \setminus \{0\} : (z, z) = 0 \text{ and } (z, \bar{z}) < 0 \}/\mathbb{C}^* \subset \mathbb{P}(L \otimes \mathbb{C})$$
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has two connected components. The action of the group of the isometries of \( L \), denoted by \( O(L) \), extends to an action on \( D_b \). We choose a connected component of \( D_b \) and denote it by \( D_b^+ \). We define \( O^+(L) \) as the subgroup of \( O(L) \) containing all isometries which preserve \( D_b^+ \).

Let \( \Gamma \) a subgroup of finite index in \( O^+(L) \). The orthogonal Shimura variety associated to \( \Gamma \) is

\[
X_\Gamma = \Gamma \backslash D_b^+.
\]

By the Theorem of Baily and Borel, the analytic space \( X_\Gamma \) admits a unique algebraic structure, which makes it a quasi-projective algebraic variety. Each of these varieties inherits a line bundle from the restriction of the tautological line bundle \( O(-1) \) on \( \mathbb{P}(L \otimes \mathbb{C}) \) to \( D_b^+ \). This is the so-called Hodge bundle, which we denote by \( \omega \).

An attractive feature of this kind of varieties is that they have many algebraic cycles. We recall here the construction of the so-called special cycles; see [Bru02, Section 5] for further information. They are a generalization of the Heegner divisors in higher codimension; see [Bru02, Section 5] for a description of such divisors in a setting analogous to the one of this paper.

Recall that \( \Lambda_2 \), \( \Lambda_2^+ \), is the set of symmetric half-integral positive semi-definite, resp. positive definite, \( 2 \times 2 \)-matrices. If \( \lambda = (\lambda_1, \lambda_2) \in L^2 \), the moment matrix of \( \lambda \) is defined as \( q(\lambda) := \frac{1}{2}((\lambda_i, \lambda_j))_{i,j} \), where \( ((\lambda_i, \lambda_j))_{i,j} \) is the matrix given by the inner products of the entries of \( \lambda \), while its orthogonal complement in \( D_b^+ \) is \( \lambda^\perp = \lambda_1^+ \cap \lambda_2^+ \). For every \( T \in \Lambda_2^+ \), the codimension 2 cycle

\[
\sum_{\lambda \in L^2 \atop q(\lambda) = T} \lambda^\perp
\]

is \( \Gamma \)-invariant in \( D_b^+ \). Since the componentwise action of \( \Gamma \) on the vectors \( \lambda \in L^2 \) of fixed moment matrix \( T \in \Lambda_2^+ \) has finitely many orbits, the cycle (4.2) descends to a cycle of codimension 2 on \( X_\Gamma \), which we denote by \( Z(T) \) and call the special cycle associated to \( T \). Special cycles are preserved by pullbacks of quotient maps \( \pi : X_{\Gamma'} \to X_\Gamma \), for every subgroup \( \Gamma' \) of finite index in \( \Gamma \). This is the reason why we usually drop \( \Gamma \) from the notation, writing only \( Z(T) \) instead of \( Z(T)_\Gamma \).

**Remark 4.5.** An analogous construction works for matrices \( T \in \Lambda_2 \), where the associated special cycles have codimension \( \text{rk}(T) \). The divisors \( Z \left( \begin{matrix} 0 & \omega \\ \omega & 0 \end{matrix} \right) \) of \( X_\Gamma \), where \( \omega \) is a positive integer, are the so-called Heegner divisors, usually denoted by \( H_n \). These, together with \( \omega^* \), are the special cycles of codimension one of \( X_\Gamma \), and their classes generate the whole Pic(\( X_\Gamma \)), as proved in [Ber+17, Corollary 3.8].

If \( Z \) is a cycle of codimension \( r \) in \( X_\Gamma \), we denote by \( \{ Z \} \) its rational class in the Chow group \( CH^r(X_\Gamma) \), and by \( [Z] \) its cohomology class in \( H^{r \times r}(X_\Gamma) \). By Poincaré duality, we may consider \( [Z] \) as a linear functional on the cohomology space of compactly supported closed \( (r, r) \)-forms on \( X_\Gamma \); see e.g. [Ber+17, Section 8.1].

Eventually, we define the cones of special cycles we treat in this paper.

**Definition 4.6.** Let \( X_\Gamma \) be an orthogonal Shimura variety associated to a non-degenerate even unimodular lattice of signature \((b,2)\), with \( b > 2 \). The cone of special cycles (of codimension 2) on \( X_\Gamma \) is the cone in \( CH^2(X_\Gamma) \otimes \mathbb{Q} \) defined as

\[
\mathcal{C}_{X_\Gamma} = \langle \{ Z(T) \} : T \in \Lambda_2^+ \rangle_{\mathbb{Q}_{\geq 0}},
\]

while the cone of rank one special cycles (of codimension 2) on \( X_\Gamma \) is

\[
\mathcal{C}'_{X_\Gamma} = \langle \{ Z(T) \} \cdot \{ \omega^* \} : T \in \Lambda_2 \text{ and } \text{rk}(T) = 1 \rangle_{\mathbb{Q}_{\geq 0}}.
\]
Whenever we refer to the accumulation cones of $\mathcal{C}_{Xr}$ and $\mathcal{C}'_{Xr}$, we implicitly consider them with respect to the set of generators of $\mathcal{C}_{Xr}$ and $\mathcal{C}'_{Xr}$ used in Definition 4.6.

Although it is still unclear whether $\text{CH}^2(X_{\Gamma}) \otimes \mathbb{Q}$ is finite-dimensional, it is known that the span over $\mathbb{Q}$ of the special cycles of codimension two is of finite dimension; see [BWR15, Corollary 6.3]. In particular, both $\mathcal{C}_{Xr}$ and $\mathcal{C}'_{Xr}$ are of finite dimension.

The cone $\mathcal{C}_{Xr}$ is pointed, rational, and polyhedral. We provide a proof based on the main result of [BM19] at the end of this section. In Section 4.2, we will explain how to deduce these properties using the Fourier coefficients of Siegel modular forms associated to singular matrices. The main property of $\mathcal{C}_{Xr}$ is that it has only one accumulation ray, which is generated by an internal point of the $\mathbb{R}$-closure of $\mathcal{C}'_{Xr}$.

The geometry of $\mathcal{C}_{Xr}$ is more interesting, although more complicated. We prove in Section 4.2 that the accumulation cone of $\mathcal{C}_{Xr}$ is pointed, rational, and polyhedral, deducing the rationality of $\mathcal{C}_{Xr}$. The explicit classification of all accumulation rays of $\mathcal{C}_{Xr}$ is provided in Section 8.

The rational class $\{\omega^*\}^2 \in \text{CH}^2(X_{\Gamma})$ does not appear neither in the set of generators of $\mathcal{C}_{Xr}$ nor in the one of $\mathcal{C}'_{Xr}$. It will be clear at the end of Section 5 that it is contained in the interior of $\mathcal{C}_{Xr}$. The properties of $\mathcal{C}_{Xr}$ and $\mathcal{C}'_{Xr}$ stated above are summarized in the following result.

**Theorem 4.7.** Let $X$ be an orthogonal Shimura variety associated to a non-degenerate even unimodular lattice of signature $(b,2)$, with $b > 2$.

(i) The cone of rank one special cycles $\mathcal{C}'_X$ is pointed, rational, polyhedral, and of dimension $\dim M_{1+b/2}$. (Bruinier–Möller)

(ii) The accumulation cone of the cone of special cycles $\mathcal{C}_X$ is pointed, rational, polyhedral, and of the same dimension as $\mathcal{C}'_X$.

(iii) The cone $\mathcal{C}_X$ is rational and of maximal dimension in the subspace of $\text{CH}^2(X) \otimes \mathbb{Q}$ generated by the special cycles of codimension 2.

(iv) The cones $\mathcal{C}_X$ and $\mathcal{C}'_X$ intersect only at the origin. Moreover, if the accumulation cone of $\mathcal{C}_X$ is enlarged with a non-zero element of $\mathcal{C}'_X$, the resulting cone is non-pointed. In particular $-\mathcal{C}_X \subseteq \overline{\mathcal{C}_X}$.

As we explain in Section 4.2, the properties of the cones of special cycles appearing in Theorem 4.7 are strictly connected with the analogous properties of certain cones of coefficient extraction functionals of Siegel modular forms. While working with rational classes of cycles on a variety is notoriously hard, the coefficient extraction functionals of Siegel modular forms can be computed explicitly over a basis of $M_{2b}$. In this paper, we use the arithmetic properties of such functionals to prove Theorem 4.7. We will see also how the polyhedrality problem of $\mathcal{C}_{Xr}$ can be studied with Siegel modular forms via Conjecture 2.

We conclude this section with the proof of the first part of our main result.

**Remark 4.8.** The map given by wedging elements of $H^r(X_{\Gamma}, \mathbb{C})$ with the Hodge class $\omega$ is injective for all $r < b - 2$, although the variety $X_{\Gamma}$ is only quasi-projective. This can be deduced in terms of the analogue of the Hard Lefschetz Theorem [Max19, Corollary 9.2.3] for the intersection cohomology of the Baily–Borel compactification $X_{\Gamma}^{\text{BB}}$ of $X_{\Gamma}$. In fact, the intersection cohomology group $IH^r(X_{\Gamma}^{\text{BB}}, \mathbb{C})$ is isomorphic to $H^r(X_{\Gamma}, \mathbb{C})$ for every $r < b - 1$, as proved in [Loo88] [SS90], and the Kähler class $\omega$ of $X_{\Gamma}$ is identified with the Chern class of an ample line bundle in $X_{\Gamma}^{\text{BB}}$; see [Ber+17, Sections 2.4 and 2.5] for further information.

**Proof of Theorem 4.7 (i).** The cone

$$\widetilde{\mathcal{C}} = \langle \{Z(T)\} : T \in \Lambda_2 \text{ and } \text{rk}(T) = 1 \rangle_{\mathbb{Q}^+}$$

is the cone in $\text{Pic}(X_{\Gamma}) \otimes \mathbb{Q}$ generated by the Heegner divisors $\{H_n\}$. In fact, since

$$Z(T) = Z(u^t \cdot T \cdot u) \quad \text{for every } u \in \text{GL}_2(\mathbb{Z}),$$
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we deduce that for every \( T \in \Lambda_2 \) of rank one there exists a positive integer \( n \) such that \( \{ Z(T) \} \) is equal to \( \{ Z (\frac{b}{0} 0) \} \). The latter is the Heegner divisor \( H_n \); see Remark 4.5.

The intersection map
\[
\rho: \text{Pic}(X_\Gamma) \otimes \mathbb{Q} \longrightarrow \text{CH}^2(X_\Gamma) \otimes \mathbb{Q}, \quad \{ H_n \} \longmapsto \{ H_n \} \cdot \{ \omega^* \} = \{ Z (\frac{b}{0} 0) \} \cdot \{ \omega^* \},
\]
is linear and maps \( \tilde{C} \) to \( C_{X_\Gamma}^\prime \). By [BM19, Theorem 3.4] the former cone is rational, polyhedral, and of dimension \( \dim M_2^{k} \). Since \( \rho \) is linear, also \( C_{X_\Gamma}^{\prime} \) is rational, polyhedral, and of dimension at most \( \dim M_2^{k} \).

We conclude the proof showing that the dimension of \( \tilde{C} \) and its pointedness are preserved by \( \rho \). To do so, it is enough to show that \( \rho \) is injective. Consider the commutative diagram
\[
\begin{array}{c}
\text{Pic}(X_\Gamma) \otimes \mathbb{Q} \\
\downarrow d_1 \\
H^{1,1}(X_\Gamma, \mathbb{Q}) \end{array} \xrightarrow{\rho} \begin{array}{c}
\text{CH}^2(X_\Gamma) \otimes \mathbb{Q} \\
\downarrow d_2 \\
H^{2,2}(X_\Gamma, \mathbb{Q}) \end{array}
\]
where the vertical arrows are the cycle maps, and \( \sigma \) is the map induced by the exterior product with \( -\omega \). By [Ber+17, Corollary 3.8], the map \( d_1 \) is an isomorphism, and by Remark 4.8, the map \( \sigma \) is injective, hence \( \rho \) is injective as well. \( \square \)

4.2. Cones of coefficient extraction functionals and modularity. Let \( k > 4 \) be an even integer. Recall that we denote by \( M_2^{k}(\mathbb{Q}) \) the space of weight \( k \) Siegel modular forms of genus 2 with rational Fourier coefficients, and by \( \phi_T \) the coefficient extraction functional associated to a matrix \( T \in \Lambda_2 \); see Section 3 for further information.

**Definition 4.9.** The **modular cone of weight** \( k \) is the cone in the dual space \( M_2^{k}(\mathbb{Q})^* \) defined as
\[
C_k = \langle \phi_T : T \in \Lambda_2^+ \rangle_{\mathbb{Q}_\geq 0},
\]
while the **rank one modular cone of weight** \( k \) is
\[
C_k^{\prime} = \langle \phi_T : T \in \Lambda_2 \text{ and } \text{rk}(T) = 1 \rangle_{\mathbb{Q}_\geq 0}.
\]
Whenever we refer to the **accumulation cones** of \( C_k \) and \( C_k^{\prime} \), we implicitly consider the ones with respect to the set of generators of \( C_k \) and \( C_k^{\prime} \) appearing in Definition 4.9.

The following proposition is the key result to relate the cones of functionals with the cones of special cycles; see also [WR15, Corollary 1.8].

**Proposition 4.10.** Let \( X_\Gamma \) be an orthogonal Shimura variety associated to an even unimodular lattice of signature \( (b, 2) \), with \( b > 2 \). The map
\[
\psi:\ M_2^{1+b/2}(\mathbb{Q})^* \longrightarrow \text{CH}^2(X_\Gamma) \otimes \mathbb{Q}, \quad \phi_T \longmapsto \{ Z(T) \} \cdot \{ \omega^* \}^{2-\text{rk}(T)},
\]
is well-defined and linear.

**Proof.** The function over \( \mathbb{H}_2 \) defined as
\[
\Theta_\Gamma(Z) = \sum_{T \in \Lambda_2} \{ Z(T) \} \cdot \{ \omega^* \}^{2-\text{rk}(T)} e^{2\pi i \text{tr}(TZ)}
\]
is a Siegel modular form of weight \( 1+b/2 \) with values in \( \text{CH}^2(X_\Gamma) \otimes \mathbb{C} \). This follows from the so-called Kudla’s Modularity Conjecture, proved for the case of genus 2 in [Bru15] and [WR15], and for general genus in [BWR15]. The previous compact formulation implies the following one; see [WR15, Corollary 6.2]. For every linear functional \( f \in (\text{CH}^2(X_\Gamma) \otimes \mathbb{C})^* \), the formal Fourier expansion
\[
\Theta_{\Gamma,f}(Z) := \sum_{T \in \Lambda_2} f(\{ Z(T) \} \cdot \{ \omega^* \}^{2-\text{rk}(T)}) e^{2\pi i \text{tr}(TZ)}
\]
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is a Siegel modular form of weight $1 + b/2$.

Let $\{T_j\}_{j=1}^s$ be a finite set of matrices in $\Lambda_2$. Suppose that there exist complex numbers $\lambda_j$ such that $\sum_j \lambda_j cT_j = 0$ in $(M_2^{1+b/2})^*$, or equivalently that $\sum_j \lambda_j cT_j(F) = 0$, for every $F \in M_2^{1+b/2}$. We deduce that

$$\sum_{j=1}^s \lambda_j cT_j(\Theta_{\Gamma,f}) = \sum_{j=1}^s \lambda_j f\left(\{Z(T_j)\} \cdot \omega^*\right)^{2-\text{rk}(T_j)} = f\left(\sum_{j=1}^s \lambda_j \{Z(T_j)\} \cdot \omega^*\right)^{2-\text{rk}(T_j)} = 0,$$

for every functional $f$. This implies that the complex extension of $\psi_T$ is a homomorphism. Since the complex space $M_2^{1+b/2}$ admits a basis of Siegel modular forms with rational Fourier coefficients, the restriction $\psi_T$ over $\mathbb{Q}$ is well-defined.

\[\Box\]

**Theorem 4.11.** Let $k > 4$ be an even integer such that $k \equiv 2 \mod 4$.

(i) The rank one modular cone $C'_k$ is pointed, rational, polyhedral, and of the same dimension as $M^*_k$.

(ii) The accumulation cone of the modular cone $C_k$ is pointed, rational, polyhedral, and of the same dimension as $M^*_k$.

(iii) The cone $C_k$ is pointed, rational, and of the same dimension as $M^*_k$.

(iv) The cones $C_k$ and $C'_k$ intersect only at the origin. Moreover, if the cone $C_k$ is enlarged with a non-zero element of $C'_k$, the resulting cone is non-pointed. In particular $-C_k \subseteq C'_k$.

Let $\psi_T$ be as in Proposition 4.10. The images under $\psi_T$ of the cones $C_{1+b/2}$ and $C'_{1+b/2}$ are $C_{X_T}$ and $C'_{X_T}$, respectively. Note that since the variety $X_T$ is associated to a unimodular lattice of signature $(b,2)$, the weight $1 + b/2$ is an even integer congruent to 2 mod 4.

By means of Lemma 4.4, we may deduce the following non-trivial properties of $C_{X_T}$ via the ones of $C_k$.

**Corollary 4.12.** The accumulation cone of $C_{X_T}$ is pointed, and every accumulation ray of $C_k$ maps under $\psi_T$ to an accumulation ray of $C_{X_T}$. Moreover, the accumulation cones of $C_k$ and $C_{X_T}$ have the same dimension.

**Proof.** Let $\iota: M^*_k(\mathbb{R})^* \to M^*_2(\mathbb{R})^*$, be the embedding defined as $c_n \mapsto c\begin{pmatrix} n & 0 \\ 0 & 0 \end{pmatrix}$, for every $n \in \mathbb{N}$. Consider the commutative diagram

$$
\begin{array}{ccc}
M^*_k(\mathbb{R})^* & \overset{\iota}{\longrightarrow} & M^*_2(\mathbb{R})^* \\
\downarrow \psi_T & & \downarrow \psi_T \\
\text{Pic}(X_T) \otimes \mathbb{R} & \overset{\rho}{\longrightarrow} & \text{CH}^2(X_T) \otimes \mathbb{R}
\end{array}
$$

where $\rho$ is the map given by the intersection with $\{\omega^*\}$, and $\psi_T$ is the analogue of $\psi_T$ for Heegner divisors in $X_T$, namely it maps $c_n \mapsto \{H_n\}$, for every positive integer $n$, and $c_0 \mapsto \{\omega^*\}$. As explained in [BM19, Section 4], the map $\psi_T$ is an isomorphism. In fact, also the composition of $\psi_T'$ with the cycle map is so. Since the map induced by $\rho$ in cohomology is injective by the Hard Lefschetz Theorem, we deduce that $\rho$ is injective as well; see Remark 4.8.

We will see in Section 6 that the accumulation cone $A_k$ of $C_k$ is pointed and contained in the image of the embedding $\iota$. Since the diagram above is commutative, and $\rho \circ \psi_T'$ is injective, we deduce that $\psi_T$ embeds $A_k$ into $\text{CH}^2(X_T) \otimes \mathbb{R}$, therefore $\psi_T(A_k)$ is pointed and of dimension $\dim M^*_k$.

We conclude the proof by showing that every accumulation ray of $C_k$ maps to an accumulation ray of $C_{X_T}$ under $\psi_T$. Suppose this is not the case, namely there exists an
accumulation ray $r$ of $C_k$ such that $\psi_T(r)$ is not an accumulation ray of $C_{X_k}$. This means that there exists a sequence $(T_j)_{j \in \mathbb{N}}$ of reduced matrices in $\Lambda_k^\infty$ of increasing determinant, such that the functionals $c_{T_j}$ are pairwise different and $\mathbb{R}_{\geq 0} \cdot c_{T_j} \to r$, but such that the sequence of cycles $\{Z(T_j)\}_{j \in \mathbb{N}}$ is constant. Let $e$ be a generator of the accumulation ray $r$. We decompose $c_{T_j} = r_j e + \tilde{v}_j$, for some $r_j \in \mathbb{R}$ and some $\tilde{v}_j$ orthogonal to $e$. Since $\mathbb{R}_{\geq 0} \cdot c_{T_j} \to \mathbb{R}_{\geq 0} \cdot e$, we deduce that $r_j$ is eventually positive, and that $\tilde{v}_j/r_j \to 0$ when $j \to +\infty$. Moreover, since $c_{T_j}(E_k^1) \to \infty$ by Lemma 3.5, we deduce that also $r_j$ diverges. By Lemma 4.4, the map $\psi_T$ contracts the ray $r$. But this is not possible, since $\psi_T$ is injective on $A_k$, as proved at the beginning of this proof.

**Remark 4.13.** The problem of the pointedness of the whole cone $C_{X_k}$ is more subtle. As shown in Theorem 4.11, the modular cone $C_k$ is pointed. However, the map $\psi_T$ might contract some of the rays of $C_k$, making $C_{X_k}$ non-pointed. This is not the case if e.g. $\psi_T$ is injective. Such injectivity is a non-trivial open problem. It seems reasonable it may be tackled proving the injectivity of the Kudla–Millson lift of genus 2, as explained in [Bru02] for the counterpart of $\psi_T$ for elliptic modular forms. We will return to such interesting problem in a future work.

Since the rationality and the polyhedrality are geometric properties of cones which are preserved by linear maps between vector spaces over $\mathbb{Q}$, Theorem 4.7 follows from Theorem 4.11 and Corollary 4.12. We remark that the polyhedrality of the cone of special cycles $C_{X_k}$ is implied by Conjecture 2.

We conclude this section with the proof of Theorem 4.11 (i). The remaining points of Theorem 4.11 are proven in the following sections.

**Proof of Theorem 4.11 (i).** If the matrix $T \in \Lambda_2$ has rank one, then there exists $u \in \text{GL}_2(\mathbb{Z})$ such that $u' \cdot T \cdot u = \left( \begin{smallmatrix} n & 0 \\ 0 & 1 \end{smallmatrix} \right)$, for some $n \in \mathbb{N}$. We denote the latter matrix by $M(n)$, for simplicity. Since $c_T = c_{u'Tu}$ for every $u \in \text{GL}_2(\mathbb{Z})$, we deduce that

$$C_k' = \langle \{c_{M(n)} : n \in \mathbb{Z}_{>0}\} \rangle_{\mathbb{Q}_{\geq 0}}.$$ 

As basis of $M^k_2(\mathbb{Q})$, we choose

$$E^k_{2,1}(f_1), \ldots, E^k_{2,1}(f_t), F_1, \ldots, F_{t'},$$

where $f_1, \ldots, f_t$ is a basis of $S^k_2(\mathbb{Q})$ and $F_1, \ldots, F_{t'}$ is a basis of $S^k_2(\mathbb{Q})$, on which we rewrite the functionals $c_{M(n)}$ as

$$c_{M(n)} = (a^k_1(n), c_n(f_1), \ldots, c_n(f_t), 0, \ldots, 0)^t \in \mathbb{Q}^{\dim(M^k_2)}.$$  

(4.3)

Here we used the well-known fact that the Fourier coefficient of the Siegel Eisenstein series $E^k_2$ associated to $M(n)$ is the $n$-th coefficient of the elliptic Eisenstein series $E^k_1$. Analogously, the coefficients of the Klingen Eisenstein series $E^k_{2,1}(f)$ associated to the matrix $M(n)$ coincide with the coefficients $c_n(f)$, for all elliptic cusp forms $f$. In fact, the images of $E^k_2$ and $E^k_{2,1}(f)$ under the Siegel $\Phi$-operator are respectively $E^k_1$ and $f$; see e.g. [Kli90, Section 5].

Let $\tilde{C}_k$ be the cone of coefficient extraction functionals of *elliptic* modular forms defined as

$$\tilde{C}_k = \langle c_n : n \in \mathbb{Z}_{>0}\rangle_{\mathbb{Q}_{\geq 0}} \subset M^k_1(\mathbb{Q})^*.$$ 

It is clear from (4.3) that the cone $C_k'$ is the embedding in $\mathbb{Q}^{\dim(M^k_2)}$ of the cone $\tilde{C}_k$ written over the basis $E^k_{2,1}(f_1), \ldots, E^k_{2,1}(f_t)$. The latter is pointed, rational, polyhedral, and of dimension $\dim M^k_1$ by [BM19, Theorem 3.4]. Hence, also $C_k'$ satisfies the same properties. □
5. The Accumulation Rays of the Modular Cone

We fix, once and for all, a weight \( k > 4 \) such that \( k \equiv 2 \mod 4 \). The purpose of this section is to classify the accumulation rays of the modular cone \( C_k \). For simplicity, we represent the functionals \( c_T \) over a chosen basis of \( M^k_2(\mathbb{Q}) \) of the form

\[
E^k_2, E^k_{2,1}(f_1), \ldots, E^k_{2,1}(f_e), F_1, \ldots, F_{\nu},
\]

where the Klingen Eisenstein series \( E^k_{2,1}(f_j) \) are associated to a basis \( f_1, \ldots, f_e \) of elliptic cusp forms of \( S^k_2(\mathbb{Q}) \), and \( F_1, \ldots, F_{\nu} \) is a basis of Siegel cusp forms of \( S^k_2(\mathbb{Q}) \). With respect to the basis (5.1), we may rewrite the functional \( c_T \) as column vectors

\[
c_T = (a^k_2(T), a^k_2(f_1, T), \ldots, a^k_2(f_e, T), c_T(F_1), \ldots, c_T(F_{\nu}))^t \in \mathbb{Q}^{\dim M^k_2}.
\]

Recall that we denote by \( a^k_2(T) \) and \( a^k_2(f_j, T) \) the \( T \)-th Fourier–Jacobi coefficient associated to \( E^k_2 \) and \( E^k_{2,1}(f_j) \) respectively, in contrast with the coefficients \( c_T(F_i) \) of cusp forms.

By Proposition 3.23, if \( T = \left( \begin{smallmatrix} n & r/2 \\ r & m \end{smallmatrix} \right) \), the coefficients \( a^k_2(f_j, T) \) can be decomposed in Eisenstein and cuspidal parts as

\[
a^k_2(f_j, T) = \frac{\zeta(1-k)}{2} \sum_{T \mid m} a_m(t, f_j) a^k_2(T^{[t]}) + c_{n,r}(\phi_m^0)^0.
\]

The notation used in this decomposition is the same of Section 3. In particular, the auxiliary function \( \alpha_m \) is defined as in (3.26), while we denote by \( (\phi_m^0)^0 \) the cuspidal part of the \( m \)-th Fourier–Jacobi coefficient associated to \( E^k_{2,1}(f_j) \). We recall that the matrix denoted by \( T^{[t]} \) is constructed from \( T \) as defined in (3.4).

Since \( k \equiv 2 \mod 4 \), the first entry of \( c_T \) is positive, namely \( a^k_2(T) > 0 \), by Lemma 3.5. This implies we can rewrite the ray \( \mathbb{R}_{\geq 0} \cdot c_T \), dividing the generator \( c_T \) by \( a^k_2(T) \), as

\[
\mathbb{R}_{\geq 0} \cdot c_T = \mathbb{R}_{\geq 0} \cdot \left( \begin{array}{c} 1 \\ \zeta \cdot \sum_{T \mid m} a_m(t, f_1) a^k_2(T^{[t]}) a^k_2(T) \\ \vdots \\ \zeta \cdot \sum_{T \mid m} a_m(t, f_e) a^k_2(T^{[t]}) a^k_2(T) \\ \frac{c_T(F_1)}{a^k_2(T)} \\ \vdots \\ \frac{c_T(F_{\nu})}{a^k_2(T)} \end{array} \right),
\]

where we simply write \( \zeta \) instead of the negative constant \( \frac{\zeta(1-k)}{2} \).

**Definition 5.1.** We denote by \( S_k \) the section of the modular cone \( C_k \) obtained by intersecting it with the hyperplane of points with first coordinate 1. Equivalently, it is the convex subset in \( C_k \) of functionals with value 1 on \( E^k_2 \).

We present some basic properties of \( S_k \) and \( C_k \) in the following result.

**Proposition 5.2.** The section \( S_k \) is bounded and the modular cone \( C_k \) is pointed of maximal dimension.

**Proof.** If \( S_k \) is unbounded, then there exists a sequence of matrices \( (T_j)_{j \in \mathbb{N}} \) in \( \Lambda^2_2 \) such that one of the entries of the point \( S_k \cap \mathbb{Q}_{\geq 0} \cdot c_{T_j} \) diverges when \( j \to \infty \). This means that either \( a^k_2(f, T_j)/a^k_2(T_j) \to \infty \) or \( c_{T_j}(F)/a^k_2(T_j) \to \infty \). Both cases are impossible, the former by Proposition 3.22 and Lemma 3.5 (iii), the latter by Remark 3.6.
The rays in \( \mathcal{C}_k \) associated to the generators \( c_T \) intersect \( \overline{\mathcal{S}_k} \) in exactly one point; see (5.2). Since \( \overline{\mathcal{S}_k} \) is compact, all rays of \( \mathcal{C}_k \) intersect \( \overline{\mathcal{S}_k} \) in one point. These observations imply that \( \mathcal{C}_k \) (hence \( C_k \)) is pointed.

We prove now that \( \dim C_k = \dim M^k \). It is enough to show that the functionals \( c_T \) associated to matrices \( T \in \Lambda^+ \) generate \( M^k \) over \( \mathbb{C} \). Suppose that this is false. Then, there exists a non-zero \( F \in M^k \) such that \( c_T(F) = 0 \) for every \( T \in \Lambda^+ \). Such Siegel modular forms are called singular. It is well-known that, for \( k > 4 \) even, there are no non-zero singular modular forms; see e.g. [Kli90, Section 8, Theorem 2]. This implies the claim. □

We want to classify all possible accumulation rays of the modular cone \( C_k \). We recall that a ray \( r \) in \( \mathcal{C}_k \) is an accumulation ray of \( C_k \) (with respect to the generators appearing in Definition 4.9) if there exists a family of matrices \( (T_j)_{j \in \mathbb{N}} \) in \( \Lambda^+ \) such that the functionals \( c_{T_j} \) are pairwise different, and the sequence of rays \( (\mathbb{R}_{\geq 0} \cdot c_{T_j})_{j \in \mathbb{N}} \) converges to \( r \).

To classify the accumulation rays of \( C_k \), we proceed as follows. Let \( (c_{T_j})_{j \in \mathbb{N}} \) be a sequence of pairwise different functionals associated to positive definite matrices \( T_j \in \Lambda^+ \).

Since \( c_{T_j} = c_{u^T T_j u} \) for every \( u \in \text{GL}_2(\mathbb{Z}) \), we may suppose without loss of generality that the matrices \( T_j = (n_j, r_j/2) \) are reduced, i.e. the entries satisfy \( 0 \leq r_j \leq m_j \leq n_j \) for every \( j \); see Remark 3.1. For every fixed determinant \( d \), there are finitely many reduced matrices \( T \in \Lambda^+ \) with \( \det T = d \). Since the functionals \( c_{T_j} \) are pairwise different, the matrices \( T_j \) have increasing determinant, i.e. \( \det T_j \to \infty \) when \( j \to \infty \). Suppose that the sequence of rays \( (\mathbb{R}_{\geq 0} \cdot c_{T_j})_{j} \) converges. We classify the accumulation rays arising from such sequences with respect to the chosen family of reduced matrices \( (T_j)_{j \in \mathbb{N}} \).

In Section 5.1, we treat the cases where the entries \( m_j \) are bounded. In Section 5.2, we treat the complementary cases where the entries \( m_j \) diverge.

Along the way, we illustrate also some properties that the accumulation rays satisfy. These are translated into properties of the points of intersection of \( C_k \) with the accumulation rays. In fact, by Proposition 5.2, also the accumulation rays intersect \( \overline{\mathcal{S}_k} \) in one point.

### 5.1. The case of \( m_j \) bounded

We firstly consider the case of \( m_j \) eventually constant.

We fix, once and for all, a positive integer \( m \). Let \( (T_j)_{j \in \mathbb{N}} \) be a sequence of reduced matrices \( T_j = (n_j, r_j/2) \) in \( \Lambda^+ \), of increasing determinant. Suppose that the sequence of rays \( (\mathbb{R}_{\geq 0} \cdot c_{T_j})_{j} \) is convergent. We rewrite these rays as in (5.2), over the chosen basis (5.1). We already observed in Remark 3.6 that

\[
\frac{c_{T_j}(F_s)}{a^k_2(T_j)} \xrightarrow{j \to \infty} 0,
\]

for every \( s = 1, \ldots, \ell' \). Since the matrices \( T_j \) are reduced, by Lemma 3.5 (iii) and Proposition 3.24 we deduce that analogously

\[
\frac{c_{m_j, r_j}((\phi^d_{m_j})^0)}{a^k_2(T_j)} \xrightarrow{j \to \infty} 0,
\]

for every \( s = 1, \ldots, \ell' \). Up to considering a sub-sequence of \( (T_j)_{j \in \mathbb{N}} \), we may suppose that the ratios \( a^k_2(T^d_j)/a^k_2(T_j) \) converge for every square-divisor \( d \) of \( m \). In fact, these ratios are bounded between 0 and 1 by Lemma 3.10. We denote by \( \lambda_\ell \) the associated limits of ratios.
These observations imply that

\[
\mathbb{R}_{\geq 0} \cdot c_{T_j} \xrightarrow{j \to \infty} \mathbb{R}_{\geq 0} \cdot \begin{pmatrix}
\zeta \sum_{i \mid m} \frac{1}{\lambda_i} \alpha_m(t, f_1) \\
\vdots \\
\zeta \sum_{i \mid m} \frac{1}{\lambda_i} \alpha_m(t, f_t) \\
0 \\
0
\end{pmatrix} \\
\in \mathbb{S}_k
\]

(5.3)

**Definition 5.3.** Let \(1 = t_0 < t_1 < \cdots < t_d\) be the positive integers whose squares divide \(m\). We denote by \(Q_m(\lambda_1, \ldots, \lambda_{t_d})\) the point of intersection of \(\mathbb{S}_k\) and the accumulation ray obtained in (5.3). If \(m\) is squarefree, we simply write \(Q_m\).

In the notation \(Q_m(\lambda_1, \ldots, \lambda_{t_d})\), there is no need to keep track neither of \(\lambda_{t_0} = \lambda_1\), since it is always equal to 1, nor of the chosen sequence of matrices \((T_j)_{j \in \mathbb{N}}\). Note that \((\lambda_{t_1}, \ldots, \lambda_{t_d})\) is a tuple of limits in \(\mathcal{L}_{k, m}\), as studied in Section 3.2; see Definition 3.18 for more details.

In the remainder of this section, we explain the geometric properties of the accumulation rays \(\mathbb{R}_{\geq 0} \cdot Q_m(\lambda_1, \ldots, \lambda_{t_d})\) in \(\mathbb{S}_k\) by means of the ones of the points \(Q_m(\lambda_1, \ldots, \lambda_{t_d})\) on \(\mathbb{S}_k\). We firstly introduce a piece of notation.

**Definition 5.4.** For every positive integer \(s\), we define the point \(V_s \in \mathbb{Q}^{\dim M_2^+}\) as

\[
V_s = \left(1, \zeta \cdot \alpha_s(1, f_1), \ldots, \alpha_s(1, f_t), 0, \ldots, 0\right)^t.
\]

The points \(V_s\) are contained in \(\mathbb{S}_k\). In fact, consider a sequence of reduced matrices \((T_j)_{j \in \mathbb{N}}\) in \(\Lambda_{2}^+\) with increasing determinant, such that the bottom-right entry is fixed to \(m\) as above. If the entry \(r_j\) of \(T_j\) is eventually non-divisible by any square-divisor of \(m\) different from 1, then the sequence of rays \((\mathbb{R}_{\geq 0} \cdot c_{T_j})_{j \in \mathbb{N}}\) converges to the accumulation ray \(\mathbb{R}_{\geq 0} \cdot Q_m(0, \ldots, 0)\). The point \(V_s\) coincides exactly with \(Q_m(0, \ldots, 0)\). Hence \(\mathbb{R}_{\geq 0} \cdot V_m\) is always an accumulation ray of the modular cone \(C_k\).

We remark that if \(m\) is non-squarefree, there are infinitely many \(\lambda_i\) arising as limits of ratios as above; see Proposition 3.16 and Corollary 3.19. We are going to prove that, nevertheless, for every \(m\), the points \(Q_m(\lambda_1, \ldots, \lambda_{t_d})\) are always contained in the convex hull of finitely many \(V_s\) for some \(s \leq m\); see Theorem 5.6. This is essential to prove that the accumulation cone of \(C_k\) is rational polyhedral.

**Lemma 5.5.** Let \(\lambda = (\lambda_1, \ldots, \lambda_{t_d}) \in \mathcal{L}_{k, m}\). The point \(Q_m(\lambda)\) may be written as

\[
Q_m(\lambda) = \sum_{j=0}^d \left( \sum_{\{t_i : t_j \mid t_i\}} \mu \left( \frac{t_i}{t_j} \right) \lambda_{t_j} \right) \cdot V_{m/t_j^2},
\]

(5.4)

where \(\mu\) is the Möbius function. In particular, the sum of the coefficients multiplying the points \(V_{m/t_j^2}\) on the right-hand side of (5.4) equals 1.

**Proof.** For every \(f \in S_{k}^+\), we may rewrite the defining sum (3.26) of the auxiliary function \(\alpha_m\) to deduce that

\[
\sum_{j=0}^d \frac{\lambda_{t_j} \alpha_m(t_j, f)}{t_j} \cdot V_{m/t_j^2} = \sum_{j=0}^d \sum_{\{t_i : t_j \mid t_i\}} \mu \left( \frac{t_i}{t_j} \right) \lambda_{t_j} \alpha_m(t_j, f) = \sum_{j=0}^d \left( \sum_{\{t_i : t_j \mid t_i\}} \mu \left( \frac{t_i}{t_j} \right) \lambda_{t_j} \right) \cdot V_{m/t_j^2}.
\]

If evaluated in \(f = f_i\), the left-hand side of the previous formula gives the \(i+1\) entry of the vector \(Q_m(\lambda)\) up to the factor \(\zeta\). Since the value \(\zeta \cdot \alpha_m(t_j, f_i)\) is the \(i+1\) entry of \(V_{m/t_j^2}\), it remains to show that the first entry of the tuple on the left-hand side of (5.4), which
Theorem 5.6. Let $\lambda = (\lambda_1, \ldots, \lambda_{td}) \in \mathcal{L}_{m,k}$. The points $Q_m(\lambda)$ lie in the convex hull over $\mathbb{R}$ generated by the points $V_{m/t_j}$ for $j = 0, \ldots, d$.

To make the previous result as clear as possible, in Section 10 we compute explicitly the convex hull in $\mathcal{T}_k$ generated by the points $Q_m(\lambda)$, for a few $m$; see Figures 1 and 2 as examples of such convex hulls.

![Figure 1](image-url)

**Figure 1.** An idea of the convex hull generated by $V_{\tilde{m}}$ and $V_{\tilde{m}^2}$, where $\tilde{m}$ is a positive squarefree integer and $p$ is a prime. The grey points represent the infinitely many points $Q_{\tilde{m}^2}(\lambda_p)$. These points accumulate towards some $Q_{\tilde{m}^2}(\lambda'_p)$, in red, where $\lambda'_p$ is a special limit in $\mathcal{L}_{k,m}(p)$. These are in finite number by Remark 3.13; see Section 10 for further information.

Proof. By Lemma 5.5, the points $Q_m(\lambda)$ are linear combinations of the points $V_{m/t_j}$ for $j = 0, \ldots, d$. We check that the coefficients of these combinations fulfill the definition of convex hull, i.e. their sum is one and they are non-negative; see the introduction of Section 4. The fact that their sum equals 1 has already been checked with Lemma 5.5. We now check the non-negativity. Decompose $m = v^2 \tilde{m}$, where $\tilde{m}$ is squarefree. Let $v = p_1^{a_1} \cdots p_b^{a_b}$ be the prime decomposition of $v$. Choose a positive integer $t$ such that $t^2 | m$. This implies that $t | v$ and $t = p_1^{s_1} \cdots p_b^{s_b}$ for some $0 \leq s_j \leq a_j$, where $j = 1, \ldots, b$. We want to show that

$$
\sum_{j=1}^{b} \sum_{x_j = s_j}^{a_j} \mu(p_1^{x_1-s_1} \cdots p_b^{x_b-s_b}) \lambda_{p_1^{s_1} \cdots p_b^{s_b}} \geq 0.
$$

As described in Corollary 3.17, there exist $\lambda_{p_j^{v_j}} \in \mathcal{L}_{k,m}(p_j^{v_j})$ such that $\lambda_{p_1^{s_1} \cdots p_b^{s_b}} = \prod_{j=1}^{b} \lambda_{p_j^{s_j}}$. Since also the Möbius function $\mu$ is multiplicative, to prove (5.6) it is enough to show that

$$
\sum_{x_j = s_j}^{a_j} \mu(p_j^{x_j-s_j}) \lambda_{p_j^{s_j}} \geq 0,
$$

for every $j = 1, \ldots, b$. To verify this property, we prove the analogous inequality where $\lambda_{p_j^{s_j}}$ is replaced with $a_2^k \left( \frac{n^{r/2}}{r^{2p_j^{s_j}}} \right) / a_2^k \left( \frac{n^{r/2}}{r^{2}} \right)$, where $\left( \frac{n^{r/2}}{r^{2}} \right) \in \Lambda_x^+$. In fact, the former is the limit of a sequence of ratios of Fourier coefficients as the latter, which are non-negative by Lemma 3.5.
Recall the notation $T^{[x]} = \left( \frac{n}{r/2m/2^2} \right)$, for every $T = \left( \frac{n}{r/2m/2^2} \right) \in \Lambda^+_2$. Without loss of generality, we may assume that $s_j < a_j$. Since $\mu(p_j^{s_j-s_i}) = 0$ whenever $x_j - s_j \geq 2$, to prove (5.7) it is enough to show that

$$a_2^k(T^{[p_j^{s_j}]}) - a_2^k(T^{[p_j^{s_j+1}]}) \geq 0.$$ 

Since $k \equiv 2 \mod 4$ by hypothesis, the coefficients of the Siegel Eisenstein series appearing in (5.8), which are always evaluated on positive definite matrices, are either positive or zero. The latter case happens only when the upper-right entries of the matrices $T^{[p_j^{s_j}]}$ and $T^{[p_j^{s_j+1}]}$ are not half-integral.

Consider the first summand $a_2^k(T^{[p_j^{s_j}]})$ of (5.8). If the entry $r$ of $T$ is not divisible by $p_j^{s_j}$, then $a_2^k(T^{[p_j^{s_j}]}) = 0$, and so is also all the remaining summand on the left-hand side of (5.8). If instead $p_j^{s_j} | r$, then $a_2^k(T^{[p_j^{s_j}]}) > 0$.

Consider the second summand $a_2^k(T^{[p_j^{s_j+1}]})$ on the left-hand side of (5.8). If $p_j^{s_j+1} \nmid r$, then this term is zero. By Lemma 3.10, if $p_j^{s_j+1} | r$, then $a_2^k(T^{[p_j^{s_j+1}]}) < a_2^k(T^{[p_j^{s_j}]})$. In fact $F_p(T^{[p_j^{s_j+1}]}, 3 - k) < F_p(T^{[p_j^{s_j}]}, 3 - k)$ for every prime $p$, as shown in Section 3.2. This implies (5.8).

**Corollary 5.7.** Let $(\mathbb{R}_0 \cdot c_{T_j})_{j \in \mathbb{N}}$ be a convergent sequence of rays, where $T_j \in \Lambda^+_2$ are reduced, of increasing determinant and with the bottom-right entries eventually equal to some positive $m$. The accumulation ray of the modular cone $C_k$ obtained as limit of such sequence is contained in the subcone $\langle V_{m/2^t} : t^2 | m \rangle_{t \geq 0}$ of $C_k$, which is rational polyhedral.

**Proof.** The limit of $\mathbb{R}_0 \cdot c_{T_j}$ is as in (5.3), that is, it is generated by $Q_{\alpha}(\lambda)$, for some $\lambda \in L_{m,k}$. By Theorem 5.6, this point is contained in the convex hull generated by the $V_{m/2^t}$, where $t$ runs among the positive integers whose squares divide $m$. The points $V_s$ have rational entries for every $s$, because so are the values of $\alpha_s(1, f)$ for every $f \in S_k^1(\mathbb{Q})$. The polyhedrality of the cone generated by the $V_{m/2^t}$ is trivial, since these points are in finite number. □
Suppose now that the bottom-right entries $m_j$ of $T_j$ oscillate among a finite set of positive integers, and that the sequence of rays $(R_{\geq 0} \cdot c_{T_j})_{j \in \mathbb{N}}$ converges. Then, the accumulation ray obtained as a limit for $j \to \infty$ must be $R_{\geq 0} \cdot Q_{\tilde{m}}(\lambda_1, \ldots, \lambda_{\ell})$ for some $\tilde{m}, \lambda_1, \ldots, \lambda_{\ell}$.

In fact, consider the sub-sequence $(T_i)_i$ of $(T_j)_{j \in \mathbb{N}}$ where the matrices $T_i$ have the entry $m_i$ fixed to one of the values appearing infinitely many time as bottom-right entry of $T_j$, say $\tilde{m}$. We have seen above that the limit of $R_{\geq 0} \cdot c_{T_i}$, for $i \to \infty$, must be generated by $Q_{\tilde{m}}(\lambda)$ for some tuple of limits $\lambda \in \mathcal{L}_{k, \tilde{m}}$.

5.2. The case of $m_j$ divergent. The aim of this section is to describe the geometric properties of the accumulation rays of the modular cone $\mathcal{C}_k$ arising as limits of sequences $(R_{\geq 0} \cdot c_{T_j})_{j \in \mathbb{N}}$, where $T_j$ are reduced matrices in $\Lambda^+_k$ of increasing determinant, such that the bottom-right entries $m_j$ diverge. For this reason, this section may be considered as the complementary of Section 5.1, where the bottom-right entries were bounded.

**Definition 5.8.** We define the point $P_\infty \in \mathbb{Q}^{\dim M_k^2}$ as

$$P_\infty = (1, 0, \ldots, 0)^t.$$  

The point $P_\infty$ lies in $\mathcal{S}_k$, as follows from the next result.

**Lemma 5.9.** The points $V_s \in \mathcal{S}_k$ converge to $P_\infty$, when $s \to \infty$.

**Proof.** It is sufficient to prove that if $s \to \infty$, then $\alpha_s(1, f) \to 0$ for every elliptic cusp form $f \in S^k_1$. It is straightforward to check that

$$|\alpha_s(1, f)| = \frac{g(f, s)}{g_k(s)} = \frac{\sum_{d|s} \mu(d)c_{s/d^2}(f)}{s^{k-1} \prod_{p|s} (1 + p^{-k+1})} \leq \frac{\sum_{d|s} |c_{s/d^2}(f)|}{s^{k-1}} \leq \frac{\sigma_0(s) \max_{1 \leq g \leq s} |c_g(f)|}{s^{k-1}} = O_f\left(s^{\frac{2\varepsilon - k}{4}}\right),$$

for all $\varepsilon > 0$. The last equality is deduced using the classical Hecke-bound for Fourier coefficients of elliptic cusp forms and the well-known property $\sigma_0(s) = o(s^\varepsilon)$ for all $\varepsilon > 0$. Since $k > 4$, the claim follows. \qed

**Proposition 5.10.** If $k \geq 18$, then the modular cone $\mathcal{C}_k$ has infinitely many accumulation rays.

**Proof.** Since this is a counting problem of rays of $\overline{\mathcal{C}_k}$, we may work with $M_k^2(\mathbb{Q})$ in place of $M_k^2(\mathbb{R})$ with Siegel modular with real Fourier coefficients. In this way, we may choose the basis (5.1) such that the elliptic cusp forms $f_1, \ldots, f_\ell$ are (normalized) Hecke forms.

Since $k \geq 18$, then $\dim S^k(\mathbb{R}) > 0$. We firstly note that the point $V_1$ on $\mathcal{S}_k$ is different from $P_\infty$. In fact, suppose that it is not, then $c_1(f_j) = 0$ for every $j = 1, \ldots, \ell$. This means that $c_1(f_j) = 0$, but this is not possible since the Hecke forms $f_j$ are normalized with $c_1(f_j) = 1$. Suppose that there is only a finite number of accumulation rays of $\mathcal{C}_k$. Since $R_{\geq 0} \cdot V_s$ is an accumulation ray for every positive integer $s$, also the number of points $V_s$ must be finite. By Lemma 5.9, the points $V_s$ converge to $P_\infty$ when $s \to \infty$. This implies that there exists a positive integer $s_0$ such that $V_s = P_\infty$ for every $s \geq s_0$. Suppose that $s \geq s_0$ is squarefree. We deduce from the equality $V_s = P_\infty$ that $c_s(f_j) = 0$ for every $j$, in particular

$$c_s(f_j) = 0 \quad \text{for every } s \geq s_0 \text{ squarefree.}$$

It is known that the coefficients of normalized Hecke eigenforms satisfy

$$c_{p^\nu+1}(f_j) = c_p(f_j) \cdot c_{p^\nu}(f_j) - p^{k-1} c_{p^\nu-1}(f_j),$$
for every prime \( p \) and every \( \nu \geq 1 \); see e.g. [Bru+08, Part I, Section 4.2]. Let \( p \) be a prime number greater than \( s_0 \). Since \( V_{p^2} \) coincides with \( P_\infty \), then \( c_{p^2}(f_j) - c_1(f_j) = 0 \) and

\[
0 = c_{p^2}(f_j) - 1 = (c_p(f_j))^2 - p^{k-1} - 1.
\]

We deduce that \( c_p(f_j) \) is non-zero. Hence the relation \( (5.9) \) can not be satisfied by \( c_p(f_j) \), for any prime \( p \geq s_0 \). This implies that there are infinitely many \( V_s \).

The following result concludes the classification of all possible accumulation rays in \( \mathcal{C}_k \).

**Proposition 5.11.** Let \((T_j)_{j \in \mathbb{N}}\) be a sequence of reduced matrices in \( \Lambda_2^+ \) of increasing determinant, such that the bottom-right entries \( m_j \) diverge when \( j \to \infty \). The sequence of rays \((\mathbb{R}_{\geq 0} \cdot c_{T_j})_{j \in \mathbb{N}}\) converges to \( \mathbb{R}_{\geq 0} \cdot P_\infty \).

**Proof.** As usual, we consider every functional \( c_T \) as a point in \( \mathbb{Q}^{\dim M_k^2} \), writing it with respect to the basis \( (5.1) \). It is enough to prove that \( c_{T_j}/a_2^k(T_j) \to P_\infty \), when \( j \to \infty \). Since the cuspidal parts of the entries of \( c_{T_j} \) grow slower than \( a_2^k(T_j) \) when \( j \to \infty \), the accumulation ray obtained as limit of \( \mathbb{R}_{\geq 0} \cdot c_{T_j} \) depends only on the Eisenstein parts of the entries of \( c_{T_j} \); see Remark 3.6 and Proposition 3.24. Analogously to the proof of Lemma 5.9, we may compute

\[
\left| \sum_{t^2|m} \alpha_m(t, f) \frac{a_2^k(T[t])}{a_2^k(T)} \right| = \sum_{t^2|m} |\alpha_m(t, f)| = \alpha_0(m) \cdot \max_{t^2|m} |\alpha_m(t, f)| \leq \alpha_0(m) \cdot \max_{t^2|m} \left( \frac{g(f, m/s^2)}{g_k(m/s^2)} \right) = O_f \left( m^{2+\varepsilon-k} \right),
\]

for every \( f \in S_k^1 \) and every \( \varepsilon > 0 \), when \( \det T \to \infty \). Here we used the well-known property \( \alpha_0(s) = o(s^\varepsilon) \), for all \( \varepsilon > 0 \), the Hecke bound for elliptic cusp forms, and the inequality

\[
0 \leq \frac{a_2^k(T[t])}{a_2^k(T)} \leq 1,
\]

for all positive integers \( t \) whose squares divide \( m \). Since \( k > 4 \), the claim follows. \( \square \)

6. **The Accumulation Cone of the Modular Cone is Rational and Polyhedral**

We recall that a ray of the \( \mathbb{R} \)-closure \( \mathcal{C}_k \) is an accumulation ray of the modular cone \( \mathcal{C}_k \) (with respect to the set of generators appearing in Definition 4.9), if it is the limit of some sequence of rays \((\mathbb{R}_{\geq 0} \cdot c_{T_j})_{j \in \mathbb{N}}\), where \( T_j \in \Lambda_2^+ \) are reduced and of increasing determinant; see Section 4. The accumulation cone of \( \mathcal{C}_k \) is the cone generated by the accumulation rays of \( \mathcal{C}_k \). We denote it by \( \mathcal{A}_k \).

By the classification of the accumulation rays of \( \mathcal{C}_k \) given in Section 5, in particular by Corollary 5.7 and Proposition 5.11, the cone \( \mathcal{A}_k \) may be generated as

\[
\mathcal{A}_k = \langle P_\infty, V_s : s \geq 1 \rangle_{\mathbb{R}_{\geq 0}}.
\]

The goal of this section is to prove the following result.

**Theorem 6.1.** If \( k > 4 \) and \( k \equiv 2 \mod 4 \), then the accumulation cone \( \mathcal{A}_k \) of the modular cone \( \mathcal{C}_k \) is rational and polyhedral, of the same dimension as \( M_k^2 \).

We firstly present some preparatory results. As in Section 5, we consider all coefficient extraction functionals \( c_T \) as vectors in \( \mathbb{Q}^{\dim M_k^2} \), written over a fixed basis of \( M_k^2(\mathbb{Q}) \) of the form \( (5.1) \).
Definition 6.2. For every positive integer $s$, we define the point $P_s \in \mathbb{Q}^{\dim M^k_s}$ as

$$P_s = \left(1, \zeta \cdot \frac{c_s(f_1)}{\sigma_{k-1}(s)}, \ldots, \zeta \cdot \frac{c_s(f_s)}{\sigma_{k-1}(s)}, 0, \ldots, 0\right)^t,$$

where we write $\zeta$ instead of the negative constant $\frac{\zeta(1-k)}{2}$.

We remark that whenever $s$ is squarefree, the point $P_s$ coincides with the point $V_s$ defined in Section 5.  The points $P_s$ are contained in the section $\mathcal{S}_k$, as shown by the following result. Recall the auxiliary function $g_k$ from (3.27).

Proposition 6.3. Let $s$ be a positive integer. The point $P_s$ satisfies the relation

$$P_s = \sum_{t^2|s} \frac{g_k(s/t^2)}{\sigma_{k-1}(s)} V_{s/t^2}.$$  

In particular, the point $P_s$ lies in the convex hull $\text{Conv}_\mathbb{R} \left\{ V_{s/t^2} : t^2|s \right\}$.

To make Proposition 6.3 as clear as possible, we propose a direct check of (6.2) in Section 10 for a few choices of $m$.

Proof. Let $s$ be a positive integer. We denote by $\gamma_{t,s}$ the rational numbers defined recursively as $\gamma_{1,s} = g_k(s)/\sigma_{k-1}(s)$ and

$$\gamma_{t,s} = -\frac{1}{\sigma_{k-1}(s)} \sum_{1 \neq d|t} \mu(d) \sigma_{k-1}(s/d^2) \gamma_{t/d,s/d^2},$$

for all square divisors $t > 1$ of $s$.

We show that

$$\frac{c_s(f)}{\sigma_{k-1}(s)} = \sum_{t^2|s} \gamma_{t,s} \alpha_{s/t^2}(1,f), \quad \text{for every } f \in S_1^k,$$

by induction on the number $\text{sqdiv}(s)$ of square-divisors of $s$. Suppose that $\text{sqdiv}(s) = 1$, then $s$ is squarefree and $c_s(f)/\sigma_{k-1}(s) = \alpha_s(1,f)$. Since $\gamma_{1,s} = 1$, the desired relation is fulfilled.

Suppose now that $\text{sqdiv}(s) > 1$ and that (6.3) is satisfied for every positive integer $\tilde{s}$ such that $\text{sqdiv}(\tilde{s}) < \text{sqdiv}(s)$. We rewrite the right-hand side of (6.3) as

$$\frac{c_s(f)}{\sigma_{k-1}(s)} + \sum_{1 \neq t^2|s} \mu(t) \frac{c_s(f)}{\sigma_{k-1}(s)} + \sum_{1 \neq t^2|s} \gamma_{t,s} \alpha_{s/t^2}(1,f),$$

then we apply induction and rewrite it as

$$\frac{c_s(f)}{\sigma_{k-1}(s)} + \sum_{1 \neq t^2|s} \mu(t) \frac{\sigma_{k-1}(s/t^2)}{\sigma_{k-1}(s)} \sum_{t^2|s} \gamma_{t,s} \alpha_{s/t^2}(1,f) + \sum_{1 \neq t^2|s} \gamma_{t,s} \alpha_{s/t^2}(1,f).$$

Using the recursive definition of $\gamma_{t,s}$, it is easy to check that the sum of second and the third summand of the previous formula is zero. This concludes the proof of (6.3).

We now prove that $\gamma_{t,s} = g_k(s/t^2)/\sigma_{k-1}(s)$, by induction on the number of divisors $\text{div}(t)$ of $t$. If $\text{div}(t) = 1$, then $t = 1$ and the claim is true by definition, for every $s$. Suppose now that $\text{div}(t) > 1$, then

$$\gamma_{t,s} = -\frac{1}{\sigma_{k-1}(s)} \sum_{1 \neq d|t} \mu(d) \sigma_{k-1}(s/d^2) \frac{g_k(s/t^2)}{\sigma_{k-1}(s/d^2)} = -\frac{g_k(s/t^2)}{\sigma_{k-1}(s)} \sum_{1 \neq d|t} \mu(d) = \frac{g_k(s/t^2)}{\sigma_{k-1}(s)},$$

where we used induction on $\gamma_{t/d,s/d^2}$, since $\text{div}(t/d) < \text{div}(t)$ whenever $d \neq 1$. 
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To conclude the proof, we show that the coefficients $\gamma_{t,s}$ satisfy the requirements which make $P_s$ a point of the convex hull $\text{Conv}_R \left( \{ V_{s/t^2} : t^2 | s \} \right)$. Firstly, we prove that $\sum_{t^2 | s} \gamma_{t,s} = 1$ by induction on the number of square-divisors $\text{sqdiv}(s)$ of $s$. This is equivalent to proving that $\sum_{t^2 | s} g_k(s/t^2) = \sigma_{k-1}(s)$. Suppose that $\text{sqdiv}(s) = 1$, then $s$ is squarefree and $\sum_{t^2 | s} g_k(s/t^2) = g_k(s) = \sigma_{k-1}(s)$. If $\text{sqdiv}(s) > 1$, then

$$\sum_{t^2 | s} g_k(s/t^2) = \sum_{t^2 | s} \mu(y)\sigma_{k-1}(s/t^2 y^2) = \sum_{x^2 | s} \sigma_{k-1}(s/x^2) \sum_{d|x} \mu(d) = \sigma_{k-1}(s).$$

Eventually, since $g_k(s) > 0$ for every positive integer $s$, so is $\gamma_{t,s}$ for every $t^2 | s$.

Since (6.3) is true for every elliptic cusp form of weight $k$, it is true also for the chosen basis $f_1, \ldots, f_\ell$ of $S^k_1(\mathbb{Q})$. The evaluation of (6.3) in $f = f_j$ verifies the $(j+1)$-th entry of the equality (6.3). The check for the remaining entries is trivial. □

**Corollary 6.4.** For every positive integer $s$, the ray $\mathbb{R}_{\geq 0} \cdot P_s$ lies in the rational polyhedral subcone $\langle V_{s/t^2} : t^2 | s \rangle_{\mathbb{R}_{\geq 0}}$ of $\overline{V}_k$.

*Proof.* The polyhedrality is a trivial consequence of Proposition 6.3. Since the basis (5.1) is made of Siegel modular forms with rational Fourier coefficients, we deduce that the subcone is rational. □

**Corollary 6.5.** The (real) dimension of $A_k$ is equal to the (complex) dimension of $M^k_1$.

*Proof.* The cone $A_k \subseteq \mathbb{R}^{\dim M^k_1}$ is generated by vectors where only the first $1 + \ell$ entries can be different from zero, as we can see from (6.1). Since $1 + \ell = \dim M^k_1$, it is clear that $\dim A_k \leq \dim M^k_1$. Let $\tilde{C}_k$ be the cone generated over $\mathbb{R}$ by the coefficient extraction functionals of $M^k_1$, that is

$$\tilde{C}_k = \langle c_s : s \in \mathbb{Z}_{\geq 1} \rangle_{\mathbb{R}_{\geq 0}}.$$ 

We consider the functionals $c_s$ as vectors in $\mathbb{R}^{\dim M^k_1}$, represented over the basis $E^k_1, f_1, \ldots, f_\ell$, where $E^k_1$ is the normalized elliptic Eisenstein series of weight $k$, and $f_1, \ldots, f_\ell$ is the basis of $S^k_1(\mathbb{Q})$ chosen in (5.1). The entries of $c_s/c_s(E^k_1)$ are the first $1 + \ell$ entries of $P_s$. This means that the linear map

$$\nu : \tilde{C}_k \rightarrow A_k, \quad c_s/c_s(E^k_1) \mapsto P_s$$

is an embedding. Hence, we have also $\dim A_k \geq \dim M^k_1$. □

**Lemma 6.6.** The point $P_\infty$ is internal in $A_k$.

*Proof.* The idea is to rewrite $P_\infty$ as a linear combination with positive coefficients of enough points $P_s$, such that these generate a subcone of $A_k$ with maximal dimension. By Lemma 2.1, there exist a constant $A$ and positive coefficients $\eta_j$ with $1 \leq j \leq A$, such that

$$\sum_{j=1}^A \eta_j c_j | S^k_1(\mathbb{Q})^* = 0$$

in $S^k_1(\mathbb{Q})^*$. We recall that $A$ can be chosen arbitrarily large.

The entries of $P_s$ associated to the basis $f_1, \ldots, f_\ell$ of $S^k_1(\mathbb{Q})$ are, up to multiplying by the negative constant $\zeta/\sigma_{k-1}(s)$, the values of the functional $c_s$ on $f_1, \ldots, f_\ell$. This implies that

$$\sum_{j=1}^A \eta_j \sigma_{k-1}(j) P_j = P_\infty \sum_{j=1}^A \eta_j \sigma_{k-1}(j).$$

Since the points $P_s$ are contained in $A_k$ by Proposition 6.3, also $P_\infty$ is contained therein. By Corollary 6.5, we may take $A$ big enough such that the dimension of $\langle P_j : 1 \leq j \leq A \rangle_{\mathbb{R}_{\geq 0}}$
is the same as the one of $\mathcal{A}_k$. In this way, the point $P_\infty$ is internal in $\mathcal{A}_k$ with respect to the euclidean topology.

We are ready to illustrate the proof of the main result of this section.

Proof of Theorem 6.1. Suppose that $\mathcal{A}_k$ is not polyhedral, that is, it has infinitely many extremal rays. Since $\mathcal{A}_k$ is generated by $P_\infty$ and the points $V_s$ with $s$ positive, and these points accumulate only towards $P_\infty$ by Lemma 5.9, there are infinitely many extremal rays of the form $\mathbb{R}_{\geq 0} \cdot V_s$, for some $s' > 0$. These boundary rays accumulate towards $\mathbb{R}_{\geq 0} \cdot P_\infty$, hence also the latter is a boundary ray. But this is in contrast with Lemma 6.6. Therefore, the cone $\mathcal{A}_k$ is polyhedral.

The extremal rays are generated by some of the points $V_s$, which have rational entries. Hence, the cone is rational.

The statement about the dimension of $\mathcal{A}_k$ is Corollary 6.5.

7. Additional properties of the modular cone

In this section, which is a focus on the geometric properties of the modular cone $\mathcal{C}_k$, we generalize some of the results used in Section 6 to prove that $\mathcal{A}_k$ is rational polyhedral. The problem of the polyhedrality of $\mathcal{C}_k$ is more complicated. The issue is to understand how a sequence of rays $\mathbb{R}_{\geq 0} \cdot c_T$ converges to an accumulation ray of $\mathcal{C}_k$, depending on the choice of the family of reduced matrices $(T_j)_{j \in \mathbb{N}}$ in $\mathbb{A}^+_2$ with increasing determinant. We will translate the polyhedrality of $\mathcal{C}_k$ into a conjecture on Fourier coefficients of Jacobi cusp forms.

We fix once and for all a weight $k > 4$ such that $k \equiv 2 \mod 4$, and consider the functionals $c_T$ as vectors in $\mathbb{Q}^{\dim M_2^k}$ over the basis (5.1). We begin with the properties of $\mathcal{C}_k$ which are a direct consequence of the results in the previous sections. We remark that these properties, together with Proposition 5.2, give the previously announced points (iii) and (iv) of Theorem 6.1.

Proposition 7.1. The modular cone $\mathcal{C}_k$ is rational, and intersects the rank 1 modular cone $\mathcal{C}_k'$ only at the origin. Moreover, if the cone $\mathcal{C}_k$ is enlarged with a non-zero vector of $\mathcal{C}_k'$, the resulting cone is non-pointed. In particular $-\mathcal{C}_k \subsetneq \overline{\mathcal{C}_k}$

Proof. Since the generators $c_T$ are functionals over the space of Siegel modular forms with rational Fourier coefficients, the rationality of $\mathcal{C}_k$ follows trivially by the rationality of its accumulation cone, namely by Theorem 6.1.

If we rewrite the functionals with respect to the usual basis (5.1) of $M_2^k(\mathbb{Q})$, we deduce by Remark 3.21 that

$$c(s \begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix}) = \left( a_2^k \left( \frac{s}{0} \right) , a_2^k(\begin{smallmatrix} 1 & 0 \\ 0 & 0 \end{smallmatrix}) , \ldots , a_2^k \left( \frac{1}{0} \right) , 0 , \ldots , 0 \right) =$$

$$= \left( c_\ell(E^k_1), c_\ell(f_1), \ldots , c_\ell(f_k), 0 , \ldots , 0 \right) = 2\sigma_{k-1}(s)/\zeta(1-k) \cdot P_s ,$$

for every positive integer $s$. Since $k \equiv 2 \mod 4$, the constant $\zeta(1-k)$ is negative, hence

$$\mathbb{R}_{\geq 0} \cdot c(s \begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix}) = \mathbb{R}_{\geq 0} \cdot (-P_s) .$$

The ray $\mathbb{R}_{\geq 0} \cdot P_s$ is contained in $\overline{\mathcal{C}_k}$ by Proposition 6.3. This implies that whenever we enlarge the cone $\overline{\mathcal{C}_k}$ with one of the generators of $\mathcal{C}_k'$, which are the functionals $c_T$ associated to non-zero singular matrices, the resulting cone contains also $\mathbb{R}_{\geq 0} \cdot (-P_s)$ for some $s$. Since the whole line $\mathbb{R} \cdot P_s$ is contained in the enlarged cone, the latter is non-pointed. This is sufficient to conclude the proof, since a rational cone in a finite-dimensional vector space over $\mathbb{Q}$ is pointed if and only if its $\mathbb{R}$-closure is pointed. □
In Section 6 we proved that $P_\infty$ is internal in the accumulation cone $A_k$ of $C_k$; see Lemma 6.6. This played a key role for the proof of the polyhedrality of $A_k$. In the following result, we prove that $P_\infty$ lies in the interior of the $\mathbb{R}$-closure $\overline{C_k}$. Note that it does not follow from Lemma 6.6, and it does not imply it. In fact, the cones $A_k$ and $\overline{C_k}$ may have different dimensions.

**Proposition 7.2.** The point $P_\infty$ is internal in $\overline{C_k}$.

We know that the dual space $(M^k_2)^*$ is generated over $\mathbb{C}$ by the functionals $c_T$ with $T \in \Lambda^+_2$. For the proof of Proposition 7.2, we need to restrict the set of these generators to the ones indexed by an auxiliary subset of $\Lambda^+_2$, as showed by the following result. It follows from the noteworthy fact that Siegel modular forms are determined by their Fundamental Fourier coefficients; see [Sah13] and [BD18, Section 7.2].

**Lemma 7.3.** Let $\Lambda^+_2$ be the subset of $\Lambda^+_2$ containing all matrices with squarefree bottom-right entry. The dual space $(M^k_2)^*$ is generated by the functionals $c_T$ with $T \in \Lambda^+_2$.

**Proof of Lemma 7.3.** We prove the result showing that if $F \in M^k_2 \setminus \{0\}$, then the Fourier coefficient $c_T(F)$ is non-zero for an infinite number of matrices $T \in \Lambda^+_2$. We follow closely the proofs of [Sah13, Theorem 1] and [BD18, Proposition 7.7].

**Cuspidal case:** Suppose that $F$ is a Siegel cusp form. By [Sah13, Proposition 2.2], there exists an odd prime $p$ such that the $p$-th Fourier–Jacobi coefficient $\phi_p$ of $F$ is non-zero; see also [KR13, Proof of the Main Theorem]. In fact, see [Sah13, p. 369], the Jacobi cusp form $\phi_p$ has an infinite number of non-zero Fourier coefficients. More precisely, they are of the form $c_{(D+\mu^2)/4p\mu}(\phi_p)$, where $D$ and $\mu$ are integers, and $D$ is odd and squarefree. Such coefficients equals the ones of $F$ corresponding to the matrices $\left(\frac{(D+\mu^2)/4p\mu}{\mu/2} \right)_p$, which are contained in $\Lambda^+_2$.

**Non-cuspidal case:** Suppose that $F \in M^k_2 \setminus S^k_2$. By Lemma 3.5, the property of $F$ we want to prove is satisfied if $F = E^k_2$. Therefore, without loss of generality, we may suppose that the Siegel Eisenstein part of $F$ is trivial. This means we may rewrite $F$ as $F = E^k_{2,j}(F) + G$, for some $f \in S^k_1 \setminus \{0\}$ and $G \in S^k_2$. As illustrated in [BD18, p. 369], it is possible to construct a sequence of matrices in $\Lambda^+_2$ of the form $T_j = \left(\frac{n_j}{1/2 m_j}\right)$, for some squarefree $m_j$ and of increasing determinant, with the property that $c_{T_j}(F)$ diverges when $j \to \infty$.

**Proof of Proposition 7.2.** The idea of the proof is the following. We rewrite $P_\infty$ as a linear combination with positive coefficients of some $P_k$, as in the proof of Lemma 6.6. Then, we rewrite some of those $P_k$ associated to squarefree indices as linear combinations with positive coefficients of some functionals $c_T$. We will take these combinations in such a way that the subcone generated by those $c_T$ has maximal dimension into the $\mathbb{R}$-closure $\overline{C_k}$.

As we have already shown in the proof of Lemma 6.6, by Lemma 2.1 there exist an arbitrarily large constant $A$, and positive coefficients $\eta_m$, with $1 \leq m \leq A$, such that

\begin{equation}
(7.1) \quad P_\infty = \sum_{m=1}^{A} \eta_m P_m.
\end{equation}

By Lemma 2.2, for every positive $m$ there exist an arbitrarily large constant $B_m$ and positive coefficients $\mu^m_{n,r}$ such that

\begin{equation}
(7.2) \quad \sum_{1 \leq n \leq B_m} \sum_{r \in \mathbb{Z}_+} \mu^m_{n,r} c_{n,r} f_{k,m}^{\text{cusp}}(\mathbb{Q}) = 0.
\end{equation}
We recall that \( c_{n,r} \mid \mu_{k,m}^{\text{cusp}}(Q) \) is the functional in \( J_{k,m}^{\text{cusp}}(Q)^* \) which extracts the \((n,r)\)-th Fourier coefficient of Jacobi cusp forms in \( J_{k,m}^{\text{cusp}}(Q) \). Note that the sum appearing in (7.2) is finite.

Suppose that \( m \) is fixed \textit{squarefree}, and write for simplicity \( T_{n,r}^{m} \) instead of \((n/r, m/r^2)\).

Under the usual decomposition of the entries of \( cT_{n,r}^{m} \), as explained at the beginning of Section 5, we deduce from (7.2) that

\[
(7.3)
\]

\[
\sum_{1 \leq n \leq B_m} \sum_{\substack{r \in \mathbb{Z} \atop 4nm - r^2 > 0}} \mu_{n,r}^{m} cT_{n,r}^{m} = \begin{pmatrix}
\sum_n \sum_r \mu_{n,r}^{m} a_2^{k}(T_{n,r}^{m}) \\
\zeta_{\frac{c}{\sigma_{m}^{(f)}}(\varphi_{m}^{(f)})} \sum_n \sum_r \mu_{n,r}^{m} a_2^{k}(T_{n,r}^{m}) \\
\vdots \\
\sum_n \sum_r \mu_{n,r}^{m} a_2^{k}(T_{n,r}^{m}) \\
\end{pmatrix} + \begin{pmatrix}
0 \\
\sum_n \sum_r \mu_{n,r}^{m} c_{n,r} \left( \left( \phi_{m}^{(f)} \right) \right) \\
\vdots \\
\sum_n \sum_r \mu_{n,r}^{m} c_{n,r} \left( F_{1} \right) \\
\sum_n \sum_r \mu_{n,r}^{m} c_{n,r} \left( F_{r} \right) \\
\end{pmatrix}
\]

\[
= P_m \cdot \sum_{1 \leq n \leq B_m} \sum_{\substack{r \in \mathbb{Z} \atop 4nm - r^2 > 0}} \mu_{n,r}^{m} a_2^{k}(T_{n,r}^{m}).
\]

The matrices \( T_{n,r}^{m} \) appearing in the previous equation are contained in \( \Lambda_{2}^{+} \), that is, they are positive definite. We define

\[
\tilde{\eta}(m, B_m) = \sum_{1 \leq n \leq B_m} \sum_{\substack{r \in \mathbb{Z} \atop 4nm - r^2 > 0}} \mu_{n,r}^{m} a_2^{k}(T_{n,r}^{m})^{-1}
\]

for every \( m \) squarefree. The value \( \tilde{\eta}(m, B_m) \) is positive by Lemma 3.5 (i). We can then further decompose \( P_{\infty} \) from (7.1) into

\[
P_{\infty} = \sum_{1 \leq m \leq A} \eta_{m} P_{m} = \sum_{1 \leq m \leq A} \eta_{m} P_{m} + \sum_{m \text{ non-squarefree}} \tilde{\eta}(m, B_m) \sum_{1 \leq n \leq B_m} \sum_{\substack{r \in \mathbb{Z} \atop 4nm - r^2 > 0}} \mu_{n,r}^{m} cT_{n,r}^{m}.
\]

Up to choosing \( A \) and \( B_m \) large enough, the functionals \( cT_{n,r}^{m} \), appearing in the previous decomposition of \( P_{\infty} \) generate over \( \mathbb{Q} \) the whole \( M_{2}^{k}(\mathbb{Q})^{*} \) by Lemma 7.3. This implies that \( P_{\infty} \) lies in the interior of \( \overline{C}_{k} \).

We now focus on Conjecture 2, namely the problem of the polyhedrality of the \( \mathbb{R} \)-closure \( \overline{C}_{k} \). The cone \( \overline{C}_{k} \) is polyhedral if and only if it has finitely many extremal rays, or equivalently if its extremal rays do not accumulate anywhere. An accumulation ray arising as limit of a sequence of extremal rays is a boundary ray of \( C_{k} \), but not necessarily extremal; see Example 4.2.

The first, although hopeless, idea to prove that the extremal rays of \( C_{k} \) do not accumulate, is to show that \textit{all} accumulation rays of \( C_{k} \) are generated by points lying in the interior of \( \overline{C}_{k} \), as we did for the accumulation ray \( \mathbb{R}_{\geq 0} \cdot P_{\infty} \) in Proposition 7.2. We checked with SageMath [Ste+17] that, for large weights, this is \textit{false}, since some of the accumulation rays \( \mathbb{R}_{\geq 0} \cdot V_{s} \) may lie in the boundary of \( \overline{C}_{k} \). The following example collects some of these empirical observations. The computation of the coefficients of Siegel modular forms was carried out with the package [Tak17].

\textbf{Example 7.4.} Suppose that \( k > 4 \) and \( k \equiv 2 \mod 4 \). We provide in the following table some of the accumulation rays of the modular cone \( C_{k} \) which lie in the boundary of \( \overline{C}_{k} \).
Some accumulation rays in the boundary of $C_k$:

| $k$ | Some accumulation rays in the boundary of $C_k$ |
|-----|-----------------------------------------------|
| 18  | $\mathbb{R} \geq 0 \cdot V_1$               |
| 22, 26, 30 | $\mathbb{R} \geq 0 \cdot V_1, \mathbb{R} \geq 0 \cdot V_2$ |
| 34, 38 | $\mathbb{R} \geq 0 \cdot V_1, \mathbb{R} \geq 0 \cdot V_2, \mathbb{R} \geq 0 \cdot V_3$ |
| 42  | $\mathbb{R} \geq 0 \cdot V_1, \mathbb{R} \geq 0 \cdot V_2, \mathbb{R} \geq 0 \cdot V_3, \mathbb{R} \geq 0 \cdot V_4$ |

With Example 7.4 in mind, we provide an alternative sufficient condition to deduce Conjecture 2. This is exactly the hypothesis of the following result. The idea is that to deduce the polyhedrality of $C_k$, it is enough to show that every accumulation ray of $C_k$ is generated by a point which lies in the interior of a subcone of $C_k$, and that this subcone eventually contains the sequences of rays converging to the chosen accumulation ray.

**Theorem 7.5.** Suppose that for every accumulation ray $\mathbb{R} \geq 0 \cdot Q_m(\lambda)$, with $\lambda \in \mathcal{L}_{k,m}$, there exists a subcone $\mathcal{R}_m(\lambda)$ of $C_k$ which contains $Q_m(\lambda)$ in its interior, and such that any sequence of rays $(\mathbb{R} \geq 0 \cdot c T_j)_{j \in \mathbb{N}}$ converging to $\mathbb{R} \geq 0 \cdot Q_m(\lambda)$, where $T_j = (n_j, r_j/2)$ are reduced in $\Lambda^+_k$ and of increasing determinant, is eventually contained in $\mathcal{R}_m(\lambda)$. Then the modular cone $C_k$ is polyhedral.

See Figure 3 for an idea of the (polyhedral) shape of the section $S_k$ of $C_k$ whenever the hypothesis of Theorem 7.5 are fulfilled.

![Figure 3](image)

**Figure 3.** An idea of the section $S_k$ under the hypothesis of Theorem 7.5, with highlighted the convex hull associated to $m = 36$.

The rest of this section is devoted to the proof of the previous result and to some remarks on its hypothesis. More precisely, we prove the hypothesis of Theorem 7.5 for $m$ squarefree, and we translate that hypothesis for $m$ non-squarefree into a conjecture on Fourier coefficients of Jacobi cusp forms.

**Proof of Theorem 7.5.** Let $\{\mathbb{R} \geq 0 \cdot a_n\}_{n \in \mathbb{N}}$ be the set of extremal rays of $C_k$, where $a_n \in S_k$. Recall that $C_k$ is the convex cone defined as the topological closure over $\mathbb{R}$ of $C_k$. This implies that $C_k$ is generated by the generators of $C_k$ (i.e. the functionals $c_T$) together with
their accumulation rays. We deduce that the rays $\mathbb{R}_{\geq 0} \cdot a_n$ can be only of the following two types.

(i) $\mathbb{R}_{\geq 0} \cdot a_n = \mathbb{R}_{\geq 0} \cdot c_{T_n}$ for a suitable coefficient extraction functional $c_{T_n}$, where $T_n$ is a reduced matrix in $\Lambda^+_2$.

(ii) The ray $\mathbb{R}_{\geq 0} \cdot a_n$ is not of type (i), and there exists a sequence $(T_j)_{j \in \mathbb{N}}$ of reduced matrices in $\Lambda^+_2$ with increasing determinant, such that $\mathbb{R}_{\geq 0} \cdot c_{T_j} \to \mathbb{R}_{\geq 0} \cdot a_n$ if $j \to \infty$.

The idea is to show that the extremal rays of $\overline{C}_k$ are finitely many (hence $\overline{C}_k$ is polyhedral) and only of type (i) (hence $C_k$ is polyhedral).

Let $\mathbb{R}_{\geq 0} \cdot a_n$ be an extremal ray of type (ii), arising from a sequence of matrices $(T_j)_{j \in \mathbb{N}}$. The bottom-right entries $m_j$ of the matrices $T_j$ can not diverge when $j \to \infty$. In fact, if they diverge, then $a_n = P_\infty$ by Proposition 5.11. Since $P_\infty$ is an internal point of $\overline{S}_k$, by Proposition 7.2, the ray $\mathbb{R}_{\geq 0} \cdot a_n$ is not a boundary ray. This is in contrast with the hypothesis that $\mathbb{R}_{\geq 0} \cdot a_n$ is an extremal ray, hence the entries $m_j$ must be bounded.

Let $m$ be one of the values that the entries $m_j$ assume infinitely many times. Up to considering a subsequence of $(T_j)_{j \in \mathbb{N}}$, the ratios $a_2^k(T_j^{(t)}/a_2^k(T_j)$ converge to some $\lambda_t$ for every integer $t$ such that $t^2$ divides $m$. Here we use the notation $T_j^{(t)}$ as introduced in (3.4). Denote by $\lambda$ the corresponding tuple of limits in $\Lambda_{k,m}$. Following the same argument of the introduction of Section 5.1, we deduce that

$$\mathbb{R}_{\geq 0} \cdot c_{T_j} \xrightarrow{j \to \infty} \mathbb{R}_{\geq 0} \cdot Q_m(\lambda),$$

in particular $a_n = Q_m(\lambda)$. By hypothesis, there exists a subcone $\mathcal{R}_m(\lambda)$ of $\overline{C}_k$ containing $a_n$ in its interior. If $\dim \mathcal{R}_m(\lambda) > 1$, then $\mathbb{R}_{\geq 0} \cdot a_n$ can not be extremal by definition. If $\dim \mathcal{R}_m(\lambda) = 1$, then $\mathbb{R}_{\geq 0} \cdot a_n$ is of type (i). Hence, there are no extremal rays of $\mathcal{C}_k$ of type (ii).

We conclude the proof showing that the extremal rays of type (i) are finitely many.

Suppose there are not, that is, there exists a sequence of pairwise different extremal rays $(\mathbb{R}_{\geq 0} \cdot c_{T_j})_{j \in \mathbb{N}}$ indexed over a family of reduced matrices $(T_j)_{j \in \mathbb{N}}$ in $\Lambda^+_2$ of increasing determinant. We suppose without loss of generality that this sequence converges to a boundary ray $\mathbb{R}_{\geq 0} \cdot b$ for some $b \in \overline{S}_k$. The limit does not have to be extremal; see Example 4.2. Following the same argument as above, up to considering a subsequence of $(T_j)_{j \in \mathbb{N}}$, the bottom-right entries of these matrices are fixed to some positive integer $m$, and $b = Q_m(\lambda)$ for some $\lambda \in \mathcal{L}_{k,m}$. By hypothesis, there exists a subcone $\mathcal{R}_m(\lambda)$ of $\overline{C}_k$ containing $b$ in its interior, and such that the rays $\mathbb{R}_{\geq 0} \cdot c_{T_j}$ eventually lie in $\mathcal{R}_m(\lambda)$. Since $\mathbb{R}_{\geq 0} \cdot c_{T_j}$ are pairwise different, the dimension of $\mathcal{R}_m(\lambda)$ is greater than 1. Since these are extremal rays for $C_k$, they are extremal rays also for $\mathcal{R}_m(\lambda)$. But this implies they are boundary rays of $\mathcal{R}_m(\lambda)$, hence they can not accumulate towards $\mathbb{R}_{\geq 0} \cdot b$, since $b$ is an internal point of $\mathcal{R}_m(\lambda)$.

**Lemma 7.6.** The hypothesis of Theorem 7.5 for $m$ squarefree is always satisfied. More precisely, if $m$ is a positive squarefree integer, the subcone $\mathcal{R}_m$ associated to the accumulation ray $\mathbb{R}_{\geq 0} \cdot V_m$ exists, and can be chosen as

$$\mathcal{R}_m = \langle c_T : T \in \Lambda^+_2 \text{ with } m \text{ as bottom-right entry} \rangle_{\mathbb{R}_{\geq 0}}.$$  

**Proof.** The points $V_m$ and $P_m$ coincide, since $m$ is squarefree. We have already shown, e.g. in (7.3), that Lemma 2.2 implies the existence of an arbitrarily large constant $B_m$ and positive constants $\mu_{m,r}^n$ such that

$$V_m = \sum_{1 \leq n \leq B_m} \sum_{r \in \mathbb{Z}} \mu_{m,r}^n \cdot c_{T_{m,r}^n},$$

in particular

$$\mathcal{R}_m = \langle c_T : T \in \Lambda^+_2 \text{ with } m \text{ as bottom-right entry} \rangle_{\mathbb{R}_{\geq 0}}.$$
We define the subcone $\mathcal{R}_m$ of $\mathbb{C}_k$ as the cone generated by the functionals $c_T$ with $T \in \Lambda_2^+$, not necessarily reduced, such that the bottom-right entry of $T$ is $m$. For every fixed matrix $T$ as above, we may choose $B_m$ sufficiently large so that $T$ appears in (7.5). We may enlarge $B_m$ such that the matrices $T_{m,T}^a$ appearing in (7.5) generate over $\mathbb{R}$ a space of dimension equal to $\dim \mathcal{R}_m$. In this way, the point $V_m$ is internal in $\mathcal{R}_m$.

If $m$ is squarefree, the unique accumulation ray associated to a sequence of rays $\mathbb{R}_{\geq 0} \cdot c_{T_j}$, where $T_j = \left( \frac{n_j \cdot r_j / 2}{m} \right)$ are reduced matrices in $\Lambda_2^+$ with bottom-right entries fixed to $m$ and of increasing determinant, is the ray $\mathbb{R}_{\geq 0} \cdot V_m$; see Section 5.1. All functionals $c_{T_j}$ are contained in $\mathcal{R}_m$ by definition.

Lemma 7.6 and our SageMath computations [Zuf22] are sufficient to deduce the polyhedrality of $\mathcal{C}_k$ via Theorem 7.5 for the very first cases of $k$.

**Proposition 7.7.** If $k \leq 38$, then the cone $\mathcal{C}_k$ is polyhedral.

**Proof.** Let $d$ be a positive integer, and let $D$ be the determinant of some matrix in $\Lambda_2^+$. We denote by $\mathcal{C}_k(D, d)$ the polyhedral subcone of $\mathcal{C}_k$ defined as

$$\mathcal{C}_k(D, d) = \left\{ c_T : T = \left( \frac{n \cdot r / 2}{m} \right) \in \Lambda_2^+ \text{ such that } 0 \leq r \leq m \leq n \leq d \text{ and } \det T \leq D \right\}_{Q_{\geq 0}},$$

namely the cone generated by all functionals $c_T$ associated to reduced matrices with determinant at most $D$. For all remaining $m$, we may choose $\mathcal{C}_k(D, d)$ to be (normalized) Hecke forms. By [Del74, Théorème 18], we may bound the Fourier coefficients of $f_j$ by

$$|c_n(f_j)| \leq \sigma_0(n) \cdot n^{(k-1)/2}, \quad \text{for every } j.$$

It is easy to see that the distance between the point $V_m$ and $P_\infty$, with respect to the basis of $M_2^+(\mathbb{R})$ chosen above, is bounded by

$$d(V_m, P_\infty) \leq \sqrt{\frac{\varepsilon \cdot \zeta(1-k)^2}{m^{k-3}}}.$$

We implemented in [Zuf22] a function that, for fixed $k$ and $m$, checks whether the ball centered in $P_\infty$ and with radius $d(V_m, P_\infty)$ is contained in the interior of the cone $\mathcal{C}_k(D, d)$. We use such function to check that if $k \leq 38$, then all points $V_m$ are contained in the interior of $\mathcal{C}_k(900, 30)$, for every $m \geq 30$. Hence there is no other point $V_m$ that may lie on the boundary of $\mathcal{C}_k$, for $k \leq 38$, apart from the ones appearing in Example 7.4.

We conclude the proof showing that the hypothesis of Theorem 7.5 is always satisfied. For the points $V_1$, $V_2$ and $V_3$, we may choose $\mathcal{R}_m$ as in Lemma 7.6. For all remaining generators $Q_m(\lambda)$ of accumulation rays of $\mathcal{C}_k$, we may choose $\mathcal{R}_m(\lambda) = C_k(900, 30)$, by what we proved above. \qed
Lemma 7.6 verifies the hypothesis of Theorem 7.5 only for $m$ squarefree. It is natural to ask if the analogue statement of Lemma 7.6 holds also for $m$ non-squarefree. The following example collects some empirical observations deduced with SageMath. These suggest that the subcone (7.4) computed for the squarefree cases can not be used to prove the hypothesis of Theorem 7.5 for $m$ non-squarefree.

**Example 7.8.** Choose 4 as non-squarefree integer. We define the subcone $\mathcal{F}_4$ of $\mathcal{C}_k$ as

$$\mathcal{F}_4 = \{c_T : T \in \Lambda_2^+ \text{ with } 4 \text{ as bottom-right entry}\}_{R \geq 0},$$

in analogy with the subcone $\mathcal{R}_m$ constructed in Lemma 7.6 for squarefree integers $m$. The following table, deduced from some empirical observations in SageMath, shows that $V_4$ could lie in the boundary of $\mathcal{F}_4$.

| $k$ | Is $V_4$ contained in $\mathcal{F}_4$? | Is $V_4$ internal in $\mathcal{F}_4$? | dim $\mathcal{F}_4$ | dim $\mathcal{C}_k$ |
|-----|---------------------------------|---------------------------------|----------------|----------------|
| 18  | yes                            | yes                            | 4              | 4              |
| 22  | yes                            | yes                            | 6              | 6              |
| 26  | yes                            | yes                            | 7              | 7              |
| 30  | yes                            | yes                            | 11             | 11             |
| 34  | yes                            | no                             | 14             | 14             |
| 38  | yes                            | no                             | 15             | 16             |
| 42  | yes                            | no                             | 17             | 22             |

With Example 7.8 in mind, we conjecture here a property of Fourier coefficients of Jacobi cusp forms sufficient to deduce a correct generalization of Lemma 7.6 for every $m$ non-squarefree. This conjecture is actually a refinement of Lemma 2.2.

To simplify the exposition, we consider for a moment the case $m = 4$, as in Example 7.8. The subcone $\mathcal{F}_4$ of $\mathcal{C}_k$, as defined in (7.7), may contain $V_4$ in its boundary if the weight $k$ is large enough. If the cone $\mathcal{R}_4(0)$ associated to $V_4$, as hypothesized in Theorem 7.5, exists, then it must be a subcone of $\mathcal{F}_4$ of lower dimension. In fact, let $(R_{\geq 0} \cdot c_{T_j})_{j \in \mathbb{N}}$ be a sequence of rays associated to reduced matrices $T_j = (n_j \ r_j/2 \ 4) \in \Lambda_2^+$ of increasing determinant. Clearly, the rays $R_{\geq 0} \cdot c_{T_j}$ lie in $\mathcal{F}_4$ for every $j$. We know that $R_{\geq 0} \cdot c_{T_j} \to R_{\geq 0} \cdot V_4$, when $j \to \infty$, if and only if $r_j$ is eventually non-divisible by 2. This follows from Corollary 3.14 applied with $p = 2$ and $\lambda_2 = 0$, since $V_4 = Q_4(0)$. This means that $\mathcal{R}_4$ is a subcone of $\mathcal{F}_4$ which eventually contains the functionals $c_{T_j}$, as above, with $r_j$ non-divisible by 2.

The argument above generalizes to any $m$ non-squarefree by Corollary 3.17. This leads us to the following conjecture. In Proposition 7.9 we check that this conjecture implies the existence of $\mathcal{R}_m(\Lambda)$, for every $\Lambda \in \mathcal{L}_{k,m}$.

We recall that if $T$ is a matrix in $\Lambda_2^+$ and $t$ is a positive integer, we denote by $T[t]$ the matrix arising as in (3.4).

**Conjecture 3.** Let $k > 4$, $k \equiv 2 \text{ mod } 4$. For every reduced matrix $T$ in $\Lambda_2^+$ with bottom-right entry $m$, there exist an arbitrarily large integer $A$ and positive rational numbers $\mu_{n,r}$ such that

$$\sum_{1 \leq n \leq A} \sum_{r \in S_m(n,T)} \mu_{n,r} c_{n,r}^\text{sup}(\mathcal{F}_{k,m}(Q)) = 0,$$

where the auxiliary set $S_m(n,T)$ is defined as

$$S_m(n,T) = \{r \in \mathbb{Z} : \tilde{T} = \left( \begin{array}{c} n \\ r/2 \\ m \end{array} \right) \in \Lambda_2^+ \text{ and } \frac{a_2^k(\tilde{T}[t_j])}{a_2^k(T)} = \frac{a_2^k(T[t_j])}{a_2^k(T)} \text{ for } j = 1, \ldots, d \}.$$

We remark that Conjecture 3 is analogous to Lemma 2.2, but with (2.4) restricted to the indices $r$ lying in $S_m(n,T)$. If $m$ is squarefree, this conjecture coincides exactly with
Lemma 2.2. If \( m \) is non-squarefree, and \( T = \binom{n}{r/2} m \) is such that \( r \) is not divisible by any divisor \( t \) of \( m \) with \( t^2 | m \), by Corollary 3.17 the auxiliary set \( S_m(n, T) \) simplifies to

\[
S_m(n, T) = \{ r \in \mathbb{Z} : 4mn - r^2 > 0 \text{ and if } t^2 | m \text{ with } t \neq 1, \text{ then } t \nmid r \}.
\]

**Proposition 7.9.** Let \( m \) be a non-squarefree positive integer. If Conjecture 3 holds, then there exists a subcone \( R_m(\lambda) \) as hypothesized in Theorem 7.5, for every \( \lambda \in L_{m,k} \).

**Proof.** Let \( \lambda = (\lambda_1, \ldots, \lambda_d) \in L_{m,k} \), and let \( t_0 = 1 \). Suppose for simplicity that the convex hull generated by the \( d + 1 \) points \( V_{n,r/m_1}, V_{n/r^2}, \ldots, V_{n/r^2 m_2} \) is \( d \)-dimensional. This is equivalent to

\[
H := \text{Conv}_\mathbb{R}(\{ V_{n/r^2 j} : j = 0, \ldots, d \})
\]

being a simplex, with the points \( V_{n/r^2 j} \) as vertexes. In a simplex, each point can be written as a convex combination of the vertexes in a unique way. Hence, if we choose two different tuples \( \lambda \) and \( \lambda' \) in \( L_{k,m} \), also the associated points \( Q_m(\lambda) \) and \( Q_m(\lambda') \) are different; see Theorem 5.6 for further information.

The following two cases prove the result under the assumption that \( H \) is a simplex. Eventually, we illustrate how to generalize the proof to the case where \( H \) is not a simplex.

**First case.** Suppose that \( \lambda \) is a non-special tuple of limits, that is, there exists a reduced matrix \( M \) in \( \Lambda^+ \) such that \( a_k^j T^{(i)}/a_k^j T = \lambda_j \) for every \( j = 1, \ldots, d \); recall special limits from Definition 3.12. We prove the existence of \( R_m(\lambda) \) under this hypothesis. The idea is analogous to the one used to prove Lemma 7.6. Let \( A \) and \( \mu_{n,r} \) be as in Conjecture 3. For simplicity, we denote by \( T_{n,r} \) the matrix \( \binom{n}{r/2} m \), with \( m \) fixed. Writing the functionals \( c_{T_{n,r}} \) over the basis (5.1), we deduce that

\[
\sum_{1 \leq n \leq A} \sum_{r \in S_m(n,T)} \mu_{n,r} c_{T_{n,r}} = \sum_{n} \sum_{r} \mu_{n,r} a_k^j (T_{n,r}) \left( \begin{array}{c} 1 \\ \xi \sum_{j=0}^d \lambda_j a_m(t_j, f_1) \\ \vdots \\ \xi \sum_{j=0}^d \lambda_j a_m(t_j, f_d) \\ 0 \\ \vdots \\ 0 \end{array} \right) + \left( \begin{array}{c} 0 \\ \xi \sum_{r} \sum_{r} \mu_{n,r} c_{T_{n,r}} \left( F_1 \right) \\ \vdots \\ \xi \sum_{r} \sum_{r} \mu_{n,r} c_{T_{n,r}} \left( F_d \right) \end{array} \right) = Q_m(\lambda)
\]

\[= Q_m(\lambda) \cdot \sum_{1 \leq n \leq A} \sum_{r \in S_m(n,T)} \mu_{n,r} a_k^j (T_{n,r}).\]

Define

\[
\xi(A) := \frac{1}{\sum_{1 \leq n \leq A} \sum_{r \in S_m(n,T)} \mu_{n,r} a_k^j (T_{n,r})}.
\]

We may rewrite \( Q_m(\lambda) \) as a linear combination of functionals as

\[
Q_m(\lambda) = \sum_{1 \leq n \leq A} \sum_{r \in S_m(n,T)} \xi(A) \mu_{n,r} c_{T_{n,r}}.
\]

Note that the linear coefficients above are positive, since so are \( \mu_{n,r} \) and \( a_k^j (T_{n,r}) \), respectively by hypothesis and by Lemma 3.5 (i).

We prove that we can choose the subcone \( R_m(\lambda) \) as

\[
R_m(\lambda) = \left\{ c_T : T = \binom{n}{r/2} m \in \Lambda^+ \text{ and } r \in S_m(n,T) \} \right\}_{\mathbb{R}_{\geq 0}}.
\]
Since the value $A$ in (7.9) can be chosen arbitrarily large, we may suppose that the coefficient extraction functionals appearing in (7.9) generate a vector space over $\mathbb{Q}$ with the same dimension as $\mathcal{R}_m(\Lambda)$. In this way, the point $Q_m(\lambda)$ is internal in $\mathcal{R}_m(\Lambda)$. Let $(\mathbb{R}_{\geq 0} \cdot c_{T_j})_{j \in \mathbb{N}}$ be a sequence of rays which converges to $\mathbb{R}_{\geq 0} \cdot Q_m(\lambda)$, where the reduced matrices $T_j$ in $\Lambda_2^\pm$ are of increasing determinant. Since $\lambda$ is a non-special tuple of limits in $L_{k,m}$ by hypothesis, by Corollary 3.14 and Corollary 3.17 the functionals $c_{T_j}$ eventually lie in $\mathcal{R}_m(\lambda)$.

**Second case.** We prove the existence of the subcone $\mathcal{R}_m(\lambda')$ associated to a special tuple of limits $\lambda' = (\lambda'_{t_1}, \ldots, \lambda'_{t_R}) \in L_{k,m}^{np}$, as hypothesized in Theorem 7.5.

Since the $d$-dimensional convex hull $H$ is a simplex, if $\lambda'_{t_j} = 0$ for some $j$, then $Q_m(\lambda')$ lies on the boundary of $H$. In fact, the point $Q_m(\lambda')$ lies in the interior of the convex hull $\text{Conv}_\mathbb{R}(V_{m/t_2} : \lambda'_{t_j} \neq 0)$; see Lemma 5.5 and Corollary 3.17.

Let $\mathcal{F}_m(\lambda')$ be the subcone of the $\mathbb{R}$-closure $\overline{c_k}$ defined as

$$\mathcal{F}_m(\lambda') = \left\{ \lambda = (\lambda_{t_1}, \ldots, \lambda_{t_R}) \in L_{k,m} \setminus L_{k,m}^{np} \text{ and such that if } \lambda'_{t_j} = 0, \text{ then } \lambda_{t_j} = 0 \right\} \mathbb{R}_{\geq 0}.$$ 

Choose $\mathcal{R}_m(\lambda')$ to be the cone generated by $\mathcal{F}_m(\lambda')$ and all $V_{m/t_2}$ such that $\lambda'_{t_j} \neq 0$. We prove that this subcone of $C_k$ fulfills the properties hypothesized in Theorem 7.5. Let $(c_{T_i})_{i \in \mathbb{N}}$ be a sequence of coefficient extraction functionals associated to reduced matrices $T_i = (r_{i_1}, r_{i_2}, m_i)$ in $\Lambda_2^+$ of increasing determinant. If $\mathbb{R}_{\geq 0} \cdot c_{T_i} \rightarrow \mathbb{R}_{\geq 0} \cdot Q_m(\lambda')$, then the entries $r_i$ must be eventually non-divisible by any $t_j$ such that $\lambda'_{t_j} = 0$ by Corollary 3.17.

This implies that the functionals $c_{T_i}$ must eventually lie in $\mathcal{F}_m(\lambda')$. Therefore, it is enough to prove that $Q_m(\lambda')$ is internal in $\mathcal{R}_m(\lambda')$. By Corollary 3.19 we deduce that

$$(7.11) \quad \mathcal{F}_m(\lambda') = \left( \mathcal{R}_m(\lambda) : \lambda = (\lambda_{t_1}, \ldots, \lambda_{t_R}) \in L_{k,m} \setminus L_{k,m}^{np} \text{ and such that if } \lambda'_{t_j} = 0, \text{ then } \lambda_{t_j} = 0 \right) \mathbb{R}_{\geq 0},$$

with $\mathcal{R}_m(\lambda)$ defined as in (7.10). We recall that the latter cone contains $Q_m(\lambda)$ as internal point, by the first case of this proof. Since $Q_m(\lambda')$ is internal in $\text{Conv}_\mathbb{R}(V_{m/t_2} : \lambda'_{t_j} \neq 0)$, we may choose a point $W_\lambda \in \text{Conv}_\mathbb{R}(V_{m/t_2} : \lambda'_{t_j} \neq 0)$ for every $\lambda \in L_{k,m} \setminus L_{k,m}^{np}$ appearing in (7.11), such that $Q_m(\lambda')$ is internal in the segment joining $Q_m(\lambda)$ with $W_\lambda$. In fact, also such $Q_m(\lambda)$ is contained in $\text{Conv}_\mathbb{R}(V_{m/t_2} : \lambda'_{t_j} \neq 0)$. In this way, the subcone of $\mathcal{R}_m(\lambda')$ generated by $\mathcal{R}_m(\lambda)$ and $W_\lambda$ contains $Q_m(\lambda')$ as an internal point, for every $\lambda$ as above.

Since the cone generated by the union of cones containing $Q_m(\lambda')$ as internal point is a cone that contains $Q_m(\lambda')$ in its interior, we may deduce that $Q_m(\lambda')$ is an internal point of $\mathcal{R}_m(\lambda')$.

**H not a simplex.** If $H$ is not a simplex, we might have that $Q_m(\lambda) = Q_m(\mu)$ for some different tuples of limits $\lambda = \mu \in L_{k,m}$. When this happens, in each of the previous cases one can substitute the subcone $\mathcal{R}_m(\lambda)$ with the union of all $\mathcal{R}_m(\mu)$ constructed therein such that $Q_m(\lambda) = Q_m(\mu)$.

8. THE ACCUMULATION RAYS OF THE CONE OF SPECIAL CYCLES

In the previous sections we classified all possible accumulation rays of the modular cone $C_k$, writing the generators of these rays as linear combinations of certain points in $F_k$. In this section, we use the classification above to deduce the accumulation rays of the cone of special cycles $C_{X_k}$ in $CH^2(X_T) \otimes \mathbb{Q}$. In particular, we show that these rays are generated by linear combinations of (rational classes of) special cycles associated to singular matrices in $\Lambda_2$. These special cycles are the intersection between Heegner divisors and the dual class $\{\omega^\ast\}$ of the Hodge bundle. Eventually, we rewrite the accumulation rays of $C_{X_k}$ in term of primitive Heegner divisors, which may be considered (up to a factor 2) as the
irreducible components of the classical Heegner divisors.

Let \( X_\Gamma \) be an orthogonal Shimura variety associated to an even unimodular lattice of signature \((b,2)\), where \( b > 2 \), and let \( k = 1 + b/2 \). Since the lattice is unimodular, the value \( k \) is an integer satisfying the relations \( k > 4 \) and \( k \equiv 2 \mod 4 \). We know that there exists a linear map

\[
\psi_T: M_2^k(\mathbb{Q})^* \rightarrow \text{CH}^2(X_\Gamma) \otimes \mathbb{Q}, \quad \mu_T \mapsto \{Z(T)\} \cdot \{\omega^s\}^{2-k(T)},
\]

which maps every functional \( \mu_T \) to (the rational class of) the special cycle associated to the matrix \( T \); see Section 4.2 for details. For simplicity, we denote by \( \psi_T \) also its extension over \( \mathbb{R} \). As proven with Corollary 4.12, the accumulation rays of \( C_{X_\Gamma} \) are images under \( \psi_T \) of accumulation rays of \( \mathcal{C}_k \).

As usual, we consider every functional in \( M_2^k(\mathbb{Q})^* \) as a vector in \( \mathbb{Q}^{\dim M_2^k} \), writing it over a fixed basis of the form

\[
E_2^k, E_{2,1}^k(f_1), \ldots, E_{2,1}^k(f_t), F_1, \ldots, F_\nu;
\]

see the beginning of Section 5 for further information.

We want to rewrite the images under \( \psi_T \) of the points \( P_\infty, V_s \) and \( Q_s(\lambda_{t_1}, \ldots, \lambda_{t_d}) \), defined in Section 5 and Section 6, as linear combinations of special cycles in \( \text{CH}^2(X_\Gamma) \otimes \mathbb{Q} \).

In fact, if a ray of the \( \mathbb{R} \)-closure of \( C_{X_\Gamma} \) is an accumulation ray of \( C_{X_\Gamma} \), then it is generated by \( \psi_T(P_\infty) \), \( \psi_T(V_s) \) or \( \psi_T(Q_s(\lambda_{t_1}, \ldots, \lambda_{t_d})) \), for some positive integer \( s \) and some tuple of limits \( (\lambda_{t_1}, \ldots, \lambda_{t_d}) \in L_{k,m} \), as in Definition 5.3. We want to make these images under \( \psi_T \) explicit. Since we already know by Proposition 5.5 how to rewrite every \( Q_s(\lambda_{t_1}, \ldots, \lambda_{t_d}) \) as a linear combination of points \( V_{s'} \), for some \( s' > 0 \), we may restrict our attention only to \( \psi_T(P_\infty) \) and \( \psi_T(V_s) \). Recall that we denote by \( \{H_s\} \) the divisor class of the \( s \)-th Heegner divisor; see Remark 4.5.

**Proposition 8.1.** For every positive integer \( s \), the image of the point \( V_s \) under \( \psi_T \) is

\[
\psi_T(V_s) = \frac{\zeta(1-k)}{2g_k(s)} \sum_{t \mid s} \mu(t)\{H_{s/t^2}\} \cdot \{\omega^s\}.
\]

The image of the point \( P_\infty \) under \( \psi_T \) is \( \{\omega\}^2 \).

**Corollary 8.2.** For every positive integer \( s \), the image of the ray \( \mathbb{R}_{\geq 0} \cdot V_s \) under \( \psi_T \) is

\[
\mathbb{R}_{\geq 0} \cdot \psi_T(V_s) = \mathbb{R}_{\geq 0} \cdot \left( \sum_{t \mid s} \mu(t)\{H_{s/t^2}\} \cdot \{\omega\} \right).
\]

The image of the ray \( \mathbb{R}_{\geq 0} \cdot P_\infty \) under \( \psi_T \) is \( \mathbb{R}_{\geq 0} \cdot \{\omega\}^2 \).

**Proof of Corollary 8.2.** Since \( k \equiv 2 \mod 4 \), the value \( \zeta(1-k)/2g_k(s) \) is negative for every positive integer \( s \). Moreover \( \{\omega^s\} = -\{\omega\} \) in \( \text{CH}^1(X_\Gamma) = \text{Pic}(X_\Gamma) \). The claim follows directly from Proposition 8.1. \( \square \)

**Proof of Proposition 8.1.** First of all, we deduce the image under \( \psi_T \) of the point \( P_k \) defined in Section 6. Since \( c_s(E_1^k) = 2\sigma_{k-1}(s)/\zeta(1-k) \) for every positive integer \( s \), see the Fourier expansion (2.1), by Remark 3.21 we deduce that

\[
c_{(s,0)} = \left( a_2^k(0,0), a_2^k(f_1,0,0), \ldots, a_2^k(f_t,0,0), 0, \ldots, 0 \right) = \left( c_s(E_1^k), c_s(f_1), \ldots, c_s(f_r), 0, \ldots, 0 \right) = c_s(E_1^k) \cdot P_s.
\]
This implies that
\begin{equation}
\psi_t(P_s) = \frac{\zeta(1-k)}{2\sigma_{k-1}(s)} \{Z \left( \begin{smallmatrix} s & 0 \\ 0 & 0 \end{smallmatrix} \right) \} \cdot \{\omega^s\}.
\end{equation}

As we recalled with Remark 4.5, the rational class \( \{Z \left( \begin{smallmatrix} s & 0 \\ 0 & 0 \end{smallmatrix} \right) \} \) is the Heegner divisor \( \{H_s\} \). We explained in Proposition 6.3 how to rewrite every point \( P_s \) as a linear combination of certain \( V_{s'}/s' \) for some positive \( s' \). The idea is to reverse that formula, writing \( V_s \) as a linear combination of certain \( P_s \). This can be done simply rewriting \( \alpha_s(1,f) \) as
\[ \alpha_s(1,f) = \frac{1}{g_k(s)} \sum_{t \mid s} \mu(t)\sigma_{k-1}(s/t^2) \frac{c_{s/t^2}(f)}{\sigma_{k-1}(s/t^2)}. \]
for every \( f \in S_k \), from which we deduce that
\[ V_s = \left( 1, \frac{\zeta(1-k)}{2} \alpha_s(1,f_1), \ldots, \frac{\zeta(1-k)}{2} \alpha_s(1,f_\ell), 0, \ldots, 0 \right) = \frac{1}{g_k(s)} \sum_{t \mid s} \mu(t)\sigma_{k-1}(s/t^2) P_{s/t^2}. \]
This, together with (8.3), implies that
\[ \psi(V_s) = \frac{1}{g_k(s)} \sum_{t \mid s} \mu(t)\sigma_{k-1}(s/t^2) \psi(P_{s/t^2}) = \frac{\zeta(1-k)}{2g_k(s)} \sum_{t \mid s} \mu(t)\{H_{s/t^2}\} \cdot \{\omega^s\}. \]
Since the Siegel Eisenstein series \( E_2^k \) is normalized, its Fourier coefficient associated to the zero-matrix is 1. Moreover, the Fourier coefficient associated to the zero-matrix of any other element of the chosen basis of \( M_2^k \) is trivial; see Remark 3.21 for the cases of Klingen Eisenstein series. This implies that
\[ P_\infty = c \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \]
from which we deduce that \( \psi_t(P_\infty) = \{\omega\}^2. \)

The Heegner divisors are in general reducible. If \( \Gamma = O^+(L) \), it is possible to write every Heegner divisor as a sum of its irreducible components via the so-called primitive Heegner divisors. The remaining part of this section aims to rewrite the generators of the rays \( \mathbb{R}_{\geq 0} \cdot \psi_t(V_s) \) given by Corollary 8.2 in terms of primitive Heegner divisors. Eventually, we deduce that the accumulation cone of \( \mathcal{C}_{X_\Gamma} \) is the cone generated by the intersections of the primitive Heegner divisors with the Hodge class \( \{\omega\} \).

From now on, we consider only orthogonal Shimura varieties \( X_\Gamma \) arising from \( \Gamma = O^+(L) \), where \( L \) is a even unimodular lattice of signature \((b,2)\), with \( b > 2 \).

We avoid to propose here a formal definition of the primitive Heegner divisors \( \{H_s^{\text{prim}}\} \) in \( \text{Pic}(X_\Gamma) \), since the construction, using primitive lattice vectors of \( L \), is similar to the one of the special cycles given in Section 4.1. We refer instead to [BM19, Section 4] for details.

Since \( L \) is unimodular and \( \Gamma = O^+(L) \), [BM19, Lemma 4.3] implies that every primitive Heegner divisor is twice an irreducible orthogonal Shimura subvariety of \( X_\Gamma \). Moreover \( \{H_s\} \) decomposes in primitive Heegner divisors as
\begin{equation}
\{H_s\} = \sum_{t \mid s} \{H_{s/t^2}^{\text{prim}}\}, \quad \text{for every positive integer } s,
\end{equation}
for every positive integer \( s \).
and conversely the primitive Heegner divisor \( \{ H_{s/|s|^2}^{\text{prim}} \} \) may be rewritten as
\[
\{ H_{s/|s|^2}^{\text{prim}} \} = \sum_{t^2|s} \mu(t) \{ H_{s/t^2} \}.
\]

These are respectively \([BM19, \text{Section 4, (17)}]\) and \([BM19, \text{Lemma 4.2}].\)

**Corollary 8.3.** For every positive integer \( s \), the image of the ray \( \mathbb{R}_{\geq 0} \cdot V_s \) under \( \psi_T \) is generated by a primitive Heegner divisor intersected with the Hodge class \( \omega \). More precisely
\[
\psi_T(\mathbb{R}_{\geq 0} \cdot V_s) = \mathbb{R}_{\geq 0} \cdot \left( \{ H_{s/|s|^2}^{\text{prim}} \} \cdot \{ \omega \} \right).
\]

**Proof.** It is enough to rewrite the generator of \( \psi_T(\mathbb{R}_{\geq 0} \cdot V_s) \) given by Corollary 8.2 using (8.5). \( \square \)

9. **Further generalizations**

In this section we explain how to use the same pattern of this chapter to investigate the geometric properties of the cones of special cycles of higher codimension, via vector valued Siegel modular forms.

Let \( X \) be an orthogonal Shimura variety associated to a unimodular lattice \( L \) of signature \((b, 2)\), as in Section 4.1. Some of the ideas of this chapter extend to the cases of special cycles of codimension \( g \geq 3 \), as follows. With an analogous argument as in Section 4.2, the rational polyhedrality of the cones in \( \text{CH}^g(X) \otimes \mathbb{Q} \) generated by the special cycles \( \{ Z(T) \} \), associated to symmetric half-integral positive semi-definite \( g \times g \) matrices \( T \) of fixed rank, is implied by the analogous statement on cones of functionals \( c_T \) of genus \( g \) Siegel modular forms with weight \( k = 1 + b/2 \).

Let \( M^k_g(\mathbb{Q}) \) (resp. \( S^k_g(\mathbb{Q}) \)) be the space of Siegel modular forms (resp. Siegel cusp forms) of genus \( g \) and weight \( k \). It is well-known that \( M^k_g(\mathbb{Q}) \) splits in a direct sum between \( S^k_g(\mathbb{Q}) \), the space generated by the Siegel Eisenstein series \( E^k_g \) of genus \( g \), and the spaces of Klingen Eisenstein series associated to Siegel cusp forms of lower genus; see \([Kli90, \text{p. 73, Theorem 2}]\).

To the best of our knowledge, a clear growth of the coefficients of Klingen Eisenstein series, as in \([BD18]\) for genus \( 2 \), is not available in literature. For this reason, a generalization of this chapter in genus \( g \geq 3 \) seems not yet possible.

Nevertheless, we remark that the cones generated by the functionals \( c_T \) in \( M^k_g(\mathbb{Q})^* \) with \( \text{rk} T = 1 \) (or \( \text{rk} T = 2 \)) can be deduced with the results of this notes, following the same idea of the proof of Theorem 4.11 (i).

Another interesting problem is to deduce the geometric properties of the cones of special cycles on orthogonal Shimura varieties \( X \) associated to lattices which are non-unimodular.

Since Kudla’s modularity conjecture is proved in \([BWR15]\) in full generality, Proposition 4.10 may be generalized for coefficient extraction functionals associated to vector valued Siegel modular forms of genus \( g \), with respect to the so-called *Weil representation* \( \rho_{L,g} \); see \([Bru02, \text{Section 1.1}]\) and \([Zha09, \text{Section 2.1}]\) for the definition of \( \rho_{L,g} \).

The main obstacle to this approach are the properties of the Fourier coefficients of such vector valued modular forms. In fact, to the best of our knowledge, not only the growths of the coefficients of the Siegel Eisenstein series and the Klingen Eisenstein series are not yet clear, but also an explicit “Coefficient Formula” to compute them is missing, even in the case of genus \( 2 \).

For certain non-degenerate quadratic spaces over totally real fields of finite degree, an analogous construction of orthogonal Shimura varieties (and of special cycles) holds; see
e.g. [Mae19, Section 1.1]. Kudla’s modularity conjecture has been recently proved also for these generalizations, assuming the Beilinson–Bloch conjecture; see [Mae19, Theorem 1.6] and [Kud19, Theorem 1.1]. In this setting, the generating series of special cycles is a Hilbert–Siegel modular form, with values in the Chow ring. Since Proposition 4.10 may generalize to these kind of modular forms, it might be interesting to study also cones of coefficient extraction functionals associated to Hilbert–Siegel modular forms.

10. Examples of convex hulls in \(C_k\) for fixed \(m\)

Let \(k\) be an integer such that \(k > 4\) and \(k \equiv 2 \mod 4\). To make Theorem 5.6 and Proposition 6.3 as clear as possible, in this section we compute explicitly the convex hull in \(C_k\) generated by the points \(Q_m(\lambda)\), where \(\lambda \in \mathcal{L}_{m,k}\), for \(m = 4\) and 36. As usual, see Section 5, we represent the coefficient extraction functionals \(c_T\) associated to matrices \(T \in \Lambda_k^+\) as vectors in \(\mathbb{Q}^{\dim M_2}\) over a basis of the form

\[
E_2^k, E_{2,1}^k(f_1), \ldots, E_{2,1}^k(f_r), F_1, \ldots, F_{\nu}.
\]

10.1. Case \(m = 4\). Let \((\mathbb{R}_{\geq 0} \cdot c_{T_j})_{j \in \mathbb{N}}\) be a sequence of rays in \(C_k\) associated to reduced matrices in \(\Lambda_k^+\) of the form \(T_j = \left( \begin{smallmatrix} r_j & r_j / 4 \\ \end{smallmatrix} \right)\), with increasing determinant and bottom-right entry fixed to \(m = 4\). As we observed in Section 5.1, all accumulation rays in \(C_k\) arising from such sequences are of the form \(\mathbb{R}_{\geq 0} \cdot Q_4(\lambda_2)\), where

\[
Q_4(\lambda_2) = \left( \begin{array}{ccc}
\zeta \alpha_4(1, f_1) + \zeta \lambda_2 \alpha_4(2, f_1) \\
\vdots \\
\zeta \alpha_4(1, f_r) + \zeta \lambda_2 \alpha_4(2, f_r) \\
0 \\
\vdots \\
0
\end{array} \right), \quad \text{for some } \lambda_2 \in \mathcal{L}_{k,4},
\]

where we abbreviate \(\zeta = (1 - k) / 2\). As usual, we may suppose that the sequence of ratios \(a_k^2(T_j^2) / a_k^2(T_j)\) is convergent, and we denote its limit by \(\lambda_2\). With the same notation of Proposition 3.23, we compute

\[
\begin{align*}
\alpha_4(1, f) &= \frac{c_4(f) - c_1(f)}{\sigma_{k-4}(4) - 1}, \\
\alpha_4(2, f) &= c_1(f) - \alpha_4(1, f), \\
\alpha_4(1, f) + \lambda_2 \alpha_4(2, f) &= (1 - \lambda_2) \alpha_4(1, f) + \lambda_2 c_1(f),
\end{align*}
\]

for every cusp form \(f \in S_k^1\).

Recall that \(V_s = (1, \zeta \cdot \alpha_4(1, f_1), \ldots, \zeta \cdot \alpha_4(1, f_r), 0, \ldots, 0)^t\) for every positive integer \(s\). We deduce from (10.1) that the points \(Q_4(\lambda_2)\) lie on the segment connecting \(V_1\) with \(V_4\). This verifies Theorem 5.6 for \(m = 4\), since the segment above is the convex hull over \(\mathbb{R}\) generated by \(V_1\) and \(V_4\). More explicitly, these points satisfy the formula

\[
Q_4(\lambda_2) = (1 - \lambda_2)V_4 + \lambda_2 V_1.
\]

By Corollary 3.14 and Proposition 3.16, whenever \(V_1\) and \(V_4\) are different, there are infinitely many points \(Q_4(\lambda_2)\), which accumulate towards some \(Q_4(\lambda_2')\), where \(\lambda_2'\) is a special limit in \(E_{k,4}(4^2)\). The number of such accumulation points is finite; see Remark 3.13. Figure 1 represents the general case of such arrangement of points.

We recall that \(P_s = (1, \zeta \cdot c_s(f_1) / \sigma_{k-1}(s), \ldots, \zeta \cdot c_s(f_r) / \sigma_{k-1}(s), 0, \ldots, 0)^t\), for every positive integer \(s\). If \(s\) is squarefree, the points \(P_s\) and \(V_s\) coincide. The point \(P_4\) is
in the segment generated by $V_1$ and $V_4$. In fact, it is easy to see by (10.1) that if $\lambda = 1/\sigma_{k-1}(4)$, then
\[
(1 - \lambda)\alpha_4(1, f) + \lambda\alpha_1(f) = \frac{c_4(f)}{\sigma_{k-1}(4)}, \quad \text{for every } f \in S^k_1.
\]
This is a direct check of Proposition 6.3 for $s = 4$.

10.2 Case $m = 36$. Since this example is similar to the previous one, we omit some details. Consider all accumulation rays given by sequences of reduced matrices $(T_j)_{j \in \mathbb{N}}$ of increasing determinant and bottom-right entries fixed to $m = 36$. These rays are generated by
\[
Q_{36}(\lambda_2, \lambda_3, \lambda_6) = \left(\sigma_{36}(1, f_1) + \sigma_{36}(2, f_1) + \sigma_{36}(3, f_1) + \sigma_{36}(6, f_1) \right)_{\lambda_3, \lambda_2, \lambda_6},
\]
for some $(\lambda_2, \lambda_3, \lambda_6) \in \mathcal{L}_{k,36}$. Via simple computations we deduce that
\[
\begin{align*}
\alpha_{36}(1, f) &= \frac{c_{36}(f) - c_9(f) - c_4(f) + c_1(f)}{\sigma_{k-1}(36) - \sigma_{k-1}(9) - \sigma_{k-1}(4) + 1}, \\
\alpha_{36}(2, f) &= \frac{c_9(1, f) - \alpha_{36}(1, f)}, \\
\alpha_{36}(3, f) &= \frac{c_4(1, f) - \alpha_{36}(1, f)}, \\
\alpha_{36}(6, f) &= \frac{c_1(f) - \alpha_{36}(1, f) - \alpha_{36}(1, f) + \alpha_{36}(1, f)}, \\
\alpha_{36}(1, f) + \lambda_2\alpha_{36}(2, f) + \lambda_3\alpha_{36}(3, f) + \lambda_6\alpha_{36}(6, f) &= \\
&= \left(1 - \lambda_2 - \lambda_3 + \lambda_6\right)\alpha_{36}(1, f) + \left(\lambda_2 - \lambda_6\right)\alpha_9(1, f) + \left(\lambda_3 - \lambda_6\right)\alpha_4(1, f) + \lambda_6\alpha_1(f),
\end{align*}
\]
for every $f \in S^k_1$. Hence, it is clear that
\[
Q_{36}(\lambda_2, \lambda_3, \lambda_6) = \left(1 - \lambda_2 - \lambda_3 + \lambda_6\right)V_{36} + \left(\lambda_2 - \lambda_6\right)V_9 + \left(\lambda_3 - \lambda_6\right)V_4 + \lambda_6V_1.
\]
By Lemma 3.10 and Corollary 3.17, it follows that
\[
\lambda_3, \lambda_2 < 1 \quad \text{and} \quad \lambda_6 \leq \lambda_3, \lambda_2.
\]
The inequality $1 - \lambda_2 - \lambda_3 + \lambda_6 \geq 0$ is less trivial, but was proved in (5.6) by means of multiplicative arithmetic functions. This implies that $Q_{36}(\lambda_2, \lambda_3, \lambda_6)$ is contained in the convex hull generated by $V_1, V_4, V_9$ and $V_{36}$.

Remark 10.1. Suppose that the convex hull generated by $V_1, V_4, V_9$ and $V_{36}$ is a simplex of dimension 3. Since every point in a simplex can be written as a convex sum of the vertices of the simplex in a unique way, we deduce that for different values $(\lambda_2, \lambda_3, \lambda_6) \in \mathcal{L}_{k,m}$ we have different points $Q_{36}(\lambda_2, \lambda_3, \lambda_6)$. Under this hypothesis, Corollary 3.19 implies that the points $Q_{36}(\lambda_2, \lambda_3, \lambda_6)$ accumulate towards an infinite number of points of $\text{Conv}_R\{V_1, V_4, V_9, V_{36}\}$.

The point $P_{36}$ lie in the convex hull given by $V_1, V_4, V_9$ and $V_{36}$. In fact, it is easy to check that
\[
P_{36} = \left(1 - \lambda - \lambda' + \lambda''\right)V_{36} + \left(\lambda - \lambda''\right)V_9 + \left(\lambda' - \lambda''\right)V_4 + \lambda''V_1.
\]
with $\lambda = 1/\sigma_{k-1}(4)$, $\lambda' = 1/\sigma_{k-1}(9)$ and $\lambda'' = 1/\sigma_{k-1}(36)$. This is a direct check of Proposition 6.3 for $s = 36$. 
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