Plausibility of ultraviolet burst generation in the low solar chromosphere
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ABSTRACT

Context. Ultraviolet (UV) bursts and Ellerman bombs (EBs) are small-scale magnetic reconnection events taking place in the highly stratified, low solar atmosphere. The plasma density, reconnection mechanisms, radiative cooling and transfer processes clearly differ from one layer of the atmosphere to the next. In particular, EBs are believed to form in the upper photosphere or the low chromosphere. It is still not clear whether UV bursts have to be generated at a higher atmospheric layer than the EBs or whether both UV bursts and EBs can occur in the low chromosphere.

Aims. We numerically studied the low β magnetic reconnection process around the solar temperature minimum region (TMR) by including more realistic physical diffusions and radiative cooling models. We aim to find out whether UV bursts may occur in the low chromosphere and to investigate the dominant mechanism that accounts for heating in the UV burst in the chromosphere.

Methods. We used the single-fluid magnetohydrodynamic (MHD) code NIRVANA to perform the simulations. The time-dependent ionization degrees of hydrogen and helium are included in the code, which lead to a more realistic magnetic diffusion caused by electron-neutral collision and ambipolar diffusion. A more realistic radiative cooling model is also included in the simulations. The initial mass density and temperature are \(1.66057 \times 10^{-6} \text{ kg m}^{-3}\) and 4400 K, respectively, values that are typical for the plasma environment around TMR.

Results. Our results in high resolution indicate that the plasmas in the reconnection region are heated up to more than 20000 K if the reconnecting magnetic field is as strong as 500 G, which suggests that UV bursts can be generated in the dense low chromosphere. The dominant mechanism for producing the UV burst in the low chromosphere is heating, as a result of the local compression in the reconnection process. The thermal energy occurring in the reconnection region rapidly increases after the turbulent reconnection mediated by plasmoids is invoked. The average power density of the generated thermal energy in the reconnection region can reach over 1000 erg cm\(^{-3}\) s\(^{-1}\), which is comparable to the average power density accounting for a UV burst. With the strength of the reconnecting magnetic field exceeding 900 G, the width of the synthesized Si IV 1394 Å line profile with multiple peaks can reach up to 100 km s\(^{-1}\), which is consistent with observations.
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1. Introduction

Partially ionized plasma exists in many astrophysical environments. The process of interaction among the neutrals and ionized plasmas that affects magnetic reconnection is still an open question. The low solar atmosphere is naturally a good laboratory for providing suitable opportunities to study magnetic reconnection in partially ionized plasma. Numerous small-scale events of reconnection in the low solar atmosphere have been observed in multi-wavelengths by advanced solar telescopes of high resolution and the fine structures of these events have also been recognized (e.g., Peter et al. 2014; Xue et al. 2016; Tian et al. 2018; Huang et al. 2018; Romano et al. 2019; da Silva Santos et al. 2020; Yan et al. 2020; Song et al. 2020; Joshi et al. 2021; Rast et al. 2021; Hou et al. 2021).

One of the most important discoveries by the Interface Region Imaging Spectrograph (IRIS; De Pontieu et al. 2014) is the UV burst (e.g., Peter et al. 2014; Tian et al. 2016; Grubecka et al. 2016; Young et al. 2018; Vissers et al. 2019; Chen et al. 2019a,b), which is a small, intense transient brightening seen in ultraviolet images. Observational results indicate that the local heating in UV bursts is mainly caused by magnetic reconnection in the low solar atmosphere. Such UV bursts have strong emissions in Si IV 1400 Å and are also bright in 1600 Å and 1700 Å. A strong emission in Si IV 1400 Å requires a temperature \(\sim 2 \times 10^{4}\) K below the middle chromosphere or \(\sim 8 \times 10^{4}\) K in the upper chromosphere (Rutten 2016). The plasma density in the low chromosphere is about two to five orders of magnitude higher than those above the middle chromosphere (Avrett & Loeser 2008). The broad discrepancies in terms of the plasma environments can result in different magnetic reconnection mechanisms at different chromospheric layers (Ni et al. 2020, 2018b; Jara-Almonte et al. 2019, 2021).

The 3D Radiation Magnetohydrodynamics (RMHD) simulations carried out by Hansteen et al. (2019) show that the current
sheet with UV emissions is essentially located above the middle chromosphere, which is also supported by the recent radiative hydrodynamic simulations by revisiting the spectral features of the UV bursts (Hong et al. 2021). We point out, on the other hand, that the reconnection process that accounts for the UV burst, in the simulation of Hansteen et al. (2019), was driven by the numerical diffusion. Furthermore, the non-LTE (non-local thermal equilibrium) inversion of the Swedish 1-m Solar Telescope (SST; Scharmer et al. 2003) and the IRIS data (Vissers et al. 2019) indicates that the high temperature (up to $2 \times 10^4$ K) events could appear around TMR; compared with the results of LTE inversion, the emission in Si IV could be seen at a lower altitude.

In the past few years, several teams have focused on studies of magnetic reconnection mechanisms in the partially ionized plasma in the low solar atmosphere (e.g., Sakai & Smith 2008; Leake et al. 2012, 2013; Murphy & Lakin 2015; Ni et al. 2015, 2018a; Alvarez Laguna et al. 2017; Singh et al. 2019; Peter et al. 2019; Jara-Almonte et al. 2019). For the first time, 2.5D single-fluid MHD simulations at high resolution which include physical diffusions have shown that the plasma in the low chromosphere can be heated above tens of thousands of Kelvin in a low $\beta$ magnetic reconnection process (Ni et al. 2015). However, the time-independent ionization degree has resulted in an underestimation of the radiative cooling from the reconnection region in previous works (Ni et al. 2015, 2016, 2021) and it also leads to overestimation of magnetic diffusion due to the electron-neutral collision, as well as of the ambipolar diffusion due to the separation of ions from neutrals. Subsequent reactive multi-fluid MHD simulations that included the interaction among ions and neutrals proved that the non-equilibrium ionization-recombination makes the temperature increase more difficult, but the plasma around TMR can still be heated to a temperature above 20 000 K when the reconnection magnetic field is stronger than 500 G (Ni et al. 2018a,b). Such a strong magnetic field of several hundred to several thousand Gauss in the low solar atmosphere is usually observed or derived from magnetic field extrapolations in active regions (e.g., Yan et al. 2017; Leenaarts et al. 2018; Getling & Buchnev 2019; Wang et al. 2020).

In order to investigate if the temperature in the low chromosphere can be heated up to above 20 000 K by magnetic reconnection to form UV bursts, more accurate physical diffusivities as well as a better radiative cooling model are needed. Previous multi-fluid MHD simulations in the low chromosphere have indicated that the ionized plasma and neutrals are well coupled and no significant difference exists between the ion temperature and neutral temperature in the low $\beta$ reconnection process (Ni et al. 2018a). Therefore, it is still reasonable to use the single-fluid MHD simulation to study low $\beta$ reconnection processes such as UV bursts.

In this work, we optimize the one-fluid MHD code NIRVANA (version 3.8; Ziegler 2011) and we consider the time-dependent ionization degree. We include both hydrogen and helium in the simulation to get more accurate ambipolar diffusion and magnetic diffusion caused by the electron-neutral collision. Two different radiative cooling models are applied to studying the effect of radiative cooling on magnetic reconnection. The time-dependent ionization degrees make the radiative cooling process and the related physical diffusivities more realistic than previous one-fluid MHD simulations (Ni et al. 2015, 2016, 2021). The rest of the paper is structured as follows. The model and numerical approach are described in Sect. 2. Our results and the associated discussions are presented in Sect. 3. We offer our summary and outlook for the future in Sect. 4.

## 2. Numerical setup

### 2.1. MHD equations and important coefficients

In this work, we assume that the plasmas are composed with hydrogen atoms, helium atoms, electrons, and ions contributed by ionized hydrogen and helium. All the components are considered as one fluid, and the decoupling of ions and neutrals are embodied by the ambipolar diffusion effect. The optimized single-fluid MHD code NIRVANA is applied to implement the 2.5D MHD simulations. The solved MHD equations are as follows:

$$\frac{\partial \rho}{\partial t} = -\nabla \cdot (\rho \mathbf{u}),$$

$$\frac{\partial (\rho \mathbf{u})}{\partial t} = -\nabla \rho + \left( \frac{1}{2\mu_0} | \mathbf{B} |^2 - \frac{1}{\mu_0} \mathbf{BB} \right) \mathbf{u} + \nabla \tau_S,$$

$$\frac{\partial \rho e}{\partial t} = -\nabla \left( \rho \mathbf{u} \cdot \mathbf{E} + \mathbf{u} \cdot \nabla \rho e \right) + \nabla \left( \frac{1}{\mu_0} (\mathbf{u} \cdot \mathbf{B}) \mathbf{B} \right) + \nabla \left( \mathbf{B} \cdot \mathbf{E} \right) + \frac{Q_{rad} + H}{\mu_0},$$

$$\frac{\partial \mathbf{B}}{\partial t} = \nabla \times (\mathbf{u} \times \mathbf{B} - \eta \nabla \times \mathbf{B} + \mathbf{E}_{AD}),$$

$$\mathbf{E} = \frac{\mathbf{p}}{\gamma - 1} + \frac{1}{2\mu_0} | \mathbf{B} |^2,$$

$$p = \frac{(1.1 + Y_{\text{H}} + 0.1 Y_{\text{He}}) \rho}{1.4 n_l} k_B T,$$

where $\rho$, $\mathbf{u}$, $\mathbf{B}$, $T$, $e$, $Y_{\text{H}}$, $Y_{\text{He}}$ are the mass density, fluid velocity, magnetic field, thermal pressure, temperature, total energy density, and ionization fractions of hydrogen and helium, respectively. The number density of the total helium is assumed to be 10% of the total hydrogen, and we only consider the primary ionization of helium. Also, $m_i$ is the mass of proton, and $k_B$ is the Boltzmann constant. We set the ratio of specific heats as $\gamma = 5/3$. The stress tensor is $\tau_S = \xi \left( | \nabla \mathbf{u} |^2 - \frac{2}{3} (\nabla \cdot \mathbf{u}) I \right)$, where $\xi$ is the dynamic viscosity coefficient and its unit is kg m$^{-1}$ s$^{-1}$. Since the current sheet we study in this work is assumed to be parallel to the solar surface, we ignore the gravity and the initial plasma density is taken as a constant. The maximum temperature in our simulation is about tens of thousands of Kelvin, the heat conduction does not play a significant role (Ni et al. 2021) and can be ignored in this work. Functions $Q_{rad}$ and $H$ refer to radiative cooling and heating in the energy equation, which will be described in greater detail later in this paper.

We include the physical magnetic diffusion in our simulations (Khomenko & Collados 2012), which is given by:

$$\eta = \eta_0 + \frac{m_e v_{ei}}{e^2 \mu_0 n_0} + \frac{m_e v_{en}}{e^2 \mu_0 n_0},$$

where $m_e$ is the mass of the electron, $v_{ei}$ is the electron charge, $\mu_0$ is the magnetic permeability coefficient in vacuum, $n_e$ is the electron density calculated as $n_e = \rho(Y_{\text{H}} + 0.1 Y_{\text{He}})/(1.4 n_l)$, $v_{ei}$, and $v_{en}$ are frequencies of electron-ion and electron-neutral collisions, respectively, which are determined more accurate here.
than before (Ni et al. 2015, 2016) such that:

\[\nu = \frac{n_e n_i \Lambda}{3 m_e^2 e^4} \left( \frac{m_e}{2 \pi k_B T} \right)^{3/2},\]  
\[\nu_{en} = \frac{8 k_B T}{\pi m_e} \sigma_{en},\]  

where \(\epsilon_0\) is the permittivity of vacuum, \(\Lambda\) is the Coulomb logarithm, \(n_e\) is the number density of the neutral particles, and \(\sigma_{en}\) is the collision cross section. \(m_{en} = m_e m_n/(m_e + m_n)\); we can obtain \(m_{en} \approx m_e\) because the mass of the neutral particle \(m_n\) is much greater than the electron mass \(m_e\). The expression of \(\Lambda\) is given by:

\[\Lambda = 23.4 - 1.15 \log_{10} n_e + 3.45 \log_{10} T,\]  

with \(n_e\) expressed in cgs units and \(T\) in eV. Since we include the helium, the collision frequency \(\nu_{en}\) is contributed by collisions between electrons and neutral hydrogen and collisions between electrons and neutral helium, respectively. Therefore, \(\nu_{en}\) can be written into the following formulæ:

\[\nu_{en} = n_{nHe} \frac{8 k_B T}{\pi m_e} \sqrt{\frac{2}{m_e}} \sigma_{e-nHe} + n_{nH} \frac{8 k_B T}{\pi m_e} \sqrt{\frac{2}{m_e}} \sigma_{e-nH},\]  

where \(n_{nHe} = 0.1 p ((1 - Y_{He})/(1.4 m_i))\) is the number density of the neutral helium and \(n_{nH} = \rho ((1 - Y_{H})/(1.4 m_i))\) is the number density of the neutral hydrogen. Also, \(\sigma_{e-nHe}\) and \(\sigma_{e-nH}\) are the cross sections for electron-neutral helium collision and electron-neutral hydrogen collision, respectively. We take \(\sigma_{e-nHe} = 2 \times 10^{-19}\) m\(^2\) and \(\sigma_{e-nH} = \sigma_{e-nHe}/3\) according to Vranjes & Krstic (2013). Then, the magnetic diffusions can be calculated as:

\[\eta_{ei} = 1.0246 \times 10^8 A^{-1.5},\]  
\[\eta_{en} = 0.0351 \sqrt{\frac{2 T}{Y_{He} + 0.1 Y_{He}}} + 0.1 Y_{He},\]  

The unit for \(\eta_{ei}\) and \(\eta_{en}\) in Eqs. (12) and (13) is m\(^2\) s\(^{-1}\).

The ambipolar diffusion electric field \(E_{AD}\) in the energy Eq. (3) and induction Eq. (4) is given by:

\[E_{AD} = -\frac{1}{\rho_n} \frac{\partial}{\partial n} \left( \frac{1}{\nu_{nH}} \right) \times B,\]  

where \(E_{AD}\) is the ambipolar diffusion coefficient. The formula of \(\eta_{AD}\) is as below (Khomenko & Collados 2012; Ni et al. 2020):

\[\eta_{AD} = \frac{\rho_n \nu_{mi} + \rho_e \nu_{en}}{\rho_n},\]  

\[\rho_n/\rho = 0.4 (1 - Y_{He}) + (1 - Y_{H}),\]  

\[\rho_n \nu_{mi} = \rho_{iH} n_{nH} \frac{8 k_B T}{\pi m_i} \sqrt{2/9} \sigma_{iH-nH} + \rho_{iHe} n_{nHe} \frac{8 k_B T}{\pi m_i} \sqrt{2/9} \sigma_{iHe-nHe} + \rho_{iHe} n_{nHe} \frac{8 k_B T}{\pi m_i} \sqrt{2/9} \sigma_{iHe-nHe},\]  

where \(\rho_{iH} = \rho Y_{iH}/1.4\) is the ionized hydrogen density, \(\rho_{iHe} = 0.4 \rho Y_{iHe}/1.4\) is the ionized helium density, and \(\sigma_{iH-nH}, \sigma_{iHe-nHe},\) and \(\sigma_{iHe-nHe}\) are the cross sections for ionized hydrogen-neutral hydrogen collision, ionized hydrogen-neutral helium collision, ionized helium-neutral hydrogen collision, and ionized helium-neutral helium collision, respectively. We take \(\sigma_{iH-nH} = 1.5 \times 10^{-18}\) m\(^2\), \(\sigma_{iHe-nHe} = \sigma_{iHe-nHe}/\sqrt{3}\) based on a previous calculations of integral elastic cross sections (Barata & Conde 2010; Vranjes & Krstic 2013). The electron collision part is written as:

\[\rho_n \nu_{en} = \rho_e n_{nH} \frac{8 k_B T}{\pi m_e} \sqrt{2/9} \sigma_{e-nHe} + \rho_e n_{nHe} \frac{8 k_B T}{\pi m_e} \sqrt{2/9} \sigma_{e-nHe}.\]  

Since \(\eta_{ei}/\sqrt{\nu_{en}} < \rho_{iHe}/\sqrt{\nu_{en}}\) and \(\sigma_{e-nHe} < \sigma_{e-nH} < \sigma_{iHe-nHe}\), we ignore the electron collision in Eq. (18), and the ambipolar diffusion coefficient is simplified as \(\eta_{AD} = (\rho_{iH}/\rho)^2/\nu_{mi}\).

Since neither the Saha ionization equilibrium nor the coronal equilibrium are valid in the chromosphere, we use the temperature-dependent ionization degree based on the RADYN test atmosphere results by solving the radiative transfer equations (Carlsson & Leenaarts 2012). The temperature-dependent \(Y_{iH}\) and \(Y_{iHe}\) are shown in Fig. 1. We point out that the ionization degree of hydrogen from the tests shows a spread around the fitted curves (Carlsson & Leenaarts 2012). Therefore, the actual magnetic diffusion caused by electron-neutral collision and ambipolar diffusion could be overestimated or underestimated when we follow the curve of \(Y_{iHe}\) in Fig. 1. The curve of \(Y_{iHe}\) (as shown in Fig. 1) is a good fit down to 50% ionization at \(T = 10^4\) K, but it underestimates the amount of HeI from there to \(T = 3.5 \times 10^4\) K, which causes the magnetic diffusion due to electron-neutral collision and ambipolar diffusion to be underestimated in this temperature range.

However, we note that the neutral number densities of hydrogen and helium always decrease with temperature; this trend will not change and the diffusions caused by neutrals will no longer dominate when the plasma is heated to a high temperature to generate UV emissions no matter whether the spread exists or not. Therefore, the spread around the fitted curves does not change the main results and conclusions of this work.

The dynamic viscosity in energy Eq. (3) is given by:

\[\xi = \xi_i + \xi_e = \frac{n_e k_B T}{v_{mi}} \frac{n_i k_B T}{v_{mi}},\]  

where \(\xi_i\) and \(\xi_e\) are the viscosity coefficients contributed by ions and neutrals, respectively. The collision frequencies, \(v_{mi}\) and \(v_{mi}\), are given as below (Leake et al. 2013):

\[v_{mi} = n_e \sigma_{en} \frac{16 k_B T}{\pi m_i},\]  
\[v_{mi} = \frac{n_e^2 \Lambda}{m_i^2 e_0} \left( \frac{m_i}{2 \pi k_B T} \right)^{3/2}.\]  

In this work, we simply ignore the contribution from helium for calculating the viscosity coefficients and put the constant values of \(e_0, m_i, e_0\) and \(k_B\) into Eq. (21), then Eq. (19) can be written as:

\[\xi = \xi_i + \xi_e = 1.63 \times 10^{-16} T^{5/2} + \frac{\sqrt{\pi m_e k_B T}}{4o_{nHe-nHe}}.\]
The momentum transfer cross section is then used to calculate the viscosity and we take \( \sigma_{\text{nl}} = 1 \times 10^{-18} \text{ m}^2 \) and \( \Lambda \approx 10 \), then the above equation is calculated as:

\[
\xi = \xi_i + \xi_n \approx 0.671 \times 10^{-7} \sqrt{T} + 1.631 \times 10^{-17} T^2 \sqrt{T}.
\]

(23)

Since the viscosity coefficient increases with the plasma temperature and the maximum temperature in the simulation domain in this work is \( \approx 8 \times 10^6 \text{ K} \), we can find that the maximum value of the second term in (23) is normally comparably or much smaller than the first term \( 0.671 \times 10^{-7} \sqrt{T} \). Therefore, we simply take:

\[
\xi = 10^{-7} \sqrt{T}.
\]

(24)

2.2. Radiative cooling models

The radiative cooling is very complicated and important in the chromosphere. In order to investigate the effect of radiative cooling on magnetic reconnection, we included two different radiative cooling models (\( Q_{\text{rad1}} \) and \( Q_{\text{rad2}} \)) in different cases. The chromospheric radiative energy balance is dominated by a small number of strong lines from neutral hydrogen, singly ionized calcium, and singly ionized magnesium (Vernazza et al. 1981).

Carlsson & Leenaarts (2012) derived a reasonable simple radiative cooling model for the chromosphere based on the three lines. Such a radiative cooling model is applied in this work and given by:

\[
Q_{\text{rad1}} = - \sum_{X=\text{H, Mg, Ca}} L_{Xm}(T) E_{Xm}(\tau) N_{Xm} N_I m_0 n_H \rho / n_e \rho, \tag{25}
\]

where \( L_{Xm}(T) \) is the optically thin radiative loss function varying with temperature \( T \), per electron and per particle of element \( X \) in ionization stage \( m \), \( E_{Xm}(\tau) \) is the escape probability as a function of the depth parameter \( \tau \), \( \delta_{Xm} \) is the fraction of element \( X \) that is in ionization stage \( m \), \( N_{Xm} \) is the abundance of element \( X \), and \( n_H / \rho = 4.407 \times 10^{23} \text{ g}^{-1} \) is the number of hydrogen particles per gram of chromospheric material.

Since we assume the current sheet is located in the low solar chromosphere around the solar TMR and parallel to the solar surface in this work, the large optical depth there makes the escape probability of photons from H I line be zero. Therefore, the radiative cooling at such an altitude is mainly contributed by Ca II and Mg II lines. The escape probability of photons from Ca II and Mg II lines are given by \( E_{\text{CaII}} = 1.59 \times 10^{-2} \) and \( E_{\text{MgII}} = 5.9867 \times 10^{-2} \) for the region near TMR (Carlsson & Leenaarts 2012). We can get the abundances of Ca and Mg as \( A_{\text{Ca}} = 2.042 \times 10^{-6} \) and \( A_{\text{Mg}} = 3.388 \times 10^{-5} \) according to the solar atmosphere model (Avrett & Loeser 2008). The units in Carlsson & Leenaarts (2012) are CGS and we transform the units into that of SI for the purposes of this work. We only turned on this radiative cooling model when the temperature was higher than 4434 K. Otherwise, \( Q_{\text{rad1}} = 0 \). We set the heating term \( H = 0 \) when \( Q_{\text{rad1}} \) was applied to the simulation. Since the initial temperature is lower than 4434 K, both the cooling and the heating vanish at \( t = 0 \) in this scenario.

Another radiative cooling model that has also been used in the previous works (Ni et al. 2015, 2016) is given by (Gan & Fang 1990):

\[
Q_{\text{rad2}} = -1.547 \times 10^{-42} n_h \rho e \alpha T^4, \tag{26}
\]

where \( n_h \) is the number density of the total hydrogen, \( \alpha \) is a parameter that depends on the altitude of the solar atmosphere, equal to about \( 1.805 \times 10^{-8} \) at TMR. Initially, we set \( H = 1.547 \times 10^{-42} n_h \rho e \alpha T^4 \) when the \( Q_{\text{rad2}} \) is applied in the simulation, where \( T_0 \) is the initial temperature, and \( n_0 \) and \( n_{10} \) are the initial electron and total hydrogen number densities, respectively. When \( t > 0 \), \( H \) is turned off. Such a heating term is included to make \( Q_{\text{rad}} + H = 0 \) and the system in equilibrium at the beginning to avoid possible artificial effects in the simulation. Since the radiative cooling increases with the density of electron and temperature, the initial radiative cooling effect is small compared to that in the late stage of reconnection.

2.3. Initial setups

In this work, we performed simulations for several cases to investigate the effects of different physical processes and to make sure we have enough resolution in our simulations. The same setup in all the cases are described as follows. The simulation domain extends from 0 to \( L_0 \) in the \( x \)-direction and from \(-0.5L_0 \) to \( 0.5L_0 \) in the \( y \)-direction, \( L_0 = 2 \times 10^5 \text{ m} \). The adaptive mesh refinement (AMR) skill is applied to simulations, which start with a base-level grid of 192 × 192. The initial temperature is \( T_0 = 4400 \text{ K} \), and the initial total mass density is \( \rho_0 = 1.66057 \times 10^{-6} \text{ kg} \text{ m}^{-3} \), which are the typical temperature and plasma density around TMR. The horizontal force-free Harris current sheet is used as the initial magnetic configuration in equilibrium (see also, e.g., Ni et al. 2015, 2016 in all the cases):

\[
B_{z0} = -b_0 \tanh[y/(0.05L_0)], \tag{27}
\]

\[
B_{x0} = 0, \tag{28}
\]

\[
B_{y0} = b_0 / \cosh[y/(0.05L_0)]. \tag{29}
\]

The small perturbations of magnetic fields were initialized as below:

\[
b_{x1} = -b_{\text{pert}} \sin \left[ 2\pi (x + 0.5L_0) / L_0 \right] \cos \left[ 2\pi (x + 0.5L_0) / L_0 \right], \tag{30}
\]

\[
b_{y1} = b_{\text{pert}} \cos \left[ 2\pi (x + 0.5L_0) / L_0 \right] \sin \left[ 2\pi (x + 0.5L_0) / L_0 \right], \tag{31}
\]

where \( b_{\text{pert}} = 0.05b_0 \). The initial velocities set to zero. The open boundary conditions are used in the simulations.
Table 1. Differences among four simulation cases.

| Case | Highest AMR levels | Radiative diffusion | Initial magnetic field $b_0$ (T) |
|------|--------------------|---------------------|----------------------------------|
| I    | 9                  | $Q_{\text{rad}1}$   | Yes                              |
| II   | 9                  | $Q_{\text{rad}2}$   | Yes                              |
| III  | 9                  | $Q_{\text{rad}1}$   | Yes                              |
| IV   | 0                  | $Q_{\text{rad}1}$   | Yes                              |

Fig. 2. Distributions of temperature (background color) and magnetic field lines (black solid lines) at three different times in Case I (a) and Case II (b).

In the next section, only the results in four cases are presented. The differences among the four cases are listed as follows. The radiative cooling model $Q_{\text{rad}1}$ is applied in Cases I, III, and IV, with the radiative cooling model $Q_{\text{rad}2}$ applied in Case II. The only difference between Case I and Case III is the initial strength of magnetic fields, $b_0$, such that $b_0 = 0.05$ T in Cases I and II, $b_0 = 0.09$ in Cases III and IV. The highest level of adaptive mesh refinement in Cases I, II, and III is 9, and the corresponding smallest grid size is 2 m. Such a high resolution allows the numerical diffusion to be smaller than the physical diffusions in Cases I, II, and III. The low resolution in Case IV causes the numerical diffusion to dominate in the magnetic reconnection process. Details are presented in Table 1.

3. Results and discussions

3.1. Effects of radiative cooling

Whether the low solar chromosphere can be heated to a temperature up to 20 000 K or even higher is still an open question. This reflects an important issue related to the formation height of the UV burst. In this work, we study magnetic reconnection in a low $\beta$ environment around TMR with more realistic diffusions and radiative cooling.

Figure 2 shows distributions of temperature and magnetic field in the $x$–$y$ plane for both Case I and Case II. Looking into the evolutions in the magnetic field, we find many magnetic islands forming in the unstable reconnection process during the later stage in both cases. These islands have a closed loop with an O-point in the center and they coalesce with the nearby one to grow bigger and bigger. They are also known as plasmoids. Comparing the left and the right panel in Fig. 2, we can find that the temperature distributions are almost the same in the two cases before the unstable reconnection process marked by the formation of plasmoids.

After plasmoid instability takes place, more plasma is heated to high temperatures of about 20 000 K in Case II, with the simple radiative cooling model $Q_{\text{rad}2}$. Only a small fraction of plasma in Case I is heated to high temperatures about 20 000 K till $t = 10.76$ s. However, the maximum temperature reaches a higher value in Case I during the later stage; the maximum temperature reaches above 50 000 K in Case I and it is only about 30 000 K in Case II at around $t = 10.5$ s, as shown in Fig. 5a. Cases I and II are both terminated before $t = 11$ s because of the extremely small time step, it is possible that more plasma could be heated to higher temperature if the simulation could last longer. As shown in Fig. 2, the high temperature plasma is usually located in the regions surrounding plasmoids.

Figure 3 presents the distributions of plasma density in case I and II, which shows that the plasma density becomes nonuniform in the reconnection region after plasmoid instability turns on, and this phenomenon is more obvious in Case I. The dense plasma is concentrated in the head regions of the plasmoids in both cases. The maximum hydrogen density exceeds $4 \times 10^{21}$ m$^{-3}$.
in Case I at $t = 10.76 \text{s}$, but the maximum hydrogen density is much lower in Case II at about the same time. Comparing Figs. 2 and 3, we can find that the high temperature above 20000 K appears in the regions with the hydrogen density in the range of $(2-5) \times 10^{20} \text{m}^{-3}$.

Figure 3 displays the distributions of the plasma density, temperature, and pressure along the vertical white dashed-dotted line shown on the bottom panel in Figs. 2a and 3a. This line crosses a pair of shocks surrounding the big plasmoid, the temperature reaches the peak values around the two shock fronts, the plasma density and pressure sharply increase behind the two shock fronts. Therefore, the temperature increases in these regions are likely due to the shock compression.

Figure 5 shows the time dependent maximum temperature, $T_{\text{max}}$, the maximum velocity in the $x$-direction, $v_{x, \text{max}}$, the maximum velocity in the $y$-direction, $v_{y, \text{max}}$, and the maximum current density in the $z$-direction, $J_{z, \text{max}}$. We can see that the evolution in these variables in Case I is very similar to that in Case II, even after the plasmoid instability appears. However, $T_{\text{max}}$ in Case I starts to become larger than Case II after $t = 9.5 \text{s}$.

Comparing the results in Cases I and II, we conclude that the radiative cooling affects the distributions of the plasma temperature and density in an apparent fashion after plasmoid instability takes place. The radiative cooling model $Q_{\text{rad1}}$ from Carlsson & Leenaarts (2012) generates fewer plasmas to be heated to about 20000 K when the unstable magnetic reconnection process evolves to the same time. The difference between the maximum and minimum densities in Case I with $Q_{\text{rad1}}$ is larger than that in Case II with $Q_{\text{rad2}}$, so does the difference between the maximum and minimum temperatures. In both cases, heating the plasma in the low chromosphere to the temperature up to $2 \times 10^5 \text{K}$ or even above is always possible by turbulent reconnection in the low $\beta$ environment.

As in Case II, magnetic reconnection of the same plasma $\beta$ and the radiative cooling model was also studied by Ni et al. (2016), in which the plasma could be heated up to $10^5 \text{K}$ as the ionization fraction is a constant. In the present work, the temperature-dependent ionization fractions of hydrogen and helium enhance the radiative cooling in the reconnection region by several orders of magnitude, which suppresses the maximum temperature to an apparently low value, say 30000 K. This means that including the temperature-dependent ionization fraction in the simulation is a measure that allows us to duplicate more realistic evolutionary behaviors of the temperature in the reconnection process.

### 3.2. Mechanisms for conversion of magnetic energy into heating

In this portion of the work, we present and discuss the mechanisms for converting magnetic energy into heating via reconnection in the low $\beta$ environment near TMR. Figure 6 displays the time-dependent diffusivity at the principal X-point (PX-point) inside the current sheet in Cases I and II. In order to unify the
units of three diffusion coefficients, we evaluate the ambipolar diffusion in the way of $\eta_{\text{amp}} = \eta_{\text{AD}} B^2/\mu_0$. Initially, the ambipolar diffusion $\eta_{\text{amp}}$ is more than one order of magnitude greater than the magnetic diffusion caused by electron-neutral collision, $\eta_{\text{en}}$, while $\eta_{\text{en}}$ is more than one order of magnitude greater than the magnetic diffusion caused by electron-ion collision, $\eta_{\text{ei}}$. These diffusivities at the $\text{PX}$-point all decrease with time, but $\eta_{\text{amp}}$ and $\eta_{\text{en}}$ decrease much faster than $\eta_{\text{ei}}$. When the plasmoid instability is invoked ($\sim 7\text{ s}$), $\eta_{\text{amp}}$ decreases to a value smaller than $\eta_{\text{ei}}$ at the $\text{PX}$-point. Eventually, $\eta_{\text{en}}$ and $\eta_{\text{amp}}$ are both more than one order of magnitude smaller than $\eta_{\text{ei}}$ at the $\text{PX}$-point. In comparing Figs. 6a,b, we realize that the evolution in these diffusivities at the $\text{PX}$-point are very similar to one another in Cases I and II.

Figure 7 shows the evolution in the average power densities contributed by different heating mechanisms in the reconnection region in Cases I and II. Variables $Q_{\text{ei}}$, $Q_{\text{en}}$, $Q_{\text{amp}}$, $Q_{\text{vis}}$, and $Q_{\text{comp}}$ in Figs. 7a,c are the average power densities of the Joule heating contributed by the magnetic diffusion $\eta_{\text{AD}}$, the viscosity, $\xi$, and compression, respectively. These are evaluated as:

\[ Q_{\text{ei}} = \int_{\text{rec}} \int_{\text{rec}} \frac{1}{2} e \cdot \mathbf{u} \cdot \mathbf{u} \, d\mathbf{r} \, d\mathbf{r}, \]

\[ Q_{\text{en}} = \int_{\text{rec}} \int_{\text{rec}} \frac{1}{2} \mathbf{v} \cdot \mathbf{v} - \frac{1}{2} \mathbf{B}^2 \, d\mathbf{r} \, d\mathbf{r} \]

\[ Q_{\text{amp}} = \int_{\text{rec}} \int_{\text{rec}} \frac{1}{2} \mathbf{B} \cdot \mathbf{B} \, d\mathbf{r} \, d\mathbf{r} \]

\[ Q_{\text{vis}} = \int_{\text{rec}} \int_{\text{rec}} \frac{1}{2} \mathbf{v} \cdot \mathbf{v} - \frac{1}{2} \mathbf{B}^2 \, d\mathbf{r} \, d\mathbf{r} \]

\[ Q_{\text{comp}} = \int_{\text{rec}} \int_{\text{rec}} \mathbf{v} \cdot \mathbf{v} \, d\mathbf{r} \, d\mathbf{r} \]

where $x = 0.25L_0$, $x = 0.75L_0$, $y = \frac{1}{2}x^2$, and $y = 0.005L_0$. These results are very similar in the two cases. Therefore, different radiative cooling models do not
Fig. 6. Evolutions of different diffusivities at the reconnection PX-point with time in Case I and Case II.

Fig. 7. Evolutions of different average power densities with time in the reconnection region in Case I and Case II.

significantly affect the heating mechanisms in the low $\beta$ reconnection studied here. These results demonstrate that the local compression heating is the dominant mechanism for heating in the reconnection process accounting for the UV burst event in the low chromosphere, the magnetic energy directly converted into thermal energy by magnetic diffusion or ambipolar is much lower.

Figure 7 also indicates that the total thermal energy in the reconnection process sharply increases with time, especially during the later stage when the plasmoids become bigger and more fragmental current sheets are created. The plasmoid instability that results in a turbulent reconnection process and many reconnection X-points, enlarges the reconnection region and speeds up
the dissipation of magnetic energy and the generation of thermal energy. Therefore, we can expect that the average power density $Q = Q_{\text{comp}} + Q_{\text{el}} + Q_{\text{em}} + Q_{\text{Amp}} + Q_{\text{vis}}$ by all the heating mechanisms will increase to a larger value than 2000 erg cm$^{-3}$ s$^{-1}$ if the simulation can last for a longer time.

According to our calculations in Fig. 7, we take the average power density $Q = 1000$ erg cm$^{-3}$ s$^{-1}$ as shown in Case I and assume that the size of a typical UV burst is $700 \times 700 \times 700$ km$^3$ and the life time is 10 min, then we can get the total thermal energy generated in the reconnection region of such a UV burst is $2 \times 10^{39}$ erg, which is similar to that obtained in a typical UV burst event from observations (Peter et al. 2014; Young et al. 2018). Therefore, our results demonstrate that heating in the reconnection process studied in this work could indeed account for the UV burst in the low chromosphere. We note here that this simple calculation was performed on an assumption of the invariant physical condition in the vertical direction to evaluate the total thermal energy released during the UV burst. In reality, if the physical condition (e.g., the plasma density) changes violently in the vertical direction, the mechanism for reconnection (and consequently that for heating) might vary from altitude to altitude. This scenario needs to be investigated via 3D simulations in the future.

3.3. Evolution in synthetic Si iv line profiles

We created the synthesized Si iv 1394 Å line profiles for Cases I, II and III based on the method described in Peter et al. (2006) using the atomic data package CHIANTI (version 9.0; Dere et al. 2019). The high-temperature plasma appearing in Cases I and II has strong response to Si iv emission, but the reconnection outflow velocity in Cases I and II is not fast enough to generate broad profile of the Si iv spectral line as shown by observations. Therefore, we simulated Case III with a much stronger reconnection magnetic field to get the broader Si iv spectral line profile. Two dimensional distributions of the temperature and the velocity in the x-direction at three different times are presented in Fig. 8. Figure 8a shows that lots of plasma is already heated to higher temperatures above 40 000 K at $t = 5.74$ s. The maximum outflow velocity reaches $70$ km s$^{-1}$ as shown in Fig. 8b.

The synthesized Si iv 1394 Å line profiles at four different times following plasmoid instability are shown in Fig. 9. These spectral line profiles are calculated as:

$$ I(\lambda) = \frac{\int_{\lambda - \Delta \lambda}^{\lambda + \Delta \lambda} \phi_4(n_e n_H G(n_e, T) d\lambda)}{0.04 L_0}, $$

where $n_e$ is the electron density, $n_H$ is the number density of hydrogen protons, $G(n_e, T)$ is the contribution function that can be deduced from CHIANTI, and $\phi_4$ is the relative velocity distribution function and is given by:

$$ \phi_4 = \frac{1}{\pi^{1/2} \Delta \lambda D} \exp \left[-\left(\frac{\Delta \lambda + \lambda_0 - \lambda}{\Delta \lambda D}\right)^2\right], $$

where $\Delta \lambda = \lambda - \lambda_0$ is the offset from the rest wavelength $\lambda_0 = 1393.755$ Å and $v_x$ is the velocity in the x-direction that is the line of sight direction. The thermal broadening of the line profile $\Delta \lambda D$ is given by:

$$ \Delta \lambda D = \frac{\lambda_0}{c} \sqrt{\frac{2 k_B T}{m_{\text{Si}}}}, $$

where $m_{\text{Si}}$ and $c$ represent the atomic mass of silicon and the speed of light, respectively.

As shown in Fig. 9, the Si iv emission intensity gets stronger and the line profile gets broader following the occurrence of the plasmoid instability. The emission intensity increases by more than four orders of magnitude in less than one second. At $t = 5.74$ s, the Si iv emission intensity reaches more than $10^7$ erg cm$^{-2}$ s$^{-1}$ sr$^{-1}$ Å$^{-1}$, and gets close to the observed ones (Young et al. 2018). The width of the Si iv spectral line profile including multi-peaks reaches equivalently about 100 km s$^{-1}$, which is consistent with observations (e.g., Peter et al. 2014; Tian et al. 2016). Basically, the large width of the spectral line

![Fig. 8. Distributions of the temperature (a), and the velocity in the x-direction (v_x) (b) at three different times in Case III. The black solid lines represent the magnetic field lines, and the background colors in (a) and (b) represent the temperature T and the velocity v_x respectively.](image_url)
order to compare the differences between the results with more realistic diffusivities and the results triggered by numerical diffusion, we run Case IV with a resolution about 500 times lower than that in Case III. The low resolution in Case IV yields the numerical diffusion instead of the physical diffusions trigger magnetic reconnection. Figure 10 shows distributions of temperature and velocity in the x-direction. In comparing Figs. 8 and 10, we can find that the large numerical diffusion in Case IV creates a much thicker current sheet and leads to a later appearance of the plasmoid instability than what occurs in Case III.

The plasma with a high temperature above 40,000 K starts to appear after the plasmoid instability takes place in Case III, but the temperature above 40,000 K occurs prior to the plasmoid instability in Case IV. The maximum outflow velocity in Case IV is lower compared to that in Case III. In addition, we also repeated the experiment in Case I with a much lower grid resolution, but the result indicates that no apparent heating occurs in this low resolution simulation.

These low-resolution tests imply that invoking reconnection in the current sheet by enhancing the numerical diffusion might yield an unexpected side-effect, which prevents important physical information of the studied phenomenon from being revealed properly. For the specific UV burst investigated here, the important physical information may include the mechanisms for the burst, emission intensity, and the profile of the given spectral lines.

### 3.4. Results with a much lower resolution

Numerical diffusion was used to trigger reconnection in previous RMHD simulations in 3D due to the limited grid resolution. In order to compare the difference between the results with more realistic diffusivities and the results triggered by numerical diffusion, we run Case IV with a resolution about 500 times lower than that in Case III. The low resolution in Case IV yields the numerical diffusion instead of the physical diffusions trigger magnetic reconnection. Figure 10 shows distributions of temperature and velocity in the x-direction. In comparing Figs. 8 and 10, we can find that the large numerical diffusion in Case IV creates a much thicker current sheet and leads to a later appearance of the plasmoid instability than what occurs in Case III.

The plasma with a high temperature above 40,000 K starts to appear after the plasmoid instability takes place in Case III, but the temperature above 40,000 K occurs prior to the plasmoid instability in Case IV. The maximum outflow velocity in Case IV is lower compared to that in Case III. In addition, we also repeated the experiment in Case I with a much lower grid resolution, but the result indicates that no apparent heating occurs in this low resolution simulation.

These low-resolution tests imply that invoking reconnection in the current sheet by enhancing the numerical diffusion might yield an unexpected side-effect, which prevents important physical information of the studied phenomenon from being revealed properly. For the specific UV burst investigated here, the important physical information may include the mechanisms for the burst, emission intensity, and the profile of the given spectral lines.

### 4. Summary and outlook

In this work, we diligently investigate the low β magnetic reconnection around the solar TMR. Compared with our previous works (Ni et al. 2015, 2016, 2021), the temperature-dependent ionization fractions of hydrogen and helium provide more realistic radiative cooling and more accurate diffusive coefficients in simulations of this work. We aim to find out if UV bursts can be generated in the low chromosphere around TMR, which is related to the question of whether UV bursts and EBs can be generated within the same atmospheric layer. We also investigated the energy conversion process during magnetic reconnection and the dominant mechanism that converts magnetic energy into heat.

We studied the same low β magnetic reconnection process with two different radiative cooling models, the results show that radiative cooling does not significantly change the reconnection mechanisms and the energy dissipation mechanisms in such a reconnection process with strong guide fields around TMR. The different radiative cooling models mostly affect the distributions of the temperature and density in an apparent fashion after plasmoid instability takes place. The radiative cooling model from Carlsson & Leenaarts (2012) is stronger than that from Gan & Fang (1990) and fewer plasmas are heated up to high temperatures when we use the Carlsson & Leenaarts (2012) model. However, the plasma with a high temperature ∼20,000 K appears in both cases when the reconnection magnetic fields are stronger than 500 G, which is consistent with previous single-fluid and two-fluid simulation results (Ni et al. 2015, 2016, 2018a,b). Since most of the neutral particles become ionized when the plasma is heated up to a high temperature above 20,000 K, the magnetic diffusion caused by electron-neutral collision (νen) and ambipolar diffusion (νAd) in these regions then decreases to a value that is much smaller than ηei.

Our main conclusions are given as follows:

1. The UV burst can be generated in the low chromosphere with a high plasma density \( \sim 10^{20} \text{m}^{-3} \) as long as the reconnection magnetic field is strong enough. When the reconnection magnetic field is stronger than 900 G, the width of the synthesized Si IV 1394 Å line profile with multiple peaks reaches up to 100 km s\(^{-1}\), which is consistent with observations.

2. Joule heating which directly converts magnetic energy into thermal energy in the low β reconnection process is mainly contributed by magnetic diffusion due to electron-ion collision (νen). Part of the kinetic energy generated by magnetic reconnection is also subsequently converted into thermal energy by local compression. The compression heating is dominant for producing thermal energy, which is much stronger than Joule heating after the turbulent reconnection mediated by plasmoids takes place.

3. The average power density of the generated thermal energy in the low β reconnection region can reach above 1000 erg cm\(^{-3}\) s\(^{-1}\), which is comparable to the average power density accounting for a UV burst.

The Carlsson & Leenaarts (2012) model is the most acceptable simple radiative cooling model for the chromosphere. However, such a model is more suitable for the middle and upper chromosphere. In the future work, we might still need to solve the full radiation MHD equations with high resolutions to get more accurate results about the temperature evolutions and distributions in the reconnection region. Since the low solar atmosphere is strongly stratified, the reconnection mechanisms above the middle chromosphere might be very different from the low chromosphere and the kinetic effects might start to become important (Jara-Almonte et al. 2019, 2021) when the plasma is not as dense as that in the low chromosphere. The UV bursts extending from the low chromosphere to the transition region
include different reconnection mechanisms, energy dissipation mechanisms, and radiative transfer and cooling processes at different atmospheric layers, requiring additional exploration in future studies.
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Fig. 10. Distributions of the temperature (a), and the velocity in the z-direction (vz) (b) at three different times in Case IV. The black solid lines represent the magnetic field lines, and the background colors in (a) and (b) represent the temperature, T, and the velocity, vz, respectively.

The distributions of the temperature (a), and the velocity in the z-direction (vz) (b) at three different times in Case IV. The black solid lines represent the magnetic field lines, and the background colors in (a) and (b) represent the temperature, T, and the velocity, vz, respectively.