An Improved Hybrid Clustering Algorithm Based on Particle Swarm Optimization and K-means
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Abstract. The most common algorithm in data mining is cluster analysis. Cluster analysis algorithm has been widely used in many fields, especially in data analysis, market research and pattern recognition. K-means clustering algorithm (KMCA), as one of the common algorithms in clustering analysis, occupies an important position in clustering analysis and has relatively more applications. However, in recent years, with the deepening of the application of clustering analysis algorithm, it is found that there are a series of problems in KMCA, which directly affect the accuracy of data analysis results. On this basis, a bionic optimization algorithm, particle swarm optimization algorithm, is generated, which makes up for the shortcomings of KMCA. The aim of this paper is to establish the optimal algorithm for data analysis by means of the research on the improved hybrid clustering algorithm of particle swarm optimization and k-means. The experimental results show that the algorithm can effectively integrate the advantages of particle swarm optimization algorithm and KMCA, which not only improves the speed of the algorithm, but also guarantees the accuracy of the results.
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1. Introduction

K-means algorithm was first proposed by MacQueen, which is mainly applied to the problem solving of cluster analysis, and is most widely used in knowledge discovery and data mining. However, with the deepening of related researches, researchers have found that k-means algorithm has many problems. With the continuous development of the society, the data types of the society are increasing, and the data quantity is also showing an explosive growth. Especially under the background of the development of computer information network, the cost of data storage is low, and the data can be generated automatically, which stimulates the further growth of social data.

At present, people not only hope to realize the storage of data, but also hope to realize the effective conversion of data and realize the informatization and knowledge of data [1]. Therefore, data mining must be carried out, and data mining must be carried out by means of cluster analysis. As one of the classical algorithms of clustering analysis, KMCA is obviously unable to adapt to the practical needs of mass data mining, and particle swarm optimization algorithm is generated on this basis [2-3]. The
emergence of this algorithm effectively makes up for the shortcomings of KMCA. However, after consulting relevant data, it is found that particle swarm optimization alone is still unable to realize deep mining of massive data. Based on this situation, an improved hybrid algorithm of particle swarm optimization and k-means clustering is proposed. In order to realize effective data mining, many researchers have conducted relevant researches on cluster analysis [4-5]. The research of clustering analysis covers a wide range of fields. Currently, the main content of clustering research is the study of several effective clustering algorithms capable of mass data operation, among which the KMCA are more in-depth. Through sorting out the research data, the author finds that the current research focuses on the split study of the two algorithms, respectively studying the advantages and disadvantages of each algorithm and putting forward relevant improvement Suggestions. This research is single and cannot realize the complementary advantages between different algorithms [6-7].

From the above aspects, the research still has a lot of room for improvement. In order to promote the deepening of the study, the effects of clustering analysis algorithm to the data information mining, this paper firstly the concept of particle swarm optimization (PSO) with k-means algorithm and the advantages and disadvantages, on the basis of this puts forward the improved particle swarm and KMCA formula of concrete, and with the help of the related experiment verified the advantages of the proposed algorithm [8-9]. The experimental results show that the algorithm can effectively integrate the advantages of PSO algorithm and KMCA, which not only improves the speed of the algorithm, but also guarantees the accuracy of the results. On the one hand, it promotes the continuous improvement of the theory of clustering analysis algorithm, and on the other hand, it lays a certain theoretical foundation for future related researches [10-11].

2. Method

2.1 Particle Swarm Optimization Algorithm and K-means Algorithm are Separately Described
K-means algorithm is the main algorithm used to solve the clustering problem, which has obvious operational advantages, including fast operation speed and simple operation process [12]. The algorithm is widely used in various fields, especially in the image segmentation, feature extraction, data analysis and pattern recognition is more widely applied in the field of this a few, but we must realize the k-means algorithm is also affected by the initial value and prone to the shortcoming of local optimum, to some extent hindered the normal operation and hinder the further expansion of application scope [13-14].

PSO is a new algorithm with short development time, and its essence is a simplified algorithm. This algorithm is built on the basis of the genetic algorithm, which eliminates the operation process of "selection" and "variation" of the original genetic algorithm, and achieves the determination of the global optimal solution with the help of the group optimal solution [15]. This algorithm is a bionic optimization algorithm based on iteration. The algorithm is widely used in various fields because of its fast operation speed, simple operation steps and high accuracy. Through consulting relevant data, it is found that this algorithm has strong capability in global search and local optimization, making up for the shortcomings of k-means algorithm in operation.

2.2 Improved Hybrid Particle Swarm Optimization and KMCA
Through the references, it can be found that if the advantage of global search of improved PSO is combined with the accurate local solution search ability of k-means algorithm, both the operation speed and the operation accuracy of the algorithm can be considered. Therefore, an improved hybrid algorithm of PSO and k-means clustering is proposed. This algorithm is based on a thorough understanding of the merits and demerits of PSO and k-means algorithm. The adjustment of the improved PSO and k-means hybrid clustering algorithm is mainly reflected in the adjustment of adaptive inertial weight, the reproduction and determination of k-means algorithm operation time and the selection of data coding method. Through the adjustment of these three aspects, the advantages of this algorithm are highlighted to the maximum extent. In this algorithm, inertia weight is related to the
The final result of the algorithm and plays an important role in this algorithm. The specific calculation formula for the adjustment of adaptive inertial weight is as follows:

\[ |x_i - c| = \min |x_i - c_i|, k = 1, 2, ..., m \]  

(1)

In this formula, \( x_i \) represents the position of the \( i \)th particle in a spatial dimension; \( c_j \) stands for the output sample. In pso, the adjustment of inertial weight is not carried out in accordance with the convergence of particle swarm. The calculation formula of the adjustment is as follows:

\[ w(t) = w_{in} + \frac{\sigma(1)(w_{max} - w_{min})}{f_{max}(t) + f_{min}(t) - f_{avg}(t)} \]  

(2)

Where, \( w(t) \) represents the inertial weight, \( t \) represents the specific number of iterations, \( W_{max} \) represents the maximum inertial weight, and \( W_{min} \) represents the minimum inertial weight.

3. Algorithm Experiment Process

Firstly, the concrete operation flow of the improved PSO and k-means hybrid clustering algorithm is experimented to ensure the normal calculation of the algorithm. Specifically divided into the following steps: the first step, population initialization; The primary operation experiment of PSO and k-means hybrid clustering algorithm is to initialize the population. In the process of particle initialization, the cluster must be divided first, and then the operation of each cluster center should be carried out. The result of the operation is the position information of the original particle. Then calculate the fitness of the particle and find the optimal position of the individual to process the velocity of the initial particle randomly. Repeating the above steps several times will produce an initial particle swarm of \( N \). The second step is the redetection of particle position. The fitness of the particle is compared with the best position and the fitness of the population particle. If the fitness result is better, the best position of the particle is updated, including local update and global update. Then PSO algorithm is used to adjust the particle velocity and position. The third step is the selection of particles; With the help of PSO algorithm, carry out random value operation to find the mutant particles, and with the help of k-means hybrid clustering algorithm to calculate the mean value of the mutant particles to find the optimal particles. The fourth step is the optimization of selected particles. In this process, the accurate selection of clustering center must be guaranteed.

Secondly, the improved hybrid PSO algorithm and k-means hybrid clustering algorithm are tested. The improved pso and k-means hybrid clustering algorithm are compared with KMCA and PSO algorithm. If the improved algorithm has obvious advantages over the two algorithms, the algorithm is proved to be reliable.

4. Discuss

4.1 Overview of Experimental Results

The above three clustering algorithms are programmed with the help of Matlab language. The actual data of IRIS is taken as the data sample of this experiment, and the transformation of the optimal solution of the above three experimental algorithms in the iterative operation process is specifically analyzed, so as to achieve the detection and comparison of the clustering performance of the three algorithms. Experimental results show that the improved PSO and k-means hybrid clustering algorithm can ensure the smooth operation, and the clustering performance shows obvious advantages compared with the other two algorithms. The specific experimental data are shown in table 1 and figure 1. The data in the chart are the results of the author's experimental arrangement.
Table 1. results of the algorithms running on the same machine

| Algorithm name | Maximum number of iterations | Actual average number of iterations | Minimum fitness | Maximum fitness | Time/s |
|----------------|-------------------------------|-----------------------------------|----------------|----------------|--------|
| K-means        | 1000                          | 30                                | 10.01          | 81.26          | 2.041  |
| PSO            | 1000                          | 462                               | 25.41          | 66.31          | 6.314  |
| Improved algorithm | 1000                          | 181                               | 13.12          | 13.18          | 54.261 |

*Data came from the in-depth analysis of financial data in the experiment

Figure 1. Comparison of clustering performance of IRIS data by three algorithms

4.2 Analysis of Improved Particle Swarm Optimization and K-mean Hybrid Clustering Algorithm
According to the data in table 1 and figure 1, it can be seen that KMCA has a fast convergence speed and a high probability of entering the local optimal solution. The results obtained by PSO algorithm are very accurate. The improved PSO and k-means hybrid clustering algorithm not only ensures the accuracy of the operation results but also improves the overall speed of data operation. Moreover, the results of each operation are similar, and the difference between them and the optimal solution is relatively small, so it is not easy to enter the local optimal solution, and the global optimal solution is obtained. The performance synthesis of the improved PSO and k-means hybrid clustering algorithm is as follows: data clustering performance, high-dimensional data classification performance, and multi-dimensional data clustering performance. For data clustering improved algorithm in this paper, the performance of random mutation probability increase greatly, makes the global search ability has improved, and because the algorithm only considers the variation particle does not consider other particles, so the algorithm time is less, the initial value to minimize the impact on the results, thus promotes data clustering performance boost; Aiming at the classification performance of high-dimensional data, this algorithm improves the searching ability of the global optimal solution under the premise of a certain number of iterations, so that the convergence speed of the algorithm
remains stable. Based on this, the analysis performance of high data has been greatly improved; In view of the clustering performance of diverse local high-order data, the algorithm in this paper considers the standard variance of data, which reduces the computing difficulties caused by data differences, so as to realize the clustering analysis of various data types and improve the clustering performance of diverse local high-order data.

5. Conclusion
On the basis of explaining the concepts and advantages and disadvantages of PSO and k-means algorithm, this paper puts forward an improved hybrid clustering algorithm of PSO and k-means algorithm, analyzes its specific calculation formulas, and verifies the advantages and reliability of this algorithm with the help of relevant experiments. The experimental results show that the advantages of pso and KMCA are effectively integrated, which not only improves the speed of the algorithm, but also guarantees the accuracy of the results. This algorithm can be applied in the practice of cluster analysis.
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