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Abstract

In this paper, we showcase the process of using an automated conjecturing program called TzGraffiti written and maintained by the second author. We begin by proving a conjecture formulated by TzGraffiti that for a claw-free graph G, the vertex cover number $\beta(G)$ is greater than or equal to the zero forcing number $Z(G)$. Our proof of this result is constructive, and yields a polynomial time algorithm to find a zero forcing set with cardinality $\beta(G)$. We also use the output of TzGraffiti to construct several infinite families of claw-free graphs for which $Z(G) = \beta(G)$. Additionally, inspired by the aforementioned conjecture of TzGraffiti, we also prove a more general relation between the zero forcing number and the vertex cover number for any connected graph with maximum degree $\Delta \geq 3$, namely that $Z(G) \leq (\Delta - 2)\beta(G)+1$.

*Corresponding author
1 Introduction

Data-driven machine learning techniques have become ubiquitous in various scientific fields and often yield unexpected results such as DeepMind’s protein folding solution [41] or AlphaGo’s novel game strategies [40]. Such techniques can also be used in pure mathematics to come up with new and exciting computer generated conjectures. The idea of automated conjecturing was first discussed by Turing [42] in the 1950s. Over the next three decades, there were several attempts to implement automated conjecturing programs, but the resulting attempts generated thousands of conjectures and were difficult to parse for meaningful problems. The first program to circumvent this problem and produce conjectures suitable for publication was Fajtlowicz’s GRAFFITI [23], named so because its conjectures were “written on the wall” for other mathematicians to view. The conjectures of GRAFFITI attracted the attention of many well-known mathematicians including Erdős, Chung, and Faber. Subsequently, several other viable automated conjecturing programs were developed, such as DeLaViña’s GRAFFITI.pc [22], Larson’s Conjecturing [29], Lenat’s AM [30, 31, 32], Epstein’s GT [24, 25], Colton’s HR [10, 11, 12], Hansen and Caporossi’s AGX [6, 7, 3], Mélot’s Graphedron [39], and Davila’s TxGraffiti [13] and Conjecturing.jl [14]. These programs generate conjectures about various mathematical objects, including matrices, numbers, graphs, and functions.

In this paper, we showcase the utility of automated conjecturing by proving a conjecture generated by TxGraffiti, and using that proof as a springboard for a more general result. Inspired by GRAFFITI and GRAFFITI.pc, TxGraffiti was written in 2017 by the second author using Python (versions 1.6 and higher). This program generates conjectures in the form of inequalities relating graph parameters and has already led to several new results and publications (see, e.g., [8, 18, 19, 20]). Broadly speaking, the program computes various graph parameters for different families of graphs that are stored in a large database and outputs relationships that are not violated by any of the graphs in a given family. A simple illustration of the design of TxGraffiti is shown in Figure 1. Two graph parameters, $P_1(G)$ and $P_2(G)$, are computed for a number of graphs, some of which belong to a family $F$. The program then solves a linear program and finds the variables $m$ and $b$ that satisfy the line $P_1 = mP_2 + b$ which separates the graphs according to membership in $F$. Then, it outputs the conjecture “If $G \in F$, then $P_1(G) \leq mP_2(G) + b$.” The conjectures of TxGraffiti are ranked based on a combination of factors, such as whether a proposed inequality subsumes another inequality for a smaller family of graphs. Moreover, a conjecture is only presented if the proposed inequality is sharp for a significant portion of graph instances satisfying the hypotheses of the conjecture.
A particularly strong conjecture made by TxGraffiti was that the vertex cover number of a claw-free graph is an upper bound on the zero forcing number of the graph (see Section 2 for exact definitions of these parameters). As the first main result of this paper, we prove this conjecture.

**Conjecture 1 (TxGraffiti 2019).** If $G$ is a nontrivial connected claw-free graph, then $Z(G) \leq \beta(G)$.

Conjecture 1 is appealing for several reasons. First, it gives a simple relationship between two widely studied graph parameters in an important class of graphs. Moreover, by analyzing the output of TxGraffiti in generating Conjecture 1, we constructed infinite families of claw-free graphs satisfying $Z(G) = \beta(G)$. Furthermore, our proof of Conjecture 1 is constructive and yields a polynomial time algorithm to find a zero forcing set of $G$ with cardinality $\beta(G)$. This is useful because the vertex cover number of a claw-free graph can be computed in polynomial time [38], while the complexity of computing the zero forcing number of a claw-free graph is unknown (and is NP-hard in general [9]). Finally, inspired by the proof technique for Conjecture 1, we also discovered the following more general relation between the zero forcing number and the vertex cover number of an arbitrary graph.

**Theorem 2.** If $G$ is a connected graph with maximum degree $\Delta \geq 3$, then

$$Z(G) \leq (\Delta - 2)\beta(G) + 1,$$

Figure 1: Illustration of the TxGraffiti automated conjecturing process.
and this bound is sharp.

This paper is organized as follows. In Section 2 we recall some graph theoretic terminology and notation. In Section 3 we give the proof of Conjecture 1, we also provide an approximation algorithm for zero forcing in claw-free graphs and give constructions of graphs with zero forcing number equal to the vertex cover number. In Section 4 we give the proof of Theorem 2 and provide families of graphs for which the bound in Theorem 2 holds with equality. We conclude with some final remarks and open questions in Section 5.

2 Preliminaries

Throughout this paper, all graphs considered will be simple, undirected, and finite. Let $G$ be a graph with vertex set $V(G)$ and edge set $E(G)$. The order of $G$ is $n(G) = |V(G)|$. Two vertices $v, w \in V(G)$ are neighbors, or adjacent, if $vw \in E(G)$. The open neighborhood of $v \in V(G)$ is the set of neighbors of $v$, denoted $N_G(v)$; the closed neighborhood of $v$ is $N_G[v] = N_G(v) \cup \{v\}$. The closed neighborhood of $S \subseteq V$ is $N_G[S] = \bigcup_{v \in S} N_G(v)$. The degree of a vertex $v \in V(G)$, denoted $d_G(v)$, is equal to $|N_G(v)|$. The maximum and minimum degree of $G$ will be denoted $\Delta(G)$ and $\delta(G)$, respectively. When there is no scope for confusion, we will use the notation $n = n(G)$, $\delta = \delta(G)$, and $\Delta = \Delta(G)$, to denote the order, minimum degree, and maximum degree, respectively.

Two vertices in a graph $G$ are independent if they are not neighbors. A set of pairwise independent vertices in $G$ is an independent set of $G$. The number of vertices in a maximum independent set in $G$ is the independence number of $G$, denoted $\alpha(G)$. A vertex cover for $G$ is a set of vertices $C \subseteq V(G)$ so that every edge in $G$ has one endpoint in $C$. The vertex cover number of $G$, denoted $\beta(G)$, is the minimum cardinality of a vertex cover in $G$. Note that for any graph $G$, $\beta(G) = n(G) - \alpha(G)$.

We denote the cycle and complete graph on $n$ vertices by $C_n$ and $K_n$, respectively. A leaf is a vertex of degree one, while its neighbor is a support vertex. A strong support vertex is a vertex with at least two leaf neighbors. A star is a non-trivial tree with at most one vertex that is not a leaf. Thus, a star graph is the tree $K_{1,k}$ for some $k \geq 1$. A graph $G$ is $F$-free if $G$ does not contain $F$ as an induced subgraph. In particular, if $G$ is $F$-free, where $F = K_{1,3}$, then $G$ is claw-free. Claw-free graphs have been widely studied and a comprehensive survey of claw-free graphs has been written by Flandrin, Faudree, and Ryjáček [35].

The zero forcing process on $G$ is defined as follows: Let $B \subseteq V(G)$ be a set of initially “blue colored” vertices, all remaining vertices being “white colored”. At each discrete time step, if a blue colored vertex has a unique white colored neighbor, then this blue colored vertex forces its white colored neighbor to become colored blue. If $v$ is a blue vertex which forces a white colored neighbor to be colored blue, then we say that $v$
has been played. The initial set of blue colored vertices $B$ is a zero forcing set, if by iteratively applying the zero forcing process all of $V(G)$ becomes colored blue. The zero forcing number of $G$, written $Z(G)$, is the cardinality of a minimum zero forcing set in $G$. Zero forcing was introduced in [1] as a bound on the minimum rank over all symmetric matrices that have the same off-diagonal nonzero pattern as the adjacency matrix of a given graph. Zero forcing is also related to other processes that arise from the fact that knowing all-but-one of the variables in a linear equation implies the value of the last remaining variable. In particular, processes that are equivalent or similar to zero forcing were independently introduced in quantum control theory [4], graph searching [44], and PMU placement [36]. See [15, 17, 21, 26, 27, 28, 33, 34, 37] for some recent structural results and bounds on the zero forcing number. For notation and graph terminology not mentioned here we refer the reader to West [43].

3 Proof of Conjecture 1

In this section we prove Conjecture 1, which is restated with the following theorem.

**Theorem 1.** If $G$ is a connected and claw-free graph with $\delta(G) \geq 1$, then

$$Z(G) \leq \beta(G),$$

and this bound is sharp.

**Proof.** Let $G$ be a connected claw-free graph with minimum degree $\delta(G) \geq 1$. Suppose $C \subseteq V(G)$ is a minimum vertex cover of $G$, and so, $X = V(G) \setminus C$ is a maximum independent set of $G$. Thus, each vertex in $C$ has at least one neighbor in $X$. Furthermore, each vertex in $C$ has at most two neighbors in $X$, since otherwise there would be a vertex in $C$ which together with three of its neighbors in $X$ would induce a claw in $G$. Moreover, since $\delta(G) \geq 1$, each vertex in $X$ is adjacent with at least one vertex in $C$. With these observations, we note that $N_G[C] = V(G)$. Next let $C_1$ denote the set of vertices in $C$ with exactly one neighbor in $X$ and let $C_2$ denote the set of vertices in $C$ with exactly two neighbors in $X$. With the following we construct a zero forcing set of $G$, denoted by $S$, such that $|S| = |C|$ and $|S \cap C| \geq |C| - 1$.

**Initialization Phase.** If $C_1 \neq \emptyset$, then we choose $S = C$ as our initial set of blue colored vertices, all other vertices being colored white, which implies all vertices in $X$ are initially colored white. Since $C_1 \neq \emptyset$, observe that if we start the zero forcing process at $S$, then there is at least one vertex in $S$ with exactly one white neighbor, namely some vertex in $C_1$ that is colored blue and has one white neighbor which is contained in $X$. Let this vertex in $C_1$ force its one white neighbor to become colored blue. Hence, each vertex in $C$ is colored blue and at least one vertex in $C$ will have its closed neighborhood colored blue. Furthermore, $|S| = |C|$ and $|S \cap C| \geq |C| - 1$. 
If \( C_1 = \emptyset \), then there is at least one vertex \( v \in C_2 \) with two neighbors in \( X \), say \( u \) and \( w \). In this case, we choose \( S = (C \setminus \{v\}) \cup \{u\} \) as our initial set of blue colored vertices, all other vertices being colored white, which implies all vertices in \( X \setminus \{u\} \) are initially colored white. Next observe that if we start the zero forcing process at \( S \), then \( v \) is the only white colored neighbor of \( u \) (which is blue). Thus, \( u \) may force \( v \) to become colored blue. After \( v \) becomes colored blue, then \( w \) would be the only white colored neighbor of \( v \), and so, \( v \) may then force \( w \) to become colored blue. Hence, each vertex in \( C \) is colored blue and at least one vertex in \( C \) will have its closed neighborhood colored blue.

Furthermore, \( |S| = |C| \) and \( |S \cap C| \geq |C| - 1 \).

**Zero Forcing Phase.** Starting from \( S \) as our initial set of blue colored vertices, all other vertices being colored white, we allow the zero forcing process to start and continue until no further color changes are possible. Note that in both possible choices of \( S \) described above, we are ensured that each vertex in \( C \) is colored blue and at least one vertex in \( C \) has its closed neighborhood colored blue. Furthermore, note that if all vertices in \( N_G[C] \) are colored blue then all vertices in \( V(G) \) are colored blue.

Let \( C' \) be the set of vertices in \( C \) whose closed neighborhoods are not colored blue after the zero forcing process terminates. Because no further color changes are possible, and because each vertex in \( C \) is blue, all vertices in \( C' \) have exactly two white neighbors in \( X \). This observation implies that if \( v \in C' \), then \( v \in C_2 \). Furthermore, if \( v \in C' \), then no vertex of \( C \setminus C' \) can be adjacent with a neighbor of \( v \) in \( X \), since then \( v \) would have one or less white neighbors. Moreover, if \( v \in C' \), then \( v \) cannot be adjacent with \( z \in C \setminus C' \), since \( G \) being claw-free implies \( z \) would have shared at least one neighbor in \( X \) with \( v \), which is impossible since \( z \) would have forced one of the neighbors of \( v \) to become colored blue. It follows that no vertex in \( N_G[C'] \) can be adjacent with a vertex in \( C \setminus C' \). Since \( G \) is connected and since \( C \setminus C' \neq \emptyset \), it must be that \( C' = \emptyset \). Thus, \( N[C] \) is necessarily colored blue and \( S \) was a zero forcing set of \( G \). Hence, \( Z(G) \leq |S| = |C| = \beta(G) \).

To see this bound is sharp, see Section 3.1.

The proof of Theorem 1 implies that if \( G \) is claw-free, then either a minimum vertex cover is a zero forcing set of \( G \), or a slight modification of a minimum vertex cover is a zero forcing set of \( G \). The precise instructions are given with the following algorithm.
Algorithm 1: Zero forcing approximation in claw-free graphs

Input: Connected claw-free graph \( G \) with order \( n \) and independence number \( \alpha \).

Result: A zero forcing set \( B \) of \( G \) with cardinality \( n - \alpha \).

Find a maximum independent set \( X \subseteq V(G) \);
Let \( C = V(G) \setminus X \);
Let \( C_1 \) be the set of vertices in \( C \) with exactly one neighbor in \( X \);
Let \( C_2 \) be the set of vertices in \( C \) with exactly two neighbors in \( X \);
if \( C_1 \neq \emptyset \) then
    \[ B = C; \]
else
    Choose \( v \in C_2 \) and \( w \in N_G(v) \cap X \);
    \[ B = (C \setminus \{v\}) \cup \{w\}; \]
end
Return: \( B \);

3.1 Sharp Examples of Theorem 1

In this section we give infinite families of claw-free graphs with \( Z(G) = \beta(G) \).

Construction 1. Let \( G' \) be the family of graphs obtained by starting with the complete graph \( K_n \), with \( n \geq 3 \), and then attach one pendant vertex to at most \( n - 1 \) vertices from \( K_n \) to form a graph \( G \). For these graphs, we may form a minimum zero forcing set \( S \), by letting \( S \) be any collection of \( n - 1 \) vertices from \( G \) in \( K_n \), so that at least one vertex from \( S \) is not adjacent with a pendant. This is also a minimum vertex covering for \( G \). See Figure 2 for one such construction.

![Figure 2: One possible claw-free graph \( G \in G' \) with \( Z(G) = \beta(G) \). A minimum zero forcing set colored blue; this is also a minimum vertex cover.](image)

Construction 2. Let \( G'' \) be the family of graphs obtained by starting with the cycle graph \( C_k \), with \( k \geq 3 \), vertex set \( V(C) = \{v_1, v_2, \ldots, v_k\} \), and edge set \( E(C) = \{v_1v_2, \ldots, v_{k-1}v_k, v_kv_1\} \). Next let \( K_{n_1}^1, K_{n_2}^2, \ldots, K_{n_k}^k \) denote a collection of \( k \) complete graphs, where \( K_{n_i}^i \) denotes the complete graph with order \( n_i \geq 1 \). For \( i = 1, \ldots, k \), attach each vertex of \( K_{n_i}^i \) to both \( v_i \) and \( v_{i+1} \) (with \( i = i \mod k \)). The resulting graph \( G \) has
independence number $\alpha(G) = k$, which can be seen by taking one vertex from each of the complete graphs $K^i_{n_i}$, for $i = 1, \ldots, k$. Let $X$ be such a maximum independent set of $G$. Thus, $S = V(G) \setminus X$ is a minimum vertex cover for $G$. Moreover, $S$ is a minimum zero forcing set of $G$. For one example of this construction, see Figure 3.

Figure 3: One possible claw-free graph $G \in G''$ with $Z(G) = \beta(G)$. A minimum zero forcing set is colored blue; this is also a minimum vertex cover.

Theorem 1 clearly improves on the trivial bound $Z(G) \leq n(G) - 1$, but can also sometimes improve on other stronger bounds. For example, recall the following upper bound on $Z(G)$ given by Caro and Pepper in [5].

**Theorem 3** (Caro and Pepper [5]). If $G$ is a connected graph with order $n$, maximum degree $\Delta \geq 1$, and minimum degree $\delta$, then

$$Z(G) \leq \frac{(\Delta - 2)n - (\Delta - \delta) + 2}{\Delta - 1},$$

and this bound is sharp.

Let $G \in G''$ be the graph obtained with a cycle $C_k$ and $k$ complete graphs $K_2$, as described by Construction 2 in Section 3.1. Thus, $n = 3k$, $\Delta = 6$, and $\delta = 3$. It follows that

$$Z(G) = \beta(G) = 2k < \frac{12k - 1}{5} = \frac{(\Delta - 2)n - (\Delta - \delta) + 2}{\Delta - 1}.$$ 

Furthermore, since $F_2(G) \leq F_1(G) = Z(G)$, we note that Theorem 1 improves on a result given by Amos, Caro, Davila, and Pepper in [2]; namely, $F_2(G) \leq \beta(G)$ whenever $G$ is claw-free.

We next prove a theorem which can be used to iteratively build larger and larger graphs with $Z(G) = \beta(G)$, regardless of whether or not $G$ is claw-free. To do this, recall that the join graph of graphs $G$ and $H$, denoted $G \vee H$, is the graph obtained from the disjoint union of $G$ and $H$ by joining each vertex of $G$ to every vertex of $H$. For an illustration see Figure 4, a minimum zero forcing set is shown in blue. We first recall a useful theorem.
Figure 4: The join graph $K_5 \vee K_5$. A minimum zero forcing set colored blue; this is also a minimum vertex cover.

**Theorem 4** (Davila, Henning, and Pepper [16]). If $G$ and $H$ are graphs, then $Z(G \vee H) = \min\{n(G) + Z(H), n(H) + Z(G)\}$.

With the statement of Theorem 4 we next provide a construction for graphs with zero forcing number equal to the vertex cover number. Note that this construction can be applied to any graphs $G$ and $H$ that satisfy $Z(G) = \beta(G)$ and $Z(H) = \beta(H)$ regardless of whether $G$ and $H$ are claw-free.

**Theorem 5.** If $G$ and $H$ are graphs satisfying $Z(G) = \beta(G)$ and $Z(H) = \beta(H)$, then $Z(G \vee H) = \beta(G \vee H)$.

**Proof.** Let $G$ and $H$ be graphs satisfying $Z(G) = \beta(G)$ and $Z(H) = \beta(H)$. Next suppose $X \subseteq V(G) \cup V(H)$ is a maximum independent set in $G \vee H$. Since $v \in V(G)$ and $w \in V(H)$ imply $vw \in E(G \vee H)$, for all $v \in V(G)$ and all $w \in V(H)$, it must be the case that either $X \subseteq V(G) \setminus V(H)$ or $X \subseteq V(H) \setminus V(G)$. Thus,

$$\alpha(G \vee H) = |X| = \max\{\alpha(G), \alpha(H)\},$$

which implies

$$\beta(G \vee H) = n(G) + n(H) - \max\{\alpha(G), \alpha(H)\}.$$ 

Next, and without loss of generality, suppose $\alpha(G \vee H) = \alpha(G)$. Since $Z(H) = \beta(H) = n(H) - \alpha(H)$, Theorem 4 implies

$$Z(G \vee H) = \min\{n(G) + Z(H), n(H) + Z(G)\}$$

$$= \min\{n(G) + n(H) - \alpha(H), n(H) + n(G) - \alpha(G)\}$$

$$= n(G) + n(H) - \max\{\alpha(G), \alpha(H)\}$$

$$= \beta(G \vee H),$$

which is the desired equality. 

4 Proof of Theorem 2

In this section we prove Theorem 2 which is restated below.
Theorem 2. If $G$ is a connected graph with maximum degree $\Delta \geq 3$, then

$$Z(G) \leq (\Delta - 2)\beta(G) + 1,$$

and this bound is sharp.

Proof. Let $G$ be a connected graph with maximum degree $\Delta \geq 3$, let $C \subseteq V(G)$ be a minimum vertex cover of $G$, and let $X = V(G) \setminus C$. Note that $X$ is a maximum independent set, and so, every vertex in $C$ has at least one neighbor in $X$. Furthermore, since $G$ is connected, each vertex in $X$ has at least one neighbor in $C$. Color the vertices in $C$ blue and the vertices in $X$ white. Note that $C \cup X$ is a partition of $V(G)$, and so, if at any point $N_G[C]$ is colored blue, then all vertices in $G$ are colored blue (recall that every vertex in $X$ has a neighbor in $C$). Next, for each vertex $v \in C$ that has more than three neighbors in $X$, color blue a set of its neighbors in $X$ with cardinality $i$, where $i$ is the largest possible number that satisfies $i \leq d_G(v) - 3$. Let $S_0$ denote the resulting set of blue vertices and note that each vertex in $C$ has at most three white colored neighbors in $X$. Moreover, if $v \in S_0$ has three white colored neighbors, then all of the neighbors of $v$ are necessarily in $X$ (since we colored $d_G(v) - 3$ neighbors of $v$ in $X$). Next let $\{C_1, C_2, C_3\}$ be a partition of $C$, where $C_i$ denotes the set of vertices with $i$ white colored neighbors in $X$. Since the set of vertices with three white neighbors in $X$ is an independent set in the subgraph induced by $C$, we note that $C_3$ is a set of isolates in the subgraph induced by $C$; that is, no vertex in $C_3$ is adjacent with another vertex of $C$. This fact is crucial to our argument, and we state this explicitly with the following observation.

Observation 6. The vertices in $C_3$ form a set of isolates in the subgraph induced by $C$, and this implies that no vertex in $C_3$ has a neighbor in $C$.

For the duration of this proof the sets $C_1, C_2,$ and $C_3$ remain the same and do not alter at any step of our argument hereafter. With what follows, we construct a zero forcing set of $G$ by allowing the zero forcing process to start with the blue colored vertices in $S_0$, and then modify $S_0$ if all of $V(G)$ is not colored blue when the zero forcing process starting at $S_0$ terminates. Before moving forward with our construction, we first note the following inequality.

$$|S_0| \leq |C| + \sum_{v \in C} (\Delta - 3)$$

$$= |C| + (\Delta - 3)|C|$$

$$= (\Delta - 2)|C|$$

$$= (\Delta - 2)\beta(G).$$

We now test if $S_0$ is a zero forcing set of $G$. Specifically, color all vertices in $S_0$ blue, color all other vertices white, and let the zero forcing process start and continue until no further color changes are possible. If all of $V(G)$ becomes colored blue, then $S_0$ is a zero forcing set of $G$. This observation together with inequality (1) imply

$$Z(G) \leq |S_0| \leq (\Delta - 2)\beta(G),$$
which proves the proposed inequality. Thus, we will suppose $S_0$ is not a zero forcing set of $G$, since otherwise we have proven the desired inequality.

Let $B_0$ be the set of blue colored vertices after termination of the zero forcing process starting at $S_0$ and let $W_0 = V(G) \setminus B_0$; in other words, $W_0$ is the set of white colored vertices at the termination of the zero forcing process starting with $S_0$. Since every vertex in $C_1$ initially has exactly one white colored neighbor, and this neighbor is in $X$, each vertex in $C_1$ can force its neighbor in $X$ to become colored blue at the first iteration of the zero forcing process. This implies that $N_G[C_1]$ is currently colored blue. Next observe that since $W_0$ is non-empty and since $N_G[C_1]$ is currently colored blue, there must be vertices in $C_2 \cup C_3$ that have (two or three) white colored neighbors in $W_0$. If there is a vertex $v_0 \in C_2$ with two neighbors in $X \cap W_0$, say $w_0$ and $z_0$, then we modify $S_0$ by replacing $v_0$ with $w_0$:

$$S_1 = (S_0 \setminus \{v_0\}) \cup \{w_0\}.$$  

We next test $S_1$ as a possible zero forcing set of $G$. Specifically, we color all vertices in $S_1$ blue, color all other vertices white, and let the zero forcing process start and continue until no further color changes are possible. Note that in $S_1$, the only initially white colored neighbor of $w_0$ is $v_0$, which implies $v_0$ can initially force $v_0$ to become colored blue. After $w_0$ forces $v_0$ to become colored blue, the only white colored neighbor of $v_0$ will be $z_0$. Thus, $v_0$ will then force $z_0$ to become colored blue. These color changes ensure that $N_G[v_0]$ will become colored blue by the zero forcing process starting at $S_1$. Moreover, after $N_G[v_0]$ becomes colored blue, any vertices in $C_2$ adjacent with $w_0$ or $z_0$ will have at most one white colored neighbor and will force this neighbor to become colored blue. This implies that eventually any vertex in $C_2$ adjacent with $w_0$ or $z_0$ will at some step of the zero forcing process have a blue colored closed neighborhood. After $N_G[v_0]$ becomes colored blue and the closed neighborhood of any vertex in $C_2$ adjacent with either $v_0$ or $z_0$ becomes colored blue, the set of currently blue colored vertices is a superset of $S_0$, and so all of the color changes that occurred in $S_0$ may still occur in $S_1$, and in the same sequence. If $S_1$ is a zero forcing set of $G$, then since $S_1$ has the same cardinality as $S_0$, inequality \(1\) implies that

$$Z(G) \leq |S_1| \leq (\Delta - 2)\beta(G),$$

which proves the proposed inequality. Hence, we will suppose $S_1$ is not a zero forcing set of $G$, since otherwise we have proven the desired inequality.

Let $B_1$ be the set of blue colored vertices obtained after termination of the zero forcing process starting at $S_1$ and let $W_1 = V(G) \setminus B_1$. Then, and as before, there must be vertices in $C_2 \cup C_3$ that have (two or three) white colored neighbors in $X \cap W_1$. However, there is an additional condition that no such vertex in $C_2$ can be adjacent with either $w_0$ or $z_0$, since as described above, this vertex would have no white colored neighbors. Observing this, next suppose $v_1 \in C_2$ is a vertex with two currently white colored neighbors in $X \cap W_1$, say $w_1$ and $z_1$, then we may modify $S_1$ by replacing $v_1$ with $w_1$:

$$S_2 = (S_1 \setminus \{v_1\}) \cup \{w_1\}.$$
We next test $S_2$ as a possible zero forcing set of $G$. That is, we color all vertices in $S_2$ blue, color all other vertices white, and let the zero forcing process start and continue until no further color changes are possible. Since $N_G[v_9]$ was colored blue by starting the zero forcing process at $S_1$, $w_1$ is not adjacent to $v_9$. This implies that all of the neighbors of $w_1$ in $G \setminus \{v_1\}$ are initially colored blue. Thus, the only initially white colored neighbor of $w_1$ is $v_1$. Hence, $w_1$ initially may force $v_1$ to become colored blue. After $v_1$ becomes colored blue, we arrive at a blue colored superset of $S_1$, and so, all of the color changes that occurred in $S_1$ may still occur in $S_2$, and in the same sequence (even if $v_9$ is adjacent to $v_1$). After these color changes occur, the only possibly white colored neighbor of $v_1$ would be $z_1$. Thus, $v_1$ may force $z_1$ to become colored blue. This implies that $N_G[v_1]$ will also become colored blue by the zero forcing process starting at $S_2$. If $S_2$ is a zero forcing set of $G$, then since $S_2$ has the same cardinality as $S_0$, inequality [1] implies that

$$Z(G) \leq |S_2| \leq (\Delta - 2)\beta(G),$$

which is the proposed inequality. Hence, we will suppose $S_2$ is not a zero forcing set of $G$, since otherwise we have proven the desired inequality.

We next repeat this process until we obtain a set $S_k$ with cardinality equal to $S_0$, where after allowing the zero forcing process to start from $S_k$ and continue until no further color changes are possible, we are assured that the closed neighborhood of vertices in $C_1 \cup C_2$ are eventually colored blue after the zero forcing process terminates. If $S_k$ is a zero forcing set of $G$, then since $S_k$ has the same cardinality as $S_0$, inequality [1] implies

$$Z(G) \leq |S_k| \leq (\Delta - 2)\beta(G),$$

which proves the proposed inequality. Hence, we will suppose $S_k$ is not a zero forcing set of $G$, since otherwise we have proven the desired inequality.

Starting from the set $S_k$, let the zero forcing process start and continue until no further color changes are possible. Note that after termination, $N_G[C_1 \cup C_2]$ must be colored blue. Since we are assuming not all of $V(G)$ has become colored blue starting from the blue colored set $S_k$, it must be the case that there is some vertex in $C_3$ with two or three white colored neighbors in $X$ after the zero forcing process terminates. Next recall Observation [6] which states that $C_3$ is a set of isolates in the subgraph induced by $C$, and so, no vertex in $C_3$ is adjacent with any other vertex of $C$. Since $G$ is connected, this observation implies that either $C \cup X = C_3 \cup X$ is a bipartition of $V(G)$, or $C_1 \cup C_2 \neq \emptyset$. With what follows we consider both of these cases.

We first suppose that $C_1 \cup C_2 \neq \emptyset$. This supposition together with $G$ being connected implies that there is at least one vertex in $C_3$ that shares a neighbor in $X$ with a vertex of $C_1 \cup C_2$ (since otherwise there would be no path from vertices in $C_3$ to vertices in $C_1 \cup C_2$). Moreover, we know that $N_G[C_1 \cup C_2]$ has been colored blue. It follows that at least one vertex in $C_3$ has a neighbor that became colored blue by either a forcing vertex in $C_1 \cup C_2$, or by the color modifications used to construct $S_k$. Furthermore, if any two neighbors of a vertex in $C_3$ have been colored blue, then this vertex may then force its
white colored neighbor to become colored blue, which in-turn may force a neighbor of another vertex in \( C_3 \) to become colored blue.

Since not all all of \( V(G) \) has become colored blue, the above observations imply that there is at least one vertex \( a_0 \in C_3 \) with exactly one neighbor \( b_0 \in X \) that has been either forced to become colored blue by the zero forcing process, or has been colored blue by our construction of \( S_k \). Let \( c_0 \) and \( d_0 \) denote the white colored neighbors of \( a_0 \) after termination of the zero forcing process starting at \( S_k \). Since \( c_0 \) has yet to be colored blue, we know that \( c_0 \) is not adjacent with any vertices of \( C_1 \cup C_2 \). This implies that \( c_0 \) is only adjacent with vertices of \( C_3 \), which in-turn implies that all of the neighbors of \( c_0 \) are initially colored blue in \( S_k \). Moreover, no neighbor of \( c_0 \) could have been a forcing vertex during the zero forcing process since otherwise \( c_0 \) would be colored blue. We next modify \( S_k \) by replacing \( a_0 \) with \( c_0 \):

\[
S_k^1 = (S_k \setminus \{a_0\}) \cup \{c_0\}
\]

We next test \( S_k^1 \) as a possible zero forcing set of \( G \). That is, we color all vertices in \( S_k^1 \) blue, color all other vertices white, and let the zero forcing process start and continue until no further color changes are possible. Note that \( c_0 \) could not have been adjacent with a vertex of \( C_1 \cup C_2 \), since otherwise \( c_0 \) would have been colored blue by \( S_k \). Thus, the only possible initially white colored neighbor of \( c_0 \) is \( a_0 \). It follows that \( c_0 \) may initially force \( a_0 \) to become colored blue. After \( c_0 \) forces \( a_0 \) to become colored blue, we arrive at a blue colored superset of \( S_k \), and so, all color changes which occurred during the zero forcing process starting from the blue set of vertices in \( S_k \) will now happen in \( S_k^1 \). This implies that eventually the neighbor \( b_0 \) of \( a_0 \) will become colored blue. Whenever \( b_0 \) is colored blue (either by initially being blue colored or forced to become colored blue), the only white colored neighbor of \( a_0 \) will be \( d_0 \). Thus, \( a_0 \) may force \( d_0 \) to become colored blue. Hence, we are assured that the closed neighborhood of \( a_0 \) has become colored blue by the time the zero forcing process starting at \( S_k^1 \) terminates. If \( S_k^1 \) is a zero forcing set of \( G \), then since \( S_k^1 \) has the same cardinality as \( S_0 \), inequality (1) implies

\[
Z(G) \leq |S_k^1| \leq (\Delta - 2)\beta(G),
\]

which proves the proposed inequality. Hence, we will suppose \( S_k^1 \) is not a zero forcing set of \( G \), since otherwise we have proven the desired inequality.

Let \( B_k^1 \) be the set of blue colored vertices obtained after termination of the zero forcing process starting at \( S_k^1 \) and let \( W_k^1 = V(G) \setminus B_k^1 \). Since not all of \( V(G) \) has become colored blue, the aforementioned observations on vertices in \( C_3 \) imply that there is at least one vertex \( a_1 \in C_3 \) with exactly two white colored neighbors in \( X \cap W_k^1 \) and exactly one neighbor, say \( b_1 \in X \cap B_k^1 \), such that \( b_1 \) has been forced to become colored blue by the zero forcing process starting at \( S_k^1 \). Let \( c_1 \) and \( d_1 \) be the white colored neighbors of \( a_1 \) in \( X \cap W_k^1 \). Since \( c_1 \) has yet to be colored blue, we know that \( c_1 \) is not adjacent with any vertices of \( C_1 \cup C_2 \). Next observe that neither \( c_1 \) nor \( d_1 \) could be adjacent with a vertex that has previously performed a force, since otherwise they would have been forced to become colored blue and they are both colored white. With this observation
we next modify $S_k^1$ by replacing $a_1$ with $c_1$:

$$S_k^2 = (S_k^1 \setminus \{a_1\}) \cup \{c_1\}$$

We next test $S_k^2$ as a possible zero forcing set of $G$. That is, we color all vertices in $S_k^2$ blue, color all other vertices white, and let the zero forcing process start and continue until no further color changes are possible. Note that $c_1$ could not have been adjacent with a vertex of $C_1 \cup C_2$, nor be adjacent with $a_0$ since otherwise $c_1$ would have been colored blue by the zero forcing process starting at $S_k^1$. Thus, the only possible initially white colored neighbor of $c_1$ is $a_1$. It follows that $c_1$ may initially force $a_1$ to become colored blue. After $c_1$ forces $a_1$ to become colored blue, we arrive at a blue colored superset of $S_k^1$, and so, all color changes which occurred during the zero forcing process starting from the blue set of vertices in $S_k^1$ will now happen in $S_k^2$. This implies that eventually the neighbor $b_1$ of $a_1$ will become colored blue by starting the zero forcing process at $S_k^2$. After $b_1$ is colored blue (either by being forced to become colored blue, or by initially being colored blue) the only white colored neighbor of $a_1$ will be $d_1$. Thus, $a_1$ may force $d_1$ to become colored blue. Hence, we are assured that the closed neighborhood of $a_1$ is colored blue after the zero forcing process terminates starting at $S_k^2$. If $S_k^2$ is a zero forcing set of $G$, then since $S_k^2$ has the same cardinality as $S_0$, inequality 1 implies

$$Z(G) \leq |S_k^2| \leq (\Delta - 2)\beta(G),$$

which proves the proposed inequality. Hence, we will suppose $S_k^2$ is not a zero forcing set of $G$, since otherwise we have proven the desired inequality.

We next repeat this process until we obtain a set $S_k^j$ with cardinality equal to $S_0$, where after allowing the zero forcing process to start from $S_k^j$ and continue until no further color changes are possible, we are assured that the closed neighborhoods of vertices in $C_1 \cup C_2 \cup C_3$ are colored blue by the zero forcing process starting at $S_k^j$; that is, $N_G[C_1 \cup C_2 \cup C_3]$ is colored blue. This implies that $S_k^j$ is a zero forcing set of $G$. Since $S_k^j$ has the same cardinality as $S_0$, inequality 1 implies

$$Z(G) \leq |S_k^j| \leq (\Delta - 2)\beta(G).$$

At this point of our argument we have proven that if $C_1 \cup C_2 \neq \emptyset$, then

$$Z(G) \leq (\Delta - 2)\beta(G) < (\Delta - 2)\beta(G) + 1.$$

Thus, we will assume $C_1 \cup C_2 = \emptyset$, since otherwise we have proven the desired inequality. Assuming $C_1 \cup C_2 = \emptyset$ and recalling Observation 6, it must be the case that $C \cup X = C_3 \cup X$ is a bipartition of $V(G)$. Moreover, under this supposition, the fact that every vertex of $C_3$ has exactly three white neighbors implies that no color changes may occur starting from $S_k$, and so, $S_k = S_0$. Thus, in our process of constructing a zero forcing set of $G$, we are starting from the set $S_0$. To circumvent the problem of no vertex being able to initially force, we select an arbitrary vertex in $C_3$, say $a_0$, with neighbors $b_0$, $c_0$,
and $d_0$, in $X$. Next we *greedily* add the vertex $b_0$ to our initial set $S_0$. This modification of $S_0$ is given by:

$$S_1 = S_0 \cup \{b_0\}$$

Note that we have added exactly one vertex to $S_0$. Thus, inequality (1) implies

$$|S_1| = |S_0| + 1 \leq (∆ - 2)β(G) + 1.$$  (2)

Next color all vertices in $S_1$ blue and color all other vertices white. Starting from the set $S_1$, observe that no color changes may occur during the zero forcing process (since no blue colored vertex has exactly one white colored neighbor). However, we also observe that $a_0 \in C_3$ is colored blue and its neighbor $b_0 \in X$ is also colored blue. Next recall that $c_0$ and $d_0$ are the white colored neighbors of $a_0$, and then modify $S_1$ by replacing $a_0$ with $c_0$:

$$S_1' = (S_1 \setminus \{a_0\}) \cup \{c_0\}$$

We next test $S_1'$ as a possible zero forcing set of $G$. That is, we color all vertices in $S_1'$ blue, color all other vertices white, and let the zero forcing process start and continue until no further color changes are possible. Note that $c_0$ is colored blue and all neighbors of $c_0$, other than $a_0$, are also initially colored blue. It follows that $c_0$ may initially force $a_0$ to become colored blue. After $c_0$ forces $a_0$ to become colored blue, we next observe that $d_0$ is the only white colored neighbor of $a_0$. This implies that on the second iteration of the zero forcing process starting at $S_1'$, the vertex $a_0$ may force $d_0$ to become colored blue. Hence, we are assured that the closed neighborhood of $a_0$ has become colored blue after the zero forcing process terminates starting at $S_1'$. If $S_1'$ is a zero forcing set of $G$, then since $S_1'$ has the same cardinality as $S_1$, inequality (2) implies

$$Z(G) \leq |S_1'| \leq (∆ - 2)β(G) + 1,$$

which proves the proposed inequality. Hence, we will suppose $S_1'$ is not a zero forcing set of $G$, since otherwise we have proven the desired inequality.

Starting from the set $S_1'$, let the zero forcing process start and continue until no further color changes are possible. Note that not all of $V(G)$ has become colored blue and the closed neighborhood of $a_0$ is colored blue. Since $G$ is connected and Observation [6] implies that $C_3$ is an independent set, it must be the case that a neighbor of $a_0$ in $X$ is adjacent with a vertex different than $a_0$ in $C_3$ (otherwise there would not be a path from $a_0$ to other vertices in $C_3$). Since the closed neighborhood of $a_0$ has become colored blue, we are assured that at least one vertex in $C_3$, different than $a_0$, has had at least one neighbor in $X$ become colored blue (either by being forced to become colored blue or by our construction of $S_1'$). Moreover, if any vertex in $C_3$ has exactly two blue colored neighbors, then this vertex could then force its one white colored neighbor to become colored blue. Since not all of $V(G)$ has become colored blue, these observations imply that there is at least one vertex in $C_3$ which has exactly two white colored neighbors in $X$ and exactly one blue colored neighbor in $X$ after the zero forcing process starting from $S_1'$ terminates. Let $a_1 \in C_3$ be one such vertex, let $b_1 \in X$ be the one blue colored
neighbor of \( a_1 \) in \( X \), and let \( c_1 \) and \( d_1 \) be the white colored neighbors of \( a_1 \) in \( X \). We next modify \( S_1^1 \) by replacing \( a_1 \) with \( c_1 \):

\[
S_1^2 = (S_1^1 \setminus \{a_1\}) \cup \{c_1\}
\]

We next test \( S_1^2 \) as a possible zero forcing set of \( G \). That is, we color all vertices in \( S_1^2 \) blue, color all other vertices white, and let the zero forcing process start and continue until no further color changes are possible. Note that \( c_1 \) could not have been adjacent with \( a_0 \) since otherwise \( c_1 \) would have been colored blue by the zero forcing process starting from \( S_1^1 \). Thus, the only possible initially white colored neighbor of \( c_1 \) is \( a_1 \). It follows that \( c_1 \) may initially force \( a_1 \) to become colored blue. After \( c_1 \) forces \( a_1 \) to become colored blue, we arrive at a blue colored superset of \( S_1^1 \), and so, all color changes which occurred during the zero forcing process starting from \( S_1^1 \) may now happen in \( S_1^2 \). This implies that eventually \( b_1 \) will become colored blue. After \( b_1 \) is colored blue, the only white colored neighbor of \( a_1 \) will be \( d_1 \). Thus, \( a_1 \) may then force \( d_1 \) to become colored blue. Hence, we are assured that the closed neighborhood of \( a_1 \) has become colored blue. If \( S_1^2 \) is a zero forcing set of \( G \), and since \( S_1^2 \) has the same cardinality as \( S_1 \), inequality (2) implies

\[
Z(G) \leq |S_1^2| \leq (\Delta - 2)\beta(G) + 1,
\]

which proves the proposed inequality. Hence, we will suppose \( S_1^1 \) is not a zero forcing set of \( G \), since otherwise we have proven the desired inequality.

We next repeat this process until we obtain a set \( S_1^j \) with cardinality equal to \( S_1 \), where after allowing the zero forcing process to start from \( S_1^j \) and continue until no further color changes are possible, we are assured that the closed neighborhood of vertices in \( C = C_3 \) are colored blue after the zero forcing process terminates. It follows that \( S_1^j \) is a zero forcing set of \( G \), then since \( S_1^j \) has the same cardinality as \( S_1 \), inequality (2) implies

\[
Z(G) \leq |S_1^j| \leq (\Delta - 2)\beta(G) + 1,
\]

which proves the proposed inequality. In particular, we have now proven that if \( C_3 \cup X \) is a bipartition of \( V(G) \), then

\[
Z(G) \leq (\Delta - 2)\beta(G) + 1.
\]

Since either \( C_1 \cup C_2 \neq \emptyset \), or \( C_3 \cup X \) is a bipartition of \( V(G) \), we have now shown that if \( G \) is a connected graph with maximum degree \( \Delta \geq 3 \), then \( Z(G) \leq (\Delta - 2)\beta(G) + 1 \). To see this bound is sharp see Section 4.1.

### 4.1 Sharp Examples of Theorem 2

In this section we construct a broad infinite family of graphs satisfying Theorem 2 with equality. We begin by noting that for the star graph \( K_{1,n-1} \), \( n \geq 4 \), it holds that
Z(K_{1,n-1}) = n - 2 = (∆(K_{1,n-1}) - 2)\beta(K_{1,n-1}) + 1. We next define a general operation called \emph{k-leaf support vertex addition} on a graph \( G \), abbreviated \( k \)-LSVA. Given a graph \( G \) with maximum degree \( \Delta \), we define \( k \)-LSVA on \( G \) to be the process of attaching to a vertex \( v \in V(G) \) with degree \( d_G(v) \leq k - 1 \) a new vertex \( w \), and then attaching \( k \) leaves to \( w \); see Figure 5 for an illustration.

Figure 5: The star graph \( G = K_{1,4} \) and the graph \( G' \) obtained by performing a 3-LSVA on \( K_{1,4} \). Minimum zero forcing sets of \( G \) and \( G' \) shown in blue.

Using \( k \)-LSVA we may iteratively generate an infinite family of graphs with maximum degree \( \Delta \geq 3 \) and arbitrary diameter which satisfy \( Z(G) = (∆-2)\beta(G) + 1 \). Before giving this construction, we first prove the following useful lemma.

\textbf{Lemma 7.} If \( G \) is a graph with \( \Delta(G) \geq 3 \) satisfying \( Z(G) = (∆(G) - 2)\beta(G) + 1 \) and if \( G' \) is any graph obtained by applying \( (∆(G) - 1)\)-LSVA on \( G \), then \( Z(G') = (∆(G') - 2)\beta(G') + 1 \).

\textit{Proof.} Let \( G \) be a graph with maximum degree \( \Delta \geq 3 \) satisfying \( Z(G) = (∆-2)\beta(G)+1 \), and let \( v \in V(G) \) be an arbitrary vertex with degree \( d_G(v) \leq \Delta - 1 \). Next perform \((\Delta - 1)\)-LSVA on \( G \), by attaching a vertex \( w \) to \( v \) and then attaching \( \Delta - 1 \) leaves to \( w \); denote the resulting graph by \( G' \). Next observe that since \( \Delta \geq 3 \), the leaves of \( w \) are contained in every maximum independent set in \( G' \). This implies that \( w \) is contained in every minimum vertex cover of \( G' \). Thus, \( \beta(G') = \beta(G) + 1 \). Next note that if any minimum zero forcing set of \( G \) together with \( \Delta - 2 \) leaf neighbors of \( w \) is a zero forcing set of \( G' \), then this set is a minimum zero forcing set of \( G' \). Now let \( S \subseteq V(G) \) be a fixed minimum zero forcing set of \( G \), let \( W = \{w_1, \ldots, w_{\Delta-2}\} \) be \( \Delta - 2 \) arbitrary leaf neighbors of \( w \), and let \( S' = S \cup W \). Color the vertices of \( S' \) blue and all other vertices color white. With this coloring observe that one of the leaf neighbors of \( w \), say \( w_1 \), may initially force \( w \) to become colored blue. Next observe that once \( w \) is colored blue every vertex in \( S \) is blue and no vertex in \( S \) has a white neighbor outside of \( G \), and so, every color change occurring in \( G \) starting from \( S \) will also occur. Since \( S \) was a zero forcing set of \( G \), it follows that \( v \) will eventually become colored blue. Once \( v \) is colored blue, \( w \) will have exactly one white colored neighbor (a leaf). It follows that \( w \) may then force its white colored leaf neighbor to become colored blue. Since \( S \) is assured to color all vertices in \( V(G) \) blue and since \( N_G[w] \) has become colored blue it must be the case that \( S' \) is a zero forcing set of \( G' \). Moreover, \( S' \) is a minimum zero forcing set of \( G' \) as
described earlier. Thus, \( Z(G') = Z(G) + (\Delta - 2) \). Hence,
\[
Z(G') = Z(G) + (\Delta - 2) \\
= (\Delta - 2) \beta(G) + 1 + (\Delta - 2) \\
= (\Delta - 2) |\beta(G') - 1| + \Delta - 1 \\
= \Delta \beta(G') - \Delta - 2 \beta(G') + 2 + \Delta - 1 \\
= \Delta \beta(G') - \Delta - 2 \beta(G') + 1.
\]

Using Lemma 7, we construct an infinite family of trees with arbitrary maximum degree \( \Delta \geq 3 \) and arbitrarily large diameter. Let \( k \geq 3 \) and let \( T^* \) be the set of graphs obtained by starting with \( K_{1,k} \) and applying as many \((k - 1)\)-LSVA’s as wanted. Since \( K_{1,k} \) satisfies Theorem 2 with equality, Lemma 7 implies that all graphs in \( T^* \) also satisfy Theorem 2 with equality. See Figure 6 for illustrations of such graphs.

Figure 6: Trees \( G \in T^* \) satisfying \( Z(G) = (\Delta - 2) \beta(G) + 1 \). Minimum zero forcing sets shown in blue.

Finally, we consider the special case of Theorem 2 when \( \Delta(G) = 3 \). In particular, this yields the following elegant corollary.

**Corollary 8.** If \( G \) is a connected graph with maximum degree \( \Delta = 3 \), then
\[
Z(G) \leq \beta(G) + 1,
\]
and this bound is sharp.

We next present an infinite family of graphs that satisfies Corollary 8 with equality. Let \( G^* \) be the set of graphs obtained by starting with \( K_{2,3} \) and applying an arbitrary number of 2-LSVA’s. Since \( K_{2,3} \) satisfies Theorem 2 with equality, Lemma 7 implies that all graphs in \( G^* \) also satisfy Corollary 8 with equality. See Figure 7 for an illustration of one such graph. Note that the graphs in \( G^* \) are not trees; in contrast, for values of \( \Delta \) greater than three, we have not found any graphs that are not trees that satisfy Theorem 2 with equality. The graphs in \( G^* \) and \( T^* \) are not the only graphs that satisfy Theorem 2 (or Corollary 8) with equality. We have found other more elaborate constructions of such graphs (see, e.g., Figure 8) but we do not have a complete characterization of their structure.
In this paper we have shown that machine learning and automated conjecturing can produce new and interesting theorems that in turn motivate other significant results. The initial conjecture of $\text{TxGraffiti}$ that we considered also led to the discovery of a new polynomial time algorithm to obtain a zero forcing set in claw free graphs, and also to constructions of infinite families of graphs in which the zero forcing number equals the vertex cover number.

One direction for future work is to obtain more precise characterizations of the graphs in which the obtained bounds hold with equality. In particular, we believe that the family of trees $\mathcal{T}^*$ constructed in Section 4 are the only trees satisfying Theorem 2 with equality. We pose this formally with the following question.

**Question 1.** Let $T$ be a tree with maximum degree $\Delta \geq 3$. Is it true that

$$Z(T) = (\Delta - 2)\beta(T) + 1,$$

if and only if $T \in \mathcal{T}^*$?

More generally, we also suggest the following question.
Question 2. Which connected graphs $G$ with $\Delta(G) \geq 3$ satisfy $Z(G) = (\Delta - 2)\beta(G) + 1$?

Next recall that the vertex cover number of $G$ and the independence number of $G$ are related by the equation $\beta(G) = n(G) - \alpha(G)$. This relationship and the results presented in this paper encourage further study of the following open problem, which was also conjectured by TxGraffiti.

Conjecture 9 (TxGraffiti 2017). If $G \neq K_4$ is a connected graph with $\Delta(G) \leq 3$, then

$$Z(G) \leq \alpha(G) + 1,$$

and this bound is sharp.

When considering Conjecture 9, we note that a partial result of its statement has been given by Davila and Henning in [20]; namely, if $G \neq K_4$ is a claw-free and 3-regular graph, then $Z(G) \leq \alpha(G) + 1$. Furthermore, the proof of this result is similar to the iterative nature of the proofs of Theorem 1 and Theorem 2 given in this paper. Thus, we suspect that some combination of these techniques and ideas may eventually lead to a proof of Conjecture 9.
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