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Abstract. The standard for Deep Reinforcement Learning in games, following Alpha Zero, is to use residual networks and to increase the depth of the network to get better results. We propose to improve mobile networks as an alternative to residual networks and experimentally show the playing strength of the networks according to both their width and their depth. We also propose a generalization of the PUCT search algorithm that improves on PUCT.

1 Introduction
Training deep neural networks and performing tree search are the two pillars of current board games programs. Deep reinforcement learning combining self play and Monte Carlo Tree Search (MCTS) [5,9] with the PUCT algorithm [12] is the current state of the art for computer Go [14,16] and for other board games [13,4].

MobileNets have already been used in computer Go [3]. In this paper we improve on this approach evaluating the benefits of improved MobileNets for computer Go using Squeeze and Excitation in the inverted residuals and using a multiplication factor of 6 for the planes of the trunk. We get large improvements both for the accuracy and the value when previous work obtained large improvements only for the value.

Some papers only take the accuracy of networks and the number of parameters into account. For games the speed of the networks is a critical property since the networks are used in a real time search engine. There is a dilemma between the accuracy and the speed of the networks. We experiment with various depth and width of network and find that when increasing the size of the networks there is a balance to keep between the depth and the width of the networks.

We are also interested in improving the Monte Carlo Tree Search that uses the trained networks. We propose Generalized PUCT (GPUCT), a generalization of PUCT that makes the best constant invariant to the number of descents.

The remainder of the paper is organized as follows. The second section presents related works in Deep Reinforcement Learning for games. The third section describes the Generalized PUCT bandit. The fourth section details the neural networks we trained. The fifth section gives experimental results.

2 Previous Work
2.1 Zero Learning
Monte Carlo Tree Search (MCTS) [5,9] made a revolution in Artificial Intelligence applied to board games. A second revolution occurred when it was combined with Deep
Reinforcement Learning which led to superhuman level of play in the game of Go with the AlphaGo program [12]. Residual networks [2], combined with policy and value heads sharing the same network and Expert Iteration [1] did improve much on AlphaGo leading to AlphaGo Zero [14] and zero learning. With these improvements AlphaGo Zero was able to learn the game of Go from scratch and surpassed AlphaGo.

There were many replication of AlphaGo Zero, both for Go and for other games. For example ELF/OpenGo [15], Leela Zero [10], Crazy Zero by Coulom and the current best open source Go program KataGo [16].

The approach was also used for learning a large set of games from zero knowledge with Galvanise Zero [6] and Polygames [4].

2.2 Neural Architectures

AlphaGo used a convolutional network with 13 layers and 256 planes.

Current computer Go and computer games programs use a neural networks with two heads, one for the policy and one for the value as in AlphaGo Zero [14]. Using a network with two heads instead of two networks was reported to bring a 600 ELO improvement and using residual networks [2] also brought another 600 ELO improvement. The standard for Go programs is to follow AlphaGo Zero and use a residual network with 20 or 40 blocks and 256 planes.

An innovation in the Katago program is to use Global Average Pooling in the network in some layers of the network combined with the residual layers. It also uses more than two heads as it helps regularization.

Polygames also uses Global Average Pooling in the value head. Together with a fully convolutional policy, it make Polygames networks invariant to changes in the size of the board.

2.3 Mobile Networks

MobileNet [7] and then MobileNetV2 [11] are a parameter efficient neural network architecture for computer vision. Instead of usual convolutional layers in the block they use depthwise convolutions. The also use 1x1 filters to pass for a small number of channels in the trunk to 6 times more channels in the block.

MobileNets were successfully applied to the game of Go [3]. Our approach is a large improvement on this approach using Squeeze and Excitation and a 6 fold increase in the number of channels in the blocks. We also compare networks of different width and depth and show some possible choices for increasing width and depth are dominated and that it is better to increase both width and depth when making the networks grow.

3 Improving the Search

3.1 PUCT

The Monte Carlo Tree Search algorithm used in current computer Go programs since AlphaGo is PUCT. A Bandit that include the policy prior in its exploration term. The bandit for PUCT is:
\[ V(s, a) = Q(s, a) + c \times P(s, a) \times \frac{\sqrt{N(s)}}{1 + N(s, a)} \]

Where \( P(s, a) \) is the probability of move \( a \) to be the best moves in state \( s \) given by the policy head, \( N(s) \) is the total number of descents performed in state \( s \) and \( N(s, a) \) is the number of descents for move \( a \) in state \( s \).

### 3.2 Generalized PUCT

We propose to generalize PUCT replacing the square root with an exponential and using a parameter \( \tau \) for the exponential. The Generalized PUCT bandit (GPUCT) is:

\[ V(s, a) = Q(s, a) + c \times P(s, a) \times e^{\tau \times \log(N(s))} \frac{1}{1 + N(s, a)} \]

This is a generalization of PUCT since for \( \tau = 0.5 \) this is the PUCT bandit.

### 3.3 Experimental Results

We experimented with various constants and numbers of evaluations for the PUCT bandit. We found that for small numbers of evaluations the 0.1 constant was performing well. In order to make the experiments stable we made PUCT with numbers of evaluations starting at 16 and doubling until 512 and a constant of 0.1 play 400 games against PUCT with the same number of evaluations but varying constants. The result are given in Table 1. The last line of the table is the average winning rate. On average the 0.15 constant is the best and the following constants have decreasing average.

| \( d \) | 16 | 32 | 64 | 128 | 256 | 512 | avg  |
|---|---|---|---|---|---|---|---|
| 0.05 | 57.75 | 50.25 | 47.25 | 46.50 | 43.50 | 43.75 | 50.25 |
| 0.10 | 48.75 | 54.00 | 48.50 | 48.75 | 52.50 | 47.75 | 51.50 |
| 0.20 | 45.25 | 56.75 | 55.00 | 50.25 | 47.75 | 44.25 | 44.75 |
| 0.30 | 33.50 | 49.00 | 50.25 | 47.50 | 48.00 | 47.25 | 45.00 |
| 0.35 | 34.75 | 50.25 | 56.75 | 51.50 | 45.00 | 44.75 | 46.75 |
| 0.40 | 35.50 | 59.50 | 56.75 | 66.00 | 61.25 | 60.25 | 49.67 |
| 0.50 | 42.58 | 53.29 | 52.42 | 51.75 | 49.67 | 48.33 | 50.00 |

It is clear from this table that there is a drift of the best constant towards greater values. We repair this undesirable property with Generalized PUCT. In order to find the best \( \tau \) for Generalized PUCT we used the following algorithm:

\[
\arg\min_{\tau, c} \left( \sum_d \{ c \times e^{\tau \times \log(d)} - c_d \times e^{0.5 \times \log(d)} \} \right)
\]
Where \(d\) is the budget (the first column of Table 1), \(c_d\) is the best PUCT constant for budget \(d\) (for example 0.15 for \(d = 32\)).

Given the data in Table 1, the best parameters values we found are \(\tau = 0.737\) and \(c = 0.057\).

In order to verify that these values counter the drift in the best constants of PUCT, we made PUCT with different budgets and constants play against Generalized PUCT with \(\tau = 0.737\) and \(c = 0.057\) and the same budget as PUCT. The results are given in Table 2. For small budgets the PUCT algorithm with a constant of 0.2 is close to GPUCT but when the budget grows to 1024 or 2048 descents, GPUCT gets much better than PUCT. This is also the case for PUCT with the 0.1 and a 0.15 constants.

| \(d\) | 0.1   | 0.15  | 0.2   |
|-------|-------|-------|-------|
| 16    | 57.75 | 51.50 | 61.25 |
| 32    | 57.00 | 48.50 | 54.75 |
| 64    | 56.00 | 45.25 | 48.50 |
| 128   | 48.75 | 49.50 | 45.00 |
| 256   | 59.50 | 55.00 | 55.00 |
| 512   | 55.00 | 61.25 | 53.00 |
| 1024  | 73.75 | 63.00 | 53.75 |
| 2048  | 67.00 | 65.50 |       |

Our findings are consistent with the PUCT constant used in other zero Go programs. For example ELF uses a 1.5 constant \([15]\) for much more tree descents than we do. Our model fits this increase of the value of the best constant when the search uses more descents.

We did not try to tune the constants for GPUCT and still get better results than PUCT. Some additional strength may come from tuning the constants instead of only using the two constants coming from optimizing on the data of Table 1.

Note that having the same constant for different budgets can also be useful for programs that use pondering or adaptive thinking times. Besides being more convenient for tuning the constant.

4 Improving the Model

In this section we start describing the dataset we built. We then detail the training and the inputs and labels. We also explain how we have added Squeeze and Excitation to the MobilNets and how we experimented with various depth and width of the networks. We finally give experimental results for various networks.
4.1 The Katago dataset

Katago is the strongest available computer Go program. It has released the self-played games of 2020 as sgf files. We selected from these games the games played on a 19x19 board with a komi between 5.5 and 7.5. We built the Katago dataset taking the last 1,000,000 games played by Katago. The validation dataset is built by randomly selecting 100,000 games from the 1,000,000 games and taking one random state from each game. The games of the validation set are never used during training.

The Katago dataset is a better dataset than the ELF and the Leela datasets used in [3]. Katago plays Go at a much better level than ELF and Leela. The networks trained on the Katago dataset are trained with better data.

4.2 Training

Networks are trained with Keras with each epoch containing 1,000,000 states randomly taken in the Katago dataset.

The evaluation on the validation set is computed every epoch. The loss used for evaluating the value is the mean squared error (MSE) as in AlphaGo. However we train the value with the binary cross entropy loss. The loss for the policy is the categorical crossentropy loss. We evaluate the policy according to its accuracy on the validation set.

The batch size is 32 due to memory constraints. The annealing schedule is to train with a learning rate of 0.0005 for the first 100 epochs, then to train with a learning rate of 0.00005 for 50 epochs, and then with 0.000005 for 50 epochs, and finally with 0.0000005 for another 50 epochs. An epoch takes between 3 minutes for the smallest network and 30 minutes for the larger ones using a V100 card.

All layers in the networks have L2 regularization with a weight of 0.0001. The loss is the sum of the value loss, the policy loss and the L2 loss.

4.3 Inputs and Labels

The inputs of the networks use the colors of the stones, the liberties, the ladder status of the stone, the ladder status of adjacent strings (i.e. if an adjacent string is in ladder), the last 5 states and a plane for the color to play. The total number of planes used to encode a state is 21.

The labels are a 0 or a 1 for the value head. A 0 means Black has won the game and a 1 means it is White. For the policy head there is a 1 for the move played in the state and 0 for all other moves.

4.4 Squeeze and Excitation

We add Squeeze and Excitation [S] to the MobileNets so as to improve their performance in computer Go. The way we do it is by adding a Squeeze and Excitation block at the end of the MobileNet block before the addition.

The squeeze and excitation block starts with Global Average Pooling followed by two dense layers and a multiplication of the input tensor by the output of the dense layers.

We give here the Keras code we used for this block:
 def SE_Block(t, filters, ratio = 16):
    se_shape = (1, 1, filters)
    se = GlobalAveragePooling2D()(t)
    se = Reshape(se_shape)(se)
    se = Dense(filters // ratio, activation='relu', use_bias=False)(se)
    se = Dense(filters, activation='sigmoid', use_bias=False)(se)
    x = multiply([t, se])
    return x

4.5 Depth and Width of Mobile Networks

In order to improve the performance of AlphaGo Zero their authors made the network grow from 20 residual blocks of 256 planes to 40 residual blocks of 256 planes.

In this paper we claim that MobileNets with Squeeze and Excitation give much better results than residual networks for the game of Go and we also claim that to improve the performance of a network it is better to make both the number of blocks (i.e. the depth of the network) and the number of planes (i.e. the width of the network) grow together.

5 Experimental Results

5.1 Networks with Less than One Million Parameters

All the networks we test use two heads, one for the policy and one for the value. The Alpha Zero like network uses fully connected layers both in the policy and the value head as in AlphaGo and descendants. When restricted to one million parameters it is detrimental since it uses a little less than 300,000 parameters only for the two heads. The remaining of the AlphaZero network is 10 blocks of 44 planes. For all the networks we optimize the number of parameters so as to be as close to one million parameters as possible. The Polygames network use a fully convolutional policy head, with no parameters in the policy head. It also uses Global Average Pooling in the value head before a fully connected layer of 50 outputs and then a fully connected layer with one output for the value. The Polygames network uses 13 residual blocks of 64 planes. The Mobile and the Mobile+SE networks use 17 mobile blocks of 384 planes with a trunk of 64 planes and the Polygames heads.

The evolution of the policy accuracy for the four networks is given in Figure 1. Polygames architecture gives better results than the Alpha Zero architecture. Mobile is better than Polygames and Mobile+SE is better than Mobile alone.

Figure 2 gives the evolution of the MSE validation loss of the value during training. Again Mobile+SE is better than Mobile. Mobile is better than Polygames and Polygames is better than AlphaZero.
Fig. 1: The evolution of the policy validation accuracy for the different networks with less than one million parameters on the Katago dataset.

Fig. 2: The evolution of the value validation MSE loss for the different networks with less than one million parameters on the Katago dataset.
5.2 Training Large Networks

Multiple MobileNets and two Polygames/Alpha Zero like residual networks were trained on the Katago dataset. It took a total of more than 10,000 hours of training using V100 cards.

We trained a 20 blocks and a 40 blocks residual network with the Polygames heads. The results for these two networks are given in Table 3.

We trained many MobileNets with Squeeze and Excitation and the Polygames heads. The number of parameters of the networks according to their width and depth are given in Table 4. The speed of the networks are given in Table 5. The accuracy reached on the validation set at the end of training are given in Table 6. The MSE validation loss of the value is given in Table 7.

| Table 3: Properties of residual networks. |
| Network | Parameters | Accuracy | MSE | Speed |
|---------|------------|----------|-----|-------|
| residual.20.256 | 23,642,469 | 52.77 | 0.1764 | 21.30 |
| residual.40.256 | 47,266,149 | 53.15 | 0.1763 | 13.54 |

| Table 4: Parameters according to width and depth. |
| w \ d | 16 | 32 | 48 | 64 | 80 |
|----|----|----|----|----|----|
| 64 | 908,197 | 1,811,365 | 2,714,533 | 3,617,701 | 4,520,869 |
| 96 | 1,958,213 | 3,908,933 | 5,859,653 | 7,810,373 | 9,761,093 |
| 128 | 3,405,541 | 6,801,125 | 10,196,709 | 13,592,293 |
| 160 | 5,250,181 | 10,487,941 | 15,725,701 |
| 192 | 7,492,133 | 14,969,381 |
| 224 | 10,131,397 | 20,245,445 |

| Table 5: Speed according to width and depth. Number of batch of size 32 per second on GPU (RTX 2080 Ti). |
| w \ d | 16 | 32 | 48 | 64 | 80 | 96 |
|----|----|----|----|----|----|----|
| 64 | 28.17 | 25.28 | 19.39 | 18.30 | 16.20 | 14.13 |
| 96 | 26.61 | 21.65 | 16.56 | 13.51 | 11.62 | 9.90 |
| 128 | 25.25 | 17.65 | 13.32 | 10.71 | 9.07 | 7.71 |
| 160 | 21.82 | 14.37 | 10.44 | 8.18 | 6.87 | 5.94 |
| 192 | 19.78 | 12.33 | 9.02 | 6.97 | 5.60 | 4.81 |
| 224 | 15.93 | 10.33 | 7.39 | 5.69 | 4.66 | 3.83 |
| 256 | 14.08 | 8.15 | 6.26 | 4.81 | 3.95 | 3.32 |
Fig. 3: The accuracy Pareto front.

Fig. 4: Networks dominated by the accuracy Pareto front.
Table 6: Accuracy according to width and depth.

| w \ d | 16  | 32  | 48  | 64  | 80  |
|-------|-----|-----|-----|-----|-----|
| 64    | 53.98 | 55.94 | 56.98 | 57.77 | 58.21 |
| 96    | 55.48 | 57.78 | 58.51 | 59.20 | 59.62 |
| 128   | 56.52 | 58.56 | 59.40 | 60.06 |       |
| 160   | 57.00 | 59.26 | 60.16 |       |       |
| 192   | 57.65 | 59.73 |       |       |       |
| 224   | 58.01 | 60.05 |       |       |       |

Figure 3 gives the Pareto front of the networks according to speed and accuracy. Figure 4 gives the networks that are dominated by other networks. The dominated networks are residual.20.256, residual.40.256, se.16.192 ,se.16.224, se.32.224, se.48.64, se.48.96, se.64.64, se.64.96, se.80.64, se.80.96. We can see in this list that networks that are either to shallow and too wide or to deep and too narrow are dominated. It means that there is a balance to keep between the depth and the width of the networks. Networks that are shallow and wide or networks that are deep and narrow are dominated. The optimal ratio \(\frac{\text{width}}{\text{depth}}\) seems to lie somewhere between 2.67 and 6.00. But we have not enough data to assess whether it stays in the same range for greater depth and width.

The accuracy of our MobileNets are much better than the accuracy previously reported for MobileNets that were close to the accuracy of residual nets for similar speeds [3]. MobileNets that have the same speed as the 20 blocks residual network have an accuracy close to 57% whereas the residual net is close to 53%. Moreover the Katago dataset has better quality games and is more elaborate that the datasets used in [3]. It is even better when comparing the 40 blocks residual network to MobileNets with the same speed.

Table 7: MSE according to width and depth.

| w \ d | 16  | 32  | 48  | 64  | 80  |
|-------|-----|-----|-----|-----|-----|
| 64    | 0.1695 | 0.1637 | 0.1614 | 0.1602 | 0.1592 |
| 96    | 0.1657 | 0.1604 | 0.1580 | 0.1572 | 0.1563 |
| 128   | 0.1631 | 0.1583 | 0.1566 | 0.1553 |       |
| 160   | 0.1615 | 0.1570 | 0.1551 |       |       |
| 192   | 0.1603 | 0.1560 |       |       |       |
| 224   | 0.1595 | 0.1558 |       |       |       |

Figure 5 gives the value Pareto front. Figure 6 gives the networks dominated by the value Pareto front. The dominated networks are residual.20.256, residual.40.256, se.16.224, se.32.224, se.48.64, se.64.64, se.64.96, se.80.64 and se.80.96. Again we see that shallow and wide networks as well as deep and narrow networks are dominated.

The residual networks are largely dominated by squeeze and excitation MobileNets both for the accuracy and for the value.
Fig. 5: The value Pareto front.

Fig. 6: Networks dominated by the value Pareto front.
5.3 Extrapolation of the Accuracy

In order to extrapolate the accuracy of the bigger networks we made a regression on a formula to estimate the accuracy given the depth and the width of the networks. We assume that the increase in accuracy is logarithmic with the size of the network and we find the appropriate parameters using this algorithm:

$$\arg\min_{p, p_1, p_2} \left( \sum_{d, w} |p + p_1 \times \log(d) + p_2 \times \log(w) - A(d, w)| \right)$$

Where $d$ is the depth, $w$ the width and $A(d, w)$ the value of the accuracy in Table 6. The best parameters values we found are $p = 32.2$, $p_1 = 2.7$ and $p_3 = 3.45$ giving a minimal error of 2.70 for the 21 accuracies, an error of approximately 0.128 per accuracy.

Table 8 gives the Pareto front for the extrapolated accuracies and the accuracies we experimentally found. The extrapolated accuracies are in parenthesis. The non dominated accuracies according to the speed and accuracies of the other networks are in bold. We can observe that the trend of balancing the depth and the width of the networks continues for extrapolated values.

Table 8: Extrapolation of the accuracy Pareto front.

| $w \setminus d$ | 16 | 32 | 48 | 64 | 80 |
|-----------------|----|----|----|----|----|
| 64              | 53.98 | 55.94 | 56.98 | 57.77 | 58.21 |
| 96              | 55.48 | 57.78 | 58.51 | 59.2 | 59.62 |
| 128             | 56.52 | 58.56 | 59.4 | 60.06 (60.77) |
| 160             | 57.0 | 59.26 | 60.16 | 60.93 (61.54) |
| 192             | 57.65 | 59.73 (60.79) | 61.56 (62.16) |
| 224             | 58.01 | 60.05 (61.32) | 62.09 (62.70) |
| 256             | (58.81) | (60.68) | (61.78) (62.55) | (63.16) |

5.4 Evolution of the Accuracy and of the Value Loss During Training

Figure 7 gives the evolution of the accuracy of our best network against the evolution of the accuracy of a state of the art residual network. We can observe that training starts better for our network and that it improves more during training.

Figure 8 gives the same evolution for the mean squared error of the value and again the residual network is largely dominated.

5.5 Making the Networks Play

We now make the networks play Go. We first test the strength of the networks only using the policy to play. The policy is randomized by choosing randomly between the move with the best prior and the move with the second best prior, proportionally to the priors. Networks plays then instantly and still play at the level of high amateur Dan players. People enjoy playing blitz games on the internet against such networks. Table 9 gives
Fig. 7: The evolution of the policy validation accuracy for the best SE network and the 40 blocks residual network on the Katago dataset.

Fig. 8: The evolution of the value validation MSE loss for the best SE network and the 40 blocks residual network on the Katago dataset.
the result of a round robin tournament between the policy networks. As expected the se.48.960.160 network, the one with the best accuracy has the best winning rate and the residual networks have poor results.

Table 9: Round robin tournament between policies.

| Network     | Games | Winrate | $\sqrt{n}$ |
|-------------|-------|---------|----------|
| se.48.960.160 | 220   | 0.818   | 0.026    |
| se.64.576.96  | 220   | 0.795   | 0.027    |
| se.32.1344.224 | 220   | 0.727   | 0.030    |
| se.64.768.128 | 220   | 0.727   | 0.030    |
| se.48.768.128 | 220   | 0.705   | 0.031    |
| se.32.1152.192 | 220   | 0.682   | 0.031    |
| se.80.576.96  | 220   | 0.636   | 0.032    |
| se.16.1152.192 | 220   | 0.591   | 0.033    |
| se.32.960.160 | 220   | 0.591   | 0.033    |
| se.64.384.64  | 220   | 0.591   | 0.033    |
| se.16.1344.224 | 220   | 0.591   | 0.033    |
| se.48.576.96  | 220   | 0.568   | 0.033    |
| se.32.768.128 | 220   | 0.545   | 0.034    |
| se.80.384.64  | 220   | 0.455   | 0.034    |
| se.48.384.64  | 220   | 0.432   | 0.033    |
| se.32.576.96  | 220   | 0.364   | 0.032    |
| se.16.960.160 | 220   | 0.364   | 0.032    |
| se.32.384.64  | 220   | 0.341   | 0.032    |
| se.16.576.96  | 220   | 0.273   | 0.030    |
| se.16.768.128 | 220   | 0.273   | 0.030    |
| se.16.384.64  | 220   | 0.205   | 0.027    |
| residual.40.256 | 220   | 0.136   | 0.023    |
| residual.20.256 | 220   | 0.091   | 0.019    |

The se.48.960.160 network played games on the internet Kiseido Go Server (KGS) using only the policy to play and playing its moves instantly. Many people play against the network making it busy 24 hours a day. It reached a 6 dan level and it is still improving its rating, winning 80% of its games. It is the best ranking reached by a policy network alone, the previous best ranking was 5 dan with a mobile network [3].

We now make the networks play using GPUCT and 32 descents per move. All network play against a randomized se.48.768.128 network. The randomization consider the second best move if it has at least half the number of descents of the best move and then randomly choose between the two moves according to their number of descents. Table [10] gives the results for all networks. The se.48.960.160 is again the best network and the residual networks the worst networks.

In the last experiment we make all the networks use the same thinking time of 10 seconds per move. Large and slow networks make less descents than small and fast networks in this experiment. So there is a balance between the gain of accuracy of the
Table 10: Making all networks play 400 games as Black with 32 descents at each move against a randomized se.48.768.128 network.

| Network    | Games | Winrate | $\sqrt{n}$ |
|------------|-------|---------|------------|
| se.48.960.160 | 400   | 0.675   | 0.023      |
| se.32.1152.192 | 400   | 0.580   | 0.025      |
| se.64.768.128  | 400   | 0.550   | 0.025      |
| se.32.1344.224 | 400   | 0.525   | 0.025      |
| se.80.576.96   | 400   | 0.515   | 0.025      |
| se.32.960.160  | 400   | 0.487   | 0.025      |
| se.48.768.128  | 400   | 0.430   | 0.025      |
| se.64.576.96   | 400   | 0.425   | 0.025      |
| se.32.768.128  | 400   | 0.365   | 0.024      |
| se.48.576.96   | 400   | 0.330   | 0.024      |
| se.16.1344.224 | 400   | 0.315   | 0.023      |
| se.80.384.64   | 400   | 0.302   | 0.023      |
| se.32.576.96   | 400   | 0.278   | 0.022      |
| se.64.384.64   | 400   | 0.275   | 0.022      |
| se.16.1152.192 | 400   | 0.250   | 0.022      |
| se.16.960.160  | 400   | 0.240   | 0.021      |
| se.48.384.64   | 400   | 0.217   | 0.021      |
| se.16.768.128  | 400   | 0.212   | 0.020      |
| se.32.384.64   | 400   | 0.120   | 0.016      |
| se.16.576.96   | 400   | 0.113   | 0.016      |
| se.16.384.64   | 400   | 0.043   | 0.010      |
| residual.20.256 | 400   | 0.025   | 0.008      |
| residual.40.256 | 400   | 0.010   | 0.005      |
policy and the improvement of the value due to increasing the size of the network and the slowdown due to the increased time for a forward pass. Results are given in Table [11]. Interestingly the se.48.960.160 is not the best network anymore. The residual networks are still way behind. We observe the impact of the balance between the size of the network and its speed. We give for each network the ratio between the width \( w \) and the depth \( d \) of the network. We observe that a too small or a too great ratio is to be avoided and that using bigger networks with a balanced ratio is beneficial until a limit.

6 Conclusion

We proposed a generalization of the PUCT bandit of AlphaGo and Alpha Zero so as to make it invariant to the number of descents. Experimental results show it is less sensitive to the budget than usual PUCT. We also proposed improvements to MobileNets and show that they give much better results than the commonly used residual networks. We made a detailed analysis of the balance between the depth, the width and the speed of MobileNets. We also made the networks play in order to evaluate their strengths.

In future work we plan to use MobileNets with Squeeze and Excitation in a Deep Reinforcement Learning framework, using the Expert Iteration algorithm to train the networks. We also plan to use Expert Iteration and Monte Carlo Tree Search for various games and optimization problems.
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