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Abstract

A basic condition for efficient transfer learning is the similarity between a target model and source models. In practice, however, the similarity condition is difficult to meet or is even violated. Instead of the similarity condition, a new strategy, linear correlation-ratio, is introduced in this paper to build an accurate relationship between the models. Such a correlation-ratio can be easily estimated by historical data or a part of sample. Then, a correlation-ratio transfer learning likelihood is established based on the correlation-ratio combination. On the practical side, the new framework is applied to some application scenarios, especially the areas of data streams and medical studies. Methodologically, some techniques are suggested for transferring the information from simple source models to a relatively complex target model. Theoretically, some favorable properties, including the global convergence rate, are achieved, even for the case where the source models are not similar to the target model. All in all, it can be seen from the theories and experimental results that the inference on the target model is significantly improved by the information from similar or dissimilar source models. In other words, a variational Stein’s paradox is illustrated in the context of transfer learning.
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1 Introduction

1.1 Problem setup and article frame

The models with heterogeneous distributions are frequently encountered in big data territory, especially in the environment of big data streams. The relevant heterogeneity has attracted much attention in the areas of statistics and machine learning. Transfer learning is a special methodology in machine learning to deal with a type of heterogeneity: there is a target model (or distribution), about which we wish to make inference, and there are some related but distinct source models (or distributions), from which most of training data are collected. Under this framework, the heterogeneity means that there exist certain differences between the target model and the source models, and the goal of transfer learning is to use the data not only from the target model but also from the source models to make an improved target inference. Up to now, various transfer learning methods have been proposed in the literature of statistics and machine learning; for survey papers on transfer learning, see for example Storkey (2009), Pan and Yang (2009), and Weiss et al. (2016). Moreover, the methods of transfer learning have been widely used in many applications, including computer vision (Tzeng et al., 2017; Gong et al., 2012), speech recognition (Huang et al., 2013), and genre classification (Choi et al., 2017).

For convenience, we consider for the moment the case of only a source model. Let $P$ be the source model containing response variable $Y^P$ and covariate $X^P$, and $Q$ be the target model with response variable $Y^Q$ and covariate $W^Q$. From the perspective of canonical transfer learning, the main reason why a method of transfer learning can transfer knowledge from $P$ to $Q$ for target inference is that the two models are supposed to be similar, or the level of heterogeneity between $P$ and $Q$ is relatively low. In practice, however, the similarity condition is difficult to meet or is even violated (the examples will be given later). We then are interested in the following issue:
Develop an adaptive transfer learning strategy capable of processing general source $P$ to improve the inference on target $Q$ whether $P$ is similar to $Q$ or not.

When the issue is first encountered, it seems to be preposterous. Actually, if model $P$ is independent of model $Q$, the phenomenon observed in this paper is a variational Stein’s paradox (for the explanations see the Appendix, for the details of Stein’s paradox see, e.g., Stein et al., 1956; James and Stein, 1992; Lindley, 1962; Efron and Morris, 1973 and Stigler, 1990). In the area of transfer learning, the solution to this problem is interesting and challenging, but has not yet been explored so far, to the best of our knowledge.

In this work, instead of using the similarity condition, a historical data condition of a part of variables is employed to establish a relationship between the models $P$ and $Q$. Based on the relationship, an accurate transfer learning likelihood is established. Consequently, the inference on $Q$ can be significantly improved by the information from $P$ even if the two models are dissimilar.

This paper is then structured as follows. In the remainder of this section, some existing transfer learning methods are reviewed, the similarity conditions are discussed, and our main contributions are summarized. In Section 2, some motivating examples are discussed to build the relationship between target model and source models, and under the framework of generalized linear models (GLMs), a bran-new correlation strategy is proposed and then a correlation-ratio transfer learning likelihood (cr-TLL) is established, without using any similarity condition. In Section 3, the adaptability of the cr-TLL to heterogeneous sources is demonstrated, theoretically, and the variational Stein’s paradox is analyzed. In Section 4, the cr-TLL is extended into the case where the target model is a semiparametric model. Simulation studies and real data analysis are presented in Section 5. Section 6 concludes the paper and discusses possible future work. The following additional materials
are relegated to the Appendix: a brief description of Stein’s paradox and the relationship to our model condition, the estimation methods for correlation-ratios, the iterative algorithm for some complex cases, the extension to non-linear models, some results of additional simulation studies, the regularity conditions and the proofs of the main lemmas and theorems.

1.2 Similarity conditions and related issues

Before introducing our methodology, we first recall the familiar similarity conditions and discuss the relevant topics on transfer learning. It is known that the similarity between source $P$ and target $Q$ is the most basic condition for efficient transfer learning, traditionally. Up to now, several rules have been proposed in the transfer learning literature to measure the degree of similarity between $P$ and $Q$. The first method is to establish the bounds of divergence between $P$ and $Q$ to evaluate the level of similarity ((Ben-David et al., 2006; Blitzer et al., 2007; Mansour et al., 2009; Tian and Feng, 2021)). Another line of work in the literature describes the level of similarity by measuring the covariate shift for the regime in which the conditional distributions of $Y^P$ and $Y^Q$ given $X^P$ and $W^Q$ are the same, but the marginal distributions of $X^P$ and $W^Q$ can be different (Shimodaira, 2000; Sugiyama et al., 2007; Kpotufe and Martinet, 2021). On the other hand, the conditional distribution drift is a general framework and broadly arises in many practical problems (Pan and Yang, 2009; Weiss et al., 2016; Cai and Wei, 2021; Reeve et al., 2021). Under such a situation, the level of similarity is formulated in the existing literature by a transfer function $\phi(\cdot)$ together with some propensity constraints on $\phi(\cdot)$. Specifically, for some functions of interest $\eta_P(\cdot)$ and $\eta_Q(\cdot)$ (e.g., regression functions) under models $P$ and $Q$ respectively, the similarity relationship between the functions $\eta_P(\cdot)$ and $\eta_Q(\cdot)$ is formulated by $\eta_P(\cdot) = \phi(\eta_Q(\cdot))$ (see, e.g., Cai and Wei, 2021; Reeve et al., 2021).

In the area of parameter-transfer learning, the degree of similarity is evaluated in
the following ways: the source model $P$ and target model $Q$ share some parameters or prior distributions of the hyperparameters of the models, or some parameters in $P$ and $Q$ are closed to each other (Lawrence and Platt, 2004; Evgeniou and Pontil, 2004; Schwaighofer et al., 2004; Bonilla et al., 2007; Gao et al., 2008; Xia et al., 2013; Tian and Feng, 2021; Li et al., 2020). Then, the transferred knowledge is encoded into the shared (or approximately equal) parameters or priors. By discovering them, the knowledge can be transferred across the tasks.

Without these similarity conditions, however, it is difficult by the existing methods to find useful knowledge from the source models. Moreover, in the procedures of transfer learning of these approaches, data-driven algorithms are often required to implement the transfer learning.

1.3 The models under study and main contributions

In this paper, we focus mainly on parameter estimation in parametric target model together with parametric or semiparametric multiple source models. In our framework, all the parameters and variables in the source models may be entirely different from those in the target model, implying that the commonly used conditions for the similarity may be violated completely. In fact the models under study may be of both conditional distribution drift and covariate shift, and/or the source models may even be unrelated to the target model. Such model variations (including conditional distribution drift, covariate shift and parametric heterogeneity) often appear in some application areas, especially in the framework of big data streams. For instance, U.S. carriers were not required to report causes of flight delays to the Bureau of Transportation Statistics until June 2003, the related variables on the causes of flight delays were available only after June 2003. When parameter models are used for the risk analysis of airline delays, the covariates may change midway through the data streams (Rupp, 2007), implying that all the parameters in the two models may be entirely different (Wang et al., 2018; Lin et al., 2021). For more real-world
examples on the issue, see Subsection 2.2, and the references, e.g., Certo (2003), Hood et al. (2004) and Desyllas and Sako (2013).

Therefore, it is desired to develop adaptive transfer learning together with efficient algorithm for the scenarios where source models and target model may have completely different parameters and variables, or the source models may be dissimilar to the target model in some sense. Instead of canonical similarity conditions, it is supposed in this paper that some historical data or a part of sample of permanent variables are available before modeling. On the practical side, the condition of historical information or a part of sample from a part of variables used in this paper is applied to some application scenarios, especially the areas of data streams and medical studies (see the motivating examples in Subsection 2.2). Based on this condition, a new transfer learning framework is introduced under GLMs, partially linear models and non-linear models. Within the framework of exponential family distributions with both conditional distribution drifts and covariate shifts or heterogeneous parameters, some artificial relationships among the parameters are formulated by a branch-new strategy: linear correlation-ratio matrix between the target model and source models. The correlation-ratio can be easily estimated by the historical data or a part of sample from permanent variables. It is worth pointing out that actually these are precise parameter relationships in the models, instead of the similarity conditions between the models. The formulas of describing the relationships are concise, even have explicit representations. Based on these accurate representations, the correlation-ratio transfer learning likelihoods (cr-TLLs) are established that combine the target likelihood with the transferred likelihoods from the source models. The new methods are suitable for transferring the information from some simple source models to a relatively complex target model. Theoretically, the asymptotic properties of the transfer learning estimator are established and the efficiency is deeply investigated. An outstanding feature of the cr-TLL is what follows: the global convergence rate can be achieved, without any evident constraint
on the similarity. Here the global convergence rate means that the transfer learning estimation is always $\sqrt{n}$-consistent whether the source models are related to the target model or not, where $n$ is the size of total samples from source models and target model. Thus, it is somewhat surprising that the new strategies can be applied to the case with related or unrelated sources. This implies that the phenomenon of a variational Stein’s paradox is transparent (see the Appendix, and for more details see, e.g., Stein et al., 1956; Stigler, 1990). The theoretical properties and numerical results reveal the relationship between the artificial model combination (instead of the model similarity) and transfer learning efficiency, telling us when and how to use the transfer learning to improve the inference on the target model. Moreover, the algorithms are simple because the relationships between the parameters have simple representations.

Main contributions of this paper are summarized as follows:

(i) Remarkably, an entirely new strategy of linear correlation-ratio is introduced to artificially combine the source models with target model. With the proposed combinations, the adaptive transfer learning method is applied to the target model with similar or dissimilar sources.

(ii) The relationships between the source models and target model have accurate expressions. Consequently, the transfer learning likelihood is accurate, containing complete information from sources.

(iii) Theoretically and experimentally, the resulting transfer learning estimator is significantly improved by the information from similar or dissimilar sources, and particularly the global convergence rate in probability can be enhanced remarkably, especially for the case when the source models are somewhat similar to the target model.

(iv) Methodologically, the transfer learning is computationally tractable, without the need for any data-driven method to implement the inference procedure.
2 cr-TLL for GLMs

In the first four subsections, we introduce the cr-TLL for the case of a source model. In the last subsection, we consider the case with multiple source models. The extension to generalized partially linear models and general non-linear models will be given in Section 4 and the Appendix, respectively.

2.1 Models

2.1.1 Data conditions.

Denote by \( P \) and \( Q \) the two models with random variables \((X^P, Y^P)\) and \(((X^Q, Z^Q), Y^Q)\) respectively, where response variables \( Y^P \in S_{Y^P} \subseteq \mathbb{R} \), \( Y^Q \in S_{Y^Q} \subseteq \mathbb{R} \), and covariates \( X^P \in S_{X^P} \subseteq \mathbb{R}^{d_1} \) and \((X^Q, Z^Q) \in S_{X^Q} \times S_{Z^Q} \subseteq \mathbb{R}^{d_1} \times \mathbb{R}^{d_2} \). In the framework of transfer learning, \( P \) is thought of as a source model, from which most of training data are generated, and \( Q \) is treated as a target model, from which some training data are collected, and about which we wish to make inference. It is usually supposed that the collection of the data of some variables in model \( Q \), for example \( Z^Q \), is typically expensive or difficult, then the data volume of \( Z^Q \) is relatively small.

In this paper, we further assume that some historical characteristics (e.g., average values or expectations) or a part of sample of variables \((X^P, Y^P)\) and \((X^Q, Y^Q)\) are available before modeling.

Some motivating examples will be given in Subsection 2.2 to show the application backgrounds of the above historical or partial data condition. On the other hand, the data of variable \( Z^Q \) are available only after a time point or only in some special situation. We then call \((X^P, Y^P)\) and \((X^Q, Y^Q)\) permanent variables, and call \( Z^Q \) emerging variable. The emergence of new variables is common due to, for example, negligence in data collection in the past, change of protocol, or advances in technology. Also, we will present some motivating examples in Subsection 2.2 to further show the application backgrounds of the condition on permanent variables and emerging variable.
2.1.2 GLMs and likelihood equations

With the data conditions and characteristics aforementioned, our goal is to transfer the information from a simple source model $P$ to a complex target model $Q$ such that the inference on $Q$ is more accurate. Here we call $Q$ a complex model because it is designed to have a relatively complex structure: a GLM with more covariates under study in this section, or a semiparametric model that will be given in Section 4, or a general non-linear model that will be discussed in the Appendix.

We suppose the models follow exponential family distributions. It is known that exponential family is the most popular distribution pattern in statistics. This special form is chosen for mathematical convenience as well as for generality.

In this section, we choose the regime where $Y^P$ is distributed following a natural exponential family distribution. In this case, the source model $P$ is supposed to be a GLM as

$$E[Y^P|X^P] = g_{P}^{-1}(\beta^T X^P),$$

(2.1)

where $g_{P}^{-1}(\cdot)$ is a pre-specified inverse link function, and $\beta$ is a $d_1$-dimensional vector of unknown parameters. Then, for a canonical GLM, the log-likelihood takes form:

$$l_P(\beta|Y^P, X^P) \propto Y^P \beta^T X^P - G_P(\beta^T X^P).$$

Here the exact form of $G_P(\cdot)$ depends on the model, for example, for linear regression, $G_P(u)$ is proportional to $u^2/2$, and for canonical (log-link) Poisson regression, $G_P(\cdot) = \exp(\cdot)$. Theoretically, the true value of $\beta$ is defined as the solution to the following likelihood equation:

$$E[Y^P X^P - X^P \dot{G}_P(\beta^T X^P)] = 0,$$

(2.2)

where $\dot{G}_P(\cdot)$ is the derivative of $G_P(\cdot)$.

Similarly, suppose that $Y^Q$ is distributed following an exponential family distribution. The main difference from the feature of $Y^P$ is that here $Y^Q$ depends on
more covariates $X^Q$ and $Z^Q$. Then, the target model $Q$ is the following GLM:

$$E[Y^Q|X^Q, Z^Q] = g_Q^{-1}(\gamma^T X^Q + \theta^T Z^Q),$$

(2.3)

where $g_Q^{-1}(\cdot)$ is an inverse link function as well, $\gamma$ and $\theta$ are respectively $d_1$- and $d_2$-dimensional vectors of unknown parameters.

The log-likelihood has the form:

$$l_Q(\gamma, \theta|Y^Q, X^Q, Z^Q) \propto Y^Q(\gamma^T X^Q + \theta^T Z^Q) - G_Q(\gamma^T X^Q + \theta^T Z^Q).$$

Also the exact form of $G_Q(\cdot)$ depends on the model. Theoretically, the true values of $\gamma$ and $\theta$ are defined as the solutions to the following joint likelihood equations:

$$E[Y^Q X^Q - X^Q \dot{G}_Q(\gamma^T X^Q + \theta^T Z^Q)] = 0, \quad (2.4)$$

$$E[Y^Q Z^Q - Z^Q \dot{G}_Q(\gamma^T X^Q + \theta^T Z^Q)] = 0, \quad (2.5)$$

where $\dot{G}_Q(\cdot)$ is the derivative of $G_Q(\cdot)$ as well.

In the parameter models, the goal of transfer learning is to make inference on the parameter vectors $\gamma$ and $\theta$ defined in likelihood equations (2.4) and (2.5) by the data from $Q$ together with information learned from source model $P$. It is worth pointing out that the above models do not belong to the existing frameworks of parameter-transfer learning because the parameter vector $\beta$ in the source model may be completely different from the parameter vectors $\gamma$ and $\theta$ in the target model, and the distributions and variables of the two models may be distinct as well. Actually, our models are of both conditional distribution drift and covariate shift, and the difference between the two models may be quite significant. Thus, it is desired to develop a new transfer learning method for such heterogeneous models.

### 2.2 Artificial accurate relationships between the models

In order to construct the cr-TLL, we first establish the relationships between the parameter vectors $\beta$ and $(\gamma, \theta)$. By the expectation property of random variables,
we have the following representations:

\[ E[Y^P X^P] = E\{X^P E[Y^P|X^P]\} \quad \text{and} \quad E[Y^Q X^Q] = E\{X^Q E[Y^Q|X^Q, Z^Q]\}. \quad (2.6) \]

It reveals a simple and important phenomenon that the indices of linear correlations \( E[Y^P X^P] \) and \( E[Y^Q X^Q] \) can accurately evaluate the average effects of regressions \( E[Y^P|X^P] \) and \( E[Y^Q|X^Q, Z^Q] \) respectively in the two models. We then use the indices \( E[Y^P X^P] \) and \( E[Y^Q X^Q] \) to build the relationships between the parameters in the two models. Let \( X_j^P \) and \( X_j^Q \) be the \( j \)-th components of \( X^P \) and \( X^Q \) respectively, and write

\[ \Lambda = \text{diag} \left( \frac{E[Y^P X_1^P]}{E[Y^Q X_1^Q]}, \ldots, \frac{E[Y^P X_{d_1}^P]}{E[Y^Q X_{d_1}^Q]} \right). \]

Note that the indices \( E[Y^P X_j^P] \) and \( E[Y^Q X_j^Q] \) or their ratios \( \frac{E[Y^P X_j^P]}{E[Y^Q X_j^Q]} \) can be easily estimated (see the Appendix). We then suppose that \( \Lambda \) satisfies the following condition.

\[ C0. \quad \text{The matrix } \Lambda \text{ has been estimated by historical data or a part sample of } (X^P, Y^P) \quad \text{and } (X^Q, Y^Q). \]

Actually, this is the only special condition required in our methodology. For describing the application background of this assumption, we introduce the following motivating examples of data condition from the perspectives of data streams and medical studies (for the motivating example on privacy policy see the Appendix):

\textit{Example 1.} An interesting example comes from the area of data streams. It is known that the raw historical data of \((X^P, Y^P)\) and \((X^Q, Y^Q)\) may not be stored in the procedure of online updating because of huge amount of data in data streams, but some historical characteristics, such as the expectations or average values of \( Y^P X^P \) and \( Y^Q X^Q \), can be easily stored. Thus, we directly use the stored historical characteristics to construct \( \Lambda \). It is worth pointing out that the stored characteristics of \((X^Q, Y^Q)\) cannot be directly used for inferring model \( Q \) by commonly used methods, because model \( Q \) contains an additional covariate \( Z^Q \).
**Example 2.** The historical data volume of \((X^P, Y^P)\) and \((X^Q, Y^Q)\) can be large. As shown at the beginning of this section, in the procedure of data collection, the only difficulty is to collect the data of \(Z^Q\). Then, the historical data of \(Z^Q\) may be unavailable, or the data volume of \(Z^Q\) is relatively small. In the example of U.S. carriers aforementioned in Introduction, the historical data of causes of flight delays (denoted by \(Z^Q\)) were not available before June 2003, but the historical data of the other relevant variables \((X^P, Y^P)\) and \((X^Q, Y^Q)\) were available before that time. However, when the goal is to estimate the parameters (instead of \(\Lambda\)) in U.S. carrier model (denoted by \(Q\)) after June 2003, the data of \(Z^Q\) are available. In this case, model \(Q\) can be an updated version of \(P\) by adding newly emerging variable \(Z^Q\) after June 2003. As shown in Introduction, we call \((X^P, Y^P)\) and \((X^Q, Y^Q)\) permanent variables, and call \(Z^Q\) emerging variable. Under such a situation, the historical data of permanent variables can be used to estimate \(\Lambda\). This example will be further discussed for actual data analysis in Section 5.

**Example 3.** The above motivating examples mainly come from the area of data streams. Actually, in regression settings, the emergence of new variables is very common due to some special causes, such as negligence in data collection under some cases, change of protocol, or advances in technology. In medical studies, for example, new medical devices can monitor measurements that have never been seen before, and by the new measurements, a new covariate vector, denoted by \(Z^Q\), may emerge, and its observational values can be obtained. Under such a situation, the historical data or auxiliary sample of \((X^P, Y^P)\) and \((X^Q, Y^Q)\) may be abundant, but the data size of \(Z^Q\) is small, see, e.g., Hood et al. (2004). We then use the historical data or auxiliary sample of \((X^P, Y^P)\) and \((X^Q, Y^Q)\) to estimate \(\Lambda\).

For more similar examples see for example Certo (2003) and Desyllas and Sako (2013). With the above data condition, by likelihood equations (2.2) and (2.4), a preliminary but crucial relationship is given in the following lemma.

**Lemma 2.1.** If \(E[Y^Q X^Q j] \neq 0\) for \(j = 1, \ldots, d_1\), and \(\Lambda\) satisfies the condition \(C0\),
then, the model parameters satisfy

\[ E[X^P \dot{G}_P(\beta^T X^P)] = \Lambda E[X^Q \dot{G}_Q(\gamma^T X^Q + \theta^T Z^Q)]. \]

The proof of the lemma is given in the Appendix. The condition \( E[Y^Q X^Q_i] \neq 0 \) for \( j = 1, \cdots, d_1 \), is reasonable. It is because if \( E[Y^Q X^Q_i] = 0 \) for an index \( j^* \), the corresponding component should be deleted from the likelihood equation (2.4) before any inference. For better understanding the lemma, we introduce the following explanation.

**Remark 2.1.** (i) It follows from (2.6) and the expectation property of exponential family distribution that the formula in Lemma 2.1 can be recast as

\[ E\{X^P E[Y^P | X^P]\} = \Lambda E\{X^Q E[Y^Q | X^Q, Z^Q]\}. \quad (2.7) \]

Actually, the formula (2.7) precisely captures the relationship between the weighted averages of the regressions respectively in models \( P \) and \( Q \), in other words, the two regressions are precisely combined artificially by the diagonal matrix \( \Lambda \). This is a bran-new measure for the relationship between the two models. Here \( \Lambda \) could be thought of as a correlation-ratio of the linear correlations between the responses and covariates respectively in the two models. We then call it the correlation-ratio matrix. The matrix measures the “linear correlation ratio” between the models, and based on the structural information of exponential family distribution, the matrix precisely establishes the relationship between the parameters in the two models.

(ii) It is worth pointing out that as shown above, the lemma presents the artificial relationship between the regressions, instead of the similarity between the source and target. Without the similarity measure, we can still transfer the information across the tasks; the issue will be further discussed in Remark 3.1 and Remark 3.2.

(iii) The formula in the lemma is derived from the likelihood equations (2.2) and (2.4). It will be seen in the following discussion that this way can result in a favorable estimator of \( \gamma \), instead of \( \theta \), because the likelihood equations (2.2) and
(2.4) are designed only for $\beta$ and $\gamma$ respectively, but not for $\theta$. Similarly, we can use the equation (2.2) together with (2.5), instead of (2.4), to construct the linear correlation-ratio. By this treatment, the method can improve the estimator of $\theta$, rather than $\gamma$. In the following, we mainly focus on the relationship between $\beta$ and $\gamma$ derived from the equations (2.2) and (2.4).

Note that we need to express $\beta$ as a function of $\gamma$ and $\theta$, instead of its reversion, because we want to express the likelihood of model $P$ as a function of $\gamma$ and $\theta$; for the details see the next subsection. Lemma 2.1 shows that the parameter vector $\beta$ in model $P$ is a function of the parameter vectors $\gamma$ and $\theta$ in model $Q$. The existence theorem of implicit functions can ensure that such a function is existent and unique under some regularity conditions.

Particularly, for linear regressions, we have the following simple representations.

**Theorem 2.2.** If model $P$ is a linear regression, $E[Y^QX^Qj] \neq 0$ for $j = 1, \cdots, d_1$, $(E[X^P(X^P)^T])^{-1}$ exists, and $\Lambda$ satisfies the condition $C0$, then, the model parameters satisfy

$$
\beta = (E[X^P(X^P)^T])^{-1}\Lambda E[X^Q\hat{G}_Q(\gamma^TX^Q + \theta^TZ^Q)].
$$

In addition to the above conditions, if model $Q$ is also a linear regression, then, the model parameters have the following linear relationship:

$$
\beta = (E[X^P(X^P)^T])^{-1}\Lambda (E[X^Q(X^Q)^T]\gamma + E[X^Q(Z^Q)^T]\theta).
$$

We make a remark on the relationships proposed in the theorem.

**Remark 2.2.** The theorem shows that if only $P$ is linear, the parameter vector $\beta$ can be expressed as a nonlinear function of $(\gamma, \theta)$, and for the case where the two models are linear, the relationship between the parameters in the two models is linear as well via correlation-ratio matrix $\Lambda$.

In the following, we consider the case of non-linear GLMs. Under the situation, also we can use the implicit function given in Lemma 2.1, and its iterative algorithms to determine the relationship between $\beta$ and $(\gamma, \theta)$ (see the Appendix). For
computational efficiency, however, here we still explore an explicit expression for the relationship. Denote by $\ddot{G}_P(\cdot)$ and $\ddot{G}_Q(\cdot)$ the second-order derivatives of $G_P(\cdot)$ and $G_Q(\cdot)$, respectively. Suppose that $\ddot{G}_P(u)$ and $\ddot{G}_Q(u)$ are absolutely continuous functions, and $E[|\ddot{G}_P(\beta^T X^P)|]$ and $E[|\ddot{G}_Q(\gamma^T X^Q + \theta^T Z^Q)|]$ exist for $\beta \in B$, $\gamma \in \Gamma$ and $\theta \in \Theta$, where $B$, $\Gamma$ and $\Theta$ are parameter spaces of $\beta$, $\gamma$ and $\theta$, respectively. By Lemma 2.1 and the First-Order Stein’s Identity (Stein, 1986; Yang et al., 2017), we have the following theorem.

**Theorem 2.3.** If both $P$ and $Q$ are non-linear GLMs, $E[Y^Q X^Q] \neq 0$ for $j = 1, \cdots, d_1$, $E\{Var[Y^P|X^P]\} \neq 0$, $X^P \sim N(0, I_{d_1})$, and $\Lambda$ satisfies the condition $C0$, then, the model parameters satisfy

$$\beta = \frac{1}{E\{Var[Y^P|X^P]\}} \Lambda E[X^Q \ddot{G}_Q(\gamma^T X^Q + \theta^T Z^Q)].$$

Addition to the above conditions, if $X^Q \sim N(0, I_{d_1})$, then

$$\beta = \frac{E[\ddot{G}_Q(\gamma^T X^Q + \theta^T Z^Q)]}{E\{Var[Y^P|X^P]\}} \Lambda \gamma.$$

For the theorem, we have the following explanations.

**Remark 2.3.** The above are non-linear relationships between the parameters. In the theorem, we need to estimate $E\{Var[Y^P|X^P]\}$ to quantify the relationships between the parameters. The estimator can be accurate because the sample size of model $P$ can be large. However, the theorem needs the condition that the involved covariates obey standard normal distributions. Without the normality, it will be seen that the relationship is relatively complex (see the Appendix).

For general complex cases, addition to the iterative algorithms in the Appendix, if some historical characteristics of $Z^Q$ are also available, an explicit expression of the function relationship can be attained, for the details see Theorem A.2 in the Appendix.
2.3 Transfer learning estimators via cr-TLL

Based on the relationships proposed above, we can establish the cr-TLLs for target parameters. Suppose that we observe $n_P$ independent and identically distributed (i.i.d.) samples $(X_1^P, Y_1^P), \ldots, (X_{n_P}^P, Y_{n_P}^P)$ drawn from the source model $P$, and $n_Q$ i.i.d. samples $((X_1^Q, Z_1^Q), Y_1^Q), \ldots, ((X_{n_Q}^Q, Z_{n_Q}^Q), Y_{n_Q}^Q)$ drawn from the target model $Q$. The data points from the models $P$ and $Q$ are also mutually independent, and the sample sizes satisfy $n_P \geq n_Q$.

According to Theorem 2.2 and Theorem 2.3 given above, and Theorem A.2 and the iterative algorithms given in the Appendix, these accurate and approximate representations can be unified denoted by

$$\beta = s(\gamma, \theta).$$

(2.8)

By this notation, under GLMs, the accurate log-likelihood from the two models can be together expressed as

$$l_{(P,Q)}(\gamma, \theta) = w_P \sum_{i=1}^{n_P} (Y_i^P s^T(\gamma, \theta)X_i^P - G_P(s^T(\gamma, \theta)X_i^P))$$

$$+w_Q \sum_{i=1}^{n_Q} (Y_i^Q (\gamma^T X_i^Q + \theta^T Z_i^Q) - G_Q(\gamma^T X_i^Q + \theta^T Z_i^Q)),$$

(2.9)

where $w_P$ and $w_Q$ are weights satisfying $w_P > 0$, $w_Q > 0$ and $w_P + w_Q = 1$. In GLMs, the weights $w_P$ and $w_Q$ should be inversely proportional to the dispersion parameters of model $P$ and model $Q$, respectively. Thus, if the dispersion parameters are unknown, the weights $w_P$ and $w_Q$ can be estimated by for example $\hat{w}_P = \frac{w_1}{w_1 + w_2}$ and $\hat{w}_Q = \frac{w_2}{w_1 + w_2}$ respectively, where

$$w_1 = \frac{1}{n_P - 1} \sum_{i=1}^{n_P} (Y_i^P - g_P^{-1}(\beta^*{X_i^P})^2),$$

(2.10)

$$w_2 = \frac{1}{n_Q - 1} \sum_{i=1}^{n_Q} (Y_i^Q - g_Q^{-1}(\gamma^*{X_i^Q + \theta^*{Z_i^Q}})^2),$$

(2.11)

and $\beta^*$, $\gamma^*$ and $\theta^*$ are the consistent estimators of $\beta$, $\gamma$ and $\theta$ by the data from $P$ and $Q$, respectively. Generally, the choices of weights are not important. We can choose...
the weight estimators $\hat{w}_P$ and $\hat{w}_Q$ satisfying $\hat{w}_P = w_P + o_P(1)$ and $\hat{w}_Q = w_Q + o_P(1)$ for some deterministic quantities $w_P$ and $w_Q$.

The above likelihood only contains the parameters of interest $(\gamma, \theta)$, and all the data from both models $P$ and $Q$ via correlation-ratio combination. We then call it correlation-ratio transfer learning likelihood (denoted by cr-TLL for short).

In the cr-TLL (2.9), however, the representation $s(\gamma, \theta)$ given in (2.8) depends on the estimators of $\Lambda$, $E[X_P(X_P)^T]$, $E[X_Q(X_Q)^T]$ and so on. We first estimate $\Lambda$ and $E[X_P(X_P)^T]$ via historical data or historical characteristics, and estimate $E[X_Q(X_Q)^T]$ by current sample. Then, we attain the consistent estimator $\hat{s}(\gamma, \theta)$ of $s(\gamma, \theta)$ satisfying $\hat{s}(\gamma, \theta) = s(\gamma, \theta) + O_P(1/\sqrt{n_m})$ uniformly for $\gamma \in \Gamma$ and $\theta \in \Theta$, (2.12)

where $n_m = \min\{\tilde{n}, n_Q\}$ with $\tilde{n}$ being the sample size of historical data. We need the condition $\tilde{n} \to \infty$ as $n_Q \to \infty$ for theoretical analysis. Consequently, the estimated cr-TLL can be expressed as

$$
\hat{l}_{(P,Q)}(\gamma, \theta) = \hat{w}_P \sum_{i=1}^{n_P} \left( Y_i^P \hat{s}^T(\gamma, \theta) X_i^P - G_P(\hat{s}^T(\gamma, \theta) X_i^P) \right) \\
+ \hat{w}_Q \sum_{i=1}^{n_Q} \left( Y_i^Q (\gamma^T X_i^Q + \theta^T Z_i^Q) - G_Q(\gamma^T X_i^Q + \theta^T Z_i^Q) \right). 
$$

Finally, the transfer learning likelihood estimator is obtained as

$$
\left( \hat{\gamma}, \hat{\theta} \right) = \arg \max_{\gamma \in \Gamma, \theta \in \Theta} \hat{l}_{(P,Q)}(\gamma, \theta). 
$$

To illustrate the above transfer learning likelihood estimator, consider the simple scenario where $P$ and $Q$ are linear regression models with $d_1 = d_2 = 1$, and all the covariates are centralized and standardized such that $E[X_P] = E[X_Q] = E[Z_Q] = 0$ and $E[(X_P)^2] = E[(X_Q)^2] = E[(Z_Q)^2] = 1$. It follows from Theorem 2.2 that the estimator of $s(\gamma, \theta)$ can be expressed as

$$
\hat{s}(\gamma, \theta) = \hat{a}_\gamma + \hat{b}_\theta \triangleq \left( \frac{E[Y_P X_P]}{E[Y_Q X_Q]} \right) \gamma + \left( \frac{E[Y_P X_P]}{E[Y_Q X_Q]} \right) \hat{E}[X_Q Z_Q] \theta, 
$$

(2.15)
where the notation $\left(\hat{\cdot}\right)$ stands for the bias-correction estimator of the ratio of the parameters by historical data or historical characteristics, and $\hat{E}[X^QZ^Q]$ is an empirical estimator of $E[X^QZ^Q]$; the estimation details are given in the Appendix.

From (2.13), the corresponding likelihood equation is

$$\hat{w}_P \sum_{i=1}^{n_P} \left( Y_i^P X_i^P \left( \hat{a} \hat{b} \right) - (X_i^P)^2 \left( \frac{\hat{a}^2}{\hat{a} \hat{b}} \frac{\hat{b}^2}{\hat{a} \hat{b}} \right) \left( \gamma \theta \right) \right)
+ \hat{w}_Q \sum_{i=1}^{n_Q} \left( Y_i^Q \left( \frac{X_i^Q}{Z_i^Q} \right) - \left( \frac{(X_i^Q)^2}{X_i^Q Z_i^Q} \frac{X_i^Q Z_i^Q}{(Z_i^Q)^2} \right) \left( \gamma \theta \right) \right) = 0.$$ 

We then get the transfer learning estimators as

$$\left( \hat{\gamma} \hat{\theta} \right) = \left( \hat{w}_P \sum_{i=1}^{n_P} \left( X_i^P \right)^2 \left( \frac{\hat{a}^2}{\hat{a} \hat{b}} \frac{\hat{b}^2}{\hat{a} \hat{b}} \right) + \hat{w}_Q \sum_{i=1}^{n_Q} \left( \frac{(X_i^Q)^2}{X_i^Q Z_i^Q} \frac{X_i^Q Z_i^Q}{(Z_i^Q)^2} \right) \right)^{-1}
\times \left( \hat{w}_P \sum_{i=1}^{n_P} Y_i^P X_i^P \left( \frac{\hat{a}}{\hat{b}} \right) + \hat{w}_Q \sum_{i=1}^{n_Q} Y_i^Q \left( \frac{X_i^Q}{Z_i^Q} \right) \right).$$

(2.16)

The estimators use all the data from two models $P$ and $Q$, and the expression form (2.13) is similar to the original least squared estimator. The favorable property of the estimators will be given in the next section.

### 2.4 Extension to the case of multiple source models

To extend the strategy proposed to the case of multiple source models, we suppose that there are $m$ source models, denoted by $P_j$ for $j = 1, \cdots, m$, that are of framework of GLMs, and are distinct from the target model $Q$. Under the source model $P_j$, the related regression coefficient vector is written by $\beta_j$ and the corresponding relationship between $\beta_j$ and $(\gamma, \theta)$ is then written as $\beta_j = s_j(\gamma, \theta)$. 

With the above notations, the estimated cr-TLL can be expressed as
\[
\hat{\ell}_{((P_1,\ldots,P_m),Q)}(\gamma, \theta) = \sum_{j=1}^{m} \tilde{w}_{P_j} \sum_{i=1}^{n_{P_j}} \left( Y_i^{P_j} s_j^T(\gamma, \theta) X_i^{P_j} - G_{P_j}(s_j^T(\gamma, \theta) X_i^{P_j}) \right) 
+ \tilde{w}_Q \sum_{i=1}^{n_Q} \left( Y_i^Q (\gamma^T X_i^Q + \theta^T Z_i^Q) - G_Q(\gamma^T X_i^Q + \theta^T Z_i^Q) \right),
\]
(2.17)
where \((X_1^{P_j}, Y_1^{P_j}), \ldots, (X_{n_{P_j}}^{P_j}, Y_{n_{P_j}}^{P_j})\) are independent and identically distributed samples drawn from \(P_j\) respectively for \(j = 1, \ldots, m\), and \(\tilde{w}_{P_1}, \ldots, \tilde{w}_{P_m}\) are the estimated weights satisfying the conditions similar to those given in (2.10) and (2.11).

The above is the extended version of cr-TLL (2.13). Finally, the transfer learning likelihood estimators are obtained as
\[
\left( \begin{array}{c} \hat{\gamma} \\ \hat{\theta} \end{array} \right) = \arg \max_{\gamma \in \Gamma, \theta \in \Theta} \hat{\ell}_{((P_1,\ldots,P_m),Q)}(\gamma, \theta).
\]
(2.18)

Consider a simple scenario where \(P_j\) and \(Q\) are linear regression models with \(d_1 = d_2 = 1\), and all the covariates are centralized and standardized such that \(E[X_i^{P_j}] = E[X_i^Q] = E[Z_i] = 0\) and \(E[(X_i^{P_j})^2] = E[(X_i^Q)^2] = E[(Z_i)^2] = 1\). Similar to (2.13), the transfer learning estimator can be written as
\[
\left( \begin{array}{c} \hat{\gamma} \\ \hat{\theta} \end{array} \right) = \left( \sum_{j=1}^{m} \tilde{w}_{P_j} \sum_{i=1}^{n_{P_j}} (X_i^{P_j})^2 \left( \frac{\tilde{a}_j^2}{\tilde{a}_j \tilde{b}_j} \frac{\tilde{a}_j \tilde{b}_j}{\tilde{b}_j^2} \right) + \tilde{w}_Q \sum_{i=1}^{n_Q} \left( \frac{(X_i^Q)^2}{X_i^Q Z_i^Q} \frac{X_i^Q Z_i^Q}{(Z_i^Q)^2} \right) \right)^{-1} 
\times \left( \sum_{j=1}^{m} \tilde{w}_{P_j} \sum_{i=1}^{n_{P_j}} Y_i^{P_j} X_i^{P_j} \left( \frac{\tilde{a}_j}{\tilde{b}_j} \right) + \tilde{w}_Q \sum_{i=1}^{n_Q} Y_i^Q \left( \frac{X_i^Q}{Z_i^Q} \right) \right),
\]
(2.19)
where
\[
\tilde{a}_j = \left( \frac{E[Y_i^{P_j} X_i^{P_j}]}{E[Y_i^{Q} X_i^{Q}]} \right) \quad \text{and} \quad \tilde{b}_j = \left( \frac{E[Y_i^{P_j} X_i^{P_j}]}{E[Y_i^{Q} X_i^{Q}]} \right) E[X_i^{Q} Z_i^{Q}].
\]

### 3 Asymptotic properties and key conditions

For the sake of simplicity of theoretical statements, we in this section suppose that the limit \(\lim_{n \to \infty} \frac{n_Q}{n_P}\) exists, denoted by \(\tau = \lim_{n \to \infty} \frac{n_Q}{n_P}\).
We begin with discussing the transfer learning estimators (2.13) under simple linear regressions, in which the covariates are real-valued, and are centralized and standardized. We compare the estimator (2.13) with the Least Squares (LS) estimators \( \hat{\gamma}^Q \) and \( \hat{\theta}^Q \) obtained only by the data in the target model \( Q \). Let \( n = n_P + n_Q \), \( \rho_{XQZQ} \) be the correlation coefficient between \( X^Q \) and \( Z^Q \), and

\[
(a, b) = \left( \frac{E[Y^P X^P]}{E[Y^P X^P]}, \frac{E[Y^P X^P]}{E[Y^P X^P]} E[X^Q Z^Q] \right).
\]

(3.1)

It follows from the proof of Theorem 3.1 that the transfer learning estimators in (2.13) are approximately unbiased, i.e.,

\[
E\left( \begin{pmatrix} \hat{\gamma} \\ \hat{\theta} \end{pmatrix} \right) \approx \begin{pmatrix} \gamma \\ \theta \end{pmatrix}.
\]

and, asymptotically, the covariance satisfies

\[
\text{Cov}\left( \begin{pmatrix} \hat{\gamma} \\ \hat{\theta} \end{pmatrix} \right) \approx \left( n_P w_P \begin{pmatrix} a^2 & ab \\ ab & b^2 \end{pmatrix} + n_Q w_Q \begin{pmatrix} 1 & \rho_{XQZQ} \\ \rho_{XQZQ} & 1 \end{pmatrix} \right)^{-1}.
\]

Furthermore, for the convenience of representation, we consider the simple case where the two models \( P \) and \( Q \) have the same error variance \( \sigma_P^2 = \sigma_Q^2 = 1 \). We then set weights by \( \hat{w}_P = \hat{w}_Q = 1/2 \). The following theorem presents the key conditions and states the main theoretical conclusions for linear models.

**Theorem 3.1.** Under the conditions of Theorem 2.2, suppose that linear models \( P \) and \( Q \) satisfy the above conditions, \( |\rho_{XQZQ}| < 1/\sqrt{2} \) and the following condition holds:

\[
C1. \quad a^2 > \tau \rho_{XQZQ}^2/(1 - 2 \rho_{XQZQ}^2).
\]

(1) Then, the transfer learning estimator \( \hat{\gamma} \) in (2.13) has the following asymptotic normality:

\[
\sqrt{v_\gamma}(\hat{\gamma} - \gamma^0) \rightarrow_d N(0, 1) \quad \text{as} \quad n_P, n_Q \text{ and } \tilde{n} \rightarrow \infty,
\]

where \( \tilde{n} \) is the size of historical sample, \( v_\gamma = n_P \varphi(a, \tau, \rho) + n_Q > 0 \) with

\[
\varphi(a, \tau, \rho) = a^2 \left( 1 - \frac{\rho_{XQZQ}^2 (1 + \frac{\tau}{a^2})^2}{\rho_{XQZQ}^2 + \frac{\tau}{a^2}} \right).
\]
 Particularly, if \( C_2. \rho_{XQZQ} \neq 0 \) and \( \tau \neq 0 \),
then, \( \varphi(a, \tau, \rho) > 0 \). Consequently, the convergence rate of \( \hat{\gamma} \) in probability can be expressed as
\[
\sqrt{v_\gamma} = \sqrt{n_P \varphi(a, \tau, \rho) + n_Q} = O\left(\sqrt{n}\right).
\]

Contrarily, if \( C_3. \rho_{XQZQ} = 0 \) and \( \tau \geq 0 \),
then, the convergence rate of \( \hat{\gamma} \) in probability can be expressed as
\[
\sqrt{v_\gamma} = \sqrt{a^2 n_P + n_Q} = O\left(\sqrt{n}\right).
\]

From the theorem, we have the following observations.

Remark 3.1. (i) Note that \( a = \frac{E[Y_P X_P]}{E[Y_Q X_Q]} \) by the definition. Thus, the key condition \( C1 \) means that the linear correlation between \( X^P \) and \( Y^P \) is not much weak compared to the linear correlation between \( X^Q \) and \( Y^Q \). With the condition, the use of the information of \( P \) can achieve the global convergence rate of order \( \sqrt{n} \) in probability. However, the LS estimator \( \hat{\gamma}^Q \) in model \( Q \) only has the local convergence rate of order \( \sqrt{n_Q} \).

(ii) It is can be verified that the function \( \varphi(a, \tau, \rho) \) satisfies \( \varphi(-a, \tau, \rho) = \varphi(a, \tau, \rho) \), and its derivative with respect to \( a \) has the form \( \dot{\varphi}(a, \tau, \rho) = 2a \left( \frac{\tau(1-\rho^2_{XQZQ})}{a^2 \rho^2_{XQZQ} + \tau} \right)^2 \) and satisfies \( \varphi(a, \tau, \rho) \geq 0 \) if \( a \geq 0 \), \( \varphi(a, \tau, \rho) < 0 \) if \( a < 0 \), and \( \lim_{|a| \to +\infty} \dot{\varphi}(a, \tau, \rho) = 0 \). These show that relatively large values of \( |a| \) can enhance the consistency of the estimator, implying that the strong linear correlation between \( X^P \) and \( Y^P \) helps to improve the estimator.

(iii) Note that the key condition \( C1 \) does not imply the similarity between \( P \) and \( Q \). Thus, it is interesting that the phenomenon of a variational Stein’s paradox (see, e.g.,
Stein et al., 1956; Stigler, 1990) can be seen from the condition and the theoretical conclusions. In other words, even the source model is unrelated to the target model in some sense, the information of the source model can help to improve the estimation accuracy for the parameters in the target model. Although the historical data or characteristics are used to combine the two models, the historical data in the two models are also independent of each other. Thus, the model conditions are basically in accord with those in Stein’s paradox (for the details see the Appendix).

(iv) The key condition C2 implies that if models \( P \) and \( Q \) are not similar, it is impossible to immoderately enhance the convergence rate via increasing the sample size \( n_P \), because \( n_P \) and \( n_Q \) are of infinity of the same order. Actually, by the condition, the second result of the theorem implies that the convergence rate of \( \hat{\gamma} \) in probability is

\[
\sqrt{v_\gamma} = \sqrt{n_P \varphi(a, \tau, \rho) + n_Q} = \sqrt{cn_Q}
\]

for some constant \( c \approx \sqrt{\tau^{-1} \varphi(a, \tau, \rho) + 1} > 1 \). This means that although the transfer learning estimator can achieve \( \sqrt{n} \)-consistency, the achieved convergence rate is only of the multiply of \( \sqrt{n_Q} \).

(v) Contrarily, in the key condition C3, \( \rho_{XQZQ} = 0 \) implies that the models are somewhat similar. Then, without the constraint on \( \tau \), the convergence rate of \( \hat{\gamma} \) is

\[
\sqrt{v_\gamma} = \sqrt{a^2 n_P + n_Q}.
\]

Particularly, when models \( P \approx Q \), then \( a \approx 1 \), the convergence rate is thus

\[
\sqrt{v_\gamma} \approx \sqrt{n_P + n_Q} = \sqrt{n}.
\]

Therefore, in the case of \( \rho_{XQZQ} = 0 \), the convergence rate can be enhanced by increasing the sample size of model \( P \).

These observations are not incompatible with the no-free-lunch theory in Hanneke and Kpotufe (2020). For comparing the estimators \( \hat{\gamma} \) and \( \hat{\theta} \), we have the following consequence.
Proposition 3.2. Under the conditions of Theorem 3.1, the transfer learning estimator $\hat{\theta}$ in (2.13) satisfies

$$\sqrt{v_\theta}(\hat{\theta} - \theta^0) \rightarrow_d N(0, 1) \text{ as } n_P, n_Q \text{ and } \tilde{n} \rightarrow \infty,$$

where $v_\theta = n_Q(1 - \rho_{XQZQ})$, implying that the convergence rate in probability is $\sqrt{v_\gamma} = \sqrt{n_Q(1 - \rho_{XQZQ})}$, which is slower than $\sqrt{v_\gamma}$.

The proposition shows that the convergence rate of the estimator of parameter vector $\theta$ cannot be enhanced by the linear correlation-ratio derived from the equations (2.2) and (2.4). Actually, in contrast with Theorem 3.1, we have that if the linear correlation-ratio is derived from the equations (2.2) and (2.5), the convergence rate of the estimator of parameter vector $\theta$ can be enhanced by the transfer learning method.

In the following, we consider the theoretical property for general case. Suppose that $E[X_P] = 0$, $E[X_Q] = 0$, $E[Z_Q] = 0$, and their components $X_{jP}$, $X_{jQ}$ and $Z_{jQ}$ standardized satisfying $Var[X_{jP}] = 1$, $Var[X_{jQ}] = 1$ and $Var[Z_{jQ}] = 1$, without loss of generality. We first introduce the following notations: Let $\alpha = (\gamma^T, \theta^T)^T$, $\hat{\alpha} = (\hat{\gamma}^T, \hat{\theta}^T)^T$, $\alpha^0$ be the true value of $\alpha$, and $\hat{s}(\alpha)$ be the $d_1 \times (d_1 + d_2)$-dimensional derivative matrix of $s(\alpha)$. Write

$$Var[Y^P_i] = \sigma_{P,i}^2, \quad Var[Y^Q_i] = \sigma_{Q,i}^2,$$

$$F_{n_P}^P(\alpha) = \hat{s}^T(\alpha) \sum_{i=1}^{n_P} \sigma_{P,i}^2 X_i^P (X_i^P)^T \hat{s}(\alpha),$$

$$F_{n_Q}^Q(\alpha) = \sum_{i=1}^{n_Q} \sigma_{Q,i}^2 ((X_i^Q)^T, (Z_i^Q)^T)^T ((X_i^Q)^T, (Z_i^Q)^T),$$

$$F_n(\alpha) = w_P F_{n_P}^P(\alpha) + w_Q F_{n_Q}^Q(\alpha).$$

For establishing asymptotic theory, the required regularity conditions C6-C10 are presented in the Appendix. We are now in the position to give general theoretical conclusions.
Theorem 3.3. Under the conditions of Theorem 2.3 and the regularity conditions C6-C10 given in the Appendix, then, the general transfer learning estimator in (2.14) is asymptotically normal as

$$F_n^{1/2}(\alpha^0)(\hat{\alpha} - \alpha^0) \rightarrow_d N(0, I) \text{ as } n_P, n_Q \text{ and } \tilde{n} \rightarrow \infty.$$ 

For better understanding and explaining the theorem, we consider the case of \( \tilde{w}_P = \tilde{w}_Q = 1/2 \), and suppose the following limits exist:

$$\frac{1}{n_P} \sum_{i=1}^{n_P} \sigma_{P,i}^2 X_i^P (X_i^P)^T \rightarrow_p \Sigma^P \text{ as } n_P \rightarrow \infty,$$

$$\frac{1}{n_Q} \sum_{i=1}^{n_Q} \sigma_{Q,i}^2 ((X_i^Q)^T, (Z_i^Q)^T) ((X_i^Q)^T, (Z_i^Q)^T) \rightarrow_p \Sigma^Q \text{ as } n_Q \rightarrow \infty,$$

where \( \Sigma^P \) and \( \Sigma^Q \) are \( d_1 \times d_1 \) and \( (d_1 + d_2) \times (d_1 + d_2) \)-dimensional positive definite matrices, respectively. By the theorem and the same argument as used in linear regression, we will verify that every component of the transfer learning estimator \( \hat{\gamma} \) can achieve \( \sqrt{n} \)-consistency under some regularity conditions.

As an example, the convergence rate of the estimator \( \hat{\gamma}_1 \) of the first component of \( \hat{\gamma} \) is presented in the following corollary. To this end, we first introduce the following notations. Denote \( s(\alpha^0) = (s_1, \ldots, s_{d_1+d_2}) \), \( s_{(-1)}(\alpha^0) = (s_2, \ldots, s_{d_1+d_2}) \), \( \Sigma^Q = (\sigma_{ij}^Q)_{i,j=1}^{d_1+d_2} \), and \( \sigma_{12}^Q = (\sigma_{12}^Q, \ldots, \sigma_{1(d_1+d_2)}^Q) \). Rewrite the \( (d_1 + d_2) \times (d_1 + d_2) \)-dimensional matrices \( (s_i^T \Sigma^P s_j)_{i,j=1}^{d_1+d_2} \) and \( \Sigma^Q \) respectively as

$$\begin{pmatrix} (s_i^T \Sigma^P s_j)_{i,j=1}^{d_1+d_2} \\ s_{(-1)}^T \Sigma^P s_{(-1)} \end{pmatrix} \quad \text{and} \quad \Sigma^Q = \begin{pmatrix} \sigma_{11}^Q & (\sigma_{12}^Q)^T \\ \sigma_{12}^Q & \Sigma_{22}^Q \end{pmatrix}.$$ 

Furthermore, let \( r = (s_i^T \Sigma^P s_{(-1)} + \tau (\sigma_{12}^Q)^T (A + \tau \Sigma_{22}^Q)^{-1}(s_{(-1)}^T \Sigma^P s_1 + \tau \sigma_{12}^Q), D = A^+ - \tau A^+((\Sigma_{22}^Q)^{-1} + \tau A^+)^{-1}A^+ \), where \( A = s_{(-1)}^T \Sigma^P s_{(-1)} \) and the notation \( A^+ \) stands for the Moore-Penrose generalized inversion of the matrix \( A \). We then have the following consequence.

Corollary 3.4. Under the conditions of Theorem 2.3 and the regularity conditions
C6-C10 given in the Appendix, then, the first component estimator \( \hat{\gamma}_1 \) has the following asymptotic normality:

\[
\sqrt{v_{\gamma_1}}(\hat{\gamma}_1 - \gamma_1^0) \to_d N(0, 1) \quad \text{as } n_P, n_Q \text{ and } \bar{n} \to \infty,
\]

where \( v_{\gamma_1} = n_P \hat{s}_1^T \Sigma_P \hat{s}_1 + n_Q \sigma_{11}^Q - n_P r \). In addition to the conditions above, suppose that the following conditions hold:

**C4.** \( \hat{s}_1 \neq 0 \),

**C5.** \( \tau \neq 0 \) or \( \tau \geq 0 \) and \( \hat{s}_1^T A^+ \hat{s}_1 > 0 \),

and there exists a constant \( \epsilon > 0 \) such that

\[
(\sigma_{12}^Q)^T (A + \tau \Sigma_{22}^Q)^{-1} \sigma_{12}^Q < \epsilon \hat{s}_1^T (A + \tau \Sigma_{22}^Q)^{-1} \hat{s}_1,
\]

\[
(\tau^2 \epsilon + 2\tau \sqrt{\epsilon}) \hat{s}_1^T \Sigma_P \hat{s}_{(-1)} A^+ \hat{s}_{(-1)}^T \Sigma_P \hat{s}_1 \leq \hat{s}_1^T \Sigma_P \hat{s}_{(-1)} D \hat{s}_{(-1)}^T \Sigma_P \hat{s}_1.
\]

Then, the asymptotic variance of the first component estimator \( \hat{\gamma}_1 \) satisfies

\[
v_{\gamma_1} = O(1/n).
\]

Note that the matrix \((A + \tau \Sigma_{22}^Q)^{-1}\) is positive definite. Thus, when the correlation coefficient vector \( \sigma_{12}^Q \) is close to a zero vector and/or the “signal” in the vector \( s_1 \) is strong, the condition (3.2) can be easily satisfied. For further explaining Theorem 3.3 and Corollary 3.4, we give the following remark.

**Remark 3.2.** (i) The key conditions C4 and C5, and the conclusion in the corollary show that if the artificially established relationship \( \beta = s(\alpha) \) has a certain sensibility, the correlation among covariates in \( Q \) is weak, and sample size of \( P \) is larger than that of \( Q \), then, the asymptotic variance of the transfer learning estimator is of the order \( 1/n \). This ensures that the transfer learning estimator has the convergence rate of the order \( \sqrt{n} \). It also implies the similar phenomenon of Stein’s paradox as well, i.e., even if the source model is unrelated to the target model, the information of the source model can help to improve the estimation accuracy of the parameters in the target model.
(ii) The condition C5 implies that if the correlation between $X^Q$ and $Z^Q$ is relatively weak, then the inference on $Q$ can be improved by the information of $P$. Moreover, when $\tau \neq 0$, the convergence rate in probability is of the order $\sqrt{n} = \sqrt{cn_Q}$ for some constant $c > 1$, which cannot be immoderately enhanced via increasing the sample size $n_P$; otherwise the convergence rate can be significantly enhanced via increasing the sample size $n_P$.

(iii) Denote by $\hat{\alpha}^Q = ((\hat{\gamma}^Q)^T, (\hat{\theta}^Q)^T)^T$ the maximum likelihood estimator of $\alpha = (\gamma^T, \theta^T)^T$ by the likelihood function defined in model $Q$ as

$$l_Q(\alpha) = \sum_{i=1}^{n_Q} \left( Y_i(\gamma_i^T X_i^Q + \theta_i^T Z_i^Q) - G_Q(\gamma_i^T X_i^Q + \theta_i^T Z_i^Q) \right).$$

Similar to Theorem 3.3, the estimator has the following asymptotic normality:

$$\left( F_{nQ}^Q(\alpha^0) \right)^{1/2} (\hat{\alpha}^Q - \alpha^0) \rightarrow_d N(0, I).$$

Note that $F_n(\alpha^0) - F_{nQ}^Q(\alpha^0)$ is a nonnegative definite matrix. By comparing the asymptotic covariances of the two estimators $\hat{\gamma}$ and $\hat{\gamma}^Q$, we can see that by transferring the knowledge of the source model $P$ to the target model $Q$, usually, the improvement of the estimator of $\gamma$ is significant in the sense of convergence rate.

(iv) However, this is not always the case. Note that the method above is derived from the likelihood equations (2.2) and (2.4), the likelihood equations respectively for $\beta$ and $\gamma$, but not for $\theta$. Then, the transfer learning method cannot improve the estimator of $\theta$. More generally, it follows from Theorem 3.3 that

$$\frac{1}{(\lambda^T F_n^{-1}(\alpha^0) \lambda)^{1/2}} \lambda^T (\hat{\alpha} - \alpha^0) \rightarrow_d N(0, I),$$

where nonzero vector $\lambda \in \mathbb{R}^{d_1+d_2}$. Consider the setting where the direction $\lambda$ satisfies $\lambda^T F_n^{-1}(\alpha^0) \lambda = (\xi^T F_n(\alpha^0) \xi)^{-1}$ for a nonzero vector $\xi$ satisfying $\xi^T \hat{s}^T(\alpha^0) = 0$. It can be verified that such directions $\xi$ and $\lambda$ can be easily obtained, because the row vectors of the matrix $d_1 \times (d_1 + d_2)$-matrix $\hat{s}(\alpha^0)$ are always linearly correlative. Then, in the direction $\lambda$, the estimator $\lambda^T \hat{\alpha}$ only has the same asymptotic behavior.
as that of $\lambda^T \hat{\alpha}^Q$, implying that the source model $P$ is not informative for such a parameter $\lambda^T \alpha$ in target model $Q$. As shown above, it is because that the likelihood is not for $\theta$.

4 Extension to generalized partially linear models

The proposed strategy in the previous section reveals that the parametric information in source models with the structure of GLM can be easily transferred to a general target model, regardless of the complexity of the target model. Thus, we consider the scenario where the target model is relatively complex. Specifically, here the source model $P$ is still a GLM as (2.1), but the target model $Q$ is a semiparametric model. More general extensions will be given in the Appendix. In current section, model $Q$ is chosen as the following generalized partially linear model:

$$E[Y^Q|X^Q, Z^Q] = g_Q^{-1}(\gamma^T X^Q + t(Z^Q)).$$ (4.1)

where $\gamma$ is a parametric vector with dimension $d_1$ and $t(\cdot)$ is an unknown nonparametric function. Here we suppose $Z^Q$ is a real-valued variable for the simplicity of notation. Under an exponential family distribution, the log-likelihood of model $Q$ has the form:

$$l_Q(\gamma, t|Y^Q, X^Q, Z^Q) \propto Y^Q (\gamma^T X^Q + t(Z^Q)) - G_Q(\gamma^T X^Q + t(Z^Q)).$$ (4.2)

Theoretically, the true value of $\gamma$ is defined as the solution to the following likelihood equation:

$$E[Y^Q X^Q - X^Q \hat{G}_Q(\gamma^T X^Q + t(Z^Q))] = 0.$$ (4.3)

Similar to Lemma 2.1, by likelihood equation (4.3) together with likelihood equation (2.2), we have the following accurate representation:

$$E[X^P \hat{G}_P(\beta X^P)] = \Lambda E[X^Q \hat{G}_Q(\gamma^T X^Q + t(Z^Q))].$$ (4.4)
where Λ is the same as in the previous section, and it has been estimated by historical data or historical characteristics of \((X^P, Y^P)\) and \((X^Q, Y^Q)\). Actually, similar to (2.7) in Remark 2.1, the above builds an accurate relationship between the parameters in the two models.

Consider the special regime where model \(P\) is a linear model but model \(Q\) is a partially linear model as in (4.1). Similar to Theorem 2.2, by representation (4.4), we get an explicit expression for \(β\) as

\[
β = (E[X^P(X^P)^T])^{-1}ΛE[X^Q\hat{G}_Q(γ^TX^Q + t(Z^Q))].
\] (4.5)

In the above, \(β\) is a non-linear function of \(γ\) and \(t(·)\).

Generally, suppose that model \(P\) is a general GLM as in (2.1) but \(X^P ∼ N(0, I_{d_1})\), similar to Theorem 2.3, we have the explicit expression for \(β\) as

\[
β = (E\{Var[Y^P|X^P]\})^{-1}ΛE[X^Q\hat{G}_Q(γ^TX^Q + t(Z^Q))].
\] (4.6)

Here \(β\) is a non-linear function of \(γ\) and \(t(·)\) as well. In the representations (4.5) and (4.6), we use the same correlation-ratio matrix Λ to combine the parameters in the two models.

We can use the method of profile likelihood to deal with the above semiparametric problem (see, e.g., Severini and Wong, 1992; Severini and Staniswalis, 1994). First, for a given \(γ\), the local form of likelihood function (4.2) can be expressed as

\[
l_Q(t|γ) = \sum_{i=1}^{n_Q} \left( Y^Q_i \left( γ^TX^Q_i + t(Z^Q) \right) - G_Q(γ^TX^Q_i + t(Z^Q)) \right) K_h((Z^Q_i - Z^Q)) K_h((Z^Q_i - Z^Q)),
\] (4.7)

where \(K_h(·) = h^{-1}K(·/h)\), \(K(·)\) is a kernel function and \(h\) is the bandwidth. The estimator of \(t(·)\) is then obtained as

\[
\hat{t}_γ(Z^Q) = \arg \max_{t \in T} l_Q(t|γ),
\] (4.8)

where \(T\) is a function space. Actually, under some regularity conditions, \(\hat{t}_γ(Z^Q)\) is a consistent estimator of the function: \(γ \in Γ \rightarrow t_γ(Z^Q) ∈ ℝ\), where

\[
t_γ(Z^Q) = \arg \max_{t \in T} E \left[ Y^Q \left( γ^TX^Q + t(Z^Q) \right) - G_Q(γ^TX^Q + t(Z^Q)) \right].
\]
The corresponding curve \((\gamma, t_\gamma)\) for \(\gamma \in \Gamma\) and \(t_\gamma(Z^Q) \in \mathbb{R}\) is named as least favorable curve, with which the semiparametric efficiency can be achieved (see, e.g., Severini and Wong, 1992).

Then, by plugging the estimator \(\hat{\gamma}(Z^Q)\) into (4.5) and (4.6), we get the corresponding explicit expressions of \(\beta\) that depend only on \(\gamma\) as

\[
\beta = (E[X^P (X^P)^T])^{-1} \Lambda E[X^Q \hat{G}_Q(\gamma^T X^Q + \hat{\gamma}(Z^Q))],
\]

\[
\beta = (E[Var[Y^P|X^P]])^{-1} \Lambda E[X^Q \hat{G}_Q(\gamma^T X^Q + \hat{\gamma}(Z^Q))].
\]

The explicit representations in (4.9) and (4.10), and their empirical versions can be unified expressed respectively as

\[
\beta = s(\gamma) = \hat{s}(\gamma) + o_p(1) \text{ uniformly for } \gamma \in \Gamma.
\]

As a result, the transfer learning likelihood estimator \(\hat{\gamma}\) can be obtained by maximizing the corresponding cr-TLL, namely,

\[
\hat{\gamma} = \arg \max_{\gamma \in \Gamma} \hat{l}_{(P,Q)}(\gamma, \hat{\gamma}),
\]

where the transfer learning likelihood function is

\[
\hat{l}_{(P,Q)}(\gamma, \hat{\gamma}) = \hat{w}_P \sum_{i=1}^{n_P} \left( Y^P_i \hat{s}(\gamma) X^P_i - G(\hat{s}(\gamma) X^P_i) \right)
+ \hat{w}_Q \sum_{i=1}^{n_Q} \left( Y^Q_i \left( \gamma^T X^Q_i + \hat{\gamma}(Z^Q_i) \right) - G_Q(\gamma^T X^Q_i + \hat{\gamma}(Z^Q_i)) \right),
\]

in which \(\hat{\gamma}(Z^Q_{-i})\) is the leave-one-out version of \(\hat{\gamma}(Z^Q)\) valued at \(Z^Q_i\). Finally, the estimator of nonparametric function is \(\hat{\gamma}(Z^Q)\).

Under some regularity conditions (see, e.g., Härdle et al., 2004), the theoretical properties of \(\hat{\gamma}\) and \(\hat{\gamma}(Z^Q)\) are similar to those in the previous section. For example, with a significant correlation-ratio, the estimator \(\hat{\gamma}\) can achieve the global convergence rate of order \(O_p(1/\sqrt{n})\), and the estimator \(\hat{\gamma}(Z^Q)\) can achieve the standard nonparametric rate which depends on the smoothness of \(t(\cdot)\) and the choice of kernel function \(K(\cdot)\); the details are omitted here.
5 Numerical studies

5.1 Empirical evidences

In this subsection, we provide the main results of simulation studies for the case when source models are not similar to the target model. The simulation studies for the case with similarity condition will be given in the Appendix. We examine our approach under the following two typical models: linear models and (log-link) Poisson models, with fixed sample size $n_Q$ and varying sample size $n_P$, and the opposite case. The estimation performance is measured with the mean square error (mse) derived by 1000 replications. Moreover, the mean and the standard deviation (sd) of the simulations are also reported to show the special features of our method. For a comprehensive comparison, we consider the following competing estimators:

1. The maximum likelihood estimation (MLE) obtained by the data only from the target model;

2. The debiased method (DME) by the transfer learning method in Tian and Feng (2021).

5.1.1 Linear Models

We first consider a simple case where source model $P$ and target model $Q$ are the following linear models:

Model $P$: \[ Y^P = \beta^T X^P + \varepsilon^P, \]

Model $Q$: \[ Y^Q = \gamma^T X^Q + \theta^T Z^Q + \varepsilon^Q \]

with $\varepsilon^P \sim N(0, 1)$ and $\varepsilon^Q \sim N(0, 1)$. Here the covariates $X^P = (X^{1P}, X^{2P}, X^{3P})^T \sim N(0, \Sigma_3)$ and $(X^Q)^T, (Z^Q)^T = (X^{1Q}, X^{2Q}, X^{3Q}, Z^{1Q}, Z^{2Q})^T \sim N(0, \Sigma_5)$, where $\Sigma_d = (\sigma_{ij})_{1 \leq i,j \leq d}$ with $\sigma_{ij} = 0.2^{i-j}$. The model parameters are set as $\beta = (1, 1, 1)^T$, $\gamma = (1, 0.8, -1)^T$ and $\theta = (1, -1)^T$. It can be seen that the difference between the
regression coefficients in the models is highly significant, implying that the similarity condition is violated completely.

The correlation-ratio matrix $\Lambda$ is estimated by the historical data of the variables $(X^P, Y^P)$ and $(X^Q, Y^Q)$. The simulation results are reported in Table 1. We have the following findings:

1. Our estimator of cr-TLL is much better than DME and MLE under the linear models in the sense that the mean square error of cr-TLL estimation is significantly smaller than those of DME and MLE.

2. When the data set size $n_Q$ of the target model $Q$ is fixed, the standard deviation of cr-TLL estimation decreases fast with the increase in $n_P$, while the bias of cr-TLL estimation increases slightly (see Part I of Table 1).

3. When $n_P = 1000$ is fixed, both the bias and the standard deviation of cr-TLL estimation decrease with the increase in $n_Q$ (see Part II of Table 1). It is worth noting that our method performs very well for small sample data of model $Q$. Particularly, when $n_Q = 10$ the mse of MLE is about 0.3, but ours is only 0.0003.

5.1.2 Poission Model

The log-link Poission regression functions are chosen as

Model $P$: $\ln(E[Y^P|X^P]) = \beta^T X^P$, 
Model $Q$: $\ln(E[Y^Q|X^Q, Z^Q]) = \gamma^T X^Q + \theta^T Z^Q$

with $\beta = (1, 1, 1)^T$, $\gamma = (1, 0.8, -1)^T$ and $\theta = (1, -1)^T$. Also the two models are significantly different, the similarity condition being violated utterly. The conditional distributions of $Y^P$ and $Y^Q$ given the corresponding covariates are Poisson of mean $E[Y^P|X^P]$ and $E[Y^Q|X^Q, Z^Q]$, respectively. The independent samples of explanatory variables $X^P$, $X^Q$ and $Z^Q$ are generated from multivariate normal law
Table 1: The mean, sd and mse of the cr-TLL estimator, DME and MLE under the linear models.1

| \( n_Q \) | cr-TLL | DME | MLE | cr-TLL | DME | MLE | cr-TLL | DME | MLE | cr-TLL | DME | MLE | cr-TLL | DME | MLE | 1000 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| Part I: fixed \( n_P = 50 \) and varying \( n_Q \) | | | | | | | | | | | | | | | | | |
| \( \gamma_1 \) | 0.9752 | 1.0016 | 1.0015 | 0.9705 | 1.0004 | 1.0015 | 0.9710 | 1.0018 | 1.0015 | 0.9713 | 1.0023 | 1.0015 | 0.9705 | 0.9999 | 1.0015 | 0.9570 | 0.9974 | 0.9992 |
| \( \gamma_2 \) | 0.8515 | 0.7989 | 0.7992 | 0.8569 | 0.7998 | 0.7992 | 0.8576 | 0.7936 | 0.7992 | 0.8573 | 0.8013 | 0.7992 | 0.8585 | 0.7984 | 0.9922 | 0.8414 | 0.1007 | 0.1007 |
| \( \gamma_3 \) | -1.0382 | -1.0028 | -1.0031 | -1.0407 | -1.0028 | -1.0031 | -1.0407 | -1.0026 | -1.0031 | -1.0407 | -1.0041 | -1.0031 | -1.0411 | -1.0009 | -1.0031 | -1.0417 | -0.9973 | -0.9980 |
| \( \theta_1 \) | 1.0247 | 1.0026 | 1.0028 | 1.0273 | 1.0002 | 1.0028 | 1.0313 | 1.0033 | 1.0028 | 1.0335 | 1.0034 | 1.0028 | 1.0347 | 1.0017 | 1.0028 | 1.0347 | 1.0017 | 1.0028 |
| \( \theta_2 \) | -0.9898 | -0.9972 | -0.9980 | -0.9911 | -0.9962 | -0.9980 | -0.9911 | -0.9974 | -0.9980 | -0.9901 | -0.9968 | -0.9980 | -0.9908 | -0.9992 | -0.9980 | -0.9990 | -0.9992 | -0.9980 |
| Part II: fixed \( n_P = 1000 \) and varying \( n_Q \) | | | | | | | | | | | | | | | | | | |
with the mean equal to 0, the standard deviations equal to 1 and the correlation equal to 0. The correlation ratio matrix $\Lambda$ is estimated by the historical data of the variables $(X^P, Y^P)$ and $(X^Q, Y^Q)$.

The simulation results are reported in Table 2. We have the following findings that are similar to the results in linear models:

1. Our method of cr-TLL is much better than DME and MLE in the poisson models under the criterion of mse.

2. When the data set size $n_Q$ of the target model $Q$ is fixed, the standard deviation of cr-TLL estimation decreases fast with the increase in $n_P$, while the bias of cr-TLL estimation increases insignificantly (see Part I of Table 2).

3. When $n_P = 1000$ is fixed, both the bias and the standard deviation of cr-TLL estimation decrease with the increase in $n_Q$ (see Part II of Table 2), and our method still works very well for the case when the sample size of model $Q$ is small.

In short, the simulations results above (together with the simulations given in the Appendix) clearly illustrate that our method is better than the competitors for all the models with or without the similarity condition.

### 5.2 Real data analysis for airline delays

To illustrate the usefulness of our proposed transfer learning method in practice, we examine the on-time performance of domestic flights by U.S. air carriers. The 2009 ASA Data Expo\(^1\) (see DVN, 2008) consists of flight departure/arrival information for all commercial flights within the United States, from October 1987 to April 2008, with $n = 123,534,969$ observations. The raw data set can separate into two parts:

**Part I:** Observations from October 1987 to May 2003 only contain 24 basic variables, such as the scheduled departure and arrival times, the actual departure

---

\(^1\)http://stat-computing.org/dataexpo/2009/the-data.html
Table 2: The mean, sd and mse of the cr-TLL estimator, DME and MLE under the Poisson models with fixed \( n_Q = 50 \) and varying \( n_P \), and the known distributions of covariates.

| \( n_P \) | 100 | 200 | 500 | 1000 |
|----------|-----|-----|-----|-------|
|          | cr-TLL | DME | MLE |       | cr-TLL | DME | MLE |       | cr-TLL | DME | MLE |       | cr-TLL | DME | MLE |
| \( n_Q \) |     |     |     |       |       |     |     |     |       |       |     |     |     |       |
| \( \gamma_1 \) | 0.9727 | 1.0022 | 0.9974 | 0.9675 | 1.0025 | 0.9974 | 0.9622 | 1.0022 | 0.9974 | 0.9587 | 0.9990 | 0.9974 |
| \( \gamma_2 \) | 0.8134 | 0.7997 | 0.8016 | 0.8209 | 0.7992 | 0.8016 | 0.8274 | 0.7989 | 0.8016 | 0.8292 | 0.8045 | 0.8016 |
| \( \gamma_3 \) | -0.9883 | -0.9847 | -0.9875 | -0.9875 | -0.9844 | -0.9875 | -0.9871 | -0.9823 | -0.9875 | -0.9858 | -0.9830 | -0.9875 |
| \( \theta_1 \) | 0.9111 | 0.9987 | 1.0007 | 0.8914 | 0.9941 | 1.0007 | 0.8706 | 0.9992 | 1.0007 | 0.8593 | 0.9987 | 1.0007 |
| \( \theta_2 \) | -1.0010 | -0.9880 | -0.9968 | -1.0048 | -0.9877 | -0.9968 | -1.0125 | -0.9900 | -0.9968 | -1.0148 | -0.9880 | -0.9968 |
| \( n_Q \) |     |     |     |       |       |     |     |     |       |       |     |     |     |       |
| \( n_P \) | 50 | 100 | 200 | 500 | 1000 |
| \( \gamma_1 \) | 0.9990 | 1.0010 | 0.9974 | 0.9998 | 1.0000 | 0.9997 | 1.0000 | 1.0020 | 1.0030 | 1.0001 | 1.0002 | 1.0000 |
| \( \gamma_2 \) | 0.7990 | 0.8011 | 0.8032 | 0.7706 | 0.7984 | 0.7974 | 0.7725 | 0.7976 | 0.7942 | 0.7781 | 0.8012 | 0.8001 |
| \( \gamma_3 \) | -1.0262 | -0.9840 | -0.9889 | -1.0275 | -0.9985 | -0.9978 | -1.0235 | -0.9964 | -0.9969 | -1.0175 | -0.9991 | -1.0002 |
| \( \theta_1 \) | 1.0130 | 0.9957 | 0.9933 | 1.0131 | 0.9997 | 1.0008 | 1.0152 | 0.9994 | 0.9993 | 1.0161 | 1.0016 | 0.9994 |
| \( \theta_2 \) | -1.0063 | -0.9918 | -0.9916 | -1.0069 | -0.9951 | -0.9972 | -1.0080 | -0.9978 | -0.9994 | -1.0060 | -0.9973 | -0.9991 |

Part I: fixed \( n_Q = 50 \) and varying \( n_P \), and the known distributions of covariates.
and arrival times, the origin and destination airports, the arrival delay and departure delay time, and so on.

**Part II:** Observations from June 2003 to April 2008 contain 24 basic variables and 5 causal variables of flight delay recorded in minutes (the carrier delay time, the weather delay time, the national aviation system delay time, the security delay time and the late aircraft delay time).

We regard Part I as the data set from the source model $P$ and Part II as the data set from the target model $Q$. In our analysis, the arrival delay time is referred as to the response variable, while the departure delay time (Departure) and the flight distance (Distance) are thought of as the covariates in model $P$, and Departure, Distance, the carrier delay time (Carrier), the weather delay time (Weather), the national aviation system delay time (NAS), the security delay time (Security) and the late aircraft delay time (LastAircraft) are designed as the explanatory variables in model $Q$.

According to the feature of data sets, we consider a logistic regression with the Bernoulli distribution to describe whether or not the arrival delay is equal to or longer than 15 min. More specifically, in the logistic regression model, the response variable is equal to 0 if a flight is late by less than 15 min, and 1 otherwise. We utilize the data of May 30 and 31, 2003 as the sample from Model $P$ and the data of the first half of June 1, 2003 as the sample from Model $Q$ to predict the arrival delay of rest flights on June 1, 2003. The historical data used to estimate $\Lambda$ are chosen as the data of May 29, 2003 from Molde $P$ together with the data of the first half of June 1, 2003 from Model $Q$. Our method is compared with the maximum likelihood estimation (MLE) which is estimated with the data of the first half of June 1, 2003. We delete the incomplete observations and standardize the data before modeling. The estimates of parameters and the component wise confidence intervals are given in Table 3. As can be seen from Table 3, our result is more reasonable. The reasons are listed as follows:
1. According to the perception of flight delay, the covariate of departure delay and 5 causal variables of flight delay should be the main factors that cause flight delay. By our method, the estimated regression coefficients of these covariates are positive, which is consistent with the perception of flight delay. However, the come estimated regression coefficients by MLE are not positive.

2. The coefficient estimate of the flight distance is negative, this means that the further a plane flies, the less chance of delays. It is the same as our understanding. On June 1, 2003, the delay rate of the flight whose flight distance is longer than 2000 km is 26.88% while it is 30.75% when the flight distance is less than 2000 km.

3. For most regression coefficients, the length of bootstrap confidence intervals by our method are shorter than those by MLE, meaning that our method is more accurate.

From the point of view of prediction, our method only produces 81 wrong predicting outcomes, which is much smaller than 9573, the number of wrong predicting outcomes by MLE. There are totally 10119 flights in the second half of June 1, 2003. Thus, our method obtains a very high prediction accuracy, 99.20%.

Table 3: The estimator and the confidence intervals of the parameters for the 2009 ASA Data Expo: logistic regression model.

| Variable      | Coefficient estimate | 0.9 Confidence interval |
|---------------|----------------------|-------------------------|
|               | cr-TLL | MLE         | cr-TLL | MLE         |
| Departure     | 0.1224 | -1.0991     | (-7.7566, 12.2327) | (-3.6918, 13.1254) |
| Distance      | -1.0521 | 0.4628     | (-1.7903, 0.4659)  | (-0.3107, 3.2439)  |
| Carrier       | 7.5356  | 0.6883     | (-6.1150, 14.9264) | (-66.1801, 1.3611) |
| Weather       | 0.0928  | 11.5235    | (-7.1883, 11.3431) | (-15.8101, 11.5137) |
| NAS           | 16.9073 | -13.3688   | (3.6990, 32.7233)  | (-29.6694, -2.3332) |
| Security      | 9.9734  | 7.2164     | (-7.4755,11.2615)  | (-38.6473,11.9135) |
| LastAircraft  | 20.7729 | -0.04377   | (-0.4377,23.5689)  | (-41.1963,0.3833)  |
6 Conclusions and future works

It was stated in Introduction that the existing transfer learning methodologies for parameter models need the similarity condition: the source model and target model share some parameters or priors, or the parameters in the source models are closed to those in the target model. With the condition, the existing methods can transfer knowledge across the tasks by encoding into the shared (or approximate) parameters or priors. In the previous sections, we introduced a parameter-based transfer learning approach for the scenarios that contain both conditional distribution drift and covariate shift, without the classical similarity condition. Based on the special structure of generalized linear models, the relationship between the source models and target model was built by a newly proposed strategy: the correlation-ratios between the target model and source models. Then, the relationship among the parameters between the target model and source models was established by the precise representations. Based on these precise representations, the knowledge behind in the source models can be transferred to the target model to improve the convergence rate of parameter estimation, even to achieve the global convergence rate. The parameter estimation theories, including the asymptotic normality and the global convergence rate were established, and the method was extended into partially linear model and non-linear model. The behavior of the transfer learning method was further illustrated by various numerical examples from simulation experiments and a real data analysis. The numerical examples verified that the finite performance of the new method is much better than the competitors. Interestingly, the theoretical properties and numerical results illustrated the phenomenon of Stein’s paradox, in other words, even for the case where the source models are unrelated to the target model, the information of source models can be used to improve the transfer learning estimation.

However, in the procedure of our correlation-ratio transfer learning, the correlation-ratio matrix $\Lambda$ is required to be known in advance or be estimated by historical data.
or historical characteristics. How to relax this condition is an important topic. On the other hand, in the previous sections we focused only on the exponential family with linear and partially linear links. It is still a challenge to extend the strategy to nonparametric models and general semiparametric models. These are interesting issues and are worth further study in the future.
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7 Appendix

7.1 Stein’s paradox and the correlation to our model conditions

In our paper, the issue is what follows: can the information of source model $P$ be transferred into the target model $Q$ to enhance the inferential accuracy of $Q$ if actually the two models are not similar? The issue can be classified as a variational Stein’s paradox. Here we refer to the perspective of Stigler (1990) to briefly recall Stein’s paradox. A similar problem was asked in the existing literature: can the information about the price of apples in Washington and about the price of oranges in Florida be used to improve an estimate of the price of French wine if the prices are unrelated to each other? When the phenomenon is first encountered it can seem preposterous. But the answer is YES!

According to Stigler (1990), we consider a simple situation: a collection of independent measurements $X_1, \cdots, X_k$ is available, each measuring a different $\theta_i$, and each normally distributed $N(\theta_i, 1)$. The “ordinary” estimator of $\theta_i$ is $\hat{\theta}_i^0 = X_i$, but the estimator is inadmissible if $k \geq 3$, because James-Stein estimator

$$\hat{\theta}_i^s = \left(1 - \frac{c}{S^2}\right) X_i$$

has uniformly smaller risk for all $\theta_i$, where $S^2 = \sum_{i=1}^{k} X_i^2$, the constant $0 < c < \frac{4}{k}$.
2(k − 2), and the risk is defined as

\[ R(\theta, \hat{\theta}) = E \left[ \sum_{i=1}^{k} (\hat{\theta}_i - \theta_i)^2 \right] \]

with \( \theta = (\theta_1, \cdots, \theta_k)^T \) and \( \hat{\theta} = (\hat{\theta}_1, \cdots, \hat{\theta}_k)^T \). For a simple proof and explanation see Stigler (1990). This shows that although each parameter \( \theta_i \) is unrelated to \( (\theta_j, X_j) \) for \( j \neq i \), by the information of all \( X_1, \cdots, X_k \), instead of single \( X_i \), James-Stein estimator is better than the “ordinary” estimator \( \hat{\theta}_i^0 = X_i \), which only uses the information of \( X_i \).

It can be seen that the situation of our transfer learning is similar to the above example. The main difference between our transfer learning models and the above example is that in our transfer learning GLMs, the relationship between parameters can be established artificially by historical data or historical characteristics of permanent variables. Note that the historical data in the two models are independent of each other. Thus, in our framework, the two models are unrelated to each other, and the corresponding historical data of the two models are independent of each other as well, implying that the model conditions are basically in accord with those in Stein’s paradox. The main differences from the James-Stein estimation method are that our transfer learning estimator is not shrunk (see the proof of Theorem 3.1), and the information of source model \( P \) is transferred into the target model \( Q \) to enhance the convergence rate of parameter estimation, instead of reducing the risk of parameter estimation.

### 7.2 The parameter relationship in general non-linear GLMs

We consider general non-linear GLMs in which, unlike the condition in Theorem 2.3, the covariates \( X^P \) may not be normally distributed.
7.2.1 Iterative algorithm

In the general non-linear GLMs, the relationship between the parameters given in Lemma 2.1 has no explicit representation if there is no additional conditions. For the simplicity of notation, we only consider the case where all variables are real-valued. Note that the empirical version of the result in Lemma 2.1 can be expressed as

$$\frac{1}{n_P} \sum_{i=1}^{n_P} X_i^P \dot{G}_P(\beta X_i^P) = \Lambda \frac{1}{n_Q} \sum_{i=1}^{n_Q} X_i^Q \dot{G}_Q(\gamma X_i^Q + \theta Z_i^Q).$$

Denote by \(\hat{\beta} = \hat{s}(\gamma, \theta)\) the solution of \(\beta\) via the above equation, namely, the numerical solution of the implicit function \(\beta = s(\gamma, \theta)\). We already have some methods for approximately representing the above implicit function. For example, by the Wu-Ritt method, an approximate representation is

$$\hat{s}(\gamma, \theta) \approx s_m = s_m(\gamma, \theta) = s_0 + \psi(\gamma, \theta, s_{m-1}).$$

where \(m\) is a relatively large integer, \(s_0\) is an initial estimator of \(\beta\), for example the MLE obtained by the data from model \(P\), and

$$\psi(\gamma, \theta, s) = s - s_0 + \frac{\frac{1}{n_P} \sum_{i=1}^{n_P} X_i^P \dot{G}_P(s X_i^P) - \Lambda \frac{1}{n_Q} \sum_{i=1}^{n_Q} X_i^Q \dot{G}_Q(s X_i^Q + \theta Z_i^Q)}{\frac{1}{n_P} \sum_{i=1}^{n_P} (X_i^P)^2 \dot{G}_P(s X_i^P)}.$$  

When the iteration times \(m\) is large enough, the above approximation has satisfactory accuracy.

7.2.2 Explicit representation

For explicit representation, we need the additional condition that the historical data or historical characteristics of \(Z^Q\) are available as well. Let \(f_P(X^P)\) and \(f_Q(X^Q, Z^Q)\) be the marginal density and joint density functions of \(X^P\) and \((X^Q, Z^Q)\) respectively, \(\dot{f}_P(X^Q)\) be the derivative of \(f_P(X^P)\), and \(\dot{f}_{Q,X^Q}(X^Q, Z^Q)\) be the derivative of \(f_Q(X^Q, Z^Q)\) with respect to \(X^Q\). Similar to the results in Lemma 2.1, by the properties of expectation and variance of exponential family distribution, we get the following representations.
Lemma A.1. Under non-linear GLMs, if
\[ f^2_P(X^P)E[Y^P|X^P] \to 0 \quad \text{and} \quad f^2_Q(X^Q, Z^Q)E[Y^Q|X^Q, Z^Q] \to 0 \]
as \|X^P\|_2 \to \infty \quad \text{and} \quad \|(X^Q, Z^Q)\|_2 \to \infty, \text{ then}
\[ -2E[Y^P \dot{f}_P(X^P)] = \beta E[f_P(X^P)\tilde{G}_P(\beta^T X^P)], \]
\[ -2E[Y^Q \dot{f}_{Q,X}(X^Q, Z^Q)] = \gamma E[f_Q(X^Q, Z^Q)\tilde{G}_P(\gamma^T X^Q + \theta^T Z^Q)]. \]

The conditions in the lemma are of tail constraints on the density functions and regression functions, which are mild and are commonly used in the existing literature (see, e.g., Powell et al., 1989; H"rdle et al., 2004). The lemma indicates that the linear correlation \( E[\dot{f}_P(X^P)Y^P] \) between \( \dot{f}_P(X^P) \) and \( Y^P \), and the linear correlation \( E[\dot{f}_{Q,X}(X^Q, Z^Q)Y^Q] \) between \( \dot{f}_{Q,X}(X^Q, Z^Q) \) and \( Y^Q \) can capture the information of regression coefficients \( \beta \) and \( \gamma \), respectively. We then use them to establish the relationship between the regression coefficients. Let \( \dot{f}_P(X^P) \) and \( \dot{f}_{Q,X}(X^Q, Z^Q) \) be the \( j \)-th components of \( \dot{f}_P(X^P) \) and \( \dot{f}_{Q,X}(X^Q, Z^Q) \) respectively, and write
\[ \Omega = \text{diag} \left( \frac{E[Y^P \dot{f}_{1P}(X^P)]}{E[Y^Q \dot{f}_{1Q,X}(X^Q, Z^Q)]}, \ldots, \frac{E[Y^P \dot{f}_{dP}(X^P)]}{E[Y^Q \dot{f}_{dQ,X}(X^Q, Z^Q)]} \right). \]

It will be seen later that the matrix \( \Omega \) can be estimated by historical data or historical characteristics. Then we suppose it is known in advance or has been estimated by historical data or historical characteristics. Unlike \( \Lambda \), here the estimation of \( \Omega \) needs the density functions of \( X^P \) and \( (X^Q, Z^Q) \). A motivating example is that, according to the privacy policy, the raw data of \( Z^Q \) is confidential before a time point. But their some characteristics, such as expectations and densities, are not confidential. Thus, we can use these historical characteristics to determine \( \Omega \).

We have the following theorem.

Theorem A.2. If both \( P \) and \( Q \) are non-linear GLMs, the tail conditions given in Lemma A.1 hold, \( E[Y^Q \dot{f}_{jQ,X}(X^Q, Z^Q)] \neq 0 \) for \( j = 1, \ldots, d_1 \), \( E[f_P(X^P)\tilde{G}_P(\beta^T X^P)] \neq 0 \)
0, and $\Omega$ is known in advance or has been estimated by historical data, then, the model parameters satisfy

$$
\beta = \frac{E[f_Q(X^Q, Z^Q)\hat{G}_Q(\gamma^T X^Q + \theta^T Z^Q)]}{E\{f_P(X^P)\text{Var}[Y^P|X^P]\}} \Omega \gamma.
$$

By the combination between the parameters, we can get the transfer learning likelihood estimator as in (2.14), and the main theoretical property: the transfer learning estimator $\hat{\gamma}$ is $\sqrt{n}$-consistent if $b_j^2 > c_j(\rho)$ for some $c_j(\rho) > 0$, $j = 1, \ldots, d_1$, where $b_j = \frac{E[YP^{f_L}(X^P)]}{E[YQ^{f_L}(X^Q, Z^Q)]}$.

### 7.3 The estimators of correlation-ratio matrices

#### 7.3.1 The estimation method for $\Lambda$ by historical data

As an example, the estimator $\hat{a}$ of $a = E[X^P Y^P] / E[X^Q Y^Q]$ is considered here; the estimators for the others are similar. In this case, all the relevant variables are real-valued. We suppose that $(\bar{X}_i^P, \bar{Y}_i^P), i = 1, \ldots, \bar{n}_P$, and $(\bar{X}_i^Q, \bar{Y}_i^Q), i = 1, \ldots, \bar{n}_Q$, are historical data respectively of $(X^P, Y^P)$ and $(X^Q, Y^Q)$. It is known that $\frac{1}{\bar{n}_P} \sum_{i=1}^{\bar{n}_P} \bar{Y}_i^P \bar{X}_i^P$ is a biased estimator of the ratio $E[Y^P X^P] / E[Y^Q X^Q]$ (Mullen, 1967). According to the bias-correction estimation for the ratio of parameters (Uno, 2003), we consider the following bias-corrected estimator:

$$
\hat{a}(c) = \frac{\frac{1}{\bar{n}_P} \sum_{i=1}^{\bar{n}_P} \bar{Y}_i^P \bar{X}_i^P}{\frac{1}{\bar{n}_Q} \sum_{i=1}^{\bar{n}_Q} \bar{Y}_i^Q \bar{X}_i^Q} - c,
$$

where $c \geq 0$ is a bias-correction parameter of order from $O(1/\bar{n}_P)$ to $O(1/\bar{n}_Q)$. For a given $c$, we get the leave-one-out transfer estimators of $\gamma$, $\theta$ and $s(\gamma, \theta)$ respectively as $\hat{\gamma}_{-i}(c)$, $\hat{\theta}_{-i}(c)$ and $\hat{s}(\gamma_{-i}(c), \hat{\theta}_{-i}(c))$ by the method proposed. According to C-V rule, we choose $c$ by minimizing

$$
CV(c) = \tilde{w}_P \sum_{i=1}^{\bar{n}_P} \left( \bar{Y}_i^P - g^{-1}\left(s_T(\gamma_{-i}(c), \hat{\theta}_{-i}(c))\bar{X}_i^P\right) \right)^2
$$

$$
+ \tilde{w}_Q \sum_{i=1}^{\bar{n}_Q} \left( \bar{Y}_i^Q - g^{-1}\left(\gamma_{-i}(c)\bar{X}_i^Q + \tilde{w}_Q \gamma_{-i}(c)\bar{Z}_i^Q\right) \right)^2.
$$
Denote by \( \hat{c} \) the solution to the above optimization problem. Then, the final estimator of \( a \) is \( \hat{a}(\hat{c}) \).

### 7.3.2 The estimation method for \( \Omega \) by historical data

The numerator \( E \left[ Y^P \hat{f}_P(X^P) \right] \) of each diagonal element of \( \Omega \) can be accurately estimated because the sample size of \( P \) is large. In the following, we focus mainly on the estimation method for the denominator \( E \left[ Y^Q \hat{f}_{Q,X^Q}(X^Q, Z^Q) \right] \), equivalently for the nonparametric estimator of \( \hat{f}_{Q,X^Q}(X^Q, Z^Q) \). To achieve the goal, in addition to historical data \( (\tilde{X}_i^Q, \tilde{Y}_i^Q), i = 1, \cdots, \tilde{n}_Q \), some additional historical data \( (\tilde{X}_i^Q, \tilde{Z}_i^Q), i = \tilde{n}_Q + 1, \cdots, \tilde{n}_Q + n^*_Q \), are required as well. Here the sample size \( n^*_Q \) is relatively small because it is difficult to obtain the observation values of \( Z^Q \).

For simplicity of notation, here we only consider the case where all the variables are real-valued. To sufficiently use the historical data, we rewrite the joint density \( f_Q(X^Q, Z^Q) \) as \( f_Q(X^Q) f_Q(Z^Q|X^Q) \). Note that \( f_Q(X^Q) \) can be accurately estimated by all the data \( \tilde{X}_i^Q, i = 1, \cdots, \tilde{n}_Q + n^*_Q \); the estimator is denoted by \( \hat{f}_Q(X^Q) \). The remaining task is to construct the estimator of the conditional density \( f_Q(Z^Q|X^Q) \). We suggest the two-step estimation method (Hansen, 2004) for realizing this goal. Let \( m(X^Q) = E[\tilde{Z}_i^Q|\tilde{X}_i^Q = X^Q] \) so that \( \tilde{Z}_i^Q = m(\tilde{X}_i^Q) + e_i \) and \( e_i \) is a regression error. Denote by \( \psi(e|X^Q) \) the conditional density of \( e_i \) given \( \tilde{X}_i^Q = X^Q \). We have

\[
 f_Q(Z^Q|X^Q) = \psi(Z^Q - m(X^Q)|X^Q).
\]

Here \( m(X^Q) \) can be estimated by for example the N-W estimation method as

\[
 \hat{m}(X^Q) = \frac{\sum_{i=\tilde{n}_Q+1}^{\tilde{n}_Q+n^*_Q} Z_i^Q K_{h_0} \{(X_i^Q - X^Q)/h_0\}}{\sum_{i=\tilde{n}_Q+1}^{\tilde{n}_Q+n^*_Q} K_{h_0} \{(X_i^Q - X^Q)/h_0\}},
\]

where \( K(\cdot) \) is a kernel function and \( h_0 \) is the bandwidth. With the estimator, the
residuals are $\hat{e}_i = Z_i^Q - \hat{m}(X_i^Q)$. Then, the two-step estimator of $\psi(\cdot)$ is

$$
\psi(e|X^Q) = \frac{\sum_{i=\tilde{n}_Q+1}^{\tilde{n}_Q+n^*_Q} K_{h_1} \{(X_i^Q - X^Q)/h_1\} K_{h_2} \{(\hat{e}_i - e)/h_2\}}{\sum_{i=\tilde{n}_Q+1}^{\tilde{n}_Q+n^*_Q} K_{h_1} \{(X_i^Q - X^Q)/h_1\}},
$$

and consequently, the two-step estimator of $f_Q(Z^Q|X^Q)$ is

$$
\hat{f}_Q(Z^Q|X^Q) = \frac{\sum_{i=\tilde{n}_Q+1}^{\tilde{n}_Q+n^*_Q} K_{h_1} \{(X_i^Q - X^Q)/h_1\} K_{h_2} \{(\hat{e}_i - (Z^Q - \hat{m}(X^Q))/h_2\}}{\sum_{i=\tilde{n}_Q+1}^{\tilde{n}_Q+n^*_Q} K_{h_1} \{(X_i^Q - X^Q)/h_1\}}.
$$

By the above estimators, we can get the estimator of the derivative of $\hat{f}_Q(X^Q)\hat{f}_Q(Z^Q|X^Q)$ as $\hat{f}_Q(X^Q)\hat{f}_Q(Z^Q|X^Q) + \hat{f}_Q(Z^Q)\hat{f}_Q(Z^Q|X^Q)$, where $\hat{f}_Q(X^Q)$ and $\hat{f}_Q(Z^Q|X^Q)$ are respectively the derivatives of $\hat{f}_Q(X^Q)$ and $\hat{f}_Q(Z^Q|X^Q)$ with respect to $X^Q$.

After the estimators of the numerator and denominator are obtained, the estimator of $\Omega$ can be constructed by the bias-correction estimation for the ratio proposed in the previous subsection.

### 7.4 Accurate transfer learning for non-linear models

We consider the scenario where the source model $P$ is still a GLM as (2.1), but the target model $Q$ is the following general non-linear model:

$$
E[Y^Q|X^Q, Z^Q] = g^{-1}_Q(X^Q, Z^Q, \alpha),
$$

(7.1)

where $\alpha = (\alpha^1, \ldots, \alpha^{d_1})^T$ is a parametric vector with dimension $d_1$, and the pre-specified function $g_Q(\cdot, \cdot, \alpha)$ is non-linear in $\alpha$. Under an exponential family distribution, the log-likelihood in model $Q$ has the form:

$$
l_Q(\gamma, \theta|Y^Q, X^Q, Z^Q) \propto Y^Q g_Q(X^Q, Z^Q, \alpha) - G_Q(g_Q(X^Q, Z^Q, \alpha)).
$$

The true value of $\alpha$ is defined as the solution to the following likelihood equation:

$$
E[Y^Q g_{Q, \alpha}(X^Q, Z^Q, \alpha) - \hat{G}_Q(g_Q(X^Q, Z^Q, \alpha))\hat{y}_{Q, \alpha}(X^Q, Z^Q, \alpha)] = 0,
$$

(7.2)
where \( \hat{g}_Q,\alpha(X^Q, Z^Q, \alpha) \) is the derivative of \( g_Q(X^Q, Z^Q, \alpha) \) with respect to \( \alpha \). Together with likelihood equation (2.2), we have the following accurate representation:

\[
E[X^P \dot{G}_P(\beta X^P)] = \Xi(\alpha)E[\hat{g}_Q,\alpha(X^Q, Z^Q, \alpha)\dot{G}_Q(g_Q(X^Q, Z^Q, \alpha))].
\] (7.3)

Here the correlation-ratio matrix

\[
\Xi(\alpha) = \text{diag} \left( \frac{E[Y^P X^1]}{E[Y^Q \hat{g}_{Q,\alpha}(X^Q, Z^Q, \alpha)]}, \ldots, \frac{E[Y^P X^{d_1}]}{E[Y^Q \hat{g}_{Q,\alpha}^{d_1}(X^Q, Z^Q, \alpha)]} \right),
\]

which is known in advance or has been consistently estimated by historical data. The above builds an accurate relationship between the parameters in the two models. The main difference from Lemma 2.1 is that here the correlation-ratio \( \Xi(\alpha) \) depends on unknown parameter \( \alpha \). By differential mean value theorem, we can see that here \( \Xi(\alpha) \) describes an approximate correlation-ratio of the linear correlations between response \( Y^P \) and covariate \( X^P \), and response \( Y^Q \) and “covariate” \( \hat{g}_Q,\alpha(X^Q, Z^Q, \alpha^0) \) respectively in the two models.

Consider the special regime where model \( P \) is a linear model but model \( Q \) is a general non-linear model as in (7.1). By representation (7.3), we get an explicit expression for \( \beta \) as

\[
\beta = (E[X^P (X^P)^T])^{-1}\Xi(\alpha)E[\hat{g}_Q,\alpha(X^Q, Z^Q, \alpha)\dot{G}_Q(g_Q(X^Q, Z^Q, \alpha))].
\] (7.4)

Unlike the representation in Theorem 2.2, in the above, \( \beta \) is a non-linear function of \( \alpha \). Moreover, similar to Theorem 2.3, suppose that model \( P \) is a general GLM as in (2.1) but \( X^P \sim N(0, I_{d_1}) \), we have the closed expression for \( \beta \) as

\[
\beta = (E[\text{Var}[Y^P|X^P]])^{-1}\Xi(\alpha)E[\hat{g}_Q,\alpha(X^Q, Z^Q, \alpha)\dot{G}_Q(g_Q(X^Q, Z^Q, \alpha))].
\] (7.5)

In the representations, (7.4) and (7.5), we use the same correlation-ratio matrix \( \Xi(\alpha) \) to combine the parameters in the two models.

We further consider general case where model \( P \) is a general GLM as in (2.1) and model \( Q \) is a general non-linear model as in (7.1), without the normality condition
of covariate $X^P$. By the same argument as used in the proofs of Lemma A.1 and Theorem A.2, we get the following representation:

$$\beta = \left( f_P(X^P) \text{Var}[Y^P | X^P] \right)^{-1} \Omega \times E[f_Q(X^Q, Z^Q) \hat{G}_Q(X^Q, Z^Q, \alpha) \hat{g}_Q, \alpha(X^Q, Z^Q, \alpha)], \quad (7.6)$$

where $\Omega$ is defined as the same as in the above subsection.

The closed representations in (7.4), (7.5) and (7.6) and their estimated versions can be unified expressed respectively as

$$\beta = s(\alpha) \quad \text{and} \quad \beta = \hat{s}(\alpha) \quad \text{uniformly for} \quad \alpha \in \mathcal{A},$$

where $\mathcal{A}$ is the parameter space of $\alpha$. Consequently, the estimated cr-TLL can be expressed as

$$\hat{l}_{(P,Q)}(\alpha) = \hat{w}_P \sum_{i=1}^{n_P} \left( Y^P_i X^P_i \hat{s}(\alpha) - X^P_i G(\hat{s}(\alpha)) \right) + \hat{w}_Q \sum_{i=1}^{n_Q} \left( Y^Q_i g_Q(X^Q_i, Z^Q_i, \alpha) - G_Q(g_Q(X^Q_i, Z^Q_i, \alpha)) \right) = 0. \quad (7.7)$$

The transfer learning likelihood estimator $\hat{\alpha}$ is then obtained by maximizing the above likelihood, namely,

$$\hat{\alpha} = \arg \max_{\alpha \in \mathcal{A}} \hat{l}_{(P,Q)}(\alpha). \quad (7.8)$$

When the function $g(\cdot, \cdot, \cdot)$ and above likelihood function satisfy the regularity conditions given in Wei (1998), the theoretical properties of $\hat{\alpha}$ are similar to those in the previous section, that is to say, with a significant correlation-ratio, the estimator can achieve the global convergence rate of order $O_p(1/\sqrt{n})$; the details are omitted here.

### 7.5 Regularity conditions

Theorem 3.3 needs the following regularity conditions:
C6. Parameter spaces $\Gamma$ and $\Theta$ of $\gamma$ and $\theta$ are bounded, convex and closed subsets of $\mathbb{R}^{d_1}$ and $\mathbb{R}^{d_2}$, respectively.

C7. The functions $g_P(\cdot)$, $g_Q(\cdot)$ and $s(\cdot)$ are twice continuously differentiable, and functions $G_P(\cdot)$ and $G_Q(\cdot)$ are differentiable up to the fourth order.

C8. The matrix
\[
w_P \dot{s}^T(\alpha^0) \sum_{i=1}^{n_P} \sum_{j=1}^{d_1} \sigma_{P,i}^2 X_{i}^P (X_{i}^P)^T \dot{s}(\alpha^0) + w_Q \sum_{i=1}^{n_Q} \sigma_{Q,i}^2 ((X_{i}^Q)^T, (Z_{i}^Q)^T) (X_{i}^Q)^T, (Z_{i}^Q)^T
\]
has full rank when $n_P$ and $n_Q$ are large enough.

C9. The minimum eigenvalue of $F_n(\alpha^0)$ satisfies $\lambda_{\min} F_n(\alpha^0) \to \infty$.

C10. $\max_{\alpha \in N_n(\delta)} \|(F_n^T(\alpha^0))^{-1/2} F_n(\alpha)(F_n(\alpha^0))^{-1/2} - I\| \to 0$, where $N_n(\delta) = \{\alpha : \|F_n^{1/2}(\alpha - \alpha^0)\| \leq \delta\}$.

These are commonly used conditions for the asymptotic properties of the maximum likelihood estimation in GLMs; for the rationality and the roles of the conditions in the proof of the following theorem, see for example Fahrmeir and Kaufmann (1985). We need the boundedness of $\Gamma$ and $\Theta$ only for the simplicity of the proof of Theorem 3.3.

### 7.6 Proofs of Lemmas and Theorems

**Proof of Lemma 2.1.** By the likelihood equations (2.2) and (2.4), we have
\[
E[Y^P X^P] = E[X^P \dot{G}_P(\beta^T X^P)], \quad E[Y^Q X^Q] = E[X^Q \dot{G}_Q(\gamma^T X^Q + \theta^T Z^Q)]
\]
for $j = 1, \ldots, d_1$. This implies the result of the lemma. □

**Proof of Theorem 2.2.** Note that for linear regression, $G_P(u)$ and $G_Q(u)$ are proportional to $u^2/2$. Then, Lemma 2.1 leads to the result of the theorem. □
Proof of Theorem 2.3. Because $X^P$ is normally distributed, by the First-Order Stein’s Identity (Stein, 1986; Yang et al., 2017), we have

$$E[X^P \tilde{G}_P(\beta^T X^P)] = E[\tilde{G}_P(\beta^T X^P)]\beta = E\{Var[Y^P|X^P]\}\beta.$$  

By the result and Lemma 2.1, we get the first result of the theorem. Similarly, if $X^Q$ is also normally distributed, we have

$$E[X^Q \tilde{G}_Q(\gamma^T X^Q + \theta^T Z^Q)] = E[\tilde{G}_Q(\gamma^T X^Q + \theta^T Z^Q)]\gamma.$$  

By the above results and Lemma 2.1, we get the second result of the theorem. □

Proof of Lemma A.1. By the expectation property of exponential family distribution, we have $E[Y^P|X^P] = \tilde{G}_P(\beta^T X^P)$, and then

$$\tilde{E}[Y^P|X^P] = \beta \tilde{G}_P(\beta^T X^P),$$

where $\tilde{E}[Y^P|X^P]$ is the derivative of $E[Y^P|X^P]$ with respect to $X^P$. Consequently,

$$E\{f_P(X^P)\tilde{E}[Y^P|X^P]\} = \beta E[f_P(X^P)\tilde{G}_P(\beta^T X^P)].$$

Note that partial integration yields

$$E\{f_P(X^P)\tilde{E}[Y^P|X^P]\} = -2E\{\dot{f}_P(X^P)E[Y^P|X^P]\} = -2E[\dot{f}_P(X^P)Y^P]$$

if $f_P^2(X^P)E[Y^P|X^P] \rightarrow 0$ as $\|X^P\|_2 \rightarrow \infty$. We then get the first representation in the lemma. The proof for the second result is similar. □

Proof of Theorem A.2. By Lemma A.1, and the property of variance, $\tilde{G}_P(\beta^T X^P) = Var[Y^P|X^P]$, we can prove the lemma. □

Proof of Theorem 3.1. Denote

$$A_n = \frac{1}{n} \left( w_P \sum_{i=1}^{n_P} (X_i^P)^2 \begin{pmatrix} a^2 & ab \\ ab & b^2 \end{pmatrix} + w_Q \sum_{i=1}^{n_Q} \begin{pmatrix} (X_i^Q)^2 & X_i^Q Z_i^Q \\ X_i^Q Z_i^Q & (Z_i^Q)^2 \end{pmatrix} \right),$$

$$B_n = \frac{1}{n} \left( w_P \sum_{i=1}^{n_P} Y_i^P X_i^P \begin{pmatrix} a \\ b \end{pmatrix} + w_Q \sum_{i=1}^{n_Q} Y_i^Q \begin{pmatrix} X_i^Q \\ Z_i^Q \end{pmatrix} \right).$$
Note that $E[Y_i^P|X_i^P] = \beta X_i^P$, $E[Y_i^Q|X_i^Q, Z_i^Q] = \gamma X_i^Q + \theta Z_i^Q$, $\beta = a\gamma + b\theta$, and the estimation consistency: $\hat{a} = a + o_p(1), \hat{b} = b + o_p(1), \hat{w}_P = w_P + o_p(1)$ and $\hat{w}_Q = w_Q + o_p(1)$. By these representations, together with Slutsky lemma, it can be verified that the estimators (2.13) can be expressed as

$$
\sqrt{n} \left( \frac{\hat{\gamma}}{\hat{\theta}} \right) = \sqrt{n} \left( \frac{\tilde{\gamma}}{\tilde{\theta}} \right) + \sqrt{n} o_p(A_n^{-1})B_n + \sqrt{n} A_n^{-1} o_p(B_n) + \sqrt{n} o_p(A_n^{-1}) o_p(B_n),
$$

where $\sqrt{n} \left( \frac{\tilde{\gamma}}{\tilde{\theta}} \right) = \sqrt{n} A_n^{-1} B_n$, and the last three terms on the right-hand side are of order $o_p(1)$. Then, asymptotically, $\sqrt{n} \left( \frac{\tilde{\gamma}}{\tilde{\theta}} \right)$ is identically distributed as $\sqrt{n} \left( \frac{\gamma}{\theta} \right)$. Because $A_n^{-1}$ tends to a positive definite matrix and $B_n$ is an average of independent random variables, $\sqrt{n} A_n^{-1} B_n$ is normally distributed, its expectation is

$$
E \left[ \sqrt{n} A_n^{-1} B_n \right] = \sqrt{n} \left( \frac{\gamma}{\theta} \right),
$$

and, asymptotically, the covariance satisfies

$$
Cov \left[ \sqrt{n} A_n^{-1} B_n \right] \approx \left( n_P w_P \left( a^2 ab \ b^2 \right) + n_Q w_Q \left( \frac{1}{\rho_{X Q Z Q}} \rho_{X Q Z Q} \right) \right)^{-1}.
$$

Note that it can be directly verified that $n_P a^2 + n_Q - n_P a^2 \rho_{X Q Z Q} (1 + \tau)^2 > 0$. Then, by the condition of $w_p = w_Q = 1/2$ given in the theorem, the relationship $b = a\rho_{X Q Z Q}$ and the above representation, we have that, asymptotically,

$$
Var[\sqrt{n} \tilde{\gamma}] \approx n \left( n_P a^2 + n_Q - \frac{(n_P ab + n_Q \rho_{X Q Z Q})^2}{n_P b^2 + n_Q} \right)^{-1}
= n \left( n_P a^2 + n_Q - n_P a^2 \frac{\rho_{X Q Z Q}^2 (1 + \frac{n_Q}{n_P a^2})^2}{\rho_{X Q Z Q}^2 + \frac{n_Q}{n_P a^2}} \right)^{-1}
\approx n \left( n_P a^2 + n_Q - n_P a^2 \frac{\rho_{X Q Z Q}^2 (1 + \frac{n_Q}{a^2})^2}{\rho_{X Q Z Q}^2 + \frac{n_Q}{a^2}} \right)^{-1}.
$$
By combining the results above, we can prove the first result of the theorem.

If $|\rho_{XQZQ}| < 1/\sqrt{2}$ and $a^2 > \tau \rho_{XQZQ}^2/(1 - 2\rho_{XQZQ}^2)$, we can verify

$$\rho_{XQZQ}^2/(1 - 2\rho_{XQZQ}^2) > 0 \quad \text{and} \quad \frac{\rho_{XQZQ}^2 (1 + \frac{\tau}{a^2})^2}{\rho_{XQZQ}^2 + \frac{\tau}{a^2}} < 1.$$  

Consequently,

$$\Var[\sqrt{n} \tilde{\gamma}] \approx n \left( nPa^2 \left( 1 - \frac{\rho_{XQZQ}^2 (1 + \frac{\tau}{a^2})^2}{\rho_{XQZQ}^2 + \frac{\tau}{a^2}} \right) + nQ \right)^{-1} = O(1).$$

Then, the proofs for the second and third conclusions are completed. □

**Proof of Proposition 3.2.** By the same argument as used in the proof of Theorem 3.1, we only need to calculate the variance of the estimator $\hat{\gamma}$. Note that $b = a\rho_{XQZQ}$.

Then, it can be seen that asymptotically

$$\Var[\hat{\gamma}] \approx \left( nPb^2 + nQ - \frac{(nPab + nQ \rho_{XQZQ})^2}{nPa^2 + nQ} \right)^{-1} \approx \left( nPb^2 + nQ - nPb^2 \left( 1 + \frac{\tau}{a^2} \right)^2 \right)^{-1} = \frac{1}{nQ(1 - \rho_{XQZQ})},$$

The proof is completed. □

**Proof of Theorem 3.3.** It follows from the consistency given in (2.12) that

$$\frac{1}{n} \hat{l}_{(P,Q)}(\alpha) = \frac{1}{n} l_{(P,Q)}(\alpha) + \frac{1}{n} \sum_{i=1}^{n_P} \left( Y_i^P s^T(\alpha)X_i^P - G_P(s^T(\alpha)X_i^P) \right) \mathcal{O}_P(\epsilon_n),$$

where $\epsilon_n = 1/\sqrt{n_m}$. In the above, the $\frac{1}{n} \sum_{i=1}^{n_P} \left( Y_i^P s^T(\alpha)X_i^P - G_P(s^T(\alpha)X_i^P) \right)$ is of order $O_p \left( \frac{1}{n} \right)$. This result and the regularity conditions lead to that the objective function $\frac{1}{n} \hat{l}_{(P,Q)}(\alpha)$ satisfies the conditions of Theorem 5.7 of Van der Vaart (2000), ensuring that the estimator $\hat{\alpha}$ is consistent in probability. We then have

$$0 = \frac{1}{n} \hat{l}_{(P,Q)}(\alpha^0) + \frac{1}{n} \hat{l}_{(P,Q)}(\alpha^0)(\hat{\alpha} - \alpha^0)^T + \mathcal{O}_p(\|\hat{\alpha} - \alpha^0\|^2).$$
Thus, asymptotically, $\sqrt{n}(\hat{\alpha} - \alpha^0)$ is identically distributed as

$$- \left( \frac{1}{\sqrt{n}} \hat{l}_{(P,Q)}(\alpha^0) \right)^{-1} \frac{1}{\sqrt{n}} \hat{l}_{(P,Q)}(\alpha^0).$$

Asymptotically, the above is identically distributed as

$$- \left( \frac{1}{n} \hat{l}_{(P,Q)}(\alpha^0) \right)^{-1} \frac{1}{\sqrt{n}} \hat{l}_{(P,Q)}(\alpha^0).$$

By the above results and Theorem 3 of Fahrmeir and Kaufmann (1985), the transfer learning estimator $\hat{\alpha}$ is normally distributed asymptotically as that given in Theorem 3.3. □

Proof of Corollary 3.4. It follows from Theorem 3.4 that the asymptotic variance of $\hat{\gamma}_1$ can be expressed as

$$\nu_{\gamma_1} = \left( n_P \hat{s}_1^T \Sigma \hat{s}_1 + n_Q \sigma_{11}^Q - n_P r \right)^{-1}.$$

We then get the first result of the corollary. For the second the result, by the result above, we only need to prove

$$\hat{s}_1^T \Sigma \hat{s}_1 - r > 0.$$

By the definition of $r$, the conditions in the theorem and the Cauchy-Schwarz in-
equality, we have

\[
\begin{aligned}
    r &= (s^T_1 \Sigma^p \hat{s}_{(-1)} + \tau (\sigma^Q_{(2)})^T (A + \tau \Sigma^Q_{22})^{-1} (s^T_{(-1)} \Sigma^p \hat{s}_1 + \tau \sigma^Q_{12}) \\
    &= s^T_1 \Sigma^p \hat{s}_{(-1)} (A + \tau \Sigma^Q_{22})^{-1} s^T_{(-1)} \Sigma^p \hat{s}_1 + \tau^2 (\sigma^Q_{12})^T (A + \tau \Sigma^Q_{22})^{-1} \sigma^Q_{12} \\
    &\quad + 2\tau s^T_1 \Sigma^p \hat{s}_{(-1)} (A + \tau \Sigma^Q_{22})^{-1} \sigma^Q_{12} \\
    &< s^T_1 \Sigma^p \hat{s}_{(-1)} (A + \tau \Sigma^Q_{22})^{-1} s^T_{(-1)} \Sigma^p \hat{s}_1 + \tau^2 \epsilon s^T_1 \Sigma^p \hat{s}_{(-1)} (A + \tau \Sigma^Q_{22})^{-1} s^T_{(-1)} \Sigma^p \hat{s}_1 \\
    &= (1 + \tau^2 \epsilon + 2\tau \sqrt{\epsilon}) s^T_1 \Sigma^p \hat{s}_{(-1)} (A + \tau \Sigma^Q_{22})^{-1} s^T_{(-1)} \Sigma^p \hat{s}_1 \\
    &= (1 + \tau^2 \epsilon + 2\tau \sqrt{\epsilon}) (s^T_1 \Sigma^p \hat{s}_{(-1)} A^+ s^T_{(-1)} \Sigma^p \hat{s}_1 - s^T_1 \Sigma^p \hat{s}_{(-1)} D s^T_{(-1)} \Sigma^p \hat{s}_1) \\
    &= s^T_1 \Sigma^p \hat{s}_{(-1)} A^+ s^T_{(-1)} \Sigma^p \hat{s}_1 \\
    &\quad + \{ (\tau^2 \epsilon + 2\tau \sqrt{\epsilon}) s^T_1 \Sigma^p \hat{s}_{(-1)} A^+ s^T_{(-1)} \Sigma^p \hat{s}_1 - (1 + \tau^2 \epsilon + 2\tau \sqrt{\epsilon}) s^T_1 \Sigma^p \hat{s}_{(-1)} D s^T_{(-1)} \Sigma^p \hat{s}_1 \} \\
    &\leq s^T_1 \Sigma^p \hat{s}_{(-1)} A^+ s^T_{(-1)} \Sigma^p \hat{s}_1 \\
    &\quad + \{ (\tau^2 \epsilon + 2\tau \sqrt{\epsilon}) s^T_1 \Sigma^p \hat{s}_{(-1)} A^+ s^T_{(-1)} \Sigma^p \hat{s}_1 - s^T_1 \Sigma^p \hat{s}_{(-1)} D s^T_{(-1)} \Sigma^p \hat{s}_1 \} \\
    &\leq s^T_1 \Sigma^p \hat{s}_{(-1)} A^+ s^T_{(-1)} \Sigma^p \hat{s}_1,
\end{aligned}
\]

where \(D = A^+ - \tau A^+ ((\Sigma^Q_{22})^{-1} + \tau A^+)^{-1} A^+\). We then have

\[
\begin{aligned}
    s^T_1 \Sigma^p \hat{s}_1 - r \\
    &\geq s^T_1 \Sigma^p \hat{s}_1 - s^T_1 \Sigma^p \hat{s}_{(-1)} A^+ s^T_{(-1)} \Sigma^p \hat{s}_1 \\
    &= s^T_1 (\Sigma^p)^{1/2} \left\{ I - (\Sigma^p)^{1/2} \hat{s}_{(-1)} A^+ \hat{s}^T_{(-1)} (\Sigma^p)^{1/2} \right\} (\Sigma^p)^{1/2} \hat{s}_1 \\
    &\geq 0
\end{aligned}
\]

because \(\hat{s}_1 \neq 0\), and the matrix \((\Sigma^p)^{1/2} \hat{s}_{(-1)} A^+ \hat{s}^T_{(-1)} (\Sigma^p)^{1/2}\) is symmetric and idempotent. \(\square\)

### 7.7 Further simulation studies

In this subsection, we demonstrate the power of our transfer learning algorithms (cr-TLL) under the case when the regression coefficients of interest in the source
model are similar to those in the target model. We also take the linear model as an example and compare our method with the maximum likelihood estimation (MLE) and the debiased method (DME) (see Section 5.1 for details).

The source model $P$ and target model $Q$ are set respectively as

\[
\text{Model } P: \quad Y^P = \beta^T X^P + \varepsilon^P,
\]

\[
\text{Model } Q: \quad Y^Q = \gamma^T X^Q + \theta^T Z^Q + \varepsilon^Q
\]

with $\varepsilon^P \sim N(0, 1)$ and $\varepsilon^Q \sim N(0, 1)$. Here the covariates $X^P = (X^{1P}, X^{2P}, X^{3P})^T \sim N(0, \Sigma_3)$ and $((X^Q)^T, (Z^Q)^T) = (X^{1Q}, X^{2Q}, X^{3Q}, Z^{1Q}, Z^{2Q})^T \sim N(0, \Sigma_5)$, where $\Sigma_d = (\sigma_{ij})_{1 \leq i, j \leq d}$ with $\sigma_{ij} = 0.2^{|i-j|}$. Moreover, the model parameters are set as $\beta = (1, 1, 1)^T$, $\gamma = (1, 0.8, 0.9)^T$ and $\theta = (1, -1)^T$. Unlike the example in section 5.1.1, in the models above, the regression coefficients $\beta$ and $\gamma$ are similar.

The correlation-ratio matrix is estimated by the historical data of the variables $(X^P, Y^P)$ and $(X^Q, Y^Q)$. The simulation results are reported in Table 4. Similar conclusions as in section 5.1.1 could be drawn. In short, our method is even better than that designed specifically for similar models.
Table 4: The mean, sd and mse of the cr-TLL estimator, DME and MLE under the linear models when $\beta$ and $\gamma$ are similar.

Part 1: fixed $n_Q = 50$ and varying $n_P.$

| $n_P$ | 50     | 100    | 200    | 500    | 1000   |
|-------|--------|--------|--------|--------|--------|
|       | cr-TLL | DME    | MLE    | cr-TLL | DME    | MLE    | cr-TLL | DME    | MLE    |
| mean  | $\gamma_1$ | 0.9766 | 1.0030 | 1.0014 | 0.9714 | 1.0009 | 1.0014 | 0.9714 | 1.0014 | 1.0014 |
|       | $\gamma_2$ | 0.8484 | 0.7990 | 0.7992 | 0.8571 | 0.7993 | 0.7992 | 0.8599 | 0.7997 | 0.7992 |
|       | $\gamma_3$ | 0.8638 | 0.8975 | 0.8968 | 0.8621 | 0.8968 | 0.8968 | 0.8600 | 0.8958 | 0.8968 |
|       | $\theta_1$ | 1.0220 | 1.0028 | 1.0028 | 1.0264 | 1.0047 | 1.0028 | 1.0329 | 1.0023 | 1.0028 |
|       | $\theta_2$ | -0.9891 | -0.9966 | -0.9979 | -0.9906 | -0.9989 | -0.9979 | -0.9910 | -0.9961 | -0.9979 |
|       | $\theta_3$ | 1.0107 | 0.1606 | 0.1593 | 0.0773 | 0.1610 | 0.1593 | 0.0615 | 0.1603 | 0.1593 |
|       | $\theta_4$ | 0.0496 | 0.1515 | 0.1515 | 0.0334 | 0.1518 | 0.1515 | 0.0245 | 0.1541 | 0.1515 |
|       | sd      | $\gamma_1$ | 0.0962 | 0.1576 | 0.1544 | 0.0530 | 0.1566 | 0.1534 | 0.0644 | 0.1567 | 0.1534 |
|       | $\gamma_2$ | 0.0676 | 0.1565 | 0.1561 | 0.0494 | 0.1587 | 0.1561 | 0.0353 | 0.1576 | 0.1561 |
|       | $\gamma_3$ | 0.0562 | 0.1566 | 0.1551 | 0.0469 | 0.1567 | 0.1551 | 0.0366 | 0.1567 | 0.1551 |
|       | $\theta_1$ | 0.1017 | 0.1606 | 0.1593 | 0.0773 | 0.1610 | 0.1593 | 0.0615 | 0.1603 | 0.1593 |
|       | $\theta_2$ | 0.0496 | 0.1515 | 0.1515 | 0.0334 | 0.1518 | 0.1515 | 0.0245 | 0.1541 | 0.1515 |
|       | mse     | $\gamma_1$ | 0.0096 | 0.0248 | 0.0235 | 0.0061 | 0.0241 | 0.0235 | 0.0037 | 0.0242 | 0.0235 |
|       | $\gamma_2$ | 0.0069 | 0.0244 | 0.0243 | 0.0057 | 0.0251 | 0.0243 | 0.0048 | 0.0248 | 0.0243 |
|       | $\gamma_3$ | 0.0044 | 0.0245 | 0.0240 | 0.0036 | 0.0245 | 0.0240 | 0.0029 | 0.0245 | 0.0240 |
|       | $\theta_1$ | 0.0108 | 0.0257 | 0.0253 | 0.0066 | 0.0259 | 0.0253 | 0.0048 | 0.0256 | 0.0253 |
|       | $\theta_2$ | 0.0025 | 0.0229 | 0.0229 | 0.0012 | 0.0230 | 0.0229 | 0.0006 | 0.0237 | 0.0229 |

Part 2: fixed $n_P = 1000$ and varying $n_Q.$

| $n_Q$ | 10     | 50     | 100    | 200    | 500    |
|-------|--------|--------|--------|--------|--------|
|       | cr-TLL | DME    | MLE    | cr-TLL | DME    | MLE    | cr-TLL | DME    | MLE    |
| mean  | $\gamma_1$ | 0.9676 | 0.9931 | 0.9897 | 0.9686 | 1.0039 | 1.0042 | 0.9692 | 1.0001 | 1.0001 |
|       | $\gamma_2$ | 0.8630 | 0.8232 | 0.8234 | 0.8621 | 0.7961 | 0.7952 | 0.8612 | 0.7992 | 0.7996 |
|       | $\gamma_3$ | 0.8604 | 0.9147 | 0.9137 | 0.8587 | 0.8986 | 0.8984 | 0.8591 | 0.8959 | 0.8961 |
|       | $\theta_1$ | 1.0370 | 0.9872 | 0.9840 | 1.0359 | 1.0033 | 1.0029 | 1.0352 | 1.0024 | 1.0022 |
|       | $\theta_2$ | -0.9899 | -0.9835 | -0.9827 | -0.9903 | -0.9938 | -0.9951 | -0.9902 | -0.9976 | -0.9989 |
|       | sd      | $\gamma_1$ | 0.0173 | 0.5325 | 0.5292 | 0.0158 | 0.1628 | 0.1603 | 0.0155 | 0.1118 | 0.1092 |
|       | $\gamma_2$ | 0.0644 | 0.5354 | 0.5341 | 0.0279 | 0.1615 | 0.1618 | 0.0212 | 0.1090 | 0.1070 |
|       | $\gamma_3$ | 0.0778 | 0.5197 | 0.5172 | 0.0384 | 0.1619 | 0.1587 | 0.0321 | 0.1107 | 0.1106 |
|       | $\theta_1$ | 0.0140 | 0.5238 | 0.5200 | 0.0113 | 0.1511 | 0.1502 | 0.0111 | 0.1065 | 0.1052 |
|       | $\theta_2$ | 0.0020 | 0.2562 | 0.2503 | 0.0016 | 0.0239 | 0.0237 | 0.0015 | 0.0117 | 0.0113 |
|       | mse     | $\gamma_1$ | 0.0042 | 0.2838 | 0.2804 | 0.0041 | 0.0265 | 0.0257 | 0.0039 | 0.0124 | 0.0119 |
|       | $\gamma_2$ | 0.0057 | 0.2866 | 0.2852 | 0.0024 | 0.0260 | 0.0261 | 0.0021 | 0.0118 | 0.0114 |
|       | $\gamma_3$ | 0.0074 | 0.2700 | 0.2675 | 0.0027 | 0.0262 | 0.0251 | 0.0022 | 0.0122 | 0.0122 |
|       | $\theta_1$ | 0.0002 | 0.2745 | 0.2704 | 0.0002 | 0.0228 | 0.0225 | 0.0002 | 0.0113 | 0.0110 |
|       | $\theta_2$ | 0.0002 | 0.2745 | 0.2704 | 0.0002 | 0.0228 | 0.0225 | 0.0002 | 0.0113 | 0.0110 |