Flood Segmentation on Sentinel-1 SAR Imagery with Semi-Supervised Learning

Sayak Paul∗
Carted

Siddha Ganju∗
NVIDIA, Frontier Development Lab, SpaceML

Abstract

Floods wreak havoc throughout the world, causing billions of dollars in damages, and uprooting communities, ecosystems and economies. The NASA Impact Flood Detection competition tasked participants with predicting flooded pixels after training with synthetic aperture radar (SAR) images in a supervised setting. We propose a semi-supervised learning pseudo-labeling scheme that derives confidence estimates from U-Net ensembles, progressively improving accuracy. Concretely, we use a cyclical approach involving multiple stages (1) training an ensemble model of multiple U-Net architectures with the provided high confidence hand-labeled data and, generated pseudo labels or low confidence labels on the entire unlabeled test dataset, and then, (2) filter out quality generated labels and, (3) combine the generated labels with the previously available high confidence hand-labeled dataset. This assimilated dataset is used for the next round of training ensemble models and the cyclical process is repeated until the performance improvement plateaus. We post process our results with Conditional Random Fields. Our approach sets a new state-of-the-art on the Sentinel-1 dataset with 0.7654 IoU, an impressive improvement over the 0.60 IoU baseline. Our method, which we release with all the code and models², can also be used as an open science benchmark for the Sentinel-1 dataset.

1 Introduction

Flooding events are on the rise due to climate change [35], increasing sea levels and increasing extreme weather events, resulting in 10 billion dollars worth of damages annually. Scientists and decision makers can use live Earth observations data via satellites like Sentinel-1 to develop real-time response and mitigation tactics and understand flooding events. The Emerging Techniques in Computational Intelligence (ETCI) 2021 competition on Flood Detection provides SAR Sentinel-1 imagery with labeled pixels for a geographic area prior and post flood event. SAR satellites, such as Sentinel-1, see through clouds and at night so can be used everywhere all the time, making its solutions deployable at scale. Participants are tasked with a semantic segmentation task that identifies pixels that are flooded and is evaluated with Intersection over Union metric (IoU).

Improved flood segmentation in real-time results in delineating open water flood areas. Identifying flood levels aids in effective disaster response and mitigation. Combining the flood extent mapping with local topography generates a plan of action with downstream results including predicting the direction of flow of water, redirecting flood waters, organizing resources for distribution etc. Such a system can also recommend a path of least flood levels in real-time that disaster response professionals can potentially adopt.

∗Equal contribution. Sayak focused on the implementations and contributed to the writing, Siddha focused on ideation, experimentation, and writing.

²Our code and models are available on GitHub: https://git.io/JW3P8.

Tackling Climate Change with Machine Learning workshop at NeurIPS 2021.
Feature based machine learning techniques are also prominent [27] but are intractable as human annotators and featurizers cannot scale. Manual annotation in real time can easily exceed $62,500^3$ daily, and a manual solution quickly becomes intractable. Motivated by prior art [44, 45, 7, 19], we look at semi-supervised techniques, that assume predicted labels with maximally predicted probability as ground truth, and we apply it to flood segmentation. Similar to [19, 3], we treat pseudo labels as an entropy regularizer which eventually outperforms other conventional methods with a small subset of labeled data. For real time deployment we benchmark our solution similar to [23, 36], both of which utilize datasets like WorldFloods or multispectral datasets to enable flood detection, but require large scale manual annotation. Contrary to both, our work with semi supervision reduces the human-in-the-loop load and allows us to take advantage of large unannotated examples in a simple manner. Evidence indicates that post processing with Conditional Random Fields (CRF) [17, 9, 2, 42] may yield improved performance especially for semantic segmentation, and, satellite data [12]. Our work follows along similar lines when we post process with CRFs for flood segmentation.

Our contributions are: (1) We propose a semi-supervised learning scheme with pseudo-labeling that derives confidence estimates from U-Net ensembles. With this we establish the new state-of-the-art flood segmenter and to the best of our knowledge we believe this is the first work to try out semi-supervised learning to improve flood segmentation models. (2) We show that our method is scalable through pseudo labels and generalizable through varying data distributions in different geographic locations and thus is inexpensive to deploy scalably. (3) Additionally, we benchmark the inference pipeline and show that it can be performed in real time aiding in real time disaster mitigation efforts. Our approach also includes uncertainty estimation, allowing disaster response teams to understand its reliability and safety. In an effort to promote open science and cross-collaboration we release all our code and models.

2 Data

The contest dataset consists of 66k tiled images from various geographic locations. Each RGB training tile is generated VV and VH GeoTIFF files (see raw images in Appendix C, Figure 4) obtained via Hybrid Pluggable Processing Pipeline “hyp3” from the Sentinel-1 C-band SAR imagery. Data also contains swath gaps (see images in Appendix C Figure 5) where less than .5% of an image is present; such images are not used for training. The dataset is imbalanced i.e., the proportion of images with some flood region presence is lower than the images without it, so during training, we ensure each batch contains at least 50% samples having some amount of flood region present through stratified sampling. Flooded water may change in appearance due to added debris and such data can be captured by different sensors, but for our work we do not assume a distinction. The Red River geographic area which is predominant in the test set, is primarily an agricultural hub and recently harvested fields can look similar to floods due to low backscatter in both VV and VH polarizations. Similarly Florence which comprises of the validation set has a primarily urban setting. Such varying backscatter is relevant for performance optimizations and generalizability to test imagery (see combined images in Figure 4), and thus we combine different forms of ensembling with stacking, and, test-time augmentation helping model uncertainty and making the predictions robust. Training augmentation includes horizontal flips, rotations, and elastic transformations, and, test-time augmentations are comprised of Dihedral Group D4 [32].

3 Methodology

We develop a semi-supervised learning scheme with pseudo-labeling that derives confidence estimates from U-Net ensembles motivated from [18]. First, we train an ensemble model of multiple U-Net architectures with the provided high confidence hand-labeled data and, generated pseudo labels or low confidence labels on the entire unlabeled test dataset. We then, filter out quality generated labels and, finally, combine the quality generated labels with the previously provided high confidence hand-labeled dataset. This assimilated dataset is used for the next round of training ensemble models. This cyclical process is repeated until the performance improvement plateaus (see Figure 1). Additionally, we post process our results with Conditional Random Fields (CRF).

---

3assuming unit economics and $15 hourly wage

4Note: We explored another semi-supervised learning pipeline that is based on Noisy Student Training [38]. Refer to Appendix B for more details.
Figure 1: Our semi-supervised learning pseudo-labeling scheme that derives confidence estimates from U-Net ensembles with CRFs for post processing.

**Step 1: Training on available data, performing inference on entire test data, and generating Pseudo Labels.** The provided test data is only from the Red River North region which does not occur in training (Bangladesh + North Alabama + Nebraska) or validation dataset (only Florence), and thus out-of-distribution impacts were imminent. Such differences in distributions prompted us to utilize ensembling. We first train two models with U-Net [30] and U-Net++ [43] both with MobileNetv2 backbones [31] and combined dice and focal loss on the available training data. Both U-Net and U-Net++ share similar inductive biases and we use them to tackle the distribution shifts, owing to different geographic locations and artifacts like recently harvested fields, urban and rural scenarios (see Appendix, Figure 4) etc. Then, create an ensemble with these two trained models.

**Step 2: Filtering quality pseudo labels.** Next, we filter over the softmax output of the predictions keeping images where at least 90% of pixels have high confidence of either flood or no flood. In the zeroth training iteration, no pseudo labels are available and training is only on the provided training dataset. For the next step, i.e., step 1 or training iteration 1, pseudo labels from iteration 0 can be used. As such training iteration n can incorporate pseudo labels from step n-1. For standard image classification tasks, it is common to filter the softmaxed predictions with respect to a predefined confidence threshold [38, 33, 46]. In semantic segmentation, we are extending the classification task to a per-pixel case where each pixel of an image needs to be categorized. To filter out the low-confidence predictions, we check if a pre-specified % of the pixel values (in the range of [0, 1]) in each prediction were above a predefined threshold; mathematically denoted in (1).

\[
\text{mask} = \left( \sum_h \sum_w \tilde{Y} > c \right) > p \times h \times w,
\]

where \( \tilde{Y} \) is the prediction vector, \( c \) and \( p \) denote the confidence and pixel proportion thresholds respectively (both being 0.9 in our case), and \( h \) and \( w \) are the spatial resolutions of the predicted segmented maps. We compute \( \tilde{Y} \) using (2), where \( Z \) is the logit vector.

\[
\tilde{Y} = \max(\softmax(Z, \text{dim} = 1), \text{dim} = 1),
\]

**Step 3: Combining Pseudo Labels + Original Training data.** Now, the filtered pseudo labels from the previous stage are incorporated into the training dataset. Thus, a new training dataset is created which is composed of (1) original training data with available ground truth, referred to as “high confidence” labels, and, (2) filtered pseudo labels or “low confidence” labels on the unlabeled test dataset. This assimilated dataset is used for the next round of training individual U-Net, U-Net++ and the ensemble models.

**Repeat Steps 1,2,3 and Post processing with CRFs.** With the training data now composed of the original training dataset and pseudo labels from the test dataset, we perform training from scratch of the U-Net and U-Net++ models, and fine-tuning of the U-Net from the previous iteration. Training and fine-tuning are all on the same dataset of original training data and pseudo-labeled test data.
Note that the ensemble models are only used to generate predictions, and not for fine-tuning. Now, with three trained models, as before, averaged predictions are generated, and filtered to create the new set of “weak labels”. All the data for training U-Net, U-Net++ and the fine-tuned U-Net is processed through stratified sampling as before. This cyclical process (steps 1,2,3..) are repeated until the performance improvement plateaus, about 20 epochs, post which we perform additional processing with CRFs. Ultimately for each pixel we predict as flooded or not flooded, we also produce confidence intervals that may help disaster response teams understand reliability and safety.

4 Results

We report all the results obtained from the various approaches in Table 1, and, compare against a random (all zeros to indicate non-flooded pixels, as majority pixels are not flooded) and competition provided baseline (combination of FPN [20] with U-Net). We also provide a few random ground truth comparisons to our predictions in Figure 2. Since the dataset is skewed i.e., majority of pixels are not flooded, we report the IoU for the flooded pixels only. On performing test inference with the U-Net, U-Net++, the ensemble model, and averaged predictions from the ensemble, we note a performance improvement of 2-3% IoU on average for the averaged predictions, in each step. Test-time augmentations on the test data improves our IoU by 5% and further reduces uncertainty. Our results are uniform across all data distribution drifts available in the dataset and initial benchmarks shows that the segmentation masks are generated in approximately 3 seconds for a Sentinel-1 tile that covers an area of approximately 63,152 squared kilometers, larger than the area covered by Lake Huron, the second largest fresh water Great Lake of North America. Our work suggests CRFs are a crucial element for post processing of the predictions as they provide substantial performance improvements.

Figure 2: Random selection of Ground Truth comparison against our predictions on the hold-out test set on which the final leaderboard results are presented

Table 1: Leaderboard results for the hold-out test set. Higher IOU (↑) is better.

| Method Description                                      | IoU |
|---------------------------------------------------------|-----|
| Random Baseline (all zeroes)                           | 0.00|
| Competition Provided Baseline                          | 0.60|
| Standard U-Net                                          | 0.57|
| Ensemble with CRF post processing                      | 0.68|
| Pseudo labeling + Ensembles with CRF post processing    | **0.7654** |

Conclusion

We recognize that it is a privilege to take part in the interdisciplinary research to reduce the impact of flooding events and as such, scaling solutions to deployment is a huge component. We developed a semi-supervised learning pseudo-labeling scheme that derives confidence estimates from U-Net ensembles. We train an ensemble model of multiple U-Net architectures with the provided high confidence hand-labeled data and, generated pseudo labels or low confidence labels on the entire unlabeled test dataset, then, filter out quality generated labels and, finally, combine the quality generated labels with the previously provided high confidence hand-labeled dataset, and, post process our results with CRFs. We show that our method can enable scalable training with data distribution drifts. Additionally, lack of annotated data and scaling while maintaining quality of results is also imperative. Hence our future work involves collaborating with the competition organizers and the UNOSAT team to benchmark real time runtimes and to evaluate the scalability of our solution.
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Appendix

A Implementation Details

Our semi-supervised learning pseudo-labeling scheme that derives confidence estimates from U-Net ensembles involved experimenting with U-Net-inspired architectures [30, 43] and backbones, multiple loss functions like focal loss and dice loss, combining both loss functions into one, and various training and test-time augmentation techniques. We set seeds at various framework and package levels to enable reproducibility, and present results as the average of multiple training runs. For additional experimental configurations, we refer the readers to our code repository on GitHub.

Sampling. There is an imbalance problem in the training dataset i.e. the number of satellite images that have presence of flood regions is smaller than the number of images that do not have contain flood regions. This is why we follow a stratified sampling strategy during data loading to ensure half of the images in any given batch always contain some flood regions. Empirically we found out that this sampling significantly helped in convergence. Using this sampling strategy in our setup was motivated from a solution that won a prior Kaggle competition [1]. Research in the domain of reducing the impact of swath gaps [11] also exists, but due to limited time we will explore this in future works.

Encoder backbone. Throughout this work we stick to using MobileNetV2 as the encoder backbone owing to its use of pointwise convolutions which turns out to be a good fit for the problem. Since the boundary details present inside the Sentinel-1 imagery are extremely fine, point-wise convolutions are a great fit for this. Empirically, we experimented with a number of different backbones but none of their performance consistency was comparable to MobileNetV2 backbone.

Segmentation architecture. We use U-Net [30] and U-Net++ [43]. As before, prioritization to pointwise convolutions still stands. We avoid using architectures where dilated convolutions are used such as the DeepLab family of architectures [10]. The other architectures that we tried include LinkNet [8] and MANet [41] but they did not produce good results. The impact of using a U-Net-based architecture with a MobileNetV2 encoder backend is empirically reported in Table 2. We conclude that using this combination of U-Net-based architecture with a MobileNetV2 encoder backend for data with extremely fine segments is effective.

Table 2: Comparing the impact of various combinations of model architectures and encoder backbones. Using a U-Net with MobileNetV2 encoder backend outperforms amongst all others, under the same training configurations.

| Model Architecture + Encoder Backbone       | IoU  |
|--------------------------------------------|------|
| U-Net + ResNet34 [13]                      | 0.55 |
| U-Net + RegNetY-002 [29]                   | 0.56 |
| DeepLabV3Plus + MobileNetV2               | 0.52 |
| DeepLabV3Plus + RegNetY-002               | 0.46 |
| U-Net + MobileNetV2                        | 0.57 |

Loss function. Dice coefficient was introduced for medical workflows [25] to primarily deal with data imbalance. Flood imagery similar to organ or medical voxel segmentation has a large amount of imbalance with only a few pixels per image being identified as flooded. Focal loss [21] assigns weight to the limited number of positive examples (flooded pixels in our case) while preventing the majority of non-flooded pixels from overwhelming the segmentation pipeline during training. We empirically noted slight improvement while using Dice loss compared to Focal loss and the two combined.

In the following sections, we discuss the baselines and subsequent modifications we explored. To validate our approaches, we report the IoU scores on the test set obtained from the competition leaderboard (Table 1).

[6]https://git.io/JW3P8
**Baseline model.** U-Net with a MobileNetV2 backbone and test-time augmentation. No pseudo-labeling or Conditional Random Fields (CRFs) for post processing are utilized. This gets to an IoU of 0.57 on the test set leaderboard. For the initial training of U-Net and U-Net++ (as per Section 3), we use Adam [16] as the optimizer with a learning rate (LR) of 1e-3 and we train both the networks for 15 epochs with a batch size of 384. For the second round of training with the initial training set and the generated pseudo-labeled dataset (as per Section 3, we keep all the settings similar except for the number of epochs and LR scheduling. We train the networks for 20 epochs (with the same batch size of 384) in this round to account for the larger dataset and also use a cosine decay LR schedule [22] since we are fine-tuning the pre-trained weights. We do not make use of weight decay for any of these stages. For additional details on the other hyperparameters, we refer the readers to our code repository on GitHub.

**Modified Architecture.** With the exact same configuration as the baseline, we trained a U-Net++ and got an IoU of 0.56.

**Ensembling.** An ensemble of the baseline U-Net and U-Net++ produced a boost in the performance with 0.59 IoU. We follow a stacking-based ensembling approach where after deriving predictions from each of the ensemble members we simply taken an average of those predictions. We induce an additional form of ensembling with test-time augmentation. Utilizing test-time augmentation during inference was motivated due to data distribution differences, and, to better model the uncertainties and empirically we emphasize its impact in Table 3.

Table 3: Using test-time augmentation (TTA) during inference in our case significantly helped boost performance. The trained model in both cases is consistent with a U-Net architecture with MobileNetV2 backend.

| Method      | IoU |
|-------------|-----|
| U-Net       | 0.52|
| U-Net + TTA | 0.57|

**Code.** Our code is in PyTorch 1.9 [28]. We use a number of open-source packages to develop our training and inference workflows. Here we enlist all the major ones. For data augmentation, we use the albumentations package [6]. segmentation_models_pytorch (smp for short) package [40] is used for developing the segmentation models. The timm package [37] allowed us to rapidly experiment with different encoder backbones in smp. Test-time augmentation during inference is performed using the ttach [39] package and provides an improvement of approximately 5%. For post processing the initial predictions, we apply CRFs leveraging the pydensecrf package [5]. To further accelerate the post processing time, we use the Ray framework [26] to achieve parallelism in applying CRF to the individual predictions. Our hardware setup includes four NVIDIA Tesla V100 GPUs. By utilizing mixed-precision training [24] (via torch.cuda.amp) and a distributed training setup (via torch.nn.parallel.DistributedDataParallel) we obtain significant boosts in the overall model training time.

**B Experiments with Noisy Student Training**

In an effort to unify our iterative training procedure, we also experimented with techniques like the Noisy Student Training [38] method to, but this method did not fare well. Following the recipes of [38], we performed self-training with noise injected only to the training data. We used the ensemble of the U-Net and U-Net++ models as a teacher and a U-Net model (with MobileNetV2 backend) as a student. During training the student model our data consists of both the training and test data. This training pipeline is depicted in Figure 3. With this pipeline we obtained an IoU of 0.75, which is inferior to the approach we ultimately followed. We also note that this method requires significantly less compute compared to the approach we ultimately settled with. So, if IoU can be traded with

7Rest of the hyperparameters were kept to their defaults as provided in torch.optim.Adam.
8https://git.io/JW3P8
9In Noisy Student Training, noise is injected to the models as well in the form of Stochastic Depth [15] and Dropout [34].
limited compute requirements, this method still yields competitive results. In regard to Figure 3, \( \mathcal{L}_{\text{distill}} \) is defined as per (3).

\[
\mathcal{L}_{\text{distill}} = (1 - \alpha) \mathcal{L}_{\text{DICE}}(s_{\text{preds}}(Z_s), y) + \alpha \mathcal{L}_{\text{KL}}((s_{\text{preds}}/\tau), (t_{\text{preds}}/\tau)),
\]

where \( s_{\text{preds}} \) and \( t_{\text{preds}} \) denote predictions from the student and teacher networks respectively, \( y \) is a vector of containing the ground-truth segmentation maps, \( \alpha \) is a scalar that controls the contributions from \( \mathcal{L}_{\text{DICE}} \) and \( \mathcal{L}_{\text{KL}} \) (KL-Divergence), and \( \tau \) is a scalar denoting the temperature [14]. Note that for computing \( \mathcal{L}_{\text{DICE}} \) in 3, we use the predictions obtained from strongly augmented original training set and their ground-truth segmentation maps.

From our experiments, we believe that with additional tweaks inspired from [47, 4] it is possible to further push this performance and we aim to explore this as future work.

![Figure 3: Our semi-supervised training pipeline based on Noisy Student Training [38].](image)

C Supplemental Figures
Figure 4: Raw data (VV and VH tiles) provided by the competition, and the state of water body before and after flood. The composite RGB or colour image which we use for training, is generated using the ESA Polarimetry guidelines with VV channel for red, VH channel for green and the ratio $|\text{VV}|/|\text{VH}|$ for blue. All images are a random sample from the training set. We note the visible grains in different directions potentially due to recently harvested agricultural fields from Bangladesh. North Alabama show various artifacts including potential swath gaps due to differences in satellite coverage, while the RGB color range in Nebraska is unique. The North Alabama image with swath gaps is kept because of at least some positive ground truth artifacts (after flood) available.
Figure 5: Noisy images either due to swath gaps or completely empty ones which occur when the VV and VH images do not align and are filtered out. Note that ground truth artifacts are unfavorable as they do not provide a positive example.