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Abstract. Two different exactly solvable systems are constructed using the supersymmetric quantum mechanics formalism and a pseudoscalar one-dimensional version of the Dirac-Moshinsky oscillator as a departing system. One system is built using a first-order SUSY transformation. The second is obtained through the confluent supersymmetry algorithm. The two of them are explicitly designed to have the same spectrum as the departing system and pseudoscalar potentials.
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1. Introduction

Supersymmetric quantum mechanics (SUSY) is a tool that allows to find new exactly solvable stationary Schrödinger equations. Moreover, the SUSY formalism provides a method to obtain, in principle, a quantum system with a desired spectrum. To apply it we need a solvable initial system and at least one of its solutions, as a result a new system, often referred as SUSY partner, and its solutions are generated [9,11,16]. This tool has been applied to a large variety of quantum interactions such as the harmonic oscillator [15], the hydrogen atom [12,21], the Pöschl-Teller potentials [6], among many others. Moreover, it has been possible to extend the SUSY formalism so it can be used to find solutions of different kind of equations like the Fokker-Planck equation [22,24], the time dependent Schrödinger equation [3], mass position dependent Schrödinger equation [13], Painlevé equations [4] and Dirac equations [5,7,8,10,14,18,20].

The purpose of this work is to apply the SUSY technique to a one dimensional Dirac Moshinsky oscillator-like system [17,23] to obtain new isospectral families using the supersymmetric quantum mechanic formalism. In particular we will focus on two versions of this technique: the first-order SUSY quantum mechanics will be used to generate a one-parameter family of isospectral systems, this part is closely related to Bogdan Mielnik’s seminal article on isospectral Hamiltonians to the harmonic oscillator, and second, a three parametric family will be generated through the confluent supersymmetry algorithm.

This paper is organized as follows. Section 2 gives a brief review of the first-order and the confluent case of supersymmetric quantum mechanics. In section 3 the confluent supersymmetry algorithm for Dirac equations is described. Section 4 is devoted to present and apply the SUSY
formalism to a one dimensional version of the Dirac-Moshinsky oscillator in order to find new isospectral systems. Our conclusions will be presented in the last section.

2. Supersymmetric quantum mechanics
In this section we explain how to make a SUSY transformations focusing on two types of them. The simplest case of this technique is the first-order SUSY transformation and it permits to add a new level below the ground state energy, to delete the ground state energy or to create a new isospectral system. The second type is the confluent SUSY transformation and it allows to add an energy level in any position, to delete any existing level and also new isospectral systems can be generated.

Consider the following one dimensional stationary Schrödinger equation

\[ \Psi'' + (\epsilon - U_0)\Psi = 0, \]  

(1)

where the energy \( \epsilon \) is a real-valued constant, \( U_0 = U_0(x) \) is the potential energy and the prime denotes derivative with respect to the position. Through a SUSY transformation a new Schrödinger equation and its solutions can be obtained if the solutions of the original equation (1) are known.

2.1. First-order SUSY transformation
To apply a first-order SUSY transformation suppose that we know a solution \( u \) for the equation

\[ u'' + (\lambda - U_0)u = 0, \]  

(2)

where \( \lambda \) is a real constant known as factorization energy, then the function

\[ \Phi = \frac{u'}{u} \Psi - \Psi' \]  

(3)

is solution of the Schrödinger equation

\[ \Phi'' + (\epsilon - U_1)\Phi = 0, \]  

(4)

where

\[ U_1 = U_0 - 2 (\ln u)'' \]  

(5)

is the transformed potential, also called SUSY partner of \( U_0 \). In the case \( \epsilon = \lambda, \ \Psi = u \), the function (3) gives the trivial solution, it can be shown by direct substitution that the function

\[ \Phi = \frac{1}{u} \]  

(6)

is solution of (4) under these circumstances. When we consider boundary conditions for quantum mechanical problems with discrete spectra, the eigenvalues of the two Schrödinger equations (1) and (4) are exactly the same or at most they differ only in the lowest eigenvalue or ground state energy. If the goal is to obtain regular transformed potentials, this technique imposes the restriction \( \lambda \leq \epsilon_0 \) where \( \epsilon_0 \) is the ground state energy of the original system.
2.2. Confluent SUSY transformation

In order to apply the second-order SUSY transformation we need two transformations functions $u_1$ and $u_2$ satisfying the following set of equations

\begin{align}
  u_1'' + (\lambda - U_0)u_1 &= 0, \\
  u_2'' + (\lambda - U_0)u_2 &= u_1,
\end{align}

this set is referred as a Jordan chain. Once the two transformation functions are known we can construct the function

$$
\Phi = \frac{W_{u_1, u_2}}{W_{u_1, u_2}} \Psi
$$

where $W$ represent the Wronskian of the functions in its index. The function $\Phi$ is a solution of the Schrödinger equation

$$
\Phi'' + (\epsilon - U_2)\Phi = 0
$$

where the potential $U_2$ is given by

$$
U_2 = U_0 - 2(\ln W_{u_1, u_2})''.
$$

As in the first order transformation, a special case is presented when $\lambda = \epsilon$ and $\Psi = u_1$; direct substitution shows that

$$
\Phi = \frac{u_1}{W_{u_1, u_2}}
$$

is a non trivial solution of (10) in this situation. For quantum mechanical problems with discrete spectra, equations (1) and (10) with same boundary conditions could have the same spectrum or, in the more general case, the spectra will differ in only one eigenvalue. The main difference between the first-order and the confluent transformations is that in the last case the restriction for the values of $\lambda$ disappears.

3. Dirac equation with pseudoscalar potentials and the confluent supersymmetry algorithm

The stationary Dirac equation in one spatial dimension is given by [18,19]

$$
i \sigma_2 \Psi' + (V_0 - E) \Psi = 0,
$$

where $\sigma_2$ stands for the second Pauli matrix, $E$ denotes a real-valued number, and the spinor $\Psi = (\Psi_1, \Psi_2)^T$ represents the solution. Furthermore, we assume the potential $V_0$ to be of pseudoscalar form, that is,

$$
V_0 = m \sigma_3 + q_0 \sigma_1,
$$

for a constant, positive mass $m$, Pauli matrices $\sigma_1$, $\sigma_3$, and a function $q_0 = q_0(x)$. In components, the Dirac equation (13) for the potential (14) can be written as

\begin{align}
\Psi_1' - q_0 \Psi_1 + (E + m) \Psi_2 &= 0, \\
\Psi_2' + q_0 \Psi_2 - (E - m) \Psi_1 &= 0.
\end{align}

Solving the first of these equations for $\Psi_2$ gives the relation

$$
\Psi_2 = \frac{1}{E + m} (q_0 \Psi_1 - \Psi_1')
$$

Substitution of this expression into (16) leads to the equation

$$
\Psi_1'' + (E^2 - m^2 - q_0^2 - q_0') \Psi_1 = 0.
$$
Hence, any spinor that solves the initial Dirac equation (13), is also a solution to equations (17), (18) and vice versa. Let us now rewrite (18) as follows
\[ \Psi_1'' + (\epsilon - U_0) \Psi_1 = 0, \] (19)
where \( \epsilon = E^2 - m^2 \) and \( U_0 = q_0^2 + q_0' \). Comparing equations (17) with (3) we can see that the component \( \Psi_2 \) can be obtained as a first-order SUSY transformation where the function \( q_0 \) can be written as
\[ q_0 = u'. \] (20)

The equation fulfilled by \( u \) can be found substituting the relation (20) in the definition of the potential \( U_0 = q_0^2 + q_0' \), the resulting equation is
\[ u'' - U_0 u = 0, \] (21)
i.e. the transformation function \( u \) is a solution of the Schrödinger equation (19) when \( \epsilon = \lambda = 0 \). Thus, in any stationary Dirac equation in one dimension with pseudoscalar potential the component \( \Psi_1 \) satisfies a Schrödinger equation and the \( \Psi_2 \) can be obtained through a first-order SUSY transformation where the factorization constant \( \lambda \) is equal to zero.

Now, to obtain a new exactly solvable Dirac equation with a pseudoscalar potential in the form
\[ i \sigma_2 \Phi' + (V_1 - E) \Phi = 0, \] (22)
where \( \Phi = (\Phi_1, \Phi_2)^T \), \( E \) a real-valued constant and the pseudoscalar potential as
\[ V_1 = m \sigma_3 + q_1 \sigma_1, \] (23)
we can use the solutions of (13) and the second-order SUSY formalism to obtain the component \( \Phi_1 \), then through a first-order SUSY transformation the function \( q_1 \) and the component \( \Phi_2 \) can be constructed.

Let us assume that we have found three transformation functions \( u_1, u_2, u_3 \), the first two are solution of the Jordan chain (7), (8) while \( u_3 \) is solution of (2) for \( \lambda = 0 \). Then the function \( \Phi_1 \), given by (9) is a solution of the Schrödinger equation
\[ \Phi_1'' + (\epsilon - U_2) \Phi_1 = 0. \] (24)
The potential \( U_2 \) is given by the expression (11), that is,
\[ U_2 = U_0 - 2 \left[ \ln (W_{u_1,u_2}) \right]''. \] (25)

Analogous to (20), we can find \( q_1 \) with a solution of (24) transforming \( u_3 \) as given in (9), for instance
\[ q_1 = \frac{W_{u_1,u_2,u_3}'}{W_{u_1,u_2,u_3}} - \frac{W_{u_1,u_2}'}{W_{u_1,u_2}}. \] (26)

The component \( \Phi_2 \) can be obtained applying a first-order SUSY transformation to the functions \( \Psi_1 \) in the following way
\[ \Phi_2 = \frac{1}{E + m} (q_1 \Phi_1 - \Phi_1'). \] (27)

In the last step it remains to convert (26) into a transformed pseudoscalar Dirac potential \( V_1 \), given by
\[ V_1 = m \sigma_3 + q_1 \sigma_1. \] (28)
The explicit form of this potential is obtained after insertion of (26). We get

$$V_1 = m \sigma_3 + \left[ \frac{W_{u_1,u_2,u_3}}{W_{u_1,u_2,u_3}} - \frac{W'_{u_1,u_2}}{W_{u_1,u_2}} \right] \sigma_1. \quad (29)$$

The family of pseudoscalar potentials (29) enters in the transformed Dirac equation as follows

$$i \sigma_2 \Phi' + (V_1 - E) \Phi = 0. \quad (30)$$

The first component $\Phi_1$ of the solution spinor $\Phi = (\Phi_1, \Phi_2)^T$ of our equation (30) is given in (9), while the second component $\Phi_2$ is in (27).

4. One dimensional Dirac-Moshinsky oscillator and isospectral SUSY partners

Consider the following one-dimensional Dirac-Moshinsky oscillator-like equation:

$$i \sigma_2 \Psi' + (x \sigma_1 + m \sigma_3 - E) \Psi = 0, \quad x \in (-\infty, \infty) \quad (31)$$

where $\Psi = (\Psi_1, \Psi_2)^T$ is a two component spinor and the boundary conditions to be fulfilled are

$$\lim_{|x| \to \infty} \Psi_1 = \lim_{|x| \to \infty} \Psi_2 = 0. \quad (32)$$

Comparing (13) and (14) with (31) it can be seen that for this system $q_0 = x$. Furthermore, from (18), the equation satisfied by the component $\Psi_1$ of the spinor $\Psi$ is

$$\Psi_1'' + (E^2 - m^2 - x^2 - 1) \Psi_1 = 0, \quad (33)$$

and with the substitution $\epsilon = E^2 - m^2$ and $U_0 = x^2 + 1$ it has the standard form of a Schrödinger equation (see (1)). Considering the boundary conditions (32), the eigenvalues of (33) are

$$\epsilon_n = 2n + 2, \quad n = 0, 1, 2, \ldots, \quad (34)$$

and the corresponding eigenfunctions are

$$\Psi_{1,n} = \frac{1}{\sqrt{\pi^{1/2} 2^n n!}} \exp \left( -\frac{x^2}{2} \right) H_n(x) \quad (35)$$

where $H_n$ are the Hermite polynomials [2]. The second component can be found using the expression (17) and simplified using properties of the Hermite polynomials as

$$\Psi_{2,n} = \frac{1}{E_n + m} (x \Psi_{1,n} - \Psi_{1,n}') = \frac{\sqrt{2(n + 1)}}{E_n + m} \Psi_{1,n+1}. \quad (36)$$

The eigenvalues then are given by solving for $E$ the relation $\epsilon = E^2 - m^2$:

$$|E_n| = \sqrt{2n + 2 + m^2}. \quad (37)$$

For this one dimensional Dirac-Moshinsky like system both components (35) and (36) of the spinor $\Psi$ are solution of the harmonic oscillator Schrödinger equation. Figure 1 shows the function $q_0 = x$ and three normalized probability densities $P = \Psi^T \Psi$ for $n = 0$ (blue curve), $n = 1$ (purple curve) and $n = 2$ (green curve).
4.1. Isospectral Dirac problems using the first-order SUSY.

To obtain a new exactly solvable Dirac equation

\[ i\sigma_2 \tilde{\Psi}' + (\tilde{V} - E)\tilde{\Psi} = 0, \quad x \in (-\infty, \infty) \]

\[ \lim_{|x| \to \infty} \tilde{\Psi}_1 = \lim_{|x| \to \infty} \tilde{\Psi}_2 = 0. \]  

(38)

with the spectrum (37) using the first order transformation we can keep one component of the spinor \(\tilde{\Psi}\) as given by (35) or (36) and then build the second with a general 1-SUSY transformation. In this work we start by taking \(\tilde{\Psi}_1 = \Psi_1\). Now, in order to construct the component \(\tilde{\Psi}_2\) for the new system we need a transformation function \(u\) satisfying

\[ u'' - (x^2 + 1)u = 0. \]  

(39)

The general solution of this equation is

\[ u = \exp\left(\frac{x^2}{2}\right) \left[ C_1 + C_2 \frac{\sqrt{\pi}}{2} \text{Erf}(x) \right], \]  

(40)

where Erf stands for the Error function [2]. The function \(\tilde{q}_0\) involved in the new pseudoscalar potential will be given by (20) as

\[ \tilde{q}_0 = \frac{u'}{u} = x + \frac{2C_2 \exp\left(-\frac{x^2}{2}\right)}{2C_1 + C_2 \sqrt{\pi} \text{Erf}(x)}. \]  

(41)

In order to avoid singularities for the new function \(\tilde{q}_0\) we should set \(C_1 = 1\) and \(|C_2| < 2/\sqrt{\pi}\). Then the new Dirac equation is

\[ i\sigma_2 \tilde{\Psi}' + \left\{ m\sigma_3 + \left[ x + \frac{2C_2 \exp\left(-\frac{x^2}{2}\right)}{2 + C_2 \sqrt{\pi} \text{Erf}(x)} \right] \sigma_1 - E \right\} \tilde{\Psi} = 0, \quad x \in (-\infty, \infty) \]  

(42)
and its boundary conditions as in (38). The second component is obtained with the relation (17) and can be expressed as

\[
\tilde{\Psi}_{2,n} = \frac{1}{E_n + m} \left[ \sqrt{2(n + 1)} \Psi_{1,n+1} + \frac{2C_2 \exp \left( -\frac{x^2}{2} \right)}{2 + C_2 \sqrt{\pi} \operatorname{Erf}(x)} \Psi_{1,n} \right].
\] (43)

The eigenvalues of the new Dirac equation (42) are given in (37), i.e. the system (31) and the family of equations (42) characterized by the continuous parameter \( C_2 \) are isospectral.

Figure 2 shows on the left the plot of the function \( q_0 = x \) (blue curve) and the function \( \tilde{q}_0 \) given by (41) when \( C_1 = 1 \) and \( C_2 = -1.1 \) (purple curve). On the right the normalized probability densities \( \tilde{P} = \tilde{\Psi}^2 \tilde{\Psi} \) for \( n = 0 \) (blue curve), \( n = 1 \) (purple curve) and \( n = 2 \) (green curve) when \( C_2 = -1.1 \).

4.2. Isospectral partners of the Dirac Moshinsky Oscillator using confluent SUSY transformations

To obtain new isospectral and exactly solvable Dirac problems we can use the confluent supersymmetry algorithm for Dirac equations. The new Dirac equation will have the form

\[
 i\sigma_2 \Phi' + (V_1 - E)\Phi = 0, \quad x \in (\pm \infty, \infty) \\
 \lim_{|x| \to \infty} \Phi_1 = \lim_{|x| \to \infty} \Phi_2 = 0,
\] (44)

where \( \Phi = (\Phi_1, \Phi_2)^T \) and \( V_1 \) is a pseudoscalar potential with a parametrizing function \( q_1 \) to be found. First we can apply the second-order confluent algorithm to the Schrödinger equation (33) to obtain the equation to be fulfilled by \( \Phi_1 \), then applying a first order SUSY transformation the parametrizing function \( q_1 \) involved in the new potential \( V_1 \) and the component \( \Phi_2 \) of the spinorial solution can be constructed.
To proceed we need the third transformation function, where the new potential \( U \) variation-of-constants formula. Now, through the confluent SUSY transformation we can obtain of the homogeneous equation (8) while the last term is a particular solution obtained using the integrable solution of the Schrödinger equation (7). The first two terms of \( u_2 \) are solution the system (7)-(8) with \( U \) we obtain

\[
u_1 = \Psi_{1,k}, \quad k = 0, 1, 2, \ldots,
\]

\[
u_2 = \Psi_{1,k} + C_3 \Psi_{1,k} \int_{-\infty}^{x} \frac{1}{\Psi_{1,k}^2} ds + \Psi_{1,k} \int_{-\infty}^{x} \frac{\int_{-\infty}^{t} \Psi_{1,k}^2 ds}{\Psi_{1,k}^2} dt
\]

where \( C_3 \) is an arbitrary constant. We are using as transformation function \( u_1 \) a square integrable solution of the Schrödinger equation (7). The first two terms of \( u_2 \) are solution the variation-of-constants formula. Now, through the confluent SUSY transformation we can obtain

\[
\Phi''_1 + (\epsilon - U_1)\Phi_1 = 0,
\]

where the new potential \( U_1 \) is given by (11). Using the transformation functions in (45) and (46) we obtain

\[
U_1 = x^2 + 1 - 2 \left[ \ln \left( C_3 + \int_{-\infty}^{x} \Psi_{1,k}^2 dx \right) \right]''.
\]

With the indicated integration limits and since \( \Psi_{1,k} \) is a normalized eigenfunction of (33) we can ensure that the potential \( U_1 \) is free of singularities when \( C_3 \in (-\infty, -1) \cup (0, \infty) \). The solution of (47) can be written in terms of (35) and the transformation functions \( u_1 \) and \( u_2 \) as

\[
\Phi_1 = \frac{W_{u_1, u_2, \Psi_1}}{W_{u_1, u_2}} = \left( \epsilon_k - \epsilon + \frac{\Psi_{1,k} \Psi_{1,k}'}{C_3 + \int_{-\infty}^{x} \Psi_{1,k}^2 dx} \right) \Psi_1 - \left( \frac{\Psi_{1,k}^2}{C_3 + \int_{-\infty}^{x} \Psi_{1,k}^2 dx} \right) \Psi_1'.
\]

Note that the Wronskian in the numerator was simplified by Laplace expansion and (19) was used for further simplification. The previous formula is valid when \( \epsilon \neq \epsilon_k \), in case the the factorization energy \( \epsilon_k \) coincides with the energy \( \epsilon \) we have to consider (12), then

\[
\Phi_1 = \frac{\Psi_{1,k}}{C_3 + \int_{-\infty}^{x} \Psi_{1,k}^2 dx}.
\]

To proceed we need the third transformation function, \( u_3 \) satisfying (2) when \( \lambda = 0 \), its solution is

\[
u_3 = \exp \left( \frac{x^2}{2} \right) \left[ 1 + C_4 \frac{\sqrt{\pi}}{2} \text{Erf}(x) \right],
\]

where \( C_4 \) is an arbitrary constant. Now, using the Jordan chain (7)-(8) and (2) the Wronskian \( W_{u_1, u_2, u_3} \) and its first derivative can be expressed as

\[
W_{u_1, u_2, u_3} = -\Psi_{1,k}^2 u_3' - \epsilon_k \left( C_3 + \int_{-\infty}^{x} \Psi_{1,k}^2 dx \right) + \Psi_{1,k} \Psi_{1,k} \right) u_3,
\]

\[
W_{u_1, u_2, u_3}' = \epsilon_k \left( C_3 + \int_{-\infty}^{x} \Psi_{1,k}^2 dx \right) - \Psi_{1,k} \Psi_{1,k} \right) u_3' + \Psi_{1,k}^2 u_3,
\]

these two expressions have to be substituted in (26) to find

\[
q_1 = \frac{W_{u_1, u_2, u_3}}{W_{u_1, u_2, u_3}} - \left( \frac{\Psi_{1,k}^2}{C_3 + \int_{-\infty}^{x} \Psi_{1,k}^2 dx} \right).
\]
The component \( \Phi_2 \) of the spinor \( \Phi \) is given by (27) as
\[
\Phi_2 = \frac{1}{E + m} \left( q_1 \Phi_1 - \Phi'_1 \right),
\] (54)

unfortunately, the explicit form of this function is very long, such that we do not show it here but the explicit expressions for the functions involved are in (49), (50) and (53).

The function \( q_1 \) is plotted in Fig 3 (purple curve). The figure shows how the parametrizing function \( q_0 \) (blue curve) is deformed after the confluent SUSY transformation. Also, on the right, you can find the first three normalized probability densities \( \hat{P} = \Phi^T \Phi \). The parameters characterizing this particular transformation are \( \epsilon_k = \epsilon_1 \), i.e. we are using the first excited level in the Schrödinger scheme as transformation function, the constant \( C_3 = 0.04 \) (see (46)) and finally the third parameter appearing in (51) is \( C_4 = 1 \). Note that with the selected parameter the spinor component \( \Phi_1 \) is given by (49) for \( n = 0, 2, 3, 4, \ldots \) and by (50) when \( n = 1 \). The function \( q_1 \) was constructed using a non-standard SUSY transformation in the sense that a factorization energy \( \epsilon_k \) above the ground state energy was used.

![Figure 3](image.jpg)

**Figure 3.** On the left, function \( q_1 \) (purple curve) and as reference \( q_0 \) (blue curve). On the right, probability densities \( \hat{P} \) for \( n = 0 \) (blue curve), \( n = 1 \) (purple curve) and \( n = 2 \) (green curve). The parameters used are \( \epsilon_k = \epsilon_1 = 4 \), \( C_3 = 0.04 \) and \( C_4 = 1 \).

5. Concluding remarks
Two different exactly solvable families of systems were constructed departing from a Dirac-Moshinsky oscillator like system in one dimension using supersymmetric quantum mechanics. They were explicitly built to be isospectral. The first family obtained is characterized by a continuous parameter and, as the Dirac-Moshinsky Oscillator is related to the harmonic oscillator in non-relativistic quantum mechanics, the new systems are related to the Abraham-Moses-Mielnik oscillator. The second generated family is characterized by three parameters, two of them are continuous and the other one is discrete. This last family was obtained using the confluent supersymmetry algorithm and expressions for the solutions were given.

Acknowledgments
ACA acknowledges the Conacyt fellowship 207577.
References

[1] Abraham PB, Moses HE 1980 Changes in potentials due to changes in the point spectrum: Anharmonic oscillators with exact solutions Phys. Rev. A 22 1333
[2] Abramowitz M, Stegun I 1964 Handbook of mathematical functions with formulas, graphs, and mathematical tables Dover Publications (New York)
[3] Bagrov VG, Samsonov BF 1996 Supersymmetry of a non stationary Schrödinger equation Phys. Lett. A 210 60–64
[4] Bermudez D, Fernandez DJ 2014 Supersymmetric quantum mechanics and Painlevé equations AIP Conf. Proc. 1575 50
[5] Castanos O, Frank A, Lopez R, Urrutia LF 1991 Soluble extensions of the Dirac oscillator with exact and broken supersymmetry Phys. Rev. D 43 544
[6] Contreras-Astorga A, Fernandez DJ 2008 Supersymmetric partners of the trigonometric Pöschl-Teller potentials J. Phys. A: Math. Theor. 41 475303
[7] Contreras-Astorga A, Fernandez DJ and Negro J 2012 Solutions of the Dirac equation in a magnetic field and intertwining operators SIGMA 8 082
[8] Contreras-Astorga A, Schulze-Halberg A 2014 The confluent supersymmetry algorithm for Dirac equations with pseudoscalar potentials J. Math. Phys. 55 103506
[9] Cooper F, Khare A, Sukhatme U 1995 Supersymmetry and quantum mechanics Phys. Rep. 251 267–388
[10] Correa F, Jakubsky V 2014 Twisted kinks, Dirac transparent systems, and Darboux transformations Phys. Rev. D 90 125003
[11] Fernandez DJ 2010 Supersymmetric quantum mechanics AIP Conference Proceedings 1287 3–36
[12] Junker G, Roy R 1998 Conditionally exactly solvable potentials: a supersymmetric construction method, Ann. Phys. 270 155–177
[13] Midya B 2011 Nonsingular potentials from excited state factorization of a quantum system with position-dependent mass, J. Phys. A: Math. Theor. 44 435306
[14] Midya B, Fernandez DJ 2014 Dirac electron in graphene under supersymmetry generated magnetic fields J. Phys. A: Math. Theor. 47 285302
[15] Mielnik B 1984 Factorization method and new potentials with the oscillator spectrum J. Math. Phys. 25 3387–3389
[16] Mielnik B, Rosas-Ortiz O 2004 Factorization: little or great algorithm? J. Phys. A: Math. Gen. 37 10007–10035
[17] Moshinsky M, Szczepaniak A 1989 The Dirac oscillator J. Phys. A: Math. Gen. 22 L817
[18] Nieto LM, Pecheritsin AA, Samsonov BF 2003 Intertwining technique for the one-dimensional stationary Dirac equation Ann. Phys. 305 151–189
[19] Peres NMR 2009 Scattering in one-dimensional heterostructures described by the Dirac equation J. Phys.: Condens Matter 21 095501
[20] Quesne C 1991 Supersymmetry and the Dirac oscillator Int. J. Mod. Phys. A 06 1567
[21] Rosas-Ortiz O 1998 Exactly solvable hydrogen-like potentials and the factorization method J. Phys. A: Math. Gen. 31 10163–10179
[22] Rosu HC 1997 Supersymmetric Fokker-Planck strict isospectrality Phys. Rev. E 56 2269–2271
[23] Sadurní E 2011 The Dirac-Moshinsky oscillator: theory and applications AIP Conf. Proc. 1334 249
[24] Schulze-Halberg A, Morales Rivas J, Pea Gil JJ, Garca-Ravelo J, Roy P 2009 Exact solutions of the Fokker-Planck equation from an nth order supersymmetric quantum mechanics approach Phys. Lett. A 373 1610–1615