STRUCTURE THEORY OF SINGULAR SPACES

RICHARD H BAMLER

ABSTRACT. In this paper we develop a structure theory of Einstein manifolds or manifolds with lower Ricci curvature bounds for certain singular spaces that arise as geometric limits of sequences of Riemannian manifolds. This theory generalizes the results that were obtained by Cheeger, Colding and Naber in the smooth setting. In the course of the paper, we will carefully characterize the assumptions that we have to impose on this sequence of Riemannian manifolds in order to guarantee that the individual results hold.

An important aspect of our approach is that we don’t need impose any Ricci curvature bounds on the sequence of Riemannian manifolds leading to the singular limit. The Ricci curvature bounds will only be required to hold on the regular part of the limit and we will not impose any (synthetic) curvature condition on its singular part.

The theory developed in this paper will have applications in the blowup analysis of certain geometric equations in which we study scales that are much larger than the local curvature scale. In particular, this theory will have applications in the study of Ricci flows of bounded scalar curvature, which we will describe in a subsequent paper.

CONTENTS

1. Introduction and statement of the main results  2
  1.1. Introduction  2
  1.2. Geometric compactness and convergence of Riemannian manifolds  3
  1.3. Structure theory of singular spaces  8
  1.4. Important terminology  12
  1.5. Acknowledgements  12
  1.6. Conventions  13

2. Geometry of incomplete Riemannian manifolds  13

3. Convergence to a singular space and derived properties  21
  3.1. Convergence to a singular space  21
  3.2. The tameness properties  27
  3.3. The regularity property  44

4. Volume comparison  45

5. Integration by parts  47

2010 Mathematics Subject Classification. 53C21 (Primary), 53C23 (Secondary).

This material is in part based upon work supported by the National Science Foundation under Grant No. DMS-1440140 while the author was in residence at the Mathematical Sciences Research Institute in Berkeley, California, during the Spring 2016 semester.
1. Introduction and statement of the main results

1.1. Introduction. Geometric limit and, in particular, blowup arguments have become popular tools in the study of geometric PDEs. Useful applications of these tools can be found in the analysis of intrinsic objects, such as Einstein metrics and Ricci flows, or extrinsic objects, such as minimal surfaces and mean curvature flow. The goal behind limit and blowup arguments is often to gain approximate characterizations of solutions of the geometric PDEs under investigation, at small scales. In a broad sense, the strategy of proof is the following: One first shows compactness of blowups of these solutions in an appropriate topology, possibly under additional assumptions. Consequently, any sequence of solutions subconverges to a limit space, which often exhibits additional geometric properties. If arguments are set up adequately, then these additional properties may be used to analyze these limit spaces more deeply, which may give rise to extra structural information or geometric bounds. This extra information can then be used to derive geometric bounds or local characterizations of the actual solutions that led to the limit space.

Often, however, the conditions under which a geometric limit can be extracted are rather restrictive. For example, in many situations it is necessary to assume that the solutions of the geometric PDE under investigation satisfy uniform curvature bounds, in order to ensure that the limit space is smooth. These restrictions usually confine our freedom to choose blowup scales and basepoints. In other words, limit arguments often only characterize the behavior of the solution at the “smallest scale”. If, on the other hand, we want to consider intermediate blowup scales, then we need to accept that limit spaces have lower regularity, which in turn may complicate their analysis. In the study of extrinsic geometric PDEs, such as minimal surfaces and mean curvature flow, strategies of looking at an “intermediate scale” have been proven useful, for example via removable singularities or the theory of varifolds.

In this paper, we discuss a similar strategy for intrinsic objects, namely Riemannian manifolds. More specifically, our paper consists of two parts:

In the first part, we establish a compactness property of Riemannian manifolds under relatively weak uniform geometric bounds. This compactness property is a hybrid of the (metric) Gromov-Hausdorff compactness result and the (smooth)
Cheeger-Gromov compactness result. Recall that Gromov-Hausdorff compactness holds under the — relatively weak — condition of uniform total boundedness, but gives us very little control on the regularity of the limit space. On the other hand, Cheeger-Gromov compactness ensures that the limit space is a Riemannian manifold, but it requires uniform bounds on the Riemannian curvature (and its derivatives) and the injectivity radius. The compactness property that we will establish in this paper requires much weaker uniform geometric bounds than in Cheeger-Gromov compactness and it guarantees that the limit is differentiable away from a singular set of bounded Minkowski dimension. We will also characterize the regularity of the limit in further detail, depending on various additional uniform properties that we impose on the sequence of the Riemannian manifolds.

In the second part, we analyze the geometry of the singular limit spaces, assuming that the Einstein equation or a lower bound on the Ricci curvature holds on its regular part. It is worth mentioning, that on the regular part, the geometry of the limit space is given by a (sufficiently differentiable) Riemannian metric. Therefore, the Einstein condition or the lower Ricci curvature bound is purely elementary. Moreover, we will not impose a (synthetic) curvature condition on the singular part of the limit space under investigation. Assuming this extra condition on the Ricci curvature, we will then carry out the theory of Cheeger, Colding and Naber (see [Col97, CC96, CN13, CN15]). More specifically, we will show that the following results hold on the singular limit space: Colding’s volume stability theorem, Cheeger and Colding’s cone rigidity theorem and Cheeger and Naber’s structure theory leading to \( L^{p<2} \)-curvature bounds in the Einstein case.

The results of this paper can find applications in the study of geometric equations on Riemannian manifolds that guarantee Ricci curvature bounds at scales that are small and below the curvature scale. An application, which is of particular interest here, is the structure theory of Ricci flows with bounded scalar curvature. This theory will be developed in a subsequent paper by the author (see [Bam16], see also [Bam15] for a preprint).

1.2. Geometric compactness and convergence of Riemannian manifolds.

We will now present our first result of this paper. For the remainder of this subsection, we consider a sequence \( \{(M_i, g_i, q_i)\}_{i=1}^{\infty} \) of pointed, complete, \( n \)-dimensional Riemannian manifolds, each of which has uniformly bounded curvature. Let \( d_{M_i} \) be the induced length metric of each \( (M_i, g_i) \). If we assume that the sequence \( \{(M_i, d_{M_i}, q_i)\}_{i=1}^{\infty} \) is uniformly totally bounded, then we can pass to a subsequence such that we have Gromov-Hausdorff convergence

\[
(M_i, d_{M_i}, q_i) \xrightarrow{i \to \infty} (X, d_X, q_\infty)
\]

to a pointed, complete metric space. Let us assume from now on that the limit \( (X, d_X, q_\infty) \) exists. In the following, we will analyze in what way uniform bounds on the sequence \( \{(M_i, g_i, q_i)\}_{i=1}^{\infty} \) affect the regularity of this limit. These bounds occur in the study of certain geometric PDEs, for example if the \( (M_i, g_i) \) are time-slices of Ricci flows with bounded scalar curvature (see [Bam16, Bam15]).
Let us now fix some constants for the remainder of this subsection

\[ A, T > 0 \quad \text{and} \quad p_0 > 0. \]

A property that we will naturally need to impose on \{ (M_i, g_i, q_i) \}_{i=1}^{\infty} is that volumes of distance balls are uniformly bounded from above and below. In particular, this property implies the uniform total boundedness mentioned above.

**Property (A).** For any \( D < \infty \) and for large \( i \) we have the following lower and upper volume bounds on geodesic balls for all \( x \in B^{M_i}(q_i, D) \) and all \( 0 < r < \sqrt{T} \):

\[ A^{-1} r^n < |B^{M_i}(x, r)| < Ar^n. \]

Next, we wish to ensure that the limit space \((X, d_X)\) is sufficiently differentiable away from a singular set of Minkowski dimension not greater than \( p_0 \). For technical reasons, we would like to require that the metric on the regular set of the limit has regularity \( C^4 \). We will therefore coin the following terminology:

**Definition 1.1** (curvature radius). Let \((M, g)\) be a (not necessarily complete) Riemannian manifold and let \( p \in M \) be a point. Then we define the curvature radius \( r_{\text{Rm}}(p) \) at \( p \) to be the supremum over all \( r > 0 \) such that the ball \( B(p, r) \) is relatively compact in \( M \) and such that

\[ |R_m| < r^{-2} \quad \text{and} \quad |\nabla R_m| < r^{-3} \quad \text{on} \quad B(p, r). \]

We will moreover define the modified curvature radius \( \tilde{r}_{\text{Rm}}(p) \) to be the supremum over all \( r > 0 \) such that the ball \( B(p, r) \) is relatively compact in \( M \) and such that

\[ |R_m| < r^{-2}, \quad |\nabla R_m| < r^{-3} \quad \text{and} \quad |\nabla^2 R_m| < r^{-4} \quad \text{on} \quad B(p, r). \]

We will often denote by \( \{ a < r_{\text{Rm}}(x) < b \} \) or \( \{ a < \tilde{r}_{\text{Rm}}(x) < b \} \) the set of all points \( x \in M \) such that \( a < r_{\text{Rm}}(x) < b \) or \( a < \tilde{r}_{\text{Rm}}(x) < b \), respectively.

Note that in related literature, the bounds on \(|\nabla R_m|\) and \(|\nabla^2 R_m|\) are often not required. In the case in which \( g \) is an Einstein metric or a metric that arises from a Ricci flow, which will be of most interest for us, we can in fact drop this bound and use Shi’s estimates instead whenever we need a bound on \(|\nabla R_m|\) or \(|\nabla^2 R_m|\) (see [Shi89]). Furthermore, the reason why we have introduced two different notions of the curvature radius, \( r_{\text{Rm}} \) and \( \tilde{r}_{\text{Rm}} \), is purely technical and has to do with the fact that under geometric convergence a lower bound on \( \tilde{r}_{\text{Rm}} \) implies a lower bound on \( r_{\text{Rm}} \) in the limit.

With this terminology at hand, we can finally state the second property that we will impose on the sequence \( \{(M_i, g_i, q_i)\}_{i=1}^{\infty} \). This property will guarantee that the singular part in the limit has Minkowski dimension not larger than \( p_0 \). We will later often assume that \( p_0 > 3 \), which will allow us to carry out standard analytic arguments on the limit of the \( (M_i, g_i, q_i) \), such as gradient estimates for functions that are harmonic on the regular part of \((X, d_X)\).

**Property (B).** For any \( D < \infty \) there is a \( C = C(D) < \infty \) such that for large \( i \) and all \( x \in B^{M_i}(q_i, D) \) and all \( 0 < r < D \) we have the following bound on the sublevel sets of the modified curvature radius:

\[ \left| \{ \tilde{r}_{\text{Rm}}(\cdot) < sr \} \cap B^{M_i}(x, r) \right| < Cs^{p_0} r^n. \]
The next property will guarantee that any pair of regular points in the limit 
\((X, d_X)\) can be connected by a curve within the regular part of 
\((X, d_X)\) whose length is arbitrarily close to their metric distance.

**Property (C).** For any \(\sigma_0, \eta > 0\) and \(D < \infty\) there is a \(\sigma = \sigma(\sigma_0, \eta, D) > 0\) such that the following is true for sufficiently large \(i\) (depending on \(\sigma_0, \eta\) and \(D\)): Assume that \(x, y \in B^{M_i}(q_i, D) \cap \{\tilde{r}^{M_i}_{\text{Rm}} > \sigma_0\}\). Then there is a smooth curve 
\(\gamma : [0, 1] \to M_i\) between \(x, y\) such that 
\[\ell^{M_i}(\gamma) < d_{M_i}(x, y) + \eta\]
and such that 
\[\tilde{r}^{M_i}_{\text{Rm}}(\gamma(s)) > \sigma\text{ for all } s \in [0, 1].\]

In the following we will always have to rely on the, relatively basic, properties (A)–(C). In order to carry out more analytic arguments, we will furthermore often assume that we have a uniform log-Sobolev inequality on \(\{(M_i, g_i, q_i)\}_{i=1}^{\infty}\). Inequalities of this type occur naturally in the study of Ricci flows (with bounded scalar curvature), using Perelman’s monotonicity of the \(W\)-functional (see [Per02]). Log-Sobolev inequalities are useful for us as they can be used to derive a Poincaré inequality and Gaussian heat kernel estimates (see for example [Dav87] or proof of Theorem 3.2, item (4), in subsection 3.2).

**Property (D).** We have the following uniform log-Sobolev inequality at scales less than \(\sqrt{T}\): For large \(i\) and any \(0 < \tau \leq 2T\) and any \(f \in C^\infty(M_i)\) with 
\[\int_{M_i} (4\pi\tau)^{-n/2} e^{-f} dg_i = 1\]
we have 
\[\int_{M_i} (\tau|\nabla f|^2 + f)(4\pi\tau)^{-n/2} e^{-f} dg_i > -A.\]

Our analysis of the limit space \((X, d_X)\) will also often rely on Bishop-Gromov volume comparison (see Proposition 4.1) and the segment inequality (see Proposition 7.4). Our derivation of these results in the singular setting, will require that every regular point can be connected with almost every other regular point by a minimizing geodesic that entirely lies in the regular part of \((X, d_X)\). This property of the limit, which we will refer to in this paper as “mildness” (see Definition 1.8 in subsection 1.4), is implied by the following property, which we will sometimes impose on the sequence \(\{(M_i, g_i, q_i)\}_{i=1}^{\infty}\).

**Property (E).** For any \(\delta, \sigma_0 > 0\) and \(D < \infty\) there is a \(\sigma = \sigma(\delta, \sigma_0, D) > 0\) such that for any \(\eta > 0\) and any sufficiently large \(i\) (depending on \(\delta, D\) and \(\eta\)) the following holds: For any \(x \in B^{M_i}(q_i, D) \cap \{\tilde{r}^{M_i}_{\text{Rm}}(\cdot) > \sigma_0\}\) there is a subset \(S \subset B^{M_i}(x, D)\) such that 
\[|B^{M_i}(x, D) \setminus S| < \delta\]
and such that for any \(y \in S\) there is a curve \(\gamma : [0, 1] \to M_i\) between \(x\) and \(y\) such that 
\[\ell^{M_i}(\gamma) < d_{M_i}(x, y) + \eta\]
\begin{align*}
\tilde{r}_{Rm}^M(\gamma(s)) > \sigma \quad \text{for all} \quad s \in [0,1].
\end{align*}
(Note that the constant \(\sigma\) is required to be independent of \(\eta\).)

We remark that property (E) implies property (C).

We will moreover occasionally use cutoff functions with controlled gradient and Laplacian (wherever defined) on \((X,d_X)\) in order to localize certain analytic arguments. In our paper, such cutoff functions will arise from cutoff function on the manifolds \((M_i,g_i)\) via the following property:

**Property (F).** For any \(i\), any \(0 < r < \sqrt{T}\) and any \(x \in M_i\) there is a compactly supported function \(\phi \in C^\infty_c(B^{M_i}(x,r))\) that only takes values in \([0,1]\), that satisfies \(\phi \equiv 1\) on \(B^{M_i}(x,r/A)\) and that satisfies the bounds
\[
|\nabla \phi| < Ar^{-1} \quad \text{and} \quad |\triangle \phi| < Ar^{-2}.
\]

Finally, we introduce a property, which we will assume surprisingly rarely. This property will allow us to deduce curvature bounds based on volume bounds and is well known to hold for smooth Einstein metrics. Moreover, this property will be used to rule out the existence of singularities at points in the limit \((X,d_X)\) whose tangent cones are almost Euclidean.

**Property (G).** For any \(i\) and any \(x \in M_i\) and \(0 < r < \sqrt{T}\) for which
\[
|B^{M_i}(x,r)| > (\omega_n - A^{-1})r^n
\]
we have \(\tilde{r}_{Rm}(x) > A^{-1}r\). Here \(\omega_n\) denotes the volume of the standard ball in \(n\)-dimensional Euclidean space.

Note that properties (A), (D), (F) and (G) depend on the choice of the constants \(A\) and \(T\).

Let us finally phrase the exact characterization of the limiting space \((X,d_X,q_\infty)\) of the sequence \(\{(M_i,d_{M_i},q_i)\}_{i=1}^\infty\), depending on the properties (A)–(G). The precise terminology used in the following theorem will be introduced in subsection 1.4.

**Theorem 1.2** (convergence to singular space). Assume that the sequence \(\{(M_i,g_i,q_i)\}_{i=1}^\infty\) satisfies properties (A)–(C) above for some constants \(A,T,p_0 > 0\). Then the limit space \((X,d_X)\) is part of a singular space \(\mathcal{X} = (X,d_X,\mathcal{R},g)\) in the sense of Definition 1.7, with singularities of codimension \(p_0\) in the sense of Definition 1.9. After passing to a subsequence, the pointed manifolds \((M_i,g_i,q_i)\) converge to the pointed singular space \((\mathcal{X},q_\infty)\) in the sense of Definition 1.11. Moreover:

(a) If the sequence \(\{(M_i,g_i,q_i)\}_{i=1}^\infty\) additionally satisfies property (E), then the singularities of \(\mathcal{X}\) are mild in the sense of Definition 1.8.

(b) If the sequence \(\{(M_i,g_i,q_i)\}_{i=1}^\infty\) additionally satisfies properties (D)–(F) and if \(p_0 > 1\), then \(\mathcal{X}\) is \(Y_1\)-tame at scale \(c\sqrt{T}\) in the sense of Definition 1.12. Here \(Y_1 = Y_1(n,A,p_0) < \infty\) can be chosen only depending on \(n, A\) and \(p_0\) and \(c = c(n,A) > 0\) can be chosen only depending on \(n\) and \(A\).
(c) If the sequence \( \{(M_i, g_i, q_i)\}_{i=1}^{\infty} \) additionally satisfies property (G), then \( X \) is \( Y_2 \)-regular at scale \( \sqrt{T} \) in the sense of Definition 1.10. Here \( Y_2 = Y_2(n, A) < \infty \) can be chosen only depending on \( n \) and \( A \).

The importance of the properties of the singular space \( X = (X, d_X, \mathcal{R}, g) \) that were derived in Theorem 1.2 (i.e. “singularities of codimension \( p_0 \)”, “mild singularities”, “\( Y \)-tameness” and “\( Y \)-regularity”) comes from the fact that they capture all the regularity properties of \( X \) that are necessary for our subsequent analysis. So for the remaining results we don’t need to remember that \( X \) arises as a limit of smooth Riemannian manifolds that satisfy all or some of the properties (A)–(G). Instead, we will simply characterize \( X \) using those derived properties.

1.3. Structure theory of singular spaces. Next, we will analyze the singular spaces \( X = (X, d, \mathcal{R}, g) \), assuming certain conditions on the Ricci curvature, which we only impose on the regular set \( \mathcal{R} \) of \( X \). In particular, we will not impose any (synthetic) curvature conditions on the singular points \( X \setminus \mathcal{R} \). In terms of the sequence \( \{(M_i, g_i, q_i)\}_{i=1}^{\infty} \), converging to \( X \), this means that we will allow that the conditions on the Ricci curvature are violated in small regions of the Riemannian manifolds \( (M_i, g_i) \), for example in regions around points that converge to singular points in \( X \).

Our first result is a generalization of Colding’s volume stability result (cf [Col97]) to the singular setting. It states that Gromov-Hausdorff closeness to Euclidean space \( \mathbb{R}^n \) implies volume closeness. For technical reasons, which will become apparent later, we will phrase our result such that we allow Gromov-Hausdorff closeness to a Cartesian product of an arbitrary metric space \((Z, d_Z)\) with \( \mathbb{R}^n \).

**Theorem 1.3** (Volume Stability). For any \( n \geq 2 \), \( \varepsilon > 0 \), \( p_0 > 3 \) and \( Y < \infty \) there is a constant \( \delta = \delta(n, \varepsilon, p_0, Y) > 0 \) such that the following holds:

Assume that \( X = (X, d, \mathcal{R}, g) \) is an \( n \)-dimensional singular space with mild singularities of codimension \( p_0 \) that is \( Y \)-tame at some scale \( r > 0 \). Assume moreover that the Ricci curvature condition \( \text{Ric} \geq -\frac{(n-1)r - 2}{r} \) holds on \( \mathcal{R} \). Let \( x \in X \) and assume that there is a metric space \((Z, d_Z)\) and a point \( z \in Z \) such that

\[
d_{GH}((B^X(x, r), x), (B^{Z \times \mathbb{R}^n}((z, 0^n), r), (z, 0^n))) < \delta r.
\]

Then

\[
|B^X(x, \delta r) \cap \mathcal{R}| > (\omega_n - \varepsilon)(\delta r)^n.
\]

Here \( \omega_n \) denotes the volume of the \( n \)-dimensional Euclidean ball of radius 1.

As a corollary of Theorem 1.3, we will obtain a curvature bound at points that are almost Euclidean, under \( Y \)-regularity assumptions.

**Corollary 1.4** (Gromov-Hausdorff \( \varepsilon \)-regularity). For any \( n \geq 2 \), \( p_0 > 3 \) and \( Y < \infty \) there is a constant \( \varepsilon = \varepsilon(n, p_0, Y) > 0 \) such that the following holds:

Assume that \( X = (X, d, \mathcal{R}, g) \) is an \( n \)-dimensional singular space with mild singularities of codimension \( p_0 \) that is \( Y \)-tame and \( Y \)-regular at some scale \( r > 0 \). Assume moreover that the Ricci curvature condition \( \text{Ric} \geq -\frac{(n-1)r - 2}{r} \) holds on...
Let $x \in X$ and assume that there is a metric space $(Z, d_Z)$ and a point $z \in Z$ such that
\[ d_{GH}\left(\left(B^X(x,r), x\right), \left(B^{\mathbb{R}^n}((z,0^n), (z,0^n))\right)\right) < \varepsilon r. \]
Then $r_{\text{Rm}}(x) > \varepsilon r$.

Next, we show that Cheeger and Colding’s Cone Rigidity Theorem (cf [CC96]) holds in the singular setting:

**Theorem 1.5** (Cone Rigidity). For any $n \geq 2$, $\varepsilon > 0$, $p_0 > 3$ and $Y < \infty$ there is a $\delta = \delta(n, \varepsilon, p_0, Y) > 0$ such that the following holds:

Let $\mathcal{X} = (X, d, \mathcal{R}, g)$ be a singular space with mild singularities of codimension $p_0$ that is $Y$-tame at scale $\delta^{-1}r$ for some $r > 0$. Assume moreover that $\text{Ric} \geq -(n-1)\kappa$ on $\mathcal{R}$ for some $0 \leq \kappa \leq \delta^2 r^{-2}$. Let $p \in X$ be a point and assume that
\[ \frac{|B(p, \delta r) \cap \mathcal{R}|}{v_{-\kappa}(\delta r)} - \frac{|B(p, 32r) \cap \mathcal{R}|}{v_{-\kappa}(32r)} < \delta. \]
Then there is a metric cone $(C, d_C, \bar{p})$ with vertex $\bar{p} \in C$ such that
\[ d_{GH}\left(\left(B^X(p,r), p\right), \left(B^C(\bar{p}, r), \bar{p}\right)\right) < \varepsilon r. \]

Finally, we generalize the structure theory of Cheeger and Naber (cf [CN13, CN15]) to singular spaces. The following bound is slightly more general than an $L^{p<2}$-curvature bound.

**Theorem 1.6.** For any $n \geq 2$, $\varepsilon > 0$, $p_0 > 3$ and $Y < \infty$ there is a constant $E = E(n, \varepsilon, p_0, Y) < \infty$ such that the following holds:

Assume that $\mathcal{X} = (X, d, \mathcal{R}, g)$ is an orientable $n$-dimensional singular space with mild singularities of codimension $p_0$ that is $Y$-tame and $Y$-regular at scale $Er$ for some $r > 0$. Assume that the Einstein equation $\text{Ric} = \lambda g$, $|\lambda| \leq n-1$ holds on $\mathcal{R}$. Let $x \in X$ and $0 < s < 1$. Then
\[ \left|\left\{ r_{\text{Rm}} < sr \right\} \cap B^X(x, r) \cap \mathcal{R}\right| \leq Es^{4-\varepsilon}r^n. \tag{1.1} \]

As a consequence of (1.1) we obtain a bound of the form
\[ \int_{B^X(x,r)\cap \mathcal{R}} |\text{Rm}|^{2-\varepsilon} < C(\varepsilon, p_0, Y)r^{n-4+2\varepsilon}. \]

Note that the bound (1.1) in Theorem 1.6 is similar to the bound (1.2) in Definition 1.9 of the codimension of the singular set (see the following subsection). However, (1.2) is only used to characterize the severity of the singularities of the singular spaces $\mathcal{X}$ and was allowed to depend on $\mathcal{X}$. So the content of Theorem 1.6 is that $E$ can, in fact, be chosen depending only on $p$ and $Y$ and independently of the constant in (1.2).

### 1.4. Important terminology

We now give a precise definition of the terminology that was used in the theorems of corollaries of the previous subsection and which we will use throughout this paper. Let us first introduce the following notion: Given a measurable subset $S \subset M$ of a Riemannian manifold $(M, g)$ we...
will denote by $|S| = |S|_g$ the Riemannian measure of $S$ with respect to the metric $g$.

We now define what we mean by the singular spaces that appeared as limit spaces in Theorem 1.2. The following definition comprises the most basic notions of a metric space that is sufficiently differentiable on a generic subset.

**Definition 1.7 (singular space).** A tuple $X = (X, d, R, g)$ is called an $(n$-dimensional) singular space if the following holds:

1. $(X,d)$ is a locally compact, complete metric length space.
2. $R \subset X$ is an open and dense subset that is equipped with the structure of a differentiable $n$-manifold of regularity $C^4$ whose topology is equal to the topology induced by $X$.
3. $g$ is a Riemannian metric on $R$ of regularity $C^3$.
4. The length metric of $(R, g)$ is equal to the restriction of $d$ to $R$. In other words, $(X, d)$ is the completion of the length metric on $(R, g)$.
5. For any compact subset $K \subset X$ and any $D < \infty$ there are constants $0 < \kappa_1(K, D) < \kappa_2(K, D) < \infty$ such that for all $x \in K$ and $0 < r < D$

$$\kappa_1 r^n < |B(x, r) \cap R| < \kappa_2 r^n.$$  

Here $|\cdot|$ denotes the Riemannian volume with respect to the metric $g$ and distance balls $B(x, r)$ are measured with respect to the metric $d$.

If $q \in X$ is a point, then the tuple $(X, q)$ or $(X, d, R, g, q)$ is called pointed singular space. The subset $R$ is called the regular part of $X$ and its complement $X \setminus R$ the singular part of $X$. We say that $X$ is orientable, if $R$ is orientable.

Decorations of $X$ are inherited by its members. That is, for example, if we refer to the space $X'_j$, then $R'_j$ automatically denotes its regular part. We also denote open annuli in $X$ by $A(p, r_1, r_2) = \{x \in X : r_1 < d(x, p) < r_2\}$.

We emphasize that the metric $d$ on $X$ is induced by the length metric of the Riemannian metric $g$ on $R$ (see item (4)). So the distance between any two points in $R$ can be approximated arbitrarily well by the length of a differentiable connecting curve in $R$.

We can generalize the concept of curvature radius from Definition 1.1 to singular spaces $X = (X, d, R, g)$ by defining the function $r_{Rm} : X \to [0, \infty]$ as follows: $r_{Rm}|_{X \setminus R} \equiv 0$ and for any $x \in R$ let $r_{Rm}(x)$ be the curvature radius of the (incomplete) Riemannian manifold $(R, g)$ as defined in Definition 1.1.

We will always imagine the singular part $X \setminus R$ as a closed subset of measure zero. All analytic arguments of this paper that require local computations will be carried out on the regular part $R \subset X$ and, similarly, curvature conditions will only be imposed on $R$. Whenever necessary, we will argue why it is enough to consider only this generic subset. The following two characterizations of the singular set will be helpful hereby:

**Definition 1.8 (mild singularities).** A singular space $X = (X, d, R, g)$ is said to have mild singularities if for any $p \in R$ there is a closed subset $Q_p \subset R$ of measure zero such that for any $x \in R \setminus Q_p$ there is a minimizing geodesic between $p$ and $x$ whose image lies in $R$.
The idea behind the notion of mild singularities also occurs in the work of Cheeger and Colding (see [CC00, Theorem 3.9] and Chen and Wang (see [CW14, Definition 2.1]).

**Definition 1.9** (singularities of codimension \(p_0\)). A singular space \(X = (X, d, \mathcal{R}, g)\) is said to have singularities of codimension \(p_0\), for some \(p_0 > 0\), if for any \(0 < p < p_0\), \(x \in X\) and \(r_0 > 0\) there is an \(E_{p, x, r_0} < \infty\) (which may depend on \(X\)) such that the following holds: For any \(0 < r < r_0\) and \(0 < s < 1\) we have

\[
|\{r_{Rm} < sr\} \cap B(x, r) \cap \mathcal{R}| \leq E_{p, x, r_0} s^p r^n. \tag{1.2}
\]

We will often combine the last two properties and say that \(X\) has mild singularities of codimension \(p_0\).

An elementary covering argument shows that if an \(n\)-dimensional singular space \(X = (X, d, \mathcal{R}, g)\) has singularities of codimension \(p_0\), then the Minkowski (and hence also Hausdorff) dimension of \(X \setminus \mathcal{R}\) is \(\leq n - p_0\).

Definition 1.9 can be seen as an analogue of the density estimate in the work of Chen and Wang (see [CW14, Definition 3.3]).

We will now define the following properties of singular spaces:

**Definition 1.10** (\(Y\)-regularity). A singular space \(X\) is called \(Y\)-regular at scales less than \(a\), for some \(a, Y > 0\), if for any \(p \in X\) and \(0 < r < a\) the following holds: If

\[
|B(p, r) \cap \mathcal{R}| > (\omega_n - Y^{-1})r^n,
\]

then \(p \in \mathcal{R}\) and \(r_{Rm}(y) > Y^{-1}r\).

The notion of \(Y\)-regularity is standard in the study of Einstein metrics. A similar notion has been used in [CC00] and [And89] and, in the setting of Ricci flows with bounded scalar curvature, in [CW14, Definition 3.3] and [TZ13, Theorem 2.35].

It can be shown that in a \(Y\)-regular space with singularities of codimension \(p_0\) (for some \(p_0 > 0\)), any point \(p \in X\) whose tangent cone is isometric to \(\mathbb{R}^n\), is actually contained in \(\mathcal{R}\). Therefore, the regular set \(\mathcal{R}\) and the metric \(g\) in such a space is uniquely characterized by the metric \(d\).

Next, we define what we understand by convergence towards a singular space.

**Definition 1.11** (convergence and convergence scheme). Consider a sequence \((M_i, g_i, q_i)\) of pointed \(n\)-dimensional Riemannian manifolds and a pointed, \(n\)-dimensional singular space \((\mathcal{X}, q_\infty) = (X, d, \mathcal{R}, g, q_\infty)\). Let \(U_i \subset \mathcal{R}\) and \(V_i \subset M_i\) be open subsets and \(\Phi_i : U_i \to V_i\) be (bijective) diffeomorphisms such that the following holds:

1. \(U_1 \subset U_2 \subset \ldots\)
2. \(\bigcup_{i=1}^\infty U_i = \mathcal{R}\).
3. For any open and relatively compact \(W \subset \mathcal{R}\) we have \(\Phi_i^* g_i \to g\) on \(W\) in the \(C^3\)-sense.
4. There exists a sequence \(q_i^* \in U_i\) such that
   \[
d_{M_i}(\Phi_i(q_i^*), q_i) \to 0.
\]
(5) For any $R < \infty$ and $\varepsilon > 0$ there is an $i_{R,\varepsilon} < \infty$ such that for all $i > i_{R,\varepsilon}$ and $x, y \in B^X(q_\infty, R) \cap U_i$ we have

$$|d_{M_i}(\Phi_i(x), \Phi_i(y)) - d^X(x, y)| < \varepsilon$$

and such that for any $i > i_{R,\varepsilon}$ and $x \in B^{M_i}(q_i, R)$ there is a $y \in V_i$ such that $d^{M_i}(x, y) < \varepsilon$.

Then the sequence $\{(U_i, V_i, \Phi_i)\}_{i=1}^\infty$ is called a convergence scheme for the sequence of pointed Riemannian manifolds $(M_i, g_i, q_i)$ and the pointed singular space $(X, q_\infty)$. We say that $(M_i, g_i, q_i)$ converges to $(X, q_\infty)$ if such a convergence scheme exists.

Lastly, we introduce the $Y$-tameness properties. These properties are rather technical and mostly ensure that the theory of Cheeger, Colding and Naber can be applied to $Y$-tame singular spaces.

**Definition 1.12** ($Y$-tameness). A singular space $X$ is said to be $Y$-tame at scale $a$ for some $Y, a > 0$ if the following tameness properties hold:

1. We have the volume bounds

$$Y^{-1}r^n < |B(p, r) \cap \mathcal{R}| < Yr^n$$

for all $p \in X$ and $0 < r < a$.

2. For any $p \in X$, $q \in \mathcal{R}$ and $0 < r < \min\{a, d(p, q)\}$ the following holds:

Define the function $b(x) := d(x, q)$ on $X$. Then there is a bounded $C^3$-function $h : B(p, r) \cap \mathcal{R} \to \mathbb{R}$ that satisfies $\Delta h = 0$ and

$$\int_{B(p, r) \cap \mathcal{R}} |\nabla(h - b)|^2dg \leq 2r \int_{B(p, r) \cap \mathcal{R}} d|\Delta b|,$$

where the integrals on the left and right-hand sides are defined according to Proposition 2.5 in section 2. Moreover,

$$\int_{B(p, r) \cap \mathcal{R}} |h - b|^2dg \leq Yr^3 \int_{B(p, r) \cap \mathcal{R}} d|\Delta b|.$$  

3. For any $p \in \mathcal{R}$ and $0 < r_1 < r_2 < a$ the following is true: Assume that $n \geq 3$ and that we have the lower Ricci curvature bound $\text{Ric} \geq -(n-1)\kappa$ on $B(p, 4r_2) \cap \mathcal{R}$ for some $\kappa \geq 0$ with $\kappa r_2^2 \leq 1$.

Then there is a $C^3$-function $h : A(p, r_1, r_2) \cap \mathcal{R} \to \mathbb{R}$ such that $\Delta h = 0$ and that satisfies the following bounds

$$r_2^{-n} \leq h \leq r_1^{-n}$$

on $A(p, r_1, r_2) \cap \mathcal{R}$

and

$$\int_{A(p, r_1, r_2) \cap \mathcal{R}} |\nabla(h - d^{A_2-n}(\cdot, p))|^2dg$$

$$\leq Yr_1^{-2n} \left(\kappa r_2^2 + \frac{|B(p, r_1) \cap \mathcal{R}|}{v_\kappa(r_1)} - \frac{|A(p, r_2, 2r_2) \cap \mathcal{R}|}{v_\kappa(2r_2) - v_\kappa(r_2)}\right)$$  \hspace{1cm} (1.3)
and
\[
\int_{A(p,r_1,2r_2) \cap \mathcal{R}} \left| h - d^{2-n}(\cdot, p) \right|^2 dg \\
\leq Y r_2^2 r_1^{2-n} \left( \kappa r_1^2 + \frac{|B(p, r_1) \cap \mathcal{R}|}{v_{-\kappa}(r_1)} - \frac{|A(p, 2r_2) \cap \mathcal{R}|}{v_{-\kappa}(2r_2) - v_{-\kappa}(r_2)} \right). \quad (1.4)
\]

Here \(v_{-\kappa}(r)\) denotes the volume of a geodesic \(r\)-ball in the \(n\)-dimensional model space of constant sectional curvature \(-\kappa\) (compare with (2.4) in section[2]).

(4) For every \(p \in X\) and \(0 < r \leq a\) there is an increasing sequence \(U_1 \subset U_2 \subset \ldots \subset B(p, 2r) \cap \mathcal{R}\) of open subsets and a sequence of \(C^2\) function \(\phi_i : U_i \rightarrow [0, 1]\) such that the following holds:

(4a) \(\bigcup_{i=1}^{\infty} U_i = B(p, 2r) \cap \mathcal{R}\),
(4b) \(\phi_i\) vanishes on a neighborhood of \(U_i \setminus B(p, r)\),
(4c) \(\phi_i \equiv 1\) on \(U_i \cap B(p, r/2)\),
(4d) \(|\nabla \phi_i| < Y r^{-1}\) and \(|\triangle \phi_i| < Y r^{-2}\).

(5) There is a function \(K : X \times X \times (0, \infty) \rightarrow [0, \infty)\) that is locally bounded on \(X \times X \times (0, \infty)\) and \(C^3\) on \(\mathcal{R} \times \mathcal{R} \times (0, a^2)\) such that:

(5a) \(K(x, y, t) = K(y, x, t)\) for all \(x, y \in X\), \(t \in (0, a^2)\),
(5b) For all \(y \in X\)
\[ (\partial_t - \triangle) K(\cdot, y, t) = 0 \quad \text{on} \quad \mathcal{R}, \]
(5c) For all \(y \in \mathcal{R}\) and all \(r > 0\) we have
\[ \lim_{t \searrow 0} \int_{\mathcal{R} \setminus B(y, r)} K(\cdot, y, t) = 0. \]
(5d) For all \(y \in X\) and \(t \in (0, a^2)\) we have
\[ \int_{\mathcal{R}} K(\cdot, y, t) dg = 1. \]
(5e) For all \(x, y \in X\) and \(0 < t < a^2\), we have
\[ K(x, y, t) < \frac{Y}{t^{n/2}} \exp \left( - \frac{d^2(x, y)}{Y t} \right). \]

Note that in property (2), we do not claim that \(h = b\) on \(\partial B(p, r)\), since it is somewhat technically difficult to verify this condition if \(X\) arises as a limit of smooth Riemannian manifolds. We may imagine in the following that \(h\) is the solution of the Dirichlet problem with the boundary values \(b\) on \(\partial B(p, r)\), but this fact will never be used.
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1.6. **Conventions.** In the following we will fix a dimension \( n \geq 2 \) and we will omit the dependence of our constants on \( n \). Moreover, when working with a manifold \( M \) of regularity \( C^4 \), then we will call objects involving \( M \) that have maximal regularity smooth. For example, we will call a curve \( \gamma : [a, b] \to M \) smooth if it has regularity \( C^4 \) and a function \( f : M \to \mathbb{R} \) smooth if it has regularity \( C^4 \).

2. **Geometry of incomplete Riemannian manifolds**

In this section we review basic facts from Riemannian geometry. We will phrase our results in such a way that they also hold for incomplete Riemannian manifolds. So let in the following \( (M, g) \) be a (not necessarily complete) Riemannian manifold of dimension \( n \geq 2 \). More specifically, we assume that \( M \) is of regularity \( C^4 \) (meaning that the chart transition maps have regularity \( C^4 \)) and the Riemannian metric \( g \) has regularity \( C^3 \). Note that \( g \) induces a length metric \( d \) on \( M \), but due to the possible incompleteness, the distance \( d(x, y) \) between two points \( x, y \in M \) may not be represented by a minimizing geodesic between \( x, y \). However, we have the following result:

**Lemma 2.1.** Let \( (M, g) \) be a (not necessarily complete) Riemannian manifold and \( x, y \in M \). Then there is an arclength, minimizing geodesic \( \gamma : [0, l) \to M \) with \( \gamma(0) = x \) such that

\[
d(x, \gamma(t)) + d(\gamma(t), y) = d(x, y) \quad \text{for all} \quad t \in [0, l)
\]

and such that either \( l = d(x, y) \) and \( \gamma(t) \to y \) as \( t \to l \) or \( l < d(x, y) \) and \( \gamma(t) \) does not converge in \( M \) as \( t \to l \).

**Proof.** Choose \( r > 0 \) such that the ball \( B(x, 2r) \) is relatively compact in \( M \) and such that the exponential map \( \exp_x \) is defined on \( B(0, 2r) \subset T_x M \). Choose \( z \in B(x, 2r) \) such that \( d(x, z) = r \) and \( d(x, z) + d(z, y) \) is minimal. Such a \( z \) exists by relative compactness of \( B(x, 2r) \). Since \( d \) is a length metric, we have \( d(x, z) + d(z, y) = d(x, y) \). By standard Riemannian geometry, there exists an arclength, minimizing geodesic \( \sigma : [0, r] \to M \) between \( x, z \). Then for all \( t \in [0, r] \)

\[
d(x, y) \leq d(x, \sigma(t)) + d(\sigma(t), y) = d(x, z) - d(\sigma(t), z) + d(\sigma(t), y) \\
\leq d(x, z) - d(\sigma(t), z) + d(\sigma(t), z) + d(z, y) = d(x, y).
\]

So

\[
d(x, \sigma(t)) + d(\sigma(t), y) = d(x, y) \quad \text{for all} \quad t \in [0, r].
\]

By solving the geodesic equation, we can extend \( \sigma \) to an arclength geodesic \( \gamma : [0, l) \to M \) for some maximal \( l \leq d(x, y) \). We now show that \( \gamma \) satisfies the claim of the lemma. Choose \( t_0 \in [0, l] \) maximal with the property that \( \gamma_{|[0, t_0]} \) is minimizing and with the property that \( d(x, \gamma(t)) + d(\gamma(t), y) = d(x, y) \) for all \( t \in [0, t_0] \).

If \( t_0 = l \), then we are done, so assume \( t_0 < l \) and set \( w := \gamma(t_0) \). By the same arguments as before, replacing \( x \) by \( w \), we can find an \( r^* > 0 \) and an arclength,
minimizing geodesic \( \sigma^* : [0, r^*] \to M \) with \( \sigma^*(0) = w \) such that
\[
d(w, \sigma^*(t)) + d(\sigma^*(t), y) = d(w, y)
\]
for all \( t \in [0, r^*] \).

Then
\[
\ell(\gamma_{[0,t_0]}) + \ell(\sigma^*) = d(x, w) + d(w, \sigma^*(r^*))
\]
\[
= d(x, y) - d(w, y) + d(w, \sigma^*(r^*)) = d(x, y) - d(\sigma^*(r^*), y) \leq d(x, \sigma^*(r^*)).
\]

It follows that the concatenation of \( \gamma_{[0,t_0]} \) and \( \sigma^* \) is a minimizing geodesic. This implies that \( \gamma'(t_0) = (\sigma^*)'(0) \) and hence \( \gamma(t_0 + t) = \sigma^*(t) \) for all \( t \in [0, r^*] \). So \( \gamma_{[0,t_0+r^*]} \) is minimizing and for any \( t \in [0, r^*] \) we have
\[
d(x, y) \leq d(x, \gamma(t_0 + t)) + d(\gamma(t_0 + t), y)
\]
\[
\leq d(x, w) + d(w, \sigma^*(t)) + d(\sigma^*(t), y) = d(x, w) + d(w, y) = d(x, y),
\]
contradicting the maximal choice of \( t_0 \). This finishes the proof.

Next, we generalize the concept of the exponential map and the cut locus to incomplete Riemannian manifolds.

**Definition 2.2.** Let \((M, g)\) be a (not necessarily complete) Riemannian manifold and \( p \in M \). For every vector \( v \in T_pM \) let \( \gamma_v : [0, l_p(v)) \to M \) be the constant speed geodesic with \( \gamma_v(0) = p \) and \( \gamma'_v(0) = v \), where \( l_p(v) \in (0, \infty) \) is chosen such that \([0, l_p(v))\) is the maximal interval of existence. Define the domain
\[
\mathcal{D}_p := \{ v \in T_pM : l_p(v) > 1 \} \subset T_pM
\]
and the exponential map \( \exp_p : \mathcal{D}_p \to M \) by \( \exp_p(v) := \gamma_v(1) \). We also define
\[
\mathcal{D}_p^* := \{ v \in \mathcal{D}_p : d(p, \exp_p((1 + \varepsilon)v)) = |(1 + \varepsilon)v| \text{ for some } \varepsilon > 0 \}.
\]

Next, we define the following two ranges in \( M \):
\[
\mathcal{G}_p := \{ x \in M : \text{there is a minimizing geodesic} \gamma : [0, l] \to M \text{ with } \gamma(0) = p, \gamma(l) = x \}
\]
and
\[
\mathcal{G}_p^* := \{ x \in M : \text{there is a minimizing geodesic } \gamma : [0, l] \to M \text{ and some } 0 \leq t < l \text{ such that } \gamma(0) = p, \gamma(t) = x \}.
\]

Finally, we set
\[
\mathcal{D} := \bigcup_{p \in M} \mathcal{D}_p \subset TM,
\]
\[
\mathcal{D}^* := \bigcup_{p \in M} \mathcal{D}_p^* \subset TM
\]
and
\[
\mathcal{G}^* := \bigcup_{p \in M} \{ p \} \times \mathcal{G}_p^* \subset M \times M.
\]

Note that in the complete case \( \mathcal{D}_p = T_pM \), \( \mathcal{G}_p = M \) and \( \mathcal{G}_p \setminus \mathcal{G}_p^* \) is commonly referred to as the cut locus.

We now review the following basic identities.
Proposition 2.3. Using the same notation as in Definition 2.2, the following is true for any $p \in M$:

(a) $\exp_p(D_p) \supset G_p$, $\exp_p(D^*_p) = G^*_p$ and $\exp(D^*) = G^*$.
(b) The subsets $D_p$, $D^*_p$, $D^*$, $G^*$ and $G^*$ are open and the subsets $D_p$, $D^*_p$ star-shaped with respect to $0 \in D_p, D^*_p$.
(c) The subset $G \setminus G^*$ has measure zero.
(d) The restriction $\exp_p | D^*_p : D^*_p \to G^*_p$ is a (bijective) diffeomorphism. Slightly more generally, for each $x \in G^*_p$, there is a unique minimizing geodesic between $p, x$ and the point $x$ is not a conjugate point to $p$ along this geodesic.
(e) The function $b(x) := d(x, p)$ is smooth on $G^*_p$ and satisfies $|\nabla b| = 1$ there.
(f) If $q \in G^*_p$, then $p \in G^*_q$. So the set $G^*$ is symmetric.
(g) For any $(p, q) \in G^*$ there is a unique arclength, minimizing geodesic $\gamma_{p, q} : [0, d(p, q)] \to M$ between $p, q$ and $\gamma_{p, q}$ depends smoothly on $p, q$.

Proof. For assertion (a) observe that if $x \in G_p$, then there is a $v \in T_p M$ such that $l_v > 1$ and $x = \gamma_v(1)$. So $\exp_p(D_p) \supset G_p$. The remaining identities are clear.

Before continuing with the proof, we establish the following two useful claims:

Claim 1. Let $l_v \in D^*_p$, $|v| = 1$, $l \geq 0$ and set $x := \gamma_v(l) \in G^*_p$. Let $\sigma : [l - a, l] \to M$ be an arclength, minimizing geodesic such that $\sigma(l) = x$ and

$$d(p, \sigma(l - a)) + d(\sigma(l - a), x) = d(p, x).$$

Then $\sigma$ is a subsegment of $\gamma_v$, i.e. $\sigma(t) = \gamma_v(t)$ for all $t \in [l - a, l]$.

Proof. This claim is similar to parts of [DD92, Chp 13, Proposition 2.2]. By definition, there is a constant $\varepsilon > 0$ such that $\gamma_v|_{[l, l + \varepsilon]}$ is minimizing. Then

$$\ell(\gamma_v|_{[l, l + \varepsilon]}) + \ell(\sigma) = d(x, \gamma_v(l + \varepsilon)) + d(\sigma(l - a), x)$$

$$= d(p, \gamma_v(l + \varepsilon)) - d(p, x) + d(\sigma(l - a), x) = d(p, \gamma_v(l + \varepsilon)) - (d(p, \gamma_v(l + \varepsilon)) - d(p, \gamma_v(l + \varepsilon))) - (d(p, \gamma_v(l + \varepsilon)) - d(p, \gamma_v(l + \varepsilon)))$$

$$\leq d(\sigma(l - a), \gamma_v(l + \varepsilon)).$$

It follows that the concatenation of $\sigma$ and $\gamma_v|_{[l, l + \varepsilon]}$ is a minimizing geodesic and hence that $\sigma'(l) = \gamma'_v(l)$. The claim follows immediately from this. \(\square\)

Claim 2. Assume that $l_v \in D^*_p$, $|v| = 1$, $l \geq 0$ and set $x := \gamma_v(l) \in G^*_p$. Assume that there is a point $y \in M$ such that

$$d(p, y) + d(y, x) = d(p, x)$$

Then $y = \gamma_v(t)$ for some $t \in [0, l]$.

Proof. Apply Lemma 2.1 with $p \leftarrow x$ and $x \leftarrow y$ to obtain an arclength, minimizing geodesic $\sigma : (l', l] \to M$ for some minimal $l' \in [d(p, y), l]$ such that

$$d(y, \sigma(t)) + d(\sigma(t), x) = d(y, x) \quad \text{for all} \quad t \in (l', l]$$

Then for all $t \in (l', l]$

$$d(p, x) \leq d(p, \sigma(t)) + d(\sigma(t), x) \leq d(p, y) + d(y, \sigma(t)) + d(\sigma(t), x) = d(p, y) + d(y, x) = d(p, x).$$
So by Claim 1 we have $\sigma = \gamma_v|_{[v,l]}$. It follows that $l' = d(p,y)$ and hence $y = \lim_{t \to d(p,y)} \sigma(t) = \gamma_v(d(p,y))$. \hfill \square

Let us now return to the proof of the proposition. Assertion (d) is a direct consequence of Claim 1 and [DC92, Chp 11, Corollary 2.9], modulo the fact that $D_p$ is open (which is needed for the statement that the map is a diffeomorphism).

Consider now assertion (b). The fact that $D_p$ and $D$ are open follows from the lower semi-continuity of $l_p(v)$ in $p$ and $v$. It remains to show that $D_p$ is open. The fact that $G^*$ is open will then follow using assertion (d). Assume that $D_p$ was not open, i.e. there is some $lv \in T_p M \cap D_p \Rightarrow |v| = 1$, $l \ge 0$ that is not in the interior of $D_p$. By assumption, we can find a sequence $p_i \in M$ with $p_i \to p$ and a sequence of vectors

$$l_iv_i \in T_{p_i} M \cap (D \setminus D^*) = D_{p_i} \setminus D^*_{p_i},$$

$|v_i| = 1$, $l_i \ge 0$ with $l_iv_i \to lv$. Set $x := \gamma_v(l) \in G^*_p$, $x_i := \gamma_{v_i}(l_i)$ and $x'_i := \gamma_{v_i}(l_i + 1/i)$. Then, since $l_iv_i \notin D^*_{p_i}$,

$$d_i := d(p_i, x'_i) < l_i + 1/i =: l'_i.$$ (2.1)

Note that $x_i, x'_i \to x$ and $d_i \to l$. Using Lemma 2.1, we can find a sequence of arclength, minimizing geodesics $\gamma_{i}^* : (l_i^*, d_i)$ such that $\gamma_{i}^*(d_i) = x'_i$,

$$d(p, \gamma_{i}^*(t)) + d(\gamma_{i}^*(t), x'_i) = d(p, x'_i) = d_i$$ for all $t \in (l_i^*, d_i)

and such that for each $i$ either $l_i^* = 0$ and $\lim_{t \to 0} \gamma_{i}^*(t) = p_i$ or $l_i^* > 0$ and $\lim_{t \to l_i^*} \gamma_{i}^*(t)$ does not exist. After passing to a subsequence, we may assume that $(\gamma_{i}^*)(d_i) \to u \in T_x M$. Since $x'_i \to x_i$, we can find a uniform $a > 0$ such that we can solve the geodesic equation starting from $x'_i$ for at least time $a$, therefore $l_i^* \ge d_i^* - a$. This implies that the subsegments $\gamma_{i}^*|_{[d_i^* - a, d_i]}$ converge to an arclength, minimizing geodesic $\gamma_{\infty}^* : [l - a, l] \to M$ such that $\gamma_{\infty}^*(l) = x$, $\gamma_{\infty}^*(l) = u$ and

$$d(p, \gamma_{\infty}^*(t)) + d(\gamma_{\infty}^*(t), x) = d(p, x) = l$$ for all $t \in [l - a, l].$

Using Claim 1, we find that $\gamma_{\infty}^* = \gamma_v|_{[l-a,l]}$ and $u = \gamma_v(l)$. So the geodesics $\gamma_{\infty}$ converge to $\gamma_v$ and thus we have $l_i^* = 0$ for large $i$. It follows that there is a sequence $v_i^* \in T_p M$ such that for large $i$ we have $\gamma_i^* = \gamma_v|_{[0,d_i]}$ and that $v_i^* \to v$. So for large $i$

$$\exp_{p_i}(d_i v_i^*) = x'_i = \exp_{p_i}(l'_i v_i) \quad \text{and} \quad l_i v_i, d_i v_i^* \to lv.$$

Since the differential of the exponential map is invertible at $lv$, it follows that $d_i v_i^* = l'_i v_i$ for large $i$. This, however, contradicts (2.1), finishing the proof of assertion (b).

So far, we have established assertions (a), (b), (d). Assertion (e) is a direct consequence of assertion (d). To see assertion (e), observe that by definition

$$G_p \subset \bigcap_{\varepsilon > 0} \exp_p((1 + \varepsilon)D_p^* \cap D_p).$$

So

$$G_p \setminus G^*_p \subset \exp_p\left(\bigcap_{\varepsilon > 0} ((1 + \varepsilon)D_p^* \setminus D_p^*) \cap D_p\right).$$
Using the fact that $D_p^*$ is star-shaped and Fubini’s Theorem, we obtain that the subset under the parentheses has measure zero. So $G_p \setminus G_p^*$ has measure zero as well.

Next, we will show assertion (f). Assume that $q \in G_p^*$. So there is a vector $lv \in D_p^*$, $|v| = 1$, $l \geq 0$ such that $q = \gamma_v(l)$. We claim that there is an $\varepsilon > 0$ such that

$$d(\gamma_{-v}(\varepsilon), p) + d(p, q) = d(\gamma_{-v}(\varepsilon), q).$$

Assume not, i.e. that for all $i$ and $p^i := \exp_p(-1/i \cdot v)$ we have

$$d(p^i, p) + d(p, q) > d(p^i, q).$$

Using Lemma 2.1 we can find a sequence of arclength, minimizing geodesics $\sigma_i : [0, l_i) \to M$ such that $\sigma_i(0) = p^i$, $l_i \in (0, d(p^i, q)]$ is chosen maximal and

$$d(p^i, \sigma_i(t)) + d(\sigma_i(t), q) = d(p, q) \quad \text{for all} \quad t \in [0, l_i).$$

After passing to a subsequence, we can find an $r > 0$ such that $l_i > r$ for all $i$ and such that the restrictions $\sigma_i|[0, r]$ converge to an arclength, minimizing geodesic $\sigma : [0, r] \to M$ with $\sigma(0) = p$ and

$$d(p, \sigma(t)) + d(\sigma(t), q) = d(p, q) \quad \text{for all} \quad t \in [0, r].$$

Using Claim 2, we conclude that for all $t \in [0, r]$ there is a $t' \in [0, l]$ such that $\sigma(t) = \gamma_v(t')$, i.e. $\sigma([0, r]) \subset \gamma_v([0, l])$ and hence $\sigma = \gamma_v|_{[0, r]}$. It follows that there is a sequence $v'_i \in T_{p_i}$ with $v'_i \to v$ such that $\sigma_i = \gamma_{v'}([0, l_i])$. Thus $l_i = d(p^i, q)$ for large $i$ and $q = \gamma_{v'}(d(p^i, q))$. Also, $\gamma_{v'}(d(p^i, q)) \to \gamma_v(l)$. Next, observe that by assertion (d) the points $p, q$ are not conjugate along $\gamma$. So the exponential map $\exp_q$ taken at $q$ is a local diffeomorphism at $-l\gamma_{v'}(l)$.

Since $\exp_q(-d(p^i, q)\gamma_{v'}(d(p^i, q))) = \exp_q(-(d(p^i, p) + d(p, q))\gamma_v(l))$, it follows that $\gamma_{v'}(d(p^i, q)) = \gamma_v(l)$ and $d(p^i, q) = d(p^i, p) + d(p, q)$ for large $i$. This, however, contradicts (2.2) for large $i$, finishing the proof of assertion (f).

Assertion (g) follows from assertions (d) and (f) using the implicit function theorem. \hfill \Box

Next, we will derive a local version of the Bishop-Gromov volume comparison result. For this purpose, we will introduce the following function for any $\kappa \in \mathbb{R}$

$$s_{\kappa}(t) = \begin{cases} \kappa^{-1/2} \sin(\sqrt{\kappa}t) & \text{if } \kappa > 0 \\ t & \text{if } \kappa = 0 \\ (-\kappa)^{-1/2} \sinh(\sqrt{-\kappa}t) & \text{if } \kappa < 0 \end{cases} \quad (2.3)$$

Recall that $s_{\kappa}(t)$ models the growth of Jacobi fields in the model space of constant sectional curvature $\kappa$. In particular, the volume $v_{\kappa}(r)$ of a geodesic $r$-ball in the $n$-dimensional model space of constant sectional curvature $\kappa$ is can be computed as follows if $r \leq \pi \sqrt{\kappa}$ for $\kappa > 0$:

$$v_{\kappa}(r) = n\omega_n \int_0^r (s_{\kappa}(t))^{n-1} dt. \quad (2.4)$$
Proposition 2.4 (monotonicity of the volume element). Let \((M^n, g)\) be a (not necessarily complete) Riemannian manifold and assume that we have \(\text{Ric} \geq (n-1)\kappa\) on \(M\) for some \(\kappa \in \mathbb{R}\). Let \(p \in M\) and consider \(D^*_p\) from Definition 2.2. Let \(J_p : D^*_p \to (0, \infty)\) be the Jacobian of the map \(\exp_p \mid D^*_p\). Then
\[
J_p(v) \cdot \frac{|v|^{n-1}}{(\sin|v|)^{n-1}}
\]
is non-increasing on radial lines.

Proof. This fact follows as in the classic Bishop-Gromov volume comparison. The manifold \(M\) does not need to be complete, as the proof is just a computation along minimizing geodesics. See for example [Pet06, chap 9, Lemma 34]. \(\square\)

Finally, we define what we mean by a weak Laplacian.

Proposition 2.5 (existence of weak Laplacian). Let \((M^n, g)\) be a (not necessarily complete) Riemannian manifold of dimension \(n \geq 2\). Consider a function \(b : M \to \mathbb{R}\) that is locally Lipschitz and whose Hessian is locally uniformly bounded from below in the barrier sense. For example, the following two classes of functions (which we will consider in this paper) satisfy these properties:

(1) Let \(F : (0, \infty) \to \mathbb{R}\) be a smooth, non-increasing function, \(p \in M\) a point and consider the function \(b(x) := F(d(x, p))\). Then \(b\) satisfies these properties on \(M \setminus \{p\}\).

(2) Let \((E, \langle \cdot, \cdot \rangle)\) be a Euclidean vector bundle over \(M\) with a metric connection \(\nabla^E\) and let \(X \in C^2(M; E)\) a section of \(E\). Then \(b := |X|\) satisfies these properties on \(M\).

Then the gradient \(\nabla b\) exists almost everywhere and for any vector field \(Z \in C^1_c(M; TM)\) we have
\[
\int_M \langle Z, \nabla b \rangle dg = -\int_M (\text{div} Z) b \, dg. \tag{2.5}
\]
Moreover, there is a unique signed measure \(\mu_{\Delta b}\) on \(M\) of locally finite total variation such that for any compactly supported \(\varphi \in C^2(M)\) we have
\[
\int_M b(x) \Delta \varphi(x) dg(x) = -\int_M \langle \nabla b(x), \nabla \varphi(x) \rangle dg(x) = \int_M \varphi(x) d\mu_{\Delta b}(x). \tag{2.6}
\]
Also, \(\mu_{\Delta b}\) can be expressed as the difference of its positive and negative part, \(\mu_{\Delta b} = (\mu_{\Delta b})_+ - (\mu_{\Delta b})_-\). The negative part \((\mu_{\Delta b})_-\) is absolutely continuous with respect to \(dg\). Lastly, \(d\mu_{\Delta b} = (\Delta b) \, dg\) wherever \(b\) is \(C^2\).

If in example (1) the function \(F\) is non-decreasing, then similar statements hold, which follow by replacing \(F\) by \(-F\).

Proof. Let us first show that the two classes of examples fall into the desired category of functions. Consider first example (1), i.e. \(b(x) = F(d(x, p))\). Obviously, \(b\) is locally Lipschitz. Let \(U \subset M \setminus \{p\}\) be an open subset that is relatively compact in \(M \setminus \{p\}\). We will now show that the Hessian of \(b\) is uniformly bounded from
below on $U$. To do this choose $r > 0$ small enough such that the tubular neighborhood $B(U, 3r)$ is still relatively compact in $M \setminus \{p\}$, such that $|\text{Rm}| < r^{-2}/10$ and $\text{inj} > 2r$ on $B(U, r)$. Let $x \in U$. By Lemma [2.1] there is a point $y \in M$ such that
\[ d(y, x) = r \quad \text{and} \quad d(x, p) = d(x, y) + d(y, p). \]
By the triangle inequality, we have for all $z \in M$
\[ b(z) = F(d(z, p)) \geq F(d(z, y) + d(y, p)) =: b^*_y(z). \]
Moreover, $b^*_y(x) = b(x)$. For $z$ close to $x$ we have $d(y, z) < 2r$ and hence the function $b^*_y(z)$ is a $C^2$ barrier for $b$ at $x$. Its Hessian can be bounded from above using the sectional curvature bound on $B(U, 3r)$. This shows that the desired fact.

To see that the functions from example (2), i.e. $b = |X|$, fall in the desired category, observe that any such $b$ can be expressed as a limit of $C^2$ functions:
\[ b = \lim_{\varepsilon \to 0} \sqrt{|X|^2 + \varepsilon}. \]
We can now check that
\[ |\nabla E \sqrt{|X|^2 + \varepsilon}| \leq \frac{|\nabla E X| \cdot |X|}{\sqrt{|X|^2 + \varepsilon}} \leq |\nabla E X| \]
and that for any $v \in TM$
\[ \nabla_{v,v} E \sqrt{|X|^2 + \varepsilon} = \frac{\langle \nabla_{v,v} E X, X \rangle + |\nabla E X|^2 \sqrt{|X|^2 + \varepsilon}}{(|X|^2 + \varepsilon)^{3/2}} - \frac{\langle \nabla E X, X \rangle^2}{(|X|^2 + \varepsilon)^{3/2}} \]
\[ \geq -|\nabla_{v,v} E X| + \frac{|\nabla E X|^2}{(|X|^2 + \varepsilon)^{3/2}} \]
So the approximators $\sqrt{|X|^2 + \varepsilon}$ are locally uniformly Lipschitz and have local uniform lower bounds on the Hessian (in the barrier sense). These properties pass to the limit.

We will now focus on the main part of the proof. Let $U \subset M$ be an open subset that is relatively compact in $M$ and on which we can find coordinates $(x^1, \ldots, x^n) : U \to V \subset \mathbb{R}^n$. Moreover let $U' \subset U$ be an open subsets such that $\overline{U'} \subset U$ and $U'' \subset U'$ an open subset such that $\overline{U''} \subset U'$. We will first construct $\mu_{\Delta b}$ on $U''$ such that (2.6) holds for all $\varphi \in C^2_c(U'')$.

As $b$ is Lipschitz on $U$ and its Hessian is uniformly bounded from below in the barrier sense, we find a constant $C_1 < \infty$ such that if we express $b = b(x^1, \ldots, x^n)$ in terms of the coordinates, then $b$ is $C_1$-Lipschitz and its Hessian is bounded from below by $-C_1$ in the barrier sense. Using the coordinate $(x^1, \ldots, x^n)$ and a convolution argument, we can find a family of smoothings $b_\varepsilon : U' \to \mathbb{R}$, $\varepsilon > 0$ such that the following holds for some uniform $C_2 < \infty$:

(i) $\lim_{\varepsilon \to 0} b_\varepsilon = b$ uniformly on $U'$,
(ii) $\nabla b_\varepsilon \to \nabla b$ in $L^1(U'')$ as $\varepsilon \to 0$.
(iii) $|\nabla b_\varepsilon| < C_2$ and $\nabla^2 b_\varepsilon > -C_2$ on $U'$ for all $\varepsilon > 0$. 
We first conclude that for any \( Z \in C^1(U'; TM) \)
\[
\int_M \langle Z, \nabla b \rangle dg = \lim_{\varepsilon \to 0} \int_M \langle Z, \nabla b_\varepsilon \rangle dg = - \lim_{\varepsilon \to 0} \int_M (\text{div } Z) b_\varepsilon \, dg = - \int_M (\text{div } Z) b \, dg.
\]
This shows (2.5) on \( U' \) and by setting \( Z = \nabla \varphi \), we obtain that the first part of (2.6) holds for all \( \varphi \in C^2_c(U') \).

Next, observe that for any \( C, \psi \in C^2_c(U') \) we have
\[
\int_M b(x) \Delta \varphi(x) \, dg(x) = \lim_{\varepsilon \to 0} \int_M b_\varepsilon(x) \Delta \varphi(x) \, dg(x) = \lim_{\varepsilon \to 0} \int_M \Delta b_\varepsilon(x) \varphi(x) \, dg(x).
\]
Using the lower bound on the Hessian of \( b_\varepsilon \) and (2.8), we find that whenever \( \varphi \geq 0 \), we have
\[
- \int_M b(x) \Delta \varphi(x) \, dg(x) \leq C_2 \int_M \varphi(x) \, dg(x) \leq C_2 |U| \cdot \max_M \varphi. \quad (2.9)
\]
Choose and fix now a cutoff function \( \psi \in C^2_c(U') \) such that \( 0 \leq \psi \leq 1 \) everywhere and \( \psi \equiv 1 \) on \( U'' \). Set
\[
C_3 := \left| \int_M b(x) \Delta \psi(x) \, dg(x) \right|.
\]
Then, whenever \( \varphi \in C^2_c(U'') \) and \( \varphi \geq 0 \), we have with \( A := \max_M \varphi \)
\[
\int_M b(x) \Delta \varphi(x) \, dg(x) \leq A \int_M b(x) \Delta \psi(x) \, dg(x) - \int_M b(x) \Delta (A \psi(x) - \varphi(x)) \, dg(x) \\
\leq A \int_M b(x) \Delta \psi(x) \, dg(x) + C_2 |U| \max_M (A \psi - \varphi) = (C_3 + C_2 |U|) \max_M \varphi. \quad (2.10)
\]
Combining (2.9) and (2.10) implies that the functional
\[
H : C^2_c(U'') \to \mathbb{R}, \quad \varphi \mapsto \int_M b(x) \Delta \varphi(x) \, dg(x)
\]
satisfies
\[
|H(\varphi)| \leq C_4 \max_M \varphi \quad (2.11)
\]
for all \( \varphi \in C^2_c(U'') \) with \( \varphi \geq 0 \), where \( C_4 < \infty \) is a uniform constant. By approximation, this implies that \( H \) can be extended to \( C^0_c(U'') \) and that (2.11) for all \( \varphi \in C^0_c(U'') \). So by the Riesz-Markov Theorem, there is a unique signed measure \( \mu_{\Delta b} \) of finite total variation on \( U'' \) such that for all \( \varphi \in C^2_c(U'') \) we have
\[
\int_{U''} b(x) \Delta \varphi(x) \, dg(x) = \int_{U''} \varphi \, d\mu_{\Delta b}. \quad (2.12)
\]

The fact that \( (\mu_{\Delta b})_- \) is absolutely continuous with respect to \( dg \) can be seen as follows: By the first inequality of (2.9) and (2.12), we get
\[
\int_{U''} \varphi \, d\mu_{\Delta b} \geq -C_2 \int_{U''} \varphi(x) \, dg(x).
\]
So, again by Riesz-Markov, \( d\mu_{\Delta b} + C_2 \, dg \) is a non-negative measure. It follows that \( d(\mu_{\Delta b})_- \leq C_2 \, dg \).
Repeating the argument above on the elements $U''_i$ of an open cover $\mathcal{U} = \{U''_i\}_{i \in I}$ of $M$ yields a signed measure $\mu_{\triangle b}$ of locally finite total variation on $M$ such that (2.6) holds for all $\varphi \in C^2_c(U''_i)$. Using a partition of unity, we can then establish (2.5) for all $Z \in C^1_c(M; TM)$ and (2.6) for all $\varphi \in C^2_c(M)$. □

3. Convergence to a singular space and derived properties

In this section we prove Theorem 1.2. In the first subsection we will show that the limit of any sequence of Riemannian manifolds that satisfy the properties of subsection 1.2 is a singular space that has mild singularities of a certain codimension. In the second and third subsection, we will then verify the $Y$-tameness and $Y$-regularity properties of the limit.

3.1. Convergence to a singular space. In this subsection we will prove the following result, which is a more detailed version of Theorem 1.2 minus assertions (b) and (c), which state the $Y$-tameness and $Y$-regularity properties.

Theorem 3.1. Let $\{(M_i, g_i, q_i)\}_{i=1}^\infty$ be a sequence of pointed, complete Riemannian manifolds, each with bounded curvature that converge to a metric space $(X, d_X, q_\infty)$ in the pointed Gromov-Hausdorff sense. Assume that $\{(M_i, g_i, q_i)\}_{i=1}^\infty$ satisfies properties (A)–(C) of subsection 1.2 for some constant $p_0 > 0$. Then the limit space $(X, d_X)$ is part of a singular space $X = (X, d_X, R, g)$ in the sense of Definition 1.7, with singularities of codimension $p_0$, in the sense of Definition 1.9. Moreover, after passing to a subsequence, we have convergence of $\{(M_i, g_i, q_i)\}_{i=1}^\infty$ to $(X, q_\infty)$ according to some convergence scheme $\{(U_i, V_i, \Phi_i)\}_{i=1}^\infty$ (in the sense of Definition 1.11) such that:

(a) For any $x \in \mathcal{R}$ and $r > 0$ we have
\[
|B^X(x, r) \cap \mathcal{R}| \leq \liminf_{i \to \infty} |B^{M_i}(\Phi_i(x), r)| \leq \limsup_{i \to \infty} |B^{M_i}(\Phi_i(x), r)| \leq |B^X(x, r) \cap \mathcal{R}|.
\]

(b) For any $x \in \mathcal{R}$ we have
\[
0 < \liminf_{i \to \infty} \tilde{r}^{M_i}_{Rm}(\Phi_i(x)) = \limsup_{i \to \infty} \tilde{r}^{M_i}_{Rm}(\Phi_i(x)) \leq \tilde{r}^\infty_{Rm}(x) \leq \liminf_{i \to \infty} \tilde{r}^{M_i}_{Rm}(\Phi_i(x)).
\]

Here $\tilde{r}^\infty_{Rm}$ denotes the curvature radius on $X$.

(c) For any $D < \infty$ and $\sigma > 0$ and sufficiently large $i$ (depending on $D$ and $\sigma$) we have
\[
\tilde{r}_{Rm} < \sigma \quad \text{on} \quad B^{M_i}(q_i, D) \setminus V_i.
\]

and
\[
\tilde{r}^\infty_{Rm} < \sigma \quad \text{on} \quad B^X(q_\infty, D) \setminus U_i.
\]

If the sequence $\{(M_i, g_i, q_i)\}_{i=1}^\infty$ additionally satisfies property (E) of subsection 1.2, then $X$ has mild singularities in the sense of Definition 1.8.
Proof. By assumption the pointed metric spaces \((M_i, d_{M_i}, q_i)\) converge to \((X, d_X, q_\infty)\) in the Gromov-Hausdorff sense. This means that there are sequences \(\varepsilon_i \to 0\), \(R_i \to \infty\) and maps \(\Psi_i : B^X(q_\infty, R_i) \to M_i\) such that the following holds:

1. \(d_{M_i}(\Psi_i(q_\infty), q_i) < \varepsilon_i\).
2. For any \(x, y \in B^X(q_\infty, R_i)\) we have
   \[|d_{M_i}(\Psi_i(x), \Psi_i(y)) - d_X(x, y)| < \varepsilon_i.\]
3. For any \(i\) and any \(z \in B^{M_i}(q_i, R_i)\) there is a \(z^* \in B^X(q_\infty, R_i)\) such that
   \(d_{M_i}(\Psi_i(z^*), z) < \varepsilon_i.\)

We will now pass to a subsequence such that the functions \(\tilde{r}_{\text{Rm}}^{M_i}(\cdot)\) converge to a function \(h\) on \(X\).

Claim 1. We may pass to a subsequence such that one of the following is true:
Either \((X, d_X)\) is isometric to Euclidean space \((\mathbb{R}^n, d_{\text{eucl}})\) and \(\lim_{i \to \infty} \tilde{r}_{\text{Rm}}^{M_i}(q_i) = \infty\) or the limit \(h(x) := \lim_{i \to \infty} \tilde{r}_{\text{Rm}}^{M_i}(\Psi_i(x))\) exists for all \(x \in X\). Moreover, \(h\) is \(1\)-Lipschitz.

Proof. Since \(\tilde{r}_{\text{Rm}}^{M_i}(\cdot)\) is \(1\)-Lipschitz with respect to \(d_{M_i}\) we have for all \(x, y \in X\)
\[|\tilde{r}_{\text{Rm}}^{M_i}(\Psi_i(x)) - \tilde{r}_{\text{Rm}}^{M_i}(\Psi_i(y))| \leq d_{M_i}(\Psi_i(x), \Psi_i(y)) < d_X(x, y) + \varepsilon_i.\]
So the assertion follows from an Arzela-Ascoli type argument. \(\square\)

In the case in which \(\lim_{i \to \infty} \tilde{r}_{\text{Rm}}^{M_i}(q_i) = \infty\), we are done. So assume in the following that \(h : X \to [0, \infty)\) exists. Then we define
\[\mathcal{R} := h^{-1}((0, \infty)).\]

By continuity of \(h\) it follows that the subset \(\mathcal{R}\) is open. Using the non-collapsing property (A) from subsection [1,2] we conclude that \(\mathcal{R}\) can be equipped with the structure of a differentiable manifold of regularity \(C^4\), whose topology coincides with the topology induced by the metric \(d_X\) and we can find a \(C^3\)-Riemannian metric \(g\) on \(\mathcal{R}\) such that \(d_X|_{\mathcal{R}}\) is locally equal to the length metric of \((\mathcal{R}, g)\). More specifically, for any \(p \in \mathcal{R}\) there is an open neighborhood \(p \in U \subset \mathcal{R}\) such that the length metric of \((\mathcal{R}, g)\) restricted to \(U\) is equal to \(d_X|_U\). Note that this implies that for any \(C^1\)-curve \(\gamma : [0, 1] \to \mathcal{R}\) we have \(\ell_g(\gamma) \geq d_X(\gamma(0), \gamma(1))\), where \(\ell_g(\gamma)\) denotes the length of \(\gamma\) with respect to \(g\).

Claim 2. \(\mathcal{R}\) is dense in \((X, d_X)\).

Proof. Assume not and pick a point \(p \in X\) and an \(r > 0\) such that \(h \equiv 0\) on \(B^X(p, r) \subset X\). Let \(\varepsilon > 0\) and choose an \(\varepsilon\)-net \(x_1, \ldots, x_N \in B^X(p, r)\). It follows that for large \(i\) the points \(\Psi_i(x_1), \ldots, \Psi_i(x_n)\) form a \(2\varepsilon\)-net of \(B^{M_i}(\Psi_i(p), r)\). Moreover, for large \(i\), we have \(\tilde{r}_{\text{Rm}}^{M_i}(\Psi_i(x_j)) < \varepsilon\) for all \(j = 1, \ldots, N\). Since \(\tilde{r}_{\text{Rm}}^{M_i}(\cdot)\) is \(1\)-Lipschitz with respect to \(d_{M_i}\), we find that \(\tilde{r}_{\text{Rm}}^{M_i}(\cdot) < 3\varepsilon\) on \(B^{M_i}(\Psi_i(p), r)\) for large \(i\). Choosing \(\varepsilon\) small enough, this, however, contradicts properties (A) and (B) of subsection [1,2]. \(\square\)
We have shown that $\mathcal{X} := (X, d_X, \mathcal{R}, g)$ satisfies all properties (1)–(3) of the Definition of a singular space (see Definition 1.7). Using a center of gravity construction, and by passing to another subsequence, it is possible to show the existence of a scheme $\{(U_i, V_i, \Phi_i)\}_{i=1}^{\infty}$ for the convergence $(M_i; g_i, q_i)$ to $(\mathcal{X}, q_\infty)$ (in the sense of Definition 1.11). We may also assume that this scheme approximates $\Psi_i$ in the following sense: There is a sequence $\varepsilon'_i \to 0$ such that for all $i$ and $x \in U_i \cap B_X(q_\infty, R_i)$ we have $d_{M_i}(\Psi_i(x), \Phi_i(x)) < \varepsilon'_i$. Note that, formally, the definition of a convergence scheme requires the limiting space to be a singular space in the sense of Definition 1.7, meaning that it has to satisfy properties (4) and (5) of this definition as well. However, even without these properties, the definition of a convergence scheme still makes sense.

**Claim 3.** For any $r > 0$ we have
$$\sup_{x \in B_X(q_\infty, r) \cap U_i} \left| h(x) - \tilde{r}^{M_i}_{\text{Rm}}(\Phi_i(x)) \right| \to 0$$
as $i \to \infty$.

**Proof.** This follows from the fact that $\Phi_i$ approximates $\Psi_i$, that $\tilde{r}^{M_i}_{\text{Rm}}(\cdot)$ is 1-Lipschitz and that $\tilde{r}^{M_i}_{\text{Rm}}(\Psi_i(\cdot))$ converges to $h$ uniformly on compact subsets of $X$. □

**Claim 4.** For any $r, \sigma > 0$ and for sufficiently large $i$ (depending on $r, \sigma$) we have
$$\tilde{r}^{M_i}_{\text{Rm}}(\cdot) < \sigma \quad \text{on} \quad B^M_i(q_i, r) \setminus V_i.$$  

**Proof.** Assume that this was wrong for some $r, \sigma > 0$. Then, after passing to a subsequence, there is a sequence of points $x_i \in B^M_i(q_i, r) \setminus V_i$ such that $\tilde{r}^{M_i}_{\text{Rm}}(x_i) \geq \sigma$ for all $i$. By the definition of a convergence scheme (see Definition 1.11(5)), we can pick a sequence $y_i \in V_i$ such that $d_{M_i}(x_i, y_i) \to 0$. So $\tilde{r}^{M_i}_{\text{Rm}}(y_i) > \sigma/2$ for large $i$. Choose $z_i \in U_i$ such that $\Phi_i(z_i) = y_i$. By local compactness, we can pass to a subsequence and assume that $z_i \to z_\infty \in X$. By Claim 3, we have $h(z_i) > \sigma/4$ for large $i$ and hence $h(z_\infty) \geq \sigma/4 > 0$. Thus $z_\infty \in \mathcal{R}$ and so there is a $\delta > 0$ such that $B_X(z_\infty, 2\delta) \subset U_i$ for large $i$. As $\Phi^*_i g_i \to g$ in $C^3$ on $B^X(z_\infty, 2\delta)$, we find that
$$B^M_i(\Phi_i(z_\infty), \delta) \subset \Phi_i(B^X(z_\infty, 2\delta)) \subset \Phi_i(U_i) = V_i$$
for large $i$. But $d_{M_i}(\Phi_i(z_\infty), x_i) \leq d_{M_i}(\Phi_i(z_\infty), \Phi_i(z_i)) + d_{M_i}(\Phi_i(z_i), x_i) \to 0$ as $i \to \infty$, which implies that for large $i$ we have $x_i \in B^M_i(\Phi_i(z_\infty), \delta) \subset V_i$, contradicting our assumptions. □

Note that assertion (c) of this theorem holds due to Claim 4 and a compactness argument.

**Claim 5.** For any $x, y \in \mathcal{R}$ and $\varepsilon > 0$ there is a $C^1$-curve $\gamma : [0, 1] \to \mathcal{R}$ between $x, y$, such that $\ell(\gamma) < d(x, y) + \varepsilon$. In other words, $(X, d_X)$ is the completion of the length metric on $(\mathcal{R}, g)$ and $\mathcal{X}$ satisfies property (4) of Definition 1.7.
Claim 7. For any \( x, y \in \mathcal{R} \) and any \( r > 0 \) we have
\[
|B^X(x, r) \cap \mathcal{R}| \leq \liminf_{i \to \infty} |B^{M_i}(\Phi_i(x), r)| \leq \limsup_{i \to \infty} |B^{M_i}(\Phi_i(x), r)| \leq |B^X(x, r) \cap \mathcal{R}|.
\]
So assertion (a) of this theorem holds.

Proof. We first show the first inequality. By the fact that
\[
|B^X(x, r) \cap \mathcal{R}| = \lim_{\delta \to 0} |B^X(x, r - \delta) \cap \mathcal{R}|,
\]
it suffices to show that for all \( \delta > 0 \) we have
\[
|B^X(x, r - \delta) \cap \mathcal{R}| \leq \liminf_{i \to \infty} |B^{M_i}(\Phi_i(x), 0, r)|.
\]
(3.1)
Note that for large $i$ we have
\[ \Phi_i(U_i \cap B^X(x, r - \delta)) \subset B^{M_i}(\Phi_i(x), r). \]
So
\[ |U_i \cap B^X(x, r - \delta)| \leq (1 + \eta_i)|B^{M_i}(\Phi_i(x), r)| \]
for some $\eta_i \to 0$. Since $\bigcup_{i=1}^{\infty} U_i = \mathcal{R}$, we obtain (3.1).

Next, we show that $\limsup_{i \to \infty} |B^{M_i}(\Phi_i(x), r)| \leq |B^X(x, r) \cap \mathcal{R}|$. To do this, we use the fact that $B^X(x, r) \cap \mathcal{R} = \bigcap_{\delta > 0} (B^X(x, r + \delta) \cap \mathcal{R})$, and hence that $\lim_{\delta \to 0} |B^X(x, r + \delta) \cap \mathcal{R}| = |B^X(x, r) \cap \mathcal{R}|$, to see that it suffices to prove
\[ |B^X(x, r + \delta) \cap \mathcal{R}| \geq \limsup_{i \to \infty} |B^{M_i}(\Phi_i(x), r)|. \]
Then, as before, we can conclude that for large $i$
\[ |U_i \cap B^X(x, r + \delta)| \geq (1 - \eta_i)|V_i \cap B^{M_i}(\Phi_i(x), r)| \]
for some $\eta_i \to 0$. So we need to show that
\[ |B^{M_i}(\Phi_i(x), r) \setminus V_i| \to 0. \] (3.2)
To see this, observe that by Claim 4, for any $\sigma > 0$ we have
\[ B^{M_i}(\Phi_i(x), r) \setminus V_i \subset \{r^{M_i}(\cdot) < \sigma \} \]
for sufficiently large $i$. So (3.2) follows using property (B) of subsection 1.2. □

Using Claim 7 and property (A) of subsection 1.2, we obtain:

Claim 8. For any $D < \infty$ there are constants $\kappa_1 = \kappa_1(D), \kappa_2 = \kappa_2(D) > 0$ such that for all $x \in B^X(q_\infty, D)$ and $0 < r < D$ we have
\[ \kappa_1 r^n < |B^X(x, r) \cap \mathcal{R}| < \kappa_2 r^n. \]
In other words, $\mathcal{X} = (X, d_X, \mathcal{R}, g)$ satisfies property (5) of Definition 1.7.

It follows that $\mathcal{X} := (X, d_X, \mathcal{R}, g)$ is a singular space in the sense of Definition 1.7.

Claim 9. For any $x \in X$ and $r_0 > 0$ there is an $E_{x, r_0} < \infty$ such that for any $0 < r < r_0$ and $0 < s < 1$ we have
\[ \left| \{r_{Rm}^\infty < sr \} \cap B^X(x, r) \cap \mathcal{R} \right| \leq E_{x, r_0} s^{p_0 r^n}. \]
So $\mathcal{X}$ has singularities of codimension $p_0$. 
Claim 10. Let $x \in \mathcal{R}$ and $r, \delta > 0$. Then there is a sequence $\gamma : [0, 1] \to \mathcal{R}$ between $x, y$, $\gamma(0) = x, \gamma(1) = y$ such that

$$\ell_g(\gamma) < d_X(x, y) + \eta_i$$

and

$$r^\infty_{\text{Rm}}(\gamma(s)) > \sigma \quad \text{for all} \quad s \in [0, 1].$$

Proof. This is a direct consequence of property (E) in subsection 1.2.

Claim 11. Let $x \in \mathcal{R}$ and $r, \delta > 0$. Then there is a sequence $\gamma : [0, 1] \to \mathcal{R}$ of $C^1$-curves between $x, y$, $\gamma_i(0) = x, \gamma_i(1) = y$, such that

$$\liminf_{i \to \infty} \ell_g(\gamma_i) = d_X(x, y)$$

and such that for all $i$ we have

$$r^\infty_{\text{Rm}}(\gamma_i(s)) > \sigma \quad \text{for all} \quad s \in [0, 1].$$

Proof. We can construct $S^*_{x, r, \delta}$ as follows: Let $S_1, S_2, \ldots$ be the subsets from Claim 10 and let $S^*_{x, r, \delta}$ be the set of all points $y \in B^X(x, r) \cap \mathcal{R}$ such that $y \in S_i$ for infinitely many $i$. It remains to prove (3.3). To see this bound, observe that

$$(B^X(x, r) \cap \mathcal{R}) \setminus S^*_{x, r, \delta} = \bigcup_{j=1}^{\infty} \left((B^X(x, r) \cap \mathcal{R}) \setminus S_i\right).$$
The subset \[
\bigcap_{i=j}^{\infty} \left( (B^X(x, r) \cap \mathcal{R}) \setminus S_i \right)
\]
has measure bounded by \(\delta\) for each \(j\) and it is monotone in \(j\). So the union of these subsets has measure bounded by \(\delta\) as well. \(\square\)

We now claim that for any \(y \in S^*_{x,r,\delta}\) there is in fact a minimizing geodesic \(\gamma : [0,1] \to \mathcal{R}\) between \(x, y\) whose image is contained in \(\mathcal{R}\). To see this, observe that by Claim 11 and compactness of \(\{r_{\text{Rm}}^\infty \geq \sigma\} \cap B^X(x, r)\), for any \(0 = s_0 < s_1 < \ldots < s_m = 1\) there are points \(z_0, \ldots, z_m \in \{r_{\text{Rm}}^\infty \geq \sigma\} \cap B^X(x, r) \subset \mathcal{R}\) such that

\[
d_X(x, z_1) + d_X(z_1, z_2) + \ldots + d_X(z_m-1, y) = d_X(x, y)
\]

and such that

\[
d_X(z_{k-1}, z_k) = (s_k - s_{k-1})d_X(x, y) \quad \text{for all} \quad k = 1, \ldots, m.
\]

The parameters \(s_1, \ldots, s_{m-1}\) can be chosen such that we have

\[
d_X(z_{k-1}, z_k) < \sigma \leq r_{\text{Rm}}^\infty(z_{k-1}) \quad \text{for all} \quad k = 1, \ldots, m.
\]

So we can choose minimizing geodesics between \(z_{k-1}, z_k\) for each such \(k\). Their concatenation is a minimizing geodesic between \(x, y\) due to (3.4), which proves our claim.

Consider now the Riemannian manifold \((\mathcal{R}, g)\) and define \(\mathcal{G}_x, \mathcal{G}_x^* \subset \mathcal{R}\) as in Definition 2.2. We have shown that for any \(r, \delta > 0\) we have \(S^*_{x,r,\delta} \subset \mathcal{G}_x^*\).

It follows using (3.3) that \(\mathcal{R} \setminus \mathcal{G}_x\) has zero measure. By Proposition 23(c), the complement \(\mathcal{G}_x \setminus \mathcal{G}_x^*\) has zero measure as well and by Proposition 23, the subset \(\mathcal{G}_x^*\) is open. So \(Q_x := \mathcal{R} \setminus \mathcal{G}_x^* = (\mathcal{R} \setminus \mathcal{G}_x) \cup (\mathcal{G}_x \setminus \mathcal{G}_x^*)\) is closed and has measure zero. This finishes the proof. \(\square\)

### 3.2. The tameness properties.

We will now present the proof of Theorem 1.2(b), establishing the \(Y\)-tameness property of the limiting singular space. More specifically, we will prove the following theorem:

**Theorem 3.2.** For any \(A > 0\) and \(p_0 > 1\) there are \(c = c(A) > 0\) and \(Y = Y(A, p_0) < \infty\) such that the following holds:

Consider the sequence \(\{(M_i, g_i, q_i)\}_{i=1}^\infty\) and the pointed limiting singular space \((X, d_X, \mathcal{R}, g, q_\infty)\) from Theorem 3.1. Assume that \(\{(M_i, g_i, q_i)\}_{i=1}^\infty\) satisfies the properties (A)–(F) from subsection 1.2 for the constants \(A, p_0\) and for some constant \(T > 0\). Then \(X\) is \(Y\)-tame at scale \(c\sqrt{T}\).

We will split the proof of Theorem 3.2 into several parts, in which we establish the assumptions in Definition 1.10 of tameness separately. In each part we consider the setting of Theorem 3.2 and, in particular, we fix a convergence scheme \(\{(U_i, V_i, \Phi_i)\}_{i=1}^\infty\).
Proof of item (1) of the $Y$-tameness properties in Theorem 3.2. This is a direct consequence of property (A) from subsection 1.2 and Theorem 3.1(a). □

In order to show items (2) and (3) of the $Y$-tameness properties, we need the following lemma.

**Lemma 3.3.** There is a constant $C^* < \infty$ and for any $p_0 > 1$ and $A, E < \infty$ there is a constant $C = C(p_0, A, E) < \infty$ such that the following holds:

Let $(M, g)$ be a complete, $n$-dimensional Riemannian manifold with bounded curvature, $p \in M$ a point and $a, D > 0$ numbers and assume that

(i) For all $x \in B(p, 2D)$ and $0 < r < 2a$ we have $A^{-1}r^n < |B(x, r)| < Ar^n$.
(ii) For any $x \in B(p, 2D)$, $0 < r < 2a$ and $0 < s < 1$ we have

$$|\{\tilde{r}_{\text{Rm}} < sr\} \cap B(x, r)| < Es^{p_0}r^n.$$

Set $b(x) := d(x, p)$ and denote by $\mu_{\triangle b}$ the signed measure from Proposition 2.5. Then we have the following estimates:

(a) In the weak sense, we have for all $x \in M \setminus \{p\}$

$$d\mu_{\triangle b}(x) < C^* \left( \min\{r_{\text{Rm}}(x), b(x)\} \right)^{-1} dg. \quad (3.5)$$

(b) For any $0 < r \leq a$ and $y \in B(p, D)$ such that $d(p, y) > 2r$ we have

$$\int_{B(y, r)} d|\mu_{\triangle b}| < Cr^{n-1} \quad (3.6)$$

and for any $0 < s < 1$ we have

$$\int_{B(y, r) \cap \{\tilde{r}_{\text{Rm}} < sr\}} d|\mu_{\triangle b}| < Cs^{p_0-1}r^{n-1} \quad (3.7)$$

(c) Assume that $n \geq 3$ and denote by $d\mu_{\triangle b^{2-n}}$ the weak Laplacian of $b^{2-n}$, as introduced in Proposition 2.3. Let $0 < r < a$ and consider an open subset $U \subset B(p, r) \setminus \{p\}$ such that along any minimizing geodesic from $p$ to any point in $U$, we have $\text{Ric} \geq -(n-1)\kappa$ for some $\kappa \geq 0$ with $\kappa r^2 \leq 100$. Then

$$d\mu_{\triangle b^{2-n}} \geq -\frac{C^*\kappa}{b^{n-2}} dg \quad \text{on} \quad U \setminus \{p\}. \quad (3.8)$$

Moreover

$$\int_U d(\mu_{\triangle b^{2-n}})_- \leq C\kappa r^2. \quad (3.9)$$

**Proof.** For assertion (a) we argue as follows: By Proposition 2.5, the positive part $(\mu_{\triangle b})_+$ is absolutely continuous with respect to $dg$ and by Proposition 2.3 the function $b$ is smooth almost everywhere. So it suffices to check (3.5) wherever $b$ is smooth. Fix $x \in M \setminus \{p\}$ such that $b$ is smooth at $x$, let $z \in M$ be a point on a minimizing geodesic $\gamma : [0, 1] \to M$ between $p, x$ such that $d(x, z) = \frac{1}{\kappa} \min\{r_{\text{Rm}}(x), b(x)\}$ and set $b'(x') := d(x', z) + d(z, p)$ for any $x' \in M$. Then $x, z$ are not conjugate to each other along $\gamma$ and by Laplace comparison we have $\triangle b'(x) < C'd^{-1}(x, z)$ for some universal constant $C' < \infty$. By the triangle
inequality, we have $b' \geq b$ and $b'(x) = b(x)$. So also $\triangle b(x) < C'd^{-1}(x, z)$, which proves our claim.

To see assertion (b), we first compute the integral of $d\mu_{\triangle}$ over a slightly larger ball. Let $\varphi \in C_c^\infty(B(y, 1.5r))$ be a cutoff function taking values between 0 and 1 such that $\varphi \equiv 1$ on $B(y, r)$ and $|\nabla \varphi| < 10r^{-1}$ everywhere. Then, by Proposition 2.5, we get

\[
\left| \int_{B(y, 1.5r)} \varphi d\mu_{\triangle b} \right| = \left| \int_{B(y, 1.5r)} \nabla b \cdot \nabla \varphi \right| \leq 10r^{-1}|B(y, 1.5r)| \leq Cr^{n-1}, \tag{3.10}
\]

for some generic constant $C = C(A) < \infty$. Consider now the positive part $(\mu_{\triangle b})_+$ of the signed measure $\mu_{\triangle b}$. Then we can estimate, using (3.5) and the fact that $r_{Rm} \geq \bar{r}_{Rm}$,

\[
\int_{B(y, 1.5r)} d(\mu_{\triangle b})_+ \leq |B(y, 1.5r)| \cdot C^* \left( \min \{r, 0.5r\} \right)^{-1}
\]

\[+ \sum_{k=0}^{\infty} |B(y, 1.5r) \cap \{\bar{r}_{Rm} < 2^{-k}r\}| \cdot C^* \left( \min \{2^{-k}r, 0.5r\} \right)^{-1}
\]

\[\leq Cr^{n-1} + C \sum_{k=0}^{\infty} E2^{-p_0 k} r^n \cdot 2^k r^{-1}
\]

\[< C(E + 1)r^{n-1}.
\]

Observe that for the above bound it is essential that $p_0 > 1$. Combining this bound with (3.10) yields

\[
\int_{B(y, r)} d|\mu_{\triangle b}| \leq \int_{B(y, 1.5r)} \varphi d|\mu_{\triangle b}|
\]

\[\leq \int_{B(y, 1.5r)} \varphi d\mu_{\triangle b} \bigg| + \int_{B(y, 1.5r)} d(\mu_{\triangle b})_+ < C(E + 1)r^{n-1},
\]

where $C$ depends only on $A$. This shows (3.6).

To see (3.7), we choose points $z_1, \ldots, z_N \in B(y, r) \cap \{\bar{r}_{Rm} < sr\}$ where $N$ is maximal with the property that the balls $B(z_1, sr/2), \ldots, B(z_N, sr/2)$ are pairwise disjoint. Since $\bar{r}_{Rm}(\cdot)$ is 1-Lipschitz, we have

\[B(z_1, sr/2) \cup \ldots \cup B(z_N, sr/2) \subset B(y, 2r) \cap \{\bar{r}_{Rm} < 2sr\}.
\]

Using assumption (i) and

\[|B(y, 2r) \cap \{\bar{r}_{Rm} < 2sr\}| < E s^{p_0}(2r)^n,
\]
we can find a constants $c = c(A) > 0$ and $C_0 = C_0(A, E) < \infty$ such that
\[ N < \frac{E s^p s_0(2r)^n}{c(s r/2)^n} \leq C_0 s^p s_0^{-n}. \]
By the maximality of $N$, we have
\[ B(z_1, sr) \cup \ldots \cup B(z_N, sr) \supset B(y, r) \cap \{ \tilde{r}_{R_m} < sr \}. \]
So by (3.6)
\[
\int_{B(y, r) \cap \{ \tilde{r}_{R_m} < sr \}} d|\mu \Delta b| \leq \sum_{i=1}^{N} \int_{B(z_i, sr)} d|\mu \Delta b| \\
\leq C_0 s^p s_0^{-n} \cdot C(s r)^{n-1} = C_0 C s^p s_0^{-1} r^{n-1}.
\]
This shows (3.7) and hence assertion (b).
For assertion (c), let $\delta$ be a constant whose value we will determine later. By Laplace comparison, we find that wherever $b$ is smooth, we have
\[
\triangle b \leq (n-1) \frac{\text{sn}'_{-\kappa}(b)}{\text{sn}_{-\kappa}(b)}
\]
on $U$. Here $\text{sn}_{-\kappa}$ is defined in (2.3). So on $U$, and wherever $b$ is smooth, we have
\[
\triangle b^2 - n \geq (2-n)(1-n) b^{-n} + (2-n)(n-1) \frac{\text{sn}'_{-\kappa}(b)}{\text{sn}_{-\kappa}(b)} b^{1-n} = (n-2)(n-1) b^{-n} \cdot \frac{\text{sn}_{-\kappa}(b) - b \cdot \text{sn}'_{-\kappa}(b)}{b^2 \cdot \text{sn}_{-\kappa}(b)}.
\]
Note that
\[
\frac{\text{sn}_{-\kappa}(b) - b \cdot \text{sn}'_{-\kappa}(b)}{b^2 \cdot \text{sn}_{-\kappa}(b)} = \frac{\kappa^{-1/2} \sinh(\kappa^{1/2} b) - b \cdot \cosh(\kappa^{1/2} b)}{\kappa^{-1/2} \sinh(\kappa^{1/2} b)} = \kappa \cdot \frac{\sinh(\kappa^{1/2} b) - \kappa^{1/2} b \cdot \cosh(\kappa^{1/2} b)}{(\kappa^{1/2} b)^2 \cdot \sinh(\kappa^{1/2} b)}
\]
and that the function $\sinh x - x(\cosh x)$ has a zero of multiplicity 3 at $x = 0$. So, as long as $\kappa b^2 \leq 10$, we have
\[
\triangle b^2 - n \geq -C^* \kappa b^2 - n
\]
for some universal $C^* < \infty$. This shows (3.8). For (3.9), observe that, using assumption (i),
\[
\int_U d(\mu \triangle b^2 - n) \leq \int_{B(p, r)} \frac{C^* \kappa}{b^{n-2}} = C^* \kappa \left( \int_{B(p, r)} \frac{1}{r^{n-2}} + \int_{B(p, s)} \frac{(n-2)}{s^{n-1}} ds \right) \leq C^* \kappa \left( A r^2 + \int_0^r A s ds \right) \leq C(A) \kappa r^2.
\]
Then, using Proposition 2.5, we have\[b\]

Taking the limit\[j\]for some sequence\[i\]to see this, fix some large\[C\]and set\[h\]for large \(i\) and \(b_i(x) := d_{M_i}(x, q_i^*)\). Then \(b_i \circ \Phi_i \to b\) as \(i \to \infty\) uniformly on compact subsets of \(R\).

Let \(\Omega_i \subset M_i\) be smooth, connected domains such that\[B^{M_i}(p_i, r - \epsilon_i) \subset \Omega_i \subset B^{M_i}(p_i, r)\]for some sequence \(\epsilon_i \to 0\). For each \(i\) find harmonic functions \(h_i \in C^\infty(\text{Int } \Omega_i) \cap C^0(\Omega_i)\) that solve the Dirichlet problem\[
\triangle h_i = 0 \quad \text{on } \text{Int } \Omega_i \quad \text{and} \quad h_i = b_i \quad \text{on } \partial \Omega_i.
\]
Note that\[
\operatorname{osc}_{\Omega_i} h_i \leq \operatorname{osc}_{\partial \Omega_i} b_i \leq 2r \quad \text{and} \quad \max_{\Omega_i} |h_i - b_i| \leq 2r. \tag{3.12}
\]

We now claim that for large \(i\)
\[
\int_{\Omega_i} |\nabla (h_i - b_i)|^2 dg_i = \int_{\Omega_i} (h_i - b_i) d\mu_{\triangle b_i}. \tag{3.13}
\]
To see this, fix some large \(i\) and observe that
\[
\int_{\Omega_i} |\nabla (h_i - b_i)|^2 dg_i \leq 2 \int_{\Omega_i} |\nabla h_i|^2 dg_i + 2 \int_{\Omega_i} |\nabla b_i|^2 dg_i < \infty.
\]
So since \(h_i - b_i\) vanishes on \(\partial \Omega_i\), we can find a sequence \(\varphi_j \in C^2_c(\Omega_i)\) of compactly supported smoothings of \((h_i - b_i)\) that converge to \(h_i - b_i\) in \(C^0\) and in \(W^{1,2}\). Then, using Proposition 2.3 we have
\[
\int_{\Omega_i} \nabla (h_i - b_i) \cdot \nabla \varphi_j dg_i = \int_{\Omega_i} \nabla h_i \cdot \nabla \varphi_j dg_i - \int_{\Omega_i} \nabla b_i \cdot \nabla \varphi_j dg_i = \int_{\Omega_i} \varphi_j d\mu_{\triangle b_i}.
\]
Taking the limit \(j \to \infty\) on both sides yields (3.13).

We will now estimate the \(L^2\)-norm of \(h_i - b_i\) using the log-Sobolev inequality from property \((D)\) of subsection 1.2, which states that for any \(i\), any \(0 < \tau \leq 2T\) and for any \(f \in C^1(M_i)\) with the property that
\[
\int_{M_i} (4\pi \tau)^{-n/2} e^{-f} dg_i = 1
\]
we have the bound
\[
\int_{M_i} (\tau |\nabla f|^2 + f)(4\pi \tau)^{-n/2} e^{-f} dg_i > -A.
\]
So if \(v \in C^1(M_i)\) is a positive function with
\[
\int_{M_i} v^2 dg_i = 1,
\]

then choosing \( f = -\frac{n}{2} \log(4\pi\tau) - \log(v^2) \) yields

\[
\int_{M_i} \left( 4\tau |\nabla \log v|^2 - \frac{n}{2} \log(4\pi\tau) - \log(v^2) \right) v^2 dg_i > -A.
\]

So

\[
4\tau \int_{M_i} |\nabla v|^2 dg_i - \frac{n}{2} \log(4\pi\tau) - \int_{M_i} \log(v^2) v^2 dg_i > -A. \tag{3.14}
\]

By continuity, this inequality also holds for the case in which \( v \) does not have a sign and has regularity \( W^{1,2} \cap L^\infty \). Choose now

\[
v = (h_i - b_i) \left( \int_{\Omega_i} (h_i - b_i) \right)^{-1/2} \chi_{\Omega_i}.
\]

Then \( \int_{M_i} v^2 dg_i = 1 \) and hence \( v \) satisfies (3.14). Moreover, by Jensen’s inequality

\[
\int_{M_i} \log(v^2) v^2 dg_i = \int_{\Omega_i} \log(v^2) v^2 dg_i \geq |\Omega_i| \cdot \log(|\Omega_i|^{-1}) |\Omega_i|^{-1} = -\log|\Omega_i|.
\]

So

\[
4\tau \int_{\Omega_i} |\nabla v|^2 - \frac{n}{2} \log(4\pi\tau) + \log|\Omega_i| \geq -A.
\]

Note that by property (A) from subsection 1.2 we have \( |\Omega_i| \leq |B^{M_i}(p_i, r)| < Ar^n \) for large \( i \). So

\[
4\tau \int_{\Omega_i} |\nabla v|^2 \geq -A + \frac{n}{2} \log(4\pi\tau) - \log(Ar^n).
\]

Set now \( c = c(A) := (A^{2/n} \exp(2/n(A + 1))/4\pi)^{-1/2} \) and

\[
\tau := \frac{A^{2/n} \exp(2/n(A + 1))}{4\pi} \cdot r^2 \leq T.
\]

It follows that

\[
\frac{A^{2/n} \exp(2/n(A + 1))}{\pi} \cdot r^2 \int_{\Omega_i} |\nabla v|^2 \geq 1.
\]

Plugging back the definition of \( v \) gives us that for some constant \( C_* = C_*(A) < \infty \)

\[
C_* r^2 \int_{\Omega_i} |\nabla (h_i - b_i)|^2 dg_i \geq \int_{\Omega_i} (h_i - b_i)^2 - b_i)^2 dg_i \tag{3.15}
\]

Let us summarize our results so far. We have found that there is a constant \( C = C(A) < \infty \) such that for large \( i \)

\[
\int_{\Omega_i} |\nabla (h_i - b_i)|^2 dg_i \leq \int_{\Omega_i} (h_i - b_i) d\mu_{\Delta b_i}, \tag{3.16}
\]

\[
\int_{\Omega_i} (h_i - b_i)^2 dg_i \leq C r^2 \int_{\Omega_i} |\nabla (h_i - b_i)|^2 dg_i. \tag{3.17}
\]

We will now pass to the limit as \( i \to \infty \) to obtain the desired \( h \in C^3(B^X(p, r) \cap R) \). To do this, observe first that \( \|h_i\|_{L^\infty(\Omega_i)} \) is uniformly bounded. So by local elliptic regularity an the local bounds on \( \tilde{r}_{Rm} \), the first, second, third and fourth derivative of the sequence \( h_i \circ \Phi_i \) are locally uniformly bounded. So, after passing to a
subsequence, the sequence $h_i \circ \Phi_i$ converges to some harmonic $h \in C^3(B^X(p, r) \cap \mathcal{R})$ in $C^3$ on compact subsets of $B^X(p, r) \cap \mathcal{R}$. It is clear that

$$\int_{B^X(p, r) \cap \mathcal{R}} (h - b)^2 dg \leq \liminf_{i \to \infty} \int_{\Omega_i} (h_i - b_i)^2 dg_i. \quad (3.18)$$

Next, we show that

$$\int_{B^X(p, r) \cap \mathcal{R}} |\nabla (h - b)|^2 dg \leq \liminf_{i \to \infty} \int_{\Omega_i} |\nabla (h_i - b_i)|^2 dg_i. \quad (3.19)$$

To see this, assume that the left-hand side of (3.19) is positive, fix some small $\delta > 0$ and choose a vector field $Z \in C^2_c(B(p, r) \cap \mathcal{R})$, approximating $\nabla (h - b)$ well enough such that the following inequality holds

$$\int_{B^X(p, r) \cap \mathcal{R}} \langle \nabla (h - b), Z \rangle dg \geq (1 - \delta) \left( \int_{B^X(p, r) \cap \mathcal{R}} |\nabla (h - b)|^2 dg \right)^{1/2} \left( \int_{B^X(p, r) \cap \mathcal{R}} |Z|^2 dg \right)^{1/2}.$$ 

It follows, using Proposition 2.5 that

$$\lim_{i \to \infty} \int_{\Omega_i} \langle (h_i - b_i), ((\Phi_i)_*Z) \rangle dg_i = - \lim_{i \to \infty} \int_{\Omega_i} (h_i - b_i) \cdot \text{div}_g ((\Phi_i)_*Z) dg_i = - \int_{B^X(p, r) \cap \mathcal{R}} (h - b) \text{div}_g Z dg = \int_{B^X(p, r) \cap \mathcal{R}} \langle \nabla (h - b), Z \rangle dg \geq (1 - \delta) \left( \int_{B^X(p, r) \cap \mathcal{R}} |\nabla (h - b)|^2 dg \right)^{1/2} \left( \int_{B^X(p, r) \cap \mathcal{R}} |Z|^2 dg \right)^{1/2}.$$ 

Bounding the first term from above by Cauchy-Schwarz yields

$$\liminf_{i \to \infty} \left( \int_{\Omega_i} |\nabla (h_i - b_i)|^2 dg_i \right)^{1/2} \left( \int_{\Omega_i} |(\Phi_i)_*Z|^2 dg_i \right)^{1/2} \geq (1 - \delta) \left( \int_{B^X(p, r) \cap \mathcal{R}} |\nabla (h - b)|^2 dg \right)^{1/2} \left( \int_{B^X(p, r) \cap \mathcal{R}} |Z|^2 dg \right)^{1/2}.$$ 

The second term on the left-hand side converges to the second term on the right-hand side. So

$$\liminf_{i \to \infty} \left( \int_{\Omega_i} |\nabla (h_i - b_i)|^2 dg_i \right)^{1/2} \geq (1 - \delta) \left( \int_{B^X(p, r) \cap \mathcal{R}} |\nabla (h - b)|^2 dg \right)^{1/2}.$$ 

Letting $\delta \to 0$ implies (3.19).

Combining (3.12), (3.16), (3.17), (3.18) and (3.19) yields that

$$|h - b| \leq 2r,$$

$$\int_{B^X(p, r) \cap \mathcal{R}} |\nabla (h - b)|^2 dg \leq Cr^2 \liminf_{i \to \infty} \int_{\Omega_i} (h_i - b_i) d\mu_{\Delta b_i},$$
\[
\int_{B^X(p,r) \cap \mathcal{R}} (h - b)^2 dg \leq \liminf_{i \to \infty} \int_{\Omega_i} (h_i - b_i) d\mu_{\Delta b_i}.
\]

So to finish the proof, it remains to show that
\[
\liminf_{i \to \infty} \int_{\Omega_i} (h_i - b_i) d\mu_{\Delta b_i} \leq 2r \int_{B^X(p,r) \cap \mathcal{R}} |d\mu_{\Delta b}|. \tag{3.20}
\]

For the proof of (3.20) let \(\sigma, \nu > 0\) be small constants and choose a compactly supported cutoff function \(\eta \in C^2_c(B^X(p, r) \cap \mathcal{R})\) such that \(0 \leq \eta \leq 1\) everywhere and

\[\eta \equiv 1 \quad \text{on} \quad B^X(p, r - \nu) \cap \{Rm > \sigma\}.\]

For large enough \(i\) we have \(\text{supp} \eta \subset U_i\). For such \(i\) set \(\eta_i := \eta \circ \Phi_i^{-1} \in C^2_c(V_i) \subset C^2_c(M_i)\).

As a first step towards (3.20), we show that
\[
\lim_{i \to \infty} \int_{\Omega_i} \eta_i(h_i - b_i) d\mu_{\Delta b_i} = \int_{B^X(p,r) \cap \mathcal{R}} \eta(h - b) d\mu_{\Delta b} \leq 2r \int_{B^X(p,r) \cap \mathcal{R}} |d\mu_{\Delta b}|. \tag{3.21}
\]

To see this, fix a small \(\delta > 0\) and let \(\varphi \in C^2_c(\mathcal{R})\) be a smoothening of \(\eta(h - b)\) such that \(|\varphi - \eta(h - b)| < \delta\). Then
\[
\lim_{i \to \infty} \int_{M_i} (\varphi \circ \Phi_i^{-1}) d\mu_{\Delta b_i} = \lim_{i \to \infty} \int_{M_i} \Delta(\varphi \circ \Phi_i^{-1}) \cdot b_i dg_i = \int_{\mathcal{R}} \Delta \varphi \cdot bdg = \int_{\mathcal{R}} \varphi d\mu_{\Delta b}. \tag{3.22}
\]

By Lemma 3.3(b) there is a constant \(C''_1 < \infty\), which does not depend on \(i\), such that for large \(i\)
\[
\left| \int_{\Omega_i} \eta_i(h_i - b_i) d\mu_{\Delta b_i} - \int_{\Omega_i} (\varphi \circ \Phi_i^{-1}) d\mu_{\Delta b_i} \right| \leq \delta \int_{B^{M_i}(p,r)} |d\mu_{\Delta b_i}| < C''_1 \delta. \tag{3.23}
\]

Furthermore, since \(\text{supp}(\eta(h - b) - \varphi)\) is compact and \(\mu_{\Delta b}\) has locally finite total variation, there is a \(C''_2 < \infty\) such that
\[
\left| \int_{\mathcal{R}} (\eta(h - b) d\mu_{\Delta b} - \int_{\mathcal{R}} \varphi d\mu_{\Delta b}) \right| \leq \delta \int_{\text{supp}(\eta(h - b) - \varphi)} |d\mu_{\Delta b}| < C''_2 \delta. \tag{3.24}
\]

Combining (3.22), (3.23) and (3.24) and letting \(\delta \to 0\) gives us (3.21).

We will now bound
\[
\limsup_{i \to \infty} \int_{\Omega_i} (1 - \eta_i)(h_i - b_i) d\mu_{\Delta b_i}.
\]

To do this, observe that by Theorem 3.1(c), we have for large \(i\) that
\[
\Omega_i \cap \text{supp}(1 - \eta_i) \subset \left( B^{M_i}(p_i, r) \cap \{r_{\text{Rm}}^{M_i} < 2\sigma\} \right) \cup \left( A^{M_i}(p_i, r - 2\nu, r) \cap \{r_{\text{Rm}}^{M_i} \geq 2\sigma\} \right).
\]

Here
\[
A^{M_i}(p_i, r - 2\nu, r) := \{ x \in M_i : r - 2\nu < d_{M_i}(p_i, x) < r \}.
\]
So, since by (3.12) we have $|h_i - b_i| \leq 2r$ on $\Omega_i$, we find that for large $i$

$$
\int_{\Omega_i} (1 - \eta_i)(h_i - b_i) d\mu_{\triangle b_i} \leq 2r \left( \int_{B^{M_i}(p_i, r) \cap \{\bar{r}_{R_m}^{M_i} \geq 2\sigma\}} d|\mu_{\triangle b_i}| 
+ \int_{A^{M_i}(p_i, r - 2\nu, r) \cap \{\bar{r}_{R_m}^{M_i} \geq 2\sigma\}} d|\mu_{\triangle b_i}| \right). \quad (3.25)
$$

The first term can be bounded using Lemma 3.3(b): There is a constant $C'_3 < \infty$, which may depend on $r$ but not on $i$, such that

$$
\int_{B^{M_i}(p_i, r) \cap \{\bar{r}_{R_m}^{M_i} < 2\sigma\}} d|\mu_{\triangle b_i}| < C'_3 \sigma^{\alpha - 1}. \quad (3.26)
$$

In order to bound the second term on the right-hand side in (3.25), let $\psi \in C^2_c(A^X(p, r - 4\nu, r + 2\nu) \cap \mathcal{R})$ be a cutoff function such that $0 \leq \psi \leq 1$ everywhere and

$$
\psi \equiv 1 \quad \text{on} \quad A^X(p, r - 3\nu, r + \nu) \cap \{r_{R_m}^1 > \sigma\}
$$

and set $\psi_i := \psi \circ \Phi_i^{-1} \in C^2_c(V_i) \subset C^2_c(M_i)$ for large enough $i$. Then, using Theorem 3.1(b), we obtain that for large $i$ we have $\psi_i \equiv 1$ on $A^{M_i}(p_i, r - 2\nu, r) \cap \{\bar{r}_{R_m}^{M_i} < 2\sigma\}$ and supp $\psi_i \subset A^{M_i}(p_i, r - 5\nu, r + 3\nu) \cap \{\bar{r}_{R_m}^{M_i} \geq \sigma/2\}$. Since $r_{R_m}^{M_i} \geq \sigma/2$ on supp $\psi_i$ for large $i$, we may use Lemma 3.3(a) and conclude that there is a constant $C''_4 < \infty$, which does not depend on $i$, such for large $i$ we have in the weak sense

$$
d|\mu_{\triangle b_i}| \leq 2d(\mu_{\triangle b_i})_+ - d\mu_{\triangle b_i} \leq C''_4 \sigma^{-1} dg_i^0 - d\mu_{\triangle b_i}.
$$

This implies that for large $i$

$$
\int_{A^{M_i}(p_i, r - 2\nu, r) \cap \{\bar{r}_{R_m}^{M_i} \geq 2\sigma\}} d|\mu_{\triangle b_i}| \leq \int_{M_i} \psi_i d|\mu_{\triangle b_i}|
\leq C''_4 \sigma^{-1} \text{supp} \psi_i - \int_{M_i} \psi_i d\mu_{\triangle b_i} \leq C''_4 \sigma^{-1} \text{supp} \psi_i - \int_{M_i} \Delta \psi_i \cdot b_i dg_i.
$$

Taking this inequality to the limit yields

$$
\lim_{i \to \infty} \int_{A^{M_i}(p_i, r - 2\nu, r) \cap \{\bar{r}_{R_m}^{M_i} \geq 2\sigma\}} d|\mu_{\triangle b_i}|
\leq C''_4 \sigma^{-1} \text{supp} \psi - \int_{\mathcal{R}} \Delta \psi \cdot bdg = C''_4 \sigma^{-1} \text{supp} \psi - \int_{\mathcal{R}} \psi d\mu_{\triangle b}. \quad (3.27)
$$

Combining (3.25), (3.26) and (3.27) yields

$$
\lim_{i \to \infty} \int_{\Omega_i} (1 - \eta_i)(h_i - b_i) d\mu_{\triangle b_i} \leq 2C''_3 r \sigma^{\alpha - 1}
+ 2C''_4 r \sigma^{-1} |A^X(p, r - 4\nu, r + 2\nu) \cap \mathcal{R}| + 2r \int_{A^X(p, r - 4\nu, r + 2\nu) \cap \mathcal{R}} d|\mu_{\triangle b}|.
$$
Combining this inequality with (3.21) yields

\[
\limsup_{i \to \infty} \int_{\Omega_i} (h_i - b_i) d\mu_{\Delta b_i} \leq 2 r \int_{B^X(p,r) \cap \mathcal{R}} |d\mu_{\Delta b}| + 2 C_3 r^2 \sigma^{p_0 - 1} \]
\[+ 2 C_4 r^2 |A^X(p, r - 4 \nu, r + 2 \nu) \cap \mathcal{R}| + 2 r \int_{A^X(p, r - 4 \nu, r + 2 \nu) \cap \mathcal{R}} |d\mu_{\Delta b}|. \tag{3.28}
\]

Since \( X \) has mild singularities (in the sense of Definition 1.8) by Theorem 3.1, we have by Proposition 2.3

\[
|A^X(p, r - 4 \nu, r + 2 \nu) \cap \mathcal{R}| = |A^X(p, r - 4 \nu, r + 2 \nu) \cap (\mathcal{R} \setminus Q_p)|
\leq \int_{A^R(0, r - 4 \nu, r + 2 \nu) \cap G_p} J_p(\nu) d\nu.
\]

It follows that

\[
\lim_{\nu \to 0} |A^X(p, r - 4 \nu, r + 2 \nu) \cap \mathcal{R}| = 0.
\]

So letting \( \nu \to 0 \) in (3.28) gives us

\[
\limsup_{i \to \infty} \int_{\Omega_i} (h_i - b_i) d\mu_{\Delta b_i} \leq 2 r \int_{\partial B^X(p,r) \cap \mathcal{R}} |d\mu_{\Delta b}| + 2 r \int_{\partial B^X(p,r) \cap \mathcal{R}} |d\mu_{\Delta b}|
\]
\[+ 2 C_3 r^2 \sigma^{p_0 - 1}.
\]

Finally, letting \( \sigma \to 0 \) yields (3.20) and hence finishes the proof. \( \square \)

**Lemma 3.4.** For any \( A < \infty \) there is a constant \( C(A) < \infty \) such that the following holds:

Let \((M, g)\) be a complete Riemannian manifold of dimension \( n \geq 3 \), let \( p \in M \) be a point, \( 0 < r_1 < r_2 \) and \( 0 \leq \kappa \leq r_1^{-2} \). Assume that \( |B(p, r_1)| \leq A r_1^n \).

Then for \( b(x) := d^{2-n}(x, p) \) we have

\[
\int_{A(p, r_1, r_2)} |d\mu_{\Delta b}| \leq C \left( \frac{|B(p, r_1)|}{v_-(r_1)} - \frac{|A(p, r_2, 2r_2)|}{v_-(2r_2) - v_-(r_2) + \kappa r_1^2} + 2 \int_{B(p, 2r_2) \setminus \{p\}} d(\mu_{\Delta b}) \right).
\]

**Proof.** Recall that

\[
v_-(r) = n \omega_n \int_0^r (\sin_-(t))^{n-1} dt. \tag{3.29}
\]

Let

\[
H(r) := \begin{cases}
\frac{v_-(r)}{v_-(r_1)} & \text{if } 0 \leq r \leq r_1 \\
1 & \text{if } r_1 \leq r \leq r_2 \\
\frac{v_-(2r_2) - v_-(r)}{v_-(2r_2) - v_-(r_2)} & \text{if } r_2 \leq r \leq 2r_2 \\
0 & \text{if } 2r_2 \leq r
\end{cases}
\]

Finally, letting \( \sigma \to 0 \) yields (3.20) and hence finishes the proof. \( \square \)
and note that \(H : [0, \infty) \to [0, 1]\) is continuous. Define \(f(x) := H(d(x, p))\). We can then compute that, using (3.29) and Proposition 2.3,

\[
\int_{B(p, 2r_2)} f \, d\mu_{\Delta b} = - \int_{B(p, 2r_2)} (\nabla f, \nabla b) \, dg = \int_{B(p, 2r_2)} \frac{n - 2}{(d(x, p))^{n-1}} \cdot H'(d(x, p)) \, dg(x) = \frac{n(n - 2)}{v_\kappa(r_1)} \int_{B(p, r_1)} \frac{(\text{sn}_\kappa(d(x, p)))^{n-1}}{(d(x, p))^{n-1}} \, dg(x) - \frac{n(n - 2)}{v_\kappa(2r_2) - v_\kappa(r_2)} \int_{A(p, r_2, 2r_2)} \frac{(\text{sn}_\kappa(d(x, p)))^{n-1}}{(d(x, p))^{n-1}} \, dg(x)
\]

Now note that \(\text{sn}_\kappa(r) \geq r\) and that there is some \(C' < \infty\) such that for all \(0 < r \leq r_1\) we have

\[
\frac{\text{sn}_\kappa(r)}{r} \leq \kappa^{-1/2} \sinh(\kappa^{1/2}r) \leq \frac{r + C' \kappa r^2}{r} = 1 + C' \kappa r^2.
\]

Therefore, using the bound \(|B(p, r_1)| \leq 2v_\kappa(r_1)\),

\[
\int_{B(p, 2r_2)} f \, d\mu_{\Delta b} \leq n(n - 2)\omega_n \left(1 + C' \kappa r_1^2\right) \frac{|B(p, r_1)|}{v_\kappa(r_1)} - \frac{|A(p, r_2, 2r_2)|}{v_\kappa(2r_2) - v_\kappa(r_2)} \leq n(n - 2)\omega_n \left(\frac{A}{v_\kappa(1)} \cdot \kappa r_1^2 + \kappa r_1^2 + \frac{|B(p, r_1)|}{v_\kappa(r_1)} - \frac{|A(p, r_2, 2r_2)|}{v_\kappa(2r_2) - v_\kappa(r_2)}\right)
\]

On the other hand

\[
\int_{A(p, r_1, r_2)} d|\mu_{\Delta b}| \leq \int_{B(p, 2r_2) \setminus \{p\}} f \, d\mu_{\Delta b} + 2 \int_{B(p, 2r_2) \setminus \{p\}} d(\mu_{\Delta b}) -
\]

This concludes the proof. \(\square\)

*Proof of item (2) of the Y-tameness properties in Theorem 3.2.* Fix \(A, T > 0\) and \(p_0 > 1\) and assume that \(n \geq 3, 0 < r_1 < r_2 < c\sqrt{T}\) for some \(c = c(A) > 0\) whose value we will determine in the course of this proof. Let \(p \in \mathcal{R}\) and assume moreover that \(\text{Ric} \geq -(n - 1)\kappa\) on \(B^X(p, 4r_2) \cap \mathcal{R}\) for some \(0 \leq \kappa \leq r_2^{-2}\).

Set \(p_i := \Phi_i(p) \in M_i\) for large \(i\). Moreover, we let \(b(x) := (d_X(x, p))^2 - n\) and \(b_i(x) := (d_{M_i}(x, p^i))^2 - n\). Then we have uniform convergence \(b_i \circ \Phi_i \to b\) on compact subsets of \(\mathcal{R} \setminus \{p\}\). By assertion (a) of Theorem 3.1 we have

\[
\limsup_{i \to \infty} \left(\frac{|B^M_i(p_i, r_1)|}{v_\kappa(r_1)} - \frac{|A^M_i(p_i, r_2, 2r_2)|}{v_\kappa(2r_2) - v_\kappa(r_2)}\right) = \frac{|B^X(p, r_1) \cap \mathcal{R}|}{v_\kappa(r_1)} - \frac{|A^X(p, r_2, 2r_2) \cap \mathcal{R}|}{v_\kappa(2r_2) - v_\kappa(r_2)} = H.
\]
Using Lemma 3.4, we conclude that

$$\limsup_{i \to \infty} \int_{A^{M_i}(p_i, r_1, r_2)} d(\mu, \Delta b_i) \leq C(H + \kappa r_1^2) + 2 \limsup_{i \to \infty} \int_{B^{M_i}(p_i, 3r_2) \setminus \{p_i\}} d(\mu, \Delta b_i).$$

(3.30)

We will now show that the limit on the right-hand side is bounded by $C \kappa r_2^2$ for some constant $C = C(A, p_0) < \infty$. To see this, fix some compact subset $K \subset (B^X(p, 3r_2) \cap \mathcal{R}) \setminus Q_p$. Then $K \subset U_i$ for large $i$. We first show:

**Claim.** There is a constant $\sigma = \sigma(K) > 0$ such that for large $i$ the following is true: For any $x \in K$, the image of any minimizing geodesic $\gamma : [0, l] \to M_i$ between $p_i$ and $\Phi_i(x)$ is contained in $\{ \tilde{r}^{M_i}_{Rm} > \sigma \} \cap B^{M_i}(p_i, 3r_2)$.

**Proof.** Note first, that by Theorem 3.1(c) there is a sequence $\sigma_i \to 0$ such that for large $i$

$$B^{M_i}(p_i, 3r_2) \cap \{ \tilde{r}^{M_i}_{Rm} \geq \sigma_i \} \subset V_i$$

Fix this sequence for the rest of the proof. For large $i$ we have $\Phi_i(K) \subset B^{M_i}(p_i, 3r_2)$, so any minimizing geodesic between $p_i$ and a point in $\Phi_i(K)$ is contained in $B^{M_i}(p_i, 3r_2)$.

Assume now that the claim was wrong. Then, after passing to a subsequence, we can find a sequence $x_i \in K$ of points and a sequence of minimizing arclength geodesics $\gamma_i : [0, l_i] \to M_i$ between $p_i$ and $\Phi_i(x_i)$ that are each not fully contained in $\{ \tilde{r}^{M_i}_{Rm} > \sigma_i \}$. By passing to a subsequence, we may assume that $x_i \to x_\infty \in K$ and that $l_\infty := \lim_{i \to \infty} l_i$ exists. Let $0 < a_i \leq l_i$ each be maximal with the property that we have $\gamma_i([l_i - a_i, l_i]) \subset \{ \tilde{r}^{M_i}_{Rm} \geq \sigma_i \}$. So $\tilde{r}^{M_i}_{Rm}(\gamma_i(l_i - a)) = \sigma_i$. Since $\tilde{r}^{M_i}_{Rm}($) is 1-Lipschitz, it follows that for any $\varepsilon > 0$

$$\limsup_{i \to \infty} \tilde{r}^{M_i}_{Rm}(\gamma_i(l_i - a_i + \varepsilon)) \leq \lim_{i \to \infty} \sigma_i + \varepsilon = \varepsilon.$$  

(3.31)

After passing to another subsequence, we may assume that $a_\infty := \lim_{i \to \infty} a_i \in [0, l_\infty]$ exists and that we have uniform convergence of the curves $\Phi_i^{-1} \circ \gamma_i|_{[l_i - a_i, l_i]}$ to some continuous curve $\gamma_\infty : (l_\infty - a_\infty, l_\infty) \to \mathcal{R}$ with $\gamma_\infty(l_\infty) = x_\infty$. Note that $a_\infty > 0$ since by Theorem 3.1(b)

$$\liminf_{i \to \infty} \tilde{r}^{M_i}_{Rm}(\Phi_i(x_i)) \geq \liminf_{i \to \infty} (\tilde{r}^{M_i}_{Rm}(\Phi_i(x_\infty)) - d_{M_i}(\Phi_i(x_i), \Phi_i(x_\infty))) = \liminf_{i \to \infty} r^{M_i}_{Rm}(\Phi_i(x_\infty)) > 0.$$ 

For any $s_1, s_2 \in (l_\infty - a_\infty, l_\infty]$, we have

$$d_X(\gamma_\infty(s_1), \gamma_\infty(s_2)) = \lim_{i \to \infty} d_{M_i}(\gamma_i(s_1), \gamma_i(s_2)) = |s_1 - s_2|.$$ 

So $\gamma_\infty$ is a minimizing geodesic. Similarly, for any $s \in (l_\infty - a_\infty, l_\infty]$, we have

$$d_X(p, \gamma_\infty(s)) + d_X(\gamma_\infty(s), x_\infty) = d(p, x_\infty).$$ 

Next, we show that $\lim_{t \to l_\infty - a_\infty} \gamma_\infty(s) \notin \mathcal{R}$ and thus $a_\infty < l_\infty$. Assume that it did and denote this limit by $z \in \mathcal{R}$. Then, using Theorem 3.1(b) and (3.31), we
get that for all \( \varepsilon > 0 \)
\[
0 < \limsup_{i \to \infty} \tilde{r}^{M_i}_{Rm}(\Phi_i(z)) \leq \limsup_{i \to \infty} \left( \tilde{r}^{M_i}_{Rm}(\gamma_i(l_i - a_i + \varepsilon)) + d_{M_i}(\gamma_i(l_i - a_i + \varepsilon), \Phi_i(z)) \right) \leq 2\varepsilon.
\]

This gives us the desired contradiction.

Since \( x_\infty \in K \) is not in \( Q_p \cup \{p\} \), and \( Q_p \cup \{p\} \) is closed, we can pick some \( 0 < b < a_\infty \) such that \( \gamma_\infty(l_\infty - b) \in \mathcal{R} \setminus (Q_p \cup \{p\}) \). So there is a minimizing arclength geodesic \( \gamma^* : [0, l_\infty - b] \to \mathcal{R} \) between \( p \) and \( \gamma_\infty(l_\infty - b) \) whose image is contained in \( \mathcal{R} \). It follows that
\[
\ell \gamma^* + \ell \gamma_\infty \mid_{[l_\infty - b, l_\infty]} = d_X(p, \gamma_\infty(l_\infty - b)) + d_X(\gamma_\infty(l_\infty - b), x_\infty) = d_X(p, x_\infty).
\]

So the concatenation of \( \gamma^* \) and \( \gamma_\infty \mid_{[l_\infty - b, l_\infty]} \) is a minimizing geodesic between \( p \) and \( x_\infty \) and hence smooth. It follows that \( \gamma^* = \gamma_\infty \) on \( (l_\infty - a_\infty, l_\infty - b) \), which contradicts \( \lim_{s \to l_\infty - a_\infty} \gamma_\infty(s) \notin \mathcal{R} \). \( \square \)

Fix now \( \sigma > 0 \) from the Claim and let \( \kappa' > \kappa \) be some constant that is slightly larger than \( \kappa \). Then, since by assumption we have \( \text{Ric} \geq -(n - 1)\kappa \) on \( B(p, 4r_2) \cap \mathcal{R} \), we must have \( \text{Ric} \geq -(n - 1)\kappa' \) on \( \{ \tilde{r}^{M_i}_{Rm} > \sigma \} \cap B^X(p, 3r_2) \) for large \( i \). By the Claim, property (A) from subsection 1.2 and Lemma 3.3(c), this implies that for some \( C = C(A) < \infty \) and large \( i \) we have
\[
\int_{\Phi_i(K) \setminus \{p_i\}} d(\mu_{\Delta b_i})_- \leq C\kappa'(3r_2)^2.
\]

This implies
\[
\limsup_{i \to \infty} \int_{\Phi_i(K) \setminus \{p_i\}} d(\mu_{\Delta b_i})_- \leq C\kappa r_2^2. \tag{3.32}
\]

Next we will show that
\[
\limsup_{i \to \infty} \int_{B^{M_i}(p_i, 2r_2) \setminus \Phi_i(K)} d(\mu_{\Delta b_i})_-
\]

can be made arbitrarily small if \( K \) is chosen to approximate \( (B^X(p, 3r_2) \cap \mathcal{R}) \setminus Q_p \) well enough. To see this, observe first that whenever \( d_{M_i}(\cdot, p_i) \) is \( C^2 \), we have
\[
\Delta b_i = (n - 2)(n - 1)(d_{M_i}(\cdot, p_i))^{-n} - (n - 2)d_{M_i}(\cdot, p_i)(d_{M_i}(\cdot, p_i))^{1-n}.
\]

So, as \( d(\mu_{\Delta b_i})_- \) is absolutely continuous with respect to \( dg_i \), we have
\[
d(\mu_{\Delta b_i})_- \leq (n - 2)(d_{M_i}(\cdot, p_i))^{1-n} d(\mu_{\Delta d_{M_i}(\cdot, p_i)})_+. \tag{3.33}
\]

Using Lemma 3.3(b), we can conclude from this that there is some constant \( C'_1 < \infty \), which is independent of \( i \), such that for all \( \nu, \sigma_0 > 0 \) and all \( i \) we have
\[
\int_{A^{M_i}(p_i, \nu, 2r_2) \cap \{ \tilde{r}^{M_i}_{Rm} \leq \sigma_0 \}} d(\mu_{\Delta b_i})_- \leq C'_1 \nu^{1-n} \sigma_0^{\nu_0-1}. \tag{3.34}
\]
On the other hand, (3.33) and the pointwise bound of Lemma 3.3(a) implies that there is a constant $C_2' < \infty$, which is independent of $K$ and $i$, such that

$$
\int_{(A^{M_i}(p_i, \nu, 2r_2) \cap \{\tilde{r}_{M_i} > \sigma_0\}) \setminus \Phi_i(K)} d(\mu_{\triangle b_i}) - \\
\leq C_2' \nu^{1-n}(\nu^{-1} + \sigma_0^{-1}) \cdot \left| (A^{M_i}(p_i, \nu, 2r_2) \cap \{\tilde{r}_{M_i} > \sigma_0\}) \setminus \Phi_i(K) \right|.
$$

(3.35)

Choose now $\nu > 0$ small enough such that $B^X(p, 3\nu) \subset (B^X(p, 3r_2) \cap R) \setminus Q_p$. So $B^{M_i}(p_i, 0, 2\nu) \subset \Phi_i(B^X(p, 3\nu))$ for large $i$. Combining (3.34) and (3.35), we find that for any compact subset

$$
B^X(p, 3\nu) \subset K \subset B^X(p, 3r_2) \cap R
$$

we have

$$
\limsup_{i \to \infty} \int_{B^{M_i}(p_i, 2r_2) \setminus \Phi_i(K)} d(\mu_{\triangle b_i}) - \\
\leq \limsup_{i \to \infty} C_2' \nu^{1-n}(\nu^{-1} + \sigma_0^{-1}) \cdot \left| (A^{M_i}(p_i, \nu, 2r_2) \cap \{\tilde{r}_{M_i} > \sigma_0\}) \setminus \Phi_i(K) \right| \\
\leq C_2' \nu^{1-n}(\nu^{-1} + \sigma_0^{-1}) \cdot \left| (B^X(p, \nu, 3r_2) \cap R) \setminus K \right|.
$$

Combining this with (3.32) yields

$$
\limsup_{i \to \infty} \int_{B^{M_i}(p_i, 2r_2) \setminus \Phi_i(p_i)} d(\mu_{\triangle b_i}) - \\
\leq C_2 \nu^{1-n}(\nu^{-1} + \sigma_0^{-1}) \cdot \left| (B^X(p, 3r_2) \cap R) \setminus K \right|.
$$

(3.36)

We now claim that we can make the sum of the last two terms on the right-hand side of this inequality arbitrarily small. To see this, choose $\sigma_0 > 0$ such that $C_2' \nu^{1-n}\sigma_0^{-1}$ is small. Next, since $K \subset (B^X(p, 4r_2) \cap R) \setminus Q_p$ can be chosen arbitrarily and $Q_p$ has measure 0, we may choose $K$ such that $B^X(p, 0, 3\nu) \subset K$ and such that $|(B^X(p, 3r_2) \cap R) \setminus K|$ is arbitrarily small. This makes the second term on the right-hand side of (3.36) small. So we conclude that

$$
\limsup_{i \to \infty} \int_{B^{M_i}(p_i, 3r_2)} d(\mu_{\triangle b_i}) - \leq C \nu^{2}
$$

and thus, by (3.30), we have

$$
\limsup_{i \to \infty} \int_{A^{M_i}(p_i, 0, r_1, r_2)} d(\mu_{\triangle b_i}) \leq C(k^2 + H).
$$

(3.37)

The rest of the proof now follows along the lines of the proof of item (2) of the tameness assumptions. We will now go through the main steps of this proof and point out the major differences. Similarly to (3.11) let $\Omega_i \subset M_i$ be smooth and connected domains such that for some $\varepsilon_i \to 0$ we have

$$
A^M(p_i, r_1 + \varepsilon_i, r_2 - \varepsilon_i) \subset \Omega_i \subset A^M(p_i, r_1 - \varepsilon_i, r_2 + \varepsilon_i)
$$

and let $h_i \in C^\infty(\text{Int} \, \Omega_i) \cap C^0(\Omega_i)$ be solutions to the Dirichlet problem

$$
\triangle h_i = 0 \quad \text{on} \quad \Omega_i \quad \text{and} \quad h_i = b_i \quad \text{on} \quad \partial \Omega_i.
$$
Then, as in (3.12),
\[(r_2 + \varepsilon_i)^{2-n} \leq \min_{\partial N} b_i \leq \min_{\Omega_i} h_i \leq \max_{\Omega_i} h_i \leq \max_{\partial N} b_i \leq (r_1 - \varepsilon_i)^{2-n}.
\]

As in the proof of (3.13) we find that
\[
\int_{\Omega_i} |\nabla (h_i - b_i)|^2 \, dg_i = \int_{\Omega_i} (h_i - b_i) \, d\mu_{\Delta b_i}
\]
\[
\leq 2 ((r_2 - \varepsilon_i)^{2-n} - (r_1 + \varepsilon_i)^{2-n}) \int_{\Omega_i} \, d|\mu_{\Delta b_i}|.
\] (3.38)

Also, as in the proof of (3.15), we find that there is a constant \(C_{**} = C_{**}(A) \leq \infty\) such that for sufficiently small \(c = c(A) > 0\)
\[
\int_{\Omega_i} (h_i - b_i)^2 \, dg_i \leq C_{**} r_i^2 \int_{\Omega_i} |\nabla (h_i - b_i)|^2 \, dg_i.
\] (3.39)

The harmonic function \(h \in C^3(A^X(p, r_1, r_2) \cap R)\) can now be constructed by passing to the limit, as in the proof of part (2) of the \(Y\)-tameness properties. The bounds (1.3) and (1.4) follow from (3.38), (3.39) via (3.37) using a similar limit argument as in that proof. Note that (3.20) in this proof is replaced by (3.37).

Proof of item (4) of the \(Y\)-tameness properties in Theorem 3.2. We first establish the following improvement of property (F) from subsection 1.2. There is a constant \(C = C(A) < \infty\) such that for all \(D < \infty\) and sufficiently large \(i\) (depending on \(D\)) the following holds: For all \(0 < r < \sqrt{T}\) and all \(x \in B^M_i(y, D)\) there is a compactly supported function \(\phi \in C^\infty_c(B^M_i(x, 0.9r))\) that only takes values in \([0, 1]\), that satisfies \(\phi \equiv 1\) on \(B^M_i(x, 0.6r)\) and that satisfies the bounds
\[|\nabla \phi| < Cr^{-1} \quad \text{and} \quad |\Delta \phi| < Cr^{-2}.
\]

To see this, assume without loss of generality that \(A > 10\) and choose a maximal number of points \(z_1, \ldots, z_N \in B^M_i(x, 0.6r)\) such that the balls \(B^{M_i}(z_1, \frac{1}{2}r/A), \ldots, B^{M_i}(z_N, \frac{1}{2}r/A)\) are pairwise disjoint. Then, using property (A) of subsection 1.2 for sufficiently large \(i\), we have
\[N \leq \frac{|B^{M_i}(x, r)|}{A^{-1}(\frac{r}{A})^n} \leq \frac{A}{A^{-1}(\frac{r}{A})^n}.
\]

Moreover, we have
\[B^{M_i}(x, 0.6r) \subset B^{M_i}(z_1, \frac{1}{2}r/A) \cup \ldots \cup B^{M_i}(z_N, \frac{1}{2}r/A).
\]

Choose \(\phi_i \in C^\infty_c(B^{M_i}(z_i, \frac{1}{4}r))\) according to property (F) in subsection 1.2 and set
\[\phi^* := \phi_1 + \ldots + \phi_N
\]

Then \(\phi^* \geq 1\) on \(B^{M_i}(x, 0.6r)\) and \(\text{supp} \phi^* \subset B^{M_i}(x, 0.8r)\) and
\[|\nabla \phi^*| < AN(\frac{1}{2}r)^{-1} \quad \text{and} \quad |\Delta \phi^*| < AN(\frac{1}{2}r)^{-2}.
\]
Let now $F : [0, \infty) \to [0, 1]$ be a smooth function such that $F \equiv 1$ on $[1, \infty)$ and $F \equiv 0$ on $[0, 1/2]$. Then $\phi := F \circ \phi^*$ satisfies the desired properties for a proper choice of $C$.

Item (4) of the $Y$-tameness properties is a direct consequence of this improved version of property (F).

For item (5) of the tameness properties, we need the following heat kernel bound:

**Lemma 3.5.** For any $A < \infty$ and $\delta > 0$ there is a constant $C_\delta = C_\delta(A) < \infty$ such that the following holds:

Let $(M, g)$ be a complete $n$-dimensional Riemannian manifold with bounded curvature, let $T > 0$ and assume that for any $0 < \tau \leq T$ and any function $f \in C^\infty(M)$ with

$$\int_M (4\pi \tau)^{-n/2} e^{-f} \, dg = 1$$

we have

$$\int_M (\tau|\nabla f|^2 + f)(4\pi \tau)^{-n/2} e^{-f} \, dg > -A.$$ 

Let $K(x, y, t)$ be the heat kernel on $(M, g)$. Then for all $x, y \in M$ and all $0 < t \leq \delta T$ we have

$$K(x, y, t) < C_\delta \exp \left( -\frac{d^2(x, y)}{(1 + \delta) t} \right).$$

**Proof.** The statement follows essentially from [Dav87], with a few modifications. First we derive a log-Sobolev inequality as in [Dav87, Equation (1.4)] for small scales. Consider a scale $0 < \tau \leq T$ and a positive function $u \in C^\infty(M)$, $u > 0$ with $H := \int_M u^2 \, dg < \infty$ and choose $f \in C^\infty(M)$ such that

$$\frac{u}{\sqrt{H}} = (4\pi \tau)^{-n/4} e^{-f/2}.$$ 

Then

$$\int_M (4\pi \tau)^{-n/2} e^{-f} \, dg = 1$$

and thus

$$\int_M (\tau|\nabla f|^2 + f)(4\pi \tau)^{-n/2} e^{-f} \, dg > -A.$$ 

Expressing this equation in terms of $u$ yields

$$\int_M \left( 4\tau \frac{|\nabla u|^2}{H} + \left( -2 \log \frac{u}{\sqrt{H}} - \frac{n}{2} \log \tau - \frac{n}{2} \log(4\pi) \right) \frac{u^2}{H} \right) \, dg \geq -A,$$

which implies

$$\frac{1}{H} \int_M \left( 4\tau |\nabla u|^2 - 2(\log u) u^2 \right) \, dg + \log H - \frac{n}{2} \log \tau \geq -A + \frac{n}{2} \log(4\pi) =: -2A'.$$
So for all positive \( u \in C^\infty(M) \), \( u > 0 \) with \( \int_M u^2 < \infty \) and all \( 0 < \tau \leq T \) we have the following log-Sobolev inequality

\[
\int_M u^2 \log u \leq 2\tau \int_M |\nabla u|^2 + \left(A' - \frac{n}{4} \log \tau \right) \int_M u^2 + \frac{1}{2} \left( \int_M u^2 \right) \log \left( \int_M u^2 \right)
\]

Note that this inequality implies \([\text{Dav87}, \text{Equation (1.4)}]\) with \( \varepsilon = 2\tau \) and \( \beta(\varepsilon) = A' + \frac{n}{4} \log 2 - \frac{n}{4} \log \varepsilon \) whenever \( 0 < \varepsilon \leq 2T \).

The desired Gaussian bound now follows from \([\text{Dav87}, \text{Theorem 5}]\). The restriction that \([\text{Dav87}, \text{Equation (1.4)}]\) only holds for \( 0 < \varepsilon \leq 2T \) does not create any issues as we explain in the following: The log-Sobolev inequality is only used for all \( 0 < \varepsilon < \varepsilon \). So for all positive \( u \in C^\infty(M) \), \( u > 0 \) with \( \int_M u^2 < \infty \) and all \( 0 < \tau \leq T \) we have the following log-Sobolev inequality

\[
\int_M u^2 \log u \leq 2\tau \int_M |\nabla u|^2 + \left(A' - \frac{n}{4} \log \tau \right) \int_M u^2 + \frac{1}{2} \left( \int_M u^2 \right) \log \left( \int_M u^2 \right)
\]

\[
\text{Proof of item (4) of the Y-tameness properties in Theorem 3.2} \quad K \text{ is the limit of the kernels of the heat equation with respect to the metrics } g_i. \text{ Properties (5a) and (5b) follow immediately. The Gaussian bound, property (5c), follows from Lemma 3.5. For property (5d) observe that } \int_M K(., y, t) dg \leq 1 \text{ is obvious. To see (5c) and the reverse inequality, observe that, by Lemma 3.5 and by property (A) in subsection 1.2 and a similar reasoning as in [BZ15, Lemma 2.1], we have for any } D < \infty \text{ and for sufficiently large } i:
\]

\[
|B^{M_i}(x, r)| < C_0 e^{C_0 r}
\]

for all \( x \in B^{M_i}(q_i, D) \) and \( 0 < r < D \), where \( C_0 = C_0(A) < \infty \) is a constant, which is independent of \( i \). So, using Lemma 3.5 and Fubini’s Theorem, we find that for all \( D < \infty \) we have the following estimate for sufficiently large \( i \): For all \( 0 < t \leq T, 1 < r < D \) and \( x \in B^{M_i}(q_i, D) \)

\[
\int_{M_i \setminus B^{M_i}(x, r)} K(., x, t) dg_i \leq \frac{C_2}{t^{n/2}} \int_{M_i \setminus B^{M_i}(x, r)} \exp \left( -\frac{d^2_{M_i}(x, \cdot)}{2t} \right) dg_i
\]

\[
= \frac{C_2}{t^{n/2}} \int_{M_i \setminus B^{M_i}(x, r)} \int_{d_{M_i}(y, x)}^\infty \frac{s}{t} \exp \left( -\frac{s^2}{2t} \right) ds dg_i(y)
\]

\[
= \frac{C_2 A}{t^{n/2+1}} \int_r^\infty \exp \left( -\frac{s^2}{2t} \right) \cdot C_0 e^{C_0 s} ds
\]

\[
\leq \frac{C_2 A}{t^{n/2+1}} \exp \left( -\frac{r^2}{4t} \right) \cdot C_0 e^{C_0 s} ds
\]

\[
\leq \frac{C'}{t^{n/2+1}} \exp \left( -\frac{r^2}{4t} \right),
\]

for some \( C' = C'(A, T) < \infty \). Passing this bound to the limit, yields (5c).
It remains to show that \( \int_{\mathcal{R}} K(\cdot, y, t) \, dg \geq 1 \). So for all \( y \in \mathcal{R}, r > 0, 0 < t \leq T \) and for sufficiently large \( i \) we have

\[
\int_{B_{M_i}(\Phi_i(y), r)} K(\cdot, \Phi_i(y), t) \, dg_i > 1 - \frac{C'}{t^{n/2+1}} \exp \left( -\frac{r^2}{4t} \right).
\]

By the pointwise bound on \( K \) and property (B) from subsection 1.2, we obtain furthermore that for any \( \sigma > 0 \) we have for sufficiently large \( i \)

\[
\int_{B_{M_i}(\Phi_i(y), r) \cap \{r_{\text{Rm}}^M > \sigma\}} K(\cdot, \Phi_i(y), t) \, dg_i > 1 - \frac{C'}{t^{n/2+1}} \exp \left( -\frac{r^2}{4t} \right) - C'' t^{-n/2} \sigma^{-p_0},
\]

for some \( C'' < \infty \), which does not depend on \( i \) or \( t \). Since the domain of this integral is contained in \( V_i \) for large \( i \), we find that by passing to the limit

\[
\int_{\mathcal{R}} K(\cdot, y, t) \, dg \geq 1 - C' t^{n/2+1} \exp \left( -\frac{r^2}{4t} \right) - 2 C'' t^{-n/2} \sigma^{-p_0}.
\]

Letting \( \sigma \to 0 \) and \( r \to \infty \) yields the desired result. \( \Box \)

### 3.3. The regularity property.

We will now establish assertion (c) of Theorem 1.2, namely that under the assumption of property (G) of subsection 1.2 the limit is \( \mathcal{Y} \)-regular at scale \( \sqrt{T} \) for some \( \mathcal{Y} = \mathcal{Y}(A) \).

#### Theorem 3.6.

For any \( A > 0 \) there is a \( \mathcal{Y} = \mathcal{Y}(A) < \infty \) such that the following holds:

Consider the sequence \( \{(M_i, g_i, q_i)\}_{i=1}^{\infty} \) and the pointed limiting singular space \((X, d_X, \mathcal{R}, g, q_{\infty})\) from Theorem 3.1. Assume that \( \{(M_i, g_i, q_i)\}_{i=1}^{\infty} \) satisfies the properties (A)–(C) and property (G) from subsection 1.2 for the constant \( A \) and for some constant \( T > 0 \). Then \( \mathcal{X} \) is \( \mathcal{Y} \)-regular at scale \( \sqrt{T} \).

**Proof.** We claim that we have \( \mathcal{Y} \)-regularity for any \( \mathcal{Y} < A \). Let \( p \in X \) and \( 0 < r < \sqrt{T} \) and assume that

\[
|B^X(p, r) \cap \mathcal{R}| > (\omega_n - A^{-1}) r^n.
\]

By increasing \( r \) slightly, we may perturb \( p \) and assume that \( p \in \mathcal{R} \). By Theorem 3.1(a) we then have

\[
\liminf_{i \to \infty} |B^M_i(\Phi_i(p), r)| \geq |B^X(p, r) \cap \mathcal{R}| > (\omega_n - 2^{-1}) r^n.
\]

So for large \( i \) we have

\[
|B^M_i(\Phi_i(p), r)| > (\omega_n - 2^{-1}) r^n.
\]

Using property (G) from subsection 1.2 we get that \( \tilde{r}^M_{\text{Rm}}(\Phi_i(p)) > A^{-1} r \) for large \( i \). So, using Theorem 3.1(b), it follows that \( \tilde{r}^\infty_{\text{Rm}}(p) \geq A^{-1} r \). \( \Box \)
4. Volume comparison

We now show that the volume comparison result of Bishop and Gromov also holds for singular spaces with mild singularities.

**Proposition 4.1** (volume comparison). Let $\mathcal{X}$ be a singular space with mild singularities that satisfies $\text{Ric} \geq (n-1)\kappa$ on $\mathcal{R}$ for some $\kappa \in \mathbb{R}$ and let $p \in \mathcal{X}$ be a point. Then $|B(p, r) \cap \mathcal{R}|$ depends continuously on $p$ and $r$. Moreover, the quantity

$$\frac{|B(p, r) \cap \mathcal{R}|}{v_\kappa(r)} \quad (4.1)$$

is non-increasing in $r$ (as long as $r \leq \pi \sqrt{\kappa}$ if $\kappa > 0$) and

$$|B(p, r) \cap \mathcal{R}| \leq v_\kappa(r).$$

Finally, for any $0 \leq r_1 \leq r_2$ and $0 \leq r'_1 \leq r'_2$ with $r_1 \leq r'_1$ and $r_2 \leq r'_2$ ($r_2 \leq \pi \sqrt{\kappa}$ if $\kappa > 0$) we have

$$\frac{|A(p, r_1, r_2) \cap \mathcal{R}|}{v_\kappa(r_2) - v_\kappa(r_1)} \geq \frac{|A(p, r'_1, r'_2) \cap \mathcal{R}|}{v_\kappa(r'_2) - v_\kappa(r'_1)}. \quad (4.2)$$

**Proof.** We first consider the case in which $p \in \mathcal{R}$ and show (4.2). This will then imply (4.1) for $p \in \mathcal{R}$.

Consider the Riemannian manifold $(\mathcal{R}, g)$ and recall the subsets $\mathcal{G}_p^* \subset \mathcal{G}_p \subset \mathcal{R}$ and $\mathcal{D}_p^* \subset \mathcal{D}_p \subset T_p \mathcal{R}$ from Definition 2.2. Note that by the mildness assumption we have $Q_p \cup \mathcal{G}_p = \mathcal{R}$ and we know that $U := \mathcal{R} \setminus Q_p \subset \mathcal{G}_p$ is open. Using Proposition 2.3(c), we find that $\mathcal{R} \setminus (U \cap \mathcal{G}_p^*) = (\mathcal{G}_p \setminus \mathcal{G}_p^*) \cup Q_p$ has measure zero and Proposition 2.3(b), (d) implies that

$$\exp_p |_{U'} : U' := \exp_p^{-1}(U \cap \mathcal{G}_p^*) \subset \mathcal{D}_p^* \longrightarrow U \cap \mathcal{G}_p^*$$

is a (bijective) diffeomorphism. In particular, the complement $\mathcal{D}_p^* \setminus U'$ is $\exp_p^{-1}((\mathcal{G}_p \setminus \mathcal{G}_p^*) \cup Q_p)$ also has measure zero.

Let $J_p : \mathcal{D}_p^* \to \mathbb{R}$ be the Jacobian of $\exp_p$. Set $J_p^* := J_p |_{\mathcal{D}_p^*} : T_p \mathcal{R} \to \mathbb{R}$. It is easy to verify, using Proposition 2.4, that the quantity

$$J_p^*(v) \cdot \frac{|v|^{n-1}}{(\text{sn}_\kappa(|v|))^{n-1}}$$

is non-increasing along radial lines. For any $r > 0$ we have

$$|A(p, r_1, r_2) \cap \mathcal{R}| = |A(p, r_1, r_2) \cap (U \cap \mathcal{G}_p^*)|$$

$$= \int_{A(0, r_1, r_2) \cap U'} J_p(v) dv = \int_{A(0, r_1, r_2) \cap \mathcal{D}_p^*} J_p(v) dv = \int_{A(0, r_1, r_2)} J_p^*(v) dv.$$

So, in order to verify the monotonicity of (4.1), it suffices to check that

$$\frac{1}{v_\kappa(r_2) - v_\kappa(r_1)} \int_{A(0, r_1, r_2)} J_p^*(v) dv$$
is non-increasing in $r_1$ and $r_2$. For this, it is enough to show that for any $v \in T_p \mathcal{R}$, $|v| = 1$, the quantity

$$
\frac{1}{v_\kappa(r_2) - v_\kappa(r_1)} \int_{r_1}^{r_2} J^*_p(tv) t^{n-1} dt
$$

is non-increasing in $r_1$ and $r_2$. The rest follows via Fubini’s theorem. To see the monotonicity of this quantity in $r_1$, observe that its derivative in $r_1$ can be bounded as follows:

$$
- \frac{1}{v_\kappa(r_2) - v_\kappa(r_1)} J^*_p(r_1 v) r_1^{n-1} + \frac{v'_\kappa(r_1)}{(v_\kappa(r_2) - v_\kappa(r_1))^2} \int_{r_1}^{r_2} J^*_p(tv) t^{n-1} dt
$$

$$
= \frac{n \omega_n}{(v_\kappa(r_2) - v_\kappa(r_1))^2} \int_{r_1}^{r_2} \left( - (s_{\kappa}(t))^{n-1} J^*_p(r_1 v) r_1^{n-1} \right.
$$

$$
\left. + (s_{\kappa}(r_1))^{n-1} J^*_p(tv) t^{n-1} \right) \leq 0.
$$

Similarly, the derivative in $r_2$ can be bounded as follows

$$
\frac{1}{v_\kappa(r_2) - v_\kappa(r_1)} J^*_p(r_2 v) r_2^{n-1} - \frac{v'_\kappa(r_2)}{(v_\kappa(r_2) - v_\kappa(r_1))^2} \int_{r_1}^{r_2} J^*_p(tv) t^{n-1} dt
$$

$$
= \frac{n \omega_n}{(v_\kappa(r_2) - v_\kappa(r_1))^2} \int_{r_1}^{r_2} \left( (s_{\kappa}(t))^{n-1} J^*_p(r_2 v) r_2^{n-1} \right.
$$

$$
\left. + (s_{\kappa}(r_2))^{n-1} J^*_p(tv) t^{n-1} \right) \leq 0.
$$

This shows the monotonicity of (4.2) and hence (4.1) in the case $p \in \mathcal{R}$.

We will now show that $|B(p,r) \cap \mathcal{R}|$ depends continuously on $p \in X$, as $r > 0$ is kept fixed. Let $p_1, p_2 \in X$ and set $d := d(p_1, p_2)$. Then $B(p_1, r - d) \subset B(p_2, r) \subset B(p_1, r + d)$. Assume first that $p_1 \in \mathcal{R}$. Then, by our previous conclusion

$$
\frac{v_\kappa(r-d)}{v_\kappa(r)} |B(p_1,r) \cap \mathcal{R}| \leq |B(p_1, r - d) \cap \mathcal{R}| \leq |B(p_2, r) \cap \mathcal{R}|
$$

$$
\leq |B(p_1, r + d) \cap \mathcal{R}| \leq \frac{v_\kappa(r+d)}{v_\kappa(r)} |B(p_1, r) \cap \mathcal{R}|.
$$

Letting $p_1 \to p_2$ yields the continuity of $|B(p,r) \cap \mathcal{R}|$ in $p$. The continuity in $r$ follows from volume comparison. The continuity of the volume $|A(p,r_1, r_2) \cap \mathcal{R}|$ of annuli in $p, r_1, r_2$ follows similarly.

Finally, the monotonicity of (4.2) and (4.1) for arbitrary $p$ follows from the continuity of the volume.

Next, we establish the Laplacian comparison theorem for distance functions on singular spaces with mild singularities. Note in the following that the comparison still holds in the weak sense at points that cannot be connected to the basepoint by a regular geodesic.
Proposition 4.2. Let $\mathcal{X} = (X, d, \mathcal{R}, g)$ be a singular space with mild singularities and let $p \in \mathcal{R}$ be a regular point. Assume that $\text{Ric} \geq (n - 1)\kappa$ on $\mathcal{R}$. Then the function $b(x) := d(x, p)$ satisfies
\begin{equation}
\int \frac{\text{sn}'(b)}{\text{sn}(b)} dg \leq \frac{n-1}{\text{sn}(b)} \int \text{sn}'(b) dg
\end{equation}
on $\mathcal{R} \setminus \{p\}$.

Proof. By Proposition 2.5, the positive part $(\mu_{\triangle b})_+$ is absolutely continuous with respect to $dg$. As such, it suffices to show that (4.3) holds away from sets of measure 0. As $(\mathcal{R} \setminus G^*_p) \cup Q_p$ has measure zero, it suffices to verify (4.3) on $G^*_p$, where $b$ is $C^2$. This can be achieved using standard Riemannian geometry. □

5. Integration by parts

In this section we establish two results that will allow us to perform integration by parts on singular spaces. We first need the following technical lemma.

Lemma 5.1. Let $\mathcal{X} = (X, d, \mathcal{R}, g)$ be a singular space with singularities of codimension $p_0 > 1$, let $x \in X$ be a point, $r > 0$ a radius and $1 < p < p_0$. Then there is a sequence of positive numbers $s_i \to 0$ and an increasing sequence of subsets $U_1 \subset U_2 \subset \ldots \subset B(x, r) \cap \mathcal{R}$ such that the following holds:

(a) Each $U_i$ is closed in $B(x, r)$ and the boundary portion $\partial U_i \cap B(x, r)$ of $U_i$ that is contained in $B(x, r)$ is $C^2$.

(b) We have
\begin{equation}
\bigcup_{i=1}^{\infty} \text{Int} U_i = B(x, r) \cap \mathcal{R}
\end{equation}

(c) We have
\begin{equation}
r_{\text{Rm}} > s_i \quad \text{on} \quad U_i
\end{equation}

(d) There is a constant $C < \infty$, which is independent of $i$ but which may depend on $x$ and $r$, such that for all $i$
\begin{equation}
\mathcal{H}^{n-1}(\partial U_i \cap B(x, r)) < C s_i^{p-1}
\end{equation}

Here $\mathcal{H}^{n-1}$ denotes the $n - 1$ dimensional Hausdorff measure.

Proof. By definition the function $r_{\text{Rm}} : \mathcal{R} \to (0, \infty)$ is 1-Lipschitz. Let $f : \mathcal{R} \to (0, \infty)$ be a smoothing of $r_{\text{Rm}}|_{\mathcal{R}}$ such that
\begin{equation}
\frac{1}{2} r_{\text{Rm}} < f < 2 r_{\text{Rm}} \quad \text{and} \quad |\nabla f| < 2 \quad \text{on} \quad \mathcal{R}.
\end{equation}

By the coarea formula and Definition 1.8 we have for any $0 < s < 1$
\begin{equation}
\int_0^{2s} \mathcal{H}^{n-1}(\{f = s'\} \cap B(x, r) \cap \mathcal{R}) ds' = \int_{\{s < f < 2s\} \cap B(x, r) \cap \mathcal{R}} |\nabla f| dg
\end{equation}
\begin{equation}
\leq 2 |\{s < f < 2s\} \cap B(x, r) \cap \mathcal{R}|
\end{equation}
\begin{equation}
\leq 2 \left|\{\frac{1}{2}s < r_{\text{Rm}} < 4s\} \cap B(x, r) \cap \mathcal{R}\right| \leq 2 \cdot 4^p \mathcal{E}_{p, x, r} s^p.
\end{equation}
So we can choose \( s' \in (s, 2s) \) such that \( \{ f = s' \} \subset \mathcal{R} \) is \( C^2 \) and such that
\[
|\{ f = s' \} \cap B(x, r) \cap \mathcal{R}| \leq 4^{p+1}E_{p,x,r}s^p - 1 < 4^{p+1}E_{p,x,r}(s')^p - 1.
\]
It follows that we can find a constant \( C < \infty \) and a sequence \( s_i \to 0 \) such that
\[
|\{ f = 2s_i \} \cap B(x, r) \cap \mathcal{R}| < Cs_i^p - 1.
\]
So if we set \( U_i := \{ f \geq 2s_i \} \cap B(x, r) \cap \mathcal{R} \), then assertions (a)–(d) hold.

Proposition 5.2. Let \( \mathcal{X} = (X, d, \mathcal{R}, g) \) be a singular space with singularities of codimension \( p_0 > 2 \) and \( Z \) a continuously differentiable vector field on \( \mathcal{R} \) that vanishes on \( \mathcal{R} \setminus B(x, r) \) for some large \( r > 0 \). Assume that there is a constant \( C < \infty \) such that
\[
|Z| < Cr_{Rm}^{-1} \quad \text{and} \quad |\text{div } Z| < Cr_{Rm}^{-2} \quad \text{on} \quad B(x, r) \cap \mathcal{R}.
\]
Then
\[
\int_\mathcal{R} (\text{div } Z)dg = 0.
\]
Next, assume that \( f : \mathcal{R} \to \mathbb{R} \) is a continuously differentiable function and \( Z \) is a continuously differentiable vector field on \( \mathcal{R} \) such that \( fZ \) vanishes on \( \mathcal{R} \setminus B(x, r) \) for some large \( r > 0 \). Assume that \( |f| \) is uniformly bounded and that there is some constant \( C < \infty \) such that
\[
|Z|, |\nabla f| < Cr_{Rm}^{-1} \quad \text{and} \quad |\text{div } Z| < Cr_{Rm}^{-2} \quad \text{on} \quad B(x, r) \cap \mathcal{R}.
\]
Then
\[
\int_\mathcal{R} (\nabla f, Z)dg = -\int_\mathcal{R} (f \text{ div } Z)dg.
\]
Proof. Let us first prove the first part. Consider the numbers \( s_i \) and the subsets \( U_i \) from Lemma 5.1 applied to the ball \( B(x, 2r) \) for some \( 2 < p < p_0 \). Then, for some generic constant \( C_* < \infty \), which may depend on \( x, r \) and \( p \), we have
\[
\int_{\{0 < r_{Rm} < 1\}} |\text{div } Z| = \sum_{k=1}^{\infty} \int_{\{2^{-k} < r_{Rm} < 2^{-k+1}\}} |\text{div } Z| < \sum_{k=1}^{\infty} C_* C(2^{-k})^{-2}\{2^{-k} < r_{Rm} < 2^{-k+1}\} < \sum_{k=1}^{\infty} C_* C(2^{-k})^{-2}(2^{-k+1})^p < \infty.
\]
So
\[
\int_\mathcal{R} \text{div } Z = \lim_{i \to \infty} \int_{U_i} \text{div } Z = \lim_{i \to \infty} \int_{\partial U_i} Z_i d\nu = \lim_{i \to \infty} \int_{B(x, 2r) \cap \partial U_i} Z_i d\nu.
\]
It follows that
\[
\left| \int_\mathcal{R} \text{div } Z \right| \leq \lim_{i \to \infty} C_* C_s^{-1} \mathcal{H}^{n-1}(B(x, 2r) \cap \partial U_i) \leq C_* \lim_{i \to \infty} s_i^{p-1-1} = 0.
\]
This establishes the first part. The second part follows from the first part using the identity \( \text{div}(fZ) = f \text{ div } Z + \langle \nabla f, Z \rangle \).
Sometimes we will have to carry out the limiting process in the proof of Proposition 5.2 by hand in order to have better control on cutoff functions. We will then use the second main result of this section.

**Proposition 5.3.** Let \( X = (X, d, \mathcal{R}, g) \) be a singular space with singularities of codimension \( p_0 > 1 \) and let \( x \in X \), \( r > 0 \) and \( 1 < p < p_0 \). Assume moreover that is \( Y \)-tame at scale \( r \) for some \( Y > 0 \). Then there is a sequence of positive numbers \( s_i \to 0 \), a sequence of subsets \( U_i \subset B(x, r) \cap \mathcal{R} \) and a sequence of maps \( \phi_i : U_i \to [0,1] \) such that the following holds:

(a) Each \( U_i \) is closed in \( B(x, r) \) and \( \partial_s U_i := \partial U_i \cap B(x, r) \) is \( C^2 \).
(b) \( U_1 \subset U_2 \subset \ldots \).
(c) \( \bigcup_{i=1}^{\infty} \text{Int} U_i = B(x, r) \cap \mathcal{R} \).
(d) \( r_{\text{Rm}} > s_i \) on \( U_i \).
(e) \( H^{n-1}(\partial_s U_i) < C s_i^{p-1} \) for some constant \( C < \infty \), which is independent of \( i \), but which may depend on \( x, r \). Here \( H^{n-1} \) denotes the \( n-1 \) dimensional Hausdorff measure.
(f) Each \( \phi_i : U_i \to [0,1] \) is \( C^2 \) up to the boundary \( \partial_s U_i \) and has compact support in \( U_i \).
(g) \( \phi_i \equiv 1 \) on \( B(x, r/2) \cap U_i \) for all \( i \).
(h) \( |\nabla \phi_i| < Y r^{-1} \) and \( |\triangle \phi_i| < Y r^{-2} \) for all \( i \).

**Proof.** Consider the subsets \( U_i \) from Lemma 5.1 and the open subsets \( U_i \) and \( \phi_i : U_i \to [0,1] \) from Definition 1.12(4), which we will denote by \( U'_i \) and \( \phi'_i \), in order to avoid confusion. By compactness we can find for each \( i = 1, 2, \ldots \) some \( j_i = 1, 2, \ldots \) such that \( U'_i \subset U'_j \). If we now set \( \phi_i := \phi'_j|_{U_i} \), then the proposition follows. \( \square \)

6. **Cheng-Yau gradient estimate**

In this section we derive gradient estimates for bounded functions that are harmonic or satisfy the heat equation on the regular part \( \mathcal{R} \) of a singular space \( \mathcal{X} \) on which a lower Ricci curvature bound holds. These gradient estimates will imply, in particular, that such functions are also continuous at the singular part of \( \mathcal{X} \). In order to obtain our estimates, we will impose several conditions on the singular space \( \mathcal{X} \). For example, we will assume that \( \mathcal{X} \) is \( Y \)-tame and that \( \mathcal{X} \) has singularities of codimension \( p_0 > 3 \).

Note that the standard proof by Cheng and Yau (see [CY75]), via maximum principles, cannot be applied here as the maximum may be attained on the singular set \( X \setminus \mathcal{R} \) of \( \mathcal{X} \), where we have no information on the functions under investigation. Even worse, we don’t even assume a priori that we have continuity at the singular set. We therefore carry out an integral version of the Cheng and Yau’s proof. This proof is particularly adapted to the singular setting. In the non-singular setting, the integral version of Cheng and Yau’s proof can be simplified significantly.

We remark that Corollary 6.3 is similar to [CW14, Proposition 2.14].

**Lemma 6.1.** There is a universal constant \( C < \infty \) such that the following holds:
Let $\mathcal{X}$ be a singular space with singularities of codimension $p_0 > 2$, $x \in \mathcal{X}$, $r > 0$ and consider a $C^2$ function $h : (B(x, r) \cap \mathcal{R}) \times [-r^2, 0] \to \mathbb{R}$. Assume that $h$ is uniformly bounded from above and below and that $\partial_t h = \Delta h$ on $(B(x, r) \cap \mathcal{R}) \times [-r^2, 0]$. Then

$$
\int_{-r^2/2}^0 \int_{B(x, r/2) \cap \mathcal{R}} |\nabla h|^2(y, t)d\rho(y)dt \leq C|B(x, r) \cap \mathcal{R}| \left( \sup_{(B(x, r) \cap \mathcal{R}) \times [-r^2, 0]} h \right)^2.
$$

Proof. By standard parabolic regularity, there is a constant $C_* < \infty$, which depends on the $L^\infty$-bound of $h$, such that for all $(y, t) \in (B(x, 3r/4) \cap \mathcal{R}) \times [-3r^2/4, 0]$ we have

$$
|h(y, t)| < C_* \left( \min\{r_{\text{Rm}}(y), r\} \right)^{-1} \quad \text{and} \quad |\nabla^2 h|(y, t) < C_* \left( \min\{r_{\text{Rm}}(y), r\} \right)^{-2}.
$$

Note that for the second bound we have used the fact that by Definition 1.1 of the curvature radius, $|\nabla \text{Rm}| < r_{\text{Rm}}^{-3}(y)$ on $B(y, r_{\text{Rm}}(y))$.

Choose now $2 < p < p_0$. Using the bounds in (6.1), we get that for any $t \in [-3r^2/4, 0]$ and for some generic constant $C_{**} < \infty$, which may depend on $\mathcal{X}$, $h$ and $r$,

$$
\int_{B(x, 3r/4) \cap \mathcal{R}} |\nabla h|^2(y, t) \leq C_*^2 r^{-2} |B(x, 3r/4) \cap \mathcal{R}|
$$

$$
+ 2C_*^2 \int_0^r s^{-3} |B(x, 3r/4) \cap \{r_{\text{Rm}} < s\} \cap \mathcal{R}| ds
$$

$$
\leq C_{**} r^{n-2} + C_{**} \int_0^r s^{-3} (s/r)^p r^nds < C_{**} < \infty.
$$

Similarly, we get that for any $t \in [-3r^2/4]

$$
\int_{B(x, 3r/4) \cap \mathcal{R}} |\nabla^2 h|(y, t) < C_{**} < \infty.
$$

(6.2)

Fix for the moment $t \in [-3r^2/4]$. By smoothing the composition of the radial distance function $d(x, \cdot)$ with a suitable cutoff function, we can construct a function $\phi : X \to [0, 2]$ with support in $B(x, 3r/4)$ such that $\phi \equiv 1$ on $B(x, r/2)$, $\phi|_{\mathcal{R}}$ is $C^1$ and $|\nabla \phi| < 10r^{-1}$ on $\mathcal{R}$. Using Proposition 5.2 and writing $h = h(\cdot, t)$, we find that for some uniform, generic constant $C < \infty$

$$
\int_{B(x, r) \cap \mathcal{R}} \left( \frac{d}{dt} h^2(\cdot, t) \right) \phi^2 = 2 \int_{B(x, r) \cap \mathcal{R}} h(\cdot, t) \Delta h(\cdot, t) \phi^2
$$

$$
= \int_{B(x, r) \cap \mathcal{R}} \left( -2|\nabla h|^2 \phi - 4h \nabla h \phi \nabla \phi \right) \leq \int_{B(x, r) \cap \mathcal{R}} \left( -|\nabla h|^2 \phi^2 + 4h^2 |\nabla \phi|^2 \right)
$$

$$
\leq -\int_{B(x, r/2) \cap \mathcal{R}} |\nabla h|^2(\cdot, t) + C r^{-2} |B(x, r) \cap \mathcal{R}| \left( \sup_{B(x, r) \cap \mathcal{R}} h^2(\cdot, t) \right).
$$
Let now $\eta : [-r^2, 0] \rightarrow [0, 1]$ be a cutoff function such that $\eta \equiv 0$ on $[-r^2, -3r^2/4]$, $\eta \equiv 1$ on $[-r^2/2, 0]$ and $|\eta'| < 10r^{-2}$. Then, by Fubini’s Theorem,

$$-\int_{-r^2}^{0} \eta'(t) \int_{B(x,r) \cap \mathcal{R}} h^2(y, t) \phi^2(y) dg(y) dt + \int_{B(x,r) \cap \mathcal{R}} h^2(y, 0) \phi^2(y, 0) dg(y)
\leq \int_{B(x,r) \cap \mathcal{R}} \int_{-r^2}^{0} \eta(t) \left( \frac{d}{dt} h^2(y, t) \right) \phi^2(y) dt dg(y)
\leq -\int_{-r^2/2}^{0} \int_{B(x,r/2) \cap \mathcal{R}} |\nabla h|^2
+ r^2 \cdot C r^{-2} |B(x, r) \cap \mathcal{R}| \left( \sup_{(B(x,r) \cap \mathcal{R}) \times [-r^2, 0]} h^2 \right).
$$

It follows that

$$\int_{-r^2/2}^{0} \int_{B(x,r/2) \cap \mathcal{R}} |\nabla h|^2 \leq C r^{-2} \int_{-r^2}^{0} \int_{B(x,r) \cap \mathcal{R}} h^2
+ C |B(x, r) \cap \mathcal{R}| \left( \sup_{(B(x,r) \cap \mathcal{R}) \times [-r^2, 0]} h^2 \right) \leq C |B(x, r) \cap \mathcal{R}| \left( \sup_{(B(x,r) \cap \mathcal{R}) \times [-r^2, 0]} h^2 \right).$$

The desired inequality now follows by replacing $h$ by $h - \frac{1}{2} (\sup h + \inf h)$. □

We can now improve this $L^2$-bound on $\nabla h$ and derive a pointwise bound.

**Proposition 6.2.** For any $p_0 > 3$ and $Y < \infty$ there is a $C = C(p_0, Y) < \infty$ such that the following holds:

Let $\mathcal{X}$ be a singular space with singularities of codimension $p_0$, $x \in X$, $r > 0$ and assume that $\text{Ric} \geq -(n - 1)r^{-2}$ on $B(x, r) \cap \mathcal{R}$. Assume moreover that $\mathcal{X}$ is $Y$-tame at scale $r$. Consider a $C^3$ function $h : (B(x, r) \cap \mathcal{R}) \times [-r^2, 0] \rightarrow \mathbb{R}$ that is uniformly bounded from above and below and that satisfies $\partial_t h = \Delta h$ on $(B(x, r) \cap \mathcal{R}) \times [-r^2, 0]$. Then

$$|\nabla h|^2 \leq C r^{-n-2} \int_{-r^2/2}^{0} \int_{B(x,r/2) \cap \mathcal{R}} |\nabla h|^2(y, t) dg(y) dt
\leq C^2 r^{-2} \left( \sup_{(B(x,r) \cap \mathcal{R}) \times [-r^2, 0]} h \right)^2
\quad \text{on} \quad (B(x, r/2) \cap \mathcal{R}) \times [-r^2/2, 0]. \quad (6.3)$$

In particular, $h$ is locally Lipschitz on $B(x, r) \times (-r^2, 0]$.

In the case in which $h$ is constant in time $t$, Proposition 6.2 implies the gradient bound of Cheng and Yau for harmonic functions.

**Corollary 6.3.** For any $p_0 > 3$ and $Y < \infty$ there is a $C = C(p_0, Y) < \infty$ such that the following holds:

Let $\mathcal{X}$ be a singular space with singularities of codimension $p_0$, $x \in X$, $r > 0$ and assume that $\text{Ric} \geq -(n - 1)r^{-2}$ on $B(x, r) \cap \mathcal{R}$. Assume moreover that $\mathcal{X}$ is
\[ |\nabla h|^2 \leq C r^{-n} \int_{B(x, r/2) \cap \mathcal{R}} |\nabla h|^2(y, t) dg(y) dt \]
\[ \leq C^2 r^{-2} \left( \text{osc}^2_{B(x, r) \cap \mathcal{R}} h \right) \quad \text{on} \quad B(x, r/2) \cap \mathcal{R}. \]

We will hence use the following terminology for the remainder of this paper:

**Definition 6.4** (harmonic function on singular Ricci flat space). *Let \( \mathcal{X} \) be a singular space and \( U \subset X \) an open subset. A function \( h : U \to \mathbb{R} \) is called harmonic if it is continuous on \( U \) and \( C^3 \) on \( U \cap \mathcal{R} \) and satisfies \( \triangle h = 0 \) on \( U \cap \mathcal{R} \).*

A direct consequence of Corollary 6.3 is

**Corollary 6.5.** *Let \( \mathcal{X} \) be a singular space with singularities of codimension \( p_0 > 3 \) that is \( Y \)-tame at scale \( r \) for some \( Y, r > 0 \) and let \( U \subset X \) be an open subset. Assume that \( \text{Ric} \geq -C \) on \( U \) for some \( C < \infty \). Consider a locally bounded function \( h : U \to \mathbb{R} \) such that \( h \) is \( C^3 \) on \( U \cap \mathcal{R} \) and satisfies \( \triangle h = 0 \) there. Then \( h \) is harmonic in the sense of Definition 6.4 and even locally Lipschitz.*

**Proof of Proposition 6.2.** Note that by restricting our attention to a smaller parabolic neighborhood, it suffices to consider the case \( x \in \mathcal{R} \) and to show that (6.3) holds at \( (x, 0) \). For the remainder of this proof fix a constant \( 3 < p < p_0 \), a constant \( 0 < \alpha < 1/10 \) such that \( 3 + 2\alpha < p \) and a constant \( \beta > 0 \) and set

\[ f := (|\nabla h|^2 + \beta)^{\frac{1}{2} + \alpha}. \]

For the remainder of the proof we will fix \( \alpha, p \) and \( \beta \), except for the very end, where we let \( \beta \to 0 \). In the following, generic constants are allowed to depend on \( \alpha \) and \( p \), but not on \( \beta \).

Using Bochner’s identity and the bound \( \text{Ric} \geq -(n-1)r^{-1} \) on \( \mathcal{R} \), we find

\[ \partial_t f = (1 + 2\alpha) \frac{\langle \nabla \partial_t h, \nabla h \rangle}{(|\nabla h|^2 + \beta)^{\frac{1}{2} - \alpha}} \leq (1 + 2\alpha) \frac{\langle \triangle \nabla h, \nabla h \rangle + (n-1)r^{-2}|\nabla h|^2}{(|\nabla h|^2 + \beta)^{\frac{1}{2} - \alpha}}. \]

Also,

\[ |\nabla f| = \left( \frac{1}{2} + \alpha \right) \frac{|\nabla|\nabla h|^2|}{(|\nabla h|^2 + \beta)^{\frac{1}{2} - \alpha}} = (1 + 2\alpha) \frac{|\nabla h||\nabla^2 h|}{(|\nabla h|^2 + \beta)^{\frac{1}{2} - \alpha}}. \]
and
\[
\triangle f - \partial_t f = \left( \frac{1}{2} + \alpha \right) \frac{\triangle |\nabla h|^2 - 2(\triangle \nabla h, \nabla h) - 2(n-1)r^{-2}|\nabla h|^2}{(|\nabla h|^2 + \beta)^{\frac{\alpha}{2}}} - \left( \frac{1}{2} - \alpha^2 \right) \frac{|\nabla |\nabla h|^2|^2}{(|\nabla h|^2 + \beta)^{\frac{\alpha}{2}}} \\
\geq (1 + 2\alpha) \frac{|\nabla^2 h|^2 - (n-1)r^{-2}|\nabla h|^2}{(|\nabla h|^2 + \beta)^{\frac{\alpha}{2}}} - (1 - 4\alpha^2) \frac{|\nabla^2 h|^2}{(|\nabla h|^2 + \beta)^{\frac{\alpha}{2}}} \\
\geq (1 + 2\alpha) \frac{|\nabla^2 h|^2 - (n-1)r^{-2}|\nabla h|^2}{(|\nabla h|^2 + \beta)^{\frac{\alpha}{2}}} - (1 - 4\alpha^2) \frac{|\nabla^2 h|^2}{(|\nabla h|^2 + \beta)^{\frac{\alpha}{2}}} \\
\geq (2\alpha + 4\alpha^2) \frac{|\nabla^2 h|^2}{(|\nabla h|^2 + \beta)^{\frac{\alpha}{2}}} - (1 + 2\alpha)(n-1)r^{-2}f.
\]

Consider now the sequence \( s_i \to 0 \), the subsets \( U_i \) and the functions \( \phi_i \) from Proposition 5.3 applied to the ball \( B(x, r/2) \). We can then compute that for any \( i \) and \( 0 < t \leq r^2/2 \)
\[
\frac{d}{dt} \int_{U_i} K(x, \cdot, t)f(\cdot, -t)\phi_i^2 = \int_{U_i} \left( \Delta K(x, \cdot, t)f(\cdot, -t)\phi_i^2 - K(x, \cdot, t)\partial_t f(\cdot, -t)\phi_i^2 \right) \\
= \int_{\partial U_i} \nabla K(x, \cdot, t)f(\cdot, -t)\phi_i^2 d\nu + \int_{U_i} \left( K(x, \cdot, t)f(\cdot, -t)\nabla f(\cdot, -t)\phi_i^2 - K(x, \cdot, t)\nabla f(\cdot, -t)\phi_i^2 \right) \\
= \int_{\partial U_i} \left( \nabla K(x, \cdot, t)f(\cdot, -t)\phi_i^2 - K(x, \cdot, t)\nabla f(\cdot, -t)\phi_i^2 \right) d\nu \\
+ \int_{U_i} \left( K(x, \cdot, t)(\Delta f(\cdot, -t) - \partial_t f(\cdot, -t))\phi_i^2 + K(x, \cdot, t)\nabla f(\cdot, -t)\phi_i\nabla \phi_i \right). \tag{6.4}
\]

Next, set \( r_{Rm, r} := \min\{r_{Rm}, r\} \) and \( H := \|h\|_{L^\infty(B(x, r) \times [-r^2, 0])}^2 \). By local parabolic regularity we can find some generic constant \( C_* < \infty \) such that for any \( (y, t) \in (B(x, r/2) \cap \mathcal{R}) \times [-r^2/2, 0] \)
\[
f(y, t) \leq C_* (r_{Rm, r}^{-2}(y)H^2 + \beta)^{\frac{1}{2} + \alpha} \tag{6.5}
\]
and
\[
|\nabla f|(y, t) \leq (1 + 2\alpha) \frac{|\nabla h||\nabla^2 h|}{(|\nabla h|^2 + \beta)^{\frac{\alpha}{2}}}(y, t) \\
\leq (1 + 2\alpha)|\nabla h|^{2\alpha}(y, t)|\nabla^2 h|(y, t) \leq C_* r_{Rm, r}^{-2\alpha}(y)H^{1+\alpha}. \tag{6.6}
\]
By local parabolic regularity applied to $K(x, \cdot, \cdot)$ restricted to the (regular) parabolic neighborhood

$$P(y, t) := B(y, \min\{r_{\text{Rm}}(y), (t/2)^{1/2}, r/4\}) \times [t - \min\{r_{\text{Rm}}(y), t/2, r^2/4\}, t],$$

we obtain that for any $y \in B(x, r/2) \cap \mathcal{R}$ and $0 < t \leq r^2$

$$|\nabla_y K(x, y, t)| \leq C_*(r_{\text{Rm}}^{-1}(y) + t^{-1/2})\|K(x, \cdot, \cdot)\|_{L^\infty(P(y, t))}$$

$$\leq C_*(\min\{r_{\text{Rm}}(y), t^{1/2}\})^{-1} \sup_{(z,s) \in P(y,t)} \frac{Y}{s^{n/2}} \exp\left(-\frac{d^2(x, z)}{Y s}\right).$$

Note that there is a constant $b > 0$ such that for large $i$ we have $B(x, b) \subset U_i$. So we can find a constant $C'_{b, r} < \infty$, which may depend on $b$ and $r$, but not on $i$ or $t$ such that for all $y \in \partial U_i$ and $0 < t \leq r^2$ we have

$$K(x, y, t) \leq C'_{b, r} \text{ and } |\nabla_y K(x, y, t)| \leq C'_{b, r} r_{\text{Rm}}^{-1}(y) \leq C'_{b, r}(s_i^{-1} + r^{-1}).$$

(6.7)

So using (6.4), (6.5), (6.6), (6.7) and Hölder’s inequality, we get that for large $i$ and for some generic $C_* < \infty$, which may depend on $\mathcal{X}$ or $r$, but not on $i$ or $t$

$$\frac{d}{dt} \int_{U_i} K(x, \cdot, t)f(\cdot, -t)\phi_i^2$$

$$\geq -C_* |\partial_s U_i| \left(C'_{b, r}(s_i^{-1} + r^{-1})(s_i^{-2}H^2 + \beta)^{\frac{1}{2}+\alpha} + C'_{b, r} s_i^{-2}H^1+2\alpha + C'_{b, r}(s_i^{-2}H^2 + \beta)^{\frac{1}{2}+\alpha}\right)$$

$$+ \int_{U_i} \left((2\alpha + 4\alpha^2)K(x, \cdot, t)\frac{|\nabla^2 h|^2}{(|\nabla h|^2 + 1)^{\frac{1}{2}+\alpha}}(\cdot, -t)\phi_i^2ight.$$

$$- 2(n - 1)r^{-2}K(x, \cdot, t)f(\cdot, -t)\phi_i^2$$

$$\left. + K(x, \cdot, t)f(\cdot, -t)|\Delta \phi_i|^2ight)$$

$$- 4(1 + 2\alpha)K(x, \cdot, t)\frac{|\nabla h||\nabla^2 h|}{(|\nabla h|^2 + \beta)^{\frac{1}{2}+\alpha}}(\cdot, -t)|\nabla \phi_i|\phi_i)$$

$$\geq -C_* s_i^{p-1}(s_i^{-1} - s_i^{-1+2\alpha}H^{1+2\alpha} + s_i^{-2-2\alpha}H^{1+2\alpha})$$

$$- 2(n - 1)r^{-2}\int_{U_i} K(x, \cdot, t)f(\cdot, -t)\phi_i^2$$

$$- \int_{U_i} \left(K(x, \cdot, t)f(\cdot, -t)|\Delta \phi_i|^2\right.$$

$$\left. + \frac{4(1 + 2\alpha)^2}{2\alpha + 4\alpha^2}K(x, \cdot, t)\frac{|\nabla^2 h|^2}{(|\nabla h|^2 + \beta)^{\frac{1}{2}+\alpha}}(\cdot, -t)|\nabla \phi_i|^2\right).$$

Note that the last integrand is supported in the annulus $A(x, r/4, r/2)$ and that $|\nabla h|^2/(|\nabla h|^2 + \beta)^{\frac{1}{2}-\alpha} \leq (|\nabla h|^2 + \beta)^{\frac{1}{2}+\alpha} = f$. Moreover, since $p - 1 - 2 - 2\alpha > 0$, 

we find a sequence \( \varepsilon_i \to 0 \) such that for some \( C = C(\alpha, Y) < \infty \)

\[
\frac{d}{dt}\left( e^{2(n-1)r^{-2}t} \int_{U_i} K(x, \cdot, t)f(\cdot, -t)\phi_i^2 \right) \\
\geq -\varepsilon_i - Cr^{-2} \int_{A(x,r/4,r/2) \cap R} K(x, \cdot, t)f(\cdot, -t).
\]

Let \( \eta : [-r^2/2, 0] \to [0, 1] \) be a cutoff function such that \( \eta(-r^2/2) = 0, \eta \equiv 1 \) on \([-r^2/4, 0]\) and \(|\eta'| < 10r^{-2}\). Using integration by parts, we get

\[
f(x, 0) = \int_0^{r^2/2} \frac{d}{dt}\left( \eta(t)e^{2(n-1)r^{-2}t} \int_{U_i} K(x, y, t)f(y, -t)\phi_i^2(y)dg(y) \right)dt \\
= \int_0^{r^2/2} \eta'(t)e^{2(n-1)r^{-2}t} \int_{U_i} K(x, y, t)f(y, -t)\phi_i^2(y)dg(y)dt \\
+ \int_0^{r^2/2} \eta(t) \frac{d}{dt}\left( e^{2(n-1)r^{-2}t} \int_{U_i} K(x, y, t)f(y, -t)\phi_i^2(y)dg(y) \right)dt \\
\leq \varepsilon_i r^2 + Cr^{-2} \int_{r^2/4}^{r^2/2} \int_{U_i} K(x, y, r^2)f(y, -t)\phi_i^2(y)dg(y)dt \\
+ Cr^{-2} \int_0^{r^2/2} \int_{A(x,r/4,r/2) \cap R} K(x, y, t)f(y, -t)dg(y)dt \\
\leq \varepsilon_i r^2 + Cr^{-2} \int_{r^2/4}^{r^2/2} \int_{B(x,r/2) \cap R} \frac{Y}{r^n} f(y, -t)dg(y)dt \\
+ Cr^{-2} \int_0^{r^2/2} \int_{A(x,r/4,r/2) \cap R} \frac{Y}{t^{n/2}} \exp\left(-\frac{(r/2)^2}{Yt}\right) f(y, -t)dg(y)dt \\
\leq \varepsilon_i r^2 + Cr^{-n-2} \int_{0}^{r^2/2} \int_{B(x,r/2) \cap R} f(y, -t)dg(y)dt.
\]

Letting \( i \to \infty \) yields

\[
(|\nabla h|^2(x, 0) + \beta)^{1+\alpha} = f(x) \leq Cr^{-n-2} \int_{-r^2/2}^{0} \int_{B(x,r/2) \cap R} (|\nabla h|^2 + \beta)^{1+\alpha}.
\]

Letting \( \beta \to 0 \) and applying Hölder’s inequality yields

\[
|\nabla h|^{1+2\alpha}(x, 0) \leq Cr^{-n-2} \int_{-r^2/2}^{0} \int_{B(x,r/2) \cap R} |\nabla h|^{1+2\alpha} \\
\leq C \left( r^{-n-2} \int_{-r^2/2}^{0} \int_{B(x,r/2) \cap R} |\nabla h|^2 \right)^{1+\alpha/2}.
\]

So, using Lemma 6.1 and Definition 1.12(1),

\[
|\nabla h|(x, 0) \leq C \left( r^{-n-2} \int_{-r^2/2}^{0} \int_{B(x,r/2) \cap R} |\nabla h|^2 \right)^{1/2} \leq Cr^{-1} \text{osc}_{B(x,r) \times [-r^2, 0]} h.
\]
This proves the desired bound.

7. Integral estimates along families of geodesics

In this section we reprove several integral estimates for families of geodesics on singular spaces.

**Definition 7.1.** Let $\mathcal{X} = (X, d, \mathcal{R}, g)$ be a singular space. Consider the unit tangent bundle $S\mathcal{R}$ consisting of all vectors $v \in T\mathcal{R}$ of norm $|v| = 1$. For any $v \in S\mathcal{R}$ denote by $\gamma_v : (-a_v, b_v) \to \mathcal{R}$ be the arclength geodesic with $\gamma'_v(0) = v$ such that $a_v, b_v \in (0, \infty]$ are maximal. We now define

$$S^* X := S^* \mathcal{R} := \{ v \in S\mathcal{R} : a_v = b_v = \infty \}$$

to be the subset of all unit vectors that evolve into infinite geodesic lines. For any subset $U \subset X$ we furthermore set

$$S^* U := S^* \mathcal{R} \cap S(U \cap \mathcal{R}).$$

The standard measure on $S\mathcal{R}$ is the Liouville measure, i.e. the product measure of $(\mathcal{R}, g)$ with the spherical measure of total mass $1$ on each fiber and the standard measure on $S^* \mathcal{R}$ is the restriction of this measure to $S\mathcal{R}$.

Note that for any $v \in S^* \mathcal{R}$ the geodesic $\gamma_v : \mathbb{R} \to \mathcal{R}$ is defined on all of $\mathbb{R}$.

**Lemma 7.2.** Let $\mathcal{X}$ be a singular space with mild singularities of codimension $p_0 > 1$. Then the subset $S^* \mathcal{R} \subset S\mathcal{R}$ is measurable and $S\mathcal{R} \setminus S^* \mathcal{R}$ has measure zero. Moreover, for any $t \in \mathbb{R}$ the flow $S^* \mathcal{R} \to S^* \mathcal{R}$, $v \mapsto \gamma_v(t)$ is measure preserving.

**Proof.** Note that

$$S\mathcal{R} \setminus S^* \mathcal{R} = \bigcup_{k=1}^{\infty} \{ v \in S\mathcal{R} : a_v, b_v \leq k \}$$

(7.1)

is the union of closed sets and hence measurable. Let $R > 0$ be fixed, $p \in X$ and $U := B(p, R) \cap \mathcal{R}$. Using the notation $b_v \in (0, \infty]$ from Definition 7.1 we define for any $0 \leq t_1 < t_2 \leq \infty$

$$W_{t_1,t_2}(U) := \{ v \in SU : t_1 < b_v \leq t_2 \}.$$

We will now bound the measure of $W_{t_1,t_2}(U)$. First note that, since the geodesic flow is volume preserving as long as it exists, for any $0 < t \leq t_1$ the map $W_{t_1,\infty}(\mathcal{R}) \to W_{t_1-t,\infty}(\mathcal{R})$, $v \mapsto \gamma_v(t)$ is volume preserving. Setting $t = t_1$ yields

$$|W_{t_1,t_2}(U)| = |\{ \gamma_v(t_1) : v \in W_{t_1,t_2}(U) \}|.$$

Since the function $r_{\text{Rm}} : X \to [0, \infty)$ is $1$-Lipschitz and $\lim_{t \to b_v} r_{\text{Rm}}(\gamma_v(t)) = 0$ if $b_v < \infty$, we find that

$$r_{\text{Rm}}(\gamma_v(t_1)) \leq t_2 - t_1 \quad \text{for all} \quad v \in W_{t_1,t_2}(U).$$

So for some $1 < p < p_0$,

$$|W_{t_1,t_2}(U)| \leq |B(p, R + t_1) \cap \{ 0 < r_{\text{Rm}} \leq t_2 - t_1 \}| \leq C_{\mathcal{X}, p, p, R+1}(t_2 - t_1)^p.$$
Here $C_{X,p,R+t_1} < \infty$ is a constant that may depend on $X$, $p$, $R$ and on $R + t_1$. The constant $C_{X,p,R+t_1}$ can be chosen to be monotone in $R + t_1$. So for any $N \geq 1$ and $0 < t_0 < \infty$ we have

\[
|\{v \in SU : b_v \leq t_0\}| \leq \sum_{j=1}^{N} |W_{(j-1)N-t_0:jN-t_0}(U)| \leq N \cdot C_{X,p,R+t_0} \left(\frac{t_0}{N}\right)^p.
\]

Letting $N \to \infty$ yields that $\{v \in S(B(p,R) \cap R) : b_v \leq t_0\}$ has measure zero. Letting $R \to \infty$ yields that $\{v \in S^R : b_v \leq t_0\}$ has measure zero and using analogous arguments, we obtain that $\{v \in S^R : a_v, b_v \leq t_0\}$ has measure zero. The first claim now follows from (7.1). The second claim is clear. □

**Proposition 7.3** (cf \cite{Col97} Lemma 1.14). Let $X$ be a singular space with mild singularities of codimension $p_0 > 1$ and let $p \in X$, $l, r > 0$. Then for any $C^2$ function $f : B(p,r + l) \cap R \to \mathbb{R}$ and any $t \in [0, l]$ we have

\[
\int_{S^*B(p,r)} \left|\frac{f(\gamma_v(l)) - f(\gamma_v(0))}{l}\right| dv \leq 2l \int_{B(p,r+l)\cap R} |\nabla^2 f| dg \quad (7.2)
\]
and

\[
\int_{S^*B(p,r)} \left|\langle \nabla f, v \rangle - \frac{f(\gamma_v(l)) - f(\gamma_v(0))}{l}\right| dv \leq 2l \int_{B(p,r+l)\cap R} |\nabla^2 f| dg. \quad (7.3)
\]

**Proof.** This proposition follows similarly as \cite{Col97} Lemma 1.14. The singularities of $X$ don’t cause any issues due to Lemma 7.2. Inequality (7.2) is a direct consequence of (7.3) for $t = 0$. □

We also obtain the following segment inequality.

**Proposition 7.4** (segment inequality, cf \cite{CC96} Theorem 2.11). For any $D < \infty$ there is a $C = C(D) < \infty$ such that the following holds:

Let $X$ be a singular space with mild singularities and assume that $\text{Ric} \geq -(n-1)$ on $R$. Then there is an open subset $G^* \subset R \times R$ such that for any $(x_1, x_2) \in G^*$ there is a unique minimizing geodesic $\gamma_{x_1, x_2} : [0, d(x_1, x_2)] \to X$ between $x_1, x_2$ and such that the following holds:

(a) $\mathcal{R} \times R \setminus G^*$ has measure zero.
(b) If $(x_1, x_2) \in G^*$, then $(x_2, x_1) \in G^*$.
(c) $\gamma_{x_1, x_2}(\mathcal{R}) \subset \mathcal{R}$ for all $(x_1, x_2) \in G^*$.
(d) $\gamma_{x_1, x_2}$ varies continuously in $x_1, x_2$.
(e) Consider open and bounded subsets $U_1, U_2 \subset X$ such that

\[
\sup_{(x_1, x_2) \in U_1 \times U_2} d(x_1, x_2) < D.
\]
Let \( f : \mathcal{R} \rightarrow [0, \infty) \) be a non-negative, bounded and Borel measurable function, taking non-negative values. Then we have

\[
\int_{((U_1 \cap \mathcal{R}) \times (U_2 \cap \mathcal{R})) \cap G^*} f(\gamma_{x_1, x_2}(s))ds dg(x_1)dg(x_2) \leq C (|U_1 \cap \mathcal{R}| + |U_2 \cap \mathcal{R}|) \int_{\mathcal{R}} f. \tag{7.4}
\]

**Proof.** We apply the discussion of section 2 to the (possibly incomplete) Riemannian manifold \((\mathcal{R}, g)\). In the following, we will work with the subset \( G^* \subset \mathcal{R} \times \mathcal{R} \) from Definition 2.2. Then assertions (b)-(d) follow immediately. Assertion (a) follows from Proposition 2.3(c), Fubini’s Theorem and the fact that \( \mathcal{R} \setminus \mathcal{G}_p \subset Q_p \) is a set of measure zero for all \( p \in \mathcal{R} \).

For assertion (e) it suffices to check that

\[
\int_{((U_1 \cap \mathcal{R}) \times (U_2 \cap \mathcal{R})) \cap G^*} f(\gamma_{x_1, x_2}(s))ds dg(x_1)dg(x_2) \leq C |U_1 \cap \mathcal{R}| \int_{\mathcal{R}} f, \tag{7.5}
\]

for some \( C = C(D) < \infty \), as reversing the roles of \( U_1, U_2 \) and \( x_1, x_2 \) and adding both resulting inequalities yields (7.4). In order to show inequality (7.5) it suffices to show that for any \( x_1 \in U_1 \cap \mathcal{R} \) we have

\[
\int_{(U_2 \cap \mathcal{R}) \cap G^*_{x_1}} \int_{d(x_1, x_2)/2}^{d(x_1, x_2)} f(\gamma_{x_1, x_2}(s))ds dg(x_2) \leq C \int_{\mathcal{R}} f, \tag{7.6}
\]

for some \( C = C(D) < \infty \). Using the fact that the exponential map

\[
\exp_{x_1} \mid_{\exp_{x_1}^{-1}(U_2 \cap \mathcal{R}) \cap D_{x_1}^*} : \exp_{x_1}^{-1}(U_2 \cap \mathcal{R}) \cap D_{x_1}^* \rightarrow (U_2 \cap \mathcal{R}) \cap G_{x_1}^*
\]

is a diffeomorphism (see Proposition 2.3(d)), we conclude that

\[
\int_{(U_2 \cap \mathcal{R}) \cap G_{x_1}^*} \int_{d(x_1, x_2)/2}^{d(x_1, x_2)} f(\gamma_{x_1, x_2}(s))ds dg(x_2) = \int_{\exp_{x_1}^{-1}(U_2 \cap \mathcal{R}) \cap D_{x_1}^*} \int_{|v|/2}^{|v|} f(\exp_{x_1} \left( s \cdot \frac{v}{|v|} \right) ) J_{x_1}(v)ds dv.
\]

Here \( J_{x_1} : D_{x_1}^* \rightarrow \mathbb{R} \) denotes the Jacobian of \( \exp_{x_1} \). Using Proposition 2.4, we conclude that for some \( C = C(D) < \infty \)

\[
\int_{(U_2 \cap \mathcal{R}) \cap G_{x_1}^*} \int_{d(x_1, x_2)/2}^{d(x_1, x_2)} f(\gamma_{x_1, x_2}(s))ds dg(x_2) \leq \int_{\exp_{x_1}^{-1}(U_2 \cap \mathcal{R}) \cap D_{x_1}^*} \int_{|v|/2}^{|v|} f(\exp_{x_1} \left( s \cdot \frac{v}{|v|} \right) ) J_{x_1}(v)ds dv \leq \int_{B(0, D) \cap D_{x_1}^*} |v| \int_{1/2}^{1} f(\exp_{x_1}(sv)) J_{x_1}(v)ds dv
\]
\[
\leq D \int_{1/2}^1 \int_{D_{x_1}^R} f(\exp x_1(sv)) \left( s \cdot \frac{sn_{-1}(|v|)}{sn_{-1}(s|v|)} \right)^{n-1} Jx_1(sv) dv ds \\
\leq CD \int_{1/2}^1 \int_{D_{x_1}^R} f(\exp x_1(sv)) Jx_1(sv) dv ds \\
\leq 2^{n-1}CD \int_{D_{x_1}^R} f(\exp x_1(v)) Jx_1(v) dv \\
= 2^{n-1}CD \int_{\mathcal{G}_{x_1}} f = 2^{n-1}CD \int_{\mathcal{R}} f.
\]

This proves \((7.6)\). \qed

8. Almost splitting implies existence of a splitting map

In this section, we recall the definition of an \(\varepsilon\)-splitting map and generalize this notion to singular spaces.

**Definition 8.1** (\(\varepsilon\)-splitting, cf [CN15, Definition 1.20]). Let \(\varepsilon > 0\), \(\mathcal{X}\) a singular space, \(p \in X\) and \(r > 0\). A map \(u = (u^1, \ldots, u^k) : B(p, r) \to \mathbb{R}^k\) is called an \(\varepsilon\)-splitting if

1. \(u^l\) is harmonic for all \(l = 1, \ldots, k\) (in the sense of Definition 6.4).
2. For all \(x \in B(p, r) \cap \mathcal{R}\) we have
   \[
   |\nabla u|(x) := \sup_{v \in T_x, |v| = 1} |(Du)(v)| \leq 1 + \varepsilon. \quad (8.1)
   \]
3. For all for all \(l_1, l_2 = 1, \ldots, k\) we have
   \[
   r^{-n} \int_{B(p, r) \cap \mathcal{R}} |\langle \nabla u^{l_1}, \nabla u^{l_2} \rangle - \delta_{l_1 l_2}|^2 dg < \varepsilon^2.
   \]
4. For all \(l = 1, \ldots, k\) we have
   \[
   r^{-n+2} \int_{B(p, r) \cap \mathcal{R}} |\nabla^2 u^l|^2 dg < \varepsilon^2. \quad (8.2)
   \]

The goal of this section is to prove the following proposition.

**Proposition 8.2** (cf [Col97, sec 2], [Che01 Theorem 9.29], [CN15 Lemma 1.21(2)]). For any \(\varepsilon > 0\), \(p_0 > 3\) and \(Y < \infty\) there is a \(\delta = \delta(\varepsilon, p_0, Y) > 0\) such that the following holds:

Let \(\mathcal{X} = (X, d, \mathcal{R}, g)\) be a singular space with mild singularities of codimension \(p_0\) and assume that \(\mathcal{X}\) is \(Y\)-tame at scale \(\delta^{-1}r\) for some \(r > 0\). Assume moreover that \(\text{Ric} \geq -\delta^2(n-1)r^{-2}\) on \(\mathcal{R}\). Let \(p \in X\) be a point and \(k \in \{1, \ldots, n\}\) and let \((Z, d_Z, z)\) be a pointed metric space. Assume that

\[
d_{GH}((B^X(p, \delta^{-1}r), p), (B^{2 \times \mathbb{R}^k}((z, 0^k), \delta^{-1}r), (z, 0^k))) < \delta r. \quad (8.3)
\]

Then there is an \(\varepsilon\)-splitting map \(u : B^X(x, r) \to \mathbb{R}^k\). If \(k = n\), then \(u\) can be chosen such that additionally

\[
|u(x)| - d(x, p) < \varepsilon r \quad \text{for all} \quad x \in B^X(p, r). \quad (8.4)
\]
As a preparation, we establish the following lemma.

**Lemma 8.3.** For any $\varepsilon > 0$ and $Y < \infty$ there is a $\delta = \delta(\varepsilon, Y) > 0$ such that the following holds:

Let $\mathcal{X} = (X, d, \mathcal{R}, g)$ be a singular space with mild singularities of codimension $p_0 > 1$ and assume that $\mathcal{X}$ is $Y$-tame at scale $\delta^{-1} r$ for some $r > 0$. Assume moreover that $\text{Ric} \geq -\delta^2 (n-1) r^{-2}$ on $\mathcal{R}$. Choose points $p \in X$ and $q_-, q_+ \in \mathcal{R}$ such that

$$d(p, q_+) > \delta^{-1} r$$

and

$$\left| (d(x, q_-) + d(x, q_+)) - (d(p, q_-) + d(p, q_+)) \right| < \delta r \quad \text{for all} \quad x \in B(p, r).$$

Then, for $b_\pm := d(x, q_\pm)$ and the associated signed measure $d\mu_{\Delta b_\pm}$ (see Proposition 2.3), we have

$$r \int_{B(p, r) \cap \mathcal{R}} d|\mu_{\Delta b_\pm}| < \varepsilon r^n. \quad (8.6)$$

**Proof.** Without loss of generality, we may assume that $r = 1$. Set $b_\pm(x) := d(x, q_\pm)$ and set $b_0 := b_-(p) + b_+(p)$. Then by (8.5), we have

$$|b_+ + b_- - b_0| < \delta \quad \text{on} \quad B(p, 1).$$

Moreover, using Laplace comparison (see Proposition 4.2), we have for small $\delta$

$$d\mu_{\Delta b_\pm} \leq (n-1) \frac{cosh(\delta b(\cdot))}{\sinh(\delta b(\cdot))} \delta^{-1} \quad \text{on} \quad B(p, 2) \cap \mathcal{R}. \quad (8.7)$$

Now apply Proposition 5.3 to $B(p, 2)$ to obtain the sequence $s_i \to 0$ the subsets $U_i$ and the cutoff functions $\phi_i : U_i \to [0, 1]$. Next recall that the function $r_{\text{Rm}} : X \to [0, \infty)$ is 1-Lipschitz. As in the proof of Lemma 5.1 we can find a $C^1$ function $f \in C^1(\mathcal{R})$ such that

$$\frac{1}{2} r_{\text{Rm}} < f < 2 r_{\text{Rm}} \quad \text{and} \quad |\nabla f| < 2. $$

Let $F : [0, \infty) \to [0, 1]$ be a smooth function such that $F \equiv 0$ on $[0, 2]$ and $F \equiv 1$ on $[4, \infty)$. For every $i = 1, 2, \ldots$, we define $\eta_i \in C^2(\mathcal{R})$ by

$$\eta_i(x) := F(s_i^{-1} f(x))$$

Then $\text{supp} \eta_i \cap B(p, 2) \subset \{r_{\text{Rm}} > s_i\} \cap B(p, 2) \subset U_i$, $\eta_i \equiv 1$ on $\{r_{\text{Rm}} > 8 s_i\}$ and $|\nabla \eta_i| < C s_i^{-1}$. It follows that $\eta_i \phi_i \in C^2_c(U_i)$ and $\eta_i \phi_i \to 1$ pointwise on $B(p, 1) \cap \mathcal{R}$ as $i \to \infty$. So, by Proposition 2.3 we have

$$\int_{\mathcal{R}} \eta_i \phi_i (d\mu_{\Delta b_-} + d\mu_{\Delta b_+}) = \int_{\mathcal{R}} \nabla (\eta_i \phi_i) \nabla (b_- + b_+ - b_0)$$

$$= - \int_{\mathcal{R}} \eta_i \nabla \phi_i \nabla (b_- + b_+ - b_0) - \int_{\mathcal{R}} (\nabla \eta_i) \phi_i \nabla (b_- + b_+ - b_0)$$

$$= \int_{\mathcal{R}} (\nabla \eta_i \nabla \phi_i + \eta_i \triangle \phi_i) (b_- + b_+ - b_0) - \int_{\mathcal{R}} (\nabla \eta_i) \phi_i \nabla (b_- + b_+ - b_0).$$
Fix some $1 < p < p_0$. So for a generic constant $C_* < \infty$ that may depend on $\mathcal{X}$ or $p$, but not on $i$, and some uniform $C = C(Y) < \infty$ we have

$$\left| \int_{\mathcal{R}} \eta_i \phi_i (d\mu_{\Delta b_-} + d\mu_{\Delta b_+}) \right| \leq C_* s_i^{-1} \left| \{ r_{\text{RM}} \leq 8s_i \} \cap \mathcal{R} \right| \sup_{B(p, 2)} |b_- + b_+ - b_0|$$

$$+ C \sup_{B(p, 2)} |b_- + b_+ - b_0| + C_* s_i^{-1} \left| \{ r_{\text{RM}} \leq 8s_i \} \cap \mathcal{R} \right|$$

$$\leq C_* s_i^{-1 + p} + C \delta + C_* s_i^{-1 + p}.$$ 

It follows that

$$\limsup_{i \to \infty} \left| \int_{\mathcal{R}} \eta_i \phi_i (d\mu_{\Delta b_-} + d\mu_{\Delta b_+}) \right| \leq C \delta.$$ 

In combination with (8.7), this yields

$$\limsup_{i \to \infty} \int_{\mathcal{R}} \eta_i \phi_i d|\mu_{\Delta b_-} + \mu_{\Delta b_+}| \leq C \delta.$$ 

Since $\eta_i \phi_i \to 1$ pointwise on $B(p, 1) \cap \mathcal{R}$, we obtain by Fatou’s Lemma that

$$\int_{B(p, 1) \cap \mathcal{R}} d|\mu_{\Delta b_-} + \mu_{\Delta b_+}| \leq C \delta.$$ 

The bound (8.6) now follows from the fact that

$$d|\mu_{\Delta b_-}| \leq d|\mu_{\Delta b_-} + \mu_{\Delta b_+}| + d(\mu_{\Delta b_+})_+ + d(\mu_{\Delta b_-})_+$$

and (8.7) for sufficiently small $\delta$. Here the last two terms denote the positive parts of the measures $\mu_{\Delta b_{\pm}}$. \(\square\)

We can now derive a partial version of Proposition 8.2.

**Lemma 8.4.** For any $\varepsilon > 0$, $p_0 > 3$ and $Y < \infty$ there is a $\delta = \delta(\varepsilon, p_0, Y) > 0$ such that the following holds:

Let $\mathcal{X} = (X, d, \mathcal{R}, g)$ be a singular space with mild singularities of codimension $p_0$ and assume that $\mathcal{X}$ is $Y$-tame at scale $\delta^{-1}r$ for some $r > 0$. Assume moreover that $\text{Ric} \geq -\delta^2(n - 1)r^{-2}$ on $\mathcal{R}$. Let $p \in X$ be a point, let $k \in \{1, \ldots, n\}$, let $(Z, d_Z, z)$ be a pointed metric space and assume that (8.3) holds. Then there is a continuous map $u = (u^1, \ldots, u^k) : B^X(p, r) \to \mathbb{R}^k$ such that the following holds:

(a) There is a map $\zeta : B^X(p, r) \to Z$ with $d(\zeta(p), z) < \varepsilon r$ such that the map $(\zeta, u^1, \ldots, u^k) : B^X(p, r) \to Z \times \mathbb{R}^k$ is an $\varepsilon r$-Gromov-Hausdorff approximation between $B^X(p, r)$ and $B^{Z \times \mathbb{R}^k}((z, u(p)), r)$.

(b) $u^l$ is harmonic for each $l = 1, \ldots, k$.

(c) For each $l = 1, \ldots, k$, we have

$$r^{-n} \int_{B^X(p, r) \cap \mathcal{R}} \| \nabla u^l \|^2 - 1 < \varepsilon^2.$$ 

**Proof.** Without loss of generality, we may assume that $r = 1$. The constant $\delta > 0$ will be determined in the course of the proof. Choose points $q^1_{\pm}, \ldots, q^k_{\pm} \in \mathcal{R}$.
that correspond to points \((z, (\pm \frac{1}{2}\delta^{-1}, 0, \ldots, 0)), \ldots, (z, (0, \ldots, 0, \pm \frac{1}{2}\delta^{-1}))\) in a \(\delta\)-Gromov-Hausdorff approximation of \(B^X(x, \delta^{-1})\) as in [8.3] and set
\[
\hat{b}^l_{\pm}(x) := d(x, q^l_{\pm})
\]
for each \(l = 1, \ldots, k\). By Lemma 8.3, we have that
\[
\int_{B(p,10) \cap \mathcal{R}} d|\mu \triangle \hat{b}^l_{\pm}| < \Psi(\delta|Y),
\]
where \(\Psi(\delta|Y)\) denotes a constant whose value goes to 0 as \(\delta \to 0\) if \(Y\) is kept fixed. Using the second tameness property in Definition 1.12 and Corollary 6.5, we find a harmonic \(u : B^X(p,10) \to \mathbb{R}^k\) such that for all \(l = 1, \ldots, k\)
\[
\int_{B(p,10) \cap \mathcal{R}} |\nabla(u^l - \hat{b}^l_{\pm})|^2 < \Psi(\delta|Y),
\]
\[
\int_{B(p,10) \cap \mathcal{R}} |u^l - \hat{b}^l_{\pm}|^2 < \Psi(\delta|Y).
\]
Assertion (b) follows immediately. For assertion (c) observe that \(|\nabla \hat{b}^l_{\pm}| = 1\) away from a set of measure zero. So
\[
\int_{B(p,1) \cap \mathcal{R}} |\nabla u^l|^2 - 1| \leq \int_{B(p,1) \cap \mathcal{R}} |\nabla u^l - \nabla \hat{b}^l_{\pm}|^2 + 2 \int_{B(p,1) \cap \mathcal{R}} |\nabla \hat{b}^l_{\pm} \cdot \nabla (u^l - \hat{b}^l_{\pm})|
\leq \Psi(\delta|Y) + C \left( \int_{B(p,1) \cap \mathcal{R}} |\nabla (u^l - \hat{b}^l_{\pm})|^2 \right)^{1/2} \leq \Psi(\delta|Y)
\]

It remains to show assertion (a). For this, observe that by Corollary 6.3 there is a uniform constant \(C < \infty\) such that \(|\nabla u^l| < C\) on \(B(p,4) \cap \mathcal{R}\). As \((X,d)\) is the metric completion of \((\mathcal{R},g)\), this implies that \(u^l\) is \(C\)-Lipschitz on \(B(p,2)\) and thus that \(u^l - \hat{b}^l_{\pm}\) is \((C+1)\)-Lipschitz on \(B(p,2)\). It follows that if \(|u^l - \hat{b}^l_{\pm}|(y) > a\) for some \(y \in B(p,1)\), then \(|u^l - \hat{b}^l_{\pm}| > a/2\) on \(B(p,\frac{1}{2}a(C+1)^{-1})\). So, using (8.8), this shows that
\[|u^l - \hat{b}^l_{\pm}| < \Psi(\delta|Y)\]
on \(B^X(p,1)\).

This finishes the proof of assertion (a). \(\square\)

In order to obtain the \(L^2\)-Hessian estimate (8.2), we will use the following lemma.

**Lemma 8.5.** For any \(Y < \infty\) there is a constant \(C = C(Y) < \infty\) such that the following holds:

Let \(X = (X, d, \mathcal{R}, g)\) be a singular space with singularities of codimension \(p_0 > 2\) and assume that \(X\) is \(Y\)-tame at scale \(2r\) for some \(r > 0\). Assume moreover that \(\text{Ric} \geq -(n-1)\kappa r^{-2}\) on \(\mathcal{R}\) for some \(0 \leq \kappa \leq 1\). Let \(p \in X\) be a point and consider a harmonic function \(u : B(p,2r) \to \mathbb{R}\). Then
\[
r^{2-n} \int_{B(p,r) \cap \mathcal{R}} |\nabla^2 u|^2 \leq C \inf_{a \in \mathbb{R}} \left( r^{-n} \int_{B(p,2r) \cap \mathcal{R}} |\nabla u|^2 - a \right) + C\kappa a.
\]
**Proof.** Without loss of generality, we may assume that \( r = 1 \). By passing to a slightly smaller ball, we may assume that \(|u|, \|
abla u\| < C_*\) on \( B(p, 2) \cap \mathcal{R} \) for some \( C_* < \infty \). The derivative bound can be assumed since by Corollary 6.3 the function \( u \) is locally Lipschitz. By local elliptic regularity and by passing to a yet slightly smaller ball, we may also assume that \(|\nabla^2 u| < C_* r_{\text{Ric}}^{-1}\) on \( B(p, 2) \cap \mathcal{R} \).

Invoke Proposition 6.3 for the ball \( B(p, 2) \) and consider the sequence \( s_i \to 0 \), the subsets \( U_i \subset B(p, 2) \cap \mathcal{R} \) and the cutoff functions \( \phi_i : X \to [0, 1] \). Then, using Bochner’s identity,

\[
\triangle (|\nabla u|^2 - a) = 2|\nabla^2 u|^2 + 2 \text{Ric}(\nabla u, \nabla u) \geq 2|\nabla^2 u|^2 - 2(n - 1)\kappa |\nabla u|^2, \quad (8.9)
\]

we obtain for any \( a \in \mathbb{R} \) that for some uniform constant \( C = C(Y) < \infty \) and some constant \( C_{**} < \infty \), which may depend on \( C_* \) and \( a \), but not on \( i \), and some \( 2 < p < p_0 \).

\[
2 \int_{U_i} (|\nabla^2 u|^2 - (n - 1)\kappa |\nabla u|^2) \phi_i \leq \int_{U_i} \triangle (|\nabla u|^2 - a) \phi_i \\
\leq \int_{\partial U_i} |\nabla^2 u||\nabla u| \phi_i - \int_{U_i} \nabla (|\nabla u|^2 - a) \nabla \phi_i \\
\leq \int_{\partial U_i} (|\nabla^2 u||\nabla u| \phi_i + |\nabla u|^2 - a |\nabla \phi_i|) + \int_{U_i} (|\nabla u|^2 - a) \triangle \phi_i \\
\leq (C_*^2 + (C_{**}^2 + a)Y) \mathcal{H}^{n-1}(\partial_0 U_i)(s_i^{-1} + 1) + C \int_{B(p, 2) \cap \mathcal{R}} |\nabla u|^2 - a \\
\leq C_{**} s_i^{p-1}(s_i^{-1} + 1) + C \int_{B(p, 2) \cap \mathcal{R}} |\nabla u|^2 - a.
\]

Since \( \phi_i \to 1 \) on \( B(p, 1) \cap \mathcal{R} \), we obtain as \( i \to \infty \)

\[
\int_{B(p, 1) \cap \mathcal{R}} |\nabla^2 u|^2 \leq C \int_{B(p, 2) \cap \mathcal{R}} |\nabla u|^2 - a + C\kappa \int_{B(p, 2) \cap \mathcal{R}} |\nabla u|^2 \\
\leq C \int_{B(p, 2) \cap \mathcal{R}} |\nabla u|^2 - a + C\kappa a.
\]

This finishes the proof. \( \square \)

For the gradient estimate 8.10, we will use the following lemma.

**Lemma 8.6.** For any \( p_0 > 2 \) and \( Y < \infty \) there is a constant \( C = C(p_0, Y) < \infty \) such that the following holds:

Let \( \mathcal{X} = (X, d, \mathcal{R}, g) \) be a singular space with singularities of codimension \( p_0 \) and assume that \( \mathcal{X} \) is \( Y \)-tame at some scale \( r > 0 \). Assume moreover that \( \text{Ric} \geq -(n - 1)\kappa r^{-2} \) on \( \mathcal{R} \) for some \( 0 \leq \kappa \leq 1 \). Let \( p \in X \) be a point and consider a harmonic function \( u : B(p, 2r) \to \mathbb{R} \). Then for any \( a \geq 0 \) and \( y \in B(p, r) \cap \mathcal{R} \)
we have

\[
\left| \nabla u \right|^2 (y) \leq a + C \kappa a + C a^{1/2} \left( r^{2-n} \int_{B(p, 2r) \cap R} \left| \nabla^2 u \right|^2 \right)^{1/2} \\
+ C r^{2-n} \int_{B(p, 2r) \cap R} \left| \nabla^2 u \right|^2 + C r^{-n} \int_{B(p, 2r) \cap R} \left| \nabla u \right|^2 - a.
\]

**Proof.** Without loss of generality, we may assume that \( r = 1 \) and, as in the proof of Lemma 8.5, we may assume that \( |u|, |\nabla u| \) are uniformly bounded. Also fix some \( 2 < p < p_0 \).

Let \( y \in B(p, 1) \cap R \) and apply Proposition 8.3 to \( B(y, 1/2) \) to obtain the sequence \( s_i \to 0 \), the subsets \( U_i \subset B(y, 1/2) \cap R \) and the cutoff functions \( \phi_i \).

We can again deduce an estimate of the form \( |\nabla^2 u| < C_s r^{-1} \) on \( B(p, 2) \cap R \) and a similar local gradient estimate for the heat kernel \( K(y, \cdot, t) \) on \( \partial_s U_i \) for large \( i \). By Bochner's identity (8.9), we have for some uniform generic constant \( C = C(Y) < \infty \) and some generic constant \( C_* < \infty \), which may depend on \( X \), \( p \), \( p \) and \( C_* \), that for large \( i \)

\[
\frac{d}{dt} \int_{U_i} K(y, \cdot, t) (|\nabla u|^2 - a) \phi_i = \int_{U_i} \Delta K(y, \cdot, t) (|\nabla u|^2 - a) \phi_i \\
\geq - \int_{\partial U_i} |\nabla K(y, \cdot, t)| |\nabla u|^2 - a| \phi_i - \int_{U_i} \nabla K(y, \cdot, t) \nabla (|\nabla u|^2 - a) \phi_i \\
\geq -C_* \mathcal{H}^{n-1}(\partial_s U_i) s_i^{-1} - \int_{\partial_s U_i} K(y, \cdot, t) |\nabla (|\nabla u|^2 - a) \phi_i| \\
+ \int_{U_i} K(y, \cdot, t) \Delta (|\nabla u|^2 - a) \phi_i \\
\geq -C_* s_i^{p-2} - C_* \mathcal{H}^{n-1}(\partial_s U_i) s_i^{-1} + \int_{U_i} K(y, \cdot, t) \left( \Delta (|\nabla u|^2 - a) \phi_i \\
+ 2 |\nabla (|\nabla u|^2 - a) \phi_i + (|\nabla u|^2 - a) \Delta \phi_i \right) \\
\geq -C_* s_i^{p-2} + \int_{U_i} K(y, \cdot, t) \left( 2 |\nabla^2 u|^2 \phi_i - 2 (n - 1) \kappa |\nabla u|^2 \phi_i \\
- 4 |\nabla^2 u| \cdot |\nabla u| \cdot |\nabla \phi_i| - |\nabla u|^2 - a| \cdot |\Delta \phi_i| \right) \\
\geq -C_* s_i^{p-2} - 2(n - 1) \kappa \int_{U_i} K(y, \cdot, t) (|\nabla u|^2 - a) \phi_i - 2 (n - 1) \kappa \cdot a \\
- \frac{CY}{t^{n/2}} \exp \left( -\frac{1}{16Yt} \right) \int_{A(y, 1/4, 1/2) \cap R} \left( |\nabla u| \cdot |\nabla^2 u| + |\nabla u|^2 - a \right) \\
\geq -C_* s_i^{p-2} - 2(n - 1) \kappa \int_{U_i} K(y, \cdot, t) (|\nabla u|^2 - a) \phi_i - 2 (n - 1) \kappa \cdot a
\]
\[-C\left(\int_{B(p,2)\cap R} |\nabla u|^2\right)^{1/2} \left(\int_{B(p,2)\cap R} |\nabla^2 u|^2\right)^{1/2} - C \int_{B(p,2)\cap R} \left||\nabla u|^2 - a\right| \geq -C_*, s_{i}^{p-2} - 2(n-1)\kappa \int_{U_i} K(y, \cdot, t) (|\nabla u|^2 - a) \phi_i - 2(n-1)\kappa \cdot a - C \left(a + \int_{B(p,2)\cap R} \left||\nabla u|^2 - a\right|\right)^{1/2} - C \int_{B(p,2)\cap R} \left||\nabla u|^2 - a\right| \geq -C_*, s_{i}^{p-2} - 2(n-1)\kappa \int_{U_i} K(y, \cdot, t) (|\nabla u|^2 - a) \phi_i - C\kappa a - Ca^{1/2} \left(\int_{B(p,2)\cap R} |\nabla^2 u|^2\right)^{1/2} - C \int_{B(p,2)\cap R} \left(|\nabla^2 u|^2 + ||\nabla u|^2 - a\right).\]

So

\[
\frac{d}{dt} \left(e^{2(n-1)\kappa t} \int_{U_i} K(y, \cdot, t) (|\nabla u|^2 - a) \phi_i\right) \geq -C_*, s_{i}^{p-2} - C\kappa a - Ca^{1/2} \left(\int_{B(p,2)\cap R} |\nabla^2 u|^2\right)^{1/2} - C \int_{B(p,2)\cap R} \left(|\nabla^2 u|^2 + ||\nabla u|^2 - a\right).\]

Integration over \(t\) from 0 to 1 and applying Hölder’s inequality yields

\[
((|\nabla u|^2 - a) (y) - e^{2(n-1)\kappa} \int_{U_i} K(y, \cdot, 1) (|\nabla u|^2 - a) \phi_i \leq C_*, s_{i}^{p-2} + C\kappa a + Ca^{1/2} \left(\int_{B(p,2)\cap R} |\nabla^2 u|^2\right)^{1/2} + C \int_{B(p,2)\cap R} \left(|\nabla^2 u|^2 + ||\nabla u|^2 - a\right).\]

The claim now follows using the fact that \(K(y, \cdot, 1) \leq Y\) and letting \(i \to \infty\). \(\square\)

**Lemma 8.7.** For any \(p_0 > 2\) and \(Y < \infty\) there is a constant \(C = C(p_0, Y) < \infty\) such that the following holds:

Let \(\mathcal{X} = (X, d, \mathcal{R}, g)\) be a singular space with singularities of codimension \(p_0\) and assume that \(\mathcal{X}\) is \(Y\)-tame at some scale \(r > 0\). Assume moreover that \(\text{Ric} \geq -(n-1)\kappa r^{-2}\) on \(\mathcal{R}\) for some \(0 \leq \kappa \leq 1\). Let \(p \in X\) be a point and consider a vector valued function \(u = (u^1, \ldots, u^k) : B(p, 2r) \to \mathbb{R}^k\) whose component
functions $u^1, \ldots, u^k$ are harmonic. Then for any $y \in B(p, r) \cap R$ we have

$$|\nabla u|^2(y) \leq 1 + C \sum_{l=1}^{k} \left( \left( r^{2-n} \int_{B(p, 2r)\cap R} |\nabla^2 u^l|^2 \right)^{1/2} + r^{2-n} \int_{B(p, 2r)\cap R} |\nabla^2 u^l|^2 \right)$$

$$+ C r^{-n} \sum_{i,j=1}^{k} \int_{B(p, 2r)\cap R} |\langle \nabla u^i, \nabla u^j \rangle - \delta_{ij}| + C \kappa. \quad (8.10)$$

Here $|\nabla u|(y) := \max_{v \in T_y R, |v|=1} |(\nabla u)(v)|$.

**Proof.** It suffices to show that for any $w \in \mathbb{R}^k$, $|w| = 1$, setting $u^* := \langle w, u \rangle = w^1 u^1 + \ldots + w^k u^k$, the quantity $|\nabla u^*|^2(y)$ is bounded by the right-hand side of (8.10). Observe that $u^*$ is harmonic,

$$|\nabla^2 u^*| \leq \sum_{l=1}^{k} |\nabla^2 u^l|$$

and

$$||\nabla u^*|^2 - 1| = \left| \sum_{i,j=1}^{k} w_i w_j \langle \nabla u^i, \nabla u^j \rangle - 1 \right| = \left| \sum_{i,j=1}^{k} w_i w_j (\langle \nabla u^i, \nabla u^j \rangle - \delta_{ij}) \right|$$

$$\leq \sum_{i,j=1}^{k} |\langle \nabla u^i, \nabla u^j \rangle - \delta_{ij}|.$$  

So the desired bound follows from Lemma 8.6. \hfill \Box

We can finally prove Proposition 8.2.

**Proof of Proposition 8.2.** Without loss of generality, we may assume that $r = 1$. Apply Lemma 8.4 for $r \leftarrow 16$ to obtain $u = (u^1, \ldots, u^k) : B(p, 16) \to \mathbb{R}^k$. Replacing $u$ by $u - u(p)$, we may assume that $u(p) = 0^k$. Using assertion (c) of Lemma 8.4 and Lemma 8.5, we find that

$$\int_{B(p, 8)\cap R} |\nabla^2 u|^2 < \Psi(\delta|Y). \quad (8.11)$$

So for sufficiently small $\delta$, this implies item (4) of Definition 8.1 for the restriction $u|_{B(p, 1)}$. It remains to verify items (2) and (3). Next, we will show that for any $l_1, l_2 = 1, \ldots, k$, $l_1 \neq l_2$

$$\int_{B(p, 4)\cap R} |\langle \nabla u^{l_1}, \nabla u^{l_2} \rangle|^2 < \Psi(\delta|Y). \quad (8.12)$$

This bound together with Lemma 8.4(c) will then imply item (3) of Definition 8.1 and, using Lemma 8.7, item (2). Thus we will find that $u|_{B(p, 1)}$ is an $\varepsilon$-splitting map for sufficiently small $\delta$. The bound (8.4) will be verified at the end of the proof.
We follow the lines of the proof of Lemma 2.9 to show (8.12). Fix \(l_1, l_2 \in \{1, \ldots, k\}, l_1 \neq l_2\). Note first that by Proposition 7.3 (8.11) and Hölder’s inequality we have for \(i = 1, 2\)
\[
\int_{S^*B(p,4)} \left| \langle \nabla u^i, v \rangle - (u^i(\gamma_v(1)) - u^i(\gamma_v(0))) \right| < \Psi(\delta|Y|).
\]
Let \(\theta > 0\) be a parameter whose value we will determine later and set
\[
C^*_\theta := \{ v \in S^*B(p,4) : \angle(v, \nabla u^{l_1}(\gamma_v(0))) < \theta \}.
\]
Then also
\[
\int_{C^*_\theta} \left| \langle \nabla u^i, v \rangle - (u^i(\gamma_v(1)) - u^i(\gamma_v(0))) \right| < \Psi(\delta|Y|).
\]
Note that, by Lemma 8.6 Lemma 8.4(c) and (8.11), the two terms in the difference in this integrand are bounded by a constant that only depends on \(Y\). So
\[
\int_{C^*_\theta} \left| \langle \nabla u^i, v \rangle^2 - (u^i(\gamma_v(1)) - u^i(\gamma_v(0)))^2 \right| < \Psi(\delta|Y|).
\]
(8.13)
On the other hand, using the Pythagorean Theorem and Lemma 8.4(a), we have for any \(y_1, y_2 \in B(p,2)\) that
\[
(u^1(y_1) - u^1(y_2))^2 + (u^2(y_1) - u^2(y_2))^2 < d^2(y_1, y_2) + \Psi(\delta|Y|).
\]
It follows that
\[
\int_{C^*_\theta} \left( (u^1(\gamma_v(1)) - u^1(\gamma_v(0)))^2 + (u^2(\gamma_v(1)) - u^2(\gamma_v(0)))^2 \right) < |C^*_\theta| + \Psi(\delta|Y|).
\]
Combining this with (8.13) yields
\[
\int_{C^*_\theta} \langle \nabla u^1, v \rangle^2 + \langle \nabla u^2, v \rangle^2 < |C^*_\theta| + \Psi(\delta|Y|).
\]
So we obtain, using \(\langle \nabla u^i, v \rangle > |\nabla u^i| \cos \theta\) for \(v \in C^*_\theta\) and Lemma 8.4(c) that
\[
\int_{C^*_\theta} \langle \nabla u^2, v \rangle^2 < \Psi(\theta)|C^*_\theta| + \Psi(\delta|Y|).
\]
(8.14)
Set now
\[
C_\theta := \{ v \in SB(p,4) : \angle(v, \nabla u^{l_1}(\gamma_v(0))) < \theta \}.
\]
By Lemma 7.2 the subset \(C_\theta \setminus C^*_\theta\) has measure zero. So by (8.14) we have
\[
\int_{C_\theta} \langle \nabla u^2, v \rangle^2 < \Psi(\theta)|C_\theta| + \Psi(\delta|Y|).
\]
So if we choose first \(\theta\) and then \(\delta\) sufficiently small, we obtain (8.12).

Finally, we need to verify (8.4) in the case in which \(k = n\) and \(\delta\) is sufficiently small. To see this, let \(x \in B(p,1) \cap \mathcal{R}\), set \(d := d(x,p)\) and assume that \(\varepsilon < 1\). By the segment inequality, Proposition 7.4 (8.11), (8.12) and Lemma 8.4(c), we can find points \(p' \in B(p,\varepsilon/10) \cap \mathcal{R}\) and \(x' \in B(x,\varepsilon/10) \cap \mathcal{R}\) such that the following
holds: The arclength minimizing geodesic \( \gamma := \gamma_{p',q'} : [0,a] \to \mathcal{R} \) between \( p',q' \) is contained in \( \mathcal{R} \), for all \( l = 1, \ldots, n \)

\[
\int_0^a |(u' \circ \gamma)'(s)|ds \leq \int_0^a |\nabla^2 u'|(\gamma(s))ds < \Psi(\delta|\varepsilon,Y) \tag{8.15}
\]

and for all \( l_1, l_2 = 1, \ldots, n \)

\[
|\langle \nabla u^{l_1}(p'), \nabla u^{l_2}(p') \rangle - \delta_{l_1 l_2}| < \Psi(\delta|\varepsilon,Y). \tag{8.16}
\]

Since \( a < 2 \), the bound (8.15) implies

\[
|u'(x') - u'(p') - a \langle \nabla u'(p'), \gamma'(0) \rangle| < \Psi(\delta|\varepsilon,Y).
\]

So by (8.16) we have

\[
||u'(x') - u'(p')|^2 - a^2| < \Psi(\delta|\varepsilon,Y).
\]

Now note that

\[
|a - d| = |d(x',p') - d(x,p)| < \varepsilon/5.
\]

and, \( |u'(p')| \leq (1+\varepsilon)d(p,p') < \varepsilon/5 \), as well as \( |u(x') - u(x)| \leq (1+\varepsilon)d(x,x') < \varepsilon/5 \).

So, we obtain that

\[
||u(x)| - d| < 3\varepsilon/5 + \Psi(\delta|\varepsilon,Y).
\]

This implies (8.4) for small \( \delta \).

\[\Box\]

9. Volume Stability

In this section we prove the first main property of singular spaces, Theorem 1.3, which states that Gromov-Hausdorff closeness to a Cartesian product of a metric space with \( \mathbb{R}^n \) implies closeness of the volume to the volume of Euclidean space. Our proof follows the lines of [Col97, sec 2].

We first need the following lemma.

\[\text{Lemma 9.1.} \text{ For any } Y < \infty \text{ there is an } \varepsilon_0 = \varepsilon_0(Y) > 0 \text{ such that the following holds:}
\]

Let \( \mathcal{X} \) be a singular space with mild singularities of codimension \( p_0 > 1 \) that is \( Y \)-tame at some scale \( r > 0 \) and let \( p \in \mathcal{X} \) be a point. If \( u : B(p,r) \to \mathbb{R}^n \) is an \( \varepsilon_0 \)-splitting map and \( y \in \mathbb{R}^n \) such that \( |u(p) - y| \geq r \), then

\[
u(B(p,r)) \cap B(y,|u(p) - y|) \neq 0.
\]

\[\text{Proof.} \text{ Without loss of generality, we may assume that } r = 1 \text{ and } u(p) = 0^n.
\]

Then, assuming \( \varepsilon_0 \) to be small enough depending on \( Y \), we need to find some \( z \in B(p,r) \) such that \( 2(\langle u(z), y \rangle) > |u(z)|^2 \). Using Proposition 7.3 we have

\[
\int_{S^*B(p,1/2)} |\langle \nabla u^l, v \rangle - 2\langle u^l(\gamma_v(1/2)), u^l(\gamma_v(0)) \rangle| < \Psi(\varepsilon_0|Y)
\]

for all \( l = 1, \ldots, n \) and

\[
\int_{B(p,1)} |\langle \nabla u^{l_1}, \nabla u^{l_2} \rangle - \delta_{l_1 l_2}| < \Psi(\varepsilon_0)
\]
for all \(l_1, l_2 = 1, \ldots, n\). Note that by \(Y\)-tameness, we have \(|B(p, r') \cap \mathcal{R}| > Y^{-1}r'^n\) for all \(0 < r' < 1\). So there is a point \(x \in B(p, 1/10) \cap \mathcal{R}\) and vector \(v \in T_x \mathcal{R}\) such that \(S_x \mathcal{R} \setminus S^* \mathcal{R}\) is a set of measure zero (here \(S_x \mathcal{R}\) denotes the fiber of \(S \mathcal{R}\) over \(x\)), such that at \(x\) we have

\[
\left| \langle \nabla u^l_1, \nabla u^l_2 \rangle - \delta_{l_1 l_2} \right| < \Psi(\varepsilon_0|Y|) \quad \text{for all} \quad l_1, l_2 = 1, \ldots, n
\]

and

\[
\int_{S_x \mathcal{R} \cap S^* \mathcal{R}} \left| \langle \nabla u^l, v \rangle - 2(u^l(\gamma_v(1/2)) - u^l(\gamma_v(0))) \right| < \Psi(\varepsilon_0|Y|) \quad \text{for all} \quad l = 1, \ldots, n.
\]

So for sufficiently small \(\varepsilon_0\), we can find some \(v \in S_x \mathcal{R}\) such that

\[
\sum_{l=1}^n \langle \nabla u^l, v \rangle y^l > (1 - \Psi(\varepsilon_0|Y|))|y|
\]

and such that for all \(l = 1, \ldots, n\)

\[
\left| \langle \nabla u^l, v \rangle - 2(u^l(\gamma_v(1/2)) - u^l(\gamma_v(0))) \right| < \Psi(\varepsilon_0|Y|).
\]

Note that \(x = \gamma_v(0)\). Combining (9.1) and (9.2) yields

\[
\sum_{l=1}^n 2(u^l(\gamma_v(1/2)) - u^l(x)) y^l > -\Psi(\varepsilon_0|Y|)|y| + \sum_{l=1}^n \langle \nabla u^l, v \rangle y^l > (1 - \Psi(\varepsilon_0|Y|))|y|.
\]

Setting \(z := \gamma_v(1/2)\) we then obtain for small \(\varepsilon_0\) (recall that \(u(p) = 0^n\))

\[
2\langle u(z), y \rangle > (1 - \Psi(\varepsilon_0|Y|))|y| - 2|u(x)| + |y| \\
\geq (1 - \Psi(\varepsilon_0|Y|))|y| - 2(1 + \varepsilon_0)d(x, p)|y| > 0.7|y| \geq 0.7.
\]

On the other hand, for small \(\varepsilon_0\)

\[
|u(z)| = |u(z) - u(p)| \leq (1 + \varepsilon_0)d(z, p) \leq (1 + \varepsilon_0)(d(z, x) + d(x, p)) \\
< (1 + \varepsilon_0)(0.5 + 0.1) < 0.7.
\]

This shows that \(2\langle u(z), y \rangle > |u(z)|^2\) for sufficiently small \(\varepsilon_0\). \(\square\)

**Lemma 9.2.** For every \(\varepsilon > 0\) and \(Y < \infty\) there is a \(\delta = \delta(\varepsilon, Y) > 0\) such that the following holds:

Let \(X\) be a singular space with mild singularities of codimension \(p_0 > 1\) that is \(Y\)-tame at some scale \(r > 0\). Assume that \(\text{Ric} \geq -(n - 1)\) on \(\mathcal{R}\). Let \(p \in X\) be a point and consider a \(\delta\)-splitting map \(u : B(p, r) \to \mathbb{R}^n\) that satisfies

\[
||u(x)| - d(p, x)| < \delta r \quad \text{for all} \quad x \in B(p, r).
\]

Then

\[
|B(p, r) \cap \mathcal{R}| > (\omega_n - \varepsilon)r^n.
\]

**Proof.** Without loss of generality, we may again assume that \(r = 1\).

We will first show that for sufficiently small \(\delta\) we have \(|u(B(p, 1))| > \omega_n - \varepsilon/2\). Choose and fix \(\nu > 0\) small enough such that

\[
|B(0^n, 1) \setminus B(0^n, 1 - 3\nu)| < \varepsilon/4.
\]
Using (9.3) we may assume that $\delta$ is chosen small enough such that

$$u(B(p, 1) \setminus B(p, 1 - \nu)) \cap B(0^n, 1 - 2\nu) = \emptyset.$$  

So

$$A := B(0^n, 1 - 3\nu) \setminus u(B(p, 1)) = B(0^n, 1 - 3\nu) \setminus u(B(p, 1 - \nu))$$

is an open subset of $\mathbb{R}^n$. If $A = \emptyset$, then $|u(B(p, 1))| \geq |B(0^n, 1 - 3\nu)| > \omega_n - \varepsilon/4$ and we are done. So assume that $A \neq \emptyset$.

For any $y \in A$ choose $r_y > 0$ maximal with the property that $B(y, r_y) \cap u(B(p, 1)) = \emptyset$. Note that $r_y$ depends continuously on $y$ and due to (9.3) we have

$$\inf_{y \in A} r_y = 0.$$  

So if $r_y > \nu$ for some $y \in A$, then we can find some $y_0 \in A$ such that $r_0 := r_{y_0} = \nu$.

Assume for a moment that $r_y \leq \nu$ for all $y \in A$. By Vitali’s Covering Lemma we can choose (finitely or countably infinitely many) points $y_1, y_2, \ldots \in A$ and radii $r_1 := r_{y_1}, r_2 := r_{y_2}, \ldots > 0$ such that

$$B(y_i, r_i) \cap u(B(p, 1)) = \emptyset, \quad \partial B(y_i, r_i) \cap u(B(p, 1)) \neq \emptyset,$$

such that the balls $B(y_i, 3r_i)$ are pairwise disjoint and such that

$$\bigcup_i B(y_i, 15r_i) \supset A.$$  

It follows, using Proposition 4.1, that

$$\sum_{i > 0} \omega_n r_i^n \geq \frac{|A|}{100^n}. \tag{9.5}$$

By the definition of the radii $r_i$, we can choose a point $x_i \in B(p, 1)$ such that $|u(x_i) - y_i| = r_i$. This can be done both in the cases in which $r_y \leq \nu$ for all $y \in A$ and in which we have picked the points $y_1, y_2, \ldots$, as well as in the case in which $r_y > \nu$ for some $y \in A$ and in which we have picked the point $y_0$ with $r_{y_0} = \nu$. Note that in both cases $|u(x_i)| \leq |y_i| + r_i < 1 - 3\nu + \nu = 1 - 2\nu$. This implies that $x_i \in B(p, 1 - \nu)$ and hence that $B(x_i, r_i) \subset B(p, 1)$. By Lemma 9.1 the restriction $u|_{B(x_i, r_i)} : B(x_i, r_i) \to \mathbb{R}^n$ cannot be an $\varepsilon_0$-splitting map. So we have for $i = 0$ or $i = 1, 2, \ldots$

$$\int_{B(x_i, r_i) \cap \mathbb{R}} \left(r_i^2 \sum_{i=1}^n |\nabla^2 u|^2 + \sum_{i_1, i_2=1}^n |\nabla u_{i_1} \nabla u_{i_2} - \delta_{i_1 i_2}|^2 \right) \geq \varepsilon_0^2 r_i^n. \tag{9.6}$$

Consider first the case $i = 0$ and $r_0 = \nu$. Since $u$ is a $\delta$-splitting, we then have $\varepsilon_0^2 \nu^n \leq \delta^2$. This gives us a contradiction for sufficiently small $\delta$. We may hence assume in the following consider the case $i = 1, 2, \ldots$.

We now claim that the balls $B(x_i, r_i)$ are pairwise disjoint. Assume that two such balls, for two indices $i, i'$, intersect. Then, for sufficiently small $\delta$, we have

$$|y_i - y_{i'}| \leq |y_i - u(x_i)| + |u(x_i) - u(x_{i'})| + |u(x_{i'}) - y_{i'}|$$

$$\leq r_i + (1 + \delta)d(x_i, x_{i'}) + r_{i'} < r_i + (1 + \delta)(r_i + r_{i'}) + r_{i'} < 3r_i + 3r_{i'},$$
in contradiction to the fact that all $B(y_i, 3r_i)$ are pairwise disjoint. Using the fact that $u$ is an $\delta$-splitting map and (9.6), it follows that

\[ \sum_i \varepsilon_0^2 r_i^n \leq \delta^2. \]

Combining this with (9.5) yields that for sufficiently small $\delta$

\[ |A| < \varepsilon/4. \]

Using (9.4), it follows that

\[ |u(B(p, 1))| > \omega_n - \varepsilon/2. \]

Next, we show that $|u(B(p, 1))| = |u(B(p, 1) \cap \mathcal{R})|$. Let $0 < s < 1$ and choose a minimal s-net $y_1, \ldots, y_N$ of $\{r_{Rm} < s\} \cap B(p, 1)$. Then the balls $B(y_i, s)$ cover $\{r_{Rm} < s\} \cap B(p, 1)$ and the balls $B(y_i, s/2)$ are pairwise disjoint. Since $r_{Rm}$ is 1-Lipschitz, we have $B(y_i, s/2) \subset \{r_{Rm} < 2s\} \cap B(p, 2)$. So for some generic constant $C_* < \infty$, which may depend on $\mathcal{X}$ and $p$ but not on $s$, we have

\[ N < C_*(s/2)^{-n} |\{r_{Rm} < 2s\} \cap B(p, 2) \cap \mathcal{R}|. \]

It follows that

\[ |u(B(p, 1) \setminus \mathcal{R})| \leq |u(\{r_{Rm} < s\} \cap B(p, 1))| \]

\[ \leq \left| \bigcup_{i=1}^N B(u(z_i), (1+\delta)s) \right| \leq C_* N s^n \leq C_* |\{r_{Rm} < 2s\} \cap B(p, 2) \cap \mathcal{R}|. \]

Letting $s \to 0$ yields $|u(B(p, 1) \setminus \mathcal{R})| = 0$ and hence

\[ |u(B(p, 1) \cap \mathcal{R})| = |u(B(p, 1))| > \omega_n - \varepsilon/2. \]

Since $u$ is a $\delta$-splitting, we find a constant $C < \infty$ such that the Jacobian $|\det du|$ of $u$ satisfies the following estimate

\[ \int_{B(p, 1) \cap \mathcal{R}} |(\det du) - 1| < C\delta. \]

So

\[ \omega_n - \varepsilon/2 < |u(B(p, 1) \cap \mathcal{R})| = \int_{B(p, 1) \cap \mathcal{R}} |\det du| \leq (1 + C\delta)|B(p, 1) \cap \mathcal{R}|. \]

The claim now follows for sufficiently small $\delta$. \hfill \[ \Box \]

We can finally prove Theorem 1.3.

**Proof of Theorem 1.3**. The claim follows by combining Proposition 8.2 with Lemma 9.2. \hfill \[ \Box \]
10. Cone rigidity

The goal of this section is to reprove the Cone Rigidity Theorem of Cheeger and Colding (see \[CC96\]) for singular spaces. More specifically, we will show Theorem 1.5 from subsection 1.3.

We first establish the existence of a function \(b\) on an annulus around \(p\) that approximates \(d^2(p, \cdot)\) in \(W^{1,2}\) and for which \(|\nabla^2 b - 2g|\) is small in an \(L^2\)-sense.

**Lemma 10.1** (cf \[CC96, Corollary 4.83\]). For any \(\varepsilon, \eta > 0, p_0 > 3\) and \(Y < \infty\) there is a \(\delta = \delta(\varepsilon, \eta, p_0, Y) < \infty\) such that the following holds:

Let \(X\) be a singular space with mild singularities of codimension \(p_0\) that is \(Y\)-tame at scale \(\delta^{-1}r\) for some \(r > 0\). Assume moreover that \(\text{Ric} \geq -(n-1)\kappa\) on \(\mathcal{R}\) for some \(0 \leq \kappa \leq \delta r^{-2}\). Let \(p \in X\) be a point and set \(f := d^2(\cdot, p)\). Assume that

\[
\frac{|B(p, \varepsilon r/4) \cap \mathcal{R}|}{v_-(\varepsilon r/4)} - \frac{|B(p, 8r) \cap \mathcal{R}|}{v_- (8r)} < \delta.
\]

Then there is a locally Lipschitz function \(b : A(p, \varepsilon r, r) \to \mathbb{R}\) such that \(b\) is \(C^3\) on \(A(p, \varepsilon r, r) \cap \mathcal{R}\) and such that the following holds

\[
|b - f| < \eta r^2 \quad \text{on} \quad A(p, \varepsilon r, r),
\]

\[
\int_{A(p, \varepsilon r, r) \cap \mathcal{R}} |\nabla (b - f)|^2 dg < \eta r^{n+2},
\]

\[
\int_{A(p, \varepsilon r, r) \cap \mathcal{R}} |\nabla^2 b - 2g|^2 dg < \eta r^n.
\]

**Proof.** We follow the lines of the proof of \[CC96, Proposition 4.81\]. Without loss of generality, we may assume that \(r = 1\).

Let us first deduce the following bound, using Proposition 4.1

\[
\frac{|A(p, 4, 8) \cap \mathcal{R}|}{v_-(8) - v_-(4)} = \frac{|B(p, 8) \cap \mathcal{R}|}{v_-(8) - v_-(4)} - \frac{|B(p, 4) \cap \mathcal{R}|}{v_-(8) - v_-(4)} \geq \frac{|B(p, 8) \cap \mathcal{R}|}{v_-(8) - v_-(4)} - \frac{|B(p, \varepsilon/4) \cap \mathcal{R}|}{v_-(8) - v_-(4)} \cdot \frac{v_-(8)}{v_-(\varepsilon/4)}.
\]

So, for some constant \(C < \infty\), which only depends on the dimension,

\[
\frac{|B(p, \varepsilon/4) \cap \mathcal{R}|}{v_-(\varepsilon/4)} - \frac{|A(p, 4, 8) \cap \mathcal{R}|}{v_-(8) - v_-(4)} \geq \frac{v_-(8)}{v_-(\varepsilon/4)} \left( \frac{|B(p, \varepsilon/4) \cap \mathcal{R}|}{v_-(\varepsilon/4)} - \frac{|B(p, 8) \cap \mathcal{R}|}{v_-(8)} \right) < C\delta.
\]

By the third tameness property applied to the annulus \(A(p, \varepsilon/4, 4)\) and Corollary 6.3 we can find a harmonic function \(h : A(p, \varepsilon/4, 4) \to \mathbb{R}\) that satisfies

\[
4^{2-n} \leq h \leq (\varepsilon/4)^{2-n}, \quad (10.1a)
\]

\[
\int_{A(p, \varepsilon/4, 4) \cap \mathcal{R}} |\nabla (h - d^{2-n}(p, \cdot))|^2 dg < C\delta, \quad (10.1b)
\]
Here, and in the rest of the proof, $C < \infty$ is a generic constant that only depends on $\varepsilon$, $p_0$ and $Y$. By Corollary 6.3 we know that $h$ is harmonic and locally Lipschitz. Moreover, by Corollary 6.3 we have

$$|\nabla h| < C \quad \text{on} \quad A(p, 0.26\varepsilon, 3.9).$$

(10.1d)

Set now

$$b := \frac{h^2}{4}.$$

Then

$$\triangle b = \frac{n}{2} \frac{|\nabla b|^2}{b}\quad (10.2a)$$

and, using (10.1a)–(10.1d), we find that

$$(\varepsilon/4)^2 \leq b \leq 4^2,$$

(10.2b)

$$\int_{A(p, \varepsilon/4) \cap \mathcal{R}} |b - f|^2 dg < \Psi(\delta|\varepsilon, Y),$$

(10.2c)

$$\int_{A(p, \varepsilon/4) \cap \mathcal{R}} |\nabla (b - f)|^2 dg < \Psi(\delta|\varepsilon, Y),$$

(10.2d)

$$|\nabla b| < C \quad \text{on} \quad A(p, 0.26\varepsilon, 3.9) \cap \mathcal{R}.$$ 

(10.2e)

Combining (10.2c) with (10.2e) yields moreover

$$|b - f| < C\Psi(\delta|\varepsilon, Y) \quad \text{on} \quad A(p, 0.27\varepsilon, 3.8).$$

(10.2f)

Let $\Phi : \mathbb{R} \rightarrow [0, 1]$ be a smooth cutoff function such that $\text{supp} \Phi \subset ((0.3\varepsilon)^2, 3^2)$ and such that $\Phi \equiv 1$ on $[\varepsilon^2, 1]$. By (10.2b) we have $\text{supp} \Phi \circ b \subset A := A(p, \varepsilon/2, 2)$ for sufficiently small $\delta$. Then

$$\int_{A \cap \mathcal{R}} \left| \nabla^2 b - \frac{1}{n} \triangle b g \right|^2 \Phi(b) dg = \int_{A \cap \mathcal{R}} \left( |\nabla^2 b|^2 - \frac{1}{n} (\triangle b)^2 \right) \Phi(b) dg.$$ 

(10.3)

By standard elliptic estimates and (10.2b), (10.2e) there is a (non-uniform) constant $C_* < \infty$ such that we have on $A \cap \mathcal{R}$

$$|\nabla^2 b| < C_* r_{Rm}^{-1} \quad \text{and} \quad |\nabla^3 b| < C_* r_{Rm}^{-2}.$$ 

So, using Proposition 5.2 we can conclude

$$\int_{A \cap \mathcal{R}} |\nabla^2 b|^2 \Phi(b) dg = - \int_{A \cap \mathcal{R}} \left( \nabla b \nabla \triangle b \cdot \Phi(b) + \nabla_i b \nabla_j b \nabla^2 b \cdot \Phi'(b) \right) dg,$$

(10.4)

$$\int_{A \cap \mathcal{R}} \nabla b \nabla \triangle b \cdot \Phi(b) dg = - \int_{A \cap \mathcal{R}} \left( (\triangle b)^2 \cdot \Phi(b) + \triangle b |\nabla b|^2 \Phi'(b) \right) dg, \quad (10.5)$$
\[
\int_{\mathcal{A} \cap \mathcal{R}} \nabla_i b \nabla_j^2 b \nabla_j b \cdot \Phi'(b) dg \\
= - \int_{\mathcal{A} \cap \mathcal{R}} \left( \triangle b |\nabla b|^2 \Phi'(b) + \nabla_i b \nabla_j b \nabla_j^2 b \cdot \Phi'(b) + |\nabla b|^4 \Phi''(b) \right) dg. \tag{10.6}
\]

So
\[
\int_{\mathcal{A} \cap \mathcal{R}} \nabla_i b \nabla_j^2 b \nabla_j b \cdot \Phi'(b) dg = - \frac{1}{2} \int_{\mathcal{A} \cap \mathcal{R}} \left( \triangle b |\nabla b|^2 \Phi'(b) + |\nabla b|^4 \Phi''(b) \right) dg. \tag{10.7}
\]

Combining (10.3)–(10.7) and applying (10.2a) yields
\[
\int_{\mathcal{A} \cap \mathcal{R}} |\nabla^2 b - \frac{1}{n} \triangle bg|^2 \Phi(b) dg \\
\leq \int_{\mathcal{A} \cap \mathcal{R}} \left( (\triangle b)^2 \cdot \Phi(b) + \triangle b |\nabla b|^2 \Phi'(b) \\
+ \frac{1}{2} \triangle b |\nabla b|^2 \Phi'(b) + \frac{1}{2} |\nabla b|^4 \Phi''(b) - \frac{1}{n} (\triangle b)^2 \Phi(b) \right) dg \\
= \int_{\mathcal{A} \cap \mathcal{R}} \left( \frac{n^2 |\nabla b|^4}{b^2} \cdot \Phi(b) + \frac{n |\nabla b|^2}{b} |\nabla b|^2 \Phi'(b) \\
+ \frac{n}{4} |\nabla b|^2 |\nabla b|^2 \Phi'(b) + \frac{1}{2} |\nabla b|^4 \Phi''(b) - \frac{n}{4} |\nabla b|^4 \Phi(b) \right) dg \\
= \int_{\mathcal{A} \cap \mathcal{R}} \left( \frac{n(n-1)}{4} b^{-2} \Phi(b) + \frac{3n}{4} b^{-1} \Phi'(b) + \frac{1}{2} \Phi''(b) \right) |\nabla b|^4 dg.
\]

Using (10.2b)–(10.24) and [CC96] Lemma 4.74, we find
\[
\int_{\mathcal{A} \cap \mathcal{R}} |\nabla^2 b - \frac{1}{n} \triangle bg|^2 \Phi(b) dg \\
< \Psi(\delta |\varepsilon, Y) + \int_{\mathcal{A} \cap \mathcal{R}} \left( \frac{n(n-1)}{4} d^{-4}(\cdot, p) \Phi(d^2(\cdot, p)) \\
+ \frac{3n}{4} d^{-2}(\cdot, p) \Phi'(d^2(\cdot, p)) + \frac{1}{2} \Phi''(d^2(\cdot, p)) \right) d^4(\cdot, p) dg \\
< \Psi(\delta |\varepsilon, Y) + \int_{\mathcal{A} \cap \mathcal{R}} T(d(\cdot, p)) dg, \tag{10.8}
\]

for some universal smooth function \( T : \mathbb{R} \to \mathbb{R} \) with \( T(\varepsilon/2) = 0 \). We can estimate the last integral as follows. We have
\[
\int_{\mathcal{A} \cap \mathcal{R}} T(d(\cdot, p)) dg = \int_{\mathcal{A} \cap \mathcal{R}} \int_{\varepsilon/2}^{d(x, p)} T'(s) ds dg(x) = \int_{\varepsilon/2}^{2} T'(s) \left| A(p, s, 2) \cap \mathcal{R} \right| ds
\]
and, using integration by parts,
\[
\frac{n|B(p, 2) \cap \mathcal{R}|}{2^n} \int_{\varepsilon/2}^{2} T(s)s^{n-1} ds = \int_{\varepsilon/2}^{2} T'(s) \left( 1 - \left( \frac{s}{2} \right)^n \right) |B(p, 2) \cap \mathcal{R}| ds.
\]
It follows that, using Proposition 4.1 and the assumption of this proposition,
\[
\left| \int_{A \cap \mathcal{R}} T(dg) - \frac{n|B(p, 2) \cap \mathcal{R}|}{2^n} \int_{\varepsilon/2}^2 T(s)s^{n-1}dg \right| \\
\leq \int_{\varepsilon/2}^2 |T'(s)| \left| A(p, s, 2) \cap \mathcal{R} \right| - \left(1 - \left(\frac{s}{2}\right)^n\right) |B(p, 2) \cap \mathcal{R}| \, ds \\
\leq \int_{\varepsilon/2}^2 |T'(s)| \left| B(p, s) \cap \mathcal{R} \right| - \left(\frac{s}{2}\right)^n |B(p, 2) \cap \mathcal{R}| \, ds \\
< \Psi(\delta|\varepsilon|). \tag{10.8}
\]

Using integration by parts and the definition of $T(s)$, we can check that
\[
\int_{\varepsilon/2}^2 T(s)s^{n-1}dg = 0. \tag{10.9}
\]
Combining (10.8)–(10.9) yields
\[
\int_{A \cap \mathcal{R}} \left| \nabla^2 b + \frac{1}{n} \Delta bg \right|^2 \Phi(b)dg < \Psi(\delta|\varepsilon|, Y). \tag{10.10}
\]

The claim now follows from (10.2a), (10.2c), (10.2d), (10.2f) and (10.10) for sufficiently small $\delta$.

Next, we show that almost every minimizing geodesic in an annulus around $p$ encloses an angle with the vector field $\nabla d(\cdot, p)$ that can be estimated using the law of cosines.

**Lemma 10.2** (cf [CC96, Corollary 2.48]). For any $0 < \varepsilon < 1$, $p_0 > 3$ and $Y < \infty$ there is a $0 < \delta = \delta(\varepsilon, p_0, Y) < \varepsilon$ such that the following holds:

Let $X$ be a singular space with mild singularities of codimension $p_0$ that is $Y$-tame at scale $\delta^{-1}r$ for some $r > 0$. Assume moreover that $\text{Ric} \geq -(n-1)\kappa$ on $\mathcal{R}$ for some $0 \leq \kappa \leq \delta r^{-2}$. Let $p \in \mathcal{R}$ and assume that
\[
\frac{|B(p, \delta r) \cap \mathcal{R}|}{\nu_{-\kappa}(\delta r)} - \frac{|B(p, 16r) \cap \mathcal{R}|}{\nu_{-\kappa}(16r)} < \delta.
\]

Let $x \in A(p, \varepsilon r, r)$. Then there is a point $x' \in B(x, \varepsilon r) \cap \mathcal{R}$ and an open subset $S \subset A(p, \varepsilon r, r) \cap \mathcal{R}$ such that the following holds:

(a) $|(A(p, \varepsilon r, r) \cap \mathcal{R}) \setminus S| < \varepsilon r^n$.
(b) $d(\cdot, p)$ and $d(\cdot, x')$ are $C^1$ on $S$.
(c) For any $y \in S$ there is a unique minimizing arclength geodesic $\gamma_{x', y} : [0, d(x', y)] \to X$ with $\gamma_{x', y}([0, d(x', y)]) \subset \mathcal{R}$, $\gamma_{x', y}$ varies continuously in $y$, and we have
\[
\left| \langle \gamma'_{x', y}(d(x', y)), \nabla d(\cdot, p) \rangle + \frac{d^2(x', p) - d^2(y, p) - d^2(x', y)}{2d(y, p)d(x', y)} \right| < \varepsilon. \tag{10.11}
\]

**Proof.** We argue similarly as in the proof of [CC96, Corollary 2.48]. Without loss of generality, we may assume that $r = 1$. 

We first argue that for a sufficiently small choice of \(0 < \rho < \varepsilon^2/10\) (depending on \(\varepsilon\)) the following is true: If \(x' \in B(x, \rho), y \in A(p, \varepsilon, 1), \nabla d(\cdot, p)\) is \(C^1\) at \(y\) and \(\gamma : [0, d(x, y)] \to X\) is a minimizing arclength geodesic between \(x', y\) that leaves the annulus \(A(p, \rho, 4)\), then
\[
\left| \frac{d^2(x', p) - d^2(y, p) - d^2(x', y)}{2d(y, p)d(x', y)} + 1 \right| < \varepsilon/4. \tag{10.12}
\]

In fact, if \(\rho < \varepsilon/2\), then \(x' \in A(p, \varepsilon/2, 2)\). If \(\gamma\) leaves \(A(p, \rho, 4)\), then there is some \(s \in [0, d(x, y)]\) such that \(d(p, \gamma(s)) \leq \rho\). It follows that
\[
d(y, x') \leq d(y, p) + d(p, x') \leq d(y, \gamma(s)) + \rho + d(\gamma(s), x') + \rho = d(y, x') + 2\rho.
\]
So for sufficiently small \(\rho\), we can ensure (10.12). We will fix \(\rho\) from now on.

Let \(\nu > 0\) be a constant whose value we will determine at the end of the proof, depending on \(\varepsilon, Y, \rho\). Assuming \(\delta\) to be sufficiently small (depending on \(\nu, \rho, \varepsilon, p_0, Y\)), we apply Lemma 10.1 with \(r \leftarrow 4, \varepsilon \leftarrow \rho/2\) and \(\eta \leftarrow \nu\) to obtain the function \(b : A := A(p, \rho/2, 4) \to \mathbb{R}\). Note that then
\[
\|b - d^2(\cdot, p)\| < \nu \quad \text{on} \quad A(p, \rho, 4). \tag{10.13a}
\]

We now apply Proposition 7.4 with \(U_1 \leftarrow B(x, \rho), U_2 \leftarrow A(p, \varepsilon, 1), f \leftarrow |\nabla^2 b - 2g|_{\chi_A}\). Doing this, and assuming \(\nu\) and hence \(\delta\) to be sufficiently small (depending on \(\varepsilon, Y, \rho\)), we can find a point \(x' \in B(x, \rho) \cap \mathcal{R}\) and an open subset \(S \subset A(p, \varepsilon, 1) \cap \mathcal{R}\) such that assertions (a) and (b) hold and such that additionally the following is true:
\[
\|\nabla b - \nabla d^2(\cdot, p)\| < \Psi(\nu|\varepsilon, \eta, Y) \quad \text{on} \quad S, \tag{10.13b}
\]
and for any \(y \in S\) there is a unique minimizing arclength geodesic \(\gamma_{x', y} : [0, d(x', y)] \to X\) with \(\gamma_{x', y}([0, d(x', y)]) \subset \mathcal{R}\), that varies continuously in \(y\), and for any \(y \in S\)
\[
\int_0^{d(x', y)} \left(\|\nabla^2 b - 2g|_{\chi_A}\right)(\gamma_{x', y}(s))ds < \Psi(\nu|\varepsilon, \rho, Y). \tag{10.13c}
\]
We will now show that (10.13a) - (10.13c) imply (10.11). So fix \(y\) for the rest of the proof and set \(\gamma := \gamma_{x', y}\) and \(d := d(x', y)\). Then
\[
\int_0^{d} \left| (b \circ \gamma)'(s) - 2\chi_A(\gamma(s))\right|ds < \Psi(\nu|\varepsilon, \rho, Y). \tag{10.14}
\]
Assume first that \(\gamma([0, d]) \subset A\). Then by (10.14), we have for any \(s_1, s_2 \in [0, d]\)
\[
\left| ((b \circ \gamma)'(s_1) - 2s_1) - ((b \circ \gamma)'(s_2) - 2s_2) \right| < \Psi(\nu|\varepsilon, \rho, Y) \cdot d. \tag{10.15}
\]
Integrating (10.15) one more time yields
\[
\left| ((b \circ \gamma)(d) - d^2) - (b \circ \gamma)(0) - ((b \circ \gamma)'(d) - 2d) \cdot d \right| < \Psi(\nu|\varepsilon, \rho, Y) \cdot d^2. \tag{10.16}
\]
So
\[
\left| (b \circ \gamma)'(d) + \frac{b(x') - b(y) - d^2}{d} \right| < \Psi(\nu|\varepsilon, \rho, Y) \cdot d.
\]
Using (10.13a) and the fact that \(d(y, p) > \varepsilon\) we find that for sufficiently small \(\nu\)
\[
\frac{|(b \circ \gamma)'(d)|}{2d(y, p)} + \frac{d^2(x', p) - d^2(y, p) - d^2(x', y)}{2d(y, p)d(x', y)} < \varepsilon/2.
\] (10.17)

Next, we verify (10.17) in the case in which \(\gamma([0, d]) \not\subset A\). Choose \(s \in [0, d]\) such that \(\gamma((s, d]) \subset A\) and \(d(p, \gamma(s)) = \rho\). Then (10.15) holds for all \(s_1, s_2 \in (s, d]\) and instead of (10.16) we get
\[
|(b \circ \gamma)(d) - d^2) - ((b \circ \gamma)(s) - s^2)
- ((b \circ \gamma)'(d) - 2d) \cdot (d - s)| < \Psi(\nu|\varepsilon, \rho, Y),
\]
which implies
\[
|b(y) - b(\gamma(s)) + (d - s)^2 - (b \circ \gamma)'(d) \cdot (d - s)| < \Psi(\nu|\varepsilon, \rho, Y).
\]
Using (10.13a) we find
\[
|d^2(y, p) - \rho^2 + (d - s)^2 - (b \circ \gamma)'(d) \cdot (d - s)| < \Psi(\nu|\varepsilon, \rho, Y).
\]
So by \(d^2(y, p) + (d - s)^2 - 2d(y, p) \cdot (d - s) = (d(y, p) - (d - s))^2 \leq \rho^2\), we get
\[
|2d(y, p) \cdot (d - s) - (b \circ \gamma)'(d) \cdot (d - s)| < 2\rho^2 + \Psi(\nu|\varepsilon, \rho, Y).
\]
Since \(d - s > \varepsilon - \rho > \varepsilon > \rho^{1/2}\) and \(d(y, p) > \varepsilon > \rho^{1/2}\), we get
\[
\left|\frac{(b \circ \gamma)'(d)}{2d(y, p)} - 1\right| < \rho + \Psi(\nu|\varepsilon, \rho, Y).
\]
Combining this inequality with (10.12a) we find that (10.17) also holds for small \(\nu\) in the case in which \(\gamma([0, d]) \not\subset A\).

Lastly, observe that by (10.13b)
\[
\left|\frac{(b \circ \gamma)'(d)}{2d(y, p)} - \langle \nabla_yd(y, p), \gamma'(d)\rangle\right| = \frac{1}{2d(y, p)}|\langle \nabla b, \gamma'(d)\rangle - \langle \nabla_yd^2(y, p), \gamma'(d)\rangle|
\leq \frac{1}{2\varepsilon}\left|\nabla b - \nabla_yd^2(y, p)\right| < \Psi(\nu|\varepsilon, \rho, Y).
\]
So (10.11) follows from (10.17) for sufficiently small \(\nu\). \(\square\)

Next, we integrate the approximate law of cosines identity from Lemma 10.2 to obtain an approximation of an identity that is true on metric cones.

**Lemma 10.3.** For any \(0 < \varepsilon < 1\), \(p_0 > 3\) and \(Y < \infty\) there is a \(0 < \delta = \delta(\varepsilon, p_0, Y) < \varepsilon\) such that the following holds:

Let \(\mathcal{X}\) be a singular space with mild singularities of codimension \(p_0\) that is \(Y\)-tame at scale \(\delta^{-1}r\) for some \(r > 0\). Assume moreover that \(\text{Ric} \geq -(n - 1)\kappa\) on \(\mathcal{R}\) for some \(0 \leq \kappa \leq \delta r^{-2}\). Let \(p \in \mathcal{R}\) and assume that
\[
\frac{|B(p, \delta r) \cap \mathcal{R}|}{v_{-\kappa}(\delta r)} - \frac{|B(p, 32r) \cap \mathcal{R}|}{v_{-\kappa}(32r)} < \delta.
\]

Let \(x, z_1, z_2 \in A(p, \varepsilon r, r)\) such that
\[
d(p, z_2) = d(p, z_1) + d(z_1, z_2).
\]
Then
\[
\left| \frac{d^2(x, z_1) - d^2(x, p) - d^2(z_1, p)}{2d(z_1, p)d(x, p)} - \frac{d^2(x, z_2) - d^2(x, p) - d^2(z_2, p)}{2d(z_2, p)d(x, p)} \right| < \varepsilon. \tag{10.18}
\]

**Proof.** Assume without loss of generality that \( r = 1 \). Let \( \zeta > 0 \) be a constant whose value will be determined and fixed at the end of this paragraph and consider first the case in which \( x \) almost lies on the minimizing segment between \( z_1, z_2 \), in the sense that
\[
d(x, z_1) + d(x, z_2) < d(z_1, z_2) + \zeta. \tag{10.19}
\]

Then, using the triangle inequality,
\[
0 \geq d(x, p) - d(z_1, p) - d(x, z_1) = d(x, p) - d(z_2, p) + d(z_1, z_2) - d(x, z_1)
\]
\[
> d(x, p) - d(z_2, p) + d(x, z_2) - \zeta \geq -\zeta.
\]
and
\[
0 \geq d(z_2, p) - d(x, z_2) - d(x, p) \geq d(z_2, p) - d(x, z_2) - d(x, z_1) - d(z_1, p)
\]
\[
> d(z_2, p) - d(z_1, z_2) - \zeta - d(z_1, p) = -\zeta.
\]

So for \( i = 1, 2 \)
\[
\left| \frac{d^2(x, z_i) - d^2(x, p) - d^2(z_i, p)}{2d(z_i, p)d(x, p)} + 2 \right| < \Psi(\zeta|\varepsilon).
\]

So for sufficiently small \( \zeta \) the bound (10.19) implies the bound (10.18). For the remainder of the proof we fix \( \zeta \) to be so small and we consider from now on the case
\[
d(x, z_1) + d(x, z_2) \geq d(z_1, z_2) + \zeta. \tag{10.20}
\]

Let \( 0 < \nu < \varepsilon/10 \), \( \mu > 0 \) be constants whose values will be determined in the course of the proof, depending on \( \varepsilon, Y \). Apply Lemma 10.2 for \( r \leftarrow 2 \), \( \varepsilon \leftarrow \nu \) to obtain the point \( x' \in B(x, \nu) \cap \mathcal{R} \) and the open subset \( S \subset A(p, \varepsilon/2, 2) \cap \mathcal{R} \).

For a given \( \mu > 0 \) apply Proposition 7.2 to \( U_i \leftarrow B(z_i, \mu) \) and \( f \) being the characteristic function of \( (A(p, \varepsilon/2, 2) \cap \mathcal{R}) \setminus S \). If \( 0 < \nu < \mu/10 \) is sufficiently small (depending on \( \mu, \varepsilon, Y \)), then we can find points
\[
z'_1 \in B(z_1, \mu) \cap \mathcal{R} \quad \text{and} \quad z'_2 \in B(z_2, \mu) \cap \mathcal{R}
\]
such that there is a unique minimizing arclength geodesic \( \sigma : [0, l] \to X \) such that \( \sigma(0) = z'_1 \), \( \sigma(l) = z'_2 \), \( \sigma([0, l]) \subset \mathcal{R} \) and such that
\[
|[0, l] \setminus \sigma^{-1}(S)| < \mu. \tag{10.21}
\]

We will now analyze the function \( \ell : [0, l] \to \mathbb{R} \) defined by
\[
\ell(s) := d(x', \sigma(s)).
\]

We first claim that, assuming \( \mu \) to be small enough, that
\[
\ell(s) > \zeta/4 \quad \text{for all} \quad s \in [0, l].
\]
Indeed, otherwise
\[
d(x, z_1) + d(x, z_2) < 4\mu + d(x', z'_1) + d(x', z'_2)
\leq 4\mu + d(x', \sigma(s)) + d(\sigma(s), z'_1) + d(x', \sigma(s)) + d(\sigma(s), z'_2)
\leq 4\mu + \zeta/2 + d(z'_1, z'_2) < 6\mu + \zeta/2 + d(z_1, z_2),
\]
contradicting (10.20) for \(\mu < \zeta/2\). Next, note that \(\ell(s)\) is 1-Lipschitz on \([0, l]\), continuous and differentiable on \(\sigma^{-1}(S)\) and for all \(s \in \sigma^{-1}(S)\) we have
\[
\ell'(s) = \langle \gamma'_{x', \sigma(s)}(d(x', \sigma(s))), \sigma'(s) \rangle
= \langle \gamma'_{x', \sigma(s)}(d(x', \sigma(s))), \nabla_1 d(\sigma(s), p) \rangle
+ \langle \gamma'_{x', \sigma(s)}(d(x', \sigma(s))), \sigma'(s) - \nabla_1 d(\sigma(s), p) \rangle.
\]
Here \(\nabla_1 d(\cdot, \cdot)\) denotes the gradient with respect to the first argument. So by (10.11), we have for all \(s \in \sigma^{-1}(S)\)
\[
\left| \ell'(s) + \frac{d^2(x', p) - d^2(\sigma(s), p) - \ell^2(s)}{2d(\sigma(s), p)\ell(s)} \right| < \nu + |\sigma'(s) - \nabla_1 d(\sigma(s), p)|.
\]
Now note that,
\[
\int_{\sigma^{-1}(S)} |\sigma'(s) - \nabla d(\sigma(s), p)|^2 ds = \int_{\sigma^{-1}(S)} (2 - 2\langle \sigma'(s), \nabla_1 d(\sigma(s), p) \rangle) ds
< 2l - 2 \int_{\sigma^{-1}(S)} \frac{d}{ds} d(\sigma(s), p) ds < 2d(z'_1, z'_2) - 2(d(z'_2, p) - d(z'_1, p)) + 2\mu < 6\mu.
\] (10.22)
Set \(U := \sigma^{-1}(S) \cap \{|\sigma'(s) - \nabla_1 d(\sigma(s), p)| < \mu^{1/4}\} \subset [0, l]\).
Then, by (10.21) and (10.22),
\[
|[0, l] \setminus U| < \mu + 6\mu^{1/2}
\] (10.23)
and for all \(s \in U\) we have
\[
\left| \ell'(s) + \frac{d^2(x', p) - d^2(\sigma(s), p) - \ell^2(s)}{2d(\sigma(s), p)\ell(s)} \right| < 2\mu^{1/4}.
\] (10.24)
Next, observe that for all \(s \in [0, l]\)
\[
d(\sigma(s), p) - d(z_1, p) - d(z'_1, \sigma(s)) \leq d(z'_1, z_1) < \mu
\]
and
\[
d(\sigma(s), p) - d(z_1, p) - d(z'_1, \sigma(s))
= d(\sigma(s), p) - d(z_1, p) - (d(z'_1, z'_2) - d(z'_2, \sigma(s)))
\geq d(z'_2, p) - d(z_1, p) - d(z'_1, z'_2) \geq d(z_1, z'_1) > -\mu.
\]
So
\[
|d(\sigma(s), p) - (d(p, z_1) + s)| = |d(\sigma(s), p) - d(z_1, p) - d(z'_1, \sigma(s))| < \mu.
\]
So, by (10.24) and the fact that \( d(p, z_1) > \varepsilon \) and \( \ell(s) > \zeta / 2 \) for all \( s \in [0, l] \), we have for all \( s \in U \)

\[
\left| \ell'(s) + \frac{d^2(x', p) - (d(p, z_1) + s)^2 - \ell^2(s)}{2(d(p, z_1) + s)\ell(s)} \right| < \Psi(\mu).
\]

It follows that on \( U \)

\[
\left| \frac{d}{ds} \left( \frac{\ell^2(s) - d^2(x', p) - (d(p, z_1) + s)^2}{2(d(p, z_1) + s)d(x', p)} \right) \right|
= \frac{1}{d(x', p)} \left| \frac{2\ell'(s)\ell(s) - 2(d(p, z_1) + s)}{2(d(p, z_1) + s)} \right|
= \left| \frac{\ell(s)}{d(x', p)(d(p, z_1) + s)} \right| \left| \ell(s) + \frac{d^2(x', p) - (d(p, z_1) + s)^2 - \ell^2(s)}{2(d(p, z_1) + s)\ell(s)} \right| < \Psi(\mu).
\]

(10.25)

Since \( \ell(s) \) is 1-Lipschitz, we furthermore find a uniform \( C = C(\varepsilon) < \infty \) such that the quantity

\[
\frac{\ell^2(s) - d^2(x', p) - (d(p, z_1) + s)^2}{2(d(p, z_1) + s)d(x', p)}
\]

is \( C \)-Lipschitz on \([0, l]\). Combining this fact with (10.23) and (10.25) yields that

\[
\left| \frac{\ell^2(0) - d^2(x', p) - d^2(p, z_1)}{2d(p, z_1)d(x', p)} - \frac{\ell^2(l) - d^2(x', p) - (d(p, z_1) + l)^2}{2(d(p, z_1) + l)d(x', p)} \right| < \Psi(\mu)
\]

Since

\[
|\ell(0) - d(x, z_1)| = |d(x', z'_1) - d(x, z_1)| < 2\mu,
|\ell(l) - d(x, z_2)| = |d(x', z'_2) - d(x, z_1)| < 2\mu,
|d(x', p) - d(x, p)| < \mu,

\]

we obtain (10.18) for sufficiently small \( \mu \). Fixing \( \mu \), we can then choose \( \nu \) and eventually \( \delta \).

\[
\square
\]

Applying Lemma (10.3) twice yields:

**Lemma 10.4.** For any \( 0 < \varepsilon < 1 \), \( p_0 > 3 \) and \( Y < \infty \) there is a \( 0 < \delta = \delta(\varepsilon, p_0, Y) < \varepsilon \) such that the following holds:

Let \( \mathcal{X} \) be a singular space with mild singularities of codimension \( p_0 \) that is \( Y \)-tame at scale \( \delta^{-1}r \) for some \( r > 0 \). Assume moreover that \( \text{Ric} \geq -(n-1)\kappa \) on \( \mathcal{R} \) for some \( 0 \leq \kappa \leq \delta r^{-2} \). Let \( p \in \mathcal{R} \) and assume that

\[
\frac{|B(p, \delta r) \cap \mathcal{R}|}{v_{-\kappa}(\delta r)} = \frac{|B(p, 32r) \cap \mathcal{R}|}{v_{-\kappa}(32r)} < \delta.
\]

Let \( x_1, x_2, y_1, y_2 \in A(p, \varepsilon r, r) \) such that

\[
d(p, x_2) = d(p, x_1) + d(x_1, x_2),
\]

\[
d(p, y_2) = d(p, y_1) + d(y_1, y_2).
\]
Then
\[
\left| \frac{d^2(x_1,y_1) - d^2(x_1,p) - d^2(y_1,p)}{2d(x_1,p)d(y_1,p)} - \frac{d^2(x_2,y_2) - d^2(x_2,p) - d^2(y_2,p)}{2d(x_2,p)d(y_2,p)} \right| < \eta. 
\]

Next we show that balls around \( p \) are almost star-shaped.

**Lemma 10.5.** For any \( \varepsilon, \eta, a > 0 \) there is a \( \delta = \delta(\varepsilon, \eta, a) > 0 \) such that the following holds:

Let \( \mathcal{X} \) be a singular space with mild singularities, \( r > 0 \) and \( p \in \mathcal{R} \) and assume that for some \( 0 \leq \kappa \leq r^{-2} \) we have \( \text{Ric} \geq -(n-1)\kappa \) on \( \mathcal{R} \) and that

\[
\frac{|B(p, \varepsilon r/4) \cap \mathcal{R}|}{v_{-\kappa}(\varepsilon r/4)} - \frac{|B(p, 4r) \cap \mathcal{R}|}{v_{-\kappa}(4r)} < \delta.
\]

Assume moreover, that \( \mathcal{X} \) is a-noncollapsed at scale \( r \) in the sense that for any \( 0 < r' < r \) and \( x \in \mathcal{X} \) we have

\[
|B(x, r') \cap \mathcal{R}| > ar^n.
\]

Then for any \( x \in A(p, \varepsilon r, r) \) there is an arclength minimizing geodesic \( \gamma : [0, r] \to \mathcal{R} \) with \( \gamma(0) = p \) and a parameter \( s \in [0, r] \) such that \( d(x, \gamma(s)) \leq \eta r \).

**Proof.** Without loss of generality, we may assume that \( r = 1, \varepsilon = 2^{-k} < 1/10 \) and \( \eta < \varepsilon/10 \). We will determine \( \delta \) at the end of the proof.

Assume that the conclusion was wrong for some \( x \in A(p, \varepsilon, 1) \). Consider an arbitrary point \( y \in A(p, 2, 4) \cap \mathcal{R} \setminus Q_p \) and let \( \gamma^* : [0, l] \to \mathcal{R} \) be an arclength minimizing geodesic between \( p \) and \( y \). Then by assumption

\[
\gamma^*([0, l]) \cap B(x, \eta) \subset \gamma^*([0, 2]) \cap B(x, \eta) = \emptyset.
\]

So, by looking at the proof of Proposition 4.1 and taking into account that these geodesic segments \( \gamma^* \) between \( p \) and points in \( A(p, 2, 4) \) avoid \( B(x, \eta) \), we find that for any \( j = 0, 1, 2, \ldots \)

\[
\frac{v_{-\kappa}(2^{-j+1}) - v_{-\kappa}(2^{-j})}{v_{-\kappa}(4) - v_{-\kappa}(2)} |A(p, 2, 4) \cap \mathcal{R}| \leq |(A(p, 2^{-j}, 2^{-j+1}) \setminus B(x, \eta)) \cap \mathcal{R}|.
\]

Summing this inequality over all \( j = 0, \ldots, k+2 \) yields

\[
\frac{v_{-\kappa}(2) - v_{-\kappa}(\varepsilon/4)}{v_{-\kappa}(4) - v_{-\kappa}(2)} |A(p, 2, 4) \cap \mathcal{R}| \leq |A(p, \varepsilon/4, 2) \cap \mathcal{R}| - |B(x, \eta) \cap \mathcal{R}|.
\]
Combining this with volume comparison, Proposition [4,1] and the assumption of this lemma, we get
\[
|B(x, \eta) \cap {\mathcal R}| \leq \frac{v_{-\kappa}(2) - v_{-\kappa}(\varepsilon/4)}{v_{-\kappa}(\varepsilon/4)} |B(p, \varepsilon/4) \cap {\mathcal R}|
\]
\[
- \frac{v_{-\kappa}(2) - v_{-\kappa}(\varepsilon/4)}{v_{-\kappa}(4) - v_{-\kappa}(2)} (|B(p, 4) \cap {\mathcal R}| - |B(p, 2) \cap {\mathcal R}|)
\]
\[
\leq \left( \frac{v_{-\kappa}(2) - v_{-\kappa}(\varepsilon/4)}{v_{-\kappa}(\varepsilon/4)} + \frac{v_{-\kappa}(2) - v_{-\kappa}(\varepsilon/4)}{v_{-\kappa}(4) - v_{-\kappa}(2)} \cdot \frac{v_{-\kappa}(2)}{v_{-\kappa}(\varepsilon/4)} \right) |B(p, \varepsilon/4) \cap {\mathcal R}|
\]
\[
- \frac{v_{-\kappa}(2) - v_{-\kappa}(\varepsilon/4)}{v_{-\kappa}(4) - v_{-\kappa}(2)} |B(p, 4) \cap {\mathcal R}|
\]
\[
= v_{-\kappa}(4) \cdot \frac{v_{-\kappa}(2) - v_{-\kappa}(\varepsilon/4)}{v_{-\kappa}(4) - v_{-\kappa}(2)} \left( \frac{|B(p, 4) \cap {\mathcal R}|}{v_{-\kappa}(4)} - \frac{|B(p, \varepsilon/4) \cap {\mathcal R}|}{v_{-\kappa}(\varepsilon/4)} \right)
\]
\[
< v_{-\kappa}(4) \cdot \frac{v_{-\kappa}(2) - v_{-\kappa}(\varepsilon/4)}{v_{-\kappa}(4) - v_{-\kappa}(2)} \cdot \delta.
\]
Using our assumption, we get
\[
an^{-n} < |B(x, \eta) \cap {\mathcal R}| \leq v_{-\kappa}(4) \cdot \frac{v_{-\kappa}(2) - v_{-\kappa}(\varepsilon/4)}{v_{-\kappa}(4) - v_{-\kappa}(2)} \cdot \delta.
\]
So we obtain a contradiction for sufficiently small $\delta$, depending on $\varepsilon, \eta, a$. \qed

We can finally prove the Cone Rigidity Theorem.

Proof of Theorem [15]. It suffices to prove the following fact: Fix $Y < \infty$, $p_0 > 3$ and consider a sequence $\delta_i \to 0$, a sequence of singular spaces $X_i$ with mild singularities of codimension $p_0$ that are $Y$-tame at scale $\delta_i^{-1}$ that satisfy $\text{Ric} \geq -(n-1)\kappa_i$ on $\mathcal{R}$ for some $0 \leq \kappa_i \leq \delta_i^2$ and consider points $p_i \in X_i$ such that
\[
\frac{|B(p_i, \delta_i) \cap \mathcal{R}_i|}{v_{-\kappa_i}(\delta_i)} < \frac{|B(p_i, 32) \cap \mathcal{R}_i|}{v_{-\kappa_i}(32)} < \delta_i.
\]
Then, after passing to a subsequence, the pointed metric spaces $(B^{X_i}(p_i, 1), p_i)$ Gromov-Hausdorff converge to a 1-ball $(B^C(\overline{p}, 1), \overline{p})$ around the vertex $\overline{p} \in \mathcal{C}$ of a metric cone $\mathcal{C}$.

First, observe that we may assume without loss of generality that $p_i \in \mathcal{R}_i$. Next, note that in this setting, for any $i$ and any $\delta_i \leq r_1 \leq r_2 \leq 32$ we have
\[
\frac{|B(p_i, r_1) \cap \mathcal{R}_i|}{v_{-\kappa_i}(r_1)} < \frac{|B(p_i, r_2) \cap \mathcal{R}_i|}{v_{-\kappa_i}(r_2)} < \delta_i.
\]
After passing to a subsequence, we may assume that the pointed metric spaces $(B^{X_i}(p_i, 1), p_i)$ converge to some locally compact, pointed metric length space $(Z, d_Z, \varepsilon_0)$. Using Lemma [10,5], we obtain that for any $z \in Z$ and $\eta > 0$ there is a point $z' \in Z$ such that $d(z_0, z') > 1 - \eta$ and $d(z_0, z) + d(z, z') < d(z_0, z') + \eta$. By local compactness and letting $\eta \to 0$ we can then conclude that there is even
a point $z'' \in Z$ with $d(z_0, z'') = 1$ and $d(z_0, z) + d(z, z') = d(z_0, z')$. It follows that for any $z \in Z$ there is an arclength minimizing geodesic $\gamma : [0, 1] \to Z$ with $\gamma(0) = z_0$ such that $z = \gamma(s)$ for some $s \in [0, 1]$.

Let $W$ be the set of all arclength minimizing geodesics $\gamma : [0, 1] \to Z$ with $\gamma(0) = z_0$. By our previous conclusion, image of the map $\Phi : W \times [0, 1] \to Z, (\gamma, s) \mapsto \gamma(s)$ contains $B(z_0, 1)$. For any $\gamma_1, \gamma_2 \in W$, we define the angle

$$\alpha(\gamma_1, \gamma_2) := \arccos \left( \frac{d^2(\gamma_1(1), \gamma_2(1)) - 2}{2} \right)$$

according to the law of cosines. Then, by Lemma 10.4 for any $\gamma_1, \gamma_2 \in W$ and $s_1, s_2 \in [0, 1]$

$$d^2(\gamma_1(s_1), \gamma_2(s_2)) = s_1^2 + s_2^2 - 2s_1s_2\alpha(\gamma_1, \gamma_2). \tag{10.26}$$

Using this identity, it can be seen that $\alpha$ is a pseudometric on $W$. Let $W'$ be the metric space obtained from $(W, \alpha)$ by quotienting out the relation $d(\gamma_1, \gamma_2) = 0$ and define $(C, \rho)$ to be the cone over $W'$. By (10.26), the pointed metric space $(Z, z_0)$ is isometric to $(B^c(\rho, 1), \rho)$. This finishes the proof. \qed

11. Splitting maps induce almost metric splitting

The goal of this section is to prove the following result:

**Proposition 11.1.** For every $\varepsilon > 0$, $p_0 > 3$ and $Y < \infty$ there is a $\delta = \delta(\varepsilon, p_0, Y) > 0$ such that the following holds:

Let $X$ be a singular space with mild singularities of codimension $p_0$ that is $Y$-tame at scale $\delta^{-1}r$ for some $r > 0$. Assume moreover that $\text{Ric} \geq -(n-1)r^{-2}$ on $\mathcal{R}$. Let $p \in X$ and $k \leq n$ and consider a $\delta$-splitting map $u : B(p, 100r) \to \mathbb{R}^k$.

Then there is a pointed metric space $(Z, d_Z, z)$ such that

$$d_{GH} \left( (B^X(p, r), p), \left( B^{Z \times \mathbb{R}^k}((z, 0^k), r), (z, 0^k) \right) \right) < \delta r.$$  

The proof of this proposition is similar to the proof of the cone splitting theorem, Theorem 15. As a preparation we first prove a lemma that is similar to Lemma 10.2

**Lemma 11.2.** For any $\varepsilon > 0$, $p_0 > 3$ and $Y < \infty$ there is a $\delta = \delta(\varepsilon, p_0, Y) > 0$ such that the following holds:

Let $X$ be a singular space with mild singularities of codimension $p_0$ that is $Y$-tame at scale $\delta^{-1}r$ for some $r > 0$. Assume moreover that $\text{Ric} \geq -(n-1)r^{-2}$ on $\mathcal{R}$. Let $p \in X$ and $k \leq n$ and consider a $\delta$-splitting map $u : B(p, 3r) \to \mathbb{R}^k$.

Let $x \in B(p, r)$. Then there is a point $x' \in B(x, \varepsilon r)$ and an open subset $S \subset B(p, r) \cap \mathcal{R}$ such that the following holds:

(a) $|B(p, r) \cap \mathcal{R} \setminus S| < \varepsilon r^n$.

(b) For any $y \in S$ there is a unique minimizing arclength geodesic $\gamma_{x', y} : [0, d(x', y)] \to X$ with $\gamma_{x', y}([0, d(x', y)]) \subset \mathcal{R}$, $\gamma_{x', y}$ varies continuously in $y$ and we have for any $l = 1, \ldots, k$

$$\left| \gamma_{x', y}'(d(x', y)), \nabla u^l \right| < \varepsilon. \tag{11.1}$$
Proof. The proof is similar to that of Lemma 10.2. Instead of applying Proposition 7.4 to $|\nabla^2 b - 2g|$, we now need to apply this proposition to $|\nabla^2 u^1| + \ldots + |\nabla^2 u^k|$. Then (10.14) becomes
\[
\int_0^d (u^l \circ \gamma)'(s) ds < \Psi(\nu|Y) \quad \text{for all} \quad l = 1, \ldots, k.
\]
Consequently, (10.16) becomes
\[
|(u^l \circ \gamma)(0) + (u^l \circ \gamma)'(d) \cdot d - (u^l \circ \gamma)(d)| < \Psi(\nu|Y) \cdot d^2 \quad \text{for all} \quad l = 1, \ldots, k.
\]
The bound (11.1) can be derived from this inequality. \qed

Next, we prove a lemma that is similar to Lemma 10.3.

Lemma 11.3. For any $\varepsilon > 0$, $p_0 > 3$ and $Y < \infty$ there is a $\delta = \delta(\varepsilon, p_0, Y) > 0$ such that the following holds:

Let $X$ be a singular space with mild singularities of codimension $p_0$ that is $Y$-tame at scale $\delta^{-1}r$ for some $r > 0$. Assume moreover that $\text{Ric} \geq -(n-1)r^{-2}$ on $\mathcal{R}$. Let $p \in X$ and $k \leq n$ and consider a $\delta$-splitting map $u : B(p, 9r) \to \mathbb{R}^k$.

Let $x, z_1, z_2 \in B(p, r)$ such that
\[
|d(z_1, z_2) - |u(z_1) - u(z_2)|| < \delta r.
\]
Then
\[
|(d^2(z_1, x) - |u(z_1) - u(x)|^2) - (d^2(z_2, x) - |u(z_2) - u(x)|^2)| < \varepsilon r^2.
\]

Proof. Without loss of generality, we may assume that $r = 1$. Next, consider the function
\[
u^* := \sum_{l=1}^n \frac{u^l(z_1) - u^l(z_2)}{|u(z_1) - u(z_2)|} \cdot u^l.
\]
Note that $\nu^* : B(p, 9) \to \mathbb{R}$ is a $C\delta$-splitting for some uniform $C < \infty$ and we still have
\[
|d(z_1, z_2) - |\nu^*(z_1) - \nu^*(z_2)|| < k\delta.
\]
Moreover
\[
|u(z_1) - u(x)|^2 - |u(z_2) - u(x)|^2 = \langle u(z_1) - u(z_2), u(z_1) + u(z_2) - 2u(x) \rangle
\]
\[
= (\nu^*(z_1) - \nu^*(z_2)) \cdot (\nu^*(z_1) + \nu^*(z_2) - 2\nu^*(x))
\]
\[
= (\nu^*(z_1) - \nu^*(x))^2 - (\nu^*(z_2) - \nu^*(x))^2.
\]
This shows that in the following we may assume without loss of generality that $k = 1$. Moreover, we may assume without loss of generality that $u(z_1) \leq u(z_2)$. We now follow closely the arguments in the proof of Lemma 10.3, replacing $d(\cdot, p)$ by $u$. Let $0 < \nu < \mu < \varepsilon$ be constants whose values we will determine in the course of the proof, depending on $\varepsilon, Y$. Apply Lemma 11.2 for $r \leftarrow 3r$ and $\varepsilon \leftarrow \nu/3$ to obtain a point $x' \in B(x, \nu) \cap \mathcal{R}$ and the open subset $S \subset B(p, 3r)$. As in the proof of Lemma 10.3, assuming $\nu$ to be sufficiently small depending on $\mu$, we can find points
\[
z_1' \in B(z_1, \mu) \cap \mathcal{R} \quad \text{and} \quad z_2' \in B(z_2, \mu) \cap \mathcal{R}
\]
such that there is a unique minimizing arclength geodesic $\sigma : [0, l] \to X$ such that $\sigma(0) = z_1', \sigma(l) = z_2'$, $\sigma([0, l]) \subset \mathcal{R}$ and such that

$$[0, l] \setminus \sigma^{-1}(S) < \mu. \quad (11.3)$$

As in the proof of Lemma 10.3, we define the function $\ell : [0, l] \to \mathbb{R}$ by

$$\ell(s) := d(x', \sigma(s)).$$

Then $\ell$ is 1-Lipschitz on $[0, l]$, $C^1$ on $\sigma^{-1}(S)$ and we have for any $s \in \sigma^{-1}(S)$

$$\ell'(s) = \langle \gamma'_{x', \sigma(s)}(d(x', \sigma(s))), \sigma'(s) \rangle = \langle \gamma'_{x', \sigma(s)}(d(x', \sigma(s))), \nabla u \rangle + \langle \gamma'_{x', \sigma(s)}(d(x', \sigma(s))), \sigma'(s) - \nabla u \rangle.$$

So, using Lemma 11.2, it follows that for all $s \in \sigma^{-1}(S)$

$$\left| \ell'(s) - \frac{u(\sigma(s)) - u(x')}{\ell(s)} \right| < \mu + |\sigma'(s) - \nabla u(\sigma(s))|. \quad (11.4)$$

We can estimate that for small $\delta$, depending on $\mu$, we have for all $s \in [0, l]$

$$u(\sigma(s)) - u(z_1) - d(z_1', \sigma(s)) \leq (1 + \delta)d(\sigma(s), z_1) - d(z_1', \sigma(s)) < 2\delta + \mu < 2\mu$$

and, using (11.2),

$$u(\sigma(s)) - u(z_1) - d(z_1', \sigma(s)) = (u(\sigma(s)) - u(z_2)) + (u(z_2) - u(z_1)) - d(z_1', \sigma(s))$$

$$\geq -(1 + \delta)d(\sigma(s), z_2) + d(z_1, z_2) - \delta - d(z_1', \sigma(s))$$

$$\geq -3\delta - 3\mu + d(z_1', z_2') - d(\sigma(s), z_2') - d(z_1', \sigma(s)) = -3\delta - 3\mu > -4\mu.$$

So for all $s \in [0, l]$

$$|u(\sigma(s)) - u(z_1) - s| < 4\mu.$$

Combining this with (11.4) shows that for all $s \in \sigma^{-1}(S)$

$$\left| (\ell^2(s))' - 2u(z_1) - 2s + 2u(x') \right| < 10\mu + |\sigma'(s) - \nabla u(\sigma(s))|. \quad (11.5)$$

Next, using (11.2) we find for sufficiently small $\delta$, depending on $\mu$, that

$$\int_0^l |\sigma'(s) - \nabla u(\sigma(s))|^2 ds = \int_0^l (1 + |\nabla u|^2(\sigma(s)) - 2\langle \sigma'(s), \nabla u(\sigma(s)) \rangle)$$

$$\leq l + (1 + \delta)l - 2(u(z_2') - u(z_1')) \leq 2d(z_1, z_2) + 4\mu + 2\delta - |u(z_2') - u(z_1')|$$

$$\leq 4\mu + 4\delta + |u(z_1) - u(z_2)| - |u(z_1') - u(z_2')| \leq 8\mu + 4\delta \leq 10\mu. \quad (11.6)$$

The bounds (11.3), (11.5), (11.6) and the fact that $\ell(s)$ is 1-Lipschitz then implies as in the proof of Lemma 10.3 that

$$\left| \ell^2(l) - \ell^2(0) - 2lu(z_1) + 2lu(x') - l^2 \right| < \Psi(\mu).$$

It follows that

$$|d^2(z_2, x) - d^2(z_1, x) - 2d(z_1, z_2)u(z_1) + 2d(z_1, z_2)u(x) - d^2(z_1, z_2)| < \Psi(\mu).$$
Using (11.2), we find
\[
\left| d^2(z_2, x) - d^2(z_1, x) - 2(u(z_2) - u(z_1))u(z_1) \\
+ 2u(z_2) - u(z_1))u(x) - (u(z_1) - u(z_2))^2 \right| < \Psi(\delta, \mu).
\]
So
\[
\left| d^2(z_2, x) - d^2(z_1, x) + (u(z_1) - u(x))^2 - (u(z_2) - u(x))^2 \right| < \Psi(\delta, \mu).
\]
Hence the claim follows for sufficiently small \(\mu\) and \(\delta\).

Applying Lemma 11.3 twice yields

**Lemma 11.4.** For any \(\varepsilon > 0\), \(p_0 > 3\) and \(Y < \infty\) there is a \(\delta = \delta(\varepsilon, p_0, Y) > 0\) such that the following holds:

Let \(X\) be a singular space with mild singularities of codimension \(p_0\) that is \(Y\)-tame at scale \(\delta^{-1}r\) for some \(r > 0\). Assume moreover that \(\text{Ric} \geq -(n-1)r^{-2}\) on \(\mathcal{R}\). Let \(p \in X\) and \(k \leq n\) and consider a \(\delta\)-splitting map \(u : B(p, 9r) \to \mathbb{R}^k\).

Let \(x_1, x_2, y_1, y_2 \in B(p, r)\) such that
\[
\left| d(x_1, x_2) - |u(x_1) - u(x_2)| \right| < \delta r,
\]
\[
\left| d(y_1, y_2) - |u(y_1) - u(y_2)| \right| < \delta r.
\]
Then
\[
\left| (d^2(x_1, y_1) - |u(x_1) - u(y_1)|^2) - (d^2(x_2, y_2) - |u(x_2) - u(y_2)|^2) \right| < \varepsilon r^2.
\]

We also need

**Lemma 11.5.** For any \(\varepsilon > 0\) and \(Y < \infty\) there is a \(\delta = \delta(\varepsilon, Y) > 0\) such that the following holds:

Let \(X\) be a singular space with mild singularities of codimension \(p_0 > 1\) that is \(Y\)-tame at some scale \(r > 0\). Let \(p \in X\) and \(k \in \{1, \ldots, n\}\) and consider a \(\delta\)-splitting map \(u : B(p, 3r) \to \mathbb{R}^k\). Let \(x \in B(p, r)\) and choose \(w \in \mathbb{R}^k\) such that \(|w - u(x)| < r\). Then we can find a point \(y \in B(p, 3r)\) such that
\[
\left| d(x, y) - |u(x) - u(y)| \right| < \varepsilon r \quad (11.7)
\]
and
\[
|u(y) - w| < \varepsilon r. \quad (11.8)
\]

**Proof.** The proof is similar to that of Lemma 9.1. Without loss of generality, we may assume again that \(r = 1\). Let \(0 < \mu < 1/10\) be a constant whose value will be determined in the course of the proof, depending on \(\varepsilon\) and \(Y\). Set \(w' := w - u(x) \in \mathbb{R}^k\) and apply Proposition 7.3 with \(l := |w'| < 1\) and \(f = u'\). Then
\[
\int_{S^* B(x, \mu)} \left| \langle w' \cdot \langle \nabla u', v \rangle - (u'\gamma_v(l)) - u'(\gamma_v(0)) \rangle \right| dv < \Psi(\delta).
\]
So we can find a point \(x' \in B(x, \mu) \cap \mathcal{R}\) such that \(S^*_x \mathcal{R} \setminus S^* \mathcal{R}\) has measure zero and such that for all \(i = 1, \ldots, k\)
\[
\int_{S^*_x \mathcal{R}} \left| \langle w' \cdot \langle \nabla u', v \rangle - (u'\gamma_v(l)) - u'(x') \rangle \right| dv < \Psi(\delta|Y).
\]
For small $\delta > 0$ it is then possible to find some vector $v \in S^*_x \mathcal{R}$ such that
$$|(w')^i - |w'| \cdot \langle \nabla u^i, v \rangle| < \mu$$
and
$$\left| w' \cdot \langle \nabla u^i, v \rangle - \left( u^i(\gamma_v(l)) - u^i(x') \right) \right| < \Psi(\delta |Y|).$$
Set $y := \gamma_v(l)$. Then
$$\left| (w')^i - (u^i(y) - u^i(x')) \right| < \Psi(\mu, \delta |Y|).$$
As $|u(x') - u(x)| \leq (1 + \delta)d(x', x) < 2\mu$ for small $\delta$, we obtain $\Psi$ for small enough $\mu$. To see $\Psi$ observe that
$$|u(x) - u(y)| \leq (1 + \delta)d(x, y) \leq d(x, y) + 2\delta$$
and
$$|u(x) - u(y)| \geq |w - u(x)| - |u(y) - w| \geq |w'| - \Psi(\mu, \delta |Y|) \geq d(y, x') - \Psi(\mu, \delta |Y|) \geq d(x, y) - \Psi(\mu, \delta |Y|).$$
This finishes the proof for small $\mu$ and small $\delta$. \qed

With Lemmas $\ref{lem:splitting}$ and $\ref{lem:convex}$ in hand, we can finally prove Proposition $\ref{prop:convexity}$. 

Proof of Proposition $\ref{prop:convexity}$. Without loss of generality, we may assume that $r = 1$. It suffices to show the following claim: Let $Y < \infty$, $p_0 > 3$ and $k \in \{1, \ldots, n\}$ be fixed numbers and consider a sequence of positive numbers $\delta_i \to 0$ and a sequence of singular spaces with mild singularities of codimension $p_0$ that are $Y$-tame at scale $\delta_i^{-1}$ and on whose regular part we have $\text{Ric} \geq -(n-1)$. Let moreover $p_i \in X_i$ be points and consider $\delta_i$-splitting maps $u_i : B^X_{k}(p_i, 100) \to \mathbb{R}^k$. Then, after passing to a subsequence, the pointed metric spaces $(X_i, d_{X_i}, p_i)$ Gromov-Hausdorff converge to a pointed metric space $(X_\infty, d_{X_\infty}, p_\infty)$ such that there is a pointed metric space $(Z, d_Z, z)$ with the property that $(B^{X_\infty}(p_\infty, 1), p_\infty)$ is isometric to $(B^Z \times \mathbb{R}^k((z, 0^k), 1), (z, 0^k))$.

Let us now prove this claim. After passing to a subsequence, we may assume that the $(X_i, d_{X_i}, p_i)$ already Gromov-Hausdorff converge to some pointed, locally compact, metric length space $(X_\infty, d_{X_\infty}, p_\infty)$. After passing to a subsequence once again, and after replacing $u_i$ by $u_i - u_i(p_i)$, we may also assume that the $u_i$ uniformly converge to some $u_\infty : X_\infty \to \mathbb{R}^k$. By the definition of a splitting map, $u_\infty|_{B^{X_\infty}(p_\infty, 50)}$ must be 1-Lipschitz.

We will now analyze the geometry of $B^{X_\infty}(p_\infty, 1)$ and the function $u_\infty$ further. Using Lemma $\ref{lem:convex}$ we obtain the following fact: For any $y \in B^{X_\infty}(p_\infty, 2)$ and $v \in \mathbb{R}^k$ with $|v| < 1$ there is a $y' \in X_\infty$ such that $u_\infty(y') = v$ and $d_{X_\infty}(y, y') = |u_\infty(y) - u_\infty(y')|$. On the other hand, if $y, y, y'' \in B^{X_\infty}(p_\infty, 10)$ such that $u_\infty(y') = u_\infty(y'')$ and
$$d_{X_\infty}(y, y') = d_{X_\infty}(y, y'') = |u_\infty(y) - u_\infty(y')|,$$
then Lemma $\ref{lem:splitting}$ implies that $y' = y''$. So we can define the map
$$\Phi : \left( \{u_\infty = 0^k\} \cap B^{X_\infty}(p_\infty, 2) \right) \times B^{\mathbb{R}^k}(0^k, 1) \to X_\infty.$$
that sends each \((y, v)\) pair to the unique point \(y' \in X_\infty\) with the property that 
\(u_\infty(y') = v\) and 
\(d_{X_\infty}(y, y') = |u_\infty(y) - u_\infty(y')|\). Moreover, this map is injective (by Lemma \ref{lem:injective}) and its image contains \(B^{X_\infty}(p_\infty, 1)\) (by Lemma \ref{lem:image}). By Lemma \ref{lem:image} the map \(\Phi\) induces an isometry between the 1-ball around \((p_\infty, 0_k)\) in 
\(\left(\{ u_\infty = 0 \} \cap B^{X_\infty}(p_\infty, 2)\right) \times \mathbb{R}^k\)
and \(B^{X_\infty}(p_\infty, 1)\).

\[\square\]

12. Curvature estimates under cone regularity assumption

In this section we derive bounds on the volume of the sublevel sets \(\{ r \leq s \}\) on \(Y\)-tame and \(Y\)-regular singular spaces with mild singularities of codimension \(p_0 > 3\). These bounds will be obtained by adapting the techniques developed by Cheeger and Naber in \cite{CN13} to our setting. The bounds on the volume of the sublevel sets of \(\{ r \leq s \}\) imply \(L^p\)-bounds on \(r^{-1}X\) and they can also be used to bound the Hausdorff dimension of singular sets that occur as we analyze limits of degenerations \(\mathcal{X}_t\) of singular spaces. The possible values of \(p\) or, equivalently, the Hausdorff dimension of the singular set depend on a working condition, which states that Gromov-Hausdorff closeness to metric products of the form \(Y \times \mathbb{R}^{n-e}\) implies local regularity. This working condition is true for \(e = 0\) by default, by Corollary \ref{cor:regularity}. In subsection \ref{subsection:working-condition} we will improve this working condition to \(e = 2\), giving us stronger \(L^p\)-bounds.

**Proposition 12.1.** For any \(\varepsilon > 0\), \(p_0 > 3\) and \(Y < \infty\) there is an \(E = E(\varepsilon, p_0, Y) < \infty\) such that the following holds:

Let \(\mathcal{X}\) be a singular space that has mild singularities of codimension \(p_0\). Assume moreover that \(\mathcal{X}\) is \(Y\)-tame at some scale \(r > 0\) and that 
\(\text{Ric} \geq -(n-1)r^{-2}\) on \(\mathcal{R}\). Assume that for some \(e \in \{0, \ldots, n\}\) the following property holds: If \(p' \in X\), 
\(0 < r' < r\) and if there exists a metric cone \((Z, d_Z, z)\) with vertex \(z\) such that

\[d_{GH}\left((B(p', r'), p'), \left(B^{Z \times \mathbb{R}^{n-e}}((z, 0^{n-e}), r'), (z, 0^{n-e})\right)\right) < \varepsilon r',\]

then \(r_{\text{Rm}}(p') > \varepsilon r'\).

Then for any \(0 < s < 1\) and \(p \in X\) we have

\[|\{0 < r_{\text{Rm}} < sr\} \cap B(p, r)| \leq Es^{(e+1)-\varepsilon} r^n.\]

**Proof.** This fact is proved in \cite{CN13}. Note that this proof relies only on volume comparison estimates, which hold due to Proposition \ref{prop:volume-comparison} Cheeger and Colding’s Cone-Splitting Theorem, which holds in the singular setting due to Theorem \ref{thm:cone-splitting} and estimates involving metric geometry, which can still be carried out in our setting.

\[\square\]

So by Corollary \ref{cor:regularity} we have:

**Corollary 12.2.** For any \(\varepsilon > 0\), \(p_0 > 3\) and \(Y < \infty\) there is an \(E = E(\varepsilon, p_0, Y) < \infty\) such that the following holds:
Let \( X \) be a singular space that has mild singularities of codimension \( p_0 \). Assume moreover that \( X \) is \( Y \)-tame and \( Y \)-regular at some scale \( r > 0 \) and that \( \text{Ric} = \lambda g \) on \( \mathcal{R} \) for some \( |\lambda| \leq (n-1)r^{-2} \). Then for any \( 0 < s < 1 \) and \( p \in X \) we have
\[
|\{0 < r_{\text{Rm}} < sr\} \cap B(p, r)| \leq E s^{1-\varepsilon} r^n.
\]

In the case in which \( e = 2 \) and the singular space is Einstein in Proposition 12.1, we will soon replace the condition \((12.1)\) by an only slightly stronger condition, which will enable us to deduce \((12.2)\) for \( e = 3 \). In order to do this, we need to establish the following lemma.

**Lemma 12.3.** Let \( \varepsilon > 0 \), \( p_0 > 3 \) and \( Y < \infty \) and consider a sequence \( X_i \) of singular spaces with mild singularities of codimension \( p_0 \) that are \( Y \)-tame at scale 1. Assume also that we have \( \text{Ric} \geq -(n-1) \) on the regular part of each \( X_i \). Let \( e \in \{0, \ldots, n-1\} \).

Assume that for any \( i, p \in X_i \), \( 0 < r < 1 \) and every pointed metric space \((Z, d_Z, z)\) the following holds: If
\[
d_{\text{GH}}\left((B^{X}((p, r), p), (B^{Z \times \mathbb{R}^{n-e}}((z, 0^{n-e}), r)))\right) < \varepsilon r,
\]
then \( r_{\text{Rm}}(p) > \varepsilon r \).

Let now \( x_i \in X_i \) and assume that the pointed metric spaces \((X_i, d_i, x_i)\) Gromov-Hausdorff converge to a metric space of the form \((Z_0 \times \mathbb{R}^{n-e-1}, (z_0, 0^{n-e-1}))\), where \((Z_0, d_{Z_0}, z_0)\) is a metric cone with vertex \( z_0 \). Then \( Z_0 \setminus \{z_0\} \) is an \( e+1 \)-dimensional differentiable manifold and the metric \( d_{Z_0} \) on \( Z_0 \setminus \{z_0\} \) is locally isometric to the length metric of a \( C^3 \)-Riemannian metric \( g_\infty \) on \( Z_0 \setminus \{z_0\} \).

Moreover, for any relatively compact, open \( U \subset Z_0 \setminus \{z_0\} \) and \( r > 0 \) there is a sequence of \( C^3 \)-diffeomorphisms \( \Phi_i : U \times B^{\mathbb{R}^{n-e-1}}(0^{n-e-1}, r) \to \mathcal{R}_i \) such that \( \Phi_i^*g_i \to g_\infty + g_{\mathbb{R}^{n-e-1}} \) in \( C^2 \) and such that the \( \Phi_i \) converge to the identity map with respect to some fixed Gromov-Hausdorff convergence \((X_i, d_i, x_i) \to (Z_0 \times \mathbb{R}^{n-e-1}, (z_0, 0^{n-e-1}))\).

**Proof.** Let \((Z_0', d_{Z_0'})\) be the link of the cone \( Z'_0 \). So we can identify \( Z_0 \setminus \{z_0\} \) with \( Z'_0 \times (0, \infty) \). For any \( z = (z', s) \in Z_0 \setminus \{z_0\} \) there is a \( 0 < r < 1 \) such that for some rescaling \((Z, d_Z)\) of \((Z_0', d_{Z_0'})\) we have
\[
d_{\text{GH}}\left((B^{Z_0 \times \mathbb{R}^{n-e-1}}((z, 0^{n-e-1}), r)), (B^{Z \times \mathbb{R}^{n-e}}((z, 0^{n-e}), r), (z, 0^{n-e}))\right) < \varepsilon r/2.
\]

Let \( p_i \in X_i \) be a sequence of points such that \( p_i \to z \) with respect to some Gromov-Hausdorff convergence
\[
(X_i, d_i, x_i) \to (Z_0 \times \mathbb{R}^{n-e-1}, d_{Z_0 \times \mathbb{R}^{n-e-1}}, (z_0, 0^{n-e-1}))
\]

Then, for sufficiently large \( i \), we have
\[
d_{\text{GH}}\left((B^{X_i}(p_i, r), p_i), (B^{Z \times \mathbb{R}^{n-e}}((z, 0^{n-e}), r), (z, 0^{n-e}))\right) < \varepsilon r.
\]

So \( r_{\text{Rm}}(p_i) > \varepsilon r \) for large \( i \). It follows that \((z, 0^{n-e})\) is a regular point in \( Z_0 \times \mathbb{R}^{n-e} \), hence \( z \) is a regular point in \( Z_0 \). The construction of the maps \( \Phi_i \) follows by a center of gravity construction. \( \square \)
Using Lemma [12.3], we can now exclude the existence of 3-dimensional cones and improve Proposition [12.1]

**Proposition 12.4.** For any $\varepsilon > 0$, $p_0 > 3$ and $Y < \infty$ there is an $E = E(\varepsilon, p_0, Y) < \infty$ such that the following holds:

Let $X$ be a singular space that has mild singularities of codimension $p_0$. Assume that $X = (X, d, R, g)$ is $Y$-tame and $Y$-regular at some scale $r > 0$ and that $\text{Ric} = \lambda g$ on $R$ for some $|\lambda| \leq (n - 1)r^{-2}$. Assume that $R$ is orientable and assume that the following property holds:

If $p' \in X$, $0 < r' < r$ and if there exists a pointed metric space $(Z, d_Z, z)$ such that

$$d_{GH}((B(p', r'), p'), (B^{Z \times \mathbb{R}^{n-2}}((z, 0^{n-2}), r'), (z, 0^{n-2}))) < \varepsilon r'$$

then $r_{Rm}(p) > \varepsilon r'$.

Then for any $0 < s < 1$ and $p \in X$ we have

$$|\{0 < r_{Rm} < sr\} \cap B(p, r)| \leq Es^{4-\varepsilon}r^n.$$

**Proof.** Without loss of generality, we may assume that $r = 1$. In view of Proposition [12.1], we only need to verify that condition [12.1] holds for $e = 3$ and for $\varepsilon$ replaced by some $\varepsilon' = \varepsilon'(\varepsilon, Y) > 0$. So assume that this condition was false for some fixed $\varepsilon, p_0, Y$. Then we can find a sequence $X_i$ of orientable singular spaces with mild singularities of codimension $p_0$ that are $Y$-tame and $Y$-regular at scale 1 and that satisfy $\text{Ric} = \lambda_i g_i$ on their regular parts for some $|\lambda_i| \leq n - 1$.

Moreover, the $X_i$ satisfy [12.3] and there are points $p_i \in X_i$, scales $r_i > 0$ and metric cones $(Z_i, d_{Z_i})$ with vertex $z_i \in Z_i$ such that

$$r_i^{-1}d_{GH}((B^{X_i}(p_i, r_i), p_i), (B^{Z_i \times \mathbb{R}^{n-2}}((z_i, 0^{n-2}), r_i)), (z_i, 0^{n-2})) \to 0,$$

but $r_i^{-1}r_{Rm}(x_i) \to 0$. After rescaling carefully, we may assume without loss of generality that $r_i \to \infty$, $\lambda_i \to 0$, $r_{Rm}(x_i) \to 0$ and

$$d_{GH}((B^{X_i}(p_i, r_i), p_i), (B^{Z_i \times \mathbb{R}^{n-2}}((z_i, 0^{n-3}), r_i)), (z_i, 0^{n-3})) \to 0.$$  (12.4)

After passing to a subsequence, we may further assume that $(X_i, d_{X_i}, x_i)$ Gromov-Hausdorff converge to some metric space $(Z_\infty, d_{Z_\infty}, z_\infty)$. Due to [12.4], the pointed metric spaces $(Z_i \times \mathbb{R}^{n-3}, d_{Z_i \times \mathbb{R}^{n-3}}, (z_i, 0^{n-3}))$ also Gromov-Hausdorff converge to $(Z_\infty, d_{Z_\infty}, z_\infty)$. Hence $(Z_\infty, d_{Z_\infty}, z_\infty)$ is isometric to $(Z_0 \times \mathbb{R}^{n-3}, d_{Z_0 \times \mathbb{R}^{n-3}}, (z_0, 0^{n-3}))$, where $(Z_0, d_{Z_0}, z_0)$ is a metric cone with vertex $z_0$.

By Lemma [12.3], we find that $Z_0 \setminus \{z_0\}$ is a 3-dimensional differentiable manifold and $d_{Z_0}$ is locally isometric to the length metric of a $C^2$ Riemannian metric $g_0$ on $Z_0 \setminus \{z_0\}$. This metric must be Ricci flat and hence, since $Z_0$ is 3-dimensional, locally flat. It follows that $Z_0$ is isometric to a union of copies of $\mathbb{R}^3$ and/or $\mathbb{R}^3 / \mathbb{Z}_2$ along their tips. By the last part of Lemma [12.3] and our assumption that $R_i$ are orientable, we can exclude the cones $\mathbb{R}^3 / \mathbb{Z}_2$.

So $Z_0$ is isometric to the union of copies of $\mathbb{R}^3$ along their tips and hence

$$|B^{Z_0 \times \mathbb{R}^{n-3}}((y_0, 0^{n-3}), 1) \cap ((Z_0 \setminus \{z_0\}) \times \mathbb{R}^{n-3})| \geq \omega_n.$$
So, again by the last part of Lemma 12.3, we find that
\[
\liminf_{i \to \infty} |B_{X_i}^i(p_i, 1) \cap R_i| \geq \omega_n
\]
So, by the Y-regularity of the \( X_i \), we must have \( r_{Rm}(p_i) > Y^{-1} \) for large \( i \), which contradicts our assumptions.

13. CODIMENSION 4 AND PROOF OF THEOREM 1.6

In this section, we verify the condition (12.3) in Proposition 12.4 and prove Theorem 1.6. We will largely follow the work of Cheeger and Naber (cf [CN15]) with a few simplifications.

We first prove the following lemma:

Lemma 13.1. For every \( \varepsilon > 0 \) and \( Y < \infty \) there is a \( \delta = \delta(\varepsilon, Y) > 0 \) such that the following holds:

Let \( X = (X, d, \mathcal{R}, g) \) be a singular space with mild singularities of codimension \( p_0 > 2 \). Assume that \( X \) is \( Y \)-tame at scale \( \delta^{-1}r \) for some \( r > 0 \) and that \( |\text{Ric}| \leq (n - 1)\delta r^{-2} \) on \( \mathcal{R} \).

Let \( p \in X \) and let \( u : B(p, 2r) \to \mathbb{R}^k \) be a \( \delta \)-splitting map for some \( k \leq n \). Define for all \( 1 \leq l \leq k \) the following \( k \)-form on \( \mathcal{R} \):
\[
\omega^l := du^1 \wedge \ldots \wedge du^l.
\]

Then
\[
r^2 \int_{B(p, r) \cap \mathcal{R}} d|\mu_\Delta \omega^l| < \varepsilon r^n.
\]

Proof. Without loss of generality, we may assume that \( r = 1 \). We will furthermore fix \( l \) and set \( \omega := \omega^l \).

First observe that
\[
\nabla \omega = \nabla du^1 \wedge \ldots \wedge du^l + \ldots + du^1 \wedge \ldots \wedge \nabla du^l.
\]
So, for some generic constant \( C < \infty \),
\[
|\nabla \omega| \leq C \left( |\nabla^2 u^1| + \ldots + |\nabla^2 u^l| \right).
\]

It follows that
\[
\int_{B(p, 2) \cap \mathcal{R}} |\nabla \omega|^2 dg \leq C\delta^2. \tag{13.1}
\]

Next, we find that for some local orthonormal frame \( \{e_j\}_{i=1, \ldots, n} \),
\[
\Delta \omega = \sum_{j_1, j_2=1}^l \sum_{i=1}^n du^1 \wedge \ldots \wedge \nabla_{e_i} du^{j_1} \wedge \ldots \wedge \nabla_{e_i} du^{j_2} \wedge \ldots \wedge du^l
\]
\[
+ \text{Ric}(du^l) \wedge \ldots \wedge du^1 + \ldots + du^1 \wedge \ldots \wedge \text{Ric}(du^l).
\]
So
\[
|\Delta \omega| \leq C \left( |\nabla^2 u^1|^2 + \ldots + |\nabla^2 u^l|^2 \right) + C\delta^2.
\]
Therefore,
\[
\int_{B(p,2)\cap \mathcal{R}} |\Delta \omega| \leq C\delta^2. \tag{13.2}
\]

Let now \( \phi \in C^2(B(p,2) \cap \mathcal{R}) \) be a non-negative function such that \( |\nabla \phi| < 10 \), \( \phi \equiv 1 \) on \( B(p,1) \cap \mathcal{R} \) and such that \( \phi \equiv 0 \) outside \( B(p,1.5) \cap \mathcal{R} \). Fix moreover a sequence \( s_i \to 0 \). Similarly as in the proof of Lemma 8.3, we can construct functions \( \eta_i \in C^2(\mathcal{R}) \) such that \( \eta_i = 1 \) on \( \{r_{\mathcal{R}_m} > 2s_i\} \cap B(p,2) \cap \mathcal{R} \) and \( |\nabla \eta_i| < C s_i^{-1} \). So \( \eta_i \phi \in C^2(\mathcal{R}) \) and \( \eta_i \phi \to 1 \) pointwise on \( B(p,1) \cap \mathcal{R} \) as \( i \to \infty \). Then, by Proposition 2.5 and (13.1),
\[
\int_{B(p,2)\cap \mathcal{R}} \eta_i \phi d\mu_{\Delta|\omega|} = - \int_{\mathcal{R}} \nabla(\eta_i \phi) \nabla|\omega|
\]
\[
\leq \int_{\mathcal{R}} \eta_i |\nabla \phi||\nabla \omega| + \int_{\{s_i < r_{\mathcal{R}_m} < 8s_i\}} \frac{\phi}{|\nabla \eta_i||\nabla \omega|}
\]
\[
\leq C \left( \int_{B(p,2)\cap \mathcal{R}} |\nabla \omega|^2 \right)^{1/2}
\]
\[
+ C s_i^{-1} \{r_{\mathcal{R}_m} < 2s_i\} \cap B(p,2) \cap \mathcal{R}^{1/2} \left( \int_{B(p,2)\cap \mathcal{R}} |\nabla \omega|^2 \right)^{1/2}
\]
\[
\leq C\delta + C s_i^{-1} \{r_{\mathcal{R}_m} < 2s_i\} \cap B(p,2) \cap \mathcal{R}^{1/2}\delta
\]

Since \( X \) has singularities of codimension \( p_0 > 2 \), we find
\[
\limsup_{i \to \infty} \int_{B(p,2)\cap \mathcal{R}} \eta_i \phi d\mu_{\Delta|\omega|} \leq C\delta.
\]

Next, we claim that
\[
d\mu_{\Delta|\omega|} \geq -|\Delta \omega| dg \tag{13.3}
\]

To see this, let \( \psi \in C^2(\mathcal{R}) \) be some non-negative and compactly supported function and note that by Proposition 2.5,
\[
\int_{\mathcal{R}} \psi d\mu_{\Delta|\omega|} = \int_{\mathcal{R}} (\Delta \psi)|\omega| dg = \lim_{\alpha \to 0} \int_{\mathcal{R}} \psi \Delta \sqrt{|\omega|^2 + \alpha} dg
\]
\[
= \lim_{\alpha \to 0} \int_{\mathcal{R}} \psi \Delta \sqrt{|\omega|^2 + \alpha} dg. \tag{13.4}
\]

For any \( \alpha > 0 \) we obtain as in (2.7) in the proof of Proposition 2.5
\[
\Delta \sqrt{|\omega|^2 + \alpha} \geq -|\Delta \omega|.
\]

Combining this with (13.4) yields (13.3).

By (13.2) we have
\[
\limsup_{i \to \infty} \int_{B(p,2)\cap \mathcal{R}} \eta_i \phi \{2|\Delta \omega| dg + d\mu_{\Delta|\omega|}\} \leq C\delta + C\delta^2.
\]
By (13.3), the integrand of this integral is non-negative.

\[
\int_{B(p,1)\cap\mathcal{R}} d|\mu_{\Delta|\omega}| \leq \int_{B(p,1)\cap\mathcal{R}} (2d(\mu_{\Delta|\omega}) + d\mu_{\Delta|\omega}) \leq \int_{B(p,1)\cap\mathcal{R}} (2|\Delta \omega| + d\mu_{\Delta|\omega}) \leq C\delta + C\delta^2.
\]

This proves the desired result. \(\square\)

We now define the singular scale \(s_\delta^j\) as in [CN15].

**Definition 13.2** (cf [CN15] Definition 1.30). Let \(\mathcal{X}\) be a singular space, \(p \in X\) and \(r > 0\). Consider a continuous, vector-valued function \(u = (u^1, \ldots, u^k) : B(p, 2) \to \mathbb{R}^k\) such that \(u|_{B(p,2)\cap\mathcal{R}} \) is \(C^3\) and define for all \(1 \leq l \leq k\) the following \(k\)-form on \(\mathcal{R}\):

\[
\omega^l := du^1 \wedge \ldots \wedge du^l.
\]

For any \(x \in B(p,1)\) and \(\delta > 0\) we define the singular scale \(s_\delta^x \geq 0\) as the infimum of all radii \(0 < s \leq 1/2\) such that for all \(r\) with \(s < r < 1/2\) and \(1 \leq l \leq k\) we have

\[
r^2 \int_{B(x,r)\cap\mathcal{R}} d|\mu_{\Delta|\omega^l}| \leq \delta \int_{B(x,r)\cap\mathcal{R}} |\omega^l|.
\]

(13.5)

With this definition in hand, we can prove the Transformation Theorem.

**Proposition 13.3** (Transformation Theorem, cf [CN15] Theorem 1.32]). For every \(\varepsilon > 0\), \(p_0 > 3\) and \(Y < \infty\) there is a \(\delta = \delta(\varepsilon, p_0, Y) > 0\) such that the following holds:

Let \(\mathcal{X} = (X, d, \mathcal{R}, g)\) be a singular space with mild singularities of codimension \(p_0\). Assume that \(\mathcal{X}\) is \(Y\)-tame and \(Y\)-regular at scale \(\delta^{-1}\). Assume moreover that \(\text{Ric} = \lambda g\) on \(\mathcal{R}\) for some \(|\lambda| \leq (n - 1)\delta^2\).

Let \(p \in X\) and let \(u : B(p, 2) \to \mathbb{R}^k\) be a \(\delta\)-splitting map for some \(k \leq n\). Then for any \(x \in B(p,1)\) and \(s_\delta^x \leq r < 1/2\) there is a lower triangular matrix \(A = A(x,r) \in \mathbb{R}^{k \times k}\) with positive diagonal entries such that \(Au|_{B(x,r)}\) is an \(\varepsilon\)-splitting.

**Proof.** We argue as in [CN15] subsec 3.2]. First observe that we may assume without loss of generality that \(\varepsilon < \varepsilon_*\) for some uniform constant \(\varepsilon_* > 0\), which we will determine in the course of the proof. Assume by induction on \(k\) that the proposition holds for \(k\) replaced by \(1, \ldots, k - 1\) (If \(k = 1\), then we make no assumption). We will show in the following by contradiction that then the proposition also holds for \(k\). So fix \(\varepsilon > 0\), \(p_0 > 3\), \(Y < \infty\) and assume that no \(\delta\) exists for which the Proposition holds for \(k\). Then we can find a sequence \(\delta_j \to 0\) and a sequence \(\mathcal{X}_j\) of singular spaces with mild singularities of codimension \(p_0\) that are \(Y\)-tame and \(Y\)-regular at scale \(\delta_j^{-1}\) and that satisfy \(\text{Ric} = \lambda_j g_j\) on \(\mathcal{R}_j\) for some \(|\lambda_j| \leq (n - 1)\delta_j^2\). Moreover, we can find points \(p_j \in X_j\), \(\delta_j\)-splitting maps \(u_j : B(p_j, 2) \to \mathbb{R}^k\) for \(\delta_j \to 0\), points \(x_j \in B(p_j, 1)\) and \(r_j \in [s_\delta^x_j, 1/2]\) such that there is now lower triangular matrix \(A\) with positive diagonal entries...
such that $Au_j|_{B(x_j,r_j)}$ is an $\varepsilon$-splitting. By Lemma \[3.1\] we have $s_{ij}^j, r_j \to 0$, since otherwise $u_j|_{B(x_j,r_j)}$ would be a $\delta'$-splitting for infinitely many $j$ and an arbitrary small $\delta' > 0$ and hence \[13.5\] would hold for infinitely many $j$. Without loss of generality, we may furthermore assume that each $r_j$ is chosen maximal in the following sense: for any $j$ and any $r \in [2r_j, 1/2]$ the proposition holds, that is, there is a lower triangular matrix $A \in \mathbb{R}^{k \times k}$ with positive diagonal entries such that $Au_j|_{B(x_j,r)}$ is an $\varepsilon$-splitting. Let us now use this assumption for $r \leftarrow 4r_j$ and choose such matrices $A_j \in \mathbb{R}^{k \times k}$ such that $A_ju_j|_{B(x_j,4r_j)}$ are $\varepsilon$-splittings.

Next, we rescale each singular Ricci flat space $\mathcal{X}_j$ by $r_j^{-1}$ and denote the result by $\mathcal{X}'_j := r_j^{-1}\mathcal{X}_j$. From now on we will almost exclusively consider the spaces $\mathcal{X}'_j$ and any geometric object or quantity will be understood with respect to this sequence of rescaled spaces. Moreover, we consider the rescaled functions

$$v_j := r_j^{-1}A_j(u_j - u_j(x_j)),$$

which are harmonic on the regular parts $\mathcal{R}'_j$ of $\mathcal{X}'_j$. So $v_j|_{B(x_j,1)}$ is not an $\varepsilon$-splitting, but $v_j|_{B(x_j,\mathcal{A})}$ is. Moreover, for any $r \in [4, r_j^{-1}/2]$ there is a lower triangular matrix $A_{r,j} \in \mathbb{R}^{k \times k}$ with positive diagonal entries such that $A_{r,j}v_j|_{B(x_j,r)}$ is an $\varepsilon$-splitting. We may also assume that $A_{r,j} = I_k =: I$ is the identity matrix.

For the rest of the proof let $C < \infty$ be some generic constant that only depends on $Y, p_0$ and $n$ and we set for all $1 \leq l \leq k$

$$\omega_j^l := dv_j^1 \wedge \ldots \wedge dv_j^l \in \Omega_l(\mathcal{R}_j').$$

**Claim 1.** For each $j$ and $r \in [4, r_j^{-1}/2]$ we have

$$|A_{4r,j}A_{r,j}^{-1} - I| < C\varepsilon.$$ 

**Proof.** The proof is the same as in \[CNT15\] sec 3.2, proof of Claim 1. Note that we have expressed the identity above in a slightly different but equivalent way. The fact that the $\mathcal{X}'_j$ are singular does not create any issues since no arguments are used in the proof that require the regular parts $\mathcal{R}_j'$ to be complete. \[\square\]

As in \[CNT15\], we conclude from Claim 1 that for all $j$ and $r \in [4, r_j^{-1}/2]$

$$|A_{r,j}|, |A_{r,j}^{-1}| \leq r^{C\varepsilon}$$ \hspace{1cm} (13.6a)

$$\sup_{B(x_j,r) \cap \mathcal{R}'_j} |\nabla v_j^l| \leq (1 + C\varepsilon)r^{C\varepsilon}$$ \hspace{1cm} (13.6b)

$$\sup_{B(x_j,r) \cap \mathcal{R}'_j} |\omega_j^l| \leq (1 + C\varepsilon)r^{C\varepsilon}$$ \hspace{1cm} (13.6c)

$$r^{2-n} \int_{B(x_j,r) \cap \mathcal{R}'_j} |\nabla^2 v_j^l|^2 \leq C\varepsilon r^{C\varepsilon}.$$ \hspace{1cm} (13.6d)

**Claim 2.** For every $r \geq 4$ there are lower triangular matrices $A_{r,j} \in \mathbb{R}^{k \times k}$ with positive diagonal entries such that $|A_{r,j} - I| < C\varepsilon$ for large $j$, such that the maps $A_{r,j}v_j|_{B(x_j,r)} : B(x_j,r) \to \mathbb{R}^k$ are $C\varepsilon$-splittings and such that the restricted maps

$$\text{proj}_{\mathbb{R}^{k-1} \times 0}(A'_{r,j}v_j)|_{B(x_j,r)} : B(x_j,r) \to \mathbb{R}^{k-1}$$
are \( \varepsilon_j(r) \)-splittings, where \( \varepsilon_j(r) \to 0 \) for \( j \to \infty \) and fixed \( r \). Moreover, for each \( r \geq 4 \) and \( l = 1, \ldots, k - 1 \),
\[
\int_{B(x_j, r) \cap R'_j} |\nabla^2 \nu_j|^2 \to 0. \tag{13.7}
\]

Proof. This fact, which is almost the same as \cite[sec 3.2, proof of Claim 2]{CN15}, follows similarly as in \cite{CN15}. Fix \( r \geq 4 \). By the inductive assumption, we can find lower triangular \((k-1) \times (k-1)\) matrices \( \tilde{A}_{j,r} \in \mathbb{R}^{(k-1) \times (k-1)} \) such that \( \tilde{A}_{j,r} \text{proj}_{\mathbb{R}^{k-1 \times 0}}(v_j)|_{B(x_j, r)} \) are \( \varepsilon_j(r) \)-splittings for \( \varepsilon_j(r) \to 0 \). In particular, \( \tilde{A}_{j,r} \text{proj}_{\mathbb{R}^{k-1 \times 0}}(v_j)|_{B(x_j, 4)} \) are \( \varepsilon'_j(r) \)-splittings for \( \varepsilon'_j(r) \to 0 \). Since the maps \( \text{proj}_{\mathbb{R}^{k-1 \times 0}}(v_j)|_{B(x_j, 4)} \) are \( \varepsilon \)-splittings, we conclude, using similar arguments as in the proof of Claim 1, that \( |\tilde{A}_{j,r} - I_{k-1}| < C\varepsilon \) for large \( j \), where \( I_{k-1} \) denotes the identity \((k-1) \times (k-1)\)-matrix. So if we set \( A'_{j,r} = \tilde{A}_{j,r} \oplus id_{0^{k-1} \oplus \mathbb{R}} \), then the first part of the claim follows.

Lastly, identity \( (13.7) \) holds since for each \( l = 1, \ldots, k - 1 \)
\[
\int_{B(x_j, r) \cap R'_j} |\nabla^2 (\tilde{A}_{j,r} v_j)|^2 \to 0
\]
and the inverse matrices \( |\tilde{A}^{-1}_{j,r}| \) are uniformly bounded for small enough \( \varepsilon_* \). \( \square \)

We now take a slightly different route from \cite{CN15} in order to avoid having to use the theory of singular spaces with lower Ricci curvature bounds. First, we note that due to Claim 2, we may replace \( v_j \) by \( A'_{4,j} v_j \). Then we still have \( (13.6a)-(13.6d) \) and \( (13.7) \). Moreover, we get that \( \nu^1_j, \ldots, \nu_{k-1}^j \)|\(_{B(x_j, 4)} \) is an \( \varepsilon'_j \)-splitting for some sequence \( \varepsilon_j \to 0 \). Finally, we mention that due to Definition \( (13.2) \) and \( (13.6c) \) we have
\[
\int_{B(x_j, r) \cap R'_j} d|\mu_{\Delta} | \to 0 \quad \text{for all} \quad r \in [4, r_j^{-1}/2], \quad l = 1, \ldots, k. \tag{13.8}
\]

We will now prove our main claim.

**Claim 3.** For each \( l = 1, \ldots, k - 1 \) we have
\[
\int_{B(x_j, 4) \cap R'_j} \left| \langle \nabla v_j^l, \nabla v_j^k \rangle - \int_{B(x_j, 4) \cap R'_j} \langle \nabla v_j^l, \nabla v_j^k \rangle \right| \to 0 \tag{13.9}
\]
and
\[
\int_{B(x_j, 4) \cap R'_j} \left| \omega_j^l - \int_{B(x_j, 4) \cap R'_j} \omega_j^l \right| \to 0. \tag{13.10}
\]
as \( j \to \infty \).

**Proof.** The identities \( (13.9) \) and \( (13.10) \) follow using the same technique. In order to present the proof only once, we set
\[
f_j := \langle \nabla v_j^l, \nabla v_j^k \rangle, \tag{13.11a}
\]
or

\[ f_j := |\omega_j|, \quad (13.11b) \]

depending on whether we want to establish (13.9) or (13.10). Our goal will then be to show that in both cases we have

\[ \int_{B(x_j,4) \cap \mathcal{R}'_j} f_j - \int_{B(x_j,4) \cap \mathcal{R}'_j} f_j \to 0. \quad (13.12) \]

Let us first collect the identities for \( f_j \) from which we will deduce (13.12). We claim that there is a uniform constant \( C < \infty \) such that for any \( S > 1 \) we have for sufficiently large \( j \) (depending on \( S \))

\[ |f_j| < C \left( 1 + d(x_j, \cdot) \right)^C \epsilon \quad \text{on} \quad B(x_j, S) \cap \mathcal{R}'_j, \quad (13.13a) \]

\[ |\nabla f_j| < C \left( 1 + r^{-1}_j(\cdot) \right) \left( 1 + d(x_j, \cdot) \right)^C \epsilon \quad \text{on} \quad B(x_j, S) \cap \mathcal{R}'_j, \quad (13.13b) \]

\[ S^{-n+1} \int_{B(x_j,S) \cap \mathcal{R}'_j} |\nabla f_j| \leq C S^{C \epsilon}. \quad (13.13c) \]

We also claim that for any \( S > 1 \)

\[ \int_{B(x_j,S) \cap \mathcal{R}'_j} d|\mu_{\triangle f_j}| \to 0 \quad (13.13d) \]

as \( j \to 0 \). In fact, identity (13.13a) is a direct consequence of (13.6b) and (13.6c). Identity (13.13b) follows similarly using (13.13a), the fact that \( \triangle \nabla v^k_j = 0 \) on \( \mathcal{R}'_j \) and local elliptic regularity. In order to show (13.13c), note that by (13.6c) we have in both cases, (13.11a) and (13.11b), that

\[ |\nabla f_j| \leq CS^{C \epsilon} \sum_{i=1}^k |\nabla^2 v^i_j| \quad \text{on} \quad B(x_j, S) \cap \mathcal{R}'_j. \]

So, using (13.6d), we have

\[ S^2 \int_{B(x_j,S) \cap \mathcal{R}'_j} |\nabla f_j|^2 \leq C S^{2C \epsilon}. \]

So (13.13c) follows using Hölder’s inequality. Finally, we show (13.13d). In the case (13.11b), this identity is the same as (13.8). In the case (13.11a), we first use Bochner’s identity and (13.6b) to derive

\[ |\triangle f_j| = |2 \langle \nabla^2 v^j_j, \nabla v^k_j \rangle + 2 \text{Ric}(\nabla v^j_j, \nabla v^k_j) \rangle| \leq 2 |\nabla^2 v^j_j| \cdot |\nabla^2 v^k_j| + 2 \delta_j S^{2C \epsilon}. \]

So, by Hölder’s inequality,

\[ \int_{B(x_j,S) \cap \mathcal{R}'_j} |\triangle f_j| \leq 2 \left( \int_{B(x_j,S) \cap \mathcal{R}'_j} |\nabla^2 v^j_j|^2 \right)^{1/2} \left( \int_{B(x_j,S) \cap \mathcal{R}'_j} |\nabla^2 v^k_j|^2 \right)^{1/2} + C \delta_j S^{2C \epsilon}. \]

By (13.6d), the second factor of the first term stays bounded as \( j \to 0 \). The first factor of the first term goes to 0, by Claim 2. The second term goes to 0 by assumption, proving (13.13d).

From now on we will only work with the identities (13.13a)–(13.13d). Equations (13.11a), (13.11b) will not be used anymore.
Let $S > 8$ be a large constant whose value we will determine later. Fix some $j$ for the moment, and choose $y \in B(x_j, 4 \cap R'_j$. We now apply Proposition 5.3 to $B(x_j, S)$ and obtain numbers $s_i \to 0$, subsets $U_i \subset R'_j$ and cutoff functions $\phi_i = \phi_{s, i} : U_i \to [0, 1]$. Next, we choose a smoothing $h \in C^2(R'_j)$ of $r_{Rm}$ such that

$$\frac{1}{2}r_{Rm} < h < 2r_{Rm} \quad \text{and} \quad |\nabla h| < 2,$$

fix a smooth function $H : [0, \infty) \to [0, 1]$ such that $H \equiv 0$ on $[0, 2]$ and $H \equiv 1$ on $[4, \infty)$ and set

$$\eta_i(x) := H(s_i^{-1}h(x)).$$

Then $\text{supp} \eta_i \phi_i \subset \{r_{Rm} > s_i\} \cap B(x_j, S)$ and $\eta_i \equiv 1$ on $\{r_{Rm} > 8s_i\}$ and $|\nabla \eta_i| < C s_i^{-1}$. It follows that $\eta_i \phi_i$ is a $C^2$ function with compact support in $R'_j$ and that $\eta_i \phi_i \to 1$ pointwise on $B(x_j, \frac{1}{2}S)$ as $i \to \infty$.

In the following, we denote by $C_s < \infty$ a generic constant that may depend on $\varepsilon, Y, x'_j, S$, an upper bound on $f_j$ and $r_{Rm}(y)$, but not on $i$. Let $K$ be the heat kernel from item (5) of the $Y$-tameness assumptions (cf. Definition 1.12). Note that due to the Gaussian bounds from these tameness properties and Proposition 5.2 we can assume that $K(y, \cdot, t) < C_s$ and $|\nabla K(y, \cdot, t)| < C_s$ on $\{0 < r_{Rm} < 8s_i\} \cap B(x_j, S)$ for all $t \in (0, S^2]$ and for large enough $i$. We can then compute, using (13.13a)–(13.13c), that for any $t \in (0, S^2]$ and large $i$

\[
\frac{d}{dt} \int_{R'_j} K(y, \cdot, t)f_j \eta_i \phi_i = \int_{R'_j} \Delta K(y, \cdot, t) f_j \eta_i \phi_i \\
\leq \int_{R'_j} \Delta (K(y, \cdot, t) \eta_i \phi_i) f_j + \int_{R'_j} \left(2\nabla K(y, \cdot, t) \nabla \eta_i \phi_i f_j + 2K(y, \cdot, t)\nabla \eta_i \nabla \phi_i f_j + K(y, \cdot, t)(\Delta \eta_i) \phi_i f_j + K(y, \cdot, t) \eta_i (\Delta \phi_i) f_j \right) \\
\leq \int_{R'_j} K(y, \cdot, t) \eta_i \phi_i \, d\mu_{\Delta f_j} + \int_{R'_j} \left(2\nabla K(y, \cdot, t) \nabla \eta_i \phi_i f_j - 2K(y, \cdot, t) \eta_i \Delta \phi_i f_j - K(y, \cdot, t) \nabla \eta_i \nabla \phi_i f_j + K(y, \cdot, t) \nabla \eta_i \nabla \phi_i f_j - 2K(y, \cdot, t) \nabla \eta_i \phi_i f_j + 2K(y, \cdot, t) \nabla \eta_i \nabla \phi_i f_j - \nabla K(y, \cdot, t) \nabla \eta_i \phi_i f_j - K(y, \cdot, t) \nabla \eta_i \nabla \phi_i f_j - K(y, \cdot, t) \nabla \eta_i \phi_i f_j + K(y, \cdot, t) \eta_i (\Delta \phi_i) f_j \right).
\]
\[
\leq \left| \int_{\mathcal{R}'_j} \left( \nabla K(y, \cdot, t) \nabla \eta_i \phi_j - K(y, \cdot, t) \nabla \eta_i \phi_j \nabla f_j - K(y, \cdot, t) \nabla \eta_i \phi_j f_j \right) \right|
\]
\[
+ \left| \int_{\mathcal{R}'_j} K(y, \cdot, t) \eta_i \phi_j d\mu_{\Delta f_j} \right|
\]
\[
+ \left| \int_{\mathcal{R}'_j} K(y, \cdot, t) \eta_i \left( 2 \nabla \phi_i \nabla f_j + \Delta \phi_i f_j \right) \right|
\]
\[
\leq C_s |\{ r_{\text{Rm}} < 8s_i \} \cap R'_j | \cdot (s_i^{-2} + s_i^{-1} S^{-1})
\]
\[
+ C t^{-n/2} \int_{B(x_j, S) \cap R'_j} d|\mu_{\Delta f_j}|
\]
\[
+ C t^{-n/2} \exp \left( -\frac{S^2}{16 Y t} \right) \left( S^{-1} \int_{A(x_j, S/2, S) \cap R'_j} |\nabla f_j| + S^{-2} \int_{A(x_j, S/2, S) \cap R'_j} |f_j| \right)
\]
\[
\leq C_s s_i + C t^{-n/2} \int_{B(x_j, S) \cap R'_j} d|\mu_{\Delta f_j}|
\]
\[
+ C t^{-n/2} \exp \left( -\frac{S^2}{16 Y t} \right) \left( S^{-1} S^{n+\epsilon-1} + S^{-2} S^{n+C \epsilon} \right)
\]
\[
\leq C_s s_i + C t^{-n/2} \int_{B(x_j, S) \cap R'_j} d|\mu_{\Delta f_j}| + C t^{-n/2} S^{n+C \epsilon-2} \exp \left( -\frac{S^2}{16 Y t} \right).
\]

Using (13.13d), we hence obtain the following statement for sufficiently small \( \epsilon_s \): For every \( \alpha, \tau > 0 \) and \( T < \infty \) there are \( J = J(\alpha, \tau, T), S_0 = S_0(\alpha, \tau, T) < \infty \) such that if \( j > J, S > S_0, \) then for any \( y \in B(x_j, 4) \cap \mathcal{R}'_j \) and for sufficiently large \( i \) (depending on \( \alpha, T, \tau, r_{\text{Rm}}(y) \) etc.)
\[
\left| \frac{d}{dt} \int_{\mathcal{R}'_j} K(y, \cdot, t) f_j \eta_i \phi_{S,i} \right| < \alpha \quad \text{for all} \quad t \in [\tau, T].
\]

Integrating this inequality over \( t \) from \( \tau \) to \( T \) yields the following statement: For every \( \alpha, \tau > 0 \) and \( T < \infty \) there are \( J = J(\alpha, \tau, T), S_0 = S_0(\alpha, \tau, T) < \infty \) such that if \( j > J, S > S_0, \) then for any \( y \in B(x_j, 4) \cap \mathcal{R}'_j \) and for sufficiently large \( i \) (depending on \( y \))
\[
\left| \int_{\mathcal{R}'_j} K(y, \cdot, \tau) f_j \eta_i \phi_{S,i} - \int_{\mathcal{R}'_j} K(y, \cdot, T) f_j \eta_i \phi_{S,i} \right| < \alpha.
\]

Next, observe that due to (13.13d) we have for any \( z \in B(y, \min\{r_{\text{Rm}}(y)/2, 1\}) \cap \mathcal{R}'_j \)
\[
|f_j(z) - f_j(y)| \leq C r_{\text{Rm}}^{-1}(y) d(z, y).
\]
So for any $0 < \rho < r_{\text{Rm}}(y)/2$ and large $i$ we have

$$\left| f_j(y) - \int_{B(x_j, S) \cap R'_j} K(y, \cdot, \tau) f_j \eta_i \phi_{S,i} \right|$$

$$= \left| f_j(y) \int_{R'_j} K(y, \cdot, \tau) - \int_{B(x_j, S) \cap R'_j} K(y, \cdot, \tau) f_j \eta_i \phi_{S,i} \right|$$

$$\leq \int_{B(x_j, \rho)} |f_j(y) - f_j(z)| K(y, z, \tau) dg(z)$$

$$+ \int_{(B(x_j, S) \cap R'_j) \setminus B(x_j, \rho)} |f_j(z)| K(y, z, \tau) dg(z)$$

$$+ |f_j(y)| \int_{R'_j \setminus B(x_j, \rho)} K(y, \cdot, \tau)$$

$$\leq C r_{\text{Rm}}^{-1}(y) \rho + \int_{(B(x_j, S) \cap R'_j) \setminus B(x_j, \rho)} C(1 + d(x_j, z))^{C\varepsilon}$$

$$\cdot \frac{Y}{\tau^{n/2}} \exp \left( - \frac{d^2(x_j, z)}{Y \tau} \right) dg(z) + C \tau^{-n/2} \exp \left( - \frac{\rho^2}{2Y \tau} \right)$$

$$\leq C r_{\text{Rm}}^{-1}(y) \rho + C \tau^{-n/2} \int_{\rho}^{\infty} C(1 + r)^{C\varepsilon} r^{n-1} \exp \left( - \frac{r^2}{2Y \tau} \right) dr$$

$$+ C \tau^{-n/2} \exp \left( - \frac{\rho^2}{10Y \tau} \right).$$

So, given $y$, we may choose $\rho$ small enough (depending on $r_{\text{Rm}}(y)$) to make the first term on the right-hand side arbitrarily small. Next we can choose $\tau$ small enough to make the second and third term arbitrarily small. We then obtain the following statement: For any $\alpha, s > 0$ and $T < \infty$ there are $J = J(\alpha, s, T), S_0 = S_0(\alpha, s, T) < \infty$ such that if $j > J$ and $S > S_0$, then we have for large $i$

$$\left| f_j(y) - \int_{B(x_j, S) \cap R'_j} K(y, \cdot, T) f_j \eta_i \phi_{S,i} \right| < \alpha \quad \text{for all} \quad y \in B(x_j, 4) \cap \{r_{\text{Rm}} > s\}.$$

(13.14)

Let now $y_1, y_2 \in B(x_j, 4)$ and let $S > 2$. Since $X'_j$ is the completion of the length metric on $R'_j$, we can find an arclength $C^1$-curve $\gamma : [0, a] \to B(x_j, 4) \cap R'_j$ of length $a = \ell(\gamma) < 10$ such that $\gamma(0) = y_1, \gamma(a) = y_2$. Then for any $j$ and $T > 1$ and $u \in [0, a]$ we have, by the symmetry of $K$ from the tameness conditions (Definition 1.12) and by Proposition 6.2

$$\left| \frac{d}{du} \int_{B(x_j, S) \cap R'_j} K(\gamma(u), \cdot, T) f_j \eta_i \phi_{S,i} \right| \leq |\gamma'(u)| \int_{R'_j} |\nabla_1 K(\gamma(u), z, T)| f_j(z) dg(z)$$

$$\leq \frac{C}{T^{(n+1)/2}} \int_{R'_j} \exp \left( - \frac{d^2(\gamma(u), z)}{2YT} \right) (1 + d(x_j, z))^{C\varepsilon} dg(z)$$
\[
\leq \frac{C}{T^{(n+1)/2}} \int_{\mathcal{R}_j'} \exp \left( - \frac{d^2(x_j, z)}{4YT} + \frac{d(x_j, \gamma(u))^2}{2YT} \right) (1 + d(x_j, z))^{C\varepsilon} dg(z)
\]
\[
\leq \frac{C}{T^{(n+1)/2}} \int_0^\infty \exp \left( - \frac{r^2}{4YT} \right) (1 + r)^{C\varepsilon r^{n-1}} dr
\]
\[
= \frac{C}{T^{1/2}} \int_0^\infty \exp \left( - \frac{r^2}{4Y} \right) (1 + T^{1/2}r)^{C\varepsilon r^{n-1}} dr.
\]

So if \(\varepsilon_*\) is small enough such that \(C\varepsilon_* < 1\), then the right-hand side can be made arbitrarily small for large \(T\). So we obtain the following statement: For any \(\alpha, s > 0\) there are \(T = T(\alpha, s)\), \(J = J(\alpha, s)\), \(S_0 = S_0(\alpha, s) < \infty\) such that for \(S > S_0, j > J\), any \(y_1, y_2 \in B(x_j, 4) \cap \{r_{Rm} > s\}\) and for large \(i\) (depending on \(j, y_1, y_2\)) we have

\[
\left| \int_{B(x_j, S) \cap \mathcal{R}_j'} K(y_1, \cdot, T) f_j \eta_i \phi_{S, i} - \int_{B(x_j, S) \cap \mathcal{R}_j'} K(y_2, \cdot, T) f_j \eta_i \phi_{S, i} \right| < \alpha. \tag{13.15}
\]

Combining the statement involving \(13.14\) with the statement involving \(13.15\), we conclude: For all \(\alpha, s > 0\) there is \(J = J(\alpha, s) < \infty\) such that for any \(y_1, y_2 \in B(x_j, 4) \cap \{r_{Rm} > s\}\) we have

\[
|f_j(y_1) - f_j(y_2)| < \alpha.
\]

We can finally derive \(13.12\): For any \(s > 0\) and we have, using Corollary \(12.2\)

\[
|B(x_j, 4) \cap \mathcal{R}_j'| \int_{B(x_j, 4) \cap \mathcal{R}_j'} \left| f_j(y_1) - \int_{B(x_j, 4) \cap \mathcal{R}_j'} f_j(y_2) dg(y_2) \right| dg(y_1)
\]
\[
\leq \int_{B(x_j, 4) \cap \mathcal{R}_j'} \int_{B(x_j, 4) \cap \mathcal{R}_j'} |f_j(y_1) - f_j(y_2)| dg(y_1) dg(y_2)
\]
\[
\leq \int_{B(x_j, 4) \cap \{r_{Rm} > s\}} \int_{B(x_j, 4) \cap \{r_{Rm} > s\}} |f_j(y_1) - f_j(y_2)| dg(y_1) dg(y_2)
\]
\[
+ 2 \int_{B(x_j, 4) \cap \mathcal{R}_j'} \int_{B(x_j, 4) \cap \{r_{Rm} \leq s\} \cap \mathcal{R}_j'} |f_j(y_1) - f_j(y_2)| dg(y_1) dg(y_2)
\]
\[
\leq |B(x_j, 4) \cap \mathcal{R}_j'|^2 \sup_{(y_1, y_2) \in (B(x_j, 4) \cap \{r_{Rm} > s\})^2} |f_j(y_1) - f_j(y_2)|
\]
\[
+ C|B(x_j, 4) \cap \mathcal{R}_j'| \cdot |B(x_j, 4) \cap \{0 < r_{Rm} \leq s\}|
\]
\[
\leq C \sup_{(y_1, y_2) \in (B(x_j, 4) \cap \{r_{Rm} > s\})^2} |f_j(y_1) - f_j(y_2)| + Cs^{0.9}.
\]

The second term can be made arbitrarily small by choosing \(s\) small enough. Once \(s\) is chosen, the first term goes to \(0\) as \(j \to \infty\). This proves \(13.12\).

Claim 4. We have

\[
\int_{B(x_j, 4) \cap \mathcal{R}_j'} |\nabla v_j^k|^2 - \int_{B(x_j, 4) \cap \mathcal{R}_j'} |\nabla v_j^k|^2 \to 0. \tag{13.16}
\]
and
\[
\int_{B(x,2) \cap R'_j} |\nabla^2 v_j^k|^2 \to 0. \tag{13.17}
\]
as \(j \to \infty\).

**Proof.** Identity (13.16) follows using (13.9) and (13.10) from Claim 3. Identity (13.17) follows from Lemma 8.5 using (13.16).

Recall that since \(v_j|_{B(x,2)}\) is an \(\varepsilon\)-splitting we have for \(l = 1, \ldots, k - 1\)
\[
1 - \int_{B(x,2) \cap R'_j} |\nabla v_j^l|^2 < C\varepsilon \quad \text{and} \quad \int_{B(x,2) \cap R'_j} \langle \nabla v_j^l, \nabla v_j^k \rangle < C\varepsilon.
\]
So if \(\varepsilon_\ast\) is sufficiently small, we can find
\[
1 - C\varepsilon < a_j^1, \ldots, a_j^{k-1} < 1 + C\varepsilon
\]
such that
\[
\int_{B(x,2) \cap R'_j} \langle \nabla v_j^l, \nabla v_j^k \rangle = \int_{B(x,2) \cap R'_j} \langle \nabla v_j^l, \nabla v_j^l \rangle.
\]
Set now \((\tilde{v}_j^1, \ldots, \tilde{v}_j^{k-1}) := (v_j^1, \ldots, v_j^{k-1})\).
\[
\tilde{v}_j^k := v_j^k - a_j^1 v_j^1 - \ldots - a_j^{k-1} v_j^{k-1}.
\]
Then for any \(l = 1, \ldots, k - 1\)
\[
\int_{B(x,2) \cap R'_j} |\langle \nabla v_j^l, \nabla \tilde{v}_j^k \rangle| \leq \int_{B(x,2) \cap R'_j} \left| \langle \nabla v_j^l, \nabla v_j^k \rangle - \int_{B(x,2) \cap R'_j} \langle \nabla v_j^l, \nabla v_j^l \rangle \right| \nabla v_j^l \rangle \rangle
\]
\[
\quad + \int_{B(x,2) \cap R'_j} \left| a_j^l \nabla v_j^l \bigg\rvert^2 | - a_j^l \int_{B(x,2) \cap R'_j} \left| \nabla v_j^l \bigg\rvert^2 | \right| \nabla v_j^l \rangle \rangle \rangle
\]
\[
\quad + \sum_{i=1, i \neq l}^{k-1} \int_{B(x,2) \cap R'_j} a_j^l \big\langle \nabla v_j^l, \nabla v_j^k \rangle \big\rangle.
\]
The first term on the right-hand side goes to 0 as \(j \to \infty\) by Claim 3, the second and third term go to 0 as \(j \to \infty\) since \((v_j^1, \ldots, v_j^{k-1})|_{B(x,2)}\) is an \(\varepsilon\)-splitting for \(\varepsilon \to 0\) and \(a_j^l, a_j^l\) are uniformly bounded. So we obtain that for any \(l_1 = 1, \ldots, k - 1\) and any \(l_2 = 1, \ldots, k\) we have
\[
\int_{B(x,2) \cap R'_j} \left| \langle \nabla \tilde{v}_j^{l_1}, \nabla \tilde{v}_j^{l_2} \rangle - \delta_{ab} \right| \to 0 \tag{13.18}
\]
as \(j \to \infty\). Moreover, \(\tilde{v}_j|_{B(x,2)}\) is still a \(C\varepsilon\)-splitting. We now need to modify \(\tilde{v}\) again to ensure that this identity also holds for \(l_1 = l_2 = k\). For this set
\[
b_j := \int_{B(x,2) \cap R'_j} |\nabla \tilde{v}_j^k|^2
\]
and note that $|1-b_j| < C\varepsilon$. Now let $(w^1_j, \ldots, w^{k-1}_j) := (\bar{v}^1_j, \ldots, \bar{v}^{k-1}_j)$ and $w^k_j := b_j^{-1/2}x_{i,j}^k$. Then $w^k_j|_{B(x, 2)}$ is a $C\varepsilon$-splitting and

$$\int_{B(x, 2) \cap R_j} \left| \nabla w^k_j \right|^2 - 1 \leq b_j^{-2} \int_{B(x, 2) \cap R_j} \left| \nabla \bar{v}^k_j \right|^2 - \int_{B(x, 2) \cap R_j} \left| \nabla \bar{v}^k_j \right|^2. \quad (13.19)$$

Using (13.18), (13.10) from Claim 3 for $l = k - 1$ and $l = k$ and the fact that $\omega^l_j = \nabla v^l_j \wedge \ldots \wedge \nabla v^l_j$, we find that the right-hand side of (13.19) goes to 0 as $j \to \infty$. It follows that for all $l_1, l_2 = 1, \ldots, k$ we have

$$\int_{B(x, 2) \cap R_j} \left| \langle \nabla w^{l_1}_j, \nabla w^{l_2}_j \rangle - \delta_{l_1 l_2} \right| \to 0. \quad (13.20)$$

Moreover, by Claim 4 we have for any $l = 1, \ldots, k$

$$\int_{B(x, 2) \cap R_j} \left| \nabla^2 w^l_j \right|^2 \to 0. \quad (13.21)$$

It remains to show the following claim.

**Claim 5.** We have $|\nabla w| < 1 + \varepsilon_j$ in the sense of (8.7) in Definition 8.7 on $B(x, 1) \cap R_j$, where $\varepsilon_j \to 0$ as $j \to \infty$.

**Proof.** The claim follows from Lemma 8.6 using (13.21) and (13.20). \qed

We can finally finish the proof of Proposition 13.3. Note that $(u^1, \ldots, u^k) = A^\mu_j(v^1_j, \ldots, v^k_j)$ for some upper triangular matrices $A^\mu_j$ with positive diagonal entries. Moreover, by (13.20), (13.21) and Claim 5, we find that $(w^1_j, \ldots, w^k_j)|_{B(x, 1)}$ is an $\varepsilon_j$-splitting for some $\varepsilon_j \to 0$. So for sufficiently large $j$ it is an $\varepsilon$-splitting, which contradicts our assumptions. \qed

**Lemma 13.4** (Weak Version of Slicing Theorem, cf [CN15, Theorem 1.23]). For every $\varepsilon, \alpha > 0$, $p_0 > 3$ and $Y < \infty$ there are $\delta = \delta(\varepsilon, \alpha, p_0, Y) > 0$ such that the following holds:

Let $X = (X, d, R, g)$ be a singular space with mild singularities of codimension $p_0$. Assume that $X$ is $Y$-tame and $Y$-regular at scale $\delta^{-1}$. Assume moreover that $\operatorname{Ric} = \lambda g$ on $R$ for some $|\lambda| \leq (n-1)\delta^2$.

Let $p \in X$ and $u : B(p, 1) \to \mathbb{R}^{n-2}$ a $\delta$-splitting map. Then there is an $s \in \mathbb{R}^{n-2}$ such that:

(a) $u^{-1}(s) \cap B(p, \alpha) \neq \emptyset$,

(b) for all $x \in u^{-1}(s)$ and $0 < r \leq 1/10$ there is a lower triangular matrix $A$ with positive diagonal entries such that $Au|_{B(x, r)} : B(x, r) \to \mathbb{R}^{n-2}$ is an $\varepsilon$-splitting map.

(c) $u^{-1}(s) \cap B(p, 1/2) \subset R$.

**Proof.** The proof is follows as in [CN15], using Proposition 13.3. Following the lines of the proof yields a subset $U \subset \mathbb{R}^{n-2}$ of non-zero measure such that assertions (a) and (b) hold for all $s \in U$. To ensure assertion (c), it remains to check that $U \nsubseteq u(B(p, 1/2) \setminus R)$. To see this, fix some $0 < \sigma < 1/10$ and consider a minimal $2\sigma$-net $z_1, \ldots, z_N \in B(p, 1/2) \cap \{r_{rm} < \sigma\}$ of $B(p, 1/2) \cap \{r_{rm} < \sigma\}$. 
Then \( B(z_1, \sigma), \ldots, B(z_N, \sigma) \subset B(p, 1) \cap \{ r_{\text{Rm}} < 2\sigma \} \) are pairwise disjoint and hence for some generic constant \( C_* < \infty \), which may depend on \( \mathcal{X} \), but not on \( \sigma \), we have

\[
N < C_* \sigma^{-n} |B(p, 1) \cap \{ 0 < r_{\text{Rm}} < 2\sigma \}| < C_* \sigma^{-n} \sigma^3.
\]

On the other hand, the balls \( B(z_1, 2\sigma), \ldots, B(z_N, 2\sigma) \) cover \( B(p, 1/2) \cap \{ r_{\text{Rm}} < \sigma \} \) and thus, for sufficiently small \( \delta \), the balls \( B(u(z_1), 4\sigma), \ldots, B(u(z_N), 4\sigma) \) cover \( u(B(p, 1/2) \cap \{ r_{\text{Rm}} < \sigma \}) \). It follows that

\[
|u(B(p, 1/2) \cap \{ r_{\text{Rm}} < \sigma \})| \leq C_* \sigma^n \sigma^{-n+3} < C_* \sigma^3.
\]

Letting \( \sigma \to 0 \) yields \( |u(B(p, 1/2) \setminus \mathcal{R})| = 0 \) and therefore we have indeed \( U \not\subset u(B(p, 1/2) \setminus \mathcal{R}) \).

We can now verify condition (12.3) in Proposition 12.3.

**Lemma 13.5.** For every \( p_0 > 3 \) and \( Y < \infty \) there is an \( \varepsilon = \varepsilon(p_0, Y) > 0 \) such that the following holds:

Let \( \mathcal{X} \) be a singular space with mild singularities of codimension \( p_0 \). Assume that \( \mathcal{X} \) is \( Y \)-tame and \( Y \)-regular at scale \( \varepsilon \) for some \( r > 0 \). Assume moreover that \( \text{Ric} = \lambda g \) on \( \mathcal{R} \) for some \( |\lambda| \leq (n - 1)\varepsilon^{-2} \).

Assume that there is a pointed metric space \((Z, d_Z, z)\) such that

\[
d_{\text{GH}}((B(p, r), p), (B^{(Z \times \mathbb{R}^{n-2})}((z, 0^{n-2}), r), (z, 0^{n-2}))) < \varepsilon r. \tag{13.22}
\]

Then \( r_{\text{Rm}}(p) > \varepsilon r \).

**Proof.** Using Proposition 11.1 and rescaling, we may replace the assumption (13.22) of the lemma by the assumption that there is an \( \varepsilon \)-splitting map \( u : B(p, 1) \to \mathbb{R}^{n-2} \), that \( \mathcal{X} \) is \( Y \)-tame and \( Y \)-regular at scale \( \varepsilon^{-1} \) and that the Einstein constant satisfies \( |\lambda| \leq (n - 1)\varepsilon^2 \). We now need to show that we have \( r_{\text{Rm}}(p) > \varepsilon \).

Assume that this was not the case for some fixed \( Y \) and \( p_0 \). Then we can find a sequence \( \varepsilon_i \to 0 \) and a sequence of singular spaces \( \mathcal{X}_i \) with mild singularities of codimension \( p_0 \) that are \( Y \)-tame and \( Y \)-regular at scale \( \varepsilon_i^{-1} \) and satisfy \( \text{Ric} = \lambda g_i \) on \( \mathcal{R}_i \) for some \( |\lambda_i| \leq (n - 1)\varepsilon_i^2 \). Moreover, we can find points \( p_i \in X_i \) and \( \varepsilon_i \)-splitting maps \( u_i : B(p_i, 1) \to \mathbb{R}^{n-2} \) such that \( r_{\text{Rm}}(p_i) \leq \varepsilon_i \). Using Lemma 13.4 we can find a sequence \( \alpha_i \to 0 \) and a sequence \( s_i \in \mathbb{R}^{n-2} \) such that assertions (a)–(c) hold. Note that for any \( x \in u^{-1}(s_i) \cap B(p_i, \alpha_i) \neq \emptyset \) we have \( r_{\text{Rm}}(x) < r_{\text{Rm}}(p_i) + \alpha_i \leq \varepsilon_i + \alpha_i \). For each \( i \) pick a point \( x_i \in u_i^{-1}(s_i) \cap B(p_i, 1/2) \) where \( r_{\text{Rm}}(\cdot)(1/2 - d(p_i, \cdot))^{-1} \) attains its minimum. Then

\[
r_{\text{Rm}}(x_i)(1/2 - d(p_i, x_i))^{-1} < (\varepsilon_i + \alpha_i)(1/2 - \alpha_i)^{-1} \to 0.
\]

In particular \( r_i := r_{\text{Rm}}(x_i) \to 0 \).

Rescale each \( \mathcal{X}_i \) now by \( r_i^{-1} \) and call the resulting space \( \mathcal{X}_i' \). The corresponding \( \varepsilon_i \)-splitting map will be denoted by \( u_i' : B^{\mathcal{X}_i'}(p_i, r_i^{-1}) \to \mathbb{R}^{n-2} \). By the choice of \( x_i \), for every \( D < \infty \) we have \( r_{\text{Rm}} > 1/2 \) on \( (u_i')^{-1}(s_i) \cap B^{\mathcal{X}_i'}(x_i, D) \) for large \( i \).
Using Lemma [13.4](b), we can find a sequence \( r_i' \to \infty \) such that \( B^{X'}(y_i, r_i') \subset B^{X'}(p_i, r_i^{-1}) \) and such that there are lower triangular matrices with positive diagonal entries \( A_i \in \mathbb{R}^{(n-2)\times(n-2)} \) such that \( u_i' := A_iu_i'B^{X'}(x_i, r_i) \) is an \( \varepsilon_i' \)-splitting for all \( r \in [1, r_i'] \) for some \( \varepsilon_i' \to 0 \). Set \( s_i'' := A_i s_i \). Let us now pass to a subsequence and assume that we have Gromov-Hausdorff convergence \( (X'_i, d_{X'_i}, x_i) \) to some pointed metric space \((X, d_X, x_\infty)\) and convergence of the (uniformly Lipschitz) maps \( u_i'' - s_i'' \) to some 1-Lipschitz \( u_\infty : X_\infty \to \mathbb{R}^{n-2} \). With the help of Proposition [11.1], we conclude that \( (X_\infty, d_{X_\infty}) \) is isometric to a Cartesian product \( Z_\infty \times \mathbb{R}^{n-2} \) for some complete metric length space \((Z_\infty, d_{\infty})\). We will henceforth assume that \( X_\infty = Z_\infty \times \mathbb{R}^{n-2} \). We will moreover assume that \( x_\infty \) corresponds to the point \((z_\infty, 0^{n-2})\) for some \( z_\infty \in Z_\infty \) and that \( u_\infty : X_\infty = Z_\infty \times \mathbb{R}^{n-2} \to \mathbb{R}^{n-2} \) corresponds to the projection onto the second factor.

Fix a Gromov-Hausdorff convergence

\[
(X'_i, d_{X'_i}, x_i) \to (Z_\infty \times \mathbb{R}^{n-2}, d_{Z_\infty \times \mathbb{R}^{n-2}}, (z_\infty, 0^{n-2})), \tag{13.23}
\]
e.g. by specifying a sequence of almost-isometries on larger and larger balls. We now claim that for every \( z \in Z_\infty \) there is a sequence \( y_i \in X'_i \) that converges to \((z, 0^{n-2})\) with respect to (13.23) such that \( r_{Rm}(y_i) > 1/10 \) for infinitely many \( i \). Call every point \( z \in Z_\infty \) that satisfies this claim smooth. By the choice of the points \( x_i \), we know that \( z_\infty \) is smooth. Consider now a smooth point \( z \in Z_\infty \) and let \( y_i \in X'_i \) be the corresponding sequence that converges to \((z, 0^{n-2})\). Then, after passing to a subsequence, the Gromov-Hausdorff convergence (13.23) is actually \( C^3 \) on \( B^{Z_\infty \times \mathbb{R}^{n-2}}((z, 0^{n-2}), 1/100) \) and the convergence \( u_i'' - s_i'' \to u_\infty \) happens in \( C^2 \). So, since \( u_i''(y_i) - s_i'' \to 0 \), we can find points \( y_i' \in X'_i \) with \( d_{X'_i}(y_i, y_i') \to 0 \) such that \( u_i''(y_i') = s_i \) and, by our previous discussion, that \( r_{Rm}(y_i') > 1/2 \) for large \( i \). Therefore, all points in \( B^{Z_\infty}(z, 1/4) \) are smooth. Summarizing our arguments, we have shown that for any smooth \( z \in Z_\infty \), all points in \( B^{Z_\infty}(z, 1/4) \) are smooth. As \( Z_\infty \) is a length space, it follows that all points of \( Z_\infty \) are smooth.

So \((Z_\infty, d_{Z_\infty})\) is the length space of complete 2-dimensional Riemannian metric \( g_{Z_\infty} \) of regularity \( C^2 \) and the Gromov-Hausdorff convergence (13.23) is \( C^3 \) in a neighborhood of \( Z_\infty \times \{0^{n-2}\} \). As the limiting metric must be Ricci flat, we conclude that \( g_{Z_\infty} \) is locally flat. So the limit \( Z_\infty \times \mathbb{R}^{n-2} \) is flat as well. Using Corollary [1.4], we conclude that the Gromov-Hausdorff convergence (13.23) is \( C^3 \) everywhere. Thus \( r_{Rm}(z_\infty, 0^{n-2}) = \lim_{i \to \infty} r_{Rm}(x_i) = 1 \), which contradicts the flatness of the limit.

We can now prove the main theorem of this paper, Theorem 1.6.

Proof of Theorem 1.6

The theorem is a consequence of Proposition 12.4 and Lemma 13.5.
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