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Abstract—Deep learning techniques have provided significant improvements in hyperspectral image (HSI) classification. The current deep learning based HSI classifiers follow a patch-based learning framework by dividing the image into overlapping patches. As such, these methods are local learning methods, which have a high computational cost. In this paper, a fast patch-free global learning (FPGA) framework is proposed for HSI classification. The proposed framework consists of three main parts: 1) a designed sampling strategy; 2) an encoder-decoder based fully convolutional network (FCN); and 3) lateral connections between the encoder and decoder. In FPGA, an encoder-decoder based FCN is utilized to consider the global spatial information by processing the whole image, which results in fast inference. However, it is difficult to directly utilize the encoder-decoder based FCN for HSI classification as it always fails to converge due to the insufficiently diverse gradients caused by the limited training samples. To solve the divergence problem and maintain the FCN’s abilities of fast inference and global spatial information mining, a global stochastic stratified (GS) sampling strategy is first proposed by transforming all the training samples into a stochastic sequence of stratified samples. This strategy can obtain diverse gradients to guarantee the convergence of the FCN in the FPGA framework. For a better design of FCN architecture, FreeNet, which is a fully end-to-end network for HSI classification, is proposed to maximize the exploitation of the global spatial information and boost the performance via a spectral attention based encoder and a lightweight decoder. A lateral connection module is also designed to connect the encoder and decoder, fusing the spatial details in the encoder and the semantic features in the decoder. The experimental results obtained using three public benchmark datasets suggest that the FPGA framework is superior to the patch-based framework in both speed and accuracy for HSI classification. Code has been made available at: https://github.com/Z-Zheng/FreeNet.
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computation since the image patches generated by adjacent pixels overlap with each other. This seriously constrains the speed of the methods under the patch-based local learning framework. Meanwhile, the limited patch size constrains the spatial context, making it difficult for the CNN to model long-range dependency.

In this work, a fast patch-free global learning (FPGA) framework is proposed for HSI classification. The FPGA framework includes a sampling strategy, an encoder-decoder based FCN, and lateral connections between the encoder and decoder. To share the computation in the spatial dimension and leverage the global spatial information, an encoder-decoder based fully convolutional network (FCN) is introduced to end-to-end HSI classification. However, training an FCN for HSI classification is difficult since it always fails to converge. The main reason for this is the insufficiently diverse gradients caused by the limited training samples during the backward computation. To guarantee the convergence of the training of the FCN, a global stochastic stratified (GS²) sampling strategy is proposed to obtain diverse gradients during back-propagation. Furthermore, FreeNet, which is a novel network architecture for HSI classification, is proposed to maximize the exploitation of the global spatial information and further boost the performance. FreeNet consists of a spectral attention based encoder and a lightweight decoder. In addition, a lateral connection is applied to fuse the spatial details in the encoder and the semantic features in the decoder, for better exploitation of the encoder-decoder structural characteristics, which can help to recover more clear edges of objects in the classification map.

The main contributions of our study are summarized as follows:

1) A fast patch-free global learning (FPGA) framework is proposed for HSI classification. The FPGA framework includes a sampling strategy, an encoder-decoder based FCN, and lateral connections between the encoder and decoder, which can achieve faster patch-free inference and learn from the global spatial information, for a better accuracy.

2) To guarantee the convergence of the training of the FCN, the GS² sampling strategy is designed to assist with the training of the FCN. GS² strategy transforms all the training samples into a stochastic sequence of stratified samples, to obtain diverse gradients during back-propagation, for more effective parameter updating.

3) To further boost the performance, a novel network architecture, FreeNet, is proposed for HSI classification through exploiting the global spatial information. FreeNet consists of a spectral attention based encoder and a lightweight decoder. Spectral attention involves modeling the interdependencies of the feature maps, using the global spatial context to guide the importance of the feature maps. This ensures sufficient exploitation of the redundant spectral information and the global spatial information. A lightweight decoder is responsible for the progressive recovery of the classification map, with less burden on optimization.

4) To make full use of the encoder-decoder structural characteristics, a lateral connection between the encoder and decoder is designed for the fusion of the spatial details in the encoder with the semantic information in the decoder. This refines the semantic features with the spatial detail features to obtain a clearer classification map.

The rest of this paper is organized as follows. Section II briefly introduces the handcrafted feature based and CNN based HSI classifiers via the patch-based local learning framework. Section III then describes the details of the proposed unified patch-free learning framework. Section IV describes the comparative results obtained on three HSI classification benchmark datasets, and further analyzes the proposed modules and the introduced hyperparameters. Finally, Section VI concludes this paper.

II. RELATED WORKS

A. Deep Learning Based HSI Classifiers Under a Patch-Based Local Learning Framework

The dominant methods in modern HSI classification are based on deep networks and follow a patch-based local learning framework. The deep networks include stacked autoencoders (SAEs), deep belief networks (DBNs), CNNs, recurrent neural networks (RNNs) and generative adversarial networks (GANs), which have all been explored in HSI classification [22, 23, 26, 27, 31-35]. Among these methods, CNN-based classifiers, which are regarded as the natural spectral-spatial classification methods, have obvious advantages in accuracy. To conveniently extract features and learn a classifier using CNNs, HSI patches are first generated from the original image by a window with a fixed size $S \times S$ (e.g. $7 \times 7$ or $28 \times 28$). HSI classification always involves modeling a patch classification task [1, 3], which involves learning a mapping $f : R^{S \times S} \rightarrow R$, as shown in Fig. 1.

![Fig. 1. The patch-based local learning framework for HSI classification. For simplification, the mapping considers only the spatial dimension.](image-url)

Under the patch-based local learning framework, the main difference between the CNN-based classifiers is in the different deep CNN designs. A simple deep CNN was employed for HSI classification in [26]. To utilize the spatial context information, a contextual CNN was proposed in [36], further improving the classification accuracy. A CNN with pixel-pair features (CNN-PPF) was proposed in [37] to enhance the original CNN by using deep pixel-pair features. A spectral-spatial feature based classification framework was proposed in [34],
combining a balanced local discriminant embedding algorithm used as the spectral feature extractor with the CNN used as a spectral-spatial feature extractor for HSI classification. To obtain more discriminative features, the Siamese convolutional neural network (S-CNN) was proposed in [38] to learn low intraclass and high interclass features via a two-branch network, supervised by a margin ranking loss. The deformable HSI classification networks (DHCNet) method [30] uses an adaptive spatial context modeling method to capture the complex spatial context in the HSIs and boost the performance. However, the overfitting issue gradually emerges as the model complexity increases. To alleviate this issue, Gabor-CNN [39] combines Gabor filters with convolutional filters to reduce the feature extraction burden of the CNN. The deep feature fusion network (DFFN) was proposed in [40] as a multi-layer feature fusion method that adopts residual learning to mitigate the overfitting brought by the introduction of more convolutional layers, significantly improving the classification accuracy for HSIs. Although these patch-based methods have achieved remarkable HSI classification accuracies, obtaining a fast inference speed remains a challenge, which limits the further application of HSI classifiers. The main reason for this is the redundant computation in the overlapping areas between patches, as shown in Fig. 2. The pixels in the gray area will take part in multiple computations since these pixels are the neighbors of multiple central pixels.

Although the DMS3FE-classifier [41] utilizes a pretrained FCN [42] to extract features, its own FCN is not trained. A convolution-deconvolution (conv-decony) network with an optimized extreme learning machine (ELM) method was proposed in [43] for HSI classification with an FCN, but the method is not an end-to-end classifier.

Neither of these methods are end-to-end trainable FCNs since they only utilize the FCN to extract features, and apply separate classifiers to label the pixels, which means that the whole pipeline cannot be globally optimized and the global spatial information cannot be exploited sufficiently. To overcome the aforementioned issues, we propose the FPGA framework for HSI classification.

III. FPGA: FAST PATCH-FREE GLOBAL LEARNING FRAMEWORK FOR HSI CLASSIFICATION

We investigated the main speed bottleneck of the patch-based methods and concluded that the redundant computation on the highly overlapping areas between patches is the central cause. To address this issue, we propose a fast patch-free global learning (FPGA) framework and a variant of an FCN (FreeNet) as a fundamental classification model in the FPGA framework through sharing computation in the spatial dimension.

![FPGA Framework](image)

The FPGA framework aims to learn a mapping \( f^* : R^{H \times W} \rightarrow R^{H \times W} \) for full image segmentation, as shown in Fig. 3. In the FPGA framework, there are three core components: 1) the GS\(^2\) sampler; 2) the encoder-decoder based FCN; and 3) the lateral connections. The GS\(^2\) sampler ensures the convergence of the end-to-end trained FCN based model, and the encoder-decoder based FCN is responsible for one-shot forward computation by sharing the computation in the spatial dimension. The lateral connections are designed to effectively fuse the spatial detail features in the encoder and the semantic features in the decoder. The model architecture follows the classical encoder-decoder framework [42, 44–46] with semantic-spatial fusion (SSF). The encoder is used to transform spatially finer features to semantically stronger features by progressively learning higher-dimensional feature embedding. The decoder is used to recover the spatial information of the semantic features with the high-dimension feature embedding learned by the encoder for the full classification map. The lateral connection based SSF forwards spatially finer features from the encoder to the decoder, which is beneficial for the recovery of the spatial details of the semantic feature maps.

A. Patch-Free Global Learning

The core idea of patch-free global learning is to replace the explicit patching with the implicit receptive field of the model, to avoid redundant computation on the overlapping areas and obtain a wider latent spatial context.

Given an HSI \( X \in R^{C \times H \times W} \), the predicted probability cube \( \hat{Y}_i \in R^{\#class \times H \times W} \) is formulated as:

\[
\hat{Y}_i = f^*(X)
\]
where the mapping \( f^* : R^{C \times H \times W} \rightarrow R^{\# \text{class} \times H \times W} \) is modeled as the classifier without patching, and \( C \) is the number of bands of \( X \).

Stochastic gradient descent (SGD) \([47]\) is used to minimize the classification loss \( l \) (e.g., cross-entropy loss) over the sampled positions \( \mathcal{R} \). The sampling algorithm is described in Section III-B.

For the \( i \)-th iteration, the \( k \)-th weight of the model can be updated as follows:

\[
W_i^{(k)} = W_i^{(k)} - \eta \frac{1}{n} \sum_{p \in \mathcal{R}_i} \frac{\partial l(\hat{Y}_i(p), \hat{Y}_i(p))}{\partial W_i^{(k)}}
\]

(2)

where \( p \) is the 2-D spatial position in \( \mathcal{R}_i \), \( n = |\mathcal{R}_i| \), \( \eta \) is the learning rate and \( \hat{Y}_i \) is the sampled ground truth map.

The main difference with patch-based local learning is that all the pixels take part in the forward computation during the training, but only the sampled position can obtain supervised signals for every iteration. In this way, the model inference is consistent during the training and testing, which are both one-shot forward computations. The one-shot forward computation significantly boosts the speed of the model inference for HSI classification. Meanwhile, the patch-free global learning allows the model to leverage the spatial context as much as possible. It thus provides more potential to boost the accuracy of the model by following the patch-free global learning framework.

**B. Global Stochastic Stratified Sampling Strategy**

The global stochastic stratified (GS\(^2\)) sampling strategy is proposed to ensure the convergence of the end-to-end trained FCN based model. The GS\(^2\) sampling strategy is formally described in Algorithm 1. The key idea of the GS\(^2\) sampler is to transform all the training samples into a stochastic sequence of stratified samples. In this way, the GS\(^2\) sampler ensures the class-balanced distribution of the training samples and simulates the behavior of the mini-batch sampler to obtain stable yet diverse gradients. During the training, this sequence is randomly shuffled to ensure stochasticity of the gradients, to prevent overfitting.

Firstly, in more detail, we split all the training samples to

---

**Algorithm 1: Global Stochastic Stratified Sampling**

**Input:** \( G = \{g_i\}_{i=1}^M \): a set of labels for training

\( \mathcal{N} \): the number of classes

\( \alpha \): mini-batch per class

**Output:** \( T \): a list of sets of stratified labels

\( R \leftarrow \emptyset \) // an empty list

for \( k = 0 \) to \( N \) do

\( I_k \leftarrow \{j | g_j = k, g_j \in G\} \)

\( I_k \leftarrow \text{shuffle}(I_k) \)

\( R[k] \leftarrow \emptyset \)

while \( |I_k| > \alpha \) do

fetch \( \alpha \) samples from \( I_k \), \( t \leftarrow I_k\text{-pop}(\alpha) \)

\( R[k]\text{-push}(t) \)

end

\( R[k]\text{-push}(I_k) \)

end

\( T \leftarrow \emptyset \)

\( c \leftarrow 0 \)

while any(\( |R[i]| > 0 \), \( i = 1, 2, ..., N - 1 \)) do

\( T[c] \leftarrow \emptyset \)

for \( k = 0 \) to \( N \) do

if \( |R[k]| > 0 \) then

fetch 1 element from \( R[k] \), \( t_k \leftarrow R[k]\text{-pop}(1) \)

\( T[c] \leftarrow T[c] \cap t_k \)

end

\( T\text{-push}(T[c]) \)

\( c \leftarrow c + 1 \)

end
obtain a list $R$, where the index of $R$ is the class label, and the element is the training samples of each class. During the splitting, the order of the training samples for each class needs to be shuffled to keep the stochasticity of the combination. Stratification is then performed on the training samples of each class to obtain $T$, which is a list of the sets of stratified labels.

In this sampling strategy, the hyperparameter $\alpha$ (the mini-batch per class) is introduced, which is of great significance for the training stability. The smaller the value of $\alpha$, the greater the number of gradient orientations that can be obtained when optimizing the network, which makes it possible to train an FCN using limited training samples for HSI classification. A more detailed analysis of parameter $\alpha$ is provided in Section V-A.

### C. FreeNet in FPGA

FreeNet is a simple, unified network made up of an encoder network and a decoder network. The encoder is responsible for computing the hierarchical convolutional feature maps over an entire input HSI. The decoder recovers the spatial dimension of the coarsest convolutional feature map progressively via lateral connection based SSF, outputting a classification probability map of the same spatial size as the input image. To improve the FreeNet compactness, we introduce a compression factor ($\beta$) to control the number of feature maps in the whole network, achieving a trade-off between speed and accuracy. FreeNet is a lightweight FCN designed for faster and more accurate HSI classification, as shown in Fig. 5. Each component of FreeNet is described in the following.

#### 1) Encoder Network Architecture

The encoder network follows a modular design, made up of a stem block and four hybrid blocks, all of which contain the basic module. The basic module of the encoder network is a $3 \times 3$ convolutional layer followed by group normalization [48] and rectified linear unit (ReLU) activation. Under the FPGA framework, the batch size is always equal to 1, and the iterative inputs are the same image, because of the entire HSI being used as input. In this case, the error of the batch normalization (BN) increases rapidly due to the inaccurate batch statistics estimation. Therefore, we adopt group normalization (GN) as an alternative to BN, which is independent of batch size and can obtain a comparable performance to BN.

Due to the different numbers of bands for HSIs, we first introduce a stem block to transform the variable channels of the input to a fixed 64 channels. The stem block is simply implemented by a basic module. The four hybrid blocks share the same network topology, unless otherwise specified. The hybrid block is made up of a spectral attention module, as described in Section III-C2, a basic module and an optional downsampling module. For the downsampling module, we use a $3 \times 3$ convolutional layer with a stride of 2 followed by ReLU activation to replace the commonly used $3 \times 3$ maxpool with a stride of 2 to align the projected spatial location with its receptive field center for more robust HSI classification. Block#1 ~ #3 are the hybrid blocks with downsampling modules and block#4 is the block without a downsampling module.

#### 2) Spectral Attention

Spectral attention models the interdependencies of the feature maps with the global spatial context. The encode function is simply implemented by $3 \times 3$ convolution. This module reweights the feature maps via global context guiding and highlights the more important feature maps to improve the accuracy of the model.

The spectral attention is an in-place module where there is no dimension change between the input and output, which is a similar implementation to the SE-Block [49]. Given the input tensor $X \in \mathbb{R}^{C \times H \times W}$, we first compute the global context...
embedding vector $S \in \mathbb{R}^{C \times 1 \times 1}$, where

$$S(k, :, :) = \frac{1}{H \cdot W} \sum_{i=1}^{H} \sum_{j=1}^{W} X(k, i, j)$$

(3)

where $k$ is the index of the channel dimension. In order to model the interdependencies between feature maps, we use two thin fully connected layers (nonlinear transformation), followed by a sigmoid gating function to compute the channel scaling coefficient vector $T \in \mathbb{R}^{C \times 1 \times 1}$, where

$$T = \text{sigmoid}(W_2 \delta(W_1 S))$$

(4)

where $\delta$ denotes the ReLU function, $W_1 \in \mathbb{R}^{C \times C}$, and $W_2 \in \mathbb{R}^{C \times 1}$. The reduction ratio $r$ is introduced to balance the capacity of the model and the computational cost. We find $r = 16$ works well in practice, so this setting was used in most of the experiments. The output $Y \in \mathbb{R}^{C \times H \times W}$ of the spectral attention module is simply computed by:

$$Y(k, i, j) = T(k, :, :) \cdot X(k, i, j)$$

(5)

3) Decoder Network Architecture: The decoder network also follows a modular design, for simplicity, which is made up of a refinement module for progressive spatial feature refinement and a head subnetwork for pixel classification. The refinement module contains multiple refinement stages, which are simply implemented by stacking the upsampling modules and inserting SSF after each upsampling module. The progressive refinement first upsamples the input feature maps with stronger semantic information and then aggregates the feature map with finer spatial information from the encoder to recover the spatial details of the input. The upsampling module is a $3 \times 3$ convolutional layer followed by nearest neighbor upsampling with a factor of 2. The SSF receives two features from the blocks in the encoder and decoder, respectively, and aggregates the features into a new enhanced feature that is forwarded to the next upsampling module. The head subnetwork is used to perform pixel classification with the feature from the top layer of the decoder, and is made up of a $3 \times 3$ convolutional layer followed by a $1 \times 1$ convolutional layer with $N$ filters. $N$ is the number of categories.

4) Lateral Connection Based SSF: Lateral connection based SSF leverages the spatial detail features of the shallow convolutional layers to enhance the deep semantic features of the convolutional layers and boost the performance. The lateral connection is implemented by a $1 \times 1$ convolutional layer, which passes more precise locations of features from the encoder to the decoder. The aggregation function is pointwise addition. Lateral connection based SSF can be formulated as follows:

$$q_{i+1} = q_i + \text{conv}(p_{4-i})$$

(6)

where $q_i$ is the feature map of refinement stage#i in the decoder, and $p_{4-i}$ is the feature map of block#4 – i in the encoder. $q_{i+1}$ is the output of SSF, which is forwarded to the next block in the decoder. The design of the lateral connection based SSF follows that of residual learning [50]. The first item $q_i$ is a baseline item obtained by nearest neighbor interpolation and $\text{conv}(p_{4-i})$ is the residual item that needs to be learned. In this case, the gradients are lossless to flow into the shallow layers, making the optimization easier.

D. Fully End-to-End HSI Classification Using FreeNet in FPGA

After convergence of the trained FreeNet, HSI classification can be implemented by one-shot forward computation using FreeNet in FPGA. Compared with patchwise classification for HSIs, FreeNet can perform faster patch-free inference over the whole HSI through sharing the computation in the spatial dimension. Due to the introduction of three $2 \times$ upsampling blocks in FreeNet, the input size in the spatial dimension of the HSI should be multiples of $2^3 = 8$. To ensure that the raw HSI is unchanged, a “padding-crop” trick is used for the inference, which pads the original input with zeros into a new size with multiples of 8 before the inference. After the inference, the final classification map is obtained by cropping the output using a box with the original input size.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

Extensive experiments were conducted to validate the effectiveness of the proposed method on three benchmark datasets: the ROSIS-03 Pavia University dataset, the Salinas dataset and the Compact Airborne Spectrographic Imager (CASI) University of Houston dataset. Four patch-based HSI classifiers were compared with the proposed FreeNet and its variants. The patch-based classifiers used in the comparison were classical SVM [8] and four state-of-the-art deep learning based methods (5-CNN [38], Gabor-CNN [39], DFFN [40], 3D-GAN [51]), following [3]. All the experiments were performed with an NVIDIA Tesla P100 GPU accelerator (with 16GB GPU memory).

A. Experimental Settings

1) Network Architecture: The hyperparameter settings of the standard FreeNet, namely FreeNet ($\beta = 1.0$), such as the output channels of the layers and the reduction ratio $r$ in the spectral attention module, are listed in Table. 1. For a fair comparison, this architecture setting was used for all three benchmark datasets, and there was no specific tuning for the dataset.

2) Optimization: For all the experiments, the patch-free methods were trained for 1k iterations using SGD with a “poly” learning rate policy, where the initial learning rate was set to 0.0001 and multiplied by $(1 - \frac{iter}{max\_iter})^{power}$ with $power = 0.9$. The momentum was set to 0.9 and the weight decay was set to 0.0001. We did not use any data augmentation strategy. Unless otherwise specified, $\alpha$ was set to 20 for the GS2 sampler.

3) Metrics: To evaluate the performance of the proposed methods, four common metrics are adopted, which are the accuracy of each class, the overall accuracy (OA), the average accuracy (AA), and the Kappa coefficient (Kappa).
Fig. 7. Visualization of the classification maps for the ROSIS-03 Pavia University dataset. (a) SVM. (b) S-CNN. (c) Gabor-CNN. (d) DFFN. (e) 3D-GAN. (f) FreeNet.

**Table I**
The configuration details of the standard FreeNet (FreeNet with $\beta = 1.0$).

| Encoder | FreeNet ($\beta = 1.0$) |
|---------|---------------------------|
| stem    | $3 \times 3$ conv, 64     |
| block#1 | spectral attention, $r = 16$  
|         | $3 \times 3$ conv, 64     |
|         | $3 \times 3$ conv, 128, stride 2 |
| block#2 | spectral attention, $r = 16$  
|         | $3 \times 3$ conv, 128     |
|         | $3 \times 3$ conv, 192, stride 2 |
| block#3 | spectral attention, $r = 16$  
|         | $3 \times 3$ conv, 192     |
|         | $3 \times 3$ conv, 256, stride 2 |
| block#4 | spectral attention, $r = 16$  
|         | $3 \times 3$ conv, 256     |
| lateral 4-1 | $1 \times 1$ conv, 128 |
| lateral 3-1 | $1 \times 1$ conv, 128 |
| lateral 2-2 | $1 \times 1$ conv, 128 |
| lateral 1-3 | $1 \times 1$ conv, 128 |
| block#1 | $3 \times 3$ conv, 128  
|         | upsample, 2                |
| block#2 | $3 \times 3$ conv, 128  
|         | upsample, 2                |
| block#3 | $3 \times 3$ conv, 128  
|         | upsample, 2                |
| head    | $3 \times 3$ conv, 128  
|         | $1 \times 1$ conv, $N$     |

**B. Experiment 1: ROSIS-03 Pavia University Dataset**

The HSI of this dataset contains $610 \times 340$ pixels and 103 spectral bands with a spatial resolution of 1.3 m per pixel. This dataset contains nine urban land-cover types. Fig. 8 shows the false-color composite of the image and the corresponding ground truth.

Table II lists the number of training and test samples for each class. The training samples were randomly chosen from the ground truth with a fixed random seed and the remaining samples were used to evaluate the accuracy.

For the HSI classification task, the visual performance is of importance for the classifier. Fig. 7 shows the classification maps of the compared methods. As can be seen in Fig. 7 (b)-(f), the CNN based classifiers have a better visual performance.
than the classical SVM classifier due to the strongly discriminative deep features. It is clear that the patch-free method is superior to the patch-based methods in spatial detail when comparing Fig. 7 (f) and Fig. 7 (b)-(e). This can be attributed to the introduction of more global spatial context. Among the different methods, the edges of the classification map of FreeNet are smoother than those of the other methods. This indicates that FreeNet can capture finer spatial detail by the lateral connection based SSF and the better design of decoder structure.

Table. III lists the results of the state-of-the-art patch-based methods and the proposed patch-free methods. When constraining the number of training samples (200 samples for each class), DFFN achieves the best accuracy (OA of 98.57%, AA of 99.16%, and Kappa of 0.9808) among the patch-based methods. However, the patch-free method obtains more accurate results than DFFN. FreeNet obtains a higher OA of 99.81%, exceeding DFFN by ∼1%. Meanwhile, we can observe that the accuracies for each class with the patch-free method are higher than those of the patch-based methods. In fact, the accuracy of the patch-free method has reached saturation. This suggests that the patch-free global learning framework is superior to the patch-based local learning framework with this benchmark dataset.

C. Experiment 2: Salinas Dataset

To further evaluate the effectiveness of the FPGA framework, we also performed experiments on the Salinas dataset. The HSI of Salinas dataset has $512 \times 217$ pixels and 204 spectral bands with a spatial resolution of 3.7 m. The ground-truth map covers 16 classes of interest. Fig. 9 shows the three-band false-color composite and the corresponding ground-truth map. The numbers of training and test samples are listed in Table. IV. The selection of samples was random selection with the same random seed as used in Experiment 1.

Fig. 10 shows the visual performance of the different methods. We can observe that the classification maps in Fig. 10(d)-(f) (DFFN, 3D-GAN and FreeNet) are better than those in Fig. 10 (a)-(c). Although DFFN and FreeNet obtain a similar accuracy, as shown in Table. V, the result of FreeNet contains less noise in the classification map, achieving a better visual performance. This suggests that the global spatial information is important for HSI classification. The results of the CNN-based methods show the over-smoothing problem, whereas, surprisingly, the SVM method can obtain sharper edges. We speculate that this is because these methods model the spatial context information. This causes the label of a pixel to be not only dependent on the center pixel, but also the neighboring pixels. Thus, the pixels near the edges of objects usually have different labels but a highly similar spatial context, which
results in the over-smoothing problem.

Table V lists the accuracies of the patch-based methods and the patch-free method, where it can be seen that FreeNet performs much better than most of the patch-based methods in terms of OA, AA, and Kappa. Compared to the state-of-the-art patch-based method of DFFN, FreeNet achieves a slightly higher OA of 99.92%, exceeding DFFN by 0.2%. The proposed FreeNet achieves the highest accuracy among all the methods, slightly surpassing DFFN in all of the metrics. FreeNet benefits from the proposed semantic-spatial feature fusion module (lateral based SSF), which is based on residual learning. Furthermore, FreeNet fuses the features from the shallow layer in the encoder and the deep layer in the decoder to achieve the fusion of semantic information and spatial details. It is interesting that the lateral based SSF in FreeNet and the multi-layer fusion in DFFN both belong to cross-layer feature fusion. This indicates that cross-layer feature fusion is an important component of HSI classification.

D. Experiment 3: CASI University of Houston Dataset

The proposed patch-free method achieved saturation on the ROSIS-03 Pavia University dataset and the Salinas dataset. Although the proposed FreeNet surpasses the state-of-the-art methods on these two simple benchmark datasets, the performance difference is fairly small due to the saturation of the accuracy. Therefore, we chose the CASI University of Houston dataset for Experiment 3, which is a relatively difficult benchmark dataset, to clearly present the performance difference.

The CASI University of Houston dataset was published as part of the 2013 IEEE Geoscience and Remote Sensing Society (GRSS) data fusion contest. The HSI has $349 \times 1905$ pixels with 144 spectral bands and a spatial resolution of $2.5\, \text{m}$, the wavelength of which ranges from $0.38$ to $1.05\, \mu\text{m}$.

Fig. 11 (a) shows the false-color composite of the hyperspectral image. The dataset provides a ground-truth map of 15 classes, as shown in Fig. 11 (b) and (c). The corresponding legend is shown in Fig. 11 (d). Table VI lists the number of training and test samples per class. Differing from the first two datasets, the CASI University of Houston dataset provides officially predefined training and test samples. Thus, the results obtained with this benchmark dataset can be considered as more reliable and stable.

Fig. 12 shows the classification map of the compared methods for the visual performance estimation. It can be clearly observed that the maps in Fig. 12 (c)-(f) are clearer and contain less noise than those in Fig. 12 (a)-(b). For the Road, Highway, and Railway classes, these three classes in the classification map of FreeNet show better connectivity. Meanwhile, the accuracy for these three classes is higher than

Table. V lists the accuracies of the patch-based methods and the patch-free method, where it can be seen that FreeNet performs much better than most of the patch-based methods in terms of OA, AA, and Kappa. Compared to the state-of-the-art patch-based method of DFFN, FreeNet obtains a slightly higher OA of 99.92%, exceeding DFFN by 0.2%. The proposed FreeNet achieves the highest accuracy among all the methods, slightly surpassing DFFN in all of the metrics. FreeNet benefits from the proposed semantic-spatial feature fusion module (lateral based SSF), which is based on residual learning. Furthermore, FreeNet fuses the features from the shallow layer in the encoder and the deep layer in the decoder to achieve the fusion of semantic information and spatial details. It is interesting that the lateral based SSF in FreeNet and the multi-layer fusion in DFFN both belong to cross-layer feature fusion. This indicates that cross-layer feature fusion is an important component of HSI classification.
for the other methods as shown in Table. VII C9-C11. We speculate that the increased spatial context of these classes enhances the discriminative ability for each class.

Table. VII lists the classification results obtained on this dataset. FreeNet achieves a state-of-the-art result and achieves a ∼2% improvement over the best result (DFFN) of the patch-based methods. This suggests that the patch-free global learning framework performs even better than the patch-based local learning framework. FreeNet benefits from the increased global spatial information, including the global spatial context and spatial details. By replacing the patch with a larger receptive field, the model under the patch-free global learning framework is able to obtain more global spatial context, which boosts the classification performance. FreeNet makes full use of the global spatial context via the spectral attention module and the lateral connection based SSF. The spectral attention module utilizes the global spatial context embedding vector to re-weight the feature maps for modeling the interdependencies between feature maps, which aims to estimate the importance of the different feature maps by the global spatial context. This benefits the classification of HSIs with redundant spectral information. Furthermore, the lateral connection based SSF leverages the finer spatial detail features to refine semantically stronger but spatially coarser deep features, which are aggregated to enhanced features with finer spatial details and stronger semantic information.

The accuracy obtained on this dataset is clearly lower than the accuracies obtained on the other two datasets using the same method. To explore the reason for this, we drew the confusion matrix for FreeNet on this dataset for a quantitative

TABLE VI
THE NUMBERS OF TRAINING SAMPLES AND TEST SAMPLES FOR THE CASI UNIVERSITY OF HOUSTON DATASET

| Class | Class name      | #Training | #Test  | #Total |
|-------|-----------------|-----------|--------|--------|
| C1    | Grass–Healthy   | 198       | 1053   | 1251   |
| C2    | Grass–Stressed  | 190       | 1064   | 1254   |
| C3    | Grass–Synthetic | 192       | 505    | 697    |
| C4    | Tree            | 188       | 1056   | 1244   |
| C5    | Soil            | 186       | 1056   | 1242   |
| C6    | Water           | 182       | 143    | 325    |
| C7    | Residential     | 196       | 1072   | 1268   |
| C8    | Commercial      | 191       | 1053   | 1244   |
| C9    | Road            | 193       | 1059   | 1252   |
| C10   | Highway         | 191       | 1036   | 1227   |
| C11   | Railway         | 181       | 1054   | 1235   |
| C12   | Parking Lot 1   | 192       | 1041   | 1234   |
| C13   | Parking Lot 2   | 184       | 285    | 469    |
| C14   | Tennis Court    | 181       | 247    | 428    |
| C15   | Running Track   | 187       | 473    | 660    |
| Total |                 |           | 2832   | 12179  | 15011  |

Fig. 12. Visualization of the classification maps for the CASI University of Houston dataset. (a) SVM. (b) S-CNN. (c) Gabor-CNN. (d) DFFN. (e) 3D-GAN. (f) FreeNet.
TABLE VII
The classification results of SVM [8], S-CNN[38], Gabor-CNN [39], DFFN [40], 3D-GAN [51] and FreeNet on the CASI University of Houston dataset.

| Class          | SVM | S-CNN | Gabor-CNN | DFFN | 3D-GAN | FreeNet |
|----------------|-----|-------|-----------|------|--------|---------|
| C1             | 82.05 | 83.00 | 82.30     | 77.41 | 81.58  | 80.91   |
| C2             | 80.55 | 83.27 | 84.24     | 81.39 | 79.74  | 84.21   |
| C3             | 100  | 98.66 | 95.61     | 94.59 | 97.42  | 98.02   |
| C4             | 92.52 | 93.50 | 92.39     | 87.82 | 93.36  | 91.95   |
| C5             | 98.11 | 96.91 | 99.80     | 96.05 | 99.71  | 100     |
| C6             | 95.10 | 94.12 | 96.47     | 96.15 | 95.08  | 96.50   |
| C7             | 75.00 | 79.95 | 84.85     | 80.25 | 89.90  | 88.53   |
| C8             | 40.17 | 68.19 | 73.09     | 77.78 | 70.52  | 74.83   |
| C9             | 74.88 | 76.39 | 78.14     | 84.66 | 54.89  | 87.72   |
| C10            | 51.64 | 48.10 | 58.01     | 64.63 | 49.89  | 62.25   |
| C11            | 78.37 | 74.64 | 73.35     | 86.61 | 77.36  | 83.40   |
| C12            | 68.40 | 85.49 | 86.74     | 98.57 | 60.46  | 98.84   |
| C13            | 69.47 | 88.58 | 91.16     | 83.09 | 81.71  | 88.42   |
| C14            | 100  | 99.19 | 100       | 99.72 | 95.14  | 96.76   |
| C15            | 98.10 | 96.40 | 77.73     | 81.90 | 65.35  | 94.29   |

OA(%) 76.88 82.34 84.32 84.56 78.16 86.61
AA(%) 80.29 84.43 84.17 86.18 79.98 88.44
Kappa 0.7513 0.8052 0.8114 0.8328 0.7616 0.8555

V. FPGA Sensitivity Analysis

To clearly understand the effectiveness of each component in the proposed FreeNet under the patch-free global learning framework, we conducted extensive module analysis experiments. All the component analysis experiments were performed on the CASI University of Houston dataset as this dataset has official training and test samples. We chose the CASI University of Houston dataset for more stable, reliable, and reproducible analysis results. The baseline methods shown in Table VIII (a) are encoder-decoder FCNs with $\beta = 0.75$ and $1.0$, respectively, which were trained by directly using all the training samples, without any sampling strategy.

A. The GS$^2$ Sampling Strategy

Table VIII (b) presents the results of the baseline methods with the GS$^2$ sampling strategy. The results indicate that the GS$^2$ sampling strategy improves the OA for both $\beta = 0.75$ (from 15.23% to 65.12%) and $\beta = 1.0$ (from 12.49% to 65.16%). A model with an OA of $\sim 10\%$ on this dataset means that this model fails to converge. The GS$^2$ sampling strategy effectively addresses this issue for the baseline encoder-decoder FCN. The GS$^2$ sampling strategy splits the original training samples into many mini-batch training samples with the same spatial size to obtain diverse gradients and partially supervised signals. These diverse gradients and partially supervised signals make it easier to skip local minimum points. This suggests that it is very important for the end-to-end trainable FCNs used in HSI classification to obtain more diverse gradients.

The hyperparameter $\alpha$ is introduced in the GS$^2$ sampling strategy to control the number of samples in the mini-batch per class. The classification results of FreeNet ($\beta = 1.0$) with different value of $\alpha$ from 10 to 200 with an interval of 10 are shown in Fig. 14. We can observe that the proposed FreeNet shows a stable performance when $\alpha$ is set to a value within 30% of the number of total training samples. This indicates the robustness of the GS$^2$ sampling strategy with respect to $\alpha$ when the stochasticity is sufficient. When $\alpha$ is set to a value larger than 55% of the number of total training samples, the classification accuracy of FreeNet drops rapidly, to even lower than the SVM baseline. The reason for this is that $\alpha$ indirectly controls the stochasticity of the sampling. A smaller $\alpha$ means greater stochasticity of the sampling. Meanwhile, the stochasticity of the sampling directly influences the diversity of the gradients. Therefore, FreeNet with a smaller $\alpha$ always obtains a higher accuracy, while a larger $\alpha$ brings a worse performance.

B. Lateral Connection Based SSF

Lateral connection based SSF is described in Section III-C4. Table VIII (c) presents the effectiveness of the lateral connection based SSF. When applying FreeNet without the lateral connection (LC) and spectral attention (SA) modules (Table VIII (b)), the classification performance shows a significant reduction. The addition of the lateral connection and

Fig. 13. Confusion matrix for FreeNet on the CASI University of Houston dataset.
TABLE VIII
HSI classification results evaluated on the CASI University of Houston dataset. Starting from our encoder-decoder baseline, the GS$^2$ sampling strategy, lateral connection and spectral attention are gradually added in FreeNet for the module analysis. SA denotes spectral attention and LC denotes lateral connection based SSF.

| Compression factor | Method                              | GS$^2$ sampling strategy | Lateral connection | Spectral attention | OA   | AA    | Kappa   |
|--------------------|-------------------------------------|--------------------------|--------------------|--------------------|------|-------|---------|
|                    | (a) Baseline                         |                          |                    |                    | 15.23| 19.54| 0.0972  |
| $\beta = 0.75$     | (b) FreeNet w/o LC and SA           | ✓                        |                    |                    | 65.12| 67.45| 0.6225  |
|                    | (c) FreeNet w/o SA                  | ✓ ✓                     |                    |                    | 84.23| 85.61| 0.8293  |
|                    | (d) FreeNet                          | ✓ ✓ ✓                   |                    |                    | 85.49| 86.64| 0.8423  |
| $\beta = 1.0$      | (a) Baseline                         |                          |                    |                    | 12.49| 13.89| 0.0657  |
|                    | (b) FreeNet w/o LC and SA           | ✓                        |                    |                    | 65.16| 65.2 | 0.6212  |
|                    | (c) FreeNet w/o SA                  | ✓ ✓                     |                    |                    | 84.91| 86.25| 0.8363  |
|                    | (d) FreeNet                          | ✓ ✓ ✓                   |                    |                    | 86.61| 88.44| 0.8555  |

Fig. 14. Sensitivity of the mini-batch size per class ($\alpha$) in the GS$^2$ sampling strategy on the CASI University of Houston dataset. (a) The impact on the OA of different $\alpha$ settings. (b) the impact on the AA of different $\alpha$ settings. (c) the impact on the Kappa of different $\alpha$ settings.

C. Spectral Attention

Table. VIII (d) presents the effectiveness of the spectral attention module. Based on FreeNet without the spectral attention module (Table. VIII (c)), the spectral attention module brings an additional improvement to FreeNet ($\beta = 0.75$) (84.23% to 85.49) and FreeNet ($\beta = 1.0$) (84.91% to 86.61%). The spectral attention module models the interdependencies of the feature maps in the encoder of FreeNet via the global spatial context, boosting the classification performance. This indicates that it is valuable to further exploit the raw redundant spectral features guided by spatial context for HSI classification.

D. Model Complexity and Inference Speed Analysis

For a fair comparison of the model complexity and inference speed between the patch-based and patch-free methods, we directly used the encoder of FreeNet followed by a $1 \times 1$ convolutional layer as the classifier, to represent the patch-based method. Three variants ($\beta = 0.5$, 0.75 and 1.0) of FreeNet and the corresponding encoders were used as a comparison. During the inference, the batch size of the patch-based methods was set to 1024 for parallel computation. The image used for the benchmarking was from the CASI University of Houston dataset, which was converted to a 3-D float32 tensor of shape [349, 1905, 144].

We adopted the number of parameters (# params) to measure the model complexity and the giga floating-point operations per second (GFLOPs) to measure the theoretical computational overhead. Meanwhile, the GPU time cost was used to measure the actual efficiency of the models.

Table. IX lists the measured results. The results suggest that the patch-free methods are much faster than the patch-based methods, in both theory and practice, by avoiding redundant computation on the overlapping area. Note that the practical speedup ratio ($\sim$560) is always larger than the theoretical speedup ratio ($\sim$480) because we ignore the influence of the parallel computation. Although the patch-based methods
TABLE IX  
THE MODEL COMPLEXITY AND INFERENCE SPEED OF PATCH-BASED AND PATCH-FREE METHODS. ENCODER (β) IS SIMPLY IMPLEMENTED BY ENCODER IN CORRESPONDING FREE NET WITH SAME β AND A 1 × 1 CONVOLUTIONAL LAYER.

| Methods            | Model complexity | Inference speed |
|--------------------|------------------|-----------------|
|                    | #Params (M) | GFLOPs | GPU (s) |
| Patch-based        |                |              |        |
| Encoder (β = 0.5)  | 0.554           | 53644.8       | 55.221 |
| Encoder (β = 0.75) | 1.191           | 107289.6      | 69.319 |
| Encoder (β = 1.0)  | 2.070           | 167640.0      | 84.106 |
| Patch-free         |                |              |        |
| FreeNet (β = 0.5)  | 0.724           | 112.37        | 0.094  |
| FreeNet (β = 0.75) | 1.575           | 220.82        | 0.122  |
| FreeNet (β = 1.0)  | 2.749           | 364.11        | 0.146  |

have fewer parameters than the patch-free methods, the actual computation of the patch-based methods is slower than that of the patch-free methods. Therefore, for real-time applications, such as HSI classification on unmanned aerial vehicle (UAV) or satellite imagery, the patch-free method is a better proposal than the patch-based method.

We also list the detailed running time costs of FreeNet for each dataset in Table. X. It can be seen that the inference time cost is much smaller than the training time cost for each HSI. This suggests that FreeNet is suitable for the application scenarios which allow offline learning and online inference, such as training FreeNet on ground station data and performing inference on UAV or satellite data.

E. The Impact of the Number of Training Samples

To study the impact of the number of training samples on FreeNet, we conducted extensive experiments on the Pavia University, Salinas, and CASI University of Houston benchmark datasets. The results are plotted in Fig. 15. Overall, reducing the training samples results in a drop in the performance of FreeNet. For the Pavia University dataset and Salinas dataset, the decreases in OA, AA, and Kappa are relatively small when using 1% ∼ 3% of the labeled samples. It suggests that FreeNet is also robust, only using limited training sample number. In order to further explore the effectiveness of FreeNet, we also trained FreeNet using only 10 samples per class. Compared with the Salinas dataset, the decrease in performance on the Pavia dataset is much more significant, at 14.82% of OA, 8.99% of AA, and 0.19 of Kappa. Meanwhile the decrease in accuracy for the Salinas dataset is 4.3% of OA, 1.74% of AA, and 0.048 of Kappa. This indicates that classification on the Salinas dataset with FreeNet is easier than for the Pavia University dataset. We speculate...
that FreeNet benefits from more spectral information via the spectral attention module. This is because the spatial resolution of these two datasets is high, so that the contribution of the spatial information to the performance has achieved saturation. However the Salinas dataset has more bands, which may be the core reason for the easier classification. For the CASI University of Houston dataset, the performance is steady until the training samples are reduced to 5% of the labeled samples. This dataset has fewer labeled samples than the other two datasets. Thus, the entries with a high percentage still have minimal training samples, which causes the performance to drop rapidly.

VI. Conclusion

In this paper, we have proposed a fast patch-free global learning (FPGA) framework, pushing HSI classification further on both speed and accuracy. In the FPGA framework, the GS² sampling strategy is proposed to ensure encoder-decoder based FCN training convergence by transforming the entire training samples into a stochastic sequence of class-stratified samples, to obtain stable and diverse gradients. After ensuring the convergence of the training, FreeNet is proposed, which is a simple and unified encoder-decoder based FCN. FreeNet directly inputs the entire HSI without requiring any dimension reduction and outputs the classification map. Therefore, FreeNet is a fully end-to-end trainable HSI classifier that does not require dimension reduction or any post-processing technology. FreeNet avoids the redundant computation on the overlapping areas between patches, which significantly boosts its inference speed. To maximize the exploitation of the global spatial context and details, a spectral attention module and lateral connection based SSF are proposed. The spectral attention module models the interdependencies of the feature maps guided by the global spatial context to effectively boost the performance of FreeNet. The lateral connection based SSF progressively refines the semantic features with the global spatial detail of the features from the shallow layers. Meanwhile, lateral connection based SSF follows the residual learning approach to fuse the features by pointwise addition, which can alleviate the gradient vanishing problem, thereby, significantly improving the performance of FreeNet.

In the future, we will further explore memory-efficient HSI classifiers, which will be important for the real-time classification of HSIs from satellite and airborne platforms. We hope that the proposed method will serve as a strong baseline and aid future research in HSI classification.
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