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Abstract
There has been a recent surge of interest in non-parametric bandit algorithms based on subsampling. One drawback however of these approaches is the additional complexity required by random subsampling and the storage of the full history of rewards. Our first contribution is to show that a simple deterministic subsampling rule, proposed in the recent work of Baudry et al. (2020) under the name of “last-block subsampling”, is asymptotically optimal in one-parameter exponential families. In addition, we prove that these guarantees also hold when limiting the algorithm memory to a polylogarithmic function of the time horizon. These findings open up new perspectives, in particular for non-stationary scenarios in which the arm distributions evolve over time. We propose a variant of the algorithm in which only the most recent observations are used for subsampling, achieving optimal regret guarantees under the assumption of a known number of abrupt changes. Extensive numerical simulations highlight the merits of this approach, particularly when the changes are not only affecting the means of the rewards.

1. Introduction
In the $K$-armed stochastic bandit model, the learner repeatedly picks an action among $K$ available alternatives and only observes the rewards associated with her actions. By interacting with the environment, the learner aims at maximizing her expected sum of rewards and needs to sequentially adapt her decision strategy in light of the information gained up to now. In this model, over-confident policies are provably suboptimal and a proper trade-off between exploitation and exploration has to be found.

Multi-armed bandits models have been used to address a wide range of sequential optimization tasks under uncertainty: online recommendation (Li et al., 2011; 2016), strategic pricing (Bergemann & Välimäki, 1996) or clinical trials (Zelen, 1969; Vermorel & Mohri, 2005) to name a few. In its standard formulation the multi-armed bandit model postulates that the distributions of the rewards obtained when drawing the different arms remain constant over time. However, in some scenarios the stationary assumption is not realistic. In clinical trials, the disease to defeat may mutate and the initially optimal treatment could become suboptimal compared to another candidate (Gorre et al., 2001). In strategic pricing problems, the price maximizing the profit of a given asset can evolve with the introduction of a new product on the market (Eliashberg & Jeuland, 1986). For online recommendation systems, the preferences of the users are likely to evolve (Wu et al., 2018) and collected data becomes progressively obsolete.

During the past ten years, several works have considered non-stationary variants of the multi-armed bandit model, proposing methods that can be grouped into two main categories: they either actively try to detect modifications in the distribution of the arms with changepoint detection algorithms (Liu et al., 2017; Cao et al., 2019; Auer et al., 2019; Chen et al., 2019; Besson et al., 2020) or they passively forget past information (Garivier & Moulines, 2011; Raj & Kalyani, 2017; Trovo et al., 2020). To some extent, all of these methods require some knowledge on the distribution to obtain theoretical guarantees.

To balance exploration and exploitation, the algorithms mentioned so far are based on one of the two standard building blocks introduced in the bandit literature: Upper Confidence Bound (UCB) constructions (Auer et al., 2002) or Thompson Sampling (TS) (Thompson, 1933). However, there has been a recent surge of interest for alternative non-parametric bandit strategies (Kveton et al., 2019a;b; Riou & Honda, 2020). Instead of using prior information on the reward distributions as in Thompson sampling or of building tailored upper-confidence bounds (Cappé et al., 2013) those methods only use the empirical distribution of the data. These algorithms are non-parametric in the sense that the exact same implementation can be used with different probability distributions, while still achieving optimal regret guarantees (in a sense to be defined in Section 2 below).
In particular, subsampling algorithms (Baransi et al., 2014; Chan, 2020; Baudry et al., 2020) have demonstrated their potential thanks to their flexibility and strong theoretical guarantees. From a high level perspective, they all rely on the same two components. (1) subsampling: the arms that have been pulled a lot are randomized by sampling only a fraction of their history. (2) duels: the arms are pulled based on the outcomes of duels between the different pairs of arms. Note that the term duel, which we will also use in the following, refers to the algorithmic principle of comparing the arms two by two, based on their subsamples. It is totally unrelated to the dueling bandit framework introduced by Yue & Joachims (2009).

Scope and contributions In this paper, we build on the Last-Block Subsampling Duelling Algorithm (LB-SDA) introduced by Baudry et al. (2020) but for which no theoretical guarantees were provided. This approach is of interest because of its simplicity and its computational efficiency compared to other strategies based on randomized subsampling. We first prove that for stationary environments LB-SDA is asymptotically optimal in one-parameter exponential family models and therefore matches the guarantees obtained by Baudry et al. (2020) for randomized subsampling schemes. The main technical challenge is to devise an alternative to the diversity condition used in their work, which was specifically designed for randomized subsampling schemes.

Furthermore, we show that, without additional changes, these guarantees still hold for a variant of the algorithm using a limited memory of the observations of each arm. We prove that storing $\Omega\left((\log T)^2\right)$ observations instead of $T$ is sufficient to ensure the asymptotic guarantees, making the algorithm more tractable for larger time horizons. To the best of our knowledge, this paper is the first to propose an asymptotically optimal subsampling algorithm with poly-logarithmic storage of rewards under general assumptions.

Building a subsampling algorithm based on the most recent observations makes it an ideal candidate for a passively forgetting policy. Our third contribution is to propose a natural extension of the LB-SDA strategy to non-stationary environments. By limiting the extent of the time window in which subsampling is allowed to occur, one obtains a passively forgetting non-parametric bandit algorithm, which we refer to as Sliding Window Last Block Subsampling Duelling Algorithm (SW-LB-SDA). To analyze the performance of this algorithm, we assume an abruptly changing environment in which the reward distributions change at unknown time instants called breakpoints. We show that SW-LB-SDA guarantees a regret of order $O\left(\sqrt{\Gamma_T T \log(T)}\right)$ for any abruptly changing environment with at most $\Gamma_T$ breakpoints, thus matching the lower bounds from Garivier & Moulines (2011), up to logarithmic factors. The only required assumption is that, during each stationary phase, the reward distributions belong to the same one-parameter exponential family for all arms. Due to its non-parametric nature, this algorithm can thus be used in many scenarios of interest beyond the standard bounded-rewards/change-in-the-mean framework. We discuss some of these scenarios in Section 5, where we validate numerically the potential of the approach by comparing it with a variety of state-of-the-art algorithms for non-stationary bandits.

2. Preliminaries

The algorithms to be presented below are designed for the stochastic $K$-armed bandit model, which is the most studied setting in the bandit literature. We introduce in this section the two variants of this basic model that will be considered in the paper: stationary and abruptly changing environments.

Stationary environments When the environment is stationary, the $K$ arms are characterized by the reward distributions $(\nu_k)_{k \leq K}$ and their associated means $(\mu_k)_{k \leq K}$, with $\mu^* = \max_{k \in \{1, ..., K\}} \mu_k$ denoting the highest expected reward. We denote by $(Y_{k,s})_{s \in \mathbb{N}}$ the i.i.d. sequence of rewards from arm $k$. Following Chan (2020), our algorithm operates in successive rounds, whose length varies between 1 and $T$ time steps. At each round $r$, the leader denoted $\ell(r)$ is defined and $(K - 1)$ duels with the remaining arms called challengers are performed. Denoting by $N_k(r)$ the number of pulls of arm $k$ up to the round $r$ the leader is the arm that has been most pulled. Namely,

$$\ell(r) = \arg\max_{k \in \{1, ..., K\}} N_k(r).$$

When several arms are candidate for the maximum number of pulls, the one with the largest sum of rewards is chosen. If this is still not sufficient to obtain a unique arm, the leader is chosen at random among the arms maximizing both $\ell(r)$. Next, all arms in $A_r$ are drawn, yielding $Y_{k,N_k(r)}$ for $k \in A_r$, where $N_k(r) = \sum_{s=1}^r \mathbf{1}(k \in A_s)$.

The regret is defined as the expected difference between the highest expected reward and the rewards collected by playing the sequence of arms $(A_t)_{t \leq T}$:

$$R_T = \mathbb{E}\left[\sum_{t=1}^T (\mu^* - \mu_{A_t})\right].$$

For distributions in one-parameter exponential families, the lower bound of Lai & Robbins (1985) states that no strategy can systematically outperform the following asymptotic regret lower bound

$$\lim\inf_{T \to \infty} \frac{R_T}{\log(T)} \geq \sum_{k: \mu_k < \mu^*} \frac{\mu^* - \mu_k}{\text{KL}(\mu_k, \mu^*)}.$$
Abruptly changing environments  In Section 4, we consider abruptly changing environments. The number of breakpoints up to time $T$, denoted $\Gamma_T$, is defined by

$$\Gamma_T = \sum_{t=1}^{T-1} 1\{\exists k, \nu_{k,t} \neq \nu_{k,t+1}\}. $$

The time instants $(t_1, \ldots, t_{\Gamma_T})$ associated to these breakpoints define $\Gamma_T + 1$ stationary phases where the reward distributions are fixed. Note that in this model, the change do not need to affect all arms simultaneously. In such environments, letting $\mu^*_t = \max_{k \in \{1, \ldots, K\}} \mu_{k,t}$ denote the best arm at time $t$, the performance of a policy is measured through the dynamic regret defined as

$$R_T = \mathbb{E}\left[\sum_{t=1}^T (\mu^*_t - \mu_{A_t})\right].$$

We will explain how to extend the notion of leader to this setting in Section 4.

In the non-stationary case, the lower bound for the regret takes a different form: for any strategy, there exists an abruptly changing instance such that $\mathbb{E}[R_T] = \Omega(\sqrt{TT\Gamma_T})$ (Garivier & Moulines, 2011; Seznec et al., 2020). Note that in the bandit literature, there is also another, more general, way of characterizing non-stationary environments based on a variational distance introduced by Besbes et al. (2014). In this work, we however only consider the case of abruptly changing environments.

3. LB-SDA in Stationary Environments

In this section we detail the subsampling strategy used in the LB-DSA algorithm and obtain asymptotically optimal regret guarantees for its performance. In Section 3.3, we consider the variant of LB-SDA in which the memory available to the algorithm is strongly limited.

3.1. Last Block Sampling

Compared to the algorithms analyzed in (Baudry et al., 2020) where the sampler is randomized, we consider a deterministic sampler. At round $r$, the duel between arm $k \neq \ell(r)$ and the leader consists in comparing the average reward from arm $k$ with the average reward computed only from the last $N_k(r)$ observations of the leader. The challenger $k$ thus wins its duel if

$$\tilde{Y}_{k,N_k(r)} \geq \tilde{Y}_{\ell(r),N_{\ell(r)}(r) - N_k(r) + 1:N_{\ell(r)}(r)},$$

where $\tilde{Y}_{k,i,j} = \frac{1}{j-i+1} \sum_{n=i}^{j} Y_{k,n}$ denotes the average computed on the $j - i + 1$ observations of arm $k$ between its $i$-th and $j$-th pull, and $\tilde{Y}_{k,n}$ is a shortcut for $\tilde{Y}_{k,1:n}$.

At each round, the set $A_{r+1}$ includes all of the challengers that have defeated the leader, according to Equation (2), as well as under-explored arms for which $N_k(r) \leq \sqrt{\log(r)}$. If $A_{r+1}$ is empty, only the leader is pulled. Combining these elements gives LB-SDA detailed below.

Algorithm 1 LB-SDA

Input: $K$ arms, horizon $T$

Initialization: $t \leftarrow 1, r \leftarrow 1, \forall k \in \{1, \ldots, K\}, N_k \leftarrow 0$

while $t < T$ do

\[ A \leftarrow \{\}, \ell \leftarrow \text{leader}(N, Y) \]

if $r = 1$ then

\[ A \leftarrow \{1, \ldots, K\} \] (Draw each arm once)

else

for $k \neq \ell \in \{1, \ldots, K\}$ do

\[ \text{if } N_k \leq \sqrt{\log(r)} \text{ or } \tilde{Y}_{k,N_k} \geq \tilde{Y}_{\ell,N_{\ell} - N_k + 1:N_{\ell}} \]

then

\[ A \leftarrow A \cup \{k\} \]

if $|A| = 0$ then

\[ A \leftarrow \{\ell\} \]

for $k \in A$ do

Pull arm $k$, observe reward $Y_{k,N_{k+1}}, N_k \leftarrow N_k + 1$, $t \leftarrow t + 1$

$r \leftarrow r + 1$

Baransi et al. (2014) propose interesting arguments explaining why subsampling methods work. Essentially, if the sampler allows enough diversity in the duels, the probability of repeatedly selecting a suboptimal arm is small. On the sampler side, this condition is satisfied when out of a large number of duels between two arms there is a reasonable amount of them with non-overlapping subsamples. We prove that last block sampling satisfies such property. The second requirement concerns the distribution of the arms, and has been formulated by Baransi et al. (2014) who introduced the balance function of a family of distributions. In particular, Chan (2020) shows that introducing an asymptotically negligible sampling obligation of $\sqrt{\log r}$ is enough to make subsampling suitable when the arms come from the same one-parameter exponential family of distributions. Namely, if each arm has at least $\sqrt{\log r}$ samples at round $r$, the diversity of duels will guarantee each arm to be pulled enough. This exploration rate does not have to be tuned and is not detrimental in practice : for an horizon of, say, $T = 10^6$ it only forces each arm to be sampled at least 4 times.

3.2. Regret Analysis of LB-SDA

We consider that the arms come from the same one-parameter exponential family of distributions $\mathcal{P}_\Theta$, i.e., that there exists a function $g : \mathbb{R} \times \Theta \mapsto \mathbb{R}$ such that any arm $k$ has a density of the form

$$g_k(x) = g(x, \theta_k) = e^{\theta_k x - \Psi(\theta_k)} g(x, 0),$$

where $\Psi$ is a function introduced to ensure that $g_k$ is a density.
where $\Psi(\theta_k) = \log \left[ \int e^{\theta_k x} g(x, 0) \, dx \right]$. This assumption is standard in the literature and covers a broad range of bandits applications. The exact knowledge of the family of distributions of the arms (e.g., Bernoulli, Gaussian with known variance, Poisson, etc.) can be used to calibrate algorithms like Thompson Sampling (Kaufmann et al., 2012), KL-UCB (Cappé et al., 2013) or IMED (Honda & Takemura, 2015) in order to reach asymptotic optimality. Recently, subsampling algorithms like SSMC (Chan, 2020) and RB-SDA (Baudry et al., 2020) have been proved to be optimal without knowing exactly $P_\Theta$. This means that the same algorithm can run on Bernoulli or Gaussian distributions and achieve optimality. We first prove that LB-SDA matches these theoretical guarantees. We denote $\text{kl}(\mu, \mu')$ the Kullback-Leibler divergence between two distributions of mean $\mu$ and $\mu'$ in the exponential family $P_\Theta$.

**Theorem 1** (Asymptotic optimality of LB-SDA). For any bandit model $\nu = (\nu_1, \ldots, \nu_K) \subset P_\Theta^K$ where $P_\Theta$ is any one-parameter exponential family of distributions, the regret of LB-SDA satisfies, for all $\varepsilon > 0$, 

$$R(T) \leq \sum_{k: \mu_k < \mu^*} \frac{1 + \varepsilon}{\text{kl}(\mu_k, \mu^*)} \log(T) + C(\nu, \varepsilon) ,$$

where $C(\nu, \varepsilon)$ is a problem-dependent constant.

**Proof sketch** We assume without loss of generality that there is a unique optimal arm denoted $k^*$. The analysis of Chan (2020) and Baudry et al. (2020) shows that for any SDA algorithm the number of pulls of a suboptimal arm may be bounded as follow.

**Lemma 1** (Lemma 4.1 in Baudry et al. (2020)). For any suboptimal arm $k \neq k^*$, the expected number of pulls of $k$ is upper bounded by 

$$\mathbb{E}[N_k(T)] \leq \frac{1 + \varepsilon}{\text{kl}(\mu_k, \mu^*)} \log(T) + C_k(\nu, \varepsilon) + 32 \sum_{r=1}^{T} \mathbb{P}(N_{k^*}(r) \leq (\log(r))^2) ,$$

where $C_k(\nu, \varepsilon)$ is a problem-dependent constant.

The next step consists in upper bounding the probability that the best arm is not pulled "enough" during a run of the algorithm. This part is more challenging and relies on the notion of diversity in the subsamples provided by the subsampling algorithm. This notion was introduced by Baransi et al. (2014) to analyze the Best Empirical Sampled Average (BESA) algorithm. Intuitively, random block sampling (Baudry et al., 2020) or sampling without replacement (Baransi et al., 2014) explore different part of the history thus bringing diversity in the duels. Unfortunately, this property is not satisfied by deterministic samplers. Nonetheless, with a careful examination of the relation implied by the deterministic nature of last-block subsampling it is possible to prove that the number of pulls of the optimal arm is large enough with high probability.

**Lemma 2.** The probability that the optimal arm is not pulled enough by LB-SDA can be upper bounded as follows 

$$\sum_{r=1}^{+\infty} \mathbb{P}(N_{k^*}(r) \leq (\log(r))^2) \leq C_k(\nu) ,$$

for some constant $C_k(\nu)$.

Plugging the result of Lemma 2 in Lemma 1 gives the asymptotic optimality of LB-SDA (Theorem 1). The proof of Lemma 2 is reported in Appendix A.

### 3.3. Memory-Limited LB-SDA

One of our main motivations for studying LB-SDA is its simplicity and efficiency. Yet, all existing subsampling algorithms (Baransi et al., 2014; Chan, 2020; Baudry et al., 2020) as well as the vanilla version of LB-SDA have to store the entire history of rewards for all the arms. In this section, we explain how to modify LB-SDA to reduce the storage cost while preserving the theoretical guarantees.

The fact that LB-SDA is asymptotically optimal means that, when $T$ is large, the arm with the largest mean is most often the leader with all of its challengers having a number of pulls that is of order $O(\log T)$ only. With duels based on the last block, this would mean in particular that only the last $O(\log T)$ observations from the optimal arm should be stored and that previous observations will never be used again in practice. Based on this intuition, one might think that keeping only $\log(T)/(\mu^* - \mu_k)^2$ observations is enough for LB-SDA. However, this could only be done with the knowledge of the gaps that are unknown.

We propose instead to limit the storage memory of each arm at round $r$ to a value of the form 

$$m_r = \max(M, \lceil C(\log(r)^2) \rceil) ,$$

where $C > 0$ and $M \in \mathbb{N}$. $M$ ensures that a minimum number of samples are stored during the first few rounds. Following the definition of Agrawal & Goyal (2012), we then define the set of saturated arms at a round $r$ as 

$$S_r = \{k \in \{1, \ldots, K\} : N_k(r) \geq m_r \} .$$

The only modification of LB-SDA is the following: at each round $r$, if a saturated arm is pulled then the newly collected observation replaces the oldest observation in its history. The pseudo code of LB-SDA with Limited Memory (LB-SDA-LM) is given in Appendix B and the following result shows that it keeps the same asymptotical performance as LB-SDA under general assumptions on $m_r$. 


Theorem 2 (Asymptotic optimality of LB-SDA with Limited Memory). For any bandit model \( \nu = (\nu_1, \ldots, \nu_K) \subset \mathcal{P}_m^K \) where \( \mathcal{P}_m \) is any one-parameter exponential family of distributions, if \( m_r / \log(r) \to \infty \), the regret of memory-limited LB-SDA satisfies, for all \( \varepsilon > 0 \),

\[
\mathcal{R}_T \leq \sum_{k:j_k < \mu^*} \frac{1 + \varepsilon}{k l(\mu_k, \mu^*)} \log(T) + C'(\nu, \varepsilon, \mathcal{M}),
\]

where \( \mathcal{M} = (m_1, m_2, \ldots, m_T) \) denotes the sequence \((m_r)_{r \in \mathbb{N}}\) and \( C'(\nu, \varepsilon, \mathcal{M}) \) is a problem-dependent constant.

The proof of this theorem is reported in Appendix B, which provides precise estimates of the dependence of \( C'(\nu, \varepsilon, \mathcal{M}) \) with respect to the parameters, and in particular, with respect to the sequence \( \mathcal{M} \). Note that LB-SDA-LM remains an anytime algorithm because the storage constraint does not depend on the time horizon \( T \) but only on the current round.

3.4. Storage and Computational Cost

To the best of our knowledge, LB-SDA-LM is the only subsampling bandit algorithm that does not require to store the full history of rewards. We report in Table 1 estimates of the computational cost of LB-SDA-LM and its competitors.

| Algorithm          | Storage | Comp. cost Best-Worst case |
|--------------------|---------|---------------------------|
| BESA (Baransi et al., 2014) | \( O(T) \) | \( O((\log T)^2) \) |
| SSMC (Chan, 2020)  | \( O(T) \) | \( O(1) - O(T) \) |
| RB-SDA (Baudry et al., 2020) | \( O(T) \) | \( O(\log T) \) |
| LB-SDA (this paper) | \( O(T) \) | \( O(1) - O(\log T) \) |
| LB-SDA-LM (this paper) | \( O((\log T)^2) \) | \( O(1) - O(\log T) \) |

The computational cost can be broken into two parts: (a) the subsampling cost and (b) the computation of the means of the samples. We assume that drawing a sample of size \( n \) without replacement has \( O(n) \) cost and that computing the mean of this subsample costs another \( O(n) \). Furthermore, at round \( T \), each challenger to the best arm has about \( O(\log T) \) samples. This gives an estimated cost of \( O((\log T)^2) \) for BESA (Baransi et al., 2014). For RB-SDA (Baudry et al., 2020) the estimated cost is \( O(\log(T)) \), because the sampling cost for random block sampling is \( O(1) \) and only the sample mean has to be recomputed at each round.

For the three deterministic algorithms (namely SSMC (Chan, 2020), LB-SDA, LB-SDA-LM), when the leader arm wins all its duels, its sample mean can be updated sequentially at cost \( O(1) \). This is the best case in terms of computational cost. However, when a challenger arm is pulled, SSMC requires a full screening of the leader’s history, with \( O(T) \) cost, while LB-SDA and LB-SDA-LM only need the computation of the mean of the last \( O(\log T) \) samples from the leader.

4. LB-SDA in Non-Stationary Environments

In stationary environments, LB-SDA achieves optimal regret rates, even when its decisions are constrained to use at most \( O((\log T)^2) \) observations. One might think that this argument itself is sufficient to address non-stationary scenarios as the duels are performed mostly using recent observations. However, the latter is only true for the best arm and in the case where an arm that has been bad for a long period of time suddenly becomes the best arm, adapting to the change would still be prohibitively slow. For this reason, LB-SDA has to be equipped with an additional mechanism to perform well in non-stationary environments.

4.1. SW-LB-SA: LB-SDA with a Sliding-Window

We keep a round-based structure for the algorithm, where, at each round \( r \), duels between arms are performed and the algorithm subsequently selects the subset of arms \( A_r \) that will be pulled. In contrast to Section 3.3, where a constraint on storage related to the number of pulls was added, here, we use a sliding window of length \( \tau \) to limit the historical data available to the algorithm to that of the last \( \tau \) rounds.

![Figure 1. Illustration of a passive leadership takeover with a sliding window \( \tau = 4 \) when the standard definition of leader is used. The bold rectangle correspond to the leader. A blue square is added when an arm has an observation for the corresponding round and the red square correspond to the information that will be lost at the end of the round due to the sliding window.](image-url)

**Modified leader definition**  The introduction of a sliding window requires a new definition for the leader. By analogy with the stationary case, the leader could be defined as the arm that has been pulled the most during the \( \tau \) last rounds.
While $t < T$ suppose the leader is arm $1$. We assume that the leader is arm $1$. The leader to become the leader itself. Define, 

\[
N_k^\tau = \sum_{s=r}^{r+\tau - 1} \mathbb{1} (k \in A_{s+1}),
\]

the number of times arm $k$ has been pulled during the last $\tau$ rounds and consider a situation with 3 arms $\{1, 2, 3\}$. Assume that the leader is arm 1 and at a round $(r-1)$ we have $N_1^\tau (r-1) = N_2^\tau (r-1)$. If the leader has been pulled $\tau$ rounds away and wins its duel against arm 2 but loses against arm 3, only arm 3 will be pulled at round $r$. Consequently, at round $r$, arm 2 will have a strictly larger number of pulls than arm 1 without actually defeating the leader. This situation, illustrated on Figure 1, is not desirable as it can lead to spurious leadership changes. We fix this by imposing that any arm has to defeat the current leader to become the leader itself. Define,

\[
B_r = \{k \in A_{r+1} \cap \{N_k^\tau (r+1) \geq \min(r, \tau) / K\}\}.
\]

Then for any $r \in \mathbb{N}$, the leader at round $r+1$ is defined as $\ell^\tau (r+1) = \arg \max_{k \in \{1, \ldots, K\}} N_k^\tau (r+1)$ if $N_k^\tau (r+1) < \min(r, \tau) / (2K)$ and the argmax is taken over $B_r \cup \{\ell^\tau (r)\}$ otherwise. This modified definition of the leader ensures that an arm can become the leader only after earning at least $\tau / K$ samples and winning a duel against the current leader, or if the leader loses a lot of duels and its number of samples falls under a fixed threshold. Thanks to this definition it holds that $N_k^\tau (r) \geq \min(r, \tau) / (2K)$. More details are given in Appendix C.

### Additional diversity flags
As in the vanilla LB-SDA, we use a sampling obligation to ensure that each arm has a minimal number of samples. However, in contrast to the stationary case, this very limited number of forced samples may not be sufficient to guarantee an adequate variety of duels, due to the forgetting window. To this end, the sampling obligation is coupled with a diversity flag. We define it as a binary random variable $D_k^\tau (r)$, satisfying $D_k^\tau (r) = 1$ only when, for the last $[(K-1)(\log \tau)^2]$ rounds the following conditions are satisfied: 1) some arm $k' \neq k$ has been leader during all these rounds, 2) $k'$ has not been pulled, and 3) $k$ has not been pulled and satisfy $N_k^\tau (r) \leq (\log \tau)^2$. In practice, there is a very low probability that these conditions are met simultaneously but this additional mechanism is required for the theoretical analysis. Note that the diversity flags have no impact on the computational cost of the algorithm as they require only to store the number of rounds since the last draw of the different arms (which can be updated recursively) as well as the last leader takeover. Arms that raise their diversity flag are automatically added to the set of pulled arms.

Bringing these parts together, gives the pseudo-code of SW-LB-SDA in Algorithm 2.

### 4.2. Regret Analysis in Abruptly Changing Environments
In this section we aim at upper bounding the dynamic regret in abruptly changing environments, as defined in Section 2. Our main result is the proof that the regret of SW-LB-SDA matches the asymptotic lower bound of Garivier & Mouton (2011).

**Theorem 3 (Asymptotic optimality of SW-LB-SDA).** *If the time horizon $T$ and number of breakpoint $\Gamma_T$ are known, choosing $\tau = O(\sqrt{T \log(T) / \Gamma_T})$ ensures that the dynamic regret of SW-LB-SDA satisfies*

\[
\mathcal{R}_T = O(\sqrt{T T \log(T)}).
\]

To prove this result we only need to assume that, during each stationary period, the rewards come from the same one-parameter exponential family of distributions. In contrast, current state-of-the-art algorithms for non-stationary bandits typically require the assumption that the rewards are bounded to obtain similar guarantees. Hence, this result is of particular interest for tasks involving unbouded reward distributions that can be discrete (e.g Poisson) or continuous (e.g Gaussian, Exponential). SW-LB-SDA can also

---

**Algorithm 2 SW-LB-SDA**

**Input:** $K$ arms, horizon $T$, $\tau$ length of sliding window

**Initialization:** $t \leftarrow 1$, $r \leftarrow 1$, $\forall k \in \{1, \ldots, K\}$, $N_k \leftarrow 0$, $N_k^\tau \leftarrow 0$

while $t < T$ do

- $A \leftarrow \emptyset$, $\ell \leftarrow \text{leader}(N, Y, \tau)$
  - if $r = 1$ then
    - $A \leftarrow \{1, \ldots, K\}$ (Draw each arm once)
  - else
    - for $k \neq \ell \in \{1, \ldots, K\}$ do
      - if $N_k^\tau \leq \sqrt{\log(\tau)}$ or $D_k^\tau (r) = 1$ then
        - $A \leftarrow A \cup \{k\}$
      - else
        - $\hat{\mu}_k = \hat{Y}_{k,N_k-N_k^\tau+1:N_k}$
        - $N = \min(N_k^\tau, N_k)$
        - $\hat{\mu}_k^\tau = \hat{Y}_{N_k^\tau-N+1:N_k}$
        - if $\hat{\mu}_k \geq \hat{\mu}_k^\tau$ then
          - $A \leftarrow A \cup \{k\}$
    - if $|A| = 0$ then
      - $A \leftarrow \{\ell\}$
  - for $k \in A$ do
    - Pull arm $k$, observe reward $Y_{k,N_k+1}$
    - Update $N_k \leftarrow N_k + 1$, $N_k^\tau \leftarrow N_k^\tau + 1$, $t \leftarrow t + 1$
  - for $k \in \{1, \ldots, K\}$ do
    - if $k \in A_{r-1}^{\tau+1}$ then
      - $N_k^\tau \leftarrow N_k^\tau - 1$
  - $r \leftarrow r + 1$
be used for general bounded rewards with the same performance guarantees by using the binarization trick (Agrawal & Goyal, 2013). Note however, that the knowledge of the horizon $T$ and the estimated number of change point $\Gamma_T$ is still required to obtain optimal rates, which is an interesting direction for future works on this approach (Auer et al., 2019; Besson et al., 2020). We provide a high-level outline of the analysis behind Theorem 3 and the complete proof is given in Appendix C.

**Regret decomposition** For the $\Gamma_T + 1$ stationary phases $[t_\phi, t_{\phi+1}-1]$ with $\phi \in \{1, \ldots, \Gamma_T\}$, we define $r_\phi$ as the first round where an observation from the phase $\phi$ was pulled. Introducing the gaps $\Delta_\phi^k = \mu_\phi^k - \mu_{t_\phi,k}$ and denoting the optimal arm $k^*_\phi$, we can rewrite the regret as

$$R_T = \mathbb{E} \left[ \sum_{\phi=1}^{\Gamma_T} \sum_{r=r_\phi-1}^{r_{\phi+1}-2} \sum_{k \neq k^*_\phi} \mathbb{I} \left( k \in A_{r+1} \right) \Delta_\phi^k \right]$$

$$= \sum_{\phi=1}^{\Gamma_T} \sum_{r=r_\phi-1}^{r_{\phi+1}-2} \mathbb{E} \left[ N_\phi^k \right] \Delta_\phi^k,$$

where we define $N_\phi^k = \sum_{r=r_\phi-1}^{r_{\phi+1}-2} \mathbb{I}(k \in A_{r+1})$ the number of pulls of an arm $k$ during a phase $\phi$ when it is suboptimal.

Note that the quantities $t_\phi$, $r_\phi$ and $\Delta_\phi^k$ for the different stationary phases $\phi$ are only required for the theoretical analysis and the algorithm has no access to those values. We highlight that the sequence $(r_\phi)_{\phi \geq 1}$ is a random variable that depends on the trajectory of the algorithm. However, we show in Appendix C that this causes no additional difficulty for upper bounding the regret. We introduce $\delta_\phi = t_{\phi+1} - t_\phi$ the length of a phase $\phi$. Combining elements from the proofs of Garivier & Moulines (2011) and that of Theorem 1, we first provide an upper bound on $\mathbb{E}[N_\phi^k]$ for any suboptimal arm $k$ during the phase $\phi$ as

$$\mathbb{E}[N_\phi^k] \leq 2T + \frac{T}{\tau} A_{k,1}^{\phi,T} + c_{k,1}^{\phi,T} + c_{k,2}^{\phi,T} + c_{k,3}^{\phi,T}.$$

In this decomposition we define $A_{k,1}^{\phi,T} = b_k^\phi \log(\tau)$ for some constant $b_k^\phi > 0$, along with the terms $c_{k,1}^{\phi,T}$, $c_{k,2}^{\phi,T}$ and $c_{k,3}^{\phi,T}$, which all represents a different technical aspect of the regret decomposition of SW-LB-SDA. Before interpreting them we start with their formal definition,

$$c_{k,1}^{\phi,T} = \mathbb{E} \left[ \sum_{r=r_\phi+2T-2}^{r_{\phi+1}-2} \mathbb{I} \left( G_k^\phi(r, A_{k,1}^{\phi,T}) \right) \right],$$

$$c_{k,2}^{\phi,T} = \mathbb{E} \left[ \sum_{r=r_\phi+2T-2}^{r_{\phi+1}-2} \mathbb{I} \left( \ell'(r) = k^*_\phi, D_k^\phi(r) = 1 \right) \right],$$

$$c_{k,3}^{\phi,T} = \mathbb{E} \left[ \sum_{r=r_\phi+2T-2}^{r_{\phi+1}-2} \mathbb{I} \left( \ell'(r) \neq k^*_\phi \right) \right],$$

where $G_k^\phi(r, n)$ is equal to

$$\{ k \in A_{r+1}, \ell'(r) = k^*_\phi, N_k^\phi(r) \geq n, D_k^\phi(r) = 0 \}.$$

**Bounding individual terms** The three terms have intuitive interpretation and summarize well the technical contributions behind Theorem 3. To some extent they all rely on the notion of saturated arms defined in Section 3.3 and that we refine in Appendix C for the problems considered in this section (mainly by properly tuning $A_{k,1}^{\phi,T}$ in the theoretical analysis).

First, $c_{k,1}^{\phi,T}$ is an upper bound on the expectation of the number of times a saturated suboptimal arm can defeat the optimal leader (i.e. $\ell'(r) = k^*_\phi$). To prove this result we establish a new concentration inequality for Last-Block Sampling in the context of SW-LB-SDA.

The second term $c_{k,2}^{\phi,T}$ controls the probability that the diversity flag is activated when the optimal arm $k^*_\phi$ is the leader. We prove that if this event happen, then $k^*_\phi$ has necessarily lost at least one duel against a saturated sub-optimal arm, and that this event has only a low probability.

The term $c_{k,3}^{\phi,T}$ is the most difficult to handle, the main challenge is to upper bound the probability that the optimal arm is not saturated after a large number of rounds.

In Appendix C we provide the complete analysis of each of these terms and a full description of all the technical results that led to Theorem 3.

5. Experiments

**Limiting the storage in stationary environments.** In our first experiment we report on Figure 3, we compare LB-SDA and LB-SDA-LM on a stationary instance with $K = 2$ arms with Bernoulli distributions for a horizon $T = 10000$. We add natural competitors (Thompson Sampling (Thompson, 1933), kl-UCB (Cappé et al., 2013)), that know ahead of the experiment that the reward distributions are Bernoulli and are tuned accordingly. The arms satisfy $(\mu_1, \mu_2) = (0.05, 0.15)$ with a gap $\Delta = 0.1$. We run LB-SDA-LM with a memory limit $m_r = \log(r^2) + 50$, which gives a storage ranging from 50 to 150 samples (much smaller than the horizon $T = 10000$). The regret are averaged on 2000 independent replications and the upper and lower quartiles are reported. In this setup LB-SDA-LM performs similarly to KL-UCB, and the impact of limiting the memory is mild, when compared to LB-SDA. This illustrates that even with relatively small gaps (here $0.1$), a substantial reduction of the storage can be done with only minor loss of performance with LB-SDA-LM.

---

1-The code for obtaining the different figures reported in the paper is available at [https://github.com/YRussac/LB-SDA](https://github.com/YRussac/LB-SDA).
Empirical performance in abruptly changing environments. In the second experiment, we compare different state-of-the-art algorithms on a problem with $K = 3$ Bernoulli-distributed arms. The means of the distributions are represented on the left hand side of Figure 2 and the performance averaged on 2000 independent replications are reported on Figure 4. Two changepoint detection algorithms, CUSUM (Liu et al., 2017) and M-UCB (Cao et al., 2019) are compared with progressively forgetting policies based on upper confidence bound, SW-klUCB and D-klUCB adapted from Garivier & Moulines (2011), or Thompson sampling, DTS (Raj & Kalyani, 2017) and SW-TS (Trovo et al., 2020). We also add EXP3S (Auer et al., 2002) designed for adversarial bandits and our SW-LB-SDA algorithm for the comparison. The different algorithms make use of the knowledge of $T$ and $\Gamma_T$.

To allow for fair comparison, we use for SW-LB-SDA, the same value of $\tau = 2\sqrt{T\log(T)/\Gamma_T}$ that is recommended for SW-UCB (Garivier & Moulines, 2011). D-UCB uses the discount factor suggested by Garivier & Moulines (2011), $1/(1 - \gamma) = 4\sqrt{T/\Gamma_T}$. The changepoint detection algorithms need extra information such as the minimal gap for a breakpoint and the minimum length of a stationary phase. For M-UCB, we set $w = 800$ and $b = \sqrt{w/2\log(2KT^2)}$ as recommended by Cao et al. (2019) but set the amount of exploration to $\gamma = \sqrt{KT\log(T)/T}$ following Besson et al. (2020). In practice, using this value rather than the theoretical suggestion from Cao et al. (2019) improved significantly the empirical performance of M-UCB for the horizon considered here. For CUSUM, $\alpha$ and $h$ are tuned using suggestions from Liu et al. (2017), namely $\alpha = \sqrt{\Gamma_T}/T\log(T/\Gamma_T)$ and $h = \log(T/\Gamma_T)$. On this specific instance, using $\varepsilon = 0.05$ (to satisfy Assumption 2 of Liu et al. (2017)) and $M = 50$ gives good performance. For the EXP3S algorithm, following (Auer et al., 2002) the parameters $\alpha$ and $\gamma$ are tuned as follows: $\alpha = 1/T$ and $\gamma = \min(1, \sqrt{K(e + \Gamma_T \log(KT))/(e - 1)T})$.

This problem is challenging because a policy that focuses on arm 1 to minimize the regret in the first stationary phase also has to explore sufficiently to detect that the second arm is the best in the second phase. SW-LB-SDA has perfor-
mance comparable to the forgetting TS algorithms and is
the best performing algorithm in this scenario. Note that
both TS algorithms use the assumption that the arms are
Bernoulli whereas SW-LB-SDA does not. SW-kIUCB per-
forms better than D-kIUCB and its regret closely matches
the one from the changepoint detection algorithms. By ob-
serving the lower and the upper quartiles, one sees that the
performance of CUSUM vary much more than the other
algorithms depending on its ability to detect the breakpoints.
Finally, EXP3S, which can adapt to more general adversar-
ial settings, lags behind the other algorithms in this abruptly
changing stochastic environment.

In the third experiment with $\Gamma_T = 3$ breakpoints, the $K = 3$
arms comes from Gaussian distributions with a fixed stan-
dard deviation of $\sigma = 0.5$ but time dependent means. The
evolution of the arm’s means is pictured on the right of
Figure 2 and Figure 5 displays the performance of the al-
gorithms. CUSUM and M-UCB can not be applied in this
setting because CUSUM is only analyzed for Bernoulli dis-
tributions and M-UCB assume that the distributions are
bounded. Even if no theoretical guarantees exist for Thomp-
son sampling with a sliding window or discount factors,
when the distribution are Gaussian with known variance,
we add them as competitors. The analysis of SW-UCB
and D-UCB was done under the bounded reward assump-
tion but the algorithms can be adapted to the Gaussian
case. Yet, the tuning of the discount factor and the slid-
ing window had to be adapted to obtain reasonable perform-
ance, using $\tau = 2(1 + 2\sigma)\sqrt{T \log(T)}/\Gamma_T$ for D-UCB
and $\gamma = 1 - 1/(4(1 + 2\sigma))\sqrt{\Gamma T}/T$ for SW-UCB (consider-
ing that, practically, most of the rewards lie under $1 + 2\sigma$).
For reference, Figure 5 also displays the performance of the
UCB1 algorithm that ignores the non-stationary structure.
Clearly, SW-LB-SDA, in addition of being the only algo-

Figure 6. Performance on a Gaussian instance with time dependent standard deviations averaged on 2000 independent replications.

Changes affecting the variance. The last experiment fea-
tures the same Gaussian means but with different standard
errors. The standard error takes the values 0.5, 0.25, 1 and
0.25, respectively, in the four stationary phases. The al-
gorithms based on upper confidence bound are given the
maximum standard error $\sigma = 1$, whereas SW-LB-SDA is
not provided with any information of this sort. Figure 6
shows that the non-parametric nature of SW-LB-SDA is ef-
fective, with a significant improvement over state-of-the-art
methods in such settings.
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Organization of the appendix

The appendix is organized as follows:

- In Section A we provide some details on our analysis for the vanilla LB-SDA algorithm.
- In Section B explain how to adapt LB-SDA when a limited memory is used and derive an upper-bound for the regret of this variant of LB-SDA.
- In Section C a detailed analysis of LB-SDA with a sliding window in any abruptly changing environment is proposed.

A. Analysis of LB-SDA

A.1. Proof of Lemma 2

Before establishing our main result for LB-SDA, we introduce the balance function of an arm, which was first defined in (Baransi et al., 2014).

Assume that the $K$ arm are characterized by the reward distributions $(\nu_1, ..., \nu_K)$. Assume that there is a unique optimal arm associated to the arm $k^\ast$.

Definition 1. Letting $\nu_{k,j}$ denote the distribution of the sum of $j$ independent variables drawn from $\nu_{k^\ast}$, and $F_{\nu_{k,j}}$ its corresponding CDF, the balance function of arm $k$ is

$$\alpha_k(M,j) = \mathbb{E}_{X \sim \nu_{k^\ast,j}} \left((1 - F_{\nu_{k,j}}(X))^M\right).$$

If we draw one sample from a distribution $\nu_{k^\ast,j}$, and $M$ independent samples from another distribution $\nu_{k,j}$, the balance function $\alpha_k(M,j)$ quantifies the probability that each sample from $\nu_{k,j}$ is larger than the sample from $\nu_{k^\ast,j}$. The index $j$ represents itself the fact that these variables are built as the sum of $j$ independent random variables from the same distribution (respectively $\nu_{k^\ast}$ and $\nu_k$). This function has been studied in detail in (Baudry et al., 2020) (Appendix G and H), and we will use its properties to prove the following result.

Lemma 2. The probability that the optimal arm is not pulled enough by LB-SDA can be upper bounded as follows

$$\sum_{r=1}^{+\infty} \mathbb{P}(N_{k^\ast}(r) \leq (\log r)^2) \leq C_{k^\ast}(\nu),$$

for some constant $C_{k^\ast}(\nu)$.

Proof. The main problem with the last block sampling is that if both the leader and a given challenger are not played for some time, the index used in their duels remain the same due to the deterministic nature of the sampler. As a consequence this challenger is never played as long as the leader remains the same. If this situation occur too often, this would limit the diversity for the duels played by the optimal arm $k^\ast$ against suboptimal leaders. We show that this is not possible by proving that the leader will be played a large number of times, which necessarily brings some diversity. To measure this, we define the quantity of duels won by the leaders at the different rounds as

$$W_r = 1 + \sum_{s=1}^{r-1} 1(A_{s+1} = \{\ell(s)\}),$$

where we added 1 to consider the first round where every arm is pulled once. For any trajectory this quantity is linear in $r$.

Lemma 3. With $W_r = 1 + \sum_{s=1}^{r-1} 1(A_{s+1} = \{\ell(s)\})$, for any round $r$ under LB-SDA it holds that

$$W_r = N_{\ell(r)}(r) \geq r/K.$$

Before using Lemma 3, we recall the sampling obligation rule introduced in Section 3. and that we use to consider rounds where the optimal arm has enough samples. At any round $r$ each arm with less than $f(r) = \sqrt{\log r}$ samples is pulled. We
focus on rounds where we are sure that arm $k^*$ has been pulled "enough", and compute the probability that it has lost a lot of duels after this moment. In particular, we consider $a_r$ as the smallest round satisfying $f(a_r) \geq f(r) - 1$, ensuring $N_{k^*}(a_r) \geq [f(r) - 1]$. This round is exactly $[f^{-1}(f(r) - 1)]$, that can be computed as

$$f^{-1}(f(r) - 1) = \exp \left( (f(r) - 1)^2 \right)$$

$$= \exp \left( f(r)^2 + 1 - 2f(r) \right)$$

$$= f^{-1}(f(r)) \exp(-2f(r) + 1)$$

$$= r \times \exp(-2f(r) + 1).$$

This means that for any $\gamma \in (0, 1)$, if $r$ is large enough to satisfy $f(r) \geq \frac{1 - \log 2}{2}$ then $a_r \leq \gamma r$. For the rest of the proof we consider the number of duels lost by the arm $k^*$ after the round $a_r$ against unique subsamples of a suboptimal leader. The number of duels won by the leader between the rounds $a_r$ and $r$ is equal to $W_r - W_{a_r}$. Out of those duels, at most $(\log r)^2$ of them can concern the optimal arm $k^*$ because $N_{k^*}(r) \leq \log(r)^2$. Consequently, there is at least $W_r - W_{a_r} - (\log r)^2$ duels won by a suboptimal leader between rounds $a_r$ and $r$. Using Lemma 3 and $W_{a_r} \leq a_r$ one has,

$$W_r - W_{a_r} - (\log r)^2 \geq \frac{r}{K} - a_r - (\log r)^2$$

$$\geq \frac{r}{K} - \gamma r - (\log r)^2.$$

To simplify the expression we just write that for any $\beta \in (0, 1)$ there exists a constant $r(\beta, K)$ satisfying $\forall r \geq r(\beta, K)$,

$$W_r - W_{a_r} - (\log r)^2 \geq \beta \frac{r}{K}. \quad (4)$$

Under $N_{k^*}(r) \leq (\log r)^2$ we are sure that there exists some $j \in \{1, \ldots, [(\log r)^2]\}$ such that a fraction $1/(\log r)^2$ of the duels counted above have been played with $N_{k^*}(r) = j$. Let us denote $W_r = W_r - W_{a_r} - (\log r)^2$ and show this by contradiction. Out of those duels, we denote $W_{r,j}$ the number of duels played with $N_{k^*}(r) = j$. If we assume that for all $j \leq [(\log r)^2]$, there is strictly less than $\frac{\beta}{(\log r)^2} \frac{r}{K}$ duels played with $N_{k^*}(r) = j$. The following would hold,

$$W_r = W_{a_r} - (\log r)^2 = \sum_{j=1}^{[(\log r)^2]} W_{r,j} \leq \sum_{j=1}^{[(\log r)^2]} \frac{\beta}{(\log r)^2} \frac{r}{K} < \beta \frac{r}{K}.$$

There is a contradiction with Equation (4) and means there is a $j \leq [(\log r)^2]$ and $\beta r/((\log r)^2 K)$ duels such that $k^*$ competes using its same block of observations of size $j$.

Furthermore, with the same argument we are sure that a fraction $1/(K - 1)$ of these duels is played against the same leader $k \in \{2, \ldots, K\}$. We would now like to obtain duels with non-overlapping blocks. Even if the blocks are all consecutive, waiting for $j$ steps is enough to ensure that they are not overlapping. Taking a fraction $1/j$ of the duels from the previous subsets is hence enough to guarantee this.

Finally, we conclude that for any $\beta \in (0, 1)$ there exists a constant $r(\beta, K)$ such that for any round $r > r(\beta, K)$, under the event $\{N_1(r) \leq (\log r)^2\}$ there exists some $k \in \{2, \ldots, K\}$ and some $j \in \{[f(r) - 1], [(\log r)^2]\}$ such as arm $k^*$ lost at least $\beta \frac{r}{K(K - 1)(\log r)^2}$ duels against non-overlapping blocks of arm $k$ while $k$ is the leader and $k^*$ has exactly $j$ observations. This term correspond exactly to the balance function $\alpha_k(M, j)$ from Definition 1, with $M = \beta \frac{r}{K(K - 1)(\log r)^2}$, hence we can upper bound

$$\sum_{r=1}^{T} P \left( N_{k^*}(r) \leq (\log r)^2 \right) \leq r(\beta, K) + \sum_{k=2}^{K} \sum_{r=r(\beta, K)}^{T} \sum_{j=1}^{[(\log r)^2]} \alpha_k \left( \beta \frac{r}{K(K - 1)(\log r)^2}, j \right).$$

**Remark 1.** The fact that the duels concern non-overlapping blocks of arm $k$ is necessary to obtain independent samples. It is also important that those duels are based on exactly $j$ observations in order to introduce the balance function.

We conclude the proof using the following lemma which is proved in the next section.
Lemma 4. If the arms $k$ and $k^*$ come from the same one-parameter exponential family of distributions it holds that
\[
\sum_{r=r(\beta, K)}^{T} \sum_{j=1}^{(\log r)^2} \alpha_k \left( \beta \frac{r}{K(K-1)(\log r)^2}, j \right) = O(1).
\]

A.2. Proof of Auxiliary Results

Lemma 3. With $W_r = 1 + \sum_{s=1}^{r-1} 1(A_{s+1} = \{\ell(s)\})$, for any round $r$ under LB-SDA it holds that
\[
W_r = N_{\ell(r)}(r) \geq r/K.
\]

Proof. We consider any trajectory of the bandit algorithm. For this trajectory we consider the sequence of the rounds where a change of leader occurred and write them as the (potentially infinite) set $\mathcal{Y} = [r_0, r_1, r_2, \ldots]$. These are basically all the rounds $r$ satisfying $\ell(r) \neq \ell(r-1)$, $r_0 = 1$ as it is the first round where we start defining the leader in the algorithm, and it holds that $N_{\ell(1)}(1) = 1$ as every arm is drawn once at the first round. As the leader was not defined before it holds that $W_1 = 1 = N_{\ell(1)}(1)$ so the property holds in $r_0$. As a first step, we show that the property is valid for all $r_i$ when $i \in \mathbb{N}$. Let $i \in \mathbb{N}$, we assume that the property holds in $r_i$ and we consider the round $r_{i+1}$. It holds that
\[
W_{r_{i+1}} = W_{r_i} + \sum_{s=r_i}^{r_{i+1}-1} 1(A_{s+1} = \{\ell(s)\}).
\]
The sum is exactly the number of duels won by the arm that is leader during the interval $[r_i, r_{i+1} - 1]$ and it holds that $\sum_{s=r_i}^{r_{i+1}-1} 1(A_{s+1} = \{\ell(s)\}) = N_{\ell(r_i)}(r_{i+1}) - N_{\ell(r_i)}(r_i)$. Furthermore, when a change of leader happens the number of elements of the new and former leader are the same, i.e., $N_{\ell(r_{i+1})}(r_{i+1}) = N_{\ell(r_i)}(r_{i+1})$. This is due to the fact that when a challenger reaches the history size of the leader then the arm with the largest mean is chosen as the leader. In particular, if the challenger has a lower index than the leader at this round it cannot take the leadership at the next round as it will otherwise lose its duel against the leader. For this reason, the only possibility for a challenger to take the leadership is to reach to number of samples of the leader and to have a better index at this moment. We can write
\[
W_{r_{i+1}} = W_{r_i} + \sum_{s=r_i}^{r_{i+1}-1} 1(A_{s+1} = \{\ell(s)\})
= W_{r_i} + N_{\ell(r_i)}(r_{i+1}) - N_{\ell(r_i)}(r_i)
= W_{r_i} + N_{\ell(r_{i+1})}(r_{i+1}) - N_{\ell(r_i)}(r_i)
= N_{\ell(r_i)}(r_i) + N_{\ell(r_{i+1})}(r_{i+1}) - N_{\ell(r_i)}(r_i) \quad \text{(Inductive step)}
= N_{\ell(r_{i+1})}(r_{i+1}).
\]
Therefore, if the property holds in $r_i$ then it holds in $r_{i+1}$ which gives the result. The extension to any round is obtained with similar arguments: $\forall r \notin \mathcal{Y}$, $\exists i : r_i < r < r_{i+1}$. Then we write
\[
W_r = W_{r_i} + \sum_{s=r_i}^{r-1} 1(A_{s+1} = \{\ell(s)\})
= N_{\ell(r_i)}(r_i) + (N_{\ell(r_i)}(r) - N_{\ell(r_i)}(r_i))
= N_{\ell(r_i)}(r) - N_{\ell(r_i)}(r_i),
\]
where the last inequality comes from the fact that the leader is unchanged between the rounds $r_i$ and $r$. We conclude the proof by using the property that as the leader always has a number of samples larger than $r/K$, as it is the arm with the largest number of pulls at each round. \qed
Lemma 4. If the arms \( k \) and \( k^* \) come from the same one-parameter exponential family of distributions it holds that

\[
\sum_{r=\lfloor r(\beta, K) \rfloor}^{\lfloor (\log r)^2 \rfloor} \sum_{j=\lfloor \log(r)-1 \rfloor}^{\lfloor (\log r)^2 \rfloor} \alpha_k \left( \beta \frac{r}{K(K-1)(\log r)^2}, j \right) = O(1) .
\]

Before proving this result we prove an intermediary result that will also be useful to handle the balance function in the proof for switching bandits in Appendix C. This result was already presented in (Chan, 2020), but we provide its proof for completeness.

Lemma 5. Let \( F_1 \) and \( F_2 \) be the \( \text{cdf} \) of two distributions with respective means \( \mu_1 \) and \( \mu_2 \), \( \mu_1 > \mu_2 \). For any integer \( j \geq 1 \) we denote \( F_{1,j} \) and \( F_{2,j} \), the \( \text{cdf} \) of the sum of \( j \) independent random variables drawn respectively from \( F_1 \) and \( F_2 \), and \( \alpha(M,j) = \mathbb{E}_{X \sim F_{1,j}} \left( (1 - F_{2,j}(X))^M \right) \) the balance function of these two distributions. For any \( u \in \mathbb{R} \) it holds that

\[
\alpha(M,j) \leq F_{1,j}(u) + (1 - F_{2,j}(u))^M .
\]

Furthermore, if we assume that \( F_1 \) and \( F_2 \) come from the same one-parameter exponential family of distributions, for any \( u \in [0,1] \) satisfying \( F_2(u) \leq F_2(\mu_2) \) the following result holds

\[
\alpha(M,j) \leq e^{-j \text{kl}(\theta_2, \theta_1)} u + (1 - u)^M ,
\]

where \( \text{kl}(\theta_2, \theta_1) \) is the Kullback-Leibler divergence between \( F_2 \) and \( F_1 \), expressed with their canonical parameters \( \theta_1 \) and \( \theta_2 \).

Proof. We prove the first result, that is valid for any distribution \( F_1 \) and \( F_2 \) and is a direct property of the definition of the balance function. For \( u \in \mathbb{R} \), it holds that

\[
\alpha(M,j) = \int_{-\infty}^{+\infty} (1 - F_{2,j}(x))^M dF_{1,j}(x) \leq \int_{-\infty}^{u} (1 - F_{2,j}(x))^M dF_{1,j}(x) + \int_{u}^{+\infty} (1 - F_{2,j}(x))^M dF_{1,j}(x) \leq F_{1,j}(u) + (1 - F_{2,j}(u))^M .
\]

We now assume that \( F_1 \) and \( F_2 \) come from the same one-parameter exponential family of distributions. In this case they admit a density \( f_\theta(y) = f(y, 0)e^{\eta(\theta)y - \psi(\theta)} \) for some natural parameter \( \theta \in \mathbb{R} \). We write \( \theta_1 \) the parameter of \( F_1 \), and \( \theta_2 \) the parameter of \( F_2 \). We then define some \( y_1, \ldots, y_j \in \mathbb{R}^j \). If the sequence \( y_1, \ldots, y_j \) satisfies \( \sum_{u=1}^{j} y_u \leq \mu_2 \), it holds that

\[
\prod_{u=1}^{j} f_{\theta_1}(y_u) = \prod_{u=1}^{j} e^{(\eta(\theta_1) - \eta(\theta_2))y_u - (\psi(\theta_1) - \psi(\theta_2))} f_{\theta_2}(y_u) \leq e^{-j \text{kl}(\theta_2, \theta_1)} \prod_{u=1}^{j} f_{\theta_2}(y_u) .
\]

where we write \( \text{kl}(\theta_2, \theta_1) \) for the Kullback-Leibler divergence between \( F_1 \) and \( F_2 \). This inequality first ensures that for all \( x \leq \mu_2 \)

\[
F_{1,j}(x) \leq e^{-j \text{kl}(\theta_2, \theta_1)} F_{2,j}(x) .
\]

If we insert this expression in the first result, we have that for any \( u \in [0,1] \) satisfying \( F_2(u) \leq F_2(\mu_2) \) the following result holds

\[
\alpha(M,j) \leq e^{-j \text{kl}(\theta_2, \theta_1)} u + (1 - u)^M .
\]

Remark 2. The second result is particularly interesting because there is a trade-off in the choice of \( u \). If we want to upper bound \( \alpha(M,j) \) by a relatively small quantity we need to choose small values for \( u \), however if \( u \) is too small then the second
term may become too large. In particular, making the approximation \((1 - u)^M \approx e^{-Mu}\) provides an optimal scaling of \(u\) of the form

\[u^* = \frac{j_{kl}(\theta_2, \theta_1) + \log M}{M},\]

and as a consequence

\[
\alpha(M, j) \leq e^{-j_{kl}(\theta_2, \theta_1) u^*} + (1 - u^*)^M
\]

\[
\leq \frac{j_{kl}(\theta_2, \theta_1) + \log M}{M} e^{-j_{kl}(\theta_2, \theta_1)} + e^{M \log \left(1 - \frac{j_{kl}(\theta_2, \theta_1)}{M} + \log M\right)}
\]

\[
\leq \frac{j_{kl}(\theta_2, \theta_1) + \log M}{M} e^{-j_{kl}(\theta_2, \theta_1)} + C_1 e^{-j_{kl}(\theta_2, \theta_1)}
\]

\[
= \frac{j_{kl}(\theta_2, \theta_1) + \log M + C_1 e^{-j_{kl}(\theta_2, \theta_1)}}{M},
\]

for some constant \(C_1\).

With these technical results we can now finish the proof of Lemma 4 by simply replacing \(M\) by its value in the double sum.

**Proof.** We denote \(\alpha_k\) the balance function between the arm \(k^*\) and an arm \(k\) and want to upper bound

\[
\sum_{r=r(\beta, K)}^T \sum_{j=\lceil \sqrt{\log r} - 1 \rceil}^{\lfloor (\log r)^2 \rfloor} \alpha_k \left(\beta r \frac{r}{K(K-1)(\log r)^2j}, j\right).
\]

We directly use the second result of Lemma 5, and choose the tuning of \(u\) from Remark 2. If we write \(a_{r,j} = \alpha_k \left(\beta r \frac{r}{K(K-1)(\log r)^2j}, j\right)\) and try to extract the order of \(a_{r,j}\) just in terms of \(r\) and \(j\) we obtain

\[
\alpha_k, j = O_{r,j} \left(\frac{j^2(\log r)^2}{r^2} e^{-j_{kl}(\theta_2, \theta_1)}\right)
\]

We then upper bound the term in \(j^2\) by another \((\log r)^4\) using the upper limit on the sum on \(j\), hence the only term left in \(j\) is \(e^{-j_{kl}(\theta_2, \theta_1)}\), which sums in a term of order \(\exp(-\sqrt{\log r})\). So we then obtain a term of the form

\[
\sum_{r=r(\beta, K)}^T \sum_{j=\lceil \sqrt{\log r} - 1 \rceil}^{\lfloor (\log r)^2 \rfloor} \alpha_k \left(\frac{r}{K(K-1)(\log r)^2j}, j\right) = O \left(\sum_{r=1}^T (\log r)^6 e^{-\sqrt{\log r}}\right).
\]

We conclude, using that for any integer \(k > 1\), \((\log r)^k = o(e^{\sqrt{\log r}})\). Hence

\[
\frac{(\log r)^6 e^{-\sqrt{\log r}}}{r} = o \left(\frac{1}{r(\log r)^2}\right),
\]

which is the general term of a convergent series. Hence we finally obtain

\[
\sum_{r=r(\beta, K)}^T \sum_{j=\lceil \sqrt{\log r} - 1 \rceil}^{\lfloor (\log r)^2 \rfloor} \alpha_k \left(\frac{r}{K(K-1)(\log r)^2j}, j\right) = O(1).
\]
B. LB-SDA with a limited memory

In this section the variant of LB-SDA using a limited storage memory introduced in Section 3.3 is analyzed. After introducing a few notations, we present a detailed version of the algorithm. We then provide a detailed proof of Theorem 2.

B.1. Notation for the Proof of Theorem 2

General notations for the stationary case:

- $K$ number of arms
- $\nu_k$ distribution of the arm $k$, with mean $\mu_k$. We assume that $\forall k, \nu_k \in \mathcal{P}_{\Theta}$, a one-parameter exponential family.
- We assume that $\mu_1 = \max_{k \in [K]} \mu_k$ so we call the (unique) optimal arm "arm 1".
- $I_k(x)$ some large deviation rate function of the arm $k$, evaluated in $x$. For one-parameter exponential families this function will always be the KL-divergence between $\nu_k$ and the distribution from the same family with mean $x$.
- $N_k(r)$ number of pull of arm $k$ up to (and including) round $r$.
- $Y_{k,i}$ reward obtained at the $i$-th pull of arm $k$.
- $\bar{Y}_{k,i}$ mean of the $i$-th first reward of arm $k$, $\bar{Y}_{k,n} = \frac{1}{m-n+1} \sum_{i=n}^{m} Y_{k,i}$. If $m-n = s$, then $\bar{Y}_{k,s}$ and $\bar{Y}_{k,n}$ have the same distribution.
- $\ell(r)$ leader at round $r$, $\ell(r) = \arg\max_{k \in \{1,\ldots,K\}} N_k(r)$.
- $A_r$ set of arms pulled at a round $r$.
- $\mathcal{R}_T$ regret up to (and including) round $T$.

Notations for the regret analysis, part relying on concentration:

- $Z^r = \{\ell(r) \neq 1\}$, the leader used at round $r + 1$ is suboptimal.
- $D^r = \{\exists u \in \lfloor r/4 \rfloor, \ldots, r\}$ such that $\ell(u-1) = 1$, the optimal arm has been leader at least once between $\lfloor r/4 \rfloor$ and $r$.
- $B^u = \{\ell(u) = 1, k \in A_{u+1}, N_k(u) = N_1(u) - 1$ for some arm $k\}$, the optimal arm is leader in $u$ but loses its duel against arm $k$, that have been pulled enough to possibly take over the leadership at next round.
- $C^u = \{\exists k \neq 1, N_k(u) \geq N_1(u), \bar{Y}_{k,u} \geq \bar{Y}_{1,u}\}$, the optimal arm is not the leader and has lost its duel against the suboptimal leader.
- $L^r = \sum_{u=\lfloor r/4 \rfloor}^{r} 1_{C^u}$.

B.2. The algorithm

Before giving the algorithm, we introduce additional notations that are used in the statement of the algorithm. The stored history for the arm $k$ at round $r$ is denoted $\mathcal{H}_k(r)$. At round $r$ when comparing the leader $\ell(r)$ and the arm $k \neq \ell(r)$ the last block of the history of $\ell(r)$ is used and is denoted $S(\mathcal{H}_k(r), \mathcal{H}_k(r))$. In particular, when both arms are saturated their entire history of length $m_r$ is used for the duel. The Last Block Subsampling Duelling Algorithm with Limited Memory is reported in Algorithm 3.
Algorithm 3 LB-SDA with Limited Memory

Input: $K$ arms, horizon $T$, $m_r$ storage limitation
Initialization: $t \leftarrow 1$, $r = 1 \forall k \in \{1, \ldots, K\}$, $N_{k_0} \leftarrow 0$, $\mathcal{H}_k = \{\}$

while $t < T$ do
    $\mathcal{A} \leftarrow \{\}$, $\ell \leftarrow \text{leader}(N, t)$
    if $r = 1$ then
        $\mathcal{A} \leftarrow \{1, \ldots, K\}$ (Draw each arm once)
    else
        for $k \neq \ell \in \{1, \ldots, K\}$ do
            if $N_k \leq \sqrt{\log r}$ or $\bar{Y}_{k, \mathcal{H}_k} > \bar{Y}_{\ell, \mathcal{S}(\mathcal{H}_k, \mathcal{H}_\ell)}$ then
                $\mathcal{A} \leftarrow \mathcal{A} \cup \{k\}$
            if $|\mathcal{A}| = 0$ then
                $\mathcal{A} \leftarrow \{\}$
        for $k \in \mathcal{A}$ do
            if card($\mathcal{H}_k$) $\geq m_r$ then
                pop($\mathcal{H}_k$) // Removing the oldest observation
            Pull arm $k$, observe reward $Y_{k, N_k + 1}$, $N_k \leftarrow N_k + 1$, $t \leftarrow t + 1$
            $\mathcal{H}_k = \mathcal{H}_k \cup \{Y_{k, N_k + 1}\}$ // Append the new observation
    $r \leftarrow r + 1$

B.3. Proof of Theorem 2

The beginning of the proof of Baudry et al. (2020) is valid for LB-SDA, however it has to be rewritten completely to introduce the storage limitation. We use the same notation as in Section 3.3 and introduce a sequence $m_r$ of allowed memory for each arm at a round $r$. In the beginning of the proof we do not make any assumption on the sequence $m_r$ except that $m_r / \log(r) \to +\infty$, which is required in the statement of Theorem 2. We further assume that $m_r$ is an integer for any round $r$, which does not change anything for the algorithm but simplifies the notations for the proof. In this section, without loss of generality, we assume that the arm 1 is the unique optimal arm $\mu_1 = \max_{k \in [K]} \mu_k$. We also recall that the arms are assumed to come from the same one-parameter exponential family of distributions.

In terms of notation, we remark that if $N_k(r) \geq m_r$ and $\ell(r) \neq k$ then the duel between $k$ and $\ell(r)$ is the comparison between $\bar{Y}_{k, N_k(r)}$ and $\bar{Y}_{\ell(r), N_{\ell(r)}(r)}$. Otherwise, if $N_k(r) \leq m_r$ and $\ell(r) \neq k$ then the duel is the comparison between $\bar{Y}_{k, N_k(r)}$ and $\bar{Y}_{\ell(r), N_{\ell(r)}(r) - N_k(r); N_{\ell(r)}(r)}$, which is the same as for the vanilla LB-SDA.

We recall that the set of saturated arms at round $r$ is defined as

$$\mathcal{S}_r = \{k \in \{1, \ldots, K\} : N_k(r) \geq m_r\}.$$  (5)

However, we do not change the definition of the leader that is still defined as $\ell(r) = \arg\max_{k \leq K} N_k(r)$ nor the corresponding tie-breaking rules. All along the proof we will use the Chernoff inequality, that states that for any exponential family of distribution and any $x, y$ satisfying $x < \mu_k < y$, then $\mathbb{P}(\bar{Y}_{k, n} \leq x) \leq e^{-kl(x, \mu_k)}$ and $\mathbb{P}(\bar{Y}_{k, n} \geq y) \leq e^{-kl(y, \mu_k)}$. To simplify the notation for each arm $k$ we define the real number $x_k = \frac{\mu_1 + \mu_k}{2} \in (\mu_k, \mu_1)$, and write $\omega_k = \min(kl(x_k, \mu_1), kl(x_k, \mu_k))$. Hence, we will write most of our results using concentration with this value $\omega_k$ for arm $k$.

We write $N_k(T)$ as $N_k(T) = 1 + \sum_{i=1}^{T-1} \mathbb{1}(k \in \mathcal{A}_{r+i})$. The first step of the proof is to decompose the number of pulls
We first study the term $E_1 = \mathbb{E} \left[ \sum_{r=2m_1}^{T-1} \mathbb{1}(k \in A_{r+1}, k \in S_r, \ell(r) = 1) \right]$ and use that under $k \in S_r$, the index of both arms will be a subsample of size $m_r$ of their history. We start the sum on the rounds at $2m_1$ because two arms cannot be saturated before this round is reached, so it holds that

$$E_1 \leq \sum_{r=2m_1}^{T-1} \mathbb{P}(\ell(r) = 1, k \in A_{r+1}, N_k(r) \geq m_r, N_1(r) \geq m_r)$$

$$\leq \sum_{r=2m_1}^{T-1} \mathbb{P}(\ell(r) = 1, k \in A_{r+1}, N_k(r) \geq m_r, N_1(r) \geq m_r, \bar{Y}_{k,N_k(r)-m_r+1:N_k(r)} \geq \bar{Y}_{1,N_1(r)-m_r+1:N_1(r)})$$

$$\leq \sum_{r=2m_1}^{T-1} \mathbb{P}(N_k(r) \geq m_r, \bar{Y}_{k,N_k(r)-m_r+1:N_k(r)} \geq x_k) + \sum_{r=2m_1}^{T-1} \mathbb{P}(N_1(r) \geq m_r, \bar{Y}_{1,N_1(r)-m_r+1:N_1(r)} \leq x_k)$$

$$\leq \sum_{r=2m_1}^{T-1} \mathbb{P}(\bar{Y}_{k,n_k-n_r+1:n_k} \geq x_k, N_k(r) = n_k) + \sum_{r=2m_1}^{T-1} \mathbb{P}(\bar{Y}_{1,n_1-n_r+1:n_1} \leq x_k, N_1(r) = n_1)$$

$$\leq 2 \sum_{r=2m_1}^{T-1} r e^{-m_r \omega_k},$$

where we used two main elements: 1) if two random variables $X$ and $Y$ satisfy $X \geq Y$ then for any threshold $\eta$ it holds that either $X \geq \eta$ or $Y \leq \eta$ (third line), and 2) the empirical averages of the fixed blocks of observations satisfy the Chernoff concentration inequality. Using the notation, we introduced

$$\mathbb{P}(\bar{Y}_{1,n_1-n_r+1:n_1} \leq x_k) = \mathbb{P}(\bar{Y}_{1,m_r} \leq x_k) \leq e^{-m_r \omega_k}$$

and

$$\mathbb{P}(\bar{Y}_{k,n_k-n_r+1:n_k} \geq x_k) = \mathbb{P}(\bar{Y}_{k,m_r} \geq x_k) \leq e^{-m_r \omega_k}.$$
We then calibrate $n_0(T)$ and state that for any $\varepsilon > 0$ there exists some $\eta_k \in (\mu_k, \mu_1)$ and write
\[
E_2 \leq n_0(T) + \mathbb{E} \left[ \sum_{r=1}^{T-1} \mathbb{1}(k \in A_{r+1}, k \notin S_r, \ell(r) = 1, N_k(r) \geq n_0(T)) \right].
\]

We then use that on the event $k \notin S_r$ the duels played between $k$ and 1 will be the classical duel with the last block: $k$ will compete with its empirical mean and 1 with the mean of its last block of size $N_k(r)$. We define some $\eta_k \in (\mu_k, \mu_1)$ and write
\[
E_2 \leq n_0(T) + \mathbb{E} \left[ \sum_{r=1}^{T-1} \mathbb{1}(k \in A_{r+1}, k \notin S_r, \ell(r) = 1, N_k(r) \geq n_0(T)) \right]
\]
\[
\leq n_0(T) + \mathbb{E} \left[ \sum_{r=1}^{T-1} \mathbb{1}(k \in A_{r+1}, \tilde{Y}_{k,N_k(r)} \geq \tilde{Y}_{1,N_1(r)-N_k(r)+1:N_1(r)}, \ell(r) = 1, N_k(r) \geq n_0(T)) \right]
\]
\[
\leq n_0(T) + \sum_{r=1}^{T-1} \mathbb{P} \left( k \in A_{r+1}, \tilde{Y}_{k,N_k(r)} \geq \eta_k, N_k(r) \geq n_0(T) \right)
\]
\[
+ \sum_{r=1}^{T-1} \mathbb{P} \left( k \in A_{r+1}, \tilde{Y}_{1,N_1(r)-N_k(r)+1:N_1(r)} \leq \eta_k, \ell(r) = 1, N_k(r) \geq n_0(T), N_1(r) \geq n_0(T) \right)
\]
where we used the same trick as for $E_1$ to obtain the last result.

We then use a union bound on the values of $N_k(r)$ for the first sum and on both $N_k(r)$ and $N_1(r)$ for the second sum, leading to
\[
E_2 \leq n_0(T) + \sum_{r=1}^{T-1} \sum_{n_k=n_0(T)}^{T-1} \mathbb{P} (k \in A_{r+1}, \tilde{Y}_{k,n_k} \geq \eta_k, N_k(r) = n_k)
\]
\[
+ \sum_{r=1}^{T-1} \sum_{n_k=n_0(T)}^{T-1} \sum_{n_1=n_0(T)}^{T-1} \mathbb{P} (k \in A_{r+1}, \tilde{Y}_{1,n_1-n_k+1:n_1} \leq \eta_k, N_k(r) = n_k, N_1(r) = n_1)
\]
\[
\leq n_0(T) + \sum_{n_k=n_0(T)}^{T-1} \sum_{n_1=n_0(T)}^{T-1} \mathbb{P} (\tilde{Y}_{k,n_k} \geq \eta_k) + \sum_{n_k=n_0(T)}^{T-1} \sum_{n_1=n_0(T)}^{T-1} \mathbb{P} (\tilde{Y}_{1,n_1-n_k+1:n_1} \leq \eta_k)
\]
where we used that $\sum_{r=1}^{T-1} \mathbb{1}(k \in A_{r+1}, N_k(r) = n_k) \leq 1$ to remove the sums in $r$ (simply ignoring the event $N_1(r) = n_1$ in the second term). Using the Chernoff inequality, we write
\[
E_2 \leq n_0(T) + e^{-n_0(T)\text{kl}(\eta_k, \mu_k)} + T e^{-n_0(T)\text{kl}(\eta_k, \mu_1)} \frac{1}{1 - e^{-\text{kl}(\eta_k, \mu_1)}}.
\]

We then calibrate $n_0(T)$ and $\eta_k$ in order to make these terms converge properly. We define $\varepsilon > 0$ and state $n_0(T) = \frac{1+\varepsilon}{\text{kl}(\mu_k, \mu_1)} \log T$. We then use the continuity of the kullback-leibler divergence on $(\mu_k, \mu_1)$ to state that for any $\delta > 0$, there exists some $\varepsilon > 0$ and $\eta_k \in (\mu_k, \mu_1)$ satisfying $\text{kl}(\eta_k, \mu_1) \geq \text{kl}(\mu_k, \mu_1) - \delta \geq \frac{1}{\text{kl}(\mu_k, \mu_1)+\varepsilon}$. This means that for any $\varepsilon > 0$, there exists some $\eta_k > 0$ satisfying $Te^{-n_0(T)\text{kl}(\eta_k, \mu_1)} \leq Te^{-n_0(T)}e^{-\frac{1+\varepsilon}{\text{kl}(\mu_k, \mu_1)+\varepsilon}} \log T \leq 1$. Hence, for any $\varepsilon > 0$ it holds that
\[
E_2 \leq \frac{1+\varepsilon}{I_1(\mu_k)} \log T + C_{k,\varepsilon},
\]
where $C_{k,\varepsilon}$ is a constant.
Combining these results we can write a first decomposition of $\mathbb{E}[N_k(T)]$ as

$$
\mathbb{E}[N_k(T)] \leq 1 + \frac{1}{T_1(\mu_k)} \log T + 2 \sum_{r=2m_1}^{T-1} r e^{-m_r \omega_k} + C_{k,\varepsilon} + \sum_{r=2m_1}^{T-1} \mathbb{P}(\ell(r) \neq 1) .
$$

We remark that this expression provides an explicit dependence in $m_r$ in the second term, that justifies the condition in Theorem 2 for $m_r$ (namely, $m_r/(\log r) \to +\infty$). Indeed, this condition is sufficient to ensure for instance that $m_r \geq \frac{1}{\omega_k} \log r$ for $r$ large enough, making the term inside the sum a $o(r^{-2})$.

The next step is to prove that $\sum_{r=1}^{T-1} \mathbb{P}(\ell(r) \neq 1) = o(\log T)$. As in the proof of (Chan, 2020) this part causes a lot of technical challenges, and we need to define several new events to analyze the different scenarios that could lead a suboptimal arm to be the leader at a round $r$. In the next steps we will consider the same events as in the original proof, but the storage limitation will add some complexity to the task. We will use the following property, issued from the definition of the leader $\ell(r) = k \Rightarrow N_k(r) \geq \left\lceil \frac{r}{K} \right\rceil$.

However, adding the storage constraint we have that for any $r$ satisfying $r \geq Km_r$ the leader has necessarily more than $m_r$ observations. For this reason, its history will be truncated to the $m_r$ last observations. However, we leverage the property that when $r$ is reasonably large, $m_r$ is large enough to guarantee a good concentration of the empirical mean of the saturated arms around their true mean. We will explain how this can be done in this section. We define $a_r = \lceil \frac{r}{\omega_k} \rceil$, and write the following decomposition

$$
\mathbb{P}(\ell(r) \neq 1) = \mathbb{P}(\{\ell(r) \neq 1\} \cap D^r) + \mathbb{P}(\{\ell(r) \neq 1\} \cap \bar{D}^r) .
$$

We define $D^r$ the event under which the optimal arm has been leader at least once in $[a_r, r]$.

$$
D^r = \{\exists u \in [a_r, r] \text{ such that } \ell(u) = 1\}.
$$

We now explain how to upper bound the term in the left hand side of Equation (8). We look at the rounds larger than some round $r_0$ that will be specified later in the proof.

B.3.1. Arm 1 has been leader $a_r$ and $r$

We introduce a new event

$$
B^u = \{\ell(u) = 1, k \in A_{u+1}, N_k(u) = N_1(u) - 1 \text{ for some arm } k\} .
$$

Under the event $D^r$, $\{\ell(r) \neq 1\}$ can only be true only if the leadership has been taken over by a suboptimal arm at some round between $a_r$ and $r$, that is

$$
\{\ell(r) \neq 1\} \cap D^r \subset \bigcup_{u=a_r}^{r-1} \{\ell(u) = 1, \ell(u+1) \neq 1\} \subset \bigcup_{u=a_r}^{r-1} B^u .
$$

Indeed, a leadership takeover can only happen after a challenger has defeated the leader while having at least the same number of observations minus one (however this situation is necessary but not sufficient to cause a change of leader, hence the strict inclusion).

We now upper bound $\sum_{r=r_0}^{T-1} \sum_{u=a_r}^{r} \mathbb{P}(B^u)$. We use the notation $b_r = \lceil a_r/K \rceil$ representing the minimum of samples of the leader at the round $a_r$. Hence we are sure that under $B^u$ arm 1 had at least $b_u$ observations when it lost the duel that cost it the leadership.

We then take an union bound on all the suboptimal arms $k \in \{2, \ldots, K\}$, defining

$$
B^u = \bigcup_{k=2}^{K} B_k^u := \{\ell(u) = 1, k \in A_{u+1}, N_k(u) = N_1(u) - 1\} ,
$$

which fixes the specific suboptimal arm that could have taken the leadership.
Choosing $x_k, \omega_k$ as in the previous section we can write

\[
\sum_{r=r_0}^{T-1} \sum_{u=a_r}^{r} \mathbb{P}(B^u_k) = \mathbb{E} \left[ \sum_{r=r_0}^{T-1} \sum_{u=a_r}^{r} \mathbb{I}(\ell(u) = 1, k \in \mathcal{A}_{u+1}, N_1(u) = N_k(u) + 1) \right]
\]

\[
\leq \mathbb{E} \left[ \sum_{r=r_0}^{T-1} \sum_{u=a_r}^{r} \mathbb{I}(\ell(u) = 1, k \in \mathcal{A}_{u+1}, N_1(u) = N_k(u) + 1, k \notin \mathcal{S}_u) \right]_{B_1}
\]

\[
+ \mathbb{E} \left[ \sum_{r=r_0}^{T-1} \sum_{u=a_r}^{r} \mathbb{I}(\ell(u) = 1, k \in \mathcal{A}_{u+1}, N_1(u) = N_k(u) + 1, k \in \mathcal{S}_u) \right]_{B_2}.
\]

We proceed similarly as in the previous part, analyzing separately the case $k \in \mathcal{S}_u$ and the case $k \notin \mathcal{S}_u$ with $\mathcal{S}_u$ defined in Equation (5). We start with the term $B_1$,

\[
B_1 \leq \mathbb{E} \left[ \sum_{r=r_0}^{T-1} \sum_{u=a_r}^{r} \mathbb{I}(N_1(u) \geq b_r, \bar{Y}_{k,N_1(u)} \geq \bar{Y}_1,N_1(u) = N_k(u) + 1, k \in \mathcal{A}_{u+1}, k \notin \mathcal{S}_u) \right]
\]

\[
\leq \mathbb{E} \left[ \sum_{r=r_0}^{T-1} \sum_{u=a_r}^{r} \mathbb{I}(N_1(u) \geq b_r, \bar{Y}_{k,N_1(u)} \geq x_k, N_1(u) = N_k(u) + 1, k \in \mathcal{A}_{u+1}, k \notin \mathcal{S}_u) \right]
\]

\[
+ \mathbb{E} \left[ \sum_{r=r_0}^{T-1} \sum_{u=a_r}^{r} \mathbb{I}(N_1(u) \geq b_r, \bar{Y}_1,N_1(u) = N_k(u) + 1, k \in \mathcal{A}_{u+1}, k \notin \mathcal{S}_u) \right].
\]

We now separately upper bound each of these two terms. First,

\[
(10) \leq \mathbb{E} \left[ \sum_{r=r_0}^{T-1} \sum_{u=a_r}^{r} \sum_{n_k=b_r-1}^{m_u-1} \mathbb{I}(N_k(u) = n_k, k \in \mathcal{A}_{u+1}, \bar{Y}_{k,n_k} \geq x_k) \right]
\]

\[
\leq \mathbb{E} \left[ \sum_{r=r_0}^{T-1} \sum_{u=a_r}^{r} \sum_{n_k=b_r-1}^{m_u-1} \mathbb{I}(N_k(u) = n_k, k \in \mathcal{A}_{u+1}, \bar{Y}_{k,n_k} \geq x_k) \right]
\]

\[
\leq \mathbb{E} \left[ \sum_{r=r_0}^{T-1} \sum_{n_k=b_r-1}^{m_u-1} \mathbb{I}(\bar{Y}_{k,n_k} \geq x_k) \sum_{u=a_r}^{r} \mathbb{I}(N_k(u) = n_k) \mathbb{I}(k \in \mathcal{A}_{u+1}) \right] \leq 1
\]

\[
\leq \sum_{r=r_0}^{T-1} \sum_{n_k=b_r-1}^{m_u-1} \mathbb{P}(\bar{Y}_{k,n_k} \geq x_k)
\]

\[
\leq \sum_{r=r_0}^{T-1} \sum_{n_k=b_r-1}^{m_u-1} \exp(-n_k \omega_k)
\]

\[
\leq \sum_{r=r_0}^{T-1} \frac{e^{-(b_r-1)\omega_k}}{1 - e^{-\omega_k}}.
\]

We remark that by definition $b_r \geq a_r/K \geq r/(4K)$ and using $r_0 \geq 8$, we conclude that

\[
(10) \leq \frac{e^{(1 - \frac{1}{4K})\omega_k}}{(1 - e^{-\omega_k})(1 - e^{-\omega_k/(4K)})}.
\]
As the subsampling in LB-SDA is deterministic, thanks to \( N_1(r) = N_k(u) + 1 \) we obtain the same result for (11),

\[
(11) \leq \mathbb{E} \left[ \sum_{r=r_0}^{T-1} \sum_{u=a_r}^r \sum_{n_k=b_r-1}^r \mathbb{1}(\bar{Y}_{1,2:n_k+1} \leq x_k) \mathbb{1}(N_k(u) = n_k) \mathbb{1}(k \in A_{u+1}) \right] 
\]

\[
\leq \mathbb{E} \left[ \sum_{r=r_0}^{T-1} \sum_{u=a_r}^r \sum_{n_k=b_r-1}^r \mathbb{1}(\bar{Y}_{1,2:n_k+1} \leq x_k) \sum_{u=a_r}^r \mathbb{1}(N_k(u) = n_k) \mathbb{1}(k \in A_{u+1}) \right] 
\]

\[
\leq \sum_{r=r_0}^{T-1} \sum_{u=a_r}^r \mathbb{P}(\bar{Y}_{1,n_k} \leq x_k) 
\leq e^{(1-\frac{2}{K})\omega_k} 
\leq \frac{(1-e^{-\omega_k})(1-e^{-\omega_k/(4K)})}{1} 
\]

We then control \( B_2 \). For \( B_2 \) the condition \( N_1(u) = N_k(u) + 1 \) will not be used but instead we use Equation (6) already established in the previous section.

\[
\sum_{u=1}^r \mathbb{P}(k \in A_{u+1}, k \in S_u, \ell(u) = 1) \leq 2 \sum_{u=2m_1}^r u e^{-m_u \omega_k} 
\]

which leads to

\[
B_2 \leq \mathbb{E} \left[ \sum_{r=r_0}^{T-1} \sum_{u=a_r}^r \mathbb{1}(\ell(u) = 1, k \in A_{u+1}, N_1(u) = N_k(u) + 1, k \in S_u) \right] 
\]

\[
\leq \sum_{r=r_0}^{T-1} \sum_{u=a_r}^r 2u e^{-m_u \omega_k} 
\]

Then, if consider \( r_0 = \min \{ r : a_r \geq 2m_1 \} \) we can further upper bound \( B_2 \) by

\[
B_2 \leq \sum_{r=r_0}^{T-1} \sum_{u=a_r}^r 2u e^{-m_u \omega_k} 
\leq 2 \sum_{r=r_0}^{T-1} \sum_{u=a_r}^r 2u e^{-m_u \omega_k} 
\leq 2 \sum_{r=r_0}^{T-1} r^2 e^{-m_u \omega_k} 
\]

We first use this result without commenting its dependence in the sequence \( (m_r)_{r \geq 1} \). Summing on all suboptimal arms \( k \) we obtain

\[
\sum_{r=r_0}^{T-1} \mathbb{P}(\ell(r) \neq 1) \leq 2 \sum_{k=2}^K \left[ \frac{e^{(1-\frac{2}{K})\omega_k}}{(1-e^{-\omega_k})(1-e^{-\omega_k/(4K)})} + \sum_{r=r_0}^{T-1} r^2 e^{-m_u \omega_k} \right] 
\]

Hence, the sums of the probability that arm 1 is not the leader while it has already been before is upper bounded by two terms: a problem-dependent constant, and a term that depends of the sequence of memory limits \( (m_r)_{r \geq 1} \). We can further analyze this second term. First, we remark that contrarily to the term in \( m_r \) in Equation (7) this time we have both \( r^2 \) and \( m_{a_r} \) instead of \( m_r \), with \( a_r = \lceil r/4 \rceil \). Hence, for a fixed \( r \) the term of the sum is larger in this case. However, the constraint \( m_r/\log(r) \to +\infty \) is again sufficient to ensure a proper convergence of this sum to a constant with the same arguments. This is mainly because the choice of \( a_r \) as a fraction of \( r \) ensures that \( m_{a_r} \) will be sufficiently large.
We further decompose the probability of
\[ P_C \] with\[ D \]
Again, \( \ell \) difference between
For the event featuring \( \{ \exists k \neq 1, \ell(u) = k, 1 \notin A_{u+1} \} \). The following holds
\[ P(\ell(r) \neq 1 \cap \mathcal{B}^r) \leq \mathbb{P}(\mathcal{L}^r \geq r/4) . \] (13)
This result comes from (Chan, 2020), along with the direct use of the Markov inequality to provide the upper bound
\[ \mathbb{P}(\mathcal{L}^r \geq r/4) \leq \frac{\mathbb{E}(\mathcal{L}^r)}{r/4} = \frac{4}{r} \sum_{u=a_r}^{r} \mathbb{P}(C^u) . \] (14)
We further decompose the probability of \( \mathbb{P}(C^u) \) in two parts depending on the value of the number of selections of arm 1. For the next steps we define the following events, \( \{ N_1(u) \leq C/4 \log(u) \} \) and \( \{ N_1(u) \geq C/4 \log(u) \} \), for some constant \( C \) that is not known by the algorithm and that we will define later. This idea handle the memory limit through this parameter \( C \). Indeed, we only know that the sequence \( (m_r)_{r \geq 1} \) satisfies \( m_r/(\log(r)) \to +\infty \). For this reason, we know that for any \( C > 0 \) there exists a round \( r_C \) such that for any \( r \geq r_C \) then \( m_r \geq C \log(r) \).
Using Equation (13) and Equation (14), we have
\[ \sum_{r=r_0}^{T-1} \mathbb{P}(\{ \ell(r) \neq 1 \} \cap \mathcal{B}^r) \leq \sum_{r=r_0}^{T-1} \frac{4}{r} \sum_{u=a_r}^{r} \mathbb{P}(N_1(u) \leq C/4 \log(u)) \]
\[ + \sum_{r=r_0}^{T-1} \frac{4}{r} \sum_{u=a_r}^{r} \mathbb{P}(C^u, N_1(u) \geq C/4 \log(u)) . \]
Again, \( D \) can be upper bounded by splitting the cases when the optimal arm is saturated or not. We also introduce \( C_k^u = \{ \ell(u) = k, 1 \notin A_{u+1} \} \) for any \( k \in \{2, \ldots, K\} \) and obtain
\[ D \leq \sum_{k=2}^{K} \left[ \sum_{r=r_0}^{T-1} \frac{4}{r} \sum_{u=a_r}^{r} \mathbb{P}(C_k^u, N_1(u) \geq C/4 \log(u), 1 \in S_u) \right] + \sum_{r=r_0}^{T-1} \frac{4}{r} \sum_{u=a_r}^{r} \mathbb{P}(C_k^u, N_1(u) \geq C/4 \log(u), 1 \notin S_u) \]
For the event featuring \( \{ 1 \in S_u \} \) we can use the result of the previous sections because in the event we consider there is no difference between \( \ell(r) = 1 \) and \( \ell(r) = k \) when both arms are saturated. Following the proof for obtaining Equation (6), one has
\[ \sum_{u=a_r}^{r} \mathbb{P}(1 \notin A_{u+1}, 1 \in S_u, \ell(u) = k) \leq 2 \sum_{u=a_r}^{r} ue^{-m_u a_k} . \] (15)
With this result we then obtain

\[
D_{k,1} = \sum_{r=r_0}^{T-1} \frac{4}{r} \sum_{u=a_r}^{r} \mathbb{P}(C_k^u, 1 \in S_u)
\]

\[
\leq \sum_{r=r_0}^{T-1} \frac{4}{r} \sum_{u=a_r}^{r} \mathbb{P}(1 \notin A_{u+1}, 1 \in S_u, \ell(u) = k)
\]

\[
\leq \sum_{r=r_0}^{T-1} \frac{4}{r} \sum_{u=a_r}^{r} 2ue^{-m_u \omega_k} \quad \text{(Equation (15))}
\]

\[
\leq 8 \sum_{r=r_0}^{T-1} e^{-m_u \omega_k}
\]

\[
\leq 8 \sum_{r=r_0}^{T-1} re^{-m_u \omega_k}
\]

\[
D_{k,2} \leq \sum_{r=r_0}^{T-1} \frac{4}{r} \sum_{u=a_r}^{r} \mathbb{P}(C_k^u, N_1(u) \geq \frac{C}{4} \log(u), 1 \notin S_u)
\]

\[
\leq \sum_{r=r_0}^{T-1} \frac{4}{r} \sum_{u=a_r}^{r} \mathbb{P}(\bar{Y}_{k,N_1(u)} - N_1(u) + 1: N_k(u) > \bar{Y}_1, N_1(u) \geq \frac{C}{4} \log(u), 1 \notin S_u, N_k(u) > N_1(u))
\]

\[
\leq \sum_{r=r_0}^{T-1} \frac{4}{r} \sum_{u=a_r}^{r} \left[ \frac{1}{1 - e^{-\omega_k}} e^{-\frac{C}{4} \log(a_r) \omega_k} + \frac{r}{1 - e^{-\omega_k}} e^{-\frac{C}{4} \log(a_r) \omega_k} \right]
\]

\[
\leq \sum_{r=r_0}^{T-1} \frac{4(r+1)}{r(1 - e^{-\omega_k})} e^{-\frac{C}{4} \log(a_r) \omega_k}
\]

\[
\leq \sum_{r=r_0}^{T-1} \frac{6}{1 - e^{-\omega_k}} e^{-\frac{C}{4} \log(a_r) \omega_k}
\]

So finally

\[
D \leq \sum_{k=2}^{K} \left[ 8 \sum_{r=r_0}^{T-1} re^{-m_u \omega_k} + \sum_{r=r_0}^{T-1} \frac{6}{1 - e^{-\omega_k}} e^{-\frac{C}{4} \log(a_r) \omega_k} \right].
\]

At this step we remark that we need to choose the constant $C$ large enough in order to make this sum converge to a constant. We remind here, that $C$ is only an analysis parameter. We then consider the term $B$. As in Baudry et al. (2020) we transform the double sum in a simple sum by simply counting the number of times each term is included. For any integer $s$ and any round $r$, the term $\frac{4}{s}$ only if $a_s \leq r \leq s$. With the value $a_r = \left[ \frac{r}{2} \right]$ we obtain

\[
B = \sum_{r=r_0}^{T} \frac{4}{r} \sum_{u=a_r}^{r} \mathbb{P}(N_1(u) \leq \frac{C}{4} \log(u)) = \sum_{r=r_0}^{T} \left( \sum_{i=1}^{r} \frac{4}{i} \mathbb{I}(t \in [r, 4r]) \right) \mathbb{P}(N_1(r) \leq \frac{C}{4} \log(u)).
\]

If we remark that $\sum_{t=1}^{r} \frac{4}{i} \mathbb{I}(t \in [s, 4s]) \leq (4s - s + 1) \times \frac{4}{s} \leq 16$, we finally get:

\[
\sum_{r=r_0}^{T} \mathbb{P}(\{\ell(r) \neq 1\} \cap T^r) \leq r_0 + 16 \sum_{r=r_0}^{T} \mathbb{P}(N_1(r) \leq \frac{C}{4} \log(r)) + D(\nu). \quad (16)
\]

Combining (12) and (16) yields

\[
\sum_{r=r_0}^{T} \mathbb{P}(\ell(r) \neq 1) \leq r_0 + 16 \sum_{r=r_0}^{T} \mathbb{P}(N_1(r) \leq \frac{C}{4} \log(r)) + D_k(\nu)
\]
for some constant $D'_k(ν)$ that depends on $k$ and $ν$. Hence, the storage limit may introduce larger constant terms in the proof, but asymptotically the dominant terms are the same as in the proof of the vanilla LB-SDA algorithm.

The last step is to show that we can upper the last term as we did in Appendix A. To do so, we only need to prove that if $r_0$ is large enough and $\{N_1(r) \leq C/4 \log(r)\}$, then the arm 1 has not been saturated for a long time. This way we would handle the saturation exactly as we handled the forced exploration (which is still present here) in the proof for the vanilla LB-SDA. To do so, we define the function $m^{-1}(x) = \inf\{r : m_r \geq x\}$. If we had exactly $m_r = C \log r$ then this function would be $m^{-1}(x) = \exp(x/C)$. Up to choosing a slightly larger $r_0$, we consider that for any $r > r_0$ we also have $m^{-1}(C/4 \log r) \leq \exp(C/4 \log(r) C^{-1}) = r^{1/4}$. Hence, after the round $r_0$ we are sure that arm 1 has never been saturated since the round $r^{1/4}$, hence we can apply the same sketch of proof as in Appendix A to conclude that

$$\sum_{r=r_0}^T \mathbb{P}(N_1(r) \leq C/4 \log(r)) = O(1).$$

### C. Proof for Switching Bandits

As explained in the main paper bounding $\mathbb{E}[N^D_{k\phi}]$, the number of pulls of a suboptimal arm $k$ during a phase $\phi$ is sufficient to control the dynamic regret. During the phase $\phi$ the best arm is denoted $k_{\phi}^*$. We consider the SW-LB-SDA policy with a sliding window of size $τ$. We also define $\delta_\phi = r_{\phi+1} - r_\phi$, the random number of rounds in the phase $\phi$. Due to the sliding window, we use the definition of the leader introduced in Section 4 and recall that $N_k^r(r) = \sum_{s=r-τ}^{r-1} \mathbb{I}(k \in A_{s+1})$, i.e. number of times arm $k$ has been pulled during the $τ$ last rounds.

Then for any $r \in \mathbb{N}$, the leader at round $r + 1$ is defined as

$$\ell^*(r + 1) = \begin{cases} \arg\max_{k \in \{1, \ldots, K\}} N^\tau_k(r + 1) & \text{if } N^\tau_{\ell^*(r)}(r + 1) < \min(r, τ)/(2K) \\ \arg\max_{k \in B_r \cup \{\ell^*(r)\}} N^\tau_k(r + 1) & \text{otherwise} \end{cases}$$

### C.1. Details for SW-LB-SDA Implementation

With our new definition of the leader, it could happen that for some rounds the leader is not the arm with the largest number of samples when $K \geq 3$. We give an example of such a behavior: assume that the first round is $r = 1$, there are $2n + m$ rounds and $K = 3$ arms drawn in the following order (1 arm per round): $m$ pulls of arm 1, followed by $n > m$ pulls of arm 3 and then $n - m$ pulls of arm 1. If the length of the sliding window is $τ = 2n$ and the leader at the round $(m + n + (n - m) = 2n)$ is 1, then we see that 1 will lose samples during the next $m$ rounds. If for those $m$ successive rounds only the arm 2 is pulled, then 1 will stay leader with $n - m$ samples while 3 still have $n$ samples. At the end (round $2n + m$), the leader is arm 1, we have $N^\tau_1(2n + m) = n - m < N^\tau_3(2n + m) = n$. This example highlights that is it possible that the leader is not the arm that has been played the most with a sliding window.

For this reason, the duels are slightly different to the stationary case. The index of the leader for duels against an arm with a larger number of samples is simply the mean of its observations collected during the last $τ$ rounds. Indeed, in this case both arms have a large number of samples hence subsampling is not necessary. This explain why the term $\hat{\mu}_{\ell^*,k}$ is used in Algorithm 2.
C.2. Analysis

We use the notation introduced in Section 4. The beginning of the proof takes elements from Garivier & Moulines (2008) and Baudry et al. (2020). For \( k \neq k^*_\phi \) and an arbitrary function \( A^\phi_{k,\tau} \), we write

\[
N^\phi_k = \sum_{r=r_\phi}^{r_\phi+1} \mathbb{1} (k \in A_{r+1}) \\
\leq 2\tau + \sum_{r=r_\phi+2\tau-2}^{r_\phi+1} \mathbb{1} (k \in A_{r+1}) \\
\leq 2\tau + \sum_{r=r_\phi+2\tau-2}^{r_\phi+1} \mathbb{1} \left( k \in A_{r+1}, \ell^\tau (r) = k^*_\phi, N^\phi_k (r) \geq A^\phi_{k,\tau} \right) \\
+ \sum_{r=r_\phi+2\tau-2}^{r_\phi+1} \mathbb{1} \left( k \in A_{r+1}, N^\phi_k (r) < A^\phi_{k,\tau} \right) + \sum_{r=r_\phi+2\tau-2}^{r_\phi+1} \mathbb{1} \left( k \in A_{r+1}, \ell^\tau (r) \neq k^*_\phi \right)
\]

We then use the following lemma.

**Lemma 6** (Adaptation of Lemma 25 from (Garivier & Moulines, 2008)).

\[
\sum_{r=r_\phi+2\tau-2}^{r_\phi+1} \mathbb{1} (k \in A_{r+1}, N^\phi_k (r) < A) \leq \frac{\delta_{\phi} A}{\tau}.
\]

Therefore,

\[
N^\phi_k \leq 2\tau + \frac{\delta_{\phi} A^\phi_{k,\tau}}{\tau} + \sum_{r=r_\phi+2\tau-2}^{r_\phi+1} \mathbb{1} \left( k \in A_{r+1}, \ell^\tau (r) = k^*_\phi, N^\phi_k (r) \geq A^\phi_{k,\tau}, D^\tau_k (r) = 0 \right) \\
+ \sum_{r=r_\phi+2\tau-2}^{r_\phi+1} \mathbb{1} \left( \ell^\tau (r) = k^*_\phi, D^\tau_k (r) = 1 \right) + \sum_{r=r_\phi+2\tau-2}^{r_\phi+1} \mathbb{1} \left( \ell^\tau (r) \neq k^*_\phi \right).
\]

We control the expectation of these terms separately.

C.2.1. **Upper bounding** \( \mathbb{E}[c^\phi_{k,1}] \)

We recall that

\[
\mathbb{E}[c^\phi_{k,1}] = \mathbb{E} \left[ \sum_{r=r_\phi+2\tau-2}^{r_\phi+1} \mathbb{1} \left( k \in A_{r+1}, \ell^\tau (r) = k^*_\phi, N^\phi_k (r) \geq A^\phi_{k,\tau}, D^\tau_k (r) = 0 \right) \right].
\]

We start by stating a lemma on the concentration of subsample means in Last Block sampling that is crucial for the proof.
Lemma 7. We consider a stationary phase $\phi$ and the multi-arm bandit model characterized by $(\nu^\phi_1, \ldots, \nu^\phi_K)$. Let $k^\phi_*$ denote the arm with the largest mean. For each arm we assume there exists a continuous rate function $I_k$ satisfying $I_k(x) = 0$ if $x = \mathbb{E}_{X \sim \nu^\phi_k(X)} = \mu_k^\phi$ and $I_k(x) \geq 0$ otherwise. Furthermore,
\[
\forall x > \mu_k^\phi, \quad \mathbb{P}(\tilde{Y}_n \geq x) \leq e^{-nI_k(x)},
\]
\[
\forall y < \mu_k^\phi, \quad \mathbb{P}(\tilde{Y}_n \leq y) \leq e^{-nI_k(y)}.
\]

Then, for any constant $n \in \mathbb{N}$ satisfying $n \geq f(\tau) = \sqrt{\log \tau}$, by letting $\tilde{n} = \min(n, \lfloor\tau/(2K)\rfloor)$ it holds that
\[
\mathbb{E} \left[ \sum_{r=\tilde{n}+2}^{r+1-2} \mathbb{1} \left( k \in A_{r+1}, \ell^r(r) = k^\phi_*, N_k^\phi(r) \geq n, D_k^\phi(r) = 0 \right) \right] \leq \delta_\phi(\tau + 1) \frac{e^{-\tilde{n} \omega_k}}{1 - e^{-\omega_k}},
\]
where we defined $\omega_k = \min \left( I_k \left( \frac{1}{2}(\mu_k^\phi + \mu_{k^\phi_*}^\phi) \right), I_{k^\phi_*} \left( \frac{1}{2}(\mu_{k^\phi_*}^\phi + \mu_{k^\phi_*}^\phi) \right) \right)$, and $\delta_\phi$ is the length of the phase and $\tau$ the size of the sliding window. Similarly,
\[
\mathbb{E} \left[ \sum_{r=\tilde{n}+2}^{r+1-2} \mathbb{1} \left( k^\phi_* \notin A_{r+1}, \ell^r(r) = k^\phi_*, N_k^\phi(r) \geq n \right) \right] \leq \delta_\phi(\tau + 1) \frac{e^{-\tilde{n} \omega_k}}{1 - e^{-\omega_k}}.
\]

Proof. We start with the first claim. Under the considered event, an arm $k$ can be drawn for three reasons: 1) $D_k^\phi = 1$, the diversity flag of this arm is raised 2) $N_k^\phi(r) \leq \sqrt{\log \tau}$, the forced exploration is used, or 3) $k$ has won its duel against the leader $k^\phi_*$. In our case, as $D_k^\phi = 0$ and $N_k^\phi(r) \geq n \geq \sqrt{\log \tau}$, if $k$ is pulled while $k^\phi_*$ is leader then $k$ has won its duel against $k^\phi_*$. Under this event, the duel between $k$ and $k^\phi_*$ is a comparison between the mean of two blocks containing at least $\min(n, \tau/(2K))$ observations because of the definition of the leader. As in Baudry et al. (2020) we use that for any threshold $\xi_k$, $k$ wins the duel only if either $\hat{\mu}_k(r) \geq \xi_k$ or $\hat{\mu}_{k^\phi_*}(r) \leq \xi_k$. For the sake of simplicity in our results we choose $\xi_k$ as the number satisfying $\xi_k = \frac{1}{2}(\mu_k^\phi + \mu_{k^\phi_*}^\phi)$, and this choice will remain the same for the rest of the paper. We then write
\[
A = \mathbb{E} \left[ \sum_{r=\tilde{n}+2}^{r+1-2} \mathbb{1} \left( k \in A_{r+1}, \ell^r(r) = k^\phi_*, N_k^\phi(r) \geq n, D_k^\phi(r) = 0 \right) \right]
\]
\[
\leq \mathbb{E} \left[ \sum_{r=\tilde{n}+2}^{r+1-2} \mathbb{1} \left( k \in A_{r+1}, \{ \hat{\mu}_k(r) \geq \xi_k \cup \hat{\mu}_{k^\phi_*}(r) \leq \xi_k \}, N_k^\phi(r) \geq \tau/(2K), N_k^\phi(r) \geq n \right) \right]
\]
\[
\leq \mathbb{E} \left[ \sum_{r=\tilde{n}+2}^{r+1-2} \mathbb{1} \left( k \in A_{r+1}, \hat{\mu}_{k^\phi_*}(r) \leq \xi_k, N_k^\phi(r) \geq \tau/(2K), N_k^\phi(r) \geq n \right) \right]
\]
\[
+ \mathbb{E} \left[ \sum_{r=\tilde{n}+2}^{r+1-2} \mathbb{1} \left( k \in A_{r+1}, \hat{\mu}_k(r) \geq \xi_k, N_k^\phi(r) \geq \tau/(2K), N_k^\phi(r) \geq n \right) \right].
\]

First note that for a given arm $k$ all possible blocks of observations are uniquely described by two quantities: $N_k^\phi(r)$ the number of observations of arm $k$ from the beginning of the phase $\phi$ and $N_k^\phi(r)$ number of observations of arm $k$ over the last $\tau$ rounds. We will use this property to bound the two previous sums.

Starting by the simpler term featuring the arm $k$, we use
\[
\mathbb{1} \left( k \in A_{r+1}, \hat{\mu}_k(r) \geq \xi_k, N_k^\phi(r) \geq \tau/(2K), N_k^\phi(r) \geq n \right) \leq \mathbb{1} \left( k \in A_{r+1}, \hat{\mu}_k(r) \geq \xi_k, N_k^\phi(r) \geq n \right).
\]

$N_k^\phi$ is defined by $N_k^\phi(r) = \sum_{s=r-1}^{r-1} \mathbb{1}(k \in A_{s+1})$. For a given round $r$ if the indicator from the RHS of Equation (19) is equal to 1, it implies that there is a block of length at least $n$ with a mean at least $\xi_k$. More formally, when introducing
We then have to handle carefully the fact that
\[
S_{n,m}^n(r) = \{ k \in A_{r+1}, \hat{\mu}_k(r) \geq \xi_k, N_k^\phi(r) = m + n - 1, N_k^\tau(r) = n \},
\]
the following holds.
\[
\{ k \in A_{r+1}, \hat{\mu}_k(r) \geq \xi_k, N_k^\phi(r) \geq n \} \subset \bigcup_{n_k=n}^{\delta_\phi} \bigcup_{m_k=1}^{\delta_\phi} S_{n_k,m_k}^{n,m}(r). \tag{20}
\]
For the sake of clarity, we denote \( Y_{k,1}, \ldots, Y_{k,\delta_\phi} \) the set of possible rewards for the arm \( k \) for the phase \( \phi \). If the indicator function equals one for a given round \( r_0 \), then \( \{ k \in A_{r_0+1} \} \) holds. The same block (same value for both \( n \) and \( m \)) can not be used for upcoming rounds because \( N_k^\phi(r_0+1) \) will satisfy \( N_k^\phi(r_0+1) = 1 + N_k^\phi(r_0) \). More specifically, for the arm \( k \) for any possible block there is at most one round for which the indicator function can be 1., i.e.,
\[
\sum_{n_k=n}^{\delta_\phi} \sum_{m_k=1}^{\delta_\phi} \sum_{r=r_0+2r-2}^{r+1-2} \mathbb{1} (S_{n_k,m_k}^{n,m}(r)) \leq \sum_{n_k=n}^{\delta_\phi} \sum_{m_k=1}^{\delta_\phi} \mathbb{1} (Y_{k,m_k:n_k}^{n,m}(r)) \quad \forall r \in \{ \tau \}
\]
Similarly, we denote \( Y_{k^*,1}, \ldots, Y_{k^*,\delta_\phi} \) the set of possible rewards for the arm \( k^*_\phi \) and let
\[
S_{k^*_\phi}^{n,m}(r) = \{ k \in A_{r+1}, \hat{\mu}_{k^*_\phi}(r) \leq \xi_k, N_{k^*_\phi}(r) = m + n - 1, N_{k^*_\phi}^\tau(r) = n \}.
\]
We also have
\[
\{ k \in A_{r+1}, \hat{\mu}_{k^*_\phi}(r) \leq \xi_k, N_{k^*_\phi}(r) \geq n' \} \subset \bigcup_{n'=n}^{\delta_\phi} \bigcup_{m'=1}^{\delta_\phi} S_{k^*_\phi}^{n',m'}(r). \tag{21}
\]
The main difference here is that several rounds can use the same block of observations of \( k^*_\phi \). This can be explained because when the indicator function equals 1 the arm \( k \) is drawn instead of \( k^*_\phi \) and the previous argument do not hold anymore. Yet, \( N_{k^*_\phi}(r) \) can not remain unchanged for more than \( \tau \) steps because of the sliding window. This implies in particular,
\[
\sum_{n'=n}^{\delta_\phi} \sum_{m'=1}^{\delta_\phi} \sum_{r=r_0+2r-2}^{r+1-2} \mathbb{1} (S_{k^*_\phi}^{n',m'}(r)) \leq \tau \sum_{n'=n}^{\delta_\phi} \sum_{m'=1}^{\delta_\phi} \mathbb{1} (Y_{k,m':m'+n'}^{n',m'}(r \leq \xi_k) \quad \forall r \in \{ \tau \}
\]
Bringing things together and applying the previous inequality with \( n' = \lfloor \tau/(2K) \rfloor \) we obtain
\[
A \leq \mathbb{E} \left[ \sum_{m' = 1}^{\delta_\phi} \sum_{n' = n}^{\delta_\phi} \tau \mathbb{1} (Y_{k,m':m'+n'}^{n',m'}(r \leq \xi_k) + \sum_{m_k = 1}^{\delta_\phi} \sum_{n_k = n}^{\delta_\phi} \mathbb{1} (Y_{k,m_k:n_k}^{n,m+k-1} \geq \xi_k) \right].
\]
We then have to handle carefully the fact that \( \hat{\delta}_\phi \) is actually a random variable depending on the bandit algorithm. Indeed, as several arms can be pulled at each round we don’t know what will be the length of a phase in terms of rounds. However, this quantity is upper bounded by the actual length of the phase in terms of arms pulled \( \hat{\delta}_\phi \).
Thus, using the concentration inequality corresponding to the family of distributions for an appropriate rate function we can write
\[
A \leq \sum_{m' = n}^{\delta_\phi} \sum_{n' = n}^{\delta_\phi} \tau \mathbb{P} (Y_{k,m':m'+n'}^{n',m'}(r \leq \xi_k) + \sum_{m_k = 1}^{\delta_\phi} \sum_{n_k = n}^{\delta_\phi} \mathbb{P} (Y_{k,m_k:n_k}^{n,m+k-1} \geq \xi_k)
\]
\[
\leq \sum_{m' = n}^{\delta_\phi} \sum_{n' = n}^{\delta_\phi} \tau e^{-n'I_{k^*_\phi}(\xi_k) + \sum_{m_k = n}^{\delta_\phi} \sum_{n_k = n}^{\delta_\phi} e^{-n_k I_{k^*_\phi}(\xi_k)}
\]
\[
\leq \hat{\delta}_\phi \left( \frac{e^{-n'I_{k^*_\phi}(\xi_k)} + \sum_{m_k = n}^{\delta_\phi} \sum_{n_k = n}^{\delta_\phi} e^{-n_k I_{k^*_\phi}(\xi_k)}}{1 - e^{-I_{k^*_\phi}(\xi_k)}} \right) + \frac{e^{-n \omega_k}}{1 - e^{-\omega_k}},
\]
where in the last inequality we have introduced \( n = \min(n, n') = \min(n, \lfloor \tau/(2K) \rfloor) \).

Finally, the proof of the second statement is a direct adaptation of this proof by inverting \( k \) and \( k^*_\phi \). We don’t need the event \( D_k^\phi(r) = 0 \) because if \( k^*_\phi \) is not drawn it has necessarily lost its duel against the leader \( k \).

We then remark that Equation (17) in Lemma 7 can be used to upper bound term \( \phi_{k,1}^\phi \), by replacing \( n \), by \( A_k^\phi \). Assuming that \( A_k^\phi \leq \tau/(2K) \) it holds that

\[
\mathbb{E}[\phi_{k,1}^\phi] \leq \delta_\phi (\tau + 1) e^{-A_k^\phi \omega_k} e^{-\omega_k}. \tag{22}
\]

C.2.2. Upper bounding \( \mathbb{E}[\phi_{k,2}^\phi] \)

We recall that,

\[
\mathbb{E}[\phi_{k,2}^\phi] = \mathbb{E} \left[ \sum_{r=r_\phi+1}^{r_\phi+2\tau-2} \mathbb{1} \left( \ell^\phi(r) = k^*_\phi, D_k^\phi(r) = 1 \right) \right].
\]

To upper bound \( \mathbb{E}[\phi_{k,2}^\phi] \) we have to study the probability that the optimal arm for the phase \( \phi \) loses \( [(K-1)(\log \tau)^2] \) successive duels while being leader. We derive in Lemma 8 an intuitive consequence of this property: the optimal arm has necessarily lost at least one duel against a concentrated arm.

**Lemma 8.** Consider \( K \) arms, and assume that some arm \( k \) has been leader for \( M \) consecutive rounds, \( M \leq \tau \). For any \( m \) satisfying \((K-1)m \leq M\), if \( k \) has lost more than \((K-1)m\) duels then it has lost at least one duel against an arm with more than \( m \) samples.

**Proof.** We assume that arm \( k \) has been leader for \( M \) consecutive rounds and that arm \( k \) lost strictly more than \((K-1)m\) duels. We also assume that all the challengers that have won against the arm \( k \) have less than \( m \) samples. There exists an arm \( k' \neq k \) such that \( k' \) won at least \( m+1 \) duels against arm \( k \) while having less than \( m \) samples by assumption. We denote the rounds corresponding to the first \( m+1 \) wins \( r_1, \ldots, r_{m+1} \). The following holds,

\[
N_k^\tau(r_{m+1}) = N_k^\tau(r_1) + m - \sum_{s=r_1}^{r_{m+1}} \mathbb{1}(k' \in A_{s-\tau+1}).
\]

As the number of rounds where \( k' \) wins against \( k \) is smaller than \( \tau \), we have \( \sum_{s=r_1}^{r_{m+1}} \mathbb{1}(k' \in A_{s-\tau+1}) \leq N_{k'}^\tau(r_1) \). Plugging this in the previous equation gives,

\[
N_k^\tau(r_{m+1}, \tau) \geq m.
\]

We have the contradiction and it concludes the proof.

Under the event \( \phi_{k,2}^\phi \), the optimal arm \( k^*_\phi \) is the leader and the diversity flag for the arm \( k \) is raised. If \( D_k^\phi(r) = 1 \), and \( k^*_\phi \) is the leader, it means that the leader has not changed for \( [(K-1)(\log \tau)^2] \) successive rounds and has lost more than \((K-1)(\log \tau)^2\) duels. All the conditions for applying Lemma 8 are met. Using Lemma 8 and the fact that the diversity flag cannot be activated in \( r \) if it has already been activated in the last \( [(K-1)(\log \tau)^2] \) rounds it holds that

\[
\mathbb{1}(\ell^\phi(r) = k^*_\phi, D_k^\phi(r) = 1) \leq \sum_{k' \neq k^*_\phi} \sum_{s=r-[(K-1)(\log \tau)^2]}^{r-1} \mathbb{1}(\ell^\phi(s) = k^*_\phi, N_k^\tau(s) \geq (\log \tau)^2, k' \in A_{s+1}, D_k^\phi(s) = 0). \tag{23}
\]

Furthermore, we can add that an event \{ \( \ell^\phi(r) = k^*_\phi, N_k^\tau(s) \geq (\log \tau)^2, k \in A_{s+1}, D_k^\phi(s) = 0 \} \) can only be associated with at most one event \( D_k^\phi(r) = 1 \) for some \( r \). Indeed, if the diversity flag is activated it cannot be anymore before at least \( [(K-1)(\log \tau)^2] \) rounds. Hence, combining these results we obtain

\[
\sum_{r=r_\phi+2\tau-2}^{r_\phi+1-2} \mathbb{1}(\ell^\phi(r) = k^*_\phi, D_k^\phi(r) = 1) \leq \sum_{r=r_\phi+2\tau-2}^{r_\phi+1-2} \sum_{k' \neq k^*_\phi} \sum_{r=r_\phi+2\tau-2}^{r_\phi+1-2} \mathbb{1}(k' \in A_{r+1}, \ell^\phi(r) = k^*_\phi, N_k^\tau(r) \geq (\log \tau)^2, D_k^\phi(r) = 0). \]
Applying Lemma 7 with \( n = (\log \tau)^2 \) gives,

\[
\mathbb{E}[c_{k,3}^{\phi,\tau}] \leq \sum_{k' \neq k^*_\phi} \delta_\phi (\tau + 1) \frac{e^{-(\log \tau)^2 \omega_k^c}}{1 - e^{-\omega_k^c}}.
\]

(C.2.3) Upper bounding \( c_{k,3}^{\phi,\tau} \)

We recall that,

\[
\mathbb{E}[c_{k,3}^{\phi,\tau}] = \mathbb{E} \left[ \sum_{r = r_0 + 1}^{r_{\phi,3}} 1 \left( \ell^\tau(r) \neq k^*_\phi \right) \right].
\]

As for the stationary case the trickiest part is to prove that the leader is the best arm with high probability. We will first look at the terms involving the event that the best arm has already been leader after the first \( \tau \) rounds of the phase, and then analyze the situation where it has never been leader. As the upper bound for \( c_{k,3}^{\phi,\tau} \) is difficult to obtain, we break this section into different parts.

**Part 1:** the optimal arm has been leader between \( r - \tau \) and \( r - 1 \)

If the best arm has already been leader between \( r - \tau \) and \( r - 1 \) then it has necessarily lost its leadership at some intermediate round. Loosing the leadership can be done in two different ways. The first one called the **active leadership takeover** corresponds to the case where an arm takes the leadership by winning against the leader. The second one, **passive leadership takeover** is simply the case where the leader loses so many duels that its number of samples falls below \( \tau/(2K) \). We handle the first case similarly as in Baudry et al. (2020), while for the second we use Lemma 8.

We denote \( \mathcal{D}(r) = \{ \exists s \in [r - \tau, r - 1] : \ell^\tau(s) = k^*_\phi \} \) and we will upper bound \( \mathbb{P}(\ell^\tau(r) \neq k^*_\phi, \mathcal{D}(r)) \). We introduce,

\[
\mathcal{B}(r) = \{ \exists s \in [r - \tau, r - 1] : \ell^\tau(s) = k^*_\phi, \ell^\tau(s + 1) \neq k^*_\phi \} = \bigcup_{s = r - \tau}^{r - 1} \{ \ell^\tau(s) = k^*_\phi, \ell^\tau(s + 1) \neq k^*_\phi \}.
\]

One has,

\[
1(\ell^\tau(r) \neq k^*_\phi, \mathcal{D}(r)) \leq 1(\mathcal{B}(r)).
\]

The change of leader can happen under three different scenarios: 1) some arm \( k \) takes the leadership after winning against \( k^*_\phi \) (active takeover), 2) arm \( k^*_\phi \) loses the leadership because its number of samples falls below the threshold \( \tau/(2K) \) and 3) some arm takes the leadership after being pulled because of the diversity flag. We remark that the activation of the diversity flag for some arm \( k \) cannot lead to a leadership takeover by arm \( k \) if \( (\log \tau)^2 \leq \tau/K \), so this scenario can only happen for relatively small values of \( \tau \). These properties can be formulated as

\[
\{ \ell^\tau(s) = k^*_\phi, \ell^\tau(s + 1) \neq k^*_\phi \} \subset \bigcup_{k \neq k^*_\phi} \{ \ell^\tau(s) = k^*_\phi, \ell^\tau(s + 1) = k, k \in \mathcal{A}_{s + 1}, D_k^\tau(s) = 0 \}
\]

\[
\bigcup \{ \ell^\tau(s) = k^*_\phi, N^\tau_{\ell^\tau(s)}(s + 1) \leq \tau/(2K) \}
\]

\[
\bigcup \{ \ell^\tau(s) = k^*_\phi, \exists k \neq k^*_\phi : \ell^\tau(s + 1) = k, D_k^\tau(s) = 1 \}.
\]

Using this property it holds that

\[
\sum_{r = r_0 + 1 - 2 \tau - 1}^{r_0 + 2} 1(\ell^\tau(r) \neq k^*_\phi, \mathcal{D}(r)) \leq \sum_{r = r_0 + 2 - 2 \tau}^{r_0 + 2} 1(\mathcal{B}(r))
\]

\[
\leq \sum_{r = r_0 + 1 - 2 \tau - 1}^{r_0 + 2 - 2 \tau - 1} \sum_{s = r - \tau}^{r - 1} 1(k \in \mathcal{A}_{s + 1}, \ell^\tau(s) = k^*_\phi, \ell^\tau(s + 1) = k, D_k^\tau(s) = 0)
\]

\[
+ \sum_{r = r_0 + 1 - 2 \tau - 1}^{r_0 + 2 - 2 \tau - 1} \sum_{s = r - \tau}^{r - 1} 1(\ell^\tau(s) = k^*_\phi, N^\tau_{\ell^\tau(s)}(s + 1) \leq \tau/(2K))
\]

\[
+ \sum_{r = r_0 + 1 - 2 \tau - 1}^{r_0 + 2 - 2 \tau - 1} \sum_{s = r - \tau}^{r - 1} 1(\ell^\tau(s) = k^*_\phi, \ell^\tau(s + 1) = k, D_k^\tau(s) = 1).
\]
We remark that if we reorganize the sums in \( s \) and \( r \) each element in the range \([r_\phi + 2\tau - 1, r_\phi + 2 - 2]\) will appear at most \( \tau \) times, which leads to

\[
\sum_{r=r_\phi + 2\tau - 1}^{r_\phi + 1 - 2} \mathbb{1}(\ell^*(r) \neq k_\phi^*, D(r)) \leq \sum_{r=r_\phi + 2\tau - 2}^{r_\phi + 1 - 2} \sum_{k \neq k_\phi^*} \mathbb{1}(\ell^*(r) = k_\phi^*, \ell^*(r + 1) = k, k \in A_{r+1}, D_k^*(r) = 0)
\]

\[
+ \sum_{r=r_\phi + 2\tau - 2}^{r_\phi + 1 - 2} \sum_{k \neq k_\phi^*} \tau \mathbb{1}(\ell^*(r) = k_\phi^*, N_{\ell^*(r)}^s(r + 1) \leq \tau/(2K))
\]

\[
+ \sum_{r=r_\phi + 2\tau - 1}^{r_\phi + 1 - 2} \tau \sum_{k \neq k_\phi^*} \mathbb{1}(\ell^*(r) = k_\phi^*, \ell^*(r + 1) = k, D_k^*(r) = 1).
\]

We then upper bound separately the three terms. We can upper bound \( C_1 \) using Lemma 7 replacing \( n \) by the value \( \tau/K - 2 \),

\[
\mathbb{E}[C_1] \leq \sum_{k \neq k_\phi^*} \tau \mathbb{E} \left[ \sum_{r=r_\phi + 2\tau - 2}^{r_\phi + 1 - 2} \mathbb{1}(k \in A_{r+1}, \ell^*(r) = k_\phi^*, N_{\ell^*(r)}^s(r) \geq \frac{\tau}{K} - 2, D_k^*(r) = 0) \right]
\]

\[
\leq \sum_{k \neq k_\phi^*} \delta_\phi \tau (\tau + 1) \frac{e^{-m/(\tau + 2)}e^{-\omega_k}}{1 - e^{-\omega_k}}.
\]

To handle \( C_2 \) we will use Lemma 8. The definition of the leader ensures that when one arm takes the leadership is does it with at least \( \tau/K \) observations. Hence, to make this number go below the threshold \( \tau/(2K) \), \( k_\phi^* \) has to lose at least \( \tau/(2K) \) duels between the moment this arm took the leadership and the round \( r \). There are two possibilities. The first one is that \( k_\phi^* \) was leader for at least \( \tau \) rounds: as the index of each arms are computed from observations that have been all drawn under the leadership of \( k_\phi^* \) then at least one arm has to beat \( k_\phi^* \) while having more than \( \tau/K - 1 \) observations, which results in an active leadership takeover by this arm. Hence, a passive change of leader can only happen if \( k_\phi^* \) was leader for less than \( \tau \) rounds. In this case, we apply Lemma 8, it ensures that \( k_\phi^* \) lost at least one duel with an arm with more than \( \left\lfloor \frac{\tau}{2K(K-2)} \right\rfloor \) observations during the time it was leader. Formally,

\[
\left\{ \ell^*(r) = k_\phi^*, N_{\ell^*(r)}^s(r + 1) \leq \tau/(2K) \right\} \subset \bigcup_{s=r-\tau}^{r-1} \left\{ \exists k \neq k_\phi^* : k \in A_{s+1}, \ell^*(s) = k_\phi^*, N_k^s(s) \geq \left\lfloor \frac{\tau}{2K(K-2)} \right\rfloor \right\}.
\]

We can write

\[
\mathbb{E}[C_2] = \tau \mathbb{E} \left[ \sum_{r=r_\phi + 2\tau - 2}^{r_\phi + 1 - 2} \mathbb{1}(\ell^*(r) = k_\phi^*, N_{\ell^*(r)}^s(r + 1) \leq \tau/(2K)) \right]
\]

\[
\leq \tau \sum_{k \neq k_\phi^*} \mathbb{E} \left[ \sum_{r=r_\phi + 2\tau - 2}^{r_\phi + 1 - 2} \sum_{s=r-\tau}^{r-1} \mathbb{1}(k \in A_{s+1}, \ell^*(s) = k_\phi^*, N_k^s(s) \geq \left\lfloor \frac{\tau}{2K(K-1)} \right\rfloor, D_k^*(s) = 0) \right]
\]

\[
\leq \tau^2 \sum_{k \neq k_\phi^*} \mathbb{E} \left[ \sum_{r=r_\phi + 2\tau - 2}^{r_\phi + 1 - 2} \mathbb{1}(k \in A_{r+1}, \ell^*(r) = k_\phi^*, N_k^r(r) \geq \left\lfloor \frac{\tau}{2K(K-1)} \right\rfloor, D_k^*(r) = 0) \right]
\]

\[
\leq \sum_{k \neq k_\phi^*} \delta_\phi \tau^2 (\tau + 1) \frac{e^{-\left\lfloor \tau/(K-1) \right\rfloor \omega_k}}{1 - e^{-\omega_k}}.
\]

In the second to last inequality, we have used that the terms can appear at most \( \tau \) times and the last inequality result from Lemma 7.
We now focus on the term \( C_3 \). We use that \( \{ \ell^*(s + 1) = k, D_k^*(s) = 1 \} \) can happen only if \( \tau/K \leq (\log \tau)^2 \) because if \( (\log \tau)^2 \leq \tau/K \), the activation of the diversity flag is not sufficient to take over the leadership. We recall that,

\[
E[C_3] = E \left[ \sum_{r=r_0+1} \sum_{k \neq k_0^*} \sum_{r=r_0+2\tau-2} \tau \{ \ell^*(r) = \ell^*(r+1) = k, D_k^*(r) = 1 \} \right].
\]

Using Equation (23), and letting \( b = [(K - 1)(\log \tau)^2] \), one has

\[
E[C_3] \leq \tau \sum_{k \neq k_0^*} \left[ \sum_{r=r_0+1} \sum_{k' \neq k_0^*} \sum_{s=r-b}^{r-1} \mathbb{1}(k' \in A_{s+1}, \ell^*(s) = k_0^*, N_{k_0^*}(s) \geq (\log \tau)^2, D_k^*(s) = 0) \mathbb{1}(\tau/K \leq (\log \tau)^2) \right]
\]

\[
\leq (K - 1) \tau \mathbb{1}(\tau/K \leq (\log \tau)^2) \sum_{k' \neq k_0^*} \mathbb{1}(k' \in A_{r+1}, \ell^*(r) = k_0^*, N_{k_0^*}(r) \geq (\log \tau)^2, D_k^*(r) = 0).
\]

As \( \mathbb{1}(\tau/K \leq (\log \tau)^2) \) is deterministic, we conclude by applying Lemma 7.

\[
E[C_3] \leq (K - 1) \sum_{k \neq k_0^*} \delta_\phi \tau(\tau + 1) e^{-(\log \tau)^2 \omega_k} \frac{e^{-(\tau/K) \omega_k}}{1 - e^{-\omega_k}} \mathbb{1}(\tau/K \leq (\log \tau)^2).
\]

We then use the condition on \( \tau \) to simply upper bound \( C_3 \) by

\[
E[C_3] \leq (K - 1) \sum_{k \neq k_0^*} \delta_\phi \tau(\tau + 1) e^{-(\tau/K) \omega_k} \frac{e^{-(\tau/K) \omega_k}}{1 - e^{-\omega_k}}.
\]

We observe that the three terms \( E[C_1], E[C_2] \) and \( E[C_3] \) have very similar upper bounds, so we finally regroup them in a single term using \( \frac{\tau K}{K-2} \) \( \leq \tau/K \leq \tau/K \leq (\log \tau)^2 \).

\[
E[C_1] + E[C_2] + E[C_3] \leq 3\delta_\phi \tau^2(\tau + 1)(K - 1) \sum_{k \neq k_0^*} e^{-\frac{\tau}{\tau K-2}} \frac{e^{-(\tau/K) \omega_k}}{1 - e^{-\omega_k}}.
\]

**Part 2:** the optimal arm has never been the leader after the 2\( \tau \) first observations of the phase.

We now aim at upper bounding \( \sum_{r=r_0+1}^{r_0+2\tau-2} \mathbb{1}(D(r)^c) \), where \( D(r)^c \) is the event that \( k_0^* \) has never been the leader between \( r - \tau \) and \( r - 1 \). To do so, we use that

\[
D(r)^c \subset \left\{ \sum_{s=r-\tau}^{r-1} \mathbb{1}(k_0^* \notin A_{s+1}, \ell^*(s) \neq k_0^*) \geq \frac{\tau}{2} \right\},
\]

and as in \( \text{Chan (2020)} \) we would like to handle this term using the Markov inequality. However, the problem in non-stationary environment is that the index of the random variable. Hence, to get back to a sum with a deterministic number of terms we introduce the set \( \mathcal{R}_\phi = [r_0 + 2\tau - 1, r_\phi + 1 - 2] \) and write

\[
E \left[ \sum_{r=r_0+1}^{r_0+2\tau-2} \mathbb{1}(D(r)^c) \right] = E \left[ \sum_{r=2\tau}^{T} \mathbb{1}(D(r)^c, r \in \mathcal{R}_\phi) \right]
\]

\[
\leq \sum_{r=2\tau}^{T} E[\mathbb{1}(D(r)^c, r \in \mathcal{R}_\phi)]
\]

\[
\leq \sum_{r=2\tau}^{T} P \left( \sum_{s=r-\tau}^{r-1} \mathbb{1}(k_0^* \notin A_{s+1}, \ell^*(s) \neq k_0^*) \geq \frac{\tau}{2}, r \in \mathcal{R}_\phi \right)
\]

\[
\leq \sum_{r=2\tau}^{T} P \left( \sum_{s=r-\tau}^{r-1} \mathbb{1}(r \in \mathcal{R}_\phi) \mathbb{1}(k_0^* \notin A_{s+1}, \ell^*(s) \neq k_0^*) \geq \frac{\tau}{2} \right).
\]
At this step we can use the Markov inequality, and obtain
\[
E \left[ \sum_{r=r_0+2\tau-1}^{r_0+1-2} \mathbb{1}(D(r)) \right] \leq \frac{2}{\tau} E \left[ \sum_{r=r_0+2\tau-1}^{r_0+1-2} \mathbb{1}(r \in R_0) \mathbb{1}(k_0^r \not\in A_{s+1}, \ell^r(s) \neq k_0^s) \right]
\leq \frac{2}{\tau} \sum_{r=r_0+2\tau-1}^{r_0+1-2} \mathbb{1}(r \in R_0) \mathbb{1}(k_0^r \not\in A_{s+1}, \ell^r(s) \neq k_0^s)
\leq \frac{2}{\tau} \sum_{r=r_0+2\tau-1}^{r_0+1-2} \mathbb{1}(k_0^r \not\in A_{s+1}, \ell^r(s) \neq k_0^s).
\]

Hence,
\[
E \left[ \sum_{r=r_0+2\tau-1}^{r_0+1-2} \mathbb{1}(D(r)) \right] \leq \frac{2}{\tau} \sum_{r=r_0+2\tau-1}^{r_0+1-2} \mathbb{1}(k_0^r \not\in A_{s+1}, \ell^r(s) \neq k_0^s) \leq D_1 + D_2,
\]
where,
\[
D_1 = E \left[ \sum_{r=r_0+2\tau-1}^{r_0+1-2} \mathbb{1}(k_0^r \not\in A_{s+1}, \ell^r(s) \neq k_0^s, N_0^r(s) \geq A_{k_0^s}^{\phi, r}) \right]
\]
\[
D_2 = E \left[ \sum_{r=r_0+2\tau-1}^{r_0+1-2} \mathbb{1}(N_0^r(s) \leq A_{k_0^s}^{\phi, r}) \right]
\]

The different rounds can appear at most \( \tau \) times in the double sum. Using this and the second equation of Lemma 7, \( D_1 \) can be upper bounded
\[
D_1 \leq 2 E \left[ \sum_{r=r_0+2\tau-2}^{r_0+1-2} \mathbb{1}(k_0^r \not\in A_{r+1}, \ell^r(r) \neq k_0^r, N_0^r(r) \geq A_{k_0^r}^{\phi, r}) \right] \leq 2\delta_0(\tau + 1) \sum_{k \neq k_0^r} e^{-\frac{A_{k_0^r}^{\phi, r} \omega_k}{1-e^{-\omega_k}}}.
\]
Contrarily to the stationary case, we cannot work directly with \( D_2 \) and have to further decompose \( \mathbb{1}(N_0^r(r, \tau) \leq A_{k_0^r}^{\phi, r}) \). Indeed, the proof in the stationary case use the sparsity of the observations of \( k_0^r \) when it has not been pulled a lot, and the fact that in this case it has necessarily lost a lot of duel while having a fixed sample size. This is not the case in the non stationary environment, as for instance if \( k_0^r \) has been pulled a lot in the previous windows its index may change a lot. To avoid this we split the event according to the values of \( N_0^r(r-\tau) \).
\[
\mathbb{1}(N_0^r(r) \leq A_{k_0^r}^{\phi, r}) = \mathbb{1}(N_0^r(r) \leq A_{k_0^r}^{\phi, r}, N_0^r(r-\tau) > A_{k_0^r}^{\phi, r}) + \mathbb{1}(N_0^r(r) \leq A_{k_0^r}^{\phi, r}, N_0^r(r-\tau) \leq A_{k_0^r}^{\phi, r})
\]
We then write \( D_2 = 2(D_3 + D_4) \), with
\[
D_3 = E \left[ \sum_{r=r_0+2\tau-1}^{r_0+1-1} \mathbb{1}(N_0^r(r) \leq A_{k_0^r}^{\phi, r}, N_0^r(r-\tau) > A_{k_0^r}^{\phi, r}) \right],
\]
\[
D_4 = E \left[ \sum_{r=r_0+2\tau-1}^{r_0+1-1} \mathbb{1}(N_0^r(r) \leq A_{k_0^r}^{\phi, r}, N_0^r(r-\tau) \leq A_{k_0^r}^{\phi, r}) \right].
\]
We use the same trick as for $D_1$. We then handle $D_2$ as in the previous proof. We can directly use Lemma 7, however we remark that as we do not have to use an union bound on the values of $N_k^r$, we can remove the factor $1/(1 - e^{-ω_k})$. Hence, we finally get

$$D_2 \leq \delta_φ τ + 1 \leq e^{\ln(1 - e^{-ω_k})}. $$

We then handle $D_3$ by using the arguments introduced by Baransi et al. (2014) with some novelty due to the sliding window. Indeed, we remark that if both $N_k^r (r - τ) \leq A^φ_k$ and $N_k^r (r) \leq A^φ_k$, then $k^*_φ$ competes with at most $2A^φ_k$ different indices in the entire window $[r - τ, r - 1]$. This is due to the fact that the index change only if $k^*_φ$ is pulled (can happen at most $A^φ_k$ times) or if $k^*_φ$ loses one observation from the window $[r - 2τ, r - τ - 1]$ due to the sliding window (which can also happen at most $A^φ_k$ times). Thanks to these properties we know that during the interval $[r - τ, r - 1]$ we are sure that $k^*_φ$ lost at least $τ - A^φ_k$ duels, and that a fraction $1/2A^φ_k$ of them occurred while the index of $k^*_φ$ remained the same.

Our objective is to highlight a property similar to the balance condition. To do so we need to identify the fraction of the duels played by $k^*_φ$ with the same index and against non-overlapping blocks (i.e of mutually independent means) of any suboptimal arm $k \in \{1, \ldots, K\}$, $k \neq k^*_φ$. To avoid cumbersome notations we summarize the elements that allow this conclusion, first recalling the arguments of the previous paragraph:

- $k^*_φ$ lost at least $τ - A^φ_k$ duels in the window $[r - τ, r - 1]$
- A fraction $1/(2A^φ_k)$ of them has been played with a fixed index for $k^*_φ$, i.e with the subsample mean of the same block. With a forced exploration $B(τ) = \sqrt{\log τ}$ this block can have any size between $\sqrt{\log τ}$ and $A^φ_k$.
- Among those duels, a fraction of at least $1/(K - 1)$ of them has been played against the same suboptimal arm $k \neq k^*_φ$.

The next step is to identify the proportion of these duels that have been played against non-overlapping blocks of $k$. As in the proof for the stationary case we proceed in 2 steps. First we identify the number of different duels (i.e the index of $k$ is not based on the same block of observations of $k$) played by $k^*_φ$ against $k$. However, thanks to the diversity flag we know a new duel happens after at most each $(K - 1)(\log τ)^2$ rounds. So we further process the set of duels previously identified stating that:

- A fraction of $1/(K - 1)(\log τ)^2$ has been played against different index of $k$ based on different blocks of observations from the history of $k$, thanks to the diversity flag.
- As the blocks are of maximum size $A^φ_k$, a fraction at least $1/A^φ_k$ of them are non-overlapping.
We write this event $E_j^r$. Summing on all the arms, rounds, possible interval (index $n$) and size of the history of $k^*_\phi$ (index $j$), we obtain

$$D_4 \leq \mathbb{E} \left[ \sum_{k \neq k^*_\phi} \sum_{r = r^\phi + 2t - 1}^{r_{\phi+1} - 1} \sum_{n=1}^{2 \frac{A^\phi_{k^*_\phi}}{n}} \sum_{j=\sqrt{\log n}} I(E_j^r) \right].$$

As these events do not depend on $r$ and on $n$ we have

$$D_4 \leq 2\delta_\phi A^\phi_{k^*_\phi} \sum_{k \neq k^*_\phi} \sum_{j=\sqrt{\log n}} \mathbb{E} \left[ I(E_j^r) \right]$$

$$\leq 2\delta_\phi A^\phi_{k^*_\phi} \sum_{k \neq k^*_\phi} \sum_{j=\sqrt{\log n}} \alpha_k(C^\tau, j).$$

Here $\alpha_k$ is the balance function, as defined in Appendix A. We index these functions by $\phi$ and $k$ in order to denote the balance function between $k^*_\phi$ and $k$ in the phase $\phi$. We recall the definition of $\alpha_k$, for any integer $M$

$$\alpha_k(M, j) = \mathbb{E}_{X \sim \nu_{k^*_\phi}} \left( (1 - F^\phi_{k^*_\phi}(X))^M \right),$$

where $\nu_{k^*_\phi}$ is the distribution of the sum of $j$ random variables drawn from the distribution of an arm $k'$ in the phase $\phi$, and $F^\phi_{k^*_\phi, j}$ its cdf. We then use the Lemma 5, introduced and proved in Appendix A. We recall that this result state that for any $u \leq \mu_k^\phi$ it holds that

$$\alpha_k(C^\tau, j) \leq e^{-k l(\mu_k^\phi, \mu_{k^*_\phi})} u + (1 - u)^C^\tau.$$

We write $kl(\mu_k^\phi, \mu_{k^*_\phi}) = \omega_k^\phi$, and choose the value $u = \frac{3\log \tau}{C^\tau}$. Thanks to this choice, there exist a constant $\gamma > 1$ such that

$$(1 - u)^C^\tau \leq \left( C^\tau \log \left( 1 - \frac{3\log \tau}{C^\tau} \right) \right)$$

$$\leq \gamma \exp \left( -3\log \tau \right)$$

$$\leq \frac{\gamma}{T^\tau}.$$ 

If we plug this expression to upper bound the sums we obtain

$$D_4 \leq 2\delta_\phi A^\phi_{k^*_\phi} \sum_{k \neq k^*_\phi} \sum_{j=\sqrt{\log n}} \left[ e^{-j\omega_k^\phi} \frac{3\log \tau}{C^\tau} + \frac{\gamma}{T^\tau} \right]$$

$$\leq 2\delta_\phi A^\phi_{k^*_\phi} \sum_{k \neq k^*_\phi} \left[ e^{-\sqrt{\log \tau} \omega_k^\phi} \frac{3\log \tau}{C^\tau} + \frac{\gamma A^\phi_{k^*_\phi}}{T^\tau} \right]$$

$$\leq 2\delta_\phi A^\phi_{k^*_\phi} (K - 1) \left[ e^{-\sqrt{\log \tau} \omega_k^\phi} \frac{3\log \tau}{C^\tau} + \frac{\gamma A^\phi_{k^*_\phi}}{T^\tau} \right].$$
where \( \omega^\phi = \min_{k \neq k^*_o} \omega^\phi_k \). Even if these terms look impressive we explain in the next section that they are not first order terms in the regret analysis. Indeed, if we only look at the order of \( A^\phi_{k^*_o, \tau} \), \( C^\tau \), we can use the same argument as in the proof of Lemma 4. Considering that for any integer \( k > 1 \), \( (\log \tau)^k = o\left(e^{-\sqrt{\log \tau} \omega}\right) \) we obtain that asymptotically \( D_4 \) is a \( o\left(\frac{\delta_\phi}{\tau \log \tau^{k'}}\right) \) for any integer \( k' \geq 1 \).

### C.3. Summary: Upper Bound on the Dynamic Regret

**Objective** Due to the many terms introduced in the analysis we provide in this section a clarification of the final terms in the regret. First of all we recall the decomposition introduced in the Section 4 to control the number of pulls of a suboptimal arm during a phase \( \phi \in [1, \Gamma_T] \),

\[
\mathbb{E}[N^\phi_k] \leq 2\tau + \frac{\delta_\phi A^\phi_{k, \tau}}{\tau} + \mathbb{E}[c^\phi_{k, 1}] + \mathbb{E}[c^\phi_{k, 2}] + \mathbb{E}[c^\phi_{k, 3}].
\]

**Results of Section C** We first provide the results we obtained in Appendix C, that are true for any value of the sliding window \( \tau \) and the function \( A^\phi_{k, \tau} \), that we will properly calibrate later. We also recall that for any suboptimal arm \( k \) in a phase \( \phi \) we define a constant \( \omega^\phi_k \) (written \( \omega_k \) in the proof as the phase is explicit), satisfying \( \omega^\phi_k = \min \left(kl\left(\frac{\mu_k}{\mu_{k^*_o}} + \frac{\mu_k}{\mu_{k^*_o}}\right), kl\left(\frac{\mu_k}{\mu_{k^*_o}} + \frac{\mu_k}{\mu_{k^*_o}}\right)\right) \).

We first obtained an upper bound on \( \mathbb{E}[c^\phi_{k, 1}] \), which controls the probability that a "concentrated" suboptimal arm \( k \) is pulled when the best one is leader, and \( \mathbb{E}[c^\phi_{k, 2}] \), that represents the expectation of the number of pulls of the arm \( k \) because of the diversity flag when the best arm is leader. These upper bounds are

\[
\mathbb{E}[c^\phi_{k, 1}] \leq \delta_\phi (\tau + 1) \frac{e^{-A^\phi_{k, \tau}} \omega_k}{1 - e^{-\omega_k}}, \quad \mathbb{E}[c^\phi_{k, 2}] \leq \delta_\phi (\tau + 1) \sum_{k' \neq k^*_o} \frac{e^{-A^\phi_{k, \tau}} \omega_{k'}}{1 - e^{-\omega_{k'}}}.
\]

We then provided an upper bound of \( \mathbb{E}[c^\phi_{k, 3}] \) composed of multiple terms. This is because this term represents the expectation of the number of rounds when the best arm is not leader. To provide a general overview, this term is composed of two parts: the first one for the cases when the best arm has already been leader in the last \( \tau \) rounds, and the case when the best arm has never been leader in the last \( \tau \) round. The first general scenario was handled by the constants \( C_1, C_2 \) and \( C_3 \), that we upper bounded in expectation by,

\[
\mathbb{E}[C_1 + C_2 + C_3] \leq 3\delta_\phi \tau^2 (\tau + 1) (K - 1) \sum_{k' \neq k^*_o} \frac{e^{-A^\phi_{k, \tau}} \omega_{k'}}{1 - e^{-\omega_{k'}}}.
\]

We observe that this term has a larger order in \( \tau \) than the previous one before the exponential, but as a larger term in the exponential that compensates. After that, we handled the cases when the best arm has never been leader in . We distinguish again different cases. The terms \( D_1 \) and \( D_3 \) provide terms that share similar order with the ones we obtained before, namely:

\[
D_1 \leq 2\delta_\phi (\tau + 1) \sum_{k' \neq k^*_o} \frac{e^{-A^\phi_{k, \tau}} \omega_{k'}}{1 - e^{-\omega_{k'}}} \quad \text{and} \quad D_3 \leq \delta_\phi \tau (\tau + 1) e^{-A^\phi_{k^*_o, \tau}} \omega_k
\]

The last term is the one that corresponds to the balance condition in the stationary case. Its adaptation to the non-stationary case was non trivial but we could provide an upper bound, leveraging on the properties detailed in Appendix A. We obtained

\[
D_4 \leq 2\delta_\phi A^\phi_{k^*_o, \tau} (K - 1) \left[ e^{-\sqrt{\log \tau} \omega_{k^*_o}} \frac{3\log \tau}{C^\tau} + \frac{\gamma A^\phi_{k^*_o, \tau}}{C^\tau} \right],
\]

where \( C^\tau = \sqrt{\frac{\beta \tau}{2(K - 1)^2 (\log \tau)^2 (A^\phi_{k^*_o, \tau})^2}} \).
On Limited-Memory Subsampling Strategies for Bandits

**Tuning of the parameters** The previous results allow to control precisely the dynamic regret of SW-LB-SDA for general values of \( \tau \) and the constants of the problem. We first remark that one could tune each of the constants \( A_{k_o}^{\phi, \tau} \) to optimize the term in each phase. However, in this paragraph we propose a more general asymptotic analysis that proves that an optimal tuning of \( \tau \) allows the algorithm to reach optimal guarantees. To catch this generality we will simply define \( A_{k_o}^{\phi, \tau} = \frac{A(\tau)}{B \log \tau} \) for some constant \( B \), and define \( \omega = \min_{k_o \in [1, T]} \{ \min_{\phi \neq k_o} \omega_{k_o}^{\phi} \} \). With these new definitions we can regroup several terms together, and obtain for \( \tau > K \)

\[
\mathbb{E}[N_k^\phi] \leq 2 \tau + \frac{\delta_\phi A(\tau)}{\tau} + \frac{2\delta_\phi(\tau + 1)K e^{-A(\tau)\omega}}{1 - e^{-\omega}} + \frac{K\delta_\phi(\tau + 1)}{1 - e^{-\omega}} e^{-(\log \tau)^2 \omega} + 3\delta_\phi \tau^2(\tau + 1)(K - 1)^2 e^{-\left[ \frac{\log \tau}{\log(K - 1)} \right]} + 2\delta_\phi A(\tau)(K - 1) \left[ e^{-\sqrt{\log \tau} \omega} \frac{3 \log \tau}{C^\tau} + \frac{\gamma A(\tau)}{\tau^3} \right]
\]

As the only term that depends on the phase is \( \delta_\phi \) it is now straightforward to sum on the phases and the arms to obtain the dynamic regret, recalling that \( \sum_{\phi=1}^{\Gamma_T} \delta_\phi = T \). Without loss of generality, we also assume that for all \( \phi \) and for all \( k \neq k_o^\phi \), \( \Delta_k^\phi \leq 1 \).

\[
\mathcal{R}_T = \sum_{\phi=1}^{\Gamma_T} \sum_{k \neq k_o^\phi} \mathbb{E}[N_k^\phi] \Delta_k^\phi \leq 2(K - 1)\tau \Gamma_T + \frac{(K - 1)TA(\tau)}{\tau} + \frac{2T(\tau + 1)K(K - 1)}{1 - e^{-\omega}} e^{-A(\tau)\omega} + \frac{TK(K - 1)(\tau + 1)}{1 - e^{-\omega}} e^{-(\log \tau)^2 \omega} + \frac{3TK(K - 1)^2(\tau + 1)(K - 1)^2}{1 - e^{-\omega}} e^{\left[ \frac{\log \tau}{\log(K - 1)} \right]} + 2TA(\tau)(K - 1)^2 \left[ e^{-\sqrt{\log \tau} \omega} \frac{3 \log \tau}{C^\tau} + (K - 1) \frac{\gamma A(\tau)}{\tau^3} \right]
\]

Knowing the horizon \( T \) and an order of the number of breakpoints \( \Gamma_T \) we propose a tuning for \( \tau \) in \( \sqrt{\frac{T \log T}{\Gamma_T}} \). We then prove that the only first order terms in the decomposition are the terms in \( \mathcal{E}_1 \).

First, as \( \log \tau \) is of order \( \log T \), choosing \( A(\tau) = \frac{\omega}{\log \tau} \) ensures that \( \mathcal{E}_2 \) is upper bounded by a constant. Then, the terms \( \mathcal{E}_3 \) and \( \mathcal{E}_4 \) are also both upper bounded by constants as the term in the exponent dominates the polynomial in \( \tau \) before it. The term \( \mathcal{E}_5 \) is a bit more tricky. Indeed, its second component causes no difficulty and is upper bounded by a constant. However, for the first term we need to use the fact \( C^\tau \) is of order \( \tau / \log(\tau)^j \), hence there exists some integer \( j' \) such that the dominant term in \( \mathcal{E}_5 \) is of order \( \frac{T}{\tau} \times (\log \tau)^{j'} e^{-\sqrt{\log \tau} \omega} \). As in Appendix A we use that \( (\log \tau)^j e^{-\sqrt{\log \tau} \omega} = o(\log(\tau)^{-1}) \) (for instance). Hence, thanks to the log terms \( \mathcal{E}_5 \) is of lower order than \( \mathcal{E}_1 \). Finally, we obtain

\[
\mathcal{R}_T = O(\sqrt{T \Gamma_T \log T})
\]

This concludes the proof of Theorem 3.