Edge excitations of the canted antiferromagnetic phase of the $\nu = 0$ quantum Hall state in graphene: a simplified analysis
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We perform a simplified analysis of the edge excitations of the canted antiferromagnetic (CAF) phase of the $\nu = 0$ quantum Hall state in both monolayer and bilayer graphene. Namely, we calculate, within the framework of quantum Hall ferromagnetism, the mean-field quasiparticle spectrum of the CAF phase neglecting the modification of the order parameter at the edge. We demonstrate that, at a fixed perpendicular component $B_\perp$ of the magnetic field, the gap $\Delta_{\text{edge}}$ in the edge excitation spectrum gradually decreases upon increasing the parallel component $B_\parallel$, as the CAF phase continuously transforms to the fully spin-polarized ferromagnetic (F) phase. The edge gap closes completely ($\Delta_{\text{edge}} = 0$) once the F phase, characterized by gapless counter-propagating edge excitations, is reached at some finite $B_\perp$-dependent value $B_\parallel^*$ and remains closed upon further increase of $B_\parallel$. This results in an gradual insulator-metal transition, in which the conductance $G \sim (e^2/h) \exp(-\Delta_{\text{edge}}/T)$ grows exponentially with $B_\parallel$ in the range $0 < B_\parallel < B_\parallel^*$, while in the gapped CAF phase, and saturates to a metallic value $G \sim e^2/h$ in the F phase at $B_\parallel > B_\parallel^*$. This unique transport feature of the CAF phase provides a way to identify and distinguish it from other competing phases of the $\nu = 0$ quantum Hall state in a tilted-field experiment.

PACS numbers:

I. INTRODUCTION

Current transport experiments\cite{11,12,22,23} provide compelling evidence for the interaction-induced nature of the ground states in monolayer (MLG) and bilayer (BLG) graphene. The most robust of them are observed in the quantum Hall regime at integer filling factors $\nu$ corresponding to partially filled Landau levels (LLs). Most commonly, such states belong to the class of the so-called quantum Hall ferromagnets (QHFs)\cite{12,22,23} – bulk-incompressible states with spontaneously broken symmetry in the valley-spin space.

The key physical challenge related to these states is identifying how exactly the symmetry is broken in a real system. One of the most intriguing questions concerns the nature of the $\nu = 0$ quantum Hall state with half-filled zero-energy LL, realized at the charge neutrality point. Its characteristic experimental signature in both MLG and BLG is the highly insulating behavior\cite{12,11,22,23} of the two-terminal or Hall-bar longitudinal conductance, a strong indication that both bulk and edge charge excitations of the state are gapped.

In Ref.\cite{23} a specific conclusion about the nature of the experimentally realized insulating $\nu = 0$ state in BLG was made, namely, that it is a canted antiferromagnetic (CAF) phase of the $\nu = 0$ QHFM, in which the spin polarizations $s_K$ and $s_{K'}$ of the valleys=sublattices=layeres have equal projections on the direction of the total magnetic field and are antiparallel in the perpendicular plane, see Fig. 1 and caption to it. This conclusion was based on the argument that CAF is the only phase on the generic phase diagram of the $\nu = 0$ QHFM, obtained in Refs.\cite{22,23} consistent with the transport data of Weitz et al.\cite{13} and Velasco et al.\cite{11} on dual-gated BLG devices, specifically, with the observation of the insulator–insulator phase transitions in the perpendicular electric field.

Experimental verification of this conclusion requires concrete theoretical predictions for measurable quantities, which would allow one to distinguish the CAF phase from other potential candidates. In this regard, the CAF phase of the $\nu = 0$ state in both MLG and BLG is expected to exhibit a unique transport property in the tilted magnetic field. This property concerns the edge charge excitations of the CAF phase and was anticipated in Ref.\cite{23} based on the current understanding\cite{11,22,23} of the edge excitations of the antiferromagnetic (AF) and fully spin-polarized ferromagnetic (F) phases of the $\nu = 0$ state and a general “by continuity” argument.

Reiterating this argument, (i) the CAF phase continuously interpolates between the AF ($\theta_s = \pi/2$) and F ($\theta_s = 0$) phases, as the angle $2\theta_s$ between the spin polarizations $s_K$ and $s_{K'}$ of the valleys=sublattices=layeres is varied, $s_K s_{K'} = \cos 2\theta_s$. Fig. 1 (ii) according to the existing studies\cite{11,22,23}, the AF and F phases have gapped and gapless edge charge excitations, respectively (note that, at the same time, the bulk charge excitations of any phase of a generic QHFM are gapped); (iii) therefore, by continuity, upon decreasing $\theta_s$, as the CAF phase transforms to the F phase, the gap $\Delta_{\text{edge}}(\theta_s)$ of the edge charge excitations of the CAF phase has to gradually decrease and close completely once the F phase is reached, $\Delta_{\text{edge}}(\theta_s = 0) = 0$.

The optimal angle $2\theta_s$ between the spin polarizations is controlled\cite{22,23} by the ratio of the Zeeman energy $\epsilon_2 = \mu_B B_\parallel$, dependent on the total magnetic field $B = \sqrt{B_\parallel^2 + B_\perp^2}$, and the valley “isospin” anisotropy energy $u_\parallel = \sqrt{B_\parallel^2 (B_\perp)}$, dependent on the field component.
the CAF phase requires following the evolution of the edge sample plane, Fig. 1. An unambiguous demonstration of phase realized by tilting the magnetic field relative to the x axis in the spin space) and are antiparallel in the perpendicular plane. In each valley, $K$ and $K'$, the wave-functions of the zero-energy Landau level ($\epsilon = 0$ LL) reside on either one of the sublattices, $A$ or $B$, in MLG, and on either one of the sublattice, $\bar{B}$ or $A$, and therefore in either one of the layers in BLG. Thus for the $\nu = 0$ state, the valley, sublattice, and layer degrees of freedom are equivalent: $K \leftrightarrow A$, $K' \leftrightarrow B$ in MLG and $K \leftrightarrow \bar{B} \leftrightarrow$ (top layer), $K' \leftrightarrow A \leftrightarrow$ (bottom layer) in BLG. Throughout the paper, we refer to the spin polarizations $s_K$ and $s_{K'}$ by their valley indices.

$B_\perp$ perpendicular to the sample:

$$\cos \theta_s = \frac{\epsilon_Z}{2|u_\perp|}.$$  

The anisotropy energy $u_\perp$, defined in Secs. [V] and [VI] originates from the Coulomb or electron-phonon interactions at the lattice scale, see Ref. [22] for details. As the key properties, $u_\perp$ is (i) linear in $B_\perp$, $u_\perp \sim e^2a/\hbar B_\perp \sim 1 - 10B_\perp |T|K$, ($a$ is some lattice spatial scale), $l_B = \sqrt{\epsilon/(eB_\perp)}$ is the magnetic length, and we set $\hbar = 1$ throughout the paper except for the conductance values $e^2/h$, if the critical renormalizations are weak, or/and (ii) much greater than the Zeeman energy $\epsilon_Z = \mu_B B_\perp$ for perpendicular field orientation, if renormalizations are substantial.  

Therefore, in practice, the ratio $\epsilon_Z/|u_\perp|$ can be efficiently changed and the transition from the CAF to F phase realized by tilting the magnetic field relative to the sample plane, Fig. 1. An unambiguous demonstration of the above predicted behavior of the edge gap $\Delta_{\text{edge}}$ of the CAF phase requires following the evolution of the system with varying the parallel field component $B_\parallel$ at a fixed $B_\perp$. This way the $B_\perp$-dependent correlation energies will not change in the process and the behavior of the CAF phase will be contrasted to that of the competing spin-singlet charge-density-wave or Kekulé phases in MLG and fully layer-polarized or interlayer-coherent phases in BLG, whose bulk and edge gaps should not be sensitive (much, if at all) to the Zeeman effect.

Thus, reexpressed in practical terms, at a fixed $B_\perp$, the edge gap $\Delta_{\text{edge}}$ of the CAF phase will gradually decrease upon increasing $B_\parallel$, as the CAF phase continuously transforms to the F phase. The edge gap will close completely at CAF-F phase transition point (which is of the second order at zero temperature) at some $B_\parallel$-dependent finite value $B_\parallel^*$, determined from the condition

$$\epsilon_Z = 2|u_\perp| \Leftrightarrow \mu_B \sqrt{B_\perp^2 + B_\parallel^2} = 2|u_\perp(B_\perp)|.$$  

The edge gap will remain closed, $\Delta_{\text{edge}}(B_\parallel \geq B_\parallel^*) = 0$, upon further increase of $B_\parallel > B_\parallel^*$, as the system stays in the F phase.

This behavior will manifest itself in the two-terminal or Hall-bar longitudinal conductance $G$ as a gradual insulator-metal transition upon applying $B_\parallel$. While in the CAF phase at $0 \leq B_\parallel < B_\parallel^*$ ($\epsilon_Z < 2|u_\perp|$), the conductance should follow the Arrhenius activation law $G \propto (e^2/h) \exp(-\Delta_{\text{edge}}/T)$ determined by the edge gap $\Delta_{\text{edge}}$ (provided the contribution from the bulk with a larger gap $\Delta_{\text{bulk}} > \Delta_{\text{edge}}$, nearly insensitive to $B_\parallel$, is negligible) and exhibit exponential sensitivity to $B_\parallel$. Once the F phase is reached and upon further increase of $B_\parallel$, at $B_\parallel \geq B_\parallel^*$ ($\epsilon_Z \geq 2|u_\perp|$), the conductance will saturate to metallic values $G \sim e^2/h$ due to conducting channels provided by the gapless counter-propagating edge excitations of the F phase. Ideally, if backscattering of the edge modes is negligible, the conductance in the F phase should be quantized as $G = 2e^2/h$ in MLG and $G = 4e^2/h$ in BLG, according to one and two channels per edge, respectively; in the two-terminal conductance, an extra factor of 2 arises from two edges, while in the Hall-bar longitudinal conductance it is due to the mode equilibration in the contacts. If partial backscattering is present, $G$ will be lower and conductance fluctuations with varying $B_\parallel$ or other parameters can be expected.

In this paper, we substantiate the above expectations by explicitly calculating the edge charge excitations of the CAF phase of the $\nu = 0$ state in both MLG and BLG within a simplified approach. The majority of the existing works on the edge excitations of the $\nu = 0$ state in MLG neglect the modification of the bulk order parameter at the edge and calculate the mean-field quasiparticle spectrum. It was realized by Fertig and Brey, on the other hand, who studied the edge excitations of the F phase in MLG, that the bulk order cannot be sustained at the edge due to the emergence of the finite kinetic energy. They showed that, in fact, a “domain wall” is formed between the bulk and edge orders, where in
the latter electrons fully fill the hole branches of the edge spectrum. The proper lowest-energy edge charge excitations are then deformed configurations of the domain-wall texture in the valley-spin space that carry nonzero topological=electric charge. These excitations are of the same physical nature as the bulk skyrmions, but have a crucially different energetics.

As the comparison of the findings of Refs. [15]28,30 and Ref. [29] shows, however, both approaches predict gapless edge excitations for the F phase. This suggests that, even though the former approach is not rigorous, its results would qualitatively agree with those of the latter for other phases, as well. For this reason and since the approach of Ref. [29] is technically considerably more sophisticated, in this paper, in order to pinpoint the key physics, we follow the simplified approach of Refs. [15]28,30,31 to study the edge excitations of the CAF phase of the $\nu = 0$ state. Namely, we neglect the modification of the order parameter at the edge and calculate the mean-field quasiparticle excitations, and for a specific class of “armchair-like” boundaries. The analysis of the problem based on the generalization of the approach of Fertig and Brey will be presented elsewhere.[29]

We study the problem within the framework of QHFMsim22,23. Before we proceed, we mention that an alternative to QHFMsim approach to the $\nu = 0$ state in MLG called “magnetic catalysis” was developed in Refs. [32]23,24. While the approaches are arguably different, certain overlap between the results based on the two can be traced. In particular, the CAF phase of the $\nu = 0$ state in MLG is predicted to undergo a similar evolution in the tilted magnetic field within both the magnetic catalysis22 and QHFMsim23 formalisms.

The rest of the paper is organized as follows. In Secs. [II][III], the mean-field excitations of the CAF phase of the $\nu = 0$ state are studied for the case of MLG. In Secs. [II] and [III], the model Hamiltonian is presented. In Sec. [IV], the mean-field bulk ground state is obtained. In Sec. [V], the mean-field excitations of the CAF phase are obtained and their key properties are studied. In Sec. [VI], the findings of Secs. [II][III] are generalized to the case of BLG. Concluding remarks are presented in Sec. [VII].

II. HAMILTONIAN FOR THE ZERO-ENERGY LANDAU LEVEL IN MONOLAYER GRAPHENE

Due to the formal equivalence22,23 of the phase diagrams for the $\nu = 0$ QHFM in MLG and BLG, the results for the edge excitations of the CAF phase, as we show here, turns out physically the same as well. To keep the analysis clear, in Secs. [II][III] we study the case of MLG in more detail and generalize the obtained results to the case of BLG in Sec. [VII].

We start the analysis by writing down the projected Hamiltonian for the $n = 0$ LL in MLG, valid at energies $\epsilon \ll v/l_B$ ($v$ is the Dirac velocity) much smaller than the LL spacing,

$$\hat{H} = \hat{H}_0 + \hat{H}_{\text{io}} + \hat{H}_{\text{Z}},$$  \tag{2.1}

$$\hat{H}_0 = - \sum_p \epsilon(p)c_p^\dagger T_\sigma c_p,$$  \tag{2.2}

$$\hat{H}_{\text{io}} = \frac{1}{2} \sum_{p_1,p_2} V^{p_1p_2}_{p_1p_2} [c_{p_1}^\dagger c_{p_2}][c_{p_1}^\dagger c_{p_2}],$$.  \tag{2.3}

$$\hat{H}_Z = -\epsilon_Z \sum_p c_p^\dagger S_\tau c_p,$$  \tag{2.5}

We consider a half-infinite sample occupying the $x < 0$ half-plane and work in the basis of the bulk single-particle eigenstates

$$|p\lambda\sigma\rangle = |p\lambda\rangle \otimes |\sigma\rangle, \enspace \lambda = K, K' \text{ and } \sigma = \uparrow, \downarrow,$$  \tag{2.6}

$$|pK\rangle = (\psi_p, 0, 0, 0), \enspace |pK'\rangle = (0, 0, 0, \psi_p),$$  \tag{2.7}

$$\psi_p = e^{i \pi x_0} \exp \left[ \frac{-(x-x_0)^2}{2l_B^2} \right], \enspace x_p = pl_B^2,$$  \tag{2.8}

of the $n = 0$ LL in the Landau gauge $A = (0, B, x, 0)$. The components of the wave-functions $|p\lambda\sigma\rangle$ are ordered as $(\psi_K, \psi_{KB}, \psi_{K'A}, \psi_{K'B})$ in the $KK' \otimes AB$ valley-sublattice space. The states $|p\lambda\sigma\rangle$ are characterized by a conserved one-dimensional momentum $p$ along the edge and definite valley $\lambda$ and spin $\sigma$ quantum numbers. In each valley, $K$ or $K'$, the wave-functions $|p\lambda\sigma\rangle$ reside on either one of the sublattices, $A$ or $B$.

For compactness, in Eqs. (2.2), (2.5), we arrange the annihilation operators $c_{p\lambda\sigma}$ of electrons in the states $|p\lambda\sigma\rangle$ into the spinors $c_p = (c_{pK\uparrow}, c_{pK'\downarrow}, c_{pK'\uparrow}, c_{pK\downarrow})^\dagger$ in the direct product $KK' \otimes s$ of the valley ($KK'$) and spin ($s$) spaces; $T_\sigma = \tau_{KK'} \otimes 1_s$ and $S_\tau = 1_{KK'} \otimes \tau^2_s$ are the valley “isospin” and real spin operators, respectively, and : : : denote normal ordering of operators.

Strictly speaking, the single-particle basis of the bulk states $|p\lambda\sigma\rangle$ breaks down at the edge. As we show shortly in Sec. [III], however, an important technical convenience is that, at energies $\epsilon \ll v/l_B$ of relevance to the low-energy theory of the $\nu = 0$ QHFM, the effect of the edge can be incorporated perturbatively within the basis of the bulk eigenstates $|p\lambda\rangle$, and with minimal assumptions about the edge properties. For a specific class of
FIG. 2: (Color online) The structure of the single-particle spectrum pertaining to the $n = 0$ LL in a MLG sample with “armchair-like” boundary, neglecting the Zeeman effect.

“armchair-like” boundaries we consider in this paper, this leads to the kinetic energy Hamiltonian $\hat{H}_0$ of the form (2.2).

As for the remaining terms in $\hat{H}$, $\hat{H}_{\mathrm{io}}$ describes the valley-symmetric screened Coulomb interactions, $\hat{H}_{\mathrm{io}}$ describes the valley-asymmetric channels of the interactions, and $\hat{H}_Z$ describes the Zeeman effect. The spin quantization axis $z$ is chosen along the total magnetic field, which can have arbitrary orientation relative to the sample, see Fig. 1.

The asymmetric interactions $\hat{H}_{\mathrm{io}}$ arise from the actual Coulomb interactions at the lattice scale or electron-phonon interactions with the optical phonon modes and may be taken as point in the real space. They are generically characterized by two signed coupling constants $g_1 \equiv g_x = g_y$ and $g_z$, whose bare values scale as $g_0(0) \sim e^2/\alpha$ and can undergo critical renormalizations.\cite{22,12,15} Explicitly breaking the valley symmetry, the asymmetric interactions play a crucial role in selecting the favored ground state order of the $\nu = 0$ QHFM.

The standard expressions for the interaction matrix elements $V^{p_1p_2}_{r_1' r_2'}$ and $\hat{V}^{p_1p_2}_{r_1' r_2'}$ are provided in the Appendix.

III. “ARMCHAIR-LIKE” BOUNDARY

In the effective low-energy Dirac theory for the electron motion in MLG, valid at energies much smaller than the nearest-neighbor hopping amplitude $t \sim 3\text{eV}$ between the carbon atoms, an edge of the sample is described by a boundary condition for the Dirac spinor $\psi = (\psi_{K\sigma}, \psi_{K'\sigma}, \psi_{K'\sigma}^*, \psi_{K\sigma}^*)^t$. As demonstrated in Ref. 47 under general assumptions of preserved time-reversal and particle-hole symmetries, a generic edge of MLG is described by either an armchair or zigzag boundary conditions.

In this paper, we restrict ourselves to the class of “armchair-like” boundaries, which, by definition, are described by an armchair boundary condition. Besides the actual armchair edge, more edge structures can belong to this class. A property of an armchair-like boundary, key to our consideration, is that it does not contain dispersionless edge states in the absence of the orbital magnetic field. In the presence of the latter, this translates to the fact that the number of branches in the single-particle edge spectrum is equal to the discrete degeneracy of the bulk states $|p\lambda\sigma\rangle$, i.e., four.

Let

$$|p\rangle = (\psi_{KA}, -\psi_{KB}, \psi_{K'A}, -\psi_{K'B})$$

be an exact solution of the boundary problem in a magnetic field,\cite{25,30,34,35} for the Dirac equation per given spin projection $\sigma$, characterized by a negative energy $-\epsilon(p) < 0$ (hole branch) and pertaining to the $n = 0$ LL. The kinetic energy $\epsilon(p) \rightarrow 0$ is flat in the bulk ($p \lesssim 0$) and grows at the edge ($p \gtrsim 0$); its exact functional, although obtained\cite{25,30,34,35}, is not essential right now. The eigenstate

$$|p\rangle \rightarrow |p\rangle$$

with the positive energy $\epsilon(p) > 0$ (particle branch) is obtained from $|p\rangle$ by the particle-hole transformation,

$$\epsilon \rightarrow -\epsilon : \psi_{\lambda A} \rightarrow -\psi_{\lambda A}, \lambda = K, K'$$

By the assumption of an armchair-like boundary, there are no other single-particle states besides $|p\pm\rangle$ at energies $|\epsilon| \ll v/l_B$. The second-quantized Hamiltonian for the kinetic energy reads

$$\hat{H}_0 = \sum_p \epsilon(p)(c^\dagger_{p+}\sigma c_{p+}\sigma - c^\dagger_{p-}\sigma c_{p-}\sigma)$$

where $c_{p\pm\sigma}$ are the electron annihilation operators for the states $|p\pm\rangle = |p\rangle \otimes |\sigma\rangle$, with spin included. The spectrum is shown in Fig. 2.

Deep in the bulk, where the kinetic energy $\epsilon(p) \rightarrow 0$ vanishes, the exact eigenstates $|p\pm\rangle$ must evolve into the linear combinations of the bulk states $|pK\rangle$ and $|pK'\rangle$ [Eqs. (2.7) and (2.8)] that are related by the particle-hole symmetry,

$$|p\pm\rangle = \frac{1}{\sqrt{2}}(|pK\rangle \mp |pK'\rangle) \text{ at } \epsilon(p) \rightarrow 0, \quad (3.4)$$

The electron operators are related accordingly,

$$c_{p\pm\sigma} = \frac{1}{\sqrt{2}}(c_{pK\sigma} \mp c_{pK'\sigma}) \text{ at } \epsilon(p) \rightarrow 0. \quad (3.5)$$

Immediately at the edge, where $\epsilon(p) \sim v/l_B$, the bulk states $|p\lambda\sigma\rangle$ [Eqs. (2.6)-(2.8)] are not well-defined. However, not too close to the edge, where $|\epsilon(p)| \ll v/l_B$, one may treat the kinetic energy as a perturbation, neglecting the modification of the wave-functions but taking into account the energy splitting of the states $|p\lambda\sigma\rangle$. In this case, one may still use the relation (3.5). Substituting Eq. (3.5) into Eq. (3.3), we obtain an approximate expression (2.2) for the kinetic energy in the basis of the bulk states $|p\lambda\sigma\rangle$, valid not too close to the edge, so that $\epsilon(p) \ll v/l_B$. 

Thus, at energies below the LL spacing $v/l_B$, the effect of an armchair-like edge on the $n = 0$ LL states can be taken into account perturbatively while remaining within the basis of the bulk eigenstates $|p\lambda\sigma\rangle$. The effect amounts to an effective “Zeeman” field $-e(p)(1,0,0)$ along the $x$ direction in the $KK'$-isospin space that hybridizes the $|pK\sigma\rangle$ and $|pK'\sigma\rangle$ states, favoring the occupation of the states $|p-\sigma\rangle$ of the hole branch, Eqs. (3.1), (3.4), and (3.5). Note that the direction of this “Zeeman” field in the $xy$ isospin plane could be chosen arbitrary due to the freedom of choice of the phase factor in the particle-hole transformation (3.2).

IV. BULK GROUND STATE

The strongly interacting $\nu = 0$ state is described by the theory of QHF-Mism[22,23]. In this Section, we briefly recover the results of Refs. 22,23 for the bulk ground state, pertaining to the CAF phase.

One constructs a Slater-determinant state
\[ \Psi = \prod_p \left( \sum_\lambda (\lambda | \chi_a \rangle c_{p,\lambda a}^\dagger \right) \left( \sum_{\lambda'} (\lambda' | \chi_b \rangle c_{p,\lambda' b}^\dagger \right) |0\rangle, \] (4.1)
in which two electrons per each orbital $p$ of the $n = 0$ LL occupy arbitrary mutually orthogonal states $\chi_a, b$ in the $KK' \otimes s$ space. It is straightforward to show that $\Psi$ is an exact eigenstate of the Hamiltonian (2.3) of the SU(4)-symmetric interactions for any choice of the spinors $\chi_a, b$.

\[ \hat{H}_0 \Psi = E_0 \Psi. \]

For a wide class of repulsive interactions, one can expect the eigenstates $\Psi$ to be exact ground states by the Hund’s rule argument. This is the main assumption of the QHF-Mism theory, also employed in this paper.

Thus at the level of symmetric interactions, the ground state is known exactly, but it is highly degenerate. This degeneracy is uniquely parameterized by the order parameter matrix
\[ P = \chi_a \chi_a^\dagger + \chi_b \chi_b^\dagger, \] (4.2)
which satisfies the properties of a projection operator,
\[ P^\dagger = P, \quad P^2 = P, \quad \text{tr} P = 2. \] (4.3)

The favored order $P$ is determined by the effects that explicitly breaks the SU(4) symmetry in the $KK' \otimes s$ space: valley-asymmetric interactions [2.4] and the Zeeman effect [2.5]. These effects are taken into account perturbatively by calculating their energy expectation values,
\[ \mathcal{E}(P) = \mathcal{E}_0(P) + \mathcal{E}_Z(P), \] (4.4)
\[ \mathcal{E}_0(P) = \langle \Psi | \hat{H}_0 | \Psi \rangle / N = \frac{1}{2} \sum_\alpha u_{a\alpha} \{ \text{tr}^2 [T_\alpha P] - \text{tr} [T_\alpha P T_\alpha P] \}, \] (4.5)
\[ \mathcal{E}_Z(P) = \langle \Psi | \hat{H}_Z | \Psi \rangle / N = -\epsilon_Z \text{tr} |S_z P|. \] (4.6)

Here $N = \sum_p n$ is the number of orbital states, equal to the number of flux quanta threading the sample. The asymmetric interactions result in the isospin anisotropy energy $\mathcal{E}_0(P)$, characterized by two signed energies
\[ u_\perp = u_x = u_y = \frac{g_\perp}{2\pi l_B^2}, \quad u_z = \frac{g_z}{2\pi l_B^2}. \] (4.7)

Minimization of the energy $\mathcal{E}(P)$ of the SU(4)-symmetry-breaking effects for arbitrary values of $u_\perp, z$ and $\epsilon_Z$, resulting in the generic phase diagram for the $\nu = 0$ QHFM in MLG and BLG, was carried out in Refs. 22,23. In this paper, we will be interested in the canting antiferromagnetic (CAF) phase, argued in Ref. 23 to be realized in the insulating $\nu = 0$ state of the real BLG.

The CAF phase is realized when the isospin anisotropy $\mathcal{E}_0(P)$ alone favors the AF phase. This occurs for $u_z < -u_\perp > 0$, the condition assumed to be satisfied in the rest of paper. In this case, in the presence of the Zeeman effect, the energy $\mathcal{E}(P)$ is minimized by either the CAF or F phase[22,23] with $\chi_a = |K \rangle \otimes |s_K \rangle$, $\chi_b = |K' \rangle \otimes |s_{K'} \rangle$, in which the spin polarizations
\[ s_{K,K'} = (\pm \sin \theta_s \cos \phi_s, \pm \sin \theta_s \sin \phi_s, \pm \cos \theta_s) \] (4.8)
of the valleys=sublattices in MLG and valleys=sublattices=layers in BLG have equals projections on the direction of the total magnetic field and are antiparallel in the perpendicular plane, Fig. 1.

The energy
\[ \mathcal{E}(P) = -u_z - u_\perp - u_\perp \cos 2\theta_s - 2\epsilon_Z \cos \theta_s \] of this family of states is minimized at
\[ \cos \theta_s = \begin{cases} \frac{\epsilon_Z}{2|u_\perp|}, & \epsilon_Z < 2|u_\perp| \quad \text{(CAF)}, \\ 1, & \epsilon_Z > 2|u_\perp| \quad \text{(F)}. \end{cases} \] (4.9)

I.e., for $\epsilon_Z < 2|u_\perp|$ the ground state is a CAF phase with the optimal angle $2\theta_s$ between the spins and energy
\[ \mathcal{E}^\text{CAF} = -u_z - \frac{\epsilon_Z^2}{2|u_\perp|}, \]
while for $\epsilon_Z > 2|u_\perp|$ it is a fully spin-polarized F phase with the energy
\[ \mathcal{E}^\text{F} = 2|u_\perp| - u_\perp. \]

The CAF phase has a U(1)-degeneracy according to the choice of the spin orientation $\varphi_s$ in the plane perpendicular to the total magnetic field. For the calculations below, we will assume a specific orientation $\varphi_s = 0$, in which case the order parameter (4.2) of the CAF/F phases takes the form
\[ P = \frac{1}{2} \hat{1} \otimes (\hat{1} + \cos \theta_s \tau_z) + \frac{1}{2} \tau_z \otimes \sin \theta_s \tau_x \] (4.10)

As discussed in the Introduction, the obtained bulk order parameter (4.10) cannot be sustained at the edge...
due to the emergence of the finite kinetic energy and will be necessarily modified at $p$, such that $\epsilon(p) \gtrsim \mathcal{E}(P)$. For the reason mentioned there, however, in this paper, we will neglect this fact and use the bulk order parameter $P$ at all momenta $p$, even where the kinetic energy is not negligible anymore.

V. MEAN-FIELD EXCITATIONS OF THE CANTED ANTI-FERROMAGNETIC PHASE IN MONOLAYER GRAPHENE

Mean-field excitations are obtained by performing decoupling of the interactions in Eqs. (2.3) and (2.4),

$$\hat{H}_{10} + \hat{H}_{10} \to \hat{H}_{1mf} = -\sum_p \hat{c}_p^\dagger \hat{c}_p,$$

$$\Delta = u_0P - \sum_{\alpha=x,y,z} u_{\alpha}(\mathcal{T}_{\alpha}\mathcal{T}_{\alpha} - \mathcal{P}_{\alpha}\mathcal{P}_{\alpha}),$$

where $u_0 = \sum_p V_{pp'}P$ is the exchange energy of the symmetric interactions (2.3) (we discard the $P$-independent Hartree energy of the symmetric interactions) and the isospin anisotropy energies $u_{\perp},z$ of the asymmetric interactions (2.4) were defined in Eq. (4.7).

Inserting Eq. (4.10) into Eq. (5.2) and discarding the trivial terms $\propto 1 \otimes 1$, we obtain for the mean-field potential of the AF/CAF/F phases

$$\hat{H}_{mf} \equiv \hat{H}_0 + \hat{H}_{1mf} + \hat{H}_Z = \sum_p \hat{c}_p^\dagger \hat{c}_p,$$

$$\hat{h} = -\epsilon(p)\tau_x \otimes \hat{1} - (\epsilon_Z + \Delta_{0z})\hat{1} \otimes \tau_x - \Delta_{xx}\tau_x \otimes \tau_x.$$

The single-particle Hamiltonian $\hat{h}$ is straightforwardly diagonalized. This yields the four branches

$$E_{\pm\pm}(p) = \pm \sqrt{[\epsilon(p) \pm (\epsilon_Z + \Delta_{0z})]^2 + \Delta_{xx}^2}$$

of the mean-field spectrum of the AF/CAF/F phases of the $\nu = 0$ state in MLG, plotted in Fig. 8.

At the edge, the branches $E_{++}(p)$ and $E_{--}(p) = -E_{+-}(p)$ come closest to each other and the gap $\Delta_{edge}$ in the edge excitation spectrum is determined by the branch minimum, $\Delta_{edge} = 2E_{+-}(p_0)$, where $dE_{+-}(p)/dp|_{p_0} = 0$. We obtain

$$\Delta_{edge} = 2\Delta_{xx} = \begin{cases} \Delta_{AF} \sqrt{1 - (\epsilon_Z/2u_\perp)^2}, & \epsilon_Z < 2|u_\perp| (\text{CAF}), \\ 0, & \epsilon_Z \geq 2|u_\perp| (F), \end{cases}$$

where

$$\Delta_{AF} = u_0 + u_\perp + 2|u_\perp|$$

is the edge and bulk gap of the AF phase at $\epsilon_Z = 0$.

The bulk gap $\Delta_{bulk} = 2E_{++}(p \to -\infty)$ is obtained by setting $\epsilon(p) = 0$ in Eq. (5.7) and equals

$$\Delta_{bulk} = 2\sqrt{\Delta_{0z} + \epsilon_Z}^2 + \Delta_{xx}^2 = \begin{cases} \Delta_{AF}, & \epsilon_Z < 2|u_\perp| (\text{CAF}), \\ \Delta_{AF} + 2(\epsilon_Z - 2|u_\perp|), & \epsilon_Z \geq 2|u_\perp| (F). \end{cases}$$

Equations (5.7), (5.8), and (5.10) for the spectrum of the mean-field excitations of the AF/CAF/F phases in MLG constitute the main result of the work. Below we discuss their key properties and demonstrate that they do lead to behavior anticipated in the Introduction.

The mean-field potential (5.3) of the CAF phase is a mixture of the ferromagnetic ($\Delta_{0z}$) and antiferromagnetic ($\Delta_{xx}$) components; their relative value is fully controlled by the ratio $\epsilon_Z/|u_\perp|$, which determines the angle $\theta_\parallel$ between the spins polarizations $s_{k,K_\parallel}$ [Eq. (4.9)].

As discussed in the Introduction, efficiently changing the ratio $\epsilon_Z/|u_\perp|$ in the experiment requires tilting the magnetic field, Fig. 1. Let us discuss the evolution, plotted in Figs. 3 and 4, of the edge $\Delta_{edge}$ [Eq. (5.8)] and bulk $\Delta_{bulk}$ [Eq. (5.10)] gaps upon changing the Zeeman energy $\epsilon_Z$ at fixed values of the interaction energies $u_0,|u_\perp|$. Practically, this corresponds to fixing $B_\parallel$ and applying $B_\parallel$.

According to Eq. (5.8), the edge gap $\Delta_{edge}$ is equal to twice the AF component $\Delta_{0z}$ of the mean-field potential. In the theoretical limit of vanishing Zeeman energy $\epsilon_Z = 0$, the phase is purely AF; the F component $\Delta_{0z} = 0$ is absent and the edge and bulk gaps are equal, $\Delta_{edge} = \Delta_{bulk} = \Delta_{AF}$, Fig. 8(a). Upon increasing $\epsilon_Z$, the edge gap $\Delta_{edge} = 2\Delta_{xx}$ of the CAF phase gradually decreases as $\sin \theta_\parallel = \sqrt{1 - (\epsilon_Z/2u_\perp)^2}$, as the angle $2\theta_\parallel$ between the spins decreases and the CAF phase continuously transforms to the F phase, Fig. 8(b). The F phase is reached at $\epsilon_Z = 2|u_\perp|$ and persists upon further increase of $\epsilon_Z > 2|u_\perp|$; the AF component turns zero and the edge gap closes, $\Delta_{edge} = \Delta_{xx} = 0$, Fig. 8(c). The F phase is characterized by the gapless counter-propagating edge excitations with opposite spin projections and spectra $\pm [\epsilon(p) - \epsilon_Z]$, in accord with earlier findings.

At the same time, according to Eq. (5.10), the mean-field bulk gap $\Delta_{bulk} = \Delta_{AF}$ of the CAF phase, $\epsilon_Z \leq 2|u_\perp|$, does not depend on the Zeeman energy $\epsilon_Z$ and is equal to the gap (5.9) of the AF phase. In the F phase, $\epsilon_Z > 2|u_\perp|$, $\Delta_{bulk}$ grows with $\epsilon_Z$ due to the Zeeman effect.

These findings explicitly confirm the expectation of Ref. 25 for the properties of the edge excitations of the
FIG. 3: (Color online) The mean-field spectrum of the (a) antiferromagnetic (AF), (b) canted antiferromagnetic (CAF), and (c) ferromagnetic (F) phases of the $\nu = 0$ state of a monolayer graphene (MLG) sample with armchair-like boundary (see Sec. II for a definition). The spectrum consists of four branches $E_{\pm \pm}(p)$ [Eq. (5.7)]. The edge gap $\Delta_{\text{edge}}$ is determined by the shortest distance between the $E_{++}(p)$ and $E_{--}(p)$ branches. The edge gap $\Delta_{\text{edge}}$ is maximal in the AF phase (a), has a smaller value in the CAF phase (b), and vanishes in the F phase (c), where gapless counter-propagating edge excitations with opposite spin projections emerge. The evolution of the edge $\Delta_{\text{edge}}$ [Eq. (5.8)] and bulk $\Delta_{\text{bulk}}$ [Eq. (5.10)] gaps with the Zeeman energy $\varepsilon_z$ at fixed interaction energies $u_{\alpha,\perp,z}$ is presented in Fig. 4.

CAF phase of the $\nu = 0$ quantum Hall state$^{50}$. The resulting physical behavior and experimental implications were discussed in the Introduction.

VI. MEAN-FIELD EXCITATIONS OF THE CANTED ANTIFERROMAGNETIC PHASE IN BILAYER GRAPHENE

The findings of Secs. II-IV for MLG are straightforwardly generalized to the case of BLG. The key extra feature in BLG is that both $n = 0$ and $n = 1$ magnetic oscillator states belong the $\epsilon = 0$ LL$^{51}$, resulting in its additional two-fold degeneracy. The bulk eigenstates $|\mathbf{p}n\lambda\sigma\rangle$ of the $\epsilon = 0$ LL in the Landau gauge are characterized by momentum $p$, valley $\lambda = K, K'$, spin $\sigma = \uparrow, \downarrow$, and $n = 0, 1$ quantum numbers. Each orbital $p$ is therefore eight-fold-degenerate.

The projected Hamiltonian for the $\epsilon = 0$ LL in BLG, valid at energies $\epsilon \ll 1/(ml_B^2)$ below the LL spacing $(m$ is the effective mass of the quadratic spectrum), has the form

$$\hat{H} = \hat{H}_0 + \hat{H}_{10} + \hat{H}_{10} + \hat{H}_Z,$$

$$\hat{H}_0 = - \sum_{\mathbf{p}\mathbf{n}} \epsilon_n(\mathbf{p}) \hat{c}_{\mathbf{p}\mathbf{n}}^\dagger \hat{c}_{\mathbf{p}\mathbf{n}},$$

$$\hat{H}_{10} = \frac{1}{2} \sum_{\mathbf{p}_1 + \mathbf{p}_2 = \mathbf{p}_3 + \mathbf{p}_4} g_0 \hat{\mathbf{V}}_{\mathbf{p}_1\mathbf{p}_2;\mathbf{p}_3\mathbf{p}_4} \langle c_{\mathbf{p}_1\mathbf{p}_2}^\dagger | c_{\mathbf{p}_3\mathbf{p}_4}^\dagger \rangle \langle c_{\mathbf{p}_3\mathbf{p}_4} | c_{\mathbf{p}_1\mathbf{p}_2} \rangle;$$

$$\hat{H}_Z = - \sum_{\mathbf{p}\mathbf{n}} \epsilon_z \hat{S}_z \hat{c}_{\mathbf{p}\mathbf{n}}.$$

FIG. 4: (Color online) (Top) The evolution of the edge $\Delta_{\text{edge}}$ [Eq. (5.8)] and bulk $\Delta_{\text{bulk}}$ [Eq. (5.10)] gaps in the mean-field excitation spectrum [Eqs. (6.7) and (6.14)] and Figs. 3 and 6 of the AF/CAF/F phases of the $\nu = 0$ state in both MLG and BLG upon changing the Zeeman energy $\varepsilon_z$ at fixed values of the interaction energies $u_{\alpha,\perp,z}$. In practice, such evolution is realized by varying a parallel field component $B_\parallel$ of the magnetic field at a fixed perpendicular component $B_\perp$, Fig. 1. The edge gap $\Delta_{\text{edge}}$, determined by the AF component $\lambda_{1\alpha}$ of the mean-field potential (5.3), is maximal in the AF phase at $\varepsilon_z = 0$ [Figs. 3(a) and 6(a)], gradually decreases upon increasing $\varepsilon_z$ in the range $0 < \varepsilon_z < 2|\mathbf{u}_z|$, while in the CAF phase [Figs. 3(b) and 6(b)], and vanishes at the CAF-F phase transition at $\varepsilon_z = 2|\mathbf{u}_z|$ and upon further increase of $\varepsilon_z \geq 2|\mathbf{u}_z|$, as the system stays in the F phase [Fig. 3(c) and Fig. 6(c)]. The bulk gap $\Delta_{\text{bulk}}$ is constant in the AF/CAF/F phases at $\varepsilon_z = 2|\mathbf{u}_z|$ and grows in the F phase due to the Zeeman effect. (Bottom) The corresponding evolution of the spin polarizations $s_{K,K'}$ [Eqs. (4.33) and (4.99)] of the valleys=sublattices=layers in the AF/CAF/F phases.
\[ \hat{c}_{pn} = (\hat{c}_{pnK\uparrow}, \hat{c}_{pnK\downarrow}, \hat{c}_{pnK'\uparrow}, \hat{c}_{pnK'\downarrow})^\dagger. \]

Similarly to the considerations of Sec. [11] at energies \( \epsilon \ll 1/(m_B^2) \), the effect of the edge of a BLG sample can be incorporated perturbatively within the basis of the bulk eigenstates \( |pn\lambda\sigma\rangle \) of the \( \epsilon = 0 \) LL. For BLG, we also restrict ourselves to the case of “armchair-like” boundaries, which, by definition, are described by an armchair boundary condition in the two-band model of BLG [21] and, consequently, do not contain dispersionless edge states in the absence of the magnetic field. In this case, the LL spectrum has 8 branches pertaining to the \( \epsilon = 0 \) LL. Deep in the bulk, where the kinetic energy vanishes, the eight eigenstates \( |pn\pm\sigma\rangle \) of the boundary problem must evolve into the linear combinations of the bulk states \( |pn\lambda\sigma\rangle \) that are related by the particle-hole symmetry,

\[ |pn\lambda\sigma\rangle = \frac{1}{\sqrt{2}} (|pnK\sigma\rangle \mp |pnK'\sigma\rangle) \text{ at } \epsilon_n(p) \to 0, \quad (6.5) \]

\[ c_{pn\pm\sigma} = \frac{1}{\sqrt{2}} (c_{pnK\sigma} \mp c_{pnK'\sigma}) \text{ at } \epsilon_n(p) \to 0. \quad (6.6) \]

This consideration simultaneously proves that only the different valley states \( |pnK\sigma\rangle \) and \( |pnK'\sigma\rangle \) with the same \( n \) and \( \sigma \) quantum numbers get hybridized by the edge. Thus, the groups \( |p0\lambda\sigma\rangle \) and \( |p1\lambda\sigma\rangle \) of the bulk states evolve into two uncoupled sets of branches with kinetic energies \( \pm \epsilon_0(p) \) and \( \pm \epsilon_1(p) \), as shown in Fig. 5, which also justifies labeling the exact eigenstates \( |pn\pm\sigma\rangle \) by the \( n = 0, 1 \) quantum numbers. Since the \( n = 1 \) states have a larger spatial extent than the \( n = 0 \) states, the energies (arising from hybridization) are related as \( \epsilon_1(p) < \epsilon_0(p) \).

The exact kinetic energy Hamiltonian for the states pertaining to the \( \epsilon = 0 \) LL reads

\[ \hat{H}_0 = \sum_{pn} \epsilon_n(p) (c_{pn+\sigma}^\dagger c_{pn+\sigma} - c_{pn-\sigma}^\dagger c_{pn-\sigma}). \quad (6.7) \]

As in MLG, not too close to the edge, where \( \epsilon_n(p) \ll 1/(m_B^2) \), one may treat the kinetic energy (6.7) as a perturbation and still use the relations (6.5) and (6.6).

Substituting Eq. (6.5) into Eq. (6.7), we arrive at the approximate expression (6.2) for kinetic energy Hamiltonian within the basis of the bulk eigenstates \( |pn\lambda\sigma\rangle \).

The terms (6.3) and (6.4) describe the valley-symmetric and valley-asymmetric interactions, respectively. Due to the difference in the orbital wave-functions of the \( n = 0 \) and \( n = 1 \) states, both interactions are necessarily anisotropic in the 01-subspace. The valley-asymmetric interactions (6.4) are point to a good approximation.

To keep the analysis simpler, we consider the valley-symmetric interactions (6.3) as point, as well, in which case \( u_0 = g_0/(\pi l_B^2) \) in the equations of Sec. V. Considering finite-range symmetric interactions would somewhat modify the spectrum quantitatively, but not qualitatively. The expression for the matrix element \( \tilde{V}^{p_1p_2,n_1n_2}_{m_1m_2} \) is provided in the Appendix.

The technical steps leading to the edge excitations are analogous to the case of MLG. One first obtains the bulk ground state of the \( \nu = 0 \) state within the framework of QHF Mism. As demonstrated in Refs. [18][19], the symmetry of the interactions in the 01-subspace favors electrons to arrange into 01-singlet pairs with identical content in the \( KK' \otimes s \) space within a pair. Precisely, the states

\[ \Psi = \prod_{pn} \left( \sum_{\lambda\sigma} \langle \lambda\sigma | \chi_a \rangle c^\dagger_{pn\lambda\sigma} \right) \left( \sum_{\lambda',\sigma'} \langle \lambda'\sigma' | \chi_b \rangle c^\dagger_{pn'\lambda'\sigma'} \right) |0\rangle, \quad (6.8) \]

deliver the variational minimum among the QHF Mism states in the full \( 01 \otimes KK' \otimes s \) space for the valley-symmetric interactions \( \hat{H}_{10} \). It is also possible to show that (6.8) is, in fact, an eigenstate,

\[ \hat{H}_{10} \Psi = E_0 \Psi. \]

However, the mutually orthogonal spinors \( \chi_{a,b} \) in the \( KK' \otimes s \) space can still be arbitrary. Thus, at the level of the valley-symmetric interactions (6.3), the (assumed) ground state \( \Psi \) is degenerate.

To find the preferable order \( P = \chi_a \chi_a^\dagger + \chi_b \chi_b^\dagger \) in the \( KK' \otimes s \) space, one calculates the energy of the symmetry-breaking terms, the asymmetric interactions (6.4) and Zeeman effect (6.3).

\[ \mathcal{E}(P) = \mathcal{E}_c(P) + \mathcal{E}_Z(P), \quad (6.9) \]

\[ \mathcal{E}_c(P) = \langle \Psi | \hat{H}_{10} | \Psi \rangle / (2N), \quad (6.10) \]

\[ \mathcal{E}_Z(P) = \langle \Psi | \hat{H}_Z | \Psi \rangle / (2N). \quad (6.11) \]

With the definitions

\[ u_{\perp} = u_x = u_y = g_{\perp}/(\pi l_B^2), \quad u_z = g_{\parallel}/(\pi l_B^2), \]

the functional dependencies of the isospin anisotropy \( \mathcal{E}_c(P) \) and Zeeman \( \mathcal{E}_Z(P) \) energies on \( P \) appear to be identical to those in MLG [23], as given by Eqs. (4.5) and (4.6). Consequently, the phase diagram for the \( \nu = 0 \) state in BLG, obtained by minimizing the energy \( \mathcal{E}(P) \), turns out formally identical [23] to that in MLG.
Owing to this correspondence, the results for the excitations of the AF/CAF/F phases are basically the same, as well. The mean-field Hamiltonian equals

\[ \hat{H}_{\text{mf}} \equiv \hat{H}_0 + \hat{H}_{1,\text{mf}} + \hat{H}_Z = \sum_{pm} c_{pm}^{\dagger} \hat{h}_n c_{pm}, \]  

(6.12)

\[ \hat{h}_n = -\epsilon_n(p)\tau_z \otimes \mathbb{1} - (\epsilon_2 + \Delta_{0z})\mathbb{1} \otimes \tau_z - \Delta_{zx} \tau_z \otimes \tau_x. \]  

(6.13)

Diagonalizing \( \hat{h}_n \) for each \( n = 0, 1 \), we obtain the eight branches

\[ E_{n \pm \pm}(p) = \pm \sqrt{[\epsilon_n(p) \pm (\epsilon_2 + \Delta_{0z})]^2 + \Delta_{zx}^2}, \]  

(6.14)

of the mean-field spectrum of the AF/CAF/F phases of the \( \nu = 0 \) state in BLG, shown in Fig. 6. The condition \[ \theta_s \] for the optimal angle \( \theta_s \) of the AF/CAF/F phases, the expressions for the bulk order parameter \( P \) [Eq. (6.10)], components \( \Delta_{0z} \) [Eq. (5.4)] and \( \Delta_{zx} \) [Eq. (5.3)] of the mean-field potential \( \Delta \) are the same as in MLG.

The only essential difference of BLG from MLG is that due to the extra two-fold degeneracy of the \( \epsilon = 0 \) LL in BLG, the number of branches is doubled: there are two uncoupled sets, \( n = 0 \) and \( n = 1 \), of four branches and for each set the spectrum [Eq. (6.14)] is the same as in MLG, compare with Eq. (5.7). The \( n = 0 \) and \( n = 1 \) sets are not coupled by the interactions because the order parameter \( \hat{P}^{10} \otimes \hat{P} \) of the state [6.8] is singlet in the 01-subspace.

The edge \( \Delta_{\text{edge}} \) [Eq. (5.8)] and bulk \( \Delta_{\text{bulk}} \) [Eq. (5.5)] gaps of the AF/CAF/F phases in BLG are the same as in MLG and the same for \( n = 0 \) and \( n = 1 \) sets, Fig. 6. Also identical is the evolution of the \( \Delta_{\text{edge}} \) and bulk \( \Delta_{\text{bulk}} \) gaps with varying \( \epsilon_2/u_{\perp} \) by tilting the magnetic field, Fig. 4. Since in the F phase (\( \epsilon_2 > 2|u_{\perp}| \)), there are two gapless edge channels for each direction, \( n = 0 \) and \( n = 1 \), for negligible backscattering, the two-terminal or Hall-bar longitudinal conductance \( G_{\text{BLG}} \) of the F phase is quantized at twice the MLG values. The resulting physical behavior and experimental implications are thus essentially identical to those in MLG and were discussed in the Introduction.

**FIG. 6:** (Color online) The mean-field spectrum of the (a) antiferromagnetic (AF), (b) canted antiferromagnetic (CAF), and (c) ferromagnetic (F) phases of the \( \nu = 0 \) state of a bilayer graphene (BLG) sample with armchair-like boundary. The spectrum [Eq. (6.14)] consists of eight branches \( E_{n \pm \pm}(p) \) [Eq. (6.14)] – two uncoupled sets of four branches pertaining to the \( n = 0 \) (blue) and \( n = 1 \) (green) states. The edge \( \Delta_{\text{edge}} \) [Eq. (5.6)] and bulk \( \Delta_{\text{bulk}} \) [Eq. (5.10)] gaps are the same for \( n = 0 \) and \( n = 1 \) sets and the same as in MLG; their evolution with the Zeeman energy \( \epsilon_2 \) at a fixed anisotropy energy \( u_{\perp} \) is presented in Fig. 4.

**VII. CONCLUSIONS**

In conclusion, we studied the charge excitations of the canted antiferromagnetic phase of the \( \nu = 0 \) quantum Hall state in monolayer and bilayer graphene within a simplified approach, namely, neglecting the modification of the order parameter at the edge and calculating the mean-field spectrum for a class of “armchair-like” boundaries. We explicitly demonstrated that the gap in the edge spectrum of the canted antiferromagnetic phase monotonically decreases upon decreasing the angle between the spin polarizations of the valleys = sublattices = layers, as the canted antiferromagnetic phase continuously transforms to the fully spin-polarized phase, Fig. 1. In practice such evolution is realized by tilting the magnetic field and, in order to contrast this behavior to that of the competing spin-singlet phases, the evolution with varying \( B_\parallel \) and fixed \( B_\perp \) should be traced. The edge gap closes completely as the fully spin-polarized phase is reached and gapless counter-propagating modes emerge. This results in an gradual insulator-metal transition, where the conductance grows exponentially in the insulating canted antiferromagnetic phase and saturates to metallic values in the fully spin-polarized phase.

These unique edge transport properties of the canted antiferromagnetic phase, earlier anticipated in Ref. [23], provide a straightforward way to identify and distinguish it from other competing phases of the \( \nu = 0 \) state in the experiment. The data of the recent tilted-field experiment on bilayer graphene by Maher et al. [22] – exponential growth of the longitudinal Hall-bar conductance \( G_{xx} \) over a finite range of applied \( B_\parallel \) at fixed \( B_\perp \), followed by the saturation to metallic values \( G_{xx} \sim e^2/h \) – are fully consistent with this predicted behavior, lending crucial support to the conclusion of Ref. [23] that the insulating \( \nu = 0 \) quantum Hall state realized in real bilayer graphene [21] is canted antiferromagnetic.
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Appendix: Interaction matrix elements

The interaction matrix elements in Eqs. (2.3), (2.4), (6.3), and (6.4) are given by the standard expressions

\[
V_{n_1,k+q_1/2,n_2,k-q_2/2} = \frac{1}{L_y} \int \frac{dq_x}{2\pi} e^{iq_x(k-k')} B_{n_1,n_2}(q) B_{n_1',n_2'}(-q)V(q),
\]

(7.1)

for the conventional quadratic electron spectrum (since only the \( \epsilon = 0 \) LL states are involved). Here, \( n_1, n_2, n_1', n_2' \) are the LL indices, \( V(q) \) is the interaction potential in the momentum space, \( q = |q| \), and

\[
K_{n n'}(q) = \int_{-\infty}^{+\infty} dx e^{i(q-k)x} \phi_n(x - \frac{q}{2} \mathbf{t}_B) \phi_{n'}(x + \frac{q}{2} \mathbf{t}_B)
\]

(7.2)

are the form-factors, with \( \phi_n(x) \) the magnetic oscillator eigenstates.

In Eq. (2.3), \( V_{p_1p_2}^{p_1'p_2'} = \hat{V}_{p_1p_2}^{p_1'p_2'} \) and

\[
V(q) = \frac{V_0(q)}{1 + \Pi(q)V_0(q)}
\]

is the screened Coulomb potential, with \( V_0(q) = 2\pi e^2/(\kappa q) \) and \( \Pi(q) \) the static polarization operator.

In Eqs. (2.4), (6.3), and (6.4), \( \hat{V}_{p_1p_2}^{p_1'p_2'} = \hat{V}_{p_1p_2}^{p_1'p_2'} \) and \( V(q) = 1 \) is the point interaction potential of unit strength.
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