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ABSTRACT
We consider the problem of performing inverse reinforcement learning when the trajectory of the expert is not perfectly observed by the learner. Instead, a noisy continuous-time observation of the trajectory is provided to the learner. This problem exhibits wide-ranging applications and the specific application we consider here is the scenario in which the learner seeks to penetrate a perimeter patrolled by a robot. The learner’s field of view is limited due to which it cannot observe the patroller’s complete trajectory. Instead, we allow the learner to listen to the expert’s movement sound, which it can also use to estimate the expert’s state and action using an observation model. We treat the expert’s state and action as hidden data and present an algorithm based on expectation maximization and maximum entropy principle to solve the non-linear, non-convex problem. Related work considers discrete-time observations and an observation model that does not include actions. In contrast, our technique takes expectations over both state and action of the expert, enabling learning even in the presence of extreme noise and broader applications.

1. INTRODUCTION

Inverse reinforcement learning (IRL) [10] problems seek to find the observed expert’s rewards, and usually model the expert as a Markov decision process (MDP) [12]. Moreover, most methods assume that the learner has perfect observability of the expert’s trajectory consisting of a sequence of state and actions [10, 1]. In this paper, we relax this assumption – the learner is not able to observe expert’s states and actions directly. Consider the scenario introduced by Bogert and Doshi [2], in which an intruder wants to learn a patroller’s behavior in order to penetrate the patrol without being spotted. In order to do so, the intruder (learner) must be hidden from the patroller’s view. Therefore, it would not be able to see the patroller directly most of the time. Instead, it may hear its movement sound at all times. Consequently, the learner can estimate the patroller’s state and action using an observation model.

In the above example, the complete trajectory of state-action pairs is not seen by the learner. However, a sequence of observations is provided to the learner. In this case, the observation is the intensity over time of the movement sound of the expert manifesting as a robot. The sound intensity is inversely proportional to the squared distance from the sound source [8]. This makes it possible for the learner to infer the state and action of the expert on receiving a sequence of sound intensities. However, due to surrounding noise, this observation could be noisy.

Specifically, we consider the problem of learning the behavior of a robot that patrols a known perimeter using maximum entropy IRL. We assume that the environment state is fully observable to the expert, hence the expert is aware of its own action and state. However, the state and action of the expert are not observed by the learner; instead, a noisy observation of the state and action is provided to the learner.

This paper makes the following contribution:

1. We generalize IRL to operate under situations in which the observation of the expert received by the learner has considerable amount of noise.
2. We incorporate an observation model into IRL, which
2.2 Maximum Entropy IRL

Inverse reinforcement learning is an ill-posed problem [16]; it means that there is more than one reward function that can explain the expert’s behavior. State of the art algorithm max-Ent IRL, proposed by Ziebart et al. [15], utilizes maximum entropy principle to mitigate this ill-posed problem.

Max-Ent IRL recovers a distribution over trajectories such that it has the maximum entropy among all distributions of trajectories that match the observed feature expectation. Mathematically this problem can be formulated as a convex nonlinear optimization [15]:

$$\max_{\mathbf{\Delta}} \left( -\sum_{T \in \mathcal{T}} \Pr(T) \log \Pr(T) \right)$$

subjected to

$$\sum_{T \in \mathcal{T}} \Pr(T) = 1$$

$$\sum_{T \in \mathcal{T}} \Pr(T) \phi_k(s,a) = \hat{\phi}_k$$

where $\mathbf{\Delta}$ is the space of all possible $\Pr(T)$. In order to solve this optimization problem we can apply Lagrangian relaxation to bring both constrains into the objective function and then solve the dual utilizing exponentiated gradient descent.

$$\mathcal{L}(\Pr(T), \theta, \eta) = -\sum_{T \in \mathcal{T}} \Pr(T) \log \Pr(T) + \sum_k \theta_k$$

$$(\sum_{T \in \mathcal{T}} \Pr(T) \sum_{<s,a> \in T} \phi_k(s,a) - \hat{\phi}_k)$$

$$+ \eta(\sum_{T \in \mathcal{T}} \Pr(T) - 1)$$

Now we take the partial derivative with respect to $\Pr(T)$ and set it to zero to find the optimal value:

$$\frac{\partial \mathcal{L}}{\partial \Pr(T)} = -\log \Pr(T) - 1 + \sum_k \theta_k \sum_{<s,a> \in T} \phi_k(s,a) + \eta = 0$$

Solving Eq. 3 for $\Pr(T)$ we have:

$$\Pr(T) = \frac{\sum_k \theta_k \phi_k(s,a)}{n(\theta)}$$

(4)

where $n(\theta)$ is the normalizing factor. By plugging Eq. 4 into Eq. 2 we get Eq. 5.

$$\mathcal{L}^{dual}(\theta) = \log(n(\theta)) - \sum_k \theta_k \hat{\phi}_k$$

(5)
Eq. 5 is the dual program, which can be solved by using the exponentiated gradient descent to find the optimal values of $\theta$. Eq. 6 is the gradient.

$$\nabla L^{\text{dual}}(\theta) = \sum_{T \in T} Pr(T) \sum_{<s,a> \in T} \phi_i(s,a) - \hat{\phi}_h$$

As it shown above, calculating the gradient involves summing over the set of all possible trajectories that may be intractable in most of the problems. However, Ziebart et al. proposed an efficient approach that calculates the expected edge frequency (state visitation frequency).

3. ROBUST INVERSE REINFORCEMENT LEARNING

In this paper, we consider a situation when the sensory information is noisy or information comes from different sensors with different levels of noise. A simple modification of the maximum entropy inverse reinforcement learning is to utilize an observation model and construct the most probable trajectory. As a result, this method would not be appropriate when the amount of noise is considerable, therefore it motivates a principled way of handling the noise in observation.

On the other hand, we can maintain a distribution over possible trajectories given the observation. We propose a principled way to handle the noise through observation model and expectation maximization. Then we apply our method to two specific cases: first when the observation comes from one noisy sensor (microphone), second when the observation comes from two sensors with two different levels of noise (microphone and camera).

3.1 Hidden MDP

We consider a setting, where the learner receives the sound intensity of the expert’s movement sound as observations instead of observing expert’s state and action directly. This motivated by the application of utilizing noisy sensory data.

As we mentioned above, the expert solves a Markov decision process to construct its policy. However, since the learner cannot observe expert’s state and action it cannot model the expert as an MDP. We adopt the hMDP framework, proposed by Kitani et al. to model the expert from learner’s perspective. Unlike the hMDP proposed by Kitani et al. our adoption of hMDP incorporates actions into the observation model. Figure 3 illustrates our proposed hMDP.

3.2 Observation Model

As one may notice observation model plays a crucial role in robust inverse reinforcement learning. Incorporating actions into the observation model introduces challenges, which arises from considering observation in discrete time. Using sound intensity makes it easy to infer the state, however in order to infer the action we must have two consecutive sound intensities. For instance, if the intensity decreases we can infer that the expert most probably moved towards the learner or if the opposite is true the expert moved away from the learner. In other words, for inferring the current action we must have the previous observation (previous sound intensity) in addition to the current observation (current sound intensity), therefore, the Markovian assumption would not hold anymore. This problem arises from the fact that observations are considered in discrete time steps. We can handle this issue in the following manner.

In our case, we use sound intensities as observations. Sound intensity is inversely proportional to the square distance of the sound source to the listener, $I = \frac{1}{R^2}$. In the proposed hMDP, state and action happen in discrete time steps (decision epochs), however, observation evolves in continuous time within each decision epoch. Since the observation evolves in continuous time, we can represent observation at each decision epoch by a function $f(t)$, where $t$ represents continuous time.

**THEOREM 1.** Let $k$, $a$, $b$ and $c$ be constant then the structure of $f(t)$ is as follows:

$$f(t) = \frac{k}{at^2 + bt + c}$$

Modeling observation in continuous time has advantages over other approaches. Imagine a scenario in which the time of the observation is stochastic; in this scenario, the length of the decision epoch serves as bound for the observation time. The learner receives some samples in a decision epoch and uses regression to find the function that explains observation over continuous time. Consequentially, this approach recovers information about the time that there is no sample provided for the learner.

Figure 4 illustrates how we can recover information by extrapolating or interpolating when there are not many samples in that decision epoch.

3.3 Formulation

In inverse reinforcement learning, the observed trajectory of length $L$ is $T = (<s,a>, <s,a>, ..., <s,a>)$. As we mentioned before, in our case, this trajectory is not provided for the learner. Instead a sequence of observation of length $M$, $\omega = (\omega^0, \omega^1, ..., \omega^M)$, is provided. Lets consider the sequence of observations $\omega$ as $Y$, the observed data, and the trajectory $T$ as $Z$, hidden data. In other words $X = (Y \cup Z)$, where the $X$ is the total data.

Simply one can utilizes observation model $Pr(a | <s,a>)$ to calculate the most likely state and action pair at the time step $i$ with out considering time step $i+1$. However, this approach totally disregards the effect of the transition function and the policy of the expert in constructing the trajectory. In contrast, we propose a revised formulation of maximum entropy inverse reinforcement learning that allows an expectation over trajectories (hidden data) given
$d_i = \text{Decision epoch } i$.
$t = \text{Duration of the decision epoch.}$

Duration of the time that the observation took place, within a decision epoch.

$\Delta = \text{Duration of the decision epoch.}$

Figure 4: Illustration of $f(t)$. $d_i$ shows the end of each decision epoch $i$. $t$ is the continues time and each green bar shows the portion of the decision epoch which the sound intensity samples are provided.

We do not have any observation for these portion, however the function found through regression provides information for us.

$$\partial L(Pr(X), \theta) \partial Pr(X) = -log(Pr(X)) - 1$$

$$+ \sum_k \theta_k \sum_{(s,a)} \phi_i(s,a) + \sum_k \theta_k \left( \sum_{Y \in \Omega} Pr(Y) \right)$$

$$\sum_{Z \in \mathbb{Z}} \sum_{(s,a) \in X^'} \phi_k(s,a) - \sum_{(s,a) \in X} \phi_k(s,a) \frac{Pr(X')}{Pr(Y)^2}$$

$$+ \eta$$

where $Y = T$, $Z = \tilde{\omega}$, $X = (Y \cup Z)$ and $X' = (Y \cup Z')$. As one can see, there is no closed form solution for Eq. 13. However, Wang et al. [14] proposed an approximation with the following form.

$$\frac{\partial L(Pr(\tilde{\omega}, T), \theta)}{\partial Pr(\tilde{\omega}, T)} \approx -log(Pr(\tilde{\omega}, T)) - 1 + \sum_k \theta_k \sum_{(s,a)} \phi_i(s,a) + \eta$$

Setting Eq. 14 to zero, we have:

$$Pr(\tilde{\omega}, T, \theta) \approx \frac{\sum^\theta \sum_{(s,a)} \phi_i(s,a)}{n(\theta)}$$

where $n(\theta)$ is the normalizer constant.

Now we can approximately calculate the optimal value of $Pr(\tilde{\omega}, T)$, therefore we can calculate the value of Lagrangian parameters. By plugging the above equation to $L(Pr(\tilde{\omega}, T); \theta; \eta)$ we will have:

$$L^{(Dual)}(\theta) = log(n(\theta)) - \sum_k \theta_k \left[ \sum_{\tilde{\omega} \in \Omega} \frac{1}{|\Omega|} \sum_{T \in T} Pr(T|\tilde{\omega}) \sum_{(s,a)} \phi(s,a) \right]$$

3.4 Expectation-Maximization

Because of the presence of $Pr(T|\tilde{\omega})$ in the Eq. 16, we cannot use exponentiated gradient descent to obtain the optimal value of parameter vector. However Wang et al. [14] proposed an iterative EM approach that can be adapted to our Maximum entropy model to find the optimum value of vector parameter.

Likelihood of Lagrangian parameter can be defined as follows:

$$LL(\theta|\tilde{\omega}) = \log \prod_{\tilde{\omega} \in \Omega} Pr(\tilde{\omega}; \theta)^{\tilde{\phi}_r(\tilde{\omega})}$$

$$= \sum_{\tilde{\omega} \in \Omega} \tilde{\phi}_r(\tilde{\omega}) \log Pr(\tilde{\omega}; \theta) \sum_{T \in T} Pr(T|\tilde{\omega}; \theta)$$

$$= \sum_{\tilde{\omega} \in \Omega} \tilde{\phi}_r(\tilde{\omega}) \sum_{T \in T} Pr(T|\tilde{\omega}; \theta) log Pr(\tilde{\omega}; \theta)$$

Rewriting $Pr(\tilde{\omega}|\theta)$ as $\frac{Pr(\tilde{\omega}, T; \theta)}{Pr(T|\tilde{\omega}; \theta)}$ in Eq. 17

$$LL(\theta|\tilde{\omega}) = \sum_{\tilde{\omega} \in \Omega} \tilde{\phi}_r(\tilde{\omega}) \sum_{T \in T} Pr(T|\tilde{\omega}; \theta) log \frac{Pr(\tilde{\omega}, T; \theta)}{Pr(T|\tilde{\omega}; \theta)}$$

$$= \sum_{\tilde{\omega} \in \Omega} \tilde{\phi}_r(\tilde{\omega}) \sum_{T \in T} Pr(T|\tilde{\omega}; \theta) log (Pr(\tilde{\omega}; \theta))$$

$$- log(Pr(T|\tilde{\omega}; \theta)))$$
Now we may use EM to improve the likelihood in Eq. 13 iteratively. We can reformulate the likelihood as \( Q(\theta, \phi) + C(\theta, \phi^t) \) where:

\[
Q(\theta, \phi^t) = \sum_{z \in \Omega} \hat{P}_r(z) \sum_{T \in T} Pr(T|z; \phi^t) \log(Pr(z|T; \theta))
\]

\[
C(\theta, \phi^t) = -\sum_{z \in \Omega} \hat{P}_r(z) \sum_{T \in T} Pr(T|z; \phi^t) \log(Pr(T|z; \theta))
\]

(19)

Replacing \( Pr(\omega, T; \theta) \) in Eq. 19 with Eq. 9

\[
Q(\theta, \phi^t) = -(log(n(\theta))- \sum_k \theta_k \sum_{z \in \Omega} \frac{1}{|\Omega|} \sum_{T} Pr(T|z) \sum_{(s,a)} \phi(s,a))
\]

(20)

One may notice that \( Q \) function is the negative of the dual function is equivalent to minimizing the dual. Using these facts, we may reformulate the original problem stated in Eq. 9 as follows.

3.4.2 E-step:

In the E-step we use the parameter \( \phi^t \) from the previous iteration to calculate the feature expectation of the expert.

\[
\phi_k^{T,z,t} = \sum_{z \in \Omega} \hat{P}_r(z) \sum_{T \in T} Pr(T|z; \phi^t) \sum_{<s,a> \in T} \phi_k(s,a)
\]

(22)

To calculate \( Pr(T|z) \) we may use Bayes rule.

\[
Pr(T|z) = \eta Pr(z|T) Pr(T)
\]

(23)

where:

\[
Pr(T) = Pr(s_0) \prod_{i=1}^{n-1} Pr(s_{i+1}|s_i, a_i) Pr(a_i|s_i)
\]

(24)

\[
Pr(z|T) = \prod_{i=1}^{n} Pr(a_i|s_i, a_i)
\]

(25)

In Eq. 24 \( Pr(a_i|s_i) \) is the expert’s policy given \( \theta^t \) and in Eq. 25 \( Pr(a_i|s_i, a_i) \) is the observation model.

3.4.2 M-step:

In the M-Step we utilize the feature expectation that has been calculated in the E-step to obtain the \( \theta \).

\[
\max_{\Delta} (- \sum_{z \in \Omega} \sum_{T \in T} Pr(z|T) \log(Pr(z|T)))
\]

subjected to

\[
\sum_{z \in \Omega} \sum_{T \in T} Pr(z|T) T = 1
\]

(26)

As it shown in Eq. 22 calculating E-step involves a summation over all possible trajectories. Calculating this summation is infeasible in real domain problem. We utilize Gibbs sampling to approximate this summation.

4. ALGORITHM

Following is the complete algorithm of Robust-IRL. Algorithm 1 shows the overall steps in Robust-IRL. Algorithm 2 shows a detailed description of the E-step and the Gibbs sampling needed for the E-step respectively.

In algorithm 1 at line 1 we initialize the reward function randomly and then we construct the optimal policy accordingly at line 2. Then we do E-step (line 5) and M-Step (lines 7-10) repeatedly till convergence.

Algorithm 2 shows the exact solution for the E-step. At lines 3 and 4, we calculate the probability of each trajectory given the transition function, observation model, and current policy. Then, at line 5 we multiply this probability by the feature count of the trajectory and accumulate it into a variable to calculate the feature expectation of the distribution over trajectories that is under consideration. As we mentioned before this might become infeasible in domains with large state and action spaces. Algorithm 3 shows how to approximate the feature expectation using Gibbs sampling.

Algorithm 1 Robust inverse reinforcement learning

1: RewardWeights ← Initialize
2: Policy ← Initialize
3: while FeatureException not converged do
4: E-step:
5: FeatureException not converged do
6: M-step:
7: RewardWeights ← log(n(\theta)) − \sum_k \theta_k \sum_{z \in \Omega} \frac{1}{|\Omega|} \sum_{T} Pr(T|z) \sum_{(s,a)} \phi(s,a)
8: update Reward Function
9: update Policy
10: end while

Algorithm 2 E-step

1: FeatureException ← Initialize to all zero
2: for all \( T \in \tau \) do
3: \( Pr(T) = Pr(s_0) \prod_{i=1}^{n-1} Pr(s_{i+1}|s_i, a_i) Pr(a_i|s_i) \)
4: \( Pr(T|z) = \eta Pr(z|T) Pr(T) \)
5: FeatureException ← FeatureException + \sum_{z \in \Omega} \frac{1}{|\Omega|} Pr(T|z, \theta^t) \sum_{(s,a)} \phi(s,a)
6: end for

Algorithm 3 E-step Gibbs Sampling

1: \( T \leftarrow \) Initialize using Observation and current Policy
2: FeatureExpectationVector ← Initialize to all zero
3: Pr(T) = Pr(s0) \prod_{i=1}^{n-1} Pr(s_{i+1}|s_i, a_i) Pr(a_i|s_i)
4: Pr(T|z) = \eta Pr(z|T) Pr(T)
5: FeatureException ← FeatureException + \sum_{z \in \Omega} \frac{1}{|\Omega|} Pr(T|z, \theta^t) \sum_{(s,a)} \phi(s,a)
6: Update FeatureExpectationVector
7: end for
8: end while

5. PERFORMANCE EVALUATION:

In this section, we describe two domains that we used to evaluate the robust-IRL method that described earlier.
5.1 Metrics and Baseline

First, we need to discuss the baselines and the method of comparison between Robust-IRL and baseline. At first glance, it is tempting to directly compare the learned reward function with the true reward function. However, this may not be a good metric for comparison because it is possible for two drastically different reward functions to result into a very similar policies. Choi and Kim [4] proposed to compare behaviors instead of comparing reward functions. For doing so we need to calculate the value function by solving the expert’s MDP with the true reward function, then do the same process using the learned reward function. Now the difference between these two value functions indicates the deviation from desired behavior. This metric is called inverse learning error (ILE) [4].

\[
ILE = ||V_{π^L} - V_{π^E}||
\] (27)

Where \(V_{π^L}\) is the value function calculated by utilizing policy \(π^L\) on the expert’s MDP and \(V_{π^E}\) is the optimal value function of the expert’s MDP utilizing policy \(π^E\).

We propose a method as a baseline for comparison, which we call it most likely trajectory method. Instead of performing robust-IRL, learner can follow another approach. At each time-step \(t\) after receiving the observation \(o_t\) the learner can calculate \(Pr(o_t|s, a)\) for all \(s \in S\) and all \(a \in A\) and then choose the \((s, a)\) for the time-step \(t\) with the highest probability. After constructing the trajectory the learner could use the trajectory and learn the reward function. As expected this method is faster than robust-IRL method because it avoids the expectation maximization, however, it is not as accurate as robust-IRL especially under severely noisy conditions.

5.2 Learning Drone Reconnaissance Routine

The first domain is a simulation-only domain in which a robot is tasked with learning the policy of a drone that protects a corridor. In this domain, the learner is hidden from the drone’s sight. An important challenge in this domain is that the only observation available for the learner is the sound from drone’s propellers. The drone follows a policy from its MDP, however, the robot models the drone as an hMDP. The state of the MDP is the location and orientation of the drone in the corridor. The drone has 3 actions, going forward, turn around, hover. drone’s transition function modeled as executing the intended action with the probability of 0.9 percent and the remaining probability is uniformly distributed between two remaining actions. Moreover, drone’s reward function modeled as a linear combination of following binary features.

- Moved forward: it returns 1 if the drone moves forward, otherwise 0.
- Turned around: it return 1 if the drone make a U-turn at state \(s\), otherwise 0.

The observations in the hMDP are the parameters of the function \(f(t)\) described in the Sec. 3.2. Since in this domain, the learner only receives the expert’s movement sound the observation model is solely constructed based on the sound intensity. Figure 2 is the illustration of the learning drone reconnaissance routine problem domain.

5.3 Penetrating a Patrol

This domain is used for both simulation and physical robot experiment. In this domain, a Turtlebot (intruder) is tasked with learning the policy of another Turtlebot (patroller) that is patrolling an area. The intruder must learn the patroller’s policy and reach to the goal state without being seen by the patroller. Both robots in our simulation and physical experiments are Turtlebots equipped with Microsoft XBox 360 Kinect, which provides a camera and a ranging sensor. Moreover, the learner equipped with a microphone that enables it to listen to expert’s movement sound. In this domain, the MDP’s state is consists of the patroller’s location and orientation and the actions are, turning 90 degrees, moving forward, no operation. Patroller’s reward function modeled as a linear combination of following binary features.

- Moved forward: it returns 1 if the patroller moves forward, otherwise 0.
- Turned around: it return 1 if the patroller makes a U-turn at state \(s\), otherwise 0.

In this domain, the observation for the hMDP consists of sensory data from the Kinect’s range finder and sound intensity from the microphone. When the expert is in sight the learner considers the range finder data as observation and when the expert is not in sight the learner considers sound intensities as observations. Moreover, we consider the case where we disregard the sound from the expert and only use the visual information. In this observation model when the expert is not in sight, we consider a uniform distribution
over possible state and actions. As expected, utilizing the information from the microphone helps the learner. Figure 8 illustrates penetrating a patrol problem domain.

5.3.1 Physical runs

In addition to simulation for penetrating a patrol domain, we evaluate the performance of robust-IRL with physical robots. Table 1 shows the obtained results from 10 physical runs for each method. Due to the limited battery life of Turtlebots, we limited the experiment time to 30 minutes for each run. It means we give the total time of 30 minutes to the learner to observe and learn. If by 30 minutes the learner could reach the goal without being seen by the patroller, we count that as a successful run. All other cases we counted as unsuccessful runs.

For physical runs, we used a random attack approach as an extra baseline. In random attack the learner wait for a random amount of time then it attacks.

Table 1: Results from physical runs

| Method                | Successful runs | Unsuccessful runs |
|-----------------------|-----------------|-------------------|
| Robust-IRL            | 7               | 3                 |
| Most likely trajectory| 4               | 6                 |
| Random Attacker       | 1               | 9                 |

A video of one of our physical runs is available at: [http://goo.gl/2DA0lz](http://goo.gl/2DA0lz)

6. RELATED WORK

Ng and Russell [10] introduced the idea of inverse reinforcement learning as learning the reward function of an expert, modeled as MDP. Later Obermayer and Muckler [11] utilized inverse optimal control to model the experts using other frameworks other than MDP, and Ratliff at el. [13] modeled the reward function as a linear combination of features.

Since the introduction of inverse reinforcement learning researchers tries to generalize it by relaxing some of the core assumptions of the IRL problem. Choi and Kim [4] try to relax the assumption of the full observability of the environment for the expert. However, there has been no in-depth research on the cases, where the observation of the learner is obscured to some extent till Bogert and Doshi [2] extended the Max-Ent IRL framework to suit multi-agent settings while they allow for occlusion in learner’s observation. However, they assumed when the learner receives an observation, it is completely noise-free.

In this paper, we relax the key assumption that the learner’s observation is noise free. This has significant implications for making IRL more robust to noise. Bogert and Doshi [3] also investigates maximum entropy IRL under the presence of latent variable. However, the key difference exists in the assumption of the presence of noise in the observation.

Moreover, Kitani at el. [7] investigate IRL problem under noisy observation. However, key differences exist in
the method and assumption that the observation model is dependent on both state and actions. As explained before incorporating actions into observation model introduces challenges that need to be addressed. In comparison, our method is more general and considers cases where we cannot exclude actions from the observation model.

7. CONCLUSION

In the context of real world robotics problems presence of noise in observation is usually unavoidable. Our method proposes a mathematical framework to deal with noise. We propose an observation model and try to recover a distribution over trajectories given observation. The experiments show promising results. They indicate that useful policies can be learned by the learner robot even if the amount of noise is considerable.

Also, we show that the learner robot can integrate information from various sensors with different level of accuracy through robust-IRL.

APPENDIX

Following is the proof for the Theorem 1.

**Proof.** Suppose that the expert moves from one point to another point. Then:

- First point coordinate = \((x_0, y_0)\)
- Second point coordinate = \((x, y)\)
- Velocity along the x axis = \(v_x\)
- Velocity along the y axis = \(v_y\)
- Time at the first point = \(t_0\)
- Time at the second point = \(t\)

Then

\[
x = v_x(t - t_0) + x_0 = v_x t + (x_0 - v_x t_0)
y = v_y(t - t_0) + y_0 = v_y t + (y_0 - v_y t_0)
\]

\[
r^2 = (v_x t + (x_0 - v_x t_0) - x)^2 + (y_0 - v_y t_0) - y)^2
\]

\[
r^2 = (v_x t + (x_0 - v_x t_0))^2 + (v_y t + (y_0 - v_y t_0))^2
\]

\[
r^2 = (v_x^2 t^2 + v_y^2 t_0^2 + 2 v_x t_0 t + v_y^2 t_0 - 2 v_x^2 t_0 t)
\]

\[
r^2 = (v_x^2 t^2 + v_y^2 t_0^2 + 2 v_x t_0 t) + (v_x^2 t_0^2 + v_y^2 t_0)
\]

\[
r^2 = a t^2 + b t + c \text{ where: } a = v_x^2 + v_y^2 b = 2 v_x^2 t_0 - 2 v_y^2 t_0 c = v_x^2 t_0^2 + v_y^2 t_0^2 I = \frac{b}{2a}, \overline{I} = \frac{b}{a^2 + b + c}
\]

\[\square\]
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