A SIMPLE CONSTRUCTION OF POTENTIAL OPERATORS FOR COMPENSATED COMPACTNESS
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ABSTRACT. We give a short proof of the fact that each homogeneous linear differential operator $\mathcal{A}$ of constant rank admits a homogeneous potential operator $\mathcal{B}$, meaning that $\ker \mathcal{A}(\xi) = \text{im} \mathcal{B}(\xi)$ for $\xi \in \mathbb{R}^n \setminus \{0\}$.

We make some refinements of the original result and some related remarks.

The framework of compensated compactness was introduced in [17, 18, 13, 14] as a unified framework for continuum mechanics. It was subsequently developed in many directions and has received numerous substantial contributions [3, 6, 5, 8, 19]. The theme of compensated compactness is the rigid interaction between nonlinear effects (constitutive relations) and weakly convergent sequences that satisfy an additional linear differential constraint (balance relations). Typically, the linear equations satisfy the so-called constant rank condition [16, 14] that we will recall below. Under this assumption, it was recently proved in [15] (cf. [2]) that the system of balance relations can be solved efficiently under suitable boundary conditions. This implies, for instance, that the notion of $\mathcal{A}$-quasiconvexity of Fonseca–Müller [8] coincides with the seemingly more restrictive notion of $\mathcal{A}-\mathcal{B}$-quasiconvexity of Dacorogna [6]. Further advances were obtained in [10, 9, 11, 1, 12].

For the purposes of this note, we hardly need to refer to vectorial differential operators, but rather think of them as matrix valued polynomials $\mathcal{A}(\xi) := (A_{ij}(\xi))_{1 \leq i \leq m, 1 \leq j \leq N}$ for $\xi \in \mathbb{R}^n$, that can be identified with a vectorial differential operator with constant coefficients. Let $R_{\mathcal{A}} := \{ \xi \in \mathbb{R}^n : \text{rank } \mathcal{A}(\xi) \text{ is maximal} \}$, which is an open dense subset of $\mathbb{R}^n$ (its complement is a proper real variety).

The result of [15, Thm. 1] is a corollary of the following:

**Theorem 1.** Let $\mathcal{A}$ be any $\mathbb{R}^{M \times N}$ valued polynomial. Then there exists a $\mathbb{R}^{N \times N}$ valued polynomial $\mathcal{B}$ such that

$$\ker \mathcal{A}(\xi) = \text{im } \mathcal{B}(\xi) \quad \text{for } \xi \in R_{\mathcal{A}}.$$ 

Moreover, if $\mathcal{A}$ has homogeneous rows, then $\mathcal{B}$ can be chosen to have the same homogeneity in every entry: if $\mathcal{A}_{ij}$ is homogeneous of degree $h_i$ and $r$ is the generic rank of $\mathcal{A}$, we can choose $\mathcal{B}$ to be $(2r \max_i h_i)$-homogeneous.

Since $R_{\mathcal{A}}$ is open, we can infer in addition that $\mathcal{A} \mathcal{B} \equiv 0$, so

$$\ker \mathcal{A}(\xi) \supset \text{im } \mathcal{B}(\xi) \quad \text{for } \xi \in \mathbb{R}^n.$$ 

The inclusion must be strict on the entire $\mathbb{R}^n \setminus R_{\mathcal{A}}$: an instructive example is the wave operator $\mathcal{A}(\xi_1, \xi_2) = \xi_1^2 - \xi_2^2$. The proof of Theorem 1 follows easily from the following:

**Lemma 2.** Let $M \in \mathbb{R}^{N \times N}$ and $Q(t) := (t - \lambda_1) \ldots (t - \lambda_r) = \sum_{i=0}^r a_i t^i$, where $\lambda_1, \ldots, \lambda_r$ are the nonzero eigenvalues of $M$, counting multiplicities. Then

$$\text{Proj}_{\ker M} = \frac{1}{a_r} Q(M).$$
Proof of Lemma 2. Consider an orthogonal matrix \( O \in \mathbb{R}^{N \times N} \) such that \( M = O^*DO \) where \( D = \text{diag}(\lambda_1, \ldots, \lambda_r, 0, \ldots, 0) \). Then we can compute
\[
Q(M) = O^*Q(D)O = O^* \begin{pmatrix} 0_{r \times r} & 0_{r \times (N-r)} \\ 0_{(N-r) \times r} & (-1)^r \lambda_1 \cdots \lambda_r I_{N-r} \end{pmatrix} O = a_r O^* \text{Proj}_\text{ker} D O.
\]
One concludes by checking the elementary fact that \( \text{Proj}_\text{ker} O^*DO = O^* \text{Proj}_\text{ker} DO \). □

Proof of Theorem 1. The proof of the exact relation follows at once from Lemma 2 by setting \( M = \mathcal{A}^*(\xi) \mathcal{B}(\xi) \) and \( \mathcal{B}(\xi) = Q(M) \). In the case of homogeneous operators, we will make a slight modification. We can assume that \( h_1 \leq h_2 \leq \cdots \leq h_m \). We define the operator \( \mathcal{A} \) row wise by \( \mathcal{A}_{ij}(\xi)v := [\mathcal{A}_{ij}(\xi)v] \otimes \xi^{\otimes(h_m-h_i)} \) for \( v \in \mathbb{R}^N \), so basically \( \mathcal{A} \) is defined as \( \mathcal{A}_{ij} = D^{h_m-h_i} \mathcal{A}_{ij} \). We have that \( \mathcal{A} \) is \( h_m \)-homogeneous in every entry and \( \ker \mathcal{A}(\xi) = \ker \mathcal{B}(\xi) \) for all \( \xi \in \mathbb{R}^n \). Setting \( M = \mathcal{A}^*(\xi) \mathcal{B}(\xi) \) we remark that \( M \) is an \( \mathbb{R}^{N \times N} \)-valued \( 2h_m \)-homogeneous polynomial, so we can choose \( \mathcal{B}(\xi) = Q(M) \). □

We can also use Lemma 2 to prove the main result of [7], which was originally used to prove [15, Thm. 1]. We will aim to give a formula for the Moore–Penrose generalized inverse: for any matrix \( P \in \mathbb{R}^{m \times N} \) there is a unique matrix \( P^\dagger \in \mathbb{R}^{N \times m} \) such that:
\[
P^\dagger P P^\dagger = P^\dagger, \quad PP^\dagger P = P, \quad (PP^\dagger)^* = PP^\dagger, \quad (P^\dagger P)^* = P^\dagger P,
\]
or, equivalently, if
\[
PP^\dagger = \text{Proj}_{\text{lim}P}, \quad P^\dagger P = \text{Proj}_{\text{lim}P^*}.
\]
For a proof of these facts and general properties of pseudoinverses, see [4]. We can now prove a computable formula for the generalized inverse:

**Theorem 3** (Decell). Let \( P \in \mathbb{R}^{m \times N} \) and let \( a_i \) be given by Lemma 2 for \( M = PP^* \). Then
\[
P^\dagger = -\frac{1}{a_r} \sum_{i=1}^r a_{r-i} P^* (PP^*)^{-i-1}.
\]

This result, or rather the fact that under the constant rank condition, it implies that the multiplier \( \xi \mapsto \mathcal{B}^\dagger(\xi) \) is smooth away from zero, is still needed to infer that the partial differential equation \( \mathcal{A}^*v = 0 \) can be solved for \( v = \mathcal{B}u \), e.g., with periodic boundary conditions, cf. [15, Lem. 2]. We will also use this fact in Proposition 4 to deduce a variant of the standard Helmholtz decomposition that is often used in the study of these problems.

Proof of Theorem 3. By Lemma 2 we have that
\[
\text{Proj}_\text{ker} M = \frac{Q(M)}{a_r} = I_m + \frac{1}{a_r} \sum_{i=1}^r a_{r-i} M^i,
\]
so
\[
\text{Proj}_{\text{lim}} M = -\frac{1}{a_r} \sum_{i=1}^r a_{r-i} M^i.
\]
Therefore, by using both definitions of the generalized inverse, we have
\[
P^\dagger = P^\dagger PP^\dagger = P^\dagger \text{Proj}_{\text{lim}} M = -\frac{1}{a_r} \sum_{i=1}^r a_{r-i} P^* (PP^*)^{-i} = -\frac{1}{a_r} \sum_{i=1}^r a_{r-i} P^* PP^* (PP^*)^{-i-1},
\]
which is enough to conclude. □

A homogeneous differential operator \( \mathcal{A} \) is said to have **constant rank** if \( \mathcal{R} \mathcal{A} = \{0\} \). Here by homogeneous differential operator we mean that each row \( (\mathcal{A}_{ij})_j \) is \( h_i \)-homogeneous for some natural number \( h_i \). In this case, considering the differential system \( \mathcal{A}^*v = 0 \) (compensating condition), we have that each equation is homogeneous, of various degrees.
Proposition 4. Let $1 < p < \infty$, $\mathcal{A}$ be homogeneous (in the rows) and of constant rank, and $\mathcal{B}$ be as in Theorem 1; say that $\mathcal{B}$ has degree $k$. Then there exists a bounded linear map $v \in L^p(\mathbb{R}^n, \mathbb{R}^N) \mapsto u \in \dot{W}^{k,p}(\mathbb{R}^n, \mathbb{R}^N)$ such that

$$\|D^k u\|_{L^p} \leq c\|\mathcal{B} u\|_{L^p} \leq c\|v\|_{L^p} \quad \text{and} \quad \|v - \mathcal{B} u\|_{L^p} \leq c\sum_{i=1}^m \|\mathcal{A}_i v\|_{W^{-h_i,p}},$$

where $h_i$ is the homogeneity of the $i$th row of $\mathcal{A}$.

One can formulate a variant of the bound for $u$ also in the case in which $\mathcal{B}$ has homogeneous columns, say of degree $\tilde{h}_j$. In that case, one has the estimates

$$\|D^\tilde{h}_j u_j\|_{L^p} \leq c\|\mathcal{B} u\|_{L^p}. \quad (1)$$

We leave this exercise for the reader.

Proof of Proposition 4. We write $v = v_1 + v_2$, where $v_1$, $v_2$ are defined by the multipliers

$$\hat{\nu}_1(\xi) := \text{Proj}_{\mathcal{A}^*(\xi)} \hat{\nu}(\xi) \quad \text{and} \quad \hat{\nu}_2(\xi) = \mathcal{A}^\dagger(\xi) \mathcal{B} \hat{\nu}(\xi).$$

By Lemma 2 and the constant rank condition, we have that $v_1$ is defined by a convolution with a 0-homogeneous multiplier that is smooth in $\mathbb{R}^n \setminus \{0\}$. By the Hörmander–Mikhlin Theorem, we have that

$$\|v_1\|_{L^p} \leq c\|v\|_{L^p}.$$  

Moreover, $\mathcal{A} v_1 = 0$, so that we can write $v_1 = \mathcal{B} u$ for $u \in \dot{W}^{k,p}$ with the required bound by using the ideas in [10, Sec. 3.3].

Writing $C_i(\xi)$ for the columns of $\mathcal{A}^\dagger(\xi)$, it is a simple exercise to check that $C_i$ is $(-h_i)$-homogeneous. We have that

$$\hat{\nu}_2(\xi) = \sum_{i=1}^M C_i(\xi) \mathcal{B}\hat{\nu}(\xi) = \sum_{i=1}^M C_i \left( \frac{\xi}{|\xi|} \right) \mathcal{B}\hat{\nu}(\xi)^{\hat{h}_i}.$$  

By Theorem 3 and the constant rank condition we can infer the necessary smoothness to apply the Hörmander–Mikhlin Theorem again to obtain

$$\|v_2\|_{L^p} \leq c\sum_{i=1}^M \|\mathcal{A}_i v\|_{W^{-h_i,p}}.$$  

The proof is complete.

Sketch proof of (1). We write $R_j(\xi)$ for the rows of $\mathcal{B}^\dagger(\xi)$, which are $(-\tilde{h}_j)$-homogeneous. The calculations in the proof of Proposition 4 are replaced by

$$D^{\tilde{h}_j} u_j(\xi) = R_j(\xi) \mathcal{B} u(\xi) \otimes \xi^{\tilde{h}_j} = R_j \left( \frac{\xi}{|\xi|} \right) \mathcal{B} u(\xi) \otimes \left( \frac{\xi}{|\xi|} \right)^{\otimes \tilde{h}_j},$$

and the Hörmander–Mikhlin Theorem applies here as well.
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