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ABSTRACT

In reality, there are so-called holiday effects in the sales of many consumer goods, and their sales data have the characteristics of double trend change of time series. In view of this, by introducing the seasonal decomposition and ARIMA model, this paper proposes a sales forecasting model for the consumer goods with holiday effects. First, a dummy variable model is constructed to test the holiday effects in consumer goods market. Second, using the seasonal decomposition, the seasonal factor is separated from the original series, and the seasonally adjusted series is then obtained. Through the ARIMA model, a trend forecast to the seasonally adjusted series is further carried out. Finally, according to the multiplicative model, reflipping the trend forecast value with the seasonal factor, thus, the final sales forecast results of the consumer goods with holiday effects can be obtained. Taking the cigarettes sales in G City, Guizhou, China as an example, the feasibility and effectiveness of this new model is verified by the example analysis results.

1. INTRODUCTION

Sales forecasting refers to the estimation of sales quantity and sales amount of all products or specific products in a specific time in the future [1]. Sales forecasting is based on the full consideration of various influence factors in the future, combined with the actual sales performance of enterprises, through certain analysis methods to put forward practical sales objectives. Through sales forecasting, the initiative of sales staff can be mobilized, and the products can be sold as soon as possible, so as to complete the transformation from use value to value. Meanwhile, the enterprises can set production by sales, arrange production according to sales forecasting data, and avoid overstock of products. It can be seen that the accurate and reliable sales forecasting is of great significance to the formulation of enterprises marketing plan, safety inventory, normal operation of cash flow and so on.

At present, the commonly used qualitative forecasting methods in sales forecasting include: senior manager’s opinion method, salesperson’s opinion method, buyer’s expectation method and Delphi method, etc. In addition, the commonly used quantitative forecasting methods in sales forecasting include: time series analysis method [1], regression and correlation analysis method [1], artificial intelligence technology represented by neural network [2] and support vector regression machine [3], etc. The qualitative forecasting method is simple and easy, but it has strong subjectivity. It is difficult to make an accurate explanation for the future change trend, to make a quantitative explanation for the interaction degree between various forecasting objectives, to estimate the error of the forecasting results and to evaluate the reliability of the forecasting results. The quantitative forecasting method is less affected by subjective factors, which overcomes the shortcomings of qualitative forecasting method. However, there are so-called holiday effects in the sales of many consumer goods in reality, and their sales data have the characteristics of double trend change of time series, that is, the overall trend variability and seasonal volatility [4,5], which leads to the decrease of prediction accuracy and the increase of prediction risk of quantitative forecasting method.

The so-called holiday effects originally refer to the abnormal phenomenon of stock index return rate in the pre-holiday trading days and post-holiday trading days compared with other trading days due to the change of people’s mood and behavior caused by the holiday in the stock market [6]. With the deepening of research, some scholars found that the holiday effects widely exist in consumer goods, tourism, film and television and many other fields. In terms of theoretical research on the holiday effects in consumer goods market, Hua [7] thought that for the phenomenon of holiday shopping, the economists call it “the period of consumption function mutation”, the sociologists call it “the period of consumption behavior impulse”, and the business counselors call it “holiday effects”. Chen [8] summed up the main characteristics of holiday economy, the impact of holiday economy on economic life, the consumption potential of holiday economy and its development countermeasures. In terms of empirical research on the holiday effects in consumer goods market, Li [9] made a sample analysis on the sales volume of social science books in Jingdong Mall in recent 3 years, which shows that there are holiday and weekend negative effects in book online sales. Gui and Han [10] took the monthly data of total retail sales of consumer goods from January 2000
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to December 2009 as the research object, and used Bayes seasonal adjustment model to measure the holiday effects of household consumption. Kang et al. [11] demonstrated empirically that replacement intervals of mobile phones sold in China online B2C are influenced by purchase points such as holidays. Cheng et al. [12] analyzed the fluctuations of the three fresh cut flower yields of roses, gypsophila and gerbera before and after the festival, which had the largest trading volume in Kunming International Flower Trading Center, the festival trading rules of fresh cut flowers in the auction market were then determined basically. Cai et al. [13] proposed an oracally efficient estimation for dense functional data with holiday effects, and applied it to analysis the sporting goods sales data sales.

In view of the sales forecast problem of the consumer goods with holiday effects, in Xie et al. [14], the time series of cigarettes sales was divided into trend component and cycle component. Based on the circular back propagation network model, the two components were predicted respectively, and the overall predicted value of cigarettes sales volume was obtained through combination. In Zou [15], according to the seasonal volatility of cigarettes sales, the paper selected the seasonal index prediction model as the basic prediction model of cigarettes sales, by introducing the lunar date, the prediction process and system implementation method based on the lunar date were proposed. However, the former is limited by the defects of BP neural network, such as “black box”, difficulty in structure determination, low training efficiency and so on [16]; the latter assumes that the year-on-year growth rate of sales in the forecast month is equal to the year-on-year growth rate of total sales in the previous 12 months in trend prediction, its rationality is worth discussing.

Seasonal decomposition is to decompose the components of time series into four kinds: long-term trend factor \((T)\), seasonal change factor \((S)\), cycle change factor \((C)\) and random fluctuation factor \((I)\), etc. These components are then separated from time series to study their influence on the change of time series [17]. At present, the seasonal decomposition has been widely used in tax analysis and prediction, tourism passenger flow analysis and prediction, automobile sales analysis, agricultural product price prediction and other fields [17–20]. In addition, the ARIMA model not only considers the dependence of economic phenomena on time series, but also considers the interference of random fluctuation in the process of economic prediction, so that the ARIMA model has a relatively high prediction accuracy for the short-term trend of economic operation [21,22]. In view of this, by introducing the seasonal decomposition and ARIMA model, this paper proposes a sales forecasting model for the consumer goods with holiday effects.

This paper is structured as follows: Section 2 constructs a dummy variable model to test the holiday effects in consumer goods market. Section 3 proposes a new model to forecast the sales of consumer goods with the holiday effects. Section 4 describes the example analysis results and Section 5 concludes this paper.

2. A TEST MODEL OF HOLIDAY EFFECTS IN CONSUMER GOODS MARKET

According to the connotation of holiday effects in consumer goods market and the test principle of holiday effects in stock market, the following dummy variable model is constructed to test the holiday effects in consumer goods market.

\[
S(i) = c + \alpha D(i) + \varepsilon(i)
\]

(1)

where, \(S(i)\) is the sales volume of the \(i\)-th consumer goods in the \(t\)-th period (month or day); \(D(i)\) is the dummy variable, \(pre\) is the last period before the holiday, when \(t\) is the last period before the holiday, \(D(i) = 1\), otherwise \(D(i) = 0\); \(c\) is the intercept term of the model; \(\alpha\) is the estimation coefficient of \(D(i)\), when \(\alpha\) is significantly not zero, it indicates that there is significant holiday (pre-holiday) effects; \(\varepsilon(i)\) is the random disturbance term.

In this paper, the weighted least square method is used for parameter estimation, where the weight \(W\) is the reciprocal of the estimated value of residual obtained by ordinary least square method.

3. A SALES FORECASTING MODEL FOR THE CONSUMER GOODS WITH HOLIDAY EFFECTS

3.1. Seasonal Decomposition

Generally speaking, the information of time series can come from the following four aspects [17]: (1) Long-term trend refers to the continuous change of phenomena in a certain direction over a long period of time. The long-term trend is the result of the influence of some fixed and fundamental factors. (2) Seasonal change refers to the regular change with the change of seasons in a year under the influence of nature and other factors. (3) Cycle change refers to the regular period change with several years (months and quarters) as a certain period. The cycle change is different from the one-way continuous change of long-term trend and the fixed period rule of seasonal fluctuation, which is difficult to identify. (4) Random fluctuation refers to the irregular change of phenomena influenced by accidental factors.

Seasonal decomposition can subjectively decompose time series into four kinds of factors: long-term trend factor \((T)\), seasonal change factor \((S)\), cycle change factor \((C)\) and random fluctuation factor \((I)\), i.e. time series can be considered as a function of these four factors, it can be expressed as:

\[
Y_i = f(T_i, S_i, C_i, I_i)
\]

(2)

where, \(Y\) represents the time series, \(T\) represents the long-term trend factor (may be linear trend, may also be periodic fluctuation or long period fluctuation), \(S\) represents the seasonal factor (refers to the fluctuation with fixed amplitude and period, for example, the calendar effect is the common seasonal factor), \(C\) represents the cycle change factor and \(I\) represents the random fluctuation factor (may be regarded as error). The function \(f\) includes the additive model \(Y_i = T_i + S_i + C_i + I_i\) and the multiplicative model \(Y_i = T_i \times S_i \times C_i \times I_i\). Where, the multiplicative model is often used [23].

In the sales of consumer goods with holiday effects, the quantity of each period is affected by many different factors. For example, the monthly sales volume will be affected by some factors, such as residents’ purchasing power, commodity price, commodity quality, customers’ preferences, seasonal change and so on. According
4. **EXAMPLE ANALYSIS**

4.1. **Sample Data**

The original series of total monthly sales volume of cigarettes in G City, Guizhou, China from 2007 to 2010 was shown in Figure 1. The original data were from G City Branch, Guizhou Tobacco Company of China (see Table 1).

It can be seen from Figure 1 that from 2007 to 2010, the original series shows the general characteristics of rising the bottom gradually and emerging two seasonal peaks in January and September every year. Therefore, it can be preliminarily judged that the total monthly sales volume of cigarettes in G City have the characteristics of double trend change of time series.

4.2. **Test of the Holiday Effects**

In this paper, the Spring Festival and National Day were selected as the holidays to investigate the holiday effects of cigarettes sales in G City. In order to facilitate comparison, the sample data were divided into two subgroups: the last month before the holiday (referred to as pre-holiday) and all other months (referred to as other). We used Excel software to make descriptive statistical analysis of sample data, and used Eviews7.2 software to do regression analysis of sample data.

The descriptive statistical analysis results of the original series were shown in Table 2. It can be seen from Table 1 that the pre-holiday average value is 21381.04 boxes, which is far higher than the other average value of 15631.69 boxes, reaching 1.3678 times. This preliminary shows that the cigarettes sales in G City have obvious pre-holiday effects. In addition, from the standard deviation point of view, the pre-holiday standard deviation is 3371.942 boxes, which is much higher than the other standard deviation of 1843.548 boxes, reflecting the greater pre-holiday volatility. Therefore, the follow-up needs to carry on the regression analysis to get the general conclusion.

Using Equation (1), a dummy variable model was constructed, and the pre-holiday effects of cigarettes sales in G City were then test. The test results were shown in Table 3.

![Figure 1](Image) Original series.
shows that the constant term is 15645.03 and the regression coefficient $\alpha$ is 5585.926 in this model. The $t$-statistic of $\alpha$ is 38.36343, and the corresponding probability $p$-value is 0.0000, which shows that the regression coefficient $\alpha$ is significant at the 1% significance level. The goodness-of-fit (R$^2$) of the model is 0.9696, and the adjusted goodness-of-fit (Adjusted R$^2$) is 0.9690, which shows that the fitting effect of the model is good, and the independent variable can explain 96.96% difference of the dependent variable. The observed value of F-statistic is 1471.753, which is higher than the critical value (7.220) of F-test at the 1% significance level. Therefore, the hypothesis of zero is rejected, which shows that the linear relationship between dependent variable and independent variable is very significant, and a linear model can be established. The above results show that the cigarettes sales in G City have the statistically significant positive pre-holiday effects.

### 4.3. Seasonal Decomposition Results

According to Subsection 3.1, using the seasonal decomposition function provided by SPSS18.0 software, we selected...
Table 2  Descriptive statistical analysis results

| Subgroups    | Average value/Box | Maximal value/Box | Minimal value/Box | Standard deviation/Box | Sample sizes | Multiple of average value |
|--------------|-------------------|-------------------|-------------------|------------------------|--------------|---------------------------|
| Pre-holiday  | 21381.04          | 26814             | 17378             | 3371.942               | 8            | 1.3678                    |
| Other        | 15631.69          | 19527             | 12038             | 1843.548               | 40           | 1.0000                    |

Multiple of average value, pre-holiday average value/other average value.

Table 3  Test results of the pre-holiday effects

| Variable | Coefficient | Std. Error | t-Statistic | Prob. |
|----------|-------------|------------|-------------|-------|
| c        | 15645.03    | 141.3023   | 110.7203    | 0.0000|
| $D(i)^{p^*}$ | 5585.926   | 145.6055   | 38.36343    | 0.0000|

Figure 2  Original series and seasonally adjusted series.

"Multiplicative" model (system default option) in the "Model Type" option group, and selected "All points equal" in "Moving Average Weight", thus, we can get the seasonal decomposition table, as shown in Table 1.

Based on the original series, according to the specified moving average method and period, we obtained the moving average series. Its purpose was to eliminate the seasonal factors in the original series and get the trend value of the original series. According to the multiplicative model, the trend factors were removed from the original series, and the ratio of original series to moving average series was then obtained. We averaged the ratio of the same month in each year to get 12 averages, and then divided the 12 averages by the total ratio average, therefore, the seasonal factor for each month can be obtained. After removing the seasonal component from the original series, we got the seasonally adjusted series, and then smooth it to get the smoothed trend-cycle series. Finally, the irregular (error) component was obtained by eliminating the cyclic fluctuation factors from the seasonally adjusted series [23]. The original series and seasonally adjusted series were shown in Figure 2.

In Figure 2, it can be seen that the original series shows the characteristics of fluctuating growth in annual cycle, and the seasonally adjusted series (i.e. the corrected monthly effects series) shows a steady growth trend in four years. The seasonal factor was shown in Figure 3.

In Figure 3, the seasonal factor fluctuates regularly in a 12-month period. It can be found that the sales volume of cigarettes in January and September are larger than that in other months. Figures 2 and 3 further verify the observations in Subsection 4.1.

4.4. Trend Forecast Results

According to Subsection 3.2, we used SPSS18.0 software to build the ARIMA($p$, $d$, $q$) model and forecast the trend of the seasonally adjusted series.

(1) Stability test and processing. The Augmented Dickey–Fuller (ADF) test results shown that the seasonally adjusted series was a first-order stationary series, i.e. $d = 1$.

(2) Model recognition. Because the Partial Autocorrelation Function (PACF) graph and ACF graph of the stationary series were tailed, it can be determined that the stationary series was suitable for the ARMA model.

(3) Model order determination. The determining order method based on the optimal criterion function was used to determine the order of the model [24], i.e. we selected the group of orders minimizing the Akaike’s information criterion as the ideal order. Through the comparative test, the ARIMA(1, 1, 1) model was selected.

(4) Model test. Through observing the ADF test, ACF graph and PACF graph of the residual series of the ARIMA(1, 1, 1) model, it was confirmed that the residual series was the white noise series. Thus, the ARIMA(1, 1, 1) model was the best prediction model for the stationary series.

In the “Criteria” option group, we selected the "Nonseasonal ARIMA", "None Transformation" and "Include constant in model"; selected the "Display forecasts" in the "Statistics" option group; set January to March 2011 as the forecast period in the "Selection" option group; and other items adopted the default options. The trend forecast results of the seasonally adjusted series were shown in Table 4.
4.5. Sales Forecast Results

According to Subsection 3.3, refilling the trend forecast value in Table 4 with the seasonal factor in Table 1, i.e. the seasonal factor of the corresponding month was multiplied by the trend forecast value of the seasonally adjusted series, thus, the forecast results of the total monthly sales volume of cigarettes in G City from January to March 2011 were obtained, as shown in Table 5.

Table 5 shows the relative error between the forecast value obtained by our model and the actual value of the total monthly sales volume of cigarettes in G City. The absolute average error after calculation is 4.20%, which shows that our model can better predict the change trend of the total monthly sales volume of cigarettes in G City, and can effectively simulate the seasonal, periodic and random characteristics of cigarettes sales. In addition, our model also gives the upper and lower limits of the forecast value, which provide a space for the empirical adjustment of the forecast value.

4.6. Comparative Analysis

In order to facilitate comparison, based on the original series, we also adopted respectively the nonseasonal ARIMA model, product seasonal ARIMA model [25] and seasonal exponential smoothing method - Winters multiplicative model to forecast the total monthly sales volume of cigarettes in G City from January to March 2011, the results were shown in Table 6. Where, the nonseasonal ARIMA (2, 1, 1) model and the product seasonal ARIMA(1, 1, 1)(1, 0 ,1) model were finally determined as the best prediction models for the

stationary series after the modeling steps of stability test and processing, model recognition, model order determination and model test.

It can be seen from Table 6 that the absolute average error of our model is only 4.20%, which is lower than 5.49% of the Winters multiplicative model and 11.05% of the nonseasonal ARIMA (2, 1, 1) model, which is also slightly lower than 4.30% of the product seasonal ARIMA(1, 1, 1)(1, 0, 1) model. Especially in January 2011, when the seasonal fluctuation is prominent, the prediction error of our model is only −7.60%, which is significantly lower than the other three models. Which means that the prediction accuracy of our model is better, which shows good applicability in the double trend prediction and can meet the needs of practical application.

5. DISCUSSION

From the results and analysis of the previous section, we observed that our model was able to obtain the slightly higher prediction accuracy than the product seasonal ARIMA(1, 1, 1)(1, 0, 1) model [our method was 95.8%, and the product seasonal ARIMA(1, 1, 1)(1, 0, 1) model was 95.7%], and the higher prediction accuracy than the Winters multiplicative model and the nonseasonal ARIMA (2, 1, 1) model [the Winters multiplicative model was 94.51%, and the nonseasonal ARIMA(2, 1, 1) model was 88.95%].

Compared with the product seasonal ARIMA, Winters multiplicative model and the nonseasonal ARIMA model, our method can obtain the slightly higher or higher prediction accuracy. Since our model divides the sales forecasting into three stages. First, using the seasonal decomposition, the seasonal factor is separated from the original series, and the seasonally adjusted series is then obtained. Second, using the ARIMA model, a trend forecast to the seasonally adjusted series is further carried out. Finally, according to the multiplicative model, refilling the trend forecast value with the seasonal factor, thus, the final sales forecast results of the consumer goods with holiday effects can be obtained.

Table 4 The trend forecast results of the seasonally adjusted series

| Months  | 2011–01 | 2011–02 | 2011–03 |
|---------|---------|---------|---------|
| Forecast value/Box | 19426.1 | 19430.3 | 19547.5 |
| Upper limit value/Box | 21313.2 | 21319.1 | 21436.5 |
| Lower limit value/Box | 17539.0 | 17541.5 | 17658.6 |

Table 5 The forecast results of the total monthly sales volume of cigarettes in G City from January to March 2011

| Months  | Actual value/Box | Forecast value/Box | Error/% | Upper limit value/Box | Error/% | Lower limit value/Box | Error/% |
|---------|-----------------|-------------------|--------|----------------------|--------|----------------------|--------|
| 2011–01 | 30756.98        | 28420.36          | −7.60  | 31181.21             | 1.38   | 25659.50             | −16.57 |
| 2011–02 | 18614.07        | 17739.86          | −4.70  | 19464.35             | 4.57   | 16015.38             | −13.96 |
| 2011–03 | 19315.71        | 19254.33          | −0.32  | 21114.98             | 9.32   | 17393.69             | −9.95  |

Error = (forecast value − actual value)/actual value.

Table 6 Comparative analysis results

| Months  | Actual value/Box | Nonseasonal ARIMA(2, 1, 1) | Product seasonal ARIMA(1, 1, 1)(1, 0, 1) | Winters multiplicative model | Our model |
|---------|-----------------|---------------------------|----------------------------------------|-------------------------------|-----------|
|         | Forecast value/Box | Error/% | Forecast value/Box | Error/% | Forecast value/Box | Error/% | Forecast value/Box | Error/% |
| 2011–01 | 30756.98        | 20631.91 | −32.92 | 26933.74 | −12.43 | 27552.18 | −10.42 | 28420.36 | −7.60 |
| 2011–02 | 18614.07        | 18583.61 | −0.16 | 18669.34 | 0.30  | 17834.00 | −4.19  | 17739.86 | −4.70 |
| 2011–03 | 19315.71        | 19305.21 | −0.52 | 19465.53 | 0.78  | 18958.20 | −1.85  | 19254.33 | −0.32 |
| Absolute Average Error/% | — | 11.05 | — | 4.30 | — | 5.49 | — | 4.20 |

Error = (forecast value − actual value)/actual value.
6. CONCLUSION

There are so-called holiday effects in the sales of many consumer goods in reality, and their sales data have the characteristics of double trend change of time series, which leads to the decrease of prediction accuracy and the increase of prediction risk of quantitative prediction method. In view of this, by introducing the seasonal decomposition and ARIMA model, this paper proposed a sales forecasting model for the consumer goods with holiday effects. Taking the cigarettes sales in G City, Guizhou, China as an example, the feasibility and effectiveness of this new model was verified by the example analysis results. This paper provides a new method and idea for improving the sales forecasting accuracy of the consumer goods with holiday effects, which has high practical value.

The basic law of prediction is that the shorter the prediction period, the stronger the prediction ability of quantitative prediction method; the longer the prediction period, the weaker the prediction ability of quantitative prediction method. Therefore, in practical application, it is necessary to establish a sales forecasting system based on our model to make real-time dynamic sales forecast for the consumer goods with holiday effects.

It should be noticed that the seasonal decomposition artificially decomposes time series into four fixed components; however, its scientific nature needs to be further verified. In addition, since the information used in a single prediction method is limited, only one method is used to predict the same problem, the prediction accuracy is often not high, and the prediction risk is large [26]. Therefore, in order to improve the forecast effect, it is worth further study to establish a sales combination forecasting model for the consumer goods with holiday effects [27].
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