Trigonometric Ratios Using Algebraic Methods
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Abstract The main aim of this article is to start with an expository introduction to the trigonometric ratios and then proceed to the latest results in the field. Historically, the exact ratios were obtained using geometric constructions. The geometric methods have their own limitations arising from certain theorems. In view of the certain limitations of the geometric methods, we shall focus on the powerful techniques of equations in deriving the exact trigonometric ratios using surds. The cubic and higher-order equations naturally arise while deriving the exact trigonometric ratios. These equations are best expressed using the expansions of the cosines and sines of multiple angles using the Chebyshev polynomials of the first and second kind respectively. So, we briefly present the essential properties of the Chebyshev polynomials. The equations lead to the question of reduced polynomials. This question of the reduced polynomials is addressed using the Euler’s totient function. So, we describe the techniques from theory of equations and reduced polynomials. The trigonometric ratios of certain rational angles (when measured in degrees) give rise to rational trigonometric ratios. We shall discuss these along with the related theorems. This is a frontline area of research connecting trigonometry and number theory. Results from number theory and theory of equations are presented wherever required.
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1 Introduction

The exact values of the trigonometric ratios have been a subject of keen interest since the beginning of trigonometry and continues to this day [1]-[7]. The Greeks relied on geometric methods to obtain the trigonometric ratios. The same tradition was followed by the Medieval Arab scientists and scientists from India and China [8]. Some of these historic aspects were covered during the International Year of Light and Light-based Technologies [9]-[15]. Geometric methods are constrained by the constructible regular polygons [16]. This necessitates the use of equations, which enables us to obtain the trigonometric ratios of angles not possible from the geometric constructions. “A trigonometric number is an irrational number obtained by taking the sine or cosine of a rational number of degrees (if expressed in radians, the angles is a rational multiple of π).” The only exceptions are $\cos \alpha$, $\sin \alpha \in \{0, \pm \frac{1}{2}, \pm 1\}$. We shall look at the theorems related to the rational and irrational trigonometric numbers.

For completeness, we briefly cover the procedures for obtaining the exact values of the trigonometric ratios of the routine angles ($15^\circ$, $18^\circ$, $30^\circ$, $36^\circ$, $45^\circ$, $54^\circ$, $60^\circ$, $72^\circ$ and $75^\circ$). In Section 2, it will be seen that the basic trigonometric identities along with quadratic equations are sufficient for such derivations. In Section 3, we shall focus on the rational angles in degrees. In Section 4, using cubic equations, we obtain some additional results. The same Section has some general results from the theory of equations and number theory pointing to the limitations inherent in the geometric techniques. Consequently, there is a dependence on higher-order equations in deriving the exact ratios. Section 5, our final Section has the concluding remarks. The study of the trigonometric ratios is an ongoing topic of active research, which is pointed by the continued journal articles.

2 Trigonometric Ratios from Identities and Equations

The very basic identity, $\sin^2 A + \cos^2 A = 1$ is a consequence of the Pythagorean theorem. The identities for the sums
of two angles are
\[
\sin(A + B) = \sin A \cos B + \cos A \sin B
\]
\[
\cos(A + B) = \cos A \cos B - \sin A \sin B.
\] (1)

Matrices enable us to write them in a compact form
\[
\begin{bmatrix}
\cos A & \sin A \\
-\sin A & \cos A
\end{bmatrix}
\begin{bmatrix}
\cos B & \sin B \\
-\sin B & \cos B
\end{bmatrix} =
\begin{bmatrix}
\cos(A + B) & \sin(A + B) \\
-\sin(A + B) & \cos(A + B)
\end{bmatrix}.
\] (2)

A special case is
\[
\begin{bmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{bmatrix}^n =
\begin{bmatrix}
\cos(n\theta) & \sin(n\theta) \\
-\sin(n\theta) & \cos(n\theta)
\end{bmatrix}.
\] (3)

These formulae can be derived using various techniques such as the de Moivre’s formula. Alternately, we can use Euler’s formula with complex arguments
\[
\cos(A + B) + i \sin(A + B) = e^{i(A+B)}
\]
\[
= e^{iA} e^{iB}
\]
\[
= (\cos A + i \sin A)(\cos B + i \sin B)
\]
\[
= (\cos A \cos B - \sin A \sin B)
\]
\[
+ i(\sin A \cos B + \cos A \sin B).
\] (4)

The identities in (1) are readily obtained by the substitution \(-B\) for \(B\) and then equating the real and imaginary parts. The trigonometric ratios of 30° and 45° are well known. Choosing \(A = 45°\) and \(B = 30°\) gives
\[
\sin 75° = \cos 15° = \frac{\sqrt{3} + 1}{2\sqrt{2}}
\]
\[
\cos 75° = \sin 15° = \frac{\sqrt{3} - 1}{2\sqrt{2}}.
\] (5)

The identities involving the difference of two angles are
\[
\sin(A - B) = \sin A \cos B - \cos A \sin B
\]
\[
\cos(A - B) = \cos A \cos B + \sin A \sin B.
\] (6)

For the multiple angles, we have
\[
\sin 2A = 2 \sin A \cos A
\] (7)

and
\[
\cos 2A = \cos^2 A - \sin^2 A
\]
\[
= 2 \cos^2 A - 1
\]
\[
= 1 - 2 \sin^2 A.
\]

The identities in (6) can be written as
\[
\sin \left(\frac{A}{2}\right) = \frac{1}{2} \sqrt{2(1 - \cos A)},
\]
\[
\cos \left(\frac{A}{2}\right) = \frac{1}{2} \sqrt{2(1 + \cos A)}.
\]

If we choose \(A = 45°\), then
\[
\sin \left(\frac{45°}{2}\right) = \sqrt{\frac{1 - \cos 45°}{2}} = \frac{1}{2} \sqrt{2 - \sqrt{2}}
\]
\[
\cos \left(\frac{45°}{2}\right) = \sqrt{\frac{1 + \cos 45°}{2}} = \frac{1}{2} \sqrt{2 + \sqrt{2}}.
\] (10)

Starting with the exact value of \(\cos A\) and the repeated use of the identities in (2) enables us to obtain the exact ratios of the sub-multiples of \(A\) using only square-roots (17). On taking \(k\) steps, that is \(k\) square-roots, we reach the exact value of \(\sin(A/2^k)\) expressed as the \(k\)-th root
\[
2 \sin A = \sqrt{2 - 2 \cos(2A)}
\]
\[
= \sqrt{2 - \sqrt{2 + 2 \cos(2^2A)}}
\]
\[
= \sqrt{2 - \sqrt{\sqrt{2 + 2 \cos(2^3A)}}}
\]
\[
= \ldots.
\] (11)

The same procedure leads to an exact expression for \(\cos(A/2^k)\)
\[
2 \cos A = \sqrt{2 + 2 \cos(2A)}
\]
\[
= \sqrt{2 + \sqrt{2 + 2 \cos(2^2A)}}
\]
\[
= \sqrt{2 + \sqrt{\sqrt{2 + 2 \cos(2^3A)}}}
\]
\[
= \ldots.
\] (12)

Many exact values can be obtained by a suitable combination of the various identities. Based on the combinations of the identities, the same trigonometric ratio can have several equivalent forms as seen in the following example
\[
\sin 9° = \frac{1}{4} \left( \sqrt{8 - 2\sqrt{10 + 2\sqrt{5}}} \right),
\]
\[
= \frac{1}{4} \left( \sqrt{3 + \sqrt{5} - \sqrt{5 - \sqrt{5}}} \right),
\]
\[
= \frac{1}{4} \left( \frac{1}{2} \left( \sqrt{10 + 2\sqrt{2}} - \sqrt{5 - \sqrt{5}} \right) \right),
\]
\[
= \frac{1}{2} \sqrt{2 - 2\sqrt{2 + \phi}},
\] (13)

where \(\phi = (\sqrt{5} + 1)/2\) is the celebrated golden ratio (18). Identities in (17) enable us to obtain
\[
\sin 3A = 3 \sin A - 4 \sin^3 A
\]
\[
\cos 3A = 4 \cos^3 A - 3 \cos A.
\] (14)

These identities are sufficient to obtain the trigonometric ratios of 18°, 36°, 54° and 72°. We start with \(\theta = 18° = 90°/5\) and
obtain
\[2\theta = 90^\circ - 3\theta\]
\[
\sin(2\theta) = \sin(90^\circ - 3\theta) = \cos(3\theta)
\]
\[
2 \sin \theta \cos \theta = 4 \cos^2 \theta - 3 \cos \theta
\]
\[= \cos \theta(1 - 4 \sin^2 \theta). \quad (15)
\]
This leads to the equation
\[4 \sin^2 \theta + 2 \sin \theta - 1 = 0,
\]
whose solution is
\[
\sin 18^\circ = \cos 72^\circ = \frac{\sqrt{5} - 1}{4}. \quad (17)
\]
The basic identity readily gives the required value of \(\cos 18^\circ = \sin 72^\circ\)
\[
\cos 18^\circ = \sin 72^\circ = \sqrt{1 - \sin^2 18^\circ} = \frac{\sqrt{5 + \sqrt{5}}}{2\sqrt{2}}. \quad (18)
\]
Using the identities in (8), the trigonometric ratios of 36° and 54° are
\[
\sin 36^\circ = \cos 54^\circ = \sqrt{1 - \cos^2 36^\circ} = \frac{\sqrt{5 - \sqrt{5}}}{2\sqrt{2}}
\]
\[
\cos 36^\circ = \sin 54^\circ = 1 - 2 \sin^2 18^\circ = \frac{\sqrt{5 + 1}}{4}. \quad (19)
\]
In this Section, we relied on trigonometric identities along with quadratic equations. In Section 4, we shall see that we require not only cubic or quartic but even higher order equations.

3 Irrationality of Trigonometric Ratios

In 1956, Ivan Morton Niven published a book [19, 20], which had the following theorem summarizing the results on the irrationality of the trigonometric ratios

**Theorem 1 Niven’s Theorem:** The only rational values of \(\alpha\) in the interval \(0^\circ \leq \alpha \leq 90^\circ\) for which the sine of \(\alpha\) degrees is also a rational number are
\[
\sin 0^\circ = 0, \sin 30^\circ = \frac{1}{2}, \sin 90^\circ = 1.
\]
This theorem restricted the rational values to the sets, \(\cos \alpha, \sin \alpha \in \{0, \pm \frac{1}{2}, \pm 1\}\), \(\sec \alpha, \csc \alpha \in \{\pm 1, \pm 2\}\) and \(\tan \alpha, \cot \alpha \in \{0, \pm 1\}\). The arithmetic properties of trigonometric functions have been a recurring topic in the mathematical literature. Part of the aforementioned results were known as early as 1922 with several independent contributions: Swift (1922 [21]), Underwood (1921 [22]), Lehmer (1933 [23]), Olmsted (1945 [24]), and later by Niven (1956) who stated it in the above form. It came to be known as Niven’s Theorem [19, 20]. Later on, there appeared several proofs to this important theorem employing a variety of techniques such as induction, de Moivre formulas, Chebyshev polynomials, cyclotomic polynomials among others (see [25, 35] and references therein).

The most recent proofs of Niven’s theorem are by Bonaventura Paolillo and Giovanni Vincenzi. They are from the year 2020 [34] and the year 2021 [35] respectively. The first theorem makes use of the tangent function and leads to some additional results summarized below

**Theorem 2 Paolillo-Vincenzi Theorem-I:** If \(\alpha\) is rational in degrees, say \(\alpha = (m/n)180^\circ\) for some rational number \(m/n\), and \(\tan^2(\alpha)\) is rational, then \(\tan^2(\alpha) \in \{0, 1, \frac{1}{3}, 3\}\).

Using Theorem 2 and some basic identities (such as \(\cos^2 \alpha = 1/(1 + \tan^2 \alpha)\), \(\cos(2\alpha) = (1 - \tan^2 \alpha)/(1 + \tan^2 \alpha)\) and \(\sin(2\alpha) = 2 \tan \alpha/(1 + \tan^2 \alpha)\), we conclude that \(\cos^2(\alpha), \sin^2(\alpha) \in \{0, \frac{1}{3}, \frac{1}{2}, 3\}\). From this set, we conclude the results stated in the theorem. For certain angles, the squares of their trigonometric ratios are rational [36]. There is one more theorem due to Bonaventura Paolillo and Giovanni Vincenzi

**Theorem 3 Paolillo-Vincenzi Theorem-II:** If \(\alpha\) is rational in degrees, say \(\alpha = r \cdot 360^\circ\) for some rational number \(r\), then the only rational values of trigonometric functions of \(\alpha\) are as follows: \(\cos \alpha, \sin \alpha = 0, \pm \frac{1}{2}, \pm 1, \sec \alpha, \csc \alpha = \pm 1, \pm 2\) and \(\tan \alpha, \cot \alpha = 0, \pm 1\).

The proof is based on the periodicity of the cosine function [35]. Irrational numbers can be learned through basic trigonometry [37]. The trigonometric functions can be defined as solutions of differential equations. Hence, the irrationality of the values trigonometric functions can be deduced using techniques from calculus [37-39].

The irrationality of the trigonometric ratios has found applications within mathematics and several areas of physical sciences [40-41]. As an example, we note the Gregory numbers defined as
\[
G_x = \tan^{-1}\left(\frac{1}{x}\right) = \sum_{k=0}^{\infty} (-1)^k \frac{1}{(2k+1)x^{2k+1}}, \quad (20)
\]
where \(x\) is any integer or any rational number. For instance, with \(x = 1\), \(G_1 = \tan^{-1}(1) = 45^\circ\) is a Gregory number. Apart from the two exceptional case, \(G_{-1} = -45^\circ\) and \(G_1 = 45^\circ\), every Gregory number when expressed in degrees is an irrational number. Historically, the identities involving the arctangent function have been widely used to compute the values of \(\pi\) to a very large number of decimal places [27]. The following theorem by Arno Berger [33] summarises the rational linear independence of trigonometric numbers

**Theorem 4 Berger Theorem:** Let \(r_1\) and \(r_2\) to be two rational numbers such that either \(r_1 - r_2\) and \(r_1 + r_2\) is not an integer, then the three numbers 1, \(\cos(r_1\pi)\) and \(\cos(r_2\pi)\) are rationally independent.

4 Cubic and Higher-Order Equations

In this Section, we shall employ the cubic and higher-order equations to derive the exact values for angles, which were not
covered in the previous sections. The idea is to derive the expression for \( \cos(nx) \) and \( \sin(nx) \) as polynomials of \( \cos x \) and \( \sin x \). This is best done using the Chebyshev polynomials of first kind and second kind respectively \([5, 6, 7, 42, 43]\).

### 4.1 Expansion of \( \cos(n\theta) \)

Let us first examine the pattern of \( \cos(n\theta) \) for the first few values of \( n \) by the repetitive use of the identities in \([1]\).

\[
\cos(2\theta) = 2\cos^2 \theta - 1, \quad \cos(3\theta) = 4\cos^3 \theta - 3\cos \theta, \quad \cos(4\theta) = 8\cos^4 \theta - 8\cos^2 \theta + 1, \quad \cos(5\theta) = 16\cos^5 \theta - 20\cos^3 \theta + 5\cos \theta.
\]

The identities in \([21]-[24]\) suggest that \( \cos(n\theta) \) is a \( n \)-th degree polynomial in \( \cos \theta \). This is indeed the case. We note the general result

\[
\cos(n\theta) = T_n(\cos \theta), \quad (25)
\]

where \( T_n(x) \) denotes the Chebyshev polynomials of the first kind \([5, 6, 7, 42, 43]\). The first few are

\[
T_0(x) = 1, \quad T_1(x) = x, \quad T_2(x) = 2x^2 - 1, \quad T_3(x) = 4x^3 - 3x, \quad T_4(x) = 8x^4 - 8x^2 + 1, \quad T_5(x) = 16x^5 - 20x^3 + 5x, \quad T_6(x) = 32x^6 - 48x^4 + 18x^2 - 1. \quad (26)
\]

Chebyshev polynomials of the first kind satisfy the recurrence relation

\[
T_{n+1}(x) = 2xT_n(x) - T_{n-1}(x). \quad (27)
\]

The leading coefficient of each \( T_n(x) \) is \( 2^{n-1} \). In the context of solving polynomial equations, we have the following observations about \( T_n(x) \). The even-order \( T_n(x) \) are function of \( x^2 \), leading to equations of degree \( n/2 \) in terms of polynomials of \( x^2 \). The odd-order \( T_n(x) \) are functions of the odd powers of \( x \) and do not have the constant term. So, the odd-order \( T_n(x) \) can be factorised into \( x \) times a polynomial of degree \( (n-1)/2 \) in \( x^2 \).

The polynomials, \( T_n(x) \) can also be obtained from the following \( n \times n \) determinant equation

\[
T_n(x) = \begin{vmatrix}
  x & 1 & 0 & \cdots & 0 & 0 \\
 1 & 2x & 1 & \cdots & 0 & 0 \\
 0 & 1 & 2x & 1 & \cdots & 0 \\
 0 & 0 & 1 & 2x & \cdots & 0 \\
 0 & 0 & 0 & 1 & \cdots & 1 \\
 \vdots & \vdots & \vdots & \vdots & \ddots & \ddots \\
 0 & 0 & 0 & 0 & \cdots & 1 \times 2x
\end{vmatrix}. \quad (28)
\]

### 4.2 Expansion of \( \sin(n\theta) \)

Now, we look for the pattern of \( \sin(n\theta) \) for the first few values of \( n \)

\[
\sin(2\theta) = 2\sin \theta \cos \theta, \quad \sin(3\theta) = 3\sin \theta - 4\sin^3 \theta, \quad \sin(4\theta) = 4\sin \theta \cos \theta \left(2\cos^2 \theta - 1\right), \quad \sin(5\theta) = 5\sin \theta - 20\sin^3 \theta + 16\sin^5 \theta,
\]

The identities in \([29]-[32]\) suggest that \( \sin(n\theta) \) is \( \sin \theta \) times a \((n-1)\)-th degree polynomial in \( \cos \theta \). We note the general result

\[
\sin(n\theta) = \sin \theta U_{n-1}(\cos \theta), \quad (33)
\]

where \( U_n(x) \) denotes the Chebyshev polynomials of the second kind \([5, 6, 7, 42, 43]\). The first few are

\[
U_0(x) = 1, \quad U_1(x) = 2x, \quad U_2(x) = 4x^2 - 1, \quad U_3(x) = 8x^3 - 4x, \quad U_4(x) = 16x^4 - 12x^2 + 1, \quad U_5(x) = 32x^5 - 32x^3 + 6x, \quad U_6(x) = 64x^6 - 80x^4 + 24x^2 - 1. \quad (34)
\]

Chebyshev polynomials of the second kind satisfy the recurrence relation

\[
U_{n+1}(x) = 2xU_n(x) - U_{n-1}(x). \quad (35)
\]

The leading coefficient of each \( U_n(x) \) is \( 2^n \). In the context of solving polynomial equations, we have the following observations about \( U_n(x) \). The even-order \( U_n(x) \) are function of \( x^2 \), leading to equations of degree \( n/2 \) in terms of polynomials of \( x^2 \). The odd-order \( U_n(x) \) are functions of the odd powers of \( x \) and do not have the constant term. So, the odd-order \( U_n(x) \) can be factorised into \( x \) times a polynomial of degree \((n-1)/2\) in \( x^2 \).

The polynomials, \( U_n(x) \) can also be obtained from the following \( n \times n \) determinant equation

\[
U_n(x) = \begin{vmatrix}
  2x & 1 & 0 & \cdots & 0 & 0 \\
 1 & 2x & 1 & \cdots & 0 & 0 \\
 0 & 1 & 2x & 1 & \cdots & 0 \\
 0 & 0 & 1 & 2x & \cdots & 0 \\
 0 & 0 & 0 & 1 & \cdots & 1 \\
 \vdots & \vdots & \vdots & \vdots & \ddots & \ddots \\
 0 & 0 & 0 & 0 & \cdots & 1 \times 2x
\end{vmatrix}. \quad (36)
The Chebyshev polynomials of degree $n$ have $n$ different simple roots, called Chebyshev roots, in the interval $[-1, 1]$. The $n$ roots of $T_n(x)$ are

$$x_k = \cos \left( \frac{\pi (k + 1/2)}{n} \right), \quad k = 0, \ldots, n - 1.$$  \hspace{1cm} (37)

The $n$ roots of $U_n(x)$ are

$$x_k = \cos \left( \frac{k}{n + 1} \pi \right), \quad k = 1, \ldots, n.$$  \hspace{1cm} (38)

### 4.3 General Cubic Equation Formula

The most general cubic equation is

$$ax^3 + bx^2 + cx + d = 0.$$  \hspace{1cm} (39)

The three solutions are expressed through the following

$$\Delta_0 = b^2 - 3ac,$$

$$\Delta_1 = 2b^3 - 9abc + 27a^2d,$$

$$C = \sqrt[3]{\frac{\Delta_1 \pm \sqrt{\Delta_1^2 - 4\Delta_0^3}}{2}},$$

$$\omega = -\frac{1 + i\sqrt{3}}{2},$$  \hspace{1cm} (40)

where $\omega$ is the primitive cube root of unity from the equation $x^3 - 1 = 0$. The three roots are

$$x_k = -\frac{1}{3a} \left( b + \omega^k C + \frac{\Delta_0}{\omega^k C} \right), \quad k \in \{0, 1, 2\}.$$  \hspace{1cm} (41)

In the present context of trigonometric equations, we are dealing with cubic and higher order equations with real coefficients (mostly integer coefficients). We also know that the relevant trigonometric equations do not have rational solutions. From the Galois theory, we know that when none of the roots are rational and when all three roots are distinct and real, it is impossible to express the roots using only real radicals.

### 4.4 Trigonometric Ratios of $20^\circ (\pi/9)$

Let us now consider the case of $20^\circ$. In (30), we choose $\theta = 20^\circ$, with $x = \sin 20^\circ$ and obtain the cubic equation

$$x^3 - \frac{3}{4}x + \frac{1}{8}\sqrt{3} = 0.$$  \hspace{1cm} (42)

The solution for $\sin 20^\circ$ is

$$\sin 20^\circ = \frac{1}{2\sqrt{2}} \left[ \sqrt[3]{1 - \sqrt{3}} + \sqrt[3]{1 + \sqrt{3}} \right].$$  \hspace{1cm} (43)

In (22), we choose $\theta = 20^\circ$, with $x = \cos 20^\circ$ and obtain the cubic equation

$$x^3 - \frac{3}{4}x - \frac{1}{8} = 0.$$  \hspace{1cm} (44)

The solution for $\cos 20^\circ$ is

$$\cos 20^\circ = \frac{1}{2\sqrt{2}} \left[ \sqrt[3]{1 + i\sqrt{3}} + \sqrt[3]{1 - i\sqrt{3}} \right].$$  \hspace{1cm} (45)

### 4.5 Trigonometric Ratios of $1^\circ (\pi/180)$

The exact value of $\sin 1^\circ$ can be calculated from $\sin 3^\circ$ through the cubic equation. Let $x = \sin 1^\circ$, then

$$4x^3 - 3x + \sin 3^\circ = 0.$$  \hspace{1cm} (46)

The solution of this equation is

$$x = \sin 1^\circ = \frac{1 + \sqrt{3}}{4} \left( \sqrt{3} \sin 3^\circ + i \cos 3^\circ \right).$$  \hspace{1cm} (47)

Some additional but equivalent expressions for $\sin 1^\circ$ are available in [44].

### 4.6 Minimal Polynomials

If the coefficients of a polynomial equation are rational, then the denominators of the coefficients can be removed. This results in an equivalent polynomial with only integer coefficients. As noted, the Chebyshev polynomials have only integer coefficients and their solutions lead to the values of the trigonometric functions. In Section 3, we noted that $\cos(2\pi/n)$ is a rational number if $n = 1, 2, 3, 4,$ and 6. This implies that for these values of $n$, $\cos \theta$ satisfies a linear equation with integer coefficients. We also noted that $\cos(2\pi/n)$ is obtained from quadratic equations with integer coefficients for $n = 5, 8$ and 12. The algebraic numbers are roots of polynomials with integer coefficients. If a real (or complex) number is a root of an irreducible polynomial of degree $n$ with integer coefficients, it is said to be an algebraic number with algebraic degree $n$. The corresponding irreducible polynomial is its minimal polynomial. Here, irreducible polynomial means that it cannot be factored into lower degree polynomials with integer coefficients.

As an example, we will determine the value of $\cos 30^\circ$ (i.e., $\cos(\pi/6)$), using the Chebyshev polynomials. The corresponding polynomial with $\theta = \pi/6$ and $x = \cos(\pi/6)$ is $T_6(x) = 32x^6 - 48x^4 + 18x^2 - 1$. Then, the equation is

$$T_6(x) = \cos(\pi)$$

$$32x^6 - 48x^4 + 18x^2 - 1 = -1$$

$$32x^6 - 48x^4 + 18x^2 = 0$$

$$2x^2(4x^3 - 3)^2 = 0.$$  \hspace{1cm} (48)

We recover the familiar solution $\cos 30^\circ = \sqrt{3}/2$. It is the second degree polynomial $(4x^2 - 3)$, which leads to the value of $x = \cos(\pi/6)$ and is called as the reduced polynomial. Consequently, $\cos 30^\circ$ is an algebraic number of degree two. In the case of $\cos(2\theta/n)$ (i.e., $\cos(2\pi/18)$), the corresponding polynomial with $x = \cos(2\pi/18)$ is $T_{18}(x)$. This is a polynomial of degree eighteen. But we know that the $\cos(20^\circ)$ satisfies a cubic equation in [44] and is an algebraic number of degree three. This leads us to the question of the reduced polynomials and their degrees. The Chebyshev polynomials need not be the reduced polynomials all the time! This is evident from the previous two examples of $\cos(\pi/6)$ and $\cos(2\pi/18)$ which were reduced from 6 to 2 and 18 to 3 respectively.
The results on the reduced polynomials and their degrees are done using the Euler’s totient function \( \phi(n) \), ubiquitous in the field of number theory [45]-[47]. The Euler’s totient function \( \phi(n) \) is defined as “the number of positive integers \( \leq n \) that are relatively prime to \( n \) (i.e., do not contain any factor in common with \( n \)).” These numbers, which are relative prime to \( n \) are called as totatives of \( n \). As an example, there are 8 totatives of 20 (1, 3, 7, 9, 11, 13, 17 and 19). So, \( \phi(20) = 8 \). In The On-Line Encyclopedia of Integer Sequences (OEIS), created and maintained by Neil Sloane [48], values of \( \phi(n) \) are designated by the Sequence A000010 [49]. The values of \( \phi(n) \) form the sequence, 1, 1, 2, 4, 2, 6, 4, 6, 4, 10, 4, 12, 6, \ldots. The OEIS provides additional information, the related sequences and references. By definition, \( \phi(p) = p - 1 \), where \( p \) is any prime number. The totient function satisfies the inequality \( \phi(n) \geq \sqrt{n} \) for all \( n \) except for \( n = 2, n = 6 \). For any composite \( n, \phi(n) \leq \frac{n}{2} - \sqrt{n} \). A curious identity satisfied by the totient function is \( \phi(n^k) = n^{k-1} \phi(n) \). A particular result is \( \phi(2^n) = 2^{n-1} \), since \( \phi(2) = 1 \) [50][51].

For any prime \( p > 2 \), the minimal polynomial of \( \sin(2\pi/p) \) is

\[
S_p(x) = \sum_{k=0}^{(p-1)/2} (-1)^k \binom{p}{2k+1} (1-x^2)^{\frac{p-1}{2k+1}-k} x^{2k},
\]

(49)

where \( \binom{n}{k} = \frac{n!}{k!(n-k)!} \) is the binomial coefficient. The polynomial \( S_p(x) \) is of order \( (p - 1) \). The derivation for the reduced polynomials is available in [52]-[56]. The \( S_p(x) \) for first few values of \( p \) are

\[
\begin{align*}
S_3(x) & = -4x^2 + 3 \\
S_5(x) & = 16x^4 - 20x^2 + 5 \\
S_7(x) & = -64x^6 + 112x^4 - 56x^2 + 7 \\
S_{11}(x) & = -1024x^{10} + 2816x^8 - 2816x^6 + 1232x^4 - 220x^2 + 11.
\end{align*}
\]

(50)-(53)

The degree of \( S_p(x) \) is \( (p - 1) \). If \( n \neq 4 \), and \( n = 2^r m \), where \( m \) is odd, then the degree of the irreducible polynomial of \( \sin(2\pi/n) \) is

\[
\deg \left[ \sin \left( \frac{2\pi}{n} \right) \right] = \begin{cases} 
\phi(n) & \text{if } r = 0, 1 \\
\frac{1}{2} \phi(n) & \text{if } r = 2 \\
\frac{1}{2} \phi(n) & \text{if } r \geq 3.
\end{cases}
\]

(54)

For \( \sin(2\pi/n) \), the degrees of the corresponding irreducible polynomials are 1, 1, 4, 2, 6, 2, 6, 4, 10, 1, 12, 6, 8, 4, \ldots, which is the Sequence A093819 in the OEIS [57]. The degree of the irreducible polynomial of \( \sin(\pi/n) \) is

\[
\deg \left[ \sin \left( \frac{\pi}{n} \right) \right] = \begin{cases} 
1 & \text{if } n = 1 \\
\phi(n) & \text{if } n = 0 \pmod{2} \\
\frac{1}{2} \phi(n) & \text{otherwise}.
\end{cases}
\]

(55)

For \( \sin(\pi/n) \), the degrees of the corresponding irreducible polynomials are 1, 1, 2, 4, 1, 6, 4, 6, 2, 10, 4, 12, 3, 8, 8, \ldots, which is the Sequence A055035 in the OEIS [58].

The minimal polynomial of \( \cos(2\pi/n) \) is

\[
C_p(x) = S_p \left( \frac{1-x}{2} \right).
\]

(56)

The degree of \( C_p(x) \) is \((p - 1)/2\). The \( C_p(x) \) for first few values of \( p \) are

\[
\begin{align*}
C_3(x) & = 2x + 1 \\
C_5(x) & = 4x^2 + 2x - 1 \\
C_7(x) & = 8x^3 + 4x^2 - 4x - 1 \\
C_{11}(x) & = 32x^5 + 16x^4 - 32x^3 - 12x^2 + 6x + 1.
\end{align*}
\]

(57)-(60)

The degree of the irreducible polynomial of \( \cos(2\pi/n) \) is

\[
\deg \left[ \cos \left( \frac{2\pi}{n} \right) \right] = \begin{cases} 
1 & \text{if } n = 1, 2 \\
\frac{1}{2} \phi(n) & \text{if } n = 3 \\
\frac{1}{2} \phi(n) & \text{if } n = 1 \pmod{2}.
\end{cases}
\]

(61)

For \( \cos(\pi/n) \), the degrees of the corresponding irreducible polynomials are 1, 1, 1, 2, 2, 2, 4, 4, 4, 5, 2, 6, 3, 4, 4, 8, \ldots, which is the Sequence A023022 in the OEIS [59]. The degree of the irreducible polynomial of \( \cos(\pi/n) \) is

\[
\deg \left[ \cos \left( \frac{\pi}{n} \right) \right] = \begin{cases} 
1 & \text{if } n = 1 \\
\phi(n) & \text{if } n = 0 \pmod{2} \\
\frac{1}{2} \phi(n) & \text{if } n = 1 \pmod{2}.
\end{cases}
\]

(62)

4.7 Quartic and Higher-Order Equations

Like the cubic equation, there is a formula for the quartic equation. But for fifth and higher degree equations, there is no such formula. In fact, there is a theorem which states that such formulae do not exist!

**Theorem 5** Abel-Ruffini Theorem: In general, polynomial equations higher than fourth degree are incapable of algebraic solution in terms of a finite number of additions, subtractions, multiplications, divisions, and root extractions.

This theorem is also known as the Abel’s impossibility theorem. The proof of this negative theorem is based on the Galois theory. Galois theory has been able to prove the impossibility of several problems of antiquity including: (a) Trisecting the angle (using only a compass and a straightedge); (b) Squaring the circle (i.e., constructing a square of area equal to the area of a given circle); (c) Doubling the cube, (i.e., constructing a cube with twice the volume of a given cube); and (d) constructing a heptagon.

5 Concluding Remarks

The trigonometric functions occur across mathematics and sciences. Obtaining exact values has attracted lot of attention since the beginning of the subject. Geometric techniques provide exact values in the case of several angles but are not suitable for other angles. There are several theorems which limit the use of geometric techniques in finding the exact values. The derivation of the exact trigonometric values is intimately tied to several areas such as theory of equations, number theory.
and algebraic geometry. The irrational sets of trigonometric ratios of rational angles were covered along with related theorems. The new theorems extending the classical results were also covered. Results from number theory and theory of equations were presented wherever required. Trigonometric functions also arise in the study of the hypersingular integral equations [61] and the superstability solutions of the pexiderized trigonometric functional equations [62].

Some of the numerical results can also be derived using the Microsoft Excel [63]-[68]. The other alternatives are the symbolic packages, such as the Mathematica [69]-[70]. MS Excel is valuable for certain types of numerical analysis [64]-[68]. It has been useful in numerous applications such as the analysis of quadratic surfaces [71]-[74]; networks of equal resistors [75]-[78]; chemical physics [79]; and theory of numbers [80]-[81].

Acknowledgements

I am grateful to Professor Ramaswamy Jagannathan (Institute of Mathematical Sciences, Chennai, India) for my training in accelerator physics, in particular, the novel area “Quantum theory of charged-particle beam optics” [82]-[84], which was the topic of my doctoral thesis. So, also in the subject of “Quantum Algebras” [85]. He came up with the brilliant idea to apply the Foldy-Wouthuysen transformation technique to explore Helmholtz optics and Maxwell optics. The resulting formalism of optics based on quantum methodologies was selected for the Year in Optics 2016 by the Optical Society [of America]. The two papers [86]-[87] covering the formalism were summarised in a dedicated issue of Optics & Photonics News [88].

REFERENCES

[1] “Mathematics Textbook for Class XI and Class XII,” National Council of Educational Research and Training, New Delhi, India, 2020.
[2] Loney S. L., “Plane Trigonometry Part-1,” AITBS Publishers, India, 2019.
[3] Loney S. L., “Plane Trigonometry Part-2,” AITBS Publishers, India, 2019.
[4] Maor E., “Trigonometric Delights,” Princeton University Press, 2013.
[5] Spiegel M. R., Liu J., “Mathematical Handbook of Formulas and Tables,” Schaum’s Outlines, McGraw-Hill, New York, 1999.
[6] Gradshteyn I. S., Ryzhik I. M., “Table of Integrals, Series, and Products,” Elsevier, Amsterdam, 2007.
[7] Abramowitz M., Stegun I. A., “Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables,” Dover, New York, 2014.
[8] Boyer C. B., Merzbach U. C., “A History of Mathematics,” John Wiley & Sons, 2011.
[9] Khan S. A., “2015 declared the International Year of Light and Light-based Technologies,” Current Science, vol. 106, no. 4, pp. 501, 2014.
[10] Khan S. A., “Arab Origins of the Discovery of the Refraction of Light; Roshdi Hifni Rashed Awarded the 2007 King Faisal International Prize,” Optics & Photonics News, vol. 18, no. 10, pp. 22-23, 2007.
[11] Khan S. A., “Medieval Arab Contributions to Optics,” Digest of Middle East Studies (DOMES), vol. 25, no. 1, pp. 19-35, 2016. DOI: 10.1111/dome.12065.
[12] Khan S. A., “International Year of Light and History of Optics,” in Advances in Photonics Engineering, Nanophotonics and Biophotonics, Nova Science Publishers, New York, 2016, pp. 1-56. http://isbn.nu/978-1-63484-498-7.
[13] Khan S. A., “Medieval Arab Achievements in Optics,” The Islamic Golden Age of Science for today’s Knowledge-based Society: The Ibn Al-Haytham Example, UNESCO Headquarters, Paris, France, Sept., 2015, 2017, pp. 195-204. DOI: 10.1201/9781315155081-16.
[14] Khan S. A., “Hamilton’s Optical-Mechanical Analogy in the Wavelength-dependent Regime,” Optik-International Journal for Light and Electron Optics, vol. 130, pp. 714-722, 2017. DOI: 10.1016/j.ijleo.2016.07.071.
[15] Khan S. A., “Reflecting on the International Year of Light and Light-based Technologies,” Current Science, vol. 111, no. 4, pp. 627-631, 2016. DOI: 10.18520/cs/v111/i4/627-631.
[16] Khan S. A., “Trigonometric Ratios Using Geometric Methods,” Advances in Mathematics: Scientific Journal, vol. 9, no. 10, pp. 8685-8702, 2020. DOI: 10.37418/amsj.9.10.94.
[17] Peters J. M. H., “Some Trigonometric Ratios in Surd Form,” The Mathematical Gazette, vol. 66, pp. 296-299, 1982.
[18] Dunlap R. A., “The Golden Ratio and Fibonacci Numbers,” World Scientific, 1997.
[19] Niven I., “Irrational Numbers,” The Carus Mathematical Monographs, No. 11, The Mathematical Association of America, John Wiley and Sons, New York, 1956.
[20] Niven I., “Numbers: Rational and Irrational,” The Mathematical Association of America, 1961.
[21] Swift E., “Note on trigonometric functions,” The American Mathematical Monthly, vol. 29, pp. 404-405, 1992.
[22] Underwood R. S., “On the irrationality of certain trigonometric functions,” The American Mathematical Monthly, vol. 29, pp. 374-376, 1922.
[23] Lehmer D. H., “A note on trigonometric algebraic numbers,” The American Mathematical Monthly, vol. 40, pp. 165-166, 1933.
[24] Olmsted J. M. H., “Rational values of trigonometric functions,” The American Mathematical Monthly, vol. 52, pp. 507-508, 1945.
Schaumberger N., “A classroom theorem on trigonometric irrationalities,” The Two-Year College Mathematics Journal, vol. 5, pp. 73–76, 1974.

Varona J. L., “Rational values of the arccosine function,” Central European Journal of Mathematics, vol. 4, pp. 319-322, 2006.

Calkin J. S., “Gaussian Integers and Arctangent Identities for π,” The American Mathematical Monthly, vol. 116, pp. 515-530, 2009.

Bergen J., “Values of trigonometric functions,” Math Horizons, vol. 16, pp. 17–19, 2009.

Jahnel J., “When cos(α) is a rational number,” The On-Line Encyclopedia of Integer Sequences, 2010, https://oeis.org/A000010 (accessed Aug. 11, 2021).

Calcut J. S., “Gaussian Integers and Arctangent Identities for π,” Acta et Commentationes Universitatis Tartuensis de Mathematica, vol. 18, pp. 9–18, 2014.

Berger A., “More Grade School Triangles,” The American Mathematical Monthly, vol. 124, pp. 324-336, 2017.

Bergen A., “On linear independence of trigonometric numbers,” Carpathian Journal of Mathematics, vol. 34, pp. 157-166, 1988.

Paolillo B., Vincenzi G., “An elementary proof of Niven’s theorem via the tangent function,” International Journal of Mathematical Education in Science and Technology, vol. 51, pp. 1-6, 2020. DOI: 10.1080/0020739X.2020.1799088.

Paolillo B., Vincenzi G., “On the Rational Values of Trigonometric Functions of Angles that Are Rational in Degrees,” Mathematics Magazine, vol. 94, no. 2, pp. 132-134, 2021; DOI: 10.1080/0025570X.2021.1869479.

Conway J. H., Radin C., L. Sadun L., “On Angles Whose Squared Trigonometric Functions Are Rational,” Discrete & Computational Geometry, vol. 22, pp. 321–332, 1999.

Khan S. A., “Teaching Irrational Numbers through Trigonometry,” Acta Arithmetica, vol. 81, pp. 387-395, 1997.

Beslin S., De Angelis V., “The Minimal Polynomials of \sin(2\pi/p) and \cos(2\pi/p),” Mathematics Magazine, vol. 77, pp. 146-149, 2004.

Gürtaş Y. Z., “Chebyshev Polynomials and the Minimal Polynomial of \cos(2\pi/n),” The American Mathematical Monthly, vol. 124, pp. 74-78, 2017.

Weinstein E. W., Sequence A093819: 1, 1, 2, 1, 4, 2, 6, 2, 6, 4, 10, 4, 12, 6, …, “Algebraic degree of sin(2π/n),” OEIS Foundation Inc., 2011, The On-Line Encyclopedia of Integer Sequences, https://oeis.org/A093819 (accessed Aug. 11, 2021).

Cokus S., Sequence A055035: 1, 1, 2, 2, 3, 4, 6, 2, 6, 4, 8, 10, 4, 12, 3, 8, …, “Degree of minimal polynomial of \sin(\pi/n) over the rationals,” The On-Line Encyclopedia of Integer Sequences, OEIS Foundation Inc., 2011, https://oeis.org/A055035 (accessed Aug. 11, 2021).
[60] Cokus S., Sequence A055034: 1, 1, 1, 2, 2, 2, 3, 4, 3, 4, 5, 4, 6, \ldots; \text{“}a(1) = 1, a(n) = \phi(2n)/2 \text{ for } n > 1\text{.”} The On-Line Encyclopedia of Integer Sequences, OEIS Foundation Inc., 2011. https://oeis.org/A055034 (accessed Aug. 11, 2021).

[61] Eshkuvatov Z., Kommuji M., Aloev R., “Semi Bounded Solution of Hypersingular Integral Equations of the First Kind on the Rectangle,” Mathematics and Statistics, vol. 8 no. 2, pp. 106-120, 2020. DOI: 10.13189/ms.2020.080206.

[62] Kim G. H., “Superstability and Solution of The Pexiderized Trigonometric Functional Equation,” Mathematics and Statistics, vol. 8, no. 3, pp. 363-371, 2020. DOI: 10.13189/ms.2020.080316.

[63] “Microsoft EXCEL,” http://www.microsoft.com/ (accessed Aug. 11, 2021).

[64] Al-Rawahi F. K., Khan S. A., Huq A., “Microsoft Excel in the mathematics classroom: a case study,” The Second Annual Conference for Middle East Teachers of Mathematics, Science and Computing, The Petroleum Institute, Abu Dhabi, 2006, pp. 131-134.

[65] Khan S. A., “Microsoft Excel in the physics classroom,” The Third Annual Conference for Middle East Teachers of Mathematics, Science and Computing, The Petroleum Institute, Abu Dhabi, 2007, pp. 171-175.

[66] Khan S. A., “Data analysis using Microsoft Excel in the physics laboratory,” Bulletin of the IAPT, vol. 24, pp. 184-186, 2007.

[67] Khan S. A., “Doing numerical calculus using Microsoft EXCEL,” Indian Journal of Science and Technology, vol. 9, pp. 1-5, 2016. DOI: 10.17485/ijest/2016/v9i44/87217.

[68] Khan S. A., “Microsoft Excel for Numerical Calculus,” in Focus on Calculus, Nova Science Publishers, New York, 2020, pp. 177-201.

[69] “MATHEMATICA,” Wolfram Research, Inc., 2020. https://www.wolfram.com/mathematica/ (accessed Aug. 11, 2021).

[70] Boccara N., “Essentials of Mathematica with Applications to Mathematics and Physics,” Springer, Germany, 2007. DOI: 10.1007/978-0-387-49514-9.

[71] Khan S. A., “Cylindrometer,” The Physics Teacher, vol. 48, pp. 607, 2010. DOI: 10.1119/1.3517029.

[72] Khan S. A., “Coordinate geometric approach to spherometer,” Bulletin of the IAPT, vol. 5, pp. 139-142, 2013.

[73] Khan S. A., “Coordinate geometric generalization of the spherometer and cylindrometer,” in Advances in Engineering Research, vol. 10, Nova Science Publishers, New York, 2015, pp. 163-190.

[74] Khan S. A., “Coordinate geometric generalization of the spherometer,” Far East Journal of Mathematical Sciences, vol. 101, pp. 619-642, 2017. DOI: 10.17654/MS101030619.

[75] Khan S. A., “Farey sequences and resistor networks,” Mathematical Sciences - Proc. of the Indian Academy of Sciences, vol. 122, pp. 153-182, 2012. DOI: 10.1007/s12044-012-0066-7.

[76] Khan S. A., “How many equivalent resistances?,” Resonance Journal of Science Education, vol. 17, no. 5, pp. 468-475, 2012. DOI: 10.1007/s12045-012-0050-7.

[77] Khan S. A., “Number theory and resistor networks,” in Resistors: Theory of Operation, Behavior and Safety Regulations, Nova Science Publishers, New York, 2013, pp. 99-154.

[78] Khan S. A., “Beginning to count the number of equivalent resistances,” Indian Journal of Science and Technology, vol. 9, no. 44, pp. 1-7, 2016. DOI: 10.17485/ijst/2016/v9i44/88086.

[79] Khan S. A., Khan F. A., “Phenomenon of motion of salt along the walls of the container,” International Journal of Current Engineering and Technology, vol. 5, pp. 368-370, 2015. DOI: 10.14741/ijcet/22774106/5.1.2015.66.

[80] Khan S. A., “Primes in geometric-arithmetic progression,” Global Journal of Pure and Applied Mathematics, vol. 12, pp. 1161-1180, 2016.

[81] Khan S. A., “Quantum mechanics of charged-particle beam optics,” Current Science, vol. 115, no. 9, pp. 1813-1814, 2018.

[82] Jagannathan R., Khan S. A., “Quantum Mechanics of Charged Particle Beam Optics: Understanding Devices from Electron Microscopes to Particle Accelerators,” CRC Press, Taylor & Francis, Boca Raton, 2019. DOI: 10.1201/9781315232515.

[83] Hawkes P. W., “Dirac, c and a Supper date,” Ultramicroscopy, vol. 213, no. 112981, 2020. DOI: 10.1016/j.ultramic.2020.112981.

[84] Khan S. A., Khan F. A., “On the deformed oscillator and the deformed derivative associated with the Tsallis q-exponential,” International Journal of Modern Physics, vol. 33, pp. 265-282, 2020. DOI: 10.12732/ijam.v33i2.6.

[85] Jagannathan R., Khan S. A., “Sums of the Powers of Reciprocals of Polygonal Numbers,” International Journal of Applied Mathematics, vol. 12, pp. 1161-1180, 2016.

[86] Khan S. A., “Number theory and resistor networks,” Resonance, vol. 17, no. 5, pp. 468-475, 2012. DOI: 10.1007/s12045-012-0050-7.

[87] Khan S. A., “E.C.G. Sudarshan and the quantum mechanics of charged-particle beam optics,” Current Science, vol. 115, no. 9, pp. 1813-1814, 2018.

[88] Jagannathan R., Khan S. A., “Passage from scalar to vector optics and the Mukunda-Simon-Sudarshan theory for paraxial systems,” Journal of Modern Optics, vol. 63, pp. 1652-1660, 2016. DOI: 10.1080/09500340.2016.1164257.

[89] Khan S. A., “Quantum mechanics of charged-particle beam optics,” Ultramicroscopy, vol. 213, no. 112981, 2020. DOI: 10.1016/j.ultramic.2020.112981.

[90] Jagannathan R., Khan S. A., “On the deformed oscillator and the deformed derivative associated with the Tsallis q-exponential,” International Journal of Theoretical Physics, vol. 59, no. 8, pp. 2647-2669, 2020. Springer, DOI: 10.1007/s10773-020-04534-w.

[91] Khan S. A., “Quantum methodologies in Helmholtz optics,” Optik-International Journal for Light and Electron Optics, vol. 127, pp. 9798-9809, 2016. DOI: 10.1016/j.ijleo.2016.07.071.

[92] Khan S. A., “Passage from scalar to vector optics and the Mukunda-Simon-Sudarshan theory for paraxial systems,” Journal of Modern Optics, vol. 63, pp. 1652-1660, 2016. DOI: 10.1080/09500340.2016.1164257.