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Abstract

Cryo-electron microscopy (cryo-EM), the subject of the 2017 Nobel Prize in Chemistry, is a technology for obtaining 3-D reconstructions of macromolecules from many noisy 2-D projections of instances of these macromolecules, whose orientations and positions are unknown. These molecules are not rigid objects, but flexible objects involved in dynamical processes. The different conformations are exhibited by different instances of the macromolecule observed in a cryo-EM experiment, each of which is recorded as a particle image. The range of conformations and the conformation of each particle are not known a priori; one of the great promises of cryo-EM is to map this conformation space. Remarkable progress has been made in reconstructing rigid molecules based on homogeneous samples of molecules in spite of the unknown orientation of each particle image and significant progress has been made in recovering a few distinct states from mixtures of rather distinct conformations, but more complex heterogeneous samples remain a major challenge.

We introduce the “hyper-molecule” theoretical framework for modeling structures across different states of heterogeneous molecules, including continuums of states. The key idea behind this framework is representing heterogeneous macromolecules as high-dimensional objects, with the additional dimensions representing the conformation space. This idea is then refined to model properties such as localized heterogeneity. In addition, we introduce an algorithmic framework for reconstructing such heterogeneous objects from experimental data using a Bayesian formulation of the problem and Markov chain Monte Carlo (MCMC) algorithms to address the computational challenges in recovering these high dimensional hyper-molecules. We demonstrate these ideas in a preliminary prototype implementation, applied to synthetic data.
1. Introduction

Cryo-electron microscopy (cryo-EM) is joining X-ray crystallography and nuclear magnetic resonance (NMR) as a technology for recovering high-resolution reconstructions of biological molecules [1, 2, 3, 4, 5]. A typical study produces hundreds of thousands of extremely noisy images of individual particles where the orientation of each individual particle is unknown, giving rise to a massive computational and statistical challenge. Current algorithms (e.g., [6, 7, 8, 9, 10, 11]) have been successful in recovering remarkably high-resolution reconstructions of static macromolecules in homogeneous samples with little variability, and have also been rather successful in recovering molecules from heterogeneous samples consisting of a small number of distinct different molecular conformations (referred to as discrete heterogeneity). Even in homogeneous cases, there is ongoing work on improving resolution, and there are several open questions about validating the results and estimating the uncertainty in the solutions.

Structural variations are intrinsic to the function of many macromolecules. Molecular motors, ion pumps, receptors, ion channels, polymerases, ribosomes, and spliceosomes are some of the molecular machines for which conformational fluctuations are essential to their function. As just one example, the reaction cycle of the molecular motor kinesin is seen to involve a combination of discrete states (i.e., bound kinesin monomers in different stages of ATP hydrolysis) and also a continuous motion in which one monomer “strides” ahead while it is tethered by a linker to its microtubule-bound companion [12]. As another example, fluctuations in the conformation of ligand-binding domains drive the response of neuronal glutamate receptors [13]. While technologies like X-ray crystallography and NMR measure ensembles of particles, cryo-EM produces images of individual particles, and one of the great promises of cryo-EM is that these noisy images, depicting individual particles at unknown states viewed from unknown directions, could potentially be compiled into maps of the dynamical processes in which these macromolecules participate [14, 15]. This, in turn, would help uncover the functionality of these molecular machines.

Due to the difficulties in the analysis of heterogeneous samples, researchers attempt to purify homogeneous samples; in doing so they lose information about other states/conformations. Alternatively, they model the macromolecules observed in heterogeneous samples as a small number of distinct macromolecules (e.g., [16]); this approach overlooks relationships between states (e.g., similarity between different conformations of the molecule) and leads to an impractical number of distinct objects when the variability is complex or when there is a continuum of states rather than distinct independent states. Currently, the analysis of heterogeneous macromolecules often misses states, achieves limited resolution, or yields remarkably high-resolution reconstructions of static regions, from which hang “blurry” heterogeneous pieces that cannot be accurately recovered. The
study of heterogeneity is considered an open problem without a well-established solution (see the recent survey [17]); existing approaches often rely on assumptions such as small modes of perturbation or piece-wise rigidity. In other cases, they require a reliable alignment of images before the heterogeneity can be addressed.

In some ways, the heterogeneity problem in cryo-EM is an extreme case of related problems that appear in the analysis of other systems that exhibit some intrinsic variability, such as the imaging of the body of a patient in computed tomography (CT) while the patient breathes [18] (in this case, the viewing directions are known, and there are some indications for the state in the breathing cycle).

We introduce a new mathematical framework with a Bayesian formulation for describing and mapping continuous heterogeneity in macromolecules and an algorithmic approach for computing these heterogeneous reconstructions which addresses some of the computational and statistical challenges. We present a preliminary implementation and experimental results. Ultimately, the goal of this line of work is to produce scalable computational tools for analyzing complex heterogeneity in macromolecules. One of the goals in this design is to allow the use of a wide range of models and solvers that would enable the user to encode prior knowledge about the specific macromolecule being studied. For the implementation of these ideas, we envision software for modeling of complex heterogeneous molecules in computer code (or simpler interfaces for common templates) as differentiable components, analogous to deep neural network models. The prototype presented in this paper to demonstrate these ideas is more modest in its capabilities and scalability.

We start with the question: What does it mean to recover a heterogeneous macromolecule compared to a homogeneous/rigid macromolecule? We propose that this boils down to the question of representing a heterogeneous macromolecule in all its states; in other words, a “solution” would allow us to view the macromolecule at any state in a user interface that would provide us with “knobs” that we could turn to observe the molecule transition between states through a continuum of states. Often, it is useful to have statistics of how populated the states are, along with the map of states. We recall the representation of molecules as 3-D functions using a linear combination of 3-D basis functions:

\[ V(r) = \sum_k a_k \psi_k(r), \]

\( (1) \)

with spatial coordinates \( r \). We generalize this representation to describe a heterogeneous macromolecule in all its states. This generalization, which we refer to as a “hypermolecule,” is described as follows. In Section 3.2, we propose a generic generalization of (1). We represent hyper-molecules as linear combinations of higher-dimensional basis functions \( \tilde{\psi}_q \):

\[ V(r, \tau) = \sum_q a_q \tilde{\psi}_q(r, \tau), \]

\( (2) \)
where the new dimensions capture heterogeneity, so that \( \tau \) identifies a conformation, or a location in the map of states, and the macromolecule at state/conformation \( \tau \) is the 3-D density function obtained by fixing \( \tau \) in \( \mathcal{Y}(\cdot, \tau) \). In other words, we generalize the classic problem of “estimating a homogeneous macromolecule” to the problem of “estimating a heterogeneous hyper-molecule,” a single high-dimensional object that encodes all the conformations of the macromolecule together. The (possibly high-dimensional) variable \( \tau \) represents the map of states, or the “knobs” which a user would turn in order to transition between states. Furthermore, we argue that hyper-molecules are not merely a way to express the solution of some computation: the representation through a finite set of basis functions serves as a regularizer in the computational problem, much like band-limit assumptions in many inverse problems, including the homogeneous case of cryo-EM. In particular, the high-dimensional basis functions, each supported on multiple states, impose relations between states and define a continuum of states. This property distinguishes between hyper-molecules and a small set of independent macromolecules. This mathematical model of heterogeneous macromolecules is accompanied by a Bayesian formulation for recovering hyper-molecules from data, which is a generalization of the Bayesian formulation of cryo-EM that allows a continuum of states and addresses the relationships between states.

Increasingly complex heterogeneity is formulated using increasingly higher-dimensional hyper-molecules. However, in Section 3.4 we find that these hyper-molecules can be “too generic”: the natural generalization of traditional algorithms to recover very high-dimensional hyper-molecules requires impractically large datasets and computational resources. We address these problems in the remaining subsections of Section 3 and in Section 4.

First, in Section 3.5, we introduce “composite hyper-molecules,” a generalization of hyper-molecules that capture additional properties of macromolecules often known to scientists or readily identifiable. Specifically, a macromolecule can often be modeled as a sum of \( M \) rigid and heterogeneous components \( \mathcal{Y}^m \), each with its own state \( \tau^m \). The state determines not only the shape of the component but also its position with respect to the other components through a function denoted by \( f^m \):

\[
\mathcal{Y}(r, \tau_1, \tau_2, \ldots, \tau_M) = \sum_{m=1}^{M} \mathcal{Y}^m(f^m(r, \tau^m), \tau^m).
\]  

(3)

In this case, “recovering the heterogeneous macromolecule” means recovering the coefficients that describe each individual component \( \mathcal{Y}^m \) of \( \mathcal{Y} \) and recovering the coefficients that describe the trajectory \( f^m \) of each component.

Next, in Section 3.6, we note that the Bayesian formulation of hyper-molecule does not rely on a specific representation of the hyper-molecule and it interacts with the model of the hyper-molecule mainly through the comparison of particle images with the hyper-molecule at certain viewing directions and states, and through priors on the hyper-molecule structure.
Therefore, we may replace our proposed hyper-molecules and composite hyper-molecules with other models, having coefficients $\theta$. We would then have an algorithm which accesses a black-box function $\mathcal{Y}[\theta](r, \tau)$ and a prior $P(\theta)$, and updates the coefficients $\theta$, the viewing directions, state variables and so on without explicit knowledge of the detailed model of $\mathcal{Y}$. This formulation, which separates the model and prior of the hyper-molecule from the algorithm allows users to define more elaborate models as needed in their application.

The high-dimensional nature of hyper-molecules leads to a computational challenge. Specifically, the main computational challenge in current software packages, such as RELION [6, 19, 20] and cryoSPARC [7], is that each iteration of the algorithms involves a comparison of each particle image to the current estimate of the molecule as viewed from any possible direction (despite modifications that significantly reduce the number of comparisons required in practice). In hyper-molecules, we add the high-dimensional state variable $\tau$, so that the natural generalization of current algorithms would require comparison of each particle image to each possible molecule (i.e., the hyper-molecule at any possible state) at each possible viewing direction, increasing the computational complexity exponentially with the increase in dimensionality. The variability in the nature of the heterogeneity and models makes it more challenging to develop generic solutions for reducing the number of comparisons. In Section 4 we propose a framework based on Markov chain Monte Carlo (MCMC) algorithms to address some of the computational complexity. This framework would allow complex, flexible, programmable black-box models and bypasses the need for exhaustive searches in each iteration.

In Section 5, we present a Matlab prototype which implements a subset of the proposed hyper-molecules and MCMC frameworks. This prototype demonstrates the applicability of hyper-molecules, composite hyper-molecules and MCMC to the mapping of continuous heterogeneity. We note that the current prototype is slow, requires manual configuration and it does not scale well to high resolution and large datasets. Therefore, in this paper, we present experiments with synthetic data and defer the discussion of preliminary results with experimental data to future work. We are currently developing the next version, which will be scalable, faster and more accessible, this version will also allow more general models of hyper-molecules. The implementation of generalized prolate spheroidal functions, a new numerical tool used in this work that had not been publicly available previously, but which is not the main topic of this paper, has been rewritten and made publicly available in [21] and https://github.com/lederman/Prol; the remaining functionality will be made available when the new Python version is ready.

Some of the preliminary work leading to this paper is available in an earlier technical report [22].

2. Preliminaries

The purpose of this section is to briefly review some of the technical tools used in this paper. In addition, we present the cryo-EM problem and related work on the problem, and we formulate the mathematical and statistical models which we will generalize in the remainder of the paper.
2.1. Representation of Functions

A function such as \( f : \mathcal{X} \rightarrow \mathbb{R} \) can be represented in many ways. In this discussion, we assume a default representation which is a linear combination of a finite set of basis functions \( \psi_k \):

\[
\mathcal{V}(r) = \sum_k a_k \psi_k(r).
\]

(4)

Such representations (often accompanied by some penalties on large coefficients \( a_k \)) imply regularity of the objects; the specific type of regularity is determined by the choice of basis functions. Typical examples of such functions would be low-frequency (band-limited) sine and cosine functions, and low-order polynomials. The key properties of these representations are that once the model is formulated (i.e., once the basis functions are chosen), the function \( \mathcal{V} \) is completely determined by the coefficients \( a_k \), and that the choice of basis functions imposes constraints or regularizes the function (a sum of low-frequency sines cannot yield a higher-frequency sine).

In cryo-EM, the functions are sometimes described, loosely speaking, as “band-limited” and “compactly supported.” Often, these functions are defined through samples on a 3-D grid, with different interpolations in different implementations. We represent functions with these properties in this work using generalized prolate spheroidal functions (see [21] and Section 5), however, the particular choice of basis functions is not the main topic of this paper, and the discussion applies to various representations of functions.

A linear combination of basis functions is not the only way to represent functions. In particular, a Gaussian mixture model (GMM) has been proposed in [23] for low-resolution representation of molecules in cryo-EM; in this representation, the function is a sum of Gaussian masses. In this case, the coefficients determine the amplitude, centers, and covariances of the masses. The discussion in this paper also applies to representations like these, with some modifications. In Sections 3.5 and 3.6 we extend the discussion to more general forms.

**Remark 1 (Terminology: “representation”)** Our use of the term “representation” in the context of this paper is different from the context in which we use the term in [24]. However, we have not found a better term that would avoid this confusion. In this paper “representation” is a way of expressing a function or a problem, typically an expansion of a function in some basis, whereas in [24] it is a technical representation theory term. These two works are independent; the conceptual relation between the two is the motivation to treat heterogeneity as “just another variable,” analogous to the viewing direction variable.

2.2. Cryo-EM and the Forward Model

The purpose of this section is to formulate the standard cryo-EM problem in the homogeneous case. We review the main characteristics of the cryo-EM imaging process and the forward model briefly, and discuss the Bayesian formulation of the problem of
mapping a macromolecule. One of the goals of this paper is to introduce an idea of a flexible framework where components can be exchanged for others to reflect slightly different models, therefore, we restrict the discussion in this section to the general formulation and highlight the key difficulties. While it is certainly tempting to delve into the mathematical and numerical properties of the forward operator and the different parameters associated with it, the finer details are beyond the scope of this section. A broader discussion of the imaging model and challenges can be found in many surveys such as [25, 26, 27, 28, 29], and further discussions of a Bayesian framework for cryo-EM — in the context of a maximum a posteriori (MAP) formulation — can be found in [16, 6]. We diverge slightly from the standard numerical representation of the homogeneous case in our use of generalized prolate spheroidal functions as natural basis functions for the problem (see Section 5), but otherwise make use of a standard imaging model.

Electron microscopy is an important tool for 3-D reconstruction of molecules. Of particular interest in the context of this paper is single particle reconstruction (SPR), and, more specifically, cryo-EM, where multiple 2-D projections, ideally of identical particles viewed from different directions, are used in order to reconstruct a 3-D object representing the molecule. Compared to other imaging problems, the cryo-EM inverse problem is characterized by low SNR and the unknown orientation of each particle image.

The following formula is a simplified noiseless imaging model of SPR for obtaining the noiseless particle image $I^{(i)}$ from a function $V$ (representing the molecule’s density or a potential):

$$I^{(i)}(r_x, r_y) = a_i \int H_i(r_x - r'_x, r_y - r'_y) \int_{\mathbb{R}} V(R_i^{-1}r + s_i) dr_z dr_x dr_y,'$$

(5)

where $r' = (r'_x, r'_y, r'_z)^T$, $H_i$ is a 2-D contrast transfer function (CTF) convolved with each 2-D projection of a particle, $R_i$ is the rotation that determines the direction from which the molecule is viewed, $s_i$ is the in-plane shift, and $a_i$ is a positive real valued contrast (amplitude). The viewing direction $R$ and the in-plane shift $s_i$ are typically unknown. The parameters of the CTF are not all known; for simplicity, we will assume in this simplified model that they are known or estimated by other means.

A Fourier transform of both sides of Equation (5) reveals that, in the Fourier domain, the Fourier transform of the image $\hat{I}^{(i)}$ is related to the 3-D Fourier transform $\hat{V}$ of the density $V$ by the formula

$$\hat{I}^{(i)}(\omega_1, \omega_2) = a_i \hat{H}_i(\omega_1, \omega_2) S[s_i](\omega_1, \omega_2) \hat{V}(R_i^{-1}\omega),$$

(6)

where $\omega = (\omega_1, \omega_2, 0)^T$, $S[s_i]$ is the shift operator in the Fourier domain (which is a pointwise multiplication in the Fourier domain), and $\hat{H}_i$ is the Fourier transform of the CTF.
other words, in the Fourier domain, this imaging model reduces to an evaluation of the Fourier transform $\hat{\mathcal{F}}$ in the plane perpendicular to the viewing direction, and to pointwise multiplications to compute the effects of CTF, shift and contrast.

In practice, the particle image $Y(i)$ obtained in experiments is discrete (composed of pixels) and noisy. We will study $Y(i)$ through its discrete Fourier transform (as implemented by the FFT) $\hat{Y}(i)$ of $Y(i)$, evaluated at regular grid points $\{(\omega_1(k), \omega_2(k))\}$ in the Fourier domain. First, with a minor abuse of notation, we define the discrete noiseless particle image $I(i) [\cdot]$ by sampling $I(i)(\cdot)$ at the points $\{(\omega_1(k), \omega_2(k))\}$ in the Fourier domain:

$$\hat{I}(i)[k] = \hat{I}(i)(\omega_1(k), \omega_2(k)).$$  \hfill (7)

We note that $\hat{I}(i)(\omega_1(k), \omega_2(k)) = \overline{\hat{I}(i)(-\omega_1(k), -\omega_2(k))}$ and $\hat{I}(i)(0, 0)$ is real-valued, because $I(i)$ is real-valued by definition.

For brevity and generality, we absorb the various imaging parameters such as the in-plane shift $s$ and contrast $a$ (as well as noise and CTF variables where applicable) of each particle image into an imaging variable which we denote by $q$. For the purposes of this discussion, we denote the forward model operator by $A(R, q)$. The noiseless imaging model is then summarized by the formula

$$I(i) = A(R, q)\mathcal{F}^{-1}.$$

The map $A(R, q)$ is typically linear.

Next, we model the noise in a simplified imaging model for $\hat{Y}(i)$:

$$\hat{Y}(i)[k] = \hat{I}(i)[k] + \sigma_{\eta,i_*} = (A(R, q)\mathcal{F})[k] + \sigma_{\eta,i_*},$$

where $\text{Re}(\eta_{i_*}) \sim N(0, 1/2)$ and $\text{Im}(\eta_{i_*}) \sim N(0, 1/2)$ are i.i.d. except for $\eta_{i_*} = \overline{\eta_{i_*}'}$ if $(\omega_1(k), \omega_2(k)) = (-\omega_1(k'), -\omega_2(k'))$ since the noisy image is real valued in the spatial domain. The sample at $\omega = 0$ has no imaginary component for the same reason. The noise variance $\sigma_i$ depends on the frequency; in this simplified model, we assume that the noise variance is known and is similar for all particle images; in practice it can be one of the model variables.

These simplified models neglect several aspects of the physical model, numerical computation, and experimental setup. For example, in practice, the images of individual particles must first be extracted from a larger image (micrograph). As we noted above, the parameters determining the CTF and noise profile are sometimes added to the model. To
allow a more general formulation, we add the variable $\mu$ which encodes latent variables of the experiment that are not particle-specific (e.g., the noise standard deviation $\sigma_k$).

Given this model, the likelihood $P(Y^{(i)} | R_i, q_i, V)$ of a particle image $Y^{(i)}$ given the object $V$ and particle-specific variables $R_i$ and $q_i$ is given by

$$P(Y^{(i)} | R_i, q_i, \mu, V) \propto \exp \left( \sum_k \left[ \frac{1}{2} \frac{Y^{(i)[k]} - (A(R_i, q_i)V)[k]}{2\sigma_k^2} \right]^2 \right).$$

(10)

This leads to a Bayesian description of the problem, with a probability density for an object, image parameters and observed images given by:

$$P(\{Y^{(i)}, R_i, q_i, \mu, V\} | \{Y^{(i)}\}) = P(\{R_i, q_i, \mu, V\}) \prod_i P(Y^{(i)} | R_i, q_i, \mu, V).$$

(11)

where $P(\{R_i, q_i, \mu, V\})$ is a prior for the molecule and the particle-specific variables such as the viewing direction. The posterior distribution of the variables given the data is therefore proportional to the right-hand side of this equation:

$$P(\{R_i, q_i, \mu, V\} | \{Y^{(i)}\}) \propto P(\{R_i, q_i, \mu, V\}) \prod_i P(Y^{(i)} | R_i, q_i, \mu, V).$$

(12)

The variables $\{R_i, q_i\}$ are particle image specific latent variables, while the object itself, represented by $V$, is the variable of interest. In other words, the distribution that we are interested in is

$$P(V | \{Y^{(i)}\}) = \int P(\{R_i, q_i, \mu, V\} | \{Y^{(i)}\}) dR_1 dR_2 \ldots dR_n dq_1 dq_2 \ldots dq_n d\mu.$$

(13)

This model is often simplified by setting a uniform prior for the viewing directions and adding the assumption that the viewing directions and particle-specific variables $R_i$ and $q_i$ of each particle are sampled independently from those of other particles. In this case, we obtain the posterior

$$P(\{R_i, q_i, V\} | \{Y^{(i)}\}) \propto P(V) P(\mu) \prod_i P(Y^{(i)} | R_i, q_i, \mu, V) P(q_i).$$

(14)
where $P(\Psi)$ is a prior for molecules (e.g., weighted norms of coefficients representing the molecule), and $P(q)$ is a prior for the random variables controlling each individual image, such as in-plane shifts.

While this general framework is sufficient for the purpose of this paper, we note that in the very influential work of [16, 6], a Bayesian framework was used to formulate the problem of recovering a molecule $\Psi$ as a MAP estimation problem, implemented using an expectation-maximization algorithm. We choose a slightly different formulation and different algorithms for our purpose due to several technical and computational considerations discussed below. Different algorithms use slightly different models and may absorb different components of the model into different latent variables.

### 2.3. Heterogeneity in Cryo-EM

The description of the cryo-EM problem in Section 2.2 assumes that all the particles in all the projection images are identical (but viewed from different directions). However, the particles in a sample are often not identical. In some cases, several different types of macromolecules or different conformations of the same macromolecule are mixed together, and sometimes the macromolecule itself is flexible, a property which is manifested as a continuum of slightly different versions of the molecule. The first case of distinct classes of macromolecules is called discrete heterogeneity and the second case is called continuous heterogeneity. In this paper we focus on continuous heterogeneity, although much of the discussion applies to discrete heterogeneity with small modifications.

A primary goal of this paper is to generalize the mathematical formulation in Section 2.2 to the continuously heterogeneous case.

### 2.4. Existing Methods in Cryo-EM and Related Work

Many of the existing algorithms for cryo-EM try to estimate the maximum-likelihood or the MAP molecule $\Psi$ from models formulated roughly like the model in Section 2.2 (see, for example, [30, 31, 16]). One of the popular methods for this is a family of expectation-maximization algorithms, implemented in software such as RELION [6, 19, 20]. Another is based in part on stochastic gradient descent (SGD), implemented in cryoSPARC [7]. These algorithms alternate between estimating the viewing direction (or conditional distribution of viewing directions) for each particle image given the current estimate of the macromolecule and updating the estimate of the macromolecule given the estimated viewing direction for each particle image (or its distribution). In these updates, the algorithm must compare each particle image to the estimated macromolecule as viewed from each (discretized) viewing direction, at each value of the other variables (most notably, the in-plane shifts). Naturally, this comparison is expensive. In recent years, several algorithms have been very successful in solving the homogeneous case (no heterogeneity). Clever algorithms and heuristics which reduce the number of comparisons significantly, and efficient use of hardware components such as GPUs have made the recent implementation of these algorithms rather fast [6, 19, 32, 7]. In addition to the expectation-maximization algorithms, an MCMC algorithm which models rigid molecules as a sum of Gaussians has been proposed in [33]. Other approaches
to the cryo-EM problem rely on similarity between images to align the images before reconstructing the molecule [34, 35, 36, 37].

In addition to homogeneous reconstruction, many of the methods mentioned above also accommodate discrete heterogeneity through a 3-D classification framework, where each particle image is assigned to a separate 3-D reconstruction by maximizing a similarity measure. Expectation-maximization algorithms, such as those implemented in RELION [6], generalize to discrete heterogeneity by estimating conditional joint distributions of orientations and discrete class assignment. While this approach has led to impressive results, it requires significant human intervention in a process of successive refinement of the datasets to achieve a more homogeneous sample, and components and conformations that are not well represented in the data tend to be lost [26].

A few approaches have emerged to treat the continuous heterogeneity problem. The remainder of this section briefly surveys some of the main approaches that are guided directly by cryo-EM images; a broader discussion is available in the recent survey [17]. The method proposed in [38, 39, 40] first groups images by viewing direction then attempts to learn the manifold formed by the set of images for each of those directions. Following this, the various direction-specific manifolds are registered with one another, and a global manifold is obtained. A 3-D model may then be constructed for each point on that manifold, providing the user with a description of the continuous varying reconstruction. This method requires a consistent assignment of viewing directions across all states, and relies on a delicate metric for comparing noisy images to which different filters have been applied. The method assumes that certain properties of the manifold are conserved across the different viewing directions and requires a successful and globally consistent registration of the manifolds observed in different directions, which is not always possible. Furthermore, complex heterogeneity with more degrees of freedom results in manifolds that are intrinsically high-dimensional; such high-dimensional manifolds are difficult to estimate without exponential increase in the number of samples, and become more difficult to align. This method has been demonstrated in the mapping of the continuous heterogeneity of the ribosome.

More recently, the RELION framework has been extended to include multi-body refinement [41] (also see [4, 42, 43, 44, 45]). In this approach, the user selects different rigid 3-D models that are to be refined separately from the main, or consensus, model. Each separate sub-model is then refined separately, with its own viewing direction and translation, allowing it to move with respect to the consensus model in a rigid-body fashion. This method is limited to rigid-body variability in a few sub-volumes, and cannot handle non-rigid deformations or other types of variability. In particular, the region at the interface between the sub-models is likely to vary as their relative positions vary, and it is therefore lost in this method.

The covariance estimation approach proposed in [46] does not rely on a particular model for heterogeneity, be it discrete or continuous. Indeed, the authors present a method for characterizing continuous variability in synthetic data. However, the covariance approach is adapted to a linear model of variability and is therefore not well-suited for continuous and
non-linear variability. Furthermore, the limited resolution of the reconstruction precludes the study of heterogeneity at higher level of detail. Another approach has been to study the normal modes of perturbation of a macromolecule [47, 48]. Some of the recent work on these directions has been used to study separate domains in the molecule [49].

2.5. Markov Chain Monte Carlo (MCMC)

MCMC is a collection of methods which have been used in statistical computing for decades. The full extent of these methods is beyond the scope of this paper. The purpose of this section is to briefly mention a few properties of some MCMC methods that will be useful in our discussion, while inevitably omitting some technical details. A review of MCMC can be found in many textbooks, such as [50].

MCMC algorithms are designed to sample from a probability distribution by constructing a Markov chain (i.e., a model of transitions between states at certain probabilities), such that the desired distribution is the equilibrium distribution of the Markov chain. Often, like in this paper, the desired probability from which we wish to sample is the posterior distribution \( P(X | Y) \) of a variable \( X \), given a statistical model and data \( Y \). Very often, we have access only to an unnormalized density \( h(X | Y) \propto P(X | Y) \), so that we can compute the ratio \( h(X | Y) / h(\tilde{X} | Y) \) between densities at two states \( X \) and \( \tilde{X} \), but not \( P(X | Y) \) and \( P(\tilde{X} | Y) \) directly.

The Metropolis-Hastings (MH) algorithm, which is the basis for many MCMC algorithms, is based on the following Metropolis-Hastings Update:

- Given the state \( X^{(n)} \) at step \( n \), propose a new state \( \tilde{X}^{(n+1)} \) with conditional probability given the current state \( X^{(n)} \). The probability of proposing \( \tilde{X}^{(n+1)} \) given the current state \( X^{(n)} \) is denoted by \( q(X^{(n)}, \tilde{X}^{(n+1)} | Y) \). MH can be implemented in different ways, with different methods for proposing a new state, each method has a different function \( q \) associated with it.

- Compute the Hastings ratio:

\[
r(X^{(n)}, \tilde{X}^{(n+1)}) = \frac{h(\tilde{X}^{(n+1)} | Y) q(\tilde{X}^{(n+1)}, X^{(n)} | Y)}{h(X^{(n)} | Y) q(X^{(n)}, \tilde{X}^{(n+1)} | Y)}.
\]

\[ (15) \]

- Approve the transition to the new state (i.e., \( X^{(n+1)} = \tilde{X}^{(n+1)} \)) with probability

\[
a(X^{(n)}, \tilde{X}^{(n+1)}) = \min(1, r(X^{(n)}, \tilde{X}^{(n+1)})).
\]

\[ (16) \]

If the proposed state is rejected, the previous state is retained with \( X^{(n+1)} = X^{(n)} \).
Over time, under some conditions, MCMC samples states \( X^{(n)} \) from the equilibrium distribution, which is designed in MH to be \( P(X \mid Y) \).

**Remark 2** The Metropolis algorithm is a special case of the Metropolis-Hastings algorithm, with the transition probability chosen such that \( q(X, \bar{X}) = q(\bar{X}, X) \).

**Remark 3** MCMC allows a composition of update rules in different steps. For example, at each step, a subset of variables can be updated separately given the other variables.

**Remark 4** Gibbs sampling is a version of MCMC where at each step the algorithm samples some of the variables conditioned on other variables. It is used when the joint distribution of all the variables is difficult to compute, but it is computationally feasible to sample some of the variables at each step while holding other variables fixed. Formally, this is a special case of MH. We mention this important variant here for completeness, but the algorithms described in this paper do not rely on this version of MCMC, which is often not trivial to compute for all variables.

We reiterate that this brief discussion of MCMC is not a comprehensive overview. The purpose of this discussion is to emphasize that MCMC can, in principle, be used to sample from a complicated posterior distribution even when the normalization of this distribution is unknown, and that various update strategies can be mixed together in MCMC algorithms. Samples from the posterior produced by MCMC can be used to approximate an expected value of a variable, but also to study the uncertainty.

### 2.6. Metropolis-Adjusted Langevin Algorithm (MALA)

MALA is a MH algorithm where the update proposal is given by the formula

\[
\tilde{X}^{(n+1)} = X^{(n)} + \frac{\sigma^2}{2} \nabla \log P(X^{(n)} \mid Y) + \sigma \tilde{W}^{(n+1)},
\]

(17)

where

\[
\tilde{W}^{(n+1)} \sim N(0, I_d).
\]

(18)

Here, \( \nabla \log P(X^{(n)} \mid Y) \) is the gradient of the log-likelihood with respect to the variables. Note that the unnormalized \( h(X \mid Y) \) is sufficient for computing the MALA steps. The parameter \( \sigma \) is set by the user.

A positive definite preconditioner matrix \( A \) can be added without changing the equilibrium distribution:

\[
\tilde{X}^{(n+1)} = X^{(n)} + \frac{\sigma^2}{2} A \nabla \log P(X^{(n)} \mid Y) + \sigma \sqrt{A} \tilde{W}^{(n+1)}.
\]
MALA is just an update rule for which the Hastings ratio can be computed as usual, making it a standard Metropolis Hastings update. The MALA algorithm is motivated by the Langevin stochastic differential equation. Loosely speaking, the Langevin stochastic differential equation describes a stochastic process which is analogous to Equation (17), with infinitesimally small updates (small $\sigma$); the equilibrium distribution of this stochastic process is $P(\vec{X} \mid Y)$.

Works such as [51] find relations between the Langevin equation and SGD, a key algorithm in the area of deep learning, which has also been applied to cryo-EM by cryoSPARC [7].

2.7. Hamiltonian Monte Carlo (HMC)

Hamiltonian Monte Carlo (HMC) is a another MCMC algorithm, which does not use the MH propose-accept-reject algorithm. HMC does not require sampling from a conditional distribution (required in Gibbs updates), but rather uses the gradient of the log-likelihood (like MALA) for a combination of deterministic steps (unlike MALA) and randomized steps. Due to the limited scope of this paper, and the complexity of ideas behind HMC, we refer the reader to one of the many resources about MCMC and HMC, such as [50], for additional information. In the context of this discussion, the key property of HMC is its use of the gradient, which we discuss in the context of MALA; however, HMC often has more advantageous mixing properties compared to MALA.

3. Hyper-Molecules

3.1. Toy Examples

The purpose of this section is to introduce synthetic examples which we will use to illustrate some of the ideas and in numerical experiments.

3.1.1. The “Cat”: To illustrate the problem, we constructed the “cat,” an object composed of Gaussian elements in real space, where each Gaussian follows a continuous trajectory as a function of the parameter $t$, so that we have a continuous space of objects corresponding to an object with extensive large-scale heterogeneity. The heterogeneity is one-dimensional, where the state corresponds to the direction in which the cat’s “head” is turned. Examples of synthetic 3-D object instances and the 2-D projections are presented in Figure 1 (rows 1-3).

3.1.2. The “Pretzel”: To illustrate continuous heterogeneity with more structure, we constructed the “pretzel,” which is composed of three parts: a rigid “base” and two independent “arms.” The two heterogeneous regions are highlighted in the green and blue balls in Figure 2. In Figure 3(top) we present different conformations of the pretzel. In our simulations, each arm can take any state independently of the other, but for the purpose of illustration in Figure 3, we hold one of the arms in a fixed state and sample different states of the other arm.
This is a simplified illustrative mock-up of a typical experiment where one part of the macromolecule is rigid and others are heterogeneous and deforming. A dataset and a simulation using this model are described in Section 5.

3.2. Generalizing Molecules: Hyper-Molecules

Hyper-molecules generalize 3-D density functions \( V(r) \) to higher-dimensional functions \( V(r, \tau) \) with the new state variable \( \tau \). For a fixed conformation or state \( \tau \), the 3-D density function \( V(\cdot, \tau) \) represents the molecule at that given conformation.

To illustrate the idea, we consider the cat example in Section 3.1.1. A natural way to view this cat is to produce a 3-D movie of the cat, where we would see a different conformation of the cat in each frame of the movie. In other words, each frame would present \( V(\cdot, \tau) \) for a different value of \( \tau \). Since the deformation of the cat is continuous, we could sample it at any arbitrary value of \( \tau \); a viewer may expect the movie to show a continuous transformation, with the cat not changing considerably as we move from one frame to the next. In other words, the movie would be expected to be relatively smooth (with several possible definitions of smoothness). This property of the movie reflects relations between different conformations. Hyper-molecules enforce such relations in the modeling of \( V(\cdot, \tau) \).

We recall that density functions in cryo-EM are often assumed to be band-limited, effectively making them smooth in the spatial domain. This regularity is enforced by the representation defined in (1) where the basis functions \( \psi_k \) are approximately band-limited. Hyper-molecules enforce regularity in the state space through the definition in (2) by choosing \( \psi_k \) that have a similar regularity property in the state variable. For example, in the case of 1-D state space in the cat example, with the state variable representing the direction in which the cat is looking, a natural generalization of the representation in (1) generates 4-D basis functions \( \psi_{k,q}(r, t) \) from products \( \psi_{k,q}(r, t) = \psi_k(r)P_q(t) \) of 3-D functions \( \psi_k \) and low-degree orthogonal polynomials \( P_q \) (e.g., Chebyshev polynomials) such that

\[
V(r, \tau) = \sum_{k, q} a_{k,q} \psi_{k,q}(r)P_q(t).
\] (20)

More generally, when there are \( d \) degrees of freedom of flexible motion, the manifold of conformations is of dimension \( d \) and the time variable \( t \) in Equation (20) is replaced by manifold coordinates \( \tau \in T \). The polynomials \( P_q \) are replaced by a truncated set of basis functions over the manifold, denoted \( P_q(\tau) \), with a minor abuse of notation:

\[
V(r, \tau) = \sum_{k, q} a_{k,q} \psi_{k,q}(r)P_q(\tau).
\] (21)

For example, the basis function \( P_q(\tau) \) can be the product of polynomials in multiple variables.
The model in Section 2.2 then generalizes naturally, such that Equation (5) is generalized to

\[ I^{(i)}(x_1, x_2) = a_i H_i \star \int_{\mathbb{R}} \mathcal{F}(R_i^{-1} r + s_i, \tau_i) dx_3, \]

(22)

the corresponding operator \( A(R, q) \) to \( A(R, \tau, q) \), and the posterior (12) to

\[ P(\{R_i, \tau_i, q_i\}_i, \mu, \mathcal{F} | \{Y^{(i)}_i\}_i) \propto P(\{R_i, \tau_i, q_i\}_i, \mu, \mathcal{F}) \prod_i P(Y^{(i)}_i | R_i, \tau_i, q_i, \mu, \mathcal{F}). \]

(23)

In other words, we use the formulation of the continuously heterogeneous molecules as hyper-molecules to generalize the Bayesian formulation of the cryo-EM problem from a problem of recovering a 3-D molecule from 2-D projections in unknown viewing directions to a problem of recovering a higher dimensional hyper-molecule from 2-D projections. The key to this formulation, compared to a formulation as a collection of independent molecules (e.g., \([9, 6]\)), is that hyper-molecules encode relations between states, with the related property that they encode a smoothly varying continuum of states.

### 3.3. Enforcing Structure

We note that there exists an equivalent scheme using appropriate samples in the state space, which would be numerically equivalent to our use of polynomials in the state variable. However, hyper-molecules are different from independent molecules because they provide relations between states. This regularity in the relation between states can be further reinforced by generalizing other ideas implemented for 3-D molecules such as priors that favor smaller coefficients for basis functions with high-frequency components in the state variable. Furthermore, the interpolation allows us to assign to each particle image any state in the continuum, rather than only the sampled states.

The basis functions presented above are not the only way to define such relations between states; for example, one can use a discretized state space and use linear interpolation between sorted discretized states (equivalent to a basis of triangles in the state space) to obtain a continuum of states. In order to enforce further smoothness, one can also penalize for large differences between adjacent states using a term of the form

\[ L(\mathcal{F}) = \sum_{t=1}^{T-1} \int | \mathcal{F}(r, t) - \mathcal{F}(r, t + 1) |^2 dr. \]

(24)

In fact, smoothness and continuity are crude proxies for properties that we would expect to find in the state space of molecules. For example, often, we would expect to observe a flow of mass as we move between states. This would be captured better through a Wasserstein distance between states; additional physical properties are discussed in the remainder of the
paper and in a technical report [22]. In the Bayesian formulation, it is natural to add explicit priors for hyper-molecules.

### 3.4. A Curse of Dimensionality

Building upon the success of the maximum likelihood and MAP frameworks in cryo-EM (see discussion in Section 2.4), it is natural to consider their application to the hyper-volume reconstruction problem. The expectation-maximization algorithms are iterative refinement algorithms which attempt to recover the maximum-likelihood or MAP solution by alternating between updating the distributions of variables such as the viewing direction $R_i$ and updating the estimate of the molecule $V$ (i.e., coefficients in the representation of the object as defined in Equation (1)). Generating the projections for all viewing directions and comparing them to all particle images are computationally intensive operations in the implementation.

In the case of hyper-molecules, expectation-maximization would be generalized to alternating between updating the joint distribution over viewing directions $R_i$ and (possibly high-dimensional) state variables $\tau_i$ (compared to a small number of discrete conformations in current algorithms) and updating the hyper-molecule (21). In other words, one would have to project the hyper-molecule in every possible state in every possible viewing direction and compare each particle image with each of these projections, rapidly increasing the number of comparisons in this already expensive procedure. More complex models of hyper-molecules, introduced later in this paper, would make it more difficult to design specialized algorithms and heuristics to optimize this procedure.

In addition, we note that the number of coefficients required to represent a molecule as a linear combination of basis functions in Equation (1), at a resolution corresponding to about $N \times N \times N$ voxels, is $O(N^3)$. Similarly, adding $d$-dimensional heterogeneity at “state space resolution” corresponding to $Q$ state coefficients requires $O(N^3Q^d)$ coefficients. High-dimensional heterogeneity, arising, for example, in molecules that have several independent heterogeneous regions, results in a large number coefficients which could exceed the total number of pixels in all particle images of an experiment. Indeed, since hyper-molecules have the capacity to represent very generic molecules, it is natural to expect that a lot of data would be required to estimate them; in particular, if the number of possible states (in some discretization) grows exponentially fast with the dimension $d$, it is natural to expect the required number of particle images to grow as fast, if not faster. Given infinite data and infinite computational resources, it is tempting to model very little and allow the data and algorithm to map and reconstruct a heterogeneous macromolecule. Unfortunately, despite the rapid growth in cryo-EM throughput and computational resources, they are far from “infinite.” The natural question to ask is if we can use prior knowledge and assumptions to reduce the amount of data that we need, even in the case of high-dimensional heterogeneity.

In the remainder of this paper, we address some of these challenges.
3.5. Finer Structures I: Composite Hyper-Molecules

In the previous section, we found that recovering a hyper-molecule which describes very generic, and potentially complicated, dynamics of a macromolecule requires massive amounts of data. Often, researchers have prior knowledge about the structure and dynamics of the macromolecule that they study. For example, many macromolecules are composed of a static component to which smaller flexible heterogeneous components are attached (for an illustrative toy example, see the pretzel example in Section 3.1.2). Often, practitioners are able to use traditional cryo-EM algorithms to recover the static component at high resolution, but the regions of the flexible components are blurry. In these cases, researchers are often able to hypothesize where each component is located, which components are static, and which components are heterogeneous. Tools for estimation of local variance and resolution help researchers in identifying these regions (see, for example, [52, 53, 54, 55, 56, 57, 46]).

We introduce composite hyper-molecules, a model which is the sum of \( M \) components \( \Psi^m \), each of which is a hyper-molecule. The following formula describes a simple version of a composite hyper-molecule:

\[
\Psi(r, \tau_1, \tau_2, \ldots, \tau_M) = \sum_{m=1}^{M} \Psi^m(r, \tau^m). \tag{25}
\]

Each component is constrained to a certain region of space where it is assumed to be supported (the regions may overlap). Each component has its own set of state variables and coefficients that describe it. In our pretzel example, the yellow region in Figure 2 is modeled as a rigid static “body,” and the green and blue regions represent regions of space where two one-dimensional heterogeneous components are supported. As can be seen in this example, the regions may overlap and do not have to be tight around the actual component.

In some cases, the different components could be roughly described as moving one with respect to the other, in addition to more subtle deformations (for example, at the interface between the components). Indeed, heterogeneous macromolecule have been modeled as a superposition of several rigid objects in somewhat arbitrary relative positions in work such as [41, 4, 42, 43, 43, 44, 45]. We observe that hyper-molecules and the composite hyper-molecules in Equation (25) are generic enough to describe the relative motion of these components, but if such dynamics can be assumed, capturing them in the model is advantageous for computational and statistical reasons. Therefore, a more complete version of composite hyper-objects allows both motion and heterogeneity in each component

\[
\Psi(r, \tau_1{\text{ state }}, \tau_2{\text{ state }}, \ldots, \tau_M{\text{ state }}, \tau_1{\text{ position }}, \tau_2{\text{ position }}, \ldots, \tau_M{\text{ position}}) = \\
\sum_{m=1}^{M} \Psi^m(r, \tau^m{\text{ position }}, \tau^m{\text{ state}}). \tag{26}
\]
where $f^m(r, \tau^m, \text{position})$ is a function that describes the trajectory of the $m$th component, so that the component is in heterogeneity state $\tau^m, \text{state}$ and its location along the “trajectory” is determined by the position variable $\tau^m, \text{position}$. For example, a simple affine $f^m$ can take the form

$$f^m(r, \tau^m, \text{position}) = \begin{pmatrix} \tau^m, \text{state} \theta^m, \text{position} + \theta^m, 0, \text{position} + r \\ \tau^m, \text{state} \theta^m, \text{position} + \theta^m, 0, \text{position} + r \\ \tau^m, \text{state} \theta^m, \text{position} + \theta^m, 0, \text{position} + r \end{pmatrix}$$

(27)

where $r = (r_x, r_y, r_z)^\top$. The variables $\theta^m, \text{position}$, which determine the trajectory, are part of the variables describing the hyper-molecule, much like the coefficients in Equation (25). Actual trajectory functions would presumably be more complex and could involve rotations and deformations.

The variables for the position $\tau^m, \text{position}$ and state $\tau^m, \text{state}$ can be closely related (the position can be related to the heterogeneity state variable for that component); for brevity, we use $\tau^m$ as a state variable that encapsulates both $\tau^m, \text{position}$ and $\tau^m, \text{state}$.

Compared to previous work like [41, 4, 42, 43, 44, 45], the composite hyper-molecule formulation models components that are inherently non-rigid, and, in particular, models the flexible interface between components. Furthermore, composite hyper-molecules model the set of possible relative positions (trajectories) of the different components with respect to each other (as opposed to more arbitrary possible relative positions), which are parametrized and fitted using data.

Remark 5 In some cases, there are relations between the different regions that can be captured in the description of the composite hyper-molecule. For example, our pretzel has two identical arms (shifted and rotated with respect to each other). While each arm can appear in a different state independently from the other arm, they have the same fundamental structure (i.e., they are the same hyperobject, at a different state and position). A similar phenomenon is observed in some macromolecules that have certain symmetries. We capture this fact in our model in the particular example in Section 5 by defining the hyper-objects representing the two arms so that they share coefficients in their representation. This is analogous to “weight sharing” in deep neural networks.

3.6. Finer Structures II: Priors and “Black-Box Hyper-Molecules”

The purpose of this section is to add a layer of abstraction to the modeling of hyper-molecules, where the model can be implemented as a “black box” provided to an algorithm designed to recover hyper-molecules; the algorithms themselves are discussed in later sections, while this section focuses on the formal modeling of these components. These black-box models will allow users with different levels of technical expertise to define more elaborate models and priors which reflect assumptions and prior knowledge about the experiment, to the extent that such assumptions are necessary given the amount of
data, model complexity and available computational resources. While the implementation presented in this paper treats simpler models, this section provides context for goals of this line of work, and additional motivation for algorithms guided by gradients (MALA and HMC) and for the work on MCMC algorithms. We envision a set of different “black boxes” that scientists can choose from, reflecting their prior knowledge and constraints imposed by the amount of data and computational resources available to them.

We revisit the formulation of the hyper-molecule $\mathcal{Y}$ as a sum of basis functions in Equation (21). We denote the coefficients of these basis functions by $\theta$. Similarly, in the formulation in Equation (26), the coefficients of the basis functions in all components and the coefficients of the trajectories are denoted collectively by $\theta$. We write this fact explicitly using the notation $\mathcal{Y}[\theta](r, \tau)$. We revisit Equation (23), and add this explicit notation:

$$
P((R, \tau, q)_i, \mu, \mathcal{Y}[\theta]) \propto P((R, \tau, q)_i, \mu) \prod_i P(Y^{(i)} | R, \tau, q, \mu, \mathcal{Y}[\theta]).
$$

(28)

In particular, it is compelling to factorize (28) into simpler components and formulate a more specific structure:

$$
P((R, \tau, q)_i, \mu, \mathcal{Y}[\theta]) \propto P(\theta) \prod_i P(Y^{(i)} | R, \tau, q, \mu, \mathcal{Y}[\theta]) P(R, \tau, q | \mu).
$$

(29)

where $P(\theta)$ is a black-box prior for the hyper-molecule, $P(\mu)$ is a black-box prior for imaging variables and latent variables (e.g., noise parameters and CTF parameters for micrographs), $P(R, \tau, q | \mu)$ is a prior for the variables of each particle image (e.g., shift from center, contrast parameters), and $P(Y^{(i)} | R, \tau, q, \mu, \mathcal{Y}[\theta])$ is the relation to the measurements.

In this formulation, $\mathcal{Y}$ can be replaced by an arbitrary black-box function that produces a consistent notion of a hyper-molecule; this black-box formulation decouples the specifics of the model from the algorithm, giving the scientist more flexibility in defining their model. The key components in this formulation are the model $\mathcal{Y}[\theta]$ which defines the density (or its Fourier transform) at any position and state as a function of the coefficients $\theta$, and a prior $P(\theta)$. These two components encode the scientist’s assumptions, prior knowledge and physical constraints. Another key component is $P(Y^{(i)} | R, \tau, q, \mu, \mathcal{Y}[\theta])$, which encapsulates the imaging model. The components $P(R, \tau, q | \mu)$ and $P(R, \tau, q | \mu)$ give some additional flexibility in modeling.

Having defined the models, we turn to the discussion of the algorithms. The general black-box form of the models presented in Section 3.6 above provides some of the motivation for algorithms that are compatible with such generic model.
4. Algorithms

In this section we discuss the role of MCMC algorithms in a framework for recovering hyper-molecules.

4.1. MCMC, MALA and HMC

We consider the Bayesian formulation of hyper-molecules in Equation (29). The difficulty with expectation-maximization algorithms is that they compute

$$
P(R_i, \tau_i, q_i | Y(i), \mu, \Theta(0))$$

as a function of all possible combinations of viewing directions $R_i$, states $\tau_i$, and some of the other particle-image specific variable $q_i$ (e.g., in-plane shift) at every iteration (the update of $\Theta$ involves another computationally expensive operation for similar reasons).

This involves some discretization of these variables and a large number of comparisons which are computationally expensive at every iteration. This is a computational challenge in the homogeneous case and in the case of discrete heterogeneity when there is a small number of conformations; the natural generalization to high-dimensional continuous heterogeneity increases the computational complexity exponentially in the dimensionality of the heterogeneity. Indeed, algorithms and heuristics have been developed for reducing the number of comparisons in existing software, but it is a challenge to generalize them to apply to high-dimensional hyper-molecules and generic black-box models whose specific form is defined by a user and is not available when the software is written.

We propose an MCMC framework for sampling from the posterior in Equation (29); some of the main features of MCMC are reviewed briefly in Section 2.5. We note that MCMC is not a single algorithm, but a collection of algorithms that can be used together.

Equation (29) and the analogy to expectation-maximization suggests that different variables in the MCMC formulation can be treated separately, mixing strategies for updating a subset of variables while holding the others constant. In particular, the particle-image variables $R_i$, $\tau_i$ and $q_i$ can be evaluated separately and in parallel because they are independent conditioned on $\mu$ and $\Theta(0)$. MCMC algorithms such as a simple MH (with a simple update strategy) do not require the computation of the distribution $P(Y(i) | R_i, \tau_i, q_i, \mu, \Theta(0))$ for every value of $R_i$, $\tau_i$ and $q_i$, but rather require only the ratio $P(R_i, \tau_i, q_i | Y(i), \mu, \Theta(0)) / P(\tilde{R}, \tilde{\tau}, \tilde{q} | Y(i), \mu, \Theta(0))$ between the likelihoods of different values of the variables. In other words, at every iteration, this version of MCMC requires the computation of $P(Y(i) | R_i, \tau_i, q_i, \mu, \Theta(0))$ only at two sample points (two sets of values of $R_i$, $\tau_i$ and $q_i$). Furthermore, since we are computing a ratio, $P(Y(i) | R_i, \tau_i, q_i, \mu, \Theta(0))$ does not need to be normalized such that the probability would integrate to 1; computing this normalization factor would have typically involved evaluating $P(Y(i) | R_i, \tau_i, q_i, \mu, \Theta(0))$ at many points. Other strategies, such as MALA and HMC, require the gradient of the log-likelihood with respect to the different variables (again, implying that the probability does not need to be normalized to integrate to 1). Similar considerations apply to the update of other variables. We note that MCMC is not a “magic solution” to the computational challenge, because it may require more steps than expectation-maximization, but each step is computationally tractable and different strategies and tools can easily be combined to
improve performance; where expectation-maximization is feasible, analogous MCMC steps can be applied.

MCMC yields a sample of the variables and latent variable; we can restrict our attention to variables such as \( \theta \) which are sampled hyper-molecules, and we can consider the statistics of \( \tau \) if we wish to study the statistics of states’ occupancy. Most often, in practice, \( \theta \) or \( \mathcal{V} \) can be averaged over all the samples to produce an “expected” hyper-molecule, although this averaging can introduce some technical difficulties due to ambiguities which we will discuss briefly later; these technical issues are not uncommon in this type of problems, and in practice they are rarely a problem since the mixing over symmetries, such as global rotation of the entire molecule, is slow. A similar problem happens the maximum-likelihood and MAP approaches, since there are several equivalent solutions. There too, this is not a problem in practice. The advantage of having multiple samples from the posterior, however, is that they allow us to study the uncertainty in the solution by studying the variability of \( \mathcal{V} \).

4.2. A Remark about Black-Box Hyper-Molecules

In this section, we revisit the Bayesian formulation of Equation (29) and discuss some aspects of the formulation of generalized hyper-molecules that are related to the algorithms and implementation. In principle, it is sufficient to define black-box functions which would evaluate the prior \( P(\theta) \) and the density \( \mathcal{V}[\theta](\mathbf{r}, \tau) \) at any spatial (or frequency) location \( \mathbf{r} \), and any state \( \tau \) (and possibly provide the interface for computing gradients over the difference variables); the algorithm would use these functions to compute \( P(Y^{(i)} | R_i, \tau_i, q_i, \mu, \mathcal{V}[\theta]) \) using its imaging model.

We note that the explicit evaluation of \( \mathcal{V}[\theta] \) is not required in Equation (29). Instead, \( \mathcal{V} \) is considered implicitly in the prior \( P(\theta) \) and in the comparisons to images in \( P(Y^{(i)} | R, \tau, q, \mu, \mathcal{V}[\theta]) \). The way that \( \mathcal{V}[\theta] \) is used in \( P(Y^{(i)} | R, \tau, q, \mu, \mathcal{V}[\theta]) \) implies that the algorithm would use the black-box \( \mathcal{V} \) to evaluate the hyper-molecule at some points in order to produce an image using the algorithm’s own imaging models. In fact, this can be numerically inaccurate and computationally expensive without certain assumptions on the structure of \( \mathcal{V} \). It is therefore useful to implement efficient functions that produce projections of the hyper-molecule that are consistent with the model implemented internally in the black box \( \mathcal{V} \). In addition, algorithms such as MALA and HMC benefit from models that can be differentiated, such that the gradients of the log-likelihood with respect to \( \theta \) and other variables such as \( R \) and \( \tau \) are available to the algorithm. In our implementation, such a module computes \( \log(P(Y^{(i)} | R_i, \tau_i, q_i, \mu, \mathcal{V}[\theta])) \) (i.e., the comparison to the particle image is done internally in the module). Our current implementation computes gradients only with respect to \( \theta \).

These considerations highlight the fact that complete decoupling of the hyper-molecule model from other components may present a trade-off between generality and efficient implementation considerations.
5. Implementation and Numerical Results

In this section we discuss a prototype constructed for the recovery of hyper-molecules based on the ideas presented in this paper, and present the results of experiments with synthetic data. This implementation extends an early simplified prototype and a simpler model that did not take shifts and CTF into account and allowed only 1-D non-localized heterogeneity; that prototype was not based on MCMC. The earlier prototype is discussed in more detail in an earlier technical report [22]. Examples of objects reconstructed with the earlier prototype are presented in Figure 1 (bottom).

The current prototype implements simple composite hyper-molecules (see Section 3.5); the user can define the number and positions of heterogeneous components of the hyper-molecule. Each component can be defined to be rigid, or heterogeneous with a 1-D or 2-D state space. Finally, the user can define components that share the same parameters, but not the same state; in the pretzel example, the two arms are modeled using the same coefficients \( \theta \), but in each image each arm can be in a different state. Each object is represented using 3-D generalized prolate spheroidal functions, which are the optimal basis for representing objects that are as concentrated as possible in the spatial domain and in the frequency domain (as close as possible to “compactly supported and band-limited”); for more details see [21]. These 3-D basis functions are multiplied by 1-D or 2-D cosines and sines to produce higher-dimensional components.

The MCMC algorithm implements MALA steps for updating the coefficients \( \theta \) of the hyper-molecule, and simpler MH steps (random perturbation of the variables to propose new values) for updating the viewing direction, state, in-plane shift, and contrast of each particle image. We are working on implementing MALA and HMC for additional variables. The algorithm has a second mode, provided as a crude approximation of MCMC, where in each iteration, only a subset of the particle image variables (viewing direction, state, etc.) are updated (using a MH step for each particle image); the hyper-molecule is updated using a gradient step, based only on the subset of particle images considered in that iteration. The prototype was implemented in Matlab.

We generated a dataset of 20,000 synthetic pretzel images (synthetic model described in Section 3.1.2), 151 × 151 pixels each, at an SNR of 1/30, and included simulated in-plane shifts and CTF. The synthetic pretzel is generated as a sum of Gaussians, each of which has a center following a “trajectory” which is a continuous function of the state. The projections are computed analytically in the Fourier domain.

The algorithm was provided with the CTF parameters of each particle image, but not with the viewing directions, shifts, amplitudes or heterogeneity states. Moreover, the algorithm was not provided with an initial molecular structure or a tight “mask.” The algorithm was provided with a relatively “loose” prior which penalizes for large \( L^2 \) norm of the coefficients \( \theta \) in the representation of the hyper-molecule.

We assigned initial viewing directions for each particle image uniformly at random, initial shift from a normal distribution with standard deviation of about 7 pixels on each axis, and
constant initial amplitudes. The state variable of each particle image was chosen uniformly at random from the interval \([0, 1]\). First, we set up a homogeneous model in the algorithm (although the dataset is heterogeneous) and set the initial model to zero everywhere (at this point, the state variables are still ignored). This run produced a low-resolution initial model, presented in Figure 4, which we rotated to fit the axes of the molecule (in this example, we recovered an approximate axis of symmetry automatically, which we aligned with the \(z\) axis).

We proceeded to run the algorithm using a simple hyper-molecule model that allows heterogeneity anywhere in the molecule. The algorithm starts with a low-frequency representation of hyper-molecule (initialized again to zero), then gradually increases the frequencies allowed in the representation; the gradual increase in frequency of the representation of 3-D density functions is a common practice in cryo-EM \([6, 58, 59]\), which is generalized here to gradual increase in the frequencies allowed in the state variable. Two representing states produced by the algorithm are presented in Figure 5. We observed that the different “heterogeneity” states are in fact the molecule and its reflection. It is well known that 2D projections cannot be used to distinguish between a molecule and its reflection, so the two versions are indeed valid molecules. However, it is desirable for algorithms to quotient out this symmetry (“choose one of the two versions arbitrarily”). In practice, algorithms are often initialized using some low-resolution model that effectively chooses the version they would use. In this case, the artifact is a result of the many approximate symmetries in this synthetic model at low resolution. We use this example to demonstrate a simple method for resolving such artifacts: we reinitialized the hyper-molecule to a representative state, and reran the algorithm, allowing most of the particle images to be aligned with one version of the molecule.

At this point we set up the model depicted in Figure 2, with a rigid object supported in the yellow ball, and two heterogeneous regions, each supported in one of the other balls. In many cases, the molecules studied have a known form of symmetry. In this example, we model a molecule with \(C_2\) symmetry. The two heterogeneous regions are identical components but each of them can appear in a different state in each particle image. These two components can be modeled independently, but since we know that these two components are identical “hyper-molecules” at different states, the two models share coefficients (shifted and rotated with respect to one another).

In implementations of MCMC algorithms and some optimization algorithms it is common to implement procedures that can be broadly interpreted as occasional increase of the “temperature.” Such procedures improve the mixing properties of the algorithm and mitigate the effects of deep local minima. In the current implementation, we restart the algorithm at a lower resolution a few times to achieve an analogous effect; unlike a traditional change of temperature, the change in resolution also accelerates the iterations, because the numerical implementation of projections is much faster at lower resolution.

The processing requires 14 days, using a server equipped with an E5-2680 CPU and one NVIDIA Tesla P100 GPU with 16 GB of RAM (the GPU was used for most of the numerical computation). Most of the time was spent on the preliminary assignment of
viewing directions, shifts and amplitudes, before the heterogeneity analysis was activated,
due to limitations in this version. The viewing directions, shifts and amplitude continue to be
refined together with the state variables during the heterogeneity analysis.

The results presented in Figure 3(bottom) illustrate qualitatively the recovery of the different
conformations of the synthetic molecule. In addition, we present in Figure 6 the distribution
of errors in assignment of viewing directions, and in Figure 7 the distribution of the
assignment of the state variables. Some of the particle images are assigned a wrong
viewing direction (and subsequently a wrong state variable) – this is attributed to the
noise and approximate symmetries in the model, as well as inefficiencies in the current
implementation.

The current Matlab implementation was developed as a proof of concept, but it is very
inefficient and thus difficult to scale to a larger number of images or high resolution. A
new implementation in Python is currently in development with the goal of making it more
accessible and scalable. We plan to release the future version of the new implementation
when the core functionality and simple user-friendly models are ready.

6. Discussion and Future Work

The main goal of this paper is to introduce the idea of hyper-molecules as high-dimensional
representations of 3-D molecules at all their conformations; this idea is applicable to other
inverse problem such as CT. In addition to the generalization of 3-D molecules to hyper-
molecules, we generalize the Bayesian formulation of cryo-EM to a Bayesian formulation of
continuous heterogeneity in cryo-EM. Compared to existing work on representing molecules
in a small number of discrete conformations, hyper-molecules provide a way of describing a
continuum of conformations and the relations between states.

These higher dimensional objects can be represented as generic high-dimensional functions,
but we discuss statistical and computational motivations to introduce additional models of
hyper-molecules, that describe more specific objects, when prior knowledge is available. We
also discuss an MCMC framework which overcomes some of the technical computational
difficulties in each iteration of current algorithms in the more general settings that we
propose, and we note additional benefits of this framework in characterizing the uncertainty
in solutions. Furthermore, we note that the MCMC framework provides a natural connection
to atomic models and other experimental modalities, demonstrated for example in [60],
which uses a density map produced from a cryo-EM experiment together with physical
models and other modalities.

Ultimately, the goal of this line of work is to provide a highly customizable framework
for encoding prior knowledge about complex molecules and to find a practical trade-off
between the bias that can be introduced by assumptions and the realistic constraints on
the amount of data that can be collected. We envision this framework as a combination of
imaging modules for modeling hyper-molecules adapted to fast computation of projection
images and to computing gradients with respect to variables such as the viewing direction
and model coefficients. Such modules will be used in a framework inspired by TensorFlow
PyTorch [62] (both designed primarily for deep learning) and Edward [63, 64], which allow to construct modules analogous to the black-box modules discussed in this paper, with more focus on imaging as in ODL [65]. Ideally, a wide array of general purpose tools and algorithms constructed for optimization, Bayesian inference, deep learning and imaging could be used together with this framework. However, the large scale of the cryo-EM problem and various properties of the problem require a more specialized framework and flexibility in solver strategies; for example, the memory management in software designed for deep learning is often optimized for small batches, whereas in some implementations of imaging algorithms there are computational advantages in working with very large batches. Another example is the update of in-plane shift variables, which can be performed without recomputing the entire image. Among other things, a speedup may be obtained by simultaneously computing cross-correlations for multiple in-plane rotations using the recently proposed method of [66]. We demonstrated some of the ideas in this paper in a prototype implementation; we are currently building the next prototype, which will be more customizable and scalable.

Our reference to tools such as TensorFlow, PyTorch and Edward demonstrates that the lines between optimization, stochastic optimization, MCMC and other algorithms are not entirely rigid, in the sense that modules used in one framework can be used in some other frameworks. We expect to experiment with other algorithms for initialization of MCMC and approximation of steps, and to examine additional Bayesian inference algorithms. Indeed, we have already experimented with expectation-maximization algorithms to initialize crude viewing directions in cryo-EM data and with SGD hybrids for approximating MCMC steps.

In the following sections we briefly comment on some additional aspects of the problem.

### 6.1. The Homogeneous Case, Discrete Heterogeneity, and Continuous Heterogeneity

In many cases, molecules appear mainly in a discrete set of conformations that are very similar to one another. While we mainly discuss continuous heterogeneity in the paper, the framework proposed here applies to the discrete case (or mixtures of discrete and continuous heterogeneity in different regions) with few changes (for example, the basis functions used to capture the variability as a function of the heterogeneity parameter $\tau$ can be replaced by the Haar basis). Hyper-molecules, composite hyper-molecules and the algorithms discussed here are advantageous in the discrete case as well: they allow to use the similarity between different conformations, and they allow to decompose the heterogeneity to local heterogeneity in different regions.

More generally, we hope that a generic Bayesian framework could also be used to study more elaborate models for imaging and experiment latent variables even in the homogeneous case.

### 6.2. Ambiguity

We note that even in the classic cryo-EM problem, certain ambiguities emerge in the macro-molecules that are recovered: any result has “equivalent” results that are identical up to global rotation, shifts and reflection. Naturally, hyper-molecules have similar ambiguities.
Since hyper-objects generalize the spatial coordinates and in many ways treat the state parameters in the same way as they treat the spatial coordinate, one may expect a generalized form of ambiguity to appear. Indeed, there is ambiguity in how the molecules in different states are aligned with respect to each other and ambiguity in the parameterization of the state space. These ambiguities are reduced by regularization or priors, or when the model contains rigid components that align other components.

One such effect can be observed in the cat example in Figure 1, where the recovered cats are aligned slightly differently with respect to each other compared to the original cats (the change in alignment is continuous, so the “movie of cat” is still continuous). Of course, our original alignment was arbitrary, so the algorithm’s choice is no better or worse than ours, but it is better suited to the limited degree polynomials we allowed the algorithm to use to represent these recovered cats.

6.3. Additional Practical Considerations

The discussion of priors and models in this paper is partly abstract and the priors and models implemented in our examples are relatively simple. Indeed, there is room for extensive future work on improved priors and models that can be efficiently implemented within this framework and on automation of tests.

We note that we do not advocate the use of “strong” priors indiscriminately because they can bias the results. We believe that the most useful use cases in the near future would involve a gradual process of testing alternative priors, starting with the simplest “loose” priors, and verifying the stability of solutions with respect to priors and parameters (even if at a lower resolution). Once patterns are identified reliably, they can be encoded into more elaborate models and priors (e.g. “there is a rigid component in the middle, and with two identifiable regions where something is moving”) and then to finer models (e.g. specific space of deformations in the flexible regions) and finer models (e.g. atomic structures). These models formulate explicit and implicit models used in other tools. For example, multi-body models [41] are a subset of the models proposed in this paper. The specialized implementation of this model of multiple rigid components in RELION has been successful but does not fully resolve the challenge of continuous heterogeneity.

The Bayesian approach and the sampling of solutions from the posterior in MCMC algorithms provide means for evaluating uncertainty in solutions given a model and a prior. The ability to choose different models and priors can be used to identify modelling artifacts which could either bias the posterior or slow the mixing of states. One of the tools for studying possible artifacts is the use of extra degrees of freedom, as demonstrated in our experiment where we modeled the rigid molecule as a heterogeneous molecule and discovered that our intermediate solution was a superposition of the molecule and its reflection.

We reiterate that the MCMC formulation is not a magic solution that resolves all the computational problems. Furthermore, our current implementation is limited and slow. Specialized algorithms for particular types of heterogeneity may be faster than than a general purpose implementation of MCMC. Where there exist efficient methods like...
multi-body [41] models or study of covariances (e.g. [46, 67]), they be used in the construction of models, initialization of the MCMC algorithm, or can be reformulated as hyper-molecules. MCMC enjoys theoretical properties and offers tools for quantifying the uncertainty in solutions, and a rigorous framework for combining different models, priors and update strategies. We believe that a flexible implementation of an MCMC (or variational) framework which offers an accessible selection of priors, models and update strategies, and which incorporates successful ideas implemented in other tools, will be a tool in careful studies of molecular structures which consider different hypotheses. Further work on models and automated hypothesis testing would simplify the process and make it more robust and reproducible.

7. Conclusions

A mathematical formulation and a Bayesian formulation has been presented for the modeling of continuously heterogeneous molecular conformations. This formulation “hyper-molecules” and its generalizations allow to model generic heterogeneous molecules or to encode structural constraints and priors where these are available or required for practical reasons.

In addition, we proposed an approach based on MCMC for the recovery of hyper-molecules from cryo-EM data. This approach addresses some of the challenges associated with generalizing existing popular algorithms to this formulation of the cryo-EM problem. In particular, it bypasses the estimation of the conditional distribution of variables such as the viewing direction of each particle image at each iteration of expectation-maximization, which becomes infeasible if additional state variables are introduced in the case of continuous heterogeneity. This approach also offers a natural way to incorporate elaborate black-box models that researchers can customize for their needs and a tool for studying the uncertainty in solutions.

The ideas presented in this paper have been demonstrated in a preliminary, prototype implementation applied to synthetic data. Work on experimental datasets will be discussed separately. More scalable implementations are being constructed for more generic models, larger datasets, and more efficient computation.
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Figure 1.
Sample cats: true 3-D instances (top row), rotated instance and noiseless projection images (second row), images with noise as used in the simulation (third row), and the reconstructed cat (bottom row, discussed in more detail in an earlier technical report [22]).
Figure 2.
The anatomy of the pretzel: the green and blue regions identify the heterogeneous “arms.” In the analysis in Section 5, the yellow region marked the boundary of the rigid component, and the green and blue balls marked the boundaries of the two heterogeneous components. The components are allowed to overlap.
Figure 3.
The pretzel: samples of true pretzels (top row) and reconstructed pretzels (bottom row, see Section 5). The two arms have the same shape and range of motion, but for each instance of the synthetic molecule the conformation of each arm is chosen independently from the state of the other arm. For the purpose of this illustration, we present various states of one of the arms (the arm in the green ball in Figure 2), while holding the other arm (the arm in the blue ball in Figure 2) at a fixed state. In the simulation and the recovered object, the arms move independently.

The resulting hyper-molecule has two state variables: one state variable encodes the state of the “arm” in the green ball (see Figure 2) and the other state variable encodes the state of the arm in the blue ball (see Figure 2). The third state variable for the rigid center in the yellow ball is ignored in this figure. Again, for illustration purposes, we present one of the arms at various states, while holding the other arm fixed. The reconstruction captures the conformation found in the synthetic molecule. The reconstruction at a given value of \( t \) is similar to the true object at that state, but they do not correspond to the exact same state (see discussion in Section 5), since the choice of parameterization of states is not unique (see discussion in Section 6.2).
Figure 4.
The first step recovers a very low resolution object. Since the object has approximate C2 symmetry, we rotated the crude low resolution result so that it was roughly symmetric around the z-axis.
Figure 5.
Running the heterogeneity algorithm reveals a technical artifact: the algorithm recovered the pretzel and its reflection as two heterogeneity state (green and red, superimposed).
Figure 6.
The errors in viewing directions, sorted by error size. The error is defined as the Frobenius norm of the difference between the true rotation matrix and the recovered rotation matrix. Due to the symmetry, there are two valid “true” rotation matrices, therefore the distance is measured to the nearest matrix. About a quarter of the particle images are poorly aligned (partly due to noise and approximate symmetries and partly due to technical limitations of the current prototype).
**Figure 7.**
The distribution of recovered state parameters vs. true state, aggregated over both arms (left). Since some of the particle images are not aligned properly, their state variables are meaningless. Therefore, we also present the distribution of recovered states for the 10,000 particle images with the smallest alignment error (right). The alignment quality was determined using the true orientations. Additional experiments with lower noise and otherwise similar conditions yield a sharper distribution (not presented here).
Table 1.

Table of Notation

| Symbol | Definition |
|--------|------------|
| $V$    | three- or higher-dimensional function |
| $\mathcal{F}$ | the Fourier transform of $V$ in spatial coordinates |
| $Rr$   | the vector $r$ rotated by $R$ |
| $R^\mathcal{F}$ | the function $\mathcal{F}$ rotated by $R$, so that $(R^\mathcal{F})(x) = \mathcal{F}(R^{-1}x)$ |

$r$ bold fonts are used to emphasize that a certain variable may be a vector, not just a scalar, when this is not obvious from the context.