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Abstract: In this article, we propose a test of the dynamics of stock market indexes typical of the US and EU capital markets in order to determine which of the two fundamental hypotheses, efficient market hypothesis (EMH) or fractal market hypothesis (FMH), best describes market behavior. The article’s major goal is to show how to appropriately model return distributions for financial market indexes, specifically which geometric Brownian motion (GBM) and geometric fractional Brownian motion (GFBM) dynamic equations best define the evolution of the S&P 500 and Stoxx Europe 600 stock indexes. Daily stock index data were acquired from the Thomson Reuters Eikon database during a ten-year period, from January 2011 to December 2020. The main contribution of this work is determining whether these markets are efficient (as defined by the EMH), in which case the appropriate stock indexes dynamic equation is the GBM, or fractal (as described by the FMH), in which case the appropriate stock indexes dynamic equation is the GFBM. In this paper, we consider two methods for calculating the Hurst exponent: the rescaled range method (RS) and the periodogram method (PE). To determine which of the dynamics (GBM, GFBM) is more appropriate, we employed the mean absolute percentage error (MAPE) method. The simulation results demonstrate that the GFBM is better suited for forecasting stock market indexes than the GBM when the analyzed markets display fractality. However, while these findings cannot be generalized, they are verisimilar.
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1. Introduction

Modeling and forecasting stock price movements has been a key issue in financial studies. In order to make financial and investment decisions, investors use prediction models to assure low investment risk and to have a picture of the market trends. This has inspired a great deal of research into the development and design of prediction models.

The idea of the efficient market, as understood in the modern literature, has its origins in the work of Cootner [1] and Samuelson [2], who postulated the random walk model. The theoretical basis of the efficient market hypothesis (EMH) has to be attributed to the works of Eugene Fama [3,4], which explain the random character of prices as the consequence of rational behaviors.

The EMH theory’s premises can be summarized as follows [5]: (a) investors are rational (in the sense that they correctly update their beliefs about the value of financial
securities when new information becomes available in the market); (b) individual investment decisions satisfy the arbitrage condition (arbitrage leads to price equilibrium); and (c) the market is characterized by collective rationality (the different errors in the values of financial securities determined by individual investors cancel each other out in the market). The efficient financial market, according to EMH theory, is the market that fully reflects the available information, and one of the models of the efficient financial market is the random walk model [4]. The random walk model is a financial theory that says that stock market prices cannot be anticipated because they combine the information and expectations of all the market participants. The randomness of prices makes it difficult for investors to outperform the market and earn abnormal returns. Because the EMH is based on standard Brownian motion processes that assume prices evolve through random walk, one obvious consequence is that forecasting future price movements is impossible because market movements are independent and lack autocorrelation, rendering technical analysis useless to investors [6].

The random walk model is a discrete-time model, and the Brownian motion is the continuous-time limit of the discrete-time random evolution. As a result, if the price dynamics of financial securities are described by the geometric Brownian motion (GBM), we can conclude that the market is efficient in the EMH sense. Remember that Norbert Wiener [7] realized the Brownian motion features, which are currently known as the Wiener process.

The efficient market hypothesis (EMH) developed by Fama [3,4], as well as its subsequent extensions, is a vast field of study because the question is whether or not this hypothesis is practicable. However, determining whether a market is efficient is not a straightforward process: a number of works support the EMH [8–16], but some studies present arguments in opposition to the EMH [17–19]. The majority of the EMH criticism is directed at market participants’ preferences and behavior. Several deviations from the standard EMH paradigm in investor behavior have, therefore, been documented, including over-confidence [20], overreaction [21], herding, and the theory of regret [22]. These EMH critics contend that investors are frequently irrational. From the standpoint of efficiency tests’ applicability, the most significant obstacles of the EMH are the emergence of complex non-linear dynamics and chaos in capital markets [19,23–25].

The majority of these empirical studies questioned the rationality and absence of memory in asset prices. The interest in market finance in the study of memory processes stems from the fact that it is seen as a viable alternative to testing the efficient market hypothesis in a very easy manner. Many recent studies have looked into the long-term memory of asset returns, demonstrating that prices reflect a fractional Brownian motion [23,26–37]. In general, if a title has long-term memory, it may be argued that it has cyclical behavior and, therefore, does not follow a random process, which would directly contradict the efficiency hypothesis. However, as others [38] point out, this approach is far from simple since additional factors must be taken into account when drawing results. Furthermore, other researchers have concluded that there is no strong evidence for long-term memory in common stock returns [39,40].

Based on the idea of using the fractional Brownian motion instead of the Brownian motion, the stock price could be examined utilizing fractal properties. The fractal Brownian motion, first proposed by Mandelbrot and Van Ness [41], is used to simulate different fractal noises. It has evolved into a mathematical model that can reflect the properties of a wide range of natural objects.

The fractal market hypothesis (FMH) was proposed by Edgar E. Peters [42] as a feasible instrumental alternative to the EMH. While the EMH assumes that financial markets are in equilibrium, the FMH assumes that financial markets are not in equilibrium but can be stable, which is achieved by investors covering a large number of investment horizons. Unlike the EMH, the FMH asserts that market information is valued by investors according to their investment horizons. At any point in time, prices may not reflect all the available information but only information for one investment horizon.
The FMH's premises can be summarized as follows [42]: (a) the financial market is stable if investors cover a wide range of investment horizons; (b) the information set is influenced by short-term factors and market sentiment, with fundamental information dominating in the long term; (c) if a market event casts doubt on fundamental information, long-term investors will trade on short-term information; (d) prices reflect a combination of technical and fundamental analysis; (e) a financial security is not related to the economic cycle; there will be no long-term trend.

The FMH highlights the impact of liquidity and the starting point of investment depending on investor behavior. Its goal is to provide a model of investor behavior and market price movement in accordance with investor expectations [43]. The FMH relaxes the EMH Brownian motion requirement of financial securities and posits that price movements follow fractional Brownian motion, as measured by the Hurst exponent. The Hurst exponent affects whether a fractal time series evolves by a random walk, a persistent trend, or mean reversion. If the movement of stock market indexes can be explained using geometric fractional Brownian motion (GFBM), it is possible to conclude that the market is unpredictable, inefficient, and fractal in the sense of FMH.

Osborne [44], an American astronomer, published his hypothesis that price follows a geometric Brownian motion—the distribution of price changes is log-normal—in the late 1950s. To represent the behavior of risky asset values, Black and Scholes [45], Scholes [46], and Merton [47] advocated using a Brownian motion method. Since then, authors have used the GBM to simulate stock price pathways and examine whether the simulated stock prices match the actual market returns [48,49]. While the majority of these studies focus on stock prices, others have discovered that commodity prices, such as crude palm oil [50], petroleum products and natural gas [51], gold [52], and other commodities, exhibit randomness that can be explained mathematically using the GBM model.

To address the major flaw in GBM modeling, which assumes real stock increments to be mutually independent, fractional Brownian motion was introduced by Andrey Kolmogorov [53], but the first mathematical definition and properties of this stochastic process were given by Mandelbrot and Van Ness [41] by incorporating the Hurst exponent in stock price dynamics to improve the accuracy of stock price modeling by providing information on the level of self-similarity in a given time series. We mention also the contributions of Mandelbrot with Wallis [54–57], who introduced the concepts of fractional Gaussian noises and fractional Brownian motion and related these to R/S analysis.

Geometric fractional Brownian motion has been studied extensively, with many studies identifying potential applications in the context of neuronal models [58]. It was validated by a rigorous statistical test with added white Gaussian noise based on the autocovariance function [59] and has been applied in studies both for stock indexes [60] and for the price of financial securities [61], in the case of cryptocurrencies [62], in the case of modeling epidemic diseases, such as coronavirus [63], and for the price of goods [50]. Furthermore, the GFBM has been utilized in a great deal of literature research to evaluate derivative titles (options) [64–67].

The authors of several more recent research studies have proposed a number of GFBM extensions and adjustments, including the fractional Brownian motion model with adaptive parameters [68], irrational fractional Brownian motion model [69], fractional Brownian motion with two-variable Hurst exponent [70], or approximate fractional Brownian motion [71].

The primary aim of the article is to demonstrate how to properly model return distributions for financial market indexes. Because the efficient market hypothesis does not fully characterize financial market behavior, we investigate if a different method—the fractal markets hypothesis—yields more accurate results.

In this article, we will test which of the dynamics equations, represented by geometric Brownian motion (GBM) and geometric fractional Brownian motion (GFBM), best describes the evolution of the S&G 500 and Stoxx Europe 600 stock indexes for the US market and the EU market, respectively. The main contribution of this paper is to determine whether these markets are efficient (as defined by the efficient market hypothesis), in which
case the appropriate dynamics equation of stock indexes is the GBM, or fractal (as defined by the fractal market hypothesis), in which case the appropriate dynamics equation of stock indexes is the GFBM. The aim of this paper is to highlight the practical implications of our findings on the capital markets under consideration. Because information is viewed as a generic item in classical finance theory, the EMH implies that various information affects investors in the same way. Furthermore, the FMH claims that information is valued based on each investor’s time horizon. As a result, information has a varied value for each investor group, and each has its own set of trading rules and tactics. Indeed, while traders are mostly concerned with the short term, investors are primarily concerned with long-term investments.

Ibrahim, Misiran, and Laham [50] conducted similar analyses but on commodity price modeling. Moreover, in a recent study of 26 international stock market indexes, Dittrich and Srbek [72] concluded that Brownian motion cannot be perceived as a norm for describing stock market behavior, challenging the assumption of a random walk of stock prices. This paper is one of the few that performs EMH and FMH tests utilizing dynamics equations represented by GBM and GFBM rather than the traditional testing methods in which the Hurst index is calculated but the dynamics of evolution are not determined; therefore, predictions cannot be made. Such predictions on the evolution of stock indexes using dynamics equations become possible with our technique.

The R/S analysis, established by Mandelbrot and Wallis [54], is the most common of the various methodologies developed to get a numerical value of the Hurst exponent. The lack of a distribution theory for the underlying statistic, as well as its sensitivity to the presence of explicit short-range dependence structures, make the standard R/S analysis less appealing. Authors, such as Lo [17], and, more recently, others, such as Sánchez-Granero et al. [19] or Weron [73], have shown that, when the length of the time series is too short, the resultant value for the exponent is far from acceptable, emphasizing the difficulty in the case of financial series. While classical R/S analysis is not very reliable in the presence of small samples, it can be very effective and useful as a graphical method in the presence of reasonably large samples, where it often provides a fairly accurate picture of the presence or absence of long-range dependence in a given empirical record, and, in the former case, about the intensity of long-range dependence as measured by the Hurst parameter. The most beneficial aspect of the classical R/S analysis for practical purposes is its relative robustness to changes in the marginal distribution of the data, even if the marginals contain heavy tails with infinite variance (see, for example, ref.[54,74,75]).

As a result, one of the main lines of research is on refining and improving the Hurst exponent estimating procedures, either through improved R/S analysis [17,73] or the invention of new methodologies, such as the ones described as follows: the log-periodogram estimator (the GPH estimator of Geweke and Porter-Hudak [76]), the quasi maximo likelihood model (QML) [77], the generalized Hurst exponent (GHE) [78], the periodogram method (PE) [79], the wavelets methodology [80], the centered moving average method (CMA) [81], the MF-DFA methodologies [82], geometric method-based procedures (GM) [19], and, more recently, the fractal dimension algorithm (FD) [83], the total triangles area algorithm (TTA) [84], the wavelet analysis [85–87], or the local Whittle’s estimation [88].

In this paper, we first consider the rescaled range method (RS) for calculating the Hurst exponent. However, due of the criticism aimed at this approach’s imprecision (its sensitivity to the presence of explicit short-range dependence structures), we chose the periodogram method (PE) as an alternative. To determine which of the dynamics (GBM, GFBM) is more appropriate, we employed the mean absolute percentage error (MAPE) method.

To preview our findings, the GFBM model outperforms the GBM model in forecasting future price patterns for the dataset presented. The S&P 500 and Stoxx Eur 600 stock indexes follow a GFBM, according to our analysis, across 3-, 5-, 7-, and 10-year time periods, utilizing values of the Hurst exponent determined using the PE approach, so the US and EU equity markets can be called fractal markets. This conclusion holds true even when the Hurst exponent is generated using the RS approach for the S&P 500 stock index.
However, using the GFBM to derive the Hurst exponent produces reasonable forecasts for the Stoxx Eur 600 index, with the exception of the 3-year period, where the forecast is considered good. The latter circumstance is also observed when the Hurst exponent is assumed to be 0.5, in which case the GBM provides the dynamics of the Stoxx Eur 600 index. What can be seen is that the PE technique results for Hurst show that the series are anti-persistent much more clearly, which justifies the GFBM.

This article is organized as follows. Section 2 follows the introduction and discusses the research methodology used in this study, as well as the mathematical models applied to the indexes, geometric Brownian motion (GBM), geometric fractional Brownian motion (GFBM), Hurst index (H), and mean absolute percentage error (MAPE). The latter will be used as a predictability metric in our investigation. In other words, we will use the MAPE tool to find which of the two dynamics models best describes the evolution of the values of the stock market indexes under consideration.

2. Research Methodology

In the following, we describe the mathematical models geometric Brownian motion (GBM) and geometric fractional Brownian motion (GFBM) applied to stock market indexes, Hurst index (H), and mean absolute percentage error (MAPE). The empirical findings and discussion are reported in Section 3. The study’s conclusions are summarized in the final section of the article.

2.1. Geometric Brownian Motion (GBM)

Geometric Brownian motion and geometric fractional Brownian motion (GFBM) imply that the change in the logarithm of the stock index value is a random variable.

**Definition 1.** Let $SI$ be the value of the stock market index, $t \in (0, T)$ the time moment, $T$ the total time, and $\Delta t = \frac{1}{T}$ the time lag. Then, the logarithmic return $R(t)$ of $SI$ in the time interval $(t, t + \Delta t)$ is

$$R(t) = \ln \frac{SI(t + \Delta t)}{SI(t)} = \ln SI(t + \Delta t) - \ln SI(t) = \Delta \ln SI.$$  \hspace{1cm} (1)

**Definition 2.** A stochastic process $\{B(t), t \geq 0\}$ is a standard Brownian motion (BM) if it satisfies the following three conditions:

1. For any moments of time $0 \leq t_1 \leq t_2 \leq \ldots \leq t_n \leq t$, the increments $B(t_2) - B(t_1), \ldots, B(t_n) - B(t_{n-1})$ are independent;
2. Each increment is a Gaussian random variable of zero mean and variance $t - s$, so: $B(t) - B(s) \sim N(0, t - s)$, $\forall s < t$;
3. $B(0) = 0$.

A real-valued stochastic process $(X_t)_{t \geq 0}$ is a Markov process if for all Borel set $A \subset \mathbb{R}$ and all real numbers $t > s > 0$, $P(X_t \in A|X_u, u \leq s) = P(X_t \in A|X_s)$.

A Brownian motion $\{B(t), t \geq 0\}$ is a Markov process [89]. According to Negrea [90], the main properties of BM are:

- BM trajectories are continuous and not derivable;
- Stochastic processes $\{B(t), t \geq 0\}$, and $\{B^2(t) - t; t \geq 0\}$ are martingale, and, reciprocally, if $SI(t)$ is a continuous process such that $SI(t)$ and $(SI^2(t) - t, t \geq 0)$ are martingale, then $SI(t)$ is a BM;
- Stochastic process $\left\{e^{\lambda B(t) - \frac{1}{2} \lambda^2 t}, t \geq 0\right\}$ is a martingale for any $\lambda$ real and reciprocally. If $SI(t)$ is a continuous process such that $\left\{e^{\lambda SI(t) - \frac{1}{2} \lambda^2 t}, t \geq 0\right\}$ is a martingale for any $\lambda$ real, then $SI(t)$ is a Brownian motion.
**Definition 3.** A stochastic process \( \{ S(t), \ t \geq 0 \} \) follows a geometric Brownian motion (GBM) if the value of the stock index is described by the following dynamics equation

\[
dS(t) = \mu S(t) dt + \sigma S(t) dB(t)
\]  

where \( \mu \) is the drift coefficient, \( \sigma \) is the diffusion coefficient, \( dB \) is the infinitesimal variation of a standard Brownian.

Using the stock index's dynamics equation \( dS(t) = \mu S(t) dt + \sigma S(t) dB(t) \) and applying the Itô lemma, it follows

\[
d\ln S(t) = \left( \mu - \frac{1}{2} \sigma^2 \right) dt + \sigma dB(t).
\]  

By integrating Equation (3), we obtain

\[
\ln S(t) = \ln S(0) + t \left( \mu - \frac{1}{2} \sigma^2 \right) + \sigma B(t).
\]  

where \( S(0) \) is the initial value of the stock market index and \( S(t) \) is the value of the stock market index at time \( t \) in the future.

Equation (4) can also be written as

\[
S(t) = S(0) e^{\left( \mu - \frac{1}{2} \sigma^2 \right) t + \sigma B(t)}
\]  

equivalent

\[
\ln \frac{S(t)}{S(0)} = \left( \mu - \frac{1}{2} \sigma^2 \right) t + \sigma B(t).
\]  

Or, over a time lag, the solution is

\[
S(t+\Delta t) = S(t) \exp \left\{ \left( \mu - \frac{1}{2} \sigma^2 \right) \Delta t + \sigma [B(t+\Delta t) - B(t)] \right\}
\]  

where \( B(t+\Delta t) - B(t) \sim N(0,\Delta t) \).

Further, from Equation (7), the logarithmic return of the stock market index modelled by a GBM for a time lag \( \Delta t \) can be written as follows

\[
\Delta \ln S(t) = R(t) = \left( \mu - \frac{1}{2} \sigma^2 \right) \Delta t + \sigma [B(t+\Delta t) - B(t)]
\]  

with \( t \geq 0 \).

Moreover, given that \( B(t+\Delta t) - B(t) \sim N(0,\Delta t) \) the logarithmic distribution of the stock index return modelled by a GBM can be written as follows:

\[
R(t) \sim N \left( \mu - \frac{1}{2} \sigma^2 \right) \Delta t, \sigma \sqrt{\Delta t}.
\]  

### 2.2. Geometric Fractional Brownian Motion (GFBM)

**Definition 4.** A stochastic process \( \{ B_H(t), \ t \geq 0 \} \) is a fractional Brownian motion (FBM) if it satisfies the following three conditions:

1. is a centered Gaussian process, \( E[B_H(t)] = 0, \forall t \geq 0 \);
2. the autocovariance of the increments is given by

\[
\text{Cov}[B_H(t), B_H(s)] = E[B_H(t)B_H(s)] = \frac{1}{2} \left( |t|^{2H} + |s|^{2H} - |t-s|^{2H} \right), \ t, s \geq 0, H \in (0,1);
\]  
3. \( B_H(0) = 0 \).
Further, from Equation (16), the logarithmic return of the stock index modelled by an FGBM for a
time lag \( \Delta t \) if the value of the stock index is described by the following dynamics equation:

\[
\Delta \ln S_{I\theta}(t + \Delta t) = R_{I\theta}(t) = \left( \mu - \frac{1}{2} \sigma^2 \right) \Delta t + \sigma [B_{I\theta}(t + \Delta t) - B_{I\theta}(t)],
\]

where \( B_{I\theta}(t) \) is an FBM with Hurst parameter \( H \) in the interval \( 0 < H < 1 \) (self-similarity property);
\( \forall a, a > 0 \), stochastic process \( \{ a^{-H} B_{I\theta}(at), t \geq 0 \} \) is an FBM with Hurst parameter \( H \);
\( \forall s, t, 0 \leq s < t \), the increments of the process \( B_{I\theta}(t) - B_{I\theta}(S) \) have a Gaussian distribution of zero mean and variance \( |t - s|^{2H} \) (stationarity property of the increments); \( \forall n \) and \( \forall \), \( t_i = 1, \ldots, n \), for each time instant \( 0 \leq t_1 \leq t_2 \leq \ldots t_{n-1} \leq t_n \), the increments \( B(t_2) - B(t_1) \) are not independent (the non-independence property of increments);
the stochastic process \( \{ B_{I\theta}(t), t \geq 0 \} \) has continuous trajectories, i.e., there is a \( C > 0 \) such that:

\[
\sup_{s \leq t} |B_{I\theta}^H(\omega) - B_{I\theta}^H(\omega)| \leq C|t - s|^a
\]

for \( a \in (0, H) \) (property \( a \)-Hölder continuous sample paths); stochastic process \( \{ B_{I\theta}(t), t \geq 0 \} \)
does not admit derivative with respect to time (property of no differentiable sample paths);
the stochastic process \( \{ B_{I\theta}(t), t \geq 0 \} \) is not a semimartingale, except for \( H = \frac{1}{2} \) (no semimartingale property).

In quantitative finance, geometric fractional Brownian motion (GFBM), also called geometric
fractal Brownian motion, is a generalization of GBM, in which \( B(t) \) becomes \( B_{I\theta}(t) \), the increments
are not independent, and \( B_{I\theta}(t) \) is obtained as follows [41]:

\[
B_{I\theta}(t) = \frac{1}{\Gamma(H + \frac{1}{2})} \left[ Z(t) + \int_0^t (t - s)^{H - \frac{1}{2}} dB(s) \right],
\]

where \( B_{I\theta}(t) \) is a fractional Brownian motion, \( \Gamma \) is the gamma function, \( H \in (0, 1) \) is the Hurst
exponent, and

\[
Z(t) = \int_{-\infty}^0 (t - s)^{H - \frac{1}{2}} dB(s) \quad (12)
\]

**Definition 5.** A stochastic process \( \{ S_{I\theta}(t), t \geq 0 \} \) follows a geometric fractional Brownian motion (GFBM) if the value of the stock index is described by the following dynamics equation:

\[
dS_{I\theta}(t) = \mu S_{I\theta}(t) dt + \sigma S_{I\theta}(t) dB_{I\theta}(t).
\]

Integrating Equation (13), which is based on a Wick product renormalization operator [94], yields:

\[
S_{I\theta}(t) = S_{I\theta}(0) e^{\mu t - \frac{1}{2} \sigma^2 2H} + \sigma B_{I\theta}(t),
\]

equivalent

\[
\ln \frac{S_{I\theta}(t)}{S_{I\theta}(0)} = \left[ \mu t - \frac{1}{2} \sigma^2 2H \right].
\]

Or, over a time lag, the solution is [95]:

\[
S_{I\theta}(t + \Delta t) = S_{I\theta}(t) \exp \left\{ \left( \mu - \frac{1}{2} \sigma^2 \right) \Delta t + \sigma [B_{I\theta}(t + \Delta t) - B_{I\theta}(t)] \right\},
\]

where

\[
B_{I\theta}(t + \Delta t) - B_{I\theta}(t) \sim N \left( 0, [\Delta t]^{2H} \right)
\]

Further, from Equation (16), the logarithmic return of the stock index modelled by an FGBM for a
time lag \( \Delta t \) can be written as follows:

\[
\Delta \ln S_{I\theta} = R_{I\theta}(t) = \left( \mu - \frac{1}{2} \sigma^2 \right) \Delta t + \sigma [B_{I\theta}(t + \Delta t) - B_{I\theta}(t)],
\]

If \( H = \frac{1}{2} \), FBM is a BM, in which case the increments are independent.
It is known that a fractional Brownian motion is not a Markov process [91,92].

The main properties of FBM are [93]:

- \( \forall a, a > 0 \), stochastic process \( \{ a^{-H} B_{I\theta}(at), t \geq 0 \} \) is an FBM with Hurst parameter \( H \);
- \( \forall s, t, 0 \leq s < t \), the increments of the process \( B_{I\theta}(t) - B_{I\theta}(S) \) have a Gaussian distribution of zero mean and variance \( |t - s|^{2H} \) (stationarity property of the increments); \( \forall n \) and \( \forall \), \( t_i = 1, \ldots, n \), for each time instant \( 0 \leq t_1 \leq t_2 \leq \ldots t_{n-1} \leq t_n \), the increments \( B(t_2) - B(t_1) \) are not independent (the non-independence property of increments);
- the stochastic process \( \{ B_{I\theta}(t), t \geq 0 \} \) has continuous trajectories, i.e., there is a \( C > 0 \) such that:

\[
\sup_{s \leq t} |B_{I\theta}^H(\omega) - B_{I\theta}^H(\omega)| \leq C|t - s|^a
\]

for \( a \in (0, H) \) (property \( a \)-Hölder continuous sample paths); stochastic process \( \{ B_{I\theta}(t), t \geq 0 \} \)
does not admit derivative with respect to time (property of no differentiable sample paths);
the stochastic process \( \{ B_{I\theta}(t), t \geq 0 \} \) is not a semimartingale, except for \( H = \frac{1}{2} \) (no semimartingale property).
with \( t \geq 0 \).

It should be noted that the increments

\[
X_H(t)\Delta B_H(t + \Delta t) - B_H(t)
\]

are referred to as fractional Gaussian noise (FGN) in the time interval \( \Delta t \), being in fact an incremental process of the GFBM, and may be computed by an exact approach known as Cholesky decomposition. Detailed expositions of this method can be found in Feng [95] or Kijima and Tam [96].

From (18), we get

\[
E[R_H(t)] = \left( \mu - \frac{1}{2} \sigma^2 \right) \Delta t.
\]

By elementary calculations, it can be obtained

\[
Var(R_H(t)) = \sigma^2 |\Delta t|^{2H}.
\]

Therefore,

\[
R_H(t) \sim N\left( \left( \mu - \frac{1}{2} \sigma^2 \right) \Delta t, \sigma \sqrt{|\Delta t|^{2H}} \right). \tag{20}
\]

From (18) and (20), we get

\[
\frac{R_H(t) - E[R_H(t)]}{\sqrt{Var[R_H(t)]}} = \frac{X_H(t)}{|\Delta t|^H}.
\]

From the above relation, it can be noted that the standardization of the logarithmic stock index return in the GFBM is a rescaled FGN.

By elementary calculations, the autocovariance of FGN with lag \( \tau \) can be obtained as follows:

\[
c_H(\tau) = Cov(X_H(t + \tau), X_H(t)) = \frac{1}{2} \left( |\tau - \Delta t|^{2H} - 2|\tau|^{2H} + |\tau + \Delta t|^{2H} \right).
\]

Considering a series of logarithmic returns \( \{ R_H(t_k), k = 1, \ldots, n \} \), denote the sample mean by \( M(R) = \frac{1}{n} \sum_{k=1}^{n} R_H(t_k) \) and sample variance by \( \sigma^2(R) = \frac{1}{n-1} \sum_{k=1}^{n} (R_H(t_k) - M(R))^2 \).

Using relation (20), the volatility and the drift of stock returns can be estimated as follows:

\[
\tilde{\sigma} \Delta \sqrt{\frac{\sigma^2(R)}{|M(R)|^{H}}}, \tilde{\mu} \Delta \frac{M(R)}{|M(R)|^{H}}, \text{ and } \tilde{\sigma}^2 \Delta.
\]

As we can see from the above, GFBM requires determining the value of the Hurst exponent, which, depending on its size, can explain three situations:

1. if \( H \in \left( 0, \frac{1}{2} \right) \), this situation implies that the FBM increments are negatively correlated, which means that the process is anti-persistent (the process is mean-reverting);
2. if \( H = \frac{1}{2} \), this implies that the FBM increments are independent, which means that the process is a BM or Wiener process;
3. if \( H \in \left( \frac{1}{2}, 1 \right) \), this implies that the FBM increments are positively correlated, suggesting that the process is persistent.

2.3. Hurst

Many articles have proposed methods for estimating the Hurst exponent \( H \) of fGn. A summary of these methods is given by [97]. In our study, we look at two approaches for estimating the Hurst exponent: the rescaled range method (RS) (a method used in the time domain), and the periodogram method (PE) (in the frequency domain). In the following, we will make a short presentation of these two methods.

The Hurst exponent calculating methods will be presented in the following sections.

2.3.1. Rescaled Range (RS) Computation Methodology

The most known methodology to give the Hurst exponent is RS analysis, introduced by Mandelbrot and Wallis in 1968 [54]. In practice, classical RS analysis is based on a heuristic graphical approach that attempts to exploit as fully as possible the information in a given historical record.
For a time series of length $m$ and for each $n = 2^k < m$, we divide the series into $N = \frac{m}{n}$ non-overlapping blocks of length $n$.

Let $m_i$ be the mean and $S_i$ the standard deviation of each block $X = \{X_1, X_2, \cdots, X_n\}$, $i = 1, 2, \cdots, N$.

The data of each block $X_i$ are normalized as follows: $N_j = X_i - m_i$, $j = 1, \cdots, n$.

Let $C_j$, $j = 1, \cdots, N$ the cumulative series for each block. Denote $R_i = \max \{C_j, j = 1, \cdots, n\}$ and $\beta = \min \{C_j, j = 1, \cdots, n\}$, the range of $C_j$ for each block.

The new sequence $\left(\frac{R_i}{\beta}\right)_{i=1, \cdots, N}$ is called rescaled range deviation. Consider $RS_m = \frac{1}{N} \sum_{i=1}^{N} R_i$ the average of the range change.

The slope of the linear regression of $\log(RS_m)$ and $\log n$ can be used to determine the Hurst exponent.

For this methodology, the readers are directed to the sources [98,99].

2.3.2. Periodogram Method (PE)

The first presentation of the periodogram method was elaborated by Geweke and Porter-Hudak [76], who presented a very important work on stationary long memory processes. Their paper gave rise to several other works and presented a proof for the asymptotic distribution of the long memory parameter. The periodogram method is based on Fourier transform [23]. Using the concept of FGN described in the previous section, in the following, we will present PE method to calculate the Hurst exponent.

From [97], the spectral density of an FGN defined in (19) can be written as:

$$S(f) = \sum_{\tau=-\infty}^{\infty} e^{-2\pi i f \tau} c_H(\tau) = 4\sigma^2 C_H \sin^2(\pi f) \sum_{j=-\infty}^{\infty} \frac{1}{|f|+1} |f|^{2H+1}, -\frac{1}{2} \leq f \leq \frac{1}{2}, \tag{21}$$

where $c_H(\tau)$ is the autocovariance function of the FGN with lag $\tau$ and $\Delta t = 1$ and

$$C_H = \frac{\Gamma(2H+1) \sin(p\pi)}{(2\pi)^{2H+1}}. \tag{22}$$

Using Taylor formula, we get

$$S(f) \approx \sigma^2 C_H(2\pi)^2 |f|^\gamma, -\frac{1}{2} \leq f \leq \frac{1}{2}, \tag{23}$$

where $\gamma = 1 - 2H$.

Let $(x(t_1), \cdots, x(t_n))^T$ be a sequence of a time series $\{X(t), t \geq 0\}$ and $\hat{\mu} = \frac{1}{n} \sum_{i=1}^{n} x(t_i)$.

We consider the following estimate of the spectral density (see [95])

$$\hat{S}(f) = \frac{1}{n} \left| \sum_{\tau=0}^{n-1} |x(t) - \hat{\mu}| e^{-2\pi if\tau} \right|^2, -\frac{1}{2} \leq f \leq \frac{1}{2}. \tag{24}$$

For the frequencies up to the size $N^{\frac{3}{4}}$, we have $\hat{S}(f) \sim |f|^\gamma$.

From relation (23), we get $\ln \hat{S}(f) \approx \ln \sigma^2 C_H(2\pi)^2 + \gamma \ln |f|$.

So, the estimate of the Hurst exponent $H$ can be obtained by the slope of linear regression of $\ln \hat{S}(f)$ and $\ln |f|$.

2.4. Mean Absolute Percentage Error (MAPE)

The GMB and GFBM models for the stock market indexes we study can be evaluated using mean absolute percentage error (MAPE). In reality, we use this tool to assess the accuracy of forecasting the value of stock market indexes using the GBM and GFBM dynamics equations, respectively.
The use of the MAPE method in validating forecast models is one of the most widely used measures of forecast accuracy, obviously subject to falsification in the sense of Popper \cite{100,101}.

Formally, the MAPE expression is:

$$MAPE = \frac{1}{n} \sum_{t=1}^{n} \frac{|S_{A}(t) - S_{F}(t)|}{S_{A}(t)} \times 100,$$

(25)

where $S_{A}(t)$ is the real value of the stock market index; $S_{F}(t)$ is the forecast value of the stock market index; $n$ is the total number of forecasts.

Table 1 shows the interpretation of the result acquired with MAPE.

| MAPE Value | Interpretation          |
|------------|-------------------------|
| <10%       | Highly accurate forecasting |
| 10–20%     | Good forecasting         |
| 20–50%     | Reasonable forecasting   |
| >50%       | Inaccurate forecasting   |

Source: Azizah et al. \cite{47}.

3. Results and Discussion

In the following section, based on the methodology presented above, we will analyze the dynamics of the S&P 500 and Stoxx Europe 600 stock market indexes, representing the US market and the EU market, respectively. The two stock market indexes used to evaluate the efficiency or fractality of the two markets are considered representative indexes since they can accurately define both markets.

In this regard, our analysis takes a 10-year period into account, with the following sub-periods: 3 years (January 2011–December 2013); 5 years (January 2011–December 2015); 7 years (January 2011–December 2017); 10 years (January 2011–December 2020). The goal of separating a 10-year period into the above sub-periods is to determine whether there are changes in the efficiency or fractality of the markets under consideration over time. The stock market indexes time series examined are daily series of the closing value of the stock market indexes generated using the Thomson Reuters Eikon platform. The calculations on the dynamics of stock market indexes value were performed in Matlab using GBM, GFBM, Hurst index, and MAPE calculation, and the validation of our study’s results will be done on the basis of the results obtained from determining the average MAPE for 1000 simulations. We believe that the average MAPE for 1000 simulations can be used to assess the right forecast model in practice (see \cite{68}). A single simulation cannot be deemed representative for model validation since the dynamics equations utilized are differential equations with stochastic variables. As a result, because there are multiple alternative paths, we calculate the MAPE for each possible path in the 1000 simulations and average them. We will also calculate the mean MAPE’s confidence interval (the calculation of the confidence interval is very important in our analysis because its width is preferable to be as small as possible in order to be sure of the stability of the mean MAPE on the level of interpretation that we will obtain from the calculations, according to Table 1). All of this will be determined for the above-mentioned periods and in relation to each dynamics equation utilized by us (GFBM with Hurst index calculated by PE technique; GFBM with Hurst index calculated by RS; GFBM with Hurst index = 0.5, which is in fact a GBM).

For the US equity market, characterized by the S&P 500 stock index, the Hurst exponent and average MAPE results are shown in Table 2.
Table 2. Hurst exponent and MAPE results for the S&P 500.

| Hurst PE       | 3 Years  | 5 Years  | 7 Years  | 10 Years |
|----------------|----------|----------|----------|----------|
| H              | 0.3734   | 0.363    | 0.4433   | 0.4136   |
| Average MAPE   | 0.0995   | 0.0978   | 0.1456   | 0.1615   |
| MAPE standard deviation | 0.043    | 0.041    | 0.071    | 0.08     |
| Confidence interval Average MAPE * | (0.097, 0.102) | (0.095, 0.100) | (0.139, 0.148) | (0.160, 0.170) |

| Hurst RS       | 3 Years  | 5 Years  | 7 Years  | 10 Years |
|----------------|----------|----------|----------|----------|
| H              | 0.4925   | 0.4793   | 0.4715   | 0.444    |
| Average MAPE   | 0.1535   | 0.1805   | 0.1708   | 0.196    |
| MAPE standard deviation | 0.078    | 0.109    | 0.099    | 0.109    |
| Confidence interval Average MAPE * | (0.149, 0.158) | (0.174, 0.187) | (0.170, 0.182) | (0.195, 0.209) |

| Hurst 0.5      | 3 Years  | 5 Years  | 7 Years  | 10 Years |
|----------------|----------|----------|----------|----------|
| Average MAPE   | 0.1638   | 0.2005   | 0.2049   | 0.3059   |
| MAPE standard deviation | 0.086    | 0.129    | 0.128    | 0.212    |
| Confidence interval Average MAPE * | (0.158, 0.169) | (0.193, 0.208) | (0.207, 0.223) | (0.291, 0.317) |

Source: own calculations. * confidence level 0.95.

The results show that, for the 3- and 5-year periods, using the Hurst exponent computed by the PE method, the average MAPE of the 1000 simulations performed with GFBM is less than 10%, indicating that GFBM is the appropriate dynamics equation for the evolution of the S&P 500 stock index in these periods because the forecast is considered very accurate. This is also evident in Figures 1a and 2a, which compare the empirical values of the stock market index to the simulated values for a single GFBM-simulated path. Furthermore, for the 7- and 10-year periods, the average MAPE of the 1000 simulations done with the GFBM is less than 20%, indicating a strong forecast of the stock market index values. Figures 3a and 4a show representations of the empirical stock market index values versus the values generated with GFBM for a single simulated path over 7 and 10 years.

Figure 1. Simulation results using GFBM (3-year period): (a) Hurst PE, (b) Hurst RS, (c) Hurst 0.5.
Figure 2. Simulation results using GFBM (5-year period): (a) Hurst PE, (b) Hurst RS, (c) Hurst 0.5.

Figure 3. Simulation results using GFBM (7-year period): (a) Hurst PE, (b) Hurst RS, (c) Hurst 0.5.
What we can also see is that, when we calculate the Hurst exponent using the RS technique, the average MAPE of the 1000 simulations done using the GFBM is less than 20% for all the periods examined, resulting in a solid forecast of the stock market index values. Figures 1b, 2b and 3b, and Figure 4b show the empirical values of the stock market index compared to the values computed by the GFBM for a single simulated path across 3, 5, 7, and 10 years.

In comparison, when the Hurst exponent is 0.5, the GFBM dynamics equation becomes the GBM and the S&P 500 stock market index values are well forecast for the 3-year period, but only reasonable for the 5-, 7- and 10-year periods. Figure 1c, Figure 2c, Figure 3c and Figure 4c show the representations of the empirical stock market index values versus the GBM produced values for a single simulated path over 3, 5, 7, and 10 years.

Table 3 shows the Hurst and MAPE index results for the EU equities market, which is represented by the Stoxx Eur 600 stock index.

| Hurst | 3 Years | 5 Years | 7 Years | 10 Years |
|-------|---------|---------|---------|----------|
| PE    | H       | 0.3649  | 0.3996  | 0.3294   | 0.4108   |
|       | Average MAPE | 0.1156  | 0.1374  | 0.103    | 0.1819   |
|       | MAPE standard deviation | 0.042   | 0.052   | 0.031    | 0.091    |
|       | Confidence interval Average MAPE | (0.113, 0.118) | (0.130, 0.137) | (0.100, 0.104) | (0.170, 0.182) |
| RS    | H       | 0.5099  | 0.5047  | 0.5156   | 0.4989   |
|       | Average MAPE | 0.1822  | 0.2302  | 0.274    | 0.3206   |
|       | MAPE standard deviation | 0.089   | 0.131   | 0.199    | 0.211    |
|       | Confidence interval Average MAPE | (0.176, 0.187) | (0.219, 0.235) | (0.271, 0.296) | (0.297, 0.323) |
| 0.5   | Average MAPE | 0.1727  | 0.2158  | 0.2462   | 0.3164   |
|       | MAPE standard deviation | 0.083   | 0.121   | 0.175    | 0.26     |
|       | Confidence interval Average MAPE | (0.172, 0.182) | (0.212, 0.228) | (0.242, 0.264) | (0.324, 0.357) |

Source: own calculations. * confidence level 0.95.
Given the data obtained for the EU stock market, as measured by the Stoxx Eur 600 stock index, one can see that the average MAPE of the 1000 simulations run with the GFBM is less than 20% for all the periods studied using the Hurst exponent determined by the PE method. This means that the suitable dynamics equation for the evolution of the Stoxx Eur 600 stock index in these time frames is the GFBM because the forecast is judged to be good. This is also evident in Figure 5a, Figure 6a, Figure 7a and Figure 8a, which compare the empirical stock market index values to the GFBM values for a single simulated path.

**Figure 5.** Simulation results using GBM (3-year period): (a) Hurst PE, (b) Hurst RS, (c) Hurst 0.5.

**Figure 6.** Simulation results using GBM (5-year period): (a) Hurst PE, (b) Hurst RS, (c) Hurst 0.5.
Figure 7. Simulation results using GBM (7-year period): (a) Hurst PE, (b) Hurst RS, (c) Hurst 0.5.

Figure 8. Simulation results using GBM (10-year period): (a) Hurst PE, (b) Hurst RS, (c) Hurst 0.5.

What we can also see is that, when we calculate the Hurst exponent with the RS technique, the average MAPE of the 1000 simulations run with GFBM is less than 20% for the 3-year period, showing that the GFBM provides a solid forecast of the stock market index value for this period. However, only a reasonable prognosis is obtained for longer
periods of 7, 5, and 10 years. Figure 5b, Figure 6b, Figure 7b, and Figure 8b show the representations of the empirical stock market index values compared to the values created using the GFBM over a single simulated path across 3, 5, 7, and 10 years.

In comparison, when the Hurst exponent is 0.5, the GFBM dynamics equation becomes the GBM and the Stoxx Eur 600 stock index values are well anticipated for the 3-year period, but only reasonable for the 5-, 7- and 10-year periods. Figure 5c, Figure 6c, Figure 7c and Figure 8c show the representations of the empirical stock index values compared to the GBM values for a single simulated path over 3, 5, 7, and 10 years.

4. Conclusions

Researchers have spent a significant amount of time establishing how to appropriately simulate the return distributions for financial market indexes. The efficient market hypothesis fails to fully define financial market behavior. We look into whether a different method—the fractal market hypothesis—produces more accurate results.

The accuracy of geometric Brownian motion (GBM) and geometric fractional Brownian motion (GFBM) in modeling the price simulation of the S&P 500 and Stoxx Eur 600 indexes, as well as the presentation of persistent or anti-persistent behavior over time, is investigated in this study. According to the results, the GFBM model outperforms the GBM model in predicting the future price paths for the provided dataset. In order to determine which of the dynamics (GBM, GFBM) is more appropriate, we employed the mean absolute percentage error (MAPE) method. Following our examination over 3-, 5-, 7-, and 10-year time periods, using values of the Hurst exponent calculated using the PE technique, we found that the S&P 500 and Stoxx Eur 600 stock indexes follow a GFBM, and, hence, the US and EU equity markets can be termed fractal markets. This conclusion holds true even when the Hurst exponent is generated using the RS approach for the S&P 500 stock index. However, in the case of the Stoxx Eur 600 index, employing the GFBM to calculate the Hurst exponent yields reasonable forecasts, except for the 3-year period, where the forecast is regarded as good. The latter circumstance is also observed when the Hurst exponent is assumed to be 0.5, in which case the GBM provides the dynamics of the Stoxx Eur 600 index.

To summarize, our findings after evaluating the S&P500 and Stoxx Europe 600 stock indexes confirm the conclusions presented in the current literature, which point in general favor of the fractional Brownian motion of stock markets. In one case [50], for example, the authors analyze the accuracy of the GBM and GFBM in modeling Malaysia’s crude palm oil price simulation, as well as the presentation of persistent or anti-persistent behavior over time. The results demonstrated that the GFBM model outperformed the GBM model in simulating the future price path for the provided dataset. Another study [72] found that the movements of the Shanghai stock index and Chinese stock market are also governed by fractional Brownian motion. According to the findings of this study [102], the series of daily returns demonstrated predominantly persistent or anti-persistent behavior. As a result, Brownian motion cannot be regarded as the norm for describing stock market activity. These findings call into question the premise of a random walk in the stock prices, valuation methods, and risk assessment.

However, our findings partially contradict previously reported findings for market behavior, such as those obtained by Alhagyan and Alduais [60], who discovered that both GBM and GFBM had good accuracy with minimal differences, implying that both models can be used to forecast the performance of the selected index (TASI).

Among the limitations of this study, we note that the results obtained indicated that the FMH is justified for the US market (S&P500 price dynamics are provided by GFBM, which provides very good and good forecasts), but FMH is partially justified for the EU market by using the PE method for the Hurst calculation (Stoxx Europe 600 price dynamics are given by GFBM, which gives good forecasts). However, while these findings cannot be generalized, they are verisimilar. We will apply in future research alternative methods for the Hurst exponent calculation that are more precise.
The practical implications of this study are aimed at understanding the investor behavior and market price changes in the equity markets analyzed. The fractal market assumption is concerned with the effect of investors’ liquidity and time horizons. Previous assumptions of the model include: the market stability is dependent on its players having varied time horizons, ensuring liquidity in the market; and constant information about the market sentiment and technical variables is more significant in the short term and fundamental information becomes more important as the term is extended; if something happens that calls the validity of the fundamental information into question, long-term investors either stop participating in the market or shorten its time horizon; prices reflect both technical (short-term) and fundamental (long-term) information; if a security has no link to economic cycles, it will not have a long-term investment horizon, with liquidity and technical information dominating.
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