Contribution of Type Ia Supernovae to the Chemical Enrichment of the Ultra-Faint Dwarf Galaxy Boötes I
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Abstract—For three stars in the ultra-faint dwarf (UFD) galaxy Boötes I we have determined the atmospheric parameters, performed a new reduction of high-resolution spectra from the Subaru archive, and derived the abundances of eight chemical elements without using the LTE assumption. As a result, among the galaxies of its class Boötes I now has the largest sample of stars (11) with a homogeneous set of atmospheric parameters and chemical abundances, and this makes it the most promising for studying the chemical evolution of UFD galaxies. We show that in the range $-3 \lesssim [\text{Fe/H}] \lesssim -2$ for each of the three α-process elements, magnesium, calcium, and titanium, a transition from their overabundance relative to iron with $[\alpha/\text{Fe}] \sim 0.3$ to the solar $[\alpha/\text{Fe}]$ ratio occurs. This most likely suggests the commenced production of iron in type Ia supernovae. The behavior of the carbon, sodium, nickel, and barium abundances does not differ from that in more massive galaxies, our Galaxy and classical dwarf spheroidal galaxies.
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INTRODUCTION

Boötes I, one of the ultra-faint dwarf (UFD) spheroidal galaxy satellites of the Milky Way, was discovered by Belokurov et al. (2006) when analyzing the Sloan Digital Sky Survey (SDSS) catalogue (York et al. 2000). It is located at a distance of $\sim 60$ kpc and has a radius of $\sim 200$ pc. Its absolute magnitude is $M_V \approx -5.8$ mag; this is one of the faintest galaxies. Based on data from Koposov et al. (2011), McConnachie (2012) estimated the stellar mass $M_* = 0.029 \times 10^6 M_\odot$ and the dynamical mass $M_{\text{dyn}} = 0.81 \times 10^6 M_\odot$, i.e., Boötes I is one of the lowest-mass dwarf galaxies.

The turnover point, the red giant branch, and the developed horizontal branch, suggesting the predominance of an old stellar population in Boötes I, are distinguished on the color–magnitude diagram. The absence of star formation at the present epoch is also confirmed by the dearth of gas (Bailin and Ford 2007).

The chemical evolution of Boötes I has been studied in a number of works. Based on low-resolution ($R \approx 5000$) spectra and using only the Ca II K line in 16 stars, Norris et al. (2008) were the first to establish the metallicity range $\Delta[\text{Fe/H}] \sim 1.7$ dex and the lower bound $[\text{Fe/H}] = -3.4$. Using high-resolution ($R \approx 35000$) HIRES Keck I spectra for seven stars, Feltzing et al. (2009) determined the mean metallicity $[\text{Fe/H}] = -2.3$ and showed that six of the seven stars have close and typical calcium and magnesium overabundances relative to iron for metal-poor stars, suggesting the dominance of type II supernovae (SNe II) in the chemical enrichment and complete mixing of nucleosynthesis products. It should be noted that although the spectra of these stars were taken with the Keck I telescope, the signal-to-noise (S/N) ratio was low, which led to large errors in determining the abundances. For example, for the star Boo–127 Feltzing et al. (2009) detected an anomalously high $[\text{Mg}/\text{Ca}]$ abundance ratio, but this was not confirmed by subsequent studies based on higher-quality spectra (Gilmore et al. 2013; Ishigaki et al. 2014; Frebel et al. 2016). Based on the FLAMES/UVES VLT2 spectra taken for seven stars, four of which were com-
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mon to the sample of Feltzing et al. (2009), Gilmore et al. (2013) confirmed that the abundances of chemical elements evolved in this low-mass system. For most elemental ratios their dependence on [Fe/H] coincides with that observed in the same metallicity range in the Galactic halo. However, Gilmore et al. (2013) suspected a slope of the [α/Fe]–[Fe/H] dependence for the α-process elements, which may be indicative of prolonged star formation in Boötes I. Ishigaki et al. (2014) took spectra with the Subaru telescope for six stars, five of which were common to the sample of Feltzing et al. (2009), and showed the elemental ratios for stars in this galaxy to be highly homogeneous. They pointed out a constancy of the [Mg/Fe] and [Ca/Fe] ratios, but with a possible decrease with increasing [Fe/H]. This was interpreted as a contribution of type Ia supernovae (SNe Ia) to the production of iron.

The observed behavior of [α/Fe] as a function of metallicity provides crucial information about the chemical evolution of the galaxy. From one to seven stars were studied in each of the papers devoted to Boötes I. If the results of various determinations are gathered together, then we obtain a highly inhomogeneous data set, because different methods of determining the stellar atmosphere parameters, different grids of model atmospheres, different codes, and even different atomic parameters of spectral lines were used in different papers. Mashonkina et al. (2017a, 2017b) set the goal to revise the available published data on the abundances of chemical elements for extremely metal-poor stars ([Fe/H] < −2) in dwarf galaxies, including Boötes I, by re-determining the atmospheric parameters using unified methods and by analyzing high-resolution (R = 20000) spectra using unified methods in which the assumption about local thermodynamic equilibrium (LTE) is abandoned. It should be noted that all of the published data for stars in dwarf galaxies were obtained within LTE. For Boötes I eight stars from Gilmore et al. (2013) and Frebel et al. (2016) were included in the sample. Mashonkina et al. (2017b) concluded that in the range [Fe/H] ≤ −2.7 stars in Boötes I exhibit the same overabundance of α-process elements relative to iron, [α/Fe] ≈ 0.3, as in the Galactic halo, but for a group of stars with [Fe/H] ~ −2 the [α/Fe] ratio is solar, which can be explained by the already robust production of iron in SNe Ia. The absence of intermediate-metallicity stars, −2.7 < [Fe/H] < −2, did not allow the epoch of appearance of the first SNe Ia in Boötes I to be established, and this would be very important for understanding the star formation processes in such small galaxies.

High-resolution spectra are available for three more stars in Boötes I. They were taken with the Subaru telescope and were analyzed by Ishigaki et al. (2014). However, the Subaru archive was opened only in late 2017 and, therefore, these three stars were not included in the sample by Mashonkina et al. (2017a, 2017b).

The goal of this paper is to expand the sample of stars in Boötes I with homogeneous and accurate data on the abundances of chemical elements by analyzing the spectra from the Subaru archive and to refine the [α/Fe]–[Fe/H] dependence. We use the same methods as those in Mashonkina et al. (2017a, 2017b). The reduction of the spectra from the Subaru archive is described in Section 1; the atmospheric parameters are determined in Section 2. We determine the abundances of chemical elements and analyze the elemental ratios in Sections 3 and 4. Finally, the conclusions are formulated in Section 5.

1. THE SAMPLE OF STARS AND OBSERVATIONAL DATA

Three stars, Boo-009, Boo-121, and Boo-911, were chosen from Ishigaki et al. (2014), where they have a metallicity in the range −3 ≤ [Fe/H] ≤ −2. The spectra of three more stars, Boo-094, Boo-117, and Boo-127, were reduced for comparison with other works.

The original spectra of the stars were obtained on the HDS echelle spectrograph (Noguchi et al. 2002) with a resolution R = 40000 and were taken by us from the Subaru archive (National Astronomical Observatory of Japan, proposal ID o09120, o10117). The spectrum of each star consists of several CCD frames with an exposure time from 1800 to 3600 s. The coordinates of the stars, their V magnitudes (calculated from the SDSS ugr magnitudes), and the characteristics of the observations are presented in Table 1. The spectra were reduced in the MIDAS software in the echelle package. The following standard procedures were performed: bias subtraction, cosmic-ray hit removal, spectral order extraction, sky background subtraction, flat field correction, and normalization to the continuum level. We extracted 40 echelle orders on the blue CCD array in the wavelength range 3974–5450 Å and 23 echelle orders on the red CCD array in the range 5385–6814 Å. The typical S/N ratio was 25–30 at the CCD sensitivity maximum (~6500 Å). The spectral orders were combined by taking into account the noise in the overlapping parts of the spectrum. The radial velocity was estimated relative to the synthetic spectrum in the BinMag2 code using a set of unblended lines.

2 http://www.astro.uu.se/oleg/binmag.html
Table 1. The list of investigated stars in the galaxy Boötes I

| Star | RA      | Dec     | mV   | Exposure time | S/N  | Date         | v_rad | km s⁻¹ |
|------|---------|---------|------|---------------|------|--------------|-------|--------|
| 009  | 13:59:48.81 | +14:19:42.9 | 17.48 | 5             | 18/29 | May 15, 2010 | 104.9 | ± 0.8 |
| 094  | 14:00:31.50 | +14:34:03.6 | 17.04 | 2.4           | 14/22 | May 16, 2009 | 95.0  | ± 0.8 |
| 117  | 14:00:10.49 | +14:31:45.5 | 17.79 | 4.5           | 11/17 | May 16, 2010 | 100.3 | ± 0.8 |
| 121  | 14:00:36.52 | +14:39:27.3 | 17.47 | 3             | 16/24 | May 16, 2009 | 105.7 | ± 0.8 |
| 911  | 14:00:01.07 | +14:36:51.5 | 17.52 | 4             | 17/26 | May 15–16, 2009 | 102.3 | ± 0.8 |

1.1. Measuring the Equivalent Widths and Estimating Their Errors

To measure the equivalent widths of spectral lines, we fitted them by the synthetic profile computed with preliminary stellar atmosphere parameters and fixed macroturbulent, \( \xi_{\text{micro}} = 6 \) km s⁻¹, and rotational, \( v_{\text{rot}} = 1 \) km s⁻¹, velocities typical for red giants. The elemental abundance and the radial velocity were free parameters. We then selected only the spectral line under study from the list of lines, computed its profile with the derived abundance, and calculated its equivalent width. The possible errors were estimated by two methods.

The first method is simple. The equivalent width of a spectral line is \( EW = f(1 - f_\lambda)d\lambda \), where \( f_\lambda \) is the normalized flux or, in the case of a CCD with a pixel size \( \Delta \lambda \), the integral is replaced by the sum \( \sum (1 - f_\lambda)\Delta \lambda \). Let \( SN = 1/\delta f_\lambda \) be the ratio of the signal to the noise that is assumed to be a constant \( \delta f_\lambda \) over the profile of a shallow line. The error in the equivalent width is then \( \delta EW = \Delta \lambda \sqrt{n/\lambda} / SN \), where \( n \) is the number of pixels in the line profile. \( SN \) is determined directly from the CCD frame. The typical \( \delta EW \) for the spectra used is \( \sim 10 \) mÅ.

The second method is more accurate. In the case where the profile of a spectral line is described by a Gaussian, we can use its properties. The equivalent width is expressed by the area of the Gaussian \( EW = \sqrt{2\pi} f_{\text{cen}} \sigma \), where \( f_{\text{cen}} \) is the central depth of the spectral line and \( \sigma \) is the Gaussian width. Then, \( \delta \sigma = 1.92 \sigma f_{\text{cen}} / f_{\text{cen}} \) from the derivative of the Gaussian function. Using the fact that the Gaussian dominates in the observed profile and the full width at half maximum of the line is expressed via the Gaussian width \( FWHM = 2.35 \sigma \) and the resolution is \( R = \lambda/0.849FWMH \) (Weinstein and Perez 1992), we obtain \( \delta EW = 1.93 \lambda \delta f / R \). In the line measurement program \( \delta f_\lambda \) is calculated for each line as a standard deviation of the observed profile from the computed one: \( \delta f_\lambda = \sqrt{1/n} \sum (f_\lambda - f_{\text{syn}})^2 \). The error in the equivalent width is comparable to that in the previous case.

We separately took into account the error due to the uncertainty in drawing the continuum level \( \delta f \), which is less than \( 1/SN \). Then, \( \delta EW = EW \delta f / f_{\text{cen}} \). The total error in the equivalent width is from 15–25 mÅ at \( SN = 20 \ldots 30 \) to 30–40 mÅ at \( SN = 5 \ldots 10 \).

1.1.1. Comparing the equivalent widths. The spectra of stars have a low S/N ratio, are significantly affected by the spectrum of scattered sky light, and the profiles of spectral lines are often distorted. Therefore, it is difficult to draw the continuum level. This raises the question about the possible presence of systematic errors in measuring the equivalent widths. For example, Ishigaki et al. (2014) found their equivalent widths to be smaller than those measured by Gilmore et al. (2013) approximately by 18 mÅ.

We compared our measurements with the measurements of common stars in Gilmore et al. (2013, UVES-FLAMES/VLT, \( R = 47000 \)), Ishigaki et al. (2014, HDS/Subaru, \( R = 40000 \)), and Frebel et al. (2016, Mike/Magellan, \( R \approx 28000 \)). These studies are based on the spectra taken with close resolutions, which ensures a proper comparison. The results for five common stars from the first paper and two from the second one are presented in Fig. 1. Our equivalent widths are seen to be systematically higher than those from Ishigaki et al. (2014), on average, by 11 mÅ or 15%, although this difference is smaller than the measurement error. At the same time, the measurements by Gilmore et al. (2013) are very close to ours, there are no systematic differences, the mean difference is less than 1 mÅ. This means that the equivalent
Fig. 1. (Color online) Comparison of the line equivalent widths between this paper and Ishigaki et al. (2014) and Gilmore et al. (2013). The bar of typical errors (~20 mA) is shown in the upper right corner.
Table 2. The temperatures of the investigated stars determined from various color indices

| Star | \((B - V)\) | \((V - R)\) | \((V - I)\) | \((V - J)\) | \((V - H)\) | \((V - K)\) |
|------|-------------|-------------|-------------|-------------|-------------|-------------|
| 009  | 4531 ± 20   | 4592 ± 40   | 4484 ± 24   | 4462 ± 48   | 4503 ± 60   | 4361 ± 66   |
| 121  | 4531 ± 20   | 4573 ± 39   | 4467 ± 22   | 4419 ± 44   | 4466 ± 60   | 4440 ± 74   |
| 911  | 4547 ± 21   | 4578 ± 41   | 4456 ± 24   | 4462 ± 51   | 4445 ± 55   | 4532 ± 94   |

Table 3. Atmospheric parameters of the investigated stars and the difference in abundance between two ionization stages for iron and titanium

| Star | \(T_{\text{eff}}, \text{K}\) | \(\log g\) | \(\xi_t, \text{km s}^{-1}\) | [Fe/H] | Fe I–Fe II | Ti I–Ti II |
|------|-----------------|-------|-----------------|-------|-------------|------------|
| 009  | 4500 ± 70       | 1.22 ± 0.10 | 2.0               | −3.14 | 0.13 ± 0.29 | 0.31 ± 0.59 |
| 121  | 4490 ± 70       | 1.21 ± 0.10 | 2.0               | −2.73 | 0.08 ± 0.18 | 0.00 ± 0.29 |
| 911  | 4500 ± 70       | 1.24 ± 0.10 | 2.0               | −2.32 | −0.14 ± 0.20 | −0.15 ± 0.21 |

widths in Ishigaki et al. (2014) were systematically underestimated.

We also checked the quality of our measurements (HDS/Subaru) using another star, Boo-127, which is common to Frebel et al. (2016, Mike/Magellan) and Gilmore et al. (2013, UVES/VLT), as an example. The HDS/Subaru observations were obtained on two nights, May 15–16, 2010 (proposal ID o10117). The reduction of CCD images and the method of equivalent width measurements are identical to those in this paper. The results are shown in Fig. 2. Our measurements for this star are lower than those in the two other papers approximately by 10 mÅ, but within the error limits. The equivalent widths from Frebel et al. (2016) are also slightly smaller, by 6 mÅ, than those from Gilmore et al. (2013), but the differences do not exceed the typical errors either.

Thus, the accuracy of our equivalent width measurements is comparable to that in Gilmore et al. (2013) and Frebel et al. (2016).

2. STELLAR ATMOSPHERE PARAMETERS

To retain the homogeneity of the studies, we determined the effective temperatures \(T_{\text{eff}}\) of the stars in much the same way as was done by Mashonkina et al. (2017a), from the \(B - V\), \(V - R\), \(V - I\), \(V - J\), \(V - H\), and \(V - K\) colors (see Table 2) using the calibrations by Ramírez and Meléndez (2005). The metallicities needed for our calculations were taken from Ishigaki et al. (2014). The \(BVRI\) magnitudes were obtained by converting the SDSS DR12 \(ugriz\) colors (Alam et al. 2015) using the formulas from Jordi et al. (2006). The infrared \(JHK\) magnitudes were taken from the 2MASS catalogue (Skrutskie et al. 2006). The interstellar reddening was assumed to be \(E(B - V) = 0.02\) (Belokurov et al. 2006) and was taken into account in all color indices. The final value of \(T_{\text{eff}}\) in Table 3 is a weighted mean from all colors including the errors.

The surface gravity \(\log g\) was calculated from the relation

\[
\log g = -10.607 + \log M + 4 \log T_{\text{eff}} - 0.4[4.74 - (m_V + BC + |m_V - M_V| + A_V)],
\]

where \(M = 0.8 M_\odot\) is the stellar mass, \(m_V\) is the \(V\) magnitude, \(BC\) is the bolometric correction calculated as prescribed by Alonso et al. (1999), \(|m - M| = 18.9^m\) is the distance modulus from Belokurov et al. (2006), and \(A_V = 3.1E(B - V) = 0.06\) mag is the interstellar extinction in the \(V\) band. The total error in \(\log g\) ~ 0.10 dex. Note that for old objects, such as stars in Boötes I, the mass of a star is reliably fixed, with an accuracy of 0.05 dex, if its evolutionary status has been established. In the galaxy Boötes I only giants can be observed with a high spectral resolution.

The microturbulence \(\xi_t\) was estimated from the empirical formula derived for metal-poor Galactic
Fig. 2. (Color online) Comparison of the line equivalent widths in the spectra of Boo-127 taken with different instruments. The bar of typical errors (∼20–50 mÅ) is shown in the upper right corner.

halo giants by Mashonkina et al. (2017a):

\[
\xi_t = 0.14 - 0.08[\text{Fe/H}] + 4.90(T_{\text{eff}}/10^4) - 0.47\log g.
\]

It provides an accuracy of about 0.2 km s\(^{-1}\).

Since the photometric data for the three new stars are close, we also expect to obtain close stellar atmosphere parameters. Table 3 gives the estimated stellar atmosphere parameters.

The estimated effective temperatures are close to those from Ishigaki et al. (2014), with the exception of Boo-009 for which they give \(T_{\text{eff}} = 4750\) K, while the surface gravities differ due to the application of different methods for determining \(\log g\). Ishigaki et al. (2014) used the theoretical Yonsei-Yale (YY) isochrones with an age of 12 Gyr, while we follow the method described above and based on the distance modulus and photometry. The differences in microturbulence are insignificant, with the exception of Boo-009 for which Ishigaki et al. (2014) give \(\xi_t = 2.5\) km s\(^{-1}\). This may be a consequence of the difference in \(T_{\text{eff}}\) and \(\log g\) and large errors in determining the iron abundance from spectra with a low S/N ratio.

To check the deduced stellar atmosphere parameters, we analyzed the Fe I/Fe II and Ti I/Ti II ionization equilibrium as well the positions of the stars on the HR diagram. The differences in abundance between two ionization stages are presented for iron and titanium in Table 3. In all cases, the difference does not exceed the measurement error. Thus, our analysis of the spectra confirms the atmospheric parameters estimated by non-spectroscopic methods.

The positions of all Boötes I giants from Mashonkina et al. (2017a) and this paper are indicated by the filled circles in Fig. 3, along with three evolutionary tracks constructed for a mass of \(0.8\) \(M_\odot\) and metallicities \([\text{Fe/H}] = -1, -2, -3\) and \([\alpha/\text{Fe}] = 0.3\) and obtained by interpolating the Y\(^2\) tracks (version 3; Han et al. 2009). The open circles represent the published data collected in Frebel et al. (2016). Note that one star can be presented several times, according to the data of different authors. All of the red giants (\(\log g < 2\)) are located between the evolutionary tracks with metallicities \([\text{Fe/H}] = -1... - 3\). However, the stars investigated in this paper are cooler than most of the other ones. For them to be placed on the track of the corresponding metallicity, \(\log g\) must be reduced to 0.8–0.9. If the distance modulus is assumed to be 19.07 mag (Okamoto et al. 2012), then \(\log g\) will decrease only by 0.07 dex. In the literature there are reports about a similar inconsistency of the positions of giant stars on the HR diagram with their
Fig. 3. The positions of Boötes I stars on the HR diagram with evolutionary tracks for a mass of 0.8 $M_\odot$, metallicities $[\text{Fe/H}] = -1, -2, -3$, and $[\alpha/\text{Fe}] = 0.3$. The big circles are the stars from this paper, while the small filled circles are the stars from Mashonkina et al. (2017a). The error bar is shown for $1\sigma$. The published data are marked by the open circles.

3. DETERMINING THE ABUNDANCES OF CHEMICAL ELEMENTS

Following the technique from our previous papers (Mashonkina et al. 2017a, 2017b), we use spherically symmetric model stellar atmospheres with standard abundances of chemical elements interpolated for specified $T_{\text{eff}}/\log g/[\text{Fe/H}]$ in the MARCS$^3$ grid of models (Gustafsson et al. 2008), the WIDTH9 code (Kurucz 2005, modified by V.V. Tsymbal) to calculate the abundances from the equivalent widths, the SynthV (Ryabchikova and Tsymbal 2019) and SIU (Reetz 1991) codes to compute the synthetic spectrum, the DETAIL code (Butler and Giddings 1985) to calculate the non-LTE populations of atomic levels, and the Vienna Atomic Line Database (VALD, Ryabchikova et al. 2015).

The carbon abundance was determined under the LTE assumption from an analysis of the molecular line profiles by the synthetic spectrum method. The non-LTE approach was used to analyze the Na I, Mg I, and Ba II line profiles. The Ba II lines were computed by taking into account the hyperfine structure.

For the Ca I, Ti I, Ti II, and Fe I lines we used the method of equivalent widths by applying the non-LTE abundance corrections from Mashonkina et al. (2016). The equivalent widths were measured by describing the observed profile by the synthetic one with fixed macroturbulence ($v_{\text{macro}} = 6$ km s$^{-1}$) and rotation ($v_{\text{rot}} \sin i = 1$ km s$^{-1}$) velocities. The list of spectral lines used and their parameters were published in Mashonkina et al. (2017b) (hereafter MJS17). The derived LTE and non-LTE abundances of chemical elements ($\log \varepsilon_X, [X/H], [X/\text{Fe}]$) are presented in Table 4, where the corresponding abundances from Anders and Grevesse (1989), Lodders (2003, Ti), and Grevesse and Sauval (1998) are also given. We use the scale where $\log \varepsilon_\text{H} = 12$ for hydrogen.

3.1. Carbon

Apart from Boo-009, Boo-121, and Boo-911, the carbon abundance was also determined for Boo-094 and Boo-117 using the atmospheric parameters from Mashonkina et al. (2017a): $T_{\text{eff}}/\log g/[\text{Fe/H}] = 4570/1.01/−2.69/2.2$ and $4700/1.40/−2.09/2.3$, respectively. Unfortunately, for metal-poor stars the carbon abundance can be estimated only from an analysis of the molecular CH bands located in the blue part of the spectrum with a high noise level. We
Table 4. The abundances of chemical elements in the atmospheres of the investigated stars

| Species (X) | log $\varepsilon_{X_0}$ | N | LTE | | | | Non-LTE | | |
|-------------|--------------------------|---|-----|---|---|---|-----|---|
|             | log $\varepsilon_X$ | [X/H] | [X/Fe] | log $\varepsilon_X$ | [X/Fe] |
| Boo-009     |                        |     |     |         |     |     |     |     |     |
| Na I        | 6.33                    | 2   | 3.30 ± 0.01 | −3.03 | −0.02 | 2.96 ± 0.04 | −0.36 |
| Mg I        | 7.58                    | 3   | 4.81 ± 0.34 | −2.77 | 0.24 | 4.75 ± 0.38 | 0.18 |
| Ca I        | 6.36                    | 5   | 3.62 ± 0.15 | −2.74 | 0.27 | 3.72 ± 0.13 | 0.37 |
| Ti I        | 4.93                    | 2   | 1.83 ± 0.58 | −3.10 | −0.09 | 1.84 ± 0.58 | −0.08 |
| Ti II       | 4.93                    | 4   | 1.91 ± 0.09 | −3.02 | −0.01 | 2.15 ± 0.08 | 0.23 |
| Fe I        | 7.50                    | 3   | 4.36 ± 0.25 | −3.14 | −0.13 | 4.36 ± 0.25 | −0.13 |
| Fe II       | 7.50                    | 19  | 4.35 ± 0.14 | −3.15 | −0.14 | 4.49 ± 0.13 | 0.00 |
| Ni I        | 6.25                    | 2   | 3.44 ± 0.32 | −2.81 | 0.20 | −9.99 ± 0.00 | 0.33 |
| Ba II       | 2.13                    | 2   | −1.92 ± 0.04 | −4.05 | −1.04 | −1.77 ± 0.01 | −0.89 |
| Boo-121     |                        |     |     |         |     |     |     |     |     |
| Na I        | 6.33                    | 2   | 3.45 ± 0.06 | −2.88 | −0.15 | 3.14 ± 0.06 | −0.46 |
| Mg I        | 7.58                    | 4   | 5.05 ± 0.18 | −2.53 | 0.20 | 5.05 ± 0.13 | 0.20 |
| Ca I        | 6.36                    | 12  | 3.92 ± 0.09 | −2.44 | 0.29 | 4.04 ± 0.06 | 0.41 |
| Ti I        | 4.93                    | 11  | 2.25 ± 0.12 | −2.68 | 0.05 | 2.49 ± 0.13 | 0.29 |
| Ti II       | 4.93                    | 16  | 2.49 ± 0.26 | −2.44 | 0.29 | 2.49 ± 0.26 | 0.29 |
| Fe I        | 7.50                    | 41  | 4.74 ± 0.17 | −2.76 | −0.03 | 4.85 ± 0.17 | 0.08 |
| Fe II       | 7.50                    | 5   | 4.77 ± 0.07 | −2.73 | 0.00 | 4.77 ± 0.07 | 0.00 |
| Ni I        | 6.25                    | 4   | 3.56 ± 0.16 | −2.69 | 0.04 | −9.99 ± 0.00 | 0.07 |
| Ba II       | 2.13                    | 4   | −1.03 ± 0.21 | −3.16 | −0.43 | −1.04 ± 0.22 | −0.44 |
| Boo-911     |                        |     |     |         |     |     |     |     |     |
| Na I        | 6.33                    | 2   | 3.47 ± 0.06 | −2.86 | −0.54 | 3.19 ± 0.05 | −0.82 |
| Mg I        | 7.58                    | 2   | 5.11 ± 0.45 | −2.47 | −0.15 | 5.11 ± 0.35 | −0.15 |
| Ca I        | 6.36                    | 6   | 3.93 ± 0.17 | −2.43 | −0.11 | 4.04 ± 0.17 | 0.00 |
| Ti I        | 4.93                    | 10  | 2.19 ± 0.12 | −2.74 | −0.42 | 2.41 ± 0.11 | −0.20 |
| Ti II       | 4.93                    | 10  | 2.55 ± 0.18 | −2.38 | −0.06 | 2.56 ± 0.18 | −0.05 |
| Fe I        | 7.50                    | 33  | 4.95 ± 0.17 | −2.55 | −0.23 | 5.04 ± 0.17 | −0.14 |
| Fe II       | 7.50                    | 4   | 5.18 ± 0.10 | −2.32 | 0.00 | 5.18 ± 0.10 | 0.00 |
| Ni I        | 6.25                    | 2   | 3.71 ± 0.21 | −2.54 | −0.22 | −9.99 ± 0.00 | 0.01 |
| Ba II       | 2.13                    | 3   | −0.67 ± 0.17 | −2.80 | −0.48 | −0.73 ± 0.19 | −0.54 |
used the molecular CH \( A^2\Delta - X^2\Pi (0,0) \) band in the region \( \lambda4309.95-4312.45 \) Å. Here the molecular lines dominate and remain observable even in metal-poor stars at S/N \( \lesssim 10 \) (Fig. 4). In the least noisy spectrum of Boo-121 we were able to also measure the molecular lines in the regions 4313.43–4313.80, 4355.51–4356.75, and 4363.93–4364.37 Å and to calculate the weighted mean carbon abundance. The results are presented in Table 5. To calculate [C/Fe], we used the solar abundances of carbon \( \log \varepsilon_C = 8.43 \) (Alexeeva and Mashonkina 2015) and iron \( \log \varepsilon_{Fe} = 7.50 \). The abundance errors reflect the error of the method, while the total error, including the noise and the uncertainties in drawing the continuum level, is about 0.30 dex and reaches 0.50 dex for Boo-911. The results can be improved when using higher-quality spectra (S/N > 20). Since the main source of uncertainties is the sky background on the CCD array, whose level for faint stars exceeds considerably the
useful signal, we analyzed the quality of its allowance in this region. We checked the continuum level reconstructed from the flat field correction. The nearest Ca I, Fe I, Fe II, Ti I, Ti II, and Sc II lines in the observed spectrum are well described by the synthetic spectrum with a specified abundance (see Fig. 4b).

In Fig. 5 we compare our values of [C/Fe] with those determined by Ishigaki et al. (2014) from the same spectra and Norris et al. (2010) for the same stars. Low-resolution ($R = 5000$) spectra were used in the latter paper. Ishigaki et al. (2014) and Norris et al. (2010) obtained a systematically higher carbon abundance, by 0.5–1 dex for different stars. According to our data, all stars in Boötes I have a carbon underabundance relative to iron with [C/Fe] < −0.5, which is typical for high-luminosity metal-poor stars (see Fig. 7 in Jablonka et al. (2015)). For comparison, for stars with similar parameters in the dwarf galaxy Tucana III Marshall et al. (2018) obtained [C/Fe] ≈ −0.5.

### 3.2. Barium

In this paper we determined the abundance of barium for the three new stars added to the Boötes I sample and redetermined its abundance in the eight stars investigated by Mashonkina et al. (2017b). The publication of quantum-mechanical calculations of Ba II + H I collisions (Belyaev and Yakovleva 2018) necessitates a revision. In the atmospheres of metal-poor stars the electron density is low and the inelastic processes during collisions with neutral hydrogen atoms play an important role in establishing the statistical equilibrium of atoms. Due to the absence of accurate data, the formula from Steenbock and Holweger (1984) based on the theoretical approximation of Drawin (1968) has been used for a long time to calculate the rates of collisions with HI atoms.

It has been established empirically that the Drawin Ba II + H I collision rates require scaling with a factor $S_{HI} = 0.01$ (Mashonkina et al. 1999). The scaled Drawin rates were used by MJS17 in their non-LTE calculations for Ba II.

As was first shown by Mashonkina et al. (1999), the departures from LTE for Ba II lines can be of different sign and magnitude, depending on the star’s metallicity and its $T_{\text{eff}}$ and $\log g$. For our sample non-LTE leads to a strengthening of the Ba II 4554, 4934 Å resonance lines and negative abundance corrections, $\Delta_{\text{NLTE}} = \log \xi_{\text{NLTE}} - \log \xi_{\text{LTE}}$ at $[\text{Ba/H}] > -3$, but to an opposite effect at a lower barium abundance (Fig. 6 for Ba II 4934 Å). For the subordinate Ba II 5853, 6141, 6497 Å lines the transition from negative to positive corrections occurs at a slightly higher barium abundance (Fig. 6 for Ba II 6497 Å). In comparison with the scaled Drawin rates, using accurate collisional data (Belyaev and Yakovleva 2018) leads to a decrease in the departures from LTE at $[\text{Ba/H}] > -3$. The same is true for Ba II 6141, 6497 Å and at a lower barium abundance, but the non-LTE effects are enhanced for the Ba II resonance lines.

For Boo-009, 121, and 911 we used all of the lines that we were able to measure in the spectrum, from 3 to 4 lines. When calculating the Ba II 4554, 4934 Å resonance lines, we took into account the fact that each of the five common isotopes $^{134}\text{Ba}, ^{135}\text{Ba}, ^{136}\text{Ba}, ^{137}\text{Ba}, \text{ and } ^{138}\text{Ba}$ forms its own line and, in addition, the lines of isotopes with an odd mass number consist of a set of hyperfine splitting components. For a solar mixture of isotopes the Ba II 4554 Å and Ba II 4934 Å lines have 15 and 11 components, respectively. Since we observe only old objects in Boötes I, where barium
mostly likely originates exclusively in the r-process, we used the isotope abundance ratio predicted by Arlandini et al. (1999) for the r-process when calculating the relative intensity of the components: $^{135}\text{Ba} : ^{137}\text{Ba} : ^{138}\text{Ba} = 26 : 20 : 54$. The isotopes $^{134}\text{Ba}$ and $^{136}\text{Ba}$ are not formed in the r-process. The wavelengths and oscillator strengths of the components are the same as those in our previous papers (see, e.g., Mashonkina and Christlieb 2014). The mean LTE and non-LTE abundances are presented in Table 4.

When determining the barium abundance in eight stars from our previous list, we used the same Ba II lines and the same atomic line parameters as those in MJS17 (from Table 3). The results obtained are presented in Table 6. Except for the star with the lowest metallicity, Boo-1137 ($[\text{Fe}/\text{H}]=−3.76$, $[\text{Ba}/\text{H}]=−4.09$), the changes in the barium abundance compared to MJS17 do not exceed 0.05 dex. For Boo-1137 Mashonkina et al. (2017b) used only the Ba II 4934 Å line. The subordinate Ba II 6141 and 6497 Å lines are weak, with the equivalent widths $\text{EW}=14.4$ and 13.6 mÅ, respectively. The non-LTE abundance from the subordinate lines was found to be higher than that from the resonance line, by 0.2–0.3 dex, and this was explained by the EW measurement errors. However, applying the quantum-mechanical Ba II + H I collision rates led to a decrease in the non-LTE corrections for Ba II 6141 and 6497 Å and, conversely, to an increase in the non-LTE correction for Ba II 4934 Å, so the non-LTE abundances from different lines now agree within 0.09 dex.

### Table 5

The carbon abundance $\log \varepsilon_C$ in the atmospheres of the investigated stars determined from molecular CH lines: (1) 4309.95–4312.45, (2) 4313.43–4313.80, (3) 4355.51–4356.75, and (4) 4363.93–4364.37 Å

| Star | 1       | 2       | 3       | 4       | $[\text{C}/\text{Fe}]$ |
|------|---------|---------|---------|---------|----------------------|
| 009  | 4.63 ± 0.08 |  |  |  | −0.66                |
| 094  | 5.17 ± 0.09 |  |  |  | −0.57                |
| 117  | 5.44 ± 0.10 |  |  |  | −0.90                |
| 121  | 4.90 ± 0.08 | 4.73 ± 0.16 | 4.91 ± 0.16 | 4.88 ± 0.17 | −0.84               |
| 911  | 4.94 ± 0.09 |  |  |  | −1.14                |

### Table 6

Revised non-LTE barium abundance in the Boötes I stars. The atmospheric parameters and LTE abundances are the same as those in Mashonkina et al. (2017b)

| Star | $T_{\text{eff}}$, K | $\log g$ | $[\text{Fe}/\text{H}]$ | $\xi_t$, km s$^{-1}$ | $N$ | $\log \varepsilon_{\text{Ba}}$ |
|------|-------------------|---------|------------------------|----------------------|-----|----------------------|
|      |                   |         |                        |                      |     | LTE                  | non-LTE                 |
| 33   | 4730              | 1.4     | −2.35                  | 2.3                  | 3   | −0.73 ± 0.15         | −0.70 ± 0.17            |
| 41   | 4750              | 1.6     | −1.60                  | 2.0                  | 2   | −0.02 ± 0.15         | −0.14 ± 0.16            |
| 94   | 4570              | 1.01    | −2.90                  | 2.2                  | 2   | −1.74 ± 0.40         | −1.66 ± 0.47            |
| 117  | 4700              | 1.4     | −2.30                  | 2.3                  | 3   | −0.85 ± 0.42         | −0.80 ± 0.46            |
| 127  | 4670              | 1.4     | −2.10                  | 2.3                  | 2   | −0.62 ± 0.02         | −0.60 ± 0.01            |
| 130  | 4730              | 1.4     | −2.35                  | 2.3                  | 3   | −0.87 ± 0.42         | −0.83 ± 0.45            |
| 980  | 4760              | 1.8     | −3.00                  | 1.8                  | 2   | −1.77 ± 0.01         | −1.63 ± 0.03            |
| 1137 | 4700              | 1.39    | −3.7                   | 1.9                  | 3   | −2.07 ± 0.11         | −1.98 ± 0.04            |
3.3. Uncertainties in the Derived Abundances

In the star Boo-911 for both iron and titanium the abundances from the lines of neutral atoms turn out to be lower, approximately by 0.15 dex, than those from the lines of ions. We analyzed the uncertainties in the abundance \( \Delta \log \varepsilon \chi \) due to the change in effective temperature \( \Delta T_{\text{eff}} = 100 \, \text{K} \), surface gravity \( \Delta \log g = 0.06 \) (the effect is the combined one, because \( \log g \) depends on \( T_{\text{eff}} \)), and microturbulence \( \Delta \xi_t = 0.1 \, \text{km s}^{-1} \) as well as the total uncertainty. Our calculations were performed for \( N \) spectral lines of each ion. For carbon we used the region 4309.95–4312.45 Å, which contains more than 20 molecular CH lines. The results are presented in Table 7. We see that the uncertainties in \( T_{\text{eff}} \) and \( \log g \) lead to greater uncertainties in the abundance from the Fe I and Ti I lines than from the Fe II and Ti II lines. Thus, the detected Fe I–Fe II and Ti I–Ti II differences fit into the range of possible uncertainties and may be attributable to the typical error in determining the atmospheric parameters.

4. DISCUSSION

Following Mashonkina et al. (2017b), we use the iron abundance derived from Fe II line as a metallicity indicator, but it should be noted that when LTE is abandoned, the abundances from Fe I and Fe II lines coincide within the error limits.

### Table 7. Uncertainties in the abundances of chemical elements for the star Boo-911 due to the errors in the atmospheric parameters

| Species | \( N \) | \( \Delta T_{\text{eff}} = 100 \, \text{K} \) | \( \Delta \log g = 0.06 \) | \( \Delta \xi_t = 0.1 \, \text{km s}^{-1} \) | total |
|---------|--------|---------------------------------|----------------|-------------------------------|------|
| CH      | –      | 0.17                            | 0.01           | 0.17                          |      |
| Na I    | 2      | 0.20                            | 0.11           | 0.23                          |      |
| Mg I    | 3      | 0.08                            | 0.04           | 0.09                          |      |
| Ca I    | 6      | 0.10                            | 0.04           | 0.11                          |      |
| Ti I    | 10     | 0.19                            | 0.03           | 0.19                          |      |
| Ti II   | 10     | 0.04                            | 0.06           | 0.19                          |      |
| Fe I    | 33     | 0.17                            | 0.08           | 0.19                          |      |
| Fe II   | 4      | 0.00                            | 0.04           | 0.04                          |      |
| Ni I    | 2      | 0.12                            | 0.03           | 0.12                          |      |
| Ba II   | 3      | 0.08                            | 0.12           | 0.14                          |      |

4.1. The \([\alpha/\text{Fe}]/[\text{Fe}/\text{H}]\) Dependence

We determined the abundances of three \( \alpha \)-process elements: Mg, Ca, and Ti. Figures 7 and 8 show both our results and the MJS17 data for Boötes I and other dwarf galaxies for each of these elements. For a sample of Galactic halo comparison stars MJS17 obtained the same overabundance of each of the \( \alpha \)-process elements relative to iron, \([\alpha/\text{Fe}] \approx 0.3 \). This is explained by the dominance of the explosions of massive SNe II (see, e.g., Tsujimoto et al. 1995), in which the \( \alpha \)-elements are the main product and they are produced approximately twice as much as iron.

Observations show that for a galaxy of any type there is a range of low metallicities where \([\alpha/\text{Fe}]\) is constant, implying a decisive influence of SNe II on the chemical evolution. The beginning of the decrease in \([\alpha/\text{Fe}]\) or the knee in the metallicity dependence, also called the \( \alpha \)-knee, points to the appearance of the first SNe Ia in the galaxy and the increased production of iron. Determining the metallicity (or age) of the \( \alpha \)-knee ([Fe/H]_{\text{knee}}) is very important for understanding the star formation processes in a galaxy. In our Galaxy this knee is located at [Fe/H]_{\text{knee}} \approx −0.9 (see Zhao et al. (2016) and references therein). In dwarf galaxies it is shifted toward lower metallicities, suggesting lower star formation rates. For example, according to de Boer et al. (2014), [Fe/H]_{\text{knee}} \approx −1.3 in the Sagittarius galaxy, [Fe/H]_{\text{knee}} \approx −1.7 in the Large Magellanic Cloud, [Fe/H]_{\text{knee}} \approx −1.9 in the Sculptor galaxy, and [Fe/H]_{\text{knee}} \approx −2.1 in the Fornax galaxy.

It is very important to establish whether there is a knee in the \([\alpha/\text{Fe}]/[\text{Fe}/\text{H}]\) dependence for UFD galaxies and, if it is, then what [Fe/H]_{\text{knee}} is. We have a sufficient number of investigated stars, 11, to study this problem only for the galaxy Boötes I. Since the value of [\alpha/\text{Fe}] itself is comparatively small (~0.3), a very high accuracy of its determination is needed to detect a change. A simple compilation of published data does not allow definitive conclusions to be reached due to data inhomogeneity, as confirmed by Fig. 7a. Both individual authors and the entire data set show a decrease in [Mg/Fe] in the range \(-3.7 \leq [\text{Fe}/\text{H}] \leq -2.3\) from \(\sim 0.5\) to its solar value. On this basis, Gilmore et al. (2013) and Ishigaki et al. (2014) hypothesized that SNe Ia had managed to contribute to the chemical enrichment of Boötes I before the star formation stopped in the galaxy. However, in that case, it is unclear why [Mg/Fe] grows at [Fe/H] > −2.3, although this growth may be apparent and attributable to the abundance errors. For example, for one common star (Boo-127) the three papers give [Mg/Fe] differing almost by 0.4 dex.
Our [Mg/Fe] determinations are presented in the lower part of Fig. 7, along with the MJS17 data for other stars in Boötes I and stars in other dwarf galaxies. As was noted by MJS17, the star with the highest iron abundance, Boo-41 ([Fe/H] = −1.54), which is unusual per se for an UFD galaxy, has anomalously high magnesium and titanium abundances (Fig. 8) and an anomalously low nickel abundance (Fig. 9). The chemical composition of this star apparently reflects a very rare type of nucleosynthesis episodes that do not affect the overall pattern of chemical evolution. We disregard Boo-41 when discussing the α-trends. In the range −3.8 ≲ [Fe/H] ≲ −2.7 all five stars exhibit a Mg overabundance relative to Fe, [Mg/Fe] ≈ 0.3, while five stars with [Fe/H] from −2.3 to −1.9 have, on average, a solar Mg/Fe. Thus, we do not confirm the above-discussed growth of [Mg/Fe] in stars with [Fe/H] > −2.3. The two other α-process elements, calcium and titanium, behave in the same way as does magnesium: in stars with [Fe/H] ≲ −2.7 [Ca/Fe] ≈ [Ti/Fe] ≈ 0.3, while stars with [Fe/H] ≈ −2 have solar Ca/Fe and Ti/Fe ratios. However, it should be noted that the star with the lowest iron abundance, Boo-1137, has an anomalously large overabundance of calcium and titanium.

The three stars added in this paper to the sample of Boötes I stars increased considerably the reliability of our conclusions about the behavior of [α/Fe]. In two of them [Fe/H] < −2.7 and both show [α/Fe] ≈ 0.3, while the third star with [Fe/H] ≈ −2.3 has [α/Fe] ≈ 0.

Thus, it can be said with confidence that in the galaxy Boötes I in the range −2.7 ≲ [Fe/H] ≲ −2.3 there is a drop in [α/Fe] with increasing [Fe/H]. For any galaxy such a behavior is usually interpreted as the appearance of the first SNe Ia and an increase in the iron production rate (see, e.g., Matteucci and Greggio 1986). The appearance of the first SNe Ia requires a star formation time scale of ∼1 Gyr, although there are theoretical works that predict a shorter
4.2. Sodium, Nickel, Barium

The [Ni/Fe], [Na/Mg], and [Ba/Fe] elemental ratios are presented in Fig. 9. The stars in different galaxies, irrespective of their mass, have a nearly solar [Ni/Fe] ratio, suggesting a common origin of nickel and iron.

The stars in Boötes I exhibit close values of Na/Mg with its mean [Na/Mg] = −0.73 ± 0.12. Other galaxies, including the Milky Way, also show the same plateau. This means that the sodium synthesis processes during carbon burning were identical in all systems, irrespective of their mass.

Our revision of the barium abundance and the inclusion of three new stars in the sample did not affect the MJS17 conclusions about the behavior of [Ba/Fe]. A barium underabundance relative to iron, on average, with [Ba/Fe] ∼ −0.7, is observed in Boötes I, although two stars with close metallicities ([Fe/H] ∼ −2.7) show a difference in [Ba/Fe] by about an order of magnitude. Despite this, with regard to the barium abundance the galaxy Boötes I is much more homogeneous than, for example, the classical spheroidal galaxy in Sculptor, in which only an upper limit on the barium abundance can be estimated for 5 of the 11 stars. Before the appearance of the first intermediate-mass (M = 2–4 M$_\odot$) AGB stars and the onset of nucleosynthesis in the s-process, barium was synthesized in the r-process. In Boötes I we definitely observe no growth of [Ba/Fe] with increasing [Fe/H] that could point to the onset of synthesis in the s-process.

This paper was motivated by the possibility not only to refine the α-trends in Boötes I, but also to determine the strontium abundance in three more stars and, thus, to increase the number of stars in Boötes I with a known strontium abundance to six. Mashonkina et al. (2017b) raised the question about a difference in the behavior of Sr/Ba in massive galaxies (the Milky Way and classical dwarf spheroidal
CONTRIBUTION OF TYPE Ia SUPERNOVAE

Fig. 9. Same as Fig. 7b for [Ni/Mg], [Na/Fe], and [Ba/Fe].

5. CONCLUSIONS

Using the methods developed in our previous studies (Mashonkina et al. 2017a, 2017b), we enlarged the sample of stars in the galaxy Boötes I for which a homogeneous set of atmospheric parameters was obtained and the abundances of key chemical elements were determined from high-resolution spectra and without using the LTE assumption to 11. Thus, among the UFD galaxies Boötes I now has a maximum number of thoroughly studied stars. Using three $\alpha$-process elements (magnesium, calcium, and titanium), we confirmed the previously suspected change in the $[\alpha/Fe] - [Fe/H]$ trend, namely the transition from their overabundance $[\alpha/Fe] \simeq 0.3$ to the solar $\alpha/Fe$ ratio, and established that it takes place...
in the range $-2.7 \lesssim [\text{Fe/H}] \lesssim -2.3$. This suggests a contribution of type Ia supernovae to the chemical enrichment of the galaxy Boötes I.

With regard to the sodium, nickel, and barium abundances Boötes I does not differ from other galaxies, both UFD and massive ones, such as classical dwarf spheroidal galaxies and the Milky Way.
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