Ear-EEG compares well to cap-EEG in recording auditory ERPs: a quantification of signal loss
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Abstract

Objective. Ear-EEG (electroencephalography) allows to record brain activity using only a few electrodes located close to the ear. Ear-EEG is comfortable and easy to apply, facilitating beyond-the-lab EEG recordings in everyday life. With the unobtrusive setup, a person wearing it can blend in, allowing unhindered EEG recordings in social situations. However, compared to classical cap-EEG, only a small part of the head is covered with electrodes. Most scalp positions that are known from established EEG research are not covered by ear-EEG electrodes, making the comparison between the two approaches difficult and might hinder the transition from cap-based lab studies to ear-based beyond-the-lab studies. Approach. We here provide a reference data-set comparing ear-EEG and cap-EEG directly for four different auditory event-related potentials (ERPs): N100, MMN, P300 and N400. We show how the ERPs are reflected when using only electrodes around the ears. Main results. We find that significant condition differences for all ERP-components could be recorded using only ear-electrodes. The effect sizes were moderate to high on the single subject level. Morphology and temporal evolution of signals recorded from around-the-ear resemble highly those from standard scalp-EEG positions. We found a reduction in effect size (signal loss) for the ear-EEG electrodes compared to cap-EEG of 21%–44%. The amount of signal loss depended on the ERP-component; we observed the lowest percentage signal loss for the N400 and the highest percentage signal loss for the N100. Our analysis further shows that no single channel position around the ear is optimal for recording all ERP-components or all participants, speaking in favor of multi-channel ear-EEG solutions. Significance. Our study provides reference results for future studies employing ear-EEG.

1. Introduction

EEG (electroencephalography) has been invaluable to shed light on the mechanics of cognition. In the classical use, EEG-electrodes are connected via cable to a signal amplifier. Both the rather bulky setup and the laboratory environment pose a challenge for EEG-researchers interested in more natural behavior. With the development of mobile EEG, it is now possible to leave the lab and to record EEG during motion in everyday life. However, the conspicuous cap-EEG still hampers natural behavior and social interaction. For mobile, naturalistic and unobtrusive EEG recordings, ear-EEG poses an alternative (Bleichner et al 2015, Debener et al 2015, Mikkelsen et al 2015). In ear-EEG, electrodes are worn exclusively in- or around the ear. In combination with a small amplifier that can be clipped to the collar (or even to additional hardware, see Bleichner and Emkes 2020) and a smartphone that stores the recorded brain signals, it is fully portable and can be used to monitor brain activity for extended periods of time (Bleichner et al 2015, Debener et al 2015, Bleichner and Debener 2017, Hölle et al 2021). As such, ear-EEG is suited to record during natural behavior where it really happens: in daily life. Compared to high-density scalp-EEG, ear-EEG has a reduced spatial coverage of the head (i.e. electrodes only around the ears) and a lower number
of electrodes. Both factors potentially reduce the sensitivity of ear-EEG for the brain signal of interest. In a recent simulation study on the sensitivity of ear-EEG to cortical sources, we showed that especially temporal areas of the cortex are a promising target for ear-EEG (Meiser et al 2020), see also Kappel et al (2019). Empirical findings have shown that oscillatory as well as different kinds of event-related activity (ERPs) can be recorded with ear-EEG (Bleichner et al 2016, Zibbrandtsen et al 2016). However, the reduced coverage of ear-EEG compared to scalp-EEG makes the comparison of the results with either approach difficult. It might therefore hinder the transition from cap-based lab studies to ear-based beyond-the-lab studies.

An important step towards reliable ear-EEG is therefore an understanding of the signals we record from around the ear, even before moving ‘into the wild’ where the signals become more complex and less controllable. One important factor for recordings with ear-EEG is surely the low number of electrodes: compared to classical high-density EEG, we have to expect a certain amount of signal loss (Meiser et al 2020). Here we want to empirically investigate what cortical signals ear-EEG is sensitive to with a quality comparable to what we are used to from scalp-EEG. In our work we define ear-EEG as an EEG configuration where all recording electrodes and the reference electrodes are exclusively close to the ear (Bleichner and Debener 2017). We exclusively take cap-electrodes that are close to the ear and compute bipolar channels to simulate ear-EEG.

We focus our investigation on event-related potentials evoked in well-documented auditory experimental paradigms: the N100, the Mismatch Negativity (MMN), the P300 and the N400.

First, we want to know how well these ERPs can be recorded with ear-EEG compared to scalp-EEG. What differences in morphology and effect size can be expected on group- and on the individual level? That is, for different ERPs, we provide here a reference of what can be expected for the transition from cap- to ear-EEG.

With ear-EEG, we want to study people’s brain activity in everyday life situations. Hence, unlike in the lab, each person is exposed to a different environment. The focus in signal analysis therefore needs to be on the individual. To this end, the second aim of this study is to investigate how effect sizes recorded with ear-EEG vary between subjects.

Our third goal is to test the reliability of ear-EEG recordings within the individual. From a usability and product development point of view, ear-EEG should have few electrodes at fixed positions to be easily integrated into a hearing aid or headphones (Fiedler et al 2016). This would require that the electrode positions should be equally well suited for different people, as well as for different ERPs within a person. In theory, neither is warrantable. Whether or not a signal can be recorded with a set of electrodes depends on the orientation of the dipole relative to the electrodes (Meiser et al 2020). ERPs that originate in different parts of the cortex will have differently oriented dipoles that are more or less easily picked up with a set of electrodes. Furthermore, due to differences in the cortical folding, a signal that originates from the same anatomical structure in different participants may still project differently to the scalp surface (Ahlfors et al 2010, Kanai and Rees 2011). We investigate here whether those factors are relevant in practice.

In summary, first we characterize the ERPs recorded with ear-EEG and compare them to scalp-EEG by quantifying the signal loss from scalp to ear. Second, we are looking into the inter-subject variability of ERPs as recorded with ear-EEG. Third, we investigate if a specific subset of ear-electrodes is optimal for recording across individuals and ERPs. Our results show the potential and limitations of ear-EEG.

2. Methods

2.1. Participants

The conduction of this study was approved by the ethics committee of the University of Oldenburg. Participants were recruited via the black board of the online platform of the University of Oldenburg and received financial compensation for their participation. We recorded from 20 right-handed, healthy participants (10 female) with no self-reported history of hearing impairment. Participant’s age ranged from 20 to 31 (M = 25.5 years, SD = 3.4), all gave written informed consent. Data from two participants had to be excluded because of insufficient data quality as defined in section 2.5.4, leaving 18 participants (10 female) for analysis.

2.2. Tasks and stimuli

2.2.1. Task selection

We want to study different aspects of auditory cognition that are also relevant in everyday life. We used standard tasks of attentive and passive listening, selective listening and more complex language processing. The complexity of the stimuli we used ranged from simple tone bursts to spoken sentences.

The first ERP we investigated is the N100. The amplitude of this ERP-component is known to be influenced by attention: when attention is directed towards an auditory stimulus, the N100-response is larger than when the stimulus is ignored (Choi et al 2013, Bleichner et al 2016).

The second ERP-component investigated is the mismatch negativity (MMN). It is elicited in a classical auditory oddball task and appears whenever a repeating stream of tones is interrupted by a deviant tone. The MMN appears during passive listening and does not require active attention to an auditory stimulus (Naatanen 1987, Näätänen et al 1993, 2001).
The MMN is even present when the tones are actively ignored and attention is directed elsewhere.

The third ERP-component investigated is the P300. It is elicited in a similar way as the MMN, but unlike it, the P300 reflects active listening to the auditory stimulus played (Halgren et al. 1980, Başar-Eroğlu et al. 2001, Bledowski et al. 2004, Polich 2007, Watkins et al. 2007) and therefore requires focused attention.

The last component is the N400. The N400-response is studied in the context of semantic processing (Kutas and Hillyard 1980) and hence reflects a more in depth analysis of an acoustic stimulus.

2.2.2. Task description

Presentation order of the tasks was quasi-randomized and included a short break after each task. If not indicated otherwise, we instructed participants to direct their gaze to a fixation cross on eye-level during the task. The total duration of all tasks was approximately 90 min. Details of the task-procedures can be found in figure 1. Stimuli were presented using Presentation® (Version 20.1, Neurobehavioral Systems, Inc., Berkeley, CA, www.neurobs.com). Each task started with a 60 s count-down so that participants had time to settle down and take a comfortable sitting position.

For the N100-task, we adapted our paradigm from Bleichner et al. (2016), who adapted it from the original study of Choi et al. (2013). Three concurrent sound streams were played to participants from three different directions (left, center and right). Each stream consisted of a different number of tones: four (left), three (center) and five tones (right), lasting 0.75, 1.0 and 0.6 s, respectively, so that each stream lasted for exactly three seconds (see figure 1). Each stream was played by a different instrument: cello (left), clarinet (center) and oboe (right). Each instrument played their tones at two different pitches, leading to sequences that were either ascending (e.g. left: low/low/high/high), alternating (e.g. center: low/high/low) or descending (e.g. right: high/high/low/low). The differences in number, onset latency and pitch ensured that the streams were perceptually easily distinguishable. The task of the participant was to attend either to the left or to the right stream (never the center stream) and to indicate after each trial whether the sequence was ascending, alternating or descending via button press. Unlike in the original study, were the direction of attention was cued, here the participants indicated their intended direction of attention by pressing one of two buttons prior to each trial. This button press initiated the start of the sound playback. We instructed participants to avoid any obvious pattern in their choice of the attended direction and to instead keep their choices as unforeseeable as possible to an external observer while still maintaining a ratio of approximately 50% of attending the left and right side. The task had a duration of approximately 30 min, including 150 trials.

To familiarize the participants with the individual tones, we presented the different tone sequences with three examples (ascending, alternating and descending for left, center and right), followed by 10 practice trials. The N100 we see for each tone depends on whether the participant directed their attention to it or not (Choi et al. 2013, Bleichner et al. 2016). We refer to this ERP-component as N100(att.) from here on out.

The design of this task allows us to extract an additional N100-component that is independent of the direction of attention, i.e. the N100 in response to the onset of the three sound streams. This first onset

Figure 1. Four auditory paradigms. Each Box depicts a different task from which an ERP is extracted. The arrows indicate the time course of one trial, the circle-shaped arrows in the upper right corner of each box indicate the number of trials presented. In each box, the upper part represents the auditory stimulus, the middle part shows what participants saw on the monitor and the lower part shows participant decisions. Each task started with a 60s count-down. In (A), participants indicate via left or right button press whether they would attend the left or right sound stream. The tones are then presented, each direction with either a ascending (c), alternating (l) or descending (r) sequence. After tone presentation, participants indicated their response via button press (high, middle or low button). In (B), participants watched a silent movie while ignoring a stream of rare and frequent tones. In (C), participants heard the same tones, this time with the instruction to silently count the target tones. In (D), participants listened to sentences and had to indicate via button press whether the sentence ended either in a meaningful or a meaningless way.
has the same latency for the three directions. The tones are indistinguishable and therefore not subject to attention processes. This component is referenced to as N100 to separate it from the N100(att.)-component.

To elicit the MMN and the P300, an auditory oddball paradigm was used (adapted from Kappenman et al 2021). Participants listened to a stream of two tones: a rare target tone was embedded into a stream of repeated standard tones in a ratio of 20:80. Duration of the tones were 124 ms (20 ms ramp on/off), played at a frequency of 1000 Hz and 800Hz for the target and standard tone, respectively. In total, 1000 tones were played at jittered intervals between 800 ms and 1000 ms. Participants heard the target and standard tones once prior to the task. Duration of each task was approximately 15 min. To elicit the MMN, participants watched a silent short video (Sand Art ‘Return to yourself’ by Kseniya Simonova, find the video in (Kappenman et al 2021)), with the instruction to ignore all tones.

To elicit the P300 response, participants were instructed to actively attend to the sound stream and silently count the target tones. Afterwards, participants reported the number of counted targets to the experimenter. In the N400-task, subjects heard sentences spoken by a female voice in German that either ended in a semantically meaningful or meaningless way, depending on the last word of the sentence (e.g. ‘The woman poured the wine into the glass’/‘The Woman poured the wine into the wardrobe’), with stimuli taken from Goregliad Fjaellingsdal et al 2016). Participants indicated for each sentence via left or right button press if the sentence was congruent (i.e. meaningful) or incongruent (i.e. meaningless). Participants had to answer within two seconds to prevent ‘overthinking’ the meaningfulness of a sentence. We presented participants with 200 sentences (50% congruent) in a randomized order. Before the experiment started, two training sentences (one congruent, one incongruent) were presented to the participants. The task duration was approximately 30 min, with a break after two thirds of the task.

2.3. Procedure

Before the beginning of the EEG recording, participants gave informed, written consent to participate in the study and filled out a questionnaire to confirm their right-handedness (according to the Edinburgh handedness inventory, (Oldfield 1971)). Participants washed their hair in the lab. We prepared the EEG-cap using alcohol swabs and abrasive gel (Abralyt HiCl, Easycap GmbH, Germany). We seated our participants in a soundproof booth with a monitor in front of them in one-meter distance at eye-level. Sounds were presented via two Sirocco S30 loudspeakers (Cambridge Audio, London, United Kingdom), positioned at 45° to the left and right of the participant. Before each task, loudness of the auditory stimuli was adjusted to a comfortable level.

2.4. EEG acquisition

We recorded EEG from a 96-channel Ag/AgCl EEG-cap (Easycap, Hersching, Germany). Electrodes were equidistantly placed with a central fronto-polar site as ground and recorded against a nose-tip reference. Data was collected with a BrainAmp EEG amplifiersystem (BrainProducts, Gilching, Germany) on the BrainVision Recorder (BrainVision Recorder, Version 1.20.0506, Brain Products GmbH, Gilching, Germany). As shown in figure 2, electrodes are labeled from E01 to E96. Ear-EEG was defined as channels around both ears (E18, E24, E71, E72, E85, E92 on the right ear and E22, E28, E80, E81, E90, E95 on the left ear). These electrodes are termed R1 to R6 for the right ear and L1 to L6 for the left ear when we refer to them as ear-electrodes. Recordings were made at 1000 Hz sampling frequency. Impedances were kept below 10 kΩ prior to the start of the experiment and improved again when necessary in every break between the tasks.

2.5. Analysis

2.5.1. Filtering and ICA

The processing steps from EEG rawdata to ERP- and effect size-measures for ear-EEG and two configurations of scalp-EEG are illustrated in figure 3. As a first step, data was split into ear- and scalp-data. Ear-data was constructed by removing all non-ear-channels (see figure 2) from the data-sets. We processed both data variants using the EEGLAB-plugin (v2020.0) for MATLAB (Delorme and Makeig 2004). Continuous data was band-pass filtered offline between 1 Hz and 30 Hz for all tasks with the pop_eegfiltnew function implemented in EEGLAB (FIR filter) and downsampled to 100 Hz. Exclusively for the scalp-, but not the ear-configuration, we performed an Independent Component Analysis (ICA) for each task using the CORRMAP plug-in for EEGLAB (Viola et al 2009) to remove eye-blinks, lateral eye movement and heart-beat artefacts. CORRMAP requires a manually chosen template for each artefact type and continues to identify components based on topographic similarity. The resulting ICA weights of these components were mapped onto the unprocessed raw data and filtered again with the same band-pass filter described above. The details of this approach can be found in Strophael et al (2018).

2.5.2. Event-related potentials

For all tasks, data was cut into 1 s epochs, −200 to 800 ms around tone onset. For the N100(att.), epochs were created for each individual tone of the attended and unattended sides (four left, five right tones). We then averaged over all tones, excluding only the first one since tones from every direction
Figure 2. Channel layout of a 96 channel EEG cap. E29 and E30 are placed below the eyes. Red circles indicate the ear electrodes as a sub-selection of scalp-electrodes.

appeared simultaneously. From this first, overlapping tone, we extracted a 1-s epoch for the N100-component. For N400, data was epoched around the onset of the critical last word. For the MMN and the P300, data was epoched around the onset of target and standard tones. The resulting ERPs for all tasks were baseline corrected (−200 to 0 ms before tone onset). We removed epochs with unrealistically high amplitudes (±3 standard deviations) with the pop_jointprob function implemented in EEGLAB.

For the scalp-EEG, we used standard positions for the investigation of ERPs that allowed us to relate our results to the existing literature (N100/N100(att.): Choi et al (2013), E43, corresponding to Fz; MMN: Näätänen and Alho (1995), E31, corresponding to FCz; P300: Katayama and Polich (1999), E05, corresponding to Pz; N400: Perrin and Garcia-Larrea (2003), E34, corresponding to CPz). See figure 2 for the channel-layout. In the remainder of the manuscript, this configuration of standard channels is termed scalp (sta.). Importantly, despite the fact that these channels are widely used to report ERP results for the respective tasks, these channels are not necessarily optimal for each participant, and there might be other channels that capture the effect of interest better on the group- and the individual level. To identify the channel with the maximum effect size, both for scalp- and ear-EEG, we computed all possible bipolar channel-combinations per configuration. For the scalp-EEG, this results in 4560 unique bipolar channel pairs (i.e. number of unique combinations of two channels). This configuration of individualized bipolar channel pairs is termed scalp(ind.). The same was done for the 12 ear-electrodes. This results in 36 unique bipolar channel pairs, when electrodes around both ears were considered, and in 15 unique combination when only the electrodes around one ear were used (see figure 2). These configurations are referred to as ear bilateral, ear right, and ear left, respectively.

2.5.3. Performance measures
We calculated Hedges’ g, effect size over the time for all ERPs using the mes function in MATLAB (R2012a, The Mathworks Inc., Natick, MA, USA). By convention, effect sizes are interpreted as small, medium or high with values up to 0.2, 0.5 and 0.8, respectively. Effect sizes were calculated from the ERPs of two conditions in each task: one target condition and one control. For the MMN and the P300, those were frequent tones (control) and infrequent tones (target). For the N100 (att.) they were attended and unattended tones and for the N400 they were congruent and incongruent sentences. The N100 from the first tones in the directional hearing-task only had the control condition (only tone-bursts without a contrasting condition). Effect sizes were therefore calculated against the baseline before tone-onset. We predefined task-specific time windows (see table 1) and identified the largest absolute deflection in effect size for both EEG-configurations (ear- and scalp-EEG). We then took the channel with the highest peak in the corresponding time-window (see figure 4). For scalp(sta.), we used the pre-defined channel for ERPs and effect size measures.
To investigate the experimental effects recorded from the best-performing channel (difference between target- and control condition), we performed mass univariate analysis for all EEG-configurations and all times points using the \textit{tmax} function \cite{tmax} implemented for \textit{EEGLAB}. It is a permutation test with 2500 permutations, including a strong control of the family wise error rate (FWER) as described in \cite{Groppe2011}.

We further compared the inter-individual spread of effect sizes in ear-EEG (bilateral, right and left) to scalp-EEG. We did so by calculating the signal loss (the decrease of effect size) from scalp(ind.)-to ear-EEG and tested whether this signal loss differs between tasks. To this end, we calculated an ANOVA as implemented in the \textit{anovan} function in \textit{MATLAB}, followed by a post-hoc Tukey-Kramer-test as implemented in the \textit{multcompare} function. The ANOVA therefore comprised the two factors of the ERP investigated (N100, N100 (att.), MMN, P300, N400) and the configuration of ear-EEG used (left, right and bilateral).

2.5.4. Exclusion criteria
To assure data quality, we used the default settings of the \textit{pop\_clean\_rawdata} function in the \textit{EEGLAB}-toolbox. The function identifies bad channels based on correlation with neighboring channels, a flat-line criterion and overall variance of the channel-data. Artefactual channels were identified separately for each sub-task of each subject. If one of the ear-electrodes was identified as artefactual, we excluded the complete sub-task from further analysis. A total of 19 sub-tasks from 8 different participants were excluded, leaving 61 sub-tasks for analysis.

3. Results
Our analysis comprised the calculation of five ERPs from auditory tasks: The N100, the N100(att.), the
MMN, the P300 and the N400. We calculated effect sizes for the ERPs in target and control conditions and compared them, both on a group- and individual level. We further investigated the effect size of each bipolar channel within and between individuals.

3.1. Behavioral data and task compliance
We evaluated the performance measures (where available) to check that subjects followed the instructions for the tasks. In the N100-task, subjects correctly identified the tone sequences as ascending, alternating or descending in $M = 77\%$ ($SD = 19\%$) of the trials (chance level at 33%). The decision prior to each trial to attend to either the right or to the left tone sequences resulted in 49% attend-right-decisions. This percentage indicates that participants were able to maintain the desired ratio of 50:50. In the P300-task, participants counted on average $M = 197$ ($SD = 8$) of the 200 target tones, indicating that they were able to maintain focus throughout the task. In the N400 task, subjects correctly identified sentences as congruent or incongruent in $M = 95\%$ ($SD = 12\%$) of the trials. Reaction times in this task were 466 ms on average with a standard deviation of 155 ms. Judging from both the number of correct answers and the reaction times within the allowed 2 s, participants were able to follow the task instructions.

3.2. Event-related potentials
In the pre-processing of the data for the final ERPs, the ICA led to the removal of $M = 4.65$ components ($SD = 0.20$) across tasks, including eye-blinks, lateral eye-movement and heart-beat artefacts. The joint probability criterion led to the removal of an average $M = 4.22\%$ of the epochs ($SD = 0.16\%$) across tasks.

In figure 4, we show the event-related potentials per task on the group level. In the left column, we show topographies for the scalp(sta.) configuration. Topographies and their latencies for each task were taken from the time-points of maximum effect size as described in section 2.5.3. In the center- and right columns, we show epochs from −200 to 800 ms after stimulus onset. The center columns show the ERPs of the scalp-configurations (sta. and ind.) and the ear-configuration (bilateral), averaged over subjects. The right columns show the effect sizes corresponding to the ERPs on the group- and on the individual level, again for the three configurations. Key data about the ERPs and effect sizes illustrated in figure 4 can be taken from figures 1(A) and (B).

The topographies from the scalp(sta.)-configuration in figure 4(A) are similar to what is to be expected from literature. An exception is the right-lateralized negative activation in the temporal region of the scalp in the MMN-task.

In the N100-task, there is a clear N100 visible for all three EEG-configurations, with the largest deflection for the scalp (ind.)-configuration. The ear-configuration shows a smaller, yet pronounced deflection.

In the N100(att.)-task, all three configurations show a pronounced negative deflection for the attended tones at around 200 ms, followed by a positive deflection at around 440 ms, both in line with Bleichner et al (2016). While the peak of the target condition in the scalp(sta.)-configuration is larger than in the ear-configuration in the center column (right), the standard deviation is highest for the scalp(sta.)-configuration. In the effect size-measures in the right column (left), both the ear- and the scalp(ind.)-configuration show higher effect size peaks than in the scalp(sta.)-configuration.

In the MMN-task, the ERPs show a visible negative deflection at around 200 ms. This deflection is more pronounced for the target tones than for the standard tones, as was to be expected (Näätänen et al 1993, 2007). Again, the ear-data shows a larger effect size in the right column (left) than for the scalp (sta.)-configuration, while the scalp(ind.)-configuration shows the largest effect size.

In the P300-task, there is a positive deflection at around 300 ms for the target tones, but not for the standard tones for ear-, scalp(sta.)- and scalp(ind.)-ERPs, as is described in common literature (Howard and Polich 1985, Bennington and Polich 1999, Katayama and Polich 1999). Hedges’ $g$ is largest on average for the scalp(ind.)-configuration, second largest for the scalp(sta.)-configuration and lowest for the ear-configuration. It is therefore the only ERP-component for which effect sizes of the scalp (sta.)-configuration are higher than for the ear-configuration.

In the N400-task, we see a negative deflection around 420 ms in all configurations that is larger for incongruent than for congruent sentences. Like the other ERPs we investigated, this is in line with previous research (Chwilla et al 1995, Koivisto and Revonsuo 2001, Perrin and Garca-Larrea 2003). Hedges’ $g$ is largest for the scalp(ind.)-configurations, followed by the ear-configuration. The scalp(sta.)-configuration shows the lowest effect size.

Importantly, all five ERPs are visible in the ear-channels to a degree that is comparable to the scalp(ind.)-configuration and even better for all but the P300-component compared to the scalp(sta.)-configuration. The differences between target and control configurations all exceed the critical $t$-scores in the mass univariate analysis in the pre-defined time-windows. For the graphical illustration see figure 7 (available online at stacks.iop.org/JNE/19/026042/mmedia). Morphology and latencies are highly similar in all three configurations. Average effect sizes range from low (0.2) to moderate (0.5) for the ear-configuration. Effect sizes on the group level are high (greater than 0.8) for all five ERP-components.
3.3. Signal loss

Table 1(C) shows the decrease in effect sizes from the scalp(ind.)-configuration (with the highest effect sizes across ERP-components) to all other configurations. Those include the scalp(sta.)-configuration and the ear-configurations (bilaterial, left and right). Overall, the reduction of effect size from the best scalp-channels to the best ear-channels ranges from 44% for the N100 to 21% for the N400. When using only channels from the left ear, reduction of effect sizes range from 50% for the N100 to 29% for the N400. When using only channels from the right ear, signal losses range from 49% for the N100 to 32% for the N400. The ANOVA shows significant main effects for ERP-component investigated ($F(4,61), p < 0.001$) and ear-EEG used ($F(2,61), p < 0.001$) and no interaction effect ($F(8,61), p = 0.8673$). The analysis shows here that the signal loss from the scalp(ind.)-configuration to the ear-configurations is not the same for all ERP-components. For the different ear-configurations, the post-hoc comparisons indicate a significantly different signal loss between

![Figure 4. ERP-based results for auditory perception tasks. Left column: topographies of scalp-EEG at the latency of the peak effect size for the N100, N100(att.), MMN, P300 and N400. Center columns: ERPs for the standard scalp channel (left, cyan), the individualized scalp channel (center, blue) and ear (right, red). The task condition is shown as a solid black line, the control condition as a dashed black line. The standard deviation is in the shaded area. Right columns: Effect sizes based on the single subject (left) and the group average (right).](image-url)
Table 1. Response peak statistics and signal loss (percentage reduction of effect size relative to best scalp configuration). In (A), we show the amplitude peaks of the time courses for ERPs (difference waves, by subtracting the target from the control conditions) and Hedges’ g per task. The task is indicated in the left-most column, followed by the time-window in which the largest peak was searched for. In the following 3 columns, we see the EEG-configuration shown in figure 4: scalp-EEG (standard channel and individualized channels) and ear-EEG (individualized channels). In addition, the two right-most columns show the peaks for the best channel around only the left and right ear, respectively. For each configuration, we show the median, mean and standard deviation of the largest peak. In (B), we show Hedges’ g for the same configurations. (C) shows per task the signal loss from the scalp (ind.)-configuration to the other four configurations in percent.

### (A) Amplitude (µV)

| Task       | Time–window | Scalp (standard) | Scalp (individualized) | Ear (bilateral) | Ear (unilateral right) | Ear (unilateral left) |
|------------|-------------|------------------|-------------------------|-----------------|------------------------|-----------------------|
|            | Median      | Mean  | SD     | Median | Mean  | SD    | Median | Mean  | SD    | Median | Mean  | SD    | Median | Mean  | SD    |
| N1         | 50–250 ms   | −3.84 | −4.22 | 2.74  | −2.93 | −4.33 | 3.47  | −1.88 | −2.18 | 1.85  | −1.95 | −2.21 | 0.87  | −1.40 | −1.81 | 1.05  |
| N100 (att.)| 50–250 ms   | −2.30 | −2.36 | 1.17  | −1.24 | −1.06 | 0.71  | −0.50 | −0.53 | 0.47  | 0.09  | 0.15  | 0.60  | 0.21  | 0.12  | 0.48  |
| MMN        | 130–230 ms  | −1.52 | −1.40 | 1.07  | −1.61 | −1.77 | 0.97  | −0.84 | −1.10 | 1.08  | −0.16 | −0.08 | 0.60  | −0.31 | −0.34 | 0.43  |
| P300       | 250–500 ms  | 3.89  | 4.48  | 2.42  | 4.70  | 5.31  | 2.97  | 2.31  | 2.67  | 1.11  | 1.12  | 1.39  | 1.17  | 0.64  | 0.98  | 1.19  |
| N400       | 400–600 ms  | −4.03 | −4.08 | 2.11  | −1.43 | −1.92 | 2.14  | 0.21  | −0.16 | 1.70  | 0.12  | −0.09 | 1.49  | −0.70 | −1.02 | 1.76  |

### (B) Hedges’ g (a.u.)

| Task       | Time–window | Scalp (standard) | Scalp (individualized) | Ear (bilateral) | Ear (unilateral right) | Ear (unilateral left) |
|------------|-------------|------------------|-------------------------|-----------------|------------------------|-----------------------|
|            | Median      | Mean  | SD     | Median | Mean  | SD    | Median | Mean  | SD    | Median | Mean  | SD    | Median | Mean  | SD    |
| N100       | 50–250 ms   | 0.44  | 0.59  | 0.33  | 1.19  | 1.38  | 0.46  | 0.72  | 0.77  | 0.28  | 0.65  | 0.70  | 0.30  | 0.62  | 0.71  | 0.30  |
| N100 (att.)| 50–250 ms   | 0.49  | 0.46  | 0.22  | 0.91  | 0.85  | 0.29  | 0.62  | 0.66  | 0.31  | 0.51  | 0.60  | 0.31  | 0.48  | 0.54  | 0.26  |
| MMN        | 130–230 ms  | 0.16  | 0.17  | 0.10  | 0.33  | 0.38  | 0.13  | 0.24  | 0.25  | 0.08  | 0.20  | 0.22  | 0.08  | 0.20  | 0.21  | 0.07  |
| P300       | 250–500 ms  | 0.63  | 0.70  | 0.32  | 1.00  | 1.00  | 0.28  | 0.55  | 0.58  | 0.21  | 0.51  | 0.52  | 0.19  | 0.53  | 0.55  | 0.22  |
| N400       | 400–600 ms  | 0.37  | 0.41  | 0.19  | 0.75  | 0.83  | 0.28  | 0.57  | 0.65  | 0.20  | 0.48  | 0.58  | 0.19  | 0.54  | 0.56  | 0.20  |

### (C) Signal loss (%)

| Task       | Signal loss (Hedges’ g) to Scalp (ind.) |
|------------|----------------------------------------|
|            | Scalp (sta.) | Ear (bilateral) | Ear (unilateral right) | Ear (unilateral left) |
|            | Median | Mean  | SD    | Median | Mean  | SD    | Median | Mean  | SD    | Median | Mean  | SD    |
| N100       | 56.97 | 44.24 | 49.53 | 48.47 |
| N100 (att) | 45.33 | 22.28 | 28.95 | 37.05 |
| MMN        | 54.63 | 33.05 | 41.87 | 45.78 |
| P300       | 29.60 | 41.81 | 48.22 | 44.84 |
| N400       | 50.27 | 21.20 | 29.78 | 32.11 |
bi- and unilateral ear-EEG, but not between left- and right unilateral ear-EEG. A detailed plot of the comparisons can be found in the supplementary information, figure 8. Signal losses from the scalp(ind.)-configuration to the scalp(sta.)-configuration range from 57% for the N100 to 30% for the P300.

3.4. Effect size spread
Figure 4 shows ERPs for all tasks and low to moderate effect sizes for the ear-EEG on the subject average. Yet, the shaded areas in figure 4 (effect sizes) hint to a considerable spread of effect sizes between subjects. We show in figure 5 the individual effect sizes recorded from the best channel in a boxplot. From the scalp(ind.)-configuration to the ear-configurations, scores decrease since the ear-channels are a subgroup of the scalp-channels. The few cases where Hedges’ $g$ is higher for the ear-configurations can be explained only by the different pre-processing. From the ear-configuration (bilateral) to ear(right), the scores decrease by only $M = 10\%$ ($SD = 1\%$) on average across tasks and by only $M = 12\%$ ($SD = 6\%$) for ear(left). On average, in $M = 43\%$ of the cases over all tasks ($SD = 10\%$), the best channel of the right ear is also the best channel of the bilateral configuration, i.e. the best channel is calculated from electrodes on the right ear. The best channel from the left ear is also the best channel from the bilateral configuration in $M = 38\%$ of the subjects over tasks ($SD = 12\%$). This means that in approximately 40% of the subjects, there was no benefit from using electrodes from around both ears rather than from one.

3.5. Individual channel orientation
From the unilateral channels (ear(right) and ear(left)), we investigated if channel orientation is suited to explain the performance of the best channels per task. Figures 6(A) and (B) show on the right the classification of all 15 bipolar channel combinations per ear as either horizontal (red), vertical (blue), right-diagonal (from lower left to upper right, purple) or left-diagonal (upper left to lower right, green). Within an orientation, channels are sorted from highest to lowest inter-electrode distance. In the illustrations on the left, we show in the upper panels maximum amplitudes in the pre-defined time-windows for each channel (x-axis, labeled according to their orientation) and each subject (y-axis). Each column is one ERP-component. In the lower panels, we show Hedges’ $g$-scores, normalized to values from 0 to 1.

Amplitudes decline as a function of inter-electrode distance; the smaller the distance, the lower the amplitude. Within a group, this pattern is clearly visible in each task and for both left- and right unilateral ear-EEG. For the effect sizes, this pattern is not apparent; in none of the tasks we see a pronounced relation between channel orientation and effect size. Overall, neither distance nor orientation of the ear-channels show a visible pattern to explain effect size.
4. Discussion

4.1. Ear-EEG records significant ERPs

We provide here a reference data-set for ear-EEG to quantify how recordings relate to the well-understood scalp-EEG. As we know that ear-EEG is feasible for auditory studies (Debener et al 2015, Bleichner et al 2016, Mirkovic et al 2016) and that primarily signals from temporal areas are recorded (Kappel et al 2019, Meiser et al 2020), we study here auditory attention tasks. With ear-EEG, our results show significant differences between target and control ERPs in all five investigated ERP-components. Effect sizes found in ear-EEG range from medium to high on average over individuals, which is smaller than what is found for scalp-EEG with individualized channels, but is larger than for standard recording positions. The results for ear-EEG in our study are in agreement with the literature comparing ear- and scalp-sets (e.g. Mikkelsen et al 2015, Bleichner et al 2016, Kappel et al 2017, Gu et al 2018). In these studies, specialized equipment for the recording of ear-EEG was used, rather than a sub-selection of electrodes from scalp-EEG. Our results are independent of specialized hardware and therefore can be generalized more easily.

The results converge with those reported in existing literature.

4.2. Ear-EEG recordings of similar quality compared to scalp-EEG

In ear-EEG, the morphology of ERP-components resembles those of the scalp-EEG, suggesting that ear-EEG is sensitive to similar sub-components. This is in accordance with previous work where features found in scalp-EEG where also present in ear-EEG, such as ERPs (Bleichner et al 2016), oscillations (Zibrandtsen et al 2016) and physiological artefacts (Kappel et al 2017).

In our study, amplitudes recorded from around the ear are smaller than those recorded from a standard position or from the individualized bipolar channels from the entire scalp. That is trivially explained by the larger inter-electrode distances for the scalp configurations. More importantly, our results show that the effect sizes of ERPs can be recorded equally well and sometimes even better using individualized ear-EEG compared to scalp-EEG. In fact, ear-EEG always recorded higher effect sizes than the standard channels, with the exception of the P300-component. Our results show that signal losses from scalp-to-
ear-EEG are about a third of the effect size. Yet, the ear-configuration still ranges from moderate to high effect sizes for all but the MMN-component. Therefore, even when effect sizes are low compared to individualized scalp-EEG, ERPs could still be satisfactorily recorded. That is, we recorded moderate to high effect sizes on the individual level.

4.3. The signal loss from scalp- to ear-EEG depends on the ERP-component

For all EEG-configurations, the magnitude of effect sizes differs between ERP-components. Importantly, the drop in effect size from scalp- to ear-EEG differs from ERP to ERP as well. So whether an ERP-component can be recorded well with ear-EEG cannot be inferred from scalp-EEG alone. Yet, our results show that while signal losses differ between ERP-components, the overall ranking of subjects remains constant, i.e. a subject whose effect size is high in the scalp-configuration also has a high effect size in the ear-configuration. This was true for all investigated ERPs. Therefore, on a single subject level, we find our results to be transferable from ear- to scalp-EEG.

4.4. Short screenings could improve studies using ear-EEG

For each ERP-component, we see considerable variability in the effect sizes between subjects. As mentioned above however, the ranking of a subject is stable over ERP-components, meaning that some subjects have low effect sizes across tasks. Thus, a reliably recorded ear-EEG cannot be guaranteed for every individual. To see if we can record satisfactory ERPs (or other brain signals) from a subject, it is recommendable to perform a short screening prior to long-term ear-EEG recordings (Hölle et al 2021). Our results show that the effect size recorded from a single ERP-component yields information about how well the other components can be recorded as well. Notably, a few subjects being difficult to record from is a problem common to all EEG-research and is not exclusive to recordings from around the ear.

4.5. Unilateral ear-EEG records ERP-components well

In the context of an unobtrusive EEG, it is desirable to use a unilateral ear-EEG, because it means less visible equipment and preparation time needed. While in our study, unilateral ear-EEG shows slightly higher signal losses than bilateral ear-EEG, those signal losses are in the range of only 10%–15%. Therefore, the practical impact of these differences between unilateral and bilateral ear-EEG is small. This is supported by the observation that there is no significant difference between left- and right unilateral ear-EEG, showcasing that the unilateral measurement was of considerable stability. Maximum transparency, i.e. neither the users nor their social environment noticing the EEG-equipment (Bleichner and Debener 2017), can be key in a study design. In these cases, we conclude that unilateral ear-EEG is still an option.

4.6. A multi-channel configuration yields the best results

For many applications of ear-EEG, a low number of channels, i.e. a simple setup, is necessary. In that case, it is important where the electrodes should be placed. It was our objective to find patterns and to make recommendations for this placement of ear-electrodes. When we looked for the largest amplitudes, unsurprisingly, they were recorded from the channels with the largest inter-electrode distance. But importantly, high amplitude does not imply a large effect size. Our data suggests two things in this regard: first, the pattern of high distance equaling high performance of the channel completely disappears when moving from amplitudes to effect sizes, i.e. the inter-electrode distance of a channel is not a reliable predictor for performance. That is because the effect size measure is dependent on the amount of signal of interest relative to the amount of noise. As the amplitude of the signal of interest (i.e. the N100) increases with distance between electrodes, so does the amount of background noise. Second, like distance, the orientation of the channels does not work to predict performance: between the four groups we defined (vertical, horizontal, left/right diagonal), no group shows a consistently higher effect size. It is possible that more subtle benefits of channel orientations can be observed with a higher density of electrodes around the ear. From such work, one might be able to derive a ‘single best ear-channel’ per ERP-task that works sufficiently well for all participants. Still, the high amount of intra- and inter-individual differences in optimal channels clearly suggests that no single channel is suited to reliably record any ERP. We therefore highly recommend a multi-channel design and an individualized channel selection where-ever possible. Another observation supports this recommendation: within a subject, we find that there is a large discrepancy between the best and the worst channel in terms of effect size. Since there seems to be no clear pattern as to which channel records each ERP-component best, having only a single channel would highly inflate the inter-subject variability in effect sizes. In addition, ear-electrodes were contaminated by artefacts in a substantial number (~25%) of our recordings, which is a concern for single-channel recordings. For methods of artefact rejection (like the ICA used for the scalp data in our analysis), signal processing benefits from multi-channel recordings. Additional channels are used to estimate noise components that can subsequently be removed from the data. Given the low channel count in this study, we decided against using the ICA-approach for the ear-configuration, since it can be expected that the number of sources is substantially higher than the number of electrodes. Therefore, a satisfying separation of
signal- and artefact sources cannot be expected. However, using ICA with a higher-density ear-EEG could result in higher signal-to-noise ratio than with fewer electrodes. Investigating this thought will be part of future research.

We conclude that ear-EEG is most reliably and effectively recorded from a multi-channel setup. We recommend to prioritize the quality of signal acquisition over potentially lower visibility in this case.

5. Conclusion

We quantified auditory ERP-components recorded with ear-EEG. These signals recorded from around the ear are highly similar to those from classical high-density EEG in morphology and effect sizes. The signal loss from scalp- to ear-EEG ranged from medium to low for both bilateral and unilateral ear-EEG. The inter-individual differences in effect size we found for ear-EEG are in the same range as those found in high-density EEG. We observed a significant inter- and intra-subject variability in the optimal channel location. We therefore recommend the use of multi-channel ear-EEG and individualized channel selection to account for those differences. Our work can guide future researchers that transit from scalp-EEG to ear-EEG and provides an estimate of the to be expected effect sizes for different auditory paradigms.
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