Can CNNs Construct Highly Accurate Model Efficiently with Limited Training Samples for Hundreds-Dimensional Problems?
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ABSTRACT

With the increase of the nonlinearity and dimension, it is difficult for the present popular metamodeling techniques to construct reliable metamodels. To address this problem, Convolutional Neural Network (CNN) is introduced to construct a highly accurate metamodel efficiently. Considering the inherent characteristics of the CNN, it is a potential modeling tool to handle highly nonlinear and dimensional problems (hundreds-dimensional problems) with the limited training samples. In order to evaluate the proposed CNN metamodel for hundreds-dimensional and strong nonlinear problems, CNN is compared with other metamodeling techniques. Furthermore, several high-dimensional analytical functions are
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also employed to test the CNN metamodel. Testing and comparisons confirm the efficiency and capability of the CNN metamodel for hundreds-dimensional and strong nonlinear problems. Moreover, the proposed CNN metamodel is also applied to IsoGeometric Analysis (IGA)-based optimization successfully.

1. INTRODUCTION

At present, many engineering analyses appear complicated with huge simulation codes, such as Finite Element Analysis (FEA). Despite the increasing of speed and capability of computer processors, the huge computational costs of the complex analyses restrict pace. A popular way to overcome this is to generate an approximation model of the complex analysis process at a much lower cost, which is usually called metamodel [1]. Mathematically, on the assumption that the input to the actual analysis is $x$ and the output is $y$, the true analysis code evaluates

$$y = f(x)$$

where $f(x)$ is a complex function. The metamodel approximation can be presented as

$$\hat{y} = g(x)$$

such that

$$y = \hat{y} + \varepsilon$$

where $\varepsilon$ includes both approximation and random errors.

There are multiple kinds of metamodeling techniques to approximate $f(x)$ by $g(x)$ [2], e.g. Polynomial Regression (PR) [3, 4], Multivariate Adaptive Regression Spline (MARS) [5], Radial Basis Function (RBF) [6-8], Kriging (KG) [1, 9, 10], Support Vector Machine (SVM) [11-13], Back Propagation Neural Network (BPNN) [14, 15], etc. These models have become increasingly popular and a continuous improvement in recent
years. However, they are suffered from some well-known bottlenecks in high-dimensional design optimizations [10, 16, 17]. In the past 10 years, the number of design variables for complex design problems has been increased significantly. For most of recently published literatures, the surrogate assisted model can handle more than 10 design variables [2, 18, 19]. For Congress on Evolutionary Computation (CEC), the dimensionality of the high-dimensional problems has been regarded as more than 100. Practically, some original design problems, such as vehicle body structure, aircraft design and others, possess more than several hundreds design variables. Due to difficulties for modeling, most of these problems should be decomposed of several problems. However, some decomposed problems are actually not weak correlative. In order to ameliorate the "curse of dimensionality" [17, 20], a CNN is suggested for the geometry optimization. Simultaneously, it should be expected that the proposed CNN metamodel can be applied to the high-dimensional engineering problems.

In this study, the CNN is investigated as an alternative algorithm for approximations of complex analyses whose dimension are more than hundreds. Inspired by Hubel and Wiesel’s breakthrough findings in the cells of animal visual cortex [21, 22], Fukushima [23] proposed a hierarchical model called Neocognitron which could be regarded as the predecessor of the CNNs. Until 2012, with the appearance of AlexNet [24], the CNN’s advantages of local connection, weight sharing, and local pooling are widely recognized. Actually, the CNN has achieved state-of-the-art results in classification tasks [25] and been successfully utilized to many different tasks including speech processing [26, 27], image recognition [28-30], object detection [31-
Considering the success of the CNN for pattern recognition, the CNN might create a feasible way for hundreds-dimensional problems, because the actual inputs to the CNN are inputs’ pixel matrix whose dimensions can be increased to million level. Thus, we suggest the CNN to construct a higher-dimensional model compared with existing metamodel techniques.

The remainder of this paper is organized as follows. In Section 2, some related works are reviewed. In Section 3, the CNN is applied to analyze the hundreds-dimensional and strong nonlinear problems. The detailed experimental testing, results, and analyses are shown in Section 4. After a series of observations and analyses, the proposed CNN metamodel is applied to the optimization of a geometric structure in Section 5. The summaries are given in the final section.

2. RELATED WORKS

2.1. Metamodelling techniques

Response Surface Methodology (RSM) \[8\] approximates functions by the Least Squares method on a series of points in the design space. Low-order polynomials are the most widely used response surface approximating functions. The first-order and second-order polynomials are calculated by Eqs. (4) - (5) respectively.

\[
\hat{y} = b_0 + \sum_{i=1}^{k} b_i x_i 
\]  

\[
\hat{y} = b_0 + \sum_{i=1}^{k} b_i x_i + \sum_{i=2}^{k} b_{ii} x_i^2 + \sum_{i,j} b_{ij} x_i x_j \] 

where the constants \((b_0, b_i, b_{ii}, b_{ij})\) are determined by Least Squares regression.
Radial Basis Function (RBF) \[6-8\] attempts to approximate by a linear combination of radially symmetric functions. The RBF has produced good approximations to arbitrary contours. Mathematically, the model can be expressed as

\[ \hat{y} = \sum a_i \| x - x_{oi} \| \]  \hspace{1cm} (6)

where \( a_i \) is a real-valued weight, and \( X_{oi} \) is the input vector.

Kriging (KG) \[1, 9, 10\] is a combination of a known function and departures of the form.

\[ y(x) = f(x) + Z(x) \]  \hspace{1cm} (7)

where \( f(x) \) is a polynomial function which is often taken as a constant, and \( Z(x) \) is the correlation function which is a realization of a stochastic process with mean zero, variance \( \sigma^2 \), and nonzero covariance.

Moving Least Squares Method (MLSM) \[36\] is a metamodel technique that has been utilized in the meshless. It is a generalization of a traditional weighted Least Squares model where weights are the functions of Euclidian distance from a sampling point to a point \( x \).

Multivariate Adaptive Regression Splines (MARS) \[5\] is a nonparametric regression procedure that makes no assumption about the underlying functional relationship between dependent and independent variables. Instead, the MARS constructs this relation from a set of coefficients and basis functions which are determined from regression data. The input space is partitioned by regions of various regression equations. The MARS is suitable for problems with high dimension where the "curse of dimensionality" would likely create difficulties for other techniques.
Support Vector Machine (SVM) [11-13] is a binary linear classification technique in Machine Learning (ML), which separates the classes with largest gap (called optimal margin) between the border line instances (called Support Vectors).

Back Propagation Neural Network (BPNN) was introduced by Rumelhart and McClelland [14, 15]. It is a type of multi-layered feed-forward neural networks which minimize errors backward and where information is transmitted forward [37]. The BPNN has been widely used in many fields (e.g. image recognition [38-40], fault diagnosis [41-43], optimization [44-46], and others), and many intelligent evolution algorithms have also been used to select the initial connection weights and thresholds (e.g. Genetic Algorithm (GA) [47], Particle Swarm Optimization (PSO) [48]).

2.2. Convolutional Neural Network

According to Fig. 1, The first CNN architecture is proposed by LeCun [49, 50] in 1990. However, due to lack of enough training samples and computational power at that time, the CNN couldn't perform well for very complex problems. With the success of AlexNet [24] until 2012, many models have been proposed to improve its performance, e.g. ZFNet [51], VGGNet [52], GoogleNet [53], ResNet [54], InceptionNet [55, 56], Network in Network [57], etc. Since then, the study of the CNN can be mainly divided into five directions: optimization for network architecture [52, 58, 59], enhancement for convolutional layer [51, 56, 57, 60], attention for detection task [61-63], addition of new architectures [55, 64, 65], and unsupervised learning [66-69].

As for the evolution of the CNN architecture, a typical trend is that the network is getting deeper. However, deeper network increases its complexity at the same time,
which makes the network more difficult to be optimized and easier to be overfitting [33, 70, 71]. Along this way, different methods have been proposed to improve these problems as shown in Table 1.

3. CONVOLUTIONAL NEURAL NETWORK with MIXED POOLING

The key features of the CNN architecture are described below:

i. **Input layer.** This layer takes an input matrix of $W \times H \times 3$ (RGB image) or $W \times H \times 1$ (monochrome image);

ii. **Convolutional layer.** Compared with the classical full connection layer, the input to each neuron of this layer is a small part from the neurons of the upper layer;

iii. **Pooling layer.** It reduces the first two dimensions of the input matrix, and the third dimension will not be changed, which lowers the computational burden of the full connection layer;

iv. **Full connection layer.** After several convolutional and pooling layers, it can be considered that the input information has been abstracted into a very high level. Then a full connection layer is still necessary to complete the model;

v. **Softmax layer.** The softmax layer is mainly used for the classification problems, if the problem is regression, this layer is not necessary.

As shown in Fig. 2, the CNN employed in this study has two convolutional layers, two pooling layers and two full connection layers. Overfitting problems might be generated in very complicated problems despite limited samples, when the purpose of the CNN in this study is to use limited samples for modeling. To circumvent this, the mixed pooling layer [72] is employed.
In the CNN, two popular pooling methods, max pooling and average pooling, are well known and employed. However, both the max pooling and average pooling strategies have their own drawbacks. For max pooling, it only considers the maximum value and ignores the others in the pooling region. Sometimes, it might lead to an unacceptable result \([72]\). Regarding average pooling, it calculates the mean of all values within the pooling region. It will take all the low magnitudes into consideration and the contrast of the new feature map after pooling will be reduced. Even worse, if there are too many zeros, the characteristic of the feature map will be reduced largely \([72]\).

Through experiments, it demonstrates that the mixed pooling is superior to the traditional max pooling and average pooling to address the over-fitting problems and improve the accuracy. The mixed pooling generates the pooled output with the following formula.

\[
y_{i,j,k} = \lambda \max_{(m,n) \in S_k} \{a_{m,n,k}\} + (1-\lambda) \frac{1}{\#I_{(m,n) \in S_k}} \sum_{(m,n) \in S_k} a_{m,n,k}
\]

(8)

where \(\lambda\) is a random value in \((0, 1)\), \(a_{m,n,k}\) is the feature value at location \((m, n)\) within the pooling region \(S_k\) in \(k\)-th feature map.

The activation function is the Leaky Rectified Linear Units (Leaky ReLU) function \([73]\) which alleviates the potential disadvantage of ReLU that it has zero gradient when the input is negative, and the Leaky ReLU is calculated by

\[
f_{\text{ReLU}}(x) = \max(x, 0) + \lambda \min(x, 0)
\]

(9)

where \(x\) is the input matrix to the activation function.

The loss function is the Mean Square Error (MSE) plus \(L_2\) regularization which
makes the optimization of loss function easier. The loss function can be represented as

\[
\text{total _ losses} = \text{MSE}(y, \hat{y}) + \lambda R_2(w)
\]  

(10)

where

\[
\text{MSE}(y, \hat{y}) = \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}
\]  

(11)

\[
R_2(w) = \|w\|_2^2 = \sum |w_i|^2
\]  

(12)

where \(y_i\) is the actual value, \(\hat{y}_i\) is the predicted value, \(n\) is the training sample size, and \(w_i\) is each parameter of the weight matrix \(w\).

The optimization algorithm used in this study is Adaptive Moment Estimation (Adam) which is essential RMSProp with momentum factor, and its advantages are as follows.

i. Adam integrates the advantages of AdaGrad to handle sparse gradients and RMSProp for non-stationary targets;

ii. Adam spends lower computational cost;

iii. Adam can calculate different adaptive learning rates for different parameters;

iv. Adam performs well for most nonconvex optimizations, large data sets, and high-dimensional spaces.

Mathematically, Adam can be defined as

\[
g \leftarrow 1/n \nabla_{\theta} \sum_i l(f(x_i; \theta), y_i)
\]  

(13)

\[
s \leftarrow \rho_1 s + (1 - \rho_1)g
\]  

(14)

\[
r \leftarrow \rho_2 r + (1 - \rho_2)g \odot g
\]  

(15)

\[
s' \leftarrow \frac{s}{1 - \rho_1}
\]  

(16)
\[
\hat{r} \leftarrow \frac{r}{1 - \rho_2} \tag{17}
\]
\[
\Delta \theta = -\varepsilon \frac{\hat{s}}{\sqrt{\hat{r} + \delta}} \tag{18}
\]
\[
\theta \leftarrow \theta + \Delta \theta \tag{19}
\]

where \( L(x) \) is the loss function, \( \theta \) is the initial parameter, \( x_i \) is the training sample and \( y_i \) is corresponding label, \( s \) and \( r \) are the first and second moment estimations respectively, \( \rho_1 \) and \( \rho_2 \) are the attenuation coefficients, and \( \varepsilon \) is the learning rate. In this study, \( \delta = 10^{-8} \), \( \rho_1 = 0.9 \), and \( \rho_2 = 0.999 \).

4. EXPERIMENTS and ANALYSES

4.1. Analytical examples

In order to evaluate the CNN's performance, several typical high-dimensional and strong nonlinear mathematical functions shown in Table 2 are employed.

4.2. Performance Criteria

There are several commonly used performance criteria for approximation models. However, as mentioned in Ref. [7], there are no specially defined performance criteria for high-dimensional approximation models in the open literatures. To be consistent with Refs. [7] and [19], which will be subsequently used for the comparison with the proposed CNN metamodel, three commonly used performance criteria, \( R^2 \), Relative Average Absolute Error (RAAE), and Relative Maximum Absolute Error (RMAE), which are shown in Table 3, are employed for validating approximation models. A small RMAE is preferred. The larger the \( R^2 \) is, the more accurate the metamodel is. Large
RMAE indicates large error in the design space. However, since RMAE cannot show the overall performance in the design space, it is not as important as $R^2$ and RAAE.

4.3. Results and discussions

4.3.1. Performances of different metamodels. The Kriging (KG) shown in Ref. [7] is competent in both imitating implementing the dynamic simulation accurately and estimating the error of the predictor efficiently. At the same time, the Radial Basis Function with High Dimensional Model Representation (RBF-HDMR) proposed by Prof. Wang [10] works well in high-dimensional simulation-based problems. Furthermore, Refs. [10] and [7] have attracted more attention. Therefore, the KG and RBF-HDMR represented in Refs. [10] and [7] have been employed and compared with the proposed CNN metamodel respectively.

Jin selected 14 problems and classified them into two categories: large scale and small scale in Ref. [19]. The large-scale problems include one 14-dimension, one 16-dimension and four 10-dimension problems. The small-scale includes five 2-dimension and three 3-dimension problems. As for Ref. [7], Shan and Wang dealt with high-dimensional problems. Therefore, only the test results of large problems (Problems 1 - 5 shown in Ref. [19]) are reported with the first and second order RBF-HDMR models. In Ref. [7], each problem runs ten times independently and then takes the average of ten runs for each problem.

According to Ref. [7] in Table 2, a strong nonlinear problem for large-scale optimization is chosen to study the performance of the RBF-HDMR, and the problem is tested when $d=30, 50, 100, 150, 200, 250$ and $300$. Since this study deals with hundreds-
dimensional problems, only the tested results for \(d=100, 150, 200, 250\) and \(300\) are reported in Table 4 and Fig. 3.

As shown in Fig. 3, ten runs are taken independently and the mean values of \(R^2\), RAAE, and RMAE are charted for each \(d\). According to Fig. 3, where the CNN is marked in orange and the RBF-HDMR is marked in blue, the performance criteria of the CNN are better than the RBF-HDMR's. The RBF-HDMR's criteria deteriorates slightly as \(d\) increases while the CNN remains stable. Moreover, as for necessary samples, shown in Table 4, the sample size of the RBF-HDMR is far larger than the size of the CNN when the dimension is hundreds, which clearly shows the computational advantage of the proposed CNN metamodel. In our opinion, if the sample size is far smaller than size in Ref. [7], the samples are so called "limited samples" in this study. The suitable sample size for the CNN will be further analyzed in Section 4.3.2.

Bouhlel considered the increasingly popular KG model suffers from some well-known drawbacks in high dimension and proposed a new method combined the KG with the Partial Least Squares (KPLS) which can be found in Ref. [10]. In Ref. [10], two academic functions are used. The first function is \(g07\) with 10 dimensions, and the second is the Griewank function, whose dimension is set to be 5, 7, 10, 20, 60 and interval is \([-600, 600]\). The following relative error calculated by Eq. (20) is employed to evaluate the performance of the KPLS model.

\[
\text{Error} = \frac{\|y - \hat{y}\|_2}{\|y\|_2} \times 100\%
\]  

(20)

where \(\|\cdot\|\) represents the usual \(L_2\) norm.

As shown in Tables 3 - 8 of Ref. [10], shown in Fig. 4, the error of the KPLS model
are satisfied when the dimension is within 10. However, when the dimension increases to dozens, the error of KPLS has a significant increase. For the CNN model, shown in Table 5, the error, which is the mean value of ten runs, doesn’t have an obvious change when the dimension increases to 784.

Therefore, for the Griewank function over the interval \([-600, 600]\), the results obtained by the CNN are better than results by the KPLS. The proposed CNN method thus appears appealing, particularly for hundreds-dimensional problems. The comparative data might explain that the CNN metamodel has a better modeling ability for higher-dimensional problems.

4.3.2. Discussions for suitable sample size of CNN. It’s necessary to find the suitable sample size between different dimensions for the CNN. The Griewank function is employed and its input interval is divided into four sub-intervals, \([0, 5]\), \([0, 10]\), \([0, 100]\) and \([0, 600]\), to test the suitable sample size for different dimensions. For each interval, the input dimension is divided into 100d, 324d, and 784d. In this section, ten runs have been taken for each dimension and interval, and the mean criteria have been recorded. According to the mean criteria shown in Tables 6 - 8, the suitable sample sizes for 100d, 324d and 784d are all 10000 which are marked in blue.

4.3.3. Performance of CNN for analytical examples. As shown in Fig. 5, some other mathematical models shown in Table 2, whose dimensions are set to 324, are tested to further evaluate the CNN metamodel’s performance for hundreds-dimensional and strong nonlinear problems. It can be seen that the minimum (worst) \(R^2\) is 0.81, the maximum (worst) RAAE is 0.56, and the maximum (worst) RMAE is 2.61. The data
explains the CNN can model for hundreds-dimensional and strong nonlinear problems satisfactorily.

5. GEOMETRIC MODELING by CNN

In the traditional design-and-analysis procedure, the geometric design and physical analysis are commonly considered as completely different engineering fields. In the process of design, the gap between Computer Aided Design (CAD) and Computer Aided Engineering (CAE) models always exists. Thus, most of time is wasted on the match between CAD and CAE models in the traditional design [74]. In order to integrate CAD and CAE models seamlessly, Hughes [74] proposed a CAD/CAE integration method named as IsoGeometric Analysis (IGA), where Non-Uniform Rational B-Spline (NURBS) is employed as a discretization technology for geometry design and analysis. The IGA shows its unique advantages [75, 76] as follows.

i. The division of the parametrical domain for spline model and the mapping from parametrical domain to physical model avoid the time consumption of grid calculation in traditional finite element;

ii. The interaction between geometric model and analysis model is avoided due to the unified expression;

iii. The parameterization of model creates a feasible way for structural optimization;

iv. The polynomial of basis function is directly derived from the geometric model, which avoids the error caused by interpolation approximation.

The advantages shown in IGA have attracted more scholars to perfect its theories
and applications. Wall [77] and Fußeder [78] combined the IGA with Gradient-driven Optimization (GDO) to achieve the structural optimization of two-dimensional shape. Nagy [79] presented the structural size and shape optimization of curved beam structures. Manh [80] applied the IGA to solve the optimization problem of membrane vibration. Additionally, isogeometric shape optimization has been used to address the problems of electromagnetic scattering [81], heat conduction [82, 83], fluid mechanics [84, 85], etc.

5.1. The bases of isogeometric design

It is well known that the NURBS is a basis of geometric design for the IGA, and its basis function can be mapped by the B-spline function.

\[
R_{i,j}^{p,q}(\xi,\eta) = \frac{N_i(\xi)M_j(\eta)\omega_{i,j}}{\sum_{i=1}^{n} \sum_{j=1}^{m} N_i(\xi)M_j(\eta)\omega_{i,j}}
\]

(21)

where \( p, q \) are the polynomial orders in different dimensions, \( N_i(\xi) \) and \( M_j(\eta) \), whose numbers are \( n \) and \( m \) respectively, are the standard B-spline basis functions in two dimensions, and \( \omega_i \) is the weight value of each control point.

Given a set of control points \( P_i \) and a combination of bivariate NURBS basis functions, NURBS surface can be defined as

\[
S(\xi,\eta) = \sum_{i=1}^{n} \sum_{j=1}^{m} P_{i,j} R_{i,j}^{p,q}(\xi,\eta)
\]

(22)

When the parametric model is constructed, the displacement of the IGA can be obtained as

\[
u(\xi,\eta) = \sum_{i=1}^{n} \sum_{j=1}^{m} R_{i,j}^{p,q}(\xi,\eta)d
\]

(23)
\[ \delta u = \sum_{i=1}^{n} \sum_{j=1}^{m} R^{ij}_{p,q} (\xi, \eta) \delta d \]  

(24)

where \( d \) and \( \delta d \) are the displacement vector at control points and displacement differential vectors respectively.

5.2. Modeling

In this study, Rhinoceros software is employed to provide the input information of a tubular structure as shown in Fig. 6. As shown in Figs. 7(b) - (c), the Degree of Freedoms (DOFs) marked in red are fixed. In addition, three \( 3 \times 10^5 N \) concentrated forces in \( y \) direction, shown in Fig. 7(a), are enforced to the control points marked in orange. Finally, the stress distribution of the initial model obtained by the IGA is displayed in Fig. 8.

5.3. Metamodel by CNN

The control points are used as the input variables and the maximum stress after 2500 iterations is each sample's label. For each sample, design variables include 324 control points, and each control point includes coordinate \( (x_i, y_i, z_i) \) and a weight factor \( w_i \). However, the tubular structure particularly changes only in the direction of the \( y \) axis, and each \( w_i \) is fixed. Therefore, the input matrix contains 324 \( y_i \)s.

Each \( y_i \) changes randomly in the interval \([0.8y_i, 1.2y_i]\), and 10000 training and 10000 testing samples are obtained. The total losses during the training process are shown in Fig. 9 and the corresponding performance criteria are shown in Table 9. It can be found that RAAE, RMAE are small enough. As \( R^2 \) is 0.997, it indicates that the trained CNN metamodel is good enough.
Then, the constructed metamodel is optimized by Particle Swarm Optimization (PSO). The objective function to be minimized is the maximum stress in the tubular structure, and the $y_i$s of control points are chosen as the design variables. The optimization problem is stated as

$$
\min f = \text{CNN}(\mathbf{B}(y_1, y_2, \ldots, y_{324}))
$$

(25)

s.t.

$$
y_i \in [0.8y_{i\text{-init}}, 1.2y_{i\text{-init}}], \ i = 1, \ldots, 324
$$

(26)

where $\text{CNN}(\mathbf{x})$ is the maximum stress in the tubular structure, $\mathbf{B}$ is the control points, and $y_{i\text{-init}}$ is the initial value of each $y_i$.

The comparison between optimizations of the CNN and the IGA is shown in Fig. 10. The optimal stress distribution by the CNN is shown in Fig. 11. The optimum by the CNN is 1,340,470$N$ and the optimum by the IGA is 1,354,991$N$. It can be seen that the optimum by the CNN is 1.072% less than the optimum by the IGA. Moreover, the optimization process of CNN begins to converge at the 60$^{th}$ step and IGA begins at the 91$^{st}$ step. The computational time for each iteration of CNN and IGA are 20$s$ and 500$s$, respectively. It can be inferred that the optimization by the CNN can significantly reduce the time with high accuracy.

**CONCLUSIONS**

In this study, a metamodeling method based on Convolutional Neural Network (CNN) is proposed for hundreds-dimensional and strong nonlinear problems. The contributions can be summarized as follows.
In order to evaluate the proposed CNN metamodel, Radial Basis Function with High Dimensional Model Representation (RBF-HDMR) and Kriging (KG) in Refs. [7] and [10] respectively have been employed and compared. The compared results demonstrate that the proposed CNN metamodel has an obvious advantage for hundreds-dimensional and strong nonlinear problems.

For further analyzing the CNN metamodel, several high-dimensional and nonlinear analytical functions are selected to test CNN metamodel's performance. The testing results are also satisfied.

Finally, the proposed CNN metamodel is applied to an IGA-based optimization. It is found that the proposed CNN metamodel can be applied to hundreds-dimensional and strong nonlinear applications well by using limited samples and has a faster convergence rate for optimization compared with the IGA.
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NOMENCLATURE

\( x \quad \text{The input matrix.} \)

\( y \quad \text{The output matrix from the metamodel.} \)

\( \hat{y} \quad \text{The approximation of } y. \)

\( (b_0, b_i, b_{ii}, b_{ij}) \quad \text{Constants determined by Least Squares regression.} \)

\( a_i \quad \text{The real-valued weight.} \)

\( f(x) \quad \text{The polynomial function which is often taken as a constant.} \)

\( Z(x) \quad \text{The correlation function which is a realization of a stochastic process} \)

\( \lambda \quad \text{A random value in } (0, 1). \)

\( a_{m,n,k} \quad \text{feature value at location } (m, n) \text{ within the pooling region } R_{i,j} \text{ in } k\text{-th} \)

\( x_i \quad \text{The training sample.} \)

\( y_i \quad \text{The actual value.} \)

\( \hat{y}_i \quad \text{The predicted value.} \)

\( n \quad \text{The training sample size.} \)

\( w_i \quad \text{The each parameter of the weight matrix } w. \)

\( L(x) \quad \text{The loss function.} \)

\( \theta \quad \text{The initial parameter of the neural network.} \)

\( s, r \quad \text{The first and second moment estimations respectively.} \)
| Symbol | Description |
|--------|-------------|
| $\varepsilon$ | The learning rate. |
| $\rho_1, \rho_2$ | The attenuation coefficients. |
| $p, q$ | The polynomial orders in different dimensions. |
| $d, \delta d$ | The displacement vector at control points and displacement differential vectors respectively. |
| $CNN(x)$ | The maximum stress in the tubular structure. |
| $B$ | The control points. |
| $y_{i-init}$ | The $y$-axis initial coordinate value of each point in the $B$. |
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## Information Regarding Figures and Tables

**Table 1** The improvements of each aspect on CNN.

| Aspect               | Literature | Contribution                                      | Improvement                                                                 |
|----------------------|------------|---------------------------------------------------|----------------------------------------------------------------------------|
| Convolutional layer  | Ngiam [86] | Tiled CNN                                         | It tiles and multiples feature maps to learn rotational and scale invariant features. |
|                      | Zeiler [51]| Transposed CNN                                    | It can be seen as the backward pass of traditional CNNs.                   |
|                      | Yu [87]    | Dilated CNN                                       | It introduces more hyper-parameters to CNN which can increase receptive field size and cover more relevant information. |
|                      | Hyvärinen [88]| \(L_p\) Pooling                             | It has a better generalization than max pooling.                          |
| Pooling layer        | Zeiler [89]| Stochastic Pooling                               | It’s a dropout-inspired pooling method which increases generalization of CNN. |
|                      | Yu [72]    | Mixed Pooling                                     | It can better address the overfitting problems.                          |
|                      | Gong [90]  | Multi-scale Orderless Pooling                     | It improves the invariance of CNNs without degrading discriminative power. |
|                      | Rippel [91]| Spectral Pooling                                  | Compared with max pooling, it can preserve more information for the same output dimensionality. |
|                      | He [92]    | The second level headings                         | It can generate a fixed-length representation regardless of the input sizes.  |
|                      | Nair [93]  | ReLU                                              | It is one of the most notable nonsaturated activation functions.           |
|                      | Maas [94]  | Leaky ReLU                                        | It improves ReLU’s disadvantage of having zero gradient.                  |
|                      | He [95]    | Parametric ReLU                                   | It reduces the risk of overfitting and improves the accuracy.             |
|                      | Xu [96]    | Randomized ReLU                                   | It also reduces the risk of overfitting and improve the accuracy.         |
| Activation function  | Clevert [97]| ELU                                              | It enables faster learning of DNNs and leads to higher classification accuracies. |
|                      | Goodfellow [98]| Maxout                              | It enjoys all the benefits of ReLU and it is well suited for training with dropout. |
|                      | Springenberg [99]| Probout                            | It can achieve the balance between preserving the desirable properties of maxout units and improving their invariance properties. |
| Loss function        | Jin [100]  | Hinge loss                                        | It accelerates the training and improves the accuracy.                   |
|                      | ----       | Softmax Loss                                      | It is the combination of Multinomial Logistic.                           |
| Name          | Method                          | Description                                                                 |
|---------------|---------------------------------|-----------------------------------------------------------------------------|
| Liu [101]     | Large-Margin Softmax            | It performs better than the Softmax.                                         |
| Lin [102]     | Double Margin Loss              | It improves the training accuracy.                                          |
| Schroff [103] | Triplet Loss                    | Its object is to minimize the distance between the anchor and positive, and maximize the distance between the negative and the anchor. |
|               | Kullback-Leibler Divergence     | It is widely used as a measure of information loss in the objective function of various Autoencoders. |
| Tikhonov [104]| Regularization I²-norm          | It makes full use of the sparsity of weights to get a better optimization. |
|               | Regularization I₀-norm          | It makes the optimization easier.                                           |
| Hinton [105]  | Dropout                         | It is very effective in reducing overfitting.                               |
| Wang [106]    | Fast Dropout                    | It samples using Gaussian Approximation.                                    |
| Ba [107]      | Adaptive Dropout                | It reduces overfitting.                                                     |
| Tompson [108] | Spatial Dropout                 | It reduces overfitting and is very suitable for the training of a small dataset size. |
| Wan [109]     | Drop Connect                    | It is used on the convolutional layers and reduces overfitting easier than dropout used on the full connection layers. |
Table 2. Mathematical functions.

| Model                      | Function                                                                 | Interval  |
|----------------------------|--------------------------------------------------------------------------|-----------|
| Griewank                   | $f(x) = \frac{\sum_{i=1}^{d} x_i^2}{4000} - \prod_{i=1}^{d} \cos \frac{x_i}{\sqrt{i}} + 1$ | [-600, 600] |
| Levy                       | $f(x) = \sum_{i=1}^{d} \left( (x_i - 1)^2 \left[ 1 + \sin^2 \left( 3\pi x_i \right) \right] \right)$ | [-10, 10] |
| Sum of Different Powers    | $f(x) = \sum_{i=1}^{d} |x_i|^{i+1}$                                                                          | [-1, 1]  |
| Rotated Hyper-Ellipsoid    | $f(x) = \sum_{i=1}^{d} \sum_{j=1}^{d} x_{ij}^2$                           | [-5, 5]  |
| Sphere                     | $f(x) = \sum_{i=1}^{d} x_i^2$                                              | [-6, 6]  |
| Sum Squares                | $f(x) = \sum_{i=1}^{d} |x_i|^2$                                                                 | [-10, 10] |
| Trid                       | $f(x) = \sum_{i=1}^{d} (x_i - 1)^2 - \sum_{i=1}^{d-1} x_{i}x_{i+1}$        | [-4, 4]  |
| Dixon-Price                | $f(x) = \sum_{i=1}^{d} (x_i - 1)^2 - \sum_{i=1}^{d-1} i \left( 2x_{i+1}^2 - x_i \right)^2$ | [-10, 10] |
Table 3 Criteria for performance evaluation.

where STD stands for standard deviation, MSE (Mean Square Error) represents the departure of the metamodel from the real simulation model, and the variance captures the irregular of the problem.

| Criteria                                | Expression                                                                 |
|-----------------------------------------|---------------------------------------------------------------------------|
| Relative Average Absolute Error (RAAE)  | $\frac{\sum_{i=1}^{n} |y_i - \hat{y}_i|}{n \cdot \text{STD}}$                                         |
| Relative Maximum Absolute Error (RMAE)  | $\frac{\max(|y_i - \hat{y}_i|)}{\text{STD}}$                              |
| $R$ square ($R^2$)                      | $1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2} = 1 - \frac{\text{MSE}}{\text{variance}}$ |
### Table 4 Comparisons of modeling cost.

| d   | Sample size of CNN | Sample size of a second order expansion of RBF-HDMR | Sample size of a full second order expansion of HDMR |
|-----|--------------------|-----------------------------------------------------|-----------------------------------------------------|
| 100 | 10,000             | 6,116                                               | 79,601                                               |
| 150 | 10,000             | 12,807                                              | 179,401                                              |
| 200 | 10,000             | 22,042                                              | 319,201                                              |
| 250 | 10,000             | 33,762                                              | 499,001                                              |
| 300 | 10,000             | 47,979                                              | 718,801                                              |
Table 5 Mean value of error for Griewank function over the interval [-600, 600] by CNN.

| Dimension | 100d | 144d | 256d | 324d | 784d |
|-----------|------|------|------|------|------|
| Error (%) | 0.92 | 0.97 | 1.24 | 1.21 | 1.22 |
Table 6 Mean value of performance criteria when dimension is 100d.

| Interval | Sample size | RAAE   | RMAE   | $R^2$  |
|----------|-------------|--------|--------|--------|
| [0, 5]   | 5000        | 9.15E-01 | 3.92E+00 | -2.93E-01 |
|          | 7500        | 5.39E-01 | 3.04E+00 | 5.36E-01  |
|          | 10000       | 3.17E-01 | 1.42E+00 | 8.42E-01  |
|          | 12500       | 3.16E-01 | 1.44E+00 | 8.43E-01  |
|          | 15000       | 3.17E-01 | 1.43E+00 | 8.42E-01  |
|          | 5000        | 4.35E-01 | 1.99E+00 | 7.03E-01  |
|          | 7500        | 3.95E-01 | 2.04E+00 | 7.54E-01  |
| [0, 10]  | 10000       | 3.58E-01 | 2.28E+00 | 7.98E-01  |
|          | 12500       | 3.32E-01 | 1.71E+00 | 8.25E-01  |
|          | 15000       | 3.33E-01 | 1.75E+00 | 8.23E-01  |
|          | 5000        | 4.09E-01 | 1.87E+00 | 7.32E-01  |
|          | 7500        | 3.88E-01 | 2.03E+00 | 7.64E-01  |
| [0, 100] | 10000       | 3.55E-01 | 1.85E+00 | 8.00E-01  |
|          | 12500       | 3.55E-01 | 1.97E+00 | 8.01E-01  |
|          | 15000       | 3.56E-01 | 1.95E+00 | 7.95E-01  |
|          | 5000        | 4.19E-01 | 2.27E+00 | 7.22E-01  |
|          | 7500        | 3.85E-01 | 1.81E+00 | 7.67E-01  |
| [0, 600] | 10000       | 3.52E-01 | 1.85E+00 | 8.05E-01  |
|          | 12500       | 3.52E-01 | 1.84E+00 | 8.06E-01  |
|          | 15000       | 3.51E-01 | 1.82E+00 | 8.06E-01  |
Table 7 Mean value of performance criteria when dimension is 324d.

| Interval | Sample size | RAAE    | RMAE    | $R^2$  |
|----------|-------------|---------|---------|--------|
| [0, 5]   | 5000        | 6.97E-01| 3.72E+00| 2.42E-01|
|          | 7500        | 5.95E-01| 2.80E+00| 4.51E-01|
|          | 10000       | 4.12E-01| 1.92E+00| 7.34E-01|
|          | 12500       | 4.13E-01| 1.95E+00| 7.32E-01|
|          | 15000       | 4.11E-01| 1.90E+00| 7.36E-01|
|          | 5000        | 5.70E-01| 2.43E+00| 4.91E-01|
|          | 7500        | 4.67E-01| 2.39E+00| 6.57E-01|
| [0, 10]  | 10000       | 4.08E-01| 2.13E+00| 7.38E-01|
|          | 12500       | 4.08E-01| 2.14E+00| 7.38E-01|
|          | 15000       | 4.08E-01| 2.13E+00| 7.38E-01|
|          | 5000        | 4.84E-01| 2.02E+00| 6.35E-01|
|          | 7500        | 4.10E-01| 2.06E+00| 7.36E-01|
| [0, 100] | 10000       | 3.84E-01| 1.82E+00| 7.69E-01|
|          | 12500       | 3.83E-01| 1.82E+00| 7.70E-01|
|          | 15000       | 3.84E-01| 1.81E+00| 7.70E-01|
|          | 5000        | 4.22E-01| 1.86E+00| 7.22E-01|
|          | 7500        | 3.80E-01| 2.02E+00| 7.70E-01|
| [0, 600] | 10000       | 3.78E-01| 2.01E+00| 7.74E-01|
|          | 12500       | 3.78E-01| 2.01E+00| 7.74E-01|
|          | 15000       | 3.77E-01| 2.01E+00| 7.75E-01|
Table 8 Mean value of performance criteria when dimension is 784d.

| Interval | Sample size | RAAE   | RMAE   | \( R^2 \) |
|----------|-------------|--------|--------|-----------|
| [0, 5]   | 5000        | 6.97E-01 | 3.72E+00 | 2.42E-01 |
|          | 7500        | 5.11E-02 | 3.01E+00 | 4.69E-01 |
|          | 10000       | 4.08E-01 | 2.18E+00 | 7.38E-01 |
|          | 12500       | 4.09E-01 | 2.18E+00 | 7.37E-01 |
|          | 15000       | 4.08E-01 | 2.18E+00 | 7.39E-01 |
|          | 5000        | 5.70E-01 | 2.43E+00 | 4.91E-01 |
|          | 7500        | 4.96E-01 | 2.24E+00 | 6.78E-01 |
| [0, 10]  | 10000       | 3.63E-01 | 1.95E+00 | 7.94E-01 |
|          | 12500       | 3.64E-01 | 1.90E+00 | 7.94E-01 |
|          | 15000       | 3.63E-01 | 1.95E+00 | 7.93E-01 |
|          | 5000        | 4.84E-01 | 2.02E+00 | 6.35E-01 |
|          | 7500        | 3.98E-01 | 2.06E+00 | 7.49E-01 |
| [0, 100] | 10000       | 3.66E-01 | 1.90E+00 | 7.90E-01 |
|          | 12500       | 3.66E-01 | 1.90E+00 | 7.90E-01 |
|          | 15000       | 3.66E-01 | 1.90E+00 | 7.90E-01 |
|          | 5000        | 4.22E-01 | 1.86E+00 | 7.22E-01 |
|          | 7500        | 3.97E-01 | 1.85E+00 | 7.46E-01 |
| [0, 600] | 10000       | 3.86E-01 | 1.82E+00 | 7.65E-01 |
|          | 12500       | 3.85E-01 | 1.81E+00 | 7.66E-01 |
|          | 15000       | 3.86E-01 | 1.83E+00 | 7.65E-01 |
Table 9 The performance criteria for trained CNN metamodel.

| RAAE   | RMAE   | $R^2$   |
|--------|--------|---------|
| 0.033447 | 0.52820 | 0.99776 |
Fig. 1. The development of CNN.
Fig. 2. The architecture of CNN with mixed pooling.
Fig. 3. Mean values of performance criteria for CNN and RBF-HDMR.

where CNN is marked in orange and RBF-HDMR is marked in blue.
Fig. 4. Griewank function over the interval [-600, 600] by KPLS.
Fig. 5. Performance for hundreds-dimensional problems by CNN metamodel.
Fig. 6. The control lattice for the tubular structure based on IGA.
Fig. 7. Constraints and load of the tubular structure.
Fig. 8. Von Mises stress distribution of the initial model.
Fig. 9. Training process of CNN metamodel.
Fig. 10. The comparison between optimization of CNN and IGA.

where the population of PSO is 50, and iteration step for CNN and IGA are all 200.
Fig. 11. The optimal shape and stress distribution of the optimal structure by CNN.