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Abstract
Consider the nearest-neighbor Ising model on \( \Lambda_n := [-n, n]^d \cap \mathbb{Z}^d \) at inverse temperature \( \beta \geq 0 \) with free boundary conditions, and let \( Y_n(\sigma) := \sum_{u \in \Lambda_n} \sigma_u \) be its total magnetization. Let \( X_n \) be the total magnetization perturbed by a critical Curie–Weiss interaction, i.e.,

\[
\frac{dF_{X_n}}{dF_{Y_n}}(x) := \frac{\exp\left(\frac{x^2}{2\langle Y_n^2 \rangle_{\Lambda_n,\beta}}\right)}{\left\{ \exp\left[\frac{Y_n^2}{2\langle Y_n^2 \rangle_{\Lambda_n,\beta}}\right]\right\}_{\Lambda_n,\beta}},
\]

where \( F_{X_n} \) and \( F_{Y_n} \) are the distribution functions for \( X_n \) and \( Y_n \) respectively. We prove that for any \( d \geq 4 \) and \( \beta \in [0, \beta_c(d)] \) where \( \beta_c(d) \) is the critical inverse temperature, any subsequential limit (in distribution) of \( \{X_n/\sqrt{\mathbb{E}(X_n^2)} : n \in \mathbb{N}\} \) has an analytic density (say, \( f_X \)) all of whose zeros are pure imaginary, and \( f_X \) has an explicit expression in terms of the asymptotic behavior of zeros for the moment generating function of \( Y_n \). We also prove that for any \( d \geq 1 \) and then for \( \beta \) small,

\[
f_X(x) = K \exp(-C^4x^4),
\]
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where $C = \sqrt{\Gamma(3/4)/\Gamma(1/4)}$ and $K = \sqrt{\Gamma(3/4)/(4\Gamma(5/4)^{3/2})}$. Possible connections between $f_X$ and the high-dimensional critical Ising model with periodic boundary conditions are discussed.
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## 1 Introduction

### 1.1 Overview and Motivation

It has been known since [28] that the renormalized total magnetization in the critical Curie–Weiss model converges in distribution to a random variable with density $C_1 \exp(-C_2 x^4)$. See [8, 9] for various extensions of this classical result as the underlying single spin distribution at $\beta = 0$ is varied. Part of the current paper (when $d \geq 1$ and $\beta$ is small) can be viewed as studying extensions of this classical result by including some nearest-neighbor interactions.

The effect of periodic and free boundary conditions for the high-dimensional Ising model in finite domains has been a long-standing debate in the physics literature; see, e.g., [14, 30, 32] for some recent results and references therein for many more studies. For the critical Ising model on $\Lambda_n := [-n, n]^d \cap \mathbb{Z}^d$ where $d > 4$ with periodic boundary conditions, the two-point function is conjectured in [24] to have a “plateau”: it behaves like the infinite-volume counterpart for small distance before leveling off at an order of $n^{-d/2}$ for large distance. This plateau lower bound was proved in Theorem 1 of [24] and the upper bound remains open; the conjecture was numerically verified in [14]. Similar plateaus were proved for simple random walk for $d > 2$ in [29, 32, 33], for weakly self-avoiding walk for $d > 4$ in [29], and for nearest-neighbor percolation for $d \geq 11$ in [16]. On the contrary, it was proved in [5] that such a plateau does not exist in the high-dimensional critical Ising model with free boundary conditions.

Loosely speaking, the main conclusion in [24] was that a macroscopic (or bulk) quantity in the high-dimensional Ising model with periodic boundary conditions “parallels more closely the complete graph paradigm”. For example, it was proved in [24] that the critical susceptibility on $\Lambda_n$ in dimensions $d > 4$ with periodic boundary conditions has a lower bound $n^{d/2}$ (which is the order of the critical susceptibility in the Curie–Weiss model); while it behaves like $n^2$ for free boundary conditions (see [5] for a proof).

A main motivation of the current paper is to study the scaling limit of the critical Ising magnetization field in dimension $d > 4$ with periodic boundary conditions. The results in [24] suggest that this scaling limit is non-Gaussian, and on page 37 of [24], the author mentions that the macroscopic behavior in the high dimensional Ising model with periodic boundary conditions is expected to behave similarly to the Curie–Weiss model. So in this paper, we study the Ising model perturbed by a critical Curie–Weiss interaction. We prove that for any $d \geq 1$ and $\beta$ small, the limit of the total magnetization in this perturbed model is the same as in the standard critical Curie–Weiss model, and we conjecture that this should be true for any $\beta \in [0, \beta_c(d)]$ where $\beta_c(d)$ is the critical inverse temperature of the classical Ising model on $\mathbb{Z}^d$. For $d \geq 4$ and $\beta = \beta_c(d)$, we prove the partial result that any subsequential limit of this perturbed total magnetization is non-Gaussian and has an analytic density all of whose zeros are pure imaginary. We think that there may be a close connection between periodic boundary conditions and Curie–Weiss perturbation scaling limits in the high-dimensional Ising model...
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(see Conjecture 1 and (32) of Sect. 1.3 below) and thus the analysis of the Curie–Weiss case may help understand the periodic boundary conditions case.

1.2 Main Results

Consider the Ising model on $\Lambda_n$ at inverse temperature $\beta \geq 0$ with free boundary conditions; let $\langle \cdot \rangle_{\Lambda_n, \beta}$ denote its expectation. See (128)-(129) (with $h = 0$) in the Appendix for explicit definitions. Let

$$Y_n(\sigma) := \sum_{u \in \Lambda_n} \sigma_u$$

be the total magnetization. For any $d \geq 1$ and $\beta \in [0, \beta_c(d))$, it is not hard to prove (see Lemma 4 below) that

$$\frac{Y_n}{\sqrt{\langle Y_n^2 \rangle_{\Lambda_n, \beta}}} \Rightarrow \text{a standard normal distribution as } n \to \infty,$$

where $\Rightarrow$ denotes convergence in distribution. By the main results in [1, 3, 11], the last weak convergence also holds for any $d \geq 4$ and $\beta = \beta_c(d)$. For $d = 2$ and $\beta = \beta_c(2)$, it was proved in [4] that $Y_n/\sqrt{\langle Y_n^2 \rangle_{\Lambda_n, \beta}}$ converges in distribution to $Y$ with

$$\lim_{x \to \infty} \frac{\ln P(Y > x)}{x^{16}} = -c,$$

where $c \in (0, \infty)$. For $d = 3$ and $\beta = \beta_c(3)$, the limit behavior of $Y_n/\sqrt{\langle Y_n^2 \rangle_{\Lambda_n, \beta}}$ is unknown. For any $d \geq 2$ and $\beta > \beta_c(d)$, it is believed that

$$\frac{Y_n}{\sqrt{\langle Y_n^2 \rangle_{\Lambda_n, \beta}}} \Rightarrow \frac{1}{2} \delta_{-1} + \frac{1}{2} \delta_{+1},$$

where $\delta_{\pm 1}$ is the unit Dirac point measure at $\pm 1$. A well-known result due to Lee and Yang [17] is that all zeros of the moment generating function of $\langle \exp(z Y_n) \rangle_{\Lambda_n, \beta}$ or equivalently of the partition function (see (129)), are pure imaginary; so we may assume that all the zeros are $\{ \pm i \alpha_{j,n} : j \geq 1 \}$ (listed with multiplicities, if any) such that

$$0 < \alpha_{1,n} \leq \alpha_{2,n} \leq \ldots$$

We consider a random variable $X_n$ whose distribution is obtained from that of $Y_n$ by adding a Curie–Weiss interaction:

$$\frac{d F_{X_n}(x)}{d F_{Y_n}(x)} = \frac{\exp[x^2/(2\langle Y_n^2 \rangle_{\Lambda_n, \beta})]}{\exp[16\langle Y_n^2 \rangle_{\Lambda_n, \beta}]},$$

where $F_{X_n}$ and $F_{Y_n}$ are the distribution functions for $X_n$ and $Y_n$ respectively. Equivalently, $X_n$ is the total magnetization for the perturbed Ising model with Hamiltonian

$$H_{\Lambda_n, \beta}(\sigma) := -\beta \sum_{\{u,v\}} \sigma_u \sigma_v - \frac{Y_n^2(\sigma)}{2\langle Y_n^2 \rangle_{\Lambda_n, \beta}}, \quad \sigma \in \{-1, +1\}^{\Lambda_n}.$$

When $\beta = 0$, the form of (7) means that this perturbed model is exactly the critical Curie–Weiss model. Let $\mathbb{E}_{\Lambda_n, \beta}$ denote the expectation for this perturbed Ising model. The cumulants, $u_n(X)$, of a random variable $X$ are defined (if they exist) by
\[ u_n(X) := \frac{d^n \ln \mathbb{E} \exp(zX)}{dz^n} \bigg|_{z=0}. \]  

Here is our main result.

**Theorem 1** For \( d \geq 1 \) and \( \beta \in [0, \beta_c(d)) \), and also for \( d \geq 4 \) and \( \beta = \beta_c(d) \), any subsequential limit in distribution of \( \{X_n/\sqrt{\mathbb{E}_{\Lambda_n, \beta}(X_n^2)} : n \in \mathbb{N}\} \) has an analytic density \( f_X \) all of whose zeros in \( \mathbb{C} \) are pure imaginary. More precisely, suppose that there exists a subsequence \( \{n_k : k \in \mathbb{N}\} \) and a random variable \( X \) such that

\[ \frac{X_{n_k}}{\sqrt{\mathbb{E}_{\Lambda_{n_k}, \beta}(X_{n_k}^2)}} \Rightarrow X \quad \text{as} \quad k \to \infty. \]  

Then \( X \) has a density function given by

\[ f_X(x) = C_3 f_W(C_3 x), \]  

where \( C_3 := \sqrt{\mathbb{E}(W^2)} \in (0, \infty) \) and

\[ f_W(x) = K \exp[-\kappa_1 x^4] \prod_{j \geq 1} \left[ 1 + \frac{x^2}{a_j^2} \right] \exp \left( -\frac{x^2}{a_j^2} \right), \quad x \in \mathbb{R}, \]  

where

\[ a_j := \lim_{k \to \infty} \alpha_{j, n_k} \left[ -u_4(Y_{n_k})/4! \right]^{1/4} \quad \text{for each} \quad j \geq 1, \]  

\[ \kappa_1 := 1 - \frac{\sum_{j \geq 1} a_j^{-4}}{2}, \]  

and \( K \in (0, \infty) \) is such that \( f_W \) is a probability density function; \( \{a_j : j \geq 1\} \) may be empty, finite or infinite.

**Remark 1** Theorem 1 treats the critical Curie–Weiss perturbation of the Ising model with \( \beta \leq \beta_c(d) \). If the Curie–Weiss perturbation is subcritical, then like in the \( \beta = 0 \) case, \( X \) is expected to be standard normal. Similarly, in the supercritical case, we expect \( X \) to be distributed as a sum of two Dirac point measures as in (4).

**Remark 2** By Fatou’s lemma and (41) below, we have

\[ \sum_{j \geq 1} a_j^{-4} = \sum_{j \geq 1} \lim_{k \to \infty} \alpha_{j, n_k} \left[ -u_4(Y_{n_k})/4! \right]^{-1} \leq \lim_{k \to \infty} \sum_{j \geq 1} \alpha_{j, n_k} \left[ -u_4(Y_{n_k})/4! \right]^{-1} = 2. \]  

So (13) implies that \( \kappa_1 \in [0, 1] \).

In [31], Yang and Lee argued that when \( \beta < \beta_c(d) \), the partition function of the Ising model (as a function of \( \exp(-2h) \) where \( h \) is the external field defined in the Appendix) should be nonzero in a neighborhood of \( \exp(i0) \), which means that \( \alpha_{1,n} \) should be uniformly (in \( n \)) bounded away from 0. This has been proved rigorously in [27] (see also Theorem A of [25]) when \( \beta \) is small but positive. It is not hard to show that \( -u_4(Y_n) \) grows at least linearly in \( |\Lambda_n| \). So we have the following corollary, with a complete proof presented in Sect. 3.3.
Corollary 1 For any $d \geq 1$, there exists $\beta_1(d) \in (0, \beta_c(d))$ such that for any $\beta \in [0, \beta_1(d))$, we have that as $n \to \infty$,

$$
X_n \frac{1}{\sqrt{\mathbb{E}_{\Lambda_n,\beta}(X_n^2)}} \implies a \text{ random variable with density } C \exp(-C^4x^4)/\int_{-\infty}^{\infty} \exp(-t^4)dt,
$$

(15)

where

$$
C := \sqrt{(3/4)/\Gamma(1/4)}
$$

(16)

with $\Gamma$ denoting the gamma function.

Remark 3 (10) and (11) imply that there exist $C_4, C_5 \in (0, \infty)$ such that

$$
f_X(x) = C_4 - C_5x^4 + O(x^6) \text{ as } x \to 0.
$$

(17)

(See, e.g., (105) below for a derivation.) So any subsequential limit of $\{X_n/\sqrt{\mathbb{E}_{\Lambda_n,\beta}(X_n^2)} : n \in \mathbb{N}\}$ is not Gaussian. Theorem 1 and Corollary 1 also hold (with a similar proof) if $Y_n$ is the total magnetization in $\Lambda_n$ from the unique infinite-volume Gibbs measure (rather than from $\Lambda_n$ with free boundary conditions).

Remark 4 We expect that $\beta_1(d) = \beta_c(d)$ should be valid in Corollary 1. In the Appendix, we prove that when $\beta < \beta_c(d)$, the limiting distribution (or measure) of Lee–Yang zeros has no mass in an arc containing $\exp(i\theta)$ of the unit circle. This is an indication that $\beta_1(d)$ ought to be $\beta_c(d)$.

Remark 5 When $d \geq 4$ and $\beta = \beta_c(d)$, one possible candidate for $f_X(x)$ is the symmetric mixture of two independent normal densities with opposite means $\pm \sqrt{2}/2$ and variance 1/2.

1.3 Discussion About High-Dimensional Ising Model with Periodic Boundary Conditions

We now consider the Ising model on $\Lambda_n$ at inverse temperature $\beta \geq 0$ with periodic boundary conditions. Let $\langle \cdot \rangle_{\Lambda_n,\beta,p}$ denote its expectation and $\bar{Y}_n := \sum_{u \in \Lambda_n} \sigma_u$ be its total magnetization, where the overbar is a reminder that we are using periodic boundary conditions. The infinite product representation for the moment generating function given in Lemma 2 below also holds for this case. So we have for any $d \geq 1$ and $\beta \geq 0$,

$$
\left\langle \exp \left( \frac{\bar{Y}_n}{\sqrt{\langle \bar{Y}_n^2 \rangle_{\Lambda_n,\beta,p}}} \right) \right\rangle_{\Lambda_n,\beta,p} = \exp \left( \frac{z^2}{2} \prod_{j \geq 1} \left[ 1 + \frac{z^2}{\bar{\alpha}_{j,n}^2 \langle \bar{Y}_n^2 \rangle_{\Lambda_n,\beta,p}} \right] \exp \left( -\frac{z^2}{\bar{\alpha}_{j,n}^2 \langle \bar{Y}_n^2 \rangle_{\Lambda_n,\beta,p}} \right) \right),
$$

(18)

where $0 < \bar{\alpha}_{1,n} \leq \bar{\alpha}_{2,n} \leq \ldots$, $\{\pm i\bar{\alpha}_{j,n} : j \geq 1\}$ are all the zeros (listed with multiplicities) of $\langle \exp(z\bar{Y}_n) \rangle_{\Lambda_n,\beta,p}$, and $\sum_{j \geq 1} 1/\bar{\alpha}_{j,n}^2 \leq \langle \bar{Y}_n^2 \rangle_{\Lambda_n,\beta,p}/2$. Combining (18) with the inequality $|1 + y \exp(-y)| \leq \exp(2|y|)$ gives that

$$
\left\langle \exp \left( \frac{\bar{Y}_n}{\sqrt{\langle \bar{Y}_n^2 \rangle_{\Lambda_n,\beta,p}}} \right) \right\rangle_{\Lambda_n,\beta,p} \leq \exp \left( \frac{3|z|^2}{2} \right) \text{ for any } z \in \mathbb{C}.
$$

(19)
Therefore, \( \{\exp(z\tilde{Y}_n)\sqrt{\langle \tilde{Y}_n^2 \rangle_{\Lambda_n,\beta,\nu}})\}_{\Lambda_n,\beta,\nu} : n \in \mathbb{N}\} \) is locally uniformly bounded. Suppose that
\[
\tilde{Y}_n/\sqrt{\langle \tilde{Y}_n^2 \rangle_{\Lambda_n,\beta,\nu}} \Rightarrow \tilde{Y} \text{ as } n \to \infty.
\] (20)
Then we have
\[
\lim_{n \to \infty} \left(\exp \left( it\tilde{Y}_n/\sqrt{\langle \tilde{Y}_n^2 \rangle_{\Lambda_n,\beta,\nu}} \right) \right) = \mathbb{E}\exp(it\tilde{Y}) \text{ for any } t \in \mathbb{R}. \] (21)
So Vitali’s theorem (see, e.g., Theorem B.25 of [10]) implies that
\[
\lim_{n \to \infty} \left(\exp \left( z\tilde{Y}_n/\sqrt{\langle \tilde{Y}_n^2 \rangle_{\Lambda_n,\beta,\nu}} \right) \right) = \mathbb{E}\exp(z\tilde{Y}) \text{ locally uniformly on } \mathbb{C}. \] (22)
Theorem 7 of [22] and Theorem 2 below give that
\[
\mathbb{E}\exp(z\tilde{Y}) = \exp \left( \frac{z^2}{2} \prod_{j \geq 1} \left(1 + \frac{z^2}{a_j^2}\right) \exp \left( -\frac{z^2}{\bar{a}_j}\right) \right), \forall z \in \mathbb{C}, \] (23)
where \( \{\pm i\bar{a}_j : j \geq 1\} \) are all the zeros of \( \mathbb{E}\exp(z\tilde{Y}) \) with \( 0 < \bar{a}_1 \leq \bar{a}_2 \leq \ldots \). By Hurwitz’s theorem (see Lemma 6 below), we have
\[
\lim_{n \to \infty} \tilde{a}_{j,n} \sqrt{\langle \tilde{Y}_n^2 \rangle_{\Lambda_n,\beta,\nu},p} = \bar{a}_j \text{ for each } j \geq 1. \] (24)
In the rest of this subsection, we focus on \( d > 4 \) and \( \beta = \beta_c := \beta_c(d) \). Here \( d = 4 \) is the upper critical dimension, and we exclude \( d = 4 \) since the corresponding critical behavior is subtle and various quantities may have logarithmic corrections. By a conditional result of [24], Theorem 2 there, it is expected that
\[
\liminf_{n \to \infty} \tilde{a}_{1,n}^2 \langle \tilde{Y}_n^2 \rangle_{\Lambda_n,\beta,\nu,\nu} < \infty \] (25)
since otherwise (23) and (24) would imply that \( \tilde{Y} \) is standard normal.
Recall that \( u_4(\tilde{Y}_n) \) is the fourth cumulant of \( \tilde{Y}_n \). It is well-known (see Theorem 5 of [19] or (5.3) of [1]) that
\[
0 \leq -u_4(\tilde{Y}_n) \leq 3 \left[ \langle \tilde{Y}_n^2 \rangle_{\Lambda_n,\beta,\nu,\nu} \right]^2 \] (26)
It is also known (see, e.g., (52)-(53) below for a proof) that if \( \tilde{Y} \) is not standard normal, then
\[
\liminf_{n \to \infty} \left[ \frac{-u_4(\tilde{Y}_n)}{\langle \tilde{Y}_n^2 \rangle_{\Lambda_n,\beta,\nu,\nu}^2} \right] > 0. \] (27)
So it is expected that there exists \( C_6 \in (0, \infty) \) such that
\[
\lim_{n \to \infty} \left[ \frac{-u_4(\tilde{Y}_n)}{\langle \tilde{Y}_n^2 \rangle_{\Lambda_n,\beta,\nu,\nu}^2} \right] = C_6^{-4}. \] (28)
To summarize, we formulate a conjecture relating \( \tilde{Y} \) to the asymptotic behavior of the \( \tilde{a}_{j,n} \)'s.

**Conjecture 1** For the critical Ising model on \( \Lambda_n \) with periodic boundary conditions and \( d > 4 \). The following limits exist
\[
\tilde{a}_j := \lim_{n \to \infty} \tilde{a}_{j,n} \sqrt{\langle \tilde{Y}_n^2 \rangle_{\Lambda_n,\beta,\nu,\nu}} = C_6 \lim_{n \to \infty} \tilde{a}_{j,n} \left[ -u_4(\tilde{Y}_n) \right]^{1/4} \text{ for each } j \geq 1. \] (29)
Hence, we have
\[ \frac{\bar{Y}_n}{\sqrt{\langle \bar{Y}_n^2 \rangle_{\lambda_n, \beta_c}}_n} \xrightarrow{n \to \infty} \bar{Y} \text{ as } n \to \infty, \tag{30} \]
where \( \bar{Y} \) has moment generating function
\[ \mathbb{E} \exp(z\bar{Y}) = \exp \left( \frac{z^2}{2} \prod_{j=1}^\infty \left( 1 + \frac{z^2}{\bar{a}_j^2} \right) \exp \left( -\frac{z^2}{\bar{a}_j^2} \right) \right), \quad \forall z \in \mathbb{C}. \tag{31} \]

Comparing Theorem 1 and Conjecture 1, it is natural to ask whether
\[ \lim_{n \to \infty} \alpha_{j,n} \left[ -u_4(Y_n) \right]^{1/4} \]
\[ \lim_{n \to \infty} \bar{\alpha}_{j,n} \left[ -u_4(\bar{Y}_n) \right]^{1/4} \text{ for each } j \tag{32} \]
or at least whether the ratio of these two limits is the same constant for all \( j \geq 1 \). Even though the behavior of \( Y_n \) (under free boundary conditions) is quite different from that of \( \bar{Y}_n \) (under periodic boundary conditions), the answer to the above question could be positive.

In Sect. 2, we use a Gaussian transform of \( X_n \) to obtain a new random variable, \( W_n \), whose density is directly related to the moment generating function of \( Y_n \). The new asymptotics of \( Y_n \) to show that \( W_n \) and \( X_n \) (after appropriate rescalings) converge along the same subsequence and yield the same limit up to a linear transformation. In Sect. 3, we first prove that for any subsequential limiting distribution of the normalized \( X_n, F_X \), the moment generating function of \( \exp(-bx^2)dF_X(x) \) for each positive \( b \) has only pure imaginary zeros (see Proposition 1); this enables us to finish the proof of Theorem 1 by applying a complete classification result about such distributions from [20]. In the Appendix, we prove that the limiting distribution of Lee–Yang zeros has no mass in an arc containing \( \exp(i0) \) of the unit circle for any \( \beta < \beta_c(d) \).

2 A Gaussian Transform and Moment Generating Functions

2.1 A Gaussian Transform

In order to study the limit of \( X_n/\sqrt{\mathbb{E}_{\Lambda_n, \beta}(X_n^2)} \), as a tool, we add to \( X_n \) a multiple of a standard normal random variable \( N(0, 1) \), which is independent of \( X_n \). That is
\[ W_n := X_n + \sqrt{\lambda_n} N(0, 1), \tag{33} \]
where \( \lambda_n \geq 0 \) will be defined later.

To simply the notation, we define
\[ \gamma_n := \frac{1}{2 \langle Y_n^2 \rangle_{\Lambda_n, \beta}}. \tag{34} \]
Then we have
\[ \frac{dF_{X_n}}{dF_{Y_n}}(x) = \frac{\exp[\gamma_n x^2]}{\langle \exp[\gamma_n Y_n^2] \rangle_{\Lambda_n, \beta}}. \tag{35} \]

**Lemma 1** The random variable \( W_n \) has density
\[ f_{W_n}(x) = \frac{\exp[-x^2/(2\lambda_n)]}{\sqrt{2\pi \lambda_n} \exp(\gamma_n Y_n^2)_{\Lambda_n, \beta}} \int_{-\infty}^{\infty} \exp \left( \frac{xy}{\lambda_n} \right) \exp \left[ \left( \gamma_n - \frac{1}{2\lambda_n} \right) y^2 \right] dF_{Y_n}(y). \tag{36} \]
**Proof** This follows from (33), (35) and the convolution formula (see, e.g., Theorem 2.1.16 of [7]).

In order to get rid of the exponential function with \( y^2 \) term in the integrand of (36), we fix \( \lambda_n \) once and for all:

\[
\lambda_n := \langle Y_n^2 \rangle_{\Lambda_n, \beta}.
\]

(37)

Then we have

\[
f_{W_n}(x) = \exp \left[ -\frac{x^2}{2\lambda_n} \right] \frac{\exp \left[ \frac{2}{\lambda_n} \right]}{\sqrt{2\pi \lambda_n}} \langle \exp (\gamma_n Y_n^2) \rangle_{\Lambda_n, \beta} \langle \exp (x Y_n / \lambda_n) \rangle_{\Lambda_n, \beta}.
\]

(38)

### 2.2 Random Variables of Lee–Yang Type

A random variable \( X \) is said to be of LY type if

(a) \( X \overset{d}{=} -X \) (i.e., \( \mathbb{P}(X \in B) = \mathbb{P}(-X \in B) \) for any Borel set \( B \)),

(b) \( \mathbb{E} \exp (DX^2) < \infty \) for some \( D > 0 \),

(c) \( \mathbb{E} \exp (zX) \) has only pure imaginary zeros.

The following theorem from [19] says that the moment generating function of a LY type random variable has a nice factorization formula.

**Theorem 2** [19] If \( X \) is of LY type, then

\[
\mathbb{E} \exp (zX) = \exp (bz^2) \prod_{j \geq 1} \left[ 1 + \frac{z^2}{\alpha_j^2} \right], \quad z \in \mathbb{C},
\]

(39)

for some \( b \geq 0 \) and \( 0 < \alpha_1 \leq \alpha_2 \leq \ldots \), with \( \sum_{j \geq 1} 1/\alpha_j^2 < \infty \); \( \{ \alpha_j : j \geq 1 \} \) may be empty, finite or infinite. Moreover,

\[
u_2(X) = 2 \left( b + \sum_{j \geq 1} \frac{1}{\alpha_j^2} \right),
\]

(40)

\[
u_{2m}(X) = (-1)^{m-1} \frac{(2m)!}{m} \sum_{j \geq 1} \frac{1}{\alpha_j^{2m}}, \quad m \geq 2 \text{ and } m \in \mathbb{N}.
\]

(41)

### 2.3 Asymptotics of \( Y_n \) and \( W_n \)

A direct application of Theorem 2 expressing \( b \) using (40) gives

**Lemma 2** For any \( d \geq 1 \) and \( \beta \geq 0 \), we have that for any \( z \in \mathbb{C}, \)

\[
\langle \exp (zY_n) \rangle_{\Lambda_n, \beta} = \exp \left[ z^2 \langle Y_n^2 \rangle_{\Lambda_n, \beta} / 2 \right] \prod_{j \geq 1} \left[ 1 + \frac{z^2}{\alpha_j^2} \langle Y_n^2 \rangle_{\Lambda_j, \beta} \right] \exp \left( -\frac{z^2}{\alpha_j^2} \right),
\]

(42)

where \( 0 < \alpha_{1,n} \leq \alpha_{2,n} \leq \ldots \), \( \{ \pm i\alpha_j,n : j \geq 1 \} \) are all zeros (listed according to their multiplicities) of \( \langle \exp (zY_n) \rangle_{\Lambda_n, \beta} \), and \( \sum_{j \geq 1} 1/\alpha_j^2 \langle Y_n^2 \rangle_{\Lambda_n, \beta} / 2 \).
We define for \( n \in \mathbb{N} \),
\[
c_n := \frac{\sqrt{\langle Y_n^2 \rangle_{\Lambda_n, \beta}}}{\sqrt{2\pi \langle \exp[Y_n^2/(2\langle Y_n^2 \rangle_{\Lambda_n, \beta})] \rangle_{\Lambda_n, \beta}}} \left[ \frac{4!}{-u_4(Y_n)} \right]^{1/4},
\]
\[
d_n := \frac{1}{\langle Y_n^2 \rangle_{\Lambda_n, \beta}} \left[ \frac{-u_4(Y_n)}{4!} \right]^{1/4}.
\]

Then we have
\[
\text{Lemma 3} \quad \text{For any } d \geq 1 \text{ and } \beta \geq 0, \text{ the family of random variables } \{d_n W_n : n \in \mathbb{N}\} \text{ is tight — more precisely,}
\]
\[
c_n \exp(-x^4) \leq f_{d_n W_n}(x) \leq \frac{c_n}{1 + x^4 / 3} \text{ for any } x \in \mathbb{R}
\]
with the constants \( c_n \) satisfying the bounds
\[
\left[ \int_{-\infty}^{\infty} \frac{1}{1 + x^4 / 3} dx \right]^{-1} \leq c_n \leq \left[ \int_{-\infty}^{\infty} \exp(-x^4) dx \right]^{-1} \text{ for any } n \in \mathbb{N}.
\]

\textbf{Proof} A direct computation using \((38), \text{Lemma 2}, (43)\) and \((44)\) gives that
\[
f_{d_n W_n}(x) = \frac{1}{d_n} f_{W_n} \left( \frac{x}{d_n} \right) = c_n \prod_{j \geq 1} \left[ 1 + \frac{x^2}{\alpha_j^2, n [-u_4(Y_n)/4!]^{1/2}} \right] \times \exp \left[ -\frac{x^2}{\alpha_j^2, n [-u_4(Y_n)/4!]^{1/2}} \right].
\]

Now \((45)\) follows by applying the two inequalities below to the exponential term in \((47)\)
\[
\exp(-y^2 / 2) \leq (1 + y) \exp(-y) \leq \frac{1}{1 + y^2 / 6} \text{ for any } y \geq 0.
\]

Clearly, \((45)\) implies that \(\{d_n W_n : n \in \mathbb{N}\}\) is tight and \((46)\).

The following lemma contains some important properties of \(X_n\) and \(Y_n\).

\textbf{Lemma 4} One has
\[
\frac{Y_n}{\sqrt{\langle Y_n^2 \rangle_{\Lambda_n, \beta}}} \Rightarrow N(0, 1),
\]
where \(N(0, 1)\) is a standard normal random variable in the following two situations: (i) any \(d \geq 1\) and any \(\beta \in [0, \beta_c(d))\), (ii) any \(d \geq 4\) and \(\beta = \beta_c(d)\). Furthermore, in those two situations, one has
\[
\left| \langle \exp(z Y_n) \rangle_{\Lambda_n, \beta} \right| \leq \exp \left[ |z|^2 \langle Y_n^2 \rangle_{\Lambda_n, \beta} / 2 \right], \forall z \in \mathbb{C};
\]
\[
\lim_{n \to \infty} \frac{\langle Y_n^2 \rangle_{\Lambda_n, \beta}}{\mathbb{E}_{\Lambda_n, \beta}(X_n^2)} = 0.
\]
Proof For $\beta < \beta_c(d)$, if $Y_n$ were from a translation invariant system (see the second part of Remark 3), then (49) would be a standard result (see, e.g., [21]). For our current $Y_n$, we note that Lemma 2 and (48) imply that for any $x \in \mathbb{R}$

$$\exp(x^2/2) \exp \left[ \frac{x^4 u_4(Y_n)}{24 \lambda_n^2} \right] \leq \langle \exp[x Y_n/\sqrt{\lambda_n}] \rangle_{\Lambda_n, \beta} \leq \exp(x^2/2) \frac{1}{1 - x^4 u_4(Y_n)/(72 \lambda_n^2)}. \tag{52}$$

So (49) follows if one can show

$$\lim_{n \to \infty} \frac{u_4(Y_n)}{\lambda_n^2} = 0; \tag{53}$$

This follows from two observations. On the one hand, Aizenman’s inequality for finite systems (Proposition 5.3 of [1]) and exponential decay of two-point functions when $\beta < \beta_c(d)$ (see [2]) imply that $u_4(Y_n)$ is at most of order $|\lambda_n|$. On the other hand, the trivial exponential lower bound obtained using the Edwards-Sokal coupling (see, e.g., Theorems 1.16 and 3.1 of [15]),

$$\langle \sigma_x \sigma_y \rangle_{\Lambda_n, \beta} \geq \left( \frac{1 - \exp(-2\beta)}{1 + \exp(-2\beta)} \right)^{\|x - y\|}, \quad \forall x, y \in \Lambda_n, \tag{54}$$

implies that $\lambda_n$ is at least of order $|\Lambda_n|$. For $d \geq 4$ and $\beta = \beta_c(d)$, (49) follows from [1, 3, 11]. The inequality (50) follows from (42). For (51), we have

$$\frac{\langle Y_n^2 \rangle_{\Lambda_n, \beta}}{\mathbb{E}_{\Lambda_n, \beta}(X_n^2)} = \frac{\langle Y_n^2 \rangle_{\Lambda_n, \beta} \{ \exp[Y_n^2/(2\langle Y_n^2 \rangle_{\Lambda_n, \beta})] \}^{\langle \exp(V_n/2) \rangle_{\Lambda_n, \beta}}}{\langle V_n \exp(V_n/2) \rangle_{\Lambda_n, \beta}}, \tag{55}$$

where $V_n := Y_n^2/\langle Y_n^2 \rangle_{\Lambda_n, \beta}$. (49) and (50) imply (using the convergence of moments and the inequality $\exp(x) \geq \sum_{k=1}^{M} x^k/k!$ for any $x \geq 0$ and $M \in \mathbb{N}$) that

$$\lim_{n \to \infty} \langle \exp(V_n/2) \rangle_{\Lambda_n, \beta} = \infty. \tag{56}$$

For any $M > 0$, we get from (55) that

$$\frac{\langle Y_n^2 \rangle_{\Lambda_n, \beta}}{\mathbb{E}_{\Lambda_n, \beta}(X_n^2)} \leq \frac{\langle 1|V_n \geq M \rangle \exp(V_n/2) \rangle_{\Lambda_n, \beta} + \langle 1|V_n < M \rangle \exp(V_n/2) \rangle_{\Lambda_n, \beta}}{M\langle 1|V_n \geq M \rangle \exp(V_n/2) \rangle_{\Lambda_n, \beta}}, \tag{57}$$

where $1[\cdot]$ is the indicator function. This combined with (56) implies that

$$\lim_{n \to \infty} \sup_{\mathbb{E}_{\Lambda_n, \beta}(X_n^2)} \frac{\langle Y_n^2 \rangle_{\Lambda_n, \beta}}{\mathbb{E}_{\Lambda_n, \beta}(X_n^2)} = 0, \tag{58}$$

which completes the proof of (51). \qed

We define

$$\tilde{W}_n := \frac{W_n}{\sqrt{\mathbb{E}_{\Lambda_n, \beta}(X_n^2)}} = X_n + \sqrt{\lambda_n} \mathcal{N}(0, 1). \tag{59}$$

Then by (51), we have

$$\mathbb{E}(\tilde{W}_n^2) = \frac{\mathbb{E}_{\Lambda_n, \beta}(X_n^2)}{\mathbb{E}_{\Lambda_n, \beta}(X_n^2)} \to 1 \text{ as } n \to \infty. \tag{60}$$
So \( \{\tilde{W}_n : n \in \mathbb{N}\} \) is tight. The following lemma compares the three families of random variables: \( \{d_n W_n : n \in \mathbb{N}\} \), \( \{\tilde{W}_n : n \in \mathbb{N}\} \), and \( \{X_n / \sqrt{E_{\Lambda_n, \beta}(X_n^2)} : n \in \mathbb{N}\} \).

**Lemma 5** Suppose that there exists a subsequence of \( \mathbb{N} \), \( \{n_k : k \in \mathbb{N}\} \), such that
\[
d_{n_k} W_{n_k} \Rightarrow W \text{ as } k \to \infty \text{ for some random variable } W, \tag{61}
\]
then
\[
\tilde{W}_{n_k} \Rightarrow C_7 W \text{ and } X_{n_k} / \sqrt{E_{\Lambda_{n_k}, \beta}(X_{n_k}^2)} \Rightarrow C_7 W \text{ as } k \to \infty, \tag{62}
\]
where \( C_7 := \sqrt{1/E(W^2)} \in (0, \infty) \).

**Remark 6** Lemma 5 and the proof of Theorem 1 imply the following stronger result: if one of the three families of random variables \( \{d_n W_n : n \in \mathbb{N}\} \), \( \{\tilde{W}_n : n \in \mathbb{N}\} \) and \( \{X_n / \sqrt{E_{\Lambda_n, \beta}(X_n^2)} : n \in \mathbb{N}\} \) has a convergent (in distribution) subsequence, say along \( \{n_k : k \in \mathbb{N}\} \), then the other two families also converge (in distribution) along the same subsequence with their limits equal to the former one up to a linear transformation; and all subsequential limits are not trivial (i.e., not the Dirac point measure at 0).

**Proof** \( \{X_n / \sqrt{E_{\Lambda_n, \beta}(X_n^2)} : n \in \mathbb{N}\} \) is tight since the second moments are uniformly bounded by 1. The converging together lemma (see p. 108 of [7]) and (59), (51) imply that \( \{\tilde{W}_n : n \in \mathbb{N}\} \) and \( \{X_n / \sqrt{E_{\Lambda_n, \beta}(X_n^2)} : n \in \mathbb{N}\} \) have the same convergent subsequences and same corresponding limits. By the tightness of \( \{\tilde{W}_n : n \in \mathbb{N}\} \), we can find a subsequence of \( \{n_k : k \in \mathbb{N}\} \), \( \{m_l : l \in \mathbb{N}\} \), such that
\[
\tilde{W}_{m_l} \Rightarrow C_7 W \text{ for some } C_7 \geq 0 \text{ as } l \to \infty. \tag{63}
\]
By the GHS inequality [13] and (51), we have that for all large \( n \) and any \( x \in \mathbb{R} \),
\[
\mathbb{E} \exp[x \tilde{W}_n] = \exp\left[ x^2 \lambda_n / \left(2E_{\Lambda_n, \beta}(X_n^2)\right) \right] E_{\Lambda_n, \beta} \exp \left( xX_n / \sqrt{E_{\Lambda_n, \beta}(X_n^2)} \right) \leq \exp(x^2). \tag{64}
\]
So we have by (60) that
\[
1 = \lim_{l \to \infty} \mathbb{E} \left( \tilde{W}_{m_l} \right)^2 = \mathbb{E}(C_7 W)^2. \tag{65}
\]
Therefore,
\[
C_7 := \sqrt{1/E(W^2)} \tag{66}
\]
and all subsequential limit of \( \{\tilde{W}_{n_k} : k \geq 1\} \) are the same and thus
\[
\tilde{W}_{n_k} \Rightarrow C_7 W \text{ as } k \to \infty. \tag{67}
\]
We note that \( W \neq 0 \) follows from (45), (46).
3 Proofs of the Main Results

3.1 A Proposition

The following proposition is a key step towards the proof of Theorem 1.

Proposition 1 Suppose that

\[ X_n / \sqrt{\mathbb{E}_{\Lambda_n, \beta}(X_n^2)} \implies X \quad \text{as} \quad n \to \infty \quad \text{for some random variable} \quad X. \]  

(68)

For any fixed \( b > 0 \), let \( Z \) be a random variable with distribution function \( F_Z \) given by

\[ \frac{dF_Z}{dF_X}(x) = \exp(-bx^2) / \mathbb{E} \exp[-bX^2], \]  

(69)

where \( F_X \) is the distribution function of \( X \). Then the random variable \( Z \) is of LY type.

Proof To simply the notation, we denote

\[ \tilde{X}_n := X_n / \sqrt{\mathbb{E}_{\Lambda_n, \beta}(X_n^2)}. \]  

(70)

Define a sequence of random variable \( Z_n \) (or more precisely, a sequence of distribution functions \( F_{Z_n} \)) by

\[ \frac{dF_{Z_n}}{dF_{\tilde{X}_n}}(x) = \exp(-bx^2) / \mathbb{E}_{\Lambda_n, \beta} \exp[-b\tilde{X}_n^2]. \]  

(71)

Then for any continuous and bounded function \( g \), by the continuous mapping theorem (Theorem 3.2.10 of [7]), we have

\[ \mathbb{E}g(Z_n) = \frac{\mathbb{E}_{\Lambda_n, \beta}[g(\tilde{X}_n) \exp[-b\tilde{X}_n^2]]}{\mathbb{E}_{\Lambda_n, \beta} \exp[-b\tilde{X}_n^2]} \to \frac{\mathbb{E}[g(X) \exp[-bX^2]]}{\mathbb{E} \exp[-bX^2]} \quad \text{as} \quad n \to \infty. \]  

(72)

Therefore,

\[ Z_n \implies Z \quad \text{as} \quad n \to \infty. \]  

(73)

Equation (35) implies that

\[ dF_{\tilde{X}_n}(x) = dF_{X_n} \left( x \sqrt{\mathbb{E}_{\Lambda_n, \beta}(X_n^2)} \right) = \frac{\exp[\gamma_n x^2 \mathbb{E}_{\Lambda_n, \beta}(X_n^2)]}{\langle \exp[\gamma_n Y_n^2 \rangle \rangle_{\Lambda_n, \beta}} dF_{Y_n} \left( x \sqrt{\mathbb{E}_{\Lambda_n, \beta}(X_n^2)} \right) \]  

(74)

Combining (71) and (74), we get

\[ dF_{Z_n}(x) = \frac{\exp[\tilde{\gamma}_n x^2 \mathbb{E}_{\Lambda_n, \beta}(X_n^2)]}{\mathbb{E}_{\Lambda_n, \beta} \exp[-b\tilde{X}_n^2] \langle \exp[\gamma_n Y_n^2 \rangle \rangle_{\Lambda_n, \beta}} dF_{Y_n} \left( x \sqrt{\mathbb{E}_{\Lambda_n, \beta}(X_n^2)} \right), \]  

(75)

where

\[ \tilde{\gamma}_n := \frac{1 - b}{\gamma_n \mathbb{E}_{\Lambda_n, \beta}(X_n^2)}. \]  

(76)

Let \( \tilde{X}_n \) be the total magnetization for the perturbed Ising model with Hamiltonian

\[ \tilde{H}_{\Lambda_n, \beta}(\sigma) := -\beta \sum_{[u,v]} \sigma_u \sigma_v - \tilde{\gamma}_n Y_n^2(\sigma), \quad \sigma \in \{-1, +1\}^{\Lambda_n}. \]  

(77)
Then
\[
\frac{dF_{\hat{X}_n}}{dF_{\hat{Y}_n}}(x) = \frac{\exp[\gamma_n x^2]}{\langle \exp[\gamma_n Y_n^2]\rangle_{\Lambda_n, \beta}}.
\]

Hence
\[
dF_{\hat{X}_n} \left( x \sqrt{\frac{\mathbb{E}_{\Lambda_n, \beta}(X_n^2)}{\Lambda_n, \beta}} \right) = \frac{\exp[\gamma_n x^2 \mathbb{E}_{\Lambda_n, \beta}(X_n^2)]}{\langle \exp[\gamma_n Y_n^2]\rangle_{\Lambda_n, \beta}} dF_{\hat{Y}_n} \left( x \sqrt{\frac{\mathbb{E}_{\Lambda_n, \beta}(X_n^2)}{\Lambda_n, \beta}} \right)
\]

Equations (75) and (79) imply that
\[
Z_n \overset{d}{=} \hat{X}_n \sqrt{\frac{\mathbb{E}_{\Lambda_n, \beta}(X_n^2)}{\Lambda_n, \beta}},
\]

where \(d\) denotes equal in distribution) and
\[
\mathbb{E}_{\Lambda_n, \beta} \exp[-b \hat{X}_n^2] \langle \exp[\gamma_n Y_n^2]\rangle_{\Lambda_n, \beta} = \langle \exp[\gamma_n Y_n^2]\rangle_{\Lambda_n, \beta}.
\]

From the definition of \(\gamma_n\) in (76), \(\gamma_n\) in (34), and (51), we know that
\[
\lim_{n \to \infty} \frac{\hat{\gamma}_n}{\gamma_n} = 1.
\]

So the interactions in (77) are ferromagnetic for all large \(n\). Therefore, by the Lee–Yang theorem [17], the moment generating function of \(\hat{X}_n\) has only pure imaginary zeros. So (80) says that each \(Z_n\) is of LY type, and thus \(Z\) is of LY type by (73) and Theorem 7 of [22]. □

### 3.2 Proof of Theorem 1

For ease of reference, we state without proof the following lemma since the proof follows directly from Hurwitz’s theorem (see, e.g., p. 4 of [18]).

**Lemma 6** Let \(f_n\) be a sequence of analytic functions on \(\mathbb{C}\) such that all zeros (listed according to their multiplicities) of \(f_n\) are \(\{\pm ia_{j,n} : j \geq 1\}\) with \(0 < \alpha_1, n \leq \alpha_2, n \leq \ldots\). Suppose that \(f_n\) converge uniformly on compact subsets of \(\mathbb{C}\) to an analytic function \(f\), and all zeros (listed according to their multiplicities) of \(f\) are \(\{\pm ia_j : j \geq 1\}\) with \(0 < a_1 \leq a_2 \leq \ldots\). Then we have
\[
\lim_{n \to \infty} a_{j,n} = a_j \text{ for each } j \geq 1.
\]

We are ready to prove Theorem 1.

**Proof of Theorem 1** By the assumption of the theorem, we have
\[
X_{n_k}/\sqrt{\mathbb{E}_{\Lambda_{n_k}, \beta}(X_{n_k}^2)} \implies X \text{ as } k \to \infty.
\]

The converging together lemma (see p. 108 of [7]) and (59), (51), together with (37), imply that \(\{\tilde{W}_n : n \in \mathbb{N}\}\) and \(\{X_{n_k}/\sqrt{\mathbb{E}_{\Lambda_{n_k}, \beta}(X_{n_k}^2)} : n \in \mathbb{N}\}\) have the same convergent subsequences and same corresponding limits. So we have
\[
\tilde{W}_{n_k} \implies X \text{ as } k \to \infty.
\]
Lemma 3 implies tightness and non-triviality of any subsequential limit; so there is a subsequence of \( \{n_k : k \in \mathbb{N}\} \), \( \{m_l : l \in \mathbb{N}\} \), and a random variable \( W \) such that

\[
d_{m_l} W_{m_l} \implies W := C_8 X \quad \text{as} \quad l \to \infty \quad \text{for some} \quad C_8 \in (0, \infty).
\]  

(85)

Let \( F_W \) be the distribution function of \( W \). Proposition 1 implies that Theorem 2 of [20] can be applied to \( W \) and so that either

\[
d F_W (x) = \frac{1}{2} \delta_{-x_0} + \frac{1}{2} \delta_{x_0} \quad \text{for some} \quad x_0 \in \mathbb{R},
\]  

(86)

or \( F_W \) has a density of the form

\[
f_W (x) = K x^{2m} \exp[-\kappa_1 x^4 - \kappa_2 x^2] \prod_{j \geq 1} \left[ 1 + \frac{x^2}{a_j^2} \right] \exp \left( -\frac{x^2}{a_j^2} \right),
\]  

(87)

where \( K > 0, m = 0, 1, 2, \ldots, 0 < a_1 \leq a_2 \leq \ldots, \sum_{j \geq 1} 1/a_j^4 < \infty, \kappa_1 > 0 \) and \( \kappa_2 \in \mathbb{R} \) (or \( \kappa_1 = 0 \) and \( \kappa_2 + \sum_{j \geq 1} 1/a_j^2 > 0 \)); \( \{a_j : j \geq 1\} \) may be empty, finite or infinite and the condition

\[
\kappa_2 + \sum_{j \geq 1} 1/a_j^2 > 0
\]

is considered to be satisfied if \( \sum_{j \geq 1} 1/a_j^2 = \infty \).

From (47), we know that for each fixed \( n \in \mathbb{N} \),

\[
f_{d_{m_l} W_{m_l}} (x) \quad \text{is decreasing on} \quad [0, \infty)
\]  

(88)

since \((1 + y) \exp(-y)\) is so. Hence,

\[
\Pr(W \in [0, a]) = \lim_{l \to \infty} \Pr(d_{m_l} W_{m_l} \in [0, a]) \geq \lim_{l \to \infty} \Pr(d_{m_l} W_{m_l} \in [a, 2a]) = \Pr(W \in [a, 2a])
\]  

(89)

for any \( a > 0 \) and \( a, 2a \) are points of continuity of \( F_W \). Note that \( W \neq 0 \) (see Lemmas 3 and 5, and Remark 6). So \( F_W \) can not be of the form (86) because (86) would not satisfy (89) for all \( a > 0 \). That means \( F_W \) has a density of the form (87). In particular, this implies that the density of \( W \) evaluated at 0 is

\[
f_W (0) = \lim_{\epsilon \to 0} \frac{\lim_{l \to \infty} \int_{-\epsilon}^{\epsilon} f_{d_{m_l} W_{m_l}} (x) dx}{\epsilon}.
\]  

(90)

Combining (90) with Lemma 3, we get that there exists a \( c \in (0, \infty) \) such that the following limit exists:

\[
\lim_{l \to \infty} c_{m_l} = c := f_W (0).
\]  

(91)

Clearly, \( f_W (0) > 0 \) implies that \( m = 0 \) in (87). Note that by (41)

\[
\alpha_{j,n}^2 [-u_4(Y_n)/4!]^{1/2} = \left[ \frac{1}{2} \sum_{k \geq 1} \frac{\alpha_{j,n}^4}{\alpha_{k,n}^4} \right]^{1/2} \geq \left( \frac{j}{2} \right)^{1/2} \quad \text{for each} \quad j \geq 1.
\]  

(92)
Therefore, by a standard diagonalization argument, we can extract a subsequence of each bounded subset of .

From (47), we know all zeros of \( f_{W} \) are \( \{ \pm i \alpha_{j, p_{q}} [ -u_{4}(Y_{p_{q}}) / 4! ]^{1/4} : j \geq 1 \} \) with \( 0 < \alpha_{1, p_{q}} \leq \alpha_{2, p_{q}} \leq \ldots \).
from (87) and the fact that \( m = 0 \), we know all zeros of \( f_W \) are
\[
\{ \pm ia_j : j \geq 1 \} \text{ with } 0 < a_1 \leq a_2 \leq \ldots .
\] (102)

Consequently, (100) and Hurwitz’s theorem (see Lemma 6) imply that
\[
\lim_{q \to \infty} \alpha_{j,p_q} \left[ -u_4(Y_{p_q})/4! \right]^{1/4} = a_j \text{ for each } j \geq 1.
\] (103)

So (92), (96), (103) and the dominated convergence theorem give that
\[
b_k = \sum_{j \geq 1} \frac{1}{a_j^{2k}} \text{ for each } k > 2.
\] (104)

Combining this with (99) gives that
\[
f_W(x) = c \exp \left\{ -x^4 + \sum_{k=3}^{\infty} (-1)^{k-1} x^{2k} \frac{\sum_{j \geq 1} a_j^{-2k}}{k} \right\}, \quad \forall x \in \mathbb{R} \text{ and } |x| < \left( \frac{1}{2} \right)^{1/4}
\] (105)

where we have used \( b_2 = 2 \). By (92) and (103), we have
\[
a_j^2 \geq \left( \frac{j}{2} \right)^{1/2} \text{ for each } j \geq 1.
\] (106)

So applying the argument leading to (93) to the product in (87), we obtain (recall \( m = 0 \))
\[
f_W(x) = K \exp \left[ -\kappa_1 x^4 - \kappa_2 x^2 \right] \exp \left\{ \sum_{k=2}^{\infty} (-1)^{k-1} x^{2k} \frac{\sum_{j \geq 1} a_j^{-2k}}{k} \right\}, \quad |x| < \left( \frac{1}{2} \right)^{1/4}
\] (107)

Comparing (105) and (107), we get
\[
K = c, \kappa_2 = 0, \kappa_1 + \sum_{j \geq 1} a_j^{-4} = 1.
\] (108)

Finally, we show that \( d_{n_k} W_{n_k} \) converges in distribution to \( W \) as \( k \to \infty \). Suppose that there is another subsequence of \( \{n_k : k \in \mathbb{N} \} \), \( \{\tilde{m}_l : l \in \mathbb{N} \} \), and a random variable \( \tilde{W} \) such that
\[
d_{\tilde{m}_l} W_{\tilde{m}_l} \Longrightarrow \tilde{W} := C_9 X \text{ as } l \to \infty \text{ for some } C_9 \in (0, \infty),
\] (109)

where we have used (84). Then by (85) and (109), we have
\[
\tilde{W} \overset{d}{=} \rho W \text{ for some } \rho \in (0, \infty).
\] (110)

The arguments leading to (100), (103) and (108) also imply that there exists a subsequence of \( \{\tilde{m}_l : l \in \mathbb{N} \} \), \( \{\tilde{p}_q : q \in \mathbb{N} \} \), such that
\[
\lim_{q \to \infty} f_{d_{\tilde{p}_q}} W_{\tilde{p}_q}(x) = f_{\tilde{W}}(x) = \tilde{K} \exp[-\tilde{\kappa}_1 x^4] \prod_{j \geq 1} \left[ \left( 1 + \frac{x^2}{\tilde{a}_j} \right) \exp \left( -\frac{x^2}{\tilde{a}_j^2} \right) \right]
\] (111)

uniformly on compact subsets of \( \mathbb{C} \) where
\[
\lim_{q \to \infty} \alpha_{j,\tilde{p}_q} \left[ -u_4(Y_{\tilde{p}_q})/4! \right]^{1/4} = \tilde{a}_j \text{ for each } j \geq 1,
\] (112)
\[
\tilde{\kappa}_1 + \sum_{j \geq 1} \frac{\tilde{a}_j^{-4}}{2} = 1.
\] (113)
The relation between $\tilde{W}$ and $W$ in (110), (87) and (108) give
\[
f_{\tilde{W}}(x) = \frac{1}{\rho} f_W \left( \frac{x}{\rho} \right) = \frac{K}{\rho} \exp \left[ -\kappa_1 x^4 \right] \times \prod_{j \geq 1} \left[ 1 + \frac{x^2}{\rho^2 a_j^2} \right] \exp \left( -\frac{x^2}{\rho^2 a_j^2} \right), \quad \forall x \in \mathbb{C}. \tag{114}
\]

From (111) and (114), we get
\[
\tilde{\kappa}_1 = \frac{\kappa_1}{\rho^4}, \quad \tilde{a}_j = \rho a_j \text{ for each } j \geq 1. \tag{115}
\]

Plugging this into (113) and using (108), we get $\rho = 1$. Therefore
\[
d_{nk} W_{nk} \implies W \text{ as } k \to \infty, \tag{116}
\]
\[
\lim_{k \to \infty} \alpha_{j,nk} \left[ -u_4(Y_{nk})/4! \right]^{1/4} = a_j \text{ for each } j \geq 1. \tag{117}
\]

This completes the proof of Theorem 1 by applying Lemma 5. \hfill \Box

### 3.3 Proof of Corollary 1

We conclude this section with a proof of Corollary 1.

**Proof of Corollary 1** Let $W$ be a random variable with density function
\[
f_W(x) = \exp(-x^4) / \int_{-\infty}^{\infty} \exp(-t^4) dt, \quad \forall x \in \mathbb{R}. \tag{118}
\]
Then we have
\[
\mathbb{E}(W^2) = \int_{-\infty}^{\infty} x^2 \exp(-x^4) dx = \frac{\Gamma(3/4)}{\Gamma(1/4)}. \tag{119}
\]

So to prove Corollary 1, by Theorem 1, it suffices to show that there exists $\beta_1(d) \in (0, \beta_c(d))$ such that for any $\beta \in [0, \beta_1(d))$, we have that
\[
\lim_{n \to \infty} \alpha_{1,n} \left[ -u_4(Y_n)/4! \right]^{1/4} = \infty. \tag{120}
\]

By [27] or Theorem A of [25], there exists $\beta_1(d) \in (0, \beta_c(d))$ such that for any $\beta \in [0, \beta_1(d))$, there is $C_{10} = C_{10}(d, \beta) \in (0, \infty)$ satisfying
\[
\alpha_{1,n} \geq C_{10} \text{ uniformly in } n. \tag{121}
\]

Note that
\[
\langle \exp(z Y_n) \rangle_{\Lambda_n, \beta} \neq 0 \text{ is equivalent to } \sum_{\sigma \in \{-1,+1\}^\Lambda_n} \exp \left[ \beta \sum_{\{u\}} \sigma_u \sigma_v + z \sum_{u \in \Lambda_n} \sigma_u \right] = 0. \tag{122}
\]

We also note that
\[
\langle \exp(z Y_n) \rangle_{\Lambda_n, \beta} = (-1)^{k|\Lambda_n|} \langle \exp((z + ik\pi) Y_n) \rangle_{\Lambda_n, \beta} \text{ for any } k \in \mathbb{Z}. \tag{123}
\]
since $Y_n$ and $|\Lambda_n|$ always have the same parity. So the arguments from (129) to (132) in the Appendix imply that exactly $|\Lambda_n|$ roots of $\langle \exp(z Y_n) \rangle_{\Lambda_n, \beta}$ lie in the interval $i[0, \pi)$:

$$
\alpha_{1,n} = \frac{\theta_{1,n}}{2}, \alpha_{2,n} = \frac{\theta_{2,n}}{2}, \ldots, \alpha_{|\Lambda_n|, n} = \frac{\theta_{|\Lambda_n|, n}}{2} \text{ where }
0 < \theta_{1,n} \leq \theta_{2,n} \leq \cdots \leq \theta_{|\Lambda_n|, n} < 2\pi.
$$

(124)

Therefore, all roots of $\langle \exp(z Y_n) \rangle_{\Lambda_n, \beta}$ are

$$
\{ (\pm i)(\theta_{l,n}/2 + k\pi) : l \in \{1, 2, \ldots, |\Lambda_n|\}, k \in \{0, 1, 2, \ldots\} \}.
$$

(125)

This implies that for any $\beta \geq 0$, using (41), we have

$$
- u_4(Y_n)/4! = \frac{1}{2} \sum_{j \geq 1} \alpha_{j,n}^{-4} = \frac{1}{2} \sum_{l=1}^{|\Lambda_n|} \sum_{k=0}^{\infty} \left( \frac{\theta_{l,n}}{2} + k\pi \right)^{-4}
\geq \frac{|\Lambda_n|}{2} \sum_{k=0}^{\infty} (\pi + k\pi)^{-4} \geq C_{11}|\Lambda_n|,
$$

(126)

where $C_{11} \in (0, \infty)$. Clearly, (120) follows from (121) and (126).

\[\Box\]
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### Appendix: Limit Distribution of Lee–Yang Zeros When $\beta < \beta_c(d)$

In this appendix, we prove that when $\beta < \beta_c(d)$, the limiting distribution of Lee–Yang zeros has no mass in an arc containing $\exp(i0)$ of the unit circle. This is stated as a conjecture in Sect. 1.3 of [6]. As can be seen from below, the proof follows essentially from Theorem 1.2 of [12] and Theorem 1.5 of [23]. We present a slightly different and relatively self-contained proof here which might be better suited to the context. We came up with this proof before we knew of the existence of [12].

Let $\Lambda \subseteq \mathbb{Z}^d$ be finite. The Ising model on $\Lambda$ at inverse temperature $\beta \geq 0$ with free boundary conditions and external field $h \in \mathbb{R}$ is defined by the probability measure $\mathbb{P}_{\Lambda, \beta, h}$ on $\{-1, +1\}^\Lambda$ such that for each $\sigma \in \{-1, +1\}^\Lambda$

$$
\mathbb{P}_{\Lambda, \beta, h}(\sigma) := \frac{\exp\left[\beta \sum_{\{u,v\} \in \Lambda} \sigma_u \sigma_v + h \sum_{u \in \Lambda} \sigma_u\right]}{Z_{\Lambda, \beta, h}},
$$

(127)

where the first sum is over all nearest-neighbor edges in $\Lambda$, and $Z_{\Lambda, \beta, h}$ is the partition function that makes (127) a probability measure. In this appendix, we will consider complex $h \in \mathbb{C}$. A famous result due to Lee and Yang [17] is that $Z_{\Lambda, \beta, h} \neq 0$ if $h \notin i\mathbb{R}$ where $i\mathbb{R}$ denotes the pure imaginary axis. So the fraction in (127) is well-defined if $h \notin i\mathbb{R}$ but it could take a complex value, and thus $\mathbb{P}_{\Lambda, \beta, h}$ is a complex measure. Let $\langle \cdot \rangle_{\Lambda, \beta, h}$ denote the expectation with respect to $\mathbb{P}_{\Lambda, \beta, h}$. For example, the magnetization at $u \in \Lambda$ is defined by

$$
\langle \sigma_u \rangle_{\Lambda, \beta, h} := \sum_{\sigma \in \{-1, +1\}^\Lambda} \sigma_u \exp\left[\beta \sum_{\{u,v\} \in \Lambda} \sigma_u \sigma_v + h \sum_{u \in \Lambda} \sigma_u\right]/Z_{\Lambda, \beta, h}.
$$

(128)
Let $\Lambda_n := [-n, n]^d \cap \mathbb{Z}^d$ and $E_n$ be the set of all nearest-neighbor edges $\{u, v\}$ with $u, v \in \Lambda_n$. Note that

$$Z_{\Lambda_n, \beta, h} = \sum_{\sigma \in \{-1, 1\}^{\Lambda_n}} \exp \left[ \beta \sum_{\{u, v\} \in E_n} \sigma_u \sigma_v + h \sum_{u \in \Lambda_n} \sigma_u \right] (129)$$

$$= \exp [\beta|E_n| + h|\Lambda_n|] \sum_{\sigma \in \{-1, 1\}^{\Lambda_n}} \exp \left[ \beta \sum_{\{u, v\} \in E_n} (\sigma_u \sigma_v - 1) + h \sum_{u \in \Lambda_n} (\sigma_u - 1) \right]. (130)$$

Let $z = e^{-2h}$ throughout the appendix and write $Z_{\Lambda_n, \beta}(z) := Z_{\Lambda_n, \beta, h}$. Then the outmost sum in (130) is a polynomial of $z$ with degree $|\Lambda_n|$. So by the fundamental theorem of algebra, $Z_{\Lambda_n, \beta}(z)$ has exactly $|\Lambda_n|$ complex roots. The Lee–Yang circle theorem [17] says that these $|\Lambda_n|$ roots are on the unit circle $\partial \mathbb{D}$ where $\mathbb{D} := \{z \in \mathbb{C} : |z| < 1\}$ is the unit disk. So we may assume that these roots are

$$\exp(i\theta_{1,n}), \exp(i\theta_{2,n}), \ldots, \exp(i\theta_{|\Lambda_n|,n}) \text{ where } 0 < \theta_{1,n} \leq \theta_{2,n} \leq \cdots \leq \theta_{|\Lambda_n|,n} < 2\pi. (131)$$

Note that we have used the fact that $Z_{\Lambda_n, \beta}(1) > 0$. By the spin-flip symmetry, $Z_{\Lambda_n, \beta, -h} = Z_{\Lambda_n, \beta, h}$ for any $h \in \mathbb{C}$. As a result, those $|\Lambda_n|$ roots in (131) are symmetric with respect to the real-axis. Combining (130) and (131), we have

$$Z_{\Lambda_n, \beta}(z) = \exp[\beta|E_n| - (\ln|z|)|\Lambda_n|/2] \prod_{j=1}^{|\Lambda_n|} \left[ z - \exp(i\theta_{j,n}) \right], \quad z \in \mathbb{C} \setminus (-\infty, 0]. (132)$$

Here we take out $(-\infty, 0]$ from $\mathbb{C}$ so that $h = -(\ln z)/2$ is analytic in this slit domain. Therefore,

$$\frac{\partial \ln Z_{\Lambda_n, \beta}(z)}{\partial z} = -\frac{|\Lambda_n|}{2z} + \sum_{j=1}^{|\Lambda_n|} \frac{1}{z - \exp(i\theta_{j,n})}, \quad \forall z \in \mathbb{D} \setminus (-1, 0]. (133)$$

It is easy to see that

$$\left\langle \sum_{u \in \Lambda_n} \sigma_u \right\rangle_{\Lambda_n, \beta, h} = \frac{\partial \ln Z_{\Lambda_n, \beta, h}}{\partial h} = \frac{\partial \ln Z_{\Lambda_n, \beta}(z)}{\partial z} \frac{\partial z}{\partial h} = -2z \frac{\partial \ln Z_{\Lambda_n, \beta}(z)}{\partial z}, \quad \forall z \in \mathbb{D} \setminus (-1, 0]. (134)$$

We define the average magnetization density in $\Lambda_n$ by

$$m_{\Lambda_n}(z) := \frac{\sum_{u \in \Lambda_n} \sigma_u}{|\Lambda_n|}, \quad \forall z \in \mathbb{C} \setminus \partial \mathbb{D}, (135)$$
where we have dropped the $\beta$ dependence in $m_{\Lambda_n}(z)$. By (133) and (134), we have

$$m_{\Lambda_n}(z) = 1 - \frac{2z}{|\Lambda_n|} \sum_{j=1}^{|\Lambda_n|} \frac{1}{z - \exp(i\theta_{j,n})}$$

$$= \frac{1}{|\Lambda_n|} \sum_{j=1}^{|\Lambda_n|} \exp(i\theta_{j,n}) + z, \quad \forall z \in \mathbb{D} \setminus (-1, 0]. \quad (136)$$

By using the definition of $\langle \cdot \rangle_{\Lambda,\beta,h}$ (see (128)), we know that $m_{\Lambda_n}(z)$ is a rational function of $z$ with poles on $\partial \mathbb{D}$, and thus (136) holds for each $z \in \mathbb{D}$. We define the empirical distribution

$$\mu_n := \frac{1}{|\Lambda_n|} \sum_{j=1}^{|\Lambda_n|} \delta_{\exp(i\theta_{j,n})}, \quad (137)$$

where $\delta_{\exp(i\theta_{j,n})}$ is the unit Dirac point measure at $\exp(i\theta_{j,n})$. Then

$$m_{\Lambda_n}(z) = \int_{\partial \mathbb{D}} \frac{e^{i\theta} + z}{e^{i\theta} - z} d\mu_n(e^{i\theta}), \quad \forall z \in \mathbb{D}. \quad (138)$$

Since $\mu_n$’s live on the unit circle, $\{\mu_n : n \in \mathbb{N}\}$ is tight. So there is a subsequence of $\mathbb{N}$, $\{n_k : k \in \mathbb{N}\}$, such that $\mu_{n_k} \Rightarrow \mu$ as $k \to \infty$ where $\mu$ is some probability measure on $\partial \mathbb{D}$. We will see later that $\mu$ is actually unique. Therefore,

$$m_{\Lambda_{n_k}}(z) = \int_{\partial \mathbb{D}} \frac{e^{i\theta} + z}{e^{i\theta} - z} d\mu_{n_k}(e^{i\theta}) \to \int_{\partial \mathbb{D}} \frac{e^{i\theta} + z}{e^{i\theta} - z} d\mu(e^{i\theta}) \text{ as } k \to \infty, \quad \forall z \in \mathbb{D}. \quad (139)$$

Note that

$$\Re m_{\Lambda_{n_k}}(z) = \int_{\partial \mathbb{D}} \Re \frac{e^{i\theta} + z}{e^{i\theta} - z} d\mu_{n_k}(e^{i\theta}) = \int_{\partial \mathbb{D}} \frac{1 - |z|^2}{|e^{i\theta} - z|^2} d\mu_n(e^{i\theta}) > 0, \quad \forall z \in \mathbb{D}, \quad (140)$$

and $m_{\Lambda_{n_k}}(0) = 1$. So $m_{\Lambda_{n_k}}$ is a Herglotz function. See Sect. 8.4 of [26] for more details. From (138), we know

$$|m_{\Lambda_n}(z)| \leq \frac{1 + r}{1 - r}, \quad \text{for any } z \text{ satisfying } |z| \leq r < 1. \quad (141)$$

So $\{m_{\Lambda_n} : n \in \mathbb{N}\}$ is locally uniformly bounded. It is well-known that

$$\lim_{n \to \infty} m_{\Lambda_n}(z) = \langle \sigma_0 \rangle_{\mathbb{Z}^d,\beta,h}, \quad \forall z \in (0, 1), \quad (142)$$

where $\langle \cdot \rangle_{\mathbb{Z}^d,\beta,h}$ is the expectation with respect to the unique infinite volume measure when $\beta \geq 0$ and $h > 0$ (see, e.g., Proposition 3.29 and Theorem 3.46 of [10]). So by Vitali’s theorem (see, e.g., Theorem B.25 of [10]),

$$m(z) := \lim_{n \to \infty} m_{\Lambda_n}(z) \quad (143)$$

exists locally uniformly on $\mathbb{D}$ and $m$ is a Herglotz function. Comparing (139) and (143), we obtain

$$m(z) = \int_{\partial \mathbb{D}} \frac{e^{i\theta} + z}{e^{i\theta} - z} d\mu(e^{i\theta}), \quad \forall z \in \mathbb{D}. \quad (144)$$

We define

$$m(z) := -m(1/z), \quad \forall z \in \mathbb{C} \setminus \overline{\mathbb{D}}. \quad (145)$$
Since \(\langle \sigma_x \rangle_{\Lambda_n,\beta,h} = -\langle \sigma_x \rangle_{\Lambda_n,\beta,-h}\) for any \(x \in \Lambda_n\) and \(h \in \mathbb{C} \setminus i\mathbb{R}\), we get
\[
m(z) = \lim_{n \to \infty} m_{\Lambda_n}(z), \quad \forall z \in \mathbb{C} \setminus \overline{D}.
\] (146)

The following Stieltjes inversion formula on page 12 of [26] will be very important to our analysis of \(\mu\).

**Theorem A** (Stieltjes Inversion Formula) Let \(\gamma := \{e^{it} : a < t < b\}\) be an open arc on \(\partial \mathbb{D}\) with endpoints \(e^{ia}\) and \(e^{ib}\), \(0 < b - a < 2\pi\). Then
\[
\mu(\gamma) + \frac{1}{2} \mu(\{e^{ia}\}) + \frac{1}{2} \mu(\{e^{ib}\}) = \lim_{\gamma \uparrow b^{\pm}} \frac{1}{2\pi} \int_{\gamma} \Re m(re^{i\theta}) d\theta.
\] (147)

In particular, Theorem A implies that the \(\mu\) we obtained from the subsequential limit is unique, that is, we have \(\mu_n \xrightarrow{n \to \infty} \mu\). We call \(\mu\) the **limiting distribution of Lee–Yang zeros**. Note that \(\mu\) is actually a function of \(\beta\). Let \(\beta_c(d)\) be the critical inverse temperature of the Ising model on \(\mathbb{Z}^d\). We are ready to prove the main result about \(\mu\).

**Theorem B** For any \(d \geq 1\) and any \(\beta \in [0, \beta_c(d)]\), there is \(\epsilon > 0\) (which only depends on \(\beta\) and \(d\)) such that
\[
\mu\left(\{e^{it} : -\epsilon < t < \epsilon\}\right) = 0.
\] (148)

**Proof** By Theorem A,
\[
\mu\left(\{e^{it} : -\epsilon < t < \epsilon\}\right) + \frac{1}{2} \mu\left(\{e^{i\epsilon}\}\right) + \frac{1}{2} \mu\left(\{e^{i\epsilon}\}\right) = \lim_{\gamma \uparrow b^{\pm}} \frac{1}{2\pi} \int_{\gamma} \Re m(re^{i\theta}) d\theta.
\] (149)

By (145) and (146), and continuity of \(m\) in \(D(1, 2\epsilon) := \{z \in \mathbb{C} : |z - 1| < 2\epsilon\}\). Then both \(\Re m(re^{-i\theta})\) and \(\Re m(re^{i\theta})\) are bounded if \(re^{-i\theta}\) and \(re^{i\theta}\) are in \(D(1, \epsilon)\). The dominated convergence theorem implies that
\[
\mu\left(\{e^{it} : -\epsilon < t < \epsilon\}\right) + \frac{1}{2} \mu\left(\{e^{i\epsilon}\}\right) + \frac{1}{2} \mu\left(\{e^{i\epsilon}\}\right) = \frac{1}{2\pi} \int_{0}^{\epsilon} \lim_{\gamma \uparrow b^{\pm}} \Re m(re^{-i\theta}) + \lim_{\gamma \uparrow b^{\pm}} \Re m(re^{i\theta}) d\theta.
\] (153)

By (145) and (146), and continuity of \(m\) in \(D(1, 2\epsilon)\), we have
\[
\lim_{\gamma \uparrow b^{\pm}} \Re m(re^{-i\theta}) = -\lim_{\gamma \uparrow b^{\pm}} \Re m(r^{-1}e^{i\theta}) = -\lim_{\gamma \uparrow b^{\pm}} \Re m(re^{i\theta}).
\] (154)

Plugging this into (153), we get
\[
\mu\left(\{e^{it} : -\epsilon < t < \epsilon\}\right) + \frac{1}{2} \mu\left(\{e^{i\epsilon}\}\right) + \frac{1}{2} \mu\left(\{e^{i\epsilon}\}\right) = 0,
\] (155)
which concludes the proof of the theorem. \(\square\)
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