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With the continuous advancement of technology, the amount of information and knowledge disseminated on the Internet every day has been developing several times. At the same time, a large amount of bilingual data has also been produced in the real world. These data are undoubtedly a great asset for statistical machine translation research. Based on the dual-sentence quality corpus screening, two corpus screening strategies are proposed first, based on the double-sentence pair length ratio method and the word-based alignment information method. The innovation of these two methods is that no additional linguistic resources such as bilingual dictionary and syntactic analyzer are needed as auxiliary. No manual intervention is required, and the poor quality sentence pairs can be automatically selected and can be applied to any language pair. Secondly, a domain adaptive method based on massive corpus is proposed. The method based on massive corpus utilizes massive corpus mechanism to carry out multidomain automatic model migration. In this domain, each domain learns the intradomain model independently, and different domains share the same general model. Through the method of massive corpus, these models can be combined and adjusted to make the model learning more accurate. Finally, the adaptive method of massive corpus filtering and statistical machine translation based on cloud platform is verified. Experiments show that both methods have good effects and can effectively improve the translation quality of statistical machines.

1. Introduction

Currently, corpus-based translation system relies on large-scale bilingual parallel corpus, uses the translation model to estimate the probability, and selects the final translation result based on the translation probability. The advantage of the corpus-based translation method over the rule-based translation method is that it does not require much human and material participation in the construction of the model. The researchers themselves do not need to master the level of linguistic experts in the mastery of the two languages. The threshold is not so high, which allows more interested scholars and researchers to invest in it. Depending on the specific translation strategy, corpus-based machine translation can be divided into statistical-based machine translation and instance-based machine translation. The statistical-based method is the mainstream method of current machine translation.

The early stages of statistical machine translation development use only some coarse-grained features, such as bidirectional phrase translation probabilities [1–3], bidirectional lexical translation probabilities [4], vocabulary length penalties [5], phrase lengths, punishment [6], language model [7], and sequence model [8–10]. Many systems use only these 10–20 features to complete the translation process and use the minimum error rate training (MERT) method [11–13] to perform feature weight adjustment. With the development of statistical translation models and the widespread use of massive data, researchers have found that the use of fine-grained
features [14] can further improve the accuracy of the translation system. However, the use of a large number of fine-grained features poses a great challenge to the adjustment of feature weights. The traditional MERT method can only adjust the weights of dozens of features but cannot do anything for a translation system with thousands of features. References [15–17] proposed a training algorithm based on max-violation perceptron and forced decoding [18], which can be used to translate the system by using all bilingual training data, large-scale discriminative training, and support for tens of millions of sparse features. Compared to the MERT and PRO methods, this approach can bring very significant performance improvements [19, 20] and further maximizes the use of perceptual machine training methods. The hierarchical phrase translation system has also achieved good results. The traditional statistical machine translation domain adaptive method usually migrates the model for a single domain. For example, the training data is news corpus, and the test data is network corpus. However, most practically in the application scenario, it is necessary to perform model migration on multiple domains at the same time. For example, for online translation services, the user’s input is usually text from various fields, which requires the statistical machine translation model to process automatically according to the actual input. The field adaptive research of deep learning translation is still relatively few, and the existing work has not given a clear domain label. However, the actual translation of scientific and technological literature often faces multiple professional fields, and the use of existing knowledge to organize information, such as the keywords of the paper, the scientific and technological word system, and other knowledge to obtain more clear semantic tags, helps to divide the corpus more finely.

In view of this, this paper mainly studies the multidomain adaptive method of statistical machine translation based on massive corpus under the cloud computing platform. Firstly, two corpus screening strategies are proposed, based on the double-sentence pair length ratio method and the word alignment information based method. The innovation of these two methods is that no additional linguistic resources such as bilingual dictionary and syntactic analyzer are needed as auxiliary. No manual intervention is required, and the poor quality sentence pairs can be automatically selected, and can be applied to any language pair. Secondly, a domain adaptive method based on massive corpus is proposed. The method based on massive corpus utilizes massive corpus mechanism to carry out multidomain automatic model migration. In this domain, each domain learns the intradomain model independently, and different domains share the same general model. Through the method of massive corpus, these models can be combined and adjusted to make the model learning more accurate. Finally, the adaptive method of massive corpus filtering and statistical machine translation based on cloud platform is verified. Experiments show that both methods have good effects and can effectively improve the translation quality of statistical machines.

2. Massive Corpus Screening Strategy under Cloud Computing Platform

2.1. Cloud Computing Platform Framework. The Hadoop Distributed File System (HDFS) can be deployed on a large number of inexpensive machines to store up terabytes and petabytes of data in a highly fault-tolerant and reliable manner. It combines well with the MapReduce model to provide high-throughput data access. The structure of DFS is shown in Figure 1.

As can be seen in Figure 1, an HDFS cluster that consists with a NameNode and multiple DataNodes was discussed. The metadata and the DataNode are actual data. The application accesses the NameNode to get the metadata of the file, and the actual I/O operation is directly interacting with the DataNode. The NameNode is the primary control server responsible for managing the file system namespace and coordinating application access to files, recording any changes to the namespace or changes to their properties. The DataNode is responsible for storage management on the physical node where the file is located. The feature of HDFS is that the data is “write once, read many times.” The files of HDFS are generally divided into different data blocks according to a certain size, and each data block is dispersed into different DataNodes as much as possible. In addition to the data block operation of the file system, the NameNode also determines the mapping of the data block to the DataNode.

2.2. Massive Corpus Screening Strategy. For statistical machine translation systems, the intuitive understanding is that increasing the size of the training data can help improve system performance. Massive data is easier to obtain in today’s information environment than ever before. Scholars have built knowledge bases such as parallel sentence pairs and bilingual dictionaries by crawling bilingual web pages [21]. There are more and more sources of corpora, from multilingual websites, comparable bilingual corpora, human translated text, and more. The scale of building parallel corpora has been large, and it can be used for statistical machine translation system training. Too many errors must affect statistical machine translation systems that rely on data quality. In view of the fact that there is no qualitative change in the current statistical model, it is necessary to acquire new model features by training the corpus. Therefore, in order to train a high-performance statistical machine translation system, it is necessary to process and screen the training data. In this paper, two methods are used to filter the noise sentence pairs in the bilingual parallel corpus: the method based on the sentence pair length ratio and the method based on the alignment information.

2.2.1. Method Based on Sentence to Length Ratio. In general, the length of a pair of statements that are translated should be proportional to a certain ratio. However, most parallel corpora contain sentence pairs that do not match the length ratio. These sentence pairs are usually noise in the corpus. Noise phenomena caused by the length ratio include...
monolingual errors, alignment errors, and inclusion of unknown tags (html tags, etc.). These phenomena have been observed, and many noise sentence pairs whose length ratios do not conform to the regularity are found in the experimental corpus. Some examples are listed in Table 1.

In order to remove such pairs of erroneous sentences, we set a length rule that defines the length ratio as

$$LR(f, e) = \frac{|f|}{|e|},$$

where $f$ is the source sentence, $e$ is the target sentence, and $|f|$ and $|e|$ are the number of words after the source and target sentences.

The method based on the length ratio is usually based on linguistic knowledge, and the artificially set length is lower than the upper and lower limits. This paper assumes that the noise sentence in the corpus is less than the normal sentence pair; that is to say, there is a continuous range of ratios, which is the majority of the normal sentence pairs in this range. Therefore, the threshold is set according to the statistical distribution characteristics of the length ratio; that is, the sentence pairs whose length is less than the total number are filtered out. This has the advantage that thresholds can be set for different language pairs without the need for specific linguistic knowledge.

2.2.2. Method Based on Word Alignment. The word alignment problem is the task of finding the alignment of words in a given two-state pair. It is a key step in statistical machine translation. The word alignment model has been studied for a long time, and people use different methods for bilingual word alignment. Run the IBM model from both directions and merge the results of the two word alignments. In general, the intersection contains relatively reliable alignment points; that is, the alignment point is highly accurate but does not contain all reliable alignment points; and the assembly contains most of the desired alignment points; that is, the recall rate is high but introduces additional errors. A good alignment point is adjacent to other good alignment points. Therefore, the algorithm starts from aligning the intersections. In the expansion step, adjacent alignment points located in the union but not in the intersection are added, and finally points that are not aligned in both directions are added. The pseudocode for this algorithm is given in Table 2.

The position of the two sentences in the corpus is adjacent. The occurrence of this situation is the automatic noise extraction of the parallel sentence to the technology, because it is impossible to judge the correct alignment sentence pair (the correct alignment sentence corresponds to <discounted opinion, discordant opinions>, or <discounted opinion> which is the second sentence in the table). A similar situation has occurred many times in the corpus we use.

Figure 2 shows the alignment matrix of the two sets of sentence pairs. As shown in Figure 2, it shows the results of two unidirectional alignments in English and Chinese, and
3. Statistical Machine Translation Adaptation Based on Massive Corpus

3.1. Statistical Machine Translation Adaptation. This section introduces a domain adaptive approach based on massive corpus. The main idea is that the training of our model is mainly divided into three steps: first, selecting the data in the domain is according to the predefined domain; second, training the domain model and the general model is to construct the statistical machine translation system; third, using massive corpus technology makes joint adjustments to multiple domain systems.

According to the above, the first step in this work is to select the in-domain bilingual control data from all the bilingual training data to train the translation model. Since the monolingual data in a specific field can be obtained in large quantities, we draw on the method of bilingual cross section data selection \([22]\) to obtain bilingual data in the field:

\[
[H_{\text{src}} (s) - H_{\text{G-src}} (s)] + [H_{\text{tgt}} (t) - H_{\text{G-tgt}} (t)].
\] (3)

This bilingual cross-entropy-based criterion tends to choose a sentence pair that is more similar to the data distribution in the domain but different from the general data distribution. Therefore, this method considers that the sentence pair with larger cross-entropy difference should be selected.

In the second step, we use the training data in the selected domain to build a statistical machine translation system based on the hybrid model. Specifically, we adopted the idea of a hybrid model to build \(N\) machine translation systems for \(N\) predefined fields; each of which is a log-linear model. For each system, the optimal translation result \(f\) is given by

\[
 f = \arg \max_r P(f \mid e).
\] (4)

For each machine translation system, two translation models and two language models are included. The translation model of a specific field is trained by the bilingual data selected by the data selection method introduced in the previous section, and the translation model of the general domain is trained using all bilingual data. For the language model, we reuse the language-specific and general-language models of the specific domain trained for data selection in the previous section. Compared to a translation system that does not do domain migration, this system with a hybrid model can better balance the general translation knowledge and domain-specific translation knowledge and can benefit from two aspects.

In the third step, it is necessary to adjust the feature weights in different machine translation systems. The traditional method of arranging is generally directed to a single system. The method described in this section regards translation systems in different fields as related translation tasks, and joints are coordinated under the framework of massive corpus. There are two reasons for using massive corpora:

1. The translation system of a specific domain shares the same general domain translation model and language model, and the massive corpus mechanism can make better use of the common translation knowledge of translation tasks in different fields.

2. By forcing the general domain translation model and the language model to behave the same in different
fields, massive corpus provides a regularization mechanism to prevent model overfitting. Formally, the objective function of using massive corpus to adjust parameters is represented by the following formula:

$$\min_w \left\{ \sum_{i=1}^{N} \text{Loss}(E_i, e(F_i, w_i)) \right\}.$$ (5)

In order to be able to efficiently coordinate the parameters, we have improved an asynchronous stochastic gradient descent algorithm to optimize and borrowed the idea of pairwise ranking to use the perceptron algorithm to update the feature weights.

$$L(w_i) = \left( -w_i, v^1 - v^2 \right).$$ (6)

We first use the machine translation system to generate the $N$ best translation result candidates (N-best), which are reordered and combined into pairs by scoring with smooth sentence level BLEU. Specifically, similar to the asynchronous gradient descent algorithm, we divide the $N$ best translation result candidates into three parts: the best 10% (high), the middle 80% (middle), and the worst 10% (low). These three parts of the translation result candidates are used for two-two sorting, in which we choose “high one,” “medium one low,” and “high one low” to combine in pairs, but will not select two of the same part Candidate combinations that are paired. The basic idea of constructing a sample in this way is that the algorithm can better have the discriminability of distinguishing between high quality and low quality translation results.

3.2. Neural Network Deep Fusion Model. The algorithm based on domain knowledge uses the explicit discrete features of domain knowledge, and the deep labeling algorithm uses the hidden continuous features of deep learning. The sentence domain probability vectors obtained by the two methods are different. Combining the domain labeling algorithm based on domain knowledge and the domain labeler based on deep learning, a multilayer perceptron based on the top layer is designed as a deep fusion model of the neural network. The architecture is shown in Figure 3. The preprocessing of the sentence to be labeled is mainly word segmentation and garbled filtering. The preprocessed results are input to the knowledge-based domain tagger and deep learning-based domain tagger to obtain the domain knowledge-based probability vector and probability vectors for deep learning. The top-level neural network deep fusion model is a two-layer perceptron, and the hidden layer is two receiving four-dimensional vectors. Neuron, the activation function, is set to the ReLU (Rectified Linear Unit) function.

$$y_1 = \text{ReLU}(W_1x_1 + b_1),$$

$$y_2 = \text{ReLU}(W_2x_2 + b_2).$$ (7)

The deep mixed neural model obtained through this fusion will well combine explicit and invisible knowledge, merging the advantages of discrete features and continuous features, and make the probability vector and decision category of each sentence more accurate. Thereby, the adaptation problem in the field of machine translation is better improved, and, for the data to be translated in a specific field, a higher quality translation output will be obtained.

4. Experiments and Results

4.1. Massive Corpus Screening Experiment Verification. The experimental part of this paper runs on a separate server. The specific software and hardware configuration is shown in Table 3. Because Hadoop installation is a stand-alone mode, the comparison and analysis of experimental results focus on the impact of the proposed method on translation quality.

Under the cloud translation platform, bilingual parallel corpora are a wide range of sources, such as translated manuscripts completed by translators, officially published bilingual materials, and automatic extraction of multilingual web pages. The quality of corpus is uneven. Therefore, in order to test whether the method is effective, the training
The tools used in the experiment include open source word alignment tool GIZA ten+, open source statistical machine translation system Moses, open source language model training tool irslin, and Chinese word segmentation tool iclclas. The translation model used is the phrase model, and the parameters use the standard settings of Moses.

First, we count the distribution of the length ratio of the English-Chinese sentence in the training set. The result is shown in Figure 4. The ordinate indicates the number of sentence pairs, and the abscissa indicates the ratio of the length of the sentence between English and Chinese. We can find the ratio of the length of the sentence to a certain distribution law. When the ratio is 1.0, the sentence number is the most, and there are 297,341 pairs of sentences. The figure shows that the highest point of the ratio (1.0) is also relatively large in number of sentences. This verifies our hypothesis that the length ratios of the two languages conform to the law in a continuous range.

As shown in the above figure, the contrast value of the sentences appearing in the corpus is 0.1–66.0 due to the

![Figure 3: Neural network deep fusion model framework.](image-url)
influence of noise and domain differences. We use the training corpus used for statistics. The comparison value of \(0.06\%\) falls within the range of 0.4–3.8. Even in the range of 0.5–4.5, there is still 90.11% of the sentence pairs. To this end, we screened the corpus training comparison system for the different ratio ranges of more than 90% of the total corpus and compared the BLEU scores of the systems on the test set. As shown in Table 5, the statistical distribution of the percentage of total corpus pairs in different ratio ranges is listed. The first line represents the corpus used, and the remaining lines represent the number of sentence pairs contained in the different ratio ranges and the percentage of the corpus. Table 5 shows the number of sentence pairs retained and the proportion of the total corpus when the ER filters different pairs of sentences. The higher the score of ER, the better the effect of word alignment, and the more reliable we think the result is. Based on the method of word alignment information screening corpus, we consider two cases: use the filtered sentence to align the retraining words and then get the translation model; directly use the filtered sentence pairs and alignment information to train the translation model. In the first case, the filtered noise information may affect the calculation of the word alignment probability during the iterative process of word alignment. Realigning after filtering out may improve the word alignment quality and improve the translation effect. In the second case, we use ER to retain the word alignment that is considered reliable, so word alignment or different alignment results may occur due to the change of word alignment probability, and there may be unreliable alignment results in these results. The experimental results are shown in Table 6.

It can be seen from the experimental results that the BLEU scores of each test set are improved in both cases. As far as the overall effect is concerned, it is better not to retrain the word alignment. However, in both cases, the improvement effect on the nist03 and nist05 test sets is not very obvious, the effect of reword alignment on nist03 is slightly better than the latter, and the opposite is on nist45. Use ER to determine whether the word alignment is reliable. When ER is lower than the given threshold, we think that the word alignment result of the sentence pair is not reliable overall. We will filter out the sentence pair, that is, the sentence pair. All alignment information is deleted. In fact, in the word alignment result of the sentence pair, there will be some correct word alignment information; that is, the correct word alignment information is also deleted while deleting the error alignment information. Although the wrong information is not useful for translation tasks, the correct information to be deleted may be helpful for translation tasks. Therefore, there is also the possibility of reducing the BLEU score.

As shown in Figure 5, we find an instance from the filtered sentence pair to illustrate. The thick solid line in the figure is the intersection of two aligned directions, the thin solid line is the correct result of the extended alignment, and the dashed line is the wrong result of the extended alignment. The sentence in Figure 4 is correct for itself, but its alignment information is incorrect; only partial alignment is correct, and its ER value is \(-0.22\); it can be seen that there is some correct word alignment information, and this part of information can be extracted. A rule facilitates translation. Because the ER value is lower than the given threshold, all alignment information of the sentence pair is filtered out, but the correct information is also filtered out, so there is a problem of degraded translation quality.

### Table 5: Scores of 8 length ratios on the development set after filtering.

| t   | Ratio range | Number of sentences | Percentage (%) |
|-----|-------------|---------------------|----------------|
| 0.000 | 0–2.0       | 1,911,491           | 100            |
| 0.004 | 0.4–2.0     | 1,876,177           | 98.15          |
| 0.005 | 0.4–1.8     | 1,867,066           | 97.68          |
| 0.010 | 0.4–1.7     | 1,837,419           | 96.62          |
| 0.012 | 0.5–1.7     | 1,814,507           | 94.93          |
| 0.014 | 0.5–1.5     | 1,791,698           | 93.73          |
| 0.020 |             | 1,764,233           | 92.30          |
| 0.022 |             | 1,722,475           | 90.11          |

### Table 6: BLEU scores based on word alignment filtering (reword alignment).

| ER | cwmt 2011 | nist 02 | nist 03 | nist 04 | nist 05 | nist 06 | nist 08 |
|----|-----------|---------|---------|---------|---------|---------|---------|
|    |           |         |         |         |         |         |         |
| <0.5 | 22.87     | 30.11   | 28.31   | 29.44   | 27.93   | 24.02   | 18.87   |
| >0.4 | 22.94     | 30.43   | 28.05   | 29.37   | 27.65   | 24.35   | 19.02   |
| >0.3 | 23.21     | 30.64   | 28.41   | 29.52   | 27.47   | 24.09   | 19.20   |
| >0.2 | 23.11     | 30.36   | 28.16   | 29.45   | 27.64   | 24.08   | 19.40   |
| >0.1 | 23.56     | 29.59   | 28.21   | 29.93   | 27.14   | 24.42   | 19.91   |

4.2. Adaptive Experimental Verification of Statistical Machine Translation Based on Massive Corpus. We compared the impact of different searched documents and hidden layer lengths on the accuracy of the translation system. The results are shown in Figure 6.
As shown in Figure 6, we found that, for most results, the optimal translation accuracy was obtained when the number of retrieved documents was $N = 10$. This result confirms that extending the source language input by means of information retrieval is very helpful for determining topic information. It plays an important role in the selection of translation rules. However, in the experiment, when $N$ is large, for example, $N = 50$, the translation performance is drastically lowered. This is because as the number of retrieved documents increases further, the introduction of topic-independent documents into the neural network will be introduced, and irrelevant documents will bring about unrelated real words, thus affecting the performance of neural network learning.

In Figure 7, it can be seen that when $L$ is small, the translation system is relatively accurate. In fact, in the case of $L < 600$, the difference in translation performance is small. However, when $L = 1000$, the translation accuracy is worse than other cases. The main reason is that the amount of parameters in the neural network is so large that it cannot be well studied. We know that when $L = 1000$, there are $100000 \times 1000$ parameters between the linear and nonlinear layers of the network. The current training data size is not enough to support this network parameter level training, so the model is likely to fall into the local Optimal and unacceptable topic representation information.

As shown in Figure 8, we find that the topic similarity feature on the source language side is slightly better for the system than the target language-side similarity feature, and the enhancements that they bring can be accumulated, which means that the neural network based on bilingual data training can help the statistical machine translation system Translation result candidates perform better disambiguation. Further, based on the similarity feature, the topic sensitivity feature of the translation rule can bring more performance improvement, because the translation rules of specific topics are usually more sensitive, when the similarity is similar. The system tends to choose translation rules for specific topics rather than general translation rules. Finally, we see that our methods perform best when using all topic-related features, with an average of 0.39 BLEU points higher than the LDA-based method.

As shown in Figure 9, we use the method of information retrieval to extend the original input, thus avoiding restrictions on bilingual chapters. We use neural network technology for topic modeling. The algorithm is more practical and has good scalability. Under the deep learning framework, our method directly optimizes the bilingual topic similarity, so that the learned topic representation can be easily integrated into statistical machine translation.

4.3. Domain Labeling Performance. The statistics of the data set are used by the domain tagger; 1% is randomly selected as the test data for the domain tagging performance experiment. The training data for training deep learning is selected from the remaining 99% of the size of the data set. At the same time, the domain labeler based on the domain knowledge and the trained deep learning domain labeler are used to label the test data to obtain the category and probability vector, and then the results are simply linearly
The category with the highest probability in the probability vector is selected as the final judgment category, and this judgment category is used as the statistical basis for the accuracy rate and the recall rate and the F-1 value. Four subexperiments are performed. The results are shown in Table 7. The results show that using only the domain knowledge tagger will cause misjudgment and omissions due to the lack of self-built domain knowledge base feature words, so the score is not high, but the judgment efficiency is high; using only the deep learning domain tagger requires a lot of the training data belonging to mining tacit knowledge and continuous features, but training is slow and does not combine prior knowledge; simple linear fusion models linearize the probability vectors of the first two and so on. Proportional weighting combines explicit and tacit knowledge but this simple fusion is difficult to improve most of the misjudgments and missed judgments and has not been greatly improved; the final neural network deep fusion model is deepened through multilayer neural networks. The integration, giving full play to the advantages of the two, greatly reduced the phenomenon of misjudgment and omission and significantly improved.


### Table 7: Effect of each labeling method on labeling performance.

|                | Domain knowledge | Deep learning | Simple linear fusion model | Deep fusion model |
|----------------|------------------|---------------|---------------------------|------------------|
| Accuracy       | 0.85             | 0.9185        | 0.898                     | 0.947            |
| Recall         | 0.76             | 0.95          | 0.886                     | 0.9345           |
| $F$-1 value    | 0.7633           | 0.9531        | 0.8936                    | 0.942            |

### 5. Conclusion

When the training corpus is small, some pairs of training sentences related to the test text may be filtered out, which will affect the quality of the translation. But when the training data is large enough, such problems will hardly occur. In addition to learning the domain model independently for each domain, different domains share the same general model. Through the method of massive corpus, these models can be combined to make the model learning more accurate. The experimental results show that this method can significantly improve the translation accuracy of multiple fields in large-scale machine translation tasks. In addition, the performance of this joint tuning method is better than independent model migration. At the same time, this result can be easily applied to the online translation system, training different models for a predetermined number of fields, determining the domain according to the input source language text, and selecting the corresponding domain model or general model for translation. The experimental results also show that when there is no such problem, the method of this paper can effectively improve the translation quality of the statistical machine translation system.

The work that needs to be improved in this study is as follows. (1) Consider in the field that the adaptive mechanism is placed in the architecture of human neural machine translation. Calculate different domain vectors, improve the attention mechanism, and make the domain adaptive. (2) How to integrate deep learning methods and prior knowledge to improve the system’s performance will be researched in every area of natural language processing in the future. Later, we will try different ways in neural machine translation Chinese and Canadian prior knowledge in the field to improve translation quality for different fields. How to integrate deep learning methods and prior knowledge to improve the performance of the system will be a problem that needs to be studied in the future. After that, we will try to add a priori knowledge in the field of neural machine translation in different ways to improve the translation quality for different fields.
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