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1 | INTRODUCTION

Magnetic resonance elastography (MRE) is a non-invasive imaging modality for the in vivo determination of biomechanical properties of tissue by measuring the propagation of externally induced shear waves. To this end, a modified phase-contrast MRI sequence is used to sensitize the image...
The acquired phase of an isochromat moving along a trajectory \( \vec{r}(t) \) while experiencing a gradient field \( \vec{G}(t) \) is given by\(^{47,48}\)

\[
\phi_\text{i}(t) = \gamma f t_0 \int_{t_0}^{t} \vec{r}(\tau) \cdot \vec{G}(\tau) \, d\tau,
\]

where \( t_0 \) is a reference time point for motion encoding and \( \gamma \) is the gyromagnetic ratio in rad/s/T, which is related to the more commonly used \( \gamma = \gamma / 2\pi \) in units of Hz/T, and \( \vec{r} \cdot \vec{G} \) is the matrix nomenclature of the dot product. A visualization of the harmonic isochromat movement and an exemplary gradient waveform is shown in Figure 1.

In the case of MRE, the motion of the isochromat can be described by a superposition of harmonic waves

\[
\vec{r}(t) = \sum_{f} \vec{r}_f \sin(2\pi f t + \theta_f)
\]

with frequencies \( f \), phases \( \theta_f \), and amplitudes \( \vec{r}_f \). Here, \( \theta_f \) and \( \vec{r}_f \) are the local phase offset and amplitude of the isochromat oscillation, and thus are in general spatially dependent. Additionally, an arbitrary number of harmonic waves of equal frequency \( f \) with corresponding displacements \( \vec{r}_f \) and phases \( \theta_f \) can coexist, which shall in the following be implied by the summation \( \sum_{\theta} \) and stated by \( \sum_{m} \) when summation over the waves \( m \) is explicitly needed. For the description of the MEG, we will assume the general properties

\[
\vec{G}(t) = \vec{G} \left( \frac{t}{T} \right),
\]

\[
\vec{G}_f(t \leq 0) = \vec{G}_f(t \geq N_0 T) = 0, \text{ and}
\]

\[
\forall n \in \{1, \ldots, N_0\} \setminus \{0\}; \quad \vec{G}_f(t) = \vec{G}_f(t + (n - 1) T).
\]

The period of the MEG is given by \( T_0^{-1} = T \), and the total duration is \( N_0 T = N_0 f_0^{-1} \), where \( N_0 \) is the number of MEG repetitions. Insertion of the isochromat motion into the phase equation and evaluation thereof after the full application of the MEG, i.e. at \( t = N_0 T \), leads to the total accumulated phase

\[
\phi_\text{i} = \gamma \int_{0}^{T_0} \vec{r}(\tau) \cdot \vec{G}(\tau) d\tau \sin(2\pi f \tau + \theta_f).
\]

Substitution of \( \sigma = (t - t_0) / T \) and \( d\tau = T d\sigma \) results in

\[
\phi_\text{i} = \gamma \int_{0}^{N_0} \vec{r}(\sigma T) \sin(2\pi f \sigma + 2\pi f t_0 + \theta_f) d\sigma.
\]

FIGURE 1  Visualization of the MEG and isochromat motion in their respective time frames.
where the encoding fraction $q_f = f / f_g = T_f$ is used. Next, with the application of the addition theorem for the sine-function\(^9\)

\[
\sin(a + b) = \begin{pmatrix} \sin(a) \\ \cos(a) \end{pmatrix}^T \begin{pmatrix} \cos(b) \\ \sin(b) \end{pmatrix}.
\]

(9)

the encoding equation can be derived

\[
\Phi_{t_o} = \sum_{t} r_f \left[ \int g(t) \cos(2\pi q_f t) \right] \begin{pmatrix} \cos(2\pi f t_0 + \theta_i) \\ \sin(2\pi f t_0 + \theta_i) \end{pmatrix}
\]

(10)

Here, $\tilde{E}_f$ is the encoding matrix, which fully describes the encoding of arbitrary waves using a given MEG.

**N.B.:** The encoding efficiency in MRE is proportional to $f^{-1}$ given that the encoding fraction is held constant. Thus, doubling the MRE frequency to reduce the total encoding time by a factor of two also decreases the accumulated phase by a factor of two.

### 2.1 Maximal phase

The maximal acquired phase can be determined from the encoding equation (Equation 10) by first realizing that for each $f$ the vector expression to the right is a two-dimensional unit vector rotating as a function of time $t_0$ and phase $\theta_i$. This vector is multiplied by the vector $r_f \tilde{E}_f$, which encodes the oscillation magnitude. Hence, the dot-product is maximized by the Euclidean norm $\| r_f \tilde{E}_f \|_2$. Thus, for a superposition of multiple oscillation frequencies $f$, the maximally acquired phase is given by

\[
\Phi_{t_o} \leq \sum_{t} \| r_f \tilde{E}_f \|_2.
\]

(11)

### 2.2 Unidirectional encoding: encoding with constant MEG direction

Until now, no assumptions have been made regarding the exact form of the MEGs except for their periodicity in the case of $N_0 > 1$. In unidirectional encoding MRE, MEGs that do not change orientation over time are used, and they can thus be written as

\[
\tilde{G}(t) = G \tilde{d} g(t),
\]

(12)

where $G$ is the *maximal gradient strength per channel*, $g(t)$ is the time-dependent gradient strength with $|g(t)| \leq 1$ and $\tilde{d}$ denotes the direction of the gradient field that fulfills $\forall i: |d_i| \leq 1$, i.e. the temporal gradient function $\tilde{G}(t)$ never exceeds the maximal gradient strength $G$ along any primary coordinate axis. Inserting this into Equation 10 leads to the encoding equation for unidirectional encoding

\[
\Phi_{t_o, d} = G \tilde{d} \sum_{t} r_f \begin{pmatrix} \int g(t) \cos(2\pi q_f t) \cos(2\pi f t_0 + \theta_i) \\ \int g(t) \sin(2\pi q_f t) \sin(2\pi f t_0 + \theta_i) \end{pmatrix}.
\]

(13)

Here, the encoding efficiency per gradient strength $\tilde{e}_f^T$ is introduced, which will be used in the further discussion of encoding schemes and the comparison thereof. In the following, $\Phi_{t_o, d}$ will be written to specify that the phase was measured along a constant encoding direction $\tilde{d}$.

The dot product in Equation 13 can also be rewritten using the geometric definition of the inner product $\vec{x} \cdot \vec{y} = \| \vec{x} \|_2 \| \vec{y} \|_2 \cos(\angle(\vec{x}, \vec{y}))$ of two vectors, where $\angle(\vec{x}, \vec{y})$ denotes the angle of the vector $\vec{x}$ with respect to the $x$-axis. With this identity, Equation 13 can be rewritten in the following form

\[
\Phi_{t_o, d} = G \tilde{d} \sum_{t} \| \tilde{e}_f \|_2 \cos(2\pi f t_0 + \theta_i - \angle(\tilde{e}_f))
\]

(14)
\[
\psi_f = \frac{\pi}{2} - \angle (\mathbf{e}_f).
\] (15)

In addition to the phase offset \(\psi_f\), Equation 14 shows that the magnitude of the encoding efficiency

\[
\epsilon_f = \| \mathbf{e}_f \|_2
\] (16)

solely holds the information on encoding efficiency, whereas its vector components are only required to extract the respective phase offset between the encoded signal and the wave.

### 2.3 Mono-frequency MRE

In mono-frequency MRE, the shear wave field is assumed to fluctuate with a single frequency component \(f\). Thus, the encoding equation, Equation 13, is further simplified to

\[
\phi_{t_0} = \sum_m G_{d_T, r} \epsilon_{Tf} \cos 2\pi ft_0 + \theta_m \sin 2\pi ft_0 + \theta_m.
\] (17)

where the index \(m\) is used to identify different harmonic contributions to the wave field, which add up forming motion on an arbitrary ellipse. The maximally encoded phase as stated in Equation 11 is also simplified and reads

\[
\phi_{t_0} \leq \sum_m \| \mathbf{r}_m \|_2 \| \mathbf{e}_f \|_2 = \sum_m Gr_m \epsilon_f.
\] (18)

### 2.4 Fourier space interpretation of encoding efficiencies

In this section, an alternative interpretation of encoding efficiencies and their evaluation is presented and some fundamental properties shall be derived. Again, the encoding efficiency is given by the integral

\[
\mathbf{E}_f = \frac{\gamma}{T} \int_0^T \mathbf{G}(\sigma) \left( \begin{array}{c} \sin(2\pi qf\sigma) \\
\cos(2\pi qf\sigma) \end{array} \right) \mathbf{e}_f^T.
\]

Introduction of a “window function”

\[
w(\sigma) = H(\sigma)H(N_0 - \sigma),
\] (19)

where \(H(\sigma)\) denotes the Heaviside step function, allows us to rewrite the encoding efficiency in the following form

\[
\mathbf{E}_f = \frac{\gamma}{T} \int_{-\infty}^{\infty} d\sigma w(\sigma) \mathbf{G}(\sigma) \left( \begin{array}{c} \sin(2\pi qf\sigma) \\
\cos(2\pi qf\sigma) \end{array} \right) \mathbf{e}_f^T.
\] (20)

This resembles the Fourier transform of \(\mathbf{G}(\sigma)\), with the definition

\[
\mathcal{F}\{f(x)|y\} = \int_{-\infty}^{\infty} dx e^{2\pi ixf(y)} \text{ and } \mathcal{F}^{-1}\{f(y)|x\} = \int_{-\infty}^{\infty} dy e^{-2\pi iyf(y)}.
\] (21)

Thus, the encoding efficiency can be restated as

\[
\mathbf{E}_f = \frac{\gamma}{T} \left( \text{Im} \left( \mathcal{F} \left[ w \mathbf{G} \right] (q_t) \right) \right) \text{Re} \left( \mathcal{F} \left[ w \mathbf{G} \right] (q_t) \right).
\] (22)

Using the convolution theorem,\(^{49}\) we finally arrive at

\[
\mathbf{E}_f = \frac{\gamma}{T} \left( \text{Im} \left( \mathcal{F}[w] \mathcal{F} \left[ \mathbf{G} \right] \right) \right) \text{Re} \left( \mathcal{F}[w] \mathcal{F} \left[ \mathbf{G} \right] \right),
\] (23)

where \(\ast\) denotes the convolution operator. Since the window function \(w\) is analytically known, its Fourier transform \(\hat{w}\) is easily found and given by a sinc function

\[
\hat{w}(q_t) = N_0 \frac{\sin(nN_0q_t)}{nN_0q_t} e^{inN_0q_t}.
\] (24)
Hence, the encoding efficiency is mainly given by the frequency spectrum of the MEG, which is additionally filtered by the windowing function. The magnitude of the encoding efficiency is then given by

$$\bar{E}_f = \frac{\gamma_q}{T} |F[w] \cdot F[\bar{G}]|.$$  \hfill (25)

**N.B.:** Increasing the MEG repetitions $N_q$ leads to better spectral sensitivity, since the half-width of $\tilde{w}(q_0)$ is reduced. Additionally, roots exist in the window function for $N_0 q_0 \notin \mathbb{N} \wedge N_0 q_0 \neq 1$, which can lead to roots in the encoding efficiency (see also Section 3.2).

In addition, since the sinc function is a representation of the Dirac delta function $\delta(q_0)$, i.e.

$$\lim_{N_0 \to \infty} N_0 \sin(nN_0 q_0) / nq_0 N_0 = \delta(q_0),$$  \hfill (26)

encoding efficiencies can be seen to converge against the spectrum of the MEG for large $N_0$

$$\lim_{N_0 \to \infty} \bar{E}_f = \frac{\gamma_q}{T} \left( \left| \text{Im} \left( F[\bar{G}] \right) \right| \cdot \text{Re} \left( F[\bar{G}] \right) \right).$$  \hfill (27)

### 2.5 Noise in MRE

For a full description of the encoding process in MRE, a consideration of how noise in the complex MRI signal impacts the acquired motion phase and reconstructed displacement field is given. The phase-to-noise ratio (PNR) per encoding direction and sampling point is given by

$$\text{PNR} = \frac{\phi_0}{\pi \text{SNR}},$$  \hfill (28)

where $\phi$ denotes the accumulated motion phase and $\text{SNR} > 2$ is assumed.\(^{38,50,51}\) Hence, PNR can be increased by either increasing the signal-to-noise ratio (SNR) or by increasing the encoded motion phase $\phi = G_0 \left\| \tilde{w} \right\|_2$. If a phase correction scheme is employed, e.g. unbalanced four-point, six-point, or tetrahedral encoding (see also Section 4) the recovered motion phases after decoding have 50% lower PNR than each individual phase image in the case of unbalanced four-point encoding and two times higher PNR in case of six-point and tetrahedral encoding. Influencing factors on SNR are reviewed in Section 6.

The PNR has a direct impact on the noise of the reconstructed displacement field, which is additionally dependent on the number of sampled mechanical wave offsets $N_p$. To quantify displacement noise, the displacement-to-noise ratio (DNR) was introduced\(^{52}\); this is given by

$$\text{DNR} = \frac{\left\| \tilde{w} \right\|_2}{\sigma_r} \propto \sqrt{\frac{N_p}{2}} G_0 / \text{SNR}.$$  \hfill (29)

In conventional mono-frequency MRE with more than four mechanical wave offsets, the standard deviation of the displacement noise, $\sigma_r$, can be estimated from the misfit of the fitted sinusoid and the measured data averaged over a region of interest.\(^{52,53}\)

Finally, an SNR measure based on Cauchy’s symmetric strain tensor $\tilde{\varepsilon}$ was proposed.\(^{53}\) The tensor is defined by local spatial derivatives of the time-harmonic displacement field

$$\tilde{\varepsilon} = \begin{bmatrix} \varepsilon_{xx} & \varepsilon_{xy} & \varepsilon_{xz} \\ \varepsilon_{yx} & \varepsilon_{yy} & \varepsilon_{yz} \\ \varepsilon_{zx} & \varepsilon_{zy} & \varepsilon_{zz} \end{bmatrix} = \frac{1}{2} \begin{bmatrix} 2 \frac{du}{dx} & \frac{du}{dy} & \frac{du}{dz} \\ \frac{du}{dy} & 2 \frac{dv}{dy} & \frac{dv}{dz} \\ \frac{du}{dz} & \frac{dv}{dz} & 2 \frac{dw}{dz} \end{bmatrix},$$  \hfill (30)

where $(u, v, w)$ are the time-dependent motion field components in $(x, y, z)$ directions and $(x, y, z)$ denote the orthogonal coordinate axes. The octahedral shear strain (OSS) is given by

$$\text{OSS} = \frac{2}{3} \sqrt{(\varepsilon_{xx} - \varepsilon_{yy})^2 + (\varepsilon_{yy} - \varepsilon_{zz})^2 + (\varepsilon_{zz} - \varepsilon_{xx})^2 + 6(\varepsilon_{xy}^2 + \varepsilon_{yz}^2 + \varepsilon_{zx}^2)}.$$  \hfill (31)

The proposed OSS-SNR is defined by temporal and volumetric averaging of the OSS evaluated with the measured motion field and then divided by the same expression evaluated with motion noise in place of the actual motion field. Since the shear modulus is directly dependent on strain, OSS-SNR has been found to give more reliable SNR estimates than DNR and was claimed to better indicate reconstruction accuracy in cases where rigid body motion is present.\(^{53}\) However, OSS-SNR requires the calculation of spatial derivatives of the motion field and hence also depends on processing parameters, whereas DNR is parameterless and is a direct measure for the goodness of fit of the harmonic model.
2.6 Basic sequence types

All of the encoding schemes described in this review can be implemented in different basic MRI sequences. The first MRE sequences used a spoiled gradient recalled echo (GRE) sequence, where a steady-state longitudinal magnetization is reached through short repetition times and spoiling of remaining transverse magnetization before each successive RF pulse. Repetition times are chosen to be integer multiples of the periodicity of the wave to achieve a fixed phase relationship between the MRE sequence and the shear wave. A graphical depiction of a GRE sequence is given in Figure 2. MEGs (dashed blue) are introduced directly after the slice-selective RF excitation pulse, followed by phase encoding, readout, and phase-encoding-rewinder gradients applied together with spoilers in both measurement and slice directions. Low flip angles in conjunction with spoiling of residual transverse magnetization and fast repetition times lead to typically low SNR performance. Additionally, the echo signal is limited by $T_2^*$ decay, hence a decrease in motion sensitizing gradient frequency $f_g$ leads to an SNR increase proportional to $\exp\left(-f_g^{-1}/T_2^*\right)$. Hence, GRE-based MRE sequences are typically used in conjunction with high MRE frequencies and fractional encoding to reduce MEG durations (see also Sections 3.1 and 3.2).

To overcome SNR limitations, transverse magnetization can be reused within the next repetition cycle through balancing of all applied gradients. This sequence is generally known as balanced steady-state free precession (bSSFP) and is graphically shown in Figure 2. Here, the spoiling gradients in the measurement and readout directions of the spoiled GRE sequence are replaced by the respective balancing gradients. The incorporation of MEGs leads to wave-dependent steady-state magnitude and phase signals with very high sensitivities. However, the interplay of off-resonance effects and MEGs causes non-linear steady-state signal amplitude and phase behavior and leads to off-resonance-dependent encoding efficiencies. Additionally, bSSFP sequences are very sensitive to field inhomogeneities and are thus best used with short repetition times to reduce banding artifacts. Since the inclusion of MEGs in the bSSFP sequence prolongs the repetition time, fractional-wave encoding was developed to further reduce repetition times for low wave frequencies. Despite high SNR and PNR as well as very fast acquisition times, bSSFP has not found widespread use in MRE, which is due to the complex signal model and off-resonance effects.

Besides GRE-based sequences, spoiled SE-MRE is prominently used because of its $T_2$-decay echo intensity (rather than $T_2^*$) and the possibility of adding MEGs to either side of the echo pulse. An SE-based fractional encoding scheme with standard Cartesian readout is depicted in Figure 2. Here, the slice selective RF pulse is directly followed by phase encoding and measurement pre-phaser and a first bipolar MEG. The 180° echo pulse is also applied slice selectively and excess transverse magnetization is dephased after the echo pulse. The second bipolar MEG is applied such that

FIGURE 2 Comparisons of GRE-, SE- and bSSFP-based MRE sequence diagrams with standard Cartesian readout for the special case of fractional encoding
the encoded phase adds to the previously encoded phase by synchronizing it to the same wave cycle and taking the phase reversal due to the 180° 
echo pulse into account. The signal readout is centered around the echo time and followed by phase-rewinder and spoiling gradients in both slice 
and measurement directions. Due to $T_2$-decay-limited echo intensity, SE sequences are usually used with long echo times and incorporate multiple 
MEGs to enhance motion sensitivity. Because of specific absorption rate (SAR) limitations in conjunction with 180° echo pulses, SE-MRE is limited 
with regards to achievable repetition times and is hence often used with 90° flip angles, long repetition times, and fast-readout techniques such as 
EPI and spiral imaging, as reviewed later (see also Sections 3.1 and 3.2).

3 | “TEMPORAL” ENCODING IN MRE

For the successful reconstruction of stiffness maps, the shear wave needs to be probed with different offset times $t_0$ within the periodicity of the 
wave. Depending on the application, between 4 and 360 wave images have been reported; however, typically eight images are sufficient for recon-
struction of stiffness maps (see Table 1 and Table 2).

Apart from temporal wave resolution, the duration, shape, and direction of MEGs can be chosen to optimize encoding efficiency and sequence 
timing. In the following, an overview will be given of existing encoding schemes, their efficiency, and respective timing considerations.

3.1 | Full-wave encoding

In full-wave encoding the gradient frequency $f_g$ is chosen to be equal to the MRE shear wave frequency $f$, and thus can be considered to be a special 
case of single-frequency encoding. An exemplary GRE-based full-wave-encoding MRE sequence is displayed in Figure 3. The encoding efficiency is 
obtained by choosing $q = 1$ in Equation 13

$$\bar{e}_f^T = \gamma N_0 \int_0^T \cos(2\pi \sigma) \left( \begin{array}{c} \sin(2\pi \sigma) \\ \cos(2\pi \sigma) \end{array} \right)^T.$$  \hspace{1cm} (32)

Making use of the periodicity of $g(\sigma)$, the encoding efficiency can be further simplified to

$$\bar{e}_f^T = \gamma N_0 \int_0^T \cos(2\pi \sigma) \left( \begin{array}{c} \sin(2\pi \sigma) \\ \cos(2\pi \sigma) \end{array} \right)^T.$$  \hspace{1cm} (33)

This equation resembles the two first-order coefficients of the Fourier series expansion of $g(\sigma)$.

**N.B.:** In full-wave encoding, the lowest order Fourier coefficients ($n = 1$), i.e. the gradient components that are oscillating with the same frequency as the isochromat 

motion, contribute to wave encoding.

**Evaluation of the above equation for the case of a sinusoidal gradient leads to**

$$\bar{e}_f^T = \gamma N_0 \int_0^T \sin(2\pi \sigma) \left( \begin{array}{c} \sin(2\pi \sigma) \\ \cos(2\pi \sigma) \end{array} \right)^T = \gamma N_0 \left( \begin{array}{c} 1 \\ 0 \end{array} \right)^T.$$  \hspace{1cm} (34)

and the phase-equation of full-wave encoding \(^{58}\)

$$\phi_{t_0, G} = \sum_m \int_{t_m} \frac{d}{2f} \gamma N_0 \cos(2\pi ft_0 + \theta_{t,m}).$$  \hspace{1cm} (35)

In the case of a bipolar gradient with infinite slew rate, the encoding efficiency is given by

$$\bar{e}_f^T = \gamma N_0 \left( \frac{1}{f} \int_0^{1/2} \cos(2\pi \sigma) \left( \begin{array}{c} \sin(2\pi \sigma) \\ \cos(2\pi \sigma) \end{array} \right)^T - \frac{1}{f} \int_0^{1/2} \cos(2\pi \sigma) \left( \begin{array}{c} \sin(2\pi \sigma) \\ \cos(2\pi \sigma) \end{array} \right)^T \frac{2\pi N_0}{\pi ft} \left( \begin{array}{c} 1 \\ 0 \end{array} \right)^T \right. \hspace{1cm} (36)

and the signal phase is thus

$$\phi_{t_0, G} = \sum_m \int_{t_m} \frac{d}{2f} \gamma N_0 \cos(2\pi ft_0 + \theta_{t,m}).$$  \hspace{1cm} (36)

Accordingly, the encoding efficiency of a bipolar gradient with infinite slew is $4/\pi = 1.27$ times larger than the encoding efficiency of a sinu-
soideal gradient with equal maximal gradient strength $G$. It can be shown that finite-slew trapezoidal gradients with dwell-time $t_{\text{dwell}}$ and a single 
repetition $N_0 = 1$ have the same encoding efficiency as sinusoidal gradients of equal maximal gradient strength, given that $t_{\text{dwell}} = \alpha/(4f)$ with
| Leading Author | Year | Sequence | Dimension | Readout method | MRE/MEG frequency (Hz) | MEG shape | N0 | MEG gradient (mT/m) | MEG enc. directions | Wave images | Applied region | Matrix | FOV (mm) | Slice (mm) | Resolution (mm) | Flip angle | TR/TE (ms) |
|---------------|------|----------|-----------|---------------|-----------------------|-----------|----|-------------------|-------------------|-------------|---------------|---------|-----------|-------------|----------------|------------|------------|
| Muthupillai²   | 1995 | GRE 2D   | Cartesian | 200, 400      | T                     | 20        | n/a| 1 (S)             | 2-point          | 4           | porcine kidney | n/a     | n/a       | 10          | n/a            | n/a        | 40–300/20–60 |
| Muthupillai²⁸  | 1996 | GRE 2D   | Cartesian | 100–1100      | n/a                   | 2–30      | n/a| 1 (n/a)           | 2-point          | n/a         | phantom/calf  | 128 × 256| n/a       | n/a         | n/a            | n/a        | 10–60      |
| Muthupillai²⁹  | 1997 | GRE M2D  | Cartesian | 300           | n/a                   | 6         | n/a| 3 (XYZ)           | 6-point          | 1           | phantom       | 256 × 128×32| 256 × 256 | 64          | 2           | 1 × 2 × 2  | 30         |
| Sinkus²⁷       | 2000 | SE M2D   | Cartesian | 400           | S                     | 2 sp      | 23 | 4 (MPSR)          | 4-unb.           | 8           | phantom       | 128 × 128×n/a| 140 × 140 | n/a         | 3           | 1.1 × 1.1 × 3 | n/a        |
| Sinkus²⁰       | 2000 | SE M2D   | Cartesian | 60            | S                     | 2 sp      | 23 | 4 (MPSR)          | 4-unb.           | 8           | breast        | 128 × 128×n/a| 140 × 140 | n/a         | 3           | 1.1 × 1.1 × 3 | n/a        |
| Knuse²⁶        | 2000 | GRE 2D   | Cartesian | 75–300        | T                     | n/a       | 1 (n/a) | 2-point          | 8                | porcine misc | 64 × n/a   | 8–14 × 8–14 | 5         | n/a       | 30–45       | 100–170/20    |
| Weaver²¹       | 2000 | GRE 2D   | Cartesian | 100           | S                     | 1         | n/a | 3 (MPS)           | 3-noref          | 8           | phantom       | 256 × 128×12 | 120 × 120 | 36          | 3           | 2.1 × 4.2 × 3 | n/a        |
| Bieri²⁶        | 2006 | bSSFP 2D | Cartesian | 143           | FC                    | 1         | n/a | 1 (M)             | 2-point          | 1           | biceps        | 256 × 256  | 200 × 200 | 7           | 0.78 × .78   | 30         |
| Maderwald²²    | 2006 | GRE 2D   | EPI        | 142           | T                     | 3         | 25 | 1 (n/a)           | 2-point          | 8           | biceps        | 256 × 256  | 200 × 200 | n/a         | 0.78 × .78   | 30         |
| Maderwald²³    | 2006 | GRE 2D   | EPI        | 200           | T                     | 3         | 10 | 3 (MPSR)          | 6-point          | 8           | phantom       | 256 × 256  | 180 × 180 | n/a         | 0.7 × .7     | 30         |
| Glaser²⁴       | 2006 | SE 2D    | Cartesian | 200           | T                     | 2         | n/a | 1 (Z)             | 2-point          | 8           | breast        | 256 × 64   | 200 × 200 | 6           | 0.78 × 3.125 | n/a        |
| Glaser²⁵       | 2006 | SE-beam 1D| Cartesian | 200           | T                     | 2         | n/a | 1 (Z)             | 2-point          | 8           | breast        | 256       | 200       | n/a         | 0.78         | 90         |
| Glaser²⁶       | 2006 | GRE 2D   | Cartesian | 300           | T                     | 1         | n/a | 1 (Z)             | 2-point          | 8           | phantom       | 256 × 64   | 200 × 200 | 5           | 0.78 × 3.125 | 30         |
| Glaser²⁷       | 2006 | GRE-beam 1D| Cartesian | 300           | T                     | 1         | n/a | 1 (Z)             | 2-point          | 8           | phantom       | 256       | 200       | n/a         | 0.78         | 30         |
| Knuse²⁸        | 2008 | GRE 2D   | Cartesian | 100           | T                     | 1         | n/a | 1 (n/a)           | 2-point          | 8           | phantom       | 256 × 64   | 200 × 200 | 5           | 0.8 × 3      | 40         |
| Sack²⁹        | 2008 | SE 2D    | EPI        | 25, 50        | S                     | 1, 2      | 35 | 1 (S)             | 2-point          | 10          | brain         | 128 × 128  | 192 × 192 | 6           | 1.5 × 1.5    | n/a        |
| Sack³⁰        | 2009 | SE 2D    | EPI        | 32.35         | S                     | 1         | 25/35 | 3 (MPS)          | 6-point          | 10          | phantom       | n/a       | n/a       | n/a         | n/a            | n/a        |
| Riek³¹        | 2011 | GRE 2D   | Cartesian | 100–800       | S                     | 1–8      | 285 | 1 (S)             | 2-point          | 16          | phantom       | 128 × 128  | 40 × 40    | 2           | 0.3125 × 3.125 | n/a        |
| Klatt*³²       | 2013 | SE M2D   | Cartesian | 5000          | S                     | 1        | 600   | 3 (MPS)           | 6-point          | 8           | phantom       | 256 × 128×16| 200 × 100 | 8           | 0.78 × 0.78  | n/a        |
| Johnson³³      | 2013 | SE M2D   | spiral     | 50            | T                     | 2 sp     | n/a | 3 (XYZ)           | 6-point          | 8           | brain         | 128 × 128×20| 256 × 256×40| 2           | 2 × 2 × 2    | n/a        |
| Yin²⁹         | 2013 | SE M2D   | EPI        | 60            | FC                    | 2 sp     | n/a | 3 (XYZ)           | 6-point          | 4           | porcine misc. | 80 × 80×40  | 260 × 240 | 240          | 3.25 × 3.25  | 6          |
| Yin³⁰         | 2014 | SE 2D    | Cartesian | 500           | U                     | 2.46 sp  | 0–726.5 | 1 (S)             | 2-point          | 4           | phantom       | 128 × 40   | 40 × 40    | 2           | 0.3125 × 3.125 | 90         |
| Johnson³¹      | 2014 | SE M3D   | spiral     | 50            | FC                    | 2 sp     | n/a | 3 (XYZ)           | 6-point          | 4           | brain         | 120 × 120×120| 240 × 240×200| 2           | 2 × 2 × 2    | n/a        |
| Low³²         | 2015 | SE M2D   | EPI        | 60/90         | FC                    | n/a      | n/a | 3 (XYZ)           | 6-point          | 3           | kidney        | 72 × 72×20  | 360 × 360 | 370          | 3.5           | 5 × 5 × 3.5  | n/a        |
| Klatt*³³      | 2015 | SE M2D   | spiral     | 50            | FC                    | 2 sp     | 18   | 3 (XYZ)           | 6-point          | 8           | brain         | 128 × 128×40| 240 × 240×20 | 2           | 1.875 × 1.875 | n/a        |
| Klatt³⁴       | 2015 | SE M2D   | spiral     | 50            | FC                    | 2 sp     | 18   | 3 (XYZ)           | 6-point          | 8           | brain         | 128 × 128×40| 240 × 240×20 | 2           | 1.875 × 1.875 | n/a        |

(Continues)
**TABLE 1** (Continued)

| Leading Author | Year | Sequence | Dimension | Readout method | MRE/MEG frequency (Hz) | MEG shape | MEG gradient (mT/m) | MEG enc. directions | Wave images | Applied region | Matrix | FOV (mm) | Slice (mm) | Resolution (mm) | Flip angle | T<sub>R</sub>/T<sub>E</sub> (ms) |
|----------------|------|----------|-----------|----------------|------------------------|-----------|---------------------|---------------------|-------------|---------------|--------|----------|-----------|----------------|-------------|-----------------|
| Numano         | 2015 | GRE      | 2D        | Cartesian      | 100                    | T         | n/a                 | 1 (M)               | 8           | phantom      | 256 × 256 | 180 × 180 | 5         | 0.7 × 0.7      | 20          | 40/2.3          |
| Numano         | 2015 | GRE      | 2D        | Cartesian      | 50                     | T         | n/a                 | 1 (M)               | 8           | psoas muscle | 256 × 256 | 300 × 300 | 10        | 1.17 × 1.17    | 20          | 40/2.3          |
| Anderson       | 2016 | SE       | M3D       | spiral         | 50                     | FC        | n/a                 | 3 (XYZ)             | 4           | brain         | 120 × 120 × 80 | 240 × 240 × 120 | 2         | 2 × 2 × 2      | n/a         | 1800/73         |
| Yin            | 2017 | SE       | M2D       | Cartesian      | 800                    | U         | 6 sp                | 1 (S)               | 4           | brain mouse   | 128 × 128 × 10 | 24 × 24 × 10    | 1         | 0.19 × 0.19 × 1 | 90          | 1000/20.6       |
| Yin++          | 2017 | SE       | M2D       | Cartesian      | 800                    | U         | 6 sp                | 6 (vd)              | 4           | brain mouse   | 128 × 128 × 8  | 24 × 24 × 8     | 1         | 0.19 × 0.19 × 1 | 90          | 1000/20.6       |

*Sample interval modulation. 1Simultaneous MRE and DWI. 2Simultaneous MRE and DTI. n.a., not applicable; n/a: not available.
Sequence: BEAM: pencil-beam excitation.
Dimension: 1D/2D, 1D/2D acquisition; M2D, stacked 2D acquisition; M3D, multislab acquisition; 3D, full 3D acquisition.
N0: sp, number of MEGs is split between pre- and post-echo-pulse in SE-MRE. MEG shape: T, bipolar trapezoidal; S, sinusoidal; FC, flow-compensated; U, unipolar.
Encoding directions: M, measurement; P, phase; S, slice; R, reference; X, Y, Z, specific mentioning of main gradient axes; vd, variable directions.
Encoding scheme: 2-point, two-point difference; 4-unb., unbalanced four-point; 3-noref, three point encoding without reference phase correction.
| Leading author | Year | Sequence | Dimension | Readout method | MRE frequency (Hz) | MEG frequency (Hz) | MEG shape | NO | MEG gradient (mT/m) | MEG directions | MEG enc. scheme | Wave images | Applied region | Matrix | FOV (mm) | Slice (mm) | Resolution (mm) | Flip angle | TR/TE (ms) |
|----------------|------|----------|-----------|---------------|-------------------|-------------------|-----------|----|-------------------|----------------|----------------|-------------|---------------|--------|-----------|-----------|----------------|----------|-------------|
| Sack           | 2004 | GRE-Beam | 1D        | Cartesian     | 150               | 150-750           | S         | 2-20| 40                | 1 (M)          | 2-point        | n/a         | phantom       | 256    | 240       | n.a.      | 0.93           | 2000/    |
| Klatt          | 2006 | bSSFP   | 2D        | Cartesian     | 51                | 150               | T         | 1   | 35                | 1 (S)          | 2-point        | 20          | liver         | 128 × 128 | 300 × 300  | 10        | 2.34 × 2.34 | 20       | 9.8/       |
| Klatt          | 2006 | bSSFP   | M2D       | Cartesian     | 51                | 150               | T         | 1   | 35                | 1 (S)          | 2-point        | 20          | liver         | 64 × 64 × 11 | 300 × 300 × 110 | 10        | 4.69 × 4.69 × 10 | 20       | 9.8/       |
| Rump           | 2007 | bSSFP   | 2D        | Cartesian     | 48.5              | 500               | T         | 4   | 30                | 1 (S)          | 2-point        | 16          | heart         | 128 × 64 | 400 × 400  | 5         | 3.13 × 6.25 | 50       | 5.2/       |
| Klatt*         | 2007 | SE       | 2D        | EPI           | 25-62.5           | 60                | S         | 4   | 35                | 1 (S)          | 2-point        | 40          | brain         | 128 × 128 | 200 × 200  | 6         | 1.56 × 1.56 | 90       | 3000/149   |
| Klatt*         | 2007 | SE       | 2D        | EPI           | 25-62.5           | 50                | S         | 1   | 20                | 1 (S)          | 2-point        | 40          | liver         | 64 × 128 | 300 × 300  | 10        | 4.69 × 2.34 | 90       | 500/64     |
| Asbach*        | 2008 | SE       | 2D        | EPI           | 25-62.5           | 50                | S         | 1   | 20                | 1 (S)          | 2-point        | 40          | liver         | 64 × 128 | 300 × 300  | 10        | 4.69 × 2.34 | 90       | 500/64     |
| Sack*          | 2009 | GRE      | 2D        | Cartesian     | 24.3              | 500               | T         | 1   | 25-35             | 3 (MPSR)       | 4-urb.        | heart       | 128 × 128 | 320 × 320  | 5         | 2.5 × 2.5   | 15       | 5.16/      |
| Nedredal       | 2011 | SE       | M2D       | EPI           | 60                | 80                | FC        | 1   | n/a               | 1 (S)          | 2-point        | 4           | liver         | n/a × n/a × 40 | n/a × n/a × 120 | 3         | 3 × 3 × 3   | 90       | 1634/48    |
| Romano*        | 2012 | SE       | M2D       | EPI           | 50                | 60                | FC        | 3   | n/a               | 3 (MPS)        | n/a           | 8           | brain        | 128 × 112 | 256 × 224 × 60 | 2         | 2 × 2 × 2   | n/a      |
| Garteiser*     | 2013 | GRE      | M2D       | Cartesian     | 28-84             | 120               | T         | 1   | 21                | 3 (MPSR)       | 4-urb.        | 8           | liver        | 80 × 80 | 320 × 320 × 36 | 4         | 4 × 4 × 4   | 20       | 9/21       |
| Garteiser*     | 2013 | GRE      | M2D       | Cartesian     | 28-84             | 160               | T         | 1   | 30                | 3 (MPSR)       | 4-urb.        | 8           | liver        | 80 × 80 | 320 × 320 × 32 | 4         | 4 × 4 × 4   | 20       | 6/91       |
| Sahebjavaher*  | 2013 | SE       | M2D       | EPI           | 50                | 100               | S         | 2sp | 60                | 3 (MPS)        | 3-noref       | n/a         | prostate     | 64 × 64 | 192 × 192 × 60 | 3         | 3 × 3 × 3   | n/a      | 2700/44    |
| Sahebjavaher*  | 2014 | GRE      | M2D       | Cartesian     | 70                | 119               | T         | 1   | 48                | 3 (XYZR)       | 4-urb.        | 8           | prostate     | 128 × 128 | 256 × 256 × 48 | 2         | 2 × 2 × 2   | 25       | 344/9.2    |
| Hirsch*        | 2014 | SE       | M2D       | EPI           | 30-60             | 50                | FC        | 1   | 30                | 3 (XYZ)        | 3-noref       | 8           | liver        | 128 × 104 × 10 | 350 × 284 × 50 | 5         | 2.7 × 2.7   | 90       | 182/54     |
| Braun*         | 2014 | SE       | M2D       | EPI           | 40-60             | 36-71             | FC        | 1,2 | 50                | 3 (XYZ)        | 3-noref       | 8           | brain        | 200 × 186 × 20 | 200 × 186 × 20 | 1         | 1 × 1 × 1   | 90       | 5640/76    |
| Corbin*        | 2016 | GRE      | 2D        | Cartesian     | 100               | 160               | T         | 1   | 20                | 1 (S)          | 2-point       | 3           | liver (swine)| 128 × 128 | 300 × 300  | 10        | 2.34 × 2.34 | 15       | 10.7/9     |

*Multiphase MRE; n.a., not applicable; n/a, not available.

Sequence: BEAM: pencil beam excitation.

Dimension: 1D/2D, 1D/2D acquisition; M2D, stacked 2D acquisition; M3D, multislab acquisition; 3D, full 3D acquisition.

NO: sp, number of MEGs is split between pre- and post-echo-pulse in SE-MRE. MEG shape: T, bipolar trapezoidal; S, sinusoidal; FC, flow-compensated.

Encoding directions: M, measurement; P, phase; S, slice; R, reference; X, Y, Z, specific mentioning of main gradient axes.

Encoding scheme: 2-point, two-point difference; 4-urb., unbalanced four-point; 3-noref, three point encoding without reference phase correction.
\( \alpha \approx 0.748 \) being the approximate solution of \( \alpha^2 = 8|\sin(\pi\alpha/2)| \). In other words, both MEG waveforms have the same encoding efficiency given that the dwell-time is approximately 75% of the maximum dwell-time \( 1/(4f) \).

In Table 1, studies using full-wave encoding are listed and compared regarding key MRE imaging parameters. For high wave frequencies \( (f \lesssim 100\text{Hz}) \), both SE and GRE sequences have been used in conjunction with full-wave encoding. However, since the signal of SE sequences are dependent on \( T_2 \) decay rather than the \( T_2^* \) decay of GRE sequences, SE is preferred over GRE-based sequences for low encoding frequencies \( (f \lesssim 100\text{Hz}) \) for SNR reasons. Additionally, SE sequences can benefit from inherently longer echo times by applying multiple MEGs \( (N_0 > 1) \) even at low wave frequencies\(^{63,65}\) as well as motion sensitization before and after the echo pulse.\(^{29,57,68,70,73}\) However, long echo times prolong the acquisition of full volumetric three-dimensional MRE datasets, leading to increased acquisition times for SE-based sequences. Thus, accelerated readout with EPI\(^{28,29,35,65}\) or spiral\(^{68,70,73}\) trajectories as well as parallel imaging\(^{28,29,35}\) are increasingly used in SE-based full-wave encoded MRE (see also Section 6).

### 3.2 Fractional-wave encoding

To overcome the echo-time limitations of full-wave encoding, fractional-wave encoding employs MEGs of usually higher frequency than the underlying wave frequency (see Figure 3). In this way, only a fraction of the wave is encoded at the expense of a reduced encoding efficiency, but leading to shorter motion-encoding times.\(^{38,75}\) The encoded phase is in general described by Equation 13, and in the case of a single MRE frequency component it is given by Equation 17.

For the case of sinusoidal MEGs, the encoding efficiency can be shown to be given by

\[
\epsilon_f = \frac{y}{2nf(q_f^2 - 1)} \left( \sin\left(2\pi n_0 q_f \right) \right)^T.
\]

Equation 37 illustrates, that in fractional encoding, the phase relationship between encoded signal and wave is now dependent on the encoding fraction \( q_f \). The norm of the encoding efficiency is then given by\(^{38}\)

\[
\epsilon_f = \frac{y}{fn} \left| \frac{q_f \sin(nq_f N_0)}{q_f^2 - 1} \right|.
\]

**N.B.:** The encoding efficiency is zero whenever

\[
q_f \neq 1; \epsilon_f = 0 \iff N_0 q_f \in \mathbb{N}.
\]

This condition is referred to as the filter condition of MRE for sinusoidal gradients.\(^{38,62}\) It has been successfully used to selectively measure non-linear effects of shear wave propagation\(^{75}\) or to optimize encoding in multi-frequency MRE (see Section 3.6).\(^{83}\)

---

**FIGURE 3** Sequence diagram comparing GRE full-wave and fractional-wave MRE. For both schemes, \( T_R \) is an integer multiple of the wave periodicity.
In Figure 4, the gradient shape and respective encoding efficiencies \( \epsilon_f \) for constant MEG frequency are plotted for sinusoidal, rectangular, and trapezoidal MEGs. Encoding efficiency can be seen to be highly dependent on the gradient shape, especially in the high-q region.

In Table 2, publications using fractional-wave encoding are referenced and compared regarding key MRE imaging parameters. Since encoding is sped up by reducing the duration of the MEG, fractional encoding is mainly used for low wave frequencies (\( f \leq 100\text{Hz} \)). Additionally, due to the reduced repetition time, speed-up through fast readouts such as EPI and spiral imaging is not as prominently used as in full-wave encoding.

3.3 | Multishot acquisition

With the development of fractional encoding, the duration of a single shot, i.e. excitation, wave encoding, and readout, can become shorter than half a wave period. Hence, multiple shots can be fit into a single wave period, further accelerating the readout.\(^{38,79}\) Rump et al. fitted four shots of fractional bSSFP-MRE acquisitions into a single wave period in order to sample the wave at zero, 90°, 180°, and 270° mechanical phase offsets.\(^{38}\) These were then combined into two phase-difference acquisitions to correct for phase offsets and to double motion sensitivity.

The “eXpresso” sequence, a fractional GRE-based MRE sequence, follows a different approach, where multiple slices are acquired within a single wave cycle.\(^{79}\) This leads to a mechanical phase offset between the slices, which can be corrected for in an additional processing step before the stiffness reconstruction is performed. In Figure 5, the “eXpresso” sequence is depicted for the acquisition of three slices during one wave period. The second and third slices will be acquired with a mechanical phase offset of 120° and 240°, respectively.

3.4 | Sample interval modulation.

Sample interval modulation (SLIM) is capable of measuring all three motion components of a single-frequency shear wave simultaneously.\(^{67,71}\) To this end, the wave’s motion components are encoded with different apparent frequencies by time-shifting the MEGs with respect to one another. In Equation 14, we have stated the MRE phase of a general shear wave field measured with a unidirectional MEG as a function of the time-offset \( t_0 \) between the onset of the MEGs and an arbitrary reference point of the wave field. In conventional mono-frequency MRE, the offset time \( t_0 \) is chosen to sample the wave at \( N_p \) equidistant time points \( t_i = f^{-1} i/N_p (i \in \{1...N_p\}) \) within one period \( f^{-1} \) of the wave. The acquired phase series within a voxel is thus given by

\[
\Phi_{p,d} = \sum_m \mathbf{G}_{d} \cdot \mathbf{r}_{f,m} \cdot \left[ \epsilon_{f,m} \right] \sin \left( \frac{2\pi}{N_p} i + \theta_{f,m} + \frac{N}{2} - \angle \left( \epsilon_{f,m} \right) \right),
\]

(40)

FIGURE 4  Encoding efficiency (left) and gradient amplitude plots (right) for sinusoidal (dashed gray), infinite-slew (dot-dashed gray) and a slew-rate-limited trapezoidal (black) bipolar MEG. The roots of the encoding efficiency, i.e. the filter condition, are dependent on the underlying gradient shape and gradient repetition and can be “tuned” to selectively suppress motion components.

FIGURE 5  Multishot fractional GRE-MRE sequence (“eXpresso-sequence”) acquiring one k-space line for three slices within one mechanical wave cycle. The different starting times of the slice acquisitions during one vibration cycle result in a mechanical phase offset between the slices, which needs to be corrected for in a post-processing step.
Hence, the phase series represents exactly one phase cycle as the underlying wave. Application of a discrete Fourier transform

\[ \mathcal{F}\left[\phi_{j} \right] = N_p \sum_{n} \phi_{n} e^{-i2\pi j \epsilon_{n}} \]  

(41)

yields one non-zero element at \( j = 1 \) and its complex conjugate partner at \( j = N_p \). However, if the shear wave is probed with the same number of sampling points, but with an integer multiple \( k \) of the offset time, the phase will be given by

\[ \phi_{k \epsilon_d} = \sum_{m} \Gamma_{d} \sin \left(2\pi \frac{k}{N_p} + \theta_{f,m} + \frac{\pi}{2} - \angle \left( \epsilon_{f} \right) \right) \]  

(42)

resulting in a non-zero element at \( j = k \) in the aforementioned discrete Fourier transformation. Thus, time-shifting the MEGs such that the three orthogonal motion components are probed with different sampling intervals leads to three distinct peaks in the frequency spectrum of the phase, each corresponding to the respective encoded motion amplitude as well as respective mechanical phase.\(^{67,71}\)

In Figure 6, the first, third, and fifth sampling patterns of a SLIM SE-MRE acquisition scheme are shown. The MEGs in read, phase, and slice directions are time-shifted to project the motion direction onto different frequency components of the signal phase. In addition to temporal shifting, the periodicity of the shear wave field can be used to shorten the offset times as depicted in the fifth pattern. In Figure 7, the real part of the complex wave images corresponding to the three displacement components in \( x, y, \) and \( z \) directions as well as real and imaginary components of the shear stiffness are compared for conventional full-wave encoded MRE and SLIM-accelerated MRE acquisitions.\(^{71}\)

In principle, SLIM MRE is capable of acquiring the same motion field with the same DNR as conventional uni-directional MRE with eight mechanical-phase offsets in approximately one-third of the scan time. However, echo times must be sufficiently large to allow for the temporal shifting of the MEGs, leading to either prolonged echo times or lower encoding efficiency, the induced wave field must be free of harmonics, and additional wave-dependent phase accrual caused by imaging gradients is not corrected for (see also Section 4). A similar encoding concept was derived by Nir et al. using optimization-based design.\(^{84}\)
Simultaneous multi-frequency MRE

In simultaneous multi-frequency MRE, shear waves are introduced comprising multiple frequency components. These are simultaneously measured using the broad-band sensitivity of MEGs (see Equation 38 for sinusoidal MEGs and Figure 4). Following Equation 13, the MRE phase signal is then given by a superposition of the shear components oscillating at their respective frequencies. Application of a Fourier transformation leads to distinct peaks, allowing for separation of the respective shear amplitudes.\(^{77}\) The frequency resolution of simultaneous multi-frequency MRE is given by

\[
\delta f = (\Delta t N_p)^{-1},
\]

where \(\Delta t\) is the sampling interval and \(N_p\) is the number of sampling points (\(N_p = 40, \Delta t = 2\) ms in Reference 77). Due to the high number of temporal sampling points, multi-frequency MRE is typically performed in single-slice, unidirectional MRE experiments.\(^{77,85-87}\) In Figure 8, a set of multi-frequency brain images is shown for 25, 37.5, 50, and 62.5 Hz with motion sensitization in the through-plane direction. The difference in wavelength can be clearly observed in the displacement images in the top row and corresponding shear wave speeds in the bottom row.

In comparison to the sequential measurement at different frequencies, simultaneous multi-frequency MRE comes with two drawbacks that both lead to lowered SNR. First, the maximally applicable vibration strength per frequency component is reduced, as the transducer’s total output power is limited and has to be distributed to the different frequencies. Second, since the broadband sensitivity of the MEGs is used for encoding, a global optimum yielding sufficient sensitivity to all applied frequencies has to be found, which is in contrast to sequential measurements, where it is possible to fine-tune each sequence to best encode the applied frequency.\(^{88}\)

Selective spectral displacement projection

Selective spectral displacement projection (SDP) uses the filter condition (Equation 39) to simultaneously measure the displacement of three different frequencies polarized along three different mutually orthogonal directions. The filter condition specifies the roots of the encoding efficiency of sinusoidal MEGs and is given by \(N_q = N_0 f/g \in \mathbb{N} \wedge q \neq 1\). Thus, if a combination of shear wave frequency \(f\) and MEG properties \(N_0, fg\) fulfills the above condition, the wave is not encoded. By choosing orthogonal MEGs that fulfill the above condition for two of the three shear frequencies at the same time, the oscillation of only one frequency component is encoded in each direction.\(^{83}\) In contrast to simultaneous multi-frequency MRE, the different frequency components are probed with equal encoding efficiency, which is especially important in high-frequency MRE as found in phantom and pre-clinical animal studies. Here, \(N_0\) is typically much larger than 1, leading to highly suppressed encoding efficiency for \(f \neq g\) (see also inset in Figure 9).

In Figure 9, an exemplary GRE-based SDP-MRE sequence is shown. Here, the MEG in the read direction oscillates at 5 kHz with 15 cycles, the MEG in the phase direction oscillates at 6 kHz and 18 cycles, and the MEG in the slice direction oscillates at 7 kHz and 21 cycles. The inset in the top-right corner depicts the dependency of the encoding efficiency for the three MEGs on the underlying MRE frequency. The red circles mark the roots of the encoding efficiencies of two MEGs coinciding with the peak of the third MEG.
PHASE CORRECTION SCHEMES

The phase of an MRE measurement \( \phi \) in a single voxel can be approximated by the accumulated phase caused by the MEGs \( \phi_{b_0, d} \) a phase term \( \phi_{b_0} \) collating field inhomogeneity and local susceptibility changes, and motion-encoded phase from imaging gradients \( \phi_{t, \text{Imaging}} \) such as the slice or phase-encoding gradient (Figure 10, red-shaded gradients). Neglecting geometric distortions, which may additionally lead to subtle spatially varying bias in the MRE signal, the phase in a single measurement can be approximated by

\[
\phi = \phi_{b_0, d} + \phi_{b_0} + \phi_{t, \text{Imaging}} (\pm \eta).
\]  

(44)

Additionally, a random variable \( \eta \) can be included to account for phase noise. Three orthogonal motion directions should be encoded, which needs according to Equation 13 at least three measurements with encoding gradients that together are a basis of \( \mathbb{R}^3 \). Additionally, the phase offset \( \phi_{b_0} + \phi_{b_0, \text{Imaging}} \) needs to be corrected for, and accordingly a minimum of four measurements is required if a single time point is considered.

To date, three-directional MRE is performed with three different encoding schemes. Four-point unbalanced encoding consists of the measurement with three orthogonal encoding directions as well as a reference scan with disabled MEGs to measure the sum \( \phi_{b_0} + \phi_{b_0, \text{Imaging}} \) separately for each mechanical phase offset \( t_0 \) (Figure 10, solid MEGs and reference scan). This reference phase is then subtracted from each encoded direction.\(^{24,36,57,79}\)

The second scheme, which is commonly referred as “tetrahedral encoding” in the MRE literature, is a variant of the four-point unbalanced encoding that is sensitive to motion along the four diagonals of a regular cube. Here, a reference scan with simultaneous motion encoding along all three encoding directions is acquired, and in the subsequent three measurements one gradient channel is inverted at a time. Accordingly, the motion phase in tetrahedral encoding is decoded by subtraction of the reference from each encoded direction, comparable to unbalanced four-point encoding.\(^{89}\) The scheme however has higher encoding efficiency, as the reference is acquired with inverted motion sensitization.

The third scheme is six-point encoding, where three orthogonal directions are measured with non-inverted and inverted gradients (Figure 10, solid and dashed MEGs, no reference scan). Subtraction of inverted and non-inverted scans leads to doubled motion sensitivity and the cancellation
of the spurious phase $\phi_b + \phi_{b,\text{imaging}}$, since the sign of the latter is not inverted with the MEGs. This scheme is found in many three-directional MRE acquisitions* as well as in uni-directional MRE, where only one wave component is encoded.\(^1\)

In addition to correcting for phase accrual induced by the imaging gradients, the extraction of the displacement fields may require phase unwrapping prior to spectral analysis. The discussion and comparison of these techniques is beyond the scope of this review. Barnhill et al. developed and compared unwrapping algorithms for unwrapping 4D MRE datasets.\(^9\) For completeness, some temporal and spatio-temporal unwrapping prior to spectral analysis. The discussion and comparison of these techniques is beyond the scope of this review. Barnhill et al. developed and compared unwrapping algorithms for unwrapping 4D MRE datasets.\(^9\) For completeness, some temporal and spatio-temporal unwrapping methods that have been proposed for use in MRE will be listed here: Goldstein's two- and three-dimensional unwrapping,\(^61,91\) Flynn's two-dimensional phase unwrapping,\(^80,92-94\) gradient-based unwrapping,\(^28,95,96\) unwrapping based on minimum cost flow analysis,\(^52,97,98\) 3D quality guided unwrapping,\(^68,99,100\) and 3D quality guided flood-fill unwrapping.\(^19,101\)

5 | MEG DESIGN

Apart from "temporal" encoding and phase-correction schemes, the encoding efficiency of the MEG is a key property that can be tuned. Generally, encoding gradients in phase contrast MRI can be classified according to their gradient moments.

Since a major field of MRE employs fractional encoding, we first will take a look at the low-$q$ regime, thus MEG frequencies much higher than the underlying shear wave frequency $f$. A Taylor series expansion about $q = 0$ of the general encoding efficiency (Equation 13) is given up to third order by

$$\varepsilon_f^T = y_q N_q \int_0 T dQ(\sigma) \left( \begin{pmatrix} 2n\sigma q_f \\ \frac{1}{1-2i(\sigma\sigma)^2} q_f^2 \end{pmatrix} + O(q_f^4) \right) = y_q \int_0 T M_n q_f \left( M_0 - 2n^2 M_2 q_f^2 \right) + O(q_f^4).$$

(45)

Here, we use the "reduced" gradient moments $\tilde{M}_n$ of the temporal gradient strength function $g(\sigma)$

$$\tilde{M}_n = y_q \int_0 N_q dQ(\sigma) \sigma^n = G^{-1} \left( \begin{pmatrix} 1 \\ \vdots \\ n+1 \end{pmatrix} \right) M_n, \text{ with } M_n = \int_0 T dt G(t) t^n.$$

which is connected to the "physical" gradient moments $M_{n,T}$ by normalizing them to unit length and unit gradient strength. Equation 45 reveals that the encoding efficiency in the low-$q$ regime is a polynomial in $q_f$, where the $n$th polynomial coefficient is proportional to the $(n+1)$th-gradient moment.

Since the applied MEGs are typically zeroth-moment compensated ($M_0 = 0$) so that they do not interfere with phase encoding, the low-$q$ regime is only controlled by the first and second moments of the gradient waveform. In the following section, we want to discuss bipolar ($M_1 \neq 0$) and flow-compensated MEGs ($M_1 = 0$) and summarize their encoding properties.

5.1 | Bipolar MEGs

Bipolar MEGs feature positive and negative gradient lobes with equal area, such that no phase dependency on the position of the isochromat is introduced. They feature a high first moment $M_1$ and show a $q_f^2$ dependency in the low-$q$ regime, where the encoding efficiency is given by

$$\varepsilon_f^T = 2nM_1 q_f \left( \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right) = 2nM_1 q_f / C_3.$$  

(46)

In Table 3, the encoding efficiencies of different representations of bipolar MEGs are summarized together with their respective moments and references to publications using these MEGs. The analytical encoding efficiency of sinusoidal gradients has already been discussed in Section 3.2 and compared with different gradient waveforms in Figure 4 (left).

5.2 | Flow-compensated MEGs

Flow-compensation, or first-order moment nulling, is a phase-contrast technique to suppress phase artifacts occurring from motion with constant velocity along the encoding direction originating from blood flow, breathing, or generally intra-voxel motion. Many publications using flow-compensated gradients are based on the original description of Muthupillai,\(^58\) where the encoding efficiency of sinusoidal flow-compensated gradients was calculated. Such a gradient is depicted in solid black in Figure 11 (right). Cosinusoidal gradients can be seen as the theoretical equivalent to sinusoidal gradients, but with infinite slew rate at the beginning and end of the gradient. Their encoding efficiency is plotted against the encoding fraction in Figure 11 (left) and compared with sinusoidal MEGs. Its analytical encoding efficiency is stated in Table 3.

*References 29,35,36,62,68,70,73,74,83.

\(^1\)References 1,27,38,48,60,62-66,69,74-78,81.
Table of encoding efficiencies, slew rates, and first- and second-order moments for different MEG shapes. Bipolar (infinite slew) and cosinusoidal gradient shapes are included as theoretical models and hence have not been used for encoding in MRE. The filter condition for each waveform can be readily derived by calculating the roots of the encoding efficiency. Trapezoidal flow-compensated MEGs are prominently used; however, complexity and degrees of freedom render an analytical solution of the general encoding efficiency and second moment infeasible. Hence, only the special case \( q = 1 \) is given.

| Name                  | Shape                          | Parameter | Encoding efficiency [rad/T] | Max. slew | First moment \( (M_1) \) | Second moment \( (M_2) \) | References          |
|-----------------------|--------------------------------|-----------|----------------------------|-----------|---------------------------|------------------------|----------------------|
| Sinusoidal            | \( q, N_0 \)                   | \( \epsilon_f = \frac{\gamma |q \sin(qN_0)|}{\pi f} \) | \( \frac{2\pi f}{q} \) | \( -\gamma G N_0 q^2 \frac{2\pi f}{q} \) | \( -\gamma G N_0^2 q^3 \frac{2\pi f}{q} \) | 4, 6, 11–14, 24, 27, 28, 32 |
| Bipolar (infinite slew)| \( q \)                        | \( \epsilon_f = \frac{2\gamma \sin^2 \left( \frac{\pi q}{2} \right)}{\pi f} \) | \( \infty \) | \( -\gamma G q^2 \frac{2\pi f}{q} \) | \( -\gamma G q^3 \frac{2\pi f}{q} \) | n.a.                  |
| Trapezoidal           | \( q, t_{\text{dwell}} \)      | \( \epsilon_f = \frac{2\gamma \sin^2 \left( \frac{\pi q}{2} \right) \sin \left( \frac{q - 2\beta}{2} \right)}{\pi^2 \beta} \) | \( \frac{G}{t_{\text{dwell}}} \) | \( -\gamma G \frac{q^2}{4f^2} (q-2\beta) \) | \( -\gamma G \frac{q^3}{4f^2} (q-2\beta) \) | 1, 5, 7, 10, 11, 15, 25, 26, 31, 33, 35, 36, 39 |
| Cosinusoidal          | \( q, N_0 \)                   | \( \epsilon_f = \frac{\gamma |q \sin(qN_0)|}{\pi f} \) | \( \infty \) | 0 | \( \gamma G N_0 \frac{q^3}{2\pi^2 f^2} \) | n.a.                  |
| Trapezoidal flow compensated | \( t_{\text{dwell}}, q = 1 \) | \( \epsilon_f = \frac{\gamma |\cos(2\pi f) + \sin \left( \frac{\beta}{2} \right) N \beta + \sin \left( \frac{\beta}{2} \right) N \beta|}{2\pi^2 \beta} \) | \( \frac{G}{t_{\text{dwell}}} \) | 0 | \( \gamma G \frac{1}{16f} (\beta^2 - 1) (3\beta - 1) \) | 16, 18–21, 23, 29, 30, 34 |

\( f \), wave frequency; \( q = f_{\text{fp}} \) encoding fraction; \( \gamma \), gyromagnetic ratio; \( N_0 \), number of gradient repetitions; \( t_{\text{dwell}} \), gradient dwell time; \( \text{SR} = G/t_{\text{dwell}} \), slew rate; \( G \), maximal gradient strength; \( \beta = ft_{\text{dwell}} \), ratio of gradient dwell-time and wave period \( f^{-1} \).

n.a., not applicable.
According to Equation 45, the encoding efficiency of flow-compensated gradients in the low-\(q\) regime is given by
\[
\epsilon_f = \frac{2\pi^2 M_2 q^3 f_f f_0}{C_0^2 / C_1 + O q^5 f_f / C_0 / C_1} \approx \frac{2\pi^2 M_2 q^3 f_f f_0}{C_0^2 / C_1}.
\] (47)

Hence, the efficiency of flow-compensated gradients for small \(q\) is proportional to \(q^3\), compared with \(q^2\) for bipolar gradients, which is crucial for fractional encoding schemes. Hence, flow-compensated gradients are mostly employed in full-wave encoding \(^{28,29,35,70,73}\) and in fractional encoding with \(q > 1/2\).\(^ {17,27,28,80}\)

6 | ADVANCED READOUT AND SUB-NYQUIST TECHNIQUES

In the previous sections, we have reviewed different MRE sequences, “temporal” encoding schemes, and phase correction as well as encoding efficiencies. In the following, the emphasis will lie on efficient readout.

6.1 | Alternative \(k\)-space coverage

Besides sequential readout of single Cartesian \(k\)-space lines, which has been assumed and depicted in sequence graphs so far, alternative ways of traversing \(k\)-space are readily being employed in MRE. The most often used is echo-planar imaging (EPI), which acquires multiple parallel \(k\)-space lines sequentially within a single repetition of the sequence.\(^ {102}\) A SE-based full-wave-encoding MRE sequence with EPI readout and an echo-train length of 5 is depicted in Figure 12 and Figure 13. EPI is prominently used with SE-MRE sequences in particular because of the inherently longer repetition times of SE-based sequences compared with GRE.\(^ {28,29,35,65}\)

EPI sequences with long echo trains are subject to a low-/high-pass filter effect as \(k\)-space lines acquired before and after the echo time are damped because of \(T_2^*\)-related signal decay, resulting in blurring. Additionally, the switching of strong gradients as they are used with MRE results in eddy currents induced in the conducting parts of the MRI scanner. The resulting spurious magnetic fields lead to geometric distortions, such as shifting and shearing of the image. First-order eddy currents cause delays of the gradient waveform and the readout, leading to a line-by-line misalignment of acquired echoes. This misalignment leads to Nyquist ghosting in the phase-encoding direction. In addition, the

**FIGURE 11**  Encoding efficiency for constant MEG frequency and gradient amplitude plots for sinusoidal, non-flow-compensated (dashed gray) and cosinusoidal, flow-compensated (black) MEG shapes. N.B.: Encoding efficiency for flow-compensated gradients is highly suppressed for encoding fractions smaller than 1. The dot-dashed lines show the low-\(q\) regime expansion for cosinusoidal and sinusoidal gradients.

**FIGURE 12**  Spoiled SE-based MRE sequence with echo planar imaging readout, an echo-train length of 5, and full-wave encoding with four repetitions of sinusoidal MEGs. The inset shows the five acquired \(k\)-space lines and the traversal between lines due to the blip-gradients in the phase-encoding direction.
acquisition of multiple echoes increases the readout duration, which in turns leads to pronounced artifacts due to local static magnetic field offsets.103

Another efficient way of traversing $k$-space is the spiral readout,104 which is depicted for the case of constant velocity and constant density in Figure 13. In spiral acquisition the readout is started in the $k$-space center and has the potential benefit of traversing the whole $k$-space within a single shot. In multi-shot spiral acquisitions, shot-by-shot differences caused by eddy currents and motion are distributed equally over the whole $k$ space, leading to blurring instead of Nyquist ghosting as in EPI. Spirals feature very effective $k$-space sampling since the corners are not acquired, reduced motion sensitivity because of constantly changing gradient directions, partial flow compensation during the readout leading to reduced flow-induced artifacts, efficient use of gradient power, and oversampling of the $k$-space center, which can be used for self-navigation.105-107 In addition, spiral trajectories can be specifically tuned to the needs and conditions of the readout, since readout duration, number of interleaves, sampling density, and velocity can be independently adapted within the limits of the gradient system through the use of variable density spirals.108

The advantages of spirals come at the cost of a complex reconstruction process of the images, which typically employs regridding and subsequent Fourier transformation.109,110 In addition, local field inhomogeneities may cause artifacts in the final image due to the long readout times. These artifacts can be resolved through non-linear iterative reconstruction such as multi-frequency interpolation, although this renders the reconstruction process even more elaborate and time consuming.111 Furthermore, eddy-current-induced $B_0$ and trajectory changes, which lead to blurring, can only be accounted for if a complete model of the gradient response is known, e.g. by measuring with a field camera.112,113 In addition, concomitant gradient fields, i.e. higher-order magnetic fields that accompany gradient fields according to Maxwell’s equations, cause spatially dependent blurring of spiral scans.114 Since these effects are non-linear in space, additional correction methods need to be applied114, or full inversion of the encoding operator, i.e. phase conjugate reconstruction, needs to be performed, which is currently only feasible in the case of low-resolution imaging.115

Spiral imaging has been successfully performed in SE-based full-wave MRE, with as few as six spiral interleaves to cover the whole $k$-space of a $128 \times 128$ pixel image (240 x 240 mm$^2$ field of view, FOV).68,70,71,73

6.2 | Reduced FOV techniques
The FOV in MRI is given by the extent of the object and must be chosen larger in order to avoid fold-over artifacts. In SE-MRI acquisitions, the FOV in the phase-encoding direction can be reduced by applying RF excitation and echo pulses slice-selectively, while the slice-selection gradient of the echo pulse is chosen orthogonal to the excitation slice-selection gradient. In this way, only the spins residing in the intersecting volume produce a signal leading to a reduction of the effective FOV. In this way, the number of phase-encoding steps can be reduced to increase acquisition speed (reduced FOV, rFOV-MRE).63

Disabling the phase-encoding gradient leads to a projection of the FOV onto the frequency-encoding direction and thus the acquisition of a 1D image (beam SE-MRE). Since GRE-based MRE acquisitions only have one RF pulse, the excitation and echo formation with orthogonal slice-selection gradients is not possible. However, 2D-spatially selective RF pulses can be used instead. Here, a combination of a modulated RF pulse and a suitable gradient waveform is used.116-118 With rFOV MRE and beam MRE, the acquisition of full MRE datasets can be restricted to a small region of interest, thus enabling the fast acquisition of full wave fields with high resolution.63,119,120

6.3 | Multi-slice and 3D readout
The acquisition of volumetric wave displacements is crucial to successful inversion of the wave equation and extraction of shear-stiffness maps.121 Until now, we have assumed that 2D slices are acquired by employing slice-selective RF excitation pulses. In sequential multi-slice imaging (M2D),
these 2D slices are consecutively acquired and stacked, forming a volumetric data set. In order to increase the steady-state signal, stacked 2D images are usually acquired in an interleaved fashion (MS) such that the effective repetition-time per slice is increased (see Figure 14).

For spoiled GRE-based sequences, the transverse magnetization is given by

\[ \mathbf{S} = \mathbf{S}_0 \frac{1 - e^{-T_{1p}/T_1^*}}{1 - e^{-2T_{1p}/T_1^*}} e^{T_{2R} T_1^*}, \]

assuming that the flip angle is chosen to be the Ernst angle, \( \alpha = \cos^{-1}\left(\frac{1}{e^{T_{1p}/T_1^*}}\right) \). The signal increase \( h_{\text{GRE}}(n) \) through extending the effective repetition time to \( nT_R \) is then given for spoiled GRE by

\[ h_{\text{GRE}}(n) = \frac{1 - e^{-nT_{1p}/T_1^*}}{1 - e^{-2nT_{1p}/T_1^*}} \sqrt{1 - e^{-2nT_{1p}/T_1^*}}. \]

For spoiled SE sequences with a 90° excitation pulse and 180° echo pulse, the SNR increase is given by

\[ h_{\text{SE}}(n) = \frac{1 - 2e^{-nT_{1p}/T_1^*}}{1 - 2e^{-2nT_{1p}/T_1^*}} + e^{-nT_{1p}/T_1^*} T_{2R} = \frac{1 - e^{-nT_{1p}/T_1^*}}{1 - e^{-2nT_{1p}/T_1^*}} \]

The SNR of interleaved acquisition (MS) relative to non-interleaved stacked images (M2D) is then given by

\[ \text{SNR}_{\text{MS}} = h(N_{\text{slices}}) \text{SNR}_{\text{M2D}}. \]

True 3D readout, where the z-dimension is also encoded using a phase-encoding gradient (see Figure 14), leads to even higher SNR increase in spoiled GRE sequences. In Figure 15, SNRs of GRE and SE sequences are compared for sequential and interleaved stacked 3D acquisitions. Interleaved acquisition always leads to an increase in SNR. The SNR of a volumetric readout is given by

\[ \text{SNR}_{\text{3D}} = \sqrt{N_{\text{slices}}} \text{SNR}_{\text{M2D}} = \sqrt{N_{\text{slices}}} \text{SNR}_{\text{MS}}. \]

where the reduction in effective repetition time compared with MS might mitigate the \( \sqrt{N_{\text{slices}}} \) SNR boost in SE sequences. In Figure 15, the SNR of a true 3D acquisition (\( N_{\text{slabs}} = 1 \)) is compared with interleaved stacked images for SE and GRE sequences. GRE always benefits in terms of SNR from true 3D readout; however, SNR increase might only be a couple of percent for short repetition times.122 SE-based sequences might lose SNR with short repetition times or gain SNR for long repetition times.

For SE sequences, a compromise between stacked 2D slices and true 3D encoding is given by the multi-slab technique (M3D). Here, multiple parallel “partial slabs” (\( N_{\text{slabs}} \)) of the full volume are selectively excited, and multiple slices are then encoded within these volumes using phase encoding, hence combining the SNR increase of 3D readout, while limiting the loss in steady-state magnetization (see Figure 14). In spoiled GRE sequences, the mutli-slab acquisition technique is not favorable in terms of SNR, as shown in Figure 15. The SNR of multi-slab 3D readout is given by

\[ \text{SNR}_{\text{M3D}} = \sqrt{N_{\text{slabs}}} \text{SNR}_{\text{M2D}}. \]

**FIGURE 14** Graphical depiction of the different volumetric readout schemes, where the red lines denote acquired \( k \)-lines and the arrows show the acquisition order. From left to right, sequential readout of stacked images (M2D), interleaved acquisition of multiple slices (MS) to increase the actual \( T_R \) per slice, true 3D readout through volume excitation and phase encoding in phase and slice directions, and multi-slab 3D readout (M3D) mixing sequential and 3D readout by sequentially exciting volumetric slabs and phase encoding in the slice direction within the slabs. The latter is performed to balance the long effective \( T_R \) of MS and the SNR increase of 3D readout.

**FIGURE 15** Relative SNR as a function of the number of acquired slices for GRE- and SE-based 3D scans. For GRE, acquisition with the Ernst angle is assumed, while SE is assumed to use 90° flip angles. Interleaved stacked images show higher SNR than sequential stacked images, due to elongation of the effective repetition time per slice. Full 3D acquisition (\( N_{\text{slabs}} = 1 \)) always shows higher SNR for GRE sequences; however, multislab (\( N_{\text{slabs}} > 1 \)) does not improve SNR. For SE sequences, SNR in volumetric acquisition qualitatively differ depending on the \( T_R/T_1 \) combination.
\[
\text{SNR}_{\text{M2D}} = \sqrt{\frac{N_{\text{slabs}}}{N_{\text{slabs}} h(N_{\text{slabs}})}} \text{SNR}_{\text{M2D}} = \sqrt{\frac{N_{\text{slabs}} h(N_{\text{slabs}})}{N_{\text{slabs}} h(N_{\text{slabs}})}} \text{SNR}_{\text{M3D}}.
\]

In Table 1, Table 2, and Table 4, publications using 3D readout are compared regarding key MRE imaging parameters. Most current volumetric MRE acquisitions are performed using sequential or interleaved stacked 2D scans.\textsuperscript{12} Multislab acquisition was recently developed and applied in conjunction with spiral MRE readout,\textsuperscript{70,73} whereas full 3D acquisition was also recently performed together with compressed sensing and dynamic nuclear polarization MRE.\textsuperscript{124}

### 6.4 Sub-Nyquist techniques

Besides speeding up acquisitions by effective coverage of the k-space, image acquisition can also be sped up through undersampling. Partial Fourier (PF) fully samples only a fraction of the k-space and completes the missing information by making use of Hermitian symmetry of the k-space for real-valued signals (see Figure 16).\textsuperscript{122} Since MRI signals are complex valued, a low-resolution phase image is usually estimated from the fully sampled center of k-space and then subtracted from the measured data, creating an approximately real-valued image with Hermitian symmetry (homodyne reconstruction).\textsuperscript{125} PF with homodyne reconstruction is well established for the acquisition of magnitude images; however, for the acquisition of phase-contrast images, Hermitian symmetry is no longer given. A low-resolution phase estimation might be sufficient to restore symmetry in special cases; however, in MRE, the localized strong phase variations are key to successful stiffness reconstruction, which cannot be recovered by low-resolution phase estimates. Hence, only zero-filling is a valid reconstruction method, but does not lead to higher resolution than centered acquisition of the same number of k-space lines.\textsuperscript{122}

Parallel imaging techniques, e.g. sensitivity encoding (SENSE) and GRAPPA, utilize the spatial sensitivity of multi-receive coils to unfold the aliasing artifacts that occur when undersampling is performed with regular patterns (see Figure 16). For SENSE, additional sensitivity maps need to be acquired in a separate scan. The undersampled data is then directly reconstructed by inversion of the encoding matrix that takes the point-spread function of the undersampling pattern and the sensitivities into account.\textsuperscript{126} GRAPPA uses additional auto calibration signals, which are fully sampled but low resolution. A model is built in the fully-sampled k-space region that allows the estimation of the missing information from the surrounding acquired k-lines. In a next step, this model is then applied to the missing k-space data, completing the images for each coil separately. These coil images are then reconstructed and coil-combined to form an unaliased final image.\textsuperscript{127}

Local noise enhancement in parallel imaging is typically characterized by the geometry factor. For SENSE this factor can be readily calculated and is given by

\[
g = \sqrt{\text{diag} \left( \hat{E}^H \hat{\Psi}^{-1} \hat{E} \right) \cdot \text{diag} \left( \left( \hat{E}^H \hat{\Psi}^{-1} \hat{E} \right)^{-1} \right)},
\]

where \(\hat{\Psi}\) is the noise covariance matrix of the coil elements and \(\hat{E}\) is the encoding matrix. The SNR in SENSE is then given by

\[
\text{SNR}_{\text{SENSE}} = \frac{\text{SNR}_0}{\sqrt{R g}}
\]

where \(\text{SNR}_0\) is the SNR of a fully sampled scan and \(R\) is the acceleration factor.\textsuperscript{122,126,128} In the case of GRAPPA, the calculation of the geometry factor is also possible.\textsuperscript{129} Parallel imaging acquisition is well established for phase-contrast imaging and readily used in accelerated MRE (see Table 4).

In compressed sensing (CS), the inherent sparsity of MRI images in the image itself or a sparse transformed domain thereof is used to reconstruct randomly undersampled data. The randomness of the sampling pattern leads to noise-like interference, which can be filtered in the sparse domain of the MRI images by non-linear thresholding.\textsuperscript{130,131} CS has recently been used in ultra-low field MRE in conjunction with dynamic nuclear polarization (DNP).\textsuperscript{124} Here, Cartesian 3D acquisition with phase encoding in both phase and slice encoding directions was paired with variable density Gaussian undersampling patterns.\textsuperscript{132} However, the influence of CS on phase contrast images is not yet fully understood and needs further scrutiny in the future.

In Figure 16, typical sampling patterns for the discussed sub-Nyquist methods are visualized and compared. In Table 4, references to MRE publications using sub-Nyquist techniques are presented and compared regarding key MRE imaging parameters.

### 7 UNCONVENTIONAL MRE ACQUISITION TECHNIQUES

In the following, "exotic" MRE sequences, which do not fall into the usually performed categories of MRE scans and techniques described above, are briefly reviewed.
### Table 4: Comparison of MRE publications using sub-Nyquist techniques for accelerated acquisition

| Leading author | Year | Sequence | Dimension | Readout method | Sub-Nyquist technique (factor) | MRE frequency (Hz) | MEG frequency (Hz) | MEG shape | N0 | MEG gradient (mT/m) | MEG enc. directions | MEG enc. scheme | Applied region | Flip angle | Matrix | FOV (mm) | Slice (mm) | Resolution (mm) | T₁/T₂ (ms) | Wave images |
|----------------|------|----------|-----------|----------------|-------------------------------|-------------------|-------------------|-----------|----|-------------------|-------------------|----------------|---------------|------------|-----------|-----------|----------|------------|------------|-----------|-------------|
| Sack²⁶        | 2009 | GRE      | 2D        | Cartesian      | G (2)                         | 24.3              | 500               | T         | 1  | 25, 35            | 3 (MPSR)         | 4-unb.         | heart         | 15         | 128 × 128 | 320 × 320 | 5          | 2.5 × 2.5  | 5.16/360   |
| Nedredal¹⁷     | 2011 | SE       | M2D       | EPI            | Pl (2)                        | 60                | 80                | FC        | 1  | n/a              | 1 (S)             | 2-point        | liver         | 90         | n/a × n/a | n/a × n/a | 3          | 3 × 3 × 3  | 1634/48    |
| Garteiser²⁹    | 2013 | GRE      | M2D       | Cartesian      | S (2)                         | 28–84             | 120               | T         | 1  | 21               | 3 (MPSR)         | 4-unb.         | liver         | 20         | 80 × 80   | 320 × 320 | 4          | 4 × 4 × 4  | 9.21/8     |
| Garteiser      | 2013 | GRE      | M2D       | Cartesian      | S (2)                         | 28–84             | 160               | T         | 1  | 30               | 3 (MPSR)         | 4-unb.         | liver         | 20         | 80 × 80   | 320 × 320 | 4          | 4 × 4 × 4  | 6.91/8     |
| Yin²⁹          | 2013 | SE       | M2D       | EPI            | Pl (3)                        | 60                | 60                | FC        | 2  | sp               | 3 (XYZ)          | 6-point        | porcine liver/spleen | n/a        | 80 × 80   | 260 × 260 | 6          | 325 × 3.25 | 1667/48    |
| Sahebjavaher²⁴ | 2014 | GRE      | M2D       | Cartesian      | S(2), PF(80%)                 | 70                | 119               | T         | 1  | 48               | 4 (XYZR)         | 4-unb.         | prostate      | 25         | 128 × 128 | 256 × 256 | 2          | 2 × 2 × 2  | 344/92     |
| Hirsch²⁸       | 2014 | SE       | M2D       | EPI            | G (2)                         | 30–60             | 50                | FC        | 1  | 30               | 3 (XYZ)          | 3-noref        | liver         | 90         | 128 × 104 | 350 × 284 | 5          | 2.7 × 2.7  | 182/54     |
| Braun³⁰        | 2014 | SE       | M2D       | EPI            | G (3)                         | 40–60             | 36–71             | FC        | 1, 2 | 50               | 3 (XYZ)          | 3-noref        | brain         | 90         | 200 × 186 | 200 × 186 | 1          | 1 × 1 × 1  | 5640/76    |
| Numano²²       | 2015 | GRE      | 2D        | Cartesian      | S (2)                         | 100               | 100               | T         | 1  | n/a              | 1 (M)            | n/a           | phantom      | 20         | 256 × 256 | 180 × 180 | 5          | .7 × .7     | 40/2.3     |
| Numano         | 2015 | GRE      | 2D        | Cartesian      | S (2)                         | 50                | 50                | T         | 1  | n/a              | 1 (M)            | n/a           | psoas major muscle | 20         | 256 × 256 | 300 × 300 | 10         | 1.17 × 1.17 | 40/2.3     |
| Low³⁵          | 2015 | SE       | M2D       | EPI            | Pl (2)                        | 60/90             | 60/90             | FC        | n/a | n/a              | 3 (XYZ)          | 6-point        | kidney        | n/a        | 72 × 72   | 360 × 360 | 3.5        | 5 × 5 × 3.5 | 1323–1584/37-40 |
| Anderson⁷³     | 2016 | SE       | M3D       | spiral         | S (3)                         | 50                | 50                | FC        | 2  | sp               | 3 (XYZ)          | 6-point        | brain         | n/a        | 120 × 120 | 240 × 240 | 2          | 2 × 2 × 2  | 1800/73    |
| Salameh¹²⁴     | 2016 | bSSFP    | 3D        | Cartesian      | CS                            | 103               | 206               | S         | 1  | 1                | 4 (MPSR)         | 4-unb.         | phantom      | 90         | 65 × 64   | 98 × 173  | 9          | 1.5 × 2.7  | 39/24      |

n.a., not applicable; n/a, not available.

**Dimension:** 1D/2D, 1D/2D acquisition; M2D, stacked 2D acquisition; M3D, multislab acquisition; 3D, full 3D acquisition.

**Sub-Nyquist technique:** PI, parallel imaging (type not specified); G, GRAPPA; S, SENSE; CS, compressed sensing.

**N0:** sp, number of MEGs is split between pre- and post-echo-pulse in SE-MRE. MEG shape: T, bipolar trapezoidal; S, sinusoidal; FC, flow-compensated.

**Encoding directions:** M, measurement; P, phase; S, slice; R, reference; X, Y, Z, specific mentioning of main gradient axes.

**Encoding scheme:** 2-point, two-point difference; 4-unb., unbalanced four-point; 3-noref, three point encoding without reference phase correction.
6.17 Calculated and if needed optimized to achieve a certain diffusion weighting without destroying the phase

repulsion algorithm\textsuperscript{135} and then clustered into four groups corresponding to four mechanical phase offsets. All diffusion directions are then

corresponding to DWI, MRE, and\textsuperscript{133} it makes use of the underlying Brownian motion of water self-diffusion by switching motion sensitizing gradients. These gradient fields cause intra-voxel dephasing of magnetization vectors in the presence of random motion of isochromats, leading to signal magnitude decay. The signal loss due to diffusion can be approximated by

\begin{align}
S &= S_0 e^{-bD},
\end{align}

where \(D\) is the local diffusion constant and \(b\) the "b-value" of the applied gradients \(G(t)\textsuperscript{122}\)

\begin{align}
b &= \gamma^2 \int_0^T (f_0(t)G(t))^2 dt.
\end{align}

Acquisition of a single diffusion-weighted image leads to local contrast changes due to the underlying diffusion mechanism. Acquisition of multiple images with different \(b\)-weightings allows for the quantification of the local diffusion coefficient. This coefficient is however also influenced by other physiological effects such as perfusion, and thus is usually referred to as the apparent diffusion coefficient (ADC)\textsuperscript{122}.

Since diffusion is not generally isotropic, anisotropic diffusion, e.g. along brain or muscle fibers, can be encountered. In the case of anisotropic diffusion, Equation 48 is generalized to

\begin{align}
S &= S_0 \exp \left(-\gamma^2 \int_0^T f_0(t)\left(\vec{\nabla} (f_0(t)\vec{G}(t))\right)^T \vec{D} \left(\vec{f}_0(t)\vec{G}(t)\right)\right).
\end{align}

where \(\vec{D}\) is the diffusion tensor and \(\vec{G}\) the gradient waveform used for diffusion weighting\textsuperscript{122}. Because of the symmetry properties of the diffusion tensor, a total of six non-parallel gradient directions suffices to encode the full diffusion tensor, while the acquisition of at least 30 directions has become the standard to estimate complex intra-voxel anisotropy\textsuperscript{134}.

Already in the early stages of MRE, reconstruction of the stiffness tensor was proposed\textsuperscript{57}. To help the reconstruction of anisotropic stiffness properties, the combination of diffusion tensor imaging (DTI) and elastography was used\textsuperscript{17,99}. However, in these studies, separate scans for DTI and MRE datasets were performed. Since MRE uses the phase-contrast principle with strong gradients for the displacement detection, diffusion weighting can be simultaneously encoded in the magnitude of the complex signal (diffusion MRE, dMRE), leading to co-registered datasets\textsuperscript{74}. The acquisition of diffusion-weighted images together with MRE is straightforward, since only the \(b\)-value of the applied MEGs needs to be calculated and if needed optimized to achieve a certain diffusion weighting without destroying the phase-locked nature of the MEGs in MRE\textsuperscript{69}.

A comparison of conventional DWI, MRE, and dMRE is shown in Figure 17.

For the acquisition of simultaneous DTI and MRE, 12 gradient directions are chosen, uniformly distributed in 3D, according to an electrostatic repulsion algorithm\textsuperscript{135} and then clustered into four groups corresponding to four mechanical phase offsets. All diffusion directions are then acquired using the same gradient waveform, but with varying mechanical phase offsets. In this way, a full three-directional MRE dataset as well as the full diffusion tensor can be encoded\textsuperscript{74}. Drawbacks of the dMRE and DTI-MRE are local noise enhancement due to strong diffusion weighting (\(PNR = \text{SNR} = e^{-2bD}\)) as well as intra-voxel phase dispersion. The latter is a result of phase variations within a voxel in an MRE experiment leading to
signal loss and hence the possibility of biasing dMRE and DTI-MRE results. However, efforts to increase spatial resolution in MRE will work in favor of dMRE and DTI-MRE as IVPD-related signal loss is reduced.

8 | SUMMARY

MRE encoding and readout strategies have evolved significantly over the last two decades. In this review an attempt has been made to present wave-encoding and readout approaches in a unified mathematical way to allow for a comparison of the wave-encoding and SNR efficiency of the various methods described in the literature. Beyond established encoding schemes including full- and fractional-wave encoding, emerging techniques such as SLIM and multi-shot encoding have been included.

Synchronization of the wave-encoding gradients with the frequency of the mechanical wave to be imaged sets bounds on the readout duration. In this context, properties of fast readout techniques have been summarized. For the acquisition of high-resolution, volumetric, three-directional MRE datasets, highly accelerated MRE readouts are necessary, which can be achieved through the synergistic combination of existing fast readout, parallel-imaging, and sub-Nyquist methods, which have been summarized too.

The generic treatment of encoding gradient design and efficiency as well as SNR efficiency of the sequence as described in the present work allows optimization of standard and advanced MRE sequences within the gradient performance limits of a given MR system. Accordingly, efforts thereof may prove important to advance the robustness and, ultimately, the application of MRE.

While the focus of this review has been on sequence design and properties, MR system imperfections, the impact of involuntary subject motion and other image artifacts have not been treated. It is noted that the requirement of strong encoding gradients in MRE may accentuate imperfections of the gradient chain including eddy currents and temperature-induced drifts, which in turn can compromise the accuracy and precision of MRE encoding and readout. Further advances in MR system performance control and correction as well as motion compensation techniques are expected to address these issues. In this relation, no specific mention of magnetic field strength has been made either, since most work in MRE has been conducted on clinical MR systems operating at 1.5 and 3.0 T. The SNR benefit of higher static fields is intrinsically linked to increased field inhomogeneities, which limit longer and hence more time-efficient readouts. Future work is required to demonstrate potential benefits of using static fields beyond 3.0 T for MRE.
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