ON THE DUAL TOPOLOGY OF THE GROUPS $U(n) \ltimes \mathbb{H}_n$
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Abstract. Let $G_n = U(n) \ltimes \mathbb{H}_n$ be the semi-direct product of the unitary group acting by automorphisms on the Heisenberg group $\mathbb{H}_n$. According to Lipsman, the unitary dual $\hat{G}_n$ of $G_n$ is in one to one correspondence with the space of admissible coadjoint orbits $g^*_n/G_n$ of $G_n$. In this paper, we determine the topology of the space $g^*_n/G_n$ and we show that the correspondence with $\hat{G}_n$ is a homeomorphism.
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1. Introduction

Let $G$ be a locally compact group and $\hat{G}$ the unitary dual of $G$, i.e., the set of equivalence classes of irreducible unitary representations of $G$, endowed with the pullback of the hull-kernel topology on the primitive ideal space of $C^*(G)$, the $C^*$-algebra of $G$. Besides the fundamental problem of determining $\hat{G}$ as a set, there is a genuine interest in a precise and neat description of the topology on $\hat{G}$. For several classes of Lie groups, such as simply connected nilpotent Lie groups or, more generally, exponential solvable Lie groups, the Euclidean motion groups and also the extension groups $U(n) \ltimes \mathbb{H}_n$, considered in this paper, there is a nice geometric object parameterizing $\hat{G}$, namely the space of admissible coadjoint orbits in the dual $g^*$ of the Lie algebra $g$ of $G$.

In such a situation, the natural and important question arises of whether the bijection between the orbit space, equipped with the quotient topology, and $\hat{G}$ is a homeomorphism. In [23], H. Leptin and J. Ludwig have proved that for an exponential solvable Lie group $G = \exp g$, the dual space $\hat{G}$ is homeomorphic to the space of coadjoint orbits $g^*/G$ through the Kirillov mapping. On the other hand, it had been
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shown in [12] that the dual topology of the classical motion groups \(SO(n) \ltimes \mathbb{R}^n\) for \(n \geq 2\) can be linked to the topology of the quotient space of admissible coadjoint orbits.

In this paper, we consider the semi-direct product \(G_n = U(n) \ltimes \mathbb{H}_n\) for \(n \geq 1\) and we identify its dual space \(\hat{G}_n\) with the lattice of admissible coadjoint orbits. Lipsman showed in [23] that each irreducible unitary representation of \(G_n\) can be constructed by holomorphic induction from an admissible linear functional \(\ell\) of the Lie algebra \(\mathfrak{g}_n\) of \(G_n\). Furthermore, two irreducible representations in \(\hat{G}_n\) are equivalent if and only if their respective linear functionals are in the same \(G_n\)-orbit. We prove that this identification is a homeomorphism.

This paper is structured in the following way. Section 2 contains preliminary material and summarizes results from previous work concerning the dual space of \(G_n\) which is identified with the space of its admissible coadjoint orbits. The representations attached to an admissible linear functional areizes results from previous work concerning the dual space of \(G_n\). Moreover, let \((.,.)_{C^n}\) and \(\omega(.,.)_{C^n}\) denote the real and the imaginary part of \((.,.)_{C^n}\), respectively, i.e.

\[
(.,.)_{C^n} = (.,.)_{C^n} + \omega(.,.)_{C^n}.
\]

The bilinear forms \((.,.)_{C^n}\) and \(\omega(.,.)_{C^n}\) define a positive definite inner product and a symplectic structure on the underlying real vector space \(\mathbb{R}^{2n}\) of \(C^n\), respectively. The associated Heisenberg group \(\mathbb{H}_n = C^n \times \mathbb{R}\) of dimension \(2n + 1\) over \(\mathbb{R}\) is given by the group multiplication

\[
(z, t)(z', t') := \left(z + z', t + t' - \frac{1}{2} \omega(z, z')_{C^n}\right) \forall (z, t), (z', t') \in \mathbb{H}_n.
\]

Furthermore, consider the unitary group \(U(n)\) of automorphisms of \(\mathbb{H}_n\) preserving \((.,.)_{C^n}\) on \(C^n\) which embeds into \(\text{Aut}(\mathbb{H}_n)\) via

\[
A.(z, t) := (Az, t) \forall A \in U(n) \forall (z, t) \in \mathbb{H}_n.
\]

Then, \(U(n)\) yields a maximal compact connected subgroup of \(\text{Aut}(\mathbb{H}_n)\) (see [12], Theorem 1.22 and [20], Chapter I.1). Moreover, \(G_n = U(n) \ltimes \mathbb{H}_n\) denotes the semi-direct product of \(U(n)\) with the Heisenberg group \(\mathbb{H}_n\) equipped with the group law

\[
(A, z)(B, z') := \left(AB, z + Az', t + t' - \frac{1}{2} \omega(z, Az')_{C^n}\right) \forall (A, z, t), (B, z', t') \in G_n.
\]

The Lie algebra \(\mathfrak{h}_n\) of \(\mathbb{H}_n\) will be identified with \(\mathbb{H}_n\) itself via the exponential map. The Lie bracket of \(\mathfrak{h}_n\) is defined as

\[
[(z, t), (w, s)] := (0, -\omega(z, w)_{C^n}) \forall (z, t), (w, s) \in \mathfrak{h}_n
\]

and the derived action of the Lie algebra \(\mathfrak{u}(n)\) of \(U(n)\) on \(\mathfrak{h}_n\) is

\[
A.(z, t) := (Az, 0) \forall A \in \mathfrak{u}(n) \forall (z, t) \in \mathfrak{h}_n.
\]
Denoting by \( \mathfrak{g}_n = \mathfrak{u}(n) \ltimes \mathfrak{h}_n \) the Lie algebra of \( G_n \), for all \((A, z, t) \in G_n\) and all \((B, w, s) \in \mathfrak{g}_n\), one gets
\[
\Ad(A, z, t)(B, w, s) = \left. \frac{d}{dy} \right|_{y=0} \Ad(A, z, t)(e^{yB}, yw, ys)
\]
(2.1)
\[
= (ABA^*, -ABA^*z + Aw, s - \omega(z, Aw))_\mathbb{C}^n + \frac{1}{2} \omega(A^*z, BA^*z)_\mathbb{C}^n,
\]
where \( A^* \) is the adjoint matrix of \( A \). In particular
(2.2)
\[
\Ad(A)(B, w, s) = (ABA^*, Aw, s).
\]
From Identity (2.1), one can deduce the Lie bracket
\[
\left[(A, z, t), (B, w, s)\right] = \left. \frac{d}{dy} \right|_{y=0} \Ad(e^{yA}, yz, yt)(B, w, s)
\]
(2.3)
\[
= (AB - BA, Aw - Bz, -\omega(z, w))_\mathbb{C}^n
\]
for all \((A, z, t), (B, w, s) \in \mathfrak{g}_n\).

2.1. The coadjoint orbits of \( G_n \).

In this subsection, the coadjoint orbit space of \( G_n \) will be described according to [3], Section 2.5.

In the following, \( \mathfrak{u}(n) \) will be identified with its vector dual space \( \mathfrak{u}^*(n) \) with the help of the of the \( U(n) \)-invariant inner product
\[
\langle A, B \rangle_{\mathfrak{u}(n)} := \text{tr}(AB) \quad \forall A, B \in \mathfrak{u}(n).
\]

For \( z \in \mathbb{C}^n \), define the linear form \( z^\vee \) in \((\mathbb{C}^n)^*\) by
\[
z^\vee(w) := \omega(z, w)_\mathbb{C}^n \quad \forall w \in \mathbb{C}^n.
\]
Furthermore, one defines a map \( \times : \mathbb{C}^n \times \mathbb{C}^n \rightarrow \mathfrak{u}^*(n), (z, w) \mapsto z \times w \) by
\[
z \times w(B) := w^\vee(Bz) = \omega(w, Bz)_\mathbb{C}^n \quad \forall B \in \mathfrak{u}(n).
\]
One can verify that for \( A \in U(n), B \in \mathfrak{u}(n) \) and \( z, w \in \mathbb{C}^n \),
(2.4)
\[
Az^\vee := z^\vee \circ A^{-1} = (Az)^\vee,
\]
\[
z^\vee \circ B = -(Bz)^\vee,
\]
\[
z \times w = w \times z \quad \text{and}
\]
\[
A(z \times w)A^* = (Az) \times (Aw).
\]

Hence, the dual \( \mathfrak{g}_n^* = \left( \mathfrak{u}(n) \ltimes \mathfrak{h}_n \right)^* \) will be identified with \( \mathfrak{u}(n) \oplus \mathfrak{h}_n \), i.e. each element \( \ell \in \mathfrak{g}_n^* \) can be identified with an element \((U, u, x) \in \mathfrak{u}(n) \times \mathbb{C}^n \times \mathbb{R}\) such that
\[
\langle (U, u, x), (B, w, s) \rangle_{\mathfrak{g}_n^*} = (U, B)_{\mathfrak{u}(n)} + u^\vee(w) + xs \quad \forall (B, w, s) \in \mathfrak{g}_n.
\]

From (2.4) and (2.3), one obtains for all \( A \in U(n)\),
(2.5)
\[
\Ad^*(A)(U, u, x) = (AU A^*, Au, x) \quad \forall (U, u, x) \in \mathfrak{u}(n) \times \mathbb{C}^n \times \mathbb{R}
\]
and for all \((A, z, t) \in G_n\) and all \((U, u, x) \in \mathfrak{u}(n) \times \mathbb{C}^n \times \mathbb{R}\),
\[
\Ad^*(A, z, t)(U, u, x) = (AU A^* + z \times (Au) + \frac{x}{2} z \times z, Au + xz, x).
\]
Letting \( A \) and \( z \) vary over \( U(n) \) and \( \mathbb{C}^n \), respectively, the coadjoint orbit \( \mathcal{O}_{U, u, x} \) of the linear form \((U, u, x)\) can then be written as
\[
\mathcal{O}_{U, u, x} = \left\{(AU A^* + z \times (Au) + \frac{x}{2} z \times z, Au + xz, x) \mid A \in U(n), z \in \mathbb{C}^n \right\}
\]
or equivalently, by replacing $z$ by $Az$ and using Identity (2.4),
\[
\mathcal{O}_{(U,u,x)} = \left\{ \text{Ad}^*(A) \left( U + z \times u + \frac{x}{2} \times z, u + xz, x \right) \bigg| A \in U(n), z \in \mathbb{C}^n \right\}.
\]
Here, $z$ is regarded as a column vector $z = (z_1, \ldots, z_n)^T$ and $z^* := \overline{z}$.
One can show as follows that $z \times u \in u^*(n) \cong u(n)$ is the $n \times n$ skew-Hermitian matrix $\frac{1}{2}(uz^* + zu^*)$:
For all $B \in u(n)$,
\[
\langle u z^* + z u^*, B \rangle_{u(n)} = \text{tr}\left( \left( uz^* + zu^* \right) B \right) = \sum_{1 \leq i, j \leq n} B_{ji} z_iz_j - \sum_{1 \leq i, j \leq n} u_iB_{ij}z_j = -2iz \times u(B).
\]
In particular, $z \times z$ is the skew-Hermitian matrix $izz^*$ whose entries are determined by $(izz^*)_{ij} = iz_jz_i$.

3. The spectrum of $G_n$

3.1. The spectrum and the admissible coadjoint orbits of $G_n$.

The description of the spectrum of $G_n$ is based on a method by Mackey (see [28], Chapter 10), which states that one has to determine the irreducible unitary representations of the subgroup $H_n$ in order to construct representations of $G_n$.

First, regard the infinite-dimensional irreducible representations of the Heisenberg group $H_n$, which are parameterized by $\mathbb{R}^*$.

For each element $\alpha \in \mathbb{R}^*$, the coadjoint orbit $\mathcal{O}_\alpha$ of the irreducible representation $\sigma_\alpha$ is the hyperplane $\mathcal{O}_\alpha = \{ (z, \alpha) \big| z \in \mathbb{C}^n \}$. Since for every $\alpha$, this orbit is invariant under the action of $U(n)$, the unitary group $U(n)$ preserves the equivalence class of $\sigma_\alpha$.

The representation $\sigma_\alpha$ can be realized for $\alpha > 0$ in the Fock space
\[
\mathcal{F}_\alpha(n) = \left\{ f : \mathbb{C}^n \rightarrow \mathbb{C} \text{ entire} \bigg| \int_{\mathbb{C}^n} |f(w)|^2 e^{-\frac{1}{4}|w|^2} dw < \infty \right\}
\]
as
\[
\sigma_\alpha(z, t)f(w) := e^{i\alpha t - \frac{1}{4}|z|^2 - \frac{i}{4}(w,z)\alpha} f(w + z)
\]
and for $\alpha < 0$ on the space $\overline{\mathcal{F}_\alpha(n)} = \mathcal{F}_{-\alpha}(n)$ as
\[
\sigma_\alpha(z, t)f(w) := e^{i\alpha t + \frac{1}{4}|z|^2 + \frac{i}{4}(w,z)\alpha} f(w + \bar{z}).
\]
See [12], Chapter 1.6 or [13], Section 1.7 for a discussion of the Fock space.

For each $A \in U(n)$, the operator $W_\alpha(A)$ defined by
\[
W_\alpha(A) : \mathcal{F}_\alpha(n) \rightarrow \mathcal{F}_\alpha(n), \quad W_\alpha(A)f(z) := f(A^{-1}z) \quad \forall f \in \mathcal{F}_\alpha(n) \quad \forall z \in \mathbb{C}^n
\]
intertwines $\sigma_\alpha$ and $(\sigma_\alpha)_A$ given by $(\sigma_\alpha)_A(z, t) := \sigma_\alpha(Az, t)$. $W_\alpha$ is called the projective intertwining representation of $U(n)$ on the Fock space. Then, by [28], Chapter 10, for each $\alpha \in \mathbb{R}^*$ and each element $\tau_\alpha$ in $U(n)$,
\[
\pi_{(\lambda, \alpha)}(A, z, t) := \tau_\alpha(A) \otimes (\sigma_\alpha(z,t) \circ W_\alpha(A)) \quad \forall (A, z, t) \in G_n
\]
is an irreducible unitary representation of $G_n$ realized in $H_{(\lambda, \alpha)} := \mathcal{H} \otimes \mathcal{F}_\alpha(n)$, where $\mathcal{H}$ is the Hilbert space of $\tau_\alpha$.

Associate to $\pi_{(\lambda, \alpha)}$ the linear functional $\ell_{\lambda, \alpha} : (J_\lambda, 0, \alpha) \in \mathfrak{g}_n^*$ given by
\[
J_\lambda := \begin{pmatrix} \mu_1 & \ldots & \mu_{\lambda} \\ \vdots & \ddots & \vdots \\ 0 & \ldots & \mu_{\lambda} \end{pmatrix}
\]
Denote by $G_n[\ell_{\lambda,\alpha}]$, $U(n)[\ell_{\lambda,\alpha}]$ and $\mathbb{H}_n[\ell_{\lambda,\alpha}]$ the stabilizers of $\ell_{\lambda,\alpha}$ in $G_n$, $U(n)$ and $\mathbb{H}_n$, respectively. By Formula (2.5),
\[ G_n[\ell_{\lambda,\alpha}] = \left\{ (A, z, t) \in G_n \mid \left( AJ_{\lambda}A^* + \frac{i}{2} \alpha z^*, \alpha z, \alpha \right) = (J_\lambda, 0, \alpha) \right\} \]
\[ U(n)[\ell_{\lambda,\alpha}] = \left\{ A \in U(n) \mid (AJ_{\lambda}A^*, 0, \alpha) = (J_\lambda, 0, \alpha) \right\} \]
\[ \mathbb{H}_n[\ell_{\lambda,\alpha}] = \left\{ (z, t) \in \mathbb{H}_n \mid \left( J_\lambda + \frac{i}{2} \alpha z^*, \alpha z, \alpha \right) = (J_\lambda, 0, \alpha) \right\} = \{0\} \times \mathbb{R}. \]

It follows that $G_n[\ell_{\lambda,\alpha}] = U(n)[\ell_{\lambda,\alpha}] \ltimes \mathbb{H}_n[\ell_{\lambda,\alpha}]$. Hence, $\ell_{\lambda,\alpha}$ is aligned in the sense of Lipsman (see [23], Lemma 4.2).

The finite-dimensional irreducible representations of $\mathbb{H}_n$ are the characters $\chi_v$ for $v \in \mathbb{C}^n$, defined by
\[ \chi_v(z, t) := e^{-i(v, z, v)} \quad \forall (z, t) \in \mathbb{H}_n. \]

Denote by $U(n)$, the stabilizer of the character $\chi_v$, or equivalently of the vector $v$, under the action of $U(n)$. Then, for every irreducible unitary representation $\rho$ of $U(n)$, the tensor product $\rho \otimes \chi_v$ is an irreducible representation of $U(n) \ltimes \mathbb{H}_n$ whose restriction to $\mathbb{H}_n$ is a multiple of $\chi_v$, and the induced representation
\[ \pi_{(\rho, v)} := \text{ind}_{U(n) \ltimes \mathbb{H}_n}^G \rho \otimes \chi_v \]
is an irreducible representation of $G_n$. Furthermore, the restriction of $\pi_{(\rho, v)}$ to $U(n)$ is equivalent to $\text{ind}_{U(n)}^G \rho$.

For any $v' = Av$ for $A \in U(n)$ (i.e. $v$ and $v'$ belong to the same sphere centered at 0 and of radius $r = \|v\|_{\mathbb{C}^n}$), one has $U(n)v' = AU(n)vA^*$ and thus, the representation $\pi_{(\rho, v')}$ is equivalent with $\pi_{(\rho', v')}$ for any $\rho' \in U(n)$ such that $\rho'(B) = \rho(A^*BA)$ for each $B \in U(n)$. Hence, one can regard the character $\chi_v$ associated to the linear form $\langle v, \cdot \rangle v$ which is identified with the vector $(0, \ldots, 0, r)^T$ in $\mathbb{C}^n$. Throughout this text, denote by $\rho_\mu$ the representation of the subgroup $U(n - 1) = U(n)v_\mu$ with highest weight $\mu$ and by $\pi_{(\mu, v)}$ the representation $\pi_{(\rho_\mu, v)} = \text{ind}_{U(n - 1) \ltimes \mathbb{H}_n} \rho_\mu \otimes \chi_r$. Its Hilbert space $\mathcal{H}_{(\mu, v)}$ is given by
\[ \mathcal{H}_{(\mu, v)} = L^2 \left( G_n / (U(n - 1) \ltimes \mathbb{H}_n), \rho_\mu \otimes \chi_r \right). \]

Again, $\pi_{(\mu, v)}$ is linked to the linear functional $\ell_{\mu, v} := (J_\mu, v, 0) \in \mathfrak{g}_n^*$ for
\[ J_\mu := \begin{pmatrix} i \mu_1 & \cdots & 0 & 0 \\
 \vdots & \cdots & \vdots & \vdots \\
 0 & \cdots & i \mu_{n-1} & 0 \\
 0 & \cdots & 0 & 0 \end{pmatrix}. \]

By (2.5), one can check that
\[ G_n[\ell_{\mu, v}] = \left\{ (A, z, t) \in G_n \mid \left( AJ_\mu A^* + z \times (Av_r), Av_r, 0 \right) = (J_\mu, v_r, 0) \right\} \]
\[ = \left\{ (A, z, t) \in G_n \mid A \in U(n - 1), \quad AJ_\mu A^* + \frac{i}{2} v_r z^* + zv_r^* = J_\mu \right\} \]
\[ = \left\{ (A, z, t) \in G_n \mid z \in i\mathbb{H}v_r, A \in U(n - 1), \quad AJ_\mu A^* = J_\mu \right\}. \]
For each \( \lambda \) the spectrum \( P \), since each irreducible unitary representation \( \lambda \) or simply as \( AJ \). Let \( P \) be a maximal torus of the unitary group \( U \) and \( t \) be the set of all dominant integral forms \( n \), one gets the complex Lie algebras \( u^C(n) = gl(n, \mathbb{C}) = M(n, \mathbb{C}) \) and

\[
U^C_n[\ell_{\mu,r}] = \left\{ A \in U(n-1) \mid AJ_\mu A^* = J_\mu \right\} \quad \text{and} \quad \mathbb{H}_n[\ell_{\mu,r}] = i\mathbb{R} \rho \times \mathbb{R},
\]

Thus, similarly to \( \ell_{\lambda,\alpha} \), the linear functional \( \ell_{\mu,r} \) is aligned.

One obtains in this way all the irreducible unitary representations of \( G_n \) which are not trivial on \( \mathbb{H}_n \).

The trivial extension of each element \( \tau_\lambda \) of \( \overline{U(n)} \) to the entire group \( G_n \) is an irreducible representation which will also be denoted by \( \tau_\lambda \).

First of all, as \( U(n) \) is a compact group, one knows that its spectrum is discrete and that every representation of \( U(n) \) is finite-dimensional.

Now, let

\[
T_n = \left\{ T = \begin{pmatrix} e^{i\theta_1} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & e^{i\theta_n} \end{pmatrix} \mid \theta_j \in \mathbb{R} \forall j \in \{1, \ldots, n\} \right\}
\]

be a maximal torus of the unitary group \( U(n) \) and let \( t_n \) be its Lie algebra. By complexification of \( u(n) \) and \( t_n \), one gets the complex Lie algebras \( u^C(n) = gl(n, \mathbb{C}) = M(n, \mathbb{C}) \) and

\[
\ell^C_n = \left\{ H = \begin{pmatrix} h_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & h_n \end{pmatrix} \mid h_j \in \mathbb{C} \forall j \in \{1, \ldots, n\} \right\},
\]

respectively, which is a Cartan subalgebra of \( u^C(n) \). For \( j \in \{1, \ldots, n\} \), define a linear functional \( e_j \) by

\[
e_j \begin{pmatrix} h_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & h_n \end{pmatrix} : = h_j.
\]

Let \( P_n \) be the set of all dominant integral forms \( \lambda \) for \( U(n) \) which may be written in the form \( \sum_{j=1}^n i\lambda_j e_j \), or simply as \( \lambda = (\lambda_1, \ldots, \lambda_n) \), where \( \lambda_j \) are integers for every \( j \in \{1, \ldots, n\} \) such that \( \lambda_1 \geq \cdots \geq \lambda_n \).

\( P_n \) is a lattice in the vector dual space \( t_n^* \) of \( t_n \).

Since each irreducible unitary representation \( (\tau_\lambda, \mathcal{H}_\lambda) \) of \( U(n) \) is determined by its highest weight \( \lambda \in P_n \), the spectrum \( U(n) \) of \( U(n) \) is in bijection with the set \( P_n \).

For each \( \lambda \) in \( P_n \), the highest vector \( \phi^\lambda \) in the Hilbert space \( \mathcal{H}_\lambda \) of \( \tau_\lambda \) verifies \( \tau_\lambda(T)\phi^\lambda = \chi_\lambda(T)\phi^\lambda \).
where \( \chi_\lambda \) is the character of \( \mathbb{T}_n \) associated to the linear functional \( \lambda \) and defined by
\[
\chi_\lambda \left( T = \begin{pmatrix} e^{i\theta_1} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & e^{i\theta_n} \end{pmatrix} \right) := e^{-i\lambda_1 \theta_1} \cdots e^{-i\lambda_n \theta_n}.
\]
Moreoever, for two irreducible unitary representations \((\tau_\lambda, \mathcal{H}_\lambda)\) and \((\tau_{\lambda'}, \mathcal{H}_{\lambda'})\), the Schur orthogonality relation states that for all \( \xi, \eta \in \mathcal{H}_\lambda \) and all \( \xi', \eta' \in \mathcal{H}_{\lambda'} \),
\[
\int_{U(n)} \left\langle \tau_\lambda(g)\xi, \eta \right\rangle_{\mathcal{H}_\lambda} \left\langle \tau_{\lambda'}(g)\xi', \eta' \right\rangle_{\mathcal{H}_{\lambda'}} dg = \begin{cases} 0 & \text{if } \lambda \neq \lambda', \\
\delta_{\lambda,\lambda'} & \text{if } \lambda = \lambda',
\end{cases}
\]
where \( d_\lambda \) denotes the dimension of the representation \( \tau_\lambda \).

The linear functional corresponding to the irreducible \( G_n \)-representation \( \tau_\lambda \) for \( \lambda \in P_n \) is given by \( \ell_\lambda := (J_3, 0, 0) \).

According to [18], Chapter 1, if \( \rho_\mu \) is an irreducible representation of \( U(n-1) \) with highest weight \( \mu = (\mu_1, \ldots, \mu_{n-1}) \), the induced representation \( \tau_\mu := \text{ind}_{U(n-1)}^{U(n)} \rho_\mu \) of \( U(n) \) decomposes with multiplicity one, and the representations of \( U(n) \) that appear in this decomposition are exactly those with the highest weight \( \lambda = (\lambda_1, \ldots, \lambda_n) \) such that
\[
\lambda_1 \geq \mu_1 \geq \lambda_2 \geq \mu_2 \geq \ldots \geq \lambda_{n-1} \geq \mu_{n-1} \geq \lambda_n.
\]

Therefore, by Mackey’s theory, the spectrum \( \hat{\mathcal{G}}_n \) consists of the following families of representations:

(i) \( \pi_{(\lambda, \alpha)} \) for \( \lambda \in P_n \) and \( \alpha \in \mathbb{R}^* = \mathbb{R} \setminus \{0\} \),

(ii) \( \pi_{(\mu, r)} \) for \( \mu \in P_{n-1} \) and \( r \in \mathbb{R}_{>0} \) and

(iii) \( \tau_\lambda \) for \( \lambda \in P_n \).

Hence, \( \hat{\mathcal{G}}_n \) is in bijection with the set
\[
(P_n \times \mathbb{R}^*) \cup (P_{n-1} \times \mathbb{R}_{>0}) \cup P_n.
\]

A linear functional \( \ell \) in \( \mathfrak{g}^*_n \) is defined to be admissible if there exists a unitary character \( \chi \) of the connected component of \( G_n[\ell] \) such that \( d\chi = i\ell[\mathfrak{g}_n,\ell] \). A calculation shows that all the linear functionals \( \ell_{\lambda, \alpha}, \ell_{\mu, r} \) and \( \ell_\lambda \) are admissible. Then, according to [25], the representations \( \pi_{(\lambda, \alpha)}, \pi_{(\mu, r)} \) and \( \tau_\lambda \) described above are equivalent to the representations of \( \mathcal{G}_n \) obtained by holomorphic induction from their respective linear functionals \( \ell_{\lambda, \alpha}, \ell_{\mu, r} \) and \( \ell_\lambda \).

Denote by \( \mathcal{O}_{(\lambda, \alpha)}, \mathcal{O}_{(\mu, r)} \) and \( \mathcal{O}_\lambda \) the coadjoint orbits associated to the linear forms \( \ell_{\lambda, \alpha}, \ell_{\mu, r} \) and \( \ell_\lambda \), respectively. Let \( \mathcal{g}^*_n \subset \mathfrak{g}^*_n \) be the union of all the elements in \( \mathcal{O}_{(\lambda, \alpha)}, \mathcal{O}_{(\mu, r)} \) and \( \mathcal{O}_\lambda \) and denote by \( \mathcal{g}^*_n/G_n \) the corresponding set in the orbit space. Now, from [25] follows that \( \mathcal{g}^*_n/G_n \) is the set of all admissible linear functionals of \( \mathfrak{g}_n \).

We obtain in this way the Kirillov-Lipsman bijection
\[
\mathcal{K} : \mathcal{g}^*_n/G_n \to \hat{\mathcal{G}}_n, \\
\mathcal{O}_\ell \mapsto [\pi_\ell]
\]
between the space of admissible coadjoint orbits and the space of equivalence classes of irreducible unitary representations of \( G_n \).
4. Convergence in the Quotient Space $g_n^*/G_n$

According to the last subsection, the spectrum of $G_n$ is parameterized by the dominant integral forms $\lambda$ for $U(n)$ and $\mu$ for $U(n-1)$, the non-zero $\alpha \in \mathbb{R}$ attached to the generic orbits $O_\alpha$ in $h_n^*$ and the positive real $r$ derived from the natural action of the unitary group $U(n)$ on the characters of the Heisenberg group $H_n$.

Moreover, it has been elaborated that the quotient space $g_n^*/G_n$ of admissible coadjoint orbits is in bijection with $\hat{G}_n$.

Now, the convergence of the admissible coadjoint orbits will be linked to the convergence in the parameter space $$\{\alpha \in \mathbb{R}^*, r > 0, \rho \mu \in U(n-1), \tau \lambda \in U(n)\}.$$

Letting $W$ be the subspace of $u(n)$ generated by the matrices $z \times v_r = \frac{i}{2}(v_r z^* + z v_r^*)$ for $z \in \mathbb{C}^n$, the space $g_n^*/G_n$ is the set of all orbits

$$O_{(\lambda, \alpha)} = \left\{ (AJ_\lambda A^* + \frac{i\alpha}{2} z z^*, \alpha z, \alpha) \right\} \text{ for } z \in \mathbb{C}^n, A \in U(n) \right\},$$

$$O_{(\mu, r)} = \left\{ (A(J_\mu + W) A^* A v_r, 0) \right\} \text{ and }$$

$$O_\lambda = \left\{ (AJ_\lambda A^*, 0, 0) \right\} \text{ for each } \lambda \in \mathbb{R}^*, r \in \mathbb{R}^+, \mu \in P_{n-1} \text{ and } \lambda \in P_n.$$

Before beginning the discussion on the convergence of the admissible coadjoint orbits, the following preliminary lemmas are needed:

**Lemma 4.1.**
For $n \in \mathbb{N}^*$ and for any scalars $X_1, ..., X_n$ and $Y_1, ..., Y_{n-1}$ fulfilling $Y_i \neq Y_j$ for $i \neq j$, one has

$$\sum_{j=1}^{n-1} \frac{\prod_{i=1}^{n} (X_i - Y_j)}{\prod_{i=1, i \neq j}^{n-1} (Y_i - Y_j)} = \sum_{j=1}^{n} X_j - \sum_{j=1}^{n-1} Y_j$$

for each $k \in \{1, ..., n\}$.

**Proof:**
For $n = 1$, the formula is trivial.

So, let $n > 1$ and assume that the assertion is true for this $n$. Consider the relation at $n + 1$.

For $k = n + 1$, a simple calculation gives the result. If $k \neq n + 1$, one gets
\[
\sum_{j=1}^{n+1} \frac{n+1}{\prod_{i \neq j} (X_i - Y_j)} - \frac{n+1}{\prod_{i \neq j} (X_i - Y_n)} = \sum_{j=1}^{n-1} \frac{n+1}{\prod_{i \neq j} (Y_i - Y_j)} + \sum_{j=1}^{n} \frac{n+1}{\prod_{i \neq j} (Y_i - Y_j)}
\]

\[
= (X_{n+1} - Y_n) \frac{\prod_{i \neq k} (X_i - Y_n)}{\prod_{i \neq j} (Y_i - Y_n)} + \sum_{j=1}^{n-1} \frac{n+1}{\prod_{i \neq j} (Y_i - Y_n)} (X_{n+1} - Y_j) Y_n - Y_j
\]

\[
= (X_{n+1} - Y_n) \prod_{i \neq k} (X_i - Y_n) + \sum_{j=1}^{n-1} \prod_{i \neq j} (Y_i - Y_n) (X_{n+1} - Y_j) + \sum_{j=1}^{n-1} \prod_{i \neq j} (Y_i - Y_n) = \sum_{j=1}^{n} X_j - \sum_{j=1}^{n} Y_j
\]

and the claim is shown.

\[\square\]

**Lemma 4.2.**

Let \( \mu \in P_{n-1} \) and \( \lambda \in P_n \). Then, \( \lambda_1 \geq \mu_1 \geq \lambda_2 \geq \ldots \geq \mu_{n-1} \geq \lambda_n \) if and only if there is a skew-Hermitian matrix

\[
B = \begin{pmatrix}
0 & 0 & \ldots & 0 & -z_1 \\
0 & 0 & \ldots & 0 & -z_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & -z_{n-1} \\
z_1 & z_2 & \ldots & z_{n-1} & ix
\end{pmatrix}
\]

in \( \mathcal{W} \) such that \( A(J_\mu + B)A^* = J_\lambda \) for an element \( A \in U(n) \).

**Proof:**

For \( y \in \mathbb{R} \), a computation shows that \( \det(J_\mu + B - iyI) = (-i)^n P(y) \), where

\[
P(y) := (y - x) \prod_{i=1}^{n-1} (y - \mu_i) - \sum_{j=1}^{n-1} \left| z_j \right|^2 \prod_{i=1}^{n-1} (y - \mu_i).
\]

Furthermore, one can observe that \( P(y) \xrightarrow{y \to \infty} \infty \) and that \( P(\mu_j) \leq 0 \) if \( j \) is odd and \( P(\mu_j) \geq 0 \) if \( j \) is even.
Now, if \( A(J_{\mu} + B)A^* = J_{\lambda} \) for an element \( A \in U(n) \), by the spectral theorem, \( i\lambda_1, i\lambda_2, \ldots, i\lambda_n \) are all the elements of the spectrum of \( J_{\mu} + B \) fulfilling \( \lambda_1 \geq \mu_1 \geq \lambda_2 \geq \ldots \geq \mu_{n-1} \geq \lambda_n \).

Conversely, suppose first that all the \( \mu_j \) for \( j \in \{1, \ldots, n-1\} \) are pairwise distinct. In this case, let \( B \) be the skew-Hermitian matrix with the entries \( z_1, \ldots, z_{n-1}, x \) satisfying

\[
|z_j|^2 = -\prod_{i=1}^{n-1} (\lambda_i - \mu_j) \prod_{i=1 \atop i \neq j}^{n-1} (\mu_i - \mu_j)
\]

for every \( j \in \{1, \ldots, n-1\} \) and

\[
x = \sum_{j=1}^{n} \lambda_j - \sum_{j=1}^{n-1} \mu_j.
\]

From Lemma 4.11

\[
P(\lambda_k) = \left( \sum_{j=1}^{n-1} \mu_j - \sum_{j=1 \atop j \neq k}^{n} \lambda_j \right) \prod_{i=1}^{n-1} (\lambda_k - \mu_i) + \sum_{j=1}^{n-1} \left( \prod_{i=1 \atop i \neq k}^{n-1} (\lambda_k - \mu_j) \prod_{i=1 \atop i \neq j}^{n-1} (\mu_i - \mu_j) \right)
\]

\[
= \prod_{i=1}^{n-1} (\lambda_k - \mu_i) \left( \sum_{j=1}^{n-1} \mu_j - \sum_{j=1 \atop j \neq k}^{n} \lambda_j + \sum_{j=1 \atop i \neq j}^{n-1} \prod_{i=1 \atop i \neq k}^{n-1} (\lambda_k - \mu_j) \prod_{i=1 \atop i \neq j}^{n-1} (\mu_i - \mu_j) \right) = 0.
\]

Hence, the spectrum of the matrix \( J_{\mu} + B \) is the set \( \{i\lambda_1, i\lambda_2, \ldots, i\lambda_n\} \) and thus, the spectral theorem implies that \( A(J_{\mu} + B)A^* = J_{\lambda} \) for an element \( A \in U(n) \).

Now, if the \( \mu_j \) for \( j \in \{1, \ldots, n-1\} \) are not pairwise distinct, there exist two families of integers \( \{p_l\} 1 \leq l \leq s \) and \( \{q_l\} 1 \leq l \leq s \) such that \( 1 \leq p_1 < q_1 < p_2 < q_2 < \cdots < p_s < q_s \leq n-1 \) and \( \mu_{p_l} = \mu_{p_{l+1}} = \cdots = \mu_{q_{l-1}} = \mu_{q_l} \), \( \mu_{q_l} \neq \mu_{q_{l+1}} \) and \( \mu_{p_{l-1}} \neq \mu_{p_l} \) for all \( l \in \{1, \ldots, s\} \). Let

\[
Q(y) := \prod_{i=1}^{p_1} \prod_{i=q_{l+1}}^{p_2} \cdots \prod_{i=q_{l+1}}^{n-l} (y - \mu_i),
\]

\[
Q_l(y) := \prod_{i=1}^{p_1} \prod_{i\neq q_{l+1}}^{p_2} \cdots \prod_{i\neq q_{l+1}}^{n-l} (y - \mu_i)
\]

and

\[
Q_j(y) := \prod_{i=1}^{p_1} \prod_{i\neq j}^{p_2} \cdots \prod_{i\neq j}^{n-l} (y - \mu_i).
\]

Then, for

\[
P(y) := (y - x)Q(y) - \sum_{l=1}^{s} \left( \sum_{j=p_l}^{q_l} |z_j|^2 \right) Q_l(y) - \sum_{j=1}^{p_1-1} \sum_{j=q_{l+1}+1}^{p_2-1} \cdots \sum_{j=q_{l+1}+1}^{n-l-1} \left( |z_j|^2 Q_j(y) \right),
\]
one gets \( \det(J_B + B - i-yI) = (-i)^n \prod_{l=1}^n (y - \mu_{p_l})^n P(y) \).

Now, the entries \( z_j \) of the skew-Hermitian matrix \( B \) can be chosen as follows:

\[
|z_j|^2 := -\frac{\prod_{i=1}^{n-1} (\lambda_i - \mu_j)}{\prod_{i=1, i \neq j}^{n} (\mu_i - \mu_j)} = -\frac{\prod_{i=1}^{p_1} \prod_{i=q_1}^{p_2} \cdots \prod_{i=q_{s-1}+1}^{p_s} (\lambda_i - \mu_j)}{\prod_{i=1, i \neq q_1}^{p_1} \prod_{i=q_1, i \neq q_2}^{p_2} \cdots \prod_{i=q_{s-1}+1, i \neq q_s+1}^{p_s} (\mu_i - \mu_{p_l})}
\]

for each \( j \in \{1, \ldots, p_1 - 1, q_1 + 1, \ldots, p_s - 1, q_s + 1, \ldots, n - 1\} \) and

\[
|z_{p_1}|^2 + \ldots + |z_{q_{s-1}}|^2 + |z_{q_s}|^2 := -\frac{\prod_{i=1}^{p_1} \prod_{i=q_1}^{p_2} \cdots \prod_{i=q_{s-1}+1}^{p_s} (\lambda_i - \mu_{p_l})}{\prod_{i=1, i \neq q_1}^{p_1} \prod_{i=q_1, i \neq q_2}^{p_2} \cdots \prod_{i=q_{s-1}+1, i \neq q_s+1}^{p_s} (\mu_i - \mu_{p_l})}
\]

for each \( l \in \{1, \ldots, s\} \). The entry \( x \) can be defined as

\[
x := \sum_{j=1}^{n} \lambda_j - \sum_{j=1}^{n-1} \mu_j = \sum_{j=1}^{p_1} \sum_{j=q_1+1}^{p_2} \cdots \sum_{j=q_{s-1}+1}^{p_s} \lambda_j - \sum_{j=1}^{p_1} \sum_{j=q_1+1}^{p_2} \cdots \sum_{j=q_{s-1}+1}^{p_s} \mu_j.
\]

Then, if \( \lambda_k = \mu_{p_l} \), one obviously has \( P(\lambda_k) = Q(\lambda_k) = 0 \) and the multiplicity of the root \( \lambda_k = \mu_{p_l} \) of \( P \) is \( q_l - p_l \). Otherwise, one gets

\[
P(\lambda_k) = \left( \lambda_k - \sum_{j=1}^{p_1} \sum_{j=q_1+1}^{p_2} \cdots \sum_{j=q_{s-1}+1}^{p_s} \lambda_j + \sum_{j=1}^{p_1} \sum_{j=q_1+1}^{p_2} \cdots \sum_{j=q_{s-1}+1}^{p_s} \mu_j \right) Q(\lambda_k)
\]

\[
+ \sum_{j=1}^{p_1-1} \sum_{j=q_1+1}^{p_2-1} \cdots \sum_{j=q_{s-1}+1}^{p_s-1} \left( \prod_{i=1, i \neq j}^{p_1} \prod_{i=q_1, i \neq j}^{p_2} \cdots \prod_{i=q_{s-1}+1, i \neq j}^{p_s} (\lambda_i - \mu_j) \right) Q_j(\lambda_k)
\]

\[
+ \sum_{l=1}^{s} \left( \prod_{i=1, i \neq q_1}^{p_1} \prod_{i=q_1, i \neq q_2}^{p_2} \cdots \prod_{i=q_{s-1}+1, i \neq q_s+1}^{p_s} (\mu_i - \mu_{p_l}) \right) \tilde{Q}_l(\lambda_k)
\]
therefore, one can deduce that the matrix

\[ \frac{1}{n} J_\alpha + \frac{i}{n} z \]  

is even and

\[ \lambda > 0 \]  

is odd and

\[ \lambda = \lambda_1, ..., \lambda_n. \]  

Hence, this completes the proof.

\[ \square \]

Lemma 4.3.

1. Let \( \lambda \in P_n, \alpha \in \mathbb{R}^+ \) and \( z \in \mathbb{C}^n \). Then, the matrix \( I_n + \frac{i}{n} z z^* \) admits \( n \) eigenvalues \( i \beta_1, i \beta_2, ..., i \beta_n \) such that \( \beta_1 \geq \lambda_1 > \lambda_2 \geq \cdot \cdot \cdot \geq \lambda_n \) if \( \alpha > 0 \) and \( \lambda_1 > \beta_1 \geq \cdot \cdot \cdot \geq \lambda_n \) \( \beta_n \) if \( \alpha < 0 \).

2. Let \( \lambda, \beta \in P_n \). If \( \beta_1 \geq \lambda_1 \geq \beta_2 \geq \cdot \cdot \cdot \geq \beta_n \geq \lambda_n \), then exists a number \( z \in \mathbb{C}^n \) such that the matrix \( I_n + \frac{i}{n} z z^* \) admits the \( n \) eigenvalues \( i \beta_1, ..., i \beta_n \). If \( \lambda \geq \beta_1 \geq \cdot \cdot \cdot \geq \beta_n \), then exists \( z \in \mathbb{C}^n \) such that the matrix \( I_n - i z z^* \) admits the \( n \) eigenvalues \( i \beta_1, ..., i \beta_n \).

Proof:

1) One can prove by induction that the characteristic polynomial of the matrix \( \frac{1}{n} J_\lambda + \frac{i}{n} z z^* \) is equal to \( Q_n^{\lambda, z, y}(x) \) defined by

\[ Q_n^{\lambda, z, y}(x) = \prod_{i=1}^{n} (x - \lambda_i) - \sum_{j=1}^{n} |z_j|^2 \prod_{i=1}^{n} (x - \lambda_i). \]

Assume that \( \alpha \) is negative. Then, \( Q_n^{\lambda, z, y}(x) \) if \( j \) is odd and \( Q_n^{\lambda, z, y}(\lambda_j) \) if \( j \) is even. Furthermore, \( Q_n^{\lambda, z, y}(x) \) if \( i \) is odd and \( Q_n^{\lambda, z, y}(x) \) if \( i \) is even and therefore, one can deduce that the matrix \( \frac{1}{n} J_\lambda + \frac{i}{n} z z^* \) admits \( n \) eigenvalues \( \beta_1, \beta_2, ..., \beta_n \) verifying \( \lambda_1 \geq \beta_1 \geq \lambda_2 \geq \beta_2 \geq \cdot \cdot \cdot \geq \lambda_n \geq \beta_n \). Hence, \( J_\lambda + \frac{i}{n} z z^* \) admits the \( n \) eigenvalues \( i \beta_1, i \beta_2, ..., i \beta_n \).
fulfilling $\lambda_1 \geq \beta_1 \geq \lambda_2 \geq \beta_2 \geq \cdots \geq \lambda_n \geq \beta_n$.
The same reasoning applies when $\alpha$ is positive.

2) Let $\beta_1 \geq \lambda_1 \geq \beta_2 \geq \lambda_2 \geq \cdots \geq \beta_n \geq \lambda_n$.
For any $z \in \mathbb{C}^n$, the characteristic polynomial of $\frac{1}{2}J_\lambda + zz^*$ is equal to $Q_n^{\lambda,z,1}$ with $Q_n^{\lambda,z,1} := Q_n^{\lambda,z}$ like above.
First, assume that $\beta_1 > \lambda_1 > \cdots > \beta_n > \lambda_n$.
Let

$$|z_j|^2 := \frac{\prod_{i=1}^n (\lambda_j - \beta_i)}{\prod_{i=1, i \neq j}^n (\lambda_j - \lambda_i)}$$

Then, as $\lambda_j < \beta_i$ for all $i \in \{1, \ldots, j\}$, as $\lambda_j > \beta_i$ for all $i \in \{j+1, \ldots, n\}$, as $\lambda_j < \lambda_i$ for all $i \in \{1, \ldots, j-1\}$
and as $\lambda_j > \lambda_i$ for all $i \in \{j+1, \ldots, n\}$, one gets $\text{sgn}(|z_j|^2) = (-1)^{j-1} = 1$ and thus, this definition is meaningful.
One now has to show that $Q_n^{\lambda,z}(\beta_\ell) = 0$ for all $\ell \in \{1, \ldots, n\}$.

$$Q_n^{\lambda,z}(\beta_\ell) = \prod_{i=1}^n (\beta_\ell - \lambda_i) + \sum_{j=1}^n \frac{\prod_{i=1}^n (\lambda_j - \beta_i)}{\prod_{i=1, i \neq j}^n (\lambda_j - \lambda_i)} \prod_{i=1, i \neq j}^n (\beta_\ell - \lambda_i)$$

$$= \prod_{i=1}^n (\beta_\ell - \lambda_i) \left( 1 + \sum_{j=1}^n \frac{\prod_{i=1}^n (\lambda_j - \beta_i)}{\prod_{i=1, i \neq j}^n (\lambda_j - \lambda_i) (\beta_\ell - \lambda_j)} \right)$$

$$= \prod_{i=1}^n (\beta_\ell - \lambda_i) \left( 1 - \sum_{j=1}^n \frac{\prod_{i=1}^n (\lambda_j - \beta_i)}{\prod_{i=1, i \neq j}^n (\lambda_j - \lambda_i)} \right) = 0,$$

as by [12], Lemma 5.3, one obtains $\sum_{j=1}^n \frac{\prod_{i=1}^n (\lambda_j - \beta_i)}{\prod_{i=1, i \neq j}^n (\lambda_j - \lambda_i)} = 1$.

Now, regard arbitrary $\beta_1 \geq \lambda_1 \geq \beta_2 \geq \lambda_2 \geq \cdots \beta_n \geq \lambda_n$.
For $n = 1$, one can choose $|z_1|^2 := (\beta_1 - \lambda_1) \geq 0$ and the claim is shown.
Let $n > 1$ and assume that the assertion is true for $n - 1$.
If $\lambda_{\ell - 1} \neq \beta_\ell \neq \lambda_\ell$ for all $\ell \in \{1, \ldots, n\}$, the claim is already shown above. So, without restriction let $\ell \in \{1, \ldots, n\}$ with $\beta_\ell = \lambda_\ell$. The case $\lambda_{\ell - 1} = \beta_\ell$ is very similar.
Hence, for $\lambda^\ell := (\lambda_1, \ldots, \lambda_{\ell - 1}, \lambda_{\ell + 1}, \ldots, \lambda_n)$ and $\beta^\ell := (\beta_1, \ldots, \beta_{\ell - 1}, \beta_{\ell + 1}, \ldots, \beta_n)$,

$$\beta_1 \geq \lambda_1 \geq \cdots \geq \beta_{\ell - 1} \geq \lambda_{\ell - 1} \geq \beta_{\ell + 1} \geq \lambda_{\ell + 1} \geq \cdots \geq \beta_n \geq \lambda_n$$
and thus, by the induction hypothesis, there exists \( \mathbb{C}^{n-1} \supseteq z^\ell := (z_1, ..., z_{\ell-1}, z_{\ell+1}, ..., z_n) \) such that
\[
Q^{\lambda^t, z^t}_{n, \ell}(\beta_j) = 0 \text{ for all } i \in \{1, ..., \ell - 1, \ell + 1, ..., n\},
\]
where
\[
Q^{\lambda^t, z^t}_{n, \ell}(x) := \prod_{i=1 \atop i \neq \ell}^n (x - \lambda_i) - \sum_{j=1 \atop j \neq \ell}^n |z_j|^2 \prod_{i=1 \atop i \neq \ell, j \neq \ell}^n (x - \lambda_i).
\]

Now, let \( z_\ell := 0 \), i.e. \( z := (z_1, ..., z_{\ell-1}, 0, z_{\ell+1}, ..., z_n) \). Then,
\[
Q^{\lambda, z}_{n, \ell}(x) = (x - \lambda_\ell) \prod_{i=1 \atop i \neq \ell}^n (x - \lambda_i) - \sum_{j=1 \atop j \neq \ell}^n |z_j|^2 (x - \lambda_\ell) \prod_{i=1 \atop i \neq \ell, j \neq \ell}^n (x - \lambda_i)
\]
\[
= (x - \lambda_\ell)Q^{\lambda^t, z^t}_{n, \ell}(x) - |z_\ell|^2 \prod_{i=1 \atop i \neq \ell}^n (x - \lambda_i).
\]

If \( i \in \{1, ..., \ell - 1, \ell + 1, ..., n\} \), then \( Q^{\lambda^t, z^t}_{n, \ell}(\beta_i) = 0 \) and thus, \( Q^{\lambda, z}_{n, \ell}(\beta_i) = 0 \). Furthermore, \( Q^{\lambda, z}_{n, \ell}(\beta_\ell) = 0 \), as \( \beta_\ell = \lambda_\ell \).
Therefore, \( Q^{\lambda, z}_{n, \ell}(\beta_i) = 0 \) for all \( i \in \{1, ..., n\} \) and the claim is shown.

Next, let \( \lambda_1 \geq \beta_1 \geq \lambda_2 \geq \beta_2 \geq ... \geq \lambda_n \geq \beta_n \).
Then, for any \( z \in \mathbb{C}^n \), the characteristic polynomial of \( \frac{1}{2}J_\lambda - zz^* \) is equal to \( Q^{\lambda, z}_{n, \ell}z^{-1} \).
If \( \lambda_1 > \beta_1 > ... > \lambda_n > \beta_n \), let
\[
|z_j|^2 := \frac{\prod_{i=1 \atop i \neq j}^n (\lambda_j - \beta_i)}{\prod_{i=1 \atop i \neq j}^n (\lambda_j - \lambda_i)}.
\]

Here, \( \text{sgn}(|z_j|^2) = \frac{(-1)^{j-1}}{(j-1)!} = 1 \) and hence, this definition is meaningful.
The rest of the proof is the same as in the first part of (2).

With these lemmas, one can now prove the following theorem which describes the topology of the space of admissible coadjoint orbits of \( G_n \).

**Theorem 4.4.**

Let \( \alpha \in \mathbb{R}^*, r > 0, \mu \in P_{n-1} \) and \( \lambda \in P_n \). Then, the following holds:

1. A sequence of coadjoint orbits \( \{O(\lambda^t, \alpha_k)\}_{k \in \mathbb{N}} \) converges to the orbit \( O(\lambda, \alpha) \) in \( \mathfrak{g}_n^1/G_n \) if and only if \( \lim_{k \to \infty} \alpha_k = \alpha \) and \( \lambda^k = \lambda \) for large \( k \).

2. A sequence of coadjoint orbits \( \{O(\lambda^t, \alpha_k)\}_{k \in \mathbb{N}} \) converges to the orbit \( O(\mu, r) \) in \( \mathfrak{g}_n^1/G_n \) if and only if \( \lim_{k \to \infty} \alpha_k = 0 \) and the sequence \( \{O(\lambda^t, \alpha_k)\}_{k \in \mathbb{N}} \) satisfies one of the following conditions:
   i. For \( k \) large enough, \( \alpha_k > 0 \), \( \lambda_j^k = \mu_j \) for all \( j \in \{1, ..., n-1\} \) and \( \lim_{k \to \infty} \alpha_k \lambda_j^k = -\frac{r^2}{2} \).
   ii. For \( k \) large enough, \( \alpha_k < 0 \), \( \lambda_j^k = \mu_j^{-1} \) for all \( j \in \{2, ..., n\} \) and \( \lim_{k \to \infty} \alpha_k \lambda_j^k = -\frac{r^2}{2} \).

3. A sequence of coadjoint orbits \( \{O(\lambda^t, \alpha_k)\}_{k \in \mathbb{N}} \) converges to the orbit \( O(\lambda, \alpha) \) in \( \mathfrak{g}_n^1/G_n \) if and only if \( \lim_{k \to \infty} \alpha_k = 0 \) and the sequence \( \{O(\lambda^t, \alpha_k)\}_{k \in \mathbb{N}} \) satisfies one of the following conditions:
   i. For \( k \) large enough, \( \alpha_k > 0 \), \( \lambda_1 \geq \lambda_1^k \geq ... \geq \lambda_{n-1} \geq \lambda_{n-1}^k \geq \lambda_n \geq \lambda_n^k \) and \( \lim_{k \to \infty} \alpha_k \lambda_n^k = 0 \).
(ii) For $k$ large enough, $\alpha_k < 0$, $\lambda_1^k \geq \lambda_1 \geq \lambda_2^k \geq \lambda_2 \geq \ldots \geq \lambda_{n-1}^k \geq \lambda_{n-1} \geq \lambda_n$ and 
\[ \lim_{k \to \infty} \alpha_k \lambda_1^k = 0. \]

(4) A sequence of coadjoint orbits \( (O_{(\mu, r_s)})_{k \in \mathbb{N}} \) converges to the orbit \( O_{(\mu, r)} \) in \( \mathfrak{g}_n^* / G_n \) if and only if \( \lim_{k \to \infty} r_k = r \) and \( \mu^k = \mu \) for large \( k \).

(5) A sequence of coadjoint orbits \( (O_{(\mu^k, r_s)})_{k \in \mathbb{N}} \) converges to \( O_{\lambda} \) in \( \mathfrak{g}_n^* / G_n \) if and only if \((r_k)_{k \in \mathbb{N}} \)

tends to 0 and \( \lambda_1 \geq \mu_1^k \geq \lambda_2 \geq \mu_2^k \geq \ldots \geq \lambda_{n-1} \geq \mu_{n-1}^k \geq \lambda_n \) for \( k \) large enough.

(6) A sequence of coadjoint orbits \( (O_{\lambda^k})_{k \in \mathbb{N}} \) converges to the orbit \( O_{\lambda} \) in \( \mathfrak{g}_n^* / G_n \) if and only if \( \lambda^k = \lambda \) for large \( k \).

Proof:
Examining the shape of the coadjoint orbits listed at the beginning of this subsection, 1) and 6) are clear and Assertion 5) follows immediately from Lemma \( \text{[12]} \). Furthermore, the proof of 4) is similar to that of \( \text{[12]} \), Theorem 4.2.

2) Assume that \( (O_{(\mu^k, r_s)})_{k \in \mathbb{N}} \) converges to the orbit \( O_{(\mu, r)} \). Then, there exist a sequence \( (A_k)_{k \in \mathbb{N}} \) in \( U(n) \) and a sequence of vectors \( (z(k))_{k \in \mathbb{N}} \) in \( \mathbb{C}^n \) such that
\[
\lim_{k \to \infty} \left( A_k \left( J_{\alpha_k^*} + \frac{i}{\alpha_k} z(k) z(k)^* \right) A_k^* \right) = (J_\mu, r_v, 0).
\]

Let \( A = (a_{mj})_{1 \leq m, j \leq n} \) be the limit of a subsequence \( (A_s)_{s \in I} \) for \( I \subset \mathbb{N} \). Then,
\[
\lim_{s \to \infty} J_{\alpha_s} + \frac{i}{\alpha_s} z(s) z(s)^* = A^* J_\mu A, \quad \lim_{s \to \infty} z_j(s) = \frac{r}{\sqrt{2}} \pi_{mj} \text{ for } j \in \{1, \ldots, n\} \quad \text{and} \quad \lim_{s \to \infty} \alpha_s = 0.
\]

On the other hand, one has \( (A^* J_\mu A)_{mn} = i \sum_{l=1}^{n-1} \mu_l a_{ml} a_{lj} \) and
\[
J_{\alpha_s} + \frac{i}{\alpha_s} z(s) z(s)^* = \begin{pmatrix}
i \lambda_1 + i |z_1(s)|^2 \\
i \frac{z_2(s) \overline{z_1(s)}}{\alpha_s} & i \lambda_2 + i |z_2(s)|^2 \\
\vdots & \ddots & \ddots \\
i \frac{z_n(s) \overline{z_{n-1}(s)}}{\alpha_s} & \cdots & i \lambda_n + i |z_n(s)|^2 
\end{pmatrix}.
\]

Hence, for \( m \neq j \), \( \lim_{s \to \infty} \left| \frac{z_m(s) \overline{z_j(s)}}{\alpha_s} \right| = \left| \sum_{l=1}^{n-1} \mu_l a_{ml} a_{lj} \right| < \infty \), and since \( \lim_{s \to \infty} \|z(s)\|_{\mathbb{C}^n} = \frac{r}{\sqrt{2}} \neq 0 \), there is a unique \( \theta_0 \in \{1, \ldots, n\} \) such that \( \lim_{s \to \infty} z_{\theta_0}(s) = \frac{r}{\sqrt{2}} e^{i \theta} \) for a certain number \( \theta \in \mathbb{R} \) and \( \lim_{s \to \infty} z_j(s) = 0 \) for \( j \neq \theta_0 \). One obtains \( a_{\theta_0 \theta_0} = e^{-i \theta} \) and \( a_{mj} = 0 \) for \( j \neq \theta_0 \), i.e. the matrices \( A \) and \( A^* J_\mu A \) can be written in the following way:

\[
A = \begin{pmatrix}
* & \cdots & * & 0 & \cdots & * \\
\vdots & 0 & \vdots & \vdots & \vdots & \vdots \\
\vdots & 0 & \vdots & \vdots & \vdots & \vdots \\
* & \cdots & * & 0 & \cdots & * \\
0 & \cdots & 0 & e^{-i \theta} & 0 & \cdots \\
0 & 0 & 0 & 0 & \cdots & 0 \\
\end{pmatrix}_{\text{in } \theta_0\text{-th position}}
\]
In this case, \( \lim_{i \to \infty} \lambda_i \) and consequently, diag because \( \lim_{i \to \infty} \), one gets \( \lim_{i \to \infty} \).

Case \( i_0 = n \):

In this case, one has \( \lim_{s \to \infty} \alpha_s \lambda_n^s = -e^2 \) and \( \lim_{s \to \infty} \lambda_n^s = \sum_{i=1}^{n-1} \mu_i |a_i|^2 \) for all \( j \in \{1, ..., n-1\} \). Furthermore, the matrices \( A \) and \( A^* J_{\mu} A \) have the form

\[
A = \begin{pmatrix}
\tilde{A} & 0 \\
\vdots & 0 \\
0 & e^{-i\theta}
\end{pmatrix}
\]

and

\[
A^* J_{\mu} A = \begin{pmatrix}
* & \ldots & * & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \ldots & 0 & 0 \\
0 & \ldots & 0 & 0
\end{pmatrix}
\]

where \( \tilde{A} \in U(n-1) \). However, the limit matrix of the subsequence \( (J_{\lambda_s} + \frac{|z(s)|}{\alpha_s} z(s)*)_{s \in I} \) has to be diagonal because \( \lim_{s \to \infty} \frac{z_m(s)}{\alpha_s} (z(s)*) = 0 \) for all \( m \neq j \). This implies that

\[
A^* J_{\mu} A = \begin{pmatrix}
\mu_1 i & \ldots & 0 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \ldots & i\mu_{n-1} & 0 \\
0 & \ldots & 0 & 0
\end{pmatrix}
\]

and consequently, \( \lambda_j^s = \mu_j \) for large \( s \) and \( j \in \{1, ..., n-1\} \).

Case \( i_0 = 0 \):

In this case, \( \lim_{s \to \infty} \alpha_s \lambda_1^s = -\frac{e^2}{2} \) and \( \lim_{s \to \infty} \lambda_j^s = \sum_{i=1}^{n-1} \mu_i |a_i|^2 \) for every \( j \in \{2, ..., n\} \). Moreover, there is an element \( \tilde{A} \in U(n-1) \) such that the matrix \( A \) is given by

\[
A = \begin{pmatrix}
0 & \tilde{A} \\
\vdots & \ddots \\
0 & 0 & 0
\end{pmatrix}
\]

and hence,

\[
A^* J_{\mu} A = \begin{pmatrix}
0 & \ldots & 0 \\
0 & \ldots & 0 \\
0 & \ldots & 0 \\
0 & \ldots & 0
\end{pmatrix}
\]
Using the same arguments as above, one has $\lambda_{j+1}^* = \mu_j$ for $s$ large enough and for every $j \in \{1, \ldots, n-1\}$.

Conversely, suppose that $\lim_{k \to \infty} \alpha_k = 0$. If the regarded sequence of orbits satisfies the first condition, one can take $z(k) := \begin{pmatrix} 0 \\ \vdots \\ 0 \end{pmatrix}$ and $A_k := I$ for $k \geq N$ and $N \in \mathbb{N}$ large enough. In the other case, one lets

$$z(k) := \begin{pmatrix} \sqrt{-\alpha_k \lambda_k^*} \\ 0 \\ \vdots \\ 0 \end{pmatrix}$$

and $A_k := \begin{pmatrix} 0 & 1 & 0 & \cdots & 0 \\ 0 & 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & \cdots & 1 \\ 1 & 0 & \cdots & \cdots & 0 \end{pmatrix}$ for $k \geq N$.

Thus, $\lim_{k \to \infty} (A_k (J_{k\lambda} + \frac{i}{\alpha_k} z(k)z(k)^*) A_k^* \sqrt{2} A_k z(k), \alpha_k) = (J_\lambda, v_r, 0)$.

3) Suppose that $(O_{(\lambda^*, \alpha_k)})_{k \in \mathbb{N}}$ converges to the orbit $O_\lambda$. Then, there exist a sequence $(A_k)_{k \in \mathbb{N}}$ in $U(n)$ and a sequence $(z(k))_{k \in \mathbb{N}}$ in $\mathbb{C}^n$ such that

$$\lim_{k \to \infty} \left( A_k \left( J_{\lambda^*} + \frac{i}{\alpha_k} z(k)z(k)^* \right) A_k^* \sqrt{2} A_k z(k), \alpha_k \right) = (J_\lambda, 0, 0).$$

It follows that $\lim_{k \to \infty} \alpha_k = 0$ and that $(z(k))_{k \in \mathbb{N}}$ tends to 0 in $\mathbb{C}^n$. Denote by $A = (a_{mj})_{1 \leq m,j \leq n}$ the limit matrix of a subsequence $(A_s)_{s \in I}$ for an index set $I \subset \mathbb{N}$. Then,

$$\lim_{s \to \infty} J_{\lambda^*} + \frac{i}{\alpha_s} z(s)z(s)^* = A^* J_\lambda A$$

with $(A^* J_\lambda A)_{mj} = \sum_{l=1}^{n} \lambda_l \bar{a}_{lj} a_{lj}$.

Since $\lim_{k \to \infty} \alpha_k = 0$, one can assume that $\alpha_s$ is either strictly positive for all $s \in I$ or strictly negative for all $s \in I$. Let $\sqrt{|\alpha_s|}$ be the square root of $|\alpha_s|$. The fact that $\lim_{s \to \infty} \frac{z_m(s)z_n(s)}{\alpha_s}$ is finite for all $m,j \in \{1, \ldots, n\}$ implies that there exists at most one integer $1 \leq i_0 \leq n$ such that $\lim_{s \to \infty} \frac{z_i(s)}{\sqrt{|\alpha_s|}} = \infty$. Therefore,

$$\lim_{s \to \infty} \frac{z_i(s)}{\alpha_s}$$

exists for all $j$ distinct from $i_0$. Hence, for the same reasons as in the proof of 4), necessarily $i_0 \in \{1, n\}$.

If there is no such $i_0$, then there exists for all $j \in \{1, \ldots, n\}$ an integer $\lambda_j' \in \mathbb{Z}$ such that $\lambda_j' = \lambda_j^*$ for all $s \in I$ (by passing to a subsequence if necessary) and $\tilde{z}_j := \lim_{s \to \infty} \frac{z_j(s)}{\sqrt{|\alpha_s|}}$ is finite for all $j \in \{1, \ldots, n\}$. Thus, one gets

$$\left\{ \begin{array}{c} A^* J_\lambda A = J_{\lambda' + \tilde{z}(\tilde{z})^*}, \quad \text{if } \alpha_s > 0 \forall s \in I \\
A^* J_\lambda A = J_{\lambda' - \tilde{z}(\tilde{z})^*}, \quad \text{if } \alpha_s < 0 \forall s \in I. \end{array} \right.$$
ON THE DUAL TOPOLOGY OF THE GROUPS $U(n) \times \mathbb{H}_n$

Case $i_0 = n$:
Here, $\lim_{s \to \infty} \alpha_s \lambda_s^s = 0$, as $\lim_{s \to \infty} |\lambda_s^s + \frac{|z_n(s)|^2}{\alpha_s}| < \infty$. Furthermore, $\lim_{s \to \infty} \lambda_s^s = -\infty$ and $\lim_{s \to \infty} \lambda_j^s = \sum_{j=1}^{n} \lambda_j |a_{lj}|^2$
for all $j \in \{1, \ldots, n-1\}$ and $\alpha_s$ has to be positive for large $s$. Since $\lim_{s \to \infty} \frac{z_n(s)}{\alpha_s}$ exists and $\lim_{s \to \infty} \frac{|z_n(s)|}{\alpha_s} = \infty$, it follows that $\lim_{s \to \infty} \frac{z_n(s)}{\alpha_s} = 0$ for every $j \in \{1, \ldots, n-1\}$.

Now, choose

$$x := \lim_{s \to \infty} \lambda_s^s + \frac{|z_n(s)|^2}{\alpha_s}, \quad \lambda_j^s := \lim_{s \to \infty} \lambda_j^s$$

and $w_j := -i \lim_{s \to \infty} \frac{z_j(s)\overline{z_n(s)}}{\alpha_s}$, $\forall j \in \{1, \ldots, n-1\}$.

Then, the limit matrix $A^*J_A A$ of the sequence $(J_A + i \frac{z(s)z(s)^*}{\alpha_j})_{s \in I}$ has the form

$$
\begin{pmatrix}
ix & \overline{w}_1 & \overline{w}_2 & \ldots & \overline{w}_{n-1} \\
-w_1 & i\lambda_1^s & 0 & \ldots & 0 \\
-w_2 & 0 & i\lambda_2^s & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-w_{n-1} & 0 & 0 & \ldots & i\lambda_{n-1}^s
\end{pmatrix}
= \tilde{A}^*
\begin{pmatrix}
ix & 0 & \ldots & 0 & -w_1 \\
0 & i\lambda_1^s & 0 & \ldots & 0 \\
0 & 0 & i\lambda_2^s & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & i\lambda_{n-1}^s & -w_{n-1} \\
\overline{w}_1 & \overline{w}_2 & \ldots & \overline{w}_{n-1} & ix
\end{pmatrix}.
$$

By Lemma 4.2 one obtains $\lambda_1 \geq \lambda_1^s \geq \lambda_2 \geq \lambda_2^s \geq \ldots \geq \lambda_{n-1} \geq \lambda_{n-1}^s \geq \lambda_n$, and therefore, one has $\lambda_1 \geq \lambda_1^s \geq \lambda_2 \geq \lambda_2^s \geq \ldots \geq \lambda_{n-1} \geq \lambda_{n-1}^s \geq \lambda_n \geq \lambda_n^s$ for large $s$.

Case $i_0 = 1$:
In this case, $\lim_{s \to \infty} \alpha_s \lambda_s^1 = 0$, since $\lim_{s \to \infty} |\lambda_1^s + \frac{|z_1(s)|^2}{\alpha_s}| < \infty$. Moreover,

$$\lim_{s \to \infty} \lambda_1^s = \infty, \quad \lim_{s \to \infty} \lambda_j^s = \sum_{j=1}^{n} \lambda_j |a_{lj}|^2 \quad \text{and} \quad \lim_{s \to \infty} \frac{z_j(s)}{\alpha_s} = 0, \forall j \in \{2, \ldots, n\}.$$

Hence, $\alpha_s < 0$ for $s$ large enough. If one sets

$$x := \lim_{s \to \infty} \lambda_1^s + \frac{|z_1(s)|^2}{\alpha_s}, \quad \lambda_j^s := \lim_{s \to \infty} \lambda_j^s$$

and $w_j := -i \lim_{s \to \infty} \frac{z_j(s)\overline{z_1(s)}}{\alpha_s}$, $\forall j \in \{1, \ldots, n-1\}$,

the limit matrix $A^*J_A A$ of $(J_A + i \frac{z(s)z(s)^*}{\alpha_j})_{s \in I}$ can be written as follows:

$$(4.1)
\begin{pmatrix}
ix & \overline{w}_1 & \overline{w}_2 & \ldots & \overline{w}_{n-1} \\
-w_1 & i\lambda_1^s & 0 & \ldots & 0 \\
-w_2 & 0 & i\lambda_2^s & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-w_{n-1} & 0 & 0 & \ldots & i\lambda_{n-1}^s
\end{pmatrix}
= \tilde{A}^*
\begin{pmatrix}
ix & 0 & \ldots & 0 & -w_1 \\
0 & i\lambda_1^s & 0 & \ldots & 0 \\
0 & 0 & i\lambda_2^s & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & i\lambda_{n-1}^s & -w_{n-1} \\
\overline{w}_1 & \overline{w}_2 & \ldots & \overline{w}_{n-1} & ix
\end{pmatrix}.
$$

where

$$\tilde{A} = \begin{pmatrix}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
0 & 0 & 0 & \ldots & 1 \\
0 & 0 & 0 & \ldots & 0 \\
0 & 0 & 0 & \ldots & 0
\end{pmatrix}.$$}

This proves that $\lambda_1^s \geq \lambda_1 \geq \lambda_2 \geq \lambda_2^s \geq \ldots \geq \lambda_{n-1} \geq \lambda_{n-1}^s \geq \lambda_n \geq \lambda_n^s$ for large $s$.

Conversely, suppose that the sequence $(\mathcal{O}(\lambda^s, \alpha_s))_{k \in \mathbb{N}}$ satisfies the first condition.
First, consider the case $\lambda_n^k \xrightarrow{k \to \infty} -\infty$. 

Then, there is a subsequence \((A^s)_{s \in I}\) for an index set \(I \subset \mathbb{N}\) fulfilling \(\lambda_j^s = \lambda_j^t\) for every \(j \in \{1, ..., n - 1\}\) and all \(s \in I\). By Lemma \([4,2]\) there exist \(w_1, w_2, ..., w_{n-1} \in \mathbb{C}\), \(x \in \mathbb{R}\) and \(A \in U(n)\) such that

\[
A^* J_\lambda A = \begin{pmatrix}
i\lambda_1 & 0 & \cdots & 0 & -w_1 \\
0 & i\lambda_2 & \cdots & 0 & -w_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & i\lambda_{n-1} & -w_{n-1} \\
w_1 & w_2 & \cdots & w_{n-1} & ix
\end{pmatrix}.
\]

In this case, \(\lambda^k \neq \lambda\) for large \(k\), as \(\lambda_n^k \xrightarrow{k \to \infty} -\infty\). Choose \(x := \sum_{j=1}^{n} \lambda_j - \sum_{j=1}^{n-1} \lambda_j^s\). (Compare the proof of Lemma \([4,2]\)) It follows that

\[
\alpha_s(x - \lambda_n^s) = \sum_{j=1}^{n} \alpha_s(\lambda_j - \lambda_n^s) > 0.
\]

Furthermore, define the sequence \((z(s))_{s \in I}\) in \(\mathbb{C}^n\) by

\[
z_n(s) := \sqrt{\alpha_s(x - \lambda_n^s)} \quad \text{and} \quad z_j(s) := \frac{i\alpha_s w_j}{\sqrt{\alpha_s(x - \lambda_n^s)}} \quad \forall j \in \{1, 2, ..., n - 1\}.
\]

Then, one gets

\[
\lim_{s \to \infty} z(s) = 0,
\]

\[
\lambda_n^s + \frac{|z_n(s)|^2}{\alpha_s} = x,
\]

\[
\lim_{s \to \infty} \frac{|z_j(s)|^2}{\alpha_s} = \lim_{s \to \infty} \frac{|w_j|^2}{x - \lambda_n^s} = 0 \quad \forall j \in \{1, ..., n - 1\},
\]

\[
\lim_{s \to \infty} \frac{z_m(s)}{z_j(s)} \frac{\alpha_s}{z_n(s)} = \lim_{s \to \infty} \frac{w_m w_j}{x - \lambda_n^s} = 0 \quad \forall m \neq j \in \{1, ..., n - 1\} \quad \text{and}
\]

\[
\lim_{s \to \infty} \frac{z_j(s) z_n(s)}{\alpha_s} = i w_j \quad \forall j \in \{1, ..., n - 1\}.
\]

Hence, \(A(J_{\lambda^s} + \frac{i}{\alpha_s} z(s) z(s)^*) A^*)_{s \in I}\) converges to \(J_\lambda\) and \((z(s))_{s \in I}\) to 0.

If \(\lim_{k \to \infty} \lambda_n^k \neq -\infty\), there is a subsequence \((\lambda^s)_{s \in I}\) for an index set \(I \subset \mathbb{N}\) fulfilling \(\lambda_j^s = \lambda_j^t\) for all \(j \in \{1, ..., n\}\) and all \(s \in I\). Therefore,

\[
\lambda_1 \geq \lambda_1^s \geq \lambda_2 \geq \lambda_2^s \geq \ldots \geq \lambda_n \geq \lambda_n^s
\]

and thus, by Lemma \([1,3,2]\), there exists \(z \in \mathbb{C}^n\) such that \(i\lambda_1, ..., i\lambda_n\) are the eigenvalues of \(J_{\lambda^s} + i\hat{z}(\hat{z})^*\). Let \(z(s) := \hat{z} \sqrt{\alpha_s}\), which is reasonable since \(\alpha_s > 0\) in this case.

As the matrices \(J_{\lambda^s} + i\hat{z}(\hat{z})^*\) and \(J_\lambda\) are both skew-Hermitian and have the same eigenvalues, they are unitarily conjugated. Therefore, there exists an element \(A \in U(n)\) such that \(J_{\lambda^s} + i\hat{z}(\hat{z})^* = A^* J_\lambda A\). Hence,

\[
A^* J_\lambda A = J_{\lambda^s} + i\hat{z}(\hat{z})^* = \lim_{s \to \infty} J_{\lambda^s} + i\hat{z}(\hat{z})^* = \lim_{s \to \infty} J_{\lambda^s} + \frac{i}{\alpha_s} z(s) z(s)^*,
\]

i.e. \(\left(A(J_{\lambda^s} + \frac{i z(s) z(s)^*}{\alpha_s}) A^*)_{s \in I}\right)\) converges to \(J_\lambda\). Furthermore,

\[
z(s) = \hat{z} \sqrt{\alpha_s} \xrightarrow{s \to \infty} 0,
\]
as \( \alpha_k \to 0 \).

Thus, the claim is shown in this case.

Suppose now that for \( k \) large \( \alpha_k < 0 \), \( \lambda_1^k \geq \lambda_1 \geq \ldots \geq \lambda_{n-1}^k \geq \lambda_n \geq \lambda_k \) and \( \lim_{k \to \infty} \alpha_k \lambda_1^k = 0 \). First consider the case \( \lambda_1^k \to \infty \).

In this case, there is a subsequence \((\lambda^s)_{s \in I}\) for an index set \( I \subset \mathbb{N} \) such that \( \lambda_j^s = \lambda_j' - 1 \) for all \( j \in \{2, \ldots, n\} \) and all \( s \in I \). By Identity (4.1) and Lemma 4.2, there exist \( w_1, w_2, \ldots, w_{n-1} \in \mathbb{C}, x \in \mathbb{R} \) and \( A \in U(n) \) such that

\[
A^* J_A A = \begin{pmatrix}
ix & w_1 & w_2 & \ldots & w_{n-1} \\
-w_1 & i\lambda_1' & 0 & \ldots & 0 \\
-w_2 & 0 & i\lambda_2' & \ldots & 0 \\
& \vdots & \ddots & \ddots & \vdots \\
-w_{n-1} & 0 & 0 & \ldots & i\lambda_{n-1}'
\end{pmatrix}.
\]

Similarly to the last case, one takes \( x := \sum_{j=1}^{n} \lambda_j - \sum_{j=1}^{n-1} \lambda_j' \) and thus gets

\[
\alpha_s (x - \lambda_1^s) = \sum_{j=1}^{n} \alpha_s (\lambda_j - \lambda_j^s) > 0.
\]

Hence, one can define the sequence \((z(s))_{s \in I} \) in \( \mathbb{C}^n \) by

\[
z_1(s) := \sqrt{\alpha_s (x - \lambda_1^s)} \quad \text{and} \quad z_j(s) := -i \alpha_s w_{j-1} \sqrt{\alpha_s (x - \lambda_1^s)} \quad \forall j \in \{2, \ldots, n\}.
\]

Here again, one gets

\[
\lim_{s \to \infty} z(s) = 0,
\]

\[
\lambda_1^s + \frac{|z_1(s)|^2}{\alpha_s} = x,
\]

\[
\lim_{s \to \infty} \frac{|z_j(s)|^2}{\alpha_s} = \lim_{s \to \infty} \frac{|w_{j-1}|^2}{x - \lambda_1^s} = 0 \quad \forall j \in \{2, \ldots, n\},
\]

\[
\lim_{s \to \infty} \frac{z_m(s)z_j(s)}{\alpha_s} = \lim_{s \to \infty} \frac{w_{m-1}w_{j-1}}{x - \lambda_1^s} = 0 \quad \forall m \neq j \in \{2, \ldots, n\} \quad \text{and}
\]

\[
\lim_{s \to \infty} \frac{z_j(s)z_j(s)}{\alpha_s} = iw_{j-1} \quad \forall j \in \{2, \ldots, n\}.
\]

Again, one can conclude that \( \left( (A J_{A^*} + \frac{i}{\alpha_s} z(s) z(s)^* A^*, \sqrt{2} Az(s), \alpha_s) \right)_{s \in I} \) converges to \((J_A, 0, 0)\).

If \( \lim_{k \to \infty} \lambda_k^2 \neq \infty \), there is a subsequence \((\lambda^s)_{s \in I}\) for an index set \( I \subset \mathbb{N} \) fulfilling \( \lambda_j^s = \lambda_j' \) for all \( j \in \{1, \ldots, n\} \) and all \( s \in I \). Hence,

\[
\lambda_1^s \geq \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n \geq \lambda_n
\]

and therefore, by Lemma 4.3 (2), there exists \( \tilde{z} \in \mathbb{C}^n \) in such a way that \( i\alpha_1, \ldots, i\alpha_n \) are the eigenvalues of \( J_{A^*} - i\tilde{z}(\tilde{z})^* \).

Let now \( z(s) := \tilde{z}(\tilde{z})^* \), which is reasonable since this time \( \alpha_s < 0 \).

As above, there exists an element \( A \in U(n) \) such that \( J_{A^*} - i\tilde{z}(\tilde{z})^* = A^* J_A A \) and thus

\[
A^* J_A A = \lim_{s \to \infty} J_{A^*} - \frac{i}{\alpha_s} z(s) z(s)^* = \lim_{s \to \infty} J_{A^*} + \frac{i}{\alpha_s} z(s) z(s)^*.
\]
i.e. \( (J_{\lambda} + i \frac{z(s)\bar{z}(s)^*}{\alpha_s}) A^\tau ) \) converges to \( J_\lambda \). Furthermore,  
\[
z(s) = z \sqrt{-\alpha_s} \xrightarrow{s \to \infty} 0,
\]
as \( \alpha_k \xrightarrow{k \to \infty} 0 \).

Therefore, the assertion is also shown in this case. \( \square \)

5. The continuity of the inverse of the Kirillov-Lipsman map \( K \)

In the next two sections, the topology of the spectrum \( \hat{G}_n \) of the group \( G_n = U(n) \times \mathbb{H}_n \) will be analyzed and the aim is to show that it is determined by the topology of its admissible quotient space.

5.1. The representation \( \pi_{(\mu, r)} \).

First, examine the representation \( \pi_{(\mu, r)} = \text{ind}_{U(n-1) \times \mathbb{H}_n}^{G_n} \rho_\mu \otimes \chi_r \). Its Hilbert space \( H_{(\mu, r)} \) is given by the space

\[
L^2 \left( G_n / (U(n-1) \times \mathbb{H}_n), \rho_\mu \otimes \chi_r \right) \cong L^2 \left( U(n) / U(n-1), \rho_\mu \right).
\]

Let \( \xi \) be a unit vector in \( H_{(\mu, r)} \) and recall that \( (z, w)_{C^n} = \text{Re} (z, w)_{C^n} \) for \( z, w \in C^n \). For all \( (z, t) \in \mathbb{H}_n \) and all \( A, B \in U(n) \),

\[
\pi_{(\mu, r)}(A, z, t) \xi(B) = e^{-i(B^T z)_{C^n}} \xi(A^{-1} B).
\]

Therefore,

\[
C_{\xi}^{(\mu, r)}(A, z, t) = \left\langle \pi_{(\mu, r)}(A, z, t) \xi, \xi \right\rangle_{L^2(U(n) / U(n-1), \rho_\mu)} = \int_{U(n)} e^{-i(B^T z)_{C^n}} \left\langle \xi(A^{-1} B), \xi(B) \right\rangle_{H_{\rho_\mu}} dB.
\]

By (3.2) in Section \( \text{B} \) one has

\[
\pi_\mu := \pi_{(\mu, r)}|_{U(n)} = \text{ind}_{U(n-1) \times \mathbb{H}_n}^{U(n)} \rho_\mu = \sum_{\lambda_1 \geq \mu_1 \geq \lambda_2 \geq \mu_2 \geq \cdots \geq \lambda_n - 1 \geq \mu_n - 1 \geq \lambda_n} \tau_\lambda,
\]

Every irreducible representation \( \tau_\lambda \) of \( U(n) \) can be realized as a subrepresentation of the left regular representation on \( L^2(U(n)) \) via the intertwining operator

\[
U_\lambda : H_\lambda \to L^2(U(n)), \ U_\lambda(\xi)(A) := \langle \xi, \tau_\lambda(A) \xi_\lambda \rangle_{H_\lambda} \forall A \in U(n) \forall \xi \in H_\lambda
\]

for a fixed unit vector \( \xi_\lambda \in H_\lambda \).

For \( \tau_\lambda \in \hat{U}(n) \), consider the orthonormal basis \( B^\lambda = \{ \phi_j^\lambda \mid j \in \{1, \ldots, d_\lambda\} \} \) of \( H_\lambda \) consisting of eigenvectors for \( T_\lambda \) of \( \tau_\lambda \).

Moreover, as a basis of the Lie algebra \( \mathfrak{h}_n \) of the Heisenberg group, one can take the left invariant vector fields \( \{ Z_1, Z_2, \ldots, Z_n, \mathbb{Z}_1, \mathbb{Z}_2, \ldots, \mathbb{Z}_n, T \} \), where

\[
Z_j := 2 \frac{\partial}{\partial \bar{z}_j} + \frac{z_j}{2} \frac{\partial}{\partial t}, \ Z_j = 2 \frac{\partial}{\partial z_j} - \frac{\bar{z}_j}{2} \frac{\partial}{\partial t} \ \text{and} \ T := \frac{\partial}{\partial t}
\]

and gets the Lie brackets \([Z_j, Z_j] = -2iT\) for \( j \in \{1, \ldots, n\} \).

Now, regard the Heisenberg sub-Laplacian differential operator which is given by

\[
\mathcal{L} = \frac{1}{2} \sum_{j=1}^n (Z_j \bar{Z}_j + \bar{Z}_j Z_j).
\]
This operator is $U(n)$-invariant.

**Lemma 5.1.**

For every representation $\pi(\mu, r)$ for $r > 0$ and $\rho_\mu \in \hat{U(n-1)}$,

$$d\pi(\mu, r)(L) = -r^2 I.$$

**Proof:**

Since the representation $\pi(\mu, r)$ is trivial on the center of $h_n$, one has

$$d\pi(\mu, r)(L) \xi(B) = 2 \sum_{j=1}^{n} \left( \frac{\partial^2}{\partial z_j \partial \overline{z}_j} + \frac{\partial^2}{\partial \overline{z}_j \partial z_j} \right) \left( e^{-i(Bv_r, z)_{\mathbb{C}^n}} \right) \xi(B).$$

Let $D = \{e_1, \ldots, e_n\}$ be an orthonormal basis for $\mathbb{C}^n$. By writing

$$(Bv_r, z)_{\mathbb{C}^n} = \frac{1}{2} \left( (Bv_r, z)_{\mathbb{C}^n} + (Bv_r, z)_{\mathbb{C}^n} \right),$$

one gets

$$d\pi(\mu, r)(L) \xi(B) = - \sum_{j=1}^{n} |\langle Bv_r, e_j \rangle_{\mathbb{C}^n}|^2 \xi(B) = -r^2 \xi(B).$$

\[ \square \]

In addition, the following theorem describes the convergence of sequences of representations $(\pi(\mu^k, r_k))_{k \in \mathbb{N}}$:

**Theorem 5.2.**

Let $r > 0$, $\rho_\mu \in \hat{U(n-1)}$ and $\tau_\lambda \in \hat{U(n)}$.

1. A sequence $(\pi(\mu^k, r_k))_{k \in \mathbb{N}}$ of irreducible unitary representations of $G_n$ converges to $\pi(\mu, r)$ in $\hat{G}_n$ if and only if $\lim_{k \to \infty} r_k = r$ and $\mu^k = \mu$ for $k$ large enough.

2. A sequence $(\pi(\mu^k, r_k))_{k \in \mathbb{N}}$ of irreducible unitary representations of $G_n$ converges to $\tau_\lambda$ in $\hat{G}_n$ if and only if $\lim_{k \to \infty} r_k = 0$ and $\tau_\lambda$ occurs in $\pi(\mu^k)$ for $k$ large enough.

These are all possibilities for a sequence $(\pi(\mu^k, r_k))_{k \in \mathbb{N}}$ of irreducible unitary representations of $G_n$ to converge.

The proof of 1) and 2) of this theorem can be found in [1], Theorem 6.2.A.

Furthermore, since the representations $\pi(\mu, r)$ and $\tau_\lambda$ are trivial on $\{(1, 0, t) | t \in \mathbb{R}\}$, the center of $G_n$, while the representations $\pi(\lambda, \alpha)$ are non-trivial there, the possibilities of convergence of a sequence $(\pi(\mu^k, r_k))_{k \in \mathbb{N}}$ listed above are the only ones that are possible.

5.2. The representation $\tau_\lambda$.

As $\tau_\lambda$ only acts on $U(n)$ and $\hat{U(n)}$ is discrete, every converging sequence $(\tau_{\lambda^k})_{k \in \mathbb{N}}$ has to be constant for large $k$. Hence,

$$\tau_{\lambda^k} \xrightarrow{k \to \infty} \tau_\lambda \iff \lambda^k = \lambda$$

for large $k$. 

5.3. The representation $\pi_{(\lambda, \alpha)}$.

Next, regard the representations $\pi_{(\lambda, \alpha)}$. Consider the unit vector $\xi := \sum_{j=1}^{d} \phi_j^\lambda \otimes f_j$ in the Hilbert space $\mathcal{H}_{(\lambda, \alpha)} = \mathcal{H}_{\lambda} \otimes F_{\alpha}(n)$ of $\pi_{(\lambda, \alpha)}$, where $f_1, \ldots, f_{d_\lambda}$ belong to the Fock space $F_{\alpha}(n)$. Then, for all $A \in U(n)$ and $(z, t) \in \mathbb{H}_n$,

$$\pi_{(\lambda, \alpha)}(A, z, t)\xi(w) = \sum_{j=1}^{d} \tau_\lambda(A)\phi_j^\lambda \otimes e^{i\alpha t - \frac{\lambda^2}{2} z^2 - \frac{\alpha^2}{2} (w, z)w} f_j(A^{-1}w + A^{-1}z) \text{ if } \alpha > 0$$

and

$$\pi_{(\lambda, \alpha)}(A, z, t)\xi(w) = \sum_{j=1}^{d} \tau_\lambda(A)\phi_j^\lambda \otimes e^{i\alpha t + \frac{\lambda^2}{2} z^2 + \frac{\alpha^2}{2} (w, z)w} f_j(A^{-1}w + A^{-1}z) \text{ if } \alpha < 0.$$ 

It follows that

$$C_{\xi}^{\pi_{(\lambda, \alpha)}}(A, z, t) = \langle \pi_{(\lambda, \alpha)}(A, z, t)\xi, \xi \rangle_{\mathcal{H}_{(\lambda, \alpha)}}$$

$$= \begin{cases} 
\sum_{j, j' = 1}^{d} \langle \tau_\lambda(A)\phi_j^\lambda, \phi_j'^\lambda \rangle_{\mathcal{H}_{\lambda}} \int e^{i\alpha t - \frac{\lambda^2}{2} z^2 - \frac{\alpha^2}{2} (w, z)w} f_j(A^{-1}w + A^{-1}z) f_{j'}(w)e^{-\frac{\alpha^2}{2} |w|^2} dw & \text{if } \alpha > 0, \\
\sum_{j, j' = 1}^{d} \langle \tau_\lambda(A)\phi_j^\lambda, \phi_j'^\lambda \rangle_{\mathcal{H}_{\lambda}} \int e^{i\alpha t + \frac{\lambda^2}{2} z^2 + \frac{\alpha^2}{2} (w, z)w} f_j(A^{-1}w + A^{-1}z) f_{j'}(w)e^{\frac{\alpha^2}{2} |w|^2} dw & \text{if } \alpha < 0.
\end{cases}$$

Lemma 5.3.

For each representation $\pi_{(\lambda, \alpha)}$ for $\alpha \in \mathbb{R}^+$ and $\tau_\lambda \in \widehat{U(n)}$, one has

$$d\pi_{(\lambda, \alpha)}(T) = i\alpha I.$$ 

Proof:

Let $\xi = \sum_{j=1}^{d} \phi_j^\lambda \otimes f_j$ be a unit vector in $\mathcal{H}_{(\lambda, \alpha)}$. Then,

$$\langle d\pi_{(\lambda, \alpha)}(T)\xi, \xi \rangle_{\mathcal{H}_{(\lambda, \alpha)}} = \left. \frac{d}{dt} \right|_{t=0} \langle \pi_{(\lambda, \alpha)}(1, t)\xi, \xi \rangle_{\mathcal{H}_{(\lambda, \alpha)}} = \frac{d}{dt} \bigg|_{t=0} i\alpha \sum_{j=1}^{d} \|f_j\|^2_{F_{\alpha}(n)} = i\alpha.$$ 

If $\alpha$ is positive, the polynomials $\mathbb{C}[\mathbb{C}^n]$ are dense in $F_{\alpha}(n)$ and its multiplicity free decomposition is

$$\mathbb{C}[\mathbb{C}^n] = \bigoplus_{m=0}^{\infty} \mathcal{P}_m,$$

where $\mathcal{P}_m$ is the space of homogeneous polynomials of degree $m$. Therefore, $p_m(z) = z_1^m$ is the highest weight vector in $\mathcal{P}_m$ with weight $(m, 0, \ldots, 0) =: \lfloor m \rfloor$. Applying the classical Pieri’s rule (see [15], Proposition 15.25), one obtains

$$\left(\tau_\lambda \otimes W_{\alpha}\right)|_{U(n)} = \sum_{m=0}^{\infty} \tau_\lambda \otimes \tau_{\lfloor m \rfloor} = \sum_{\lambda' \in \mathcal{P}^+} \tau_{\lambda'},$$

where

$$\lambda_1' \geq \lambda_2' \geq \cdots \geq \lambda_n'. \quad (5.1)$$
where the definition of the operator \( W_\alpha(A) \) can be found in Section 3 in the description of \( \pi(\lambda, \alpha) \).

If \( \alpha \) is negative, one gets

\[
(\tau_\lambda \otimes W_\alpha)|_{U(n)} = \sum_{m=0}^\infty \tau_\lambda \otimes \tau_{[m]} = \sum_{\lambda' \in P_n} \sum_{\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n} \tau_{\lambda'}.
\]

Both of the sums again are multiplicity free. This follows from [20], Chapter IV.11, since \( W_\alpha \) is multiplicity free.

Furthermore, let \( R_n := \{ h_{m, \alpha} | m = (m_1, \ldots, m_n) \in \mathbb{N}^n \} \) be the orthonormal basis of the Fock space \( \mathcal{F}_n \) defined by the Hermite functions

\[
h_{m, \alpha}(z) = \left( \frac{|\alpha|}{2\pi} \right)^{m/2} \sqrt{\frac{|\alpha|!}{2^m m!}} z^m
\]

with \( |m| = m_1 + \cdots + m_n, m! = m_1! \cdots m_n! \) and \( z^m = z_1^{m_1} \cdots z_n^{m_n} \) (see [14], Chapter 1.7).

Now, one obtains the following theorem about the convergence of sequences of representations \( (\pi(\lambda^k, \alpha_k))_{k \in \mathbb{N}} \):

**Theorem 5.4.**

Let \( \alpha \in \mathbb{R}^* \) and \( \tau_\lambda \in \mathcal{U}(n) \). Then, a sequence \( (\pi(\lambda^k, \alpha_k))_{k \in \mathbb{N}} \) of elements in \( \mathcal{G}_n \) converges to \( \pi(\lambda, \alpha) \) if and only if \( \lim_{k \to \infty} \alpha_k = \alpha \) and \( \lambda^k = \lambda \) for large \( k \).

**Proof:**

First, consider the case where \( \alpha \) is positive. Assume that \( \alpha_k \xrightarrow{k \to \infty} \alpha \) and that \( \lambda^k = \lambda \) for \( k \) large enough.

Moreover, let \( f \in \mathcal{C}_0^\infty(\mathcal{G}_n) \) and let \( \xi \) be a unit vector in \( \mathcal{H}_\lambda \). Then,

\[
\langle C^{\pi(\lambda^k, \alpha_k)}_{\xi \otimes h_{\alpha_k}}, f \rangle_{(L^\infty(\mathcal{G}_n), L^1(\mathcal{G}_n))} = \int_{\mathcal{H}_n} \int_{\mathcal{H}_n} f(A, z, t) \langle \tau_{\lambda^k}(A) \xi, \xi \rangle_{\mathcal{H}_n} e^{i\alpha_k t - \frac{1}{2}|t|^2} \int_{\mathbb{C}^n} \left( \frac{1}{2\pi} \right)^{n/2} e^{-\frac{1}{4\alpha_k} \sqrt{(w, z) - \frac{1}{2}|w|^2}} \sqrt{(w, z) - \frac{1}{2}|w|^2} dw dA
\]

tends to \( \langle C^{\pi(\lambda, \alpha)}_{\xi \otimes h_{\alpha}}, f \rangle_{(L^\infty(\mathcal{G}_n), L^1(\mathcal{G}_n))} \). Hence, \( (\pi(\lambda^k, \alpha_k))_{k \in \mathbb{N}} \) converges to \( \pi(\lambda, \alpha) \).

The same reasoning applies when \( \alpha \) is negative.

Conversely, the fact that the sequence \( (\pi(\lambda^k, \alpha_k))_{k \in \mathbb{N}} \) converges to the representation \( \pi(\lambda, \alpha) \) implies that for \( \xi \in \mathcal{H}^\infty(\lambda, \alpha) \) of length 1, there is for every \( k \in \mathbb{N} \) a unit vector \( \xi_k \in \mathcal{H}^\infty(\lambda^k, \alpha_k) \) such that

\[
\langle d\pi(\lambda^k, \alpha_k)(T) \xi_k, \xi \rangle_{\mathcal{H}(\lambda^k, \alpha_k)} \xrightarrow{k \to \infty} \langle d\pi(\lambda, \alpha)(T) \xi, \xi \rangle_{\mathcal{H}(\lambda, \alpha)}.
\]

Thus, by Lemma 5.3 we have

\[
\lim_{k \to \infty} \alpha_k = \alpha.
\]

Hence, it remains to show that \( \lambda^k = \lambda \) for \( k \) large enough.

Let \( \xi \) be a unit vector in \( \mathcal{H}_\lambda \). Then for every \( k \in \mathbb{N} \), there exists a vector \( \xi_k = \sum_{m \in \mathbb{N}^n} C_{\xi_k}^m \otimes h_{m, \alpha_k} \in \mathcal{H}(\lambda^k, \alpha_k) \) of length 1 such that \( C^{\pi(\lambda, \alpha)}_{\xi_k} \) converges uniformly on compacta to \( C^{\pi(\lambda^k, \alpha_k)}_{\xi \otimes h_{\alpha_k}} \).

Now, take \( \delta \in \mathbb{R}_{>0} \) such that \( 0 \not\in I_{\alpha, \delta} = (\alpha - \delta, \alpha + \delta) \), as well as a Schwartz function \( \varphi \) on \( \mathbb{R} \) fulfilling \( \varphi|_{I_{\alpha, \delta}} \equiv 1 \) and \( \varphi \equiv 0 \) in a neighbourhood of 0. Then, there is a Schwartz function \( \psi \) on \( \mathbb{H}_n \) with the property

\[
\sigma_\beta(\psi) = \varphi(\beta) P_\beta \quad \forall \beta \in \mathbb{R}^*,
\]

where \( \sigma_\beta \) is the \( \mathbb{H}_n \)-representation defined in Section 3 and \( P_\beta : \mathcal{F}_\beta(n) \to \mathbb{C} \) is the orthogonal projection onto the one-dimensional subspace \( C h_{0, \beta} \) of all constant functions in \( \mathcal{F}_\beta(n) \). On the other hand, there
exists \( k_3 \in \mathbb{N} \) such that \( \alpha_k \in I_{\alpha, \delta} \) for all \( k \geq k_3 \). One obtains \( \sigma_{\alpha}(\psi)h_{0,\alpha} = h_{0,\alpha} \) and \( \sigma_{\alpha_k}(\psi)h_{0,\alpha_k} = h_{0,\alpha_k} \) for all \( k \geq k_3 \) and thus, it follows that

\[
\lim_{k \to \infty} \| \xi_k^h \|^2_{\mathcal{H}_{\lambda,k}} = \lim_{k \to \infty} \sum_{m,m' \in \mathbb{N}^*} \langle \xi_{mk}^h, \xi_{mk'}^h \rangle_{\mathcal{H}_{\lambda,k}} \langle \sigma_{\alpha_k}(\psi)h_{m,\alpha_k}, h_{m',\alpha_k} \rangle_{\mathcal{F}_{\alpha_k}(n)}
\]

\[
= \lim_{k \to \infty} \left( \mathbb{C} \sum_{m \in \mathbb{N}^*} \delta_m \otimes h_{m,\alpha_k} (1, \ldots) \right) (L^\infty(\mathbb{H}_n), L^1(\mathbb{H}_n))
\]

\[
= \langle \sigma_{\alpha}(\psi)h_{0,\alpha}, h_{0,\alpha} \rangle_{\mathcal{F}_{\alpha}(n)} = 1.
\]

Hence, one gets

\[
\lim_{k \to \infty} \| \xi_k - \xi^0 \otimes h_{0,\alpha} \|_{\mathcal{H}_{\lambda,k}} = 0
\]

and one can deduce that

\[
\lim_{k \to \infty} \langle \tau_{\lambda_k}(A)\xi_{(\lambda_k,\alpha_k)}, \xi^0 \rangle_{\mathcal{H}_{\lambda,k}} = \langle \tau_{\lambda}(A)\xi^0, \xi^0 \rangle_{\mathcal{H}_{\lambda}}
\]

uniformly in \( A \in U(n) \). Therefore, for all \( k \in \mathbb{N} \), one can take the unit vector \( \phi_k = \frac{\xi^0}{\|\xi^0\|_{\mathcal{H}_{\lambda,k}}} \) in \( \mathcal{H}_{\lambda,k} \) to finally obtain the uniform convergence on compacta of \( (C_{\phi_k}^\lambda)_{k \in \mathbb{N}} \) to \( C_{\phi_0}^\lambda \). Thus, \( \lambda^k = \lambda \) for \( k \) large enough.

\[\square\]

**Lemma 5.5.**

For each representation \( \pi_{(\lambda,\alpha)} \) for \( \alpha \in \mathbb{R}^+ \) and \( \tau_\lambda \in \widehat{U(n)} \),

\[
\langle d\pi_{(\lambda,\alpha)}(L)h_{m,\alpha}, h_{m,\alpha} \rangle_{\mathcal{F}_{\alpha}(n)} = -|\alpha|(n + 2|m|) \quad \forall m \in \mathbb{N}^n.
\]

The proof follows from \[\mathbb{H}\], Proposition 3.20 together with \[\mathbb{M}\], Lemma 3.4.

**Theorem 5.6.**

Let \( r > 0 \), \( \rho_s \in U(n-1) \) and \( \tau_\lambda \in \widehat{U(n)} \).

1. If a sequence \( (\pi_{(\lambda^k,\alpha_{k})})_{k \in \mathbb{N}} \) of elements of \( \widehat{G}_n \) converges to the representation \( \pi_{(\mu,r)} \) in \( \widehat{G}_n \), then

\[
\lim_{k \to \infty} \alpha_k = 0 \quad \text{and the sequence} \quad (\pi_{(\lambda^{k},\alpha_{k})})_{k \in \mathbb{N}} \quad \text{satisfies one of the following conditions:}
\]

   i. For \( k \) large enough, \( \alpha_k > 0 \), \( \lambda_k^j = \mu_j \) for all \( j \in \{1, \ldots, n-1\} \) and \( \lim_{k \to \infty} \alpha_k \lambda_k^j = -\frac{r^2}{2} \).

   ii. For \( k \) large enough, \( \alpha_k < 0 \), \( \lambda_k^j = \mu_{j-1} \) for all \( j \in \{2, \ldots, n\} \) and \( \lim_{k \to \infty} \alpha_k \lambda_k^j = -\frac{r^2}{2} \).

2. If a sequence \( (\pi_{(\lambda^k,\alpha_{k})})_{k \in \mathbb{N}} \) of elements of \( \widehat{G}_n \) converges to the representation \( \tau_\lambda \) in \( \widehat{G}_n \), then

\[
\lim_{k \to \infty} \alpha_k = 0 \quad \text{and the sequence} \quad (\pi_{(\lambda^k,\alpha_{k})})_{k \in \mathbb{N}} \quad \text{satisfies one of the following conditions:}
\]

   i. For \( k \) large enough, \( \alpha_k > 0 \), \( \lambda_1 \geq \lambda_k^1 \geq \ldots \geq \lambda_{n-1} \geq \lambda_k^{n-1} \geq \lambda_n \geq \lambda_k^n \) and \( \lim_{k \to \infty} \alpha_k \lambda_k^k = 0 \).

   ii. For \( k \) large enough, \( \alpha_k < 0 \), \( \lambda_1^k \geq \lambda_1 \geq \lambda_2^k \geq \lambda_2 \geq \ldots \geq \lambda_{n-1} \geq \lambda_{n-1}^k \geq \lambda_n \) and \( \lim_{k \to \infty} \alpha_k \lambda_k^k = 0 \).

Proof:

1) Let \( \bar{\mu}^s = (\mu_1, \ldots, \mu_s, \mu_{s+1}, \ldots, \mu_{n-1}) \) for \( s \in \{1, \ldots, n-1\} \). By hypothesis, the sequence \( (\pi_{(\lambda^k,\alpha_{k})})_{k \in \mathbb{N}} \) converges to the representation \( \pi_{(\mu,r)} \) in \( \widehat{G}_n \). Thus, for the unit vector \( \xi^s = \sqrt{d\pi_{(\mu,r)}(C_{\phi^s})_{\phi^s}} \in \mathcal{H}_{(\mu,r)} \), there is a sequence of unit vectors \( (\xi_k^s)_{k \in \mathbb{N}} \subseteq \mathcal{H}_{(\lambda^k,\alpha_{k})} \) such that

\[
\langle d\pi_{(\lambda^k,\alpha_{k})}(T)\xi_k^s, \xi_k^s \rangle_{\mathcal{H}_{(\lambda^k,\alpha_{k})}} \xrightarrow{k \to \infty} \langle d\pi_{(\mu,r)}(T)(\xi^s), \xi^s \rangle_{\mathcal{H}_{(\mu,r)}} = 0 \quad \forall T \in t_n
\]
\[
\langle d\pi(\lambda^k, \alpha_k)(\mathcal{L})\xi_k^e, \xi_k^e \rangle_{\mathcal{H}(\lambda^k, \alpha_k)} \overset{k \to \infty}{\to} \langle d\pi(\mu, r)(\mathcal{L})(\xi^e), \xi^e \rangle_{\mathcal{H}(\mu, r)} = -r^2.
\]

As by Lemma 5.3 one gets \( \langle d\pi(\lambda^k, \alpha_k)(T)\xi_k^e, \xi_k^e \rangle_{\mathcal{H}(\lambda^k, \alpha_k)} = \langle i\alpha_k \xi_k^e, \xi_k^e \rangle_{\mathcal{H}(\lambda^k, \alpha_k)} \), it follows that \( \lim_{k \to \infty} \alpha_k = 0 \). Therefore, one can assume without restriction that \( \alpha_k > 0 \) for large \( k \) (by passing to a subsequence if necessary). The case \( \alpha_k < 0 \) is very similar.

On the other hand, the sequence \( \left( \langle \tau_{\lambda^k} \otimes W_{\alpha_k}(A)\xi_k^e, \xi_k^e \rangle_{\mathcal{H}(\lambda^k, \alpha_k)} \right)_{k \in \mathbb{N}} \) converges to the matrix coefficient \( C_{\xi^e}(A, 0, 0) = C_{\phi^e_1, \phi^e_1}(A) \) uniformly in each \( A \in U(n) \). Hence, from this convergence, Orthogonality Relation 3.1 and the fact that \( \left\| C_{\phi^e_1, \phi^e_1} \right\|_{L^2(U(n))} = \frac{1}{\sqrt{d_{\phi^e_1}}} \), follows

\[
\lim_{k \to \infty} \int_{U(n)} \langle \tau_{\lambda^k} \otimes W_{\alpha_k}(A)\xi_k^e, \xi_k^e \rangle_{\mathcal{H}(\lambda^k, \alpha_k)} \left( \tau_{\bar{\mu}^e}(A)\phi^e_1, \phi^e_1 \right)_{\mathcal{H}(\mu, r)} dA = \frac{1}{d_{\phi^e_1}} \neq 0.
\]

By (5.1), one can write the expression \( (\tau_{\lambda^k} \otimes W_{\alpha_k})_{U(n)} \) as

\[
(\tau_{\lambda^k} \otimes W_{\alpha_k})_{U(n)} = \sum_{\lambda^k \in P_n} \tau_{\lambda^k}
\]

and, since for \( k \) large enough the above integral is not 0, again by the orthogonality relation, there has to be one \( \lambda^k \in P_n \) with \( \lambda^k_1 \geq \lambda^k_2 \geq \ldots \geq \lambda^k_n \) such that \( \lambda^k = \tilde{\mu}^e \). But as \( \tilde{\lambda}^k = \tilde{\mu}^e = \tilde{\mu}^e_{s+1} = \lambda^k_s \), one obtains that \( \lambda^k_s = \lambda^k_{s+1} = \mu^e_s = \mu^e_s \) for \( k \) large enough. As this is true for all \( s \in \{1, \ldots, n-1\} \), one gets \( \lambda^k_j = \mu_j \) for all \( j \in \{1, \ldots, n-1\} \).

So, it remains to show that \( \lim_{k \to \infty} \alpha_k \lambda^k_n = -\frac{r^2}{2} \).

Again, by the decomposition of \( (\tau_{\lambda^k} \otimes W_{\alpha_k})_{U(n)} \) in (5.1), one can decompose \( \mathcal{H}(\lambda^k, \alpha_k) \) as follows

\[
\mathcal{H}(\lambda^k, \alpha_k) = \sum_{\lambda^k \in P_n} \mathcal{H}_{\lambda^k}
\]

and thus, for every \( k \in \mathbb{N} \), the vector \( \xi_k^e \) can be written as

\[
\xi_k^e = \sum_{\lambda^k \in P_n} \xi_{\lambda^k}^e \quad \text{for } \xi_{\lambda^k}^e \in \mathcal{H}_{\lambda^k} \quad \forall k \in \mathbb{N}.
\]

Let

\[
C_k := \int_{U(n)} \langle \tau_{\lambda^k} \otimes W_{\alpha_k}(A)\xi_k^e, \xi_k^e \rangle_{\mathcal{H}(\lambda^k, \alpha_k)} \left( \tau_{\bar{\mu}^e}(A)\phi^e_1, \phi^e_1 \right)_{\mathcal{H}(\mu, r)} dA \quad \forall k \in \mathbb{N}.
\]
Then, with the Orthogonality Relation \((5.1)\),

\[
C_k = \sum_{\lambda^k \in \mathcal{P}_n} \sum_{s_k^\lambda \in \mathcal{P}_n} \int_{U(n)} \left\langle \tau_{\lambda^k} \otimes W_{\alpha_k} (A) \xi_{k, \lambda^k} \xi_{k, \lambda^k}^{\alpha_k} \right\rangle_{\mathcal{H}_{k, \lambda^k}} \left\langle \bar{\tau}_{\bar{\mu}} (A) \phi_1^{\mu_k}, \phi_1^{\mu_k} \right\rangle_{\mathcal{H}(\mu, r)} \, dA
\]

\[
= \sum_{\lambda^k \in \mathcal{P}_n} \sum_{s_k^\lambda \in \mathcal{P}_n} \int_{U(n)} \sum_{\mu_k \in \mathcal{P}_n} \left\langle \tau_{\lambda^k} (A) \xi_{k, \lambda^k} \xi_{k, \lambda^k}^{\alpha_k} \right\rangle_{\mathcal{H}_{k, \lambda^k}} \left\langle \bar{\tau}_{\bar{\mu}} (A) \phi_1^{\mu_k}, \phi_1^{\mu_k} \right\rangle_{\mathcal{H}(\mu, r)} \, dA
\]

\[
= \sum_{\lambda^k \in \mathcal{P}_n} \sum_{s_k^\lambda \in \mathcal{P}_n} \sum_{\mu_k \in \mathcal{P}_n} \left\langle \tau_{\lambda^k} (A) \xi_{k, \lambda^k} \xi_{k, \lambda^k}^{\alpha_k} \right\rangle_{\mathcal{H}_{k, \lambda^k}} \left\langle \bar{\tau}_{\bar{\mu}} (A) \phi_1^{\mu_k}, \phi_1^{\mu_k} \right\rangle_{\mathcal{H}(\mu, r)} \frac{d\mu_k}{d\bar{\mu}}
\]

\[
= \left\langle \xi_{k, \lambda^k}^{\alpha_k}, \phi_1^{\mu_k} \right\rangle_{\mathcal{H}_{k, \lambda^k}} \frac{d\mu_k}{d\bar{\mu}} = \left| \left\langle \xi_{k, \lambda^k}^{\alpha_k}, \phi_1^{\mu_k} \right\rangle_{\mathcal{H}_{k, \lambda^k}} \right|^2 \frac{d\mu_k}{d\bar{\mu}}.
\]

From \((5.2)\) it follows that

\[
\left| \left\langle \xi_{k, \lambda^k}^{\alpha_k}, \phi_1^{\mu_k} \right\rangle_{\mathcal{H}_{k, \lambda^k}} \right|^2 \xrightarrow{k \to \infty} 1.
\]

As

\[
1 = \left\| \xi_{k, \lambda^k}^{\alpha_k} \right\|_{\mathcal{H}(\lambda^k, \alpha_k)}^2 = \sum_{\lambda^k \in \mathcal{P}_n} \left\| \xi_{k, \lambda^k}^{\alpha_k} \right\|_{\mathcal{H}_{k, \lambda^k}}^2,
\]

one can assume that \(\xi_{k} = \phi_1^{\mu_k}\) for large \(k \in \mathbb{N}\). Since \(\lambda^k = \mu_j\) for all \(k \in \mathbb{N}\) and for all \(j \in \{1, \ldots, n-1\}\), one gets for \(s = n-1\)

\[
\bar{\mu} = \lambda^k + m_k \quad \text{for} \quad m_k = (0, \ldots, 0, \mu_{n-1} - \lambda^k).
\]

From now on, consider only \(k\) large enough such that \(\xi_{k}^{n-1} = \phi_1^{\mu_k}\). Then, \(\xi_{k}^{n-1}\) is the highest weight vector with weight \(\bar{\mu}^{n-1}\) of length 1. Moreover,

\[
\sum_{\lambda^k \in \mathcal{P}_n} \mathcal{H}_{\lambda^k} = \mathcal{H}(\lambda^k, \alpha_k) = \mathcal{H}_{\lambda^k} \otimes \mathcal{F}_\alpha (n) = \sum_{m=0}^{\infty} \mathcal{H}_{\lambda^k} \otimes P_m.
\]

Every weight in the decomposition on the left hand side has multiplicity one, as mentioned in \((5.1)\), and therefore, this is the case for every weight appearing in the sum on the right hand side as well. From this, one can deduce that there exists unique \(M_k\) such that \(\bar{\mu}^{n-1} = \mu_k\), the weight of \(\xi_{k}^{n-1} \in \mathcal{H}(\lambda^k, \alpha_k)\), appears in \(\mathcal{H}_{\lambda^k} \otimes P_{M_k}\).

By \((20)\), Chapter IV.11, every highest weight appearing in \(\mathcal{H}_{\lambda^k} \otimes P_{M_k}\) is the sum of the highest weight of \(\mathcal{H}_{\lambda^k}\) and a weight of \(P_{M_k}\). Hence, \(\bar{\mu}^{n-1}\) is the sum of \(\lambda^k\) and a weight of \(P_{M_k}\). From this follows that the mentioned weight of \(P_{M_k}\) has the same length as \(\bar{\mu}^{n-1} - \lambda^k = m_k\). Therefore, \(M_k = \|m_k|, \text{i.e.} \ P_{M_k} = P_{|m_k|}\).

Let \((\phi_j^k)_{j \in \mathbb{N}}\) be an orthogonal weight vector basis of \(\mathcal{H}_{\tau_{\lambda^k}}\), the corresponding Hilbert space of \(\tau_{\lambda^k}\), and
let $\gamma^k_j$ denote the weight of $\phi^k_j$. Then, one gets
\[
\xi_k^{-1} = \sum_{(\gamma^k, \tilde{m}_k) \in \Omega_{\lambda_k}^{\alpha_k-1}} \sum_{j: \gamma^k_j = \gamma^k} c^k_j \phi^k_j \otimes h_{\tilde{m}_k, \alpha_k} = \sum_{(\gamma^k, \tilde{m}_k) \in \Omega_{\lambda_k}^{\alpha_k-1}} \phi^k \otimes h_{\tilde{m}_k, \alpha_k},
\]
where $\phi^k = \sum_{j: \gamma^k_j = \gamma^k} c^k_j \phi^k_j$ is a uniquely determined eigenvector for $T_n$ of the space $H_{\lambda_k}$ with weight $\gamma^k$.

$\Omega_{\lambda_k}^{\alpha_k-1}$ is the set of all pairs $(\gamma^k, \tilde{m}_k)$ such that $\tilde{m}_k \in \mathbb{N}^n$ with $|\tilde{m}_k| = |m_k|$ and $\gamma^k$ is a weight that appears in the representation $\tau_{\lambda_k}$ fulfilling $\gamma^k + \tilde{m}_k = \mu_k^{-1}$. Furthermore,
\[
\sum_{(\gamma^k, \tilde{m}_k) \in \Omega_{\lambda_k}^{\alpha_k-1}} |\phi^k|^2 = 1.
\]

Let
\[
c_k := \langle d\pi(\lambda^k, \alpha_k)(\mathcal{L})\xi_k^{-1}, \xi_k^{-1} \rangle_{H(\lambda^k, \alpha_k)} \forall k \in \mathbb{N}.
\]

Then, as seen above, $\lim_{k \to \infty} c_k = -r^2$ and from Lemma 5.5 and the $U(n)$-invariance of $\mathcal{L}$, it follows that
\[
c_k = \langle d\pi(\lambda^k, \alpha_k)(\mathcal{L})\xi_k^{-1}, \xi_k^{-1} \rangle_{H(\lambda^k, \alpha_k)}
= \sum_{(\gamma^k, \tilde{m}_k) \in \Omega_{\lambda_k}^{\alpha_k-1}} \sum_{(\gamma^k, \tilde{m}_k) \in \Omega_{\lambda_k}^{\alpha_k-1}} \langle d\pi(\lambda^k, \alpha_k)(\mathcal{L})\phi^k \otimes h_{\tilde{m}_k, \alpha_k}, \phi^k \otimes h_{\tilde{m}_k, \alpha_k} \rangle_{H(\lambda^k, \alpha_k)}
= \sum_{(\gamma^k, \tilde{m}_k) \in \Omega_{\lambda_k}^{\alpha_k-1}} \sum_{(\gamma^k, \tilde{m}_k) \in \Omega_{\lambda_k}^{\alpha_k-1}} |\phi^k|^2 \langle d\pi(\lambda^k, \alpha_k)(\mathcal{L})h_{\tilde{m}_k, \alpha_k}, h_{\tilde{m}_k, \alpha_k} \rangle_{F_{\alpha_k}(n)}
= \sum_{(\gamma^k, \tilde{m}_k) \in \Omega_{\lambda_k}^{\alpha_k-1}} \sum_{(\gamma^k, \tilde{m}_k) \in \Omega_{\lambda_k}^{\alpha_k-1}} |\phi^k|^2 \left(-\alpha_k(n + 2|m_k|)\right)
= -\alpha_k(n + 2|m_k|) \sum_{(\gamma^k, \tilde{m}_k) \in \Omega_{\lambda_k}^{\alpha_k-1}} |\phi^k|^2
= -\alpha_k(n + 2|m_k|) = -\alpha_k(n + 2\mu_{n-1} - 2\lambda^k_n).
\]

As $\alpha_k \to 0$, also $\alpha_k(n + 2\mu_{n-1}) \to 0$ and thus, $\lim_{k \to \infty} \alpha_k \lambda^k_n = -\frac{e^2}{2}$.

2) The fact that the sequence $(\pi(\lambda^k, \alpha_k))_{k \in \mathbb{N}}$ converges to $\tau_{\lambda}$ in $\overline{G_n}$ implies that for the unit vector $\phi^1_{\lambda} \in H_{\lambda}^{\infty}$, there is a sequence of unit vectors $(\xi_k)_{k \in \mathbb{N}} \subset H(\lambda^k, \alpha_k)$ such that
\[
\langle d\pi(\lambda^k, \alpha_k)(T)\xi_k, \xi_k \rangle_{H(\lambda^k, \alpha_k)} \xrightarrow{k \to \infty} \langle d\tau_{\lambda}(T)\phi^1_{\lambda}, \phi^1_{\lambda} \rangle_{H_{\lambda}} \forall T \in t_n \text{ and}
\]
(5.3)
\[
\langle d\pi(\lambda^k, \alpha_k)(\mathcal{L})\xi_k, \xi_k \rangle_{H(\lambda^k, \alpha_k)} \xrightarrow{k \to \infty} \langle d\tau_{\lambda}(\mathcal{L})\phi^1_{\lambda}, \phi^1_{\lambda} \rangle_{H_{\lambda}} = 0.
\]

As above in the first part, by Lemma 5.5, from the first convergence it follows that $\lim_{k \to \infty} \alpha_k = 0$ and one can assume without restriction that $\alpha_k > 0$ for large $k$.

On the other hand, $(\langle \tau_{\lambda_k} \otimes W_{\alpha_k}(A)\xi_k, \xi_k \rangle_{H(\lambda^k, \alpha_k)})_{k \in \mathbb{N}}$ converges to $C_{\phi^1_{\lambda}, \phi^1_{\lambda}}(A)$ uniformly in $A \in U(n)$.
Hence, as above one gets
\[
\lim_{k \to \infty} \int_{U(n)} \langle \tau_{\lambda^k} \otimes W_{\alpha_k}(A) \xi_k, \xi_k \rangle_{H(\lambda^k, \alpha_k)} \langle \tau_{\lambda}(A) \phi^{\lambda k}_1, \phi^{\lambda k}_1 \rangle_{H(\lambda)} \, dA = \frac{1}{d_\lambda} \neq 0.
\]
Again, like in the first part above, by (5.3,1) and the orthogonality relation, one can deduce that 
\[\lambda_1 \geq \lambda^k_1 \geq ... \geq \lambda_n \geq \lambda^k_n \] for large \(k\).

So again, it remains to show that \(\lim_{k \to \infty} \alpha_k \lambda^k_n = 0\).
In the same manner as above, by replacing \(\tilde{\mu}^{n-1}\) by \(\lambda\), one can now show that for large \(k \in \mathbb{N}\), it is possible to assume \(\xi_k = \phi^{\lambda k}_1\). So consider \(k\) large enough in order for this equality to be true. Then \(\xi_k\) is the highest weight vector of length 1 with weight \(\lambda\).

Now, \(\lambda = \lambda^k + m_k\) for \(m_k = (\lambda_1 - \lambda^k_1, ..., \lambda_n - \lambda^k_n)\),
where the sequences \((\lambda_1 - \lambda^k_1)_{k \in \mathbb{N}}, ..., (\lambda_{n-1} - \lambda^k_{n-1})_{k \in \mathbb{N}}\) are bounded, because \(\lambda_1 \geq \lambda^k_1 \geq ... \geq \lambda_n \geq \lambda^k_n\) for large \(k\).
Again, by replacing \(\tilde{\mu}^{n-1}\) by \(\lambda\) in the proof of the first part above, one can also write \(\xi_k\) as
\[
\xi_k = \sum_{(\gamma^k, \tilde{m}_k) \in \Omega^k_{\lambda}} h^{\gamma^k}_{\tilde{m}_k, \alpha_k},
\]
where \(\phi^{\gamma^k}\) is a uniquely determined eigenvector for \(T_\gamma\) of \(H_{\lambda^k}\) with weight \(\gamma^k\) and \(\Omega^k_{\lambda}\) is the set of all pairs \((\gamma^k, \tilde{m}_k)\) such that \(\tilde{m}_k \in \mathbb{N}^n\) with \(|\tilde{m}_k| = |m_k|\) and \(\gamma^k\) is a weight that appears in the representation \(\tau_{\lambda^k}\) fulfilling \(\gamma^k + \tilde{m}_k = \lambda\). Furthermore, again
\[
\sum_{(\gamma^k, \tilde{m}_k) \in \Omega^k_{\lambda}} |\phi^{\gamma^k}|^2 = 1.
\]

Now, like in the first part above, by Lemma 5.3 and the \(U(n)\)-invariance of \(L\),
\[
(d\pi(\lambda^k, \alpha_k)(L)\xi_k, \xi_k)_{H(\lambda^k, \alpha_k)} = -\alpha_k(n + 2|m_k|) = -\alpha_k \left( n + 2(\lambda_1 - \lambda^k_1) + ... + 2(\lambda_{n-1} - \lambda^k_{n-1}) + 2\lambda_n - 2\lambda^k_n \right).
\]
By (5.3,1), as \(\alpha_k \xrightarrow{k \to \infty} 0\), also \(\alpha_k \left( n + 2(\lambda_1 - \lambda^k_1) + ... + 2(\lambda_{n-1} - \lambda^k_{n-1}) + 2\lambda_n \right) \xrightarrow{k \to \infty} 0\) because of the boundedness of the sequences \((\lambda_1 - \lambda^k_1)_{k \in \mathbb{N}}, ..., (\lambda_{n-1} - \lambda^k_{n-1})_{k \in \mathbb{N}}\). Therefore, \(\lim_{k \to \infty} \alpha_k \lambda^k_n = 0\).

6. The continuity of \(K\)
In this section, it will be shown that the inverse of the Kirillov-Lipsman mapping \(K\) is also continuous.
By Theorem 5.2 it suffices to consider converging sequences of orbits \((O(\lambda^k, \alpha_k))_{k \in \mathbb{N}}\) and to show that the corresponding representations \((\pi(\lambda^k, \alpha_k))_{k \in \mathbb{N}}\) converge in the same way.

**Theorem 6.1.**
Let \(r > 0\), \(\rho_\mu \in \hat{U}(n-1)\) and \(\tau_\lambda \in \hat{U}(n)\).
If \(\lim_{k \to \infty} \alpha_k = 0\) and the sequence \((O(\lambda^k, \alpha_k))_{k \in \mathbb{N}}\) of elements of the admissible orbit space \(G^t_n/G_n\) satisfies one of the following conditions:

(i) for \(k\) large enough, \(\alpha_k > 0\), \(\lambda^k_j = \mu_j\) for all \(j \in \{1, ..., n-1\}\) and \(\lim_{k \to \infty} \alpha_k \lambda^k_n = -\frac{r^2}{2}\),

(ii) for \(k\) large enough, \(\alpha_k < 0\), \(\lambda^k_j = \mu_{j-1}\) for all \(j \in \{2, ..., n\}\) and \(\lim_{k \to \infty} \alpha_k \lambda^k_1 = -\frac{r^2}{2}\),

then the sequence \((\pi(\lambda^k, \alpha_k))_{k \in \mathbb{N}}\) converges to the representation \(\pi(\mu, r)\) in \(G^t_n\).
In order to prove this theorem, one needs the following proposition:

**Proposition 6.2.**

Let \( r > 0, \rho, \mu \in \hat{U}(n-1) \) and \( \tau, \lambda \in \hat{U}(n) \).

Furthermore, let \( \lambda_k = 0, \alpha_k > 0 \) for large \( k \) and consider the sequence \( (\lambda_k^h)_{k \in \mathbb{N}} \) in \( P_n \) fulfilling \( \lambda_j^h = \mu_j \) for all \( j \in \{1, \ldots, n-1\} \) and \( \lim_{k \to \infty} \alpha_k \lambda_n^h = -\frac{r^2}{2} \).

Denote \( \tilde{\mu} := \tilde{\mu}^{n-1} = (\mu_1, \ldots, \mu_{n-1}, \mu_{n-1}) \), \( N_k := \mu_{n-1} - \lambda_n^h \) and let \( \mathcal{P}_{N_k} \) be the space of conjugated homogeneous polynomials of degree \( N_k \).

Moreover, define the representation \( \pi(\tilde{\mu}, \alpha_k) \) of \( G_n \) on the subspace \( \mathcal{H}_{\tilde{\mu}} \otimes \mathcal{P}_{N_k} \otimes \mathcal{P}_{N_k} \) of the Hilbert space \( \mathcal{H}_{\tilde{\mu}} \otimes \mathcal{F}_{\alpha_k}(n) \otimes \mathcal{F}_{\alpha_k}(n) \) by

\[
\pi(\tilde{\mu}, \alpha_k)(A, z, t) = \tau(\tilde{\mu}(A) \otimes W_{\alpha_k}(A) \otimes (\sigma_{\alpha_k}(z, t) \circ W_{\alpha_k}(A))) \quad \forall (A, z, t) \in G_n.
\]

Then, for any \( \theta \in \mathcal{H}_{\tilde{\mu}} \) and for each \( k \in \mathbb{N} \), there exist vectors \( \xi_k \in \mathcal{H}_{\tilde{\mu}} \otimes \mathcal{P}_{N_k} \otimes \mathcal{P}_{N_k} \) such that for all \( (A, z, t) \in G_n \) and for \( \xi^0 := \theta \otimes 1 \in \mathcal{H}_{\tilde{\mu}} \otimes \mathcal{H}(0, r) \),

\[
\lim_{k \to \infty} \langle \pi(\tilde{\mu}, \alpha_k)(A, z, t) \xi_k, \xi_k \rangle_{\mathcal{H}_{\tilde{\mu}} \otimes \mathcal{P}_{N_k} \otimes \mathcal{P}_{N_k}} \to \infty \rightarrow \langle (\tau(\tilde{\mu} \otimes \pi(0, r)))(A, z, t) \xi^0, \xi^0 \rangle_{\mathcal{H}_{\tilde{\mu}} \otimes \mathcal{H}(0, r)}
\]

uniformly on compacta.

**Proof:**

Let \( m_k := (0, \ldots, 0, N_k) \). Then, \( \lambda^k = \tilde{\mu} + m_k \). Moreover, since \( \lim_{k \to \infty} \alpha_k \lambda_n^h = -\frac{r^2}{2} \), \( \lim_{k \to \infty} \alpha_k = 0 \) and \( \alpha_k > 0 \), one gets \( N_k \to \infty \).

Let \( \phi \in \mathcal{H}_{\tilde{\mu}} \) and let

\[
R_k := \{|q \in \mathbb{N}^n; |q| = N_k\} \quad \forall k \in \mathbb{N}.
\]

Then, \( R_k \) is the dimension of the space \( \mathcal{P}_{N_k}(n) = \mathcal{P}_{N_k} \) of complex polynomials of degree \( N_k \) in \( n \) variables. Now, define

\[
\xi_k := \phi \otimes \left( \frac{1}{R_k} \sum_{q \in \mathbb{N}^n; \ |q| = N_k} h_{q, \alpha_k} \otimes h_{q, \alpha_k} \right) = \frac{1}{R_k} \sum_{q \in \mathbb{N}^n; \ |q| = N_k} \phi \otimes h_{q, \alpha_k} \otimes h_{q, \alpha_k} \in \mathcal{H}_{\tilde{\mu}} \otimes \mathcal{P}_{N_k} \otimes \mathcal{P}_{N_k}.
\]
ON THE DUAL TOPOLOGY OF THE GROUPS $U(n) \rtimes H_n$

Since $R_k^{\frac{1}{2}}$ is the norm of $\sum_{q \in \mathbb{N}^n, |q| = N_k} h_{q,\alpha_k} \otimes h_{q,\alpha_k}$, the vector $R_k^{\frac{1}{2}} \sum_{q \in \mathbb{N}^n, |q| = N_k} h_{q,\alpha_k} \otimes h_{q,\alpha_k}$ has norm 1.

Let $(A, z, t) \in G_n$. One has

$$c_k(A, z, t) := \langle \pi(\bar{\mu},\alpha_k)(A, z, t)\xi_k, \xi_k \rangle_{\mathcal{H}_\mu \otimes \mathcal{F}_{\alpha_k}(n) \otimes \mathcal{F}_{\alpha_k}(n)}$$

$$= \langle \pi(\bar{\mu},\alpha_k)(A, z, t) \left( \frac{1}{R_k^{\frac{1}{2}}} \sum_{q \in \mathbb{N}^n, |q| = N_k} \phi \otimes h_{q,\alpha_k} \otimes h_{\bar{q},\alpha_k} \right),$$

$$\frac{1}{R_k^{\frac{1}{2}}} \sum_{q \in \mathbb{N}^n, |q| = N_k} \phi \otimes h_{q,\alpha_k} \otimes h_{\bar{q},\alpha_k} \rangle_{\mathcal{H}_\mu \otimes \mathcal{F}_{\alpha_k}(n) \otimes \mathcal{F}_{\alpha_k}(n)}$$

$$= \langle \pi(\bar{\mu},\alpha_k)((I, z, t)(A, 0, 0)) \left( \frac{1}{R_k^{\frac{1}{2}}} \sum_{q \in \mathbb{N}^n, |q| = N_k} \phi \otimes h_{q,\alpha_k} \otimes h_{\bar{q},\alpha_k} \right),$$

$$\frac{1}{R_k^{\frac{1}{2}}} \sum_{q \in \mathbb{N}^n, |q| = N_k} \phi \otimes h_{q,\alpha_k} \otimes h_{\bar{q},\alpha_k} \rangle_{\mathcal{H}_\mu \otimes \mathcal{F}_{\alpha_k}(n) \otimes \mathcal{F}_{\alpha_k}(n)}$$

$$= \left( \frac{1}{R_k^{\frac{1}{2}}} \sum_{q \in \mathbb{N}^n, |q| = N_k} \phi \otimes \overline{W_{\alpha_k}(A)h_{q,\alpha_k}} \otimes \left( \sigma_{\alpha_k}(z, t) \circ W_{\alpha_k}(A)h_{q,\alpha_k} \right),ight.$$}

$$\frac{1}{R_k^{\frac{1}{2}}} \tau_\mu(A^{-1})\phi \otimes \left( \sum_{q \in \mathbb{N}^n, |q| = N_k} h_{q,\alpha_k} \otimes h_{\bar{q},\alpha_k} \right) \rangle_{\mathcal{H}_\mu \otimes \mathcal{F}_{\alpha_k}(n) \otimes \mathcal{F}_{\alpha_k}(n)}.$$}

Now, one can write

$$W_{\alpha_k}(A)h_{q,\alpha_k} = \sum_{m \in \mathbb{N}^n, |m| = N_k} w_{m,q}^k(A)h_{m,\alpha_k}$$

and

$$\overline{W_{\alpha_k}(A)h_{q,\alpha_k}} = \sum_{m \in \mathbb{N}^n, |m| = N_k} \overline{w_{m,q}^k(A)h_{m,\alpha_k}}$$

with $w_{m,q}^k(A) \in \mathbb{C}$. Because of the unitarity of the matrix $W_{\alpha_k}(A)$, one gets for $m, m' \in \mathbb{N}^n$ with $|m| = |m'| = N_k$,

$$\sum_{q \in \mathbb{N}^n, |q| = N_k} w_{m,q}^k(A)\overline{w_{m',q}^k(A)} = \begin{cases} 0 & \text{if } m \neq m', \\ 1 & \text{if } m = m'. \end{cases}$$
Hence,
\[
c_k(A, z, t) = \left\langle \frac{1}{R^k} \sum_{m \in \mathbb{N}^n: |m| = N_k} \phi \otimes h_{m, \alpha_k} \otimes (\sigma_{\alpha_k}(z, t)h_{m, \alpha_k}) \right\rangle_{H^m} \cdot \frac{1}{R^k} \tau_\mu(A^{-1}) \phi \otimes \left( \sum_{q \in \mathbb{N}^n: |q| = N_k} h_{q, \alpha_k} \otimes h_{q, \alpha_k} \right) \right\rangle_{H^m} \}
= \left\langle \tau_\mu(A) \phi, \phi \right\rangle_{H^m} \frac{1}{R^k} \sum_{m \in \mathbb{N}^n: |m| = N_k} \left\langle h_{m, \alpha_k} \otimes h_{q, \alpha_k} \right\rangle_{\mathcal{F}_{\alpha_k}(n)} \left( \sigma_{\alpha_k}(z, t)h_{m, \alpha_k}; h_{q, \alpha_k} \right)_{\mathcal{F}_{\alpha_k}(n)}
= \left\langle \tau_\mu(A) \phi, \phi \right\rangle_{H^m} \frac{1}{R^k} \sum_{m \in \mathbb{N}^n: |m| = N_k} \int e^{i\alpha_k t \cdot \frac{z}{\sqrt{m}}} e^{-\frac{1}{4N_k}(w, z)z} e^{-\frac{1}{2N_k}|w|^2} dw.
\]

Now, by the binomial theorem, letting \( (\binom{q}{n}) := (\binom{q_1}{l_1}) \cdots (\binom{q_n}{l_n}) \) for \( q = (q_1, ..., q_n) \in \mathbb{N}^n \) and \( l = (l_1, ..., l_n) \in \mathbb{N}^n \),
\[
(z + w)^q = \sum_{l_1=0}^{q_1} \binom{q_1}{l_1} \sum_{l_2=0}^{q_2} \binom{q_2}{l_2} \cdots \sum_{l_n=0}^{q_n} \binom{q_n}{l_n} z^{q_1 - l_1} w^{l_1} = \sum_{l_1=0}^{q_1} \binom{q_1}{l_1} z^{q-1} w^l.
\]

Thus, one gets for \( q \in \mathbb{N}^n \) with \( |q| = N_k \),
\[
\left( \frac{\alpha_k}{2\pi} \right)^n \frac{\alpha_k^{N_k}}{2N_k^k} \frac{1}{q!} e^{i\alpha_k t \cdot \frac{z}{\sqrt{m}}} \int \mathbb{C}^{n} e^{-\frac{1}{2N_k}(w, z)z} e^{-\frac{1}{2N_k}|w|^2} dw = \left( \frac{\alpha_k}{2\pi} \right)^n \frac{\alpha_k^{N_k}}{2N_k^k} \frac{1}{q!} e^{i\alpha_k t \cdot \frac{z}{\sqrt{m}}} \sum_{l_1=0}^{q_1} \binom{q_1}{l_1} z^{q-1} w^l \sum_{l_1=0}^{q_1} \binom{q_1}{l_1} z^{q-1} w^l = \sum_{l_1=0}^{q_1} \binom{q_1}{l_1} z^{q-1} w^l.
\]

The integrals in \( w_m \) for \( m \in \{1, ..., n\} \) can be written as follows:
\[
\sum_{j_m=0}^{\infty} \int_{\mathbb{C}} \frac{w_m^{j_m} (-m)^{j_m}}{j_m!} \left( \frac{\alpha_k}{2\pi} \right)^n \frac{\alpha_k^{N_k}}{2N_k^k} \frac{1}{q!} e^{-\frac{1}{2N_k}|w_m|^2} w_m^{j_m} dw_m.
\]
Therefore,
\[
\eta_{k,q}(z) := \left( \frac{\alpha_k}{2\pi} \right)^n \frac{\alpha_k^{N_k}}{2N_k} \frac{1}{q!} e^{i\alpha_k t - \frac{\alpha_k}{q} |z|^2} \sum_{l=(l_1,\ldots,l_n)\in\mathbb{N}^n: \ l_1 \leq q_1, \ldots, l_n \leq q_n} \left( \frac{q}{l} \right) z^{q-l} \int_{\mathbb{C}^n} e^{-\frac{\alpha_k}{q}(w,z)c^n} w^{l_1-l_1} e^{-\frac{\alpha_k}{q}|w|^2} \, dw
\]
\[
= \left( \frac{\alpha_k}{2\pi} \right)^n \frac{\alpha_k^{N_k}}{2N_k} \frac{1}{q!} e^{i\alpha_k t - \frac{\alpha_k}{q} |z|^2} \sum_{l=(l_1,\ldots,l_n)\in\mathbb{N}^n: \ l_1 \leq q_1, \ldots, l_n \leq q_n} \left( \frac{\alpha_k}{2} \right)^{|l|} \left( \frac{q}{l} \right) z^{q-l} \frac{(-\bar{z})^l}{l!} \int_{\mathbb{C}^n} w^{l_1-l_1} e^{-\frac{\alpha_k}{q}|w|^2} \, dw.
\]
Because of the orthogonality of the functions \( \mathbb{C}^n \to \mathbb{C}^n, x \mapsto x^a \) and \( \mathbb{C}^n \to \mathbb{C}^n, x \mapsto x^b \) for \( a, b \in \mathbb{N}^n \) with respect to the scalar product of the Fock space, \( j + l = q, \) i.e. \( l = q - j. \) As \( \|h_{q,\alpha_k}\|_{\mathcal{F}_{\alpha_k}(n)} = 1, \) the norm of the function \( z \mapsto z^q \) is \( \sqrt{\left( \frac{\alpha_k}{2\pi} \right)^n \frac{\alpha_k^{N_k}}{2N_k}} \) and hence,
\[
\eta_{k,q}(z) = \left( \frac{\alpha_k}{2\pi} \right)^n \frac{\alpha_k^{N_k}}{2N_k} \frac{1}{q!} e^{i\alpha_k t - \frac{\alpha_k}{q} |z|^2} \sum_{j=(j_1,\ldots,j_n)\in\mathbb{N}^n: \ j_1 \leq q_1, \ldots, j_n \leq q_n} \left( \frac{\alpha_k}{2} \right)^{|j|} \left( \frac{q}{j} \right) z^j \frac{(-\bar{z})^j}{j!} \cdot q^j \|_{\mathcal{F}_{\alpha_k}(n)}.
\]
Thus,
\[
e_k(A, z, t) = \left\langle \pi^{(\mu,\alpha_k)}(A, z, t)\xi_k, \xi_k \right\rangle_{\mathcal{H}_\mu \otimes \mathcal{F}_{\alpha_k}(n) \otimes \mathcal{F}_{\alpha_k}(n)}
\]
\[
= \left\langle \tau_{\mu}(A)(\phi), \phi \right\rangle_{\mathcal{H}_\mu} e^{i\alpha_k t - \frac{\alpha_k}{q} |z|^2} \frac{1}{R_k} \sum_{q \in \mathbb{N}^n: \ q_1 = N_k} \sum_{j=(j_1,\ldots,j_n)\in\mathbb{N}^n: \ j_1 \leq q_1, \ldots, j_n \leq q_n} \left( \frac{\alpha_k}{2} \right)^{|j|} \frac{q!}{(q-j)!} z^j \frac{(-\bar{z})^j}{(j!)^2}.
\]
Now, regard
\[
\zeta_k(z) := \frac{1}{R_k} \sum_{q \in \mathbb{N}^n: \ q_1 = N_k} \sum_{j=(j_1,\ldots,j_n)\in\mathbb{N}^n: \ j_1 \leq q_1, \ldots, j_n \leq q_n} \left( \frac{\alpha_k}{2} \right)^{|j|} \frac{q!}{(q-j)!} z^j \frac{(-\bar{z})^j}{(j!)^2}
\]
\[
= \frac{1}{R_k} \sum_{q_1,\ldots,q_n \in \mathbb{N}: \ q_1 + \cdots + q_n = N_k} \sum_{j=(j_1,\ldots,j_n)\in\mathbb{N}^n: \ j_1 \leq q_1, \ldots, j_n \leq q_n} \left( \frac{\alpha_k}{2} \right)^{j_1 + \cdots + j_n} \frac{q_1(q_1-1) \cdots (q_1-j_1+1)}{(q-j)!} \frac{q_2(q_2-1) \cdots (q_2-j_2+1)}{(q-j-1)!} \cdots \frac{q_n(q_n-1) \cdots (q_n-j_n+1)}{(q-j-n+1)!} \frac{(-\bar{z})^j}{(j!)^2}.
\]
Then, fixing large \( k \in \mathbb{N} \), since \( \lim_{k \to \infty} \alpha_k N_k = \frac{r^2}{4} \), one gets for \( j = (j_1, \ldots, j_n) \in \mathbb{N}^n \),

\[
|\zeta_k(z)| = \frac{1}{R_k} \sum_{q_1 \in \mathbb{N}_{\geq j_1}, \ldots, q_n \in \mathbb{N}_{\geq j_n}} \frac{(\alpha_k N_k)^{j_1+\cdots+j_n} q_1(q_1-1) \cdots (q_1-j_1+1)}{N_k^{j_1+\cdots+j_n}} \frac{q_0(q_0-1) \cdots (q_0-j_0+1)}{N_k^{j_0}} \frac{z^j}{(j!)^2} \leq \frac{1}{R_k} \sum_{q_1 \in \mathbb{N}_{\geq j_1}, \ldots, q_n \in \mathbb{N}_{\geq j_n}} \frac{(r^2/4+1)^{j_1+\cdots+j_n} z^j}{(j!)^2} \leq \left( \frac{r^2/4+1}{j!} \right)^j.
\]

(6.2)

The above expression does not depend on \( k \) and

\[
\sum_{j:=(j_1, \ldots, j_n) \in \mathbb{N}^n} \left( \frac{r^2/4+1}{j!} \right)^j = \exp \left( \frac{r^2/4+1}{j!} \right) < \infty.
\]

So, by the theorem of Lebesgue, the sum in (6.2) converges and it suffices to regard the limit of each summand by itself. Hence, for \( j = (j_1, \ldots, j_n) \in \mathbb{N}^n \), one has

\[
\zeta_k(z) \approx \frac{1}{R_k} \sum_{q_1 \in \mathbb{N}_{\geq j_1}, \ldots, q_n \in \mathbb{N}_{\geq j_n}} \frac{(r^2/4)^{j_1+\cdots+j_n} q_1(q_1-1) \cdots (q_1-j_1+1)}{N_k^{j_1+\cdots+j_n}} \frac{q_0(q_0-1) \cdots (q_0-j_0+1)}{N_k^{j_0}} \frac{z^j}{(j!)^2} = \frac{1}{R_k} \sum_{q_1 \in \mathbb{N}_{\geq j_1}, \ldots, q_n \in \mathbb{N}_{\geq j_n}} \frac{(r^2/4)^{j_1+\cdots+j_n} q_1}{N_k^{j_1+\cdots+j_n}} \frac{q_0}{N_k^{j_0}} \frac{1}{R_k} \cdots \frac{q_0}{N_k^{j_0}} \frac{z^j}{(j!)^2} = \frac{1}{R_k} \sum_{q_1 \in \mathbb{N}_{\geq j_1}, \ldots, q_n-1 \in \mathbb{N}_{\geq j_n-1}} \frac{(r^2/4)^{j_1+\cdots+j_n} q_1}{N_k^{j_1+\cdots+j_n}} \frac{q_0}{N_k^{j_0}} \frac{1}{R_k} \cdots \frac{q_0}{N_k^{j_0}} \frac{1}{R_k} \cdots \frac{q_0}{N_k^{j_0}} \frac{z^j}{(j!)^2}.
\]
Now, define for $k \in \mathbb{N}$ the function $F_k : [0, 1]^{n-1} \rightarrow \mathbb{R}$ by

$$F_k(s_1, \ldots, s_{n-1}) := \left(\frac{1}{4}\right)^{j_1+\ldots+j_n} s_1 \left(1 - \frac{1}{R_k}\right) \ldots \left(s_1 - \frac{j_1 - 1}{N_k}\right) \ldots s_{n-1} \left(1 - \frac{j_{n-1} - 1}{N_k}\right) \zeta^j \left(\frac{(-\zeta)^j}{(j!)^2}\right).$$

Then, for $\varepsilon > 0$ and large $k \in \mathbb{N}$,

$$\left| \frac{1}{R_k} \sum_{q_1, \ldots, q_{n-1} \in \mathbb{Z} \cap N_k} F_k\left(\frac{q_1}{N_k}, \ldots, \frac{q_{n-1}}{N_k}\right) - \int_0^1 \cdots \int_0^1 F_k(s_1, \ldots, s_{n-1}) ds_1 \ldots ds_{n-1} \right| < \varepsilon.$$

Since $F_k\left(\frac{q_1}{N_k}, \ldots, \frac{q_{n-1}}{N_k}\right) = 0$, if $q_1 < j_1$, $q_2 < j_2$ or ... or $q_{n-1} < j_{n-1}$ or $q_1 + \ldots + q_{n-1} > N_k - j_n$, it follows that

$$\lim_{k \to \infty} \frac{1}{R_k} \sum_{q_1 \in \mathbb{N}_{j_1}, \ldots, q_{n-1} \in \mathbb{N}_{j_{n-1}}: \quad q_1 + \ldots + q_{n-1} \leq N_k - j_n} F_k\left(\frac{q_1}{N_k}, \ldots, \frac{q_{n-1}}{N_k}\right) = \int_0^1 \cdots \int_0^1 F(s_1, \ldots, s_{n-1}) ds_1 \ldots ds_{n-1}.$$

Furthermore, $F_k$ converges pointwise to the function $F : [0, 1]^{n-1} \rightarrow \mathbb{R}$ defined by

$$F(s_1, \ldots, s_{n-1}) := \left(\frac{1}{4}\right)^{j_1+\ldots+j_n} s_1 \zeta^j \ldots s_{n-1} \zeta^{j_{n-1}} \left(1 - \frac{j_1 + \ldots + j_{n-1}}{N_k}\right) \zeta^j \left(\frac{(-\zeta)^j}{(j!)^2}\right).$$

and thus, by the theorem of Lebesgue for integrals,

$$\lim_{k \to \infty} \frac{1}{R_k} \sum_{q_1 \in \mathbb{N}_{j_1}, \ldots, q_{n-1} \in \mathbb{N}_{j_{n-1}}: \quad q_1 + \ldots + q_{n-1} \leq N_k - j_n} F_k\left(\frac{q_1}{N_k}, \ldots, \frac{q_{n-1}}{N_k}\right) = \int_0^1 \cdots \int_0^1 F(s_1, \ldots, s_{n-1}) ds_1 \ldots ds_{n-1}.$$
Therefore,

\[
c_k(A, z, t) \xrightarrow{k \to \infty} \left\langle \tau_{\hat{\mu}}(A)(\phi), \phi \right\rangle_{H_{\hat{\mu}}} \sum_{j=0}^1 \left( \frac{1}{4} \right)^j \frac{e^{i\pi/4}}{(j!)^2} \frac{2^j}{j!} \left( \sum_{j_1, \ldots, j_n \in \mathbb{N}_0} \right)_{j_n-1} \frac{(|z_{j_1}^2 + s_{j_1}^j z_{j_n}^j|)^{j_1}}{(j_1!)^2} \frac{(|z_{j_1}^2 + s_{j_1}^j z_{j_n}^j|)^{j_n}}{(j_n!)^2} ds_1 \cdots ds_n - 1
\]

Choosing \( \phi := \zeta_1 \cdots \zeta_n \in \mathbb{C}^n \) defined in Corollary 8.2, the claim is shown.

\[
= \left\langle \tau_{\hat{\mu}}(A)(\phi), \phi \right\rangle_{H_{\hat{\mu}}} \left( \sum_{j=0}^1 \left( \frac{1}{4} \right)^j \frac{e^{i\pi/4}}{(j!)^2} \frac{2^j}{j!} \left( \sum_{j_1, \ldots, j_n \in \mathbb{N}_0} \right)_{j_n-1} \frac{(|z_{j_1}^2 + s_{j_1}^j z_{j_n}^j|)^{j_1}}{(j_1!)^2} \frac{(|z_{j_1}^2 + s_{j_1}^j z_{j_n}^j|)^{j_n}}{(j_n!)^2} ds_1 \cdots ds_n - 1
\]

\[
\cdot e^{-i \int_{S^n} (\sqrt{\sum \zeta_1^2 \cdots \zeta_n^2} \cdot \sum_{j_1, \ldots, j_n} \left( \sum_{j_1, \ldots, j_n} \right)^{j_1} \sum_{j_1, \ldots, j_n} \left( \sum_{j_1, \ldots, j_n} \right)^{j_n}) ds_1 \cdots ds_n - 1}
\]

\[
= \left\langle \tau_{\hat{\mu}}(A)(\phi), \phi \right\rangle_{H_{\hat{\mu}}} \left( \sum_{j=0}^1 \left( \frac{1}{4} \right)^j \frac{e^{i\pi/4}}{(j!)^2} \frac{2^j}{j!} \left( \sum_{j_1, \ldots, j_n \in \mathbb{N}_0} \right)_{j_n-1} \frac{(|z_{j_1}^2 + s_{j_1}^j z_{j_n}^j|)^{j_1}}{(j_1!)^2} \frac{(|z_{j_1}^2 + s_{j_1}^j z_{j_n}^j|)^{j_n}}{(j_n!)^2} ds_1 \cdots ds_n - 1
\]

\[
\cdot e^{-i \int_{U(n)} (\sqrt{\sum \zeta_1^2 \cdots \zeta_n^2} \cdot \sum_{j_1, \ldots, j_n} \left( \sum_{j_1, \ldots, j_n} \right)^{j_1} \sum_{j_1, \ldots, j_n} \left( \sum_{j_1, \ldots, j_n} \right)^{j_n}) ds_1 \cdots ds_n - 1}
\]

where the measure \( d\sigma(v) \) is the invariant measure on the complex sphere \( S^n \) in \( \mathbb{C}^n \) defined in Corollary 8.2. Choosing \( \xi := \phi \otimes 1 \in H_{\hat{\mu}} \otimes H_{(0,r)} \), the claim is shown.

**Definition 6.3.**

Let \( \nu = (\nu_1, \ldots, \nu_n), \mu = (\mu_1, \ldots, \mu_n) \in P_n \) and write

\[
\mu \preceq \nu \text{ or } \nu \succeq \mu
\]

if

\[
\nu_1 \geq \mu_1 \geq \nu_2 \geq \mu_2 \geq \cdots \geq \mu_{n-1} \geq \nu_n \geq \mu_n.
\]

Let also for \( \nu \in P_n \)

\[
s(\nu) := \nu_1 + \nu_2 + \cdots + \nu_n.
\]
Lemma 6.4.
Let $\tilde{\mu} \in P_n$ and let $\chi_{\tilde{\nu}}$ be a weight of $T^n$ appearing in $H_{\tilde{\mu}}$ with $\tilde{\mu} \neq \tilde{\nu}$. Then

$$\tilde{\nu} \not\subset \tilde{\mu}$$

and $\mu := (\mu_1, \ldots, \mu_{n-1}) \neq \nu := (\nu_1, \ldots, \nu_{n-1})$.

Proof:
Since $\tilde{\nu}$ is a weight of $H_{\tilde{\mu}}$, one has

$$\tilde{\nu} = \tilde{\mu} - \sum_{i=1}^{n-1} m_i l_i,$$

where $m_i \in \mathbb{N}$ for $i \in \{1, \ldots, n-1\}$ and $l_i$ is the fundamental weight of $T^n$ defined by

$$\langle l_i, X \rangle := x_i - x_{i+1} \text{ for } X = \sum_{j=1}^{n-1} x_j E_{j,j} \in T^n.$$

Since $\tilde{\mu} \neq \tilde{\nu}$, there exists $j \in \{1, \ldots, n\}$ such that $\nu_1 = \mu_1, \ldots, \nu_{j-1} = \mu_{j-1}$ and $\nu_j < \mu_j$. In particular, $m_1 = \cdots m_{j-1} = 0$ and $m_j \neq 0$. But since $\sum_{i=1}^{n} \mu_i = \sum_{i=1}^{n} \nu_i$, one cannot have $\nu_i \leq \mu_i$ for all $i$. Hence, for some smallest $k > j$, one has $\nu_k \neq \mu_k$. Necessary $k < n$ since otherwise $m_i = 0$ for all $i \leq n-1$ and then $\tilde{\mu} = \tilde{\nu}$. Therefore, $\nu \neq \mu$ and $\tilde{\nu} \not\subset \tilde{\mu}$.

Proof of Theorem 6.1
Without restriction, one can assume that the sequence $(\pi_{(\lambda^k, \alpha_k)})_{k \in \mathbb{N}}$ fulfills Condition (i). The case of a sequence $(\pi_{(\lambda^k, \alpha_k)})_{k \in \mathbb{N}}$ fulfilling the second condition is very similar.

For $\tilde{n} \in \mathbb{N}$ and $\nu \in P_{\tilde{n}}$, let $\phi^\nu$ be the highest weight vector of $\tau_{\nu}$ in the Hilbert space $H_{\nu}$. Let $\tilde{\mu} := (\mu_1, \ldots, \mu_{n-1}, \mu_{n-1})$ and define the representation $\sigma(\tilde{\mu}, r)$ of $G_n$ by

$$\sigma(\tilde{\mu}, r) := \tau_{\tilde{\mu}} \otimes \tau(r).$$

The Hilbert space $H_{\sigma(\tilde{\mu}, r)}$ of the representation $\sigma(\tilde{\mu}, r)$ is the space

$$H_{\sigma(\tilde{\mu}, r)} = L^2(U(n)/U(n-1), H_{\tilde{\mu}})$$

and $G_n$ acts on $H_{\sigma(\tilde{\mu}, r)}$ by

$$\sigma(\tilde{\mu}, r)(A, z, t)(\xi)(B) = e^{-i(Bv, z)_{\mathbb{C}^n}} \tau_{\tilde{\mu}}(A)(\xi(A^{-1} B)) \forall A, B \in U(n) \forall (z, t) \in H_n \forall \xi \in H_{\sigma(\tilde{\mu}, r)}.$$}

One decomposes the representation $\tau_{\tilde{\mu}}|_{U(n-1)}$ into the direct sum of irreducible representations of the group $U(n-1)$ as follows:

$$\tau_{\tilde{\mu}}|_{U(n-1)} = \sum_{\nu \in S(\tilde{\mu})} \rho_{\nu},$$

where $S(\tilde{\mu})$ denotes the support of $\tau_{\tilde{\mu}}|_{U(n-1)}$ in $U(n-1)$. Furthermore, let $p_{\nu}$ be the orthogonal projection of $H_{\tilde{\mu}}$ onto its $U(n-1)$-invariant component $H_{\nu}$.

The representation $p_{\mu}$ is one of the representations appearing in this sum, since the highest weight vector $\phi_{\tilde{\mu}}$ of $\tau_{\tilde{\mu}}$ is also the highest weight vector of the representation $p_{\mu}$.

Defining for $\tilde{\nu} \in P_n$ and the highest weight vector $\phi_{\tilde{\nu}}$ in $H_{\tilde{\nu}}$ the function $c_{\eta, \phi_{\tilde{\nu}}}$ by

$$c_{\eta, \phi_{\tilde{\nu}}}(A) := \langle \tau_{\tilde{\nu}}(A^{-1}) \eta, \phi_{\tilde{\nu}} \rangle \forall A \in U(n) \forall \eta \in H_{\tilde{\nu}},$$
one can identify for any $\tau_\nu \in \overline{U(n)}$ the Hilbert space $\mathcal{H}_{\tilde{\nu}}$ with the subspace $L^2_\nu$ of $L^2(U(n))$ given by

$$L^2_\nu = \{ c_\eta, \phi | \eta \in \mathcal{H}_{\tilde{\nu}} \}.$$

Now, it will be shown that

$$\sigma_{(\tilde{\mu}, r)} \cong \sum_{\nu \in S(\tilde{\mu})} \pi_{(\nu, r)}.$$  

In particular, one then gets

$$\mathcal{H}_{\sigma_{(\tilde{\mu}, r)}} \cong \sum_{\nu \in S(\tilde{\mu})} L^2(U(n)/U(n-1), \rho_\nu).$$

For $\nu \in S(\tilde{\mu})$, $\xi \in L^2(U(n)/U(n-1), \mathcal{H}_{\tilde{\mu}})$, $A \in U(n)$ and $A' \in U(n-1)$, let

$$U_\nu^\nu(\xi)(A)(A') := \sqrt{d_\nu} \langle \tau_\nu^{-1}\xi, \rho_\nu(A')\phi^\nu \rangle_{\mathcal{H}_\nu}.$$  

Moreover,

$$\langle \tau_\nu^{-1}\xi(A'), \rho_\nu(A')\phi^\nu \rangle_{\mathcal{H}_\nu} = \langle \tau_\nu^{-1}\xi(A), \rho_\nu(\rho_\nu(A')\phi^\nu) \rangle_{\mathcal{H}_\nu} = \langle \rho_\nu(\tau_\nu^{-1}\xi(A)), \rho_\nu(A')\phi^\nu \rangle_{\mathcal{H}_\nu},$$

i.e. one has a scalar product on the space $\mathcal{H}_\nu$. Furthermore, for all $\xi \in L^2(U(n)/U(n-1), \mathcal{H}_{\tilde{\mu}})$, $A \in U(n)$ and $A' \in U(n-1)$,

$$U_\nu^\nu(\xi)(AB')(A') = \sqrt{d_\nu} \langle \tau_\nu^{-1}(B'^{-1}A^{-1})\xi(A), \rho_\nu(\rho_\nu(A')\phi^\nu) \rangle_{\mathcal{H}_\nu} = \sqrt{d_\nu} \langle \tau_\nu^{-1}\xi(A), \rho_\nu(B'\rho_\nu(A')\phi^\nu) \rangle_{\mathcal{H}_\nu} = \rho_\nu(B'^{-1}U_\nu^\nu(\xi)(A)(A')).$$

Hence, each vector $U_\nu^\nu(\xi)$ fulfills the covariance condition of the space $L^2(U(n)/U(n-1), \rho_\nu)$. Therefore, $U_\nu^\nu(\xi) \in \sum_{\nu \in S(\tilde{\mu})} L^2(U(n)/U(n-1), \rho_\nu)$ is an element of the space $\sum_{\nu \in S(\tilde{\mu})} L^2(U(n)/U(n-1), \rho_\nu)$:

$$U_\nu : L^2(U(n)/U(n-1), \mathcal{H}_{\tilde{\mu}}) \rightarrow \sum_{\nu \in S(\tilde{\mu})} L^2(U(n)/U(n-1), \rho_\nu).$$

Furthermore,

$$\|U_\nu(\xi)\|_2^2 = \sum_{\nu \in S(\tilde{\mu})} \int_{U(n)} \|U_\nu^\nu(\xi)(A)\|_2^2 dA = \sum_{\nu \in S(\tilde{\mu})} \int_{U(n)/U(n-1)} \frac{d_\nu\langle \tau_\nu^{-1}\xi(A), \rho_\nu(A')\phi^\nu \rangle_{\mathcal{H}_\nu}}{\sqrt{d_\nu\langle \tau_\nu^{-1}\xi(A), \rho_\nu(A')\phi^\nu \rangle_{\mathcal{H}_\nu}}} dA'dA = \sum_{\nu \in S(\tilde{\mu})} \int_{U(n)/U(n-1)} d_\nu\langle \rho_\nu(\tau_\nu^{-1}\xi(A)), \rho_\nu(A')\phi^\nu \rangle_{\mathcal{H}_\nu} dA'dA = \sum_{\nu \in S(\tilde{\mu})} \int_{U(n)/U(n-1)} d_\nu\|\rho_\nu(\tau_\nu^{-1}\xi(A))\|_{\mathcal{H}_\nu}^2 dA'dA.$$
\[ \sum_{\nu \in S(\hat{\nu})} \int_{U(n)} \left\| p_{\nu}(\tau_{\hat{\nu}}(A^{-1})\xi(A)) \right\|_{2}^{2} \phi(\nu) \, dA \]

\[ \sum_{\nu \in S(\hat{\nu})} \int_{U(n)} \left\| p_{\nu}(\tau_{\hat{\nu}}(A^{-1})\xi(A)) \right\|_{2}^{2} dA \]

\[ = \int_{U(n)} \left\| \sum_{\nu \in S(\hat{\nu})} p_{\nu}(\tau_{\hat{\nu}}(A^{-1})\xi(A)) \right\|_{\hat{\mu}}^{2} dA \]

\[ = \left\| \tau_{\hat{\mu}}(\cdot^{-1})\xi(\cdot) \right\|_{2}^{2} = \|\xi\|_{2}^{2}. \]

Moreover, for all \((A, z, t) \in G_{n}\), all \(\xi \in L^{2}(U(n)/U(n-1), \mathcal{H}_{\hat{\mu}})\), all \(B \in U(n)\) and all \(A' \in U(n-1)\), one gets

\[ \sum_{\nu \in S(\hat{\mu})} \pi_{(\nu, r)}(A, z, t)(U_{\hat{\mu}}\xi)(B)(A') = e^{-i(Bv_{\nu}, z)_{cn}} \sum_{\nu \in S(\hat{\mu})} (U_{\nu}^{\circ} \xi)(A^{-1}B)(A') \]

\[ = e^{-i(Bv_{\nu}, z)_{cn}} \sum_{\nu \in S(\hat{\mu})} \|d_{\nu}(\tau_{\hat{\mu}}(B^{-1}A)\xi(A^{-1}B), \rho_{\nu}(A')\phi(\nu))_{\mathcal{H}_{\nu}} \]

\[ = e^{-i(Bv_{\nu}, z)_{cn}} \sum_{\nu \in S(\hat{\mu})} \|d_{\nu}(\tau_{\hat{\mu}}(B^{-1}(\tau_{\hat{\mu}}(A)\xi(A^{-1}B)), \rho_{\nu}(A')\phi(\nu))_{\mathcal{H}_{\nu}} \]

\[ = e^{-i(Bv_{\nu}, z)_{cn}} \sum_{\nu \in S(\hat{\mu})} U_{\nu}^{\circ}(\tau_{\hat{\mu}}(A)\xi(A^{-1}B))(B)(A') \]

\[ = U_{\hat{\mu}}(\tau_{\hat{\mu}} \circ \pi_{(0, r)}(A, z, t)\xi)(B)(A') = U_{\hat{\mu}}(\pi_{(\hat{\mu}, r)}(A, z, t)\xi)(B)(A'). \]

Therefore, \((6.3)\) holds.

For \(\xi = \phi(\hat{\mu}) \otimes 1 \in L^{2}(U(n)/U(n-1), \mathcal{H}_{\hat{\mu}})\), such that \(\xi(A) = \phi(\hat{\mu})\) for all \(A\), one has for all \(B \in U(n)\) and all \(A' \in U(n-1)\),

\[ U_{\hat{\mu}}\xi(B)(A') = \sum_{\nu \in S(\hat{\mu})} \sqrt{d_{\nu}}(\tau_{\hat{\mu}}(B^{-1})\phi(\hat{\mu}), \rho_{\nu}(A')\phi(\nu))_{\mathcal{H}_{\nu}} =: \sum_{\nu \in S(\hat{\mu})} \Phi_{\nu}^{\circ}(B)(A'). \]

In particular, since \(\phi = \phi(\hat{\mu})\),

\[ \Phi_{\nu}^{\circ}(B)(I) = \sqrt{d_{\nu}}(\tau_{\hat{\mu}}(B^{-1})\phi(\hat{\mu}), \phi(\nu))_{\mathcal{H}_{\nu}} = \sqrt{d_{\nu}}(\phi, \tau_{\hat{\mu}}(B)\phi(\nu))_{\mathcal{H}_{\nu}} \neq 0. \]

From Theorem 5.2 follows that the subset \(\{\pi_{(\nu, r)}| \mu \neq \nu \in P_{n-1}\}\) is closed in \(G_{n}\). Hence, there exists \(F_{\mu} = (F_{\mu})^{*}\) of norm 1 in \(C^{*}(G_{n})\) whose Fourier transform at \(\pi_{(\nu, r)}\) is 0 if \(\mu \neq \nu \in P_{n-1}\) and for which

\[ \pi_{(\nu, r)}(F_{\mu}) =: P_{\phi_{\mu}} \]

is the orthogonal projection onto the space \(C_{\phi_{\mu}} \subset \mathcal{H}_{(\nu, r)}\). In particular,

\[ U_{\hat{\mu}}(\sigma_{(\hat{\mu}, r)}(F_{\mu})(\phi(\hat{\mu}) \otimes 1)) = \sum_{\nu \in S(\hat{\mu})} \pi_{(\nu, r)}(F_{\mu})(U_{\hat{\mu}}(\phi(\hat{\mu}) \otimes 1)) = \pi_{(\mu, r)}(F_{\mu})(U_{\hat{\mu}}(\phi(\hat{\mu}) \otimes 1)) = P_{\phi_{\mu}} \]

\[ (6.4) \]

\[ = P_{\phi_{\mu}}(U_{\hat{\mu}}(\phi(\hat{\mu}) \otimes 1)) = \Phi_{\nu}^{\circ}. \]
Define the coefficient $c_\mu$ of $L^1(G_n)$ by

$$c_\mu(F) := \langle \sigma(\bar{\mu},\bar{r})(F_{\mu} * F_{\mu})(\phi^\mu \otimes 1), \phi^\mu \otimes 1 \rangle_{\mathcal{H}(\sigma,\rho)}$$

$$= \langle \sigma(\bar{\mu},\bar{r})(F * F_{\mu})(\phi^\mu \otimes 1), \sigma(\bar{\mu},\bar{r})(F_{\mu})(\phi^\mu \otimes 1) \rangle_{\mathcal{H}(\sigma,\rho)}$$

$$= \langle U_{\bar{\mu}}(\sigma(\bar{\mu},\bar{r})(F * F_{\mu})(\phi^\mu \otimes 1)), U_{\bar{\mu}}(\sigma(\bar{\mu},\bar{r})(F_{\mu})(\phi^\mu \otimes 1)) \rangle_{\mathcal{H}(\sigma,\rho)}$$

$$= \sum_{\nu \in S(\bar{\mu})} \langle \lambda_\nu(F)(F_{\mu}), \lambda_\nu(F_{\mu}) \rangle_{\mathcal{H}(\sigma,\rho)}$$

$$= \langle \pi(\mu,\nu)(F)(U_{\bar{\mu}}(\phi^\mu \otimes 1)), \pi(\mu,\nu)(F_{\mu}) \rangle_{\mathcal{H}(\sigma,\rho)}$$

(6.5)

for all $F \in L^1(G_n)$.

Let $X(\bar{\mu},\bar{r})$ be the collection of all $\bar{\nu} = (\nu_1, ..., \nu_n) \in P_n$ such that $\chi_{\bar{\nu}}$ is a character of $\mathbb{T}_n$ appearing in $\mathcal{H}_{\bar{\mu}}$ and such that $\pi_{\bar{\nu}}$ is contained in the representation $\pi_{\bar{\nu}} \otimes W_{\bar{\lambda}}$ for $\bar{\lambda} := (\nu_1, \nu_2, ..., \nu_{n-1}, \nu_n + \lambda_k)$. Then, for $\pi(\bar{\mu},\bar{\nu})$ defined as in Proposition 5.2 by [20], Chapter IV.11,

$$\pi(\bar{\mu},\bar{\nu}) = \sum_{\bar{\nu} \in X(\bar{\mu},\bar{r})} \pi(\bar{\nu},\bar{\nu}) - \lambda_k.$$ 

Furthermore, decompose the vector

$$\xi_k = \phi^\mu \otimes \left(\frac{1}{R_k +} \sum_{\|q\|^2 = N_k \lambda_k} h_{q,\alpha_k} \otimes h_{q,\alpha_k}\right)$$

for every $k \in \mathbb{N}$ into the orthogonal sum

$$\xi_k = \sum_{\bar{\nu} \in X(\bar{\mu},\bar{r})} \xi_{\bar{\nu}}^\nu$$

for $\xi_{\bar{\nu}}^\nu \in \mathcal{H}(\bar{\nu},\alpha_k)$. This gives a decomposition

$$\langle \pi(\bar{\mu},\bar{\nu})(\cdot)\xi_k, \xi_k \rangle_{\mathcal{H}(\bar{\mu},\bar{r})} = c_{\xi_k}^{(\bar{\mu},\bar{\nu})} = \sum_{\bar{\nu} \in X(\bar{\mu},\bar{r})} c_{\xi_k}^{\bar{\nu}}.$$ 

Let $c_{\nu}^{(\bar{\mu},\bar{\nu})}$ be the weak*-limit of a subsequence of $(c_{\xi_k}^{(\bar{\mu},\bar{\nu})})_{k \in \mathbb{N}}$ and let for $c_{\nu}^{\bar{\nu}} \neq 0$ the representation $\pi \in \hat{G}_n$ be an element of the support of $c_{\nu}^{\bar{\nu}}$. From Theorem 5.6 follows that $\pi = \lim_{k \to \infty} \pi(\bar{\nu},\alpha_k) = \pi(\nu,r)$ for $\nu = (\nu_1, ..., \nu_{n-1})$. Furthermore, one observes that for $\bar{\mu} \neq \bar{\nu}$, $\pi(\bar{\nu},\alpha_k) \in X(\bar{\mu},\bar{r})$, one has $\nu \neq \mu$. Hence, $\pi(\nu,r)(F_{\mu}) = 0$. Thus,

$$\lim_{k \to \infty} \langle \pi(\bar{\nu},\alpha_k)(F_{\mu})\xi_k^\bar{\nu}, \pi(\bar{\nu},\alpha_k)(F_{\mu})\xi_k^\nu \rangle_{\mathcal{H}(\bar{\nu},\alpha_k)} = \langle \pi(\nu,r)(F_{\mu})\xi^\nu, \pi(\nu,r)(F_{\mu})\xi^\nu \rangle_{\mathcal{H}(\nu,r)} = 0$$

and therefore,

(6.6)

$$\lim_{k \to \infty} \langle \pi(\bar{\nu},\alpha_k)(F) \circ (\bar{\nu},\alpha_k)(F_{\mu})\xi_k^\nu, \pi(\bar{\nu},\alpha_k)(F_{\mu})\xi_k^\nu \rangle_{\mathcal{H}(\bar{\nu},\alpha_k)} = 0 \quad \forall F \in C^*(G_n).$$
Now, \( \hat{\rho}_k = (\mu_1, \ldots, \mu_{n-1}, \mu_n + \lambda^k) \) and \( \lambda^k = (\mu_1, \ldots, \mu_{n-1}, \lambda^k_n) \). Since \( \lambda^k_n \xrightarrow{k \to \infty} -\infty \), their behavior for \( k \to \infty \) is the same. Hence, by Proposition 6.2 and its proof, for all \( F \in C^*(G_n) \),
\[
\langle \pi(\mu, r)(F) \Phi_{\mu}^e, \Phi_{\mu}^e, \mu, r \rangle = c_\mu(F_{\mu}) \]

\[\tag{6.5} \]

\[
\lim_{k \to \infty} \langle \pi(\mu, r)(F_{\mu} * F_{\mu})(\lambda^k)_{\mu, r} \rangle = c_\mu(F_{\mu}) \]

\[\tag{6.6} \]

Choosing \( \xi := \Phi_{\mu}^e \) and \( \xi_k := \pi(\mu, r)(F_{\mu})_{\xi_{\mu, r}} \), one has for any \( F \in C^*(G_n) \)
\[
\lim_{k \to \infty} \langle \pi(\lambda^k, r)(F) \xi_k, \xi_k \rangle_{H(\lambda^k)} = \langle \pi(\mu, r)(F) \xi, \xi \rangle_{H(\mu)}
\]

and hence,
\[
\pi(\mu, r) = \lim_{k \to \infty} \pi(\lambda^k, r).
\]

\[\square\]

**Remark 6.5.**
It follows from (6.7) that
\[
\lim_{k \to \infty} \| \xi_k \|_{H(\lambda^k)} = 1.
\]

**Theorem 6.6.**
Let \( \tau_\hat{\rho} \in \mathcal{U}(n) \).

If \( \lim_{k \to \infty} \alpha_k = 0 \) and the sequence \( (\pi(\lambda^k, r))_{k \in \mathbb{N}} \) of elements of \( \widehat{G_n} \) satisfies one of the following conditions:

(i) for \( k \) large enough, \( \alpha_k > 0 \), \( \rho_1 \geq \lambda^1_k \geq \ldots \geq \rho_{n-1} \geq \lambda^1_{n-1} \geq \rho_n \geq \lambda^1_n \) and \( \lim_{k \to \infty} \alpha_k \lambda^1_k = 0 \),

(ii) for \( k \) large enough, \( \alpha_k < 0 \), \( \lambda^1_k \geq \rho_1 \geq \lambda^2_k \geq \rho_2 \geq \ldots \geq \lambda^1_n \geq \rho_n \) and \( \lim_{k \to \infty} \alpha_k \lambda^1_k = 0 \),

then the sequence \( (\pi(\lambda^k, r))_{k \in \mathbb{N}} \) converges to the representation \( \tau_\hat{\rho} \) in \( \widehat{G_n} \).

**Proof:**
Again, only consider the case \( \alpha_k > 0 \) for all \( k \in \mathbb{N} \).

Let \( \hat{\rho} = (\rho_1, \ldots, \rho_n) \in P_n \) satisfy the conditions of the theorem, i.e. \( \rho_1 \geq \lambda^1_k \geq \ldots \geq \rho_{n-1} \geq \lambda^1_{n-1} \geq \rho_n \geq \lambda^1_k \).

Passing to a subsequence, one can assume that \( \mu_1 := \lambda^1_k, \ldots, \mu_{n-1} := \lambda^1_{n-1} \) for all \( k \in \mathbb{N} \).

Let
\[
\mu := (\mu_1, \ldots, \mu_{n-1}, \mu_n), \quad \tilde{\mu}_k := (\mu_1, \ldots, \mu_{n-1}, \lambda^k_n) \quad \text{and} \quad N_k := \mu_{n-1} - \lambda^k_n \quad \forall k \in \mathbb{N}.
\]

Then
\[
\hat{\rho} = \tilde{\mu} + r = \tilde{\mu}_k + r_k
\]
for some \( r = (r_1, \ldots, r_n) \in \mathbb{N}^n \) and \( r_k = r + (0, \ldots, 0, N_k) \). Let

\[
m := \sum_{i=1}^{n} r_i.
\]

Hence, by Pieri’s rule, one obtains

\[
\tau_\rho \subseteq \tau_{\rho_k} \otimes \tau_{N_k+m} \in \pi(\rho_k, \alpha_k)(U(n))
\]

for \( k \) large enough. We take the highest weight vector \( \phi_k^\rho \) of the representation \( \tau_\rho \) considered as a subrepresentation of \( U(n) \) on the Hilbert space \( \mathcal{H}_{\rho_k} \otimes \mathcal{P}_{N_k+m, \alpha_k}(n) \), where \( \mathcal{P}_{N_k+m, \alpha_k}(n) \) is the space of all polynomials of degree \( N_k + m \) in the Fock space \( \mathcal{F}_{\alpha_k}(n) \).

Recall also that the polynomials

\[
h_{q, \alpha}(w) := \left( \frac{\alpha(q)}{2\pi} \right)^2 \sqrt{\frac{\alpha(q)}{2|q|}} w^q \ \forall w \in \mathbb{C}^n \ \text{for} \ |q| = N_k + m
\]

form a Hilbert space basis of \( \mathcal{P}_{N_k+m, \alpha_k}(n) \). Hence, one can write

\[
\phi_k^\rho = \sum_{|q|=N_k+m} a_q^k \otimes h_{q, \alpha_k},
\]

where for any \( q \) and \( k \), the vector \( a_q^k \) is contained in the \( \mathbb{T}^n \)-eigenspace of \( \mathcal{H}_{\rho_k} \) for the weight \( \chi_{\rho \cdot q} \), since \( h_{q, \alpha_k} \) is in the eigenspace for the weight \( \chi_q \). In particular, one has

\[
\langle a_q^k, a_{q'}^k \rangle_{\mathcal{H}_{\rho_k}} = 0 \ \text{for} \ q \neq q'.
\]

Let \( (\xi_k)_{k \in \mathbb{N}} = \left( \sum_{|q|=N_k} a_q^k \otimes h_{q, \alpha_k} \right)_{k \in \mathbb{N}} \) be a sequence of vectors of length 1 in \( (\mathcal{H}_{\rho_k} \otimes \mathcal{P}_{\rho_k})_{k \in \mathbb{N}} \) such that

\[
\langle a_q^k, a_{q'}^k \rangle_{\mathcal{H}_{\rho_k}} = 0 \ \text{for} \ q \neq q'.
\]

It will now be shown that

\[
(6.8) \quad \lim_{k \to \infty} \| \pi(\rho_k, \alpha_k)(z, t)(\xi_k) - \xi_k \|_{\mathcal{H}(\rho_k, \alpha_k)} = 0
\]

uniformly on compacta in \( (z, t) \in \mathbb{H}_n \):

Since \( \sum_{|q|=N_k} \| a_q^k \|_{\mathcal{H}_{\rho_k}}^2 = \| \xi_k \|_{\mathcal{H}(\rho_k, \alpha_k)}^2 = 1 \) for all \( k \in \mathbb{N} \), it suffices to prove that

\[
\lim_{k \to \infty} \langle \pi(\rho_k, \alpha_k)(z, t)(\xi_k) - \xi_k, \xi_k \rangle_{\mathcal{H}(\rho_k, \alpha_k)} = 0
\]

uniformly on compacta.

One gets

\[
\langle \pi(\rho_k, \alpha_k)(z, t)(\xi_k) - \xi_k, \xi_k \rangle_{\mathcal{H}(\rho_k, \alpha_k)} = \sum_{|q|=N_k} \sum_{|q'|=N_k} \| a_q^k \|_{\mathcal{H}_{\rho_k}}^2 \langle \tau_{\alpha_k}(z, t)(h_{q, \alpha_k}), h_{q', \alpha_k} \rangle_{\mathcal{H}_{\alpha_k}} - 1
\]

\[ = \sum_{|q|=N_k} \| a_q^k \|_{\mathcal{H}_{\rho_k}}^2 \langle \tau_{\alpha_k}(z, t)(h_{q, \alpha_k}), h_{q', \alpha_k} \rangle_{\mathcal{H}_{\alpha_k}} - 1
\]

\[ = \sum_{|q|=N_k} \| a_q^k \|_{\mathcal{H}_{\rho_k}}^2 \langle \tau_{\alpha_k}(z, t)(h_{q, \alpha_k}), h_{q', \alpha_k} \rangle_{\mathcal{H}_{\alpha_k}} - 1,
\]
since for \( q \neq q' \)

\[
\langle a_q^k, a_q^k \rangle_{H_{\beta_k}} = 0.
\]

Now, for any \( q \in \mathbb{N}^n \) and any \( k \in \mathbb{N} \), by (6.1),

\[
\langle \tau_{\alpha_k}(z, t) h_{q, \alpha_k}, h_{q, \alpha_k} \rangle_{H_{\alpha_k}} = e^{i \alpha_k t} \frac{q!}{(q - j)!} \frac{z^j (-\bar{z})^j}{(j!)^2}
\]

and thus, for \( k \) large enough and \((z, t)\) in some compact set (i.e. \( |\alpha_k N_k^k| < e^{-|z|^2} \)), one has

\[
\left| \langle \pi(\tilde{\mu}_k, \alpha_k)(z, t) h_{q, \alpha_k}, h_{q, \alpha_k} \rangle_{H_{\alpha_k}} - 1 \right| = \left| e^{i \alpha_k t} \frac{q!}{(q - j)!} \frac{z^j (-\bar{z})^j}{(j!)^2} \right|
\]

Therefore,

\[
\left| \langle \pi(\tilde{\mu}_k, \alpha_k)(z, t) (\xi_k - \xi_k) \rangle_{H(\tilde{\mu}_k, \alpha_k)} \right| \leq \sum_{q \in \mathbb{N}^n} \| a_q^k \|^2_{H_{\beta_k}} \left( \left| e^{i \alpha_k t} \frac{q!}{(q - j)!} \frac{z^j (-\bar{z})^j}{(j!)^2} - 1 \right| + |\alpha_k N_k \bar{e} |z|^2 \right)
\]

This proves Claim (5.3).

To finish the proof of Theorem 6.6 by (6.8) for any \((A, z, t) \in G_n\), one has uniformly on compacts

\[
\lim_{k \to \infty} \langle \pi(\lambda^\alpha, \alpha_k)(A, z, t) \xi_k^\beta, \xi_k^\beta \rangle_{H(\lambda^\alpha, \alpha_k)} = \lim_{k \to \infty} \langle \pi(\lambda^\alpha, \alpha_k)(A, 0, 0) \xi_k^\beta, \xi_k^\beta \rangle_{H_{\lambda^\alpha}} = \langle \tau_\rho(A) \phi^\beta, \phi^\beta \rangle_{H_{\rho}} = \langle \tau_\rho(A) \phi^\beta, \phi^\beta \rangle_{H_{\rho}}
\]

for the highest weight vector \( \phi^\beta \) of the representation \( \tau_\rho \). This shows that

\[
\lim_{k \to \infty} \pi(\lambda^\alpha, \alpha_k) = \tau_\rho.
\]

\[ \square \]

7. The final result

Together with the Theorems 5.2 5.4 5.6 6.1 and 6.6 and the result in Subsection 5.2 we obtain the final result below:

**Theorem 7.1.**

For general \( n \in \mathbb{N}^+ \), the spectrum of the group \( G_n = U(n) \times \mathbb{H}_n \) is homeomorphic to its space of admissible coadjoint orbits \( \mathfrak{g}_n^* / G_n \).
Lemma 8.1. Let $n \in \mathbb{N}^*$, let $B^{2n}_\mathbb{R}$ be the $2n$-dimensional real unit ball and define the mapping

$$\psi : [0, 1]^{n-1} \times [0, 2\pi)^n \times (0, 1] \to B^{2n}_\mathbb{R},$$

$$\psi(s_1, ..., s_{n-1}, t_1, ..., t_n, \rho) :=$$

$$\rho \left( \sqrt{s_1} \cos(t_1), \sqrt{s_1} \sin(t_1), ..., \sqrt{s_{n-1}} \cos(t_{n-1}), \sqrt{s_{n-1}} \sin(t_{n-1}), \sqrt{1 - s \cos(t_n)} \right),$$

where $s = \sum_{i=1}^{n-1} s_i$.

Then, the absolute value of the determinant of the Jacobian of $\psi$ equals $\frac{1}{2^{n-1}} \cdot \rho^{2n-1}$.

Proof:

Denote for $i \in \{1, ..., 2n\}$ by $C_i$ the $i$-th column and by $R_i$ the $i$-th row of the Jacobian of $\psi$. For $i \in \{1, ..., n-1\}$, one has

$$C_{2i-1} = \begin{pmatrix} 0 \\ \vdots \\ \frac{\rho \cos(t_i)}{2 \sqrt{s_i}} \\ 0 \\ \vdots \\ -\rho \sqrt{s_i} \sin(t_i) \\ 0 \\ \vdots \\ \sqrt{s_i} \cos(t_i) \end{pmatrix} \quad \leftarrow i\text{-th row} \rightarrow \begin{pmatrix} 0 \\ \vdots \\ \frac{\rho \sin(t_i)}{2 \sqrt{s_i}} \\ 0 \\ \vdots \\ 0 \\ \sqrt{s_i} \sin(t_i) \end{pmatrix},$$

$$C_{2i} = \begin{pmatrix} 0 \\ \vdots \\ 0 \\ \vdots \\ \rho \sqrt{s_i} \cos(t_i) \\ 0 \\ \vdots \\ 0 \end{pmatrix} \quad \leftarrow (n-1+i)\text{-th row} \rightarrow \begin{pmatrix} 0 \\ \vdots \\ 0 \\ \sqrt{s_i} \sin(t_i) \end{pmatrix}$$

and

$$C_{2n-1} = \begin{pmatrix} -\frac{\rho \cos(t_n)}{2 \sqrt{1-s}} \\ \vdots \\ -\frac{\rho \cos(t_n)}{2 \sqrt{1-s}} \\ 0 \\ \vdots \\ 0 \\ -\rho \sqrt{1-s} \sin(t_n) \\ \sqrt{1-s} \cos(t_n) \end{pmatrix} \quad \leftarrow (n-1)\text{-th row} \rightarrow \begin{pmatrix} -\frac{\rho \sin(t_n)}{2 \sqrt{1-s}} \\ \vdots \\ 0 \\ \sqrt{1-s} \cos(t_n) \end{pmatrix},$$

$$C_{2n} = \begin{pmatrix} -\frac{\rho \sin(t_n)}{2 \sqrt{1-s}} \\ \vdots \\ 0 \\ \sqrt{1-s} \sin(t_n) \end{pmatrix}.$$

Now, in several steps, this matrix will be transformed into a new matrix whose determinant can easily be calculated. For simplicity, the columns and rows of the matrices appearing in each step will also be denoted by $C_i$ and $R_i$ for $i \in \{1, ..., 2n\}$.

First, one takes out the factor $\rho$ in the rows $R_i$ for $i \in \{1, ..., 2n-1\}$, the factor $\frac{1}{2}$ in the rows $R_i$ for $i \in \{1, ..., n-1\}$, the factor $\sqrt{s_i}$ in the columns $C_{2i-1}$ and $C_{2i}$ for every $i \in \{1, ..., n-1\}$ and the factor
√1−s in the columns $C_{2n−1}$ and $C_{2n}$. Hence, one has the prefactor $ρ^{2n−1} \frac{1}{2n−1}s_1 \cdots s_{n−1}(1−s)$ and the columns of the remaining matrix have the shape

$$C_{2i−1} = \begin{pmatrix}
0 \\
\vdots \\
0 \\
\frac{\cos(t_i)}{s_i} \\
0 \\
\vdots \\
0 \\
-\sin(t_i) \\
0 \\
\vdots \\
0 \\
\frac{\cos(t_i)}{s_i}
\end{pmatrix}, \quad \leftarrow i - \text{th row} \rightarrow \begin{pmatrix}
0 \\
\vdots \\
0 \\
\sin(t_i) \\
0 \\
\vdots \\
0 \\
0 \\
\sin(t_i)
\end{pmatrix}$$

for all $i \in \{1, \ldots, n−1\}$ and

$$C_{2n−1} = \begin{pmatrix}
-\frac{\cos(t_n)}{s_n} \\
\vdots \\
-\frac{\cos(t_n)}{s_n} \\
0 \\
\vdots \\
0 \\
-\sin(t_n) \\
0 \\
\vdots \\
0 \\
\frac{\cos(t_n)}{s_n}
\end{pmatrix}, \quad \leftarrow (n−1) - \text{th row} \rightarrow \begin{pmatrix}
\sin(t_n) \\
\vdots \\
\sin(t_n) \\
0 \\
\vdots \\
0 \\
\cos(t_n) \\
0 \\
\vdots \\
0 \\
\sin(t_n)
\end{pmatrix}.$$ 

Next, for every $i \in \{1, \ldots, n\}$, the column $C_{2i−1}$ shall be replaced by $\sin(t_i)C_{2i−1} - \cos(t_i)C_{2i}$. Then, the prefactor changes to $ρ^{2n−1} \frac{1}{2n−1}s_1 \cdots s_{n−1}(1−s)$ and for every $i \in \{1, \ldots, n\}$,

$$C_{2i−1} = \begin{pmatrix}
0 \\
\vdots \\
0 \\
-1 \\
0 \\
\vdots \\
0
\end{pmatrix}, \quad \leftarrow (n−1 + i) - \text{th row}$$

The columns $C_{2i}$ for $i \in \{1, \ldots, n\}$ stay the same.

Now, for all $i \in \{1, \ldots, n−1\}$, the rows $R_i$ and $R_{n−1+i}$ will be interchanged. Therefore, the prefactor is
multiplied by \((-1)^{n-1}\) and for every \(i \in \{1, \ldots, n-1\}\),

\[
C_{2i-1} = \begin{pmatrix} 0 \\ \vdots \\ 0 \\ -1 \\ 0 \\ \vdots \\ 0 \\ 0 \\ \end{pmatrix}, \quad \leftarrow i - \text{th row} \quad C_{2n-1} = \begin{pmatrix} 0 \\ \vdots \\ 0 \\ -1 \\ 0 \\ \end{pmatrix}
\]

and

\[
C_{2i} = \begin{pmatrix} \vdots \\ 0 \\ \cos(t_i) \\ 0 \\ \vdots \\ \sin(t_i) \\ \frac{s_i}{s_i} \\ 0 \\ \vdots \\ 0 \\ \end{pmatrix}, \quad \leftarrow i - \text{th row} \quad C_{2n} = \begin{pmatrix} \vdots \\ 0 \\ \sin(t_n) \\ \frac{1}{1-s} \\ \vdots \\ \sin(t_n) \\ \cos(t_n) \\ \sin(t_n) \\ \end{pmatrix}.
\]

In the next step, for every \(i \in \{1, \ldots, n-1\}\), the matrix will be developed with respect to the \(i\)-th row, which has only one non-zero entry, namely the entry \(-1\) in the \((2i - 1)\)-th column. One develops with respect to the \((2n - 1)\)-th row which also only consists of one non-zero entry, \(-1\), in the \((2n - 1)\)-th column. The prefactor is then multiplied by \((-1)^n(-1)^{2n-1+2i-1} \prod_{i=1}^{n-1} (-1)^{i+2i-1} = \prod_{i=1}^{n-1} (-1)^{n+i-1}\), i.e. the prefactor now equals

\[
(-1)^{n-1} \prod_{i=1}^{n-1} (-1)^{n+i-1} \rho^{2n-1} \frac{1}{2^{n-1}} \frac{s_1 \cdots s_{n-1}(1-s)}{\sin(t_1) \cdots \sin(t_n)} = \prod_{i=1}^{n-1} (-1)^{i} \rho^{2n-1} \frac{1}{2^{n-1}} \frac{s_1 \cdots s_{n-1}(1-s)}{\sin(t_1) \cdots \sin(t_n)}.
\]

One has a \(n \times n\)-matrix left, whose columns have the shape

\[
C_i = \begin{pmatrix} \vdots \\ 0 \\ \frac{s_i}{s_i} \\ 0 \\ 0 \\ \vdots \\ 0 \\ \sin(t_i) \\ \end{pmatrix} \quad \leftarrow i - \text{th row} \quad C_n = \begin{pmatrix} \sin(t_n) \\ \frac{1}{1-s} \\ \vdots \\ \sin(t_n) \\ \sin(t_n) \\ \end{pmatrix}.
\]
for all $i \in \{1, \ldots, n-1\}$. Now, in every column $C_i$ for $i \in \{1, \ldots, n\}$, one can take out the factor $\sin(t_i)$. Then, the prefactor changes to $\prod_{i=1}^{n-1} (-1)^i \rho^{2n-1} \frac{1}{2} s_1 \cdots s_{n-1} (1-s)$ and one has the following columns:

$$C_i = \begin{pmatrix}
\vdots \\
0 \\
\frac{1}{s_i} \\
0 \\
\vdots \\
0 \\
1
\end{pmatrix}, \quad \leftarrow \text{i-th row} \quad C_n = \begin{pmatrix}
\vdots \\
0 \\
\frac{1}{1-s} \\
0 \\
\vdots \\
\frac{1}{1-s} \\
1
\end{pmatrix}$$

for all $i \in \{1, \ldots, n-1\}$. In the last step, the column $C_n$ will be replaced by $C_n + \frac{1}{1-s} \sum_{i=1}^{n-1} s_i C_i$. Since

$$1 + \frac{1}{1-s} \sum_{i=1}^{n-1} s_i = \frac{1-s}{1-s} + \frac{1}{1-s} s = \frac{1}{1-s},$$

one obtains the columns

$$C_i = \begin{pmatrix}
\vdots \\
0 \\
\frac{1}{s_i} \\
0 \\
\vdots \\
0 \\
1
\end{pmatrix}, \quad \leftarrow \text{i-th row} \quad C_n = \begin{pmatrix}
0 \\
\vdots \\
0 \\
\frac{1}{1-s}
\end{pmatrix}$$

for $i \in \{1, \ldots, n-1\}$ and the prefactor stays the same, i.e. $\prod_{i=1}^{n-1} (-1)^i \rho^{2n-1} \frac{1}{2} s_1 \cdots s_{n-1} (1-s)$.

Since the remaining matrix is a triangular matrix, one can easily calculate its determinant and gets

$$\prod_{i=1}^{n-1} (-1)^i \rho^{2n-1} \frac{1}{2n-1} s_1 \cdots s_{n-1} (1-s) = \prod_{i=1}^{n-1} (-1)^i \frac{1}{2n-1} \rho^{2n-1}.$$

\[\square\]

**Corollary 8.2.**

For the map $\psi$ defined in Lemma 8.1, the measure defined on the complex sphere $S^n$ in $\mathbb{C}^n$ by

$$\int_{S^n} f(v) d\sigma(v) = \int_{[0,1] \times [0,2\pi]} f(\psi(s_1, \ldots, s_{n-1}, t_1, \ldots, t_n, 1)) ds_1 \cdots ds_{n-1} dt_1 \cdots t_n$$

is the $U(n)$-invariant measure such that for each function $f$ which is continuous on the unit ball in $\mathbb{C}^n$,

$$\int_{B^n} f(z) dz = \int_0^1 \rho^{2n-1} d\rho \int_{S^n} f(\rho v) \frac{d\sigma(v)}{2n-1}. \tag{8.1}$$
Proof:
(8.1) gives the decomposition of the Lebesgue measure on \( B^n \cong [0, 1] \times S^n \) through \( z = \rho v \). Thus, it defines the \( U(n) \)-invariant measure \( d\sigma(v) \) on the unit sphere \( S^n \). Moreover, by Lemma 8.1
\[
\int_{[0,1]^{n-1} \times [0,2\pi) \times [0,1]} f(\psi(s_1, \cdots, s_{n-1}, t_1, \cdots, t_n, \rho)) \, ds_1 \cdots ds_{n-1} dt_1 \cdots t_n \frac{2^{n-1}}{2^{n-1}} \, dp = \int_{B^n} f(z) \, dz.
\]
Since \( \psi(s_1, \cdots, s_{n-1}, t_1, \cdots, t_n, \rho) = \rho \psi(s_1, \cdots, s_{n-1}, t_1, \cdots, t_n, 1) \) and \( \psi(s_1, \cdots, s_{n-1}, t_1, \cdots, t_n, 1) \) is normed, this proves the corollary.
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