DGSAC: Density Guided Sampling and Consensus
A Data Driven Unified Pipeline for Automatic Robust Multiple Structure Recovery

Lokender Tiwari · Saket Anand

Received: date / Accepted: date

Abstract Robust multiple model fitting plays a crucial role in many computer vision applications. Unlike single model fitting problems, the multi-model fitting has additional challenges. The unknown number of models and the inlier noise scale are the two most important of them, which are in general provided by the user using ground-truth or some other auxiliary information. Mode seeking/ clustering-based approaches crucially depend on the quality of model hypotheses generated. While preference analysis based guided sampling approaches have shown remarkable performance, they operate in a time budget framework, and the user provides the time as a reasonable guess. In this paper, we deviate from the mode seeking and time budget framework. We propose a concept called Kernel Residual Density (KRD) and apply it to various components of a multiple-model fitting pipeline. The Kernel Residual Density act as a key differentiator between inliers and outliers. We use KRD to guide and automatically stop the sampling process. The sampling process stops after generating a set of hypotheses that can explain all the data points. An explanation score is maintained for each data point, which is updated on-the-fly. We propose two model selection algorithms, an optimal quadratic program based, and a greedy. Unlike mode seeking approaches, our model selection algorithms seek to find one representative hypothesis for each genuine structure present in the data. We evaluate our method (called DGSAC) on a wide variety of tasks like planar segmentation, motion segmentation, vanishing point estimation, plane fitting to 3D point cloud, line, and circle fitting, which shows the effectiveness of our method and its unified nature.
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1 Introduction

Robust multiple model fitting plays a crucial role in many computer vision applications. Unlike single model fitting problems, the multi-model fitting has additional challenges, the unknown number of models and the inlier noise scale are two most important of them, which are in general provided by the user using ground-truth or some other auxiliary information. Mode seeking/ clustering based approaches crucially depends on the quality of model hypotheses generated. While preference analysis based guided sampling approaches have shown remarkable performance, they operate in a time budget framework, and the user provides the time as a reasonable guess. In this paper, we deviate from the mode seeking and time budget framework. We propose a concept called Kernel Residual Density (KRD) and apply it to various components of a multiple-model fitting pipeline. The Kernel Robust model fitting is the task of recovering an underlying geometric structure present in the noisy data contaminated with outliers. In computer vision, frequently occurred geometric structures (or models) are planar homographies, fundamental matrices, vanishing points, lines, circles. These geometric models are the backbone of many applications including, motion segmentation, 3D reconstruction, visual tracking, image-based 3D modeling. Accurate estimation of these model parameters facilitates an interpretable and straightforward representation of scene geometry, rigid body motion or camera pose, and can aid scene understanding. Often, low-level techniques are employed to obtain features/observations/data points. These techniques are oblivious to the underlying scene geometry, typically produce a significant number of outliers, i.e., data points that
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do not adhere to any genuine model instances. We consider a multiple model fitting scenario, where the given data has multiple instances of a geometric model, corrupted by noise and the outliers. The data points/observations that follow a particular model instance are inliers to that instance and act as a pseudo-outliers to other instances. The data points that do not follow any model instances are gross-outliers. It is highly likely that each model instance may have different inlier noise scales. Assume that the three crucial information, i.e., classification of data points into inliers-outliers, the inlier noise scale(s), and the number of model instances are unknown. The goal of multiple model-fitting approaches is to recover all genuine model instances and their corresponding inliers. Once the inliers obtained, the model parameters can be estimated using standard techniques.

The single model fitting problem has been largely studied in the context of consensus maximization and often solved using heuristic methods like Random Sample Consensus Fischler and Bolles (1981) (RANSAC) and its variants or optimal global method like Chin et al. (2015). However, the performance of these approaches critically relies on the correct estimate of the inlier noise scale (or equivalently, the fraction of inliers), which is usually provided by a user. For single model fitting, this process can be automated by applying scale estimation methods Wang et al. (2012, 2013); Magri and Fusillo (2015b) or by adopting a marginalized over scale approach Barath et al. (2019). However, in the case of the multi-model fitting, the problem becomes challenging due to additional challenges. Many proposed methods Pham et al. (2014); Chin et al. (2012); Wong et al. (2013); Lai et al. (2016, 2017); Magri and Fusillo (2014, 2015a, 2016) like assume, the number of models or inlier scale or both are known a priori, which introduces user dependency. In this paper, we achieve automatic robust multi-model fitting by exploiting the concept of kernel residual density, which is a key differentiator between inliers and outliers. Inliers yield a small residual value and form a dense cluster around the regression surface, whereas outliers (or pseudo-outliers) can have arbitrarily large residuals and a much lower density. Geometrically, we can say that inliers are densely packed around the regression surface, while outliers are spread sparsely in the residual space. The Density Guided Sampling and Consensus (DGSAC) is an automatic pipeline for robust multi-model fitting. We present an illustration of the components of the DGSAC pipeline and its possible applications in Fig. 1. Our specific contributions are summarized below:

- **Kernel Residual Density (KRD):** We present a Kernel Version of Residual Density proposed in Tiwari and Anand (2018) and its use in various components of multi-model fitting pipeline.

- **Kernel Density Guided Hypothesis Generation:** We present a novel iterative guided sampling approach driven by KRD based point correlations and is shown to generate more relevant model hypotheses from all inlier structures. To best our knowledge, we present the first non-time budget guided sampling approach, with density-driven stopping criteria.

- **KRD Based Inlier Noise Scale Estimation:** We present an inlier noise scale estimation approach based on simple yet effective information derived from residual dispersion and kernel residual density.

- **Model Goodness Score:** We propose a model goodness score, derived from kernel residual density and the estimated inlier noise scale to derive objective/cost function for model selection algorithms.

- **Greedy/Optimal Model Selection:** We propose two (greedy and optimal) model selection algorithms. Both use the residual density to uniquely identify a model hypothesis from each genuine structure. The optimal model selection is modeled as a quadratic program.

- **KRD Based Point-to-model assignment:** We propose, Kernel Residual Density based hard inlier assignment to handle multi-structure inliers (the inliers that belongs to multiple structures e.g. In the case of line fitting, the data points at the intersection of two lines can be referred as multi-structure inliers.

- **Multi-model fitting:** We combine the above modules to engineer an end-to-end automatic multi-model fitting solution that eliminates the need for user input.

- **Extensive Evaluation:** We extensively evaluate DGSAC on a wide variety of tasks like motion segmentation, planar segmentation, vanishing point estimation/line segment classification, plane fitting to the 3D point cloud, line and circle fitting.

This paper is an extension of our previous work in Tiwari and Anand (2018). The following are the substantially improved additions in this paper: Unlike residual density proposed in Tiwari et al. (2016), in this paper, we present an entirely new kernel version of the residual density. An early version of the density guided sampling process is presented in Tiwari and Anand (2018). In this paper, we present a substantially new Kernel Density Guided Sampling (KDGS) process with an extensive evaluation and comparison with other competing methods.

The remainder of the paper is organized as follows. We categorically discuss recent approaches for guided sampling and full multi-model fitting, and their limitations in Sec. 2, a formal problem statement is described in Sec. 4 followed by DGSAC Methodology in Sec. 5, the preliminaries are described in Sec. 6. We introduce Kernel Residual Density in Sec. 7, guided hypotheses generation in Sec. 8, inlier noise scale estimation in Sec. 9, model selection algorithms in Sec. 10 and point-to-model assignment in Sec. 11. The extensive experimental analysis is shown in Sec. 12 followed by discussion and conclusion in Sec. 13.
2 Related Work

The robust multi-model fitting has a vast literature. In this section, we review recent approaches that best fit in the context of this work. Individually, we review approaches into two categories. 1. Approaches for guided sampling for multi-model fitting. 2. Approaches for full robust multi-model fitting.

2.1 Guided Sampling for Multi-Model Fitting

Preference Analysis Based: Most of the guided sampling strategies for multi-model fitting approaches exploit the concept of preferences Chin et al. (2012); Wong et al. (2011). Multi-GS Chin et al. (2012) compute hypothesis preferences based on ordered residuals to derive a conditional distribution and use it for sampling minimal sample sets. DHF Wong et al. (2013) and ITKSF Wong et al. (2013) show improvement over Multi-GS Chin et al. (2012). Both DHF and ITKSF use hypothesis and data preferences to simultaneous sample and prune hypotheses. DHF Wong et al. (2013) follow a per data point strategy, where its goal is to associate a hypothesis to each data point. These approaches operate in a time budget framework, and there is no such stopping criteria or time budget constraint that ensures at-least one good hypothesis for all genuine structures.

Matching Score Based: Recently, two approaches EGHG Lai et al. (2016) and UHG Lai et al. (2017) has been proposed. These approaches exploit matching scores of a feature matcher to derive the conditional distribution for sampling minimal sample sets. EGHG maintains two sampling loops a global and a local. A set of good hypotheses maintained by a global sampling loop is used by local sampling to impose the epipolar constraints further, to improve the hypothesis generation. UHG first cluster the data points using T-Linkage Magri and Fusiello (2014) to prune out outliers. It uses the matching score of the clustered data points to derive conditional distribution for sampling minimal sample sets. However, the performance of T-Linkage Magri and Fusiello (2014), depends on the user-specified inlier threshold, which affects the performance of UHG. The concept of translating matching scores into inlier probability is not convincing because false matches may also have a high matching score. Also, this limits the usability of the algorithm to correspondence based applications. Both EGHG Lai et al. (2016) and UHF Lai et al. (2017) require user-specified inlier threshold and operate in a time budget framework. A user provides the time as a reasonable guess.

2.2 Full Multi-Model Fitting Approaches

Irrespective of the hypothesis generation process, in this section, we categorize recent best performing full end-to-end multi-model fitting approaches based on their model selection strategies and review them.

Clustering Based: J-Linkage Toldo and Fusiello (2008) and T-Linkage Magri and Fusiello (2014) are two of widely used clustering-based approaches in this category. J-Linkage Toldo and Fusiello (2008) first represents the data points into their conceptual space and uses an agglomerative clustering called J-linkage to cluster data points belonging in the conceptual space. T-Linkage Magri and Fusiello (2014) is a variant of J-Linkage with a continuous conceptual representation of data points. T-Linkage Magri and Fusiello (2014) show improvement over J-Linkage Toldo and Fusiello (2008). However, the performance of both methods critically depends on the user-specified inlier threshold.

Matrix Factorization Based: Recently, matrix factorization based approaches like RPA Magri and Fusiello (2015a) or NMU Tepper and Sapiro (2016b) have been proposed for model selection and have shown to outperform clustering-based approaches. RPA assumes the knowledge of the inlier noise scale (albeit for the entire dataset) and the number of structures known a priori. It constructs a data point similarity matrix and decomposes it using symmetric NMF Kuang et al. (2015). The decomposed matrix, along with the preference matrix, is used for final model selection. NMU outperforms RPA by enforcing an additional constraint of under-
We assume the number of models and inlier threshold provided by a user.

3 Notations

A matrix is represented by capital bold \( \mathbf{H} \). Its respective \( i^{th} \) and \( j^{th} \) row and column are represented by its counterpart small bold as \( \mathbf{h}_i \) and \( \mathbf{h}^j \) respectively. The \( i^{th} \) row and \( j^{th} \) column element of the matrix \( \mathbf{H} \) is represented by small plain text as \( h^j_i \). The sub-vector constituting the first \( k \) elements of the row vector \( \mathbf{h}_i \) is represented by \( \mathbf{h}_i^{[1:1:k]} \). The sub-vector constituting the elements of the row vector \( \mathbf{h}_i \) whose indices are in the set \( w \) is represented by \( \mathbf{h}_i^{[w]} \). The cardinality of a set \( w \) is denoted by \( |w| \). The mean of the elements of a vector a is denoted by \( \text{mean}(\mathbf{a}) \).

4 Problem Statement

We consider a multiple model fitting scenario. Given is the data set \( \mathbf{X} = \{x^j, j = 1, \ldots, n \} \) of \( n \) data points originated from \( k \) multiple instances of a geometric model. Here, we call \( x^j \) a data point in the abstract setting, it can be a point correspondence in homography fitting, or a 3D point in plane fitting, a line in vanishing point estimation, a 2D point to ensure every point is explained by at least one good hypothesis. Once the KDGS terminates, a model hypothesis is assigned to each data point based on Kernel Residual Density. The density and residual profiles of the hypotheses obtained from KDGS are used to estimate the inlier noise scale (Sec. 9), which is then used to compute the goodness score of each model hypothesis. Hypotheses, along with their goodness score, are then feed into either greedy or optimal model selection algorithm (Sec. 10). On the one hand, the greedy algorithm (Sec. 10.3) starts with selecting a hypothesis with a high goodness score, maintaining a model diversity based on the overlap between estimated inlier sets of already selected and the remaining hypotheses. On the other hand, optimal model selection (Sec. 10.4) is solved as a quadratic program. While the quadratic program’s objective is to maximize the total goodness score, we further impose the penalty (Sec. 10.4.1) of selecting similar hypotheses. The final set of hypotheses obtained by greedy or optimal model selection along with their inlier set are then fed into a point-to-model assignment (Sec. 11) to get the final output of the DGSAC pipeline.

6 Preliminaries

A model hypothesis \( \mathbf{h}_i \) can be obtained by fitting the model equation to a set of data points. Usually, this set contains the minimum number of data points required to estimate the model parameters, such a set is known as minimal subset (MSS). For example, if the geometric structure is a line, the cardinality of the minimal subset \( r_j \) is 2, and \( \mathbf{h}_i \) contains the value of slope and the line’s intercept.

Residual. Residual of a data point \( x^j \) w.r.t. a hypothesis \( \mathbf{h}_i \) is a measure of disagreement of the data point w.r.t. \( \mathbf{h}_i \). It is computed using model specific residual function. Assume that we have generated a total of \( m \) model hypotheses \( \mathbf{H} = \{ \mathbf{h}_i \}_{i=1}^m \). We compute residual of all data points with respect to the hypothesis \( \mathbf{h}_i \) using model specific residual function, which is defined as \( \psi(\mathbf{h}_i, x^j) : \mathbb{R}^d \to \mathbb{R}_+ \) and store in a residual vector \( \mathbf{r}_i \) as given in equation (1).

\[
\mathbf{r}_i = [r_1^i = \psi(\mathbf{h}_i, x_1), \ldots, r_n^i = \psi(\mathbf{h}_i, x_n)]
\] (1)

6.1 Hypothesis/Point preferences

Preference of a hypothesis is the rank ordering of all the data points based on some criteria e.g. residual Chin et al. (2012)
or residual density Tiwari and Anand (2018) and vice-versa, the preference of a data point is the rank ordering of all model hypotheses. To compute residual based hypothesis preferences, we sort residuals in the vector \( r_i \) in ascending order \( r_1^{q_i} \leq r_2^{q_i} \leq ... \leq r_n^{q_i} \) to get the sorted residual vector \( \mathbf{r}_i = [r_1^{q_i}, r_2^{q_i}, ..., r_n^{q_i}] \). The ordered indices of data points \( \mathbf{q}_i = [q_1^i, q_2^i, ..., q_n^i] \) encodes the preferences of the hypothesis \( h_i \). Similarly we order \( \mathbf{v}^i \) in ascending order \( r_{i_1}^{v_i} \leq r_{i_2}^{v_i} \leq ... \leq r_{i_m}^{v_i} \). The ordered indices of data points \( \mathbf{i}_j = [i_1^j, i_2^j, ..., i_m^j] \) encodes the preferences of the data point \( x_j \). Since, we use residual as a ordering criteria, therefore we refer \( \mathbf{q}_i \) and \( \mathbf{i}_j \) as residual based hypothesis and point preferences respectively.

Preference analysis has been widely used in robust multi-model fitting. Previous approaches Chin et al. (2012); Wong et al. (2011, 2013); Yu et al. (2011) uses residual as a criteria to derive point/hypothesis preferences. We demonstrate with an example in Fig. 2, a data point’s top preference (a hypothesis to which it has the smallest residual) does not always correspond to a good model hypothesis (a model hypothesis that best describes the data point and the underlying model). The residual-based point’s preference is conditioned on the residual of the data point itself, and it ignores what other points in the neighborhood are preferring. We show point’s preference derived from the proposed Kernel Residual Density (KRD), incorporate local consensus information, and provide robust, meaningful preferences.

In the next section, we introduce kernel residual density (KRD) for computing the KRD points preferences. First We mathematically define the KRD and then discuss its importance. KRD is the most important component of DGSAC, we will use it for computing point correlation (sec. 7.3), inlier noise scale estimation (sec. 9) and model selection (sec. 10).

### 7 Kernel Residual Density

Previously in Tiwari and Anand (2018), we have shown that residual density provides crucial information that differentiates inliers from outliers. It can be used at various stages of a multiple-model fitting pipeline and is estimated directly from the data without any user input. Here, we introduce a new variant of residual density, which we refer to as variable bandwidth kernel residual density. Mathematically, we define kernel residual density (KRD) at a data point in the residual space of the hypothesis \( h_i \) as follows:

\[
\Phi_i(x_{q_i}) = \frac{1}{\pi} \sum_{k=1}^{n} \frac{1}{b_i^q} K \left( \frac{r_i^q - \rho_i^k}{b_i^q} \right) = \frac{1}{\pi} \sum_{k=1}^{n} \frac{1}{b_i^q} K \left( \frac{r_i^q - \Phi_i(x_{q_i})}{b_i^q} \right)
\]

Where, \( b_i^q \) is the variable bandwidth at the data point \( x_{q_i} \) in the one-dimensional residual space of \( h_i \). Here, \( K(.) \) can be any kernel function that must be symmetric around the kernel origin. In this paper, we use Epanechnikov kernel (3).

Other kernels like Gaussian, etc., can also be used.

\[
K(u) = \frac{3}{4}(1 - u^2) \quad \text{s.t. } |u| \leq 1
\]

The KRD captures the density of the data points in the residual space.

The critical factor in our KRD formulation is the choice of variable bandwidth. We choose the bandwidth \( b_i^q \) at the data point \( x_{q_i} \) in the 1-dimensional residual space of hypothesis \( h_i \) to be \( \rho_i^q \). Our choice of variable bandwidth ensures that only one dominating density peak would exist around the regression surface. All the data points with residual smaller than \( \rho_i^q \) contribute in the density estimation at data point \( x_{q_i} \) in 1-D residual space of \( h_i \). On the other hand, if we fix the bandwidth, it would give rise to many density peaks due to spurious local structures. This behavior is also shown in Wang and Suter (2004).

An example of kernel residual density computed for a good and bad hypothesis is shown in Fig. 2(d). The corresponding good and bad hypotheses are shown in Fig. 2(c). It can be seen from the plots; for a good hypothesis, the kernel residual density is large near the regression surface (inlier region) compared to the outlier region. For a bad hypothesis, KRD is nearly flat throughout except a small peak near the regression surface.

Next, we discuss the advantage of using Kernel Residual Density, but first, we introduce KRD based point preferences.

#### 7.1 KRD Based Point Preferences

Unlike residual based point preference in Sec. 6.1 where for each data point we ordered hypotheses in increasing order of their residual values, in density based point preferences we rank ordered hypotheses based on decreasing order of kernel densities. For each data point \( x_{q_i} \), we find permutation \( \mathbf{v}^i = [v_1^i, v_2^i, ..., v_m^i] \) such that \( d_{v_1}^i \geq d_{v_2}^i \geq ... \geq d_{v_m}^i \). The permutation vector \( \mathbf{v}^i \) encodes the KRD based point preference of \( j^{th} \) data point.

Note: hypotheses are ordered in decreasing order of their density values.

#### 7.2 Why Kernel Residual Density?

We demonstrate the benefit of Kernel Residual Density using line fitting example in Fig. 2. From a pool of hypothe-
Fig. 2: (a) Ground-Truth Structure, (b) Density based (magenta) and Residual based (green) top-1 preference of 5 inliers of the ground-truth structure (blue). It can be seen, density based top preference of the data points preferring the hypothesis from the dense structure, while residual based preferences are arbitrary hypotheses to which data points have small residuals only. (c) a good (magenta) and a bad (green) hypothesis of the ground-truth structure in (a), (d) the Kernel Residual Density profile of corresponding good and bad hypothesis shown in (c). It is expected for a good hypothesis to have high density around regression surface (equivalently inliers are densely packed around the regression surface). For a bad hypothesis density would be nearly flat except a very small peak around the regression surface due to small spurious structures.

ses, we plotted stop-1 preferred hypothesis of 5 different inliers of the ground truth structure. The green hypotheses are the residual-based top-1 preference of \( j^{th} \) data point (i.e. hypothesis with index \( \ell_j \)), while in magenta are the KRD based top-1 preferred hypothesis (i.e. hypothesis with index \( v_j \)). We can see only density-based top-1 preferences are the good hypotheses that belong to a genuine geometric structure. This phenomenon is because, the kernel density captures the local consensus information, in the form of data points having similar residuals. Intuitively, density-based preference of a data point \( x_j \) of a hypothesis \( h_i \) at data point \( x^j \).

Another advantage of using kernel density is that it helps differentiate inliers and outliers. In the case of a good hypothesis, its inliers due to their smaller residuals form a dense cluster around the regression surface. In contrast, its outliers due to comparative larger residuals form a nearly flat region away from the regression surface. The above phenomenon can be verified from the kernel residual density profiles of a good and bad hypothesis shown in Fig. 2(d). We can see that the good hypothesis has a higher density around the regression surface and a nearly flat region as we move away from the regression surface. On the contrary, we can see a bad hypothesis has a nearly flat density profile throughout except for a small peak near the regression surface. In the following sections, we show the use of KRD in various components of DGSAC.

Next, we describe the density-based point correlation and discuss its advantage over residual-based point correlation.

7.3 KRD based point correlation

We defined pairwise point correlation as the fraction of overlapped top-T point preferences. It is computed by applying the intersection kernel over top-T preferences as shown in Eq. 4, which shows the pairwise point correlation between data point \( x^i \) and \( x^j \). Here, \( v_{i,T} \) and \( v_{j,T} \) are top-T preference of point \( x^i \) and \( x^j \) computed as shown in Sec. 7.1.

\[
c_i^j = \frac{v_{i,T} \cap v_{j,T}}{T}
\]

Let the pairwise KRD based point correlation matrix (PCM) is denoted by matrix \( C \), where its elements are computed using Eq. 4.

7.3.1 Analysis of Residual and KRD Based PC

Similar to the KRD based point correlation, we can compute residual-based point correlation by replacing the density-based preferences \( v^i \) with residual-based preferences \( I^i \) (Sec. 6.1) in the Eq. 4. We use breadcubechips example from the AdelaideRMF dataset Wong et al. (2011), to show a qualitative comparison between residual and KRD based PCM in Fig. 3. Ideally, a good point correlation computation strategy is the one, which provides a high correlation between a pair of inliers of the same structure and zero correlation otherwise. We show residual and KRD based point correlation matrix in Fig. 3(a) and 3(b) respectively, with brighter pixels indicating higher pairwise correlation. For better illustration, the points are ordered by structure membership, with the top set of rows being the gross outliers. For each three structures bread, cube and chips The percentage of uncorrelated outliers (i.e. zeros pairwise correlation value computed using Eq. 4) varying with the iteration of Algo. 1 is plotted in
8 KRD Guided Hypotheses Generation

Hypothesis generation is the critical component of a multi-model fitting pipeline that operates in a "hypothesize-and-model fitting" pipeline that operates in a hypothesis generation and model fitting framework. The quality of generated hypotheses significantly influences the final result of the multi-model fitting pipeline, i.e., classification of data point into their respective genuine structures. The purpose of a guided hypothesis generation process is to generate good hypotheses for all possible underlying genuine structures. Generating a hypothesis is equivalent to sampling its corresponding minimal sample set (MSS) followed by a deterministic step of the fitting model equation to the MSS elements. The goal of a guided sampling algorithm is to sample many pure MSS (containing elements that are inliers to the same structure).

Most of the multi-structure guided sampling algorithms take the following approach: sample the first element from a uniform distribution and sample the other elements from a conditional probability mass function (CPMF), which is usually derived from the PCM Chin et al. (2012); Wong et al. (2013). In the proposed Kernel Density Guided Sampling (KDG) algorithm, we adopt a similar strategy except that we sample first element of MSS deterministically and the remaining from the CPMF derived from point correlation matrix (PCM) and potential good hypotheses of the first sampled element. The complete KDG algorithm is illustrated in (Algo. 1), which we describe below in detail.

Algorithm 1: KRD Guided Sampling (KDG)

1. Input: X, \( \eta \), Output: H, R, D
2. Initialization: \( C \leftarrow 1 \times n \), \( S \leftarrow 1 \times n \), \( H = R = D = \emptyset \)
3. \( \nu \leftarrow \{1..n\} \), \( \tau_{\text{prev}} = \tau_{\text{curr}} = 0 \)
4. while \( \nu \neq \emptyset \) do
   5. \( [H, R, D] \leftarrow \text{generateHyp}(C, \nu, \eta, S) \)
   6. \( H \leftarrow [H \cup \hat{H}], R \leftarrow [R \cup \hat{R}], D \leftarrow [D \cup \hat{D}] \)
   7. for \( i \leftarrow 1 \text{ to } m \) (no. of hypotheses in H) do
      8. \( d_i^j = d_i^j / \sum_{j=1}^n d_i^j \), \( \forall j \in \{1,...,n\} \)
      9. \( \pi_i = \text{mean}(d_i^j \times w^j) - \text{mean}(d_i^{\text{res} \times \beta^j}) \)
      10. \( d_i^j = d_i^j \times \pi_i, \forall j \in \{1, n\} \)
   11. end
   12. \( V \leftarrow \text{KRDPointPreferences}(D) \)
   13. for \( j \leftarrow 1 \text{ to } n \) do
      14. \( \theta_i = \{i, \text{ s.t. } r_i^j \leq \rho_i^d \}, \forall i \in \{1,..,m\} \)
      15. \( i_{\text{den}} = \arg \max_i \in \theta_i d_i^j \)
      16. \( i_{\text{res}} = \arg \min_i \in \theta_i \left( \sum_{j=1}^n d_i^j / \beta \right) \)
      17. \( \tau_{\text{curr}} = \max(d_{i_{\text{den}}}^j, \sum_{j=1}^n d_{i_{\text{res}}}^j), \forall j \in \{1,..,n\} \)
      18. \( s^j = \sum_{i=1}^{d_{i_{\text{den}}}^j} \tau_{i_{\text{den}}}^j, \sum_{i=1}^{d_{i_{\text{res}}}^j} \tau_{i_{\text{res}}}^j, \forall j \in \{1,..,n\} \)
      19. \( \tau_{\text{curr}} = \sum_{i=1}^{d_{i_{\text{den}}}^j} i_{\text{den}}^j / |\theta_i| \)
   20. end
   21. \( \nu \leftarrow \{j \mid (\tau_{\text{curr}} - \tau_{\text{prev}}) \geq \alpha \tau_{\text{curr}} \} \), \( \forall j \in \{1..n\} \)
   22. \( C \leftarrow \text{updatePointCorrelation}(C, \nu) \)
   23. \( \tau_{\text{prev}} = \tau_{\text{curr}} \)
24. end
25. \( \Theta \leftarrow \bigcup_{j=1}^n v_j^1 \)
26. \( H \leftarrow H(\Theta), R \leftarrow R(\Theta), D \leftarrow D(\Theta) \)

Fig. 3: Residual vs. KRD based point correlation: breadcubechips example of AdelaideRMF Wong et al. (2011) dataset (a) Residual based and (b) Density based point correlation (PC) matrix. For better visualization the rows and columns in (a) and (b) are ordered by structure membership. For each of the three structures bread, cube and chips, plots in (c), (d) and (e) show percentage of uncorrelated outliers varying with iterations of (Algo. 1) respectively.
8.1 Complete flow of KDGS

We first outline the complete flow of KDGS and then describe each component in detail. KDGS maintain an index set \( \nu \) that contains indices of data point for which hypotheses is yet to be generated. KDGS starts with initializing the set \( \nu = [1, \ldots, n] \) (Algo. 1, line 3), the PCM \( C \) and sampling weight matrix from potential good hypotheses \( S \) (described later) of size \( n \times n \) with all elements equals to one (Algo. 1, line 2). The initial \( C \) matrix represent that every point pair is equally correlated. We use routine \( \text{generateHyps} \) (Algo. 2), with inputs \( C, S, \nu \) and \( \eta \) to generate hypotheses. For each data point \( j \in \nu \), the routine \( \text{generateHyps} \) generate a hypothesis by sampling \( \eta \) points using conditional PMF derived from \( e^j \) and \( s^j \). The important steps in Algo. 2 are in lines 4,6-8, where for each \( j^{th} \) data point \( j \in \nu \), we deterministically select the data point itself to be the first element of the MSS (\( M \)) (Algo. 2, line 4) and the remaining \( \eta - 1 \) elements of \( M \) without replacement (enforced by Algo. 2, line 7) using the conditional PMF derived from \( e^j \) and \( s^j \) (Algo. 2, line 6) obtained from KRD point correlation and potential good hypotheses (Algo. 1, line 18). Using the data points with indices in the set \( M \), we generate a model hypothesis \( h \) using the function \( \text{fitModel} \) (Algo. 2, line 11), which is deterministic function and is known a priori for different model fitting tasks (plane, homography, vanishing point, etc.). We collect the \( |\nu| \) hypotheses in \( H \) (Algo. 2, line 12) and compute the corresponding residual matrix \( R \) (Algo. 2, line 14) and residual density matrix \( D \) (Algo. 2, line 15).

We combine the outputs of the routine \( \text{generateHyps} \), the generated hypotheses matrix \( H \) and the corresponding residual (\( R \)) and kernel density matrix \( D \) in the current iteration with our previous set (Algo. 1, line 6). With a slight abuse of notation we use set union even with the matrices, only to emphasize uniqueness of rows after the update. The density profiles of newly generated hypotheses are then normalized and scaled (Algo. 1, line 8-10). The updated density matrix is used to recompute the rows of point preference matrix \( V \) (Algo. 1, line 12) as described in (Sec. 7.1). For each \( j^{th} \) data point KDGS maintain an \emph{explanation score} \( \tau^j \), which is the mean of its kernel densities w.r.t. all the potential good hypotheses in \( \theta^j \) (Algo. 1, line 14). The \emph{explanation score} of all data points in the current iteration \( \tau_{\text{curr}} \) is compared with the previous iteration \( \tau_{\text{prev}} \), if it stop changing significantly we exclude those data points from the set \( \nu \). For the remaining points in the set \( \nu \) we update the corresponding pairwise correlation values in the point correlation matrix \( C \). The updated correlation matrix and sampling weight \( s^j \), \( \forall j \in \{1..n\} \) computed using density and residual based best potential good hypotheses (Algo. 1, line 14-18), is further passed to \( \text{generateHyps} \) routine. The whole process repeat until the set \( \nu \) is empty. Finally, we retain the unique set of hypotheses which are in the top-1 preference of all points and the corresponding residual and density matrices (Algo. 1, lines 25-26).

### Algorithm 2: \( \text{generateHyps} \)

```
1 Input: C, \nu, \eta, S Output: H, R, D
2 foreach j \in \nu do
3 M \leftarrow \sigma
4 M \leftarrow \{M \cup j\}
5 for k \leftarrow 2 to \eta do
6 c \leftarrow \mathbf{e}^j \times s^j
7 \tau(M) \leftarrow 0
8 \tau \leftarrow \tau_D(c)
9 M \leftarrow \{M \cup \text{getSample}(\tau)\}
10 end
11 h \leftarrow \text{fitModel}(M)
12 H \leftarrow \{h \cup H\}
13 end
14 R \leftarrow \text{computeResiduals}(H)
15 D \leftarrow \text{computeKernelResidualDensity}(R)
```

### Scale density profiles.
To make density profiles of all hypotheses in \( H \) comparable we normalize them sum to 1 (Algo. 1, line 8). We further scale them with the disparity in the mean kernel density of top-\( \beta \) and bottom-\( \beta \) KRD based hypothesis preferences (Algo. 1, line 9-10). Similar to KRD based point preferences in (Sec. 7.1), we can find KRD based preferences of \( j^{th} \) hypothesis in vector \( w_i = [w_i^1, w_i^2, \ldots, w_i^n] \) such that \( d_i \geq d_i^j \geq \ldots \geq d_i^n \).

### Potential good hypotheses of a data point.
We define a hypothesis is potentially good for a data point (equivalently, it can describe the underlying structure to which the data point potentially be an inlier) if the point lies within \( \beta \) neighborhood in its residual space. Let the set of all potential good hypotheses of \( j^{th} \) data point is denoted by \( \theta^j \) (Algo. 1, line 14). We fix \( \beta = 2\eta \), it can be thought of the size of smallest genuine structure. For fitting tasks like line, plane, circle, and vanishing point, where \( \eta \) is too small (< 5), we set \( \beta \) to be at-least 15.

### Conditional PMF.
For each \( j^{th} \) data point we first compute its potential good hypotheses \( \theta^j \) (Algo. 1, line 14). Let \( i_{\text{iden}} \in \theta^j \) be the index of the hypothesis to which that \( j^{th} \) data point has the maximum kernel density (Algo. 1, line 14). Similarly, let \( i_{\text{res}} \in \theta^j \) be the index of hypothesis which has minimum mean residual of top-\( \beta \) data points in the residual space (Algo. 1, line 15). With \( i_{\text{iden}}, i_{\text{res}} \), we get the best potential good hypotheses that can best describe the \( j^{th} \) data point at that instant of the hypothesis generation process. Note: It may be possible that \( i_{\text{iden}} = i_{\text{res}} \), but it does not affect the further process. Since, \( i_{\text{iden}} \) is obtained using density and \( i_{\text{res}} \) using residual information, we derive conditional sampling weight using density profile and residual profile.
of \(i_{\text{den}}\) and \(i_{\text{res}}\) respectively and then combine them (Algo. 1, line 17-18). The conditional sampling weight using \(i_{\text{den}}\) is directly proportional to the density values (higher is the density value more likely it is an inlier). This choice is made based on the fact: if \(j^{th}\) data point is the potential inlier of \(i_{\text{den}}\) hypothesis, then the data points which has higher density values in the density profile of \(i_{\text{den}}\) hypothesis are most likely also the inliers to the same structure to which \(j^{th}\) data point belongs. Hence, if we sample the \(j^{th}\) data point in an MSS, then the remaining elements of MSS should be sampled using conditional sampling weights derived from a density profile of \(i_{\text{den}}\). Similarly, if \(j^{th}\) point is the potential inlier of \(i_{\text{res}}\) hypothesis, then the data points with smaller residuals are also most likely inliers of the same structure to which \(j^{th}\) data point belongs. The conditional sampling weights using \(i_{\text{den}}\) and \(i_{\text{res}}\) hypotheses are computed as \\
\[
\frac{d^j_{\text{den}}}{\sum_j d^j_{\text{den}}} \text{ and } \frac{r^j_{\text{res}}}{\sum_j r^j_{\text{res}}}, \forall j \in [1, ..., n] \text{ respectively. Which is then combined in Algo. 1, line 18) as below:}
\]
\[
s^j = \frac{d^j_{\text{den}}}{\sum_j d^j_{\text{den}}} \times \frac{r^j_{\text{res}}}{\sum_j r^j_{\text{res}}}, \forall j \in [1, ..., n]
\]

Recall, KDGS aims to generate hypotheses for each data point. Therefore, for \(j^{th}\) data point the conditional PMF for sampling points in MSS \((\mathcal{M})\) is computed using its pairwise
point correlation with all other data points in \( e^{j'} \) and conditional sampling weight \( s^{j'} \) as shown in Algo. 2, line 6. The \( e^{j} \) and the \( s^{j} \) are the corresponding columns of \( j^{th} \) data point in the matrix \( C \) and \( S \) respectively.

**When to stop generating hypotheses?**. KDGS maintains an index set \( \nu \) that contains indices of data point for which hypotheses are yet to be generated. KDGS starts with initializing the set \( \nu = [1, ..., n] \) (Algo. 1, line 3) and stops when \( \nu \) is empty. Next, we describe the process of updating the set \( \nu \). In order to identify the points in \( \nu \) that are well explained by the hypotheses in \( H \), we introduce an *explanation score* \( \tau \). For each \( j^{th} \) data point, the \( \tau_j \) is computed as the mean of its kernel densities w.r.t. all the hypotheses in its corresponding \( \theta^i \) (Algo. 1, line 19). If the explanation score does not change significantly (Algo. 1, line 21, we fixed \( \alpha = 0.1 \) for all our experiments), we assume the point is well explained and remove it from the set \( \nu \). Ideally, we expect the explanation score of each data point should be high and saturating when KDGS terminates. We analyze this behavior in the next section.

### 8.1.1 Termination Analysis of KDGS

We analyze the behaviour of explanation score \( \tau_{curr} \) and \( \nu \) with every iteration of while loop of Algo. 1, using two sequences each of motion segmentation (top 2 rows) and planar segmentation (bottom 2 rows) of AdelaideRMF dataset Wong et al. (2011) in Fig. 4.

We show cardinality of set \( \nu \) w.r.t. iterations of the while loop of Algo. 1 in Fig. 4 (column 2). It can be seen that the cardinality of \( \nu \) set decreases with every iteration of the while loop of Algo. 1 and reaches to zero. Simultaneously, we can see, \( \tau_{curr} \), data points of each structure (e.g. st1, st2, ...), also saturates at the same iteration when KDGS terminates. For better illustration, we plotted the mean of the explanation scores \( \bar{\tau}_{curr} \) of the data points belonging to the same structure w.r.t. the iterations of KDGS. Another important observation is, along with explanation scores \( (\tau_{curr}) \), the number of good hypotheses generated for each structure also tends to saturate when the algorithm approaches the termination.

While it is difficult to guarantee that termination of Algo. 1 with an upper bound on the number of generated hypotheses, the strong empirical evidence shown in Fig. 4 indicates the KDGS terminates few iterations and generates hypotheses for all structures. In Sec. 12, we compare KDGS with other competitive guided sampling algorithms.

### 9 KRD Based Inlier Noise Scale Estimation

In Tiwari and Anand (2018), an inlier fraction estimation algorithm *estimateFraction* is proposed. It takes residual density Tiwari and Anand (2018), a sorted residual vector, the size of the MSS, and output the fraction of inliers \( \hat{f} \). For each \( i^{th} \) hypothesis, we input its kernel Residual Density (from Sec. 7) \( d_i \), sorted residual vector \( p_i \) (from Sec. 6.1) and size of MSS \( \eta \) to the fraction estimation algorithm *estimateFraction* and record the estimated fraction in \( \hat{f}_i \). The *estimateFraction* algorithm estimate the fraction by finding an inlier/outliers boundary using density disparity, and dispersion of residuals. For details we refer reader to Tiwari and Anand (2018). From estimated fraction we can compute the number of estimated inliers \( (t_i) \) as \( t_i = \lfloor \hat{f}_i \cdot \eta \rfloor \). The inlier noise scale \( \hat{\sigma}_i \) is estimated using sorted residual vector \( p_i \) and the estimated number of inliers \( t_i \) as below in Eq. 6. The estimated fraction \( \hat{f}_i \) to estimate noise scale \( \hat{\sigma}_i \).

$$\hat{\sigma}_i = \sqrt{\frac{\sum_{t=1}^{t_i} (p_i^t - \text{mean}(p_i^{1:t_i}))^2}{t_i - 1}}$$  \hspace{4cm} (6)

*Note:* we estimate noise scale for each hypothesis independently, hence cover those cases where different structures may have different noise scale.

### 10 Greedy/Optimal Model Selection

In this section, we propose two variants of model selection: greedy and a quadratic program based optimal model selection. Before describing model selection algorithms, we first detail a few preliminaries.

**Preliminaries.** Using number of estimated inliers \( t_i \) from Sec. 9, we can obtain *estimated* inlier set of each hypothesis \( h_i \) as \( \mathcal{I}_i = \{q_1^i, q_2^i, ..., q_{t_i}^i\} \) from their respective hypothesis preference set \( q_i \) (Sec. 6.1). Due to the nature of the hypothesis generation process, there may be multiple model hypotheses that explain the same inlier structure. The goal of model selection is to retain the most representative model hypothesis and discard the redundant ones. To identify the best model, we need a measure to quantify the goodness of a model. Since the number of structures is not known a priori, therefore, we need to measure the redundancy between model hypotheses before discarding them. For the latter, we estimate the pairwise correlation between hypotheses by computing the Spearman-Footrule (SF) distance Wong et al. (2013); Fagin et al. (2003) between their corresponding inlier only preference lists.

### 10.1 Hypothesis Correlation using Spearman-Footrule

For each hypothesis pair \( h_1 \) and \( h_2 \), let their respective top-t inlier only preference list are denoted by \( q_1 = [q_1^1, q_1^2, ..., q_1^t] \) and \( q_2 = [q_2^1, q_2^2, ..., q_2^t] \), where, \( t = \min(t_1, t_2) \) (i.e. minimum of the number of estimated inliers). The Spearman-Footrule distance is computed using (7), where \( Y(q_1) \) denotes the data points with indexes in \( q_1 \) and \( j^{th} \) denotes the
position of the data point \((j)\) in the preference list \(q_i\). We use \(j + 1\) for \(j^k\) if \(j \notin Y(q_i)\). Variables for \(k_i\) are similarly defined.

\[
\mathcal{SF}(q_i, k_i) = \sum_{j \in Y(q_i) \cup Y(k_i)} |j^k_i - j^k_i| \quad (7)
\]

\[
z^k_i = 1 - \frac{1}{\ell \times (\ell + 1)} \mathcal{SF}(q_i, k_i) \quad (8)
\]

We compute pairwise hypothesis correlation between \(h_i\) and \(h_k\) is computed using (8) as \(z^k_i \in [0, 1]\). A perfect correlation of \(z^k_i = 1\) indicates that both \(h_i\) and \(h_k\) have identical inlier only preference lists, while \(z^k_i = 0\) indicates completely dissimilar. We construct a binary similarity matrix \(B\) by thresholding \(z^k_i \geq \delta\). We say a pair of hypotheses are similar, i.e. \(b^k_i = 1\), if \(z^k_i \geq \delta\), else dissimilar, i.e. \(b^k_i = 0\). We construct a binary similarity matrix \(B\) by thresholding \(z^k_i \geq \delta\).

10.2 Model Hypothesis Goodness Measure

For each model hypothesis \(h_i\), we measure it goodness \(g_i\), it is defined as the ratio of median density of estimated inliers and top-\(\beta\) closest outliers weighted by inverse estimated inlier noise scale \(\hat{\sigma}_i\). The goodness score \(g_i\) is computed as shown below in Eq. 9, where \(\gamma_i = [t_i + 1, \ldots, t_i + \beta]\) are the indices of top-\(\beta\) closest outliers in the residual space.

\[
g_i = \frac{\text{median}(d^{1:t_i})}{\text{median}(d^{i_{\beta}})} \times \frac{1}{\hat{\sigma}_i} \quad (9)
\]

We use goodness scores \(g = [g_1, \ldots, g_m]\) of all the model hypothesis in our model selection algorithms, which is explained in the next sections.

10.3 Greedy Model Selection (GMS)

The complete greedy model selection (GMS) algorithm is explained in Alg. 3. It starts with initializing the index set \(\ell = \{1, \ldots, m\}\), which, contains the indices of all generated hypotheses in \(H\). The Alg. 3 takes model goodness scores \(g = [g_1, g_2, \ldots, g_m]\) and binary similarity matrix \(B\) (Sec. 10.1) and output the indices of final selected models in \(\vartheta\). The algorithm begins with selecting the hypothesis with maximum goodness score (Alg. 3, line 4) (say the hypothesis with index \(k\) (i.e. \(h_k\)) has the maximum goodness score). Next, it identifies the hypotheses similar to \(k^{th}\) hypothesis in the set \(\vartheta\) and remove them from the set \(\ell\). The removed hypotheses are high likely the representative hypotheses the structure already explained by \(k^{th}\) hypothesis. The process is repeated until the set \(\ell\) is empty. The final set of fitted models are in \(\vartheta\) (Alg. 3, line 6).

| Algorithm 3: Greedy Model Selection (GMS) |
|---|
| 1 Input: \(g, B\). Output: \(\vartheta\) |
| 2 Initialization: \(\vartheta \leftarrow \emptyset, \ell \leftarrow \{1, \ldots, m\}\) |
| 3 while \(\ell \neq \emptyset\) do |
| 4 \(k \leftarrow \arg \max_i g_i, \quad \forall i \in \ell\) |
| 5 \(\vartheta \leftarrow \{i | b^k_i = 1\}, \quad \forall i \in \ell\) |
| 6 \(\vartheta \leftarrow \vartheta \cup \kappa\) |
| 7 \(\ell \leftarrow \ell \setminus \vartheta\) |
| 8 end |

10.4 Global Optimal Model Selection

In this section, we formulate the model selection as a standard quadratic program for global optimal model selection. The quadratic program formulation is given in Eq. 10, where, \(g = [g_1, g_2, \ldots, g_m]\) contains the model goodness score of all the hypotheses in \(H\), \(\lambda\) is the regularization constant and \(Q\) is the symmetric matrix derived from symmetric hypothesis correlation matrix \(Z\) (Sec. 10.1), diagonal penalty matrix \(P\) (Sec. 10.4.1) and \(g\). The solution of the quadratic program is a \(m\) dimensional vector \(y \in [0, 1]^{m \times 1}\), which is the number of hypotheses in \(H\). We use trust region reflective algorithm Conn et al. (2000); Coleman and Li (1996) to solve the quadratic program in Eq. 10. The trust region is defined by the linear bounds \(0 \leq y_i \leq 1, \quad \forall i \in \{1, \ldots, m\}\). We use quadprog solver of Matlab\(^1\) to apply trust region reflective algorithm. The initial point \(y_0\) for the optimization is set to \(y_0 = 0.5^{m \times 1}\), which is a \(m\) length vector with all entries equal to 0.5. The final set of fitted models \(\vartheta\) are obtained as \(\vartheta = \{i | y_i \geq \pi\}\), where, \(\pi\) is the threshold we use to hard select the final set of hypotheses. We set \(\pi = 1e-3\) for all our experiments.

\[
\max_y \quad g^T y - \lambda y^T Q y \quad (10)
\]

s.t. \(y \in [0, 1]^{m \times 1}\)

We next describe the process of constructing the diagonal penalty matrix \(P\).

10.4.1 Diagonal Penalty Matrix

The steps for constructing a diagonal penalty matrix is explained in Alg. 4. We adopt a tree traversal based construction of diagonal penalty matrix similar to proposed Yu et al. (2011). We first iteratively construct trees by connecting edges between nodes. The node corresponds to the hypothesis and the directed edge between hypotheses \(h_i\) to \(h_k\) indicates \(g_i \geq g_k\) and \(z^k_i > 0.5\). The complete process as follows: for each \(i^{th}\) hypothesis we select the maximum correlated hypothesis (other than itself) (Alg. 4, line 4).

---

\(^1\) https://in.mathworks.com/help/optim/ug/quadprog.html
If the maximum correlated hypothesis (say $k^{th}$ hypothesis) has high goodness score and they are 50% correlated (Algo. 4, line 5), we add an edge from $h_i$ to $h_k$ (Algo. 4, line 6), otherwise, we add an edge to itself (Algo. 4, line 7). We repeat this process for all the hypothesis in $H$. A snapshot of the output of Algo. 4, lines 4-7 is shown in Fig. 5. For each node (equivalently hypothesis $h_i$), we find its root node (Algo. 4, line 9). For example, refer Fig. 5, the root node of $h_1$, $h_3$, $h_8$, and $h_{15}$ are $h_3$, $h_3$, $h_0$, and $h_0$ respectively. Let the root node of $h_i$ is indexed by $i_r$ (Algo. 4, line 10). For each $i^{th}$ hypothesis, if $i \neq i_r$, we compute the respective diagonal entry in the diagonal penalty matrix $P$, i.e., $p_i^r = \max( g ) \times ( z_i^r g_i )$ (Algo. 4, line 13). The diagonal matrix is then added to the scaled hypothesis correlation matrix $Z$ as shown below in Eq. 11 to enforce model diversity.

$$ Q = \max(g) \times Z + P $$ (11)

**Algorithm 4: Diagonal Penalty Matrix**

| Step |
|------|
| 1 | Input: H, Z, g. Output: P |
| 2 | Initialization: $P \leftarrow 0_{n \times n}$ |
| 3 | for $i \leftarrow 1 \text{ to } m$ do |
| 4 | \hspace{1em} $k \leftarrow \arg\max_i z_i^r$ |
| 5 | \hspace{1em} if $k \neq i$, and $g_k \geq g_i$ with $z_i^r \geq 0.5$ |
| 6 | \hspace{1em} then add an edge from $h_i$ to $h_k$ ( $h_i \rightarrow h_k$ ) |
| 7 | \hspace{1em} else add an edge to itself from $h_i$ to $h_i$ ( $h_i \rightarrow h_i$ ) |
| end |
| 9 | for each node ($h_i$), perform tree traversal and find its |
| root node $h_i$, indexed by $i_r$. |
| 10 | for $i \leftarrow 1 \text{ to } m$ do |
| 11 | \hspace{1em} if $i \neq i_r$, then |
| 12 | \hspace{1em} \hspace{1em} $p_i^r = \max(g) \times ( z_i^r g_i )$ |
| 13 | \hspace{1em} end |
| 14 | end |
| 15 | end |

### 11 Point-to-Model Assignment

After model selection either *greedy* (GMS) or *optimal* (QMS), we get indices of our final set of selected model hypotheses in $\vartheta$ and their associated inlier sets $I_i, i \in \vartheta$. At this stage, some of the data points may be members of multiple sets $I_i$ and $I_j$ for $i, j \in \vartheta$. This is acceptable for soft partitioning, however, we reassign the points based on the kernel density to achieve hard partitioning of data points. That is, a point (say $x^i$) can be associated to only one inlier set (say $I_k$), provided $d_k^i \geq d_j^i \ \forall i \in \{ \vartheta \setminus k \}$. We refine the inlier sets following above kernel density based point-to-model assignment strategy.

### 12 Experimental Analysis

In this section, we evaluate our proposed DGSAC pipeline. We first present an experimental evaluation of our KRD Guided Sampling (KDGS). Next, we evaluate the full DGSAC pipeline. We present the evaluation of two variants of our full pipeline. One with guided sampling (KDGS) with greedy model selection (dubbed as DGSAC-G), other is a guided sampling (KDGS) with optimal (QMS) model selection (dubbed as DGSAC-O). We evaluate full DGSAC pipeline on wide variety of applications: planar segmentation, motion segmentation, vanishing point estimation/plane classification, plane fitting to 3D point cloud, line and circle fitting.

**Datasets**: The datasets we use in this paper for the respective applications are as follows:

- **Planar and Motion Segmentation**: We use standard AdelaideMRF Wong et al. (2011) dataset. It consists of 19 each sequence for planar and motion segmentation. The dataset provides labeled SIFT point correspondences in two-view and the ground-truth labeling for each point correspondence. We use ground-truth only for the evaluation purpose.

- **Vanishing Point Estimation**: We use the York urban line segment Denis et al. (2008) and the Toulouse Vanishing Points Angladon et al. (2015) data sets. The York Urban and Toulouse Vanishing Point data sets comprise 102 and 110 images of indoor and outdoor urban scenes.

- **Plane Fitting to 3D Point Cloud**: We use two real examples CastelVechio and PozzoVeggiani of SAMANTHA Farenzena et al. (2009) data set. Since the ground truth labeling of data points is not available. We show qualitative results for this application.

- **Line and Circle Fitting**: We use Star5 and Circle5 dataset from Toldo and Fusiello (2008). These examples are synthetically generated with Gaussian noise $\sigma = 0.0075$ and 50% outliers.
Table 1: Qualitative Evaluation of KDGS. #H is the total number of hypotheses generated by each method, #HM(%) is the percentage of good hypotheses satisfying the all inlier MSS criteria, #HI(%) percentage of good hypotheses having at least 80% overlap of their estimated inliers with the true inliers, $n$ is the number of point correspondences, O(%) is the outlier percentage. The $T = [T_1, T_2, ..., T_k]$ vector shows the number of true inliers of all $k$ genuine structures. $\text{tim}(s)$ shows the total time taken in seconds. Image shows two-view visual ground-truth inliers with color coded structural membership. Outliers are in red. Best result is in **bold** and second best is *underlined*.

| Planar Segmentation | Motion Segmentation |
|---------------------|---------------------|
| **Data**            | **Data**            |
| **barsmith, $n = 235$, O = 69.8%** | **biscuitbookbox, $n = 258$, O = 37.2%** |
| #H & 620 & 218 & 55 & 34 |
| #HM & 9.8 & 16.7 & 15.9 & 86.6 |
| #HI & 3.27 & 3.27 & 3.27 & 3.27 |
| $T$ & [50, 21] |
| **elderhalla, $n = 214$, O = 60.8%** | **boardgame, $n = 266$, O = 42.5%** |
| #H & 463 & 231 & 56 & 64 |
| #HM & 18.3 & 26.8 & 44.8 & 96.1 |
| #HI & 6.0 & 7.6 & 8.4 & 84.6 |
| $T$ & [38, 46] |
| **johnsona, $n = 353$, O = 21.2%** | **biscuitbookbox, $n = 258$, O = 37.2%** |
| #H & 956 & 331 & 68 & 140 |
| #HM & 34.3 & 47.4 & 70.2 & 84.8 |
| #HI & 11.6 & 11.0 & 11.0 & 11.0 |
| $T$ & [76, 91, 61, 50] |
| **ladysona, $n = 227$, O = 33.5%** | **biscuitbookbox, $n = 258$, O = 35.5%** |
| #H & 579 & 215 & 59 & 37 |
| #HM & 38.3 & 46.1 & 58.4 & 90.8 |
| #HI & 3.43 & 3.43 & 3.43 & 3.43 |
| $T$ & [102, 49] |
| **naperb, $n = 237$, O = 37.1%** | **biscuitbookbox, $n = 230$, O = 35.2%** |
| #H & 346 & 220 & 56 & 66 |
| #HM & 23.6 & 30.3 & 42.7 & 56.3 |
| #HI & 2.65 & 2.65 & 2.65 & 2.65 |
| $T$ & [46, 33, 70] |
| **oldsclassicswing, $n = 363$, O = 32.2%** | **biscuitbookbox, $n = 230$, O = 35.2%** |
| #H & 939 & 343 & 66 & 32 |
| #HM & 48.8 & 55.2 & 74.8 & 95.7 |
| #HI & 11.30 & 11.30 & 11.30 & 11.30 |
| $T$ & [181, 65] |
| **physics, $n = 103$, O = 46.6%** | **biscuitbookbox, $n = 278$, O = 37.4%** |
| #H & 141 & 95 & 47 & 10 |
| #HM & 38.5 & 39.1 & 53.6 & 99.3 |
| #HI & 1.01 & 1.01 & 1.01 & 1.01 |
| $T$ & [55] |

12.1 Experimental Analysis of KDGS

We compare our guided sampling algorithm with other state-of-the-art methods like DHF Wong et al. (2013), Multi-GS.
Chin et al. (2012), ITKSF Wong et al. (2013) for which the authors released the implementations. The competing methods DHF, ITKSF, and Multi-GS, works in a time budget framework and require a user-specified inlier threshold. In contrast, our method (KDGS) is a non-time budget, self-terminating, and does not require an inlier-outlier threshold. Since KDGS is an automated guided sampling method, for a fair comparison, we first run KDGS and record the time taken for each data sequence. We run all three competing methods for the same time budget and evaluate KDGS using AdelaideRMF Wong et al. (2011) dataset for planar and motion segmentation. Metrics. The competing methods have defined a good model hypothesis as a hypothesis fitted on an all inlier MSS. However, it may be possible that a hypothesis fit on an all inlier MSS results in a bad hypothesis due to the inherent noise scale Tennakoon et al. (2015). Therefore, in addition to the all inlier MSS criteria, we define another strong criterion for defining a good model hypothesis: a hypothesis is a called a good hypothesis if its estimated inliers have at least 80% overlap with the true-inliers.

Results. We report quantitative results in Tab. 1. We tabulate the total number of hypotheses generated by the respective methods (#H), the percentage of good hypotheses based on all inliers MSS (#HM(%)), and the percentage of hypothesis satisfying the 80% overlapping criteria (#HI(%)). The total time taken time (in seconds) by the KDGS algorithm is reported. While we have also reported the running time, it may not be a strictly fair comparison as some parts of the competing methods are implemented in C programming language. DGSAC is fully implemented in Matlab; therefore, further improvement in running time is possible with an optimized implementation.

Analysis. On the one hand, most of the guided sampling algorithms use 10 seconds as a reasonable time budget for running the guided sampling algorithm. On the other hand, the proposed KDGS self-terminates after generating hypotheses explaining all the data points. From the results in Tab. 1 it can be seen that compared to other competing methods, KDGS can generate a high percentage of good hypothesis and self-terminate within a time which is an order of magnitude smaller (in most of the cases) than the usual time budget (i.e. 10s). In some cases, johnsona, and oldclassicswing, the time taken by KDGS is slightly more than 10s, while generating a high percentage of good quality hypotheses. Any time budget used by the sampling methods is merely a guess, and there exist no time budget constraints that ensure at least one good hypothesis generation for all genuine structures. While KDGS uses an explanation score to stop the sampling process, which is a data-driven approach than any time budget guess. Consider breadtoy example, where, #HM is smaller than #HI, which indicates that not all hypothesis fitted on all inlier MSS are good. It happens due to the inherent large noise scale within the true structure, which leads to a bad hypothesis capable of describing less than 80% of true inliers.

DHF vs KDGS. The closest method to our KDGS is the DHF. DHF also follows a per point iterative guided sampling approach. We show using the multiple-circle fitting example on Circle5 dataset to show the quality of hypotheses generated by both KDGS and DHF w.r.t. the sampling iterations. The qualitative analysis is shown in Tab. 2. It is evident, KDGS quickly starts sampling within true structures, hence, generating meaningful good hypotheses.

Outlier rate(%) vs. % of good hypotheses. We analyze the effect of the outlier rate (%) on the performance of DHF, ITKSF, Multi-GS, and KDGS. We have plotted the #HM and #HI metrics against the outlier rate(%) in Fig. 6. We can observe a drop in the performance i.e. percentage of good hypotheses generated by DHF, ITKSF, and Multi-GS with the increase in the outlier rate(%). In contrast, KDGS performance does not affect by the outlier rate. A similar decrease in the number of good hypotheses generated by DHF, ITKSF, and Multi-GS is observed in Wong et al. (2013).

12.2 Evaluation of full DGSAC Pipeline

In this section, we evaluate two variants of our DGSAC pipeline: DGSAC-G (KDGS with Greedy Model Selection) DGSAC-O (KDGS with Optimal Quadratic Program based Model Selection).

Competing Methods. We compare our full DGSAC pipeline on variety of tasks with state-of-the-art multi-model fitting methods for which the source code is publicly released by the respective authors, like J-Linkage (Jlink) Toldo and Fusiello (2008), T-Linkage (Tlink) Magri and Fusiello (2014), RPA...
Table 2: Comparison of KDGS with DHF. Both DHF and KDGS focus on generating hypothesis for each data point, the plotted hypotheses (in red) are of the inliers of five genuine structures (s1,...,s5) shown in column 1. \( n \) is the total number of data points, \( O\% \) is the ground-truth (GT) percentage of gross outliers. Ground-truth structure is shown in column 1 (in magenta) and outliers are in green. For better illustration we have plotted hypotheses of each of the five structures separately in the five different rows.

![Hypothesis plots](image)

| GT, \( n=500 \) | DHF | KDGS |
|---|---|---|
| O\%=43.2 | | |
| iter=1 | iter=25 | iter=50 | iter=75 | iter=100 | iter=120 |
| | | | | | |
| iter=1 | iter=2 | iter=3 | iter=4 | iter=5 | iter=6 |
| | | | | | |

Table 3: Required user inputs (\( \epsilon \) = inlier/outlier threshold, \( \kappa \) = no. of structures): (✓ = Required, × = Not Required) . In addition to \( \epsilon \), Prog-X require more user-defined thresholds, details are in Barath and Matas (2019).

| RPA | Tlink | RCM | DPA | Cov | QP-MF | NMU | Prog-X | DGSAC-G/O |
|---|---|---|---|---|---|---|---|---|
| ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| ✓ | ✓ | × | × | ✓ | × | × | × | × |

Table: Required user inputs (\( \epsilon \) = inlier/outlier threshold, \( \kappa \) = no. of structures): (✓ = Required, × = Not Required). In addition to \( \epsilon \), Prog-X require more user-defined thresholds, details are in Barath and Matas (2019).

Magri and Fusiello (2015a), DPA Tiwari et al. (2016), RCM Pham et al. (2014), RansaCov (Cov) Magri and Fusiello (2016), NMU Tepper and Sapiro (2016b), QP-MF Yu et al. (2011), Prog-X Barath and Matas (2019), L1-NMF Tepper and Sapiro (2016a). We follow the guidelines mentioned by the authors in their papers and provide the necessary parameters like user specified inlier threshold, number of models, or both. Our DGSAC-G/O is the only method that does not require an inlier threshold or the number of models. A comparison of competing methods based on the dependency on user inputs is shown in Tab. 3, these user inputs are mostly computed from the ground truth.

Metrics. We use Classification Accuracy (CA) as an evaluation metric, i.e., the percentage of data points correctly assigned to their respective true structures or gross outliers category. All results are averaged over 10 runs. While we have also reported the running time, it is not a strictly fair comparison as the programming language varies across the competing approaches. DGSAC is implemented in Matlab therefore further improvement in running time is possible with an optimized implementation.

12.2.1 Motion and Planar Segmentation

We use AdelaideRMF Wong et al. (2011) to evaluate DGSAC-G/O on motion and planar segmentation tasks. The quantitative results are reported in Tab. 4. NMU achieves the highest accuracy for both motion and planar segmentation task, but it takes highest running time and requires user-specified inlier threshold. Our DGSAC-G achieves the next best accuracy, lagging by a margin of < 1%, and DGSAC-O gives competitive results without any user input (inlier threshold and the number of structures) at all. Moreover, in terms of average time to run, DGSAC-G and DGSAC-O are respectively nearly 68× and 75× faster than the NMU in motion segmentation, and nearly 21× faster in planar segmentation, with the median run times being even better. We also compare with recently proposed optimization-based
method Prog-X and another global optimal quadratic program based method QP-MF [Yu et al. (2011)]. The Prog-X require inlier-threshold along with other user inputs (refer Barath and Matas (2019)), while QP-MF require both user specified inlier threshold and number of models as inputs. Our optimal DGSAC-O outperforms both Prog-X and QP-MF with a significant margin, without any dependency on the user-specified inputs. We report some sample qualitative results of both motion and planar segmentation tasks in Fig. 7 where point membership is color-coded.

Table 4: Quantitative Analysis on Motion Segmentation. Classification Accuracy (CA) in (%), Total time taken including both KDGS and model selection in seconds, O(%)= Outliers Percentage, κ = number of true structures, μ=mean, med=median. * is the DGSAC version proposed in Tiwari and Anand (2018).

| Method | Tlink | RCM | RPA | DPA | Cov | NMU | QP-MF | DGSAC+ | DGSAC-G | DGSAC-O |
|--------|-------|-----|-----|-----|-----|-----|-------|--------|---------|---------|
| n | 319 | 57.2 | 47.5 | 352 | 233 | 378 | 305 | 278 | 164 | 295 |
| μ(%) | 83.1 | 97.8 | 88.8 | 83.7 | 82.6 | 80.5 | 85.6 | 82.0 | 96.8 | 84.7 |
| κ | 80.2 | 95.1 | 78.6 | 77.6 | 70.6 | 70.7 | 81.7 | 82.6 | 12.8 | 11.7 |
| Time(s) | 73.1 | 86.5 | 97.7 | 84.4 | 97.7 | 231 | 87.9 | 20.2 | 95.6 | 95.5 |

Table 5: Quantitative Analysis on Planar Segmentation. Notations are same as in table 4.

| Method | Tlink | RCM | RPA | DPA | Cov | NMU | QP-MF | DGSAC+ | DGSAC-G | DGSAC-O |
|--------|-------|-----|-----|-----|-----|-----|-------|--------|---------|---------|
| n | 235 | 948 | 193 | 214 | 245 | 315 | 362 | 224 | 212 | 292 |
| μ(%) | 57.9 | 60.4 | 64.3 | 69.5 | 57.8 | 57.6 | 71.6 | 70.7 | 77.7 | 82.5 |
| κ | 81.3 | 67.7 | 53.0 | 57.3 | 73.8 | 68.5 | 84.3 | 71.9 | 79.4 | 71.9 |
| Time(s) | 98.6 | 90.2 | 61.0 | 72.2 | 95.4 | 86.6 | 98.6 | 97.7 | 93.9 | 97.4 |

Table 6: Qualitative Evaluation on VP Estimation. Notations are same as in table 4.

| Dataset | York | Toulouse | CA(%) | Time(s) |
|---------|------|----------|-------|---------|
| RPA | 95.4 | 97.9 | 04.4 | 02.4 |
| Cov | 95.6 | 97.4 | 01.24 | 00.26 |
| L1-NMF | 94.1 | 96.7 | 00.01 | 00.31 |
| DGSAC-G | 96.3 | 98.0 | 01.29 | 01.25 |
| DGSAC-O | 95.8 | 97.9 | 01.30 | 01.26 |

12.2.2 Vanishing Point Estimation and Line Classification

We use the York urban line segment Denis et al. (2008) and the Toulouse Vanishing Points Angladon et al. (2015) dataset to evaluate DGSAC-G/O. We compare with the RANSAC
like state-of-the-art vanishing point estimation methods. The quantative results are reported in Tab. 6. DGSAC-G/O outperforms in both the data sets. Sample qualitative results are reported in Fig. 8, where point membership is color-coded, i.e., lines with the same color belong to the same vanishing point direction.

12.2.3 Plane Fitting to 3D Point Cloud

We use two real examples CastelVechio and PozzoVeggiani from SAMANTHA Farenzena et al. (2009) dataset to evaluate DGSAC-G/O. The ground-truth labeling is not provided with the data set. Therefore, we report qualitative results in Fig. 9, where point membership is color-coded. Only, J-Linkage and DGSAC-G/O can recover planes correctly.

12.2.4 Line Fitting

We use Star5 dataset from Toldo and Fusiello (2008). The qualitative and quantitative results are reported in Fig. 10. While all the competing methods can recover all the five-line structures. Our DGSAC-G and DGSAC-O can classify 96% of the total data points to their respective classes i.e. their true structures or gross outliers. Both DGSAC-G and DGSAC-O output the same set of final hypotheses using greedy model selection and optimal model selection algorithm, hence the same CA(%).

12.2.5 Circle Fitting

We use Circle5 dataset Toldo and Fusiello (2008). The qualitative and quantitative results are reported in Fig. 11. It can be seen, only DGSAC-G and DGSAC-O are able to recover all the five circles. The next best performing method
is RansaCov, which is able to recover 4 out of 5 structures. J-Linkage leads to over-segmentation of structures, while T-Linkage is able to recover only 2 structures.

13 Discussion and Conclusion

Inlier noise scale and the ground-truth number of genuine structures present in the data are the two critical parameters of the multi-model fitting process. Most multi-model fitting methods require either or both of the above two parameters to be provided by the user, which introduce user dependency and limit the applicability where automatic execution is required. The best performing method NMU Tepper and Sapiro (2016b) is also susceptible to the user-provided inlier threshold (as presented in the original paper). In this work, we propose a data-driven unified pipeline for automatic robust multiple structure recovery. The proposed DGSAC utilizes kernel residual density to differentiate inliers and outliers. The KRD is applied to all components of the DGSAC pipeline. Using the KRD based guided sampling, DGSAC generates more relevant hypotheses and performs greedy or optimal model selection by employing kernel density-based model hypotheses goodness measure. We believe that DGSAC plays a crucial role in the application that requires the automatic extraction of multiple structures. We plan further to
Fig. 9: **Multiple Plane Fitting to 3D Point Cloud.** Dataset: *CastelVecchio* and *PozzoVeggiani* examples from SAMANTHA dataset Farenzena et al. (2009). Point membership is color coded.

Fig. 10: **Multiple Line Fitting.** Dataset: *Star5 Toldo and Fusiello* (2008). Point membership is color coded. Gross outliers are in red.

Fig. 11: **Multiple Circle Fitting.** Dataset: *Circle5 Toldo and Fusiello* (2008). Point membership is color coded. Gross outliers are in red.

improve the running time by parallel and optimized implementation.
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