YET ANOTHER PROOF THAT THE ROOTS OF A POLYNOMIAL DEPEND CONTINUOUSLY ON THE COEFFICIENTS

DAVID A. ROSS

Abstract. The roots of a complex polynomial depend continuously on the coefficients; that is, an infinitesimal perturbation of the coefficients results in an infinitesimal perturbation of the roots. A short, straightforward proof of this is possible using infinitesimals.

The coefficients of a polynomial with complex coefficients depend continuously on its roots; that is an immediate consequence of the elementary Viéte Formulas, known in some form as long ago as the 16th century.

The inverse, that the roots depend continuously on the coefficients, remains true, but is surprisingly tricky to prove—even to formulate correctly!—since, for example, a slight perturbation of the coefficients can cause roots to coalesce. Most of the proofs in the standard literature employ relatively heavy machinery (see, for example, [1, 3, 5, 6, 9, 11, 12]).

Recently the author, in collaboration with Mel Nathanson, produced an entirely elementary proof [8] of this result. While that paper uses nothing beyond high school algebra, the current author’s contribution was motivated by an argument using infinitesimals in the sense of Abraham Robinson’s nonstandard analysis [10]. This paper is an exposition of the infinitesimal approach. While the proof here carries less information than the standard proof, the lack of necessity for careful estimates make the proof shorter and arguably more transparent. (See Section 4 for a further discussion.)

To make these arguments work requires just a few ideas from this nonstandard machinery: our use of infinitesimals is not much different from what Euler might have used three centuries ago. Readers unfamiliar with this machinery should read Appendix A now.
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1. Results

Let

\[ f(z) = a_0 + a_1 z + \cdots + a_n z^n \]
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be a polynomial with complex coefficients and \( a_n \neq 0 \). By the Fundamental Theorem of Algebra, \( f(z) \) fully factors as

\[
f(z) = a_n \prod_{1 \leq i \leq n} (z - r_i)
\]

where \( r_1, r_2, \ldots, r_n \) are the roots of \( f(z) \), possibly with duplication.

Of course it suffices that any complex polynomial \( f(z) \) has a single root in \( \mathbb{C} \); the full factorization is then an induction on degree. For that reason, the fact that the extension \( ^*\mathbb{C} \) is algebraically closed shows that nonstandard polynomials, with coefficients in \( ^*\mathbb{C} \), can likewise be fully factored.

In particular, suppose

\[
g(z) = b_0 + b_1 z + \cdots + b_n z^n = b_n \prod_{1 \leq i \leq n} (z - s_i)
\]

is a nonstandard polynomial, so each \( b_i \) is in \( ^*\mathbb{C} \). Say that \( g(z) \) is an infinitesimal deformation of \( f(z) \) provided \( a_i \approx b_i \) for each \( i \in \{0, 1, \ldots, n\} \). Say that \( g(z) \) is infinitesimally aligned with \( f(z) \) provided there are orderings \( r_1, r_2, \ldots, r_n \) (respectively, \( s_1, s_2, \ldots, s_n \)) of the (not necessarily distinct) roots of \( f(z) \) (respectively, \( g(z) \)), where \( s_i \approx r_i \) for \( i \in \{1, 2, \ldots, n\} \).

The main result of this paper is the following.

**Theorem 1.** Suppose

\[
g(z) = b_0 + b_1 z + \cdots + b_n z^n = b_n \prod_{1 \leq i \leq n} (z - s_i)
\]

is an infinitesimal deformation of

\[
f(z) = a_0 + a_1 z + \cdots + a_n z^n = a_n \prod_{1 \leq i \leq n} (z - r_i)
\]

(where \( a_n \neq 0 \)). Then \( g(z) \) is infinitesimally aligned with \( f(z) \).

2. TWO LEMMAS

Before proving Theorem 1 we need two lemmas.

**Lemma 1.** Suppose \( f(z) = \sum_{i=0}^{n} a_i z^i \), where \( a_n \neq 0 \), is a polynomial with coefficients in \( \mathbb{C} \), and \( g(z) = \sum_{i=0}^{n} b_i z^i \) is a polynomial with coefficients in \( ^*\mathbb{C} \). Consider the statements:

\[
(i) \quad g(z) \text{ is infinitesimally aligned with } f(z) \text{ and } b_n \approx a_n \\
(ii) \quad g(z) = f(z) \text{ for all } z \in \mathbb{C} \\
(iii) \quad g(z) \text{ is an infinitesimal deformation of } f(z)
\]

Then (i) \( \Rightarrow \) (ii) \( \Leftrightarrow \) (iii)

**Proof.** Assume (i) holds. For any (standard) \( z \in \mathbb{C} \):

\[
^*g(z) = \bigg( b_n \prod_{1 \leq i \leq n} (z - s_i) \bigg) = b_n \prod_{1 \leq i \leq n} (z - s_i) = a_n \prod_{1 \leq i \leq n} (z - r_i) = f(z)
\]

This proves (i) \( \Rightarrow \) (ii).
Now, suppose (ii) holds. Suppose first that we know that all the coefficients of \( g(z) \) are finite. For any standard (standard) \( z \in \mathbb{C} \),
\[
\sum_{i=0}^{n} b_i z^i = \left( \sum_{i=0}^{n} b_i z^i \right)^\circ = g(z) = f(z) = \sum_{i=0}^{n} a_i z^i
\]
and two polynomials agree on \( \mathbb{C} \) only if they have the same coefficients; that is, \( b_i \approx a_i \) for every \( i \), proving (ii) \( \Rightarrow \) (iii). It remains to show that if \( g(z) \) takes only finite values for standard \( z \), then it has finite coefficients. If not, then there is a coefficient \( j \leq n \) with \( |b_j| \) largest. But then for any (standard) \( z \in \mathbb{C} \),
\[
0 = \left( \frac{g(z)}{b_j} \right)^\circ = \left( \sum_{i=0}^{n} b_i z^i \right)^\circ = \sum_{i=0}^{n} \frac{b_i}{b_j} z^i
\]
so \( (b_j/b_j) \) must be 0 for all \( i \); but \( (b_j/b_j) = 1 \), a contradiction.

Finally, suppose that (iii) holds, and \( z \in \mathbb{C} \) is standard. Then
\[
\left( \sum_{i=0}^{n} b_i z^i \right)^\circ = \sum_{i=0}^{n} \circ b_i z^i = \sum_{i=0}^{n} a_i z^i = f(z)
\]
proving (iii) \( \Rightarrow \) (ii).

\[\Box\]

**Remarks.** (1) In the proof of (ii) \( \Rightarrow \) (iii), it is only required that \( g(z) \approx f(z) \) for infinitely many values (or even at least \( n \) different values) of \( z \). (2) The implication (i) \( \Rightarrow \) (iii) in this lemma is also a consequence of the Viète formulas, which give the coefficients of the polynomial as elementary symmetric functions of the roots. (3) The requirement that \( b_n \approx a_n \) in (i) is necessary to account for the fact that the roots of a polynomial only determine the coefficients up to a constant multiple.

The second lemma is the key to the full result.

**Lemma 2.** Suppose \( g(z) = \sum_{i=0}^{n} b_i z^i \) is an infinitesimal deformation of \( f(z) = \sum_{i=0}^{n} a_i z^i \), where \( a_n \neq 0 \). Then for every root \( s \) of \( g(z) \), \( r = \circ s \) is a root of \( f(z) \).

**Proof.** First, we note that \( s \) is not infinite; otherwise,
\[
0 = \frac{g(s)}{s^n} = b_n + \frac{b_{n-1}}{s} + \cdots + \frac{b_0}{s^n} \approx a_n + 0 + \cdots + 0 = a_n
\]
since each \( b_i \approx a_i \) is finite. But \( a_n \neq 0 \) by hypothesis, a contradiction.

Since \( s \) is finite, it has a standard part \( \circ s \), and
\[
f(\circ s) = \sum_{i=0}^{n} a_i (\circ s)^i = \sum_{i=0}^{n} \circ b_i (\circ s)^i = \left( \sum_{i=0}^{n} \circ b_i s^i \right)^\circ = 0
\]
So \( r = \circ s \) is a root of \( f(z) \).

[\Box]

3. **Proof that the roots depend continuously on the coefficients.**

We can now prove Theorem \( \Box \). The proof is by induction on \( n \). We are given that
\[
g(z) = b_0 + b_1 z + \cdots + b_n z^n = b_n \prod_{1 \leq i \leq n} (z - s_i)
\]
is an infinitesimal deformation of
\[
f(z) = a_0 + a_1 z + \cdots + a_n z^n = a_n \prod_{1 \leq i \leq n} (z - r_i)
\]
When $n = 1$ the only root of $f(z)$ is $r_1 = -a_0/a_1$, and the only root of $g(z)$ is $s_1 = -b_0/b_1$. Moreover, $c(-b_0/b_1) = -b_0/b_1 = -a_0/a_1$ by the usual rules of nonstandard arithmetic on $^\ast \mathbb{C}$. It follows that $s_1 \approx r_1$.

Now, suppose the result is true for polynomials of degree $n - 1$. Let $s$ be a root of $g(z)$. Since $g(z)$ is an infinitesimal deformation of $f(z)$, by Lemma 2 there is a root $r$ of $f(z)$ with $r \approx s$. Write $f(z) = (z - r)\hat{f}(z)$ and $g(z) = (z - s)\hat{g}(z)$, where $\hat{f}$ and $\hat{g}$ are polynomials of degree $n - 1$ over their respective fields. Then for any $z \in \mathbb{C}$:

$$
(1) \quad (z - r)(\hat{f}(z) - \hat{g}(z)) = f(z) - g(z) - \hat{g}(z)(s - r)
$$

When $z \neq r$, $\hat{g}(z) = g(z)/(z - s)$ is finite, so the right hand side of (1) is infinitesimal, so $\hat{f}(z) - \hat{g}(z) \approx 0$, or $\hat{f}(z) \approx \hat{g}(z)$. By Lemma 1 and the remarks following $\hat{g}(z)$ is an infinitesimal deformation of $\hat{f}(z)$.

By the induction hypothesis there are orderings $r_1, r_2, \ldots, r_{n-1}$ (respectively, $s_1, s_2, \ldots, s_{n-1}$) of the roots of $\hat{f}(z)$ (respectively, $\hat{g}(z)$) with $s_i \approx r_i$ for every $i \in \{1, 1, n - 1\}$. Put $r_n = r$ and $s_n = s$, then $s_i \approx r_i$ for every $i \in \{1, \ldots, n\}$, proving that $g(z)$ is infinitesimally aligned with $f(z)$.

The theorem is proved.

4. Remarks

Lemma 2 in this paper is the analogue of [8 Theorem 4], and plays a similar role in the later induction. The difference is subtle: in [8 Theorem 4], given a root of $f(z)$, we show that small perturbations $g(z)$ have nearby roots. Lemma 2 on the other hand, shows that given a root of a perturbation $g(z)$ of $f(z)$, there is a nearby root of $f(z)$. The lemma here gives a possibly more direct route to the full theorem, but the proof in [8] has an additional benefit: given a tolerance $\epsilon$, it gives a constructive bound $\delta = \delta(\epsilon)$ so that if the perturbation is kept smaller than $\delta$ then its roots are within the tolerance $\epsilon$ of the roots of $f$. I do not see any way to extract this bound from the proof in this paper.

Moreover, while the proofs in [8] apply to any algebraically closed field with an absolute value, the proofs here (especially that of Lemma 2) use the standard part map in an essential way; this requires the absolute value on the underlying field to be complete and Archimedean, so by Ostrowski’s Theorem we must be working on $^\ast \mathbb{C}$.

In the proof of Theorem 1 it was not necessary to give an explicit form for $\hat{f}(z)$ and $\hat{g}(z)$ (as we did in the corresponding section of [8]). Again, while this simplification is a byproduct of the infinitesimal approach, it loses information about the nature of the approximation that is present in the standard paper.

Finally, note that the wording of Theorem 1 which references nonstandard elements, is equivalent to the following standard statement:

**Theorem.** Suppose

$$
f(z) = a_0 + a_1 z + \cdots + a_n z^n = a_n \prod_{1 \leq i \leq n} (z - r_i)
$$

is a polynomial over $\mathbb{C}$, where $a_n \neq 0$. For every $\epsilon > 0$ there exists a $\delta > 0$ such that whenever

$$
g(z) = b_0 + b_1 z + \cdots + b_n z^n = b_n \prod_{1 \leq i \leq n} (z - s_i)
$$
is polynomial with $|a_i - b_i| < \delta$ for $0 \leq i \leq n$, then there are orderings \{r_i\}_{i=1}^n and \{s_i\}_{i=1}^n of the roots of $f$ and $g$ (respectively), possibly with duplication, so that $|r_i - s_i| < \epsilon$ for all $i$.

The proof of the equivalence is a straightforward exercise in nonstandard analysis, but does require a more sophisticated nonstandard model than the simple extension of $\mathbb{C}$ that needed for the earlier sections (and describe below).

**Appendix A. All the infinitesimals we need**

We assume the existence of an algebraically closed field $^*\mathbb{C}$ extending $\mathbb{C}$, with some extra properties. In addition to the standard elements of $\mathbb{C}$, this field also contains some new, nonstandard elements. Among those are infinitesimals, namely numbers $z$ with the property that $|z| < 1/n$ for every positive integer $n$ (where the usual norm $| \cdot |$ on $\mathbb{C}$ is extended to all of $^*\mathbb{C}$ in a natural way, taking values in a suitable ordered field extension of $\mathbb{R}$). Of course, 0 is an infinitesimal under this definition, but we assume the existence of nonzero infinitesimals as well. Since $^*\mathbb{C}$ is a field, every nonzero infinitesimal has a reciprocal; reciprocals of infinitesimals are called infinite.

Elements of $^*\mathbb{C}$ which are not infinite are finite; equivalently, $z$ is finite if $|z| < n$ for some integer $n$. Every finite element $z$ of $^*\mathbb{C}$ differs by an infinitesimal from a unique element of $\mathbb{C}$, which we denote by $^o z$ and call the standard part of $z$. This standard part function is the modern equivalent to “neglecting higher order terms,” and respects normal arithmetic operations: if $a, b$ are finite elements of $^*\mathbb{C}$ then $^o (ab) = ^o a ^o b$, $^o (a + b) = ^o a + ^o b$, and if $b$ is not infinitesimal then $^o (a/b) = ^o a / ^o b$.

If $z$ is a standard element of $\mathbb{C}$ then $^o z = z$.

(In the language of algebra, the finite elements of $^*\mathbb{C}$ form a subring of $^*\mathbb{C}$, and the standard part map is a ring homomorphism from $^*\mathbb{C}$ onto $\mathbb{C}$.)

If $a - b$ is infinitesimal we write $a \approx b$. Thus $a$ is infinitesimal if and only if $a \approx 0$; more generally, if $a$ is finite then $^o a \approx a$.

For more information about extensions like $^*\mathbb{C}$, including constructions of the field and exploration of other properties, the reader is referred to any good introduction to the subject, for example Robinson [10], Davis [3], or Tom Lindstrøm’s excellent introduction [2]. That said, the previous paragraphs contain everything necessary to carry out the construction here.

**References**

[1] F. Cucker and A. G. Corbalan, An alternate proof of the continuity of the roots of a polynomial, Amer. Math. Monthly 96 (1989), 342–345.

[2] N. J. Cutland, Nonstandard analysis and its applications, Cambridge University Press, 1988

[3] M. Davis, Applied Nonstandard Analysis, 2nd edition, Dover, 2005.

[4] G. Harris and C. Martin, The roots of a polynomial vary continuously as a function of the coefficients, Proc. Amer. Math. Soc. 100 (1987), 390–392.

[5] M. Henriksen and J. R. Isbell, On the continuity of the real roots of an algebraic equation, Proc. Amer. Math. Soc. 4 (1953), 431–434.

[6] K. Hirose, Continuity of the roots of a polynomial, Amer. Math. Monthly 127 (2020), 359–363.

[7] M. Marden, Geometry of Polynomials, Mathematical Surveys, Vol. 3, Amer. Math. Soc., Providence, 1966.

[8] M. B. Nathanson, D. A. Ross, Continuity of the roots of a polynomial, 2022. https://arxiv.org/abs/2206.13013v1

[9] A. Ostrowski, Solution of Equation in Euclidean and Banach Spaces, Academic Press, 1973.

[10] A. Robinson, Non-standard Analysis, 2nd edition, North-Holland, Amsterdam, 1974.
[11] Q. I. Rahman and G. Schmeisser, *Analytic Theory of Polynomials*, Clarendon Press, Oxford, 2002.

[12] H. Whitney, *Complex Analytic Manifolds*, Addison-Wesley, Reading, 1972

Department of Mathematics, University of Hawaii at Manoa, Honolulu, HI 96822

Email address: ross@math.hawaii.edu