Interaction-induced magnetoresistance in a two-dimensional electron gas
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We study the interaction-induced quantum correction $\delta \sigma_{\alpha \beta}$ to the conductivity tensor of electrons in two dimensions for arbitrary $T \tau$ (where $T$ is the temperature and $\tau$ the transport scattering time), magnetic field, and type of disorder. A general theory is developed, allowing us to express $\delta \sigma_{\alpha \beta}$ in terms of classical propagators (“ballistic diffusons”). The formalism is used to calculate the interaction contribution to the longitudinal and the Hall resistivities in a transverse magnetic field in the whole range of temperature from the diffusive ($T \tau \ll 1$) to the ballistic ($T \tau \gtrsim 1$) regime, both in smooth disorder and in the presence of short-range scatterers. Further, we apply the formalism to anisotropic systems and demonstrate that the interaction induces novel quantum oscillations in the resistivity of lateral superlattices.
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I. INTRODUCTION

The magnetoresistance (MR) in a transverse field $B$ is one of the most frequently studied characteristics of the two-dimensional (2D) electron gas\textsuperscript{1,2,3,4,5,6,7,8,9}. Within the Drude-Boltzmann theory, the longitudinal resistivity of an isotropic degenerate system is $B$-independent,

$$\rho_{xx}(B) = \rho_0 = \left( e^2 \nu v_F^2 T \tau \right)^{-1}, \quad (1.1)$$

where $\nu$ is the density of states per spin direction, $v_F$ the Fermi velocity, and $\tau$ the transport scattering time. Deviations from the constant $\rho_{xx}(B)$ are customarily called a positive or negative MR, depending on the sign of the deviation. There are several distinct sources of a nontrivial MR, which reflect the rich physics of the magnetotransport in 2D systems.

First of all, it has been recognized recently that even within the quasiclassical theory memory effects may lead to strong MR\textsuperscript{1,2,3,4,5,6,7,8,9}. The essence of such effects is that a particle “keeps memory” about the presence (or absence) of a scatterer in a spatial region which it has already visited. As a result, if the particle returns back, the new scattering event is correlated with the original one, yielding a correction to the resistivity $\delta \sigma^{\text{xx}}\text{L}$\textsuperscript{1,2}. Since the magnetic field enhances the return probability, the correction turns out to be $B$-dependent. As a prominent example, memory effects in magnetotransport of composite fermons subject to an effective smooth random magnetic field explain a positive MR around half-filling of the lowest Landau level\textsuperscript{2,12}. Another type of memory effects taking place in systems with rare strong scatterers is responsible for a negative MR in disordered antidot arrays\textsuperscript{1,2,3,4,5,6,7,8,9}. However, such effects turn out to be of a relatively minor importance for the low-field quasiclassica- cal magnetotransport in semiconductor heterostructures with typical experimental parameters, while at higher $B$ they are obscured by the development of the Shubnikov-de Haas oscillation (SdHO).

Second, the negative MR induced by the suppression of the quantum interference by the magnetic field is a famous manifestation of weak localization\textsuperscript{1,2}. While the weak-localization correction to conductivity is also related to the return probability, it has (contrary to the quasiclassical memory effects) an intrinsically quantum character, since it is governed by quantum interference of time-reversed paths. As a result it is suppressed already by a classically negligible magnetic field, which changes relative phases of the two paths. Consequently, the corresponding correction to $\rho_{xx}$ in high-mobility structures is very small and restricted to the range of very weak magnetic fields.

Finally, another quantum correction to MR is induced by the electron–electron interaction. While this effect is similar to those discussed above in its connection with the return probability (see Sec. IV below), it is distinctly different in several crucial aspects. In contrast to the memory effects, this contribution is of quantum nature and is therefore strongly $T$-dependent at low temperatures. On the other hand, contrary to the weak localization, the interaction correction to conductivity is not destroyed by a strong magnetic field. As a result, it induces an appreciable MR in the range of classically strong magnetic fields. This effect will be the subject of the present paper.

It was discovered by Altshuler and Aronov\textsuperscript{12} that the Coulomb interaction enhanced by the diffusive motion of electrons gives rise to a quantum correction to conductivity, which has in 2D the form (we set $k_B = \hbar = 1$)

$$\delta \sigma_{xx} \simeq \frac{e^2}{2\pi^2} \left( 1 - \frac{3}{2} F \right) \ln T \tau, \quad T \tau \ll 1. \quad (1.2)$$

The first term in the factor $\left( 1 - \frac{3}{2} F \right)$ originates from the exchange contribution, and the second one from the Hartree contribution. In the weak-interaction regime, $\kappa \ll k_F$, where $\kappa = 4\pi e^2 \nu$ is the inverse screening length, the Hartree contribution is small, $F \sim (\kappa/k_F) \ln(k_F/\kappa) \ll 1$. The conductivity correction (1.2) is then dominated by the exchange term and is negative. The condition $T \tau \ll 1$ under which Eq. (1.2) is derived\textsuperscript{12} implies that electrons move diffusively on the time scale $1/T$ and is termed the “diffusive regime”. Subsequent
works\textsuperscript{10,11} showed that Eq. (1.2) remains valid in a strong magnetic field, leading (in combination with $\delta \sigma_{xy} = 0$) to a parabolic interaction–induced quantum MR,

$$\frac{\delta \rho_{xx}(B)}{\rho_0} \simeq \left( 1 - \frac{3}{2} F \right) \frac{\omega_c \tau}{\pi k_F l} \ln T \tau, \quad T \tau \ll 1,$$

(1.3)

where $\omega_c = eB/mc$ is the cyclotron frequency and $l = v_F \tau$ the transport mean free path. Indeed, a $T$–dependent negative MR was observed in experiments\textsuperscript{12,13,14,15,16} and attributed to the interaction effect. However, the majority of experiments\textsuperscript{17,18,19,20,21,22,23} cannot be directly compared with the theory\textsuperscript{10,11} since they were performed at higher temperatures, $T \tau \gtrsim 1$. (In high-mobility GaAs heterostructures conventionally used in MR experiments, $1/\tau$ is typically $\sim 100$ mK and becomes even smaller with improving quality of samples.) In order to explain the experimentally observed $T$–dependent negative MR in this temperature range the authors of Refs.\textsuperscript{12,13} conjectured various \textit{ad hoc} extensions of Eq. (1.3) to higher $T$. Specifically, Ref.\textsuperscript{12} conjectured that the logarithmic behavior\textsuperscript{13,14,15,16} with $\tau$ replaced by the quantum time $\tau_q$ is valid up to $T \sim 1/\tau_q$, while Ref.\textsuperscript{13} proposed to replace $\ln T \tau$ by $-\pi^2/2T \tau$. These proposals, however, were not supported by theoretical calculations. There is thus a clear need for a theory of the MR in the ballistic regime, $T \gtrsim 1/\tau$.

In fact, the effect of interaction on the conductivity at $T \gtrsim 1/\tau$ has been already considered in the literature.\textsuperscript{17,18,19,20,21,22,23} Gold and Dolgopolov\textsuperscript{17} analyzed the correction to conductivity arising from the $T$–dependent screening of the impurity potential. They obtained a linear–in–$T$ correction $\delta \sigma \sim e^2T \tau$. In the last few years, this effect attracted a great deal of interest in a context of low-density 2D systems showing a seemingly metallic behavior,\textsuperscript{22,23} $dp/dT > 0$. Recently, Zala, Narozhny, and Aleiner\textsuperscript{18,19,20} developed a systematic theory of the interaction corrections valid for arbitrary $T \tau$. They showed that the temperature–dependent screening of Ref.\textsuperscript{17} has in fact a common physical origin with the Alshuler-Aronov effect but that the calculation of Ref.\textsuperscript{17} took only the Hartree term into account and missed the exchange contribution. In the ballistic range of temperatures, the theory of Refs.\textsuperscript{18,19,20} predicts, in addition to the linear–in–$T$ correction to conductivity $\delta \sigma_{xx}$, a $1/T \tau$ correction to the Hall coefficient,\textsuperscript{19} $\rho_{xy}/B$ at $B \to 0$, and describes the MR in a \textit{parallel field}.\textsuperscript{20}

The consideration of Ref.\textsuperscript{18,19,20} is restricted, however, to \textit{classically weak} transverse fields, $\omega_c \tau \ll 1$, and to the \textit{white-noise} disorder. The latter assumption is believed to be justified for Si-based and some (those with a very large spacer) GaAs structures, and the results of Refs.\textsuperscript{18,19,20} have been by and large confirmed by most recent experiments\textsuperscript{26,27,28,29,30,31,32} on such systems. On the other hand, the random potential in typical GaAs heterostructures is due to remote donors and has a long–range character. Thus, the impurity scattering is predominantly of a small–angle nature and is characterized by two relaxation times, the transport time $\tau$ and the single-particle (quantum) time $\tau_0$ governing damping of SdHO, with $\tau \gg \tau_0$. Therefore, a description of the MR in such systems requires a more general theory valid also in the range of strong magnetic fields and for smooth disorder. [A related problem of the tunneling density of states in this situation was studied in Ref.\textsuperscript{33}]

In this paper, we develop a general theory of the interaction–induced corrections to the conductivity tensor of 2D electrons valid for arbitrary temperatures, transverse magnetic fields, and range of random potential. We further apply it to the problem of magnetotransport in a smooth disorder at $\omega_c \tau \gtrsim 1$. In the ballistic limit, $T \tau \gg 1$ (where the character of disorder is crucially important), we show that while the correction to $\rho_{xx}$ is exponentially suppressed for $\omega_c \ll T$, a MR arises at stronger $B$ where it scales as $B^2 T^{-1/2}$. We also study the temperature–dependent correction to the Hall resistivity and show that it scales as $BT^{1/2}$ in the ballistic regime and for strong $B$. We further investigate a “mixed–disorder” model, with both short–range and long–range impurities present. We find that a sufficient concentration of short–range scatterers strongly enhances the MR in the ballistic regime.

The outline of the paper is as follows. In Sec. III we present our formalism and derive a general formula for the conductivity correction. We further demonstrate (Sec. III C) that in the corresponding limiting cases our theory reproduces all previously known results for the interaction correction. In Sec. III we apply our formalism to the problem of interaction–induced MR in strong magnetic fields and smooth disorder. Section IV is devoted to a physical interpretation of our results in terms of a classical return probability. In Sections V and VI we present several further applications of our theory. Specifically, we analyze the interaction effects in systems with short–range scatterers and in magnetotransport in modulated systems (lateral superlattices). A summary of our results, a comparison with experiment, and a discussion of possible further developments is presented in Sec. VII.

Some of the results of the paper have been published in a brief form in the Letters.\textsuperscript{34}

II. GENERAL FORMALISM

A. Smooth disorder

We consider a 2D electron gas (charge $-e$, mass $m$, density $n_e$) subject to a transverse magnetic field $B$ and to a random potential $u(r)$ characterized by a correlation function

$$\langle u(r)u(r') \rangle = w(|r-r'|)$$

(2.1)

with a spatial range $d$. The total ($\tau_0^{-1}$) and the transport ($\tau^{-1}$) scattering rates induced by the random potential
are given by
\[
\frac{1}{\tau_s} = 2\pi\nu \int_0^{2\pi} \frac{d\phi}{2\pi} W(\phi),
\]
\[
\frac{1}{\tau} = 2\pi\nu \int_0^{2\pi} \frac{d\phi}{2\pi} W(\phi)(1 - \cos \phi),
\]
where \( W(\phi) = \tilde{w}(2k_F \sin \frac{\phi}{2}) \) is the scattering cross-section. We begin by considering the case of smooth disorder, \( k_F d \gg 1 \), when \( \tau/\tau_s \sim (k_F d)^2 \gg 1 \); generalization onto systems with arbitrary \( \tau/\tau_s \) will be presented in Sec. II B. We assume that the magnetic field is not too strong, \( \omega_c \tau_s \ll 1 \), so that the Landau quantization is destroyed by disorder. Note that this assumption is not in conflict with a condition of classically strong magnetic fields \( (\omega, \tau \gg 1) \), which is a range of our main interest in the present paper.

We consider two types of the electron-electron interaction potential \( U_0(r) \): (i) point-like interaction, \( U_0(r) = V_0 \), and (ii) Coulomb interaction, \( U_0(r) = e^2/r \). In order to find the interaction-induced correction \( \delta \sigma_{\alpha \beta} \) to the conductivity tensor, we make use of the “ballistic” generalization of the diffuson diagram technique of Ref. 1. We consider the exchange contribution first and will discuss the Hartree term later on. Within the Matsubara formalism, the conductivity is expressed via the Kubo formula through the current-current correlation function,
\[
\sigma_{\alpha \beta}(i\Omega_k) = \frac{n_e e^2}{m\Omega_k} \delta_{\alpha \beta} - \frac{1}{\Omega_k} \int_0^{1/T} dt \int d^2r (T_{\alpha \beta}(r, \tau) j_{\alpha}(0, 0)) e^{i\Omega_k \tau},
\]
(2.4)
where \( \Omega_k = 2\pi k T \) is the bosonic Matsubara frequency. Diagrams for the leading-order interaction correction are shown in Fig. II and can be generated in the following way. First, there are two essentially different ways to insert an interaction line into the bubble formed by two electronic Green’s functions. Second, one puts signs of electronic Matsubara frequencies in all possible ways. On the third step, one connects lines with opposite signs of frequencies \( \epsilon_n > 0, \epsilon_m < 0 \) by impurity–line ladders (which are not allowed to cross each other). Finally, in the case of the diagram \( a \), where four electronic lines form a “box”, one should include two additional diagrams, \( b \) and \( c \), with an extra impurity line (“Hikami box”).

The impurity–line ladders are denoted by shaded blocks in Fig. II we term them “ballistic diffusons”. Formally, the ballistic diffuson is defined as an impurity average (denoted below as \( (\ldots)_{\text{imp}} \)) of a product of a retarded and advanced Green’s functions,
\[
D(i\epsilon_m, i\epsilon_n; r_1, r_2; r_3, r_4) = \theta(-\epsilon_m \epsilon_n) (G(r_1, r_2; i\epsilon_m)G(r_3, r_4; i\epsilon_n))_{\text{imp}},
\]
(2.5)

Following the standard route of the quasiclassical formalism\(^{35,36,37} \) we perform the Wigner transformation,
\[
\begin{align*}
D(i\epsilon_m - i\epsilon_n; R_1, p_1; R_2, p_2) &= \int dR dp dr dr' D(i\epsilon_m, i\epsilon_n; R_1, r, R_2, r') e^{i\epsilon_m r - i\epsilon_n r'}, \\
&\times e^{-i[p_1 (\epsilon_m - \epsilon_n) + \epsilon_m r_1 - \epsilon_n r_2]} e^{-i[p_2 (\epsilon_m - \epsilon_n) + \epsilon_m r_3 - \epsilon_n r_4]},
\end{align*}
\]
(2.6)
where \( R_1 = (r_1 + r_3)/2, R_2 = (r_2 + r_4)/2, p = r_4 - r_1 \), and \( r' = r_2 - r_3 \). Note that the factors depending on the vector potential make the ballistic diffuson \( \mathcal{D}(2.8) \) gauge-invariant. Finally, we integrate out the absolute values of momenta \( p_{1,2} \) and get the final form of the ballistic diffuson
\[
\begin{align*}
\mathcal{D}(i\omega; R_1, n_1; R_2, n_2) &= \frac{1}{2\pi\nu} \int \frac{dp_1}{2\pi} \int \frac{dp_2}{2\pi} D(i\omega; R_1, p_1; R_2, p_2),
\end{align*}
\]
(2.7)
which describes the quasiclassical propagation of an electron in the phase space from the point \( R_2, n_2 \) to \( R_1, n_1 \). Here \( n \) is the unit vector characterizing the direction of velocity on the Fermi surface. The ballistic diffuson satisfies the quasiclassical Liouville-Boltzmann equation
\[
\left[i\omega_1 + iv_F q \cos(\phi - \phi_q) + \omega_c \frac{\partial}{\partial \phi} + \hat{C}\right] D(i\omega_1, q; \phi, \phi') = 2\pi \delta(\phi - \phi'),
\]
(2.8)
where \( \phi (\phi_q) \) is the polar angle of \( n \) (\( q \)) and \( \hat{C} \) is the collision integral, determined by the scattering cross-section.
where \( \xi_p = p^2/2m - \mu \). Combining the triangles with the three ballistic propagators separated by the impurity lines (see Fig. 3), we obtain the following expression for the electronic part of the diagram \( d_{++} \),

\[
(2\pi\nu)^3 \int \prod_{i=1}^6 \frac{d\phi_i}{2\pi} D(i\omega_i, q; \phi, \phi_1) W(\phi_1 - \phi_2) \Gamma_\alpha(\phi_2) \\
\times W(\phi_2 - \phi_3) D(i\omega_i - i\Omega_k, \phi; \phi_3, \phi_4) W(\phi_4 - \phi_5) \\
\times \Gamma_\beta(\phi_5) W(\phi_5 - \phi_6) D(i\omega_i, q; \phi_6, \phi') \\
\equiv \frac{4\pi\sigma_0}{\tau} \mathcal{B}_{\alpha\beta}^d(i\omega_i, -i\Omega_k, q; \phi, \phi').
\]

(2.11)

In what follows we will use for brevity a shorthand notation

\[
(2\pi\nu)^3 \mathcal{D} W T_{\alpha} \mathcal{D} W D T_{\beta} \mathcal{W} D \mathcal{W}
\]

for the l.h.s. of (2.11) and analogous notations for other structures of this type. Making use of the small-angle nature of scattering in a smooth random potential, we can replace the \( W(\phi_i - \phi_j) \) factors in (2.11) by \((\nu\tau_\alpha)^{-1} \delta(\phi_1 - \phi_2)\), yielding

\[
\mathcal{B}_{\alpha\beta}^d(q, \omega_i, i\Omega_k; \phi, \phi') \\
\simeq -D(i\omega_i, q)n_\alpha D(i\omega_i + i\Omega_k, q)n_\beta D(i\omega_i, q).
\]

(2.12)

The angular brackets \( \langle \ldots \rangle \) denote averaging over velocity directions, e.g.

\[
\langle n_\alpha D_{n\alpha} \rangle \equiv \int \frac{d\phi_1}{2\pi} \frac{d\phi_2}{2\pi} \cos \phi_1 D(i\omega_i, q; \phi_i, \phi_2) \cos \phi_2.
\]

The fermionic frequencies obey the inequalities \( \epsilon_m > 0, \epsilon_m - \omega < 0, \) and \( \epsilon_m - \Omega_k > 0 \), which implies \( \omega < \epsilon_m - \Omega_k \), so that the summation over \( \epsilon_m \) gives the factor \( (\omega - \Omega_k)/2\pi\tau \).

The diagram \( d_{--} \) has the same structure (both triangles have opposite signs, thus the total sign remains unchanged), but the frequency summation is restricted by \( \epsilon_m < 0, \epsilon_m - \omega > 0, \) and \( \epsilon_m - \Omega_k < 0 \), yielding the factor \(-\omega/2\pi\tau\) in the conductivity correction. The diagrams \( d'_{++} \) and \( d'_{--} \) obtained from \( d_{++} \) and \( d_{--} \) by a flip (or, equivalently, by reversing all arrows) double the result. Combining the four contributions and changing sign of the summation variable, \( \omega_i \rightarrow -\omega_i \) in \( d_{--} \) and \( d'_{--} \) terms, we have

\[
\delta\sigma_{\alpha\beta}^d(i\Omega_k) = -\frac{8\pi\sigma_0}{\tau} T^2 \int \frac{d^2q}{(2\pi)^2} \\
\times \left[ \sum_{\omega_i > 0} \frac{\omega_i - \Omega_k}{2\pi T} U(i\omega_i, q) B_{\alpha\beta}^d(-i\omega_i, i\Omega_k, q) \right. \\
\left. + \sum_{\omega_i > 0} \frac{\omega_i}{2\pi T} U(i\omega_i, q) B_{\alpha\beta}^d(i\omega_i, i\Omega_k, q) \right],
\]

(2.13)
where \( U(i\omega, q) \) is the interaction potential equal to a constant \( V_0 \) for point-like interaction and to

\[
U(i\omega_1, q) = \frac{1}{2\nu} q + \frac{\kappa}{|\omega|(|D(q, i\omega|)})
\]

(2.14)

for screened Coulomb interaction. In (2.13) we used the fact that \( U(q,-i\omega_1) = U(q, i\omega_1) and D(q,-i\omega_1) = D(q, i\omega_1) \). Equation (2.14) is a statement of the random-phase approximation (RPA), with the polarization operator given by

\[
\Pi(i\omega_1, q) = 2\nu|1 - |\omega|(|D(i\omega_1, q)|)
\]

(2.15)

The first term (unity) in square brackets in (2.15) comes from the ++ and −− contributions to the polarization bubble, while the second term is generated by the +− contribution (ballistic diffusion).

The diagrams \( d \) are evaluated in a similar way. In all four diagrams of this type one of the electron triangles is the same as in diagrams \( d \) while another one has an opposite sign. The structures arising after integrating out fast momenta in electron bubbles coincide with those of \( d \)-type (\( B_{\alpha\beta}^d \)). Summation over the fermionic frequency \( \epsilon_m \) is constrained by the condition \( \omega_l > \epsilon_m > \Omega_k \) for all the \( e \)-type diagrams. The correction due to the diagrams \( e \) therefore reads

\[
\delta\sigma_{\alpha\beta}^e(i\Omega_k) = \frac{8\pi\sigma_0 T}{\tau \Omega_k} \int \frac{d^2 q}{(2\pi)^2} \sum_{\omega_l > \Omega_k} \omega_l - \Omega_k U(i\omega_1, q) \]

\[
\times [B_{\alpha\beta}^d(-i\omega_1, i\Omega_k, q) + B_{\alpha\beta}^d(i\omega_1, i\Omega_k, q)].
\]

(2.16)

We see that the first term in square brackets in (2.16) cancels the first term in (2.15). Thus, the sum of the contributions of diagrams \( d \) and \( e \) takes the form

\[
\delta\sigma_{\alpha\beta}^{d+e}(i\Omega_k) = -\frac{4\pi\sigma_0 T}{\tau \Omega_k} \left[ \sum_{\omega_l > \Omega_k} \omega_l \Phi_{\alpha\beta}^d(i\omega_1, i\Omega_k) \right]
\]

\[
+ \sum_{\omega_l > \Omega_k} \Omega_k \Phi_{\alpha\beta}^d(i\omega_1, i\Omega_k)
\]

(2.17)

where we introduced a notation

\[
\Phi_{\alpha\beta}^\mu(i\omega_1, i\Omega_k) = \int \frac{d^2 q}{(2\pi)^2} U(i\omega_1, q) B_{\alpha\beta}^\mu(i\omega_1, i\Omega_k, q),
\]

(2.18)

with the index \( \mu \) labeling the diagram.

Similarly, we obtain for the diagram \( h \)

\[
\delta\sigma_{\alpha\beta}^h(i\Omega_k) = -\frac{4\pi\sigma_0 T}{\tau \Omega_k} \left[ \sum_{\omega_l > 0} \omega_l \Phi_{\alpha\beta}^h(i\omega_1, i\Omega_k) \right]
\]

\[
+ \sum_{\omega_l > \Omega_k} \Omega_k \Phi_{\alpha\beta}^h(i\omega_1, i\Omega_k)
\]

(2.19)

with

\[
B_{\alpha\beta}^h(i\omega_1, i\Omega_k, q) = -2T_{\alpha\gamma}(n_{\gamma D}(i\omega_1+i\Omega_k, q)n_{\beta D}(i\omega_1, q)).
\]

(2.20)

The tensor \( T_{\alpha\gamma} \) appearing in (2.20) describes the renormalization of a current vertex connecting two electronic lines with opposite signs of frequencies,

\[
T_{\alpha\beta} = 2 \langle n_{\alpha D} n_{\beta D} \rangle |_{q=0,\omega=0} = \frac{\sigma_{\alpha\beta}}{e^2\hbar}\]

(2.21)

We turn now to diagrams \( f \) and \( g \). The expressions for the corresponding contributions read

\[
\delta\sigma_{\alpha\beta}^f(i\Omega_k) = -\frac{4\pi\sigma_0 T}{\tau \Omega_k} \left[ \sum_{\omega_l > 0} \Omega_k \Phi_{\alpha\beta}^f(i\omega_1, i\Omega_k) \right]
\]

(2.22)

\[
+ \sum_{\omega_l < 0} \omega_l \Phi_{\alpha\beta}^f(i\omega_1, i\Omega_k)
\]

\[
\delta\sigma_{\alpha\beta}^g(i\Omega_k) = -\frac{4\pi\sigma_0 T}{\tau \Omega_k} \left[ \sum_{\omega_l < 0} \Omega_k \Phi_{\alpha\beta}^g(i\omega_1, i\Omega_k) \right]
\]

(2.23)

with

\[
B_{\alpha\beta}^f(i\omega_1, i\Omega_k, q) = T_{\alpha\gamma}(n_{\gamma D}(i\omega_1+i\Omega_k, q)n_{\beta D}(i\omega_1, q)).
\]

(2.24)

The sum of the contributions \( f \) and \( g \) is therefore given by

\[
\delta\sigma_{\alpha\beta}^{f+g}(i\Omega_k) = -\frac{4\pi\sigma_0 T}{\tau \Omega_k} \left[ \sum_{\omega_l > 0} \omega_l \Phi_{\alpha\beta}^{f+g}(i\omega_1, i\Omega_k) \right]
\]

\[
+ \sum_{\omega_l > \Omega_k} \Omega_k \Phi_{\alpha\beta}^{f+g}(i\omega_1, i\Omega_k)
\]

(2.25)

We see that when the diagrams \( f \) and \( g \) are combined, the same Matsubara structure as for other diagrams...
[Eqs. (2.17), (2.19)] arises. In other words, the role of the diagrams $g$ is to cancel the extra contribution of diagrams $f$, which has a different Matsubara structure.

A word of caution is in order here. In our calculation we have set the value of velocity coming from current vertices to be equal $v_F$, thus neglecting a particle-hole asymmetry. If one goes beyond this approximation and takes into account the momentum-dependence of velocity (violating the particle-hole symmetry), the above cancellation ceases to be exact and an additional term with a different Matsubara structure arises in $\delta \sigma_{\alpha\beta}^{L+q}$. After the analytical continuation is performed, the corresponding correction to the conductivity has a form

$$\delta \sigma_{\alpha\beta}^{incl} = \frac{2\sigma_0}{\tau} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{\omega}{2T \sinh^2(\omega/2T)} \times \int \frac{d^2 q}{(2\pi)^2} \delta B_{\alpha\beta}^1(\omega, q) \Im U(\omega, q),$$

where

$$\delta B_{\alpha\beta}^1(\omega, q) = \frac{1}{2} T_{\alpha\gamma} T_{\gamma\beta} \langle D(\omega_l, q) D(q, i\omega_l) \rangle,$$

and

$$\delta B_{\alpha\beta}^1(\omega_l, i\Omega_k, q) = -\frac{1}{2} \left( \frac{1}{\tau_s} - \frac{1}{\tau} \right) T_{\alpha\gamma} T_{\gamma\beta} \langle D(\omega_l, q) D(i\omega_l, q) \rangle.$$
acquires a slightly more complicated form, when the scattering is at least partly of the large-

ity, in the case of a smooth disorder remain valid in the general situation. The simplest way to show this is to use the following technical trick (cf. Refs. 38, 39). One can add to the system an auxiliary weak smooth random potential with a long transport scattering time \( \tilde{\tau} \gg \tau \) but short single-particle \( \tilde{\tau} \ll \tau_s \), such that \( T\tilde{\tau}_s \ll 1 \). This potential will not affect the quasiclassical dynamics and thus should not change the result. On the other hand, it allows us (in view of the condition \( T\tilde{\tau}_s \ll 1 \)) to perform the gradient and frequency expansion in Green’s functions as was done in Sec. II A. Adding such an auxiliary disorder amounts to a re-distribution between quantum and quasiclassical degrees of freedom: all the information about the real disorder is now contained in the ballistic propagators. It can be verified by a direct calculation (without using the additional disorder) that the above procedure yields the correct result.

It remains to consider the Hikami-box contribution \( \sim 2 \pi \). When calculating it in Sec. II A we used the small-angle nature of scattering implying that a single scattering line inserted between two ballistic propagators approximately preserves the direction of velocity, \( \langle DD \rangle \rightarrow (2\pi \nu)^{-1}\langle DD \rangle / \tau_s \) and \( \langle N_a W n_b D \rangle \rightarrow (2\pi \nu)^{-1}\langle DD \rangle (1/\tau_s - 1/\tau)\delta_{ab} \). In the more general situation, when the scattering is at least partly of the large-angle character, this is no longer valid and Eq. \( \sim 2 \pi \) acquires a slightly more complicated form,

\[
B_{ab}^{\alpha\beta}(q, \omega, q) = \pi\nu T_{\alpha\gamma} \langle [DS_{\gamma\delta} D] - 2 \langle N_a W n_b D \rangle \rangle T_{\delta\beta}
\]

\[
= \frac{1}{2} T_{\alpha\gamma} \langle D \rangle T_{\gamma\beta},
\]

where \( S_{xx} = S_{yy} = W(n_n n') \), \( S_{xy} = -S_{yx} = \omega_c/2\pi \nu \).

Summarizing the consideration in this subsection, in the general situation the interaction correction retains the form \( \sim 2 \pi \) with the tensor \( B_{ab}^{\alpha\beta}(q, \omega, q) \) given by

\[
B_{ab}^{\alpha\beta}(q, \omega, q) = T_{\alpha\gamma} \pi \nu \langle [DS_{\gamma\delta} D] - 2 \langle N_a W n_b D \rangle \rangle T_{\delta\beta}
\]

\[
+ \frac{1}{2} T_{\alpha\gamma} \langle D \rangle T_{\gamma\beta},
\]

\[
(2.37)
\]

and \( 2\pi \nu )^{-1} \langle DD \rangle / \tau_s \) and \( \langle D N_a W n_b D \rangle \rightarrow (2\pi \nu)^{-1}\langle DD \rangle (1/\tau_s - 1/\tau)\delta_{ab} \). In the more general situation, when the scattering is at least partly of the large-angle character, this is no longer valid and Eq. \( \sim 2 \pi \) acquires a slightly more complicated form,

\[
B_{ab}^{\alpha\beta}(q, \omega, q) = \pi\nu T_{\alpha\gamma} \langle [DS_{\gamma\delta} D] - 2 \langle N_a W n_b D \rangle \rangle T_{\delta\beta}
\]

\[
= \frac{1}{2} T_{\alpha\gamma} \langle D \rangle T_{\gamma\beta},
\]

\[
(2.37)
\]

where \( S_{xx} = S_{yy} = W(n_n n') \), \( S_{xy} = -S_{yx} = \omega_c/2\pi \nu \).

Summarizing the consideration in this subsection, in the general situation the interaction correction retains the form \( \sim 2 \pi \) with the tensor \( B_{ab}^{\alpha\beta}(q, \omega, q) \) given by

\[
B_{ab}^{\alpha\beta}(q, \omega, q) = T_{\alpha\gamma} \pi \nu \langle [DS_{\gamma\delta} D] - 2 \langle N_a W n_b D \rangle \rangle T_{\delta\beta}
\]

\[
+ \frac{1}{2} T_{\alpha\gamma} \langle D \rangle T_{\gamma\beta},
\]

\[
(2.37)
\]

and \( 2\pi \nu )^{-1} \langle DD \rangle / \tau_s \) and \( \langle D N_a W n_b D \rangle \rightarrow (2\pi \nu)^{-1}\langle DD \rangle (1/\tau_s - 1/\tau)\delta_{ab} \). In the more general situation, when the scattering is at least partly of the large-angle character, this is no longer valid and Eq. \( \sim 2 \pi \) acquires a slightly more complicated form,
1. Diffusive limit

We begin by considering the diffusive limit $T \tau \ll 1$ in which we reproduce (for arbitrary $B$ and disorder range) the logarithmic correction \[^{(1.2)}\] determined by the diagrams $a-c$. Let us briefly outline the corresponding calculation. The propagator for $q l, \omega \tau \ll 1$ can be decomposed as $D = D^s + D^{\text{reg}}$, where $D^s$ is singular, while $D^{\text{reg}}$ is finite (regular) at $q, \omega \rightarrow 0$, see e.g. Refs. \[^{40,41}\] The singular contribution is governed by the diffusion mode and has the form [see Eq. (1.3)]

$$D^s(\omega, q; \phi, \phi') \simeq \frac{\Psi_R(\phi, q)\Psi_L(\phi', q)}{Dq^2 - i\omega},$$

(2.44)

$$\Psi_\nu(\phi, q) = 1 - ic^{(1)}_\nu \cos(\phi - \phi_q) - ic^{(2)}_\nu \sin(\phi - \phi_q),$$

where $D = v_F^2 \tau/2(1 + \omega^2 \tau^2)$ is the diffusion constant in the presence of a magnetic field and $c^{(1)}_\nu(q) = c^{(2)}_\nu(q) = \frac{qv_F \tau}{1 + \omega^2 \tau^2}$.

The leading-order contribution of the diagrams $a, b$ and $c$ (that containing two singular diffusons $D^s$) is exactly canceled by the part of the diagrams $d$ and $e$ with the structure $\langle D^s n, D^{\text{reg}} n, D^s \rangle$, i.e. with one regular part of the propagator inserted between two singular diffusons, $\langle D^s \rangle = (Dq^2 - i\omega)^{-1}$. Indeed, in view of $\langle n, D^{\text{reg}} n \rangle = \frac{1}{2}T_{\alpha\beta}$, the latter contribution reduces to $-\frac{1}{2} \langle D^s \rangle^2 T_{\alpha\beta}$, while the diagrams $a, b$ and $c$ yield

$$\frac{1}{2} \langle D^s \rangle^2 T_{\alpha\gamma} \left[ \frac{\delta_{\beta\delta}}{\tau} + \omega_c \epsilon_{\gamma\delta} \right] T_{\delta\beta},$$

(2.47)

$$= \frac{1}{2} \langle D^s \rangle^2 T_{\alpha\beta},$$

where $\epsilon_{\alpha\beta}$ is the antisymmetric tensor, $\epsilon_{xx} = \epsilon_{yy} = 0, \epsilon_{xy} = -\epsilon_{yx} = 1$.

It remains thus to calculate only the contribution of the diagrams $d + e$ with three singular diffusons,

$$\delta_{\alpha\beta} \simeq \frac{e^2 v_F^2 \tau}{2\pi} \int_{-\infty}^{\infty} d\omega \frac{\partial}{\partial \omega} \left[ \omega \coth \frac{\omega}{2T} \right] 
\times \frac{2q^2}{(2\pi)^2} \frac{\text{Im} \langle D^s n, D^{\text{reg}} n, D^s \rangle}{1 + i\omega \langle D^s \rangle} 
\simeq \frac{2e^2 v_F^2 \tau}{\pi(1 + \omega^2 \tau^2)^2} \int_{-T}^{1/T} d\omega 
\times \frac{d q}{(2\pi)^2} \frac{\text{Im} \langle -i q \nu l \rangle - i q \nu l \rangle}{Dq^2(Dq^2 - i\omega)^2} 
= \frac{e^2}{2\pi^2} \ln(T\tau) \delta_{\alpha\beta},$$

(2.48)

in agreement with \[^{1,10,11}\]. The result for a point-like interaction differs only by a factor $\nu V_0$.

2. $B \rightarrow 0$, white-noise disorder

We allow now for arbitrary $T \tau$ but consider the limit of zero magnetic field assuming a white-noise disorder ($\tau = \tau_s$ and $W(n, n') = 1/2\pi \nu T\tau$), which is the limit studied in Refs. \[^{18,19}\]. The contribution \[^{(2.37)}\] of the diagrams $a, b, c$ takes for the white-noise disorder the form

$$B_{a+b+c} = \frac{1}{2} T_{\alpha\gamma} \left[ \langle D^s \rangle \delta_{\beta\delta} + \omega_c \langle D^s \rangle \epsilon_{\gamma\delta} \right] T_{\delta\beta},$$

(2.49)

Using now the explicit form of the ballistic propagator for the case of white-noise disorder and $B \rightarrow 0$ [Eqs. \[^{14,15,10,11,18,19}\] and Appendix 3] we recover the results for $\delta_{\alpha\beta}$ and $\delta_{\rho\kappa\eta}$ obtained in a different way in Refs. \[^{18,19}\] and \[^{14,15,10,11}\].

3. $B = 0$, ballistic limit $T \tau \gg 1$

In the ballistic limit $T \tau \gg 1$ and for white-noise disorder the result of Ref. \[^{18}\] (recovered in Sec. \[^{I,1,2}\] and Appendix 3) yields a linear-in-$T$ conductivity correction, $\delta \sigma = (2\nu v_0^2/\pi) T\tau$ for the point-like interaction and $\delta \sigma = (e^2/\pi)T\tau$ for the Coulomb interaction. The question we address in this subsection is how this behavior depends on the nature of disorder [i.e. on the scattering cross-section $W(\phi)$].

In order to get the $T\tau$ ballistic asymptotics, it is sufficient to keep contributions to \[^{(2.38)}\] with a minimal number of scattering processes. Specifically, the propagator $D$ in the first and the third terms of \[^{(2.35)}\] can be replaced by the free propagator,

$$D_1(\omega, q; \phi, \phi') = \frac{2\pi \delta(\phi - \phi')}{-i(\omega + i0) + iqv_F \cos(\phi - \phi_q)},$$

(2.50)

while in the second term it should be expanded up to the linear term in the scattering cross-section $W$ [the second term produces then the same contribution as the first term in \[^{(2.35)}\]]. The last (fourth) term in \[^{(2.35)}\] does not contribute to the $T\tau$ asymptotics. We get therefore

$$B_{xx} \simeq 2\nu v^2 T\tau^2 \{2(\phi D_1 - 2 \langle D_1 n x W n x D_1 \rangle) - 2 \langle n x D_1 n x D_1 \rangle \}$$

(2.51)

Let us consider first the case of a short-range interaction, $U_0(r) = V_0$. The structure of Eqs. \[^{(2.35),(2.41)}\] implies that the interaction correction is governed by returns of a particle to the original point in a time $t \lesssim T^{-1} \ll \tau$ after a single scattering event. It follows that the coefficient in front of the linear-in-$T$ term is proportional to the backscattering probability $W(\pi) = \tilde{\omega}(2k_F)$,

$$\delta_{xx} = \frac{2\nu v_0 e^2}{\pi} - 2\pi \nu W(\pi) T\tau^2.$$
As shown in Appendix [c] this result remains valid in the case of Coulomb interaction, with the factor $2\nu V_0$ replaced by unity. This shows that in the ballistic limit the Coulomb interaction is effectively reduced to the statically screened form, $U(r) = 1/2\nu r$ when the leading contribution to $\delta \sigma_{xx}$ is calculated. According to [2.32], in a smooth disorder with a correlation length $d \gg k_F^{-1}$ the $T\tau$ contribution is suppressed by an exponentially small factor $2\pi \nu V_0^2 (2k_F) \sim e^{-k_F d}$. In fact, for a smooth disorder the linear term represents the leading contribution for $T \tau \gg 1$ only. In the intermediate range $\tau^{-1} \ll T \ll \tau^{-1}$ the dominant return processes are due to many small-angle scattering events. However, the corresponding return probability is also exponentially suppressed $\sim \exp(-\text{const} \tau/t)$ for relevant (ballistic) times $t \ll \tau$, yielding a contribution $\delta \sigma_{xx} \sim \exp(-\text{const}(T\tau)^{1/2})$. Thus, the interaction correction in the ballistic regime is exponentially small at $B = 0$ for the case of smooth disorder. Moreover, the same argument applies to the case of a non-zero $B$, as long as $\omega_c \ll T$.

In any realistic system there will be a finite concentration of residual impurities located close to the electron gas plane and inducing large-angle scattering processes. In other words, a realistic random potential can be thought of as a superposition of a smooth disorder with a transport time $\tau_{\text{sm}}$ and a white-noise disorder characterized by a time $\tau_{\text{wn}}$. Neglecting the exponentially small contribution of the smooth disorder to the linear term, we then find that the ballistic asymptotics [2.32] of the interaction correction takes the form

$$\delta \sigma = \frac{e^2}{\pi} \frac{\tau_{\text{wn}}}{\tau_{\text{sm}}} T \tau \times \left\{ \begin{array}{ll} 2\nu V_0, & \text{point-like, Coulomb}, \\ 1, & \text{Coulomb}, \end{array} \right.$$ (2.53)

where $\tau^{-1} = \tau_{\text{sm}}^{-1} + \tau_{\text{wn}}^{-1}$ is the total transport scattering rate. If the transport is dominated by the smooth disorder, $\tau_{\text{wn}} \gg \tau_{\text{sm}}$, the coefficient of the $T\tau$ term is thus strongly reduced as compared to the white-noise result of Ref. [15].

Finally, it is worth mentioning that in addition to the $T\tau$ term corresponding to the lower limit $\omega \sim T$ of the frequency integral in [2.33], there is a much larger but $T$-independent contribution $\delta \sigma \propto E_F T\tau$ governed by the upper limit $\omega \sim E_F$. This contribution is just an interaction-induced Fermi-liquid-type renormalization of the bare (noninteracting) Drude conductivity.

### III. STRONG B, SMOOTH DISORDER

#### A. Quasiclassical dynamics

We have shown in Sec. III.C that due to small-angle nature of scattering in a smooth disorder the interaction correction is suppressed in the ballistic regime $T \tau \gg 1$ in zero (or weak) magnetic field. The situation changes qualitatively in a strong magnetic field, $\omega_c \tau \gg 1$ and $\omega_c \gg T$. The particle experiences then within the time $t \sim T^{-1}$ multiple cyclotron returns to the region close to the starting point. The corresponding ballistic propagator satisfies the equation for $\omega \gg T\nu$ with the collision term [24.26].

The solution of this equation in the limit of a strong magnetic field, $\omega_c \tau \gg 1$, is presented in Appendix [D]. For calculation of the leading order contribution to $\delta \sigma_{xx}$ and $\delta \rho_{xx}$, the following approximate form is sufficient:

$$\mathcal{D}(\omega, \mathbf{q}, \phi, \phi') = \exp[-i q R_c (\sin \phi - \sin \phi')]$$

$$\times \left[ \frac{\chi(\phi) \chi(\phi')}{D q^2 - i \omega} + \sum_{n \neq 0} \frac{e^{i n (\phi - \phi')}}{D q^2 - i (\omega - n \omega_c) + n^2 / \tau} \right],$$

$$\equiv \mathcal{D}^s(\omega, \mathbf{q}, \phi, \phi') + \mathcal{D}^{\text{reg}}(\omega, \mathbf{q}, \phi, \phi'),$$ (3.1)

where $\chi(\phi) = 1 - i q R_c \cos \phi / \omega_c \tau$ and $D \gg R_c^2 / 2\tau$, and the polar angles of velocities are counted from the angle of $\mathbf{q}$. Equation (3.1) is valid under the assumption $(q R_c)^2 \ll \omega_c \tau$. We will see below that the characteristic momenta $q$ are determined by the condition $D q^2 \sim \omega \sim T$, so that the above assumption is justified in view of $\omega_c \gg T$. Furthermore, this condition allows us to keep only the first (singular) term $\mathcal{D}^s$ in square brackets in (3.1) when calculating $\langle D \rangle$,

$$\langle D \rangle = \frac{J_0^2(q R_c)}{D q^2 - i \omega},$$ (3.2)

where $J_0(z)$ is the Bessel function. Moreover, the formula [2.36] for $B_{xx}$ can be cast in a form linear in $D$ by using

$$\langle D D \rangle = -i \frac{\partial}{\partial \omega} \langle D \rangle,$$ (3.3)

$$\langle n_\alpha D n_\beta \rangle = \frac{i}{v_F} \frac{\partial}{\partial q_\beta} \langle n_\alpha D \rangle,$$ (3.4)

$$\langle D n_\alpha n_\beta D \rangle = -\frac{1}{v_F^2} \frac{\partial^2}{\partial q_\alpha \partial q_\beta} \langle D \rangle.$$ (3.5)

Therefore, it is again sufficient to take into account only the first term in (3.1) for calculation of $B_{xx}$ if the identities (3.3), (3.4), and (3.5) are used. (Of course, $B_{xx}$ can also be evaluated directly from Eq. (2.36), but then the second (regular) term $\mathcal{D}^{\text{reg}}$ in (3.1) has to be included.) Combining all four terms in (2.36), we get

$$B_{xx}(\omega, q) = \frac{J_0^2(q R_c)}{(\omega \tau)^2} \frac{D q^2}{(D q^2 - i \omega)^3}$$

$$= \frac{4 \tau^3}{(\omega \tau)^2} \frac{J_0^2(Q)}{\beta^2 (Q^2 - i \Omega)^3}.$$ (3.6)

In the second line we introduced dimensionless variables $Q = q R_c$, $\Omega = 2 \omega \tau$, $\beta = \omega_c \tau$.

Note that Eqs. (3.2), (3.6) differ from those obtained in the diffusive regime by the factor $J_0^2(q R_c)$ only. This is related to the fact that the motion of the guiding center is diffusive even on the ballistic time scale $t \ll \tau$ (provided...
t \gg \omega_c^{-1})$, while the additional factor corresponds to the averaging over the cyclotron orbit (see Sec. IV below).

We turn now to the calculation of $B_{xy}$. Substituting Eqs. (3.4) and (3.5) in (2.36), we classify the obtained contributions according to powers of the small parameter $1/\beta$. The leading contributions are generated by the first and the last terms in (2.36) and are of order $1/\beta$, i.e. larger by factor $\beta$ as compared to $B_{xx}$, Eq. (3.6). (This extra factor of $\beta$ is simply related to $|\sigma_{xy}|/\sigma_{xx} = \beta$.) However, these leading contributions cancel,

$$
\left[ \frac{T_{xy}}{2} \langle DD \rangle - \langle DN_{x}DN_{y} \rangle \right] \text{order } 1/\beta
= \left[ \frac{\tau}{2}\langle D'D' \rangle - \langle D'N_{x}D'N_{y} \rangle \right] \text{order } 1/\beta
= \left[ \frac{2\tau^{3}}{\beta} \frac{J_{0}^{2}(Q)}{(Q^{2} - i\Omega)^{2}} + \frac{2\tau^{3}}{\beta} \frac{J_{0}^{2}(Q)}{(Q^{2} - i\Omega)^{2}} \right] = 0,
$$

as in the diffusive limit, see the text above Eq. (2.47).

To evaluate terms of higher order in $1/\beta$, we need a more accurate form of the propagator (3.1). Since the contributions of order $1/\beta^{2}$ to $B_{xy}$ turn out to cancel as well, we have to know the propagator with the accuracy allowing to evaluate the terms of order $1/\beta^{3}$. To simplify the calculation, we use again the identities (3.3) and (3.5). As to Eq. (3.6), it cannot be generalized onto $xy$-component of the tensor, and we use instead

$$
\langle DN_{x}DN_{y} \rangle = \frac{\partial}{\partial q_{y}} \left( \langle D \rangle \langle q_{y} D \rangle \right).
$$

It is then sufficient to calculate the propagator $D$ up to the $1/\beta^{3}$ order. This is done in Appendix D, see Eqs. (D.14)-(D.17). Substituting this result for $D$ in Eq. (3.6) and combining all terms, we get after some algebra

$$
B_{xy}(\omega, q) = -\frac{\tau^{3}}{\beta^{3}} \left[ \frac{4Q^{2}J_{0}^{2}(Q)}{(Q^{2} - i\Omega)^{2}} + \frac{4Q^{2}J_{0}^{2}(Q)}{(Q^{2} - i\Omega)^{2}} \right].
$$

We see that similarly to (3.6), the kernel $B_{xy}(\omega, q)$ has a diffusive-type structure with $Q^{2} - i\Omega$ in denominator reflecting the diffusion of the guiding center, while the Bessel functions describe the averaging over the cyclotron orbit. Clearly, both kernels (3.6) and (3.9) vanish at $q = 0$, as required by (2.49).

**B. Point-like interaction**

To find the interaction correction to the conductivity, we have to substitute Eqs. (3.6) and (3.9) in the formula (2.49). We consider first the simplest situation, when the interaction $U'(\omega, q)$ in (2.35) is of point-like character, $U'(\omega, q) = V_{0}$. Using $\frac{\partial}{\partial q} q dq = \omega_{c}^{2} Q dQ$, we see that all the $B$-dependence drops out from $\delta\sigma_{xx}$, and the exchange contribution reads

$$
\delta\sigma_{xx} = -8e^{2}eV_{0} \int_{0}^{\infty} d\Omega \frac{\partial}{\partial \Omega} \left[ \coth \frac{\Omega}{4T} \right]
\times \int_{0}^{\infty} \frac{dQ}{2\pi} \frac{J_{0}^{2}(Q)^{2}}{(Q^{2} - i\Omega)^{3}}.
$$

To simplify the result (3.10), it is convenient to perform a Fourier transformation with respect to $\Omega$ (which corresponds to switching to the time representation)

$$
\int_{0}^{\infty} d\omega \frac{\partial}{\partial \omega} \left[ \coth \frac{\omega}{2T} \right]
= \int_{0}^{\infty} dt \frac{\pi T^{2}}{\sinh^{2}(\pi Tt)} \tilde{F}(t).
$$

The integral over $Q$ is then easily evaluated, yielding

$$
\delta\sigma_{xx} = -\frac{e^{2}}{2\pi^{2}} e \nu_{0} G_{0}(T \tau),
$$

$$
G_{0}(x) = \frac{e^{2}}{2\pi^{2}} \int_{0}^{\infty} dx \exp(-1/u) \frac{\sinh^{2}(\pi xu)}{\sinh^{2}(\pi xu)}
\times \left[ (u - 1)i_{0}(1/u) + i_{1}(1/u) \right],
$$

where $i_{0}(z)$ and $I_{1}(z)$ are modified Bessel functions. The Hartree term in this case is of the opposite sign and twice larger due to the spin summation (we neglect here the Zeeman splitting and will return to it later).

It follows from Eqs. (3.6) and (3.9) that the correction to the Hall conductivity is smaller by the factor $(\omega_{c} \tau)^{-1}$ as compared to (3.12). This implies, according to (2.54), that in a strong magnetic field the correction to the longitudinal resistivity is governed by $\delta\rho_{xx}$,

$$
\frac{\delta\rho_{xx}}{\rho_{0}} = (\omega_{c} \tau)^{2} \frac{\delta\sigma_{xx}}{\sigma_{0}},
$$

similarly to the diffusive limit (1.3). In fact, it turns out that the relation (3.14) holds in a strong magnetic field, $\omega_{c} \gg T_{e}$, for arbitrary disorder and interaction, see below. On the other hand, as is seen from (2.49), contributions of both $\delta\sigma_{xx}$ and $\delta\sigma_{xy}$ to $\delta\rho_{xy}$ are of the same order in $(\omega_{c} \tau)^{-1}$. We will return to the calculation of $\delta\rho_{xy}$ in Sec. IV.

The MR $\rho_{xx}(B)$ is thus quadratic in $B$, with the temperature dependence determined by the function $G_{0}(T \tau)$, which is shown in Fig. 4. In the diffusive ($x \ll 1$) and ballistic ($x \gg 1$) limits the function $G_{0}(x)$ has the following asymptotics

$$
G_{0}(x) \simeq \begin{cases} -\ln x + \text{const}, & x \ll 1, \\ c_{0}x^{-1/2}, & x \gg 1, \end{cases}
$$

with

$$
c_{0} = \frac{3\zeta(3/2)}{16\sqrt{\pi}} \simeq 0.276
$$
(here $\zeta(z)$ is the Riemann zeta-function). Let us note that the crossover between the two limits takes place at numerically small values $T \tau \sim 0.1$ (a similar observation was made in Refs. 18, 19). This can be traced back to the fact that the natural dimensionless variable in (3.12) is $\pi T \tau$.

C. Coulomb interaction, exchange

For the case of the Coulomb interaction the result turns out to be qualitatively similar. Substituting (3.12) in (2.14) and neglecting the first term $q \sim (T/D)^{1/2} \ll \kappa$ in the denominator of (2.14), we obtain the effective interaction

$$U(\omega, q) = \frac{1}{2\nu} \frac{Q^2 - i\Omega}{Q^2 - i\Omega[1 - J_0^2(Q)]}$$  \hspace{1cm} (3.17)

Inserting (3.17) and (3.19) into (2.35), we get the exchange (Fock) contribution

$$\delta \sigma_{xx}^F = -\frac{e^2}{\pi^2} \int_0^\infty d\Omega \frac{\partial^2}{\partial \Omega^2} \left[ \Omega \coth \frac{\Omega}{4T\tau} \right] \times \text{Im} \int_0^\infty QdQ \frac{Q^2 J_0^2(Q)}{(Q^2 - i\Omega[1 - J_0^2(Q)])(Q^2 - i\Omega)^2}.$$  \hspace{1cm} (3.18)

Using (3.14) we find the MR

$$\frac{\delta \rho_{xx}^F(B)}{\rho_0} = -\frac{(\omega_c\tau)^2}{\pi k_F l} G_F(T\tau),$$  \hspace{1cm} (3.19)

$$G_F(x) = 32\pi^2 x^2 \int_0^\infty dQ Q^3 J_0^2(Q)$$  \hspace{1cm} (3.20)

$$\times \sum_{n=1}^{\infty} \frac{n(12\pi x n[1 - J_0^2(Q)] + [3 - J_0^2(Q)]Q^2)}{(4\pi x n + Q^2)^3(4\pi x n[1 - J_0^2(Q)] + Q^2)^2}.$$

Note that in contrast to the case of a point-like interaction, a transformation to the time representation does not allow us to simplify (3.15), since the resulting $Q$-integral can not be evaluated analytically. We have chosen therefore to perform the $\Omega$-integration, which results in an infinite sum (3.20). This amounts to returning to the Matsubara (imaginary frequency) representation and is convenient for the purpose of numerical evaluation of $G_F(x)$. In the diffusive ($x \ll 1$) and ballistic ($x \gg 1$) limits this function has the asymptotics

$$G_F(x) \simeq \begin{cases} -\ln x + \text{const}, & x \ll 1, \\ \frac{c_0}{2} x^{-1/2}, & x \gg 1, \end{cases}$$  \hspace{1cm} (3.21)

and is shown in Fig. 4b.

D. Coulomb interaction, Hartree contribution

We turn now to the Hartree contribution. The corresponding diagrams can be generated in a way similar to exchange diagrams (Sec. II A) but in this case one should start from two electron bubbles connected by an interaction line. There are again two distinct ways to generate a skeleton diagram: two current vertices can be inserted either both in the same bubble or in two different bubbles. Then one puts signs of Matsubara frequencies in all possible ways and insert ballistic diffusons correspondingly. The obtained set of diagrams is shown in Fig. 5 There is one-to-one correspondence between these Hartree diagrams and the exchange diagrams of Fig. 4 which is reflected in the labeling of diagrams.

As seen from comparison of Figs. 5 and 6 the electronic part $B_{\nu\gamma}^\mu(\phi, \phi')$ of each Hartree diagram is identical to that of its exchange counterpart. The only difference is in the arguments of the interaction propagator,
where $U_0 = 2\pi e^2 / q$ is the bare Coulomb interaction, and

$$P(\omega, q; \phi_1, \phi_2) = 2\nu [2\pi \delta(\phi_1 - \phi_2) + i\omega D(\omega, q; \phi_1, \phi_2)]$$

(3.26)

describes the electronic bubble. Solving Eq. (3.25) to the first order in $U_H$, we get

$$U^s(\omega, q; \phi, \phi') = U(\omega, q) - U_H^s(\omega, q; \phi, \phi'),$$

(3.27)

where $U(\omega, q)$ is the RPA-screened Coulomb interaction [2114] which has already been considered in Sec. III C, while the second term describes the renormalized Hartree interaction in the singlet channel,

$$U_H^s(\phi, \phi') = \frac{1}{2} U_H(\phi, \phi') - \frac{1}{2\pi} \int \frac{d\phi_1}{2\pi} \frac{d\phi_2}{2\pi}$$

$$\times [U_0 - \frac{1}{2} U_H(\phi_1, \phi_1)] P(\phi_1, \phi_2) U^s(\phi_2, \phi'),$$

(3.25)

Note that in the diffusive limit $B_{s,\beta}$ is independent of $\phi, \phi'$, so that only the zero angular harmonic of the interaction contributes. On the other hand, the zero angular harmonic is suppressed in the effective singlet-channel interaction [3329]. Therefore, the singlet channel does not contribute to the Hartree correction in the diffusive limit, in agreement with Refs. [1144]. The situation changes, however, in the ballistic regime, when $B_{s,\beta}$ becomes angle-dependent.

After the angular integration, the triplet Hartree conductivity correction takes the form [3318] with the replacement $V_0 \rightarrow 1/2\nu$, and

$$J_0(y) \rightarrow -3y \int_0^\pi \frac{d\phi}{2\pi} J_0(2Q \sin \phi) \frac{2\nu}{y + 2\sin \phi},$$

(3.30)

where $y = \kappa/k_F$. For the singlet part we have a result similar to (4.18) with a slightly different $Q$-integral,

$$\int_0^\infty QdQ \frac{J(y, Q)Q^2}{(Q^2 - \Omega(1 - J_0^2(Q)))^2(Q^2 - \Omega'^2)},$$
Actually, at effectively point-like and the Hartree term wins, \( \delta \rho \tau \) active, while at dominated by the exchange term and is therefore negative, 

\[
\frac{\delta \rho^H_{xx}(B)}{\rho_0} = \frac{(\omega_c \tau)^2}{\pi k_F l} [G^s_H(T, \tau, y) + 3G^t_H(T, \tau, y)],
\]

where \( G^s_H \) and \( G^t_H \) governing the temperature dependence of the singlet and triplet contributions have the form

\[
G^s_H(x, y) = 32\pi^2 x^2 \int_0^\infty dQ Q^3 J(y, Q)
\times \sum_{n=1}^\infty \frac{n(12\pi x n|1 - J_2^s(Q)|) + [3 - 2J_0^s(Q)]Q^2}{(4\pi x n + Q^2)^2(4\pi x n|1 - J_2^s(Q)| + Q^2)^3},
\]

\[
G^t_H(x, y) = \frac{\pi x^2 y}{4} \int_0^\infty \frac{du}{\sin^2(\pi xu)}
\times \int_0^\pi d\phi \exp\left[-2\sin^2 \phi \frac{u}{y} + 2\sin \phi \right] (u - 2\sin^2 \phi).
\]

We see that at \( \kappa/k_F \ll 1 \) a new energy scale \( T_H \sim \tau^{-1}(k_F/\kappa)^2 \) arises where the MR changes sign. Specifically, at \( T \ll T_H \) the MR, \( \delta \rho_{xx} = \delta \rho_{yy}^{\text{F}} + \delta \rho_{xx}^{\text{H}} \), is dominated by the exchange term and is therefore negative, while at \( T \gg T_H \) the interaction becomes effectively point-like and the Hartree term wins, \( \delta \rho_{xx}^{\text{H}} = -2\delta \rho_{xx}^{\text{F}} \), leading to a positive MR with the same \( (T \tau)^{-1/2} \) temperature-dependence, see Fig. 6.

**E. Hartree contribution for a strong interaction**

In Sec. [III](#), we have assumed that \( \kappa/k_F \ll 1 \), or, in other words, the interaction parameter \( r_s = \sqrt{2e^2/\varepsilon \varepsilon_F} \) (where \( \varepsilon \) is the static dielectric constant of the material) is small. This condition is, however, typically not met in experiments on semiconductor structures. If \( \kappa/k_F \) is not small, the exchange contribution \([11, 23]\) remains unchanged, while the Hartree term is subject to strong Fermi-liquid renormalization \([13, 14]\) and is determined by angular harmonics \( F^\sigma_{\nu} \) of the Fermi-liquid interaction \( F^\sigma(\theta) \) in the triplet (\( \sigma \)) and singlet (\( \rho \)) channels.

The effective interaction \( U_{\text{eff}}^{\sigma} \) replacing \( U_H(\phi, \phi') \) in \([32, 23]\) is then given by an equation of the type \([32, 23]\) but with \( F^\sigma(\phi - \phi')/\nu \) substituted for \( U_H(\phi, \phi') \) (and without \( U_0 \) in the triplet channel),

\[
U_{\text{eff}}^\sigma(\phi, \phi') = U_0 + \frac{F^\sigma(\phi - \phi')}{2\nu}
\times \left[ U_0 + \frac{F^\sigma(\phi - \phi_1)}{2\nu} \right] P(\phi_1, \phi_2) U_{\text{eff}}^\rho(\phi_2, \phi'),
\]

\[
U_{\text{eff}}^\rho(\phi, \phi') = \frac{F^\rho(\phi - \phi')}{2\nu}
\times \left[ \frac{F^\rho(\phi - \phi_1)}{2\nu} \right] P(\phi_1, \phi_2) U_{\text{eff}}^\rho(\phi_2, \phi'),
\]

A general solution of these equations requires inversion of integral operators with the kernels \( I - F^\sigma P \) and \( I -

**FIG. 6:** Hartree contribution, \( G_H(T, \tau) \), for (a) weak interaction, \( \kappa/k_F = 0.1, 0.2, 0.3, 0.5 \), and (b) strong interaction, \( F_0 = -0.3, -0.4, -0.5 \) (from bottom to top). Dashed curves represent the exchange contribution.
(U_0 + F^\nu)\mathcal{P} and is of little use for practical purposes. The situation simplifies, however, in both diffusive and ballistic limits.

In the diffusive regime, T \ll 1/\tau, the second term in the polarization bubble \ref{G} and \mathcal{B}_{\alpha\beta} are independent of angles \phi, \phi'. As discussed in Sec. \ref{sec:diffusive}, this leads to the suppression of the Hartree contribution in the singlet channel, while in the triplet channel only the zero angular harmonic survives,

\begin{equation}
U_{\text{eff}}^\nu(\omega, q) = \frac{1}{2\nu} \frac{F_0^\nu (Dq^2 - i\omega)}{(1 + F_0^\nu)Dq^2 - i\omega}.
\end{equation}

(3.38)

We then reproduce the known result\cite{1}, \begin{equation} G_H(T\tau) = 3G_H^t(T\tau) \end{equation}

with

\begin{equation}
G_H^t(T\tau) = \left[1 - \frac{\ln(1 + F_0^\nu)}{F_0^\nu}\right] \ln T\tau.
\end{equation}

(3.39)

In the ballistic limit, T \gg 1/\tau, the first term is dominant in \ref{G}, since \langle D \rangle is suppressed by a factor \text{J}_0^2(Q) \approx 1, according to \ref{J_0}. The angular harmonics then simply decouple in Eqs. \ref{G}, \ref{J}, \ref{J_0}, yielding effective Hartree interaction constants \text{U}_{0,\text{eff}} = 0, \text{U}_{m,\text{eff}} = (2\nu)^{-1}F_m^\nu/(1 + F_m^\nu), m \neq 0, and \text{V}_{m,\text{eff}} = (2\nu)^{-1}F_m^\nu/(1 + F_m^\nu). Therefore, the Hartree contribution reads

\begin{equation}
G_H(T\tau) = \frac{c_0}{2} \left[\sum_{m \neq 0} \frac{F_m^\nu}{1 + F_m^\nu} + 3 \sum_m \frac{F_m^\nu}{1 + F_m^\nu}\right] \frac{1}{\sqrt{T\tau}}.
\end{equation}

(3.40)

From a practical point of view, it is rather inconvenient to describe the interaction by an infinite set of unknown parameters F_\alpha^\nu. For this reason, one often assumes that the interaction is isotropic and thus characterized by two coupling constants F_0^\nu and F_0^\rho only. Within this frequently used (though parametrically uncontrolled) approximation, the singlet part of the Hartree interaction term is completely suppressed. The Hartree contribution is then determined solely by the triplet channel with the effective interaction

\begin{equation}
U_{\text{eff}}^\nu(\omega, q) = \frac{1}{2\nu} \frac{F_0^\nu (Dq^2 - i\omega)}{Q^2 - i\Omega} \left[1 - \frac{F_0^\nu}{1 + F_0^\nu} \text{J}_0^2(Q)\right].
\end{equation}

(3.41)

The Hartree correction to the resistivity takes the form of Eq. \ref{G} with an additional overall factor of 3 and with \text{J}_0^2(Q) multiplied by \text{F}_0^\nu/(1 + \text{F}_0^\nu),

\begin{equation}
\text{J}_0^2(Q) \rightarrow \text{J}_0^2(Q) \left[1 - \text{J}_0^2(Q)\right],
\end{equation}

(3.42)

everywhere in \ref{J_0}; the result is shown in Fig. \ref{fig:J_0} for several values of \text{F}_0^\nu.

\begin{figure}[h]

\caption{The function G_H^t(T\tau, \epsilon_z), Eq. \ref{G_H}, describing the temperature dependence of the triplet contribution is shown for F_0^\nu = -0.3 and different values of Zeeman splitting, \epsilon_z = 0.1, 0.3, 0.5, 1.0 (from top to bottom). Dashed curve represents the case \epsilon_z = 0.}

\end{figure}

F. Effect of Zeeman splitting

Until now we assumed that the temperature is much larger than the Zeeman splitting \text{E}_Z, T \gg \text{E}_Z. In typical semiconductor structures this condition is usually met in non-quantizing magnetic fields in the ballistic range of temperatures, allowing one to neglect the Zeeman term. If, however, this condition is violated, T \lesssim \text{E}_Z, the Zeeman splitting suppresses the triplet contributions with the z-projection of the total spin \text{S}_Z = \pm 1, while the triplet with \text{S}_Z = 0 and singlet parts remain unchanged.

In the case of a weak interaction, \kappa/k_F \ll 1, the triplet contribution 3G_H^t(T\tau, \kappa/k_F) in Eq. \ref{G_H} is modified in the following manner,

\begin{equation}
3G_H^t(x, y) \rightarrow G_H^t(x, y) + 2\text{Re} \dot{G}_H^t(x, y; \epsilon_z),
\end{equation}

(3.43)

where \text{E}_z = 2\pi \text{E}_Z, and the function \dot{G}_H^t(x, y; \epsilon_z) describing the temperature dependence of the contribution with \pm 1 projection of the total spin is given by

\begin{equation}
\dot{G}_H^t(x, y; \epsilon_z) = \frac{\pi x^2 y}{4} \int_0^\infty du \frac{\exp[i\epsilon_z u]}{\sin^2 (\pi x u)}
\end{equation}

\begin{equation}
\times \int_0^{\pi} d\phi \frac{\exp[-2\sin^2 \phi/u]}{y + 2\sin \phi} (u - 2\sin^2 \phi).
\end{equation}

(3.44)

We see that at T\tau \ll \epsilon_z, the contributions of \pm 1-components of the triplet saturate at the value given by \ref{J_0} with a replacement \text{T}\tau \rightarrow \epsilon_z, i.e. at \sim \dot{G}_H^t(\epsilon_z, y).

In the opposite limit, T\tau \gg \epsilon_z, we have \dot{G}_H^t(x, y; \epsilon_z) \approx \dot{G}_H^t(x, y), and the result \ref{G_H} is restored.

The triplet contribution for strong isotropic interaction (i.e. determined by \text{F}_0^\nu only) in the presence of Zeeman
splitting reads
\[ \frac{\delta \rho_{xy}(B)}{\rho_0} = -\frac{(\omega_c \tau)^2}{\pi k_F l} [G_H^0(T\tau, 0) + 2\Re G_H^0(T\tau, \epsilon_z)]. \]
(3.45)

The function \( G_H^0(T\tau, \epsilon_z) \) is given by a formula similar to (3.20),
\[ G_H^0(x, \epsilon_z) = 32\pi^2 x^2 \int_0^\infty dQ Q^3 [1 - J^\sigma(Q)] \]
\[ \times \sum_{n=1}^{\infty} \frac{n(12\pi x n J^\sigma(Q) + [2 + J^\sigma(Q)](Q^2 + i\epsilon_z))}{(4\pi x n + [Q^2 + i\epsilon_z])^3(4\pi x n J^\sigma(Q) + [Q^2 + i\epsilon_z])^2}. \]
(3.46)

with \( J^\sigma(Q) \) as defined in (3.24). Again, for high temperatures \( T\tau \gg \epsilon_z \), all the triplet components contribute, so that the overall factor of 3 (as in the absence of the Zeeman splitting) restores. On the other hand, for \( T\tau \ll \epsilon_z \), the contributions with ±1 projection of the spin saturate at low temperatures, and therefore the triplet contribution is partly suppressed, see Fig. 7.

\[ \frac{\delta \rho_{xy}}{\rho_{xy}} = \frac{\nu V_0}{\pi k_F l} G_0^{xy}(T\tau), \]
(3.51)

where
\[ G_0^{xy}(x) = 2G_0(x) - c_0^{xy}(x) \]
\[ \simeq \begin{cases} -2 \ln x + \text{const}, & x \ll 1, \\ -11c_1 x^{1/2}, & x \gg 1. \end{cases} \]
(3.52)

The function \( G_0^{xy}(x) \) is shown in Fig. 8. As usual, the Hartree term in the case of point-like interaction has an opposite sign and is twice larger in magnitude, if the Zeeman splitting can be neglected.

An analogous consideration for the Coulomb interaction yields a similar result for the exchange correction
\[ \frac{\delta \rho_{xy}}{\rho_{xy}} = \frac{G_{xy}^E(T\tau)}{\pi k_F l}. \]
(3.53)

\[ G_{xy}^E(x) = 2G_E(x) - c_1^{xy}(x) \]
\[ \simeq \begin{cases} -2 \ln x + \text{const}, & x \ll 1, \\ -\frac{11}{2}c_1 x^{1/2}, & x \gg 1. \end{cases} \]
(3.54)

The function \( G_{xy}^E(x) \) is obtained by substituting (3.17) and (3.34) in (2.36) [cf. similar calculation for \( \delta \sigma_{xx}^E \) leading to Eqs. (3.22) and (3.24)]. The function \( G_{xy}^H(x) \) describing the temperature dependence of the exchange correction to the Hall resistivity is shown in Fig. 8. In the ballistic regime, where \( G_{xy}^H(x) \) dominates, the interaction becomes effectively point-like with \( \nu V_0 = \frac{1}{2} \), so that one can simplify the calculation using \( G_{xy}^H(x) \) \simeq \frac{1}{2}c_1^{xy}(x) \).

To analyze the Hartree contribution, we restrict ourselves to the isotropic-interaction approximation. Then, similarly to the consideration in the end of Sec. III, only the triplet part contributes, and, in order to calculate \( c_1^{xy} \), one should use Eqs. (3.39) and (3.41). In the diffusive limit the Hartree correction to the Hall resistivity is determined by (3.39), while in the ballistic limit we have again effectively point-like interaction with \( \nu V_0 = \frac{3}{2}F_0^\sigma/(1 + F_0^\sigma) \), implying that \( G_{xy}^H(x) \simeq -3G_0^{xy}(x)F_0^\sigma/(2 + F_0^\sigma) \). This yields
\[ \frac{\delta \rho_{xy}}{\rho_{xy}} = -\frac{G_{xy}^H(T\tau)}{\pi k_F l}, \]
(3.55)

\[ G_{xy}^H(x) \simeq 3 \times \begin{cases} 2 \left[ 1 - \frac{\ln(1 + F_0^\sigma)}{F_0^\sigma} \right] \ln x, & x \ll 1, \\ \frac{11}{2}c_1 \frac{F_0^\sigma}{1 + F_0^\sigma} x^{1/2}, & x \gg 1. \end{cases} \]
(3.56)
We return now to the $T$-independent contribution $G^{(xy)}_{UV}$ that was subtracted in Eq. (3.48). In view of the divergence of this term at $u \to 0$, it is determined by the short-time cut-off $u_{\text{min}} = t_{\text{min}}/2\tau$,

$$G^{(xy)}_{UV} \propto \int_{u_{\text{min}}}^{\infty} \frac{du}{u^{3/2}} \sim u_{\text{min}}^{-1/2}. \quad (3.57)$$

Since the correction we are discussing is governed by cyclotron returns, the cut-off $t_{\text{min}}$ corresponds to a single cyclotron revolution, $u_{\text{min}} \sim \pi/\omega_c \tau$. On a more formal level, this is related to the assumption $\omega \ll \omega_c$ used for derivation of (3.48), see the text below Eq. (3.41). We have, therefore, $G^{(xy)}_{UV} = c^{(xy)}(\omega_c \tau)^{1/2}$, with a constant $c^{(xy)}$ of order unity.\footnote{We will concentrate on the first term in Eq. (2.36); the second one yields a contribution of the same order in the ballistic regime and is negligible in the diffusive limit. Therefore, for the purpose of a qualitative discussion it is sufficient to consider this first term. Using (3.48), the corresponding contribution can be estimated as \begin{equation}
\frac{\delta \rho^{xy}}{\rho^{xy}} \sim V_0 \int_{-\infty}^{\infty} d\omega \frac{\partial}{\partial \omega} \left[ \frac{\omega}{2T} \right] \left( \frac{\omega}{4T} \right) \frac{\partial \langle D(\omega, q) \rangle}{\partial \omega} \langle D(\omega, r = 0, t) \rangle \right) \approx V_0 \left( \frac{\omega}{4T} \right)^2 \frac{t}{\sinh^2(\pi T)} \langle D(\omega, r = 0, t) \rangle.
\end{equation}

In the case of Coulomb interaction, this correction (with both, exchange and Hartree, terms included) has the same form with $\nu V_0 \to \frac{1}{2}[1 - 3F_0^e/(1 + F_0^e)]$.}

Finally, let us discuss the expected experimental manifestation of the results of this subsection. Equations (3.31), (3.33) predict that in the presence of interaction the temperature-dependent part of the Hall resistivity $\rho^{xy}(B)$ in a strong magnetic field $\omega_c \gg \tau^{-1}$, $T$ is linear in $B$ at arbitrary $T$, with the $T$-dependence crossing over from $\ln T$ in the diffusive regime to $T^{1/2}$ in the ballistic regime. More specifically, if the interaction is not too strong, the exchange contribution wins and the slope decreases with increasing temperature, while in the limit of strong interaction the slope increases due to the Hartree term (5.55). In an intermediate range of $F_0^e$ the slope is a non-monotonous function of temperature. Surprisingly, this behavior of the slope of the Hall resistivity is similar to the behavior of $\sigma^{xy}$ obtained in Ref. [18] for $B = 0$ and white-noise disorder. This is a very non-trivial similarity, since the correction to $\rho^{xy}$ at weak fields\footnote{It was argued in Ref. [46] by using the Gutzwiller trace formula and Hartree-Fock approximation that the interaction correction to conductivity is related to a classical return probability. The aim of this section is to demonstrate how this relation follows from the explicit formulas for $\sigma^{xy}$.} shows a completely different behavior, vanishing as $T^{-1}$ in the ballistic regime. In addition to the temperature-dependent linear-in-$B$ contribution, the interaction gives rise to a $T$-independent correction (5.58), which scales as $\delta \rho^{xy} \propto B^{3/2}$ (assuming again that $\omega_c \gg \tau^{-1}$).

Let us recall that these results are governed by multiple cyclotron returns and thus are valid under the assumption $\omega_c \gg T$. In the opposite case, $\omega_c \ll T$, the correction is suppressed in the ballistic regime (similarly to $\delta \rho^{xy}$, see Secs. [113] and [114], and the Hall resistance takes its Drude value.

**IV. QUALITATIVE INTERPRETATION: RELATION TO RETURN PROBABILITY**

It was argued in Ref. [46] by using the Gutzwiller trace formula and Hartree-Fock approximation that the interaction correction to conductivity is related to a classical return probability. The aim of this section is to demonstrate how this relation follows from the explicit formulas for $\sigma^{xy}$. We begin by considering the case of smooth disorder, when the kernel $B_{xx}(\omega, q)$ is given by Eq. (2.36). For simplicity, we will further assume a point-like interaction, when only the first two terms in (2.36) give non-zero contributions. In fact, we know that the result for the Coulomb interaction is qualitatively the same [cf. Eqs. (3.15) and (3.21)]. We will concentrate on the first term in (2.36); the second one yields a contribution of the same order in the ballistic regime and is negligible in the diffusive limit. Therefore, for the purpose of a qualitative discussion it is sufficient to consider the first term. Using (3.48), the corresponding contribution can be estimated as

\begin{equation}
\frac{\delta \rho^{xy}}{\rho^{xy}} \sim V_0 \int_{-\infty}^{\infty} d\omega \frac{\partial}{\partial \omega} \left[ \frac{\omega}{2T} \right] \left( \frac{\omega}{4T} \right) \frac{\partial \langle D(\omega, q) \rangle}{\partial \omega} \langle D(\omega, r = 0, t) \rangle \approx V_0 \left( \frac{\omega}{4T} \right)^2 \frac{t}{\sinh^2(\pi T)} \langle D(\omega, r = 0, t) \rangle.
\end{equation}

where $\sigma^{xy}$ is the Drude conductivity in magnetic field and we performed in the second line the Fourier transformation of $D$ to the coordinate-time representation (3.11).

The return probability in a strong magnetic field, $\omega_c \tau \gg 1$,

\begin{equation}
R(t) \equiv \langle D(r = 0, t) \rangle,
\end{equation}

FIG. 8: Functions $G_0^{xy}(T \tau)$ (lower curve) and $G_F^{xy}(T \tau)$ (upper curve) describing the temperature dependence of the Hall resistivity for point-like and Coulomb interaction, respectively. Diffusive ($x \ll 1$) and ballistic ($x \gg 1$) asymptotics, Eqs. (3.32) and (3.33), are also shown.
is shown schematically in Fig. 9. In the diffusive time range, \( t \gg \tau \), it is given by \( R(t) = 1/4\pi Dt \) (where \( D \) is the diffusion constant in the magnetic field, \( D \approx R_c^2/2\tau \)). Equation (4.1) thus yields in the diffusive regime, \( T\tau \ll 1 \),

\[
\frac{\delta \sigma_{xx}}{\sigma_{xx}} \sim \frac{V_0}{D} \ln(T\tau), \tag{4.3}
\]

in agreement with (4.3), (2.48).

At short (ballistic) time, \( t \ll \tau \), the return probability is governed by multiple cyclotron returns after \( n = 1, 2, \ldots \) revolutions,

\[
R(t) = \sum_n \frac{\omega_c \tau}{4\sqrt{3\pi^2 nR_c^2}} \exp \left( -\frac{[t - 2\pi n/\omega_c]^2 \omega_c^2 \tau}{12\pi n} \right). \tag{4.4}
\]

Since \( T \ll \omega_c \), the conductivity correction (4.1) is in fact determined by the smoothened return probability,

\[
\tilde{R}(t) = \frac{1}{(2\pi)^{3/2}} \frac{1}{R_c^2} \left( \frac{\tau}{t} \right)^{1/2}. \tag{4.5}
\]

Substituting (4.5) in (4.1) we find that in the ballistic limit, \( T\tau \gg 1 \), the conductivity correction scales as

\[
\frac{\delta \sigma_{xx}}{\sigma_{xx}} \sim \frac{V_0}{D} (T\tau)^{-1/2}, \tag{4.6}
\]

in agreement with the exact results (4.1), (4.2). As to the diffusive regime, \( T\tau \ll 1 \), the contribution of short times \( t \lesssim \tau \) to the integrand in (4.1) yields a subleading \( T \)-independent correction \( \sim V_0/D \) to (4.3).

It is worth emphasizing that the ballistic behavior (4.5) of the return probability \( \tilde{R}(t) \) corresponds to a one-dimensional diffusion. Consequently the ballistic result (4.6) has the same form as the diffusive Altshuler-Aronov correction in the quasi-one-dimensional geometry. To clarify the reason for emergence of the one-dimensional diffusion, we illustrate the dynamics of a particle subject to a strong magnetic field and smooth disorder in Fig. 10.

Let us assume that the velocity is in \( y \) direction at \( t = 0 \). As is clear from Fig. 10, the return probability \( R_1 \) after the first cyclotron revolution (the integral of the first peak in Fig. 9) is determined by the shift \( \delta_x \) of the guiding center in the cyclotron period \( t_1 = 2\pi/\omega_c \). In view of the diffusive dynamics of the guiding center, this shift has a Gaussian distribution with

\[
\delta_x^2 \equiv \langle \delta_x^2 \rangle = 2Dt_1 = \frac{2\pi R_c^2}{\omega_c \tau}, \tag{4.7}
\]

yielding

\[
R_1 = \frac{(\omega_c \tau)^{1/2}}{2\pi \nu_F R_c}. \tag{4.8}
\]

Furthermore, we have \( \langle \delta_x^2 \rangle = n\delta_x^2 \) after \( n \) revolutions, yielding the return probability \( R_n = R_1/\sqrt{n} \). As to the \( y \)-component \( \delta_y \) of the guiding center shift, it only governs the width of the peaks in Eq. (4.3) and Fig. 9 without affecting \( \tilde{R}(t) \). Therefore, the smoothened return probability is

\[
\tilde{R}(t) = \frac{R_n}{t_1} \bigg|_{n=t/t_1}, \tag{4.9}
\]

which reproduces Eq. (4.3).

As mentioned in Sec. III A, the emergence of the one-dimensional diffusion in the ballistic regime is reflected by the factor \( J_0^2(Q) \sim 1/\pi Q \) in the formula (3.3) for the kernel \( B_{xx}(\omega, q) \). This factor effectively reduces the dimensionality of the \( q \)-integral, \( \int d^2q \rightarrow R_c^{-1} \int dq \).

In the above we considered a system with smooth disorder, for which \( \delta \sigma_{xx} \) at \( B = 0 \) vanishes exponentially in the ballistic limit. Now we turn to the opposite case of

---

**Figure 9**: Schematic plot of the return probability \( R(t) \) in a strong magnetic field and smooth disorder. In the ballistic regime, the peaks are separated by the cyclotron period, \( t_1 = 2\pi/\omega_c \). Dashed curve represents the smoothened return probability \( \tilde{R}(t) \).

**Figure 10**: Schematic illustration of the ballistic dynamics in a strong magnetic field. The thick line shows the particle trajectory (two cyclotron revolutions disturbed by the smooth random potential). The thin line is the diffusive trajectory of the guiding center.
a white-noise disorder. We will show that the linear-in-$T$ correction\textsuperscript{17,18} (Sec. II C) is again related to the return probability but the relation is different from \textsuperscript{11,18}. Indeed, according to (2.49), we have now the structure $\langle D \rangle \langle D \rangle$ instead of $\langle DD \rangle$ that was relevant for smooth disorder. On the other hand, the return probability at ballistic times $t \ll \tau$ is clearly dominated by processes with a single back-scattering event, implying

$$\langle D(r = 0, t) \rangle \sim \frac{1}{\tau} \int (dq) d\omega \langle D_l(\omega, q) \rangle^2 e^{i\omega t}. \quad (4.10)$$

Therefore, the contribution of the first term in (4.10) can be cast in the form

$$\frac{\delta \sigma_{xx}}{\sigma_{xx}} \sim V_0 \tau \int_{E_F^{-1}}^{T^{-1}} \frac{dt}{t} \langle D(r = 0, t) \rangle, \quad \sim V_0 \tau [\text{ const} - \langle D(0, t \sim T^{-1}) \rangle]. \quad (4.11)$$

It is easy to see that the probability of a ballistic return after a single scattering event is

$$\langle D(r = 0, t) \rangle \sim \frac{1}{\tau} \int d^2 r_1 \frac{\delta(2 - 2r_1/v_F)}{(v_F r_1)^2} \sim \frac{1}{v_F^2 \tau}. \quad (4.12)$$

Substituting (4.12) in (4.11), we reproduce the linear-in-$T$ correction

$$\frac{\delta \sigma_{xx}}{\sigma_{xx}} \sim e^2 \nu V_0 T \tau. \quad (4.13)$$

The constant term in (4.11) comes from the lower limit of the time integral, which is of the order of $E_F^{-1}$. This constant merely renormalizes the bare value of the Drude conductivity.

On the diffusive time scale $\langle D \rangle \langle D \rangle \sim \langle DD \rangle$, so that there is no difference between white-noise and smooth disorder. Therefore, in the diffusive limit the result (4.11) applies, yielding the usual logarithmic correction (4.13). In fact the contribution of the type (4.1) arises also in the ballistic regime when all terms in (2.52) are taken into account. According to (4.12), it has the form

$$\frac{\delta \sigma_{xx}}{\sigma_{xx}} \sim \frac{V_0}{D} [\ln(T \tau) - \text{ const}], \quad (4.14)$$

which is a subleading correction to the linear-in-$T$ term\textsuperscript{12,13,2,39}.

In the ballistic regime, $T \tau \gg 1$, the above qualitative arguments for a white-noise disorder can be reformulated in terms of the interaction-induced renormalization of the differential scattering cross-section on a single impurity. Specifically, the renormalization occurs due to the interference of two waves, one scattered off the impurity and another scattered off the Friedel oscillations created by the impurity\textsuperscript{18,10}. The interference contribution is proportional to the probability $W(\pi)$ of backscattering off the impurity (see Appendix C) and hence, to the return probability after a single-scattering event, as discussed above.

On the other hand, this implies that the scattering cross-section around $\phi \sim \pi$ is itself modified by the Friedel oscillations (in other words, the impurities are seen by electrons as composite scatterers with an anisotropic cross-section). The renormalization of the bare impurity depends on the energy of the scattered waves, which after the thermal averaging translates into the $T$-dependence of the effective transport scattering time $\tau(T)$ [this corresponds to setting $t \sim T^{-1}$ in the return probability, see Eq. (4.11)]. This mechanism provides a systematic microscopic justification of the concept of temperature-dependent screening\textsuperscript{15}.

We recall that, in addition to the linear-in-$T$ term, the conductivity correction contains a $T$-independent contribution determined by the ultraviolet frequency cutoff $\sim E_F$. In the case of strong interaction this term can be of the same order as the bare (non-interacting) Drude conductivity. The coefficient in front of this term cannot be calculated within the quasiclassical approach because it is governed by short-distance physics at scales of the order of $\lambda_F$. At the same time, according to the above picture, this $T$-independent correction also modifies the impurity scattering cross-section around $\phi = \pi$. The corresponding correction $\delta W(\phi)$ may thus be comparable to the bare isotropic scattering probability $W_0$. An interesting consequence of this fact is a possible situation when the total relaxation rate $\tau^{-1} \propto \int d\phi [W_0 + \delta W(\phi)]$ is smaller than the transport relaxation rate $\tau^{-1} \propto \int d\phi [W_0 + \delta W(\phi)](1 - \cos \phi)$.

In smooth disorder (small-angle scattering), the backscattering amplitude vanishes exponentially with $k_F d$, and so does the amplitude of Friedel oscillations. This leads to the suppression of the $T \tau$-contribution to the conductivity [see Sec. II C]; this fact was realized within the $T$-dependent screening picture already in Ref.\textsuperscript{17} for the case of scattering on long-range interface roughness. We note, however, that the understanding of the interaction effects in terms of scattering off Friedel oscillations is only possible in the ballistic regime. Indeed, the diffusive correction in a smooth random potential is not exponentially small and is related to random (having no $2k_F$-oscillating structure) fluctuations of the electron density, as was pointed out in Refs.\textsuperscript{11,16}. The correlations of these fluctuations (which reduce to the Friedel oscillations on the ballistic scales) are described by the return probability at arbitrary scales.

Finally, we use the interpretation of the interaction correction in terms of return probability to estimate the MR in the white-noise random potential and at sufficiently weak magnetic fields, $\omega_c \ll T$. Note that the zero-$B$ ballistic correction (4.13) does not imply any dependence of resistivity on magnetic field. Indeed, as follows from (4.11), a temperature dependence of the transport time $\tau(T)$ is not sufficient to induce any non-trivial MR,

$$\Delta \rho_{xx}(B, T) \equiv \rho_{xx}(B, T) - \rho_{xx}(0, T) = 0,$$

if $\tau$ is $B$-independent.
In order to obtain the $B$-dependence of the resistivity, we thus have to consider the influence of the magnetic field on the return probability determining the correction to the transport time. Since in the ballistic regime the characteristic length of relevant trajectories is $L \sim v_F / T \ll l$, their bending by the magnetic field modifies only slightly the return probability for $\omega_c \ll T$.

The relative correction to the return probability is thus of the order of $(L / R_{\text{c}})^2 \sim \omega_c^2 / T^2$ independently of the relation between $\omega_c$ and $\tau^{-1}$. Therefore, to estimate the MR in the white-noise potential for $\omega_c, \tau^{-1} \ll T$, one can simply multiply the result \[13\] for $B = 0$ by a factor $(\omega_c / T)^2$, yielding

$$\frac{\Delta \rho_{xx}}{\rho_0} \sim \frac{(\omega_c \tau)^2}{k_F l} \frac{1}{T \tau}, \quad \omega_c \ll T.$$ \[4.15\]

A formal derivation of this result is presented in Sec. \[V B\].

In a stronger magnetic field, $\omega_c \gg T$, the situation changes dramatically due to multiple cyclotron returns, see above. This regime is considered in Sec. \[V A\] below.

V. MIXED DISORDER MODEL

A. Strong $B$

In Sec. \[III\] we studied the interaction correction for a system with a small-angle scattering induced by smooth disorder with correlation length $d \gg k_F^{-1}$. This is a typical situation for high-mobility GaAs structures with sufficiently large spacer $d$. It is known, however, that with further increasing width of the spacer the large-angle scattering on residual impurities and interface roughness becomes important and limits the mobility. Furthermore, in Si-based structures the transport relaxation rate is usually governed by scattering on short-range impurities.

This motivates us to analyze the situation when resistivity is predominantly due to large-angle scattering. We thus consider the following two-component model of disorder ("mixed disorder"): white-noise random potential with a mean free time $\tau_{\text{wn}}$ and a smooth random potential with a transport relaxation time $\tau_{\text{sm}}$ and a single particle relaxation time $\tau_{\text{sm}, s} [\tau_{\text{sm}} / \tau_{\text{sm}, s} \sim (kF d)^2 \gg 1]$. We will further assume that while the transport relaxation rate $\tau^{-1} = \tau_{\text{wn}}^{-1} + \tau_{\text{sm}}^{-1}$ is governed by short-range disorder, $\tau_{\text{wn}} \ll \tau_{\text{sm}}$, the damping of SdHO is dominated by smooth random potential, $\tau_{\text{sm}, s} \ll \tau_{\text{sm}}$. This allows us to consider the range of classically strong magnetic fields, $\omega_c \tau_{\text{wn}} \gg 1$, neglecting at the same time Landau quantization (which is justified provided $\omega_c \tau_{\text{sm}, s} / \pi \ll 1$).

To calculate the interaction corrections, we have to find the corresponding kernel $B_{\alpha \beta}(\omega, q)$ determined by the classical dynamics. Naively, one could think that under the assumed condition $\tau_{\text{wn}} \ll \tau_{\text{sm}}$ the smooth disorder can simply be neglected in the expression for the classical propagator. While this is true in diffusive limit, the situation in the ballistic regime is much more nontrivial.

To demonstrate the problem, let us consider the kernel $B_{\alpha \beta}^{(\rho)}$ in the ballistic limit $T \tau \simeq T \tau_{\text{wn}} \gg 1$ and in a strong magnetic field $\omega_c \gg T \gg \tau^{-1}$. If the smooth random potential is completely neglected in classical propagators, we have [see Appendix \[B\] the second term in Eq. \[13\] can be neglected for $\omega_c \gg T$]

$$B_{\alpha \beta}^{(\rho)} \simeq \frac{1}{\tau_{\text{wn}}^2} \left[ i \frac{\partial g_0}{\partial \omega} + g_0^2 - \frac{1}{4} \left( \frac{\partial g_0}{\partial Q} \right)^2 \right], \quad (5.1)$$

where $g_0(\omega, q)$ is the angle-averaged propagator with only out-scattering processes included,

$$g_0(\omega, q) = \frac{i \pi J_{\mu}(q R_{\text{c}}) J_{-\mu}(q R_{\text{c}})}{\omega_c \sin \pi \mu}, \quad (5.2)$$

and $\mu = (\omega + i \tau_{\text{wn}}^{-1})/\omega_c$. If characteristic frequencies satisfy $\omega \ll \omega_c$ (which is the case for $T \ll \omega_c$), Eq. \[5.2\] can be further simplified,

$$g_0 = \frac{J_0^2(Q)}{-i \omega + \tau_{\text{wn}}} \quad (5.3)$$

Substituting \[5.1\] and \[5.2\] in \[2.39\], we see that momentum- and frequency-integrations decouple and that the first term in \[5.1\] generates a strongly ultraviolet-divergent $q$-integral $\sim \int dq$.

The physical meaning of this divergency is quite transparent. The contribution of the first term in \[5.1\] to $\delta \rho_{xx}$ is proportional to the time-integrated return probability $\int dt g_0(\omega, q) \sim \int dt e^{-i \omega t} \sim 1$ for $t \ll \tau_{\text{wn}}$.

The encountered divergency signals that the neglect of smooth disorder is not justified, even though $\tau_{\text{wn}} \ll \tau_{\text{sm}}$. Indeed, with smooth disorder taken into account, the particle does not return exactly to the original point after a cyclotron rotation in the case of a strong magnetic field. Since at $t = 2\pi n / \omega_c$ the particle returns exactly to the original point, the integral $\int dt g_0(\omega, q)$ diverges.

The encountered divergency signals that the neglect of smooth disorder is not justified, even though $\tau_{\text{wn}} \ll \tau_{\text{sm}}$. Indeed, with smooth disorder taken into account, the particle does not return exactly to the original point after a cyclotron rotation in the case of a strong magnetic field. Since at $t = 2\pi n / \omega_c$ the particle returns exactly to the original point, the integral $\int dt g_0(\omega, q)$ diverges.

The encountered divergency signals that the neglect of smooth disorder is not justified, even though $\tau_{\text{wn}} \ll \tau_{\text{sm}}$. Indeed, with smooth disorder taken into account, the particle does not return exactly to the original point after a cyclotron rotation in the case of a strong magnetic field. Since at $t = 2\pi n / \omega_c$ the particle returns exactly to the original point, the integral $\int dt g_0(\omega, q)$ diverges.
regularizes the $Q$-integrals, thus solving the problem of ultraviolet-divergencies discussed above. The characteristic momenta are thus determined by $Q^2 \sim T \tau_{\text{sm}}$. Therefore, despite the weakness of the smooth disorder, $\tau_{\text{sm}} \gg \tau_{\text{wn}}$, it is the first ($Q$-dependent) rather than the third term which has to be retained in the denominator of (5.4). In other words, in the ballistic regime and in a strong magnetic field the dynamics in the considered model is governed by smooth disorder.

The above discussion demonstrates that at $\omega_c \gg T \gg \tau_{\text{wn}}^{-1}$ the kernel $B_{\alpha\beta}(\omega, q)$ for the mixed-disorder model is given by (2.35) with propagators $\mathcal{D}$ calculated in smooth random potential (i.e. with white-noise disorder neglected). The time $\tau_{\text{wn}}$ enters the result only through the matrices $T_{\alpha\beta}$ (determined by the transport time $\tau \sim \tau_{\text{wn}}$) and $S_{\alpha\beta}$. Using $\tau_{\text{sm}}/\tau_{\text{wn}} \gg 1$, we find then that the resulting expression,

$$
B_{xx} \simeq \frac{1}{2\omega^2} \left[1 + \frac{\tau_{\text{wn}}}{\tau_{\text{sm}}} \right] \langle DD \rangle
$$

$$
- \frac{1}{2\omega^2} \langle DD \rangle \langle DD \rangle - 2\langle Dn_y \rangle \langle n_y D \rangle
$$

$$
- \frac{1}{2\omega^2} \langle DD \rangle - 2\langle n_y Dn_y \rangle
$$

$$
+ \frac{1}{\omega_c} \langle n_y Dn_y \rangle - \langle Dn_x Dn_y \rangle
$$

(5.5)

is dominated by the first term corresponding to the first term in Eq. (5.4). This yields for $Q = qR_e \gg 1$

$$
B_{xx}(\omega, q) \simeq \frac{1}{\omega^2} \langle DD \rangle \simeq \frac{4\tau_{\text{sm}}^2}{\omega^2} \frac{J_0^2(Q)}{(Q^2 - \Omega^2)^2},
$$

(5.6)

where $\Omega = 2\omega_{\text{wn}}$.

As in previous sections, we first calculate the conductivity correction for a point-like interaction. Substituting (5.6a) in (2.35), we get

$$
\delta \sigma_{xx} = -\frac{e^2}{2\pi^2} \nu V_0 \left(\frac{\tau_{\text{sm}}}{\tau}\right)^{1/2} \frac{4c_0}{(T\tau)^{1/2}}, \quad T \gg 1/\tau_{\text{wn}},
$$

(5.7)

with the constant $c_0$ as defined in Eq. (4.16). For an arbitrary (not necessarily small) value of the ratio $\tau/\tau_{\text{sm}}$ the coefficient 4 in (5.7) is replaced by $4 - 3\tau/\tau_{\text{sm}}$. For $\tau = \tau_{\text{sm}}$ (i.e. without white-noise disorder) we then recover the ballistic asymptotics of Eq. (3.15).

As in the case of purely smooth disorder, the resistivity correction $\delta \rho_{xx}$ is related to $\delta \sigma_{xx}$ via Eq. (3.4). Comparing (5.7) with (3.10), we see that the correction $\delta \rho_{xx}$ is enhanced in the mixed-disorder model by a factor $\sim 4(\tau_{\text{sm}}/\tau)^{1/2} \gg 1$ as compared to the purely smooth-disorder case. On the other hand, the scaling with temperature and magnetic field, $\delta \rho_{xx} \propto B^2 T^{-1/2}$, remains the same.

Let us analyze now the crossover from the ballistic to the diffusive regime. Setting $T \tau \sim 1$ in (5.7), we find that the correction is parametrically large, $\delta \sigma_{xx} \sim (\tau_{\text{sm}}/\tau_{\text{wn}})^{1/2}$. Clearly, this does not match the diffusive contribution (2.48), yielding $\delta \sigma_{xx} \sim 1$ at $T \tau \sim 1$. This indicates that returns without scattering on white-noise disorder continue to govern the correction in certain temperature window below $T \sim 1/\tau$, which normally belongs to the diffusive regime.

To find the corresponding contribution, one should take into account the scattering-out term $\tau_{\text{wn}}^{-1}$ in the denominator of (5.4), which yields

$$
G_1(x, \gamma) = \frac{2}{\pi} \left(\frac{x}{2x}\right)^{1/2} \int_0^\infty dz \frac{\exp[-z/\pi x]}{\sinh^2 z} = \begin{cases} 
(2\gamma)^{1/2}, & x \ll 1, \\
4\gamma^{1/2}x^{-1/2}, & x \gg 1,
\end{cases}
$$

(5.8)

where $\gamma = \tau_{\text{sm}}/\tau \gg 1$ and $x = T \tau$. To describe the temperature dependence of the interaction correction for all $T$, we have to add here the diffusive contribution, which has the form (2.48) for $T \tau \ll 1$ and vanishes for $T \tau \gg 1$. This contribution corresponds to long times $t \gg \tau$ and describes the trajectories multiply scattered off white-noise disorder. Since at $T \tau \sim 1$ the sum of the ballistic and diffusive contributions will be dominated by $G_1(1, \gamma) \sim \gamma^{1/2} \gg 1$, the precise way of vanishing of the diffusive contribution at $T \tau \sim 1$ is inessential. Therefore, we can describe it by the function $G_0(x)$, Eq. (3.12). The resistivity correction for a system with mixed disorder and point-like interaction has thus the following form:

$$
\frac{\delta \rho_{xx}(B)}{\rho_0} = -\frac{(\omega_c/\tau)^2}{\pi k_F l} \nu V_0 G_0^\text{mix}(T\tau, \tau_{\text{sm}}/\tau),
$$

(5.9)

where

$$
G_0^\text{mix}(x, \gamma) = G_1(x, \gamma) + G_0(x)
$$

(5.10)

$$
= \begin{cases} 
-\ln x + (2\gamma)^{1/2}, & x \ll 1, \\
4\gamma^{1/2}x^{-1/2}, & x \gg 1,
\end{cases}
$$

This result is illustrated in Fig. (11a). In the case of Coulomb interaction, we have as usual a similar result for the exchange contribution

$$
\frac{\delta \rho_{xx}^\text{F.mix}(B)}{\rho_0} = -\frac{(\omega_c/\tau)^2}{\pi k_F l} G_0^\text{mix}(T\tau, \tau_{\text{sm}}/\tau),
$$

(5.11)

with

$$
G_0^\text{F}(x, \gamma) = \begin{cases} 
\frac{1}{2} G_1(x, \gamma) + G_0(x), & \gamma \ll 1,
\end{cases}
$$

(5.12)

$$
= \begin{cases} 
-\ln x + (\gamma/2)^{1/2}, & x \ll 1, \\
2\gamma^{1/2}x^{-1/2}, & x \gg 1.
\end{cases}
$$

This function is shown in Fig. (11b). In fact, here the diffusive contribution can be described either by the function $G_0(x)$ or by $G_0(x)$ because in the diffusive limit they coincide up to a small constant. Since in the intermediate and ballistic regimes [where $G_F(x)$ and $G_0(x)$ differ] the contribution $\frac{1}{2}G_1(x, \gamma)$ is dominant, the behavior of the diffusive contribution is of no importance, as in the
curves represent these functions for purely smooth disorder. The result thus reads
\[
\frac{\delta \rho \rho_{\text{mix}}^H(B)}{\rho_0} = 3 \frac{(\omega_c \tau)^2}{\pi k_F l} G^\text{mix}_H(T \tau, \tau_{\text{sm}}/\tau), \tag{5.13}
\]
where
\[
G^\text{mix}_H(x, \gamma) = \frac{1}{2} \frac{F_0^\sigma}{(1 + F_0^\sigma)} G_1(x, \gamma) + G_0^\sigma(x)
\]
\[
= \begin{cases} 
1 - \ln(1 + F_0^\sigma) \ln x + \frac{F_0^\sigma}{1 + F_0^\sigma} \left( \frac{x}{2} \right)^{1/2}, & x \ll 1, \\
-2 c_0 \frac{F_0^\sigma}{(1 + F_0^\sigma)} x^{-1/2}, & x \gg 1.
\end{cases}
\tag{5.14}
\]

Before closing this subsection, we briefly discuss the Hall resistivity in the mixed disorder model. Repeating the steps described above, we find that the ballistic contribution to \(\rho_{\text{xy}}\) also contains an extra factor \((\tau_{\text{sm}}/\tau)^{1/2}\), similarly to \(\rho_{xx}\). For an arbitrary (not necessarily small) value of the ratio \(\tau/\tau_{\text{sm}}\), the coefficient 11 in Eqs. (3.52), (3.54) is replaced by \([6 + 5 \tau/\tau_{\text{sm}}]^{(1/2)}\).

**B. Weak B**

In the case of a purely smooth disorder (Sec. III), the resistivity correction in the ballistic regime is exponentially suppressed for \(\omega_c \ll T\) because the particle cannot return to the origin. When the short-range potential is present, the situation changes and the return probability is determined for \(T \tau \gg 1\) by the single-backscattering processes. The interaction-induced MR arises then due to the influence of the magnetic field on the probability of such return, as discussed in the end of Sec. IV.

In this case, there is no need to take the smooth potential into account and the MR is determined solely by the white-noise disorder. Let us calculate the corresponding correction using the ballistic form (3.19) of the kernel \(\Delta B_{xx}^F\).

For a point-like interaction, substituting (3.19) in (2.39), we find the following ballistic \((T \tau \gg 1)\) asymptotics of the longitudinal MR,
\[
\frac{\Delta \rho_{xx}}{\rho_0} = - \frac{(\omega_c \tau)^2 \nu V_0}{\pi k_F l} \frac{\pi}{72 T \tau}. \tag{5.15}
\]

In the case of Coulomb interaction, \(\Delta B_{xx}^F\) is multiplied by the ballistic asymptotics of the interaction, Eq. (C.1). Substituting this product in Eq. (2.39), we get the Fock contribution to the MR in the form
\[
\frac{\Delta \rho_{xx}^F}{\rho_0} = - \frac{(\omega_c \tau)^2}{\pi k_F l} \frac{17 \pi}{192 T \tau}, \quad T \tau \gg 1. \tag{5.16}
\]

The corresponding Hartree term also scales as \(B^2/T\). It is worth noting that there is another contribution to the
MR in this regime, which comes from the suppression of the triplet channel due to Zeeman splitting $E_Z$ rather than from the orbital effects. This contribution is identical to that found in Ref. 20 for the ballistic magnetoresistance in a parallel magnetic field. It also scales as $B^2/T$ in a weak magnetic field; however, it contains an extra factor $(E_Z/\omega)^2$, as compared to $E_Z/\omega$. This factor is small in typical experiments on semiconductor heterostructures where the effective mass of the carriers is much smaller than the bare electron mass.

We now turn to the Hall resistivity. Using Eqs. (5.17) and (5.18), we find for $\omega_c\tau^{-1} \ll T$ and for arbitrary relation between $\omega_c$ and $\tau^{-1}$

$$\frac{\delta \rho_{xy}}{\rho_{xy}} = \frac{\nu N_0}{\pi k_F l} \frac{\pi}{12 T \tau}$$

(5.17)

for the point-like interaction, and

$$\frac{\delta \rho_{xx}}{\rho_{xx}} = \frac{1}{\pi k_F l} \left[ 1 - \frac{49(\omega_c \tau)^2}{330} \right] \frac{11 \pi}{96 T \tau}$$

(5.18)

for the Coulomb interaction. The result (5.18) reduces in the limit $B \to 0$ to that obtained in Ref. 19 from the quantum kinetic equation. We see that in view of a relatively small value of the numerical coefficient 49/330, the first ($B$-independent) term in square brackets in (5.18) dominates for $\omega_c \tau \lesssim 1$, so that the results of Ref. 19 are applicable in sufficiently broad range of magnetic fields. For the corresponding Hartree-correction to $\delta \rho_{xy}$ calculated within the “$F_0$-approximation”, we refer the reader to Ref. 19.

VI. ANISOTROPIC SYSTEMS

A. Qualitative discussion

In the preceding consideration, we assumed that the 2D system is isotropic. While this is true for the majority of magnetotransport experiments we have in mind, there exists a number of important situations when the transport is anisotropic, $\sigma_{xx} \neq \sigma_{yy}$. First, such an anisotropy can be induced by the orientation of the 2D electron gas plane with respect to the crystal axes, see e.g. Ref. 48 for a measurement of the quantum correction for the (110) surface of the Si-MOSFET. Second, the electron-electron interaction may lead to spontaneous formation of a charge-density wave. Finally, the anisotropy may be induced by a one-dimensional periodic modulation (lateral superlattice). The latter example is of special interest in view of emergence of commensurability oscillations (known as Weiss oscillations), and we will discuss it in more detail in Sec. VI C.

The interaction-induced correction to the conductivity tensor of an anisotropic system was calculated for the diffusive regime and $B = 0$ by Bhatt, Wülfe, and Ramakrishnan. They showed, in particular, that the quantum correction preserves the anisotropy of the quasiclassical (Boltzmann) conductivity. Below we will generalize their result onto the case of a classically strong magnetic field, and, furthermore, will extend the consideration to the ballistic regime.

We begin by presenting a simple argument allowing one to estimate the conductivity correction in an anisotropic system; we will confirm it by a formal calculation in Sec. VI B. According to Eq. (6.2), the relative correction to a diagonal component $\sigma_{\mu\mu} (\mu = x, y)$ of the conductivity tensor is determined by the return probability (and is, thus, the same for $\mu = x$ and $\mu = y$). This implies, in the diffusive regime

$$\frac{\delta \sigma_{\mu\mu}}{\sigma_{\mu\mu}} \sim -\text{Re} \frac{1}{\nu} \int (dq) \frac{1}{D_{\alpha\beta} q_\alpha q_\beta - i\omega} \frac{\omega = 1/\tau}{\omega = T}$$

(6.1)

yielding

$$\delta \sigma_{xx} \sim e^2 \left( \frac{\sigma_{xx}}{\sigma_{yy}} \right)^{1/2} \ln T \tau$$

(6.2)

and analogously for $\delta \sigma_{yy}$. In the ballistic regime the time-integrated return probability $\int_{-\infty}^{\infty} dt (\langle D(t) \rangle)$ scales as $(T \tau)^{-1/2}$ [see Eqs. 4.22 and 4.3], so that we have instead of (6.2),

$$\delta \sigma_{xx} \sim e^2 K \left( \frac{\sigma_{xx}}{\sigma_{yy}} \right) (T \tau)^{-1/2}$$

(6.3)

The explicit form of the function $K(x)$ will be calculated below. Since the conductivity corrections (6.2) and (6.3) are only determined by the anisotropic diffusion, we expect that they do not depend on the particular source of anisotropy, in analogy with Ref. 41. An important feature of the results (6.2) and (6.3) is that they mix the components $\sigma_{xx}$ and $\sigma_{yy}$ of the conductivity tensor. This will play a central role in our analysis of the interaction effect on the magnetoresistivity of modulated systems in Sec. VI C.

It is worth mentioning that the validity of the formula (6.3) for the ballistic regime is restricted on the high-temperature side by the condition $T \lesssim T_{\text{ad}}$, where $T_{\text{ad}}$ is the time scale on which the anisotropic diffusion of the guiding center sets in. The value of $T_{\text{ad}}$ depends on the particular microscopic mechanism of anisotropy. We will estimate $T_{\text{ad}}$ and the behavior of the conductivity correction at $T \gg T_{\text{ad}}$ for a modulated system in Sec. VI C.

B. Calculation of the interaction-induced correction to resistivity

We proceed now with a formal calculation of the quantum correction to the conductivity of an anisotropic system in a strong magnetic field. As a model of anisotropy, we will assume anisotropic impurity scattering, with a cross-section $W(\phi, \phi') \neq W(\phi - \phi')$. Repeating the
derivation performed in Secs. [1A and 1B] we find that the result [235, 236] remains valid in the anisotropic case, with the matrix $T_{\alpha\beta}$ proportional to the corresponding (anisotropic) diffusion tensor $D_{\alpha\beta}$,

$$T_{\alpha\beta} = \frac{2D_{\alpha\beta}}{v_F^2} \left( \begin{array}{cc} \tau_x & -\omega_c\tau_x\tau_y \\ \omega_c\tau_x\tau_y & \tau_y \end{array} \right),$$

(6.4)

where $\tau_x$ and $\tau_y$ are the relaxation times for the corresponding components of the momentum. We begin by considering the diffusive limit, when the leading contribution comes from three-diffusion diagrams, Fig. 1 (see Sec. II C1), which are represented by the last term in Eq. (2.36). The singular contribution to the propagator $D$, governed by the diffusion mode, has a form analogous to [244].

$$D^s(\omega, q; \phi, \phi') \simeq \frac{\Psi_R(\phi, q)\Psi_L(\phi', q)}{D_{\alpha\beta}q_{\alpha}q_{\beta} - i\omega},$$

(6.5)

see Appendix E for the derivation of (6.5) and explicit expressions of $\Psi_{R,L}$. Using (6.5) and (6.6), we get

$$\langle D \rangle \simeq \langle D^s \rangle = \frac{1}{D_{\alpha\beta}q_{\alpha}q_{\beta} - i\omega}$$

(6.6)

and

$$B_{xx}(\omega, q) \simeq -\langle D^s n_{\alpha}D^s n_{\beta}\rangle = \frac{-e^2}{v_F^2}(D_{xx}q_x^2 + D_{yy}q_y^2 - i\omega)^2.$$  

(6.7)

The result (6.7) can also be obtained with making use of the identity (5.5); then it is sufficient to keep only the leading term (unity) in the expressions for functions $\Psi_{R,L}$ entering (6.5). Substituting (6.7), (6.6), (2.14) in (2.35), we obtain the final result for the conductivity correction in the diffusive regime,

$$\delta\sigma_{xx} = \frac{e^2}{2\pi^2} \left( \frac{D_{xx}}{D_{yy}} \right)^{1/2} \ln T_x,$$

(6.8)

$$\delta\sigma_{yy} = \frac{e^2}{2\pi^2} \left( \frac{D_{yy}}{D_{xx}} \right)^{1/2} \ln T_y,$$

(6.9)

in full agreement with a qualitative consideration of Sec. VII A [Eq. (6.2)]. The correction to the Hall conductivity is zero in the leading (ln $T\tau$) order, as in the isotropic case. For the point-like interaction, the result remains the same, up to a factor $\nu V_0$.

We now extend the consideration beyond the diffusive limit (thus allowing for $qR_c \gtrsim 1$), assuming first the smooth disorder and concentrating on longitudinal components of the conductivity and resistivity tensors. In analogy with (6.1), the singular contribution $D^s$ to the propagator acquires then the form (see Appendix E)

$$D(\omega, q; \phi, \phi') = \exp\{-iqR_c[\sin(\phi - \phi_q) - \sin(\phi' - \phi_q)]\} \times \frac{\chi(\phi)\chi(\phi')}{D_{\alpha\beta}q_{\alpha}q_{\beta} - i\omega},$$

(6.10)

where

$$\chi(\phi) = 1 - \frac{iqF}{\omega_c^2} \left( 1 - \frac{1}{\tau_x \cos \phi \cos \phi_q + \frac{1}{\tau_y} \sin \phi \sin \phi_q} \right).$$

(6.11)

This yields

$$\langle D \rangle = \frac{J_0^2(qR_c)}{D_{xx}q_x^2 + D_{yy}q_y^2 - i\omega},$$

(6.12)

and

$$B_{xx}(\omega, q) = \frac{4e^2}{v_F^2}(D_{xx}q_x^2 + D_{yy}q_y^2 - i\omega)^3,$$

(6.13)

which differs from (6.0), (6.7) by the factor $J_0^2(qR_c)$ only. In the ballistic limit $T_x, T_y \gg 1$ the relevant values of $qR_c$ are large, $qR_c \gg 1$, so that the screening is effectively static and the interaction is effectively point-like with $V_0 = 1/2\nu$. Substituting then (6.13) in (2.35) and rescaling the integration variables $q_x = D_{xx}^{-1/2}q_x$, $q_y = D_{yy}^{-1/2}q_y$, we find

$$\delta\sigma_{yy} = \frac{-e^2}{4\pi^2}v_0(T_{xy})^{-1/2} \times \frac{2}{\pi}K \left( \sqrt{1 - D_{xx}/D_{yy}} \right),$$

(6.14)

$$\delta\sigma_{xx} = \frac{D_{yy}}{D_{xx}} \delta\sigma_{yy},$$

(6.15)

where $K$ is the elliptic integral,

$$\int_0^{\pi/2} \frac{dx}{\sqrt{\cos^2 x + q^2\sin^2 x}} = K(\sqrt{1 - q^2}), \quad 0 < q < 1,$$

(6.16)

and we assumed that $y$ is the easy-diffusion axis, $D_{yy} > D_{xx}$.

Let us analyze the obtained results in the limits of weak and strong anisotropy. It is convenient to set $D_{xx} = D_0$, $T_x = \tau_0$, $D_{yy} = D_0 + \Delta D$, and to introduce a dimensionless anisotropy parameter $\alpha = \Delta D/D_0$. Using the asymptotics of the elliptic integral,

$$K(s) \simeq \left\{ \begin{array}{ll} \pi/2 \left( 1 + \frac{s^2}{4} \right), & s \ll 1, \\ \ln \frac{4}{\sqrt{1 - s}}, & 1 - s \ll 1, \end{array} \right.$$  

(6.17)

we find

$$\delta\sigma_{xx} \simeq \frac{-e^2}{4\pi^2}v_0(T_{xy})^{-1/2} \times \left\{ \begin{array}{ll} 1 - \alpha, & \alpha \ll 1, \\ \ln(16\alpha), & \alpha \gg 1, \end{array} \right.$$  

(6.18)

and $\delta\sigma_{yy} = (1 + \alpha)\delta\sigma_{xx}$. Equations (6.14), (6.15) and (6.18) confirm the qualitative arguments in Sec. VII A (based on the behavior of the return probability) which led to Eq. (6.3).
C. Modulated systems

In this subsection, we apply the results of Sec. VI.B to a particularly important class of anisotropic 2D systems, namely, 2D electron gas subject to a periodic potential varying in one direction. Such systems (lateral superlattices) have been intensively investigated experimentally during the last fifteen years. In a pioneering work, Weiss, von Klitzing, Ploog and Weimann discovered that even a weak one-dimensional periodic modulation with a wave vector $k \parallel \vec{e}_x$ may induce strong oscillations of the magnetoresistivity $\rho_{xx}(B)$ [while showing almost no effect on $\rho_{yy}(B)$ and $\rho_{xy}(B)$], with the minima satisfying the condition $2R_e/a = n - 1/4$. Here $n = 1, 2, \ldots$ and $a = 2\pi/k$ is the modulation period. The quasiclassical nature of these commensurability oscillations was demonstrated by Beenakker, who showed that the interplay of the cyclotron motion and the superlattice potential induces a drift of the guiding center along $y$ axis, with an amplitude squared oscillating as $\cos^2(kR_e - \pi/4)$ [this is also reproduced by a quantum-mechanical calculation (collison integral approach), independently of the form of the impurity potential]. While Ref. 51 assumed isotropic impurity scattering (white-noise disorder), it was shown later that the character of impurity scattering affects crucially the dependence of the oscillation amplitude on the magnetic field. The theory of commensurability oscillations in the situation of smooth disorder characteristic for high-mobility 2D electron gas was worked out in Ref. 50 (see also numerical solution of the Boltzmann equation in Ref. 53) and provided a quantitative description of the experimentally observed oscillatory magnetoresistivity $\Delta\rho_{xx}(B)$. The result has the form

$$\frac{\Delta\rho_{xx}}{\rho_0} = \frac{\pi \eta^2 k^2 R_e}{4 \sinh(\pi \lambda)} J_{-1}(kR_e) J_{-1}(kR_e),$$

(6.19)

where $\eta$ is the dimensionless amplitude of the modulation potential $[V(x) = \eta E_F \cos(kx)]$, and

$$\lambda = \frac{1}{\omega_c \tau_s} \left\{ 1 - \left[ 1 + \frac{\tau_s}{\tau} (kR_e)^2 \right]^{-1/2} \right\}.$$  

(6.20)

In the range of sufficiently strong magnetic fields Eq. (6.19) describes the commensurability oscillations with an amplitude proportional to $B^3$,

$$\frac{\Delta\rho_{xx}}{\rho_0} \sim \eta^2 \left( \frac{\omega_c \tau_s}{\pi} \right)^2 \cos^2(kR_e - \pi/4),$$

(6.21)

For precise conditions of validity of (6.21), as well as for an analysis of the result (6.19) in the whole range of magnetic fields, the reader is referred to Ref. 51.

As to the modulation-induced corrections $\Delta\rho_{xy}, \Delta\rho_{yy}$ to the other components of the resistivity tensor, they are exactly zero within the quasiclassical (Boltzmann equation) approach, independently of the form of the impurity collision integral. Such corrections appear in the quantum-mechanical treatment of the problem, and are related to the de Haas-van Alphen oscillations of the density of states induced by the Landau quantization of spectrum. As a consequence, these oscillations are exponentially damped by disorder, with the damping factor $\sim \exp[-2\pi/\omega_c \tau_s]$. The phase of such quantum oscillations $\Delta\rho_{yy}$ is opposite to that of quasiclassical commensurability oscillations in $\Delta\rho_{xx}$, Eqs. (6.19), (6.21). Indeed, oscillations in $\Delta\rho_{yy}$ that are much weaker than those in $\Delta\rho_{xx}$, have the opposite phase, and vanish much faster with decreasing $B$, were observed in Ref. 13. We will neglect these oscillations, which are exponentially weak in the range of magnetic fields considered in the present paper, $\omega_c \tau_s / \pi \ll 1$. We are going to show that the interaction-induced correction to resistivity also generates oscillations in $\rho_{yy}$, which are, however, unrelated to the DOS oscillations of a non-interacting system and become dominant with lowering temperature.

To demonstrate this, we apply the result of Sec. VI.B for the interaction-induced correction in an anisotropic system. The anisotropy parameter is governed by the quasiclassical correction to $\rho_{xx}$ due to modulation,

$$\alpha = \frac{\sigma_{yy}}{\sigma_{xx}} - 1 \sim \frac{\rho_{xx}}{\rho_{yy}} - 1 = \frac{\Delta\rho_{xx}}{\rho_0}$$

(6.22)

and is given by Eq. (6.19). For simplicity we will assume that the effect of modulation is relatively weak, $\alpha \ll 1$. (Generalization to the large-$\alpha$ case with making use of the corresponding formulas of Sec. VI.B is completely straightforward.) Using (6.19) and (6.22), we find the oscillatory correction to $\rho_{yy}$ as a combined effect of the modulation and the Coulomb interaction,

$$\frac{\delta\rho_{yy}}{\rho_0} = \frac{\omega_c \tau_s}{2\pi k_F l^2} \frac{\Delta\rho_{xx}}{\rho_0} \times \begin{cases} -\ln(T\tau), & T\tau \ll 1, \\ \frac{c_0}{4} (T\tau)^{-1/2}, & T\tau \gg 1. \end{cases}$$

(6.23)

In the presence of strong scatterers (mixed disorder model), the result for the ballistic regime is enhanced by the factor $4(\tau_{sm}/\tau)^{1/2} \gg 1$, as discussed in Sec. VI.

Let us remind the reader that the result (6.23) is valid for temperatures $T \ll T_{ad}$, where $T_{ad}^{-1} \sim \tau(a/R_e)^2$ is the characteristic time on which the motion of the guiding center takes the form of anisotropic diffusion (see Sec. VI.A). For the case of a modulated system with a smooth random potential we find $T_{ad}^{-1} \sim \tau(a/R_e)^2$. This is because on a scale shorter than $T_{ad}^{-1}$ the modulation leads to a drift of the guiding center along $y$ axis with the velocity depending on the coordinate $X$ of the guiding center,

$$v_d(X) = -\frac{\eta Y_F}{2} k R_e J_0(kR_e) \sin(kX)$$

(6.24)

$$\sim -\frac{\eta Y_F}{\sqrt{2\pi k R_e}} \cos(kR_e - \pi/4) \sin(kX).$$

In a time $a^2/D \equiv T_{ad}^{-1}$ the position $X$ of the guiding center is shifted by a distance of the order of the modulation period $a$ due to the small-angle impurity scattering. Therefore, the drift velocity $v_d$ typically changes
sign on this time scale, so that the drift is transformed to an additional diffusion process, with \( \Delta D_{yy} \sim v^2 T^{-1} \), in agreement with (6.24). To estimate the resistivity correction \( \delta \rho_{yy} \) in the ultra-ballistic regime \( T \gg T_{ad} \), we use the relation between the conductivity correction and the return probability (Sec. IV). The return probability \( R_n \) after \( n \) revolutions (introduced in Sec. IV) is modified by the modulation-induced drift in the following way:

\[
R_n^{\text{mod}} = R_n \left(1 - n \omega_c T_{ad}/2v_T^2\right). \tag{6.25}
\]

According to (6.24), this yields an oscillatory correction to resistivity suppressed by a factor \( \sim T_{ad}/T \) as compared to the second line (ballistic regime) of Eq. 6.23.

Let us summarize the results obtained in this subsection. We have shown that in a periodically modulated system the interaction induces, in addition to the quadratic MR studied in Secs. III and IV, an oscillatory contribution to the component \( \rho_{yy} \) of the resistivity tensor, which is not affected by modulation (and thus shows no oscillations) within the Boltzmann theory. When the parabolic MR is negative (meaning that the exchange contribution dominates), which is the case under typical experimental conditions and for not too high temperatures, these quantum interaction-induced oscillations in \( \rho_{yy} \) are in phase with classical oscillations in \( \rho_{xx} \), as follows immediately from Eq. (6.25) [see Fig. 12]. In other words, their phase is opposite to that of the above-mentioned contribution \( \Delta \rho_{yy}^{(\text{DOS})} \) induced by the DOS oscillations.

We come therefore to the following conclusion concerning the phase of the total oscillatory contribution to \( \rho_{yy} \). While at sufficiently high temperatures the \( \rho_{yy} \)-oscillations have, due to the contribution \( \Delta \rho_{yy}^{(\text{DOS})} \) [and possible due to the Hartree counterpart of Eq. (6.23)], the phase opposite to \( \Delta \rho_{xx} \), with lowering temperature the exchange contribution Eq. (6.23) starts to dominate, implying that \( \rho_{yy} \) oscillates in phase with \( \rho_{xx} \). Furthermore, the both contributions are damped differently by disorder: the high-temperature out-of-phase oscillations \( \Delta \rho_{yy}^{(\text{DOS})} \) vanish with lowering \( B \) much faster than the low-temperature in-phase interaction-induced oscillations \( \delta \rho_{yy} \).

Our results are in qualitative agreement with a recent experiment. It was observed there that at sufficiently high temperature, \( T \gtrsim 2.5 \text{ K} \), the oscillations in \( \rho_{yy} \) have the opposite phase with respect to \( \rho_{xx} \), in accord with earlier experimental findings. However, when the temperature was lowered, the phase has changed and \( \rho_{yy} \) started to oscillate in phase with \( \rho_{xx} \), with an amplitude increasing with decreasing \( T \). In addition to these novel oscillations, a smooth negative MR was seen to develop in the same temperature range. The authors of Ref. 58 emphasized a puzzling character of the temperature dependence of the observed oscillations, which cannot be explained by earlier theories, without discarding the interaction effects. Our theory leading to Eq. (6.23) provides a plausible explanation of these experimental findings. Quantitative comparison of the theory and experiment requires, however, a more systematic experimental study of the temperature dependence of the amplitude of \( \rho_{yy} \)-oscillations in a broader temperature range.

![FIG. 12: Magnetoresistivity in a lateral superlattice with modulation wave vector \( \mathbf{k} \parallel \mathbf{e}_x \). (a) Quasiclassical Weiss-oscillations; dashed line shows the resistivity in the absence of modulation. (b) Interaction-induced quantum oscillations in \( \rho_{yy} \) for three temperatures. The curves correspond to the values of the parameter \( 2c_0(\tau_{\text{sm}}/T)^{1/2} = 0.1, 0.3, 0.5 \) (from top to bottom), assuming mixed disorder. Dashed line represents the resistivity of the non-interacting system. Typical experimental parameters are used: effective mass \( m = 0.067 \times 9.1 \times 10^{-28} \text{ g} \), electron density \( n_e = 3.16 \times 10^{11} \text{ cm}^{-2} \), modulation strength \( \eta = 0.05 \), modulation period \( a = 260 \text{ nm} \), momentum and single-particle relaxation times \( \tau = 100 \text{ pc} \) and \( \tau_s = 5 \text{ pc} \), respectively.](image)
VII. CONCLUSIONS

A. Summary of main results

Let us summarize the key results of the present paper. We have derived a general formula (3.38) for the interaction-induced quantum correction δσ_{αβ} to the conductivity tensor of 2D electrons valid for arbitrary temperature, magnetic field and disorder range. It expresses δσ_{αβ} in terms of classical propagators in random potential (“ballistic diffusons”). In the appropriate limiting cases, it reproduces all previously known results on the interaction correction (see Sec. III).

Applying this formalism, we have calculated the interaction contribution to the MR in strong B in systems with various types of disorder and for arbitrary Tτ. In the diffusive limit, Tτ ≪ 1, the result does not depend on the type of disorder, as expected. Specifically, the MR scales with magnetic field and temperature as follows, δρ_{xx} ∝ B^2 ln(Tτ) and δρ_{xy} ∝ B ln(Tτ), in agreement with Refs. 10 and 11.

In the ballistic limit, Tτ ≫ 1, the result is strongly affected by the character of disorder. In Sec. III we have performed a detailed study of the case of smooth disorder characteristic for high-mobility GaAs heterostructures. We have found that the temperature-dependent MR scales at ω_c ≫ T as δρ_{xx} ∝ B^2(Tτ)^{-1/2} and δρ_{xy} ∝ B(Tτ)^{3/2}. In addition, there is a temperature-independent (but larger) contribution ∝ B^3/2 to the Hall resistivity. In the opposite limit ω_c ≪ T the MR is suppressed.

We have further considered a mixed disorder model, with strong scatterers (modeled by white-noise disorder) superimposed on a smooth random potential (Sec. V). A qualitatively new situation arises when the momentum relaxation rate τ_{sm}^{-1} due to smooth disorder is much less than the total momentum relaxation rate τ^{-1}. Such a model is believed to be relevant to Si-based structures, as well as to GaAs structures with very large spacer. We have shown that in the ballistic limit and at ω_c ≫ T the corrections to both longitudinal and Hall resistivities are enhanced (as compared to the case of smooth disorder) by a factor (τ_{sm}/τ)^{3/2} ≫ 1. In the range of weaker magnetic fields, ω_c ≪ T, the interaction-induced MR scales in the ballistic regime as ∆ρ_{xx} ∝ B^2(Tτ)^{-1} and δρ_{xy} ∝ B(Tτ)^{-1}[1 - const (ω_c/T)^2].

For a weak interaction (κ ≪ k_F) the correction is dominated by the exchange contribution, implying that ∆ρ_{xx} is negative and that the slope of ρ_{xy} decreases with increasing temperature. This is true up to a temperature T_H ≫ τ^{-1} (defined in Sec. II D where the sign changes. In the case of a strong interaction the magnitude of the Hartree contribution (and thus the sign of the total correction) depends on angular harmonics F_{nS}^{αβ} of the Fermi-liquid interaction (Sec. III E). It is worth emphasizing that in contrast to the diffusive limit where only F_0 is relevant, in the ballistic regime all the Fermi-liquid parameters are, strictly speaking, important, see Eq. (3.40). Therefore, predictions of the “F_0”-approximation (with only one Fermi-liquid parameter retained) should be treated with caution.

We have further applied our formalism to anisotropic systems (Sec. VII) and demonstrated that the correction mixes the components ρ_{xx} and ρ_{yy} of the resistivity tensor. This result is of special interest in the case of systems subject to a one-dimensional periodic modulation (lateral superlattice; wave vector k || e_z). Specifically, we have shown that the interaction induces novel oscillations in ρ_{yy}, which are in phase with quasiclassical commensurability (Weiss) oscillations in ρ_{xx}.

B. Comparison with experiment

Our results for ρ_{xx} in the case of smooth disorder (published in a brief form in the Letter12) have been confirmed by a recent experiment on n-GaAs system14, which was performed in the broad temperature range, from the diffusive to the ballistic regime. Specifically, Li et al.14 found that the MR scales as ∆ρ_{xx} ∝ B^2 in strong magnetic fields. The obtained temperature-dependence of the proportionality coefficient G(Tτ) was in good agreement with our predictions.

Very recently, Olshanetsky et al.15 studied the MR in the ballistic regime in a Si/SiGe structure of n-type, where both short- and long-range potential are expected to be present. They found the interaction-induced correction to ρ_{xx} larger by a factor ∼ 5 as compared to our prediction14 for the case of smooth disorder. This conforms with the results of the present paper for the mixed-disorder model, where we find an enhancement of ∆ρ_{xx} by a factor 4(τ_{sm}/τ)^{3/2} ≫ 1.

As has been mentioned in Introduction, the interaction-induced MR in the ballistic regime was measured for the first time as early as in 1983, by Paalanen, Tsui, and Hwang16, who studied GaAs structures. Again, a parabolic temperature-dependent MR ∆ρ_{xx} was obtained, in agreement with our findings. However, its magnitude was considerably (roughly an order of magnitude) larger compared with our theoretical result for the case of smooth disorder, as well as with the recent experiment14. We speculate that samples used in Ref. 12 probably contained an appreciable concentration of background impurities, which has led to an enhancement of the interaction-induced contribution to resistivity, similarly to the recent work16. (Indeed, the results for the mixed-disorder model shown in Fig. I may create an impression that the log T behavior extends up to Tτ ∼ 10, as was concluded in Ref. 12.) Remarkably, the interaction-induced quantum correction to conductivity may serve as an indicator of the dominant type of disorder.

To the best of our knowledge, no experimental study of the interaction effects on Hall resistivity ρ_{xy} has been published. This part of our predictions therefore awaits its experimental verification.
Finally, our results for systems with one-dimensional periodic modulation are in qualitative agreement with the recent work by Mitkus et al., as we discussed in detail in Sec. VI C. Quantitative comparison of the theory and experiment requires an experimental study of the temperature-dependence of novel oscillations (found experimentally in Ref. 18 and theoretically in the present paper) in a broader temperature range.

C. Outlook

Before closing the paper, we list a few further applications of our formalism and its possible generalizations. First, our results can be generalized to frequency-dependent (rather than temperature-dependent) MR. Second, the interaction effects in systems of other dimensionality, as well as in macroscopically inhomogeneous systems, can be investigated by our general method. Third, the formalism can be used to calculate the phonon-induced contribution to resistivity, which becomes larger than that due to Coulomb interaction at sufficiently high temperatures. Further, thermoelectric phenomena in the full range of magnetic fields and temperatures can be studied in a similar way. Finally, our approach can be generalized to the regime of still stronger magnetic fields, where the Landau quantization can not be neglected anymore; the work in this direction is in progress.
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APPENDIX A: CANCELLATION OF THE INELASTIC TERM

As discussed in Sec. II A, diagrams f and g give rise, in addition to the contribution (2.24), to a term of the type (2.23), characteristic for inelastic effects. This yields at $B = 0$ a disorder-independent correction to resistivity $\delta \rho \sim (T/eE_F)^2$, see below. Note that such a contribution to resistivity would be obtained if one substitutes the inelastic relaxation rate of a clean 2D electron gas, $\tau_{\text{inel}}^{-1} \sim T^2/E_F$ in the Drude formula. However, such a procedure clearly makes no sense. Indeed, in a translationally invariant system electron-electron collisions conserve the total momentum and thus give no contribution to resistivity. Therefore, the correction (2.23) ought to be canceled by some other contribution. Below we show explicitly that this is indeed the case, and that this second contribution is of the Coulomb-drag type, described by the diagrams in Fig. 13.

For simplicity, we restrict our consideration here to the case of zero $B$ and white-noise disorder, which allows us to use the results of Ref. 61 for the Coulomb drag. Note that while Ref. 61 considered the drag between two layers, we refer to the “self-drag” within a single layer. As we will see below, the characteristic momenta $q$ determining the contribution are large, $q \sim k_F$. For this reason, there is no need to take into account impurity-line ladders while evaluating this term, similarly to the calculation of drag in Ref. 61 for a small inter-layer distance. We thus have

$$\delta B_{xx}^f(\omega, q) = \frac{1}{2\pi \nu \nu_F^2} \int \frac{d^2p}{(2\pi)^2}$$

$$\times \left[ 2p_x^2 G_R^f(\epsilon, p) G_R(\epsilon - \omega, p - q) G_A(\epsilon, p)$$

$$+ p_x (p_x - q_x) G_R(\epsilon, p) G_A(\epsilon, p)$$

$$\times G_R(\epsilon - \omega, p - q) G_A(\epsilon - \omega, p - q) \right], \quad (A.1)$$

where $G_{R,A}(\epsilon, p) = (E_F + \epsilon - p^2/2m \pm i/2\tau)^{-1}$ are the disorder-averaged retarded and advanced Green’s functions. Using the identity

$$G_R(\epsilon, p) G_A(\epsilon, p) = i \tau \left[ G_R(\epsilon, p) - G_A(\epsilon, p) \right],$$

we reduce (A.1) to the form

$$\delta B_{xx}^f(\omega, q) = - \frac{\tau^2}{\pi \nu \nu_F^2} \int \frac{d^2p}{(2\pi)^2} p_x q_x$$

$$\times \Re \left[ G_R(\epsilon, p) G_A(\epsilon - \omega, p - q) \right]$$

$$= - \frac{\tau^2 \nu}{2\nu_F \nu \omega} \Im \Pi(\omega, q), \quad (A.2)$$

where $\Pi(\omega, q)$ is the polarization operator.\n
$$\Im \Pi(\omega, q) = \frac{\omega}{\pi} \int \frac{d^2p}{(2\pi)^2} G_R(\epsilon, p) G_A(\epsilon - \omega, p - q)$$

$$\simeq 2\nu \omega q v_F \theta(q v_F - \omega), \quad (A.3)$$

where $\theta(x)$ is the step function. Furthermore, the imaginary part of the interaction propagator within the RPA is proportional to $\Im \Pi(\omega, q)$

$$\Im U(\omega, q) = - |U(\omega, q)|^2 \Im \Pi(\omega, q). \quad (A.4)$$

FIG. 13: Aslamazov-Larkin-type diagrams describing the Coulomb-drag contribution to the resistivity, which cancels the “inelastic” part of the diagrams f, g from Fig. 1.
Substituting (A.2) and (A.4) in (2.26), we finally obtain
\[
\delta \sigma_{xx}^{\text{inl}} = -\frac{e^2 \tau^2}{m^2} \int_{-\infty}^{\infty} d\omega \frac{1}{2\pi} \int \frac{d^2 q}{(2\pi)^2} d^2 \omega \sin(k_0 T) \int q_z^2 |U(\omega, q)|^2 |\text{Im} \Pi(\omega, q)|^2,
\]
This expression is identical, up to a sign, to the result of Ref. [51] for Coulomb drag. This demonstrates that two contributions indeed cancel each other,
\[
\delta \sigma_{xx}^{\text{inl}} + \delta \sigma_{\text{drag}} = 0. \tag{A.6}
\]
Using the explicit form of \text{Im} \Pi(\omega, q), Eq. (A.3), and of \(U(\omega, q), \) Eq. (2.14), in the ballistic regime, it is easy to estimate \(\delta \sigma_{xx}^{\text{inl}}\) (we assume here \(\kappa \sim k_F\) for simplicity),
\[
\delta \sigma_{xx}^{\text{inl}} \sim -e^2 \tau^2 T \int_0^T d\omega \int \frac{k_F dq}{k_F} \approx -e^2 (T \tau)^2. \tag{A.7}
\]
As has been stated above, the \(q\)-integral is determined by the ultraviolet cutoff.

Finally, we note that in double-layer system the interlayer interaction does give rise to a correction \(\delta \sigma_{xx}^{\text{inl}}\) to the driving-layer conductivity, which is equal in magnitude and opposite in sign to the transconductance. This effect is, however, reduced by a factor \(\sim (k_F \xi)^{-4}\) (where \(\xi\) is the interlayer distance), as compared to (A.7), see Ref. [51].

APPENDIX B: PROPAGATOR AND KERNELS 
\(B_{\alpha \beta}\) FOR WHITE-NOISE DISORDER

In this appendix we will derive the general expressions (valid for arbitrary magnetic field) for the kernels \(B_{\alpha \beta}(\rho)\) and \(B_{\alpha \beta}(\omega)\) in terms of the quasiclassical propagator for a white-noise random potential. This will allow us to reproduce the results of Refs. [18,19] where the interaction-induced corrections to \(\sigma_{xx}\) and \(\rho_{xy}\) were studied for a white-noise disorder in the limit \(B \to 0\). We will further apply the formalism to calculate the longitudinal MR and the Hall resistivity in a finite magnetic field with \(\omega_c \ll T\). The resistivity tensor in yet stronger magnetic field, \(\omega_c \gg T\), is studied, in the more general framework of a mixed disorder model in Sec. VII.

Using Eqs. (2.38) and (2.41), we get
\[
B_{xx}^{(\rho)} = \frac{1}{2\tau} \langle D \rangle^2 + \frac{1}{2} \langle Dn_x \rangle \langle n_x D \rangle + \frac{2}{\tau} \langle n_x Dn_x \rangle + \frac{2\omega_c}{\tau} \langle n_x Dn_y \rangle \tag{B.1}
\]
for the kernel describing the longitudinal resistivity, and
\[
B_{xy}^{(\rho)} = \frac{\omega_c}{2} \langle D \rangle - \frac{1}{\tau} \langle Dn_x \rangle \langle n_x D \rangle - \frac{2\omega_c}{\tau} \langle n_x Dn_x \rangle - \frac{2\omega_c}{\tau} \langle n_x Dn_y \rangle \tag{B.2}
\]
for the Hall resistivity.

The propagator \(D(\phi, \phi')\) in the case of white-noise disorder can be expressed through the propagator \(D_0(\phi, \phi')\), obeying the Liouville-Boltzmann equation with only scattering-out term present in the collision integral,
\[
\left[-i\omega + iqv_c \cos(\phi - \phi_q) + \omega_c \frac{\partial}{\partial \phi} + \frac{1}{\tau}\right] D_0(\phi, \phi') = 2\pi \delta(\phi - \phi'). \tag{B.3}
\]
As in a zero magnetic field, the total propagator is given by the sum of the ladder-diagrams (thus including the scattering-in processes), yielding
\[
D(\phi, \phi') = D_0(\phi, \phi') + \int \frac{d\phi_1}{2\pi} \frac{d\phi_2}{2\pi} D_0(\phi_1, \phi_2) D_0(\phi_2, \phi'), \tag{B.4}
\]
which we write symbolically as follows
\[
D = D_0 + \frac{D_0}{\tau - g_0}, \tag{B.5}
\]
Here we introduced a short-hand notation
\[
g_0(\omega, q) \equiv \langle D_0 \rangle = \int \frac{d\phi}{2\pi} \frac{d\phi'}{2\pi} D_0(\omega, q; \phi, \phi') \tag{B.6}
\]
for the angle-averaged scattering-out propagator. In Appendix B3, it turns out that for a white-noise disorder the kernels \(B_{xx}^{(\rho)}\) and \(B_{xy}^{(\rho)}\) can be expressed in terms of \(g_0\) (and its derivatives with respect to \(q\) and \(\omega\)). The solution of (B.3) is given by
\[
D_0(\omega, q; \phi, \phi') = \exp\left[iqR_c \left[\sin(\phi - \phi_q) - \sin(\phi - \phi_q)\right]\right] \times \sum_{n=-\infty}^{\infty} \frac{\exp[i(\pi - \phi')]\mu - n}{\omega_c} \tag{B.7}
\]
It is worth mentioning that in the mixed-disorder model introduced in Sec. VII with both, white-noise and smooth disorder present, the solution of the Liouville-Boltzmann equation also has the form (B.3). In that case, the propagator \(D_0\) satisfies the Liouville-Boltzmann equation for a purely smooth disorder (considered in Appendix B1) with the replacement \(\omega \to \omega + i/\tau_{wn}\), where \(\tau_{wn}\) is relaxation time due to white-noise potential.

Using (B.7) and a series representation for the Bessel functions, we find [see, e.g. Ref. [54]]
\[
g_0(\omega, q) = \frac{i}{\omega_c} \sum_n J_n'(qR_c) \frac{J_n(qR_c)}{\mu - n} = \frac{i\pi}{\omega_c} \int_{-\infty}^{\infty} \frac{J_\mu(qR_c)J_{-\mu}(qR_c)}{\sin \pi \mu}, \tag{B.8}
\]
where \( J_\mu(z) \) is the Bessel function and

\[
\mu = \frac{\omega}{\omega_\epsilon} + \frac{i}{\omega_\epsilon \tau}. \tag{B.9}
\]

In the absence of magnetic field (\( \omega_\epsilon = 0, \ R_\epsilon = v_F / \omega_\epsilon = \infty \)) the propagators \( D_0(\omega, \mathbf{q}; \phi, \phi') \) and \( g_0(\omega, \mathbf{q}) \) acquire a simple form

\[
D_0(\omega, \mathbf{q}; \phi, \phi') = \frac{2\pi \delta(\phi - \phi')}{-i\omega + qv_F \cos(\phi - \phi_q) + 1/\tau}, \tag{B.10}
\]

\[
g_0(\omega, \mathbf{q}) = \frac{1}{\sqrt{q^2 v_F^2 + (-i\omega + 1/\tau)^2}} = \frac{1}{S(\omega, \mathbf{q})}. \tag{B.11}
\]

To proceed further, we first reduce [using (B.5)] the “matrix elements” appearing in (B.1) and (B.2) to the form containing only the propagators \( D_0 \),

\[
\langle D \rangle = \frac{\langle D_0 \rangle}{\tau - g_0}, \tag{B.12}
\]

\[
\langle DD \rangle = \frac{\tau^2\langle D_0D_0 \rangle}{(\tau - g_0)^2}, \tag{B.13}
\]

\[
\langle n_x D n_\beta D \rangle = \frac{\tau^2\langle D_0n_x D_0n_\beta D_0 \rangle}{(\tau - g_0)^2}, \tag{B.14}
\]

\[
\langle n_x D n_\beta D \rangle = \frac{\langle D_0n_x D_0n_\beta D_0 \rangle}{\tau - g_0}, \tag{B.15}
\]

\[
\langle n_x D n_\beta D \rangle = \frac{\tau^2\langle D_0n_x D_0n_\beta D_0 \rangle}{(\tau - g_0)^2}, \tag{B.16}
\]

\[
\langle n_x D n_\beta D \rangle = \frac{\tau^2\langle D_0n_x D_0n_\beta D_0 \rangle}{(\tau - g_0)^2}, \tag{B.17}
\]

where \( \beta = x, y \). Next, using (B.1) and (B.2) and performing the averaging over \( \phi_q \), we can express the matrix elements involving \( D_0 \) via the propagator \( g_0 \). Introducing the notation \( W = -i\omega + 1/\tau \), we get the following \( \phi_q \)-averaged matrix elements,

\[
\langle n_x D_0 D_0 \rangle = -i \frac{\partial g_0}{\partial \omega}. \tag{B.18}
\]

\[
\langle D_0n_x D_0 \rangle = -\frac{1}{2q^2v_F^2} [1 - Wg_0]^2 + \frac{\omega_\epsilon^2}{8v_F^2} \left( \frac{\partial g_0}{\partial q} \right)^2, \tag{B.19}
\]

\[
\langle n_x D_0 n_x D_0 \rangle = \frac{\omega_\epsilon^2}{4v_F^2} \left( \frac{\partial^2 g_0}{\partial q^2} + \frac{1}{q} \frac{\partial g_0}{\partial q} \right) + \frac{g_0}{2}, \tag{B.20}
\]

\[
\langle n_x D_0 n_x D_0 \rangle = -\frac{W}{2qv_F^2} \frac{\partial g_0}{\partial q}. \tag{B.21}
\]

\[
\langle n_x D_0 n_x D_0 \rangle = \left[ 1 - Wg_0 \right] \frac{\partial g_0}{\partial q} \right), \tag{B.22}
\]

\[
\langle D_0n_x D_0n_x D_0 \rangle = -\frac{1}{4v_F^2} \left( \frac{\partial^2 g_0}{\partial q^2} + \frac{1}{q} \frac{\partial g_0}{\partial q} \right), \tag{B.23}
\]

\[
\langle D_0n_x D_0 \rangle^2 = -\frac{1}{2v_F^2} \left( \frac{\partial g_0}{\partial q} \right)^2, \tag{B.24}
\]

for the “longitudinal correlators”, and

\[
\langle D_0n_x \rangle \langle n_y D_0 \rangle = \frac{\omega_c}{2qv_F^2} \left[ 1 - Wg_0 \right] \frac{\partial g_0}{\partial q}, \tag{B.25}
\]

\[
\langle n_x D_0 n_y \rangle = \frac{\omega_c}{4v_F^2} \left( \frac{\partial g_0}{\partial q^2} + \frac{1}{q} \frac{\partial g_0}{\partial q} \right), \tag{B.26}
\]

\[
\langle n_x D_0 n_y \rangle = \frac{\omega_c}{4v_F^2} \left( \frac{\partial g_0}{\partial q^2} + \frac{1}{q} \frac{\partial g_0}{\partial q} \right), \tag{B.27}
\]

\[
\langle D_0n_x D_0 n_y \rangle = \frac{\omega_c}{2v_F^2} \left( \frac{\partial g_0}{\partial q} \right)^2, \tag{B.28}
\]

\[
\langle D_0n_x D_0 n_y \rangle = \frac{i}{2\omega_c} \left( \frac{\partial g_0}{\partial \omega} + \frac{iW g_0}{qv_F^2} \frac{\partial g_0}{\partial q} \right), \tag{B.29}
\]

for the “Hall correlators”.

Substituting Eqs. (B.12)–(B.29) in (B.1) and (B.2) we obtain the kernels \( B_{xx}^{(\rho)} \) and \( B_{xy}^{(\rho)} \) averaged over \( \phi_q \),

\[
B_{xx}^{(\rho)}(\omega, q) = \left( \frac{\tau}{\tau - g_0} \right)^2 \times \left\{ \frac{2\tau - g_0}{2\tau^2} \left[ g_0 + \frac{(1 - Wg_0)^2}{q^2v_F^2} \right] \right. \tag{B.30}
\]

\[
\left. + \frac{i}{\tau} \frac{\partial g_0}{\partial \omega} - \frac{1}{qv_F^2} \frac{\partial g_0}{\partial q} + \frac{1}{4v_F^2} \frac{\tau^2}{\tau - g_0} \left( \frac{\partial g_0}{\partial q} \right)^2 \right\} \times \left[ (1 - \omega_\epsilon^2)^2 \frac{2\tau}{\tau - g_0} + \omega_\epsilon^2 \frac{\tau^2}{\tau - g_0} \left[ 1 + \frac{g_0}{2\tau} \right] \right. \tag{B.30}
\]

\[
\left. + \frac{1}{4v_F^2} \frac{\tau^2}{\tau - g_0} \left( \frac{\partial^2 g_0}{\partial q^2} + \frac{1}{q} \frac{\partial g_0}{\partial q} \right) \right\}, \tag{B.30}
\]

\[
B_{xy}^{(\rho)}(\omega, q) = \left( \frac{\tau}{\tau - g_0} \right)^2 \times \left\{ \frac{i}{4\omega} \frac{\tau^2}{\tau - g_0} \frac{\partial g_0}{\partial \omega} + \frac{iW g_0}{qv_F^2} \frac{\partial g_0}{\partial q} \right. \tag{B.31}
\]

\[
\left. + \frac{\omega_c}{2qv_F^2} \left[ 1 - Wg_0 - \frac{g_0}{2\tau} \right] \frac{\partial g_0}{\partial q} \right. \tag{B.31}
\]

\[
\left. + \frac{\omega_c}{4v_F^2} \frac{\tau + g_0}{\tau - g_0} \left( \frac{\partial g_0}{\partial q} \right)^2 \right\}. \tag{B.31}
\]

In zero magnetic field, we put \( \omega_c = 0 \) and substitute \( g_0 = 1/S \) in (B.30). After some algebra, we reduce the
obtained expression for the kernel $B_{xx}$ to the form

\[
B_{xx}^{(p)}(\omega, q) = \frac{(qv_F)^2}{2\tau S^3(S - 1/\tau)^3} + \frac{3(qv_F)^2}{4\tau^2 S^3(S - 1/\tau)^2} + \frac{S - W}{\tau S(S - 1/\tau)^2} \left[ (2S - 1/\tau)^2 S - W \right]^2 + \frac{2\tau(qv_F)^2 S^2(S - 1/\tau)^2}{2},
\]  

(B.32)

which agrees with Eq. (16b) of Ref. [13] up to an overall factor $1/2\tau$ related to different normalization. In the ballistic limit, $T\tau \gg 1$, expanding (B.32) in $\tau^{-1}$, one finds the leading contribution $[O(1/\tau)]$ given by the last two terms in (B.32),

\[
B_{xx}^{(p)}(\omega, q) \approx \frac{S_0 + i\omega}{\tau S_0^2} + \frac{[S_0 + i\omega]^2}{\tau(qv_F)^2 S_0^2},
\]

(B.33)

\[
= \frac{S_0 + i\omega}{\tau S_0^2} \left[ \frac{1}{S_0} + \frac{1}{S_0} - \frac{1}{i(\omega + i0)} \right],
\]

where $S_0 = (q^2v_F^2 - (\omega + i0)^2)^{1/2}$. Substituting (B.33) in (B.31) and using (C.1) for exchange interaction, we reproduce the linear-in-$T$ correction to the resistivity in the ballistic regime,

\[
\delta \rho_{xx}^{(p)} = \frac{T}{E_F}.
\]

(B.34)

Within the approximation of isotropic interaction used in Ref. [13] the Hartree term is determined by the triplet channel and is given by

\[
\delta \rho_{xx}^{(H)} = \frac{-3}{4} \frac{T}{E_F}.
\]

It is worth noting that one should exercise a certain caution when comparing the experimental data with the results (B.33) and (B.34), even in systems with short-range impurities. First, the higher angular harmonics $F_{n\neq0}$ of the interaction are neglected in the above approximation may change the numerical coefficient in front of the Hartree term (see discussion in Sec. III, and in Ref. [13]). Second, anisotropy of the impurity scattering introduces an extra factor $2\pi n W(\pi)\tau \neq 1$ (where $W(\pi)$ is the effective impurity-backscattering probability) in both exchange and Hartree terms (see Sec. III, and Appendix). The anisotropy may arise due to some amount of smooth disorder present in any realistic system, due to a finite range of scatterers, or due to the screening of originally point-like impurities (see Sec. IV, and Appendix). Therefore, the interaction parameter $F_0^0$ extracted from the measured linear-in-$T$ resistivity with the use of (B.33), (B.34) may differ considerably from that found from a measurement of other quantities (e.g. the resistivity correction in the diffusive limit or the spin susceptibility).

To find the leading contribution to $B_{xy}^{(p)}$ in the limit of vanishing magnetic field, we have to expand the propagator $g_0$ up to the second order in $\omega_c$, in the first term in curly brackets in (B.31). This can be easily done by treating the term $\omega_c \partial g/\partial \phi$ in (B.33) as a perturbation, which yields

\[
g_0(B \to 0) = g_0(\omega, q; B = 0) + (\omega_c^2 \hbar) q v_F^2
\]

(B.36)

After a simple algebra, we find $B_{xy}^{(p)}$ in the following form,

\[
B_{xy}^{(p)}(\omega, q) = \frac{(qv_F)^2}{\tau^2 S^3(S - 1/\tau)^3} + \frac{(qv_F)^2}{4\tau^2 S^3(S - 1/\tau)^2} + \frac{W[S - W]^2}{2\tau^2 S^4(S - 1/\tau)^2},
\]

(B.37)

which agrees with Eq. (16a) of Ref. [13]. In the ballistic limit, $T\tau \gg 1$, the leading contribution $[O(1/\tau^2)]$ to $B_{xy}^{(p)}$ has the form

\[
B_{xy}^{(p)}(\omega, q) \approx \frac{\omega_c(S_0 + i\omega)}{4\tau^2 S_0^4}[6S_0^2 - 3iS_0\omega - 5\omega^2].
\]

(B.38)

In arbitrary magnetic field, Eq. (B.36) can be also significantly simplified when the condition of the ballistic regime, $T\tau \gg 1$, is assumed. Then the leading contribution to the longitudinal MR, $\Delta \rho_{xx} = \rho_{xx}(B) - \rho_{xx}(0)$, is determined by the kernel

\[
\tau B_{xx}^{(p)}(\omega, q) \approx g_0^2 + \frac{(1 - Wg_0)^2}{q^2v_F^2} + \frac{-\omega_c^2}{4\tau^2 v_F^2} \frac{\partial g_0}{\partial q} (\partial g_0/\partial q)^2.
\]

(B.39)

The remaining terms in (B.36) yield the contributions to the MR which are smaller at least by an additional factor $(T\tau)^{-1}$. Using (B.34), which tells us that for $\omega_c \ll T$ the magnetic-field-induced corrections to the propagator $g_0$ are small by a factor $(\omega_c/T)^3$, we find that the MR for not very strong magnetic fields, $\omega_c \ll T$, is determined by a quadratic in $\omega_c$ correction to the kernel $B_{xy}^{(p)}$,

\[
\Delta B_{xx}^{(p)}(\omega, q) \approx \frac{\omega_c^2}{\tau} \left[ \frac{2h(\omega, q)}{S} - \frac{2h(\omega, q) W(S - W)}{S} \right]
\]

\[
+ \frac{i}{4\tau^2 v_F^2} \frac{\partial g_0}{\partial q} \frac{\partial g_0}{\partial q} \left[ \frac{2S - 5W^2}{S} \right] - \frac{5W(S + W)(3S^2 - 7W^2)}{2S^3} + S + W
\]

\[
\approx -\omega_c^2 S_0^2 - \frac{\omega_c^2}{8\tau} S_0^3 (4S_0^4 + 13i\omega S_0^3
\]

\[
+ 25\omega^2 S_0^3 - 35i\omega^3 S_0 + 35\omega^4),
\]

(B.40)

independently of the relation between $\omega_c$ and $\tau^{-1}$. Similarly, using (B.36), one can find the correction to
Eq. (B.38) in a finite magnetic field $\omega_c \ll T$,
\[ \Delta B_{xy}^{(\rho)}(\omega, q) = -\omega_c^3 \frac{i\omega(S_0^2 + \omega^2)}{4S_0^2} [3S_0^2 + 7\omega^2]. \] (B.41)
Again, this correction is independent of the relation between $\omega_c$ and $\tau^{-1}$. The results (B.39) and (B.40) are used for calculation of the interaction-induced corrections to $\rho_{xx}$ and $\rho_{xy}$ for the white-noise disorder and $\omega_c \ll T$ in Sec. V.B

**APPENDIX C: LINEAR-IN-$T$ TERM IN THE BALLISTIC LIMIT AT $B = 0$**

In this appendix we calculate the leading ballistic correction to the conductivity at $B = 0$ for a generic scattering cross-section $W(\phi - \phi')$ in the case of the Coulomb interaction. As explained in Sec. II C, this term (proportional to $T \tau$) is obtained by substituting the ballistic asymptotics (2.51) of $B_{xx}$ in the general formula (2.35). Likewise, the interaction propagator $U(\omega, q)$ entering (2.35) has to be replaced by

\[ U(\omega, q) = \frac{1}{2\nu + i\omega D_t} \] (C.1)

with the free propagator $D_t$ given by Eq. (2.34). Performing the angular integration (\ldots), we get

\[
\delta \sigma_{xx} \simeq -\frac{e^2}{2\pi^2} T \tau \text{Im} \int_0^\infty d\Omega \frac{\partial}{\partial \Omega} \left( \Omega \coth \frac{\Omega}{2} \right) \\
\times \int_0^\infty Q dQ \frac{[Q^2 - (\Omega + i0)^2]^{1/2}}{[Q^2 - (\Omega + i0)^2]^{1/2} + i(\Omega + i0)} \\
\times \left[ \int d\phi \frac{(-i\Omega) W(\phi)(1 - \cos \phi)}{2\pi [Q^2 \cos^2 \frac{\phi}{2} - (\Omega + i0)^2][Q^2 - (\Omega + i0)^2]^{1/2}} - \frac{-i\Omega}{(Q^2 - (\Omega + i0)^2)^{1/2}} \right],
\] (C.2)

where we introduced the dimensionless variables $\Omega = \omega/T$, $Q = qvF/T$, and $W(\phi) = 2\pi vT W(\phi)$. It is convenient to split the interaction propagator as follows

\[
2\nu U(\Omega, Q) = \frac{S_0}{S_0 + i(\Omega + i0)} = \left( 1 - \frac{i\Omega}{S_0 + i(\Omega + i0)} \right),
\] (C.3)

where $S_0 = (Q^2 - (\Omega + i0)^2)^{1/2}$. The first term corresponds to a statically screened interaction and is equivalent to a point-like interaction with $V_0 = 1/2\nu$, the second term results from the dynamical weakening of screening.

As discussed in Sec. II C, the contribution $\delta \sigma_{xx}^{(1)}$ of the first (constant) term is proportional to the backscattering probability $W(\pi)$, see Eq. (2.55). Let us show that this follows also from Eq. (C.3). Performing the variable change $Q \rightarrow S_0$, we find

\[
\delta \sigma_{xx}^{(1)} \simeq -\frac{e^2}{2\pi^2} T \tau \text{Im} \int_0^\infty d\Omega \frac{\partial}{\partial \Omega} \left( \Omega \coth \frac{\Omega}{2} \right) \tilde{\Phi}(\Omega)
\]

\[
\tilde{\Phi}(\Omega) = \int_{C} dS_0 \frac{(-i\Omega)(S_0^2 + \Omega^2)}{S_0^2} \\
\times \int d\phi \frac{2\pi 2\sin^2(\phi/2) W(\phi)}{\pi S_0^2 \cos^2 \frac{\phi}{2} - (\Omega + i0)^2 \sin^2 \frac{\phi}{2}}.
\] (C.4)

The contour C of integration over $S_0$ in Eq. (C.4) is shown in Fig. 14. Interchanging the order of integration over $\phi$ and $S_0$, we see that for any $\phi \neq \pi$ (i.e. $\cos \frac{\phi}{2} \neq 0$) the $S_0$-integral converges. Furthermore, transforming the integration contour C $\rightarrow$ C’ as shown in Fig. 14 it is straightforward to reduce $\tilde{\Phi}(\Omega)$ to an explicitly real form. Therefore, only the singular point $\phi = \pi$ (where the result of $S_0$-integration diverges as $1/|\cos \frac{\phi}{2}|$, implying that the imaginary part of $\tilde{\Phi}(\Omega)$ is determined by a delta-function in $\phi$-integral) contributes to (C.4), so that $\delta \sigma_{xx}^{(1)} \propto W(\pi)$.

To find the corresponding coefficient, one can consider the isotropic scattering $W(\phi) = \text{const}$ and to integrate over $\phi$ first, yielding

\[
\delta \sigma_{xx}^{(1)} = \frac{e^2}{\pi} W(\pi) T \tau,
\] (C.5)
in agreement with (2.52). Note that the integral over $\Omega$ is formally divergent at the upper limit. It should be cut off at $\Omega \sim E_F/T$ yielding a temperature independent contribution $\sim e^2 W(\pi) E_F \tau$ which renormalizes the value of the Drude conductivity.

We now turn to the contribution $\delta \sigma_{xx}^{(2)}$ of the second (dynamical) term in the interaction propagator (2.34), which differs from Eq. (2.55) by an extra factor $-i\Omega/[S_0 + i(\Omega + i0)]$. Rotating at $\phi \neq \pi$ the integration contour as before, we reduce the $S_0$-integral to the form $(S_0 \rightarrow -iY)$

\[
\Omega^2 \int_0^\infty dY Y \frac{Y + \Omega}{Y^2 (Y^2 \cos^2 \frac{\phi}{2} + \Omega^2 \sin^2 \frac{\phi}{2})},
\] (C.6)

which is again real and thus yields no contribution to $\delta \sigma_{xx}^{(2)}$. Though the point $\phi = \pi$ is singular in this case as
well, the singularity is only logarithmic ($\sim \ln |\cos \phi|$), so that no contribution proportional to $W(\pi)$ arises. This can be easily checked by assuming $W(\phi) = \text{const}$ and performing the $\phi$-integration first. Therefore

$$\delta\sigma_{xx}^{(2)} = 0,$$

and the linear-in-$T$ term is given by Eq. (C.5).

In the above consideration we have expanded the ballistic propagator $D$ up to terms with one scattering event. In the case of small-angle scattering this is justified provided $T\tau \gg 1$, while in the intermediate temperature range $T^{-1} \ll T \ll \tau^{-1}$ processes with many scattering events dominate (though the particle motion is typically close to the straight line). The term $\delta\sigma_{xx}^{(1)}$ which is governed by anomalous processes of returns in a time $t \lesssim T^{-1} \ll \tau$ is exponentially small in this case, see Sec. III.C. As to the $\delta\sigma_{xx}^{(2)}$ contribution to the linear-in-$T$ term, it remains zero in this case as well. To demonstrate this, we use Eq. (2.36). In the first and the third terms we can replace $D$ by the free propagator (2.9), the fourth term gives no $T\tau$ contribution, while in the second term we should take into account the angular diffusion (2.9) around the straight trajectory,

$$\frac{1}{2} (D) - (n_x D n_x) \rightarrow \frac{-i\omega}{2\tau q^2 v_F^2 - (\omega + i0)^2}.$$  \hspace{1cm} (C.7)

Combining the contributions to $B_{xx}$ of all the three terms, we get

$$B_{xx}(\omega, q) = \frac{-i\omega}{[q^2 v_F^2 - (\omega + i0)^2]^{3/2}} \left( \frac{1}{2} + \frac{1}{2} - 1 \right) = 0,$$

so that the coefficient of the $T\tau$-term indeed vanishes.

**APPENDIX D: SOLUTION OF LIOUVILLE-BOLTZMANN EQUATION FOR A SMOOTH DISORDER**

In this appendix, we will solve the classical equation for a propagator of a particle moving in a smooth random potential in a magnetic field,

$$\left[ -i\omega + iqv_F \cos \phi + \omega_c \frac{\partial}{\partial \phi} - \frac{1}{\tau} \frac{\partial^2}{\partial \phi^2} \right] D(\phi, \phi') = 2\pi \delta(\phi - \phi').$$  \hspace{1cm} (D.1)

Here the polar angle of the velocity is counted from the angle of $q$, $\phi - \phi_q \rightarrow \phi$.

We first consider the diffusive limit, $Dq^2$, $\omega \ll 1/\tau$, and solve this equation perturbatively in $q$ for arbitrary magnetic field. Putting $q = 0$, we obtain the solution in the form

$$D(\phi, \phi') = \sum_n e^{in(\phi - \phi')}.$$  \hspace{1cm} (D.2)

which is just a standard expansion in eigenfunctions of the Liouville-Boltzmann operator. We now treat the term $\delta = iv_F q \cos \phi$ as a perturbation. The first-order correction to the eigenvalues $\lambda_n^{(0)} = -i\omega + i\omega_c + n^2/\tau$ vanishes, while the second order correction is

$$\lambda_n^{(2)} = \frac{q^2 v_F^2}{2} \frac{1}{1 - (\omega_c \tau + 2n)^2}$$  \hspace{1cm} (D.3)

and can be neglected along with $-i\omega$ in all terms except for $n = 0$ in the diffusive limit. The first order correction to the right eigenfunction for $n = 0$ reads

$$\Psi_{0, R}^{(1)}(\phi) = -\frac{iqv_F \tau}{1 + \omega_c \tau^2} \cos(\phi + \omega_c \tau \sin \phi),$$  \hspace{1cm} (D.4)

while the left eigenfunction differs from (D.3) by a replacement $\omega_c \rightarrow -\omega_c$. Thus, in the diffusive limit the propagator has the form

$$D(\omega, q, \phi, \phi') \approx \frac{1}{Dq^2 - i\omega} \times \left[ \frac{1 - iqv_F \tau}{1 + \omega_c \tau^2} \cos(\phi + \omega_c \tau \sin \phi) \right]$$

$$\times \left[ 1 - iqv_F \tau \left( \cos \phi' - \omega_c \tau \sin \phi' \right) \right]$$

$$+ \sum_{n \neq 0} \frac{e^{in(\phi - \phi')}}{i\omega_c + n^2/\tau}.$$  \hspace{1cm} (D.5)

In a strong magnetic field ($\omega_c \tau \gg 1$) one can go beyond the diffusion approximation. In this case one can represent the propagator in the form

$$D(\omega, q, \phi, \phi') = d(\omega, q, \phi, \phi') \exp[-iqR_c (\sin \phi - \sin \phi')],$$  \hspace{1cm} (D.6)

and solve the equation for $d(\phi, \phi')$,

$$\left[ -i\omega - \frac{qv_F}{\omega_c \tau} \sin \phi + \left\{ \omega_c + 2i\frac{qv_F}{\omega_c \tau} \cos \phi \right\} \frac{\partial}{\partial \phi} \right.$$

$$\times \left. \left[ 1 + \frac{q^2 v_F^2}{\omega_c \tau^2} \cos^2 \phi - \frac{1}{\tau} \frac{\partial^2}{\partial \phi^2} \right] \right] d(\phi, \phi') = 2\pi \delta(\phi - \phi').$$  \hspace{1cm} (D.7)

perturbatively in $q$. At $q = 0$ we have the same solution (D.2) as in the diffusive limit. The first order correction to the eigenvalues is now produced by the $q^2$-term in (D.7), $\lambda_n^{(1)} = Dq^2$, with $D = R_c^2/2\tau$ the diffusion constant in a strong magnetic field. The second order corrections $\lambda_n^{(2)}$ turn out to be small compared to $\lambda_n^{(1)}$ for $(qR_c)^2 \ll \omega_c \tau$. As in the diffusive limit, for calculation of $B_{xx}$ the corrections to the eigenfunctions $\Psi_n$ with $n \neq 0$ can be neglected. The first-order correction to $\Psi_0$ is found to be (we drop the term $\propto \sin 2\phi$, since it does not contribute to $B_{xx}$ in the leading order)

$$\Psi_{0}^{(1)}(\phi) \approx -iqv_F \tau \cos \phi \left( \omega_c \tau \right)^{-1}.$$  \hspace{1cm} (D.8)
leading to Eq. (3.1).

To calculate the kernel $B_{xy}$, we need a more accurate form of the propagator. Therefore, we should analyze the corrections to the eigenvalues and eigenfunctions of the Liouville-Boltzmann operator to the next order in $(qR_n)^2/\omega_c \tau$. To do this, it is convenient to perform the transformation

$$ \mathcal{D}(\omega, \mathbf{q}; \phi, \phi') = \tilde{d}(\omega, \mathbf{q}; \phi, \phi') \times \exp \left\{ -i \frac{qR_n}{1 + \beta^2} [\beta^2 (\sin \phi - \sin \phi')] + \beta (\cos \phi - \cos \phi') \right\}, \quad (D.9) $$

and introduce the dimensionless variables $\beta = \omega_c \tau$, $\tilde{Q} = qR_n \beta/(1 + \beta^2)^{1/2}$, $\Omega = 2\omega_c \tau$. The equation for $\tilde{d}(\omega, \mathbf{q}; \phi, \phi')$ takes then the form

$$ \left[ -i \frac{\Omega}{2} + \tilde{Q}^2 \cos^2 \tilde{\phi} + \beta \frac{\partial}{\partial \tilde{\phi}} \right] \tilde{d}(\omega, \mathbf{q}; \tilde{\phi}, \tilde{\phi}') + 2i \tilde{Q} \cos \tilde{\phi} \frac{\partial}{\partial \tilde{\phi}} - \frac{\partial^2}{\partial \tilde{\phi}^2} \tilde{d}(\omega, \mathbf{q}; \tilde{\phi}, \tilde{\phi}') = 2 \pi \delta(\phi - \phi'), \quad (D.10) $$

where we performed a rotation $\tilde{\phi} = \phi + \phi_\beta$, $\phi_\beta = \arccot \beta$. Treating for $\tilde{Q}^2 \ll \max[1, \beta]$ (i.e. $(qR_n)^2 \ll \omega_c \tau$ in a strong magnetic field, $\beta \gg 1$) the term

$$ \delta L = \frac{\tilde{Q}^2}{2} \cos 2\tilde{\phi} + 2i \tilde{Q} \cos \tilde{\phi} \frac{\partial}{\partial \tilde{\phi}}, \quad (D.11) $$

as a perturbation to the operator

$$ \hat{L}_0 = -i \frac{\Omega}{2} + \frac{\tilde{Q}^2}{2} + \beta \frac{\partial}{\partial \tilde{\phi}} - \frac{\partial^2}{\partial \tilde{\phi}^2}, \quad (D.12) $$

we find the unperturbed solution

$$ \tilde{d}_0(\tilde{\phi}, \tilde{\phi}') = 2 \tau \sum_n e^{i n (\tilde{\phi} - \tilde{\phi}')} \frac{\omega}{-i \Omega + \tilde{Q}^2 + 2in\beta + 2n^2}, \quad (D.13) $$

and the first-order correction to the eigenvalues $\tilde{\lambda}_n^{(1)} = 0$. Calculating the $n = 0$ eigenfunctions and eigenvalue up to the second order in the perturbation $\tilde{d}_1(\tilde{\phi}, \tilde{\phi}')$ we finally obtain the singular part of the propagator for $\beta \gg 1$ with required accuracy,

$$ \mathcal{D}^s(\omega, \mathbf{q}; \phi, \phi') = 2 \tau \exp[-iQ(\sin \phi - \sin \phi')] \times \frac{\chi_R(\phi, Q) \chi_L(\phi', Q)}{Q^2[1 - (1 - Q^2/4)/\beta] - i \Omega}, \quad (D.14) $$

where $Q = qR_n$ and the functions $\chi_R, \chi_L(\phi, Q)$ are given by

$$ \chi_R(\phi, Q) = 1 - \frac{1}{\beta} \left[ iQ \cos \phi \pm \frac{Q^2}{4} \sin 2\phi \right] + \frac{1}{\beta^2} \left[ \frac{Q^2}{4} \pm iQ(1 + \frac{5Q^2}{8}) \sin \phi \right] $$

and

$$ \chi_L(\phi, Q) = 1 - \frac{1}{\beta} \left[ iQ \cos \phi \mp \frac{Q^2}{4} \sin 2\phi \right] + \frac{1}{\beta^2} \left[ \frac{Q^2}{4} \mp iQ(1 + \frac{5Q^2}{8}) \sin \phi \right] $$

As to the regular part of the propagator, for $n \neq 0$ it is sufficient to calculate the eigenfunctions to the first order in the perturbation, which yields

$$ \mathcal{D}^{\text{reg}}(\omega, \mathbf{q}; \phi, \phi') = 2 \tau \exp[-iQ(\sin \phi - \sin \phi')] \times \sum_{n \neq 0} \frac{\Psi_R(\phi', Q; n) \Psi_L(\phi', Q; n)}{-i \Omega + Q^2 + 2in\beta + 2n^2} e^{i n (\phi - \phi')}, \quad (D.16) $$

where

$$ \Psi_{R,L}(\phi', Q; n) = 1 - \frac{iQ}{\beta} \cos \phi + \frac{Q^2}{4\beta} \sin 2\phi \pm \frac{2nQ}{\beta} \sin \phi. \quad (D.17) $$

The results (D.14)-(D.17) allow us to calculate the kernel $B_{xy}(\omega, \mathbf{q})$ in the first non-vanishing order in $\beta^{-1}$, see Sec. III.C.

**APPENDIX E: PROPAGATOR FOR ANISOTROPIC SYSTEMS**

In this Appendix, we assume that the collision integral $\hat{C}$ induces a transport anisotropy, i.e. that the scattering cross-section $W(\phi, \phi')$ is not a function of $\phi - \phi'$. The propagator $\mathcal{D}(\omega, \mathbf{q}; \phi, \phi')$ satisfies the equation

$$ \left[ -i \omega + iqv \cos(\phi - \phi_q) + \omega_c \frac{\partial}{\partial \phi} + \hat{C} \right] \mathcal{D}(\omega, \mathbf{q}; \phi, \phi') = 2 \pi \delta(\phi - \phi'), \quad (E.1) $$

where

$$ [\hat{C}\Psi](\phi) = \nu \int \frac{d\phi'}{2\pi} \left[ \Psi(\phi) - \Psi(\phi') \right] W(\phi, \phi'). \quad (E.2) $$

We first consider the diffusive limit and concentrate on the leading contribution $\mathcal{D}^s$ governed by the diffusion mode.

This requires finding a lowest eigenvalue $\lambda_0$ of the operator in the l.h.s. of (E.1) and the corresponding left and right eigenfunctions. Treating the term $iqv \cos(\phi - \phi')$ perturbatively as in Appendix E we find

$$ \Psi_{R,L}(\phi) = 1 - iqv \left( \pm \omega_c \frac{\partial}{\partial \phi} + \hat{C} \right)^{-1} \cos(\phi - \phi_q) \quad (E.3) $$

and

$$ \lambda_0 = D_{\alpha \beta} q_\alpha q_\beta - i\omega, \quad (E.4) $$
with the diffusion tensor
\[ D_{\alpha\beta} = v_F^2 \left\langle n_\alpha \left( \pm \omega_c \frac{\partial}{\partial \phi} + \hat{C} \right)^{-1} n_\beta \right\rangle. \] (E.5)

We thus get the result [E.3] for the singular contribution \( D^s \), with \( \Psi_{R,L} \) given by \[ E.3. \]

In a strong magnetic field (\( \omega_c \tau \gg 1 \)), we can go beyond the diffusive limit. Proceeding as for an isotropic system, we perform the transformation \( D.6 \). Treating the \( q \)-dependent terms in the obtained equation for \( d(\omega, q; \phi, \phi') \) as a perturbation and keeping the singular contribution only, we come to the result \[ E.10 \], where \( \chi(\phi) \) can be represented symbolically as
\[ \chi(\phi) = 1 + \frac{i q v_F}{\omega_c} \left( \frac{\partial}{\partial \phi} \right)^{-1} \hat{C} \sin(\phi - \phi_q). \] (E.6)

According to \[ E.3. - E.5 \], we only need to calculate averages of the type \( \langle D \rangle \) and \( \langle n_\alpha D \rangle \), so that it is sufficient to keep the zero and first harmonics in \( \phi \) in Eq. \[ E.10 \]. Using
\[ \langle n_\alpha \hat{C} n_\beta \rangle = \left( \frac{\tau_x^{-1}}{\tau_y^{-1}} \right), \] (E.7)

we then reduce \[ E.6. \] to the form \[ E.10 \].

---
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