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Abstract—In this paper, leveraging the capabilities of neural networks for modeling the non-linearities that exist in the data, we propose several models that can project data into a low dimensional, discriminative, and smooth manifold. The proposed models can transfer knowledge from the domain of known classes to a new domain where the classes are unknown. A clustering algorithm is further applied in the new domain to find potentially new classes from the pool of unlabeled data. The research problem and data for this paper originated from the Gravity Spy project which is a side project of Advanced Laser Interferometer Gravitational-wave Observatory (LIGO). The LIGO project aims at detecting cosmic gravitational waves using huge detectors. However non-cosmic, non-Gaussian disturbances known as “glitches”, show up in gravitational-wave data of LIGO. This is undesirable as it creates problems for the gravitational wave detection process. Gravity Spy aids in glitch identification with the purpose of understanding their origin. Since new types of glitches appear over time, one of the objective of Gravity Spy is to create new glitch classes. Towards this task, we offer a methodology in this paper to accomplish this.

Index Terms—LIGO, dimensionality reduction, virtual adversarial networks, deep neural networks, semi-supervised learning.

I. INTRODUCTION

Over recent years, deep learning has shown impressive results in various machine learning areas [1]. However, deep neural networks require a large amount of labeled training data to work effectively, and such data are not easily acquired for many problems due to its high acquisition and labeling cost and unavailability. Semi-supervised learning addresses this problem by exploiting unlabeled data when a small subset of labeled data is available [2]. In many applications, there are plenty of unlabeled data available which are usually inexpensive to obtain and can alleviate the scarcity of labeled data [3].

One field where semi-supervised learning has proven exceptionally useful has been in the classification of transient noise in gravitational-wave detectors [4], [5]. Gravitational waves are the minuscule perturbations in the fabric of spacetime predicted as a byproduct of Einstein’s theory of general relativity over a century ago. Starting with the first observation of gravitational waves in 2015 [6], which were produced by the merger of two black holes, the LIGO [7] and Virgo [8] interferometer network has observed dozens of other gravitational-wave events originating from the merger of black holes and neutron stars.

To observe such astrophysical events, the LIGO and Virgo interferometers need to be sensitive to changes of distance of \(O(10^{-19})\) meters. Thus, despite sophisticated instruments and techniques designed to isolate the interferometer system, the detectors are susceptible to a variety of instrumental and environmental sources of noise. These transient noise sources, colloquially referred to as “glitches”, come in many time-frequency morphologies, occur at a rate much higher than the rate of detectable astrophysical events, and can masquerade as true astrophysical events. Their classification and characterization, as well as their subsequent removal from the instrument data entirely, are a paramount task of gravitational-wave scientists.

In [9], we presented the Gravity Spy project\(^1\), which combines human classification schemes with machine learning to characterize noise sources within the LIGO datastream. Gravity Spy relies on deep learning techniques [10], using a convolutional neural network algorithm trained on a pre-labeled training set of 22 classes of glitches. This data is then exported to human volunteers, who perform their own classification task on the machine-labeled data. As of June 2021, the project has received over 5 million classifications from over 25000 registered volunteers. We have made the training data set publicly available \(^1\), and created an interactive database for LIGO scientists to query and further analyze the classification results for all the unlabeled data in the Gravity Spy testing set.

One of the unique and challenging qualities of this particular classification task is the variation of the dataset domain over time. Gravitational-wave detectors are continuously-evolving instruments, and are periodically upgraded to increase their sensitivity. Therefore, over time certain classes of glitches disappear from the data whereas new morphological classes arise. As part of the Gravity Spy project, a semi-supervised clustering algorithm was developed [12], which was used to morphologically classify unlabeled glitches and identify new clusters representing morphologically distinct classes. This tool was also made generally accessible so that both volunteers of the Gravity Spy project and gravitational-wave scientists could contribute to the data analysis.

\(^1\)www.gravityspy.org
In this paper, we are presenting a framework for dimensionality reduction that maps samples from a high dimensional feature space to a discriminative low dimensional space using deep neural networks. Our models have two main parts, a supervised or discriminative part that needs labeled data and an unsupervised part which regularizes the supervised part and boost the overall performance of the model. First we develop an auto-encoder based model [13] that integrates into the model we suggested in [12]. This enables the model to learn from both labeled and unlabeled data in a joint manner.

We also propose a model that uses a technique called “Virtual Adversarial Training” (VAT) [14]. The main idea in VAT is derived from adversarial training where the goal is to find the adversarial direction or perturbation so as to protect a machine learning model from being fooled by adversarial examples. In the machine learning literature [15], adversarial examples are referred to some special types of input of machine learning models (including neural networks but not limited to) that result in an incorrect output from the model. Adversarial training is one of the approaches that try to add many of such adversarial examples to the training set with their correct labels and explicitly teach the model how not to be fooled. Here, we are inspired by the regularization effect of VAT to further improve the discriminative dimensionality reduction model. We evaluate the performance of the new models with a clustering task. The scenario that we are focusing on is similar to transfer learning. The classes that are used for training the neural network are totally disjoint from the classes we perform clustering on.

Our experimental results show that the proposed model uses unlabeled data can perform better than the fully supervised model such as [12]. Between the auto-encoder based and VAT based dimensionality reduction algorithms, the VAT based one performs better, which shows the effectiveness of regularizing the neural network by adding the adversarial perturbation to the training data.

The rest of the paper is organized as follows. In Section 2, we explain the proposed model architectures, including the auto-encoder based model and the virtual adversarial based model. In Section 3, we present data collections and compare experimental results among different models. The final Section is the conclusion.

II. DIMENSIONALITY REDUCTION MODELS USING NEURAL NETWORKS

A. Definitions

The training of the models is performed with pairs of images in the same way as in [12]. More specifically, training data consist of positive, negative, and unknown pairs based on whether the two samples of a pair belong to the same, different, or an unlabeled set, respectively (see Figure 1). The positive and negative pairs are used for training the discriminative component in a supervised manner. The unsupervised component is trained in an unsupervised fashion by all the pairs including positive and negative pairs. The nonlinear function, learned through training the model, project the samples into a new discriminative subspace where samples with positive relations are mapped close to each other and samples with negative relations far apart.

We are given a set of training pairs \( X = \{(x_1^i, x_2^i) | 1 \leq i \leq N\} \), with \( x_1^i, x_2^i \in \mathbb{R}^m \), and a set \( Y = \{y^i | 1 \leq i \leq N, y \in \{p, n, u\}\} \) which contains the labels that specify the relation between the samples of each pair. A relation can be positive \( p \), negative \( n \) or unlabeled \( u \). Positive relation indicates that the two samples belong to the same class and negative relation indicates the opposite. The relations for the unlabeled pairs are unknown. We assume that \( L \) of these pairs are labeled and \( U \) are unlabeled, so that \( N = L + U \).

B. Auto-encoder based Model

The overall architecture of the proposed model is illustrated in Figure 2. The input pair is given to two neural networks denoted by \( G_1 \) and \( G_2 \) with shared weights and parameters \( \Theta_e \). They form the supervised part of the model and project the input samples to a new discriminative space where samples with positive relations are close to each other and samples with negative relations are far from each other. As the weights of \( G_1 \) and \( G_2 \) are shared, both subnetworks define the same nonlinear mapping function, denoted by \( g(\cdot; \Theta_e) \). To make the new representation have such discriminative property, a layer is added at the top of the networks \( G_1 \) and \( G_2 \) that estimates the distance between the two input samples in the new space denoted by \( d(x_1, x_2; \Theta_e) \). Function \( d \) can be an arbitrary distance metric such as Euclidean or cosine distance in the new subspace. This function will be considered as a metric distance function which networks \( G_1 \) and \( G_2 \) are supposed to learn.

The outputs of \( G_1 \) and \( G_2 \), i.e., new representations, are inputs to two other subnetworks denoted by \( H_1 \) and \( H_2 \) with shared weights \( \Theta_d \). They are from the unsupervised part of the model and map back the samples from the new space to the original space. In other words, they work as decoders for the encoders \( G_1 \) and \( G_2 \) and their corresponding mapping function \( h(\cdot; \Theta_d) \) reconstructs the input pairs. The outputs of \( H_1 \) and \( H_2 \) (shown as \( \hat{x}_1 \) and \( \hat{x}_2 \) in Figure 2) are the reconstruction of the corresponding inputs \( x_1 \) and \( x_2 \).

The unsupervised subnetworks are considered to be auxiliary networks for the supervised subnetworks of the model. These auxiliary subnetworks act as regularizers for the supervised part. They enable the supervised learning process to benefit from the unlabeled data by imposing some constraints on the feature-learning process required for the specific target task.

The new subspace obtained from the encoders \( G_1 \) and \( G_2 \) should be discriminative so that samples from different classes be easily separable. However, the discriminative property is not enough for semi-supervised settings where the relation of some pairs is not available. To exploit the information of such samples, we impose another constraint. The desired representation should maintain the information in the inputs as much as possible. This can be obtained by imposing a reconstruction constraint. We combine both constraints into a unified...
positive samples and also the similarity between negative ones. In siamese networks [16]. It penalizes the distance between the pair \((x_1, x_2; \Theta_e)\)

\[
d(x_1, x_2; \Theta_e) = 1 - \cos(g(x_1; \Theta_e), g(x_2; \Theta_e)),
\]

where \(d(x_1, x_2; \Theta_e)\) indicates the distance metric function \(d\) as follows based on the cosine similarity; however it can be an arbitrary distance function.

The generative loss \(J_G(X; \Theta_e, \Theta_d)\) is estimated by all of \(L + U\) pairs according to

\[
J_G(X; \Theta_e, \Theta_d) = \sum_{1 \leq i \leq L + U} j_g(x_1^i, x_2^i; \Theta_e, \Theta_d),
\]

where \(j_g(x_1, x_2)\) indicates the generative loss of the pair \((x_1, x_2)\) based on their reconstructions from the their hidden representations, i.e.,

\[
j_g(x_1^i, x_2^i; \Theta_e, \Theta_d) = \|h(g(x_1^i; \Theta_e)) - x_1^i\|_2 + \|h(g(x_2^i; \Theta_e)) - x_2^i\|_2.
\]
By combining the generative and discriminative losses, the optimization problem of the whole model is written as:

$$
\theta_e, \theta_d \mathcal{J}(X, Y; \Theta_e, \Theta_d) = \sum_{i=1}^{L} J_d(x_1^i, x_2^i, y^i; \Theta_e) + \alpha \sum_{i=1}^{L+U} J_g(x_1^i, x_2^i; \Theta_e, \Theta_d) + \beta (\|\Theta_e\|_2 + \|\Theta_d\|_2),
$$

where $\|\Theta_e\|$ and $\|\Theta_d\|$ are the regularization terms on the parameters of the networks $G_i$ and $H_i$ controlled by the regularization parameter $\beta$. Parameter $\alpha$ controls the trade off between the discriminative and generative objectives. In the next step, $U$ are passed through the $G_1$ subnetwork, in other words $z^k = g(x^k; \Theta_e)$, where $1 \leq k \leq U$. Then a clustering method such as k-means will be applied on the transformed data \( \{z^k\}_{k=1}^{U} \).

![Fig. 3. The regularization effect of increasing the local distributional smoothness.](image)

**C. Virtual Adversarial based Model**

We do not want a large shift in the model’s output by perturbing the model’s input a little. Making the model robust to such perturbation can be considered as a means of regularizing the model. Such smoothing and regularization should increase the generalization of the model as the model tries to predict similar outputs for unseen samples close to the ones present in the training set (see Figure 3).

Similarly to auto-encoder based modeling, we have two parallel neural networks that share their parameters in a Siamese-like architecture. They form an encoder and project samples to a new low dimensional feature space that we want to be “discriminative” and “smooth” (see Figure 4). We heretofore refer this model as the VAT-based plus discriminative model.

This can be obtained by imposing a reconstruction constraint. We combine both constraints into a unified loss function as:

$$
\mathcal{J}(X, Y; \Theta) = \alpha \mathcal{J}_D(X, Y; \Theta) + (1 - \alpha) \mathcal{J}_G(X; \Theta),
$$

where $\mathcal{J}_D(X, Y; \Theta)$ indicates the supervised loss for labeled data, and $\mathcal{J}_G(X; \Theta)$ the VAT semi-unsupervised loss. The latter is estimated by all $L + U$ pairs according to

$$
\mathcal{J}_G(X; \Theta) = \sum_{1 \leq i \leq L + U} l_v(x_1^i, x_2^i; \Theta),
$$

where $l_v(x_1^i, x_2^i; \Theta)$ indicates the VAT based loss of the pair $(x_1^i, x_2^i)$. It is defined as

$$
l_v(x_1^i, x_2^i; \Theta) = l_{v1}(x_1^i; \Theta) + l_{v2}(x_2^i; \Theta),
$$

where

$$
l_{v1}(x_1^i; \Theta) = KL(f(x_1^i; \Theta), f(x_1^i + r_{vr-adv}; \Theta)),
$$

$$
r_{vr-adv} = \arg \max_{r : \|r\|_2 < \varepsilon} KL(f(x_1^i; \Theta), f(x_1^i + r; \Theta)),
$$

where $KL(., .)$ is the Kullback–Leibler divergence between the two output distributions, and $\varepsilon$ is a tiny positive number. $r_{vr-adv}$ is the virtual adversarial vector that defines the direction in the input vector that causes the maximum change in the output distribution. Eq. (11) also applies to $l_{v2}$. $r_{vr-adv}$ does not have a closed from solution and is therefore approximated by:

$$
r_{vr-adv} = \varepsilon \frac{\nabla_r KL(f(x_1^i; \Theta), f(x_1^i + r; \Theta))}{\|\nabla_r KL(f(x_1^i; \Theta), f(x_1^i + r; \Theta))\|},
$$

where

$$
r \sim N(0, \frac{\varepsilon}{\sqrt{D_x}} I),
$$

that is a normally distributed random vector added to the input of the neural network as the target perturbation. It has the same dimension as the input dimension $D_x$, and $I$ is a $D_x \times D_x$ identity matrix. In practice this gradient vector is estimated using back-propagation on the computation graph of the neural network. More details on this approximation can be found in [14].

**III. Experiments**

**A. Dataset**

We use Version 1.2 of the Gravity Spy dataset, which improves upon Version 1.0 used in [11] (available at [17]). The improvement comes from removing training set samples that were either incorrect, or poor representations of their respective morphological class. The training set now consists of a total of 7932 glitches from both the LIGO-Livingston and LIGO-Hanford detectors. These glitches are grouped into 22 classes, with exact proportions shown in Table II. As can be seen from the table, the classes do not contain equal numbers of training samples, since not every class occurs in both detectors. Spectrograms of each class are shown in Figure 5. For more information on the names and potential causes of each glitch, see Section 2 of [11].

We use normalized mutual information (NMI) as the evaluation metric for the clustering task. It is defined as

$$
NMI = \frac{I(Y; \hat{Y})}{\sqrt{H(Y) \times H(\hat{Y})}},
$$

where $I(Y; \hat{Y})$ is the mutual information between the true and predicted labels.
Fig. 4. The two parallel neural networks share their parameters and project the samples to an abstract level through convolutional, max pooling and fully connected layers. The supervised part of the loss function encourages discriminativity and the VAT-based loss function increase.

### TABLE I

| Class                  | Hanford | Livingston | Class                  | Hanford | Livingston |
|------------------------|---------|------------|------------------------|---------|------------|
| 1080Lines              | 327     | 0          | No Glitch              | 65      | 52         |
| 1400Ripples            | 0       | 81         | None of the Above      | 51      | 30         |
| Air Compressor         | 55      | 3          | Paired Doves           | 27      | 0          |
| Blip                   | 1452    | 369        | Power Line             | 273     | 176        |
| Chirp                  | 28      | 32         | Repeating Blips        | 230     | 33         |
| Extremely Loud         | 266     | 181        | Scattered Light        | 385     | 58         |
| Helix                  | 3       | 276        | Scratchy               | 90      | 247        |
| Koi Fish               | 517     | 189        | Tomte                  | 61      | 42         |
| Light Modulation       | 511     | 1          | Violin Mode            | 141     | 271        |
| Low Frequency Burst    | 166     | 455        | Wandering Line         | 42      | 0          |
| Low Frequency Lines    | 79      | 368        | Whistle                | 2       | 297        |

where Y, Ŷ, H, and I are the true clusters, the predicted clusters, the entropy and the mutual information, respectively. Notice that $0 \leq \text{NMI} \leq 1$, where the lower bound is achieved for $y$ and Ŷ independent, while the upper bound for $y = Ŷ$.

#### B. Experimental Settings

To evaluate the effectiveness of the suggested dimensionality reduction technique, we perform clustering on the new feature space. We use the first 10 classes for training the deep neural network and the remaining 10 classes for the clustering step. Therefore the classes used for training the model are disjoint from the classes we apply clustering on.

#### C. The VAT based Model vs. The Auto-encoder based Model

First we compare the performance of the auto-encoder based model with the fully supervised one proposed in [12]. Table III shows the performance of this model compared to the raw feature space, Principal component analysis (PCA) and fully supervised model (DIRECT).

As expected, the auto-encoder based model that has both unsupervised and discriminative components works the best. As the fully supervised or discriminative model uses the labeled information, it provides us with a more discriminative feature space that is shown to be more efficient for clustering than the raw features and the features obtained from PCA.

We have compared the performance of the VAT-based dimensionality reduction model with DIRECT [12], auto-encoder based dimensionality reduction models and the model using raw features. The results are presented in Table III. As we can see the VAT based model performs the best which confirms the effectiveness of the use of virtual adversarial training regularization effect.

In another set of experiments, we investigate the effect of using the various percentages of labeled data for training the VAT-based dimensionality reduction method. As can be seen in Figure 6 as more labeled data is utilized by the network for training the obtained low dimensional feature space works better for clustering. Also, the VAT-based method compared to DIRECT [12] works better which indicates that a smooth manifold is obtained by the VAT-based model which is better for clustering. We also performed a series of pair classification experiments in a setting similar to the transfer learning one we discussed. Again, here, the set of classes used for training the
model is disjoint from the set of classes the test pairs are configured from. The target task is to classify pairs to either positive or negative, belonging to same classes in the former case and different classes in the latter case. The results of this experiment are shown in Table II.

### TABLE II
ACCURACY OF PAIR CLASSIFICATION. THE FIRST ROW SHOWS THE PERCENTAGE OF LABELED DATA USED FOR TRAINING THE NEURAL NETWORK MODEL. AS EXPECTED THE MORE THE LABELED DATA, THE HIGHER THE ACCURACY.

| Labeled data (%) | Accuracy (%) |
|------------------|--------------|
| 0.1              | 49.07        |
| 1                | 49.07        |
| 30               | 79.12        |
| 50               | 79.49        |
| 85               | 82.62        |

### IV. Conclusion

We presented a dimensionality reduction model that can use both labeled and unlabeled data to provide a discriminative and robust feature space. We used an auto-encoder structure and
added a siamese architecture to encourage desired properties. Furthermore, we improved the first architecture by proposing a more sophisticated way of using unlabeled data to further improve the discriminative feature space by creating a smooth manifold. Using the regularization effect of virtual adversarial training (VAT), a smooth manifold which tends to assign to the neighborhood of a training sample the same label as the training sample is developed. The experiments were performed on two tasks: clustering and pair classification. Both tasks are performed in a transfer learning setting where the training and testing classes are disjoint. The results demonstrated that the VAT based dimensionality reduction outperforms all other models. This shows the effectiveness of projecting the samples into a low dimensional feature space that is discriminative (with contrastive loss) and smooth (with VAT based loss) using deep neural networks (non-linear modeling).
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