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We explain in a context different from that of Maraner the formalism for describing motion of a particle, under the influence of a confining potential, in a neighbourhood of an $n$-dimensional curved manifold $M^n$ embedded in a $p$-dimensional Euclidean space $\mathbb{R}^p$ with $p \geq n + 2$. The effective Hamiltonian on $M^n$ has a (generally non-Abelian) gauge structure determined by geometry of $M^n$. Such a gauge term is defined in terms of the vectors normal to $M^n$, and its connection is called the $N$-connection. This connection is nothing else but the connection induced from the normal connection of the submanifold $M^n$ of $\mathbb{R}^p$. In order to see the global effect of this type of connections, the case of $M^1$ embedded in $\mathbb{R}^3$ is examined, where the relation of an integral of the gauge potential of the $N$-connection (i.e., the torsion) along a path in $M^1$ to the Berry’s phase is given through Gauss mapping of the vector tangent to $M^1$. Through the same mapping in the case of $M^1$ embedded in $\mathbb{R}^p$, where the normal and the tangent quantities are exchanged, the relation of the $N$-connection to the induced gauge potential (the canonical connection of the second kind) on the $(p - 1)$-dimensional sphere $S^{p-1}$ ($p \geq 3$) found by Ohnuki and Kitakado is concretely established; the former is the pull-back of the latter by the Gauss mapping. Further, this latter which has the monopole-like structure is also proved to be gauge-equivalent to the spin-connection of $S^{p-1}$. Thus the $N$-connection is also shown to coincide with the pull-back of the spin-connection of $S^{p-1}$. Finally, by extending formally the fundamental equations for $M^n$ to infinite dimensional case, the present formalism is applied to the field theory that admits a soliton solution. The resultant expression is in some respects different from that of Gervais and Jevicki.
1. Introduction

The local gauge symmetry, regarded usually as the most fundamental physical principle, is incorporated from the outset in the starting Lagrangian, and is broken through some mechanism such as Higgs mechanism; the effective Lagrangian at a low-energy region becomes less symmetric, in which some gauge bosons become massive. Contrary to this mechanism, however, there exists another logical possibility, in which some gauge symmetries are generated dynamically at a low-energy region \( a \text{ \textit{posteriori} } \), and/or appear in the low-energy effective Lagrangian as a hidden local symmetry,\(^{1-6} \) although the problem how to generate the kinetic terms for dynamical gauge fields is yet in controversy.\(^7 \)

In the present paper, we investigate in detail the induced gauge structure found in the confining-potential approach (shortly, the \textit{confining approach}) to the constrained system on the \( n \)-dimensional curved manifold \( \mathbf{M}^n \) embedded in a higher dimensional Euclidean space \( \mathbb{R}^p \). Such an induced gauge structure, which depends on geometry of \( \mathbf{M}^n \), is generated from the degrees of freedom in the normal directions to \( \mathbf{M}^n \), on which a particle motion is confined by a steep confining potential in \( \mathbb{R}^p \) with \( p \geq n + 2 \). Although general feature of this induced gauge structure has been explained in essence in Refs. 9 and 10, it seems meaningful to discuss fully its basic formalism and to investigate its logical structures as well as extension to field theories in a context somewhat different from Ref. 11; we expect that such an investigation may give a new clue to exploring further the second possibility mentioned in the preceding paragraph.

Here we give some remarks on the geometrically induced gauge structure in the confining approach by including its short process of development. In classical mechanics, a mechanical system constrained on \( \mathbf{M}^n \) in \( \mathbb{R}^p \) with \( (p - n) \) holonomic constraints can be equivalently defined as a system in \( \mathbb{R}^p \) with a very steep potential (with \( (p - n) \)-dimensions in the normal directions to \( \mathbf{M}^n \)) together with the \( 2(p - n) \) initial conditions.\(^{12} \) As to the quantum version of the confining-potential approach to d’Alembert’s principle,\(^{12} \) various authors have devoted themselves for
these 25 years to the study of forms of the $\hbar^2$-order contributions, called the quantum potential. (We will give its explicit form in the present approach in Sec. 2 together with related references.)

In the year 1992, Takagi and Tanzawa have considered the particle motion in a 3-dimensional Euclidean space $\mathbb{R}^3$, where a particle in motion is assumed to be confined in a thin tube along a curve $M^1$ under the influence of some confining potential. They showed that in the effective Hamiltonian on $M^1$ there appears a certain kind of $U(1)$-gauge potential which depends on the torsion of $M^1$ and gives rise to Aharonov–Bohm-like effect (called the geometry-induced AB-like effect).

Two of the present authors (K. F. and N. O.), and independently Maraner and Destri have generalized the result obtained in Ref. 8 to the particle motion in a $p$-dimensional Euclidean space $\mathbb{R}^p$, where a particle in motion is confined in a thin layer along an $n$-dimensional manifold $M^n$ (with $n + 2 \leq p$) due to a confining potential. Similarly to the case $M^1 \subset \mathbb{R}^3$, there appears, in the effective Hamiltonian on $M^n$, a new connection, depending on the geometry of $M^n$ and behaving as the gauge potential which is generally non-Abelian. The terminology thin layer (in the case of $M^1$, a thin tube) means that geometric properties along the manifold $M^n$ change slowly in comparison with those along directions normal to $M^n$.

This condition corresponds logically to the Born–Oppenheimer approximation (or the adiabatic one). Indeed, Maraner has pointed out that the embedding formalism or the confining approach to problems with holonomic constraints can well describe quantum systems such as polyatomic molecules treated in the rigid body approximation, and then leads to Abelian or non-Abelian monopole gauge structure as well as the Berry phase which is usually derived under the Born–Oppenheimer approximation.

In the representation with respect to the quantum algebra with $(p - n)$ components wave functions, the geometrically induced gauge potential, which is denoted by $T_{vw,a}$ in this paper, is the normal fundamental form in Ref. 11. Since $(p-n)$ components wave functions are identified with sections of the normal bundle $T(M^n) \perp$, this connection is what is called the Van der Waerden–Bortolotti connec-
tion or the normal connection of $\mathbf{M}^n$ for the embedding into $\mathbf{R}^p$ by mathematicians. As we will see in Sec. 2, since $T_{vw,a} = -T_{wv,a}$, this normal connection induces a connection in the bundle of normal frames $O^\perp(\mathbf{M}^n)$ in a natural manner. Such an induced connection leads to a connection in a vector bundle associated with the principal bundle $O^\perp(\mathbf{M}^n)$. For convenience, we call the obtained connection the $N$-connection. Then we can say that the geometrically induced gauge potential is the $N$-connection. In the first part of this paper, after presenting the formulation of the confining approach, we examine the induced gauge potential or the $N$-connection in the case of $\mathbf{M}^1 \subset \mathbf{R}^3$ for the purpose of seeing the situation how the nontrivial phase effect appears. The Gauss mapping of the vector $\vec{B}_1$, tangent to $\mathbf{M}^1$, is shown to be useful. The case of a helical $\mathbf{M}^1$ is examined in detail, which may give us a possible way of experimental test of the $N$-connection.

Meanwhile, the important contribution to the quantum mechanics on a coset space $G/H$ has been done by McMullan and Tsutsui on the basis of reformulation of the Mackey’s quantization scheme on the coset space $G/H$, and they pointed out that emergence of the gauge structure as well as the spin are a natural consequence of the theory. Further, Lévay, McMullan and Tsutsui showed that the induced gauge field found by Ohnuki and Kitakado in the problem of $n$-dimensional sphere $S^n$ embedded in $\mathbf{R}^{n+1}$ is none other than the $H$-connection, observed by Landsman and Linden. It was mentioned in Ref. 18, although the confining-potential approach is quite different from Mackey’s approach based on $G/H$, the geometrically induced gauge field found in Refs. 8–10 also appears to be of the type of the $H$-connection.

Lévay et al., however, have not given any concrete explanation on the second point. In the confining approach, in order to obtain the induced gauge potential on a sphere $S^n$ embedded in $\mathbf{R}^p$, it is necessary to take $p \geq n + 2$, whereas the induced gauge potential on $S^n$ embedded in $\mathbf{R}^{n+1}$ exists. It seems worthwhile to make clear the relation between these two kinds of the gauge potentials. The key to solve this problem lies in the Gauss mapping of the vector $\vec{B}_1$, tangent to $\mathbf{M}^1$ embedded in $\mathbf{R}^p$ with $p \geq 3$; through this mapping the tangent and the normal
quantities are exchanged. In the following we show concretely the $N$-connection leads to the induced gauge field found by Ohnuki and Kitakado. Further, this latter is also proved to be gauge-equivalent to the spin-connection of $S^{p-1}$; the spin-connection on $S^{p-1}$ ($p \geq 3$) is seen to have the monopole-like gauge structure.

The aims of the present paper are summarized as follows: (i) To present in an elementary way the formulation of the confining approach, in a context somewhat different from that in Maraner’s papers, to examine the relation of the $N$-connection to the monopole-like structure and the Berry phase, specifically in the case of $M^1 \subset R^3$, (iii) to establish in the case of $M^1 \subset R^p$ (with $p \geq 3$) the relation of the $N$-connection to the induced gauge field on $S^{p-1}$ found in Ref. 19, and finally (iv) to extend the formalism of the confining approach to the scalar field theory that allows soliton solutions.

The following considerations are organized as follows. In Sec. 2, we summarize the formulation of the confining approach in Ref. 9. In Sec. 3, detailed structures of the $N$-connection are to be examined specifically in the case of $M^1 \subset R^3$. We give a simple example which represents the relation of the $N$-connection to the monopole field as well as the Berry phase. In Sec. 4, the relation of the $N$-connection in the case of $M^1 \subset R^p$ (with $p \geq 3$) to the induced gauge field on $S^{p-1}$ found by Ohnuki and Kitakado is examined through the Gauss mapping. In Sec. 5, the formulation given in Sec. 2 is extended, as its possible application, to the scalar field theory allowing soliton solutions. Finally, Sec. 6 is devoted to additional remarks and discussions.
2. Particle Motion in a Neighbourhood of $\mathbf{M}^n$ Embedded in $\mathbb{R}^p$

2.1. Fundamental equations of a hypersurface

In this section, we summarize the results in the preceding paper,\textsuperscript{9,22} so that the present paper becomes self-contained.

$\mathbb{R}^p$ is regarded as a $p$-dimensional Euclidean space in a natural manner, and let $\mathbf{M}^n$ be an $n$-dimensional smooth manifold embedded in $\mathbb{R}^p$ as shown in Fig. 1.
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We denote the natural coordinate system on $\mathbb{R}^p$ by $\{X^A ; A = 1, \ldots, p\}$, and we introduce a coordinate system on a neighbourhood of $\mathbf{M}^n$ in the following way. Let $(U, \{q^b ; b = 1, \ldots, n\})$ be a local coordinate system on $\mathbf{M}^n$. At each point $q \in U \subset \mathbf{M}^n$, there is a linearly independent set $\{\vec{N}_U = (N^A_U(q)) ; U = n+1, \ldots, p\}$ of $p$-dimensional orthogonal unit vectors that are normal to $\mathbf{M}^n$ at a point $q$. Take a sufficiently small and appropriate neighbourhood $\Xi(U)$ of $U$ in $\mathbb{R}^p$ such that the following condition is satisfied: for each point $Q \in \Xi(U)$ there is a unique point $q \in U \subset \mathbf{M}^n$, which is denoted by $Q \downarrow \mathbf{M}^n$, such that $\vec{X}(Q) - \vec{X}(q) = (X^A(Q) - X^A(q))$ is normal to $\mathbf{M}^n$ at $q = Q \downarrow \mathbf{M}^n$. $\vec{X}(Q) - \vec{X}(q)$ is expressed as a linear combination of $\vec{N}_U(q)$’s with the expansion coefficients $q^U$ ($U = n+1, \ldots, p$). The set of $\{q^b, q^U ; b = 1, \ldots, n, U = n+1, \ldots, p\}$ is thought to constitute a curvilinear coordinate system on the neighbourhood $\Xi(U)$ of $U \subset \mathbf{M}^n$. Each member of $\{q^{n+1}, \ldots, q^p\}$ is called the normal coordinate in the frame of the normal vectors $\{\vec{N}_{n+1}, \ldots, \vec{N}_p\}$. Put $\Xi(\mathbf{M}^n) = \bigcup\{\Xi(U) \mid U$ is a coordinate neighbourhood of $\mathbf{M}^n\} \subset \mathbb{R}^p$. Then each set $\{q^b, q^U ; b = 1, \ldots, n, U = n+1, \ldots, p\}$ on $\Xi(U)$ is a local coordinate system of the $p$-dimensional submanifold $\Xi(\mathbf{M}^n)$ of $\mathbb{R}^p$. By putting
\( x^A(q^b) := X^A(q) \) with \( q = Q_{\downarrow M^n} \), a coordinate transformation from \( \{q^b, q^U\} \) into \( \{X^A\} \) is given as

\[
X^A(q^b, q^U) = x^A(q^b) + \sum_{U=n+1}^{p} q^U N^A_U(q^b), \quad A = 1, \ldots, p. \tag{2.1}
\]

Hereafter we utilize the notation of indices as follows:

1) small Latin indices \( a, b, \ldots \) run from 1 to \( n \), and are used to represent components of curvilinear coordinates on \( M^n \);

2) Greek indices run from 1 to \( p \), and are used to unify two sets \( \{q^b\} \) and \( \{q^U\} \) by writing the union as \( \{q^\beta\} \);

3) the final part of capital letters \( U, V, \ldots \) run from \( n + 1 \) to \( p \);

4) the first part of capital letters \( A, B, \ldots \) run from 1 to \( p \), and represent the vector property in the Euclidean space \( \mathbb{R}^p \).

For simplicity, we omit symbols of summation, say \( \sum_{U=n+1}^{p} \) for a dummy index \( U \); we identify each point in \( \Xi(M^n) \) with its local curvilinear-coordinates \( \{q^\beta\} \) and write \( Q = (q^\beta) = (q^b, q^U), \; q = (q^b) = Q_{\downarrow M^n} \) and so on.

We define vector fields \( \tilde{B}_\beta (\beta = 1, \ldots, p) \) and \( \tilde{B}_b (b = 1, \ldots, n) \) on \( \Xi(M^n) \) as

\[
\tilde{B}_\beta^A(Q) := \frac{\partial X^A(Q)}{\partial q^\beta}, \quad \tilde{B}_b^A(q) := \frac{\partial x^A(q)}{\partial q^b}, \quad q = Q_{\downarrow M^n} \tag{2.2}
\]

The vectors \( \tilde{B}_b(q) := (\tilde{B}_b^A(q)) (b=1, \ldots, n) \) in \( \mathbb{R}^p \) are tangent to \( M^n \) at a point \( (x^A(q)) \in M^n \subset \Xi(M^n) \). Components of \( \tilde{B}_\beta(Q) \) are explicitly written as

\[
\tilde{B}_b^A(Q) = B_b^A(q) + q^W \partial_b N^A_W(q), \quad \tilde{B}_U^A(Q) = N^A_U(q). \tag{2.3}
\]

The metric tensor on \( \Xi(M^n) \subset \mathbb{R}^p \) for the curvilinear coordinates \( \{q^\beta\} \), which
we write as $\tilde{G}_{\alpha\beta}(Q)$, is given by

$$\tilde{G}_{\alpha\beta}(Q) = \tilde{B}_\alpha^A(Q)\eta_{AD}\tilde{B}_\beta^D(Q), \quad (\eta_{AD}) = \text{diag}(+1, +1, \cdots, +1). \quad (2.4)$$

The metric tensor on $M^n$ for the curvilinear coordinates $\{q^b\}$, which we write as $g_{ab}$, is given by

$$g_{ab}(q) = B_a^A(q)\eta_{AD}B_b^D(q). \quad (2.5)$$

The fundamental equations for $B_b^A$ and $N_v^A$ are

$$\partial_aB_b^A = \Gamma^d_{ab}B_d^A + H_{wab}\eta^{wu}N_u^A, \quad (2.6)$$

$$\partial_aN_v^A = -H_{vd}^aB_d^A - T_{vwa}\eta^{wu}N_u^A, \quad (2.7)$$

where $\Gamma^d_{ab}$ is Christoffel symbol constructed in terms of $g_{ab}$; $H_{wab}(q) = H_{wba}(q)$ ($= H_{wb}^d(q) g_{da}(q)$); $T_{vwa}(q) = -T_{wva}(q)$. Equations (2.6) and (2.7) are the extended forms of generalized Frenet–Serret equations in the case of $M^1 \subset \mathbb{R}^p$ to the present case of $M^n \subset \mathbb{R}^p$. (See Appendix B.)

2.2. STRUCTURE OF THE METRIC $\tilde{G}_{\alpha\beta}$

By substituting (2.3) into (2.4) and taking account of (2.7), concrete form of $\tilde{G}_{\alpha\beta}$ is given as follows:

$$\begin{pmatrix} \tilde{G}_{\alpha\beta} \end{pmatrix} = \begin{pmatrix} \tilde{G}_{ab} & \tilde{G}_{aU} \\ \tilde{G}_{vb} & \tilde{G}_{vU} \end{pmatrix} \quad (2.8)$$

with

$$\tilde{G}_{ab} = \lambda_{ab} + \tilde{G}_{ax}\eta^{xy}\tilde{G}_{by},$$

$$\lambda_{ab} : = g_{ab} - 2H_{wab}q^w + q^xq^vH_{xa}^eH_{veb},$$

$$\tilde{G}_{aU} = \tilde{G}_{ua} = T_{uxa}q^x, \quad \tilde{G}_{vU} = \eta_{vU}.$$
Since \((\tilde{G}_{\alpha\beta})\) is symmetric and \(\tilde{G}_{\nu \mu} = \eta_{\nu \mu}\), the inverse \((\tilde{G}^{\alpha\beta})\) is given as follows:

\[
(\tilde{G}^{\alpha\beta}) = \begin{pmatrix} \tilde{G}^{ab} & \tilde{G}^{aU} \\ \tilde{G}^{Vb} & \tilde{G}^{VV} \end{pmatrix}
\]  

(2.9)

with

\[
\tilde{G}^{ab} = \chi^{ab}, \quad \chi^{ab} \lambda_{bd} = \delta^{a}_{d},
\]

\[
\tilde{G}^{aU} = \tilde{G}^{ua} = -\lambda^{ad} T_{XW,d} q^{W} \eta^{XU},
\]

\[
\tilde{G}^{VV} = \eta^{VV} + \eta^{VX} T_{XW,b} q^{W} \lambda^{bd} T_{YZ,d} q^{Z} \eta^{YU}.
\]

The above expressions of \(\tilde{G}_{\alpha\beta}\) and \(\tilde{G}^{\alpha\beta}\) are obtained with no approximation.\(^{10,22}\)

If we take the thin-layer approximation,\(^{9}\) i.e.,

\[
\epsilon_H := \sum_{a,b} |H_{Uab} q^{U}| \ll 1 \quad \text{and} \quad \epsilon_T := \sum_{b,V} |T_{U,V,b} q^{V}| \ll 1,
\]

(2.10)

we obtain

\[
\lambda^{bd} = g^{bd} + 2H_{V,b}^{bd} q^{V} + 3H_{va}^{b} H_{w}^{ad} q^{V} q^{W} + \mathcal{O}(\epsilon_H + \epsilon_T)^3).
\]

(2.11)

The integrability condition \(\partial_{a} \partial_{b} B_{c}^{A} = \partial_{b} \partial_{a} B_{c}^{A}\) leads to the curvature tensor on \(M^n\) expressed in terms of \(H_{Vab}\):

\[
R_{ab,cd} := g_{ae} (\partial_{c} \Gamma^{e}_{db} - \partial_{d} \Gamma^{e}_{cb} + \Gamma^{e}_{cf} \Gamma^{f}_{db} - \Gamma^{e}_{df} \Gamma^{f}_{cb})
\]

\[
= \eta_{AB} (H_{ae}^{A} H_{bd}^{B} - H_{ad}^{A} H_{bc}^{B})
\]

(2.12)

with \(H_{ab}^{A} := H_{Vab} \eta^{vw} N_{w}^{A}\) (Euler–Schouten tensor\(^{23}\)); hence, Ricci tensor and the scalar curvature are respectively given by

\[
R_{bc} = g^{ad} R_{ab,cd} = \eta_{AB} (H_{b}^{A} H_{d}^{A} + H_{d}^{A} H_{b}^{A})
\]

(2.13)

\[
R = g^{bc} R_{bc} = \eta_{AB} (H_{b}^{A} H_{d}^{A} - H_{b}^{A} H_{d}^{A}).
\]

(2.14)

(The sign of \(R\) for a sphere becomes negative in the present definition.)
Similarly, the integrability condition \( \partial_a \partial_b N_v^A - \partial_b \partial_a N_v^A = 0 \) leads to

\[
-\partial_d H_{vd}^b + \partial_a H_{vd}^b - H_{va}^c \Gamma_{dc}^b + H_{vd}^e \Gamma_{ac}^b \\
+ H_{xd}^b \eta^{xw} T_{vw,a} - H_{xa}^b \eta^{xy} T_{vw,d} = 0,
\]

(2.15)

\[ R_{da,vw} := -\partial_d T_{vw,a} + \partial_a T_{vw,d} + T_{xv,d} \eta^{xy} T_{yw,a} - T_{xv,a} \eta^{xy} T_{yw,d} = - H_{vd}^b H_{wba} + H_{va}^b H_{wbd}. \]

(2.16)

We define the \textit{extrinsic mean curvature} \( H \) \(^{23,24}\) by

\[
H := \frac{1}{n} \left[ H_{ub}^b \eta^{uv} H_{vd}^d \right]^{1/2},
\]

(2.17)

then the scalar curvature \( R \), (2.14), is rewritten as

\[
R = H_{A}^d \eta_{AB} H_{B}^b - n^2 H^2.
\]

(2.18)

The meaning of \( H \) is seen when we notice that \( H \) is equal to the \textit{curvature} appearing in Frenet–Serret equation in the case of \( M^1 \subset \mathbb{R}^3 \) and that \( H \) is equal to the magnitude of the mean curvature vector \( \left( H^A \right) \) defined by

\[
H^A := \frac{1}{n} \sum_{f=1}^{n} H_{abd}^b \eta_{(f)}^d \eta_{(f)}^e.
\]

(2.19)

Here, \( \left\{ \sum_d \eta_{(1)}^d(q)(\partial/\partial q^d)q, \ldots, \sum_d \eta_{(n)}^d(q)(\partial/\partial q^d)q \right\} \) is a set of unit tangent vectors at a point \( q \) in \( M^n \) that are orthogonal to each other, i.e.,

\[
g_{bd} \eta_{(f)}^b \eta_{(f)}^d = \eta_{fe}^c. \]

(2.20)

In fact, since \( \sum_f \eta_{(f)}^b \eta_{(f)}^d = g^{bd} \), we have

\[
H^A = \frac{1}{n} H_{abd}^b g^{bd} = \frac{1}{n} H_b^b, \]

consequently,

\[
\left[ H^A \eta_{AB} H^B \right]^{1/2} = H. \]

(2.21)
2.3. Canonical quantization

Let us consider a particle (with its mass = 1) in $\mathbb{R}^p$, the motion of which is confined in a neighbourhood of $M^n$ in the presence of some potential $V(X^A)$. By denoting its kinetic energy by $\tilde{K}$, the Lagrangian is given as

$$\mathcal{L} = \tilde{K} - V(X^A). \quad (2.22)$$

In order to investigate the quantum-mechanical structure of the kinetic energy

$$\tilde{K} := \frac{1}{2} \dot{X}^A \eta_{AB} \dot{X}^B \quad \left(\text{with } \dot{X}^A = \frac{dX^A}{d\tau}\right), \quad (2.23)$$

expressed in terms of the $q^\beta$-variables, we adopt the quantization procedure developed in Refs. 25, 26, which is consistent if the curvilinear coordinates $\{q^\beta\}$ can be transformed into the Euclidean coordinates (hence the curvature $\tilde{R}$ vanishes) and the metric tensor is $q^\beta$-independent as in the present case. By employing this procedure which enables us to treat coordinate transformations algebraically, we can perform all calculations in the operator formalism quantum-mechanically from the outset without recourse to the differential operator representation of momenta, and obtain the kinetic term (2.23) expressed in terms of operators of curvilinear coordinates and their conjugate momenta. In the following, we denote a symmetrized product of quantum-mechanical dynamical variables $A$ and $B$ by $\langle A, B \rangle$, i.e.,

$$\langle A, B \rangle := \frac{1}{2}(AB + BA).$$

We assume

$$[q^\beta, \dot{q}^\delta] = i\hbar f^{\beta\delta}(q^\gamma), \quad [q^\beta, q^\delta] = 0, \quad (2.24)$$

where $f^{\beta\delta}$ is a function of only $q^\gamma$'s and not of $\dot{q}^\gamma$'s. The time derivative of $X^A(q^\gamma)$
is defined as\(^{25,26}\)
\[
\dot{X}^A(q^\gamma) := \langle \tilde{B}^A_\alpha(q^\gamma), \dot{q}^\alpha \rangle. \tag{2.25}
\]
This definition ensures the hermiticity and the quantum-mechanical covariance.\(^{27}\)
The momentum operator \(P_A\), conjugate to \(X^A\), is given by
\[
P_A = \frac{\partial L}{\partial \dot{X}^A} = \langle \eta_{AB} \tilde{B}^B_\beta, \dot{q}^\beta \rangle. \tag{2.26}
\]
As explained shortly in Appendix A, we see
\[
f^{\alpha\beta}(q^\gamma) = \tilde{G}^{\alpha\beta}(q^\gamma) \iff [X^A, P_B] = i\hbar \delta^A_B. \tag{2.27}
\]
The momentum operator \(p_\beta\), conjugate to \(q^\beta\), is written with use of (A.3) in Appendix A as
\[
p_\beta := \frac{\partial L}{\partial q^\beta} = \langle \eta_{AB} \tilde{B}^B_\beta, \langle \tilde{B}^A_\alpha, q^\alpha \rangle \rangle = \langle \tilde{G}^{\beta\alpha}, \dot{q}^\alpha \rangle. \tag{2.28}
\]
From (2.28) we obtain due to the first relation of (2.27)
\[
[q^\alpha, p_\beta] = i\hbar \delta^\alpha_\beta. \tag{2.29}
\]
\(p_\alpha\) is reexpressed as
\[
p_\alpha = \langle \tilde{B}^A_\alpha, P_A \rangle. \tag{2.30}
\]
From the explanation in Appendix A, we see
\[
[P_A, P_B] = 0 \iff [p_\alpha, p_\beta] = 0 \iff \mathcal{F}^{\alpha\beta} = 0 \tag{2.31}
\]
under the integrability condition
\[
\partial_\beta \partial_\alpha X^A - \partial_\alpha \partial_\beta X^B = 0. \tag{2.32}
\]
Here \(\mathcal{F}^{\alpha\beta}\) is defined by Eq. (A.6).\(^{27,28}\) (Note that in Ref. 28 the covariance under the general coordinate transformation is not fully taken into account.) Thus we saw that under the assumptions (2.25) and (2.24) with the choice \(f^{\alpha\beta}(q^\gamma) = \tilde{G}^{\alpha\beta}(q^\gamma)\), the canonical commutation relations among \(\{q^\beta, p_\beta; \beta = 1, \ldots, p\}\) are equivalent to those among \(\{X^A, P_A; A = 1, \ldots, p\}\).
2.4. Structure of kinetic energy operator

It is easy to see the kinetic energy \( \tilde{K} \), Eq. (2.23), is rewritten quantum-mechanically in the covariant form as

\[
\tilde{K} = \frac{1}{2} \tilde{p}_\alpha \tilde{G}^{\alpha\beta} \tilde{p}_\beta - \frac{1}{2} \hbar^2 \tilde{Y}(q^\gamma) = \frac{1}{2} \tilde{G}^{-1/4} \tilde{p}_\alpha \tilde{G}^{1/2} \tilde{G}^{\alpha\beta} \tilde{p}_\beta \tilde{G}^{-1/4},
\]

where

\[
\tilde{Y}(q^\gamma) := -\frac{1}{2} \partial_\alpha (\tilde{G}^{\alpha\beta} \tilde{\Gamma}_\beta) - \frac{1}{4} \tilde{G}^{\alpha\beta} \tilde{\Gamma}_\alpha \tilde{\Gamma}_\beta;
\]

\[
\tilde{\Gamma}_\alpha := \tilde{\Gamma}^{\beta}_{\alpha\beta} = (\partial_\alpha \tilde{G}^{\rho\lambda}) \tilde{G}^\rho_\lambda / 2 = \partial_\alpha \tilde{G} / (2 \tilde{G});
\]

\[
\tilde{G} := \left| \det \tilde{G}_{\alpha\beta} \right|.
\]

By noting

\[
\tilde{G} = \left| \det (\lambda_{ab}) \det (\eta_{uw}) \right| = \det (\lambda_{ab}) =: \lambda,
\]

and the structure of \( (\tilde{G}^{\alpha\beta}) \) given by (2.9), we obtain

\[
\tilde{K} = \frac{1}{2} \lambda^{-1/4} \pi_\alpha \lambda^{1/2} \lambda^{ab} \pi_b \lambda^{-1/4} + \frac{1}{2} \lambda^{-1/4} \pi_\nu \lambda^{1/2} \eta^{vw} \pi_w \lambda^{-1/4}.
\]

Here, \( \pi_\alpha \) is defined as

\[
\pi_\alpha := \tilde{p}_\alpha + \frac{1}{2} T_{vw,a} L^{vw},
\]

\[
L^{vw} := q^v \eta^{wx} p_x - q^w \eta^{vx} p_x.
\]

The operator \( L^{vw} \) satisfies the commutation relation

\[
[L^{vx}, L^{wy}] = i\hbar (\eta^{vw} L^{xy} + \eta^{xy} L^{vw} - \eta^{vy} L^{wx} - \eta^{xw} L^{vy}).
\]

In Sec. 6, in connection with the generalization to the case of \( M^n \subset M^p \), we give a simple explanation why \( \tilde{K} \) reduces to the form (2.36).
In the thin-layer approximation (2.10), we obtain

\[ \tilde{K} \xrightarrow{\text{thin\ layer}} K^* = K + \frac{1}{2} p_v \eta^{VW} p_w + \Delta V^*, \quad (2.40) \]

where

\[ K := \frac{1}{2} g^{-1/4} \pi_a g^{1/2} g^{ab} \pi_b g^{-1/4}, \quad g := |\text{det}(g_{ab})|, \quad (2.41) \]

\[ \Delta V^* = \frac{\hbar^2}{2} \left[ -\frac{1}{2} H^b \eta^{uv} H^a_{\nu \nu} + \frac{1}{4} n^2 H^2 \right] = \frac{\hbar^2}{2} \left[ -\frac{R}{2} - \frac{1}{4} n^2 H^2 \right]; \quad (2.42) \]

\( H \) is the extrinsic mean curvature defined by (2.17). Note that we have

\[ \Delta V^* = -\frac{\hbar^2}{2} \left( \tilde{Y}(q, q') - Y(q) \right)|_{\text{thin\ layer}}, \quad (2.43) \]

where \( Y(q) \) is the quantity corresponding to (2.34) constructed in terms of \( g_{ab} \) and rewritten as

\[ Y(q) = -\frac{1}{4} \left( R + g^{ab} \Gamma_{ad} \Gamma_{bc}^d - \partial_a \partial_b g^{ab} \right); \quad (2.44) \]

\( K, (2.41) \), can be expressed as

\[ K = \frac{1}{2} \pi_a g^{ab} \pi_b - \frac{\hbar^2}{2} Y(q). \quad (2.45) \]

As to the so-called quantum potential \( \Delta V^* \), its form in the confining approach has been considered by many authors,\(^{24,29}\) and compared with the corresponding form obtained in accordance with the Dirac approach to constrained dynamical systems.\(^{30}\) An interesting view on \( \Delta V^* \) including the extrinsic quantity together with the intrinsic curvature is found in Maraner’s paper.\(^{11}\)

The form of the effective kinetic term (2.41) on \( M^n \) suggests existence of a certain gauge structure whose gauge potential is \( \frac{1}{2} T_{VW,a} L^{VW} \) (see (2.37)), caused by the ‘off-diagonal’ elements \( \tilde{G}_{\alpha \nu} \) and \( \tilde{G}^{\alpha \nu} \) of the metric tensor \( \tilde{G}_{\alpha \beta} \) and \( \tilde{G}^{\alpha \beta} \). We examine further details of such a gauge structure in the following subsection.
2.5. Properties of $T_{VW,a}$

Utilizing the commutation relation (2.39) and the definition of $R_{a,b,VW}$ (2.16), we obtain

$$[\pi_a, \pi_b] = \frac{i\hbar}{2} R_{a,b,VW} L^{VW}. \quad (2.46)$$

This is analogous to the familiar case of a charged-particle motion in $\mathbb{R}^3$ under the influence of magnetic field $\vec{H}$, where we have

$$[\pi_j, \pi_k] = i\hbar \frac{e}{c} F_{jk}; \quad (2.47)$$

$$\pi_j = p_j - \frac{e}{c} A_j, j = 1, 2, 3; \quad F_{jk} = \epsilon_{jkl} H^l. \quad \text{Also, in non-Abelian gauge theories, we have}$$

$$[\pi_m, \pi_n] = i\hbar \frac{g}{2} W_{mn,jk} G^{jk}; \quad (2.48)$$

$$\pi_m = p_m + \frac{g}{2} A_{jk,m} G^{jk}, \quad W_{mn,jk} = -\partial_m A_{jk,n} + \partial_n A_{jk,m} + g \left( A_{ij,m} \eta^{il} A_{lk,n} - A_{ij,n} \eta^{il} A_{lk,m} \right);$$

$G^{jk}$'s are generators of the relevant gauge group that satisfy the same commutation relations as (2.39). Thus we see that

$$T_{VW,a} = N_v A^A \partial_a N^B_w \quad (2.49)$$

has a complete analogy to the gauge potential, and its various aspects will be explored in the following in the context different from that of Maraner.\textsuperscript{11}

We take the total Hamiltonian

$$\tilde{H} = \tilde{K} + V, \quad (2.50)$$

where $\tilde{K}$ is defined as (2.33), and $V$ includes a confining potential part responsible to confining the particle motion in the neighbourhood of $M^n$, and assume $\tilde{H}$ is
invariant under the rotation of a set of \( \{ \vec{N}_{n+1}, \ldots, \vec{N}_p \} \) such as

\[
N^{\alpha}_{v}(q) = N^{\alpha}_{w}(q) \Lambda^{w}_{v}(q), \quad \Lambda^{x}_{w} \eta_{x y} \Lambda^{y}_{v} = \eta_{w v}.
\] (2.51)

Then, \( T_{wV,b}(q) \) is transformed under the \( SO(p - n) \) rotation as

\[
T'_{wV,b} = N^{\alpha}_{w} \eta_{AB} \partial_b N^{B}_{v} \rightarrow T'_{wV,b} = (\Lambda^{-1})^{x}_{w} T_{xV,b} \Lambda^{y}_{v} + (\Lambda^{-1})^{x}_{w} \eta_{x y} \partial_b \Lambda^{y}_{v}. \quad (2.52)
\]

(For clarity, here we wrote the inverse matrix of \( \Lambda = (\Lambda^{x}_{v}) \) as \( \Lambda^{-1} = ((\Lambda^{-1})^{x}_{v}) \).)

Thus, we can say that the quantity \( T_{wV,b} \) is a gauge potential and the \( N \)-connection emerges. In Ref. 9, we have illustrated through a simple example how the gauge structure appears in the effective Hamiltonian in Schrödinger equation for the particle motion in \( \mathbf{M}^n \), where some degeneracy of states in the \( q' \)-space is assumed in order to obtain a set of suitable representations of \( \{ T_{wV,b} L^{v w} \} \). More general case, where the full \( SO(p - n) \) symmetry does not hold, are considered by Maraner. 10, 11

Although \( T_{vW,b} \) cannot be eliminated generally over the whole range of \( \mathbf{M}^n \), it is important to examine how a nontrivial global effect, called the geometry-induced Aharonov–Bohm effect by Takagi and Tanzawa, 8 is brought about. Maraner11 has shown that, applying the present formalism to polyatomic molecules with approximately rigid configurations, Abelian and non-Abelian monopole-like structures are found. Here it should be noted that, in the \( \mathbf{M}^1 \) case, the field strength \( R_{ab,vw} \) appearing in (2.46) vanishes identically even when \( T_{vW,a} \) is not equal to zero, while the nontrivial global contribution due to the \( N \)-connection, i.e., \( T_{vW,a} \), is expected to exist, as noted by Takagi and Tanzawa. 8 In the following section we examine details of the gauge structure of \( \mathbf{M}^1 \) case to see how nontrivial phase effects appear.
3. Global Aspects of Geometrically Induced Gauge Structure

3.1. The Case of $M^1 \subset \mathbb{R}^p$ with $p \geq 3$

As will be explained in the following, $T_{W,V,b}$ is eliminated locally; thus it is necessary for us to examine the global structure brought about by $T_{W,V,b}$ in order to see physical effects due to the geometrically induced gauge.\textsuperscript{31} In this connection, Takagi and Tanzawa\textsuperscript{8} pointed out, in the case of a thin tube embedded in $\mathbb{R}^3$, that a nonvanishing AB type effect arises when

$$\int_{0}^{l} \tau(q) \, dq \neq 0. \quad (3.1)$$

Here the parameter $q$ specifies a point on a center curve $M^1$ of the thin tube (i.e., $q = q^1$ in accordance with our present use of symbols); $l$ is the length of this closed curve, where $0 \leq q \leq l$; $\tau$ is the torsion in Frenet–Serret equations of $M^1 \subset \mathbb{R}^3$ (See Eq. (3.8)). Remembering, however, the remark given at the end of the last section, it seems necessary for us to investigate the logical structure of (3.1). Indeed, we will see in the following two subsections that the condition for the curve $M^1$ to be closed in the real space is not always necessary in order to obtain a geometrically induced phase such as (3.1). With the aim of exploring the situation further, we first examine the general case $M^1 \subset \mathbb{R}^p$ with $p \geq 3$ as follows.

The fundamental equations for $M^1$ embedded in $\mathbb{R}^p$ are, from (2.6) and (2.7), written as

$$\frac{d}{dq^1} \vec{B}_1 = \sum_{w=2}^{p} h_w \vec{N}_w, \quad (3.2)$$

$$\frac{d}{dq^1} \vec{N}_V = -h_V \vec{B}_1 + \sum_{w=2}^{p} \vec{N}_w T_{W,V,1}, \quad (3.3)$$

where $h_w := H_{w1}^1$; the arrow represents the vector property in $\mathbb{R}^p$. In the present and the following two subsections, the coordinate $q^1$ is simply written as $q$ which
is taken to be the length on the curve $M^1$, that is, $\vec{B}_1$ is a unit vector tangent to $M^1$. (3.2) and (3.3) are expressed in the form, similar to Frenet–Serret equations (B.11) given in Appendix B, as

$$\frac{d}{dq} (\vec{B}_1 \vec{N}_2 \ldots \vec{N}_p) = (\vec{B}_1 \vec{N}_2 \ldots \vec{N}_p) \begin{pmatrix} 0 & -h_2 & -h_3 & \cdots & -h_p \\ h_2 & h_3 & T \\ \vdots \\ h_p \end{pmatrix}$$

(3.4)

with

$$T := \begin{pmatrix} T_{VW,1} \\ \vdots \end{pmatrix}, \quad (V,W = 2,\ldots,p).$$

(3.5)

Here, at each point $q \in M^1$ a set of normal vectors $\{\vec{N}_2,\ldots, \vec{N}_p\}$ is chosen so that it is related with another set $\{\vec{n}_2,\ldots,\vec{n}_p\}$ defined in Appendix B by an orthogonal transformation $\Lambda(q) \in SO(p-1)$;

$$(\vec{N}_2 \ldots \vec{N}_p) = (\vec{n}_2 \ldots \vec{n}_p)\Lambda \quad \text{with} \quad \Lambda^T = \Lambda^{-1}.$$  

(3.6)

Comparing (3.4) with (B.11), we obtain

$$h_U = \kappa_1 \Lambda^2_v, \quad U = 2,\ldots,p,$$

(3.7)

$$T = \Lambda^T \tilde{\sigma} + \Lambda^T \frac{d\Lambda}{dq},$$

(3.8)

From (3.7) ( or by substituting (3.2) into the definition of $\kappa_1$, i.e, Eq.(B.1)), we have

$$\kappa_1 = \left[ \sum_{U=2}^{p} (h_U)^2 \right]^{1/2},$$

(3.9)
and (3.8) leads to
\[
\left( T - \Lambda^T \frac{d\Lambda}{dq} \right)^2 = \Lambda^T \left( \Lambda^T \right)^2 \Lambda. \tag{3.10}
\]

Taking the traces of the both sides of (3.10) and using the anti-symmetry property of \( T - \Lambda^T \frac{d\Lambda}{dq} \), we obtain
\[
\sum_{u=2}^{p-1} (\kappa_u)^2 = \sum_{u,w=2 \atop u > w}^p \left[ \left( T - \Lambda^T \frac{d\Lambda}{dq} \right)_{uw} \right]^2. \tag{3.11}
\]

From (3.11) we see that we can eliminate the gauge potential \( T = (T_{VW,1}) \) everywhere along \( M^1 \) by choosing a “gauge” \( \Lambda \), if and only if the “torsion” \( \tau \) defined by
\[
\tau := \left[ \sum_{u=2}^{p-1} (\kappa_u)^2 \right]^{1/2} \tag{3.12}
\]
vanishes everywhere along \( M^1 \).

In the case of \( M^1 \subset \mathbb{R}^3 \), we obtain from (3.8)
\[
\omega = \tau - \frac{d\theta}{dq}, \tag{3.13}
\]
where \( \omega := -T_{23,1} \) and we take \( \Lambda \) as
\[
\Lambda = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \text{ for } (\vec{N}_2, \vec{N}_3) = (\vec{n}_2, \vec{n}_3) \Lambda. \tag{3.14}
\]

Takagi and Tanzawa\textsuperscript{8} considered the case of a closed curve \( M^1 \) in the real space \( \mathbb{R}^3 \). Consider a classical motion of a particle, where a point \( \vec{x}(q^1) \) representing a particle position in \( \mathbb{R}^3 \) moves along a closed smooth curve; at the initial point we take \( \theta(q_0) = 0 \), i.e., \((\vec{N}_2(q_0), \vec{N}_3(q_0)) = (\vec{n}_2(q_0), \vec{n}_3(q_0)) \). When the particle returns...
back to the initial point, in the parallel transport\textsuperscript{8,32,33} with $\omega$ taken to be equal to 0, we obtain

$$\theta(q_0 + l) = \int_0^l dq \tau(q),$$

(3.15)

which means that $(\vec{N}_2(q_0 + l), \vec{N}_3(q_0 + l))$ does not always coincide with the initial set generally and differs by the rotation angle given by (3.15). Here it is to be remembered that, in the case of $M^1 \subset \mathbb{R}^3$, $\tau(q)$ is nonnegative by definition and the Frenet–Serret equations are consistent with the right-handed triad $\{\vec{B}_1, \vec{n}_2, \vec{n}_3\}$; $\vec{n}_3 = \vec{B}_1 \times \vec{n}_2$. (See Appendix B.)

The corresponding situation in quantum mechanics is as follows.\textsuperscript{8,9} When we consider the Schrödinger equation for a particle on $M^1$, where the effective Hamiltonian on $M^1$ is the one obtained through the thin-tube approximation, the elimination of the gauge term appearing in the momentum operator (2.37) (with the expectation value of $L^{vw}$ with respect to the wave function of the normal coordinates $\{q^v\}$) causes a phase change of the Schrödinger wave function on $M^1$. This change gives rise to a nonvanishing AB-like effect when $\tau(q)$ satisfies (3.1).

Here we have to remember the remark given at the end of Sec. 2. In order to reconcile the vanishing $R_{ab,vw}$ in $M^1$ case with the expected nonvanishing AB-like effect (3.15), we have to notice that the condition for $M^1$ to be closed is too stringent. In the next section, we see that it is enough to assume a closed property of the vector $\vec{B}_1$ in a parameter space in order to obtain the geometrically induced phase (3.1). Through such a consideration, the relation to the monopole gauge field as well as the Berry phase will be made clear.
3.2. Monopole with a unit strength in the parameter space of $\vec{B}_1(q^1)$

With the aim of examining the problem mentioned above, we make the 3-dimensional vector $\vec{B}(q) := \vec{B}_1(q^1)$ correspond to a point particle on a unit sphere $S^2_{(\text{Gauss})}$. This induces the mapping of $\mathbb{M}^1$ onto a curve $C_{\vec{B}}$ on $S^2_{(\text{Gauss})}$. Such a correspondence $\mathbb{M}^1 \mapsto C_{\vec{B}}$ is a kind of so-called Gauss’ spherical map.\footnote{15} We use the symbol $\mathbb{R}^3_{(\text{Gauss})}$ to represent the 3-dimensional Euclidean space with the origin common to $S^2_{(\text{Gauss})}$.

We consider a particle which moves through a distance $l$ along a curve $\mathbb{M}^1$ embedded in $\mathbb{R}^3$ and, correspondingly, $\vec{B}$ is assumed to return back to the starting point on $S^2_{(\text{Gauss})}$ after following a simple closed loop $C_{\vec{B}}$. In accordance with the Gauss–Bonnet theorem\footnote{15} explained shortly in Appendix C, the solid angle $\Omega_{\vec{B}}$ spanned by $C_{\vec{B}}$ is given by

$$|\Omega_{\vec{B}}| \equiv \int_0^l \tau(q) \, dq \quad (\text{mod } 2\pi). \quad (3.16)$$

When the curve is smooth, $\Omega_{\vec{B}}$ is equal to the following surface integral over the region $S_{\vec{B}}$ on $S^2_{(\text{Gauss})}$ enclosed by $C_{\vec{B}}$ (i.e., $\partial S_{\vec{B}} = C_{\vec{B}}$):

$$\Omega_{\vec{B}} = \int_{S_{\vec{B}}} d\vec{\sigma} \cdot \vec{B}' = \int_{S_{\vec{B}}} d\vec{\sigma} \cdot \text{rot} \vec{A} \quad \text{with } \text{rot} \vec{A} = \vec{r}/|\vec{r}|. \quad (3.17)$$

Here, the integrand $\vec{B}'$ represents a unit vector corresponding to a point on $S_{\vec{B}}$, and $\vec{A}$ is the vector field expressed as

$$\vec{A}(\vec{r}) = \frac{\pm 1}{r(r \pm z)} \begin{pmatrix} -y \\ x \\ 0 \end{pmatrix}, \quad (3.18)$$

where the negative (positive) $z$-axis of the space $\mathbb{R}^3_{(\text{Gauss})}$ does not pass through $S_{\vec{B}}$; $\vec{r} = (x, y, z)$ is a position vector in $\mathbb{R}^3_{(\text{Gauss})}$. This $\vec{A}(\vec{r})$ is the vector potential.
generated by a monopole with the unit strength situated at the origin of $\mathbb{R}^3_{\text{Gauss}}$. Thus we see that the phase change of the Schrödinger wave function, when a particle moves along $\mathbf{M}^1$ (with the nonvanishing torsion) over a distance $l$, is intimately connected, through the relations (3.15), (3.16) and (3.17), with the tangential line integral of the monopole vector potential $\vec{A}$ along $C_{\vec{B}}$ drawn by $\vec{B}$ in $\mathbb{R}^3_{\text{Gauss}}$.

The present problem concerning the motion of the vector $\vec{B}$ in $\mathbb{R}^3_{\text{Gauss}}$ has the same structure as that investigated by Kugler and Shtrikman, who suggested a classical analogue to Berry’s phase. They considered a 2-dimensional plane $\mathbf{P}$ with its normal $\vec{B}$; a particle undergoes a cylindrically symmetric potential on the plane, on which the particle motion is constrained. Those authors examined the motion of the particle on that plane $\mathbf{P}$ when an external force changes $\vec{B}$ slowly along a closed path, so that $\vec{B}$ returns back to its initial place; thus, evidently they are lead to the same problem of the motion of $\vec{B}$ as ours. Indeed, they gave Eqs. (3.15) and (3.16), and mentioned that in many cases the angle $\theta(q_0 + l)$ coincides with the Hannay angle.

3.3. The case of $\mathbf{M}^1$ to be a helix

Let us examine a helical tube around a cylinder. This tube has a straight circular cross section with its radius $d$, and has a central curve $\mathbf{M}^1$ which is a helix with a constant gradient of angle $\beta$ ($0 < \beta < \frac{\pi}{2}$) around a cylinder with radius $\rho$. A point on the cylinder is represented by

$$\vec{x}(\varphi, z) = (\rho \cos \varphi, \rho \sin \varphi, z).$$

A parameter $q$ is so chosen as to be a length of the helix, and we write

$$q = \rho \cdot \varphi / \cos \beta = z / \sin \beta.$$
the Frenet–Serret equations (see (C.1) in Appendix C) for the triad \{\vec{B}(q), \vec{n}_2(q), \vec{n}_3(q)\}:

\[
\begin{pmatrix}
\vec{B}(q) \\
\vec{n}_2(q) \\
\vec{n}_3(q)
\end{pmatrix}
= 
\begin{pmatrix}
-\cos \beta \sin \varphi, & \cos \beta \cos \varphi, & \sin \beta \\
-\cos \varphi, & -\sin \varphi, & 0 \\
\sin \beta \sin \varphi, & -\sin \beta \cos \varphi, & \cos \beta
\end{pmatrix}; \quad (3.21)
\]

\(\kappa\) and \(\tau\) are given by

\[
\kappa(q) = \frac{\cos^2 \beta}{\rho}, \quad \tau(q) = \frac{\cos \beta \sin \beta}{\rho}. \quad (3.22)
\]

When a point on the helix \(M^1\), e.g., \(P_0(q = 0)\), moves along \(M^1\) to the point \(P'_0(q = 2\pi \rho/\cos \beta)\), the vector \(\vec{B}\) draws a closed circle \(C_{\vec{B}}\) on the unit sphere \(S^2_{(Gauss)}\). (See Fig. 2.)

The relation (C.5) on the unit sphere \(S^2_{(Gauss)}\) obtained from the Gauss–Bonnet theorem\(^{15}\) is

\[
\Omega_{\vec{B}} + \int_{P_0 \to P'_0} \tau(q) dq = 2\pi. \quad (3.23)
\]

(The r. h. s. is taken to be equal to \(2\pi\), because \(C_{\vec{B}}\) tends continuously to a small circle when the angle \(\beta\) approaches to \(\pi/2\) from below.) Since

\[
\Omega_{\vec{B}} = 2\pi(1 - \sin \beta), \quad (3.24)
\]

\[
\int_{P_0 \to P'_0} \tau(q) dq = 2\pi \int_{0}^{2\pi} \frac{\cos \beta \sin \beta}{\rho^2} \rho d\varphi = 2\pi \sin \beta, \quad (3.25)
\]

we see the relation (3.23) certainly holds.
Here a remark is given on the vector potential $\vec{A}(\vec{x})$ in $\mathbb{R}^3$, the integral of which along the helix leads to the integral such as (3.25). The condition to be satisfied by $\vec{A}(\vec{x})$ is

$$\vec{B}(q)\vec{A}(\vec{x}(q)) = \tau(q)$$ (3.26)

with $\vec{x}(q)$ given by (3.19) together with (3.20). Meanwhile, the vector potential due to an infinite solenoid along the $z$-axis and with radius $r_0$ is

$$\vec{A}_{\text{sole}}(\vec{x}) = \begin{cases} \frac{\Phi}{2\pi} \left( -\frac{y}{r^2}, \frac{x}{r^2}, 0 \right) & \text{for } r > r_0, \\ \frac{\Phi}{2\pi r_0^2} (-y, x, 0) & \text{for } r_0 \geq r \geq 0; \end{cases}$$ (3.27)

thus, by taking $\Phi = 2\pi \sin \beta$, on the cylinder surface (with $\rho > r_0$) we obtain

$$\vec{A}_{\text{sole}}(\vec{x}(q)) = \frac{\sin \beta}{\rho} (-\sin \varphi, \cos \varphi, 0)$$ (3.28)

which satisfies (3.26). Therefore, the geometrically induced gauge potential leads to an effect equivalent to that caused by the above vector potential in $\mathbb{R}^3$, in which the particle path lies; in this sense, the effect due to the former gauge structure may be called the geometrically induced AB effect.\(^8\)

The kinetic part of the Hamiltonian in the thin-tube approximation $K^*$ is, from (2.40), written as

$$K^* = \frac{1}{2} p_v \eta^{vw} p_w + K(\tau) + \Delta V^*, \quad (3.29)$$

where

$$K(\tau) := \frac{1}{2} \left( p_1 - \tau(q)L^{23} \right)^2,$$ (3.30)

$$\Delta V^*(q) = - \frac{\hbar^2}{8} \kappa(q)^2.$$ (3.31)

When the total wave function $\Psi(q, q')$ for a scalar particle is assumed to be written
as a separate form

\[ \Psi(q, q^
u) = \Phi(q) \cdot f(q^
u) \]  \hspace{0.5cm} (3.32)

with \( f(q^
u) \) to be the eigenfunction of \( L^{23} \)

\[ L^{23} f(q^
u) = \hbar m f(q^
u), \quad m \in \mathbb{Z}, \]  \hspace{0.5cm} (3.33)

we can write \( K(\tau) \) effectively as

\[ K_{\text{eff}}(\tau) = \frac{1}{2} (p_1 - \hbar m \tau)^2. \]  \hspace{0.5cm} (3.34)

The Schrödinger equation for \( \Phi(q, t) \) is effectively written as

\[ i\hbar \frac{\partial \Phi(q, t)}{\partial t} = H_{\text{eff}} \Phi(q, t), \]

\[ H_{\text{eff}} = K_{\text{eff}}(\tau) + \Delta V^* + h, \]  \hspace{0.5cm} (3.35)

where \( h \) represents a term determined in accordance with the confining potential.\(^{29}\)

We can eliminate the gauge term \( \hbar m \tau \) by changing the phase of the wave function \( \Phi(q) \) as

\[ \Phi(q) = \left[ \exp \left( i m \int_{q_0}^{q} \tau(t) dt \right) \right] \Phi_0(q), \]  \hspace{0.5cm} (3.36)

where \( \Phi_0(q) \) satisfies the Schrödinger equation (3.35) without the gauge term. In the helix case, by taking \( q_0 = 0 \) and \( q = 2\pi \rho / \cos \beta \) we obtain the phase factor in (3.36) as

\[ \Delta \Theta(P_0 \rightarrow P'_0) := m \int_0^{2\pi \rho / \cos \beta} dq \cos \beta \sin \beta \rho = 2\pi (\sin \beta) m, \]  \hspace{0.5cm} (3.37)

which is equal to \( \pm \pi \) for \( m = \pm 1 \) and \( \beta = \pi/6 \).

\[ \Delta \theta(P_0 \rightarrow P'_0) := \Delta \Theta(P_0 \rightarrow P'_0)/m \quad ( \text{when } m \neq 0), \]  \hspace{0.5cm} (3.38)

is the rotation angle of the frame \( \{ \vec{N}_2, \vec{N}_3 \} \) relative to \( \{ \vec{n}_2, \vec{n}_3 \} \) for the parallel transport from the point \( P_0 \) to the point \( P'_0 \).
The mathematical structure of the geometrically induced phase of the helix is similar to that in rotation of photon polarization in a helically wound optical fiber.\textsuperscript{36,14} It is a problem to reconsider the connection of this experiment and our geometrically induced gauge structure, which is left as one of future tasks.

4. Relation of the $N$-Connection to the Induced Gauge Field on a Sphere

In this section we investigate, in the case of $M^1 \subset \mathbb{R}^p$ with $p \geq 3$, through the Gauss mapping of the vector $\vec{B}_1(q^1)$ the relation of the $N$-connection to the induced gauge field on $S^{p-1}$ found by Ohnuki and Kitakado\textsuperscript{19}. Further we note this induced gauge field coincides with the spin-connection on $S^{p-1}$, so that the spin-connection has a monopole-like structure on $S^{p-1}$.

4.1. Form of the Wigner rotation in the defining representation

Let us consider the Gauss mapping of $\vec{B}_1$, tangent to $M^1 \subset \mathbb{R}^p$, and express it after mapping with the same symbol as $\vec{B}_1(y)$. Here $y$ is a point on $S^{p-1}_{(Gauss)} (\subset \mathbb{R}^p_{(Gauss)})$. Similarly, the normal vectors $\vec{N}_U (U = 2, \ldots p)$ are mapped into the vectors $\vec{N}_U(y)$ $(U = 2, \ldots p)$, which construct a basis for the tangent space $T_y S^{p-1}_{(Gauss)}$ at $y$. The vector $\vec{B}_1(y)$, normal to $T_y S^{p-1}_{(Gauss)}$, is written as

$$\vec{B}_1(y) = \begin{pmatrix} y_1/r \\ y_2/r \\ \vdots \\ y_p/r \end{pmatrix} \quad \text{with } r = \sqrt{\vec{y} \cdot \vec{y}},$$

and satisfies together with $\{\vec{N}_U(y) ; U = 2, \ldots p\}$ the orthonormality and the completeness conditions. In (4.1) we take $r \neq 1$ for the later convenience, in other words, every point on $S^{p-1}_{(Gauss)}$ with its radius unity is assumed to be transformed along the radius to a corresponding point on $S^{p-1}_{(Gauss)}$ with its radius $r \neq 1$. 
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With the aim of obtaining the induced gauge field on $S^{p-1}$, Ohnuki and Kitakado\textsuperscript{19} examined the Wigner rotation,\textsuperscript{37} i.e., the representation of

$$\lambda_y := \alpha_y^{-1} \rho \alpha_y^{-1} y \quad \text{for } \forall \rho \in SO(p) \text{ and } y \in \mathbb{R}^p. \quad (4.2)$$

Here, $\alpha_y \in SO(p)$ is the “boost” transformation, satisfying

$$y = \alpha_y \cdot \bar{y} \quad \text{with } \bar{y} = \begin{pmatrix} r \\ 0 \\ \vdots \\ 0 \end{pmatrix} \in \mathbb{R}^p. \quad (4.3)$$

The set of $\lambda_y$’s ($y \in S^{p-1(r)} \subset \mathbb{R}^p$) forms an isotropy group (or the little group\textsuperscript{37} according to the Wigner’s terminology);

$$H(y) := \left\{ \lambda_y \mid \lambda_y \in SO(p), \lambda_y \cdot \bar{y} = \bar{y} \right\}. \quad (4.4)$$

In order to obtain the representation of $\lambda_y$, Ohnuki and Kitakado\textsuperscript{19} set about their consideration by employing the Clifford algebra of order $p$. For our present purpose, however, it will be seen to be convenient to begin with the defining representation.

We write the matrix $\rho$ for the infinitesimal $SO(p)$-transformation $y \mapsto y' = \rho y$ as

$$\rho = I + \frac{i}{2} \sum_{G,H=1}^p \omega^{GH} S_{GH} \quad (4.5)$$

with

$$(S_{GH})^A_B = i \left( -\delta^A_G \eta_{HB} + \eta_{GB} \delta^A_H \right). \quad (4.6)$$

Here and in the following, the symbol $\sum_{G,H=1}^p$ is omitted for dummy indices. Any $\alpha_y$ in the defining representation is represented by employing an arbitrary set of
the basis vectors \( \{ \vec{N}_U(y) ; U = 2, \ldots, p \} \) of \( T_y S^{p-1}_{(\text{Gauss})} \) as

\[
\alpha_y = ((\alpha_y)^D) = \left( \vec{B}_1(y), \vec{N}_2(y), \ldots, \vec{N}_p(y) \right),
\]

since (4.7) satisfies the conditions for \( \alpha_y \), i.e., (i) \( y = \alpha_y \circ y \) ((4.3)) as well as

\[
(ii) \ (\alpha_y)^D \eta_{DE} (\alpha_y)^E_B = \eta_{AB},
\]

\[
(iii) \ (\alpha_y)^D \eta^{AB} (\alpha_y)^E_B = \eta^{DE}.
\]

By using (4.5) and (4.7), we can obtain

\[
\lambda_y = I + \frac{i}{2} \omega^{GH} \begin{pmatrix} 0 & 0 & \cdots & 0 \\ 0 & \vdots & \ddots & \vdots \\ \vec{N}_U(y) \cdot D_{GH}(y) \vec{N}_V(y) & \vdots & \ddots & \vdots \\ 0 & \vdots & \ddots & 0 \end{pmatrix}
\]

with

\[
D_{GH}(y) := -iy^E \left( \eta_{EG} \partial_H - \eta_{EH} \partial_G \right) + S_{GH}.
\]

4.2. The gauge field induced on \( S^{p-1} \) and \( N \)-connection

Following Ohnuki and Kitakado,\(^{19}\) we write

\[
\lambda_y = I + \frac{i}{2} \omega^{GH} f_{GH}(y) = I + i \gamma_B(y)(\Delta y)^B,
\]

where \((\Delta y)^B := \frac{i}{2} \omega^{GH} (S_{GH})_B^D y^D = \frac{1}{2} \omega^{GH} (\delta^D_G \eta^B_H - \delta^D_H \eta^B_G) y^F \). This \( A_B \) is the induced gauge field appearing in the combination \( p_B - A_B \) in the Hamiltonian operator.\(^{19}\).
We obtain for $\forall y$ in $S^{p-1}_{(\text{Gauss})}$

$$A_B(y)dy^B = A_B(y) \left( \delta^B_G - \frac{1}{r^2} y^B \eta_{GE} y^E \right) dy^C$$

$$= \frac{1}{r^2} f_{GH}(y) y^\mu dy^G$$

$$= \frac{1}{r^2} dy^G \begin{pmatrix}
0 & 0 & \cdots & 0 \\
\vdots & \tilde{N}_U(y) \cdot D_{GH}(y) \tilde{N}_V(y) y^\mu \\
0 & \vdots & \tilde{N}_U(y) \cdot \partial_B \tilde{N}_V(y) \\
0 & \vdots & i \tilde{N}_U(y) \cdot \partial_B \tilde{N}_V(y) & \left( \delta^B_G - \frac{1}{r^2} y^B \eta_{GE} y^E \right) dy^C,
\end{pmatrix}$$

(4.13)

from which we have effectively

$$(A_B(y))_{UV} dy^B = i \tilde{N}_U \cdot \partial_B \tilde{N}_V(y) dy^B. \quad (U, V = 2, \ldots p) \quad (4.14)$$

By using a set of curvilinear coordinates \{\(u^j ; j = 2, 3, \ldots, p\)\} on $S^{p-1}_{(\text{Gauss})} \subset \mathbb{R}^p_{(\text{Gauss})}$, we express \(y^A\) as a function of \(u^j\)’s; \(y^A = y^A(u)\). Then, (4.14) leads to

$$(A_B(y))_{UV} dy^B = i t_{UV,j}(u) du^j \quad (4.15)$$

with

$$t_{UV,j}(u) := \tilde{N}_U(y(u)) \cdot \frac{\partial}{\partial u^j} \tilde{N}_V(y(u)). \quad (4.16)$$

The $N$-connection $T_{UV,1}(q^1)$ of $M^1$ in the original space $\mathbb{R}^p$ is given as a pull-back of the $H$-connection (the canonical connection of the second kind) $t_{UV,j}$ of $S^{p-1}_{(\text{Gauss})}$ by the Gauss mapping, i.e.,

$$t_{UV,j}(u) = T_{UV,1}(q^1) \frac{dq^1}{ds} \frac{ds}{du^j}, \quad (4.17)$$

where the parameters $q^1$ and $sr$ are taken to be the lengths along $M^1$ and $C_B$ (on $S^{p-1}_{(\text{Gauss})}$), respectively. When $\vec{B}_1$ and $\tilde{N}_U$’s satisfy Eq. (B.11) and we take $u^1 = sr$,
we have

\[ \hat{t}_{uv,j}(u) = \frac{\kappa_v}{\kappa_1 r} \left( \eta_{u,v+1} - \eta_{u+1,v} \right) \delta_{j,1}. \]  

(4.18)

In the case of \( p = 3 \), we obtain

\[ \hat{\tau}_{32,j}(u) = \frac{\tau}{\kappa_r} \delta_{j,1} = \frac{1}{\kappa_r} \hat{T}_{32,1}(q^1) \delta_{j,1}. \]  

(4.19)

leading to the equation given by (C.6).

Next we give an explicit relation of the \( N \)-connection to the monopole-like gauge field given in Ref. 19. In order to do this, we choose the concrete forms of \( \vec{N}_U \)'s as

\[
\left( \vec{N}_v(y) \right) \rightarrow \left( \vec{n}_v(y) \right) = (n^g_v(y)) \\
= \left( \begin{array}{c}
-\frac{\delta_1 y^v}{r} + \delta_w \left( \delta^w_v - \frac{y^w y^v}{r \rho_+} \right) \\
\delta_v - \frac{y^v y^v}{r \rho_+}
\end{array} \right), \quad \rho_+ = r + x^1.
\]  

(4.20)

By the way, the choice of (4.20) is seen to correspond to \( \alpha_y \) determined by employing the spinor representation \( \alpha^{(OK)}_y \) adopted in Ref. 19:

\[
\gamma_A \left( g' \right)^A = \gamma_B \left( \alpha_y \right)^a_A \ y^a = \alpha^{(OK)}_y \gamma_A \ y^A \alpha^{(OK)}_y\}^\dagger
\]  

(4.21)

for

\[
\alpha^{(OK)}_y := \frac{1}{\sqrt{2r}} \left[ \sqrt{\rho_+} + \sqrt{\rho_-} \frac{y^u y^v}{y_\perp} \gamma_1 \right],
\]  

(4.22)

where \( \gamma_A \gamma_B + \gamma_B \gamma_A = 2 \eta_{AB}, \rho_\pm = r \pm y^1 \), and

\[
y_\perp = \left( y^u \eta_{uv} y^v \right)^{1/2} = \sqrt{\rho_+ \rho_-}.
\]
By using (4.20), we obtain
\[
T_{WV,B}(y) = \vec{N}_W \cdot \partial_B \vec{N}_V
\]
\[
= \begin{cases} 
0 & \text{(for } B = 1 \text{ )} \\
\frac{1}{r_{\rho_+}} \left( \eta_{WU} \eta_{VX} - \eta_{VU} \eta_{WX} \right) y^X & \text{(for } B = U \text{ )}
\end{cases} \tag{4.23}
\]
\[
= \begin{cases} 
0 & \text{(for } B = 1 \text{ )} \\
\frac{1}{r_{\rho_+}} (s_{UX})_{WU} y^X & \text{(for } B = U \text{ )}; \tag{4.24}
\end{cases}
\]

here,
\[
(s_{UX})_{WV} = i \left( -\eta_{UW} \eta_{xV} + \eta_{UV} \eta_{xW} \right). \tag{4.25}
\]

$s_{UX}$'s satisfy the $SO(p-1)$-algebra;
\[
\left[ s_{UX}, s_{WZ} \right] = i \left( \eta_{UW} s_{XZ} + \eta_{XZ} s_{UW} - \eta_{UZ} s_{XW} - \eta_{XW} s_{UZ} \right). \tag{4.26}
\]

Thus, from (4.14) the induced gauge field with the general representation of $s_{UX}$ is given by
\[
(A_B(y)) = \begin{pmatrix} 
0 \\
\frac{1}{r_{\rho_+}} s_{UX} y^X 
\end{pmatrix}. \tag{4.27}
\]

In the context of Sec. 2, the operator of the induced gauge field appears in the kinetic operator in the form
\[
-\frac{1}{2} T_{WV,B} \mathcal{L}_{WV}. \tag{4.28}
\]

In the Schrödinger equation, when the angular momentum operator $\mathcal{L}_{WV}$ operates on the wave function belonging to some irreducible representation specified by $J$, $\mathcal{L}_{WV}$ is replaced by the matrix $\langle J, \alpha | \mathcal{L}_{WV} | J, \beta \rangle \equiv (t_{WV}^{(J)})_{\alpha \beta}$; thus, the gauge field appearing in the Hamiltonian of the Schrödinger equation is written as
\[
\left( (A_B(y))_{\alpha \beta} \right) = \begin{pmatrix} 
0 \\
\frac{1}{r_{\rho_+}} (t_{UX}^{(J)})_{\alpha \beta} y^X 
\end{pmatrix} \tag{4.29}
\]

which is equivalent to (4.27).
4.3. Spin-connection on $S^{p-1}$ and the induced gauge field

By employing a set of curvilinear coordinates $\{u^j : j = 2, \ldots, p\}$ defined in the subsection 4.2, we define

$$F^A_j(u) := \frac{\partial y^A}{\partial u^j}, \quad j = 2, 3, \ldots, p. \quad (4.30)$$

We have the two set of vectors (in $\mathbb{R}^p_{(\text{Gauss})}$), $\{\vec{F}_j(u) : j = 2, \ldots, p\}$ and $\{\vec{N}_U(y(u)) ; U = 2, \ldots, p\}$, both of which construct two kinds of bases for the tangent space $T_yS^{p-1}_{(\text{Gauss})}$. With respect to the suffix $j$, $F^A_j$ behaves as a covariant vector under the general coordinate transformation of $u^k$ and with respect to the suffix $U$, $N^A_U$ behaves as a vector under orthogonal transformation on $T_yS^{p-1}_{(\text{Gauss})}$.

These two kinds of vectors are related with each other by using the vielbein\textsuperscript{21,33} $h^U_j$ as

$$F^A_j = h^U_j N^A_U, \quad N^A_U = h_U^j F^A_j. \quad (4.31)$$

The induced metric on $S^{p-1}_{(\text{Gauss})}$, $f_{jk}$, is given by

$$f_{jk} = F^A_j \eta^A_B F^B_k = h^U_j \eta^A_U h^B_V F^B_k. \quad (4.32)$$

Let us examine the structure of the quantity $t_{uv,j}, (4.16)$. By utilizing the first fundamental equation of surfaces, (2.6), we have

$$\partial_j F^\alpha_k = \Gamma^m_{jk} F^\alpha_m + H_{1jk} B^\alpha_1, \quad (4.33)$$

where $\Gamma^m_{jk}$ is the Christoffel symbol constructed in term of $f_{jk}$. Then we obtain

$$t_{uv,j} = \left(h^l_U F^A_l\right) \eta^A_B \partial_j \left(h^k_U F^B_k\right) = h_{uk} \partial_k h^k_v + h_{um} \Gamma^m_{jk} h^k_v. \quad (4.34)$$

In accordance with the vielbein hypothesis\textsuperscript{21,33} the total covariant derivative of
the vielbein vanishes;

\[ 0 = D_j h^V_k = \partial_j h^V_k + \omega^V_{\cdot j} h^V_k - \Gamma^m_{kj} h^V_m, \quad (4.35) \]

where \( \omega^V_{\cdot j} \) is the spin-connection.\(^{21,33}\) (4.35) leads to

\[ \omega_{uv, j} = \text{R.H.S. of (4.34)} = t_{uv, j}. \quad (4.36) \]

Thus we have proved the spin-connection on \( S^{p-1}_{(\text{Gauss})} \) coincides with the induced gauge field \( t_{uv, j} \), and has the monopole-like structure.\(^{38}\)

### 5. Field Theory of Extended Object

The purpose of this section is to extend the formulation given in Sec. 2 to a field theory, which allows a classical solution. Although we have to treat infinite-dimensional manifolds on the contrary to the case considered in Sec. 2, it is to be pointed out that essentially the same mathematical structures as those described in Sec. 2 appear in the simple field theory examined below.

#### 5.1. Model Lagrangian and field-operator expansion

We take the Lagrangian density expressed as

\[ \mathcal{L}(\phi(x), \partial_{\mu}\phi(x)) = -\frac{1}{2} \partial_{\mu}\phi^{A}(x) \eta_{AB} \partial^{\mu}\phi^{B}(x) - V(\phi(x)), \quad (5.1) \]

where \((x^\mu)\) is a space-time coordinate; its metric is Minkowskian \( \eta_{\mu\nu} \) with \((\eta_{\mu\nu}) = \text{diag}(-1, +1, +1, \cdots)\): the index \( A \) of \( \phi^{A} \) denotes the internal degrees of freedom; \( \eta_{AB} \) is the metric tensor in the internal space and assumed not to depend on \( \phi^{A} \), \( \partial_{\mu}\phi^{A} \) as well as \((x^\mu)\). The potential \( V(\phi(x)) \) is chosen so that a classical solution \( \phi_{0}^{A}(\vec{x}) \) exists.
The field operator $\phi^B(\vec{x}, x^0)$ is assumed to be expanded as

$$\phi^B(\vec{x}, x^0) = \phi^B_0(\vec{x}, q^b(x^0)) + \sum_{U=n+1}^{\infty} \phi^B_U(\vec{x}, q^b(x^0))q^U(x^0). \quad (5.2)$$

Here, $\{q^1, \ldots, q^n\}$ denotes a set of time-dependent parameters representing the collective coordinates of the classical solution, such as the center-of-mass coordinates of the soliton, the orientation of the internal space and so on; $\phi^B_0$ is the classical soliton solution, satisfying

$$-\nabla^2 x \phi^B_0(\vec{x}, q) + \frac{\partial V}{\partial \phi^B_0(\vec{x}, q)} \eta^{AB} = 0; \quad (5.3)$$

$\partial \phi^B_0(\vec{x}, q)/\partial q^b$ satisfies

$$\left[ -\nabla^2 x \delta^A_D + \frac{\partial^2 V}{\partial \phi^D_0(\vec{x}, q) \partial \phi^B_0(\vec{x}, q)} \eta^{AB} \right] \partial_b \phi^B_0(\vec{x}, q) = 0, \quad (5.4)$$

or by putting

$$G^A_D[\phi_0] := \left[ -\nabla^2 x \delta^A_D + \eta^{AB} \frac{\partial^2 V}{\partial \phi^D_0(\vec{x}, q) \partial \phi^B_0(\vec{x}, q)} \right],$$

we can say that $\partial_b \phi^B_0$ is a zero mode solution for $G^A_D[\phi_0]$; $\phi^A_U(\vec{x}, q)$'s are nonzero mode solutions for $G^A_D[\phi_0]$, i.e.,

$$G^A_D[\phi_0] \phi^D_U = \left[ -\nabla^2 x \delta^A_D + \eta^{AB} \frac{\partial^2 V}{\partial \phi^D_0(\vec{x}, q) \partial \phi^B_0(\vec{x}, q)} \right] \phi^D_U(\vec{x}, q) = \omega^2_U \phi^A_U(\vec{x}, q) \quad (5.5)$$

with $\omega^2_U > 0$. Hereafter we write $\{\vec{x}, q\}$ simply as $\{x, q\}$. $\phi^B_U$'s are orthogonal to $\partial_b \phi^A_0$, and are taken to be normalized to unity, that is,

$$\int d\vec{x} \partial_b \phi^B_0(x, q) \eta^A_D \phi^D_U(x, q) = 0, \quad (5.6)$$

$$\int d\vec{x} \phi^B_0(x, q) \eta^A_D \phi^D_U(x, q) = \eta^A_U. \quad (5.7)$$

The expression (5.2) with these two properties is completely analogous to (2.1).
With the aim of making the analogy clearer, we write (5.2) as

$$\phi^{bx}(x^0) = \phi_0^{bx}(q(x^0)) + N_U^{bx}(q(x^0)) q^U(x^0),$$  \hspace{1cm} (5.8)

and (5.6) and (5.7) as

$$B_b^{bx}(q) \eta_{bx,dy} N_v^{dy}(q) = 0,$$  \hspace{1cm} (5.9)

$$N_U^{bx}(q) \eta_{bx,dy} N_v^{dy}(q) = \eta_{uv},$$  \hspace{1cm} (5.10)

where \( \eta_{bx,dy} = \eta_{y,\delta}(\vec{x} - \vec{y}); \) \( B_b^{bx}(q) = \partial_b \phi_0^{bx}(q). \) Thus we can think a set of the collective coordinates \( \{q^1, \ldots, q^n\} \) to correspond to a point in \( \mathbf{M}^n, \) which is embedded in infinite-dimensional \textit{Euclidean space} \( \mathbf{R}^\infty, \) where we consider a kind of general coordinate transformation from \( \{\phi^{bx}\} \) to a set of the collective and the normal coordinates \( \{q^b, q^u; b = 1, \ldots, n, U = n + 1, \ldots\} \) with a common time-parameter \( x^0. \)

5.2. Basic relations and the metric

Various relations given in Sec. 2 remain to hold if the index \( A \) which has been used to represent the vector property in \( \mathbf{R}^p \) is changed to \( Ax. \) Form (2.6) and (2.7), we see the fundamental equations for \( B_b^{Ax} \) and \( N_v^{Ax} \) are expressed as

$$\partial_a B_b^{Ax}(q) = \Gamma_{ab}^d(q) B_d^{Ax}(q) + H_{wab}(q) \eta^{uw} N_v^{Ax}(q),$$  \hspace{1cm} (5.11)

$$\partial_a N_v^{Ax}(q) = -B_b^{Ax}(q) H_v^b(q) - T_{vw,a}(q) \eta^{uw} N_U^{Ax}(q).$$  \hspace{1cm} (5.12)

As in Sec. 2, we use \( q^\beta \) to denote a member of a coordinate set \( \{q^b, q^u; b = \)
1, . . . , n, U = n + 1, . . . \}. Defining

\[ \tilde{B}_\beta^{Ax}(q^\delta) := \partial \phi^{Ax}/\partial q^\beta, \]  

we have

\[ \tilde{B}_b^{Ax}(q^\delta) = B_b^{Ax}(q) + \partial_b N_v^{Ax}(q) q^v, \]  

\[ \tilde{B}_u^{Ax}(q^\delta) = N_u^{Ax}(q). \]  

A Riemannian metric on \( \mathbb{R}^\infty \) is given by

\[ ds^2 = d\phi^{bx} \eta_{bx,dy} d\phi^{by} = \tilde{G}_{\alpha\beta}(q^\delta) dq^\alpha dq^\beta \]  

with

\[ \tilde{G}_{\alpha\beta}(q^\delta) := \tilde{B}_\alpha^{Ax}(q^\delta) \eta_{Ax,by} \tilde{B}_\beta^{by}(q^\delta), \]  

similarly to (2.4). Meanwhile, the metric tensor on \( \mathcal{M}^n \) is given, like (2.5), by

\[ g_{ab}(q) = B_a^{Ax}(q) \eta_{Ax,dy} B_b^{dy}(q). \]  

### 5.3. Canonical quantization and Hamiltonian operator

We follow the quantization procedure described in the subsection 2.3. The momentum operator \( P_{Ax} \) conjugate to \( \phi^{Ax} \) is expressed as (cf. (2.26))

\[ P_{Ax} = \frac{\partial \mathcal{L}}{\partial \dot{\phi}^{Ax}} = (\partial_{a} \phi^{by} \eta_{by, Ax}, \dot{q}^\alpha) = (\eta_{Ax,by} \tilde{B}_\alpha^{by}, \dot{q}^\alpha), \]  

where \( \dot{\phi}^{Ax} := \partial \phi^{Ax}/\partial x^0 \). By expressing the Lagrangian density (5.1) in terms of
\( \{q^\beta, q^\beta\} \), we obtain the momentum \( p_\beta \), conjugate to \( q^\beta \), as (cf. (2.28))

\[
p_\beta := \frac{\partial L}{\partial \dot{q}^\beta} = \langle \tilde{G}_{\beta\alpha}, \dot{q}^\alpha \rangle.
\]  

(5.20)

By employing (5.19) and (5.20), we obtain (cf. (2.30))

\[
P_{Ax} = \langle \tilde{B}^\delta_{Ax}, p_\delta \rangle \text{ with } \tilde{B}^\delta_{Ax} := \eta_{Ax,by} \tilde{B}^{by}_{\beta} \tilde{G}^{\beta\delta},
\]  

(5.21)

under the assumption that \( [q^\alpha, \dot{q}^\beta] \) is a function of \( (q^\delta) \) and not of \( (\dot{q}^\delta) \) (cf. (2.24)). Similarly to the subsection 2.3, we obtain for the fundamental equal-time commutators

\[
[\phi^{Ax}, P_{by}] = i\hbar \delta^{Ax}_{by} \iff [q^\alpha, \dot{q}^\beta] = i\hbar \tilde{G}^{\alpha\beta}(q^\delta) \iff [q^\alpha, p_\beta] = i\hbar \delta^{\alpha\beta}_\beta.
\]  

(5.22)

Under the condition \( [\partial_\alpha, \partial_\beta] \phi^{Ax} = 0 \),

\[
[P_{Ax}, P_{by}] = 0 \iff [p_\alpha, p_\beta] = 0 \iff \mathcal{F}^{\alpha\beta}(q^\delta) = 0.
\]  

(5.23)

Here, \( \mathcal{F}^{\alpha\beta} \) is defined in the same way as (A.6) in Appendix A.

Next we consider the Hamiltonian, defined by

\[
H[\phi, P] := \langle P_{Ax}, \dot{\phi}^{Ax} \rangle - \int d\tilde{x}L,
\]  

(5.24)

where \( L \) is given by (5.1). \( H[\phi, P] \) is expressed as

\[
H[\phi, P] = \frac{1}{2} P_{Ax} \eta^{Ax,by} P_{by} + \frac{1}{2} (\tilde{\nabla}\phi)^{Ax}_{Ax,by} (\tilde{\nabla}\phi)^{by} + \int V[\phi]d\tilde{x}.
\]  

(5.25)

The first term in r.h.s. of (5.25), when expressed in terms of \( \{q^\alpha, p_\alpha\} \)-variables,
has the same form as (2.36) and is reexpressed as
\[
\tilde{K} = \frac{1}{2} \pi_a \lambda^{ab} \pi_b + \frac{1}{2} p_v \eta^{vW} p_w - \frac{h^2}{2} \tilde{Y}(q^\delta)
\]
\[
= \left( \frac{1}{2} \pi_a \lambda^{ab} \pi_b + \frac{1}{2} p_v \eta^{vW} p_w \right)_{\text{Weyl}} - \frac{h^2}{2} \left[ \tilde{Y}(q^\delta) - \frac{1}{4} \partial_\alpha \partial_\beta \tilde{G}^{\alpha\beta} \right],
\]
where ‘Weyl’ means the Weyl-ordered product.\(^{41,43}\) By taking into consideration that \(\tilde{Y}\) has the form corresponding to (2.44), the last term is expressed as
\[
- \frac{h^2}{2} \left[ \tilde{Y}(q^\delta) - \frac{1}{4} \partial_\alpha \partial_\beta \tilde{G}^{\alpha\beta} \right] = \frac{h^2}{8} \left[ \bar{R} + \bar{\Gamma}_{\alpha}^{\delta} \bar{G}^{\alpha\beta} \bar{\Gamma}_{\beta}^{\gamma} \right].
\]
(5.27)
(In the present case, \(\bar{R}=0\).)

5.4. Separation of the momentum operators corresponding to the collective and the normal coordinates

We will examine the correspondence between the expressions in the present formulation and those derived by Gervais and others.\(^{40,42}\)

By utilizing the equality
\[
B_b^{Ax} g^{bd} B_d^{by} + N_v^{Ax} \eta^{vW} N_w^{by} = \eta^{Ax,by},
\]
(5.28)
one can separate \(P_{bx}\) into two parts in the following way;
\[
P_{bx} = P_{0bx} + S_{bx}
\]
(5.29)
with
\[
P_{0bx} := \langle \eta_{bx, dz} B_b^{dz} g^{bd} B_d^{ay}, P_{ay} \rangle,
\]
(5.30)
\[
S_{bx} := \langle \eta_{bx, dz} N_v^{dz} \eta^{vW} N_w^{ay}, P_{ay} \rangle.
\]
(5.31)
Note that from \(p_v = \langle \tilde{B}_v^{Ax}, P_{ax} \rangle = \langle N_v^{Ax}, P_{ax} \rangle\), one obtains
\[
S_{bx} = \langle \eta_{bx, ay} N_v^{ay} \eta^{vW}, p_w \rangle.
\]
(5.32)
By employing (5.12)–(5.15) and remembering \(\tilde{G}_{bv} = \tilde{G}_{vb} = T_{vv,b} q^v\) and \(\tilde{G}_{vu} = \)
where we obtain due to (5.30), one obtains
\[
\dot{\phi}^{bx}(x^0) = \left\langle \tilde{B}_{\beta}^{bx}, \dot{q}^\beta \right\rangle
= \left\langle (\delta_b^d - H_{vb}^d q^v)B_d^{bx}, \dot{q}^b \right\rangle
- \left( T_{vw,b} q^v \eta^{wx} N_x^{bx}, \dot{q}^b \right) + \left\langle N_x^{bx} \eta^{xy} \eta_{vw}, \dot{q}^v \right\rangle
= \left\langle (\delta_b^d - H_{vb}^d q^v)B_d^{bx}, \dot{q}^b \right\rangle + \left\langle N_x^{bx} \eta^{xy} G_{v\beta}, \dot{q}^\beta \right\rangle;
\]
the last term = \left\langle N_v^{bx} \eta^{vw}, p_w \right\rangle = \eta^{bx,ay} S_{ay}.
(5.34)

Thus, \( P_{0bx} \) is expressed as
\[
P_{0bx} = \eta^{bx,ay} \dot{\phi}^{ay} - S_{bx}
= \left\langle \eta^{bx,ay} (\delta_b^d - H_{vb}^d q^v)B_d^{ay}, \dot{q}^b \right\rangle,
\]
which can be also confirmed directly from (5.30) by utilizing \( P_{ax} = \left\langle \tilde{B}_{\alpha}^{by} \eta_{by,ax}, \dot{q}^a \right\rangle \), i.e., (5.19). We see \( P_{0bx} \) and \( S_{bx} \) have the following properties:
\[
\left\langle N_v^{bx}, P_{0bx} \right\rangle = 0, \quad \left\langle B_b^{bx}, P_{0bx} \right\rangle = \left\langle B_b^{bx}, P_{bx} \right\rangle,
\]
(5.36)
\[
\left\langle N_v^{bx}, S_{bx} \right\rangle = N_v^{bx} S_{bx} = p_v, \quad \left\langle B_b^{bx}, S_{bx} \right\rangle = B_b^{bx} S_{bx} = 0.
\]
(5.37)

When we define \( \chi^{bx} \) to be the normal-coordinate part of \( \dot{\phi}^{bx} \), i.e.,
\[
\dot{\phi}^{bx} = \dot{\phi}_0^{bx} + \chi^{bx} \quad \text{with} \ \chi^{bx} := N_v^{bx} q^v,
\]
(5.38)
we obtain due to (5.9)
\[
\partial_b \eta^{bx,dy} \chi^{dy} = 0.
\]
(5.39)

Note that \( P_{0bx} \) and \( S_{bx} \) are different from \( \eta^{bx,ay} \dot{\phi}^{ay}_0 \) and \( \eta^{bx,ay} \dot{\chi}^{ay} \). In fact,
\[
\eta^{bx,ay} \dot{\phi}^{ay}_0 = \left\langle \eta^{bx,ay} B_b^{ay}, \dot{q}^b \right\rangle = P_{0bx} + \Delta_{bx},
\]
(5.40)
\[
\eta^{bx,ay} \dot{\chi}^{ay} = \left\langle \eta^{bx,ay} \partial_b N_v^{ay} q^v, \dot{q}^b \right\rangle + \left\langle \eta^{bx,ay} N_v^{ay}, \dot{q}^v \right\rangle = -\Delta_{bx} + S_{bx},
\]
(5.41)
where \( \Delta_{bx} := \eta^{bx,ay} \langle H_{vb}^d q^v B_d^{ay}, \dot{q}^b \rangle. \)
Now we can prove the important relation for the present consideration;

$$
\langle \partial_b \phi^{Bx}, S_{Bx} \rangle = \langle \partial_b \chi^{Bx}, S_{Bx} \rangle = -\frac{1}{2} T_{WV,b} L^{WV},
$$

(5.42)

because

\begin{align*}
\text{l.h.s.} &= \langle B^{Bx}_b + \partial_b N^{Bx}_v q^v, \eta_{by,Ag} N^{Ag}_w \eta^{WU}_u p_u \rangle \\
&= 0 - \langle T_{WV,b} q^V, \eta^{WU} p_u \rangle = -\langle T_{WV,b}, \langle q^V \eta^{WX}, p_x \rangle \rangle \\
&= -\frac{1}{2} \langle T_{WV,b}, q^V \eta^{WX} p_x - q^W \eta^{VX} p_x \rangle \\
&= \text{r.h.s. (Q.E.D.)}.
\end{align*}

(5.43)

Therefore, the operator $\pi_a$, appearing in (5.26), is expressed as

$$
\pi_b = p_b - \langle \partial_b \phi^{Bx}, S_{Bx} \rangle.
$$

(5.44)

The classical form of this operator is the same as that given by Gervais and others\(^{40}\) in Hamiltonian for the path integral formula, which will be considered in the next subsection.

5.5. Path integral formula

In order to obtain the action integral, we first examine the classical form of the operator $\langle P_{Ax}, \dot{\phi}^{Ax} \rangle$. In the c-number theory, we have due to (5.33) and (5.35)

\begin{align*}
P_{0,Ax} \dot{\phi}^{Ax} &= q^b (\delta^d_b - H_{vb} \eta_{by,Ag} N^{Ag}_w \eta^{WU} p_u) B^{by}_d \eta_{by,Ag} (\delta^e_a - H_{wa} \eta^{WU} q^w) B^{Ax}_e q^a \\
&= q^b (\delta^d_b - H_{vb} \eta^{VX} p_x) g_{de} (\delta^e_a - H_{wa} \eta^{WV} q^w) q^a \\
&= (p_d \tilde{G}^{db} + p_v \tilde{G}^{vb}) \lambda_{ba} q^a;
\end{align*}

(5.45)

by substituting as $\tilde{G}^{db} = \lambda^{db}$ and $\tilde{G}^{vb} = -\lambda^{bc} T_{XW,e} q^w \eta^{XV}$, (5.45) is written as

\begin{align*}
P_{0,Ax} \dot{\phi}^{Ax} &= \left( p_d + \frac{1}{2} T_{WX,d} L^{WX} \right) q^d = \pi_d q^d \\
&= (p_d - (\partial_d \chi^{by}) S_{by}) q^d.
\end{align*}

(5.46)
Meanwhile, $S_{Ax} \dot{\phi}^{Ax}$ is written as

$$S_{Ax} \dot{\phi}^{Ax} = S_{Ax} \dot{\phi}_0^{Ax} + S_{Ax} \dot{\chi}^{Ax} = S_{Ax} \dot{\chi}^{Ax},$$

(5.47)

which is reexpressed as

$$S_{Ax} \dot{\phi}^{Ax} = S_{Ax} \left( (\partial_b \chi^{Ax}) \dot{q}^b + N^v \dot{q}^v \right)$$

$$= -\frac{1}{2} T_{wv,b} \dot{q}^b + p_v \dot{q}^v.$$  

(5.48)

Thus we obtain as the $c$-number relations

$$P_{Ax} \dot{\phi}^{Ax} = \pi d \dot{q}^d + S_{Ax} \dot{\chi}^{Ax}$$

$$= p_d \dot{q}^d + p_v \dot{q}^v,$$  

(5.50)

One can write the path-integral formula for the transition amplitude by employing a set of the canonical variables $\{ p_b, q^b, \dot{p}_v, \dot{q}^v ; b = 1, \ldots, n, V = n+1, \ldots \}$ as integration parameters. The Hamiltonian utilized in the path-integral formula is obtained from the Hamiltonian operator (5.25) with (5.26) by dropping Weyl in (5.26). With the aim of comparing such a path-integral formula with that given in Ref. 40 where parameters $p_a, q^b, S_{Ax}, \chi^{by}$ are employed as integration parameters, we note the following point. First, remember $S_{bx}$ and $\chi^{bx}$ are expressed as

$$S_{bx} = \eta_{bx,by} N^v \eta^{vw} p_w =: N^w_{bx} p_w,$$

(5.51)

$$\chi^{bx} = N^v w x q^v.$$  

(5.52)

We cannot regard $\{ p_a, q^b, S_{Ax}, \chi^{by} \}$ as a coordinate system on the phase space that is specified by the coordinate system $\{ p_a, q^b, p_v, q^w \}$, because $B^A_x S_{Ax} = 0$ and $B^A_x \eta_{Ax,by} \chi^{by} = 0$, i.e., $S_{Ax}$’s and $\chi^{by}$’s are not independent on the phase space.
respectively. (Compare this with the corresponding situation in the particle case.) Hence, introducing two sets of new variables $u_b$ and $v^b$, $b = 1, \ldots, n$, we extend the phase space, and write

$$S_{bx} = p_w N_{bx}^w + u_b B_{bx}^b, \quad (5.53)$$

$$\chi_{bx} = N_{v}^{bx} q^v + B_{by}^{bx} v^b. \quad (5.54)$$

Here $B_{ax}^b$ is defined by

$$B_{ax}^b := g^{bd} \eta_{ax, by} B_{dy}^{by}. \quad (5.55)$$

The original phase space is a subset specified by conditions $u_b = v^b = 0, \ (b = 1, \ldots, n)$ in the extended phase space. The relations (5.53) and (5.54) are thought to lead to a coordinate transformation

$$(p_a, q^b, p_v, q^v, u_c, v^d) \mapsto (p_a, q^b, S_{ax}, \chi^{by}) \quad (5.56)$$

on the extended phase space; this transformation is not canonical as explained in Appendix D. We can see the transformation to be volume-preserving, i.e.,

$$\prod_b dp_b dq^b \prod_v dp_v dq^v \prod_d du_d dv^d \prod_b dp_b dq^b \prod_{bx} dS_{bx} d\chi^{bx}. \quad (5.57)$$

By employing (D.3) in Appendix D, we obtain

$$\prod_b dp_b dq^b \prod_v dp_v dq^v \prod_d du_d dv^d \delta(u_d) \delta(v^d)$$

$$= \prod_b dp_b dq^b \prod_{bx} dS_{bx} d\chi^{bx} \prod_d \delta(B_d^{ay} S_{ay}) \delta(B_d^{dz} \chi^{dz}). \quad (5.58)$$

By noting that the $c$-number $\tilde{K}$ to be used at present is, due to (5.26), expressed
\[ \tilde{K} = \frac{1}{2} \pi_a \lambda_{a}^{\alpha \beta} \pi_b + \frac{1}{2} S_{ax} \eta_{by,b} S_{by} - \frac{\hbar^2}{2} \left[ \tilde{Y}(q^\beta) - \frac{1}{4} \partial_{\alpha} \partial_{\beta} \tilde{G}^{\alpha \beta} \right] \] (5.59)

with \( \pi_a = p_a - (\partial_d \chi^{by}) S_{by} \) and by utilizing the measure relation (5.58), the path integral formula, corresponding to that Eq. (4.11) in Ref. 40, is now written as

\[
\langle F | I \rangle_J = \int [dp_a dq^a dS_{ax} d\chi_{ax}] \prod_b \delta[\partial_b \phi_0^{by} S_{by}] \delta[g^{bd} \partial_d \phi_0^{by} \eta_{by,dz} \chi^{dz}] 
\times \exp \left[ \frac{i}{\hbar} \int dt \left\{ (p_d - (\partial_d \chi^{by}) S_{by}) \dot{q}^d + S_{by} \dot{\chi}^{by} - H[p_a, q^a, S_{ax}, \chi^{ax}] + J_{by}(\phi_0^{by}(q^a) + \chi^{by}(q^a)) \right\} \right].
\] (5.60)

where

\[ H[p_a, q^a, S_{ax}, \chi^{ax}] = \tilde{K} + \frac{1}{2} (\tilde{\nabla} \phi)^{ax}_{ax, by} \eta_{ax, by} (\tilde{\nabla} \phi)^{by} + \int V[\phi] d\tilde{x}. \] (5.61)

The expression in R.H.S. of (5.60) includes (i) the argument functions in the delta function having the definite transformation properties and (ii) \( P \dot{\phi} \)-term, different from that in Eq. (4.11) in Ref. 40.

A few remarks on this formula are to be added as follows. Firstly, \( \tilde{K} \) contains the quantum potential term \( \Delta V \), i.e., (5.27);

\[
\Delta V := - \frac{\hbar^2}{2} \left[ Y - 1 \partial_\alpha \partial_\beta \tilde{G}^{\alpha \beta} \right] 
= \frac{\hbar^2}{8} \left[ 2 \partial_\alpha \left( \tilde{G}^{\alpha \beta} \tilde{\Gamma}_{\beta} \right) + \tilde{\Gamma}_{\alpha} \tilde{\Gamma}_{\beta} + \partial_\alpha \partial_\beta \tilde{G}^{\alpha \beta} \right]. \] (5.62)

In the case of one spatial dimension, where \( q^1 \) is the only collective coordinate included in the combination \( x - q^1 \), and so \( (G_{\alpha \beta}) \) and its inverse are \( q^1 \)-independent, it is easy to confirm (5.62) to coincide with the expression given by Gervai and
Jevicki; 40

\[
\Delta V = \frac{\hbar^2}{8} \left[ -\frac{3}{A^2} (\psi_1^x)' \eta_{xy} (\psi_1^y)' + \frac{2}{A^3} (\psi_1^x)' \eta_{xy} (\phi_0^y)' + \frac{1}{A^4} (\psi_1^x)' \eta_{xy} (\phi_0^y)' \\
- \frac{1}{A^2} \sum_{u,v} \left( N_{ux}^x \eta_{xy} (N_{vx}^y)' \right)^2 \right],
\]

(5.63)

where \((\psi_1^x)' = \partial \psi_1^x / \partial x, (\phi_0^y)' = \partial \phi_0^y / \partial x = -\partial \phi_0^y / \partial q, \psi_1^x = (\phi_0^y)' / \sqrt{(\phi_0^y)' \eta_{y} (\phi_0^y)'}, \)

\(A = \psi_1^x \eta_{xy} (\phi_0^y)' \). \(g_{11}^\text{in} \) appearing in the delta function in (5.60) is equal to \(((\phi_0^y)' \eta_{xy} (\phi_0^y)')^{-1}\), the inverse of \(g_{11}^\text{in} \); thus the delta function part is written as

\[
\delta(\psi_1^x S_x) \cdot \delta(\psi_1^y \eta_{yz} \chi^z),
\]

(5.64)

coinciding with the expression in Ref. 40. By noting \(\tilde{G}^{11} = \lambda^{11} \), the inverse of \(\lambda_{11} \),

to be given by

\[
\lambda^{11} = \left( \psi_1^x \eta_{xy} (\phi_0^y)' \right)^{-2},
\]

(5.65)

the first term in r.h.s. of (5.59) is written as

\[
\left( p_1 + (\chi^x)' S_x \right)^2 / 2 \left( \psi_1^y \eta_{yz} (\phi_0^y)' \right)^2
\]

(5.66)

in accordance with Eq. (4.12) in Ref. 40. It should be noted, however, that the important difference exist in \(P_{ax} \phi^{ax} \)-term; from (5.49) this term should be written as

\[
\left( p_1 + (\chi^x)' S_x \right) q^1 + S_x \chi^x;
\]

(5.67)

while, the gauge term \(\chi' S \) is dropped in Eq. (4.11) of Ref. 40. The reason why we obtain such a result exists in the point that the separation of \(P_{ax} \phi^{ax} \) into \(P_{0ax} \) and \(S_{ax} \) with the properties (5.36) and (5.37) is definitely performed by employing the fundamental equations for the hypersurface (5.11) and (5.12).

It is worthwhile to be remarked that, in theories with spatial-transformation invariance, the gauge term \(-(\partial_0 \chi^{by} S_{by})\) is independent of the center-of-mass coordinates as the collective ones.
6. Final Remarks and Discussions

As stressed by Maraner, the formalism for describing the motion of a particle on \( M^n \) embedded in \( \mathbb{R}^p \) gives a general quantum-mechanical framework for describing dynamical systems with the holonomic constraint as well as those which are treated under the Born–Oppenheimer approximation. Maraner gave some examples of molecular systems to show how the induced-gauge field leads to the monopole structure. In order to derive the geometrically induced gauge, the thin-tube approximation is employed; this approximation expressed as (2.10) means the condition of slow change of geometric properties along \( M^n \) in comparison with that along the direction transverse to \( M^n \), and corresponds to the adiabatic condition. From the viewpoint of the confining approach to d’Alembert’s principle mentioned in Sec. 1, there exists in quantum theory, apart from the quantum potential of the \( \hbar \)-order, the important contribution, that is, the induced gauge structure coming from the compactified degrees of freedom.

In Sec. 3, we examined in detail the theoretical meaning of (3.1) or the integral of the \( N \)-connection in the case of \( M^1 \) for the purpose of reconciling the vanishing of the field strength \( R_{ab,wv} \) and the nonvanishing AB-like effect. It was pointed out that the nonvanishing phase effect due to the integral of the \( N \)-connection (or the torsion) of \( M^1 \subset \mathbb{R}^3 \) has a direct relation to the magnetic flux caused by the monopole with the unit strength which is situated at the origin of the parameter space \( \mathbb{R}^3_{(\text{Gauss})} \) defined through the Gauss’ spherical map of the vector \( \vec{B}_1 \), tangent to \( M^1 \). Its structure in \( \mathbb{R}^3_{(\text{Gauss})} \) is completely analogous to the Berry phase found in the mechanical model investigated by Kugler and Shtrikman.

Takagi and Tanzawa gave some considerations concerning the experimental proof of the geometrically induced gauge. With the same view we examined in the subsection 3.3 the case of a helical tube, and showed that in the case of a spinless neutral particle there are mathematical structures corresponding to those in the case of the propagation of polarized photon in a helical optical fiber.

In Sec. 4, the relation of the \( N \)-connection in the case of \( M^1 \subset \mathbb{R}^p \) to the
induced gauge field found by Ohnuki and Kitakado\textsuperscript{19} has made clear through the Gauss mapping of $\tilde{B}_1$, and this gauge field on $S^{n-1}_{(\text{Gauss})}$ has been proved to be gauge-equivalent to the spin-connection; the latter has the monopole-like structure. In the process of the Gauss mapping, the tangent and the normal quantities are exchanged. This suggests that, through such an exchange, it may be possible to estimate the relation of the $N$-connection to other induced gauge fields derived on the basis of a certain topological property. This will be investigated elsewhere.

In Sec. 5 we applied the formalism to the soliton field theory. Owing to utilizing the fundamental equations for the hypersurface, (5.11) and (5.12), the geometrical meaning of the gauge term has been made clear, i.e.,

$$
\partial_d \chi^B_x S_{Bx} = -\frac{1}{2} T_{VW,d} L^{WV}, \tag{6.1}
$$

and we could easily give the explicit forms of each separated part of $P_{Ax}$, i.e., $P_{0Ax}$ and $S_{Ax}$. The meaning of the gauge term (6.1) in the soliton field theory should be investigated further, especially from the viewpoint mentioned in the preceding paragraph in the finite dimensional case.

It is important in real physical situations to consider a spinor particle. Two of the present authors (N. M. C. and K. F.) have examined the case $M^1 \subset R^3$ in the context of supersymmetry\textsuperscript{22} The general formulation for a spinor particle is left as one of future tasks.

Finally we give a remark on a simple generalization of the formulation described in Sec. 2 to the case $M^n \subset M^p$, where the metric depends only on coordinates (and not on their time derivatives). It is easy for us to derive the extended forms of the fundamental equations for $M^n$ embedded in $M^p$,\textsuperscript{23} which are written as Eqs. (E.6) and (E.7) in Appendix E.

Some complication arises, however, when we examine the structure of the metric $\tilde{\tilde{G}}_{\alpha\beta}(q, q^U)$, defined by

$$
\tilde{\tilde{G}}_{\alpha\beta}(q, q^U) := \tilde{B}_{\alpha}^{A}(q, q^U)\tilde{G}_{AD}(X(q, q^U))\tilde{B}_{\beta}^{D}(q, q^U), \tag{6.2}
$$
instead of (2.4). Here, $\tilde{G}_{AD}(X)$ is the metric tensor on $M^p$. Further we have to define $g_{ab}(q)$, the metric tensor on $M^n$, as

$$g_{ab}(q) := B^A_a(q)G_{AD}(q)B^D_b(q)$$

(6.3)

with $G_{AD}(q) := \tilde{G}_{AD}(X(q,0)) = \tilde{G}_{AD}(x(q))$. Thus we see that, in order to examine the gauge structure appearing in the effective Hamiltonian in $M^n$, we have to expand $\tilde{G}_{AB}(X(q,q''))$ a power series of the normal coordinate $q''$ from the outset. This is the origin of the complication. In spite of such a situation, we can see similar gauge structures to exist, which is explained as follows.

For our purpose, it may be helpful to remember the reason why the kinetic energy $\tilde{K}$ given by (2.33) reduces to the form expressed as (2.36). We write the metric $\tilde{G}_{\alpha\beta}$, (2.8) as a matrix form

$$(\tilde{G}_{\alpha\beta}) = \begin{pmatrix} \alpha_0 & \beta_0^T \\ \beta_0 & I \end{pmatrix}.$$  \hfill (6.4)

Its inverse matrix $[\tilde{G}^{\alpha\beta}]$ is given by

$$(\tilde{G}^{\alpha\beta}) = \begin{pmatrix} \xi_0^{-1} & -\xi_0^{-1}\beta_0^T \\ -\beta_0\xi_0^{-1} & I + \beta_0\xi_0^{-1}\beta_0^T \end{pmatrix}, \quad \xi_0 := \alpha_0 - \beta_0^T\beta_0.$$  \hfill (6.5)

We see $[\xi_{0ab}] = [\lambda_{ab}]$, so that $[\xi_0^{-1}] = [\lambda^{ab}]$; thus, we have

$$p_\alpha \tilde{G}^{\alpha\beta} p_\beta = p_\alpha \lambda^{ab} p_b - p_\alpha \lambda^{ab} \beta_{0ab} \eta^{uv} p_v$$

$$- p_u \eta^{uv} \beta_{0va} \lambda^{ab} p_b + p_u \left( \eta^{uv} + \eta^{uw} \beta_{0wa} \lambda^{ab} \beta_{0zb} \eta^{zv} \right)$$

$$= (p_a - p_u \eta^{uw} \beta_{0wa}) \lambda^{ab} (p_b - \beta_{0zb} \eta^{zv} p_v) + p_u \eta^{uv} p_v$$

(6.6)

and

$$p_u \eta^{uw} \beta_{0wa} = \frac{-1}{2} T_{uw,a} L_{uw} = -\beta_{0au} \eta^{uw} p_w,$$  \hfill (6.7)

from which it is easy to see $\tilde{K}$ in the case of $M^n \subset R^p$ is expressed as (2.36).
In the case of $M^n \subset M^p$, by utilizing the fundamental equation (E.7) together with (6.3) and (E.5), we obtain

$$\tilde{G}_{bv}(q^\beta) = G_{vb}(q^\beta) = q^X \{(\partial_b N_X^A)G_{AB}N_v^B + B_b^A N_X^D(\partial_D G_{AB})N_v^B\} + O[(q^w)^2]$$

$$= q^X \{T_{vX,b} + B_b^A N_X^D N_v^B \Gamma_{A,BD}\} + O[(q^w)^2],$$

$$\tilde{G}_{uv}(q^\beta) = \eta_{uv} + q^X N_u^A N_X^D N_v^B (\Gamma_{A,BD} + \Gamma_{B,AD}) + O[(q^w)^2].$$

(6.8)

(6.9)

We write $[\tilde{G}_{\alpha\beta}]$ in the present case as

$$(\tilde{G}_{\alpha\beta}) = \begin{pmatrix} \alpha & \beta^T \\ \beta & \gamma \end{pmatrix}.$$  

(6.10)

Its inverse is

$$(\tilde{G}^{\alpha\beta}) = \begin{pmatrix} \xi^{-1} & -\xi^{-1}\beta^T\gamma^{-1}\\ -\gamma^{-1}\beta\xi^{-1} & \gamma^{-1} + \gamma^{-1}\beta\xi^{-1}\beta^T\gamma^{-1} \end{pmatrix}.$$  

(6.11)

with $\xi := \alpha - \beta^T\gamma^{-1}\beta$. Similarly to (6.6), we have

$$p_{\alpha} \tilde{G}^{\alpha\beta} p_{\beta} = (p_a - p_u(\gamma^{-1}\beta)_a^w) (\xi^{-1})^{ab}(p_b - (\beta^T\gamma^{-1})^b_v p_v)$$

$$+ p_u(\gamma^{-1})^{uv} p_v.$$  

(6.12)

By noting

$$\alpha_{ab} = \tilde{G}_{ab} = \lambda_{ab} + q^X q^Y T_{vX,a} \eta^{uv} T_{vY,b} + O[(q^w)^2],$$

(6.13)

where $O[(q^w)^2]$-term includes $\Gamma_{A,BD}^A$ and $\partial_b \Gamma_{A,BD}^A$, we see $(\xi^{-1})^{ab}$ is equal to $\lambda^{ab}$ plus $O[(q^w)^2]$-term. The gauge term $-p_u(\gamma^{-1}\beta)_u^a$ can be rewritten as

$$\frac{1}{2} L^{uv} T_{uV,a} - C_a + O[(q^w)^2]$$

(6.14)

with

$$C_a := p_u \eta^{uv} q^X B_a^A N_X^D N_v^B \Gamma_{A,BD}.$$  

(6.15)

New contributions due to the curved-space property of $M^p$ appear as the $C_a$ term in (6.14) as well as the metric $(\gamma^{-1})^{uv}$ in the last term of (6.12). In the
present stage of consideration it seems enough to point out the structure of the kinetic term in the thin-layer approximation as described above.

The gauge structure investigated in the present paper is a kind of the hidden local symmetries. We examined in Sec. 5 a field theoretical model to see how the geometrical gauge structure appears. The important problem is to explore the mechanism how such a gauge field becomes dynamical, that is, how the kinetic part of the gauge field is derived. Anyhow, if the geometrically induced gauge structure is confirmed to become dynamical, this idea will suggest an interesting view on the unification and the origin of the force and the matter.
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APPENDIX A: Remarks on Canonical Commutation Relations

We give some remarks on equivalence of commutation relations among \( \{ q^\beta, p_\beta; \beta = 1, \ldots, p \} \) to those among \( \{ X^a, \dot{X}^a; A = 1, \ldots, p \} \) in the case where Lagrangian is given by \( \mathcal{L} = \tilde{K} - V(X^a) \) (\( \tilde{K} \) is given in (2.23)). Before doing this, we provide three useful formulae.

For \( q \)-numbers \( A, B \) and \( C \), as a purely algebraic relation we have

\[
[A, \langle B, C \rangle] = \langle [A, B], C \rangle + \langle [A, C], B \rangle. \tag{A.1}
\]

Under the assumption (2.24), for any analytic functions \( A(q^\delta) \) and \( B(q^\delta) \) of \( q^\delta \)'s,
we have

\[ [A(q^\delta), \dot{q}^\alpha] = i\hbar f^{\beta\alpha} \partial_\beta A(q^\delta), \quad (A.2) \]

\[ \langle A(q^\delta), \langle B(q^\delta), \dot{q}^\alpha \rangle \rangle = \langle A(q^\delta) B(q^\delta), \dot{q}^\alpha \rangle. \quad (A.3) \]

Now, let us return to the subject. From the commutation relation (2.24), the definition of \( P_A \) (2.26) and the formulae (A.1) and (A.2), we obtain

\[ [X^A, P_B] = [X^A(q^\delta), \langle \eta_{BD} \tilde{B}_\beta^D (q^\delta), \dot{q}^\beta \rangle] = i\hbar \eta_{BD} \tilde{B}_\beta^D (q^\delta) \tilde{B}_\gamma^A (q^\delta) f^{\gamma\beta} (q^\delta). \]

Then, we can see

\[ f^{\alpha\beta} = \tilde{G}^{\alpha\beta} (q^\delta) \iff [X^A, P_B] = i\hbar \delta^{\alpha}_B. \quad (A.4) \]

The first relation in (A.4) is easily seen to be equivalent to (2.29), i.e.,

\[ [q^\alpha, p_\beta] = i\hbar \delta^{\alpha}_\beta, \quad (A.5) \]

where \( p_\beta \) is defined by (2.28).

Next we examine commutators such as \([P_A, P_B]\) and \([p_\alpha, p_\beta]\). Using formulae (A.1) and (A.3), we obtain

\[ [p_\mu, p_\nu] = [(\tilde{G}_{\mu\alpha}, \dot{q}^\alpha), (\tilde{G}_{\nu\beta}, \dot{q}^\beta)] = i\hbar \langle \tilde{G}_{\nu\beta}, (\tilde{G}_{\mu\alpha}, F^{\alpha\beta}) \rangle, \]

where

\[ i\hbar F^{\alpha\beta} := [\dot{q}^\alpha, \dot{q}^\beta] + i\hbar \left( -\tilde{G}^{\alpha\gamma} \tilde{G}^{\beta\delta} + \tilde{G}^{\beta\gamma} \tilde{G}^{\alpha\delta} \right) \partial_\gamma \tilde{G}_{\delta\rho}, \dot{q}^\rho. \quad (A.6) \]

From Jacobi identity for \([q^\gamma, [q^\alpha, \dot{q}^\beta]]\) we can prove that \( F^{\alpha\beta} \) commutes with \( q^\delta \).
Utilizing this, we obtain

\[ [p_\mu, p_\nu] = i\hbar \tilde{G}_{\mu\alpha} \tilde{G}_{\nu\beta} F^{\alpha\beta}. \]  

\[ \text{(A.7)} \]

Further, by (2.30) we have

\[ [p_\alpha, p_\beta] = [\langle \tilde{B}_\alpha^A, P_A \rangle, \langle \tilde{B}_\beta^B, P_B \rangle] \]

\[ = i\hbar \langle \partial_\beta \tilde{B}_\alpha^A - \partial_\alpha \tilde{B}_\beta^A, P_A \rangle + \langle \tilde{B}_\alpha^A, \langle \tilde{B}_\beta^B, [P_A, P_B] \rangle \rangle. \]  

\[ \text{(A.8)} \]

Noting that \([P_A, P_B]\) does not contain powers of \(\dot{q}\)'s higher than the first, we see under the condition \([\partial_\beta, \partial_\alpha]X^A(q^\delta) = 0\)

\[ [P_A, P_B] = 0 \iff [p_\alpha, p_\beta] = 0 \iff F^{\alpha\beta} = 0. \]  

\[ \text{(A.9)} \]

**APPENDIX B: Frenet–Serret Equations of a Curve \(M^1 \subset \mathbb{R}^p\)**

For the purpose of seeing the situation concretely, we firstly give the Frenet–Serret equations in the case of \(M^1 \subset \mathbb{R}^p\) with \(p \geq 3\), extended to the case of \(M^1 \subset \mathbb{R}^p\) with \(p \geq 3\) from that of \(M^1 \subset \mathbb{R}^3\). Every point on the curve \(M^1\) is represented by \(\vec{x}(q^1)\), where \(q^1\) is taken to represent the length along \(M^1\); thus, \(\vec{B}_1(q^1)\) is a unit vector, tangential to the curve \(M^1\). Define the first curvature \(\kappa_1\) and the first unit vector \(\vec{n}_2\), normal to \(\vec{B}_1(q^1) := \frac{d\vec{x}(q^1)}{dq^1}\), to be

\[ \kappa_1 = \left[ \frac{d\vec{B}_1}{dq^1} \cdot \frac{d\vec{B}_1}{dq^1} \right]^{1/2}, \]  

\[ \text{(B.1)} \]

\[ \vec{n}_2 := \frac{1}{\kappa_1} \frac{d\vec{B}_1}{dq^1}. \]  

\[ \text{(B.2)} \]

Due to \(\vec{n}_2 \cdot \vec{n}_2 = 1\) and \(\vec{n}_2 \cdot \vec{B}_1 = 0\), we can define the second unit vector \(\vec{n}_3\), normal
to $\vec{B}_1$ as well as $\vec{n}_2$, to be
\[
\vec{n}_3 := \frac{1}{\kappa_2} \left( \kappa_1 \vec{B}_1 + \frac{d\vec{n}_2}{dq} \right), \tag{B.3}
\]
where $\kappa_2 := |\kappa_1 \vec{B}_1 + \frac{d\vec{n}_2}{dq}|$, called the second curvature. (B.3) is arranged in the form as (3.3);
\[
\frac{d}{dq} \vec{n}_2 = -\kappa_1 \vec{B}_1 + \kappa_2 \vec{n}_3. \tag{B.4}
\]
Due to $\vec{n}_3 \cdot \vec{n}_3 = 1$ and $\vec{n}_3 \cdot \vec{B}_1 = \vec{n}_3 \cdot \vec{n}_2 = 0$, we can define the third unit vector $\vec{n}_4$, normal to $\vec{B}_1$, $\vec{n}_2$ as well as $\vec{n}_3$, to be
\[
\vec{n}_4 := \frac{1}{\kappa_3} \left( \kappa_2 \vec{n}_2 + \frac{d\vec{n}_3}{dq} \right), \tag{B.5}
\]
where the third curvature
\[
\kappa_3 := \left| \kappa_2 \vec{n}_2 + \frac{d\vec{n}_3}{dq} \right|. \tag{B.6}
\]
(B.5) is rewritten as
\[
\frac{d\vec{n}_3}{dq} = -\kappa_2 \vec{n}_2 + \kappa_3 \vec{n}_4. \tag{B.7}
\]
Following the same procedure, we can define the $\(p - 1\)$-th unit vector $\vec{n}_p$, normal to $\vec{B}_1$, $\vec{n}_1, \ldots$, as well as $\vec{n}_{p-1}$, to be
\[
\vec{n}_p := \frac{1}{\kappa_{p-1}} \left( \kappa_{p-2} \vec{n}_{p-2} + \frac{d\vec{n}_{p-1}}{dq} \right) \tag{B.8}
\]
with the $\(p - 1\)$-th curvature $\kappa_{p-1} := |\kappa_{p-2} \vec{n}_{p-2} + \frac{d\vec{n}_{p-1}}{dq}|$; (B.8) is written as
\[
\frac{d\vec{n}_{p-1}}{dq} = -\kappa_{p-2} \vec{n}_{p-2} + \kappa_{p-1} \vec{n}_p. \tag{B.9}
\]
From $\vec{n}_p \cdot \vec{n}_p = 1$ and $\vec{n}_p \cdot \vec{B}_1 = \vec{n}_p \cdot \vec{n}_2 = \cdots = \vec{n}_p \cdot \vec{n}_{p-1} = 0$, we obtain that $\left(\frac{d\vec{n}_p}{dq}\right) \vec{n}_{p-1} + \kappa_{p-1} = 0$ and $d\vec{n}_p/dq$ is orthogonal to $\vec{B}_1$ as well as all $\vec{n}$’s except
for \( \vec{n}_{p-1} \); thus we have
\[
\frac{d}{dq} \vec{n}_p = -\kappa_{p-1} \vec{n}_{p-1},
\] (B.10)

The Frenet–Serret equations in the case of \( M^1 \subset \mathbb{R}^p \) (with \( p \geq 3 \)) are compactly written as
\[
\frac{d}{dq} \begin{pmatrix} \vec{B}_1 \vec{n}_2 & \cdots & \vec{n}_p \end{pmatrix} = \begin{pmatrix} \vec{B}_1 \vec{n}_2 & \cdots & \vec{n}_p \end{pmatrix} \begin{pmatrix} 0 & -\kappa_1 & 0 & \cdots & 0 \\ \kappa_1 & 0 & \cdots & 0 \\ \vdots \\ 0 & \kappa_{p-1} & 0 \\ -\kappa_{p-1} & 0 \end{pmatrix},
\] (B.11)

with
\[
\begin{pmatrix} 0 & -\kappa_2 & 0 \\ \kappa_2 & 0 & -\kappa_3 \\ \vdots \\ 0 & \kappa_3 & 0 \\ -\kappa_{p-1} & 0 \end{pmatrix} \begin{pmatrix} 0 & -\kappa_1 & 0 & \cdots & 0 \\ \kappa_1 & 0 & \cdots & 0 \\ \vdots \\ 0 & \kappa_{p-1} & 0 \end{pmatrix} \begin{pmatrix} 0 & -\kappa_2 & 0 \\ \kappa_2 & 0 & -\kappa_3 \\ \vdots \\ 0 & \kappa_3 & 0 \\ -\kappa_{p-1} & 0 \end{pmatrix}.
\] (B.12)

Similarly, we can examine the detailed structure of the fundamental equations (2.6) and (2.7) of the manifold \( M^2 \subset \mathbb{R}^p \).

**APPENDIX C: Integral of the Torsion along a Path and Gauss–Bonnet Theorem**

The Frenet–Serret equations for a curve \( M^1 \) in \( \mathbb{R}^3 \) are written, in accordance with (B.11), as
\[
\begin{align*}
\frac{d\vec{B}}{dq} &= \kappa \vec{n}_2, \\
\frac{d\vec{n}_2}{dq} &= -\kappa \vec{B} + \tau \vec{n}_3, \\
\frac{d\vec{n}_3}{dq} &= -\tau \vec{n}_2,
\end{align*}
\] (C.1)
where we have set $\vec{B}(q) := \vec{B}_1(q^1), \kappa := \kappa_1$ and $\tau := \kappa_2$. Note that to take $\kappa > 0$ and $\tau > 0$ is consistent with setting the third member of the triad $\{\vec{B}, \vec{n}_2, \vec{n}_3\}$ to be $\vec{n}_3(q) = \vec{B}(q) \times \vec{n}_2(q)$. The parameter $q$ is taken to be the length along the curve $M^1$ in $R^3$. As explained in the subsection 3.2, we consider the Gauss’ spherical map $M^1 \mapsto C_{\vec{B}}$. We rewrite (C.1) with the use of the parameter $s$ which is the length along $C_{\vec{B}}$ on $S^2_{(Gauss)}$. Since the curve $C_{\vec{B}}$ is represented by $\vec{\alpha}(s) := \vec{B}(q(s))$ and $d\vec{\alpha}/ds$ is a unit vector tangent to $C_{\vec{B}}$, we obtain from (C.1), by taking $dq/ds = 1/\kappa$, the following set of equations:

$$
\begin{align*}
\frac{d\vec{B}}{ds} &= \vec{n}_2 = \frac{d\vec{\alpha}}{ds} \\
\frac{d\vec{n}_2}{ds} &= -\vec{B} + \frac{\tau}{\kappa} \vec{n}_3 = \frac{d^2\vec{\alpha}}{ds^2}, \\
\frac{d\vec{n}_3}{ds} &= -\frac{\tau}{\kappa} \vec{n}_2.
\end{align*}
$$

(C.2)

The normal and the geodesic curvatures, written respectively as $\kappa_n$ and $\kappa_g$, are defined by

$$
\frac{d^2\vec{\alpha}}{ds^2} = \kappa_n \vec{B} + \kappa_g \vec{n}_3,
$$

(C.3)

since the vector $\vec{B}(q(s))$ is normal to a tangent plane to the unit sphere $S^2_{(Gauss)}$ at a point on $C_{\vec{B}}$ specified by the parameter $s$, and $\vec{n}_3(q(s))$ lies in the tangent plane. Thus we see that

$$
\kappa_n = -1 \text{ and } \kappa_g = \tau/\kappa.
$$

(C.4)

In accordance with the Gauss–Bonnet theorem, we have for a differentiable closed curve $C_{\vec{B}}$

$$
\Omega_{\vec{B}} + \int_{C_{\vec{B}}} \kappa_g(s)ds = 2\pi n, \quad n \in Z
$$

(C.5)

where $\Omega_{\vec{B}}$ is the solid angle of seeing $C_{\vec{B}}$, corresponding the region on the left side with respect to the direction of integration along $C_{\vec{B}}$. The integral of $\kappa_g$ is
rewritten as
\[ \int_{C_{\vec{B}}} \kappa_{g}(s) ds = \int_{0}^{l} \tau(q) dq. \] (C.6)

When \( C_{\vec{B}} \) can be deformed continuously to a small circle on \( S^2_{(Gauss)} \), we take \( n = 1 \). When \( C_{\vec{B}} \) is not differentiable but piecewise differentiable, \( 2\pi \) in r.h.s. of (C.5) is necessary to be changed into
\[ 2\pi n - \sum_{i} \varepsilon_{i}, \] (C.7)

where \( \varepsilon_{i} \) is the outer angle between neighbouring two paths on \( C_{\vec{B}} \) at a nondifferentiable point.

APPENDIX D: Properties of the Transformation (5.56)

The orthonormality conditions (5.18), (5.9) and (5.10) are rewritten as
\[ B_{b}^{Ax} B_{Ax}^{d} = \delta_{b}^{d}, \quad B_{b}^{Ax} N_{Ax}^{V} = B_{b}^{Ax} N_{Ax}^{Ax} = 0, \quad N_{Ax}^{W} N_{Ax}^{Ax} = \delta_{V}^{W}. \] (D.1)

By utilizing (D.1), we can solve (5.53) and (5.54) inversely, and obtain
\[ p_{W} = N_{Ax}^{Ax} S_{Ax}, \quad q_{W} = N_{Ax}^{W} \chi_{Ax}^{Ax}, \] (D.2)
\[ u_{b} = B_{b}^{Ax} S_{Ax}, \quad v_{b} = B_{Ax}^{b} \chi_{Ax}. \] (D.3)

Thus \( (p_{a} q_{b} S_{Ax} \chi^{By}) \) is a coordinate system on the extended phase space, and (5.56) is a coordinate transformation on the extended phase space.
The Poisson bracket on the extended phase space is defined by
\[
\{ f, g \}_p := \frac{\partial f}{\partial p} \frac{\partial g}{\partial q^a} - \frac{\partial f}{\partial q^a} \frac{\partial g}{\partial p} + \frac{\partial f}{\partial u^b} \frac{\partial g}{\partial v^b_d} - \frac{\partial f}{\partial v^b_d} \frac{\partial g}{\partial u^b}.
\] (D.4)

Then
\[
\{ p_\alpha, q^\beta \}_p = \delta^\beta_\alpha, \quad \{ u_b, v^d \}_p = \delta^d_b,
\] (D.5)
and Poisson brackets of other combinations of \( p_\alpha, q^\alpha, u_b \) and \( v^b \) vanish. We also have
\[
\{ S_{Ax}, \chi^{By} \}_p = \delta^{By}_{Ax}, \quad \{ S_{Ax}, S_{By} \}_p = \{ \chi^{Ax}, \chi^{By} \}_p = 0,
\] (D.6)
\[
\{ q_a, S_{Ax} \}_p = 0, \quad \{ q_a, \chi^{Ax} \}_p = 0,
\] (D.7)
\[
\{ p^a, S_{Ax} \}_p = p_w \partial_a N^w_{Ax} + u_b \partial_a B^b_{Ax}, \quad \{ p^a, \chi^{Ax} \}_p = q^w \partial_a N^w_{Ax} + v^b \partial_a B^b_{Ax}.
\] (D.8)

From (D.5) and (D.6), \( \{ p_\alpha, q^\alpha \} \) and \( \{ S_{Ax}, \chi^{By} \} \) seem to be sets of canonical variables respectively, but because of (D.8) the whole set \( \{ p_\alpha, q^\alpha, S_{Ax}, \chi^{By} \} \) is not a set of canonical variables generally. Therefore the coordinate transformation (5.56) is not canonical generally.

**APPENDIX E: Fundamental Equations in the Case of \( \mathbb{M}^n \subset \mathbb{M}^p \)**

We can generalize the formulation in the case of \( \mathbb{M}^n \subset \mathbb{R}^p \). It is needless to mention that the main change arises from the metric tensor \( \widetilde{G}_{AB}(X^D) \) on \( \mathbb{M}^p \) appearing instead of \( \eta_{AB} \).

We use the same relations (2.1) and (2.2). The metric tensors in \( \mathbb{M}^p \) and \( \mathbb{M}^n \) are, instead of (2.4) and (2.5), now given by
\[
\widetilde{G}_{\alpha\beta}(q, q^\nu) := \tilde{B}_{\alpha}^A(q, q^\nu)\tilde{G}_{AD}(X(q, q^\nu))\tilde{B}_{\beta}^D(q, q^\nu),
\] (E.1)
\[
g_{ab}(q) := B^{A}_{a}(q)G_{AD}(q)B^{D}_{b}(q),
\] (E.2)
where \( G_{AD}(q) = \tilde{G}_{AD}(x(q)) \). The quantity \( B^{A}_{a}(q) \) is assumed to have its rank equal
to $n$ when regarded as an $n \times p$ matrix, and behaves as the 1-contravariant (in $\mathbb{M}^p$) and 1-covariant (in $\mathbb{M}^n$) tensor, i.e., under $X^A \mapsto X'^A = X'^A(X)$,

$$B^A_a(q) \mapsto B'^A_a(q) := \frac{\partial X'^A}{\partial q^a} = \frac{\partial X'^A}{\partial X^b} B^b_a(q); \quad (E.3)$$

while, under $q^b \mapsto q'^b = q'^b(q)$ (and $X^A(q) = X^A(q(q'))$),

$$B^A_a(q) \mapsto B'^A_a := \frac{\partial X^A}{\partial q'^a} B^A_a(q). \quad (E.4)$$

The vectors $\vec{N}_U(q) := (N_U^A(q)), U = n+1, \ldots, p$, normal to $\mathbb{M}^n$ at a point $(x^A(q))$ satisfy

$$B^A_a(q) G_{AD}(q) N_U^D(q) = 0, \quad N_U^A(q) G_{AD}(q) N_U^D(q) = \eta_{UV}. \quad (E.5)$$

The fundamental equations for $B^A_b$ and $N^A_v$ are expressed as

$$\nabla^* a B^A_b(q) = \sum_{U,V} H_{Uab}(q) \eta^{UV} N^A_v(q), \quad (E.6)$$

$$\nabla^* a N^A_v(q) = -H_{Ua}^d(q) B^A_d(q) + T_{WV,a}(q) \eta^{WU} N^A_v(q), \quad (E.7)$$

where $\nabla^*_a$ represents the absolute derivative with respect to $(q^a)$ in $\mathbb{M}^p$ (and not with respect to $x^A$ in $\mathbb{M}^p$); the defining expressions of these absolute derivatives are written as

$$\nabla^*_a B^A_b = \frac{\partial B^A_b}{\partial q^a} + B^A_d \Gamma^A_{DE} B^E_b - \Gamma^e_{ab} B^A_e, \quad (E.8)$$

$$\nabla^*_a N^A_v = \frac{\partial N^A_v}{\partial q^a} + N^A_d \Gamma^A_{DE} B^E_d. \quad (E.9)$$
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**FIGURE CAPTIONS**

1) An illustration of the curvilinear coordinates \( \{q^1, q^2, q^3\} \) in the case of \( n = 2 \) and \( p = 3 \).

2) The helix is mapped to a circle \( C_B \) under the Gauss’ spherical map.