A Face Recognition Algorithm Based on Dual-Channel Images and VGG-cut Model
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Abstract. In the embedded system environment, both large amount of face image data and the slow recognition process speed are the main problem facing face recognition of end devices. This paper proposes a face recognition algorithm based on dual-channel images and adopts a cropped VGG-like model referred as VGG-cut model for predicting. The training set uses the same single-layer images of the same person combined into dual channels as a positive example, and single-layer images of different people are combined into dual channels as a negative example. After model training, the trained face verification model is used as the basis of face recognition, and the final recognition result can be obtained through loop matching and similarity ranking. The experimental results on a RISC-V embedded FPGA platform show that compared with the ResNet model called in Dlib, the VGG-like model and MobileFaceNet trained by Keras, our algorithm is increased by 240×, 88×, and 19× in recognition speed, respectively without significant accuracy reduction.

1. Introduction
In recent years, with the development of embedded software and hardware platforms, various end devices can run more applications at a smaller cost. Also, digital image recognition [1], face recognition [2], face verification [3] and other applications that used to be expensive have developed rapidly, which greatly improves the market prospects of low-power embedded applications.

In face recognition, verifying whether two pictures are the same person is the key of face recognition technology, which is also called face verification. The main methods for face verification include classifiers [4], feature point extraction [5], and Siamese network [6] or Triplet network [7].

Previous work [8-10] uses the output of the bottleneck layer as the representation of face feature, but the disadvantage of this method is that the output dimension is too large, often exceeding 1000 dimensions. Some recent work [8] uses the PCA method to reduce the output dimension of the bottleneck layer. But the feature representation of the face does not need to be so complicated. So the FaceNet [11] uses a 128-point output feature vector for representation of face, but it still needs a three-channel image as input, and it also needs to compare the Euclidean distance between two 128-point feature vectors after passing image into the model twice.

The above algorithms have their own advantages, but they all have the disadvantages of high computational and power consumption.

Based on the above shortcomings, this paper proposes a face recognition algorithm based on dual-channel images, which can effectively reduce the amount of data of training sets and model size, improve the recognition speed of the algorithm and reduce computational and power consumption. The experimental results show that compared with the existing embedded face recognition algorithm, the
algorithm adopted in this paper has certain advantages in performance and power consumption, and has certain research value and practical significance.

2. Recognition Algorithm

Facing the problem of large amount of calculation and high cost of existing embedded face recognition algorithms, our algorithm firstly converts a three-channel image to a single-channel grayscale image, thereby reducing the amount of input data so as to reduce calculation in the training and recognition process. In the training process, the two-channel image combined by different images of the same person is set as a positive example, and the two-channel image combined by different people is set as a negative example. According to the proportion of the target face in the image library to be recognized, we generate a training set with a specific proportional load, which can effectively improve the accuracy of recognition. In addition, in order to reduce the size of the recognition model, we have tailored the VGG-like model to effectively reduce the amount of training parameters and recognition calculations while keeping the accuracy basically unchanged.

2.1. Algorithm steps

Take two different people A and B in the data set as an example to generate positive and negative examples of the training set.

- Step 1: Perform a face detection on the face image of A, and obtain a rectangular frame containing the face part as the output picture F1;
- Step 2: Resize and grayscale F1 to obtain a single-channel picture F2;
- Step 3: Repeat steps 1 and 2 for different faces of A to get F3;
- Step 4: Combine F2 and F3 into dual-channel images, and set label to 1, to get a positive example;
- Step 5: Repeat steps 1 and 2 for B to get F4;
- Step 6: Combine F2 and F4 into dual-channel images, and set label to 0 to get a negative example;
- Step 7: Adjust the ratio of positive and negative examples in the training set according to face database to be verified, assuming 1:9, that is, the ratio of the number of positive and negative examples is 1/9;
- Step 8, perform shuffle operation on the training set, perform training to obtain a VGG-cut model called M;
- Step 9. Perform steps 1 and 2 respectively on the target picture T1 and a face picture F5 in the face database to obtain a dual-channel picture F6;
- Step 10, input F6 into the model, and feed forward to obtain the similarity result R1;
- Step 11. Repeat steps 9 and 10 with a certain strategy to obtain n similarity results R1, R2 ... Rn;
- Step 12, sort the similarity results, the pair of pictures with the highest similarity are to be identified as the same person.

The training diagram for VGG-cut model in our algorithm is shown in Fig.1.
It can be seen from Fig.1 that we first perform face detection, resize, and grayscale operations on the positive example to obtain a two-channel image positive example, and then use the same operation to obtain multiple positive and negative examples, after that we scramble the training set and start training the model. Since we want to verify the face recognition program on the embedded platform, we use OpenCV to import trained model.

The feedforward diagram for VGG-cut model in our algorithm is shown in Fig.2.
Fig. 2 presents the prediction process of the OpenCV program. It is also necessary to perform face detection, resize, and grayscale operations on the two pictures to be compared, and then pass the data into the model to obtain a similar value, and perform the same operation on the pictures in the face database. Finally, recognition results are output after sorting the similarity vectors.

In these two processes, the images we input are all 3-channel images with a width of 640 pixels and a height of 480 pixels. After grayscale and resize, the width and height of the output image is 100 pixels, and it is a single-channel image.

2.2. VGG-cut models

The VGG-cut model is obtained by cutting the heavy VGG model whose model summary is shown in Table 1.

| Layer         | Input Shape   | Output Shape | Kernel | Param | Input Shape   |
|---------------|---------------|--------------|--------|-------|---------------|
| conv2d_1      | (100, 100, 1) | (98, 98, 16) | (3, 3, 16) | 304   | (100, 100, 1) |
| maxpooling2d_1| (98, 98, 16)  | (49, 49, 16) | (2, 2, 16) | 0     | (98, 98, 16)  |
| dropout_1     | (49, 49, 16)  | (49, 49, 16) | -      | 0     | (49, 49, 16)  |
| conv2d_2      | (49, 49, 16)  | (24, 24, 32) | (3, 3, 32) | 4640  | (49, 49, 16)  |
| maxpooling2d_2| (24, 24, 32)  | (12, 12, 32) | (2, 2, 32) | 0     | (24, 24, 32)  |
| dropout_2     | (12, 12, 32)  | (12, 12, 32) | -      | 0     | (12, 12, 32)  |
| flatten_1     | (12, 12, 32)  | (1, 1, 4608) | -      | 0     | (12, 12, 32)  |
| dense_1       | (1, 1, 4608)  | (1, 1, 32)   | -      | 147488| (1, 1, 4608)  |
| dropout_3     | (1, 1, 32)    | (1, 1, 32)   | -      | 0     | (1, 1, 32)    |
| dense_2       | (1, 1, 32)    | (1, 1, 1)    | -      | 33    | (1, 1, 32)    |
| Total         | -             | -            | -      | 152,465| -             |

The main principle of cutting heavy VGG in this paper is that minimize the number of convolution kernels and the depth of the convolution layer while maintaining the characteristics of the VGG convolutional layer. The experimental results show that even if it is cropped to only 2 layers of convolution and 2 layers of fully connected, the accuracy of the model can still be maintained above 96%.

3. Experimental Results

3.1. Experimental environment

In order to verify the algorithm proposed in this paper, we compared the VGG-cut model with the ResNet call by Dlib [12], original VGG-like model and MobileFaceNet. The results show that the algorithm in this paper effectively improves the recognition accuracy and recognition speed. The experimental environment uses the Nexy-Vedio FPGA platform to program an RISC-V soft core called Rocket [13]. The soft core has two hardware threads, the core clock frequency is 50MHz, the on-board DDR3 size is 512MB, and the Debian operating system is stored in a 128G SD for booting by RISC-V SoC, the VGG-cut model is trained and frozen under the Keras framework, the recognition algorithm is implemented on OpenCV and the model obtained by Keras is referenced in OpenCV programs, due to the small memory resources of the FPGA, we cross-compiled both the OpenCV lib and program and then copy them into the SD card. All programs run and called under the environment of the operating system. The FPGA platform and system stack are shown in Fig.3 and Fig.4 respectively.
3.2. Recognition performance and analysis

Take a target to be recognized in 20 faces database as an example. There are 10 people in the 20 faces database, and each person has two pictures. Only one person is the target and both two pictures are different angle picture of the target. The result of the recognition as shown in Fig.5.
In order to visualize the results, we will output the similarity of the recognized pictures and the final recognized ID. In order to further reduce the recognition time, we make a judgment that the two pictures are the same person when the similarity is greater than 95%, and there is no need for further recognition.

We randomly generate the target face and face database, and compare ResNet called by Dlib, original VGG-like model, MobileFaceNet and our VGG-cut model on parameters of model size, recognition accuracy. All models are tested on the same test set. The results are shown in Table 2.

| Method            | Model Size | Train Acc | Val Acc | Recognition Time |
|-------------------|------------|-----------|---------|-----------------|
| ResNet[14]        | 99.72MB    | 99.2%     | 99.1%   | 8m25s           |
| VGG-like[15]      | 23.63MB    | 98.7%     | 98.2%   | 3m6s            |
| MobileFaceNet[16] | 4.23MB     | 99.3%     | 99.0%   | 41s             |
| VGG-cut1          | 4.04MB     | 97.8%     | 97.9%   | 29s             |
| VGG-cut2          | 3.76MB     | 96.9%     | 93.8%   | 22s             |
| VGG-cut3          | 1.04MB     | 96.5%     | 96.5%   | 8s              |
| VGG-cut4          | 153KB      | 96.3%     | 96.1%   | 2.1s            |

The Val Acc in Table 2 represents the accuracy when the actual test set is used for verification, and the recognition time represents the average time cost for judging a pair of pictures.

From the model size column in Table 2, it can be inferred that the accuracy of the validation set of VGG-cut model can be maintained above 96% even when the model is reduced to 153KB. It can also be inferred that the model with face recognition capability is not necessarily huge in size.

It can be also known from Table 2 that the shallower the depth of the convolution layer of the model, the smaller the number of convolution kernels, the fewer the number of parameters of the model, and the faster the recognition speed of the model.
4. Conclusion
This paper proposes a face recognition algorithm based on dual-channel images. The three-channel picture is grayed out to output a single-channel picture, and combined with other single-channel pictures to obtain the training set and the test set. The cropped VGG model is adopted and trained by dual-channel images training set. We compare ResNet called by Dlib, the original VGG-like model, MobileFaceNet, and our VGG-cut model in performance of model size, recognition accuracy and recognition time on a RISC-V SoC in order to simulate embedded environment. The result show that the small model can still maintain high recognition accuracy and has a faster recognition speed. In the future, we will use a more realistic test environment to test and optimize our face recognition algorithms, and do more researches on reducing hardware power consumption.
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