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ABSTRACT: We identify the effective field theory describing the physics of super-Hubble scales and show it to be a special case of a class of effective field theories appropriate to open systems. Open systems are those that allow information to be exchanged between the degrees of freedom of interest and those that are integrated out, such as would be appropriate for particles moving through a fluid. Strictly speaking they cannot in general be described by an effective lagrangian; rather the appropriate ‘low-energy’ limit is instead a Lindblad equation describing the time-evolution of the density matrix of the slow degrees of freedom. We derive the equation relevant to super-Hubble modes of quantum fields in de Sitter (and near-de Sitter) spacetimes and derive two of its implications. We show that the evolution of the diagonal density-matrix elements quickly approach the Fokker-Planck equation of Starobinsky’s stochastic inflationary picture. This allows us both to identify the leading corrections and provide an alternative first-principles derivation of this picture’s stochastic noise and drift. (As applications we show that the noise for massless fields is independent of the details of the window function used, and also compute how the noise changes for systems with a sub-luminal speed of sound, \( c_s < 1 \).) We then argue that the presence of interactions drive the off-diagonal density-matrix elements to zero in the field
basis. This shows why the field basis is generally the ‘pointer basis’ for the process that decoheres primordial quantum fluctuations while they are outside the horizon, thus allowing them to re-enter later as classical field fluctuations, as assumed when analyzing CMB data. The decoherence process is very efficient, occurring after several Hubble times even for interactions as weak as gravitational-strength. Crucially, the details of the interactions largely control only the decoherence time and not the nature of the final late-time stochastic state, much as interactions can control the equilibration time for thermal systems but are largely irrelevant to the properties of the resulting equilibrium state.
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1 Introduction

The advent of precision CMB cosmology reveals the Universe to be a somewhat lumpy place whose present crags and wrinkles partly reflect an earlier accelerated lifestyle. Cosmologists infer properties of this earlier epoch much as one might try to guess about past excesses by gazing on the features of one long past the sowing of wild oats.

In particular, evidence continues to build that the right explanation for present-epoch super-Hubble correlations lies with quantum fluctuations generated during a much-earlier epoch of accelerated expansion. A common feature of such explanations is that quantum fluctuations pass to super-Hubble scales in the remote past and then re-enter as classical fluctuations after spending a lengthy period frozen beyond the Hubble pale. This kind of picture raises two related and oft-considered issues:

1. What effective theory describes long-wavelength physics in the super-Hubble regime?

2. Why do quantum fluctuations re-enter the Hubble scale as classical distributions?
The first of these issues starts with the observation that for most physical systems the long-wavelength limit is usually most efficiently described by a Wilsonian effective field theory (EFT), obtained by integrating out shorter-wavelength modes.\footnote{For some reviews aimed at gravity formulated as an EFT see: [1–3].} Since super-Hubble modes have the longest wavelengths of all, one is led to ask what field theory provides its effective description.\footnote{Notice this is distinct from other EFTs used for inflation, such as those that express the decoupling of short-distance modes during inflation [4–10] and those describing the fluctuations about inflationary backgrounds [11–16].}

Such an effective description might allow a cleaner understanding of the various thorny infrared issues faced by quantum fields on de Sitter space \[17–24, 49–54\].

The second issue asks why fluctuations that are initially described (at horizon exit) in terms of vacuum correlators of field operators, \( \langle \Phi(x)\Phi(y) \rangle \), eventually instead become interpretable (at horizon re-entry) in terms of an ensemble average of classical field configurations, \( \varphi(x) \).

Because they have been oft-considered, there is also a party line about both of these issues in the cosmology community. It states that Starobinsky’s stochastic formulation of inflation \([51, 55]\) provides the answer to the first question. The formulation is stochastic because it reflects the fact that perturbations begin to evolve independently once their wavelengths are stretched outside the Hubble scale, because the strong red-shifting suppresses the energy cost of such long-wavelength gradients. This allows the field value to drift from one Hubble patch to another over time in what is essentially a random walk. Consequently, for such scales, it is more instructive to track the probability distribution, \( P[\phi] \), for the values taken by slowly-varying fields, \( \phi(x) \), coarse-grained over each Hubble patch, than to follow its detailed evolution for a specific set of classical initial conditions.

The party line for the second issue is that it need not be solved at all (see, however, \([56–64]\)). The reason is because inflationary systems exhibit ‘decoherence without decoherence’ \([51, 55, 65, 66]\). This delightfully named phenomenon is based on the property that quantum states become ‘squeezed’ during their sejour outside the Hubble scale, in such a way that each mode’s canonical momentum rapidly shrinks to zero over several Hubble times \([67, 68]\). This implies that only the expectation values of fields (rather than their canonical momenta) remain unsuppressed at late times,

\[
\langle \Phi(x_1) \cdots \Phi(x_n) \rangle = \int \mathcal{D}\phi [\phi(x_1) \cdots \phi(x_n)] \langle \phi(\cdot) | \Xi | \phi(\cdot) \rangle = \int \mathcal{D}\phi [\phi(x_1) \cdots \phi(x_n)] P[\phi], \tag{1.1}
\]

and because these only require the diagonal elements of the density matrix, \( \Xi \), it is irrelevant what its off-diagonal elements do.

In this paper we argue that although the party line \([51, 55, 69–71]\) is essentially correct, as far as it goes, more can be said about these two questions by embedding them into the language of effective field theories. In particular, doing so potentially allows a more systematic derivation of the corrections to the leading stochastic formulation. We also argue that the two questions above are related to one another. In particular, although
it is true that squeezing ensures that off-diagonal terms in the density matrix need not be tracked when computing correlation functions, we argue that a complete effective description nonetheless does permit them to be tracked. Furthermore, such tracking reveals that they rapidly fall to zero. Conceptually, it is not merely that primordial fluctuations behave as if they were classical; in fact they actually rapidly do become classical with a decoherence time-scale similar to the squeezing time-scale. In this sense the answer to the first question also provides a more direct answer to the second.

The effective theory we present here for super-Hubble physics turns out to be a special case of how EFTs can be formulated for a more general class of physical systems for which the long-wavelength physics cannot be captured by some sort of effective lagrangian [72]. An effective lagrangian does not exist because — unlike for most long-wavelength systems usually encountered in EFT applications — the degrees of freedom integrated out to obtain the long-distance theory are not excluded by a conservation law. As a result the long-distance degrees of freedom can exchange information with the short-distance ones, making the effective theory for super-Hubble physics more like the effective theory for a particle moving through a fluid than a traditional low-energy EFT. In particular, because information can be exchanged in open systems like these, pure states can evolve into mixed states, and this implies the time-evolution cannot be described by hamiltonian evolution.

This should be contrasted with a traditional low-energy EFT [1–3], for which energy conservation precludes high-energy states from turning up at late times if not initially present. Because the low-energy fields form a basis of operators, in the usual formulation they can always be used to describe any time evolution within the low-energy regime — including the influence of virtual heavy states. This ultimately underlies the existence of a low-energy effective hamiltonian (or lagrangian) cast purely in terms of the light degrees of freedom.

Of course none of this means that there is no simplification to be had by exploiting hierarchies of scales in open systems. In particular, given that energy is not used to identify the states for integrating out, it is more useful to track the distinction between ‘slow’ and ‘fast’ processes. In particular, great simplifications occur if the physics of interest takes place on time scales that are long compared with the correlation times of the environment through which it moves. In this case the environment can forget its entanglement with the degrees of freedom being followed, allowing the late-time evolution to be described in a controlled way as a Markov process. Such a formulation can often allow a systematic identification of late-time evolution that resums the secular growth that is sometimes present over the shorter time-scales for which perturbation theory is directly valid.

The appropriate language to express this control is the Lindblad equation [73–75], which describes the coarse-grained time-evolution of the density matrix of a small subsystem over times long compared with the environmental correlation time, \( \tau \), but short compared to the times over which perturbative methods break down (and so for which secular growth can become important) [72]. That is, if the interaction energy between the subsystem and environment is of order \( V \), then the Lindblad equation allows the coarse-grained time evolution to be developed in systematic powers of \( V \tau \).

We here derive the Lindblad equation appropriate for the evolution of super-Hubble modes of a scalar field (on curved spacetime) once the physics of sub-Hubble modes is
integrated out. For applications to cosmologies with accelerated expansion we coarse-grain over short-wavelength sub-Hubble modes, which thereby serve as the environment through which long-wavelength super-Hubble modes evolve. Our treatment follows closely that of [76], and differs in detail from (but is very similar in spirit to) the approach taken in [43]. In this case the environmental correlation time is the Hubble time, $H^{-1}$, itself, and so the simplified controlled treatment of slow degrees of freedom necessarily only applies to modes well outside the Hubble scale, $k/a \ll H$. See also [77] for an application of the Lindblad equation to the problem we are considering.

If the interaction energy between super-Hubble and sub-Hubble modes is of order $V$, then the Lindblad equation allows the coarse-grained time evolution of super-Hubble modes to be developed systematically in powers of $V/H$. To linear order in $V/H$ the only effect of these interactions is to provide a mean-field modification of the effective Hamiltonian for the evolution of super-Hubble modes.

It is at second order in $V/H$ that the effects of interactions can be seen to cause pure-to-mixed evolution and to decohere the super-Hubble modes (in the sense that the density matrix, $\Xi$, for super-Hubble modes rapidly becomes diagonal). The ‘pointer’ basis, in which $\Xi$ becomes diagonal, is generically the one that diagonalizes the interactions $V$, but for super-Hubble modes this is always the field basis because the squeezing of modes ensures all canonical momenta in $V$ are rapidly driven to zero.\footnote{The arguments we make here closely follow those of ref. [76], which applied the same formalism to study decoherence on much shorter scales during reheating. Our conclusions differ from this reference inasmuch as some of us argued at that time that it would be unlikely that the techniques used here could decide whether decoherence could occur during inflation — as had been suggested to us at the time as being the probable picture by Robert Brandenberger. At that time we did not understand how to arrange a hierarchy of time-scales in a controlled way over super-Hubble scales.}

The upshot is that after relatively few Hubble times the full density matrix, $\langle \psi(\cdot)|\Xi|\phi(\cdot) \rangle$, can be replaced with the classical probabilities, $P[\phi] = \langle \phi(\cdot)|\Xi|\phi(\cdot) \rangle$.

Finally, in the absence of interactions (that is, when $V = 0$, so we just have free fields propagating in a cosmological spacetime) the Lindblad equation reduces to the usual Liouville equation for the free evolution of the reduced density matrix. We use this equation to derive the evolution equation for the diagonal elements, $P[\phi]$, and show — separately, for each mode — that these satisfy a Fokker-Planck equation, including a noise and drift term.\footnote{To capture the drift term we track the adiabatic influence of interactions at long wavelength at leading order in slow-roll parameters.}

Physically, the noise arises because each mode evolves as an independent harmonic oscillator, and at horizon exit the oscillator potential flips from being stable (concave up) to unstable (concave down). As a result an initially gaussian ground state converts to an oscillatory state that is not localized in field space. The noise term in the Fokker-Planck equation vanishes for the stable oscillator, but becomes nonzero once the barrier is removed and the oscillator is allowed to explore values away from the potential’s stationary point.

For free fields decoherence does not occur (which in this limit agrees with the party line), and canonical momenta get squeezed to zero. But the kinetic term in the energy
converts quantum fluctuations into stochastic noise on a mode-by-mode basis. The total noise for coarse-grained fields in position space receives contributions from both the mode-by-mode noise and the coarse graining itself, with the sum reproducing standard calculations.

Although the noise discussion is performed for free particles in de Sitter space, we also relax this slightly to include the leading new terms in a slow-roll expansion for the long-wavelength interactions associated with a potential $V(\phi)$. This allows us also to compute the drift contribution to the Fokker-Planck equation, which again agrees with standard results.

We present these ideas as follows. Section 2 starts by briefly reviewing the Lindblad formalism for open systems, along the lines of [72]. Section 3 then translates standard results for free fields in de Sitter (and near-de Sitter) geometries into a density-matrix language, using them to solve the Liouville equation for the time-evolution of the density matrix. In particular we show how the Liouville equation for the diagonal elements of the density matrix can be written as a Fokker-Planck equation and evaluate the time-dependence of the resulting noise kernel for each mode. This section also includes interactions in a slow-roll expansion to obtain the drift contribution to the Fokker-Planck equation. Then we continue with section 4 where interactions play a significant role, and we show, closely following the steps of ref. [76], how they act to decohere the density matrix, and that a robust estimate for the decoherence time-scale is set by a few Hubble times, regardless of the details of the form of the interaction between long- and short-wavelength modes. We finally summarize our arguments in section 5, and speculate briefly on how similar arguments may help understand information-loss puzzles in black holes.

2 Open EFTs

In this section we briefly describe the Lindblad formalism [73–75], and its relevance to the effective field theory of open systems [72]. Our presentation of the formalism itself follows closely that of ref. [78], but see also [79–81] for alternative discussions of the same formalism, and in particular [77] for an application of the Lindblad equation to the problem we are considering.

2.1 A hierarchy of scales for open systems

Our interest is in when a system’s Hilbert space can be written as the direct product of an observable sector, $A$, and its environment, $B$: $\mathcal{S} = \mathcal{S}_A \otimes \mathcal{S}_B$. What is important is that we choose only to follow observables in sector $A$ and largely ignore those involving sector $B$.

This framework is similar to garden-variety low-energy effective theories, if we imagine sectors $A$ being distinguished from $B$ by its energy, with $B$ representing the heavy particles that are integrated out. In this case the choice to ignore $B$ observables amounts to the choice only to follow observables involving low-energy states.

But, crucially, this framework also goes beyond the low-energy set-up to include much more general situations where sectors $A$ and $B$ are not distinguished by energy, and so states can nontrivially evolve between sectors $A$ and $B$. An example of this type might
be where $A$ represents the states of a particle moving through a fluid described by $B$. In this more general case the option not to follow observables in the $B$ sector might just be a convenient choice and not something dictated by a low-energy imperative.

As ever, the goal is to identify how quantities evolve in time, and to do so we write the total Hamiltonian governing time-evolution of system and environment as

$$H = H_A + H_B + V,$$  \hspace{1cm} (2.1)

where $H_A$ and $H_B$ describe the separate dynamics of $A$ and $B$ and $V$ describes their mutual interactions. The interaction $V$ defines a time-scale, $\tau_p$, through the condition $V \tau_p \sim \mathcal{O}(1)$, beyond which it is not straightforward to evolve systems perturbatively in $V$.

The principle of no free lunch ensures that in general the time-evolution of such a system is complex, with the interactions ensuring that potentially complicated correlations can build up between $A$ and $B$, even if these are not present initially — that is, even if the initial system density matrix satisfies $\rho(t = t_0) = \varrho_A \otimes \varrho_B$. As is often the case, however, a great simplification arises if there is a hierarchy of scales, and in this case the simplification arises if [73–75]:

1. The correlation time, $\tau_c$, over which the autocorrelations $\langle \delta V(t) \delta V(t - \tau_c) \rangle_B$ are appreciably nonzero for the fluctuations of $V$ in sector $B$, is sufficiently short i.e. $\tau_c \ll \tau_p$ (or, equivalently, $V \tau_c \ll 1$);

2. System $B$ is large enough not to be appreciably perturbed by system $A$’s presence.

Such a hierarchy hands one a powerful theoretical tool since it ensures two things. First, it ensures that to good approximation system $B$ just sits there. Second, it ensures that the dynamics of system $A$ does not retain any memory of its correlations with $B$ over times $t \gg \tau_c$, and this allows the evolution of $A$ in the presence of $B$ to be treated as a Markov process. Furthermore, assumption 1 above implies this Markov evolution can be tracked perturbatively in $V$, at least for times $\tau_c \ll t \ll \tau_p$.

But these assumptions also open the way to computing evolution over times $t \gg \tau_p$, and this is where the Lindblad equation comes into its own. The procedure is to coarse-grain the time-derivative for $\rho_A$ over times, $\Delta t$, satisfying $\tau_c \ll \Delta t \ll \tau_p$,

$$\left( \frac{\partial \rho_A}{\partial t} \right)_{\text{coarse grained}} = \frac{\Delta \rho_A}{\Delta t} = F[V, \rho_A(t)],$$  \hspace{1cm} (2.2)

for some (possibly complicated) function $F$. It is the Markov nature of the evolution that allows the right-hand-side to be written using only $\rho_A(t)$ (and not its convolution over all times in the past of $t$). Furthermore, assumption 2 allows one to ignore the evolution of the properties of sector $B$ on the right-hand side, leaving $F$ only depending on $\rho_A$. Finally, because the coarse graining is done over times small compared with $\tau_p$, the function $F$ can be computed in powers of $V$.

What is crucial is that this coarse graining could be done for any time, $t$, and so eq. (2.2) applies equally well for a window of time, $\Delta t$, around any $t$. Only $\Delta t$, and not
also $t$, must be small compared with $\tau_p$. Consequently the solutions to (2.2) can be trusted even for $t \gg \tau_p$. This makes the Lindblad formalism a natural one for resumming any secular time-dependence that may arise within perturbative evolution.

Applications to super-Hubble cosmology

One of the main points of this paper is that the above framework provides the natural set-up for an effective treatment of super-Hubble physics, particularly within an accelerated cosmology.

In this case system $A$ represents the super-Hubble modes of all light fields for which $M^2 := (k/a)^2 + m^2 \ll H^2$. System $B$ represents all of the shorter-wavelength and more massive modes. Although the long-wavelength limit is in spirit a low-energy limit, the time-dependence of the scale factor, $a(t)$, ensures it has an important differences from standard low-energy limits. In particular, even free modes transit over time from system $B$ to system $A$, and in the traditional derivation it is this continual trickle of modes from $B$ to $A$ that is the source of stochastic noise. This exchange of information between $B$ and $A$ is what makes it difficult to apply standard EFT techniques leading to an effective lagrangian describing super-Hubble physics.

System $B$ also has a natural correlation time in accelerating cosmologies: the inverse of the Hubble scale $\tau_c \sim H^{-1}$. This provides a natural correlation time because causality ensures fields in different Hubble patches evolve from one another in an uncorrelated way.

Secular evolution and difficulties in inferring late-time behaviour perturbatively also arise in cosmological contexts, to which the Lindblad formalism might naturally be expected to apply. In particular, its solutions may provide a good way to resum the secular evolution — along the lines of [82] — that is known to plague de Sitter (and near-de Sitter) cosmologies in particular (see also [33, 43, 47, 48] for other approaches to resumming secular evolution in de Sitter space).

2.2 The Lindblad equation

To compute $F$ (on the right-hand side of (2.2)) perturbatively in $V$, it is convenient to work within the interaction representation, for which the time evolution of operators is governed by $\mathcal{H}_A + \mathcal{H}_B$ while the evolution of states is governed by $V$. We concentrate on obtaining an evolution equation for the reduced density matrix, $\rho_A(t) = \text{Tr}_B[\rho(t)]$, since this includes all of the information concerning measurements involving observables only in sector $A$.

To proceed we write the interactions as a sum of products of operators acting in each sector,

$$ V(t) = A_i(t) B^i(t), $$

(2.3)

where there is an implied sum\(^5\) on $i$, $A_i$ denotes a functional of the fields describing the $A$ degrees of freedom, and $B^i$ plays a similar role for sector $B$.

In the special case that the degrees of freedom in sector $B$ have very short correlation in time, $\tau_c$, their influence on the coarse-grained evolution, $(\partial \rho_A / \partial t)_{cg}$, can be represented

\(^5\)For local theories this implied sum could also include an integration over spatial position.
in terms of Markovian interactions. That is, suppose
\[
\langle \delta B^i(t) \delta B^j(t') \rangle_B = W^{ij}(t) \delta(t - t'),
\]
where \(\langle \cdots \rangle_B\) denotes an average over only the \(B\) sector of the Hilbert space, \(\delta B^i(t) := B^i(t) - \langle B^i(t) \rangle_B\), and \((W^{ij})^* = W^{ji}\) is a calculable function that is of order \(\tau_c\). Under the above assumptions the coarse-grained evolution equation becomes
\[
\left( \frac{\partial \rho_A}{\partial t} \right)_{cg} = i \left[ \rho_A, A_j \right] \langle B^j \rangle_B - \frac{1}{2} W^{jk} \left[ A_j A_k \rho_A + \rho_A A_k A_j - 2 A_k \rho_A A_j \right],
\]
up to second order in \(V_{\tau_c} = \tau_c / \tau_p\). Notice that this equation trivially implies \(\partial \rho_A / \partial t = 0\) for any \(\rho_A\) that commutes with all of the \(A_j\). It is this equation whose solutions we seek for cosmological situations below.

3 Scalar fields on de Sitter space

As a practical application of open EFTs, we start with a scalar field, \(\chi(x)\), which we imagine not to be the inflaton, but rather to be a spectator whose energy density is not responsible for inflation. (We may drop this assumption later, since much of what we say also applies to the Sasaki-Mukhanov field [83–86].) We also start by neglecting all slow-roll suppressed quantities, effectively working in de Sitter space. The leading slow-roll corrections are analyzed in subsection 3.3.

We take the lagrangian for \(\chi(x)\) to be
\[
L = -\frac{1}{2} \int d^3 x \sqrt{-g} \left[ (\partial \chi)^2 + m^2 \chi^2 \right] = \sum_k a^3 \left( \dot{\chi}^*_k \dot{\chi}_k - M^2_k \chi^*_k \chi_k \right),
\]
where we have used the FRW metric in cosmic time,
\[
ds^2 = -dt^2 + a^2(t) \delta_{ij} dx^i dx^j,
\]
with \(a = a_0 e^{H(t-t_0)}\) and \(\dot{H} = 0\). To arrive at the second equality of (3.1), we expand the field in box-normalized Fourier modes, \(\chi_k^* = \chi_{-k}\). Finally, \(M^2_k\) denotes the quantity
\[
M^2_k = \frac{k^2}{a^2} + m^2,
\]
where \(m\) is the particle mass.

We next express the system in canonical variables and solve for the vacuum wave-functional. Since each mode is independent we suppress (temporarily) the mode label \(k\). The canonical momenta implied by the mode lagrangian, \(L_k\), of (3.1) are
\[
\Pi := \frac{\partial L}{\partial \dot{\chi}} = a^3 \dot{\chi}^* \quad \text{and} \quad \Pi^* := \frac{\partial L}{\partial \dot{\chi}^*} = a^3 \dot{\chi},
\]
and so the hamiltonian becomes
\[
\mathcal{H} = \Pi \dot{\chi} + \Pi^* \dot{\chi}^* - L = \frac{\Pi^* \Pi}{a^3} + a^3 M^2 \chi^* \chi.
\]
3.1 Time dependence

Since we are neglecting interactions at this point, different modes propagate independently of one another and the wave-functional for the system factorizes into a product of a wave function for each mode. Working in the Schrödinger representation each mode satisfies the Schrödinger equation,

$$i \frac{\partial}{\partial t} \Psi[\chi] = \mathcal{H} \Psi[\chi] = \left[ -\frac{1}{a^3} \frac{\partial^2}{\partial \chi \partial \chi^*} + a^3 M^2 \chi^* \chi \right] \Psi[\chi].$$  \hfill (3.6)

To solve this, we use a Gaussian ansatz:

$$\Psi[\chi] := N \exp\left( -a^3 \omega \chi^* \chi \right),$$  \hfill (3.7)

from which we omit any linear terms because of the symmetry $\chi \to -\chi$ (which also ensures that $\langle \chi \rangle = 0$). Substituting into the Schrödinger equation leads to

$$i \left[ \frac{\dot{N}}{N} - a^3 \chi^* \chi (\dot{\omega} + 3H \omega) \right] \Psi = \left[ -\left( -\omega + a^3 \omega^2 \chi^* \chi \right) + a^3 M^2 \chi^* \chi \right] \Psi,$$  \hfill (3.8)

so equating coefficients of each of the powers of $\chi$ on both sides gives evolution equations for $\omega$ and $N$:

$$\dot{\omega} + 3H \omega = -i\omega^2 + iM^2,$$  \hfill (3.9)

and

$$\dot{N} = -i\omega N.$$  \hfill (3.10)

The first of these equations can be solved explicitly for de Sitter geometries, as we now sketch (and is done more explicitly in appendix A). In the remote past, when $M^2 \simeq (k/a)^2 \gg H M$, inspection of eq. (3.9) shows that the time-independent (vacuum) solution is given by $\omega \simeq M \simeq k/a$. We use this below as the boundary condition in the remote past.

Changing variables from $t$ to $a = e^{H t}$, and denoting by primes derivatives with respect to $a$, one finds $\omega(a) = -iaH w'(a)/w(a)$ where $w(a)$ is a de Sitter mode function, given explicitly in terms of Bessel functions,

$$w(a) = x^{3/2} \left[ c_1 J_{\nu}(x) + c_2 N_{\nu}(x) \right],$$  \hfill (3.11)

evaluated with argument $x = k/aH$ with order $\nu = \sqrt{\frac{9}{4} - (m/H)^2}$. The solution that ensures $\omega$ has a positive real part (as required for a normalizable vacuum wave-functional), that approaches the flat-space value, $k/a$, in the remote past then is given by the Hankel function,

$$w(a) \propto \left( \frac{k}{aH} \right)^{3/2} H_{\nu}^{(2)} \left( \frac{k}{aH} \right).$$  \hfill (3.12)

In terms of the mode function, $w(a)$, we have

$$\omega + \omega^* = -iaH \left( \frac{w^* w' - w w'^*}{|w|^2} \right) = -\frac{i}{a^3} \left[ \frac{\mathcal{W}(w, w)}{|w|^2} \right] = \frac{1}{a^3 |w|^2},$$  \hfill (3.13)
and
\[ \omega - \omega^* = -i a H \left( \frac{\omega' w + w' \omega^*}{|w|^2} \right) = -i a H \left[ \frac{(|w|^2)'}{|w|^2} \right], \quad (3.14) \]

where \( W(f, g) := a^3 \left( f^* \dot{g} - g f^* \right) \) defines the Wronskian of two mode functions, \( f \) and \( g \), and the last line uses the conventional mode normalization \( W(w, w) = i \). Furthermore, using \( \omega = -i \dot{w}/w \) in eq. (3.10) gives
\[ \frac{\dot{N}}{N} = -i \omega = - \frac{\dot{w}}{w}, \quad (3.15) \]

which shows that the product \( Nw \) is time-independent. In particular we see that
\[ |N|^2 \propto \frac{1}{|w|^2} = a^3 \left( \omega + \omega^* \right), \quad (3.16) \]

as is required for \( N \) to normalize the wave-functional, eq. (3.7), for all times. The variance has a simple expression in terms of \( w \):
\[ \langle \chi^* \chi \rangle = |N|^2 \int_{-\infty}^{\infty} d\chi^* d\chi \chi^* \chi \exp \left[ -a^3 (\omega + \omega^*) \chi^* \chi \right] = \frac{1}{a^3 (\omega + \omega^*)} = |w|^2. \quad (3.17) \]

These expressions become very simple when \( m/H \to 0 \), for which case the relevant Bessel function reduces to an elementary function, giving the (normalized) massless mode function,
\[ w(a)_{m \to 0} = \frac{H}{\sqrt{2k^3}} \left( \frac{k}{aH} \right) \left( 1 - \frac{iaH}{k} \right) e^{-ik/aH}, \quad (3.18) \]

and so
\[ \omega(a)_{m \to 0} = \frac{k^3}{a [k^2 + (aH)^2]} + \frac{iH k^2}{k^2 + (aH)^2}, \quad (3.19) \]

while
\[ \langle \chi^* \chi \rangle = \frac{H^2}{2k^3} \left[ 1 + \left( \frac{k}{aH} \right)^2 \right]. \quad (3.20) \]

These reproduce many well-known results [87–90].

### 3.2 Make some noise!

We next turn to the evolution equation for the diagonal density matrix elements, \( \langle \chi | \rho | \chi \rangle \), as dictated by the Schrödinger equation. We use here the state
\[ \langle \xi | \rho | \chi \rangle = \Psi[\xi] \Psi^*[\chi], \quad (3.21) \]

whose time-dependence is determined above.
We start by writing out the Liouville equation, which expresses the implications of the Schrödinger equation for the time-evolution of the density matrix:

$$\frac{\partial}{\partial t} \langle \xi | \rho | \chi \rangle = \frac{\partial \Psi[\xi]}{\partial t} \Psi^*[\chi] + \Psi[\xi] \frac{\partial \Psi^*[\chi]}{\partial t}$$

$$= \left( -i\mathcal{H} \Psi[\xi] \right) \Psi^*[\chi] + \Psi[\xi] \left( -i\mathcal{H} \Psi[\chi] \right)^*$$

$$= i \left[ \frac{1}{a^3} \left( \frac{\partial^2}{\partial \xi \partial \xi^*} - \frac{\partial^2}{\partial \chi \partial \chi^*} \right) + a^3 \mathcal{M}^2 (\chi^* \chi - \xi^* \xi) \right] \langle \xi | \rho | \chi \rangle . \quad (3.22)$$

Our interest is to specialize this to its implications for the diagonal matrix elements, \( P[\chi] := \langle \chi | \rho | \chi \rangle \), for which we find

$$\frac{\partial}{\partial t} \langle \chi | \rho | \chi \rangle = \left[ i \left( \frac{\partial^2}{\partial \xi \partial \xi^*} - \frac{\partial^2}{\partial \chi \partial \chi^*} \right) \langle \xi | \rho | \chi \rangle \right]_{\xi=\chi} . \quad (3.23)$$

To simplify this it is useful to state an identity, proven in appendix B, true for any gaussian density matrix of the form considered to this point. This states that for any gaussian of the form

$$\langle \xi | \rho | \chi \rangle = N^2 \exp \left[ -a^3 \left( \omega \xi^* \xi + \omega^* \chi^* \chi \right) \right] , \quad (3.24)$$

the following identity is true:

$$\left[ \left( \frac{\partial^2}{\partial \xi \partial \xi^*} - \frac{\partial^2}{\partial \chi \partial \chi^*} \right) \langle \xi | \rho | \chi \rangle \right]_{\xi=\chi} = \left( \frac{\omega - \omega^*}{\omega + \omega^*} \right) \frac{\partial^2}{\partial \chi \partial \chi^*} \langle \chi | \rho | \chi \rangle , \quad (3.25)$$

from which we find the following evolution equation for \( \langle \chi | \rho | \chi \rangle \):

$$\frac{\partial}{\partial t} \langle \chi | \rho | \chi \rangle = N \frac{\partial^2}{\partial \chi \partial \chi^*} \langle \chi | \rho | \chi \rangle \quad (3.26)$$

where

$$N := i \frac{a^3}{a^3} \left( \frac{\omega - \omega^*}{\omega + \omega^*} \right) . \quad (3.27)$$

Using in this expression the time-dependence for \( \omega(t) \) found above gives our final form for the evolution of the diagonal density-matrix elements.

Eq. (3.26) has the form of a Fokker-Planck equation, with the right-hand side describing the effects of coupling to noise. (The generalization to include a ‘drift’ term in this equation is straightforward — see subsection 3.3 for details.) Notice that this noise term relies for its presence on there being a nonzero imaginary part of \( \omega \), something that only becomes true on horizon exit, since \( \omega \) is real for the ground state of a garden-variety static harmonic oscillator in flat space. In the present instance this noise arises due to the residual influence of the quantum fluctuations (as described by the off-diagonal density-matrix elements) once they leave the Hubble horizon.

The time-dependence of \( N \) is explicitly computed in appendix A, and for a massless scalar field is given by

$$a^3 N = - \left( \frac{aH}{k} \right) . \quad (3.28)$$
The negative sign of this result is a general consequence of the freezing of the de Sitter mode functions for \( k/a \ll H \), as can be seen from the general relation between \( N \) and the time-dependence of the mode variance, \( \langle \chi^* \chi \rangle \), implied by eq. (3.26):

\[
\frac{\partial}{\partial t} \langle \chi^* \chi \rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\partial^2}{\partial \chi \partial \chi^*} \langle \chi \rho | \chi \rangle = N, \tag{3.29}
\]

where the last equality integrates by parts and uses the normalization condition \( \text{Tr} \rho = 1 \).

**Combining momentum modes**

The previous section shows that each momentum mode satisfies a Fokker-Planck equation with noise,

\[
\frac{\partial}{\partial t} \langle \chi_{k} | \rho | \chi_{k} \rangle = N_{k}(t) \frac{\partial^2}{\partial \chi_{k} \partial \chi^*_{k}} \langle \chi_{k} | \rho | \chi_{k} \rangle, \tag{3.30}
\]

where \( N_{k} \) is given by eq. (3.27), reducing to (3.28) in the case of a massless scalar.

We now assemble these mode-specific results into a statement about the entire density matrix for the field. To this end we use the fact that each mode is independent (for free fields on a de Sitter background) and so the total density matrix can be written

\[
\Xi := \prod_{k} \otimes \rho_{k}, \tag{3.31}
\]

where \( \rho_{k} := \Psi_{k} \Psi^*_{k} \) is the density matrix under discussion up to this point, which we now know satisfies its individual FP equation, eq. (3.30). This implies the diagonal matrix elements of \( \Xi \) satisfy

\[
\frac{\partial}{\partial t} \langle \chi_{k_{1}, \chi_{k_{2}}, \ldots} | \Xi | \chi_{k_{1}, \chi_{k_{2}}, \ldots} \rangle = \sum_{q} \frac{\partial}{\partial t} \langle \chi_{q} | \rho_{q} | \chi_{q} \rangle \left[ \prod_{k \neq q} \otimes \langle \chi_{k} | \rho_{k} | \chi_{k} \rangle \right] \tag{3.32}
\]

\[
= \sum_{q} N_{q}(t) \frac{\partial^2}{\partial \chi_{q} \partial \chi^*_{q}} \langle \chi_{q} | \rho_{q} | \chi_{q} \rangle \left[ \prod_{k \neq q} \otimes \langle \chi_{k} | \rho_{k} | \chi_{k} \rangle \right]
\]

\[
= \sum_{q} N_{q}(t) \frac{\partial^2}{\partial \chi_{q} \partial \chi^*_{q}} \langle \chi_{k_{1}, \chi_{k_{2}}, \ldots} | \Xi | \chi_{k_{1}, \chi_{k_{2}}, \ldots} \rangle,
\]

We next wish to rewrite this equation in position space, to make contact with the traditional formulation. To do so we use box normalization while still within the Schrödinger picture, so that the mode expansion reads

\[
\chi(x) = \frac{1}{L^{3/2}} \sum_{k} \chi_{k} e^{ikx} \quad \text{and} \quad \chi_{k} = \frac{1}{L^{3/2}} \int d^{3}x \chi(x) e^{-ikx}, \tag{3.33}
\]

where \( L^{3} \) is the co-moving volume of the box (which drops out of all physical quantities).

In the spirit of tracking only super-Hubble modes we follow that part of the field that is approximately constant only over a particular Hubble volume, \( \Omega \), and not globally:

\[
\chi_{\Omega}(r) := \frac{1}{\Omega} \int_{\Omega} d^{3}x \sqrt{-g} \chi(r + x)
\]

\[
= \frac{1}{L^{3/2}} \sum_{k} \chi_{k} f_{\Omega}(k) e^{ikr}, \tag{3.34}
\]
where \( r \) represents the coarse-grained coordinate label that identifies which Hubble volume we follow. The quantity

\[
f_{\Omega}(k) := \frac{1}{\Omega} \int_{\Omega} d^3x \sqrt{-g} \ e^{ikx},
\]

(3.35)
is a masking function that vanishes for \( k/a \gg H \) and is close to unity when \( k/a \ll H \), though we show below that our results do not depend on its detailed form and apply equally well for any other masking function that shares these two limits (contrary to common lore).

This coarse-graining can be regarded as a marginalization over sub-Hubble modes, and so changes the diagonal density matrix elements to

\[
P = \left( \prod_k \frac{a^3(\omega + \omega^*)}{\pi S_\Omega(k)} \right) \exp \left[ -a^3 \sum_k \left( \frac{\omega + \omega^*}{S_\Omega(k)} \right) \chi_k^* \chi_k \right],
\]

(3.36)

with \( S_\Omega = |f_\Omega|^2 \) being the window function\(^6\) described above that accepts modes with \( k/a \ll H \) but rejects those with \( k/a \gg H \). This window function, \( S_\Omega(k) \), changes the Fokker-Planck equation, eq. (3.32), satisfied by \( P \) in two separate ways. First, the Jacobian

\[
\frac{\partial}{\partial \chi_k} = \frac{f_\Omega(k) e^{ikr}}{L^{3/2}} \frac{\partial}{\partial \chi_\Omega(r)},
\]

(3.37)

implies we have

\[
\sum_q N_q(t) \frac{\partial^2}{\partial \chi_q \partial \chi_q^*} \frac{1}{L^3} \sum_q |f_\Omega(q)|^2 N_q(t) \frac{\partial^2}{\partial \chi_\Omega^2} = \int \frac{d^3q}{(2\pi)^3} S_\Omega(q) N_q(t) \frac{\partial^2}{\partial \chi_k^2},
\]

(3.38)

where we suppress the dependence on \( \vec{r} \). The second effect of the window function, \( f_\Omega(k) \), arises because it is a function of the scale factor, \( a \), and so its presence introduces a new source of time-dependence into \( P \) in addition to the time-evolution predicted by the Schrödinger evolution of the field state. For the gaussian wave-functionals of interest, explicit calculation shows this new contribution to \( \partial_t P \) remains proportional to \( \partial^2 P / \partial \chi_k \partial \chi_k^* \), and so represents a second contribution to the noise coefficient which must be summed with eq. (3.38).

Combining these leads to the following coarse-grained position-space Fokker-Planck equation,

\[
\frac{\partial}{\partial t} P[\chi_\Omega] = N_\Omega \frac{\partial^2 P[\chi_\Omega]}{\partial \chi^2_\Omega},
\]

(3.39)

for the super-Hubble diagonal matrix elements, \( P[\chi_\Omega] := \langle \chi_\Omega | \Xi | \chi_\Omega \rangle \), which describes the evolution of the probability density \( P[\chi_\Omega] \), for finding a particular coarse-grained scalar

\(^6\)Although it might seem odd to find the window function in the denominator, this expresses the omission of those modes for which \( |S_\Omega| \to 0 \), since their variance goes to zero.
field, $\chi_\Omega$. The coefficient $N_\Omega$ evaluates to

$$
N_\Omega = \partial_t \int \frac{d^3q}{(2\pi)^3} S_\Omega(q) \langle \chi_\Omega^* \chi_\Omega \rangle = \frac{H}{4\pi^2} \int dq q^2 (a\partial_a) \left[ S_\Omega(q) |w_q(a)|^2 \right]
$$

$$
= \frac{H}{4\pi^2} \int dq q^2 \left\{ \frac{1}{a^3} (a\partial_a) \left[ S_\Omega(q) a^3 |w_q(a)|^2 \right] - 3S_\Omega(q) |w_q(a)|^2 \right\}
$$

$$
= \frac{H}{4\pi^2} \int dq q^2 \left\{ \frac{1}{a^3} (-q\partial_q) \left[ S_\Omega(q) a^3 |w_q(a)|^2 \right] - 3S_\Omega(q) |w_q(a)|^2 \right\}
$$

$$
= -\frac{H}{4\pi^2} \int dq \partial_q \left\{ q^3 S_\Omega(q) |w_q(a)|^2 \right\}
$$

$$
= \frac{H}{4\pi^2} \lim_{q \to 0} q^3 |w_q(a)|^2 = \frac{H^2}{4\pi^2} \lim_{q \to 0} \left( \frac{q^3}{a^3} \right) \frac{1}{\omega_q + \omega_q^3},
$$

(3.40)

where the first line uses $\partial_t = aH\partial_a$ and integrates over $2\pi$ solid angle (which, since we use complex modes satisfying $\chi_\Omega^* = \chi_\Omega$, is required to avoid double-counting). The third line then uses that $S_\Omega(q)$ and $a^3|w_q(a)|^2$ depend on $q$ and $a$ only through the combination $x = q/aH$, and the final limit uses the properties that the window function satisfies $S_\Omega(q \to \infty) = 0$ and $S_\Omega(q \to 0) = 1$. This way of writing things emphasizes that $N_\Omega$ is independent of any other precise details of the window function.

Specializing eq. (3.40) to a massless scalar field, using eq. (3.18), then gives

$$
N_\Omega \simeq \frac{H}{4\pi^2} \lim_{q \to 0} \frac{H^2}{2} \left[ 1 + \left( \frac{q}{aH} \right)^2 \right] = \frac{H^3}{8\pi^2}.
$$

(3.41)

Using this result eq. (3.39) reduces to

$$
\frac{\partial}{\partial t} \mathcal{P}[\chi_\Omega] = \left( \frac{H^3}{8\pi^2} \right) \frac{\partial^2 \mathcal{P}[\chi_\Omega]}{\partial \chi_\Omega^2},
$$

(3.42)

which is the standard result for the noise term in absence of interactions. The noise term is seen here to be sensitive only to the zero-momentum limit of the mode functions and independent of the precise details of how the window function turns on near $q = aH$.

**Modifications arising for sub-luminal sound speeds**

As a fairly trivial application of the tools developed to this point we explore how the stochastic noise, eq. (3.42), changes if the scalar field under discussion should have a sub-luminal (but constant) sound speed $c_s \leq 1$. Models of this type have been studied both to explain inflation models as well as dark energy.

Suppose the scalar Lagrangian is again eq. (3.1), but with generalized dispersion relation

$$
M_k^2 = \frac{c_s^2 k^2}{a^2},
$$

(3.43)

where $c_s \leq 1$ is a constant sound speed. For simplicity we also neglect the mass, $m = 0$. In this case all calculations of the previous subsections can be repeated almost verbatim, with the result that the function $\omega$ of eq. (3.19) is now given by

$$
\omega(a)_{m \to 0} = \frac{c_s^3 k^3}{a [c_s^2 k^2 + (aH)^2]} + \frac{iH c_s^2 k^2}{c_s^2 k^2 + (aH)^2},
$$

(3.44)
and so eq. (3.41) gives
\[ N_\Omega = \frac{H^3}{8\pi^2 c_s^3}, \] (3.45)
showing that a smaller sound speed enhances the noise coefficient. Why the speed of sound does so can be seen from the integral expression for \( N_\Omega \) evaluated with a step-function for \( S_\Omega(q) \),
\[ N_\Omega \simeq \frac{1}{4\pi^2} \left\{ i \int_0^{aH/c_s} \frac{dq}{a^3} \left( \frac{\omega - \omega^*}{\omega + \omega^*} \right) + \left[ \frac{q^2}{a^3} \frac{aH^2}{\omega + \omega^*} \right]_{q=aH/c_s} \right\}. \] (3.46)

The speed of sound, \( c_s \), strongly modifies this formula because it changes the scale of horizon exit to \( c_s k = aH \), since it is the crossing of the sound horizon that is relevant to the freezing of the modes.

### 3.3 Getting the drift

We next move a step further along the slow-roll expansion to allow a nontrivial classical background about which the quantum fluctuations occur. We here show how these add drift contributions to the probability distribution’s evolution equation, (3.42).

To this end we add to the scalar action a potential term,
\[ L = \int d^3x a^3(t) \left[ \frac{1}{2} \dot{\chi}^2 - \frac{1}{2} a^2(t) (\nabla \chi)^2 - V(\chi) \right]. \] (3.47)
The conjugate momentum is as before, \( \Pi = a^3(t) \dot{\chi} \), while the corresponding Hamiltonian density is
\[ \mathcal{H} = \frac{\Pi^2}{2a^3(t)} + \frac{a(t)}{2} (\nabla \chi)^2 + a^3(t) V(\chi). \] (3.48)

We now drop the assumption that the classical background be time-independent, and instead consider fluctuations about a homogeneous classical background, \( \chi_b(t) \), which we assume satisfies the classical field equations in the slow-roll regime. That is, we assume the potential in the region of interest satisfies the slow-roll conditions
\[ \frac{1}{2} \left[ \frac{(V')^2}{V} \right] \ll 3H^2 \quad \text{and} \quad V'' \ll 3H^2, \] (3.49)
which would become the usual slow-roll conditions if we were also to assume the Hubble scale satisfies \( 3H^2 = V/M_p^2 \) (where \( M_p = (8\pi G)^{-1/2} \) is the Planck mass). We avoid this additional assumption here so as to be able to include spectator scalar fields in addition to the inflaton itself. These slow-roll conditions allow the neglect of \( \ddot{\chi}_b \) relative to \( H \dot{\chi}_b \) and so imply \( \chi_b \) is related to \( V \) by the usual expression
\[ \chi_b \simeq -\frac{V'}{3H}. \] (3.50)

The full scalar field can be written
\[ \chi(t, \vec{x}) = \chi_b(t) + \hat{\chi}(t, \vec{x}), \] (3.51)
where the quantum perturbation, $\hat{\chi}$, also includes a homogeneous, $k = 0$, component

$$\chi_0(t) = \chi_b(t) + \hat{\chi}_0(t),$$  \hfill (3.52)

because it is also allowed to fluctuate around the classical background. Physically, fluctuations in this constant mode can be regarded as describing the ensemble of different Hubble volumes.

Using eq. (3.51) in the Hamiltonian density allows its Schrödinger representation to be expressed as

$$\mathcal{H} = -\frac{1}{2a^2(t)} \frac{\delta^2}{\delta \chi^2} + \frac{a(t)}{2} (\nabla \chi)^2 + a^3(t) \left[ V(\chi_b) + V'(\chi_b) \hat{\chi} + \frac{1}{2} V''(\chi_b) \hat{\chi}^2 + \ldots \right]$$  \hfill (3.53)

where to leading order in slow-roll we may neglect more than two derivatives of the potential.\(^7\) As before this breaks up into independent evolution for each Fourier mode, and the only sector that cares about the time-dependent background is the zero-mode, whose Hamiltonian becomes (up to an additive constant)

$$\mathcal{H}_0 = -\frac{1}{2a^2(t)} \frac{\delta^2}{\delta \chi^2} + a^3(t) \left[ V'(\chi_b) \chi_0 + \frac{1}{2} V''(\chi_b) \chi_0^2 + \ldots \right].$$  \hfill (3.54)

Because of the force term proportional to $V'$ we generalize the gaussian ansatz for the wave-function of this mode to

$$\Psi[\chi_0] = N(t) \exp \left\{ -a^3(t) \left[ \frac{1}{2} \omega(t) \chi_0^2 + b(t) \chi_0 \right] \right\},$$  \hfill (3.55)

where $\omega(t)$, $b(t)$ and $N(t)$ are complex functions, although $\chi_0$ is real.

**Time evolution**

The time-evolution of the coefficients $N_k$, $\omega_k$, $b_0$ is determined as before, by plugging the ansatz (3.55) into the Schrödinger equation. This leads to the same evolution equation as before for the coefficient $\omega$,

$$\dot{\omega} + 3H \omega + i \omega^2 - i V'' \simeq 0,$$  \hfill (3.56)

and

$$\dot{b} + 3H b + i \omega b - i V' \simeq 0,$$  \hfill (3.57)

where we drop contributions suppressed by higher derivatives of $V$ or higher powers of $V'$ or $V''$, as appropriate for leading order in slow-roll.

We reproduce standard results if we use the property found above that the solution with the correct asymptotics in the past satisfies $\omega \to 0$ as $k \to 0$, in which case the time-evolution of the real and imaginary parts of $b$ are very simple,

$$b = \frac{iV'}{3H}.$$  \hfill (3.58)

Although derived for de Sitter space, this solution also provides the leading contribution to the function $b$ for near-de Sitter geometries within the slow-roll regime.

\(^7\)A potential term in $\mathcal{H}$ linear in $\hat{\Pi}$ can be removed by a canonical transformation, leading to a linear term in the gaussian wave-functional considered below.
Fokker-Planck equation (single mode)

As in the previous subsections, our real interest is in deriving the evolution equation for the diagonal density matrix \( \langle \chi_0 | \hat{\rho} | \chi_0 \rangle \). The Schrödinger equation implies the required evolution law for this quantity is

\[
\partial_t \langle \chi_0 | \rho | \chi_0 \rangle = \left[ \frac{i}{2a^3} \left( \frac{\partial^2}{\partial \xi_0^2} - \frac{\partial^2}{\partial \chi_0^2} \right) \right] \langle \xi_0 | \rho | \chi_0 \rangle|_{\xi_0=\chi_0}.
\] (3.59)

It remains to evaluate the derivatives in the right hand side. Writing

\[
P_0(\chi_0) := \langle \chi_0 | \rho | \chi_0 \rangle = |N|^2 \exp \left\{ -a^3 \left[ \frac{1}{2} (\omega + \omega^*) \chi_0^2 + (b + b^*) \chi_0 \right] \right\}
\] (3.60)
a direct calculation (see appendix B) shows that

\[
\left[ \frac{i}{2a^3} \left( \frac{\partial^2}{\partial \xi_0^2} - \frac{\partial^2}{\partial \chi_0^2} \right) \right] \langle \xi_0 | \rho | \chi_0 \rangle|_{\xi_0=\chi_0} = \frac{i}{2} \left\{ - (\omega - \omega^*) + a^3 \left( (\omega^2 - (\omega^*)^2) \chi_0^2 \right. \right.
\]
\[
+ 2 \left. \left( \omega b - \omega^* b^* \right) \chi_0 + \left( b^2 - (b^*)^2 \right) \right\} P_0,
\]
(3.61)
while

\[
\frac{\partial P_0}{\partial \chi_0} = -a^3 \left( (\omega + \omega^*) \chi_0 + (b + b^*) \right) P_0,
\] (3.62)

and so on for \( \partial^2 P_0/\partial \chi_0^2 \).

In these expressions we are to use \( b = iV'/3H \), with \( V' = V'(\chi_b) \) evaluated at the classical background, \( \chi_b \). However, we wish to express the evolution of \( P_0(\chi_0) \) in terms of \( V'(\chi_0) \), and so must expand

\[
V'(\chi_b) = V'(\chi_0) - \hat{\chi}_0 V''(\chi_0),
\] (3.63)

which amounts to shifting \( b \to b + c \hat{\chi}_0 \) with \( b = iV'(\chi_0)/3H \) implying \( c = -iV''(\chi_0)/3H \). After performing this shift, repeating the steps of appendix B allows the right-hand side of eq. (3.61) to be exchanged for \( P_0 \) and its derivatives. Unlike the case of pure noise the presence of \( b \) and \( c \) introduce terms involving one and no derivatives of \( P_0 \) into the expression for \( \partial_t P_0 \). Because \( b \) and \( c \) are pure imaginary these terms simplify considerably — cf. eq. (B.32) — to give

\[
\left( \partial_t P_0 \right)_{\text{drift}} = \frac{i}{2a^3} \left[ (2a^3b) \left( \frac{\partial P_0}{\partial \chi_0} \right) + (2a^3c) P_0 \right]
\]
\[
= \frac{V'(\chi_0)}{3H} \left( \frac{\partial P_0}{\partial \chi_0} \right) + \left( \frac{V''(\chi_0)}{3H} \right) P_0
\]
\[
= \frac{1}{3H} \frac{\partial}{\partial \chi_0} \left[ V'(\chi_0) P_0(\chi_0) \right],
\] (3.64)
as well as a modification to the second-derivative (noise) term of the form

\[
\left( \partial_t P_0 \right)_{\text{noise}} = \frac{i}{2a^3} \left( \frac{\omega - \omega^*}{\omega + \omega^*} + \frac{2c}{\omega + \omega^*} \right) \left( \frac{\partial^2 P_0}{\partial \chi_0^2} \right)
\]
\[
= \frac{i}{2} |w(a)|^2 \left( \frac{\omega - \omega^*}{3H} - \frac{2V''(\chi_0)}{3H} \right) \left( \frac{\partial^2 P_0}{\partial \chi_0^2} \right).
\] (3.65)

\[\text{JHEP03(2015)090}\]
Complete Fokker-Planck equation

We now collect the contribution of different momentum modes, as before, to get the total drift for the coarse-grained field $\chi_\Omega$. Defining, as before, the coarse-grained probability distribution,

$$\mathcal{P} \equiv \prod_k P_k,$$

and using the results of the previous subsection to express the noise term, we see that $\mathcal{P}$ satisfies the evolution equation

$$\partial_t \mathcal{P} = N_\Omega \frac{\partial^2 \mathcal{P}}{\partial \chi_\Omega^2} + D_\Omega \frac{\partial}{\partial \chi_\Omega} \left( \frac{\partial V(\chi_\Omega)}{\partial \chi_\Omega} \mathcal{P} \right),$$

(3.66)

where the drift coefficient is given by the usual expression

$$D_\Omega = \frac{1}{3H},$$

(3.67)

while the noise coefficient is modified to

$$N_\Omega = N_\Omega^{(0)} + N_\Omega^{(1)},$$

(3.68)

where

$$N_\Omega^{(0)} = \frac{H}{4\pi^2} \lim_{k \to 0} k^3 |w|^2,$$

(3.69)

is the result obtained earlier — cf. eq. (3.40) — and

$$N_\Omega^{(1)} := \frac{2V''(\chi_0)}{3H} \int \frac{d^3q}{(2\pi)^3} S_\Omega(q) |w|^2 = \frac{V''(\chi_0)}{6\pi^2H} \int dq q^2 S_\Omega(q) |w|^2.$$

(3.70)

Eqs. (3.66) through (3.69) reproduce the standard Starobinsky result including the contributions of drift,\(^8\) although most applications (see for instance [93]) neglect $N^{(1)}$ and the contributions of particle masses to $N^{(0)}$ (more about which below). It is easy to see that by limiting the integration within a region of small momenta only, say of characteristic size $|k|$, when taking $|k| \to 0$ there is a smooth limit to the zero-mode contribution we discussed in the previous subsection.

### 3.4 Mass-dependent noise

It is common in the literature to drop the term $N_\Omega^{(1)}$ and work with the massless limit for the noise, which turns out not to be a bad approximation for small masses (see figure 1). However the term $N_\Omega^{(1)}$ plays an important conceptual role in demonstrating this, as we now pause to explore. Along the way we give compact expressions for the noise as a function of mass. To this end we specialize to the case where $V''(\chi_0) = m^2$ is independent of $\chi_0$.

A naive determination of the mass-dependence of the noise term would simply use the massive mode-functions, eq. (3.12), in expression (3.69). However, this leads to a puzzle\(^8\) since our arguments rely explicitly on the Gaussian wave-functional, our derivation as presented here is insufficient to derive the Fokker-Planck equation far from the Gaussian regime, where it is also believed to hold.
because the small-$k$ and small-$m$ limits of $\mathcal{N}^{(0)}$ do not commute. To see why not notice that for $m^2 \ll H^2$ the relevant small-$k$ limit of the massive mode functions is
\[
\lim_{k \to 0} k^3 |w|^2 = \lim_{k \to 0} \frac{\pi k^3}{4a^2 H} \left( \frac{1}{\sin(\pi \nu) \Gamma(1 - \nu)} \right)^2 \left( \frac{2aH}{k} \right)^{2\nu}
\]
\[
= \frac{H^2}{2} \lim_{k \to 0} \left\{ 1 - \frac{2m^2}{3H^2} \left[ \log \left( \frac{2aH}{k} \right) + C \right] + \mathcal{O} \left( \frac{m^4}{H^4} \right) \right\},
\]
(3.71)
where the second line Taylor expands in powers of $m^2/H^2$, $C$ is a calculable constant and $\nu$ is as defined below eq. (3.11). This shows the strong sensitivity of $\mathcal{N}^{(0)}_\Omega$ to the ordering of the limits $k \to 0$ and $m^2 \to 0$, since the second line show that $\lim_{k \to 0} \lim_{m \to 0} k^3 |w|^2 = H^2/2$ while the first line shows that $\lim_{m \to 0} \lim_{k \to 0} k^3 |w|^2 = 0$. This sensitivity to the ordering of limits is reflected by the small-$k$ logarithm in the coefficients of the $m^2$ Taylor expansion,
\[
\lim_{k \to k_0} \left( \frac{\mathcal{N}^{(0)}_\Omega}{\mathcal{N}^{(0)}_\Omega} \right)_{\text{IR}} = \frac{H^3}{8\pi^2} \left( \frac{2m^2}{3H^2} \right) \left[ \log \left( \frac{k_0}{aH} \right) + \cdots \right],
\]
(3.72)
where $k_0$ is a small-$k$ regulator.

Once the term $\mathcal{N}^{(1)}_\Omega$ is included the result loses this extreme sensitivity to the ordering of limits. We can see this in the $m^2$ Taylor expansion if we evaluate this for $\mathcal{N}^{(1)}$ using a simple step window-function, $S_\Omega(q) = \Theta(q - aH)$, in which case
\[
\mathcal{N}^{(1)}_\Omega = \frac{H}{4\pi^2} \left( \frac{2m^2}{3H^2} \right) \int_{k_0}^{aH} dq q^2 |w|^2.
\]
(3.73)
To leading order in $m^2/H^2$ we may evaluate this using the massless mode function, to get
\[
\mathcal{N}^{(1)}_\Omega \approx \frac{H}{8\pi^2} \left( \frac{2m^2}{3H^2} \right) \int_{k_0}^{aH} dq \frac{q}{q} \left[ 1 + \left( \frac{q}{aH} \right)^2 \right],
\]
(3.74)
whose lower limit
\[
\left( N_{\Omega}^{(1)} \right)_{\text{IR}} = -\frac{H^3}{8\pi^2} \left( \frac{2m^2}{3H^2} \right) \left[ \log \left( \frac{k_0}{aH} \right) + \cdots \right],
\]
precisely cancels the small-\(k\) logarithm in the expansion of \(N_{\Omega}^{(0)}\).

Combining terms the full result for the noise can be compactly written
\[
\mathcal{N}_{\Omega} = \frac{H^3}{8\pi^2} \mathcal{M}(\nu),
\]
where
\[
\mathcal{M}(\nu) := \frac{|\Gamma(\nu)|^2 (3 + 2\nu)}{3\pi^{2-2\nu}} + \frac{(9 - 4\nu^2)}{12} K(\nu),
\]
and the integral
\[
K(\nu) := \pi \int_0^1 dx x^2 \left[ |H_{\nu}^{(1)}(x)|^2 - \left| \frac{1}{\sin(\pi \nu)\Gamma(1 - \nu)} \left( \frac{x}{2} \right)^{-2\nu} \right|^2 \right].
\]
\(K(\nu)\) is defined so as to have a smooth limit as \(m \to 0\) — and normalized such that \(K(\nu) \to 1\) as \(\nu \to 3/2\) — making it straightforward to integrate numerically (as is done for the plot in figure 1). As the figure shows, the dependence of the noise on particle mass is quite weak throughout the entire range \(0 \leq m \leq \frac{3}{2}H\).

4 Interactions and decoherence

We next generalize the previous section’s discussion to include interactions between the short- and long-wavelength modes. We do so within the open EFT formalism by setting up and solving the appropriate Lindblad equation for inflationary cosmology. We find the main effect of interactions is to drive off-diagonal elements of the density matrix rapidly to zero, thereby decohering the initially quantum system into a classical stochastic one whose effects are what are observed in CMB measurements.

4.1 Generalization to FRW Geometries

We start by restating the coarse-grained Lindblad equation of section 2, which reads
\[
\frac{\partial \rho_A}{\partial t} = aH \frac{\partial \rho_A}{\partial a} = i \left[ \rho_A, A_j \right] \langle B^j \rangle_a - \frac{1}{2} W^{jk} \left[ A_j A_k \rho_A + \rho_A A_j A_k - 2A_k \rho_A A_j \right],
\]
to second order in \(\tau_c/\tau_p\). For curved-space applications we notice that there can be metric dependence hidden in this expression, such as if — for local interactions — the implied sum in contractions like \(A_i B^i\) include an integration over space. For interactions that transform as Lorentz scalars the sum then contains a factor of the 3-metric’s volume element, as in
\[
A_i(t) B^i(t) = a^3(t) \int d^3x \, A_a(x,t) B^a(x,t),
\]
where \(a, b\) are ordinary indices that run over a finite range. If \(A_a\) and \(B^a\) should instead be tensors there are also powers of \(a\) coming from contraction of spatial indices: e.g.
\[ A_\mu B^\mu = -A_t B_t + \delta^{bc} A_b B_c / a^2. \] But the rapid growth of \( a \) inexorably red-shifts away these alternative sources of \( a \), leading again to the \( a \)-dependence of eq. (4.2).

Eq. (4.1) is the equation whose solution we seek. To this end we first dispense with the first term on its right-hand side. Recall that we work in the interaction picture for which operators evolve under the influence of the terms \( H_A + H_B \) while states involve under the influence of \( V \). Since the term linear in \( V \) in eq. (4.1) can be regarded as a mean-field modification of \( H_A \),

\[ H_A := H_A + A_i \langle B_i \rangle, \]  

(4.3)

it is useful to regard it as a part of \( H_A \) for the purposes of defining the interaction representation. Once this is done the linear term drops from the right-hand side of eq. (4.1), and we track only the second-order term in the evolution of the redefined \( \rho_A \).

### 4.2 Solutions

After the redefinition of interaction representation just described, the time-evolution of \( \rho_A \) to be solved becomes

\[ \frac{\partial \rho_A}{\partial t} = a H \frac{\partial \rho_A}{\partial a} = -\frac{1}{2} W^{jk} \left[ A_j A_k \rho_A + \rho_A A_j A_k - 2 A_k \rho_A A_j \right], \]  

(4.4)

where the time-dependence of the operators in \( A_i \) are now to be evaluated using \( \bar{H}_A \) rather than \( H_A \).

Although red-shifting quickly forces all spatial derivatives to zero in \( H \), in general the operators \( A_i \) can involve both the fields and their canonical momenta:

\[ A_i = A_i (\chi, \Pi). \]  

(4.5)

However because the fields evolve with time according to \( H_A \) (or \( \bar{H}_A \)) they experience the expansion of the background geometry and in particular, for weakly interacting fields, their modes become squeezed in the standard way \[67, \, 68\]. But this squeezing drives the canonical momenta to zero, so after a few Hubble times eq. (4.5) is instead well-approximated by

\[ A_i \simeq A_i (\chi, 0). \]  

(4.6)

This is an enormous simplification because it implies that all of the operators \( A_i (x, t) \) commute with one another at equal times, because they are all diagonal in the field basis,

\[ A_i |\chi\rangle = \alpha_i (\chi) |\chi\rangle. \]  

(4.7)

Because of this eq. (4.4) is most easily integrated by taking its matrix elements in the field basis, for which the operators \( A_i (x, t) \) are diagonal. Denoting in this basis

\[ \rho_t [\chi, \tilde{\chi}] = i (\chi |\rho_A |\tilde{\chi}\rangle), \]  

(4.8)

and using the interaction-picture evolution \( \partial_t |\chi\rangle_t = i \bar{H}_A |\chi\rangle_t \), we find

\[ \frac{\partial \rho_t}{\partial t} [\chi, \tilde{\chi}] = (\partial_t (\chi |\rho_A |\tilde{\chi}\rangle) + \langle \chi |\partial_t \rho_A |\tilde{\chi}\rangle) + \langle \chi |\partial_t (\chi |\rho_A |\tilde{\chi}\rangle) \]

\[ = \langle \chi |\partial_t \rho_A |\tilde{\chi}\rangle + i \langle \chi |[\rho_A, \bar{H}_A] |\tilde{\chi}\rangle \]

\[ = \left( \frac{\partial \rho_t}{\partial t} \right)_0 + \langle \chi |\partial_t \rho_A |\tilde{\chi}\rangle. \]  

(4.9)
We roll the terms involving $\mathcal{H}_A$ into the first term because we are most interested in the difference in evolution due to the terms in eq. (4.4). In particular, because the $\mathcal{H}_A$ terms describe Hamiltonian evolution they cannot generate a mixed state from one which is initially pure, unlike the terms coming from eq. (4.4), whose decoherence effects we wish to follow.

Using eq. (4.4) to evaluate the matrix elements of $\partial_t \rho_A$ we find

$$\frac{\partial \rho_A}{\partial t} = \left( \frac{\partial \rho_A}{\partial t} \right)_0 - \rho_A \left[ \alpha_i - \tilde{\alpha}_i \right] \left[ \alpha_j - \tilde{\alpha}_j \right] W^{ij}(t),$$

(4.10)

where $\alpha_i = \alpha_i(\chi)$ and $\tilde{\alpha}_i = \alpha(\tilde{\chi})$ are the eigenvalues defined in eq. (4.7). The general solution is easily given, in the form

$$\rho_t[\chi, \tilde{\chi}] = \rho_0^t[\chi, \tilde{\chi}] e^{-\Gamma},$$

(4.11)

where $\rho_0^t$ is the pure-state result obtained using only $\mathcal{H}_A$ and

$$\Gamma = \int_{t_0}^t dt' \left[ \alpha_i - \tilde{\alpha}_i \right] \left[ \alpha_j - \tilde{\alpha}_j \right] W^{ij}(t').$$

(4.12)

This shows how terms involving the fluctuations $W^{ij}$ cause the reduced density matrix to take the form of a classical Gaussian distribution in the $\chi$ basis, whose time-dependent width is controlled by the local autocorrelation function $W^{ij}$. Provided this width shrinks in time, at late times the system evolves towards a diagonal density matrix (in the $|\chi\rangle$ basis), with diagonal probabilities that are set purely by the $\mathcal{H}_A$ evolution,

$$P_t[\chi] \equiv \rho_t[\chi, \chi] = \rho_0^t[\chi, \chi] = \left| \Psi_0^t[\chi] \right|^2,$$

(4.13)

where $\Psi_0^t[\alpha]$ is the wave-functional for the initial pure state, whose evolution is as given in the free-field evolution of section 3.

We see the effect of the quadratic terms in eq. (4.4) is to decohere the initial state into the classical stochastic ensemble for the field variables, $\{\chi\}$, just as is usually assumed when analyzing CMB observables in terms of inflationary fluctuations at horizon re-entry. What ultimately makes the field basis special in this regard is the squeezing of super-Hubble modes, which acts to drive to zero all canonical momenta in the interactions contained in $V$. The environment on whose ignorance this decoherence relies consists of all of those sub-Hubble modes of the field within the many Hubble volumes with which the super-Hubble modes of interest overlap.

4.3 Decoherence Rates

Attractive as the above picture is, it leaves two questions open. One of these asks what the time-dependence is of the gaussian in $\Gamma$. Implicit in the decoherence story is the assumption that its variance shrinks with time, rather than grows. Even should this be true a second question arises: do 50–60 e-folding furnish enough time to decohere initially quantum fluctuations between horizon exit and subsequent re-entry? Does a sufficiently strong decoherence rate provide any constraint on the interactions of a putative inflaton?
This section addresses these issues, arguing that the gaussian variance indeed shrinks (rather than grows) over Hubble time-scales under very broad assumptions about the structure of the interactions. It further argues that this shrinking is very fast, being essentially complete in just a few Hubble times even for the gravitational strength interactions that any primordial fluctuation source must have.

The argument proceeds largely on dimensional grounds. For simplicity we assume \( V \) has the form of eq. (2.3), where \( B^i \) is a local operator having engineering dimension (mass)\(^d\),

\[
V(t) = A_i(t) B^i(t) = \int d^3x \, a^3(t) A_a(x, t) B^a(x, t) ,
\]

and so the evolution equation, eq. (4.4), becomes

\[
\frac{\partial \rho_A}{\partial t} = -\frac{1}{2} \int d^3x \, d^3x' \, a^6(t) \mathcal{W}^{ab}(x, x', t) \times \left[ A_a(x) A_b(x') \rho_A + \rho_A A_a(x) A_b(x') - 2 A_a(x') \rho_A A_a(x) \right] ,
\]

where

\[
\mathcal{W}^{ab}(x, x', t) = c^{ab} \left[ a(t) s(x, x') \Lambda^2(t) \right] \Lambda^{2d-1}(t) ,
\]

In eq. (4.15) it is the delta-correlation of eq. (4.16) that ensures that operators like \( A_a(x, t) \) are all evaluated at the same time, but even this time-dependence becomes trivial after a few Hubble times in the extra-Hubble regime due to the squeezing of the states, eq. (4.6).

The locality assumption is a natural one, and makes the time-dependence easier to track. But because our conclusions are essentially dimensional we believe they apply more generally than this. On dimensional grounds the factor \( A_i \) then has dimension (mass)\(^{4-d}\). With these assumptions the function \( \mathcal{W}^{ab}(x, x', t) \) defined by eq. (4.16) then has dimension (mass)\(^{2d-1}\). As an example, a gravitational-strength interaction between a field \( \chi \) and sector \( B \) could have the form \( \chi B / M_p \), for some operator \( B \). If \( \chi \) is a canonically normalized field having mass dimension one then \( B \) has dimension (mass)\(^4\), as appropriate for a stress-energy density (say), and \( \mathcal{W}(x, x', t) \) would have dimension (mass)\(^7\).

Suppose now that the physics of sector \( B \) is characterized by a single mass scale, \( \Lambda(t) \), which can be slowly evolving with time as the universe expands. This would be true in particular for a trace over sub-Hubble modes in the usual Bunch-Davies style vacuum. For instance, for massless modes \( \Lambda(t) \) might be given by the Hubble scale itself, \( H \). Alternatively it might be described by the temperature, \( T(t) \), if \( B \) were described by a simple thermal state. For simplicity suppose also that \( \mathcal{W}^{ab} \) is a function only of the proper distance, \( s(x, x') = a(t) s(x, x') \), between the spatial points \( x \) and \( x' \) (as is often the case, such as for homogeneous systems). On dimensional grounds we then have

\[
\mathcal{W}^{ab}(x, x', t) = c^{ab} [ a(t) s(x, x') \Lambda(t) ] \Lambda^{2d-1}(t) ,
\]

where \( c^{ab} \) are calculable dimensionless real functions. For a broad class of stable environments we can take \( c^{ab} \geq 0 \) to be positive definite.
Using these expressions we find that eq. (4.15) becomes
\[
\frac{\partial \rho_A}{\partial t} = -\frac{1}{2} \int d^3x d^3x' a^b(t) c^{ab} [\sigma(x,x') \Lambda] \Lambda^{2d-1}(t) \left[ A_a(x), \left[ A_b(x'), \rho_A \right] \right]
\]
\[
= -\frac{1}{2} \int d^3x d^3u a^3(t) c^{ab}[u] \Lambda^{2d-4}(t) \left[ A_a(x), \left[ A_b(x,u), \rho_A \right] \right], \tag{4.18}
\]
where the second line changes integration variables from $x'$ to $u = \sigma(x,x') \Lambda$. With these choices the gaussian argument, $\Gamma$, of eq. (4.12) is then
\[
\Gamma \sim \int d^3x d^3u c^{ab}(u) \int_{t_0}^t dt' a^3(t') \Lambda^{2d-4}(t') [\alpha_a(x) - \tilde{\alpha}_a(x)] [\alpha_b(x,u) - \tilde{\alpha}_b(x,u)]. \tag{4.19}
\]
The combination $e^{-\Gamma}$ has the form of a Gaussian functional of $\alpha_i(x) - \tilde{\alpha}_i(x)$, which when evaluated for a configuration that takes the value $\alpha_0$ extending over a physical volume of order $a^3(t) L^3$ is
\[
e^{-\Gamma} \sim \exp \left[ -\frac{L^3(\alpha_0 - \tilde{\alpha}_0)^2}{\sigma^2(t)} \right], \tag{4.20}
\]
with a width, $\sigma(t)$, that evolves in time according to
\[
\frac{1}{\sigma^2} \sim \int_{t_0}^t dt' \Lambda^{2d-4}(t') a^3(t') = \int_{a_0}^a \frac{\dot{a}^2 \dot{\hat{a}}}{H(\hat{a})} \Lambda^{2d-4}(\hat{a}). \tag{4.21}
\]

In the present instance, for effectively massless modes ($m \ll H$) coherent over a Hubble volume we expect $\Lambda \sim H$, so $\Lambda$ evolves with time as does $H$ (and so is nearly time-independent during an inflationary epoch). In this case the Gaussian density matrix acquires the time evolution
\[
\frac{1}{\sigma^2} \sim \int_{a_0}^a \frac{\dot{a}^2 \dot{\hat{a}}}{H(\hat{a})} \Lambda^{2d-4}(\hat{a}) \sim \left( \frac{\Lambda_0^{2d-4}}{H} \right) a^3, \tag{4.22}
\]
which clearly grows exponentially like the volume, $a^3 \sim e^{3Ht}$, during a near-de Sitter inflationary epoch. This shows that the width of the gaussian distribution shrinks exponentially rapidly in cosmic time during inflation, regardless of the precise dimension of the interactions appearing in $V$. What is important is that the scale $\Lambda$ be approximately independent of time, as it would be if it were set by $H$ (or a more microscopic mass scale).

Knowledge of the time-dependence of $\sigma$ allows an estimate of whether sufficient time passes after horizon exit to decohere the modes of interest for CMB observations. To this end we take for the massless super-Hubble sector-$A$ field the dimensional estimate $\alpha - \tilde{\alpha} \simeq H^{1-d}$ and $L^3 \sim H^{-3}$ to find
\[
\frac{L^3(\alpha - \tilde{\alpha})^2}{\sigma^2} \sim \left( \frac{\Lambda_0}{H} \right)^{2d-4} a^3. \tag{4.23}
\]
Adequate decoherence requires $L^3(\alpha - \tilde{\alpha})^2/\sigma^2 \gg 1$, and so we see that it is very quickly more than adequate on very general grounds, with only a logarithmic sensitivity to the ratio $\Lambda_0/H$. 
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5 Summary and other possible applications

Our goal in this paper was to apply the systematic tools of effective field theory to super-Hubble physics in accelerating cosmologies. It has been a long-standing puzzle how to integrate long-distance cosmology into an EFT framework. We believe that this search has been difficult because what is usually sought is an effective lagrangian rather than just an effective field theory description.

5.1 Summary of the argument

We argue here (and in [72]) that in general an effective lagrangian description is inappropriate when EFT techniques are applied to open systems (for which the degrees of freedom integrated out are able to exchange information with those being explicitly followed). The effective description of particles moving through a fluid (such as photons through macroscopic media or neutrinos moving through the Sun [78, 94]) provide examples of this type, and a lagrangian description can fail because such systems can decohere, with pure states evolving to mixed states.

For open systems there is an analog for the simplifications that usually arise in the low-energy limit of traditional effective field theories. The corresponding simplifications arise instead in the long-time limit, for which interaction time-scales, $\tau_p$, are long compared with the correlation times, $\tau_c$, of the interactions with the environment. In this case time evolution can be computed perturbatively in powers of $\tau_c/\tau_p$, leading to a Lindblad equation for the evolution of a reduced density matrix. This equation can also usually be integrated to infer reliably the long-time evolution over scales $t \gg \tau_p$.

We argue here that the Lindblad equation is the correct language for describing the EFT of super-Hubble modes, since modes continually move from inside to outside the Hubble scale. In this case the environment consists of sub-Hubble modes, whose correlation time is the Hubble time, $\tau_c \sim H^{-1}$. The hierarchy of scale on which simplifications rely is obtained by focussing on evolution that takes place on much longer times, $H\tau_p \gg 1$.

We set up the Lindblad formalism for super-Hubble modes and use it to evolve the reduced density matrix for these modes. This evolution is most easily tracked in a basis of field eigenstates because the state-squeezing of super-Hubble modes drives their canonical momenta to zero, thereby ensuring that the field basis always diagonalizes the super-Hubble/sub-Hubble interactions. In this basis we find that off-diagonal matrix elements of the reduced density matrix are robustly driven to zero over a few Hubble times, ensuring that initially quantum fluctuations decohere while frozen outside the Hubble scale, and that they re-enter as classical in the field basis at later epochs (as is assumed when analyzing their implications for CMB observations).

For weak interactions the diagonal elements of the reduced density matrix are well-described by their free evolution in the presence of the gravitational background. In this limit the Lindblad equation reduces to the usual Liouville equation, and we show that this implies the diagonal matrix elements evolve according to the standard Fokker-Planck equation of Starobinsky’s stochastic formulation of inflation. Taken together, these results for diagonal and off-diagonal elements provide a systematic derivation of stochastic inflation.
as the leading part of the super-Hubble EFT (a result which will not surprise cosmologists, least of all Starobinsky).

There are several novelties in our derivation. In particular: (i) we show that decoherence occurs very quickly, even for interactions of gravitational strength; (ii) we provide the framework to derive the deviations from the leading stochastic behaviour (which is often where EFT methods really come into their own); and (iii) we show (as do standard treatments) why the stochastic noise is generated as successive modes leave the Hubble scale and freeze, but do so in a way that allows one to see why the result is independent of the details of the window function used to distinguish super- from sub-Hubble wavelengths.

5.2 Future directions: IR resummations, secular behaviour and black holes

We believe open EFTs can be very useful in repurposing the powerful tools of EFTs to cases where information gets exchanged between a system and its environment. In particular it potentially provides a more robust statement of the precise domain of validity of standard calculations.

Late-time resummations

Because the stochastic picture governs the long-distance and late-time behaviour, it provides the natural language in which to cast the resummation of IR divergences in de Sitter (and near-de Sitter) space [82], and the associated late-time secular evolution. We intend to explore this connection in more detail in future work.

In particular, an important part of our derivation of the Fokker-Planck equation is the Gaussian ansatz for the quantum state of the quantum field of interest, and important use was also made (as is also true for standard derivations) of free-field correlation functions when deriving the noise term in the Langevin equation for long-wavelength modes. Because of this our derivation is unable to directly verify the validity of Starobinsky’s use [49–54] of this equation in the late-time limit to yield very non-gaussian probability distributions. Such a derivation would require a late-time resummation of accumulating IR effects — akin to the dynamical renormalization group used in refs. [47, 48] — and we hope in future to better understand the role of Gaussianity in the late-time validity of the stochastic framework.

Potential relevance to black holes

Black holes provide another example where the Open EFT language is likely to be useful for understanding gravitational systems. In this case the system of interest is outside the black hole, and the environment is inside. And again information is exchanged between these two systems. What is useful about recognizing these as open EFTs (rather than just garden-variety low-energy EFTs) is that this identifies that there are more conditions underlying the validity of approximations beyond the standard assumptions of low energy and small curvatures. In particular, in addition to these the validity of the Lindblad equation relies on the two conditions given in section 2.1.

Of particular interest in the case of black holes is condition 2, which states that the environment (i.e. the black hole) remain unperturbed by the evolution of the external
system. Unlike the usual low-energy, small-curvature conditions, this assumption breaks
down near the Page time, once appreciable information begins to escape the black hole,
even in regions far from the curvature singularity.

We believe that the proper EFT formulation for the standard calculations of quantum
black-hole behaviour is likely to rely on the Lindblad equation, and so its breakdown near
the Page time is likely to be a useful point of departure for understanding the counter-
intuitive puzzles to do with black-hole information loss. At the very least it is likely to
provide an understanding of why standard calculations start to break down, even in regimes
where curvatures remain small.

Now that we have a new hammer, let’s go find all those nails . . .
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A Solving for time dependence

This appendix solves the time-evolution equations to obtain explicit expressions for the
quantity $\omega$. For convenience we first repeat the equations to be solved, eqs. (3.9) and
(3.10) of the main text:

$$\dot{\omega} + 3H\omega = -i\omega^2 + iM^2,$$

and

$$\dot{N} = -i\omega N,$$

where

$$M^2 = \frac{k^2}{a^2} + m^2,$$

inherits its $t$-dependence from $a$. 
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The case of constant $M$

We first integrate these equations in the case where $a$ (and so also $M$) is constant.

**Static solution**

We define the static solution to be the one for which $\omega$ is constant in time. In this case inspection of eq. (A.1) reveals the static solution to be

$$ \omega(t) = \pm M, \quad (A.4) $$

which is real in the usual harmonic oscillator case, for which $M^2 > 0$. In this section we also entertain the case of the inverted oscillator, $M^2 < 0$, for which the static solution is imaginary. This time-dependent solution is the energy eigenstate (and when $M^2 > 0$ is in particular the ground state when $\omega = +M > 0$).

**Time-dependent solutions**

We can also integrate the more general case, corresponding to situations where the initial state is not prepared in the vacuum. When $M$ is time-independent eq. (3.9) can be solved using the elementary integral

$$ \int \frac{dx}{b^2 - x^2} = \frac{1}{b} \tanh^{-1}\left(\frac{x}{b}\right), \quad (A.5) $$

leading to the solution (for approximately constant $M$),

\[
\omega(t) = M \tanh\left[iM(t - t_0) + \beta\right] = M \left\{ \frac{\tanh[iM(t - t_0)] + \tanh \beta}{1 + \tanh[iM(t - t_0)] \tanh \beta} \right\} = \frac{\omega_0 + iM \tan[M(t - t_0)]}{1 + i(\omega_0/M) \tan[M(t - t_0)]}, \quad (A.6)
\]

where $M \tanh \beta := \omega(t = t_0) := \omega_0$ (which requires $|\omega_0| \leq |M|$ if $\beta$ is real). The real and imaginary parts of this expression are

\[
\text{Re} \omega(s) = \omega_0 \left\{ \frac{1 + \tan^2[M(t - t_0)]}{1 + (\omega_0/M)^2 \tan^2[M(t - t_0)]} \right\} = \frac{\omega_0}{\cos^2[M(t - t_0)] + (\omega_0/M)^2 \sin^2[M(t - t_0)]}, \quad (A.7)
\]

and

\[
\text{Im} \omega(s) = M \left\{ \frac{1 - (\omega_0/M)^2 \tan[M(t - t_0)]}{1 + (\omega_0/M)^2 \tan^2[M(t - t_0)]} \right\},
\]

where it is assumed that $\omega_0$ and $M$ are real. Notice the real part remains positive if it is initially positive, and that $\omega$ is time-independent if $\omega_0 = M$ (which is the case of an adiabatic vacuum). For later use what is useful is the ratio of imaginary and real parts, which has the simple oscillatory form

\[
\frac{\omega - \omega^*}{\omega + \omega^*} = \frac{i}{2} \left( \frac{M}{\omega_0} - \frac{\omega_0}{M} \right) \sin[2M(t - t_0)]. \quad (A.8)
\]
The inverted oscillator

The above way of writing the solution is most useful when \( M \) is real, but although \( M^2 \) must be real we are also interested in the case where it is negative: \( M^2 = -\mu^2 < 0 \), and so \( M = i \mu \). In this case the above formulae are more usefully written

\[
\omega(t) = \frac{\omega_0 - i \mu \tanh[\mu (t-t_0)]}{1 + i (\omega_0/\mu) \tanh[\mu (t-t_0)]},
\]

(A.9)

whose real and imaginary parts are

\[
\text{Re} \omega(s) = \omega_0 \left\{ \frac{1 - \tanh^2[\mu (t-t_0)]}{1 + (\omega_0/\mu)^2 \tanh^2[\mu (t-t_0)]} \right\}
\]

\[
= \frac{\omega_0}{\cosh^2[\mu (t-t_0)] + (\omega_0/\mu)^2 \sinh^2[\mu (t-t_0)]}
\]

and

\[
\text{Im} \omega(t) = -\mu \left\{ \frac{1 + (\omega_0/\mu)^2 \tanh[\mu (t-t_0)]}{1 + (\omega_0/\mu)^2 \tanh^2[\mu (t-t_0)]} \right\},
\]

(A.10)

where it is again assumed that \( \omega_0 \) is real. These are no longer oscillatory (though the real part remains positive). In the late-time limit, \( \mu (t-t_0) \to \infty \), they asymptote to

\[
\text{Re} \omega(t) \to \left[ \frac{4\omega_0}{1 + (\omega_0/\mu)^2} \right] e^{-2\mu (t-t_0)} \to 0,
\]

(A.11)

and

\[
\text{Im} \omega(t) \to -\mu \left[ 1 + \mathcal{O}(e^{-\mu (t-t_0)}) \right],
\]

(A.12)

corresponding to the static solution, \( \omega = -i \mu \). (No static solution is possible if \( \omega_0 \) is real.) The transition from real to imaginary \( \omega \) corresponds to the change-over from a wavefunction localized about zero to a delocalized state whose wavefunction is pure phase.

In this asymptotic solution we have

\[
\frac{\omega - \omega^*}{\omega + \omega^*} = -\frac{i}{4} \left( \frac{\omega_0}{\mu} + \frac{\mu}{\omega_0} \right) e^{+2\mu (t-t_0)},
\]

(A.13)

which grows without bound, starting from a place that is invariant under \( \omega_0 \to \mu^2/\omega_0 \).

**Time-varying \( M \)**

We now turn to the general case where \( a \) varies in time, so that the quantity \( M \) becomes a function of time. We start by integrating (A.1).

**Static solutions**

In this situation the static solutions (i.e. those satisfying \( \dot{\omega} = 0 \)) satisfy

\[
i \omega^2 + 3H \omega - iM^2 = 0,
\]

(A.14)

which has as roots

\[
\omega_{\pm} = \frac{1}{2} \left( 3iH \pm \sqrt{4M^2 - 9H^2} \right),
\]

(A.15)

and so \( \omega_{\pm} \to \pm M \) for \( M \gg H \), and \( \omega_+ \to 3iH \) and \( \omega_- \to \mathcal{O}(iM^2/H) \) for \( M \ll H \). Notice these are both imaginary and their imaginary parts have the same sign (provided \( M^2 > 0 \)).
Time-dependent solutions

To solve more generally change variables from $t$ to $a$ using $\dot{\omega} = aH \omega'$, where $y' := dy/da$, and define the new variable $v = -i\omega/aH$ to put (A.1) into Riccati form

$$v' = v^2 - \frac{4v}{a} + \frac{M^2}{a^2H^2}. \quad (A.16)$$

This can be made into a linear second-order equation through the change of variables $v = -\frac{w'}{w}$, giving

$$a^2w'' + 4aw' + \left(\frac{M^2}{H^2}\right)w = a^2w'' + 4aw' + \left[\left(\frac{k}{aH}\right)^2 + \frac{m^2}{H^2}\right]w = 0. \quad (A.17)$$

In fact, this is not just any old linear equation, this is the Klein-Gordon equation on de Sitter space, $ds^2 = -dt^2 + e^{2Ht}dx^2$, after making the mode-function substitution,

$$\varphi(x,t) = \frac{w(t)}{L^{3/2}} e^{ikx}, \quad (A.18)$$

where we normalize to a box with co-moving size $L$. Then

$$0 = -\frac{1}{\sqrt{-g}} \partial_{\mu} \left(\sqrt{-g} g^{\mu\nu} \partial_{\nu} \varphi\right) + m^2 \varphi = \frac{1}{L^{3/2}} \left(\dot{\varphi} + 3H \varphi + M^2 \varphi\right) e^{ikx} = \frac{1}{L^{3/2}} \left[H^2 (a^2w'' + 4aw') + M^2w\right] e^{ikx}. \quad (A.19)$$

Because of this, spacetime integration of $\sqrt{-g} \left(\varphi^* \Box \varphi - \varphi \Box \varphi^*\right) = 0$ shows that the Wronskian,

$$W(w, w) := \frac{1}{L^3} \int_{\Sigma_t} d^3x \sqrt{-g} n^\mu \left(w^* \partial_\mu w - w \partial_\mu w^*\right) = a^3(t) \left(w^* \dot{w} - w \ddot{w}\right) , \quad (A.20)$$

is independent of the particular time-slice, $\Sigma_t$ (with unit normal $n^\mu = \delta^\mu_t$), along which the integral is performed. Consequently its value can be chosen to satisfy the mode-normalization condition, $W(w, w) = i$, at all times.

Eq. (A.17) is recognized as a Bessel equation after the change of variable,

$$w(x) := x^{3/2} y(x), \quad (A.21)$$

with $x := k/aH$, since then

$$x^2 \frac{d^2y}{dx^2} + x \frac{dy}{dx} + \left(x^2 - \nu^2\right)y = 0, \quad (A.22)$$

with

$$\nu^2 = \frac{9}{4} - \frac{m^2}{H^2}. \quad (A.23)$$

The boundary condition for the remote past is to take the quasi-static solution there, so $\omega \approx M \to (k/a)$ as $a \to 0$. Consequently $v = -ik/a^2H$ for small $a$ and so

$$w \to w_0 \exp \left(-\frac{ik}{aH}\right) = w_0 e^{-ix} \quad \text{(as } a \to 0 \text{ or } x \to \infty). \quad (A.24)$$
This picks out the Hankel functions, \( y = H_\nu(x) := H_\nu^{(2)}(x) \), as the appropriate solution, since
\[
H_\nu^{(2)}(x) \simeq \sqrt{\frac{2}{\pi x}} e^{-i(x - \frac{\nu\pi}{2} - \frac{\pi}{4})},
\]
in the large-\(x\) limit. We find \( w(x) \propto x^{3/2} H_\nu(x) \) and so
\[
\omega(a) = i H\left[\frac{3}{2} + x \frac{d}{dx} \ln H_\nu\right]_{x=k/aH}.
\]

At late times \( a \to \infty \) and so \( x \to 0 \), the Hankel function has the limiting form
\[
H_\nu(x) \propto J_{-\nu}(x) - e^{i\pi\nu} J_\nu(x)
\]
\[
\to \left(\frac{x}{2}\right)^{-\nu} \sum_{n=0}^{\infty} \frac{(-1)^n}{n! \Gamma(n - \nu + 1)} \left(\frac{x}{2}\right)^{2n}
\]
\[
- e^{i\pi\nu} \left(\frac{x}{2}\right)^{\nu} \sum_{n=0}^{\infty} \frac{(-1)^n}{n! \Gamma(n + \nu + 1)} \left(\frac{x}{2}\right)^{2n}
\]
and so
\[
\omega \to i H\left\{\frac{3}{2} - \nu \left[\left(1 + \frac{x^2}{2(1 - \nu)} + \cdots\right) - 2i \sin(\pi\nu) \frac{\Gamma(-\nu)}{\Gamma(\nu)} \left(\frac{x}{2}\right)^{2\nu} \left(1 + \cdots\right)\right]\right\}_{x=k/aH},
\]
as \( a \to \infty \) or \( x \to 0 \).

The real part of the bracket comes from the subdominant terms in each Bessel function in the small-\(x\) limit, while the imaginary part comes from the ‘other’ Bessel function, leading to the following small-\(x\) limits:
\[
\text{Re} \omega \simeq 2H \sin(\pi\nu) \frac{\Gamma(-\nu)}{\Gamma(\nu)} \left(\frac{x}{2}\right)^{2\nu} + \cdots,
\]
and
\[
\text{Im} \omega \simeq H \left[\left(\frac{3}{2} - \nu\right) - \frac{x^2}{2(1 - \nu)} + \cdots\right].
\]

In the special case of negligible mass, \( m^2 \to 0 \), we have \( \nu \to \frac{3}{2} \) and the above asymptotic form simplifies to
\[
\omega \to i H\left\{\frac{3}{2} - \frac{3}{2} \left[\left(1 - \frac{2}{3} x^2 + \cdots\right) + \frac{2i}{3} x^3 \left(1 + \cdots\right)\right]\right\}_{x=k/aH}
\]
\[
= i H\left[\left(x^2 + \cdots\right) - i \left(x^3 + \cdots\right)\right]_{x=k/aH},
\]
which can be compared directly with the relevant Hankel function, \( H_{3/2}(x) \), which has a simple closed-form expression,
\[
H_{3/2}(x) \propto \frac{1}{\sqrt{x}} \left(1 - \frac{i}{x}\right) e^{-ix},
\]
and so \( w(x) \) reduces to the very simple expression
\[
w(x) \propto x^{3/2} H_{3/2}(x) \propto (x - i) e^{-ix},
\]
which gives
\[
\omega = iH \left( \frac{x^2}{1 + ix} \right)_{x = k/aH} = \left[ \frac{Hx^2(i + x)}{1 + x^2} \right]_{x = k/aH}.
\]
In particular, in the massless case we have the result
\[
i \left( \frac{\omega - \omega^*}{\omega + \omega^*} \right)_{x = k/aH} = - \left( \frac{aH}{k} \right),
\]
for all \( x \).

**B Gaussian facts**

Consider the general gaussian wavefunction
\[
\Psi[\phi] = N \exp \left[ -A \phi^* \phi + B \phi + B^* \phi^* \right],
\]
which satisfies
\[
\langle \Phi \rangle = N^2 \int_{-\infty}^{\infty} d\phi^* d\phi \exp \left[ -(A + A^*) \phi^* \phi + (B + B^*) \phi + (B^* + B) \phi^* \right]
\]
\[
= N^2 \int_{-\infty}^{\infty} d\phi^* d\phi (u + \hat{\phi}) \exp \left[ -(A + A^*) (u + \hat{\phi})^*(u + \hat{\phi}) \right]
\]
\[
+ (B + B^*) (u + \hat{\phi}) + (B^* + B) (u + \hat{\phi})^* \right]
\]
\[
= u + N^2 \int_{-\infty}^{\infty} d\phi^* d\phi \exp \left[ -(A + A^*) \phi^* \phi + \left[ -(A + A^*) u^* + B + B^* \right] \phi \right]
\]
\[
+ \left[ -(A + A^*) u + B^* + B \right] \phi^* + \left[ -(A + A^*) u^* u + (B + B^*) u + (B^* + B) u^* \right] \right\}
\]
\[
= u
\]
where the last equality holds because of the antisymmetry of the integrand under \( \hat{\phi} \to -\hat{\phi} \), if we choose
\[
u = \frac{B^* + B}{A + A^*}.
\]

The corresponding density matrix is
\[
R(\psi, \phi) := \langle \psi | \rho | \phi \rangle = \Psi[\psi] \Psi^*[\phi]
\]
\[
= N^2 \exp \left[ -A \psi^* \psi - A^* \phi^* \phi + B \psi + B^* \phi + B^* \phi + B \psi^* \right].
\]

The derivatives are
\[
\frac{\partial R}{\partial \psi^*} = \left( -A \psi + B \right) R \quad \text{and} \quad \frac{\partial R}{\partial \phi^*} = \left( -A^* \phi + B^* \right) R.
\]
and so
\[
\frac{\partial^2 R}{\partial \psi \partial \psi^*} = \left[ -A + \left( -A \psi + \bar{B} \right) \left( -A \psi^* + B \right) \right] R
\]
\[
= \left[ A^2 \psi^* \psi - A B \psi - A \bar{B} \psi^* + \left( B \bar{B} - A \right) \right] R, \tag{B.6}
\]
and
\[
\frac{\partial^2 R}{\partial \phi \partial \phi^*} = \left[ -A^* + \left( -A^* \phi + \bar{B}^* \right) \left( -A^* \phi^* + B^* \right) \right] R
\]
\[
= \left[ (A^*)^2 \phi \phi^* - A^* B^* \phi - A^* \bar{B}^* \phi^* + \left( B^* \bar{B}^* - A^* \right) \right] R, \tag{B.7}
\]
Using these definitions we have
\[
\left( \frac{\partial^2 R}{\partial \psi \partial \psi^*} - \frac{\partial^2 R}{\partial \phi \partial \phi^*} \right)_{\psi=\phi} = \left\{ \left[ A^2 - (A^*)^2 \right] \phi \phi^* - (A - A^*) \right\} R,
\]
where
\[
\mathcal{R}[\phi] := R[\phi, \phi] = \langle \phi | \phi \rangle = N^2 \exp \left[ -(A + A^*) \phi \phi^* + (\bar{B} + B^*) \phi + (\bar{B} + B^*) \phi^* \right]. \tag{B.9}
\]
We next would like to re-express eq. (B.8) in terms of derivatives of \( \mathcal{R} \), using
\[
\frac{\partial \mathcal{R}}{\partial \phi^*} = \left[ -(A + A^*) \phi + (\bar{B} + B^*) \right] \mathcal{R}, \tag{B.10}
\]
and
\[
\frac{\partial^2 \mathcal{R}}{\partial \phi \partial \phi^*} = \left\{ -(A + A^*) + \left[ -(A + A^*) \phi + (\bar{B} + B^*) \right] \left[ -(A + A^*) \phi^* + (B + B^*) \right] \right\} \mathcal{R}
\]
\[
= \left\{ \left[ (A + A^*)^2 \phi \phi^* - (A + A^*) \right] - (A + A^*) (B + B^*) \phi
\]
\[
- (A + A^*) (\bar{B} + B^*) \phi^* + (B + B^*) (\bar{B} + B^*) \right\} \mathcal{R}. \tag{B.11}
\]
Noticing the identity
\[
\left[ A^2 - (A^*)^2 \right] \phi \phi^* - (A - A^*) = \left( \frac{A - A^*}{A + A^*} \right) \left[ (A + A^*)^2 \phi \phi^* - (A + A^*) \right], \tag{B.12}
\]
we find
\[
\left( \frac{\partial^2 R}{\partial \psi \partial \psi^*} - \frac{\partial^2 R}{\partial \phi \partial \phi^*} \right)_{\psi=\phi} = \left( \frac{A - A^*}{A + A^*} \right) \frac{\partial^2 \mathcal{R}}{\partial \phi \partial \phi^*}
\]
\[
+ \left( \frac{A^* B - A B^*}{A + A^*} \right) \frac{\partial \mathcal{R}}{\partial \phi^*} + \left( \frac{A^* \bar{B} - A \bar{B}^*}{A + A^*} \right) \frac{\partial \mathcal{R}}{\partial \phi}. \tag{B.13}
\]
The real zero mode

Since the zero mode is real this section briefly records the analog identity for real variables. It also identifies a potentially confusing subtlety that can arise once linear terms are included in the gaussian.

We start with
\[ \Psi[\chi] = N \exp \left[ -\frac{1}{2} A \chi^2 + B \chi \right], \]  
(B.14)
and density matrix
\[ R(\xi, \chi) := \langle \xi|\rho|\chi \rangle = N^2 \exp \left[ -\frac{1}{2} A \xi^2 - \frac{1}{2} A^* \chi^2 + B \xi + B^* \chi \right]. \]  
(B.15)
The derivatives are
\[ \frac{\partial R}{\partial \xi} = (B \chi) R\]  
and
\[ \frac{\partial R}{\partial \chi} = (\xi) R, \]  
(B.16)
and
\[ \frac{\partial^2 R}{\partial \xi^2} = (A^2 + 2A^* \xi + B^2) R, \]  
(B.17)
and
\[ \frac{\partial^2 R}{\partial \chi^2} = (A^2 + 2A^* \chi + B^2) R. \]  
(B.18)
Using these definitions we have
\[ \left( \frac{\partial^2 R}{\partial \xi^2} - \frac{\partial^2 R}{\partial \chi^2} \right)_{\xi=\chi} = \left\{ \left[ \left[ A^2 - (A^*)^2 \right] \xi^2 - (A - A^*) \right] - 2(AB - A^*B^*) \xi \right. \]  
\[ \left. + (B^2 - (B^*)^2) \right\} R, \]  
(B.19)
where
\[ R[\chi] := R[\chi, \chi] = \langle \chi|\rho|\chi \rangle = N^2 \exp \left[ -\frac{1}{2} (A + A^*) \chi^2 + (B + B^*) \chi \right]. \]  
(B.20)
As above we wish to re-express eq. (B.19) in terms of derivatives of \( R \), using
\[ \frac{\partial R}{\partial \chi} = (A + A^*) \chi + (B + B^*) R, \]  
(B.21)
and
\[ \frac{\partial^2 R}{\partial \chi^2} = \left\{ (A + A^*)^2 - (A + A^*) \right\} R \]  
(B.22)
= \left\{ \left[ (A + A^*)^2 \chi^2 - (A + A^*) \right] - 2(A + A^*) (B + B^*) \chi \right. \]  
\left. + (B + B^*)^2 \right\} R.
Combining these we see
\[ \left( \frac{\partial^2 R}{\partial \xi^2} - \frac{\partial^2 R}{\partial \chi^2} \right)_{\xi=\chi} = \alpha \left( \frac{\partial^2 R}{\partial \chi^2} \right) + \beta \left( \frac{\partial R}{\partial \chi} \right) + \gamma R, \]  
(B.23)
where
\[ \alpha = \frac{A - A^*}{A + A^*}, \quad \beta = 2 \left( \frac{A^*B - AB^*}{A + A^*} \right) \quad \text{and} \quad \gamma = 0. \]  
(B.24)
A shifted problem

Now comes the subtle part. Suppose in the above we now shift the coefficient $B \rightarrow B + C \chi$ and repeat the above exercise. What is confusing is there are two ways to compute the result that seem naively as if they should be the same, yet which actually differ.

The first way to compute the result is to perform the shift directly in the wave-function,

$$
\Psi[\chi] \rightarrow N \exp \left[ -\frac{1}{2} A \chi^2 + (B + C \chi) \right] = N \exp \left[ -\frac{1}{2} \hat{A} \chi^2 + B \chi \right],
$$

where $\hat{A} = A - 2C$. Repeating the steps above then shows that eq. (B.23) is true with coefficients given by

$$
\alpha = \frac{\hat{A} - \hat{A}^*}{A + \hat{A}^*}, \quad \beta = 2 \left( \frac{\hat{A}^* B - \hat{A} B^*}{A + \hat{A}^*} \right) \text{ and } \gamma = 0.
$$

A different result is obtained if instead the substitution $B \rightarrow B + C \chi$ is made in the expressions for the derivatives of $R$ and $\mathcal{R}$, such as eqs. (B.19) and (B.21). In this case under the replacement $B \rightarrow B + C \xi$ we instead find

$$
\frac{\partial R}{\partial \xi} = \left( -A \xi + B \right) R \rightarrow \left[ -(A - C) \xi + B \right] R,
$$

which is ‘as if’ we replace $A$ by $\hat{A} = A - C \neq \hat{A}$. However for the second derivative we have

$$
\frac{\partial^2 R}{\partial \xi^2} = \left[ -A + \left( -A \xi + B \right)^2 \right] R \rightarrow \left\{ -A + \left[ -(A - C) \xi + B \right]^2 \right\} R
$$

and so

$$
\left( \frac{\partial^2 R}{\partial \xi^2} - \frac{\partial^2 R}{\partial \chi^2} \right) = \left\{ \left[ [A^2 - (A^*)^2] \chi^2 - (A - A^*) \right] - 2(AB - A^* B^*) \chi \\
+ \left( B^2 - (B^*)^2 \right) \right\} \mathcal{R}
$$

$$
\rightarrow \left\{ \left[ [\hat{A}^2 - (\hat{A}^*)^2] \chi^2 - (\hat{A} - \hat{A}^*) \right] - 2(\hat{A} \hat{B} - \hat{A}^* \hat{B}^*) \chi \\
+ \left( B^2 - (B^*)^2 \right) \right\} \mathcal{R} - (C - C^*) \mathcal{R}.
$$

Combining as before we find

$$
\left( \frac{\partial^2 R}{\partial \xi^2} - \frac{\partial^2 R}{\partial \chi^2} \right)_{\xi = \chi} = \alpha \left( \frac{\partial^2 \mathcal{R}}{\partial \chi^2} \right) + \beta \left( \frac{\partial \mathcal{R}}{\partial \chi} \right) + \gamma \mathcal{R},
$$

where

$$
\alpha = \frac{\hat{A} - \hat{A}^*}{\hat{A} + \hat{A}^*}, \quad \beta = 2 \left( \frac{\hat{A}^* B - \hat{A} B^*}{\hat{A} + \hat{A}^*} \right) \text{ and } \gamma = 2 \left( \frac{A C^* - A^* C}{\hat{A} + \hat{A}^*} \right).
$$
The important thing is that $\gamma$ is now nonzero. Notice that these expressions simplify in the case of interest $B = -B^*$ and $C = -C^*$, because then $\tilde{A} + \tilde{A}^* = A + A^*$ and $\tilde{A} - \tilde{A}^* = A - A^* - 2C$, and so
\[
\alpha = \frac{A - A^* - 2C}{A + A^*}, \quad \beta = 2B \quad \text{and} \quad \gamma = -2C. \quad (B.32)
\]
These are the results used in the main text, with the replacements $A = a^3\omega$, $B = -a^3b$ and $C = -a^3c$.

These methods of calculation differ in their result because differentiations with respect to $\chi$ and $\xi$ were implicitly done with $B$ held fixed. This means these derivatives differ before and after $B$ is shifted in a $\xi$- or $\chi$-dependent way.
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