Augmented Deep Unfolding for Downlink Beamforming in Multi-cell Massive MIMO With Limited Feedback
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Abstract—In limited feedback multi-user multiple-input multiple-output (MU-MIMO) cellular networks, users send quantized information about the channel conditions to the associated BS for downlink beamforming. However, channel quantization and beamforming have been treated as two separate tasks conventionally, which makes it difficult to achieve global system optimality. In this paper, we propose an augmented deep unfolding (ADU) approach that jointly optimizes the beamforming scheme at the BSs and the channel quantization scheme at the users. In particular, the classic WMMSE beamformer is unrolled and a deep neural network (DNN) is leveraged to pre-process its input to enhance the performance. The variational information bottleneck technique is adopted to further improve the performance when the feedback capacity is strictly restricted. Simulation results demonstrate that the proposed ADU method outperforms all the benchmark schemes in terms of the system average rate.

I. INTRODUCTION

Among various enabling physical layer technologies for 5G and beyond networks, network densification and massive multiple-input multiple-output (MIMO) play critical roles in achieving ultra-high spectral efficiency [1], [2]. In the hotspot of 5G cellular coverage scenarios such as transport hubs, stadiums, and shopping malls, multi-cell multi-user MIMO (MU-MIMO) systems are deployed to support ubiquitous high-speed data transmission. In these systems, users may suffer from both intra- and inter-cell interference and it is essential to identify an optimal beamformer to mitigate the co-channel interference [3]. However, conventional beamforming schemes usually assume perfect channel state information (CSI) available at the base station (BS), which is unrealistic due to exceedingly high feedback overhead.

There have been many works that investigated beamforming design for MIMO systems with limited feedback [4]–[6]. Compressive sensing (CS) [7] has been widely adopted to recover the sparse channel parameters and subsequently feed back the quantized version of these parameters to the BS [4]. To design the beamforming matrix, the BS first reconstructs the channels and then employs a classic beamforming scheme, e.g., the zero forcing (ZF) or weighted minimum mean square error (WMMSE) algorithm [8]. However, separately considering CSI quantization and beamforming makes it hard to achieve global optimality.

With recent successes of deep learning, there has been a growing interest in developing data-driven, and in particular deep neural network (DNN)-based methods for end-to-end design, where distributed quantization, feedback, and multi-user beamforming are jointly considered by training a DNN at each user and a DNN at the BS, respectively [5], [6]. However, in these methods, conventional signal processing modules are treated as a black-box and replaced by standard neural network architectures [9]. In this way, the DNN-based end-to-end design does not take into account the unique characteristics of specific wireless systems, making it difficult to extract the underlying high-dimensional mapping, especially when the network size increases. To overcome such drawbacks, deep unfolding was recently proposed, which incorporates the domain knowledge derived from iterative optimization algorithms [10]. It unrolls the iterative algorithm, regards each iteration as one layer of the neural network, and introduces a number of trainable parameters in each layer to enhance system performance. For example, in [11], a deep unfolding neural network based on the structure of the WMMSE algorithm was developed for beamforming in massive MIMO systems. Nevertheless, it is challenging to implement deep unfolding methods in end-to-end design. In particular, deep unfolding is typically developed based on classic optimization algorithms, which are hardly available for complicated end-to-end design due to the lack of carefully-designed models and rigorous mathematical derivation. Furthermore, while one can simply cascade several deep unfolding approaches, it will suffer from high difficulty in training such a prohibitively large number of trainable parameters.

To overcome these drawbacks, in this paper, we propose an augmented deep unfolding (ADU) method to enable the end-to-end design of the channel quantization and downlink beamforming in limited feedback MU-MIMO cellular systems. Distributed DNNs are deployed at the user side for quantization while a DNN at the BS is designed to augment the deep unfolded beamforming algorithm. Specifically, given the perfect downlink CSI at the user side, one encoding DNN is reused by different users to perform CSI quantization. At the BS side, instead of unfolding the iterative method and introducing a large number of trainable parameters at each layer,
the function derived from an existing finite-iteration method, i.e., the WMMSE beamformer, is kept intact and a DNN is applied to pre-process the input of this function. Furthermore, to improve the performance when the feedback bits are limited, a better trade-off between the ultimate system performance and the communication overhead has to be identified, for which the information bottleneck (IB) framework is adopted. In particular, the mutual information between the feedback bits and the input channels is minimized during training and the variational approximation, i.e., variational information bottleneck (VIB), is adopted to derive a tractable upper bound for the calculation of the mutual information. It is shown that by bypassing the explicit channel reconstruction stage, exploiting the domain knowledge inherent in the iterative algorithm, and leveraging the VIB technique, the resulting ADU design provides a better performance compared to both the conventional block-by-block solutions and the state-of-the-art fully data-driven design, especially when the number of feedback bits is limited and users are densely distributed.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As illustrated in Fig. 1, an M-cell MU-MIMO system is considered, where the i-th BS is equipped with $N_t$ transmit antennas and serves $I_i$ users in cell $i$. Let $i_k$ be the k-th user in the i-th cell and each user has $N_r$ receive antennas. Set $\mathcal{I}$ denotes the set of all receivers, i.e.,

$$\mathcal{I} = \{i_k \mid i \in \mathcal{M}, k \in \{1, 2, \ldots, I_i\}\}.$$ (1)

There are in total $|\mathcal{I}| = N$ users in this multi-cell MU-MIMO systems. The channel matrix from the j-th BS to the k-th user in cell $i$ is denoted by $\mathbf{H}_{i_k,j} \in \mathbb{C}^{N_t \times N_r}$, where $j \in \mathcal{M}$ and $i_k \in \mathcal{I}$.

The frequency division duplexing (FDD) is assumed in this system. Assume that perfect downlink CSI is known at the user side. Each user transmits $B$ bits of information to its associated BS for multi-user downlink beamforming. The feedback bits for the k-th user in the i-th cell are denoted by $q_{i_k} \in \mathbb{C}^{B \times 1}$. At the BS side, each BS $i \in \mathcal{M}$ collects the feedback bits from all $I_i$ users $q_i = [q_{i_1}^T, \ldots, q_{i_{I_i}}^T]^T \in \{\pm 1\}^{I_i \times B}$ and design the beamforming matrix given these feedback bits. Let $s_{i_k}$ denote the transmit signal vector from the i-th BS to the k-th user and assume that $s_{i_k}$ is with zero mean and $\mathbb{E}[s_{i_k}s_{i_k}^H] = \mathbf{I}$. Prior to transmission, the i-th BS linearly precodes its signal vector as $s_t = \sum_{k=1}^{I_i} V_{i_k} s_{i_k}$, where $V_{i_k} \in \mathbb{C}^{N_t \times N_r}$ denotes the beamforming matrix at the i-th BS to transmit the signal $s_{i_k}$ to receiver $i_k$. The transmit power constraint is given by $\sum_{k=1}^{I_i} \text{Tr}(V_{i_k} V_{i_k}^H) \leq P_T$, where $P_T$ is the maximum downlink transmit power for the BS. Accordingly, the received signal vector $y_{i_k} \in \mathbb{C}^{N_r \times 1}$ at user $i_k \in \mathcal{I}$ can be written as

$$y_{i_k} = H_{i_k,i} V_{i_k} s_{i_k} + \sum_{m=1,m \neq k}^{I_i} H_{i_k,i} V_{i_m} s_{i_m}$$

$$+ \sum_{j=1,j \neq i}^{I_i} H_{i_k,j} V_{j} s_{j} + n_{i_k},$$ (2)

where $n_{i_k} \in \mathbb{C}^{N_r \times 1}$ represents the additive white Gaussian noise (AWGN) at the $i_k$-th user with $\mathbb{E}[n_{i_k} n_{i_k}^H] = \sigma_n^2 \mathbf{I}$.

This paper aims to jointly design the channel quantization scheme at the users and beamforming scheme at the BSs to maximize the system sum-rate. The problem formulation is given by

$$\max_{F(\cdot), G(\cdot)} \sum_{i=1}^{M} \sum_{k=1}^{I_i} R_{i_k} = \sum_{i=1}^{M} \sum_{k=1}^{I_i} \log \det (\mathbf{I} + H_{i_k,i} V_{i_k} V_{i_k}^H H_{i_k,i}^H)$$

$$= \bigg( \sum_{m=1,m \neq k}^{I_i} H_{i_k,i} V_{i_m} V_{i_m}^H H_{i_k,i}^H \bigg)$$

$$+ \sum_{j=1,j \neq i}^{I_i} H_{i_k,j} V_{j} V_{j}^H H_{i_k,j}^H + \sigma_n^2 \mathbf{I}^{-1})$$

s.t. $q_{i_k} = F(\mathbf{H}_{i_k,i}), \forall i_k \in \mathcal{I}, \forall i \in \mathcal{M}$,

$$V_{i_k} = G(q_i), \forall i_k \in \mathcal{I}, \forall i \in \mathcal{M},$$ (3)

where the function $F(\cdot) : \mathbb{C}^{N_t \times N_r} \rightarrow \{\pm 1\}^{B}$ represents the feedback scheme adopted at the $i_k$-th user and the function $G(\cdot) : \{\pm 1\}^{I_i \times B} \rightarrow \mathbb{C}^{N_t \times N_r}$ represents the downlink beamforming scheme adopted at the i-th BS. Note that for the considered end-to-end design, the channel quantization scheme $F(\cdot)$ and the downlink beamforming scheme $G(\cdot)$ are jointly optimized and the explicit downlink channel reconstruction phase at the BSs is bypassed. In the fully data-driven end-to-end method [5], [6], these two mappings can be approximated by DNNs trained with a large amount of data. However, since fully data-driven methods treat conventional signal processing modules as a black-box without incorporating any domain knowledge, the underlying high-dimensional mapping is difficult to learn when users are densely distributed [9]. Therefore, it is difficult for these methods to achieve satisfactory performance in multi-cell MU-MIMO networks due to severe interferences.

III. PROPOSED AUGMENTED DEEP UNFOLDING

In this section, we introduce the ADU-based method for solving Problem (3), which combines advantages of both the
A. Architecture of the Proposed Augmented Deep Unfolding

Note that the downlink beamforming for multi-cell MIMO systems is NP-hard even if perfect downlink CSI at the BS (CSIT) is available. One of the well-acknowledged algorithms in literature is WMMSE [8], whose iterative updating rule is given by

\[
\begin{align*}
U_{ik} &= A^{-1}_{ik}H_{ik}, V_{ik}, \\
W_{ik} &= E_{ik}^{-1}, \\
V_{ik} &= B^{-1}\hat{H}_{ik}U_{ik}W_{ik},
\end{align*}
\]

(4)

where \( A_{ik} = \frac{\sigma^2_{ik}}{p_{ik}} \sum_{k=1}^N \text{Tr} (V_{ik}V_{ik}^H) I + \sum_{j=1, j \neq i}^{M} H_{ik,j}V_{ij}H_{ij,k}^H, E_{ik} = I - U_{ik}H_{ik,i}V_{ik}, \) and \( B = \sum_{k=1}^{M} \text{Tr} (U_{ik}, W_{ik}U_{ik}) I + \sum_{j=1}^{N} H_{im}W_{im}U_{im}H_{jm}^H. \) For a fixed iteration WMMSE method, let \( f_{\text{WMMSE}}(\cdot) \) denote the mapping from the downlink channel \( H_{ik,j} \) to the optimized beamforming solution \( V_{ik}, \) where \( j \in M \) and \( i \in I. \) Although excellent performance of the WMMSE algorithm has been observed experimentally and theoretically, implementing it in real systems still faces many serious obstacles. On the one hand, the high computational cost incurred by WMMSE, e.g., matrix inverse operation and large number of iterations, defers the real-time implementation in practical systems. On the other hand, numerical optimization algorithms do not support end-to-end design and may suffer from performance loss because of the block-by-block structure. Since iterative optimization algorithms are typically based on carefully-designed model and rigorous mathematical derivation, for the complicated joint design Problem (3), it is challenging to directly identify an effective numerical optimization algorithm.

To address these problems, we propose an ADU method that integrates iterative algorithms with deep learning. Different from existing deep unfolding methods that unroll the iterative optimization algorithms and introduce a number of trainable parameters in each iteration, we keep the function derived from the finite-iteration method as a whole and adopt DNNs to pre-process the input to this function. Given the universal approximation property, the added neural networks are able to improve the performance of the end-to-end design. The overall block diagram of the proposed ADU end-to-end design is shown in Fig. 2. In particular, given the perfect downlink CSI at the user side, one encoding DNN is reused by different users to perform CSI quantization. At the BS side, the function derived from the WMMSE beamformer, i.e., \( f_{\text{WMMSE}}(\cdot), \) is preserved and \( N \) DNNs are deployed to pre-process the input of this function. In Fig. 2, \( H_{ik} \) denotes the local CSI and \( \hat{H}_{ik} \) denotes the pre-processed local CSI for the \( i_k \)-th user, respectively. Then, the ADU-based downlink beamforming optimization with limited feedback is reformulated as

\[
\begin{align*}
\max_{F(\cdot), H(\cdot)} & \sum_{i=1}^M \sum_{k=1}^N \log \det (I + H_{ik,i}V_{ik}V_{ik}^H) \\
\text{s.t.} & \quad q_{ik,i} = F(H_{ik,i}), \forall i_k \in I, \forall i \in M, \\
& \quad V_{ik} = f_{\text{WMMSE}}(H(q_{ik})), \forall i_k \in I, \forall i \in M,
\end{align*}
\]

(5)

where \( H(\cdot) \) denotes the pre-processing scheme for WMMSE beamformer. In the following, we shall demonstrate the CSI feedback and downlink beamforming components in detail, respectively. Furthermore, the additional training technique, i.e., the VIB framework, will be introduced.

B. Uplink Feedback Phase

Prior to data transmission, each user transmits \( B \) information bits of quantized CSI back to the associated BS for downlink beamforming. Since the channel distribution for different users are independent and identically distributed, one duplicate DNN can be used to encode the CSI at all \( N \) users regardless of the number of users in the system. An \( R \)-layer fully-connected DNN is adopted at the users to perform the channel quantization where the feedback bits of user \( i_k \) can be written as

\[
q_{ik} = \text{sgn} \left( W_{R}^{(ik)} \sigma_R \left( \cdots \sigma_2 \left( W_{1}^{(ik)} x_{ik} + b_{1}^{(ik)} \right) \cdots \right) + b_{R}^{(ik)} \right).
\]

(6)

Here \( \{W_{r}^{(ik)}, b_{r}^{(ik)}\}_{r=1}^{R} \) denotes the trainable parameters for user \( i_k \) and \( \sigma_r \) is the activation function for the \( r \)-th layer. The activation function for the last layer is implemented by the sign function \( \text{sgn}(\cdot), \) which is used to guarantee that the output of user side DNN is zero-one bit stream \( q_{ik}. \) In (6), the real representation of \( x_{ik}, \) i.e.,

\[
x_{ik} \triangleq \left[ \text{flat}(\Re (H_{ik,j})), \text{flat}(\Im (H_{ik,j})) \right]^T, j \in M.
\]

(7)
is considered as the input of the DNN since most of the existing deep learning libraries only support real-value operations, where flat(·) denotes the flatten operation that reshapes a matrix into a row vector.

Due to the fact that the gradient of the binarization neuron is almost zero everywhere, the conventional back-propagation training method cannot be directly used to train the layers prior to the binarization layer [5]. To overcome this issue, a common solution in the machine learning literature is to approximate the activation function of a binarization layer by another smooth and differentiable function during training. One of the most popular approaches is sigmoid-adjusted straight-through (ST), which replaces the derivative factor with the gradient of the function $2\text{sigmoid}(u) - 1$, where $\text{sigmoid}(u) = 1/(1 + \exp(-u))$ is the sigmoid function. In this paper, we adopt the sigmoid-adjusted ST with annealing [5] in the training stage to compute the gradients of the binary layer considered at the last layer of the user side DNN.

### C. Downlink Beamforming Phase

To incorporate the domain knowledge inherent in the iterative optimization algorithm, in the proposed ADU method, we adopt the function derived from the WMMSE beamformer, i.e., $f_{\text{WMMSE}}(\cdot)$, as the basis for augmentation and implement DNNs to pre-process the input of this function. It is shown in [12] that for a suboptimal handcrafted algorithm, there exists a calibrated input which achieves a higher system performance. Specifically, there exists a pre-processed input $\Tilde{\mathbf{H}}_{ik,j}$ that achieves higher performance when it is fed into the limited-iteration WMMSE algorithm. That is, the sum-rate achieved by $f_{\text{WMMSE}}(\Tilde{\mathbf{H}}_{ik,j})$ is higher than that achieved by $f_{\text{WMMSE}}(\mathbf{H}_{ik,j})$. However, even if the calibrated input exists, it is typically unknown and hard to analytically characterize. In this case, the powerful learning capabilities of DNNs are leveraged to approximate the complicated mapping $\mathbf{H}_{ik,j} = \mathcal{P}(\mathbf{H}_{ik,j})$, where $\mathcal{P}(\cdot)$ denotes the pre-processing procedure.

Let $\mathcal{Q}(\cdot)$ denote the downlink CSI reconstruction mapping that maps the feedback bits $\mathbf{q}_{ik}$ into the reconstructed channel $\Tilde{\mathbf{H}}_{ik,j}$. Note that, instead of considering $\mathcal{Q}(\cdot)$ and $\mathcal{P}(\cdot)$ as two separate modules and using two different neural networks to approximate them, we directly learn the composite mapping $\mathcal{H}(\cdot) = \mathcal{Q}(\mathcal{P}(\cdot))$. By doing so, the proposed ADU method integrates the pre-processing operation for the unfolded WMMSE algorithm with the channel reconstruction operation, which provides the opportunity to achieve a global optimum for the joint design task. However, the input and output dimensions of the parameterized mapping $\mathcal{H}(\cdot)$ are proportional to both the number of transmit antennas and the number of users, which are large numbers in MU-MIMO systems. Employing giant and unstructured neural networks does not incorporate the uniqueness of Problem (5) and is not applicable when user density is large.

In this paper, we develop a customized learning model by identifying the permutation equivariance property of Problem (5). We model the considered multi-cell MU-MIMO network as a directed graph with edge and node features. In particular, each user is modeled as one node in the graph and forms a complete graph. The node feature tensor $\mathbf{Z} \in \mathbb{C}^{N \times N_r \times N_t}$ is given by $\mathbf{Z}_{(ik,:,:)} = \mathbf{H}_{ik,j}$. The adjacency feature tensor

\[
A \in \mathbb{C}^{N \times N \times N_r \times N_t}
\]

is given by $A_{(ik,j,:,:)} = \mathbf{H}_{ik,j}$. Then (5) can be rewritten as an optimization problem over a graph, given by

\[
\max_{\mathcal{F}(\cdot), \mathcal{H}(\cdot)} \sum_{i=1}^{M} \sum_{k=1}^{I_i} \log \det(\mathbf{I} + \mathbf{Z}_{(ik,:,:)}) \mathbf{V}_{ik} \mathbf{V}_{ik}^H \mathbf{Z}_{(ik,:,:)}^H \mathbf{V}_{ik}^H \mathbf{Z}_{(ik,:,:)}
\]

\[
\left( \sum_{m=1, m \neq k}^{I_i} \mathbf{Z}_{(ik,:,:)}, j = \mathbf{V}_{im} \mathbf{V}_{im}^H \mathbf{Z}_{(ik,:,:)}, j = \mathbf{V}_{im}^H \mathbf{Z}_{(ik,:,:)}, j + \sum_{j=1, j \neq i}^{I_i} \sum_{l=1}^{I_j} \mathbf{A}_{(ik,jl,:,:)}, j = \mathbf{V}_{jr} \mathbf{V}_{jr}^H \mathbf{A}_{(ik,jl,:,:)}, j = \mathbf{V}_{jr}^H \mathbf{A}_{(ik,jl,:,:)}, j + \sigma_p^2 \mathbf{I})^{-1} \right)
\]

s.t. $\mathbf{q}_{ik} = \mathcal{F}(\mathcal{Q}(\mathcal{H}(\mathbf{q}_{ik})), \forall i k \in \mathcal{I}, \forall i \in \mathcal{M},
\mathbf{V}_{ik} = f_{\text{WMMSE}}(\mathcal{H}(\mathbf{q}_{ik})), \forall i k \in \mathcal{I}, \forall i \in \mathcal{M},$

(8)

It is shown in [13, Proposition 3] that the permutation equivariance property is universal for optimization over a graph. This indicates that for the downlink beamforming task in multi-cell MU-MIMO systems, it is the elements in $\mathbf{H}_{ik,j}$ rather than the ordering of different channel matrices that count when maximizing the sum-rate. This allows us to share trainable weights among different users. Therefore, we develop $N$ duplicate DNNs that share the common trainable parameters for $N$ users in the cellular systems to approximate the mapping $\mathcal{H}(\cdot)$. The input and output dimensions of each DNN are then reduced by a factor of $N$, which is independent of the number of users. This makes the proposed ADU-based method scalable for large number of users and does not increase the computational and storage cost during training.

### D. Variational Information Bottleneck

In limited feedback multi-cell MU-MIMO systems, there is a natural trade-off between the system performance and the feedback overhead. Specifically, if more feedback bits are transmitted, the BS will get a more accurate channel information, which leads to higher spectral efficiency. Therefore, transmitting sufficient but minimal channel information that is essential for the multi-user beamforming task is the key design point especially when the number of feedback bits is strictly limited. The IB framework proposed in [14] has been applied to investigate the data fitting and generalization trade-off in deep learning. The IB framework maximizes the mutual information between the latent representation and the output label to obtain high accuracy, while minimizing the mutual information between the representation and the input data sample to improve generalization. Such a trade-off between preserving the significant information and identifying a compact representation is consistent with the limited feedback system design and thus will be adopted as an additional design principle in our study.

For the considered Problem (5), and different from methods proposed in [5], [6], [11] that use the negative sum-rate as the training loss function, the training loss function of the proposed ADU is given by

\[
L = -\sum_{i=1}^{M} \sum_{k=1}^{I_i} R_{ik} + \gamma f(q, H),
\]

(9)
where \(I(\cdot, \cdot)\) represents the mutual information function and \(\gamma > 0\) denotes the regularization parameter controlling the trade-off. The first term in (9) promotes the DNN to boost system performance, i.e., maximize the system sum-rate, while the second term in (9) forces the DNN to find the information encompassed in the CSI as compressive as possible.

However, the computation of mutual information term for high-dimensional data with unknown distributions is challenging. This is because the empirical estimate for the probability distribution requires that the number of sampling to increase exponentially with the dimension [15]. In this paper, we adopt a VIB technique [16] to deal with the mutual information computation of the loss function in (9). The VIB framework introduces a set of approximating densities to the intractable distribution. By definition, the mutual information \(I(q, H)\) is expressed as

\[
I(q, H) = \int dq dH p(q, H) \log \frac{p(q \mid H)}{p(q)}
= \int dq dH p(H, q) \log p(q \mid H) - \int dq p(q) \log p(q)
\]

Computing the marginal distribution of \(q\), i.e., \(p(q) = \int dH p(q|H)p(H)\) is difficult. Let \(r(q)\) be a variational approximation to this marginal. Since \(KL[p(q), r(q)] \geq 0\) and \(\int dq p(q) \log p(q) \geq \int dq p(q) \log r(q)\), we have the following upper bound

\[
I(q, H) \leq \int dH dq p(H)p(q \mid H) \log \frac{p(q \mid H)}{r(q)}.
\]

By further applying the re-parameterization trick and Monte Carlo sampling [15], [16], we are able to obtain an unbiased estimate of the gradient and hence optimize the objective using stochastic gradient descent.

IV. SIMULATION RESULTS

In this section, we demonstrate the performance of the proposed ADU-based end-to-end design in MU-MIMO limited feedback systems.

A. Simulation Setup

A cellular network with 9 cells is simulated. At the center of each cell, a BS is deployed to synchronously serve \(K\) users which are located uniformly and randomly within the cell range \(r \in [R_{\min}, R_{\max}]\), where \(R_{\min} = 0.01\) km and \(R_{\max} = 1\) km are the inner space and half cell-to-cell distance, respectively. The small-scale fading is simulated to be Rayleigh distributed. According to the LTE standard, the large-scale fading is modeled as \(\beta = 120.9 + 37.6 \log_{10}(d) + 10 \log_{10}(z)\) dB, where \(z\) is a log-normal random variable with standard deviation being 8 dB, and \(d\) is the transmit-to-receiver distance (km). The AWGN power \(\sigma^2\) is -114 dBm and the emitting power constraints are 35 dBm.

The user-wise shared DNN adopted in the proposed method has 4 fully-connected layers with 1024, 512, 256, and \(B\) neurons in each layer, respectively. The BS-side DNN has 4 fully-connected layers with 512, 2048, 2048, and \(2N_t N_r\) neurons in each layer, respectively. 4-iteration WMMSE is unfolded at the BS side. The objective function in (9) is used as the unsupervised loss. We train the neural network for 200 epochs using the Adam optimizer with a minibatch size of 1024 and a learning rate of 0.001. There are in total 204,800 training samples and 1000 test samples. After each dense layer, the batch normalization layer is leveraged to stabilize convergence and the rectified linear unit (ReLU) is utilized as the activation function in the hidden layers.

B. Performance Comparison

To illustrate the effectiveness of the proposed neural calibration end-to-end design, we adopt three benchmarks for comparisons:

- **Fully Data-Driven**: The black-box DNNs in [5] are adopted to map the downlink CSI to the feedback bits at users and map the feedback bits to the downlink beamforming matrix at the BSs.
- **Codebook-based**: Conventional random vector quantization is used to construct the downlink channel quantization codebook.
- **GCN-WMMSE w/ DNNCR**: Conventional block-by-block scheme is used. For CSI feedback, a fully-connected auto-encoder and auto-decoder are used for channel quantization and reconstruction, respectively. For downlink beamforming, deep unfolding method in [17] is implemented.

Fig. 3 plots the average data rate achieved by the proposed scheme and the three baseline methods versus the number of feedback bits. It is demonstrated that the proposed ADU-based design outperforms all the other baselines. The average rate achieved by the proposed ADU method is significantly higher than that of the GCN-WMMSE w/ DNNCR over the whole regime, which shows the effectiveness of ADU-based joint design over the conventional block-by-block unfolding scheme. Furthermore, it indicates that simply cascading two modules cannot achieve a satisfactory performance even if both are deep learning-assisted. It is also demonstrated that when the number of feedback bits increases, the performance of the fully data-driven method gets restricted and the performance gain over the block-by-block scheme vanishes when \(B = 23\). This implies that without domain knowledge, the conventional black-box deep learning method suffers from poor scalability. Besides, the ADU with the VIB technique further improves the average data rate, indicating that the effectiveness of forcing DNNs to find compressive and informative representation.
In Fig. 4, we demonstrate the system average data rate versus the number of users per cell. As can be observed in Fig. 4, the fully data-driven method entails a prominent performance loss when the number of users per cell increases, showing its limited capability of managing interference. The proposed ADU-based design significantly outperforms the conventional block-by-block method and fully data-driven method for all investigated values of $K$. This verifies the superiority of the proposed design in terms of both the data rate and scalability in wireless networks where users are densely distributed. Note that as $K$ increases, the approximation of the probability distribution in VIB becomes less accurate, resulting in less performance gain compared with the one without VIB when $K$ is large.

Fig. 5 plots the average data rate versus the number of transmit antennas at the BSs. Both the proposed ADU method and the GCN-WMMSE w/ DNNCR baseline combine domain knowledge with deep learning, and thus achieves a similar performance trend when $N_t$ increases. However, the fully data-driven method suffers from performance loss for large-scale transmit antennas, due to its black-box nature. It is demonstrated that the proposed ADU-based design outperforms all the other baselines, especially when $N_t$ is large. This confirms the superiority of the proposed ADU design in terms of average data rate for multi-cell MU-MIMO systems.

In this paper, we developed an ADU-based method for downlink beamforming in limited feedback multi-cell MU-MIMO systems. In contrast to existing deep unfolding methods that unroll an iterative algorithm and introduce a number of trainable parameters in each layer, in the proposed method, the function derived from the conventional fixed-iteration numerical method is kept intact and DNNs are leveraged to preprocess its input for a better performance. Simulation results clearly demonstrated that the proposed ADU-based end-to-end design achieves an excellent performance in large-scale multi-cell MU-MIMO systems with a limited number of feedback bits.

V. CONCLUSIONS

In this paper, we developed an ADU-based method for downlink beamforming in limited feedback multi-cell MU-MIMO systems. In contrast to existing deep unfolding methods that unroll an iterative algorithm and introduce a number of trainable parameters in each layer, in the proposed method, the function derived from the conventional fixed-iteration numerical method is kept intact and DNNs are leveraged to preprocess its input for a better performance. Simulation results clearly demonstrated that the proposed ADU-based end-to-end design achieves an excellent performance in large-scale multi-cell MU-MIMO systems with a limited number of feedback bits.
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