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Abstract

In this work the evolution of a wavefunction in an infinite potential well with time
dependent boundaries is investigated. Previous methods for wells with walls moving at a
constant velocity are summarised. These methods are extended to wells with slowly accel-
erating walls. The location and time of the revivals in the well of the initial wavefunction
are derived using Jacobi’s elliptic theta function.

1 Introduction

The infinite potential well (which we will sometimes just refer to as a well) is one of the earliest
examples most students encounter when first studying quantum mechanics. Mathematically,
this problem may be phrased as finding a solution to the time dependent Schrodinger equation:

\[ i\hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \psi}{\partial x^2} \]  

subject to the boundary conditions \( \psi(x = 0, t) = \psi(x = w, 0) = 0 \). The time dependence
may be removed from the problem by instead considering the energy eigenmodes \( \psi(x, t) = \psi_n(x) \exp(-iE_n/\hbar) \), which yields the time independent Schrodinger equation:

\[ E_n \psi_n(x) = -\frac{\hbar^2}{2m} \frac{d^2 \psi_n(x)}{dx^2} \]  

The solutions to (1.2) are

\[ \psi_n(x) = \sqrt{\frac{2}{w}} \sin \left( \frac{n\pi x}{w} \right) \]  

for \( n \) a positive integer, and \( E_n = (\hbar n\pi)^2/2mw^2 \). There solutions to equation (1.2) are in
bijection with the positive integers, which leads naturally to energy quantisation.

Considering the simplicity of the above example, a logical extension is to consider a wave-
function \( \psi(x, t) \) evolving in an infinite potential well with walls moving along arbitrary paths
\( w_1(t) \) and \( w_2(t) \). This is the problem we are concerned with in this work. The flavour of the
text is towards exposition; the results may be presented much more concisely than they are
here. The intention is to make the results as approachable as possible to the student curious
about extending their simple example.

The earliest mention of the well with moving walls appears to be in 1953 by Hill and
Wheeler [1]. Their paper is a detailed theoretical study of nuclear physics, and any mention of
particles in boxes is hidden in an appendix. In 1969, Doescher and Rice provide a full set of
solutions for an infinite potential well with one wall moving at a fixed velocity [2]. Much work
was done on wavefunctions subjected to time dependent boundary conditions throughout the
80’s and early 90’s [3 4 5 6 7 8 9 10 11]. More recently, the infinite potential well with
moving walls has been useful in the field of shortcuts to adiabaticity [12 13]. In section 2 we
will review some of the different methods that have been applied to the well with walls moving at a constant velocity. In section 4 we will extend these methods to wells whose walls undergo a small acceleration.

Although a simple model, the infinite potential well yields some very interesting dynamics. Wavefunctions in a well experience revivals; after evolving for a certain time the wavefunction will appear as a sum of copies of the original \[14, 15, 16\]. In sections 3 and 4 we will derive the revivals for a wavefunction in a well with walls moving at a constant velocity or with a small acceleration, respectively.

In the well, \(\psi(x, t)\) just obeys the free space Schrodinger equation subject to some boundary conditions. In some instances, it will be easier to dismiss the boundary conditions and consider a wavefunction evolving in free space instead. In section 2 we will examine those coordinate transformations which preserve the free space Schrodinger equation \[17\]. In section 4 we will extend these transformations to non-inertial reference frames and derive the resulting non-inertial forces \[18, 19\].

2 The infinite potential well with walls moving at a fixed velocity

![Figure 1: An infinite potential well with walls moving at a constant velocity, intersecting at the point \(b\).](image)

Consider a particle with mass \(m\) that is constrained between the two walls \(w_2(t) = w_0 + v_2 t\) and \(w_1(t) = v_1 t\), as in figure 1. The instantaneous width of the well is then \(w(t) = w_0 + (v_2 - v_1)t\) and the rate of increase of this width is \(\Delta v = v_2 - v_1\). Then the wavefunction \(\psi(x, t)\) must satisfy Schrodinger’s equation

\[
\frac{i\hbar}{\partial t} \psi = -\frac{\hbar^2}{2m} \frac{\partial^2 \psi}{\partial x^2} \tag{2.1}
\]

subject to the boundary conditions \(\psi(w_2(t), t) = \psi(w_1(t), t) = 0\). The following is a set of
Note that \( \theta \) solutions for this problem:

\[
\psi_n(x, t) = \sqrt{\frac{2}{w(t)}} \sin \left( \frac{n\pi(x - w_1(t))}{w(t)} \right) \exp \left( i\theta(x, t) - i\frac{mE_n^0 w_0 t}{\hbar w(t)} \right) \tag{2.2}
\]

where \( E_n^0 = (n^2\hbar^2 \pi^2)/2mw_0^2 \) is the energy eigenvalue for the \( n \)-th eigenstate infinite potential well with constant width \( w_0 \) and

\[
\theta(x, t) = \frac{m(\Delta vx^2 + 2v_1w_0x - v_1^2 w_0 t)}{2\hbar w(t)} \tag{2.3}
\]

Note that \( \theta(x, t) \) is independent of the mode number \( n \).

The solutions (2.2) are very similar to the adiabatic solutions \( \Psi_n(x, t) \):

\[
\Psi_n(x, t) = \sqrt{\frac{2}{w(t)}} \sin \left( \frac{n\pi(x - w_1(t))}{w(t)} \right) \exp \left( i \left( -\int_0^t \frac{E_n(t')}{\hbar} dt' + \gamma_n(t) \right) \right) \tag{2.4}
\]

Here \( \sqrt{2/w(t)} \sin (n\pi(x - w_1(t))/w(t)) \) is the instantaneous eigenmode, \( E_n(t) \) is the instantaneous eigenvalue and \( \gamma_n(t) \) is the geometric-Berry phase \([20]\). The shape of the two solutions are the same, that being the instantaneous eigenmodes. Thus, the solutions (2.2) differ from the solutions (2.4) by a phase term. The time evolution of each \( \psi_n(x, t) \) is governed by the phase term \( \exp (-iE_n^0 w_0 t/\hbar w(t)) \), which is exactly the dynamic phase term of the adiabatic approximation. Let \( E_n(t) = (n^2\hbar^2 \pi^2)/2mw(t)^2 \), the energy eigenvalue of the \( n \)-th instantaneous eigenmode at time \( t \). Then

\[
\exp \left( -i\frac{E_n^0 w_0 t}{\hbar w(t)} \right) = \exp \left( -i \int_{t'=0}^{t} \frac{E_n(t')}{\hbar} dt' \right) \tag{2.5}
\]

This may be verified by direct integration.

\[
\int_{t'=0}^{t} \frac{E_n(t')}{\hbar} dt' = \int_{t'=0}^{t} \frac{n^2\hbar\pi^2}{2m(w_0 + \Delta vt')^2} dt' = \left. \frac{n^2\hbar\pi^2}{2m\Delta v} \left( \frac{1}{w_0 + \Delta vt} - \frac{1}{w_0} \right) \right|_0^t = \frac{n^2\hbar\pi^2}{2m\Delta v} \left( \frac{1}{w_0 + \Delta vt} - \frac{1}{w_0} \right) \tag{2.6}
\]

The geometric phase may be calculated by

\[
\gamma_n(t) = i \int_{R(t)}^{R(t')} \langle n(R(t')) | \nabla_R | n(R(t')) \rangle \, dR' \tag{2.7}
\]

where \( R(t) = (w_1(t), w_2(t)) \) and \( |n(R(t))\rangle \) is the \( n \)-th instantaneous eigenmode with lower and upper walls \( w_1(t) \) and \( w_2(t) \) respectively:

\[
|n(R)\rangle = \sqrt{\frac{2}{w_2 - w_1}} \sin \left( \frac{n\pi(x - w_1)}{w_2 - w_1} \right) \tag{2.8}
\]

For the sake of abbreviation, let \( u = n\pi(x - w_1)/(w_2 - w_1) \) and \( w = w_2 - w_1 \). Then

\[
\langle n(R) | \frac{\partial}{\partial w_1} | n(R)\rangle = -\frac{2}{w} \int_{w_1}^{w_2} \sin(u) \left( \frac{\sin(u)}{2w} + \frac{u}{w} \cos(u) \right) \, dx = -\frac{1}{w} \int_0^{n\pi} \sin^2(u) + 2u \sin(u) \cos(u) \, du \tag{2.9}
\]
This trigonometric integral may be evaluated directly, or by observing that \( d(u \sin^2(u)) / du \) is exactly the integrand. Either way, the integral vanishes. By symmetry, \( \langle n(R') \partial / \partial w_2 | n(R) \rangle \) must vanish also. Thus, \( \langle n(R') | \nabla_R | n(R') \rangle = 0 \) and the geometric phase \( \gamma_n(t) \) is trivial. Thus \( \psi_n(x, t) \) is very close to the adiabatic solution \( \Psi_n(x, t) \) except for the extra phase term \( \theta(x, t) \). In the following sections we will try to explain some of the physical nature of this extra factor.

\[ \theta(x, t) \] simplifies if we specify whether \( v_1 = v_2 \) or \( v_1 \neq v_2 \). If \( v_1 = v_2 = v, \Delta v = 0 \) and \( w_t = w \) is constant. Then \( \theta(x, t) \) simplifies to

\[ \theta(x, t) = \frac{i m v x - (m v^2 t) / 2}{\hbar} \quad (2.10) \]

On the other hand, suppose that \( v_1 \neq v_2 \). Then \( \Delta v \neq 0 \), and \( 1 / \Delta v \) is finite. Adding a constant phase of \( (mv^2 w_0) / (2 \hbar \Delta v) \) to \( \psi_n(x, t) \) allows us to complete the square in \( x \):

\[
\theta(x, t) = \frac{m (\Delta v x^2 + 2v_1 w_0 x - v_1^2 w_0 t)}{2 \hbar w(t)} + \frac{mv^2 w_0}{2 \hbar \Delta v}
\]

\[ = \frac{m \Delta v}{2 \hbar w(t)} \left( x^2 + \frac{2v_1 w_0}{\Delta v} x + \frac{v_1^2 w_0}{\Delta v} w(t) - \frac{\Delta v t}{\Delta v^2} \right) \]

\[ = \frac{m \Delta v}{2 \hbar w(t)} \left( x^2 + \frac{2v_1 w_0}{\Delta v} x + \frac{v_1^2 w_0}{\Delta v^2} \right) \]

\[ \Rightarrow \theta(x, t) = \frac{m \Delta v}{2 \hbar w(t)} (x - b)^2 \quad (2.12) \]

where

\[ b = -\frac{v_1 w_0}{\Delta v} \]

(2.13) is the point of intersection of the two walls, as may be verified by simple geometry.

If \( w_0 = 0 \), \( w(t) = \Delta v t \) and \( \theta(x, t) \) further simplifies to \( mx^2 / 2 \hbar t \). However in this case, the solutions \( \psi_n(x, t) \) become singular as \( t \to 0 \). This is closely related to the Appell transformation \( (A.3) \).

Note that if we take the limit \( \Delta v \to 0 \), the walls become parallel and \( b \to \infty \). Equation \( (2.10) \) may thus be derived from equation \( (2.12) \) in this limit. The calculation of this limit closely follows equation \( (2.11) \). In section \( 2.1 \) equation \( (2.10) \) will be derived from a simple application of moving reference frames. Thus as the non parallel case is more general and less trivial than the parallel case, it is often enough to consider equation \( (2.12) \) in place of equation \( (2.13) \).

There are a number of ways to arrive at the solution set \( (2.2) \), although they are all similar. We will now present some of these methods in the context of some other author’s studies.

### 2.1 Doescher and Rice’s method

In 1969, Doescher and Rice [2] presented the following set of solutions to the infinite potential well with one moving wall, i.e. solutions to Schrodinger’s equation \( (2.1) \) such that \( \psi(x, t) = 0 \) for \( x = 0 \) and \( x = w_0 + \Delta v t \).

\[ \psi_n(x, t) = \sqrt{\frac{2}{w(t)}} \sin \left( \frac{n \pi x}{w(t)} \right) \exp \left( i \frac{m \Delta v x^2 - 2 E_n^0 w_0 t}{2 \hbar w(t)} \right) \quad (2.14) \]

No derivation was provided for these solutions, just their existence. The most straightforward way to verify that these satisfy Schrodinger’s equation is to first show that

\[ \epsilon_n(x, t) = \sqrt{\frac{2}{w(t)}} \exp \left( i \frac{2 \hbar n \pi x + m \Delta v x^2 - 2 E_n^0 w_0 t}{2 \hbar w(t)} \right) \quad (2.15) \]
satisfies Schrödinger’s equation, and then show that \( \psi_n(x,t) = (\varepsilon_n(x,t) - \varepsilon_{n+1}(x,t))/2i \) satisfies the appropriate boundary conditions. To show that \( \varepsilon_n(x,t) \) is a solution for \( n \in \mathbb{N} \), we write

\[
\varepsilon_n(x,t) = \sqrt{\frac{2}{w(t)}} \exp(\imath f(x,t)) \tag{2.16}
\]

where \( f(x,t) \) is a real valued function. Substituting equation \( 2.16 \) into equation \( 2.1 \) yields

\[
\imath \hbar \left( \frac{f_t - \Delta v}{2w(t)} \right) \varepsilon = -\frac{\hbar^2}{2m} (f_{xx} - f_x^2) \varepsilon \tag{2.17}
\]

Comparing real and imaginary parts of equation \( 2.17 \) gives two coupled partial differential equations:

\[
-hf_t = \frac{\hbar^2}{2m} f_x^2 \tag{2.18}
\]

\[
\frac{\hbar \Delta v}{2w(t)} = \frac{\hbar^2 f_{xx}}{2m} \tag{2.19}
\]

It is straightforward to check that \( f(x,t) \), as defined in equation \( 2.15 \), satisfies these equations.

We may obtain the solution for two moving walls by using a moving reference frame. For the free space Schrödinger equation \( 2.1 \), if \( \psi(x,t) \) is some solution then

\[
\psi(x + vt,t) \exp \left( \frac{i}{\hbar} \left( -m v^2 t + \frac{i m v^2 t}{2} \right) \right) \tag{2.20}
\]

is the boosted solution in a moving reference frame. To see this, consider a plane wave solution to the free space Schrödinger equation, \( \exp (i (p x - p^2 t/2m) / \hbar) \). Now “translate” the momentum \( p \mapsto p - mv; \)

\[
\exp \left( \frac{i}{\hbar} \left( (p - mv)x - \frac{(p - mv)^2}{2m} t \right) \right) = \exp \left( \frac{i}{\hbar} \left( px - mvx - \frac{p^2}{2m} t + pvt - \frac{mv^2 t}{2} \right) \right) = \exp \left( \frac{i}{\hbar} \left( p(x + vt) - \frac{p^2}{2m} t \right) \right) \exp \left( \frac{i}{\hbar} \left( -mvx - \frac{mv^2 t}{2} \right) \right) \tag{2.21}
\]

Equation \( 2.21 \) is also a solution to the free space Schrodinger equation, and has the form of a plane wave in a moving reference frame \( \exp (i (p(x + vt) - (p^2/2m)t) / \hbar) \) multiplied by a phase term \( \exp (-i (mvx + mv^2 t/2)/\hbar) \). However, the phase term \( \exp (-i (mvx + mv^2 t/2)/\hbar) \) is independent of the initial momentum \( p \), and so equation \( 2.20 \) is also a solution to the free space Schrodinger equation. Note that by moving a well with fixed walls to a moving reference frame and applying \( 2.20 \), equation \( 2.10 \) is derived.

Thus, consider an infinite potential well with \( w_1(t) = 0 \) and \( w_2(t) = w_0 + (v_2 - v_1)t \). The relevant Doescher-Rice solutions are

\[
\psi_n(x,t) = \sqrt{\frac{2}{w(t)}} \sin \left( \frac{n \pi x}{w(t)} \right) \exp \left( \frac{i}{\hbar} \frac{m(v_2 - v_1)x^2 - 2E_0^0 w_0 t}{2hw(t)} \right) \tag{2.22}
\]

By switching reference frames \( (x,t) \mapsto (x - v_1 t, t) \) as in figure \( 2 \) equation \( 2.20 \) implies that the following expression is a solution in a well with walls \( w_1(t) = v_1 t \) and \( w_2(t) = w_0 + v_2 t; \)

\[
\sqrt{\frac{2}{w(t)}} \sin \left( \frac{n \pi (x - v_1 t)}{w(t)} \right) \exp \left( \frac{i}{\hbar} \left( m \Delta v (x - v_1 t)^2 - 2E_0^0 w_0 t + mv_1 x - \frac{mv_1^2 t}{2} \right) \right) \tag{2.23}
\]
We may simplify the phase of the above solution:

\[
\frac{m}{2\hbar w(t)} (\Delta v(x - v_1 t)^2 + 2v_1 w(t) x - v_1^2 w(t)t)
\]

\[
= \frac{m}{2\hbar w(t)} (\Delta v(x^2 - 2v_1 t + v_1^2 t^2) + 2v_1 (w_0 + \Delta v t) x - v_1^2 (w_0 + \Delta v t)t)
\]

\[
= \frac{m}{2\hbar w(t)} (\Delta v x^2 + 2v_1 w_0 x - v_1^2 w_0 t) = \theta(x,t)\]

(2.24)

and thus equation (2.23) agrees with equation (2.2). Equation (2.23) (or the first line of (2.24)) is a useful variation of (2.2) as the \(x\) component of \(\theta\) is independent on the initial width \(w_0\).

### 2.2 Greenberger’s method

In 1988, Greenberger also arrived at the solution (2.2) using a transformation of variables. Once again, consider the free space Schrodinger equation (2.1). To create a stretching in the spatial dimension, Greenberger introduced the following new variables

\[
y = \frac{x}{w(t)} \quad t' = t
\]

(2.25)

where \(w(t) = w_0 + \Delta vt\). Then applying the chain rule for partial derivatives:

\[
\frac{\partial \psi}{\partial x} = \frac{\partial \psi}{\partial y} \frac{\partial y}{\partial x} + \frac{\partial \psi}{\partial t'} \frac{\partial t'}{\partial x} = \frac{1}{w} \frac{\partial \psi}{\partial y}
\]

\[
\frac{\partial \psi}{\partial t} = \frac{\partial \psi}{\partial y} \frac{\partial y}{\partial t'} + \frac{\partial \psi}{\partial t'} \frac{\partial t'}{\partial t} = -\frac{\partial \psi}{\partial y} \frac{\Delta v}{w(t)} + \frac{\partial \psi}{\partial t'}
\]

(2.26)

In these stretched coordinates, Schrodinger’s equation becomes (2.1) becomes

\[
-\hbar^2 \frac{\partial^2 \psi}{2mw^2 \partial y^2} + i\hbar \frac{\Delta v}{w(t)} y \frac{\partial \psi}{\partial y} = i\hbar \frac{\partial \psi}{\partial t'}
\]

(2.27)

We would like to transform \(\psi\) somehow so as to compensate for this stretching, and thus simplify equation (2.27). One way to proceed is to introduce a kind of integrating factor so as to cancel the \(\partial \psi / \partial y\) term. Thus let \(\psi(y,t) = \chi(y,t)f(y,t)\), where \(f\) is an integrating factor. Then Schrodinger’s equation for \(\chi(y,t)\) is

\[
-\hbar^2 \frac{1}{2mw^2} (f_{yy} \psi + 2f_y \chi_y + f \chi_{yy}) + i\hbar \frac{\Delta v}{w(t)} y (f_y \chi + f \chi_y) = i\hbar (f \chi_t + f \chi)
\]

(2.28)
By imposing that the coefficient of \( \chi_y \) should vanish, we arrive at the following differential equation for \( f(y,t) \):
\[
\begin{align*}
-\frac{\hbar^2}{2m} f_y + i\frac{\hbar \Delta v}{w(t)} y f &= 0 \\
\Rightarrow f_y &= \ln(f)' = \frac{i m \Delta v w}{\hbar} y \\
\Rightarrow f(y,t) &= \exp \left( \frac{i m \Delta v w(t) y^2}{2\hbar} \right)
\end{align*}
\]
(2.29)

Thus
\[
\chi(y,t) = \psi(y,t) \exp \left( -\frac{i m \Delta v w(t) y^2}{2\hbar} \right)
\]
(2.30)

Upon substitution into equation (2.28), we find that \( \chi(y,t) \) satisfies a variant of the free space Schrodinger equation (2.1):
\[
\begin{align*}
-\frac{\hbar^2}{2m} \frac{\partial^2 \chi}{\partial y^2} &= i\hbar \left( w(t)^2 \frac{\partial \chi}{\partial t} + \frac{\Delta v w}{2} \chi \right)
\end{align*}
\]
(2.31)

To remove the \( \chi \) term from (2.31), we simply introduce a normalisation term. Define \( \phi(y,t) \) as
\[
\phi(y,t) = \sqrt{w(t)} \chi(y,t) = \sqrt{w(t)} \psi(y,t) \exp \left( -\frac{i m \Delta v w(t) y^2}{2\hbar} \right)
\]
(2.32)

\( \phi(y,t) \) has the advantage over \( \chi(y,t) \) that if \( \psi(x,t) \) is normalised in \( x \) for a given value of \( t \), then \( \phi(y,t) \) is normalised in \( y \) for the same value of \( t \). Substituting \( \phi \) for \( \chi \), equation (2.31) then becomes
\[
\begin{align*}
-\frac{\hbar^2}{2m} \frac{\partial^2 \phi}{\partial y^2} &= i\hbar \frac{\partial \phi}{\partial t} w^2(t)
\end{align*}
\]
(2.33)

To remove the \( w^2(t) \) term, we need to re-parametrise time. Denote this re-parametrisation by \( \tau(t) \). Then by the chain rule:
\[
\frac{\partial \phi}{\partial t} = \frac{\partial \phi}{\partial \tau} \frac{d\tau}{dt}
\]
(2.34)

Setting \( d\tau/dt = w^{-2}(t) \) and solving for \( \tau \):
\[
\tau(t) = \int_0^t w^{-2}(t') dt' = \frac{1}{\Delta v} \left( \frac{1}{w_0} - \frac{1}{w(t)} \right) = \frac{t}{w_0 w(t)}
\]
(2.35)

\[
\Rightarrow t(\tau) = w_0^2 \tau \frac{1}{1 - w_0 \Delta v \tau}
\]
(2.36)

and
\[
-\frac{\hbar^2}{2m} \frac{\partial^2 \phi}{\partial y^2} = i\hbar \frac{\partial \phi}{\partial \tau}
\]
(2.37)

which is of course just the free space Schrodinger equation (2.1). This allows us to generate solutions in the stretched coordinates from solutions in rectangular coordinates. By solving for \( \psi(x,t) \) in equation (2.32), we see that if \( \phi(y,\tau) \) is a free space solution then
\[
\psi(x,t) = \frac{1}{\sqrt{w(t)}} \phi \left( \frac{x}{w(t)} \right) \exp \left( i \frac{m \Delta v x^2}{2\hbar w(t)} \right)
\]
(2.38)

is also a free space solution, where \( t(\tau) \) is defined above.

Equation (2.38) is a useful technique for generating solutions to the free space Schrodinger equation. In particular, it allows us to move between the two coordinate systems in figure 3. The vertical dashed lines in the \((x,t)\) plane are mapped to those in the \((y,\tau)\) plane. Note that the gaps between the lines increase dramatically in the \((x,t)\) plane, even though they are fixed in the \((y,\tau)\) plane. This is because we have defined \( \tau \) so that \( \Delta t = w^2(t) \Delta \tau \). As \( \phi(y,\tau) \) evolves
as a free space wavefunction, in some sense we expect that the time evolution of $\psi(x, t)$ should be slower for larger $w(t)$.

As a simple example, consider the trivial solution to equation (2.33) $\phi(y, t) = 1$. (For the reader not comfortable using a wavefunction that is not normalisable, this argument works for very wide wave packets also.) Then applying equation (2.38), we see that

$$\psi(x, t) = \frac{1}{\sqrt{w(t)}} \exp \left( \frac{i m \Delta v x^2}{2 \hbar w(t)} \right)$$

(2.39)

is a solution to the free space solution. This may easily be checked directly. The momentum of this wavefunction at a given $(x, t)$ may be calculated by applying the momentum operator $\hat{p} = -i\hbar \partial_x$:

$$\hat{p}\psi(x, t) = -i\hbar \frac{\partial}{\partial x} \frac{1}{\sqrt{w(t)}} \exp \left( \frac{i m \Delta v x^2}{2 \hbar w(t)} \right)$$

$$= m \Delta v \frac{x}{w(t)} \psi$$

(2.40)

This is as expected; the momentum of the wavefunction increases linearly with the displacement from the $x = 0$ axis. Takagi has likened this to Hubble’s law of cosmology [19]. The constant of proportionality is such that when $x = w(t)$, the momentum is that of a classical particle with mass $m$ moving at the same speed as the coordinate line. Thus the “geometric” phase term exists to keep track of the momentum, as noted by Greenberger.

By the above, we expect that iterating the Greenberger transformation should generate an infinite family of solutions that satisfy Schrodinger’s equation. In fact, Greenberger transformations are closed in the sense that the product of two Greenberger transformations is another Greenberger transformation. This idea is formalised using Niederer’s transformations in appendix A.

Returning to the problem of the infinite potential well with moving walls, consider an infinite potential well with walls $y = 0, 1$ in the $(y, \tau)$ plane. Then the eigenmodes are

$$\phi(y, \tau) = \sin(n\pi y) \exp \left( -i \frac{n^2 \hbar \pi^2}{2m} \right)$$

(2.41)

Applying Greenberger’s transformation (2.38) to these eigenmodes exactly reproduces the Doescher Rice solutions (2.14) for one moving wall.

We may now deduce the more general solutions (2.2) in a number of ways. Firstly, we may proceed as in section 2.1 and apply a Galilean boost to the solutions for one moving wall. Secondly, we may use Niederer’s transformation (A.2) from appendix A and deduce a transformation $g$ which sends two fixed walls to two non-accelerating moving walls. This would also necessitate calculating $f_g$. 
Thirdly, note that in figure 3 there is a translational symmetry in the \((y, \tau)\) plane along the \(y\) direction. However translation in \(y\) corresponds to switching between the coincident lines in the \((x, t)\) plane, provided \(\Delta v \neq 0\). Let \(y' = y + d\), and \(x'\) the result of this translation in the \((x, t)\) plane. Then

\[
x' = (y + d)w(t) = yw(t) + dw_0 + d\Delta v t = x + dw_0 + d\Delta vt
\]

By setting \(d = -v_1/\Delta v\):

\[
x' = x - v_1(t) + b
\]

which is just a moving reference frame. \(b\) is defined as in equation (2.13). Thus equation (2.38) may be generalised; if \(\phi(y, \tau)\) is a solution to the free space Schrödinger equation, then so is

\[
\frac{1}{\sqrt{w(t)}} \phi \left( \frac{x - v_1 t + b}{w(t)}, t \right) \exp \left( \frac{i m \Delta v x^2}{2 \hbar w(t)} \right)
\]

Translating \(x \mapsto x - b\) then shows that

\[
\psi(x, t) = \frac{1}{\sqrt{w(t)}} \phi \left( \frac{x - v_1 t}{w(t)}, t \right) \exp \left( \frac{i m \Delta v (x - b)^2}{2 \hbar w(t)} \right)
\]

is also a solution to the free space Schrödinger equation.

With this in mind, for a given infinite potential well with moving walls with wavefunction \(\psi(x, t)\), define the Greenberger transformation \(G(\psi(x, t)) = \phi(y, \tau)\) by

\[
\phi(y, \tau) = \sqrt{w(t)} \psi(y, \tau) \exp(-i \theta(y, \tau))
\]

where

\[
\theta(y, t) = \frac{m \Delta v w(t)}{2 \hbar} (y - c)^2
\]

\[
y = (x - v_1 t)/w(t) \quad \tau = \int_0^t \frac{dt'}{w(t')} \quad c = (b - v_1 t)/w(t) = \frac{-v_1}{\Delta v}
\]

Clearly \(\phi(y, \tau)\) satisfies Schrödinger’s equation and the boundary conditions \(\phi(0, \tau) = \phi(1, 0)\), and so belongs in an infinite potential well with fixed width. Similarly for any such \(\phi(y, \tau)\), define the inverse Greenberger transformation \(\psi(x, t) = G^{-1}(\phi(y, \tau))\) by equation (2.45). \(\psi(x, t)\) is a solution to the infinite potential well with moving walls. Greenberger’s transformation shows that the solutions to both problems are in bijection with each other. In particular, \(G^{-1} \left( \sqrt{2} \sin(n \pi y) \exp(-in^2 \pi^2 \hbar \tau / 2m) \right)\) yields the solutions \(\psi_n(x, t)\) (2.2) for \(\Delta v \neq 0\).

### 2.3 Berry and Klein’s method

In 1984, Berry and Klein \([3]\) studied the dynamics of a wavefunction \(\psi(x, t)\) subject to an expanding potential \(\alpha(l(t))V(x/l(t))\), where \(l(t)\) is the linear scale factor and \(\alpha(l)\) scales the strength of the expanding potential. Their analysis was for 3D systems, but again we restrict to the 1D case. Thus \(\psi(x, t)\) must be a solution to

\[
i \hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \psi}{\partial x^2} + \alpha(l(t))V \left( \frac{x}{l(t)} \right) \psi
\]

The normalised variables \(\rho = x/l(t)\) and \(\tau = \int_0^t dt/l(t)^2\) are introduced, so that

\[
i \hbar \frac{\partial \psi}{\partial \tau} = -\frac{\hbar^2}{2m} \frac{\partial^2 \psi}{\partial \rho^2} + \left( V(\rho) + \frac{1}{2} k \rho^2 \right) \psi
\]

where

\[
\psi(x, t) = \frac{\phi(\rho, \tau)}{\sqrt{\lambda}} \exp \left( \frac{i m l(t)^2 \rho^2}{2 \hbar} \right)
\]
and
\[ l(t) = \sqrt{at^2 + 2bt + c} \quad \text{and} \quad ac-b^2 = k/m \]  
(2.52)

We will not go through the details of the above coordinate transformation here as it is very similar to the procedure carried out in section 2.2. We may apply a separation of variables to equation (2.50) to get a set of energy eigenmodes \( \phi_n(\rho, t) = u_n(\rho, t) \exp(-iE_n \hbar) \) such that
\[ E_n u_n = -\frac{\hbar^2}{2m} \frac{\partial^2 u_n}{\partial \rho^2} + \left( V(\rho) + \frac{1}{2}k\rho^2 \right) u_n \]  
(2.53)

Equation (2.53) then results in a set of expanding eigenmodes in the original coordinates:
\[ \psi_n(x, t) = \frac{u_n(x/l(t))}{l(t)} \exp \left( i \frac{ml'x^2}{2l} - E_n \tau(t) \right) \]  
(2.54)

Note that the eigenmode \( u_n(\rho, \tau) \) experiences a potential \( V(\rho) \) with an additional harmonic term \( k\rho^2/2 \). If \( k = 0 \), then by equation (2.52) \( b = \sqrt{ac} \) and
\[ l(t) = \sqrt{at^2 + 2bt + c} = \sqrt{at^2 + 2\sqrt{ac}t + c} = \sqrt{at + \sqrt{c}} \]  
(2.55)

which corresponds to Niederer’s expansion in appendix A.

This method is particularly useful when \( V(\rho) \) only takes on the values 0 or \( \infty \), in which case \( a(l) \) becomes redundant and equation (2.49) is just the free space Schrödinger equation with some boundary conditions. Thus Berry and Klein’s method fully generalises Greenberger’s method to arbitrary potential wells. Berry and Klein comment that for an expanding box and \( k = 0 \), “\( u_n \) is a simple trigonometric function”. In this case, the origin of expansion (\( b \) in figure 1) can be chosen so as to control \( v_1 \) and \( v_2 \).

3 Revivals in an infinite potential well with walls moving at constant velocities

In this section we will examine the phenomenon of revivals in the infinite potential well, and extend this treatment to a well with non-accelerating walls.

The solutions \( \psi_n(x, t) \) from equation (2.2) are orthonormal for each \( t \):
\[ \int_{w_1(t)}^{w_2(t)} \psi^*_n(x, t)\psi_n(x, t) \, dx = \delta_{nm} \]  
(3.1)

This follows immediately from the time independent case as the phase term \( \exp(i\theta(x, t)) \) cancels by conjugation. The solutions are complete, which follows from Fourier theory. To expand \( \psi(x, 0) \) as a sum of \( \psi_n(x, 0) \), the summation coefficients are given by
\[ a_n = \int_0^{w_0} \psi^*_n(x, 0)\psi(x, 0) \, dx \]
\[ = \sqrt{\frac{2}{w_0}} \int_0^{w_0} \sin \left( \frac{n\pi x}{w_0} \right) \exp(-i\theta(x, t)) \psi(x, 0) \, dx \]  
(3.2)

and thus the time evolution of \( \psi(x, t) \) may be determined:
\[ \psi(x, t) = \sum_{n=1}^{\infty} a_n \psi_n(x, t) \]  
(3.3)
Rather than analysing the sum (3.3), we will apply the Greenberger transformation (2.46) to $\psi(x,t)$ and analyse $\phi(y,\tau)$ instead. The time evolution of a particle in a box is well known [16], but we will briefly recount it here. The eigenmode expansion of $\phi(y,\tau)$ is

$$\phi(y,\tau) = \sum_{n=1}^{\infty} c_n \sqrt{2} \sin(n\pi y) \exp\left(-i\frac{n^2 \pi^2 \hbar}{2m}\tau\right)$$

(3.4)

where

$$\tau' = \frac{\hbar \pi}{2m} = \frac{\hbar \pi}{2m} \int_0^t dt' = \frac{\hbar \pi}{2m \Delta v} \left( \frac{1}{w(0)} - \frac{1}{w(t)} \right)$$

(3.5)

and

$$c_n = \int_0^1 \sqrt{2} \sin(n\pi y) \phi(y,0) dy$$

(3.6)

In order to relate the initial wavefunction $\phi(y,0)$ to the wavefunction $\phi(y,\tau')$ at an arbitrary time later, consider the propagator $U(y,z,\tau')$:

$$\phi(y,\tau') = \int_0^1 U(y,z,\tau')\phi(z,0) dz$$

(3.7)

The propagator may be calculated directly by substituting equation (3.6) into equation (3.4):

$$U(y,z,\tau') = 2 \sum_{n=1}^{\infty} \sin(n\pi y) \sin(n\pi z) \exp\left(-i\pi n^2 \tau'\right)$$

$$= -\frac{1}{2} \sum_{n=1}^{\infty} \left(e^{in\pi y} - e^{-in\pi y}\right) \left(e^{in\pi z} - e^{-in\pi z}\right) e^{-i\pi n^2 \tau'}$$

$$= \frac{-1}{2} \sum_{n=1}^{\infty} \left(e^{in\pi (y+z)} + e^{-in\pi (y+z)} - e^{in\pi (y-z)} - e^{-in\pi (y-z)}\right) e^{-i\pi n^2 \tau'}$$

(3.8)

$$= \frac{1}{2} \sum_{n=-\infty}^{\infty} \left(e^{in\pi (y-z)} - e^{in\pi (y+z)}\right) e^{-i\pi n^2 \tau'}$$

$$= \frac{1}{2} \left( \vartheta \left( \frac{y-z}{2},-\tau' \right) - \vartheta \left( \frac{y+z}{2},-\tau' \right) \right)$$

where *Jacobi’s elliptic theta function* $\vartheta(y,\tau')$ [21] is defined as

$$\vartheta(y,\tau') = \sum_{n=-\infty}^{\infty} e^{2\pi iny + \pi n^2 \tau'}$$

(3.9)

Thus

$$\phi(y,\tau') = \frac{1}{2} \int_0^1 \left( \vartheta \left( \frac{y-z}{2},-\tau' \right) - \vartheta \left( \frac{y+z}{2},-\tau' \right) \right) \phi(z,\tau') dz$$

(3.10)

Equation (3.10) takes on a form very similar to a convolution, and so the dynamics of a wavefunction for a particle in a box depend quite explicitly on Jacobi’s elliptic function. $\vartheta(y,\tau')$ is a very interesting function, with many subtle properties which we will not be able to fully review here. Most importantly for our present purposes, $\vartheta(y,\tau')$ may be calculated explicitly for rational values of $\tau'$:

$$\vartheta \left( y, \frac{p}{q} \right) = \sum_{s=0}^{2q-1} c_s(p,2q) \delta \left( y - \frac{s}{2q} \right)$$

(3.11)
where \( c_s(p, 2q) \) is a \textit{generalised quadratic Gauss sum}.

\[
c_s(p, 2q) = \frac{1}{2q} \sum_{r=0}^{2q-1} e^{2\pi i ((p/2q) r^2 + (s/2q) r)}
\]  

(3.12)

Generalised Gauss sums satisfy some very nice arithmetic relations which allow for their calculation \cite{21}. In particular, when \( s \) and \( q \) have the same parity:

\[
c_s(1, 2q) = \frac{1}{\sqrt{q}} e^{\frac{i \pi}{4} (1 - s^2/q)}
\]  

(3.13)

and \( c_s(1, 2q) = 0 \) otherwise. Interestingly, equation (3.13) follows from the Appell transformation \cite{A3}. In particular, this gives us an explicit formula for \( \vartheta(x', 1/q) \):

\[
\vartheta(y, \frac{1}{q}) = \frac{1}{\sqrt{q}} \sum_{s=0}^{2q-1} e^{\frac{i \pi}{4} (1 - s^2/q)} \delta \left( y - \frac{s}{2q} \right)
\]  

(3.14)

Further, observe that \( \vartheta(y, -\tau') = \vartheta(y, \tau')^* \). Thus equation (3.10) combined with (3.11) fully describes \( \phi(y, \tau') \) for rational values of \( \tau' \); \( \phi(y, \tau' = p/q) \) is a sum of translates of the initial field \( \phi(y, 0) \):

\[
\phi \left( y, \tau' = \frac{p}{q} \right) = \sum_{s=0}^{2q-1} c_s(p, 2q)^* \int_0^1 \left( \delta \left( \frac{y - z}{2} - \frac{s}{2q} \right) - \delta \left( \frac{y + z}{2} - \frac{s}{2q} \right) \right) \phi(z, 0) \, dz
\]  

(3.15)

Note that it’s possible \( y - s/q \notin [0, 1] \) even when \( y \in [0, 1] \), which implies \( \phi(y - s/q, \tau) \) is ill defined. The trick is to extend \( \phi(y, \tau) \) to be defined for all \( y \) by using equation (3.4). This is equivalent to extending \( \phi(y, \tau) \) to a periodic function with period 2 such that \( \phi(-y, \tau) = -\phi(y, \tau) \). Each of the translates of \( \phi \) in equation (3.15) is known as a \textit{revival} of the original wavefunction \cite{15}.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{The two revivals of a wavefunction in an infinite potential well with fixed walls at \( \tau' = 1/2 \). Note that one of the revivals is a reflection of the original wavefunction.}
\end{figure}
As an example of equations (3.15) and (3.13), we may evaluate $\phi(y, \tau' = 1/2)$:

$$
\phi \left( y, \tau' = \frac{1}{2} \right) = \frac{1}{\sqrt{2}} \sum_{s=0,2} e^{\frac{i\pi}{4} (s^2/q - 1)} \left( \phi \left( y - \frac{s}{2}, 0 \right) - \phi \left( -y + \frac{s}{2}, 0 \right) \right)
$$

$$
\approx \frac{1}{\sqrt{2}} \left( e^{-\frac{i\pi}{4}} \phi(y, 0) - e^{\frac{i\pi}{4}} \phi(1 - y, 0) \right)
$$

We have dismissed $\phi(y - 1)$ and $\phi(-y)$ as being negligible for $y \in [0, 1]$. This is true provided $\phi(y, 0)$ is narrow enough and far enough away from the well boundaries. Equation (3.16) is sketched schematically in figure 4. Note that the two revivals at $\tau' = 1/2$ are symmetrically located about $y = 1/2$, and that they are mirror images of each other.

In general, we expect that at $\tau' = p/q$ (where $p$ and $q \neq 0$ are integers with no common divisors) there will be $q$ revivals of $\phi(y, 0)$. Sometimes the revivals will overlap perfectly, in which case there will appear to be less than $q$ revivals. A similar phenomenon of revivals occurs in optics, known as the Talbot effect, which is particularly useful in photonics. The revival of source images via the Talbot effect and their combinations is the key feature in a class of photonic devices known as multimode interferometers [22].

Figure 5 provides a numerical simulation of $|\phi(x, t)|^2$, where the double revival occurs at about $2.75 \times 10^{-15}$s. This revival time may be calculated by solving for $t(\tau')$:

$$
\tau' = \frac{h\pi \tau}{2m} = \frac{h\pi t}{2mw^2}
$$

$$
\Rightarrow t = \frac{2mw^2}{h\pi} \tau'
$$

Setting $\tau' = 1/2$ and $m$ to the electron mass yields the time for a double revival. Interestingly, $w = 10$ cm $\Rightarrow t/t' \approx 30$ s, which would make a very interesting toy system if an electron could be seen by the naked eye.
Notice that other distinct revivals occur in figure 5. This is to be expected by (3.15). However, revivals don’t occur for every rational \( \tau' \). This is because the initial wavefunction \( \phi(x,0) \) has a finite width. If the width of the initial wavefunction is 1/10 the width of the well, then clearly we will not be able to see 10 revivals clearly. Thus, for more primitive fractions like 1/4, 1/3 etc., the revivals are much more clear. As the width of the initial wavefunction decreases, more revivals become visible. For small enough widths, the wavefunction will eventually tend towards a fractal shape known as a Talbot carpet [16]. Conveniently, the summation of \( q \) overlapping revivals at \( \tau' = 1/q \) for large \( q \) closely resembles free space propagation.

By applying an inverse Greenberger transformation to \( \phi(y, \tau) \) and \( \phi(y, 0) \) in equation (3.15), we may derive an expression for \( \psi(x, t) \) in terms of \( \psi(x, 0) \):

\[
\psi\left(x, t \left( \tau' = \frac{p}{q} \right) \right) = \sqrt{\frac{w(0)}{w(t)}} \exp(i\theta(x, t)) \sum_{s=0}^{2q-1} c_s(p, 2q)^* \left( \exp\left(-i\theta\left(\frac{w(0)}{w(t)}(x - v_1t) - \frac{s}{q}w(0), 0\right)\right) \psi\left(\frac{w(0)}{w(t)}(x - v_1t) - \frac{s}{q}w(0), 0\right) - \exp\left(-i\theta\left(\frac{w(0)}{w(t)}(-x + v_1t) + \frac{s}{q}w(0), 0\right)\right) \psi\left(\frac{w(0)}{w(t)}(-x + v_1t) + \frac{s}{q}w(0), 0\right) \right) \tag{3.18}
\]

Equation (3.18) is much simpler if we use the normalised coordinate \( y \):

\[
\psi\left(y, t \left( \tau' = \frac{p}{q} \right) \right) = \sqrt{\frac{w(0)}{w(t)}} e^{i\theta(y, t)} \sum_{s=0}^{2q-1} c_s(p, 2q)^* \left( e^{-i\theta(y - s/q, 0)} \psi\left(y - \frac{s}{q}, 0\right) - e^{-i\theta(-y + s/q, 0)} \psi\left(-y + \frac{s}{q}, 0\right) \right) \tag{3.19}
\]

\( \psi(y - s/q, t) \) may be ill defined, as above. However in this case we must extend the product \( e^{-i\theta}\psi(y, 0) = \phi/\sqrt{w} \) by periodicity and antisymmetry, not just \( \psi(y, 0) \).

\[
\begin{align*}
\psi(x, 0) & \quad \text{Time evolution in } t \quad \psi(x, t) \\
G & \quad \phi(y, 0) \quad \phi(y, \tau) \\
G^{-1} & \quad \text{Time evolution in } \tau
\end{align*}
\]

Figure 6: The Greenberger transformation makes \( t \) evolution of \( \psi(x, t) \) and \( \tau \) evolution of \( \phi(y, \tau) \) equivalent.

In practice, to deduce the time evolution of \( \psi(x, t) \) it is easier to move to \( \phi(y, \tau) \) and deduce the time evolution there. This is expressed graphically in figure 6.

Equations (3.18) and (3.19) show that the revivals of \( \psi(x, t) \) differ from those of \( \phi(y, \tau) \) in 3 main ways. Firstly, the width of the revivals at time \( t \) is \( w(t)/w(0) \) times the width of the original wavefunction. Secondly, the amplitude of the revivals is \( \sqrt{w(0)/w(t)} \) times the amplitude of the original wavefunction. Thirdly, the phase of each of the revivals will be altered by a phase term coming from the Greenberger transformation. However, the location of the revivals relative to the width of the well are the same. A schematic of a linearly expanding well with a double revival is shown in figure 7.
Figure 7: An expanding well with one wall moving at constant velocity, and a wavefunction experiencing a double revival

Figure 8 displays a numerical simulation for $|\psi(x, t)|^2$ in a well with one wall moving at a constant velocity. The initial width of the well is $w(0) = 1$ nm, and the velocity of the moving wall $v$ has been chosen that when a double revival occurs the width of the well is $w(t) = 2w(0) = 2$ nm. By equation (3.5),

$$\tau' = \frac{1}{2} = \frac{\hbar \pi}{2mv} \left( \frac{1}{2w(0)} \right)$$

$$\Rightarrow v = \frac{\hbar \pi}{2mw(0)} = 1.82 \times 10^5 \text{ms}^{-1}$$

$$\Rightarrow t = \frac{w(t) - w(0)}{v} = \frac{2mw(0)^2}{\hbar \pi} = 5.5 \times 10^{-15} \text{s}$$

The input location is the same in both figures 5 and 8. The result is that the two time evolution patterns are identical up to a stretching, as follows from equation (3.19). As the width of the well widens, the revivals become wider and the interval between revivals becomes larger. Both of these features are clearly visible in figure 8.

Expanding on the previous calculation, we may solve for $\tau(t')$ explicitly. By equations (2.35) and (2.36)

$$\tau'(t) = \frac{\hbar \pi}{2m w_0^2} t + \Delta vw_0 t$$

$$t(\tau') = \frac{w_0^2 \tau'}{(\hbar \pi/2m) - w_0 \Delta v \tau'}$$

The behaviour of equations (3.23) and (3.24) splits into two cases, the contracting ($\Delta v < 0$) and expanding ($\Delta v > 0$) well. In the following we will consider positive times $t > 0$, but changing the sign of $t$ just exchanges the roles of contraction and expansion. In both cases, $t(\tau = 0) = 0$. 

15
If $\Delta v > 0$, then $t(\tau')$ increases monotonically until it diverges at $\tau = h\pi/(2mw_0\Delta v)$. Equivalently,
\[
\lim_{t \to \infty} \tau'(t) = \frac{h\pi}{2mw_0\Delta v}
\]  
(3.25)
Thus in contrast to the case with fixed walls, there is an upper bound on the value of $\tau'$ that can be achieved in a finite time when the well is expanding. This means that certain revivals will not be possible. As $t$ tends to infinity, the rate of increase of $\tau'(t)$ drops off rapidly. The result is that for large $t$, $\psi(x,t)$ will appear to almost stop evolving, however the form of $\psi(x,t)$ will still stretch in proportion to the width of the well.

If $\Delta v < 0$, $t$ is finite for positive $\tau'$ but $\tau'$ diverges for $t = -w_0/\Delta v$. Equivalently,
\[
\lim_{\tau' \to \infty} t(\tau') = -\frac{w_0}{\Delta v}
\]  
(3.26)
Of course, this is the time when the walls of the well collide. Thus for a contracting well, all possible values of $\tau'$ are attainable and all such revivals will occur within a finite time $-w_0/\Delta v$.

Notice that the deductions of the above two paragraphs are invariant (up to a scaling) under the action of swapping $t$ and $\tau'$ whilst also swapping the roles of contraction and expansion. In other words, the map $(t, \tau') \mapsto (-\tau', -t)$ is a sort of symmetry of the problem. This follows from the group structure of expansions [A.1]. In the language of the Niederer transformations from appendix A, $[\alpha - \alpha] = [0]$ is the identity map, so $[\alpha] = [\alpha]^{-1}$ or equivalently $[-\alpha]^{-1}$ is the identity map. But up to a scaling, $[-\alpha]^{-1}$ is just $(t, \tau') \mapsto (-\tau', -t)$.

4 The infinite potential well with slowly accelerating walls

In this section we will extend the analysis of the previous two sections to infinite potential wells with walls that do not necessarily move at a constant velocity. Thus, consider a wavefunction $\psi(x,t)$ obeying Schrodinger’s equation (2.1) subject to the boundary conditions $\psi(w_1(t),t) = \psi(w_2(t),t) = 0$, where $w_1(t)$ and $w_2(t)$ are the positions of the lower and upper walls respectively. As before we will attempt to solve this problem using transformation
methods in free space; the two transformations we require are the extended Galilean and Greenberger transformations.

4.1 Extended Galilean Transformations

An extended Galilean transformation \[18\] is a transformation of the form \((x, t) \mapsto (x - d(t), t)\) where \(d(t)\) is a time dependent displacement. Thus let \(x' = x - d(t)\). Figure 10 illustrates two possible interpretations of this transformation. In the top half of the figure, the set of curves \(x - d(t)\) for varying \(x\) are mapped to horizontal lines in the \((x', t)\) plane. Alternatively, the set of horizontal lines in the \((x, t)\) plane are mapped to the curves \(x' + d(t)\) in the \((x', t)\). We will mainly be interested in the first interpretation, as we wish to simplify non-trivial geometries. These two interpretations are inverse to each other.

If \(\psi(x, t)\) is a solution to equation (2.1), then by the same procedure as in section 2.2 \(\psi(x', t)\) is a solution to

\[
i\hbar \left(\frac{\partial \psi}{\partial t} - d(t) \frac{\partial \psi}{\partial x'}\right) = -\frac{\hbar^2}{2m} \frac{\partial^2 \psi}{\partial x'^2}\]

(4.1)

Let \(\phi = \psi \exp(-i\theta(x', t))\), for some function \(\theta\). Equation (4.1) becomes

\[
i\hbar \frac{\partial \phi}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \phi}{\partial x'^2} - i\hbar \left(\frac{\hbar \theta_{x'}}{m} - d\right) \frac{\partial \phi}{\partial x'} + h \left(\frac{\theta_t - \dot{d} \theta_{x'}}{m} - \frac{\hbar}{2m} \left(\theta_{x'x'} + \theta_{x''}^2\right)\right) \phi
\]

(4.2)

To ensure the dissipation term \(\partial \phi/\partial x'\) vanishes, we set

\[
\frac{\hbar \theta_{x'}}{m} = \dot{d}
\]

(4.3)

\[
\Rightarrow \theta(x', t) = \frac{m \dot{x'}}{\hbar} + c(t)
\]

(4.4)

where \(c(t)\) is some function of \(t\) (i.e. independent of \(x'\)). The coefficient of \(\phi\) in equation (4.2) is then

\[
\dot{m} \dot{x'} + hc(t) - \frac{m \dot{d}^2}{2}
\]

(4.5)
To simplify equation (4.5), we may set \( \dot{c} = m \dot{d}^2 / 2 \hbar \). Therefore

\[
\theta(x', t) = \frac{m}{\hbar} \left( \dot{d}(t)x' + \frac{1}{2} \int_0^t \dot{d}(t')^2 dt' \right)
\]

and \( \phi(x', t) \) satisfies

\[
i \hbar \frac{\partial \phi}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \phi}{\partial x'^2} + \left( m \ddot{d}(t)x' \right) \phi
\]

More generally, if \( \psi(x, t) \) is subjected to a potential \( V(x, t) \) then under the same transformation \( \phi(x', t) \) satisfies

\[
i \hbar \frac{\partial \phi}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \phi}{\partial x'^2} + \left( V(x' - \ddot{d}(t)) + m \ddot{d}(t)x' \right) \phi
\]

Equation (4.9) makes it clear that the extended Galilean transformation induces a change on the potential

\[
V(x, t) \rightarrow V'(x', t) = V(x' - \ddot{d}(t)) + m \ddot{d}(t)x'
\]

The additional \( m \ddot{d}x' \) term is the potential corresponding to a uniform force \( m \dddot{d} \). This is the same classical fictitious force that occurs in any non-inertial reference frame. Note that \( V' \) may be a time dependent potential even if \( V \) is not.

Figure 10 shows this change for a constant potential \( V(x) \) along the green dashed line in figure 10. In the \((x', t)\) plane, \( V' \) pushes the wavefunction towards higher values (in red) of \( x' \). This can be understood from the \((x, t)\) picture also. A wavefunction evolving from the green line will evolve homogeneously, without any \( x \) dependence. However due to the geometry of the sinusoids, the red curves sweep down in front of this evolving wavefunction. The result is that \((x', t)\) plane, the wavefunction moves towards the red region, the cause of which may be experienced as a force.
Rosen derived the extended Galilean transformations using an argument based on Einstein’s principle of equivalence \[13\]. Holstein derived equation (4.7) using a path integral argument \[23\]. More recently, Klink has derived the extended Galilean transformations by interpreting \[\theta(x, t)\] in equation (4.7) as a generating function \[24, 25\]. In appendix B, the group structure of extended Galilean transformations is discussed.

4.2 Extended Greenberger Transformations

An extended Greenberger transformation is a Greenberger transformation as in section 2.2 with a scaling term \(w(t) > 0\) such that \(w(t) \neq 0\). To begin with, we will consider transformations that preserve the origin, i.e. transformations of the form \(y = x/w(t)\). One such transformation is shown in figure 12. Define \(\phi(y, t)\) as in equation (2.32):

\[
\phi(y, t) = \sqrt{w(t)}\psi(y, t) \exp \left(-i\theta(y, t)\right) \quad (4.11)
\]

with

\[
\theta(y, t) = \frac{mw(t)w(t)\dot{y}}{2\hbar} \quad (4.12)
\]

Greenberger \[5\] showed that if \(\psi(x, t)\) is subject to a potential \(V(x/w(t))\), then \(\phi(y, \tau)\) satisfies the following Schrödinger equation

\[
\frac{i\hbar}{\partial \tau} \frac{\partial \phi}{\partial \tau} = -\frac{\hbar^2}{2m}\frac{\partial^2 \phi}{\partial y^2} + \left(w(t)^2V(y) + m\frac{\dot{w}(t)^2}{2w(t)}\right)\phi \quad (4.13)
\]

where

\[
\tau(t) = \int_0^t \frac{1}{w(t')^2} \, dt' \quad (4.14)
\]
If \( V(x/w(t)) = 0 \), then equation (4.13) reduces to

\[
\frac{i\hbar}{\partial \tau} \frac{\partial \phi}{\partial \tau} = -\frac{\hbar^2}{2m} \frac{\partial^2 \phi}{\partial y^2} + \left( \frac{m}{2} w(t)^3 \tilde{w}(t) y^2 \right) \phi
\]  

(4.15)

While an extended Galilean transformation induces a linear potential, an extended Greenberger transformation induces a quadratic potential \( mw^3 \tilde{w} y^2 / 2 \). Inverting this argument, we may think of a wavefunction in a harmonic oscillator as the result of a wavefunction evolving in “stretched” free space. The spring constant \( mw^3 \tilde{w} y^2 / 2 \) is time independent when \( w(t) = \sqrt{a t^2 + 2bt + c} \), which is the case studied by Berry and Klein [3].

Figure 13: A quadratic potential \( V'(x') \) induced by an extended Greenberger transformation.

Figure 13 shows the effect of the extended Greenberger transformation on a constant potential \( V \) at the green dashed line. The induced potential \( V'(x') \) is a negative quadratic, pushing the wavefunction away from the origin. As in the Galilean case, this pushing may be interpreted geometrically in the \((x, t)\) plane.

The extended Greenberger transformations first appeared in an appendix of Hill and Wheeler discussing nuclear fission [1]. Greenberger then applied this transformation to particles in a box with one wall moving at a constant velocity [5]. Takagi published a series of papers discussing in detail both the extended Galilean and Greenberger transformations [19, 26, 27]. In these papers Takagi investigates how said transformations alter the electromagnetic potentials \( \vec{A} \) and \( V \), and how to use these transformations to solve problems involving electromagnetism and potentials of a harmonic or linear nature. Takagi refers to the variable \( y \) as a “comoving frame”.

Extended Greenberger transformations also form a group; scaling \( x \) by \( 1/w_1(t) \) and then \( 1/w_2(t) \) is the same as scaling by \( 1/w_1(t)w_2(t) \). However this group structure is harder to analyse than the Galilean case as the transformations affect both the spatial and temporal variables.

The overdots in equation (4.15) denote differentiation with respect to \( t \). We may re-express \( \tilde{w}(t) \) in terms of \( \tau \) using the chain rule

\[
\tilde{w}(t) = \frac{d}{dt} \left( \frac{dw}{dt} \right) = \frac{1}{w^2} \frac{d}{d\tau} \left( \frac{1}{w^2} \frac{dw}{d\tau} \right) = \frac{1}{w^4} \frac{d^2w}{d\tau^2} - \frac{2}{w^5} \left( \frac{dw}{d\tau} \right)^2
\]

(4.16)

Thus, equation (4.15) is equivalent to

\[
\frac{i\hbar}{\partial \tau} \frac{\partial \phi}{\partial \tau} = -\frac{\hbar^2}{2m} \frac{\partial^2 \phi}{\partial y^2} + \frac{m}{2} \left( \frac{w(\tau)^3}{w(\tau)} \right) \left( \frac{w(\tau)}{w'(\tau)} \right)^2 \phi
\]

(4.17)

where overdots in equation (4.17) denote differentiation with respect to \( \tau \). In future, we will interpret an overdot as denoting differentiation with respect to the variable being used as the function argument. If no argument is present, we will use \( t \) by default.
Let us now consider the more general Greenberger transformation $y = (x - d(t))/w(t)$ applied to a wavefunction $\psi(x,t)$ in free space. This transformation is a result of first translating by $d(t)$ and then scaling by $1/w(t)$. If $x' = x - d(t)$ and $\phi'(x', t) = \psi(x', t) \exp(-i\theta_T(x', t))$ with $\theta_T(x', t)$ defined as in equation (4.17), then

$$ih \frac{\partial \phi'}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \phi'}{\partial x'^2} + m d x'$$

(4.18)

Letting $\phi(y, \tau) = \sqrt{w(t)} \phi'(y, \tau) \exp(-i\theta_S(y, \tau))$, with $\theta_S(y, \tau)$ defined as in equation (4.12), then $\phi(y, \tau)$ satisfies the following Schrodinger equation

$$ih \frac{\partial \phi}{\partial \tau} = -\frac{\hbar^2}{2m} \frac{\partial^2 \phi}{\partial y^2} + mw(t)^3 \left( d(t)y + \frac{\dot{w}(t)}{2} y^2 \right) \phi$$

(4.19)

The potential term may be expressed in terms of $\tau$, similarly to before

$$mw(t)^3 \left( \frac{\dot{d}(t)y + \frac{\dot{w}(t)}{2} y^2}{2} \right) = m \left( \frac{\dot{\tau}}{w(\tau)} - 2 \left( \frac{\dot{\tau}}{w(\tau)} \right)^2 \right) y + \left( \frac{\dot{\tau}}{w(\tau)} - \left( \frac{\dot{\tau}}{w(\tau)} \right)^2 \right) y^2$$

(4.20)

We may relate $\phi(y, \tau)$ directly to the original wavefunction $\psi(x, t)$ by

$$\phi(y, \tau) = \sqrt{w(t)} \exp(-i(\theta_S(y, \tau) + \theta_T(y, \tau))) \psi(y, \tau)$$

(4.21)

where

$$\theta(y, t) = \frac{m}{2\hbar} \left( \frac{w(t)\dot{w}(t) y^2}{2} + 2\dot{d}(t)w(t)y + \int_0^t \dot{d}(t')^2 dt' \right)$$

(4.22)

$$\Leftrightarrow \theta(y, \tau) = \frac{m}{2\hbar} \left( \frac{w(\tau)\dot{w}(\tau) y^2}{2} + 2\dot{d}(\tau)w(\tau)y + \int_0^{\tau} \dot{d}(\tau')^2 d\tau' \right)$$

(4.23)

$$\Leftrightarrow \theta(x, t) = \frac{m}{2\hbar} \left( \frac{w(t)\dot{w}(t) (x - d(t))^2}{2} + 2\dot{d}(t)(x - d(t)) + \int_0^t \dot{d}(t')^2 dt' \right)$$

(4.24)

$\theta$ may be expressed in terms of other coordinate systems but equation (4.22) is its simplest form.

The extended Greenberger transformation is a powerful technique; given a Schrodinger equation of the form (4.19) it may be possible to deduce a transformation that maps the problem to free space. In particular, we may generate solutions to (4.19) from free space solutions $\psi(x,t)$ to satisfy equation (4.19) with $\dot{d}$ and $\dot{w}$ not vanishing, $\phi(y, \tau)$ should decay suitably as $|y| \to \infty$ to avoid infinite energies. This is not the case in free space (2.1), where solutions of the form $\exp(ipx/\hbar)$ are allowed. For more information and applications, see [25].

### 4.3 The infinite potential well with slowly accelerating walls

We are now in a position to study a wavefunction evolving in an infinite potential well with slowly accelerating walls. Consider such a wavefunction $\psi(x,t)$ evolving in a well with upper and lower walls $w_2(t)$ and $w_1(t)$ respectively. Then $\psi(x,t)$ must satisfy Schrodinger’s equation (2.1) subject to the boundary conditions $\psi(w_1(t), t) = \psi(w_2(t), t) = 0$. Let $w(t) = w_2(t) - w_1(t)$
where \( y \) equations (4.19) and (4.22), define \( \phi \) For an electron, \((|\rangle - \Delta V)\phi = 0\) if \(\Delta V \ll H_f\). To make this comparison, we let \(y = 1\) and replace \(H_f\) by its smallest eigenvalue, \(\pi^2\hbar^2/2m\).

\[
\Delta V \ll H_f \Leftrightarrow \left| mw^3 \left( \tilde{w}_1 + \frac{\tilde{w}}{2} \right) \right| \ll \frac{\pi^2\hbar^2}{2m}
\]

For \(|\tilde{w}_1 + \tilde{w}/2|\) to be small, it is sufficient for \(|\tilde{w}_i|\) to be small, where \(i = 1\) or 2. Thus

\[
mw^3 |\tilde{w}_i| \ll \frac{\pi^2\hbar^2}{2m} \Leftrightarrow |\tilde{w}_i| \ll \frac{1}{2w^3} \left( \frac{\pi\hbar}{m} \right)^2
\]

For an electron, \((\pi\hbar/m) \approx \text{cm}^2\text{s}^{-1}\). In this case

\[
|\tilde{w}_i| \ll \frac{\text{cm}^4 \text{s}^{-2}}{w^3}
\]

By equation (4.30), for \(\Delta V \ll H_f\) both the width of the well \(w(t)\) and the acceleration of the walls \(w_i(t)\) must be small. In this case, we say that the well is slowly accelerating. Interestingly, no constraint is placed on the velocity of the walls.

If both \(|\tilde{w}_i|\) are small enough, we may ignore \(\Delta V\) in comparison to \(H_f\). This is the case we will study here, but an approximate solution is derived in appendix C. In this case, equation (4.27) reduces to the free space Schrodinger equation and the problem reduces to an infinite potential well with constant width 1. By the same logic as in section 2.2, we conclude that if the acceleration of each of the walls is slow enough, then

\[
\psi_n(x, t) = \sqrt{\frac{2}{w(t)}} \sin \left( \frac{n\pi(x - w_1(t))}{w(t)} \right) \exp \left( i\theta(y, t) - \frac{i}{\hbar} \int_0^t E_n(t') dt' \right)
\]

22
is a set of eigenmodes for the well where \( \theta(y, t) \) is given in equation (4.25). Thus the evolution of a wavefunction in a well with slowly accelerating walls is very similar to the non-accelerating case; the only significant differences are the phase \( \theta \) and the time variable \( \tau \). In particular, equation (3.19) for the wavefunction revivals still holds true provided we use definitions (4.22) and (4.14) for \( \theta \) and \( \tau \) accordingly. In particular, we may still use the method of figure 6 to deduce the time evolution for \( \psi(x, t) \).

Figure 14 is a simulation of \( |\psi(x, t)|^2 \) evolving in a well with one wall fixed and the other varying sinusoidally. The relative input location is the same as for figures 5 and 8. As expected, the resulting evolution pattern is almost a stretched version of the previous two simulations. Some of the revivals appear less clear here than in the previous figures, such as the double revival in all three. This is because the eigenmodes (4.32) are only approximate. The solutions would be more accurate if the acceleration of the wall was slower.

Note that there are no acceleration terms in equation (4.25) for \( \theta(y, t) \). In this sense the assumption that for small \( |\ddot{w}| \) the accelerations may be ignored is consistent. The perturbation of these small accelerations to \( w_i(t) \) and \( \psi(x, t) \) is regular, as opposed to singular [28]. \( \theta(y, t) \) may be expressed in terms of \( x \):

\[
\theta(x, t) = \frac{m}{2\hbar} \left( \frac{\dot{w}}{w}(x - w_1)^2 + 2\dot{w}_1 x - 2w_1 \ddot{w}_1 + \int_0^t \dot{w}_1^2 \, dt' \right) = \frac{m}{2\hbar} \left( \frac{\dot{w}}{w}(x - w_1)^2 + 2\dot{w}_1 x - \int_0^t \dot{w}_1^2 + \dot{w}_1 \ddot{w}_1 \, dt' \right)
\]

Equation (4.33) is very similar to equation (2.24), where the variables \( \Delta v \) and \( v_1 t \) have been replaced with \( \dot{w} \) and \( w_1(t) \) respectively, and the extra integration of \( w_1 \dot{w}_1 \) is required.

When \( \dot{w}(t) = 0 \), i.e. when the width of the well is locally constant for a given \( t \), \( \theta(y, t) \)
simplifies to

\[ \theta(y, t) = \frac{m}{\hbar} \left( w_1(t)w(t)y + \frac{1}{2} \int_0^t \dot{w}_1(t)^2 \, dt' \right) \]  

\[ \Rightarrow \theta(x, t) = \frac{m}{\hbar} \left( w_1(t)x - \frac{1}{2} \int_0^t \dot{w}_1(t)^2 \, dt' \right) \]  

(4.34)

(4.35)

where \( \theta(x, t) \) has been derived at the end of appendix B, and we have neglected the acceleration term thereof. Equation (4.35) is an extension of equation (2.10) to time dependent velocities \( v \).

Conversely, suppose that \( \dot{w}(t) \neq 0 \). This allows us to complete the square in \( y \):

\[ \theta(y, t) = \frac{m}{2\hbar} \left( w\dot{w}y^2 + 2w\dot{w}y + \int_0^t \dot{w}_1^2 \, dt' \right) \]

\[ = \frac{m}{2\hbar} \left( w\dot{w} \left( y + \frac{\dot{w}_1}{w} \right)^2 - \frac{w\dot{w}_1^2}{w} + \int_0^t \dot{w}_1^2 \, dt' \right) \]  

(4.36)

\[ \Rightarrow \theta(x, t) = \frac{m}{2\hbar} \left( w\dot{w} (x - w_1(t) - b(t))^2 - \frac{w\dot{w}_1^2}{w} + \int_0^t \dot{w}_1^2 \, dt' \right) \]  

(4.37)

where

\[ b(t) = -\frac{\dot{w}_1}{w} + w_1 \quad \quad c(t) = -\frac{\dot{w}_1}{w} \]  

(4.38)

\( b(t) \) is just the instantaneous intersection of the walls, as illustrated in figure 15, while \( c(t) \) is this point in the \( y \) coordinate. Again, this is just an extension of equation (2.12).

Figure 15: An infinite potential well with slowly accelerating walls.
To investigate how $\tau$ and $\tau'$ behave for wells with slowly accelerating walls, we will consider widths $w(t)$ with a monomial like width dependency: $w(t) = w_0(1 + (t/T)^n)$ where $T \neq 0$ is some fixed time and $n \in \mathbb{R}$. We will assume the well is symmetric about $x = 0$, so that $w_1(t) = -w_2(t)$. For $T > 0$, the well is expanding for $n > 0$, fixed for $n = 0$ and contracting for $n < 0$. If $T < 0$, the well contracts to a point at $t = -T$ for $n > 0$, is fixed for $n = 0$ and expands to infinity at $t = -T$ for $n < 0$. In the following, we will assume that $T > 0$ and treat the negative $t$ values as evolving towards $-T$. This is equivalent to taking $T < 0$ and evolving $t$ in the positive sense, however this way saves the amount of casework to be done. These different cases are illustrated in figure 16.

\[
\begin{align*}
\text{Figure 16: Some different well shapes for } n > 0 \text{ (left) and } n < 0 \text{ (right), and fixed } T \text{ and } w_0.
\end{align*}
\]

To ensure the walls are slowly accelerating, $w(t)$ must satisfy equation (4.30). As the well is symmetric, $|\ddot{w}_i|$ may be identified with $|\ddot{w}|$. Thus

\[
\frac{w_0^n(n-1)}{T^2} \left(1 + \frac{t}{T}\right)^{4n-2} \ll \left(\frac{\hbar}{m}\right)^2
\]

Equation (4.39) is satisfied for all $t$ if $n = 0$ or 1, corresponding to the constant or linear width wells. Thus in the following, we will discard these two values of $n$.

Let $\tau'$ be defined as

\[
\tau'(t) = \frac{\hbar \pi}{2m} \int_0^t \frac{dt'}{w(t)^2}
\]

$\tau'$ is a unit-less number, which for rational values describes the number of revivals at a particular time. For the present choice of $w(t)$:

\[
\begin{align*}
\tau'(t) &= \frac{\pi \hbar}{2 mw_0^2} \int_0^t \frac{dt'}{(1 + (t'/T)^{2n})^2} \\
&= \frac{\pi \hbar T}{2mw_0^2(1-2n)} \left(\frac{1}{(1 + (t'/T)^{2n})^{2n-1}}\right)_0^t \\
&= \sigma \left(\frac{1}{(1 + (t/T)^{2n})^{2n-1}} - 1\right) \\
&\Leftrightarrow t(\tau') = T \left(\frac{1 + \tau'}{\sigma}\right)^{1/2n} - 1
\end{align*}
\]

provided $n \neq 1/2$, where $\sigma = \pi \hbar T/2mw_0^2(1-2n)$. For $n = 1/2,$

\[
\begin{align*}
\tau' &= \sigma \log \left(1 + \frac{t}{T}\right) \\
&\Leftrightarrow t = T \left(e^{\tau'/\sigma} - 1\right)
\end{align*}
\]
where $\sigma = \pi h T / 2 m w_0^2$. Note that both equations (4.39) and (4.41) depend principally on $(1 + t/T)^{2n-1}$. The limiting behaviour of $\tau'(t)$ is

$$
\lim_{t \to \infty} \tau'(t) = \begin{cases} 
\infty & \text{if } n \leq 1/2 \\
-\sigma & \text{if } n > 1/2 
\end{cases} \quad (4.45)
$$

$$
\lim_{t \to -T} \tau'(t) = \begin{cases} 
-\sigma & \text{if } n < 1/2 \\
\infty & \text{if } n \geq 1/2 
\end{cases} \quad (4.46)
$$

We will separate our analysis into four cases: $n > 1/2$, $n = 1/2$, $0 < n < 1/2$ and $n < 0$.

For $n > 1/2$, $(1 + t/T)^{4n-2} \to 0$ as $t \to -T$ but diverges as $t \to \infty$ (provided $n \neq 1$). Thus as $t$ tends to $-T$, the inequality (4.39) is better satisfied and the slowly accelerating approximation becomes more valid as the width converges to 0. By equation (4.46), $\tau'$ is unbounded as $t \to -T$. This is as expected, the frequency of the revivals should increase indefinitely as $w(t) \to 0$. However as $t$ gets larger, the slowly accelerating approximation becomes less valid. In particular, as $t$ approaches the order of

$$
t \approx T^{2n-1} \sqrt{\frac{T}{w_0^2 m}} \frac{1}{\sqrt{n(n-1)}} \quad (4.47)
$$

the approximation breaks down. For sufficiently small $t$, equation (4.45) holds true. To analyse $\phi(y, \tau)$ for larger values of $t$, we should solve equation (4.26) directly or employ approximation methods as in appendix C.

If $n = 1/2$ then the left hand side of equation (4.39) is $t$ independent, and the inequality is satisfied for all $t$ provided $T/w_0^2 > m/h$. $\tau'$ is unbounded, and attains all values from $-\infty$ to $\infty$ as $t$ varies from $-T$ to $\infty$ by equation (4.43). The shape of the well appears as a horizontal parabola.

If $0 < n < 1/2$, $(1 + t/T)^{4n-2} \to 0$ and $\tau' \to \infty$ as $t \to \infty$ but $(1 + t/T)^{4n-2} \to 0$ and $\tau' \to -\sigma$ as $t \to -T$ (provided $n \neq 0$). This is in contrast to the $n > 1/2$ case, even though all $n > 0$ $w(t) \to 0$ as $t \to -T$ and $w(t)$ diverges as $t \to \infty$. As $t \to \infty$, $w(t)$ accelerates very gently, but as $t \to -T$ $w(t)$ accelerates suddenly to 0. As $w(t)$ grows, all possible revival times $\tau'$ are achieved. While the slowly accelerating approximation remains valid, $\tau'$ is bounded as $t \to -T$.

Finally, take $n < 0$. In this case, $w(t)$ diverges as $t \to -T$ but converges smoothly to 0 as $t \to \infty$. Thus it is not surprising that (4.39) is satisfied and $\tau'$ is unbounded as $t \to \infty$. Conversely as $t \to -T$, (4.39) becomes invalid but $\tau'$ is unbounded.

5 Conclusion

After thoroughly expanding upon the particle in a box example, we now see that provided the acceleration of the walls is slow enough every well may be transformed into a well with fixed walls. Although a useful result in itself, many useful techniques for solving more general quantum mechanical problems have been developed along the way, particularly transformations methods. A wavefunction in a slowly accelerating well is seen to undergo revivals, and the location and phase of these revivals have been derived. For certain well geometries, we have deduced that certain revivals which occur in the fixed case may not occur in an expanding well, depending on the rate of expansion.

A Symmetries of the free space Schrodinger equation

In this appendix we will address certain symmetries of the free space Schrodinger equation as derived by Niederer [17], and their relation to the Greenberger transformation (2.38).

Interpreting (2.38) as a transformation of variables $(x, t) \mapsto (y, \tau)$ is convenient, but this transformation does not respect units. The problem is $w(t)$ which has units of distance, but
ideally should be unit-less. This suggests substituting \( 1 + \alpha t \) for \( w(t) = w_0 + \Delta v t \), where \( \alpha \) has units of \((\text{time})^{-1}\). In this form, we may interpret the transformation \((x, t) \mapsto (y, \tau)\) as

\[
[\alpha] (x, t) \mapsto \left( \frac{t}{1 + \alpha t}, \frac{x}{1 + \alpha t} \right)
\]  

(A.1)

Niederer \cite{17} defined the transformation \([\alpha]\) as an expansion. Expansions form an additive group on composition, \([\alpha_1] \circ [\alpha_2] = [\alpha_1 + \alpha_2]\). Niederer discovered expansions while determining “the maximal kinematical invariance group of the free Schrödinger equation”, i.e. the group of transformations \((x, t) \mapsto g(x, t)\) such that the map \(\psi(x, t) \mapsto f_g(g(x, t))\psi(g(x, t))\) preserves solutions of Schrödinger’s equation, where \(f_g(x, t)\) is some adjustment factor. He determined that all such symmetries (which we are restricting to 1 spatial dimension) are of the form

\[
g(x, t) = \left( d^2 \frac{t + b}{1 + \alpha(t + b)}, d \frac{x + vt + a}{1 + \alpha(t + b)} \right)
\]  

(A.2)

for real parameters \(d, \alpha, b, a\) and \(v\). These parameters correspond respectively to dilations, expansions, temporal translations, spatial translations and Galilean boosts. For example, the transformation \((x, t) \mapsto g(x, t)\) such that the map \(\psi(x, t) \mapsto f_g(g(x, t))\psi(g(x, t))\) preserves solutions of Schrödinger’s equation, where \(f_g(x, t)\) is some adjustment factor. He determined that all such symmetries (which we are restricting to 1 spatial dimension) are of the form

\[
\Sigma(x, t) = \left( \frac{x}{t}, -\frac{1}{t} \right)
\]  

(A.3)

In 1892 Appell \cite{29} showed that the Appell transformation is a symmetry of the heat equation \(u_t(x, t) - k u_{xx}(x, t) = 0\) \cite{30}. As the Schrödinger equation is a complex variant of the heat equation with \(k = -i\hbar/2m\), the Appell transformation is a symmetry of the Schrödinger equation also. Denote the time translation \((x, t) \mapsto (x, t + b)\) by \((b)\). Niederer showed that

\[
[\alpha] (x, t) = \Sigma^{-1}(-\alpha) \Sigma(x, t) = \left( \frac{t}{1 + \alpha t}, \frac{x}{1 + \alpha t} \right)
\]  

(A.4)

Thus Greenberger’s method is a result of temporal symmetry and Appell’s transformation. As Niederer’s transformations \([A.2]\) form a closed group, there is nothing to be gained from applying Greenberger’s transformation iteratively; the result must again be of the form \([A.2]\).

Note that Niederer’s transformation \([A.2]\) also respects boundary conditions nicely like Greenberger’s transformation, as the transformed wavefunction is just multiplied by \(f_g\).

\section{The group structure of the extended Galilean transformations}

The extended Galilean transformations form a group, as translating by \(d_1(t)\) and then by \(d_2(t)\) is equivalent to translating by \((d_1 + d_2)(t)\). However as we have defined it, the transformation \(\psi(x, t) \mapsto \phi(x', t)\) does not respect this group structure. To see this, consider two consecutive transformations

\[
(x, t) \mapsto (x_1, t) = (x - d_1(t), t) \quad (x_1, t) \mapsto (x_2, t) = (x_1 - d_2(t), t)
\]  

(B.1)

If the potential in the \((x, t)\) frame is \(V\), then by equation \(4.10\), \(V_1 = V(x - d_1(t)) + m\ddot{x}_1 t\) and

\[
V_2 = V(x - (d_1 - d_2)(t)) + m\ddot{x}_1 (x_2 + d_2(t)) + m\ddot{x}_2 x_2
\]

\[
= V(x - (d_1 - d_2)(t)) + m(d_1 + d_2)x_2 + m\ddot{x}_1 d_2
\]  

(B.2)
V₂ differs from the induced potential of the transformation $x \mapsto x - (d₁ + d₂)(t)$ by $m \ddot{d₁}d₂$. There is no spatial dependence in $m \ddot{d₁}d₂$, and so it produces no force. This term may be integrated out by multiplying $\phi$ by $\exp \left(-i \hbar \int m \ddot{d₁}d₁ dt' \right)$.

Thus for the product of two Galilean transformations as in equation $[B.1]$, let

$$\phi_1(x₁, t) = \exp(-i\theta_1(x₁, t))\psi(x₁, t) \quad \phi_2(x₂, t) = \exp(-i\theta_2(x₂, t))\phi_1(x₂, t) \quad (B.3)$$

where

$$\theta_1(x₁, t) = \frac{m}{\hbar} \left( \dot{d₁}x₁ + \int₀ᵗ \frac{\dot{d₁}²}{2} dt' \right) \quad (B.4) \quad \theta(x₂, t) = \frac{m}{\hbar} \left( \dot{d₂}x₂ + \int₀ᵗ \frac{\dot{d₂}²}{2} - \ddot{d₁}d₂ dt' \right) \quad (B.5)$$

Then $\phi_2(x₂, t) = \exp(-i(\theta_2(x₂, t) + \theta_1(x₂, t)))\psi(x₂, t)$, where

$$\theta_2(x₂, t) + \theta_1(x₂, t) = \frac{m}{\hbar} \left( \dot{d₂}x₂ + \dot{d₁}(x₁ + d₂) + \frac{1}{2} \int₀ᵗ \dot{d₁}² + \dot{d₂}² - 2\ddot{d₁}d₂ dt' \right) \quad (B.6)$$

By integration by parts:

$$\int₀ᵗ \ddot{d₁}d₂ dt' = \left( \dot{d₁}d₂ \right)_0ᵗ - \int₀ᵗ \dot{d₁}\dot{d₂} dt' \quad (B.7)$$

Thus up to a constant $\dot{d₁}(0)d₂(0)$,

$$\theta_2(x₂, t) + \theta_1(x₂, t) = \frac{m}{\hbar} \left( (d₁ + d₂)x₂ + \frac{1}{2} \int₀ᵗ (d₁ + d₂)² dt' \right) \quad (B.8)$$

which is exactly the phase change required for a translation by $(d₁ + d₂)(t)$ by equation $[4.7]$. Further, $\phi_2(x₂, t)$ perceives a potential $V = m(d₁ + d₂)x₂$. Thus the transformations defined by equations $[B.3]$, $[B.4]$ and $[B.5]$ respect the group structure of the extended Galilean transformations. The disadvantage of this definition is that it must be defined with respect to some underlying reference frame $(x, t)$. Note that equation $[B.5]$ correctly reduces to equation $[B.4]$ when $d₁ = 0$.

If $\psi(x, t) \mapsto \phi(x', t) = \psi(x', t) \exp(-i\theta(x', t))$ is induced by a translation $x' = x - d(t)$, then we may express $\theta$ in terms of the original coordinate $x$:

$$\theta(x, t) = \frac{m}{\hbar} \left( \dot{d}(x + d(t)) + \frac{1}{2} \int₀ᵗ \dot{d}² dt' \right) \quad (B.9)$$

up to a constant. Here we have differentiated and then integrated $dd$ to bring this term inside the integral. Equation $[B.9]$ allows us to invert an extended Galilean transformation via $\psi(x, t) = \phi(x, t) \exp(i\theta(x, t))$. When $\ddot{d} = 0$, $d$ is constant and the integral is just $\dot{d}²t/2$. This result agrees with equation $[2.10]$ where $d = v$. Equation $[B.9]$ can also be deduced by considering the product of the transformations by $d(t)$ and $-d(t)$ and applying equation $[B.5]$.
C The WKB approximation

In this appendix we will provide an approximate solution to equation (4.26) using the adiabatic and WKB approximations.

\[ i\hbar \frac{\partial \phi}{\partial \tau} = -\frac{\hbar^2}{2m} \frac{\partial^2 \phi}{\partial y^2} + \left( f(\tau)y + \frac{k(\tau)}{2} y^2 \right) \phi \]

\[ = H(\tau) \psi + \Delta V(\tau) \psi \]

subject to the boundary conditions \( \phi(0, \tau) = 0 \) and \( \phi(1, \tau) = 0 \).

The first assumption we make is that \( H(\tau) \) varies slow enough so that the adiabatic approximation may be used, as in equation (2.4). As \( H_f \) is time independent, this is equivalent to requiring that \( \Delta V(\tau) \) be slowly varying. Thus, we will solve for the instantaneous eigenmodes \( \phi_n(y, \tau) \):

\[ E_n(\tau) \psi = H(\tau) \psi_n(y, \tau) \]

where \( E_n(\tau) \) is the associated instantaneous eigenvalue.

We will further assume that \( \Delta V \) is slowly varying in time, but we will not derive the necessary conditions on \( w_i \) for this to be so. This allows us to make the adiabatic approximation in solving for \( \phi(y, \tau) \); i.e. we approximate the instantaneous eigenmodes \( \phi_n(y, \tau) \) of the Hamiltonian \( H(\tau) \) along with a dynamical phase and Berry phase as solutions to equation (4.27). The instantaneous eigenmodes and eigenvalues \( E_n(\tau) \) are given by

\[ E_n(\tau) \phi_n(y, \tau) = H(\tau) \phi_n(y, \tau) \]

To solve equation (C.3), we shall employ the WKB approximation. Consider the one dimensional time independent Schrodinger equation

\[ -\frac{\hbar^2}{2m} \frac{d^2 \psi}{dx^2} + V(x) \psi = E \psi \]

\[ \Leftrightarrow \frac{d^2 \psi}{dx^2} = \frac{2m}{\hbar^2} (V(x) - E) \]

The idea of the WKB approximation is to replace \( \psi(x) \) by an exponential function \( \exp(i\Theta(x)) \). Upon substitution into equation (C.4):

\[ i \frac{d^2 \Theta}{dx^2} - \left( \frac{d\Theta}{dx} \right)^2 = \frac{2m}{\hbar^2} (V(x) - E) \]

To first order, the WKB approximation neglects derivatives of \( \Theta(x) \) higher than the first. Thus we may solve equation (C.5):

\[ \Theta(x) = \pm \int_0^x \sqrt{\frac{2m}{\hbar^2} (E - V(x'))} \, dx' + C \]

where \( C \) is some constant. For a more thorough discussion of the WKB approximation and extension to higher orders, see [28, 31].

By equation (C.6) and the linearity of (C.3), \( \phi_n(y, \tau) \) will have the form

\[ \phi_n(y, \tau) = A \exp \left( \int_0^y \sqrt{\frac{2m}{\hbar^2} (E_n(\tau) - \Delta V(y'))} \, dy' + C \right) \]

\[ + B \exp \left( \int_0^y \sqrt{\frac{2m}{\hbar^2} (E_n(\tau) - \Delta V(y'))} \, dy' + C \right) \]

where \( A \) and \( B \) are complex constants. To satisfy \( \phi_n(0, \tau) = 0 \), we further set

\[ \phi_n(y, \tau) = \sqrt{2} \sin \left( \int_0^y \sqrt{\frac{2m}{\hbar^2} (E_n(\tau) - \Delta V(y'))} \, dy' \right) \]
Note that we have ignored the effect of the perturbation $\Delta V$ on the normalisation constant $\sqrt{\mathcal{N}}$. To satisfy the other boundary condition, $\phi(1, \tau) = 0$ we require

$$\int_0^1 \sqrt{\frac{2m}{\hbar^2}} \left( E_n(\tau) - \Delta V(y') \right) dy' = n\pi$$  \hspace{1cm} (C.9)

for some integer $n$, which coincides with the mode number.

To evaluate the integral (C.9) we will perform a binomial expansion; $\sqrt{1+x} \approx 1 + x/2$ for $|x| \ll 1$.

$$\int_0^1 \sqrt{\frac{2m}{\hbar^2}} \left( E_n(\tau) - \Delta V(y') \right) dy' = \sqrt{\frac{2mE_n}{\hbar^2}} \int_0^1 1 - \frac{\Delta V}{E_n} dy'$$

$$\approx \sqrt{\frac{2mE_n}{\hbar^2}} \int_0^1 1 - \frac{\Delta V}{2E_n} dy'$$  \hspace{1cm} (C.10)

$$= \sqrt{\frac{2mE_n}{\hbar^2}} - \frac{1}{2} \frac{2m}{\hbar^2E_n} \int_0^1 \Delta V(y') dy'$$

We will denote $\int_0^1 \Delta V(y') dy'$ by $\int \Delta V$. By direct integration,

$$\int \Delta V(\tau) = \frac{f(\tau)}{2} + \frac{k(\tau)}{6}$$  \hspace{1cm} (C.11)

However the current argument works for any perturbing potential $\Delta V$ in an infinite potential well. By equation (C.9),

$$\sqrt{E_n} - \frac{\int \Delta V}{2\sqrt{E_n}} = n\pi\sqrt{\frac{\hbar^2}{2m}}$$

$$\Rightarrow E_n - n\pi\sqrt{\frac{\hbar^2}{2m}} \sqrt{E_n} = -\frac{\int \Delta V}{2} = 0$$

$$\Rightarrow \sqrt{E_n} = \frac{n\pi\sqrt{\hbar^2/2m} + \sqrt{(n\pi)^2\hbar^2/2m + 2\int \Delta V}}{2}$$  \hspace{1cm} (C.12)

$$= n\pi\sqrt{\frac{\hbar^2}{2m}} \left( 1 + \sqrt{1 + \frac{4m\int \Delta V/(nh\pi)^2}{2}} \right)$$

$$\Rightarrow \sqrt{E_n} \approx n\pi\sqrt{\frac{\hbar^2}{2m}} \left( 1 + \frac{m\int \Delta V}{(nh\pi)^2} \right)$$

$$\Rightarrow E_n(\tau) \approx n^2\pi^2 \frac{\hbar^2}{2m} \left( 1 + \frac{2m\int \Delta V}{(nh\pi)^2} \right) = \frac{\hbar^2 n^2 \pi^2}{2m} + \int \Delta V$$  \hspace{1cm} (C.13)

where we have twice used the binomial expansion $(1 + x)^n \approx 1 + nx$ for $|x| \ll 1$. By equation (C.12), to first order $\Delta V$ shifts all the energy levels $E_n(\tau)$ from the unperturbed energies by the same amount $\int \Delta V$.

Equation (C.12) along with equation (C.8) gives an approximate expression for $\phi_n(y, \tau)$:

$$\phi_n(y, \tau) \approx \sqrt{2} \sin \left( \int_0^y \sqrt{\frac{2m}{\hbar^2}} \left( E_n(\tau) - \Delta V(y') \right) dy' \right)$$

$$\approx \sqrt{2} \sin \left( n\pi y + \frac{m\hbar^2}{n\pi} \left( \Delta V_y - \int_0^y \Delta V(y') dy' \right) \right)$$  \hspace{1cm} (C.14)

For $V(\tau) = f(\tau)y + k(\tau)y^2/2$,

$$\phi_n(y, \tau) \approx \sqrt{2} \sin \left( n\pi y + \frac{m\hbar^2}{n\pi} \left( \frac{f(\tau)}{2} y(1 - y) + \frac{k(\tau)}{6} y(1 - y^2) \right) \right)$$  \hspace{1cm} (C.15)
Note that the effect of $\Delta V$ on the mode shape decreases with mode number. It is possible to calculate the Berry phase $\gamma$ of the time evolution using $\sin(x + \Delta x) \approx \sin(x) + \cos(x)\Delta x$, but we will not do so here.
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