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Abstract—Deep learning-based methods, especially deep convolutional neural networks (CNNs), have made significant breakthroughs in the field of remote sensing and greatly advanced the performance of the semantic segmentation of remote sensing images. Recent studies have shown the benefits of using additional elevation data (e.g., DSM or nDSM) for enhancing the performance of the semantic segmentation of aerial images. However, previous methods mostly adopt 3D elevation information as additional inputs. While in many real-world applications, one does not have the corresponding DSM information at hand and the spatial resolution of acquired DSM images usually do not match the aerial images. To alleviate this data constraint and also take the advantage of 3D elevation information in this paper, we propose a geometry-aware segmentation model that achieves accurate semantic segmentation of aerial images via implicit height estimation. Instead of using a single-stream encoder-decoder network for semantic labeling, we design a separate decoder branch to predict the height map and use the DSM images as side supervision to train this newly designed decoder branch. In this way, our model does not require DSM as model input and still benefits from the helpful 3D geometric information during training. With the newly designed decoder branch, our model can distill the 3D geometric features from 2D appearance features under the supervision of ground truth DSM images. Moreover, we develop a new geometry-aware convolution module that fuses the 3D geometric features from the height decoder branch and the 2D contextual features from the semantic segmentation branch. The fused feature embeddings can produce geometry-aware segmentation maps with enhanced performance. Our model is trained with DSM images as side supervision, while in the inference stage, it does not require DSM data and can directly predict the semantic labels in an end-to-end fashion. Experiments on ISPRS Vaihingen and Potsdam datasets demonstrate the effectiveness of our proposed method for the semantic segmentation of aerial image. Our proposed model achieves remarkable performance on both datasets without using any hand-crafted features or post-processing.
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I. INTRODUCTION

The semantic segmentation problem, which is often called image classification in the field of remote sensing, is generally defined as determining the semantic classes of all pixels in the input images. Automatic semantic segmentation has been a long-standing problem in the field of remote sensing and plays a crucial role in many applications, such as land use/land cover mapping, agricultural production estimate, building extraction, city planning, and etc.

Recent years, convolutional neural networks (CNNs) have drawn huge attentions in remote sensing and photogrammetry due to the remarkable performance in many applications, such as scene classification [1], [2], image classification [3], [4], [5], object detection [6], [7], building extraction [8], [9], [10], [11], land use classification [12], [13], point cloud classification [14], [15], [16]. The encouraging performance drives researchers to develop CNN-based methods for the semantic segmentation of remote sensing images (RSIs). In this direction, early efforts adopt patch-based CNNs to predict the class label for the center pixel of each input patch, recent methods mostly perform pixel-wise segmentation using fully convolutional networks. For example, [3] develops a fully convolutional model for pixel-wise classification of remote sensing images in an end-to-end fashion. Substantial researches have tried to enhance the performance by using more powerfully encoder network [17], [18], incorporating dilated convolution module [19], [20] or using more powerful output representations [21], [22].

It is commonly known that objects in remote sensing images are characterized by complex spectral-spatial properties and need a comprehensive feature extraction process to ensure the classification performance. Nevertheless, existing CNN-based methods mostly focus on spectral and contextual feature extraction using a single encoder-decoder network, while geometric features (such as height above ground, implicit 3D structure) are often not fully explored. A direct remedy to this issue is to explicitly incorporate geometric-related data (such as DSM) as additional inputs. [5] proposes to enhance the segmentation performance of remote sensing images by fusing the feature representations from both RGB images and elevation composite images (NVDI, DSM, nDSM). Concretely, they develop a two-stream network that jointly learns RGB and auxiliary geometric features, and a residual correction module is leveraged to fuse the features from two encoder networks.

In this paper, instead of directly taking elevation data (e.g., DSM or nDSM) as additional inputs, we propose to implicitly learn geometric features using a height estimation network. Our key insight is that geometric information (height above ground) is naturally preserved by the aerial images and can be estimated from monocular inputs [23], [24], [25], [26]. The learned 3D geometric features are further fused with the 2D contextual features using the newly designed geometry-aware convolution module. Our model is thus able to distinguish those objects that have similar 2D appearance but with different geometric characteristics, e.g., rooftop and impervious surface. Figure 1 gives an illustration of the proposed framework for simultaneous semantic segmentation and...
height estimation. Through joint training of these two tasks, the implicit 3D geometric information can be well extracted and fused with contextual features, which further contributes to better semantic labeling performance.

The main contributions of this paper are summarized as follows:

1) This paper introduces a geometry-aware neural network for the semantic labeling of aerial images. Instead of taking the DSM images as additional inputs, our model simultaneously predicts the segmentation maps as well as the height maps from input aerial images.

2) A geometry-aware convolution module is proposed to effectively fuse semantic feature embeddings and geometric feature embeddings to enhance the performance of semantic labeling.

3) We validate the effectiveness of the proposed method on the ISPRS 2D Semantic Labeling datasets and report remarkable performance compared to the state-of-the-art methods.

The remainder of this paper is organized as follows. In Section II, we briefly review the deep learning-based methods for semantic labeling and height estimation on remote sensing images in section II. The proposed geometry-aware segmentation model is introduced in Section III. In Section IV, we conduct experiments to validate the effectiveness of the proposed method for semantic labeling of remote sensing images. We investigate the effect of our proposed height estimation module and geometry-aware convolution module in Section V. Finally, our paper is concluded in Section VI.

II. RELATED WORK

A. Semantic Segmentation of Remote Sensing Images

Benefiting from the powerful feature learning abilities of deep neural networks, semantic segmentation of remote sensing images have achieved significant improvements. In this direction, [27] is the first successful work that utilizes patch-based CNN for road and building extraction. [9] develop a method for simultaneous road and building extraction on an aerial imagery dataset using a single CNN network. A moving average technique is designed to ensemble model predictions with different spatial displacements and further enhance the performance. [28] further extend the approach to multispectral images and validate the performance of their model for building extraction. Nevertheless, these patch-based methods need to divide the original input images into small patches and can only produce one classification label for each patch. They need to slide over the whole image plane to get the final prediction, which makes these methods inefficient for large-scale datasets.

A breakthrough comes from Fully Convolutional Network (FCN) [29] which converts fully connected layers of CNN into convolutional layers, and therefore enables dense pixel-wise segmentation of input images. After FCN, numerous variants have been proposed to enhance the performance by using more powerful encoder networks, skip-connections, or dilated convolution modules. For the specific task of remote sensing image classification, recently proposed methods mostly base their method on encoder-decoder architecture. For example, [3] develop an end-to-end fully convolutional architecture for fine-grained pixel-wise classification on large-scale remote sensing images. [30] design an FCN to perform pixel-wise classification on the ISPRS semantic labeling benchmark. They also discuss different design choices of the proposed method and demonstrate an ensemble of CNNs can achieve better results. [4] explicitly adds a boundary detection branch to the SegNet [18] architecture to preserve high-frequency details of object boundaries. They show that adding a boundary detection network can significantly improve the semantic labeling performance of remote sensing images. Instead of focusing on the design of network architecture, other researchers try to boost performance by using more powerful output representations. [21] propose a novel method for building extraction which uses the signed distance from each pixel to building boundaries to represent output and report significant performance boost over the baseline model using traditional label maps. A more recent work [22] extend this method to multi-class segmentation of remote sensing images and train a CNN model to predict multiple signed distance maps, one for each class.

Moreover, some recent work also tries to improve performance by taking advantage of multi-modal fusion. [31] develop two-stream network for VHR image segmentation. An FCN branch is used to generate classification probabilities from optical images, meanwhile, a multinomial logistic regression branch is used to generate probability maps from LiDAR inputs. A high-order CRF model is leveraged to fuse these two probabilistic results. [5] propose a two-stream network that jointly learns RGB and depth features in two branches and they also investigate the early and late fusion of multi-modal remote sensing data. Instead of using DSM as additional inputs, [32] proposes to treat DSM as a mid-level feature and feed it to the hypercolumn layer of a VGG network.

B. Height Estimation from Single Aerial Images

In the field of remote sensing, existing methods for height estimation mostly focus on 3D reconstruction based on stereo or multi-view image matching. There are only a few numbers of researches focus on estimating height from single aerial images. Early efforts mostly start by identifying object shades based on pixel-wise or object-based features and then estimate height values using camera information [33], [34], [35]. For example, [35] propose a method for building height estimation which firstly projects the building shadow onto the ground plane and then adjusts the building height until the projected shadow can be well-aligned with the real one. Much attention has been paid to enhance the shadow detection performance by using more powerful contextual and geometric features [33], [34]. Other researches also try to estimate height from single remote sensing images using a small number of control points [36] or sparse DTM [37].

Height estimation from aerial images is highly related to the task of depth estimation in the field of computer vision. Recent progress in the computer vision field has frequently shown the capabilities of deep neural networks for learning representative
In this section, we introduce the proposed geometry-aware semantic segmentation model. First, we give an overview of the proposed method in Section III-A. The encoder-decoder network is introduced in Section III-B. The proposed geometry-aware convolution module and objective loss function are illustrated in Section III-C and Section III-D respectively.

A. Method Overview

Given a group of aerial images \( \mathcal{I} = \{I_1, I_2, ..., I_N\} \) and the corresponding label maps \( \mathcal{Y} = \{Y_1, Y_2, ..., Y_N\} \), where \( I_i \in \mathcal{R}^{H \times W \times 3} \) and \( Y_i \in \mathcal{R}^{H \times W} \), \( H \) and \( W \) represent the image height and width respectively. Our semantic segmentation model aims to predict a classification map \( \hat{Y}_i \) for each input image \( I_i \). Traditional single-stream encoder-decoder based networks use a successive of convolutional and pooling layers to obtain high-level contextual features from input images, and then a group of convolutional and unpooling layers are adopted to decode the learned features into classification score maps. A pre-defined classification loss, e.g., cross-entropy loss, formulated on the predicted classification maps and the ground truth ones are used to optimize the network parameters. In this way, the network is forced to learn only 2D contextual/appearance features, while neglecting the 3D geometric information which is also important for distinguishing those objects that have similar 2D appearance but with different geometric characteristics, e.g., rooftop and impervious surface.

In this paper, our proposed method explicitly enables geometric feature learning by incorporating a new decoder branch. During training, the 3D information from ground truth height maps is used to guide the training procedure of the newly designed decoder branch. Figure 2 gives an overview of the proposed Geometry-Aware segmentation network (GANet) for aerial image classification. Our GANet model contains three main components: the encoder network, segmentation decoder, and height decoder. The encoder network aims to learn both
Fig. 2. Overview of our GANet model for remote sensing image semantic labeling. Our model takes a single aerial image as input and outputs the semantic segmentation map and height map simultaneously. The shared encoder adopts ResNet-101 as a backbone network to extract multi-scale high-level features from input images. An atrous spatial pyramid pooling (ASPP) module is appended at the end of the backbone network to fuse features at different scales. The combined feature maps are upsampled by 4x and further concatenated with the low-level features of the same resolution from the backbone network. In the decoder part, the combined feature maps are fed into two separate $3 \times 3$ convolution layers to learn independent feature representations for semantic segmentation and height estimation respectively. A geometry-aware convolution module is then used to further fuse these two forms of features thus enables geometry-aware semantic labeling.

contextual and geometric features from input images, which will be introduced in Section III-B. The segmentation decoder predicts classification maps while the height decoder learns the geometric embeddings by predicting height maps. After getting the contextual and geometric feature embeddings, a geometry-aware convolution module (GAC) is used to fuse these two forms of features thus enables geometry-aware semantic labeling. The GAC module is illustrated in Section III-C.

B. Encoder-Decoder Network

Our GANet follows the prevalent Deeplab V3+ [47] architecture to design its encoder and decoder parts. In the encoder part, a backbone network (e.g., VGG-16, ResNet-101) is used to extract multi-scale feature representations. An atrous spatial pyramid pooling (ASPP) module is applied after the backbone network to combine features at different scales. In our method, the ASPP module consists of one regular convolutional layer with a kernel size of $1 \times 1$ and 3 dilated convolutional layers with a kernel size of $3 \times 3$ and a dilated rate of 6, 12 and 18 respectively. A global average pooling layer along is also leveraged in the ASPP module to encode full-image information and is further up-sampled to the original resolution. Figure 3 gives an illustration of the ASPP module used in this paper. The multi-scale feature representations after the ASPP module are then upsampled by 4x and further concatenated with low-level features of the same resolution from the backbone network. Note that the low-level features are fed into another convolution layer before concatenation.

In the decoder part, the combined features are fed into two separate $3 \times 3$ convolution layers to learn independent feature representations for the task of semantic segmentation and height estimation respectively. The learned height-related geometric feature embeddings are directly upsampled by 4x and fed into another convolutional layer to predict the height maps. While the learned semantic-related contextual features are fused with the geometric features by leveraging the newly proposed geometry-aware convolution (GAC) module for enhancement. The GAC module is introduced in the next section. The fused features are then fed into a convolutional layer to predict the semantic labels. In this paper, our feature extraction network is build upon ResNet-101 [48] architecture and is pre-trained on Pascal VOC 2012 dataset [49].

C. Geometry-Aware Convolution Module

Before going to our newly proposed convolution module, let's revisit conventional convolutional layer first. A conventional 2D convolution operation aggregate all activations
within a local neighborhood. Given an input feature map $X \in \mathbb{R}^{H \times W \times C}$, where $H$ and $W$ denote the width and height of the feature map, $C$ denotes the number of input channel, the output feature vector at pixel $i$ can be calculated as:

$$y_i = \sigma(\sum_{j \in N_i} W_{ij} x_j + b)$$  \hspace{1cm} (1)$$

where $x_j \in \mathbb{R}^C$ denotes the input feature vector at neighbor pixel $j$, $N_i$ denotes the local neighborhood of pixel $i$, and $y_i \in \mathbb{R}^E$ ($E$ is the output dimension) denote the output feature vector at pixel $i$, $\sigma$ denotes the activation function (e.g., sigmoid), $W \in \mathbb{R}^{C \times E}$ is the convolution kernel which is shared across all pixel locations, $b \in \mathbb{R}^E$ denotes the bias.

Previous researches [50], [51] have explored the geometric correlations between pixels by adding a geometric similarity term to the convolution operation. In [50], the author propose a depth-aware convolution operation calculated as:

$$y_i = \sigma(\sum_{j \in N_i} S(d_i, d_j) W_{ij} x_j + b)$$  \hspace{1cm} (2)$$

where $d_i$ and $d_j$ denote the depth values at pixel location $i$ and $j$ respectively, $S(\cdot, \cdot)$ measures the depth similarity between two depth values. By this formulation, the neighbor pixel which has a similar depth with the center pixel $i$ will have a larger impact on the convolution output.

Motivated by this formulation, we introduce a geometry-aware convolution module that leverages the learned geometric embeddings as guidance for the convolution operation. Instead of using original height values as convolution inputs, the proposed convolution operation takes as input both contextual and geometric features in the embedding space. Given an input contextual feature map $x$ and the learned geometric embeddings $G \in \mathbb{R}^{H \times W \times E}$, the convolution output $y_i$ at location $i$ can be formulated as:

$$y_i = \sigma(\sum_{j \in N_i} W_{ij}(G) x_j + b)$$  \hspace{1cm} (3)$$

where $W_{ij}$ is the kernel weights derived from the geometry guidance $G$. Here $W_{ij}$ can be regarded as a geometric similarity between pixel $i$ and $j$ defined in the embedding space.

To better calculate $W_{ij}$, we follow [52] to decouple it as a dot-product of two sub-space embeddings:

$$W_{ij}(G) = \phi(G_i) \cdot \psi(G_j)$$  \hspace{1cm} (4)$$

where $\phi(\cdot)$ and $\psi(\cdot)$ denote the features in sub-embedding space. Then, the proposed geometry-aware convolution operation is defined as:

$$y_i = \sigma(\sum_{j \in N_i} \phi(G_i) \cdot \psi(G_j) \cdot x_j + b)$$  \hspace{1cm} (5)$$

In this paper, we achieve this convolution operation by several conventional convolutional layers and several basic element operations. Figure 4 gives an illustration of the proposed GAC convolution module. The geometric embeddings are first fed into two convolutional layers to get the sub-embeddings feature maps $\phi(G)$ and $\psi(G)$. Then the geometric similarity matrix $W_{ij}(G)$ is produced by dot product of two sub-embeddings feature maps. After that, the geometric affinity is fused with semantic features by another dot product operation. Finally, the fused information is combined with original contextual features through an element-wise summation to produce the final output. Note that the whole convolution process maintains the dimension and size of the contextual features.

D. Multi-task Objective Function

Our GANet model gets supervision from both semantic segmentation branch and height estimation branch. The overall loss function is formulated as:

$$\mathcal{L} = \mathcal{L}_{\text{seg}} + \lambda \mathcal{L}_{\text{h}}$$  \hspace{1cm} (6)$$

where $\mathcal{L}_{\text{seg}}$ denotes the segmentation loss and $\mathcal{L}_{\text{h}}$ denotes height estimation loss, $\lambda$ is a hyper-parameter to balance these two loss terms. By default, $\lambda$ is set to 1 in our experiments.

For the semantic segmentation task, existing methods mostly use cross-entropy loss to penalize the difference between the ground truth labels and predicted label maps. In this paper, we note that in remote sensing datasets, different semantic classes can have a very different number of pixels (e.g., the car category has a much smaller number of pixels than the vegetation category). To address this issue, we leverage the weighted cross-entropy loss as our loss function, where the inverse class frequencies are used as the balance weights for all pixels of that class. Our semantic segmentation loss function can be calculated as follows:

$$\mathcal{L}_{\text{seg}} = \sum_i w_i \sum_c \ell_i \log(p_{ic})$$  \hspace{1cm} (7)$$

where $i$ indicates the pixel location, $c$ is the category index, $\ell_i$ is the ground truth label of pixel $i$, $p_{ic}$ denotes the predicted probability of pixel $i$ belonging to class $c$, $w_i$ denotes the balance weight for pixel $i$.

In this paper, we use standard L1 loss to train height estimation network, calculated as:

$$\mathcal{L}_{\text{h}} = \sum_i |\hat{H}_i - H_i|$$  \hspace{1cm} (8)$$

where $\hat{H}_i$ and $H_i$ denote the predicted and ground truth height at pixel $i$. 

Fig. 4. Illustration of geometry-aware distillation module. $\otimes$ represents dot-product and $\oplus$ represents element-wise summation.
IV. EXPERIMENTS AND RESULTS

A. Datasets

To verify the effectiveness of our proposed model for the semantic labeling of remote sensing images, we conduct experiments on the ISPRS 2D Semantic Labeling Challenge dataset [53]. This dataset contains very high-resolution aerial images from two cities of Germany: Vaihingen and Potsdam. And for each aerial image, the ground truth labels are provided on six classes: buildings, impervious surfaces (e.g. roads), trees, low vegetation, cars, and clutter. The corresponding DSM information generated by dense image matching is also provided.

1) ISPRS Vaihingen: The Vaihingen dataset contains 33 image tiles with a spatial resolution of 9cm/pixel, and each image has a size of around $2500 \times 2500$ pixels. Each aerial image is composed of three channels of infrared, red, and green. Following the official split, 16 tiles with provided ground truth are used for model training, and the remaining 17 tiles are used for held-out evaluation by the challenger organizers. To enable a fair comparison with existing methods, we select 4 tiles (image numbers 5, 7, 23, 30) from the training split and use them for model evaluation.

2) ISPRS Potsdam: The Potsdam dataset contains 38 image tiles with a spatial resolution of 5cm/pixel, and each image has a size of $6000 \times 6000$ pixels. Each aerial image is composed of three channels of infrared, red, green, and blue. Following the official split, 24 tiles with provided ground truth are used for model training, and the remaining 14 tiles are used for held-out evaluation by the challenger organizers. To enable a fair comparison with existing methods, we select 4 tiles (image numbers 7_8, 4_10, 2_11, 5_11) from the training split and use them for model evaluation.

B. Implementation details

Our GANet model is implemented based on PyTorch Library. The network is optimized using a momentum SGD algorithm with the momentum set to 0.9. We train our model for 80 epochs with a cosine learning rate decay schedule. The initial and minimum learning rate are set to 1e-2 and 2e-5 respectively. We used a weight decay of 5e-4 for regularization. We train our model on 4 Tesla P100 GPUs with the batch size set to 4. We use Synchronized BN [54] after each convolutional layer.

Considering each image tile in both Vaihingen and Potsdam datasets has quite a large size, it can not be directly used for model training due to the GPU memory limit. An intuitive remedy to this problem is to divide the original image tiles into small patches. Previous methods mostly use a sliding window strategy to extract image patches. In this paper, we randomly crop a small patch of size $320 \times 320$ pixels ($512 \times 512$ pixels for Potsdam dataset) from each tile to formulate the training batch. By doing so, the input patches can be chosen from all possible positions in the image tile instead of the pre-defined locations when using a sliding window strategy. For data augmentation, we randomly flip the training patches horizontally and vertically with a probability of 0.5.

We choose the best hyper-parameter configurations based on the performance on the validation dataset and used it for online evaluation. In the test stage, we use a sliding window approach to generate small patches of size $320 \times 320$ pixels ($512 \times 512$ for Potsdam dataset). We set the sliding stride to 32 pixels to ensure overlaps between consecutive patches. We feed all image patches into our trained model and generate the probability map for each patch and average the probability values in overlapping regions. Considering objects in aerial images can have very different sizes, we use multi-scale inputs (scales of 0.8, 1, 1.2) to enhance the testing performance.

C. Evaluation metric

We use overall accuracy and per-class F1 score to validate the performance of our GANet model. The overall accuracy evaluates the classification performance for all semantic classes as a whole and is defined as the percentage of correctly classified pixels over all pixels. The F1 score is defined as the harmonic average of precision and recall of a given class and is calculated as follows,

\[
\text{precision} = \frac{TP}{TP + FP} \tag{9}
\]

\[
\text{recall} = \frac{TP}{TP + FN} \tag{10}
\]
\[ F_1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \] (11)

, where \( TP \) denotes the number of true positive pixels, \( FP \) denotes the number of false positive pixels and \( FN \) denotes the number of false negative pixels.

Moreover, to reduce the impact of uncertain border definitions during evaluation, we follow contest protocols to erode object boundaries by a 3px radius circle and ignoring those pixels during evaluation.

D. Comparing methods

In our experiments, we compare our GANet model with other methods submitted to the ISPRS 2D semantic labeling contest. The implementation details of each comparing method are listed below.

1) SVL_*: This is the baseline method provided by the challenge organizer [55]. This method takes as input both aerial images and several additional pre-calculated features, including SVL-features [56], normalized digital vegetation index (NDVI), saturation and normalized DSM (nDSM). The Adaboost algorithm is used as the base classifier and the conditional random field (CRF) model is used as postprocessing.

2) UZ_1: The method is developed by [57]. It takes as input both aerial images and nDSM images. This method uses an encoder-decoder network in which a successive of convolutional layers are used to learn high-level features and then deconvolution layers are used to recover the spatial resolution and produce the final segmentation outputs.

3) ADL_3: The method is developed by [58]. The model input combines aerial images, nDSM, and nDSM data. In this method, both CNN and Random forest (RF) classifiers are used to produce per-pixel classification probability maps and the results are fused. CRF is applied to further improve performance.

4) DST_2: The method is developed by [17]. It takes as input both aerial images and DSM data. A deep FCN model is proposed to obtain per-pixel labels with no downsampling and upsampling layers. CRF is used as a post-processing to enhance the performance.

5) DLR_10: This method is developed by [30]. It takes as input both aerial images and DSM data. This method combines semantic segmentation with edge detection in an end-to-end network using a SetNet-based architecture.

6) ONE_7: This method is developed by [59]. This method contains two multi-scale branches, one branch is trained with aerial images and the other is trained with the composite image of NDVI, DSM, and nDSM.

7) RIT_2: This method is developed by [60]. In this method, two independent convolutional layers are adopted to extract representative features from RGB images and composite images (IR, NDVI, and nDSM) respectively. The output feature maps are fused and fed into an FCN network for pixel-wise labeling.

8) SWJ_2: This method is developed by [61]. It uses ResNet-101 as the backbone network for multi-scale feature extraction and build a fully convolutional network that adaptively fuses multi-scale features. Only IRRG images are used as the inputs for model training and evaluation.

9) CASIA_2: This method is developed by [62]. It only takes aerial image data as input. This method is based on ResNet-101 architecture and it does not require the elevation data (DSM and nDSM) or any post-processing techniques.

10) TreeUNet: This method is developed by [63]. This method directly takes the aerial image data as well as DSM data as inputs for model training. No hand-crafted features or post-processing are used.

E. Results on Vaihingen

The quantitative performance of our GANet model on the ISPRS Vaihingen test set is shown in Table I. In this table, we compare our GANet model with other best-published methods on the ISPRS Vaihingen challenge. As shown in Table I, our GANet model achieves superior performance than all comparing methods with an overall accuracy of 91.1% and an average F1 score of 90.2%. The best-published CASIA2 model achieves quite close performance as our model. Note that CASIA2 pre-trains their model on PASCAL VOC 2012 dataset and then fine-tunes their model on the ISPRS Vaihingen dataset. Ablation analysis shows that CASIA2 model improves the performance a lot by using the finetune technique. While our GANet model is trained from scratch and does not need pretraining from other datasets.

Figure 6 shows the classification results of our GANet model and the compared methods on several sampled patches. As can be seen in this figure, our GANet model produces satisfying classification results on all test samples. Moreover, our model can better distinguish between the building and impervious surface categories, as well as vegetation-tree categories. We owe this to the 3D geometric difference between these objects.

F. Results on Potsdam

We show the quantitative performance of our GANet model as well as the comparing methods on the ISPRS Potsdam test set in Table II. As can be seen in Table II, our GANet method achieves superior performance than all comparing methods on average F1 score and the second-best performance on overall accuracy. We note that SWJ_2 model obtains better performance than our GANet model on overall accuracy and CASIA_2 obtains quite close performance compared to our model. We owe this to the fact that these two models are pre-trained on PASCAL VOC 2012 dataset and then fine-tuned on ISPRS Potsdam dataset. While our model does not require additional dataset for pretraining. Besides, our GANet model only uses simple data augmentation strategy (i.e., randomly horizontal and vertical flip), while SWJ_2 and CASIA_2 models use more complicated data augmentation techniques.

Moreover, unlike previous methods (e.g., such as One_7 [5] and TreeUNet [63]) that mostly use elevation data (DSM and nDSM) as additional inputs, our GANet instead uses DSMs as side supervision during training. In the inference stage, our model only needs optical images as inputs and can surprisingly get better performance than previous methods.
Fig. 6. Selected examples of the segmentation results on ISPRS Vaihingen dataset.

| Method | Input | Imp. surf | Buildings | Low veg. | Trees | Cars | Overall | Average F1 |
|--------|-------|-----------|-----------|----------|-------|------|---------|------------|
| SVL_3  | IRRG+nDSM+NDVI+SVL | 86.6 | 91.0 | 77.0 | 85.0 | 55.6 | 84.8 | 79.0 |
| DST_2  | IRRG+DSM | 90.5 | 93.7 | 83.4 | 89.2 | 72.6 | 89.1 | 85.9 |
| UZ_1   | IRRG+nDSM | 89.2 | 92.5 | 81.6 | 86.9 | 57.3 | 87.3 | 81.5 |
| ONE_7  | IRRG+DSM+NDSM | 91.0 | 94.5 | 84.4 | 89.9 | 77.8 | 89.8 | 87.5 |
| DL_3   | DSM+nDSM | 89.5 | 93.2 | 82.3 | 88.2 | 63.3 | 88.0 | 83.3 |
| DLR_10 | IRRG+DSM+Edge | 92.3 | 95.2 | 84.1 | 90.0 | 79.3 | 90.3 | 88.2 |
| CASIA2 | IRRG | 93.2 | 96.0 | 84.7 | 89.9 | 86.7 | 91.1 | 90.1 |
| TreeUNet | IRRG+DSM | 92.5 | 94.9 | 83.6 | 89.6 | 85.9 | 90.4 | 89.3 |
| Ours   | IRRG+DSM(s) | 93.1 | 95.5 | 84.9 | 90.2 | 87.4 | 91.1 | 90.2 |

TABLE I

Classification performance on the Vaihingen test set. ‘DSM(s)’ indicates the model using DSM as additional supervision.

Fig. 7. Selected examples of the segmentation results on ISPRS Potsdam dataset.

We show some examples of the semantic labeling results of our GANet model and the compared methods on the Potsdam dataset in Figure 6. As shown in this figure, our GANet model obtains reasonable results on the ISPRS Potsdam dataset, which again validates the effectiveness of GANet method for aerial image classification. A detailed investigation of the qualitative results also shows the advantage of our GANet model for distinguishing objects with similar 2D appearance but different 3D geometric properties.

V. DISCUSSION

In this section, we conduct extensive experiments to validate the effect of the proposed height supervision module and the geometry-aware convolution module. We also investigate the performance of our GANet model under different network
configurations. All performances are reported on the validation set of ISPRS Vaihingen dataset.

### A. Effect of Height Supervision

First, we investigate the effectiveness of height supervision in comparison to methods that directly using DSM images as model input. To achieve this, we remove the height decoder branch as well as the GAC module from our GANet model and use it as a baseline model. This baseline model now becomes a traditional one-branch encoder-decoder network. We report the performance of the baseline model and our GANet model with the height decoder branch in Table III. Moreover, we also list the performance of our GANet model with different configurations of $\lambda$. Note that all models do not include the GAC module in this section.

From Table III, one can find out that by using the proposed height decoder branch our GANet model gets a significant improvement, which demonstrates the benefits of using height information as side supervision. Specifically, the baseline model obtains an overall accuracy of 90.7% and an average F1 score of 88.2% on the Vaihingen validation set, while our model with the height decoder branch achieves an overall accuracy of 91.3% and an average F1 score of 89.6% when $\lambda$ equals 1. Moreover, Table III also show that different values of $\lambda$ give similar performance. Our GANet model gets the best performance when $\lambda$ equals 1.

Figure 8 shows an example of the semantic segmentation results with and without the height estimation branch. As shown in this figure, by incorporation geometrical information from DSM images, our model successfully identifies building pixels that have a similar 2D appearance with impervious surface pixels. Moreover, benefiting from geometrical information, our model also achieves higher accuracy on vegetation-tree classification by distinguishing them using the height information.

| Method       | Input                        | Imp. surf. | Buildings | Low veg. | Trees | Cars | Overall | Average F1 |
|--------------|------------------------------|------------|-----------|----------|-------|------|---------|-------------|
| SVL_1        | IRRG+nDSM+NDVI               | 83.5       | 91.7      | 72.2     | 63.2  | 62.2 | 77.8    | 74.6        |
| DST_5        | IRRGB+DSM                    | 92.5       | 96.4      | 86.7     | 88.0  | 94.7 | 90.3    | 91.7        |
| UZ_1         | IRRG+nDSM                    | 89.3       | 95.4      | 81.8     | 80.5  | 85.6 | 85.8    | 86.7        |
| RIT_L7       | IRRGB+nDSM+NDVI              | 91.2       | 94.6      | 85.1     | 85.1  | 92.8 | 88.4    | 89.8        |
| SWJ_2        | IRRG                        | 94.4       | 97.4      | 87.8     | 87.6  | 94.7 | 91.7    | 92.4        |
| CASIA_2      | IRRGB                       | 93.3       | 97.0      | 87.7     | 88.4  | 96.2 | 91.1    | 92.5        |
| TreeUNet     | IRRGB+DSM+nDSM               | 93.1       | 97.3      | 86.8     | 87.1  | 95.8 | 90.7    | 92.0        |
| Ours         | IRRG+DSM(s)                  | 92.8       | 96.7      | 87.3     | 88.5  | 96.1 | 91.1    | 92.6        |

**TABLE III**  
Classification performance on the Potsdam test set. ‘DSM(s)’ indicates the model using DSM as additional supervision.

### B. Effect of GAC Module

Then, we explore the benefits of using our newly proposed GAC module for contextual and geometrical feature fusion. We compare the performance of our model with and without the GAC module. Table IV lists the quantitative performance of our GANet model as well as the comparing methods. The results show that both the element-wise summation fusion strategy and the GAC module can improve the segmentation performance. More importantly, the proposed GAC module performs better than an element-wise summation fusion strategy. This demonstrates the superiority of our GANet model over V-FuseNet [5].

Figure 9 shows an example of the semantic segmentation results with different fusion strategies. As can be seen in Figure 9, the model without feature fusion misclassifies some building pixels as impervious surface and leads to incorrect classification between low vegetation and tree categories. The two models with feature fusion modules can successfully make better use of the geometrical information from the height decoder branch. Moreover, our model using the GAC module obtains better performance than its counterpart using an element-wise summation fusion strategy. The improvement mainly comes from a better classification between tree and low vegetation categories.

Furthermore, we compare the final validation performance of our GANet model with V-FuseNet [5] which uses DSM images as model inputs and fuse the feature embeddings from two separate encoder networks. From Table IV one can see that the feature fusion strategy in [5] gets an improvement of 0.9% on the overall accuracy and 1.0% on the average F1 score. While our GANet model achieves an improvement of 1.3% on overall accuracy and 2.5% on the average F1 score by using the height supervision and GAC module. This demonstrates that the proposed height supervision and GAC module can make better use of the geometrical information from DSM images. Note that our GANet model does not require DSM images in the test stage while V-FuseNet [5] needs DSM images as model input both in the training and test stage. This further demonstrates the superiority of our GANet model over V-FuseNet [5].

Moreover, we also investigate the effectiveness of a multi-scale test strategy. As shown in Table IV, our GANet model
enjoys a slight performance boost on both overall accuracy and average F1 score.

| Method                        | Overall | Average F1 |
|-------------------------------|---------|------------|
| SegNet [5]                    | 90.2    | 89.3       |
| V-FuseNet [5]                 | 91.1    | 90.3       |
| GANet w/o feature fusion      | 91.3    | 89.6       |
| GANet w/ Sum Fusion           | 91.6    | 90.1       |
| GANet w/ GAC                  | 92.0    | 90.7       |
| GANet w/ GAC + ms test        | 92.3    | 91.0       |

**Table IV**

Effect of GAC module. Performances are reported on the Vaihingen validation set. 'Sum Fusion' denotes our model using element-wise summation for feature fusion. 'MS Test' denotes multiscale test.

### C. Effect of Network Depth

Moreover, we investigate the performance of our GANet model with different network depth. Table V shows the performance of our GANet model using ResNet-50, ResNet-101 and ResNet-152. Detailed configurations of these architectures can be found in [48]. As shown in Table V, our GANet model obtains the best performance when using the ResNet-101 architecture. Our model with ResNet-50 architecture leads to inferior performance due to limited feature extraction abilities, while our model with ResNet-152 architecture suffers from the over-fitting problem and the performance decreases.

| Method  | Overall | Average F1 |
|---------|---------|------------|
| ResNet-50 | 91.5    | 89.8       |
| ResNet-101 | **92.3** | **91.0**   |
| ResNet-152 | 92.0    | 90.6       |

**Table V**

Semantic segmentation performance on ISPRS Vaihingen validation set with different network depths.

### D. Height Estimation Performance

To demonstrate that our GANet model can learn geometrical features and predict height maps, we visualized the predicted height maps on the ISPRS Vaihingen validation set in Figure 10. As shown in Figure 10, our GANet model obtains satisfying height estimation performance on the ISPRS Vaihingen dataset. Specifically, our GANet model predicts larger height values for building and tree pixels while it predicts smaller height values for those pixels from the impervious surface, low vegetation, and car categories. Note that, our GANet model only predicts the relative height values in the range of $[0,1]$, while the ground truth height maps show real-value altitude. For example, there's a height lifting from bottom to top in
the ground truth DSM image in Figure 10. One can use post-processing techniques (e.g., [45]) to merge the predicted height image patches and generate absolute height maps.

VI. CONCLUSIONS

In this paper, we introduce a geometry-aware convolutional neural network to approach the problem of semantic segmentation of remote sensing images. Our model benefits from the 3D geometric information via implicit height estimation. Unlike previous methods that mostly use a single decoder network to predict pixel-wise semantic labels, in our model, a newly designed height decoder branch is developed to predict the height map under the supervision of DSM images. The height decoder branch is trained to be capable of distilling 3D geometric features from 2D contextual/appearance features. In this way, our model does not require DSM as model input and still benefits from the helpful 3D geometric information. Moreover, we develop a new geometry-aware convolution module to combine the learned 3D geometric features and 2D contextual features from two decoder branches. With the fused feature embeddings, our model can produce geometry-aware segmentation with enhanced performance. In the training stage, our model uses DSM images as side supervision to enforce geometric feature distillation, while in the inference stage, it does not need DSM data and can directly produce the segmentation labels in an end-to-end fashion. Experiments on ISPRS Vaihingen and Potsdam datasets demonstrate the effectiveness of our proposed method for aerial image classification. Our proposed method achieves remarkable performance on these two datasets without using any hand-crafted features or post-processing.
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