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John von Neumann’s spectral theorem for self-adjoint operators is a cornerstone of quantum mechanics. Among other things, it also provides a connection between expectation values of self-adjoint operators and expected values of real-valued random variables. This paper presents a plain-spoken formulation of this theorem in terms of Dirac’s bra and ket notation, which is based on physical intuition and provides techniques that are important for performing actual calculations. The goal is to engage students in a constructive discussion about similarities and differences in the use of random variables in classical and quantum mechanics. Special emphasis is given on operators that are simple functions of noncommuting self-adjoint operators. The presentation is self-contained and includes detailed calculations for the most relevant results.

I. INTRODUCTION

In the teaching of quantum mechanics it is customary to point out the differences it has with respect to classical mechanics. In contrast, the similarities between the two mechanics are rarely highlighted if at all neglected. Nevertheless, such similarities do exist, and there are no serious pedagogical reasons for ignoring them. One very important similarity between classical and quantum mechanics concerns the use of random variables. In classical mechanics random variables typically characterize physical observables that have given but unknown values. Conversely, in quantum mechanics random variables describe observables whose values are uncertain. In spite of this profound conceptual difference, the actual use of random variables is quite similar in both cases.

The purpose of this work is providing a constructive discussion on the practical use of random variables in classical and quantum mechanics, highlighting both similarities and differences. This presentation should help students clarify some seemingly murky and bizarre aspects of quantum mechanics. For this purpose we will use von Neumann’s spectral theorem. A rigorous mathematical exposition of this theorem is normally not accessible to undergraduate students, because it requires the knowledge of advanced techniques from functional analysis. Therefore, here we take a pragmatic approach and present the spectral theorem using the well-known but non-rigorous Dirac’s methods. The spirit and level of our presentation strives to conform to that of Sakurai’s excellent book on quantum mechanics. The emphasis in this paper is on concepts and results about random variable theory, rather than mathematical rigour, and most calculations are presented in step-by-step detail. As a rule, we leave out the explicit computation of integrals and, instead of providing references to standard tables of integrals, we suggest the reader to use Wolfram Mathematica to perform the calculations.

The structure of this paper is as follows. We begin in Sec. I with a propaedeutical exposition of the spectral theorem for Hermitian matrices of dimension $2 \times 2$. Then, we continue in Sec. II by presenting a few fundamental concepts and results about random variable theory, which will be used later. In Sec. III we rewrite some key results from random variable theory in a form suitable for showing the connection between classical and quantum probability distributions. Sections IV and V give two examples in which the previously stated results are applied to the sum and the product of a pair of random variables that follow a normal distribution. So far the presentation has been devoted to the mathematical theory of random variables only. In Sec. VI physics enters presenting the celebrated von Neumann’s spectral theorem for self-adjoint operators. Sections VII and VIII illustrate the spectral theorem for operators with continuous and discrete spectra, respectively. In Sec. IX we use the spectral theorem to start a discussion about quantum and classical probability distributions. The key differences between compatible and incompatible observables in quantum mechanics are also discussed. Section X considers the case of the sum and the product of two noncommuting operators, and introduces the well-known and useful concept of quasi-probability distributions in quantum mechanics. In Sec. XI we consider again the problem studied in Sec. IX but from a quantum-mechanical perspective. This provides for a concrete application of the formulas given in the previous section. Finally, in Sec. XII we make a few concluding remarks.

II. PRELIME: SPECTRAL DECOMPOSITION OF $2 \times 2$ MATRICES

In a junior-level algebra course students learn that a square matrix can be written in many different ways. For example, given the matrix

$$
A = \begin{pmatrix}
a & b \\
c & d
\end{pmatrix},
$$

(1)
we can write it in the so-called standard basis as
\[ A = a \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} + b \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} + c \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} + d \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} . \] (2)

Alternatively, we could write \( A \) in the Pauli matrices basis \([5]\) as
\[ A = \frac{a + b}{2} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \frac{b - c}{2} \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} + \frac{a - b}{2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} . \] (3)

There is also a third way to write the matrix \( A \) when the latter is Hermitian, that is when \( A = A^\dagger \), where \( A^\dagger \) denotes the Hermitian adjoint of \( A \) \([5]\). In this case we can find a set of real eigenvalues \( \{a_1, a_2\} \) associated with a set of orthogonal eigenvectors \( \{|a_1\rangle, |a_2\rangle\} \), such that
\[ A |a_i\rangle = a_i |a_i\rangle, \quad (i = 1, 2), \] (4)

with \( \langle a_i|a_j\rangle = \delta_{ij}, \quad (i, j = 1, 2) \). For clarity, let us assume that the eigenvalues are non-degenerate, that is \( a_1 \neq a_2 \). Then, it is a simple linear algebra exercise to verify that \( A \) can be written in the orthogonal projectors basis \( \{ P_1 = |a_1\rangle\langle a_1|, P_2 = |a_2\rangle\langle a_2|\} \) as
\[ A = a_1 P_1 + a_2 P_2, \] (5)

where \( P_1^2 = P_1, \ P_1 P_2 = P_1 \delta_{ij} \) and \( P_1 + P_2 = I \), where \( I \) is the 2 \( \times \) 2 identity matrix. For example, if
\[ A \left( \begin{array}{cc} 0 & -i \\ i & 0 \end{array} \right), \] (6)

then \( A^2 = I \), so that its eigenvalues are \( a_1 = 1 \) and \( a_2 = -1 \). It is easy to verify via a direct calculation that
\[ \left( \begin{array}{cc} 0 & -i \\ i & 0 \end{array} \right) = (+1) \frac{1}{2} (I + A) + (-1) \frac{1}{2} (I - A), \] (7)

where \( P_1 = (I + A)/2 \) and \( P_2 = (I - A)/2 \) are indeed orthogonal projectors.

Equation \([5]\) provides the simplest example of the so-called spectral decomposition of a Hermitian matrix. Such decomposition is not just a mathematical exercise, but has relevant physical consequences. For example, suppose \( A \) represents the projection of the spin of an electron along a fixed direction. Let us call \( \sigma \) such observable. Let us also assume that the electron has been prepared in a quantum state represented by the normalized vector \( |v\rangle \): \( \langle v|v\rangle = 1 \). Then, if we measure \( \sigma \) on a collection of many identically prepared electrons, its measured mean value \( \langle \sigma \rangle_{\text{measured}} \), will be given by \( \langle \sigma \rangle_{\text{measured}} \approx \langle v|A|v\rangle \), where
\[
\langle v|A|v\rangle = \langle v|a_1 P_1 + a_2 P_2|v\rangle
= a_1 \langle v|P_1|v\rangle + a_2 \langle v|P_2|v\rangle
= a_1 \langle |a_1|v\rangle^2 + a_2 \langle |a_2|v\rangle^2
:= a_1 w_1 + a_2 w_2.
\] (8)

All the quantities in \([5]\) have a clear physical meaning: \( a_1 \) and \( a_2 \) are the values that \( \sigma \) may take when measured, and \( w_i \) is the relative frequency of occurrence of \( a_i \) when several measurements of \( \sigma \) are made. This interpretation makes sense because by definition the \( w_i = |\langle a_i|v\rangle|^2 \) are nonnegative and add to 1:
\[ w_1 + w_2 = \langle v|P_1|v\rangle + \langle v|P_2|v\rangle = \langle v|P_1 + P_2|v\rangle = \langle v|v\rangle = 1. \] (9)

Therefore, we may infer that \( w_i \) gives the probability that a measurement of \( \sigma \) yields the value \( a_i \). Thus, the importance of the spectral decomposition \([5]\) over the other ways of writing the matrix \( A \) lies in the fact that it provides for both the values of the observable represented by \( A \), and the probability that each of such values occur when the observable is measured.

In quantum mechanics we often deal with spaces of infinite dimensions, where the concept of matrix as representation of linear transformations is replaced by the more general concept of linear operator. Moreover, while every matrix on a finite dimensional space has a discrete spectrum and is bounded, a linear operator in an infinite-dimensional space may possess a continuous spectrum and also be unbounded. Therefore, rather than dealing with linear operators with discrete and continuous spectra separately, it is more convenient to rewrite the spectral decomposition \([5]\) in a slightly different form that includes both cases. For this purpose we introduce the concept of spectral family generated by \( A \), denoted \( E_A(\lambda) \), and defined by
\[ E_A(\lambda) := P_1 H(\lambda - a_1) + P_2 H(\lambda - a_2), \] (10)

where \( \lambda \) is a real parameter and \( H(x) \) is the Heaviside step function \([9, 10]\). From the definition \([10]\) it follows that
\[ E_A(\lambda) = \begin{cases} O, & \lambda \leq \min(a_1, a_2), \\ P_1, & \min(a_1, a_2) < \lambda \leq \max(a_1, a_2), \\ P_1 + P_2 = I, & \lambda > \max(a_1, a_2). \end{cases} \] (11)

where \( O \) denotes a \( 2 \times 2 \) matrix that has all its elements equal to zero. Using \( dH(x)/dx = \delta(x) \), where \( \delta(x) \) is the Dirac delta distribution \([11]\), we can rewrite \([5]\) as
\[ A = a_1 P_1 + a_2 P_2 \]
\[ = \int_{-\infty}^{\infty} \lambda \left[ P_1 \delta(\lambda - a_1) + P_2 \delta(\lambda - a_2) \right] d\lambda \]
\[ = \int_{-\infty}^{\infty} \lambda \frac{dE_A(\lambda)}{d\lambda} d\lambda \]
\[ = \int_{0}^{\infty} \lambda dE_A(\lambda), \] (12)
where the last integral must be understood in the sense of a Stieltjes integral \[12\], and \[11\] has been used.

It was a remarkable achievement of von Neumann to have shown that in infinite-dimensional space there exist unbounded self-adjoint operators for which the decomposition \[12\] is still valid \[2\]. This result is known in quantum mechanics as “the spectral theorem”. In the following, after a short review of random variable theory, we will present this theorem in a mathematically non-rigorous way and, more importantly, explore its physical consequences.

III. A FEW FACTS ABOUT RANDOM VARIABLE THEORY

In this section, we briefly review some key concepts in probability and random variables theory that we will use later. The principal references we used to prepare this section are the books by Feller \[13\], Papoulis&Pillai \[14\], and Taboga \[15\], and the articles by Gillespie \[16\], Ramshaw \[17\], and Paveri-Fontana \[18\].

A. One random variable

In everyday life, we often observe things happening in an apparently unpredictable way, as the variations of the stock market prices, or the result of a sport game, or also the results of a measurement in a quantum physics experiment. Henceforth, by the word “experiment” we will denote the observation and recording of some thing happening. The way the observed thing turns out is called an “outcome” or a “result” of the experiment.

The set of all possible outcomes of an experiment, here and hereafter we will use capital and lowercase letters, as \( X \) and \( x \), to distinguish a random variable \( X \), from the value that it may take, so that \( x = X(\omega) \), \( x' = X(\omega') \), et cetera.

When \( X \) takes a countable number of values, it is called a discrete random variable. Conversely, if the image of \( X \) is uncountably infinite, like an interval of \( \mathbb{R} \), then \( X \) is called a continuous random variable. In both cases, the probability that \( X \) takes a value less or equal to \( x \) is called the cumulative distribution function (CDF) \( F_X(x) \) of \( X \):

\[
F_X(x) := \text{prob}\{X \leq x\} = \int_{-\infty}^{x} f_X(x') \, dx',
\]

where “prob” stands for probability, and

\[
f_X(x) \, dx = dF_X(x),
\]

is the probability density function (PDF) of \( X \). By definition, \( f_X(x) \) is normalized according to

\[
F_X(\infty) := \text{prob}\{X < \infty\} = \int_{-\infty}^{\infty} f_X(x') \, dx' = 1,
\]

because every time we run the experiment one possible outcome \( \omega \) will certainly occur, so that the probability that \( X \) will take any value \(-\infty < x = X(\omega) < \infty \), will be equal to one.

While \( F_X(x) \) is always an ordinary function, \( f_X(x) \) is not when \( X \) is a discrete random variable. Suppose that \( X \) takes the denumerable values \( x_m \) with probability \( p_m \geq 0 \), where \( m = 1, 2, \ldots, M \), with \( M \in \mathbb{N} \) either finite or infinite (here and hereafter the symbol \( \mathbb{N} \) denotes the natural numbers \( \{1, 2, 3, \ldots\} \)). Then, \( f_X(x) \) is a generalized function defined by

\[
f_X(x) = \sum_{m=1}^{M} p_m \delta(x - x_m),
\]

where \( \delta(x) \) is the Dirac delta distribution \[14\], and

\[
\sum_{m=1}^{M} p_m = 1.
\]

The probability \( p_m \) is often written in terms of the so-called probability mass function \( p_X(x) \), defined by

\[
p_X(x) = \text{prob}\{X = x\},
\]

so that \( p_m = p_X(x_m) \), and

\[
f_X(x) = \sum_{m=1}^{M} p_X(x) \delta(x - x_m),
\]

Next, using \[13\] we readily find

\[
F_X(x) = \sum_{m=1}^{M} \int_{-\infty}^{x} p_X(x') \delta(x' - x_m) \, dx'
\]

\[
= \sum_{m=1}^{M} p_m H(x - x_m),
\]

where \( H(x) \) is the Heaviside step function \[9\] \[10\]. This shows that although \( f_X(x) \) is a generalized function, \( F_X(x) \) is an ordinary function, even if noncontinuous.

The expected value of \( X \), denoted as either \( \text{E}[X] \) or \( \langle X \rangle \), is given by

\[
\langle X \rangle = \int_{\mathbb{R}} x \, f_X(x) \, dx.
\]
Let \( g(x) \) be a real-valued function of the real variable \( x: g: \mathbb{R} \to \mathbb{R} \). The expected value of the new random variable \( G = g(X) \), is given by
\[
\langle g(X) \rangle = \int_{\mathbb{R}} g(x) f_X(x) \, dx. \tag{22}
\]

This and (15) imply
\[
\langle \alpha + \beta g(X) \rangle = \alpha + \beta \langle g(X) \rangle, \quad (\alpha, \beta \in \mathbb{C}). \tag{23}
\]
If \( \zeta(x) \) is a complex-valued function of \( x \in \mathbb{R} \), that is \( \zeta: \mathbb{R} \to \mathbb{C} \), then (22) is still valid because we can always write \( \zeta(x) = u(x) + iv(x) \), where \( u(x) \) and \( v(x) \) are real-valued functions, so that (22) gives
\[
\langle \zeta(X) \rangle = \langle u(X) \rangle + i \langle v(X) \rangle. \tag{24}
\]
A very useful complex-valued function is \( \zeta(x) = \exp(ixs) = \cos(sx) + i \sin(sx) \), with \( s, x \in \mathbb{R} \). In this case
\[
\langle \exp(ixs) \rangle = \int_{\mathbb{R}} e^{isx} f_X(x) \, dx := \varphi_X(s), \tag{25}
\]
where \( \varphi_X(s) \) is the so-called **characteristic function** of the random variable \( X \). By definition, \( \varphi_X(s) \) is the Fourier transform of \( f_X(x) \) when the latter exists. When \( \varphi_X(s) \) is known, then \( f_X(x) \) is univocally determined via Fourier inversion, and vice versa:
\[
f_X(x) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{-isx} \varphi_X(s) \, ds. \tag{26}
\]
Characteristic functions are valuable because they permit to derive important results about moments and sums of random variables without knowing explicitly their PDFs (13). For example, it follows from (22) and (25) that the \( n^{th} \) moment of a random variable \( X \) distributed according to \( f_X(x) \) is given by
\[
\frac{1}{n!} \frac{d^n \varphi_X(s)}{ds^n} \bigg|_{s=0} = \int_{\mathbb{R}} x^n f_X(x) \, dx. \tag{27}
\]
We leave it to the reader to calculate the characteristic function of a discrete random variable and verify that in this case (26) correctly produces (16).

**B. Two or more random variables**

All the concepts above generalize directly to the case of a set of two or more random variables, that is the so-called vector random variables, or random vectors for short. A **random vector** \( \mathbf{X} = (X_1, X_2, \ldots, X_N) \) is a function from the sample space \( \Omega \) to the set of \( N \)-dimensional real vectors \( \mathbb{R}^N \), that assigns a real vector \( \mathbf{x} = (x_1, x_2, \ldots, x_N) \) to every outcome \( \omega \) of an experiment, that is
\[
\mathbf{X}: \Omega \to \mathbb{R}^N.
\]
The **joint cumulative distribution function** \( F_{X_1 \ldots X_N}(\mathbf{x}) = P(X_1 \leq x_1, \ldots, X_N \leq x_N) \) of \( \mathbf{X} \), is defined as
\[
F_{X_1 \ldots X_N}(\mathbf{x}) = \text{prob} \{ X_1 \leq x_1, X_2 \leq x_2, \ldots, X_N \leq x_N \} = \int_{-\infty}^{x_N} \cdots \int_{-\infty}^{x_1} f_{X_1 \ldots X_N}(\mathbf{x'}) \, dx_1' \cdots dx_N', \tag{28}
\]
where
\[
f_{X_1 \ldots X_N}(\mathbf{x}) = \frac{\partial^N F_{X_1 \ldots X_N}(x_1, \ldots, x_N)}{\partial x_1 \cdots \partial x_N}, \tag{29}
\]
is the **joint probability density function** of \( \mathbf{X} \). Let \( g(\mathbf{x}) = g(x_1, \ldots, x_N) \) be an ordinary function of the real \( N \)-dimensional vector \( \mathbf{x}: \mathbb{R}^N \to \mathbb{R} \). The expected value of \( g(\mathbf{X}) \) is
\[
\langle g(\mathbf{X}) \rangle = \int_{\mathbb{R}^N} g(\mathbf{x}) f_{X_1 \ldots X_N}(\mathbf{x}) \, d^N x, \tag{30}
\]
where \( d^N x = dx_1 \cdots dx_N \). If \( h(x_1, \ldots, x_K) \) is a real function from \( \mathbb{R}^K \) to \( \mathbb{R} \), with \( K < N \), then (30) implies
\[
\langle h(X_1, \ldots, X_K) \rangle = \int_{\mathbb{R}^N} h(x_1, \ldots, x_K) f_{X_1 \ldots X_N}(\mathbf{x}) \, d^N x = \int_{\mathbb{R}^K} h(x_1, \ldots, x_K) \left\{ \int_{\mathbb{R}^{N-K}} f_{X_1 \ldots X_N}(\mathbf{x}) \, dx_{K+1} \cdots dx_N \right\} \, dx_1 \cdots dx_K. \tag{31}
\]
This equation may be rewritten as
\[
\langle h(X_1, \ldots, X_K) \rangle = \int_{\mathbb{R}^K} h(x_1, \ldots, x_K) f_{X_1 \ldots X_K}(x_1, \ldots, x_K) \, d^K x, \tag{32}
\]
where \( d^K x = dx_1 \cdots dx_K \), and we have introduced the **marginal** probability density function \( f_{X_1 \ldots X_K}(x_1, \ldots, x_K) \), defined as
\[
f_{X_1 \ldots X_K}(x_1, \ldots, x_K) := \int_{\mathbb{R}^{N-K}} f_{X_1 \ldots X_N}(x_1, \ldots, x_N) \, dx_{K+1} \cdots dx_N. \tag{33}
\]

**IV. SOME FUNDAMENTAL RESULTS**

The following results are key to establish a connection between classical and quantum probability distributions.
From the trivial identity
\[ g(x') = \int_{-\infty}^{\infty} g(x) \delta(x - x') \, dx, \tag{34} \]
it follows the less trivial relation
\[ \langle g(X) \rangle = \int_{-\infty}^{\infty} g(x') f_X(x') \, dx'. \]
\[ = \int_{-\infty}^{\infty} \left[ \int_{-\infty}^{\infty} g(x) \delta(x - x') \, dx \right] f_X(x') \, dx' \]
\[ = \int_{-\infty}^{\infty} g(x) \left( \int_{-\infty}^{\infty} \delta(x - x') f_X(x') \, dx' \right) \, dx \]
\[ = \int_{-\infty}^{\infty} g(x) \langle \delta(x - X) \rangle \, dx, \tag{35} \]
where (22) has been used and we passed from the second to the third line by interchanging \( x \) and \( x' \) integrations. By equating the right side of (22) with the right-hand side of (25), we obtain
\[ \int_{-\infty}^{\infty} g(x) f_X(x) \, dx = \int_{-\infty}^{\infty} g(x) \langle \delta(x - X) \rangle \, dx. \tag{36} \]
Since this must hold for any \( g(x) \), we infer the important relation \[ f_X(x) = \langle \delta(x - X) \rangle. \tag{37} \]
Here and hereafter, when we write an expression like this, we always intend that the expected value should be taken with respect to the PDF of the random variable shown in the equation (i.e., \( X \) in this case).

It is not difficult to show that (37) is fully consistent with (13) and (14). Since by definition
\[ \int_{-\infty}^{x} f_X(x') \, dx' = \int_{-\infty}^{\infty} H(x - x') f_X(x') \, dx' \]
\[ = \langle H(x - X) \rangle, \tag{38} \]
then from (13) it follows that (18).
\[ F_X(x) = \langle H(x - X) \rangle. \tag{39} \]
Taking the derivative of both sides of this equation with respect to \( x \), and using (14), we obtain again (37).

The validity of (37) can be also verified using the integral representation of the delta distribution
\[ \delta(x - y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-is(x - y)} \, ds, \tag{40} \]
and the characteristic function of \( X \). Substituting the left-hand side of (25) into (26), and using (23), we obtain
\[ f_X(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-isx} \langle e^{isX} \rangle \, ds \]
\[ = \left\langle \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-is(x - x)} \, ds \right\rangle \]
\[ = \langle \delta(x - X) \rangle, \tag{41} \]
which coincides with (37).

The key results (37) and (39) can be directly generalized to the case of two or more random variables. It is a simple exercise to show that it is always possible to write
\[ f_{X_1, \ldots, X_N}(x) = \langle \delta(x - X) \rangle, \tag{42} \]
\[ F_{X_1, \ldots, X_N}(x) = \langle H(x - X) \rangle, \tag{43} \]
where
\[ \delta(x - X) = \prod_{n=1}^{N} \delta(x_n - X_n), \tag{44} \]
\[ H(x - X) = \prod_{n=1}^{N} H(x_n - X_n). \tag{45} \]

A straightforward byproduct of (12) is the so-called random variable transformation (RVT) theorem. Any real-valued function of random variables, say \( g(X) = g(X_1, \ldots, X_N) \), is itself a random variable, say \( Y = g(X_1, \ldots, X_N) \). The RVT theorem states that the PDF \( f_Y(y) \) of \( Y \) is
\[ f_Y(y) = \langle \delta(y - g(X_1, \ldots, X_N)) \rangle \]
\[ = \int_{-\infty}^{\infty} \delta(y - g(x)) f_{X_1, \ldots, X_N}(x) \, dx^N, \tag{46} \]
where \( x = (x_1, \ldots, x_N) \). The straightforward proof of this theorem, can be found in (16) (17).

The integral in (46) can be calculated in two different ways. In the first way we choose one of the \( N \) variables \( \{x_1, \ldots, x_N\} \), say \( x_n \), and consider the quantity \( y - g(x) \) as a function of \( x_n \); \( h(x_n) := y - g(x_1, \ldots, x_n, \ldots, x_N) \). We then apply the formula for the delta distribution of a function of \( x_n \), which is given by (11):
\[ \delta(h(x_n)) = \sum_{r=1}^{N} \delta(x_n - x_n^{(r)}) \frac{dh(x_n)}{dx_n} \bigg|_{x_n = x_n^{(r)}} \tag{47} \]
where \( \{x_n^{(1)}, x_n^{(2)}, \ldots, x_n^{(R)}\} \) are the supposedly \( R \) roots of the equation \( h(x_n) = 0 \). These roots, by definition, depend on both the variable \( y \) and the remaining \( N - 1 \) variables \( \{x_1, \ldots, x_n - 1, x_n + 1, \ldots, x_N\} \). Substituting the right-hand side of (17) into the right-hand side of (46), we can perform the \( x_n \) integration trivially using (47), and then we must hope that the remaining \( N - 1 \) integrals can be feasible. Of course, an either judicious or unwise choice of \( x_n \) may make it easier or more difficult to calculate the remaining \( N - 1 \) integrals.

The second method of performing the integral in (46) is more elegant and is based on the integral representation (40) of the delta distribution and on the definition of characteristic function (25). Using (40) into (46) and
interchanging the $x$ and $s$ integrations, we get

$$f_Y(y) = \frac{1}{2\pi} \int_{\mathbb{R}^{n+1}} e^{-i(s-g(x))} f_{X_1,\ldots,X_n}(x) \, ds \, d^{n}x$$

$$= \frac{1}{2\pi} \int_{\mathbb{R}} e^{-is\varphi_Y(s)} \, ds,$$  \hspace{1cm} (48)

where by definition

$$\varphi_Y(s) = \int_{\mathbb{R}^n} e^{isg(x)} f_{X_1,\ldots,X_n}(x) \, d^{n}x,$$  \hspace{1cm} (49)

is the characteristic function of $Y$. In the next section we will use both methods of integration for illustrative purposes.

V. TWO ELEMENTARY EXAMPLES

The following two applications of the formulas given in the previous sections, are trivial from the point of view of random variable theory. However, as we will see later, they become challenging in the framework of quantum mechanics. Therefore, it is instructive to present them first in detail here. In both examples $X = (X_1, X_2)$ is a two-dimensional Gaussian random vector with means $\mu = (\mu_1, \mu_2)$, and covariance matrix $V$ defined by

$$V = \begin{bmatrix} \sigma_1^2 & \rho \sigma_1 \sigma_2 \\ \rho \sigma_1 \sigma_2 & \sigma_2^2 \end{bmatrix},$$  \hspace{1cm} (50)

with $\sigma_1, \sigma_2 > 0$, and $-1 \leq \rho \leq 1$. It is customary to write either $X \sim \mathcal{N}(\mu, V)$ or $X \sim f_{X_1, X_2}(x_1, x_2)$, to indicate that the random vector $X$ follows a normal bivariate distribution characterized by $\mu$ and $V$ \[14], where

$$f_{X_1, X_2}(x_1, x_2) = \frac{1}{2\pi \sqrt{\det V}} \exp \left[ -\frac{1}{2} (x - \mu)^T V^{-1} (x - \mu) \right],$$  \hspace{1cm} (51)

with $x = (x_1, x_2)$, and

$$\mu_n := \langle X_n \rangle = \int_{\mathbb{R}^2} x_n f_{X_1, X_2}(x_1, x_2) \, dx_1 \, dx_2,$$

$$V_{nm} := \langle (X_n - \mu_n)(X_m - \mu_m) \rangle$$

$$= \int_{\mathbb{R}^2} (x_n - \mu_n)(x_m - \mu_m) f_{X_1, X_2}(x_1, x_2) \, dx_1 \, dx_2,$$  \hspace{1cm} (52)

where $n, m = 1, 2$.

From \[33\] and a straightforward integration, it follows that the marginal distributions $f_{X_1}(x_1)$ and $f_{X_2}(x_2)$, are given by

$$f_{X_1}(x_1) = \frac{1}{\sqrt{2\pi} \sigma_1} \exp \left[ -\frac{(x_1 - \mu_1)^2}{2 \sigma_1^2} \right],$$

$$f_{X_2}(x_2) = \frac{1}{\sqrt{2\pi} \sigma_2} \exp \left[ -\frac{(x_2 - \mu_2)^2}{2 \sigma_2^2} \right],$$  \hspace{1cm} (53)

so that $X_n \sim \mathcal{N}(\mu_n, \sigma_n^2)$, $(n = 1, 2)$.

A. Sum of two random variables

Consider the sum of $X_1$ and $X_2$: $g(X_1, X_2) = X_1 + X_2$. From \[30\] it follows that

$$\langle X_1 + X_2 \rangle = \int_{\mathbb{R}^2} (x_1 + x_2) f_{X_1, X_2}(x_1, x_2) \, dx_1 \, dx_2$$

$$= \mu_1 + \mu_2.$$  \hspace{1cm} (54)

However, we could also consider $X_1 + X_2$ as a single random variable, say $W = X_1 + X_2$. By hypothesis, $W \sim f_W(w)$, so that we could calculate $\langle W \rangle$ not only from \[54\], but also as

$$\langle W \rangle = \int_{\mathbb{R}} w f_W(w) \, dw.$$  \hspace{1cm} (55)

To find $f_W(w)$ we use the RVT theorem \[46\] with $g(x_1, x_2) = x_1 + x_2$. We apply the first method of integration choosing $x_2$ as first integration variable and find

$$f_W(w) = \langle \delta(w - X_1 - X_2) \rangle$$

$$= \int_{\mathbb{R}} f_{X_1, X_2}(x_1, w - x_1) \, dx_1$$

$$= \frac{1}{\sqrt{2\pi} \sigma} \exp \left[ -\frac{1}{2} \left( \frac{w - \mu_1 - \mu_2}{\sigma} \right)^2 \right],$$  \hspace{1cm} (56)

where $\sigma := \sqrt{\sigma_1^2 + 2\rho \sigma_1 \sigma_2 + \sigma_2^2}$. This is the univariate normal distribution $\mathcal{N}(\mu_1 + \mu_2, \sigma)$, so that using \[54\] we find $\langle W \rangle = \mu_1 + \mu_2$, in agreement with \[54\].

Next, we use the second method of integration to calculate the characteristic function $\varphi_W(s)$. From \[49\] we have

$$\varphi_W(s) = \int_{\mathbb{R}^2} e^{is(x_1+x_2)} f_{X_1, X_2}(x_1, x_2) \, dx_1 \, dx_2$$

$$= \exp \left[ -\frac{1}{2} s^2 \sigma^2 - 2i s (\mu_1 + \mu_2) \right],$$  \hspace{1cm} (57)

where, as before, $\sigma := \sqrt{\sigma_1^2 + 2\rho \sigma_1 \sigma_2 + \sigma_2^2}$. Substituting \[57\] into \[48\] we obtain again \[56\].

We will see later that the situation is radically different in quantum mechanics where the real random variables
X_1 and X_2 will be replaced by the Hermitian operators X_1 and X_2. In this case the sum X_1 + X_2 will be also an Hermitian operator. This implies that the quantum analogous of f_{W}(w) do exist, but the joint PDF f_{X_1 X_2}(x_1, x_2) does not if X_1 \overline{X}_2 - \overline{X}_2 X_1 \neq 0.

B. Product of two random variables

For clarity, let us take \mu_1 = 0 = \mu_2 in \[51\], and consider the product of X_1 and X_2: \(g(X_1, X_2) = X_1 X_2\). From \[40\] it follows that

\[
\langle X_1 X_2 \rangle = \int_{\mathbb{R}^2} x_1 x_2 \, f_{X_1, X_2}(x_1, x_2)\, dx_1\, dx_2
\]

\[ = \rho \sigma_1 \sigma_2. \tag{58}\]

Now we can proceed exactly as in the previous example, taking \(Y = X_1 X_2\), with \(Y \sim f_Y(y)\), to eventually calculate

\[
\langle Y \rangle = \int_{\mathbb{R}} y \, f_Y(y)\, dy. \tag{59}\]

The first method of integration of \[46\] with \(x_2\) as first integration variable, gives

\[
f_Y(y) = \langle \delta(y - X_1 X_2) \rangle
\]

\[ = \int_{\mathbb{R}} \frac{1}{|x_1|} \, f_{X_1, X_2}(x_1, \frac{y}{x_1})\, dx_1. \tag{60}\]

This integral can be calculated exactly by Mathematica \[7\], which gives

\[
f_Y(y) = \frac{1}{\pi D} \exp \left( \frac{\rho D}{y} \right) K_0 \left( \frac{|y|}{D} \right), \tag{61}\]

where \(D := \sqrt{\det V} = \sigma_1 \sigma_2 \sqrt{1 - \rho^2}\) and \(K_0(z)\) is the modified Bessel function of the second kind \[19\]. A plot of this function is shown in Fig. \[1\]. Notice that \(f_Y(y)\) has an integrable logarithmic singularity at \(y = 0\), so that

\[
\int_{\mathbb{R}} f_Y(y)\, dy = 1. \tag{62}\]

Substituting \[61\] into \[59\] we obtain,

\[
\langle Y \rangle = \rho \sigma_1 \sigma_2, \tag{63}\]

in agreement with \[58\].

As in the previous example, the characteristic function of \(Y\) can be calculated using \[49\]. The result is

\[
\varphi_Y(s) = \int_{\mathbb{R}^2} e^{is \cdot x_1 x_2} \, f_{X_1, X_2}(x_1, x_2)\, dx_1\, dx_2
\]

\[ = \frac{1}{\sqrt{1 + s^2 (1 - \rho^2) \sigma_1^2 \sigma_2^2 - 2is \rho \sigma_1 \sigma_2}}. \tag{64}\]

It should be noticed that in this case the first method of integration of \[46\] is more convenient because if we substitute \[61\] into \[48\], Mathematica is not able to perform the integral that would reproduce \[61\].

Thus, we have found that both the joint PDF \(f_X(x_1, x_2)\) for the two random variables \(X_1\) and \(X_2\), and the PDF \(f_Y(y)\) for the single random variable \(Y = X_1 X_2\), do exist and are well defined, and yields \(\langle X_1 X_2 \rangle = \langle Y \rangle\). We will show later that in the corresponding quantum case the product \(X_1 \overline{X}_2\) will be an Hermitian operator corresponding to \(Y = X_1 X_2\), only if \(X_1 \overline{X}_2 - \overline{X}_2 X_1 = 0\). When this condition fails, the quantum analogous of both PDFs \(f_Y(y)\) and \(f_{X_1, X_2}(x_1, x_2)\) do not exist.

VI. THE SPECTRAL THEOREM

In both classical and quantum mechanics, physical systems are characterized by some quantities, the so-called physical observables (observables, for short), which can be actually measured, such as position, momentum, angular momentum and energy. In classical mechanics an observable is represented by a real number or a real vector, which provides the observed value of the quantity when a measurement is made on the system. In quantum mechanics, on the other hand, an observable is represented by a Hermitian operator that may or may not have a definite value, depending on the manner in which the system is prepared \[20\]. The “manner in which a system is prepared” is called the quantum state of the system, and it is represented by a vector in a complex vector space known as Hilbert space. When the quantum state is an eigenvector of the operator representing the observable, the latter has a definite value provided by the eigenvalue associated with that eigenvector. Vice versa, if the quantum state is an arbitrary vector which
is not an eigenvector of the operator representing the observable, the latter has not a definite value. In this case, measurements of the observable made on a collection of identically prepared systems will yield different values of the observable, not all of them equal. As a result, the measured mean value of the observable will give the so-called expectation value of the operator with respect to the quantum state in which the system was prepared [5].

In the light of what we have learned in the previous section, it is natural to wonder whether it would be possible, given a Hermitian operator \( \hat{X} \) representing some observable of a quantum system prepared into some state, to find a corresponding real-valued random variable \( X \) whose expected value coincides with the expectation value of \( \hat{X} \) in that state. It turns out that the answer to this question is positive, and it is provided by the spectral theorem [21, 22]. The latter states that given a Hermitian operator \( \hat{X} \) there is a unique family of projection operators \( \hat{E}_X(\lambda) \) depending on the real parameter \( \lambda \), the so-called spectral family, such that given a normalized arbitrary vector \( |\psi\rangle \), we have

\[
\langle \psi | \hat{X} | \psi \rangle = \int \lambda \ f_X^\psi (\lambda) \ d\lambda, \tag{65}
\]

where here and hereafter \( \langle \psi | \psi \rangle = 1 \), and

\[
f_X^\psi (\lambda) \ d\lambda := d\langle \psi | \hat{E}_X(\lambda) | \psi \rangle, \tag{66}
\]

is the probability density function of the random variable \( X \sim f_X^\psi (\lambda) \) associated with the operator \( \hat{X} \). In the last two equations the subscript "\( X \)" and the superscript "\( \psi \)" remind that \( f_X^\psi (\lambda) \) is determined by both the operator \( \hat{X} \) and the quantum state \( |\psi\rangle \), because different quantum states produce distinct expectation values of the same operator. A rigorous proof of this theorem can be found in section 120 of [3].

From (14) it follows that the cumulative distribution function \( F_X^\psi (\lambda) \) associated with \( f_X^\psi (\lambda) \), is given by \( f_X^\psi (\lambda) \ d\lambda = dF_X^\psi (\lambda) \). Then, (66) implies

\[
F_X^\psi (\lambda) = \langle \psi | \hat{E}_X(\lambda) | \psi \rangle. \tag{67}
\]

Since any CDF \( F_X(x) \) is a monotonically increasing function satisfying \( \lim_{x \to -\infty} F_X(x) = 0 \), and \( \lim_{x \to \infty} F_X(x) = 1 \), we may infer that a spectral family should obey the following boundary conditions:

\[
\hat{E}_X(\lambda) \to \hat{0} \quad \text{for} \quad \lambda \to -\infty, \tag{68}
\]

\[
\hat{E}_X(\lambda) \to \hat{I} \quad \text{for} \quad \lambda \to \infty.
\]

where \( \hat{0} \) and \( \hat{I} \) are the zero and the identity operators, respectively.

Our next goal is to find a simple expression for \( \hat{E}_X(\lambda) \) using only elementary math and the elegant Dirac formulation of quantum mechanics. For this purpose we will follow closely chapters 1 and 2 of Ballentine’s book [22], and we will consider the cases of continuous and discrete spectra separately.

VII. CONTINUOUS SPECTRUM

Let \( \hat{X} \) be a Hermitian operator having a purely continuous spectrum [23]:

\[
\hat{X} |\lambda_X\rangle = \lambda |\lambda_X\rangle, \quad (\lambda \in \mathbb{R}). \tag{69}
\]

The ket \( |\lambda_X\rangle \) is an eigenvector of the operator \( \hat{X} \) with eigenvalue \( \lambda \). These eigenvectors have the following properties:

\[
\langle \lambda_X | \lambda_X \rangle = \delta (\lambda - \lambda^\prime), \quad \text{(orthogonality)}, \tag{70}
\]

\[
\int_{\mathbb{R}} |\lambda_X \rangle \langle \lambda_X | \ d\lambda = \hat{I}, \quad \text{(completeness)}, \tag{71}
\]

where \( \hat{I} \) denotes the identity operator. Using (69) and (71), we can rewrite the left-hand side of (65), as

\[
\langle \psi | \hat{X} | \psi \rangle = \langle \psi | \hat{X} \hat{I} | \psi \rangle = \int_{\mathbb{R}} \langle \psi | \hat{X} | \lambda_X \rangle \langle \lambda_X | \psi \rangle \ d\lambda = \int_{\mathbb{R}} \lambda \ |\langle \lambda_X | \psi \rangle|^2 \ d\lambda. \tag{72}
\]

Comparison between (65) and (72) gives

\[
f_X^\psi (\lambda) = |\langle \lambda_X | \psi \rangle|^2. \tag{73}
\]

The physical meaning of this formula should be clear: given a physical system prepared in the state \( |\psi\rangle \), the probability \( f_X^\psi (\lambda) \ d\lambda \) that the operator \( \hat{X} \) takes a value in the interval \( [\lambda, \lambda + d\lambda] \) when a measurement of the observable represented by \( \hat{X} \) is performed upon the system, is equal to the probability that the corresponding random variable \( X \) takes a value within the same interval.

The function \( f_X^\psi (\lambda) \) is a proper PDF because \( |\langle \lambda_X | \psi \rangle|^2 \geq 0 \), and

\[
\int_{\mathbb{R}} |\langle \lambda_X | \psi \rangle|^2 \ d\lambda = \langle \psi | \psi \rangle = 1, \tag{74}
\]

where (71) has been used. We are now able to rewrite (66) as

\[
|\langle \lambda_X | \psi \rangle|^2 \ d\lambda = d\langle \psi | \hat{E}_X(\lambda) | \psi \rangle. \tag{75}
\]

Integrating both sides of (75) for \(-\infty < \lambda \leq x\), and using (68), we obtain

\[
\int_{-\infty}^{x} |\langle \lambda_X | \psi \rangle|^2 \ d\lambda = \int_{-\infty}^{x} d\langle \psi | \hat{E}_X(\lambda) | \psi \rangle = \langle \psi | \hat{E}_X(x) | \psi \rangle. \tag{76}
\]

This equation can be rearranged as

\[
\langle \psi | \hat{E}_X(x) | \psi \rangle = \langle \psi | \int_{-\infty}^{x} |\lambda_X \rangle \langle \lambda_X | \ d\lambda \rangle | \psi \rangle. \tag{77}
\]
Since this must hold for arbitrary $|\psi\rangle$, we may infer that
\[
\hat{E}_X(x) = \int_{-\infty}^{x} |\lambda_X\rangle\langle\lambda_X| d\lambda,
\]
\[
= \int_{-\infty}^{\infty} H(x - \lambda)|\lambda_X\rangle\langle\lambda_X| d\lambda
\]
\[
= \int_{-\infty}^{x} H(x - \hat{X})|\lambda_X\rangle\langle\lambda_X| d\lambda
\]
\[
= H(x - \hat{X}),
\]
where we have used (71), and the trivial identity
\[
h(\hat{X})|\lambda_X\rangle = h(\lambda)|\lambda_X\rangle,
\]
valid for any function $h(x)$. We have thus determined the projection operators $\hat{E}_X(x)$ forming the spectral family of the operators $\hat{X}$.

The result (78) is important because it allows us to make a direct connection between quantum operators and quantum states on the one hand, and random variables on the other. To see this, we use (78) to rewrite (67) as
\[
F_X^\psi(x) = \langle\psi|H(x - \hat{X})|\psi\rangle
:= \langle\psi|H(x - \hat{X})\rangle_\psi, \tag{80}
\]
where the notation used in the second line is commonplace in textbooks on quantum mechanics (see, e.g., [24]). This equation should be compared with (37) to appreciate the similarity between quantum and classical probability distributions:
\[
F_X(x) = \langle H(x - X) \rangle. \tag{39}
\]

Next, taking the derivative of both sides of (80) with respect to $x$, we find
\[
f_X^\psi(x) = \langle\psi|\delta(x - \hat{X})|\psi\rangle
:= \langle\delta(x - \hat{X})\rangle_\psi. \tag{81}
\]
Again, this equation should be compared with (37):
\[
f_X(x) = \langle\delta(x - X)\rangle. \tag{37}
\]

Before discussing the implications of these results in the next section, let us notice that from (65) and (81), it follows that given any real-valued function $g = g(x)$, such that $g : \mathbb{R} \to \mathbb{R}$, the expectation value of the operator $g(\hat{X})$ with respect to the vector $|\psi\rangle$ is given by
\[
\langle\psi|g(\hat{X})|\psi\rangle = \int_{\mathbb{R}} g(x) \langle\psi|\delta(x - \hat{X})|\psi\rangle dx. \tag{82}
\]
Since this must hold for arbitrary $|\psi\rangle$, then (82) implies
\[
g(\hat{X}) = \int_{\mathbb{R}} g(x) \delta(x - \hat{X}) dx, \tag{83}
\]
which is just another common way, but not as trivial as it may seem at first glance, to express the spectral theorem (see, for example, section 15 of [21], for a formal proof). Equation (82) is frequently used in quantum field theory but it is rarely found in textbooks. An exception is the book presenting Sydney Coleman’s wonderful lectures on quantum field theory [25].

A. Two technical remarks

The operator $\delta(\lambda - \hat{X})$ is effectively a projector, as shown in [26]. This can be easily seen using (71) and (79):
\[
\delta(\lambda - \hat{X}) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{-i\lambda x} dx = \frac{1}{2\pi} \int_{\mathbb{R}} e^{-i\lambda x} |\psi\rangle\langle\psi| dx
\]
\[
= |\lambda_X\rangle\langle\lambda_X|.
\]
Substituting this result in (81), we obtain again (73).

For all practical purposes, $\delta(\lambda - \hat{X})$ is conveniently understood in terms of the delta distribution integral representation [41], that is
\[
\delta(\lambda - \hat{X}) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{-i\lambda x} dx = \frac{1}{2\pi} \int_{\mathbb{R}} e^{-i\lambda x} |\psi\rangle\langle\psi| dx
\]
\[
= |\lambda_X\rangle\langle\lambda_X|.
\]
By analogy with the classical case [41], we can use this representation to introduce the \textit{quantum characteristic function} $\phi_X^\psi(s)$, defined via
\[
f_X^\psi(x) = \langle\psi|\delta(x - \hat{X})|\psi\rangle
:= \frac{1}{2\pi} \int_{\mathbb{R}} e^{-ixs} |\psi\rangle\langle\psi| e^{ix\hat{X}} |\psi\rangle dx.
\]
This equation is the quantum counterpart of Eq. (26).

VIII. DISCRETE SPECTRUM

When one goes from continuous spectra to discrete ones, things go very smoothly. Let $\hat{A}$ be a Hermitian operator having a purely discrete spectrum [23]:
\[
\hat{A}|a_n\rangle = a_n|a_n\rangle, \quad (n \in \mathbb{N}). \tag{87}
\]
The ket $|a_n\rangle$ is an eigenvector of the operator $\hat{A}$ with eigenvalue $a_n$. These eigenvectors have the following properties:
\[
\langle a_n|a_m\rangle = \delta_{nm}, \quad \text{(orthogonality)}, \tag{88}
\]
\[
\sum_{n \in \mathbb{N}} |a_n\rangle\langle a_n| = \hat{I}, \quad \text{(completeness)}. \tag{89}
\]
where $n, m \in \mathbb{N}$.

Let $A$ be a random variable associated with the quantum operator $\hat{A}$ via the spectral theorem, with CDF $F^\psi_A(\lambda)$, and PDF $f^\psi_A(\lambda)$. We leave it to the reader as a simple exercise, to show that given the quantum state $|\psi\rangle$, the spectral theorem gives us a one-to-one correspondence between the Hermitian quantum operator $\hat{X}$ representing the observable, and the real-valued random variable $X \sim f^\psi_X(x) = \delta(x - \hat{X}|\psi\rangle).$ The importance of the spectral theorem lies in the fact that it not only gives us the correspondence between $\hat{X}$ and $X$, but also the explicit recipe for building the PDF of $X$.

Unfortunately, things are not always so pleasant when we consider the case of two or more observables of a quantum system. As we shall see, in this case there is a striking difference between compatible and incompatible observables.

A. Compatible observables

In quantum mechanics, compatible observables are represented by Hermitian operators that commute with each other. In this case the generalization of the spectral theorem to two or more Hermitian operators is straightforward (see, for example, sections 16 and 25 of [21] for a technical discussion). Let $\{\hat{X}_1, \ldots, \hat{X}_N\}$ be a complete set of $N$ commuting operators, and let $|\psi\rangle$ be a normalized vector. Then, the joint PDF $f^\psi_{X_1, \ldots, X_N}(x_1, \ldots, x_N) = f^\psi_{X_1 \cdots X_N}(x)$ of the random vector $X = (X_1, \ldots, X_N)$, such that

$$\langle \psi|\hat{X}_n|\psi\rangle = \int_{\mathbb{R}^N} x_n f^\psi_{X_1 \cdots X_N}(x) \, d^N x,$$

where $d^N x := dx_1 \cdots dx_N$, can be found simply by rewriting $(42)$-$(45)$ with the random variables $\{X_1, \ldots, X_N\}$ replaced by the corresponding operators $\{\hat{X}_1, \ldots, \hat{X}_N\}:

$$f^\psi_{X_1 \cdots X_N}(x_1, \ldots, x_N) = \langle \psi| \prod_{n=1}^{N} \delta(x_n - \hat{X}_n)|\psi\rangle.$$  

It should be noticed that since the operators $\{\hat{X}_1, \ldots, \hat{X}_N\}$ commute with each other, the product above is perfectly well-defined and any choice of the order of the $N$ delta distributions is permitted. The demonstration of this statement amounts to a straightforward calculation. Let $g(x_1, \ldots, x_n) := g(x)$ be a function $g: \mathbb{R}^N \to \mathbb{R}$ such that $[g(\hat{X}_1, \ldots, \hat{X}_n)]^\dagger = g(\hat{X}_1, \ldots, \hat{X}_n) := g(\hat{X})$, and let $\{|x_1^*, \ldots, x_N^*\rangle := \{x^*\}\}$ be a complete orthonormal basis for the Hilbert space of the system, such that $\hat{X}_n|x^*\rangle = x_n^*|x^*\rangle$. Then, using the completeness relation

$$\int_{\mathbb{R}^N} |x^*\rangle\langle x^*| \, d^N x^* = \hat{I},$$

it is not difficult to show that

$$\langle \psi|g(\hat{X})|\psi\rangle = \int_{\mathbb{R}^N} \langle \psi|g(\hat{X})|x^*\rangle\langle x^*|\psi\rangle \, d^N x^*$$

$$= \int_{\mathbb{R}^N} g(x^*)|\langle x^*|\psi\rangle|^2 \, d^N x^*.$$
This equation implies
\[ f_{X_1 \cdots X_N}^\psi(x) = |\langle x'|\psi\rangle|^2, \tag{101} \]
which is just the $N$-dimensional generalization of (73). This result is clearly in agreement with (98) because
\[ f_{X_1 \cdots X_N}^\psi(x) = \langle \psi | \prod_{n=1}^N \delta(x_n - \hat{X}_n)|\psi\rangle \]
\[ = \int_{\mathbb{R}^N} \langle \psi | \prod_{n=1}^N \delta(x_n - \hat{X}_n)|x'|\psi\rangle |\psi\rangle \]
\[ = \int_{\mathbb{R}^N} \prod_{n=1}^N \delta(x_n - x_n') |\langle x'|\psi\rangle|^2 d^N x' \]
\[ = |\langle x|\psi\rangle|^2. \tag{102} \]

1. Examples

Consider the three orthogonal components of the vector position operator $\hat{Q} = (\hat{Q}_1, \hat{Q}_2, \hat{Q}_3)$. These operators commute with each other: $[\hat{Q}_n, \hat{Q}_m] = 0$, and have a continuous spectrum: $\hat{Q}_n |q_1, q_2, q_3\rangle = q_n |q_1, q_2, q_3\rangle$, $q_n \in \mathbb{R}$, with $(n,m = 1,2,3)$. In this case (102) gives the joint PDF $f_{\hat{Q}_1,\hat{Q}_2,\hat{Q}_3}^\psi(q_1, q_2, q_3)$, which is defined by
\[ f_{\hat{Q}_1,\hat{Q}_2,\hat{Q}_3}^\psi(q_1, q_2, q_3) = |(q_1, q_2, q_3|\psi\rangle|^2. \tag{103} \]

For operators with discrete spectra, things are the same way. Let $\hat{A}$ and $\hat{B}$ be commuting operators with discrete eigenvalues $a_n$ and $b_n$, associated with the common eigenvector $|a_n, b_m\rangle$. Born’s rule tells us that given the quantum state vector $|\psi\rangle$, the probability that operator $\hat{A}$ takes the value $a_n$, and operator $\hat{B}$ takes the value $b_m$, is simply given by $|\langle a_n, b_m|\psi\rangle|^2$. This implies the existence of the joint probability mass function
\[ p_{XY}^\psi(a_n, b_m) = |\langle a_n, b_m|\psi\rangle|^2, \tag{104} \]
and of the joint PDF
\[ f_{XY}^\psi(x,y) = \sum_{n,m \in \mathbb{N}} p_{XY}^\psi(a_n, b_m) \delta(x - a_n) \delta(y - b_n). \tag{105} \]

B. Incompatible observables

Things are getting more complicated when dealing with two or more incompatible observables, which are represented by operators that do not commute with each other [5]. To show this, consider two observables represented by the Hermitian operators $\hat{X}$ and $\hat{Y}$ such that $[\hat{X}, \hat{Y}] = C \neq 0$. From the spectral theorem [65] we know that given a quantum state vector $|\psi\rangle$, there are two random variables $X$ and $Y$, such that
\[ X \sim f_X^\psi(x) = \langle \psi | \delta(x - \hat{X})|\psi\rangle, \]
\[ Y \sim f_Y^\psi(y) = \langle \psi | \delta(y - \hat{Y})|\psi\rangle. \tag{106} \]

Suppose the two observables are physically related to each other (think, for example, of the position and momentum of a particle at a given instant of time). Then it would seem reasonable to assume the existence of a joint PDF, say $f_{XY}^\psi(x,y)$, such that $X = (X,Y) \sim f_{XY}^\psi(x,y)$. Such a PDF should have the standard properties of a probability density function, namely $f_{XY}^\psi(x,y) \geq 0$, and
\[ \int_{\mathbb{R}^2} f_{XY}^\psi(x,y) dx dy = 1. \tag{107} \]

Moreover, it should generate the correct marginal density functions $f_X^\psi(x)$ and $f_Y^\psi(y)$, which are known from (106):
\[ f_X^\psi(x) = \int_{\mathbb{R}} f_{XY}^\psi(x,y) dy = \langle \psi | \delta(x - \hat{X})|\psi\rangle, \tag{108} \]
\[ f_Y^\psi(y) = \int_{\mathbb{R}} f_{XY}^\psi(x,y) dx = \langle \psi | \delta(y - \hat{Y})|\psi\rangle. \]

However, it is not difficult to show that such $f_{XY}^\psi(x,y)$ cannot exist.

For this purpose, let us suppose that the two random variables $X$ and $Y$ defined by (106) could be sampled simultaneously [14]. This means that there would be an experiment (remember our definition of “experiment” in Sec. IIIA) yielding a single outcome $\omega \in \Omega$ such that $X(\omega) = x$ and $Y(\omega) = y$, where $\Omega$ denotes, as usual, the sample space of the experiment. This is a key point for simultaneous sampling: a single outcome of the experiment determines the value of both random variables. By definition, the probability that in a single run of the experiment the outcome $\omega$ occurs, so that $X$ would take a value in the interval $(x, x + dx]$, and simultaneously $Y$ would take a value in the interval $(y, y + dy]$, is simply given by the joint probability density function $f_{XY}^\psi(x,y)$ [14]:
\[ f_{XY}^\psi(x,y) dx dy = \text{prob}\{x < X \leq x + dx, y < Y \leq y + dy\}, \tag{109} \]
for all $x, y \in \mathbb{R}$. However, if $X$ and $Y$ could be sampled simultaneously so that $X(\omega) = x$ and $Y(\omega) = y$, then the corresponding operators $\hat{X}$ and $\hat{Y}$ could take the values $x$ and $y$ simultaneously. This means that there would exist a hypothetical orthonormal basis $\{|x_X, y_Y\rangle\}$ of simultaneous eigenvectors of $\hat{X}$ and $\hat{Y}$, such that $X|x_X, y_Y\rangle = x|x_X, y_Y\rangle$ and $Y|x_X, y_Y\rangle = y|x_X, y_Y\rangle$ for all $x, y \in \mathbb{R}$. However, it is not difficult to show that if such a basis exists, then $\hat{X}$ and $\hat{Y}$ must commute. To this
end, suppose that the hypothetical basis vectors $|x_X, y_Y\rangle$ above do exist. This would imply
\[
[\hat{X}, \hat{Y}]|x_X, y_Y\rangle = \hat{X}(\hat{Y}|x_X, y_Y\rangle) - \hat{Y}(\hat{X}|x_X, y_Y\rangle) = (y x - x y)|x_X, y_Y\rangle = 0, \tag{110}
\]
for all $x, y \in \mathbb{R}$. Next, consider the perfectly arbitrary vector $|\psi\rangle$: $\langle \psi | \psi \rangle = 1$, defined by
\[
|\psi\rangle = \int_{\mathbb{R}^2} \psi(x, y)|x_X, y_Y\rangle \, dx \, dy, \tag{111}
\]
where $\psi(x, y)$ is any square integrable complex-valued function: $\psi : \mathbb{R}^2 \rightarrow \mathbb{C}$. Then, using (111) we could calculate straightforwardly
\[
[\hat{X}, \hat{Y}]|\psi\rangle = \int_{\mathbb{R}^2} \psi(x, y)[\hat{X}, \hat{Y}]|x_X, y_Y\rangle \, dx \, dy = 0. \tag{112}
\]
Since this must hold for any vector $|\psi\rangle$, we may infer that $[\hat{X}, \hat{Y}] = 0$. Therefore, such an orthonormal basis $\{x_X, y_Y\}$ does not exist if $[\hat{X}, \hat{Y}] \neq 0$.

So, we have learned that it is impossible to find a joint PDF for two random variables corresponding to two noncommuting operators. However, we will see that it is still possible to find the so-called quasi-probability distributions for such random variables, which are function satisfying (107) and (108) but are not everywhere nonnegative. A very famous example of a quasi-probability distribution is the Wigner function (see, for example, [27] and references therein). In the next section we will show how quasi-probability distributions arise in the case of random variables associated with the sum and product of two noncommuting operators. The corresponding classical cases were presented in Sec. [14].

X. A CASE STUDY: SUM AND PRODUCT OF TWO NONCOMMUTING OPERATORS

To clarify the problems occurring with incompatible observables, we consider now the sum and the product of two noncommuting Hermitian operators. The analog classical cases were illustrated in Sec. [14] where we had found that given the random vector $X = (X, Y) \sim f_{XY}(x, y)$ with $X \sim f_X(x)$ and $Y \sim f_Y(y)$, one could calculate the expected values $\langle X + Y \rangle$ and $\langle XY \rangle$ as
\[
\langle X + Y \rangle = \int_{\mathbb{R}^2} (x + y)f_{XY}(x, y) \, dx \, dy,
\]
\[
= \int_{\mathbb{R}} x f_X(x) \, dx + \int_{\mathbb{R}} y f_Y(y) \, dy, \tag{113}
\]
\[
\langle XY \rangle = \int_{\mathbb{R}^2} x y f_{XY}(x, y) \, dx \, dy,
\]
where $f_X(x)$ and $f_Y(y)$ are the marginal PDF of $X$ and $Y$.

Now we will try to extend these results to the quantum realm, showing that given two Hermitian operators $\hat{X}$ and $\hat{Y}$, such that $[\hat{X}, \hat{Y}] \neq 0$, and given a vector $|\psi\rangle$, the quantum analogous of (113) can be written in a similar manner as
\[
\langle \hat{X} + \hat{Y} \rangle_\psi = \int_{\mathbb{R}^2} (\lambda + \mu)f(\lambda, \mu) \, d\lambda \, d\mu,
\]
\[
= \int_{\mathbb{R}} f_X^\psi(\lambda) \, d\lambda + \int_{\mathbb{R}} f_Y^\psi(\mu) \, d\mu,
\]
\[
\frac{1}{2} \langle \hat{X} \hat{Y} + \hat{Y} \hat{X} \rangle_\psi = \int_{\mathbb{R}^2} \lambda \mu f(\lambda, \mu) \, d\lambda \, d\mu, \tag{114}
\]
where $f_X^\psi(\lambda)$ and $f_Y^\psi(\mu)$ are defined by (106). However, differently from (113), we will find that $f(\lambda, \mu) \in \mathbb{R}$ is not identifiable with a PDF because it can take negative values.

Here and below we assume that $\hat{X}$ and $\hat{Y}$ with $[\hat{X}, \hat{Y}] = C \neq O$, satisfy the eigenvalue equations
\[
\hat{X}|\lambda_X\rangle = \lambda|\lambda_X\rangle, \quad \hat{Y}|\mu_Y\rangle = \mu|\mu_Y\rangle, \quad (\lambda, \mu \in \mathbb{R}), \tag{115}
\]
where the eigenvectors are orthogonal: $\langle \lambda_X|\lambda'_X\rangle = \delta(\lambda - \lambda')$ and $\langle \mu_Y|\mu'_Y\rangle = \delta(\mu - \mu')$, and form complete bases for the Hilbert space of the system: $I = \hat{I}_X := \int_{\mathbb{R}} |\lambda_X\rangle\langle\lambda_X| \, d\lambda$ and $I = \hat{I}_Y := \int_{\mathbb{R}} |\mu_Y\rangle\langle\mu_Y| \, d\mu$.

A. Sum of two noncommuting operators

Let us calculate
\[
\langle \psi | \hat{X} + \hat{Y} | \psi \rangle = \langle \psi | \hat{X} \hat{I}_X + \hat{Y} \hat{I}_Y | \psi \rangle
\]
\[
= \int_{\mathbb{R}} \lambda \langle \psi | \lambda_X\rangle \langle \lambda_X | \psi \rangle \, d\lambda + \int_{\mathbb{R}} \mu \langle \psi | \mu_Y\rangle \langle \mu_Y | \psi \rangle \, d\mu
\]
\[
= \int_{\mathbb{R}} \lambda f_X^\psi(\lambda) \, d\lambda + \int_{\mathbb{R}} \mu f_Y^\psi(\mu) \, d\mu. \tag{116}
\]
This proves the second line of the first of equations (114). This is a pretty standard calculation, but not a very enlightening one. So now let us try to rewrite this formula as a double integral using the identity operator again:
\[
\langle \psi | \hat{X} + \hat{Y} | \psi \rangle = \int_{\mathbb{R}^2} \lambda \langle \psi | \lambda_X\rangle \langle \lambda_X | \hat{I}_Y | \psi \rangle \, d\lambda
\]
\[
+ \int_{\mathbb{R}} \mu \langle \psi | \hat{I}_X | \mu_Y\rangle \langle \mu_Y | \psi \rangle \, d\mu
\]
\[
= \int_{\mathbb{R}^2} (\lambda + \mu)z(\lambda, \mu) \, d\lambda \, d\mu, \tag{117}
\]
where we have defined

$$z(\lambda, \mu) := \langle \psi | \lambda_X \rangle \langle \lambda_X | \mu_Y \rangle \langle \mu_Y | \psi \rangle.$$  \hfill (118)

In passing we note that this function can be also rewritten as follows:

$$\langle \psi | \delta(\lambda - \hat{X}) \delta(\mu - \hat{Y}) | \psi \rangle = \int \delta(\lambda - \hat{X}) \delta(\mu - \hat{Y}) \langle \lambda | \mu \rangle \psi \rangle = \int \langle \psi | \lambda_X \rangle \langle \lambda_X | \mu_Y \rangle \langle \mu_Y | \psi \rangle d\lambda d\mu$$

$$= z(\lambda, \mu).$$  \hfill (119)

This equation is reminiscent of the expression \[98\] for the joint PDF of compatible observables. However, the connection is only formal because in this case \(\delta(\lambda - \hat{X}) \delta(\mu - \hat{Y})\) is not an Hermitian operator.

From \(\langle \psi | \hat{X} + \hat{Y} | \psi \rangle = \langle \psi | \hat{X} + \hat{Y} | \psi \rangle^*\) if follows that we are permitted to rewrite

$$\langle \psi | \hat{X} + \hat{Y} | \psi \rangle = \int (\lambda + \mu) f(\lambda, \mu) d\lambda d\mu,$$  \hfill (120)

where

$$f(\lambda, \mu) = \frac{z(\lambda, \mu) + z^*(\lambda, \mu)}{2} \in \mathbb{R}.$$  \hfill (121)

This proves the first line of the first of equations \[114\].

Via a simple direct calculation we can verify that

$$\int \int f(\lambda, \mu) d\lambda d\mu = 1,$$

and that

$$f_X^\psi(\lambda) = \int f(\lambda, \mu) d\mu = |\langle \lambda | \psi \rangle|^2,$$

$$f_Y^\psi(\mu) = \int f(\lambda, \mu) d\lambda = |\langle \mu | \psi \rangle|^2.$$  \hfill (123)

Despite these appealing properties, \(f(\lambda, \mu)\) cannot be regarded as a PDF because it may take negative values. Therefore, \(f(\lambda, \mu)\) is an example of what is typically called a quasi-probability distribution.

Next, by analogy with the “classical” equation \[55\], we want to show an alternative way to calculate \(\langle \psi | \hat{X} + \hat{Y} | \psi \rangle\). This method is based on considering the Hermitian operator \(\hat{W} = \hat{X} + \hat{Y}\) as a whole, and applying \[82\]. In this way we find

$$\langle \psi | \hat{W} | \psi \rangle = \int w \langle \psi | \delta(w - \hat{W}) | \psi \rangle dw$$

$$= \int \left[ \frac{1}{2\pi} \int e^{-isw} \langle \psi | e^{is(\hat{X} + \hat{Y})} | \psi \rangle ds \right] dw$$

$$= \int f_W^\psi(w) dw,$$  \hfill (124)

where \[85\] and \[86\] have been used. From \[73\] we know that if \(\hat{W}\) satisfy the eigenvalue equation \(\hat{W} | \lambda \rangle = \lambda | \lambda \rangle\), with \(\lambda \in \mathbb{R}\), then

$$f_W^\psi(\lambda) = |\langle \lambda | \psi \rangle|^2.$$  \hfill (125)

B. Product of two noncommuting operators

Let us consider now the product \(\hat{X} \hat{Y}\) and calculate

$$\langle \psi | \hat{X} \hat{Y} | \psi \rangle = \langle \psi | \hat{X} \hat{I} \hat{X} \hat{Y} \hat{I} \hat{Y} | \psi \rangle = \int \lambda \mu \langle \psi | \lambda_X \rangle \langle \lambda_X | \mu_Y \rangle \langle \mu_Y | \psi \rangle d\lambda d\mu$$

$$= \int \lambda \mu z(\lambda, \mu) d\lambda d\mu,$$  \hfill (126)

where \(z(\lambda, \mu)\) is still defined by \[118\]. This shows that \(z(\lambda, \mu)\) is necessarily complex-valued because from \(\hat{X} \hat{Y} \neq \hat{Y} \hat{X}\) and \(\langle \psi | \hat{Y} \hat{X} | \psi \rangle = \langle \psi | \hat{X} \hat{Y} | \psi \rangle^*\), it follows that \(z(\lambda, \mu) \neq z^*(\lambda, \mu)\). Therefore, since the product \(\hat{X} \hat{Y}\) is not a Hermitian operator, it cannot itself correspond to any physical quantity. However, it is always possible to rewrite \(\hat{X} \hat{Y}\) as

$$\hat{X} \hat{Y} = \frac{\hat{X} \hat{Y} + \hat{Y} \hat{X}}{2} + i \frac{\hat{X} \hat{Y} - \hat{Y} \hat{X}}{2i}$$

$$:= \hat{U} + i \hat{V},$$  \hfill (127)

where \(\hat{U}\) and \(\hat{V}\) are both Hermitian operators. The operator \(\hat{U}\) is the quantity commonly used to define the so-called quantum covariance \(\text{cov}(\hat{X}, \hat{Y})^\psi\) of the operators \(\hat{X}\) and \(\hat{Y}\), which is defined by \[28, 29\].

$$\text{cov}(\hat{X}, \hat{Y})^\psi := \frac{1}{2} \langle \psi | \hat{X} \hat{Y} + \hat{Y} \hat{X} | \psi \rangle - \langle \psi | \hat{X} | \psi \rangle \langle \psi | \hat{Y} | \psi \rangle.$$  \hfill (128)

Using \[126\] and \(\langle \psi | \hat{X} \hat{Y} | \psi \rangle = \langle \psi | \hat{X} \hat{Y} | \psi \rangle^*\), one can easily show that

$$\langle \psi | \hat{U} | \psi \rangle = \frac{1}{2} \left( \langle \psi | \hat{X} \hat{Y} | \psi \rangle + \langle \psi | \hat{X} \hat{Y} | \psi \rangle^* \right)$$

$$= \int \lambda \mu f(\lambda, \mu) d\lambda d\mu.$$  \hfill (129)
This proves the second of equations (114). We remark that the function \( f(\lambda, \mu) \) in the equation above is the same as that appearing in equation (120).

Using again (126), we can also calculate

\[
\langle \hat{V} \rangle_\psi = \frac{1}{2i} \left( \langle \psi | \hat{X} \hat{Y} | \psi \rangle - \langle \psi | \hat{Y} \hat{X} | \psi \rangle^* \right)
= \int_{\mathbb{R}^2} \lambda \mu g(\lambda, \mu) \, d\lambda \, d\mu,
\]

(130)

where

\[
g(\lambda, \mu) := \frac{z(\mu, \lambda) - z^*(\lambda, \mu)}{2i} \in \mathbb{R}.
\]

(131)

Note that although (130) holds true, \( g(\lambda, \mu) \) is not a quasi-probability distribution. In fact, a direct calculation shows that \( g(\lambda, \mu) \) is not correctly normalized:

\[
\int_{\mathbb{R}} g(\lambda, \mu) \, d\lambda \, d\mu = 0.
\]

(132)

As in the case of the sum of two operators, also \( \hat{U} \) and \( \hat{V} \) can be seen as operators in their entirety, by analogy with the classical equation (60). From the spectral theorem (65) and (81), it follows that the random variables \( U \) and \( V \) associated with the quantum operators \( \hat{U} \) and \( \hat{V} \), will follow the probability density functions \( f_U^\psi(u) \) and \( f_V^\psi(v) \), respectively, defined by

\[
U \sim f_U^\psi(u) = \langle \psi | \delta \left( u - \frac{\hat{X} \hat{Y} + \hat{Y} \hat{X}}{2i} \right) | \psi \rangle,
\]

(133)

\[
V \sim f_V^\psi(v) = \langle \psi | \delta \left( v - \frac{\hat{X} \hat{Y} - \hat{Y} \hat{X}}{2i} \right) | \psi \rangle,
\]

(134)

with \( u, v \in \mathbb{R} \). This will permit us to calculate again \( \langle \hat{U} \rangle_\psi \) and \( \langle \hat{V} \rangle_\psi \), but this time as

\[
\langle \hat{U} \rangle_\psi = \int_{\mathbb{R}} u f_U^\psi(u) \, du,
\]

(135)

\[
\langle \hat{V} \rangle_\psi = \int_{\mathbb{R}} v f_V^\psi(v) \, dv.
\]

(136)

Our next task is to calculate explicitly the expectation value \( \langle \hat{X} + \hat{Y} \rangle_\psi \) using both (120) and (124) for a specific choice of the operators \( \hat{X} \) and \( \hat{Y} \) and of the vector \( | \psi \rangle \). Then, we will also calculate concretely \( \langle \hat{U} \rangle_\psi \) and \( \langle \hat{V} \rangle_\psi \) applying both (129) and (130) for the same choice of \( \hat{X} \) and \( \hat{Y} \) and \( | \psi \rangle \). These calculations will tangibly illustrate the concepts presented in this section.

XI. TWO EXAMPLES AGAIN

In this section we provide a practical application of the formulas given in the previous section. Specifically, we take the position \( \hat{Q} \) and momentum \( \hat{P} \) operators of a harmonic oscillator as an example of noncommuting Hermitian operators with continuous spectrum (see, for example, Sec. 2.3 of Ref. [5] for a detailed treatment of the harmonic oscillator).

In quantum mechanics a harmonic oscillator with frequency \( \omega \) and mass \( m \) is described by the Hamilton operator

\[
\hat{H} = \frac{1}{2m} \hat{p}^2 + \frac{m\omega^2}{2} \hat{Q}^2,
\]

(137)

where \( \hat{Q} \) and \( \hat{P} \) are the position and momentum operators, respectively. This Hamiltonian possesses a discrete spectrum:

\[
\hat{H}|n\rangle = E_n|n\rangle, \quad (n = 0, 1, 2, \ldots),
\]

(138)

where \( E_n = (n + 1/2)\hbar \omega \). The eigenvectors \( |n\rangle \) form an orthonormal and complete basis of the Hilbert space of the harmonic oscillator:

\[
\langle n'|n \rangle = \delta_{n'n}, \quad \text{(orthogonality)},
\]

(139)

\[
\sum_{n=0}^{\infty} |n\rangle\langle n| = \hat{I}, \quad \text{(completeness)},
\]

(140)

where \( n, n' = 0, 1, 2, \ldots \).

The position and momentum operators do not commute:

\[
[\hat{Q}, \hat{P}] = i\hbar,
\]

(141)

and exhibit a continuous spectrum:

\[
\langle \hat{Q}|q\rangle = q|q\rangle, \quad \hat{P}|p\rangle = p|p\rangle,
\]

(142)

with \( q, p \in \mathbb{R} \). Moreover, the eigenvectors \( |q\rangle \) and \( |p\rangle \) are orthogonal and complete in the sense of (70) and (71), but are not orthogonal to each other:

\[
\langle q|p \rangle = \frac{1}{\sqrt{2\pi}\hbar} \exp \left( i \frac{qp}{\hbar} \right).
\]

(143)

For many applications it is convenient to introduce the annihilation and creation operators \( \hat{a} \) and \( \hat{a}^\dagger \), respectively, defined by

\[
\hat{a} := \frac{1}{\sqrt{2}} \left( \frac{\hat{Q}}{q_0} + i \frac{\hat{P}}{p_0} \right), \quad \hat{a}^\dagger := \frac{1}{\sqrt{2}} \left( \frac{\hat{Q}}{q_0} - i \frac{\hat{P}}{p_0} \right).
\]

(144)

where

\[
q_0 = \sqrt{\frac{\hbar}{m\omega}}, \quad \text{and} \quad p_0 = \frac{\hbar}{q_0} = \sqrt{m\omega\hbar}.
\]

(145)

Inverting Eqs. (144) we find

\[
\frac{\hat{Q}}{q_0} = \frac{\hat{a} + \hat{a}^\dagger}{\sqrt{2}}, \quad \frac{\hat{P}}{p_0} = \frac{\hat{a} - \hat{a}^\dagger}{\sqrt{2i}}.
\]

(146)
It is not difficult to verify the validity of the following relations:

\[
\hat{a} | n \rangle = \sqrt{n} | n - 1 \rangle, \quad \hat{a} | n \rangle = \sqrt{n+1} | n + 1 \rangle,
\]

\[
\langle n' | \hat{Q} | n \rangle = \frac{q_0}{\sqrt{2}} \left( \sqrt{n} \delta_{n',n-1} + \sqrt{n+1} \delta_{n',n+1} \right),
\]

\[
\langle n' | \hat{P} | n \rangle = \frac{p_0}{\sqrt{2} i} \left( \sqrt{n} \delta_{n',n-1} - \sqrt{n+1} \delta_{n',n+1} \right).
\]

The lowest energy eigenstate \( | n = 0 \rangle \) can be written in coordinate and momentum representations as \( \psi_Q(q) := \langle q | 0 \rangle \) and \( \psi_P(p) := \langle p | 0 \rangle \), respectively, where

\[
\psi_Q(q) = \frac{1}{\pi^{1/4} q_0} \exp \left( -\frac{q^2}{2 q_0^2} \right),
\]

\[
\psi_P(p) = \frac{1}{\pi^{1/4} p_0} \exp \left( -\frac{p^2}{2 p_0^2} \right).
\]

From the spectral theorem (65) and (73), it follows that given the vector \( | \psi \rangle = | 0 \rangle \), there are two random variables, say \( Q \) and \( P \), associated with the operators \( \hat{Q} \) and \( \hat{P} \), respectively, each following a Gaussian distribution, i.e.,

\[
Q \sim f_Q^\psi(q) = |\psi_Q(q)|^2 = N_1(0, q_0^2/2),
\]

\[
P \sim f_P^\psi(p) = |\psi_P(p)|^2 = N_1(0, p_0^2/2).
\]

In the following, we will take

\[
\hat{X} = \hat{Q}/q_0, \quad \text{and} \quad \hat{Y} = \hat{P}/p_0,
\]

and \( | \psi \rangle = |0 \rangle \), so that

\[
[\hat{X}, \hat{Y}] = i \hat{I},
\]

and

\[
X \sim f_X^\psi(x) = N_1(0, 1/2),
\]

\[
Y \sim f_Y^\psi(y) = N_1(0, 1/2).
\]

### A. Sum of two Hermitian operators

Here we calculate \( \langle \hat{X} + \hat{Y} \rangle \) using both (120) and (124) for \( \hat{X} \) and \( \hat{Y} \) given by (155) and \( | \psi \rangle = |0 \rangle \).

#### 1. Using the quasi-probability distribution \( f(q,p) \)

From (118), (121) and (143), we have

\[
h z(x q_0, y p_0) = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{x^2 + y^2}{2} + i x y \right),
\]

so that

\[
h f(x q_0, y p_0) = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{x^2 + y^2}{2} \right) \cos(xy),
\]

\[
h g(x q_0, y p_0) = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{x^2 + y^2}{2} \right) \sin(xy),
\]

where \( x \) and \( y \) are dimensionless variables, and (152) and (153) have been used. Since \(-1 \leq \cos(xy) \leq 1\), it is clear that \( f(q,p) \) can take both positive and negative values, so it is not a PDF but a quasi-probability distribution. A plot of \( f(q,p) \) is shown in Fig. 2.

![FIG. 2. Plot of the quasi-probability distribution](image)

In this case (120) gives correctly \( \langle 0 | \hat{X} + \hat{Y} | 0 \rangle = 0 \), because (159) implies \( f(-q,-p) = f(q,p) \) and the integral of an odd function over a symmetric interval, namely the whole real axis \( \mathbb{R} \), is equal to zero.

#### 2. Using the probability density function \( f_W^\psi(w) \)

From (124) we determine the characteristic function \( \varphi_W^\psi(s) \) as

\[
\varphi_W^\psi(s) = \langle 0 | e^{i s (\hat{Q}/q_0 + \hat{P}/p_0)} | 0 \rangle.
\]

To calculate this quantity we use the Campbell-Baker-Hausdorff theorem (see, for example, section 10.11.5 of Ref. 30), which states that

\[
\exp \left[ \zeta (\hat{A} + \hat{B}) \right] = \exp(\zeta \hat{A}) \exp(\zeta \hat{B}) \exp(-\zeta^2 [\hat{A}, \hat{B}] / 2)
\]

\[
\exp(\zeta \hat{B}) \exp(\zeta \hat{A}) \exp(\zeta^2 [\hat{A}, \hat{B}] / 2),
\]

for any \( \zeta \in \mathbb{C} \), if

\[
[\hat{A}, [\hat{A}, \hat{B}]] = 0 = [\hat{B}, [\hat{A}, \hat{B}]].
\]
We take \( \zeta = i s \), \( \hat{A} = \hat{Q}/q_0 \) and \( \hat{B} = \hat{P}/p_0 \), to find
\[
\varphi^\psi_w(s) = e^{i s^2/2} \langle 0 | e^{i s \hat{Q}/q_0} e^{i s \hat{P}/p_0} | 0 \rangle.
\] (164)
We insert the identity \( \hat{I} = \int_R | q Q \rangle \langle q Q | \, dq \) just after the first exponential and the identity \( \hat{I} = \int_R | p P \rangle \langle p P | \, dp \) after the second exponential, and find
\[
\varphi^\psi_w(s) = e^{i s^2/2} \int_{R^2} e^{i s(q/p_0+p/p_0)}
\times \langle 0 |q q \rangle \langle q Q | p P \rangle \langle p P | 0 \rangle \, dq \, dp
= e^{i s^2/2} \int_{R^2} e^{i s(q/p_0+p/p_0)} s(q,p) \, dq \, dp,
\] (165)
where (118) has been used to write the last line. Substituting (158) into (165) and performing the double integration, we obtain
\[
\varphi^\psi_w(s) = \exp (-s^2/2).
\] (166)
Then, again from (124) we find
\[
f^\psi_w(w) = \frac{1}{2\pi} \int_{R} e^{-i s w} \varphi^\psi_w(s) \, ds
= \frac{1}{\sqrt{2\pi}} \exp (-w^2/2)
= \mathcal{N}_1(0,1).\] (167)
As the expected value of a random variable following the normal distribution \( \mathcal{N}_1(0,1) \) is zero, we find again \( \langle 0 | X + Y | 0 \rangle = 0 \).

3. Discussion

It is instructive to compare the results above with \( f^\psi_W(w) \) and \( \varphi^\psi_W(s) \) given by (56) and (57). To this end, we must first match (53) with (157) by choosing \( \sigma_1^2 = 1/2 = \sigma_2^2 \) and \( \mu_1 = 0 = \mu_2 \). Next, if we also choose \( \rho = 0 \) (i.e., absence of correlation) into (56) and (57), we find
\[
\varphi^\psi_w(s) = \varphi_w(s),
\]
\[
f^\psi_w(w) = f^\psi_W(w).
\] (168)
Given this pleasant result, one may be tempted thinking that there could be a one-to-one correspondence between quantum and classical PDFs. However, the next example shows that this is not the case.

B. Product of two Hermitian operators

Our task here is calculating \( \langle \hat{U} \rangle_\psi \) and \( \langle \hat{V} \rangle_\psi \) using both (129-130) and (135-136), again for \( \hat{X} \) and \( \hat{Y} \) given by (159) and \( | \psi \rangle = | 0 \rangle \).

1. Using \( f(q,p) \) and \( g(q,p) \)

From (127) and (155) we have
\[
\hat{U} = \frac{\hat{Q} \hat{P} + \hat{P} \hat{Q}}{2 \hbar},
\]
\[
\hat{V} = \frac{\hat{Q} \hat{P} - \hat{P} \hat{Q}}{2 i \hbar} = \hat{I}/2,
\] (169)
(170)
because by definition \( q p_0 = \hbar \), and (141) has been used. We remark that \( \hat{U} \) is proportional to the sum of two non-Hermitian operators. However, it is easy to check that \( \hat{Q} \hat{P} \) is a so-called normal operator, that is an operator that commutes with its Hermitian conjugate: \([\hat{Q} \hat{P}, (\hat{Q} \hat{P})^\dagger] = [\hat{Q} \hat{P}, \hat{P} \hat{Q}] = 0\). Using \( f(q,p) \) from (159) and \( g(q,p) \) from (160), after a straightforward integration we obtain
\[
\langle \hat{U} \rangle_\psi = 0,
\]
\[
\langle \hat{V} \rangle_\psi = \frac{1}{2}.
\] (171)
(172)
From \( \langle \hat{P} \hat{Q} \rangle_\psi = \langle (\hat{P} \hat{Q})^\dagger \rangle_\psi \) and (172), it follows that \( \langle (\hat{Q} \hat{P}) \rangle_\psi = i \hbar \), as it should be.

2. Using the probability density functions \( f^\psi_u(u) \) and \( f^\psi_v(v) \)

From (134) and (156) it follows that the calculation of \( f^\psi_\psi(v) \) is very easy because
\[
f^\psi_\psi(v) = \langle 0 | \delta(v - \hat{I}/2) | 0 \rangle
= \delta(v - 1/2).
\] (173)
Substituting this result into (136) we obtain immediately \( \langle \hat{V} \rangle_\psi = 1/2 \).

Calculation of \( f^\psi_u(u) \) is more involved because it requires the use of the annihilation and creation operators \( \hat{a} \) and \( \hat{a}^\dagger \) defined by (144). From (169) and (146), we have
\[
\hat{U} = \frac{\hat{Q} \hat{P} + \hat{P} \hat{Q}}{2 \hbar} = \frac{1}{2i} (\hat{a}^2 - \hat{a}^\dagger \hat{a})^2.
\] (174)
Next we substitute (174) into (133) and use (85) to obtain
\[
f^\psi_u(u) = (0) \frac{1}{2\pi} \int_R e^{-i s u} \langle 0 | e^{i u (\hat{a}^2 - \hat{a}^\dagger \hat{a})^2} | 0 \rangle \, ds
= \frac{1}{2\pi} \int_R e^{-i s u} \langle 0 | e^{\frac{i}{2} (\hat{a}^2 - \hat{a}^\dagger \hat{a})^2} | 0 \rangle \, ds.
\] (175)
The operator
\[
\hat{S}(\zeta) = \exp \left( \frac{\zeta}{2} \hat{a}^2 - \frac{\zeta}{2} \hat{a}^\dagger \hat{a}^\dagger \right),
\] (176)
where $\zeta = r \exp(i\varphi) \in \mathbb{C}$, $r \geq 0$, $\varphi \in \mathbb{R}$, is known as the *squeezing operator* in quantum optics, and the state

$$|\zeta\rangle = \hat{S}(\zeta)|0\rangle = \frac{1}{\sqrt{\cosh r}} \sum_{n=0}^{\infty} \frac{\sqrt{2(2n)!}}{n!} \left( -\frac{e^{i\varphi}}{2} \tanh r \right)^n |2n\rangle,$$  

(177)

is termed the *squeezed vacuum* (see, for example, section 3.7 of Ref. [31]). Here $|2n\rangle$ is the eigenvector of the harmonic oscillator Hamiltonian $\hat{H}$ associated with the eigenvalue $E_{2n}$. Using (177) we can straightforwardly calculate from (175),

$$f_U^\psi(u) = \frac{1}{2\pi} \int_\mathbb{R} e^{-isu} \langle \hat{S}(s)|0\rangle \, ds = \frac{1}{2\pi} \int_\mathbb{R} e^{-isu} \frac{1}{\sqrt{\cosh s}} \, ds,$$  

(178)

where we have used the orthogonality condition $\langle 0|2n\rangle = \delta_{0n}$. It is not difficult to show that $f_U^\psi(u)$ is correctly normalized. To this end, we must evaluate

$$\int_\mathbb{R} f_U^\psi(u) \, du = \frac{1}{2\pi} \int_\mathbb{R}^2 e^{-isu} \frac{1}{\sqrt{\cosh s}} \, ds \, du.$$  

(179)

We carry out first the $u$ integration using (178), thus obtaining a delta distribution $\delta(s)$. This yields

$$\int_\mathbb{R} f_U^\psi(u) \, du = \int_\mathbb{R} \frac{1}{\sqrt{\cosh s}} \delta(s) \, ds = 1.$$

(180)

Moreover, $\cosh(-s) = \cosh(s)$ implies both $f_U^\psi(u) \in \mathbb{R}$, and $f_U^\psi(-u) = f_U^\psi(u)$.

To find $\langle \hat{U}^\psi \rangle$ actually we do not need to calculate explicitly the integral in (178) because from the symmetry $f_U^\psi(-u) = f_U^\psi(u)$ it follows automatically that all the odd momenta of $f_U^\psi(u)$ are zero, so that $\langle \hat{U}^\psi \rangle = 0$. However, it is more instructive to note that from the definition of quantum characteristic function via (86), we have

$$\varphi_U^\psi(s) := \frac{1}{\sqrt{\cosh s}}.$$  

(181)

Finally, from (27) we find

$$\langle \hat{U}^\psi \rangle = \frac{1}{i} \left. \frac{d\varphi_U^\psi(s)}{ds} \right|_{s=0} = \frac{i \tanh s}{2 \sqrt{\cosh s}} \bigg|_{s=0} = 0.$$  

(182)

For completeness, we remark that the integral in Eq. (178) can be actually calculated. Mathematica gives

$$f_U^\psi(u) = \frac{e^{is^4/4}}{2^{3/2}\pi} \left[ \exp \left( \frac{\pi u}{2} \right) B_{-1} \left( \frac{1}{4} + \frac{i}{2}, \frac{1}{2} \right) + \exp \left( -\frac{\pi u}{2} \right) B_{-1} \left( \frac{1}{4} - \frac{i}{2}, \frac{1}{2} \right) \right]$$  

(183)

where $B_{1}(a,b)$ denotes the *incomplete beta function* [32]. A plot of this function is shown in Fig. 3.

3. Discussion

In this case, comparison with the results of Sec. V is a somewhat more subtle affair. Let us try to give first a brief summary of the situation. Given the operators $\hat{X}$ and $\hat{Y}$ defined by (155), there are two real-valued random variables $X \sim \mathcal{N}(0,1/2)$ and $Y \sim \mathcal{N}(0,1/2)$ defined by (157), which statistically reproduce the results of separate, as opposed to joint, measurements of the observables represented by $\hat{X}$ and $\hat{Y}$, made on a quantum harmonic oscillator prepared in the ground state $|0\rangle$. In Sec. V we have considered the two-dimensional random vector $\mathbf{X} = (X_1, X_2)$, characterized by the joint normal distribution $\mathbf{X} \sim \mathcal{N}_2(\mu, \Sigma)$. Each of two components $X_1$ and $X_2$ of $\mathbf{X}$ follows a marginal normal distribution: $X_n \sim \mathcal{N}(0, \sigma_n^2)$, $(n = 1, 2)$. Then we have shown that the new random variable $Y = X_1X_2$ is characterized by the PDF $f_Y(y)$ defined by (61) and drawn in Fig. 1.
have
\begin{align}
(0|\hat{X}\hat{Y}|0) &= \langle 0|\hat{X}\hat{Y}|0 \\
&= \sum_{n=0}^{\infty} (0|\hat{X}|n\rangle \langle n|\hat{Y}|0) \\
&= \frac{1}{q_0q_0} \sum_{n=0}^{\infty} (0|\hat{Q}|n\rangle \langle n|\hat{P}|0\rangle)^* \\
&= \frac{1}{q_0q_0} \sum_{n=0}^{\infty} q_0 \sqrt{n} \delta_{0,n-1} \left( \frac{p_0}{\sqrt{2}} i \sqrt{n} \delta_{0,n-1} \right)^* \\
&= i \frac{2}{\sqrt{2}} C. \quad \text{(184)}
\end{align}

Therefore, we have introduced the two Hermitian operators $U$ and $V$ defined by $XY = U + iV$ and $169, 170$. Next, we have applied the spectral theorem to $U$ and $V$ separately and we have found two real-valued random variables $U$ and $V$ such that (see $173$ and $178$),

$$U \sim f_U^\psi(u) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{-isu} \frac{1}{\cosh s} \, ds, \quad \text{(185)}$$

$$V \sim f_V^\psi(v) = \delta(v - 1/2). \quad \text{(186)}$$

First, we note that $V$ is actually a discrete random variable. In fact, from $186$ and the definition $18$ of probability mass function it follows that

$$p_V(v) = \text{prob} \{V = v\} = \begin{cases} 1, & v = 1/2; \\ 0, & v \neq 1/2. \end{cases} \quad \text{(187)}$$

So, there is no connection whatsoever between $Y = X_1X_2$ and $V$. Actually, the latter is not a random quantity at all, since its only value $V = 1/2$ occurs with certainty. Second, the random variable $U$ is characterized by the PDF $f_U^\psi(u)$ depicted in Fig. 2, which bears little resemblance with $f_Y(y)$ plotted in Fig. 2 apart from the same symmetry when $\rho = 0$. It may be perhaps more useful to visually compare the characteristic functions $\varphi_Y(s)$ defined by $64$, and $\varphi_U^\psi(s)$ defined by $181$, provided that the marginal PDFs $153$ and $157$ coincide by choosing $\sigma_1^2 = 1/2 = \sigma_2^2$ and $\mu_1 = 0 = \mu_2$. Furthermore, since $\varphi_Y(s) \in \mathbb{C}$ for $\rho \neq 0$, we must also choose $\rho = 0$. Both functions are shown in Fig. 3 for comparison. So, in the end the connection between $Y = X_1X_2$ and $U$ is not so clear.

The results presented in this section show that little can be said with certainty about the correspondence between Hermitian quantum operators and real-valued random variables provided by the spectral theorem, when the operators are functions of noncommuting operators describing incompatible observables, because the latter cannot have definite values simultaneously.

FIG. 4. Comparison between the two characteristic functions $\varphi_U^\psi(s) = (\cosh s)^{-1/2}$ and $\varphi_Y(s) = (1 + s^2/4)^{-1/2}$. The latter has been calculated from $64$ with $\sigma_1^2 = 1/2 = \sigma_2^2$, $\mu_1 = 0 = \mu_2$, and $\rho = 0$. The gray area is meant to highlight the difference between the two curves.

\section*{XII. CONCLUDING REMARKS}

In this paper we provided some examples of the way in which the rules of classical and quantum probability agree or differ. The main goal was to provide students with conceptual and calculational tools that would permit them to gain a deeper understanding of quantum mechanics. We have shown that there is a complete agreement between classical and quantum probability distributions in the case of compatible observables. Conversely, we have found either agreement or disagreement in the case of incompatible quantum observables, depending on the specific observables and the quantum state of the system.

In conclusion, considering quantum mechanics from the point of view of probability distributions (see also Ref. 33 for a similar approach), gives us an additional and valuable view of the comparison between classical and quantum physics. In particular, this approach shows how the existence of incompatible observables underlies the profound differences between the two mechanics.
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