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Abstract

The chapter is divided into two parts. In the first part, the chapter discusses the theory of propagation of electromagnetic waves in different media with the help of Maxwell’s equations of electromagnetic fields. The electromagnetic waves with low frequency are suitable for the communication in sea water and are illustrated with numerical examples. The underwater communication have been used for the oil (gas) field monitoring, underwater vehicles, coastline protection, oceanographic data collection, etc. The mathematical expression of penetration depth of electromagnetic waves is derived. The significance of penetration depth (skin depth) and loss angle are clarified with numerical examples. The interaction of electromagnetic waves with human tissue is also discussed. When an electric field is applied to a dielectric, the material takes a finite amount of time to polarize. The imaginary part of the permittivity is corresponds to the absorption length of radiation inside biological tissue. In the second part of the chapter, it has been shown that a high frequency wave can be generated through plasma under the presence of electron beam. The electron beam affects the oscillations of plasma and triggers the instability called as electron beam instability. In this section, we use magnetohydrodynamics theory to obtain the modified dispersion relation under the presence of electron beam with the help of Poisson’s equation. The high frequency instability in plasma grow with the magnetic field, wave length, collision frequency and the beam density. The growth rate linearly increases with collision frequency of electrons but it is decreases with the drift velocity of electrons. The real frequency of the instability increases with magnetic field, azimuthal wave number and beam density. The real frequency is almost independent with the collision frequency of the electrons.
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1. Introduction

X-rays are used to detect bone fracture and determine the crystals structure. The electromagnetic radiation are also used to guide airplanes and missile systems. Gamma rays are used in radio therapy for the treatment of cancer and tumor. Gamma rays are used to produce nuclear reaction. The earth get heat from Infrared waves. It is used to kill microorganism. Ultraviolet rays are used for the sterilizing of...
surgical instruments. It is also used for study molecular structure and in high resolving power microscope. The color of an object is due to the reflection or transmission of different colors of light. For example, a fire truck appears red because it reflects red light and absorbs more green and blue wavelengths. Electromagnetic waves have a huge range of applications in broadcasting, WiFi, cooking, vision, medical imaging, and treating cancer. Sequential arrangement of electromagnetic waves according to their frequencies or wave lengths in the form of distinct of groups having different properties in called electromagnetic spectrum. In this section, we discuss how electromagnetic waves are classified into categories such as radio, infrared, ultraviolet, which are classified in Table 1. We also summarize some of the main applications for each range of electromagnetic waves. Radio waves are commonly used for audio communications with wavelengths greater than about 0.1 m. Radio waves are produced from an alternating current flowing in an antenna.

2. Current status of the research

Underwater communications have been performed by acoustic and optical systems. But the performance of underwater communications is affected by multipath propagation in the shallow water. The optical systems have higher propagation speed than underwater acoustic waves but the strong backscattering due to suspended particles in water always limits the performance of optical systems [1]. UV radiation, free radicals and shock waves generated from electromagnetic fields

| Frequency (Hz) | Nature | Wavelength (m) | Production | Applications |
|----------------|--------|----------------|------------|--------------|
| $10^{22}$      | gamma rays | $10^{-13}$ | Nuclear decay | Cosmic rays |
| $10^{21}$      | gamma rays | $10^{-12}$ | Nuclear decay | Cancer therapy |
| $10^{19}$      | x rays | $10^{-9}$ | Inner electronic transitions and fast collisions | Medical diagnosis |
| $10^{16}$      | ultraviolet | $10^{-7}$ | | |
| $10^{15}$      | visible | $10^{-6}$ | Thermal agitation and electronic transitions | Vision, astronomy, optical |
| $6.5 \times 10^{14}$ | blue | $4.6 \times 10^{-7}$ | | |
| $5.6 \times 10^{14}$ | green | $5.4 \times 10^{-7}$ | | |
| $3.9 \times 10^{14}$ | red | $7.6 \times 10^{-7}$ | | |
| $10^{14}$      | infrared | $10^{-5}$ | Thermal agitation and electronic transitions | Heating, night vision, optical communications |
| $10^{9}$       | UHF | $10^{-3}$ | Accelerating charges and thermal agitation | Microwave ovens |
| $10^{10}$      | EHF | $10^{-1}$ | | Remote sensing |
| $10^{8}$       | TV FM | $10$ | | Radio transmission |
| $10^{6}$       | AM | $10^{3}$ | | Radio signals |
| $10^{4}$       | RF | $10^{5}$ | Accelerating charges | |

Table 1. The electromagnetic spectrum.
are effectively used to sterilize bacteria. Pulsed electromagnetic fields (streamer discharge) in water are employed for the sterilization of bacteria. For biological applications of pulsed electromagnetic field, electroporation is usually used to sterilize bacteria. This technique is commonly applied for sterilization in food processing. The cells in the region of tissue hit by the laser beam (high intensities \( \sim 10 - 100 \text{ W/cm}^2 \)) usually dies and the resulting region of tissue burn is called a photocoagulation burn. Photocoagulation burns are used to destroy tumors, treat eye conditions and stop bleeding.

Electromagnetic waves in the RF range can also be used for underwater wireless communication systems. The velocity of EM waves in water is more than 4 orders faster than acoustic waves so the channel latency is greatly reduced. In addition, EM waves are less sensitive than acoustic waves to reflection and refraction effects in shallow water. Moreover, suspended particles have very little impact on EM waves. Few underwater communication systems (based on EM waves) have been proposed in reference [2, 3]. The primary limitation of EM wave propagation in water is the high attenuation due to the conductivity of water. For example, it has been shown in [4] that conventional RF propagation works poorly in seawater due to the losses caused by the high conductivity of seawater (typically, \( 4 \text{ S/m} \)). However, fresh water has a typical conductivity of only 0.01 \( \text{S/m} \), which is 400 times less than the typical conductivity of seawater. Therefore, EM wave propagation can be more efficient in fresh water than in seawater. Jiang, and Geoggakopoulos analyzed the propagation and transmission losses for a plane wave propagating from air to water (frequency range of 23 kHz to 1 GHz). It has been depicted that the propagation loss increases as the depth increases, whereas the transmission loss remains the same for all propagation depths [5]. Mazharimousavi et al. considered variable permeability and permittivity to solve the wave equation in material layers [6]. The Compton and Raman scattering effects are widely employed in the concept of free electron lasers. These nonlinear effects have great importance for fusion physics, laser-plasma acceleration and EM-field harmonic generation. Matsko and Rostovtsev investigated the behavior of overdense plasmas in the presence of the Electromagnetic fields, which can lead to the nonlinear effects such as Raman scattering, modulational instability and self-focusing [7]. The increasing relativistic mass of the particles can make plasma transparent in the presence of high intense the electromagnetic field change the properties of plasmas [8]. The models of electromagnetic field generated in a non absorbing anisotropic multilayer used to study the optical properties of liquid crystals and propagation of electromagnetic waves in magneto active plasmas [9]. Pulse power generator based on electromagnetic theory has applications such as water treatment, ozone generation, food processing, exhaust gas treatment, engine ignition, medical treatment and ion implantation. The similar work was reviewed by Akiyama et al. [10]

Applications for environmental fields involving the decomposition of harmful gases, generation of ozone, and water treatment by discharge plasmas in water utilizing pulsed power discharges have been studied [11-14]. High power microwave can be involved to joining of solid materials, to heat a surface of dielectric material and synthesis of nanocomposite powders. Bruce et al. used a high-power millimeter wave beam for joining ceramics tubes with the help of 83-GHz Gyrotron [15]. The use of shock waves to break up urinary calculi without surgery, is called as extracorporeal shock wave lithotripsy. Biofilm removal to inactivation of fungi, gene therapy and oncology are the interesting uses of shock waves lithotripsy. Loske overviewed the biomedical applications (orthopedics, cardiology, traumatology, rehabilitation, esthetic therapy) of shock waves including some current research [16]. Watts et al. have reported the theory, characterization and fabrications of metamaterial perfect absorbers (MPAs) of electromagnetic waves. The motivation
for studying MPAs comes mainly from their use in potential applications as selective thermal emitters in automotive radar, in local area wireless network at the frequency range of 92–95 GHz and in imaging at frequency 95 and 110 GHz. [17]. Ayala investigated the applications of millimeter waves for radar sensors [18]. Metamaterial perfect absorbers are useful for spectroscopy and imaging, actively integrated photonic circuits and microwave-to-infrared signature control [19–21]. In [22, 23], authors show the importance of THz pulse imaging system for characterizing biological tissues such as skin, muscle and veins. Reference [24] reported the propagation of EM waves on a graphene sheet. The Reference [25] compared the CNT-based nano dipole antenna and GNR-based nano patch antenna. Due to short wavelength, even a minute variations in water contents and biomaterial tissues can be detected by terahertz radiations due to existence of molecular resonances at such frequencies. Consequently, one of the emerging areas of research is analyzing the propagation of terahertz electromagnetic waves through the tissues to develop diagnostic tools for early detection and treatment such as abnormalities in skin tissues as a sign of skin cancer [26]. Shock waves may stimulate osteogenesis and chondrogenesis effects [27], induce analgesic effects [28] and tissue repair mechanisms [29]. Shock waves therapy are also used to treat oncological diseases and other hereditary disorders [27, 30]. Chen et al. proposed a mathematical model for the propagating of electromagnetic waves coupling for deep implants and simulated through COMSOL Multiphysics [31]. Body area networks technological is used to monitor medical sensors implanted or worn on the body, which measure important physical and physiological parameters [32, 33]. Marani and Perri reviewed the aspects of Radio Frequency Identification technology for the realization of miniaturized devices, which are implantable in the human body [34]. Ultrasonic can transport high power and can penetrate to a deeper tissue with better power efficiency. [35, 36]. Ref. [37], discuss the radar-based techniques to detect human motions, wireless implantable devices and the characterization of biological materials. Low frequency can deliver more power with deeper penetrating ability in tissue [38, 39]. Contactless imaging techniques based on electromagnetic waves are under continuous research. Magnetic resonance imaging technology and physiological processes of biological tissues and organisms [40, 41]. The electrical properties of biological mediums are found very useful because it is related to the pathological and physiological state of the tissues [42–44].

3. Interaction of electromagnetic wave fields with biological tissues

From last decade, researchers are interested about biological effects of electromagnetic energy due to public concern with radiation safety and measures. The electromagnetic energy produces heating effects in the biological tissues by increasing the kinetic energy of the absorbing molecules. Therefore the body tissues absorb strongly in the UV and in the Blue/green portion of the spectrum and transmit reds and IR. A surgeon can select a particular laser to target cells for photovaporization by determining which wavelengths your damaged cell will absorb and what the surrounding tissue will not. The heating of biological tissues depends on dielectric properties of the tissues, tissue geometry and frequency of the source. The tissues of the human body are extremely complex. Biological tissues are composed of the extracellular matrix (ECM), cells and the signaling systems. The signaling systems are encoded by genes in the nuclei of the cells. The cells in the tissues reside in a complex extracellular matrix environment of proteins, carbohydrates and intracellular fluid composed of several salt ions, polar water molecules and polar protein molecules. The dielectric constant of tissues decreases as the
frequency is increased to GHz level. The effective conductivity, rises with frequency. The tissues of brain, muscle, liver, kidney and heart have larger dielectric constant and conductivity as compared to tissues of fat, bone and lung. The action of electromagnetic fields on the tissues produce the rotation of dipole molecules at the frequency of the applied electromagnetic energy which in turn affects the displacement current through the medium with an associated dielectric loss due to viscosity. The electromagnetic field also produce the oscillation of the free charges, which in turn gives rise to conduction currents with an associated energy loss due to electrical resistance of the medium. The interaction of electromagnetic wave fields with biological tissues is related to dielectric properties. Johnson and Guy reviewed the absorption and scattering effects of light in biological tissues [45]. In ref. [46], the method of warming of human blood from refrigerated (bank blood storage temperature \( \sim 4 \) to \( 6^\circ \)C) has been discussed with the help of microwave.

4. Complex dielectric permittivity

The dielectric permittivity of a material is a complex number containing both real and imaginary components. It describes a material’s ability to permit an electric field. It dependent on the frequency, temperature and the properties of the material. This can be expressed by

\[
\varepsilon_c = \varepsilon_0 (\varepsilon' - j\varepsilon'')
\]  

(1)

where \( \varepsilon' \) is the dielectric constant of the medium. The \( \varepsilon'' \) is called the loss factor of the medium and related with the effective conductivity such that \( \varepsilon'' = \frac{\sigma}{\varepsilon_0} \). These coefficients are related through by loss tangent \( \tan \delta = \frac{\varepsilon''}{\varepsilon'} \). In other words loss factor is the product of loss tangent and dielectric constant, that is \( \varepsilon'' = \varepsilon' \tan \delta \). The loss tangent depends on frequency, moisture content and temperature. If all energy is dissipated and there is no charging current then the loss tangent would tend to infinity and if no energy is dissipated, the loss tangent is zero [45, 47–49]. The high power electromagnetic waves are used to generate plasma through laser plasma interaction. Gaseous particles are ionized to bring it in the form of plasma through injection of high frequency microwaves. The electrical permittivity in plasma is affected by the plasma density [50]. If the microwave electric field (\( \vec{E} \)) and the velocity (\( \vec{v} \)) are assumed to be varying with \( e^{j\omega t} \), the plasma dielectric constant can be read as,

\[
\varepsilon = \varepsilon_0 \left( 1 - \frac{\alpha_{pe}^2}{\omega^2} \right)
\]

(2)

Where; the \( \alpha_{pe} \) is the electron plasma frequency and given by the relation,

\[
\alpha_{pe} = \sqrt{\frac{n e^2}{\varepsilon_0 m_e}}
\]

(3)

Recently many researchers have studied the plasma instabilities in a crossed field devices called Hall thrusters (space propulsion technology). The dispersion relations for the low and high frequency electrostatic and electromagnetic waves are derived in the magnetized plasma. The dispersion relations for the resistive and Rayleigh Taylor instabilities has been derived for the propagation of waves in a magnetized plasma under the effects of various parameters [51–61].
5. Propagation of EM fields (waves) in conductors

The behavior of EM waves in a conductor is quite different from that in a source-free medium. The conduction current in a conductor is the cause of the difference. We shall analyze the source terms in the Maxwell’s equations to simplify Maxwell’s equations in a conductor. From this set of equations, we can derive a diffusion equation and investigate the skin effects.

5.1 Gauss’ law for electric field

The Electric flux $\Phi_E$ through a closed surface $A$ is proportional to the net charge $q$ enclosed within that surface.

$$\Phi_E = \oint \vec{E} \cdot d\vec{A} = \frac{q}{\varepsilon_0} = \int_V \rho dV$$  \hspace{1cm} (4)

Differential form, $\vec{\nabla} \cdot \vec{E} = \frac{\rho}{\varepsilon_0}$  \hspace{1cm} (5)

5.2 Faraday’s law

The electromagnetic force induced in a closed loop, is proportional to the negative of the rate of change of the magnetic flux, $\Phi_B$ through the closed loop,

$$\oint \vec{E} \cdot d\vec{l} = \frac{\partial \Phi_B}{\partial t} = \frac{\partial}{\partial t} \oint \vec{B} \cdot d\vec{A}$$  \hspace{1cm} (6)

Faraday’s law in differential form,

$$\vec{\nabla} \times \vec{E} = -\frac{\partial \vec{B}}{\partial t}$$  \hspace{1cm} (7)

5.3 Magnetic Gauss’s law for magnetic field

The Magnetic flux $\Phi_B$ through a closed surface, $A$ is equal to zero.

$$\Phi_B = \oint \vec{B} \cdot d\vec{A} = 0$$  \hspace{1cm} (8)

In the differential form

$$\vec{\nabla} \cdot \vec{B} = 0$$  \hspace{1cm} (9)

5.4 Ampere’s law

The path integral of the magnetic field around any closed loop, is proportional to the current enclosed by the loop plus the displacement current enclosed by the loop.

$$\oint \vec{B} \cdot d\vec{l} = \mu_0 I + \mu_0 \varepsilon_0 \frac{\partial \Phi_E}{\partial t}$$  \hspace{1cm} (10)

Ampere’s law in differential form

$$\vec{\nabla} \times \vec{B} = \mu_0 \sigma \vec{E} + \mu_0 \frac{\partial \vec{E}}{\partial t}$$  \hspace{1cm} (11)
6. Properties of plane wave (monochromatic) in vacuum

Let us assume that the wave equations (fields) has the solution in the form of 
\[ \vec{E}(\vec{B}) = \vec{E}_0(\vec{B}_0)e^{-i(\mathbf{k}z - \omega t)} \]
then the vector operators can be written as \( \nabla \rightarrow -i\mathbf{k} \) and \( \frac{\partial}{\partial t} \rightarrow i\omega. \)

a. The vector \( \mathbf{k} \) and fields \( \vec{E}(\vec{B}) \) are perpendicular

From Gauss’s law \( \mathbf{k} \cdot \vec{E} = 0 \)

b. The field \( \vec{B} \) is perpendicular to the vector \( \mathbf{k} \) and field \( \vec{E} \)

From Faraday’s law \( -i\mathbf{k} \times \vec{E} = -i\omega\vec{B} \)

\[ \Rightarrow \vec{B} = \frac{\mathbf{k} \times \vec{E}}{\omega} = \frac{\mathbf{k}\mathbf{k} \times \vec{E}}{\omega} = \frac{\mathbf{k} \times \vec{E}}{c} \quad (12) \]

Where we have used \( \omega = c\mathbf{k} \) and unit vector \( \hat{k} = \mathbf{k}/|\mathbf{k}|. \) This implies that all three vectors are perpendicular to one another (Figure 1).

Let us apply curl operator to the 2nd equation.

Maxwell’s equation:

\[ \nabla \times \left( \nabla \times \vec{E} \right) = -\nabla \times \left( \frac{\partial \vec{B}}{\partial t} \right) = -\frac{\partial}{\partial t} \left( \nabla \times \vec{B} \right) = -\frac{\partial}{\partial t} \left( \mu \sigma \vec{E} + \mu \varepsilon \frac{\partial \vec{E}}{\partial t} \right) \quad (13) \]

So

\[ -\nabla^2 \vec{E} = -\mu \sigma \frac{\partial \vec{E}}{\partial t} - \mu \varepsilon \frac{\partial^2 \vec{E}}{\partial t^2} \quad (14) \]

Similar, the magnetic field satisfy the same equation

\[ -\nabla^2 \vec{B} = -\mu \sigma \frac{\partial \vec{B}}{\partial t} - \mu \varepsilon \frac{\partial^2 \vec{B}}{\partial t^2} \quad (15) \]
6.1 Skin depth

Suppose we have a plane wave field. It comes from the $-z$ direction and reaches a large conductor. Surface at $z = 0$ outside of a conductor: $E = E_0 e^{-i\omega t} e_x$ at $z = 0$. Looking for the wave like solution of electric (magnetic) fields by assuming the wave inside the conductor has the form, where $k$ is an unknown constant. Suppose, the waves are traveling only in the $z$ direction (no $x$ or $y$ components). These waves are called plane waves, because the fields are uniform over every plane perpendicular to the direction of propagation. We are interested, then, in fields of the form

$$E = E_0 e^{-i(kz - \omega t)}$$

for the waves of the above type, we find from the diffusion equation

$$k^2 E = -i\omega \mu \sigma E + \mu \varepsilon \omega E$$

or

$$(k^2 + i\omega \mu \sigma - \mu \varepsilon \omega^2) E = 0$$

For non-trivial solution $k^2 + i\omega \mu \sigma - \mu \varepsilon \omega^2 = 0$

The presence of imaginary term due to conductivity of the medium gives different dispersion relation from the dielectric medium. From Eq. (18) we can expect the wave vector to have complex form.

Let us write

$$\vec{k} = \alpha - i\beta$$

Here the real part $\alpha$ determine the wavelength, refractive index and the phase velocity of the wave in a conductor. The imaginary part $\beta$ corresponds to the skin depth in a conductor. The solutions of Eqs. (18) and (19), gives the real and imaginary part of wave vector $k$ in terms of materials’ properties.

$$\alpha = \omega \sqrt{\frac{\varepsilon \mu}{2} \left[ \sqrt{1 + \frac{\sigma^2}{\varepsilon^2 \omega^2} + 1} \right]^\frac{1}{2}}$$

And

$$\beta = \frac{\omega \mu \sigma}{2\alpha}$$

Or

$$\beta = \omega \sqrt{\frac{\varepsilon \mu}{2} \left[ \sqrt{1 + \frac{\sigma^2}{\varepsilon^2 \omega^2} - 1} \right]^\frac{1}{2}}$$

If we use complex wave vector $\vec{k} = \alpha - i\beta$ into Eq. (16), then the wave equation for a conducting medium can be written as

$$\vec{E} = \vec{E}_0 e^{-\beta z} e^{-i(\alpha z - \omega t)}$$

It is clear from the above equation that the conductivity of the medium affects the wavelength for a fixed frequency. The first exponential factor $e^{-\beta z}$ gives an exponential decay in the amplitude (with increasing $z$) of the wave as shown in Figure 2. The cause of the decay of the amplitude of the wave can be explained in a very precise way in terms of conservation of energy. Whenever the incoming...
electromagnetic radiation interacts with a conducting material, it produces current in the conductor. The current produces Joule heating effect which must be compensated from the energy of the wave. Therefore we can expect the decay in the amplitude of the wave. The second factor $e^{-i(\alpha z - \omega t)}$ gives the plane wave variations with space and time.

7. Alternating magnetic field in a conducting media

From Faraday’s law, the both fields are related by

$$\vec{k} \times \vec{E}_0 = \omega \vec{B}_0$$  \hspace{1cm} (24)

Or $$\vec{B}_0 = \frac{\vec{k} \times \vec{E}_0}{\omega}$$ \hspace{1cm} (25)

Thus as in dielectric case, both fields are perpendicular to each other and also perpendicular to the direction of motion with same phase angle.

7.1 Phase change in fields in a conducting media

The complex wave vector $k$, gives the phase angle between the fields in a conducting medium. Let us assume that $E$ is polarized along the x direction

$$\vec{E} = iE_0 e^{-\beta z} e^{-i(\alpha z - \omega t)}$$ \hspace{1cm} (26)

And the magnetic field results from Eq. (25) is given by

$$\vec{B} = j\frac{|k|}{\omega} E_0 e^{-\beta z} e^{-i(\alpha z - \omega t)}$$ \hspace{1cm} (27)

From Eq. (19), the complex number $k$ can be written as
\[ |k| = \sqrt{\alpha^2 + \beta^2 e^{i\phi}} = \text{Re}^{i\phi} \]  

(28)

Thus \( R = \sqrt{\alpha^2 + \beta^2} = \omega \sqrt{\varepsilon \mu} \left[ 1 + \frac{\sigma^2}{\varepsilon^2 \omega^2} \right]^{\frac{1}{2}} \)  

(29)

And the phase angle \( \phi = \tan^{-1} \frac{\beta}{\alpha} \)  

(30)

Further if the initial phases of the fields are \( \phi_E \) and \( \phi_B \), then the amplitude are given by

\[
\begin{align*}
\vec{E}_0 &= E_0 e^{i\phi_E} \\
\vec{B}_0 &= B_0 e^{i\phi_B}
\end{align*}
\]

(31)

From Eq. (27)

\[
B_0 e^{i\phi_B} = \frac{\text{Re}^{i\phi}}{\omega} E_0 e^{i\phi_E}
\]

(33)

Therefore, the both fields are out of phase with angle

\[ \phi = \phi_B - \phi_E \]  

(34)

From Eq. (33) the ratio of the magnetic field to the electric field is

\[
\frac{B_0}{E_0} = \frac{R}{\omega}
\]

(35)

By using Eq. (29)

\[
\frac{B_0}{E_0} = \sqrt{\varepsilon \mu} \left[ 1 + \frac{\sigma^2}{\varepsilon^2 \omega^2} \right]^{\frac{1}{2}}
\]

(36)

In other words, we can say that the magnetic field advanced from electric field by the phase angle \( \phi \). In terms of sinusoidal form, these fields follow the following expressions.

\[
\vec{E} = i\vec{E}_0 e^{-j\omega t} \cos (\omega t - \alpha z + \phi_E)
\]

(37)

And the magnetic field results from Eq. (32) is given by

\[
\vec{B} = j\vec{B}_0 e^{-i\omega t} \cos (\omega t - \alpha z + \phi_E + \phi)
\]

(38)

The above equations direct that the amplitude of an electromagnetic wave propagating (through a conductor) decays exponentially on a characteristic length scale, \( d \), that is known as the skin-depth [38].

### 7.2 Skin depth

Skin depth measure the distance that the wave travels before it’s amplitude falls to \( 1/e \) of its original value [38]. From Eq. (37), the amplitude of the wave falls by a
factor $1/e$ in a distance $z = \frac{1}{\beta}$. In other words it is a measure of how far the wave penetrates into the conductor. Mathematically skin depth is denoted by $\delta$, therefore

$$\delta = \frac{1}{\beta}$$  \hspace{1cm} (39)

If we study poor conductor, which satisfies the inequality $\sigma < < \varepsilon \omega$, then Eqs. (20) and (21) leads to

$$\alpha \approx \omega \sqrt{\varepsilon \mu}$$  \hspace{1cm} (40)

And we know that $\beta = \frac{\omega \mu \sigma}{2 \alpha}$  \hspace{1cm} (41)

Substitute the value of $\alpha$ into Eq. (32), we get

Or $\beta \approx \omega \frac{\mu \sigma}{2 \omega \sqrt{\varepsilon \mu}}$  \hspace{1cm} (42)

Or $\beta \approx \frac{\sigma}{2} \sqrt{\frac{\mu}{\varepsilon}}$  \hspace{1cm} (43)

The phase velocity $V_{ph} = \frac{\omega}{\alpha} \approx \frac{1}{\sqrt{\varepsilon \mu}}$  \hspace{1cm} (44)

Skin depth in poor conductor $\delta = \frac{1}{\beta} = \frac{2}{\sigma} \sqrt{\frac{\varepsilon}{\mu}}$  \hspace{1cm} (45)

So, it is independent from the frequency.

The Eq. (41) state that at higher frequency, the absorbing parameter lost its significance that is $\beta < < \alpha$. We can conclude that at higher frequency the wavelength does not decay very fast in a poor conductor. Moreover both the fields are also in same phase by the relation $\omega B_0 = aE_0$. Also the phase velocity is independent from the frequency [47].

8. Wave propagation in perfect conductors

The transmission lines and communication systems are made up with silver, copper and aluminum. In most cases these conductors satisfies the inequality $\sigma > > \varepsilon \omega$, then Eqs. (20) and (21) leads to

$$\alpha \approx \sqrt{\frac{\omega \mu \sigma}{2}}$$  \hspace{1cm} (46)

And $\beta \approx \sqrt{\frac{\omega \mu \sigma}{2}}$  \hspace{1cm} (47)

Therefore $\beta \approx \alpha$  \hspace{1cm} (48)

Skin depth $\delta = \frac{1}{\beta} = \frac{1}{\alpha} = \sqrt{\frac{2}{\omega \mu \sigma}}$  \hspace{1cm} (49)

The wave decays significantly within one wavelength. Since $\delta \alpha \sqrt{1/\omega \sigma}$, the deep penetration occurs, when the inequality $\sigma < < \varepsilon \omega$ is satisfied (at Low frequency in a Poor conductor).
9. Electromagnetic wave propagation into water

EM wave propagation can be more efficient in fresh water than in seawater. The radiofrequency wave propagation works poorly in seawater due to the losses caused by the high conductivity of seawater. The limitation of EM wave propagation in water is the high attenuation due to the conductivity of water (typically, 4 S/m), however fresh water has a conductivity of 0.01 S/m. These properties are used to construct underwater sensor network based on electromagnetic waves to trace out the natural resources buried underwater, where the conventional optical water sensors are difficult to utilize in an underwater environment due to backscatter and absorptions [47].

Example:

For sea water,

\[
\mu = \mu_0 = 4\pi \times 10^{-7} \text{N/A}^2, \varepsilon \approx 81\varepsilon_0 \text{ and } \sigma \approx 5(\Omega.m)^{-1}.
\]

The skin depth in poor conductor

\[
\delta = \frac{2}{\sigma} \sqrt{\frac{\varepsilon}{\mu}} = \frac{2}{\sigma} \sqrt{\frac{81\varepsilon_0}{\mu_0}}
\]

\[
= \frac{2\sqrt{81}}{\sigma Z} = \frac{18}{5 \times 377} \approx 0.96\text{cm}.
\]

If the sea water satisfies the inequality \(\sigma < \varepsilon\omega\), of poor conductor, which require

\[
f = \frac{\omega}{2\pi} > > \frac{\sigma}{2\pi\varepsilon} = 10^9\text{Hz}
\]

Therefore at \(10^9\text{Hz}\) or \(\lambda < 30\text{ cm}\), sea water behave as poor conductor. On the other hand at the radio frequency range \(f < < 10^9\text{ Hz}\), the inequality \(\sigma > \varepsilon\omega\), can be satisfied, the skin depth \(\delta = \sqrt{2/(\omega\mu\sigma)}\) is quite short. To reach a depth \(\delta = 10\text{ m}\), for communication with submarines,

\[
f = \frac{\omega}{2\pi} = \frac{1}{\pi\sigma\mu\varepsilon} \approx 500\text{Hz}
\]

The wavelength in the air is about

\[
\lambda = \frac{c}{f} = \frac{3 \times 10^8}{500} = 600\text{km}
\]

The skin depth at different frequency in sea water are 277 m at 1 Hz, 8.76 m at 1KHz, 0.277 m at 1 MHz and 0.015 at 1GHz if the conductivity of sea-water is taken to about \(\sigma = 3/\Omega\text{m}\) and \(\varepsilon_r = 80\). These effects leads to severe restrictions for radio communication with submerged submarines. To overcome this, the communication must be performed with extremely low frequency waves generated by gigantic antennas [47].

9.1 Short wave communications

At 60 km to 100 km height from the earth, ionosphere plasma has a typical density of \(10^{13}/\text{m}^3\), which gives the plasma frequency of order 28 MHz. the waves
below this frequency shows reflections from the layer of ionosphere to reach the receiver’s end. The conductivity of the earth is $10^{-2}$ S/m, Earth behave as a good conductor, if the inequality $\sigma > > \varepsilon\omega$ is satisfied. In other word

$$f < < \frac{\sigma}{2\pi\varepsilon} = 180$$

(55)

MHz, therefore below 20 MHz, the earth is good conductor.

Example: skin depth at $f = 60$ Hz for copper.

$$\delta = \sqrt{\frac{2}{2\pi \times 60 \times 4\pi \times 10^{-7} \times 6 \times 10^7}} = 8\text{mm}$$

(56)

The frequency dependent skin-depth in Copper ($\sigma = 6.25 \times 10^7/\Omega \text{m}$) can be expressed as $d = \frac{6}{\sqrt{f(\text{Hz})}}$ cm. It says that the skin-depth is about 6 cm at 1 Hz and it reduced to 2 mm at 1 kHz. In other words it conclude that an oscillating electromagnetic signal of high frequency, transmits along the surface of the wire or on narrow layer of thickness of the order the skin-depth in a conductor. In the visible region ($\omega \sim 10^{15}/\text{s}$) of the spectrum, the skin depth for metals is on the order of $10^{\text{A}}$. The skin depth is related with wavelength $\lambda$ (inside conductor) as

$$\lambda = \frac{2\pi}{\alpha} = 2\pi \sqrt{\frac{2}{\omega\mu\sigma}}$$

(57)

The phase velocity $V_{\text{ph}} = \frac{\omega}{\alpha} = \frac{\omega\lambda}{2\pi} \approx \sqrt{\frac{2\omega}{\mu\sigma}}$

(58)

Therefore for a very good conductor, the real and imaginary part of the wave vector attain the same values. In this case the amplitude of the wave decays very fast with frequency as compared to bad conductor. The phase velocity of the wave in a good conductor depends on the frequency of the electromagnetic light. Consequently, an electromagnetic wave cannot penetrate more than a few skin-depths into a conducting medium. The skin-depth is smaller at higher frequencies. This implies that high frequency waves penetrate a shorter distance into a conductor than low frequency waves.

**Question:** Find the skin depths for silver at a frequency of $10^{10}$ Hz.

$$\text{Skin depth } \delta = \sqrt{\frac{2}{\omega\mu\sigma}}$$

(59)

$$\delta = \sqrt{\frac{2}{2\pi \times 10^{10} \times 4\pi \times 10^{-7} \times 6.25 \times 10^7}} = 6.4 \times 10^{-4}\text{mm}$$

(60)

Therefore, in microwave experiment, the field do not penetrate much beyond .00064 mm, so no point it’s coating making further thicker. There is no advantage to construct AC transmission lines using wires with a radius much larger than the skin depth because the current flows mainly in the outer part of the conductor.

**Question:** wavelength and propagation speed in copper for radio waves at 1 MHz. compare the corresponding values in air (or vacuum). $\mu_0 = 4\pi \times 10^{-7} \text{ H/m}$. 
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From Eq. (40),

$$\lambda_{Cu} = \frac{2\pi}{\alpha_{Cu}} \quad \text{and} \quad \alpha_{Cu} \approx \sqrt{\frac{\omega \mu \sigma_{Cu}}{2}}$$

(61)

Therefore, $$\lambda_{Cu} = 2\pi \sqrt{\frac{2}{\omega \mu \sigma_{Cu}}}$$

(62)

The propagating velocity in copper $$V_{ph} = \frac{\alpha}{\lambda} = \frac{\omega \lambda}{2\pi}$$

$$V_{ph} = 0.4 \times 10^{-3} \times 10^6 = 400 \text{m/s}$$

(63)

The above parameters are quite different in vacuum as follow

$$\lambda_{Vacuum} = \frac{c}{\nu} = \frac{3 \times 10^8}{10^6} = 300 \text{m}$$

(64)

There is no advantage to construct AC transmission lines using wires with a radius much larger than the skin depth because the current flows mainly in the outer part of the conductor.

10. Complex permittivity of bread dough and depth of penetration

After baking for few minutes, the relative permittivity of bread dough at frequency 600 MHz is $$\varepsilon_{cr} = 23.1 - j11.85$$. Calculate the depth of penetration of microwave.

Solution: the loss tangent of bread dough is

$$\tan \delta = \frac{11.85}{23.1} = 0.513$$

(65)

The depth of penetration is given as

$$d \approx \frac{c\sqrt{\varepsilon'}}{2\pi f \varepsilon' \sqrt{\left(\sqrt{1 + \tan^2 \delta^2} - 1\right)}}$$

(66)

After substituting all the parameters, we get

$$d \approx \frac{\sqrt{2} \times 3 \times 10^8}{2\pi \times 600 \times 10^5} \frac{1}{23.1 \sqrt{\left(\sqrt{1 + (0.513)^2} - 1\right)}} \approx 6.65 \text{cm}$$

(67)

It is worthy to note that the depth of penetration decreases with frequency.

11. The AC and DC conduction in plasma

Let the collision frequency of electrons with ions and $$\omega$$ the frequency of the EM waves in the conductor. The equation of motion for electrons is:
Assume \( v = v_0 e^{-i\omega t} \) and use \( \partial / \partial t \rightarrow -i\omega \), we obtain

\[
-i\omega m v = -eE - m\nu v \rightarrow v = \frac{-e}{m(\nu - i\omega)} E
\]

the current density is expressed by \( j = -ev \)

\[
j_f = \frac{-ne^2}{m(\nu - i\omega)} E
\]

Therefore, the AC conductivity can be read as

\[
\sigma(\omega) = \frac{1}{\nu - i\omega} \frac{ne^2}{m}
\]

In infrared range \( \omega \ll \nu \sim 10^{14} \text{ (1/sec)} \), so the DC conductivity

\[
\sigma = \frac{ne^2}{mv}
\]

can be taken.

Let us now compare the magnitude of conduction current with that of the displacement current.

Assume \( E = E_0 e^{-i\omega t} \). Then

\[
\left| \frac{j_f}{\varepsilon \frac{\partial E}{\partial t}} \right| = \frac{\sigma E}{\varepsilon \omega E} = \frac{\sigma}{\varepsilon \omega}
\]

In copper, \( \sigma = 6 \times 10^7 (s/m) \). The condition for \( j_f \approx \varepsilon \frac{\partial E}{\partial t} \), or \( \frac{\sigma}{\varepsilon \omega} \approx 1 \) leads to

\[
\omega = \frac{\sigma}{\varepsilon} = \frac{6 \times 10^7}{8.85 \times 10^{-12}} \sim 7 \times 10^{19} \text{ (rad/sec)}
\]

At frequencies \( \omega < 10^{12} \text{ (rad/sec)} \) (communication wave frequency),

\[
\frac{\sigma}{\varepsilon \omega} > 1 \text{ or } |j_f| > |\varepsilon \frac{\partial E}{\partial t}|.
\]

12. Electromagnetic pulse and high power microwave overview

Several nations and terrorists have a capability to use electromagnetic pulse (EMP) as a weapon to disrupt the critical infrastructures. Electromagnetic pulse is an intense and direct energy field that can interrupt sensitive electrical and electronic equipment over a very wide area, depending on power of the nuclear device and altitude of the burst. An explosion exploded at few heights in the atmosphere can produce EMP and known as high altitude EMP or HEMP. High power microwave (HPM) can be produced with the help of powerful batteries by electrical equipment that transforms battery power into intense microwaves which may be harmful electronics equipments [62–71]. The high- power electromagnetic (HPEM) term describes a set of transient electromagnetic environments with intense electric
and magnetic fields. High-power electromagnetic field may be produced by electrostatic discharge, radar system, lightning strikes, etc. The nuclear bursts can lead to the production of electromagnetic pulse which may be used against the enemy country’s military satellites. Therefore the sources derived from lasers, nuclear events are vulnerable and called laser and microwave threats. Microwave weapons do not rely on exact knowledge of the enemy system. These weapons can leave persisting and lasting effects in the enemy targets through damage and destruction of electronic circuits, components. Actually HEMP or HPM energy fields, as they instantly spread outward, may also affect nearby hospital equipment or personal medical devices, such as pacemakers. These may damage critical electronic systems throughout other parts of the surrounding civilian infrastructure. HEMP or HPM may damage to petroleum, natural gas infrastructure, transportation systems, food production, communication systems and financial systems [62–71].

13. Generation of high-frequency instability through plasma environment

The beams of ions and electrons are a source of free energy which can be transferred to high power waves. If conditions are favorable, the resonant interaction of the waves in plasma can lead to nonlinear instabilities, in which all the waves grow faster than exponentially and attain enormously large amplitudes. These instabilities are referred to as explosive instabilities. Such instabilities could be of considerable practical interest, as these seem to offer a mechanism for rapid dissipation of coherent wave energy into thermal motion, and hence may be effective for plasma heating [72, 73]. A consistent theory of explosive instability shows that in the three-wave approximation the amplitudes of all the waves tend to infinity over a finite time called explosion time [74, 75]. In ref. [74], an explosive-generated plasma is discovered for low and high frequency instabilities. The solution of dispersion equation is found numerically for the possibility of wave triplet and synchronism conditions. The instabilities is observed to propagate whose wave number.

14. Electron beam plasma model and theoretical calculation

Here we considers ions, electrons and negatively charged electron beam are immersed in a Hall thruster plasma channel [51–55]. The magnetic field is considered as $B = B\hat{z}$ so that electrons are magnetized while ions remains un-magnetized and electrons rotates with cyclotron frequency $\Omega = \frac{eB}{m_e}$, whereas the gyro-radius for ions is larger so that they cannot rotate and simply ejects out by providing thrust to the device. The axial electric field $E = Ex$ (along the x-axis) which accelerates the particles. It causes electrons have a $E \times B$ drift in the azimuthal direction (y-axis) whereas the movement of ions is restricted along x-axis. Similar to previous studies, here, we consider the motion of all the species i.e. for ions (density $n_i$, mass $m_i$, velocity $v_i$) for electrons (density $n_e$, mass $m_e$, velocity $v_e$), for electron beam (density $n_b$, mass $m_b$, velocity $v_b$) and collision frequency for the excitation of instability. The basic fluid equations are given as follows:

$$\frac{\partial n_i}{\partial t} + \nabla \cdot (\vec{v}_i n_i) = 0$$

(75)
Since the larmor radius of ions are larger than the length of the channel (6 cm), therefore ions are considered as unmagnetized in the channel and are accelerated along the axial direction of the chamber. We consider ions initial drift in the positive x – direction ($\vec{v}_i^0 = v_{i0}\hat{x}$) with neglecting motion in both azimuthal and radial directions [51–55]. Electron has motion in the x-direction ($\vec{v}_e = v_{e0}\hat{x}$) since electrons are affected by magnetic field and get magnetized, we takes their initial drift in the y – direction ($\vec{v}_e = v_{e0}\hat{y}$).

To find the oscillations by the solutions of the above equations we take the quantities varied as the $A(r,t) = A_0e^{i(kx-\omega t)}$ for first order perturb quantities $n_{i1}, n_{e1}, n_{b1}, v_{i1}, v_{e1}, v_{b1}$ and $E_1$ together with $\omega$ as a frequency of oscillations and the $k$ is the wave propagation vector within plane of (x, y). On remarking the magnetic fields are large enough in Hall thruster and condition $\Omega >> \omega$, $ky\mu_0\omega$, $v$ is satisfied [51–56]. By solving the equation of motion and the equation of continuity for electrons, we get the perturbed density of electrons in terms of oscillating potential $\phi_1$ in the following way

$$n_{e1} = \frac{en_{e0}\omega k^2\phi_1}{m_e\omega^2(kx - \omega t)} \quad (82)$$

Let us consider, $\omega = \omega - k_y v_{e0} - iv$, the cyclotron frequency $\Omega = \frac{eB}{m_e}$ and $k^2 = k_x^2 + k_y^2$.

Similarly, on solving equation for ions we get the ion density term as

$$n_{i1} = \frac{ek^2n_{i0}\phi_1}{m_i(\omega - k_x v_{i0})^2} \quad (83)$$

Similarly for electron beam density given as

$$n_{b1} = \frac{ek^2n_{b0}\phi_1}{m_b(\omega - k_x v_{b0})^2} \quad (84)$$

By putting these density values in the Poisson’s equations

$$-k^2\phi_1 = \frac{e^2n_{e0}\omega k^2\phi_1}{m_e\varepsilon_0\omega^2(kx - \omega t)} - \frac{e^2k^2n_{i0}\phi_1}{m_i\varepsilon_0(\omega - k_x v_{i0})^2} - \frac{e^2k^2n_{b0}\phi_1}{m_b\varepsilon_0(\omega - k_x v_{b0})^2} \quad (85)$$
On taking the plasma frequencies as; \( \omega_{pe} = \sqrt{\frac{e^2 n_e}{m_e e_0}} \), \( \omega_{pi} = \sqrt{\frac{e^2 n_i}{m_i e_0}} \), and \( \omega_{pb} = \sqrt{\frac{e^2 n_{be}}{m_b e_0}} \)

Then the above equation reduces in the form as

\[
-k^2 \varphi_1 = \frac{\omega_{pe}^2 k^2 \varphi_1}{\Omega^2 (\omega - k_j v_{eo})^2} - \frac{\omega_{pi}^2 k^2 \varphi_1}{(\omega - k_x v_{eo})^2} - \frac{\omega_{pb}^2 k^2 \varphi_1}{(\omega - k_x v_{eo})^2} (86)
\]

Since the perturbed potential is not zero i.e. \( \varphi_1 \neq 0 \) then we get

\[
\frac{\omega_{pe}^2 k}{\Omega^2 (\omega - k_j v_{eo})} - \frac{\omega_{pi}^2}{(\omega - k_x v_{eo})^2} - \frac{\omega_{pb}^2}{(\omega - k_x v_{eo})^2} + 1 = 0 (87)
\]

This is the modified dispersion relation for the lower-hybrid waves under the effects of collisions and electrons beam density.

15. Analytical solutions under the limitations

Consider now waves propagating along the \( \hat{y} \) direction, so that \( k_x = 0 \), which, in real thruster geometry, corresponds to azimuthally propagating, waves. We discuss below its limiting cases through Litvak and Fisch [78].

\[
\Omega \ll k_j v_{eo}, \quad \omega \ll |k_j v_{eo}|, \quad (88)
\]

The solutions for the dispersion relation (57) can be obtained as follows:

\[
\omega^2 \approx \frac{\left( \omega_{pi}^2 + \omega_{pb}^2 \right) \Omega^2}{(\Omega^2 + \omega_{pe}^2)} \left[ 1 + \frac{\nu_e \omega_{pe}^2}{(\Omega^2 + \omega_{pe}^2) k_j v_{eo}} \right] (89)
\]

Since the last terms in the second square brackets of the denominator in the right-hand side of (89) are small, we obtain the following

\[
\omega \approx \pm \sqrt{\frac{\Omega^2 \left( \omega_{pi}^2 + \omega_{pb}^2 \right)}{(\Omega^2 + \omega_{pe}^2)} \left[ 1 - \frac{i \nu_e \omega_{pe}^2}{2 k_j v_{eo} \left( \Omega^2 + \omega_{pe}^2 \right)} \right]} (90)
\]

Finally, the growth rate \( \gamma \) of the resistive instability is calculated from (90) as follow

\[
\gamma \approx \frac{\nu_e \omega_{pe}^2}{2 k_j v_{eo} \left( \Omega^2 + \omega_{pe}^2 \right)} \sqrt{\frac{\Omega^2 \left( \omega_{pi}^2 + \omega_{pb}^2 \right)}{(\Omega^2 + \omega_{pe}^2)}} (91)
\]

The corresponding real frequency \( \omega_r (\omega \equiv \omega_r \pm i \gamma) \) is obtained as

\[
\omega_r \approx \sqrt{\frac{\Omega^2 \left( \omega_{pi}^2 + \omega_{pb}^2 \right)}{(\Omega^2 + \omega_{pe}^2)}} (92)
\]

The Eqs. (91) show that the growth of the high frequency instability depends on collision frequency, electron density, ion density, beam density, azimuthal wave...
number, initial drift and on the applied magnetic field. On the other hand, the real frequency of the wave depends only on the magnetic field, electron plasma density, ion density and beam density. By tuning these parameters one can control the frequency of the generating wave. In the below Table 2, the different parameters of a Hall thruster are given [51–56].

### Table 2.
Plasma parameters.

| Parameters                  | Range                                                                 |
|-----------------------------|----------------------------------------------------------------------|
| Magnetic field              | $B_0 \sim 100 - 200G$                                               |
| Axial Wave number           | $K_x \sim 200 - 600/m$                                               |
| Azimuthal Wave number       | $K_y \sim 400 - 1200/m$                                              |
| Collisional frequency      | $\nu \sim 10^8/s$                                                   |
| Initial drift of electron   | $u_0 \sim 10^4 m/s$                                                  |
| Initial drift of ions       | $u_0 \sim 2 \times 10^4 - 5 \times 10^4 m/s$                        |
| Plasma density              | $n_{e0} \sim 10^{18}$, $n_{i0} \sim 10^{18}$, $n_{b0} \sim 10^{17}/m^3$ |
| Thruster channel diameter   | $D \sim 4 - 10 \text{ cm}$                                          |

16. Results and discussion

The Eqs. (91) and (92) are solved with MATLAB by using appropriate parameters given in Table 2. We plot various figures for investigating the variation of growth rate and real frequency of the instability with magnetic field $B_0$ and density of beam $n_b$, initial drift, collision frequency $\nu$ and wave number. For these sets of parameters, only one dominated mode of the dispersion relation is plotted in the figures. Figure 3 shows the variation of growth rate and real frequency for different values of magnetic field. The reason for the enhanced growth rate as well as real frequency can be understood based on Lorentz force and the electron collisions. Since the electrons have their drift in the y-direction, they experience the Lorentz force due to the magnetic field in the negative of x-direction, i.e., in the direction opposite to the ions drift. The higher Lorentz force helps these transverse oscillations to grow relatively at a faster rate owing to an enhancement in the frequency. On the other hand, this is quite plausible that larger cyclotron frequency of the electrons leads to stronger effects of the collisions because of which the resistive coupling becomes more significant and hence the wave grows at its higher rate. Opposite effect of the magnetic field was observed by Alcock and Keen in case of a drift dissipative instability that occurred in afterglow plasma [76]. Similarly studied are also investigated by Sing and Malik in magnetized plasma [51–56].

In Figure 4, we have plotted the variation of growth rate $\gamma$ and real frequency with the azimuthal wavenumber in order to examine the growth of these waves, when the oscillations are of smaller or relatively longer wavelengths. Here, the oscillations of larger wave numbers (or smaller wavelengths) are found to have lower growth. The faster decay that is observed on the larger side of $k$ is probably due to the stronger Landau damping. The growth rate shows parabolic nature but the real frequency is almost increases linearly with respect to azimuthal wave number. It means that oscillations of smaller wavelengths are most unstable. Kapulkin et al. have theoretically observed the growth rate of instability to directly
proportional to the azimuthal wavenumber \( k_{\varphi} \). Litvak and Fisch have also shown that the rate of growth of instability is inversely proportional to the azimuthal wave number \( k_{\varphi} \).

On the other hand, the variation of growth rate \( \gamma \) and real frequency with the collision frequency is depicted in Figure 5. The wave grow at faster rates in the presence of more electron collisions. This is due to the resistive coupling, which get much stronger in the presence of more collisions. In the present case, the growth rate grows at a much faster rate and real frequency is constant, and graph shows that the growth rate is directly proportional to the collision frequency. During the simulation studies of resistive instability, Fernandez et al. also observed the growth

---

**Figure 3.**
Variation of growth rate and real frequency with the magnetic field.

**Figure 4.**
Variation of growth rate \( \gamma \) and real frequency with azimuthal wavenumber.
rate to be directly proportional to the square root of the collision frequency [79]. In Figure 6, we show the dependence of the growth rate on the electron drift velocity. It is observed that the growth rate is reduced in the presence of larger electron drift velocity. In this case the resistive coupling of the oscillations to the electrons’ drift would be weaker due to the enhanced velocity of the electrons. The reduced growth under the effect of stronger magnetic field is attributed to the weaker coupling of the oscillations to the electrons closed drift. The variation of growth rate $\gamma$ and real frequency with beam density are shown in Figure 7. The growth shows asymmetric Gaussian type behavior but the real frequency varies linearly with beam density of electrons. This is due to the increased collisional effect with the large plasma density.

Figure 5.
Variation of growth rate $\gamma$ and real frequency with collision frequency.

Figure 6.
Variation of growth rate $\gamma$ and real frequency with electron drift velocity.
17. Conclusions

The present chapter discuss the properties of electromagnetic waves propagating through different media. In the first part of the chapter, the dispersion relation for the electromagnetic waves in conducting medium is derived. It has been experienced that the penetration of the electromagnetic field depend on the frequency of the source as well as the electrical properties of the medium. The significance of skin depth for biological and conducting media are explained through numerical examples. In the second part of the chapter, the generation of high frequency instability in plasma is discussed which grow with the magnetic field, wave length, collision frequency and the beam density. The growth rate linearly increases with collision frequency of electrons but it is decreases with the drift velocity of electrons. The real frequency of the instability increases with magnetic field, azimuthal wave number and beam density. The real frequency is almost independent with the collision frequency of the electrons.
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