POSITIVE SOLUTIONS OF QUASILINEAR ELLIPTIC EQUATIONS WITH SUBQUADRATIC GROWTH IN THE GRADIENT
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Abstract. We study positive solutions of equation (E) \(-\Delta u + u^p|\nabla u|^q = 0\) \((0 < p, 0 \leq q \leq 2, p + q > 1)\) and other related equations in a smooth bounded domain \(\Omega \subset \mathbb{R}^N\). We show that if \(N(p + q - 1) < p + 1\) then, for every positive, finite Borel measure \(\mu\) on \(\partial \Omega\), there exists a solution of (E) such that \(u = \mu\) on \(\partial \Omega\). Furthermore, if \(N(p + q - 1) \geq p + 1\) then an isolated point singularity on \(\partial \Omega\) is removable. In particular there is no solution with boundary data \(\delta_y\) (=Dirac measure at a point \(y \in \partial \Omega\)). Finally we obtain a classification of positive solutions with an isolated boundary singularity.
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1. Introduction

In this paper, we are concerned with the boundary data measure problem associated to the equation

\[ -\Delta u + H(x, u, \nabla u) = 0 \]

in \(\Omega\) where \(\Omega\) is a domain in \(\mathbb{R}^N\) and \(H\) is a Caratheodory function defined in \(\Omega \times \mathbb{R} \times \mathbb{R}^N\).

When \(H\) depends only on \(u\), much works on the boundary value problem for equation (1.1), especially for the following typical equation

\[ -\Delta u + u^p = 0 \]

with \(p > 1\), have been studied by Le Gall \([6]\), Gmira and Véron \([5]\), Marcus and Véron \([13]\, [15]\, [21]\, [22]\). It was shown that equation (1.2) admits a critical value

\[ p_c = \frac{N + 1}{N - 1}. \]

For any \(1 < p < p_c\), if \(\mu\) is a bounded Radon measure on \(\partial \Omega\), then there exists a unique solution of (1.2) with boundary data \(\mu\). Moreover
isolated boundary singularities of solutions of (1.2) can be completely described. More precisely, when \( 1 < p < p_c \), if \( u \in C^2(\Omega) \cap C(\Omega \setminus \{0\}) \) is a nonnegative solution of (1.2) vanishing on \( \partial \Omega \setminus \{0\} \) then either \( u \) behaves like \( kP_{\Omega}(.,0) \) near 0 with some \( k \geq 0 \) and \( P_{\Omega}(.,0) \) being the Poisson kernel in \( \Omega \), or \( u(x) \approx \rho(x) |x|^{-\frac{N}{q}} \) as \( x \to 0 \) where \( \rho \) is the distance function to \( \partial \Omega \). When \( p \geq p_c \), the isolated singularities are removable, namely if \( u \in C^2(\Omega) \cap C(\Omega \setminus \{0\}) \) is a nonnegative solution of (1.2) vanishing on \( \partial \Omega \setminus \{0\} \) then \( u \equiv 0 \). More general results can be found in [16], [17].

The case \( H \) depends only on \( \nabla u \) has been recently investigated by P.T. Nguyen and L. Véron [19]. Many results have been extended to quasilinear equations of the form

\[
- \Delta u + g(|\nabla u|) = 0
\]

in \( \Omega \). Under suitable conditions on \( g \), if \( \mu \) is a bounded Radon measure on \( \partial \Omega \), they proved existence of a positive solution of (1.1) with boundary data \( \mu \). In the power case, namely \( g(|\nabla u|) = |\nabla u|^q \) with \( 1 \leq q \leq 2 \), they showed that the critical value for (1.1) is

\[
q_c = \frac{N + 1}{N}
\]

and analogous phenomena occur for isolated boundary singularities. Notice that when \( q > 2 \), by [9] if \( u \in C^2(\Omega) \) is a positive solution of (1.1) then \( u \) is bounded in \( \Omega \), therefore there is no singularity on the boundary.

Motivated by the above papers, we study boundary singularities of positive solutions of (1.1) in the case that \( H \) depends on both \( u \) and \( \nabla u \). We are interested in the case of subquadratic growth in the gradient and concentrate in particular on two model cases

\[
H(x, u, \xi) = u^p |\xi|^q \quad \forall (x, u, \xi) \in \Omega \times \mathbb{R}_+ \times \mathbb{R}^N
\]

where \( p > 0, \, 0 \leq q \leq 2 \) and

\[
H(x, u, \xi) = u^p + |\xi|^q \quad \forall (x, u, \xi) \in \Omega \times \mathbb{R}_+ \times \mathbb{R}^N
\]

where \( p \geq 1, \, 1 \leq q \leq 2 \). Concerning the above types of nonlinearity, there have been many works on large solutions, namely solutions that blow up on the boundary. When \( H \) satisfies (1.6), there exists no large solution to equation (1.1). When \( H \) satisfies (1.7) there exists a large solution to (1.1); moreover large solution is unique if \( 1 < p < q \leq 2 \) (see [1], [2]). To our knowledge, up to now, no study dealing with the boundary value problem with measure data for these types of nonlinearity has been published. We list below results concerning existence of solution with boundary data as Radon measure, classification of
isolated boundary singularities in subcritical case and removability in critical and supercritical case.

In what follows, unless otherwise stated, \( \Omega \) is a bounded domain of class \( C^2 \) with \( \partial \Omega \) containing the origin 0, \( S^{N-1} \) the unit sphere, \( S_+^{N-1} = S^{N-1} \cap \mathbb{R}_+^N \) the upper hemisphere and \((r, \sigma) \in \mathbb{R}_+ \times S^{N-1} \) the spherical coordinates in \( \mathbb{R}^N \). To state our main results, it is convenient to introduce the definition of solutions.

**Definition 1.1.** i) A function \( u \) is called a solution of (1.1) if \( u \in L^1_{\text{loc}}(\Omega) \), \( H(x,u,\nabla u) \in L^1_{\text{loc}}(\Omega) \) and \( u \) satisfies (1.1) in the sense of distribution, i.e.
\[
\int_{\Omega} (-u \Delta \zeta + H(x,u,\nabla u) \zeta) \, dx = 0
\]
for every \( \zeta \in C_c^\infty(\Omega) \).

ii) Let \( \mu \) is a positive Borel measure on \( \partial \Omega \). A function \( u \) is called a solution of
\[
\begin{cases}
-\Delta u + H(x,u,\nabla u) = 0 & \text{in } \Omega \\
u = \mu & \text{on } \partial \Omega
\end{cases}
\]
if \( u \in L^1(\Omega), H(x,u,\nabla u) \in L^1_p(\Omega) \) where \( \rho(x) := \text{dist}(x,\partial \Omega) \) and \( u \) satisfies
\[
\int_{\Omega} (-u \Delta \zeta + H(x,u,\nabla u) \zeta) \, dx = -\int_{\partial \Omega} \frac{\partial \zeta}{\partial n} \, d\mu
\]
for all \( \zeta \in C^2_0(\Omega) \), where \( n \) denotes the normal outward unit vector to \( \partial \Omega \).

**Definition 1.2.** A nonlinearity \( H \) is called subcritical if the problem (1.8) admits a solution for every positive bounded measure \( \mu \) on \( \partial \Omega \). Otherwise, \( H \) is called supercritical.

Set
\[
m_{p,q} = \max \left\{ \frac{q}{2-q}, \frac{p}{p+1} \right\}.
\]
Following is the main existence result in the subcritical case.

**Theorem A.** Assume either \( H \) satisfies (1.6) with \( 0 < N(p + q - 1) < p + 1 \) or \( H \) satisfies (1.7) with \( m_{p,q} < p_c \). Then \( H \) is subcritical. Moreover, let \( \{\mu_n\} \) be a sequence of positive bounded measures on \( \partial \Omega \) which converges to a positive bounded \( \mu \) in the weak sense of measures and \( \{u_{\mu_n}\} \) be a sequence of corresponding solutions of (1.8) with \( \mu = \mu_n \). Then there exists a subsequence such that \( \{u_{\mu_{n_k}}\} \) converges to a
solution \( u_\mu \) of (1.8) in \( L^1(\Omega) \) and \( \{H(x,u_{\mu_{nk}},\nabla u_{\mu_{nk}})\} \) converges to \( H(x,u,\nabla u) \) in \( L^1_{\rho}(\Omega) \).

Remark. The method used is classical, using the estimates in weak \( L^p \) space and compactness of approximating solutions. Due to this approach, the results stated in Theorem A can be extended to the following cases:

(1.11) \[ 0 \leq H(x,u,\xi) \leq a_1(x)u^p|\xi|^q \quad \forall (x,u,\xi) \in \Omega \times \mathbb{R}_+ \times \mathbb{R}^N \]

where \( p > 0 \), \( q \geq 0 \), \( 0 < N(p+q-1) < p+1 \), \( a_1 \in L^\infty(\Omega) \) and \( a_1 > c > 0 \);

(1.12) \[ 0 \leq H(x,u,\nabla u) \leq a_2(x)f(u) + a_3(x)g(|\xi|) \quad \forall (x,u,\xi) \in \Omega \times \mathbb{R}_+ \times \mathbb{R}^N \]

where \( a_i \in L^\infty(\Omega) \), \( a_i > c > 0 \) \( (i = 3,4) \), \( f \) and \( g \) are positive, non-decreasing, continuous functions in \( \mathbb{R}_+ \), satisfying \( f(0) = g(0) = 0 \) and

\[ \int_1^\infty t^{-\frac{2N}{N-1}}f(t)dt < \infty, \quad \int_1^\infty t^{-\frac{2N+1}{N}}g(t)dt < \infty. \]

The uniqueness of the problem remains open. However, if \( \mu \) is concentrated at a point on the boundary and the functions \( a_i \ (i = 1,2,3) \) are positive constants, we prove that the solution of (1.8) is unique.

Theorem B. Assume either \( H \) satisfies (1.6) with \( 0 < N(p+q-1) < p+1 \) or \( H \) satisfies (1.7) with \( m_{p,q} < p_c \). Then for any \( k > 0 \), there exists a unique positive solution to (1.8) with \( \mu = k\delta_0 \), denoted by \( u^\Omega_{k,0} \), where \( \delta_0 \) is the Dirac mass concentrated at the origin \( 0 \). Moreover,

(1.13) \[ u^\Omega_{k,0}(x) = kP^\Omega(x,0)(1+o(1)) \quad \text{as } x \to 0. \]

and there exists \( d_k > 0 \) such that

(1.14) \[ d_kP^\Omega(x,0) < u(x) < kP^\Omega(x,0) \quad \forall x \in \Omega, \]

The solutions \( u^\Omega_{k,0} \) are called weakly singular solutions. It follows from (1.13) that the sequence \( \{u^\Omega_{k,0}\} \) is increasing. Hence, it is interesting to study the limit of this sequence. In order to state the result involving the limit, we define the class of strongly singular solutions (see the definition of the boundary trace \( \text{tr}_{\partial \Omega} \) in section 3.2)

(1.15) \[ U^\Omega_0 := \{ u \in C^2(\Omega) \text{ positive solution of (1.1) with } \text{tr}_{\partial \Omega}(u) = (\{0\},0) \}. \]

Theorem C. Under the assumptions of theorem B, the function \( u^\Omega_{\infty,0} := \lim_{k \to \infty} u^\Omega_{k,0} \) is the minimal element of \( U^\Omega_0 \).
The asymptotic behavior of \( u_{\infty,0}^0 \) can be obtained due to the study solution of

\[
\begin{cases}
-\Delta u + H(x,u,\nabla u) = 0 & \text{in } \mathbb{R}_+^N \\
u = 0 & \text{on } \partial \mathbb{R}_+^N \setminus \{0\}
\end{cases}
\]

under the separate form \( u(x) = r^{-\beta} \omega(\sigma) \) where \( \beta > 0, \ r = |x| \) and \( \sigma = \frac{x}{|x|} \in S^{N-1}_+ \). Denote by \( \nabla' \) and \( \Delta' \) the covariant derivative on \( S^{N-1}_+ \) identified with the tangential derivative and the Laplace-Beltrami operator on \( S^{N-1}_+ \) respectively.

When \( H \) satisfies \((1.6)\), by plugging \( u = r^{-\beta} \omega(\sigma) \) into \((1.16)\) we deduce that

\[
\beta = \beta_1 := \frac{2 - q}{p + q - 1}
\]

and \( \omega \) satisfies

\[
- \Delta' \omega + F_1(\omega, \nabla' \omega) = 0 \text{ in } S^{N-1}_+ \quad \omega = 0 \text{ on } \partial S^{N-1}_+
\]

where \( F_1(s,\xi) := s^p (\beta_1^2 s^2 + |\xi|^2)^{\frac{q}{2}} - \beta_1 (\beta_1 + 2 - N)s \) with \( s \in \mathbb{R}_+ \) and \( \xi \in \mathbb{R}^N \).

When \( H \) satisfies \((1.7)\) we deduce that

\[
\beta = \beta_2 := \frac{2}{m_{p,q} - 1}
\]

where \( m_{p,q} \) is defined in \((1.10)\). Moreover if \( p = \frac{q}{2-q} \) then \( \omega \) satisfies

\[
- \Delta' \omega + F_2(\omega, \nabla' \omega) = 0 \text{ in } S^{N-1}_+ \quad \omega = 0 \text{ on } \partial S^{N-1}_+
\]

where \( F_2(s,\xi) := s^p + \alpha_3 (\beta_2^2 s^2 + |\xi|^2)^{\frac{q}{2}} - \beta_2 (\beta_2 + 2 - N)s \) with \( s \in \mathbb{R}_+ \) and \( \xi \in \mathbb{R}^N \). When \( p > \frac{q}{2-q} \), we consider

\[
- \Delta' \omega + F_3(\omega, \nabla' \omega) = 0 \text{ in } S^{N-1}_+ \quad \omega = 0 \text{ on } \partial S^{N-1}_+
\]

where \( F_3(s,\xi) := s^p - \beta_2 (\beta_2 + 2 - N)s \) with \( s \in \mathbb{R}_+ \). When \( p < \frac{q}{2-q} \), we consider

\[
- \Delta' \omega + F_4(\omega, \nabla' \omega) = 0 \text{ in } S^{N-1}_+ \quad \omega = 0 \text{ on } \partial S^{N-1}_+
\]

where \( F_4(s,\xi) := \alpha_3 (\beta_2^2 s^2 + |\xi|^2)^{\frac{q}{2}} - \beta_2 (\beta_2 + 2 - N)s \) with \( s \in \mathbb{R}_+ \) and \( \xi \in \mathbb{R}^N \).

Denote by \( \mathcal{E}_i \ (i = 1,4) \) the set of positive solutions in \( C^2(S^{N-1}_+) \) of

\[
- \Delta' \omega + F_i(\omega, \nabla' \omega) = 0 \text{ in } S^{N-1}_+ \quad \omega = 0 \text{ on } \partial S^{N-1}_+
\]
Theorem D. i) If $H$ satisfies (1.6) with $0 < N(p + q - 1) < p + 1$ then $\mathcal{E}_1 \neq \emptyset$. Moreover, if $p \geq 1$ then there exists a unique solution $\omega^*_1$ of (1.13), namely $\mathcal{E}_1 = \{\omega^*_1\}$. In addition, $U_0^\Omega = \{u^\omega_{\infty,0}\}$ and

$$
\lim_{\Omega \ni x \to 0} \frac{|x|^\beta u^\omega_{\infty,0}(x)}{\omega^*_1} = \sigma \in S^{N-1}
$$

locally uniformly on $S^{N-1}$.

ii) If $H$ satisfies (1.7) with $m_{p,q} < p_c$ then $\mathcal{E}_i = \{\omega^*_i\}$ where $i = 2$ if $p = \frac{q}{2-q}$, $i = 3$ if $p > \frac{q}{2-q}$, $i = 4$ if $p < \frac{q}{2-q}$. In addition, $U_0^\Omega = \{u^\omega_{\infty,0}\}$ and

$$
\lim_{\Omega \ni x \to 0} \frac{|x|^\beta u^\omega_{\infty,0}(x)}{\omega^*_i} = \sigma \in S^{N-1}
$$

locally uniformly on $S^{N-1}$.

Remark. Notice that when $H$ satisfies (1.6) or $H$ satisfies (1.7) with $p = \frac{q}{2-q}$, the equation (1.1) is invariant under an appropriate similarity transformation. However, it is not that case when $H$ satisfies (1.7) with $p \neq \frac{q}{2-q}$; in this situation, there is a competition between $u^p$ and $|\nabla u|^q$.

Theorem D shows that when $p > \frac{q}{2-q}$, the term $u^p$ plays a dominant role and hence the solution $u^\omega_{\infty,0}$ behaves like $u^\omega_{p,\infty,0}$ near 0 where $u^\omega_{p,\infty,0}$ is the solution of

$$
-\Delta u + u^p = 0 \text{ in } \Omega, \quad tr_{\partial \Omega}(u) = (\{0\}, 0).
$$

Otherwise, when $p < \frac{q}{2-q}$, $|\nabla u|^q$ is the dominant term and therefore $u^\omega_{\infty,0}$ behaves like $u^\omega_{q,\infty,0}$ near 0 where $u^\omega_{q,\infty,0}$ is the solution of

$$
-\Delta u + |\nabla u|^q = 0 \text{ in } \Omega, \quad tr_{\partial \Omega}(u) = (\{0\}, 0).
$$

As a consequence, we provide a full characterization of isolated singularities at the origin 0.

Theorem E Assume either $H$ satisfies (1.6) with $0 < N(p + q - 1) < p + 1$ and $p \geq 1$ or $H$ satisfies (1.7) with $m_{p,q} < p_c$. Let $u \in C(\overline{\Omega} \setminus \{0\}) \cap C^2(\Omega)$ be a nonnegative solution of (1.1) vanishing on $\partial \Omega \setminus \{0\}$. Then

- either $u \equiv 0$,
- or there exists $k > 0$ such that $u(x) = u^\omega_{k,0} = kP^\omega(x,0)(1+o(1))$ as $x \to 0$,
- or $u(x) = u^\omega_{\infty,0}$, the unique element of $U_0^\Omega$, and the asymptotic behavior of $u$ near 0 is given either in (1.24) or in (1.25) according to the assumptions on $H$. 


On the contrary, we show that isolated boundary singularities are \textbf{removable} in the critical and supercritical case. More precisely,

\textbf{Theorem F} Assume either $H$ satisfies (1.6) with $N(p+q-1) \geq p+1$ or $H$ satisfies (1.7) with $m_{p,q} \geq p_c$. If $u \in C(\overline{\Omega} \setminus \{0\}) \cap C^2(\Omega)$ is a nonnegative solution of (1.1) vanishing on $\partial \Omega \setminus \{0\}$ then $u \equiv 0$.

When $H$ satisfies (1.6), the proof of Theorem F is divided into three cases. The case $N(p+q-1) > p+1$ is treated due to a priori estimate for solutions with isolated singularity at 0. The critical case is more delicate: we first prove removability result for $\Omega = \mathbb{R}^N$ and then by using regularity results up to boundary (see [7]) we get the assertion when $\Omega$ is bounded. Finally, when $q = 2$, thanks to a change of unknown, we deduce that $u \equiv 0$. When $H$ satisfies (1.7), the removability result for (1.1) is derived from the one for (1.2) and (1.4).

The paper is organized as follows. In section 2, we establish some estimates on positive solution of (1.1) and its gradient, and recall some estimates concerning weak $L^p$ space which play a key role in proving the existence of solutions with bounded boundary measure data in the subcritical case. Section 3 is devoted to the proof of Theorem A and to investigate the notion of \textit{boundary trace}. In section 4, we provide a complete description of isolated singularities (Theorem B, Theorem C, Theorem D and Theorem E). Finally, in section 5, we give proof of removability result (Theorem F).

Throughout the present paper, we denote by $c, C, c_1, c_2,...$ positive constants which may vary from line to line. If necessary the dependence of these constants will be made precise.

\section{2. Preliminaries}

The following comparison principle can be found in [4, Theorem 9.2].

\textbf{Proposition 2.1.} Assume $H : \Omega \times \mathbb{R}_+ \times \mathbb{R}^N \to \mathbb{R}_+$ is nondecreasing with respect to $u$ for any $(x, \xi) \in \Omega \times \mathbb{R}^N$, continuously differentiable with respect to $\xi$ and $H(x,0,0) = 0$. Let $u_1, u_2 \in C^2(\Omega) \cap C(\overline{\Omega})$ be two nonnegative solution of (1.1). If

$$-\Delta u_1 + H(x,u_1,\nabla u_1) \leq -\Delta u_2 + H(x,u_2,\nabla u_2) \quad \text{in } \Omega$$

and $u_1 \leq u_2$ on $\partial \Omega$. Then $u_1 \leq u_2$ in $\Omega$.

Next, for $\delta > 0$, we set

$$\Omega_\delta = \{x \in \Omega : \rho(x) < \delta\}, \quad D_\delta = \{x \in \Omega : \rho(x) > \delta\},$$

$$\Sigma_\delta = \partial D_\delta = \{x \in \Omega : \rho(x) = \delta\}, \quad \Sigma = \partial \Omega.$$

Since $\Omega$ is of class $C^2$, there exists $\delta_0 > 0$ such that
Proof of (2.1). We deduce a priori estimate

(2.1) \[ u(x) \leq \Lambda_1 \rho(x)^{-\beta_1} + \max\{u(x) : x \in \overline{D}_{\delta_0}\}, \quad \forall x \in \Omega, \]

(2.2) \[ u(x) \leq \Lambda_1 \rho(x)^{-\beta_1} + \Lambda_1' \|u\|_{L^1(D_{\delta_0})} \quad \forall x \in \Omega, \]

(2.3) \[ |\nabla u(x)| \leq \tilde{\Lambda}_1 \rho(x)^{-\beta_1 - 1} \quad \forall x \in \Omega \]

where \( \beta_1 \) is defined in (1.17), \( \Lambda'_1 = \Lambda'_1(N, \delta_0), \tilde{\Lambda}_1 = \tilde{\Lambda}_1(N, p, q, \Omega, \|u\|_{L^1(D_{\delta_0})}) \) and

(2.4) \[ \Lambda_1 = \left( \frac{\beta_1 + 2}{\beta_1} \right) \frac{1}{p+1}. \]

Proof. Proof of (2.1). Put \( M_{\delta_0} = \max\{u(x) : x \in \overline{D}_{\delta_0}\} \). For each \( \delta \in (0, \delta_0) \), we set \( w_\delta(x) = \Lambda_1(\rho(x) - \delta)^{-\beta_1} + M_{\delta_0} \) for \( x \in D_\delta \). We can choose \( \delta_0 < \|\Delta \rho\|_{L^\infty(\Omega)}^{-1} \). By a computation, we obtain in \( \Omega_{\delta_0} \setminus \overline{\Omega}_\delta \),

\[ -\Delta w_\delta + w_\delta^p |\nabla w_\delta|^q > 0. \]

Since \( w_\delta \geq u \) on \( \Sigma_\delta \cup \Sigma_{\delta_0} \), by comparison principle Proposition 2.1, \( u \leq w_\delta \) in \( \Omega_{\delta_0} \setminus \overline{\Omega}_\delta \). Letting \( \delta \to 0 \) leads to the conclusion.

Proof of (2.2). The estimate (2.2) follows from (2.1) and [20, Theorem 1.1].

Proof of (2.3). Fix \( x_0 \in \Omega_{\frac{3}{4} \delta_0} \) and set

\[ d_0 = \frac{1}{3} \rho(x_0), \quad M_0 = \max\{u(x) : x \in B_{2d_0}(x_0)\}, \]

\[ u_0(y) = \frac{u(x)}{M_0}, \quad y = \frac{1}{d_0} x \in B_2(y_0), \quad y_0 = \frac{1}{d_0} x_0. \]

Then \( \max\{u_0(y) : y \in B_2(y_0)\} = 1 \) and \( u_0 \) satisfies

\[ -\Delta u_0 + M_0^{p+q-1} d_0^{2-q} u_0^p |\nabla u_0|^q = 0. \]
in $B_2(y_0)$. It follows from [11] that there exists a positive constant $c = c(N, p, q, \delta_0, \|u\|_{L^1(D_{\delta_0})})$ such that $\max_{B_1(y_0)} |\nabla u_0| \leq c$. Consequently,

$$\max_{B_1(y_0)} |\nabla u| \leq \frac{c}{d_0} \max_{B_2(y_0)} u.$$ 

Therefore, we deduce (2.3). □

By an analogous argument, we obtain

Proposition 2.3. Assume $H$ satisfies (1.7) with $p > 1, 1 < q < 2$. Let $u \in C^2(\Omega)$ be a positive solution of equation (1.1). Then

$$u(x) \leq \Lambda_2 \rho(x)^{-\beta_2} + \Lambda'_2 \|u\|_{L^1(D_{\delta_0})} \quad (2.5)$$

$$|\nabla u(x)| \leq \tilde{\Lambda}_2 \rho(x)^{-\beta_2-1} \quad \forall x \in \Omega$$

where $\beta_2$ is defined in (1.19), $\Lambda_2 = \Lambda_2(p, q)$, $\Lambda'_2 = \Lambda'_2(N, \delta_0)$ and $\tilde{\Lambda}_2 = \tilde{\Lambda}_2(N, p, q, \Omega, \|u\|_{L^1(D_{\delta_0})})$.

Remark. If $H$ satisfies (1.7) with $p \geq \frac{q}{2-q}$ then (2.5) can be improved. Indeed, it follows from Keller-Osserman estimate that there exists a constant $C_{N,p}$ depending only on $N$ and $p$ such that

$$u(x) \leq C_{N,p} \rho(x)^{-\beta_2} \quad \forall x \in \Omega.$$

Denote by $G^\Omega$ (resp. $P^\Omega$) the Green kernel (resp. the Poisson kernel) in $\Omega$, with corresponding operators $G^\Omega$ (resp. $P^\Omega$). We also denote by $\mathcal{M}_{\rho^\alpha}(\Omega)$, $\alpha \in [0, 1]$, the space of Radon measures $\mu$ on $\Omega$ satisfying

$$\int_{\Omega} \rho^\alpha(x)d|\mu| < \infty,$$

by $\mathcal{M}(\partial\Omega)$ the space of bounded Radon measures on $\partial\Omega$ and by $\mathcal{M}_+(\partial\Omega)$ the positive cone of $\mathcal{M}(\partial\Omega)$.

Denote $L^p_w(\Omega; \tau)$, $1 \leq p < \infty$, $\tau \in \mathcal{M}_+(\Omega)$, the weak $L^p$ space defined as follows: a measurable function $f$ in $\Omega$ belongs to this space if there exists a constant $c$ such that

$$\lambda_f(a; \tau) := \tau(\{x \in \Omega : |f(x)| > a\}) \leq ca^{-p}, \quad \forall a > 0.$$ 

The function $\lambda_f$ is called the distribution function of $f$ (relative to $\tau$). For $p \geq 1$, denote

$$L^p_w(\Omega; \tau) = \{f \text{ Borel measurable} : \sup_{a>0} a^p \lambda_f(a; \tau) < \infty\}$$

and

$$\|f\|_{L^p_w(\Omega; \tau)}^p = \left(\sup_{a>0} a^p \lambda_f(a; \tau)\right)^{\frac{1}{p}}.$$
The $\|\cdot\|_{L^p_w(\Omega;\tau)}$ is not a norm, but for $p > 1$, it is equivalent to the norm (2.9)

$$\|f\|_{L^p_w(\Omega;\tau)} = \sup \left\{ \int_\omega |f| d\tau : \omega \subset \Omega, \omega \text{ measurable}, 0 < \tau(\omega) < \infty \right\}. $$

More precisely,

$$\|f\|_{L^p_w(\Omega;\tau)}^* \leq \|f\|_{L^p_w(\Omega;\tau)} \leq \frac{p}{p-1} \|f\|_{L^p_w(\Omega;\tau)}^*. $$

The following useful estimates involving Green and Poisson operators can be found in [3] (see also [18], [21] and [22]).

**Proposition 2.4.** For any $\alpha \in [0, 1]$, there exist a positive constant $c_1$ depending on $\alpha$, $\Omega$ and $N$ such that

$$\|G^{\Omega}[\nu]\|_{L^1(\Omega)} + \|G^\Omega[\nu]\|_{L^\frac{N+\alpha}{N+\alpha-p}(\Omega;\rho^\alpha dx)} + \|\nabla G^{\Omega}[\nu]\|_{L^\frac{N+\alpha}{N+\alpha-1}(\Omega;\rho^\alpha dx)} \leq c_1 \|\nu\|_{\mathcal{M}_{\rho^\alpha}(\Omega)},$$

$$\|P^{\Omega}[\mu]\|_{L^1(\Omega)} + \|P^{\Omega}[\nu]\|_{L^\frac{N}{N-1}(\Omega;\rho dx)} + \|\nabla P^{\Omega}[\mu]\|_{L^\frac{N}{N-1}(\Omega;\rho dx)} \leq c_1 \|\mu\|_{\mathcal{M}(\partial \Omega)},$$

for any $\nu \in \mathcal{M}_{\rho^\alpha}(\Omega)$ and any $\mu \in \mathcal{M}(\partial \Omega)$ where

$$\|\nu\|_{\mathcal{M}_{\rho^\alpha}(\Omega)} := \int_\Omega \rho^\alpha(x) d|\nu| \quad \text{and} \quad \|\mu\|_{\mathcal{M}(\partial \Omega)} = \int_{\partial \Omega} d|\mu|.$$

3. **Boundary value problem with measures and boundary trace**

3.1. **The Dirichlet problem.** We first prove a regularity result in the subcritical case.

**Lemma 3.1.** Assume either $H$ satisfies (1.6) with $0 < N(p + q - 1) < p + 1$ or $H$ satisfies (1.7) with $m_{p,q} < p_c$. Let $u$ be a positive solution of (1.1) (in the sense of distribution) satisfying $u \in L^s_{\text{loc}}(\Omega)$ for any $1 < s < \frac{N+1}{N-1}$ and $|\nabla u| \in L^r_{\text{loc}}(\Omega)$ for any $1 < r < \frac{N+1}{N}$. Then $u \in C^2(\Omega)$.

**Proof.** We provide here the proof in the case $H$ satisfies (1.6). The case $H$ satisfies (1.7) follows by some modifications. The proof is based on bootstrap argument. We put $f = -u^p |\nabla u|^q$. Let $s_1 > 1$ ($s_1$ will be determined later on) and $K \subset \subset \Omega$. By Holder inequality, for $r_1 > 1$ (will be made precise later),

$$\int_K |f|^{s_1} dx \leq \left( \int_K u^{ps_1 r_1} dx \right)^{\frac{1}{s_1}} \left( \int_K |\nabla u|^{qs_1 r_1'} dx \right)^{\frac{1}{r_1}}.$$
We will choose \( s_1 \) and \( r_1 \) such that \((N-1)ps_1r_1 \leq N+1 \) and \( Nqs_1r_1' \leq N+1 \). It is sufficient to choose \( s_1 \) and \( r_1 \) such that
\[
1 < s_1 < \frac{N+1}{p(N-1)+qN} \quad \text{and} \quad \frac{N+1}{N+1-qs_1r_1} < r_1 < \frac{N+1}{p(N-1)s_1}.
\]

Since \( u \in W^{1,s}_\text{loc}(\Omega) \) for any \( 1 < s < \frac{N+1}{N} \), by Sobolev imbedding, \( u \in L^{\frac{Ns_1}{N-2s_1}}_\text{loc}(\Omega) \). It follows from interior regularity result for elliptic equations that \( u \in W^{2,s_1}_\text{loc}(\Omega) \). Again, by Sobolev imbedding, \( u \in L^{\frac{Ns_1}{N-2s_1}}_\text{loc}(\Omega) \) and \( |\nabla u| \in L^{\frac{Ns_1}{N-2s_1}}_\text{loc}(\Omega) \) if \( s_1 < \frac{N}{2} \).

Next, let \( s_2 > 1 \) (will be determined later on). By Holder inequality, for \( r_2 > 1 \) (will be made precise later), (3.1) remains true with \( s_1 \) and \( r_1 \) replaced by \( s_2 \) and \( r_2 \) respectively. We will choose \( s_2 \) and \( r_2 \) such that
\[
(N-2s_1)ps_2r_2 \leq Ns_1 \quad \text{and} \quad (N-s_1)qs_2r_2' \leq Ns_1.
\]
It is sufficient to choose \( s_2 \) and \( r_2 \) such that
\[
1 < s_2 < \frac{Ns_1}{Ns_1 - q(N-s_1)s_2} < r_2 < \frac{Ns_1}{p(N-2s_1)s_2}.
\]

Then
\[
s_2 - s_2 > \frac{N+1-p(N-1)-qN}{p(N-1)+qN} > 0.
\]

We can choose \( s_2 \) close to \( \frac{(N+1)s_1}{p(N-1)+qN} \) enough that \( u \in L^{s_2}_{\text{loc}}(\Omega) \); hence \( u \in W^{2,s_2}_{\text{loc}}(\Omega) \). By Sobolev imbedding, \( u \in L^{\frac{Ns_2}{N-2s_2}}_{\text{loc}}(\Omega) \) and \( |\nabla u| \in L^{\frac{Ns_2}{N-2s_2}}_{\text{loc}}(\Omega) \) if \( s_2 < \frac{N}{2} \). Next by iterating the process, we can define a sequence \( \{ s_k \} \) such that \( u \in W^{2,s_k}_{\text{loc}}(\Omega) \) and
\[
s_k > 1 + k\frac{N+1-p(N-1)-qN}{p(N-1)+qN}.
\]

Hence we can find \( k_0 \) large enough such that \( s_{k_0} > N \) and \( u \in W^{2,s_{k_0}}_{\text{loc}}(\Omega) \). By Sobolev imbedding, \( u \in C^2(\Omega) \). \( \square \)

We now turn to the

**Proof of Theorem A.** We deal with the case when \( H \) satisfies (1.6). The case \( H \) satisfies (1.7) is simpler and can be treated in a similar way.

Let \( \{ \mu_n \} \) be a sequence of positive functions in \( C^1(\partial \Omega) \) such that \( \{ \mu_n \} \) converges to \( \mu \) in the weak sense of measures and \( \| \mu_n \|_{L^1(\partial \Omega)} \leq \alpha \leq \beta \). We choose \( s_1 \) and \( r_1 \) such that \( (N-1)ps_1r_1 \leq N+1 \) and \( Nqs_1r_1' \leq N+1 \). It is sufficient to choose \( s_1 \) and \( r_1 \) such that
\[
1 < s_1 < \frac{N+1}{p(N-1)+qN} \quad \text{and} \quad \frac{N+1}{N+1-qs_1r_1} < r_1 < \frac{N+1}{p(N-1)s_1}.
\]

Since \( u \in W^{1,s}_\text{loc}(\Omega) \) for any \( 1 < s < \frac{N+1}{N} \), by Sobolev imbedding, \( u \in L^{\frac{Ns_1}{N-2s_1}}_\text{loc}(\Omega) \). It follows from interior regularity result for elliptic equations that \( u \in W^{2,s_1}_\text{loc}(\Omega) \). Again, by Sobolev imbedding, \( u \in L^{\frac{Ns_1}{N-2s_1}}_\text{loc}(\Omega) \) and \( |\nabla u| \in L^{\frac{Ns_1}{N-2s_1}}_\text{loc}(\Omega) \) if \( s_1 < \frac{N}{2} \).

Next, let \( s_2 > 1 \) (will be determined later on). By Holder inequality, for \( r_2 > 1 \) (will be made precise later), (3.1) remains true with \( s_1 \) and \( r_1 \) replaced by \( s_2 \) and \( r_2 \) respectively. We will choose \( s_2 \) and \( r_2 \) such that
\[
(N-2s_1)ps_2r_2 \leq Ns_1 \quad \text{and} \quad (N-s_1)qs_2r_2' \leq Ns_1.
\]
It is sufficient to choose \( s_2 \) and \( r_2 \) such that
\[
1 < s_2 < \frac{Ns_1}{Ns_1 - q(N-s_1)s_2} < r_2 < \frac{Ns_1}{p(N-2s_1)s_2}.
\]

Then
\[
s_2 - s_2 > \frac{N+1-p(N-1)-qN}{p(N-1)+qN} > 0.
\]

We can choose \( s_2 \) close to \( \frac{(N+1)s_1}{p(N-1)+qN} \) enough that \( u \in L^{s_2}_{\text{loc}}(\Omega) \); hence \( u \in W^{2,s_2}_{\text{loc}}(\Omega) \). By Sobolev imbedding, \( u \in L^{\frac{Ns_2}{N-2s_2}}_{\text{loc}}(\Omega) \) and \( |\nabla u| \in L^{\frac{Ns_2}{N-2s_2}}_{\text{loc}}(\Omega) \) if \( s_2 < \frac{N}{2} \). Next by iterating the process, we can define a sequence \( \{ s_k \} \) such that \( u \in W^{2,s_k}_{\text{loc}}(\Omega) \) and
\[
s_k > 1 + k\frac{N+1-p(N-1)-qN}{p(N-1)+qN}.
\]

Hence we can find \( k_0 \) large enough such that \( s_{k_0} > N \) and \( u \in W^{2,s_{k_0}}_{\text{loc}}(\Omega) \). By Sobolev imbedding, \( u \in C^2(\Omega) \). \( \square \)
Consider the following problem

\[
\begin{cases}
-\Delta v + (v + \mathbb{P}^\Omega[\mu_n])^p|\nabla (v + \mathbb{P}^\Omega[\mu_n])|^q = 0 & \text{in } \Omega \\
v = 0 & \text{on } \partial \Omega.
\end{cases}
\]

It is easy to see that 0 and $-\mathbb{P}^\Omega[\mu_n]$ are respectively supersolution and subsolution of (3.2). By [10, Theorem 6.5] there exists a solution $v_n \in W^{2,p}(\Omega)$ with $1 < p < \infty$ to problem (3.2) satisfying $-\mathbb{P}^\Omega[\mu_n] \leq v_n \leq 0$. Thus $u_n = v_n + \mathbb{P}^\Omega[\mu_n]$ is a solution of

\[
\begin{cases}
-\Delta u_n + u_n^p |\nabla u_n|^q = 0 & \text{in } \Omega \\
u_n = \mu_n & \text{on } \partial \Omega.
\end{cases}
\]

By the maximum principle, such solution is the unique solution of (3.3).

**Assertion 1:** \{\(u_n\)\} and \{|\nabla u_n|\} remain uniformly bounded respectively in \(L^{N(1/N)}(\Omega)\) and \(L^{N+1}(\Omega; \rho dx)\).

Let $\xi$ be the solution to

\[
-\Delta \xi = 1 \quad \text{in } \Omega, \quad \xi = 0 \quad \text{on } \partial \Omega,
\]

then there exists a constant $c_3 > 0$ such that $c_3^{-1} < -\frac{\partial \xi}{\partial n} < c_3$ on $\partial \Omega$ and $c_3^{-1} \rho \leq \xi \leq c_3 \rho$ in $\Omega$. By multiplying the equation in (3.3) by $\xi$ and integrating on $\Omega$, we obtain

\[
\int_\Omega u_n dx + \int_\Omega u_n^p |\nabla u_n|^q \rho dx \leq c_4 \|\mu\|_{2^r(\partial \Omega)}
\]

where $c_4$ is a positive constant independent of $n$. From Proposition 2.4 and by noticing that $u_n \leq \mathbb{P}^\Omega[\mu_n]$, we get

\[
\|u_n\|_{L^{\infty}(\Omega)} \leq \|\mathbb{P}^\Omega[\mu_n]\|_{L^{\infty}(\Omega)} \leq c_1 \|\mu_n\|_{L^1(\partial \Omega)} \leq c_1 c_2 \|\mu\|_{2^r(\partial \Omega)}.
\]

Set $f_n = -u_n^p |\nabla u_n|^q$ then $f_n \in L^1(\Omega)$ and $u_n$ satisfies $-\Delta u_n = f_n$ in $\Omega$, $u_n = 0$ on $\partial \Omega$. Again, from Proposition 2.4 and (3.5), we derive that

\[
\|\nabla u_n\|_{L^{N+1}(\Omega, \rho dx)} \leq c_4 \left(\|f_n\|_{L^1(\Omega)} + \|\mu_n\|_{L^1(\partial \Omega)}\right) \leq c'_4 \|\mu\|_{2^r(\partial \Omega)}
\]

where $c'_4$ is a positive constant depending only on $\Omega$ and $N$. Thus the assertion 1 follows from (3.6) and (3.7).

By regularity results for elliptic equations [13], there exist a subsequence, still denoted by \{\(u_n\)\}, and a function $u$ such that \{\(u_n\)\} and \{|\nabla u_n|\} converges to $u$ and \(|\nabla u|\) a.e. in $\Omega$.

**Assertion 2:** \{\(u_n\)\} converges to $u$ in $L^1(\Omega)$.
Indeed, since \( u_n \in L^{\frac{N}{N-1}}(\Omega) \), it follow from (2.9) that if \( G \subset \Omega \) be a Borel subset, then

\[
\int_G u_n dx \leq |G|^\frac{1}{N} \|u_n\|_{L^{\frac{N}{N-1}}(\Omega)} \leq c_1 c_2 |G|^\frac{1}{N} \|\mu\|_{2\mathfrak{M}(\partial \Omega)}.
\]

Hence \( \{u_n\} \) is uniformly integrable. Therefore the assertion 2 follows from Vitali’s convergence theorem.

**Assertion 3:** \( \{u^p_n|\nabla u_n|^q\} \) converges to \( u^p|\nabla u|^q \) in \( L^1_\rho(\Omega) \).

Indeed, let \( G \) be a Borel in \( \Omega \), \( \ell > 0 \), \( \lambda > 0 \) and write

\[
\int_G u^p_n|\nabla u_n|^q \rho dx = I_1 + I_2 + I_3 + I_4
\]

where

\[
\begin{align*}
I_1 &:= \int_{G \cap \{x: u_n \leq \ell, |\nabla u_n(x)| \leq \lambda\}} u^p_n|\nabla u_n|^q \rho dx, \\
I_2 &:= \int_{G \cap \{x: u_n > \ell, |\nabla u_n(x)| \leq \lambda\}} u^p_n|\nabla u_n|^q \rho dx, \\
I_3 &:= \int_{G \cap \{x: u_n \leq \ell, |\nabla u_n(x)| > \lambda\}} u^p_n|\nabla u_n|^q \rho dx, \\
I_4 &:= \int_{G \cap \{x: u_n > \ell, |\nabla u_n(x)| > \lambda\}} u^p_n|\nabla u_n|^q \rho dx.
\end{align*}
\]

We first notice that

\[
I_1 \leq \ell^p \lambda^q \int_G \rho dx.
\]

Next put \( A_n(t) = \{x \in \Omega : u_n > t\} \), \( t > 0 \) and \( a_n(t) = \int_{A_n(t)} \rho dx \).

Since \( 0 \leq u_n \leq \mathbb{P}^\Omega[\mu_n] \) and \( \mathbb{P}^\Omega[\mu_n] \in L^{\frac{N+1}{N-1}}(\Omega; \rho dx) \), it follows that \( u_n \in L^{\frac{N+1}{N-1}}(\Omega; \rho dx) \). By (2.8) and (2.10), we get

\[
a_n(t) \leq t^{-\frac{N+1}{N-1}} (\|u_n\|_{L^{\frac{N+1}{N-1}}(\Omega; \rho dx)}^{N+1})^{\frac{N+1}{N-1}} \leq t^{-\frac{N+1}{N-1}} (\|u_n\|_{L^{\frac{N+1}{N-1}}(\Omega; \rho dx)}^{N+1})^{\frac{N+1}{N-1}}.
\]

Combining the above inequality with (2.12) yields

\[
a_n(t) \leq t^{-\frac{N+1}{N-1}} (c_1 c_2 \|\mu\|_{2\mathfrak{M}(\partial \Omega)})^{\frac{N+1}{N-1}} := c_3 t^{-\frac{N+1}{N-1}}.
\]
By integration by parts and (3.12), we obtain
\[
\int_{\{x \in \Omega : u_n > \ell \}} u_p^p \rho \, dx = - \int_\ell^\infty t^p a_n(t) \, dt + p \int_\ell^\infty a_n(t) t^{p-1} \, dt \\
\leq \ell^p a_n(\ell) + c_5 p \int_\ell^\infty t^{p-1-\frac{N+1}{N+1}} \, dt \\
\leq \frac{c_5 (N+1)}{N+1 - p(N-1)} \ell^{p-\frac{N+1}{N+1}}
\]

Hence
\[
I_2 \leq \frac{c_5 (N+1)}{N+1 - p(N-1)} \ell^{p-\frac{N+1}{N+1}}.
\]

If \( \lambda = \ell^\frac{N+1}{N} \), then
\[(3.13) \quad I_2 \leq \frac{c_5 (N+1)}{N+1 - p(N-1)} \ell^{p\frac{N+1}{N} + q(N-1)}.
\]

Similarly, we get
\[(3.14) \quad I_3 \leq \frac{c_6 (N+1)}{N+1 - qN} \ell^{p\frac{N+1}{N} + q(N-1)}.
\]

Fix \( r \) such that
\[(3.15) \quad \frac{N+1}{N+1 - qN} < r < \frac{N+1}{p(N-1)}
\]
then by Hölder inequality,
\[
I_4 \leq \left( \int_{\{x : u_n > \ell \}} u^{pr} \, dx \right)^{\frac{1}{r}} \left( \int_{\{x : |\nabla u_n| > \lambda \}} |\nabla u|^{qr'} \, dx \right)^{\frac{1}{r'}}.
\]

Due to the choice of \( r \) in (3.15), \( r' < \frac{N+1}{Nq} \) where \( \frac{1}{r} + \frac{1}{r'} = 1 \). Therefore
\[(3.16) \quad I_4 \leq c_7 \ell^{p\frac{N+1}{(N-1)r} + q\frac{N-1}{N+1}} \lambda^{q\frac{N+1}{N+1}} = c_7 \ell^{p\frac{N+1}{(N-1)r} + q\frac{N-1}{N+1}}
\]
where \( c_7 = c_5 (N+1)(N+1 - pr(N-1))^{-r}(N+1 - qr'N)^{-r'} \). Combining
(3.9), (3.11)-(3.16) yields
\[(3.17) \quad \int_G u_n^p |\nabla u_n|^q \rho \, dx \leq \ell^{p\frac{N+1}{N-1} + qN} \int_G \rho \, dx + c_8 \ell^{p\frac{N+1}{N-1} + qN} \int_G \rho \, dx.
\]

For any \( \varepsilon > 0 \), since \( p(N-1) + qN < N+1 \), we fix \( \ell \) large enough that the second term on the right-hand side of (3.17) is smaller than \( \frac{\varepsilon}{2} \). Therefore,
\[
\int_G \rho \, dx < \frac{\varepsilon}{2} \ell^{p\frac{N+1}{N-1} + qN} \Rightarrow \int_G u_n^p |\nabla u_n|^q \rho \, dx < \varepsilon.
\]

Thus the assertion 3 is a consequence of Vitali’s convergence theorem.
For every \( \zeta \in C_0^2(\Omega) \), we have
\[
\begin{aligned}
\int_\Omega \left( -u_n \Delta \zeta + u_n^p |\nabla u_n|^q \right) dx &= -\int_{\partial \Omega} \mu_n \frac{\partial \zeta}{\partial n} dS.
\end{aligned}
\]

From assertion 2 and assertion 3, by taking into account that |\( \zeta \)| \( \leq c \rho \) in \( \Omega \), we can pass to the limit in each term in \((3.18)\) and obtain \((1.9)\); so \( u \) is a solution of \((1.8)\).

By Proposition 2.4 \( u \in L^{\frac{N}{N-1}}_{w}(\Omega) \) and \( |\nabla u| \in L^{\frac{N}{N+1}}_{w}(\Omega; \rho dx) \).

Next, let \( \{ \mu_n \} \) be a sequence of positive bounded measures on \( \partial \Omega \) which converges to a positive bounded measure \( \mu \) in the weak sense of measures and \( \{ u_{\mu_n} \} \) is be a sequence of corresponding solutions of \((3.3)\). Then by using the same argument as in assertion 2 and assertion 3, we deduce that there exists a subsequence such that \( \{ u_{\mu_{nk}} \} \) converges to a solution \( u_\mu \) of \((1.8)\) in \( L^1(\Omega) \) and \( \{ H(x, u_{\mu_{nk}}, \nabla u_{\mu_{nk}}) \} \) converges to \( H(x, u, \nabla u) \) in \( L^1(\Omega) \).

A variant of the stability result in theorem A is the following

**Corollary 3.2.** Assume either \( H \) satisfies \((1.6)\) with \( 0 < N(p+q-1) < p+1 \) or \( H \) satisfies \((1.7)\) with \( m_{p,q} < p_c \). Let \( \{ \delta_n \} \) be a decreasing sequence converging to 0, \( \mu \) is a bounded positive measure on \( \partial \Omega \) and \( \{ \mu_n \} \) is a sequence of bounded positive measure on \( \Sigma_{\delta_n} \) converging to \( \mu \) in the weak sense of measures and \( \{ u_{\mu_n} \} \) be a sequence of corresponding solutions of \((3.3)\) in \( D_{\delta_n} \). Then there exists a subsequence such that \( \{ u_{\mu_{nk}} \} \) converges in \( L^1(\Omega) \) to a solution \( u_\mu \) of \((1.8)\) and \( \{ H(x, u_{\mu_{nk}}, \nabla u_{\mu_{nk}}) \} \) converges to \( H(x, u, \nabla u) \) in \( L^1(\Omega) \).

**Proof.** As above, we consider the case \( H \) satisfies \((1.6)\) because the case \( H \) satisfies \((1.7)\) follows by similar argument. We extend \( u_{\mu_n} \) and \( |\nabla u_{\mu_n}| \) by zero outside \( D_{\delta_n} \) and still denote them by the same expressions. By regularity results for elliptic equations \[13\], there exist a subsequence, still denoted by \( \{ u_{\mu_n} \} \), and a function \( u \) such that \( \{ u_{\mu_n} \} \) and \( \{ |\nabla u_{\mu_n}| \} \) converges to \( u \) and \( |\nabla u| \) a.e. in \( \Omega \). Let \( G \subset \Omega \) be a Borel set and put \( G_n = G \cap D_{\delta_n} \). By using similar argument as in assertion 2 in the proof of theorem A, thanks to the estimate \( ||\bar{\Omega}[\mu]|_{\Sigma_{\delta_n}} ||_{L^1(\Omega_{\delta_n})} \leq c_7 ||\mu||_{\mathfrak{M}(\Sigma)} \), we derive
\[
\begin{aligned}
\int_{G_n} u_{\mu_n} dx &\leq |G_n|_w^\frac{1}{p} ||u_{\mu_n}||_{L^\infty(D_{\delta_n})} \leq c_1 c_2 |G_n|_w^\frac{1}{p} ||\bar{\Omega}[\mu]|_{\Sigma_{\delta_n}} ||_{L^1(\Omega_{\delta_n})} \\
&\leq c_1 c_2 c_7 |G|_w^\frac{1}{p} ||\mu||_{\mathfrak{M}(\Sigma)}.
\end{aligned}
\]
Hence, \( \{u_{\mu_n}\} \) is uniformly integrable. Therefore, due to Vitali’s convergence theorem, up to a subsequence, \( \{u_{\mu_n}\} \) converges to \( u \) in \( L^1(\Omega) \).

Set \( \rho_n(x) := (\rho(x) - \delta_n)_+ \). By using a similar argument as in Assertion 3 of the proof of Theorem A and taking into account that \( \int_{G_n} \rho_n \, dx \leq \int_F \rho \, dx \), we obtain that for any \( \varepsilon > 0 \) there exists \( \ell > 0 \) large enough, independent of \( n \), such that

\[
\int_{G_n} \rho_n \, dx < \varepsilon \quad \text{for all } n \geq \ell.
\]

Therefore, by Vitali’s convergence, up to a subsequence, \( \{u_{\mu_n}^p | \nabla u_{\mu_n}|^q\} \) converges to \( u^p | \nabla u|^q \) in \( L^1(\Omega) \).

Finally, if \( \zeta \in C^2_0(\Omega) \) we denote by \( \zeta_n \) the solution of

\[
- \Delta \zeta_n = - \Delta \zeta \quad \text{in } D_{\delta_n}, \quad \zeta_n = 0 \quad \text{on } \partial D_{\delta_n}.
\]

Then \( \zeta_n \in C^2_0(\overline{\Omega}_{\delta_n}) \), \( \zeta_n \rightharpoonup \zeta \) in \( C^2(\Omega) \) and \( \sup_n \| \zeta_n \|_{C^2(\Omega_{\delta_n})} < \infty \).

Furthermore,

\[
\int_{D_{\delta_n}} (-u_{\mu_n} \Delta \zeta_n + u_{\mu_n}^p | \nabla u_{\mu_n}|^q \zeta_n) \, dx = - \int_{\Sigma_{\delta_n}} \frac{\partial \zeta_n}{\partial n} \mu_n \, d\mathcal{H}^n
\]

By letting \( n \to \infty \), we deduce that \( u \) is a solution of (1.8). \( \square \)

**Remark.** Let \( \mu \in \mathfrak{M}_+(\partial \Omega) \) and \( u \) is a positive solution of (1.8). It follows from Proposition 2.2 that there exists a constant \( c \) depending on \( N, p, q, \Omega \) and \( \| \mu \|_{\mathfrak{M}(\partial \Omega)} \) such that

\[
u(x) \leq cp(x)^{-\beta_1} \quad \forall x \in \Omega,
\]

\[
|\nabla \nu(x)| \leq cp(x)^{-\beta_1-1} \quad \forall x \in \Omega.
\]

**Definition 3.3.** A nonnegative superharmonic function is called a \( \Delta \)-potential if its largest harmonic minorant is zero.

**Proposition 3.4.** Assume either \( H \) satisfies (1.6) with \( 0 < N(p+q-1) < p+1 \) or \( H \) satisfies (1.7) with \( m_{p,q} < p_c \). Let \( \mu \in \mathfrak{M}_+(\partial \Omega) \). If \( u \) is a positive solution of (1.8) then

\[
\lim_{x \to y \text{ tangentially}} \frac{u(x)}{P^\Omega[\mu](x)} = 1 \quad \text{non-tangentially, } \mu - a.e.
\]

**Proof.** Put \( v_\mu = P^\Omega[\mu] - u \) then \( v_\mu > 0 \) and \( -\Delta v_\mu = u^p |\nabla u|^q \geq 0 \) in \( \Omega \). It means \( v_\mu \) is a positive superharmonic function in \( \Omega \). By Riesz Representation Theorem (see [12]), \( v_\mu \) can be written as follows: \( v_\mu = v_h + v_p \) where \( v_h \) is a nonnegative harmonic function and \( v_p \) is a \( \Delta \)-potential (see [12] for more details). Since the boundary trace of \( v_\mu \) is a zero measure, it follows the boundary trace of \( v_h \) and \( v_p \) is zero.
measure. Hence \( v_h = 0 \) in \( \Omega \), therefore \( v_\mu = v_p \). By [12, Theorem 2.11 and Lemma 2.13], we derive (3.25). \( \square \)

3.2. Boundary trace.

**Definition 3.5.** A positive solution \( u \) of (1.1) is moderate if \( u \in L^1(\Omega) \) and \( H(\cdot, u, \nabla u) \in L_\rho^1(\Omega) \).

It’s clear to see that

**Proposition 3.6.** The following statements are equivalent

i) \( u \) is a moderate solution of (1.1).

ii) There exists \( \mu \in \mathcal{M}_+(\partial \Omega) \) such that \( u \) is a solution of (1.8).

iii) \( u \) is bounded from above by an harmonic function in \( \Omega \).

**Definition 3.7.** Assume \( \mu \in \mathcal{M}(\Sigma) \) and \( \mu_\delta \in \mathcal{M}(\Sigma_\delta) \) for each \( \delta \in (0, \delta_0) \). We say that \( \mu_\delta \to \mu \) as \( \delta \to 0 \) in the sense of weak convergence of measures if

\[
\lim_{\delta \to 0} \int_{\Sigma_\delta} \phi(\sigma(x))d\mu_\delta = \int_{\Sigma} \phi d\mu \quad \forall \phi \in C_c(\Sigma).
\]

A function \( u \in C(\Omega) \) of (1.1) possesses a measure boundary trace \( \mu \in \mathcal{M}(\Sigma) \) if

\[
\lim_{\delta \to 0} \int_{\Sigma_\delta} \phi(\sigma(x))u(x)dS = \int_{\Sigma} \phi d\mu \quad \forall \phi \in C_c(\Sigma).
\]

Similarly, if \( A \) is a relatively open subset of \( \Sigma \), we say that \( u \) possesses a trace \( \mu \) on \( A \) in the sense of weak convergence of measures if \( \mu \in \mathcal{M}(A) \) and (3.27) holds for every \( \phi \in C_c(A) \).

By adapting the proof of [17, Cor 2.3] to (1.1), we obtain

**Proposition 3.8.** Let \( u \in C^2(\Omega) \) be a positive solution of (1.1). Suppose that for some \( z \in \partial \Omega \) there exists an open neighborhood \( U \) such that

\[
\int_{U \cap \Omega} H(x, u, \nabla u)\rho \, dx < \infty.
\]

Then \( u \in L^1(K \cap \Omega) \) for every compact set \( K \subset U \) and there exists a positive Radon measure \( \nu \) on \( \Sigma \cap U \) such that

\[
\lim_{\delta \to 0} \int_{\Sigma_\delta \cap U} \phi(\sigma(x))u(x)dS = \int_{\Sigma \cap U} \phi d\nu \quad \forall \phi \in C_c(\Sigma \cap U).
\]
Definition 3.9. Let \( u \in C^2(\Omega) \) be a positive solution of (1.1). A point \( z \in \partial \Omega \) is a regular boundary point of \( u \) if there exists an open neighborhood \( U \) of \( z \) such that \((3.28)\) holds. The set of regular points is denoted by \( R(u) \). Its complement \( S(u) = \partial \Omega \setminus R(u) \) is called the singular boundary set of \( u \).

Clearly \( R(u) \) is relatively open and there exists a positive Radon measure \( \mu \) on \( R(u) \) such that \( u \) admits \( \mu := \mu(u) \) as a measure boundary trace on \( R(u) \) and \( \mu(u) \) is uniquely determined. The couple \((S(u), \mu)\) is called the boundary trace of \( u \) and denoted by \( \text{tr}_{\partial \Omega}(u) \).

Concerning \( S(u) \), we get the following result by employing [17, Lemma 2.8].

Proposition 3.10. Let \( u \in C^2(\Omega) \) be a positive solution of (1.1) with the singular boundary set \( S(u) \). If \( z \in S(u) \) is such that there exists an open neighborhood \( U \) of \( z \) such that \( u \in L^1(U \cap \Omega) \), then for every neighborhood \( V \) of \( z \) there holds
\[
(3.30) \quad \lim_{\delta \to 0} \int_{\Sigma_{\delta} \cap V} u \, dS = \infty.
\]

Theorem 3.11. Assume either \( H \) satisfies (1.6) with \( 0 < N(p + q - 1) < p + 1 \) or \( H \) satisfies (1.7) with \( m_{p,q} < p_c \). If \( u \in C^2(\Omega) \) is a positive solution of (1.1), then (3.30) holds for every \( z \in S(u) \).

Proof. By translation we assume \( z = 0 \in S(u) \) and (3.30) does not hold. We proceed by contradiction, assuming that there exists an open neighborhood \( G \) of 0 such that
\[
(3.31) \quad \liminf_{\delta \to 0} \int_{\Sigma_{\delta} \cap G} u \, dS < \infty.
\]

It follows from Proposition 3.10 that if \( U \) is a neighborhood of \( z \) then \( \int_{\Omega \cap U} u \, dx = \infty \), which leads to \( \limsup_{\delta \to 0} \int_{\Sigma_{\delta} \cap U} u \, dS = \infty \). For each \( n \in \mathbb{N}_* \), we take \( U = B_{\frac{1}{n}}(0) \). Then there exists a sequence \( \{ \delta_{n,m} \}_{m \in \mathbb{N}} \) tending to 0 as \( m \to \infty \) such that \( \lim_{m \to \infty} \int_{\Sigma_{\delta_{n,m}} \cap B_{\frac{1}{n}}(0)} u \, dS = \infty \).

Then, for any \( k > 0 \), there exists \( m_k := m_{n,k} \in \mathbb{N} \) such that
\[
(3.32) \quad m \geq m_k \implies \int_{\Sigma_{\delta_{n,m}} \cap B_{\frac{1}{n}}(0)} u \, dS \geq k
\]
and \( m_{n,k} \to \infty \) when \( n \to \infty \). In particular there exists \( t := t(n, k) > 0 \) such that
\[
(3.33) \quad \int_{\Sigma_{\delta_{n,m}} \cap B_{\frac{1}{n}}(0)} \inf \{ u, t \} \, dS = k.
\]
By the comparison principle $u$ is bounded from below in $D_{\delta_n,m}$ by the solution $v := v_{\delta_n,m}$ of

\begin{equation}
\begin{aligned}
-\Delta v + H(x, v, \nabla v) = 0 & \quad \text{in } D_{\delta_n,m} \\
v = \inf \{u, t\} & \quad \text{on } \Sigma_{\delta_n,m}.
\end{aligned}
\end{equation}

(3.34)

When $n \to \infty$, $\inf \{u, t(n, k)\} dS$ converges in the weak sense of measures to $k\delta_0$. By Corollary 3.2 there exists a subsequence, still denoted by $\{v_{\delta_n,m}\}_n$, such that $v_{\delta_n,m} \to u_{k,0}$ when $n \to \infty$ where $u_{k,0}$ is the unique solution of (4.7) and consequently $u \geq u_{k,0}$ in $\Omega$. Therefore,

\begin{equation}
\liminf_{\delta \to 0} \int_{\Sigma_{\delta}} u \zeta \, dS \geq \lim_{\delta \to 0} \int_{\Sigma_{\delta}} u_{k,0} \zeta \, dS = k
\end{equation}

(3.35)

for any nonnegative $\zeta \in C^\infty(\mathbb{R}^N)$ such that $\zeta = 1$ in a neighborhood of $0$. Since $k$ is arbitrary we obtain

\begin{equation}
\liminf_{\delta \to 0} \int_{\Sigma_{\delta}} u \, dS = \infty
\end{equation}

(3.36)

which contradicts (3.31). $\square$

4. ISOLATED BOUNDARY SINGULARITIES

4.1. Weak singularities. Let us give useful estimates involving solutions with isolated boundary singularities which play a key role in the proof of uniqueness and removability results in the sequel.

Lemma 4.1. Assume $u \in C(\Omega \setminus \{0\}) \cap C^2(\Omega)$ is a nonnegative solution of (1.1) in $\Omega$ which vanishes on $\partial \Omega \setminus \{0\}$.

i) Assume $H$ satisfies (1.6). Then

\begin{equation}
\left|\nabla u(x)\right| \leq \Lambda_3 \left|x\right|^{-\beta_1-1} \quad \forall x \in \Omega,
\end{equation}

(4.2)

\begin{equation}
u(x) \leq \check{\Lambda}_3 \rho(x) \left|x\right|^{-\beta_1-1} \quad \forall x \in \Omega
\end{equation}

(4.3)

where $\Lambda_1$ is defined in (2.4), $\Lambda_3 = \Lambda_3(N, p, q, \Omega)$ and $\check{\Lambda}_3 = \check{\Lambda}_3(N, p, q, \Omega)$.

ii) Assume $H$ satisfies (1.7). Then

\begin{equation}
u(x) \leq \Lambda_2 \left|x\right|^{-\beta_2} \quad \forall x \in \Omega,
\end{equation}

(4.4)

\begin{equation}\left|\nabla u(x)\right| \leq \Lambda_4 \left|x\right|^{-\beta_2-1} \quad \forall x \in \Omega,
\end{equation}

(4.5)

\begin{equation}
u(x) \leq \check{\Lambda}_4 \rho(x) \left|x\right|^{-\beta_2-1} \quad \forall x \in \Omega
\end{equation}

(4.6)
where \( \Lambda_2 = \Lambda_2(p, q) \), \( \Lambda_4 = \Lambda_4(N, p, q, \Omega) \) and \( \tilde{\Lambda}_4 = \tilde{\Lambda}_4(N, p, q, \Omega) \).

Proof. The proof is an adaptation of [19, Lemma 3.3 and Lemma 3.4]. We deal only with the case where \( H \) satisfies (1.6) since the case \( H \) satisfies (1.7) can be treated in a similar way. For \( \epsilon > 0 \), we set

\[
P_\epsilon(r) = \begin{cases} 0 & \text{if } r \leq \epsilon \\ \frac{-r^4}{2} + 3\epsilon^2 - \frac{6\epsilon^2}{r} + 5r - \frac{3\epsilon}{2} & \text{if } \epsilon < r < 2\epsilon \\ \frac{-3\epsilon}{2} & \text{if } r \geq 2\epsilon \end{cases}
\]

and let \( u_\epsilon \) be the extension of \( P_\epsilon(u) \) by zero outside \( \Omega \). There exists \( R_0 \) such that \( \Omega \subset B_{R_0} \). Since \( 0 \leq P_\epsilon'(r) \leq 1 \) and \( P_\epsilon \) is convex, \( u_\epsilon \in C^2(\mathbb{R}^N) \) and it satisfies \(-\Delta u_\epsilon + u_\epsilon^p \nabla u_\epsilon^q \leq 0 \). Furthermore \( u_\epsilon \) vanishes in \( B_{R_0}^c \).

For \( R \geq R_0 \) we set

\[
U_{\epsilon,R}(x) = \Lambda_1 \left( (|x| - \epsilon)^{-\beta_1} - (R - \epsilon)^{-\beta_1} \right) \quad \forall x \in B_R \setminus B_\epsilon,
\]

then \(-\Delta U_{\epsilon,R} + U_{\epsilon,R}^p \nabla U_{\epsilon,R}^q \geq 0 \). Since \( u_\epsilon \) vanishes on \( \partial B_R \) and is finite on \( \partial B_\epsilon \) it follows \( u_\epsilon \leq U_{\epsilon,R} \) in \( B_R \setminus \overline{B_\epsilon} \). Letting successively \( \epsilon \to 0 \) and \( R \to \infty \) yields to (4.4).

For \( \ell > 0 \), define \( T_\ell^k[u](x) = \ell^{\beta_1} u(\ell x), x \in \Omega^\ell := \ell^{-1} \Omega \). If \( x_0 \in \Omega \), we set \( R = |x_0| \) and \( u_R(x) = T_\ell^k[u](x) \). Then \( u_R \) satisfies (4.1) in \( \Omega^R \). By (4.1), \( \max\{|u_R(x)| : \frac{1}{2} \leq |x| \leq \frac{3}{2} \} \leq 2^{\beta_1} \Lambda_1 \). By [7, Theorem 1], there exists \( \Lambda_3 = \Lambda_3(N, \Omega, p, q) \) such that \( \max\{|\nabla u_R(x)| : \frac{3}{4} \leq |x| \leq \frac{5}{4} \} \leq \Lambda_3 \). In particular, \( |\nabla u_R(x)| \leq \Lambda_3 |x| \) with \( |x| = 1 \). Hence \( |\nabla u(x_0)| \leq \Lambda_3 |x_0|^{-\beta_1-1} \).

Finally, (4.3) follows from (4.1) and (4.2).

Uniqueness can be obtained if \( \mu \) is a bounded measure concentrated at a point on \( \partial \Omega \).

Theorem 4.2. Assume either \( H \) satisfies (1.6) with \( 0 < N(p+q-1) < p+1 \) or \( H \) satisfies (1.7) with \( m_{p,q} < p_c \). Then for every \( k > 0 \), there exists a unique solution, denoted by \( u_{k,0}^\Omega \), of the problem

\[
\begin{cases} -\Delta u + H(x, u, \nabla u) = 0 & \text{in } \Omega \\ u = k \delta_0 & \text{on } \partial \Omega. \end{cases}
\]

Moreover, \( u_{k,0}^\Omega(x) = k(1 + o(1))P^\Omega(x, 0) \) as \( x \to 0 \). Consequently the mapping \( k \mapsto u_{k,0}^\Omega \) is increasing.

The existence of a solution to (4.7) is guaranteed by Theorem A. The uniqueness is obtained due to the following lemma.

Lemma 4.3. Under the assumption of Theorem 4.2, let \( u \) be a solution to (4.7). Then

\[
\mathbb{C}^\Omega[H(., u, \nabla u)](x) = o(P^\Omega(x, 0)) \quad \text{as } x \to 0.
\]
Proof. We prove (4.8) in the case $H$ satisfies (1.6). The case $H$ satisfies (1.7) can be treated in a similar way.

**Assertion:** For every $x \in \Omega$, there hold

$$|\nabla u(x)| \leq \Lambda_5 k |x|^{-N}$$

where $\Lambda_5$ is a positive constant depending on $N, p, q, \Omega$.

Indeed, since $u$ is a solution of (4.7), it follows from the maximum principle that $u \leq k P^\Omega(x, 0) \leq k c_N |x|^{1-N}$ in $\Omega$ where $c_N$ is a positive constant depending on $N$ and $\Omega$. By adapting argument in Lemma 4.1, we obtain (4.9).

Next, it follows from Lemma 4.3 that

$$G^\Omega[H(\cdot, u, \nabla u)](x) \leq c_8 \int_\Omega G^\Omega(x, y) |y|^{-(N-1)p-Nq} \, dy \quad \forall x \in \Omega.$$

Since $G^\Omega(x, y) \leq c_9 \rho(x) |x-y|^{-N} \min\{|x-y|, \rho(y)\}$ for every $x, y \in \Omega, x \neq y$ where $c_9 = c_9 (N, \Omega)$ (see [18]), we deduce, for $\varepsilon_0 \in (0, 1)$, that

$$G^\Omega(x, y) \leq c_9 \rho(x) \rho(y)^{1-\varepsilon_0} |x-y|^{\varepsilon_0-N} \quad \forall x, y \in \Omega, x \neq y,$$

The above estimate, joint with (4.10), implies that

$$G^\Omega[H(\cdot, u, \nabla u)](x) \leq c_{10} |x|^N P^\Omega(x, 0) \int_{\mathbb{R}^N} |x-y|^{\varepsilon_0-N} |y|^{1-(N-1)p-Nq-\varepsilon_0} \, dy.$$

We fix $\varepsilon_0$ such that $0 < \varepsilon_0 < \min\{1, N+1 - (N-1)p - Nq\}$. By the following identity (see [8]),

$$\int_{\mathbb{R}^N} |x-y|^{\varepsilon_0-N} |y|^{1-(N-1)p-Nq-\varepsilon_0} \, dy = c_{11} |x|^{N+1-(N-1)p-Nq}$$

where $c_{11} = c_{11} (N, \varepsilon_0)$, we obtain

$$G^\Omega[H(\cdot, u, \nabla u)](x) \leq \alpha_1 c_{10} c_{11} |x|^{N+1-(N-1)p-Nq} P^\Omega(x, 0).$$

Since $N+1-(N-1)p-Nq > 0$, by letting $x \to 0$, we obtain (4.8). □

**Proof of Theorem 4.2.** Let $u$ be a solution of (4.7) then $u(x) = k P^\Omega(x, 0) - G^\Omega[H(\cdot, u, \nabla u)](x)$. From (4.8), we obtain

$$u(x) = k (1 + o(1)) P^\Omega(x, 0) \quad \text{as } x \to 0,$$

which, along with the comparison principle, implies the uniqueness of $u^\Omega_{k,0}$ and the monotonicity of $k \mapsto u^\Omega_{k,0}$. □
Proposition 4.4. Assume either $H$ satisfies (1.6) with $0 < N(p+q-1) < p+1$ or $H$ satisfies (1.7) with $m_{p,q} < p_c$. Then for every $k > 0$, there exists a positive constant $d_k$ depending on $N$, $p$, $q$, $k$ and $\Omega$ such that

$$d_k P^\Omega(x,0) < u^\Omega_{k,0}(x) < k P^\Omega(x,0) \quad \forall x \in \Omega.$$  

Proof. The second inequality follows straightforward from comparison principle. In order to prove the first inequality, put $A = \{d > 0 : d P^\Omega(.,0) < k P^\Omega(.,0)\}$. Suppose by contradiction that $A = \emptyset$. Then for each $n \in \mathbb{N}$, there exists a point $x_n \in \Omega$ such that

$$n u^\Omega_{k,0}(x_n) < P^\Omega(x_n,0).$$

We may assume that $\{x_n\}$ converges to a point $x^* \in \Omega$. We deduce from (4.16) that $x^* \notin \Omega$. Thus $x^* \in \partial \Omega$. By Theorem 4.2 $x^* \in \partial \Omega \setminus B_\epsilon(0)$ for some $\epsilon > 0$. Following the notations in Section 2, denote by $\sigma(x_n)$ the projection of $x_n$ on $\partial \Omega$. It follows from (4.16) that

$$\frac{u^\Omega_{k,0}(\sigma(x_n)) - u^\Omega_{k,0}(x_n)}{\rho(x_n)} > \frac{1}{n} \frac{P^\Omega(\sigma(x_n),0) - P^\Omega(x_n,0)}{\rho(x_n)}.$$ 

By letting $n \to \infty$, we obtain $\frac{\partial u^\Omega_{k,0}}{\partial n}(x^*) \geq 0$ which contradicts Hopf lemma. Thus $A \neq \emptyset$. Put $d_k = \max A$. By combining (4.11) and boundary Harnack inequality, we deduce that $d_k$ depends on $N$, $p$, $q$, $k$ and $\Omega$. □

Proof of Theorem B. The proof follows from Theorem 4.2 and Proposition 4.4. □

The next result give us existence and uniqueness of weakly singular solution in the case that $\Omega$ is unbounded domain.

Theorem 4.5. Assume either $H$ satisfies (1.6) with $0 < N(p+q-1) < p+1$ or $H$ satisfies (1.7) with $m_{p,q} < p_c$. Let either $\Omega = \mathbb{R}_+^N := \{x = (x',x_N) : x_N > 0\}$ or $\partial \Omega$ be compact with $0 \in \partial \Omega$ ($\Omega$ is possibly unbounded). Then there exists a unique solution $u^\Omega_{k,0}$ to problem (4.7).

Proof. If $\partial \Omega$ is compact, for each $n \in \mathbb{N}$ large enough, $\partial \Omega \subset B_n(0)$. We set $\Omega_n = \Omega \cap B_n(0)$ and denote by $u^\Omega_{k,0,n}$ the unique solution of

$$-\Delta u + H(x,u,\nabla u) = 0 \quad \text{in } \Omega_n$$

$$u = k\delta_0 \quad \text{on } \partial \Omega_n.$$ 

Then by the maximum principle,

$$u^\Omega_{k,0,n}(x) \leq k P^\Omega_n(x,0) \quad \forall x \in \Omega_n.$$
Thus $\{u_{k,0}^{\omega_n}\}$ increase to a function $u^*$ which satisfies
\begin{equation}
(4.19) \quad u^*(x) \leq kP^\omega(x,0) \quad \forall x \in \Omega.
\end{equation}
By regularity theory, $\{\nabla u_{k,0}^{\omega_n}\}_n$ converges locally uniformly in $\Omega \setminus B_r(0)$ for any $r > 0$ when $n \to \infty$, and thus $u^* \in C(\Omega \setminus \{0\})$ is a positive solution of (4.7) in $\Omega$ vanishing on $\partial \Omega \setminus \{0\}$. The estimate (4.19) implies that the boundary trace of $u^*$ is a Dirac measure at 0, which is in fact $k\delta_0$ due to (4.14) for $\Omega_n$, (4.18) and (4.19). Uniqueness also follows from these estimates. \hfill \Box

4.2. Strong singularities. Proof of Theorem C. By Theorem B and Lemma 4.1, the sequence $\{u_{k,0}^{\omega_n}\}$ is nondecreasing and bounded from above by either $\Lambda_1|x|^{-\beta_1}$ or $\Lambda_2|x|^{-\beta_2}$. Therefore $\{u_{k,0}^{\omega_n}\}$ increases to a function $u_{\omega_0}^{\omega}$. By regularity theory, $u_{\omega_0}^{\omega}$ is a solution of (1.1) vanishing on $\partial \Omega \setminus \{0\}$. Moreover, since $u_{\omega_0}^{\omega} \geq u_{k,0}^{\omega}$ for every $k > 0$, $\text{tr}_{\partial \Omega}(u_{\omega_0}^{\omega}) = (\{0\},0)$. If $v \in U_0^\omega$ then by using the argument as in the proof of Theorem 3.11 we deduce that $v \geq u_{\omega_0}^{\omega}$. Hence $u_{\omega_0}^{\omega} = \min U_0^\omega$.

For any $\ell > 0$ and any solution of (1.1), define
\begin{equation}
(4.20) \quad \Omega^\ell = \ell^{-1} \Omega, \quad T^\ell_1[u](x) = \ell^{\beta_1} u(\ell x), \quad T^\ell_2[u](x) = \ell^{\beta_2} u(\ell x) \quad \forall x \in \Omega^\ell.
\end{equation}

**Proposition 4.6.** Let $v \in C(\Omega \setminus \{0\}) \cap C^2(\Omega)$ be a nonnegative solution of (1.1) vanishing on $\partial \Omega \setminus \{0\}$.

1) Assume $H$ satisfies (1.6). For each $\ell$, put $v_\ell(x) = T^\ell_1[v](x)$. Then, up to a subsequence, $\{v_\ell\}$ converges in $C^1_{\text{loc}}(\mathbb{R}^N_+ \setminus \{0\})$, as $\ell \to 0$, to a solution of
\begin{equation}
(4.21) \quad -\Delta u + u^p |\nabla u|^q = 0 \quad \text{in } \mathbb{R}^N_+, \quad u = 0 \quad \text{on } \partial \mathbb{R}^N_+ \setminus \{0\}.
\end{equation}

2) Assume $H$ satisfies (1.7). For each $\ell$, put $v_\ell(x) = T^\ell_2[v](x)$.

2.i) If $p = \frac{q}{2-q}$ then, up to a subsequence, $\{v_\ell\}$ converges in $C^1_{\text{loc}}(\mathbb{R}^N_+ \setminus \{0\})$, as $\ell \to 0$, to a solution of
\begin{equation}
(4.22) \quad -\Delta u + u^p + |\nabla u|^q = 0 \quad \text{in } \mathbb{R}^N_+, \quad u = 0 \quad \text{on } \partial \mathbb{R}^N_+ \setminus \{0\}.
\end{equation}

2.ii) If $p > \frac{q}{2-q}$ then, up to a subsequence, $\{v_\ell\}$ converges in $C^1_{\text{loc}}(\mathbb{R}^N_+ \setminus \{0\})$, as $\ell \to 0$, to a solution of
\begin{equation}
(4.23) \quad -\Delta u + u^p = 0 \quad \text{in } \mathbb{R}^N_+, \quad u = 0 \quad \text{on } \partial \mathbb{R}^N_+ \setminus \{0\}.
\end{equation}

2.iii) If $p < \frac{q}{2-q}$ then, up to a subsequence, $\{v_\ell\}$ converges in $C^1_{\text{loc}}(\mathbb{R}^N_+ \setminus \{0\})$, as $\ell \to 0$, to a solution of
\begin{equation}
(4.24) \quad -\Delta u + |\nabla u|^q = 0 \quad \text{in } \mathbb{R}^N_+, \quad u = 0 \quad \text{on } \partial \mathbb{R}^N_+ \setminus \{0\}.
\end{equation}
Moreover, \( \Gamma \) where \( \gamma \) is a solution of \( (1.7) \) with \( \gamma = \gamma(N,p,q,R) \in (0,1) \) such that

\[
\text{sup}\{|v_\ell(x)| + |\nabla v_\ell(x)| : x \in \Gamma_{R^{-1},R} \cap \Omega^\ell \}
\]

\[
+ \text{sup}\left\{ \frac{|\nabla v_\ell(x) - \nabla v_\ell(y)|}{|x-y|^{\gamma}} : x,y \in \Gamma_{R^{-1},R} \cap \Omega^\ell \right\} \leq M
\]

where \( \Gamma_{t_1,t_2} \) is a sequence of \( \{t_n\} \) and a function \( v_R^\ell \in C^1(\mathbb{R}^N_+ \setminus \{0\}) \) such that \( \{v_{\ell_n}\} \) converges to \( v_R^\ell \) in \( C^1_{\text{loc}}(\mathbb{R}^N_+ \setminus \{0\}) \) which is a solution of

\[
\left\{ 
\begin{align*}
-\Delta v + H(x,v,\nabla v) &= 0 & \text{in } \mathbb{R}^N_+ \\
v &= 0 & \text{in } \partial \mathbb{R}^N_+ \setminus \{0\}
\end{align*}
\right.
\]

Moreover,

\[
\lim_{n \to \infty} \left( \text{sup}\{|v_{\ell_n} - v_R^\ell(x)| : x \in \Omega_{R^{-1},R} \cap \Omega^\ell \} \right) = 0.
\]

\[ \square \]

**Proposition 4.7.** Under the assumptions of Proposition 4.6, if \( v = v_{\infty,0}^\Omega \) then, up to a subsequence, \( \{v_\ell\} \) converge to \( v_{\infty}^\mathbb{R}^N_+ \) where \( v_{\infty}^\mathbb{R}^N_+ \) is a solution of

\[
\left\{ 
\begin{align*}
\text{(4.21)} & \text{ if } H \text{ satisfies } (1.6) \\
\text{(4.22)} & \text{ if } H \text{ satisfies } (1.7) \text{ with } p = \frac{q}{2-q} \\
\text{(4.23)} & \text{ if } H \text{ satisfies } (1.7) \text{ with } p > \frac{q}{2-q} \\
\text{(4.24)} & \text{ if } H \text{ satisfies } (1.7) \text{ with } p < \frac{q}{2-q}
\end{align*}
\right.
\]

with boundary trace \( \text{tr}_{\partial \Omega}(v_{\infty}^\mathbb{R}^N_+) = (\{0\},0) \).
Moreover, if $H$ satisfies \(1.7\) then \(\{v_\ell\}\) converges to
\[
\begin{cases}
u_{p,\infty,0}^{\mathbb{R}^N} & \text{if } p > \frac{q}{2-q} \text{ where } \nu_{p,\infty,0}^{\mathbb{R}^N} \text{ is the solution of (1.26) with } \Omega = \mathbb{R}^N, \\
u_{q,\infty,0}^{\mathbb{R}^N} & \text{if } p < \frac{q}{2-q} \text{ where } \nu_{q,\infty,0}^{\mathbb{R}^N} \text{ is the solution of (1.27) with } \Omega = \mathbb{R}^N.
\end{cases}
\]

Proof. Since \(v_\ell \geq u_{k,0}^\Omega\) for every \(\ell > 0, \ k > 0\), \(v_{R,0}^{\mathbb{R}^N} \geq u_{k,0}^{\mathbb{R}^N}\) for every \(k > 0\). Hence \(tr_{\partial\Omega}(u_{R,0}^{\mathbb{R}^N}) = (\{0\}, 0)\).

If $H$ satisfies \(1.7\) with $p \neq \frac{q}{2-q}$ then by uniqueness of strongly singular solution (see \[17\] and \[19\]) either \(U_{0,\infty,0}^{\mathbb{R}^N} = \{u_{p,\infty,0}^{\mathbb{R}^N}\} \) if $p > \frac{q}{2-q}$ or \(U_{0,\infty,0}^{\mathbb{R}^N} = \{u_{q,\infty,0}^{\mathbb{R}^N}\} \) if $p < \frac{q}{2-q}$. Therefore either \(v_{R,0}^{\mathbb{R}^N} = u_{p,\infty,0}^{\mathbb{R}^N}\) if $p > \frac{q}{2-q}$ or \(v_{R,0}^{\mathbb{R}^N} = u_{q,\infty,0}^{\mathbb{R}^N}\) if $p < \frac{q}{2-q}$.

We next study structure of the classes \(\mathcal{E}_i\) (\(i = 1, 2, 3, 4\)) (\(\mathcal{E}_i\) is defined in \(1.23\)).

Theorem 4.8. i) Assume either $H$ satisfies \(1.6\) with $N(p + q - 1) \geq p + 1$ or $H$ satisfies \(1.7\) with $m_{p,q} \geq p_c$. Then \(\mathcal{E}_i = \emptyset\) where \(i = 1\) if $H$ satisfies \(1.6\), \(i = 2\) if $H$ satisfies \(1.7\) with $p = \frac{q}{2-q}$, \(i = 3\) if $H$ satisfies \(1.7\) with $p > \frac{q}{2-q}$, \(i = 4\) if $H$ satisfies \(1.7\) with $p < \frac{q}{2-q}$.

ii) Assume either $H$ satisfies \(1.6\) with $0 < N(p + q - 1) < p + 1$ or $H$ satisfies \(1.7\) with $m_{p,q} < p_c$. Then \(\mathcal{E}_i \neq \emptyset\) with $i \in 1, 4$ determined in the statement i).

Proof. Notice that when $H$ satisfies \(1.7\) with $p \neq \frac{q}{2-q}$, the statement i) and ii) have been proved in \[17\] and \[19\]. Moreover, if $m_{p,q} = p_c$ then \(\mathcal{E}_i = \{\omega_i^*\}\) with \(i = 3\) if $p > \frac{q}{2-q}$, \(i = 4\) if $p < \frac{q}{2-q}$. So we are left with the case when $H$ satisfies either \(1.6\) or $H$ satisfies \(1.7\) with $p = \frac{q}{2-q}$ and we only give the proof for the case $H$ satisfies \(1.6\).

Proof of statement i). Denote by $\varphi_1$ the first eigenfunction of $-\Delta'$ in $W^{1,2}(S_+^{N-1})$, normalized such that $\max_{S_+^{N-1}} \varphi_1 = 1$, with corresponding eigenvalue $\lambda_1 = N - 1$. Multiplying \(1.18\) by $\varphi_1$ and integrating over $S_+^{N-1}$, we get
\[
[N - 1 - \beta_1(\beta_1 + 2 - N)] \int_{S_+^{N-1}} \omega \varphi_1 dx
+ \int_{S_+^{N-1}} \omega^p(\beta_1^2 \omega^2 + |\nabla \omega|^2)^{\frac{p}{2}} \varphi_1 dx = 0.
\]

Therefore if $N - 1 \geq \beta_1(\beta_1 + 2 - N)$, namely $N(p + q - 1) \geq p + 1$, then there exists no positive solution of \(1.18\).
Proof of statement ii). The proof is based on construction a subsolution and a supersolution to (1.18). By a computation, we can prove that \( \omega := \theta_1 \varphi^2 \) is a positive subsolution of (1.18) with \( \theta_1 > 0 \) small and \( 1 < \theta_2 < \frac{\beta_1 (\beta_1 + 2 - N)}{N-1} \). Next, it is easy to see that \( \overline{\omega} = \theta_4 \), with \( \theta_4 > 0 \) large enough, is a supersolution of (1.18) and \( \overline{\omega} \) in \( S^{N-1} \). Therefore by [10] there exists a solution \( \omega^*_1 \in W^{2,m}(S^{N-1}_+) \) (for any \( m > N \)) to (1.18) such that \( 0 < \omega \leq \omega^*_1 \leq \overline{\omega} \) in \( S^{N-1}_+ \). By regularity theory, \( \omega^*_1 \in C^\infty(S^{N-1}_+) \).

The structure of \( \mathcal{E}_i \) \( (i = 1, 2) \) is analyzed in the following theorem.

**Theorem 4.9.** i) If \( H \) satisfies (1.6) with \( N(p + q - 1) < p + 1 \) and \( p \geq 1 \) then \( \mathcal{E}_1 = \{ \omega^*_1 \} \).

ii) If \( H \) satisfies (1.7) with \( m_{p,q} < p_c \) and \( p = \frac{q}{2-q} \) then \( \mathcal{E}_2 = \{ \omega^*_2 \} \).

**Proof.** We give below only the proof of statement i) because the statement ii) can be treated in a similar way. Suppose that \( \omega_1 \) and \( \omega_2 \) are two positive different solutions of (1.18) and by Hopf lemma \( \nabla' \omega_i \) \( (i = 1, 2) \) does not vanish on \( S^{N-1}_+ \). Up to exchanging the role of \( \omega_1 \) and \( \omega_2 \), we may assume \( \max_{S^{N-1}_+} \omega_2 \geq \max_{S^{N-1}_+} \omega_1 \) and

\[
\tau_0 := \inf \{ \tau > 1 : \tau \omega_1 > \omega_2 \text{ in } S^{N-1}_+ \} > 1.
\]

Set \( \omega_{1,\tau_0} := \tau_0 \omega_1 \), then \( \omega_{1,\tau_0} \) is a positive supersolution to problem (1.18). Put \( \tilde{\omega} = \omega_{1,\tau_0} - \omega_2 \geq 0 \). If there exists \( \sigma_0 \in S^{N-1}_+ \) such that \( \omega_{1,\tau_0}(\sigma_0) = \omega_2(\sigma_0) > 0 \) and \( \nabla \omega_{1,\tau_0}(\sigma_0) = \nabla \omega_2(\sigma_0) \) then \( \tilde{\omega}(\sigma_0) = 0 \) and \( \nabla' \tilde{\omega}(\sigma_0) = 0 \). This contradicts the strong maximum principle (see [4]). If \( \omega_{1,\tau_0} > \omega_2 \) in \( S^{N-1}_+ \) and there exists \( \sigma_0 \in \partial S^{N-1}_+ \) such that \( \frac{\partial \omega_{1,\tau_0}}{\partial \nu}(\sigma_0) = \frac{\partial \omega_2}{\partial \nu}(\sigma_0) \) then \( \tilde{\omega} > 0 \) and \( \frac{\partial \tilde{\omega}}{\partial \nu}(\sigma_0) = 0 \). This contradict the Hopf lemma (see [4]).

When \( \mathbb{R}^*_+ \) is replaced by a general \( C^2 \) bounded domain \( \Omega \), the role of \( \omega^*_1 \) is crucial for describing the strong singularities. In that case we assume that \( 0 \in \partial \Omega \) and the tangent plane to \( \partial \Omega \) at 0 is \( \partial \mathbb{R}^{N-1}_+ := \{ (x',0) : x' \in \mathbb{R}^{N-1}_+ \} \), with normal inward unit vector \( e_N \).

Let \( u \in C(\mathbb{R}^*_+ \setminus \{0\}) \) be a solution of (1.16). When \( H \) satisfies (1.6), \( T^1_\ell[u] \) is a solution of (1.16) and we say that \( u \) is self-similar if \( T^1_\ell[u] = u \) for every \( \ell \). When \( H \) satisfies (1.7) with \( p = \frac{q}{2-q} \), \( T^2_\ell[u] \) is a solution of (1.16) and we say that \( u \) is self-similar if \( T^2_\ell[u] = u \) for every \( \ell > 0 \).
Proposition 4.10. i) If $H$ satisfies $(1.6)$ with $N(p + q - 1) < p + 1$ and $p \geq 1$ then

$$
\lim_{\Omega \ni x \to 0} |x|^2 u_{\infty,0}^{\Omega}(x) = \omega_1^*(\sigma),
$$

locally uniformly on $S^N_{+}$.

ii) If $H$ satisfies $(1.7)$ with $m_{p,q} < p_c$ then

$$
\lim_{\Omega \ni x \to 0} |x|^2 u_{\infty,0}^{\Omega}(x) = \omega_i^*(\sigma),
$$

locally uniformly on $S^N_{+}$ where $i = 2$ if $p = \frac{q}{2 - q}$, $i = 3$ if $p > \frac{q}{2 - q}$, $i = 4$ if $p < \frac{q}{2 - q}$.

Proof. Case 1: $H$ satisfies $(1.6)$. Since the proof is close to the one of [15] Proposition 3.22, we present the main ideas.

We first note that $T_\ell^1[u_{\infty,0}^\mathbb{R}_+^N] = u_{\infty,0}^\mathbb{R}_+^N$ for every $\ell > 0$. Hence $u_{\infty,0}^\mathbb{R}_+^N$ is self-similar and satisfies (4.31) with $\Omega$ replaced by $\mathbb{R}_+^N$.

Next, let $B$ and $B'$ are two open balls tangent to $\partial \Omega$ at 0 such that $B \subset \Omega \subset G := (B')^c$. Then

$$
\tag{4.33}
u_{\infty,0}^{B'} \leq u_{\infty,0}^{B'} \leq u_{\infty,0}^{\mathbb{R}_+} \leq u_{\infty,0}^{G^t} \leq u_{\infty,0}^{G''} \quad \forall < \ell' \leq \ell'', 
$$

Notice that $u_{\infty,0}^{B'} \uparrow u_{\infty,0}^{\mathbb{R}_+}$ and $u_{\infty,0}^{G^t} \downarrow u_{\infty,0}^{\mathbb{R}_+}$ when $\ell \to 0$ where $u_{\infty,0}^{\mathbb{R}_+}$ and $\bar{u}_{\infty,0}^{\mathbb{R}_+}$ are positive solutions of (1.1) in $\mathbb{R}_+^N$, continuous in $\overline{\mathbb{R}^N_+ \setminus \{0\}}$ and vanishing on $\partial \mathbb{R}_+^N \setminus \{0\}$. By letting $\ell \to 0$ in (4.35), we obtain

$$
\tag{4.34}u_{\infty,0}^{B'} \leq u_{\infty,0}^{\mathbb{R}_+} \leq u_{\infty,0}^{\mathbb{R}_+} \leq u_{\infty,0}^{\mathbb{R}_+} \leq u_{\infty,0}^{G^t} \quad \forall < \ell. 
$$

Furthermore there also holds for $\ell, \ell' > 0$,

$$
\tag{4.35}T_{\ell'}^{1}[u_{\infty,0}^{B}] = T_{\ell'}^{1}[T_{\ell}^{1}[u_{\infty,0}^{B}]] = u_{\infty,0}^{B''} \quad \text{and} \quad T_{\ell'}^{1}[u_{\infty,0}^{G}] = T_{\ell'}^{1}[T_{\ell}^{1}[u_{\infty,0}^{G}]] = u_{\infty,0}^{G''}.
$$

Letting $\ell \to 0$ in (4.35) yields

$$
\tag{4.36}u_{\infty,0}^{\mathbb{R}_+} = T_{\ell'}^{1}[u_{\infty,0}^{\mathbb{R}_+}] \quad \text{and} \quad \bar{u}_{\infty,0}^{\mathbb{R}_+} = T_{\ell'}^{1}[\bar{u}_{\infty,0}^{\mathbb{R}_+}].
$$

Thus $u_{\infty,0}^{\mathbb{R}_+}$ and $\bar{u}_{\infty,0}^{\mathbb{R}_+}$ are self-similar solutions of (1.1) in $\mathbb{R}_+^N$ vanishing on $\partial \mathbb{R}_+^N \setminus \{0\}$ and continuous in $\overline{\mathbb{R}_+^N \setminus \{0\}}$. Therefore they coincide with $u_{\infty,0}^{\mathbb{R}_+}$.

Finally, since

$$
\tag{4.37}u_{\infty,0}^{B'} \leq T_{\ell}^{1}[u_{\infty}^{\Omega}] \leq u_{\infty,0}^{G^t} \quad \forall < \ell \leq 1,
$$
by letting $\ell \to 0$ we obtain (4.31).

**Case 2:** $H$ satisfies (1.7) with $p = \frac{q}{2-q}$. The proof is similar to the one in case 1.

**Case 3:** $H$ satisfies (1.7) with $p > \frac{q}{2-q}$.

For any $k > 0$ and $\ell > 0$, $T_\ell[u^\Omega_{k,0}]$ is a solution of (4.25) with boundary trace $k\delta_0$. Denote by $u^\Omega_{p,k,0}$ the solution of
\begin{align*}
-\Delta u + u^p &= 0 \text{ in } \Omega_\ell, \quad u = k\delta_0 \text{ on } \partial\Omega_\ell.
\end{align*}

Since $0 < \ell < 1$ and $p > \frac{q}{2-q}$, by comparison principle, we get
\begin{align*}
|u_\Omega_\ell|^\beta \leq |T_\ell[u^\Omega_{k,0}]| \leq |u^\Omega_{p,k,0}|^\beta
\end{align*}
in $\Omega_\ell$. By letting $k \to \infty$, we obtain
\begin{align*}
|u^\Omega_\ell|_\infty \leq |T_\ell[u^\Omega_\infty]| \leq |u^\Omega_{p,\infty,0}|_\infty
\end{align*}
in $\Omega_\ell$ where $u^\Omega_{p,\infty,0}$ is the unique problem of (4.39) $-\Delta u + u^p = 0 \text{ in } \Omega_\ell, \quad tr_{\partial_\ell}(u) = (\{0\}, 0) \text{ on } \partial\Omega_\ell$.

By Proposition 4.7, letting $\ell \to 0$ we deduce that
\begin{align*}
\lim_{\ell \to 0} \ell^{\beta} u^\Omega_{\infty,0}(\ell x) = u^\Omega_{p,\infty,0}(x)
\end{align*}
where $u^\Omega_{p,\infty,0}$ is the unique solution of (4.23) with strong singularity at $0$. Hence, it follows from [17] that $u^\Omega_{\infty,0}$ satisfies (4.32) with $i = 3$.

**Case 4:** $H$ satisfies (1.7) with $p < \frac{q}{2-q}$. By similar argument in case 3 and results in [19], we derive (4.32) with $i = 4$. □

We next construct the maximal strongly singular solution at $0$.

**Proposition 4.11.** i) Assume either $H$ satisfies (1.6) with $0 < N(p + q - 1) < p + 1$ then there exists a maximal element $U^\Omega_{\infty,0}$ of $U_0^\Omega$. In addition, if $p \geq 1$ then
\begin{align*}
\lim_{\Omega \ni x \to 0} |x|^\beta U^\Omega_{\infty,0}(x) = \omega_1^*(\sigma),
\end{align*}
locally uniformly on $S^{N-1}_+$.

ii) If $H$ satisfies (1.6) with $m_{p,q} < p_c$ then there exists a maximal element $U^\Omega_{\infty,0}$ of $U_0^\Omega$ and
\begin{align*}
\lim_{\Omega \ni x \to 0} |x|^\beta U^\Omega_{\infty,0}(x) = \omega_i^*(\sigma),
\end{align*}
where
\begin{align*}
\frac{x^i}{|x|} = \sigma \in S^{N-1}_+.
\end{align*}
locally uniformly on $S^{N-1}_+$ where $i = 2$ if $p = \frac{q}{2-q}$, $i = 3$ if $p > \frac{q}{2-q}$, $i = 4$ if $p < \frac{q}{2-q}$.

Proof. Case 1: $H$ satisfies (1.6).

Step 1: Construction maximal solution. Let $u$ is a positive solution of (1.1) which vanishes on $\partial \Omega \setminus \{0\}$. Since $0 < N(p+q-1) < p+1$, there exists a radial solution of (1.1) in $\mathbb{R}^N \setminus \{0\}$ of the form

$$U_1^\Omega(x) = \Lambda_1^\Omega \frac{|x|^{-\beta_1}}{\beta_1 q - 1}. \quad (4.42)$$

Therefore, $U_1^\Omega(x) = \Lambda_1^\epsilon|x|^{-\beta_1}$ with $\Lambda_1^\epsilon = \max\{\Lambda_1^S, \Lambda_1\}$ is a supersolution of (1.1) in $\mathbb{R}^N \setminus \{0\}$ and dominates $u$ in $\Omega$. For $0 < \epsilon < \max\{|z| : z \in \Omega\}$, we construct a decreasing smooth sequence $\{\psi_{\epsilon,n}\}$ on $(\partial \Omega \setminus B_\epsilon(0)) \cup (\Omega \cap \partial B_\epsilon(0))$ as follows

$$0 \leq \psi_{\epsilon,n} \leq \Lambda_1^\epsilon|x|^{-\beta_1}, \quad \psi_{\epsilon,n}(x) = \Lambda_1^\epsilon|x|^{-\beta_1} \quad \text{if } x \in \Omega \cap \partial B_\epsilon(0)$$

$$\psi_{\epsilon,n}(x) = 0 \quad \text{if } x \in \partial \Omega \setminus B_\epsilon(0) \text{ and } \text{dist}(x, \partial B_\epsilon(0)) > \frac{1}{n}.$$ 

Let $u_{\epsilon,n}^\Omega$ the solution of

$$\begin{cases}
-\Delta u + u^p|\nabla u|^q = 0 & \text{in } \Omega \setminus B_\epsilon(0) \\
u = \psi_{\epsilon,n} & \text{on } (\partial \Omega \setminus B_\epsilon(0)) \cup (\Omega \cap \partial B_\epsilon(0))
\end{cases} \quad (4.43)$$

By the comparison principle, $u \leq u_{\epsilon,n} \leq U_1^\Omega$ in $\Omega \setminus B_\epsilon(0)$. Owing to Corollary 3.2, $\{u_{\epsilon,n}\}$ converges to the solution $u_{\epsilon}^\Omega$ of

$$\begin{cases}
-\Delta u_{\epsilon} + u_{\epsilon}^p|\nabla u_{\epsilon}|^q = 0 & \text{in } \Omega \setminus B_\epsilon(0) \\
u_{\epsilon} = 0 & \text{on } \partial \Omega \setminus B_\epsilon(0) \\
u_{\epsilon} = \Lambda_1^\epsilon|x|^{-\beta_1} & \text{on } \Omega \cap \partial B_\epsilon(0).
\end{cases} \quad (4.44)$$

Consequently, $u \leq u_{\epsilon}^\Omega \leq U_1^\Omega$. If $\epsilon' < \epsilon$, for $n$ large enough, $u_{\epsilon,n}^\Omega \leq u_{\epsilon,n}$. Therefore

$$u \leq u_{\epsilon,n}^\Omega \leq u_{\epsilon}^\Omega \leq U_1^\Omega(\epsilon) \quad \text{in } \Omega. \quad (4.45)$$

Letting $\epsilon$ to zero, $\{u_{\epsilon}^\Omega\}$ decreases and converges to some $U_{\epsilon,0}^\Omega$ which vanishes on $\partial \Omega \setminus \{0\}$. By regularity theory, the convergence occurs in $C^1_{loc}(\overline{\Omega} \setminus \{0\})$, $U_{\epsilon,0}^\Omega \in \mathcal{U}_0^\Omega$. Moreover, there holds

$$u_{\epsilon,0}^\Omega \leq u \leq U_{\epsilon,0}^\Omega \leq U_1^\Omega(\epsilon). \quad (4.46)$$

Therefore $U_{\epsilon,0}^\Omega$ is the maximal element of $\mathcal{U}_0^\Omega$. 


Notice that when \( H \) satisfies (1.7) with \( p > \frac{q}{2-q} \), there is no radial solution of (1.7) in \( \mathbb{R}^N \setminus \{0\} \). We can instead employ a radial supersolution of the form
\[
U^S_3(x) = \lambda^S_3 |x|^{-\beta_2} \quad \text{with} \quad \lambda^S_3 = \beta_2(\beta_2 + 2 - N)^{-1}
\]
and then we proceed as above to construct the maximal solution.

Step 2: Proof of (4.40). Assume \( H \) satisfies (1.6) with \( p \geq 1 \). We first take into account that \( U^\infty_{\infty,0} \equiv u^\infty_{\infty,0} \). Indeed, the assertion follows from the fact that
\[
T^1_\ell [U^\Omega_{1,*}]|_{|x| = \epsilon} = U^\Omega_{1,*} |_{|x| = \epsilon} \quad \forall \ell > 0,
\]
and the Theorem 4.9.

Next, let \( B \) and \( B' \) are two open balls tangent to \( \partial \Omega \) at 0 such that \( B \subset \Omega \subset G := (B')^c \). Note that \( T^1_\ell [u^\Omega_{\ell}] = u^\Omega_{\ell,0} \) for any \( \ell, \epsilon > 0 \) and any domain \( \Theta \) (with \( 0 \in \partial \Theta \)) where \( u^\Theta \) is the solution of (4.44) in \( \Theta \setminus B_\epsilon(0) \).

By taking \( \Theta = B \) and \( \Theta = G \) successively and by letting \( \epsilon \to 0 \) we deduce that
\[
T^1_\ell [U^B_{\infty,0}] = U^B_{\infty,0} \quad \text{and} \quad T^1_\ell [U^G_{\infty,0}] = U^G_{\infty,0}.
\]
By comparison,
\[
U^B_{\infty,0} \leq T^1_\ell [U^\Omega_{\infty,0}] \leq U^G_{\infty,0} \quad \forall 0 < \ell \leq \ell', \ell'' \leq 1
\]
and
\[
U^B_{\infty,0} \leq U^B_{\infty,0} \leq T^1_\ell [U^\Omega_{\infty,0}] \leq U^G_{\infty,0} \leq U^G_{\infty,0} \quad \forall 0 < \ell \leq \ell', \ell'' \leq 1.
\]
Hence \( U^B_{\infty,0} \uparrow U^R_{\infty,0} \leq U^\Omega_{\infty,0} \) and \( U^G_{\infty,0} \downarrow \overline{U}^R_{\infty,0} \geq U^\Omega_{\infty,0} \) as \( \ell \to 0 \) where \( U^R_{\infty,0} \) and \( \overline{U}^R_{\infty,0} \) are positive solutions of (1.7) in \( \mathbb{R}^N \) which vanish on \( \partial \mathbb{R}^N_+ \setminus \{0\} \) and endow the same scaling invariance under \( T^1_\ell \). Therefore they coincide with \( u^\Omega_{\infty,0} \). Letting \( \ell \to 0 \) in (4.51) implies (4.40).

Case 2: \( H \) satisfies (1.7) with \( p = \frac{q}{2-q} \). The proof is similar to the one in case 1.

Case 3: \( H \) satisfies (1.7) with \( p > \frac{q}{2-q} \). Since \( u^\Omega_{\ell,0} \leq T^2_\ell [u^\Omega_{\ell}] \), by letting \( \epsilon \to 0 \) we obtain \( U^\Omega_{\infty,0} \leq T^2_\ell [U^\Omega_{\infty,0}] \leq T^2_\ell [u^\Omega_{p,\infty,0}] = u^\Omega_{p,\infty,0} \).
where $u_{p,\infty,0}^\prime$ is the solution of (1.39). Due to Proposition 4.7 and the uniqueness, we deduce
\[
\lim_{\ell \to 0} T_\ell^2[U^\infty_{\infty,0}] = u_{p,\infty,0}^\infty,
\]
from which (4.41) follows straightforward.

**Case 4:** $H$ satisfies (1.7) with $p < \frac{a}{2-q}$. The proof is similar to the one in case 3. \[\square\]

Proposition 4.10 and Proposition 4.11 show that the minimal solution $u_{\infty,0}^\Omega$ and the maximal solution $U_{\infty,0}^\Omega$ have the same asymptotic behavior near 0, which allows us to prove the following result.

**Theorem 4.12.** Assume either $H$ satisfies (1.6) with $N(p + q - 1) < p + 1$ and $p \geq 1$ or $H$ satisfies (1.7) with $m_{p,q} < p_c$. Then $U_{\infty,0}^\Omega = u_{\infty,0}^\infty$.

**Proof.** We follow the method used in [5, Sec 4].

**Case 1:** $H$ satisfies (1.6) with $p \geq 1$.

We represent $\partial \Omega$ near 0 as the graph of a $C^2$ function $\phi$ defined in $\mathbb{R}^{N-1} \cap B_R$ and such that $\phi(0) = 0$, $\nabla N-1 \phi(0) = 0$ and
\[
\partial \Omega \cap B_R = \{ x = (x', x_N) : x' \in \mathbb{R}^{N-1} \cap B_R, x_N = \phi(x') \}.
\]
We introduce the new variable $y = \Phi(x)$ with $y' = x'$ and $y_N = x_N - \phi(x')$, with corresponding spherical coordinates in $\mathbb{R}^N$, $(r, \sigma) = (|y|, \frac{y_N}{|y|})$.

Let $u$ is a positive solution of (1.10) in $\Omega$ vanishing on $\partial \Omega \setminus \{0\}$. We set $u(x) = r^{-\beta_1} v(t, \sigma)$ with $t = -\ln r \geq 0$, then a technical computation shows that $v$ satisfies with $\mathbf{n} = \frac{\partial}{|\partial|}$
\[
(1 + \epsilon_4^1) v_t + (2\beta_1 + 2 - N + \epsilon_2^1) v_t + (\beta_1 (\beta_1 + 2 - N) + \epsilon_3^1) v + \Delta' v
\]
\[
+ \langle \nabla' v, \epsilon_4^1 \rangle + \langle \nabla' v_t, \epsilon_5^1 \rangle + \langle \nabla' (\nabla' v, \mathbf{e}_N), \epsilon_6^1 \rangle
\]
\[
- v^p |(-\beta_1 v + v_t)\mathbf{n} + \nabla' v + \langle (-\beta_1 v + v_t)\mathbf{n} + \nabla' v, \mathbf{e}_N \rangle \epsilon_7^1 |^q = 0,
\]
on $Q_R := [-\ln R, \infty) \times S_{+}^{N-1}$ and vanishes on $[-\ln R, \infty) \times \partial S_{+}^{N-1}$, where $\epsilon_3$ are uniformly continuous functions of $t$ and $\sigma$ in $S_{+}^{N-1}$ for $j = 1, ..., 7$, $C^1$ for $j = 1, 5, 6, 7$ and satisfy the following decay estimates $|\epsilon_j^1(t, .)| \leq c_{12} e^{-t}$ for $j = 1, ..., 7$ and $|\epsilon_j^1(t, .)| + |\nabla \epsilon_j^1| \leq c_{13} e^{-t}$ for $j = 1, 5, 6, 7$. By [3, Theorem 4.7], there exist a constant $c_{13} > 0$ and $T > \ln R$ such that
\[
\|v(t, .)\|_{C^{2,\gamma}(S_{+}^{N-1})} + ||v_t(t, .)||_{C^{1,\gamma}(S_{+}^{N-1})} + ||v_{tt}(t, .)||_{C^{0,\gamma}(S_{+}^{N-1})} \leq c_{13}
\]
for any $\gamma \in (0, 1)$ and $t \geq T + 1$. Moreover $\lim_{t \to \infty} \int_{S^{N-1}_+} (v_t^2 + v_t^3 + |\nabla' v_t|^2) d\sigma = 0$. Consequently, the $\omega$-limit set of $v$

$$
\Gamma^+(v) = \bigcap_{t \geq 0} \bigcup_{t \geq \tau} v(t, \cdot) \in C^2(S^{N-1}_+)
$$

is a non-empty, connected and compact subset of the set of $E_1$. By the uniqueness of (1.18), $\Gamma^+(v) = \mathcal{E}_1 = \{\omega_1^*\}$. Hence $\lim_{t \to \infty} v(t, \cdot) = \omega_1^*$ in $C^2(S^{N-1}_+)$. By taking $u = u^\Omega_{\infty, 0}$ and $u = U^\Omega_{\infty, 0}$ we obtain

$$
\lim_{\Omega \ni x \to 0} \frac{u^\Omega_{\infty, 0}(x)}{U^\Omega_{\infty, 0}(x)} = 1.
$$

(4.54)

For any $\varepsilon > 0$, by the comparison principle, $(1 + \varepsilon)u^\Omega_{\infty, 0} \geq U^\Omega_{\infty, 0} \text{ in } \Omega \setminus B_\varepsilon(0)$. Letting $\varepsilon \to 0$ yields $u^\Omega_{\infty, 0} \geq U^\Omega_{\infty, 0}$ in $\Omega$ and thus $u^\Omega_{\infty, 0} = U^\Omega_{\infty, 0}$ in $\Omega$.

Case 2: $H$ satisfies (1.7) with $p = \frac{q}{2-q}$. The assertion is obtained by a similar argument.

Case 3: $H$ satisfies (1.7) with $p > \frac{q}{2-q}$. In this case, we use the transformation $t = -\ln r$ for $t \geq 0$ and $u_1(r, \sigma) = r^{-\beta_2} v(t, \sigma)$ and obtain the following equation instead of (4.52)

$$
(1 + \varepsilon^2) v_t + (2\beta_2 + 2 - N + \varepsilon^2) v_t + (\beta_2(2 - N) + \varepsilon^2) v_t + \Delta v + \langle \nabla' v, \epsilon^3_1 \rangle + \langle \nabla' v_t, \epsilon^3_3 \rangle + \langle \nabla' (\nabla' v, e_N), \epsilon^3_6 \rangle - v^p
$$

$$
- e^{-\frac{2(q-2)}{p-1} t} \mathcal{S}^2 \mathcal{R}(u) = 0
$$

where $\epsilon^3_j$ has the same properties as $\epsilon^1_j$ ($j = 1, 7$). Notice that

$$
\lim_{t \to \infty} e^{-\frac{2(q-2)}{p-1} t} = 0
$$

since $p > \frac{q}{2-q}$. By proceeding as in the Case 1, we deduce that $u^\Omega_{\infty, 0} = U^\Omega_{\infty, 0}$ in $\Omega$.

Case 4: $H$ satisfies (1.7) with $p < \frac{q}{2-q}$. Using a similar argument as in Case 3, we obtain $u^\Omega_{\infty, 0} = U^\Omega_{\infty, 0}$ in $\Omega$. □

Proof of Theorem D. The proof follows by combining Theorem 4.8, Theorem 4.9, Proposition 4.10 and Theorem 4.12. □

Proof of Theorem E.

Case 1: $H(\cdot, u, \nabla u) \in L^1_j(\Omega)$. It follows from Proposition 3.8 that $\mathcal{R}(u) = \partial \Omega$ and hence the boundary trace of $u$ is a bounded Radon
measure on \( \partial \Omega \). Since \( u = 0 \) on \( \partial \Omega \setminus \{0\} \), \( \mu = k \delta_0 \) for some \( k \geq 0 \). If \( k = 0 \), then \( u \equiv 0 \). If \( k > 0 \) then by Theorem 4.2 \( u = u^\Omega_{k,0} \) and (1.14) follows from Proposition 4.4.

**Case 2:** \( H(., u, \nabla u) \notin L^1_{\mu}(\Omega) \). By Theorem 3.11, \( \text{tr}_{\partial \Omega}(u) = (\{0\}, 0) \).

From Theorem 4.12, \( u = u^\Omega_{\infty,0} \).

\[ \square \]

5. Removability

In this section we deal with removable singularities in the case that \( H \) is critical or supercritical.

**Proposition 5.1.** Assume either \( H \) satisfies (1.6) with \( N(p+q-1) > p+1 \) or \( H \) satisfies (1.7) with \( m_{p,q} > p_c \). If \( u \in C(\Omega \setminus \{0\}) \cap C^2(\Omega) \) is a nonnegative solution of (1.1) vanishing on \( \partial \Omega \setminus \{0\} \) then \( u \) cannot be strongly singular solution.

**Proof.** We consider a sequence of functions \( \zeta_n \in C^\infty(\mathbb{R}^N) \) such that

\[
\zeta_n(x) = 0 \text{ if } |x| \leq \frac{1}{n}, \quad \zeta_n(x) = 1 \text{ if } |x| \geq \frac{2}{n}, \quad 0 \leq \zeta_n \leq 1 \text{ and } |\Delta \zeta_n| \leq c_{13}n^2 \text{ where } c_{13} \text{ is independent of } n. \]

We take \( \xi \zeta_n \) as a test function (where \( \xi \) is the solution to (3.4)) and we obtain

\[
(5.1) \quad \int_{\Omega} (u + H(x, u, \nabla u)) \zeta_n \, dx = \int_{\Omega} u (\xi \Delta \zeta_n + 2 \nabla \xi \cdot \nabla \zeta_n) \, dx = J_1 + J_2.
\]

Set \( \mathcal{O}_n = \Omega \cap \{x : \frac{1}{n} < |x| \leq \frac{2}{n}\} \), then \( |\mathcal{O}_n| \leq c_{14}(N)n^{-N} \). On one hand

\[
J_1 \leq c_{15} \Lambda_i \int_{\mathcal{O}_n} n^{\beta_i+2} \xi \, dx \leq c_{16} n^{\beta_i+1-N}
\]

since \( \xi(x) \leq c_3 \rho(x) \) where

\[
(5.2) \quad i = \begin{cases} 
1 & \text{if } H \text{ satisfies (1.6)}, \\
2 & \text{if } H \text{ satisfies (1.7)}. 
\end{cases}
\]

On the other hand,

\[
(5.3) \quad J_2 \leq c_{17} \Lambda_i \int_{\mathcal{O}_n} n^{\beta_i+1} |\nabla \xi| \, dx \leq c_{18} n^{\beta_i+1-N}
\]

where \( i \) is given by (5.2). By combining (5.1)–(5.3) and then by letting \( n \to \infty \) we obtain

\[
(5.4) \quad \int_{\Omega} (u + H(x, u, \nabla u)) \xi \, dx < \infty.
\]

Hence \( u \) is a moderate solution of (1.1). Therefore the boundary trace of \( u \) is a bounded measure. Since \( u = 0 \) on \( \partial \Omega \setminus \{0\} \), the boundary trace of \( u \) is \( k \delta_0 \) for some \( k \geq 0 \).
Corollary 5.2. Assume either $H$ satisfies (1.6) with $N(p+q-1) > p+1$ or $H$ satisfies (1.7) with $m_{p,q} > p_c$. If $u \in C(\overline{\Omega} \setminus \{0\}) \cap C^2(\Omega)$ is a nonnegative solution of (1.1) vanishing on $\partial \Omega \setminus \{0\}$ then $u \equiv 0$.

Proof. We deduce from the assumption, (5.1)- (5.3) that

$$\int_\Omega (u + H(x, u, \nabla u) \xi) dx = 0,$$

which implies $u \equiv 0$. \hfill $\Box$

Theorem 5.3. Assume either $H$ satisfies (1.6) with $N(p+q-1) = p+1$ or $H$ satisfies (1.7) with $m_{p,q} = p_c$. If $u \in C(\overline{\Omega} \setminus \{0\}) \cap C^2(\Omega)$ is a nonnegative solution of (1.1) vanishing on $\partial \Omega \setminus \{0\}$ then $u \equiv 0$.

Proof. By Proposition 5.1, $u$ admits a boundary trace $k\delta_0$ with $k \geq 0$. For $0 < \ell < 1$, we set

$$v_\ell(x) = T_\ell^1[u](x) = T_\ell^2[u](x) = \ell^{N-1} u(\ell x), \quad x \in \Omega^\ell = \frac{1}{\ell} \Omega.$$

By comparison principle, $v_\ell \leq P^{\Omega^\ell}(.,0)$ in $\Omega^\ell$ for every $\ell \in (0,1)$. Due to Proposition 4.7, up to a subsequence, $v_\ell$ converges to a function $v^c$ which is a solution of either (4.21) if $H$ satisfies (1.6), or (4.22) if $H$ satisfies (1.7) with $p = \frac{q}{2-q}$, or (4.23) if $H$ satisfies (1.7) with $p > \frac{q}{2-q}$, or (4.24) if $H$ satisfies (1.7) with $p < \frac{q}{2-q}$. Moreover, $v^c \leq P^{\mathbb{R}^N_+}(.,0)$ in $\mathbb{R}^N_+$.

If $H$ satisfies (1.7) with $p \neq \frac{q}{2-q}$ then since $m_{p,q} = p_c$, it follows from [14] and [19] that $v^c = 0$.

If $H$ satisfies (1.6) or $H$ satisfies (1.7) with $p = \frac{q}{2-q}$ then set $V = \{v : v$ is a solution of (1.1) in $\mathbb{R}^N_+, v^c \leq v \leq P^{\mathbb{R}^N_+}(.,0)\}$ and put $\bar{v} := \sup V$.

Assertion: $\bar{v}$ is a solution of (4.28) in $\mathbb{R}^N_+$.

Indeed, let $\{Q_n\}$ be a sequence of $C^2$ bounded domain such that $\overline{Q}_n \subset Q_{n+1}$, $\cup_{n \in \mathbb{N}} Q_n = \mathbb{R}^N_+$ and $0 < \text{dist}(Q_n, \partial \mathbb{R}^N_+) < \frac{1}{n}$ for each $n \in \mathbb{N}$. Consider the problem

$$(5.5) \begin{cases} -\Delta w + H(x, w, \nabla w) = 0 & \text{in } Q_n \\ w = P^{\mathbb{R}^N_+}(.,0) & \text{on } \partial Q_n \end{cases}$$

Since $v^c$ and $P^{\mathbb{R}^N_+}(.,0)$ are respectively subsolution and supersolution of (4.28), there exists a solution $w_n$ of the problem (4.28) satisfying $0 \leq w_n \leq P^{\mathbb{R}^N_+}(.,0)$ in $Q_n$. Hence, by comparison principle $0 \leq w_{n+1} \leq w_n \leq P^{\mathbb{R}^N_+}(.,0)$ in $Q_n$ for each $n \in \mathbb{N}$. Therefore, $\bar{w} := \lim_{n \to \infty} w_n \leq P^{\mathbb{R}^N_+}(.,0)$ in $\mathbb{R}^N_+$. Again, by [7], we obtain (4.27) with $v_\ell$ replaced by $w_n$ and $\Omega^\ell$ replaced by $Q_n$. Thus $\bar{w}$ is a solution of (4.28). On one hand,
by the definition of \( \tilde{v}, \tilde{w} \leq \check{v} \). On the other hand, \( \check{v} \leq w_n \) in \( Q_n \) for every \( n \), and consequently \( \check{v} \leq \tilde{w} \) in \( \mathbb{R}_+^N \). Thus \( \check{v} = \tilde{w} \).

For every \( \ell > 0 \), we set \( w_\ell = T^1_\ell[\tilde{v}] = T^2_\ell[\check{v}] = \ell^{N-1}\check{v}(\ell x) \) with \( x \in \mathbb{R}_+^N \), then \( w_\ell = \sup \mathcal{V} \). Therefore \( w_\ell = \check{v} \) in \( \mathbb{R}_+^N \) for every \( \ell > 0 \). Hence \( \check{v} \) is self-similar, namely \( \check{v} \) can be written under the separable form

\[
\tilde{v}(r, \sigma) = r^{N-1} \omega^*_i(\sigma) \quad (r, \sigma) \in (0, \infty) \times S_{+}^{N-1}
\]

where \( \omega^*_i \) is the nonnegative solution of either (1.18) if \( H \) satisfies (1.6) or (1.20) if \( H \) satisfies (1.7) with \( p = \frac{q}{2-q} \). Since \( H \) is critical, it follows from Theorem 4.8 that \( \omega^*_i \equiv 0 \), hence \( \check{v} \equiv 0 \). Thus \( v^* \equiv 0 \).

Hence

\[
\lim_{n \to \infty} \left( \sup_{\Omega} \{ |v^*_c(\ell_n)| + |\nabla v^*_c(\ell_n)| : x \in \Gamma_{R^{-1}, R} \cap \Omega^{\ell_n} \} \right) = 0.
\]

Consequently,

\[
\lim_{x \to 0} |x|^{N-1} u(x) = 0 \quad \text{and} \quad \lim_{x \to 0} |x|^N |\nabla u(x)| = 0.
\]

Therefore, \( \lim_{x \to 0} (|x|^N \rho(x)^{-1} u(x)) = 0 \), namely \( u = o(P^\Omega(\cdot, 0)) \). By comparison principle, \( u \equiv 0 \).

Finally, we deal with the case \( q = 2 \).

**Theorem 5.4.** Assume \( q = 2 \). If \( u \in C(\overline{\Omega} \setminus \{0\}) \cap C^2(\Omega) \) is a nonnegative solution of (1.1) vanishing on \( \partial\Omega \setminus \{0\} \) then \( u \equiv 0 \).

**Proof.** Put

\[
v = \begin{cases} 
1 - e^{-\frac{1}{p+1}u^{p+1}} & \text{if } H \text{ satisfies (1.6)}, \\
1 - e^{-u} & \text{if } H \text{ satisfies (1.7)} \text{ with } p = \frac{q}{2-q}
\end{cases}
\]

then \( v \in C(\overline{\Omega} \setminus \{0\}) \cap C^2(\Omega), 0 \leq v \leq 1 \) and \( v \) sattisfies

\[
(5.7) \quad -\Delta v \leq 0 \quad \text{in } \Omega, \quad v = 0 \quad \text{on } \partial\Omega.
\]

Let \( \eta_\delta \) be the solution of

\[
(5.8) \quad -\Delta \eta_\delta = 0 \quad \text{in } D_\delta, \quad \eta_\delta = v \quad \text{on } \partial D_\delta
\]

then by the maximum principle \( v \leq \eta_\delta \leq 1 \) in \( D_\delta \). The sequence \( \{\eta_\delta\} \) converges to an harmonic function \( \eta^* \geq v \) as \( \delta \to 0 \). Since \( 0 \leq \eta^* \leq 1 \) and \( \eta^* = 0 \) on \( \partial\Omega \setminus \{0\} \), it follows that \( \eta^* \equiv 0 \). Hence \( v \equiv 0 \), so is \( u \).

**Proof of Theorem F.** The proof follows immediately from Corollary 5.2, Theorem 5.3 and Theorem 5.4.
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