How machine learning can help the design and analysis of composite materials and structures?
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Machine learning models are increasingly used in many engineering fields thanks to the widespread digital data, growing computing power, and advanced algorithms. Artificial neural networks (ANN) is the most popular machine learning model in recent years. Although many ANN models have been used in the design and analysis of composite materials and structures, there are still some unsolved issues that hinder the acceptance of ANN models in the practical design and analysis of composite materials and structures. Moreover, the emerging machine learning techniques are posting new opportunities and challenges in the data-based design paradigm. This paper aims to give a state-of-the-art literature review of ANN models in the nonlinear constitutive modeling, multiscale surrogate modeling, and design optimization of composite materials and structures. This review has been designed to focus on the discussion of the general frameworks and benefits of ANN models to the above problems. Moreover, challenges and opportunities in each key problem are identified and discussed. This paper is expected to open the discussion of future research scope and new directions to enable efficient, robust, and accurate data-driven design and analysis of composite materials and structures.

I. Motivation

Machine learning models are rapidly infiltrating many engineering fields due to its success in speech recognition, image recognition, language processing, etc. With the unprecedented growing data from experiments and computer simulations, rapid increasing computing power, and emerging advanced algorithms, one should expect unforeseeable and revolutionary impacts across nearly the entire domain of design and analysis of composite materials and structures over the next two decades [1]. Recently, Peng at al. [2] reviewed the state-of-the-art work of machine learning in multiscale modeling with an emphasis on biological, biomedical, and behavioral sciences. Inspired by this work, this paper aims to focus on the benefits of ANN models, the most commonly used machine learning model in recent years, to the challenging problems of the design and analysis of composite materials and structures. Although ANN models are becoming popular topics in academia, the application of the ANN models has not been widely accepted as a standard module in the design and analysis of real composite materials and structures.

This paper focuses on three important applications of ANN models in composite materials and structures: learning nonlinear constitutive model, accelerating multiscale modeling, and design optimization. It has been shown that the current nonlinear constitutive modeling is still not mature enough to accurately predict the nonlinear behaviors of composite materials [3, 4]. With the increasing complexity of the microstructures, the nonlinear behaviors of composite materials are becoming more and more complex, which often involves several failure mechanisms occurring simultaneously. Moreover, some failure mechanisms cannot be fully captured by the existing physics-based models. In other words, the current physics-based constitutive models are not sufficient to accurately describe all the failure behaviors of composites. In addition to developing a constitutive model for a composite, many researchers employed a multiscale modeling approach to directly link the homogenized behavior at the macroscale to the corresponding microstructure, which does not require an explicit material model at the macroscale. A sub-scale modeling, either at microscale or mesoscale, is required for each integration point at the macroscale. Generally speaking, the sub-scale
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model will take the input such as deformation gradient and state variables from the macroscale model to perform
dehomogenization so that the strain and stress fields at each material point at the sub-scale model can be obtained. Then,
a nonlinear material model of each constituent (e.g., fiber and matrix for fiber-reinforced composites) will be used to
degrade the material stiffness matrix based on the recovered local fields. A homogenization will be performed with the
updated material stiffness to generate needed information (e.g., effective tangent stiffness matrix and macro-stress) for
the macroscale analysis. Clearly, such expensive computations are not feasible for the practical engineering design and
analysis [5]. Furthermore, multiscale modeling does not actually solve the problem of unknown physics-based models,
but shift the problem to the sub-scale because the nonlinear materials models for the constituents and their interfaces are
usually unknown. In addition to the above two issues, design optimization is another challenging and important topic in
composite materials and structures. This challenge is also connected to the aforementioned two challenges. Without
the accurate constitutive laws of constituents, the nonlinear behaviors of composite materials and structures cannot be
well-captured. In addition, a key issue of the design optimization is to explore a huge design space in an efficient way,
because there are often a number of design parameters across different scales and the corresponding physics-based
models are very time-consuming.

The importance of incorporating data into the advanced materials design has been emphasized in Materials Genome
Initiative (MGI) [6]. One way to make good use of data is through machine learning techniques. The machine learning
used in the design and analysis of composites can be categorized by the training data – whether the data is produced
to inform the models or by the physical models. The data in the first scenario often comes from experiments. The
machine learning models are used to describe phenomena in complex systems where we do not yet have a good physical
understanding [7]. Learning unknown constitutive models is a typical application of this kind of machine learning
models. The data in the second scenario usually comes from computer simulations where we have established physical
models and machine learning is to provide an efficient tool to replace the expensive simulations and to interpret large
scale computed data. Constructing surrogate models to accelerate multiscale modeling is a typical application of this
kind of machine learning models. The ANN models are the most widely used machine learning models in recent years
due to the outstanding performance with the growing data, ability to approximate complex nonlinear relations, and
advanced open-source libraries (e.g., Tensorflow [8] and PyTorch [9]), to name a few. As a result, ANN models are
considered as an emerging technique in the design and analysis of composite materials and structures. To fully exploit
the potentials of ANN models, there are at least two questions to be answered: what are the benefits from ANN models
in design and analysis composites and how can we reap these benefits?

This paper is designed to provide the basic knowledge and state-of-the-art literature to point out the challenges and
opportunities for those who are interested in learning and applying ANN models to composite materials and structures.
Section 2 will briefly introduce the the basic algorithms of the feed-forward ANN model. Section 3 and 4 will discuss
the usage of ANN models in learning unknown constitutive laws and accelerating multiscale modeling respectively.
Section 5 will focus on the applications of ANN models in the design optimization of composites. Section 6 will
conclude the review.

II. Basic Algorithms of Feed-forward ANN Model

The feed-forward ANN model, also called multilayer perception (MLP) model, is the most widely used ANN model
and serves as the basis of other advanced ANN models such as the convolutional neural network (CNN) and recurrent
neural network (RNN) [10]. The architecture of a feed-forward ANN model is given in Fig. 1 which contains three
different layers: input layer, hidden layer(s), and output layer. The units in each layer are called neurons. Each neuron
is connected to other neurons in the previous and next layer through weights. A weight parameter $w_{ji}^l$ measures the
influence of the $i^{th}$ neuron in the $(l-1)^{th}$ layer on the $j^{th}$ neuron in the $l^{th}$ layer. A bias term $b_j^l$ is used in the $j^{th}$
neuron in the $l^{th}$ layer to cover a wider range [11].

From Fig. 1 the value of a neuron $a_j^l$ is obtained by adding the sum of the weighted neural inputs and a bias:

$$ a_j^l = g \left( \sum_{i=1}^{k} w_{ji}^l a_i^{l-1} + b_j^l \right) \tag{1} $$

where $k$ is the total number of neurons in the $(l-1)^{th}$ layer. $g(\cdot)$ is defined as the activation function, which enables
the ANN models to capture the nonlinear functions. In order to update the weights and biases in the model, a cost or
objective function is required. For regression problems, the cost function is often defined as the mean square error.
Fig. 1 The architecture of a multilayer feed-forward network

\( L = \frac{1}{2n} \sum_{i=1}^{n} (y - \hat{y})^2 + \text{regularization} \) \hspace{1cm} (2)

where \( n \) is the number of training samples, \( y \) is the predicted value from the ANN model and \( \hat{y} \) is the labeled output in the training dataset. The regularization term is used to prevent overfitting which has many different forms. A typical \( L_2 \) regularization term is defined as \( (1) \):

\( L_2 = \frac{\lambda}{2n} \sum w^2 \) \hspace{1cm} (3)

where \( \lambda > 0 \) is the regularization parameter and \( w \) is the weights of the neural networks. The weights and biases can be updated using the following equations \( (2) \):

\( w_{ji}^{\text{new}} = w_{ji}^{\text{old}} - \eta \frac{\partial L}{\partial w_{ji}^{\text{old}}} \) \hspace{1cm} (4)

\( b_j^{\text{new}} = b_j^{\text{old}} - \eta \frac{\partial L}{\partial b_j^{\text{old}}} \) \hspace{1cm} (5)

where \( \eta \) is the learning rate.

III. Nonlinear Constitutive Models

A. Significance

In general, there are two approaches to constructing a constitutive model of composites. The first approach is to develop or postulate a function (e.g., a polynomial) to approximate the homogenized material behaviors with several unknown parameters to be calibrated from experiments \( (13) (14) \). The second approach is to build a constitutive model by homogenizing all the constitutive behaviors of constituents at the sub-scale. Note that the second approach also relies on the constitutive model of each constituent at the sub-scale, which still needs to be calibrated from experiments. Despite many developments in the two approaches, the nonlinear constitutive modeling of composite materials remains a critical challenge. With the increasing complexity of the microstructures in advanced composite materials, the nonlinear homogenized constitutive behavior at the macro-scale is likely to be driven by one or multiple nonlinear mechanisms (e.g., viscosity, plasticity, or damage) at the sub-scale. To handle the increasing complexity, many ANN-based data-driven models have been developed. The basic idea is to capture the missing physics based on the experimental data and approximate the constitutive model with a function in a form-free manner. Since the aim of machine learning techniques is to identify the correlations in data and approximate such correlations using functions \( (2) \), using machine learning to learn constitutive models has the potential to provide a good complement or even substitution to the physics-based models.
B. Applications

The traditional polynomial-based constitutive models are based on a function with coefficients to be determined from experiments. The issue is the inaccuracy caused by the assumptions associated with the postulated functions [15]. The problem is also called model errors, which remains inevitably as far as a material model is written explicitly [16]. ANN models are widely used in approximating complex mappings between input and output as an universal approximation theorem [17], which allows to approximate any functions in a form-free manner. In addition to the universal function approximation, the ANN model also features several other advantages in constructing a constitutive model [18] such as better performance for unevenly distributed data, approximating a non-smooth function, and mapping a high dimensional input-output. The early work of ANN-based constitutive models were carried out by Ghaboussi and his co-workers [19–24]. The nonlinear material behaviors such as rate-dependent [23] and hysteretic behaviors [24] were captured by the ANN models and the numerical implementation of the ANN models in finite element (FE) codes was also carried out [22]. Fig. 2 shows a simple 2D strain-stress ANN model. Another important contribution of Ghaboussi’s work is to enable learning the strain-stress relation by combining the data from structural responses with FE models [21]. The key motivation is to make use of experiments with rich constitutive information. The stress obtained from experiments are often derived from forces, which are not directly measurable. Further, it is very challenging to derive stress from the forces if the stress state is not uniform. For example, the stress in each layer of a multi-directional laminate in a 3-point bending test can hardly be derived. Therefore, for the ANN models based on the paired strain-stress data, the data can only come from simple experiments, where the homogenized stress can be derived from the measurable load-deflection curves. Clearly, the data from such simple experiments is not enough for training ANN models. By combining experimental data from structural tests and FE models, Ghaboussi and his co-workers developed the autopgressive models to enlarge the available data from complex experiments by connecting load-deflection curves to strain-stress data. This idea was further extended to a self-learning FE method by several other researchers [25–26]. Recently, Huang et al. [27] also developed ANN models for learning constitutive laws based on experimental data from structural tests and FE models. Different from the previous work, this method does not rely on directly paired strain-stress data, which is a critical requirement hindering ANN models from learning complex constitutive models. However, this method needs a full-field displacement measurement and is difficult to extend to three-dimensional (3D) problems and multiscale modeling problems. To enable ANN models to learn more complex constitutive models with limited measurements, Liu et al. [28] and Xu et al. [30] coupled ANN models into mechanical systems (e.g., FE models) so that the real input and output of ANN models are derived from the coupled system during the training. This idea has been applied to learn the nonlinear in-plane shear constitutive model [29], failure initiation criterion [29], damage accumulation law [28], and viscoelastic material response [30].

Fig. 2 2D strain-stress relation constructed by an ANN model (gray circles are the hidden neurons)

In addition to ANN models, other machine learning models have also been developed to enable a model-free constitutive law. Kirchdoerfer and Ortiz [31] developed data-driven computational mechanics to directly construct the constitutive law from the experimental material dataset. This method aims to find the point in the material dataset that is closest to satisfying the essential constraints and conservation laws. This approach has been further extended to solve inelasticity [32] and finite elasticity [33] problems. Another machine learning technique for constructing the constitutive law is the manifold learning developed by Ibañez and his co-workers, which has been applied to learn the elastic, inelastic, and plastic material models [34–36].
C. Challenges and opportunities

1. Lack of Training Data

Although some constitutive models were directly constructed based experimental data [37-40], the constitutive relation is usually very simple such as one-dimensional (1D) strain-stress relation. However, the learned constitutive models will usually be used in a FE model for the structural analysis, which requires the 3D strain-stress relation. For a 3D constitutive model, there are at least 6 strain components as input and 6 stress components as output. If ANN models are used to learn more advanced material models such as path/history dependent material behavior, more input and output dimensions are required. To the best of our knowledge, there is no 3D constitutive laws constructed by ANN-based models with real experimental data. Clearly, it is extremely challenging to perform experiments to generate a representative training dataset, which includes 6-dimensional input and 6-dimensional output. However, there are a lot of data from complex experiments containing ample constitutive information. For example, a three-point bending test of a multi-directional laminate has different 3D strain-stress states at each layer, while only the load-deflection curve can be directly measured from experiments. Therefore, the key question is to derive or extract the rich constitutive information from experimental measurable data.

Tang et al. [41] proposed a method called MAP123 that constructs a 3D constitutive model using just 1D data. The key idea is to expand the experimental measurable data (e.g., 1D data) to 3D strain-stress data. A finite deformation problem was analyzed by this method. Another potential solution is to couple ANN models into a mechanical model (e.g., a FE model) to derive the experimental measurable data. Fig. 3a shows the traditional training method that requires the directly paired data for training ANN models. Since the training data needs to be directly obtained or derived from experiments, it is hard to generate 3D strain-stress data for composite materials, because the output (3D stress) cannot be derived or measured from a load-deflection curve with an unknown constitutive law. Fig. 3b shows a different method that the ANN output goes into other physics-based models to generate the predicted values which can be directly measured or derived from experiments. The loss function is constructed based on the predicted values and measurable data from experiments. Note that the predict values contain the trainable parameters (i.e., weights and biases) which are to be updated by minimizing the loss function. The benefit of the latter method is that the direct input and output data of the ANN model are not required to be measurable. For example, the ANN model still constructs strain and stress relation but using the load-deflection curve measured from experiments.

2. Coupling ANN with Mechanical Models

The ANN coupled mechanical system posts another challenge that the input data may be derived from experimental data via the ANN model under training. For example, the strain in a FE model is derived from displacements which are solved from the entire FE model with the ANN-based constitutive law. In other words, the input of the ANN model and the ANN model itself need to be determined simultaneously during the training [28,42]. However, this approach brings
another benefit that the physical constraints are implicitly imposed into the training process as the ANN model must go through the FE model to generate correct input data [18, 30]. Some examples of using indirectly measurable data for training ANN models are given in Table 1.

### Table 1: Learn unknown physics based on indirectly measurable data

| Unknown physical laws                           | Mechanical model         | Indirectly measurable data                          | ANN model                       |
|-------------------------------------------------|--------------------------|-----------------------------------------------------|---------------------------------|
| nonlinear in-plane shear behavior (lamina) [29]  | lamination theory        | plate force ($F$), plate strain ($\varepsilon$)     | $f(\varepsilon_{12}) = \sigma_{12}$ |
| failure criterion [29]                          | lamination theory        | failure load ($F$)                                 | $f(\sigma_{ij}) = \alpha$       |
| nonlinear in-plane shear behavior [25]          | FE model                 | load ($F$), displacement ($u$)                      | $f(\sigma_{12}) = \sigma_{12}$  |
| damage accumulation [23]                        | FE model + continuum damage model | macro-strain ($\varepsilon_{ij}$), macro-stress ($\sigma_{12}$) | $f(\beta) = B$                 |
| hyperelastic [27]                               | FE model                 | load ($F$), displacement ($u$)                      | $f(\lambda) = P$               |
| elasto-plasticity [18]                           | FE model                 | load ($F$), displacement ($u$)                      | $f(\varepsilon_{ij}) = \sigma_{ij}$ |

3. **Multiscale Inverse Modeling**

For composite materials and structures, there is a need to discover the constitutive laws of the constituents at the micro/mesoscale. However, it is hard to directly measure the properties of constituents (e.g., measuring transverse properties of fibers or 3D constitutive laws of fiber tows). The more common approach is to test a composite coupon and identify the properties of constituents using an inverse modeling, which is very challenging for nonlinear constitutive models. Some machine learning models have been used to help identify engineering constants at the sub-scale by a parameter inverse analysis [43, 44]. However, identify the entire constitutive law at the sub-scale is a function inverse problems and the function space is infinite [30]. The ANN coupled mechanical models could provide a solution which requires the ANN models to be coupled into a multiscale model (see Fig. 4). In this way, the measurable information at the macroscale can be passed to the sub-scale to train the ANN models. However, effectively pass information across different scales and integrate ANN models within multiscale models are still challenging problems need to be solved.

![Fig. 4 Train meso/microscale ANN model with measurable data from macroscale](image)

IV. **Multiscale Modeling**

A. **Significance**

In the last decades, several advanced multiscale modeling approaches have been developed such as representative volume element (RVE) method based on finite element analysis (FEA) [45, 46], mathematical homogenization theories (MHT) [47, 48], mechanics of structure genome (MSG) [49–51], and generalized method of cells (GMC) and its extensions [52, 53]. These methods not only compute homogenized properties for the macroscale simulation (e.g., structural analysis) but also recover local stress and strain fields at the sub-scale via dehomogenization. For nonlinear homogenization problems, accurately recovering local stress and strain fields is crucial in determining the degradation of constituent properties, which subsequently changes the nonlinear macroscopic responses. Many commercial software tools have been developed based on the above methods (see Table 2) and some of them have been integrated into commercial FEA software to serve as a multiscale modeling module [54, 55]. Despite these advances, a key challenge of multiscale modeling in nonlinear structural analysis is the computational cost.
### Table 2  Commercial multiscale modeling software

| Method              | Software          | Development team          |
|---------------------|-------------------|---------------------------|
| FEA-based RVE       | Digimat           | e-Xstream Engineering     |
| FEA-based RVE       | Material Designer | ANSYS                     |
| FEA-based RVE       | Micromechanics plugin | ABAQUS                  |
| MHT                 | Multiscale Designer | Altair                   |
| MSG                 | SwiftComp         | AnalySwift                |
| GMC and its extensions | MAC/GMC           | NASA Glenn Research Center |

In this paper, we will only deal with the continuum scales: microscale (constituent level), mesoscale (laminate/composite), and macroscale (global/structural level). At the macroscale level, the FE method is a standard tool for structural analysis. The homogenized properties deriving from sub-scale models will be used to define a structural element (e.g., beam, shell, or solid element) for the analysis. For nonlinear structural analysis, the homogenized properties are changing due to the nonlinear behaviors of constituents at the sub-scale. A popular modeling approach to capturing such nonlinear behavior is FE² [56]. The macroscale FE-based structural analysis will use homogenized properties that are directly computed by the RVE analysis using the micro/mesoscale FE-based models, which means that there are two different FE-based models at macroscale (i.e., structural analysis) and micro/mesoscale (i.e., RVE analysis) respectively. Therefore, the FE² removes the assumptions of the macroscale constitutive laws since there are no explicit material models used at the macroscale [57]. However, the computational effort can be extreme, even for a simple two-dimensional (2D) microstructure of fiber-reinforced composites. For advanced composite materials (e.g., textile composites or metamaterials), a 3D micro/mesostructure is needed. A total number of RVE calculations of a FE² analysis can be approximated using the following equation [58]:

\[
N_{tol} \approx (1 + \beta) \times N_{int} \times N_e \times N_{iter} \times N_{eval}
\]

where \(N_{int}\) is the number of integration points in a single element in the macroscopic mesh, \(N_e\) is the total number of elements in the macroscopic mesh, \(N_{iter}\) is the number of iterations in each time step, and \(N_{eval}\) is the total time steps in a macroscopic analysis. Although in the literature using \(\beta=3\) for 2D, however, it can only capture 2D behavior. To capture 3D behavior a 3D RVE is needed, thus \(\beta=6\). For a real industrial problem, the nonlinear RVE analysis could be performed by millions of times, which makes FE² impractical for real structural analyses.

### B. Applications

The whole multiscale modeling process can be approximated using a general function (Eq. (7)) with \(I\) as the input from the macroscale FE model and \(O\) as the output from the sub-scale models.

\[
f(I) = O
\]

where \(f\) can be the FE-based models (i.e., FE²) or any functions describing the change of the state of a point in the macroscale model. The basic idea of using ANN models to accelerate multiscale modeling is to replace the FE-based model with a surrogate model constructed from data. A general framework of using a deep neural network model in nonlinear multiscale modeling is given in Fig. 5. A 3D textile composite is used as an example. This deep neural network model is used to approximate the nonlinear behavior of a material point in a yarn of a textile composite, which is based on the data computed from a series of microscale analyses with fiber and matrix.

Lefik et al. [59,60] applied ANN models in numerical modeling of composites. One of the applications in this work was to predict the homogenized nonlinear behavior (i.e. strain-stress curve) of a two-phase composite material. An elastic-plastic material model was constructed based on the data from a series of nonlinear microscale analyses. Unger and Känke [61] applied an ANN model to construct a relation between macroscopic stress and crack opening responses. Le et al. [62] performed a number of RVE analyses with periodic boundary conditions to generate training data for constructing a constitutive model for nonlinear elastic material behavior. The macroscopic strains as well as some microstructural parameters were used as input and the effective potential was computed as the output. The similar idea was applied to study the nonlinear anisotropic electrical response of graphene/polymer nanocomposites [63]. Liu and his co-works [64-67] developed various surrogate models to facilitate the multiscale modeling of composite materials.
Fig. 5 General framework of data-driven multiscale modeling

(e.g., fiber-reinforced composite, amorphous material, and woven composite). They also incorporated the manufacturing process into the models. Sun and his co-workers [68–71] utilized advanced ANN models (e.g., RNN and deep reinforced learning (DRL)) to develop different surrogate models for multiscale modeling of multi-porosity materials. The cohesive laws were generated using a deep RNN model based on an offline homogenization procedure, which was proven to be much more computational efficient than FE approach [68]. The DRL was employed to construct surrogate models for the traction-separation law [69] and elasto-plasticity model [70]. In addition to the standard ANN models, Liu and his co-workers [72–75] developed a deep material network for multiscale modeling of heterogeneous materials. This method has been used to construct surrogate models for history-dependent plasticity, finite strain hyperelasticity, and interfacial failure analysis. Recently, Liu et al. [76] extended this approach to develop an integrated framework for process modeling, material homogenization, machine learning, and multiscale simulation. Other researchers also applied different machine learning models to construct surrogate models to capture different nonlinear material behaviors such as elasto-plasticity [77–79], finite deformation hyperelasticity [80–83] and viscoplasticity [84]. In addition to directly approximating multiscale modeling of composites, machine learning models have also been used to accelerate the expensive computations in FE models [85,86], which reduces the computing costs in many FE-based multiscale models. Note that ANN models are also employed in the homogenization of other physical behaviors such as electrical response [63] and thermal conductivity [87,88]. Table 3 lists some homogenized constitutive behaviors approximated by different ANN models based on the data from simulations. Many ANN models have been developed for hyperelasticity constitutive behaviors due to the lower input and output dimensions (e.g., strains and elastic energy). Recently, much research interest has been focused on modeling the path/history-dependent behavior, which usually deals with high-dimensional input and output that may be better approximated by more advanced ANN models such as CNN, RNN or a mixed CNN-RNN model [89].

Table 3 Different nonlinear constitutive laws approximated by ANN models

| Nonlinear constitutive | ANN models |
|------------------------|------------|
| elastoplastic          | feed-forward ANN [59,60,90,91], RNN [79,92], DRL [69] |
| viscoplastic           | feed-forward ANN [93,94], RNN [95], CNN [96] |
| hyperelasticity        | feed-forward ANN [62,71,80,82,97] |
| damage                 | feed-forward ANN [98,99] |
| traction-separation    | feed-forward ANN [100], DRL [69] |
C. Challenges and opportunities

Although various ANN models have been employed to construct surrogate models for different material responses, most of the works follow the same procedure. As shown in Fig. 6, the first step is to generate the training dataset from a series of sub-scale analyses. The input could be the macroscopic loading paths, which are used to recover the local strain and stress fields at the sub-scale. Usually, several loading paths are required and a number of increments are needed in each loading path [60]. Once the input and output data are obtained from the first step, the second step is to train the surrogate model based on a machine learning model. A pre-processing of data (e.g., normalization) is often required in most machine learning models. Then, ANN models or other machine learning models are constructed aiming to develop a function like Eq. (7) to approximate the relation between input and output data. The trained model needs to be tested to avoid overfitting or underfitting [11]. Once the desired surrogate model is trained, users need to code the model through a user-defined subroutine in FE software packages such as the UMAT in Abaqus to perform structural analysis [101]. This surrogate model should provide a remarkable computational efficiency without losing too much accuracy compared with the high-fidelity multiscale analysis (e.g., FE²).

1. Computational Cost of High-fidelity Simulation Models

The challenge is the computational cost for generating training data. Simulation data from the high-fidelity multiscale analysis is very time-consuming. To construct nonlinear material models, a high-dimensional input and output data are usually required. For example, the path/history-dependent materials will require additional loading history or state variables as input. Some microstructural parameters (e.g., fiber volume fraction or microscale defects) may also be needed as additional inputs to describe the microstructure of composites. Such high-dimensional input and output data make the machine learning model suffer the curse of dimensionality [65], which often requires the models to use more training data to get a good approximation.

There are several potential solutions to reduce the size of the training data. Raissi et al. [102] developed the physics-informed neural network (PINN) model to incorporate physical laws into the loss function (Eq. (8)).

\[
MSE = MSE_u + MSE_f
\]

where \( MSE_u \) is the MSE from the training data and \( MSE_f \) is the MSE from the imposed physical constraints. Fei et al. [103] showed that the size of training data can be reduced to only a fraction of the original one by adding some physical constraints for a thin shell buckling problem. Zhang et al. [104] incorporated physics knowledge into deep long short-term memory (LSTM) networks to study nonlinear structural responses subjected to a ground motion excitation. The results showed that the model with physical constraints can be trained with less rich data with a good accuracy. Following this idea, different physical laws have been developed and imposed to the PINN models such as the
conservation law \cite{42}, symmetric positive definite stiffness matrix \cite{18}, and thermodynamics \cite{105}. In addition to reducing the size of training data, appropriately adding physical constraints may also reduce the ill-posed optimization problems during the training \cite{18}.

Another solution is to keep developing more efficient yet accurate multiscale modeling approaches such as MSG, MHT and some reduced-order models (e.g., self-consistent clustering analysis \cite{106}, proper orthogonal decomposition (POD) reduced model \cite{107}, and non-uniform transformation field analysis \cite{108}). Recently, the multi-fidelity modeling has been used to effectively generate training data for ANN models in composite materials and structures \cite{109,111}, which provides another approach to balance the accuracy and efficiency in training an ANN model \cite{112}. Also, it would be attractive if a model can be tuned for both low- and high-fidelity models \cite{113}.

2. Physical Interpretation

The ANN models also suffer the deficiency of the physical interpretation, which is a primary reason hindering machine learning models in the real engineering application as it is very hard for engineers to justify the results and for them to confidently use the model. Adding physical constraints (e.g., PINN) will enforce the trained ANN models to follow the known physical laws to some extent. Usually, the users need to adjust the ratio between the $MSE_u$ and $MSE_f$ in Eq. \eqref{8} so that the trained ANN model will result in a good prediction. In addition to PINN, physics-guided/theory-guided ANN models have been developed aiming to design the ANN architecture with the prior knowledge in physics \cite{114,115,116}. The FEA-Net has been recently proposed incorporating knowledge of FEA into deep convolutional neural network to estimate material properties of composite materials \cite{114,115}. Zobeiry at al. \cite{116} developed theory-guided ANN models by selecting features and ANN architectures with the knowledge of failure and strain-softening behavior in composites. Since the ANN models are designed with the prior knowledge in physics, the models are usually interpretable to the users. Furthermore, the theory-guided ANN models showed a good potential in the extrapolation. In other words, the models have a much improved prediction beyond the training zone, which cannot be handled well by conventional ANN models. However, the design of such ANN models are highly problem-dependent and largely driven by the domain knowledge of the users.

V. Design Optimization

A. Significance

One major advantage of advanced composite materials and structures is that their properties can be tailored for different requirements in different applications. Materials can be placed and oriented in a way that their capabilities can be mostly utilized. Besides, by carefully arrange constituent materials and design local structures, the complete part can achieve almost equally well performance for different applications without adding too much extra weights. However, such a design process is challenging for this complex material-structural system mainly because of the expensive numerical simulation and large amount of design parameters available.

Hence, metamodels, including ANN, has been widely used in the past years and is receiving more attentions these days, for the purpose of reaching the global optimum in a fast, reliable and robust way. Several papers on reviewing the use of metamodels in design optimization of composite materials and structures have been published in the past decade \cite{113,117,119}. Generally speaking, metamodels can help the design process in the following ways: 1) reducing the cost of computational analysis by approximating the expensive physical model, 2) providing overall knowledge of the problem in the design domain, 3) assisting engineers to define a better optimization model, and 4) supporting the optimization process. Building an approximation (surrogate model) to the original physical model is the main direction for improving the optimization efficiency and main concern of this survey.

The benefit of cost-saving of utilizing surrogate models such as neural networks is manifold. First, the surrogate model reduces the analysis time during each iteration of the optimization process. The more analyses needed, the more significant this benefit will be. For instance, though extremely popular, genetic algorithm \cite{121} is notoriously slow in convergence and requires large amount of functional evaluations. On the other hand, gradient-based methods are generally inapplicable for black-box physical models. However, for surrogate models, either finite difference or direct derivative can be computed. Second, parallel computing techniques can be implemented. Instead of evaluating expensive functions sequentially in the optimization process, the data acquisition step of building the surrogate model only need independent evaluations of different design points in the domain, which can be done concurrently. Third, evaluations can be done fast and accurate in regions with dense points. This becomes more significant for non-gradient
methods as the optimization process going. With the increasing of points in a local region, one should have more confidence of deducing the function value of a new point, and hence the evaluation of the physical model would be more like a waste of time. Last but not least, preprocessing time can be saved. Generating an accurate geometry from a limit number of design parameters and meshing the part with good quality can be time consuming and subject to flaws and fails of the preprocess. Instead, surrogate models directly link design variables to the output, which can save the preprocessing cost significantly.

Though considering the optimization process only, many researchers conducted comparisons and provided numbers showing the reduction of cost. Chen and Cheng [122] developed an ANN-based optimization strategy and at least 50% of computational time reduction is observed. Díaz et al. [123] compared several surrogate models for the reliability-based design optimization of a stiffened panel. The author reported at least three orders of magnitude of improvements of running time when using ANN. Truong et al. [124] also measured the time used by an ANN-based method for several applications, all of which are less than 10% of the physical model.

**B. Application**

The general framework using ANN models in design optimization problems is given in Fig. 7. After training the model, the variables (i.e., weights $w$ and biases $b$) in the ANN model are determined. Then, the trained model is used to find the optimal inputs in the optimization problems. Such ANN models provide remarkable computational efficiency. First, similar to the aforementioned acceleration of multiscale modeling, ANN models are much efficient than the corresponding physics-based ones. Second, many physics-based design optimization methods rely on the commercial FE software which is used as a black-box in the analysis. It is difficult to apply the automatic differentiation or derive the analytical gradients of the model. Instead, finite difference method is often used in these analyses to calculate numerical gradients, which is very computationally expensive [125]. ANN models are differentiable that provide an efficient way to compute the gradient of the model.

An early attempt of such implementations was performed to minimize the weight of the composite stiffened panels subjected to buckling constraints [126]. The key idea is to replace the expensive simulation (e.g., FE model) with ANN models. Then, the commonly used optimization algorithms can be performed using the efficient ANN models. The method was also used for a multi-objective optimization for vibration frequency and critical buckling load [127]. The similar ideas were further developed for optimizing the weight and the failure load of composite stiffened panels [128]. Though one advantage of using ANN models is the potential of good approximations of the relation between high-dimensional input and output, most studies at this stage have no more than 10 design variables. Typical inputs include the geometries of structural features such as stiffeners [126, 128, 130], layup schemes (e.g. numbers of plies, material orientations and stacking sequence) [126, 127, 131, 132], and the architecture of the micro/mesoscale structures [129].

In addition to using feed-forward ANN models in the shape and size optimization of composite structures, the application of CNN models to topology optimization problems has generated considerable interests recently, especially in the design of architected materials thanks to the advances in additive manufacturing [133, 134]. A widely-used topology optimization strategy is to find the best constituent for each element in a fixed meshed domain, which is commonly described as a ‘pixel’ or ‘voxel’ style. Because of this fundamental different feature from the shape and size optimization, and also the similarity to the task of image recognition, CNN is considered suitable for this purpose. The CNN models take the input such as structure geometry, external loads, and boundary conditions and predict the stress fields [135], structural stiffness [136] or damage initiation [67]. The trained model is then used to replace the

![Fig. 7 The general framework of machine learning assisted design optimization problems](image-url)
physics-based models to perform the topology optimization. In addition, CNN models are also used in topology optimization of composite materials by arranging stiff and soft materials to improve the fracture toughness [125, 137].

Besides the independent tasks of the aforementioned optimization, a truly automatic and integrated optimization process (including topology, shape and size) is highly expected by the industry. Because of the difference between the descriptions of structures, there is a gap between the finish of topology optimization and the start of shape and size optimization, where the geometry needs to be interpreted from ‘pixel art’ and re-described using feature parameters. Yildiz et al. [138] used an ANN model with a single hidden layer for recognizing different types of holes from the ‘pixel’ result of the topology optimization. In this case, the neural network is not the approximation of a physical model anymore. Instead, it serves as a bridge connecting different optimization stages and a support to the broader design process.

C. Challenges and opportunities

1. Computational Cost in Sampling

The improvement of efficiency acquired from using ANN models becomes not so significant when taking the sampling cost into account. This comes with two aspects: the number (or dimension) of design variables and the size of the design space, both of which affect the total number of sampling points needed. There are several approaches developed to reduced the data size. Data-analysis has been used by some researchers to tackle this challenge [122, 139]. For the design optimization problems, the design variables are usually not equally important to the objective performance. Therefore, the dimension of the input can be reduced by performing a sensitivity analysis to remove the negligible design variables [140, 141]. Moreover, some data-processing approach can also be used to reduce the sampling cost [139, 142]. Besides, classification or clustering analysis can be used to recognize feasible/infeasible regions in the design space [122]. Hence, if a future sampling point is located in the infeasible region without any doubt, there is no need to run the point through the simulation of objectives, and computational resources can be reserved for more points in the feasible region.

A large-scale problem is challenging because of the sampling method and strategy. Since the physical model is expensive, knowing where to draw samples is valuable. The classical methods of design and analysis of computer experiments (DACE) such as central composite design or Box-Behnken design are inapplicable because of their exponential growth with the dimension of the design space. The most popular method in the literature is the Latin hypercube sampling (LHS), since the number of samples needed has weak relations to the design space dimension and mainly depends on the number of divisions along each dimension. There are drawbacks, however, that the divisions must be the same for all dimensions and the sample size must be doubled each time when more data is needed. For sampling strategy, one-shot sampling is adopted by most studies, which naturally requires a statistically uniform distribution of samples in the whole design space. Recent years have seen a growing interest on adaptive sampling for drawing samples intelligently and achieving a better distribution of samples and hence less evaluations of physical models. However, there are not many studies utilizing this strategy in the community of ANN-based design optimization of composite structures.

2. Uncertainties in Design Optimization

Incorporating uncertainties in the design of composite materials and structures is another critical and challenging problem. There are uncertainties associated with composition, constituent properties, and defects which strongly influence the performance of composite materials and structures [143]. The uncertainties quantification is also a compute-intensive problem where ANN models can be used as an efficient alternative to physics-based models [65, 144]. Two major and popular topics under the broader concept of optimization under uncertainty (OUU) are reliability-based design optimization (RBDO) and robust design optimization (RDO). The former one concerns the probability of constraints satisfaction because of the randomness of variables, while the latter one tries to reduce the effects from random variables on the change of objectives. For the ANN-based composites design community, though RBDO has received much attention in recent years [110, 123, 145, 146], research on RDO is still in its very early stage. Besides, regarding to the source of uncertainties, most studies focused on the design variables, and little has been done for quantifying uncertainties of the ANN model itself.
VI. Conclusions

Although ANN models have been used to solve various problems in composite materials and structures, most of them are developed for only two purposes, namely accelerating simulations and discovering unknown physics. The general procedure of accelerating simulations using ANN models can be summarized as follows:

1) Sample the input data of the model. The sampling should be designed to ensure the trained ANN model to have a good predictive performance with the new input data. In the meanwhile, to reduce the computational cost, users need to minimize the size of dataset by reducing the dimensions of input features and the number of samples.

2) Perform computer simulations. In general, a number of physics-based simulations are performed to generate the paired input and output data.

3) Train the ANN model. Apply the techniques in training ANN models such as selecting the architecture of the ANN model, tuning the hyperparameters, and cross validation, to name a few.

4) Replace the expensive simulation with the trained ANN models. For a multiscale modeling problem, the ANN model usually needs to be coded into commercial FE software through an user-defined subroutine.

Note that accelerating modeling of composite materials and structures are not restricted to multiscale constitutive modeling. The ANN models have been applied to many other problems in the modeling of composite materials and structures such as predicting ballistic limit [147], first-ply failure [148], and the effects of embedded defects and features [149]. The major challenge is to reduce the cost of data generation from physics-based models and add interpretability to the ANN model. Several research directions are discussed in the paper such as adding physical-constraints, developing more efficient physics-based models, and using multi-fidelity data.

Discovering unknown physics is essentially an inverse problem. Learning complex 2D or 3D nonlinear constitutive laws directly from experiments requires a huge number of training data, which is usually not feasible for the experiments of composite materials and structures. A potential solution is to use indirect data derived from experimental measurements through some physics-based models, which will bring several benefits. First, the data from complex experiments, containing rich constitutive information, becomes available as the directly paired data is not required. Second, the real ANN output needs to go through another physics-based model, which enforces certain physical constraints in the loss function. Third, this approach enables learning nonlinear constitutive laws at the constituents scale with the data from coupon or structural tests. For example, this approach can be extended to learn nonlinear constitutive laws of interface between fiber and matrix using the structural responses of the composite. However, this research is still in its early stages and the key challenge is to connect the data from ANN models and physics-based models across different scales.

In short, the recent efforts in the modeling of composite materials and structures shows a trend towards applying ANN models in conjunction with physics, experiments and data science, which creates a hybrid system utilizing full potentials from each element (see Fig. 8). Bring physics into ANN models will reduce the requirement of the size of training datasets, reduce the potential physically inconsistent prediction [150], and enhance the physical interpretability. Appropriately design experiments with enriched constitutive information combined with physics-based models will expand the data availability for training ANN models. The methods from data science can be used to pre-process the training data (e.g., principal component analysis [151]) to reduce the input dimensions which will greatly reduce the computational costs. The key challenge is to connect different elements into a single system so that the ANN models can keep tracking the information across different element.

![Fig. 8 Integrated ANN model with physics, experiments, and data science](image)

We hope that this review provides an introduction and overview of ANN models in the design and analysis of composite materials and structures.
composite materials and structures, which will stimulate discussion and highlight some future research directions in the composites community.
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