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1.Introduction

Real-time monitoring of the operating environment of the Internet of Things is one of the important means to prevent the occurrence of Internet of Things accidents and improve the safety management of the Internet of Things [1]. With the comprehensive advancement of the Internet of Things in all walks of life, security issues have become a key issue to be solved. Research has shown that the special geological conditions and harsh environment of the Internet of Things are very suitable for combining the grey-related Internet of Things security sensing technology [2]. At present, in China, many types of Internet of Things are still monitored by traditional wired methods [3]. The grey relational Internet of Things security sensor network technology is widely used in monitoring systems [4]. Therefore, most of the domestic Internet of Things is a wired monitoring system, and the technical approach is active FIRD combined with communication methods such as Ethernet [5]. In order to effectively respond to cyber threats, various research institutions and functional departments have strengthened their protection efforts [6], building a single-point defense system [7]. However, these defense tools often only focus on the partial information of cyber threats and timely and accurately detect threat behaviors and their internal associations, resulting in large deviations in detection results and formulating security strategies for network administrators [8].

Foreign Internet of Things security monitoring technology began to develop in the 1960s, there have been four generations of products today, and a new generation is basically every ten years [9]. It is a comprehensive automated IoT monitoring system that covers the entire process flow, is compatible with various monitoring technologies, and
realizes the automatic monitoring of the environmental parameters of the Internet of Things [10]. In the middle and late last century, a CMC-1 type associated decision-making monitoring system with 128 monitoring points was introduced to monitor environmental parameters [11]. With the advancement of science and technology and the advent of advanced instruments, many countries have developed many monitoring and control systems [12]. Kounganos et al. [13] are the first to propose the use of grey correlation sensor networks in the Internet of Things to realize worker tracking and positioning and environmental parameter monitoring. The application of domestic monitoring technology is relatively late [14]. In the early 1980s, the country introduced a batch of monitoring systems from France, Poland, Germany, the United States, and the United Kingdom [15]. At the same time, in the process of introduction, through digestion and absorption, combined with the actual situation of the national Internet of Things, we have successively developed the K70 Internet of Things safety monitoring system [16]. In recent years, comprehensive mine safety monitoring systems are based on Ethernet. Swan [17] has been widely used in the Internet of Things industry, but these systems still have insufficient scalability, low flexibility, and small coverage area. Therefore, in order to ensure the reliability of information transmission and increase the data transmission speed, reduce the blind area of safety monitoring [18]. The emergence of the grey-related IoT security sensor network (WSN) has brought new ideas to the IoT security monitoring system. Its unique advantages such as easy expansion, flexible placement, self-organization, and strong mobility can integrate the information of the realization system [19]. However, due to the particularity of the working environment of the grey-related IoT security sensor network, the existing research results cannot be directly applied [20]. Nesa et al. [21] and others referred to the research results of situational awareness in other fields and proposed a network security situational awareness model based on data fusion. Balamurugan et al. [22] applied data fusion technology to the network intrusion detection model to realize the network situation awareness system. Zhang et al. [23] and others designed a new fusion algorithm to improve the accuracy of situational awareness, through the threat detection and identification system to deal with complex events. Safaei Pour et al. [24] introduced an adaptive human-computer interaction fusion system to identify threats. At the same time, Lin et al. [25] designed an unknown threat detection method based on the concept of conflict in the environment, which effectively solved the problem of unknown threat identification frequently encountered in the multi-IoT security sensor automatic target recognition system and situation assessment. In recent years, with the research and development of network security situation assessment technology, data visualization technology has been regarded as a key technology in the network security situation assessment system, which has attracted the attention of domestic and foreign scholars and has achieved considerable development and application. Ma and Pang [26] realized Erbacher’s IDS visualization system based on the logs collected by Hummer IDS and developed a network traffic sensing system based on NetFlow, using network traffic analysis tools to analyze the network connection relationships and traffic characteristics in the network in a visual way.

From the results of theoretical analysis and simulation, the node deployment method and reliability guarantee mechanism proposed in this paper have the characteristics of high coverage of the monitoring area, balanced energy consumption, flexibility, and scalability. On the basis of discussing the main security problems of the Internet of Things, this paper discusses the method of evaluating the security status of the Internet of Things based on the grey association algorithm and carries out a corresponding empirical analysis. In view of the above problems, the application of networked security sensor network technology in the field of security monitoring of the Internet of Things provides new ideas for safe production of the Internet of Things and has a significant effect on improving the topological reliability of the security monitoring of the Internet of Things. Through a more detailed discussion on the security issues of the Internet of Things, combined with the grey correlation algorithm, the method and steps of the Internet of Things security status assessment are proposed, and through empirical analysis, the specific process of the application of the grey correlation algorithm in the security status assessment of the Internet of Things is explained. It has a certain reference significance for the Internet of Things managers to ensure information security and manage the Internet of Things in practical applications.

2. Construction of IoT Security Detection Model Based on Grey Association Decision Algorithm

2.1. IoT Security Detection Level. The grey relational Internet of Things security sensor network technology is a new generation of network technology based on the fourth-generation grey relational communication technology and integrating traditional sensing, embedded computing, distributed information processing, and monitoring technologies [27–32]. Nodes are composed of IoT security sensor modules, processor modules, grey correlation communication modules, and energy supply modules [33–35]. According to their functions, they can be divided into four categories: node coordinator, router, enhanced end device node, and streamlined end device node. Network security status analysis usually includes several aspects such as the operation status of various network equipment at a certain time, network service status, and user behavior analysis and evaluation. The grey correlation IoT security sensor network measures the signals of the surrounding environment through the built-in IoT security sensors in the node, thereby detecting humidity, temperature, noise, soil composition, pressure, light intensity, size, speed, and direction of moving objects.

It mainly includes the physical layer, data link layer, network layer, transport layer, and application layer from Figure 1. In addition, the protocol stack also includes three
parts: task management platform, mobility management platform, and energy management platform. The distance that can be monitored by the two basic monitoring planes is as follows: when the basic monitoring planes are arranged in sequence, there are IoT security sensor nodes in each horizontal row, so there are a total of $4$ areas from the area of the entire square.

$$d(k) = |d_i(k)|, \quad i = 1, 2, \ldots, n.$$  \hfill (2)

Because there will be a $g$ area between every two intersecting circles and the outer tangent line, the circle and the outer tangent line at each corner will form an $f$ area. $d(k)$ is the interval of correct classification according to the classification surface. When the monitoring area is composed of clusters, there are still $4$ corners, so there are always $4$ areas $f$, and there is a total of IoT security sensor nodes in each horizontal row, so there are a total of $g$ areas in the entire monitoring area.

$$e = \lim_{n \to \infty} \frac{1}{\sum_{i=1}^{n} (d(k) - x(i))}$$  \hfill (3)

In the middle row, any common node between the two cluster head nodes is a free node, because removing any of them will have no effect on the coverage of the entire monitoring network. However, if all the two common nodes are removed, a small coverage blind area will appear. Therefore, it can be seen that there is a common node between every two cluster head nodes that is a free node. Therefore, there is the following relationship between the number of free nodes and the number of clusters:

$$h(i) = \lim_{n \to \infty} \frac{\sum_{i=1}^{n} w(i)x(i) - b}{\sum_{i=1}^{n} w(i)x(i) + b} \quad h = 1, 2, \ldots, n.$$  \hfill (4)

The basic principle of the fusion of multiple IoT security sensor information is to make full use of multiple IoT security sensor resources, and through the reasonable control and use of various observational information, the complementary and redundant information can be based on a certain amount of time and space. The combination of these optimization criteria produces a consistent interpretation or description of the observation environment and at the same time produces new fusion results.

$$y(x) = \lim_{n \to \infty} \frac{\sum_{k=1}^{n} (w(x) \cdot h(x,k) - b(i))}{\sum_{k=1}^{n} (w(x) \cdot h(x,k) + b(i))} \quad k = 1, 2, \ldots, i.$$  \hfill (5)

Its goal is to separate observation information based on various IoT security sensors and to derive more effective information by optimizing the combination of information. The ultimate goal is to use the advantages of multiple IoT sensors.
security sensors to operate jointly or jointly to improve the entire system. \(y(x)\) is the optimal classification surface constructed in the high-dimensional feature vector space. According to the level of data abstraction and target recognition, information fusion is divided into three levels: data level, feature level, and decision level.

\[
u_t = \frac{1}{2m(y(x) \cdot x + h(k))^2}.
\]

(6)

The bottom layer is the terminal grey-associated sensor node deployed in the monitoring area, which is deployed using a star network topology to monitor environmental parameters in real time and form a self-organizing network through communication between nodes. The gateway node is used to control the terminal node, and its role is to realize functions such as network startup and sampling period repair.

2.2. Grey Relational Decision Algorithm. Areas covered by less than 2 in the area they perceive will become blind spots. When a neighboring node fails, the coverage and the area below the area perceived by this node will all become blind areas. Now quantitatively analyze the size of the coverage blind area caused by the failure of different types of nodes. In the large-scale network environment of the Internet of Things, extracting, analyzing, and displaying the security factors that cause changes in the network security status, so as to achieve the purpose of predicting the future development trend, is one of the keys to the evaluation of the security status of the Internet of Things. The coverage of each part of the two basic monitoring surfaces is shown in Figure 2. In the figure, the coverage in the sensing area of the cluster head node is not considered, because once the cluster head node fails, the data of the entire monitoring surface cannot be delivered. Therefore, the cluster head node needs to take more effective measures to ensure its reliable operation. The area covered by the two nodes that compose the constraint node pair is considered to be 1 coverage. By restricting the addition and subtraction of the three basic node failure areas of node pairs, edge nodes, and corner nodes, the smaller 2-cover or 3-cover irregular graph area can be obtained.

In order to solve the problem of SVM parameter selection, this paper uses a PSO-based parameter optimization method. Using this algorithm can achieve a better balance between time-consuming and improved accuracy. On the basis of the network security situation assessment index system constructed in the previous chapter, the index weights are determined according to the grey correlation analysis, the training samples are input to the support vector machine for training, and the improved particle swarm algorithm is used to optimize the parameters of the support vector machine to establish the network. The VC dimension is the core of statistical learning theory. Its definition refers to for an indicator function set, if there are \(h\) samples that can be separated by the functions in the function set in all possible \(2^h\) forms, then the function set can be called \(h\) when the samples are broken up, and the VC dimension of the function set is the maximum number of samples \(h\) that it can break up.

\[
w(i, j) = \begin{cases} (w(i) + \min) \cdot f(t), \\ (\max - w(i)) \cdot f(t). \end{cases}
\]

(7)

The size of the VC dimension indicates the strength of the learning ability of the method, and the larger the dimension is, the stronger the learning ability is. Statistical learning theory is a method to study the correlation between actual risk (i.e., expected risk) and empirical risk (i.e., training error) in function concentration, and it is also called the generalized boundary. For the research on this issue, it is now generally agreed that, for all functions in the indicator function set, the empirical risk and the actual risk satisfy the following relationship at least with a probability of 1 - \(\eta\).

\[
z(i) = \bar{y}(i) - y(i) = \lim_{n \to \infty} \sum_{i=1}^{n} w(i) \cdot y(i).
\]

(8)

Under the condition of limited training samples, the confidence range has a positive correlation with the VC dimension of the learning machine. The VC dimension increases with the increase of the confidence range, which will also cause the difference between the empirical risk and the real risk to become larger. At the same time, this is also the reason for the phenomenon of overlearning in learning machines. In the process of machine learning, it is necessary to have a good generalization of future samples and to make the empirical risk and actual risk small; it is necessary to control the VC dimension as much as possible to narrow the confidence range.

\[
\min Y = \frac{\lim_{n \to \infty} \sum_{i=1}^{n} w(i) \cdot (y(i, t) - y(t))}{2},
\]

\[
R = \sqrt{\lim_{n \to \infty} \sum_{i=1}^{n} (x(i) - x)^2} / y(x - x).
\]

(9)

In order to solve this problem, the statistical learning theory proposes a new solution strategy, which is to replace the function set with the decomposed function subsequence set.

2.3. Optimization of Safety Detection Model Parameters. The main components of the monitoring system are as follows. (1) Key nodes (cluster head nodes and gateway nodes): when the two kinds of nodes are used, the cluster head nodes are distributed in the roadway, and only the grey correlation communication function is enabled, while the gateway nodes are distributed in the roadway entrance and the main roadway, and the two communication methods of wired and grey correlation are enabled to realize the grey correlation of the Internet of Things. Therefore, when analyzing and researching grey systems, the key to solving such problems is how to find correlation and correlation metrics from random time series so as to perform factor analysis and provide a basis for decision-making. The data gathered by the security sensor node are exchanged with the base station.
data. (2) IoT security sensor node: it is responsible for collecting environmental data in the monitoring area, sending the data to neighboring nodes through grey correlation communication, and finally converging to key nodes.

There are eight common nodes around the cluster head node. The height of each row of nodes on the wall increases by 1/4 of the wall height. Placing the cluster head node in the center has two advantages: (1) making the distance between the common nodes in the cluster and the cluster head node as equal as possible to achieve a relatively balanced energy consumption of each node; (2) placing the cluster head node of the center which is beneficial to protect the cluster head nodes. In the IoT monitoring scenario, if there is gravel on the top plate, it is likely to damage the IoT security sensor nodes, and the IoT security sensors in the top row can affect the cluster head nodes. To a certain degree of protection, an IoT security sensor on the top board does not belong to any basic monitoring surface. It has both monitoring and routing functions. In IoT mines, the roof of the roadway is generally curved, and monitoring the pressure of the roof is of great significance for preventing roof fall accidents.

At the same time, after the IoT security sensors at the top board communicate with each other, a path to the sink node is formed, which is beneficial to improve the forwarding speed of data packets. After connecting multiple basic monitoring bodies, the monitoring network of the entire roadway is obtained. It shows the connection of four basic monitoring bodies. When using the Internet of Things to monitor major hazards of the Internet of Things, the accuracy of the monitoring data determines the practicability of the monitoring system. The accuracy of monitoring data is related to the deployment method and density of IoT security sensor nodes. In the 1-coverage problem, the hexagonal deployment strategy is an optimal deployment strategy, because the hexagonal deployment uses the least number of nodes for each monitoring area coverage, as shown in Figure 3. However, in the monitoring of major hazards in the Internet of Things, due to the limited height of the roadway, it is impossible to make any six nodes into a hexagon, but they can only be deployed along the roadway.

On the basis of research on situational awareness and risk assessment, in accordance with relevant national standards and regulations, the security situational awareness process is the main line, with emphasis on the three key links of situation understanding, situation assessment and situation prediction, and the network security situation based on PSO and SVM. Based on the evaluation technology and the situation prediction technology of the improved Elman grey relational decision model, a hierarchical network security situation awareness model framework is established, as shown in Figure 4. Situation understanding is the basis of situation awareness.

Situation understanding is mainly to complete the preprocessing of raw data and prepare for the next stage of situation assessment, which mainly includes asset

**Figure 2: Grey relational decision algorithm flow.**
identification, vulnerability identification, and threat detection. Situation assessment is the core of situation awareness. In this paper, a situation assessment method based on SVM and PSO is used to improve the particle swarm algorithm to optimize the support vector machine parameters. Using this algorithm can achieve a better balance between time-consuming and improved accuracy and improve the effect of situation assessment. Situation prediction is the essential requirement of situation awareness. As a real-time dynamic system of the Internet of Things, the use of grey correlation method to analyze its network security status has good operability and practical value. This paper constructs a network security situation prediction model based on the relevant theories of the grey relational decision-making model, referring to the double-feedback Elman grey relational decision-making model, optimizes the parameters through adjustment factors, and constructs a double-feedback Elman grey relational decision-making model based on the adjustment factors. The network security situation prediction model improves the effect of situation prediction.

3. Application and Analysis of IoT Security Detection Model Based on Grey Relational Decision Algorithm

3.1. Quantification of IoT Security Assessment Indicators. Two models are used to predict the situation value separately. Every 6 data are a group, the first 5 data are used as the prediction input, and the sixth data is the prediction output, starting from the 96th day, that is, from the 96th to the 100th situation value on the 101st day and so on. The prediction result is shown in Figure 5. The disadvantage of this method is that when the number of subsets is too large, the time overhead of the algorithm is too large; the second is to design a certain structure of the function set so that each subset can obtain the smallest experience risk (such as making the training error 0). It takes 6 iterations of calculation to reach the expected minimum error; the error of the GA-BP algorithm for training the grey relational decision-making model continues to decrease over time, and the test error curve and the verification error curve maintain a roughly similar trend. When it is trained to the circle in the figure, the generalization error of the network is minimized, which is the optimal weight threshold of the grey relational decision-
The GA-BP algorithm has a fast convergence speed, because the population evolution requires sufficient time, and the population size, number of iterations, and the initial range of the weight threshold also have a greater impact on the convergence time of network training.

Based on the BP grey relational decision-making model group and the BP grey relational decision-making model combinator, the dual BP grey relational decision-making model-intelligent neural network classifies the combined model and uses the hybrid method to combine the output results of the three optimized BP grey relational decision-making models. The rate of evolution is slow. Collect and statistically detect the attack data on the network within the time period T. According to the performance of the entire system and the actual situation, the size of the time period T can be adjusted accordingly. Generally, the crossover probability is set to a larger value in the range of [0.4, 1], which can not only expand the optimization space but also improve the efficiency of the algorithm, so as to realize the ability of the genetic algorithm to search for the optimal solution globally. If the error is greater than the expected error value, the two processes need to be repeated to achieve the target accuracy. The disease output vector of the decision model is fitted and trained until the prediction accuracy requirements are met, so as to achieve the purpose of predicting the disease of the grey relational decision model. In the following, the grey relational decision-making model displacement and the grey relational decision factor are, respectively, used to predict the two diseases using the grey neural network prediction model based on wavelet correlation. Through the comparison and analysis of deformation monitoring data prediction, it can be seen that the fitting accuracy of the intelligent grey relational decision-making model is significantly better than that of other single models, and the fitting accuracy can be improved by more than 40%.

The experiment is to obtain 20 sets of measured data of IoT security sensing under 5 types from the associated decision database of an Internet of Things and extract the corresponding feature vector samples after wavelet packet decomposition processing, which is used to compare the trained neural network. It can be seen from Figure 6 that using the design method of this paper to detect the security sensor nodes of the Internet of Things can effectively reduce the false alarm rate and the false alarm rate of the diagnostic system and significantly improve the robustness of the diagnostic system.

3.2 Matrix Simulation of Safety Detection Model. Under the same learning sample and initialization parameters, the effect of the optimization algorithm is analyzed from the number of iterations and whether it falls into a local minimum. Set the maximum step size of BP grey relational decision model training to 10000, and the expected minimum error is 101. It is feasible and effective to use the combined model to predict the displacement. It also proves the hysteresis characteristics of the data based on displacement and environmental factors. Perform dimensionless processing on the above-stated data table, and obtain its grey incidence matrix according to the relevant formula (the formula is omitted here due to space limitation), and the relevant grey correlation coefficient value is obtained. After the wavelet time-lag correlation is used to analyze the time lag of the data, the WGRFM model is used to predict the displacement of the stone grey relational decision model. It is more effective and accurate. The accuracy line graph of grey correlation attributes is as shown in Figure 7.

First, the disease time series and the environmental factor time series are preprocessed, and on the basis of correlation analysis, n key environmental dependent variables are analyzed; the wavelet correlation theory is used to construct the wavelet time-lag correlation function, the disease, and the key environment. It can be seen that the prediction accuracy of the optimized model of the optimized Elman grey relational decision model is higher than that of the original Elman grey relational decision model, and the running time of the prediction algorithm is less than that of the original Elman grey relational decision model. It is higher than other time periods, and it should arouse the attention of network managers and take necessary preventive measures.

According to the conclusion of the analysis, the grey correlation decision factor has the greatest correlation with the safety false alarm data. Therefore, the lagging cross-correlation analysis is carried out on this key influencing factor and the grey correlation decision factor disease, and the value range of the lag factor k is selected from 0 to 20. The result is shown in Figure 8. The safety false alarm data affect the displacement when $k = 15$. According to the abovementioned various attack hazards, combined with the weights given by the expert system, the network security status index value is calculated. The maximum of the grey correlation decision factor has the greatest impact on the displacement when $k = 17$. 

![Figure 5: Histogram of probability distribution of IoT nodes.](image-url)
WGRFM forecasting models can be trained to fit the details of the changes in the time series of grey correlation decision factors.

The network security risk index value is calculated according to the weight of the above-mentioned various attacks. It can be seen in Figure 9 that the WGRFM training error is the smallest. The Shannond wave of the force Hamming window is used as the mother wavelet to perform wavelet packet decomposition on the output signal of the Internet of Things security sensor. Because the time-domain waveform tends to 0 faster than the Shannond wave, the waveform attenuates rapidly, and the support is small. Effectively, it improves the accuracy of numerical calculations, the time-domain truncation after the Hamming window has little effect on the frequency domain, and the Gibbs phenomenon will not occur in the frequency domain.

3.3. Example Results and Analysis. The development environment includes a computer with a CPU speed of 2.0 GHz and above, memory not less than 2G, and hard disk space not less than 50G; system development tool including Eclipse platform and jdk1.7.0_25 development kit; web server using Tomcat6.0; database using SQL Server 2008; web browser adopting IE6.0 and above; website development languages and tools including web design tools, system architecture tools, programming languages, and database languages.

Among them, the page design is HTML language, JSP technology, JavaScript technology, CSS language, and Highcharts plug-in; the back-end architecture adopts framework construction environment; dynamic implementation languages include Java language, JavaEE platform, JQuery, and Ajax; database query language; SQL language. According to the above-obtained network security index value analysis, the security status of the network can be obtained. It can be seen from the lag correlation number in

![Figure 6: Error factor matchstick diagram of different sample points of the model.](image6)

![Figure 7: Accuracy line graph of grey correlation attributes.](image7)

![Figure 8: The distribution of safety detection values of different sample elements.](image8)

![Figure 9: The distribution of the recognition rate of test samples.](image9)
Figure 10 that the correlation between the time series of key meteorological elements and the displacement is constantly changing with the change of the lag factor. Among them, the influence of the surface temperature on the displacement is at the lag factor $k$, the safety false alarm data have the greatest impact on the displacement when $k = 19$, and the grey correlation decision factor has the greatest impact on the displacement when $k = 17$. Smoothing filtering preprocessing of the collected data is often superimposed with noise due to various reasons so that the characteristic information of the time series is often submerged in the noise. In order to be able to restore the real signal, it is necessary to perform signal preprocessing such as filtering.

In RBF training and prediction, select the first row to the 30th row as the training samples and start the prediction from the 4th and the 31–35 behavior prediction test samples. In order to enhance the accuracy of the prediction, before the RBF training, all the data were normalized, and the results of three sequences were obtained. Input to the RBF grey relational decision-making model for learning and training, and the displacement fitting sequence obtained is shown in Figure 11. According to the impact of various attacks on the security of the network system, the weight can be selected in combination with the expert system. There are 5 evaluation levels, so the dimension of the input layer is 20, the output layer is a single factor, and the output dimension is 5. If the input is all normal, that is, the input vector is $(1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0)$, the output must also be normal, that is, the output vector is $(1, 0, 0, 0, 0)$; if all the inputs are basically normal, that is, the input vector is $(0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0)$, it can be inferred that its output must be basically normal, that is, the output vector is $(0, 0, 0, 0, 0)$.

For performance comparison, a single-factor RBF grey relational decision model, Verhulst-RBF combined forecasting model, and GM-grey relational decision model combined model were established to fit and predict the displacement. This is consistent with the changing trend of actual engineering and basically consistent with the empirical judgment of experts, indicating that it is reasonable to apply the grey relational decision model to the deformation safety evaluation of the Internet of Things.

It can be seen that the prediction results obtained by the GM-RBF grey correlation decision model prediction algorithm based on wavelet correlation are the closest to the true value, followed by the GM-RBF grey correlation decision model algorithm based on wavelet correlation. In the fitting process, it can fit the details of the curve well. The training effect of the design model and other models is shown in Figure 12. The solutions of the two sequential differential equations correspond one-to-one, respectively. The output data of the GM $(1, 1)$ model are normalized, and the data of the previous 27 days are used as training data. The GM $(1, 1)$ model can basically show the trend of grey relational decision-making factors, but the error is very obvious; the GM-greym relational decision model and the grey-grey relational decision-making model can basically fit the grey relational decision-making well. Among them, in the GM-grey relational decision model, the grey relational decision model...
network adopts a 6-6-1 three-tier structure. The transfer function of the grey relational decision model is Sigmoid, the learning rate is 0.02, and the maximum number of iterations is 100. According to the grey relational decision-making model trained by the standard BP algorithm, DZ-BP algorithm, LM-BP algorithm, and GA-BP algorithm under the same sample data, the four-phase data are selected as the predictive output of the model, and the data of the four-phase grey relational decision-making model are compared effect. LM-BP is one of the standard numerical optimization methods to accelerate the convergence of the BP algorithm. The Jacobian matrix (easy to calculate) is used to replace the calculation of the Hessian matrix, which improves the optimization efficiency. Genetic algorithm is abstracted from Darwin’s theory of evolution. Although we would doubt the truthfulness of Darwin’s theory of evolution, the genetic algorithm can indeed be said to be a very good global optimization algorithm. As shown in it, the original curve of the standard BP grey relational decision model (upper left) is quite different from the model prediction curve. The maximum error value reaches 0.1226, and the sum of squared errors is 0.0247. Its maximum error value is 0.6488, and the sum of squares of errors is 0.0115, which can improve the standard BP grey to a certain extent. The relatively small value of the network security index indicates that the threat to the network during this time period is higher than that of other time periods, and the network administrators should pay great attention to it and take necessary preventive measures. The fitting accuracy of the associated decision-making model is good. The maximum error value of the GA-BP grey associated decision-making model is 0.1221, and the sum of squared errors is 0.0227. The optimization effect of its fitting accuracy is not better than that of DZ-BP and LM-BP. It can be seen from Figure 13 that the two combined models of Verhulst-RBF and grey relational decision-making model can better fit the development and changes of the displacement series and have a better fitting effect. It can be seen that the average error of grey relational decision-making factor prediction is 0.69, and the relative error is 6.9%. It can be seen from the above chart that the fitting effect of the standard grey relational decision-making model is relatively poor, and the optimized grey relational decision-making model can be greatly improved in accuracy. Through the above examples, it can be seen that the evaluation results obtained by the grey theory-based IoT security status evaluation method given in this paper are still relatively in line with the actual situation. From the data, the error indicators of the respective models can be obtained. The root mean square error of the grey relational decision-making model is large. The average root mean square error of the optimized grey relational decision-making model is smaller than that of the grey relational decision-making model neural network, while the mean square of the combined model is better than the dual grey relational decision-making model. The learning sample is obtained by permutation and combination of each evaluation factor. The sample dimension is the product of the number of evaluation indexes and the number of evaluation grades, and the number of samples is the power of the number of evaluation indexes of the evaluation grades. The dual grey relational decision-making model of the combined model is more significant in improving the accuracy of the single model and can improve the fitting accuracy by more than 45%.

4. Conclusion

This paper analyzes the four failure modes of IoT security sensors in the monitoring and control system and establishes a fault diagnosis strategy for IoT security sensors on this basis. Aiming at the four types of invisible soft faults that are common in IoT security sensors, namely, constant, drift, offset, and periodic, which are based on wavelet analysis and FRBF grey relational decision-making model, the feature energy spectrum extracted by wavelet packet decomposition is proposed. An IoT security sensor node fault diagnosis method for pattern classification and identification with the grey correlation decision model is optimized with the extended Kalman filtering algorithm (EKF). The output signal of the security sensor of the Internet of Things is decomposed by wavelet packet, and the local discriminant basis (LDB) algorithm based on the cost function is used for cropping to obtain the optimal feature energy spectrum, which is processed as a feature vector to train the EKF-FIF grey correlation. The decision model adopts parameter augmentation and statistical dynamics methods and uses EKF parameter estimation with tuning factors to identify the fault type of the IoT security sensor node. Experiments show that the identification accuracy of this method is more than 95%, the false alarm rate and true alarm rate are significantly better than other algorithms, and it can be effectively used for the online fault diagnosis of IoT security sensor nodes in the IoT system. The fault recognition accuracy rate is more than 95%. The training root mean square error and the test root mean square error show better robustness and stronger classification ability, which can significantly improve the effectiveness and accuracy of fault diagnosis. Applying the
diagnostic algorithm to the online fault detection of IoT security sensor nodes in the Internet of Things network, it can quickly identify 4 types of hidden soft and soft faults, has good generalization ability, and can be effectively used in the Internet of Things security in the Internet of Things system. The online fault diagnosis of sensor nodes can greatly improve the working reliability and anti-interference ability of the Internet of Things monitoring system.
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