LARGE-SCALE DATA VISUALIZATION WITH MISSING VALUES
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Abstract. Visualization of large-scale data inherently requires dimensionality reduction to 1D, 2D, or 3D space. Autoassociative neural networks with a bottleneck layer are commonly used as a nonlinear dimensionality reduction technique. However, many real-world problems suffer from incomplete data sets, i.e. some values can be missing. Common methods dealing with missing data include the deletion of all cases with missing values from the data set or replacement with mean or “normal” values for specific variables. Such methods are appropriate when just a few values are missing. But in the case when a substantial portion of data is missing, these methods can significantly bias the results of modeling. To overcome this difficulty, we propose a modified learning procedure for the autoassociative neural network that directly takes the missing values into account. The outputs of the trained network may be used for substitution of the missing values in the original data set.
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1. Introduction

When a scientist or an engineer faces a new problem, the first steps towards its solution are to understand what is given and which aspects are the most important. Since humans perceive most of the information in the course of their life in a visual form, it is preferable to present this new problem also in some kind of a visual form: directly or through some analogy, i.e. to visualize it. It is quite easy to visualize structures or logical relationships by means of flow charts and block diagrams. But when we come to data sets describing quantitative characteristics of objects or their relationships, the problems of dealing with high dimensionality arises.

People inherently are able to think only in 1D, 2D, and 3D spaces. On the other hand, most real-world scientific and engineering problems deal with tens to thousands of dimensions. Thus, presenting (visualizing) high-dimensional data in low-dimensional space requires dimensionality reduction. It is a technique intended to cut the number of dimensions while preserving maximum useful information in the data set.

Some of the well-known dimensionality reduction methods are the following:
- principal component analysis (PCA) [1, 2];
- principal curves [3, 4];
- multidimensional scaling [5, 6];
- autoassociative (bottleneck) artificial neural networks (AANN) [7, 8].

These and many other methods work seamlessly on complete data sets, when all numerical values are present, but most of them cannot be applied to data sets with missing values. The essence of the problem lies in mathematics: for the formulas to be computed all included variables must take some exact numerical values. When the value is missing, the formula cannot be computed at all, or it must be modified to omit this value. When missing values are positioned randomly in the data set, formulas cannot be modified to handle all possible situations, thus a way is sought to fill the missing values with some numerical values.

There are several simple methods to fill missing values:
1. When the number of samples with missing measurements is very small, discard these whole samples.
2. Replace missing values with mean or some “normal” (tolerable) value for this parameter.
3. If it is appropriate for the problem at hand, interpolate the value from the neighboring cells.

These methods have common drawbacks:
1. Missing data replacement (imputation) leads to biased estimates.
2. When the “restored” data set is presented to a dimensionality reduction algorithm, it does not “know” which values are true and which are replaced, and thus they have the same ranking in terms of their information load. On the other hand, dimensionality reduction implies information loss, so it is preferable to keep as much as possible information from the true data and completely ignore all missing data.

Thus, it is desirable to develop an algorithm that would explicitly handle missing data, eliminating the abovementioned drawbacks. For PCA such an algorithm exists, it is a well-known expectation maximization (EM) algorithm [9]. However, PCA provides only linear projection, and more efficient results can be obtained by employing nonlinear dimensionality reduction techniques.

Autoassociative (bottleneck) neural networks can be seen as the generalization of PCA to the nonlinear case. It is proven [10, 11] that if only linear activation functions are used and the network is optimally trained, it performs exactly the same projection as PCA. In this paper we propose modifications to standard learning procedures for AANN, which allow direct handling of the missing data, extract most information from the present data and estimate the missing values from the low-dimensional representation of the data set.

The paper is organized as follows: section 2 gives a short overview of standard AANN architecture and learning algorithms; in section 3 the proposed modifications are presented; section 4 supports theoretical findings with experimental evidence; and finally, conclusions are made on the basis of the obtained results.

The following notation is adopted:

- \( X \) – \( N \times D \) matrix containing the data set, where \( N \) – number of samples,
- \( D \) – original (high) dimensionality of the data;
- \( x(k) \) – \( k \)-th row of \( X \), i.e. one sample;
- \( y(k) \) – low-dimensional representation of \( x(k) \);
- \( \hat{x}(k) \) – reconstruction of \( x(k) \), obtained from \( y(k) \).

### 2. Autoassociative neural networks

AANN is a kind of feedforward neural network with multiple hidden layers. Depending on the architecture and activation functions used, AANN can perform linear or nonlinear mapping.

General AANN architecture [7, 8] is presented in Fig 1. It consists of input and output layers (with linear activation functions) with the number of neurons equal to the original dimensionality of the data. The first and the third hidden layers (with nonlinear activation functions) contain equal number of neurons which is chosen according to the problem at hand. The second hidden layer (with linear activation functions) is the “bottleneck” layer which number of neurons is equal to the target low dimensionality. The outputs of the network are extracted from this layer. Such a network can be considered as two parts: input and the first two hidden layers form a multilayer perceptron (MLP1) with one hidden layer that performs nonlinear mapping \( x(k) \Rightarrow y(k) \); the second and the third hidden layers with the output layer form the second multilayer perceptron (MLP2) that solves the reverse problem of reconstructing the original data \( y(k) \Rightarrow \hat{x}(k) \). The idea is to “squeeze” high-dimensional data through a low-dimensional “bottleneck” (the second hidden layer) so that the reconstruction \( \hat{x}(k) \) is as close to the original data \( x(k) \) as possible, i.e. maximum of information is retained. Thus the network inputs are also used as learning targets.

![Fig 1. General AANN architecture](image-url)
To achieve this goal, the network is trained in the supervised mode with respect to the following criterion

$$E = \sum_{k=1}^{N} (s(k) - \hat{s}(k))^2.$$  

(1)

If only linear mapping is required, the first and the third hidden layers (with nonlinear activation functions) are unnecessary and the general architecture can be simplified (Fig 2).

AANN can be trained with any learning algorithm suitable for feedforward neural network. Most of them are based on the backpropagation procedure to calculate error gradients for hidden layers. Since for our further consideration, the choice of a particular learning algorithm does not matter, we will not focus on this issue.

3. Modified learning procedure

Now consider the case of missing values. The goal is to eliminate their influence on the network output and weights update.

The network outputs are formed by feeding forward the inputs through the network layers. The only layer that directly receives the inputs $x(k)$ is the first hidden layer. The weighted inputs are accumulated to form the neurons activations as follows:

$$a_j = \sum_{i=1}^{o} w_{ji} x_i,$$  

(2)

where $a_j$ – activation of $j$-th neuron, $x_i$ – $i$-th input, $w_{ji}$ – the corresponding synaptic weight.

If the input is missing, it is natural to exclude the corresponding term from summation, which is equivalent to setting the corresponding $x_i$ to zero. In this way, missing value does not influence the sum (the neuron activation), hence, the neuron output, hence, the network output.

The network learning is basically an optimization procedure performed with respect to criterion (1). Ideally, the absolute value of $E$ can drop to 0, if the network perfectly reconstructs its inputs. In reality it is always above 0 and the goal of learning is to minimize it by adjusting the synaptic weights of the network. Obviously, higher errors at particular network outputs lead to bigger adjustment of weights. On the contrary, zero errors lead to no adjustment. Thus, to eliminate the influence of missing values on the network learning, it is necessary to zero out errors at those outputs, where the target values are missing.

Such a modification to weight update scheme has a very important advantage: it is equivalent to weighting output errors with 1 (when the target is present) and 0 (when the target is missing), thus shifting the learning “attention” only to real data and completely discarding missing values. Hence, maximum retention of useful information from the data set is achieved in the course of dimensionality reduction.

When the learning procedure converges, the outputs of the network may be used to replace the corresponding missing values in the data set. If the task of missing value restoration is the primary one, the outputs of the network, where the target values are missing, may be fed back to the corresponding inputs. This will lead to an iterative process of missing value reconstruction.

Thus, the proposed modifications can be summarized in the following two rules:

1. Replace missing inputs with zeros.
2. Replace learning errors with zeros where targets are missing.

4. Experimental results

The proposed approach was applied to a real-world problem of biomedical data visualization. The data set contains blood tests (35 parameters) for 26 patients taken before and after treatment (total of 52 samples). Dimensionality reduction is performed from 35D to 2D. To compare different algorithms, 20% of data is randomly discarded, so we have both full and incomplete data sets.

The reference visualization is obtained by applying standard PCA to the full data set (Fig 3). Each line represents one patient, the end with a solid circle corresponds to the blood test taken before treatment, and the end with an empty circle corresponds to the blood test taken after treatment. The incomplete data set is visualized using three different approaches: Fig 4 – missing data are replaced with mean values for the corresponding parameter and then standard PCA is applied; Fig 5 – EM algorithm is applied directly to the incomplete data set; Fig 6 – the proposed modified AANN method is applied directly to the incomplete data set. Linear AANN (35-2-35 architecture) was used because we are comparing to linear PCA methods.

Visual analysis of the obtained visualizations reveals the following:
Fig 3. Visualization of complete data set

Fig 4. Visualization of incomplete data set with PCA (missing values are replaced by mean)
Fig 5. Visualization of incomplete data set with PCA using EM algorithm

Fig 6. Visualization of incomplete data set with the proposed approach
1. Replacing of missing data by mean led to a severe distortion of the data cloud shape and interrelations between data points. This could lead to wrong conclusions, if this visualization was used for decision making or express diagnostics.

2. EM algorithm performed much better than the previous method. The overall shape is only slightly distorted, but interrelations between data points are still wrong in many cases and are closer to the result of the previous method than to the reference.

3. The proposed approach yielded the best visualization in terms of its closeness to the reference PCA visualization of the complete data set. The shape is preserved almost precisely and data points interrelations are only slightly distorted.

5. Conclusions

In this paper we proposed modifications to AANN learning procedures that allow direct handling of data sets with missing values. One of its most important advantages for dimensionality reduction is the ability to preserve most of information from the present data while completely ignoring missing values that is very useful when a substantial portion of a data set is missing. This approach can be used for both linear and nonlinear dimensionality reduction and does not depend on the network architecture and learning algorithm, i.e. any supervised learning can be applied, any type of neural network can be used that performs weighted summation of inputs. The proposed approach can be easily generalized to other types of feedforward neural networks that are trained by supervised learning algorithms.

The comparison of experimental results has shown the superiority of the proposed method over other approaches to missing data handling, in particular, the replacement of missing values by mean values and the expectation maximization algorithm.
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