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Abstract
We constrain the temporal power spectrum of the specific star formation rate of star-forming galaxies, using a well-defined sample of main sequence galaxies from MaNGA and our earlier measurements of the ratio of the star formation rate averaged within the last 5 Myr to that averaged over the last 800 Myr. We explore the assumptions of stationarity and ergodicity that are implicit in this approach. We assume a single power-law form of the power spectrum distribution (PSD) but introduce an additional free parameter, the “intrinsic scatter”, to try to account for any non-ergodicity introduced from various sources. We analyze both an “integrated” sample consisting of global measurements of all of the galaxies, as well as 25 subsamples obtained by considering five radial regions and five bins of integrated stellar mass. Assuming that any intrinsic scatter is not the dominant contribution to the main sequence dispersion of galaxies, we find that the PSDs have slopes between 1.0 and 2.0, indicating that the power (per log interval of frequency) is mostly contributed by longer-timescale variations. We find a correlation between the returned PSDs and the inferred gas depletion times ($t_{\text{dep,eff}}$) obtained from application of the extended Schmidt Law, such that regions with shorter gas depletion times show larger integrated power and flatter PSD. Intriguingly, it is found that shifting the PSDs by the inferred $t_{\text{dep,eff}}$ causes all 25 PSDs to closely overlap, at least in the region where the PSD is best constrained and least affected by uncertainties about any intrinsic scatter. A possible explanation for these results is the dynamical response of the gas-regulator system of Lilly et al. to a uniform time-varying inflow, as previously proposed in Wang et al.

Unified Astronomy Thesaurus concepts: Star formation (1569); Galaxy evolution (594)

1. Introduction
Galaxies are usually separated into two types according to their locations on the color–magnitude diagram or star formation rate–stellar mass (SFR–$M_*$) diagram: star-forming (SF) galaxies and passive “quenched” ones (e.g., Strateva et al. 2001; Baldry et al. 2004; Bell et al. 2004; Blanton et al. 2005; Li et al. 2006; Faber et al. 2007; Wetzel et al. 2012). Typical SF galaxies have continuous ongoing star formation and disk-like morphology. Although great progress has been made in understanding the properties of SF galaxies in the last two decades, the temporal variability of the star formation rates (SFRs) of individual galaxies is still poorly understood.

SF galaxies are located on a tight sequence on the SFR–$M_*$ diagram, both in the local universe and up to a redshift of 3 (e.g., Brinchmann et al. 2004; Daddi et al. 2007; Elbaz et al. 2007, 2011; Noeske et al. 2007). This tight sequence is known as the star formation main sequence (SFMS). The scatter of the specific star formation rate (sSFR) at a given mass on the SFMS measured from the observations varies between 0.2 and 0.4 dex for different authors (e.g., Whitaker et al. 2012; Speagle et al. 2014; Schreiber et al. 2015), depending, in detail, on the definition of the sample of SFMS galaxies, as well as on how the stellar mass and SFR are measured. The scatter of the SFMS depends on both the stellar mass and structural properties of galaxies. Wang et al. (2018a) found that the scatter of the SFMS depends strongly on the structure of galaxies, with more compact galaxies showing a larger range of sSFR. By using different SFR measurements, including Hα, UV, and infrared emission, Davies et al. (2019) found that the scatter of the SFMS increases with increasing stellar mass at stellar masses greater than $10^{10.2} M_\odot$. Overall, there is no evidence for any strong redshift evolution of the scatter of the SFMS (Whitaker et al. 2012; Speagle et al. 2014; Schreiber et al. 2015). The evident stability of the SFMS (i.e., a scatter nearly independent of redshift) has been interpreted as the quasi-steady-state interplay between cold gas inflow, star formation, and outflow (e.g., Bouché et al. 2010; Schaye et al. 2010; Davé et al. 2011; Lilly et al. 2013; Tacchella et al. 2016; Wang et al. 2019).

Indeed, models based on this quasi-steady-state interplay (also known as the gas-regulator model) have achieved great success in explaining the observational facts of SF galaxies. For instance, Lilly et al. (2013) found that their simple gas-regulator model should produce the observed fundamental metallicity relation, i.e., not only that the SFR of galaxies should be a second parameter in the mass–metallicity relation but also that the $Z(M_*, \text{SFR})$ relation should be epoch-independent (e.g., Mannucci et al. 2010; Lilly et al. 2013; Belliore et al. 2019).

A key question is how galaxies vary over time on and around the SFMS, i.e., whether they vary their sSFR relative to the mean SFMS, and, if so, on what timescales. This question is a focus of the current paper.

Recently, Wang et al. (2019, hereafter W19) found that galaxies above (or below) the SFMS show higher (or lower) SFR surface density ($\Sigma_{\text{SFR}}$) at all galactic radii with respect to the median $\Sigma_{\text{SFR}}$ profile of typical SF galaxies. In addition, W19 also found that the dispersion of $\Sigma_{\text{SFR}}$ (at a given relative radius in galaxies of similar stellar mass) decreases with increasing (inferred) effective gas depletion time—the effective gas depletion timescale being inferred from the stellar surface mass density using the “extended Schmidt Law” from Shi et al. (2011) plus an estimate of the mass-loss rate in the wind.
This behavior could reflect the dynamic response of a gas regulator to variations in the inflow rate. By driving a gas-regulator system with a periodic cold gas inflow, W19 explored how the SFR in the system would respond. In a periodic SFR, the amplitude depends on the ratio of the driving frequency to the inverse gas depletion timescale. This could reproduce the observed relation between the gas depletion times (either $\tau_{\text{dep}}$ or $\tau_{\text{dep,eff}}$) and the observed dispersion of $\Sigma_{\text{SFR}}$ from galaxy to galaxy. In addition, the dynamical gas-regulator model can qualitatively explain the observed dependence of the SFMS on stellar mass and stellar surface density (Wang et al. 2018a, 2019; Davies et al. 2019).

In more detail, W19 showed that the temporal variation of SFR on long timescales ($>\tau_{\text{dep,eff}}$) should closely follow the variations in cold gas inflow, while on short timescales (much less than $\tau_{\text{dep,eff}}$), the variation of SFR is damped out, with a reduced amplitude (and a small phase shift). W19 explored the transfer function between the amplitude of variations in the inflow and the amplitude of the resulting variations in the SFR, as a function of the driving frequency, that would be expected in the gas-regulator model. Although this depends in detail on the waveform of the inflow (their Figure 11), they derived an analytic relation (their Equation (9)) for the simplest case of linear sinusoidal variations. In principle, the power spectrum distribution (PSD) of the star formation history of a galaxy described by such a regulator should be given by the PSD of the inflow history multiplied by this simple transfer function.

The transfer function in W19 was based purely on the gas-regulator model with constant star formation efficiency (SFE; although a time-varying SFE was also considered). In reality, the SFR may be more bursty on short timescales if feedback processes were included. Indeed, in the FIRE simulation, Sparre et al. (2017) found that the FIRE galaxies exhibit order-of-magnitude SFR variations over timescales of only a few Myr, due to the effects of stellar feedback.

Therefore, it is very interesting to have observational information on the temporal evolution of the SFR to understand the movement of galaxies on the SFMS and to uncover what kinds of physical processes govern the variation of SFR on different timescales.

Hydrodynamical simulations provide, in principle, one approach to study the variability of SFR, since accurate SFHs can be produced for simulated galaxies. By using the small scatter of the stellar-to-halo mass relation, Hahn et al. (2019) constrained the timescale of star formation variability assuming different correlation coefficients between star formation and host halo accretion histories for SF central galaxies. However, the models in Hahn et al. (2019) only consider the variation of star formation on SFMS on one particular timescale, ignoring the presumable contribution from other timescales. By directly measuring the movement of galaxies on the SFMS at different timescales in the Evolution and Assembly of GaLaxies and their Environments (EAGLE) simulation, Matthee & Schaye (2019) found that the variation of SFR of galaxies on the SFMS originates, in that simulation, from a combination of fluctuations on short timescales (in the range of 0.2–2 Gyr), likely associated with self-regulation of star formation, and a dominant contribution on long timescales (∼10 Gyr), likely related to the halo formation times.

Observationally, the accurate SFHs of individual galaxies are far from well determined, especially on short timescales, (e.g., Papovich et al. 2001; Shapley et al. 2001; Ocvirk et al. 2006; Gallazzi & Bell 2009; Muzzin et al. 2009; Zibetti et al. 2009; Conroy 2013; Ge et al. 2018; Leja et al. 2019). This restricts the investigation of the variability in SFRs of individual galaxies. The ratio of a short-timescale SFR to the SFR averaged on a longer timescale, also known as the “burstiness”, has been proposed to probe the recent change of SFRs (e.g., Sullivan et al. 2000; Boselli et al. 2009; Wuyts et al. 2011; Guo et al. 2016; Sparre et al. 2017; Broussard et al. 2019; Faissrt et al. 2019). Indeed, Broussard et al. (2019) found that the distribution of burstiness characterizes the variability of recent star formation for a galaxy population, rather than the average value of burstiness.

Based on the sSFRs traced by different SFR indicators, such as H$_\alpha$, UV+IR, and the u band, which effectively average the SFR on different timescales, Caplar & Tacchella (2019) tried to use the scatter in the sSFR of the SFMS to constrain the power spectral distribution of temporal variations in the sSFR. However, the measurements of UV+IR and u-band luminosity are quite sensitive to the dust attenuation corrections. This means that the scatter of the SFMS traced by these luminosities may be strongly affected by the uncertainties from dust attenuation correction or other systematic effects between indicators. In addition, the possibility that there may be some intrinsic scatter of the SFMS that is unrelated to temporal variations, e.g., that some galaxies may systematically lie above (or below) the SFMS throughout their lifetime, is not considered in their analysis.

In the first paper of this series (Wang & Lilly 2020, hereafter Paper I), we developed a new parameter to quantify the change of SFR for individual galaxies, SFR$_{5\text{Myr}}$/SFR$_{800\text{Myr}}$. This is defined as the ratio of the SFR averaged within the last 5 Myr to the SFR averaged within the last 800 Myr, which we denote SFR79. We called this parameter “the star formation change parameter” (or simply the change parameter), rather than the previously used burstiness, because the SFR can both increase and decrease with time. We found that, observationally, the change parameter can be well determined with an uncertainty of about 0.07 dex from the H$_\alpha$ emission and H$_\beta$ absorption equivalent widths, plus the amplitude of the 4000 Å break. This is because the H$_\alpha$ emission line is a good tracer for the SFR of the most recent 5 Myr, while H$_\beta$ absorption traces the SFH within the last ∼1 Gyr. In addition, since these three observational parameters are all relative quantities and measured at essentially the same wavelength, they are insensitive to the dust attenuation, except to the extent that stellar populations of different ages experience different extinctions, as discussed in Paper I.

In Paper I, we established an estimator of the SFR$_{5\text{Myr}}$/SFR$_{800\text{Myr}}$ based on the above three observational parameters and applied it to the SF galaxies from MaNGA (Bundy et al. 2015). Consistent with, but quite independent of, our analysis in W19, we found in Paper I that regions with shorter implied gas depletion timescales (again inferred from the extended Schmidt Law from the stellar surface mass density) show a larger amplitude of the change in SFR, i.e., a larger dispersion in SFR79. In other words, we were able to confirm that the effects in W19, from galaxy to galaxy, which we had interpreted as being due to temporal variations in SFR in individual galaxies, were really due to real temporal variations traced by SFR$_{5\text{Myr}}$/SFR$_{800\text{Myr}}$. This further supports the interpretation that the origin of the variation of SFR within and across galaxies is the dynamical response of the
gas-regulator model to a time-varying inflow, and it further strengthens the notion that the narrow SFMS is indeed the result of the quasi-steady state between the inflow, outflow, and star formation (e.g., Lilly et al. 2013; Wang et al. 2019; Paper I).

In the current work, we will investigate the constraints that can be set on the PSD of the temporal variation of SFR in galaxies on the SFMS. The (evolving) position of a galaxy relative to the SFMS is given by $\Delta SFR(t)$, which measures the log sSFR relative to the median sSFR of the SFMS at that stellar mass. This is determined using the data from Paper I. We will discuss the meaning of the PSD of $\Delta SFR(t)$. For each individual SF galaxy, we have measurements of $SFR_{5\,Myr}$, $SFR_{800\,Myr}$, and $SFR_{5\,Myr}/SFR_{800\,Myr}$. These contain the information about the temporal variations in the SFH on timescales greater than 5 Myr. We can use this information on the temporal variation within individual galaxies to supplement that of variations (at a single epoch) across the galaxy population that comes from the scatter of sSFR on the SFMS. Interestingly, it is clear that the scatter of $SFR_{5\,Myr}/SFR_{800\,Myr}$ is unlikely to be affected by the sort of "intrinsic scatter" that may change the scatter of sSFR on the SFMS, discussed above. This enables us to consider a more detailed model than that in Caplar & Tacchella (2019).

This paper is organized as follows. In Section 2, we give a brief introduction to the data that are used. In Section 3, we present the method to constrain the PSD of $\Delta SFR(t)$ in this work. In Section 4, we explore our method by applying it first to the integrated quantities (measured within the effective radius) of the overall population of galaxies, lumping galaxies of all stellar masses together. In Section 5, we present the main results of this work, by applying the method to the binned quantities within radial annuli derived in different stellar mass bins. We discuss our result in Section 6 and summarize the work in Section 7.

For convenience, the average star formation over the last 5 Myr, $SFR_{5\,Myr}$, is denoted as SFR7, and that averaged over the last 800 Myr, $SFR_{800\,Myr}$ as SFR9, and the ratio $SFR_{5\,Myr}/SFR_{800\,Myr}$ is denoted as SFR79. Following the W19 and Paper I, we assume a flat cold dark matter cosmology model with $\Omega_m = 0.27$, $\Omega_{\Lambda} = 0.73$, and $h = 0.7$ when computing distance-dependent parameters. We will also assume the Chabrier (2003) initial mass function (IMF) and Cardelli–Clayton–Mathis dust attenuation curve (Cardelli et al. 1989) throughout this work. As discussed in Paper I, varying these assumptions produces a zero-point shift in SFR79 rather than altering the scatter in it, unless these quantities vary across the galaxy population.

2. Data

2.1. Galaxy Sample

The sample of galaxies used in the present work is taken from W19 (also used in Paper I) and is based on the MaNGA spectra in the Sloan Digital Sky Survey (SDSS) Data Release 14 (Abolfathi et al. 2018). MaNGA is one of the largest ongoing integral field spectroscopic surveys, aimed at mapping ~10,000 nearby galaxies with two-dimensional spectra (Bundy et al. 2015). The wavelength covered by MaNGA is 3600–10300 Å at $R \sim 2000$, which enables the three diagnostic parameters, $D_n(4000)$, EW($H\alpha$), and EW($H\beta$), to be easily measured. Therefore, we can apply the SFR79 estimator to the MaNGA data and obtain the measurements of the SFR7 and SFR79 and, therefore, also SFR9, of galaxies.

The galaxies are selected from the primary sample of the SDSS Data Release 14 of MaNGA, excluding galaxies that are mergers, irregulars, heavily disturbed galaxies (see details in Wang et al. 2018b), as well as those with median signal-to-noise ratios of 5500 Å continuum less than 3.0 at their effective radii. Quenched galaxies are also excluded based on the $M_*$($R_e$)–SFR($R_e$) diagram (see details in W19), where $M_*$($R_e$) and SFR($R_e$) are the stellar mass and SFR measured within effective radii. The final sample includes 976 SF galaxies, which is a representative sample of SFMS galaxies of the low-redshift universe. We refer the readers to W19 and Paper I for all of the details of the sample selection.

2.2. Measurements of SFR7 and SFR79

We presented the details of the measurements of SFR7 in W19. These are calculated based on the dust-corrected $H\alpha$ luminosity (Kennicutt 1998). The details of the more complex measurements of SFR79 were also presented in Paper I and will only briefly be summarized here. The SFR79 is based on three diagnostic observational parameters applied to the MaNGA data. We refer the reader to Section 2.3 in W19 and Sections 2 and 3 in Paper I for details.

We first constructed millions of mock SFHs of galaxies representing a huge range of the change parameter, SFR79. Then, we generated the dust-free spectra of these mock galaxies based on the single stellar population model using the code from Conroy & Gunn (2010). We then measured these three diagnostic parameters based on the mock spectra and calculated the actual SFR79 from the mock SFHs. Finally, we derived a solution for the SFR79 from these three diagnostic parameters. This was done for a set of different stellar metallicities. When applying to the MaNGA data, we adopt an empirical stellar mass–metallicity relation from Zahid et al. (2017) to assign a stellar metallicity to each galaxy. The adopted estimators of SFR79 are presented in Equation (2) and Table 1 of Paper I, with a typical uncertainty of 0.07 dex.

In establishing the estimator, the three input diagnostic parameters are determined from dust-free mock spectra, so the corresponding measurements on the observed spectra should be corrected for dust attenuation and, specifically, for differential, age-dependent, extinction. We refer the reader to the details of this correction given in Section 2.5 of Paper I, which adopts a stellar-age-dependent dust model from Charlot & Fall (2000). Here, we do not repeat these details.

When applying the estimator to the individual spaxels in MaNGA galaxies, we saw a weak positive correlation between stellar surface density ($\Sigma_*$) and SFR79 (see Figure 6 in Paper I), i.e., an overall negative radial gradient in SFR79. This negative radial gradient in SFR79 is not likely to be real, because a small gradient in SFR79 would result in a significant change in the overall radial gradient of SFR7 only assuming that the small gradients of SFR79 can be sustained for a few Gyr. The negative radial gradient in SFR79 may be due to the fact that we do not consider any radial variation of stellar metallicity (e.g., Goddard et al. 2017; Zheng et al. 2017), and a (possible) radial variation of the IMF (Gunawardhana et al. 2011; Zhang et al. 2018). Therefore, we performed an ad hoc correction in SFR79 to eliminate this small dependence on $\Sigma_*$ (see details in Section 3.2 in Paper I). Although this correction is arbitrary, we argued that this would not change any of the
conclusions in Paper I, and it also has a negligible effect on the PSD of specific SFHs of galaxies in this paper (as directly checked in Section 4.2).

As discussed in Paper I, we would expect more variation in SFR79 (or SFR7) at spaxel-sized scales due to the duty cycle of star formation: in the star formation duty cycle, some small regions will be actively forming stars (with consequently high SFR79), while other regions are in a relative low SFR state, with a small negative SFR79. Therefore, to reduce this spatial effect, we performed the spatial binning scheme in Paper I and also in the present work.

Here, we briefly describe how we calculated the three diagnostic parameters in a given region and refer the reader to the additional details of Section 3.3 in Paper I. For $D_n(4000)$, we first calculated the flux density of the corresponding blue and red bandpass near 4000 Å for each spaxel in a given region (radial bin). Then, the $D_n(4000)$ of this region is simply the ratio of total flux density of red bandpass to the blue bandpass for all spaxels located in this bin. The EW(Hα) and EW(Ho) are calculated in a similar way for a given region. In this process, we also estimated the purely observational errors of the three diagnostic parameters and obtained the error of SFR79 by error propagation. In calculating the errors, we adopt the empirical function of Law et al. (2016) to correct for the covariance of errors in the MaNGA spectra of adjacent spaxels (see Equation (6) in Paper I).

In Paper I, we performed two types of binning schemes: binning all of the spaxels within $R_e$ as a global measurement of SFR79 in the galaxy, and binning those within radial annuli of width 0.2$R_e$. In the present work, we focus on the integrated measurements within $R_e$ and within the five radial annuli within $R_e$. This is because (1) almost all of the galaxies are covered within $R_e$ in the observations, (2) the stellar metallicity of the outer regions may be significantly lower than the assigned ones in computing the SFR79, and (3) star formation in the outer regions is more likely to be affected by environmental effects, which are not considered in the present work.

2.3. Diagram of $\Delta s$SFR7 versus $\Delta s$SFR9

Based on the SFR7 and SFR79 measured within $R_e$, we can then obtain the SFR9 of each individual galaxy. These can then be used, together with the stellar masses measured within $R_e$, to compute specific SFR, and to define the overall SFMS of the population on both timescales. We then define $\Delta$sSFR7 (and $\Delta$sSFR9) to be the vertical deviation (i.e., in sSFR) of a galaxy from the median SFR7-based (or SFR9-based) SFMS.

Figure 1 shows the correlation between $\Delta$sSFR7 and $\Delta$sSFR9 (measured within $R_e$) for our sample galaxies, taken from Figure 10 of Paper I. In the bottom right corner, we indicate the median uncertainty of the data points, including both observational uncertainties in the input diagnostic parameters and the uncertainty from the estimator itself, as in Paper I. Specifically, the typical uncertainty of SFR7 is 0.06 dex, which is due to the variations in electron temperature in the range of $T_e = 5000$–2000 K (Osterbrock & Ferland 2006) when converting the H$\alpha$ luminosity to SFR7 using the empirical relation from Kennicutt (1998). The median uncertainty of SFR79 due to observational uncertainties is 0.042 dex and that due to the estimator itself is 0.063 dex. Therefore, the overall typical uncertainty in SFR79 is $\sim 0.076$ dex.

In Section 4, we will constrain the PSD of $\Delta$sSFR(t) by matching the galaxy distribution on the $\Delta$sSFR7–$\Delta$sSFR9 diagram in Figure 1, taking the uncertainties in the data points into account, by convolving the predicted galaxy distribution on the $\Delta$sSFR7–$\Delta$sSFR9 diagram with the uncertainty ellipse denoted in the bottom right corner of Figure 1.

In principle, Figure 1 contains the key information needed to constrain the PSD of the sSFHs. Four interrelated quantities related to the variability of sSFH can be read from Figure 1: (i) the overall scatter of $\Delta$sSFR7 ($\sigma_7$), i.e., the scatter of the SFMS on this timescale, (ii) the equivalent overall scatter of $\Delta$sSFR9 ($\sigma_9$), (iii) the scatter of SFR9 ($\sigma_{99}$), i.e., the scatter perpendicular to the dashed line, and (iv) the covariance of $\Delta$sSFR7 and $\Delta$sSFR9. These four parameters are not independent, and their interrelation can be written as

$$\sigma_{99}^2 = \sigma_7^2 + \sigma_9^2 - 2\text{Cov}(\Delta$sSFR7, $\Delta$sSFR9)$$

where $\text{Cov}(\Delta$sSFR7, $\Delta$sSFR9) is the covariance of $\Delta$sSFR7 and $\Delta$sSFR9. This appears to result in three independent parameters related to the variability of sSFH. However, as we will discuss later in Section 3.2, the $\sigma_7$, $\sigma_9$, and $\sigma_{99}$ are still not fully independent.

We comment here on a small but significant detail. The $\sigma_7$ (or $\sigma_9$) is taken to be the scatter of $\Delta$sSFR7 (or $\Delta$sSFR9). This quantity is calculated, in practice, from the average SFR within the most recent 5 Myr (or 800 Myr) divided by the current stellar mass. It is therefore not precisely the same as what would be ideally desired, which would be the average sSFR, averaged over the last 5 Myr (or 800 Myr), simply because the stellar mass will have slightly increased during this time interval, especially for longer averaging timescales. However, given the current relatively low sSFR $\ll 1$ Gyr$^{-1}$ of the SFMS galaxies, the difference due to the mass increase is small,
regardless, less than a few percent. Furthermore, this need not be a concern in practice because, in modeling the distribution of data points in the $\Delta sSFR7 - \Delta sSFR9$ diagram, we are free to use exactly the same approach to obtain the $\Delta sSFR7$ and $\Delta sSFR9$ as that in the observations, i.e., we can choose to divide the average SFR by the current mass (see details in Section 3). We will discuss this further in Section 3.1.

In W19 and Paper I, we presented evidence that the star formation at different galactic radii of galaxies was varying up and down relative to the median $\Sigma_{SFR}$ profile, with an amplitude that appeared to strongly increase with decreasing implied (effective) gas depletion time. Therefore, it will be of interest later in the paper to constrain the PSD of sSFH at different galactic radii in order to explore whether there is any correlation between the PSD and the gas depletion time. Accordingly, we will calculate the sSFR7 and sSFR9 at five different galactic radial bins for each galaxy and compare these quantities for all of the galaxies in the five stellar mass bins.

Figure 2 shows the $\Delta sSFR7 - \Delta sSFR9$ diagram for these separate regions, separated by the overall (within $R_e$) stellar mass of the galaxy and by the relative radial location. For each radial bin of each individual galaxy, we define the $\Delta sSFR7$ (or $\Delta sSFR9$) as the deviation from the median sSFR7 (or median sSFR9) in the same radial bin of the galaxy population in the corresponding stellar mass bin. Therefore, the $\Delta sSFR7$ (or $\Delta sSFR9$) has always, by definition, had a median value of zero. The plots are displayed with increasing radius from left to right, and with increasing stellar mass from top to bottom. Similarly to Figure 1, we indicate the typical uncertainty of the data points in each panel, including both the error from observations and from the estimator itself.

In Section 5, the PSD of $\Delta sSFR(t)$ for each galactic radius for each overall stellar mass bin will be constrained by...
matching the distribution of data points on the corresponding \(\Delta sSFR7–\Delta sSFR9\) diagram in the respective panels in Figure 2. Comparing these 25 panels, it is immediately apparent that the distribution of points is different in the different panels, and we would expect the PSD to therefore be subtly dependent on both the overall mass of the galaxy and the radial location of the regions.

3. Constraining the PSD

3.1. Concept of the PSD

For continuous signals over all time, like stationary processes,\(^1\) the PSD characterizes how the power of a signal or time-series is distributed in frequency.

In the present work, we aim at investigating the PSD of the deviations of \(\log sSFR(t)\) from the average SFMS at that mass, which we have denoted \(\Delta sSFR(t)\). We can do this for either the overall galaxy population or for particular subsets of the population chosen by the overall mass and relative radius. We focus on the PSD of the sSFR relative to the average SFMS, rather than the PSD of the SFR(t) or ssSFR(t) directly, because the scatter of the SFMS is observed to be nearly independent of the inverse age of the universe, \(\tau_{\text{Hubble}}^{-1}\), for galaxies with masses less than the age of the universe. Therefore, frequencies lower than the inverse of the Hubble time are meaningless. We will come back to this point in Section 3.2.

Since we plan to constrain the variations of galaxies on the SFMS, one might imagine that the overall stellar mass of the galaxies could be another parameter to constrain the variability of \(\Delta sSFR(t)\) on very long timescales, since the mass reflects the average SFR when averaged on a timescale of \(\sim 10\) Gyr. Following the definition of SFR7 and SFR9 in Section 2.2, we could then define the SFR10 to be the SFR averaged within the Hubble time divided by the current mass. It is then however evident that the value of sSFR10 will be identically equal to the inverse age of the universe, \(\tau_{\text{Hubble}}^{-1}\), and, therefore, the same for all galaxies. The scatter of \(\Delta sSFR10\), which we could note as \(\sigma_{10}\), is therefore identically zero. It is therefore not possible to use stellar mass to constrain the variability of \(\Delta sSFR(t)\) on very long timescales.

We note that although \(\sigma_{10}\) (as defined here) is identically zero, there is no requirement that all galaxies have the same average \(\Delta sSFR(t)\) when averaged over the Hubble time. Quite on the contrary, we could well imagine that some galaxies could lie above or below the SFMS throughout their lifetimes. This introduces the important concept of “intrinsic” scatter of the SFMS, i.e., a dispersion in the sSFR of the population (at given mass) that is unrelated to any temporal variability of individual objects. This will be discussed further in Section 3.2.

3.2. Ergodicity

In this work, we only have the SFR7, SFR9, and SFR79 for the sample galaxies at a single epoch, i.e., the current epoch, rather than the full time history of star formation that would be obtained by monitoring an individual galaxy for a very long time.\(^2\) This introduces the question of the ergodicity of the chosen galaxy population when attempting to constrain the PSD of an individual sSFH from the snapshot of the population of galaxies at a single epoch.

\(^{1}\) A stationary process is a stochastic process whose unconditional joint probability distribution does not change when shifted in time. Therefore, in the stationary process, parameters such as the mean and variance also do not change over time.

\(^{2}\) This is not possible in the observations but is, in principle, achievable in simulations.
In probability theory, an ergodic dynamical system has the same behavior averaged over time as averaged over all possible states at a given time. The assumption of ergodicity requires that the distribution of \( y(t) \) for an individual galaxy in time is the same as the distribution of \( y(t_0) \) across the galaxy population at a given fixed time \( t_0 \). If this is satisfied, then studying the variation of \( y(t_0) \) over the galaxy population at a fixed epoch is equivalent to monitoring an individual galaxy over a very long time.

Can we assume that SFMS galaxies are ergodic, with a \( \Delta sSFR(t) \) constructed from a single PSD and that there are no other (nontemporal) sources of variation in their \( sSFR \)? If yes, then we can directly link \( \sigma_7 \) and \( \sigma_9 \) with the PSD. \( \sigma_7 \) and \( \sigma_9 \) can be expressed as follows:

\[
\sigma_7^2 \sim 2 \int_{\tau_{\text{Hubble}}}^{1/5\text{Myr}^{-1}} PSD(\nu) d\nu \\
\sigma_9^2 \sim 2 \int_{\tau_{\text{Hubble}}}^{1/800\text{Myr}^{-1}} PSD(\nu) d\nu.
\] (5)

The left part and the right part of Equation (5) are not exactly the same, due to the facts that were mentioned in Sections 2.3 and 3.1: (1) the Fourier transform of a step function in time is not exactly a step function in frequency, and (2) the \( \Delta sSFR7 \) and \( \Delta sSFR9 \) (as defined and operationally determined in terms of the *current* stellar mass) are not identical to the average \( \Delta sSFR \) averaged over the last 5 Myr and 800 Myr, respectively. Again, we note that this is not a concern when constraining the PSD, because we can include these effects when matching the predicted distributions of observable quantities with the observations.

Furthermore, in the real universe, it may well be that galaxies are not ergodic. Galaxies of different stellar mass, structure, or environment, may have different mean values of \( \Delta sSFR \) and different PSDs describing their time variability about this mean. For instance, as already noted, some galaxies may have a systematically higher \( sSFR(t) \) (or lower \( sSFR(t) \)) than the average SFMS throughout cosmic time, perhaps because they reside in particular environments. This would result in an additional component to the scatter of the SFMS at a given epoch that was wholly unrelated to the time variations of individual galaxies represented by the PSD.

Similar effects could, in practice, be introduced by the observational methodology itself: at the very least, any significant observational error in the determination of the (current) stellar masses of individual galaxies, even if completely random, will introduce a scatter into the SFMS that may be completely unrelated to any time variation in the SFR (or even worse, might be related in a highly complicated way). Any error in the estimation of the stellar mass of a galaxy would change both \( \Delta sSFR7 \) and \( \Delta sSFR9 \) (by the same amount) but not the SFR79 introduced in Paper I.

More subtle violations are also possible. The simple fact that the distributions of points in the different panels of \( \Delta sSFR7-\Delta sSFR9 \) within Figure 2 are slightly different shows that an assumption of ergodicity across the whole galaxy population cannot be valid, since it is clear that different mass galaxies must explore slightly different areas of parameter space. Lumping them all together, as in Figure 1, and deriving a single PSD from the combined distribution would clearly not be strictly correct.

How can we best deal with the unknown degree of violation of ergodicity that will be present in any chosen population of galaxies, e.g., within Figure 1 or within each panel of Figure 2, from whatever source? In this work, we will try to take this non-ergodicity into consideration by introducing an additional parameter, which we call the “intrinsic scatter” of the SFMS, \( \sigma_{\text{int}} \). We imagine that this represents all of those contributions to the variation of the \( \Delta sSFR \) within the population at a given epoch that are unrelated to the temporal variations of individual galaxies that we assume may be represented by a single PSD.

Due to the plausible existence of a \( \sigma_{\text{int}} \) term, it is dangerous to simply use the scatter of the SFMS, as indicated by different SFR indicators that average on different timescales, to constrain the time variability of the SFH (see Caplar & Tacchella 2019). This is quite separate from the additional worry that the SFMS scatter based on these different SFR indicators may be contaminated to varying degrees by uncertainties in the dust attenuation corrections or by variations in the SFR calibrators.

We noted above that \( \sigma_{\text{int}} \) contributes to the variance of \( \Delta sSFR7 \) and \( \Delta sSFR9 \), in the sense that the right part of Equation (5) should include the \( \sigma_{\text{int}}^2 \). But, with our definition, \( \sigma_{\text{int}}^2 \) does not contribute to the variance of SFR79. Given also that the star formation change parameter SFR79, defined and calibrated in Paper I, is much less sensitive to dust attenuation than, e.g., ultraviolet luminosities, this is a further reason why the SFR79 information developed in Paper I is a very important tool to study the variability of sSFH (see Caplar & Tacchella 2019).

In the remainder of this work, we will not consider other possibilities for non-ergodicity. We will however return to this issue again in Section 6.1. We note here that the addition of the intrinsic scatter in this way is, in principle, equivalent to adding Fourier modes of a PSD at very low frequencies, i.e., much lower than the inverse age of the universe (\( \nu < \tau_{\text{Hubble}}^{-1} \)).

In Paper I, we showed that the SFR79 does not correlate with the \( \Delta sSFR9 \), i.e., the change of star formation does not depend on the average position (within the last 800 Myr) of the galaxy on the SFMS. This is required if the scatter of the SFMS is to stay more or less constant with time, since a positive (or negative) correlation between SFR79 and \( \Delta sSFR9 \) would result in a broadening (or narrowing) of the SFMS. As we mentioned in Section 2.1, the constancy of the dispersion of the SFMS indicated that \( \Delta sSFR(t) \) should be described as a stationary process. This puts extra constraints on \( \sigma_7 \), \( \sigma_9 \), and \( \sigma_{79} \), which makes them not fully independent. This further limits the number of degrees of freedom in the forms for the PSD that may realistically be considered in the present work.

### 3.3. Possible Forms of the PSD

In principle, the form of the PSD for an unknown time-series process can be arbitrary. However, a simple power-law form of the PSD, where \( PSD \propto \nu^{-\alpha} \), has often been used to characterize stochastic processes. The slope \( \alpha \) determines the relative contribution of variations at short and long timescales. White noise has \( \alpha = 0 \) and is a perfectly uncorrelated time-series process at any given time separation. The cases of \( \alpha = 1 \) and \( \alpha = 2 \) are sometimes called pink noise and red noise, respectively. The latter is also known as a random walk or Brownian motion.

Caplar & Tacchella (2019) adopted a broken power law to characterize the PSD of the variation of galaxies on the SFMS,
i.e., $\text{PSD} = \sigma^2/(1 + (\tau_{\text{break}} \nu)^\alpha)$, $\sigma$ defines the overall amplitude of the PSD, and $\tau_{\text{break}}$ characterizes the timescale beyond which the process becomes uncorrelated. At $t \gg \tau_{\text{break}}$ (or $\nu \ll \tau_{\text{break}}^{-1}$), the PSD approximates to a constant value, while at $t \ll \tau_{\text{break}}$ (or $\nu \gg \tau_{\text{break}}^{-1}$), the PSD approximates to a single power function with a slope of $\alpha$. A broken power-law PSD can greatly reduce the power at low frequencies, leading to the convergence of the integral of the PSD at the low-frequency end.

In principle, we could also adopt the same form of PSD in this work and treat the power in the PSD at $\nu < \tau_{\text{Hubble}}$ as the contribution to the “intrinsic scatter” discussed above. As noted above, any power on timescales greater than $\tau_{\text{Hubble}}$ has an effect similar to that of the intrinsic scatter mathematically, although it is meaningless physically.

However, treating the effects of $\sigma_{\text{int}}$ as unphysical low-frequency modes seems to us to be dangerous, since it effectively requires that these unphysical low-frequency modes, which are required to mimic any intrinsic scatter, be continuous in power with the physically meaningful modes on timescales below the age of the universe. Similarly, using a broken power law that extends into unphysically low frequencies, may, in practice, return break frequencies that have more to do with mimicking the effects of any intrinsic scatter than indicating the timescale of any real physical process.

Trying to include very low-frequency modes in the PSD, one furthermore encounters the practical difficulty of needing to generate an infinitely long time-series in the realization of mock galaxies.

Therefore, in this work, we adopt, for simplicity, a single power PSD of $\Delta sSFR(t)$, truncated to zero at all timescales greater than $\tau_{\text{Hubble}}$. We then allow for an extra parameter, the “intrinsic scatter” of the SFMS, whose amplitude is permitted to vary completely independently of the PSD.

### 3.4. Illustration with a Single Power-law PSD

We first consider a simple model of the PSD for $\Delta sSFR(t)$, a single power law, without including any intrinsic scatter ($\sigma_{\text{int}} = 0$). The PSD of $\Delta sSFR(t)$ can be written as

$$\text{PSD}(\nu) = P_0 \left( \frac{\nu}{\nu_0} \right)^{-\alpha},$$

where the $P_0$ is the amplitude of PSD at $\nu_0$, some arbitrary reference frequency. As discussed in Section 3.1, there should be no power at frequencies below $\tau_{\text{Hubble}}^{-1}$, and in the present work, we ignore, for simplicity, the power on all timescales greater than 10 Gyr, which is comparable to the lifetime of the galaxy population. According to Equation (5), the value of $P_0$ for a general $\nu_0$ should be strongly correlated with the slope $\alpha$ of the PSD, in order for the integrals in Equation (5) converge to the observed values. There will generally be one $\nu_0$ where this dependence vanishes, and for the current setup, we find that $P_0$ is not sensitive to $\alpha$ for $\nu_0 = 0.5 \text{ Gyr}^{-1}$. Therefore, we chose, for convenience, $\nu_0 = 0.5 \text{ Gyr}^{-1}$ throughout this work and denote $P_0$ as $P_2$. We note that the shape of the

3 The power between $\tau_{\text{Hubble}}^{-1}$ and 0.1 Gyr $^{-1}$ is ignored in this case. While this is not a concern, we have added the intrinsic scatter in our main result, which would compensate for this power loss.
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4 https://github.com/svdataman/IDL/tree/master/src

5 In principle, the evolution of the SFMS also shows a very weak dependence on the stellar mass, which is negligible at a timescale of 800 Myr.

3.4.1. Distribution of Points on the $\Delta sSFR7$–$\Delta sSFR9$ Diagram

In order to gain a first impression of how $\alpha$ and $P_{2\text{ Gyr}}$ determine the distribution of galaxies in the $\Delta sSFR7$–$\Delta sSFR9$ diagram, we generate mock galaxies from SFH histories constructed from PSD with different $\alpha$ and $P_{2\text{ Gyr}}$. This is shown in Figure 3. The distribution of mock galaxies on the $\Delta sSFR7$–$\Delta sSFR9$ diagram can be well characterized in each case by an inclined two-dimensional Gaussian surface. Therefore, we directly show the 2D-Gaussian fits of the these distributions in Figure 3. This 2D-Gaussian distribution can also be regarded as the probability distribution of galaxies on the $\Delta sSFR7$–$\Delta sSFR9$ diagram for a given $\alpha$ and $P_{2\text{ Gyr}}$.

We generate the mock galaxies in the following way. First, we construct the time-series of $sSFR(t)$ in logarithmic space for 10,000 mock galaxies from a PSD with $\alpha$ and $P_{2\text{ Gyr}}$ by using a public IDL code. The length of the time-series is 10 Gyr, which means that we ignore the power on timescales greater than 10 Gyr. As in Paper I, the time resolution is set to be 1 Myr, which is smaller than the SFH timescale traced by H$\alpha$ emission and also smaller than the freefall timescale of molecular clouds (Murray et al. 2010; Hollyhead et al. 2015; Freeman et al. 2017). Then, based on this $\Delta sSFR(t)$, we produce the $sSFH(t)$ of each mock galaxy by adding the cosmic evolution of the mean $sSFR$ of the SFMS. We adopt the evolution of SFMS from Lilly & Carollo (2016), which can be written as

$$sSFR(z) = 0.07 \times (1 + z)^2 \text{ Gyr}^{-1}. \quad (7)$$

This change with redshift is broadly consistent with the observational estimates of this quantity (e.g., Pannella et al. 2009; Stark et al. 2013). This $sSFR(t)$ is then converted to the $sSFH(t)$ by direct integration, from which the $\Delta sSFR7$ and $\Delta sSFR9$ may be calculated, using the current (i.e., final) stellar mass of the galaxies, exactly as for the observations.

As can be seen in Figure 3, at a fixed $\alpha$, the overall distribution of mock galaxies gets broader with increasing $P_{2\text{ Gyr}}$ (left to right along each row), while the overall shape of the distribution remains unchanged, i.e., the correlation between $\Delta sSFR7$ and $\Delta sSFR9$ is not changed. This can be understood as $P_{2\text{ Gyr}}$ determining the overall power, and varying only $P_{2\text{ Gyr}}$ would result in the same (logarithmic) change of $\Delta sSFR7$ and $\Delta sSFR9$. At fixed $P_{2\text{ Gyr}}$, the slope of the distribution more nearly approaches diagonal with increasing $\alpha$, and the distribution appears to stretch along the major-axis. $\Delta sSFR7$ and $\Delta sSFR9$ become more and more correlated with increasing $\alpha$. Since $\alpha$ determines the power distribution at low and high frequencies, the larger $\alpha$ reduces the variation on short timescales, which causes a stronger correlation between $\Delta sSFR7$ and $\Delta sSFR9$.

Figure 3 shows how the $\alpha$ and $P_{2\text{ Gyr}}$ can, in principle, be determined by matching the distributions of observed $\Delta sSFR7$ and $\Delta sSFR9$ of the galaxies with these computed probability distributions (see Figures 1 and 2).
3.4.2. Constraints on the PSD Using $\sigma_7$, $\sigma_9$, and $\sigma_{79}$

The distribution of observed $\Delta sSFR_7$ and $\Delta sSFR_9$ points can of course be reduced to simpler quantities, in particular, the observed dispersions $\sigma_7$, $\sigma_9$, and $\sigma_{79}$. The dependence of these on $\alpha$ and $P_{2\text{ Gyr}}$ can be seen in Figure 4, which shows via color-coding the $\sigma_7$, $\sigma_9$, and $\sigma_{79}$ values across $\alpha$–$P_{2\text{ Gyr}}$ parameter space. At each given $\alpha$ and $P_{2\text{ Gyr}}$, we generate 10,000 mock galaxies in the same way as above and then calculate $\sigma_7$, $\sigma_9$, and $\sigma_{79}$ for this model population.

The black, red, and gray contours in the first three panels represent the observed $\sigma_7 = 0.338 \pm 0.015$ dex, $\sigma_9 = 0.265 \pm 0.014$ dex, and $\sigma_{79} = 0.233 \pm 0.020$ dex, obtained from the observational data in Figure 1, with the uncertainties calculated using the bootstrap method at $\pm 2\sigma$ intervals. For this initial, illustrative exercise, we do not consider the contribution of the observational uncertainties to the observed $\sigma_7$, $\sigma_9$, and $\sigma_{79}$. We also stress that here, we are using the “integrated” sample of Figure 1 only for illustrative purposes, ignoring the possible non-ergodicity for galaxies of different masses that we discussed above.

As shown in Figure 4, $\sigma_7$ and $\sigma_9$ are sensitive to both $\alpha$ and $P_{2\text{ Gyr}}$, while $\sigma_{79}$ appears to be more sensitive to $P_{2\text{ Gyr}}$ than $\alpha$. At fixed $\alpha$, both $\sigma_7$, $\sigma_9$, and $\sigma_{79}$ are increasing with $P_{2\text{ Gyr}}$, while at fixed $P_{2\text{ Gyr}}$, they are not monotonic functions of $\alpha$. The $\sigma_9$ increases for $\alpha > 1$. At $\alpha < 1$, the contours of $\sigma_9$ show similar curved features as those of $\sigma_7$ or $\sigma_{79}$. Although the curved features correspond to different values of $\alpha$ for $\sigma_7$, $\sigma_9$, and $\sigma_{79}$, they are all due to the fact that the dominant variations change from the short-timescale variations to long-timescale variations when $\alpha$ is increased from 0 to 3.

The three sets of contours in the first three panels are transcribed onto the bottom right panel of Figure 4. Reassuringly, they broadly intersect at one point. However, it should be
remembered that the $\sigma_7$, $\sigma_9$, and $\sigma_{79}$ are not fully independent and, in principle, any two of them can constrain $\alpha$ and $P_{2 \text{ Gyr}}$. As an aside, however, this concordance also suggests that our measurements of SFR79 are sensible, since problematic measurements of SFR79 would not necessarily allow the three contours to intersect at one point. This intersection point corresponds to the location of the preferred values of $\alpha$ and $P_{2 \text{ Gyr}}$, at least, for the illustrative integrated sample of Figure 1 and neglecting the contribution of any intrinsic scatter.

3.4.3. Constraint on the PSD Using the Likelihood Method

Having obtained the probability distribution of mock galaxies on the $\Delta s\text{SFR}_7$–$\Delta s\text{SFR}_9$ diagram for a given $\alpha$ and $P_{2 \text{ Gyr}}$ (see Figure 3), we can calculate the value of the likelihood function for the PSD. In each panel, the two tram-line contours then represent the $\pm 2\sigma$ values of these three parameters that are observed in the (integrated) MaNGA sample of Figure 1. In the lower right panel, the color scale indicates the likelihood function that is obtained by directly comparing the two-dimensional probability distributions from Figure 3 to the observed distribution of points in Figure 1. The maximum likelihood is indicated by the white cross. The three sets of contours from each of the other three panels are copied over to this panel and reassuringly intersect at the point of maximum likelihood (see the text).

Figure 4. First three panels: $\sigma_7$, $\sigma_9$, and $\sigma_{79}$ that are derived for a population of mock galaxies as a function of the assumed $P_{2 \text{ Gyr}}$–$\alpha$ of the PSD. In each panel, the two tram-line contours then represent the $\pm 2\sigma$ values of these three parameters that are observed in the (integrated) MaNGA sample of Figure 1. In the lower right panel, the color scale indicates the likelihood function that is obtained by directly comparing the two-dimensional probability distributions from Figure 3 to the observed distribution of points in Figure 1. The maximum likelihood is indicated by the white cross. The three sets of contours from each of the other three panels are copied over to this panel and reassuringly intersect at the point of maximum likelihood (see the text).
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be included as a convolution of the predicted probability distribution by an appropriate kernel. Therefore, in the main result of this work (Sections 4 and 5), we will use the Markov Chain Monte Carlo (MCMC) method to constrain the PSD of ΔsSFR history, including the uncertainties of ΔsSFR7 and ΔsSFR9.

3.5. Considering the Intrinsic Scatter

In Section 3.4, we did not include the possible intrinsic scatter $\sigma_{\text{int}}$ of the SFMS that we introduced earlier. As discussed in Section 3.2, the existence of some intrinsic scatter is quite plausible. Idealizing the intrinsic scatter as a time-invariant offset in the sSFR, its effect will be to broaden the distribution of ΔsSFR7 and ΔsSFR9 by the same amount. Therefore, the intrinsic scatter would stretch the distribution of mock galaxies along the diagonal direction (see Figure 3). $\sigma_7$ does not change with the addition of such intrinsic scatter, emphasizing the importance of our change parameter, SFR79. This further means that inclusion of the intrinsic scatter will shift the required PSD parameters along the locus of constant $\sigma_7$ in the $\alpha-P_2\text{Gyr}$ plane in the bottom left panel of Figure 4. We will discuss this further in Section 4.

The left panel of Figure 5 uses color-coding to show the ratio $\sigma_7/\sigma_9$ across the $\alpha-P_2\text{Gyr}$ space, again constructed assuming $\sigma_{\text{int}} = 0$. As can be seen, for $\alpha > 2$, $\sigma_9$ is quite close to $\sigma_7$, because the short-timescale variations ($<$800 Myr) are completely negligible with respect to the longer-timescale variations. It can be seen that the ratio of $\sigma_7$ to $\sigma_9$ only depends on the slope of the PSD, rather than the overall amplitude. This is expected, since $\alpha$ determines the distribution of the power on different timescales, as discussed in Section 3.4. In other words, the slope of the PSD is determined by $\sigma_7/\sigma_9$ (with $\sigma_{\text{int}} = 0$). When we add in the possible contribution of intrinsic scatter, the relevant ratio determining $\alpha$ becomes $\sqrt{\sigma_7^2 - \sigma_{\text{int}}^2}/\sigma_9$, where $\sigma_{\text{int}}$ is not completely unconstrained since it must be less than the observed $\sigma_9$. Therefore, we show in the right panel of Figure 5 the color-coding of the final observed $\sigma_7/\sigma_9$ on the $\sigma_{\text{int}}^2/\sigma_9^2-\alpha$ diagram, at an arbitrary fixed $P_2\text{Gyr}$ (note that this plot does not depend on the value of $P_2\text{Gyr}$, because $\sigma_7/\sigma_9$ does not depend on $P_2\text{Gyr}$). Here, we use $\sigma_{\text{int}}^2/\sigma_9^2$ rather than $\sigma_{\text{int}}/\sigma_9$, because $\sigma_{\text{int}}^2/\sigma_9^2$ directly characterizes the fraction of the variance contributed by intrinsic scatter for the variations of ΔsSFR9. The black lines indicate the locus of observed $\sigma_7/\sigma_9 = 1.30 \pm 0.07$ that is obtained from the observation.

The right panel of Figure 5 directly shows how changes in the assumed contribution of $\sigma_{\text{int}}$ change the power-law index $\alpha$ of the returned PSD. As shown, the required $\alpha$ decreases slowly with increasing $\sigma_{\text{int}}$ at first but then decreases rapidly when $\sigma_{\text{int}}$ approaches $\sigma_9$. Actually, with increasing $\sigma_{\text{int}}$, the power between 1/800 and 1/10 Gyr$^{-1}$ would decrease, and the power below the frequency of 1/800 Myr$^{-1}$ would increase. This is why the required slope of the PSD gets flatter with increasing $\sigma_{\text{int}}$. In the extreme case, when $\sigma_{\text{int}}$ is close to $\sigma_9$, the long-timescale variations are very small, and almost all of the variations must be contributed to by short-timescale modes. This is the reason why $\alpha$ decreases rapidly when $\sigma_{\text{int}}$ approaches $\sigma_9$. It is clear from Figure 5 that ignoring the possible contribution of $\sigma_{\text{int}}$ will lead to an overestimate of the slope of the PSD (see Caplar & Tacchella 2019).

4. Application to the Integrated Sample

In order to explore how the PSD can be determined from the data, we focus in this Section on the integrated sample shown in Figure 1, in which a single point is plotted for each galaxy (based on the spectra integrated out to $R_e$), and galaxies of all stellar masses are considered together. As remarked above, it is by no means clear that galaxies of different masses can be considered an ergodic sample, and this section should therefore be regarded as being of heuristic interest. The final analysis of the spatially resolved data, in which galaxies of different mass will be considered separately, will be presented in the next section.

---

5 Actually, it is not exactly $\sqrt{\sigma_7^2 - \sigma_{\text{int}}^2}/\sigma_9$, because $\sigma_{\text{int}}$ has a slightly different impact on $\sigma_7$ and $\sigma_9$, due to the definition of $\sigma_7$ and $\sigma_9$. However, this difference is negligible given the current sSFR $\ll 1$ Gyr$^{-1}$.
4.1. MCMC Analysis

As we discussed in Section 3.4, we will use the MCMC method to constrain the parameters of the PSD. The essential role of the MCMC is to define the likelihood function. In this work, we obtain the value of the likelihood function following the same approach as described earlier in Section 3.4. In brief, for a given PSD, we generate 10,000 mock galaxies and further obtain the probability distribution of galaxies on the ΔssFR7–ΔssFR9 diagram. Unlike previously in Section 3.4, we now explicitly include the observational uncertainties in the location of individual galaxies in the ΔssFR7–ΔssFR9 diagram by convolving the probability distribution of the mock galaxies with the typical uncertainties of galaxies in ΔssFR7 and ΔssFR9 (see the blue ellipse in Figures 1 and 2). Combining with the observed distribution of galaxies (Figures 1 and 2), we therefore obtain the likelihood value for a given PSD.

We take advantage of a public python code, emcee,7 which has several advantages over traditional MCMC sampling methods and excellent performance as measured by the autocorrelation time (Foreman-Mackey et al. 2013). In practice, we assume a uniform prior of α in the range of [−2.0, 5.0] and also a uniform prior of $P_{2 \text{ Gyr}}$ in the range of [0, 10,000]. Setting a wide range of α and $P_{2 \text{ Gyr}}$ enables the MCMC to search for the best-fitting parameters. The initial values of $P_{2 \text{ Gyr}}$ and α are given according to Figure 4, with small perturbations for each walker. To explore the parameter space, we set up six walkers and 4000 steps for each walker. Although it seems that the number of walkers and steps is not very large, we find that the burn-in phase is usually less than 1000 steps, and the chains quickly converge. This is because the likelihood function is a single-peaked function in the parameter space (see Figure 4). Throughout this work, we keep the same settings for all of the MCMC runs.

In Section 3.5, we discussed the impact of any intrinsic scatter in determining the slope of PSD. In principle, we could add the intrinsic scatter as another free parameter in the MCMC analysis. However, as discussed in Section 3.5, σf, σg, and σg are not fully independent; therefore, we could not, in principle, give a good constraint for the model of the PSD with more than two free parameters. This means that α and $\sigma_{\text{int}}$ are highly degenerate (as seen in the right panel of Figure 5). Furthermore, when determining the PSD for the resolved data sets (i.e., at different radii and at different galactic masses), it is not clear that we should allow $\sigma_{\text{int}}$ to vary with radius within a particular mass bin. In order to avoid the possible over-fitting problem and to avoid the possible inconsistency of $\sigma_{\text{int}}$ at different galactic radii, we will therefore constrain the PSD of ΔssFR(t) for each of a discrete set of $\sigma_{\text{int}}$.

4.2. Returned PSD without $\sigma_{\text{int}}$

Based on the approach above, we can obtain the PSD as well as the uncertainties for any given $\sigma_{\text{int}}$ (<$\sigma_0$). We first look at the simplest case, with $\sigma_{\text{int}} = 0$. For illustrative purposes, we use the full mass sample to constrain the PSD of ΔssFR(t). We note that the PSD may well vary with stellar mass, which will be investigated in the next section. The left panel of Figure 6 shows the constrained probability distribution of the parameters based on our MCMC analysis, and the right panel of Figure 6 shows the returned PSD of ΔssFR(t) and its 1σ uncertainty.

As shown, both α and $P_{2 \text{ Gyr}}$ are very well constrained with $\sigma_{\text{int}} = 0$. In the joint probability distribution of α and $P_{2 \text{ Gyr}}$, we do not see a strong correlation between the two parameters, as expected given the reason for choosing 2 Gyr to define $\nu_{0}$ in Equation (6). Choosing a different $\nu_{0}$ would certainly change the constrained probability distribution of $P_{\text{int}}$ and α, but it would not change the returned PSD plotted in the right panel of Figure 6.

In Paper I, we applied an arbitrary correction to eliminate the small dependence of SFR79 on $\Sigma_\phi$ (see Section 3.3 of Paper I for details). To check if this correction has any impact on the present analysis, we repeat it without this correction applied and find very little effect on the returned PSD. In the remainder of this work, we only present the results obtained with this correction, which are thereby completely consistent with the data we used in Paper I.

The returned parameters from the MCMC analysis are labeled in Figure 6: $\log_{10} P_{2 \text{ Gyr}} = 1.54 \pm 0.02$, and α = 1.55 ± 0.04, which is quite similar to the ones measured in Section 3.4. This indicates that the MCMC works well in exploring the parameter space. It also suggests that the inclusion of the observational uncertainty on the distribution of data points only has a very minor effect in determining the PSD.

The returned slope of the PSD is $\sim 1.5$ for $\sigma_{\text{int}} = 0$. This indicates that the variance of ΔsSFR(t) is dominated by the longer-timescale variations (>1 Gyr), since α < 1 would be required to produce a sPSD (the contribution to the variance per log interval of frequency) that increased to high frequencies.

4.3. Returned PSD with $\sigma_{\text{int}}$

Now we look at the cases with $\sigma_{\text{int}} > 0$. As mentioned in Section 3.5, $\sigma_{\text{int}}$ must be less than or equal to $\sigma_0$. We therefore explore the PSD of ΔsSFR(t) assuming a set of $\sigma_{\text{int}}$: $\sigma_{\text{int}}^2/\sigma_0^2 = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0$. At each $\sigma_{\text{int}}$, we run the MCMC to determine the joint probability distribution of α and $P_{2 \text{ Gyr}}$.

The left panel of Figure 7 shows the change of returned parameters with increasing $\sigma_{\text{int}}$. The dashed lines represent the lines of constant $\sigma_{\phi}$ in the parameter space (also see Figure 4). The right panel of Figure 7 shows the change in the returned PSD with increasing $\sigma_{\text{int}}$. In both panels, the different colors represent different $\sigma_{\text{int}}^2/\sigma_0^2$.

As shown, with increasing $\sigma_{\text{int}}$, both α and $P_{2 \text{ Gyr}}$ become smaller, following the track of constant $\sigma_{\phi}$. Consistent with the analysis in 3.4, α and $P_{2 \text{ Gyr}}$ decrease slowly with increasing $\sigma_{\text{int}}$ at $\sigma_{\text{int}}^2/\sigma_0^2 < 0.5$ and then decrease much more rapidly at $\sigma_{\text{int}}^2/\sigma_0^2 > 0.5$. More specifically, the slope of the PSD decreases from $\sim 1.5$ to 0.3 when $\sigma_{\text{int}}$ increases from 0 to $\sigma_0$. At $\sigma_{\text{int}}^2/\sigma_0^2 \sim 0.8$, the slope of the PSD reaches 1, and the dominant timescale shifts from long timescales to short timescales.

A similar result can also be seen in the right-hand panel of Figure 7. The PSD gets flatter with increasing $\sigma_{\text{int}}$, especially at $\sigma_{\text{int}}^2/\sigma_0^2 > 0.5$. It is noticeable that, for $\sigma_{\text{int}}^2/\sigma_0^2 < 0.5$, all of the returned PSDs intersect at a single point, at $\sim 400$ Myr. The effect of variations in $\sigma_{\text{int}}$ is to change the slope of the returned PSD about this point. The amplitude of the PSD at this particular timescale can therefore be determined more or less independently of $\sigma_{\text{int}}$ for all $\sigma_{\text{int}}^2/\sigma_0^2 < 0.5$. This will be used below.

7 https://github.com/drm/emcee
We cannot know the value of $\sigma_{\text{int}}$ from the data itself, nor do we know of a reliable way to determine it observationally by any other means. Therefore, we are unable to say definitively from the present data whether the variation of $\Delta\text{SFR}(t)$ is dominated by short-timescale variations or long-timescale ones. If $\sigma_{\text{int}}$ is large, i.e., close to the observed $\sigma_9$, then the variation of $\Delta\text{SFR}(t)$ is contributed to almost entirely by the shortest-timescale variations, with almost no power at timescales between 1 and 10 Gyr. This extreme situation seems to us unlikely to be real. In addition, it is inconsistent with the result from the EAGLE (Schaye et al. 2015) simulations, where the variation of SFR is significant at timescales between 1 and 10 Gyr (Matthee & Schaye 2019).

Therefore, we suspect that $\sigma_{\text{int}}$ will not be close to $\sigma_9$ and, in the present work, we will therefore focus on the results that are obtained with $\sigma_{\text{int}}^2/\sigma_9^2 < 0.5$, i.e., $\sigma_{\text{int}} < 0.7\sigma_9$. This is equivalent to demanding that at least half of the observed variations in the SFMS (measured on Gyr timescales) come from genuine temporal variations on timescales below 10 Gyr. With this assumption, we can then conclude that the slope of the (single power-law) PSD is constrained to be between 1.2 and 1.5 and that the PSD at 400 Myr (the apparent pivot point in the right panel of Figure 7) can be well determined.

5. Results for Different Masses and Radii

In the previous section, we constrained the PSD of $\Delta\text{SFR}(t)$ by using an MCMC analysis of the distribution of points from the integrated sample on the $\Delta\text{SFR}7$--$\Delta\text{SFR}9$ diagram (from Figure 1). We now turn to consider the constraints on the PSDs from each of the 25 panels of Figure 2, in which $\Delta\text{SFR}7$ and $\Delta\text{SFR}9$ are determined separately in five bins of relative radius for each of the five bins of galactic stellar mass (see Figure 2), and then compare the resulting PSDs.

5.1. PSD of $\Delta\text{SFR}(t)$ for the Spatially Resolved Data Set

Following the discussion in Section 4.3, we only consider cases with $\sigma_{\text{int}}^2/\sigma_9 < 0.5$. In this subsection, we will constrain the PSD of $\Delta\text{SFR}(t)$ at three distinct values of $\sigma_{\text{int}}$, chosen to be 0.0, 0.25, and 0.7$\sigma_9$. We note that $\sigma_9$ used here is $\sigma_9$ of the integrated sample, rather than $\sigma_9$ calculated from the bin in question.

Figure 8 shows the PSDs of $\Delta\text{SFR}(t)$ that are returned for each of the 25 panels in Figure 2. In each panel, the blue, green, and red lines are the returned PSDs with $\sigma_{\text{int}}^2 = 0.0$, 0.25, and 0.7$\sigma_9^2$, respectively.

In each panel, the PSDs returned for the three different values of $\sigma_{\text{int}}$ intersect at a point, as was also found for the integrated sample in the previous section. The corresponding timescale (or frequency) of this intersection point varies for the 25 samples considered, but it is generally between 200 and 800 Myr. Even with the uncertainty introduced by $\sigma_{\text{int}}$ there is, within the assumptions of a single power-law PSD, at least one point that is relatively well determined.

To aid the comparison of the panels, the gray dotted lines in Figure 8 are the same in all panels and have $\alpha = 1$. As can be seen, all of the returned PSDs are steeper than this, implying that long-timescale variations contribute more (per interval of $\log_{10}(\nu)$) to the variations of $\Delta\text{SFR}(t)$ than do short-timescale variations.

To allow direct for a comparison of the PSD in each of the five galaxy mass bins, we replot them in the left column of panels in Figure 9, superposing the regions at different galactic radii onto a single panel. The lines are color-coded by radial distance, and the width represents the range of $\sigma_{\text{int}}$ shown in the individual panels of Figure 8.

Careful inspection of Figures 8 and 9 reveals three interesting results that are developed in the next three
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Figure 6. Left group of panels: the distributions of $\alpha$ and $P_{2\text{Gyr}}$ returned by the MCMC analysis. In the bottom left panel, the distribution of the small dots shows the joint probability distribution of $\alpha$ and $P_{2\text{Gyr}}$. The best-fit parameters as well as their uncertainties are denoted in the plot. Right panel: the returned PSD and its $1\sigma$ uncertainty.
subsections of the paper. These results will then be discussed in Section 6.

5.2. Connection of the PSD Slope with the Effective Gas Depletion Time

Comparing the PSDs at different mass bins and at different galactic radii, we find that, generally speaking, the returned PSD appears to flatten with both increasing stellar mass at fixed galactic radii, and with decreasing galactic radius at fixed stellar mass. The flatter PSD implies a larger relative contribution of short timescales compared with long timescales.

In W19 and Paper I, we found that the dispersion of $\Sigma_{\text{SFR}}$ and SFR79 decreases with increasing inferred gas depletion time. We stress once again that the gas depletion times used in the whole of the paper are the best constrained parameters with $\sigma_{\text{int}} = 0$, and the track to the lower left shows the effect of increasing $\sigma_{\text{int}}$. The dashed lines are contours of constant $\sigma_{\text{int}}$ in the parameter space, taken from Figure 4, and correspond to 0.1, 0.2, 0.3, 0.4, and 0.5 $\sigma$ from top left to bottom right, respectively (but now with the addition of the observational dispersion of 0.076 $\sigma$ in SFR79). As expected, the effect of increasing $\sigma_{\text{int}}$ moves the returned parameters along a track of constant $\sigma_{\text{int}}$. Along the track, the assumed $\sigma_{\text{int}}$ as a fraction of the observed $\sigma_{\text{int}}$ is indicated by the color scale to the right. Right panel: The returned PSDs for different assumed $\sigma_{\text{int}}$, as also indicated by the same color scale to the right. The two dashed vertical lines indicate the frequencies of 1/5 and 1/800 Myr$^{-1}$.

The amplitude of the PSD is linked to the overall variation of SFRs on a given timescale. Specifically, $\sigma_7^2$ and $\sigma_9^2$ will be given by an integral of $\nu \text{PSD}(\nu) d \log \nu$ from the inverse Hubble time up to the frequencies corresponding to 5 Myr or 800 Myr timescales (see Equation (5)). Accordingly, we replotted the PSDs that were presented in the left-hand panels of Figure 9 as the integral $\nu \text{PSD}(\nu)$ versus $\log \nu$ in the equivalent left-hand panels of Figure 12. Integration of these curves to the left of the two dashed vertical lines will give a measure of the variation of SFRs sampled on these two timescales, i.e., what we have called $\sigma_7^2$ and $\sigma_9^2$. As one can see, for all of the returned PSDs, the contribution of the power per $\log \nu$ decreases with the frequency, but the integrals, up to a given frequency, are larger with increasing stellar mass and toward the inner regions of galaxies, i.e., varying with the inferred $\tau_{\text{dep,eff}}$. 

Figure 7. Left panel: the track of the returned parameters on the $\alpha$-$P_{\mu_{\text{Gyr}}}$ diagram when different values of the intrinsic scatter are assumed. In the left panel, the blue diamond indicates the best constrained parameters with $\sigma_{\text{int}} = 0$, and the track to the lower left shows the effect of increasing $\sigma_{\text{int}}$. The dashed lines are contours of constant $\sigma_{\text{int}}$ in the parameter space, taken from Figure 4, and correspond to 0.1, 0.2, 0.3, 0.4, and 0.5 $\sigma$ from top left to bottom right, respectively (but now with the addition of the observational dispersion of 0.076 $\sigma$ in SFR79). As expected, the effect of increasing $\sigma_{\text{int}}$ moves the returned parameters along a track of constant $\sigma_{\text{int}}$. Along the track, the assumed $\sigma_{\text{int}}$ as a fraction of the observed $\sigma_{\text{int}}$ is indicated by the color scale to the right. Right panel: The returned PSDs for different assumed $\sigma_{\text{int}}$, as also indicated by the same color scale to the right. The two dashed vertical lines indicate the frequencies of 1/5 and 1/800 Myr$^{-1}$.
This change in amplitude is to be expected from the results in Paper I, where we showed (see Figure 15) that the observed dispersion in $\Sigma_{\text{SFR}}$ increases with decreasing $\tau_{\text{dep eff}}$. While this agreement is ultimately to be expected, since the same MaNGA data was used in the two analyses, it should, however, be noted that the MCMC analysis returning the PSD used the full two-dimensional distributions of points in the 25 panels of Figure 2, whereas the analysis in Paper I was based only on the computed dispersions of each of these quantities.

\[5.4.\text{Convergence of the Different PSDs when Shifted by the Effective Gas Depletion Time}\]

The previous two subsections emphasized the connection between the returned PSD and the inferred effective gas depletion timescale (or, as repeatedly stressed, any other quantity determined by the stellar surface mass density). To explore this connection further, we now normalize the frequency axes of the left panels of both Figures 9 and 12 by shifting the PSD curves in frequency by the inferred effective gas depletion time and replot them in the right column of panels in each Figure.
An intriguing result emerges in that the PSDs of Figure 9 are now noticeably more tightly overlapped for the regions of different galactic radii and also for galaxies of different mass, especially for the three highest-mass bins. This suggests that there might be a universal PSD$(\nu)$, valid at all radii in all of the galaxies, at a fixed frequency relative to a $\tau_{\text{dep},\text{eff}}$, defined as the inverse of $\tau_{\text{dep},\text{eff}}$. We show this result in a different way in Figure 13, where we plot, on a single diagram, short segments of all 25 PSDs, extracted from around the "pivot point" of convergence when $\sigma_{\text{int}}$ is varied, since this is where we may consider the PSD to be best determined in our analysis. These PSD segments are then plotted without (left panel) and with (right panel) the frequency shift using the inferred effective depletion time. Clearly, the shift in frequencies produces a
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**Figure 9.** Left column of panels: the returned PSD$(\nu)$ from Figure 8 over-plotting the five galactic radial bins for each of the five stellar mass bins that are shown top to bottom. In each panel, the PSFs of the five radial bins are displayed by different colors (as denoted in the top right panel of this figure). The solid lines show the PSD $(\nu)$ with $\sigma_{\text{int}}^2 = 0.25\sigma_{\text{int}}^2$, while the shaded regions show the PSD$(\nu)$ with $\sigma_{\text{int}}^2$ from 0.0 to 0.5$\sigma_{\text{int}}^2$. The two vertical dashed lines indicate the timescales of 800 Myr and 5 Myr, respectively. Right panels: the same as the left column of panels but now shifting the x-axis by the effective gas depletion time, obtained from the stellar surface mass density using the extended Schmidt Law (see the text). This shift produces a striking overlap of the PSD.
that the shifted \( \nu \)-PSD functions will overlap in fact, the converse is true. As noted, it is the \( \nu \)-PSD function that gives the contribution to the variance from each \( \log_{10} \nu \) interval. We will return to this point below in Section 6.2.

We stress that the results presented in Figures 10, 12, and 13 are derived directly from the PSD extracted from the observational quantities shown in Figure 2. The only assumptions involved are of the power-law nature of the PSD, and the choice of the extended Schmidt Law to infer the gas depletion timescale from the stellar surface density. In the next section, we will present a discussion of the possible explanation of these results.

6. Discussion

6.1. Caveats

The major assumption of this work is that of ergodicity, i.e., that (i) that the variations in the population at a given epoch are produced only of temporal variations in individual galaxies and (ii) that the sample galaxies in each case have the same non-evolving PSD of the \( \Delta \)SFR\( (i) \). We already explained that the second point is, for instance, clearly not strictly the case for the integrated sample in Figure 1 because of the different forms of the separate panels in Figure 2. It is possible that each panel in Figure 2 might in turn be found to break down into different subsets of galaxies, with different distributions of points in the \( \Delta \)SFR7–\( \Delta \)SFR9 diagram.

We have considered in some detail in the paper how we could treat violations of the first assumption by introducing the concept of intrinsic scatter \( \sigma_{\text{int}} \) of the SFMS. Needless to say, the case in the real universe may be more complicated in that galaxies can break the assumption of ergodicity in different ways.

In extracting the PSD, we assume that the PSD of galaxies has not evolved significantly over the last billion years. It would not be surprising if the PSD of \( \Delta \)SFR at a high redshift was different from the local ones at much earlier times; although, the similar dispersions of the SFMS suggest that any such variations are probably not very large. This could be examined observationally by applying the same methods in Paper I and the present work to high-\( z \) galaxies, which we plan to do in the future. We note however that variations of the PSD \( (\nu) \) on timescales much longer than 1 Gyr should be irrelevant in the present analysis.

In addition, the shape of the PSD of \( \Delta \)SFR\( (i) \) in the real universe may well not be as simple as the single power-law function that we assumed. However, we only have information on the averaged SFR on two timescales, which clearly restricts the exploration of more complicated forms of the PSD. In addition, as we have seen, the slope of the power-law PSD is highly degenerate with the (unknown) “intrinsic scatter”. More SFR indicators with well understood accuracy are needed to break this degeneracy in the future. Since the intrinsic scatter cannot be constrained in the present work, the main results have been presented assuming \( \sigma_{\text{int}}^2 / \sigma_{\text{int}}^4 < 0.5 \). Although this assumption is consistent with the results from hydrodynamical simulations, direct observational confirmation is still lacking.

Finally, in modeling the PSD, we have considered the uncertainties of galaxies in the \( \Delta \)SFR7–\( \Delta \)SFR9 diagram, assuming that the uncertainties of \( \Delta \)SFR7 and \( \Delta \)SFR9 are taken only from SFR7 and SFR9, i.e., ignoring any uncertainty in the observational measurement of stellar mass (or stellar mass...
As noted above, errors in the measurement of the (current) stellar mass would perturb $\Delta sSFR$ and $\Delta sSFR9$ equally and, therefore, have the same effect as our "intrinsic scatter". Therefore, this source of uncertainty should have been automatically been taken into account, but this alone shows that any assumption of $\sigma_{int} = 0$ is unlikely to be valid.

6.2. Interpretation: A Possible Explanation within the Gas-regulator Model

In this work, we have found connections between the PSDs of $\Delta sSFR(t)$ with the effective gas depletion time: (i) regions with shorter $\tau_{dep,eff}$ show larger integrated power, and vice versa, (ii) regions with shorter $\tau_{dep,eff}$ have a more significant contribution of the power at short timescales because of their flatter $\alpha$, and (iii) when the PSDs are shifted by an amount corresponding to the $\tau_{dep,eff}$, the PSDs appear to overlap to a rather striking degree, independent of the relative radius of the region or the integrated stellar mass of the galaxy.

The first statement is in good agreement with the results in W19 and Paper I that the dispersion of $\Sigma_{SFR}$ (or SFR79) decreases with increasing $\tau_{dep,eff}$ and is, in effect, a restatement of that result. While these three analyses all used the same input data, this nevertheless provides a good consistency check for
the methodology of determining the PSDs. As proposed in W19, this result can be understood in the framework of the dynamical gas-regulator model.

In W19, we saw what would happen if we drove the gas-regulator system of Lilly et al. (2013) with a periodically varying inflow. As would be expected, the system then has an SFR response that is also periodic with an amplitude (and small phase shift) that depends on the ratio of the driving period to the effective gas depletion timescale. It was found that this can reproduce the observed correlation between the dispersion of $\Sigma_{\text{SFR}}$ and $\tau_{\text{dep, eff}}$ well.

The basic assumption in this interpretation is that the variation of SFR (or $\Sigma_{\text{SFR}}$) from galaxy to galaxy is the response to externally driven temporal variations of the gas inflow rate rather than intrinsic (time-independent) differences between galaxies. This was confirmed in Paper I, where we found that the regions with shorter $\tau_{\text{dep, eff}}$ indeed do show larger temporal variations of the SFR, as evidenced by the SFR change parameter SFR79.

In the analysis of W19, driving the gas-regulator system with a purely sinusoidal inflow rate produces a sinusoidal response SFR. The amplitude of the variations in SFR is reduced from the amplitude of variations in the inflow rate by a frequency dependent response curve. In this ideal case, the response curve can be written analytically as

$$f = \frac{1}{\left[1 + (2\pi \tau_{\text{dep, eff}}/\tau_{p})^2\right]^{1/2}},$$

where $\tau_{p}$ is the period of the gas inflow rate. According to Equation (8), the response curve increases with $\tau_{p}$ at given $\tau_{\text{dep, eff}}$: $f \sim 1$ at $\tau_{p} \gg \tau_{\text{dep, eff}}$ and $f \sim 0$ at $\tau_{p} \ll \tau_{\text{dep, eff}}$. This means that long-timescale variations ($\gg \tau_{\text{dep, eff}}$) in the inflow rate are fully passed on to the resulting SFR through the gas-regulator system, while short-timescale ($\ll \tau_{\text{dep, eff}}$) variations in the inflow rate are eradicated.

W19 suggested that the PSD of the SFR response of the regulator should therefore be the PSD of the inflow rate multiplied by the $f^2$ response curve given in Equation (8).

We do not know the PSD of the inflow rate. But, if we assume a flat PSD for this ($\alpha = 0$) and assume that this is the same for all 25 regions considered (we stress that both are rather large assumptions), then we would find that the PSDs of the resulting SFR would exactly overlap when one scaled the frequency with the $\tau_{\text{dep, eff}}$, as was done in Figures 9 and 13. We suggest that this may conceivably be the explanation for the seemingly uniform PSD when we scale with the frequency with $\tau_{\text{dep, eff}}$. Furthermore, under these assumptions, one would predict a slope of the PSD of $\Delta sSFR(t)$ to have $\alpha \sim 2$.

More generally, the fact that the different PSDs of $\Delta sSFR(t)$ overlap when shifted by a physically meaningful amount may be the signature of systems (differentiated only by their characteristic response frequency $\tau_{\text{dep, eff}}^{-1}$) responding to uniform external drivers, rather than being driven by an entirely internal process. In the latter case, one might expect that the power per log frequency interval, i.e., $\nu \text{PSD}(\nu)$, would be the constant quantity as some characteristic timescale changed. However, these considerations are completely speculative at this point, especially given our very limited theoretical understanding of the PSD of inflow and our still very limited observational constraints on the PSD of $\Delta sSFR(t)$.

7. Summary and Conclusion

In this work, we have attempted to constrain the PSD of $\Delta sSFR(t)$ for main sequence galaxies (the logarithmic offset of each galaxy from the median main sequence) and for radial regions within them. This has been based on the star formation change parameter, SFR79, introduced and calibrated in Paper I. As we discussed in Paper I, the scatter of SFR79 contains the information about the time variability of the SFR.

We take advantage of a well-defined SF galaxy sample from the MaNGA survey (Wang et al. 2018b), which contains nearly 1000 galaxies. While we do a full MCMC fit to the observed distribution of points in the $\Delta sSFR - \Delta sSFR$ plane, the main observational information that is used to constrain the PSD of $\Delta sSFR(t)$ is effectively the dispersion of the SFMS on different timescales ($\sigma_1$ and $\sigma_0$) and the dispersion of the SFR79 ($\sigma_{79}$) for individual galaxies.
In constructing the PSD, we would ideally be able to assume that ∆sSFR(t) is a stochastic variable that exhibits both stationarity and ergodicity, i.e., that the distribution of ∆sSFR is constant and that the variation of sSFR across the population at a given epoch reflects only the temporal variations in individual objects (see the extensive discussion in Section 2).

While stationarity is a reasonable assumption, it may well be that galaxies violate ergodicity. Subsets of individual galaxies could well lie systematically above (or below) the SFMS throughout their lifetimes. A significant non-ergodic contribution to the dispersion of the SFMS could also come from observational errors in the determination of the (present-day) masses of galaxies.

We have considered this likely non-ergodicity by introducing Fourier modes at very low frequencies, i.e., truncated at \( \nu < \tau_H^{-1} \). However, we disfavor this approach because there is no reason to suppose that the causes of \( \sigma_{\text{int}} \) should in any way be related to the amplitudes of the modes in the physically meaningful part of the PSD at \( \nu > \tau_H^{-1} \).

Assuming a single power law for the PSD of ∆sSFR(t), truncated at \( \nu \sim 0.1 \, \text{Gyr}^{-1} \), we use an MCMC approach to explore the parameter space of permitted PSD by matching the distribution of galaxies on the ∆sSFR7–∆sSFR9 diagram.

We examine the methodology by applying it first to an “integrated” sample in which the ∆sSFR7 and ∆sSFR9 are computed for an entire galaxy within \( R_e \), and in which galaxies of all stellar masses are considered together (even though we know that this sample is not strictly ergodic). We find that the returned slope of the PSD is tightly degenerate with the \( \sigma_{\text{int}} \) increases. Ignoring the intrinsic scatter would undoubtedly overestimate the slope of the PSD (see Caplar & Tacchella 2019; Hahn et al. 2019).

The slope of the PSD for this integrated sample varies from 1.2 to 1.5 at \( \sigma_{\text{int}} < 0.5 \sigma_g^2 \), indicating that the power contributed (per interval of \( \log_{10} \nu \)) by long-timescale variations is always larger than that contributed by the short-timescale variations. In addition, the PSDs intersect at a point at a timescale of \( \sim 400 \, \text{Myr} \) (see Figure 7), independent of the value of \( \sigma_{\text{int}} \) within the above constraints.

In principle, we cannot constrain the \( \sigma_{\text{int}} \) based on the data we have in the present work. However, the hydrodynamical simulations suggest that \( \sigma_{\text{int}} \) is not close to \( \sigma_g \), because significant variations of ∆sSFR on timescales between 1 and 10 Gyr are seen (Matthee & Schaye 2019). Therefore, in the present work, we present further results assuming that \( \sigma_{\text{int}}^2 < 0.5 \sigma_g^2 \).

We then apply this methodology to a spatially resolved data set to obtain the main observational result of the paper: constraints on the PSDs of ∆sSFR(t) for 25 regions obtained by considering five annular radial bins for galaxies in five different stellar mass bins. The main results of this spatially resolved analysis are as follows:

1. The slope of the PSD for the spatially resolved data varies from 1.0 to 2.0 for \( \sigma_{\text{int}}^2 < 0.5 \sigma_g^2 \). As for the integrated sample, the PSDs for a given radius–mass bin intersect at a point as \( \sigma_{\text{int}} \) is varied (within the above range). The corresponding timescale of this pivot point varies from 200 to 800 Myr for regions of different galactic radii at different stellar mass bins (see Figure 8).

2. There is a strong correlation between the returned PSDs and the inferred effective gas depletion times, where the latter are estimated using the extended Schmidt Law from the observed stellar surface mass density plus an estimate of mass loss from the winds. The regions with shorter \( \tau_{\text{dep, eff}} \) show both larger integrated power, and a shallower \( \alpha \), i.e., they have more significant power (but still not dominant) on short timescales (see Figures 9, 10, and 12).

3. Intriguingly, if we scale the frequency with \( \nu_{\text{dep, eff}} \), the 25 different returned PSDs largely overlap, especially around the pivot points where the PSD is arguably best determined. This suggests a remarkably uniform PSD(\( \nu \)) as a function of \( \log_{10} \nu/\nu_{\text{dep, eff}} \), where \( \nu_{\text{dep, eff}} \) is the inverse of \( \tau_{\text{dep, eff}} \) (see Figures 9 and 13).

We emphasize that the above results are obtained from the observations. The apparent connections with the inferred \( \tau_{\text{dep, eff}} \) however continue to be in conceptual agreement with what is expected when a gas-regulator system (Lilly et al. 2013) responds to variations in the inflow rate, which we explored in W19. Not least, if such gas-regulator systems (which will differ only in their response frequency, set by the depletion time) were all to be fed by the same time-varying inflow, with a flat \( \alpha \sim 0 \) PSD, then the PSD of the SFR response would indeed appear to be the same when shifted in frequency by the depletion time, as observed (see Figure 13). Whether this is indeed the explanation for the intriguing results presented in this paper remains to be determined.
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