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Abstract—In-memory deep learning executes neural network models where they are stored, thus avoiding long-distance communication between memory and computation units, resulting in considerable savings in energy and time. In-memory deep learning has already demonstrated orders of magnitude higher performance density and energy efficiency. The use of emerging memory technology (EMT) promises to increase density, energy, and performance even further. However, EMT is intrinsically unstable, resulting in random data read fluctuations. This can translate to nonnegligible accuracy loss, potentially nullifying the gains. In this article, we propose three optimization techniques that can mathematically overcome the instability problem of EMT. They can improve the accuracy of the in-memory deep learning model while maximizing its energy efficiency. Experiments show that our solution can fully recover most models’ state-of-the-art (SOTA) accuracy and achieves at least an order of magnitude higher energy efficiency than the SOTA.
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I. INTRODUCTION

DEEP learning neural networks (DNNs) are widely used today in many applications, such as image classification and object detection. High throughput and high energy efficiency are two of the pressing demands on DNNs these days. However, current computation mechanisms are not the best choices for DNNs in terms of efficiency. As DNN models become increasingly complex, the computation process takes a lot of time and energy [1]. In traditional von Neumann architectures, storage memory is separated from computation operations. To compute an output feature map, we need to read the input feature map and weights from the memory units and send them to the computation module to compute before writing the results back to the memory units. During the whole process, the system spends a large portion of energy and time in data movement [2]. This is made worse with advances in process technology, making the relative distances involved even longer and thus more costly.

Emerging memory technologies (EMTs), including phase change random-access memory (PCRAM), spin-transfer torque magnetic RAM (STT-RAM), and ferroelectric RAM (FeRAM) [3], promise better density and energy efficiency, especially since many are nonvolatile and well suited to the read-mostly applications. In-memory deep learning using EMT cells, especially in analog mode, has already demonstrated an order of magnitude better performance density and two orders of magnitude better energy efficiency than the traditional deep learning on the MNIST dataset [4], [5], [6]. Due to its computational efficiency, in-memory computing has drawn a lot of attention from the community. The impact of in-memory computing on machine learning applications has been explored theoretically and experimentally in the literature [7], [8]. In recent years, with inspiration from new research interest in neural science, many artificial intelligence (AI) applications and platforms utilizing in-memory computing have been proposed [9], [10], [11], [12].

As in-memory deep learning integrates computation with the memory operations [13], the computation results can be directly read from the memory modules using a single instruction. This is different from traditional deep learning, where the memory operations are executed separately from the computation operations. Computing where data are stored reduces the need to move large amounts of data around frequently. Especially when technology scales and on-chip distances become longer, we can expect substantial savings of time and energy if the EMT is used in the in-memory deep learning paradigm. Today, the majority of research papers for in-memory deep learning are based on the analog mode [14], which uses high-precision memory cells. In this analog mode, we use only one EMT cell to store one parameter in the model. This mode is also pursued by the industry via analog flash devices [15]. Overall, the analog mode is more energy and area efficient compared with other working modes.

However, the analog mode usually aggravates a major problem of in-memory computing systems, that is, the instability of EMT cells [16], [17]. Unlike traditional memory technology, where the data are stored in stable memory cells, data stored in analog mode EMT cells may fluctuate, and different values can be outputted. For instance, suppose that we store the weight $w$ in an EMT cell. When we read it from the EMT cell, the output may become $w + \Delta w$ instead of $w$. Here, $\Delta w$ is a fluctuating amplitude of that memory cell. Because of this instability, in-memory deep learning using EMT, especially in
an analog manner, may make incorrect classification [18]. This instability of EMT cells can severely limit its application in the real world.

Table I lists the state-of-the-art (SOTA) methods and our solutions that can alleviate the weight fluctuation problem of in-memory computing. Existing solutions can be classified into two categories. The first category is device optimization, including binarized encoding [19], weight scaling [20], and fluctuation compensation [21]. These solutions can alleviate the fluctuation of devices by tuning the configuration parameters or modifying the device’s configurations. The second category is model optimization, including model compression [22] and knowledge distillation [23]. They cannot alleviate the weight fluctuation directly. However, with a reduced number of operations and increased energy budget for each cell operation, the weight fluctuation can be physically diminished [20].

Existing solutions only optimize a single dimension of the in-memory deep learning systems: the device or the model. The limitation on searching space may lead to suboptimal results. This article proposes a new design approach that can simultaneously optimize all system dimensions. We call it device, dataset, and model optimization, a new design paradigm for in-memory computing deep learning. In addition to the device and the model, we can also optimize the dataset for better performance. Because of the increased optimizing space, our new design paradigm is more likely to find optimal solutions than single-dimension solutions. Experiments show that the performance of our solution is better than the previous results. This article proposes a new design approach that can alleviate weight fluctuation. We prove the effectiveness of all these techniques both theoretically and experimentally. They can substantially improve models’ accuracy and energy efficiency for in-memory deep learning. We organize the rest of this article as follows. Section II gives related work. Section III presents the background knowledge. Section IV introduces our optimization method. Section V shows the experiment results. Finally, Section VI concludes this article.

### II. RELATED WORK

Binarized encoding is the first solution from the device optimization class that can alleviate weight fluctuation. The information in each memory cell is digitized into 1 bit instead of being stored as a full-precision number. In other words, the data stored are either 1 or 0 [24]. Theoretically, the 1-bit data are more robust than a high-precision number at the same level of fluctuation. Several previous works used the 1-bit design to compute the binarized neural networks. Sun et al. [25] used the single-bit cell to execute the XNOR operations in XNOR-Net. Chen et al. [26] used the single-bit cell to execute the basic operations in binary DNN. Tang et al. [27] proposed a customized binary network for the single-bit cell. However, either the XNOR-Net or the binary neural network has a large accuracy drop compared with the full-precision model [28]. Recently, new progress in this research direction is to store a high-precision weight using a group of single-bit memory cells. For example, Zhu et al. [19] used single-bit memory cells \( N \times N \) to store a \( N \)-bit weight. Such a method can increase the model accuracy because it can increase the effective precision of weights. Compared with the traditional design, it uses more memory cells.

Weight scaling is the second solution from the device optimization class that can alleviate weight fluctuation. Theoretically, we can reduce the amplitude of weight fluctuation by scaling up the weight values stored in the memory cell [29]. After computation, we scale the result down using the same scaling factor. In the literature, many research works have found other physical ways to reduce the amplitude of weight fluctuation. For example, He et al. [30] found that we can reduce the fluctuation amplitude by lowering the operation frequency. Chai et al. [31] found one material, which has a lower fluctuation amplitude than the other types of material. However, these methods demand strict physical conditions. Compared with them, weight scaling is a more general method that can reduce the fluctuation amplitude of memory cells in most conditions [32]. However, Choi et al. [33] found that although the memory cell using scaled weights showed smaller fluctuation amplitude, it also consumed higher energy consumption. Ielmini et al. [20] modeled the relationship between the scaling factor, the fluctuation amplitude, and the energy consumption, which could help us to find the optimal scaling factor for in-memory computing.

Fluctuation compensation is the third solution from the device optimization class that can alleviate weight fluctuation. To alleviate the instability, they first read the memory cell by multiple times and then record the statistical results such as mean and standard deviation [34]. Afterward, they either calibrate the model parameter or the model output directly.

| TABLE I |
| --- |
| **SOTA SOLUTIONS AND OURS** |
| **SOTA: Device Optimization** | Binarized Encoding |
| **SOTA: Model Optimization** | Weight Scaling |
| **Ours: Device, Dataset and Model Optimization** | Fluctuation Compensation |
| **SOTA: Model Optimization** | Model Compression |
| **Ours: Device, Dataset and Model Optimization** | Knowledge Distillation |
| **SOTA: Model Optimization** | Energy Regularization |
| **Ours: Device, Dataset and Model Optimization** | Low-fluctuation Decomposition |
based on that statistical results [35]. This method is also widely used during the memory cell programming stage. For example, Joshi et al. [36] compensated the programming fluctuation by tuning the batch normalization layer parameters. Alternatively, Zhang et al. [37] compensated the programming fluctuation by offsetting the weight values. These methods are effective in a static device environment. If we face a dynamic environment, a more general way is needed. One popular approach is to have many equivalent models running in parallel. Then, we calculate the mean of the results. Joksas et al. [38] did this by applying the committee machine theory into the in-memory computing devices. Wan et al. [21] optimized this process by running a single model on the same device and reading the memory cells multiple times. This method can average out the fluctuation and get a more stable result.

Model compression [39], [40] and knowledge distillation [41] are two solutions from the model optimization class that can alleviate weight fluctuation. Since they reduce the number of operations, we can increase the energy budget for each read operation without exceeding the total budget, thus physically diminishing the cell’s instability [20]. One model compression technique is pruning, where we remove some parameters or channels from the model for a smaller model size. Some SOTA model compression (pruning) works are [22], [42], [43], [44], [45], and [46]. Another model compression technique is quantization, where we lower the precision of weights and activations. Quantization is a default technique for EMT cells because the data need to be quantized before we store it in the cell [14]. In knowledge distillation, we transfer the knowledge from a large teacher model to a smaller student model so that the student can have a close accuracy as the teacher, with fewer parameters. Some SOTA knowledge distillation works are [23], [47], [48], [49], [50], and [51].

III. PRELIMINARIES

EMT-based in-memory deep learning can be very efficient [4] because of its analog operation. Fig. 1(a) shows the difference between the traditional and EMT memory cells. When we read a weight \( w \) from the traditional memory cell, the input to the corresponding memory cell is 1, meaning that the read request to that memory cell is enabled. Afterward, the memory cell returns \( w \) as an output. An EMT cell for in-memory deep learning is quite different. When we read the weight \( w \), the input to the memory cell is a variable \( x \) instead of the fixed data 1. The memory cell then returns \( x \cdot w \) directly, the product of the input signals \( x \) and the stored weight \( w \). In other words, the EMT cell integrates the multiplication operation into the read operation.

Analog EMT is more efficient than traditional memory not only in multiplication operations but also in addition operations [32]. To better explain this, we show how traditional cells and EMT cells execute the multiply–accumulate (MAC) operation in Fig. 1(b) and (c), respectively. For traditional memory cells, we first read weight \( w_i \) from the corresponding memory cells. Afterward, the output \( w_i \) is multiplied by the activation \( x_i \) using a multiplier. Finally, we sum all products \( x_i \cdot w_i \) from each of the multipliers together either by a single adder sequentially or by a tree of adders to perform the sum in parallel. To achieve the same computation using EMT-based in-memory computing, we just need to connect the output of each memory cell to the same port. Physically, the sum of all the memory cell outputs \( \sum x_i \cdot w_i \) can be obtained from that port directly. This is also referred to as a current sum.

A. Challenges of Analog In-Memory Deep Learning

The energy consumption of an EMT cell is much less than that of traditional memory cells when they execute the MAC operation. There are important differences. In traditional memory cells, energy consumption is not related to the weight value that is stored. In analog EMT, it is proportional to the weight value [53], as shown in Fig. 2(a). We use a parameter \( \rho \) to denote the ratio between the energy consumption and the weight value. We call this ratio as the energy coefficient. This parameter is tunable, and we can use it to optimize the energy consumption of EMT cells. Theoretically, a small coefficient \( \rho \) can help us improve the energy efficiency of models.

A big challenge in using the emerging memory technology is that regardless of the actual technology, their memory cells do not output stable results. Several works in the literature have modeled such fluctuation [16], [54]. Physically, each memory cell has multiple states, and it changes its state with time randomly. Whenever we read the memory cell, it can be in any of the states. We use the function \( \bar{w} = r_l(w, \rho) \) to generalize the relationship between the actual weight \( \bar{w} \) we read from the EMT cell with unit input data and the prestored weight value \( w \) when the cell is staying at state \( l \). As this relationship is also related to the energy coefficient \( \rho \), we include \( \rho \) as the second input of the function. Given an input \( x \), the output data become \( x \cdot r_l(w, \rho) \) instead of \( x \cdot w \). Different types of EMT cells have
Fig. 2. (a) Relationship between the energy consumption of the EMT cell and the value of the weight. (b) Probability distribution of the weight fluctuation, with different energy coefficients $\rho$. The traditional cell is marked in gray color for reference.

different functions of $r_l(w, \rho)$. Fig. 2(b) shows one model [20] for $r_l(w, \rho)$, as expressed in the following equation:

$$r_l(w, \rho) = w \cdot (1 + c_l/\rho)$$

(1)

where inputs $w$ and $\rho$ are the prestored weight and the energy coefficient, respectively. $c_l (c_l > 0)$ is the intrinsic coefficient related to the specific model of the EMT cell at the $l$th state. In Fig. 2(b), we show a simple case where the cell has only two states, with $c_0 = 0$ and $c_1 = 0.02$ pJ. When we read the weight from the EMT cell, it has a 50% probability of staying at state 0 and another 50% probability of staying at state 1. If the store weight is $w$ and the energy coefficient is $\rho$, the output result can be either $x \cdot r_0(w, \rho)$ or $x \cdot r_1(w, \rho)$ depending on its state, where $x$ is the input activation. The bottom three subgraphs in Fig. 2(b) correspond to memory cells with three different values of energy coefficient $\rho$.

The fluctuation shown in Fig. 2(b) is a simplified example. The practical EMT cells have complicated physical characteristics. A model can be obtained during the postfabrication stage by measuring its complex nonideal properties and then stage by measuring its complex nonideal properties and then fit the model into the data by finding the exact number of fluctuation states and the probability of each state [55].

B. Incompatibility of Traditional Training Method

Fig. 3 shows the standard training process in deep learning. The loss function takes the dataset and the model and generates a measure of the distance between the current parameter values and their optimal values. The optimizer uses gradient descent to reduce this distance by updating the parameters. This process would iterate for many epochs until the optimizer can find an optimal set of parameters. We define $X \in \mathcal{X}$ as the image data and $Y \in \mathcal{Y}$ as the label data. Here, $\mathcal{X}$ and $\mathcal{Y}$ denote the spaces for images $X$ and labels $Y$. For simplicity, we express a one-layer neural network model in the following equation:

$$Y = f(X) = WX + B$$

(2)

where the weight $W$ and the bias $B$ are both trainable parameters. Let us define the function class $F \subset \mathcal{Y}^X$ as the search space of function $f$. Let $Z = \mathcal{X} \times \mathcal{Y}$ be the combination of $\mathcal{X}$ and $\mathcal{Y}$ and $Z = (X, Y)$ be the combination of $X$ and $Y$. Define $\mathcal{D}$ as the unknown distribution of data $Z$ on space $\mathcal{Z}$. Given the above definitions, the loss function can be expressed as $L : F \times Z \rightarrow \mathbb{R}$. It is the mapping from the combination of $\mathcal{F}$ and $Z$ to the real number space $\mathbb{R}$. Theoretically, the training process of the neural network is to find the optimal function $f$ from the function class $\mathcal{F}$ that can minimize the risk, that is, the expectation of the loss function. We express it in the following equation:

$$R[f] = \mathbb{E}_{z \sim \mathcal{D}}[L(f, z)].$$

(3)

The difficulty in solving this problem is that the distribution $\mathcal{D}$ is unknown. What we have is just the dataset $\{Z_1, \ldots, Z_N\}$, which are independent and identically distributed (i.i.d.) samples from the distribution $\mathcal{D}$. Alternatively, the traditional training process of the neural network is to find the optimal model $f$ from the function class $\mathcal{F}$ that can minimize the empirical risk, that is, the average of loss functions on the sampled dataset. We express it in the following equation:

$$R_s[f] = \frac{1}{N} \sum_{i=1}^{N} L(f, z_i).$$

(4)
The distance between the risk and the empirical risk is called the generalization error $\epsilon$, expressed in (5). The crucial problem of the training process is to make sure that the generalization error $\epsilon$ can be bounded by which we decompose the computation involved into several time steps. This decomposition achieves high model accuracy and energy efficiency. We shall now give the mathematical basis of these three techniques.

IV. OPTIMIZING FOR IN-MEMORY DEEP LEARNING

Our training method for in-memory computing can effectively improve the model accuracy, with improved energy efficiency. Fig. 4 shows the overview picture. Essentially, we propose three optimization techniques and integrate them into the training process. The first technique is called device-enhanced datasets. This technique integrates device information as additional data into the dataset. The second technique is called energy regularization, which we add a new regularization term into the loss function that makes the optimizer reduce the energy consumption automatically. The third technique is called low-fluctuation decomposition by which we decompose the computation involved into several time steps. This decomposition achieves high model accuracy and energy efficiency. We shall now give the mathematical basis of these three techniques.

A. Device-Enhanced Dataset

Our first optimization technique is to enhance the dataset with device information. In addition to the regular image data $X$ and the label data $Y$, our enhanced dataset has another source of data, the fluctuation $S$, which reflects the random behavior of memory cells. Fig. 5(a)–(d) shows an visualized example of $X$, $Y$, and $S$, with four training data. They can be classified as either letter A or letter B. Images in the same class can have different variants. For instance, it can be in any font, either normal [Fig. 5(a)] or italic [Fig. 5(c)]. No matter what the variant is, its pixels must follow $D_A$, the distribution for class A. After training, we can accurately classify any image that belongs to class A as long as its pixels follow the distribution $D_A$ [Fig. 5(e)]. This truth also holds for images of letter B, whose pixels follow the distribution $D_B$. The fluctuation data $S$ reflect the random states of memory cells. In our visualized example, the locations of pixels indicate the states of the memory cells. The patterns for fluctuation $S$ also follow a certain distribution $R$, which can be learned during training. Using this enhanced dataset, the model can make correct predictions for in-memory deep learning because now it becomes aware of the fluctuations [Fig. 5(e) and (f)].

As we integrate the fluctuation device data into the dataset, the model will not overfit during training. In Fig. 6, we visualized an example of training using only the dataset $X$ and do not consider the device information. All pixels in the data...
S are in the center of the matrix, indicating the absence of device information [Fig. 6(a) and (b)]. During training, the model will overfit this static data S because it does not have any variant. As we can see from Fig. 6(c), the distribution learned by the model is only a straight line (orange), which is different from the real fluctuation of memory cells (purple). Therefore, the model will misclassify the images. On the other hand, if we include the fluctuation data S, the overfit can be avoided. As we can see from Fig. 6(e) and (f), the fluctuation of memory cells (purple) will follow the learned distribution (orange) so that the model can accurately classify the images using the EMT cells.

We use Figs. 5 and 6 to illustrate why we need to merge the fluctuation information into the data. As the EMT cell output fluctuating weights, the neural networks cannot successfully predict the image unless it has learned both the data distribution and the fluctuation distribution. To achieve this, we can integrate the fluctuation information into the data so that the model can learn the fluctuation distribution during the regular training process.

We developed a method to integrate the fluctuation data S into the data. To simplify this problem, we first decompose the computation of neural network model [see (2)] into several subtasks. For example, each element yij in the output matrix Y can be computed independently using (7). Here, vector w is the ith row in weight matrix W, vector xj is the jth column in the input matrix X, and bj is the element in the bias matrix B at the ith row and the jth column

\[ y_{ij} = w_i x_j + b_j. \]  

As shown in Fig. 2, the weight we read from the EMT cell is unpredictable. Physically, the memory cell changes its status randomly, and the exact output value depends on the state of the memory cell when we are reading it. We denote w_ik be the kth element in vector w, \( \tilde{w}_{ik}(j) \) is the sampled data when we read w_ik from the memory cell and multiply it with x_kj, the element in the input vector x_j. Mathematically, we can express \( \tilde{w}_{ik}(j) \) as a polynomial, which is shown in the following equation:

\[ \tilde{w}_{ik}(j) = \sum_{l=1}^{m} (r_l(w_{ik}, \rho) \cdot s_{ijkl}). \]  

We use \( r_l(w_{ik}, \rho) \) to denote the weight retrieved when the memory cell is at the lth state. It can be considered as a function of the prestored weight w_ik and energy coefficient \( \rho \). At any moment, each memory cell can only be in one state. Hence, we use a one-hot encoded vector \( [s_{ijkl}]_{1 \leq l \leq m} \) to indicate the state of the memory cell when w_ik is sampled. The value of \( s_{ijkl} \) is shown in (9). For given indexes i, j, and k, if the corresponding memory cell is at the l0th state, only \( s_{ijkl0} \) equals 1 and all the other coefficients equal 0

\[ s_{ijkl} = \begin{cases} 1, & \text{if } l = l_0 \\ 0, & \text{if } l \neq l_0. \end{cases} \]  

As we can see from (8), the sampled weight \( \tilde{w}_{ik} \) from the memory cell consists of two parts. We summarize them as follows.

1) The deterministic parameter \( r_l(w_{ik}, \rho) \) is a function indicating the returned value from the memory cell storing weight w_ik for a memory cell that is in the lth state. We denote the matrix \( [r_l(w_{ik}), \rho], \) as \( r(w_i, \rho) \), shown in (10). \( r(w_i, \rho) \) can be considered a function of the weight vector \( w_i \) and the energy coefficient \( \rho \).

2) The stochastic parameter \( s_{ijkl} \) is a random coefficient indicating whether the memory cell storing weight w_ik is at the lth state when it is sampled and multiplied with the input vector \( x_j \). We denote matrix \( [s_{ijkl}] \) as \( S_{ij} \), shown in (11). \( S_{ij} \) can be considered as a part of fluctuation data S

\[ r(w_i, \rho) = \begin{bmatrix} r_1(w_{i1}, \rho) & r_1(w_{i2}, \rho) & \cdots & r_1(w_{in}, \rho) \\ r_2(w_{i1}, \rho) & r_2(w_{i2}, \rho) & \cdots & r_2(w_{in}, \rho) \\ \vdots & \vdots & \ddots & \vdots \\ r_m(w_{i1}, \rho) & r_m(w_{i2}, \rho) & \cdots & r_m(w_{in}, \rho) \end{bmatrix} \]  

\[ S_{ij} = \begin{bmatrix} s_{ij11} & s_{ij21} & \cdots & s_{ijn1} \\ s_{ij12} & s_{ij22} & \cdots & s_{ijn2} \\ \vdots & \vdots & \ddots & \vdots \\ s_{ij1m} & s_{ij2m} & \cdots & s_{ijnm} \end{bmatrix}. \]  

We can now integrate the fluctuation data S into the data for in-memory deep learning. Each element y_{ij} in the output matrix Y can be calculated using (12). y_{ij} is a function of both the deterministic and stochastic parameters. Here, \( \tilde{w}_i \) refers to the sampled weight vector read from the memory cell. For simplicity, we assume that the bias b_j is a deterministic parameter. In some cases, the bias is also fluctuating. We can use the same method to separate deterministic and stochastic parameters for b_j

\[ y_{ij} = \tilde{w}_i x_j + b_j = 1(r(w_i, \rho) \circ S_{ij}) x_j + b_j \]

\[ = \text{tr}(r(w_i, \rho) \text{diag}(x_j) S_{ij}) + b_j \]

\[ = \text{tr}(r(w_i, \rho) \tilde{X}_j) + b_j. \]  

The \( \circ \) operator between \( r(w_i, \rho) \) and \( S_{ij} \) is the Hadamard product, that is, elementwise product. The unit vector 1 is expressed as \( 1 = [1 1 \cdots 1] \), which has m elements. We use it to sum up the entire column of the target matrix. The operator tr is the trace of the matrix, which is defined as the sum of elements on the matrix’s main diagonal. The operator diag turns vector into a diagonal matrix.

Based on (13), we can now merge the device influence S into the data X and obtain the device-enhanced data \( \tilde{X} \). Note that the notation \( \tilde{X}_j, S_{ij}, \) and \( x_j \) is a part of the matrix \( X, S, \) and \( X, \) respectively

\[ \tilde{X}_j = \text{diag}(x_j) S_{ij}^T. \]  

B. Energy Regularization

Our second optimization technique adds an energy regularization term into the loss functions during training. From (12), we can infer that the loss function of the model \( L_0 \) is a function of weights w and energy coefficient \( \rho \). The target of our optimization technique is to find the optimal energy coefficient \( \rho \) that can improve both the model accuracy and the energy efficiency. However, it is not an easy task. We prefer a smaller \( \rho \) for higher energy efficiency. However, as we see in Fig. 2, the lower \( \rho \) causes a larger fluctuation amplitude of
the weights, which results in the accuracy loss. On the other hand, if we choose a larger energy coefficient \( \rho \), the model accuracy would be less affected by the weight fluctuation, but the energy consumption becomes larger.

Our new loss function \( L \) is expressed in (14). The first term \( L_0 \) is the original loss function of the model, and the second term represents the energy consumption of the model. \( \lambda \) is a hyperparameter indicating the significance of the energy regularization term. \( a_t \) is a constant indicating the number of reading operations from the memory cell storing weight \( w_t \).

The overall loss function \( L \) can be considered as a function of \( w \) (\( w_t \) is the \( r \)th element of \( w \)) and \( \rho \), which are both trainable parameters. We can use any popular optimizer (such as SGD optimizer [56] or Adam optimizer [57]) to search for the optimal weight \( w \) and energy coefficient \( \rho \)

\[
L(w, \rho) = L_0(w, \rho) + \lambda \sum_t a_t |w_t|.
\]

During training, gradient descent will minimize the loss function \( L \). After optimization, both \( w \) and \( \rho \) will become smaller. Physically, the energy consumption of each EMT cell is proportional to the value of weight \( w \) stored in that cell (shown in Fig. 2). Hence, having small weights can help us reduce the energy consumption of the related EMT cells. We show this process in Fig. 7. With the help of the energy regularization term, we can improve both the model accuracy and energy efficiency simultaneously.

**C. Low-Fluctuation Decomposition**

The third optimization technique is to decompose the computation process into multiple time steps. We can visualize the computation involved in Fig. 8. The input activation \( x \) and the weight \( w \) equal the length of the horizontal bar and the vertical bar, respectively. The computation result got from the memory cell equals the area of the square, whose two edges have the same length as the horizontal bar and the vertical bar. In the example of original computing [Fig. 8(a)], the lengths of the horizontal bar and vertical bar are seven (\( x = 7 \)) and one (\( w = 1 \)), respectively. The area of the output square is thus seven (\( x \cdot w = 7 \)).

Theoretically, we can express any input \( x \) as a polynomial, as shown in (15). Here, the fraction bit \( \delta_p \) is binary data, which equals either 0 or 1, and \( 2^p \) is the scaling factor for that term. For example, if the input equals 7, we can decompose it into three parts: \( 1 \cdot 2^0 \), \( 1 \cdot 2^1 \), and \( 1 \cdot 2^2 \)

\[
x = \sum \delta_p \cdot 2^p.
\]

In our low-fluctuation decomposed computation mechanism [Fig. 8(b)], we read each memory cell in multiple time steps instead of once. As shown in (16), at each time step, we only input the fraction bit \( \delta_p \) to the memory cell, obtain the value of \( \delta_p \cdot w \), and then scale the output from the memory cell by the factor \( 2^p \). Finally, we sum up all the results from each time step. In this example, we use three steps to process input seven (\( x = 7 \)). The scaling factor of each time step is \( 2^0 \), \( 2^1 \), and \( 2^2 \). As the weight is one (\( w = 1 \)), the final accumulated result is seven (\( x \cdot w = 7 \)), the same result as the original computing mechanism

\[
x \cdot w = \sum (\delta_p \cdot w \cdot 2^p).
\]

As the name indicates, our low-fluctuation decomposition can alleviate the fluctuations of the memory cell effectively. We can explain this using Fig. 8, where we show the fluctuation amplitude in the yellow blocks. The block and hollow block denote positive and negative fluctuation amplitudes, respectively. As we can see from Fig. 8(b), using the decomposed computation mechanism, the negative fluctuation amplitude (hollow block) at the third time step can partially average out the positive fluctuation amplitude at the second time step (solid block). Statistically, the accumulated fluctuations from the decomposed computation mechanism have a lower standard deviation than that of the original computation mechanism.

We can mathematically compare their standard deviations. Equation (17) shows the standard deviation of the original computation mechanism, where \( O_{ori} \) is the original output and \( \sigma(\bar{w}) \) is the standard deviation of weight when we read \( \bar{w} \) from the memory cell. Equation (18) shows the standard deviation of our low-fluctuation decomposed computation mechanism, where \( O_{new} \) is the new output and \( \bar{w}(\rho) \) is the weight sampled from the memory cell at the \( p \)th time step. Since reading memory cells can be considered as independent events, we have
\[ \sigma(\tilde{w}(p)) = \sigma(\tilde{w}) \]

\[ \sigma(O_{\text{ori}}) = \sigma(x \cdot \tilde{w}) = \sum 2^p \delta_p \cdot \sigma(\tilde{w}) \]

\[ \sigma(O_{\text{new}}) = \sigma\left(\sum 2^p \delta_p \tilde{w}(p)\right) = \sqrt{\sum 2^p \delta_p^2 \cdot \sigma^2(\tilde{w}(p))} \]

\[ < \sqrt{\left(\sum 2^p \delta_p^2\right)^2 \cdot \sigma^2(\tilde{w})}. \]

We can infer from (17) and (18) that our decomposed computation result has a lower standard deviation than the original computation result, leading to high model accuracy

\[ \sigma(O_{\text{new}}) < \sigma(O_{\text{ori}}). \]

Our low-fluctuation decomposition can also improve energy efficiency since it can save a large amount of energy from the EMT cells. To prove this, we first model the energy consumption. An EMT cell can be modeled as a resistor connecting the driver’s output and the ground. Physically, we can use (20) to calculate the power consumption of the cell [58], [59]

\[ P = V_s \cdot V_d / R_T. \]

Here, \( V_s \) is the supply voltage of the driver, \( R_T \) is the resistance of the cell, and \( V_d \) is the driving voltage to the EMT cell. For in-memory computing systems, \( V_d \) is proportional to \( x \), and the input of the EMT cell, that is, \( V_d = \alpha \cdot x \). Hence, the energy consumption to drive a single EMT cell within a period \( \Delta T \) can be expressed in the following equation:

\[ E = P \cdot \Delta T = V_s \cdot V_d \cdot \Delta T / R_T = (\alpha \cdot V_s \cdot \Delta T / R_T) \cdot x. \]

Assuming \( V_s \) and \( R_T \) to be fixed and \( \beta \) equals \( \alpha \cdot V_s / \Delta T / R_T \), the relationship between the energy consumption \( E \) and the input data \( x \) can be expressed in (22). This equation can also be proved experimentally using actual hardware implementation. For example, it can be verified in various Texas Instruments’ devices [58]

\[ E = \beta \cdot x. \]

We can derive (23) based on (22). \( E(O_{\text{ori}}) \) stands for the energy consumption of the original computation mechanism, where we read once from the EMT cell with input data \( x \). \( E(O_{\text{new}}) \) represents the energy consumption of the new computation mechanism with low-fluctuation decomposition method, where we need to read the EMT cell multiple times. Each time, the input delta is \( \delta_p \), the fraction bit of \( x \) [see (15)]. Based on (23), we can mathematically prove that \( E(O_{\text{new}}) \) is smaller than \( E(O_{\text{ori}}) \) [see (24)]

\[ E(O_{\text{ori}}) = \beta \cdot x \quad E(O_{\text{new}}) = \beta \sum \delta_p \]

\[ E(O_{\text{new}}) < E(O_{\text{ori}}). \]

Besides, the low-fluctuation decomposition method can alleviate the fluctuations of EMT cells and thus improve the model accuracy. Due to this feature, we can decrease \( \rho \), the energy coefficient of EMT cells by a certain percentage, causing larger weight fluctuation [Fig. 2(b)], but still avoid the accuracy loss caused by the increased fluctuation. In this process, lowering the energy coefficient \( \rho \) can help us to save energy further [Fig. 2(a)].

This technique can be implemented in many existing neuromorphic computing devices, such as [60]. Its computation process is similar to the spiking neural network (SNN) [61]. We first read \( \delta_p \) sequentially, where \( \delta_p \) is a binary bit equalling 0 or 1. We then accumulate the partial sum over multiple time steps and shift the accumulated data by 1 bit (equivalent to multiplying by a decay factor). All the processes can be easily implemented in SNN-compatible hardware. Note that shifting the accumulated data by 1 bit for every time step is equivalent to multiplying the partial sum by \( 2^p \) [62].

### D. Convergence of the Training Method

The training images and labels can be considered as samples of all the real-world images. We do not know the distribution of them before training, but the neural networks can learn the distribution. Similarly, we do not know the distribution of weight fluctuation before training. However, the neural network can learn the distribution using gradient descent algorithms once we have the sample data: fluctuation \( S \).

We shall now mathematically prove the convergence of our training method. Equation (25) shows the basic relationship between image data \( X \) and label data \( Y \) in the traditional deep learning network. The output matrix \( Y \in \mathcal{Y} \) is a function \( f \) of the input matrix \( X \in \mathcal{X} \). Here, \( \mathcal{X} \) and \( \mathcal{Y} \), respectively, denote the space of \( X \) and \( Y \)

\[ Y = f(X). \]

For in-memory deep learning applications, the computation becomes unpredictable because of weight fluctuation. As can be seen from (12), output \( y_{ij} \) is a function of both the input \( x_i \) and the fluctuation data \( S_{ij} \). To generalize this, the output matrix \( Y \in \mathcal{Y} \) can be defined as a function \( \tilde{f} \) of the input matrix \( X \in \mathcal{X} \) and the fluctuation data \( S \in \mathcal{S} \), shown in (26). Here, \( \mathcal{S} \) denotes the space of \( S \)

\[ Y = \tilde{f}(X, S). \]

We define a new data \( \tilde{Z} \in \tilde{\mathcal{Z}} \) as the combination of images \( X \), labels \( Y \), and fluctuations \( S \). Here, the space \( \tilde{\mathcal{Z}} \) is defined as the combination of spaces \( \mathcal{X} \), \( \mathcal{Y} \), and \( \mathcal{S} \). Since \( \mathcal{Z} \) is the combination of \( \mathcal{X} \) and \( \mathcal{Y} \), we can express the space \( \tilde{\mathcal{Z}} \) as the combination of the spaces \( \mathcal{Z} \) and \( \mathcal{S} \). We show their relationships in the following equations:

\[ \tilde{Z} = (X, Y, S) \]

\[ \tilde{\mathcal{Z}} = \mathcal{X} \times \mathcal{Y} \times \mathcal{S} = \mathcal{Z} \times \mathcal{S}. \]

Given the fact that \( \mathcal{Z} \) follows the distribution \( \mathcal{D} \), while \( \mathcal{S} \) follows the distribution \( \mathcal{R} \), we can infer that the space \( \tilde{\mathcal{Z}} \) (the combination of \( \mathcal{Z} \) and \( \mathcal{S} \)) must follow a distribution \( \tilde{\mathcal{D}} \) (the combination of \( \mathcal{D} \) and \( \mathcal{R} \)). We show this in the following equation:

\[ \mathcal{Z} \sim \mathcal{D}, \quad \mathcal{S} \sim \mathcal{R} \Rightarrow \tilde{\mathcal{Z}} \sim \tilde{\mathcal{D}}. \]

Finally, our proposed training process for in-memory deep learning models can be concluded as follows: given a function \( \tilde{f} \) in the space \( \tilde{\mathcal{F}} \) and a loss function \( \mathcal{L} : \tilde{\mathcal{F}} \times \tilde{\mathcal{Z}} \rightarrow \mathbb{R}, \)
we would like to find $\tilde{f} \in \tilde{F}$ that can minimize the risk, that is, the expectation of the loss function
\[
R[\tilde{f}] = E_{z \sim \tilde{D}}[L(\tilde{f}, z)].
\] (30)

Thus, we convert the convergence problem of the training process for in-memory computing into the convergence problem for regular neural networks (see Section III-B). Finding the optimal function is well studied, and we can use various existing optimizers, such as SGD [56] or Adam [57], to find the optimal function $\tilde{f}$.

V. EXPERIMENTS

The hardware implementation of the proposed techniques is verified on a hardware-based emulator [17] and software simulator [63]. Both the emulator and the simulator can imitate the system behavior and the characteristics of EMT cells well, including the fluctuations. These platforms can sufficiently prove the feasibility and effectiveness of the optimization methods on practical in-memory computing devices. We synthesize each module and obtain metrics such as energy per operation from the report. These parameters are integrated into the simulation platform. We simulate the behavior of the system and evaluate each method’s effectiveness using the simulator [53], [63]. We trained the models on the Pytorch platform. To accelerate the training process, we start each experiment from a well-trained model with full-precision weights [64] and then fine-tune the model by applying our proposed optimizations. During fine-tuning, we quantize both the activations and weights [14].

To form the device-enhanced dataset, we fetch the images and labels from the regular datasets (such as CIFAR-10 and ImageNet) as data $X$ and data $Y$, respectively. We do not design the fluctuation but sample the fluctuation $S$ from the EMT cells using exact device models [16], [20], [63], [65], [66], which reflect the hardware mechanism’s real characteristics, including device nonideality and noises/errors. We use a workstation with an Nvidia 2080TI graphic card to train the model. For the CIFAR-10/ImageNet dataset, each experiment can finish in about 1 h/an entire day.

We proposed three techniques, denoted as “A,” “B,” and “C.” As shown in Fig. 4; the notations A, B, and C stand for the device-enhanced dataset, energy regularization, and

### TABLE II

|                | 0% accuracy drop | 1% accuracy drop | 2% accuracy drop |
|----------------|------------------|------------------|------------------|
|                | Energy ($\mu J$) | #Cells | Delay ($\mu S$) | Energy ($\mu J$) | #Cells | Delay ($\mu S$) | Energy ($\mu J$) | #Cells | Delay ($\mu S$) |
| VGG-16 (93.6% Acc.) |                |        |               |                |        |               |                |        |               |
| Binarized Encoding | 378 | 74M | 2.8 | 135 | 74M | 2.8 | 94 | 74M | 2.8 |
| Weight Scaling | 444 | 15M | 2.8 | 78 | 15M | 2.8 | 49 | 15M | 2.8 |
| Fluctuation Compensation | 1091 | 15M | 14 | 157 | 15M | 14 | 82 | 15M | 14 |
| Ours (A+B) | 36 | 15M | 2.8 | 16 | 15M | 2.8 | 11 | 15M | 2.8 |
| Ours (A+B+C) | 4.1 | 15M | 14 | 1.0 | 15M | 14 | 0.5 | 15M | 14 |

### TABLE III

|                | 0% accuracy drop | 1% accuracy drop | 2% accuracy drop |
|----------------|------------------|------------------|------------------|
|                | Energy ($\mu J$) | #Cells | Delay ($\mu S$) | Energy ($\mu J$) | #Cells | Delay ($\mu S$) | Energy ($\mu J$) | #Cells | Delay ($\mu S$) |
| ResNet-18 (95.2% Acc.) |                |        |               |                |        |               |                |        |               |
| Binarized Encoding | 876 | 56M | 6.8 | 389 | 56M | 6.8 | 286 | 56M | 6.8 |
| Weight Scaling | 1127 | 11M | 6.8 | 209 | 11M | 6.8 | 158 | 11M | 6.8 |
| Fluctuation Compensation | 2217 | 11M | 34 | 474 | 11M | 34 | 347 | 11M | 34 |
| Ours (A+B) | 83 | 11M | 6.8 | 22 | 11M | 6.8 | 10 | 11M | 6.8 |
| Ours (A+B+C) | 6.9 | 11M | 34 | 1.1 | 11M | 34 | 0.7 | 11M | 34 |

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
This observation can prove the near-orthogonality of our three techniques. We can draw a similar conclusion for solution $A + B$.

Models optimized by our proposed methods have much higher accuracy than the model trained by the traditional optimizer. In Fig. 10, we show the accuracy achieved by solution $A$, solution $A + B$, and solution $A + B + C$ under different energy budgets. As a reference, we also give the model accuracy trained by the traditional optimizer. As we can see from the figure, at $16 \mu J$ energy budget, the accuracy of solution $A + B + C$ is very close to the SOTA accuracy that the respective model can achieve (shown as dashed lines in the top subfigures). On the other hand, the traditional optimizer exhibits relatively low accuracy due to its unawareness of memory fluctuation.

The energy budget limits the maximum energy the computing system can use to process an image. According to Fig. 2(a), if we tighten the energy budget, we must tune the EMT cell physically with a smaller energy coefficient $\rho$. Referring to Fig. 2(b), a smaller energy coefficient $\rho$ will cause a more significant weight fluctuation, resulting in a larger accuracy loss. From Fig. 2, we can see that when the energy budget is decreased, models trained using the traditional optimizer show a dramatic decrease in accuracy. On the contrary, our solution $A + B + C$ can achieve high model accuracy even if we reduce the energy budget. Even just using Solutions $A$ and $A + B$ is enough to maintain a relatively high accuracy, only to be outperformed by Solution $A + B + C$. This observation further proves the effectiveness of our proposed three techniques on in-memory computing.

We can also see that under $16 \mu J$ energy consumption, the ResNet-18 trained by the traditional optimizer shows much lower accuracy than the VGG-16. By using solution $A + B + C$, ResNet-18 can fully recover the accuracy and thus outperforms VGG-16. This experiment also shows that MobileNet is not suitable for in-memory deep learning. Under the same energy budget, MobileNet shows lower accuracy than VGG-16 and ResNet-18. We attribute this to its depthwise layer. When we compute a regular convolution layer, the system reads hundreds of EMT cells at once. However, to process the depthwise layer, it only read nine EMT cells at once. Therefore, a large portion of the energy is consumed in the peripheral circuits, causing a significant amount of energy overhead.

### A. Ablation Study of Proposed Techniques

In Fig. 9, we compare the energy reduction of the three techniques under the same accuracy loss (0%). Fig. 9(a) lists the normalized energy consumption, and Fig. 9(b) shows the respective reduction ratio. Compared with the baseline settings, the three techniques can reduce energy consumption by around $7.1 \times$, $2.7 \times$, and $10.9 \times$, respectively. Technique $C$ can make the most significant contribution but may also cause longer latency. We leave the trade-off between energy consumption and latency to hardware developers and propose two solutions: $A + B$ and $A + B + C$. In Fig. 9(c), we plot solution $A + B$’s and $A + B + C$’s energy reduction ratio on the log scale axis. We also directly accumulate the reduction ratio from every technique in the first row as a reference. Fig. 9(c) shows that the reduction ratio of solution $A + B + C$ is very close to the product of A’s, B’s, and C’s ratios (shown as the three stacking blocks). This observation can prove the

---

**Fig. 9.** (a) Normalized energy consumption to apply only one technique. (b) Respective energy reduction ratio. (c) Energy reduction ratio of $A + B$ and $A + B + C$, in log scale. All the methods are applied to the baseline settings in [20]. We test the VGG-16 network on the CIFAR-10 dataset.

---

low-fluctuation decomposition, respectively. Solution $A$ uses only the first technique, solution $A + B$ applies the first two, and solution $A + B + C$ combines all three. We evaluate popular models, including VGG-16, ResNet-18/34, and MobileNet. VGG-16 is a regular deep neural network with only $3 \times 3$ kernels. ResNet-18/34 are popular models that achieve competitive accuracy by adding residual links between layers. MobileNet is a small-size model that achieves high efficiency due to its special depthwise layer. We compare our work with SOTA solutions including binarized encoding [19], weight scaling [20], fluctuation compensation [21], model compression (pruning) [22], and knowledge distillation [23] as described in detail in Section II. We implement our techniques and SOTA solutions on the same platform [53], [63] with the same conditions.

### B. Robustness to Different Devices

Today, academia and industry have developed various types of EMT cells, which have different fluctuation patterns with different levels of fluctuation intensity. Hence, it is necessary to prove the robustness of our solutions under different fluctuations. In Fig. 11, we test our solutions and the SOTA under three fluctuation patterns with three typical levels of fluctuation intensities [67]: weak, normal, and strong. The experiment is conducted on the ImageNet dataset using two ResNet models. All solutions, including the SOTA, are free to tune the energy coefficient $\rho$. We compare the energy consumption when the model achieves its maximum accuracy. Note that on the ImageNet dataset, our solutions can reach the SOTA accuracy of the respective model, where the SOTA solutions cannot.
Fig. 10. Comparison between our proposed optimization solutions and the traditional optimizer. We test models on the CIFAR-10 dataset. The first row of subfigures shows the accuracies in a zoomed range, and the second row of subfigures shows accuracies in the full range.

Fig. 11. Energy comparison between our proposed solutions and the SOTA, under three levels of fluctuation intensity. We test models on the ImageNet dataset. Both our solutions and the SOTA are free to tune the energy coefficient $\rho$.

Fig. 12. Accuracy comparison between our proposed solutions and the SOTA. We test models on the ImageNet dataset. The solid bar and hollow bar denote the top-1 accuracy and top-5 accuracy, respectively. The dashed line denotes the SOTA accuracy of the respective model.

The results show the robustness of our solutions. At any level of fluctuation intensity, our solution has almost the same performance on energy reduction. When fluctuation intensity is increased, both ours and the SOTA solutions prefer a higher energy coefficient $\rho$ to maximize the model accuracy, resulting in higher energy consumption. However, our solutions still
Fig. 13: Robustness of our optimization algorithm with method: (a) A + B (device-enhanced dataset + energy regularization) and (b) A + B + C (A + B + low-fluctuation decomposition). The fluctuation model covers different types of nonlinear characteristics of the emerging memory device that makes the computation results unstable, including device nonideality [65] and noises/errors (RTN, thermal noise, shot noise, programming error, and so on) [66]. We fix the strength of RTN noise and scale up the standard deviation of the other forms of noise up to 25% of the signal strength.

C. Verification of the Optimization Solutions

In Fig. 12, we verified our optimization solution by testing two ResNet models on the ImageNet dataset. The dashed line in Fig. 12 shows the SOTA accuracy. We defined it as the maximum accuracy that the respective model can achieve on graphics processing unit (GPU). We also list the accuracy of the SOTA for comparison. Among all, our solution A + B又有 the highest top-1 and top-5 accuracies, which are the same as the SOTA accuracies. The accuracy of solution A + B also shows higher accuracy than previous methods. We can observe a small accuracy loss under a smaller energy budget. In contrast, models optimized by the SOTA have significant accuracy losses. For example, we can see at least 0.9% and 0.8% top-1 accuracy losses of the ResNet-18 and ResNet-34, respectively. We can also see that ResNet-18 on the ImageNet consumes more energy than CIFAR-10, mainly because of the larger image size.

D. Robustness of the Optimization Algorithms

The results from validating the robustness of our optimization method are shown in Fig. 13. The fluctuation model covers different types of nonlinear characteristics of the emerging memory device that negatively impact the computation’s results, including device nonideality [65] and noises/errors (random telegraph noise (RTN), thermal noise, shot noise, programming error, and so on) [66].

In the ideal situation, emerging memory devices can execute the multiplication operations based on Ohm’s law. However, the device’s nonideality will turn the input activation x into $\sinh(\gamma \cdot x)/\gamma$ [65], making the result inaccurate, where $\gamma$ is a parameter related to the supply voltages of the memory device. To explore the robustness of our algorithm to different strengths of nonideality, we evaluate three values of $\gamma$: 0.5, 1, and 2, which correspond to three typical supply voltages: 0.3, 0.6, and 1.2 V, respectively, giving a fitting voltage $v_0$ of 0.6 V [68]. A larger value of $\gamma$ corresponds to greater nonideality. We also compare the ideal case, assuming that a specific input circuit module can compensate for the data-dependent nonideality.

In addition to device nonideality, noise and error will also cause fluctuation in the output signals, thus leading to model inaccuracy. This experiment includes four main sources of noise and error: RTN, thermal noise, shot noise, and programming error [66]. The latter three are modeled as random variables with a mean value of zero, so we can evaluate their strength by the standard deviation. In most cases, RTN noise dominates. The other types of noise (thermal noise, shot noise, and programming error) in total account for less than 5% of the signal strength [66]. Previous experiments have proved the effectiveness of our algorithm in this common scenario. To validate the robustness of our algorithms under a stronger nonlinear noise effect, we fix the strength of RTN noises and scale up the standard deviation of the other types of noise to up to 25% of the signal strength.

From Fig. 13, we can see that our method can recover the model’s accuracy well, even under large nonideality and noise. The key reason is that our method can help the neural network better learn the nonlinear characteristics of the devices and thus compensate for the computation error. Note that technique C can avoid data-dependent nonideality. Using technique C, the data input is either 1 or 0. Since the input amplitude is...
fixed, we can precisely compensate for the data-dependent nonideality using a fixed compensation factor.

E. Holistic Comparison With the SOTA

Our proposed solutions have better performance not only on energy reduction but also on cost and latencies. In Tables II and III, we give a holistic comparison of our solutions with the SOTA on accuracy and energy efficiency. The indices (x) of knowledge distillation and model compression (pruning) are given as follows: (a) IE [22], (b) FPGM [42], (c) DMC [43], (d) NISP [44], (e) PFEC [45], (f) SFP [46], (g) HSADK [23], (h) ICXD [47], (i) WSL [48], (j) CRCD [49], (k) LSHFM [50], and (l) DKD [51].

![Fig. 14. Comparison between our proposed solutions and the SOTA in terms of accuracy and energy efficiency. The larger, the better. We test the ResNet-34 model on the ImageNet dataset.](image)

VI. CONCLUSION

In-memory deep learning has a promising future in the AI industry because of its high energy efficiency over traditional deep learning. This is even more so if the potential of EMT, especially in analog computing mode, is used. In the analog mode, we use only one cell to store one parameter in the model, pursuing high energy and area efficiency. Unfortunately, one of the major limitations of EMT is the intrinsic instability of EMT cells, which can cause a significant loss in accuracy. On the other hand, falling back on a digital mode of operation will erode the potential gains. In this work, we propose three optimization techniques that can fully recover the accuracy of EMT-based analog in-memory deep learning models while minimizing their energy consumption. They include the device-enhanced dataset, energy regularization, and low-fluctuation decomposition. Based on the experiment results, we offer two solutions. Developers can either apply the first two optimization techniques or apply all three to the target model. Both solutions can achieve higher accuracy than their SOTA counterparts. The first solution shows at least one order of magnitude improvement in energy efficiency, with the least hardware cost and latency. The second solution further improves energy efficiency by another order of magnitude at the cost of higher latency.
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