Disease-oriented image embedding with pseudo-scanner standardization for content-based image retrieval on 3D brain MRI

HAYATO ARAI1, YUTO ONGA1, KUMPEI IKUTA1, YUSUKE CHAYAMA1, HITOSHI IYATOMI1 (MEMBER, IEEE), AND KENICHI OISHI2 for the Alzheimer’s Disease Neuroimaging Initiative and the Parkinson’s Progression Markers Initiative.

1Department of Applied Informatics, Graduate School of Science and Engineering, Hosei University, Tokyo, 184-8584 Japan (e-mail: iyatomi@hosei.ac.jp)
2Department of Radiology and Radiological Science, Johns Hopkins University School of Medicine, Baltimore, MD 21205 USA (email:koishi2@jhmi.edu)

Corresponding author: Hitoshi Iyatomi (e-mail: iyatomi@hosei.ac.jp).

Data used in preparation of this article were obtained from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu). As such, the investigators within the ADNI contributed to the design and implementation of ADNI and/or provided data but did not participate in analysis or writing of this report. A complete listing of ADNI investigators can be found at: http://adni.loni.usc.edu/wp-content/uploads/how_to_apply/ADNI_Acknowledgement_List.pdf

ABSTRACT To build a robust and practical content-based image retrieval (CBIR) system that is applicable to a clinical brain MRI database, we propose a new framework – Disease-oriented image embedding with pseudo-scanner standardization (DI-PSS) – that consists of two core techniques, data harmonization and a dimension reduction algorithm. Our DI-PSS uses skull stripping and CycleGAN-based image transformations that map to a standard brain followed by transformation into a brain image taken with a given reference scanner. Then, our 3D convolutional autoencoders (3D-CAE) with deep metric learning acquires a low-dimensional embedding that better reflects the characteristics of the disease. The effectiveness of our proposed framework was tested on the T1-weighted MRIs selected from the Alzheimer’s Disease Neuroimaging Initiative and the Parkinson’s Progression Markers Initiative. We confirmed that our PSS greatly reduced the variability of low-dimensional embeddings caused by different scanner and datasets. Compared with the baseline condition, our PSS reduced the variability in the distance from Alzheimer’s disease (AD) to clinically normal (CN) and Parkinson disease (PD) cases by 15.8–22.6% and 18.0–29.9%, respectively. These properties allow DI-PSS to generate lower dimensional representations that are more amenable to disease classification. In AD and CN classification experiments based on spectral clustering, PSS improved the average accuracy and macro-F1 by 6.2% and 10.7%, respectively. Given the potential of the DI-PSS for harmonizing images scanned by MRI scanners that were not used to scan the training data, we expect that the DI-PSS is suitable for application to a large number of legacy MRIs scanned in heterogeneous environments.
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I. INTRODUCTION

In the new era of Open Science [1], data sharing has become increasingly crucial for efficient and fair development of science and industry. Especially in the field of medical image science, various datasets have been released and used for the development of new methods and benchmarks. There have been attempts to create publicly open databases consisting of medical images, demographic data, and clinical information, such as ADNI, AIBL, PPMI, 4RTN, PING, ABCD and UK BioBank. In the near future, clinical images acquired with medical indications will become available for research use.

Big data, consisting of large amounts of brain magnetic resonance (MR) images and corresponding medical records,
could provide new evidence for the diagnosis and treatment of various diseases. Clearly, search technology is essential for the practical and effective use of such big data. Currently, text-based searching is widely used for the retrieval of brain MR images. However, since this approach requires skills and experience during retrieval and data registration, there is a strong demand from the field to realize content-based image retrieval (CBIR) [2].

To build a CBIR system that is feasible for brain MR imaging (MRI) databases, obtaining an appropriate and robust low-dimensional representation of the original MR images that reflects the characteristics of the disease in focus is extremely important. Various methods have been proposed, including those based on classical feature description [3]–[5], anatomical phenotypes [6], and deep learning techniques [7]–[9]. The latter two techniques [8], [9] acquire similar low-dimensional representations for similar disease data by introducing the idea of distance metric learning [10]–[11]. Their low-dimensional representations adequately capture disease characteristics rather than individual variations seen on gyriﬁcation patterns in the brain. However, the application of these methods to a heterogeneous database containing MRIs from various scanners and scan protocols is hampered by the scanner or protocol bias, which is not negligible.

In brain MRI, such non-biological experimental variabilities (i.e., magnetic ﬁeld strength, scanner manufacturer, reconstruction method) resulting from differences in scanner characteristics and protocols can affect the images in various ways and have a signiﬁcant impact on the subsequent process [9], [12]–[16]. Wachinger et al. [16] analyzed 35,320 MR images from 17 open datasets and performed the ‘Name That Dataset’ test, that is guessing which dataset it is based on the images alone. They reported a prediction accuracy of 71.5% based only on volume and thickness information from 70% of the training data. This is evidence that there are clear features left among datasets. Removing those variabilities is essential in multi-site and long-term studies and for building a robust CBIR system. There has been an increase in recent research on data harmonization, i.e., eliminating or reducing variation that is not intrinsically related to the brain’s biological features.

Perhaps the most straightforward image harmonization approach is to reduce the variations in the intensity proﬁle [17], [13]. In the methods in both [17] and [18], correction of the luminance distribution for each sub-region reduces the variability of the underlying statistics between images, whereas histogram equalization reduces the variability of neuroradiological features. However, these methods are limited to approximating rudimentary statistics that can be calculated from images, and they are based on the assumption that the intensity histogram is similar among images. This assumption is invalid when images that contain pathological ﬁndings that affect intensity proﬁle are included. While some improvement in unintended image variability can be expected, the effect on practical tests that utilize data from multiple sites is unknown.

In the ﬁeld of genomics, Johnson et al. [19] proposed an empirical Bayes-based correction method to reduce batch effects, which are non-biological differences originating from each batch of micro-array experiments obtained from multiple tests. This effective statistical bias reduction method is now called ComBat, and it has recently been published as a tool for MRI harmonization [20]. This tool has been applied to several studies [14], [16], [21], [22]. The ComBat-based methods standardize each cortical region based on an additive and use multiplicative linear transform to compensate for variability. Some limitations of these models have been pointed out, such as the following: (i) they might be insufﬁcient for complex multi-site and area-level mapping, (ii) the assumption of certain prior probabilities (Gaussian or inverse gamma) is not always appropriate, and (iii) they are susceptible to outliers [23].

Recently, advancements in machine learning techniques [24]–[26] have provided practical solutions for MR image harmonization. DeepHarmony [24] uses a fully convolutional U-net to perform the harmonization of scanners. The researchers used an MRI dataset of multiple sclerosis patients in a longitudinal clinical setting to evaluate the effect of protocol changes on atrophy measures in a clinical study. As a result, DeepHarmony conﬁrmed a signiﬁcant improvement in the consistency of volume quantiﬁcation across scanning protocols. This study was practical in that it aimed to directly standardize MR images using deep learning to achieve long-term, multi-institutional quantitative diagnosis. However, this model requires "traveling head" (participants are scanned using multiple MRI scanners) to train the model. Zhao et al. [23] attempted to standardize a group of MR images of infants taken at multiple sites into a reference group using CycleGAN [27], which has a U-net structure in the generator. The experiment validated the evaluation of cortical thickness with several indices (i.e., ROI (region-of-interest)-base, distribution of low-dimensional representations). They argued that the retention of the patient’s age group was superior to ComBat in evaluating group difference.

Moyer et al. [25] proposed a sophisticated training technique to reconstruct bias-free MR images by acquiring a low-dimensional representation independent of the scanner and condition. Their method is an hourglass-type unsupervised learning model based on variational autoencoders (VAE) with an encoder–decoder conﬁguration. The input $x$ and output $x'$ are the same MR images, and their low-dimensional representation is $z$ (i.e., $x \rightarrow z \rightarrow x'$). The model is trained with the constraint that $z$ and site- and scanner-speciﬁc information $s$ are orthogonal (actually relaxed), such that the $s$ in $z$ is eliminated. They demonstrated the advantages of their method on diﬀusion MRI, but their technological framework is applicable to other modalities.

Dinsdale et al. [26] also proposed a data harmonization method based on the idea of domain adaptation [28]. Their model uses adversarial learning, where the feature extractor consisting of convolutional neural networks (CNN) following the input is branched into a fully connected net for the
original task (e.g., segmentation and classification) and other fully connected nets for domain discriminators (e.g., scanner type or site prediction) to make the domain unknown while improving the accuracy of the original task. They have confirmed its effectiveness in age estimation and segmentation tasks.

The methods developed by Moyer et al. and Dinsdale et al. aim to generate a low-dimensional representation with "no site information", and they are highly practical and generalizable techniques for data harmonization. Nevertheless, for CBIR, a method that is applicable for a large number of legacy images is necessary. Here, it is not realistic to collect images from each site and train the model to harmonize them. Practically, a method that can convert heterogeneous images in terms of variations in scanners and scan parameters into images scanned by a given pseudo-"standard" environment by applying a learned model is highly desired.

In this paper, we propose a novel framework called disease-oriented image embedding with pseudo-scanner standardization (DI-PSS) to obtain a low-dimensional representation of MR images for practical CBIR implementation. The PSS, the key element of the proposal, corrects the bias caused by different scanning environments and converts the images so that it is as if the same equipment had scanned them. Our experiments on ADNI and PPMI datasets consisting of MR images captured by three manufacturers' MRI systems confirmed that the proposed DI-PSS plays an important role in realizing CBIR.

The highlights of this paper’s contribution are as follows:

- To the best of the authors’ knowledge, this is the first study of the acquisition and quantitative evaluation of an effective low-dimensional representation of brain MR images for CBIR, including scanner harmonization.
- Our DI-PSS framework reduces undesirable differences caused by differences in scanning environments (e.g., scanner, protocol, dataset) by converting MR images to images taken on a predefined pseudo-standard scanner, and a deep network using a metric learning acquires a low-dimensional representation that better represents the characteristics of the disease.
- DI-PSS provides appropriately good low-dimensional representations for images from other vendors’ scanners, diseases, and datasets that are not used for learning image harmonization. This is an important feature for the practical and robust CBIR, which applies to a large amount of legacy MRIs scanned at heterogeneous environments.

II. CLARIFICATION OF THE ISSUES ADDRESSED IN THIS PAPER

A. OVERLOOKING THE PROBLEM

We begin by presenting the issues to be solved in this paper. As mentioned above, to realize CBIR for brain MRI, Onga et al. proposed a new technique called disease-oriented data concentration with metric learning (DDCML), which acquires low-dimensional representations of 3D brain MR images that are focused on disease features rather than the features of the subject’s brain shape [9]. DDCML is composed of 3D convolutional autoencoders (3D-CAE) effectively combined with deep metric learning. Thanks to its metric learning, DDCML could acquire reasonable low-dimensional representations for unlearned diseases according to their severity, demonstrating the feasibility of CBIR for brain MR images. However, we found that such representations are highly sensitive to differences in datasets (i.e., differences in imaging environments, scanners, protocols, etc.), which is a serious challenge for CBIR.

Figure 1 shows the low-dimensional distribution obtained by DDCML and visualized by t-SNE [29]. Here, DDCML was trained on Alzheimer’s disease (AD) and healthy cases (clinically normal; CN) in the ADNI2 dataset and evaluated ADNI2 cases not used for training and healthy control (Control – equivalent to CN) and Parkinson’s disease (PD) cases in the untrained PPMI dataset. From the perspective of CBIR, it is desirable to obtain similar low-dimensional representations for CN and Control. However, it can be confirmed that the obtained low-dimensional representations are more affected by the differences in the environment (dataset) than by the disease. As mentioned above, differences in imaging environments, including scanners, are a major problem in multi-center and time series analysis, and inconsistent low-dimensional representations because of such differences in datasets are a fatal problem in CBIR implementation. The purpose of this paper is reducing these differences and to obtain a low-dimensional representation that better captures the characteristics of the disease and is suitable for appropriate CBIR.

B. OUR DATA HARMONIZATION STRATEGY FOR REALIZING CBIR

In studies dealing with multi-site and long-term data, it is undoubtedly important to reduce non-biological bias origi-
nating from differences among sites and datasets. Since the methods of Moyer et al. [25] and Dinsdale et al. [26] are theoretical and straightforward learning method that utilizes images of the target site to achieve data harmonization, their robustness to unexpected input (i.e. from another site or dataset) is questionable. Therefore, in principle, the images of all target sites (scanners, protocols) need to be learned in advance. Since CBIR requires more consideration of the use of images taken in the past, the number of environments that need to be addressed can be larger than for general data harmonization. It will be more difficult to implement a harmonization method that learns all the data of multiple environments in advance. Therefore, in contrast to their approaches, we aim to achieve data harmonization by converting images taken in each environment into images that can be regarded as having been taken in one predetermined “standard” environment (e.g., the scanner currently used primarily at each site). However, in addition to the problems described above, it is practically impossible to build an image converter for each environment.

With this background, we have developed a framework that combines CycleGAN, which realizes robust image transformation, with deep metric learning to achieve a certain degree of harmonization even for images in untrained environments. In this paper, we validate the feasibility of our framework, which converts MR images captured in various environments into pseudo standard environment images using only one type of image converter.

III. DISEASE-ORIENTED IMAGE EMBEDDING WITH PSEUDO-SCANNER STANDARDIZATION (DI-PSS)

The aim of this study is to obtain a low-dimensional embedding of brain MRI that is independent of the MRI scanner and individual characteristics but dependent on the pathological features of the brain, to realize a practical CBIR system for brain MRI. To accomplish this, we propose a DI-PSS framework, which is composed of the three following components: (1) pre-process, (2) PSS, and (3) embedding acquisition.

A. THE PRE-PROCESSING COMPONENT (SKULL STRIPPING WITH GEOMETRY AND INTENSITY NORMALIZATION)

The pre-processing component performs the necessary pre-processing for future image scanner standardization processing and low-dimensional embedding acquisition processing. Specifically, for all 3D brain MR image data, skull stripping was performed using a multi-atlas label-fusion algorithm implemented in the MRICloud [30]. The skull-stripped images were linearly aligned to the JHU-MNI space using a 12-parameters affine transformation function implemented in the MRICloud, resulting in aligned brain images. This feature makes a significant contribution to the realization of the proposed PSS in the next stage. It is important to note here that since brain volume information is the feature that contributes most to the prediction of the dataset [16], the alignment to a standard brain with this skull stripping technique should also contribute to the harmonization of the data. In addition, because the intensity and contrast of brain MR images are arbitrarily determined, there is a large inter-image variation. In brain MR image processing using machine learning, the variation in the average intensity confounds the results. Therefore, we standardized the intensity so that the average intensity value of each case was within mean \( \mu = 18 \) and margin \( \epsilon = 1.0 \) by performing an iterative gamma correction process, as in previous studies [31] [9].

B. THE PSS COMPONENT

1) The concept of PSS

The proposed PSS is an image conversion scheme that converts a given raw MR image into a synthesized image that looks like an MR image scanned by a standard scanner and a protocol. Since there are numerous combinations of scanners and scan parameters, building scanner- and parameter-specific converters is not practical. Therefore, in our PSS scheme, we only construct a 1:1 image conversion model (i.e., PSS network) that converts images from a particular scanner \( Y \) to a standard scanner \( X \). That is, a particular PSS network is used to convert images captured by other scanners \( (Z_1, Z_2, \cdots) \) as well. This strategy is in anticipation of the generalizability of the PSS network, backed by advanced deep learning techniques. In this paper, we evaluate the robustness of our image transformations provided by PSS on MR images taken by other vendors’ scanners and on images in different datasets.

Figure 2 gives an overview of our PSS network that realizes the PSS. The PSS network makes effective use of CycleGAN [27], which has achieved excellent results in 1:1 image transformation. Here, training of CycleGAN generally requires a lot of training data, especially in the case of 3D data, because the degree of freedom of the model parameters is large. However, it is difficult to collect such a large amount of supervised labeled 3D MRI data to keep up with the increase. Since the position of any given slice is almost the same in our setting thanks to MRICloud in the skull stripping process, a 3D image can be treated as a set of 2D images containing position information. With these advantages, our PSS suppressed the problems an overwhelmingly insufficient amount of training data and the high degree of freedom of the transformation network. In sum, arbitrary slices are cut out from the input 3D image and converted to slices corresponding to the same position in the 3D image as the target domain using the PSS network based on common (2D) CycleGAN. Note that the PSS process is performed using the trained generator \( G_X \).

2) Implementation of the PSS network

The structure of the PSS network that realizes the proposed PSS is explained according to the CycleGAN syntax, with images captured by a standard scanner as domain \( X \) and images captured by a certain different scanner as domain \( Y \). Generator \( G_Y \) transforms (generates) an image \( y' = G_Y(x) \) with the features of domain \( Y \) from an image \( x \) of the original
domain \( X \). Discriminator \( D_Y \) determines the authenticity of the real image \( y \) belonging to domain \( Y \) or the generated \( y' = G_Y(x) \). Similarly, the conversion from domain \( Y \) to domain \( X \) is performed by generator \( G_Y \), and discriminator \( D_X \) judges the authenticity of the image. The goal of this model is to learn maps of two domains \( X \) and \( Y \) given as training data. Note here again that we use the trained module \( G_X \) (maps \( Y \) to \( X \)) as an image converter.

The training of the model proceeds by repeating the transformation of the training data sample \( x_i \in X \) and the training data sample \( y_j \in Y \). The overall objective function of the PSS network, \( L_{PSS} \) to be minimized, consists of the three following loss components: adversarial loss \( (L_{GAN}) \), cycle consistency loss \( (L_{eye}) \), and identity mapping loss \( (L_{identity}) \). This is expressed as follows:

\[
L_{PSS}(G_Y,G_X,D_Y,D_X) = L_{GAN}(G_Y,D_Y) + L_{GAN}(G_X,D_X) + \lambda_1 L_{eye} + \lambda_2 L_{identity}.
\]  

The adversarial loss \( (L_{GAN}) \) is defined based on the competition between the generator, which tries to produce the desired other domain image, and the discriminator, which sees through the fake generated image; this minimization implies a refinement of both. From the point of view of image transformation, the minimization of this loss means that the probability distribution generated by the generator is closer to the probability distribution of the counterpart domain, which means that a higher quality image can be obtained. This loss is defined in both directions, \( X \rightarrow Y \) and \( Y \rightarrow X \), and these are expressed in order as follows:

\[
L_{GAN}(G_Y,D_Y) = E_{y \sim p_{data}(y)}[(D_Y(y) - 1)^2] + E_{x \sim p_{data}(x)}[(D_Y(G_Y(x))^2],
\]  

\[
L_{GAN}(G_X,D_X) = E_{x \sim p_{data}(x)}[(D_X(x) - 1)^2] + E_{y \sim p_{data}(y)}[(D_X(G_X(y))^2].
\]

The cycle consistency loss \( (L_{eye}) \) is a constraint to guarantee that mutual transformation is possible by cycling two generators:

\[
L_{eye}(G_X,G_Y) = E_{x \sim p_{data}(x)}[||G_X(G_Y(x)) - x||_1 + E_{y \sim p_{data}(y)}[||G_Y(G_X(y)) - y||_1]
\]  

Finally, the identity mapping loss \( (L_{identity}) \) is a constraint to maintain the original image features without performing any transformation when the image of the destination domain is input:

\[
L_{identity}(G_X,G_Y) = E_{x \sim p_{data}(x)}[||G_X(x) - x||_1 + E_{y \sim p_{data}(y)}[||G_Y(y) - y||_1]
\]

It has been confirmed that the introduction of this constraint can suppress the learning of features that are not important in either domain, such as unneeded tints. Here, \( \lambda_1 \) and \( \lambda_2 \) are hyper-parameters and we set \( \lambda_1 = 10.0 \) and \( \lambda_2 = 0.5 \) as in the original setting.

3) The Embedding acquisition component

In the embedding acquisition component, the low-dimensional embedding of 3D brain MRI images is obtained by our embedding network after the PSS process. Our embedding network is a 3D-CAE model consisting of encoders and decoders with distance metric learning, referring to Onga et al.’s DDCML [9].

Distance metric learning is a learning technique that reduces the Euclidean distance between feature representations of the same label and increases the distance between feature representations of different labels. Thanks to the introduction of metric learning, 3D-CAE has been found to yield embedding that is more focused on disease features.

According to Hoffer’s criteria [11], the distance distribution in the low-dimensional embedding space for input \( x \) for
class \(i (i \in 1, \cdots, c)\); where \(c\) is the number of types of disease labels in the dataset) is calculated by
\[
P(x; x_1, \cdots, x_c)_i = \frac{\exp(-||f(x) - f(x_i)||^2)}{\sum_j \exp(-||f(x) - f(x_j)||^2)},
\]
(6)

Here, \(x_i (i \in 1, \cdots, c)\) is randomly sampled data from each class \(i\), and \(f\) denotes the operation of the encoder (i.e., encoder part of the 3D-CAE in our implementation). This probability can be thought of as the probability that the data \(x\) belong to each class \(i\).

The loss function \(L_{dist}\) is calculated by the cross-entropy between the \(c\)-dimensional vector \(P\) described above and the \(c\)-dimensional one-hot vector \(I(x)\) with bits of the class to which \(x\) belongs as
\[
L_{dist}(x, x_1, \cdots, x_c) = H(I(x), P(x; x_1, \cdots, x_c))
\]
(7)

Here, \(H(I(x), P(x; x_1, \cdots, x_c))\) takes a small value when the probability that the element firing in \(I(x)\) belongs to the class it represents is high, whereas it takes a large value when the probability is low. Thus, \(L_{dist}\) aims at the distribution of the sampled data at locations closer to the same class and farther from the different classes on the low-dimensional feature space. Finally, the objective function \(L_{CAE}\) of our low-dimensional embedding acquisition network consisting of 3D-CAE and metric learning is finally expressed by the following equation:
\[
L_{CAE} = L_{RMSE} + \alpha L_{dist}(x, x_1, \cdots, x_c)
\]
(8)

Here, \(L_{RMSE}\) is the pixel-wise root mean square error normalized by image size in CAE image reconstruction. Furthermore, \(\alpha\) is a hyper-parameter set to 1/3 based on the results of preliminary experiments.

IV. EXPERIMENTS

In CBIR, cases of the same disease should be able to acquire similar low-dimensional representations, regardless of the individual, scanner, or protocol. We investigated the effectiveness of the proposed DI-PSS by quantitatively evaluating how PSS changes the distribution of embeddings within and between data groups (i.e., combination of scanner type and protocol). We investigated the effectiveness of the proposed DI-PSS by quantitatively evaluating how PSS changes the distribution of embeddings within and between data groups (i.e., combination of scanner type and protocol). We investigated the effectiveness of the proposed DI-PSS by quantitatively evaluating how PSS changes the distribution of embeddings within and between data groups (i.e., combination of scanner type and protocol). We investigated the effectiveness of the proposed DI-PSS by quantitatively evaluating how PSS changes the distribution of embeddings within and between data groups (i.e., combination of scanner type and protocol).

A. DATASET

In this experiment, we used the ADNI2 and PPMI datasets, in which the vendor information of the scanners (Siemens [SI], GE Medical Systems [GE], Philips Medical Systems [PH]) was recorded along with the disease information. Statistics of those datasets used in the experiment are shown in Table I. We used Alzheimer’s disease (ADNI-AD or AD) and clinically normal cases (ADNI-CN) from ADNI2 dataset with vendor information. From the PPMI dataset, we used two types of labeled images, Parkinson’s disease (PD) and Control. We did not utilize the scanner information for this dataset in evaluating the versatility of the proposed method. Note that ADNI-CN and Control can be considered medically equivalent. Furthermore, PD is known to show little or no difference in MRI from healthy cases.

The ADNI and PPMI are longitudinal studies that include multiple time points, and the datasets contain multiple scans for each participant. To avoid duplication, one MRI was randomly selected from each participant. The MRICloud (https://mricloud.org/) was used to skull strip the T1-weighted MRIs and affine transform to the JHU-MNI atlas. A neurologist with more than 20 years of experience in brain MRI research performed the quality control of the MRIs and removed MRIs that the MRICloud did not appropriately pre-process. Due to the neural network model used in the experiments, the skull-stripped and affine-transformed brain MR images were converted to 160×160×192 pixels after cropping the background area. Training and evaluation of the PSS network and embedding network were performed using five-fold cross validation. In the evaluation experiments described below, the evaluation data of each fold is not included in the training data for either the PSS network or the embedding network. Note that even skilled and experienced neuroradiologists cannot separate PD from CN or Control by visual inspection of the T1-weighted images. Therefore, we did not expect these two conditions to be separable by unsupervised clustering methods even after applying the DI-PSS.

B. DETAIL OF THE PSS NETWORK AND ITS TRAINING

Figures 3a and 3b show the architecture of the generator \((G_X, G_Y)\) and the discriminator \((D_X, D_Y)\), respectively of the PSS network. They are basically the same as the original CycleGAN for 2D images. Since PSS is to reduce the bias caused by variations in scanners and scan parameters, the disease-related anatomical variations should be minimized in the training images. Therefore, we used only ADNI-CN cases, in which disease features do not appear in the brain structure, to train the PSS network. In this experiment, we chose the Siemens scanner as the standard scanner because it has largest market share, and we chose the GE scanner as the specific vendor of image conversion source. In other words, our PSS network is designed to convert CN images taken by GE scanners from the ADNI2-dataset (CN_GE) to...
FIGURE 3: Architecture of (a) Generators \((G_{\text{X}}, G_{\text{Y}})\) and (b) Discriminators \((D_{\text{X}}, D_{\text{Y}})\) in the PSS network.

(a) kernel size \((f \times f)\), stride size \((s)\), padding size \((p)\), \(\times\) # of kernel + instance norm + ReLU*

convA: kernel size \((f \times f)\), stride size \((s)\), padding size \((p)\), \(\times\) # of kernel + LeakyReLU

convB: kernel size \((f \times f)\), stride size \((s)\), padding size \((p)\), \(\times\) # of kernel + instanceNorm + LeakyReLU

convC: kernel size \((f \times f)\), stride size \((s)\), padding size \((p)\), \(\times\) # of kernel

FC: fully connected layer \((400 \to 1)\)

FIGURE 4: Architecture of embedding network.

conv: kernel \(3 \times 3\), stride size=1, padding size=1, \(\times\) (# of kernel) + ReLU

deconv: kernel \(3 \times 3\), stride size=1, padding size=1, \(\times\) (# of kernel) + ReLU

average pooling, up-sampling (bi-linear interpolation): \(2 \times 2\)

synthetic images similar to those scanned by the Siemens scanners (CN_SI). We evaluated the applicability of the PSS to the diseased brain MRIs (AD and PD), as well as the generalizability to the non-GE scanners (see Section IV.D). In PSS network, we used coronal images for the training. The number of training images of each fold in the PSS network is \((93+92)\times4/5 (5\text{-fold CV})\times192\) (slices).

C. DETAIL OF THE EMBEDDING NETWORK AND ITS TRAINING

Figure 4 shows the architecture of our 3D-CAE-based embedding network. Our embedding network embeds each 3D brain MR image into 150-dimensional vectors. The size of the MRIs handled by the embedding network is halved at each side, as in DDCML [9], to improve the learning efficiency. Note that the compression ratio of our embedding network is \((80 \times 80 \times 96):150 = 4,096:1\). The embedding network was trained and evaluated using ADNI2 and PPMI datasets with the five-fold cross-validation strategy.

As mentioned above, PD and CN cannot even be diagnosed from images by skilled neuroradiologists, so for training 3D-CAE to obtain low-dimensional representations, two classes of metric learning are used so that the representations of AD and (CN + Control) are separated. The low-dimensional representations of brain MR images are acquired by five-fold cross validation of 3D-CAE. In addition to AD, CN, and Control in each test fold, the low-dimensional representation of PD, which was not included in the training, is analyzed to quantitatively verify the effectiveness of the proposed DI-PSS evaluation.

D. EVALUATION OF THE PSS

To evaluate the effectiveness of the proposed DI-PSS framework, we evaluate the three following elements:

1) Changes in MR images
2) Distribution of the embedding.
3) Clustering performance of the embedding.

In (1), we assess how the images are changed by our scanner standardization. We quantitatively evaluate the difference between the original (raw) image and the synthetic image with peak signal-to-noise ratio (PSNR), root mean squared error (RMSE), and structured similarity (SSIM). To ensure that the evaluation is not affected by differences in brain size, these evaluations were performed on brain regions only. Although MRICloud, which is used in skull stripping in this experiment, standardizes the brain size to the standard brain size, reducing the differences in brain size between cases, this method was adopted for a more rigorous evaluation.

In (2), we quantitatively examine the effect of PSS by analyzing the distribution of the obtained low-dimensional representations. Specifically, for each category (e.g., CN_SI, AD_GE) we investigate the following: (i) variation (i.e., standard deviation) of the embedding and (ii) the mean and standard deviation of the distance from each embedding to the
centroid of a different category, where the distance between the centroids of ADNI-CN_Siemen (CN_SI) and ADNI-AD_Siemen (AD_SI) are normalized to 1. In addition, we visualize those distributions in 2D space using t-SNE \(^\text{[29]}\) as supplemental results for intuitive understanding.

In (3), we evaluate the separability of the resulting embeddings. In this study, we performed spectral clustering \(^\text{[35]}\) to assess its potential quality for CBIR. In the spectral clustering, we used a normalized graph Laplacian based on 10-nearest neighbor graphs with a general Gaussian-type similarity measure. We set the number of clusters to be two (AD vs. CN + Control + PD), which is the number of disease categories to be classified. Here, the consistency of the distance between the embedded data because of the difference in folds is solved by standardizing the distance between CN_SI and AD_SI per fold to be 1, as mentioned above.

The clustering performance was evaluated using two methodologies. The first was evaluation with six commonly used criteria (i.e., silhouette score, homogeneity, completeness, V-measure, adjusted Rand-index [ARI], and adjusted mutual information [AMI]) implemented on the scikit-learn machine learning library (https://scikit-learn.org/). The other is a diagnostic capability based on clustering results. Here, as with other clustering evaluations in the literature, we swap the columns so that each fold results in the optimal clustering result and then sum them.

### V. RESULTS

#### A. CHANGES IN MR IMAGES BY PSS

Figure 5 shows an example of each MR image converted to an image taken on a pseudo-standard (= Siemens) scanner with PSS and the difference visualized. Table 2 summarizes the statistics of the degree of change in the images in the brain regions. Here, the background region was excluded from the calculation to eliminate the effect of differences in brain size. For the ADNI dataset, the differences obtained by PSS were not significant between CN, AD, and scanner vendors, although the Philips scanners showed less variation on average. For the PPMI dataset that was not used for training, the change in the image because of PSS was greatly reduced for all categories.

The cumulative intensity changes of images by PSS were computed for each category. This time, the background areas other than the brain were also included in the evaluation. The number of pixels where the intensity has not changed because of PSS exceeds 80% for all categories, indicating that no undesired intensity changes have occurred for the background (as also seen in Figures 5 and 6). There is no significant difference in the distribution of intensity change by vendor, and the PPMI dataset has a larger amount of intensity change overall.

### TABLE 2: Summary of image changes by PSS

| dataset | label | #data | baseline | with PSS | SD (%) |
|---------|-------|-------|----------|----------|--------|
| ADNI    | CN_SI | 92    | 0.697    | 0.648    | 7.12   |
|         | CN_GE | 93    | 0.784    | 0.716    | 8.66   |
|         | CN_PH | 27    | 0.622    | 0.619    | 0.48   |
|         | AD_SI | 212   | 0.753    | 0.701    | 6.91   |
|         | AD_GE | 80    | 0.849    | 0.806    | 5.09   |
|         | AD_PH | 20    | 0.771    | 0.706    | 8.46   |
|         | ADNI-AD | 180 | 0.876    | 0.823    | 6.09   |
| PPMI    | Control | 75    | 0.607    | 0.554    | 8.74   |
|         | PD     | 149   | 0.603    | 0.515    | 14.71  |
|         | both   | 92    | 0.759    | 0.704    | 7.20   |
|         | all    | 616   | 0.755    | 0.693    | 8.27   |

### TABLE 3: Variation (SD) of the embedding in category

| dataset | label | #data | baseline | with PSS | – SD (%) |
|---------|-------|-------|----------|----------|----------|
| ADNI    | CN_SI | 92    | 0.697    | 0.648    | 7.12     |
|         | CN_GE | 93    | 0.784    | 0.716    | 8.66     |
|         | CN_PH | 27    | 0.622    | 0.619    | 0.48     |
|         | AD_SI | 212   | 0.753    | 0.701    | 6.91     |
|         | AD_GE | 80    | 0.849    | 0.806    | 5.09     |
|         | AD_PH | 20    | 0.771    | 0.706    | 8.46     |
|         | ADNI-AD | 180 | 0.876    | 0.823    | 6.09     |
| PPMI    | Control | 75    | 0.607    | 0.554    | 8.74     |
|         | PD     | 149   | 0.603    | 0.515    | 14.71    |
|         | both   | 92    | 0.759    | 0.704    | 7.20     |
|         | all    | 616   | 0.755    | 0.693    | 8.27     |

†Distance between CN_SI and AD_SI were normalized to 1.

### B. DISTRIBUTION OF LOW-DIMENSIONAL EMBEDDED DATA

1) Distance between centers of the data distribution by category

Table 3 shows the variation (standard deviation; SD) of the 150-dimensional embedded representation in each category. Again, it should be noted here that CN_SI and AD_SI were normalized to 1. The average reduction in SD for all data by PSS was 8.27%. Tables 4 shows the statistics of distances from each embedding to the centroid of a different category. This shows the distribution of the data, considering the direction of variation, which is more practical for CBIR application. With PSS, the average distance between centroids across categories is almost unchanged, but the variability is greatly reduced for all categories.

2) Visualization of the distribution of the embedding

Figures 7a and 7b show scatter plots of the embedding of test data with and without PSS, respectively in an arbitrary fold by t-SNE. Specifically, this is a scatter plot of the AD, CN, and Control test cases (data excluded from the training in the five-fold cross-validation) along with the untrained PD cases on the model. Here, PD has been randomly reduced to 1/5 for better visualization. Without PSS (baseline; 3D CAE + metric learning), AD and CN are properly separated, but the distribution of Control + PD (i.e., the difference in datasets) is separated from that of CN to a discernible degree (left). It can be confirmed that by performing PSS, the distribution of Control + PD becomes closer to that of CN, and the separation between AD and other categories becomes better (right).
C. CLUSTERING PERFORMANCE OF THE EMBEDDING

In this section, we compare the separation ability of the obtained low-dimensional embedding of MR images with and without PSS (baseline).

Tables 5 summarizes the clustering performance evaluated with six commonly used criteria. These are the silhouette score (silh), homogeneity score (homo), completeness score (comp), V-measure (harmonic mean of homogeneity and completeness; V), ARI, and AMI implemented on the scikit-learn library. In each category, 1 is the best score and 0 is a score based on random clustering. It can be confirmed that PSS improved the clustering ability in all evaluation items.

Table 6 is a summary of the clustering performance evaluated with the diagnostic ability. Table 6(a) is a confusion matrix. Here, the numbers of CN, Control and AD cases are the sum of each fold in the cross-validation. In each fold, we tested all PD cases (not included in the training), and the number was divided by five and rounded to the nearest whole number. Tables 6b and 6c summarize the diagnostic performance calculated from Table 6(a) without and with PD cases, respectively. It can be confirmed that PSS enhances the separation of AD and other categories (i.e., CN, Control and
FIGURE 7: Distribution of embedding visualized with t-SNE [29]: (left) baseline (3D-CAE+metric learning), (right) baseline with PSS.

TABLE 4: Mean and variability of embedding across categories of data †

| from    | to      | baseline mean | SD | with PSS mean | SD | -SD (%) |
|---------|---------|---------------|----|---------------|----|---------|
| ADNI-CN | AD      | 0.879         | 0.690 | 0.890         | 0.541 | 19.1    |
| AD      | ADNI-CN | 0.875         | 0.729 | 0.875         | 0.729 | 16.6    |
| Control | AD      | 0.745         | 1.329 | 0.702         | 0.537 | 22.6    |
| PD      | Control | 0.469         | 0.312 | 0.469         | 0.312 | 33.5    |
| Control | PD      | 0.256         | 0.297 | 0.256         | 0.297 | 11.2    |
| ADNI-CN | PD      | 0.364         | 0.609 | 0.362         | 0.474 | 22.2    |
| PD      | ADNI-CN | 0.373         | 0.255 | 0.373         | 0.255 | 31.4    |
| AD      | PD      | 1.164         | 0.939 | 1.091         | 0.770 | 18.0    |
| PD      | AD      | 0.620         | 1.091 | 0.620         | 1.091 | 29.9    |
| CN      | AD      | 0.753         | 0.583 | 0.753         | 0.583 | 22.6    |
| AD      | CN      | 0.996         | 0.483 | 0.996         | 0.483 | 29.9    |
| CN      | PD      | 0.593         | 0.466 | 0.593         | 0.466 | 21.4    |
| PD      | CN      | 0.249         | 0.264 | 0.249         | 0.264 | 24.2    |

†: Distance between CN_SI and AD_SI were normalized to 1.

TABLE 5: Clustering performance evaluated with common criteria †

| silh | homo | comp | V   | ARI  | AMI  |
|------|------|------|-----|------|------|
| baseline | 0.236 | 0.220 | 0.301 | 0.250 | 0.251 | 0.241 |
| +PSS  | 0.246 | 0.301 | 0.351 | 0.324 | 0.387 | 0.317 |

†: Score 1 is the best in each category. 0 is the score for random clustering.

PD) in the low-dimensional representation.

PSS improved the diagnostic performance by about 6.2% (from 73.7 to 79.9%) for micro-accuracy and about 10.7% (from 63.8 to 74.5%) for macro-F1. The specificity for PD was also improved by 6.1% (from 69.7% to 75.8%).

VI. DISCUSSION

A. CHANGES ON MR IMAGES BY PSS

Our PSS network transforms healthy cases taken with GE scanners to those taken with Siemens scanners. As can be seen from Figure 6 and Table 2, the amount of change in the images because of PSS was almost the same for both AD and CN images in the ADNI dataset, including the Philips case.

The amount of conversion of the image for the PPMI dataset was larger than that for the ADNI dataset. This is thought to be due to the process of absorbing the differences in the datasets that exist in the image but are invisible to the eye. However, in all cases, the converted images have a natural appearance without destroying the brain structure. This can be objectively confirmed in SSIM, which evaluates the structural similarity on the image, maintains a high value.

As discussed in detail below, PSS can reduce disease-specific variation in the resulting low-dimensional embedding, absorb differences among datasets and scanner vendors, and improve the separability of diseases. Given these factors, we can conclude that this PSS transformation was done properly.

B. CONTRIBUTIONS OF DI-PSS FOR CBIR

This section discusses the effects of our DI-PSS framework from the perspective of CBIR implementation.

1) Distribution of embedding

Based on the results in Tables 3 and 4, we first discuss the effectiveness of the proposed DI-PSS. From Table 3, PSS reduces the inter-cluster variability for all data categories. In particular, the SD of ADNI-CN and ADNI-AD, which are taken by scanners from three different companies in the same dataset, are reduced by 6.9% and 6.1%, respectively. This indicates that the PSS reduces the difference caused by different scanners. In addition, the SD of ALL_CN, which is a combination of ADNI-CN and Control from a different PPMI dataset, is also reduced by 7.2%, which clearly shows that the proposed PSS can absorb differences in datasets. This benefit can also be seen in Figure 7.

The reduction of PD variability by PSS is more pronounced (~14.7%) than the others, and it is ultimately the category with the lowest variability. This is mentioned later in this section. From Table 4, PSS also succeeds in reducing the variability from each piece of data to all the different
cluster centers (inter-cluster variability). What is noteworthy here is the degree of decrease in the standard deviation, which reached an average of 22.6%. This ability to reduce not only the variability of data in the same category, but also the directional variability up to different data categories is an important feature in CBIR.

In this experiment, we only built an image transformer (i.e. PSSnetwork) that converts CN_GE to CN_SI cases, but we could confirm that the harmonization is desirable for categories that are not included in the training in this way. This strongly suggests that the strategy we have adopted – that is, not having to build image harmonizers for all scanner types – may have sufficient harmonization effects for many types of scanners.

Incidentally, the distances between PD and CN (ADNI-CN vs. PD and ALL-CN vs. PD) are closer than the distances between other categories. This supports the validity of the assumption we made in our experiment that PD and CN are outwardly indistinguishable, and therefore, they can be treated as the same class. In contrast, if we look closely, we can see that the distances of the gravity centers between PD and CN (0.249 → 0.269) and PD and Control (0.256 → 0.297) are slightly increased by PSS, and Table 3 shows that the variation of PD is greatly reduced by PSS. From this, we can say that the PSS is moving the PDs into smaller groups away from CN and Control. This can be taken as an indication that the model trained by DI-PSS tends to consider PD as a different class that is potentially separated from the CN category. Since the size of the dataset for this experiment was limited, we would like to run tests with a larger dataset in the future.

2) Separability of the embedding for CBIR

Thanks to the harmonization of scanners by PSS, the proposed DI-PSS not only reduces the variability of low-dimensional representations of each disease category, which could not be reduced by deep metric learning alone as adopted in DCMML [9], but also reduces the differences among datasets, resulting in a significant performance improvement in the clustering ability of low-point representations. The PD data are different from the ADNI data used for training, and thus, it is an unknown dataset from our model. The improvement of clustering performance by the proposed DI-PSS for PD as well is an important and noteworthy result for the realization of CBIR.

C. VALIDITY OF THE MODEL ARCHITECTURE

The recently proposed data harmonization methods for brain MR images by Moyer et al [25] and Dinsdale et al. [26] have been reported to be not only logically justified but also very effective. However, as mentioned above, these methods are difficult to apply to CBIR applications because images from all scanners are theoretically needed to train the model. Our DI-PSS is a new proposal to address these problems.

Although DI-PSS only learned the transformation from CN_GE to CN_Siemens, the improvement of the properties of the obtained embeddings was confirmed even for combinations that included other companies’ scanners, such as the Philips scanner, and different disease categories (AD) that were not included in the training. The results are evidence of proper data harmonization. We think this is due to the combination of MRICloud, an advanced skull stripping algorithm that performs geometric and volumetric positioning, and CycleGAN’s generic style transformation capabilities and distance metric learning, which make up the PSS network. Experiments with large-scale data from more diverse disease classes are needed, but in this experiment, we could confirm the possibility of obtaining effective scanner standardization by building one model that translates into a standard scanner.

LIMITATIONS OF THIS STUDY

The number of data and diversity of their conditions used in these experiments are limited. There is also a limit to the
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