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We present a technique that enables the evaluation of perturbative expansions based on one-loop-renormalized vertices up to large expansion orders. Specifically, we show how to compute large-order corrections to the random phase approximation in either the particle-hole or particle-particle channels. The algorithm’s efficiency is achieved by the summation over contributions of all symmetrized Feynman diagram topologies using determinants, and by integrating out analytically the two-body long-range interactions in order to yield an effective zero-range interaction. Notably, the exponential scaling of the algorithm as a function of perturbation order leads to a polynomial scaling of the approximation error with computational time for a convergent series. To assess the performance of our approach, we apply it to the non-perturbative regime of the square-lattice fermionic Hubbard model away from half-filling and report, as compared to the bare interaction expansion algorithm, significant improvements of the Monte Carlo variance as well as the convergence properties of the resulting perturbative series.

I. INTRODUCTION

In recent years, there has been a growing need for controllable numerical techniques in the field of strongly correlated systems in order to reliably predict the collective behavior of electrons in solids and establish a connection with experiments.1–7 Simultaneously, multiple novel experimental realizations of strongly correlated models by means of cold atoms on optical lattices have not only provided a way of testing numerical approaches on a qualitative level, but have also increased the importance of producing quantitatively accurate results.8–10

The Diagrammatic Monte Carlo approach16–21 is a method that has recently made progress in this regard. It is based on the stochastic sampling of Feynman diagrams directly in the thermodynamic (and possibly continuum) limit and is numerically-exact when extrapolation to infinite diagram order is possible. In its original formulation, the method uses a Monte Carlo algorithm to compute contributions from individual Feynman diagram topologies. Despite many recent advancements,22–24 this approach fundamentally suffers from large variance induced by the almost-exact cancellation of a factorially-increasing number of diagrams as a function of expansion order.

At thermal equilibrium, this issue has been overcome by the development of the Connected Determinant Diagrammatic Monte Carlo algorithm (CDet),25 which at each Monte Carlo step sum the full factorial number of possible bare connected, or irreducible, diagram topologies in the spacetime representation at only exponential computational cost. This has been shown to lead to a polynomial scaling of the error bar with respect to the computational time for observables within the convergence radius of the perturbative series.26,27 Thanks to these improvements in computational complexity, unprecedentedly high expansion orders have been reached (> 10), allowing for the evaluation of series well beyond their radius of convergence.29 Similarly effective exponential algorithms overcoming the factorial barrier have also been found for the real-time evolution of quantum systems.30–32

Diagrammatic Monte Carlo using the bare interaction expansion has allowed for important progress in the study of fermionic systems on a lattice at finite temperature,22,29,33–35 but it still has its limitations. For example, it has been documented that poles, which can severely limit the radius of convergence, can appear in the complex plane of the evaluated functions. Specifically, such poles have been shown to appear in the two-dimensional Fermi-Hubbard model: On the negative real axis of the complex plane where they are related to a superfluid phase transition in the attractive Fermi-Hubbard model,29 as well as in the vicinity of the positive real axis and related to sharp crossovers due to the onset of strong magnetic fluctuation.29,36 Further, at very low temperatures, infrared divergencies are expected to appear.37

Another limitation of the bare interaction series, as the temperature is lowered, is the rapid increase in Monte Carlo variance which is due to wider spatial spread of interaction vertices in the spacetime representation of Feynman diagrams. It is, therefore, evident that further progress in this approach must come from evaluating more advanced perturbative expansions in order to improve the analytic properties of perturbative series. It has been shown that the renormalization of the chemical potential can already lead to substantial improvements of the complex plane structure for evaluated series.22,23,33 In Ref. 14 a general renormalization technique was introduced within the determinantal formalism, and it has been shown therein that one-particle renormalization is essential to reach deep into the pseudogap regime of the doped two-dimensional Hubbard model.
In this work we illustrate how one can efficiently go beyond single-particle renormalization within the determinantal formalism by systematically computing the corrections to the random phase approximation (RPA) either in the particle-particle or particle-hole channel. Whilst it is in principle possible to use the general formalism of Ref. [44] for the specific case of vertex renormalization performed in this work, the method we introduce here is more efficient as well as easier to implement, albeit less general. Importantly, the algorithm we present also overcomes the factorial barrier and does not suffer from misleading convergence issues.45–47

We further show that the resulting series can have a larger convergence radius with respect to the bare interaction series, as we document in the two-dimensional hole-doped Hubbard model. The removal of Feynman diagram topologies with RPA bubble insertions from the series also leads to higher locality of vertices in real space, and thus to an improved Monte Carlo variance allowing the algorithm to reach larger expansion orders as compared to the bare interaction series algorithm, despite having higher computational cost. Let us also emphasize that, when considering systems directly in continuous space, performing vertex renormalization is usually an unavoidable step in the process of defining the theory.

The paper is structured as follows: In Sec. II we introduce the notations used in this work. Sec. III provides an in-detail derivation of the theory for the bare RPA particle-particle expansion in both algebraic (Sec. III A, III B, III C) and diagrammatic formulations (Sec. III D). In Sec. IV we introduce the determinantal algorithm which allows the computation of the expansion up to large orders, discussing in particular the analytical integration over the long-range part of the interaction vertices (Sec. IV E). We also briefly describe the few technical modifications needed to perform an RPA expansion without Hartree insertions in Sec. V. Finally, we present benchmark numerical results obtained for the Hubbard model in Sec. VI in the single-site model as well as on the two-dimensional square-lattice (Sec. VIA and VI B respectively).

II. DEFINITIONS AND NOTATIONS

A. Hubbard model Hamiltonian

In what follows, we focus on the two-dimensional fermionic Hubbard model defined by the grand-canonical Hamiltonian

\[ \hat{H} := \sum_{k,\sigma} (\epsilon_k - \mu_\sigma) c_{k\sigma}^\dagger c_{k\sigma} + U \sum_r n_{\uparrow r} n_{\downarrow r}, \]

where \( c_{k\sigma}^\dagger \) (\( c_{k\sigma} \)) creates (annihilates) a fermion of spin \( \sigma \in \{\uparrow, \downarrow\} \) and momentum \( k \), \( \mu_\sigma \) denotes the chemical potential, \( U \) the onsite repulsion strength, \( r \) labels lattice sites, and the (square lattice) dispersion is given by

\[ \epsilon_k = -2t \cos(k_x) + \cos(k_y) - 4t' \cos(k_x) \cos(k_y), \]

where \( t \) and \( t' \) are the nearest-neighbor and next-nearest-neighbor hopping amplitudes, respectively. In the following, we measure quantities in units of \( t \) by taking \( t = 1 \).

B. Action representation

We consider the action formulation of the Hamiltonian \( H \) in the imaginary time representation:

\[ S_{\text{phys}} = S_0^F + S_I, \]

where the non-interacting fermionic term of the action is given by

\[ S_0^F = - \sum_\sigma \int_X \bar{\psi}_\sigma(X) \left( (G^\sigma_0)^{-1} \psi_\sigma \right)(X), \]

the interaction term is given by

\[ S_I = U \int_X \left( \bar{\psi}_\uparrow \psi_\downarrow \psi_\downarrow \psi_\uparrow \right)(X), \]

and the non-interacting (bare) Green’s function is

\[ G_0^\sigma(K) = \frac{1}{i\omega_m - \epsilon_k + \mu_\sigma}, \]

where \( X := (r, \tau) \) is a spacetime coordinate, \( \tau \in [0, \beta] \) is the imaginary time where \( \beta \) is the inverse temperature, \( \psi_\sigma(X) \) is a Grassman-variable valued spacetime field, \( K := (k, i\omega_m) \) is the momentum-frequency, \( \omega_m := (2m+1)\pi/\beta, m \in \mathbb{Z} \), is a fermionic Matsubara frequency, and the integral over spacetime variables means sum over lattice sites and integration over imaginary time

\[ \int_X := \sum_r \int_0^\beta d\tau. \]

C. Connected Determinant Monte Carlo for the bare interaction expansion

Before we describe the vertex renormalization, we first give a brief recapitulation of the individual steps of the CDet algorithm20 for the bare interaction expansion. For simplicity of presentation, we focus our discussion on the calculation of the perturbative series of the grand-canonical potential density \( \Phi_G \) (equal to minus the pressure for a homogeneous system):

\[ \Phi_G := - \frac{\log \text{Tr} e^{-\beta \hat{H}}}{\beta L_x L_y} = \Phi_G(U = 0) + \sum_{n=1}^\infty U^n \phi_n, \]

where \( L_x \) and \( L_y \) are the linear lattice sizes and \( \phi_n \) is the sum of all connected diagrams with \( n \) internal (bare)
To obtain the sum of all connected diagrams $c(V)$, one needs to eliminate all disconnected diagrams from $a(V)$ by making use of the recursive formula:

$$c(V) = a(V) - \sum_{V' \subseteq V \forall V' \ni X_1} c(V') a(V \setminus V'),$$

where, in order to properly define connectivity, the sum is over all subsets $V'$ containing the arbitrarily chosen vertex $X_1$ from $V$. The integration in Eq. (9) is then numerically performed with a Markov-chain Monte Carlo algorithm.

### III. $\text{GoP}_0^{\text{pp}}$ Expansion

In this section we solely discuss the RPA expansion in the particle-particle channel, as the particle-hole case can be derived analogously. We use the shifted-action expansion formalism, introduced in Ref. [48], in order to precisely define the counterterm action. We then present the Feynman-diagrammatic rules for this expansion.

#### A. Shifted-action expansion formalism

In this section we briefly present the shifted-action formalism introduced in Ref. [48]. We start from the action of the Hubbard model, defined by Eq. (5), and we introduce a Hubbard-Stratonovich bosonic field $\eta$ coupled to $(\psi_1 \psi_\uparrow)(X)$. We can then rewrite the interaction part of the action (5) as

$$S^\text{phys}_\text{phys} = S_0^F + S_0^\text{HS} + S_I^\text{HS},$$

where

$$S_0^\text{HS} := \frac{1}{U} \int_X (\bar{\eta} \eta)(X),$$

$$S_I^\text{HS} := i \int_X \bar{\eta}(X) \psi_1 \psi_\uparrow(X) + \text{h.c.}$$

Every quantity, such as the grand-canonical potential density $\Phi_G$, for instance, can be expanded in powers of $\xi$:

$$\Phi_G(\xi) = \Phi_G(\xi = 0) + \sum_{n=1}^{\infty} \xi^n \phi_n^\text{expansion},$$

where $\phi_n^\text{expansion}$ is the contribution of all order $n$ Feynman diagrams of a particular diagrammatic expansion. We further impose that for $\xi = 1$ one gets back the physical action, defined in Eq. (13):

$$S^\text{HS}(\xi = 1) = S^\text{phys}.$$

#### B. Hubbard-Stratonovich shifted action

In this section, we give explicit expressions for $S^\text{HS}(\xi)$ for the particle-particle RPA bare expansion, which we denote the $G_0 \bar{G}_0^{\text{pp}}$ expansion. We consider the Hartree shift of the chemical potential, which consists of adding a linear in $\xi$ term to the non-interacting action (5) which is proportional to the particle number:

$$S^0_0(\xi) := -\sum_\sigma \int_X \bar{\psi}_\sigma(X) \left((G_0^\sigma)^{-1}\psi_\sigma\right)(X) - \xi U \sum_\sigma n^\sigma_0 \int_X \bar{\psi}_\sigma \psi_\sigma(X),$$

where $X$ is a spacetime coordinate, $\sigma \in \{\uparrow, \downarrow\}$ is the spin, $\bar{\sigma}$ is the opposite spin to $\sigma$, and $n^\sigma_0 := G_0^\sigma(r = 0, \tau = 0^-)$ is the non-interacting density.

We now give the expression for the quadratic-in-$\eta$ part of the action in the particle-particle ladder renormalization expansion: we introduce a $\xi$-dependent term to the
term (15) by \( \sqrt{\text{action}}, \) \( \xi \) is a counterterm that cancels bubble insertions. That for \( \xi \) where \( X \) where \( \Gamma \) is the RPA interaction vertex, \( \eta \) is obtained by multiplying the action \( \tilde{S}^\eta \) and \( \bar{S}^\eta \), which implies that when we evaluate the series of Eq. (17) we see that \( S \) is necessary in \( \xi \) is the sum of all ladder diagrams and the integrals are over space-time variables \( X \) and \( Y \). The graphical definition of \( P^{\text{pp}}_0(X,Y) = P^{\text{pp}}_0(X-Y) \) as an infinite series of diagrams is shown in Fig. 1. We denote the Fourier transform of \( P^{\text{pp}}_0(X,Y) \) as \( P^{\text{pp}}_0(K) \), which satisfies the following relation:

\[
P^{\text{pp}}_0(K) = U \sum_{n=1}^{\infty} \left( U \hat{P}^{\text{pp}}_0(K) \right)^n = \frac{U^2 \hat{P}^{\text{pp}}_0(K)}{1 - U \hat{P}^{\text{pp}}_0(K)},
\]

where

\[
\hat{P}^{\text{pp}}_0(X,Y) := -G^\dagger_0(X,Y)G_0^\dagger(X,Y).
\]

After integrating out the Hubbard-Stratonovich field \( \eta \), we obtain the purely fermionic action \( S^F(\xi) \)

\[
S^F(\xi) = S^F_0(\xi) + S_I(\xi) + S_I^\dagger(\xi),
\]

where \( S^F_0(\xi) \) is given by Eq. (19), the interaction term is

\[
S_I(\xi) = \xi \int_{Y,X} (\bar{\psi}_\uparrow \psi_\downarrow)(Y) \Gamma_0(Y,X) (\psi_\downarrow \psi_\uparrow)(X) = \xi U \int_{X} (\bar{\psi}_\uparrow \psi_\downarrow)(X) \hat{P}^{\text{pp}}_0(Y,X) (\bar{\psi}_\downarrow \psi_\uparrow)(X),
\]

and the corresponding counterterms in the interaction part of the action become

\[
S_I^\dagger(\xi) := - \sum_{l=1}^{\infty} (\xi)^{l+1} \times \int_{Y,X} (\bar{\psi}_\uparrow \psi_\downarrow)(Y) \hat{P}^{\text{pp}}_0(Y,X) (\bar{\psi}_\downarrow \psi_\uparrow)(X),
\]

where

\[
\hat{P}^{\text{pp}}_0(K) := \left( \Gamma_0(K) \hat{P}^{\text{pp}}_0(K) \right)^l \Gamma_0(K).
\]

is the \( l \)-bubble counterterm. It is now easy to verify that when the action \( S^F(\xi) \) is evaluated for \( \xi = 1 \), one gets back the physical action \( S_{\text{phys}} \), as defined in Eq. (3)

\[
S^F(\xi = 1) = S_{\text{phys}}.
\]

We now proceed to integrate out the Hubbard-Stratonovich field \( \eta \) in order to obtain a purely fermionic action. We rewrite Eq. (20) as

\[
S^\eta_0(\xi) := \int_{Y,X} \bar{\eta}(Y) (\Gamma_0^{-1})(Y,X) \eta(X)
\]

\[
- \xi \int_{Y,X} \bar{\eta}(Y) (G^\dagger_0 G^\dagger_0)(Y,X) \eta(X),
\]

where \( \Gamma_0 \) is the RPA interaction vertex:

\[
\Gamma_0(X,Y) := U \delta(X - Y) + P^{\text{pp}}_0(X,Y),
\]

and where \( P^{\text{pp}}_0(X,Y) \) is the sum of all ladder diagrams and the integrals are over space-time variables \( X \) and \( Y \). The graphical definition of \( P^{\text{pp}}_0(X,Y) = P^{\text{pp}}_0(X-Y) \) as an infinite series of diagrams is shown in Fig. 1. We denote the Fourier transform of \( P^{\text{pp}}_0(X,Y) \) as \( P^{\text{pp}}_0(K) \), which satisfies the following relation:

\[
P^{\text{pp}}_0(K) = U \sum_{n=1}^{\infty} \left( U \hat{P}^{\text{pp}}_0(K) \right)^n = \frac{U^2 \hat{P}^{\text{pp}}_0(K)}{1 - U \hat{P}^{\text{pp}}_0(K)},
\]

where

\[
\hat{P}^{\text{pp}}_0(X,Y) := -G^\dagger_0(X,Y)G_0^\dagger(X,Y).
\]

After integrating out the Hubbard-Stratonovich field \( \eta \), we obtain the purely fermionic action \( S^F(\xi) \)

\[
S^F(\xi) = S^F_0(\xi) + S_I(\xi) + S_I^\dagger(\xi),
\]

where \( S^F_0(\xi) \) is given by Eq. (19), the interaction term is

\[
S_I(\xi) = \xi \int_{Y,X} (\bar{\psi}_\uparrow \psi_\downarrow)(Y) \Gamma_0(Y,X) (\psi_\downarrow \psi_\uparrow)(X) = \xi U \int_{X} (\bar{\psi}_\uparrow \psi_\downarrow)(X) \hat{P}^{\text{pp}}_0(Y,X) (\bar{\psi}_\downarrow \psi_\uparrow)(X),
\]

and the corresponding counterterms in the interaction part of the action become

\[
S_I^\dagger(\xi) := - \sum_{l=1}^{\infty} (\xi)^{l+1} \times \int_{Y,X} (\bar{\psi}_\uparrow \psi_\downarrow)(Y) \hat{P}^{\text{pp}}_0(Y,X) (\bar{\psi}_\downarrow \psi_\uparrow)(X),
\]

where

\[
\hat{P}^{\text{pp}}_0(K) := \left( \Gamma_0(K) \hat{P}^{\text{pp}}_0(K) \right)^l \Gamma_0(K).
\]

We now present the Feynman diagrammatic rules for the \( G_0 \hat{P}^{\text{pp}} \) expansion, defined by the action \( \hat{S}^\eta \). Equation (28) defines two types of interaction vertices: a local Hubbard interaction vertex, and a non-local interaction \( \hat{P}^{\text{pp}}_0 \) corresponding to the second term. The Feynman diagram definition of these two vertices is presented in Fig. 2. In Fig. 2, we show the diagram insertions that are absent from the expansion: the Hartree shift of the chemical potential, introduced in Eq. (19), removes tadpole
first $u$ vertices are local, and the others are non-local:

$$W := \{X_1, \ldots, X_u, (X_{u+1}, Y_{u+1}), \ldots, (X_n, Y_n)\},$$

(32)

where $W$ is defined as the set of spacetime positions of the interaction vertices. Eq. (11) must be modified to take into account the non-locality of some of the vertices:

$$(M_\sigma(W))_{jk} = G_0^G(X_j, Z_k) = G_0^G(X_j - Z_k),$$

(33)

where

$$Z_j := \begin{cases} X_j & \text{for } j \leq u \\ Y_j & \text{otherwise} \end{cases}$$

(34)

For this particular choice of local and non-local vertices, discarding the counterterms and using Eq. (10) and (12), we get a contribution to the grand-canonical potential density $\Phi_G$ equal to

$$\frac{\xi^n U^n}{\beta L_x L_y n!} \int_{X_1, \ldots, X_n, Y_{u+1}, \ldots, Y_n} c(W) \prod_{j=u+1}^n P_{pp}^G(Y_j - X_j).$$

(35)

## B. Elimination of bare tadpoles

The Hartree shift of the chemical potential, defined by the $\xi$ term in Eq. (19), is diagrammatically equivalent to eliminating bare tadpoles (Fig. 3). We move the Hartree shift term of Eq. (19) to the interaction part of the action, Eq. (28) to obtain:

$$S_I(\xi) = -\xi U \int_X n_0^\uparrow n_0^\downarrow \int_X 1 + \xi U \int_X ((\bar{\psi}_1 \psi_1)(X) - n_0^\uparrow)((\bar{\psi}_1 \psi_1)(X) - n_0^\downarrow) + \xi \int_{Y,X} (\bar{\psi}_1 \psi_1)(Y) P_{pp}^G(Y, X)(\bar{\psi}_1 \psi_1)(X).$$

(36)

The first term on the r.h.s of Eq. (36) is a constant and it can be dropped in most cases; however, for the grand-canonical potential density $\Phi_G$, it contributes at first order.

From a determinant point of view, it is well known that the chemical potential shift introduced in Eq. (36) can be easily taken into account by setting the diagonal of the matrices $M_\sigma(W)$ to zero when the entry corresponds to a local vertex$^{23}$

$$(M_\sigma(W))_{jk} := \begin{cases} (1 - \delta_{jk}) (M_\sigma(W))_{jk} & \text{for } j \leq u \\ (M_\sigma(W))_{jk} & \text{otherwise} \end{cases}$$

(37)

## C. Elimination of particle-particle bubbles and generation of unphysical diagrams

We discuss here the elimination of diagrams with ladder particle-particle insertions as dictated by Eq. (29).
In order to do so, it is useful to observe that the two matrices \( \tilde{M}_f(W) \) and \( \tilde{M}_l(W) \) can be transposed and multiplied before the determinant is taken:

\[
\det \left( \tilde{M}_f(W) \right) \det \left( \tilde{M}_l(W) \right) = \det \left( \tilde{M}_f(W) \tilde{M}_l^T(W) \right),
\]

where the new matrix entries are sums of pairs of connected bare Green functions of opposite spin:

\[
\left( \tilde{M}_f(W) \tilde{M}_l^T(W) \right)_{jk} = \sum_{l \in \{1, \ldots, n\} \setminus \{j, k\}} G^l_0(X_j, X_l) G^l_0(X_k, X_l) + \sum_{l \in \{u+1, \ldots, n\}} G^l_0(X_j, Y_l) G^l_0(X_k, Y_l).
\]

For some observables, such as the density, the sizes of the matrices \( \tilde{M}_f(W) \) and \( \tilde{M}_l(W) \) may not be identical. It is then first necessary to pad the smaller matrix by the appropriate number of rows and columns with diagonal entries equal to one and off-diagonal entries equal to zero. This ensures that the correct diagram topologies are generated by the determinant.

As one can see from Eq. (39), the ladder diagrams participating in the renormalized vertex \( P^{pp}_0 \) are all generated by the diagonal of the matrix \( \tilde{M}_f(W) \tilde{M}_l^T(W) \). It would therefore seem natural to simply remove all diagonal entries from the matrix. It turns out, however, that this by itself does not lead to the correct sum of diagram topologies. Indeed, let us explicitly consider the determinant of the matrix \( \tilde{M}_f(W) \tilde{M}_l^T(W) \):

\[
\det \left( \tilde{M}_f(W) \tilde{M}_l^T(W) \right) = \sum_{p \in S_n} (-1)^{\epsilon(p)} n! \prod_{j=1}^{n} (\tilde{M}_f(W))_{jl} (\tilde{M}_l(W))_{pj} = \sum_{p \in S_n} (-1)^{\epsilon(p)} \prod_{l_1, \ldots, l_n=1}^{n} (\tilde{M}_f(W))_{jl_1} (\tilde{M}_l(W))_{pj_1},
\]

where \( p = (p_1, \ldots, p_n) \) is one out of a set \( S_n \) of permutations of \( (1, \ldots, n) \) and \( \epsilon(p) \) is its sign. Let us remark that Eq. (40) produces \( n! n^n \) terms, whilst computing that same quantity from \( \det(\tilde{M}_f(W)) \det(\tilde{M}_l^T(W)) \) only generates \((n!)^2 \) terms. The reason for this discrepancy is a cancellation in the expression above whenever two \( l_j \)’s have the same value: only those terms where all \( l_j \)’s are different contribute. As a consequence, expanding the determinant of the matrix generates many unphysical diagrams. The diagrammatic interpretation of the condition that \( l_j \)’s must all be different is that only diagrams where every vertex carries exactly four propagators remain. If we impose that the diagonal of \( \tilde{M}_f(W) \tilde{M}_l^T(W) \) vanishes, part of the cancellation of unphysical diagrams does not occur.

In order to clarify the origin of unphysical diagrams, let us consider the case where we only have two local \( U \) vertices. We eliminate from the \( 2 \times 2 \) matrix \( \tilde{M}_f(W) \tilde{M}_l^T(W) \) the diagonal elements, and we compute the determinant of the resulting matrix:

\[
\det \left( \sum_{l_{12}} (\tilde{M}_f(W)_{1l_1} \tilde{M}_l(W)_{l_1 l_2}) \right),
\]

where we dropped the \( W \) dependence of \( \tilde{M}_l(W) \). In Fig. 5 we draw the Feynman diagram interpretation of the terms resulting from the determinant expansion of Eq. (41): we see that we have successfully eliminated ladder diagrams, while we have produced two unphysical diagrams and therefore obtained an incorrect expression.

D. Elimination of unphysical diagrams

In order to eliminate unphysical diagrams, we introduce a matrix \( \tilde{M}(W, s) \), where \( s = \{s_1, \ldots, s_n\} \), which depends on artificial classical spin variables \( s_j \in \{-1, 1\} \), for \( j = 1, \ldots, n \):

\[
\left( \tilde{M}(W, s) \right)_{jk} := \delta_{s_j} (\tilde{M}_f(W))_{jl} (\tilde{M}_l(W))_{kl} (1 - \delta_{jk}).
\]

One has:

\[
\frac{1}{2^n} \sum_{s_1, \ldots, s_n \in \{-1, 1\}} \det \tilde{M}(W, s) \prod_{j=1}^{n} s_j = \sum_{p \in S_n} (-1)^{\epsilon(p)} \prod_{l \in S_n, j=1}^{n} (\tilde{M}_f(W))_{jl} (\tilde{M}_l(W))_{pj} (1 - \delta_{j,p_j}).
\]

To summarize, in order to compute the contribution to the grand-canonical potential density \( \Phi_G \) at order \( n \) in \( \xi \) of the action \( SU(\xi) \) from Eq. (27), one needs to choose for each \( \xi \) either the local vertex or the non-local vertex (see Eq. (28) and Fig. 2). One builds the matrix \( \tilde{M}(W, s) \) from Eq. (42) and computes the sum of all connected and disconnected diagrams as:

\[
a(W) := (1-n) n^{n+1} \sum_{s_1, \ldots, s_n \in \{-1, 1\}} \det \tilde{M}(W, s) \prod_{j=1}^{n} s_j.
\]

Then the recursive formula in Eq. (12) can be used to eliminate disconnected diagrams and integrate each \( c(W) \)
over spacetime vertex positions as in Eq. \[35\], and finally sum over the $2^n$ choices of the local/non-local vertices of Fig. 2.

### E. Integrating out the non-local vertices

As described in the previous section, at order $n$ one has to sum over the $2^n$ choices of the vertices of Fig. 2 as the two types of vertices have a different number of variables and cannot be sampled together. In the context of sampling individual Feynman-diagram topologies, in Ref. [20] it was found advantageous to introduce an auxiliary non-local variable for the local $U$ vertex and sample both vertices at the same time. We choose a different strategy: We integrate out the $U$ variable of the non-local vertex in Fig. 2 in order to have the same number of variables for both vertices, thus making it possible to avoid the $2^n$ sum over all possible vertex combinations.

As a first step, we absorb the interaction vertices $U$ and $P_{0}^{\text{pp}}$ of Eq. \[35\] into the matrix $M(W, s)$ of Eq. \[42\] and obtain the matrix:

$$
\left( M(W, s) \right)_{jk} := \sum_{l \in \{1, \ldots, u\}\setminus\{j,k\}} s_l \; U \; G_0^j(X_j, X_l) \; G_0^l(X_k, X_l) + \sum_{l \in \{u+1, \ldots, n\}} s_l \; P_{0}^{\text{pp}}(Y_l, X_l) \; G_0^j(X_j, Y_l) \; G_0^l(X_k, Y_l),
$$

(45)

where $s_l \in \{-1, 1\}$ as before. We introduce:

$$
\mathcal{A}(W) := \frac{(-1)^{n+1}}{2^n} \sum_{s_1, \ldots, s_n \in \{-1, 1\}} \det M(W, s) \prod_{j=1}^{n} s_j.
$$

(46)

The selection of the $s_1 \ldots s_n$ component of the determinant guarantees that $U$ is chosen only once for each $l \in \{1, \ldots, u\}$, and that $P_{0}^{\text{pp}}(Y_l, X_l)$ is chosen only once for each $l \in \{u+1, \ldots, n\}$ (see \[35\]). We then apply Eq. \[12\] with the substitutions $a(W) \to \mathcal{A}(W)$ and $c(W) \to \mathcal{C}(W)$ in order to obtain the connected part $\mathcal{C}(W)$. We now rewrite Eq. \[35\] as

$$
\frac{\xi^n}{\beta L_x L_y n!} \int_{X_1, \ldots, X_n} \mathcal{C}(W).
$$

(47)

We stress that in order to obtain the complete $\xi^n$ contribution one has to sum over all $2^n$ choices of local and non-local vertices (see Fig. 2).

In order to consider directly the sum of all possible vertex choices, we introduce the function $\mathcal{L}_{0}^{\text{pp}}$, which consists out of a vertex to which two propagators are attached:

$$
\mathcal{L}_{0}^{\text{pp}}(X', X''; X) := \int_Y P_{0}^{\text{pp}}(Y, X) \; G_0^j(X', Y) \; G_0^l(X'', Y),
$$

(49)

With the introduction of the function $\mathcal{L}_{0}^{\text{pp}}$, we can perform the integral over $Y_{n+1}, \ldots, Y_n$ of Eq. \[47\] exactly. Indeed, by re-introducing the set of vertices $V := \{X_1, \ldots, X_n\}$, we define the following matrix:

$$
\left( \tilde{\mathcal{M}}(V, s) \right)_{jk} := \sum_{l \in \{1, \ldots, u\}\setminus\{j,k\}} s_l \; U \; G_0^j(X_j, X_l) \; G_0^l(X_k, X_l) + \sum_{l \in \{u+1, \ldots, n\}} s_l \; \mathcal{L}_{0}^{\text{pp}}(X_j, X_k; X_l),
$$

(50)

and the corresponding:

$$
\tilde{\mathcal{A}}(V) := \frac{(-1)^{n+1}}{2^n} \sum_{s_1, \ldots, s_n \in \{-1, 1\}} \det \tilde{\mathcal{M}}(V, s) \prod_{j=1}^{n} s_j.
$$

(51)

One can see that Eq. \[47\], after the application of Eq. \[12\] with the substitutions $a(V) \to \tilde{\mathcal{A}}(V)$ and $c(V) \to \tilde{\mathcal{C}}(V)$, becomes

$$
\frac{\xi^n}{\beta L_x L_y n!} \int_{X_1, \ldots, X_n} \tilde{\mathcal{C}}(V).
$$

(52)

One, however, still has to sum over all possible choices of local/non-local vertices of Fig. 2.

The final formulation consists of considering directly the sum over all possible choices of interaction vertices. To achieve this, we introduce the following matrix:

$$
\left( \tilde{\mathcal{M}}(V, s) \right)_{jk} := \sum_{l \in \{1, \ldots, u\}\setminus\{j,k\}} s_l \; \mathcal{L}_{0}^{\text{pp}}(X_j, X_k; X_l),
$$

(53)

where we define

$$
\mathcal{L}_{0}^{\text{pp}}(X_j, X_k; X_l) := \left\{ \begin{array}{ll} \mathcal{L}_{0}^{\text{pp}}(X_j, X_k; X_l) & \text{for } j \neq l \wedge k \neq l \\ \mathcal{L}_{0}^{\text{pp}}(X_j, X_k; X_l) & \text{otherwise} \end{array} \right.
$$

(54)

We can now define $\tilde{\mathcal{A}}(V)$ from Eq. \[51\] with the substituion $\tilde{\mathcal{A}}(V) \to \tilde{\mathcal{A}}(V)$ and $\tilde{\mathcal{M}}(V, s) \to \tilde{\mathcal{M}}(V, s)$. We also define $\tilde{\mathcal{C}}(V)$ from Eq. \[12\] with the substitutions $c(V) \to \tilde{\mathcal{C}}(V)$ and $a(V) \to \tilde{\mathcal{A}}(V)$. We can finally write the expression for the order $n$ contribution to the grand-canonical potential density $\Phi_G$ as:

$$
\phi_{0}^{\text{pp}} = \frac{1}{\beta L_x L_y n!} \int_{X_1, \ldots, X_n} \tilde{\mathcal{C}}(V).
$$

(55)

### F. Computational cost and numerical implementation

In this section we briefly discuss the computational cost and the spectral compression of the function $\mathcal{L}_{0}^{\text{pp}}$. 
The computational cost of computing determinants, and summing over spin variables (see Eq. (51)), at order $n$ in $\xi$, is proportional to

$$\sum_{k=0}^{n} 2^k \binom{n}{k} k^3 \sim O(n^3 3^n),$$

(56)

where $2^k$ comes from the spin trace, $\binom{n}{k}$ is the number of subsets of $V$ with cardinality $k$, and $k^3$ is roughly the cost of computing a $k \times k$ determinant. We note that this cost cannot be alleviated in this situation by the fast principal minor algorithm (or, alternatively $n^2 2^n \Theta(n)$), generally used in bare interaction CDet, due to the fact that minors no longer correspond to determinants for subsets of the full set. The $3^a$ computational cost of applying the recursive formula (or, alternatively $n^2 2^n \Theta(n)$), Eq. (12), is negligible compared to the aforementioned cost. The exponential scaling of the algorithm means that the resulting computational scaling of the inverse error with computational time is polynomial inside the radius of convergence.

We consider now the numerical compression and storage of the function

$$\mathcal{L}_{0;nl}^{\text{pp}}(X', X''; X) = \mathcal{L}_{0;nl}^{\text{pp}}(X' - X, X'' - X),$$

(57)

where we used translation invariance. Without loss of generality, we can therefore suppose $X = (r, \tau) = (0, 0)$. As

$$\mathcal{L}_{0;nl}^{\text{pp}}(X', X'') = \mathcal{L}_{0;nl}^{\text{pp}}(X'', X'),$$

(58)

we can suppose that if $X' = (r', \tau')$ and $X'' = (r'', \tau'')$, then $0 \leq \tau' \leq \tau'' \leq \beta$. We can then write:

$$\mathcal{L}_{0;nl}^{\text{pp}}((r', \tau'), (r'', \tau'')) =$$

$$= \sum_r \int_{\tau'}^{\tau''} d\tau \ P_0^{\text{pp}}(r, \tau) \times$$

$$\times G_0^1(r' - r, \tau' - \tau) G_0^1(r'' - r, \tau'' - \tau)$$

$$- \sum_r \int_{\tau'}^{\tau''} d\tau \ P_1^{\text{pp}}(r, \tau) \times$$

$$\times G_0^1(r' - r, \beta + \tau' - \tau) G_0^1(r'' - r, \tau'' - \tau)$$

$$+ \sum_r \int_{\tau'}^{\tau''} d\tau \ P_0^{\text{pp}}(r, \tau) \times$$

$$\times G_0^1(r' - r, \beta + \tau' - \tau) G_0^1(r'' - r, \beta + \tau'' - \tau).$$

(59)

We expand $\mathcal{L}_{0;nl}^{\text{pp}}$ as defined in Eq. (59) in two-dimensional Chebyshev polynomials for imaginary times $\tau', \tau'' \in [0, \beta]$, and for each value of the lattice sites $r$ and $r'$. For the purpose of Chebyshev interpolation, it is important to use Eq. (59) for $\tau'' < \tau'$ as well, with the imaginary-time analytic continuation of $G_0^1$, as this guarantees a smooth function of $\tau'$ and $\tau''$, which implies a very fast convergence of our spectral representation. The physical result can be obtained by using the symmetry between $X'$ and $X''$ and only evaluating the expression when $\tau' < \tau''$.

In practice, we use a $5 \times 5$ grid for both $r'$ and $r''$, and we store the Chebyshev polynomial representation of $\mathcal{L}_{0;nl}^{\text{pp}}$ inside this grid. As we deal with connected diagrams, the Monte Carlo sampling rarely goes outside this grid, and in those cases when it does one can afford to compute the $\mathcal{L}_{0;nl}^{\text{pp}}$ function on the fly.

V. $G_1 P_1^{\text{pp}}$ EXPANSION

One can take the diagrammatic renormalization one step further by self-consistently determining the nonlocal Hartree term, which results in a diagrammatic expansion denoted as the “first-order semibold” expansion in Ref. [48] and which we call $G_1 P_1^{\text{pp}}$ expansion in what follows. We define the following set of equations for $G_1$ and $P_1^{\text{pp}}$:

$$G_1^1(X, X') = G_0^1(X, X') +$$

$$+ \int_{Y,Y'} G_0^1(Y, Y') P_1^{\text{pp}}(Y, Y') G_1^1(Y', Y) G_1^1(Y', X')$$

$$P_1^{\text{pp}}(K) = U^2 P_1^{\text{pp}}(K) + U P_1^{\text{pp}}(K) P_1^{\text{pp}}(K),$$

(60)

where

$$\tilde{P}_1^{\text{pp}}(X, Y) := -G_1^1(X, Y) G_1^1(X, Y).$$

(61)

We also provide the diagrammatic interpretation of this set of equations in Fig. 6.

A. Shifted action

In this section, we present the shifted-action expressions for the $G_1 P_1^{\text{pp}}$ expansion, which is equivalent to an
expansion in powers of $\xi$ with this formalism:

$$S^F_1(\xi) := - \sum_{\sigma} \int_X \bar{\psi}_\sigma(X) \left((G^\sigma_1)^{-1}\psi_\sigma\right)(X)$$

$$- \xi U \sum_{\sigma} n^\sigma_1 \int_X \bar{\psi}_\sigma \psi_\sigma(X)$$

$$- \xi \sum_{\sigma} \int_{X,Y} \bar{\psi}_\sigma(Y) P^{pp}_1(Y,X) G^\sigma_1(X,Y) \psi_\sigma(X)$$

(62)

where $n^\sigma_1 := G^\sigma_1(\mathbf{r} = 0, \tau = 0^{-})$,

$$S^{HS}_1(\xi) := \frac{1}{U} \int_X \bar{\eta}(X)(X) +$$

$$+ (1 - \xi) \int_{Y,X} \bar{\eta}(Y) (G^\uparrow_1 G^\downarrow_1)(Y,X) \eta(X)$$

(63)

$$S^{HS}_1(\xi) := i \sqrt{\xi} \int_X \bar{\eta}(X) (\psi_\uparrow \psi_\downarrow)(X) + h.c.$$  \hspace{1cm} (64)

and the shifted action is

$$S^{HS}(\xi) := S^F_1(\xi) + S^{HS}_1(\xi) + S^{HS}_1(\xi).$$  \hspace{1cm} (65)

It is then possible to integrate out the Hubbard-Stratonovich field $\eta$ to obtain the analogous of Eq. \[27\].

B. Feynman-diagrammatic definition

In Fig. 7 we draw the diagram insertions which are forbidden in this expansion. In Fig. 8 we present the $G_1 P^{pp}$ diagrammatic expansion for the grand-canonical potential density $\Phi_G$ up to third order. Note that the first two orders in this expansion contain no diagrams.

C. Connected Determinant Diagrammatic Monte Carlo

In order to consider the $G_1 P^{pp}$ expansion within the CDet framework, one needs to take into account the following modifications to the discussion for the $G_0 P^{pp}$ expansion: One needs to additionally eliminate all self-loops from the matrix $M(W)$, previously defined in equation \[37\]:

$$(M_\sigma(W))_{jk} := (1 - \delta_{jk}) (M_\sigma(W))_{jk},$$  \hspace{1cm} (66)

VI. NUMERICAL RESULTS

We proceed by showcasing numerical results obtained for the density using the technique we have introduced for the $G_0 P^{pp}$, $G_0 P^{ph}$, and $G_1 P^{pp}$ expansions. First, we would like to stress that, for all of the renormalized expansions considered in this work, the series in $\xi$ (see
Eq. (8) only correspond to the original physical model when evaluated at $\xi = 1$. This is in contrast with the usual bare interaction series which gives a physical result for some value of the chemical potential and interaction strength for all $\xi$. This property of the renormalized series turns out to be an advantage: one can avoid the appearance of singularities on the negative real axis as the series does not need to be physical for negative interaction strengths. As a result, the series can have a radius of convergence which includes the physical value of interest. In comparison, the series resulting from a second-order one-particle renormalization, as introduced in Ref. [44] yield a physical result at both $\xi = 1$ and $\xi = -1$, and is thus affected by the negative real axis singularities.

A. Hubbard Atom

In Fig. 9 we present benchmark results for the density of the Hubbard atom at weak interactions ($U = 2$, upper panel) computed for the bare interaction, $G_0U$ (bare interaction) expansion as well as the $G_0P_0^{pp}$ and $G_0P_0^{ph}$ expansions, and we compare to the exact analytical result. We see that both the $G_0U$ and the $G_0P_0^{pp}$ series converge to the exact result within a few orders whilst the $G_0P_0^{ph}$ series is divergent. At strong interactions ($U = 8$, lower panel) we see that both the $G_0U$ and the $G_0P_0^{pp}$ series are strongly oscillating and diverging. However, the $G_1P_1^{pp}$ series turns out to be converging quickly and is easily resummed to the exact result.

B. Two-dimensional Hubbard model

We now present numerical results obtained in the two-dimensional Hubbard model, away from half-filling and with particle-hole asymmetry ($t' = -0.3$, $U = 5.6$, $\beta = \{5, 10\}$). The limit of the computation of Ref. [22] was $\beta = 5$. At both evaluated temperatures, the $G_1P_1^{pp}$ series for the density shows a remarkably better convergence than the $G_0U$ bare interaction series. At $\beta = 5$, the $G_1P_1^{pp}$ series is clearly convergent and easily resumable. At $\beta = 10$, the series also seems convergent and can be resummed, however, an additional oscillatory behavior appears at higher orders, hinting at the appearance of poles in the complex plane near the negative real axis.

Another advantage of using renormalized vertices is the reduced real-space spread of Feynman diagrams. In the bare-interaction CDet algorithm, as the perturbation order grows, the sampled diagrams extend wider in real space. As a consequence, the effective configuration space to sample is larger and the variance increases, making it difficult to compute large perturbation orders. In a generic situation, the diagrams with the greatest spread are of the form of a chain of tadpoles. However, if the perturbation theory is constructed around mean-field, such as in our case, tadpole insertions vanish and the leftover diagrams are more concentrated yielding a smaller variance. An inspection of the most spread diagrams in that case shows that they are made of chains of bubble diagrams. These diagrams, too, vanish for the above described expansions, thus further decreasing the extent and variance and allowing for the computation of higher perturbation orders. Naturally, as temperature is lowered further, other classes of diagrams eventually start to spread and it becomes difficult to compute large perturbation orders with great accuracy.

![FIG. 10. Partial sum of the density series at two temperatures $\beta = 5$ (top) and $\beta = 10$ (bottom) computed from different expansions. The horizontal bands show extrapolated results.](image)

VII. CONCLUSION

We have presented an efficient and systematic way of computing perturbative expansions based on one-loop renormalized interaction vertices using determinants. We have considered the diagrammatic expansion around the random-phase approximation in both the particle-particle and the particle-hole channel, and have shown how the two-body long-range interaction can be integrated out to yield an effective zero-range interaction with several computational advantages. This was achieved by using a determinantal formalism and the spacetime representation, within the framework of
Connected Determinant Monte Carlo. The computational cost, while bigger than the corresponding bare-interaction algorithm, is still exponential in diagram order, resulting in a overall polynomial scaling of the error-bar as a function of computational time inside the radius of convergence. We have further presented benchmark calculations in the two-dimensional Hubbard model away from half-filling, showing that with the technique we introduced in this work is able to compute about 10 expansion order coefficients, and that the resulting series is much better behaved than the original bare-interaction expansion series. From a computational point of view, we have also witnessed an improvement to the Monte Carlo variance.

Summing up, we have shown that expansions based on renormalized interaction vertices are an interesting and practical direction for unbiased diagrammatic calculations, and how it is possible to efficiently and systematically implement them using the determinantal formalism, thus opening new opportunities for quantum many-body simulations. As a future perspective, this method can be applied to the electron gas, where it can prove useful in order to avoid the divergencies of RPA bubble diagrams and work directly in the thermodynamic limit. It would also be interesting to study whether vertex renormalized series can be used to understand the onset of superconductivity and/or stripes in the Hubbard model at low temperatures, where the bare interaction series is difficult to resum.
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