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Abstract: Being reliant on Air Conditioning (AC) throughout the majority of the year, desert countries with extremely hot weather conditions such as Qatar are facing challenges in lowering weariness cost due to AC On-Off switching while maintaining an adequate level of comfort under a wide-range of ambient temperature variations. To address these challenges, this paper investigates an optimal On-Off control strategy to improve the AC utilization process. To overcome complexities of online optimization, a Elman Neural Networks (NN)-based estimator is proposed to estimate real values of the outdoor temperature, and make off-line optimization available. By looking up the optimum values solved from an off-line optimization scheme, the proposed control solutions can adaptively regulate the indoor temperature regardless of outdoor temperature variations. In addition, a cost function of multiple objectives, which consider both Coefficient of Performance (COP), and AC compressor weariness due to On-Off switching, is designed for the optimization target of minimum cost. Unlike conventional On-Off control methodologies, the proposed On-Off control technique can respond adaptively to match large-range (up to 20 °C) ambient temperature variations while overcoming the drawbacks of long-time online optimization due to heavy computational load. Finally, the Elman NN based outdoor temperature estimator is validated with an acceptable accuracy and various validations for AC control optimization under Qatar’s real outdoor temperature conditions, which include three hot seasons, are conducted and analyzed. The results demonstrate the effectiveness and robustness of the proposed optimal On-Off control solution.
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1. Introduction

Famous for its unique geographic location between desert and sea, Qatar has significant desert climate and extremely hot weather conditions with a high temperature, humidity, and sand storms. The Air Conditioning (AC) systems in this region are highly mandatory for daily life throughout the year. The local weather has some significance of representing a unique desert and coastline climate, which attract a lot of research interests in various fields such as building efficiency, health, urban environment, and renewable energy [1–11]. As elaborated in [12], in GCC region such as Saudi Arab, more than 60% of the electricity consumed by local buildings goes to Air conditioning (AC). This is particularly valid for other GCC countries like Qatar, which is reliant on AC throughout the majority of the year. Due to the persistent heavy cooling load caused by high temperature weather conditions and desert climate, heating, ventilation, and Air Conditioning (HVAC) equipment degrades faster compared to HVAC facilities in other areas and also requires higher reliability while maintaining energy efficiency and adequate levels of quality and comfort.
An Air Conditioner system is made up of a compressor as key part, and other parts such as a condenser and an evaporator, where the air conditioning capacity depends on the compressor power. In space cooling scenarios, indoor temperature will oscillate at a set-point because the compressor work in switch modes of on or off [13]. The component used to implement this control philosophy is known as an Air-Conditioner On-Off (or bang-bang) controller or thermost. The On-Off compressor works as either being ON or OFF depending on the set-point boundary and the measured outdoor temperature. There is a dead range of 1.5 °C to 2.0 °C to prevent the too frequent On-Off fluctuations of the compressor that could lead to a reduced lifespan. Especially under hot weather conditions, long-term running with extra cooling load could degrade AC systems in a faster way, in particular if a very slight tracking error is imposed. Due to its simplicity, On-Off control is widely applied for temperature regulation application scenarios. However, On-Off control also have eminent drawbacks, which include temperature oscillation and non-optimal operation which negatively impacts the AC moving parts and its energy consumption [13–21].

Currently, a body of research work has been reported in the literature in response to challenges around HVAC control optimization. Several research works have been proposed to optimize building HVAC system [22,23], and address On-Off control issues under different constraints. The related research work can be summarized as two approaches: low-complexity optimization, and dynamic optimization. In low-complexity optimization approaches, Hysteresis controllers and Pulse Width Modulation (PWM) are widely utilized [13,24]. A hysteresis controller has a simple structure to implement in practice, so it is widely used in HVAC applications. Because the AC systems by hysteresis control work under fixed hysteresis conditions/parameters (with a set-point temperature boundary), the hysteresis controller does not perform well if ambient parameters/working conditions change. PWM control is usually used in PWM actuated split air conditioners. The PWM controller tunes the duty ratio of the AC On-Off control signal in a continuous way to allow continuous change of the manipulated variable. It can accommodate some work conditions change based on its fast feedback control, which is similar to Proportional-Integral-Derivative (PID) control. However, PWM controller has to change under very fast switching frequency at the initial stage of the control process or scenarios of large variations in the working conditions. This fast change could degrade the AC compressor, and it has also been proven not to be optimal for all the HVAC control cases. Both of these optimized controllers treat control process time horizon as a long-term general process in one day, one week, one month or one year. Thus, the full control process needs to rely on the temperature profile of an entire period and also the controller parameters can only be set and tuned in advance. For instance, the hysteresis control parameters are pre-set with a hysteresis result under certain working conditions. The controllers cannot accommodate ambient temperature variations in an adaptive way.

As a dynamic optimization approach, Model-Predictive Control (MPC) is employed to accommodate disturbances and variations of the operating conditions such as time-variant parameters and target [14,24–31]. The MPC’s optimization performance is subjected to the prediction horizon length. In theory, a longer prediction horizon can helps the solution be closer to the global optimum; therefore, it needs more computational power and resources. However, a proper prediction horizon is difficult to determine in practice, and MPC optimization will consume a lot of online computation loads. As such, online optimization and offline optimization need to be integrated and balanced for a trade-off between the computational load and AC control adaptiveness. In [32], a scheme of AC On-Off control and optimization is proposed for variant ambient conditions, but the transition between off-line optimization and online control is not integrated, and the part of outdoor temperature prediction is missing because it is assumed. Moreover, demonstrations under Qatar climatic conditions for three hot seasons of a full year are missing.

Motivated by the heavy cooling demand and its associated HVAC components wearing issues under harsh weather conditions in desert countries such as Qatar, an optimal AC On-Off Control Scheme is presented to improve cooling performance under heavy cooling load scenarios. In this scheme, optimizations are performed offline to generate the optimal solutions under certain conditions
and range of outdoor temperatures, and then, a static data table of optimized parameters is generated. Based on the proposed lookup algorithm for online optimization, On-Off control parameters are tuned online to accommodate outdoor temperatures variation. As opposed to the existing AC hysteresis On-Off control schemes, the proposed On-Off control and optimization scheme can process more complex cooling scenarios such as large range and fast temperature variations. This is because the controller can adaptively accommodate the variations by tuning the parameters optimization online. Compared to the MPC control, the proposed control scheme performs optimization work offline which does not require a huge computational power in a real-time way like the online optimization technique.

This paper is structured as follows: a typical Qatar outdoor temperature profile is analyzed and the thermal model of a simple house is built in Section 2; Section 3 presents the proposed optimal On-Off control scheme, which includes off-line optimization and online adaptive tracking scheme. The validation results under different cooling scenarios are presented in Sections 4 and 5 concludes the paper.

2. Problem Formulation

Due to Qatar’s unique geographical environment, the outdoor environment shows a very unique desert climate with high temperature. According to the data from local weather records shown in Figure 1, the average outdoor temperature varies from 15 °C to 46 °C throughout the four seasons. The daily temperature variation range could be up to 20 °C during autumn or spring. This makes it necessary to study a typical thermal dynamics of a house with the local outdoor temperature profile analysis.

![Figure 1. Average Min and Max Temperatures in Doha, Qatar for 2018.](https://example.com/figure1)

2.1. Outdoor Temperature Measurement under Qatar Weather Conditions

A three-day outdoor temperature profile in October 2017, which represents typical weather characteristics of Qatar, is measured in real time using thermal sensors at the outdoor test facilities of Qatar Environment and Energy Research Institute (QEERI). The facilities are shown in Figure 2, and the three-day profile is shown in Figure 3. The outdoor facilities site mainly host renewable energy facilities such as 200 kW PV farm, 250 kW/500 kWh Lithium-ion battery storage system, and other micro-grid components. Moreover, a weather measurement station for solar irradiance and other weather parameters, which include the outdoor temperatures, is deployed for research purposes. The daily outdoor temperature variations in October, shown in Figure 3, have a very uniform probability distribution, which means that the weather prediction can be performed with higher accuracy. In practice, one day ahead prediction horizon is available for outdoor temperature prediction based on existing weather measurement and prediction technologies. Thus, it is feasible to have enough time to do offline optimization in advance based on predicted weather conditions, which can prevent the complexities of online optimization.
2.2. House Thermal Model

To mimic thermal dynamics of a house, an Air-Conditioned house with heat exchange diagram is shown in Figure 4 [32]. The model thermal dynamics related equations can be denoted as follows:

\[
\frac{dT_{\text{indoor}}}{dt} = \frac{Q_d - Q_e}{C_p m} \\
Q_d = \frac{T_{\text{outdoor}} - T_{\text{indoor}}}{R}
\]  

By combining Equations (1) and (2), the house thermal dynamics are derived as follows:

\[
\frac{dT_{\text{indoor}}}{dt} = \frac{-1}{C_p m R} T_{\text{indoor}} + \frac{-1}{C_p m} Q_e + \frac{1}{C_p m R} T_{\text{amb}}
\]  

The parameters in the above equations are defined in reference to the Table 1 of [32]. For simplicity, several assumptions need to be clarified to formulate the HVAC control problem. These assumptions are:

- The AC system works only in cooling mode, which removes heat from the room;
- The AC house is modelled as a first-order state-space physical system;
- Only heat transferred from the outdoors is considered;

![Thermal model of a house.](image)

**Figure 4.** Thermal model of a house.

**Remark 1.** The assumption of only cooling mode fits Qatar’s weather conditions because for most of the year (three hot seasons), the daytime outdoor temperature is over 25 °C, and only AC cooling is needed. The last two assumptions are general for AC control and optimization studies, but it could be different in parameter setting for representing various application scenarios. For example, the indicator for extremely hot weather outdoor temperatures are considered as be time-variant in the studied house model.

Based on the assumptions mentioned above, the house thermal model can be reformulated as a state-space model structure shown in Figure 5.

![Block diagram representation of state space model.](image)

**Figure 5.** Block diagram representation of state space model.

The mathematical format of the state-space model shown in Figure 5 can be represented as follows:

\[
\dot{x}(t) = Ax(t) + Bu(t) + E \\
y(t) = Cx(t) \quad (4)
\]

In Equation (4), the variables and parameters have the following physical meaning: \(x\) is the vector of the state, \(\dot{x}\) is the corresponding time derivative, \(u\) and \(y\) is the input vector and the output vector, respectively, \(A, B, C,\) and \(E\) is the corresponding state-space coefficient matrices. Of note, \(x\) represents
the state \( T_{\text{indoor}} \), which is measurable, and therefore \( C = 1 \). If \( P_{\text{AC}} \) denotes the rated power consumed by \( \text{AC} \) when the status is ON, \( u \) represents the On-Off control input \( u = Q_e = P_{\text{AC}} \), and it holds:

\[
u = \begin{cases} 
P_{\text{AC}} & t \in T_{\text{on}} \\
0 & t \in T_{\text{off}}
\end{cases}
\]  

(5)

By converting Equation (3) into the format of equations (4), the coefficients \( A, B, E \) can be expressed as follows:

\[
\begin{align*}
A &= \frac{-1}{C_p m R} \\
B &= \frac{-1}{C_p m} \\
E &= \frac{1}{C_p m R} T_{\text{amb}}
\end{align*}
\]  

(6)

Remark 2. In Equations (6), the term \( E \) is a function of \( T_{\text{amb}} \), which means that if \( T_{\text{amb}} \) is changes as a variable and is not constant, the state-space model of Equation (4) could be more complex. Because the dynamics in (4) will be changed as first-order state-space model with time-variant parameters. Therefore, the control input (shown in \( u \)) needs to adaptively accommodate the disturbance \( E \) due to time-varying outdoor temperature. Moreover, with a full consideration on both comfort level and On-Off switch weariness, multiple optimizations are needed to improve the control strategy to achieve an optimal solution for multiple objectives.

3. Optimal On-Off Control for Time-Variant Outdoor Temperature

In this section, an optimal AC On-off control methodology is presented for stabilizing the room temperature regardless of the outdoor temperature variations. The optimal control scheme can be divided into an offline phase and an online phase. The offline phase is to solve optimum solutions by corresponding solvers for multiple objectives, while the online phase is to regulate the indoor temperature by tuning the controller with the updated parameters from the offline optimization.

3.1. Offline Multiple-Objective Optimization

3.1.1. Dynamics Subjected to On-Off Control

Because the control variable \( u \) in Equation (4) indicates On-Off binary variables, the solution of Equation (4) is different from the analytical solution of the standard state-space equation. The time-domain analytical solution can be written as follows:

\[
\begin{align*}
x_1(t) &= \frac{B u_{\text{on}}(t) + E}{A} + (x_{1,\text{init}} + \frac{B u_{\text{on}}(t) + E}{A})e^{At} \\
x_2(t) &= \frac{B u_{\text{off}}(t) + E}{-A} + (x_{1,\text{end}} + \frac{B u_{\text{off}}(t) + E}{A})e^{A(t-\alpha T)}
\end{align*}
\]  

(7)

Figure 6 presents the physical meanings of the variables and parameters in by a diagram of oscillation period dynamics. Based on the temporal relationship shown in Figure 6, the following mathematics must hold:

\[
\begin{align*}
x_{1,\text{end}} &= x_{2,\text{init}} \\
T &= T_{\text{on}} + T_{\text{off}}
\end{align*}
\]  

(8)
In addition, \( x_{1,\text{init}} \) and \( x_{1,\text{end}} \) can be derived from Equation (7) under \( t = 0, t = \alpha T \), and \( t = T \). The solution is shown as follows:

\[
\begin{align*}
    x_{1,\text{init}} &= \frac{Bu_{\text{on}} + E - A - Bu_{\text{off}} e^{A T} + Bu_{\text{off}} - B_{\text{off}} A e^{A T}}{1 - e^{A T}} \\
    x_{1,\text{end}} &= \frac{Bu_{\text{on}} + E - A + Bu_{\text{off}} e^{A T} + Bu_{\text{off}} - B_{\text{off}} A e^{A T}}{1 - e^{A T}}
\end{align*}
\] (9)

\[J(T_{\text{on}}, T_{\text{off}}) = Q \cdot \int_{T_{\text{on}}}^{T_{\text{on}}+T_{\text{off}}+T_{\text{off}}} (x_1 - x_{\text{ref}})^2 dt + R J_{\text{sw}} \]

where \( J \) denotes the cost of one period of oscillation in one cycle and \( J_{\text{sw}} \) denotes the switching cost leading to weariness and is assumed to be constant. \( Q \) and \( R \) denote the weight coefficients of the COP cost and the switching cost. \( x_{\text{ref}} \) is the target indoor temperature. To convert this optimization as a convex optimization problem, the optimization variables of \( T_{\text{on}}, T_{\text{off}} \) can be converted into \( T \) and \( \alpha \), their boundary conditions holds:

\[
\begin{align*}
    T &\in [100, 10000] \\
    \alpha &\in [0, 1]
\end{align*}
\] (11)

The optimization process leads to the following optimal solution:

\[ [T_{\text{opt}}, \alpha_{\text{opt}}] = \operatorname{arg \min}_{T, \alpha} J \] (12)

3.1.3. Optimization Result Lookup Table Generation

With the proposed cost function in (10) constrained by the boundary conditions in (11), an offline optimization algorithm is designed to generate the optimum parameters for online adaptive On-Off Control. The flow chart of the offline optimization is shown in Figure 7, and the details can be referred in the justification of Figure 3 in [32].

Figure 6. Diagram of oscillation period dynamics.
3.2. Online Adaptive Control for Variable Outdoor Temperature

By looking up the optimum parameters generated by offline optimizations, the online control scheme can adaptively accommodate outdoor temperature variations with a light computational load. The online control scheme is comprised of three parts: outdoor temperature profile discretion, online adaptive control, and Outdoor temperature prediction.

3.2.1. Temperature Profile Discretion

Normally, the outdoor temperature is recorded by one-hour intervals. However, if we analyze the temperature profile of Qatar, it shows slow variation properties. Thus, variation within one hour is not notable. Moreover, it is not necessary to use hourly outdoor weather data because more hour points in a day means more duplicate or similar optimization procedures are needed. Therefore, to simplify the proposed online control scheme, the one-hour temperature profile needs to be discretized as longer intervals such as 2-h interval or 4-h interval. To implement the discretion, some interpolation algorithms such as nearest neighbor interpolation and linear interpolation can be applied. Interpolation results for the example of a 3-day profile with different intervals are shown in Figure 8.
3.2.2. Online Adaptive Control Scheme

After the outdoor temperature profile is discretized, the online adaptive control scheme is employed to stabilize the indoor temperature and accommodate the temperature variations adaptively. Figure 9 shows a flowchart of the proposed online AC control scheme. Firstly, the normal On-Off control is initiated to enable the AC system to converge into the target temperature range. Secondly, two cascaded control loops are executed. The outer control loop works to tune the On-Off controller parameters with the optimized solution. The inner loop works on the search for optimum parameter set by the index in a lookup table, which is previously generated online, in one horizon period. Finally, the scheme ends if all the time horizon of a full day is scanned.
3.2.3. Outdoor Temperature Prediction

Temperature prediction is important for AC optimization control because the optimization objectives cover a period of control step processes. In the studied optimal control scenarios, at least 2 h ahead, prediction is mandatory for the online control process. With the consideration on a trade-off between prediction accuracy and computational complexities, a typical Elman Neural Network (NN) model shown in Figure 10 is employed as an estimator for outdoor temperature prediction.

![Figure 10. proposed Elman Neural Network Model structure.](image)

To represent the prediction process, the outdoor temperature series can be denoted as follows:

$$T_{amb}(i), (i = 1, \ldots, N_p)$$

(13)

Due to the temporal relativity of the outdoor temperature in the time domain, the outdoor temperature variation process can be denoted as follows:

$$T_{amb}(k) = F(T_{amb}(k-1), \ldots, T_{amb}(k-1-M))$$

(14)

where $T_{amb}(k)$ denotes the outdoor temperature at current instant $k$ , $F(\cdot)$ is the function between $T_{amb}(k)$ and the temperature series at previous instants $k-1, \ldots, k-1-M$. For temperature time series prediction, a mapping model is needed to build firstly for approximating the mapping function $F(\cdot)$. In this paper, a two-layer (second order) Elman neural network model in Figure 10 is proposed to approximate the mapping function $F(\cdot)$. The mathematical representation of Elman network can be denoted as follows:

$$
\begin{align*}
  h_t &= \sigma_h(W_h x_t + \sum_{i=1}^{N_d} W_{hi} h_{t-i} + b_h) \\
  y_t &= \sigma_y(W_y h_t + b_y)
\end{align*}
$$

(15)

where $W_h, W_{hi}(i = 1, \ldots, N_d), W_y$ are weight coefficients, $b_h, b_y$ are offset coefficients, $\sigma_h$ and $\sigma_y$ are activation functions for hidden layer output and output layer respectively. For the outdoor temperature prediction, different prediction windows configurations exist. Depending on the availability of data series length, the input data vector length $M$ could be 2, 3, $\ldots$, 24. Thus, the cascaded prediction equations can be represented as follows:

$$
\begin{align*}
  \hat{T}_{amb}(k) &= NN(T_{amb}(k-1), \\
  \ldots, T_{amb}(k-1-M)) \\
  \hat{T}_{amb}(k + N_L) &= NN(T_{amb}(k-1), \\
  \ldots, T_{amb}(k-1-M))
\end{align*}
$$

(16)

Here, $\hat{T}_{amb}(k)$ denotes the predicted or estimated value by the Elman NN model, $N_L$ denotes the prediction step number based on $M$ existing temperature serial data. To get an effective and high-accuracy estimation model, the Elman NN offline training based on a set of sample data is
essential and needs to be done in advance. Thus, the training problems of the Elman NN can be denoted as follows: Given a set of sample dataset as

\[ \text{TrainingSet}(T_{\text{amb}}(\text{in}), T_{\text{amb}}(\text{out})) \]  

By selected training algorithms, the Elman NN model parameters such as \( W_h, W_i(i = 1, \ldots, N_d), W_y \) and weight coefficients, \( b_h, b_y \) can be determined based on the following criteria:

\[ \exists \text{parameterset}(W, b) \quad T_{\text{amb}}(\text{out}) = T_{\text{amb}}(\text{out}) = \text{NN}(T_{\text{amb}}(\text{in})) \]  

4. Validation Results

To validate the proposed On-Off control and optimization scheme, the studied house model parameters are referred from [13], and the AC power is changed as 1500 W but not 300 W because it is more reasonable due to the hot climate in Qatar. Moreover, to the best of our knowledge, the HVAC facilities in Qatar are prone to easily degrading and failing and normally need a high maintenance cost. Considering the fact that the AC weariness under hot climate is more serious, the weight factors of \( Q \) in (10) are reduced to reflect the factor of cost impact. The updated parameters are shown in Table 1.

Based on the AC parameter model list in Table 1, the proposed control and optimization scheme is demonstrated, which includes offline optimization and online AC control performance, in different cooling scenarios.

| Parameter A | B | E | \( R(\degree C/W) \) | \( J_{SW} \) | \( Cp(\text{J/Kg} \cdot \degree C) \) | \( m(\text{kg}) \) | Q |
|-------------|---|---|-------------------|---------|-----------------|----------|---|
| Value       | \(-2.00123 \times 10^{-4}\) | \(4.4028 \times 10^{-6}\) | 0.002   | 0.022          | 2       | 1005     | 222 | 300 |

4.1. Offline Optimization Results

To verify the offline optimization performance, a simplified AC cooling scenario is assumed for comparison in a quantitative way. In this cooling scenario, the indoor temperature is expected to be 24 \( \degree C \) by different controller parameter settings with the outdoor temperature set as 34 \( \degree C \). For comparison, the temperature profiles subjected to three types of controller settings are shown in Figure 11, and the corresponding COP values are compared. Figure 11 shows that the COP value of the proposed optimum control is the lowest at \( J = 1.5416 \) among optimization and non-optimization scenarios. Based on the cost value comparison, the optimum case has lower cost value, which means that it achieves better multiple-objective optimizations than other control scenarios. The cost-saving performance among the three cooling scenarios are presented in Table 2. As shown in Table 2, 30.16% can be saved from the case under outdoor temperature 29 \( \degree C \) while 55.45% can be saved from the case under outdoor temperature 38 \( \degree C \) by comparing with the optimum case.

| AC Cooling Control Strategies | Initial House Temperature | Period | Cost Value | Cost Saving |
|------------------------------|---------------------------|--------|------------|-------------|
| Case1                        | 38                        | 1595   | 3.4606     | 55.45%      |
| Case2                        | 29                        | 300    | 2.2074     | 30.16%      |
| Optimum Case                 | 34                        | 395    | 1.5416     | N/A         |
To verify the effectiveness of offline optimization under different ambient temperature scenarios, a set of offline optimizations subjected to outdoor temperature range between 30 °C and 44 °C was performed. The target indoor temperature is expected to 24 °C. The offline optimization parameters are shown in Table 3, and the optimization convex surface results are shown in Figure 12, which presents eight subfigures for eight temperature profiles with 2 °C intervals. As can be seen from Figure 12, all the optimization surfaces are convex, which means that the global optimum solution for the studied optimization case exists and only one solution exists and is unique. Due to the impact of the ambient temperature, the optimization surface shapes and cost values vary in a large range. As an input for the online adaptive control, the corresponding optimization control parameters are also generated in a list of a lookup table.

Table 3. Optimization control parameters.

| Outdoor Temperature | Minimum Cost $J$ | Period (T) | Duty Ratio ($\alpha$) |
|---------------------|------------------|------------|----------------------|
| 28                  | 0.8585           | 1585       | 0.1090               |
| 30                  | 0.5927           | 2400       | 0.2780               |
| 32                  | 2.1917           | 595        | 0.2575               |
| 34                  | 1.5416           | 595        | 0.3070               |
| 36                  | 1.4318           | 595        | 0.3565               |
| 38                  | 1.9049           | 595        | 0.4060               |
| 40                  | 3.0049           | 595        | 0.4555               |
| 42                  | 3.8368           | 595        | 0.5545               |
| 44                  | 3.0705           | 595        | 0.6040               |
4.2. Outdoor Temperature Prediction Results

To validate the effectiveness of the proposed Elman NN based outdoor temperature prediction, the 3-day outdoor profile shown in Figure 3 was used for Elman NN model training and test. The 3-day temperature has 72 points of hourly temperature in total. The prediction window is set as 4 so the total data point number for NN test set is \(72 - 4 = 68\), and it is divided into two groups, 34
points each. After selecting the proper values for the Elman Training algorithm, we can get the training results in Figure 13a,b. From Figure 13a we can see that the Elman model output value is very close to the true value by the training procedure regression. From Figure 13b we can see that the error is less than 0.6 degrees, which means the model regression accuracy is very high. To test the generalization ability of the proposed Elman NN model, the other group of 34 points data is used for validation, and the results are shown in Figure 13c,d. From Figure 13c, we can see that the estimation value is also very close to the true value. From Figure 13d we can see that the estimation error is within the acceptable range (less than 2 degrees) although it is a little higher than training error. Based on the training regression and test validation results, we can conclude that the Elman NN model can generate an effective prediction of outdoor temperatures.

![Figure 13. Outdoor Temperature prediction results.](image)

### 4.3. Online Adaptive Control Results

To validate the proposed online adaptive control scheme for the AC cooling under Qatar weather conditions, daily indoor temperature control scenarios are considered in the this paper. In general, the comfort indoor temperature is set as 25 °C with an acceptable variation range of 2 °C. Moreover, due to the slow time-variant characteristics of the outdoor temperature, a two-hour interval is a reasonable time zone to evaluate the weather temperature in existing weather measurement applications.

#### 4.3.1. Case 1- One-Day Typical Case in Doha of Qatar

To verify the effectiveness of the proposed scheme, the second day outdoor temperature profile in Figure 3, which is a typical day with large temperature variations, was selected for the data analysis. To compare the performance between the proposed optimal control and the PWM control mentioned in the literature review, comparative experiments are also conducted to re-implement the PWM control in the same house model as the proposed optimal control under same Qatar outdoor condition. The implemented PWM control has an adjustable pulse-width based PID control structure. In this PWM
control, the PWM period is constant while the duty ratio/pulse width is adjusted as a continuous control variable to avoid the fast switching in the On-Off control. In addition, a PID module is added to make the tracking control to converge in a smooth way with acceptable oscillation error. The PWM control diagram is shown in Figure 14, and the period time of the PWM pulse is set as 500 s, which is similar as the minimum period of the optimal control. The detailed AC control process variables such as AC consumption power, period time and duty ratio are shown in Figure 15, and the temperature control results are presented in Figure 16.

![Figure 14. PWM control diagram.](image)

![Figure 15. Online optimal control variables and parameters.](image)
highest. In a summary of all the plots, the results demonstrate that the control process can track the ambient temperature change and respond with appropriate control action in a real-time manner.

Figure 16 shows that the optimization AC cooling results under a typical day in summer. From the indoor temperature profile, we can see that the control scheme is effective to stabilize the indoor temperature at 25 °C and be within the temperature fluctuation range although the curve is a little offset from the target curve at some instances. From the outdoor temperature profile, we can see that the outdoor temperature changes from 27 °C to 46 °C at a gap almost 20 °C, but the control process can adaptively accommodate these variations by adjusting the control optimization parameters. Therefore, it is demonstrated that the proposed scheme applies for a typical large-variation scenario.

In addition, Figure 16 also shows the temperature profile comparison between the PWM control and the proposed optimal control. Both the PWM control and the optimal control can stabilize the target indoor temperature at 25 °C, although the outdoor temperature changes in a large daily range of 20 °C. The PWM control oscillates at the transition time of the outdoor temperature’s rapid change while the proposed optimal control can accommodate this rapid transition in a smoother way. Moreover, the rapid transition causes the PWM control taking a large range of oscillation (between 23 °C to 27 °C) to converge into the target indoor temperature 25 °C, while the optimal control can stabilize at a smaller range (between 24 °C to 26 °C). Through this comparison, it can be demonstrated that the optimal control has a better control performance than the PWM control in both stabilization accuracy and transition convergence speed.

Figure 16. Temperature control profile in a typical day with large temperature variations.

By investigating more details about the control variables of the control approaches, the power profile for the optimal control and the PWM control is shown in Figure 17a,b, respectively. The duty ratio profile of the PWM control is shown in Figure 17c. By comparing Figure 17a,b, it can be concluded that the optimal control has less pulses than the PWM control, and the cost due to switch is obviously reduced. From Figure 17c, we can see that the duty ratio is a continuous variable which changes according to the outdoor temperature profile, which means that the PWM control can smooth the transition in a better way that the conventional On-Off control, although it is not the optimum comparing to the proposed optimum control.

Based on the fixed period value (500 s) and corresponding duty ratio sampling in each time duration, the cost in terms of COP in (10) is calculated, and the cost comparison in the corresponding time period is shown in Table 4. From the table, we can see the proposed optimal control has less cost than the PWM control in each time duration, which means the proposed optimal control has a better
control performance for multiple objectives, which consider both Coefficient of Performance, and AC compressor weariness due to On-Off switching.

![Figure 17. PWM control process variables.](image)

**Table 4.** Cost comparison between PWM control and the proposed optimal control.

| Time Duration | Duty Ratio α(%) | Cost of PWM Control | Cost of Optimal Control |
|---------------|-----------------|---------------------|------------------------|
| 0 AM-2 AM     | 1               | 14.85               | 1.1420                 |
| 2 AM-4 AM     | 11.76           | 7.77                | 1.1420                 |
| 4 AM-6 AM     | 16.02           | 1.75                | 1.3436                 |
| 6 AM-8 AM     | 37.90           | 4.59                | 2.0533                 |
| 8 AM-10 AM    | 45.61           | 11.06               | 2.8456                 |
| 10 AM-12 AM   | 64.68           | 6.26                | 5.3890                 |
| 12 AM-2 PM    | 66.02           | 14.67               | 5.3890                 |
| 2 PM-4 PM     | 61.07           | 112.89              | 3.0836                 |
| 4 PM-6 PM     | 33.24           | 56.58               | 2.1577                 |
| 6 PM-8 PM     | 19.01           | 10.07               | 2.5015                 |
| 8 PM-10 PM    | 16.43           | 12.33               | 2.2423                 |
| 10 PM-12 PM   | 17.02           | 29.89               | 1.3436                 |

4.3.2. Case 2- Cases through Three Hot Seasons in Doha of Qatar

To demonstrate the validity of the proposed scheme under three hot seasons in Qatar, complete yearly outdoor temperature data taken from our measurements, from June of 2018 to June of 2019, were used. As can be seen from Figure 18, the outdoor temperature is fully or partially over 25 degrees except from December to March. In other words, spring, summer, and autumn are all hot seasons in Qatar. Thus, AC cooling is essential and the proposed optimization scheme can be applied. Considering this diversity of the Qatar desert climate, profiles of three typical days in each season, which include 2019/8/6, 2018/11/6, 2019/5/6, were selected to validate the proposed scheme for the three seasons of summer, autumn, and Spring, respectively.

As the hottest month of the year in Qatar, August is a typical for AC cooling scenarios due to its high outdoor temperature and resulting cooling load. The validation results for the selected summer day in August are presented in Figure 19. The outdoor temperature profile shows that it varies from 32 °C to 46 °C in one summer day, which means that the gap between peak point and valley point is large and the AC needs to adaptively accommodate the corresponding time-variant cooling load.
From the optimum temperature control profile, we can see that the oscillation period time at the peak point of the outdoor temperature is the shortest because it needs to generate the highest cooling effort. With 2-h interval time zone moving, the duty ratio and period time are both set as the best optimized value by the offline optimizations. Although the profile is not always close to the central of the target temperature of 25 °C, the temperature variation range is within 1 °C. This result demonstrates that the proposed AC control scheme can achieve the optimal cooling effect within the comfort level need of AC cooling.

![Outdoor Temperature Profile (2018/6/1-2019/6/1) in City of Doha](image1)

**Figure 18.** Yearly Outdoor Temperature Profile from June of 2018 to June of 2019.

![Optimal control for typical summer day in Aug of 2018](image2)

**Figure 19.** Optimal control for typical summer day in Aug of 2018.

The validation result for a typical autumn day, in November of 2018, is presented in Figure 20. As shown in the outdoor temperature profile, it changes from 27 °C to 29 °C in one autumn season day. This means that the gap during the same day is very small, and also, the cooling load is lighter compared to summer days. From the optimum temperature control profile, we can see that the oscillation period time is longer than the summer case because of the lighter cooling load. The control profile is always kept to approach the target 25 °C with 1 °C variation range. These results demonstrate the effectiveness of the proposed scheme during autumn days in Qatar.

The validation result for a typical spring day, in May of 2019, is shown in Figure 21. The outdoor temperature changes from 27 °C to 37 °C in one spring season day. This means the gap during the same day is smaller compared to summer days, and also the cooling load is changing quickly within same day. From the optimum temperature control profile, we can see that the oscillation period time is set with a very different value range because the cooling load is changing with large value range. The control profile is a little off the target 25 °C due to the large variations of AC control parameter
tuning, but it still satisfy the comfort level by approaching the target 25 °C within 2 °C variation range. These results demonstrate the effectiveness of the proposed scheme under spring season days in Qatar.

![Figure 20](image1.png)

**Figure 20.** Optimal control for typical autumn day in November 2018.

![Figure 21](image2.png)

**Figure 21.** Optimal control for typical spring day in May of 2019.

**Remark 3.** Because of the significance of Qatar’s extremely hot weather conditions, AC Optimization and control in this region is very different from other regions. Particular challenges such as large daily temperature peaks, heavy cooling load through the year, AC Group Consumption peaks, and local resident electricity consumption behaviours, also need to be considered. To address these challenges, effective optimization solutions are supposed to be applied for multiple objectives but not only COP and switching cost. Therefore, the needed optimization process will be more complicated, and accordingly, more advanced optimization theories such as optimization feasible zone, and tools including cloud-computing and super-computing are needed for future studies.

**5. Conclusions**

This paper presents a new optimal control strategy that improves existing conventional On-Off control for air conditioning under the harsh desert climate of Qatar. The optimum AC control is achieved based on an integration between off-line optimization and online adaptive control. The optimization process involves the use of a multiple objectives methodology driven by a cost function for maximum energy efficiency (COP) and minimized compressor weariness. This control scheme offers a practical trade-off between online and off-line optimization methods where the multiple objective optimization is achieved without excessive computational needs. By simulating several AC cooling scenarios, based on our experimental weather data from the outdoor test facility at Qatar Environment and Energy Research Institute, the resulting performance is very promising. More
optimization objectives and factors such as sizing AC unit numbers, AC power fluctuations and impact to grid will be considered for future work.
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