SimpleTran: Transferring Pre-Trained Sentence Embeddings for Low Resource Text Classification

Siddhant Garg*, Rohit Kumar Sharma*, Yingyu Liang
Department of Computer Sciences
University of Wisconsin Madison
{sidgarg,rsharma,yliang}@cs.wisc.edu

Abstract

Fine-tuning pre-trained sentence embedding models like BERT has become the default transfer learning approach for several NLP tasks like text classification. We propose an alternative transfer learning approach called SimpleTran which is simple and effective for low resource text classification characterized by small sized datasets. We train a simple sentence embedding model on the target dataset, combine its output embedding with that of the pre-trained model via concatenation or dimension reduction, and finally train a classifier on the combined embedding either by fixing the embedding model weights or training the classifier and the embedding models end-to-end. Keeping embeddings fixed, SimpleTran significantly improves over fine-tuning on small datasets, with better computational efficiency. With end-to-end training, SimpleTran outperforms fine-tuning on small and medium sized datasets with negligible computational overhead. We provide theoretical analysis for our method, identifying conditions under which it has advantages.

1 Introduction

There has been significant progress in pre-training sentence embedding models on large text corpora recently (Devlin et al., 2018; Peters et al., 2018; Howard and Ruder, 2018). Typically these powerful models have a large number of parameters and hence require large-scale training data.

Many real world NLP applications have small or medium-sized datasets from special domains, such as finance, political science, and medicine unlike many popularly studied applications like Machine Translation and Question Answering in the academic research community which have large datasets. A popular trend in NLP recently (Cherry et al., 2019) has been combating the issue of resource scarceness and developing algorithms for low resource settings. In this paper, we consider the task of text classification in a low resource setting which is characterised by the availability of only a small number of training examples.

Fine-tuning (FT) powerful pre-trained models like BERT has recently become the de facto standard for text classification tasks. This entails learning a classifier on the sentence embedding from a pre-trained model while fine-tuning the pre-trained model at the same time. Typically, FT significantly improves the performance on the target data, since pre-training is done on general domain datasets, while the target data stems from special domains with significant semantic differences. FT has been shown to be a simple and effective strategy for several datasets like GLUE (Wang et al., 2018), DBpedia (Lehmann et al., 2015), Sogou News (Wang et al., 2008), etc. which typically have hundreds of thousands of training points.

However, some recent works (Garg et al., 2019) show that FT in a low resource domain may be unstable having a high variance due to lack of enough data to specialize the general semantics learned by the pre-trained model to the target domain. Other works (Sun et al., 2019a; Arase and Tsujii, 2019) have tried to improve upon fine-tuning pre-trained models like BERT when the target datasets are small. Further, Houlsby et al. discuss that fine-tuning all layers of the pre-trained model maybe sub-optimal for small datasets.

The popularity of FT and lack of work on transfer learning methods beyond FT leads us to some natural questions: Is there an alternative simple efficient method to enhance the specialization of pre-trained models to the target special domains for small-sized datasets? When will it have significant advantages over fine-tuning?

In this work, we propose a simple and effi-
cient method called SimpleTran for transferring pre-trained sentence embedding models for low resource datasets from specific domains. First, we train a simple sentence embedding model on the target dataset (which we refer to as the domain specific model). We combine the embeddings from this model with those from a pre-trained model using one of three different combination techniques: Concatenation, Canonical Correlation Analysis (CCA), and Kernel Canonical Correlation Analysis (KCCA). Once we have the combined representation, we train a linear classifier on top of it in two different ways: 1) by training only the classifier while fixing the embedding models, or 2) by training the whole network (the classifier plus the two embedding models) end-to-end. The former is simple and efficient. The latter gives more flexibility for transferring at the expense of a marginal computational overhead compared to FT.

We perform experiments on seven small to medium-sized text classification datasets over tasks like sentiment classification, question type classification and subjectivity classification, where we combine domain specific models like Text-CNN with pre-trained models like BERT. Results show that our simple and straightforward method is applicable to different datasets and tasks with several advantages over FT. First, our method with fixed embedding models using concatenation and KCCA can achieve significantly better prediction performance on small datasets and comparable performance on medium-sized datasets. It reduces the run time by 30%−50%, without the large memory GPUs required for FT. Second, our method with end-to-end training outperforms FT, with less than 10% increase in the run time and about 1% increase in memory. We provide theoretical analysis for our combination methods, identifying conditions under which they work.

2 Related Work

Here we focus on the recent progress in pre-trained models that can provide sentence embeddings (explicitly or implicitly) (Peters et al., 2018; Radford et al., 2018). Among these, InferSent (Conneau et al., 2017) is trained on natural language inference data via supervised learning and generalizes well to many different tasks. GenSen (Subramanian et al., 2018) aims at learning a general purpose, fixed-length representation of sentences via multi-task learning, which is useful for transfer and low-resource learning. BERT (Devlin et al., 2018) learns language representations via unsupervised learning using a deep transformer architecture thereby exploiting bidirectional contexts.

The standard practice for transferring these pre-trained models is FT the pre-trained model by doing end-to-end training on both the classifier and the sentence embedding model (Howard and Ruder, 2018, Radford et al., 2018; Peters et al., 2019; Sun et al., 2019). There exist other more sophisticated transferring methods, but they are typically much more expensive or complicated. For example, Xu et al. does “post-training” the pre-trained model on the target dataset, Houlsby et al. injects specifically designed new adapter layers, and Wang et al. first trains a deep network classifier on the fixed pre-trained embedding and then fine-tunes it. Our focus is to propose alternatives to FT for the low resource setting with similar simplicity and computational efficiency, and study conditions where it has significant advantages.

Several prior works for transferring machine learning models exist including that by Daume III which proposes to use \([x, x, 0]\) and \([x, 0, x]\) as the features for a source and target data point respectively where \(x\) is a representation of the point, and then train a classifier on top of the union of the source and target data. There are subsequent variants to this like Kim et al.; Kim et al. (Yu and Jiang, 2016) using auxiliary tasks, (Li et al., 2017; Chen et al., 2018) using adversarial training, and (He et al., 2018) using semi-supervision to align the source and target representations and then train on the source labels. A recent work (Arase and Tsujii, 2019) uses phrasal paraphrase relations to improve over BERT FT on small datasets. This however only applies to language understanding tasks which involve para-phrasal relations. Sun et al. show that within-task pre-training can harm the performance of pre-trained models for small datasets. This provides motivation for a transfer learning strategy not involving additional pre-training.

3 Methodology

Let \(s\) denote a sentence, and assume that we have a sentence embedding model \(v_{1s} = f_1(s)\) which is pre-trained in a source domain and maps \(s\) to a vector \(v_{1s} \in \mathbb{R}^d\). Here \(f_1\) is assumed to be a large and powerful model such as BERT. Given a set of labeled training sentences \(S = \{(s_i, y_i)\}_{i=1}^m\) from a target domain, our goal is to use \(f_1\) and \(S\) to learn
a classifier that works well on the target domain.  

**SimpleTran** first trains a sentence embedding model $f_2$ different from $f_1$ on $S$, which is typically much smaller than $f_1$ and thus can be trained on the small dataset. $f_2$ can be learned through unsupervised (such as Bag-of-Words) or supervised (such as a text CNN (Kim, 2014) where the last layer is regarded as the sentence embedding) learning techniques. Let $v_{2s} = f_2(s) \in \mathbb{R}^d$ denote the embedding from this model. Our method combines $v_{1s}$ and $v_{2s}$ to get an adaptive sentence representation $\hat{v}_s$ using one of 3 approaches:

**Concatenation:** We use $\hat{v}_s^T = [v_{1s}^T, v_{2s}^T]$. We also consider $\hat{v}_s^T = [v_{1s}^T, \alpha v_{2s}^T]$ for some hyperparameter $\alpha > 0$, to have different emphasis on the two embeddings. Note that previous work (e.g., ELMo (Peters et al., 2018)) uses concatenation of the two embeddings. Let $\sigma_{V_1}$ and $\sigma_{V_2}$ be the variances of $v_{1s}$ and $v_{2s}$.

**CCA:** Canonical Correlation Analysis (Hotelling, 1936) learns linear projections $\Phi_1$ and $\Phi_2$ into dimension $d$ to maximize the correlations between the projections $\{\Phi_1 v_{1s}\}$ and $\{\Phi_2 v_{2s}\}$. Formally, we compute

$$(\Phi_1, \Phi_2) = \max_{\Phi_1, \Phi_2} \frac{\mathbb{E}_s[\langle P_1 v_{1s}, P_2 v_{2s} \rangle]}{\sqrt{\mathbb{E}_s[\|P_1 v_{1s}\|_2^2]} \sqrt{\mathbb{E}_s[\|P_2 v_{2s}\|_2^2]}}$$

where $\mathbb{E}_s$ is the average over the training data, $d$ is a parameter satisfying $d \leq \min\{d_1, d_2\}$. To maximize the representation power, we use $d = \min\{d_1, d_2\}$. Then we set $\hat{v}_s^T = \frac{1}{\sqrt{2}} \Phi_1 v_{1s} + \frac{1}{\sqrt{2}} \Phi_2 v_{2s}$.

**KCCA:** Kernel Canonical Correlation Analysis (Schölkopf et al., 1998) first applies non-linear projections $g_1$ and $g_2$ and then CCA on $\{g_1(v_{1s})\}_{i=1}^{m_1}$ and $\{g_2(v_{2s})\}_{i=1}^{m_2}$. The technical details can be found in (Schölkopf et al., 1998) or (Hardoon et al., 2004). Again, we set $d = \min\{d_1, d_2\}$ and $\hat{v}_s^T = \frac{1}{\sqrt{2}} g_1(v_{1s}) + \frac{1}{\sqrt{2}} g_2(v_{2s})$.

Finally, our method trains a linear classifier $c(\hat{v}_s)$ on $\hat{v}_s$ using the target dataset $T$ in two different ways: (i) Training only the classifier $c$ while fixing the weights of the underlying embedding models $f_1$ and $f_2$, (ii) End-to-end training the classifier $c$ as well as $f_1$ and $f_2$.

Since CCA and KCCA have computationally expensive projections and concatenation is observed to have strong performance in our experiments, we use the end-to-end training method only for concatenation, which we refer to as ConcatFT (See Figure 1 for an illustration). Therefore, we have 4 variants of **SimpleTran**: 3 on fixed embedding models (Concat, CCA, and KCCA), and one with end-to-end training (ConcatFT).

**4 Theoretical Analysis**

For insights on how our methods affect the information contained in the representations for classification, we analyze them under a theoretical model of the data. We present the theorems here and provide proofs and discussion in the supplementary.

**Theoretical model** Assume there exists a “ground-truth” embedding vector $v_s^*$ for each sentence $s$ with label $y_s$, and a linear classifier $f^*(s) = \langle w^*, v_s^* \rangle$ with a small loss $L(f^*) = \mathbb{E}_s[\ell(f^*(s), y_s)]$ w.r.t. some loss function $\ell$ (such as cross-entropy), where $\mathbb{E}_s$ denotes the expectation over the true data distribution. The good performance of the concatenation method (see Section 5) suggests that there exists a linear relationship between the embeddings $v_{1s}$, $v_{2s}$ and $v^*$. So our theoretical model assumes: $v_{1s} = P_1 v_s^* + \epsilon_1$, and $v_{2s} = P_2 v_s^* + \epsilon_2$ where $\epsilon_i$’s are noises independent of $v_s^*$ with variances $\sigma_i^2$. If $P^T = [P_1^T, P_2^T]$ and $\epsilon^T = [\epsilon_1^T, \epsilon_2^T]$, then the concatenation is $\hat{v}_s = [v_{1s}, v_{2s}]^T = P v_s^* + \epsilon$. Let $\sigma = \sqrt{\sigma_1^2 + \sigma_2^2}$.

**4.1 Concatenation**

We have the following theorem about the prediction power of concatenation.

![Figure 1: ConcatFT of Text-CNN and BERT](image-url)
Theorem 1. Suppose the loss function is \(\lambda\)-Lipschitz for the first parameter, and \(P\) has full column rank. Then there exists a linear classifier \(\hat{f}\) over \(\tilde{v}_s\) such that \(L(\hat{f}) \leq L(f^*) + \lambda \sigma \| (P^1)^\top w^* \|_2\) where \(P^1\) is the pseudo-inverse of \(P\).

Proof. Let \(\hat{f}\) have weight \(\bar{w} = (P^1)^\top w^*\). Then

\[
\langle \bar{w}, \bar{v}_s \rangle = \langle (P^1)^\top w^*, P \bar{v}_s^* + \epsilon \rangle = \langle w^*, P^1 P \bar{v}_s^* \rangle + \langle (P^1)^\top w^*, \epsilon \rangle = \langle w^*, \bar{v}_s^* \rangle + \langle (P^1)^\top w^*, \epsilon \rangle.
\]

Then the difference in the losses is

\[
L(\hat{f}) - L(f^*) = \mathbb{E}_s[\ell(\hat{f}(s), y_s) - \ell(f^*(s), y_s)] \
\leq \lambda \mathbb{E}_s|\hat{f}(s) - f^*(s)| \
= \lambda \mathbb{E}_s|(P^1)^\top w^*, \epsilon| \
\leq \lambda \sqrt{\mathbb{E}_s|(P^1)^\top w^*|^2|\epsilon|_2^2} \
= \lambda \sigma \| (P^1)^\top w^* \|_2
\]

where we use the Lipschitz-ness of the loss in the second step, Jensen’s inequality in the fourth, and Cauchy-Schwarz inequality in the fifth.

The assumption of Lipschitz-ness of the loss implies that the loss changes smoothly with the prediction. The assumption on \(P\) having full column rank implies that \(v_{1s}, v_{2s}\) contain the information of \(v^*_s\) and ensures that \(P^1\) exists.\(^2\)

Explanation: Suppose \(P\) has singular vector decomposition \(P = U \Sigma V^\top\), then \(\| (P^1)^\top w^* \|_2 = \| (\Sigma^1)^\top V^\top w^* \|_2\). So if the top right singular vectors in \(V\) align with \(w^*\), then \(\| (P^1)^\top w^* \|_2\) will be small. This means that if \(P_1\) and \(P_2\) together cover the direction \(w^*\), they can capture information important for classification, and then there will be a good linear classifier on the concatenated embeddings (assuming the noise level \(\sigma\) is not too large).

Consider a simple example where \(v^*_s\) has 4 dimensions, and \(w^* = [1, 1, 0, 0]^\top\), i.e., only the first two dimensions are useful for classification. Suppose \(P_1 = \text{diag}(c, 0, 1, 0)\) is a diagonal matrix, so that \(v_{1s}\) captures the first dimension with scaling factor \(c > 0\) and the third dimension with factor 1, and \(P_2 = \text{diag}(0, c, 0, 1)\) so that \(v_{2s}\) captures the other two dimensions. Hence we have \((P^1)^\top w^* = [1/c, 1/c, 0, 0]^\top\), and thus \(L(\hat{f}) \leq L(f^*) + \sqrt{2\lambda^2 \sigma^2}\). Thus the quality of the classifier is determined by the noise-signal ratio \(\sigma/c\). If \(c\) is small, implying that \(v_{1s}\) and \(v_{2s}\) contain a large amount of noise, then the loss is large. If \(c\) is large, implying that \(v_{1s}\) and \(v_{2s}\) contain useful information for classification along and very low noise, then the loss is close to that of \(f^*\). Note that \(\hat{f}\) can be much better than any classifier that uses only \(v_{1s}\) or \(v_{2s}\) since the latter only has a part of the features determining the class labels.

4.2 Dimension Reduction

A significant observation in our experiments (see Section 5) is that CCA on the embeddings leads to worse performance (sometimes much worse) than concatenation. To explain this, the following theorem constructs an example, which shows that even when \(v_{1s}\) and \(v_{2s}\) have good information for classification, CCA can eliminate it and lead to bad performance.

Theorem 2. Let \(\tilde{v}_s\) denote the embedding for sentence \(s\) obtained by concatenation, and \(\tilde{v}_s\) denote that obtained by CCA. There exists a setting of the data and \(w^*, \epsilon\) such that there exists a linear classifier \(\tilde{f}\) on \(\tilde{v}_s\) with the same loss as \(f^*\), while CCA achieves the maximum correlation but any classifier on \(\tilde{v}_s\) is at best random guessing.

Proof. Suppose we do CCA to \(d\) dimensions. Suppose \(v^*_s\) has \(d + 2\) dimensions, each being an independent Gaussian. Suppose \(w^* = [1, 1, 0, \ldots, 0]^\top\), and the label is \(y_s = 1\) if \([w^*, v^*_s] \geq 0\) and 0 otherwise. Suppose \(\epsilon = 0\), \(P_1 = \text{diag}(1, 0, 1, \ldots, 1)\), and \(P_2 = \text{diag}(0, 1, 1, \ldots, 1)\).

Let the linear classifier \(\hat{f}\) have weight \([1, 0, 0, 0, 1, 0]^\top\) where \(0\) is the zero vector of \(d\) dimensions. Clearly, \(\hat{f}(s) = f^*(s)\) for any \(s\), so it has the same loss as \(f^*\).

For CCA, since the coordinates of \(v^*_s\) are independent Gaussians, \(v_{1s}\) and \(v_{2s}\) only have correlation in the last \(d\) dimensions. Solving the CCA optimization, the projection matrices for both embeddings are the same \(\phi = \text{diag}(0, 0, 1, \ldots, 1)\) which achieves the maximum correlation. Then the CCA embedding is \(\tilde{v}_s = [0, 0, (v^*_s)_{3:(d+2)}]\) where \((v^*_s)_{3:(d+2)}\) are the last \(d\) dimensions of \(v^*_s\), which contains no information about the label. Therefore, any classifier on \(\tilde{v}_s\) is at best random guessing.

Explanation: Intuitively, \(v_{1s}\) and \(v_{2s}\) have some common information and each has a set of special
Empirical Verification of Theorem 2 An important insight from the analysis is that when the two sets of embeddings have special information that is not shared with each other but is important for classification, then CCA will eliminate such information and have bad prediction performance. Let \( r_{2a} = v_{2a} - \Phi_2 v_{2s} \) be the residue vector for the projection \( \Phi_2 \) learned by CCA for the special domain, and similarly define \( r_{1s} \). Then the analysis suggests that the residues \( r_{1s} \) and \( r_{2a} \) contain information important for prediction. We conduct experiments for BERT+CNN-non-static on Amazon reviews, and find that a classifier on the concatenation of \( r_{1s} \) and \( r_{2a} \) has accuracy 96.3\%. This is much better than 81.3\% on the combined embeddings via CCA. These observations provide positive support for our analysis.

5 Experiments

5.1 Datasets

We evaluate our method on different text classification tasks including sentiment classification, question type classification, subjectivity classification, etc. We consider 3 small datasets: derived from Amazon, IMDB and Yelp reviews; and 4 medium-sized datasets: movie reviews (MR), opinion polarity (MPQA), question type classification (TREC) and subjectivity classification (SUBJ). The Amazon, Yelp and IMDB review datasets capture sentiment information from different target domains which is very different from the general text corpora of the pre-trained models and have been used in recent related work (Sarma et al., 2018). The dataset statistics are summarized in Table 1.

- **Amazon**: A Amazon product reviews dataset with ‘Positive’ / ‘Negative’ reviews \(^3\).
- **IMDB**: A dataset of movie reviews on IMDB with ‘Positive’ or ‘Negative’ reviews \(^3\).
- **Yelp**: A dataset of restaurant reviews from Yelp with ‘Positive’ or ‘Negative’ reviews\(^3\).
- **MR**: A dataset of movie reviews based on sentiment polarity and subjective rating (Pang and Lee, 2005)\(^4\).
- **MPQA**: An unbalanced dataset (70\% negative examples) for opinion polarity detection (Wiebe and Wilson, 2005)\(^5\).
- **TREC**: A question type classification dataset with 6 classes for questions about a person, location, numeric information, etc. (Li and Roth, 2002)\(^6\).
- **SUBJ**: A dataset for classifying a sentence as subjective or objective (Pang and Lee, 2004).

| Dataset      | c | N | Test |
|--------------|---|---|------|
| Amazon       | 2 | 1000 | 100 |
| IMDB         | 2 | 1000 | 100 |
| Yelp         | 2 | 1000 | 100 |
| MR           | 2 | 10662 | 1067 |
| MPQA         | 2 | 10606 | 1060 |
| TREC         | 6 | 5952 | 500 |
| SUBJ         | 2 | 10000 | 1000 |

Table 1: Dataset statistics. \( c \): Number of classes, \( N \): Dataset size, \( Test \): Test set size (if no standard test set, we use a random train/dev/test split of 80/10/10 \%)

5.2 Models for Evaluation

We choose 2 domain specific models: A Bag-of-Words model that averages word vectors in the sentence to get its embedding; and a Text-CNN (Kim, 2014) with 3 approaches to initialize the word embeddings: (i) randomly initialized which we refer to as CNN-rand (ii) initialized with GloVe vectors and made non-trainable which we refer to as

\(^3\)https://archive.ics.uci.edu/ml/datasets/Sentiment+Labelled+Sentences
\(^4\)https://www.cs.cornell.edu/people/pabo/movie-review-data/
\(^5\)http://mpqa.cs.pitt.edu/
\(^6\)http://cogcomp.org/Data/QA/QC/
CNN-static and (iii) initialized with GloVe vectors and trainable (CNN-non-static). We use 12 layer BERT (Devlin et al., 2018) base uncased model as the pre-trained model. We also experiment with other pre-trained models like GenSen and InferSent and present these results in the Appendix.

5.3 Results on Small Datasets

On the 3 small datasets, we evaluate variants of SimpleTran in Table 2. The key observations from these results are as follows:

- ConcatFT always gets the best performance. Furthermore, even Concat and KCCA always improves over the used baselines (the domain specific and fine-tuned BERT). This demonstrates its effectiveness in transferring the knowledge from the general domain while exploiting the target domain. The CCA variant shows inferior performance, worse than the baselines. Our analysis in Section 4 shows that this is because CCA can potentially remove useful information and capture nuisance or noise. This is also further verified empirically at the end of this section.

- Concat is simpler and computationally cheaper than KCCA and achieves better results, hence is the recommended method over KCCA.

- Our method gets better results using better domain specific models (using CNN instead of BOW). This is because better specific models capture more domain specific information useful for classification.

The Concat, CCA and KCCA variants of our method require less computational resources than BERT-FT. The total time of our method is the time taken to train the text-CNN, extract BERT embeddings, apply a combination (concatenation, CCA, or KCCA), and train a classifier on the combined embedding. For the Amazon dataset, Concat requires about 125 seconds, reducing around 30% of the 180 seconds for FT BERT. Additionally, our approach has small memory requirements as it can be computed on a CPU in contrast to BERT-FT which requires, at minimum, a 12GB memory GPU. The total time of ConcatFT is 195 seconds, which is less than a 9% increase over FT. It also has a negligible 1.04% increase in memory (the number of parameters increases from 109,483,778 to 110,630,332 due to the text-CNN).

5.4 Results on Medium-sized Datasets

We use the CNN-non-static model and omit KCCA due to its inefficient non-linear computations and summarize the results in Table 3. Again, ConcatFT achieves the best performance on all the datasets improving the performance of BERT-FT. This improvement comes at small computational overhead. On the MR dataset, ConcatFT requires 610 seconds which is about 9% increase over the 560 seconds of BERT-FT, and recall that it only has about 1% increase in memory. Concat can achieve comparable test accuracy on all the tasks while being much more computationally efficient. On the MR dataset, it requires 290 seconds, reducing about 50% of the 560 seconds for BERT-FT.

Table 2: Test accuracy for Amazon, Yelp and IMDB datasets. BOW, CNN-R, CNN-S and CNN-NS refers to Bag of Words, text CNN with random initialised, static and non-static word embeddings. Best results in boldface.

| Dataset | BOW | CNN-R | CNN-S | CNN-NS |
|---------|-----|-------|-------|--------|
| Amazon  | 92.9 | 91.1  | 94.7  | 95.9   |
| Yelp    | 91.67| 92.7  | 95.2  | 95.8   |
| IMDB    | 93.50| 97.2  | 98.3  |

Table 3: Test accuracy for medium-sized datasets. Best results on the datasets are highlighted in boldface.

| Dataset | MR | MPQA | SUBJ | TREC |
|---------|----|------|------|------|
| CNN-non-static | 80.93 | 88.38 | 89.25 | 92.98 |
| BERT No-FT | 83.26 | 87.44 | 95.96 | 88.06 |
| Adapter BERT | 85.55 | 90.40 | 97.40 | 96.55 |
| BERT FT | 86.22 | 90.47 | 96.95 | 96.40 |
| Concat | 85.60 | 90.06 | 95.92 | 96.64 |
| CCA | 85.41 | 77.22 | 94.55 | 84.28 |
| ConcatFT | 87.15 | 91.19 | 97.60 | 97.06 |
Table 4: Test accuracy for the MR dataset with different training dataset sizes. FT and No-FT refers to BERT fine-tuned and not fine-tuned respectively.

| Size | CNN No-FT | FT | Concat | CCA | ConcatFT |
|------|-----------|----|--------|-----|----------|
| 100  | 76.23     | 75.69 | 76.85  | 73.28 | 55.78    | 78.76    |
| 200  | 74.95     | 77.31 | 79.41  | 77.74 | 61.73    | 80.02    |
| 300  | 78.39     | 78.75 | 80.38  | 80.10 | 58.87    | 80.96    |
| 500  | 78.30     | 80.78 | 82.75  | 80.89 | 79.53    | 83.94    |
| 1000 | 79.29     | 81.96 | 83.88  | 83.85 | 83.37    | 84.82    |
| 2000 | 80.14     | 82.80 | 84.72  | 85.08 | 85.28    | 86.06    |
| 5000 | 80.93     | 83.26 | 86.22  | 85.60 | 85.41    | 87.15    |

| Size | CNN No-FT | FT | Concat | CCA | ConcatFT |
|------|-----------|----|--------|-----|----------|
| 8028 |           |    |        |     |          |

5.5 Effect of Dataset Size

To study the effect of the dataset size on the performance, we vary the training data size in MR dataset via random sub-sampling and then use our method. From Table 4, we observe that ConcatFT gets the best results across all training data sizes, significantly improving over BERT-FT. Concat gets performance comparable to BERT-FT on a wide range of dataset sizes, from 500 points on. The performance of CCA improves with more training data as more data leads to less noise and thus less nuisance information in the obtained embeddings (Ref Sec 4).

We present a qualitative analysis through examples which SimpleTran is able to correctly classify but the pre-trained and domain specific model fail to classify correctly independently in the Appendix.

6 Conclusion

We proposed a simple method for transferring a pre-trained sentence embedding model for text classification tasks in a low resource setting. We experimentally show that our method can transfer the knowledge from the pre-trained model and leverage that in the target domain, leading to substantial improvement over baselines on small and medium-sized datasets. We also provided theoretical analysis identifying the success conditions of the method and explaining the experimental results.
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A Appendix

A.1 Qualitative Analysis

We present some qualitative examples from the Amazon, IMDB and Yelp datasets on which BERT and CNN-non-static are unable to provide the correct class predictions, while Concat or KCCA can successfully provide the correct class predictions in Table 5. We observe that these are either short sentences or ones where the content is tied to the specific reviewing context as well as the involved structure to be parsed with general knowledge. Such input sentences thus require combining both the general semantics of BERT and the domain specific semantics of CNN-non-static to predict the correct class labels.

Correctly classified by KCCA

However the ringtones are not the best, and neither are the games.
This is cool because most cases are just open there allowing the screen to get all scratched up.

Correctly classified by Concatenation

Not nearly as good looking as the amazon picture makes it look.
Magical Help.

(a) Amazon

Correctly classified by KCCA

I would have casted her in that role after ready the script.
Predictable, but not a bad watch.

Correctly classified by Concatenation

I would have casted her in that role after ready the script.
Predictable, but not a bad watch.

(b) IMDB

Correctly classified by KCCA

The lighting is just dark enough to set the mood.
I went to Bachi Burger on a friend’s recommendation and was not disappointed.
dont go here.
I found this place by accident and I could not be happier.

Correctly classified by Concatenation

The lighting is just dark enough to set the mood.
I went to Bachi Burger on a friend’s recommendation and was not disappointed.
dont go here.
I found this place by accident and I could not be happier.

(c) Yelp

Table 5: Sentences from Amazon, IMDB, Yelp datasets where KCCA and concatenation of BERT and CNN-non-static embeddings succeeds while they individually give wrong predictions.

A.2 Training Details, Hyper-parameters

We train domain specific embeddings on the training data and extract the embeddings. We combine these with the embeddings from the pre-trained models and train a regularized logistic regression classifier on top. The classifier is learned on the training data, while using the dev data for hyper-parameter tuning of the regression weights. The classifier can be trained by fixing the weights of the underlying embedding models or training the whole network end-to-end. The performance is tested on the test set. For concatenation, we also tune the hyper-parameter $\alpha$ over the validation data on medium-sized datasets while fixing it to 1 on small datasets. We use test accuracy as the performance metric and report all results averaged over 10 experiments unless mentioned otherwise. The experiments are performed on an NVIDIA Tesla V100 16 GB GPU.

Text-CNN For all datasets, we use filter windows of sizes 3, 4, 5 with 100 feature maps each and a dropout rate of 0.5 trained with $L2$ constraint loss to obtain 384 dimensional sentence embeddings.

BERT We use BERT\(^7\) in two ways: (i) Fine-tuned end-to-end on the train and validation splits of the datasets. BERT fine-tuning results were reported after fine-tuning over the dataset for 20 epochs with early stopping by choosing the best performing model on the validation data. (ii) A classifier learned na"ively on pre-trained BERT model embeddings of 768 dimensions.

InferSent We use the pre-trained InferSent model to obtain 4096 dimensional sentence embeddings using the implementation provided in the SentEval\(^8\) repository. For all the experiments, InferSent v1 was used.

GenSen Similar to the InferSent model, we use the GenSen model implemented in the SentEval repository to obtain 4096 dimensional sentence embeddings.

We build upon code of the SentEval toolkit and use the sentence embeddings obtained from each of the models: BERT, InferSent and GenSen to perform text classification. A batch size of 128 is used and the classifier is trained for 2 epochs on the training data. Further experimental details are presented below:

\(^7\)https://github.com/google-research/bert
\(^8\)https://github.com/facebookresearch/SentEval
| Dataset | Default | BERT | GenSen | InferSent |
|---------|---------|------|--------|-----------|
|         |         | 94.00 ± 0.02 | 82.55 ± 0.82 | 85.29 ± 1.61 |
|         | ConcatFT | 95.70 ± 0.50 | 94.10 ± 0.70 | 94.70 ± 0.70 |
|         | Concat | 94.05 ± 0.23 | 91.30 ± 1.42 | 90.30 ± 1.48 |
|         | KCCA | 93.20 ± 0.98 | 93.80 ± 0.75 | 93.70 ± 1.10 |
|         | CCA | 91.40 ± 0.46 | 91.80 ± 2.48 | 92.70 ± 13.4 |
| Amazon  | BOW | 79.20 ± 2.31 | 80.60 ± 4.87 | 60.80 ± 2.22 |
|         | CNN-rand | 91.10 ± 1.64 | 83.60 ± 1.69 | 61.10 ± 3.47 |
|         | CNN-static | 94.70 ± 0.64 | 83.00 ± 2.45 | 65.50 ± 3.69 |
|         | CNN-non-static | 95.90 ± 0.70 | 84.95 ± 1.45 | 71.40 ± 3.04 |
|         |         | 95.63 ± 0.47 | 92.53 ± 2.46 | 57.14 ± 0.84 |
|         | ConcatFT | 95.80 ± 0.97 | 91.95 ± 4.63 | 94.58 ± 0.31 |
|         | Concat | 95.10 ± 1.63 | 91.53 ± 2.46 | 91.63 ± 0.16 |
|         | KCCA | 91.30 ± 0.98 | 67.83 ± 3.07 | 86.94 ± 1.62 |
|         | CCA | 91.10 ± 1.13 | 90.10 ± 1.13 | 95.70 ± 1.10 |
|         | 81.3 ± 2.72 | 92.71 ± 0.46 | 95.25 ± 0.39 | 95.83 ± 0.14 |
|         | 96.23 ± 1.04 | 97.23 ± 0.70 | 98.34 ± 0.62 | 98.30 ± 0.78 |
|         | 96.50 ± 1.33 | 97.10 ± 0.70 | 98.30 ± 0.78 | 96.2 ± 0.87 |
|         | 91.54 ± 4.63 | 91.91 ± 1.13 | 95.85 ± 0.45 | 95.06 ± 0.56 |
|         | 71.53 ± 2.46 | 67.83 ± 3.07 | 96.10 ± 1.30 | 97.00 ± 0.77 |
|         | 99.83 ± 0.83 | 98.31 ± 0.83 | 96.10 ± 1.30 | 97.00 ± 0.77 |
|         | 95.91 ± 1.23 | 54.70 ± 1.34 | 59.50 ± 1.85 | 59.50 ± 1.85 |
|         | 93.25 ± 0.38 | 96.62 ± 0.46 | 96.76 ± 0.26 | 96.76 ± 0.26 |
|         | 96.20 ± 2.18 | 98.10 ± 0.94 | 98.30 ± 1.35 | 98.30 ± 1.35 |
|         | 94.10 ± 1.87 | 97.90 ± 0.30 | 97.20 ± 0.40 | 97.20 ± 0.40 |
|         | 80.80 ± 2.75 | 83.30 ± 4.47 | 98.47 ± 1.94 | 98.47 ± 1.94 |
|         | 95.63 ± 0.47 | 97.22 ± 0.27 | 97.42 ± 0.31 | 97.42 ± 0.31 |
|         | 95.23 ± 0.38 | 96.19 ± 0.21 | 96.60 ± 0.37 | 96.60 ± 0.37 |
|         | 93.18 ± 2.12 | 87.30 ± 2.12 | 87.47 ± 2.17 | 87.47 ± 2.17 |
|         | 92.30 ± 1.26 | 97.90 ± 1.37 | 97.10 ± 1.22 | 97.10 ± 1.22 |
|         | 92.40 ± 1.11 | 97.62 ± 0.48 | 98.20 ± 1.40 | 98.20 ± 1.40 |
|         | 54.50 ± 4.92 | 54.20 ± 5.15 | 61.00 ± 4.64 | 61.00 ± 4.64 |

Table 6: Test accuracy (± std dev) for Amazon, Yelp and IMDB review datasets. Default values are performance of the domain specific models. Default values for BERT, GenSen and InferSent correspond to fine-tuning these models. Concat-FT refers to Concat Fine-Tuning and gets the best results (in boldface and italic). Concat, CCA, KCCA correspond to classifier trained on the combined embeddings, with fixed embedding model weights and the best results from these are in boldface.

- **Concat**: The hyper-parameter $\alpha$ determines the weight corresponding to the domain specific embeddings. We tune the value of $\alpha$ via grid search in the range [0.002, 500] in multiplicative steps of 10 over the validation data.

- **CCA**: The regularization parameter for canonical correlation analysis is tuned via grid search in [0.00001, 10] in multiplicative steps of 10 over the validation data.

- **KCCA**: We use a Gaussian kernel with a regularized KCCA implementation where the Gaussian sigma and the regularization parameter are tuned via grid search in [0.05, 10] and [0.00001, 10] respectively in multiplicative steps of 10 over the validation data.

- **ConcatFT**: We first train the domain specific model independently on the training data of the target dataset. We combine these embeddings with those obtained from BERT by concatenation. We train a simple linear classifier along with both the Text-CNN and BERT models end-to-end. The end-to-end training is done over the training data for 20 epochs with early stopping by choosing the best performing model on the validation data. As the models can update the embeddings while learning the classifier, we do not use the $\alpha$ parameter for the concatenation here.

### A.3 Results and Error Bounds

We present a comprehensive results along with error bounds on small datasets (Amazon, IMDB and
Table 7: Test accuracy (± std dev) for four medium-sized datasets. Best results on the datasets are highlighted in boldface. The domain specific embedding model used is CNN-non-static, and the pre-trained model used is BERT.

Table 8: Comparing SimpleTran’s test accuracy (± std dev) with Adapter on small and medium-sized datasets. Best results are shown in boldface. SimpleTran’s ConcatFT results outperform Adapter results for all datasets.

A.4 Comparison with Adapter Modules

We compare our method with the Adapter approach of (Houlsby et al., 2019) in Table 8. Recall that the Adapter approach injects new adapter modules into the pre-trained BERT model, freezes the weights of BERT and trains the weights of the adapter module on the target data for transferring. Therefore, our method with fixed embedding models (Concat, CCA and KCCA) can be directly compared with the adapter module approach since neither of them fine-tunes the BERT model parameters. Interestingly, the Concat variant of our method can outperform the Adapter module approach for the small datasets and perform comparably on medium sized datasets having 2 clear advantages over the latter. (i) We do not need to open the BERT model and access its parameters to introduce intermediate layers and hence our method is modular for a large range of pre-trained models. (ii) Concat introduces roughly only 1% extra parameters as compared to the 3 – 4% of the latter thereby being more parameter efficient. The Concat-FT variant of our method which performs end-to-end fine-tuning over the BERT model beats the performance of the Adapter approach for all the datasets.