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ABSTRACT. In this paper, we investigate the use of a mass lumped fully explicit time stepping scheme for the discretisation of the wave equation with underlying material parameters that vary at arbitrarily fine scales. We combine the leapfrog scheme for the temporal discretisation with the multiscale technique known as Localized Orthogonal Decomposition for the spatial discretisation. To speed up the method and to make it fully explicit, a special mass lumping approach is introduced that relies on an appropriate interpolation operator. This operator is also employed in the construction of the Localized Orthogonal Decomposition and is a key feature of the approach. We prove that the method converges with second order in the energy norm, with a leading constant that does not depend on the scales at which the material parameters vary. We also illustrate the performance of the mass lumped method in a set of numerical experiments.
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1. Introduction

Explicit finite element time stepping schemes are popular methods for wave propagation modelling due to their efficiency, scalability, and ease of implementation. However, the time step size of such schemes is dictated by the size of the smallest element in the spatial discretisation. This condition becomes very restrictive when the spatial material parameters vary at a very fine scale, since classical finite element require a very fine mesh to resolve the information at these fine scales.

Multiscale methods can circumvent this problem by preprocessing the spatial material parameters and/or the finite element approximation spaces in a sophisticated manner. The actual simulation can then be performed accurately on a coarse mesh, with a mesh size that no longer depends on the fine scales of the spatial parameters. This significantly reduces the number of degrees of freedom and number of time steps of the actual simulation.

In the context of multiscale wave propagation, the Heterogeneous Multiscale Method (HMM) [16, 17] has been used for the spatial discretisation in [1, 18] and in [19, 2, 6], where the latter focus on long-time wave propagation. However, the HMM is an example of a multiscale method based on analytical homogenisation theory and therefore requires structural assumptions such as scale separation and periodicity. To avoid these assumptions, so-called numerical homogenisation approaches emerged; see, e.g., [5] for an overview. These methods do not rely on results from homogenisation theory and provably work for minimal structural assumptions. In the context of the wave equation, this has for instance been examined in [42]. The approach therein, however, requires a set of assumptions (Cordes-type conditions) that are hard to verify and the method has a large computational overhead due to the global auxiliary (but time-independent) problems that need to be solved. Similarly, also the approach in [30, 29] is based on auxiliary global problems that can be precomputed. The method uses the Multiscale Finite Element Method (MsFEM) introduced in [28], which constructs a set of multiscale basis functions with prescribed values on element boundaries. The method in [44] allows for localization of the auxiliary problems, but these local problems involve more complex biharmonic equations. Based on an interpretation of numerical homogenisation within a game theoretical approach, the use of so-called gamblets has been considered in [43] in a multi-level setting. Yet another multiscale method in [10] relies on a
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generalized MsFEM which is based on the solution of local spectral problems and a discontinuous Galerkin ansatz. An overview of different multiscale methods in connection with the wave equation is presented in [4].

In the present work, we base our construction on the multiscale method known as Localized Orthogonal Decomposition (LOD) [38, 27, 39], which constructs an adapted approximation space based on the solution of localized elliptic sub-problems and provably works under minimal structural assumptions on the spatial material parameters. The LOD has been successfully applied to time-harmonic wave propagation problems, such as the Helmholtz equation; see e.g., [21, 45, 47, 37]. Further, the approach has been studied for the wave equation with an implicit time discretisation [3] and also in connection with an explicit leapfrog method [46, 36]. A very favourable side effect for the combination of the LOD with an explicit scheme is the relaxation of the time step restriction which leads to a complexity reduction in both space and time.

Here, we start from these latter ideas and aim at further reducing the computation costs by the use of a suitable lumping strategy. The overall goal hereby is to keep optimal convergence rates with a rather relaxed time step restriction and a significant speed-up due to the replacement of the mass matrix by a suitable diagonal approximation. A common technique to lump the mass matrix into a diagonal matrix is by taking the sum of each row. Another technique is to evaluate the mass matrix entries using a quadrature rule where the quadrature points coincide with the finite element nodes. These techniques are often equivalent. Mass lumping techniques for the wave equation have been studied for quadrilateral and hexahedral elements [49, 32], also known as spectral elements, triangular elements [13, 14, 40, 8, 41, 15, 34], and tetrahedral elements [40, 8, 22]. A rigorous error analysis and conditions for when mass lumping preserves optimal convergence rates are presented in [22, 23]. The analysis, however, fails when the mass matrix involves a spatial material parameter that varies at a scale much finer than the mesh size. We therefore introduce here an adapted interpolation operator that is then employed for the lumping strategy as well as in the construction of the LOD method such that the resulting lumped multiscale approach maintains a second-order convergence rate in the energy norm.

The rest of the paper is organised as follows. In Section 2, we introduce the heterogeneous wave equation and discuss a classical finite element approximation and a standard mass lumping strategy, which are only reliable if fine oscillations of the material parameters are resolved. We therefore introduce a mass lumped multiscale approach in Section 3 based on the LOD method and a leapfrog discretisation in time. The error of the method is rigorously analysed in Section 4, which marks the main contribution of this work. We then present numerical illustrations in Section 5, before we summarise our conclusions in Section 6.

**Notation.** Throughout this work, we use the following notation. We let $L^2(\Omega)$ denote the Lebesgue space of square-integrable functions on the domain $\Omega$, $H^k(\Omega)$ the Sobolev space of functions in $L^2(\Omega)$ of which all partial derivatives up to order $k$ are also in $L^2(\Omega)$, $H^1_0(\Omega)$ the space of functions in $H^1(\Omega)$ with zero trace on the boundary $\partial\Omega$, and $L^\infty(0,T;X)$, with $X$ a Banach space, the Bochner space of functions $u: (0,T) \to X$ such that $\|u(\cdot, t)\|_X$ is uniformly bounded on $(0,T)$. We abbreviate $\|\cdot\|_0 = \|\cdot\|_{L^2(\Omega)}$, $\|\cdot\|_k = \|\cdot\|_{H^k(\Omega)}$, as well as $\|\cdot\|_\infty,k = \|\cdot\|_{L^\infty(0,T;H^k(\Omega))}$. Restrictions of the norms to subdomains $S \subseteq \Omega$ are denoted with $\|\cdot\|_{k,S}$ and $\|\cdot\|_{\infty,k,S}$. The corresponding semi-norms are denoted by $|\cdot|_k$. Further, we use $C$ for some positive constant that does not depend on the mesh widths $H, h$ or the fine scale on which the spatial coefficients $\alpha$ and $\beta$ (which represent the material parameters) vary, but may depend on the diameter of the domain $\Omega$, the bounds $\alpha_{\text{min}}, \alpha_{\text{max}}, \beta_{\text{min}}$, and $\beta_{\text{max}}$, and the regularity of the mesh. Note that $C$ might change from line to line in the estimates.
2. Classical finite element method for the wave equation

2.1. Wave equation. Let \( \Omega \subset \mathbb{R}^d \) be a bounded polyhedral domain in \( d \) dimensions with a Lipschitz boundary \( \partial \Omega \) and let \( (0, T) \) be a time interval. We consider the wave equation

\[
\begin{align*}
(1a) & \quad \partial_t^2 u = \beta^{-1} \nabla \cdot (\alpha \nabla u) + f \quad \text{in } \Omega \times (0, T), \\
(1b) & \quad u = 0 \quad \text{on } \partial \Omega \times (0, T), \\
(1c) & \quad u|_{t=0} = 0 \quad \text{in } \Omega, \\
(1d) & \quad \partial_t u|_{t=0} = 0 \quad \text{in } \Omega,
\end{align*}
\]

where \( u = u(x, t) \) is the wave field that needs to be computed, \( \partial_t \) denotes the time derivative, \( \nabla = (\partial_1, \partial_2, \ldots, \partial_d)^t \) denotes the vector of partial derivatives \( \partial_i \) with respect to direction \( x_i \) (i.e., \( \nabla \) is the gradient operator and \( \nabla \cdot \) is the divergence operator), \( \alpha = \alpha(x) : 0 < \alpha_{\text{min}} < \alpha(x) < \alpha_{\text{max}} < \infty \) denote bounded spatial coefficients, and \( f = f(x, t) \) denotes the source term.

**Remark 2.1.** The acoustic wave equation can be written in the form of (1). In that case, \( u \) denotes the pressure field and we have \( \alpha = \rho^{-1} \) and \( \beta = \rho^{-1} c^{-2} \), where \( \rho \) denotes the mass density and \( c \) the wave propagation speed.

Assuming that \( f \in L^\infty(0, T; L^2(\Omega)) \), the weak formulation of (1) can be stated as follows: find \( u \in L^\infty(0, T; H^1_0(\Omega)) \), with \( \partial_t u \in L^\infty(0, T; L^2(\Omega)) \) and \( \partial_t(\beta \partial_t u) \in L^\infty(0, T; H^{-1}(\Omega)) \), such that

\[
\begin{align*}
(2) & \quad \langle \partial_t(\beta \partial_t u), w \rangle + \alpha \nabla u, \nabla w \rangle = \langle f, w \rangle \quad \text{for all } w \in H^1_0(\Omega) \text{ and a.e. } t \in (0, T),
\end{align*}
\]

where \( \langle \cdot, \cdot \rangle \) denotes the pairing of distributions in \( H^{-1}(\Omega) \) and functions in \( H^1_0(\Omega) \), and \( (\cdot, \cdot) \) denotes the \( L^2(\Omega) \) (or \( L^2(\Omega)^d \)) inner product. Well-posedness of this problem follows from the proof of [33, Theorem 8.1, Remark 8.2] by replacing the inner product \( (\cdot, \cdot) \) by the weighted \( L^2(\Omega) \) inner product \( (\beta \cdot, \cdot) \).

If \( \partial_t f \in L^\infty(0, T; L^2(\Omega)) \) and \( f|_{t=0} \equiv 0 \), then \( \partial_t^2 u \in L^\infty(0, T; L^2(\Omega)) \); see Lemma 4.13. We can then rewrite (2) as

\[
\begin{align*}
(3) & \quad b(\partial_t^2 u, w) + a(u, w) = b(f, w) \quad \text{for all } w \in H^1_0(\Omega) \text{ and a.e. } t \in (0, T),
\end{align*}
\]

where

\[
b(u, w) := \int_\Omega \beta u w \, dx, \quad a(u, w) := \int_\Omega \alpha(\nabla u) \cdot (\nabla w) \, dx.
\]

In the next subsection, we discuss a discretisation of (3) with classical finite elements.

2.2. Classical finite elements. Let \( T_H \) denote a regular quasi-uniform simplicial/square/cubic mesh of \( \Omega \) of mesh width \( H \). In particular, we assume that

\[
\begin{align*}
\max_{e \in T_H} H_e &= H, & \max_{e \in T_H} H_e^{-1} &\leq \kappa, & \max_{e \in T_H} \frac{H_e}{\rho_e} &\leq \gamma,
\end{align*}
\]

for some positive constants \( \kappa \) and \( \gamma \), where \( H_e \) denotes the diameter of the element \( e \) and \( \rho_e \) denotes the diameter of the largest sphere that can be contained in \( e \). Furthermore, let \( U_H \subset H^1_0(\Omega) \) denote the corresponding linear finite element space, i.e.

\[
U_H := \{ u \in H^1_0(\Omega) : \rho_e \leq \gamma, \text{ for all } \rho \}
\]

where \( \rho \) denotes the element space. For simplicial elements, we set \( U_e = P_1(e) \), where \( P_k(e) \) denotes the space of all polynomials on \( e \) of degree \( k \) or less, and for square/cubic meshes, we set \( U_e = Q_1(e) \), where \( Q_k(e) \) denotes the space of polynomials in \( \text{span}\{x_1^{i_1} x_2^{i_2} \cdots x_d^{i_d} : i_1, i_2, \ldots, i_d \leq k\} \).
on e. The classical finite element method can be formulated as finding $u_H : [0, T] \to U_H$ such that $u_H|_{t=0} = \partial_t u_H|_{t=0} \equiv 0$, and such that

$$\frac{\partial}{\partial t} u_H(x, t) + a(u_H(x, t), w) = b(f(x, t), w) \quad \text{for all } w \in U_H \text{ and } t \in (0, T).$$

Equation (4) can be rewritten as a system of ordinary differential equations. Let $X_H$ denote the set of all vertices of $T_H$ and let $\{x_i\}_{i=1}^{N_x} = X_H \setminus \partial \Omega$ be an ordering of all the vertices in the interior of $\Omega$. Also, let $\phi_i \in U_H$ denote the nodal basis function corresponding to the node $x_i$, i.e.,

$$\phi_i(x_j) = \begin{cases} 1, & i = j, \\ 0, & i \neq j. \end{cases}$$

Next, define matrices $M, A \in \mathbb{R}^{N_x \times N_x}$ and vector functions $\underline{u}, \underline{f}^* : [0, T] \to \mathbb{R}^{N_x}$ as follows:

$$M_{ij} := b(\phi_i, \phi_j), \quad A_{ij} := a(\phi_i, \phi_j),$$

$$\underline{u}_i(t) := u_H(x_i, t), \quad \underline{f}^*(t) := b(f(\cdot, t), \phi_i).$$

Equation (4) can then be rewritten as the following system of ordinary differential equations:

$$M \frac{\partial^2}{\partial t^2} \underline{u}(t) + A \underline{u}(t) = \underline{f}^*(t) \quad \text{for all } t \in (0, T).$$

For the time discretisation, the term $\frac{\partial^2}{\partial t^2} \underline{u}(t)$ can be approximated using a central difference scheme. Let $N_t$ denote the number of time steps, let $\Delta t = T/N_t$ be the time step size, $t_n := n\Delta t$, and let $\underline{u}^n$ represent $\underline{u}(t^n)$. We can approximate $\frac{\partial^2}{\partial t^2} \underline{u}(t^n)$ by the central difference $(\underline{u}^{n+1} - 2\underline{u}^n + \underline{u}^{n-1})/\Delta t^2$. Equation (6) then becomes

$$M \underline{u}^{n+1} - 2\underline{u}^n + \underline{u}^{n-1} = \Delta t^2 A \underline{u}^n = \underline{f}^*(t^n) \quad \text{for any } n \in \mathbb{N} \text{ with } 0 < n < N_t.$$

This scheme is also known as the leapfrog scheme. Rewriting this equation, we obtain the following time-stepping scheme,

$$\underline{u}^{n+1} = -\underline{u}^{n-1} + 2\underline{u}^n + \Delta t^2 (-M^{-1} A \underline{u}^n + \underline{f}^*(t^n)) \quad \text{for } n \in \mathbb{N}, 0 < n < N_t,$$

where $\underline{f}(t) := M^{-1} \underline{f}^*(t)$. The fully discrete finite element method can be formulated as finding $\underline{u}^n \in \mathbb{R}^{N_x}$ for $n = 0, 1, \ldots, N_t$, such that $\underline{u}^0 = \underline{u}^1 = 0$, and such that (7) is satisfied.

Note that, in order to compute $\underline{u}^{n+1}$ using (7), one needs to solve a linear system of the form $M \underline{x} = \underline{y}$. For large meshes, solving this linear system of equations is computationally inefficient unless $M$ is a diagonal matrix. To circumvent this problem, one can use a technique known as mass lumping, which will be discussed in the next subsection.

2.3. Mass lumping. To obtain a suitable diagonal matrix $M$, we can replace the bilinear operator $b(\cdot, \cdot)$ by a discrete variant $b_H(\cdot, \cdot)$, defined by

$$b_H(u, w) := \int_{\Omega} I_H(\beta u w) \, dx,$$

where $I_H : C^0(\overline{\Omega}) \to U_H$ denotes the interpolation operator that interpolates a continuous function sampled at the vertices $X_H$ by a function in $U_H$. The vector function $\underline{f}$ and the matrix $M$ can then be written as

$$\underline{f}_i(t) = f(x_i, t), \quad M_{ij} = \begin{cases} \beta(x_i) \int_{\Omega} \phi_i \, dx, & i = j, \\ 0, & i \neq j. \end{cases}$$

The matrix $M$ is commonly known as the mass matrix and the technique of obtaining a diagonal mass matrix is called mass lumping.

We can rewrite the mass lumped finite element method as follows: find $u^n_H \in U_H$, for $n = 0, 1, \ldots, N_t$, such that $u^n_H = u^1_H \equiv 0$ and such that

$$u^{n+1}_H = -u^{n-1}_H + 2u^n_H + \Delta t^2 (-L_H u^n_H + I_H f(\cdot, t^n)) \quad \text{for } n = 1, 2, \ldots, N_t - 1,$$
where \( u_H^n \) represents \( u_H(\cdot, t^n) \) and where \( \mathcal{L}_H : U_H \to U_H \) is defined by
\[
(\mathcal{L}_H u)(x_i) = \frac{a(u, \phi_i)}{\beta(x_i) \int_{\Omega} \phi_i \, dx} \quad \text{for all } i \leq N_x.
\]

It is well-known that – in case of sufficiently smooth \( \partial \Omega, \alpha, \beta, \) and \( f \) – the first-order finite element method (with lumping) converges at an optimal order \([7]\), i.e., a linear convergence rate in the \( L^\infty(0, T; H^1(\Omega)) \) norm. However, if \( \partial \Omega, \alpha, \) and \( \beta \) contain features of a much finer scale than the mesh width \( H \), the classical error estimates are no longer valid for the \( H \) values of interest and the expected convergence rate will only be observed when \( H \) resolves the fine scales. To improve the accuracy of the finite element approximation, one can replace the finite element space \( U_H \) by an adapted finite element space that takes into account local fine-scale features of the coefficients. Here, we employ the multiscale technique known as Localized Orthogonal Decomposition (LOD) that was presented in \([38]\) and further developed in \([27]\). The method is introduced in the following section.

3. Mass lumped multiscale approach for the wave equation

3.1. The Localized Orthogonal Decomposition method. The construction of the LOD is heavily based upon a local quasi-interpolation operator \( \Pi_H : H^1_0(\Omega) \to U_H \) which fulfils the following stability and interpolation properties,
\[
\begin{align*}
(9a) & \quad \|H^{-1}(1 - \Pi_H)v\|_{0;\epsilon} + \|\Pi Hv\|_{1;\epsilon} \leq C_1 \|v\|_{1;N(e)}, \quad v \in H^1_0(\Omega), \quad e \in \mathcal{T}_H, \\
(9b) & \quad \|\Pi Hv\|_{0;\epsilon} \leq C_1 \|v\|_{0;N(e)}, \quad v \in L^2(\Omega), \quad e \in \mathcal{T}_H, \\
(9c) & \quad \Pi_H \circ \Pi_H = \Pi_H,
\end{align*}
\]
where \( N(e) \) denotes the neighbourhood of an element \( e \in \mathcal{T}_H \) defined by
\[
N(e) := \bigcup\{ \tilde{e} \in \mathcal{T}_H : \tilde{e} \cap \tau \neq \emptyset \}.
\]

For later use, we also define the \textit{neighbourhood of order} \( \ell \in \mathbb{N} \) (or \( \ell \)-\textit{patch}) of \( e \in \mathcal{T}_H \) by
\[
N^\ell(e) = N(N^{\ell-1}(e)), \quad \ell \geq 2, \quad \text{and} \quad N^1(e) = N(e).
\]

Going back to the operator \( \Pi_H \), we can now define a decomposition of a function \( v \in H^1_0(\Omega) \) into a coarse-scale part \( \Pi Hv \in U_H \) and a fine-scale part \( (1 - \Pi_H)v \in W_H := \ker \Pi_H \). The idea of the method is to enhance any function \( v_H \in U_H \) by adding an appropriate function in \( W_H \). This is done in a localized way, i.e., for a fixed localization parameter \( \ell \in \mathbb{N} \) and an element \( e \in \mathcal{T}_H \), we define for a function \( v \in H^1_0(\Omega) \) its \textit{local correction} \( Q^\ell_e v \in W_H(N^\ell(e)) \) by
\[
(10) \quad a(Q^\ell_e v, w) = \int_{\epsilon} \alpha \nabla v \cdot \nabla w \, dx \quad \text{for all } w \in W_H(N^\ell(e)),
\]
where
\[
W_H(N^\ell(e)) := \{ w \in W_H : w|_{\Omega \setminus N^\ell(e)} = 0 \}
\]
denotes the restriction of the kernel space \( W_H \) to \( N^\ell(e) \). The \textit{global correction} \( Q^\ell : H^1_0(\Omega) \to W_H \) is finally defined by
\[
Q^\ell v := \sum_{e \in \mathcal{T}_H} Q^\ell_e v.
\]
We emphasize that the operator \( Q^\ell \) fulfils the stability property \( \|Q^\ell v\|_1 \leq C \|v\|_1 \) for all \( v \in H^1_0(\Omega) \).

We can now define a new (multiscale) test and ansatz space \( \tilde{U}_H := S^\ell_H(U_H) \), with the multiscale operator \( S^\ell_H := 1 - Q^\ell \). Note that a basis of \( \tilde{U}_H \) can be obtained from classical nodal basis functions via \( S^\ell_H \phi_i, i = 1, \ldots, N_x \). In particular, \( \dim(\tilde{U}_H) = \dim(U_H) \).

The localization parameter \( \ell \) is crucial to avoid solving global problems when constructing the multiscale operator. It is, however, important to appropriately couple \( \ell \) to the mesh parameter \( H \) as discussed in Section 4.4 below. Nevertheless, non-localized corrections (i.e., \( \ell = \infty \)) are an
important tool for the theoretical error analysis. In particular, the following orthogonality property holds naturally in the non-localized setting,
\begin{equation}
    a(S_H v, w) = 0 \quad \text{for any } v \in H^1_0(\Omega) \text{ and } w \in W_H,
\end{equation}
where here and in the following we abbreviate $S_H := S^T_H$. In other words, $U_H := S_H(U_H)$ and $W_H$ form an orthogonal decomposition of $H^1_0(\Omega) = U_H \oplus W_H$ with respect to the inner product $a(\cdot, \cdot)$. This orthogonality gives the method its name.

The semi-discrete formulation with the LOD multiscale space for the spatial discretisation can be written as finding $\tilde{u}_H^T: [0, T] \to \tilde{U}_H^T$ such that $\tilde{u}_H^T |_{t=0} = \partial_t \tilde{u}_H^T |_{t=0} \equiv 0$ and
\begin{equation}
    b(\partial_t^2 \tilde{u}_H^T(\cdot, t), w) + a(\tilde{u}_H^T(\cdot, t), w) = b(f(\cdot, t), w) \quad \text{for all } w \in \tilde{U}_H^T \text{ and } t \in (0, T).
\end{equation}
It follows from [3, Theorem 4.7] that, if $\beta \equiv 1$, $f$ is sufficiently smooth, and $\ell \geq C|\log H|$, the error between the solution $u$ of (2) and the solution $\tilde{u}_H^T$ of (12) can be estimated by
\begin{equation}
    \|u - \tilde{u}_H^T\|_{\infty, 1} \leq C H^2,
\end{equation}
where $C$ in (13) depends on $\alpha_{\min}, \alpha_{\max}, \Omega, d$, and norms of $f$, but not on the fine scale on which the coefficient $\alpha$ varies. Such a bound also holds for the case $\beta \neq 1$ if a specific $\beta$-dependent operator $\Pi_H$ is used, as investigated in Section 4.

For mass lumping, one can no longer use the discrete inner product $b_H(\cdot, \cdot)$ as defined in (8), since $\beta$ is not necessarily continuous in the very general setting and therefore the integrand in (8) might not be well-defined. Further, the adapted basis functions $S_H^T \phi_i$ may no longer satisfy the property of nodal basis functions given in (5). To apply mass lumping to the LOD method and maintain an error bound of the form (13), one needs to carefully choose the discrete inner product $b_H(\cdot, \cdot)$ and the projection operator $\Pi_H$. A suitable mass lumping technique will be presented and analysed in the next subsection.

3.2. The mass lumped LOD method. For $k \in \mathbb{N}_0$, let $U^D_{H,k}$ denote the discontinuous piece-wise polynomial function space given by
$$
U^D_{H,k} := \{ u \in L^2(\Omega) : u|_e \in U_{e,k} \forall e \in T_H \},
$$
where $U_{e,k} = P_k(e)$ for simplicial elements, and $U_{e,k} = Q_k(e)$ for square/cubic elements. Observe that $U_H = U^D_{H,1} \cap H^1_0(\Omega)$. Also, let $\Pi^D_{H,k} : L^2(\Omega) \to U^D_{H,k}$ denote the weighted $L^2(\Omega)$ projection operator defined by
$$
b(\Pi^D_{H,k} u, w) = b(u, w) \quad \text{for all } w \in U^D_{H,k}.
$$
Furthermore, for each element $e \in T_H$, let $X_e$ denote the set of vertices of $e$ and let $I_e : C^0(\overline{e}) \to U_e$ denote the interpolation operator that interpolates a function sampled at the vertices of $e$ by a polynomial in $U_e$. We define the following discrete variant of the bilinear operator $b$:
$$
b'_H(u, w) := \sum_{e \in T_H} \int_e \beta I_e(uw) \, dx, \quad u, w \in U^D_{H,1}.
$$
Note that
$$
b'_H(\phi_i, \phi_j) = \begin{cases} 
\int_\Omega \beta \phi_i \, dx, & i = j, \\
0, & \text{otherwise}.
\end{cases}
$$
We also define the averaging operator $\Pi^\gamma_{H} : U^D_{H,1} \to U_H$ by the property that
$$
b'_H(\Pi^\gamma_{H} u, w) = b'_H(u, w) \quad \text{for all } w \in U_H.
$$
This is equivalent to writing
\begin{equation}
(\Pi^\gamma_{H} u)(x_i) = \frac{\sum_{e \in x_i} \left( \int_\Omega \beta \phi_i \, dx \right) u_e(x_i)}{\int_\Omega \beta \phi_i \, dx} \quad \text{for all } i \leq N_x,
\end{equation}
where \( u_c := u|_c \). In other words, \( \Pi_H^u u \) is obtained by taking a weighted average of the values at the vertices of a discontinuous function \( u \in U_{H,1}^D \).

Next, we define the projection operator \( \Pi_H : L^2(\Omega) \rightarrow U_H \) as \( \Pi_H := \Pi_H^u \circ \Pi_H^\ell \). Further, we introduce the semi-discrete mass lumped LOD method that seeks \( \tilde{u}_H^t := S_H^\ell u_H^t : [0, T] \rightarrow \tilde{U}_H \), where \( u_H^t : [0, T] \rightarrow U_H \) is such that \( u_H^t|_{t=0} = u_H|_{t=0} \equiv 0 \) and

\[
\begin{align*}
\frac{d}{dt} \tilde{u}_H^t &= S_H^\ell \partial_t^H u_H^t, \quad \forall w \in U_H, \quad t \in (0, T).
\end{align*}
\]

With the equality \( \Pi_H S_H^\ell w = w \) for all \( w \in U_H \), we can reformulate (15) as

\[
\begin{align*}
b_H'(\partial_t^H u_H^t, w) + a(S_H^\ell u_H^t, S_H^\ell w) &= b_H'(\Pi_H f(\cdot, t), w) \quad \text{for all } w \in U_H, \quad t \in (0, T).
\end{align*}
\]

The corresponding fully discrete mass lumped LOD method can be stated as finding \( \tilde{u}_H^{\ell,n} \in \tilde{U}_H^t \) for \( n = 0, 1, \ldots, N_t \) such that \( \tilde{u}_H^{\ell,0} = \tilde{u}_H^{\ell,1} \equiv 0 \) and

\[
\begin{align*}
b_H'(\Pi_H \tilde{u}_H^{\ell,n+1} - 2\tilde{u}_H^{\ell,n} + \tilde{u}_H^{\ell,n-1}, \Pi_H w) + a(S_H^\ell \tilde{u}_H^{\ell,n}, S_H^\ell w) &= b_H'(\Pi_H f(\cdot, t^n), \Pi_H w)
\end{align*}
\]

for all \( w \in U_H \) and \( n = 1, 2, \ldots, N_t - 1 \). Here, \( \tilde{u}_H^{\ell,n} \) approximates \( \tilde{u}_H^t(\cdot, t^n) \). As before, this is equivalent to writing \( \tilde{u}_H^{\ell,n} = S_H^\ell u_H^{\ell,n} \), where \( u_H^{\ell,n} \) is defined such that \( u_H^{\ell,0} = u_H^{\ell,1} \equiv 0 \) and

\[
\begin{align*}
b_H'(u_H^{\ell,n+1} - 2u_H^{\ell,n} + u_H^{\ell,n-1}, w) + a(S_H^\ell u_H^{\ell,n}, S_H^\ell w) &= b_H'(\Pi_H f(\cdot, t^n), w)
\end{align*}
\]

for all \( w \in U_H \) and \( n = 1, 2, \ldots, N_t - 1 \). We can also rewrite (18) as

\[
\begin{align*}
u_H^{\ell,n+1} - 2u_H^{\ell,n} + u_H^{\ell,n-1} + \Delta t^2 (-L_H u_H^{\ell,n} + \Pi_H f(\cdot, t^n)),
\end{align*}
\]

where \( L_H^\ell : U_H \rightarrow U_H \) is defined by

\[
(L_H^\ell u)(x) = \frac{a(S_H^\ell u, S_H^\ell \phi_i)}{\int_{\Omega} \beta_i \phi_i \, dx} \quad \text{for all } i \leq N_x.
\]

A detailed error analysis for the method presented in (17) is given in the following section.

**Remark 3.1** (Right-hand side). Note that we have \( \Pi_H f \) in (15)–(19) to ensure the necessary continuity for the operator \( I_c \) in the definition of \( b_H' \). If \( f \) is regular enough in space, e.g., \( \mathcal{H}^2 \)-regular if \( d \leq 3 \), one can instead use \( f \) directly without an influence on the convergence rate.

**Remark 3.2** (Correct averaging operator). The averaging strategy used in (14) averages the values at a given node based on a \( \beta \)-dependent weighting. This averaging – and therefore the explicit definition of the interpolation operator \( \Pi_H \) – is essential in order to obtain the striven second-order convergence rate. In particular, the ‘classical’ definition of the operator \( \Pi_H \) that is based on equal weighting (see [20]) and that is commonly used in the context of the LOD may lead to a sub-optimal convergence rate as also illustrated in Section 5.

4. Error analysis

This section is devoted to a complete error analysis for the mass lumped LOD method as given in (17). First, we state the main result as a theorem below. The proof is given in Section 4.6 and relies on the preliminary results and error estimates obtained in Sections 4.1–4.5.

**Theorem 4.1** (Error of the mass lumped LOD method). Let \( u \) be the exact solution of (3) and let \( u_h^{\ell,n} \), with \( \ell \in \mathbb{N} \), be the mass lumped LOD approximation given by (17). Assume that \( \partial_t^k f \in L^\infty(0, T; L^2(\Omega)) \) for \( k \leq 3 \), \( \partial_x^k f \in L^\infty(0, T; H^1(\Omega)) \) for \( k \leq 1 \), and \( \partial_x^k f|_{x=0} \equiv 0 \) for \( k \leq 2 \). Further, assume that the CFL condition

\[
1 - \frac{1}{2}(1 + C_{\text{loc}}^2 \ell \exp(-c_{\text{dec}}2\ell)) \frac{\alpha_{\text{max}} C_{c}^2 C_{\text{int}}^2 H^{-2} \Delta t^2}{\beta_{\text{min}}^2} \geq \delta
\]
holds true for some \( \delta > 0 \), with \( C_0 \) the constant in Lemma 4.9, \( C_{\text{loc}}, c_{\text{dec}} \) the constants in Lemma 4.18, and \( C_{\text{inv}} \) the constant in (39). Then, we have the following error estimate:

\[
\max_{1 \leq n \leq N_t} \| \Pi_H D_{\Delta t} u(\cdot, t^n) - \Pi_H D_{\Delta t} u^n_H \|_0 + \max_{0 \leq n \leq N_t} \| u(\cdot, t^n) - u^n_H \|_1 \leq C(H^2 + \Delta t^2 + \Delta t^{d/2} \exp(-c_{\text{dec}}\ell)) \cdot \text{data},
\]

with the notation \( D_{\Delta t} v_H(\cdot, t^n) = \Delta t^{-1}(v_H(\cdot, t^n) - v_H(\cdot, t^{n-1})) \) and \( D_{\Delta t} v^n_H = \Delta t^{-1}(v^n_H - v^{n-1}_H) \), and where

\[
\text{data} = \| f \|_{\infty,1} + T \| \partial_t f \|_{\infty,0} + T^2 \| \partial^2_t f \|_{\infty,0} + T \| f \|_{\infty,0} + T^2 \| \partial_t f \|_{\infty,0}.
\]

Note that the constant \( C \) in (21) depends on \( \alpha_{\min}, \alpha_{\max}, \beta_{\min}, \beta_{\max} \), and in particular on the contrast \( \max\{\alpha_{\max}, \beta_{\max}\}/\min\{\alpha_{\min}, \beta_{\min}\} \).

**Remark 4.2.** For moderate choices of \( \ell \), the CFL condition (20) basically reads

\[
\Delta t \leq C\sqrt{\beta_{\min}/\alpha_{\max}} H.
\]

**Remark 4.3.** If \( \ell \) is of the form \( \ell = C|\log(H)| \), with a sufficiently large constant \( C \), then the error estimate in Theorem 4.1 is of the form

\[
\max_{1 \leq n \leq N_t} \| \Pi_H D_{\Delta t} u(\cdot, t^n) - \Pi_H D_{\Delta t} u^n_H \|_0 + \max_{0 \leq n \leq N_t} \| u(\cdot, t^n) - u^n_H \|_1 \leq C(H^2 + \Delta t^2) \cdot \text{data}.
\]

**Remark 4.4.** If \( \ell \) is of the form as in Remark 4.3 and if the norms of \( f \) in (22) are bounded independently of the scales at which \( \alpha \) and \( \beta \) vary, i.e.,

\[
\sum_{i=0}^3 \| \partial^i_t f \|_{\infty,0} + \sum_{i=0}^1 \| \partial^i_t f \|_{\infty,1} \leq C,
\]

then the error estimate in Theorem 4.1 is of the form

\[
\max_{1 \leq n \leq N_t} \| \Pi_H D_{\Delta t} u(\cdot, t^n) - \Pi_H D_{\Delta t} u^n_H \|_0 + \max_{0 \leq n \leq N_t} \| u(\cdot, t^n) - u^n_H \|_1 \leq C(H^2 + \Delta t^2).
\]

**Remark 4.5** (Initial conditions). In this work, we restrict ourselves to zero initial conditions in order to improve readability. However, it is important to mention that non-zero initial conditions can be considered as well if appropriate regularity assumptions are met; see, e.g., [3, 36]. In this case, the approximation at time \( t^1 \) needs to be chosen more carefully to retain the above convergence rates. Finally, we note that for non-zero initial conditions, one can relax the zero initial conditions on \( f \).

**Remark 4.6** (Boundary condition on \( f \)). To obtain a second-order convergence rate, we require that \( f \) is zero on the boundary. If this is not the case, it can still be shown that the convergence rate is of first order. This was for instance investigated and observed in [36] for the particular case of \( \beta = 1 \) without mass lumping.

As mentioned in Remark 4.3, the choice \( \ell = |\log(H)| \) is enough to obtain a second-order convergence rate in \( H \) and \( \Delta t \). Practical experiments, however, indicate that a fixed parameter \( \ell \) is often already enough and an adjustment with \( H \) is not always required.

Before we turn to proving the main error estimates, we state and prove several preliminary results in the following subsection.

### 4.1 Preliminary results.

**Lemma 4.7.** The bilinear operator \( a \) is an inner product on \( H^1_0(\Omega) \) and the corresponding norm \( \| u \|_a := \sqrt{a(u, u)} \) is equivalent to the \( H^1(\Omega) \) norm in the sense that

\[
\alpha_{\min}^{-1/2} C_a^{-1} \| u \|_1 \leq \| u \|_a \leq \alpha_{\max}^{1/2} C_a \| u \|_1
\]

for all \( u \in H^1_0(\Omega) \).

for some positive constant \( C_a = C_a(\Omega) \) that does not depend on the mesh or the coefficient \( \alpha \), but does depend on the diameter of \( \Omega \).
Proof. The result follows immediately from the definition of \(a\), the fact that \(\alpha_{\text{min}} \leq \alpha \leq \alpha_{\text{max}}\), and the Poincaré inequality.

Lemma 4.8. The bilinear operator \(b\) is an inner product on \(L^2(\Omega)\) and the corresponding norm \(\|u\|_b := (b(u, u))^{1/2}\) is equivalent to the \(L^2(\Omega)\) norm in the sense that

\[
\beta_{\text{min}}^{1/2} \|u\|_0 \leq \|u\|_b \leq \beta_{\text{max}}^{1/2} \|u\|_0 \quad \text{for all} \ u \in L^2(\Omega).
\]

Proof. The result follows immediately from the definition of \(b\).

Lemma 4.9. The bilinear operator \(b'_H\) acts as an inner product on \(U^D_{H,1}\) and the corresponding norm \(\|u\|_{b'_H} := (b'_H(u, u))^{1/2}\) is equivalent to the \(L^2(\Omega)\) norm in the sense that

\[
\beta_{\text{min}}^{1/2} C_b^{-1} \|u\|_0 \leq \|u\|_{b'_H} \leq \beta_{\text{max}}^{1/2} C_b \|u\|_0 \quad \text{for all} \ u \in U^D_{H,1},
\]

for some positive constant \(C_b\) that does not depend on the mesh or the coefficient \(\beta\).

Proof. Let \(\hat{\varepsilon}\) be a reference element and define the bilinear operator \(\hat{b}(u, w) := \int_{\hat{\varepsilon}} I_{\varepsilon}(uw) \, dx\). Since \(\hat{b}\) defines an inner product on the reference space \(U_{\varepsilon}\), we have that \(\|u\|_{\hat{b}} := (\hat{b}(u, u))^{1/2}\) is a norm on \(U_{\varepsilon}\). Since \(U_{\varepsilon}\) is finite dimensional, and since all norms on finite dimensional spaces are equivalent, we have

\[
C_{\hat{b}}^{-1} \|u\|_{0,\varepsilon} \leq \|u\|_{\hat{b}} \leq C_{\hat{b}} \|u\|_{0,\varepsilon} \quad \text{for all} \ u \in U_{\varepsilon}
\]

for some positive constant \(C_{\hat{b}}\), where \(\|\cdot\|_{0,\varepsilon}\) denotes the \(L^2(\varepsilon)\) norm. The Lemma then follows from a standard mapping argument.

Lemma 4.10. The projection operators \(\Pi^D_{H,k}\) and \(\Pi_H\) are stable in \(L^2(\Omega)\) in the following sense:

\[
\begin{align*}
&\Pi^D_{H,k} u \in \mathcal{C}|_e \quad \text{for all} \ u \in L^2(\varepsilon), \ e \in T_H, \ k = 0, 1, \\
&\Pi_H u \in \mathcal{C}|_e \quad \text{for all} \ u \in L^2(\varepsilon), \ e \in T_H.
\end{align*}
\]

Proof. From Lemma 4.8 and the fact that \(\Pi^D_{H,k}\) is an orthogonal projection operator with respect to the inner product \(b\), it follows that \(\|\Pi^D_{H,k} u\|_0 \leq C\|u\|_0\) for all \(u \in L^2(\Omega)\). The first inequality then follows from the fact that \((\Pi^D_{H,k} u)_{|e} = (\Pi^D_{H,k} (\chi_{S}) u)_{|e}\), where \(\chi_S\) denotes the characteristic function that equals 1 in the subdomain \(S \subseteq \Omega\) and 0 elsewhere.

For the second inequality, we first observe that \(\Pi^D_{H}\) is an orthogonal projection operator with respect to the inner product \(b'_H\). From Lemma 4.9, it then follows that \(\|\Pi^D_{H} u\|_0 \leq C\|u\|_0\) for all \(u \in U^D_{H,1}\). Using (23a) and the definition of \(\Pi_H\), we can then derive

\[
|\Pi_H u|_0 = |\Pi_H (\Pi^D_{H,1} u)|_0 \leq C |\Pi^D_{H,1} u|_0 \leq C |u|_0 \quad \text{for all} \ u \in L^2(\Omega).
\]

From (14), it follows that \((\Pi_H u)_{|e} = (\Pi_H (\chi_N(u))_{|e})\). Inequality (23b) then follows from (24).

Lemma 4.11. We have the interpolation properties

\[
\begin{align*}
&\|u - \Pi^D_{H,k} u\|_{0,e} \leq C H |u|_{1,e} \quad \text{for all} \ u \in H^1_0(\Omega), \ e \in T_H, \ k = 0, 1, \\
&\|u - \Pi_H u\|_{0,e} \leq C H |u|_{1,N(e)} \quad \text{for all} \ u \in H^1_0(\Omega), \ e \in T_H.
\end{align*}
\]

Proof. The projection operator \(\Pi^D_{H,k}\) is stable in \(L^2(\Omega)\) (see Lemma 4.10) and preserves piece-wise constant functions. Inequality (25a) then follows from standard interpolation theory, see, e.g., [11, Chapter 3.1].

Now, let \(\bar{u}_{|e}\) denote the average of \(u\) on the domain \(N(e)\). Note that \(\Pi_H\) preserves functions in \(U_H\), i.e., \(\Pi_H w_H = w_H\) for all \(w_H \in U_H\). Using the triangle inequality, Lemma 4.10, and the Poincaré inequality, we can then obtain, for any \(w_H \in U_H\),

\[
\begin{align*}
\|u - \Pi_H u\|_{0,e} &= \|u - w_H - \Pi_H(u - w_H)\|_{0,e} \\
&\leq \|u - w_H\|_{0,e} + \|\Pi_H(u - w_H)\|_{0,e} \\
&\leq C \|u - w_H\|_{0,N(e)}.
\end{align*}
\]
We can choose \( w_H \equiv 0 \) when \( N(\varepsilon) \) is attached to the boundary \( \partial \Omega \) and choose any function \( w_H \in U_H \) with \( w_H|_{N(\varepsilon)} = \overline{w}_N(\varepsilon) \) otherwise. Inequality (25b) then follows from the above and the Poincaré inequality. \( \square \)

**Lemma 4.12.** The projection operator \( \Pi_H \) is stable in \( H^1_0(\Omega) \) in the following sense:

\[
|\Pi_H u|_{1;e} \leq C|u|_{1;N(\varepsilon)} \quad \text{for all } u \in H^1_0(\Omega), \ e \in T_H.
\]

**Proof.** Let \( \Pi_H^* \) denote the Clément quasi-interpolation operator, see [12]. This quasi-interpolation operator satisfies

\[
\|u - \Pi_H^* u\|_{0;e} \leq C H \|u\|_{1;N(\varepsilon)} \quad \text{for all } u \in H^1_0(\Omega), \ e \in T_H,
\]

\[
|\Pi_H^* u|_{1;e} \leq C|u|_{1;N(\varepsilon)} \quad \text{for all } u \in H^1_0(\Omega), \ e \in T_H.
\]

Using the triangle inequality, the inverse inequality, and Lemma 4.11, we then obtain

\[
|\Pi_H u|_{1;e} \leq |(\Pi_H u - \Pi_H^* u)|_{1;e} + |\Pi_H^* u|_{1;e}
\]

\[
\leq C H^{-1} \|\Pi_H u - \Pi_H^* u\|_{0;e} + |\Pi_H^* u|_{1;e}
\]

\[
\leq C H^{-1} (\|u - \Pi_H u\|_{0;e} + \|u - \Pi_H^* u\|_{0;e}) + |\Pi_H^* u|_{1;e}
\]

\[
\leq C|u|_{1;N(\varepsilon)}. \quad \square
\]

From these results, it follows that \( \Pi_H \) satisfies conditions (9a)–(9c). In particular, (9a) follows from Lemma 4.11 and Lemma 4.12, (9b) follows from Lemma 4.10, and (9c) follows immediately from the definition of \( \Pi_H \).

**Lemma 4.13** (Regularity of \( u \)). Let \( u \) denote the solution to (2). Also, let \( k \geq 1 \)

\[
(26a) \quad \partial_t^i f \in L^\infty(0, T; L^2(\Omega)) \quad \text{for } i \leq k,
\]

\[
(26b) \quad \partial_t^i f|_{t=0} = 0 \quad \text{for } i \leq k - 1.
\]

Then \( \partial_t^i u \in L^\infty(0, T; H^1_0(\Omega)) \) for \( i \leq k \), \( \partial_t^{k+1} u \in L^\infty(0, T; L^2(\Omega)) \), and \( \partial_t^i u|_{t=0} = 0 \) for \( i \leq k + 1 \).

Furthermore, we have the estimates

\[
\|\partial_t^{i+1} u\|_{\infty,0} + \|\partial_t^i u\|_{\infty,1} \leq CT \|\partial_t^i f\|_{\infty,0} \quad \text{for } i \leq k.
\]

**Proof.** The result follows from the proof of [33, Theorem 8.1, Remark 8.2] by replacing the inner product \((\cdot, \cdot)\) by the weighted \( L^2(\Omega) \) inner product \((\beta, \cdot)\), by taking higher-order time derivatives of the equations for the discrete approximation, and by using the Cauchy–Schwarz inequality instead of Gronwall’s lemma for obtaining the energy estimates. \( \square \)

**Lemma 4.14** (Regularity of \( \tilde{u}_H^\ell \)). Let \( \tilde{u}_H^\ell \) be the solution to (16) for \( \ell \in \mathbb{N} \cup \{\infty\} \). Also, assume that \( f \) satisfies (26) for some \( k \geq 1 \).

Then \( \partial_t^i \tilde{u}_H^\ell \in L^\infty(0, T; H^1_0(\Omega)) \) for \( i \leq k \), \( \partial_t^{k+1} \tilde{u}_H^\ell \in L^\infty(0, T; L^2(\Omega)) \), and \( \partial_t^i \tilde{u}_H^\ell|_{t=0} = 0 \) for \( i \leq k + 1 \).

Furthermore, we have the estimates

\[
|\Pi_H \partial_t^i \tilde{u}_H^\ell|_{\infty,0} + \|\partial_t^i \tilde{u}_H^\ell\|_{\infty,1} \leq CT \|\partial_t^i f\|_{\infty,0} \quad \text{for } i \leq k.
\]

**Proof.** The proof is analogous to that of Lemma 4.13, but now we only have to take into account the discrete system and the fact that the norm \( \|\cdot\|_{\ell_H^\ell} \) is equivalent to \( \|\cdot\|_0 \) for the discrete space \( U_H \) as stated in Lemma 4.8. \( \square \)

**4.2. Discretisation error of \( b \).** This subsection is devoted to showing that the discretisation error between \( b \) and \( b_H^\ell \) is reasonably small. Therefore, let \( r_H(u, w) := b(u, w) - b_H^\ell(\Pi_H u, \Pi_H w) \). We can now derive the following bound.

**Lemma 4.15.** The discretisation error of \( b \) can be estimated by

\[
|r_H(u, w)| \leq C H^2 \|u\|_1 \|w\|_1 \quad \text{for all } u, w \in H^1_0(\Omega).
\]
Proof. We can write
\[ r_H(u, w) = r_{H,1}(u, w) + r_{H,2}(\Pi_{H,1}^D u, \Pi_{H,1}^D w) + r_{H,3}(\Pi_{H,1}^D u, \Pi_{H,1}^D w) \]
for all \( u, w \in H_0^1(\Omega) \), where
\[
\begin{align*}
    r_{H,1}(u, w) &:= b(u, w) - b(\Pi_{H,1}^D u, \Pi_{H,1}^D w), \\
    r_{H,2}(u, w) &:= b(u, w) - b'(u, w), \\
    r_{H,3}(u, w) &:= b'(u, w) - b'(\Pi_{H}^u u, \Pi_{H}^w w),
\end{align*}
\]
for all \( u, w \in H_0^1(\Omega) \), \( u, w \in U_{H,1}^D \), and \( u, w \in U_{H,1}^D \).

From the definition of \( \Pi_{H,1}^D \) it follows that
\[ b(\Pi_{H,1}^D u, w) = b(\Pi_{H,1}^D u, \Pi_{H,1}^D w) = b(u, \Pi_{H,1}^D w) \]
for all \( u, w \in H_0^1(\Omega) \). From this, we obtain
\[
|r_{H,1}(u, w)| = |b(u - \Pi_{H,1}^D u, w - \Pi_{H,1}^D w)| \\
\leq C\|u - \Pi_{H,1}^D u\|_0\|w - \Pi_{H,1}^D w\|_0 \\
\leq CH^2\|u\|_1\|w\|_1,
\]
for all \( u, w \in H_0^1(\Omega) \). Here, the second line follows from Lemma 4.8 and the Cauchy–Schwarz inequality, and the last line follows from Lemma 4.11. Furthermore, we have that
\[
\begin{align*}
    r_{H,2}(u, w) &= 0 \quad \text{for all } u \in U_{H,1}^D \text{ and } w \in U_{H,1}^D, \\
    r_{H,2}(u, w) &= 0 \quad \text{for all } u \in U_{H,0}^D \text{ and } w \in U_{H,1}^D.
\end{align*}
\]
From this, we derive
\[
|r_{H,2}(\Pi_{H,1}^D u, \Pi_{H,1}^D w)| = |r_{H,2}(\Pi_{H,1}^D u - \Pi_{H,0}^D u, \Pi_{H,1}^D w - \Pi_{H,0}^D w)| \\
\leq C\|\Pi_{H,1}^D u - \Pi_{H,0}^D u\|_0\|\Pi_{H,1}^D w - \Pi_{H,0}^D w\|_0 \\
\leq CH^2\|u\|_1\|w\|_1
\]
for all \( u, w \in H_0^1(\Omega) \). Here, the second line follows from the triangle inequality, Lemma 4.8, Lemma 4.9, and the Cauchy–Schwarz inequality, and the last line follows from the triangle inequality and Lemma 4.11. From the definition of \( \Pi_{H}^u \), we further have
\[ b'(\Pi_{H}^u u, w) = b'(\Pi_{H}^u u, \Pi_{H}^u w) = b'(u, \Pi_{H}^u w) \]
for all \( u, w \in U_{H,1}^D \).

From this and the fact that \( \Pi_{H} = \Pi_{H}^u \circ \Pi_{H}^D \), we can derive
\[
|r_{H,3}(\Pi_{H,1}^D u, \Pi_{H,1}^D w)| = |b'(\Pi_{H,1}^D u, \Pi_{H,1}^D w) - b'(u, \Pi_{H,1}^D w)| \\
\leq C\|\Pi_{H,1}^D u - \Pi_{H,1}^D u\|_0\|\Pi_{H,1}^D w - \Pi_{H,1}^D w\|_0 \\
\leq CH^2\|u\|_1\|w\|_1,
\]
for all \( u, w \in H_0^1(\Omega) \), where the second line follows from Lemma 4.9 and the Cauchy–Schwarz inequality, and the last line follows from the triangle inequality and Lemma 4.11.

Combining all these results yields (27). \( \square \)

4.3. Semi-discrete error analysis. In this subsection, we investigate the error between the exact solution and the semi-discrete non-localized lumped approximation \( \hat{u}_H \). The result reads as follows.

Lemma 4.16 (Semi-discrete error). Let \( u \) be the solution to (2) and let \( \hat{u}_H \) be the semi-discrete solution to (16) for \( \ell = \infty \). Assume that \( \partial^k_t u \in L^\infty(0, T; H_0^1(\Omega)) \) for \( k \leq 3 \), \( f|_{t=0} = 0 \), and \( \partial^k_t f \in L^\infty(0, T; H_0^1(\Omega)) \) for \( k \leq 1 \). Then
\[
\|\Pi_{H} \partial_t (u - \hat{u}_H)\|_{\infty, 0} + \|u - \hat{u}_H\|_{\infty, 1} \\
\leq CH^2 (\|\partial^2_t u\|_{\infty, 1} + \|f\|_{\infty, 1} + T\|\partial^3_t u\|_{\infty, 1} + T\|\partial_t f\|_{\infty, 1}).
\]
Proof. By definition of $W_H$, $\Pi_H w \equiv 0$ for all $w \in W_H$. From the definition of $S_H$, it also follows that $u(\tilde{u}_H, w) = 0$ for all $w \in W_H$. This implies that (16) also holds for test functions $w' \in W_H$, because each individual term vanishes in that case. Since $H^1_0(\Omega) = \tilde{U}_H \oplus W_H$, we can therefore write

$$b_H'(\Pi_H \partial_t^2 \tilde{u}_H(t), \Pi_H w) + a(\tilde{u}_H(t), w) = b_H'(\Pi_H f(t), \Pi_H w)$$

(28)

for all $w \in H^1_0(\Omega)$ and $t \in (0, T)$. This means that equation (16) holds true for all $w \in H^1_0(\Omega)$.

Now, due to the regularity assumption, $u$ satisfies (3). We subtract (28) from (3) and set $e_H := u - \tilde{u}_H$. Then we obtain the following equation for the error,

$$b_H'(\Pi_H \partial_t^2 e_H(t), \Pi_H w) + a(e_H(t), w) = r_H(f(t) - \partial_t^2 u(t), e_H(t), w)$$

(29)

for all $w \in H^1_0(\Omega)$ and almost every $t \in (0, T)$. Note that $\partial_t \hat{u}_H(t) \in H^1_0(\Omega)$ by Lemma 4.14. Therefore, we can insert $w = \partial_t e_H(t)$ into (29) and obtain

$$\partial_t E_H(t) = r_H(f(t) - \partial_t^2 u(t), \partial_t e_H(t)) \quad \text{for a.e. } t \in (0, T),$$

where

$$E_H(t) := \frac{1}{2} b_H'(\Pi_H \partial_t e_H(t), \Pi_H \partial_t e_H(t)) + \frac{1}{2} a(e_H(t), e_H(t)).$$

From Lemma 4.7 and Lemma 4.8, it follows that

$$E^{1/2}_H(t) \leq C\left(\|\Pi_H \partial_t e_H(t)\|_0 + \|e_H(t)\|_1\right),$$

$$E^{1/2}_H(t) \geq C^{-1}\left(\|\Pi_H \partial_t e_H(t)\|_0 + \|e_H(t)\|_1\right)$$

(32)

for any $t \in (0, T)$. Note that $e_H|_{t=0} = \partial_t e_H|_{t=0} \equiv 0$ due to the initial conditions of $u$ and $\tilde{u}_H$.

If we integrate (30) over some time interval $(0, t) \subseteq (0, T)$ and apply integration by parts to the right-hand side, we obtain

$$E_H(t) = r_H(f(t) - \partial_t^2 u(t), e_H(t)) - \int_0^t r_H(f(t') - \partial_t^2 u(t'), e_H(t')) \, dt'$$

$$\leq C H^2 \left(\|f - \partial_t^2 u\|_{\infty, 1} + T \|\partial_t f - \partial_t^3 u\|_{\infty, 1}\right) \|e_H\|_{\infty, 1}$$

$$\leq C H^2 \left(\|f - \partial_t^2 u\|_{\infty, 1} + T \|\partial_t f - \partial_t^3 u\|_{\infty, 1}\right) \left(\sup_{t' \in (0, T)} E^{1/2}_H(t')\right),$$

where the second line follows from Lemma 4.15 and the last line from (32). Taking the supremum over $t \in (0, T)$ and dividing by $\sup_{t \in (0, T)} E^{1/2}_H(t)$ gives

$$\sup_{t \in (0, T)} E^{1/2}_H(t) \leq C H^2 \left(\|f - \partial_t^2 u\|_{\infty, 1} + T \|\partial_t f - \partial_t^3 u\|_{\infty, 1}\right).$$

(33)

The lemma then follows from (32) and the triangle inequality. \hfill \Box

The following result now immediately follows from Lemma 4.16 and Lemma 4.13.

**Corollary 4.17.** Let $u$ and $\tilde{u}_H$ be defined as in Lemma 4.16. If $f$ satisfies (26) for $k = 3$ and $\partial_t^k f \in L^\infty(0, T; H^0_0(\Omega))$ for $k \leq 1$, then

$$\|\Pi_H \partial_t (u - \tilde{u}_H)\|_{\infty, 0} + \|u - \tilde{u}_H\|_{\infty, 1} \leq C H^2 \left(\|f\|_{\infty, 1} + T \|\partial_t f\|_{\infty, 1} + T \|\partial_t^2 f\|_{\infty, 0} + T^2 \|\partial_t^3 f\|_{\infty, 0}\right).$$
4.4. Localization error. As a next step, we investigate how the localization with a parameter \( \ell \in \mathbb{N} \) influences the error. Before we prove the corresponding error estimate, we require a localization result that is well known for the LOD method in an elliptic context, see, e.g., \([27, 35, 39]\).

Lemma 4.18 (Elliptic localization error). Let \( u_H \in U_H \) and \( \ell \in \mathbb{N} \). Then
\[
| (S_H - S_H^\ell) v_H |_1 \leq C_{\text{loc}} \ell^{d/2} \exp(-c_{\text{dec}} \ell) |v_H|_1
\]
with constants \( c_{\text{dec}} \) and \( C_{\text{loc}} \) that depend on \( \alpha_{\text{max}}/\alpha_{\text{min}} \) but not on the mesh size or the scales at which \( \alpha \) or \( \beta \) vary.

Lemma 4.19 (Localization error). Let \( \tilde{u}_H \) be the solution to (16) for \( \ell = \infty \) and \( \tilde{u}_H^\ell \) the solution to (16) for \( \ell \in \mathbb{N} \). Also, assume that \( \partial_t^k \tilde{u}_H \in L^\infty(0,T; H_0^1(\Omega)) \) for \( k \leq 1 \). Then the error \( \tilde{u}_H - \tilde{u}_H^\ell \) fulfills the following error estimate,
\[
\| \Pi_H \partial_t (\tilde{u}_H - \tilde{u}_H^\ell) \|_{\infty,0} + \| \tilde{u}_H - \tilde{u}_H^\ell \|_{\infty,1,1} \leq C \ell^{d/2} \exp(-c_{\text{dec}} \ell) (\| \tilde{u}_H \|_{\infty,1,1} + T \| \partial_t \tilde{u}_H \|_{\infty,1}).
\]

Proof. Let \( u_H = \Pi_H \tilde{u}_H, u_H^\ell = \Pi_H \tilde{u}_H^\ell, \) and \( \tilde{e}_H(\cdot,t) = u_H(\cdot,t) - u_H^\ell(\cdot,t) \). From (15), it follows that
\[
\begin{aligned}
b_H^t (\partial_t \tilde{e}_H(\cdot,t), w_H) &+ a(S_H^t \tilde{e}_H(\cdot,t), S_H^t w_H) = a((S_H - S_H^\ell) u_H(\cdot,t), S_H^t w_H) \\
&= a((S_H - S_H^\ell) u_H(\cdot,t), (S_H^t - S_H^\ell) w_H)
\end{aligned}
\]
for all \( w_H \in U_H \) and \( t \in (0,T) \), where the second line follows from the orthogonality property (11). Similarly to (31), we define an adapted energy by
\[
\tilde{E}_H^t(t) := \frac{1}{2} b_H^t (\partial_t \tilde{e}_H(\cdot,t), \partial_t \tilde{e}_H(\cdot,t)) + \frac{1}{2} a(S_H^t \tilde{e}_H(\cdot,t), S_H^t \tilde{e}_H(\cdot,t)).
\]
From Lemma 4.7 and Lemma 4.8, we have that
\[
(\tilde{E}_H^t)^{1/2}(t) \leq C (\| \partial_t \tilde{e}_H(\cdot,t) \|_0 + \| S_H^t \tilde{e}_H(\cdot,t) \|_1) ,
\]
\[
(\tilde{E}_H^t)^{1/2}(t) \geq C^{-1} (\| \partial_t \tilde{e}_H(\cdot,t) \|_0 + \| S_H^t \tilde{e}_H(\cdot,t) \|_1),
\]
for all \( t \in (0,T) \). By substituting \( w_H = \partial_t \tilde{e}_H(\cdot,t) \) into (34), we obtain
\[
\partial_t \tilde{E}_H^t(t) = a((S_H' - S_H^\ell) u_H(\cdot,t), (S_H^t - S_H^\ell) \partial_t \tilde{e}_H(\cdot,t)).
\]
Integration from 0 to \( t \) and integration by parts on the right-hand side lead to
\[
\tilde{E}_H^t(t) = a((S_H - S_H^\ell) u_H(\cdot,t), (S_H - S_H^\ell) \tilde{e}_H(\cdot,t))
\]
\[
- \int_0^t a((S_H - S_H^\ell) \partial_t u_H(\cdot,t'), (S_H - S_H^\ell) \tilde{e}_H(\cdot,t')) \, dt' \leq C (\| (S_H - S_H^\ell) u_H \|_{\infty,1} + T (\| S_H - S_H^\ell \|_{\infty,0}) (\| (S_H - S_H^\ell) \tilde{e}_H \|_{\infty,1} \\
\leq C \ell^d \exp(-c_{\text{dec}} \ell) (\| u_H \|_{\infty,1} + T \| \partial_t u_H \|_{\infty,1}) \| \tilde{e}_H \|_{\infty,1},
\]
where the second to last line follows from Lemma 4.7 and the Cauchy–Schwarz inequality and the last line from Lemma 4.18 and the Poincaré inequality. Note that, due to Lemma 4.10 and Lemma 4.12, we have
\[
\| u_H \|_{\infty,1} = \| \Pi_H S_H u_H \|_{\infty,1} \leq C \| S_H^\ell u_H \|_{\infty,1} = C \| \tilde{u}_H \|_{\infty,1} \\
\| \partial_t u_H \|_{\infty,1} = \| \Pi_H S_H \partial_t u_H \|_{\infty,1} \leq C \| S_H \partial_t u_H \|_{\infty,1} = C \| \partial_t \tilde{u}_H \|_{\infty,1} \\
\| \tilde{e}_H \|_{\infty,1} = \| \Pi_H S_H^\ell \tilde{e}_H \|_{\infty,1} \leq C \| S_H^\ell \tilde{e}_H \|_{\infty,1}.
\]
We therefore get
\[
\tilde{E}_H^t(t) \leq C \ell^d \exp(-c_{\text{dec}} \ell) (\| \tilde{u}_H \|_{\infty,1} + T \| \partial_t \tilde{u}_H \|_{\infty,1}) \| S_H^\ell \tilde{e}_H \|_{\infty,1} \\
\leq C \ell^d \exp(-c_{\text{dec}} \ell) (\| \tilde{u}_H \|_{\infty,1} + T \| \partial_t \tilde{u}_H \|_{\infty,1}) \left( \sup_{t' \in (0,T)} \tilde{E}_H^t(t') \right)^{1/2}
\]
Taking the supremum over all \( t \in (0, T) \) and dividing by \( \left( \sup_{t \in (0, T)} \tilde{E}_H^\ell(t) \right)^{1/2} \) gives
\[
\left( \sup_{t \in (0, T)} \tilde{E}_H^\ell(t) \right)^{1/2} \leq C \ell^d \exp(-c_{\text{dec}} 2\ell) (\|\tilde{u}_H\|_{\infty,1} + T\|\partial_t \tilde{u}_H\|_{\infty,1})
\]
From (35), it then follows that
\[
\|\partial_t \tilde{e}_H\|_{\infty,0} + \|S_H^\ell \tilde{e}_H\|_{\infty,1} \leq C \ell^d \exp(-c_{\text{dec}} 2\ell) (\|\tilde{u}_H\|_{\infty,1} + T\|\partial_t \tilde{u}_H\|_{\infty,1}).
\]
Note that \( \Pi_H(\partial_t \tilde{u}_H - \partial_t \tilde{u}_H^\ell) = \partial_t \tilde{e}_H \) and \( \tilde{u}_H - \tilde{u}_H^\ell = (S_H - S_H^\ell)u_H + S_H^\ell \tilde{e}_H \). From the triangle inequality, (36), Lemma 4.18, and the Poincaré inequality, we therefore get
\[
\|\Pi_H(\partial_t \tilde{u}_H - \partial_t \tilde{u}_H^\ell)\|_{\infty,0} + \|\tilde{u}_H - \tilde{u}_H^\ell\|_{\infty,1} \\
\leq \|\partial_t \tilde{e}_H\|_{\infty,0} + \|S_H^\ell \tilde{e}_H\|_{\infty,1} + \|(S_H - S_H^\ell)u_H\|_{\infty,1} \\
\leq C \ell^d \exp(-c_{\text{dec}} 2\ell) (\|\tilde{u}_H\|_{\infty,1} + T\|\partial_t \tilde{u}_H\|_{\infty,1}) + C \ell^{d/2} \exp(-c_{\text{dec}} \ell) \|\tilde{u}_H\|_{\infty,1} \\
\leq C \ell^{d/2} \exp(-c_{\text{dec}} \ell) (\|\tilde{u}_H\|_{\infty,1} + T\|\partial_t \tilde{u}_H\|_{\infty,1}).
\]
Here, we employed that in the second to last equation the factor in the second term is dominant compared to the factor in the first term. This concludes the proof.

The following result now immediately follows from Lemma 4.19 and Lemma 4.14.

**Corollary 4.20.** Let \( \tilde{u}_H \) and \( \tilde{u}_H^\ell \) be defined as in Lemma 4.19. If \( f \) satisfies (26) for \( k = 1 \), then
\[
\|\Pi_H(\partial_t \tilde{u}_H - \tilde{u}_H^\ell)\|_{\infty,0} + \|\tilde{u}_H - \tilde{u}_H^\ell\|_{\infty,1} \leq C \ell^{d/2} \exp(-c_{\text{dec}} \ell) (T\|f\|_{\infty,0} + T^2\|\partial_t f\|_{\infty,0})
\]

**4.5. Temporal error.** As a final step in the error analysis, we estimate the error between the fully discrete approximation in (17) and the semi-discrete approximation in (15).

**Lemma 4.21** (Temporal error). Let \( \tilde{u}_H \) and \( \tilde{u}_H^\ell \) denote the solutions of (16) and (17), respectively, and assume that the CFL condition (20) holds. Also assume that \( \partial_t^k \tilde{u}_H^\ell \in L^\infty(0,T;H^1_0(\Omega)) \) for \( k \leq 3 \), \( \partial_t^3 \tilde{u}_H^\ell \in L^\infty(0,T;L^2(\Omega)) \), and \( \partial_t^k \tilde{u}_H^\ell \big|_{t=0} \equiv 0 \) for \( 0 \leq k \leq 3 \). Then
\[
\max_{1 \leq n \leq N_i} \|\Pi_H D_{\Delta t}(\tilde{u}_H^\ell(\cdot, t^n) - \tilde{u}_H^\ell)\|_0 + \max_{0 \leq n \leq N_i} \|\tilde{u}_H^\ell(\cdot, t^n) - \tilde{u}_H^\ell\|_1 \leq C\Delta t^2 \left(T\|\Pi_H \partial_t^3 \tilde{u}_H\|_{\infty,0} + T\|\partial_t^3 \tilde{u}_H\|_{\infty,1}\right),
\]
where we use the notation \( D_{\Delta t} v(\cdot, t^n) = \Delta^{-1}(v(\cdot, t^n) - v(\cdot, t^{n-1})) \) and \( D_{\Delta t} v^n = \Delta^{-1}(v^n - v^{n-1}) \).

**Proof.** Let \( e_H^\ell := \tilde{u}_H^\ell(\cdot, t^n) - \tilde{u}_H^\ell \) and observe that \( e_H^\ell \) solves
\[
b_H^\ell(\Delta t^{-2} \Pi_H(\partial_t^3 e_H^\ell + 2e_H^\ell - e_H^\ell - 1), \Pi_H w_H) + a(e_H^\ell, w_H) \\
= b_H^\ell(-\Pi_H \partial_t^3 \tilde{u}_H^\ell(\cdot, t^n) + \Delta t^{-2} \Pi_H (\tilde{u}_H^\ell(\cdot, t^{n+1}) - 2\tilde{u}_H^\ell(\cdot, t^n) + \tilde{u}_H^\ell(\cdot, t^{n-1})), \Pi_H w_H) \\
= b_H^\ell(F^{\tilde{u}_H^\ell}_{\Pi_H w_H})
\]
for all \( w_H \in \tilde{U}_H^\ell \). We now follow the ideas of [9, 31]. Choosing the test function \( w_H = e_H^{n+1} - e_H^n \) in (37), we obtain
\[
E_H^{n+1} - E_H^n = \frac{1}{2} \Delta t b_H^\ell(F^{e_H^n}_{\tilde{u}_H^n}, \Pi_H D_{\Delta t} e_H^{n+1} + \Pi_H D_{\Delta t} e_H^n)
\]
for all \( 1 \leq n \leq N_i - 1 \), where the discrete energy \( E_H^n \) is given by
\[
E_H^n := \frac{1}{2} b_H^\ell(\Pi_H D_{\Delta t} e_H^n, \Pi_H D_{\Delta t} e_H^n) + \frac{1}{2} a(e_H^{0}, e_H^n).
\]
Next, we have to show that this energy is always positive.
First, note that, for any $v_H \in U_H$,

$$a(v_H, v_H) = a((v_H - S_H v_H) + S_H v_H, (v_H - S_H v_H) + S_H v_H)$$

$$= a(v_H - S_H v_H, v_H - S_H v_H) + a(S_H v_H, S_H v_H)$$

$$\geq a(S_H v_H, S_H v_H),$$

where the second step follows from the orthogonality property (11). We can then derive, for any $v_H \in U_H$,

$$a(S_H^\ell v_H, S_H^\ell v_H) = a((S_H^\ell - S_H)v_H + S_H v_H, (S_H^\ell - S_H)v_H + S_H v_H)$$

$$= a((S_H^\ell - S_H)v_H, (S_H^\ell - S_H)v_H) + a(S_H v_H, S_H v_H)$$

$$\leq a((S_H^\ell - S_H)v_H, (S_H^\ell - S_H)v_H) + a(v_H, v_H)$$

$$\leq \alpha_{\max} \left( \left\| (S_H^\ell - S_H)v_H \right\|_1^2 + \left\| v_H \right\|_1^2 \right)$$

$$\leq \alpha_{\max}(C_{inv}^2 \ell \exp(-c_{dec} 2\ell) + 1) \left\| v_H \right\|_1^2,$$

where the second line follows from the orthogonality property (11) and the last line follows from the localization result in Lemma 4.18. Therefore, using the inverse inequality (see, e.g., [48, 25, 24])

$$\left\| v_H \right\|_1 \leq C_{inv} H^{-1} \left\| v_H \right\|_0$$

and Lemma 4.8, we obtain

$$a(S_H^\ell v_H, S_H^\ell v_H) \leq C_\ell \alpha_{\max} C_{inv}^2 H^{-2} \left\| v_H \right\|_0^2 \leq C_\ell \alpha_{\max} C_{inv}^2 \beta_{\min}^2 C_{inv}^2 H^{-2} \left( \Pi_H v_H, v_H \right)$$

for all $v_H \in U_H$, where we abbreviate $C_\ell = (C_{loc}^2 \ell \exp(-c_{dec} 2\ell) + 1)$. This immediately implies that

$$a(\hat{v}_H, \hat{v}_H) \leq C_\ell \alpha_{\max} C_{inv}^2 H^{-2} \left( \Pi_H \hat{v}_H, \Pi_H \hat{v}_H \right) \quad \text{for all } \hat{v}_H \in \hat{U}_H.$$

Using this estimate and the CFL condition (20), we compute

$$E^{\ell,n}_H = \frac{1}{2} \left\| \Pi_H D \Delta t e_H^n \right\|_{\hat{v}_H}^2 \leq \frac{1}{2} a(e_H^n - e_H^{-1, n}, e_H^n - e_H^{-1, n}) + \frac{1}{4} a(e_H^n, e_H^n) + \frac{1}{4} a(e_H^{-1, n}, e_H^{-1, n})$$

$$= \frac{1}{2} \left( \Pi_H D \Delta t e_H^n \right)_{\hat{v}_H}^2 - \frac{1}{4} \Delta t \left( a(D \Delta t e_H^n, D \Delta t e_H^n) + \frac{1}{4} a(e_H^n, e_H^n) + \frac{1}{4} a(e_H^{-1, n}, e_H^{-1, n}) \right)$$

$$\geq \frac{1}{2} \left( 1 - \frac{1}{4} C_\ell \alpha_{\max} C_{inv}^2 \beta_{\min}^2 H^{-2} \Delta t^2 \right) \left\| \Pi_H D \Delta t e_H^n \right\|_{\hat{v}_H}^2 + \frac{1}{4} \left\| e_H^n \right\|_{a}^2 + \frac{1}{4} \left\| e_H^{-1, n} \right\|_{a}^2$$

$$\geq \frac{1}{2} \left\| \Pi_H D \Delta t e_H^n \right\|_{\hat{v}_H}^2 + \frac{1}{4} \left\| e_H^n \right\|_{a}^2 + \frac{1}{4} \left\| e_H^{-1, n} \right\|_{a}^2 \geq 0$$

for all $1 \leq n \leq N_t$. From this, Lemma 4.7, and Lemma 4.8, it follows that

$$(E^{\ell,n}_H)^{1/2} \leq C(\left\| \Pi_H D \Delta t e_H^n \right\|_0 + \left\| e_H^n \right\|_1 + \left\| e_H^{-1, n} \right\|_1),$$

$$(E^{\ell,n}_H)^{1/2} \geq C^{-1}(\left\| \Pi_H D \Delta t e_H^n \right\|_0 + \left\| e_H^n \right\|_1 + \left\| e_H^{-1, n} \right\|_1),$$

for all $1 \leq n \leq N_t$. Using (38), the Cauchy–Schwarz inequality, the triangle inequality, Lemma 4.8, and (40), we now obtain

$$E^{\ell,n+1}_H - E^{\ell,n}_H \leq \frac{1}{2} \Delta t \left\| F^{\ell,n}_{\hat{v}_H} \right\|_0 \left( \left\| \Pi_H D \Delta t e_{H}^{n+1} \right\|_{\hat{v}_H} + \left\| \Pi_H D \Delta t e_{H}^{n} \right\|_{\hat{v}_H} \right)$$

$$\leq C \Delta t \left( \max_{1 \leq n' \leq N_t - 1} \left\| F^{\ell,n'}_{\hat{v}_H} \right\|_0 \right) \left( \max_{1 \leq n' \leq N_t} \left( E^{\ell,n'}_{H} \right)^{1/2} \right)$$
for all $1 \leq n \leq N_t - 1$. Using this recursive relation and (40), we can obtain

$$F_{\Pi H}^{e, n+1} \leq E_h^{e, 1} + C n \Delta t \left( \max_{1 \leq n' \leq N_t - 1} \| F_{u_{\Pi H}}^{e, n'} \|_0 \right) \left( \max_{1 \leq n' \leq N_t} \left( F_{\Pi H}^{e, n'} \right)^{1/2} \right)$$

$$\leq \left( E_h^{e, 1} \right)^{1/2} + C T \left( \max_{1 \leq n' \leq N_t - 1} \| F_{u_{\Pi H}}^{e, n'} \|_0 \right) \left( \max_{1 \leq n' \leq N_t} \left( F_{\Pi H}^{e, n'} \right)^{1/2} \right)$$

$$\leq C \left( \| \Pi H D \Delta t e_{\Pi H} \|_0 + \| e_{\Pi H}^{1} \|_1 + C T \left( \max_{1 \leq n' \leq N_t - 1} \| F_{u_{\Pi H}}^{e, n'} \|_0 \right) \right) \left( \max_{1 \leq n' \leq N_t} \left( F_{\Pi H}^{e, n'} \right)^{1/2} \right)$$

for all $0 \leq n \leq N_t - 1$. Taking the maximum over all $0 \leq n \leq N_t - 1$ and dividing by $\max_{1 \leq n \leq N_t} \left( F_{\Pi H}^{e, n} \right)^{1/2}$ then gives

$$\max_{1 \leq n \leq N_t} \left( F_{\Pi H}^{e, n} \right)^{1/2} \leq C \left( \| \Pi H D \Delta t e_{\Pi H} \|_0 + \| e_{\Pi H}^{1} \|_1 + T \left( \max_{1 \leq n \leq N_t - 1} \| F_{u_{\Pi H}}^{e, n} \|_0 \right) \right).$$

From (40), it then follows that

$$\max_{1 \leq n \leq N_t} \| \Pi H D \Delta t e_{\Pi H} \|_0 + \max_{0 \leq n \leq N_t} \| e_{\Pi H}^{n} \|_1 \leq C \left( \| \Pi H D \Delta t e_{\Pi H}^{1} \|_0 + \| e_{\Pi H}^{1} \|_1 + T \left( \max_{1 \leq n \leq N_t - 1} \| F_{u_{\Pi H}}^{e, n} \|_0 \right) \right).$$

It remains to estimate $\| e_{\Pi H}^{1} \|_1$ and $\| F_{u_{\Pi H}}^{e, n} \|_0$. Using the assumption that $\partial_{t}^{k} \tilde{u}_{H}^{\ell} |_{t=0} \equiv 0$ for $k \geq 3$ as well as a third-order and a second-order Taylor expansion around $t = 0$, we obtain

$$\| \Pi H D \Delta t e_{\Pi H}^{1} \|_0 = \frac{1}{\Delta t} \| \Pi H \tilde{u}_{H}^{\ell} (\cdot, t^{1}) \|_0 \leq C \Delta t^{3} \| \Pi H \partial_{t}^{3} \tilde{u}_{H}^{\ell} \|_{\infty, 0},$$

$$\| e_{\Pi H}^{1} \|_1 = \| \tilde{u}_{H}^{\ell} (\cdot, t^{1}) \|_{1} \leq C \Delta t^{3} \| \partial_{t}^{3} \tilde{u}_{H}^{\ell} \|_{\infty, 1}.$$

Using a third-order Taylor expansion around $t = t^{n}$, we also get, for all $1 \leq n \leq N_t - 1$,

$$\| F_{u_{\Pi H}}^{e, n} \|_0 = \| \Pi H \partial_{t}^{2} \tilde{u}_{H}^{\ell} (\cdot, t^{n}) - \Delta t^{2} \Pi H (\tilde{u}_{H}^{\ell} (\cdot, t^{n+1}) - 2 \tilde{u}_{H}^{\ell} (\cdot, t^{n}) + \tilde{u}_{H}^{\ell} (\cdot, t^{n-1})) \|_0$$

$$\leq C \Delta t^{2} \| \Pi H \partial_{t}^{3} \tilde{u}_{H}^{\ell} \|_{\infty, 0}. $$

Together with (41), these last three estimates prove the assertion.

The following result now directly follows from Lemma 4.21 and Lemma 4.14.

**Corollary 4.22.** Let $\tilde{u}_{H}^{\ell}$ and $\hat{u}_{H}^{\ell, n}$ be defined as in Lemma 4.21. If $f$ satisfies (26) for $k = 3$, then

$$\max_{1 \leq n \leq N_t} \| \Pi H D \Delta (\tilde{u}_{H}^{\ell} (\cdot, t^{n}) - \hat{u}_{H}^{\ell, n}) \|_0 + \max_{0 \leq n \leq N_t} \| \tilde{u}_{H}^{\ell} (\cdot, t^{n}) - \hat{u}_{H}^{\ell, n} \|_1 \leq C \Delta t^{2} T^{2} \| \partial_{t}^{3} f \|_{\infty, 0}. $$

**4.6. Proof of Theorem 4.1.**

**Proof of Theorem 4.1.** Let $\tilde{u}_{H}^{\ell}$ be the solution of (12) and $\hat{u}_{H}^{\ell, n}$ the non-localized solution of (12). Define the errors $e_{\Pi H} := u - \tilde{u}_{H}, \bar{e}_{H} := \bar{u}_{H} - \tilde{u}_{H},$ and $e_{H}^{n} := \tilde{u}_{H}^{\ell} (\cdot, t^{n}) - \hat{u}_{H}^{\ell, n}.$ Note that $u (\cdot, t^{n}) - \hat{u}_{H}^{\ell, n} = \tilde{u}_{H}^{\ell} (\cdot, t^{n}) + e_{H}^{n},$

$$D_{\Delta t} u - D_{\Delta t} \tilde{u}_{H}^{\ell, n} = D_{\Delta t} e_{H}^{n} (\cdot, t^{n}) + D_{\Delta t} \tilde{e}_{H}^{n} (\cdot, t^{n}) + D_{\Delta t} e_{\Pi H}^{n}$$

for any $1 \leq n \leq N_t$. Furthermore, since

$$D_{\Delta t} e_{H}^{n} (\cdot, t^{n}) = \Delta t^{-1} \int_{t^{n-1}}^{t^{n}} \partial_{t} e_{H}^{n} (\cdot, \tau) \, d\tau, \quad D_{\Delta t} \tilde{e}_{H}^{n} (\cdot, t^{n}) = \Delta t^{-1} \int_{t^{n-1}}^{t^{n}} \partial_{t} \tilde{e}_{H}^{n} (\cdot, \tau) \, d\tau,$$

we have

$$\| \Pi H D_{\Delta t} e_{H}^{n} (\cdot, t^{n}) \|_0 \leq \| \Pi H \partial_{t} e_{H} \|_{\infty, 0}, \quad \| \Pi H D_{\Delta t} \tilde{e}_{H}^{n} (\cdot, t^{n}) \|_0 \leq \| \Pi H \partial_{t} \tilde{e}_{H} \|_{\infty, 0}.$$
Finally, from Corollary 4.17, Corollary 4.20, and Corollary 4.22, it follows that
\[ \| \Pi_H \partial_t e_H \|_{\infty,0} + \| e_H \|_{\infty,1} \leq C H^2 (\| f \|_{\infty,1} + T \| \partial_t f \|_{\infty,0} + T^2 \| \partial^3 f \|_{\infty,0}), \]
\[ \| \Pi_H \partial_t \bar{e}_H \|_{\infty,0} + \| \bar{e}_H \|_{\infty,1} \leq C \ell^{d/2} \exp(-c_{dec} \ell) (T \| f \|_{\infty,0} + T^2 \| \partial_t f \|_{\infty,0}), \]
\[ \max_{1 \leq n \leq N_t} \| \Pi_H D^\Delta t e^n_H \|_0 + \max_{0 \leq n \leq N_t} \| e^n_H \|_1 \leq C \Delta t^2 T^2 \| \partial^3 f \|_{\infty,0}. \]
The theorem now follows from the triangle inequality and the estimates above. \( \square \)

5. Numerical examples

In this section, we present numerical experiments to confirm the theoretical results shown in the previous subsections. The computations are performed with Python using an adapted version of the software gridlod [26].

Before we turn to the experiments, we first discuss a last important aspect in order to obtain a fully practical method in the next subsection.

5.1. Discretisation at the fine scale. It is important to note that we have assumed so far that the corrections \( Q^\ell v_H \), for \( e \in T_H \) and \( v_H \in U_H \), as well the global correction \( Q^\ell v_H \) can be computed exactly. In practice, however, the corresponding problems given in (10) need to be discretised as well. A very straightforward approach in this regard is to replace the space \( H^1_0(\Omega) \) in the above construction by a classical first-order finite element space \( U_h \) with some fine mesh size \( h \) that resolves oscillations of the coefficients. We emphasize that the above error analysis follows verbatim. More precisely, let \( u_h \) be the solution of (4) on the scale \( h \) and let \( u_{\ell,n}^{h,H} \), \( n \geq 0 \) be the solution of (17) where the corresponding correction operator \( S_{H,h}^\ell \) is defined in the kernel space \( W_{H,h} = \ker \Pi_H |_{U_h} \). Then the result in Theorem 4.1 instead provides an error estimate of the form
\[ \| D^\Delta t u_h (\cdot, t^n) - D^\Delta t u_{\ell,n}^{h,H} \|_0 + \| u_h (\cdot, t^n) - S_{H,h}^\ell u_{\ell,n}^{H,h} \|_1 \leq C (H^2 + \Delta t^2 + \ell^{d/2} \exp(-c_{dec} \ell)) \cdot \text{data}. \]
This is the error that we measure for the experiments in the following subsections. That is, we investigate the error between the LOD solution in (17) and a fine enough finite element approximation.

5.2. Example 1: random coefficients. For the first experiment, we consider coefficients \( \alpha \) and \( \beta \) that are obtained as independently and uniformly distributed random values on a finite element mesh \( T_\varepsilon \) with mesh size \( \varepsilon = 2^{-6} \). The values are chosen in \([1, 2.5]\) and \([0.5, 4]\) for \( \alpha \) and \( \beta \), respectively, and the actual samples are depicted in Figure 1. We choose the right-hand side
\[ f(x, t) = \sin(\pi x_1) \sin(\pi x_2) \cos(0.5 \pi t), \]
the final time $T = 1$, and compute a reference solution with a classical leapfrog scheme combined with a first-order finite element method on a reference mesh $T_h$ with mesh size $h = 2^{-7}$ that resolves the fine oscillations in the coefficients. Although the function $f$ does not fulfill the condition (26b), this is not critical for the convergence behavior as emphasized in Remark 4.5. The step size is chosen as $\Delta t = 0.25 h$, which is a rather sharp condition for the stability of the method. The same relation is also employed for the mass lumped LOD method. The relative errors in the $L^\infty(0,T; H^1(\Omega))$ norm for this approach are presented in Figure 2 (left, △) for different values of $\ell$. The curves show the expected second-order convergence with a commencing stagnation if $\ell$ is not increased appropriately. For comparison, we also present the errors for the method without mass lumping in Figure 2 (left, ■). The method behaves similarly but overall leads to slightly smaller errors. To investigate the speed-up that can be achieved with the lumping strategy, we present computation times (in seconds) for different values of $H$ in the following table.

| $H$     | $2^{-4}$ | $2^{-5}$ | $2^{-6}$ |
|---------|---------|---------|---------|
| offline assembly | 111.510 | 441.733 | 1819.002 |
| lumped LOD$_{\beta}$ (online) | 0.008 | 0.038 | 0.417 |
| non-lumped LOD$_{\beta}$ (online) | 0.267 | 4.561 | 73.120 |
| speed-up factor | 33.375 | 120.026 | 175.348 |

Both the non-lumped and the lumped version need to compute LOD matrices in an offline phase and therefore require similar computation times. The main advantage of the lumped version, however, is in the online phase, because of its fully explicit nature. There, the lumped method achieves a significant speed-up compared to the non-lumped method and is therefore especially beneficial when simulating on longer time intervals or for multiple different right-hand sides for instance.

To illustrate the advantage of our approach with an appropriate weighting of $\beta$ in the definition of the interpolation operator $\Pi_H$, we further present the errors for a naive LOD approach without a coefficient-dependent averaging. In Figure 2 (right) we present the errors obtained with (△) and without (■) mass lumping as well as with a standard finite element approach (○). One observes that the finite element method shows a stagnation of the error in the pre-asymptotic regime where the oscillations of the coefficients are not yet resolved. The results of the two multiscale approaches...
first indicate a second-order rate for coarse mesh sizes but then show a reduced convergence rate of only order 1 due to the sub-optimal averaging strategy.

5.3. **Example 2: structured coefficients.** In a second example, we investigate the behavior of the method for more structured coefficients $\alpha$ and $\beta$ as depicted in Figure 3. Again, these coefficients are piece-wise constant on a mesh $\mathcal{T}_\varepsilon$ with $\varepsilon = 2^{-6}$. We set $T = 1$, 

$$f(x, t) = \sin(3\pi x_1) x_2(1 - x_2) t^2,$$

and we compute a reference solution on the scale $h = 2^{-7}$. The CFL condition is slightly stronger for this example due to the larger bounds of the coefficient and the maximal choice for the time step size therefore reads $\Delta t = 0.15 H$ for some given mesh size $H$. The results are very similar to the ones in Example 1. With a correct weighting in the definition of the interpolation operator $\Pi_H$ and correctly adjusted localization parameter $\ell$, both the lumped and the non-lumped version of the LOD approach again show a second-order convergence behaviour (cf. Figure 4 (left)), while the $\beta$-independent definition of $\Pi_H$ leads to a reduced convergence rate, already for coarse mesh sizes (cf. Figure 4 (right)). Moreover, the finite element approach again shows basically no improvement when decreasing $H$ and only starts to show a linear behaviour when the scale on which the coefficients vary is resolved.

5.4. **Example 3: larger contrast.** Our theoretical results include a dependence of the constants $C$ and $c_{\text{dec}}$ in (21) on the contrasts $\max\{\alpha_{\text{max}}, \beta_{\text{max}}\} / \min\{\alpha_{\text{min}}, \beta_{\text{min}}\}$ and $\alpha_{\text{max}} / \alpha_{\text{min}}$, respectively. To investigate how the mass lumped LOD approach performs for larger contrast, we revisit Example 1 and rescale the coefficients $\alpha$ and $\beta$ (cf. Figure 1) both to the range $[0.01, 100]$. In this case, the CFL condition reads $\Delta t = 0.01 H$. The corresponding errors are presented in Figure 5. The results indicate the same convergence rates as for Example 1 in Figure 2 and the errors are roughly of the same size, indicating that the dependence of the error on the contrasts as mentioned in Theorem 4.1 is most likely not severe. Concerning the exponentially decaying localization term, one can observe that the threshold where the localization error dominates appears to be larger than in Figure 2. However, an increase of $\ell$ compared to Example 1 seems not to be required to preserve the second-order convergence rates in this case.

6. **Conclusion**

In this work, we have introduced and analysed a special coefficient-dependent mass lumping strategy that, combined with the multiscale technique Localized Orthogonal Decomposition, leads to a method with optimal second-order convergence rates in space and time while being fully explicit. In the construction of both the multiscale approach and the diagonalization strategy of the
mass matrix, the key feature is the use of an appropriate interpolation operator. We have provided a full error analysis of the mass lumped multiscale method and investigated its performance in numerical experiments.
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