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Audio scene recognition is a task that enables devices to understand their environment through digital audio analysis. It belongs to a branch of the field of computer auditory scene. At present, this technology has been widely used in intelligent wearable devices, robot sensing services, and other application scenarios. In order to explore the applicability of machine learning technology in the field of digital audio scene recognition, an audio scene recognition method based on optimized audio processing and convolutional neural network is proposed. Firstly, different from the traditional audio feature extraction method using mel-frequency cepstrum coefficient, the proposed method uses binaural representation and harmonic percussive source separation method to optimize the original audio and extract the corresponding features, so that the system can make use of the spatial features of the scene and then improve the recognition accuracy. Then, an audio scene recognition system with two-layer convolution module is designed and implemented. In terms of network structure, we try to learn from the VGGNet structure in the field of image recognition to increase the network depth and improve the system flexibility. Experimental data analysis shows that compared with traditional machine learning methods, the proposed method can greatly improve the recognition accuracy of each scene and achieve better generalization effect on different data.

1. Introduction

As an information carrier, sound is an important way for us to perceive the external environment. With the development of signal processing technology and computer science, the audio processing task of extracting information from sound assisted by machine has attracted more and more researchers’ attention [1–6]. Compared with images with multimedia information, the acquisition of audio files is not limited by light environment and visual obstacles. In addition, audio occupies less capacity and faster processing speed compared with images [7–9]. Audio processing tasks include speech recognition, audio fingerprint, music mark, audio scene recognition, etc.

Audio scene recognition belongs to the subfield of computational auditory scene analysis. Its main goal is to enable devices to understand and distinguish their environment by analyzing sound. The implementation principle is that the equipment extracts different audio features through audio scene recognition technology to obtain the corresponding features and then models the audio scene according to these features, that is, constructs a classifier. After learning enough samples, the classifier will judge the audio scene category according to the extracted audio features [10–13]. The applications of audio scene recognition include context-aware services, intelligent wearable devices, robot sensing, and robot hearing. In addition, audio scene recognition also complements the research in several related fields. Among them, the detection and classification of audio events are often associated with audio scene recognition because the audio scene can be regarded as the product of the superposition of several audio events. On the other hand, audio scene recognition can improve the performance of sound event detection by providing a priori information about the probability of some events.

Previously, the implementation of audio scene recognition often applied general classifiers (such as Gaussian mixture model [14–16], support vector machine, and hidden ...
Markov model) to manually extracted features, such as mel-frequency cepstrum coefficient. In recent years, thanks to the improvement of computer speed and the rapid development of deep learning, people gradually realize that the characteristics of automatic feature extraction of deep learning can replace the inefficient manual extraction in the past. At the same time, more and more recording devices such as smartphones have made great contributions to the expansion of audio datasets [17]. With a large amount of audio data, it is possible to realize the deep learning method which is difficult to realize in the past.

2. Literature Review

Influenced by psychoacoustic/psychological technology, most of them emphasize the local and global features of audio scene recognition. In addition, a few researchers focus on the time-domain features of audio. Mitsukura [18] used mel-frequency cepstrum (MFCC) to describe the local spectral envelope of audio signal and Gaussian mixture model (GMM) to describe its statistical distribution. Zhao et al. [19] proposed to train the hidden Markov model by using the discriminant algorithm of the knowledge of training signal types to explain the time-domain evolution of GMM. Abrol and Sharma [20], further improved the recognition performance by considering more features and adding a feature transformation step in the classification algorithm and obtained an average accuracy of 58% in 18 different sound fields [21].

Convolutional neural network (CNN) is a deep learning network model inspired by animal visual system. Its network composition imitates the principles of various cells in the visual system to construct the network model [22–24]. CNN was originally designed for feature extraction of two-dimensional data. It can directly establish the mapping relationship from low-level features to high-level semantic features and has achieved remarkable results in the field of two-dimensional image classification. Zhao et al. [25] proposed driver fatigue state recognition based on CNN. Cai et al. [26] proposed a CNN-based video classification method, which uses convolution filter and global average pool layer to obtain more detailed features. Tan et al. [27] discussed whether CNN in deep learning can be effectively applied to audio scene recognition.

Although applying a variety of deep learning methods to audio scene classification speeds up the research process in this field, there are still two problems worth discussing:

(1) The mainstream audio feature extraction methods are based on mel spectrum. Is there any special processing skill for mel spectrum to make it more in line with specific application scenarios, so as to improve the accuracy of audio classification?

(2) Since most of the results after audio feature extraction also belong to images, can the excellent volume of CNN architecture in the field of image recognition be applied to audio scene classification to improve the system performance?

Aiming at the above two problems, this paper proposes an audio scene recognition method based on optimized audio processing and CNN. The basic system is improved from two aspects: audio processing and network structure. In audio processing, binaural representation and harmonic impact source separation are used to process the original audio and extract the corresponding features, so that the system can make use of the spatial features of the scene, and then the classification accuracy has been significantly improved. In terms of network structure, we try to learn from the VGGNet structure in the field of image recognition, improve the system flexibility while increasing the network depth, and finally achieve better generalization effect on different data. Finally, the effectiveness of the proposed method is verified by experimental data analysis.

3. Audio Processing Optimization Method

3.1. Binaural Representation. Traditional audio processing methods always use MFCC feature in feature extraction. Although MFCC can describe features concisely with more than a dozen coefficients, MFCC is not competent for audio scene classification in scenes with obvious spatial features such as libraries.

Although it is common to use stereo equipment for recording, the signal is usually averaged to make it a mono before processing. Although using mono is easy for processing and feature extraction, it will lose a lot of spatial information. If important audio information is captured well in only one of the channels, problems may occur. Because averaging two channels to one channel will reduce the signal-to-noise ratio, the difference between the two channels is not easy to be reflected, so it is very easy to cause confusion in the classification process. Analyzing the two channels separately can alleviate this problem. In view of the excellent results obtained in previous challenges using binaural representation, this paper decides to use LR (left right) representation and MS (mid-side) representation in feature processing.

LR representation represents the left and right channels in conventional stereo recording. For example, when a car passes in front of a microphone, the sound moves from L channel to R channel or from R channel to L channel, which is only reflected in amplitude change in mono. By introducing LR representation, the movement of sound source in space can be reflected. In this section, only the left and right channels of the source audio file are separated. The MS representation emphasizes the time difference between sounds reaching each side of the stereo microphone. MS representation obtains the final result by summing and subtracting the waveforms of two stereo input channels, respectively. Mel spectrum will be extracted for the above four representations, as shown in Figure 1.
For LR spectrum and MS spectrum, they are input into the subsequent convolution neural network as one of the classification features.

### 3.2. Harmonic Percussive Source Separation Method

Sound can generally be divided into two types: harmonic and impact sound. In the traditional research work, harmonic impulse source separation (HPSS) algorithm is proposed under the background of music signal processing. The goal is to decompose the input audio signal into all harmonics and signals composed of all impulse sources. In order to solve the problem of poor generalization and dependence on learning data in audio scene classification, this section draws lessons from music signal processing to try to improve the classification performance of the system. The steps of HPSS algorithm are given below.

Assume that the input discrete input audio signal is \( \lambda \in \mathbb{R} \). The harmonic component signal \( x_h \) and the shock source component signal \( x_p \) shall be calculated so that \( x = x_h + x_p \).

First, the short-time Fourier transform of \( x \) can be expressed as

\[
X(t, k) = \sum_{n=0}^{N-1} x(n + tH)w(n)\exp\left(-\frac{2\pi ink}{N}\right),
\]

where \( T \) is the number of frames, \( N \) is the frame size of Fourier transform, \( w(n) \) is the window function, and \( H \) is the frame offset.

The input power spectrum \( Y \) can be calculated by the following formula:

\[
Y(t, k) = |X(t, k)|^2.
\]

Next, the harmonic enhancement spectrum \( \bar{Y}_h \) and the shock source enhancement spectrum \( \bar{Y}_p \) are calculated by median filtering \( Y \). Assuming that \( A \) is a set composed of a column of real numbers and \( N \) is the number of real numbers in the set, the median filtering of \( A \) is defined as

\[
\text{median}(A) = \begin{cases} 
    a_{N/2}, & \text{if } N \text{ is an odd number,} \\
    a_{N/2} + a_{N-1/2}/2, & \text{if } N \text{ is an even number.}
\end{cases}
\]

Then, according to the definition of median filter, the harmonic enhancement spectrum \( \bar{Y}_h \) and impact source enhancement spectrum \( \bar{Y}_p \) can be obtained by performing one horizontal and one vertical median filter on \( Y \), respectively.

\[
\bar{Y}_h(t, k) = \text{median}(Y(t - l_n, k), \ldots, Y(t + l_n, k)),
\]

\[
\bar{Y}_p(t, k) = \text{median}(Y(t, k - l_p), \ldots, Y(t, k + l_n)),
\]

where \( l_n \) and \( l_p \) are filter lengths.

Then, a variable \( \beta \) is introduced, which is called the separation factor. The original input signal \( X(t, k) \) can be intuitively judged as harmonic or impact source component. Through this rule, binary masks \( M_h \) and \( M_p \) can be defined.

\[
X_h(t, k) = X(t, k) \cdot M_h(t, k),
\]

\[
X_p(t, k) = X(t, k) \cdot M_p(t, k).
\]

Finally, the required signals \( x_h \) and \( x_p \) can be calculated by transforming these spectra into time domain by using inverse short-time Fourier transform.

In the separation process, with the help of the decompose.hps method in the Librosa library, the separation factor for the experiment is 1.05. Convert stereo audio to mono before separation. As shown in Figure 2, when the HPSS algorithm is applied to the input signal, the harmonic tends to form a horizontal structure (in the time direction) and the impact source tends to form a vertical structure (in the frequency direction) on the mel spectrum.

### 4. Audio Scene Recognition Method Based on Convolutional Neural Network

Convolution layer is the core module of convolutional neural network, which can complete most of the heavy computing work. Its function is to extract the local features of a region. The core operation performed by the convolution layer is called convolution. Convolution is a common operation method in analytical mathematics. It is a mathematical operator that generates the third function through two functions. In the application of machine learning, convolution is usually embodied in sliding a filter on an image or some feature and using this operation to obtain a set of new features.

In this study, an audio scene classification system based on convolutional neural network will be designed and compared with traditional machine learning methods. The classification system mainly includes training and testing, and its process design is shown in Figure 3.
4.1. Convolutional Neural Network Architecture. Convolutional neural network structure also has the problem of relying too much on training parameters in the training process [28]. At present, there are many convolutional neural network frameworks with good performance that can be widely used. Whether its structure can be slightly modified and used in audio scene classification to improve system performance is also the focus of this section. The convolutional neural network module of the system core is shown in Figure 4.

The first layer performs convolution on the input spectrum. Since the size of convolution filter is reflected in the size of local block diagram and the size of local block diagram with different sizes determines the speed of feature extraction [29], filter sizes with different sizes will be arranged for comparison in the experiment. In addition, the number of filters will also affect the analysis angle of features, so different filter numbers will be arranged for comparison during the experiment. More filters will increase the angle of feature analysis but also increase the amount of calculation, and too many filters may lead to parameter redundancy. Generally, the number of filters is $2^N$. After the convolution process is completed, the maximum pooling layer is used to subsample the obtained feature map.

The second convolution layer is basically the same as the first convolution layer, except that the second layer uses more cores (twice the first layer) to represent features at a higher level. Then, the second and last subsampling is performed for the “destruction” of the timeline. Therefore, the maximum pooling layer is still used, which operates over the entire sequence length. The activation function for the kernel in the convolution layer is ReLU.

Finally, because the classification involves 15 different classes, the last layer is the softmax layer composed of 15 fully connected neurons, which normalizes the output results of the network and makes the system output the classification results. Assuming that $y_i$ is the output of the upper layer neuron $i$, $y_i$ can be defined as

$$y_i = \text{softmax}(x_i) = \frac{\exp(x_i)}{\sum_{j=1}^{N} \exp(x_j)}$$

where $N$ is the total number of categories, $x_i$ is the nonlinear input, and $y_i$ is the prediction score of the input sequence belonging to class $i$.

4.2. Batch Standardization and Dropout Mechanism. In order to solve the problem of decreasing the network
learning speed and convergence speed caused by internal covariate transformation, batch standardization is introduced to change the distribution of input data. The batch standardization layer applies linear transformation \( \text{BN}_{\beta, \gamma} \) to its input \( x \), as shown in the following formula:

\[
\text{BN}_{\beta, \gamma} = \frac{y}{\sqrt{\text{Var}(x) + \epsilon}} \cdot x + \left( \beta - \frac{y \cdot E[x]}{\sqrt{\text{Var}(x) + \epsilon}} \right),
\]

where \( E[x] \) is the average value of batch standardization layer input, \( \text{Var}(x) \) is the variance of batch standardization layer input, and \( \beta \) and \( \gamma \) represent the transformation parameters to be learned during training.

By using batch standardization, the input feature distributions have the same mean and variance, and the correlation between features is removed. Although it increases the complexity of the model, it slows down the transformation process of internal covariates, greatly reduces the training convergence time, and speeds up the learning progress.

In the convolutional neural network model, overfitting often occurs if there are too many parameters and too few training samples. Overfitting is embodied as follows: the loss function of the model is small in the training stage and the prediction accuracy is high, but the loss function is large and the accuracy is low in the testing stage.

In order to solve the overfitting phenomenon, the dropout mechanism is adopted in this paper. Suppose the output of the neural network is \( x \) and the output is \( y \). After dropout is introduced, half of the hidden neurons in the network will be hidden randomly, as shown in Figure 5, while the input and output neurons remain unchanged. Then, the input \( x \) is still propagated forward through the modified network, and the loss result is propagated back through the network. After a batch of training samples, the parameters were updated by the gradient descent method on the neurons that were not deleted. Finally, continue to repeat the process.

Because half of the hidden neurons are deleted randomly, the network structure changes. The whole dropout process is equivalent to averaging multiple different neural networks. By introducing the average effect of dropout mechanism, some opposite fitting in the network is offset, so as to achieve the effect of similar model integration and reduce overfitting.

### 4.3. Improved Network Structure Design

The traditional convolutional neural network contains two convolution modules and uses a single mel spectrum as the input. Due to the simple network structure, the system performance can only be improved by adjusting parameters one-sidedly. However, too many parameters will make the model dependent on data, resulting in weak generalization. Therefore, changing the network structure, such as increasing the depth, to enhance the classification ability of the system for different datasets is an important means to enhance the system performance.

In recent years, deep convolution neural network has been widely used in the field of computer vision. One of the benefits brought by the increase of network depth is that the flexibility of the system is greatly enhanced. In the current widely used framework, VGGNet has been widely used because of its simple architecture and strong expansibility. VGGNet was jointly developed by the computational vision group of Oxford University and Google DeepMind. A major feature of VGGNet is that the entire neural network uses a convolution kernel size of \( 3 \times 3 \) and a maximum pool size of \( 2 \times 2 \). In addition, although VGGNet has deeper layers and more parameters than conventional neural networks, VGGNet can converge with only a few iterations because the depth of the network and the small-size filter play an implicit normalization role. On the other hand, it initializes the parameters using the data obtained by pretraining in a specific layer.

Inspired by VGGNet, the improved convolution neural network structure decides to also use the convolution kernel size of \( 3 \times 3 \) and more convolution layers to improve the classification performance. The overall architecture of the designed system is shown in Figure 6.

The whole network organization includes three layers: convolution block, mono model, and dual channel model. Among them, the convolution block is responsible for the convolution operation of the system core and includes the steps of zero filling, batch standardization, activation function, and so on. The size of each convolution kernel in the convolution block is \( 3 \times 3 \), and the zero filling size is \( 1 \times 1 \). The mono channel model consists of convolution blocks, maximum pooling, and overall average pooling steps, which is responsible for processing one of the input...
channels, and each channel is provided with four layers of convolution blocks. Similar to the design of VGGNet, the number of filters in each convolution block is doubled to 32, 64, 128, and 256.

5. Experimental Results and Analysis

5.1. Experimental Environment and Dataset. This experiment is implemented under the Ubuntu system with Linux as the kernel. The processor used in the system is an 8-core Intel E3-1270@3.8 GHz CPU, with 32 GB memory. The experiment uses Python language and introduces the external library Librosa for feature extraction. In the training part, sklearn library is introduced for unsupervised learning using the GMM model. The audio feature part includes 60-dimensional MFCC feature vector, including 20 MFCC static coefficients. For each audio file, log mel energy is extracted in 40 frequency bands using 40 ms analysis frame and 50% frame shift window. The improved convolutional neural network structure was introduced in Section 4.3. Its input feature is a single channel learner that only extracts mel spectrum. In addition, there is a dropout layer behind each CNN layer, and the dropout ratio is 30%. The parameters of convolutional neural network are shown in Table 1.

The TUT Acoustic Scenes 2017 dataset was used in this experiment, and the team responsible for collection is the audio research group of Tampere University of Technology. The dataset consists of 15 audio scenes with different labels: beach, bus, cafe/restaurant, car, city center, forest path, grocery store, family, library, subway station, office, park, community, train, and tram. All audio files are cut into segments with a length of 30 seconds, and the audio file format is wav. The dataset used in this paper is divided into development set and verification set. Among them, the development set contains 4680 audio files, and the number of files in each type of scene is 312. About 70% of the data are used to train the audio scene classification model, and the remaining 30% are used for testing. In the verification set, there are 1620 audio files, including 108 audio files of each type. The length of each audio segment is 10 seconds, and the audio of each scene is 18 minutes in total.

5.2. Identification of Performance Evaluation Indicators. The evaluation standard adopted is accuracy (ACC), that is, the ratio between the predicted correct number of samples and the total number of samples, which is calculated as follows:

$$\text{ACC} = \frac{N_{\text{true}}}{N_{\text{total}}}$$  \hspace{1cm} (8)

where $N_{\text{true}}$ represents the number of correctly predicted samples and $N_{\text{total}}$ represents the total number of samples.

5.3. Result Analysis. The classification accuracy of each scene in the development set and verification set of the proposed method is shown in Table 2. By observing Table 2, we can find that although the average classification accuracy of the verification set is significantly lower than that of the development set, it still achieves a good result of 81.5%. It can be seen that the generalization ability of the improved system has been significantly improved, especially in the scenes of subway station, forest path, car, and home, and the classification accuracy is more than 90%, but there is still room for improvement in parks, libraries, and other scenes.

In addition, the proposed method is compared with GMM and traditional CNN in the development and verification of two datasets in order to analyze the specific performance of the improved method. The comparison between GMM and the proposed method is shown in Figure 7. As can be seen from Figure 7, the classification accuracy of the proposed method is significantly ahead of GMM in most scenes, especially in beach, bus, library, park, and other scenes, both in the development set and verification set. Analyzing the possible reasons, on the one hand, the convolutional neural network itself has stronger learning ability for data; on the other hand, the sound field space of the above scene is large and has fixed bottom noise, which just fits the role of audio processing on the audio environment of fixed scene.

The comparison between CNN and the proposed method is shown in Figure 8. It can be seen from the analysis of Figure 8 that although the proposed method does not achieve overall advantages in the development set, the overall classification accuracy of the proposed method in the verification set is about 19% higher than that of traditional CNN. This shows that the generalization performance of the network structure has been significantly enhanced after the introduction of VGGNet. It also shows that the flexibility performance of the system has been greatly improved by increasing the network depth and simplifying the network parameters.
Table 1: Parameters of convolutional neural network.

| Layer (type)                  | Output size          | Parameter |
|-------------------------------|----------------------|-----------|
| Conv_1                        | (40, 500, 128)       | 6400      |
| Batch standardization_1       | (40, 500, 128)       | 160       |
| Activation function_1         | (40, 500, 128)       | 0         |
| Maximum pooling_1             | (8, 100, 128)        | 0         |
| Dropout_1                     | (8, 100, 128)        | 0         |
| Conv_2                        | (8, 100, 256)        | 1605888   |
| Batch standardization_2       | (8, 100, 256)        | 32        |
| Activation function_1         | (8, 100, 256)        | 0         |
| Maximum pooling_1             | (2, 1, 256)          | 0         |
| Dropout_1                     | (2, 1, 256)          | 0         |
| Dense (full connection layer)_1 | 100                 | 51300     |
| Dropout_3                     | 0                    | 0         |
| Dense (full connection layer)_2 | 100                 | 1515      |

Table 2: Scene classification results of the proposed method (%).

| Audio scene     | Development set | Validation set |
|-----------------|-----------------|----------------|
| Sandy beach     | 89.6            | 76.3           |
| Transit         | 98.2            | 71.9           |
| Coffee/restaurant | 88.3       | 81.2           |
| Automobile      | 99.0            | 92.4           |
| Center          | 89.7            | 88.7           |
| Forest giants   | 99.8            | 95.5           |
| Grocery store   | 93.6            | 75.8           |
| Home            | 84.1            | 93.6           |
| Library         | 88.5            | 62.1           |
| Metro station   | 99.2            | 98.1           |
| Office          | 98.9            | 83.4           |
| Park            | 80.3            | 66.8           |
| Neighborhood    | 86.8            | 74.3           |
| Train           | 91.4            | 90.6           |
| Tram            | 92.7            | 71.0           |
| Average         | 92.0            | 81.4           |
6. Conclusions

This paper presents an audio scene recognition method based on optimized audio processing and convolutional neural network. In audio processing, binaural representation and harmonic impact source separation are used. In terms of network structure, VGGNet-like structure is introduced to improve the flexibility of network structure. Experimental results show that compared with other existing methods, the proposed method can have better generalization performance while maintaining high recognition accuracy.
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