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Abstract
Human emotions involve basic and compound facial expressions. However, current research on facial expression recognition (FER) mainly focuses on basic expressions, and thus fails to address the diversity of human emotions in practical scenarios. Meanwhile, existing work on compound FER relies heavily on abundant labeled compound expression training data, which are often laboriously collected under the professional instruction of psychology. In this paper, we study compound FER in the cross-domain few-shot learning setting, where only a few images of novel classes from the target domain are required as a reference. In particular, we aim to identify unseen compound expressions with the model trained on easily accessible basic expression datasets. To alleviate the problem of limited base classes in our FER task, we propose a novel Emotion Guided Similarity Network (EGS-Net), consisting of an emotion branch and a similarity branch, based on a two-stage learning framework. Specifically, in the first stage, the similarity branch is jointly trained with the emotion branch in a multi-task fashion. With the regularization of the emotion branch, we prevent the similarity branch from overfitting to sampled base classes that are highly overlapped across different episodes. In the second stage, the emotion branch and the similarity branch play a “two-student game” to alternately learn from each other, thereby further improving the inference ability of the similarity branch on unseen compound expressions. Experimental results on both in-the-lab and in-the-wild compound expression datasets demonstrate the superiority of our proposed method against several state-of-the-art methods.

Introduction
Over the past few decades, facial expression recognition (FER) has attracted considerable attention because of its wide range of applications in human-robot interaction, online education, driver monitoring, etc. (Corneanu et al. 2016). Based on Ekman and Friesen’s study (Ekman and Friesen 1971), facial expressions are typically classified into seven basic expressions, including happiness, sadness, disgust, anger, fear, surprise, and neutral. Previous work on FER chiefly focuses on the classification of these pre-defined basic expressions. Accordingly, numerous basic expression datasets (Lucey et al. 2010, Li, Deng, and Du 2017, Zhao et al. 2011) have been collected, and impressive progress
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Recent research on few-shot learning (FSL) exhibits the potential of quickly generalizing to novel classes with only a few labeled data of these classes, thereby reducing the gap between humans and artificial intelligence (Lu et al. 2020). In this paper, we investigate compound FER in the cross-domain FSL (CD-FSL) paradigm, which greatly alleviates the burden of collecting large-scale labeled compound expression data. Notably, instead of manually splitting a compound expression dataset into a base class set and a novel class set, we explore a more challenging but practical setup, which aims to classify compound expressions from the unseen domain by using the model trained only on easily accessible basic expression datasets.

Traditional FSL methods have achieved promising performance in many computer vision tasks, such as image classification (Li et al. 2019, Yao et al. 2020) and object detection (Dong et al. 2018, Yang et al. 2020). However, few work is concerned with the compound FER task in the CD-FSL setting. Different from widely used FSL benchmarks (e.g., miniImageNet (Vinyals et al. 2016) and Omniglot (Lake, Salakhutdinov, and Tenenbaum 2015) whose total numbers of classes are 100 and 1,623, respectively), basic expression
datasets contain a limited number of basic expressions (i.e., base classes in our setting). Consequently, the random sampling process cannot effectively simulate the variance of unseen tasks since the sampled base classes are highly overlapped across different episodes. In this way, traditional FSL methods easily suffer from the overfitting problem, resulting in their deteriorated inference ability on unseen compound expressions.

To address the above problem, we propose an effective CD-FSL method called Emotion Guided Similarity Network (EGS-Net), consisting of an emotion branch and a similarity branch, for compound FER. The emotion branch captures the global information of basic expressions and serves as a regularizer, while the similarity branch learns a transferable similarity metric between two expressions. In particular, motivated by the human perception that one can better identify expressions by combining basic expressions. Benitez-Quiroz et al. (Fabian Benitez-Quiroz, Srinivasan, and Martinez 2016) introduce a large compound expression dataset called EmotioNet, which contains one million in-the-wild images labeled by an AU-based algorithm. Based on the above datasets, several attempts are made for compound FER. Slimani et al. (Slimani et al. 2019) propose a highway convolutional neural network which replaces the shortcut with a learnable parameter for compound FER. As a winner of the FG 2017 Challenge, Guo et al. (Guo et al. 2017) design a multi-modality convolutional neural network, which combines the visual feature with the geometry feature and shows superiority for the emotion challenge.

Conventional compound FER methods require a large amount of labeled compound expression training data. Collecting such data not only is time-consuming and labor-intensive, but also demands the professional guidance. In this paper, different from the above methods, we are concerned with the compound FER problem in the CD-FSL setting, where the base classes are sampled from multiple basic expression datasets and the novel classes are compound expressions. Therefore, we manage to perform compound FER with only a few labeled reference images and provide great flexibility to identify a new expression category.

Few-Shot Learning. With the success of convolutional neural networks, deep learning based FSL methods have become topical. These methods can be coarsely classified into meta-learning based methods (Vinyals et al. 2016; Snell, Swersky, and Zemel 2017; Sung et al. 2018; Garcia and Bruna 2018; Finn, Abbeel, and Levine 2017) and transfer learning based methods (Chen et al. 2019; Afrasiyabi, Lalonde, and Gagne 2020; Hu, Gripon, and Pateux 2021; Yang, Liu, and Xu 2021). In this paper, our method belongs to meta-learning based methods and it is based on the learning-to-measure (L2M) technique that aims to learn a transferable similarity metric.

Recently, some FSL methods (Luo et al. 2017; Tseng et al. 2020) are also developed under the cross-domain setting. For example, Luo et al. (Luo et al. 2017) adopt adversarial learning to learn a transferable representation across different domains. Tseng et al. (Tseng et al. 2020) propose novel feature-wise transformation layers to simulate the variance of the target domain. Guo et al. (Guo et al. 2020) investigate a more challenging scenario, where a large domain shift exists between the base class domain and the novel class one.

Although existing FSL methods have shown promising performance in a variety of computer vision tasks, few of them study the compound FER task. The most relevant work to ours is (Ciubotaru et al. 2019), which evaluates some representative FSL methods for the basic FER task rather than generalizing to classify unseen compound expressions. In fact, due to the limited number of base classes in our FER task, the performance of existing FSL methods drops substantially. Hence, we develop a novel Emotion Guided Similarity Network (EGS-Net) based on a two-stage learning framework to address this issue.

In summary, our main contributions are given as follows:

- We develop a novel EGS-Net method for compound FER in the CD-FSL setting. Our method is capable of learning a transferable model, which is trained only on multiple basic expression datasets. Therefore, we can easily recognize novel compound expressions from the unseen domain, with a few reference images of novel classes. To the best of our knowledge, we are the first to classify unseen compound expressions in the FSL scenario.

- We develop a two-stage learning framework to progressively train EGS-Net and thus effectively alleviate the problem of limited base classes in our FER task. Based on the proposed learning framework, the inference ability of the similarity branch can be greatly improved with the help of the emotion branch, thereby boosting the performance of predicting novel compound expressions.

- Extensive experimental results on both in-the-lab and in-the-wild compound expression datasets demonstrate the effectiveness of our proposed method in comparison with several state-of-the-art FSL methods.

Related Work

Facial Expression Recognition. The past decades have witnessed significant progress in FER. Considering its practical applications, the main focus of FER has shifted from controllable in-the-lab scenarios to more challenging in-the-wild scenarios. However, conventional FER methods (Li et al. 2018; Ruan et al. 2020; Zhao, Liu, and Zhou 2021) only classify basic expressions, and fail to depict the complexity of human emotions in practical scenarios.

Recently, Du et al. (Du, Tao, and Martinez 2014) reveal that there are a large number of emotions expressed regularly by humans. They further define the compound expressions by combining basic expressions. Benitez-Quiroz et al. (Fabian Benitez-Quiroz, Srinivasan, and Martinez 2016) introduce a large compound expression dataset called EmotioNet, which contains one million in-the-wild images labeled by an AU-based algorithm. Based on the above datasets, several attempts are made for compound FER. Slimani et al. (Slimani et al. 2019) propose a highway convolutional neural network which replaces the shortcut with a learnable parameter for compound FER. As a winner of the FG 2017 Challenge, Guo et al. (Guo et al. 2017) design a multi-modality convolutional neural network, which combines the visual feature with the geometry feature and shows superiority for the emotion challenge.
Proposed Method

Problem Definition
In this paper, we perform compound FER in the CD-FSL setting, where the classes of the training set (i.e., the base class set) and those of the test set (i.e., the novel class set) are disjoint, and they are from different domains. To enrich the diversity of base classes and bridge the domain gap between the training set and the test set, we adopt multiple source domains (i.e., multiple basic expression datasets) for training. Accordingly, basic expressions from source domains are introduced to construct the base classes and compound expressions from the target domain (i.e., a compound expression dataset) are used as the novel classes. Such a setting is a challenging but practical setup, which investigates the ability of recognizing novel compound expressions based on the model trained only on easily accessible basic expression datasets. Therefore, given a base class set with sufficient labeled images, we aim to learn a transferable model and evaluate its performance on a novel class set with a few reference images. This enables the flexibility of the model to address compound FER.

Overview
An overview of the proposed Emotion Guided Similarity Network (EGS-Net) is shown in Figure 1. EGS-Net consists of an emotion branch and a similarity branch. The emotion branch learns global feature representations to classify all the basic expressions, while the similarity branch learns a transferable similarity metric between two expressions. Specifically, for the training phase, the emotion branch is learned by mini-batch training. Meanwhile, the similarity branch follows the L2M setting and it is trained in an episodic manner. In each episode, a meta-task is performed by sampling a support set and a query set from a randomly selected source domain, and then the model parameters are updated by the classification errors on the sampled query set. For the testing phase, we construct similar meta-tasks from the compound expression dataset. In each meta-task, based on the learned similarity branch, a query image is classified into its nearest category in the support set.

In particular, considering the difficulty of performing compound FER in the CD-FSL setting due to the limited base classes, a two-stage learning framework (including a joint learning stage and an alternate learning stage) is developed to train EGS-Net progressively. In the first stage, the emotion branch and the similarity branch are jointly trained in a multi-task fashion. In the second stage, the two branches are separately trained by alternate learning. They are updated alternately with the guidance of each other. As a result, the learned similarity branch can better serve for the unseen compound FER task, given only a few reference images of novel classes.

Joint Learning
Different from conventional FSL benchmarks that contain a large number of classes, basic expression datasets involve only a few basic expression categories (i.e., base classes in our setting). As a consequence, the constructed few-shot classification tasks are severely overlapped across different episodes, and existing FSL methods are likely to be trapped into the sampled base classes, leading to overfitting. To address this problem, we jointly train the emotion branch and the similarity branch. During the joint learning stage, the emotion branch, which captures the global information of
basic expressions, is served as a regularizer to avoid overfitting of the similarity branch. Such a way significantly improves the inference ability of the similarity branch on basic expressions from the unseen domain, and thus facilitates the training of the second stage. The optimization objective of this stage is formulated as

$$L_{joint} = L_{sim} + \lambda_{emo} L_{emo},$$  

where $L_{joint}$ denotes the joint loss, $L_{sim}$ and $L_{emo}$ represent the classification losses of the similarity branch and the emotion branch, respectively. $\lambda_{emo}$ denotes the balanced parameter.

In the following, we will introduce the emotion branch and the similarity branch in detail.

**Emotion Branch.** The emotion branch consists of an emotion encoder $E_e$ and a classifier $f$ to classify the basic expressions. By performing the basic FER task, the emotion branch provides a global view of all basic expression information. Given multiple source domains $D_s = \{D_1, D_2, \cdots, D_J\}$, where $D_j$ represents the $j$-th source domain and $J$ is the total number of training domains, a source domain $D_r$ is randomly selected in every episode. The batch data $\{X'_r, Y'_r\}$ are sampled from $D_r$, where $X'_r$ and $Y'_r$ denote the batch images and their corresponding labels, respectively. The predicted label $\hat{y}'_r$ is then computed as $\hat{y}'_r = f(E_e(x'_r))$, where $x'_r$ denotes a single image from the sampled batch. The classification loss of the emotion branch $L_{emo}$ employs the popular cross-entropy loss between the predicted result $\hat{y}'_r$ and the ground-truth expression label $y'_r$; that is,

$$L_{emo} = - \sum_{c=1}^{C_r} \mathbb{1}_{[c=y'_r]} \log(f(E_e(x'_r))),$$  

where $C_r$ denotes the number of basic expression categories in $D_r$. Indicator function $\mathbb{1}_{[c=y'_r]}$ equals to 1 only if $c = y'_r$, and 0 otherwise.

**Similarity Branch.** The similarity branch involves a similarity encoder $E_s$ and a metric module $M$. The similarity encoder $E_s$ and the emotion encoder $E_e$ share the parameters in the joint learning stage. Mathematically, for a meta-training episode, given a randomly selected domain $D_r$, the training data are randomly sampled and divided into a support set $S = \{X'_s, Y'_s\}$ and a query set $Q = \{X'_q, Y'_q\}$, where $X'_s$, $Y'_s$, and $X'_q$, $Y'_q$ denote the sampled images and their corresponding labels in the support and the query set, respectively. Subsequently, an $N$-way $K$-shot classification task is constructed, where $N$ denotes the number of sampled classes and $K$ represents the number of the labeled images in each class of the support set. The goal of a few-shot classification task is to make predictions for the query images with the reference of the support set.

All the images from the support set and the query set are fed into the similarity branch to evaluate the similarity between them. Then, the query image is assigned to its nearest category according to the similarity between this image and the support set in the learned feature space. The prediction process is formulated as

$$\hat{y}'_q = g(M(E_s(X'_s), E_s(X'_q)), Y'_q),$$  

where $\hat{y}'_q$ represents the predicted results for the query images. $M(\cdot)$ denotes the metric function, and $g(\cdot)$ refers to the operation that assigns a query image to its nearest category according to the similarity metric.

The objective of each few-shot classification task is to minimize the loss between the predicted result $\hat{y}'_q$ and the ground-truth label $y'_q$ of each query image as

$$L_{sim} = - \sum_{n=1}^{N} \mathbb{1}_{[n=y'_q]} \log(\hat{y}'_q).$$  

By training across different meta-tasks, the similarity branch can be easily adapted to an unseen task.

**Alternate Learning**

After joint learning, the inference ability of the similarity branch on basic expressions from the unseen domain is substantially improved, while that on compound expressions is still inferior. This is due to the poor inference ability of the initial emotion branch on novel classes. Motivated by the observation that humans are able to better learn knowledge by communicating with each other from a different perspective, we further develop the alternate learning stage. This learning stage can be viewed as a “two-student game”, where one student (branch) learns from the other one in turn.

More specifically, at the beginning of this stage, we update the emotion branch to perform its own expression classification task under the supervision of the fixed similarity branch for $K_e$ periods. Given a sampled image $x'_i$, the objective function $L_{emo}^{al}$ in this step is given as

$$L_{emo}^{al} = L_{emo} + \theta_{nc} ||E_e(x'_r) - E_e(x'_q)||^2_2,$$

where $L_{emo}$ denotes the classification loss defined in Eq. (2) for the emotion branch. $\theta_{nc}$ denotes the dynamic weight that varies with the episode $nc$. In this paper, we adopt a weight decay strategy to highlight the key role of the emotion branch in this step during alternate learning. $||E_e(x'_r) - E_e(x'_q)||^2_2$ is a regularized term, which constrains the feature distance between the similarity encoder and the emotion encoder to be as close as possible. Consequently, the emotion branch captures the knowledge that can be transferred to an unseen task to some extent.

Then, the role of each branch is exchanged, where the similarity branch intends to learn from the updated emotion branch in an episodic manner for $K_s$ periods. By resorting to the enhanced inference ability, the updated emotion branch can boost the classification performance of the similarity branch on both basic and compound expressions from the unseen domain. The objective function $L_{sim}^{al}$ in this step is formulated as

$$L_{sim}^{al} = L_{sim} + \theta_{nc} ||E_s(x'_r) - E_s(x'_q)||^2_2,$$

where $L_{sim}$ represents the metric based classification loss defined in Eq. (4) for the similarity branch. Similarly, we emphasize the key role of the similarity branch by the dynamic weight $\theta_{nc}$ in this step.

Next, the similarity branch and the emotion branch are alternately trained several times. Unlike the “two-player
game” of GAN (Goodfellow et al. [2014]), in which the generator and the discriminator compete with each other, the proposed alternate learning stage improves the inference ability of both branches by exchanging their respective knowledge. Finally, a similarity branch, which has superior inference ability on novel classes, can be obtained and transferred to perform the unseen compound FER task.

Overall Training
In the first stage, we jointly train the similarity branch and the emotion branch, preventing the similarity branch from overfitting to highly overlapped sample classes. In the second stage, we alternately train one branch with the guidance of the other one. The similarity branch is first fixed while the emotion branch is updated to improve its inference ability. Then, the similarity branch is optimized under the supervision of the updated emotion branch to better exploit the global information of basic expressions. Finally, the above two steps are alternately trained. In this way, the two branches can learn from each other from a different perspective, greatly improving the inference ability of the similarity branch to identify unseen compound expressions. The two-stage learning framework is summarized in the appendix.

Experiments
Datasets
In this paper, we study the compound FER task in the CD-FSL setting, where only images from easily accessible basic expression datasets are used to train the model. We use several popular basic expression datasets, including three in-the-lab datasets (CK+ (Lucey et al. [2010]), MMI (Pan et al. [2005]), and Oulu-CASIA (Zhao et al. [2011])) and two in-the-wild datasets (RAF-DB (Li, Deng, and Du [2017]) and SFEW (Dhall et al. [2011])), as multiple source domains for training. We use two newly released compound expression datasets (CFEE (Du, Tao, and Martinez [2014]) and EmotioNet (Benitez-Quiroz et al. [2017])) for testing. More information of these datasets is provided in the appendix.

To better analyze the inference ability of our method, we divide CFEE into two subsets, including 1,610 images labeled with basic expressions (denoted CFEE_B) and 3,450 images labeled with compound expressions (denoted CFEE_C). Similar to CFEE, we divide EmotioNet into EmotioNet_B (consisting of basic expressions) and EmotioNet_C (consisting of compound expressions).

Implementation Details
For all the experiments, we first align and crop facial images by MTCNN (Zhang et al. [2016]), and further resize them to 224 × 224. All the images in basic expression datasets are used for training. The compound expression datasets and their corresponding subsets are used for testing.

We implement our model with the Pytorch toolbox. We adopt ResNet-18 (He et al. [2016]) as the backbone for both the emotion encoder and the similarity encoder, which share the parameters in the joint learning stage and are separately updated in the alternate learning stage. The networks are optimized by using the Adam algorithm (Kingma and Ba [2015]) with the learning rate of 0.001, \( \beta_1 = 0.500 \), and \( \beta_2 = 0.999 \). The weight of the emotion branch is empirically set to \( \lambda_{emo} = 1 \) during the joint learning stage. We adopt the step decay strategy during the alternate learning stage. For the emotion branch, the batch size is set to 128. For the similarity branch, we randomly sample \( N (= 5) \) classes and \( K (= 1,5) \) images from each class to form the support set, and the number of query images is set to 16. The whole training contains 200 epochs for joint learning and 5 epochs for alternate learning, and the two branches exchange the role after every 20 periods (\( K_e = K_s = 20 \)). The number of episodes \( N_e \) in each epoch is set to 100. We report the average recognition accuracy on 1000 meta-test tasks.

Ablation Studies
To better analyze the inference ability on the unseen domain, we test the method on the whole dataset and two subsets, including a subset of basic expressions (CFEE_B or EmotioNet_B) and a subset of unseen compound expressions (CFEE_C or EmotioNet_C). The whole dataset is used to evaluate the overall accuracy, while the subsets of basic and compound expressions are used to evaluate the inference ability of a method on the seen classes and the novel classes from the unseen domain, respectively. The classical ProtoNet (Snell, Swersky, and Zemel [2017]) is used as our similarity branch in this subsection.

Influence of Emotion Branch and Similarity Branch. We first evaluate the inference ability of the emotion branch and the similarity branch, when they are independently trained without using the two-stage learning framework. The two branches are evaluated in an FSL manner. That is, images from the support and query sets are fed into the trained feature extractor to extract features. The query images are then assigned to their nearest neighbors in the support set. We respectively denote the emotion branch and the similarity branch trained on a single domain (RAF-DB is used) as \( E_b \) (single) and \( S_b \) (single), and those trained on multiple source domains as \( E_b \) (multiple) and \( S_b \) (multiple). The comparison results are given in Table 1.

As illustrated in Table 1, \( S_b \) (single) and \( E_b \) (single) achieve similar performance for basic expression recognition on the unseen domains (i.e., CFEE_B and EmotioNet_B). In contrast, \( S_b \) (single) outperforms \( E_b \) (single) by a large margin for classifying unseen compound expressions (i.e., 7.69%, 6.94% on CFEE_C, and 2.90%, 2.88% on EmotioNet_C for 5-shot and 1-shot classification tasks, respectively). Similar patterns can be observed when multiple source domains are used. These results indicate that the inference ability of the similarity branch on the unseen task is better than that of the emotion branch. This can be ascribed to the superiority of the episodic training manner for the similarity branch.

Moreover, \( E_b \) (multiple) and \( S_b \) (multiple) obtain much better recognition accuracy than \( E_b \) (single) and \( S_b \) (single), respectively, on the whole datasets and their corresponding subsets. Therefore, multiple source domains effectively enrich the diversity of the training data, and bridge the gap between the training set and the test set. In the following part, we will use multiple source domains as the training set.
Table 1: The 5-shot and 1-shot accuracy (%) on CFEE, EmotioNet, and the corresponding subsets.

| Method   | CFEE   | CFEE_B | CFEE_C | EmotioNet | EmotioNet_B | EmotioNet_C |
|----------|--------|--------|--------|-----------|-------------|-------------|
| E₀ (single) | 59.36  | 47.48  | 71.57  | 59.87     | 55.00       | 43.13       |
| E₀ (multiple) | 65.59  | 52.65  | 80.28  | 67.48     | 60.66       | 47.48       |
| S₀ (single)  | 65.41  | 54.22  | 71.44  | 65.73     | 62.69       | 50.07       |
| S₀ (multiple) | 69.69  | 58.05  | 82.21  | 72.51     | 66.84       | 54.30       |
| EGS-Net (joint) | 70.88  | 59.18  | 85.63  | 76.74     | 67.05       | 54.99       |
| EGS-Net (al)  | 71.25  | 60.02  | 84.09  | 75.11     | 67.33       | 55.13       |
| EGS-Net      | 72.17  | 60.90  | 86.45  | 77.16     | 68.38       | 56.65       |

Table 2: Inference ability of the emotion branch. The 5-shot accuracy (%) is reported for performance evaluation.

| Weight decay | CFEE   | CFEE_C | EmotioNet | EmotioNet_C |
|--------------|--------|--------|-----------|-------------|
| ×            | 71.31  | 67.03  | 59.33     | 59.73       |
| ✓            | 72.17  | 68.38  | 59.77     | 60.52       |

Table 3: Influence of the weight decay strategy. The 5-shot accuracy (%) is reported for performance evaluation.

![DB index of learned features for basic and compound expressions on both in-the-lab and in-the-wild datasets.](image)

Figure 2: DB index of the learned features for basic and compound expressions on both in-the-lab and in-the-wild datasets. For the DB index, the smaller is better.

**Influence of Joint Learning.** The results obtained by EGS-Net only using the joint learning stage (denoted EGS-Net (joint)) are shown in Table 1. We also compare EGS-Net only using the alternate stage (denoted EGS-Net (al)) with EGS-Net using the two-stage learning framework.

Compared with S₀ (multiple), EGS-Net (joint) obtains higher recognition accuracy on the basic expression subsets. To be specific, EGS-Net (joint) improves the performance by 3.42%, 4.23% on CFEE_B, and 2.36%, 2.50% on EmotioNet_B for the 5-shot and 1-shot classification tasks, respectively. Therefore, the joint learning stage is beneficial to alleviate the overfitting problem on sampled base classes, and thus enable EGS-Net to classify basic expressions from the unseen domain more accurately. In addition, compared with EGS-Net (al), EGS-Net respectively achieves the improvements of 1.05% and 1.27% in terms of recognition accuracy on CFEE_C and EmotioNet_C for the 5-shot classification task. This validates the necessity of the joint learning stage, which facilitates the training of the second stage.

We also compute the Davies-Bouldin index (DB index) of different methods on four subsets. DB index depicts the intra-class variations and the inter-class similarities in the learned feature space. For the DB index, the smaller is better. The results are shown in Figure 2. We can observe that the DB index obtained by EGS-Net (joint) is better than that obtained by S₀ (multiple) on all subsets. However, the DB index decreases more on basic expression subsets (i.e., CFEE_B and EmotioNet_B) than that on novel compound subsets (i.e., CFEE_C and EmotioNet_C). This shows that the inference ability of EGS-Net (joint) on unseen compound expressions is still inferior. The main reason is that the poor inference ability of the initial E₀ (multiple) on the unseen task constrains the performance of the similarity branch during joint learning.

**Influence of Alternate Learning.** As shown in Table 1, EGS-Net (al) gives higher recognition accuracy than S₀ (multiple) on CFEE, EmotioNet, and their corresponding subsets. Compared with EGS-Net (joint), EGS-Net (al) gives better accuracy on the compound subsets but performs worse on the basic subsets. This is because the alternate learning stage facilitates our model to identify unseen compound expressions by training the similarity branch across similar tasks. However, EGS-Net (al) still suffers from the overfitting problem caused by limited base classes.

The two-stage EGS-Net further improves the performance of EGS-Net (joint), especially for the unseen compound FER task. Specifically, it obtains improvements of 1.33%, 1.66% on CFEE_C, and 1.69%, 1.05% on EmotioNet_C for the 5-shot and 1-shot classification tasks, respectively. Hence, the alternate learning stage is of great significance to enhance the inference ability of the similarity branch.

Moreover, we also evaluate the inference ability of the emotion branch, as shown in Table 2. We give the results obtained by the emotion branch based only on the joint learning stage (denoted E₀ (joint)) and that based on the two-stage learning framework (denoted E₀ (two-stage)). We can see that the inference ability of the emotion branch on the unseen task is enhanced after the alternate learning stage (1.31% and 1.81% improvements on CFEE_C and EmotioNet_C, respectively). Resorting to the improved inference
In this paper, we propose a novel EGS-Net method for compound FER in the CD-FSL setting, which substantially avoids the tedious collection of large-scale labeled compound expression training data and offers superior scalability for practical applications. To alleviate the problem of limited base classes, a novel two-stage learning framework is developed. The proposed framework includes a joint learning stage to prevent the trained model from overfitting to highly overlapped sampled base classes, and an alternate learning stage to further improve the inference ability of our model for generalizing to the unseen task. Extensive experiments have been performed to validate the effectiveness of our method on both in-the-lab and in-the-wild compound expression datasets.

\section*{Conclusion}

Table 4 gives the comparison results between our proposed method and several state-of-the-art FSL methods on the compound expression datasets. We build our EGS-Net methods based on four representative L2M methods, including ProtoNet \cite{Snell2017}, MatchingNet \cite{Vinyals2016}, RelationNet \cite{Sung2018}, and GNN \cite{Garcia2018}, denoted EGS-Net (P), EGS-Net (M), EGS-Net (R), and EGS-Net (G), respectively. These methods differ in terms of metric modules. Specifically, ProtoNet and MatchingNet employ the Euclidean and cosine distances, respectively. A learnable metric module based on the vanilla and graph convolution is used in RelationNet and GNN. For a fair comparison, all the competing methods are trained by using publicly available codes under the same settings (e.g., dataset and backbone).

Compared with the corresponding L2M baselines, EGS-Net (P), EGS-Net (M), EGS-Net (R), and EGS-Net (G) achieve higher performance (2.48\%, 2.73\%, 2.01\%, 3.69\% improvements on CFEE, and 2.28\%, 2.10\%, 0.72\%, 4.06\% improvements on the more challenging EmotioNet dataset for the 5-shot classification tasks). The above results indicate that our proposed EGS-Net method can further improve the inference ability of existing L2M methods on the unseen compound expression datasets.

Moreover, we evaluate several recent FSL methods for performance comparison. For instance, InfoPatch \cite{Liu2021} introduces contrastive learning into the episodic training manner for a general matching. DKT \cite{Tseng2020} learns a kernel that can transfer to a new task for the Bayesian model. Tseng \textit{et al.} \cite{Tseng2020} solve the CD-FSL problem by using feature-wise transformation layers. Some transfer learning based methods focus on either the design of loss functions in the pretraining stage \cite{Chen2019, Afrasiyabi2020} or the calibration of novel class distribution in the fine-tuning stage \cite{Hu2021, Yang2021}. As can be seen in Table 4 among all the competing methods, our EGS-Net (G), which uses a graph convolution based metric function, obtains the highest accuracy of 73.79\%, 61.28\% on the in-the-lab CFEE dataset, and 62.12\%, 51.93\% on the in-the-wild EmotioNet dataset for 5-shot and 1-shot classification tasks, respectively.

Table 4: The 5-shot and 1-shot accuracy (\%) comparisons among different competing methods on the in-the-lab CFEE and in-the-wild EmotioNet datasets.
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