Experimental measurement of kinetic parameters using quantum plasmonic sensing
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Kinetic models are essential for describing how molecules interact in a variety of biochemical processes. The estimation of a model’s kinetic parameters by experiment enables researchers to understand how pathogens, such as viruses, interact with other entities like antibodies and trial drugs. In this work, we report a simple proof-of-principle experiment that uses quantum sensing techniques to give a more precise estimation of kinetic parameters than is possible with a classical approach. The interaction we study is that of bovine serum albumin (BSA) binding to gold via an electrostatic mechanism. BSA is an important protein in biochemical research as it can be conjugated with other proteins and peptides to create sensors with a wide range of specificity. We use single photons generated via parametric down-conversion to probe the BSA-gold interaction in a plasmonic resonance sensor. We find that sub-shot-noise level fluctuations in the sensor signal allow us to achieve an improvement in the precision of up to 31.8% for the values of the kinetic parameters. This enhancement can in principle be further increased in the setup. Our work highlights the potential use of quantum states of light for sensing in biochemical research.

I. INTRODUCTION

The measurement of kinetic parameters plays an important role in characterizing the physical mechanisms underlying molecular interactions, enabling the development of vaccines, drugs and cancer treatments [1]. Plasmonic sensors are optical sensors that are widely used in industry for studying molecular interactions due to their high sensitivity [2–8], label-free approach [9] and specificity [10]. Despite the advantages of using plasmonic sensors for studying biochemical processes, the precision in the measurement performed by these sensors is starting to reach a fundamental limit known as the shot-noise limit [11]. This is due to the statistical structure of the light sources used in the sensors. Achieving a better precision is possible by using quantum light sources with reduced noise [12–15]. Recent work has explored the use of quantum light in plasmonic sensing, introducing ‘quantum plasmonic sensors’ as a new approach to biosensing [16]. Several studies have shown theoretically [17,18] and experimentally [19–24] an enhancement in the estimation precision of static parameters using quantum plasmonic sensors. Most recently, theoretical work has shown that the enhancement in precision should carry over to estimating kinetic parameters [25]. However, so far there has been no experimental confirmation.

In this work we report a proof-of-principle experiment that demonstrates a quantum enhancement in the precision of estimating kinetic parameters. We use single photons as the quantum light source, which are generated by parametric downconversion. The single photons in our experiment probe a plasmonic resonance sensor which is set up to monitor the interaction of the protein bovine serum albumin (BSA) with gold. BSA is a protein that is widely used in biochemical studies, as it is capable of binding to many types of antibodies and drugs [26]. Thus, it is an informative first test case in the study of whether a quantum enhancement can be achieved in the precision of measuring kinetic parameters. The adsorption of BSA to a gold surface occurs via an electrostatic interaction [27,28], and by using a temporal signal from the single photons transmitted through the plasmonic resonance sensor for different concentrations of BSA, we estimate the association and dissociation kinetic parameters for the interaction. Due to the reduced noise of the single photon statistics we find that an improvement of up to 31.8% in the precision of the values of the association and dissociation parameters is possible, in line with theoretical predictions. Our work shows that quantum light sources can be used for practical sensing of kinetic parameters with an improved precision compared to a classical approach. This may open up new possibilities for designing quantum-based sensors for high-precision biochemical research.

In Section II we describe our optical setup for quantum plasmonic sensing and outline how the kinetic parameters for the interaction model of BSA binding to gold can be extracted from the sensor signal. In Section III we provide the results of our experimental study, comparing the precision in the estimation of the kinetic parameters with those from an equivalent classical setup. In Section IV we summarize our main findings and provide an outlook on future work.

II. EXPERIMENTAL SCHEME

A. Experimental setup

In Fig. 1 (a) we show the experimental setup used for measuring kinetic parameters with a quantum plasmonic sensor.
FIG. 1: Experimental measurement of kinetic parameters using a quantum plasmonic sensor. (a) Setup with quantum light source and plasmonic resonance sensor. Pairs of photons are generated via parametric down-conversion using a nonlinear Beta-Barium-Borate (BBO) crystal. The photon in the top mode A is detected and ‘heralds’ the presence of a single photon in the bottom mode B. This photon is used to probe the transmission response of a plasmonic resonance sensor comprised of a prism with gold film attached by index matching oil. BSA is injected into the sensing region above the gold and the change in refractive index (n_{gold} = \sqrt{n_{glass}}) causes changes in the transmission, T, over time as the BSA binds to the gold surface (see inset). H is for half-wave plate, PBS for polarizing beamsplitter, IF for interference filter and D_i is a single-photon avalanche photodetector in mode i. (b) Singles counts at the probe detector for the case of 1.5% BSA concentration injected into the region above the gold surface. The counts vary as the BSA binds, eventually reaching a steady state. (c) Singles counts at the heralding detector. (d) Dependence of the estimated transmission T (points) of the sensor with time and its associated estimation precision \Delta T (error bars) for 1.5% BSA concentration. The transmission and its precision are obtained based on detection events at detector B given that detector A recorded, or ‘heralded’, a detection event within a 4 ns time window. This ensures that the photons in mode B are single photons with corresponding noise. The dashed line is a nonlinear fit to the points, see next section for details.

It consists of a quantum light source and a plasmonic resonance sensor (shown in the shaded green area). For the quantum light source, pairs of photons are produced using spontaneous parametric down-conversion in a nonlinear Beta-Barium-Borate (BBO) crystal [29,50]. A pump photon with wavelength centered at 405 nm from a continuous wave laser at a power of 20mW (Coherent OBIS 405 nm) has its polarization set to vertical using a half-wave plate (H) and is sent into a 3 mm long BBO (from Newlight Photonics). The photon has a non-zero probability to be down-converted by a second-order nonlinear process into a pair of horizontally polarized photons with their wavelength centered at 810 nm. The optical axis of the BBO is cut such that one of the photons exits the crystal at +3 degrees from the pump forward direction into mode A and the other photon exits at −3 degrees into mode B. The polarizations of photons in both modes are cleaned up using a polarizing beamsplitter (PBS) which transmits horizontally polarized light only, while the spectral bandwidth of the photons is selected using interference filters (IF) (\lambda_0 = 810 nm, \Delta \lambda = 10 nm) placed before fiber couplers leading to single-photon avalanche photodetectors D_A and D_B (Excelitas SPCM-AQRH-13-FC). The detection of a photon in mode A ‘heralds’ the presence of a single photon in mode B. This single photon is used to probe the transmission response of the plasmonic resonance sensor. Finally, an iris is placed in mode A to improve the spatial selection of the down-conversion and give a better correlation with the photons in mode B. This is important for maximizing the overall transmission efficiency of the setup, as described later.

The plasmonic resonance sensor is made up of a prism (BK7 material) and a microscope slide coated with a 50 nm gold film with a titanium adhesion layer (30020011 from Phase Sàrl). The slide is attached to the prism by index-matching oil (56822-50ml from Sigma Aldrich). The sensor is initially operated under static and not flow conditions – a buffer solution of deionized water is placed on the gold film using a silicone cavity with dimensions 2 cm x 4 cm x 1 mm. The gold film supports surface plasmon polaritons (SPPs), which are excitations of light coupled to electron charge oscillations on the top surface of the gold [31,32]. At a particular angle of incidence, set by using a mirror on an automated-rotator, the single photons satisfy mode-matching conditions for coupling to single SPPs [32]. A key mode-matching condition required is that the polarization of the photons is set to be parallel to the plane of incidence. This is achieved by a half-wave plate before the auto-rotator. The photon-SPP coupling, or resonance, corresponds to a dip in the transmission of mode B around the optimal angle, corresponding to a decrease in the number of photons reflected from the gold surface and detected. This occurs as single photons mainly couple to single SPPs which propagate along the gold surface instead. A second auto-rotator is used to guide any reflected photons into the detector as the incident angle is varied so that the transmission can be determined and the location of the optimal resonance angle of the dip can be found.

For sensing, the incidence angle, \theta_{in}, is decreased slightly from resonance so that the transmission in mode B increases and it sits on a steep part of the left hand side of the angular dip (near the inflection point). At this point single photons are partially transmitted and partially converted into SPPs.
transmission, \( T \), here is most sensitive to changes in the refractive index, \( n_a = \sqrt{\epsilon_a} \) (where \( \epsilon_a \) is the permittivity), of the medium above the gold film, as shown as a point in the inset of Fig. 1 (a). In the inset, the inflection point is on the right hand side of the refractive index dip. This is in contrast to the left hand side of the angular dip used, which is due to the incident angle being fixed and the refractive index changing and causing the resonance behavior instead [33].

The protein BSA is in a powder form (A2153-10G from Sigma Aldrich) and is mixed with deionized water to give a fixed concentration. The solution is then injected into the silicon cavity above the gold surface using a syringe. As the BSA binds to the gold over time the change in the refractive index above the surface causes a change in the transmission, \( T \). This change can be seen in the unheralded ‘singles’ counts detected in mode B for the probe photon (counts in mode B that are not conditioned on a photon in mode A), as shown in Fig. 1 (b). On the other hand, the transmission in mode A for the heralding photon remains constant, as can be seen in the singles counts for mode A in Fig. 1 (c). The lower overall count rate compared to mode B is due to an additional iris on mode A that is used to improve the spatial selection of photons in that mode and provide a better correlation with photons in mode B. The time dependent transmission profile, \( T(t) \), of mode B is called a sensorgram, and from it we can use a nonlinear fit to extract kinetic parameters for the binding interaction between the BSA and gold [8]. We focus on studying the changes in \( T \) due to binding and steady state kinetic behavior. Further details about how \( T \) is related to the kinetics and how the extraction procedure is performed are given in the next section.

While the detected singles counts in mode B show a dependence on the temporal transmission of the sensor, the noise in the counts is shot-noise limited due to the probabilistic nature of the down-conversion process at the BBO, which follows a Poissonian process. This stems from the fact that each pump photon that produces a photon pair originates from a continuous wave coherent state of the pump laser, which has a Poissonian distribution of photons [33]. In order to remove the noise and go below the shot-noise limit, we use heralded photons in mode B, where a detection of a photon in mode A heralds the presence of a single photon in mode B. The detection in mode B must occur within a coincidence time window for the photon to be considered to come from the same pair [30], which we set as 4 ns in our experiment. In principle, this removes the shot-noise completely, however, the heralding is not perfect due to loss in mode B, which results in some heralded photons not making it to the detector. The resulting noise is binomial [34], which crucially is smaller than the shot-noise depending on the amount of loss and the transmission due to the plasmonic sensor [16].

It is important to note that while the \( N \)-photon number state is known to be optimal for reducing the noise in this transmission scenario [16] [18] [30], single-photon states (\( N = 1 \)) give the same relative amount of noise reduction as their classical counterpart: the weak coherent state with a mean photon number of 1. Moreover, the use of \( N \) single photons can achieve the same limit that would be obtained by the \( N \)-photon number state [16], as each photon in the state undergoes an independent Bernoulli sampling [34]. This equivalence allows the use of single photons as a practical alternative to \( N \)-photon number states in quantum sensing. Thus, quantum sensing in this scenario does not need to take advantage of entanglement, nor higher-order Fock states [16].

### B. Statistical data processing

For a given period of time, we let \( \nu \) be the number of single photons sent to the sensor in mode B (probe photons), which are heralded by a detection of a photon in mode A. We then measure the number of transmitted photons in mode B, denoted as \( N_t \). The transmission for that period of time is then \( T = N_t/\nu \). Based on the slow time scale on which the sensorgram \( T(t) \) changes (see Fig. 1 (b)), the rate of single-photon counts at detector A (which is \( 5 \times 10^4 \text{s}^{-1} \), see Fig. 1 (c)), and the rate of pairs of photons detected when the plasmonic sensor in mode B is at the inflection point (3.3 \( \times 10^3 \text{s}^{-1} \)), we use a total collection period of 6 seconds, within which we carry out \( \mu = 2 \times 10^3 \) sets of \( \nu = 150 \) independent and identical samplings, while \( T \) remains approximately constant. As \( \nu \) is fixed, we require the ability to “time tag” detection events at detectors \( D_A \) and \( D_B \). This allows us to collect \( \nu \) counts at \( D_A \) and record the number of times a count occurs at \( D_B \) after a count occurred at \( D_A \) within the coincidence window. For the time tagging, we use a TimeHarp 260 PICO (PicoQuant), which has two independent electronic channels with a 25 ps temporal resolution. The value of \( \mu \) was chosen as it produced a steady standard deviation of the mean transmissions obtained from each set of \( \nu \) samplings.

The mean transmission is used as an estimator and for set \( i \) it is given by \( T_i = N_{ti}/\nu \). The expected mean transmission for a 6 second period is then \( \langle T \rangle = \sum_{i=1}^{\nu} \frac{1}{\nu} T_i \). The precision of the estimation of the mean transmission for a single set of \( \nu \) samplings, \( \Delta T \), can be found from the standard deviation, or uncertainty, of the mean of the sets, and is given by

\[
\Delta T = \sqrt{\frac{1}{\nu} \sum_{i=1}^{\nu} \left( T_i - \langle T \rangle \right)^2}.
\]

In Fig. 1(d) we show an example sensorogram from our experiment for the case of 1.5% BSA injected into the cavity region above the gold surface. The points at 6 second intervals represent \( \langle T \rangle \) and the error bars represent \( \Delta T \). The maximum mean transmission through mode B in our setup is approximately 10% when the SPP angular dip is off resonance to the left of the dip where total internal reflection takes place and the sensor has \( T = 100\% \) ideally.

The overall 10% efficiency of our sensor is due to a number of factors, the main one being the prism itself (PS912 Thorlabs). The prism is right-angled and made of N-BK7, with sides of length 40 mm, a base of 56.5 mm and width of 40 mm. The size was chosen in order to support the gold microscope slide. Photons in the beam of mode B propagate through ~ 40 mm of N-BK7, with a transmission of 92% per 10 mm at 810 nm, leading to a total transmission through the prism of
71%. The prism is also uncoated and at the external angle we use of ~ 20° to the normal of the prism surface there is 3 – 5% loss on input to the prism (using Fresnel’s equations and depending on the polarisation set) and similarly for the output from the prism. This leads to a combined transmission of 64% during total internal reflection, in contrast to T = 100% expected ideally. As the external angle increases in order to move along the SPP resonance dip and closer to the inflection point, the transmission drops further slightly due to increased reflections at the input/output prism surfaces. The remaining decrease of the transmission to 10% can be attributed to the detector efficiency and the efficiency of coupling collected light into the fibers before detection. This final decrease was confirmed in a control experiment where the prism was not present, giving an overall transmission ~ 20%. Thus, we have T = 0.2 × 0.64 = 13%. The remaining additional few percent may be attributed to the surface roughness of the gold, which has a small influence \[35\], and other surface reflections, such as those at the interface of the index matching oil.

The incident angle of photons entering the plasmonic sensor is increased away from the total internal reflection point toward the dip center such that the transmission of the sensor is reduced by roughly 40% and we are operating close to the point on the dip that is most sensitive to refractive index changes. Thus, the initial transmission (with deionized water as the buffer solution) is 0.1 × (1 – 0.4) = 6% and rises as BSA is added and the binding reaches a steady state, pushing the sensor back toward total internal reflection where the transmission is about 10%. The dashed line in Fig. 4 (d) is a nonlinear fit to the points, the details of which are given in the next section. As 1.5% BSA was enough to increase the transmission back to its maximum, we did not consider higher concentrations, as these would have led to transmission values that are not consistent with a linear response to the refractive index change (see right side of inset in Fig. 4(a)).

The experimental precision obtained from Eq. (1) can be compared with the theoretical model for the ideal case of single photons (quantum) and coherent states with mean photon number of one (classical), which are given by \[19\]

\[\Delta T_{\text{quantum}} = \sqrt{\langle T \rangle(1 - \langle T \rangle)} \]  \tag{2}

and

\[\Delta T_{\text{classical}} = \sqrt{\frac{T}{\nu}}. \]  \tag{3}

We compare our experimental precision with these theoretical predictions in the next section. It is important to note that the above equations have a \(N^{-1/2}\) dependence in general \[19\], where \(N\) is the mean photon number of the \(N\)-photon number state (quantum) and coherent state (classical).

### III. RESULTS

#### A. Transmission measurement

Interaction kinetics can be divided into three main stages: association, steady state and dissociation \[8\]. The association stage mainly involves the binding of ligands to receptors to form receptor-ligand complexes, although some unbinding (release of ligands) also occurs. In the present context, a BSA molecule plays the role of a ligand and an area on the gold surface is the receptor. The steady state stage is where equilibrium is reached with the number of ligands binding equaling the number that are unbinding. The dissociation stage involves the irreversible unbinding of ligands and receptors, which occurs when the BSA solution is replaced by a buffer solution in a process called elution. In this work we focus on the association and steady state stages, as these are sufficient to extract out all the kinetic parameters for the interaction, including the dissociation parameter \[8\].

When BSA is added to the region above the gold surface the value of the permittivity \(\epsilon_a\) increases in that region due to binding of BSA molecules to the gold. The transmission \(T\) increases and gains a time dependence, as can be seen in Fig. 1(b). During this association stage, BSA molecules bind and unbind with the gold surface and the steady state stage is eventually reached.

The concentration of the receptor-ligand complex \([C]\) and the transmission of the sensor \(T\) can be linked by the refractive index, \(n_a = \sqrt{\epsilon_a}\), of the region above the gold surface. For a fixed incidence angle, an increase in the complex concentration \([C]\) increases the refractive index and thus \(T\), as shown in the inset of Fig. 1(a). A mathematical model for the association and steady state stages of the interaction is given by \[8\]

\[T(t) = T_\infty(1 - e^{-k_d t})\],  \tag{4}

where \(T_\infty\) is a constant determined by the initial concentration of the ligands, \([L_0]\), and receptors, \([R_0]\), the thickness of the ligand layer above the gold surface, \(\ell\), and the affinity of the receptor-ligand interaction \(K_a = \frac{k_d}{k_s}\). Here, \(k_s\) is the association parameter in \(\text{M}^{-1}\text{s}^{-1}\) (per molarity per second) and \(k_d\) is the dissociation parameter in \(\text{s}^{-1}\). In Eq. (4), the parameter \(k_s = k_a[L_0] + k_d\) represents the “observable rate” in units of \(\text{s}^{-1}\). From the measured sensorgram of \(T\) in the experiment a nonlinear fit to the model given in Eq. (4) is performed using a Gauss-Newton method in order to extract out \(k_s\). We start by focusing on the estimation of the observable rate parameter, \(k_s\), before considering the estimation of the association and dissociation parameters.

In Fig. 2(a) we show the transmission \(T\) measured for an injection of BSA with a 1.5% concentration above the gold surface. Each point is the average \(\langle T \rangle\) from \(\mu = 2 \times 10^3\) sets of measurements within 6 seconds, each set of measurements having \(\nu = 150\) probes, as described in the previous section. In Fig. 2(b) we show the standard deviation \(\Delta T\) for the mean of the \(\mu\) sets for each point in time. The solid green line gives the expected theory values for using single-photons based on substituting \(\langle T \rangle\) from Fig. 2(a) into Eq. (2). The solid orange line
FIG. 2: Sensorgram and its precision for an injection of BSA with a 1.5% and 1% concentration above the gold surface. Top row shows 1.5% BSA and bottom row shows 1% BSA. (a) Measured sensorgram \( \langle T \rangle \) for 1.5% BSA. (b) Standard deviation \( \Delta T \) associated with \( \langle T \rangle \) for each point in time. The green (orange) line is the expected quantum (classical) standard deviation \( \Delta T_{quantum} \) (\( \Delta T_{classical} \)). (c) Values of \( \Delta T \) that correspond to the values of \( \langle T \rangle \) with the temporal aspect of the sensorgram removed. (d) Zoomed in region of panel (c) highlighting the gap between the classical and quantum cases. (e) Measured sensorgram \( \langle T \rangle \) for 1% BSA. (f) Standard deviation \( \Delta T \) associated with \( \langle T \rangle \) for each point in time. (g) Values of \( \Delta T \) that correspond to the values of \( \langle T \rangle \) with the temporal aspect of the sensorgram removed. (h) Zoomed in region of panel (g) highlighting the gap between the classical and quantum cases.

gives the expected theory values for a coherent state which are obtained by substituting \( \langle T \rangle \) from Fig. 2 (a) into Eq. (3). The experimental points are clearly in line with the expected single-photon case, demonstrating a smaller standard deviation \( \Delta T \) and therefore an enhancement in the estimation precision. The close match between the experiment and single-photon theory predictions confirm that the noise in the experiment is mainly due to the statistics of the single-photons and that technical noise at low frequencies (slowly varying) in the sensor, such as laser and vibrational fluctuations are a small contribution to the observed precision.

It should be noted that in the classical case of a coherent state, the precision is set by the shot noise, which in general (mean photon number \( > 1 \)) is inversely proportional to the square root of the intensity \([16]\). Thus, in principle, one could simply increase the intensity per probe state, i.e., mean photon number, (or alternatively the rate of probing at fixed intensity per probe state) and thereby decrease the noise to obtain a better precision. The important point here is that for a fixed mean photon number per state (in this case one) and fixed rate of probing, the quantum case always outperforms the classical case in terms of giving a smaller precision. Consequently, one can obtain the same estimation precision as the classical case using a quantum state with a reduced intensity. This is important when the biological sample is photosensitive \([37]\), or the sensor is operating close to its intensity limit in terms of linear response \([11, 38]\). It is therefore this setting where our quantum plasmonic sensor would provide a practical advantage.

To put the relation between \( \langle T \rangle \) and \( \Delta T \) in context and highlight the quantum advantage, in Fig. 2 (c) we plot the values of \( \Delta T \) that correspond to the values of \( \langle T \rangle \), thereby removing the temporal aspect of the sensorgram. As before, the solid green (orange) line gives the expected theory value for the single-photon (coherent state) case. The difference in \( \Delta T \) between the quantum and classical case is small for low values of \( \langle T \rangle \), and so in Fig. 2 (d) we show a zoomed in plot, highlighting the reduction more clearly with all experimental points closest to the expected quantum case. It is important to note that a higher overall transmission in our setup would widen the gap between the classical and quantum case, and provide an even better enhancement in the precision, but already with the current setup one can see that this gap is present. There is a potential for further enhancement by improving the detector efficiency, reducing the prism size, adding an anti-reflection coating on the prism and optimizing the coupling of the light into the fibers before detection.

In Fig. 2 (e)-(h) we show the results for an injection of BSA with a 1% concentration above the gold surface. As in the previous case, the experimental points are in line with the expected single-photon case, demonstrating an enhancement in the estimation precision. In Fig. 3 (a)-(d) (e)-(h) we show the results for an injection of BSA with a 0.75% (0.5%) concentration above the gold surface. The experimental points are roughly in line with the expected single-photon case, although some are close to the classical coherent state case. The reason
FIG. 3: Sensorgram and its precision for an injection of BSA with a 0.75% and 0.5% concentration above the gold surface. Top row shows 0.75% BSA and bottom row shows 0.5% BSA. (a) Measured sensorgram $\langle T \rangle$ for 0.75% BSA. (b) Standard deviation $\Delta T$ associated with $\langle T \rangle$ for each point in time. (c) Values of $\Delta T$ that correspond to the values of $\langle T \rangle$ with the temporal aspect of the sensorgram removed. (d) Zoomed in region of panel (c) highlighting the gap between the classical and quantum cases. (e) Measured sensorgram $\langle T \rangle$ for 0.5% BSA. (f) Standard deviation $\Delta T$ associated with $\langle T \rangle$ for each point in time. (g) Values of $\Delta T$ that correspond to the values of $\langle T \rangle$ with the temporal aspect of the sensorgram removed. (h) Zoomed in region of panel (g) highlighting the gap between the classical and quantum cases.

for this is because a lower concentration of BSA results in a smaller deviation of $T$ in the sensorgram, which corresponds to a region where there is a smaller gap between the expected classical and quantum standard deviations. This can be seen by comparing Fig. 2 (d) and (h), and Fig. 3 (d) and (h). Despite the small difference between the precisions an overall enhancement in the estimation precision can be seen.

To highlight better the improvement in the precision, in Fig. 4 (a) to (d) we show the enhancement of the precision, $\Delta T_{\text{classical}}/\Delta T$, for the different concentrations over time as the sensorgram changes. These plots are obtained using the values of $\Delta T$ shown in Fig. 2 (b) and (f) for 1.5% and 1%, and from the values in Fig. 3 (b) and (f) for 0.75% and 0.5%. The shot noise limit (SNL) is set by the classical case and represents a benchmark, above which we can say there is a ‘quantum enhancement’. The dashed green line is the expected theory value of the enhancement based on the value of $\langle T \rangle$, and using Eqs. (2) and (3).

**B. Estimation of kinetic parameters**

We now consider how the enhancement in the estimation precision of the transmission $T$ translates to an enhancement in the precision of measuring kinetic parameters, as predicted in a recent theoretical work [25]. For a given concentration, in order to extract out the kinetic parameter $k_s$ from the sensorgram $T(t)$, e.g., Fig. 2 (a) for 1.5% BSA, we must take into account that the sensorgram has noise, $\Delta T$, associated with the value of $T(t)$ at each point, e.g., Fig. 2 (b). Thus a simple fit to the mean $T(t)$ sensorgram and subsequent extraction of the kinetic parameter will not provide information about the estimation precision of that parameter. We therefore perform a bootstrap sampling of our data as follows. For each point in time we set the value of $T(t)$ to be $T_i$, with $i$ randomly chosen from $\mu$ sets, i.e., $i = 1, \ldots, \mu$. Here, the transmission $T_i$ is measured in our experiment from a set of $\nu$ measurements at that point in time. This produces a single noisy sensorgram from our data. We repeat this sensorgram generation $m = 175$ times, giving a set of 175 noisy sensorgrams. The signal-to-noise ratio in each of these sensorgrams is unfortunately too small to allow a fit of the model in Eq. (4) due to the low value of $\nu$ – see Fig. 1 (d) for a representation of how the signal values ($T_i$) at each point in time of a single sensorgram vary due to the large noise ($\Delta T$) given by the error bar. The 175 sensorgrams are therefore averaged into a single mean sensorgram. We then apply a nonlinear fit of the model given in Eq. (4) to the mean sensorgram in order to extract out a single $k_s$ value. The fit shown in Fig. 1 (d) is an example of one of these nonlinear fits. For the nonlinear fit we use Mathematica’s NonlinearModelFit function with the Levenberg-Marquardt method, which interpolates between the Gauss-Newton and gradient descent method. This method is more robust than the Gauss-Newton method on its own and represents a refined Gauss-Newton method using a trust region approach [39].

In order to quantify the estimation precision from our sta-
tical data processing, we repeat the above sampling process $p = 15 \times 10^3$ times to get $p$ values of $k_s$. Then we calculate the mean $k_s$ and standard deviation, $\Delta k_s$. This gives the estimate and the precision in the estimation of $k_s$, respectively, for a single set of $m = 175$ noisy sensorgrams from our data. The value of $p$ was set by gradually increasing it to $15 \times 10^3$, where it was found to give a stable mean and standard deviation for $k_s$. For the different concentrations the value of the estimate $k_s$ and its precision $\Delta k_s$ are given in Tab. I for the case of single photons from our experiment and the classical expected case. In the classical case, we followed the same bootstrap procedure as detailed above, but obtained $T_i$ by taking the value of $\langle T \rangle$ obtained from the experiment at a given point in time and adding Gaussian noise to it with a standard deviation of $\sqrt{\langle T^2 \rangle}$, in line with Eq. (3). The table clearly shows that the single-photon case gives a better precision for all concentrations. However, the gap between the precision decreases as the concentration decreases, which is a result of the enhancement in the precision of $T$ decreasing, as seen in Fig. 4. The largest enhancement in the precision of estimating $k_s$ is 0.42/0.39 = 1.077 for 1.5% BSA, corresponding to a percentage change, or improvement, in the precision of $(0.42 - 0.39)/0.42 = 7.1\%$ using single photons.

The mean values of $k_s$ are slightly higher for the classical case compared to the quantum case for all concentrations, which is a small bias effect predicted from theory when there is a corresponding larger precision $\Delta k_s$. Despite this, the mean values of the quantum and classical cases are consistent with each other within their precision bounds.

We now turn our attention to the extraction of the association parameter, $k_a$, and the dissociation parameter, $k_d$. First, in order to obtain the dissociation parameter, usually an elution process is used, where the BSA solution is replaced by a buffer solution and irreversible unbinding of ligands and receptors occurs at the rate $k_d$. Then, with a knowledge of $k_d$, $k_s$ and $[L_0]$, the association parameter can be obtained from the relation $k_s = k_a[L_0] + k_d$. However, in many binding interactions the elution process is not ideal due to various factors, including diffusion and side-hindrance. An alternative method that can be used is the so-called double reciprocal method based on the following equation

$$\frac{1}{T_{\infty}} = aK_A^{-1} \frac{1}{[L_0]} + \alpha,$$

where $\alpha$ is the $y$-intercept of a plot of $1/T_{\infty}$ vs $1/[L_0]$. From the $y$-intercept and gradient of a double reciprocal plot we obtain $K_A$, and using this we can write $k_s = K_Ak_a[L_0] + k_d$. With a knowledge of $k_s$, $[L_0]$ and $K_A$ we then obtain the dissociation parameter $k_d$. Finally, from the relation $k_s = k_a[L_0] + k_d$ we obtain the association parameter $k_a$.

In order to use the double reciprocal method, we must calculate the actual concentration of BSA, $[L_0]$, in the cavity region above the gold surface for each concentration injected. The cavity region is initially filled with 0.5 ml of deionized water and for each of the respective sensorgrams, 0.13 ml of BSA is injected with the concentrations stated previously: 1.5%, 1%, 0.75% and 0.5%. Taking the first concentration as an example (1.5%), we prepare the BSA before injection by dissolving 0.15 g of dry powder BSA into 10 ml of deionized water (1 hour before use). This gives the initial concentration $[L_i] = 0.15/(66430 \times 10^{-3}) = 2.258 \times 10^{-4}$ mol/l (moles per liter, or molarity M), where the molar mass of BSA is taken to be 66430 g/mol. The concentration in the cavity after injection is then $[L_0] = [L_i]V_i/V_0 = 2.258 \times 10^{-4}(0.13/(0.13 + 0.5)) = 4.659 \times 10^{-5}$ mol/l. A similar calculation can be done for the other concentrations. In summary, we have $[L_0] = 4.659 \times 10^{-5}$ mol/l (1.5%), 3.106 $\times 10^{-5}$ mol/l (1%), 2.330 $\times 10^{-5}$ mol/l (0.75%) and 1.553 $\times 10^{-5}$ mol/l (0.5%).

The values of $T_{\infty}$ corresponding to the above $[L_0]$ values are taken from an adjusted sensorgram plot, where each sensorgram is shifted in time so that the injection points of all sensorgrams match up. This is done as the injection of BSA is performed manually and the time at which it occurs after the time tagging collection is initiated is challenging to keep constant. The transmissions are also shifted slightly so that the initial transmissions $T(0)$ all match up. This shift is done as it was not possible in the experiment to return to the exact same position on the inflection curve for each concentration due to temperature and alignment fluctuations. The adjusted

![FIG. 4: Enhancement of the precision, $\Delta T_{classical}/\Delta T$, for the different concentrations of BSA. (a) 1.5% BSA. (b) 1% BSA. (c) 0.75% BSA. (d) 0.5% BSA. The shot noise limit (SNL) is equal to 1 and set by the classical case. The dashed green line is the expected theory value of the enhancement based on the value of $\langle T \rangle$.](image)

| Concentration | Quantum | Classical |
|---------------|---------|-----------|
|               | 1.5%    | 1%        | 0.75%     | 0.5%    | 1.5%    | 1%      | 0.75%    | 0.5%    |
| $k_s$ ($10^{-5}$) | 4.11 | 4.00 | 2.97 | 1.81 | 4.40 | 4.12 | 2.86 | 2.00 |
| $\Delta k_s$ ($10^{-5}$) | 0.39 | 0.61 | 0.71 | 0.49 | 0.42 | 0.65 | 0.73 | 0.50 |

TABLE I: The value of the estimate $k_s$ in units of s$^{-1}$ and its precision $\Delta k_s$ at the different concentrations for the case of single photons from our experiment (quantum) and a coherent state (classical).
sensograms are shown in Fig. 5(a), which are simply adjusted versions of Fig. 2(a) and (e), and Fig. 3(a) and (e). The mean value of $T_{\infty}$ is taken from the value at 94 seconds, corresponding to the mid-point of the 6 second period from 91-97 seconds for the different $[L_0]$ sensograms, along with with its standard deviation $\Delta T_{\infty}$. The resulting double reciprocal plot is shown in Fig. 5(b) together with the expected classical case obtained by using Eq. (3), as previously done for the parameter $k_d$. The mean value of $T_{\infty}$ is the same in both the quantum and classical case, however the standard deviations in the quantum case are slightly smaller. The signal-to-noise ratio in the double reciprocal plot for either the quantum or classical case is too small to allow a fit of a linear model to find $k_d$ and $k_a$ (see Eq. (5)) due to the low value of $v$ giving large error bars. This is a similar problem to before when we attempted to apply a nonlinear fit to a noisy sensogram to find $k_t$.

To extract out estimates of $k_d$ and $k_a$ along with their estimation precision we perform a bootstrap sampling of the experimental data, as before. We do this by taking a value of $T_{\infty}$ from a set of $v$ measurements from our total of $\mu$ sets for each concentration, with $[L_0]$ taken to be exact as the error is negligible in relative terms ($\gtrsim 10^{-7}$ [41]). We then repeat the sampling process $m = 175$ times for each concentration in order to be consistent with the $k_t$ estimation procedure already performed. From the mean values of $T_{\infty}$ we make a double reciprocal plot and find $K_A$ from a fit to the equation $y = mx + c$ using the Mathematica function LinearModelFit. We repeat this process $p = 15 \times 10^3$ times, again to be consistent with the case of $k_t$. We also take $p$ values of $k_t$ from its distribution for the concentration $[L_0] = 1.5\%$, as this gives the largest enhancement in the precision of $k_t$. The $k_t$ values together with the $K_A$ values give $p$ values of $k_d$ and $k_a$ using the extraction method described above. We then calculate the means $\bar{k}_d$ and $\bar{k}_a$, and standard deviations $\Delta k_d$ and $\Delta k_a$.

For the dissociation parameter, we find $\bar{k}_d = 0.0100 \text{s}^{-1}$ and $\Delta k_d = 0.0015 \text{s}^{-1}$ for single photons and $\bar{k}_d = 0.0110 \text{s}^{-1}$ and $\Delta k_d = 0.0022 \text{s}^{-1}$ for the classical case. For the association parameter we find $\bar{k}_a = 672.2 \text{M}^{-1}\text{s}^{-1}$ and $\Delta k_a = 68.8 \text{M}^{-1}\text{s}^{-1}$ for single photons and $\bar{k}_a = 708.1 \text{M}^{-1}\text{s}^{-1}$ and $\Delta k_a = 78.5 \text{M}^{-1}\text{s}^{-1}$ for the classical case. The enhancement in the estimation precision of $k_a$ is 1.14, which corresponds to an improvement in the precision of 12.4%, while the enhancement in the estimation precision of $k_d$ is the highest at 1.47, which corresponds to an improvement in the precision of 31.8%.

As a check of our results with those found in other studies using classical light, the value of the affinity for the interaction between BSA and a flat gold surface can be found in the literature to be $K_A = k_a/k_d = 0.02 \mu\text{M}$ [27]. The estimate we have obtained is $\bar{K}_A = 0.069 \mu\text{M}$ with a precision of $\Delta K_A = 0.011 \mu\text{M}$. However, the value obtained in the work from Brewer et al. [27] is not a reliable estimate. Indeed, in another work, Boulos et al. [42], it is mentioned that one can find a wide range of values in the literature for the affinity of BSA interacting with gold, spanning several orders of magnitude. Thus, although it is not clear to what extent our values of $k_d$ and $k_a$ are accurate to the true values, we have shown that by using quantum states the precision in the estimates of the kinetic parameters is improved by up to 31.8% compared to the classical case.

IV. SUMMARY

We have reported a proof-of-principle experiment that demonstrates a quantum enhancement in the precision of estimating kinetic parameters. We used single photons as the quantum light source, which were sent into a plasmonic resonance sensor set up to monitor the interaction of the protein BSA to gold. As BSA is a protein that is capable of binding to many types of antibodies and drugs, this is an informative first test case in the practical study of whether a quantum enhancement can be achieved in the precision of measuring kinetic parameters. Due to the reduced noise of the single-photon statistics we found that an improvement in the precision of up to 31.8% in the values of kinetic parameters is possible, confirming recent theoretical predictions [25]. This work shows that quantum light sources can realistically be used for sensing of kinetic parameters with an improved precision compared to a classical approach. Our results may open up new possibilities for designing quantum-based sensors for biochemical research.

Several improvements to our setup would enable a larger enhancement in the precision to be obtained. The key to the improvement is increasing the overall transmission in the setup [19]. This can be achieved by increasing the detector efficiency (currently at $\sim 60\%$), increasing the transmission through the prism when off resonance (currently at $\sim 64\%$) by decreasing the prism size and adding anti-reflection coatings, using a source of pairs of photons with an improved coincidence-to-singles ratio [19] and optimised coupling into the collection fibers before detection. With these improvements, the enhancement in precision may be pushed much
Another direction to improve the precision would be to use alternative quantum states \[16\], such as the two-mode squeezed vacuum state and two-mode squeezed displaced state, which offer a similar enhancement, but due to a potential increase in intensity per state (mean photon number), they would improve the overall precision for the same rate of probing \[25\]. On the other hand, the rate of probing could be increased in our setup using a brighter source of single photons \[24\]. In the experiment we have used a low value of \( \nu = 150 \), but a brighter source would allow \( \nu \) to be increased and lead to an increase in the overall intensity. This would also reduce the integration time of measurements and thereby suppress technical noise at low frequencies in the sensor, such as laser and vibrational fluctuations, which are additional smaller sources of noise added to the shot noise and contribute to the observed precision. One could then potentially study the \( \nu \) dependence of the estimation precision \[25\].
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