Generating Natural Language Adversarial Examples through An Improved Beam Search Algorithm
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Abstract

The research of adversarial attacks in the text domain attracts many interests in the last few years, and many methods with a high attack success rate have been proposed. However, these attack methods are inefficient as they require lots of queries for the victim model when crafting text adversarial examples. In this paper, a novel attack model is proposed, its attack success rate surpasses the benchmark attack methods, but more importantly, its attack efficiency is much higher than the benchmark attack methods. The novel method is empirically evaluated by attacking WordCNN, LSTM, BiLSTM, and BERT on four benchmark datasets. For instance, it achieves a 100% attack success rate higher than the state-of-the-art method when attacking BERT and BiLSTM on IMDB, but the number of queries for the victim models only is 1/4 and 1/6.5 of the state-of-the-art method, respectively. Also, further experiments show the novel method has a good transferability on the generated adversarial examples.

Introduction

Adversarial samples [Goodfellow, Shlens, and Szegedy 2015, Szegedy et al. 2014], by adding subtle and malicious perturbations to the original input, can easily deceive the deep neural network classifier and reduce its classification accuracy greatly. It reveals that deep neural networks are brittle when facing adversarial samples, but on the other hand, adversarial training [Akhtar and Mian 2018, Kurakin, Goodfellow, and Bengio 2017], which uses these generated adversarial examples for adversarial training, can improve the robustness of these deep neural networks. Adversarial examples are originated from the image field, and then various adversarial attack methods such as C&W [Carlini and Wagner 2017], DEEPFOOL [Moosavi-Dezfooli, Fawzi, and Frossard 2016] have been produced. With the widespread use of DNN and CNN models in the NLP field, adversarial attacks in the natural language field have attracted more and more attention [Wang et al. 2019, Xue et al. 2020]. Compared with the image field, adversarial attacks on the text field are more challenging and harder to attack. This is mainly because (1) unlike images, the text is discrete (2) disturbances in the text are easily perceived, even if it is a character-level modification [Alshemali and Kalita 2020]. Adversarial attacks in the text field are divided into black-box attacks and white-box attacks. There are many white-box attacks and most of the white-box attacks are more effective [Wang et al. 2019, Zhang et al. 2020]. However, in practice, the white-box attack strategy is not very suitable because white-box attacks require knowledge of the attacked model, which is often difficult to satisfy [Papernot et al. 2017]. Black-box attacks are divided into three categories, character-level attacks, word-level attacks, and sentence-level attacks from the point of perturbation level. Wherein the word-level attacks are better, which can generate higher-quality adversarial texts [Wang, Jin, and He 2019]. But most works do not consider the runtime of the search algorithms. This has created a large, previously unspoken disparity in the runtimes of proposed works [Yoo et al. 2020a]. Furthermore, the benchmark word-level attack methods in a black-box scenario have the following disadvantages (1) their attack success rate can be further improved, especially in the field of short texts (2) they are quite inefficient, which requires much time to run the algorithms as they require lots of queries for the victim model when crafting text adversarial examples. Existing defense methods, such as PRADA [Juuti et al. 2019], protect the DNN model by analyzing continuous API queries to resist adversarial attacks. Therefore, attack methods that need lots of queries are easier to defend.

The focus of our research in this paper is how to reduce queries for the attacked model while ensuring a higher attack success rate when crafting adversarial examples in a black-box scenario. Our main contributions are as follows:

1. We propose a novel attack model in a black-box scenario, which can generate high-quality adversarial examples for tasks such as Sentiment Analysis and Natural Language Inference.
2. We design novel attack strategies for long texts and short texts. Therefore, our attack model has a higher attack success rate and higher efficiency, which the model generates adversarial examples more efficiently than the previous models.
3. The adversarial examples generated by our model with high semantic similarity, low perturbation, and good transferability.

We organize a lot of experiments, and the experimen-
tal results show that our method can significantly shorten the running time and reduce the number of model queries when generating adversarial examples. In most of the experiments, the attack speed of our attack method is about 3-15 times faster than baseline methods. Besides, our method can ensure the attack success rate and the quality of adversarial examples. For instance, our attack method can achieve a 100% attack success rate when attacking BERT/BiLSTM on the IMDB dataset, but the running time and the number of queries is 1/15-1/3 of the baseline methods. Our algorithm can achieve a 91.6% attack success rate when attacking BERT on the SST-2 dataset, which is higher than all the baseline methods.

**Related Work**

White-box attacks are all set in a white-box scenario, and they require accessing the attacked model and know the knowledge of the attack model. Since this restriction is difficult to satisfy, most investigations of the robustness of NLP models have been conducted using black-box adversarial methods (Alshemali and Kalita 2020). Gao et al. (2018) design a unique scoring mechanism based on classification confidence. Determine important tokens through this scoring mechanism and then perform character-level modification operations (i.e., swap, insert and delete). The black-box attack method of Li et al. (2019) is similar to the process. Jia and Liang (2017) design a sentence-level attack method in a black-box scenario for reading comprehension systems, which by adding a sentence. Ren et al. (2019) comprehensively determine the replacement order of the replaced words, which are nouns, verbs, adjectives, adverbs, and entity words through the classification confidence and word saliency. Alzantot et al. (2018) design an attack method in a black-box scenario based on the Genetic algorithm, which randomly generates a set of adversarial texts for the replaced words, and iteratively select the adversarial texts with high confidence in the target classification, and perform crossover and mutation operations until the original classification change. Zang et al. (2020) design an attack method in a black-box scenario based on the particle swarm optimization algorithm. The basic idea of this method is similar to the Alzantot et al. (2018), but the attack success rate of this method is higher, and the generated adversarial examples quality is better.

Word-level attacks in a black-box scenario can be regarded as a combinatorial optimization problem. Word-level attacks based on word synonym substitution, represented by PWWS (Ren et al. 2019) and SememePSO (Zang et al. 2020). The series of algorithms (greed-based) represented by PWWS require fewer model queries and fewer computing resources, but the attack success rate of such algorithms is not as good as those methods like SememePSO (Yoo et al. 2020). The series of algorithms (population-based) represented by SememePSO are significantly more expensive than other algorithms. Because such population-based search methods like PSO, by constant iteration and optimization to solve the text discrete task and search the optimal solution, but because the convergence speed of the process is extremely slow and the search efficiency is inefficient, thus a large number of queries are required, they need more computing resources. The number of iterations and the size of the population are the main factors. In addition, the above models have a low attack success rate on short text datasets, and there is still room for improvement.

**Attack Design**

Before generating adversarial examples, we need to generate synonyms for those words which will be substituted; we use the Stanford-PoTagger [1] to tag all words in the sentence. Then we use the sememe-based Hownet (Dong and Dong 2006) and the synonym-based Wordnet (Miller 1995) to get the synonyms of content words. Content words are words that carry meanings and consist mostly of nouns, verbs, adjectives, and adverbs (Zang et al. 2020). We choose Hownet and Wordnet to generate synonyms because the substitution words generated by Hownet and Wordnet are richer and of higher quality. Finally, we use Sentiwordnet (Esuli and Sebastiani 2006) to calculate the semantic similarity between every content word’s synonyms and itself, and sort its synonyms in descending order, which means the higher the similarity of a synonym, the higher the priority of being replaced.

To improve the efficiency and the success rate of the attack, we design the following innovations:

1. We improve the base beam search algorithm based on the particularity of the adversarial text generation and apply it to the process of searching the solution.
2. The size of the solution space for long texts and short texts is different, thus we propose different attack strategies.
3. We design an effective scoring mechanism based on TF-IDF and neutral word replacement to determine the replacement order of content words.

**Improved Beam Search Algorithm**

Beam search is a widely used approximate search algorithm. It strives to focus the search on the most promising path. The beam search can find the solution to the problem within the actual time and memory constraints, even if the search space is huge (Zhou and Hansen 2005). Beam search is widely used in various NLP tasks, such as speech recognition (Lowner 1976), neural machine translation (Graves 2012) Boulanger-Lewandowski, Bengio, and Vincent 2013, scheduling (Habenicht and Mönch 2002). When searching in discrete space and generating valid an adversarial example, although beam search cannot guarantee an optimal solution, it can efficiently get a valid adversarial example. The working principle of the beam search algorithm is that each iteration takes one content word and replaces it with its synonyms, and selects the K(beam width) optimal nodes for the next iteration. This method has obvious defects because if the initial selected K nodes are invalid, the negative impact will affect the subsequent process.

---

[1] https://nlp.stanford.edu/software/tagger.shtml
To solve this problem, we make the following improvement to the base beam search algorithm. Each iteration is not just the K nodes selected in the last iteration, but the K nodes selected in the last iteration and the nodes participate in the last iteration. The improved beam search algorithm not only makes the combination of synonyms more sufficient but also weakens the Butterfly Effect. The experiments prove that the improved beam search algorithm not only has a higher attack success rate but also greatly shortens the running time.

**Adversarial Example Search Algorithm**

For an original input, we formalize it as $x$, $x = w_1w_2\cdots w_n$, where $w_i$ is the $i$-th word in the original input, $n$ is the length of the original input, which is the number of words in the original input text. We formalize the real label as $y_{\text{true}}$, and the target label as $y_{\text{target}}$, where $y_{\text{true}}, y_{\text{target}} \in \mathcal{Y}$, $\mathcal{Y}$ is a set containing all labels. In the following, we will introduce our Word Substitution Strategy and Search Strategy separately.

**Word Substitution Strategy** We create different word substitution strategies for long sentences and short sentences. Attacking short sentences is more challenging because these sentences length is short and there are fewer content words, the combination of synonyms is insufficient, and the solution space is small. We create a scoring algorithm based on neutral word replacement (Pruthi, Dhingra, and Lipton 2019) and TF-IDF (Jones 1972). When attacking short texts, we first use this scoring algorithm to sort the content words to determine their priority. But for long sentences, there are many content words, the combination of synonyms is rich, and the solution space is large, we no longer calculate the priority of content words, but take a synonym of each content word in turn and combine them together, until all synonyms of each content word have been taken out.

Figure 1: An example showing the word substitute strategy and search strategy in word-level adversarial attacks on short sentences. Blue bold lines show all possible combinations, red bold line is the combination that makes the attack successful. The darker the color means that the synonym and the replaced content word are more similar in semantics, and the replacement priority of the synonym is also higher.

First, for an original input $x$ we abbreviate it as $s, s = s_1s_2\cdots s_m$, where $s_i$ is the $i$-th content word of the original input text and $m$ is the number of content words in the original input. We assume $\mathcal{V}(s_i)$ is the set of synonyms for $s_i$, and synonyms in $\mathcal{V}(s_i)$ are sorted in descending order according to similarity by Sentichordnet. If sentence $x$ is a short text then sort the content words $\{s_1, s_2, \cdots s_m\}$ of $x$ according to the following formulae and get the sorted set $\text{ordered}_s$.

\[
\text{importance}(s_i) = \psi(s_i) \times \phi(s_i),
\]
\[
\psi(s_i) = P(y_{\text{true}}|s) - P(y_{\text{true}}|s_i),
\]
\[
\phi(s_i) = \sum_{k=1}^{m} e^{tf-idf(s_k)},
\]
\[
tf-idf(s_i) = tf_{s_i} \times \ln\left(\frac{N}{df_{s_i} + 1}\right),
\]

where $s_i' = s_1\cdots s_{i-1}\text{UNK}s_{i+1}\cdots s_m$, UNK represent those words that out of the vocabulary, $tf_{s_i}$ is the number of occurrences of $s_i$ in $x$, $df_{s_i}$ is the number of original inputs(training set) containing $s_i$, $N$ is total number of original inputs(training set). Inspired by Pruthi, Dhingra, and Lipton (2019) we use UNK to substitute $s_i$, but for the SNLI dataset, there is no UNK due to its limited dictionary, we use “a” which has a similar distribution across classes.

However, if sentence $x$ is a long text, then we no longer sort the content words $\{s_1, s_2, \cdots s_m\}$ of $x$, but combine the synonyms $\{\mathcal{V}(s_1), \mathcal{V}(s_2), \cdots \mathcal{V}(s_m)\}$ of the content words according to the following formulae, and get $\mathcal{V}$.

\[
\mathcal{V} = \{ L_1, L_2, \cdots, L_{\text{max}} \}
\]
\[
L_i = \{ \mathcal{V}(s_1)^i, \mathcal{V}(s_2)^i, \cdots, \mathcal{V}(s_m)^i \}
\]

Where the value of $\text{max}$ in Eq. 5 is the maximum value in $\{l_1, \cdots, l_m\}$ where $l_d$ is the number of synonyms of $d$-th content word of $x$, $\mathcal{V}(s_j)^i$ is the $i$-th content word of $x$. \text{ordered}_s$ is the synonym of the $d$-th content word $s_d$.

Figure 2: An example showing the word substitute strategy and search strategy in word-level adversarial attacks on long sentences. Blue bold lines show all possible combinations, red bold line is the combination that makes the attack successful. The darker the color means that the synonym and the replaced content word are more similar in semantics, and the replacement priority of the synonym is also higher.
| Dataset | Task          | #Classes | #Train | #Dev | #Test | #Avg words |
|---------|---------------|----------|--------|------|-------|------------|
| IMDB    | Sentiment Analysis | 2        | 25,000 | 0    | 25,000| 234        |
| SST-2   | Sentiment Analysis | 2        | 6920   | 872  | 1821  | 17         |
| YELP    | Sentiment Analysis | 2        | 560,000| 0    | 38,000| 152        |
| SNLI    | NLI           | 3        | 550,152| 10,000| 10,000| 8          |

Table 1: Details of datasets. "#Classes" denotes the number of classifications, "#Train", "#Dev", and "#Test" respectively denotes the number of samples of the training set, validation set, and test set. "#Avg words" denotes the average sentence length of the dataset.

Search Strategy In the following, we will introduce the search strategy of our algorithm, short sentences use the improved beam search algorithm to search, long sentences first use the base beam search algorithm to search. We assume $S^* = \{x_i\}$, $i = 1$, $l_d$ is the number of elements of $d$-th content word of $x$, $len(S^*)$ is the number of elements in $S^n$, $n$ is the sentence length of $x$, and $len(L_i)$ is the number of elements in $L_i$.

If sentence $x$ is a short text then take the $i$-th content word from $\text{ordered}_s$, assuming that the taken content word is $s_d$. For each element in $S^*$, replace its $d$-th content word with the following Eq. (7) and get $S'$.

$$x' = w_1, w_2, \ldots, s_d, \ldots, w_n$$

(7)

where $s_d \in \mathbb{V}(s_d)$, each element in $S'$ will get $l_d \times x'$, then we merge all $x'$ into $S'$, finally the number of elements in $S'$ is $len(S^*) \times l_d$.

However, if sentence $x$ is a long text then take the $L_i$ from $\mathbb{V}$. For each element in $S^*$, replace its content words with the following Eq. (8) and get $S'$.

$$x' = w_1, w_2, \ldots, v, \ldots, w_n$$

(8)

where $v \in L_i$, each element in $S'$ will get $len(L_i) \times x'$, then we merge all $x'$ into $S'$, finally the number of elements in $S'$ is $len(S^*) \times len(L_i)$.

If the following Eq. (9) is true, then the attack is successful. Otherwise, update $S^*$ and $i$ according to Eq. (10), repeat the above process. If all the elements in $\text{ordered}_s$ or $\mathbb{V}$ are taken out but the attack still not successful, then the attack fails.

$$\arg \max_{y_i \in \mathbb{Y}} P(y_i|x') = y_{\text{target}}$$

$$x' = \arg \max_{x' \in S'} P(y_{\text{target}}|x')$$

(9)

where $\mathbb{Y}$ is a set containing all labels.

$$S^* = \begin{cases} \text{select}(S', K) + S^*, & \text{short sentence} \\ \text{select}(S', K), & \text{long sentence} \end{cases}$$

(10)

where function select first sorts the elements in $S'$ from large to small according to the value of $P(y_{\text{target}}|x')$, and then chooses the top $K$ elements from sorted $S'$.

Attacks on the long sentences use the improved beam search algorithm, suppose $K$ is 2, as shown in Figure 2. But if the base beam search algorithm attack fails, then use the improved beam search algorithm to attack. The reason for this is that long sentences are easy to attack; only a fraction of samples need to be attacked by the improved beam search algorithm. The strategy of combining the improved beam search algorithm with the normal beam search algorithm can maximize the attack success rate while ensuring high attack efficiency.

Experiments

In this section, we organize a series of comparative experiments to evaluate our attacking method on multiple datasets and victim models. Following (Zang et al. 2020), the tasks we set for the experiments are Sentiment Analysis and Natural Language Inference. All the experiments are conducted on a server with two Intel 5218R CPUs running at 2.10GHz, 128 GB memory, and a GeForce RTX 3090 GPU card.

Datasets

We choose four benchmark datasets, which are IMDB, SST-2, YELP, and SNLI.

IMDB (Maas et al. 2011), SST-2 (Socher et al. 2013), and YELP (Zhang, Zhao, and LeCun 2015) are all binary classification datasets for Sentiment Analysis, labeled as positive or negative. SNLI (Bowman et al. 2015) is a dataset for Natural Language Inference, which can be categorized into three classes: entailment, contradiction, and neutral. Table 1 lists the details of these datasets.

Victim Models

We choose four widely-used models. Bi-directional LSTM(BiLSTM) with a max pooling layer and its hidden states are 128-dimensional. LSTM with a fully connected layer and its hidden states are 128-dimensional. Word-based CNN(WordCNN) (Kim 2014) with a max pooling layer, two fully connected layers, and a convolutional layer consisting of 250 filters of kernel size 3. The above three models are used for IMDB dataset, SST-2 dataset, and YELP dataset, but for SNLI dataset, the victim models are from Conneau et al. (2017). Besides, we also choose the BERT-Base-Uncased(BERT) (Devlin et al. 2019) model as the victim model, and this model is used on all four datasets. Row 3 in Table 1 shows the classification accuracy of these models.
| Attack Algorithm | BiLSTM | LSTM | WordCNN | BERT |
|-----------------|-------|------|---------|------|
|                 | IMDB  | SST-2| YELP    | SNLI |
|                 | 88.89 | 83.30| 95.98   | 83.77|
|                 | 88.92 | 83.99| 95.50   | 81.36|
|                 | 88.23 | 82.56| 94.50   | 84.26|
|                 | 91.58 | 90.55| 96.71   | 89.39|
|                 | 98.9  | 85.8 | 92.2    | 44.3 |
|                 | 98.0  | 85.8 | 89.4    | 44.0 |
|                 | 99.3  | 86.6 | 96.8    | 39.6 |
|                 | 94.7  | 79.9 | 92.5    | 45.1 |
|                 | 99.8  | 86.5 | 97.4    | 65.1 |
|                 | 98.8  | 79.2 | 97.9    | 58.8 |
|                 | 99.4  | 80.2 | 96.7    | 59.7 |
|                 | 99.8  | 87.1 | 94.8    | 64.7 |
|                 | 99.8  | 92.7 | 99.0    | 75.5 |
|                 | 99.8  | 85.3 | 99.0    | 69.3 |
|                 | 99.6  | 85.8 | 97.9    | 69.7 |
|                 | 99.8  | 90.9 | 94.9    | 78.4 |
|                 | 100   | 93.6 | 99.2    | 77.2 |
|                 | 99.8  | 86.8 | 99.3    | 72.0 |
|                 | 99.7  | 86.1 | 98.4    | 71.6 |
|                 | 100   | 91.6 | 94.4    | 79.7 |

Table 2: The attack success rate(%) of different attack methods. Row 3 is the classification accuracy rate(%) of the victim model on four datasets.

Baseline Attack Algorithms

We choose three recent open-source adversarial attack algorithms as our baseline methods. All baseline methods are word-level attacks in a black-box scenario. Synonyms used in all methods are built by HowNet and WordNet and duplicate by Sentiwordnet.

We choose PWWS[Ren et al. 2019] as our first baseline method. PWWS is a greedy-based algorithm that requires fewer model queries and fewer computing resources, and the attacking effectiveness is stronger than other greedy-based algorithms. We choose SememePSO[Zang et al. 2020] and Genetic[Alzantot et al. 2018] as our other two baseline methods. They are all optimization-based algorithms, optimization-based algorithms are more effective than greedy-based algorithms, and the SememePSO attacking effectiveness is stronger than the Genetic attack method. The attack speed of SememePSO is faster, the attack success rate is higher, and the quality of the generated adversarial samples is better. Thus, so far the SememePSO is the state-of-the-art attack method.

Experimental Settings

For our algorithm, the value of beam width($K$) in Eq. (10) is 3, this value is obtained by experiment in Section Further Analysis. For the baseline algorithms, we set their hyper-parameters to the values suggested in their papers.

To improve evaluation efficiency, we following (Zang et al. 2020). For each dataset, we randomly take out 1000 samples that can be correctly classified from its test set as the original input to the attack algorithms, and if the modification rate of the generated adversarial example more than 25%, it is deemed that the attack fails. But different from (Zang et al. 2020), we restrict the length of these 1000 samples to 10-200.

Evaluation Metrics

Following (Zang et al. 2020), we comprehensively evaluate the performance of the attack algorithms from the following metrics.

(1)The attack success rate is the proportion of adversarial samples that can successfully change the classification of the classifier to the target label, and following (Zang et al. 2020) the modification rate is less than 25%. For attack algorithms, try to make the attack success rate as high as possible.

(2)The number of queries refers to the number of times the attack algorithm needs to access and query the victim model to craft an adversarial sample. The fewer the number of queries, the lower the dependence of the attack algorithm on the model and the shorter the running time.

(3)The modification rate is the average modification rate of successfully attacked adversarial examples. The lower the average modification rate, the smaller the disturbance to the original inputs.

(4)The grammaticality is the average grammatical error increase rate of successfully attacked adversarial examples. The lower the grammaticality, the higher the quality of the adversarial examples crafted by the attacking algorithm. We use Language Tool[https://www.languagetool.org] to calculate the grammaticality.

(5)The perplexity reflects the degree of confusion of a sentence; the lower the perplexity, the more natural the adversarial examples. We use the GPT-2[Radford et al. 2019] to calculate the perplexity.

Experimental Results

Attack Success Rate The attack success rate of each attack model is listed in Table 2 where the third row of Table 2 is the classification accuracy of the victim model on four datasets. Experimental results show that our attack method can achieve an excellent attack success rate on most victim models on four datasets. It achieves a 100% attack success rate when attacking BiLSM/BERT on IMDB. Compare with the baseline methods, the attack success rate of our attack method is higher than the baseline methods, especially on short sentences SST-2/SNLI is significantly higher than the baseline attack methods.

Attack Efficiency We use the number of queries for the victim model to reflect the attack efficiency(speed) of the attack methods. Figure 3 visually shows the number of queries(Q) in Table 3. Note that our method is significantly efficient than the baseline methods on IMDB and YELP. The number of queries of our method is 1/15-1/3 of the baseline methods, and the attack speed of our method is 3-15 times faster than the baseline methods. Although our attack method is very efficient, our attack success rate has not been
Table 3: Evaluation results of adversarial example quality crafted by different attack methods. "%M" is the modification rate, "%I" is the grammatical error increase rate, "%P" is the language model perplexity, and "Q" is the number of queries.

![Image](image_url)
Examples

| Premise: A guy with long hair is making a sand sculpture. Hypothesis: A guy with long hair is making a sand sculpture. |
| Premise: A man in a blue t-shirt is taking a picture while a woman with an umbrella walks behind him. Hypothesis: There is a dog (canine) doing the moonwalk in the background. |

Table 4: The adversarial samples generated by our attack model on BERT. The content words are green and substituted (synonym) words are red and in brackets.

Table 5: Transferability of adversarial examples crafted by SememePSO and our method. Higher attack success rate(%) reflects higher transferability.

| Victim Model | Attacking Algorithm | IMDB | SST-2 | YELP | SNLI |
|--------------|---------------------|------|-------|------|------|
| BiLSTM       | SememePSO           | 13.72| 31.28 | 11.81| 52.95|
| LSTM         | Ours                | 15.40| 31.08 | 11.99| 49.25|
| DistilBERT   | SememePSO           | 15.73| 37.63 | 11.21| 49.63|
| DistilBERT   | Ours                | 15.13| 35.71 | 12.48| 50.97|
| WordCNN      | SememePSO           | 21.88| 32.58 | 13.58| 50.50|
| DistilBERT   | Ours                | 22.96| 32.28 | 13.00| 49.54|
| BERT         | SememePSO           | 33.96| 55.77 | 26.34| 51.28|
| DistilBERT   | Ours                | 32.80| 51.96 | 30.50| 50.07|

Improvement to the normal beam search algorithm against word-level attacks in a black-box scenario is very effective.

Figure 4: Comparison of attack success rate(%) between improved beam search algorithm and normal beam search algorithm on SST-2 and YELP. The x-coordinate is beam width, and the y-coordinate is the attack success rate.

Further Analysis

We compare the attack success rate of the improved beam search algorithm and the normal beam search algorithm. We choose BERT as the victim model and randomly select 1000 samples which sentence lengths between 10 and 200 from the test set. The comparison results are shown in Figure 4.

Figure 4 visually shows that the improved beam search algorithm outperforms the normal beam search algorithm consistently, and the attack success rate of the improved beam search algorithm has almost converged when the beam width equals 2. It is worth noting that on both datasets, the attack success rate of the improved beam search algorithm with beam width equals one exceeds the attack success rate of the normal beam search algorithm with beam width equals six, which fully proves that our improvement to the normal beam search algorithm against word-level attacks in a black-box scenario is very effective.

Transferability

We use DistilBERT (Sanh et al., 2019) to evaluate the transferability of adversarial examples crafted by SememePSO and our method, and the evaluation metric is the attack success rate. The classification accuracy of DistilBERT on IMDB, SST-2, YELP, and SNLI is 90.3%, 88.3%, 96.4%, and 88.3%, respectively. We only compared with the state-of-the-art attack method SememePSO because the attack success rate of SememePSO is the closest to our attack success rate. Table 5 shows the transferability of the adversarial samples crafted by our attack method is equally matched that crafted by the SememePSO. Therefore, the adversarial samples crafted by our attack method have good transferability.

Conclusion

In a black-box scenario, the benchmarking attack methods are inefficient, and there is also room for improvement in the attack success rate. In this paper, we propose a novel attack model based on improved beam search algorithm.
In addition, we design a different attack strategy and score mechanism. Extensive experiments demonstrate that our attack method is not only more efficient than the baseline methods but has a higher attack success rate. In addition, experiments show that the improvement in efficiency does not cause a decrease in the quality of the adversarial examples, and the adversarial examples have good transferability.
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