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Abstract
Demand side response from space heating in residential buildings can potentially provide huge amount of flexibility for the power system, particularly with deep electrification of the heat sector. In this context, this paper presents a novel distributed control strategy to coordinate space heating across numerous residential households with diversified thermal parameters. By employing an iterative algorithm under the game-theoretical framework, each household adjusts its own heating schedule through demand shift and thermal comfort compensation with the purpose of achieving individual cost savings, whereas the aggregate peak demand is effectively shaved on the system level. Additionally, an innovative thermal comfort model which considers both the temporal and spatial differences in customised thermal comfort requirement is proposed. Through a series of case studies, it is demonstrated that the proposed space heating coordination strategy can facilitate effective energy arbitrage for individual buildings, driving 13.96% reduction in system operational cost and 28.22% peak shaving. Moreover, the superiority of the proposed approach in thermal comfort maintenance is numerically analysed based on the proposed thermal comfort quantification model.
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Nomenclature

Indices and sets

\( j \in \mathcal{H} \)  
Index and set of households.

\( t \in \mathcal{T} \)  
Index and set of time steps.

Parameters

\( \Delta t \)  
Time discretization step. [h]

\( P_j \)  
Rated heating power of household \( j \). [kW]

\( T_{uj}^{\text{a}}, T_{lj}^{\text{d}} \)  
Preset upper/lower temperature bounds of household \( j \) at time step \( t \). [°C]

\( T_{oj} \)  
Outdoor temperature of household \( j \) at time step \( t \). [°C]

\( T_{ref}^{\text{r}j} \)  
Reference temperature of household \( j \) at time step \( t \). [°C]

\( D_{\text{nh}}^j \)  
Non-heating demand at time step \( t \). [MW]

\( P_{\text{res}}^j \)  
Renewable energy source power output at time step \( t \). [MW]

Variables
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$Q_{jt}$ Aggregate heat gains of building $j$ at time step $t$. [kW]

$\epsilon_{jt}$ ON/OFF status of the heating device of household $j$ at time $t$. [p.u.]

$D_t^h$ Heating demand at time step $t$. [MW]

$T_{jt}$ Temperature of household $j$ at time $t$. [$^\circ$C]

$p_t$ Electricity price at time $t$. [£/MWh]

$D_t$ Aggregate electricity demand at time $t$. [MW]

$\sigma_j$ Matrix of demand shift operation. [p.u.]

$(t_1, t_2)$ Time pair for the demand shift (element column and row index in a matrix). [h]

$\theta_j$ Vector of additional heating operation. [p.u.]

$t_0$ Time instance for the additional heating (element index in a vector). [h]

$C_f^\sigma$ Matrix of electricity cost variation by demand shift. [£]

$C_{\theta_j}$ Vector of additional electricity cost due to thermal comfort compensation. [£]

$E_{jt}$ Thermal comfort index of household $j$. [$^\circ$C]

**Signals**

$\epsilon_j$ Heating profile $\epsilon_j = \{\epsilon_{j,1}, \ldots, \epsilon_{j,N_T}\}$ of household $j$ over time interval $\mathcal{T}$. [p.u.]

$T_j$ Temperature $T_j = \{T_{j,1}, \ldots, T_{j,N_T}\}$ of household $j$ over time interval $\mathcal{T}$. [$^\circ$C]

**Functions**

$f(\cdot)$ Generation cost function.

$g(\cdot)$ Marginal cost function.

$C_T(\cdot)$ Total system cost function.

$\Pi(\cdot)$ Electricity marginal cost function.

1. Introduction

The electrification of residential space heating is widely accepted as an effective solution for the decarbonization of the future energy system, particularly in the scenario of high renewable energy sources (RES) penetration [1–3]. Since heat demand is characterized by considerable volatility with substantial peak-to-valley gaps, once fully electrified, it will bring significant burden to power system expansion on both the generation and distribution sides. In this context, it is important to propose a smart control strategy to effectively utilize the flexibility in the heat sector such that electrification of the heat demand can operationally benefit the power system without incurring increased reinforcement burden.

Electrified space heating load is essentially a type of thermostatically controlled loads (TCLs). Considering the inherent inertia in a heat system, TCLs are typically hysterically controlled within pre-set temperature bounds. These temperature bounds are the key measure of flexibility that can be taken advantage of in the power system. Lots of literature has demonstrated the potential of using TCLs to collectively provide various ancillary services for the power system. In [4], a bi-level scheduling approach for aggregating a large number of TCLs was presented, while a two-stage optimization model of the distribution network considering the coordination of multiple TCL groups was proposed in [5]. A linear optimization model was established in [6] for the provision of frequency response
through refrigerators, while demand side response through collective operation of diversified TCLs was proposed in [7]. There are some other literature focused on controller design which enables TCLs to accurately deliver some functionalities. For instance, centralised TCL controllers were constructed to provide operating reserve in [8] and perform load tracking in [9], while distributed control approaches were applied in [10] for the controller design which enables each TCL to target a reference power profile.

In the aforementioned works, TCL operation is restricted by fixed temperature settings, i.e., the upper and lower bounds do not change with time. However, residential space heating, an important type of TCL, is typically characterised by variable temperature settings. Specifically, when people are out of home, temperature restrictions can be relaxed since thermal comfort is not a concern during these periods; when people are awake at home, temperature restrictions will be tighter and may vary with time based on individual preference. Additionally, unlike other types of TCLs, thermal comfort is particularly important for space heating. That is to say the delivery of any services through space heating should not substantially reduce the heating quality. These characteristics significantly increase the control complexity of space heating, considering the temporal and spatial diversity in temperature settings and time-dependent thermal comfort requirement across numerous households. Adequate works were focused on strategic scheduling of space heating with diversified objectives. Reference [11] proposed a energy management method in an office building to reduce the daily heating cost, while [12] demonstrated a control approach to jointly optimize energy costs and indoor air quality of a building. Authors in [13] analysed the benefits of thermal inertia in buildings based on an optimization-based heating model. Extensively, some works aim to manage space heating by considering more complicated building structures with multiple zones to improve the control accuracy [14,16]. Moreover, model predictive control (MPC) strategies were used for space heating management, for example, to minimize building energy costs in [17], to reduce peak demand in [18], and to enhance energy efficiency in [19], etc. However, the above works were based on individual buildings, either considering single zone or multiple zones.

Regarding the control of multiple buildings, authors in [20] developed an aggregation model aimed at managing a large population of air conditioners to provide frequency regulation, while [21] provides a control algorithm to optimally manage the aggregated demand of multiple HVAC units. Relevantly, the economic benefits of deploying heat storage in numerous buildings considering both the national and local constraints was addressed in [22]. Moreover, the alternating direction method of multipliers (ADMM) algorithm has been widely used in controlling multiple agents. For instance, centralised TCL controllers were constructed to provide operating reserve in [8] and [7]. There are some other literature focused on controller design which enables TCLs to accurately deliver some functionalities. For instance, centralised TCL controllers were constructed to provide operating reserve in [8] and perform load tracking in [9], while distributed control approaches were applied in [10] for the controller design which enables each TCL to target a reference power profile.

In this context, this paper is dedicated to proposing a smart control approach to coordinate the space heating of a large population of residential buildings. By using this approach, individual households can effectively perform energy arbitrage for cost saving without essentially compromising heating quality while the power system can benefit from peak saving driven by demand side response of numerous households. An iteration-based algorithm is designed to sequentially adjust the binary heating schedule of individual households under a game-theoretic framework. By using this algorithm, the total generation cost converges to an equilibrium where no individual household can further drive cost reduction by unilaterally updating its own space heating schedule. Additionally, to consider the temporal difference in thermal comfort requirement, this paper introduces the innovative concept of comfort flexibility, which is fundamentally measured by the allowable temperature range of a particular time interval. Based on this concept, thermal comfort of low-flexibility periods is effectively maintained by compromising heating quality of high-flexibility periods, which is less concerned.

Compared to the existing literature, the key novelties and contributions of this paper are summarized as follows:

- A novel distributed control approach is proposed to coordinate the binary space heating schedule of numerous residential buildings. Compared to most of the existing works where the electricity price is not influenced by demand response, this paper models the residential space heating as a cost-responsive load under a game-theoretic framework, such that individual households can directly interact with the generation side through marginal generation costs. Therefore, the proposed approach can effectively consider a wider system with a large population
of participants, the collective demand response of which will fundamentally distort the electricity price.

- Based on the physical essence of heating arbitrage that increasing energy consumption beforehand to keep the thermal comfort maintained at a lower cost, we, for the first time, transform space heating into two independent processes, i.e., demand shift and thermal comfort compensation. Compared to most of the existing works where space heating is considered in an optimization-based model, the proposed approach transforms the heating optimisation problem to an iterative matrix calculation problem, thus significantly reducing the computational burden and increasing the calculation flexibility.

- An innovative thermal comfort quantification model is established to consider both the temporal and spatial differences in thermal comfort requirement across different households. Compared to the existing approaches where thermal comfort requirements over different periods are not differentiated, the proposed model prioritises the thermal comfort maintenance during comfort-flexible periods by compromising the heating quality during comfort-inflexible periods, which can intelligently adapts to individual settings of thermal comfort.

The remainder of this paper is structured as follows: Section 2 introduces the basic models and assumptions, including the building thermal dynamic model and the simplification of the marginal electricity generation cost; Section 3 proposes the algorithm of the coordinated space heating control strategy. Section 4 demonstrates the superior performance of the proposed control strategy through the numerical results of a number of case studies, while Section 5 presents the conclusions and associated future work.

2. Iterative control strategy

2.1. Thermal dynamic model of buildings

The thermal functionality of a building can be compared to an electrical circuit. Figure 1 illustrates a simplified first-order equivalent circuit to incorporate the key thermal features of residential buildings. Specifically, since the indoor air can store thermal energy, it is modelled as an equivalent thermal capacity \(C_{eq}\). Additionally, heat loss constantly occurs through the building envelop, therefore, it can be regarded as an equivalent thermal conductance \(K_{eq}\).

Let us consider a set of households \(\mathcal{H} = \{1, \cdots, H\}\) that can be represented by a first order circuit as in Figure 1. Then, the thermal dynamics of household \(j\) can be governed by (1),

\[
C_j \frac{dT_j}{dt} = -(T_j - T_o^j)K_{eq} + Q^a_j
\]

where \(Q^a_j\) represents the aggregate thermal power injection in household \(j\), including the power from heating appliance and passive heat gains. \(T_o^j\) denotes the outdoor temperature, which fundamentally drives the heat loss.

Suppose the residential heating appliances are operated in binary model, i.e., work in either “ON” or “OFF” mode, equation (1) is discretized with sampling time interval \(\Delta t\) and re-organized as (2),

\[
T_{j, t+1} = \psi_j \cdot T_{j, t} + \gamma_j \cdot \epsilon_{j, t} + \nu_{j, t}
\]
where \( t \in \mathcal{T} = \{1, \cdots, N_T\} \) represents the sampling time instants and \( \epsilon_{jt} \) is a binary variable representing the “ON/OFF” control action for the heating appliance. Specifically, \( \epsilon_{jt} = 1 \) indicates the heating appliance is operating at its rated power, whereas \( \epsilon_{jt} = 0 \) indicates the heating appliance is OFF. Note that \( \psi_j, \gamma_j \) and \( \upsilon_{jt} \) are associated with thermal parameters of household \( j \).

The indoor temperature \( T_{jt} \) are the state variables, and should be maintained within a preset range based on the personal preference of individual households, as shown in (3),

\[
T_{jt} \leq T_{jt} \leq \overline{T}_{jt}.
\]

2.2. Generation cost assumptions

Demand response from space heating can impact the system operational costs. Although the impact of a single participant is too minor to substantively change the marginal system operational cost, collective demand response performed by numerous consumers would fundamentally make a difference.

Basically, the marginal system operational cost is influenced by a series of factors, including electricity demand, RES availability, generator dynamic characteristics and transmission network topology, etc. To calculate the accurate marginal operational cost considering the impacts of all these factors, a detailed whole-system operation optimization model covering the generation side, transmission side and demand side should be established. Since the focus of this paper is to propose a novel control algorithm for collective residential heating, whereas the key driver of marginal generation costs is the net electricity demand \([31, 32]\), for the convenience of demonstration without essentially impacting the conclusion, we skip the establishment of the detailed whole-system generation optimization problem and simplify the marginal cost function by only considering the impacts of net demand.

By convention, the electricity generation cost function is assumed to be quadratic in the form of (4). Then, the total generation cost can be defined as (5), while the marginal generation cost is derived as (6).

\[
f(x) = \frac{1}{2}a \cdot x^2 + b \cdot x,
\]

\[
C_T(D) = \sum_{t=1}^{N_T} f(D_t) \Delta t
\]

\[
p_t = g(D_t) = \frac{\partial C_T}{\partial D_t}.
\]

The net electricity demand \( D \) is determined by non-heat electricity demand \( D^h \), heat-driven electricity demand \( D^h \) and RES output \( P^{res} \), as formulated in (8). Since numerous households are considered, it is assumed that any individual household \( j \in \mathcal{H} \) cannot influence the marginal generation cost by unilaterally changing its demand, as shown in (9).

\[
D^h_t = D^h_t - P^{res}_t
\]

\[
D_t = \sum_{j=1}^{H} \epsilon_{jt} \cdot \bar{P}_j + D^h_t.
\]

\[
g(D_t) = g(\sum_{k \in \mathcal{H} \setminus \{j\}} \epsilon_{kt} \cdot \bar{P}_k + D^h_t) = g(\sum_{k \in \mathcal{H} \setminus \{j\}} \epsilon_{kt} \cdot \bar{P}_k + D^h_t)
\]

With the aim of delivering total generation cost savings, the proposed space heating coordination strategy is designed under the game-theoretic framework. Each household shifts its heat demand from periods with high marginal generation costs to periods with low marginal generation costs while considering thermal comfort maintenance. All participants interact with each other through the changes in marginal generation costs determined by collective heating strategies.
3. Coordinated control strategy for collective residential space heating

Under the real-time electricity price scheme, the energy price can be influenced by building occupancy. Specifically, electricity price tends to rise when people are at home due to increased thermal comfort requirement and decrease when people are out of home. Therefore, people can shift space heating demand to the periods when they are out such that the remaining thermal energy can partially offset the heat demand when they get home, thus achieving energy arbitrage. In this process, correct estimation of price signals is critical in guiding individual consumers to perform demand shifting which can effectively deliver energy savings. However, with a large population of households simultaneously adjusting their heating schedules, the original price signal would be severely distorted, thereby being invalid in guiding consumers to achieve energy arbitrage. To handle this issue, we present a distributed control strategy to coordinate collective rescheduling of space heating across numerous households under a game-theoretical framework so that all players can be economically benefited by providing demand response.

3.1. Demand shift

The proposed control strategy is composed of a sequence of “demand shift” operations. Fig. 2 demonstrates the process of demand shift from \( t_1 \) to \( t_2 \). Specifically, before demand shift, the heating schedule of household \( j \) is denoted as \( \epsilon_j \) where the heater is “ON” at \( t_1 \) and “OFF” at \( t_2 \). By performing demand shift, \( \epsilon_j \) is changed to \( \epsilon_j' \) in which the heater status at \( t_1 \) and \( t_2 \) are exchanged. It should be stressed that demand shift can only be carried out from an “ON” period to an “OFF” period.

![Figure 2: An example of demand shift operation from \( t_1 \) to \( t_2 \).](image)

It is clear that demand shift cannot be implemented between any pair of time instants, i.e., \((t_1, t_2)\). In this context, we introduce a “feasibility factor”, denoted as \( \sigma_j(t_1, t_2) \), to indicate whether demand shift from \( t_1 \) to \( t_2 \) is feasible. Specifically, \( \sigma_j(t_1, t_2) = 1 \) when heating demand can be shifted from \( t_1 \) to \( t_2 \) while \( \sigma_j(t_1, t_2) = 0 \) if demand cannot be shifted from \( t_1 \) to \( t_2 \). For the convenience of narration, all demand shift feasibility factors are collected in a matrix \( \sigma_j \in \mathbb{R}^{N_T \times N_T} \) as expressed in (10) for household \( j \).

\[
\sigma_j = \begin{bmatrix}
0 & \sigma_j(1, 2) & \cdots & \sigma_j(1, N_T) \\
\sigma_j(2, 1) & 0 & \cdots & \sigma_j(2, N_T) \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_j(N_T, 1) & \sigma_j(N_T, 2) & \cdots & 0
\end{bmatrix}
\]

(10)

Note that \( \sigma_j \) is determined by both physical restrictions of heating appliances and customized operational requirements. The following part of this subsection will elaborate how to determine \( \sigma_j \). To achieve so, three intermediate feasibility factor matrix considering different impacting factors are introduced:

**Operational status of heaters**

For a heating schedule \( \epsilon_j \), demand can be shifted from \( t_1 \) to \( t_2 \) only when \( \epsilon_{j_{t_1}} = 1 \) and \( \epsilon_{j_{t_2}} = 0 \). Thus, feasible demand shift operations are restricted by

\[
\sigma_j^f(t_1, t_2) = \max(0, \epsilon_{j_{t_1}} - \epsilon_{j_{t_2}}).
\]

(11)

where \( \sigma_j^f \) denotes the intermediate feasibility factor matrix considering the restriction of heater operational status.
Temperature requirement

According to thermodynamic laws, demand shift from \( t_1 \) to \( t_2 \) will affect the temperature of all time instants after \( \min \{ t_1, t_2 \} \). Therefore, it is essential to ensure that demand shift does not violate temperature constraints \([3]\). To this end, let us denote a second intermediate feasibility factor matrix associated to temperature requirements by \( \sigma_j^b \). The element \( \sigma_j^b(t_1, t_2) = 1 \) if shifting demand from \( t_1 \) to \( t_2 \) does not violate temperature constraints, otherwise, \( \sigma_j^b(t_1, t_2) = 0 \).

To numerically calculate the values of \( \sigma_j^b \), we first reformulate the discretized thermal dynamic model \([2]\) into a compact form \([12]\):

\[
T_j = \Psi_j P_{j,0} + \Gamma_j \epsilon_j + \Upsilon_j
\]

where \( T_j = [T_{j,1}, T_{j,2}, \ldots, T_{j,N_t}]^T \) represents indoor temperature over the whole time horizon. Matrices \( \Psi_j, \Gamma_j, \) and vector \( \Upsilon_j \) are associated with the thermal parameters of household \( j \), viz,

\[
\begin{align*}
\Psi_j &= \begin{bmatrix} \psi^j_1 \\ \vdots \\ \psi^j_{N_t} \end{bmatrix}, \quad \Upsilon_j &= \begin{bmatrix} u_{j,0} \\ \psi_j \nu_{j,0} + \nu_{j,1} \\ \vdots \\ \sum_{\tau=0}^{N_t-1} \psi^j_{\tau} N_{\tau-1} \nu_{j,T_{\tau}} \end{bmatrix}, \quad \Gamma_j &= \begin{bmatrix} \gamma_j & 0 & \cdots & 0 \\ \psi_j \gamma_j & \gamma_j & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ \psi^j_{N_t-1} \gamma_j & \psi^j_{N_t-2} \gamma_j & \cdots & \gamma_j \end{bmatrix}.
\end{align*}
\]

In particular, the matrix \( \Gamma_j \) quantifies how the demand shift operation affects the temperature change. In other words, the temperature variation at any time instant \( \tau \geq \min \{ t_1, t_2 \} \) due to the change of heater operation status at \( t \) can be assessed via the element \( \Gamma_j(\tau, t) \). Specifically, switching off the heater at \( t \) decreases the temperature \( T_{j,\tau} \) by \( \Gamma_j(\tau, t) \), whereas switching on the heater at \( t \) increases the temperature \( T_{j,\tau} \) by \( \Gamma_j(\tau, t) \). As a result, the temperature at time \( \tau \) will increase by \( \Gamma_j(\tau, t_2) - \Gamma_j(\tau, t_1) \) when the demand shift from \( t_1 \) to \( t_2 \) is feasible. Accordingly, elements in \( \sigma_j^b \) considering the restriction of temperature bounds are determined by \([14]\):

\[
\sigma_j^b(t_1, t_2) = \min \{ 1, \lfloor \hat{\sigma}_j^b(t_1, t_2) \rfloor \}
\]

where the operator \( \lfloor \cdot \rfloor \) denotes the nearest integer less than or equal to the variable, and \( \hat{\sigma}_j^b(t_1, t_2) \) denotes the maximum demand that can be shifted which is determined by

\[
\hat{\sigma}_j^b(t_1, t_2) = \min_{(r \in \{ t_1, t_2 \} + 1, \ldots, N_t)} \frac{\hat{T}_{j,\tau}}{\Gamma_j(\tau, t_1) - \Gamma_j(\tau, t_1)}
\]

where the maximum allowed temperature variation at time \( \tau \) is given by \([16]\):

\[
\hat{T}_{j,\tau} = \begin{cases} T_{j,\tau} - T_{j,\tau} & \text{if } t_1 < \tau \leq t_2 \text{ or } t_2 < t_1 < \tau, \\
T_{j,\tau} - T_{j,\tau} & \text{if } t_2 < \tau \leq t_1 \text{ or } t_1 < \tau < t_2. 
\end{cases}
\]

Cost saving requirement

From the perspective of individual households, the motivation of demand shift is to achieve cost savings, i.e., shifting demand from a high-price time instant \( t_1 \) to a low-price time instant \( t_2 \). However, demand shift can impact the energy price at related time instants, even reverse the original price order, i.e., \( p_{t_1} > p_{t_2} \) and \( p^+_{t_1} < p^+_{t_2} \). This can potentially lead to a situation where the demand shift fails in delivering cost savings as expected. This can further impact the convergence of the proposed iterative algorithm. To tackle this issue, we introduce a third intermediate matrix \( \sigma_j^c \) to ensure demand shift can always deliver cost savings. Numerically, the element at row \( t_1 \) and column \( t_2 \) is calculated as

\[
\sigma_j^c(t_1, t_2) = \min \{ 1, \lfloor \hat{\sigma}_j^c(t_1, t_2) \rfloor \}
\]

where \( \hat{\sigma}_j^c(t_1, t_2) \) is determined according to

\[
\hat{\sigma}_j^c(t_1, t_2) = \frac{D_{c_1} - D_{c_2}}{2p_j}
\]
The restriction in (17) ensures that the updated aggregate demand satisfies
\[ D_{t_i}^* = D_{t_i} - \bar{P}_j \cdot \sigma_j(t_1, t_2) \geq D_{t_i} + \bar{P}_j \cdot \sigma_j(t_1, t_2) = D_{t_i}^*. \] (19)

Additionally, (6) implies that the marginal cost \( p \) is monotonically increasing with respect to the aggregate electricity consumption \( D \). Therefore, the inequality in (20) holds, indicating the updated marginal costs \( p_{t_i}^* \) does not exceed \( p_{t_i}^+ \).
\[ p_{t_i}^* = g(D_{t_i}^*) \geq g(D_{t_i}^*) = p_{t_i}^+ \] (20)

Thus, it has been demonstrated that the demand shift restricted by (17) can preserve the order of marginal costs at \( t_1 \) and \( t_2 \), i.e. \( p_{t_i}^* \leq p_{t_i}^+ \) if \( p_{t_i} < p_{t_i}^+ \).

Up till now, considering all the restrictions above, i.e., (11) for physical limits of heaters, and (14) and (17) for customized requirements, the ultimate matrix of demand shift feasibility factor is determined by
\[ \sigma_j = \sigma_j^a \circ \sigma_j^b \circ \sigma_j^c. \] (21)
where the operator \( \circ \) is the Hadamard product.

Then, the cost saving driven by demand shift can be expressed as (22),
\[ C_j^f(t_1, t_2) = \bar{P}_j \cdot (p_{t_1} - p_{t_2}) \cdot \sigma_j(t_1, t_2) \cdot \Delta t \] (22)
which can be further expressed as the compact form of (23)
\[ C_j^f = \bar{P}_j \cdot (\Pi \circ \sigma_j) \cdot \Delta t, \] (23)
where \( \Pi \in \mathbb{R}^{N_T \times N_T} \) is calculated as (24).
\[
\Pi = \begin{bmatrix}
0 & p_1 - p_2 & \cdots & p_1 - p_{N_T} \\
p_2 - p_1 & 0 & \cdots & p_2 - p_{N_T} \\
\vdots & \vdots & \ddots & \vdots \\
p_{N_T} - p_1 & p_{N_T} - p_2 & \cdots & 0 \\
\end{bmatrix} \] (24)

Given the matrix of cost savings \( C_j^f \) for demand shift between any pair of time instants \((t_1, t_2)\), we particularly select the pair that drives the most significant individual cost saving, i.e., (25). This can facilitate the acceleration of the convergence of the iterative algorithm.
\[ (t_1^*, t_2^*) \in \arg\max_{(t_1, t_2) \in \mathcal{F}} C_j^f(t_1, t_2). \] (25)

3.2. Thermal comfort compensation

The operation of demand shift can drive cost savings, however, it decreases the space heating quality during high-price periods. Although temperature settings are not violated, the overall thermal comfort is fundamentally compromised for high-price periods, which are typically correlated to demand-inflexible periods, e.g., morning and evening peaks. As shown in Fig. 3, demand shift is performed from \( t_1 = 11 \) to \( t_2 = 1 \), which achieves cost savings. However, \( T(DS) \) after \( t = 12 \) is consistently lower than \( T(Base) \), causing thermal comfort compromise when people are at home. To compensate for the thermal comfort loss, we propose a strategy to overheat the room during low-price periods so that the inertial thermal energy can offset the later heat deficit during high-price periods where heating power is shifted out. Specifically in Fig. 3, the heater is switched on at \( t_0 = 3 \) to narrow the gap between \( T(DS) \) and \( T(Base) \) after \( t = 12 \), as illustrated by \( T(DS + TCC) \). It is worth emphasizing that the temporal difference of thermal comfort requirement (reflected by the range between \( T(UB) \) and \( T(LB) \)) during “out of home” periods and “at home periods” fundamentally enables the thermal comfort compensation process in Fig. 3.
Before elaborating the detailed thermal comfort compensation strategy, let us first introduce the thermal comfort index under a given heating schedule $\epsilon_j$, as shown in (26), to quantify thermal comfort,

$$E_j(\epsilon_j) = -\frac{1}{N_T} \sum_{t=1}^{N_T} e_{jt} \cdot |T_{jt} - T_{refj}|$$  \hspace{1cm} (26)

where $e_{jt}$ defines the thermal comfort flexibility and is expressed as

$$e_{jt} = \frac{1}{T_{jt} - T_{jt}}.$$  \hspace{1cm} (27)

Note that $E_j(\epsilon_j)$ measures the overall temperature deviation of a given temperature profile with respect to the reference temperature considering the impacts of thermal comfort flexibility. Particularly, the temperature variation range, i.e., $T_{jt} - T_{jt}$, is used as an indicator of strictness of thermal comfort requirement. For instance, when out of home, people tend to set the range wide since indoor temperature is less concerned. When people are back home, thermal comfort is more demanding so the margin for temperature variation tends to be narrow. This index innovatively takes account of the temporal difference in thermal comfort requirement, which lays the foundation of smart energy arbitrage for individual households without essentially compromising space heating quality.

Similar to the demand shift operation, it is necessary to determine the feasibility factors for thermal comfort compensation, denoted by vector $\theta_j \in \mathbb{R}^{N_T}$, which is also affected by operational status of heaters and temperature requirement.

**Operational status of heaters**

The thermal comfort compensation can only be carried out at a time instant where the heater is originally OFF. Therefore, the availability of thermal comfort compensation at $t_0$ for household $j$ is restricted by

$$\theta_j^c(t_0) = 1 - \epsilon_{j,t_0}$$  \hspace{1cm} (28)

where $\theta_j^c$ denotes the intermediate feasibility vector considering the restriction of heater operational status.

**Temperature requirement**

Since switching on the heater at $t_0$ will increase the temperature for all the following periods, the thermal comfort compensation should be restricted by the temperature upper bound. To take this requirement into account, a second intermediate vector $\theta_j^b \in \mathbb{R}^{N_T}$ is introduced. Specifically, $\theta_j^b(t_0) = 1$ if the resulting temperature does not violate the bounds after thermal comfort compensation. Otherwise, $\theta_j^b(t_0) = 0$. Mathematically, it is formulated by (29),

$$\theta_j^b(t_0) = \min\{1, \lfloor \hat{\theta}_j^b(t_0) \rfloor \}$$  \hspace{1cm} (29)

![Figure 3: Illustration of thermal comfort compensation. UB: Upper Bound; LB: Lower Bound; Ref: Reference; Base: Baseline; DS: Demand Shift; TCC: Thermal Comfort Compensation.](image-url)
where \( \hat{P}_j(t_0) \) quantifies the maximum power that can be increased at time \( t_0 \) considering the temperature requirement, viz.,

\[
\hat{P}_j(t_0) = \min_{\tau \in \{t_0 + 1, \ldots, N_T\}} \frac{T_{j,\tau} - T_{j,\tau}^*}{T_j(\tau, t_0)}.
\]  

(30)

Combining (28) and (29), the ultimate feasibility factors for thermal comfort compensation are determined by (31).

\[
\theta_j = \theta_j^o \circ \theta_j^p
\]

(31)

while the extra energy cost for thermal comfort compensation is expressed as

\[
C_j^o = \bar{P}_j \cdot (p \circ \theta_j) \cdot \Delta t
\]

(32)

where \( p = [p_1, p_2, \ldots, p_N]^T \) is the vector of electricity price and the element at \( t_0 \) is calculated as

\[
C_j^o(t_0) = \bar{P}_j \cdot p_{t_0} \cdot \theta_j(t_0) \cdot \Delta t.
\]

(33)

Since there can be multiple time instants for feasible implementation of thermal comfort compensation, i.e., at time \( t_0 \) where \( C_j^o(t_0) = 1 \), we specifically select \( t_0^* \) which can compensate for the loss of thermal comfort in the most cost-effective way, viz.,

\[
t_0^* \in \arg\max_{i \in T: \theta_j(t_i) = 1, C_j^o(t_i) - C_j^o(t_0) < 0} \frac{\Delta E_j(t_0)}{C_j^o(t_0)}.
\]

(34)

Note that the constraints imposed in (34) guarantee 1) the thermal comfort compensation is feasible, and 2) the additional cost incurred by thermal comfort compensation is lower than the cost saving by demand shift, thus achieving overall saving. Moreover, \( \Delta E_j(t_0) \) is the increased thermal comfort due to the compensation at \( t_0 \) and it is calculated as (35),

\[
\Delta E_j(t_0) = E_j(\epsilon_j^+ - \epsilon_j) = \frac{1}{N_T} \sum_{\tau = t_0}^{N_T} e_{j,\tau} \left( |T_{j,\tau} - T_{j,\tau}^*| - |T_{j,\tau} - T_{j,\tau}^{refj}| \right)
\]

(35)

where \( \epsilon_j \) and \( \epsilon_j^+ \) represent the heating schedule before and after thermal comfort compensation at \( t_0 \).

3.3. Summary of the algorithm

Based on the operation of demand shift and thermal comfort compensation, the coordinated residential space heating strategy is summarised in four steps as follows:  

Step 1: Each household sets up a baseline heating schedule based on their preference and inform the central controller. The central controller calculates the electricity price and aggregate demand based on all the collected heating schedules, then send these information to the first household.  

Step 2: The household which received the information from the central controller updates its heating schedule by implementing demand shift and thermal comfort compensation, then informs the central controller of the updates.  

Step 3: The central controller revises the electricity price and aggregate demand, then communicates to the next household.  

Step 4: Repeat Step 2 and 3 until no household can further perform the demand shift, i.e., no household can further reduce the total system operational cost by unilaterally changing its heating schedule.  

The space heating coordination process for numerous households is further demonstrated in the form of Algorithm 1.

4. Numerical Results

This section is devoted to testing the proposed space heating coordination strategy in a series of case studies. The 24-hour horizon is discretized into 96 sampling time intervals, i.e., \( \Delta t = 15 \) min. The total number of households equipped with electric heaters is \( 2 \times 10^5 \). All simulations were implemented using MATLAB R2019a, on a computer with 2-core 3.50GHz Intel(R) Xeon(R) E5-1650 processor and 32GB RAM.
Algorithm 1: Coordinated space heating

1 Initialization:
   \( \ell = 0, \quad k = 0, \quad \text{conv} = 0, \quad E_j^{(0)} = E_j \)

2 while \( \text{conv} == 0 \) do
   3 \( \text{conv} = 1, \quad \ell = \ell + 1 \)
   4 for \( j=1:1:H \) do
      5 \( \epsilon_j^{(\ell)} = \epsilon_j^{(\ell-1)}, \quad T_j^{(\ell)} = T_j^{(\ell-1)} \)
      6 Demand shift:
         7 Find \((t^*_1, t^*_2)\) do:
            8 \( \text{conv} = 0 \)
            9 \( \epsilon_j^{(\ell)} = 1, \quad \epsilon_j^{(\ell)} = 0, \quad \text{and update} \ T_j^{(\ell)} \)
      10 Thermal comfort compensation:
         11 Find \( t_0^* \) do:
            12 \( \epsilon_j^{(\ell)} = 1 \) and update \( T_j^{(\ell)} \)

13 Result: each household can achieve energy saving by demand shift and thermal comfort compensation

4.1. Parameters and assumptions

In the following case studies, the relevant thermal parameters \( \psi_j \) and \( \gamma_j \) in (2) are assumed to follow the Gaussian distribution (mean 0.94 and standard deviation 0.05 for \( \psi_j \), mean 2 and standard deviation 0.1 for \( \psi_j \)). The time varying profiles of parameter \( \nu_j \) over all households are statistically visualized by the box-plot in Figure 4. Particularly, the central red mark indicates the median, and the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively. Moreover, the coefficients of generation cost function are assumed as \( a = 0.03 £/\text{MW}^2\text{h} \) and \( b = 12 £/\text{MWh} \).

![Figure 4: The box plot of thermal parameter \( \psi_j \).](image-url)
As shown in Figure 5, three types of periods characterized by different thermal comfort flexibility including sleeping (blue), awake at home (green) and away from home (yellow) are differentiated. During the “Awake” periods, the thermal comfort requirement is high thereby the comfort flexibility is low. Whereas during the “Away” periods, thermal comfort is not a major concern so the comfort flexibility is rather high. Regarding the “Sleep” periods, the thermal comfort requirement is in the between, indicating that people are less sensitive to the variation of temperature when sleeping. Note that the boundaries of three periods follow Gaussian distributions with the mean demonstrated in Figure 5 and the standard deviation of 1 hour. The temperature bounds for these periods also follow the Gaussian distribution with the mean shown in Figure 5 and the standard deviation of 1 °C. Moreover, the reference temperature is determined as

$$T_{ref_j} = \frac{1}{2} (T_{in_j} + \bar{T}_{in_j}), \quad t \in T_{in_j}$$

(36)

where $T_{in_j}$ denotes the time when people are at home. $T_{ref_j}$ reflects the desired thermal comfort which is inactive when no occupants are at home.

It should be stressed that the case studies aim at providing a demonstration of the superiority of the proposed distributed preheating strategy. All input parameters can be changed based on realistic data and individuals’ preference in real applications without loss of effectiveness of the methodology.

4.2. Case studies: performance of the algorithm

To evaluate the performance of the proposed space heating coordination strategy, the following cases are investigated:

**Baseline case**: Space heating is controlled to track the reference temperature $T_{ref_j}$.

**Case 1**: Space heating in different households is not coordinated. Individual households independently minimize their electricity bills based on the baseline price.

**Case 2**: Space heating in all households is coordinated by using the proposed control strategy.

The aggregate demand profiles in different cases are illustrated in Figure 6. It is observed that the baseline demand profile, represented by the blue curve, is characterized by a morning peak and an evening peak. A deep valley between the two peaks corresponds to the period when people are out for work and shows that there is almost no heating appliance switched on. In Case 1 where the heating-driven energy arbitrage is performed without coordination, the original peaks are shaved, but new peaks are formed right before. Additionally, strong oscillations can be observed in the aggregate demand caused by simultaneous heating, which pose huge threats to power system operation. In contrast, the aggregate demand profile in Case 2 is significantly improved in the favour of system operation. Specifically, the original peaks are effectively shaved, i.e., 26.22% for the morning peak and 28.22% for the evening peak. Moreover, the volatility in the original demand profile is substantially reduced. Through this case study, the superior performance of the proposed space heating coordination strategy in improving the power system operating condition has been demonstrated.
Detailed information on the household level is further given in Figure 7 and Figure 8 which demonstrate the indoor temperature and the corresponding heating schedule respectively in 4 randomly selected households. For the baseline temperature with blue color in Figure 7, indoor temperature tracks the reference temperature when people are at home and drifts downward when people are out. Red curves highlight Case 1 where space heating is optimized individually without coordination while yellow curves depict Case 2 where the proposed coordination strategy is used. These temperature profiles are corresponding to the heating patterns in Figure 8. Note that 1 on the vertical axis indicates “ON” and 0 indicates “OFF”. It can be seen that different households tend to follow a similar heating schedule when coordination is absent. This is because individual heating optimizations are uniformly guided by the original electricity price profile, which can be distorted when a large number of households change their heating schedules. In contrast, when the coordinated control strategy is applied as in Case 2, the space heating patterns in different households are diversified so that the peaks are shaved and the valleys are filled.

Figure 7: Indoor temperature of households under binary heating mode.

Figure 6: Aggregate demand profiles using different algorithms.
The convergence performance of Case 2 is illustrated in Figure 9. As can be seen, the generation cost converges after 20 iterations and takes around 1.2 hours. Note that the number of iteration corresponds to the value of $\ell$ in Algorithm 1 which represents an adjustment on the heating schedule over all households. The total energy cost is reduced by 13.96\% compared to the baseline case and by 25.35\% compared to Case 1.

4.3. Case studies: thermal comfort compensation

This case study is dedicated to demonstrating the performance of the proposed approach regarding thermal comfort compensation. For this purpose, three cases are compared with the baseline case in Section 4.2:

Case A: Only demand shift is conducted and there is no thermal comfort compensation.
Case B: Temporal difference in thermal comfort requirement is neglected, i.e., comfort flexibility $e_{jt}$ in the calculation of thermal comfort index is constant over the day as in [37]:

\[ e_{jt} = \text{constant}. \] (37)

Case C: The temporal difference in thermal comfort requirement is taken into account, i.e., the comfort flexibility $e_{jt}$ is defined as [27].

Since the demand response of individual households to the price signal can be case-specific, we calculate the average temperature conditions of 1000 households to statistically demonstrate the difference in thermal comfort of different cases, as in Figure 10. For Case A where only demand shift is performed, the temperature of low comfort flexibility periods decreases compared to the baseline case because the heating demand is shifted to the periods with higher comfort flexibility and lower electricity price. As a result, a large gap can be observed between the temperature of Case A and the baseline case during “Awake” periods. After considering the thermal comfort compensation, both Case B and Case C can narrow the gap, but Case C shows better performance in compensating the thermal comfort loss incurred by demand shift.

\[ \begin{array}{cccc}
00:00 & 04:00 & 08:00 & 12:00 & 16:00 & 20:00 \\
\text{Baseline} & \text{Case A} & \text{Case B} & \text{Case C} & \text{Temp bounds} \\
\end{array} \]

Figure 10: Average temperature profiles of the three cases.

5. Conclusion

In this paper, a novel space heating coordination strategy is introduced for a large population of households equipped with electrified heating appliances operating in binary mode. Specifically, on the demand side, individual households update their heating schedules iteratively through demand shift and thermal comfort compensation to achieve cost savings without essentially satisfying heating quality, while on the system side, peak shaving is effectively realised through the coordination of space heating in numerous households, thus driving significant operational benefits.

Through a series of case studies, the superiority of the space heating coordination strategy in peak shaving and cost saving is demonstrated. Based on the numerical results, the total generation cost is reduced by 13.96% and the peak demand is reduced by 28.22% compared to the baseline case where individual households do not perform energy arbitrage. Meanwhile, if the coordination strategy is absent where individual households perform energy arbitrage independently, 15.26% cost increase is incurred compared to the baseline case while the peak demand is 13.11% higher. Furthermore, the advantages of the proposed thermal comfort compensation mechanism that considers both the temporal and spatial comfort flexibility in households are illustrated.

The proposed space heating coordination is targeted at day-ahead heating scheduling which shows the potential capability of demand side response from residential space heating loads. In the future, it will be valuable to investigate the real-time control of residential space heating considering various uncertainties.

Appendix A. Proof of convergence

This appendix is dedicated to proving that there is no household can further reduce the total system operational cost after all households reach the converged solution.
Let us first consider the demand shift of an arbitrary iteration \( \ell \) from \( \ell_1 \) to \( \ell_2 \), the heating status before and after this operation are
\[
\epsilon_{j, \ell_1}^{(t-1)} = 1 \rightarrow \epsilon_{j, \ell_2}^{(t)} = 0, \quad \epsilon_{j, \ell_2}^{(t-1)} = 0 \rightarrow \epsilon_{j, \ell_1}^{(t)} = 1,
\]
(A.1)
Accordingly, the aggregate demands formulated in (A) at these two instants fulfil the following equations
\[
D_{t, \ell_1}^{(t)} + D_{t, \ell_2}^{(t-1)} = 2D_{t, \ell_1}^{(t-1)} - \bar{P}_j, \quad D_{t, \ell_2}^{(t)} - D_{t, \ell_1}^{(t-1)} = -\bar{P}_j
\]
\[
D_{t, \ell_1}^{(t)} + D_{t, \ell_2}^{(t-1)} = 2D_{t, \ell_1}^{(t-1)} + \bar{P}_j, \quad D_{t, \ell_2}^{(t)} - D_{t, \ell_1}^{(t-1)} = \bar{P}_j
\]
(A.2)
Then, the variation of total system operational cost after performing the demand shift of can be explicitly derived as
\[
C_T(D^{(t)}) - C_T(D^{(t-1)})
= \sum_{t=1}^{T} \left[ \frac{1}{2} a \left(D_{t, \ell_1}^{(t)}\right)^2 - \frac{1}{2} a \left(D_{t, \ell_2}^{(t-1)}\right)^2 + b \left(D_{t, \ell_1}^{(t)} - \bar{P}_j\right) + b \left(D_{t, \ell_2}^{(t-1)} - P_j\right) \right]
= \frac{1}{2} a \left[ \left(D_{t, \ell_1}^{(t)}\right)^2 - \left(D_{t, \ell_2}^{(t-1)}\right)^2 \right] + \frac{1}{2} a \left[ \left(D_{t, \ell_1}^{(t)}\right)^2 - \left(D_{t, \ell_1}^{(t-1)}\right)^2 \right] + b \left(D_{t, \ell_1}^{(t)} - \bar{P}_j\right) + b \left(D_{t, \ell_2}^{(t-1)} - P_j\right)
= \frac{1}{2} a \left(2D_{t, \ell_1}^{(t-1)} - \bar{P}_j\right) - \bar{P}_j + \frac{1}{2} a \left(2D_{t, \ell_2}^{(t-1)} + \bar{P}_j\right) - P_j + b \left(D_{t, \ell_1}^{(t)} - \bar{P}_j\right) + b \left(D_{t, \ell_2}^{(t-1)} - P_j\right)
\leq \frac{1}{2} a \left(2 \bar{P}_j\right) - 2P_j + 2P_j
= - a \left(\bar{P}_j\right)^2 \leq 0
\]
(A.3)
where the first inequality is implied from the cost saving requirement for aggregate demand in (19). As a result, equation (A.3) yields a strict reduction of total system operational cost by performing a demand shift, i.e.,
\[
C_T(D^{(t)}) < C_T(D^{(t-1)}).
\]
(A.4)
Together with the fact the total cost is bounded below, the iterative demand shift operation ensures the convergence of the total operational cost.

Next, we are able to show that the converged solution can make sure that no household can achieve further total cost reduction by unilaterally changing its heating profile. To verify this conclusion, it is necessary to prove the following equation:
\[
\sum_{t \in T} f(D_t) \cdot \Delta t = \min_{\epsilon} \sum_{t \in T} f(D_t) \cdot \Delta t
\]
\[
\text{s.t. } D_t = \sum_{i \in \mathcal{I}} (\epsilon_{i, t} \cdot \bar{P}_j + D_{i,t}^{\text{res}}) - P_i^{\text{res}}
\]
\[
\sum_{i \in \mathcal{I}} \epsilon_{i, t} = \sum_{i \in \mathcal{I}} \epsilon_{i, t}, \quad \forall i \in \mathcal{H}
\]
\[
\epsilon_{i, t} \in \mathcal{E}, \quad \forall i \in \mathcal{H}
\]
(A.5)
where \( \mathcal{E} \) is the collection of heating schedules satisfying temperature and heating conditions
\[
\mathcal{E} = \{ \epsilon_i | \bar{T}_{i,t+1} \leq \psi_j \cdot T_{i,t} + \gamma_j \cdot \epsilon_{i,t} + v_{i,t} \leq \bar{T}_{i,t+1}, \epsilon_{i,t} \in [0, 1], \forall t \in \mathcal{T} \}
\]
(A.6)
Then, let us prove the satisfaction of (A.5) by contradiction. Assume that there exists a household \( j \in \mathcal{H} \) which can further reduce the total cost by updating its converged heating schedule \( \epsilon^*_j \), while all the other households remain their converged schedules, viz.

\[
\epsilon_i = \begin{cases} 
\epsilon^{**}_j & \text{if } i = j \\
\epsilon^*_i & \text{otherwise}
\end{cases}
\]  

(A.7)

where \( \epsilon^{**}_j \) is an updated schedule for household \( j \) which could lead to a lower total cost than \( \epsilon^*_j \) or in another words equation (A.5) does not hold. Following our demand shift operation, the heating schedule \( \epsilon^{**}_j \) can be expressed as

\[
\epsilon^{**}_j = \epsilon^*_j + \sum_{s=1}^{S} \sigma_j(t^{(s)}_i, \tilde{t}^{(s)}_i)
\]

(A.8)

where \( S \) is the number of demand shift changing from \( \epsilon^*_j \) to \( \epsilon^{**}_j \), and each \( \epsilon^{(s)} \) corresponds to a demand shift from \( t^{(s)}_i \) to \( \tilde{t}^{(s)}_i \). Then, given the cost variation of a single demand shift operation in (A.3), the heating schedule adjustment by household \( j \) from \( \epsilon^*_j \) to \( \epsilon^{**}_j \) would result in a cost reduction calculated as

\[
C_T(D^{**}) - C_T(D^*) = \frac{1}{2} a \cdot \sum_{s=1}^{S} \left[ \sum_{i \in \mathcal{H}(\{j\})} 2\epsilon^{(s)}_{t_i} \cdot \bar{P}_i + 2 \left( D^*_{t_i} - P^{res}_{t_i} \right) + \left( \epsilon^{(s)}_{t_i} + \epsilon^{(s-1)}_{t_i} \right) \cdot \tilde{P}_i \right] \cdot \left( \left( \epsilon^{(s)}_{t_i} - \epsilon^{(s-1)}_{t_i} \right) \cdot \bar{P}_i \right)
\]

(A.9)

where \( D^{**} \) denotes the aggregate demand associated with the heating schedule \( \epsilon^{**}_j \).

Based on the assumption by contradiction that \( \epsilon^{**}_j \) leads to a lower total cost than \( \epsilon^*_j \), there must exist at least one \( s \in \{1, \cdots, S\} \) such that \( C_T(D^{**}) < C_T(D^*) \) where \( D^{(s)} \) is the aggregate demand profile corresponding the heating schedule \( \epsilon^{(s)}_j \). This indicates that there exists positive demand shift action and the iterative algorithm is still convenient after \( \epsilon^*_j \) has been reached (the termination condition is not satisfied). However, this contradicts to the fact that \( \epsilon^* \) is the converged result of the heating profile for all households.

\[ \square \]
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