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Abstract

In the context of solving inverse problems for physics applications within a Bayesian framework, we present a new approach, Markov Chain Generative Adversarial Neural Networks (MCGANs), to alleviate the computational costs associated with solving the Bayesian inference problem. GANs pose a very suitable framework to aid in the solution of Bayesian inference problems, as they are designed to generate samples from complicated high-dimensional distributions. By training a GAN to sample from a low-dimensional latent space and then embedding it in a Markov Chain Monte Carlo method, we can highly efficiently sample from the posterior, by replacing both the high-dimensional prior and the expensive forward map. We prove that the proposed methodology converges to the true posterior in the Wasserstein-1 distance and that sampling from the latent space is equivalent to sampling in the high-dimensional space in a weak sense. The method is showcased on two test cases where we perform both state and parameter estimation simultaneously. The approach is shown to be up to two orders of magnitude more accurate than alternative approaches while also being up to two orders of magnitude computationally faster, in multiple test cases, including the important engineering setting of detecting leaks in pipelines.
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1. Introduction

The Bayesian inference approach is popular for solving inverse problems in various fields including physics and engineering \cite{1,2,3,4}, mainly due to the fact that it does not only provide an estimate of the solution but also quantifies the uncertainty of the estimate. Information about the distribution of a computed quantity is important, for example, for digital twins \cite{5}.

The general idea of Bayesian inference is to use observations to update a given prior distribution towards a resulting posterior distribution over the parameters of interest. The observations and parameters are linked through a forward map and a noise distribution that make up the likelihood function. The main task in the Bayesian approach is to connect the prior and the likelihood in order to compute the posterior distribution. Since the posterior is typically not analytically tractable, one must use numerical sampling techniques such as Monte Carlo methods to approximate the distribution. However, for each sample, it is necessary to compute the likelihood which in turn requires the evaluation of the forward map. For nontrivial problems, such as high-dimensional or nonlinear partial differential equation (PDE) problems, this becomes a computational bottleneck and often results in unacceptable computation times. In Figure 1, the general schematics of an inverse problem are shown.
The two most common approaches for overcoming this problem are to either minimize the required number of samples by making certain assumptions about the posterior or to reduce the computational complexity associated with the forward map by approximating it with a surrogate model. The first approach includes methods such as Kalman filters \cite{2} and Markov Chain Monte Carlo (MCMC) methods \cite{6, 7}. With Kalman filters, one minimizes the number of necessary samples by assuming Gaussian distributions. While this is efficient, it is often quite restrictive when it comes to highly nonlinear problems. MCMC methods, while being quite efficient, are based on fewer assumptions but still require many samples. See Figure 1 for a visualization of a common workflow for Bayesian inference using Markov chain Monte Carlo methods (MCMC). The surrogate modeling approach includes methods such as reduced basis methods \cite{8}, polynomial chaos expansion (PCE) \cite{9}, and Gaussian processes \cite{10}. While a surrogate model enables fast likelihood evaluations, it requires a forward map that can be approximated by a low-order representation. This is however not easy for high-dimensional problems and problems involving discontinuities in either the parameters or the state.

In this paper, we consider an approach that overcomes the above mentioned challenges (high-dimensionality, nonlinearity, discontinuities, expensive sampling) by utilizing machine learning. Specifically, we will make use of neural networks which have already been recognized as promising tools in scientific computing, especially for the case of high-dimensional and nonlinear problems that we wish to address \cite{11, 12, 13, 14, 15, 16, 17}. While there exist several types of neural networks, each aiming at solving specific problems, we focus on generative models in this paper. Generative models aim to learn a distribution from data in order to enable sampling from it at later times \cite{18}. Such models include generative adversarial networks (GANs) \cite{19}, variational autoencoders (VAEs) \cite{20}, diffusion models \cite{21}, and Normalizing Flow models \cite{22}.

Examples where generative models have been successfully used for solving Bayesian inverse problems already exist. In \cite{23} and \cite{24}, a VAE and Normalizing Flow, respectively, are embedded into a variational Bayesian inference approach and in \cite{25} and \cite{26} a GAN and a VAE, respectively, are used as the prior distribution in MCMC sampling. While \cite{25} and \cite{26} combine generative models for parameter prior approximation with MCMC sampling in order to get samples from the posterior distribution, they do not achieve significant speed-ups. Since the generative models are only used to approximate the parameter prior they still need the expensive forward problem being solved to match synthetic observations with the real observations.

In this paper we focus on GANs due to their success in learning complicated high-dimensional distributions. Specifically, GANs learn a target distribution by training a generator to map latent space samples to samples that mimic a nontrivial high-dimensional target distribution. So, GANs provide a way to represent a complicated high-dimensional distribution by means of a low-dimensional latent space distribution.

We here present the novel Markov Chain Generative Adversarial Network (MCGAN) method, visualized in figure 1. In short, we train a GAN to approximate the prior distribution for the states and parameters and thereby obtain a corresponding latent representation. By using an MCMC method, we can then efficiently sample from a latent space posterior instead of the high-dimensional posterior. As a result, we achieve dimensionality reduction, due to the approximation of the desired posterior, and furthermore the forward map is replaced by the generator. In practice, this gives significant computational speed-ups as the computational bottleneck is significantly reduced. The methodology presented draws inspiration from \cite{25}, but utilizes the GAN in a different manner. Our extension is hence well-suited for both state and parameter estimation in real-time\cite{21}. Furthermore, we prove that sampling in the latent space is the same as sampling in the high-dimensional space in a weak sense and we provide a proof of convergence of the posterior distribution in the Wasserstein-1 distance.

The paper’s outline is as follows. In Section 2 we explain the setting of Bayesian inverse problems as well as the MCMC methods and GANs. Then, in Section 3 we present the details of our proposed methodology, the MCGAN methodology, including the theoretical findings. In Section 4 we show the MCGAN performance on two problems: a stationary Darcy flow and leakage localization in a pipe flow. The results are compared to ensemble Kalman filters and MCMC methods with PCE as the surrogate model. Finally, in Section 5 we conclude this work.

\footnote{Note that “real-time” is dependent on the specific problem at hand}
2. Notation, Problem Setting, and Preliminaries

Throughout the paper, we will make use of the following notation: capital letters will denote random variables, e.g. $X$ and $Y$. The distribution of $X$ is denoted $P_X$, where $P_X(A) = P_X(X \in A)$ is the probability of observing $X \in A$. Similarly, the probability of $x$ is denoted $P_x = P_x(X = x)$. For each probability distribution, there is an associated probability measure, $\mu_x$. Furthermore, we assume that all distributions have a probability density function (PDF), $\rho_x$. The distribution, measure, and PDF are related by:

$$P_X(X \in A) = \mu_x(A) = \int_A d\mu_x = \int_A \rho_x(x)dx. \quad (1)$$

A stochastic variable, $X$, conditioned on another stochastic variable, $Y$, is denoted $X|Y$ and is distributed according to $P_{X|Y}(X|Y)$ with PDF, $\rho_{x|y}$.

2.1. Problem Setting

Let $q \in \mathbb{R}^{N_q}$ denote the state, $m \in \mathbb{R}^{N_m}$ the parameters, and $y \in \mathbb{R}^{N_y}$ the available observations. Note that $q$ encapsulates the state at all discrete times for time-dependent problems. Hence, the state, $q$, is the full space-time state of the system at hand. $q$ is computed by solving a forward problem, typically a PDE, depending on the parameters, $m$. We denote the vector of combined state and parameters, $u = (q, m) \in \mathbb{R}^{N_u}$, $N_u = N_q + N_m$.

The inverse problem deals with the recovery of $u$ from a vector of observations in space-time, $y \in O \subset \mathbb{R}^{N_y}$. The relation between $u$ and $y$ is assumed to be of the form

$$y = h(u) + \eta, \quad \eta \sim P_\eta, \quad \eta \in \mathbb{R}^{N_y}, \quad (2)$$
where $h : \mathbb{R}^N_{\mathbf{u}} \to O \subset \mathbb{R}^N_{\mathbf{y}}$ is referred to as the observation operator and $\eta$ is a random variable denoting the observation or measurement noise.

From Eq. (2), we can write the PDF associated with the probability of observing $\mathbf{y}$ given $\mathbf{u}$, $\rho_{\mathbf{y}|\mathbf{u}}(\mathbf{y}|\mathbf{u})$, as:

$$
\rho_{\mathbf{y}|\mathbf{u}}(\mathbf{y}|\mathbf{u}) = \rho_{\eta}(\mathbf{y} - h(\mathbf{u})).
$$

When observations are given, one can view this as a function of $\mathbf{u}$, i.e., $\Phi(\mathbf{u}) = \rho_{\mathbf{y}|\mathbf{u}}(\mathbf{y}|\mathbf{u})$, in which case it is referred to as the likelihood since it is not a PDF with respect to $\mathbf{u}$.

We assume that, before observing any data, the probability of $\mathbf{u}$ is the PDF $\rho_0$, which is referred to as the prior. The goal of the Bayesian inverse problem is to identify the PDF, $\rho_{\mathbf{u}|\mathbf{y}}(\mathbf{u}|\mathbf{y})$, i.e. the PDF of $\mathbf{u}$ given observations, $\mathbf{y}$. Using Bayes theorem, we can write this as:

$$
\rho_{\mathbf{u}|\mathbf{y}}(\mathbf{u}|\mathbf{y}) = \frac{\rho_{\mathbf{y}|\mathbf{u}}(\mathbf{y}|\mathbf{u}) \rho_0(\mathbf{u})}{\int_{\mathbb{R}^N_{\mathbf{u}}} \rho_{\mathbf{y}|\mathbf{u}}(\mathbf{y}|\mathbf{u}) \rho_0(\mathbf{u}) \, d\mathbf{u}} = \frac{\rho_{\eta}(\mathbf{y} - h(\mathbf{u})) \rho_0(\mathbf{u})}{\int_{\mathbb{R}^N_{\mathbf{u}}} \rho_{\mathbf{y}|\mathbf{u}}(\mathbf{y}|\mathbf{u}) \rho_0(\mathbf{u}) \, d\mathbf{u}}.
$$

The denominator is called the evidence and serves as a normalization constant; the lefthand side is the posterior.

However, in order to compute the likelihood in Eq. (4), a PDE must be solved for a given set of parameters. Moreover, choosing a suitable prior is not always an easy task, and the evidence can be restrictive to compute in high dimensions.

It should be noted that the last problem is alleviated in many methods such as maximum likelihood estimation and MCMC methods as we will describe below. The other two complications will be minimized using our proposed methodology.

### 2.2. Markov Chain Monte Carlo Methods

MCMC methods \cite{11,12} form a class of algorithms for sampling from probability distributions. Stated in terms of the posterior PDF, we have:

$$
\rho_{\mathbf{u}|\mathbf{y}}(\mathbf{u}|\mathbf{y}) \propto \rho_{\mathbf{y}|\mathbf{u}}(\mathbf{y}|\mathbf{u}) \rho_0(\mathbf{u}),
$$

and we aim to generate a set of points distributed according to the PDF $\rho_{\mathbf{u}|\mathbf{y}}$. The general idea is to construct a Markov chain, $\{\mathbf{u}_1, \ldots, \mathbf{u}_N\}$, with a stationary PDF, $\tilde{\rho}_{\mathbf{u}|\mathbf{y}}$, that approximates $\rho_{\mathbf{u}|\mathbf{y}}$. We then sample according to $\tilde{\rho}_{\mathbf{u}|\mathbf{y}}$ by computing the next element in the chain. For MCMC algorithms, we have the following result, under some reasonable assumptions \cite{11}:

$$
\lim_{N_{\text{mcmc}} \to \infty} \frac{1}{N_{\text{mcmc}}} \sum_{i=1}^{N_{\text{mcmc}}} f(\mathbf{u}_i) = \mathbb{E}_{\mathbf{u} \sim \tilde{P}_{\mathbf{u}|\mathbf{y}}} [f(\mathbf{u})], \quad \mathbf{u}_i \sim \tilde{P}_{\mathbf{u}|\mathbf{y}}
$$

where $\tilde{P}_{\mathbf{u}|\mathbf{y}}$ is the probability distribution associated with the density $\tilde{\rho}_{\mathbf{u}|\mathbf{y}}$. Eq. (6) indicates that with enough samples from the chain, we can approximate some statistics of the true posterior arbitrarily well, i.e. the distribution, $\tilde{P}_{\mathbf{u}|\mathbf{y}}$, converges weakly to $P_{\mathbf{u}|\mathbf{y}}$.

The arguably most common MCMC sampler is the Metropolis-Hasting (MH) algorithm \cite{22,23}. However, it is well-known that the MH algorithm converges very slowly in high-dimensional settings. Therefore, in this paper, we make use of the Hamiltonian Monte Carlo Method (HMC), which can be considered a special case of the MH algorithm. Instead of computing new proposals by a random walk, the HMC algorithm computes a new sample by moving in a state space defined by a Hamiltonian ODE system.

Starting with a ‘momentum’ vector, $\mathbf{p}$, of the same size as $\mathbf{u}$, and a joint PDF $\rho_{\mathbf{u},\mathbf{p}}(\mathbf{u}, \mathbf{p})$, we define a Hamiltonian as:

$$
H(\mathbf{u}, \mathbf{p}) = -\log \rho_{\mathbf{u},\mathbf{p}}(\mathbf{u}, \mathbf{p}) = -\log \rho_{\mathbf{u}|\mathbf{p}}(\mathbf{u}|\mathbf{p}) - \log \rho_{\mathbf{u}|\mathbf{p}}(\mathbf{u}|\mathbf{y}) \propto \frac{1}{2} \mathbf{p}^T \mathbf{P}^{-1} \mathbf{p} - \log \rho_{\mathbf{y}|\mathbf{u}}(\mathbf{y}|\mathbf{u}) \rho_{\mathbf{u}}(\mathbf{u}),
$$

$$
= K(\mathbf{p}) = U(\mathbf{u}).
$$
where we choose the conditional distribution of the momentum given \( u \) to be normally distributed, 
\[
P_{p|u}(p|u) \sim \mathcal{N}(0, M).
\]
\( K(p) \) is referred to as the kinetic energy and \( U(u) \) the potential energy. One can compute trajectories on level sets of the Hamiltonian by solving the Hamiltonian dynamical system. A new sample is then computed by perturbing the current sample, integrating the Hamiltonian system in time and using the final state as the new sample with acceptance probability:
\[
\alpha = \min \left\{ 1, \frac{\exp \left( -H(u', p') \right)}{\exp \left( -H(u_i, p(0)) \right)} \right\},
\]
where \((u', p')\) is the terminal state of the trajectory. Intuitively, this procedure will be biased towards sampling from level sets in the phase space that maximize the likelihood \( U(u) \). Furthermore, \( K(p) \) ensures that the algorithm explores other areas of the phase space to a degree decided by \( M \) and the integration horizon, \( T \). Compared to the standard MH algorithm, this reduces the correlation between elements in the chain by traversing long distances in the phase space while maintaining a high acceptance probability due to the energy preserving properties of Hamiltonian dynamics.

When sampling using the HMC algorithm, a series of choices have to be made, like the number of time steps in the integration and the end time, \( T \). If \( T \) is too small the sampling will resemble a random walk, while \( T \) too large may result in trajectories making a ‘U-turn’ and return to their initial condition. To avoid this, we utilize the No U-Turn Sampler (NUTS) \[29\]. The idea is to integrate backward and forward in time until a U-turn condition is satisfied. Then, a random point from the computed trajectory is chosen, and the algorithm continues from there.

Even though HMC with NUTS is efficient, one still needs many samples to converge. With a good initial sample, the method converges significantly faster. There are several ways of computing a suitable initial guess, one of which is the maximum a posteriori (MAP) estimate \[4\], which we will use in this work. This is typically computed using the log PDFs:
\[
u_{MAP} = \arg \max_u \log(\rho_{u|y}(y|u)) + \log(\rho_0(u)).
\]
\( u_{MAP} \) can be computed using standard optimization methods such as gradient descent methods. In our case, both \( \rho_{u|y} \) and \( \rho_u \) are known PDFs so it is easy to compute derivatives using standard software libraries such as PyTorch.

2.3. Alternative Methods

Here, we will comment on some well-known alternative methods that exist to speed up solving the Bayesian inverse problem, which we will use to compare our proposed method to. We will also comment on their respective shortcomings.

**Ensemble Kalman Filter.** Ensemble Kalman filtering (EnKF) is a Kalman filter variant that is suitable for high-dimensional and nonlinear problems \[2\]. The general idea is to compute the sample mean and sample covariance from an ensemble and then update the prior accordingly. However, as all distributions are assumed to be Gaussian, it means that it is not directly suitable for non-Gaussian problems. In cases with very nonlinear or high-dimensional features, large ensembles are necessary which in turn makes it computationally slow.

Alternative approaches exist, such as particle filters, that do not assume a Gaussian distribution. However, such methods are, in general, computationally very expensive and will not be further discussed.

**Surrogate Models.** Instead of replacing the sampling method, the forward computations can be done using a surrogate model, such as polynomial chaos expansion (PCE) methods \[9\], Gaussian processes \[30\], or reduced basis methods \[8\]. The idea is to approximate the parameter-to-observations map or the forward map by a low-order model that is computationally fast to evaluate. These approaches have been shown to speed up the sampling significantly. However, in high-dimensional cases the curse of dimensionality hampers the applicability of such methods. Moreover, they usually do not perform well in discontinuous and/or highly nonlinear cases unless the approach is tailored to the problem at hand.
2.4. Generative Adversarial Neural Networks

In this section, we will give a brief overview of generative adversarial networks (GANs), see \[19\] \[31\] for more details. We will focus on a version of GANs called Wasserstein GAN (WGAN) \[32\].

GANs deal with the problem of learning an unknown distribution from samples. Consider a probability distribution, \(P_u\), on a data space which is a subset of \(\mathbb{R}^m\). We aim to approximate \(P_u\) with another distribution, \(P \sim \mathcal{D}\). We will refer to \(P_u\) as the real data probability distribution or the target distribution, and \(P \sim \mathcal{D}\) the generated distribution. In order to compute \(P \sim \mathcal{D}\), we define a stochastic latent variable, \(Z \in \mathbb{R}^N\), with prior distribution \(P \sim \mathcal{D}\), typically chosen to be a Gaussian. Then, we define a generator, \(G : \mathbb{R}^N \rightarrow \mathbb{R}^m\), which is a neural network parameterized by its weights, \(\theta\). \(G\) takes in the latent variable and outputs \(G(\theta)(Z) \sim P \sim \mathcal{D}\). By choosing \(N_u \ll N_u\), we effectively get a low-dimensional representation of the \(N_u\)-dimensional distribution. Therefore, the variable \(z\) can be considered a latent/low-dimensional representation of samples from \(P_u\).

Next, we introduce the discriminator, \(D_\omega : \mathbb{R}^N \rightarrow \mathbb{R}\). The discriminator takes in samples from either the real data probability distribution or the generated probability distribution, and returns a real number called the score. A large score means that the discriminator believes the sample comes from the real data distribution. \(D_\omega\) is a neural network parameterized by its weights, \(\omega\).

In order to learn the target distribution, a zero-sum game between the generator and the discriminator is set up. The generator aims to maximize the discriminator output, while the discriminator tries to minimize the score of generated samples while simultaneously trying to maximize the score of the real samples. For the WGAN, this game is mathematically formulated as \[32\]:

\[
\inf_{\theta} \sup_{\omega} \mathbb{E}_{X \sim P_u} [D_\omega(X)] - \mathbb{E}_{Z \sim \mathcal{D}} [D_\omega(G(\theta)(Z))].
\]

(10)

It can be shown that this inf-sup problem is equivalent to minimizing the Wasserstein-1 distance between \(P_u\) and \(P \sim \mathcal{D}\) due to the Kantorovich-Rubinstein duality \[32\]. The WGAN framework requires the discriminator to be Lipschitz continuous with respect to the input. Therefore, we introduce a gradient penalty term to constrain the gradient of the discriminator \[34\]:

\[
\inf_{\theta} \sup_{\omega} \mathbb{E}_{X \sim P_u} [D_\omega(X)] - \mathbb{E}_{Z \sim \mathcal{D}} [D_\omega(G(\theta)(Z))] - \lambda \mathbb{E}_{\hat{X} \sim \mathcal{D}} \left((||\nabla_{\hat{X}} D_\omega(\hat{X})|| - 1)^2 \right) ,
\]

(11)

where \(\lambda\) is a regularization parameter to be tuned, \(\hat{X} = \epsilon X + (1 - \epsilon) G(\theta)(Z)\), and \(\epsilon\) is a small positive number.

In practice, we do not update the weights of the generator and the discriminator at the same time. Instead, we split \[11\] into two subproblems: a generator loss that aims to minimize \[11\] and a discriminator loss that aims to maximize \[11\] by minimizing the negative value:

\[
L_G = -\mathbb{E}_{Z \sim \mathcal{D}} [D_\omega(G(\theta)(Z))],
\]

(Generator Loss)

(12a)

\[
L_D = -\mathbb{E}_{X \sim \mathcal{D}} [D_\omega(X)] + \mathbb{E}_{Z \sim \mathcal{D}} [D_\omega(G(\theta)(Z))] + \lambda \mathbb{E}_{\hat{X} \sim \mathcal{D}} \left((||\nabla_{\hat{X}} D_\omega(\hat{X})|| - 1)^2 \right) .
\]

(Discriminator Loss)

(12b)

For details about the training, see Appendix C. The WGAN is visualized in Figure 2.

It has been shown that if the generator and the discriminator have sufficient capacity, the generated distribution converges to the real data probability distribution in the Wasserstein-1 distance \[35\].

3. Markov Chain GAN

In this section, we will outline our proposed method, the Markov Chain GAN (MCGAN) method. The general purpose is to combine MCMC methods with GANs in order to perform state and parameter estimation in a computationally fast and accurate way. As mentioned in the previous section, similar approaches exist using polynomial surrogate models \[36\] \[37\] and Gaussian processes \[10\]. However, as will be discussed, using GANs gives significant advantages over these alternatives.
3.1. Proposed Algorithm

In short, the proposed algorithm aims to speed up posterior sampling without compromising too much on accuracy. The general methodology is to replace the forward model in the likelihood computation with the generator and replace the data prior with the GAN latent distribution (see Figure 2).

Firstly, in an offline stage, we train the GAN to generate discrete solutions to the PDE for the desired time span and corresponding parameters. The GAN is trained on samples from the real prior distribution, $P_r^0$, i.e. solutions computed through conventional numerical methods (finite elements, finite volumes, etc.) and aims to learn a generated prior distribution, $P_g^0$. Samples from $P_r^0$ are typically computed by sampling the parameters and then solving the physical model to get the state. This can be a lengthy process, but the training data can be simulated completely in parallel on several computer cores. After training, the (single) generator may generate pairs of states and parameters from a latent sample, $z$:

$$G_\theta(z) = (G^q_\theta(z), G^m_\theta(z)) = (q^g, m^g) = u^g \sim P_g^0$$

Hence, the generated distribution is approximating the real prior distribution, $P_g^0 \approx P_r^0$. In the training, the discriminator will receive pairs of states and parameters, $(q^r, m^r)$, sampled from the real data prior and generated pairs of states and parameters, $(q^g, m^g)$, sampled from the generated distribution, in order to ensure that the generator learns to generate states and parameters that match.

Remark. It should be noted that since the GAN is trained on discrete solutions on a specific grid, it will generate samples on the same grid. Therefore, it is important to train on discrete solutions that have all the necessary properties for the online phase (sufficient resolution, etc.)

In order to take advantage of the low-dimensional latent space, we need to be able to sample solutions and parameters from a posterior on the latent space, instead of the generated distribution in the full data space. To this end, we have the expression for the latent space posterior density:

$$p_{z|y}(z|y) = \frac{\rho^q_{y|u}(y(G_\theta(z)))\rho^2(z)}{\int_{\mathbb{R}^N_z} \rho^q_{y|u}(y(G_\theta(z)))\rho^2(z) \, dz} = \frac{\rho_q(y - h(G_\theta(z)))\rho^2(z)}{\int_{\mathbb{R}^N_z} \rho^q_{y|u}(y(G_\theta(z)))\rho^2(z) \, dz} \propto \rho_q(y - h(G_\theta(z)))\rho^2(z).$$

The forward problem is replaced by an evaluation of the generator at the sampled $z$. This yields a significant speed-up in online computation time since evaluating the generator is, more or less, instantaneous. The derivation of (14) is given in Section 3.2 in Theorem 1.

In the online stage, we use the MCMC method, discussed earlier in Section 2.2, to sample from the latent space posterior. Given these samples, we can compute derived quantities, e.g. for a given quantity of
interest \( f \), we can compute the expected value by:

\[
\mathbb{E}_{q \sim P_{\theta}^{q} | y} [f(q)] \approx \mathbb{E}_{q \sim P_{\theta}^{q} | y} [f(G_{\theta}^{q}(z))] \approx \frac{1}{N_{\text{MCMC}}} \sum_{i=1}^{N_{\text{MCMC}}} f(G_{\theta}^{q}(z_{i})), \quad z_{i} \sim \tilde{P}_{y | y},
\]

(15a)

\[
\mathbb{E}_{m \sim P_{\theta}^{m} | y} [f(m)] \approx \mathbb{E}_{m \sim P_{\theta}^{m} | y} [f(G_{\theta}^{m}(z))] \approx \frac{1}{N_{\text{MCMC}}} \sum_{i=1}^{N_{\text{MCMC}}} f(G_{\theta}^{m}(z_{i})), \quad z_{i} \sim \tilde{P}_{y | y},
\]

(15b)

By choosing an appropriate \( f \), we can thereby compute various quantities of interest by sampling the latent space posterior. See Theorem 1 in Section 3.2 for details.

For an overview of the methodology, see Algorithm 1 for the offline stage and Algorithm 2 for the online stage. Here is a summary of the distinct advantages of the proposed method compared to the alternatives discussed in Section 2.3:

- The latent vector \( z \) is, in general, of significantly lower dimension than the state and parameters, effectively reducing the dimension of the stochastic space and making it computationally faster to sample from the distribution using MCMC methods;
- The computationally expensive forward problem is replaced by the generator, whose cost is computationally negligible to evaluate once it has been trained;
- Since the forward map is replaced by a neural network, derivatives of the log-likelihood function can be computed efficiently, which enables computationally fast MAP estimation.

While the advantages are clear, it is worth mentioning the drawbacks as well:

- There is no immediate way of choosing the dimension of the latent space. However, one can consider it a hyperparameter and perform hyperparameter optimization;
- Training a GAN is not always an easy task, since commonly known problems of training neural networks, such as local minima and generalization, also apply here;
- It is necessary to generate much training data in order to ensure accuracy of the GAN.

Note that the drawbacks are not unique to this methodology, but general when dealing with neural networks. The first two points are a matter of hyperparameter tuning, and the last point is a matter of time in the offline stage. Furthermore, with an efficient numerical solver and the fact that the offline stage can be easily parallelized (since the training samples are independent), the generation of data is often feasible within a reasonable timeframe. If the forward solver would be too expensive to allow for this, it is recommended to first obtain a simpler forward model e.g. by model reduction techniques such as reduced order models.

Remark. It is important to note that the purpose of the proposed methodology is to solve Bayesian inverse problems computationally fast in an online stage. As mentioned, this comes at a cost of an expensive offline stage in which the GAN is trained on simulated data. However, when the GAN is trained it can be deployed in several settings. Therefore, the method is highly suitable in settings where computational speed is crucial and offline training time is less important. This is, for example, the case for digital twins and model predictive control where repeated real-time state estimation and parameter calibration are necessities.

Algorithm 1: MCGAN offline stage

| Input          | \( N_{\text{train}} \), GAN hyperparameters, GAN architecture |
|----------------|-------------------------------------------------------------|
| 1 Generate training samples, \( \{(q_{i}, m_{i})\}_{i=1}^{N_{\text{train}}} \sim P_{y}^{q} \), by solving the forward problem; |
| 2 Train the GAN to approximate the prior, \( P_{0}^{q} \approx P_{y}^{q} \) (see Section 2.4); |
| Output: Trained generator, \( G_{\theta} \) |
3.2. Latent Space Sampling

Here we prove that sampling from the latent space posterior yields the same results as sampling from the full data space in a weak sense. From [38], we have the following results for push forward distributions:

\[
\mathbb{E}_{U \sim P_u}[f(U)] = \int_E f(u) \rho_u(u) du = \int_{G^{-1}(E)} f(G(z)) \rho_z(z) dz = \mathbb{E}_{Z \sim P_z}[f(G(Z))],
\]

(16)

where \( u = G(z) \in E \), \( P_u \) and \( P_z \) are the distributions of \( u \) and \( z \) with PDFs \( \rho_u \) and \( \rho_z \), respectively, and \( f \) is a measurable function on \( E \). Here, \( P_u = G \# P_z \) is the push forward of \( P_z \) by \( G \). The derivation of Eq. (16) only requires that \( G \) is measurable.

**Theorem 1.** Let \( G_\theta \) be a generator. Let \( Z \) be a latent space variable distributed according to a latent space distribution, \( P_\theta^Z \), with PDF \( \rho_\theta^z \), and let \( U = G_\theta(Z) \) be distributed according to the push forward distribution of the latent space distribution, \( U \sim P_u = G_\theta \# P_\theta^Z \), with PDF \( \rho_\theta^u \). Then, the push forward posterior distribution, conditioned on data \( y \), is equal to the latent space posterior distribution conditioned on the same data in a weak sense, i.e. for all measurable functions \( f \), the following holds:

\[
\mathbb{E}_{U \sim P_u^y}[f(U)] = \mathbb{E}_{Z \sim P_z^y}[f(G(Z))],
\]

(17)

where the associated PDFs are given by:

\[
\rho_{u|y}^y(u|y) = \frac{\rho_{y|u}^y(y|u)\rho_u(u)}{\int_{R^n} \rho_{y|u}^y(y|u) \rho_u(u) du}, \quad \rho_{z|y}^y(z|y) = \frac{\rho_{y|z}^y(y|G_\theta(z))\rho_z(z)}{\int_{R^n} \rho_{y|z}^y(y|G_\theta(z)) \rho_z(z) dz}.
\]

(18)

The proof can be found in Appendix A.

Using Theorem 1 we can conclude that sampling from the latent space posterior, \( P_{zi|y}^\theta \), and pushing forward using the generator, \( G_\theta \), yields the same results as sampling directly from the generated posterior, \( P_{zi|y}^\theta \), in a weak sense. While small perturbations in the latent domain might result in different output in the full data space, Theorem 1 shows that, in a weak sense, the posterior obtained from pushing forward the latent samples is equal to the full data posterior.

3.3. Convergence of Generated Posterior

In this subsection, we prove that \( P_{zi|y}^\theta \approx P_{zi|y}^\rho \) when \( P_{zi}^\rho \approx P_{zi}^\theta \) and under some additional reasonable assumptions on the generator. That is, the case where the prior is approximated in the Wasserstein metric and the likelihood is approximated with a surrogate forward map. While [39] proves the cases where either the likelihood or the prior is approximated, we provide a proof where both are being approximated.

Before stating the theorem, we need to define the appropriate spaces and metrics. Let \((E,d_E)\) be a complete metric space. \( E \subset \mathbb{R}^d \) is the set containing the state and parameter vectors, \( u \in E \) and \( d_E : E \times E \to \mathbb{R}_+ \) assigns non-negative distances between two elements of \( E \). Furthermore, in this formulation, the observation operator, \( h : E \to O \) maps elements from \( E \) to the observation space.

We can then define the relevant space of probability distributions.
Definition 1. On a metric space, \((E, d_E)\), we define the space of probability distributions as:

\[
W_q(E) = \{ P : |P|_{W_q} < \infty \} , \quad |P|_{W_q} = \inf_{x_0 \in E} \left( \int_E d_E(x, x_0)^q \rho(x) \, dx \right)^{1/q}.
\]

Then, we define the Wasserstein-1 distance and its dual representation [40]:

Definition 2. For two probability distributions, \(P_1, P_2 \in W_1(E)\), the Wasserstein-1 distance is defined as:

\[
W_1(P_1, P_2) = \inf_{\Gamma(P_1, P_2)} \left| \int_E \int_E d_E(x, y) \gamma(x, y) \, dx \, dy \right|,
\]

where \(\Gamma(P_1, P_2)\) is the set of joint PDFs, \(\gamma\), for combined probability distributions with \(P_1\) and \(P_2\) as marginal distributions, respectively. From the Kantorovich–Rubinstein duality, we can write the Wasserstein-1 distance as:

\[
W_1(P_1, P_2) = \sup_{\text{Lip}(f) \leq 1} \left| \int_E f(x) \rho_1(x) \, dx - \int_E f(x) \rho_2(x) \, dx \right|,
\]

where \(f : E \rightarrow \mathbb{R}\) is a Lipschitz continuous function, \(\text{Lip}(f)\) is its corresponding Lipschitz constant, and \(\rho_1\) and \(\rho_2\) are the PDFs of \(P_1\) and \(P_2\), respectively.

Besides the Wasserstein distance, we will also be working with the weighted norms:

\[
\|f\|_{L^q_\rho} = \left( \int_E |f(x)|^q \rho(x) \, dx \right)^{1/q} , \quad \|f\|_{L^q_\rho} = \left( \int_E |f(x)|^q \rho(x) \, dx \right)^{1/2},
\]

and the finite dimensional norm:

\[
\|v\|^2 = \left( \sum_{i=1}^N v_i^2 \right)^{1/2} , \quad v = (v_1, \ldots, v_N) \in \mathbb{R}^N.
\]

With the proper spaces, norms, and metrics defined, we can state the following theorem inspired by [39]:

**Theorem 2.** Let \((E, d_E)\) be a bounded metric space with \(\sup_{x_1, x_2 \in E} d_E(x_1, x_2) \leq D < \infty\).

Let \(P_0^r \in W_2(E)\) denote the prior probability distribution of real data, and let \(P_0^g \in W_2(E)\) denote the generated prior probability distribution of generated data.

Let the real data and generated likelihoods satisfy

\[
\rho^r_{y|u} \propto \Phi^r(u) = e^{-l^r(u)} , \quad \Phi^r : E \rightarrow \mathbb{R}_+, \quad l^r : E \rightarrow \mathbb{R}_+,
\]

\[
\rho^g_{y|u} \propto \Phi^g(u) = e^{-l^g(u)} , \quad \Phi^g : E \rightarrow \mathbb{R}_+, \quad l^g : E \rightarrow \mathbb{R}_+,
\]

where \(l^r\) and \(l^g\) are the log-likelihood functions for the real and generated data, respectively, and \(\Phi^r\) and \(\Phi^g\) are Lipschitz continuous functions with Lipschitz constants \(\text{Lip}(\Phi^r)\) and \(\text{Lip}(\Phi^g)\), respectively. Furthermore, let \(\Phi^r, \Phi^g \in L^2_{\rho^0_r}\), where \(L^2_{\rho^0_r}\) is the weighted \(L^2\) space with \(\rho^0_r\) as the weight function.

Assume the GAN has converged, i.e. \(W_1(P_0^r, P_0^g) \leq \epsilon_1\). Furthermore, assume that this implies convergence of the log-likelihood, as follows,

\[
||l^r(u) - l^g(u)||_{L^1_{\rho^0_g}} \leq \epsilon_2 , \quad ||l^r(u) - l^g(u)||_{L^2_{\rho^0_g}} \leq \epsilon_3,
\]

where \(||\cdot||_{L^1_{\rho^0_g}}\) is the weighted \(L^1\)-norm with \(\rho^0_g\) as the weight function. Then, the Wasserstein-1 distance between the real posterior probability distribution given observations and the generated posterior probability distribution given observations satisfies:

\[
W_1(P_{\gamma|x}^r, P_{\gamma|x}^g) \leq C_1 \epsilon_1 + C_2 \epsilon_2 + C_3 \epsilon_3.
\]
where
\[
C_1 = \left(1 + DLip(\Phi^r)\right) \frac{Q_{ru}(y)}{Q_{ru}(y)}, \quad C_2 = \max(\Phi^r, \Phi^g) \frac{(1 + DLip(\Phi^r))|P_{g0}^0|_{W_1}}{Q_{ru}(y)}, \quad C_3 = \max(\Phi^r, \Phi^g) \frac{|P_{g0}^0|_{W_2}}{Q_{ru}(y)}
\]

where \(Q_{ru}^r\) and \(Q_{ru}^g\) are the evidence from the real and generated posterior, respectively, and \(D\) denotes the maximum distance between two points in the metric space, \(E\).

The proof can be found in Appendix B.

In short, the proof of Theorem 2 helps us understand when we can expect convergence of the posterior. While the assumptions of the Theorem might seem restrictive, this is actually not the case. Firstly, we assume that the metric space, \(E\), is bounded, which is typically the case in many applications. Secondly, we assume that the likelihood is of the form \(e^{-l(u)}\), Lipschitz continuous, and is in the weighted \(L^1\) and \(L^2\) spaces. For simple observation operators (e.g. linear) this is a consequence of the negative log-likelihood function typically being an \(L^2\)-norm. This leaves us with the question of the convergence of the prior which directly determines \(\epsilon_1\), \(\epsilon_2\), and \(\epsilon_3\).

### 3.4. Convergence of the Generated Prior

The convergence of the generated prior is a matter of studying convergence properties of GANs. Such studies are beyond the scope of this paper. Instead, we refer to [32, 34, 35] where convergence properties of GANs are discussed. In short, ensuring convergence of GANs is similar to ensuring convergence of other types of neural networks. Hence, it is a matter of having enough data and performing hyperparameter tuning. For the MCGAN, the amount of data is, in general, not a problem, as we simulate the training data.

### 4. Results

In this section, we will present the results on two different problems using the MCGAN methodology. We show two distinct parameter and state estimation cases to highlight various advantages of using the MCGAN methodology. Firstly, we consider a Darcy flow case (stationary flow through a porous medium), with the aim of approximating the horizontal and vertical velocity, the pressure, and the permeability field. The purpose of this case is to emphasize the ability to deal with high-dimensional stochastic problems as the permeability field is spatially distributed and follows a high-dimensional distribution. Secondly, we consider the problem of leakage detection in pipe flow. Here, the challenge lies in dealing with a nonlinear hyperbolic PDE with discontinuities and a non-informative prior.

The results will be assessed using the relative root mean squared error (RRMSE):

\[
\text{State RRMSE} = \frac{\sqrt{\sum_{i=1}^{N_q} (q_i^* - q_i)^2}}{\sqrt{\sum_{i=1}^{N_q} q_i^2}}, \quad \text{Parameter RRMSE} = \frac{\sqrt{\sum_{i=1}^{N_m} (m_i^* - m_i)^2}}{\sqrt{\sum_{i=1}^{N_m} m_i^2}}
\]

(22)

where \(q^*\) and \(m^*\) denote the approximated state and parameters, respectively, and \(q\) and \(m\) are the reference state and parameters, respectively. The reference values are computed using an appropriate numerical solver. These will be discussed in each test case.

Furthermore, we will look at the approximated posterior distributions resulting from the MCGAN. For the details on the training and hyperparameters for each of the test cases as well as GAN architectures, see Appendix C. Furthermore, all the training data for the GANs are generated by sampling the parameter spaces according to the chosen distribution for the test case. The number of training samples is chosen based on the performance of the resulting GAN. Note that it is, in general, a difficult problem to choose the number of necessary training samples.

The specific architectures of the generators and discriminators for each test case can be found in Figure C.7. It is worth noting that we make use of convolutional neural networks in all cases due to their success in problems dealing with spatially distributed degrees of freedom [13, 14].
As mentioned in Section 3.4, it is not feasible to compute the Wasserstein distance for very high-dimensional distributions. Therefore, in order to show convergence of the generated prior, we show the convergence of the first two moments, mean and standard deviation, with the training epochs. Here, we have a value for the mean and variance at every grid point and we compute the error as the relative RMSE. The convergence plots are shown in Figure 3. While this is a weaker type of convergence than convergence in the Wasserstein-1 distance, it still gives an indication that the GAN error is sufficiently small for the purpose of Bayesian inversion.

All results are generated using synthetic observations. Therefore, all observations are simulation-based and perturbed with artificial noise. To ensure that we are not subject to inverse crime [41], the synthetic observations are generated with a higher resolution than what is used for the training of the GAN and PCE models, for all experiments. Furthermore, the Kalman filter results are also generated with a lower resolution. Secondly, we will use another distribution for the likelihood function than for the noise in the synthetic observations. The specifics will be discussed in each test case.

4.1. Darcy Flow

As a first test case, we consider stationary two-dimensional Darcy flow:

\[
\begin{align*}
\mathbf{v} + k \nabla p &= 0, & \mathbf{x} \in [0, 1]^2, \\
\nabla \cdot \mathbf{v} &= 0, & \mathbf{x} \in [0, 1]^2, \\
p &= 1, & \mathbf{x} \in 0 \times [0, 1], \\
p &= 0, & \mathbf{x} \in 1 \times [0, 1], \\
\mathbf{v} \cdot \mathbf{n} &= 0, & \mathbf{x} \in [0, 1] \times \{0, 1\}.
\end{align*}
\]

(23)

\( p : [0, 1]^2 \rightarrow \mathbb{R} \) denotes pressure, \( \mathbf{v} : [0, 1]^2 \rightarrow \mathbb{R}^2 \) denotes the velocity, \( k : [0, 1]^2 \rightarrow \mathbb{R} \) is the spatially-dependent permeability field, and \( \mathbf{x} = (x_1, x_2) \) are the spatial coordinates in the horizontal and vertical directions, respectively. The permeability field \( k \) is modeled as a lognormal field, \( \log k = m \sim \mathcal{N}(0, C) \). The problem of state and parameter estimation for Darcy flow is often considered in data assimilation and in uncertainty quantification, see e.g. [42, 43].

The covariance matrix \( C \) is derived from the class of Matérn functions [44]:

\[
C(\mathbf{x}_i, \mathbf{x}_j) = \sigma^2 \frac{2^{1-\nu}}{\Gamma(\nu)} \left( \frac{\sqrt{2} \nu}{l} d(\mathbf{x}_i, \mathbf{x}_j) \right)^\nu K_\nu \left( \frac{\sqrt{2} \nu}{l} d(\mathbf{x}_i, \mathbf{x}_j) \right).
\]

(24)

\( \Gamma \) is the gamma function and \( K_\nu \) is the modified Bessel function of the second kind. \( d(\mathbf{x}_i, \mathbf{x}_j) \) denotes the distance between two points, \( \mathbf{x}_i \) and \( \mathbf{x}_j \), in the domain, \( \nu \) defines the smoothness, \( \sigma^2 > 0 \) is the variance, and \( l > 0 \) is the correlation length.
We denote by $m_N$ the discretized version of $m$ defined on an $N \times N$ grid and the covariance matrix, $C_N \in \mathbb{R}^{N^2 \times N^2}$, has elements $(C_N)_{i,j} = C(x_i, x_j)$. Then, $m_N$ can be sampled by computing

$$m_N = \sum_{i=1}^{N^2} \sqrt{\lambda_i} \tilde{m}_i \psi_i, \quad \tilde{m} \in \mathbb{R}^{N^2}, \quad \tilde{m} \sim \mathcal{N}(0, I),$$

where $I \in \mathbb{R}^{N^2 \times N^2}$ is the identity matrix, $\lambda_i$ are the eigenvalues of $C_N$ in descending order, and $\psi_i$ the corresponding eigenvectors. Hence, the permeability field is determined by $\tilde{m}_i, \ i = 1, \ldots, N$. A reduced representation of the permeability field can then be computed by choosing $n < N^2$:

$$m_N^{(n)} = \sum_{i=1}^{n} \sqrt{\lambda_i} \tilde{m}_i \psi_i.$$  

Thereby, the reduced permeability field is determined by $n$, instead of the $N^2$, parameters.

For generating the training data, Eq. (23) is solved using the finite element method. The velocity is discretized by discontinuous Raviart-Thomas elements of polynomial order 3 and the pressure is discretized by Lagrange elements of polynomial order 2. This is known to be a stable pairing of finite element spaces for the stationary Darcy flow [45]. The domain is divided into 32 $\times$ 32 squares, each divided into two triangles, resulting in 25793 degrees of freedom in total. The solutions are then evaluated on a 50 $\times$ 50 equidistant grid. The implementation is done using the FEniCS library [46].

The specific setting for creating the permeability field here is $n = 1089, \nu = 1.5, \ l = 0.2$, and $\sigma = 0.5$. For the observations, we consider evenly distributed sensors at locations, $(x_1, \ldots, x_{N_y})$, measuring the horizontal velocity at $N_y = 100$ discrete points, see Figure 4a. Thus, $h: \mathbb{R}^{N \times N} \rightarrow \mathbb{R}^{N_y}$, and the measurements are created by:

$$y = h(v) + \eta, \quad h(v) = (v_1(x_1), \ldots, v_1(x_{N_y})) \quad \eta \sim \mathcal{N}(0, 0.01^2 I), \quad \eta \in \mathbb{R}^{N_y}.$$  

The synthetic observations are generated using 50 $\times$ 50 squares divided into two triangles. The velocity is discretized with polynomial order 4 and the pressure with polynomial order 3. The test case is similar to the one presented in [42].

We compare the MCGAN method with the ensemble Kalman inversion method [47]. We do not compare with PCE since it is infeasible to compute a PCE model for a problem of this high dimensionality.

**GAN setup**

The discriminator of the GAN consists of convolutional layers and the generator consists of transposed convolutional layers. The generator is trained to generate the velocity in the horizontal direction, $v_1$, the velocity in the vertical direction, $v_2$, the pressure, $p$, and the log-permeability field, $\log(k)$. Each quantity is considered a channel in the sense of convolutional neural networks. Thereby, the generator outputs tensors of the shape $(4, N, N)$. To avoid boundary artifacts in the generated fields originating from the transposed convolutional layers, the generator is trained to generate fields of the shape $(4, N + l, N + l), \ l > 0$, which are then cropped to the desired size. For details on the exact architecture specifications, see Figure C.7.

**Results**

The MCGAN results are computed with a single chain of 20,000 samples, where the first 12,500 samples are discarded to ensure that we only use samples with a converged chain. The MAP estimate is used as the initial MCMC sample, which reduces the time until convergence for the MCMC method significantly. For the likelihood function, we use $\mathcal{N}(0, 0.02^2 I)$, which is different from the distribution used to generate the observation noise.

In Figure 4 the results from using MCGAN for the Darcy flow are shown. We see that the horizontal velocity is estimated rather accurately with a relative RMSE of 0.09 and a relatively low standard deviation. Not surprisingly, the standard deviation seems to be largest at the upper boundary where no measurements
are available. Furthermore, we see larger uncertainty in the areas of the domain where the magnitude $v_1$ is large.

Regarding the log-permeability, the MCGAN captures the structure of the true log-permeability as well as the sharp edges with a relative RMSE of 0.26.

For both the state and log-permeability, the Kalman filter gives similar, but slightly worse, accuracy and significantly smoother results than the MCGAN approach (see Figure D.8). Hence, the Kalman filter is not able to capture the sharper edges. Furthermore, it is an order of magnitude slower (see Table 4).

4.2. Leakage Detection in Pipe Flow

To show the method’s generality, as a much different problem, we consider unsteady single phase flow through a pipeline, until suddenly (at $t=10s$) a leak occurs. As a consequence, pressure waves start propagating through the pipeline, and the velocity field at the leak becomes discontinuous because of the mass flow leaving through the leak. We have only two measurement locations, one close to the inlet and one close to the outlet of the pipeline measuring pressure, and the goal is to infer the leak location and size based on these measurements and a physical model of the flow in the pipeline. This is a challenging problem because of the very sparse measurement data and the discontinuity in the solution.

The governing equations are given by the one-dimensional Euler equations for mass and momentum conservation [48, 49]:

$$\partial_t q_1 + \partial_x q_2 = C_d \sqrt{\rho (p(\rho) - p_{amb})} \delta(x - x_1) H(t - t_1), \quad \text{(28a)}$$

$$\partial_t q_2 + \partial_x \left( \frac{q_2^2}{q_1} + p(\rho) A \right) = -\frac{1}{2d} \frac{q_2^2}{q_1} \int f(q), \quad \text{(28b)}$$

$$v(0, t) = v_0, \quad p(L, t) = p_L. \quad \text{(28c)}$$

where $\rho$ is the fluid density (not to be confused with the probability density functions in previous sections), $p(\rho) = c^2(\rho - \rho_0) + p_0$ is the pressure, $v$ is the velocity, $q_1 = \rho A$, $q_2 = \rho v A$, $\delta$ is the Dirac delta function, and $H$ is the Heaviside function. $v_0$ represents the boundary conditions prescribed on the velocity at the left end.
We specifically consider the case where we only observe at \( x = 20 \text{m} \) and at \( x = 1980 \text{m} \) and for all time instances, i.e. \((x_1, \ldots, x_{N_y}) = (20, \ldots, 20, 1980, \ldots, 1980)\) and \((t_1, \ldots, t_{N_t}) = (0.25, \ldots, 64, 0.25, \ldots, 64)\). Hence, \(N_y = 2 \cdot 256 = 512\). For simulating the synthetic observations, we used 100 elements with a local polynomial order of 4.

---

Table 1: Parameters for the pipe flow equations, \([28]\). Note that the discharge coefficient and the leakage location have values denoted by intervals, as they are the parameters to determine.

| Physical quantity            | Constant | Value       | Unit |
|------------------------------|----------|-------------|------|
| Pipe length                  | \(L\)    | 2000        | m    |
| Diameter                     | \(d\)    | 0.508       | m    |
| Cross-sectional area         | \(A\)    | 0.203       | m²   |
| Speed of sound in fluid      | \(c\)    | 308         | m/s  |
| Ambient pressure             | \(p_{\text{amb}}\) | 101325 | Pa   |
| Reference pressure           | \(p_{\text{ref}}\) | 5016390 | Pa   |
| Reference density            | \(\rho_{\text{ref}}\) | 52.67 | kg/m³ |
| Inflow velocity              | \(v_0\)  | 4.0         | m/s  |
| Outflow pressure             | \(p_L\)  | 5016390     | Pa   |
| Pipe roughness               | \(\varepsilon\) | \(10^{-8}\) | m    |
| Fluid viscosity              | \(\mu\)  | \(1.2 \cdot 10^{-5}\) | N·s/m² |
| Leakage start time           | \(t_l\)  | 10          | s    |
| Discharge coefficient        | \(C_d\)  | \([1.0 \cdot 10^{-4}, 9.0 \cdot 10^{-4}]\) | m    |
| Leakage location             | \(x_l\)  | \([100, 1900]\) | m    |

The physical quantities they represent and the values we will be working with are in Table 1. The righthand side in Eq. (28a) is the leakage, modeled as a discharge. \(t_l\) is the time at which the leakage occurs, and \(C_d\) are the two parameters of interest. They represent the location and size of the leakage, respectively. The righthand side of Eq. (28b) is the friction, where \(f_f\) is the Darcy-Weisbach friction coefficient, which is given by the Haaland expression \([30]\):

\[
\frac{1}{\sqrt{f_f}} = -\frac{1}{4} \cdot 1.8 \log_{10} \left[ \frac{\varepsilon/D}{3.7} + \frac{6.9}{Re} \right],
\]

where \(Re\) is the Reynolds number, \(Re = \frac{\rho vd}{\mu}\), with \(\mu\) the fluid viscosity and \(\varepsilon\) the pipe roughness. The values and units of all parameters in the model are in Table 1.

For the state and parameter estimation only measurements of the pressure are observed. We consider the vector, \((x_1, \ldots, x_{N_y})\), of measurement locations, and the vector of measurement times, \((t_1, \ldots, t_{N_t})\). This gives rise to the synthetic observations:

\[
y = h(p) + \eta, \quad h(p) = (p(x_1, t_1), \ldots, p(x_{N_y}, t_{N_t})), \quad \eta \sim \mathcal{N}(0, 1500^2 I), \quad \eta \in \mathbb{R}^{N_y}
\]

We specifically consider the case where we only observe at \(x = 20\text{m}\) and at \(x = 1980\text{m}\) and for all time instances, i.e. \((x_1, \ldots, x_{N_y}) = (20, \ldots, 20, 1980, \ldots, 1980)\) and \((t_1, \ldots, t_{N_t}) = (0.25, \ldots, 64, 0.25, \ldots, 64)\). Hence, \(N_y = 2 \cdot 256 = 512\). For simulating the synthetic observations, we used 100 elements with a local polynomial order of 4.
**GAN setup**

As for the above two test cases, we use convolutional layers for the discriminator and transposed convolutional layers for the generator. The GAN is trained to generate the velocity, \( v \), and pressure, \( p \), instead of generating the conservative variables \( q_1 \) and \( q_2 \), since \( v \) and \( p \) are the quantities of interest. The GAN is trained to generate full space-time solutions in the intervals, \( x \in [0, L] \) and \( t \in [0, T] \). \( v \) and \( p \) are considered channels in the sense of convolutional neural networks. Hence, the generator generates tensors of size \((2, 256, 256)\).

At the location of the leakage, there will be a discontinuity in the velocity, due to a drastic drop in the velocity. We use this information to compute the leakage location by identifying the spatial location of the discontinuity, by convolving the state with an appropriate kernel. Furthermore, a dense neural network takes in the generated state and outputs the discharge coefficient. See Figure C.7 for a visualization of the GAN.

Due to the large differences in orders of magnitude, the velocity, pressure and discharge coefficients are scaled to have values between -1 and 1.

**Results**

The MCGAN results are computed with a single chain of 15,000 samples, where the first 10,000 samples are discarded to ensure that we only use samples after the chain has converged. The MAP estimate is, again, used as the initial MCMC sample in order to speed up convergence. For the likelihood function, we use \( N(0,3000^2I) \), which is different from the distribution used to generate the observation noise.

Figure 5 presents the reconstruction of the velocity. It is apparent that the velocity is reconstructed very well with a relative RMSE of 0.01. It is especially worth noting that the uncertainty is largest around the drop in velocity, i.e. at the location of the leakage, as expected. This uncertainty information could further be used to estimate the location of the leakage. While the state estimation is accurate, it is apparent that the velocity estimation is slightly worse in the domain to the right of the leakage \((x > x_l)\). The lack of accuracy is accompanied by an increased standard deviation in that part of the domain. Hence, the uncertainty estimates provide useful information.

While the MCGAN is performing well in the interior of the domain, it is noteworthy that the estimation at the boundary at \( x = 2000 \) is not as good.

In Figure 6 we see the estimated posterior distributions of the leakage location and discharge coefficient, respectively. In the leakage location posterior, the estimated mean is close to the true mean (see also Table 2) and it is, more or less, symmetric. In the discharge coefficient posterior, on the other hand, the estimated value appears to be smaller than the true value. The MCGAN method significantly outperforms the PCE and EnKF methods in this case. The EnKF is initiated with \( x_l = 1000 \) and \( C_d = 5 \cdot 10^{-4} \) and the MCMC with PCE is initiated at the MAP estimate. In Appendix D.4 the results obtained from using the EnKF and PCE method are shown. None of the two approaches manages to estimate the state nor the parameters in a satisfying manner. Table 2 shows that the EnKF approach is unable to update the posterior and the PCE approach only performs marginally better.

The pipe flow equations are highly nonlinear and the solution exhibits a discontinuity at the location of the leakage. Both phenomena are not easy to handle with the PCE nor EnKF approaches, while neural networks have been shown to be well-suited for such tasks.

| Parameter       | True value | MCGAN       | PCE       | EnKF       |
|-----------------|------------|-------------|-----------|------------|
| Leakage loc.    | 1354.45    | 1336.79     | 1099.19   | 1005.03    |
| Discharge coef. | 3.52 \cdot 10^{-4} | 3.10 \cdot 10^{-4} | 2.64 \cdot 10^{-4} | 7.23 \cdot 10^{-4} |

Table 2: Estimated parameters for the pipe flow using MCGAN, PCE, and EnKF. The best estimates are highlighted in boldface.
Figure 5: Results for the MCGAN method applied to the pipe flow with a leakage, Eq. (??). (a)-(c) are space-time contour plots of the true state, the MCGAN estimated state, and the standard deviation, respectively. (d)-(f) show the state reconstruction at various instances in time with the shaded area denoting one standard deviation away from the reconstruction.

Figure 6: Posterior distributions of the leakage location and discharge coefficient in the pipe flow equation.
4.3. Summary of Results

To summarize the results obtained using our proposed MCGAN method, we highlight accuracy and computation time. Firstly, in Table 3 the relative RMSE for the state and parameters are presented for both test cases. The MCGAN performs better than the two alternative approaches. Especially, in the leakage localization in the pipe flow test case, the MCGAN method outperforms the PCE and the EnKF approaches. The MCGAN results are very close to the true values with relative RMSEs that are one order of magnitudes better than the alternatives for the state and parameter estimation. In Table 4 the online computation times for the methods applied to the two test cases are shown. It is interesting to note that the computation time does not change much in the two test cases for the MCGAN. This is due to the fact that there are only minor differences in computation time between evaluating a small neural network and a large one. For the Darcy flow, the MCGAN runs an order of magnitude faster than the EKI. The MCGAN method excels for the pipe flow case, where it is two orders of magnitude faster than the alternative approaches. This is because the numerical PDE solution is rather costly, while a forward pass using the generator is cheap.

Lastly, we briefly comment on the offline training time. For the computationally most expensive case, the pipe flow, the most time consuming part is the generation of data. Generating 100,000 training trajectories took about 80 hours on 30 CPU cores (90 seconds per trajectory). The training of the GAN was finished in about 24 hours. In total, the offline stage took approximately 104 hours. The offline time for the Darcy flow was shorter, totaling around 50 hours. We did not experience high sensitivity to the hyperparameters, such as learning rate, batch size, etc. This might be a product of the large number of training samples.

Table 3: Relative RMSE for the state and parameter estimation for the various test cases. For the Darcy flow, the Relative RMSE for \((v_1, v_2, p)\) is computed. For the pipe flow, the Relative RMSE for \((u, p)\) is computed. The best performing cases are highlighted in boldface.

|                  | MCGAN       | PCE         | EnKF/EKI   |
|------------------|-------------|-------------|------------|
|                  | State       | Parameters  | State      | Parameters  | State       | Parameters  |
| Darcy flow       | 0.1467      | 0.2619      | -          | -          | 0.2015      | 0.4240      |
| Pipe flow        | 0.0048      | 0.013       | 0.0128     | 0.1885     | 0.0327      | 0.2579      |

Table 4: Comparison of online computation time. The best performing cases are highlighted in boldface.

|                  | MCGAN (CPU 1 core) | PCE (CPU 20 cores) | EnKF/EKI (CPU 20 cores) |
|------------------|---------------------|--------------------|-------------------------|
| Darcy flow       | 3.165 \cdot 10^2s  | -                  | 4.111 \cdot 10^3s       |
| Pipe flow        | 7.097 \cdot 10^2s  | 1.178 \cdot 10^4s  | 1.2513 \cdot 10^4s      |

5. Conclusion

We have presented a new method, named MCGAN, to efficiently and accurately solve Bayesian inverse problems in physics and engineering applications. The method combines Generative Adversarial Networks and Markov Chain Monte Carlo methods to sample from posterior distributions by utilizing a low-dimensional latent space and a push-forward map defined as a neural network.

The methodology is divided into two distinct stages, an offline stage, in which the GAN is trained on simulated training data in order to learn the prior distribution, and an online stage, in which the inverse problem is solved for a new set of observations. While the offline stage potentially takes significant computational time, the online stage is computationally very fast and efficient.

We presented a proof of theoretical convergence of the posterior distribution in the Wasserstein-1 distance, in the case where the GAN would be perfectly trained. Furthermore, we provided the insight that sampling
from the latent space yields essentially the same results as sampling from the high-dimensional space, in a weak sense.

To showcase the method’s performance, we applied it to two computational engineering test cases with different characteristics and compared it to two alternative approaches. In the high-dimensional problem, the Darcy flow with uncertain permeability field, an improved accuracy was found with MCGAN, as well as a speed-up of one order of magnitude compared to the EKI method. In the second test case, the leakage localization for flow in a pipe, the MCGAN approach was the only method that was able to solve the problem accurately and within a reasonably short timeframe.

While the MCGAN approach performed well on the two test cases, there is still room for future research. We believe the offline stage can be improved by identifying optimal ways of simulating training data and determining hyperparameters for the GAN. This includes determining the optimal size of the latent space. Furthermore, the GAN can further be improved by incorporating physics knowledge either in the training or directly in the neural network architecture. This could possibly alleviate the boundary estimation problems. Lastly, possibilities of using the MCGAN framework in a sequential fashion, as is the case for Kalman filters, could be an interesting direction to explore.

In conclusion, we believe that the MCGAN methodology can form an important piece of the puzzle towards a well performing digital twin framework, in which real-time state and parameter estimation is of crucial importance.
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Proof. We write the Wasserstein-1 distance between the real prior and the generated prior in dual form:

$$W_1(P_0, P_g) = \sup_{\text{Lip}(f) \leq 1} \left| \int_E f(u) \rho_0^g(u) du - \int_E f(u) \rho_g^0(u) du \right|,$$

where $f : E \to \mathbb{R}$ is Lipschitz continuous with Lipschitz constant less or equal 1 and $f(u_0) = 0$ for some $u_0$. Note that any function, $g$, with Lipschitz constant less than or equal 1, is a contraction and therefore

Appendix A. Proof of Theorem 1

Proof. Firstly, since neural networks with continuous activation functions are continuous, they are also measurable [38]. Therefore, the generator defines a push forward distribution and Eq. (16) is applicable.

Secondly, we look at the evidence. Assuming the likelihood is measurable with respect to $u$, we have from Eq. (16):

$$Q_u(y) = \int_{\mathbb{R}^n} \rho_y^g(y[u]) \rho_0^g(u) du = \int_{\mathbb{R}^n} \rho_y^g(y|G_\theta(z)) \rho_z^g(z) dz = Q_z(y).$$

(A.1)

Consider the expected value of the likelihood times some measurable function, $f$, with respect to the prior:

$$E_{U \sim \rho_y^g} [f(U) \rho_y^g(y|U)] = \int_E f(u) \rho_y^g(y|u) \rho_0^g(u) du$$

$$= \int_{G_\theta^{-1}(E)} f(G_\theta(z)) \rho_y^g(y|G_\theta(z)) \rho_z^g(z) dz$$

$$= E_{U \sim \rho_y^g} [f(G_\theta(Z)) \rho_y^g(y|G_\theta(Z))].$$

(A.2)

Note that $\xi$ is the product of two measurable functions and is therefore measurable. Hence, Eq. (16) applies. Now using Eq. (A.1) and (A.2) we get:

$$E_{U \sim \rho_y^g} [f(U)] = \frac{1}{Q_u(y)} E_{U \sim \rho_y^g} [f(U) \rho_y^g(y|U)]$$

$$= \frac{1}{Q_z(y)} E_{Z \sim \rho_z^g} [f(G_\theta(Z)) \rho_y^g(y|G_\theta(Z))]$$

$$= E_{Z \sim \rho_z^g} [f(G(Z))].$$

Appendix B. Proof of Theorem 2

Proof. We write the Wasserstein-1 distance between the real prior and the generated prior in dual form:

$$W_1(P_0^g, P_0) = \sup_{\text{Lip}(f) \leq 1} \left| \int_E f(u) \rho_0^g(u) du - \int_E f(u) \rho_0^0(u) du \right|,$$

where $f : E \to \mathbb{R}$ is Lipschitz continuous with Lipschitz constant less or equal 1 and $f(u_0) = 0$ for some $u_0$. Note that any function, $g$, with Lipschitz constant less than or equal 1, is a contraction and therefore
admits a fixed point. Now, assuming that \( u_0 \) is the fixed point, we can simply define \( f = g - u_0 \), which admits \( f(u_0) = u_0 \). Therefore, assuming \( f(u_0) = 0 \) for some \( u_0 \) is not a restriction. Furthermore, we have:

\[
|f(u)| = |f(u) + f(u_0) - f(u_0)| = |f(u) + f(u_0)| \leq \text{Lip}(f)d(u, u_0) \leq D.
\]

The Wasserstein-1 distance between the posteriors is given by:

\[
W_1(P^r_{u|y}, P^g_{u|y}) = \sup_{\text{Lip}(f) \leq 1} \left| \int_E f(u) \rho^r_{u|y}(u|y) du - \int_E f(u) \rho^g_{u|y}(u|y) du \right|
\]

\[
= \sup_{\text{Lip}(f) \leq 1} \left| \int_E f(u) \left( \frac{\Phi^r(u)}{Q^r_u(y)} - \frac{\Phi^g(u)}{Q^g_u(y)} \right) du \right|
\]

Adding and subtracting the term \( f(u) \frac{\Phi^r(u) \rho^r_0(u)}{Q^r_u(y)} \) gives

\[
W_1(P^r_{u|y}, P^g_{u|y}) = \sup_{\text{Lip}(f) \leq 1} \left| \int_E f(u) \left( \frac{\Phi^r(u)}{Q^r_u(y)} - \frac{\Phi^g(u)}{Q^g_u(y)} + \frac{\Phi^r(u) \rho^r_0(u)}{Q^r_u(y)} - \frac{\Phi^g(u) \rho^g_0(u)}{Q^g_u(y)} \right) du \right|
\]

\[
\leq \sup_{\text{Lip}(f) \leq 1} \left| \int_E f(u) \left( \frac{\Phi^r(u)}{Q^r_u(y)} \rho^r_0(u) - \rho^r_0(u) \right) du + \int_E f(u) \rho^r_0(u) \left( \frac{\Phi^r(u)}{Q^r_u(y)} - \frac{\Phi^g(u) \rho^g_0(u)}{Q^g_u(y)} \right) du \right|
\]

Subsequently, adding and subtracting the term \( f(u) \frac{\Phi^r(u) \rho^r_0(u)}{Q^r_u(y)} \) in the second integral gives

\[
W_1(P^r_{u|y}, P^g_{u|y}) \leq \sup_{\text{Lip}(f) \leq 1} \left| \int_E f(u) \frac{\Phi^r(u)}{Q^r_u(y)} \left( \rho^r_0(u) - \rho^r_0(u) \right) du \right|
\]

\[
+ \left| \int_E f(u) \rho^r_0(u) \left( \frac{\Phi^r(u)}{Q^r_u(y)} - \frac{\Phi^g(u) \rho^g_0(u)}{Q^g_u(y)} \right) du \right|
\]

\[
\leq \sup_{\text{Lip}(f) \leq 1} \left| \int_E f(u) \frac{\Phi^r(u)}{Q^r_u(y)} \left( \rho^r_0(u) - \rho^r_0(u) \right) du \right|
\]

\[
+ \left| \int_E \left( \frac{1}{Q^r_u(y)} - \frac{1}{Q^g_u(y)} \right) f(u) \rho^r_0(u) \Phi^r(u) du \right|
\]

\[
+ \left| \int_E \frac{1}{Q^g_u(y)} f(u) \rho^g_0(u) \left( \Phi^r(u) - \Phi^g(u) \right) du \right|
\]

We will consider \( I_1, I_2, \) and \( I_3 \) individually. Starting with \( I_3 \), we use that

\[
|e^{-x_1} - e^{-x_2}| \leq e^{-\min(x_1,x_2)}|x_1 - x_2| \Rightarrow |\Phi^r(u) - \Phi^g(u)| \leq \max_u (\Phi^r, \Phi^g)|l^r(u) - l^g(u)|.
\]

(B.2)
Using Eq. (B.2) and the fact that \(|f(u)| \leq d(u, u_0)|\), together with the Cauchy-Schwartz inequality, we get:

\[
\sup_{\text{Lip}(f) \leq 1} I_3 \leq \sup_{\text{Lip}(f) \leq 1} \frac{\max(\Phi^r, \Phi^g)}{Q_u^n(y)} \left| \int_E f(u)\rho_0^u(u)|l^r(u) - l^g(u)| du \right| \\
\leq \frac{\max(\Phi^r, \Phi^g)}{Q_u^n(y)} \left| \int_E d(u, u_0)\rho_0^u(u)|l^r(u) - l^g(u)| du \right| \\
\leq \frac{\max(\Phi^r, \Phi^g)}{Q_u^n(y)} \left( \int_E d(u, u_0)^2 \rho_0^u(u) du \right)^{1/2} ||l^r(u) - l^g(u)||_{L^2_{\rho_0}} \\
\leq \frac{\max(\Phi^r, \Phi^g)}{Q_u^n(y)} \left( |P_{\rho_0}^u|_{W_2} \right) ||l^r(u) - l^g(u)||_{L^2_{\rho_0}}.
\]

Considering \(I_2\), we use the following [39]:

\[
\left| \frac{1}{Q^n_u(y)} - \frac{1}{Q^n_u(y)} \right| = \frac{|Q^n_u(y) - Q^n_u(y)|}{Q^n_u(y)Q^n_u(y)},
\]

and

\[
|Q^n_u(y) - Q^n_u(y)| \leq \max(\Phi^r, \Phi^g)||l^r(u) - l^g(u)||_{L^1_{\rho_0}},
\]

in order to get:

\[
I_2 = \left| \int_E \left( \frac{1}{Q^n_u(y)} - \frac{1}{Q^n_u(y)} \right) f(u)\rho_0^u(u)\Phi^r(u) du \right| \\
\leq \left| \frac{1}{Q^n_u(y)} - \frac{1}{Q^n_u(y)} \right| \left| \int_E f(u)\rho_0^u(u)\Phi^r(u) du \right| \\
\leq \frac{|Q^n_u(y) - Q^n_u(y)|}{Q^n_u(y)Q^n_u(y)} \left| \int_E f(u)\rho_0^u(u)\Phi^r(u) du \right| \\
\leq \frac{\max(\Phi^r, \Phi^g)}{Q^n_u(y)Q^n_u(y)} \left| \int_E f(u)\rho_0^u(u)\Phi^r(u) du \right| ||l^r(u) - l^g(u)||_{L^1_{\rho_0}}.
\]

By defining the function, \(g : E \rightarrow \mathbb{R}, g(u) = f(u)\Phi^r(u)\), one can show that \(g\) is Lipschitz continuous with Lipschitz constant \(\text{Lip}(g) = 1 + D\text{Lip}(\Phi^r)\) [39]. Furthermore, we have \(|g(u)| \leq d(u, u_0)|\). This gives:

\[
\sup_{\text{Lip}(f) \leq 1} I_2 \leq \frac{\max(\Phi^r, \Phi^g)}{Q^n_u(y)Q^n_u(y)} \left( 1 + D\text{Lip}(\Phi^r) \right) \left| \int_E d(u, u_2)\rho_0^u(u) du \right| ||l^r(u) - l^g(u)||_{L^1_{\rho_0}} \\
\leq \frac{\max(\Phi^r, \Phi^g)}{Q^n_u(y)Q^n_u(y)} \left( 1 + D\text{Lip}(\Phi^r) \right) |P_{\rho_0}^u|_{W_1} ||l^r(u) - l^g(u)||_{L^1_{\rho_0}},
\]

Finally, we consider \(I_1\). By using the function, \(g : E \rightarrow \mathbb{R}, u \mapsto f(u)\Phi^r(u)\), as defined above, we get:

\[
\sup_{\text{Lip}(g) \leq 1} I_1 \leq \sup_{\text{Lip}(f) \leq 1} \frac{(1 + D\text{Lip}(\Phi^r))}{Q^n_u(y)} \left| \int_E g(u)(\rho_0^u(u) - \rho_0^u(u)) du \right| \\
= \frac{(1 + D\text{Lip}(\Phi^r))}{Q^n_u(y)} |W_1(P_{\rho_0}^u, P_{\rho_0}^u)|
\]
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Combining, $I_1$, $I_2$, and $I_3$ we then get:

$$W_1(P_{u/y}^r, P_{u/y}^g) \leq \sup_{\text{Lip}(f) \leq 1} I_1 + I_2 + I_3$$

$$= C_1 W_1(P_0^r, P_0^g) + C_2 ||f'(u) - l^g(u)||_{L^2_{\rho_0}} + C_3 ||f'(u) - l^g(u)||_{L^2_{\rho_0}}$$

$$\leq C_1 \epsilon_1 + C_2 \epsilon_2 + C_3 \epsilon_3,$$

\[ \square \]

**Appendix C. Training Wasserstein GANs**

In the WGAN framework, it is important to properly train the discriminator. Therefore, it is common practice to update the discriminator parameters more frequently than the generator parameters. The number of discriminator updates, relative to those of the generator, is denoted by $n_{\text{disc}}/n_{\text{gen}}$. The hyperparameters for the training of the three test cases are shown in Table C.5. The specific architectures used are shown in Figure C.7.

We compared the Adam optimizer and the RMSprop optimizer for training, and found that RMSProp, in general, showed superior results in our test cases.

| Hyperparameters | Darcy flow | Pipe flow |
|-----------------|------------|-----------|
| Optimizer       | RMSProp    | RMSProp   |
| Learning rate   | $10^{-4}$  | $10^{-4}$ |
| Batch size      | 64         | 64        |
| Gradient penalty| 5          | 5         |
| $n_{\text{disc}}/n_{\text{gen}}$ | 1         | 2         |
| $N_{\text{train}}$ | 300,000   | 100,000   |
| Latent dimension ($N_z$) | 150 | 50 |

**Appendix D. Alternative Methods**

**Appendix D.1. Ensemble Kalman Filter**

We make use of two variations of the ensemble Kalman filter (EnKF):

- The (standard) EnKF for dynamic problems, where the state and parameter distributions are computed based on previous time steps along with data availability;
- Ensemble Kalman Inversion (EKI), used for stationary problems, where an artificial time dimension is introduced in order to iteratively update the posterior of the state and parameters.

For the pipe flow equations the standard EnKF is utilized while for the Darcy flow the EKI is used. The EnKF implementation is based on [2] and the EKI implementation is based on [17].

For simultaneously estimating the parameter and state, we make use of disturbance modeling [53]. Here, we define an augmented model:

$$q_i = F(q_{i-1}, m_{i-1}) + \Gamma_q \epsilon_i, \quad \epsilon_i \sim \mathcal{N}(0, Q_q),$$  

$$m_i = m_{i-1} + \Gamma_m \delta_i, \quad \delta_i \sim \mathcal{N}(0, Q_m),$$  

$$y_i = h(q_i) + \eta_i, \quad \eta_i \sim \mathcal{N}(0, R),$$  

where $F$ is the discrete one-step time advancement model, $\epsilon_i$ is the model noise, $Q$ the model covariance, and $R$ the observation covariance. With this formulation, both the state and parameters are updated in every step of the EnKF algorithm.
The diagram illustrates the architectures of the Generator and Discriminator for both Darcy and Pipe flow test cases. The architectures include convolutional layers (Conv), transposed convolutional layers (TransConv), dense layers (Dense), and other operations such as Flatten, Tanh, Concatenate, and Reshape. Each layer is specified by its type and parameters, such as the number of channels, kernel size, and stride. The output size of each layer is also indicated. The diagrams are labeled as Figure C.7: Generator and discriminator architectures for the two test cases.

Conv = convolutional layers
TransConv = transposed convolutional layers
Dense = fully connected layers
(c,k,s) = (channels, kernel size, stride)
Tanh = hyperbolic tangent activation

All Conv, TransConv, and Dense layers have a bias term and are followed by a LeakyReLU activation function, except for those with an asterisk (*). Layers with a * are not followed by an activation function and do not have a bias term.
Appendix D.2. Polynomial Chaos Expansion

The basic idea behind polynomial chaos expansion (PCE) is to create a surrogate model that maps the stochastic parameters, \( m \), to a quantity of interest, \( Q \). The surrogate model is defined by a linear expansion of orthogonal polynomials:

\[
Q(m) = \sum_{i=1}^{N} \alpha_i \phi_i(m),
\]  

(D.2)

where \( \phi_i \) are the polynomials that are chosen based on the distribution of \( m \), and \( \alpha_i \) are the generalized Fourier coefficients.

The coefficients, \( \alpha_i \), are typically computed using either spectral projection methods or by least squares minimization. In both cases, the evaluations are carefully chosen according to a quadrature rule.

In our test cases, we choose the quantity of interest to be the observations, i.e. \( Q(m) \approx h(q(m)) \) and \( \alpha_i \in \mathbb{R}^{N_y} \). \( m \) are the parameters of interest, which are often the model parameters and/or initial and boundary conditions.

When the PCE is computed, the posterior PDF is defined by:

\[
\rho_y^p(m|y) = \frac{1}{\rho_y(y - Q(m)) \rho_0^m(m)}. \tag{D.3}
\]

The expected state and parameters are then computed by:

\[
E_q[q] \approx \frac{1}{N_{\text{sample}}} \sum_{i=1}^{N_{\text{sample}}} q(m_i), \quad E_m[m] \approx \frac{1}{N_{\text{sample}}} \sum_{i=1}^{N_{\text{sample}}} m_i, \quad m_i \sim P_y^{m}, \tag{D.4}
\]

and the variance is computed in a similar manner.

It is important to notice that the sampling is done in the parameter space and the state is thereafter computed by using the sampled parameters as input for the forward problem. Directly sampling the state is infeasible due to the high-dimensionality of the state.

The implementation of the PCE method is done using the Python library Chaospy [54].

Appendix D.3. Darcy Flow

For the Darcy flow we compared the MCGAN results with EKI, since it is infeasible to compute high-dimensional distributions with PCE. We compute ensembles consisting of 4000 forward computations and use 25 iterations. Note that the EKI method is parallel since each member of the ensemble can be computed independently from the other members. Therefore, we run the EKI using 20 CPU cores. For computing the permeability field, we use \( n = 1089 \), which is the total number of degrees of freedom. See Figure D.8 for the results.

Figure D.8: In (a)-(b) we see the reconstruction of \( v_1 \) and the standard deviation of the reconstruction, respectively. In (c)-(d) we see the reconstruction of \( \log(k) \) and the standard deviation of the reconstruction, respectively.
Appendix D.4. Leakage Detection in Pipe Flow

For the leakage detection in the pipe, we compare our method with the PCE and the EnKF approaches. The PCE model is trained to map the leakage location, \( x_l \), and discharge coefficient, \( C_d \), to the observations. We achieved the highest precision with fourth-order polynomials. We performed 50,000 MCMC posterior samples and discarded the first 40,000. The state reconstruction is performed after the sampling by computing the state using the parameters samples from the MCMC sampling. The state reconstructions are computed in parallel using 20 cores. See Figure D.9 for results.

In the EnKF method we used an ensemble size of 2000. \( \Gamma_q \) and \( \Gamma_m \) are chosen to be identity matrices and \( Q_q = \text{diag}(0.01, 0.001)^2 \) and \( Q_m = \text{diag}(100, 1 \cdot 10^5)^2 \). The ensemble is computed in parallel on 20 CPU cores. See Figure D.10 for results.

Figure D.9: Results for the MCMC sampling with a PCE surrogate model applied to the pipe flow with a leakage, Eq. (28). In (a) we see the space-time contour plots of the reconstructed velocity. In (b) we see the velocity reconstruction at \( t = 44 \) with the shaded area denoting the standard deviation. In (c)-(d) we see the posterior distributions of the leakage location and discharge coefficient.

Figure D.10: Results for EnKF method applied to the pipe flow with a leakage, Eq. (28). In (a) we see the space-time contour plots of the reconstructed velocity. In (b) we see the velocity reconstruction at \( t = 44 \) with the shaded area denoting the standard deviation. In (c)-(d) we see the posterior distributions of the leakage location and discharge coefficient.