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ABSTRACT

One of the most challenging topics in Robotics is Simultaneous Localization and Mapping (SLAM) in the indoor environments. Due to the fact that Global Navigation Satellite Systems cannot be successfully used in such environments, different data sources are used for this purpose, among others LiDARs (Light Detection and Ranging), which have advanced from numerous other technologies. Other embedded sensors can be used along with LiDARs to improve SLAM accuracy, e.g. the ones available in the Inertial Measurement Units and wheel odometry sensors. Evaluation of different SLAM algorithms and possible hardware configurations in real environments is time consuming and expensive. For that reason, in this paper we evaluate the performance of different hardware configuration used with Google Cartographer SLAM algorithms in simulation framework proposed in\textsuperscript{1}. Our use case is an actual robot used for room decontamination. The results show that for our robot the best hardware configuration consists of three LiDARs 2D, IMU and wheel odometry sensors. The proposed simulation-based methodology is a cost-effective alternative to real-world evaluation. It allows easy automation and provides access to precise ground truth. It is especially beneficial in the early stages of product design and to reduce the number of necessary real-life tests and hardware configurations.

1 Introduction

One of the most challenging topics in Robotics and Computer Vision is to enable autonomous robots and vehicles to navigate in unknown complex environments. To make it possible it is necessary to build a map of such environments and simultaneously determine robot’s or vehicle’s location within the created map. This procedure is called Simultaneous Localization and Mapping (SLAM), which is one of the core tasks of an autonomous robot or vehicle, as many different applications strongly depend on the generated maps\textsuperscript{2}.

Autonomous systems operation is possible due to data gathered from multiple embedded sensors, mainly, LiDARs (Light Detection And Ranging), radars, cameras, odometry sensors, IMUs (Inertial Measurement Unit), and GNSS (Global Navigation Satellite System). Information gathered using these sensors is utilized in the four main components of autonomous systems (localization and mapping, understanding of the surrounding environment, path determination and vehicle control).

Safety of autonomous vehicles is crucial, and to achieve it, exact position and orientation are necessary, thus localization is one of the most important aspects of the autonomous systems. For localization, GNSS is often used, however it requires a GNSS receiver with an unobstructed line of sight to minimum four GNSS satellites to work properly\textsuperscript{3}. Even high-end GNSS-based systems suffer from multi-path interferences (as a results localization of the vehicle can jump up to a few meters)\textsuperscript{3}. In the domain of Simultaneous Localization and Mapping, indoor environments are a major challenge, because GNSS cannot be used to obtain an absolute position due to Radio Frequency signal blocking. Therefore, other technologies are used as a basis of SLAM system for indoor environments.

In practical applications, LiDARs have advanced from numerous other sensors and technologies that were not sufficiently sensitive and accurate\textsuperscript{4}. LiDARs determine distance to other objects by emitting laser beams and measuring their travelling time. Based on these readings, clouds of points are created that represent the surrounding environment. LiDARs offer broader field of view, as well as higher resolution than radars and ultrasonic sensors. Their operation is also more robust under different conditions, including light and dark environments, with and without glare and shadows\textsuperscript{5}. This is crucial for vehicles and robots working in demanding environments, e.g. underground ones. Also, the closer spacing of light beams results in LiDARs having better angular and temporal resolutions than Radars\textsuperscript{6}. In opposite to camera-based sensors, they offer more robustness and less...
SLAM approaches can also be based on a fusion of data from LiDARs and different sensors, e.g. IMUs (Inertial Measurement Unit) and odometry sensors. These approaches aim to improve SLAM accuracy by estimating their position relative to a starting point. IMUs are often used in SLAM algorithms to provide an initial pose estimation of the robot (this initial pose is used for the scan matching problem), which significantly improves accuracy and stability of data association in dynamic environments. IMUs, in contrast to GNSS systems do not rely on external information sources (which can be blocked or disturbed) and can provide information such as velocity and position based on the accelerometer and gyroscope readings over time. Nevertheless, inertial sensors suffer from drifts, therefore localization systems based on IMU data are subject to a rapid degradation of position over time.

Also, data from other on-board sensors can be used to estimate changes in orientation and position relative to an initial location of the robot - e.g. wheel odometry sensors. In the case of wheeled vehicles, odometry is based on the changes in the movement of wheels. Here, rotation optical encoders or the ones based on Hall effect can be used and knowing the diameter of a wheel, its approximate linear displacement can be calculated. Based on wheels’ translation and the distance between the wheels, pose of the robot can be obtained. Also, the rotation angle of each wheel is calculated based on the encoder data in real time. Unfortunately, wheel odometry usually suffers from errors due to the integration over time resulting in the final pose estimation accuracy being poor and noisy, thus other sensors have to be used to obtain an accurate localization system.

Aside from input data, many different approaches have been proposed to solve the Localization and Mapping problem. These approaches are usually most of which can be categorized into the following two methods: filtering-based and optimization-based ones. The examples of filtering-based approaches are Extended Kalman filter or particle filters. They are used due to the fact that sensor data suffers from inconsistency and noise and these approaches allow modeling of different noisy sources and how they affect the measurements. The second group of methods - optimization-based one gained much popularity due to their effectiveness, robustness, scalability and better stability that the one of filtering-based approaches. In such approaches measurements are usually represented in a form of a graph, which nodes represent poses of a robot and edges represent spatial constraints between different poses.

One of the optimization-based approaches is Google Cartographer. It is one of the leading SLAM algorithms, which is compatible with Robotic Operating System (ROS) - a commonly used system in the field of robotics. Cartographer can operate based on 2-dimensional and 3-dimensional LiDAR point clouds. The system is based on two types of SLAM: local and global SLAM. Local SLAM is responsible for matching the scans, incorporating adjustments regarding motion (angular and linear), creation of sub-maps and determining current trajectory. Global SLAM, on the other hand, executes sparse pose adjustment, matches these created sub-maps and then produces a global map. It is also used to detect loop closure - a common issue in the autonomous driving area and to correct the global map in the case of detection. As a result of the algorithm, the coordinates of the vehicle and the surrounding map are produced and send to a navigation algorithm.

In this work, we present the cost-efficient evaluation methodology that can be used to test and compare different SLAM algorithms based on data from LiDARs, IMU and odometry. For that purpose, we utilize a simulated environment introduced in, that was comprehensively evaluated based on measurements obtained with simulated and actual devices in real-life scenes. It was proven that the proposed framework delivers very accurate and realistic data. In this article, we use this simulator to compare different hardware configurations of Google Cartographer SLAM algorithm (we use different subsets of the following devices: LiDARs 2D and 3D, IMU and wheel odometry). We compare the performance of Cartographer operating with different hardware configurations based on the accuracy of generated maps, localization errors and stability. Evaluation of different hardware configurations in simulation results in cost-efficient and more robust planning and evaluation of real world autonomous robots and systems without a need of testing them in real-life environments (at least in the early stages of development). Moreover, compatibility of a simulation with ROS allows parameter tuning and easy deployment of evaluated configurations in actual devices.

2 Related work

The topic of Indoor mapping and localization has attracted considerable interest in recent years. Thus, research papers can be found, which compare different SLAM methods and systems in terms of mobile robotics indoor navigation and mapping technologies. They compare four ROS-based monocular SLAM methods: REMODE, ORB-SLAM, LSD-SLAM and DPPTAM. It was proven there that these visual SLAM algorithms can successfully detect large objects, obstacles and corners, however they had difficulties with detection of homogeneously colored walls (common in indoor environments), which strongly limits applicability of monocular SLAM-related techniques for indoor mapping and navigation. In different ROS-based visual SLAM algorithms were tested. They compared the obtained trajectories using data from different sensors: a traditional camera, a LiDAR, a stereo camera and a depth sensor. Trajectories were determined by monocular ORB-SLAM and DPPTAM,
RTAB-Map and stereo ZedFu. Again, it was proven that visual SLAMs have problems with flat monochrome objects detection. Other papers dealing with visual SLAM comparison are\textsuperscript{15–17}.

Other works focus only on LiDAR-based SLAM algorithms comparison, e.g.\textsuperscript{18–23} In\textsuperscript{18} they compared the following 2D ROS-based SLAM techniques: CRSM SLAM, Gmapping and Hector SLAM on a Roomba 645 robotic platform. They used RGB-D Kinect sensor to emulate a laser scanner. In\textsuperscript{19} they conducted experiments with: GMapping, HectorSLAM, KartoSLAM, LagoSLAMa and CoreSLAM. They compared these algorithms in 2D simple simulations (in ROS Stage) and real world experiments. The simulation assumed no noise added to sensor data and a simple environment with a few walls only. They discussed strengths and weaknesses of each tested solution. In\textsuperscript{20} they compared the following 2D SLAM libraries available in ROS: Gmapping, Google Cartographer and Hector SLAM. In this work, maps constructed using these algorithms were evaluated against the precise ground truth obtained by laser tracker in a static indoor space based on average distance to the nearest neighbor. The obtained results have shown that almost in all cases Google Cartographer obtained the smallest error while generating maps relative to the ground truth presented by a laser tracker. In\textsuperscript{22} they compared the performance of three mapping systems (Matterport, SLAMMER and NAVIS) in two different indoor environments and provided the discussion on advantages and disadvantages of these systems. In\textsuperscript{23} they compared both the LiDAR-based and monocular camera-based SLAM algorithms. Regarding 2D lidar-based algorithms, they tested GMapping, Hector SLAM and Google Cartographer. The results have shown that out of LiDAR-based systems, Google Cartographer demonstrated the best performance and the biggest robustness to environmental changes.

Papers present in the literature regarding the comparison of SLAM algorithms include comparative studies of different SLAM systems (here the necessity to purchase several entire hardware platforms occurs). The advantage of such works is rather impartial evaluation of off-the-shelf solutions for mapping indoor environments. On the other hand, the disadvantage is that there is often a need to add an autonomy system to an already existing robot, rather than providing a ready-made system. Other works compare different SLAM algorithms, making it often necessary to build different hardware platforms and purchase a large number of sensors, as the solutions are compatible with different physical devices. Their advantage is the evaluation of the effectiveness of different algorithms under the same or similar conditions. However, a big disadvantage is that this type of approach will not work when, for example, a set of possible sensors is given in advance and the aim is to test an optimal subset of them. Our solution focuses on creating a method to test and evaluate the performance of the SLAM algorithms using different sets of sensors (2D and 3D Lidars, IMUs, wheel odometry sensors) to be mounted on a real room decontamination robot. SLAM algorithm taken into consideration is Google Cartographer. This SLAM algorithm turned out to be the best one among the tested algorithms in the 2 papers described above, so the analysis of its different hardware configurations is valuable and, as far as we know, has not been previously covered in the literature.

Papers regarding the usage of simulation for LiDAR-based systems evaluation are limited. In\textsuperscript{21} they used Gazebo simulator to test the performance of navigation of an autonomous golf cart. They deployed numerous sensors in their model (reflecting the actual vehicle): LiDARS, GPS, Camera, IMU, wheel encoders and sonars. Although this use case regards the outdoor environment, it is one of the few works using more realistic simulation for performance evaluation (than e.g. ROS Stage), in this sense it is similar to our approach. Gazebo provides simplified sensor data without taking noise into account and allows very limited control over the operation of these components (which makes tuning parameters using simulation impossible). Although, Gazebo can undoubtedly be used for preliminary tests of robot localization and navigation, it cannot be used for comprehensive evaluation of SLAM algorithm performance. The discussion regarding the usage of different simulation platforms for the purpose of SLAM algorithms performance evaluation can be found in\textsuperscript{1}. These platforms (CARLA\textsuperscript{24}, AirSim\textsuperscript{25} and LiDARsim\textsuperscript{26}) focus mainly on realistic scene generation and data labeling for the purpose of object recognition and not on the creation of realistic raw sensor data. They also consider mainly outdoor, urban environments for the purpose of autonomous cars testing and not the indoor environments (hospitals, airports and supermarkets), in which Location-Based Services are also crucial.

3 System Overview

3.1 Real system to be modeled

The robot considered in this paper is a remotely controlled robot designed for decontamination of indoor spaces (e.g. hospital rooms). The main task was to develop an autonomy system for this robot, its evaluation and future deployment. The robot uses powerful UV-C lamps, which aim to neutralize viruses (including SARS-CoV 2), bacteria and other microorganisms. By matching the power of the UV lamps and the speed of the robot, surface decontamination can be carried out more efficiently and safely while maintaining high performance.

The implementation of the autonomous driving system for decontamination began with an analysis of the requirements and environmental conditions of the robot. Operating in narrow corridors, among beds in hospital rooms or around chairs in office spaces requires high accuracy and precision of the vehicle localization and mapping system, and also introduces constraints on
the size and shape of the robot. In order to ensure high performance and accuracy of the system, it was decided to test different configurations of sensors mounted on the robot. The following devices were considered:

- three low-cost 2D LiDARs positioned to achieve a 360 degree field of view
- one 3D LiDAR positioned on top of the robot
- high rate IMU
- encoders placed in the BLDC motors that control the wheels of the robot, allowing the calculation of the odometry.

In Table 1 the parameters of these sensors have been summarized.

| LiDAR 2D RPLIDAR A2M8          |
|--------------------------------|
| Range                         | 12 m                      |
| Wavelength                    | 785 nm                    |
| Field of View                 | 360 deg                   |
| Angular resolution            | 0.9 deg                   |
| Range error                   | <1% of the distance        |
| Max. measurement rate         | 8k points/s                |
| Scan rate                     | 10 Hz                     |
| Sample duration               | 0.125 ms                  |

| LiDAR 3D Velodyne VLP-16      |
|--------------------------------|
| Range                         | 100 m                     |
| Wavelength                    | 903 nm                    |
| Field of View (Horizontal)    | 360 deg                   |
| Field of View (Vertical)      | 30 deg                    |
| Channels                      | 16                        |
| Angular resolution (Horizontal)| 0.25 deg                 |
| Angular resolution (Vertical) | 2.0 deg                   |
| Range accuracy                | +/- 3 cm                  |
| Max. measurement rate         | 8k points/s                |
| Scan rate                     | 10 Hz                     |
| Sample (1 firing sequence - all 16 lasers) duration | 55.296 us |

| IMU                           |
|--------------------------------|
| Gyroscope/Accelerometer Data Rate| 100Hz                |
| Gyroscope RMS noise            | 0.06 deg/s            |
| Accelerometer RMS noise        | 0.06 m/s^2            |
| Gyroscope Dynamic Range        | +/- 2000 deg/s        |
| Accelerometer Dynamic Range    | +/- 8 g               |

| BLDC motor                    |
|--------------------------------|
| Voltage                       | 24V                      |
| Power                         | 250W                     |
| Control                       | Three-phase, trapezoidal commutation |
| Encoder                       | Hall Effect Sensor       |

Table 1. Technical specification of actual sensors used in the study

The basis of the experiments was a system with three 2D LiDARs, due to the relatively low cost of these devices compared to 3D LiDARs (which is extremely important for future production of the system under consideration and other practical solutions, both the scientific and the commercial ones). In practical solutions it should be taken into account that adding more sensors involves costs, so available configurations should be analysed in order to select the optimal one in terms of performance and number/types of sensors. Performing this type of analysis in a highly realistic simulation means that such an analysis can be carried out without having to purchase all the components in the early testing stages. In addition, by creating sensor models that correspond to their real-life counterparts, it is possible to tune the parameters of autonomy algorithms and the operation of these sensors in simulation, which can significantly accelerate and facilitate the development and deployment process.
3.2 Google Cartographer SLAM algorithm

Google Cartographer is a system responsible for simultaneous localization and mapping in both 2D and 3D and also across multiple platforms and different sensor configurations. It is a platform that is suitable also for systems with limited computational resources. Its main source of data are LiDARs (both 2D and 3D LiDARs can be used). Other data can be added to potentially improve the SLAM accuracy: odometry pose, IMU data (which delivers information regarding angular velocity and linear acceleration) and fixed frame pose. Two types of SLAM are used by the system: Local and Global SLAM. Local SLAM is responsible for scan matching (optimization with Ceres Solver), motion filtering, sub-maps and current trajectory creation. The information generated by Local SLAM goes to Global SLAM, in which the following tasks are performed: matching the sub-maps generated by Local SLAM and creation of a global map, loop closure detection and correction of a global map when loop closure is detected.

To build the map, Cartographer uses the projection of successive laser scans onto a 2D plane. To effectively estimate the position of successive scans, especially in the case of unstable platforms, IMU is used to estimate the gravity vector. Furthermore, based on the angular velocity measured by the gyroscope embedded in IMU, it is possible to estimate the rotation value between successive lidar scans. In the absence of IMU, it can also be obtained using a more rigorous and accurate scan matcher at the expense of the computational complexity of the SLAM algorithm. However, the computational power requirements for 3D lidar usage, make it mandatory to use IMU to properly determine the position between successive scans.

3.3 Modeling of the components and simulation

To achieve a high-quality simulation, it was necessary to create a highly accurate model of the robot (see Figure 1) and all the sensors under test. Other available simulations do not place such a priority on accurate simulation of the raw sensor data, which is crucial for meaningful evaluation of the SLAM system in the simulation. Not taking sensor-specific phenomena and errors into account may (very likely) result in the inability to perform an objective evaluation in the simulation. Therefore, in our simulation we put great emphasis on the correct simulation of data generated by 2D and 3D LiDARs (our LiDAR simulation is described in detail in the article, in which we describe the effects present in real lidar data, for example rolling shutter effect, and comprehensively evaluate the accuracy of this simulation), IMU and wheel encoders.

Values that describe sensor-specific quantities along with the measurement time are sent via a predetermined protocol to ROS, where they are packed into standard ROS messages of type sensor_msgs/sensor_type. The data is sent in the same way for IMU, odometry and laser scan data. These data samples are then subscribed by the ROS node Cartographer, which executes the SLAM algorithm. In the case of actual 3D LiDARs, e.g. Velodyne LiDARs, they deliver data in small packets (and not the whole pointcloud at once). Cartographer takes these small packets as input and utilizes them to build a full 360 degree scan by calculating the translation of the smaller parts of the scan based on IMU data. That is why when LiDARs 3D are used as...
scanners, IMU sensor has to be used as well. Due to the high frequency of simulated data generation, the LiDAR frames are accumulated (parameter num_accumulated_range_data) in a similar way as it happens real life and combined into a one larger one by the Cartographer.

Simulation of IMU for the purposes of integration into the SLAM algorithm requires the delivery of acceleration and angular velocity of the object in 3 axes. With the definition of acceleration as the second derivative of the path after time, the change in position of the simulation object between two points in the time period corresponding to the frequency of the real sensor is determined, and then, based on the determined velocity and the previous value, the acceleration is calculated. The final step is to take into consideration the value of the ground acceleration. Similarly, the angular velocity of the object is determined, i.e. the change in the distance travelled in a given time segment is utilized. This is supplemented by the quaternion of the object’s rotation, which is read directly from the simulation. Then, all determined values must be burdened with an error, the value of which is a pseudo-random number from the range of values provided by the manufacturer of a given sensor model or any that can be determined by empirical testing of a real device.

The odometry data used for the SLAM algorithm in Cartographer consists of two components: a pose and a velocity vector, and the corresponding covariance matrices. These values can be calculated, for example, from input data from wheel encoders that count motor revolutions. In our case, each of the two BLDC motors embedded in the wheel is equipped with Hall sensors that inform about the rotor position and a digital output that signals (with the rising edge of a 5V pulse) that the wheel has rotated by 1 degree. These pulses are then counted by the motor controller using 64-bit counters, whose values provide the input for the odometry algorithm.

The simulation of odometry data can be performed at different levels of abstraction, depending on the desired results. Thus, the position and velocity vector of the vehicle can be read out from the simulator. The alternatives are the aforementioned pulse counters, or even the digital pulses themselves or data from Hall sensors monitoring the position of the rotor. In order to obtain more realistic results, we decided to simulate the encoder counters by calculating the difference in angle between the wheel rotation in successive steps of the physics engine simulation. Then, when the difference reaches a value compatible with the angular resolution of the real encoders, the counter corresponding to the wheel in question is incremented or decremented depending on the direction of movement, and the counter value itself is sent to the autonomy system at a frequency compatible with the controller used. This way, the odometry data could be calculated by the same algorithm that is used on the actual robot.

4 Materials and Methods

4.1 Experimental environment and track

We first modeled the actual laboratory room (medium-sized room with dimension ~13 × ~14 m) in our simulation framework (the photo of this actual laboratory can be found in) to conduct the experiment in a realistic simulated environment. All of the items and furniture from the actual room where reproduced in the simulation. This way, the experimental environment takes into consideration real furniture, equipment and objects present in this type of space. Furthermore, the elements used make the test environment diverse and relatively complex. This approach minimises the risk of creating an overly simple experimental environment that would artificially enhance the results obtained and make the analysis results unreliable. The room is roughly rectangular, but not perfectly - it has some recesses. In the room there are, among others, a monitor stand, various types of laboratory machines, cabinets, tables and chairs. There are also several pillars in the room. Figure 2 presents the screenshot from the simulation and the top view.

To conduct all of the experiments, we used a model of an actual mobile robot with different hardware configurations. The robot was tasked to drive from the start point to the end point 5 times passing through each control point (the control points were located at the vertices of the square). Track is an example of a closed-loop trajectory consisting of a square. The scheduled track of the robot (here the perimeter of the square is taken into account) is the ground truth and is read directly from the simulation which greatly facilitates the measurement of the actual ground truth, which can be troublesome in the real world (it does not require the use of any additional measuring devices that themselves introduce some measurement errors). Figure 3 shows the start and end points of the track and the ground truth (the perimeter of the square) used to evaluate the localization performance.

During the ride, the task was to build a map of the surroundings and to locate and maintain a suitable track. On the basis of the results obtained, the quality of the built maps and the accuracy of the localization (based on the actual position and the ground truth discussed in the section) have been evaluated.

4.2 Evaluation of localization accuracy

Localization accuracy was assessed based on the difference between true localization of the robot (based on SLAM results) and the planned track (ground truth - the perimeter of the square), which has been already discussed shortly in Section 4.1. The track with the start and end point, as well as the ground truth marked can be seen in Figure 3.
Figure 2. Simulated laboratory room

Figure 3. View from the top of the simulation environment with the track ground truth
The comparison of the simulator position with the ground truth was performed by sending the current position determined by SLAM to the simulator, which matched the received value with the actual position reading of the robot in the simulation. SLAM computes the current position every 5ms and the current position is sent to the simulator every 100ms. When a new position arrives, the ground truth is measured in the simulation and they are both saved to a csv file with the results. Such measurements were possible due to the synchronisation of the starting position of the SLAM algorithm with the spawn point of the object in the simulation. We decided to sample the robot’s position and calculate the error as frequently in order to minimize the impact of the outliers on the results, thus making them as reliable as possible.

Based on data gathered in the csv file, we calculated the following meaningful statistics for all of the examined cases: average, maximum and end value of the statistics. We also created a scatter plot of the cumulative SLAM error value as a function of consecutive checkpoints to show how the error changes over time. In Figure 4 we have presented the overview of the localization accuracy evaluation methodology.

**Figure 4.** Evaluation procedure of localization performance

### 4.3 Evaluation of mapping accuracy

To enable the accuracy evaluation of mapping performance, we used RViz to visualize maps created by Google Cartographer for all hardware configurations. To evaluate the mapping performance, we have split the problem into the following two subproblems:

- General overview and evaluation of key objects
- Accuracy evaluation of key objects representation

In the first subproblem we have focused on general features and accuracy of the occupancy grids: we have analysed the occurrence of map drift and its causes, we have overlaid the occupancy grids obtained via the SLAM algorithm on the simulation screenshots and assessed their overall accuracy in regard to the map from the simulation.

In the second stage (Accuracy evaluation of key objects representation) we have chosen some characteristic objects from our laboratory room and marked them on the simulation screenshot. In our detailed analysis we have taken into consideration the following elements:

- Walls and wall niches
- Objects close to the wall
- Free-standing objects
- Pillars

We have assessed the accuracy of representation of these objects in the occupancy grids. The objects present have been marked in Figure 5.

### 5 Results and Discussion

In the article we have focused on the evaluation of both key aspects of SLAM: Localization and Mapping. The accuracy evaluation of localization can be found in Section 5.1 and the one for mapping - in Section 5.2.
5.1 Comparison of localization performance

We assess the localization performance of different hardware configurations of Google Cartographer SLAM algorithm based on the scatter plots showing the cumulative SLAM error values over time (as a function of consecutive checkpoints) presented in Figure 6 and end, mean and maximum SLAM error bar plots presented in Figure 7.

5.1.1 Lidars 2D
In this case, a relatively low value of the mean SLAM error was observed, however, due to the highest value of the maximum SLAM error (caused by increasing pose estimation errors over time), the accuracy of the examined SLAM variant degrades significantly over time. It is also visible when the first moments of the experiment are analyzed: the values of the SLAM error are very similar to those of the best variants (LiDAR 2D + IMU + odometry and Lidars3D with and without odometry), and then they quickly diverge.

This degradation can be caused by the fact that, in this case, estimation is determined only on the basis of the external environment represented by LiDAR data.

5.1.2 Lidars 2D + IMU
At the beginning, the SLAM error changes faster than in the case of using LiDARs only, however after time, the increase of error in the case of LiDARs and IMU stays stable (in opposite to LiDARs only, for which the error increases rapidly at the end of the experiment). The maximum SLAM error is higher than in the case of LiDARs + odometry, however, due to much lower average error values, the final value (and the partial values) of error is much lower for LiDARs and IMU.

It shows that using IMUs can enhance the operation of LiDAR-based SLAMs over time with stability.

5.1.3 Lidars 2D + odometry
In this case, the results show the worst SLAM performance according to mean and end values of SLAM error, as well as to the figure showing the SLAM error over time (see Fig. ). It is clearly visible that, although the maximum error is not the highest, the highest value of the mean SLAM error results in fast degradation of the pose accuracy estimation.

The main cause of this can be the low accuracy of odometry estimation based on data from encoders in wheels. The accuracy of these encoders is highly impacted by skidding, driving on uneven surfaces and even slight deformations of wheels.
**Figure 6.** Scatter plot of cumulative SLAM error over time (expressed as the consecutive checkpoints)

**Figure 7.** Bar plots representing: (a) end, (b) average, (c) maximum error values for different SLAM hardware configurations
All of these factors can significantly reduce the pose estimation accuracy.

5.1.4 Lidars 2D + odometry + IMU
In this case, the best results have been obtained. It is clearly visible on the figure showing the SLAM error values over time: the cumulative error value increases slowly, and the partial error values do not seem to increase over time, showing the stability of the algorithm (thus the robot) operation - the plot could be easily approximated by a straight line. The average error value for this case is the lowest of all examined cases, and the maximum value is the second lowest value (the difference between this value and the lowest one - obtained for LiDAR 3D and odometry - is only 2mm).

The results show that using data representing the inner state of the robot and the external environment allows us to achieve the highest accuracy and stability over time of the pose estimation. This configuration seems to be the best one in the case of the examined decontamination robot. It is clearly visible that the fusion of data from multiple sensors can result in better accuracy of the solution.

5.1.5 Lidar 3D and Lidar 3D + odometry
As it was already mentioned in Section 3.3, in the case of LiDAR 3D-based configuration IMU is always used, thus we compare only two 3D cases. Due to the fact, that the results for both LiDAR 3D cases were very similar, we decided to summarize them together. The results show that the LiDAR 3D without odometry in the majority of checkpoints obtained slightly better results in terms of partial cumulative error values (see Figure 6). On the other hand, the scatter plots of cumulative SLAM error values for both cases tend to converge and diverge over time. The maximum error value is lower for the LiDAR 3D with odometry.

The results obtained for LiDAR 3D cases show that the odometry utilization does not have much impact on the Cartographer performance (only maximum error values can be slightly lower when odometry is used - it might be the result of slightly better stability). The SLAM errors are less predictable when configurations with LiDARs 3D are used in opposite to the majority of 2D configurations, which manifests itself as a wavy line of scatter plots.

5.2 Comparison of mapping performance
We have used RViz to visualize maps (occupancy grids) and trajectories recovered from Google Cartographer 2D SLAM algorithm. These trajectories have already been evaluated in Section 5.1. The generated maps are assessed in terms of accuracy of detection of main scene elements (walls and key objects). To facilitate the evaluation and interpretation of the results, we not only provide the generated occupancy grids, but also the top views of the simulated environment with the occupancies grids layed on top of them (see Figures 8 and 9). We also chose some characteristic objects in the rooms to discuss the accuracy of reflection of these objects in the obtained occupancy grids (see Figure 5, which we marked and assigned the labels to 13 objects).

5.2.1 General overview and evaluation of generated maps
In Figures 8 (occupancy grids for LiDAR 2D without additional sensors, LiDAR 2D with IMU and LiDAR 2D with odometry) and 9 (LiDAR 2D with IMU and odometry and LiDAR 3D with IMU and LiDAR 3D with IMU and odometry) it is clearly visible that for all examined cases we obtained relatively accurate maps of the environment. All maps reflect the majority of main scene elements: walls, wall niches, a room behind the doorframe, pillars and the objects present in the room. It can be observed that occupancy grids obtained in the case of LiDAR 2D with no additional sensors and LiDAR 2D with odometry suffer from drifts. In the case of SLAM using only 2D LiDARs during operation when turning, accelerating and braking it was visible how the location drifted, but when the vehicle was moving at a constant speed in a straight line the stability returned. This shows that using 2D LiDARs alone is sufficient for simple linear trajectories, but suffers from drifts with rotational motion and changes in linear velocity. Unfortunately in practical cases (mapping, navigation) such constraints are not acceptable. In the case of 2D LiDAR with odometry, map drift is much more visible and occurs when robot rotates. This may be due to inaccurate pose estimation based on yaw velocity calculations from wheel encoder data (odometry data are usually subject to large errors and noise). All the other cases use IMU data (both 2D and 3D, for the 3D case the use of IMU is mandatory): orientation, linear and angular velocity. IMU readings are usually more accurate than those from odometry, which results in the improvement of the quality of the resulting maps.

5.2.2 Accuracy evaluation of key objects representation in occupancy grids
It can be observed that all of the LiDAR 2D cases are not able to detect the walls behind the heavy machinery (see point 5 in Figure 5) in the left upper corner of maps in Figures 8 and 9. It is cause by the fact, that the 2D LiDARs due to the shape of the robot are embedded on its case (obviously, LiDARs cannot be installed on the UV lamp), thus the LiDARs are placed relatively low and they the walls under discussion wall are not in their field of view. That is why SLAM algorithm perceives heavy machinery as walls of the room in that region. In the cases with 3D SLAM walls in this region are well reflected, because the 3D LiDAR stands on top of the UV lamp (it is necessary to provide it with a 360 degree view). Nevertheless, heavy machinery in this region is less visible on the occupancy grids (a thin line). Analogous results were obtained for other objects next to the
Figure 8. Maps generated with Google Cartographer for the following hardware configurations and maps placed on the screen of the simulated environment: (a),(b) 3xLiDARs 2D; (c),(d) 3xLiDARs 2D + IMU; (e),(f) 3xLiDARs 2D + odometry
Figure 9. Maps generated with Google Cartographer for the following hardware configurations and maps placed on the screen of the simulated environment: (a),(b) 3xLiDARs 2D + IMU + odometry; (c),(d) 1xLiDAR 3D + IMU; (e),(f) 1xLiDAR 3D + IMU + odometry
walls (see points 1, 2, 7, 8 and 11 in Figure 5 and the corresponding regions of maps in Figures 8 and 9). In these cases, objects are treated as walls. One exception is for the biggest machine in the room - object 4 in Figure 5 - for this case in all of the cases we were unable to obtain a good representation of walls in this region (this object is much higher than the rest, so also in 3D cases the LiDAR was placed too low to accurately reflect this region).

Regarding free-standing objects (see points 3, 6, 10, 13 in Figure 5), they are much more visible on occupancy grids obtained with LiDAR 2D cases. Even the table (see point 6 in Figure 5), which is one of the biggest objects in the room is barely visible on occupancy grids for LiDAR 3D cases. In contrast, it is clearly marked in all of the LiDAR 2D cases. The situation is very similar for another big object - point 10 in Figure 5 - which was reconstructed very well for LiDAR 2D cases (slightly worse for LiDAR 2D with odometry) and poorly for LiDAR 3D cases. The most demanding object - point 3 in Figure 5 (a table with thin legs) - was weakly represented in the occupancy grids of all the examined cases, however for the LiDAR 2D cases it is better visible (legs of the table are visible as dots in the occupancy grid), especially for cases with IMU. The smallest object in the scene - point 13 in Figure 5 (a small cabinet) - is virtually not visible in occupancy grids of LiDAR 3D cases (a very blurry lines can be observed) and it is clearly visible for LiDAR 2D cases (the best for LiDAR 2D + IMU + odometry).

Thin pillars present in the laboratory room (points 9 and 12 in Figure 5) can be found on all occupancy grid, but similarly to other objects they are better reflected for LiDAR 2D cases than for LiDAR 3D cases, which shows that not only height (which is important in our case as 2D and 3D LiDARs are place on different parts of the robot) of the object impacts its detection accuracy.

6 Discussion

In terms of localization accuracy, the best results were obtained for the case with LiDARs 2D, IMU and odometry and two examined 3D cases (with and without odometry). In the first case, the advantage seems to be usage of external (LiDARs) and internal (IMU, odometry) information to perform the localization and mapping. In the second case, using odometry does not have a significant impact on the accuracy.

In terms of mapping performance, for the 3D cases, the walls of the room were better represented, and for the 2D cases - the objects. It is clearly visible, that the accuracy of wall reconstruction and object detection is highly dependent on laser scanner/scanners placement on the examined robot (2D scanners were place on the case of the robot and 3D scanner - on the top of the UV lamp, which was the only possible place due to the shape of the robot). Therefore, in practical applications sometimes it may be impossible to find the perfect sensor placement that would reflect all of the objects in the room.

When it comes to additional sensors, the use of IMU allows to improve the driving stability of the vehicle (which results in low SLAM error values) and, consequently, to obtain a map of significantly better quality. Using odometry can lead to decrease in Simultanous Localization and Mapping accuracy, however when used along with IMU sensors can deliver the highest quality results.

The great advantage of testing the system in the design phase via simulation is that there is no need to purchase sensors to test all the possible configurations and it is possible to automate this process, as well as to obtain identical conditions for each configuration tested. Below, we provide the list of advantages and disadvantages of testing different algorithms and hardware configurations in a simulation.

**Advantages of SLAM algorithm testing in simulation:**

- Possibility to perform more robust tests and more tests in general - it is possible to easily automate SLAM accuracy testing against ground truth in a large number of measurement points (which in reality involves laborious and troublesome measurements burdened with measurement error)

- Access to precise ground truth

- Possibility of conducting experiments under perfectly identical conditions in real time (repeatability of tests)

- Either a map corresponding to a real room can be created or your resources can be easily increased - for example by creating a huge production area in the simulation - it is particularly valuable in the earlier stages of manufacturing

- Cost-effectiveness (only a narrowed down set of sensors has to be purchased)

**Disadvantages of SLAM algorithm testing in simulation:**

- Building a very accurate virtual environment is time-consuming or impossible. Nevertheless, in some cases it may not be required.
• Modern simulations (especially those modeled in advanced game engines) are very accurate, but we are still dealing with simplified physics, world and sensors’ models. Still in the later stages of production it would be beneficial to invest in real hardware and perform tests (however, using simulation we can significantly reduce the number of necessary tests).

This list can be used in the decision-making process regarding how to test a production solution and whether simulation is suitable for a particular application. Generally, it seems to be especially helpful in the early stages of product design and to reduce the number of necessary real-life tests.

7 Conclusions

In the article, we have presented the evaluation methodology that can be used to test and compare different SLAM algorithms based on data from LiDARs, IMU and odometry. We have also discussed the advantages and disadvantages of such an evaluation strategy.

In our case, we have used a simulated environment introduced in\(^1\) to compare different hardware configurations of Google Cartographer SLAM algorithm to be deployed in an actual robot used for decontamination (thus the possible placement of different sensors was limited). We examined six different hardware configurations based on 3 LiDARs 2D, one LiDAR 3D, IMU and wheel odometry. We have compared these configuration in terms of localization accuracy (measured based on SLAM localization error) and mapping performance (based on generated maps analysis regarding the occurrence of key objects representations in occupancy grids and general accuracy of generated maps, i.e. shape of the examined room etc.).

The results of our analysis have shown that in our case the hardware configuration consisting of three LiDARs 2D, IMU and wheel odometry is the best choice in terms of localization accuracy and mapping performance. Due to the placement of the LiDARs at the bottom of the robot (it was the most suitable place regarding the robot’s shape), some walls of the room have not been mapped properly, as they were simply obscured by tall equipment. Nevertheless, the overall mapping accuracy was very good and sufficient for the application. Moreover, 3D LiDARs had to be placed on the top of the robot, therefore some of the lower object were not detected (or virtually not visible), which can decrease the applicability of the robot in the indoor environments (e.g. the robot can drive into such an object). This shows that 3d LiDARs would be better for lower robots.

Simulation-based testing allows performing more robust test and more tests in general (as it can be easily automatize), it provides access to precise ground truth, perfectly identical testing conditions in real time and can be used to model larger environments than ones we have access to. Generally, it is a cost-effective alternative to real-world evaluation, especially beneficial in the early stages of product design and to reduce the number of necessary real-life tests.
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