AVERAGE ESTIMATES AND SIGN CHANGE OF FOURIER
COEFFICIENTS OF CUSP FORMS AT INTEGERS REPRESENTED BY
BINARY QUADRATIC FORM OF FIXED DISCRIMINANT

LALIT VAISHYA

Abstract. In this article, we establish an average behaviour of the normalised Fourier coefficients of the Hecke eigenforms supported at the integers represented by any primitive integral positive definite binary quadratic form of fixed discriminant $D < 0$ when the class number $h(D) = 1$.

We also obtain a quantitative result for the number of sign changes of the sequence of the normalised Fourier coefficients $\lambda_f(n)$ of the Hecke eigenforms $f$ where $n$ is represented by any primitive integral positive definite binary quadratic form of fixed discriminant $D < 0$ when the class number $h(D) = 1$ in the interval $(x, 2x]$, for sufficiently large $x$.

1. Introduction and Statements of the Results

Let $\Gamma_0(N) := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} : a, b, c, d \in \mathbb{Z}, \; ad - bc = 1 \right\}$ be a congruence subgroup of level $N$ and $\mathbb{H} := \{ z \in \mathbb{C} : \Im(z) > 0 \}$ denote the complex upper half plane. Let $M_k(\Gamma_0(N), \chi)$ ($S_k(\Gamma_0(N), \chi)$) denote the $C$-vector space of modular forms (cusp forms) of weight $k$ on the congruence subgroup $\Gamma_0(N)$ with the Dirichlet character $\chi$. A cusp form $f \in S_k(\Gamma_0(N), \chi)$ is said to be a primitive cusp form (Hecke eigenform) if $f$ is a common eigenform for all the Hecke operators and the Atkin - Lehner $W$-operators. Let $S_k(SL_2(\mathbb{Z}))$ denote the $C$-vector space of cusp forms of weight $k$ for the full modular group. Let $f \in S_k(SL_2(\mathbb{Z}))$ be a normalised Hecke eigenform with the Fourier series expansion at the cusp $\infty$;

$$f(\tau) = \sum_{n=1}^{\infty} \lambda_f(n) n^{k-\frac{1}{2}} q^n,$$

where $q := e^{2\pi i \tau}$. $f$ is said to be normalised if $\lambda_f(1) = 1$. The Fourier coefficient $\lambda_f(n)$ is called the normalised $n^{th}$-Fourier coefficient of $f$. It is well-known that the Fourier coefficient $\lambda_f(n)$ is a multiplicative function and satisfies the following recursive relation [8, Eq. (6.83)];

$$\lambda_f(m)\lambda_f(n) = \sum_{d \mid \gcd(m,n)} \lambda_f \left( \frac{mn}{d^2} \right), \quad \text{for all positive integers } m \text{ and } n.$$

It also satisfies Deligne bound, i.e., for any $\epsilon > 0$, we have

$$|\lambda_f(n)| \leq d(n) \ll_{\epsilon} n^{\epsilon},$$

where $d(n)$ denotes the number of positive divisors of $n$. 
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The Fourier coefficients of cusp forms are fascinating objects in the world of automorphic forms and contain a lot of interesting informations. In analytic number theory, it is a well known approach to look at summatory function of arithmetical functions over certain sequences. R. A. Rankin [19] and A. Selberg [20], independently developed a method (now referred to as the Rankin-Selberg method) and obtained the following estimates:

\[ \sum_{n \leq x} (\lambda_f(n))^2 = cx + O_{f,\epsilon}(x^{6/8+\epsilon}). \]

This is the best known estimate. C. J. Moreno and F. Shahidi [16] has obtained the following estimates using the properties of symmetric power \( L \)-functions: for sufficiently large \( x \),

\[ \sum_{n \leq x} (\tau_0(n))^4 \ll x \log x, \]

where \( \tau_0(n) = \tau(n)n^{-1/2} \) is the normalised Ramanujan tau function. The result of Moreno and Shahidi also hold true for the Fourier coefficients \( \lambda_f(n) \)'s of a normalised Hecke eigenform \( f \) of any integral weight. O. M. Fomenko [5] has established estimates for \( \sum_{n \leq x} (\lambda_f(n))^r \), when \( r = 2, 4 \) and improved the result of Moreno and Shahidi [16]. G. Lü [13], [14], [15] improved Fomenko’s results and generalised the results for higher moments, i.e., for \( r \geq 2 \). Y. K. Lau et al. [11] considered more general cases and obtained better estimates. Recently, S. Zhai [24] has obtained an estimate for the power sum of the Fourier coefficients \( \lambda_f(n) \) over the sum of two squares, i.e., estimates of the following sums: for \( 2 \leq r \leq 8 \) and \( x \geq 1 \),

\[ \sum_{(a,b) \in \mathbb{Z}^2, a^2 + b^2 \leq x} (\lambda_f(a^2 + b^2))^r. \]

In this article, we generalise the work of S. Zhai [24] to the case where the sum of two squares is replaced by any integer represented by a primitive integral positive definite binary quadratic form of fixed negative discriminant \( D \) with the class number \( h(D) = 1 \). We also give an estimate when \( r = 1 \). Precisely, we prove an estimate for the following sums:

for \( 1 \leq r \leq 8 \) and \( x \geq 1 \),

\[ \sum_{\frac{x^2}{Q(x)} \leq z} (\lambda_f(Q(x)))^r, \]

where \( \lambda_f(n) \) is the \( n^{th} \) normalised Fourier coefficients of a Hecke eigenform \( f \) and \( Q(x) \) is a primitive integral positive definite binary quadratic form (reduced form) of fixed negative discriminant \( D \) with the class number \( h(D) = 1 \).

Moreover, we use these estimates to obtain a result on sign change of sequence of the Fourier coefficients of the Hecke eigenforms supported at integers represented by a primitive integral binary quadratic form of fixed discriminant \( D < 0 \) with class number \( h(D) = 1 \). In this work, we also improve the result obtained in [1], [22]. We refer to the introduction in [1], [22] for the history on the problem of sign change of the Fourier coefficients of cusp form.

Now, we fix some notations and state our results.

Let \( B(x_1, x_2) \) be an integral positive definite binary quadratic form given by \( B(x_1, x_2) := ax_1^2 + bx_1 x_2 + cx_2^2 \), where \( (x_1, x_2) \in \mathbb{Z}^2, a, b, c \in \mathbb{Z} \) with fixed discriminant \( D = b^2 - 4ac < 0 \). Two forms \( B_1(x_1, x_2) \) and \( B_2(x_1, x_2) \) are said to be equivalent if there are integers \( p, q, r \) and \( s \) with \( ps - qr = \pm 1 \) such that \( B_1(x_1, x_2) = B_2(px_1 + qx_2, rx_1 + sx_2) \). An integral binary quadratic form \( B(x_1, x_2) \) is said to be a primitive form if \( \gcd(a, b, c) = 1 \). A primitive integral
binary quadratic form $B(x_1, x_2)$ is said to be a reduced form if $|b| \leq a \leq c$. For a fixed $D < 0$, let $H(D)$ denote the set of equivalence classes of primitive integral binary quadratic form of discriminant $D$. $H(D)$ forms a finite abelian group under some composition law. Let $h(D)$ denote the class number for the discriminant $D$, i.e. $h(D) := \#H(D)$. For a given discriminant $D < 0$, the class number $h(D)$ is finite and it is given by the number of reduced forms of discriminant $D$ \[ Theorem \ 2.13 \]. For details, we refer to \[ chapter \ 2 \].

Throughout this paper, $Q(x)$ denotes a primitive integral positive definite binary quadratic (reduced) form given by $Q(x) = ax^2 + bx_1x_2 + cx^2_2$, where $x = (x_1, x_2) \in \mathbb{Z}^2$, $a, b, c \in \mathbb{Z}$ with $\gcd(a, b, c) = 1$ and fixed discriminant $D = b^2 - 4ac < 0$. Further, we assume that for such discriminant $D$, the class number $h(D)$ is $1$.

Remark 1.1. For the primitive integral positive definite binary quadratic form of the following fundamental discriminants $D = -3, -4, -8, -7, -11, -19, -43, -67, -163$ and non-fundamental discriminants $D = -12, -16, -27, -28$, the class number $h(D) = 1$. The list of reduced form corresponding to these discriminants are given in \[ Page \ 19-20 \].

We define the following generating function $\theta_Q(\tau)$ associated to binary quadratic form $Q(x)$ given by:

$$\theta_Q(\tau) := \sum_{x \in \mathbb{Z}^2} q^{Q(x)} = \sum_{n=0}^{\infty} r_Q(n) q^n, \quad q = e^{2\pi i \tau},$$

where $r_Q(n)$ denotes the number of representations of a positive integer $n$ by the quadratic form $Q(x)$, i.e., $r_Q(n) = \#\{x \in \mathbb{Z}^2 : n = Q(x)\}$. The generating function $\theta_Q(\tau) \in M_1(\Gamma_0(|D|), \chi_D)$ (see \[ Theorem \ 10.9 \]) where $\chi_D$ is the Dirichlet character modulo $|D|$ which is given by Jacobi symbol $\chi_D(d) := \left( \frac{D}{d} \right)$. From Weil’s bound, we have $r_Q(n) \ll n^\epsilon$, for any arbitrarily small $\epsilon > 0$.

We define the character sum $r(n; D)$ (given explicitly) in terms of Jacobi symbol $\chi_D$ (see \[ Eqs.(11.9), (11.10) \]), i.e.,

$$r(n; D) = w_D \sum_{d|n} \chi_D(d), \quad \text{where} \quad w_D = \begin{cases} 6 & \text{if } D = -3, \\ 4 & \text{if } D = -4, \\ 2 & \text{if } D < -4. \end{cases}$$

Remark 1.2. The formula for $r(n; D)$ depends only on the discriminant $D (= b^2 - 4ac < 0)$ and not on the choice of $a, b$ and $c$.

In this work, we are considering the quadratic form $Q(x)$ of discriminant $D < 0$ such that $h(D) = 1$. So the formula $r(n; D)$ given in \[ agree with the formula for number of representations $r_Q(n)$ of $n$ by the quadratic form $Q(x)$ \[ section \ 11.2 \]. Thus, we have

$$r_Q(n) = r(n; D) = w_D \sum_{d|n} \chi_D(d).$$

Let $f(\tau) = \sum_{n=1}^{\infty} \lambda_f(n)n^{\frac{k-1}{2}} q^n \in S_k(SL_2(\mathbb{Z}))$ be a normalised Hecke eigenform with the Fourier series expansion at cusp $\infty$ and $Q(x)$ be a primitive integral positive definite binary quadratic from (reduced form) with fixed discriminant $D < 0$ and class number $h(D) = 1$. 
For $1 \leq r \leq 8$ and $x \geq 1$, let
\[
S_r(f, D; x) := \sum_{Q(x) \leq x} (\lambda_f(Q(x)))^r.
\]

**Theorem 1.1.** Let $\epsilon > 0$ be an arbitrarily small real number. For $1 \leq r \leq 8$ and for sufficiently large $x$, we have
\[
S_r(f, D; x) = xP_r(\log x) + O_{f, D, \epsilon}(x^{r+\epsilon}),
\]
where $P_2(x), P_4(x), P_6(x)$ and $P_8(x)$ are polynomials of degree 0, 1, 4 and 13 respectively, $P_r(t) \equiv 0$ for $r = 1, 3, 5, 7$ and
\[
\begin{align*}
\gamma_1 &= \frac{7}{10}, & \gamma_2 &= \frac{8}{11}, & \gamma_3 &= \frac{17}{20}, & \gamma_4 &= \frac{43}{46}, \\
\gamma_5 &= \frac{83}{86}, & \gamma_6 &= \frac{183}{187}, & \gamma_7 &= \frac{355}{358}, & \gamma_8 &= \frac{752}{755}. 
\end{align*}
\]

As a consequence of this theorem, we obtain the following result on sign change of the Fourier coefficients of $f \in S_k(SL_2(\mathbb{Z}))$ supported at integers represented by a primitive integral positive definite binary quadratic form of fixed negative discriminant with the class number 1. This improves our earlier result.

**Theorem 1.2.** Let $k \geq 2$ be an integer and $f(\tau) = \sum_{n=1}^{\infty} \lambda_f(n)n^{-\frac{k+1}{2}}q^n \in S_k(SL_2(\mathbb{Z}))$ be a normalised Hecke eigenform. Then, the sequence $\{\lambda_f(Q(x))\}_{x \in \mathbb{Z}}$ has infinitely many sign changes where $Q(x)$ is a primitive integral positive definite binary quadratic form with fixed discriminant $D < 0$ and class number $h(D) = 1$.

Moreover, for any arbitrarily small constant $\epsilon > 0$, there are at least $x^{\frac{1}{2}+\epsilon}$ many sign changes of the sequence $\{\lambda_f(Q(x))\}_{x \in \mathbb{Z}}$ such that $Q(x)$ lies in the interval $(x, 2x]$ for sufficiently large $x$.

**Remark 1.3.** In [22], we obtain that for any fixed arbitrarily small constant $\epsilon > 0$, this sequence changes its sign at least $x^{\frac{1}{2}+\epsilon}$ many times in the interval $(x, 2x]$ for sufficiently large $x$. In this work, we obtain an improved result.

Through out the paper, $\epsilon$ denotes an arbitrary small positive constant but not necessarily the same one at each place.

**2. Key ingredients of Proof.**

The partial sums defined in (7) can be expressed in terms of known arithmetical functions, i.e.,
\[
S_r(f, D; x) = \sum_{n \leq x} \left( (\lambda_f(n))^r \left( \sum_{n \in Q(x)} 1 \right) \right) = \sum_{n \leq x} (\lambda_f(n))^r r_Q(n)
\]
where $r_Q(n)$ denotes the number of representations of $n$ by the quadratic from $Q(x)$. We define the following Dirichlet series associated to the sum $S_r(f, D; x)$:
\[
R_r(f, D; s) = \sum_{n \geq 1} \frac{(\lambda_f(n))^r r_Q(n)}{n^s}, \quad \Re(s) > 1.
\]

In [24], Zhai has given the decomposition of $R_r(f, D; s)$ into well-known $L$- functions when $Q(x) = x_1^2 + x_2^2$ (see [24, Lemma 2.1]). We also use the same decomposition method to obtain
the decomposition of $R_e(f, D; s)$ into well-known $L$-functions. We define the following $L$-functions associated to a normalised Hecke eigenform $f = \sum_{n=1}^{\infty} \lambda_f(n)n^{k-1/2}q^n \in S_k(SL_2(\mathbb{Z}))$.

The Hecke $L$-function associated to $f$ is given by

\begin{equation}
L(s, f) := \sum_{n \geq 1} \frac{\lambda_f(n)}{n^s} = \prod_{p - \text{prime}} \left(1 - \frac{\alpha_p}{p^s}\right)^{-1} \left(1 - \frac{\beta_p}{p^s}\right)^{-1}, \quad \Re(s) > 1,
\end{equation}

where $\alpha_p + \beta_p = \lambda_p(p)$ and $\alpha_p \beta_p = 1$. The Hecke $L$-function satisfies a nice functional equation and it has analytic continuation to whole $\mathbb{C}$-plane [8 Section 7.2].

For $m \geq 2$, the $m$th symmetric power $L$-function is defined by

\begin{equation}
L(s, sym^mf) := \prod_{\substack{p - \text{prime} \ j=0}}^{m} \prod_{\substack{M-N=1 \ \text{prime} \ l=0}}^{M} \left(1 - \alpha_p^{M-j} \beta_p^j \alpha_p^{N-l} \beta_p^l \ p^{-s}\right)^{-1} = \sum_{n=1}^{\infty} \frac{\lambda_{sym^mf}(n)}{n^s},
\end{equation}

where $\lambda_{sym^mf}(n)$ is multiplicative function. From Deligne’s bound, we have

$$|\lambda_{sym^mf}(n)| \leq d_{m+1}(n) \ll_{\epsilon} n^{\epsilon}$$

for any real number $\epsilon > 0$ and $d_m(n)$ denotes the number of $m$ factors of $n$.

For $M, N \geq 1$, the Rankin-Selberg $L$-function associated to $sym^Mf$ and $sym^Nf$ (given in terms of Euler product) is defined as follows:

\begin{equation}
L(s, sym^Mf \times sym^Nf) := \prod_{\substack{p - \text{prime} \ j=0}}^{M} \prod_{\substack{M-N=1 \ \text{prime} \ l=0}}^{N} \left(1 - \alpha_p^{M-j} \beta_p^j \alpha_p^{N-l} \beta_p^l \ p^{-s}\right)^{-1} = \sum_{n=1}^{\infty} \frac{\lambda_{sym^Mf \times sym^Nf}(n)}{n^s},
\end{equation}

for $\Re(s) > 1$ where $\lambda_{sym^Mf \times sym^Nf}(n)$ is also a multiplicative function and from Deligne’s bound, we have

$$|\lambda_{sym^Mf \times sym^Nf}(n)| \leq d_{(M+1)(N+1)}(n) \ll_{\epsilon} n^{\epsilon}$$

for any real number $\epsilon > 0$. We write the symmetric power $L$-function and Rankin-Selberg $L$-function associated to symmetric power functions as an Euler product, i.e.,

$$L(s, sym^mf) = \prod_{p - \text{prime}} \left(1 + \frac{\lambda_{sym^mf}(p)}{p^s} + \frac{\lambda_{sym^mf}(p^2)}{p^{2s}} \cdots \right) \quad \text{and}
$$

$$L(s, sym^Mf \times sym^Nf) = \prod_{p - \text{prime}} \left(1 + \frac{\lambda_{sym^Mf \times sym^Nf}(p)}{p^s} + \frac{\lambda_{sym^Mf \times sym^Nf}(p^2)}{p^{2s}} \cdots \right).$$

where the arithmetical functions $\lambda_{sym^mf}(n)$ and $\lambda_{sym^Mf \times sym^Nf}(n)$ are given by

\begin{equation}
\lambda_{sym^mf}(p) = \sum_{j=0}^{m} \alpha_p^{j} \beta_p^{m-j} \quad \text{and} \quad \lambda_{sym^Mf \times sym^Nf}(p) = \sum_{j=0}^{M} \sum_{l=0}^{N} \alpha_p^{j} \beta_p^{M-j} \alpha_p^{l} \beta_p^{N-l}.
\end{equation}

Remark 2.1. For a classical holomorphic Hecke eigenform $f$, J. Cogdell and P. Michel [3] have given the explicit description of analytic continuation and functional equation for the function $L(s, sym^mf), \ 2 \leq m \leq 4$. Y. K. Lau and J. Wu [12] have obtained functional equation and meromorphic continuation for the $L$-functions $L(s, sym^Mf \times sym^Nf)$ where $2 \leq M \leq 4$ and $0 \leq N \leq 4$ when $f$ is classical holomorphic cusp form.

We assume the following convention:

\begin{align*}
&\begin{cases}
L(s, sym^0f) = \zeta(s), & L(s, sym^0f \times \chi) = L(s, \chi), & L(s, sym^1f) = L(s, f), \\
L(s, sym^1f \times \chi) = L(s, f \times \chi), & L(s, sym^Mf \times sym^0f) = L(s, sym^Mf).
\end{cases}
\end{align*}
where \( \zeta(s) = \sum_{n \geq 1} n^{-s} \) and \( L(s, \chi) = \sum_{n \geq 1} \chi(n)n^{-s} \) are the Riemann zeta function and Dirichlet L-function respectively. Now, we state the decomposition of \( R_r(f, D; s) \), \( 1 \leq r \leq 8 \) into well known L-functions.

**Lemma 2.1.** For \( 1 \leq r \leq 8 \), we have

\[
R_r(f, D; s) = L_r(s) \times U_r(s),
\]

where

\[
\begin{align*}
L_1(s) &= L(s, f)L(s, f \times \chi_D), \\
L_2(s) &= \zeta(s)L(s, \chi_D)L(s, \text{sym}^2 f)L(s, \text{sym}^2 f \times \chi_D), \\
L_3(s) &= L(s, f)^2L(s, f \times \chi_D)^2L(s, \text{sym}^3 f)L(s, \text{sym}^3 f \times \chi_D), \\
L_4(s) &= \zeta(s)^2L(s, \chi_D)^2L(s, \text{sym}^2 f)^3L(s, \text{sym}^2 f \times \chi_D)^3L(s, \text{sym}^4 f)L(s, \text{sym}^4 f \times \chi_D), \\
L_5(s) &= L(s, f)^5L(s, f \times \chi_D)^5L(s, \text{sym}^3 f)^3L(s, \text{sym}^3 f \times \chi_D)^3 \\
&\quad \times L(s, \text{sym}^4 f \times f)L(s, \text{sym}^4 f \times f \times \chi_D), \\
L_6(s) &= \zeta(s)^5L(s, \chi_D)^5L(s, \text{sym}^2 f)^8L(s, \text{sym}^2 f \times \chi_D)^8L(s, \text{sym}^4 f)^4L(s, \text{sym}^4 f \times \chi_D)^4 \\
&\quad \times L(s, \text{sym}^4 f \times f \times \chi_D)^5L(s, \text{sym}^4 f \times f \times \chi_D)^5, \\
L_7(s) &= L(s, f)^{13}L(s, f \times \chi_D)^{13}L(s, \text{sym}^3 f)^8L(s, \text{sym}^3 f \times \chi_D)^8L(s, \text{sym}^4 f \times f)^5 \\
&\quad \times L(s, \text{sym}^4 f \times f \times \chi_D)^5L(s, \text{sym}^4 f \times f \times \chi_D)^5, \\
L_8(s) &= \zeta(s)^{13}L(s, \chi_D)^{13}L(s, \text{sym}^2 f)^{21}L(s, \text{sym}^2 f \times \chi_D)^{21}L(s, \text{sym}^4 f)^{13}L(s, \text{sym}^4 f \times \chi_D)^{13} \\
&\quad \times L(s, \text{sym}^4 f \times f \times \chi_D)^{21}L(s, \text{sym}^4 f \times f \times \chi_D)^{21}, \\
&\quad \times L(s, \text{sym}^4 f \times f \times f \times f \times f \times f \times \chi_D)^6. 
\end{align*}
\]

where \( \chi_D \) is the Dirichlet character modulo \( |D| \) and \( U_r(s) \) is a Dirichlet series which converges absolutely and uniformly for \( \Re(s) > \frac{1}{2} \) and \( U_r(s) \neq 0 \) for \( \Re(s) = 1 \).

### 2.1. Proof of Lemma 2.1

Let \( T_n(x) \) (respectively \( T_m(x) \times T_n(x) \)) be the polynomial which gives trace of \( n^{\text{th}} \) symmetric power of an element (respectively trace of Rankin - Selberg convolution of \( m^{\text{th}} \) symmetric power and \( n^{\text{th}} \) symmetric power functions) of \( SL_2(\mathbb{C}) \) whose trace is \( x \) \([11]\). Proof of Lemma 2.1. Moreover, \( T_m(x) \times T_n(x) = T_m(x)T_n(x) \).

Let \( U_r \) be the \( r^{\text{th}} \) chebyhesve polynomial of second kind given by; \( U_r(\cos \theta) = \frac{\sin((r+1)\theta)}{\sin(\theta)} \). Then \( T_r(x) = U_r(x/2) \). From Deligne’s estimate, we write \( \lambda_f(p) = 2\cos \theta \) and \( \lambda_f(p^2) = T_r(2\cos \theta) = U_r(\cos \theta) \). Then the expression for the \( j^{\text{th}} \)-symmetric power Fourier coefficient \( \lambda_{\text{sym}^j f}(p) \) is given in term of \( \lambda_f(p) \) as in \([14]\). Proof of lemma 2.2. \([14]\), We write \( \lambda_f(p) = \alpha_p + \beta_p \) and give a proof of decomposition in case of \( l = 2 \). Similar argument are used to prove other cases. Let us write \( r_Q^*(n) = r_Q(n)/w_D = \sum_{d \mid n} \chi_D(d) \). The function \( r_Q^*(n) \) is a multiplicative function. We know that \( \lambda_f(n) \) is a multiplicative function. This gives that the function \( R_2(f, D; s) \) is given as a Euler product, i.e.,

\[
R_2(f, D; s) = w_D \sum_{n \geq 1} \frac{(\lambda_f(n))^2 r_Q^*(n)}{n^s} = w_D \prod_p \left( 1 + \frac{(\lambda_f(p))^2 r_Q^*(p)}{p^s} + \frac{(\lambda_f(p^2))^2 r_Q^*(p^2)}{p^{2s}} + \cdots \right).
\]

Moreover,

\[
\lambda_f(p)^2 r_Q^*(p) = (\alpha_p + \beta_p)^2(1 + \chi_D(p)) = (\alpha_p^2 + \beta_p^2 + 2)(1 + \chi_D(p)) = (\lambda_{\text{sym}^2 f}(p)(1 + \chi_D(p)) + (1 + \chi_D(p)) = 1 + \chi_D(p) + \lambda_{\text{sym}^2 f}(p) + \lambda_{\text{sym}^2 f}(p)\chi_D(p).
\]
as \( \alpha_p^2 + \beta_p^2 + 1 \) from (14). For \( \Re(s) > 1 \), we express the function \( \zeta(s)L(s, \chi_D)L(s, \text{sym}^2 f)L(s, \text{sym}^2 f \times \chi_D) \) as a Euler product of the form
\[
\prod_{p} \left( 1 + \frac{A(p)}{p^s} + \frac{A(p^2)}{p^{2s}} + \cdots \right), \quad \text{where} \quad A(p) = \lambda_f(p)^2 r_Q^*(p).
\]

So, we have
\[
R_2(f, D; s) = \zeta(s)L(s, \chi_D)L(s, \text{sym}^2 f)L(s, \text{sym}^2 f \times \chi_D) \times U_2(s),
\]
where the function \( U_2(s) \) is given by the Euler product
\[
w_D \prod_{p} \left( 1 + \frac{(\lambda_f(p^2)^2 r_Q^*(p^2)) - A(p^2)}{p^{2s}} + \cdots \right)
\]
which converges absolutely for \( \Re(s) > \frac{1}{2} \) and non-zero for \( \Re(s) = 1 \).

2.2. Sub-convexity bound, convexity bound and mean square integral estimates of the general \( L \)-functions.

**Lemma 2.2.** Let \( \zeta(s) = \sum_{n \geq 1} \frac{1}{n^s} \) be the Riemann zeta function. Then for any \( \varepsilon > 0 \), we have
\[
\zeta(\sigma + it) \ll \varepsilon (1 + |t|)^{\frac{1}{2}(1-\sigma)+\varepsilon}
\]
uniformly for \( \frac{1}{2} \leq \sigma \leq 1 \) and \( |t| \geq 1 \).

*Proof.* An estimate in [21, Theorem 5.5] (due to G. H. Hardy and J. E. Littlewood) and Phragmen - Lindelöf convexity principle gives the required result. \( \square \)

**Lemma 2.3.** Let \( L(s, \chi) = \sum_{n \geq 1} \frac{\chi(n)}{n^s} \) be the Dirichlet \( L \)-function where \( \chi \) is a Dirichlet character modulo \( N \). Then for any \( \varepsilon > 0 \), we have
\[
L(\sigma + it, \chi) \ll_{\varepsilon, N} (1 + |t|)^{\frac{1}{2}(1-\sigma)+\varepsilon}
\]
uniformly for \( \frac{1}{2} \leq \sigma \leq 1 \) and \( |t| \geq 1 \).

*Proof.* From [7, eq. (1.1)] and Phragmen - Lindelöf convexity principle, we have the required result. \( \square \)

**Lemma 2.4.** For any \( \varepsilon > 0 \), the sub-convexity bound of Hecke \( L \)-function is given by:
\[
L(\sigma + it, f) \ll \varepsilon (1 + |t|)^{\frac{3}{2}(1-\sigma)+\varepsilon}
\]
uniformly for \( \frac{1}{2} \leq \sigma \leq 1 \) and \( |t| \geq 1 \).

*Proof.* Proof follows from standard argument of Phragmen - Lindelöf convexity principle and a result of A. Good [6, Corollary]. \( \square \)

**Lemma 2.5.** Let \( m, M = 2, 3, 4 \) and \( 0 \leq N \leq M \). For any arbitrarily small \( \varepsilon > 0 \), we have
\[
L(\sigma + it, \text{sym}^m f) \ll \varepsilon (1 + |t|)^{\frac{m+1}{2}(1-\sigma)+\varepsilon}
\]
and
\[
L(\sigma + it, \text{sym}^M f \times \text{sym}^N f) \ll \varepsilon (1 + |t|)^{\frac{(M+1)(N+1)}{2}(1-\sigma)+\varepsilon}
\]
uniformly for \( \frac{1}{2} \leq \sigma \leq 1 \) and \( |t| \geq 1 \).

*Proof.* We refer to [13, Lemma 2.5] and [11, Section 2.3]. \( \square \)
Let \( l := (l_1, l_2, \ldots, l_u) \), \( M := (M_1, M_2, \ldots, M_u) \) and \( N := (N_1, N_2, \ldots, N_u) \) with \( l_\nu \in \mathbb{N} \), \( 1 \leq M_\nu \leq 4 \) and \( 0 \leq N_\nu \leq M_\nu \). Following [11], we define the following general \( L \)-functions:

\[
L_{M,N}(s) := \prod_{\nu=1}^{u} (L(s, \text{sym}^{M_\nu} f \times \text{sym}^{N_\nu} f))^{l_\nu},
\]

\( L_{M,N}(s) \) is a general \( L \)-function of degree \( \eta = \sum_{\nu=1}^{u} l_\nu (M_\nu + 1)(N_\nu + 1) \).

**Lemma 2.6.** [9] pp. 100] Let \( L(s, F) \) be an \( L \)-function of degree \( m \geq 2 \), i.e.

\[
L(s, F) = \sum_{n \geq 1} \frac{\lambda_F(n)}{n^s} = \prod_{p \text{ prime}} \prod_{j=1}^{m} \left( 1 - \frac{\alpha_{p,f,j}}{p^s} \right)^{-1},
\]

where \( \alpha_{p,f,j}, 1 \leq j \leq m; \) are the local parameter of \( L(F, s) \) at prime \( p \) and \( \lambda_F(n) = O(n^\epsilon) \) for any \( \epsilon > 0 \). We assume that the series and Euler product converge absolutely for \( \Re(s) > 1 \) and \( L(s, F) \) is an entire function except possibly for pole at \( s = 1 \) of order \( r \) and satisfies a nice functional equation (\( s \to 1 - s \)). Then for any \( \epsilon > 0 \), we have

\[
\left( \frac{s-1}{s+1} \right)^{r} L(\sigma + it, F) \ll_{\epsilon} (1 + |t|)^{\frac{m}{2}(1-\sigma)+\epsilon}
\]

uniformly for \( 0 \leq \sigma \leq 1 \). and \( |t| \geq 1 \) where \( s = \sigma + it \).

**Lemma 2.7.** [14] Lemma 2.6] Let \( L(s, F) \) be an \( L \)-function of degree \( m \geq 2 \). Then for \( T \geq 1 \), we have

\[
\int_{T}^{2T} \left| L\left( \frac{1}{2} + \epsilon + it, F \right) \right|^2 dt \ll T^{\frac{m}{2}+\epsilon}
\]

The partial sum \( \sum_{n \geq x} a(n) \) of arithmetical function \( a(n) \) is related with its Dirichlet series \( D(s) = \sum_{n \geq 1} \frac{a(n)}{n^s} \). It is given by following Lemma.

**Lemma 2.8.** (Truncated Perron’s formula) [18] pp. 67] : Let \( D(s) = \sum_{n \geq 1} \frac{a(n)}{n^s} \) be a Dirichlet series. Let \( a_n = O(n^\epsilon) \) for an arbitrary small \( \epsilon > 0 \). Then for a positive non-integral \( x \), the truncated Perron’s formula is given by

\[
\sum_{n \leq x} a_n = \frac{1}{2\pi i} \int_{\sigma-iT}^{\sigma+iT} D(s) \frac{x^s}{s} ds + O\left( \frac{x^{\sigma+\epsilon}}{T} \right)
\]

where \( \sigma = \Re(s) > 1 \) is a real number. This result also holds when \( x \) is a positive integer.

Now, we state and prove a result on the sign change which is a generalisation of the result of Meher - Murty [17] Theorem 1.1.

**Lemma 2.9.** Let \( \{a(n)\}_{n \in \mathbb{N}} \) be a sequence of real numbers and \( g : \mathbb{S}^r \to \mathbb{N} \) be a function such that \( g^{-1}(n) \) is a finite set for each \( n \) where \( \mathbb{S} \) is a countable set and \( r \geq 1 \). Suppose that.

1. \( a(n) = O(n^\alpha) \) for each \( n \),
2. \( \sum_{g(s) \leq x} a(g(s)) = O(x^\beta) \),
3. \( \sum_{g(s) \leq x} a^2(g(s)) = Cx + O(x^\gamma) \).
with $\alpha, \beta, \gamma > 0$ and $C > 0$. Let $\alpha + \beta < 1$. Then for any $\delta$ satisfying $\max \{\alpha + \beta, \gamma\} < \delta < 1$, the sequence $\{a(g(s))\}_{s \in S'}$ has at least one sign change at $s \in S'$ with $g(s) \in (x, x + x^\delta]$. Consequently, there are at least $x^{1-\delta}$ sign changes for $g(s) \in (x, 2x]$, for sufficiently large $x$.

**Proof of Lemma 2.9.** We assume that the sequence $\{a(g(s))\}_{s \in S'}$ has constant sign (say positive) for each $s \in S'$ with $g(s) \in (x, x + x^\delta]$. Then from conditions (1) and (2), we have

$$
\sum_{s \in S'} a(g(s))^2 \ll x^\alpha \sum_{s \in S'} a(g(s)) \ll x^{\alpha + \beta}
$$

and the condition (3) gives the following:

$$
\sum_{s \in S'} a(g(s))^2 = C x^{\delta} + O(x^\gamma) \gg x^{\delta}.
$$

From (25) and (26), we have

$$
x^{\delta} \ll \sum_{s \in S'} a(g(s))^2 \ll x^{\alpha + \beta},
$$

which is a contradiction as $\alpha + \beta < \delta$. Thus, we have at least one sign change of the sequence $\{a(g(s))\}_{s \in S'}$ for some $s \in S'$ with $g(s) \in (x, x + x^\delta]$.

### 3. Proof of Results.

#### 3.1. Proof of Theorem 1.1

In order to obtain an estimate of $S_r(f, D; x)$, we apply the truncated Perron’s formula (Lemma 2.8).

We choose $\epsilon > 0$ for which $\lambda_f(n) \ll \epsilon n^{r/32}$ and $r_Q(n) \ll \epsilon n^{r/2}$ so that we have

$$(\lambda_f(n))^r r_Q(n) \ll \epsilon n^{(r/32 + 1/2)} \ll \epsilon n^{r/R} \ll \epsilon n^\epsilon$$

where $R > 1$. This gives $(\lambda_f(n))^r r_Q(n) \ll \epsilon n^\epsilon$ for each $r \geq 1$. Now, we apply the truncated Perron’s formula (Lemma 2.8) by taking $\sigma = 1 + \epsilon$ to obtain an estimate for $S_r(f, D; x)$ for each $r$ with $1 \leq r \leq 8$, i.e.,

$$
S_r(f, D; x) = \sum_{n \leq x} (\lambda_f(n))^r r_Q(n) = \frac{1}{2\pi i} \int_{1+\epsilon-iT}^{1+\epsilon+iT} R_r(f, D; s) \frac{x^s}{s} ds + O\left(\frac{x^{1+2\epsilon}}{T}\right),
$$

where $R_r(f, D; s)$ is given in (10). Now, we shift the line of integration from $1 + \epsilon$ to $\frac{1}{2} + \epsilon$ and apply the Cauchy residue theorem to get:

$$
S_r(f, D; x) = \text{Res}_{s=1} \left( R_r(f, D; s) \frac{x^s}{s} \right) \bigg|_{s=1} + \frac{1}{2\pi i} \int_{1+\epsilon-iT}^{1+\epsilon+iT} R_r(f, D; s) \frac{x^s}{s} ds + O\left(\frac{x^{1+2\epsilon}}{T}\right),
$$

where the first term of right-hand side does not appear when $r$ is odd. In this case ($r$-odd), the function $R_r(f, D; s)$ does not have a pole at $s = 1$. We define the following integrals:

$$
V_r := \frac{1}{2\pi i} \int_{1+\epsilon-iT}^{1+\epsilon+iT} R_r(f, D; s) \frac{x^s}{s} ds
$$

and

$$
H_r := \left\{ \int_{1+\epsilon-iT}^{1+\epsilon+iT} R_r(f, D; s) \frac{x^s}{s} ds \right\}.
$$

(28)
For each $r$ with $1 \leq r \leq 8$. We shall obtain an upper bound for $H_r$ and $V_r$ using the following arguments:

$$|H_r| = \left\{ \int_{1+\epsilon-iT}^{1+\epsilon+iT} + \int_{1-\epsilon-iT}^{1-\epsilon+iT} \right\} R_r(f, D; s) \frac{x^s}{s} ds = \int_{1+\epsilon}^{1+\epsilon+iT} R_r(f, D; \sigma-iT) \frac{x^{\sigma-iT}}{\sigma-iT} d\sigma + \int_{1-\epsilon}^{1+\epsilon} R_r(f, D; \sigma+iT) \frac{x^{\sigma+iT}}{\sigma+iT} d\sigma \ll \int_{1+\epsilon}^{1+\epsilon+iT} |R_r(f, D; \sigma+iT)| x^{\sigma+iT} d\sigma \ll \max_{\frac{1}{2}+\epsilon \leq \sigma \leq 1+\epsilon} \left( \frac{x^{\sigma}}{T} |R_r(f, D; \sigma+iT)| \right).$$

The last estimate is obtained by substituting the convexity or sub-convexity bound of $R_r(f, D; s)$ and observing that the integrand is a convex function in $\sigma$.

$$V_r = \frac{1}{2\pi i} \int_{\frac{1}{2}+\epsilon-iT}^{1+\epsilon+iT} R_r(f, D; s) \frac{x^s}{s} ds = \frac{1}{2\pi i} \int_{-T}^{T} R_r(f, D; \frac{1}{2} + \epsilon + it) \frac{x^{\frac{1}{2}+\epsilon+it}}{\left( \frac{1}{2} + \epsilon + it \right)} dt \ll x^{\frac{1}{2}+\epsilon} \left( \int_{0}^{T} \frac{|R_r(f, D; \frac{1}{2} + \epsilon + it)| dt}{\left| \frac{1}{2} + \epsilon + it \right|} \right) \ll x^{\frac{1}{2}+\epsilon} \left( 1 + \int_{1}^{T} \frac{1}{t} |R_r(f, D; \frac{1}{2} + \epsilon + it)| dt \right) \ll x^{\frac{1}{2}+\epsilon} \left( 1 + \int_{1}^{T} \frac{1}{t} |R_r(f, D; \frac{1}{2} + \epsilon + it)| dt \right).$$

Since the bound for $|R_r(f, D; \frac{1}{2} + \epsilon + it)|$ is even function in $t$. We obtain an estimate for $|V_r|$ using the following arguments:

Let $f(t) = R_r(f, D; \frac{1}{2} + \epsilon + it)$. Then for some $c > 0$,

$$\int_{1}^{T} \frac{|f(t)|}{|t|} dt \leq \sum_{i=0}^{\log T} \int_{\frac{T}{2^{i+1}}}^{\frac{T}{2^i}} \frac{|f(t)|}{|t|} dt \leq \max_{i} \left( \frac{1}{2^i+1} \int_{\frac{T}{2^i+1}}^{\frac{T}{2^i}} |f(t)| dt \right) \times c \log T.$$  \hspace{1cm} (29)

So, we have

$$|V_r| \ll x^{\frac{1}{2}+\epsilon} \left( 1 + \log T \max_{2 \leq T_1 \leq T} \left( \frac{1}{T_1} \int_{\frac{T_1}{2}}^{T_1} |f(t)| dt \right) \times c \log T \ll \log T \max_{2 \leq T_1 \leq T} \left( \frac{1}{T_1} \int_{\frac{T_1}{2}}^{T_1} |f(t)| dt \right).$$

Since $\log T \ll T^\epsilon$ for any $\epsilon > 0$ and $1 \leq T \leq x$. So $\log T \ll x^\epsilon$. Moreover, we use the decomposition $R_r(f, D; s) = L_r(s) U_r(s)$ from Lemma 2.1 and absolute convergence of $U_r(s)$ for $\Re(s) > \frac{1}{2}$ to have

$$|V_r| \ll_{\epsilon, \sigma} x^{\frac{1}{2}+\epsilon} + x^{\frac{1}{2}+2\epsilon} \max_{2 \leq T_1 \leq T} \left( \frac{1}{T_1} \int_{\frac{T_1}{2}}^{T_1} |L_r(f; \frac{1}{2} + \epsilon + it)| dt \right)$$

and

$$|H_r| \ll \max_{\frac{1}{2}+\epsilon \leq \sigma \leq 1+\epsilon} \left( \frac{x^{\sigma}}{T} |L_r(\sigma + iT)| \right).$$

We then apply the convexity or sub-convexity bound and mean square integral estimate for the $L$-function to obtain an estimate of $S_r(f, D; x)$, i.e.

$$S_r(f, D; x) = \Res_{s=1} \left( R_r(f, D; s) \frac{x^s}{s} \right) + |V_r| + |H_r| + O \left( \frac{x^{1+2\epsilon} T}{T} \right).$$
Case $r = 1$:

From Lemma 2.1, we have $L_1(s) = L(s, f)L(s, f \times \chi_D)$. $L_1(s)$ does not have a pole as $L(s, f)$ and $L(s, f \times \chi_D)$ are entire functions. Now, we substitute $L_1(s) = L(s, f)L(s, f \times \chi_D)$ to obtain an estimate for $H_1$ and $V_1$.

$$H_1 = \left\{ \int_{1/2+\varepsilon+iT}^{1+\varepsilon-iT} R_1(f, D; s) \frac{x^s}{s} ds \right\}$$

$$|H_1| \ll \left| \int_{1/2+\varepsilon+iT}^{1+\varepsilon-iT} R_1(f, D; s) \frac{x^s}{s} ds \right| \ll \max_{1/2+\varepsilon \leq \sigma \leq 1} \left( \frac{x^\sigma}{T} |R_1(f, D; \sigma + iT)| \right)$$

$$\ll \max_{1/2+\varepsilon \leq \sigma \leq 1} \left( \frac{x^\sigma}{T} L(\sigma + iT, f)L(\sigma + iT, f \times \chi_D)U_1(\sigma + iT) \right)$$

provided $T \leq x^{3/4}$. Here, we use the sub-convexity bound of the Hecke $L$-function $L(s, f)$ and $L(s, f \times \chi_D)$ to obtain an estimate. An estimate of $V_1$ is obtained as follows:

$$|V_1| \ll x^{1/2+\varepsilon} \left( \int_1^{T} \frac{1}{t} |L(1/2 + \varepsilon + it, f)L(1/2 + \varepsilon + it, f \times \chi_D)U_1(1/2 + \varepsilon + it)| dt \right).$$

Using absolute convergence of $U_1(s)$ for $\Re(s) > 1/2$ and sub-convexity bound, we have

$$|V_1| \ll x^{1/2+\varepsilon} \times \int_1^{T} \frac{1}{t} (1 + t)^{(2\times2\times(1-(1/2+\varepsilon)))} dt \ll x^{1/2+\varepsilon}T^{2+\varepsilon}.$$

Thus, we have

$$S_1(f, D; x) \ll \frac{x^{1+\varepsilon}}{T} + x^{1+\varepsilon}T^{2+\varepsilon} + \frac{x^{1+2\varepsilon}}{T}.$$

Now, we choose $T = x^{3/4}$ to get

$$S_1(f, D; x) \ll x^{7/4+2\varepsilon}.$$

For $r$ with $2 \leq r \leq 8$, we use the following method as done in [24] to obtain bound for $V_r$.

$$|V_r| \ll x^{1/2+\varepsilon} + x^{1/2+2\varepsilon} \max_{2 \leq T_1 \leq T} \left( \frac{1}{T_1} \int_{T_1/2}^{T_1} |L_r(1/2 + \varepsilon + it)| dt \right).$$

Now, we break $L_r(s)$ into two well-known $L$-functions and apply the Cauchy-Schwarz inequality to get

$$|V_r| \ll x^{1/2+\varepsilon} + x^{1/2+2\varepsilon} \max_{2 \leq T_1 \leq T} \left\{ \frac{1}{T_1} \left( \int_{T_1/2}^{T_1} |L_{r,1}(1/2 + \varepsilon + it)|^2 dt \right)^{1/2} \right\} \times \left( \int_{T_1/2}^{T_1} |L_{r,2}(1/2 + \varepsilon + it)|^2 dt \right)^{1/2}.$$

From (30), we have

$$|H_r| \ll \max_{1/2+\varepsilon \leq \sigma \leq 1+\varepsilon} \left( \frac{x^\sigma}{T} |L_r(\sigma + iT)| \right).$$

We apply the convexity bound, sub-convexity bound, and mean square integral estimate of the $L$-function to obtain the bounds for $H_r$ and $V_r$. Thus, we obtain the required estimate for $S_r(f, D; x)$. 


Case: $r = 2$

$$L_2(s) = \zeta(s)L(s, \chi_D)L(s, \text{sym}^2 f)L(s, \text{sym}^2 f \times \chi_D).$$

We have

$$|H_2| \ll \max_{\frac{1}{4} + \epsilon \leq \sigma \leq 1 + \epsilon} \left( \frac{x^\sigma}{T} |\zeta(\sigma + iT)L(\sigma + iT, \chi_D)L(\sigma + iT, \text{sym}^2 f)L(\sigma + iT, \text{sym}^2 f \times \chi_D)| \right)$$

$$\ll \frac{x^{1+\epsilon}}{T} + \left| \frac{x^\sigma}{T} \zeta(\sigma + iT)L(\sigma + iT, \chi_D)L(\sigma + iT, \text{sym}^2 f)L(\sigma + iT, \text{sym}^2 f \times \chi_D) \right|_{\sigma = \frac{1}{2} + \epsilon}$$

and

$$|V_2| \ll x^{\frac{1}{4}+\epsilon} + x^{\frac{1}{4}+2\epsilon} \left( \int_1^T \frac{1}{t} \left| L_2 \left( \frac{1}{2} + \epsilon + it \right) \right| dt \right)$$

$$V_2 \ll x^{\frac{1}{4}+\epsilon} + x^{\frac{1}{4}+2\epsilon} \max_{\frac{1}{2} \leq T_1 \leq T} \left\{ \frac{1}{T_1} \left( \int_{T_1}^T |\zeta(1/2 + \epsilon + it)L(1/2 + \epsilon + it, \text{sym}^2 f)|^2 dt \right)^{\frac{1}{2}} \times \left( \int_{T_1}^T |L(1/2 + \epsilon + it, \chi_D)L(1/2 + \epsilon + it, \text{sym}^2 f \times \chi_D)|^2 dt \right)^{\frac{1}{2}} \right\}$$

From Lemmas 2.2, 2.3, 2.4, 2.6, and 2.7, we have

$$V_2 \ll x^{\frac{1}{4}+\epsilon} + x^{\frac{1}{4}+2\epsilon} \max_{\frac{1}{2} \leq T_1 \leq T} \left\{ \frac{1}{T_1} \left( \max_{\frac{1}{2} \leq T_1 \leq T} |\zeta(1/2 + \epsilon + it)L(1/2 + \epsilon + it, \text{sym}^2 f)|^2 dt \right)^{\frac{1}{2}} \times \left( \max_{\frac{1}{2} \leq T_1 \leq T} |L(1/2 + \epsilon + it, \chi_D)|^2 \int_{T_1}^T |L(1/2 + \epsilon + it, \text{sym}^2 f \times \chi_D)|^2 dt \right)^{\frac{1}{2}} \right\}$$

So, we have

$$(34) \quad S_2(f, D; x) = CxP_2(\log x) + O \left( x^{\frac{1}{4}+\epsilon}T_0^\frac{3}{2} + x^{\frac{1}{4}+\epsilon} \right) + O \left( x^{\frac{1}{4}+2\epsilon}T_0^\frac{3}{2} + x^{\frac{1}{4}+2\epsilon} \right) + O \left( \frac{x^{1+2\epsilon}}{T} \right).$$

Now, we choose $T = x^{\frac{1}{11}}$ to get

$$S_2(f, D; x) = CxP_2(\log x) + O \left( x^{\frac{1}{11}+2\epsilon} \right).$$

For $r$ with $3 \leq r \leq 8$, the method to obtain estimates for $H_r$ and $V_r$ is exactly same as done in the case of $r = 2$. For each $r$ with $3 \leq r \leq 8$, estimate for $S_r(f, D; x)$ are exactly same as in (23).

Case: $r = 3$

$$L_3(s) = L_{3,1}(s) \times L_{3,2}(s), \quad \text{where} \quad \begin{cases} L_{3,1}(s) = L(s, f)^2L(s, \text{sym}^3 f), \\ L_{3,2}(s) = L(s, f \times \chi_D)^2L(s, \text{sym}^3 f \times \chi_D). \end{cases}$$
Substituting these in (32) and (33) when \( r = 3 \) and applying the convexity or sub-convexity bound and mean square estimate of the \( L \)-function, we have
\[
|H_3| \ll \frac{x^{1+\epsilon}}{T} + \left( \frac{x^{1+\epsilon}}{T} T^{4\times\left(\frac{1}{4}+\epsilon\right)+2\times\left(\frac{1}{2}+\epsilon\right)} \right) \ll \frac{x^{1+\epsilon}}{T} + x^{1+\epsilon} T^{7/3+\epsilon}
\]
and
\[
|V_3| \ll \frac{x^{1+\epsilon} + x^{1+2\epsilon}}{T} \max_{2 \leq T_1 \leq T} \left( \frac{1}{T_1} \left( T_1^{4\times\left(\frac{1}{4}+\epsilon\right)} \times T_1^{\frac{1}{2}+\epsilon} \right)^{\frac{1}{2}} \times \left( T_1^{4\times\left(\frac{1}{4}+\epsilon\right)} \times T_1^{\frac{1}{2}+\epsilon} \right)^{\frac{1}{2}} \right) \ll x^{1+\epsilon} + x^{1+2\epsilon} T^{\frac{7}{3}+\epsilon} \ll x^{1+2\epsilon} T^{\frac{7}{3}+\epsilon}.
\]

We substitute these bounds in (31) to get
\[
S_3(f, D; x) \ll \frac{x^{1+\epsilon}}{T} + \frac{x^{1+\epsilon}}{T} + \frac{x^{1+2\epsilon}}{T} + \frac{x^{1+2\epsilon}}{T}.
\]
Now, we choose \( T = x^{\frac{3}{40}} \) to get
\[
S_3(f, D; x) \ll x^{1+\epsilon}.
\]

**Case : \( r = 4 \)**

\[
L_4(s) = \zeta(s)^2 L(s, \chi_D)^2 L(s, \text{sym}^2 f)^3 L(s, \text{sym}^2 f \times \chi_D)^3 L(s, \text{sym}^4 f) L(s, \text{sym}^4 f \times \chi_D).
\]

\[
L_4(s) = L_{4,1}(s) \times L_{4,2}(s),
\]
where
\[
\begin{cases}
L_{4,1}(s) = \zeta(s)^2 L(s, \text{sym}^2 f)^3 L(s, \text{sym}^4 f), \\
L_{4,2}(s) = L(s, \chi_D)^2 L(s, \text{sym}^2 f \times \chi_D)^3 L(s, \text{sym}^4 f \times \chi_D).
\end{cases}
\]

Substituting these in (32) and (33) when \( r = 4 \) and applying the convexity or sub-convexity bound and mean square estimate of the \( L \)-function, we have
\[
|H_4| \ll \frac{x^{1+\epsilon}}{T} + \left( \frac{x^{1+\epsilon}}{T} T^{2\times\left(\frac{1}{4}+\epsilon\right)+2\times\left(\frac{3}{2}+\epsilon\right)+2\times\left(\frac{1}{2}+\epsilon\right)} \right) \ll \frac{x^{1+\epsilon}}{T} + x^{1+\epsilon} T^{20/3+\epsilon}
\]
and
\[
|V_4| \ll \frac{x^{1+\epsilon} + x^{1+2\epsilon}}{T} \max_{2 \leq T_1 \leq T} \left( \frac{1}{T_1} \left( T_1^{4\times\left(\frac{1}{4}+\epsilon\right)} \right)^{\frac{1}{2}} \times \left( T_1^{4\times\left(\frac{1}{4}+\epsilon\right)} \times T_1^{\frac{1}{2}+\epsilon} \right)^{\frac{1}{2}} \right) \ll x^{1+\epsilon} + x^{1+2\epsilon} T^{\frac{20}{3}+\epsilon} \ll x^{1+2\epsilon} T^{\frac{20}{3}+\epsilon}.
\]

Substituting these estimates in (31) when \( r = 4 \), we get
\[
S_4(f, D; x) = C x P_2(\log x) + O \left( x^{1+\epsilon} T^{\frac{20}{3}+\epsilon} + \frac{x^{1+\epsilon}}{T} \right) + O \left( x^{1+2\epsilon} T^{\frac{20}{3}+\epsilon} \right) + O \left( \frac{x^{1+2\epsilon}}{T} \right).
\]
Now, we choose \( T = x^{\frac{3}{40}} \) to get
\[
S_4(f, D; x) = C x P_4(\log x) + O \left( x^{\frac{43}{40}+2\epsilon} \right).
\]

**Case : \( r = 5 \)**

\[
L_5(s) = L(s, f)^5 L(s, f \times \chi_D)^5 L(s, \text{sym}^3 f)^3 L(s, \text{sym}^3 f \times \chi_D) \times
L(s, \text{sym}^4 f \times f) L(s, \text{sym}^4 f \times f \times \chi_D).
\]

\[
L_5(s) = L_{5,1}(s) \times L_{5,2}(s),
\]
where
\[
\begin{cases}
L_{5,1}(s) = L(s, f)^5 L(s, \text{sym}^3 f)^3 L(s, \text{sym}^4 f \times f), \\
L_{5,1}(s) = L(s, f \times \chi_D)^5 L(s, \text{sym}^3 f \times \chi_D)^3 L(s, \text{sym}^4 f \times f \times \chi_D).
\end{cases}
\]
Substituting these in (32) and (33) when $r = 5$. Then we apply the convexity bound and mean square estimate to get

$$|H_5| \ll \frac{x^{1+\epsilon}}{T} + \left( \frac{x^{\frac{1}{2}+\epsilon}}{T} T^{10(\frac{1}{2}+\epsilon)+6\times(\frac{1}{2}+\epsilon)+2\times\frac{10}{3}\times(\frac{1}{2}+\epsilon)} \right) \ll \frac{x^{1+\epsilon}}{T} + x^{\frac{1}{2}+\epsilon} T^{40/3+\epsilon}$$

and

$$|V_5| \ll \frac{x^{\frac{1}{2}+\epsilon}}{T} + x^{\frac{1}{2}+2\epsilon} \max_{2 \leq T_1 \leq T} \left( \frac{1}{T_1} \left( T_1^{10\times\frac{3}{2}\times(\frac{1}{2}+\epsilon)} \right) \times \left( T_1^{\frac{11}{2}+\epsilon} \right) \right) \ll \frac{x^{\frac{1}{2}+\epsilon}}{T} + x^{\frac{1}{2}+2\epsilon} T^{40/3+\epsilon} \ll x^{\frac{1}{2}+2\epsilon} T^{40/3+\epsilon}.$$

So, we get

$$S_5(f, D; x) \ll x^{\frac{1}{2}+\epsilon} T^{40/3+\epsilon} + \frac{x^{1+\epsilon}}{T} + x^{\frac{1}{2}+2\epsilon} T^{40/3+\epsilon} + \frac{x^{1+2\epsilon}}{T}.$$

Now, we choose $T = x^{\frac{3}{20}}$ to get

$$S_5(f, D; x) \ll x^{\frac{83}{20}+2\epsilon}.$$

**Case : $r = 6$**

$$L_6(s) = \zeta(s)^5 L(s, \chi_D)^5 L(s, \sym^2 f)^8 L(s, \sym^2 f \times \chi_D)^8 L(s, \sym^4 f)^4 L(s, \sym^4 f \times \chi_D)^4 \times L(s, \sym^4 f \times \sym^2 f) L(s, \sym^4 f \times \sym^2 f \times \chi_D).$$

$L_6(s) = L_{6,1}(s) \times L_{6,2}(s)$, where

$$\begin{cases} L_{6,1}(s) = \zeta(s)^5 L(s, \sym^2 f)^8 L(s, \sym^4 f)^4 L(s, \sym^4 f \times \sym^2 f), \\ L_{6,2}(s) = L(s, \chi_D)^5 L(s, \sym^2 f \times \chi_D)^8 L(s, \sym^4 f \times \chi_D)^4 L(s, \sym^4 f \times \sym^2 f \times \chi_D). \end{cases}$$

Substituting these in (32) and (33) when $r = 6$ and apply convexity bound and mean square estimate to obtain

$$|H_6| \ll \frac{x^{1+\epsilon}}{T} + \left( \frac{x^{\frac{1}{2}+\epsilon}}{T} T^{2\times5\times(\frac{1}{2}+\epsilon)+2\times\frac{5}{2}\times(\frac{1}{2}+\epsilon)+2\times\frac{10}{3}\times(\frac{1}{2}+\epsilon)} \right) \ll \frac{x^{1+\epsilon}}{T} + x^{\frac{1}{2}+\epsilon} T^{181/6+\epsilon}$$

and

$$|V_6| \ll \frac{x^{\frac{1}{2}+\epsilon}}{T} + x^{\frac{1}{2}+2\epsilon} \max_{2 \leq T_1 \leq T} \left( \frac{1}{T_1} \times T_1^{10\times\frac{3}{2}\times(\frac{1}{2}+\epsilon)} \times \left( T_1^{\frac{19}{2}+\epsilon} \right) \right) \ll \frac{x^{\frac{1}{2}+\epsilon}}{T} + x^{\frac{1}{2}+2\epsilon} T^{181/6+\epsilon} \ll x^{\frac{1}{2}+2\epsilon} T^{181/6+\epsilon}.$$

Thus, we obtain

$$S_6(f, D; x) \ll C x P_4(\log x) + O \left( x^{\frac{1}{2}+\epsilon} T^{\frac{181}{6}+\epsilon} + \frac{x^{1+\epsilon}}{T} \right) + O \left( x^{\frac{1}{2}+2\epsilon} T^{\frac{181}{6}+\epsilon} \right) + O \left( \frac{x^{1+2\epsilon}}{T} \right).$$

Now, we choose $T = x^{\frac{3}{18}}$ to get

$$S_6(f, D; x) = C x P_4(\log x) + O \left( x^{\frac{184}{18}}+2\epsilon \right).$$

**Case : $r = 7$**

$$L_7(s) = L(s, f)^{13} L(s, f \times \chi_D)^3 L(s, \sym^3 f)^8 L(s, \sym^3 f \times \chi_D)^8 L(s, \sym^4 f \times f)^5 \times L(s, \sym^4 f \times f \times \chi_D)^5 L(s, \sym^4 f \times \sym^3 f) L(s, \sym^4 f \times \sym^3 f \times \chi_D).$$

$L_7(s) = L_{7,1}(s) \times L_{7,2}(s)$, where
\[
\begin{aligned}
L_{7,1}(s) &= L(s, f)^{13} L(s, \text{sym}^3 f)^8 L(s, \text{sym}^4 f \times f)^5 L(s, \text{sym}^4 f \times \text{sym}^3 f), \\
L_{7,2}(s) &= L(s, f \times \chi_D)^{13} L(s, \text{sym}^3 f \times \chi_D)^9 L(s, \text{sym}^4 f \times f \times \chi_D)^5 \\
&\quad \times L(s, \text{sym}^4 f \times \text{sym}^3 f \times \chi_D).
\end{aligned}
\]

Substituting these in (32) and (33) when \( r = 7 \) and apply the convexity bound and mean square estimate the \( L \)-function to get

\[
|H_7| \ll \frac{x^{1+\epsilon}}{T} + \left( \frac{x^{1+\epsilon}}{T} T^{26 \times (\frac{1}{6}+\epsilon)+2 \times (63+65+90+25) \times (\frac{1}{2}+\epsilon)} \right) \ll \frac{x^{1+\epsilon}}{T} + x^{\frac{1}{6}+\epsilon} T^{176/3+\epsilon}
\]

and

\[
|V_7| \ll x^{\frac{1}{2}+\epsilon} + x^{\frac{1}{2}+2\epsilon} \max_{2 \leq T_1 \leq T} \left( \frac{1}{T_1} \left( T_1^{26 \times (\frac{1}{6}+\epsilon)} \right) \times \left( T_1^{102+\epsilon} \right)^{\frac{1}{2}+\epsilon} \right) \ll x^{\frac{1}{2}+\epsilon} + x^{\frac{1}{2}+2\epsilon} T^{176/3+\epsilon} \ll x^{\frac{1}{2}+2\epsilon} T^{176/3+\epsilon}.
\]

Thus, we have

\[
(35) \quad S_7(f, D; x) \ll x^{\frac{1}{2}+\epsilon} T^{176/3+\epsilon} + \frac{x^{1+\epsilon}}{T} + x^{\frac{1}{2}+2\epsilon} T^{176/3+\epsilon} = x^{1+2\epsilon} T^{176/3+\epsilon}.
\]

Now, we choose \( T = x^{\frac{3}{20\epsilon}} \) to obtain

\[
S_7(f, D; x) \ll x^{\frac{35}{30\epsilon}} + 2\epsilon.
\]

**Case : \( r = 8 \)** when

\[
L_8(s) = \zeta(s)^{13} L(s, \chi_D)^{13} L(s, \text{sym}^2 f)^{21} L(s, \text{sym}^2 f \times \chi_D)^{21} L(s, \text{sym}^4 f)^{13} \\
\times L(s, \text{sym}^4 f \times \chi_D)^{13} L(s, \text{sym}^4 f \times \text{sym}^2 f)^6 L(s, \text{sym}^4 f \times \text{sym}^2 f \times \chi_D)^6 \\
\times L(s, \text{sym}^4 f \times \text{sym}^4 f) L(s, \text{sym}^4 f \times \text{sym}^4 f) L(s, \text{sym}^4 f \times \chi_D).
\]

\[
L_8(s) = L_{8,1}(s) \times L_{8,2}(s),
\]

where

\[
\begin{cases}
L_{8,1}(s) &= \zeta(s)^{13} L(s, \text{sym}^2 f)^{21} L(s, \text{sym}^4 f)^{13} L(s, \text{sym}^4 f \times \text{sym}^2 f)^6 L(s, \text{sym}^4 f \times \text{sym}^4 f), \\
L_{8,2}(s) &= L(s, \chi_D)^{13} L(s, \text{sym}^2 f \times \chi_D)^{21} L(s, \text{sym}^4 f \times \chi_D)^{13} L(s, \text{sym}^4 f \times \text{sym}^2 f \times \chi_D)^6 \\
&\quad \times L(s, \text{sym}^4 f \times \text{sym}^4 f \times \chi_D).
\end{cases}
\]

Substitute these in (32) and (33) when \( r = 8 \). Then we apply convexity bound and mean square estimate of the \( L \)-function to get

\[
|H_8| \ll \frac{x^{1+\epsilon}}{T} + \left( \frac{x^{\frac{1}{2}+\epsilon}}{T} T^{2 \times 13 \times (\frac{1}{6}+\epsilon) + 2 \times (63+65+90+25) \times (\frac{1}{2}+\epsilon)} \right) \ll \frac{x^{1+\epsilon}}{T} + x^{\frac{1}{6}+\epsilon} T^{740/6+\epsilon}
\]

and

\[
|V_8| \ll x^{\frac{1}{2}+\epsilon} + x^{\frac{1}{2}+2\epsilon} \max_{2 \leq T_1 \leq T} \left( \frac{1}{T_1} \left( T_1^{26 \times (\frac{1}{6}+\epsilon)} \right) \times \left( T_1^{(63+65+90+25)} \times (\frac{1}{2}+\epsilon) \right)^{\frac{1}{2}+\epsilon} \right) \ll x^{\frac{1}{2}+\epsilon} + x^{\frac{1}{2}+2\epsilon} T^{740/6+\epsilon} \ll x^{\frac{1}{2}+2\epsilon} T^{740/6+\epsilon}.
\]

Thus, we have

\[
(36) \quad S_8(f, D; x) = CP_8(\log x) + O \left( x^{\frac{1}{2}+\epsilon} T^{740/6+\epsilon} + \frac{x^{1+\epsilon}}{T} \right) + O \left( x^{\frac{1}{2}+2\epsilon} T^{740/6+\epsilon} \right) + O \left( \frac{x^{1+2\epsilon}}{T} \right).
\]
Now, we choose $T = x^{\frac{3}{755}}$ to get

$$S_8(f, D; x) = CP_8(\log x) + O\left(x^{\frac{752}{755}+2\varepsilon}\right).$$

Since $\varepsilon > 0$ is arbitrary, we have the required result. This completes the proof of Theorem 1.1.

Now, we apply Lemma 2.9 to get our result on sign change.

**Proof of Theorem 1.2** Let $\varepsilon > 0$ be a fixed arbitrary small real number. We assume that $\lambda_f(n) = O(n^{\varepsilon/2})$ (Deligne’s bound) and $r_Q(n) = O(n^{\varepsilon/2})$ (Weil’s bound). Now, we apply Lemma 2.9 when $r = 2$, $S = \mathbb{Z}$ and $g = Q(x)$, where $Q(x)$ is a primitive integral positive definite binary quadratic form of fixed discriminant $D < 0$ with the class number 1. From Theorem 1.1 we have

$$S_1(f, D; x) = \sum_{\frac{\Delta \in \mathbb{Z}^2}{Q(x)} \leq x} \lambda_f(Q(x)) = O_{f,D,\varepsilon}(x^{\frac{7}{10}+\varepsilon})$$

and

$$S_2(f, D; x) \sum_{\frac{\Delta \in \mathbb{Z}^2}{Q(x)} \leq x} (\lambda_f(Q(x))^2 = Cx + O_{f,D,\varepsilon}(x^{\frac{3}{4}+\varepsilon}),$$

where $C > 0$ is a constant. Now, we chose $\delta = \frac{25}{33} + \varepsilon$ and apply Lemma 2.9 to obtain at least one sign change at $x \in \mathbb{Z}^2$ such that $Q(x) \in (x, x + x^{\frac{25}{33}+\varepsilon}]$. Thus, we have infinitely many sign changes. Moreover, we obtain at least $x^{\frac{3}{33}-\varepsilon}$ many sign changes in the interval $(x, 2x]$, for sufficiently large $x$. This completes the proof.
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