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Abstract—This paper investigates a Hamilton-Jacobi (HJ) analysis to solve finite-horizon optimal control problems for high-dimensional systems. Although grid-based methods, such as the level-set method [1], numerically solve a general class of HJ partial differential equations, the computational complexity is exponential in the dimension of the continuous state. To manage this computational complexity, methods based on Lax-Hopf theory have been developed for the state-unconstrained optimal control problem under certain assumptions, such as affine dynamics and state-independent stage cost. Based on the Lax formula [2], this paper proposes an HJ formula for the state-constrained optimal control problem for nonlinear systems. We call this formula the generalized Lax formula for the optimal control problem. The HJ formula provides both the optimal cost and an optimal control signal. We also provide an efficient computational method for a class of problems for which the dynamics is affine in the state, and for which the stage and terminal cost, as well as the state constraints, are convex in the state. This class of problems does not require affine dynamics and convex stage cost in the control. This paper also provides three practical examples.

I. INTRODUCTION

Hamilton-Jacobi (HJ) analysis is a method for solving optimal control and differential game problems, by formulating an HJ partial differential equation (PDE) which encodes the dynamics and the cost [2]–[7]. It has been widely utilized in a variety of fields, including autonomous driving [8], [9], air traffic [10], [11], robotics [12], economics [13], and finance [14], [15].

In this paper, we are concerned with solving a finite-horizon optimal control problem; specifically, we want to find an optimal state trajectory and a control signal which minimize a cost while satisfying a state constraint. The cost consists of the integration of the stage cost and the terminal cost. For the state-unconstrained and state-constrained optimal control problems, the corresponding HJ equations are presented in [2] and [7], respectively. These HJ equations can be solved by grid-based methods, such as the level-set method [1] and fast marching method [16]. Unfortunately, the grid-based methods lead to computational complexity exponential in the dimension of the continuous state, which makes it unrealistic to solve HJ equations of state dimension more than five or six.

To alleviate computational complexity, various methods have been developed. For instance, system decomposition methods [17], [18], projection methods [19], HJ PDE decomposition methods [20], [21], set-based approximations [22], [23], and learning-based methods [24] have been proposed. The system decomposition [17], [18] and projection methods [19] decompose the problem into multiple lower-dimensional problems and provide an approximation (and sometimes exact) solution by combining the solutions of the lower-dimensional problems. On the other hand, the HJ PDE decomposition methods [20], [21] formulate an HJ PDE in a lower-dimensional space. For reachability problems, set-based approximation methods [22], [23] utilize ellipsoidal or polytopic representation to approximate the subzero-level sets of the solution to the HJ PDE. In the field of learning, [24] utilizes neural networks to approximate the optimal control as a binary classifier, and [25] utilizes a feed-forward neural network to approximate the HJ PDE’s solution to a parameterized function. Recently, the connections between neural networks and viscosity solutions to HJ PDEs have been mathematically investigated [26].

Lax-Hopf theory is an alternative method for solving high-dimensional HJ PDEs, by formulating an optimization problem, which can be solved numerically using temporal discretization and gradient-based optimization techniques [2], [27]. If the temporally discretized problem is convex, the gradient-based optimization techniques provide an optimal solution with substantial computational savings.

In Lax-Hopf theory, two types of formulae have been developed: Lax-based and Hopf-based formulae. The Lax-based formulae provide an optimal control problem in which the control is specified when the Hamiltonian is convex in the costate, and the Hopf-based formulae provide an optimal control problem in which the costate is specified when the given terminal value function is convex in the state.

As the first Lax-based and Hopf-based formulae, Lax and Oleinik have contributed to the Hopf-Lax formula [2] and Hopf proposed the Hopf formula [27], respectively. These two formulae assume that the Hamiltonian depends on the costate but not on the time and the state. This implies that the dynamics and the stage cost depend on the control but not on the time and the state. Later, by relaxing the assumption of the Hopf formula [27], the generalized Hopf formula [28] was proposed, which allows time dependency in the Hamiltonian, the dynamics, and the stage cost. Based on this, Darbon et al. [29] have proposed a Hopf-based method for linear dynamics and state-independent stage cost. Thus, the state-of-the-art Lax-Hopf theory assumes 1) linear dynamics, 2) state-independent stage cost, and 3) no state constraint for solving optimal control or dynamic game problems. In recent development, for nonlinear dynamics and general stage cost that depends on the time, state, and control, conjectures for both Lax-based and Hopf-based formulae [30] have been presented.

A. Contribution

This paper proposes a Lax-based formula for the finite-horizon state-constrained optimal control problem where the assumption for the Lax-based formulae holds: the corresponding Hamiltonian is convex in the costate [7]. Our method aims...
to deal with nonlinear dynamics and general stage cost which depends on the time, state, and control. In this work, we build on the Hopf-Lax formula [2], [31].

Our earlier work [32] presented a Lax formula for reach-avoid problems in which an optimal control signal and an optimal time-to-reach are determined, to drive the system from an initial state to a goal, while avoiding unsafe sets. In [32], the reach-avoid problem is converted to a state-constrained optimal control problem. Theorem 3 in this current paper is utilized to derive an optimal control signal for the reach-avoid problem in [32]: the proof details of Theorem 3 are presented in the current paper.

The contributions of this paper are 1) the proposal of a Lax formula for the finite-horizon state-constrained optimal control problem, 2) a numerical algorithm to compute an optimal state trajectory and control signal, 3) proof for significant computational savings under following conditions: (a) the dynamics is affine in the state; (b) the stage and terminal cost, as well as the state constraints, are convex in the state, and 4) the provision of three numerical examples.

B. Organization

The organization of this paper is as follows. In Section II, we present the problem description. In Section III, we propose a Lax-based formula for the finite-horizon state-constrained optimal control problem and present a numerical algorithm to compute an optimal state trajectory and control signal. In Section IV, using convexity analysis, we present the conditions under which our method (the generalized Lax formula) provides efficient computation. Section V provides three numerical examples. In Section VI, we present conclusions and some potential applications for future work.

In terms of notation in this paper, we use \( a^* \) for the Legendre-Fenchel transformation (convex conjugate) of \( a \), and \( a_\epsilon \) to represent the optimal value of \( a \).

II. STATE-CONSTRAINED OPTIMAL CONTROL PROBLEM

Given initial time and state \((t, x)\), we would like to solve the finite-horizon state-constrained optimal control problem for the dynamic system:

\[
\vartheta(t, x) := \lim_{\epsilon \to 0} \vartheta^\epsilon(t, x),
\]

where

\[
\vartheta^\epsilon(t, x) := \inf_{\alpha} \int_t^T L(s, x(s), \alpha(s))ds + g(x(T))
\]

subject to

\[
\begin{align*}
\dot{x}(s) &= f(s, x(s), \alpha(s)), & s \in [t, T], \\
x(t) &= x, \\
\alpha(s) &\in \mathcal{A}, & s \in [t, T], \\
c(s, x(s)) &\leq \epsilon, & s \in [t, T].
\end{align*}
\]

Here, \( L : [t, T] \times \mathbb{R}^n \times \mathcal{A} \rightarrow \mathbb{R} \) is the stage cost, \( g : \mathbb{R}^n \rightarrow \mathbb{R} \) is the terminal cost, \( f : [t, T] \times \mathbb{R}^n \times \mathcal{A} \rightarrow \mathbb{R}^n \) is the system dynamics, \( c : [t, T] \times \mathbb{R}^n \rightarrow \mathbb{R} \) is the state constraint, and \( \alpha \in \mathcal{A}(t) \) is the control signal where \( \mathcal{A}(t) \) is the set of admissible control signals:

\[
\mathcal{A}(t) := \{ \alpha : [t, T] \rightarrow \mathcal{A} \mid \| \alpha \|_{L^\infty(t, T)} < \infty \},
\]

and \( \mathcal{A} \) is a compact subset in \( \mathbb{R}^m \). In practice, \( c(s, \cdot) \) represents unsafe regions at \( s \in [t, T] \) so that \( c(s, x) < 0 \) for \( x \in \mathbb{R}^n \) away from the unsafe regions, \( c(s, x) = 0 \) for \( x \) on the boundary of the unsafe regions, and \( c(s, x) > 0 \) for \( x \) in the unsafe regions.

This paper solves problem (1). Note that, in general,

\[
\vartheta(t, x) \leq \vartheta^0(t, x),
\]

For example, consider the state-constrained optimal control problem with the initial time and state, \((t, x) = (0, 0) \in \mathbb{R} \times \mathbb{R} \),

\[
\vartheta^\epsilon(0, 0) = \inf_{\alpha} \int_0^1 |x(s)|ds
\]

subject to

\[
\begin{align*}
\dot{x}(s) &= \alpha(s), & s \in [0, 1], \\
x(0) &= 0, \\
\alpha(s) &\in \{-1, 1\}, & s \in [0, 1], \\
|x(s)| &\leq \epsilon, & s \in [0, 1].
\end{align*}
\]

For any \( \epsilon > 0 \), \( 0 < \vartheta^\epsilon(0, 0) \leq \epsilon \) since there exists \( \alpha \) such that \( |x(s)| \leq \epsilon \) for all \( s \in [0, 1] \). However, \( \vartheta^0(0, 0) = \infty \) since there is no admissible control signal that satisfies the state constraint, \( |x(s)| \leq 0 \) for all \( s \in [0, 1] \). Thus,

\[
\vartheta(0, 0) = \lim_{\epsilon \to 0} \vartheta^\epsilon(0, 0) = 0 < \vartheta^0(t, x) = \infty.
\]

The equality in (5) holds when \( \mathcal{A} \) is convex [7]. Although \( \vartheta^\epsilon(t, x) \) allows \( \epsilon \)-violation to the state constraint \( (c(s, x(s)) \leq \epsilon) \), it converges to 0. [7] solves \( \vartheta^0(t, x) \) under the assumption that the control constraint \( \mathcal{A} \) is convex; in the current paper we relax this assumption.

In this paper, we assume the following.

Assumption I (Lipschitz continuity and compactness)

1) the control set \( \mathcal{A} \) is compact;

2) \( f : [0, T] \times \mathbb{R}^n \times \mathcal{A} \rightarrow \mathbb{R}^n \) is Lipschitz continuous in \((s, x)\) for each \( a \in \mathcal{A} \):

\[
\|f(s_1, x_1, a) - f(s_2, x_2, a)\| \leq L_f(\|s_1 - s_2\| + \|x_1 - x_2\|)
\]

3) the stage cost \( L : [0, T] \times \mathbb{R}^n \times \mathcal{A} \rightarrow \mathbb{R} \) is Lipschitz continuous in \((s, x)\) for each \( a \in \mathcal{A} \):

\[
\|L(s_1, x_1, a) - L(s_2, x_2, a)\| \leq L_L(\|s_1 - s_2\| + \|x_1 - x_2\|)
\]

4) the terminal cost \( g : \mathbb{R}^n \rightarrow \mathbb{R} \) is Lipschitz continuous in \( x \):

\[
\|g(x_1) - g(x_2)\| \leq L_g(\|x_1 - x_2\|)
\]

5) the state constraint \( c : [0, T] \times \mathbb{R}^n \rightarrow \mathbb{R} \) is Lipschitz continuous in \((s, x)\):

\[
\|c(s_1, x_1) - c(s_2, x_2)\| \leq L_c(\|s_1 - s_2\| + \|x_1 - x_2\|)
\]

6) the stage cost \( L \) and the terminal cost \( g \) are bounded below: there exists \( C \in \mathbb{R} \) such that

\[
L(s, x, a) \geq C, \quad g(x) \geq C
\]

for all \((s, x, a) \in [0, T] \times \mathbb{R}^n \times \mathcal{A} \). Under Assumption I we first show the existence of \( \vartheta(t, x) \) in [7].
Lemma 1 Suppose Assumption [7] holds, $\vartheta(t, x) : [0, T] \times \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}$ exists.

Proof. If $\epsilon_1 > \epsilon_2 > 0$, $\vartheta_\epsilon(t, x) \leq \vartheta_{2\epsilon}(t, x)$. Thus, the limit of $\vartheta_\epsilon$ always exists in $\mathbb{R} \cup \{\infty\}$. $\blacksquare$

III. THE GENERALIZED LAX FORMULA AND OPTIMAL CONTROL

In this section, we propose a Lax-based formula for the state-constrained optimal control problem in [1]. This is derived in three steps: 1) in Section III-A we first derive a generalized Lax formula for the state-unconstrained problem that does not contain the state constraint $c(s, x(s))$ in (3); 2) in Section III-B we investigate the relationship between control signals for the given problem (1) and the generalized Lax formula proposed in Section III-A; and 3) using Section III-A and III-B, the generalized Lax formula for the state-constrained optimal control problem is derived in Section III-C.

A. The generalized Lax formula for the state-unconstrained optimal control problem

In this subsection, we propose the generalized Lax formula in Theorem [2] for the state-unconstrained problem: solving (1) without the state constraint $c(s, x(s))$ in (3):

$$\vartheta(t, x) = \inf_{\alpha} \int_{t}^{T} L(s, x(s), \alpha(s)) dt + g(x(T)), \quad (11)$$

subject to

$$\begin{cases} \dot{x}(s) = f(s, x(s), \alpha(s)), & s \in [t, T], \\ x(t) = x, \\ \alpha(s) \in A, & s \in [t, T]. \end{cases} \quad (12)$$

Note that here we simply use $\vartheta(t, x)$, as $\epsilon$ is only relevant for the state-constrained problem.

We first show, in Theorem [1] from [2], that $\vartheta$ solves the Hamilton-Jacobi-Bellman (HJB) PDE.

Theorem 1 (HJB PDE [2]) Suppose Assumption [7] holds. For $(t, x) \in [0, T] \times \mathbb{R}^n$, $\vartheta$ in (11) subject to (12) is the unique viscosity solution to

$$\vartheta(t, x) - H(t, x, D\vartheta(t, x)) = 0 \quad \text{in} \quad (0, T) \times \mathbb{R}^n, \quad (13)$$

$$\vartheta(T, x) = g(x) \quad \text{on} \quad \{t = T\} \times \mathbb{R}^n, \quad (14)$$

where $H : [0, T] \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$

$$H(t, x, p) := \max_{a \in A} -p \cdot f(t, x, a) - L(t, x, a). \quad (15)$$

Denote that $\vartheta_\epsilon = \frac{\partial \vartheta}{\partial \epsilon}$ and $D\vartheta = \frac{\partial \vartheta}{\partial x}$.

We consider a control space transformation: for $(s, x, a) \in [t, T] \times \mathbb{R}^n \times A$,

$$b = -f(s, x, a) \in \mathbb{R}^n, \quad (16)$$

where $f$ and $A$ are the dynamics and the control constraint of the system, respectively. For $(s, x)$, the control constraint for $b$ is denoted by

$$B(s, x) := \{ -f(s, x, a) \mid a \in A \}. \quad (17)$$

$B(s, x)$ is compact for all $(s, x)$ since $A$ is compact and $f$ is Lipschitz as in Assumption [7] By the control space transformation in (16), for any state trajectory $x$ solving (12), there exists a control signal $\beta : [t, T] \to \mathbb{R}^n$ such that $x$ solves

$$\begin{cases} \dot{x}(s) = -\beta(s), & s \in [t, T], \\ x(t) = x, \\ \beta(s) \in B(s, x(s)), & s \in [t, T]. \end{cases} \quad (18)$$

With respect to $x$ solving (18), $\vartheta$ in (11) subject to (12) is converted to

$$\vartheta(t, x) = \inf_{\beta} \int_{t}^{T} L^b(s, x(s), \beta(s)) dt + g(x(T)), \quad (19)$$

subject to

$$\begin{cases} \dot{x}(s) = -\beta(s), & s \in [t, T], \\ x(t) = x, \\ \beta(s) \in B(s, x(s)), & s \in [t, T], \end{cases} \quad (20)$$

where

$$L^b(s, x, b) := \min_{a \in A} L(s, x, a) \quad \text{s.t.} \quad f(s, x, a) = -b. \quad (21)$$

$L^b$ in (21) and $H$ in (15) satisfy the following properties.

Lemma 2 Suppose Assumption [7] holds. $L^b$ in (21) and $H$ in (15) have the following properties.

$$(L^b)^*(s, x, p) = H(s, x, p) \quad \text{in} \quad [0, T] \times \mathbb{R}^n \times \mathbb{R}^n, \quad (22)$$

$$(L^b)^*(s, x, b) = H^*(s, x, b) \quad \text{in} \quad [0, T] \times \mathbb{R}^n \times \mathbb{R}^n, \quad (23)$$

where

$$(L^b)^*(s, x, p) := \max_{b} [p \cdot b - L^b(s, x, b)], \quad (24)$$

and

$$\text{Dom}(H^*(s, x, \cdot)) = \text{Conv}(B(s, x)). \quad (25)$$

$L^b$ and $H^*$ are the Legendre-Fenchel transformations (convex conjugate) of $L^b$ and $H$, respectively, with respect to $p$ for each $(s, x)$. $\text{Dom}(H^*(s, x, \cdot))$ represents the domain of $H^*(s, x, \cdot)$, and $\text{Conv}(B(s, x))$ represents the convex hull of $B(s, x)$.

Proof. See Appendix [A]

In Lemma [2] implies that the domain of $H^*(s, x, \cdot)$ contains the domain of $L^b(s, x, \cdot)$ for each $(s, x)$. Even though $\text{Conv}(B(s, x))$ is convex in $b \in \mathbb{R}^n$ Dom$(H^*(s, x, \cdot)) = \{ (x, b) \mid b \in \text{Conv}(B(s, x)) \}$ is generally non-convex in $(x, b) \in \mathbb{R}^n \times \mathbb{R}^n$ for each $s \in [t, T]$.

To utilize Lemma [2] we now propose the generalized Lax formula for the state-unconstrained problems (11) subject to (12) in Theorem [2].

Theorem 2 (The generalized Lax formula for the state-unconstrained optimal control problem) Suppose Assump-
tion holds. For given initial time and state \((t, x) \in [0, T] \times \mathbb{R}^n\), define

\[
\tilde{\vartheta}(t, x) := \inf_{\beta} \int_t^T H^*(s, x(s), \beta(s)) ds + g(x(T)),
\]

(26)

subject to

\[
\begin{aligned}
\dot{x}(t) &= -\beta(t), & x(t) &= x, & s \in [t, T], \\
\beta(s) &\in \text{Conv}(B(s, x(s))), & s \in [t, T],
\end{aligned}
\]

(27)

where \(H^*\) and \(B\) are defined in (24) and (17), respectively. Then,

\[
\vartheta(t, x) = \tilde{\vartheta}(t, x) \quad \forall (t, x) \in [0, T] \times \mathbb{R}^n,
\]

(28)

where \(\vartheta\) is defined in (11) and (12).

**Proof.** This proof generalizes the proof for the Hopf-Lax formula presented in \([31]\). By the HJB PDE in Theorem 1 \(\vartheta\) is the viscosity solution to

\[
\tilde{\vartheta}_t(t, x) - \max_{b \in \text{Conv}(B(t, x))} \left[ D\tilde{\vartheta}(t, x) \cdot b - H^*(t, x, b) \right] = 0
\]

in \((0, T) \times \mathbb{R}^n\), and \(\tilde{\vartheta}(T, x) = g(x)\) on \(\{t = T\} \times \mathbb{R}^n\). Since \(H^*\) in Lemma 2 holds, then

\[
\max_{b \in \text{Conv}(B(t, x))} \left[ D\tilde{\vartheta}(t, x) \cdot b - H^*(t, x, b) \right] = H(t, x, D\vartheta(t, x)).
\]

Theorem 1 states that \(\vartheta\) is the unique viscosity solution to

\[
\vartheta_t(t, x) - H(t, x, D\vartheta(t, x)) = 0
\]

in \(\mathbb{R}^n \times (0, T)\), and \(\vartheta(T, x) = g(x)\) on \(\{t = T\} \times \mathbb{R}^n\). \(\vartheta\) and \(\tilde{\vartheta}\) solve the same HJB PDE with the same terminal cost, hence, \(\vartheta = \tilde{\vartheta}\) by the solution uniqueness. \(\Box\)

**Remark 1** The state-unconstrained optimal control problem (11) subject to (12) can be solved by the generalized Lax formula in Theorem 2.

**B. Optimal control analysis using the generalized Lax formula**

In this subsection, we present in Theorem 3 the relationship between a feasible state trajectory and a control signal for the state-unconstrained problem (\(\vartheta\) in (11) subject to (12)) and those for the generalized Lax formula (\(\tilde{\vartheta}\) in Theorem 2).

We first state some properties regarding the Legendre-Fenchel transformations in Lemma 3.

**Lemma 3 (Decomposition of control and stage cost)**

Suppose Assumption 7 holds. For all \((s, x) \in [0, T] \times \mathbb{R}^n\) and \(b \in \text{Conv}(B(s, x))\), there exist a finite number of \(b_i \in B(s, x)\), \(a_i \in A\), \(\gamma_i \in \mathbb{R}\) such that

\[
H^*(s, x, b) = \sum_i \gamma_i L^b_i(s, x, b_i) = \sum_i \gamma_i L(s, x, a_i),
\]

(29)

\[
b = \sum_i \gamma_i b_i, \quad b_i = -f(s, x, a_i),
\]

(30)

where \(L^b_i(s, x, b_i) = L(s, x, a_i)\), \(\sum_i \gamma_i = 1\), and \(\gamma_i \geq 0\). Note that \(A\) is the control constraint in (12), and \(B(s, x)\) is defined in (17).

**Proof.** The convex hull of \(B(s, x)\) is identical to the set of all convex combinations of \(B(s, x)\). Since Lemma 2 holds and \(B(s, x)\) is bounded for each \((s, x) \in [t, T] \times \mathbb{R}^n\), there exist a finite number of \(b_i \in B(s, x)\) and \(\gamma_i\) such that

\[
H^*(s, x, b) = \sum_i \gamma_i L^b_i(s, x, b_i), \quad b = \sum_i \gamma_i b_i,
\]

where \(\sum_i \gamma_i = 1\) and \(\gamma_i \geq 0\). By (21), for each \(i\), there exists \(a_i \in A\) such that \(L^b_i(s, x, b_i) = L(s, x, a_i)\).

Consider any feasible control signal \(\beta\) and state \(x\) trajectories solving (27). Corresponding to \(\beta\) and \(x\), Theorem 3 proposes a corresponding control signal \(\alpha\) and approximate state trajectory \(x^\epsilon\) solving (12) such that

\[
\|x - x^\epsilon\|_{L^\infty(t, T)} < \epsilon,
\]

(31)

Assume that \(\beta \in L^\infty(t, T)\). For some \(\delta > 0\), consider a temporal discretization: \(\{t_0 = t, ..., t_K = T\}\) such that \(\Delta t_k := t_{k+1} - t_k < \delta, \forall k = 0, ..., K - 1\). We define a control signal \(\alpha^\epsilon \in A(t)\) for \(k = 0, ..., K - 1\),

\[
\alpha^\epsilon(s) = a_i^\epsilon, \quad s \in [t_k + \frac{i-1}{\delta}, t_k + \frac{i}{\delta}],
\]

(32)

where \(a_i^\epsilon\) and \(\gamma_i^\epsilon\) are \(i\)-th control and coefficient in Lemma 3 for \(i = 1, ..., K\). We also define a state trajectory \(x^\epsilon : [t, T] \to \mathbb{R}^n\) solving

\[
x^\epsilon(t) = f(s, x^\epsilon(s), \alpha^\epsilon(s)), \quad s \in (t, T), \quad x^\epsilon(t) = x.
\]

(33)

Theorem 3 states that \(\alpha^\epsilon \in [32]\) and \(x^\epsilon\) in (33) are control signal and approximate state trajectory that satisfy

\[
\|x - x^\epsilon\|_{L^\infty(t, T)} < \epsilon
\]

(34)

and

\[
\int_t^T H^*(s, x(s), \beta(s)) ds + g(x(T)) - \int_t^T L(s, x^\epsilon(s), \alpha^\epsilon(s)) ds + g(x^\epsilon(T)) < \epsilon.
\]

(35)

**Proof.** See Appendix C.

**Remark 2 (Optimal control)**

1) Given an optimal control signal for the generalized Lax formula, Theorem 3 provides an approximate optimal
control signal for the state-unconstrained problem (11) subject to (12) with \(\epsilon\)-error bounds on the state trajectory and cost.

2) As \(\epsilon\) goes to 0, the errors on the state trajectory and cost in (34) and (35), respectively, converge to 0. However, the limit point of \(\alpha^\epsilon\) might not exist.

Note that the existence of the optimal control signal \(\alpha_s\) is not obvious, which is why the definition of the state-constrained problem (11) subject to (12) uses the infimum instead of the minimum. If \(A\) is convex, there exists a minimizer \(\alpha_s\) [7], otherwise, a minimizer might not exist.

C. The generalized Lax formula for state-constrained problems

In this section, we extend the generalized Lax formula in Theorem 3 for the state-constrained problem (1). For derivation, we utilize the theory and properties presented in Section III-A and III-B. It will be also shown that Theorem 3 is also valid for the state-constrained problem (1).

Theorem 4 presents the generalized Lax formula for the state-constrained optimal control problems in (1).

Theorem 4 (The generalized Lax formula for the state-constrained optimal control problem) Suppose Assumption \(\text{I}\) holds. For initial time and state \((t, x) \in [0, T] \times \mathbb{R}^n\), define

\[
\vartheta(t, x) := \inf_{\beta \in B} \left\{ \int_{t}^{T} H^*(s, x(s), \beta(s)) ds + g(x(T)) \right\},
\]

subject to

\[
\begin{align*}
\dot{x}(s) &= -\beta(s), \quad s \in [t, T], \\
\beta(s) &\in Conv(B(s, x(s))), \quad s \in [t, T], \\
c(s, x(s)) &\leq 0, \quad s \in [t, T],
\end{align*}
\]

Then,

\[
\vartheta(t, x) = \vartheta(t, x) \quad \text{in} \quad [t, T] \times \mathbb{R}^n.
\]

The proof of Theorem 4 requires some development. Corresponding to \(\vartheta\) in (1), we define functions \(J\) and \(V\) with the auxiliary variable \(z \in \mathbb{R}\); for initial time \(t \in [0, T]\), initial state \(x \in \mathbb{R}^n\), auxiliary variable \(z \in \mathbb{R}\), control signal \(\alpha \in A(t)\),

\[
J(t, x, z) := \max \left\{ \max_{s \in [t, T]} c(s, x(s)), \int_{t}^{T} L(s, x(s), \alpha(s)) ds + g(x(T)) - z \right\},
\]

where \(x\) and \(\alpha\) solves (12), and

\[
V(t, x, z) := \inf_{\alpha \in A(t)} J(t, x, z, \alpha).
\]

In \(J\) in (39), the cost (2) and the state constraint (3) of \(\vartheta\) are combined together into a single cost. We also define a function \(\bar{J}\) and \(\bar{V}\): for initial time \(t \in [0, T]\), initial state \(x \in \mathbb{R}^n\), auxiliary variable \(z \in \mathbb{R}\), control signal \(\beta \in \{\beta \mid \beta(s) \in Conv(B(s, x(s)))\}\), where \(x\) and \(\beta\) solves (27),

\[
\bar{J}(t, x, z, \beta) := \max \left\{ \max_{s \in [t, T]} c(s, x(s)), \int_{t}^{T} H^*(s, x(s), \beta(s)) ds + g(x(T)) - z \right\},
\]

and

\[
\bar{V}(t, x, z) := \inf_{\beta} \bar{J}(t, x, z, \beta)
\]

subject to \(\beta \in \{\beta \mid \beta(s) \in Conv(B(s, x(s)))\}\). In \(\bar{J}\) in (41), the cost (36) and the state constraint (37) of \(\vartheta\) are also combined. Then, \(\vartheta\) in (1), \(V\) in (40), \(\vartheta\) in (36), subject to (37), and \(V\) in (42) satisfy the following properties.

Lemma 4 Suppose Assumption \(\text{I}\) holds. For given \((t, x) \in [0, T] \times \mathbb{R}^n\),

\[
\vartheta(t, x) = \min z \text{ subject to } V(t, x, z) \leq 0,
\]

\[
\bar{V}(t, x) = \min z \text{ subject to } \bar{V}(t, x, z) \leq 0.
\]

where \(\vartheta, \bar{V}\) are defined in (1), (36), (40), and (42), respectively.

Proof. The proof for (44) can be found in [7] since Conv\((B(s, x(s)))\) is convex in \(b\). We will prove (44) by showing that \(\vartheta(t, x) - z \leq 0 \Rightarrow V(t, x, z) \leq 0\).

(i) \(\vartheta(t, x) - z \leq 0 \Rightarrow V(t, x, z) \leq 0\).

For \((t, x, z)\) satisfying \(\vartheta(t, x) - z \leq 0\), \(\vartheta(t, x)\) is finite. Since \(\vartheta^\epsilon\) is increasing as \(\epsilon\) goes to 0,

\[
\vartheta^\epsilon(t, x) \leq \vartheta(t, x) < z.
\]

For any small \(\epsilon_1 > 0\), there exists a feasible \(\alpha^{\epsilon_1} \in A(t)\) such that

\[
\int_{t}^{T} L(s, x^{\epsilon_1}(s), \alpha^{\epsilon_1}(s)) ds + g(x^{\epsilon_1}(T)) \leq \vartheta^\epsilon(t, x) + \epsilon_1
\]

and

\[
\max_{s \in [t, T]} c(s, x^{\epsilon_1}(s)) \leq \epsilon,
\]

where \(x^{\epsilon_1}\) solves the dynamics in (3) with \(\alpha^{\epsilon_1}\). Note that \(A(t)\) is defined in (4). By (45), (46), and (47), we have

\[
\max_{s \in [t, T]} c(s, x^{\epsilon_1}(s)) \leq \epsilon
\]

for any \(\epsilon_1 > 0\). As \(\epsilon, \epsilon_1 \to 0\), \(V(t, x, z) \leq 0\).

(ii) \(V(t, x, z) \leq 0 \Rightarrow \vartheta(t, x) - z \leq 0\).

For any \(\epsilon > 0\), there exists \(\alpha^\epsilon \in A(t)\) such that

\[
\epsilon \geq \max_{s \in [t, T]} c(s, x^\epsilon(s)) \Rightarrow \int_{t}^{T} L(s, x^\epsilon(s), \alpha^\epsilon(s)) ds + g(x^\epsilon(T)) - z \geq \epsilon.
\]
where \( x^* \) solves the dynamics in (3) with \( \alpha^* \). This implies that 
\[ \psi^*(t, x) \leq z + \epsilon. \]
As \( \epsilon \) goes to 0, we have \( \psi(t, x) - z \leq 0. \)

We are ready to prove Theorem 4.

**Proof.** We will prove that \( V(t, x, z) = \bar{V}(t, x, z) \), then, by Lemma 4, Theorem 4 is proved.

(i) \( V(t, x, z) \geq \bar{V}(t, x, z) \)

For any feasible state \((x, \alpha)\) trajectories solving (12), define a control signal \((\beta)\):

\[ \beta(s) = -f(s, x(s), \alpha(s)) \in B(s, x(s)), \quad s \in [t, T]. \]

Then, \( x \) and \( \beta \) solve \( \psi(s) = -\beta(s) \) for \( s \in [t, T] \) and \( x(t) = x \).

By Lemma 3, \( L(s, x(s), \alpha(s)) = L^k(s, x(s), \beta(s)) \geq H^*(s, x(s), \beta(s)) \) for all \( s \in [t, T] \). This implies that

\[ J(t, x, z, \alpha) \geq \bar{J}(t, x, z, \beta) \geq \bar{V}(t, x, z). \]

Since the above inequality holds for all any feasible \( x \) and \( \alpha \), we conclude \( V(t, x, z) \geq \bar{V}(t, x, z) \).

(ii) \( V(t, x, z) \leq \bar{V}(t, x, z) \)

For any feasible state \((x, \alpha)\) and control \((\beta)\) trajectories solving (27), by Theorem 3, there exists \( x^* \) and \( \alpha^* \) solving (12) such that (33) and (32) hold for any \( \epsilon > 0 \). Then,

\[ J(t, x, z, \alpha^*) \geq \bar{J}(t, x, z, \alpha) - \max\{1, L_\epsilon\} \epsilon \geq \bar{V}(t, x, z) - \max\{1, L_\epsilon\} \epsilon, \]

where \( L_\epsilon \) is the Lipschitz constant for \( \epsilon \) in Assumption 1. Since (48) holds for any \( x, \beta \) solving (27) and \( \epsilon > 0, \bar{V}(t, x, z) \geq V(t, x, z) \).

In Theorem 4, we observe that the state constraint in the state-constrained optimal control problem (1) and the generalized Lax formula (33) subject to (37) are the same.

**Remark 3**

1. The state-constrained optimal control problem (1) can be solved by the generalized Lax formula in Theorem 4.
2. Given an optimal state trajectory and control signal for the generalized Lax formula in Theorem 4, Theorem 4 provides approximate optimal state trajectory and control signal for the state-constrained problem (1) such that the approximation error of the cost is less than \( \epsilon \).

The second point of Remark 3 implies that the optimal control analysis for the state-constrained problems (11) subject to (12) in Section III-B is valid for the state-constrained problems (1), which is found in the proof of Theorem 4.

**D. Numerical Algorithm**

Algorithm 1 presents a numerical algorithm to compute an optimal state trajectory \((x)\) and a control signal \((\alpha)\) for the state-constrained problem (1) using the generalized Lax formula in Theorem 4.

We first numerically compute an optimal state trajectory \((x)\) and a control signal \((\beta)\) for the generalized Lax formula in Theorem 4 and then utilize Theorem 5 to get a numerical optimal state \((x^*)\) and control \((\alpha^*)\) for the state-constrained problem (1).

Numerical optimization methods, such as the interior-point method (33), can be utilized to compute an optimal state trajectory \((x)\) and a control signal \((\beta)\) for the generalized Lax formula using the temporal discretization \(\{t_0 = t, \ldots, t_K = T\}\):

\[
\tilde{\psi}(t, x) \approx \min_{x[\cdot], \beta[\cdot]} \sum_{k=0}^{K-1} H^*(t_k, x[k], \beta[k]) \Delta_k + g(x[K]),
\]

subject to

\[
\begin{align*}
& x[k+1] = x[k] - \beta[k] \Delta_k, \quad k = 0, \ldots, K-1, \\
& x[0] = x, \\
& \beta[k] \in \text{Conv}(B(t_k, x[k])), \quad k = 0, \ldots, K-1, \\
& c(t_k, x[k]) \leq 0, \\
& k = 0, \ldots, K-1.
\end{align*}
\]

This optimization problem is defined in the sequence of states and controls: \(x[\cdot], \beta[\cdot]\). If (50) subject to (51) is convex, gradient-based methods efficiently provide the global optimality without discretization in state space.

For optimal state and control sequences of the problem (50), the optimal state trajectory \((x^*)\) and control signal \((\alpha^*)\) are found in the proof of Theorem 4.

Additional discretization of each temporal interval:

\[
[t_k, t_{k+1}] = \bigcup_i \{t_k + \sum_{j=1}^{i-1} \gamma_j \Delta t_k, t_k + \sum_{j=1}^{i} \gamma_j \Delta t_k\} \quad (49)
\]

Design \(\alpha_k^*\) using \(a_k^*\) by (32) and compute \(x_k^*\) by solving the ODE (33).

**Algorithm 1** Computing optimal state trajectory \((x)\) and control signal \((\alpha)\) for the state-constrained problem (1) using the generalized Lax formula

1. **Input:** initial time \(t\), initial state \(x\)
2. **Output:** the optimal state \((x)\) and control \((\alpha)\) trajectories
3. Generate a temporal discretization: \(\{t_0 = t, \ldots, t_K = T\}\)
4. Solve (50) subject to (51) and get \(x[k], \beta[k]\)
5. Find \((a_k^*, b_k^*, \gamma_k^*)\) solving (29) and (30) for \(x = x^*[k] \text{ and } \beta = \beta^*[k]\)
6. Additionally discretize each temporal interval:

```plaintext
[t_k, t_{k+1}] = \bigcup_i \{t_k + \sum_{j=1}^{i-1} \gamma_j \Delta t_k, t_k + \sum_{j=1}^{i} \gamma_j \Delta t_k\}
```

7. Design \(\alpha_k^*\) using \(a_k^*\) by (32) and compute \(x_k^*\) by solving the ODE (33).

```plaintext
\alpha_k^* \in \arg\max_{\alpha_k^*} \|f(t_k, x_k^*[k], \alpha_k^*)\| x_k^*[k] \Delta_k - x_k^*[k] + x_k^*[k]
```

where \(x_k^*[k] = x_k^*[k] - \beta_k^*[k] \Delta t_k, x_k^*[k] = x_k^*[k] + f(t_k, x_k^*[k], \alpha_k^*) \Delta t_k\). This is equivalent to finding a control that minimizes \(\|x_k^*[k] - x_k^*[k+1]\|\). These methods filter
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out the control switching and find a feasible control as well. One topic of our current work is to theoretically validate our suggestions or to propose other methods for the control switching issue.

IV. CONVEXITY ANALYSIS FOR THE GENERALIZED LAX FORMULA

The generalized Lax formula with the numerical method in Section III allows efficient computation if the temporally discretized generalized Lax formula (50) subject to (51) is convex. Thus, in this section, we analyze the convexity conditions of this problem. In this convexity analysis, we present the benefits of solving the generalized Lax formula in comparison to solving the state-constrained problem (51) using the temporal discretization:

\[ \theta(t, x) \approx \min_{x[t], a[t]} \sum_{k=0}^{K-1} L(k, x[k]) \Delta_k + g(x[K]), \]

subject to

\[
\begin{align*}
\dot{x}[k + 1] &= x[k] + f(t_k, x[k], a[k]) \Delta_k, \\
x[0] &= x, \\
\alpha[k] &\in A, \\
c(t_k, x[k]) &\leq 0,
\end{align*}
\]

where \(x[\cdot], a[\cdot]\) are the state and control sequences.

A. Convexity analysis for the generalized Lax formula

For convexity analysis, we deal with the systems whose stage cost is in the following form:

\[ L(s, x, a) = L^x(s, x) + L^a(s, a), \]

where \(L\) is the stage cost of the state-constrained optimal control problem (51). The convexity conditions for the temporally discretized state-constrained problem (53) subject to (54) are given in Condition 1.

Condition 1 (The convexity conditions for the temporally discretized state-constrained problem) Suppose (55) holds. \(L, g, A, f, \) and \(c\) are the stage cost, terminal cost, control constraint, dynamics, and state constraint, respectively, for the state-constrained problem (51).

1) For each \(s \in [t, T]\), \(L^x(s, \cdot)\) is convex in \(x \in \mathbb{R}^n\) and \(L^a(s, \cdot)\) is convex in \(a \in A \subset \mathbb{R}^m\).
2) \(g\) is convex in \(x \in \mathbb{R}^n\).
3) \(A\) is convex,
4) \(f(s, \cdot, \cdot)\) is affine in \((x, a) \in \mathbb{R}^n \times A\) for each \(s \in [t, T]\),
5) \(c(s, \cdot)\) is convex in \(x \in \mathbb{R}^n\) for each \(s \in [t, T]\).

In this subsection, we present a sufficient convexity condition for the temporally discretized generalized Lax formula (50) subject to (51) with respect to the stage cost, terminal cost, dynamical constraint, control constraint, and state constraint in Table 1.

We present Lemma 5 that will be used to derive a convexity condition of the stage cost for the temporally discretized generalized Lax formula (50) subject to (51) in Lemma 6.

Lemma 5 Suppose (55) holds. Then,

\[ H^*(s, x, b) = L^x(s, x) + (H^a)^*(s, x, b), \]

where \(H^*\) is defined in (24).

\[ H^a(s, x, p) := \max_{a \in A} -p \cdot f(s, x, a) - L^a(s, a), \]

\[ (H^a)^*(s, x, b) := \max_p p \cdot b - H^a(s, x, p). \]

Proof. By (21),

\[ L^b(s, x, b) \equiv L^x(s, x) + (L^a)^b(s, x, b), \]

where \((L^a)^b(s, x, b) = \min_{a \in A} L^a(s, a) subject to f(s, x, a) = -b\). By \((L^b)^* \equiv H\) by Lemma 2 and the definition of \(H\) in (15),

\[ H(s, x, p) = \max_{b \in \mathbb{R}^m} p \cdot b - L^x(s, x) - (L^a)^b(s, x, b) \]

\[ = -L^x(s, x) + H^a(s, x, p), \]

where \(H^a(s, x, p) = ((L^a)^b)^*(s, x, p)\). Then,

\[ H^*(s, x, b) = \max_{b \in \mathbb{R}^m} b \cdot p + L^x(s, x) - H^a(s, x, p) \]

\[ = L^x(s, x) + (H^a)^*(s, x, b). \]

This shows that the stage cost of the generalized Lax formula \((H^*)\) is decomposed into the control-independent \((L^x)\) and control-dependent \(((H^a)^*)\) parts similar to the stage cost of the state-constrained problem (1) \((L)\) as in (55). One observation here is that the control-independent stage cost of the generalized Lax formula \((L^x)\) is exactly the same as that of the state-constrained problem \((L^x)\).

Corollary 1 If \(L(s, x, a) = L^x(s, x)\),

\[ H^*(s, x, b) = L(s, x). \]

Proof. In the proof of Lemma 5 we need to set \(L^a \equiv 0\) and \((L^a)^b \equiv 0\). Then, \((H^a)^*(s, x, b) = ((L^a)^b)^*(s, x, b) = 0\). Lemma 6 presents the convexity condition for the stage cost of the generalized Lax formula.

Lemma 6 (Convexity of the stage cost) Suppose Assumption 1 and (55) hold. If \(L^x(s, \cdot)\) is convex in \(x \in \mathbb{R}^n\) for each \(s \in [t, T]\) and the dynamics is in the following form:

\[ f(s, x, a) = M(s)x + \varphi(s, a), \]

where \(f\) is the dynamics in (3) and \(M(\cdot)\) is a time-varying linear matrix, then

\[ H^*(s, x, b) = L^x(s, x) + (H^a)^*(s, x, b + M(s)x), \]

where

\[ H^a(s, p) := \max_{a \in A} [-p \cdot \varphi(s, a) - L^a(s, a)], \]

\[ (H^a)^*(s, b) := \max_p p \cdot b - H^a(s, p), \]

and \((H^a)^*(s, \cdot)\) is convex in \((x, b)\) for each \(s \in [t, T]\).
Note that $\bar{H}^a(s,p)$ is independent on $x$ and convex in $p$ for each $t$.

**Proof.** By (57) and (58),
\[
H^a(x,b) = -p \cdot (M(s)x) + \bar{H}^a(s,p),
\]
\[
(H^a)^*(x,b) = \max_p \cdot (b + M(s)x) - \bar{H}^a(s,p).
\]

By Lemma 5
\[
H^*(x,b) = L^x(s,x) + (\bar{H}^a)^*(s, b + M(s)x).
\]

Since $(\bar{H}^a)^*(s, \cdot)$ is convex in $b$ and $b + M(s)x$ is affine in $(x, b)$, $(H^a)^*(s, \cdot, \cdot)$ is convex in $(x, b)$. Therefore, $H^*(s, \cdot, \cdot)$ is convex in $(x, b)$ for each $s \in [t, T]$ if $L^x(s, \cdot)$ is convex in $x$ for each $s \in [t, T]$.

We define the control constraint of the generalized Lax formula in $(x, b)$-space: for $s \in [t, T]$,
\[
B(s) := \{(x, b) \mid b \in \text{Conv}(B(s, x))\},
\]
where $B(s, x)$ is defined in (17). Lemma 7 presents convexity conditions for $B(s)$.

**Lemma 7 (Convexity of the control constraint)** Suppose Assumption 7 and (60) holds. Then $B(s)$ in (64) is convex in $(x, b)$ for each $s \in [t, T]$.

**Proof.** We need to prove that, for $(x_1, b_1), (x_2, b_2) \in B(s)$ and $d \in [0, 1],
\[
db_1 + (1-d)b_2 \in \text{Conv}(B(s, dx_1 + (1-d)x_2)).
\]

This is equivalent to
\[
d(b_1 + M(s)x_1) + (1-d)(b_2 + M(s)x_2) \in \text{Conv} \{ -(\varphi(s, a) \mid a \in A) \}.
\]

Since $b_i \in \text{Conv}(B(s, x_i))$ for $i = 1, 2$, there exist a finite number of $a_{ij}$ and $\gamma_{ij} \in [0, 1]$ ($\sum_j \gamma_{ij} = 1$ for each $i$) such that
\[
b_i = -M(s)x_i - \sum_j \gamma_{ij}\varphi(s, a_{ij})
\]
for each $i = 1, 2$. Using this, we have
\[
db_1 + (1-d)b_2 = -M(s)(dx_1 + (1-d)x_2) - \sum_j [d\gamma_{1,j}\varphi(s, a_{1,j}) + (1-d)\gamma_{2,j}\varphi(s, a_{2,j})].
\]

Since $\text{Conv} \{ -(\varphi(s, a) \mid a \in A) \}$ is a convex set,
\[
d(b_1 + M(s)x_1) + (1-d)(b_2 + M(s)x_2) \in \text{Conv} \{ -(\varphi(s, a) \mid a \in A) \}.
\]

Remark 4 summarizes the convexity conditions for the generalized Lax formula.

**Remark 4 (Convexity of the generalized Lax formula)** Suppose (55) holds. In the generalized Lax formula (56) subject to (57),
1) the stage cost $H^*(x,b)$ is convex in $(x, b)$ for each $s \in [t, T]$ if $L^x(s, x)$ in (55) is convex in $x$ for each $s \in [t, T]$ and (60) holds; see Lemma 6.
2) the control constraint $(\bar{B}(s))$ in (64) is convex in $(x, b)$ for each $s \in [t, T]$ if (60) holds; see Lemma 2.
3) the dynamics function $-b$ in (57) is affine in $(x, b)$ for each $s \in [t, T]$ without any assumptions.
4) the terminal cost $g$ has to be assumed as convex in $x \in \mathbb{R}^n$, and the state constraint $c(s,x)$ has to be assumed convex in $x \in \mathbb{R}^n$ for each $s \in [t, T]$.

**B. Comparison of convexity conditions**

Table 1 shows the convexity conditions for the temporally discretized state-constrained optimal control problem (53) subject to (54), and the temporally discretized generalized Lax formula (50) subject to (51). In this subsection, we still assume that (55) holds.

As summarized in Table 1, the temporally discretized generalized Lax formula (50) subject to (51) is convex if Condition 2 holds. In other words, if Conditions 2 holds, all conditions in Remark 4 are satisfied.

**Condition 2 (The convexity conditions for the temporally discretized generalized Lax formula)** Let $g$, $A$, $f$, and $c$ are the stage cost, terminal cost, control constraint, dynamics function, state constraints for the state-constrained problem (1).

1) $L^x(s, \cdot)$ is convex in $x \in \mathbb{R}^n$ for each $s \in [t, T]$.
2) $g$ is convex in $x \in \mathbb{R}^n$.
3) $f(s,x,a) = M(s)x + \varphi(s,a)$ in $\mathbb{R}^n \times A$ for each $s \in [t, T]$.
4) $c(s,\cdot)$ is convex in $x \in \mathbb{R}^n$ for each $s \in [t, T]$.

In comparing Condition 1 and 2, Condition 1 always satisfies Condition 2. In other words, there is a class of problems in which the temporally discretized generalized Lax formula (50) subject to (51) is convex even though the temporally discretized state-constrained problem (53) subject to (54) is non-convex. In this convexity analysis, we state benefits of the generalized Lax formula in Remark 5.

**Remark 5 (Benefits of the generalized Lax formula)**

Suppose (60) holds. For convex temporally discretized generalized Lax formula (50) subject to (51), the state-dependent conditions in Condition 7 has to be satisfied, but the control-dependent conditions in Condition 4 are not required. In summary, for convex temporally discretized generalized Lax formula,

1) the control-dependent stage $L^a(s,a)$ in (55) is not required to be convex in $a \in A \subset \mathbb{R}^m$ for each $s \in [t, T]$.
2) the control-dependent dynamics $\varphi(s,a)$ in (56) is not required to be affine in $a \in A$ for each $s \in [t, T]$.
3) the control constraint $A$ in (3) is not required to be convex.

V. EXAMPLES AND DEMONSTRATIONS

We introduce three examples for the generalized Lax formula and illustrate the benefits of the formulæ against the temporally discretized optimal control problem (53) subject to (54). For numerical computation, a computer with a 2.8 GHz Quad-Core i7 CPU and 16 GB RAM was used.
the generalized Lax formula

\( \text{subject to } (37) \)

See Lemma 6

\( \text{convex in } x \)

\( L^2(s, \cdot) \) is convex in \( x \)

\( L^2(s, \cdot) \) is convex in \( a \)

Convexity conditions

| costs                  | formulation | the state-constrained optimal control problem | the generalized Lax formula |
|------------------------|-------------|---------------------------------------------|-----------------------------|
| stage cost             | \( L = L^1(s, x) + L^a(s, a) \) | \( L^2(s, \cdot) \) is convex in \( x \) | \( L^2(s, \cdot) \) is convex in \( x \) |
| terminal cost          | \( g \) | convex in \( x \) | convex in \( x \) |
| control constraint     | \( A \) | convex | no condition |
| dynamics function      | \( f(s, x, a) \) | \( f = M(s)x + N(s)a + C(s) \) | \( f = M(s)x + \varphi(s, a) \) |
| state constraint       | \( c(s, \cdot) \) | \( \text{convex in } x \) | \( \text{convex in } x \) |

TABLE I: Convexity conditions for the temporally discretized state-constrained optimal control problem ((53) subject to (54)) and the temporally discretized generalized Lax formula ((50) subject to (51)).

A. 2D nonlinear vehicle

We introduce a 2D nonlinear vehicle example where the generalized Lax formula provides a convex problem whereas the given optimal control problem is non-convex. In addition, we know the analytic solution for this problem, which will be compared to the result of the generalized Lax formula and Algorithm 1.

A vehicle in the 2D-plane follows the dynamics:

\[ f(s, x, a) = [\cos(\alpha(s)); \sin(\alpha(s))], \quad A = [-\pi, \pi], \]

This vehicle model has speed 1, and the control decides the angle of attack. The goal of the vehicle is to reach the particular target after 1 sec:

\[
\begin{align*}
    \vartheta(0, x) &= \inf_a \|x(1)\|_2, \\
    \text{subject to } & \begin{cases} 
        \dot{x}(s) = [\cos(\alpha(s)); \sin(\alpha(s))], & s \in [0, 1], \\
        x(0) = x, & s \in [0, 1], \\
        \alpha(s) \in [-\pi, \pi], & s \in [0, 1], 
    \end{cases}
\end{align*}
\]

where \( x \) is the initial state. For this example, by Remark 5, the temporally discretized optimal control problem ((53) subject to (54)) is non-convex, but the temporally discretized generalized Lax formula ((50) subject to (51)) is convex.

By the definition of the Hamiltonian and its Fenchel-Legendre transformation in (15) and (24), for \((s, x, p) \in [0, 1] \times \mathbb{R}^2 \times \mathbb{R}^2, \) \( H(s, x, p) = \|p\|_2, \) and for \((s, x, b) \in [0, 1] \times \mathbb{R}^2 \times \mathbb{R}^2, \)

\[
H^*(s, x, b) = \begin{cases} 
    0, & b \in \text{Conv}(B(s, x)) = \{b \mid \|b\|_2 \leq 1\}, \\
    \infty, & \text{otherwise}.
\end{cases}
\]

Note that \( B(s, x) = \{b \mid \|b\|_2 = 1\} \) is non-convex in \( b. \)

The generalized Lax formula provides the following optimal control problem:

\[
\begin{align*}
    & \inf_{\beta} \|x(1)\|_2, \\
    & \text{subject to } \begin{cases} 
        \dot{x}(s) = -\beta(s), & s \in [0, 1], \\
        x(0) = x, & s \in [0, 1], \\
        \|\beta(s)\|_2 \leq 1, & s \in [0, 1].
    \end{cases}
\end{align*}
\]

For this, the temporally discretized generalized Lax formula ((50) subject to (51)) is convex. We numerically solve this problem using the interior-point method [33] in Matlab and obtain the optimal \( x_n[\cdot] \) and \( \beta_n[\cdot] \) sequences under the temporal discretization: \( \{t_0 = 0, \ldots, t_K = 1\}. \)

Given the numerical optimal control \( \beta_n[\cdot] \) and state \( x_n[\cdot] \) sequences for the generalized Lax formula, Algorithm 1 provides the corresponding optimal control signal \( \alpha_n^*[\cdot] \) in (52) for the given optimal control problem ((53) subject to (54)). To get a numerical \( \alpha_n^*[1] \) in (52), we first find \( \beta_n[k] \in B(t_k, x_n[k]) \) and \( \gamma_n[k] \in [0, 1] \) such that

\[
\beta_n[k] = \gamma_n[k] \beta_n^{1}[k] + \gamma_n[k] \beta_n^{2}[k],
\]

where

\[
\begin{align*}
    \beta_n^{1}[k] &= \frac{\beta_n[k]}{1 + \|\beta_n[k]\|_2}, \\
    \beta_n^{2}[k] &= \frac{-\beta_n^{1}[k]}{1 - \|\beta_n[k]\|_2}, \\
    \gamma_n[k] &= \frac{1}{1 + \|\beta_n[k]\|_2},
\end{align*}
\]

for \( \beta_n[k] \in \text{Conv}(B(t_k, x_n[k])) \) as in Lemma 3. Note that (29) also holds for \( \beta_n[k] \) and \( \gamma_n[k] \) by Corollary 1 since \( H^*(s, x, b) = L(s, x, a) = 0 \) for all \((s, x, a, b) \in [0, T] \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^n. \)

Thus, the approximate-optimal control signal \( \alpha_n^*[\cdot] \) in (32) is

\[
\alpha_n^*[s] = \begin{cases} 
    \text{arc} \arctan \frac{\beta_n^{1}[s, k]}{\beta_n^{2}[s, k]}, & s \in [t_k, t_k + \Delta t_k \gamma_n[k]], \\
    \text{arc} \arctan \frac{\beta_n^{2}[s, k]}{\beta_n^{1}[s, k]}, & s \in [t_k + \Delta t_k \gamma_n[k], t_{k+1}],
\end{cases}
\]

where \( \Delta t_k = t_{k+1} - t_k \) and \( \beta_n[k] = [\beta_n^{1}[k, 1]; \beta_n^{2}[k, 2]]. \)

The computation time for Algorithm 1 is 1.29 s.
Figure 1 illustrates the numerical optimal state trajectory and control signal derived by the generalized Lax formula and Algorithm 1 in comparison to the analytic solution for given initial state $x = [-1; -0.5]$. As shown in Figure 1(b), the $l^2$-norm error of the state trajectory over time is bounded by $1 \times 10^{-6}$. The optimal control signal is analytically $\alpha_\ast \approx \arctan(0.5)$ for all time. As shown in Figure 1(c), the numerical optimal control signal $\alpha_\ast$ is $\arctan(0.5)$ for most of the time in $[0, 1]$.

B. Formation control of multiple nonlinear vehicles

We introduce a 12D nonlinear example, a formation control for multiple agents whose dynamics are nonlinear:

$$f(s, x^l, \alpha^l(s)) = \begin{bmatrix}
\dot{x}^l(s, 1) \\
\dot{x}^l(s, 2) \\
\dot{x}^l(s, 3) \\
\dot{x}^l(s, 4)
\end{bmatrix} = \begin{bmatrix}
x^l(s, 2) \\
\alpha^l(s, 1) \cos(\alpha^l(s, 2)) \\
x^l(s, 4) \\
\alpha^l(s, 1) \sin(\alpha^l(s, 2))
\end{bmatrix},$$

(71)

where $l \in \{1, 2, 3\}$ is the agent index, $x^l(s, 1)$ and $x^l(s, 2)$ are horizontal position and velocity in the 2D space, $x^l(s, 3)$ and $x^l(s, 4)$ are vertical position and velocity in the 2D space, and $\alpha^l(s, 1)$ and $\alpha^l(s, 2)$ are the magnitude of the acceleration and the angle of agent $l$, respectively, at time $s \in [t, T]$. For three agents, the dimension of the state is twelve, and the dimension of the control is six.

We define an optimal control problem where three agents approach the goal point with the right-triangular-shaped formation:

$$\inf_{\alpha} \int_0^{10} \max \left\{ \left\| \begin{bmatrix}
x^l(s, 1), \\
x^l(s, 3)
\end{bmatrix} - \begin{bmatrix}
x^{1,r}(s, 1), \\
x^{1,r}(s, 3)
\end{bmatrix} \right\|_2, \\
\left\| \begin{bmatrix}
x^l(s, 1), \\
x^l(s, 3)
\end{bmatrix} - \begin{bmatrix}
x^{2,r}(s, 1), \\
x^{2,r}(s, 3)
\end{bmatrix} - d^r \right\|_2, \\
\left\| \begin{bmatrix}
x^l(s, 1), \\
x^l(s, 3)
\end{bmatrix} - h \left( \begin{bmatrix}
x^l(s, 1), \\
x^l(s, 3)
\end{bmatrix}, x^2(t, 1), x^2(t, 3) \right) \right\|_2 \right\} \, ds$$

(72)

subject to

$$\begin{align*}
x^l(0) &= x^l, \\
\alpha^l(s, 1) &\in [-1, 3], \quad \alpha^l(s, 2) \in [-\frac{\pi}{6}, \frac{\pi}{6}] \quad \text{for } s \in [0, T], \quad l = 1, 2, 3,
\end{align*}$$

(73)

for $x^{1,r}(s, 1) = 2s$, $x^{1,r}(s, 3) = 0$, $d^r = [-\sqrt{3}/2, \sqrt{3}/2] \in \mathbb{R}^2$, and, for $w_1, w_2 \in \mathbb{R}^2$,

$$h(w_1, w_2) := \begin{bmatrix} \frac{1}{2} - \frac{\sqrt{3}}{2} & \frac{\sqrt{3}}{2} \end{bmatrix} w_1 + \begin{bmatrix} \frac{1}{2} & -\frac{\sqrt{3}}{2} \end{bmatrix} w_2.$$ Agent 1 is the leader that tracks the reference trajectory $x^{1,r}$, for which the first term of the state cost is designed. Agent 2 is following Agent 1 with $d^r$-offset, designed in the second term of the stage cost. Agent 3 is making the right-triangular formation, for which the third term of the stage cost is designed.

By Remark 5, the temporally discretized optimal control problem (55) subject to (54) is non-convex, but the temporally discretized generalized Lax formula (50) subject to (51) is convex.

By Corollary 1, the stage cost for the generalized Lax formula ($H^\ast$) is equal to the stage cost of the given problem ($L^\ast$) since the control-dependent stage cost ($L^\ast$) in (55) is zero. To derive the control constraint (Conv($B(s, x(s))$)) for the generalized Lax formula, we use Lemma 2. Denote $x(s) = [x^1(s); x^2(s); x^3(s); \beta(s)]$, $\beta(s) = [\beta^1(s); \beta^2(s); \beta^3(s); \beta^4(s)]$, $l = 1, 2, 3$. By the definition of $B(s, x(s))$ in (17).

$$B(s, x(s)) = B^1(s, x^1(s)) \times B^2(t, x^2(s)) \times B^3(s, x^3(s)) \in \mathbb{R}^{12},$$

(74)

$$B^l(s, x^l(s)) = \begin{cases}
\beta^l(s, 1) = -\beta^l(s, 2), & \beta^l(s, 3) = -\beta^l(s, 4)
\end{cases} \cap \left\{ \begin{bmatrix} \beta^l(s, 2) \\
\beta^l(s, 4) \end{bmatrix} \leq \begin{bmatrix} 1 & \sqrt{3} \\
1 & -\sqrt{3} \end{bmatrix} \begin{bmatrix} \beta^l(s, 2) \\
\beta^l(s, 4) \end{bmatrix} \leq \begin{bmatrix} 1 & \sqrt{3} \\
1 & -\sqrt{3} \end{bmatrix} \begin{bmatrix} \beta^l(s, 2) \\
\beta^l(s, 4) \end{bmatrix} \leq 0 \right\} \cup \left\{ \begin{bmatrix} \beta^l(s, 2) \\
\beta^l(s, 4) \end{bmatrix} \leq \begin{bmatrix} 1 & \sqrt{3} \\
1 & -\sqrt{3} \end{bmatrix} \begin{bmatrix} \beta^l(s, 2) \\
\beta^l(s, 4) \end{bmatrix} \leq 0 \right\}$$

(75)

shown in the grey in Figure 2(a). Then, Conv($B(s, x)$) is derived in the last five lines in (77) and also illustrated in Figure 2. Note that $B(s, x(s))$ is non-convex, but Conv($B(s, x(s))$) is convex in $b$. 
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for \( \beta^l_s[k] \in \text{Conv}(B^s(t_k, x^l_s[k])) \) as in Lemma 3. By substituting \( t_k \) for \( s \) and \( x_t^l_s[k] \) for \( x^l_s(t) \), Figure 2 graphically illustrates two cases to find \( \beta^1_s[k] \) and \( \gamma^3_l[k] \); if \( \beta^1_s[k] \) is in \( B^s(t_k, x^l_s[k]) \) or not. For each case, the mathematical expression for \( \beta^1_s[k] \) can be found in Figure 2. Note that \( \beta^1_s[k] \) also holds for \( \beta^1_s[k] \) and \( \gamma^3_l[k] \) since \( H^s(s, x, b) = L(s, x, a) \) for all \((s, x, a, b) \in [0, T] \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m \) by Corollary 1.

Then, we can design

\[
\alpha^l_s(k) = \begin{cases} 
\alpha^l_1_s[k], & s \in [t_k, t_k + \Delta t_k \gamma^l_s[k]), \\
\alpha^l_2_s[k], & s \in [t_k + \Delta t_k \gamma^l_s[k], t_{k+1}),
\end{cases}
\]

(79)

where \( \alpha^l_1_s[k] \) and \( \alpha^l_2_s[k] \) satisfy

\[
\beta^1_s[k] = -f(t_k, x^l_s[k], \alpha^l_1_s[k]), \\
\beta^2_s[k] = -f(t_k, x^l_s[k], \alpha^l_2_s[k]),
\]

(80)

and finally compute \( x^l_s \) solving (71) for \( \alpha^l_s \) for each agent. Figure 3 illustrates the numerical optimal state trajectory \( (x^l_s = [x^l_s, x^l_s, x^l_s]) \) and control signal \( (\alpha^l_s = [\alpha^l_1_s, \alpha^l_2_s, \alpha^l_3_s]) \) computed by the generalized Lax formula and Algorithm 1. This result is theoretically guaranteed to be a globally optimal solution even though the given optimal control problem (72) subject to (73) is non-convex. The computation time for Algorithm 1 is 152 s. On the other hand, it is not realistic to numerically solve the HJB PDE for the given problem using the level-set method [1] and the fast marching method [16] due to their exponential complexity in computation when the dimension of the state is more than five.

C. Gear system (hybrid system)

We introduce a 4D gear system as an example of hybrid systems where the coordinates of the control are constrained in both continuous and discrete space. Since the set defined in discrete space is always non-convex, the temporally discretized state-constrained optimal control problem (53) subject to (54) is non-convex regardless of the convexity of the cost in (54).

To handle optimization problems with the discrete constraints, mixed-integer programming (MIP) is typically used. However, MIP is a non-convex programming. In this example, we will show that the generalized Lax formula converts the discrete control constraint \((A, B)\) to the continuous control constraint (Conv \( B(s, x) \)) in (57) without any approximation.

As described in Figure 4 (a), the motor and the wheel are connected via a gear system, and the dynamics are following:

\[
I_m \ddot{q}_m(s) = \tau_m(s) - r_m(s)f(s), \\
I_w \ddot{q}_w(s) = -\tau_w f(s) + r_w f(s),
\]

(81)

\[
(m_m + m_w) \ddot{q}_w(s) = f_c(s),
\]

where \( q_m(s) \) and \( q_w(s) \) are the angle and angular velocity of the motor at \( s \in [t, T] \), \( q_w(s) \) and \( q_m(s) \) are the angle and angular velocity of the wheel at \( s \in [t, T] \). \( I_m \) and \( I_w \) are the inertia of the motor and the wheel, respectively, \( m_m \) and \( m_w \) are the mass of the motor and the wheel, respectively, \( \tau_m \) is the torque by the motor, \( r_m \) and \( r_w \) are radius of the motor and the wheel, respectively, \( f \) is the contact force between the motor and the wheel, and \( f_c \) is the friction force from the ground to the wheel. We suppose that the radius of the motor changes and determine the gear ratio. We assume that
the wheel does not slip on the ground. By this assumption, 
\( f_e(s) = -(m_m + m_w)r_w\bar{q}_w(s) \), and the dynamics becomes

\[
\begin{bmatrix}
I_m + \left( \frac{r_m(s)}{r_w} \right)^2 I_w + r_m^2(s)(m_m + m_w) \\
\end{bmatrix}
\bar{q}_m(s) = \tau_m(s).
\] (82)

We denote 
\( x(s) = [x(s,1); x(s,2); x(s,3); x(s,4)] = [\ddot{q}_m(s); \dot{q}_m(s); q_w(s); \dot{q}_w(s)] \), \( \alpha(s) = [\alpha(s,1); \alpha(s,2)] = [\gamma_m(s); \tau_m(s)] \) for \( s \in [t, T] \). Set \( I_m = I_w = m_m = m_w = r_w = 1 \). Then,

\[
\begin{bmatrix}
\dot{x}(s, 1) \\
\dot{x}(s, 2) \\
\dot{x}(s, 3) \\
\dot{x}(s, 4)
\end{bmatrix} =
\begin{bmatrix}
x(s, 1) \\
n(s, 2) \\
x(s, 3) \\
x(s, 4)
\end{bmatrix} =
\begin{bmatrix}
\frac{\alpha(s, 1)}{c_1 + c_2\alpha(s, 1)}\alpha(s, 2) \\
\frac{x(s, 2)}{c_1 + c_2\alpha(s, 1)}\alpha(s, 2) \\
\frac{\alpha(s, 1)}{c_1 + c_2\alpha(s, 1)}\alpha(s, 2) \\
\frac{\alpha(s, 1)}{c_1 + c_2\alpha(s, 1)}\alpha(s, 2)
\end{bmatrix},
\] (83)

where \( c_1 = I_m = 1, c_2 = I_w + r_m^2(m_m + m_w) = 3 \).

We solve the state-constrained optimal control problem where the wheel wants to go further to the positive direction and also minimizes the motor torque under the motor speed constraint: solving \( \vartheta^*(0, x) = \lim_{r \to 0} \vartheta^r(0, x) \) where

\[
\vartheta^r(0, x) = \inf_{\alpha} \int_0^1 \alpha(s, 2) ds + 1000x(1, 3)
\] (84)

subject to

\[
\begin{cases}
\text{(83) holds,} \\
x(0, \cdot) = [0, 0, 0, 0], \\
\alpha(s, 1) \in [1, 2], \quad \alpha(s, 2) \in [0, 1], \\
|\vartheta(0, s)| \leq 0.1 + \epsilon,
\end{cases}
\] (85)

for all \( s \in [0, 1] \). The generalized Lax formula with the temporal discretization \((t_0 = 0, ..., t_K = 1)\) provides a convex problem since Condition 2 is satisfied, however, the temporally discretization of the gear problem as in ((53) subject to (54)) is non-convex.

To get the control constraint for the generalized Lax formula, we first derive \( B(s, x(s)) \). By the definition of \( B(s, x(s)) \) in (17),

\[
B(s, x(s)) = \{ \beta(s, 1) = -x(s, 2), \beta(s, 3) = -x(s, 4) \} \cap
\{ \beta(s, 2) = -\beta(s, 4), \beta(s, 2) \in [-\frac{1}{4}, 0] \}
\] \cup \{ 2\beta(s, 2) = -\beta(s, 4), \beta(s, 2) \in [-\frac{1}{13}, 0] \}.

As described in Figure 4 (b), \( B(s, x(s)) \) is not convex but \( \text{Conv}(B(s, x(s))) \) is convex.

\[
\text{Conv}(B(s, x(s))) = \{ \beta(s, 1) = -x(s, 2), \beta(s, 3) = -x(s, 4), \\
\beta(s, 2) + \beta(s, 4) \leq 0, -\beta(s, 2) - 2\beta(s, 4) \leq 0, \\
5\beta(s, 2) + 9\beta(s, 4) \leq 1 \}
\]

We will derive the stage cost \((H^*)\) for the generalized Lax formula in (96) by Lemma 2. If \( \alpha(s, 1) = 1 \), then \( L^h(s, x(s), \beta(s)) = 5\beta(s, 2) + 9\beta(s, 4) \) since \( \beta(s, 4) = -\beta(s, 2) \).
for all \( s \in [0, 1] \). This is a convex problem. We observe that the state-constrained optimal control problem \((83)\) subject to \((85)\) contains the discrete constraint, which is a non-convex constraint. On the other hand, the constraints of the generalized Lax formula are convex. The generalized Lax formula \((87)\) subject to \((88)\) is numerically solved by the interior-point method \([33]\), and we denote the optimal state sequence \(x_*(\cdot)\) and control sequence \(\beta_*(\cdot)\).

Algorithm 1 numerically computes an optimal control signal \(\alpha_*(\cdot)\), and Figure 4 (b) explains how to linearly decompose the control \(b \in \text{Conv}(B(s, x(s)))\) into a finite \(b_i \in B(s, x(s))\). By substituting \(t_k\) for \(s\) and \(x_*(\cdot)\) for \(x(s)\) in Figure 4 (b), we have

\[
\beta_*[k] = \gamma_1[k] \beta_{1*}[k] + \gamma_2[k] \beta_{2*}[k]
\]

for \(\beta_*[k] \in \text{Conv}(B(t_k, x_*[k]))\) for some \(\gamma_{1*}[k], \gamma_{2*}[k] \in [0, 1]\) such that \(\gamma_1[k] + \gamma_2[k] = 1\). The mathematical expression for \(\beta_*[k]\) is in Figure 4 (b). Note that \((29)\) also holds for \(\beta_{1*}[k]\) and \(\gamma_{1*}[k]\) by \((86)\). Then, we can compute

\[
\alpha_*[s] = \begin{cases} 
\alpha_{1*}[k], & s \in [t_k, t_k + \Delta t_k \gamma_1[k]), \\
\alpha_{2*}[k], & s \in [t_k + \Delta t_k \gamma_1[k], t_{k+1}), 
\end{cases} \tag{89}
\]

where \(\alpha_{1*}[k]\) and \(\alpha_{2*}[k]\) satisfy

\[
\beta_{1*}[k] = -f(t_k, x_*[k], \alpha_{1*}[k]), \\
\beta_{2*}[k] = -f(t_k, x_*[k], \alpha_{2*}[k]), \tag{90}
\]

and \(x_*[\cdot]\) solving \((83)\) for \(\alpha_*(\cdot)\). Note that \(x_*[\cdot]\) is the optimal state sequence for the temporally discretized generalized Lax formula \((87)\) subject to \((88)\).

The numerical results using the generalized Lax formula and Algorithm 1 are shown in Figure 5. Figure 5 (a) shows an optimal state trajectory \((x_*(\cdot))\), and Figure (b) shows an optimal control signal \((\alpha_*(\cdot))\). As we observed in the previous two examples, we have a frequent control switching in this example. This issue is discussed in the later part of Section III where we provide practical suggestions to overcome this issue. In this paper, we do not provide theoretical support to validate these suggestions: this is one of our future work. The computation time for the generalized Lax formula is 6.36 s.

For this gear system problem, non-convex programming such as MIP is not necessary. Instead, the generalized Lax formula provides a convex problem.

VI. CONCLUSION AND FUTURE WORK

This paper proposes a computationally efficient Hamilton-Jacobi-based formula \((the \text{\ generalized \ Lax \ formula})\) for the finite-horizon state-constrained optimal control problem, and presents a numerical algorithm to compute optimal control signal and state trajectory. It is proved that the optimal cost and state trajectory computed by the proposed method converge to the optimal solutions as the size of the temporal discretization converges to zero. Our method is computationally efficient to provide an optimal solution if the dynamics are affine in the state, and the stage and terminal costs, as well as the state constraint, are convex in the state but not necessarily in the control, as described in Condition 2. Three practical examples show the computational efficiency of our method: the generalized Lax formula and the numerical algorithm. Our
method requires 152 s to obtain a solution of the 12D problem, for which it is not realistic to utilize the grid-based methods, such as the level-set method and the fast marching method, due to the exponential complexity in computation.

Our future directions are 1) to find a method for an optimal control signal that has less control switching than our method, 2) to extend our generalized Lax formula for the time-optimal problems [4] and infinite-horizon optimal control problems [34], 3) to extend the theory in this paper for the state-constrained optimal control problem with discrete states, and 4) to derive a Hamilton-Jacobi-based formula for two-player games [3].

APPENDIX

A. Proof of Lemma 2

(i) Proof of (22) and (23).

The corresponding Hamiltonian for $\vartheta$ in (19) has to be the same with the Hamiltonian in (15):

$$\max_{b \in B(s, x)} [p \cdot b - L^b(s, x, b)] = H(s, x, p),$$

since $\vartheta$ in (19) subject to (20) is the unique viscosity solution to the HJB PDE in Theorem 1. Hence, $H \equiv (L^b)^* + H^* \equiv (L^b)^*$ since $L^b$ is semi-continuous in $b$ for each $(s, x) \in [t, T] \times \mathbb{R}^n$.

(ii) Proof of (25).

Case 1. $b \in \text{Conv}(B(s, x))$

There exist $b_i \in B(s, x)$ and $\gamma_i \geq 0$ $(\sum_i \gamma_i = 1)$ such that $b = \sum_i \gamma_i b_i$. Since $H^*(s, x, \cdot)$ is convex in $b$,

$$H^*(s, x, b) \leq \sum_i \gamma_i H^*(s, x, b_i) < \infty$$

since each of $H^*(s, x, b_i)$ is finite.

Case 2. $b \notin \text{Conv}(B(s, x))$

For two closed convex sets $\{b\}$ and $\text{Conv}(B(s, x))$, the separating hyperplane theorem [33] implies that there exists a hyperplane $(P : \mathbb{R}^n \rightarrow \mathbb{R})$:

$$P(b') \begin{cases} > 0, & b' \notin \text{Conv}(B(s, x)) \\ \leq 0, & b' \in \text{Conv}(B(s, x)) \end{cases}$$

By picking $p = \gamma \rho'$ where $\gamma \in \mathbb{R}$,

$$H^*(s, x, b) = \max_p \min_{b'} [p \cdot (b - b') + L^b(s, x, b')] \geq \max_p \gamma \rho' \cdot (b - b') + L^b(s, x, b') = \infty$$

since $\rho' \cdot (b - b') > 0$ for all $b' \in \text{Conv}(B(s, x))$. $\blacksquare$

B. Additional Lemma used in the proof of Theorem 3

In this appendix, we describe the below lemma that is used in the proof of Theorem 3.

**Lemma 8** Suppose Assumption 7 holds. Given the initial state $x \in \mathbb{R}^n$, there exists a constant $C > 0$ such that

$$\|x(s) - x\| \leq C(s - t)$$

for all $s \in [t, T]$, $\alpha \in A(t)$ where $x$ solves (12). $\blacksquare$

**Proof.** For any control $\alpha \in \mathcal{A}(t)$ and $x$ solving (12),

$$\|x(s) - x\| \leq \int_t^s f(\tau, x(\tau), \alpha(\tau)) d\tau$$

$$\leq \int_t^s \|f(\tau, x(\tau), \alpha(\tau)) - f(t, x, \alpha(t))\| + \|f(t, x, \alpha(t))\| d\tau$$

$$\leq \epsilon + L_f \int_t^s \|x(\tau) - x\| d\tau$$

by Lipschitz continuity of $f$,

where $\epsilon = \frac{1}{2} L_f (s - t)^2 + \max_{a \in \mathcal{A}} \{f(t, x, a)\} (s - t)$. By the Gronwall’s inequality,

$$\|x(s) - x\| \leq c' + c' \exp(L_f(s - t)) \leq C(s - t)$$

where $C = \left[\frac{1}{2} L_f (T + t) + \max_{a \in \mathcal{A}} \{f(t, x, a)\} \right] (1 + \max\{1, \exp(L_f(T - t))\})$. $\blacksquare$

C. Proof of Theorem 3

**Proof.**

**Step 1.** For a temporal partition $t_0 = t < \ldots < t_K = T$, consider a state trajectory $(x_0 : [t, T] \rightarrow \mathbb{R}^n)$ solving

$$x_0'(s) = -\beta(t_k), \quad s \in [t_k, t_{k+1})$$

for $s \in [t, T]$ and $x_0(t) = x$. Since $\beta$ is Riemann integrable, for all $\epsilon$, there exists $\delta > 0$ such that $|t_{k+1} - t_k| < \delta$ for all $k$ and

$$\|x_0 - x\|_{L^\infty([t, T])} < \epsilon.$$  (92)

As $\delta$ converges to 0, $\epsilon$ converges to 0.

Since $\beta(t_k)$ is in $\text{Conv}(B(t_k, x(t_k)))$, by Lemma 3 there exists $b^k \in B(t_k, x(t_k)) \subset A$, and $x_k^k$ such that

$$H^*(t_k, x(t_k), \beta(t_k)) = \sum_i \gamma_i^k \rho^k(t_k, x(t_k), b^k)$$

$$\beta(t_k) = \sum_i \gamma_i^k b^k, \quad b^k = -f(t_k, x(t_k), b^k)$$

and $\sum_i \gamma_i^k = 1$ for $k = 0, \ldots, K - 1$.

**Step 2.** In each time interval $[t_k, t_{k+1})$, we construct a finer temporal discretization: $[t_k, t_{k+1}) = [t_{k,i}, t_{k,i+1})$, where $t_{k,i} = t_k + \sum_{j=1}^i \gamma_j^k \Delta t_k$ and $\gamma_j^k$ denotes the number of $\gamma^k_j$ in (93) for each $k$. Define a control input $\beta_1 : [t, T] \rightarrow \mathbb{R}^n$:

$$\beta_1(s) = b^k_{i+1}, \quad s \in [t_k, t_{k,i+1})$$

where $b^k_i$ is defined in (92) and (94), and also define the corresponding state trajectory $(x_1 : [t, T] \rightarrow \mathbb{R}^n)$ solving

$$x_1(s) = -\beta_1(s),$$

for $s \in [t_i, t_{i+1})$, and $x_1(t) = x$. Then, for $k = 0, \ldots, K$, $x_1(t_k) = x_0(t_k)$, and for $s \in [t_k, t_{k+1})$,

$$\|x_1(s) - x_0(s)\| \leq \int_{t_k}^s \|\beta_1(\tau) + \beta(t_k)\| d\tau + \epsilon$$

by (92)

$$\leq C_1 \delta + \epsilon.$$ (95)

where $C_1 = \max_{k,i} \|b^k_i - \beta(t_k)\|$, $c_1$ is bounded since $x$ and $A$ are bounded.
Step 3. We consider a control input $\alpha_2 \in \mathcal{A}(t)$
\[
\alpha_2(s) = a^k_{s+i}, \quad s \in [t_{k,i}, t_{k,i+1}),
\]
where $a^k_i$ is defined in (93) and (94), and the corresponding state trajectory $(x_2 : [t, T] \to \mathbb{R}^n)$ solving
\[
x_2(s) = f(s, x_2(s), \alpha_2(s)), \quad s \in [t, T].
\]
We have
\[
\|x_2(t_{k,i+1}) - x_1(t_{k,i+1})\| \\
\leq \|x_2(t_{k,i}) - x_1(t_{k,i})\| + \int_{t_{k,i}}^{t_{k,i+1}} \|f(\tau, x_2(\tau), a^k_{\tau+i+1}) - f(t_k, x(t_k), a^k_{t+i+1})\| d\tau \\
\leq \|x_2(t_{k,i}) - x_1(t_{k,i})\| + \int_{t_{k,i}}^{t_{k,i+1}} L_f ((\tau - t_k) \|x_2(\tau) - x_1(\tau)\| + \|x_2(t_{k,i}) - x_1(t_{k,i})\| + \|x_1(t_{k,i}) - x(t_k)\|) d\tau
\]
by Lipschitz of $f$. By the way, for $\tau \in [t_{k,i}, t_{k,i+1})$,
\[
\|x_2(\tau) - x_3(t_{k,i})\| \leq c_2\delta
\]
for some $c_2$ by Lemma 8 and
\[
\|x_1(t_{k,i}) - x_1(t_k)\| = \left\| \sum_{j=1}^i f(t_k, x(t_k), a^k_j)(t_k-j, t_{k,j}) \right\| \\
\leq c_3\delta
\]
for some $c_3$ since $f(t_k, x(t_k), a^k_j)$ is bounded. By (98), (99), and (97) becomes
\[
\|x_2(t_{k,i+1}) - x_1(t_{k,i+1})\| \\
\leq (1 + L_f(t_{k,i+1} - t_{k,i}))\|x_2(t_{k,i}) - x_1(t_{k,i})\| + L_f(t_{k,i+1} - t_{k,i})(\delta c_4 + \epsilon)
\]
for some $c_4 > 0$. This is equivalent to
\[
\|x_2(t_{k,i+1}) - x_1(t_{k,i+1})\| + \delta c_4 + \epsilon \\
\leq (1 + L_f(t_{k,i+1} - t_{k,i}))\|x_2(t_{k,i}) - x_1(t_{k,i})\| + \delta c_4 + \epsilon.
\]
(100)
By multiplying the both side of (100) for all $k' \geq 0, i' \geq 0$ such that $t \leq t_{k',i'} \leq t_{k,i}$, we have
\[
\|x_2(t_{k,i}) - x_1(t_{k,i})\| \\
\leq \prod_{k' \leq t_{k,i}} \left(1 + L_f(t_{k,i} - t_{k',i',-1})\right) - 1\right)(\delta c_4 + \epsilon) \\
\leq \prod_{k' \leq t_{k,i}} \left(1 + L_f(t_{k,i} - t_{k',i',-1})\right) - 1\right)(\delta c_4 + \epsilon) \\
\leq (1 + L_f(T/m)\|x_2(t_{k,i}) - x_1(t_{k,i})\| - 1\right)(\delta c_4 + \epsilon)
\]
(101)
for $\bar{m} = \sum_{k' \leq t_{k,i}} 1$ subject to $t \leq t_{k',i', \leq t}$: the number of the discrete time points in $[t, T]$. The last inequality in (101) holds since $\prod_{i=1}^n x_i \leq (\sum_{i=1}^n x_i)^n$ for any positive $x_i$s and $n \in \mathbb{N}$. Note that $m \to \infty$ as $\delta \to 0$, and
\[
\lim_{m \to \infty} \left(1 + \frac{L_f(T/m)}{m}\right) = \exp(L_fT) < \infty.
\]
Thus, (101) implies
\[
\|x_2(t_{k,i}) - x_1(t_{k,i})\| \leq c_5\delta + c_6\epsilon
\]
(102)
for all $t_{k,i} \in [t, T]$.
For $s \in (t_{k,i}, t_{k,i+1})$,
\[
\|x_2(s) - x_1(s)\| \\
\leq \|x_2(s) - x_2(t_{k,i})\| + \|x_2(t_{k,i}) - x_1(t_{k,i})\| \\
+ \|x_1(t_{k,i}) - x_1(s)\| \\
\leq c_7\delta + c_8\epsilon
\]
for some $c_7, c_8 > 0$ by (98), (102), and (99) with little modification.
Step 4. We choose $x^* = x_2$ and $\alpha^* = \alpha_2$ for approximate state and control trajectories in Theorem 3. To sum up Step 1 to Step 3,
\[
\|x^*(s) - x(s)\| \leq c_9\delta + c_{10}\epsilon, \quad s \in [t, T].
\]
(103)
As $\delta \to 0$, $\epsilon \to 0$ and $\|x^* - x\|_{L^\infty([t,T])} \to 0$. This proves (34).
Step 5. Define a discrete sum of $H^*$:
\[
S(t) := \sum_{k=0}^{K-1} H^*(t_k, x(t_k), \beta(t_k))(t_{k+1} - t_k).
\]
Note that $K$ denotes the index of the discrete time point for the terminal time: $t_K = T$. Since $H^*(s, x(s), \beta(s))$ is also Riemann integrable,
\[
\left| \int_t^T H^*(s, x(s), \beta(s))ds - S(t) \right| < \epsilon_1
\]
(104)
for some $\epsilon_1 > 0$, and $\lim_{\delta \to 0} \epsilon_1 = 0$ where $\delta = \max_{k, k=0, \ldots, K-1}$.
By (93), (94), (103), and Lipschitz continuity of $L$ in Assumption 1,
\[
\left| \int_{t_k}^{t_{k+1}} L(s, x^*(s), \alpha^*(s))ds - S(t) \right| \\
\leq \sum_{i} \int_{t_{k,i}}^{t_{k,i+1}} L(s, x^*(s), \alpha^*(s))ds \\
\leq \Delta t_k L_L(c_{11}\delta + c_{12}\epsilon)
\]
(105)
for some $c_{11}, c_{12} > 0$, where $L_L$ is the Lipschitz constant of $L$. Therefore,
\[
\left| \int_t^T L(s, x^*(s), \alpha^*(s))ds - S(t) \right| \leq TL_L(c_{11}\delta + c_{12}\epsilon).
\]
(106)
By (104), (106), (103), and Lipschitz continuity of $g$ in Assumption 1,
\[
\left| \int_t^T H^*(s, x(s), \beta(s))ds + g(x(T)) \\
- \int_t^T L(s, x^*(s), \alpha^*(s))ds - g(x^*(T)) \right| \leq c_{13}\delta + c_{14}\epsilon + \epsilon_1.
\]
where \( C_1 = TL_{C_1} + L_g c_{10} \), \( C_4 = TL_{C_4} + L_g c_{10} \), where \( L_g \) is the Lipschitz constant of \( g \). This proves (35).
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