Interdependent transport via percolation backbones in spatial networks

Bnaya Gross,1 Ivan Bonamassa,1 and Shlomo Havlin1

1Department of Physics, Bar-Ilan University, Ramat-Gan 52900, Israel
(Dated: September 7, 2020)

The functionality of nodes in a network is often described by the structural feature of belonging to the giant component. However, when dealing with problems like transport, a more appropriate functionality criterion is for a node to belong to the network’s backbone, where the flow of information and of other physical quantities (such as current) occurs. Here we study percolation in a model of interdependent resistor networks and show the effect of spatiality on their coupled functioning. We do this on a realistic model of spatial networks, featuring a Poisson distribution of link-lengths. We find that interdependent resistor networks are significantly more vulnerable than their percolation-based counterparts, featuring first-order phase transitions at link-lengths where the mutual giant component still emerges continuously. We explain this apparent contradiction by tracing the origin of the increased vulnerability of interdependent transport to the crucial role played by the dangling ends. Moreover, we interpret these differences by considering an heterogeneous k-core percolation process which enables to define a one-parameter family of functionality criteria whose constraints become more and more stringent. Our results highlight the importance that different definitions of nodes functionality have on the collective properties of coupled processes, and provide better understanding of the problem of interdependent transport in many real-world networks.

This work is dedicated to the late Prof. Dietrich Stauffer from whom we learned a lot about percolation.
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I. INTRODUCTION

Throughout the last decades, network science has provided important tools to study complex systems such as the brain [1, 2], climate networks [3, 4], protein interactions [5, 6] and finance [7–9], offering a powerful framework for exploring their collective phenomena [10]. The ability to simplify a complex system to its basic ingredients and still observing the general phenomenon occurring in it is, perhaps, one of the main reasons for the rise of network science in recent years.

A prominent tool commonly used in the analysis of the structure and function of many real-world networks is percolation theory [11–13]. During this process, a fraction 1 − p of nodes or edges are randomly removed and certain quantities of interest such as the giant component (GC), the correlation length, or the susceptibility, are then measured. For sufficiently large values of p, a giant component spanning the entire network exists, enabling the communication between nodes belonging to it, and at a critical threshold pc it dismantles into a collection of small clusters.

The functionality of the network is usually described by adopting as a proxy the relative size of the GC, P∞, and nodes that disconnect from it are isolated and considered as non-functional. However, when transport processes like e.g. current flow in resistor networks [14–16] are considered, a more appropriate criterion for the nodes’ functionality has to be introduced. For resistor networks, such condition can be identified in the requirement that a node belongs to the relative size of the network’s backbone [12, 16], B∞, which contains only conduct-current nodes, i.e. no dead-ends (see Fig. 1).

The importance of these differences in the definition of the nodes’ functionality becomes more significant when considering multilayer networks [17, 18] and, in particular, interdependent networks [19, 24]. In such cases, the failing of a node in one network can cause further damage in other one, which can in its turn trigger a cas-

FIG. 1: Illustration of the interdependent resistor model. Transport of currents in two networks of spatial resistors, A and B, are mutually coupled via dependency links (dashed lines). Each layer is constructed with links of the same characteristic length ζ as described in Eq. 1 and the same average degree z, though their local wiring features are generally different. The backbone in each layer consists of the red nodes connected via the red connectivity links which conduct current between the network’s boundaries. The blue nodes do not conduct current (dead ends) and thus belongs only to the giant component but not to the backbone. A node will fail if it is not part of the backbone of its network or if its dependent node in the other layer fails.
cades of failures resulting in abrupt collapses signaled by first-order structural transitions. Since failed nodes are the ones spreading the damage from one network to the other, the precise definition of the functionality criterion becomes a crucial ingredient in understanding the vulnerability and characterizing the functional regimes of interdependent systems.

In this paper, we study percolation on a model of two interdependent resistor networks with conductivity-based states, so that global transport is attained only if a mutual backbone exists. Motivated by recent evidence on transport networks [25, 26] and in the connectome’s structure of mammals [27–30], we consider here the realistic case of spatially embedded networks with a tunable characteristic link length [25, 31–33]. We find that, in contrast to a single network where both the GC and backbone have the same critical threshold, in interdependent networks the critical thresholds signalling the collapse of the giant components are different. In particular, we show that the critical threshold for the backbone is much higher compared with its percolation-based analogue, hinting at the extreme vulnerability of interdependent transport in spatially embedded networks. In addition, while the transition changes from second to first order as the interaction range (link-length) increases for both the GC and backbone, the backbone transition becomes first order in a much shorter interaction range compared to the GC. Furthermore, using heterogeneous k-core percolation [34–36], we are able to explain the reason for the shorter interaction range required to trigger first-order transitions in interdependent resistor networks. We show that as the criteria for node functionality gets more strict, the damage can spread in the whole system with shorter interaction range.

As we stress the cost function here considered is more realistic than those of previous studies [37], and motivated by data-driven evidence reported in transport systems [25, 26] and in brain networks [27–30]. In this respect, our results provide additional insights to the properties of coupled transport processes in spatial infrastructures [38–40], offering a simple and realistic framework to investigate their robustness.

II. THE MODEL

We model interdependent transport by means of two spatial networks, A and B, as depicted in Fig. 1. The nodes in each layer are placed on a 2-dimensional grid of size $N = L \times L$, where $L$ is the grid length, on the positions $(x, y)$ where $x, y \in [0, L - 1]$ are integers numbers. The connectivity links in each network are then assigned by picking randomly a node $i$ and connecting it with a random node $j$ at Euclidean distance $d_{ij}$, drawn from an exponential distribution

$$\mathcal{P}_{ij}(d_{ij}) \propto \exp(-d_{ij}/\zeta). \quad (1)$$

Here, $\zeta$ represents the characteristic link-length of the network and plays a role of a tunable parameter controlling the influence of spatiality on the range of interactions. This picking process repeats until a given average degree $z$ is reached. As discussed in earlier works by some of us [33, 41], the structure of the network significantly depends on the characteristic link-length $\zeta$; while small values of $\zeta$ produce strongly space-dependent networks, large values of $\zeta$ produce networks with weak space-dependence which can be analyzed via mean-field approaches [25, 31–33]. The two networks depend on each other through dependency links between superposed nodes in the two layers are generally different, since each layer is a different instance of the same statistical ensemble of spatially embedded networks.

We study percolation on our interdependent model with conductivity-based functionality by removing non-conducting nodes that do not belong to the percolation backbone (the dangling ends) of each layer, which we measure by searching for the networks’ largest bi-components [42]. The process is initiated by removing a fraction $1 - p$ of nodes from network A. This removal may disconnect some nodes from the backbone of network A causing their dependent nodes in network B to
be removed as well. The removal of nodes in network B may disconnect more nodes from the backbone of network B which, in their turn, make their dependent nodes in network A to fail, hence propagating the damage. This repeating cascade of failures describes the dynamic behavior of the system and it is an intrinsic property of interdependent networks and their stability. Once the cascading process stops, the remaining active nodes in the whole system form the mutual backbone (MB). Similarly, the remaining active nodes after the cascading process with only percolation-based functionality form the so-called mutual giant component (MGC) of the system. Notice that, although both the MB and the MGC are respectively, subsets of the backbone and giant component in their isolated counterparts, they are measured respectively by means of the very same observables, namely $B_\infty$ and $P_\infty$.

III. THE EFFECTS OF FUNCTIONALITY ON THE PHASE TRANSITION

To understand the significant difference between percolation-based functionality and conductivity-based functionality in interdependent networks, let us first consider the case of a single isolated layer. Percolation in a single network yields a continuous structural transition at the same position for both the GC and the backbone (see Fig. 2). The reason is that a path from one side of the network to the other exists even if non-conducting nodes (dangling ends) are removed \cite{11,12} and thus their removal only affect the magnitude of the order parameter without changing the transition threshold (see Fig. 2 inset). In the limit of $\zeta \ll 1$, only short link-lengths are allowed and a 2D lattice-like structure is created, with $p_c^{2D} \approx 0.5926$ \cite{11,12} for both the GC and the backbone.

In the other limit, i.e. $\zeta \to \infty$, any pair of nodes can be connected with the same probability similar to an ER network, leading therefore to the percolation threshold $p_c^{ER} = 1/z$. Notice that $p_c$ rapidly converges towards $p_c^{ER}$ (see Fig. 4), resulting in a 2D-to-random crossover with surprising features, whose details were extensively addressed in Ref. \cite{33}.

Interdependent networks experience completely different phenomena compared to a single network. For the case of the percolation-based functionality \cite{25}, in the limit $\zeta \to \infty$ (two interdependent ER networks) the percolation phase transition becomes first-order as shown in Fig. 3a, and it can be analytically solved, resulting in the critical threshold $p_c \approx 2.5$ \cite{19} (see Fig. 4). Moreover, a tricritical characteristic length $\zeta_c \approx 12$ exists above which a local damage will propagate at distances sufficiently large (i.e. larger than the radius of a critical droplet \cite{43,45}) igniting a percolative nucleation process \cite{25} that leads to a first-order phase transition. In contrast, for $\zeta < \zeta_c$ local failures generally remain confined, leading to continuous phase transitions whose cluster statistics is strongly influenced by finite-size effects \cite{19}.

The case of conductivity-based interdependence, discloses important differences compared to its percolation-based analogue. The first difference can be identified in the transition point, which is not in the same position as can be seen in Fig. 3b. This is in marked contrast to a single network case where the transition point is in the same position (Fig. 2). The reason for this difference can be understood in the effect of the dangling ends. For a single network, joining the network's boundaries exists even after the removal of the dangling ends, thus, their removal does not affect the transition threshold. However, once dependency links between networks are set, the removal of the dangling ends in one network can lead to failure of nodes belonging to the backbone of the other network, a genuine multilayer effect that finds no analogy in the isolated case. This removal leads to a much stronger cascade of failures in the system compare to percolation-based functionality and breaks the path joining the network’s boundaries. These cascades lead to the separation of the transition of percolation-based functionality and conductivity-based functionality observed even at small interaction ranges and it further explains the origin underlying the extreme vulnerability of the MB. Another important difference between the MGC and the MB is the transition behaviour for different values of $\zeta$. Similarly to the MGC, the MB undergoes a first-order transition for $\zeta \to \infty$ as shown in Fig. 3b, whose features can be solved analytically (see Appendix), resulting in the threshold $p_c \approx 3.8$ \cite{46} as shown in Fig. 4. However, the value of $\zeta_c$ is much smaller: while for the MGC, $\zeta_c \approx 12$, for the MB, $\zeta_c \approx 6$, as shown in Fig. 4.

IV. TRICRITICAL POINTS IN THE CHARACTERISTIC RANGE OF INTERACTIONS

In order to better understand the drastic decrease of the tricritical interaction range $\zeta_c$ for conductivity-based

![Figure 3: Interdependent percolation and conductivity transitions. The relative size of the (a) MGC, $P_m$, and the (b) MB, $B_m$, as a function of $p$ for several values of $\zeta$ are shown. For small values of $\zeta$ the transition is continuous for both the MGC and the MB. However, as $\zeta$ exceeds a critical interaction length, $\zeta_c$, the transition becomes first-order. Notice that $\zeta_c$ of the MGC is larger compared to that of the MB.](image)
functionality systems, we here examine heterogeneous k-core percolation on our interdependent spatial network model. Let us recall that k-core percolation is an iterative process initiated by random removal of 1 − p fraction of nodes followed by iterative removal of nodes with degree less than k until only the k-core remains [17]. In heterogeneous k-core percolation, the degree threshold is not the same for all the nodes [11,39], and it is assigned in a way such that an r fraction of randomly chosen nodes has threshold $k_a$ and the remaining fraction 1 − r has threshold $k_a + 1$. Thus, the average degree threshold is given by

$$k = k_a(1-r) + r(k_a + 1).$$

By continuously increasing r, we study the effect of node functionality on the system’s phase transitions as it gets increasingly more stringent. Eq. (2), in fact, allows to identify a one-parameter family of functionality criteria for each r so that different levels of functionality constraints can be compared.

We start with the case, $k_a = 1$ and $r = 0$, which corresponds to the MGC, and increase r to study how the tricritical interaction range $\zeta_c$ will change with $k$. The phase diagram in Fig. 5 discloses the dependence of the percolation threshold as a function of $\zeta$ for different average degree thresholds. As expected, for $r = 0$ and $k = 1$ we find $\zeta_c \approx 12$, as in Fig. 1 for the MGC. However, as the average degree threshold, $k$, increases, $\zeta_c$ decreases. This show that as the node functionality gets more strict, not only that the percolation threshold increases but the critical interaction range decreases. In other words, the MB has a much lower tricritical interaction range compared to the MGC, leading to a cascade of failures and abrupt collapses already at a relatively small range of interactions. In line with evidence raised by previous results in interdependent transport processes in spatial networks [35, 40], our results highlight the dramatic fragility of infrastructures and transport systems.

V. SUMMARY AND DISCUSSION

In this work, we have studied the effect of spatiality on interdependent resistor networks emphasizing the differences between percolation-base functionality governed by the GC and conductivity-based functionality governed by the backbone. Our model makes a step forward towards a more realistic characterization of interdependent transport processes in real-world systems, thanks to the realistic spatial topology we have considered. We find that while in a single network the percolation transition is the same for both functionality criterion, once dependency links are formed between networks the transition thresholds are significantly different with higher
vulnerability for the backbone. Moreover, both criteria have a tricritical interaction length above which the structural transitions are first-order and continuous below. We also find that the tricritical interaction length for the MB is shorter compared to that of the MGC, highlighting the extreme vulnerability of interdependent transport processes [38–40]. We have explained this difference by adopting a model of interdependent heterogeneous $k$-core, showing that the tricritical interaction range decrease as the criterion for the nodes functionality gets more strict.

Our results highlight the crucial role played by the definition of node functionality which significantly affects its robustness against random failures, and offer new perspectives regarding the influence that precise definitions of nodes’ functionality can have on their coupled collective phenomena. For example, a system of real interdependent networks might be characterized by percolation-based functionality in one layer and conductivity-based functionality in another, an outcome that would lead to critical features in between the two cases studied here. Moreover, in systems with even stricter node functionality criteria, e.g. governed by heterogeneous $k$-core with $k > 2$ or involving more than 2 interacting layers, we expect that even more extreme critical properties will be found, with a larger increase in their vulnerability. It would therefore be of interest to investigate such cases where the addition of layers is accompanied by redundant interdependencies, so to compare how spatiality influences the increase of robustness with respect to the random case already addressed in the literature [48].
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APPENDIX

A. Analytic solution of the limit $\zeta \to \infty$ for interdependent resistor networks

The analytical solution can be developed using the generating function approach developed by Newman [49]. The generating function for the degree distribution is

$$G_0(u) = \sum_k p_k u^k \quad (A.1)$$

and the generating function for the outgoing links is

$$G_1(u) = \frac{G_0'(u)}{z}, \quad (A.2)$$

where $z$ is the average degree.

In percolation, the backbone is equivalent to the largest bi-component [42]. Thus, we can adopt the formalism developed in Ref. [50] to calculate the mutual bi-component in random graphs. For a single network, the probability $u(p)$ that a link does not lead to a node in the giant bi-component, after removal of $1 - p$ fraction of nodes is [50]:

$$u(p) = 1 - p + pG_1(u(p)), \quad (A.3)$$

and the fraction of nodes belonging to the giant bi-

FIG. A.1: (a) Graphical solution of Eq. (A.9). The solution $x = 0$ always exist for any value of $p$. However, for $p_c = z_c/z$ with $z_c \approx 3.8166$ a non-zero solution appears whose value increases continuously with $z$. (b) First-order phase transition. When the solution of Eq. (A.9) is inserted into Eq (A.8), one finds two regimes. Inactive state ($B_\infty = 0$, i.e. $x = 0$), and an active state (i.e. $B_\infty > 0$ or, equivalently, $x \neq 0$).
component is:

\[ B_\infty = pg(p) \]
\[ = p[1 - G_0(u(p)) - (1 - u(p))zG_1(u(p))]. \quad (A.4) \]

For the case of ER networks, \( p_k = e^{-z^{1/k}} \) and thus,

\[ G_0(u) = G_1(u) = e^{-z(1-u)}, \quad (A.5) \]

with

\[ u(p) = 1 - p + pe^{-z(1-u(p))} \quad (A.6) \]
\[ g(p) = 1 - (1 + (1 - u(p))z)e^{-z(1-u(p))}. \quad (A.7) \]

For the case of two interdependent networks, the size of the mutual bi-component is hence given by \[19]\:

\[ B_\infty = xg(x), \quad (A.8) \]

where \( x \) is the solution to the self-consistent equation

\[ x = pg[pg(x)]. \quad (A.9) \]

Eq. \[A.9\] can be graphically solved, as shown in Fig. \[A.1\]. The solution \( x = 0 \) always exist for any value of \( p \). However, for \( p_c = z_c/z \) with \( z_c \approx 3.8166 \), a non-zero solution appears which increases continuously with \( z \). When inserted into Eq \[A.8\], the graphical solution of Eq. \[A.9\] identifies two regimes: inactive state with \( B_\infty = 0 \) corresponding to \( x = 0 \), and an active state with \( B_\infty > 0 \) corresponding to the non-zero solution. The transition between these two states is abrupt, characterizing a (random) first-order phase transition with \( p_c = z_c/z \) as shown in Fig. \[A.1\].
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