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ABSTRACT

The emergence of novel hardware accelerators has powered the tremendous growth of machine learning in recent years. These accelerators deliver incomparable performance gains in processing high-volume matrix operators, particularly matrix multiplication, a core component of neural network training and inference. In this work, we explored opportunities of accelerating database systems using NVIDIA’s Tensor Core Units (TCUs). We present TCUDB, a TCU-accelerated query engine processing a set of query operators including natural joins and group-by aggregates as matrix operators within TCUs. Matrix multiplication was considered inefficient in the past; however, this strategy has remained largely unexplored in conventional GPU-based databases, which primarily rely on vector or scalar processing. We demonstrate the significant performance gain of TCUDB in a range of real-world applications including entity matching, graph query processing, and matrix-based data analytics. TCUDB achieves up to 288x speedup compared to a baseline GPU-based query engine.

1 INTRODUCTION

The enormous demand for artificial intelligence (AI) and machine learning (ML) workloads has driven the development and integration of accelerators containing instructions operating on two-dimensional tensors (i.e., matrices). Examples include NVIDIA’s Tensor Core Units (TCUs) [57], Google’s Tensor Processing Units (TPUs) [72], and Apple’s Neural Processing Units (NPUs) [6]. Improving matrix algebra through matrix units (MXUs), which popular AI/ML models heavily rely on, drastically increases the orders of magnitude speedup and energy efficiency. This is particularly true when compared with conventional scalar processors (e.g., CPUs) and vector processors (e.g., graphical processing units [GPUs]).

In this work, we explore opportunities of integrating Tensor Core Units (TCUs) into a database engine’s architecture. Despite being originally designed for AI/ML workloads, tensor processors also hold potential performance improvements for database engines. This is due to both the increasing demand for native support of linear algebra queries (e.g., matrix multiplication itself) in SQL DB engines [3, 24, 26, 39, 54] and the observation that a large number of regular query operators can be cast into matrix multiplication. For example, one can show that the most commonly used natural joins [5, 20] and group-by aggregates can be encoded as matrix multiplication, which enables TCUs to deliver exceptional performance.

However, the presence of these AI/ML accelerators, or more generally matrix processors, does not provide a drop-in upgrade to the query engine’s performance. Three major challenges must be addressed.

Challenges. First, the conventional GPU databases primarily implement the physical operators (e.g., the partitioned hash join algorithm [44]) in a non-matrix-friendly manner. These algorithms and operators typically do not operate on tensors directly. As a result, it is hard to modify them with the intent of taking advantage of TCUs’ computation power.

Second, although DB operators such as joins can theoretically be encoded as matrix multiplications, executing all of them as dense multiplication might not always be beneficial. For example, the underlying data distributions can cause the two operands to be sparse matrices, which require a different data organization and APIs to achieve the best performance.

Next, a DB engine with TCUs must prevent itself from generating erroneous query results because of the low-precision nature of the tensor processors. The current tensor processors are limited in precision as AI/ML applications are error-tolerant because NVIDIA’s TCUs only support 16-bit floating-point numbers while Google’s TPUs only work on at most 8-bit integers. Moreover, these tensor processors share the same data movement overhead with other hardware accelerators while additionally suffering from the data transformation overhead (i.e., table → tensor). A higher precision requirement means introducing more data movement and transformation overhead. As a result, the proposed system must maintain a balance between two factors.

TCUDB. This paper presents TCUDB, an analytic database query engine that explores the potential of tensor processors to accelerate analytic query workloads using TCUs by tackling the aforementioned challenges. Figure 1 provides an overview of the system architecture of TCUDB. TCUDB extends the common architecture of GPU-accelerated databases [13, 34, 52, 69, 73, 80, 84, 86, 87, 89] as a way to further accommodate executing query operators with TCU acceleration in the query analyzer, the query optimizer, the code generator, and the program driver.

To address the challenge of executing queries using matrix operations, we re-engineered a set of query operators that are theoretically feasible to be mapped to tensor/matrix algebra operations for TCUDB. The query operators cover a large set of commonly used ones including natural joins and group-by aggregates. As shown in Figure 1, TCUDB features a code generator for generating executable code mapping input tables to tensor format and processes the query as matrix multiplication via WMMA or cuBLAS API calls. Depending on the data sparsity, TCUDB provides the option of sparse tensor encoding with sparse matrix multiplication. We developed the TCU-SpMM operator to support sparse matrix multiplication with TCU acceleration. Then, the TCUDB query analyzer is capable of generating query plans, which use these TCU-accelerated physical operators.
To resolve the challenge of limited precision and overhead in modern tensor processors, TCUDB’s query optimizer carefully gauges the parameters in precision, data movement overhead, data transformation overhead, and computation throughput — as using lower data precision yields lower data movement overhead and higher computation throughput, but also takes higher risks of leading into unacceptable answers as well as higher data transformation overhead. TCUDB presents an adaptive mixed-precision query optimization that dynamically selects the most appropriate precision in delivering the desired level of accuracy using the shortest end-to-end latency to handle queries.

Contributions. By presenting, implementing and evaluating TCUDB, this paper makes the following contributions:

- We explored the space of opportunities of optimizing a GPU-accelerated analytic query engine by leveraging TCUs. In our initial investigation, we found that TCU delivers >5× performance gains for matrix multiplication compared to the conventional CUDA cores in GPUs. This finding contradicts the conventional wisdom that considers matrix multiplication a slow operator because of its high computational complexity. As such, TCUs provide new opportunities to optimize processing analytic queries as matrix multiplication.

- Next, we identified a collection of query patterns that can potentially be accelerated by TCUs. The query patterns include the most commonly used SQL operators in analytic queries such as joins and group-by aggregates (e.g., SUM and COUNT). We demonstrate simple algorithms for transforming relational tables into matrix format and translating SQL operator into one or more matrix multiplication operators. Our algorithmic design is generic as it can be generalized to multi-way joins and aggregation over joins.

- We designed and implemented TCUDB, a TCU-accelerated analytic database engine. On top of a traditional GPU database, TCUDB features a query optimizer that identifies (1) the most efficient TCU query plan and (2) the best GPU/CPU-based plan and decides which plan to execute via cost estimation. If a TCU-accelerated plan is selected, TCUDB leverages a code generator to rewrite (parts of) the query into C programs that invoke NVIDIA’s CUDA API. To the best of our knowledge, TCUDB is the first analytic database engine with TCU-accelerated built-in.

- We evaluated TCUDB on 4 real-world use cases: (1) linear algebra (LA) queries, (2) entity matching (EM), (3) graph analytics, and (4) analytic queries such as the star-schema benchmark. TCUDB demonstrates an outstanding performance advantage over a GPU-based engine (YDB), by achieving up to 288× speedup. Our results also highlight the necessity of the query optimizer and TCUDB’s scalability advantage in future GPU architecture.

2 BACKGROUND AND MOTIVATION

This section describes the background of the conventional query processing on a GPU and the motivation inspired by the characteristic of Tensor Core Units (TCUs). By comparing to the traditional vector processing model, we demonstrate the tensor processing model in a database system that can deliver better performance on linear algebra queries in terms of computing capability and scalability.

2.1 Tensor Core Units (TCUs)

As deep neural networks heavily rely on operations using matrix multiplications (e.g., convolution), recent hardware accelerators feature matrix units (MXUs) in their microarchitectures to significantly boost the performance in machine learning (ML) workloads. Famous examples include NVIDIA’s Tensor Core Units (TCUs), Google’s Tensor Processing Units (TPUs), and Apple’s Neural Engine.

This paper selects TCUs as the underlying accelerators for the following reasons: (1) Programmability: TCUs expose their low-level C++ API to programmers such as highly optimized cuBLAS APIs or customizable WMMA (Warp Matrix Multiply-Accumulate) APIs, giving programmers complete freedom in implementing algorithms and integrating with existing systems. By contrast, their counterparts are only programmable through domain-specific languages tailored for ML. (2) Accessibility: TCUs are now standardized components in NVIDIA’s GPU architectures, ranging from high-end server solutions, gaming solutions, to embedded solutions. Conversely, high-performance TPUs are only accessible through
with different sizes, ranging from 1024 × 1024 inputs matrices to 16384×16384 ones, using conventional vector processing units (CUDA cores) and TCUs, on NVIDIA’s RTX 3090 GPU. The results show that TCUs consistently outperform CUDA cores by up to a 5x speedup. By translating the latency to TFLOPs, we measured a peak of 63 TFLOPs on TCUs and 19 TFLOPs using mixed precision on CUDA cores only.

Despite the significant speedup in matrix operations, TCUs still have limited precision drawbacks seen in other AI/ML accelerators in a way that TCUs only support at most 16-bit numbers as inputs and incur additional overhead in casting data into the desired 16-bit formats. Being separated functional units within an SM and the nature that an SM can only perform a single type of operations simultaneously, a compute kernel can activate either conventional vector units or TCUs, but not both of them due to the power constraints and the hardware architecture. Therefore, if programmers do not specifically enable TCUs and rewrite algorithms to perform matrix multiplications, a GPU program cannot automatically take advantage of TCUs. Instead, it wastes the rich speedup that the TCUs can provide.

2.2 GPU-accelerated Database System Architecture (GPUDB)

Prior to the introduction of TCUs in GPU architectures, database systems have exploited the potential of using the massive amount of vector processing units within GPUs to accelerate query processing [8, 13, 79, 89]. The rich thread-level parallelism from these vector processing units delivers better performance on easily parallelizable operations (e.g., arithmetic computation). Figure 4 shows the architecture of a typical GPUDB system that Yinyang DB (YDB) [7, 89] and GPUQP [36] adopt. Upon receiving a query, the GPU-accelerated DB will go through the following stages: (1) Query plan generation: the query parser translates SQL query into query plan tree and the query optimizer analyzes the costs and benefits of query plans to determine the most efficient implementation (i.e., the cheapest plan) as the physical query plan. (2) Code generation: the query engine is in charge of the query execution flow by generating the back-end system-level code (e.g., program driver) that maps the selected query plan to utilize CPU and GPU cores. According to the type of target queries, different GPU kernels are implemented to execute relational database operators. (3) Data movements: data movements involve loading table data to the host main memory from back-end storage, moving essential data from the host main memory to GPU device memory and copying results back to the host main memory.

In the aforementioned database system architecture, data movement between GPU and CPU usually dominates the execution time [36] and cancels out the performance gain in the computation part. Therefore, GPU database architecture should make full use of an in-memory technique such as keeping all tables in GPU RAM [31] to mitigate the I/O bottleneck. There is no common-use GPU algorithm suitable for all database systems; the challenge is to identify which operators can leverage the GPU and combine it with traditional database query processing. Additionally, the data storage format also affects the performance of data movement. Due to the GPU memory access pattern, column-store [1, 2, 31] helps to exploit coalesced memory as well as reduce data volume going through the PCIe bus by only sending the needed data.

2.3 The Missing Opportunities of GPU Databases in TCUs

Before the emergence of TCUs, conventional wisdom assumed that matrix multiplication is an inefficient operation. Therefore, state-of-the-art GPUDB systems are designed in favor of vector processing, yet completely avoid the usage of matrix multiplications. Without redesigning application algorithms and data layout, existing GPUDB systems cannot reap the benefits of TCUs.

The query in Figure 5 provides an example of how an existing GPUDB misses the potential of using TCUs. The result of this query is essentially a list of triples of (row_num, col_num, val) with unique combinations of row_num, col_num and the val in each triple is the sum of the pairwise multiplications on val fields from a record in table A with its row_num matching another record’s col_num from table B. This is essentially an SQL query that performs matrix multiplication on elements from two tables A and B. This query can be implemented through one matrix multiplication if we can layout the matching elements in matrices appropriately.

Figure 5: Example matrix multiplication query.

```
-- Matrix multiplication query:
SELECT A.col_num, B.row_num, SUM(A.val * B.val) as res
FROM A, B
WHERE A.row_num = B.col_num
GROUP BY A.col_num, B.row_num;
```
However, conventional GPUDB query processing algorithms are designed at the operator level with each operator as a kernel function running on GPUs. To execute the above query, conventional GPUDB uses operators to build hash tables for A and B, scanning both tables, performing HashJoin, and aggregating the final result. Among these GPU operators, HashJoin where performs join operation in a pairwise, vectorized fashion to find matching tuples between two hash tables usually takes the most time during the query execution. The aggregation operator is second to HashJoin, which is also time-consuming in accumulating the computation result using vector operations. As the above computation only requires vector inner-products, the generated GPU kernel code will never enable TCUs.

3 TCU-ACCELERATED QUERY PATTERNS

As mentioned above, TCUs can potentially improve the performance of an analytic query by executing (parts of) the query as matrix multiplication. Next, to achieve this goal, we start by identifying a number of query patterns that TCUDB can execute as matrix multiplications.

3.1 Two-way natural join

The first supported query pattern is the simple 2-way join. For example, given two tables A and B with two attributes (ID, Val), consider the following query:

```
-- Q1:
SELECT A.Val, B.Val
FROM A, B
WHERE A.ID = B.ID;
```

To process this query as a matrix operation, we first need to convert the two tables into a matrix format. Suppose table A contains n tuples \{a_1, ..., a_n\} and table B contains m tuples \{b_1, ..., b_m\} where each \(a_i\) and \(b_j\) are unique row IDs. Let \(\text{dom}(A,ID)\) and \(\text{dom}(B,ID)\) be the domains of the ID column of A and B respectively. Let \(\text{dom}(ID)\) be the union of the two domains \(\text{dom}(A,ID) \cup \text{dom}(B,ID)\) having \(k\) distinct values \(\{v_1, ..., v_k\}\). To compute the join, we construct an \(n \times k\) matrix \(\text{mat}(A)\) and a \(m \times k\) matrix \(\text{mat}(B)\) where

\[
\text{mat}(A)_{ij} = \begin{cases} 
1 & \text{if } a_i.ID = v_j, \text{ otherwise 0} \\
0 & \text{otherwise 0} 
\end{cases}
\]

\[
\text{mat}(B)_{ij} = \begin{cases} 
1 & \text{if } b_j.ID = v_j, \text{ otherwise 0} \\
0 & \text{otherwise 0} 
\end{cases}
\]

The result of the join \(A \bowtie B\) is then the \(n \times m\) matrix

\[
C = \text{mat}(A) \times \text{mat}(B)\top
\]

It is easy to show that a tuple \((a_i, b_j)\) is in the join result if and only if \(C_{ij} > 0\).

Alternatively, when the domains \(\text{dom}(A,ID)\) and \(\text{dom}(B,ID)\) are small, one can also construct \(\text{mat}(A)\) and \(\text{mat}(B)\) as the adjacency matrices where \(\text{mat}(A)_{ij} = 1\) if \((a_i, v_j) \in A\) (and respectively for \(\text{mat}(B)\)) otherwise 0. The number of rows of \(\text{mat}(A)\) and \(\text{mat}(B)\) will be \(|\text{dom}(A,ID)|\) and \(|\text{dom}(B,ID)|\) respectively.

Note that in this query pattern, the single attributes \(A,ID, A.Val, B.ID\) and \(B.Val\) can be generalized to sets of multiple attributes. The attribute sets \(+ID\) and \(+Val\) can potentially overlap thus it is general enough to cover all cases of 2-way natural join.

3.2 Multi-way joins

Next, we extend the querying capability with matrix multiplication to multi-way joins. Consider the following snippet of a 3-way join query where the 3 input tables are \(A(ID_1, Val_1), B(ID_1, ID_2, Val_1),\) and \(C(ID_2, Val_1)\) respectively.

```
-- Q2:
SELECT A.Val, B.Val, C.Val
FROM A, B, C
WHERE A.ID_1 = B.ID_1 AND B.ID_2 = C.ID_2;
```

As in conventional join processing, we assume a join order of \(A \rightarrow B \rightarrow C\). To evaluate this join, one needs to (1) first compute \(A \bowtie B\) as \(\text{mat}(A) \times \text{mat}(B)\top\), (2) convert the resulting \(n\) by \(m\) matrix back to table format and (3) compute the join with table \(C\) as a second matrix operator. By repeating step (2) and (3) to convert intermediate results to tables, we can generalize this algorithm from 3-way joins to multi-way joins.

To avoid unnecessary data transfer from GPU memory to the host, in step (2), one can perform the matrix-table conversion with a CUDA-enabled nonzero() operator [68]. Formally, given a matrix \(M\), nonzero() computes \((i, j)|M_{ij} > 0\). Next, to perform the second join, let

- \(n'\) be the size of \(nz\) = nonzero(\(\text{mat}(A) \times \text{mat}(B)\top\)),
- \(m'\) be the size of table \(C = \{c_1, ..., c_{m'}\}\) and
- \(k'\) be the size of \(\text{dom}(B.ID_2) \cup \text{dom}(C.ID_2) = \{u_1, ..., u_k'\}\).

We denote by \(nz_i\) the \(i\)-th pair of the \(nz\) array. Next, we construct a \(n'\) by \(k'\) matrix \(\text{mat}(AB)\) and a \(m'\) by \(k'\) matrix \(\text{mat}(C)\) where

\[
\text{mat}(AB)_{ij} = 1\ if \ b_j.ID_2 = u_j \ for \ nz_i = (i, j), \ otherwise \ 0;
\]

\[
\text{mat}(C)_{ij} = 1\ if \ c_i.ID_2 = u_j, \ otherwise \ 0.
\]

The result of the 3-way join is then \(\text{mat}(AB) \times \text{mat}(C)\top\).

There is an exception case where the intermediate matrix-table conversion can be omitted. When \(B.Val_1 = \emptyset\) (i.e., relation \(B\) is projected out entirely), the result of the join can be simplified as

\[
\text{mat}(A) \times \text{mat}(B)\top \times \text{mat}(C)\top
\]

where \(\text{mat}(B)\) is a \(k\) by \(k'\) matrix constructed as \(B_{ij} = 1\ if \ (u_i, u_j) \in B\) otherwise 0.

Similar to the 2-way join case, the method can be generalized to multi-way joins consisting of multiple join and/or return attributes.

3.3 Group-by aggregates over joins

A simple yet useful extension of the above two query patterns with joins is to add group-by aggregates. For example, over the same schema \((ID, Val)\) of the previous 2-way join case:

```
-- Q3:
SELECT SUM(A.Val), B.Val
FROM A, B
GROUP BY B.Val;
```

A naive method to evaluate this query is to first evaluate the natural join in the TCU-optimized manner, convert the matrix result to the table format, and then compute the group-by and SUM aggregate with CPU or GPU-based methods. We propose the following method that avoids any unnecessary intermediate computation via
2 matrix operations. First, we construct the two input matrices. For the matrix dimensions, we let

- \( n \) be the size of \( A \),
- \( m \) be the size of \( \text{dom}(B.\text{Val}) = \{u_1, \ldots, u_m\} \), and
- \( k \) be the size of \( \text{dom}(A.\text{ID}) \cup \text{dom}(B.\text{ID}) = \{v_1, \ldots, v_k\} \).

We construct a \( n \) by \( k \) matrix \( \text{mat} (A) \) and a \( m \) by \( k \) matrix where

\[
\text{mat} (A)_{ij} = a_i.\text{Val} \text{ if } a_i.\text{ID} = v_j, \text{ otherwise } 0; \\
\text{mat} (B)_{ij} = 1 \text{ if } (u_i, v_j) \in B, \text{ otherwise } 0.
\]

Next, the query result can be computed as

\[
1^{m \times k} \times \text{mat} (A) \times \text{mat} (B)^T
\]

where \(1^{m \times k}\) is an \(1 \times n\) matrix consisting of only ones. We can show the following:

**Lemma 3.1.** (Q3, informal) For every tuple \((a^\text{sum}_i, b_i)\) and for \( M = 1^{m \times k} \times \text{mat} (A) \times \text{mat} (B)^T, (a^\text{sum}_i, b_i)\) is in the query result of Q3 if and only if \( M_{i,1} = a^\text{sum}_i \).

Intuitively, we leverage the first multiplication with \( \text{mat} (B)^T \) to compute the join. By filling the input matrices \( \text{mat} (A) \) with actual values instead of 0’s or 1’s, we keep track of those values in the intermediate matrix product \( \text{mat} (A) \times \text{mat} (B)^T \). The multiplication with \( 1^{m \times k} \) then serves as a reduction operator that sums up all columns of \( \text{mat} (A) \times \text{mat} (B)^T \).

In addition to \( \text{SUM} \), we are able to apply the same method to support the \( \text{COUNT} \) and \( \text{AVG} \) aggregate functions. For \( \text{COUNT} \), when we construct \( \text{mat} (A) \), we simply need to set \( \text{mat} (A)_{ij} \) to 1 for \( a_i.\text{ID} = v_j \) (instead of \( a_i.\text{Val} \)). We can obtain \( \text{AVG} \) by dividing \( \text{SUM} \) by \( \text{COUNT} \).

For aggregate queries without \( \text{GROUP BY} \), such as

```
1 -- Q4:
2 SELECT COUNT(A.\text{Val} * B.\text{Val})
3 FROM A, B
4 WHERE A.\text{ID} = B.\text{ID};
```

we set \( \text{mat} (A)_{ij} = a_i.\text{Val} \) for \( a_i.\text{ID} = v_j \) and \( \text{mat} (B)_{ij} = b_i.\text{Val} \) for \( b_i.\text{ID} = v_j \) and compute the sum as \( \text{mat} (A) \times \text{mat} (B)^T \times 1^{m \times 1} \) with an additional reduction by multiplying \( 1^{m \times 1} \).

### 3.4 Other supported operators

The above query patterns can also be extended with the \( \text{ORDER BY} \) clause to sort the results in ASC/DESC order by a certain column. Instead of sorting after the multiplication operators, we preserved the specified order in the input matrices (e.g., \( \text{mat} (A) \) and \( \text{mat} (B) \)) so that the result matrix is naturally sorted.

Another class of supported query pattern is the non-equi join such as:

```
1 -- Q5:
2 SELECT A.\text{Val}, B.\text{Val}
3 FROM A, B
4 WHERE A.\text{ID} < B.\text{ID};
```

We can compute this query by slightly adjusting the translation for Q1 by setting \( \text{mat} (A)_{ij} = 1 \) for \( a_i.\text{Val} < v_j \). The same method applies to the other comparison operators \( \{<, >, \leq, \geq, \neq\} \).

Last but not least, for the query pattern that is of the semantics of matrix multiplication as Figure 5 shows, we can directly map the query to the corresponding matrix operation.

---

**Beyond the supported patterns.** For queries that do not match exactly with any of the supported query patterns, as part of the query optimization workflow (Figure 6), TCUDB relies on pattern matching to identify subqueries that can be TCU-accelerated from the input query’s AST. We note that there are common subqueries that are beyond the expressiveness of the TCU platform, such as aggregation with MIN/MAX or arithmetic operators such as addition and division. The limited expressiveness is mainly due to NVIDIA’s current TCU programming interface which only supports matrix multiply-accumulate. However, since the underlying hardware is powerful enough to perform the aforementioned operators, we anticipate a more flexible programming interface in the future so that TCUDB can support a wide range of query patterns.

### 4 TCUDB: A TCU-ACCELERATED DB ENGINE

To leverage TCUs for queries in relational database systems, this paper presents TCUDB, a DB engine that identifies, optimizes, evaluates and implements aforementioned query patterns in Section 3. This section provides an overview of the design of TCUDB’s extensions and discusses the optimizations on a TCU-accelerated query plan.

#### 4.1 Overview

TCUDB implements the system architecture in Figure 1 to execute queries on TCUs using the following major components.

**Query Optimizer** In a system with TCUs presented, the query plan in exercising a query is from either (1) the most efficient TCU-accelerated query plan or (2) the most efficient conventional CPU/GPU-based plan, depending on which one can deliver the lowest cost (i.e., the shortest end-to-end latency). TCUDB leverages existing infrastructure in GPUDB to evaluate the second option but extends the query optimizer in creating, optimizing and evaluating the latency of TCU-accelerated query plans.

**Program Driver** TCUDB extends the program driver to additionally contain a set of library functions that implement operators mentioned in Section 3 using TCUs. These functions invoke NVIDIA’s CUDA C++ Warp Matrix Multiply and Accumulate (WMMA) or cuBLAS API functions to achieve the series of computation that each operator requires. These operators also present interfaces in various data types to support the demand for the most efficient query plan.

**Code Generator** If TCUDB selects a TCU-accelerated query plan to exercise an incoming query, the code generator will rewrite the query as C code and dynamically compile the code to execute the selected query plan. The TCUDB code extension is responsible for creating the input matrices, calling operator functions in corresponding data types and remapping the output from the operator outcome.

Among these three intensively extended modules, the query optimizer is the most critical component as it serves as the core controlling the use of TCUs as well as code generation for queries. In the rest of this section, we will focus on the query optimizer.
4.2 TCUBD query optimizer

Figure 6 shows the workflow of the TCUBD query optimizer. The optimizer takes a subquery from the query AST as input and performs a series of tests to determine whether the subquery should be executed with TCU and how. The optimizer first checks if the subquery falls in one of the supported query patterns. Next, it performs the data range feasibility test (Section 4.2.1) to decide if particular data types can provide sufficient precision to the query. After that, the input tables may also result in matrices too large to fit in the GPU’s device memory or sparse matrices for which dense multiplication algorithm is sub-optimal. For these cases, the optimizer estimates the working set sizes and matrix density from statistics pre-computed from input tables. TCUBD applies blocked matrix multiplication (MSplitGEMM, Section 4.2.3) and sparse matrix multiplication (TCU-SpMM, Section 4.2.4) respectively. Finally, the optimizer estimates the query execution cost with TCU and tests whether the cost is lower than the estimated cost with CPU/GPU (Section 4.2.2). If any of the tests fail, TCUBD falls back to the standard CPU or GPU-based query execution.

Note that the query cost estimator needs to take into account the data transformation cost which consists of both computation and data movement overhead. If the original table size plus the working set size fits in the device memory, TCUBD can transform tables into matrix format within GPU to save the overhead of transforming data within CPU and moving large matrices into the GPU device.

4.2.1 Feasibility Test. Even though a query contains patterns matching identified patterns in Section 3, a query may still be unfeasible for TCUs due to the limitations of the GPU’s input precision and data types. If applying TCUs would result in loss of precision or lead to unwanted outcomes, TCUBD should not use TCUs to evaluate the incoming query.

Therefore, TCUBD must perform a feasibility test for each query that contains qualified patterns by evaluating the input data ranges, identifying the most compact inputs/outputs data types and estimating the working set sizes for operators within a query. To facilitate this process, TCUBD adds metadata to each database table to contain three values for each column, including (1) the minimum value, (2) the maximum value, and (3) the number of distinct values.

If the operator works with the numerical computation on the input data values directly, TCUBD first uses the minimum and maximum values along with the raw data types of the operator’s input data. If the input data can be represented by TCU-compatible data types, including 16-bit half floating-point (half), 8-bit integers (int8), and 4-bit integers (int4), this stage will also determine the most compact data type. However, if the dataset cannot leverage any TCU-compatible data type, the feasibility test will suggest that the system not use TCUs in the incoming query. The database system can use other available options (e.g., a CPU-based or a pure GPU-based query engine) instead.

The number of records, the number of distinct values and the maximum/minimum values of each column also help the feasibility test to identify the case where the result value can surpass the range of 16-bit numbers and potentially lead to errors. Let \( m_1 \) represents the maximum of the maximum value and the absolute value of the minimum value within a column of \( n \) elements in one of the input matrix and that of a row with \( n \) elements is \( m_2 \) for another input matrix, the feasibility test can conservatively estimate the maximum value in the resulting matrix as \( m_1 \times m_2 \times n \). If the maximum result value falls beyond the range of TCUs 16-bit number ranges, TCUBD will use query executors based on other hardware components instead.

4.2.2 Cost estimation of query plans. The cost of a TCU-accelerated operator contains:

1. The data transformation cost \( DT_{\cdot op} \) which equals the latency for creating input matrices to perform the TCU-accelerated operators from the input tables,
2. The data movement overhead \( DM_{\cdot op} \) for copying data between the host main memory or data storage to the GPU’s device memory, and
3. The computation time \( CT_{\cdot op} \), the actual running time that the TCUs spend on executing the generated TCU code.

Depending on the estimated working set size of the query, the data transformation process of TCUBD can take place using the CPU or the GPU. The costs of \( DT_{\cdot op} \) and \( DM_{\cdot op} \) vary according to the approach.

CPU-based data transformation. The most general data transformation approach in TCUBD uses the host main memory and CPU to prepare inputs for the designated TCU-accelerated operator. This approach fills input matrices for a TCU-accelerated operator using methods described in Section 3 and works regardless of the estimated working set size of the query.

Consider the example of the 2-way natural join. To create the input matrices for an operator, TCUBD typically needs to scan through qualified valid records for the operator and convert the values into the desired matrix representations. The data transformation cost is linear to the number of qualified valid records. Let \( A \) and \( B \) be two input tables (which can also be intermediate results from subqueries) of size \( m \) and \( n \) respectively. Assume the throughput of the host system in scanning the raw data is a constant \( \alpha \). If their matrix representations \( mat(A) \) and \( mat(B) \) are not yet created, the scan operator will take \( DT_{\cdot op} \approx \alpha \cdot (m + n) \) in transforming input data to the desired matrices. The cost can also be \( \alpha \cdot m \) or \( \alpha \cdot n \) if either matrix is already created.

In this approach, the data movement overhead is controlled by (1) the volume of transformed matrices or input data and (2) the available bandwidth between the GPU and the host processor denoted...
by $\text{Bandwidth}_{\text{GPU}/\text{host}}$. If $A$ is of dimension $M \times K$ with type $\text{A}$ and $B$ is of dimension $K \times N$ with type $\text{B}$, the data movement cost can be estimated by

$$
\text{DM}_{\text{op}} \approx \frac{MK \cdot \text{sizeof}(\text{type_A}) + NK \cdot \text{sizeof}(\text{type_B})}{\text{Bandwidth}_{\text{GPU}/\text{host}}}.
$$

(1)

**GPU-assisted data transformation.** To optimize the data transformation overhead $\text{DT}_{\text{op}}$, the query plan may perform the data transformation on the GPU to leverage its massive parallelism to convert thousands of pairs of values simultaneously into matrix format. In other words, we can take advantage of the GPU’s parallelism to speed up the data transformation operation as well as avoid the additional data movement that copies the transformed matrix from the host memory to the GPU device memory. In contrast to the CPU-based approach, the data movement occurs before the data transformation in the GPU-assisted approach as the raw data must be present in the GPU’s device memory in advance for the transformation to begin. Therefore, TCUDB can only use GPU-assisted data transformation when both the estimated working set size and the volume of necessary raw data (e.g., columns from the selected table) for transformation can fit in GPU’s device memory. Leveraging the same 2-way natural join example, TCUDB can estimate the corresponding $\text{DM}_{\text{op}}$ using Equation 2 as:

$$
\text{DM}_{\text{op}} \approx \frac{M \cdot \text{sizeof}(\text{type_A}) + N \cdot \text{sizeof}(\text{type_B})}{\text{Bandwidth}_{\text{GPU}/\text{host}}}.
$$

(2)

where $M$ and $N$ are the numbers of elements in the raw data columns of the joined columns and $(\text{type_A})$ and $(\text{type_B})$ are the raw data types of both columns before transformation.

In terms of $\text{DT}_{\text{op}}$, the GPU-based scan operator still takes $\approx \alpha \cdot (m+n)$ operations in transforming input data to the desired matrices but a GPU can perform $p$ of these in parallel if the GPU has $p$ vector processors available. In modern GPU architectures, $p$ is typically more than 2,000. The $\text{DT}_{\text{op}}$ in GPU-assisted approach is estimated as $\text{DT}_{\text{op}} \approx \frac{\alpha (m+n)}{p}$. Notice that the GPU-based approach needs to move raw data in Equation 2, TCUDB still needs to evaluate the summation of $\text{DM}_{\text{op}}$ and $\text{DT}_{\text{op}}$ to determine the most appropriate data transformation method.

**Computation cost.** Finally, the dimensions of the transformed input matrices also determine the TCU computation time. Using the number of records, the number of distinct values and the most compact data type derived from the feasibility test, TCUDB can estimate the required device memory and the density of input matrices for the operator. Based on the estimation, TCUDB can potentially take three different approaches in performing an operator.

(1) If all inputs and outputs fit within the device memory, TCUDB simply needs to copy all inputs into the device memory and invokes the matrix multiplication function once.

(2) In case the working set size exceeds the available device memory, TCUDB’s query plan will need to apply the blocked and pipeline matrix multiplication algorithm [50, 94] to move parts of input and output data as well as perform matrix multiplications block-by-block. (Section 4.2.3)

(3) If the densities of input matrices are lower than a certain threshold (an architecture-dependent value), TCUDB will use sparse matrix multiplications instead. (Section 4.2.4)

Since each pair of values in input matrices requires 2 operations for multiplication and accumulation, the computation time in the simplest case where all input matrices fit in the device memory can be estimated by

$$
\text{CT}_{\text{op}} \approx MNK \times \frac{2}{\text{peak TCU TFLOPS}}.
$$

(3)

where $\text{peak TCU TFLOPS}$ is the TCUs’ peak number of floating-point operations per second (FLOPS). If the query results in inputs larger than device memory, TCUDB still leverages Equation 3 to estimate the cost but replaces $\text{peak TCU TFLOPS}$ with the measured FLOPS from the blocked/pipelined matrix multiplications. For the cases where input matrices are sparse, TCUDB estimates the computation costs not only using the FLOPS from our sparse matrix multiplication implementation but also multiplying the cost by the density of inputs.

The final cost estimation is then the summation of the above three terms $\text{DT}_{\text{op}} + \text{DM}_{\text{op}} + \text{CT}_{\text{op}}$. TCUDB then compares this estimated cost with the estimated cost of the other CPU/GPU-based operators to decide whether to use TCUs. TCUDB obtain the most up-to-date estimations for $\text{Bandwidth}_{\text{GPU}/\text{host}}$ and $\text{peak TCU TFLOPS}$ by checking the execution time of previous queries.

Note that there can be more than one TCU-accelerated plan because the system can choose a higher or lower-precision data type, which can change the decision of whether to perform transformation operator within the GPU or not.

### 4.2.3 Handling large datasets.

Due to the limited device memory capacity (e.g., 24 GBs in our case), the input matrices of TCUDB’s operators cannot fit in the GPU’s device memory if the datasets are extremely large and dense. Once TCUDB catches such a case during the feasibility test, TCUDB will consider applying a blocked matrix multiplication algorithm for the corresponding query operators. The blocked matrix multiplication algorithm works by fetching a submatrix from the system main memory as a multiplicand, gradually fetching other same-sized submatrices as the multiplier, and aggregating the result to the corresponding submatrix in the result matrices.

TCUDB’s implementation of blocked matrix multiplication extends MSplitGEMM [94] to support blocked matrix multiplications using TCUs. Both TCUDB’s implementation and MSplitGEMM exploit pipeline parallelism by creating multiple streams in fetching input submatrices, performing matrix multiplication and accumulation, and writing back results simultaneously. TCUDB’s implementation uses TCUs for matrix multiplication and accumulation instead of conventional GPU cores. During the periodical microbenchmark tests, TCUDB also performs a series of tests to figure out the optimal size of submatrices that balances the latency of each stage in the pipeline to maximize the computation throughput. The measured throughput using these optimal parameters will also be used as the metrics for evaluating the costs of large and dense inputs in Section 4.2.2.

### 4.2.4 Handling sparse matrices.

Due to the current capability of TCU hardware in handling sparse matrices, conventional TCU operators that assume dense matrices as their inputs may not always outperform a GPU plan when the input matrices to a TCU-accelerated
operator are very sparse. Therefore, TCUDB implements a TCU-accelerated sparse matrix multiplication (TCU-SpMM) operator that:

- transforms an input into a compressed sparse row matrix format (CSR)
- partitions an input matrix into 16×16 submatrices,
- skips submatrices containing all 0s,
- multiplying the rest using TCUs and accumulates results [91].

By doing so, the TCU-SpMM operator can still leverage TCU’s computation power but on a much smaller number of submatrices pairs when the input matrices are large and sparse.

To determine whether a TCU-SpMM-based plan should replace the dense multiplication plan, TCUDB needs to estimate the cost similar to the regular cases with dense matrices. We estimate the total cost by multiplying the estimated dense operator cost by the inputs’ densities. In addition, the TCU-SpMM-based operator requires scanning inputs to construct/partition a matrix and filter those all-0-submatrices. TCUDB estimates this part of the cost with a simple linear function with respect to the input size.

Finally, the query optimizer of TCUDB still needs to evaluate plans using the GPU-based HashJoin cost model [89], in particular sparse matrix multiplication on conventional CUDA cores to determine whether a TCU-SpMM-based plan is more efficient.

5 EXPERIMENTAL RESULTS

Leveraging TCUs’ capabilities in optimizing matrix algebra, TCUDB delivers up to 14× speedup over a conventional GPU-based DB engine for the sample queries that Section 3 describes. Inspired by the result, we experimented with TCUDB in real-world application query workloads with inputs as large as 24 GBs. In summary, TCUDB achieves up to 7.52× speedup in matrix multiplications, up to 3.96× speedup for analytic queries in the star schema benchmark, up to 288× speedup in entity matching queries, and up to 4.22× speedup for the core of the PageRank algorithm. The comparison of TCUDB performance on different GPU architectures also reveals the strong potential of TCU-SpMM-based DB engines in the future.

5.1 Experimental Methodology

We conducted experiments on a machine with an Intel Core i7-7700K processor, 32 GB DDR4 DRAM. The processor contains 4 cores and each processor core runs at 4.2 GHz by default. The GPU in our experiments is an NVIDIA GeForce RTX 3090 GPU based on Ampere architecture. This GPU contains 24 GB GDDR6X device memory and 328 Tensor Cores and attaches to a PCIe 3.0 x16 slot. The TCU-accelerated operator library in TCUDB is implemented using a NVIDIA CUDA Toolkit 11.2. The system runs a Linux 4.15.0 kernel with the NVIDIA driver version in 460.32.03. We compared TCUDB with a state-of-the-art GPU execution engine for warehouse-style queries, YDB [89] and a pure CPU-based execution engine, MonetDB [10], as reference designs.

5.2 Microbenchmark

To allow query optimizers to select the right query plans, the database engine must obtain samples of executing workloads using TCU-accelerated operations. Upon installing TCUDB in the system or when the system detected any change in hardware configurations, TCUDB will perform a one-time sampling process that runs a set of microbenchmark workloads to collect critical timing information for query optimizations.

During the sampling process, TCUDB will execute three main queries, Q1, Q3 and Q4 from Section 3, with various-sized, randomly-generated input datasets. TCUDB does not evaluate Q2 and Q5 as they are essentially combinations of other queries. The sampling process also helps us to classify the cases where TCUDB is superior to the conventional GPU-accelerated engine and identify the source of performance gain/loss in TCUDB. With large system main memory and aggressive file system caching by operating systems as well as the underlying high-performance NVMe SSD, we have not observed significant disk load time in each DB engine’s initialization phase.

As MonetDB is a full-fledged system, we excluded the additional steps/overheads by measuring only the time to execute the physical plan for a fair comparison. (We use the “–timer=performance” option and disable the resulting output to report the runtime part only.)

Figure 7 and Figure 8 present a subset of microbenchmark results from the sampling process on the default testbed described in Section 5.1. We label the x-axis of each sample in this figure with two parts in the configuration. The first part is the parameters for the query, M, K and N, that represent the sizes of the input matrices for each evaluated operator where one matrix has the dimension of M × K and the other is K × N. To save space, we only present the cases when M = N and label each configuration with their values of M and K as M, K in these figures. The second part is the DB engine (i.e., TCUDB, YDB, or MonetDB). The vertical axis in each figure shows the aggregated execution time in each step of running these queries, normalized to the total time when running the same query using YDB, the conventional GPU-accelerated engine, with M = N = 4096 and K = 32.

Figure 7(a) shows the performance of Q1 for TCUDB, YDB and MonetDB from input sizes 4096 to 32768. Both TCUDB and YDB significantly outperform MonetDB for this query. TCUDB outperforms YDB in most configurations. The advantage of TCUDB is especially significant when datasets grow. TCUDB outperforms YDB by 14× for the case of (32768, 32) and 9.3× for (16384, 32), but only 1.18× for (4096, 32). Observing the breakdown of execution time in Figure 7(a), we found the major speedup comes from the significant reduction of computation time from the TCU-accelerated join operator, despite the additional overhead in filling and transforming datasets into the desired matrices for TCUDB.

Figure 8(a) varies the number of distinct values that affect the sparsity of input matrices in Q1 for TCUDB’s join operator. As the number of distinct values becomes larger, the performance advantage of TCUDB’s join operator over YDB and MonetDB begins to shrink. Because the sizes of one dimension of both input matrices for the TCUDB join operator in Q1 depends on the number of distinct values from the chosen attribute to perform matching, matching on an attribute with more distinct values will lead to computation on larger but sparse matrices. In contrast, YDB’s and MonetDB’s HashJoin algorithm produces smaller vectors as the chance (i.e., total number) of records sharing a single value reduces if the number of distinct values increases. Therefore, even though
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YDB’s and MonetDB’s HashJoin operator needs to work on more pairs of vectors, each pair of vectors have smaller dimensions. However, TCUDB’s join operator still outperforms YDB and MonetDB in all cases until the number of distinct values reaches 4096. This profiling result suggests that TCUDB select a GPU-hash-join-based or sparse-matrix-based implementation if the density of input matrices is below 0.04% on our testbed.

Figure 7(b) presents the performance of running Q3 using TCUDB, YDB and MonetDB. Q3 evaluates the group-by and aggregations over join query. Unlike the conventional GPU-accelerated DB engine where group-by and aggregations are separate operations after the hash join, TCUDB can implement the whole Q3 using just one matrix multiplication. As a result, the execution time of using TCUDB of executing Q3 remains similar to executing Q1 when the input parameters are the same. However, YDB or MonetDB always have to perform the additional group-by operations and leads to a longer execution time than performing Q1 for the same inputs. Therefore, the performance advantage of TCUDB becomes more significant for Q3. For (32768, 32), TCUDB can outperform YDB by 45x.

When we increase the number of distinct values as in Figure 8(b), TCUDB becomes less disadvantageous, similar to the phenomenon in Q1. However, as TCUDB still uses single-matrix-multiplication-based Join/Aggregation/GroupBy operation to perform operations where YDB or MonetDB needs multiple-step HashJoin and GroupBy/Aggregation operators, TCUDB still outperforms YDB and MonetDB in all cases.

Figure 7(c) presents the relative execution time of Q4 on TCUDB, YDB, and MonetDB. Q4 and YDB and MonetDB will perform Q4 using HashJoin and then an aggregate query but without a group-by operator. Therefore, the overall execution time in each configuration of YDB and MonetDB is less than Q3 because of the elimination of group-by operator. However, again, TCUDB still implements this operator using single matrix multiplication on the transformed input matrices. Therefore, TCUDB achieves 19x speedup for (32768, 32).

As in Q1 and Q3, TCUDB becomes less advantageous when we increase the number of distinct values as in Figure 8(c). Because the amount of operations in YDB and MonetDB for Q4 is fewer than Q3, we still see TCUDB falls short when the number of distinct reaches 4096 and suggest an alternative plan for cases where input matrix densities are below 0.04%

5.3 Analytic queries: Star Schema Benchmark

We evaluate the performance of TCUDB on the popular Star Schema Benchmark (SSB) [65], a benchmark suite modeling the data warehouse workloads. SSB is widely used in benchmarking analytic
worst performing SSB Q3.1, TCUDB still maintains the same level of performance as YDB. These promising results show that TCUDB has a high scalability and outperforms both YDB and MonetDB in running SSB queries with scaling factors varying from 1 to 8 resulting in data sizes from 0.7GB to 5.6GB.

Figure 9 summarizes the results. TCUDB outperforms both YDB and MonetDB in all evaluated SSB workloads with up to 3.96× speedup when running Q4.1 with scaling factor as 8. Even with the worst performing SSB Q3.1, TCUDB still maintains the same level of performance as YDB. These promising results show that TCUDB has the potentials of being integrated into real-world analytic engines.

5.4 Case studies: matrix multiplication, entity matching, and PageRank

In addition to individual operators, we also evaluated three representative use cases, matrix multiplication, entity matching and PageRank to demonstrate TCUDB’s capabilities in handling intensive operations and large datasets.

5.4.1 Matrix Multiplication. Matrix multiplication was once considered inefficient for relational databases. With the help of hardware-accelerated matrix multiplications, TCUDB can make queries containing complex linear algebra operations more efficient. We use a query in Figure 5 to demonstrate this use case. We create two tables $A$ and $B$ where each record in both tables has three attributes ($\text{row\_num}$, $\text{col\_num}$, $\text{val}$) as the input. We generate the synthetic dataset according to this schema with input matrices of dimensions up to $32768 \times 32768$ and data volume up to 24 GB, approximately 2.14 billion records.

Table 1: The mean absolute percentage error rates (MAPE) of matrix multiplication queries with various value ranges.

```markdown
| x   | 0 | 0 | 0 | 0 |
|-----|---|---|---|---|
| $-2^{31}$ ≤ $x < 2^{31}$ | 0 | 0 | 0.00076% | 0.00076% |
| $-2^{31}$ ≤ $x < 2^{31}$ | 0.00114% | 0.00459% | 0.0009% | 0.0009% |
```

Figure 10 presents the relative execution time and breakdown of performing matrix multiplication on TCUDB and YDB, using YDB with each table containing 4096×4096 records as the baseline. We did not include MonetDB’s result in these Figures as MonetDB cannot finish these queries within a reasonable amount of time and present MonetDB’s results in Figure 10 would render the results of TCUDB and YDB invisible. When the dataset contains fewer than 16384x16384 records, the input matrices that TCUDB creates for the TCU’s Join + Aggregation + GroupBy operator completely fit in the GPU’s device memory. TCUDB consistently outperforms YDB and delivers up to 7.51× speedup. When the dataset contains 32768x32768 records for each table, TCUDB must partition the input matrices into submatrices, use the block algorithm, and pipeline the swapping in/out of submatrices to perform the Join/Aggregation/GroupBy operator. TCUDB still performs multiplication and aggregation of submatrices using TCUs. Even with the overhead of data exchanges in the blocked Join/Aggregation/GroupBy operator, TCUDB is still able to outperform YDB by 7.92× for the case of 32768x32768 records for each table. As datasets fit in the system’s main memory as well as the operating system’s aggressive caching and the help of high-speed NVMe SSD, the data load time from storage is relatively insignificant in these experiments. The data movement (cudamemcpy) time is the most timing critical stage for TCUDB. However, the amount of time is comparable to TCUDB and YDB because both engines only transfer the required data to the device memory. The most time-consuming parts for YDB are HashJoin and GroupBy operations because code using conventional CUDA cores needs to iterate tables row by row. YDB spends up to 14× (in the case of 16384x16384 records in each table) more execution time in HashJoin and GroupBy than TCUDB’s single Join/Aggregation/GroupBy operator.

Due to the limited 16-bit precision of TCUs, they cannot generate 100% accurate results in some cases. Table 1 shows the mean absolute percentage error (MAPE) rates in performing matrix multiplication queries. In the cases where the values are only 0s and 1s...
similiar to the cases of Q1 and Q2, the generated TCUDB operations can always produce accurate outputs. Therefore, the result implies that TCUDB never leads to incorrect outcomes for subqueries like Q1 and Q2. When we enlarge the value ranges, we start to see errors in results, but with very limited imprecision – even in the worst case, the MAPE is lower than 0.01%. We believe this error rate is acceptable in most cases. This level of data error does not cause any inexact query results for the entity matching or the microbenchmark workloads. For numerical analysis such as SSB, the result values can have minor error rates typically less than 0.001% for cases with input values larger than $2^{15}$ or matrices with a dimension larger than 8192 due to the 16-bit representation. However, the error rate is very insignificant and never results in misplacement of rankings and orderings of the query results.

5.4.2 Entity Matching. Entity matching (EM), also known as entity resolution, fuzzy join, and record linkage, searches records corresponding to the same real-world entities from different data sources [16, 25, 27, 48]. A key component of EM is blocking [30, 48, 67]. Given two tables of entity records, the goal of blocking is to apply matching heuristics to quickly generate candidate pairs of records that are likely to be real matches, which are later processed by a more accurate pairwise classifier (aka the matcher). Scalability is the main challenge of blocking as the heuristics are typically natural join conditions (e.g., selecting products with the same brand) that often produce large join results. Therefore, we expect that TCUDB can provide significant performance gain for this EM workload.

To validate this hypothesis, we evaluate TCUDB’s performance on two real EM datasets BeerAdvo-RateBeer and iTunes-Amazon from the Deepmatcher benchmark [59]. The BeerAdvo-RateBeer dataset contains two tables, where one of them contains 3,777 rows and the other contains 2,671 rows, from different sources. Each table has the same table schema with five attributes (ID, BEER_NAME, FACTORY, STYLE, ABV). Table 2 reveals the number of distinct values of each attribute, which acts as one matrix dimension for TCUDB when performing join operation. We evaluate the following query on BeerAdvo-RateBeer dataset to perform blocking:

```
-- EM-blocking query for BeerAdvo-RateBeer dataset:
SELECT TABLE_A.ID, TABLE_A.BEER_NAME,
      TABLE_B.ID, TABLE_B.BEER_NAME
FROM TABLE_A, TABLE_B
WHERE TABLE_A.ABV = TABLE_B.ABV; -- attributes may vary
```

Table 2: Distinct values in BeerAdvo-RateBeer dataset.

| Attribute | ABV | Style | Factory | BeerName |
|-----------|-----|-------|---------|----------|
| #distinct values | 20 | 71 | 3678 | 6228 |

The iTunes-Amazon dataset contains two tables, where one of them has 6,907 rows and the other has 55,923 rows, from iTunes and Amazon music. Both tables share the same table schema with seven attributes ID, PRICE, GENRE, TIME, ARTIST, COPYRIGHT, and ALBUM. Table 3 shows the number of distinct values for each attribute in the iTunes-Amazon dataset. We perform the following query on the iTunes-Amazon dataset for blocking:

```
-- EM-blocking query for iTunes-Amazon dataset:
SELECT TABLE_A.ID, TABLE_A.SONG,
      TABLE_B.ID, TABLE_B.SONG
FROM TABLE_A, TABLE_B
WHERE TABLE_A.ARTIST = TABLE_B.ARTIST; -- attributes may vary
```

Table 3: Distinct values in iTunes-Amazon dataset.

| Attribute | Price | Genre | Time | Artist | Copyright | Album |
|-----------|-------|-------|------|--------|-----------|-------|
| #distinct values | 12 | 813 | 908 | 2418 | 3197 | 6004 |
| #distinct values (scaled) | 25 | 1614 | 1208 | 6420 | 8199 | 11005 |

Figure 11 presents the result of running the above EM-blocking queries on the two datasets and different attributes. As the execution time varies significantly among different queries, we use YDB running the same query as the baseline and show the relative execution time. TCUDB outperforms YDB in most cases, achieving a maximum speedup of 288X among our experiments.

TCUDB is especially effective when the number of distinct values is small. For the BeerAdvo-RateBeer dataset in Figure 11(a), TCUDB is at most 33X faster than YDB when searching for matches on the ABV attribute where there are only 20 distinct values. For the iTunes dataset in Figure 11(b), TCUDB further shows 288X speedup over YDB when performing entity matchings on the Price attribute.
that only has 12 distinct values. When the number of distinct values becomes larger, the performance advantage of TCUDB’s operators relying on dense matrix operations over YDB starts to shrink, for the reason we have described in Section 5.2. However, as TCUDB uses TCU-spMM in these cases, TCUDB still outperforms YDB and MonetDB in all cases.

**Scaling up.** To demonstrate the ability of TCUDB and the query optimizer in dealing with larger EM datasets, we synthesized an iTunes-Amazo dataset by randomly duplicating each input table’s entry values. The resulting dataset contains 111,846 records in the larger input source and 13,814 in the smaller one. The #distinct values (scaled) show the resulting distinct values in each attribute field of this synthetic dataset.

Figure 11(c) shows the relative execution time of TCUDB, compared with YDB running the same query. TCUDB still outperforms YDB in most cases, by up to 216× when performing matching on the price field. When TCUDB performs the query on artist, album, and copyright fields, the query optimizer detects that these cases contain way too many distinct values and the pure TCU operator cannot efficiently process the query since the input matrices are sparse. Therefore, TCUDB uses a TCU-SpMM operator for query processing and achieves more than 6.67× and 7.8× speedup on Copyright and Album, respectively, over YDB that essentially performs sparse matrix multiplications using CUDA cores.

5.4.3 PageRank. To demonstrate TCUDB’s ability in processing graph-related queries as well as data analytics, we also evaluate TCUDB in performing the PageRank algorithm. PageRank algorithm consists of three steps: (1) computing the out-degree of each node, (2) initializing the value of each node, and finally, (3) calculating the PageRank iteratively. The whole PageRank algorithm can be implemented as the following three queries:

```sql
-- PR Q1: compute out-degree
SELECT NODE.ID,
       COUNT(EDGE.SRC) AS outdegree
FROM NODE, EDGE
WHERE NODE.ID = EDGE.SRC
GROUP BY NODE.ID;

-- PR Q2: initialize values
SELECT NODE.ID,
       (1-@alpha)/@num_node as rank
FROM NODE, OUTDEGREE
WHERE NODE.ID = OUTDEGREE.ID;
-- @alpha is 0.85 by default

-- PR Q3: calculate the PageRank score
SELECT
       SUM(@alpha * PAGERANK.rank / OUTDEGREE.DEGREE) + (1-@alpha)/@num_node
FROM PAGERANK, OUTDEGREE
WHERE PAGERANK.ID = OUTDEGREE.ID;
-- @alpha is 0.85 by default
```

Among these three queries, PR Q1 represents step 1, PR Q2 represents step 2 and PR Q3 represents step 3. A complete run of the PageRank algorithm will invoke PR Q1 and PR Q2 once and execute PR Q3 several times until the PageRank scores converge or reach the maximal number of iterations.

We used the Pennsylvania road network dataset from SNAP [51] that contains 1.08M nodes and 1.54M edges as the input dataset. Evaluated TCUDB under different sizes of graphs, we created a subset of the original graph for our experiments using the most popular N nodes and preserving the connectivity of selected nodes in the original graph. Table 4 describes the characteristics of the resulting graphs. Figure 12 illustrates the relative execution time and the breakdown of latency in each system component for all three queries. We normalized the execution time to run the same query using the graph with 1K nodes on YDB.

Though the computation of out-degree using PR Q1 is a one-pass task (Figure 12(a)), TCUDB’s pure TCU Join/Aggregation/Groupby operator still has advantages when the graph is small, by up to 3.6× speedup with 1K graph. For graphs with more than 3K nodes, TCUDB selects TCU-SpMM to exercise the Join/Aggregation/Groupby operator due to the low density in their adjacency matrices. Compared with a pure TCU Join/Aggregation/Groupby operator, a TCU-SpMM-based operator spends more time in creating operator inputs. However, as the TCU-SpMM-based operator skips submatrices with all 0s, TCU-SpMM significantly reduces the computation time on matrix multiplications and allows TCUDB to outperform YDB that essentially performs sparse matrix operations on CUDA cores by up to 7.69×.

PR Q2 is also a one-time process in the PageRank algorithm but requires additional arithmetic to initialize the values for PR Q3. Figure 12(b) shows that TCUDB consistently performs better than YDB, with speedup ranging from 1.40× to 4.18×. Similar to Q1, TCUDB uses a dense TCU operator for graphs smaller than 2K and uses TCU-SpMM’s Join/Aggregation/Groupby to exercise queries for larger graphs.

Figure 12(c) shows the performance of TCUDB and YDB in performing PR Q3, the core of the PageRank algorithm that the algorithm executes multiple times until values converge. In our experiments, we performed PR Q3 for 50 iterations for each configuration. For PR Q3, TCUDB’s Join/Aggregation/Group operator improves the execution time of arithmetic calculations over the multi-step process in YDB. TCUDB is 4.22× faster than YDB with 1K nodes in the graph. Even with graphs containing 8K nodes, TCUDB still outperforms YDB by 3.24×, as TCU-SpMM’s Join/Aggregation/Groupby skips submatrices containing all 0s.

### 5.5 Comparison with Graph Database Systems

TCUDB demonstrates the potential of using relational database engines to analyze datasets that are originally graphs through case studies on PageRank. On the other hand, graph database systems provide more natural representations and storage layouts to serve the same purpose. To investigate the strength and the implications of TCUDB in the future advancement of graph database systems, this section compares the performance of TCUDB on the PageRank algorithm with the state-of-the-art graph query engine MAGiQ [42]. In contrast to the table-style storage that relational database systems and TCUDB use, MAGiQ’s backend storage is organized as
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YDB, MAGiQ, and TCUDB.

YDB, the pure GPU query engine on relational databases, in all

graph analytics can be efficient with existing relational databases.

difference is more significant as the graph becomes larger and more

architecture. Meanwhile, TCUDB outperforms MAGiQ in all eval-

Figure 12: The relative execution time of executing PageRank queries (a) Q1, (b) Q2, and (c) Q3 on TCUDB, using YDB running

Figure 13: The relative latency of the core join and aggre-

gation operation when running PageRank Q3 in MonetDB,

2-dimensional key-value pairs, typically already in some sparse ma-

Matrix formats. MAGiQ translates the queries described by SPARQL

to a set of GraphBLAS [19] calls on these sparse matrices.

We use the same SNAP dataset as in Section 5.4.3 to evaluate the

PageRank performance of MAGiQ with GPU and TCUDB. Figure 13

compares the performance of MAGiQ and TCUDB with MonetDB

and YDB as references. However, the released version of YDB can

only support these queries with datasets containing at most 8,192

nodes. Due to the large overhead of retrieving sparse matrices in

MAGiQ compared to other counterparts, we only present the

latency of the core join and aggregation operations in each experi-

ment. The presented numbers are PageRank Q3’s performance

on the sub-sampled graphs listed in Table 4. MAGiQ outperforms

YDB, the pure GPU query engine on relational databases, in all

cases, demonstrating that a customized graph database engine does

provide a more efficient platform for graph analytics on the same

architecture. Meanwhile, TCUDB outperforms MAGiQ in all eval-

uated cases. The main reason is that TCUs allow TCUDB to more

efficiently exercise these queries than GraphBLAS that uses only

conventional GPU cores at this moment. We observed that the dif-

ference is more significant as the graph becomes larger and more

sparse. These results help us generate two insights. First, with TCUs,

graph analytics can be efficient with existing relational databases.

Second, graph databases can also be more efficient if their backends

can leverage TCUs as TCUDB does.

5.6 TCUDB on different GPU architectures

To investigate the performance scaling on different GPU architec-
tures and their implications to the design of the TCU-accelerated

DB engine, we perform experiments on NVIDIA’s 2080, which uses

an earlier Turing GPU architecture with the last generation TCU

available.

Figure 14 compares the performance of microbenchmarks on the

same queries Q1, Q3, Q4 on TCUDB and YDB. Each value equals RTX 2080 time divided by RTX 3090 time.

DB engine, we perform experiments on NVIDIA’s 2080, which uses

an earlier Turing GPU architecture with the last generation TCU

available.

Figure 14 compares the performance of microbenchmarks on the

same queries Q1, Q3, Q4 mentioned in Section 5.2 using both YDB

and TCUDB on RTX 3090 GPU and RTX 2080 GPU. The baseline

ran the same query using the same DB engine on RTX 2080. We

observed that TCUDB performs better generation-over-generation –

when using RTX 3090 TCUDB achieved an average speedup of

1.77× on Q1, 1.74× on Q3 and 2.25× on Q4, but YDB only achieved

1.37× on Q1, 1.23× on Q3 and 1.25× on Q4. It is worth noting that

RTX 3090 contains only 328 Tensor Cores compared to 368 Tensor

Cores in RTX 2080. On the other hand, the RTX 3090 has 10496

Tensor Cores in RTX 2080. On the other hand, the RTX 3090 has 10496

tensor cores while RTX 2080 only has 2944 of them. The results reveals that the performance

scaling of Tensor Cores in newer generations of GPU architectures

is stronger than conventional vector processing cores, given that

RTX 3090 has fewer Tensor Cores, 3.4× more CUDA cores, but

TCUDB’s speedup is more significant on RTX 3090. This result also

indicates applications, including DB engines, with a larger portion

relying on TCUs will expect to receive more performance gains

when new GPU architectures are used.

6 RELATED WORK

Hardware-accelerated DB’s. Integrating advanced hardware ac-

celerators into database systems has been an active line of research

for the past few decades. Commonly considered accelerators in-

clude GPUs [12, 13, 17, 29, 34, 52, 69, 73, 80, 84, 86, 87, 89, 90] and
FPGAs [28, 56, 60, 66, 85]. Optimization techniques have been proposed for database operators including Select [76], Join [35, 37, 38, 75], Sort [33] and Group-by Aggregate [45]. In particular, to support star schema queries, YDB [89] implements these operators into a data warehousing engine, which we used as a baseline for TCUDB. GPUs have also been incorporated into industrial DB engines such as OmnisciDB [64], Kinecta [47], and BlazingSQL [9].

With GPUs reducing the computation time but the increasing volume of datasets, the data movement overhead becomes more significant to the degree that DB engines must be aware [11, 70]. Several GPUDB systems incorporate GPU RDMA techniques [4, 46, 53, 63, 78, 92] to directly access data on the storage devices [15, 52, 93] or efficiently exchange data among multiple GPUs [55], bypassing the host system’s main memory. This paper is orthogonal but will receive significant benefit from this line of research projects. To fundamentally address the data movement overhead, DB systems can push down the computation of query processing into existing or additional hardware logic to offload part of the computation instead of using computing resources on the host system [22, 23, 43, 49, 82, 83]. However, due to the power and hardware budget of memory/storage devices, the computing resources near data locations are typically limited. For the cases studied in this paper, DB systems still have to rely on host computing resources (i.e., GPUs, TCUs, FPGAs and TPUs) to efficiently perform the received queries.

### Matrix processors in relational databases

To the best of our knowledge, TCUDB is the first database system that fully leverages Tensor Core Units (TCUs) as matrix processors to accelerate compute-intensive database queries. Prior work [18] leverages TCUs for scan/reduction operators by mapping scan/reduction into matrix-vector products. However, [18] only treats TCUs as wider vector processors leveraging TCU’s fused operations that can perform multiplications and accumulations in a single operation. In contrast, TCUDB transforms queries into matrix-matrix operations so that it can fully utilize TCUs’ nature as matrix processors. Prior work [40] investigated the feasibility of accelerating relational queries using Google Cloud’s closed-architecture TPU platform and proprietary version of TensorFlow. However, due to limitations of the platform, [40] only accelerates vector-based operators such as reduced sum. Its implementation can only support single-table queries (called Dimension Join in [40]). On the other hand, TCUDB can support a wide range of queries including two-way natural joins by leveraging TCUs for matrix operations.

### Join processing as matrix multiplication

A key technical contribution of TCUDB is to cast the join operator as dense matrix multiplication. While being unconventional due to the high theoretical computational complexity, this idea was explored in [5] and more recently in [20]. In particular, [20] proposed a fast join algorithm that combines worst-case optimal join algorithms [62] and fast matrix multiplication. The authors also provide a CPU-based implementation highlighting performance gain from the highly-optimized linear algebra framework such as Intel MKL [81]. The implementation achieves up to 50× performance improvement compared to baselines. In TCUDB, we further push this trend by leveraging NVIDIA’s TCUs that are specialized for tensor processing, which commonly appears in deep learning workloads to achieve up to 288× performance gain.

### Graph queries as matrix operators

Processing queries as matrix operators have also been considered in the context of graph databases. In particular, MAGIC [42] accelerates SPARQL queries on RDF graphs by translating queries into sparse matrix linear algebra programs. We have discussed the key differences between TCUDB and MAGIC in Section 5.5. Our experiment results also show that integrating TCUDB’s strategy of executing those matrix operators in TCUs can be an interesting optimization opportunity for graph query engines like MAGIC.

### Advanced in-database analytics

To accommodate the exponential growth in data science and machine learning applications, a recent line of work [3, 14, 24, 25, 27, 48] is in the blocking phase [30, 48, 67] to reduce the number of candidate pairs to be matched by heuristics specified as natural joins. Our case study demonstrates that TCUDB delivers over 300× speedup for blocking queries compared to a GPU-accelerated HashJoin implementation. This indicates the potential of building scalable EM systems with TCUDB as the backend.

PageRank is a graph-based ranking algorithm with applications from web searches to basic science (see [32] for a survey). PageRank is also commonly used in benchmarks of graph databases [21, 58, 61]. While there has been an effort to accelerate PageRank (and other graph analytic queries) using GPUs [71, 74, 88], to our knowledge, TCUDB is the first to attempt to accelerate PageRank using TCUs.

### 7 CONCLUSION

This paper proposes, implements and evaluates TCUDB, an efficient database query engine with TCUs, an emerging type of AI/ML hardware accelerator presented in modern GPU architectures. This paper identifies query patterns that match TCUs’ acceleration model. Through solving technical difficulties such as remapping inputs and limited precision, the resulting TCUDB shows ours achieves up to 288× speedup against the baseline GPU-accelerated DB engine. The performance gain of TCUDB over conventional GPU-based DB engines indicates a strong performance scaling in new GPU
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