Improving spatial cues for hearables using a parameterized binaural CDR estimator
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ABSTRACT
We investigate a speech enhancement method based on the binaural coherence-to-diffuse power ratio (CDR), which preserves auditory spatial cues for maskers and a broadside target. Conventional CDR estimators typically rely on a mathematical coherence model of the desired signal and/or diffuse noise field in their formulation, which may influence their accuracy in natural environments. This work proposes a new robust and parameterized directional binaural CDR estimator. The estimator is calculated in the time-frequency domain and is based on a geometrical interpretation of the spatial coherence function between the binaural microphone signals. The binaural performance of the new CDR estimator is compared with three state-of-the-art CDR estimators in cocktail-party-like environments and has shown improvements in terms of several objective speech quality metrics such as PESQ and SRMR. We also discuss the benefits of the parameterizable CDR estimator for varying sound environments and briefly reflect on several informal subjective evaluations using a low-latency real-time framework.
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1 INTRODUCTION
Speech enhancement and listening comfort improvement in multi-talker, noisy environments remains an active research area in binaural hearing and binaural signal processing for both hearables and hearing aids [1, 2, 3, 4]. Research has shown that exploiting the short-time spatial coherence estimate between two adjacent microphones is an effective way of calculating the gains required for spectral enhancement [5, 6, 7, 8, 9]. Among the model-based dereverberation methods, a limited number of them are proposed for binaural applications [10]. An attractive feature of the binaural spatial coherence approach is that applying simple Wiener post-filtering on the short-time binaural spatial coherence preserves auditory spatial cues such as interaural time difference and interaural level difference for all sources when the target source is located directly ahead [11, 12, 7]. However, many previous coherence-based methods do not consider binaural processing per se but focus on speech enhancement.

In [5] a reverberation suppression method is introduced that estimates the coherent-to-diffuse energy ratio (CDR) for post-filtering gain calculation in a complex noise field. In particular, this work considers the geometry of the spatial coherence function in the complex plane for direct and diffuse sound components. Further research in [8, 9] shows that CDR-based dereverberation improves when the estimator accounts for the direction of arrival (DOA) of the direct signal and the phase of the complex-valued spatial coherence function. An issue with the aforementioned CDR estimators is that they rely on models of the coherence of the direct signal and/or diffuse noise field to estimate the CDR, and these models may not always match complex binaural noise fields in natural environments. A few numbers of the several heuristic CDR estimators proposed by Schwarz et. al. [7] have shown greater robustness when compared with the CDR estimators introduced in [5], [8] and [9]. As well, a more recent study by Löllmann et al. [13] estimates the CDR based on the effective rank of the covariance matrix of the input signals. Although this method does not require a coherence model for the signal and noise sound fields, it has the drawback of higher computational cost in real-time applications compared with the coherence-based method and produces less target to masking ratios in multi-talker environments due to its omnidirectionality.

In this work, we propose a new robust directional CDR estimator derived from the complex-valued short time-frequency domain spatial coherence function between the observed binaural signals. The new CDR estimator requires neither a coherence model of the noise field nor an estimation of the room reverberation time. In this formulation, the target direction for the desired coherent signal is always broadside and straight-ahead.
Hence, the symmetrical phase-magnitude response of the new estimator can be physically and psychoacoustically matched with any head shape and size to preserve natural binaural cues recorded by conchal microphones. In addition, the online adjustment of the new formula’s real-valued parameter \( S \) enables precise binaural dereverberation and denoising in a given acoustic environment.

This paper is organized as follows. First, in Section 2, a novel parameterized CDR estimator is formulated and described. Further, in this section, the application of the new CDR estimator in reverberation suppression is illustrated, and the real-time implementation of the mentioned algorithm is briefly described. In Section 3, the objective and perceived sound quality of the new binaural speech enhancement algorithm is compared with several state-of-the-art counterparts.

2 METHODS
2.1 New CDR estimator
In this study, we consider the recording of a reverberated and/or noisy speech signal by two identical omnidirectional conchal microphones. We assume that the auto-power spectra of the microphone signals recorded for the broadside target are equal. In this case, the spatial coherence function, \( \hat{\Gamma}_{l,r}(m,k) \), with the frame index \( m \) and frequency \( k \) for two binaural microphone signals, is expressed in the time-frequency domain as:

\[
\hat{\Gamma}_{l,r}(m,k) = \frac{\Phi_{l,r}(m,k)}{\sqrt{\Phi_{l,l}(m,k)\Phi_{r,r}(m,k)}},
\]

where \( \Phi_{x,y}(.) \) is the estimated cross-power spectrum for signals \( x \) and \( y \) and we use the short-hand index notation \( l \) and \( r \) to represent the left and right ear microphone signals \( X_l(m,k) \) and \( X_r(m,k) \), respectively. We estimate \( \Phi_{x,y}(.) \) recursively across time frames by \( \Phi_{x,y}(m,k) = \lambda \Phi_{x,y}(m-1,k) + (1-\lambda)X_l(m,k)X^*_r(m,k) \), where \( \lambda \) is a smoothing factor between 0 and 1 and \( * \) indicates the complex conjugate operation. We propose a new heuristic and parameterized formula for a DOA-dependent, binaural CDR estimator, \( \hat{CDR}(m,k) \), that is derived solely from \( \hat{\Gamma}_{l,r}(m,k) \). For brevity and clarity in specifying the new CDR estimator, we omit the time and frequency indices. The new CDR estimator is given by:

\[
\hat{CDR}(\hat{\Gamma}_{l,r}, S) = \Re \left\{ \frac{\exp(\hat{\Gamma}_{l,r} + \cos(\hat{\Gamma}_{l,r} - (\pi/2)\arg(\hat{\Gamma}_{l,r}))\ln(\hat{\Gamma}_{l,r} + S)\cos(\arg(\hat{\Gamma}_{l,r}) + \pi)}{\sqrt{\hat{\Gamma}_{l,r} + (S)\ln(\hat{\Gamma}_{l,r}) + \cos(\arg(\hat{\Gamma}_{l,r}) + \pi)}} \right\},
\]

where \( \arg(\cdot) \) and \( \Re(\cdot) \) refer to the phase and real part of a complex number, respectively, and \( S \) is an adjustable positive real-valued parameter. To clarify this formula, we consider Fig.1a, which depicts the new CDR estimator as a function of the complex spatial coherence vector and several values of \( S \). The complex spatial coherence vector can be represented by \( \hat{\Gamma}_{l,r} = A e^{i\theta} \), with amplitude, \( 0 < A < 1 \), and phase, \( 0 \leq \theta \leq 2\pi \). From
Fig. 2. The coherent-to-diffuse power ratio (CDR) is plotted as a function of the complex spatial coherence function, \( \hat{\Gamma}_{l,r}(m,k) \), for the Schwartz et al. P2 (Propose 2 in [7], TDOA=0) estimator and for the new estimator for \( S = 1 \). The CDR levels for each frequency bin contain 7500 coherence vectors calculated for 60 s speech convolved with the broadside BRIRs (\( d_{mic}=17 \) m in the lecture room (AIR database) [14]).

Fig. 1a we observe that \( \text{CDR}(\hat{\Gamma}_{l,r},S) \) is a U-shape (parabolic-like) function of the phase of the spatial coherence vector that is mirror-symmetric about \( \theta = \pi \). We consider also Fig. 1c which shows the new CDR estimator for several values of the amplitude \( A \) for \( S = 1 \). In general terms, the CDR estimator increases as \( \theta \) approaches 0 and as \( A \to 1 \); in other words, the geometrical slope of the \( \text{CDR}(\hat{\Gamma}_{l,r},S) \) graph scales with the magnitude and phase of the spatial noise field coherence vectors. The variation in the geometrical pattern of \( \text{CDR}(\hat{\Gamma}_{l,r},S) \) with changes in the \( S \)-value modifies the spatial directivity of the microphone system, i.e., higher \( S \)-values can reduce \( \text{CDR}(\hat{\Gamma}_{l,r},S) \) as \( \theta \to \pi \) which is equivalent to increasing the suppression of sound as it becomes incident from the side. The adjustability of the estimated CDR patterns may be useful for matching their values with the actual noise diffuseness in a specific frequency band. Depending upon the value of \( A \), e.g. \( A < 1 \), one notices that the CDR estimator demonstrates a peak that progressively moves away from \( \theta = 0 \) as \( A \) decreases. More specifically, the formula has been empirically designed so that for \( A < 0.94 \), the CDR estimator goes to 0 as \( \theta \to 0 \) with a faster rate compared to 0.94 < \( A < 1 \). This behavior has been explicitly designed into the CDR estimator in order to suppress coherent noise that might arise at lower frequencies in a highly diffuse noise field, such as that related to the late reverberation of a room [5]. On the other hand, when \( \theta \to \pi \), the observed geometrical pattern (see Fig. 1c) reduces the non-broadside PSD of the noise field in the binaural signals, which may be useful for preserving early source reflections and assisting with source localization based on interaural intensity differences.

To examine the relationship between of the new CDR estimator \( (S = 1) \), \( \text{CDR}(\hat{\Gamma}_{l,r},S) \), and the estimated, complex-valued spatial coherence function, \( \hat{\Gamma}_{l,r} \), consider Fig. 2 that depicts the estimated CDR levels for a speech signal in a lecture room based on the position of spatial coherence vectors on the complex plane compared with the 'Propose 2' (P2) CDR estimator by Schwartz et al. [7]. Observe that the coherence vectors are more dispersed for higher frequencies but more concentrated around the positive real axis for lower frequencies. This phenomenon shows that low-frequency signals have higher correlations because of their comparatively long wavelengths concerning head size and microphone spacing. The contrast between the two CDR estimators suggests that the new estimator may offer more reliable and precise estimation of CDR across frequency for a broadside signal located in front. For example, consider that the P2 CDR estimator shows a significant abrupt drop in the estimated CDR level as frequency decreases below 500 Hz, i.e., it will likely underestimate the low-frequency incident sound, while the new CDR estimator shows a more unbiased response across all frequencies. Significantly, one may also observe a spatial notch along the real axis for \( \hat{\Gamma}_{l,r} < 0.94 \) corresponding to the decreasing peak height shown in Fig. 1c. This spatial notch is intended to de-emphasize the diffuse noise signals while preserving the coherent direct signal.

### 2.2 Binaural spectral enhancement

The application of the new CDR estimator for binaural noise and reverberation suppression is tested and investigated using methods like those proposed by [11], as indicated in the block diagram in Fig. 3. Observe that, the spatial CDR is first estimated as described in Section 2.1 and a gain function, \( \hat{G}(m,k) \), is then derived from the CDR estimate in the time-frequency domain as follows:

\[
\hat{G}(m,k) = \max \left( G_{\text{min}}, \left( 1 - \frac{\mu}{\text{CDR}(m,k) + 1} \right)^2 \right).
\]  

(3)

The aforementioned coherence-based gain function is equivalent to the square of a Weiner filter where \( G_{\text{min}} \)
is the gain floor to reduce the musical artifacts, and $\mu$ is referred to as the over-subtraction factor [7] and is commonly set to one. The gain function is applied equally to the left and right channels, preserving the spatial auditory cues of interaural time and level differences. The effect of the gain function is shown in Figs. 1b and 1d and generally follows the functional form of the new CDR estimator. As shown in Fig. 1b, smaller values of $S$ result in less spatial noise/reverberation suppression and wider spatial directivity. In contrast, the larger values of $S$ increase the suppression of the noise/reverberation, provide narrower spatial filtering and may also increase audible artifacts. Furthermore, the square of the Wiener filter has been selected as the gain function since empirical testing has shown that it performs well with the new CDR estimator, i.e., it produces less audible artifacts and higher background noise suppression than a gain function based on the spectral magnitude subtraction as suggested by [7].

2.3 Binaural room simulations

Three state-of-the-art coherence-based dereverberation algorithms are compared with the proposed speech enhancement algorithm discussed in Section 2.2 in a binaural format. The counterpart CDR estimators used in this study are: (1) the DOA dependent CDR estimator ‘Propose 2’ (P2) in Schwartz et al. [7]; (2) the DOA independent CDR estimator ‘Propose 3’ (P3) in Schwartz et al. [7]; and (3) the effective rank-based DOA independent CDR estimator proposed by Löllmann et al. [13]. All signal processing algorithms use a common 16kHz sampling rate, an FFT size of 512, a window length of 1024, and a hop size of 128 in MATLAB implementation. The gain function for the new CDR estimator was computed as described in Section 2.2 and for the counterpart algorithms the applied gain function is the spectral magnitude subtraction as described in [7, 13], with $\mu = 1$ and $G_{\text{min}} = 0.1$ for all algorithms. For the CDR estimators P2 and P3, the spatial coherence model for the diffuse noise is given as: $\hat{\Gamma}_{xy}^{\text{diff}}(3D) = \sin(2\pi f d_{\text{mic}}/c)/(2\pi f d_{\text{mic}}/c)$, where $d_{\text{mic}}$ is the distance between two conchal microphones and $c$ is the speed of sound. For the CDR estimator P2, the spatial coherence for the broadside direct signal is taken as 1 (real valued), while the CDR estimator P3 does not require an estimate of the spatial coherence of the direct sound [7]. For the three counterparts, the smoothing factor $\lambda$ was set according to the relevant reference publication (P2 and P3: $\lambda = 0.68$; Löllmann: $\lambda = 0.8$). For the new CDR estimator, we chose $\lambda = 0.72$.

For the room simulation, we used a set of binaural HRIRs recorded by the conchal microphones of a generic in-the-ear hearable for a male subject with large pinna provided by the database described in [15]. The database HRIRs were then evenly interpolated for 642 directions on the surface of an imaginary sphere and used as input for the room simulator MCROOMSIM [16] in order to obtain a set of BRIRs corresponding to a shoebox large room (20m x 16m x 5m) with 4 different reverberation times (0.3, 0.5, 1 and 2)s. The simulations were conducted with the listener positioned in the center of the room (ear level at 1.6 m). A target talker directional source is positioned in front of the listener at 0.5 m distance, and the subject is surrounded by a combination of one near-field time-reversed directional female speech masker located on the right and four far-field evenly distributed female speech maskers. The 34 s female utterances were derived from HARVARD speech corpus [17]. In order to simulate a more realistic environment, a low-pass-filtered white noise (cutoff frequency 400 Hz) was mixed with the five masker signals. The relative signal levels used for the target, maskers, and low-pass filtered noise signals were varied and specified as a triplet of numbers (0, -6, -10) dB, (0, 0, -10) dB and (-6, 0, 0) dB, respectively. The process above was repeated for four different reverberation times, set by changing the room acoustic absorption settings in MCROOMSIM.

2.4 Broadband low-latency real-time framework

Fig.4 shows the actual Raspberry Pi-based embedded system [18] prototype adapted for high-quality and low-latency online implementation of the described new algorithm in Python [19]. The recorded binaural time signals (32kHz sample rate) are buffered (window size 512) using 50% overlap. The selection of larger window sizes enables more accurate short-time signal power estimation at lower frequencies and has shown fewer artifacts in a time-variant system. Furthermore, the number of FFT points has been doubled (FFT size = 1024) to
improve the quality of spectral enhancement processing in the frequency domain. Using the Hanning window, the signal is then reconstructed via the weighted overlap-add (WOLA) technique [20]. The output buffer is filled by the second half of the previous segment in time and the first half of the current segment to reduce real-time latency by half. In this case, the total acoustic latency in this system is measured to be about 9 ms, which is comparable with the average latency in a high-quality hearing aid system [21]. The user interface for this system enables online adjustment of the S-parameter as well as other parameters.

3 RESULTS

3.1 Objective Speech Enhancement Performance

The performance of the new algorithm for speech dereverberation and denoising is compared with other state of the art algorithms as mentioned earlier using two intrusive methods: perceptual evaluation of speech quality (PESQ) [22] and cepstrum distance (CD); and two non-intrusive methods: speech-to-reverberation modulation energy ratio (SRMR) and word error rate (WER) calculated for an automatic speech recognition (ASR) system. The narrow-band results for PESQ and CD are averaged across the two binaural enhanced signals, while the SRMR and WER data are derived based on a monaural mix-down of the two full-band binaural signals.

Figure 5. Objective performance results of the new reverberation suppression algorithm are compared with the performance of the counterpart algorithms in the multi-talker scenarios simulated for a large room (left bar graphs) and different values of coefficient $S$ (right curves).

In Fig.5, the calculated objective values are averaged over the results derived for several signal-to-masker/noise ratios (refer to Section 2.3). Observe first that the $S$-values obtaining the best results for the newly proposed estimator vary across the various speech quality measures (to a larger extent) and also across the different reverberation conditions (to a lesser extent), with the optimal $S$-value for a given acoustic environment as the...
performance measure changes from PESQ to CD to SRMR. The performance variations depending on the $S$-parameter demonstrate that the three measures examine various aspects of the direct sound and background noise quality. The new CDR estimator with the optimal $S$-value generally improves the PESQ values compared with the other CDR estimators, e.g., for $S = 10$, the sound quality of the new algorithm generally outperforms the counterpart algorithms for all of the reverberant conditions. Interestingly, a significant increase in the SRMR performance values is found for the new CDR estimator with optimal $S$-values compared with the other CDR estimators. However, the $S$-value must be increased significantly to obtain these results, i.e., higher $S$ values result in a more direct-to-reverberant ratio (DRR). However, it can be observed that in a given room, for $S > 100$, the spatial gains for the direct signal can be declined significantly due to change in the shape and slope of the new CDR function curves (see Fig.1a). In addition, the increase in $S$ values can make more modifications to the background noise spectrum that may explain the slight increments in the CD values. The varying $S$-values obtaining optimal performance across the three speech enhancement measures indicate that there are different and likely conflicting requirements for optimizing speech enhancement performance based on CDR, depending on the significance given to a particular speech enhancement measure.

### Table 1. Averaged word error rate (WER)

| RT60(s) | Unprocessed | Schwarz et al. (P2) | Løllmann et al. (P3) | New estimator $S = 0.1$ | $S = 1$ | $S = 3$ | $S = 10$ |
|---------|-------------|---------------------|----------------------|------------------------|--------|--------|--------|
| 0.3     | 55.67       | 45.33               | 62.67                | 60.33                  | 45     | 48.33  | 50.67  | 46     |
| 0.5     | 53.33       | 50.67               | 57.67                | 57.67                  | 50     | 48     | 44     | 46     |
| 1       | 55          | 52.33               | 58.67                | 53.67                  | 49.33  | 47.33  | 47     | 50.33  |
| 2       | 62.33       | 59.33               | 64.33                | 61.33                  | 59.33  | 60.67  | 60     | 64.67  |
| Average | 56.58       | 51.92               | 60.83                | 58.25                  | 50.92  | 51.08  | 50.42  | 51.75  |

The objective speech intelligibility was also estimated by calculating the word error rate (WER) of the automated speech recognition (ASR) algorithm for the processed and unprocessed speech. The ASR engine DeepSpeech 0.9.3 was used [23]. In this work, we used clean speech containing 34 s of female speech (100 words) from the HARVARD speech corpus that was 100% recognizable by the pre-trained ASR engine. The average word error rates can thus be attributed to the acoustic condition and binaural sound processing systems. Table 1 shows the WER results for the multi-talker scenarios. On average, the word error rate for the new CDR estimator enhancement algorithm with $S = 3$ is lower compared with the other CDR-based algorithms. For the multi-talker scenario, the WER results indicate potential advantages to be found by tuning the $S$-value specifically for a given sound environment.

#### 3.2 Preliminary subjective evaluation

The binaural psychoacoustic perception of the newly proposed algorithm compared with Schwartz et al., [7] (P2 and P3) is evaluated through several informal listening tests in regular rooms and a large reverberant/noisy cafeteria using the real-time platform described in section 2.4. We are preparing to conduct a proper psychoacoustic experiment in the future. Here we report some anecdotal results. For all algorithms, the optimized online parameters $\lambda$ and $G_{\text{min}}$ are set to 0.02 and 0.1, respectively. In general terms, the perceived sound quality is compatible with the objective results discussed in Section 3.1; however, the informal listening tests have revealed that the new algorithm seem to significantly improve the spatial quality of the sound in a given environment compared with the the counterpart algorithms. For example, the perceived frontal near-field and far-field binaural intelligibility in the presence of several random distributed noise/masker sources is highly improved for the new CDR formula, while Schwartz et al., P2 has shown satisfactory results for only the near-field target and P3 has shown less enhancement for the target-to-masker ratio. Furthermore, the enhanced multi-talker and noisy spatial atmosphere reproduced by the new binaural algorithm was reported as perceived as more natural, robust and quiet compared with the two other algorithms. i.e., accurate source localization and externalization are preserved for the new CDR estimator resulting in improved listening comfort. The online adjustment of parameter $S$ has revealed that small changes in $S < 20$ are perceivable and may be advantageous in adjusting the enhanced target speech quality and spatial perception in natural environments. The increment of the $S$ value for $S > 10$ can produce minor audible artifacts due to a higher level of background noise modification.

#### 4 CONCLUSIONS

A new binaural, directional coherent-to-diffuse power ratio (CDR) estimator has been proposed for noise reduction and dereverberation in multi-talker reverberant and noisy environments. The CDR estimator relies only on the observed complex coherence between the binaural microphones and maximizes for a broadside target signal.
The binaural application of the gain function and the compatibility of the new formula with the actual binaural noise field preserves spatial hearing cues. Furthermore, the new CDR estimator employs a variable $S$-parameter to provide adjustable coherence-based spatial filtering for different noise conditions.

The objective numerical evaluations show that varying the $S$-parameter enables the CDR estimate to improve speech quality and/or the direct-to-reverberant ratio. Adjusting the $S$-parameter enables a trade-off between signal quality, degree of dereverberation, and the spatial quality of the sound. The results suggest that the new CDR estimator may improve existing coherence-based methods for denoising and dereverberation. To this end, several informal listening tests have shown more advantages of the new method compared with two counterpart algorithms in terms of sound naturalness, accurate source localization and voice intelligibility.
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