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Abstract

We consider image classification with estimated depth. This problem falls into the domain of transfer learning, since we are using a model trained on a set of depth images to generate depth maps (additional features) for use in another classification problem using another disjoint set of images. It’s challenging as no direct depth information is provided. Though depth estimation has been well studied [16], none have attempted to aid image classification with estimated depth. Therefore, we present a way of transferring domain knowledge on depth estimation to a separate image classification task over a disjoint set of train, and test data. We build a RGBD dataset based on RGB dataset and do image classification on it. Then evaluation the performance of neural networks on the RGBD dataset compared to the RGB dataset. From our experiments, the benefit is significant with shallow and deep networks. It improves ResNet-20 by 0.55% and ResNet-56 by 0.53%. Our code and dataset are available publicly.1

1. Introduction

Estimating depths from a single monocular image depicting general scenes is a fundamental problem in computer vision, which has widespread applications in scene-understanding, 3D modeling, robotics, and other challenging problems. It is a notorious example of an ill-posed problem, as one captured image may correspond to numerous real world scenes [6]. It remains a challenging task for computer vision algorithms as no reliable cues can be exploited, such as temporal information, stereo correspondences. Previous research involving depth maps usually involve geometric [11, 9, 8], convolutional [16] and semantic [14] techniques. Nevertheless, none of these works tried to perform image classification using depth maps as training data. Different from previous efforts, we propose to utilize estimated depth maps in a image classification task. While extensively studied in semantic labeling and accuracy improvement, depth map regression has been less explored in its application to classification problems. Intuitively, one can imagine that a neural-network that is deep enough would generate it’s own depth-map (or at least simulate depth-map-like features).

Recently, the efficacy and power of the deep convolutional neural network (CNN) has been made accessible [10, 12]. With a CNN, we are able to perform depth estimation on a single image [16]. However, most classification tasks still perform on RGB images. With only RGB images, CNN features have been setting new records for a wide variety of vision applications [10, 17, 7, 18, 3]. Despite all the successes in depth estimation and image classification, the deep CNN has been not yet been used for learning on RGBD images, since RGBD datasets are not as widely-used as RGB datasets.

We propose to build a RGBD dataset based on RGB dataset and do image classification on it, illustrated in Figure 1. Then evaluation the performance of neural networks on the RGBD dataset compared to the RGB dataset. To our knowledge, we are the first to bridge gap between estimated depth and image classification. From our experiments, the
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benefit is significant on both shallow and deep networks. It improves ResNet-20 $0.55\%$.

To sum up, we highlight the main contributions of this work as follows:

- We created a RGBD image dataset for CIFAR-10.
- We illustrate that depth channel has a better feature representation than R,G,B channels, and show that training on RGBD images could improve performance.
- We define a new metric for ill-posed depth prediction problem.

2. Related Work

CNN have been applied with great success for object classification [13, 19, 20, 10, 2] and detection [7, 18, 3]. CNN have recently been applied to a variety of other tasks, like depth estimation. Depth estimation from single image is well addressed by Liu et al. [16] and Eigen et al. [5]. They both agree that depth estimation is an ill-posed problem, since there’s no real ground truth depth map. We define transfer learning accuracy metric for depth estimation model (Section 3.1). It becomes easier to compare performance of different depth estimation model.

Estimated depth map [16] has been successfully applied to some other problems. Based on depth information, performance improved on semantic labeling [5]. However, depth maps have not been combined with an image classification task. To our knowledge, we are the first to bridge gap between depth estimation and image classification.

There are already many successful transfer learning results in Computer Vision. A popular one is transfer ImageNet [4] Classification Network like VGG-16 [19] to object detection [18]. Another example also in object detection is contextualized networks [15], usually through multi scale context.

3. Approach

Recent depth image research works mainly focus on depth-estimation [16] and segmentation with depth image [5]. And we’ve witnessed significant improvement on depth estimation quality in these years. However, most image classification tasks nowadays are still performed on RGB images. So we want to transfer depth knowledge learned by depth estimation model into our image-classification model. In this section, we first built a RGBD dataset for CIFAR-10 [13], based on a trained deep convolutional neural field model [16]. To investigate the effect of the depth channel on image classification task, we design two experiments (one with a simple feedforward NN and one with a CNN) Finally, we propose a new metric for depth estimation performance measurement.

![Figure 2. Transfer Learning: Build RGBD CIFAR-10 dataset](image2)

![Figure 3. Depth map estimated by deep convolutional neural field](image3)

3.1. Build RGBD Dataset

Since the Deep Convolutional Neural Field model accepts images [4] that are much larger than CIFAR-10 tiny images ($32 \times 32$), we build RGBD dataset as follows:

1. resize CIFAR-10 tiny image ($32 \times 32 \times 3$) to normal size ($400 \times 400 \times 3$) in order to feed in CNF.
2. perform depth estimation on the normal size image.
3. downscale the output image (depth image, $400 \times 400 \times 1$) back to tiny image ($32 \times 32 \times 1$).
4. combine RGB and D channels together as our RGBD image ($32 \times 32 \times 4$).

Figure 2 shows the transfer learning procedure. Figure 3 shows some depth maps. Since there is no ground-truth depth image for CIFAR-10 dataset, we can’t directly measure the quality of our depth estimation attempts for these tiny images. However, we can infer this indirectly. We can use the accuracy results of our two experiments as a new metric to quantify depth map quality.

3.2. Classification Task on RGBD Dataset

In order to make it easier to show effect of depth channel, we employ a simple two layer neural network for classification task. The architecture for learning on the RGBD dataset is shown in Figure 1.
The number of neurons in the input layer depends on input. If input is a single channel (R, G, B, D), we have $32 \times 32$ neurons. The amount of hidden neurons is not determined. We perform fine tuning for each situation. The number of output neurons is always number of classes (10 classes for CIFAR-10).

## 4. Experiment

We measure depth map quality in two ways. First, we evaluate neural network performance on R, G, B, D channel as input respectively. Second, we train neural network on RGB, RGBD respectively and compare the performance. Our depth estimation is based on Tensorflow [1]. And our neural network training is based on Caffe [12].

### 4.1. R vs G vs B vs D

We perform fine tuning on each channel. So that their performances are approximately optimal. Figure 4 shows validation accuracy comparison through time.

You can see that, at testing time, the depth channel outperforms R, G, B channels under the same architecture. This implies that, depth channel has a better feature representation than R, G, B channels. Training on RGBD dataset would result in better performance for shallow networks.

### 4.2. RGB vs RGBD

Figure 5 Compares validation accuracy comparison through time.

We get 56% and 52% validation accuracy with RGBD and RGB dataset respectively. This can be seen as a sign that depth map brings extra knowledge learned by deep convolutional neural field to our classification task.

Also notice that, although RGBD dataset have more inputs and neurons, it has a much higher converge rate than RGB dataset. It can be interpreted as a better feature representation brought by depth map. Estimated depth map works on shallow networks, however it remains a question whether it works on deep networks like ResNet [10].

### 4.3. ResNet Experimentation

Our previous experiments using a 2-layer feed-forward neural network yielded a performance increase of 4%, when comparing a NN trained on the RGB dataset to the NN trained on the RGBD dataset. These results didn’t satisfy us, as a simple feed-forward neural network may show how good the features are presented to it, but not the optimal tool used for image classification. We want to see whether the estimated depth map truely bring in some new knowledges of depth, which can’t be obtained just using RGB images. So we decided to test the performance of ResNet [10] over the CIFAR-10 RGB dataset and compare it to the performance achieved over our CIFAR-10 RGBD dataset. Similar with 2-layer networks, only number of channels of input layer is changed from 3 to 4. The increased computational complexity could be ignored, since later layers have much more channels.

Shown in Table 1, ResNet-20 improves 0.45% with estimated depth map. ResNet-56 achieved error of 6.45% using the RGBD dataset, which is competitive with ResNet-110 using RGB dataset. This performance gain of 0.53% in accuracy between RGBD and RGB using the CNN could not be ignored on CIFAR-10. We conclude that training on RGBD dataset would also result in better performance for deep networks like ResNet. Depth estimation feature may be hard to be generated by deep network itself.

### 5. Conclusion

We created a RGBD image dataset for CIFAR-10. We define a transfer learning accuracy metric for depth predic-
tion problem. On RGBD CIFAR-10, we show that depth channel has a better feature representation. Training on RGBD images could improve image classification on both shallow and deep networks.
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