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Abstract. The Doppler effect of moving atoms can create irreversibility of light. We show that the laser field in an electromagnetic induced transparency (EIT) scheme with atomic motion can control the directional propagation of two counter-propagating output probe fields in an atomic gas. Quantum coherence and the Doppler effect enable the system to function like an optical transistor with two outputs that can generate states analogous to the Bell basis. Interference of the two output fields from the gas provides useful features for determining the mean atomic velocity and can be used as a sensitive quantum velocimeter. Some subtle physics of EIT is also discussed. In particular, the sign of the dispersive phase in EIT is found to have a unique property, which helps to explain certain features in the interference.
1. Introduction

In the presence of matter, the reversibility of light can be broken. An example of the broken symmetry is between the absorption and emission processes, due to the presence of spontaneous emission. Atomic motion also breaks the symmetry, particularly between absorption and stimulated emission, which is one of the ingredients for laser cooling [1]. No doubt, irreversibility of light is possible. But how can we control the irreversibility and develop it for useful applications? In a two-level atom, a negative detuned laser would be resonantly absorbed if the atom moves opposite to it and would be transmitted if the atom moves along it, but there is no way to control it.

The absorption of a probe field with frequency $\nu$ (on $b \leftrightarrow a$ transition) by atoms with a three-level $\Lambda$ scheme (see figure 1) can be significantly reduced by applying a control laser (on the $c \leftrightarrow a$ transition) with frequency $\nu_c$ that satisfies two-photon or Raman resonance ($\Delta = \Delta_c$ or $\nu - \nu_c = \omega_c - \omega_b$), where $\omega_b$ and $\omega_c$ are the atomic frequencies of level $b$ and level $c$, respectively. This effect is called EIT and has been widely studied; mainly in the perspectives of nonlinear processes, slow light and quantum information storage [2]. The physics of EIT is mainly due to destructive interference of two absorption pathways, i.e. from level $b$ to two ac Stark split levels of level $a$.

In this paper, we consider the EIT effect in an ensemble of atoms with three-level $\Lambda$ scheme moving with a mean velocity $\vec{u}$, sufficiently large such that the Doppler shift is greater than the linewidth of the excited state, $ku > \Gamma$. In each atom (figure 1(a)), the same transition ($a \leftrightarrow b$) couples to two counter-propagating probe fields with Rabi frequencies $\Omega^+$ and $\Omega^-$, which are typically weaker than the control field $\Omega_c$. The present scheme should be discerned from the polarization gradient cooling scheme [3] and velocity selective coherent population trapping.
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Figure 1. (a) A gas of atoms with mean velocity $\bar{u}$ in a three-level electromagnetic induced transparency (EIT) scheme. The transparency of the two counter-propagating probe fields is controlled by $\Omega_c$. (b) Three major Doppler induced mechanisms (Doppler induced transparency (DIT), Doppler induced resonance (DIR) and Doppler induced detuning (DID)) in EIT with and without probe detuning $\Delta$ are shown for the case of an atom co-propagating with the probe field. The laser frequency is red-shifted (red arrow downward) by the Doppler frequency $\omega_p = ku = kp/M$. A similar diagram can be drawn for a counter-propagating atom, but with blue-shift (blue arrow upward).

(VSCPT) [4] which also has counter-propagating fields, but only one field couples to each transition.

The effect of Doppler broadening (due to moving atoms) on EIT linewidth [5] and slow light [6] has been considered. However, potential applications based on controlling the transmission and irreversibility of two counter-propagating probe fields in moving atoms have not been considered. Under certain controllable conditions, the medium can be made transparent to one of the probe fields while the other field is strongly absorbed. The combined effect of the center of mass (cm) motion and the control field in EIT provides controllable optical directionality or switching of the counter-propagating probe fields\(^1\). Based on this mechanism, we discuss possible applications as a quantum optical transistor and a quantum velocimeter. Further analysis also yields insights into the difference between detuning from a real level and from a level split by the control laser field.

Before we go through the theory, let us refer to figure 1(b) and try to understand the simple physics (for a resonant control field $\Delta_c = 0$). The frequency of a probe field is blue-shifted when absorbed by a counter-propagating atom. Conversely, the frequency is red-shifted when absorbed by a co-propagating atom. The Doppler shift, shown by small arrows and the ac Stark splitting ($2\tilde{\Omega}$) give rise to three limiting classes of internal mechanisms: (a) DIT occurs when the bare frequency is shifted to the midway between the split levels. (b) DIR—the bare frequency is shifted to resonance with one of the split levels. (c) DIT—the bare frequency is shifted farther away from the nearest ac Stark split level.

2. Density matrix approach for EIT with moving atoms

The scheme in figure 1(a) is described by the interaction Hamiltonian $V = -\hbar[|a\rangle\langle c|\Omega_c e^{-i\nu_c t} + |a\rangle\langle b|\Omega_c e^{ikz} + \Omega^+ e^{-i\nu_c t} + \text{adj}]$ with the bare Hamiltonian composed of the kinetic energy

\(^1\) Although ‘optical rectification’ is a better phrase, we refrain from using it to avoid confusion with the optical rectification in nonlinear parametric process. For example, see [7].
\( H_{\text{kin}} = \frac{p^2}{2M} \) and atomic energy \( H_a = \sum_{l=a,b,c} \hbar \omega_l |l\rangle \langle l| \). The control laser is taken to be orthogonal to the atomic beam and has no cm effect along the z-axis. Only the counter-propagating probe lasers give the cm effect. The cm position operator \( \hat{z} \) is quantized and this gives rise naturally to the first-order Doppler shift \( \omega_p = k p / M \) and recoil shift \( \omega_r = \hbar k^2 / 2M \) in the transition frequency.

We have a set of an infinite number of density matrix equations which contain finite coherence between different momentum families \( \rho_{ab}(p_a, p_b) = \langle \alpha, p_a | \hat{\rho} | \beta, p_b \rangle \) that can only be solved numerically. The presence of quantized cm motion makes it impossible to find exact solutions. However, we find that it is possible to obtain analytical results in the weak field limit.

For sufficiently weak probe fields as in the typical EIT case, the population in the excited state is negligible. Thus it is a good approximation to disregard the momentum redistribution as the result of spontaneous emission, which gives rise to integral terms \[ \] in the equations for the populations. Also, the density matrix equations may be solved analytically by truncating the set of equations based on the approximation of neglecting the coherences between two momentum families with \( 2\hbar k \) and larger, i.e. \( \rho_{bc}(p \pm 3\hbar k, p) \ll \rho_{bc}(p \pm \hbar k, p), \rho_{aa}(p \pm 2\hbar k, p) \ll \rho_{aa}(p, p) = \rho_{bb}(p), \rho_{bc(c)c}(p - \hbar k, p + \hbar k) \ll \rho_{bb(c)c}(p). \) We then obtain nine equations in quasi steady state

\[ T_{ab}^\pm A^\pm(p) \approx i B^\pm(p) \Omega_c - i \Omega^+ w_{ab}^\pm(p), \]  \( T_{bc}^\pm B^\pm(p) \approx i \Omega_c^+ A^\pm(p) - i \Omega^+ C(p), \]  \[ T_{ac}^\pm C(p) \approx i \Omega_c^+ w_{ac}(p) - i \Omega^+ B^\pm(p) - i \Omega^\mp B^\mp(p), \]

where the slowly varying coherences are

\[ A^\pm(p, t) = e^{i(\Delta \pm \omega_p + \omega_r)t} \rho_{ab}(p, p \pm \hbar k, t), \]  \[ B^\pm(p, t) = e^{i(\Delta - \omega_p + \omega_r)t} \rho_{cb}(p, p \pm \hbar k, t) \]  \[ C(p, t) = e^{-i(\Delta - \omega_r)t} \rho_{cc}(p, t). \]

The complex decoherences that include the Doppler and recoil shifts are \( T_{ab}^\pm = \gamma_{ab} - i(\Delta \pm \omega_p + \omega_r), T_{bc}^\pm = \gamma_{bc} - i(\delta - (\pm \omega_p + \omega_r)) \) where \( \delta = \Delta_c - \Delta \) and \( T_{ac}^\pm = \gamma_{ac} - i \Delta_c. \) The population inversions are defined as \( w_{ac}(p) = \rho_{aa}(p) - \rho_{cc}(p) \) and \( w_{bb}^\pm(p) = \rho_{aa}(p) - \rho_{bb}(p \pm \hbar k) \) which can be taken to be the initial values for weak probe fields \( \rho_{aa}(p, t) \approx \rho_{aa}(p, 0) = \rho_{aa0} f(p), \rho_{cc}(p, t) \approx \rho_{bb}(p, 0) \) and \( \rho_{bb}(p \pm \hbar k, t) \approx \rho_{bb}(p, t) \approx \rho_{bb0} f(p). \) The populations depend on the momentum distribution of the gas \( f(p) \) with normalization \( \int_{-\infty}^{\infty} f(p) \, dp = 1. \) For a gas with velocity width of \( \Delta p = \sqrt{2 M k_B T} \) and a mean momentum \( \tilde{p} = m \tilde{u} \) (mean velocity towards the right, \( \tilde{u} > 0 \)), we represent \( f(p) \) by a Gaussian function \( \frac{1}{\sqrt{2 \pi} \sigma} \exp[-(p - \tilde{p})^2 / \Delta p^2]. \)

The five coupled equations (1)–(3) can be solved exactly, giving

\[ A^\pm(p, z) = - \frac{\Omega^\pm}{\Gamma} \left[ I^\mp (w_{ab}^\mp T_{ab}^\pm + w_{ab}^\pm I_c) / J^+ J^- + w_{ab}^\mp I^\pm / J^\mp \right. \]
\[ \left. + (w_{ac}^\pm T_{bc}^\pm - w_{ac}^\mp I_c) / J^\mp \right], \]

\textbf{New Journal of Physics 10} (2008) 123024 (http://www.njp.org/)
where

\[ \gamma = \frac{T_{ac}^* + I^* T_{bc}^+}{J^+} + \frac{I^* T_{ab}^-}{J^-}, \]  

(8)

\[ J^\pm = T_{ab}^\pm T_{bc}^\mp + I_c \]  

(9)

and \( I^\pm = |\Omega^\pm|^2, I_c = |\Omega_c|^2. \)

The integration of \( A^\mp \) over the momentum gives the propagation equations

\[ \frac{\partial}{\partial z} \Omega^\pm(z) = i\kappa g \int_{-\infty}^{\infty} A^\mp(p, z) \, dp = G^\pm \Omega^\pm, \]  

(10)

where \( \kappa g = N \frac{\alpha_i |\omega|^2}{2\hbar} \). Please note that we do the momentum integration differently from previous works [5, 6]. The present approach is more general, in that it enables the populations of different levels to take different distributions; for example: \( \rho_{cb}(p) = 0.2 f(p), \rho_{ab}(p) = 0.8 f(p - \hbar k), \rho_{ac}(p) = 0 \) subjected to normalization \( \sum_{x=a,b,c} \int_{-\infty}^{\infty} \rho_{xx}(p) \, dp = 1. \)

Equations (7) and (10) show that \( \Omega^\pm \) is coupled to \( \Omega^- \) due to the nonlinear dependence of equation (7) on \( I^\pm \) and need to be solved numerically when \( I^\pm \) are large. The cross-coupling of the two fields originates from the last two terms in equation (3) and physically corresponds to two probe fields interacting simultaneously with the same atom.

The Doppler effects in nonlinear regime are more complicated and will be reported in the future. Here, we focus on the limit of small probe fields \( I^\pm \ll I_c, (T_{ab}^\pm)^2 \) where the cross-interaction between the fields is weak and negligible. Thus, we have a linear theory

\[ A^\pm(p, z) \approx \frac{-i \Omega^\mp}{J^\pm} \left[ w_{ab}^* T_{bc}^\pm - w_{ac} I_c / T_{ac}^* \right], \]  

(11)

and equation (10) yields the solutions \( \Omega^\pm(z) = \Omega^\pm(0) e^{G^\pm z} \) with the complex ‘gain’ or response functions \( G^\pm \)

\[ G^\pm = \kappa g \int_{-\infty}^{\infty} \frac{w_{ab}^* T_{bc}^\pm - w_{ac} I_c / T_{ac}^*}{J^\pm} \, dp = i \frac{V}{c} (1 + \chi^\pm), \]  

(12)

which are related to the linear susceptibilities \( \chi^\pm = gN \mu_0 \tilde{\rho}_{ab}(p, p \mp \hbar k, t) / \epsilon_0 \Omega^\pm \). If we omit the superscripts \( \pm \), we recover the known [5] relation \( \tilde{\rho}_{ab} \approx -i \Omega_c \frac{w_{ab}^* T_{bc}^\pm - w_{ac} I_c / T_{ac}^*}{(T_{ab}^\mp)^2}. \)

For initialization in level \( b \) (typical EIT) we have

\[ G^\pm = -\kappa g \int \frac{T_{bc}^\mp (T_{ab}^\mp T_{bc}^\pm + I_c) / T_{ac}^*}{Z^\pm} \, dp \]  

(13)

and

\[ Z^\pm = |T_{ab}^\mp T_{bc}^\pm|^2 + I_c (T_{ab}^\mp T_{bc}^\pm + T_{ab}^\pm T_{bc}^\mp) + I_c^2, \]  

(14)

is the real double-peak function that primarily determines the EIT features.

Note that if \( \rho_{cb} \) is neglected (\( B^\pm \rightarrow 0 \)) the probe fields go as (see equation (1)) \( A^\pm \approx -i \Omega^\mp w_{ab}^\pm(p) / T_{ab}^\pm \) that gives the usual absorption with Lorentzian resonance profile as in a two-level system. There would be no EIT (equivalent to setting \( \Omega_c = 0 \)) since \( A^\pm \) does not have a denominator with two resonances.

3. Physics of EIT

The above results can be understood through the following discussions of the physics.
3.1. EIT, ac Stark splitting and detunings

Transparency corresponds to a minimum value of $\text{Re } G^\pm$. For $\Delta_c = 0$ this occurs at $\Delta = 0$. However, for finite $\Delta_c$ there is no simple expression at the minimum. When $\gamma_{bc} = 0$ the minimum is at $\Delta = \Delta_c$.

The beat frequency of emission in EIT is due to ac Stark splitting $2\Omega = \Delta^u - \Delta^l$, where $\Delta^{u/l}$ are the detunings of the upper ($u$) and lower ($l$) split levels that correspond to two resonant peaks in the absorption spectrum. Expressions for $\Delta^{u/l}$ can be found by solving $\frac{d}{d\Delta} (\text{Re } G^\pm) = 0$. For $\Delta_c = 0$ but finite $\gamma_{bc}$ we have

$$\Delta^{u/l} = \pm \sqrt{\frac{\gamma_{bc}}{\gamma_{ab}} + 1} \Omega_c \sqrt{\Omega_c^2 + \gamma_{bc} \lambda_{ab} - \frac{\gamma_{bc}}{\gamma_{ab}} (\Omega_c^2 + \gamma_{bc} \lambda_{ab})},$$

which reduces to

$$\Delta^{u/l} \simeq \sqrt{\Omega_c^2 + \frac{1}{2} \gamma_{bc} (\lambda_{ab} - \gamma_{bc})},$$

when $\gamma_{bc} \lambda_{ab} \ll \Omega_c^2$. Conversely, for $\gamma_{bc} = 0$ but finite $\Delta_c$ we find

$$\Delta^{u/l} = \frac{1}{2} \Delta_c \pm \sqrt{\Omega_c^2 + \frac{1}{4} \Delta_c^2}.$$  

Thus, the frequencies of the resonant peaks $\omega_{ab} + \Delta^{u/l}$ depend on the control field detuning in a nonlinear manner. Equation (17) is very useful for physical interpretation of the double resonance found in figure 2 for the total intensity $I(z) = |\Omega^{\text{tot}}(z)|^2$ with finite detuning $\Delta_c = \Delta$, where

$$\Omega^{\text{tot}}(z) = \Omega^+(z) + \Omega^-(z) = \Omega_0 (e^{G^+z} + e^{G^-z}),$$

is the superposition of the two probe fields.
3.2. Inhomogeneous broadening and Doppler width

The effects of finite velocity width of the gas on EIT have been well studied in optically thick medium [9]. Under the approximation that the Doppler width is much greater than the EIT window, it was found [5] to have little effect on EIT linewidth at low control field, but leads to linewidth narrowing at high field. However, no analytical expression exists for the general case. Although all results are obtained using the Gaussian distribution, here we use Lorentzian distribution \( f(u) = f(p)M = \frac{\Delta \omega/\pi}{(\omega-p)^2 + \Delta \omega^2} \), as in a previous analysis [5]. For simplicity, take \( \omega = k\tilde{u} = 0 \) and from

\[
G^\pm = -\kappa g \int \frac{\gamma_{bc} i(\delta - \omega_r \pm \omega_p)}{(\gamma_{ab} - i(\Delta + \omega_r \mp \omega_p))(\gamma_{bc} + i(\delta - \omega_r \pm \omega_p)) + I_c} \left( \frac{\Delta \omega/\pi}{\omega_p^2 + \Delta \omega^2} \right) d\omega_p, \tag{19}
\]

we can see that \( G^+ = G^- \) by defining the variable as \( \omega_p \to -\omega_p \). The Doppler width is \( \Delta \omega = k\Delta u \).

When \( \Delta + \omega_r = 0, \Delta_c = 0 \), the response function is real, expressible as

\[
G = -\kappa g \int S(\omega_p) \left( \frac{\Delta \omega/\pi}{\omega_p^2 + \Delta \omega^2} \right) d\omega_p, \tag{20}
\]

\[
S(\omega_p) = \frac{\gamma_{bc}(\gamma_{bc}^2 + \omega_p^2) + I_c \gamma_{bc}}{(\gamma_{ab}^2 + \omega_p^2)(\gamma_{bc}^2 + \omega_p^2) + 2I_c(\gamma_{ab}\gamma_{bc} - \omega_p^2) + I_c^2}. \tag{21}
\]

The \( S \) and the \( f \) functions are symmetric upon reflection at \( \omega_p = 0 \). The imaginary part of \( G \) is zero because the imaginary part of the integrand in equation (19) is an antisymmetric function.

In the case of stationary atoms (no Doppler effect), the real part of \( G \) is zero if \( \gamma_{bc} = 0 \) and \( \Delta_c = \Delta \). However, the real part of \( G \) in equation (20) is finite because of the overlap between the integrand \( S(\omega_p) \) and \( f \) due to the finite momentum width, even if \( \gamma_{bc} = 0 \). Thus, the resulting signal depends on the overlap of the transparency window \( W_{EIT} = 2\tilde{\Omega} \) and the Doppler width \( W_D = 2k\Delta p/M = 2k\sqrt{2k_BT/M} \). When the Doppler width \( W_D \) increases, the transparency decreases since more atoms coincide with the absorption peaks. In general, the medium is essentially transparent when \( W_D < W_{EIT} \). Figure 3 shows how the total intensity \( I \) varies with increasing Doppler width. As the temperature increases, \( W_D \) increases and only the regions with sufficiently large control field \( 2\tilde{\Omega} \gtrsim W_D \) show large signal.

3.3. Real and imaginary parts

The real parts of \( G'^\pm \) (corresponding to the imaginary parts of \( \chi^{(1)}\pm \)) give the absorption coefficients (if negative) and gain (if positive). Conversely, the imaginary part of \( G^\pm \) (corresponding to the real parts of \( \chi^{(1)}\pm \)) give the refractive index beyond unity that affects the wavevector. The polar plots in figure 4 illustrate the spatial evolution of the amplitudes \( |\Omega^\pm(z)| = \Omega_0 e^{\text{Re}G^\pm z} \) (radial lengths) and the phases \( \theta^\pm = \text{Im} G^\pm z \) (angles). In the absence of EIT (\( \Delta_c = 0 \)) the resonant (\( \Delta = 0 \)) counter-propagating probe fields are Doppler shifted equally above and below the resonance (neglecting the much smaller recoil shift). Figure 4(a) shows...
Figure 3. Effects of Doppler broadening on the total signal. (a) Normalized distribution $f$ and normalized $S$ the absorptive (real) part of equation (20). Larger control field widens the EIT transparency window, allowing greater proportion of the atomic distribution to fall within the window. (b) The oscillatory feature appears toward higher control field as the Doppler width increases. We use $\Delta = \Delta_c = 0$, $L = 0.1$ m and $\gamma_{bc} = 0.1 \gamma_{ac}$.

Figure 4. (a) The simplest method for making the medium transparent to two output fields without EIT ($\Omega_c = 0$). Doppler shift introduces detuning to the resonant fields ($\Delta = 0$). Note the phases of the counter-propagating fields are opposite. (b) Directional propagation without EIT. For positive detuning $\Delta = k\bar{u}$, the field $\Omega^+$ propagating to the right is red-shifted to resonance and heavily absorbed whereas the left-propagating field $\Omega^-$ is blue-shifted farther from resonance. The splitting of the upper level $a$ is $2\Omega$ ($\bar{\Omega} = \sqrt{\Omega^2_c + \Delta^2_c}/4$ for $\gamma_{bc} = 0$ used here). Other parameters used are: mean velocity $\bar{u} = 300$ ms$^{-1}$ and propagation length $L = 0.1$ m. If two identical probe fields are fed into the medium from both ends, the medium works like an optical diode. If the signal is generated from within the medium, it works like a directional emitter.

that the counter-propagating probe fields $\Omega^\pm$ acquire phases with opposite signs. However, in the presence of EIT, we find a new subtle effect. The polar plot in figure 6(a) shows that the two fields acquire the same phase with the same sign despite being shifted above and below the split level. This is in contrast to the case without EIT (figure 4(a)) where the phases of the fields have opposite signs.
4. Directional flow of light

Several potential applications of quantum coherence effects of EIT in systems with moving atoms are discussed below.

4.1. Directional propagation

We start by analyzing the simplest case—without EIT ($\Omega_c = 0$), as shown in figure 4(b). If the probe is detuned $\Delta = -\omega_p (< 0)$ with $\omega_p = k\bar{u} = k\bar{p}/M$, the field that propagates opposite to the atoms would be absorbed since $G^- \simeq \kappa g w_{ab0} G^L$ is real and negative value where $G^L = \int_\infty^{-\infty} \frac{x^2}{\gamma^2 + x^2} dx$, $x = \omega_p - \omega_p$, whereas the co-propagating field is transmitted since $G^+ \simeq -i\kappa g w_{ab0} \int f(p) dp$ is primarily imaginary for $\gamma \ll \omega_p$. The counter-propagating probe fields undergo optical directionality, i.e. the medium is transparent to one of the probes while opaque to the other probe field. Thus, an appropriate probe field detuning with respect to the mean velocity of a gas jet can serve as an optical diode.

The mechanism may also be used as a directional emitter, if an emitting source like an electrically driven quantum dot is embedded inside the channel of a hollowed waveguide or fiber containing a gas flow. The source emits light in all directions but would be guided only along two opposite directions. The light in one direction propagates with little damping whereas the light in the opposite direction is heavily absorbed.

4.2. Control of directionality

Now, by applying a laser field $\Omega_c$ in EIT configuration, we can control the directional emission by controlling the absorption strength of the two fields. There are basically three control parameters: (a) the field $\Omega_c$ that causes ac Stark splitting of the upper levels, (b) the probe frequency or detuning $\Delta$ and (c) the Doppler shift $\omega_p$. Consider the result with positive detuning $\Delta = k\bar{u}$ shown in figure 5. For $\bar{\Omega} < \omega_p$ (or $2\bar{\Omega} < 2k\bar{u}$ ) in figure 5(a), the co-propagating field (experiences DIT) is damped more rapidly than the counter-propagating field (experiences DID)
although it experiences an EIT. Both fields experience different degrees of transparency, but the transparency due to EIT is less than that of a largely detuned (non-resonant) field. In fact, upon the Doppler shift, the co-propagating frequency becomes closer to one of the split levels than the counter-propagating frequency. We should realize that EIT does not necessarily provide the best transparency. Rather, its essence lies in making a medium more transparent to a resonant probe field that would be otherwise heavily absorbed. The above explanation also applies to the case $\tilde{\Omega} > \omega_p$ (figure 5(b)) which is more obvious, i.e. the medium becomes more transparent to the counter-propagating field through DIT. When $\tilde{\Omega} = \omega_p$, the two fields are equally detuned from the ac Stark shifted upper level, so both fields are equally damped.

5. Proposed applications and insightful analysis

5.1. Optical transistor

In principle, the EIT scheme with stationary atoms works like an optical valve, with the capability to control the direction and intensity of the transmitted probe signal. Typical control parameters are the probe detuning $\Delta$ and the strength of the control field $\Omega_c$. In the absence of atomic motion or Doppler effect, both counter-propagating probe fields are either equally damped or transmitted and there is no rectification. The presence of atomic motion can also make the two probe fields equally transmitted (figure 6(a)) or blocked (absorbed) (figure 6(b)). More importantly, the presence of atomic motion can create rectification of the combined probe signal, by making the medium transparent to one of the counter-propagating fields but opaque to the other field (figures 6(c) and (d)).

The ability to coherently control the resulting direction of the two counter-propagating fields makes the device function like an optical transistor, shown in figure 6(e). Since the probe fields can be weak compared to the control field, the present optical transistor does not involve nonlinear optical processes, but uses quantum interference in atomic dynamics and the Doppler effect as the switching mechanisms. Despite the linear mechanism, the total signal can vary in a nonlinear manner with the control field as shown in figure 6(f) for switching from state $|1\rangle_L |1\rangle_R$ to state $|0\rangle_L |1\rangle_R$ as the Rabi frequency varies from $\tilde{\Omega} = k\tilde{u}$ (case figure 6(a)) to $2k\tilde{u}$ (case figure 6c). The present optical transistor is different from existing optical transistors that use (classical) nonlinear processes as the underlying mechanisms; such as the use of nonlinear refractive index in Fabry–Perot [10] and engineered discontinuity in the electromagnetic density of states using photonic crystals [11]. The recently proposed single photon transistor [12] uses surface plasmons to establish strong nonlinear coupling with an atom for use as a single photon gate.

5.2. Connection with quantum states

The four limiting cases in figures 6(a)–(d) show a possible connection or analogy between the classical directional states with quantum states. For $\tilde{u} = 0$, a resonant field with $\Omega_c = 0$ is damped, giving no-field state $|0\rangle_L |0\rangle_R$. However, a resonant field with finite $\Omega_c$ corresponds to transparency (EIT), thus the state of light is $|1\rangle_L |1\rangle_R$. For positive $\tilde{u}$, when $\Delta = k\tilde{u}$ the co-propagating field experiences transparency whereas the counter-propagating field is absorbed, thus the state is $|0\rangle_L |1\rangle_R$, referred to as ‘right-field’. For $\Delta = -k\tilde{u}$ and $\tilde{\Omega} = 2k\tilde{u}$ or (for negative $\tilde{u}$ and $\Delta = k|\tilde{u}|$) the situation is reversed giving the ‘left-field’ state $|1\rangle_L |0\rangle_R$. The states are subjected to physical factors, namely the driving field and the direction of the fluid.
Figure 6. Spatial variations of the probe fields $|\Omega^+|$ (red solid line) and $|\Omega^-|$ (blue dash line) with polar plots for four limiting cases for the output fields ($|1\rangle$ for transmitted field and $|0\rangle$ for damped field) for finite $\Omega_c$, $\Delta_c$ and $\Delta$. (a) A scheme for producing the output state $|1\rangle_L|1\rangle_R$ with EIT, (b) scheme for damping both fields $|0\rangle_L|0\rangle_R$. Schemes for damping one of the fields: (c) $|1\rangle_L|0\rangle_R$ and (d) $|0\rangle_L|1\rangle_R$. (e) Optical transistor with two output fields can produce four distinct states (shown in (a)–(d)) based on transparency and damping of the fields. In (a)–(d), we use $\Delta_c = 20\gamma_{ac}$. (f) Normalized fields $|\Omega^\pm|$ and total intensity $|\Omega^{\text{tot}}|^2 = |\Omega^+ + \Omega^-|^2$ show an example of transistor operation; switching from state $|1\rangle_L|1\rangle_R$ to $|0\rangle_L|1\rangle_R$ as $\Omega = \Omega_c$ increases from $k\bar{u} = 20\gamma_{ac}$ to $2k\bar{u}$. We use $\gamma_{bc} = \Delta_c = \Delta = 0$ for simplicity. The $|\Omega^{\text{tot}}|^2$ varies nonlinearly with $\Omega_c$. Other parameters used are the same as in figure 5.
If these four states (shown in figure 6(e)) can be used to construct the well-known Bell basis the scheme could be useful in quantum information. For example, the superposition of ‘on’ and ‘off’ control field can be described by a macroscopic entangled state

$$|\Phi^\pm\rangle = |1\rangle_L|1\rangle_R \pm |0\rangle_L|0\rangle_R.$$  

Similarly the superposition of ‘right-field’ and ‘left-field’ states is described by

$$|\Psi^\pm\rangle = |0\rangle_L|1\rangle_R \pm |1\rangle_L|0\rangle_R,$$

which represents an indefinite mean velocity associated with the case of chaotic flow. Thus, the field system can be described by four Bell basis states.

5.3. Quantum velocimeter

An interferometric setup with one arm in the quantum coherence medium has been proposed as magnetometer [13]. The present setup (figure 7(a)) is different as both outputs emerge from the same phaseonium (EIT) medium but their linear responses can be substantially different due to the Doppler effect. The interference of the counter-propagating output fields can be used to detect atomic motion in a gas. The use of the Doppler effect to measure the atomic velocity reminds us of the existing technique of laser Doppler velocimetry [14] which uses crossed laser beams and the Doppler effect to measure the flow velocity, a concept entirely based on classical physics.

Here, we introduce quantum velocimetry that incorporates a different underlying mechanism, based on a quantum coherence effect through the EIT with a laser as a control knob to create a sensitive velocimeter. By combining the two probe fields as shown in figure 7(a), useful results can be obtained from the total field $\Omega^\text{tot}(z) = \Omega_0(e^{G^+z} + e^{G^-z})$. The presence of atomic motion in the gas gives $G^+ \neq G^-$. Figure 7(b) illustrates the physics behind the damped and oscillatory nature of the signal $I(z)$. The real parts of $G^\pm$ determine the degree of absorption or transparency of the fields. The imaginary parts superimpose to give oscillations or beating in $I(z) = |\Omega^\text{tot}(z)|^2$, as shown in figure 7(c). The key point is that gross atomic motion or mean velocity $\bar{u}$ can be detected through the presence of oscillations in $I(z)$ versus $z$ or $\Omega_c$. There are no oscillations when $\bar{u} = 0$. A small change in $\bar{u}$ can be detected from rapid oscillations of $I(z)$ versus $\bar{u}$ (see figure 8) and will be discussed in the subsequent section.

The existence of the oscillatory feature in figure 7(c) at $\Omega_c = 0$ might suggest that a velocimeter could even be contrived in the absence of EIT. However, it is the exponentially decaying region around $\Omega_c \approx \omega_D = k\bar{u}$ (due to EIT resonance) in figure 7(c) that provides information about $\bar{u}$. From figure 4(a), one can immediately deduce that a velocimeter without EIT may not be feasible since it would produce very weak signal for small $\bar{u}$ because the Doppler induced detuning is small. This conclusion is supported by figure 8 for $\Delta = 0$ and small $L$. For large $L$, the propagation effect amplifies the small phase difference between the two Doppler shifted probe fields, giving rise to small oscillations at $\Omega_c = 0$.

The region around $\Omega_c \approx k\bar{u}$ corresponds to the EIT resonance which arises from DIR as shown by the level schematic (on the right) of figure 7(c). Here, the two fields are shifted to resonance and the imaginary part of $G^\pm$ essentially vanishes, so $I(z)$ shows no oscillations. The probe fields add as $(e^{-bz} + e^{-bz})^2 \sim e^{-2bz}$. The channel divides the profile into two regions with oscillations. The oscillations in $\Omega_c < k\bar{u}$ are more rapid than the region $\Omega_c > k\bar{u}$. The fields in these regions interfere as $(e^{iaz}e^{-bz} + e^{-iaz}e^{-bz})^2 \sim e^{-2bz}\cos^2az$. 

http://www.njp.org/
Figure 7. (a) Interferometric setup as a quantum velocimeter detects the intensity $I = |\Omega_{\text{tot}}(z)|^2$ of the total signal from the two probe fields. M—mirror, BS—beam splitter. (b) The real and imaginary parts of $G^\pm$ show the absorptive and dispersive features for two counter-propagating probe fields in typical EIT, each displaced by the Doppler shift. Identical dispersion (dash-dot line) and different dispersion (dashed line) give total intensity with exponential decay and oscillations, respectively. Variations of the interference with $z$ and $\Omega_c$ for (c) $\Delta = 0$ and (d) $\Delta = k\bar{u}$, where $\bar{u} = 100 \text{ms}^{-1}$ corresponds to $\omega_D/\gamma_{ac} = 6.67$. (e) Sensitivity of the device is found from the (normalized) gradient $dR/d\bar{u}$ in equation (28). Other parameters used are $\bar{u} = 100 \text{ms}^{-1}$, $T = 1 \text{K}$, $M = 87 \text{amu}$ (for Rb), $\gamma_{bc} = 0.1 \gamma_{ac}$. 
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Figure 8. Variations of the signal with $\bar{\nu}$ and $\Omega_c$ for different propagation lengths $L$ and detunings. The oscillations become more rapid as $L$ increases. Finite detuning shifts the resonant features and introduces additional ridged features. Other parameters used are $T = 1$ K, $M = 87$ amu, $\gamma_{bc} = 0.1 \gamma_{ac}$.

For $\Delta \neq 0$ (finite detuning), figure 7(d) shows the ridge at $\Omega_c \simeq \omega_D$ corresponding to equal detuning (but opposite signs) of both probe fields from the ac Stark shifted level. One field experiences EIT whereas the other is normal detuning. We learn from figure 6(a) that their phases would be of the same sign. So the fields interfere as $|e^{-b\bar{\nu}e^{i\alpha_2z} + e^{-b\bar{\nu}e^{i\alpha_2z}}}|^2 \rightarrow e^{-2b\bar{\nu}}$, which explains the exponential decay. However, at $\Omega_c \simeq 2\omega_D$, we have one EIT and one resonant with the shifted upper level. Here, the fields interfere as

$$|e^{-b\bar{\nu}e^{i\alpha_2z} + e^{-(b+c)\bar{\nu}z}}|^2 = e^{-2b\bar{\nu}} \left[ 4e^{-cz} \cos^2 \frac{\alpha_2}{2} + (e^{-cz} - 1)^2 \right],$$  \hspace{1cm} (24)$$

where $c > 0$ which means that the damping due to absorption is larger than the damping in EIT. The rate of oscillations is less rapid by half. The rising ridge can be explained as due to the term $(e^{-cz} - 1)^2$ in equation (24).

The effect of Doppler broadening on the total signal has been shown in figure 3 and section 3.3. At $T = 1$ K, the Doppler width is $W_D \simeq 0.7 \gamma_{ac}$. Thus, the effect of Doppler broadening is important only at the field around $\Omega_c \sim \gamma_{ac}$ and not visible in figure 7. Effects of other noises such as finite control laser linewidth and dephasings would be similar to the effects of increasing the Doppler width and decoherences, respectively. Typical semiconductor laser linewidth of MHz corresponds to a width of less than 1 K, so it would not affect the above results. Detailed theory using the quantum noise approach will be reported elsewhere.

5.4. Sensitivity to mean velocity

In the presence of EIT, the quantum velocimetry can be a sensitive device. There is no unique way to determine the mean velocity. The sensitivity depends on the method used. Consider that the total detected intensity $I$ is converted to the detection current $\bar{j}$. Then, in analogy to [13]

$$I \propto \bar{j} = n_m \delta \Omega,$$

where $\delta \Omega$ is the width of the absorptive channel.
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where $n_{in} = P \tau / \hbar \nu$ is the number of input probe photons, $P$ is input probe power, $\tau$ is the measurement duration and $\Re = I / I_{max}$ is a normalized function plotted in figures 7(c) and (d).

We want to find the minimum detectable change of the mean velocity $\delta \bar{u}_{min} = \delta \bar{u}_{min}/ \frac{dj}{dt}$ with $\frac{dj}{dt} = n_{in} \frac{d\Re}{du}$. The minimum detectable change in the current is [13]

$$\delta j_{min} = n_{in} \Delta \Re \sim \sqrt{\frac{1}{2} (\kappa^{(+)2} + \kappa^{(-)2}) n_{in}}, \tag{26}$$

where $\kappa^{(\pm)}(z)$ are the transmission factors ($\exp\{-\frac{3}{8\pi} \lambda^2 \gamma_{bc} \gamma N z / |\Omega_c^2|\}$ in the case of no Doppler effect). Thus, we obtain

$$\Delta \bar{u}_{min} \sim \sqrt{\frac{1}{2n_{in}} (\kappa^{(+)2} + \kappa^{(-)2}) \left(\frac{d\Re}{du}\right)^{-1}}. \tag{27}$$

Note that $\frac{d\Re}{du}$ can be obtained analytically as

$$\frac{d\Re}{du} = \frac{d}{du} \left[ \tilde{f}^+ + \tilde{f}^- + \exp(G^+G^-)z + \exp(G^+G^-)z \right],$$

$$= 2z \left[ \frac{d(Re G^+)}{du} \tilde{f}^+ + \frac{d(Re G^-)}{du} \tilde{f}^- + \text{Re} \left( \frac{d(G^+ + G^-)}{du} \exp(G^+G^-)z \right) \right]. \tag{28}$$

where $\tilde{f}^\pm = \exp(G^\pm e^{G^\pm}z)$ are the normalized intensities. The $\frac{d\Re}{du}$ plotted in figures 7(e) and (f) is obtained numerically, for example using

$$\frac{d(Re G^\pm)}{du} = -\kappa g \text{Re} \int \frac{T_{bc}^\pm (T_{ab}^\pm + T_{bc}^\pm + I_c) \, df(p)}{Z^\pm} \, dp. \tag{29}$$

Equation (28) shows the importance of propagation in enhancing the resolution $\delta \bar{u}_{min}$, i.e. $\frac{d\Re}{du}$ varies linearly with $z$. This effect agrees with the results in figure 8 which show the increasing oscillations for larger $z$.

Using $\lambda = 0.5 \mu m$, $P = 0.1 \text{ mW}$, $\tau = 1 \text{ s}$ we have $n_{in} = 10^{14}$. For a gas at $T = 1 \text{ K}$, $\tilde{u} = 300 \text{ ms}^{-1}$ and resonant condition $\Delta = \Delta_c = 0$ with $\gamma_{bc} = 0$, figures 7(e) and (f) show that in the region of large $z$ and $\Omega_c > \tilde{kR}$ the $\frac{d\Re}{du}$ is as large as 0.2. Taking $\kappa^{(\pm)} \sim 0.5$ we estimate that at the short noise limit, the quantum limit for detectable change in the mean velocity is $\delta \bar{u}_{min} \sim 0.2 \mu \text{ms}^{-1}$.

Another way to estimate the sensitivity is by measuring the change in the control field using $\delta \tilde{u} = \frac{du}{dt} \delta \Omega_c$. In order to estimate $\delta \Omega_c$ we use $\delta n_c = \frac{dn_c}{dt} \delta \Omega_c$ with the well-known variance [15] $(\delta n_c)^2 = \bar{n}_c$ the mean photon number for the control laser above threshold. Using $\bar{n}_c = P_c \tau_c / \hbar \nu_c$, $P_c = U A_c$ and $U = \nu_0 E^2/2 = \nu_0 \hbar^2 \Omega_c^2/2 \phi_{ac}^2$ we obtain

$$\delta \Omega_c = \sqrt{\bar{n}_c} \frac{2 \pi \phi_{ac}}{\lambda_c \tau_c} \sqrt{\frac{c}{2\nu_0 P_c A}}, \tag{30}$$

where $A$ is the laser cross-section, $\lambda_c$ is the control laser wavelength and $\phi_{ac}$ is the transition matrix element. By using a diode laser with typical power $P_c = 1 \text{ mW}$, $\tau_c = 1 \text{ s}$ we find $\bar{n}_c = 10^{15}$. From the slope of the ridges in the three-dimensional (3D) plot against $\tilde{u}$ and $\Omega_c$ (figure 8), we estimate $\frac{du}{dt} \sim 15/\gamma_{ac}$ for $L = 0.1 \text{ m}$. Thus, the minimum detectable mean velocity variation.
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is $\delta \bar{u} \sim 10^{-7} \text{ms}^{-1}$, which is comparable to the sensitivity of the former method. We have used typical values: $\gamma_{ac} = 10^{7} \text{s}^{-1}$, $A = 10^{-5}$ and $\lambda_c = 500 \text{nm}$.

Although the sensitivity is higher ($\frac{d\bar{u}}{d\Omega_{1c}}$ is smaller) for smaller $\Omega_{1c}$ (which is compatible with the narrow EIT lines), the signal is much weaker and less detectable. The gradient $\frac{d\bar{u}}{d\Omega_{1c}}$ of the features in figure 8 decreases with $L$, in agreement with the conclusion of equation (28).

6. Conclusions

We have presented the physics behind EIT for moving particles and discussed potential applications of controlled irreversibility and directional flow of light. In particular, we explore the mechanisms for controlled switching of the probe fields that can function as a two-output optical transistor and as the basis for quantum states. We also showed that the interference of the two counter-propagating fields produces oscillations that can be used to detect a small change in the mean velocity, a quantum version of laser Doppler velocimetry.

Finally, we note that the full potentials of optical directional control and quantum velocimetry could be realized through miniaturization and integration into microoptical systems. Since EIT has been shown in liquid [16] containing active components, it would be possible to integrate the quantum optical transistor and velocimeter concepts into existing microfluidic technology [17], creating a new class of quantum optical-microfluidic sensors for chemical and biomedical sensing. The study of this exciting possibility would involve fluid dynamics with large inhomogeneous broadening and decoherence rates. It is beyond the present scope and will be the subject of future publications.
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