The analysis of information security problems solved by clustering methods
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Abstract. The actual problem of information security is achieved by using a variety of methods and technologies. The level of information protection depends on the quality of the methods used. The article deals with information security problems, and provides a classification and analysis of clustering algorithms. The clustering methods considered during the classification process have certain advantages and disadvantages, the correct choice of which ensures their effective application in solving specific problems. Clustering methods k-means and k-medians in most cases give better results with the right choice of clustering criteria. These methods are simple, contain a small number of calculations, and avoid the problem of sensitivity to the initial choice of cluster centers. It also makes sense to use fuzzy clustering if cluster elements cannot be clearly assigned to one of the clusters.

1. Introduction and statement of the problem
The relevance of ensuring information security is beyond doubt. To ensure information security, various tasks are solved using various methods. The ability to use specific information and telecommunication services and applications at the enterprise depends on the quality of the applied information security technologies. In this regard, the task of solving the problem of developing, improving, and implementing information security technologies both in the field of cryptography, antivirus protection, and in the field of technical means is especially relevant.

In a number of information security tasks, it is possible to use clustering methods. The purpose of this article is to consider information security problems and select clustering algorithms suitable for a particular task.

2. Overview of clustering algorithms
Scientific research in the development of approaches and methods for performing cluster analysis is relevant and in demand in various scientific and applied fields. Cluster analysis is the task of splitting a given sample of objects into a number of subsets, called clusters. The similarity of objects can be expressed in different ways, and various measures of proximity are proposed to determine it [1].

When choosing a clustering method, it is necessary to take into account its features, since using different methods for the same set of source data will lead to different results.
Interesting approaches to the classification of clustering methods are given in [1, 2]. Figure 1 shows the classification of clustering methods from [1]. According to the method of data processing, all clustering methods are divided into two large groups: hierarchical and partitioning [1, 2].

With hierarchical clustering methods, smaller clusters are sequentially merged into larger ones, or large clusters are divided into smaller ones. Thus, hierarchical methods are divided into agglomerative and divisive methods [3, 4].

Partitioning methods are iterative and based on the choice of a representative of the cluster (for example, the arithmetic mean of the cluster objects) and as a result, these methods divide a set of objects into a given number of clusters $K$. At each step, objects that are closest to their representatives are added to the clusters and the representatives are re-selected. The main disadvantage of this group of methods is the sensitivity to noisy data, as well as the need for a priori setting of parameter $K$ [5].

An example of using the iterative clustering method is the k-means and k-median algorithms that build a given number of clusters located as far as possible from each other [6, 7]. The advantages of the k-means algorithm are simplicity and speed of implementation. The disadvantage of the k-means algorithm is that its speed decreases sharply with a large number of objects. The k-means algorithm is also sensitive to outliers that distort the average. To solve this problem, the k-median algorithm can be used.

Other popular algorithms that implement iterative clustering methods are PAM (k-means + k-medoids) [8], CLOPE, and LargeItem.

Density-based clustering methods define a cluster as a group located sufficiently heap objects. An example of the implementation of the density clustering method is the DBSCAN algorithm, which is based on the assumption that within each cluster a typical density of objects is observed, which is noticeably higher than the density outside the cluster.
Model-based methods provide a search and maximize the similarity between a given cluster model and the existing data set. The most popular method for representing models is the EM (Expectation-Maximization algorithm) [9–11].

The advantages of hierarchical methods in comparison with non-hierarchical methods are their visibility and the ability to get a detailed idea of the structure of the studied data. The disadvantages of hierarchical clustering methods include the limitation of the size of the dataset, the need to select the criterion of affinity and rigidity of derived classifications.

By the method of data analysis, clustering methods are divided into crisp and fuzzy. Crisp methods ensure the distribution of objects between clusters so that each object belongs to only one cluster. The use of fuzzy algorithms leads to the fact that each object belongs to each cluster with some probability [12]. The popular algorithm is Fuzzy c-means [13, 14].

Recently, genetic algorithms [15], neural networks [16, 17], fuzzy logic [18, 19], and other modern approaches have been used for clustering.

3. **The tasks of ensuring information security solved using clustering methods.**

The tasks of ensuring information security using clustering methods include (see figure 2):

- Clustering of information systems or their segments in order to divide them into nodes of the same type, which will allow assigning the same type of security policy to the elements of one cluster.
- Clustering the organization’s premises in order to divide them into groups and optimize costs while ensuring the required level of information security.
- Clustering information security incidents with the aim of analyzing and taking measures to optimally redistribute the costs of ensuring information security. Information security incidents can be classified by the criticality category of incidents, which can lead to significant negative
consequences for information assets or the organization’s reputation; to negative consequences; to minor negative consequences. Therefore, to optimize the costs of eliminating the costs of ensuring information security, it is necessary to classify the incidents that occurred [20, 21].

- Clustering files to identify threats [22], for example, when searching for computer viruses.
- Quantitative assessment of information security risks. The task of risk assessment is non-linear, complex, and has other restrictions on the use of traditional models for assessing information security risks [23-25]. Using clustering can simplify the task and, for example, determine the relationship between risk factors and the level of information security with the calculation of mutual information.

4. Conclusion

The clustering methods considered in the classification process have certain advantages and disadvantages that ensure their effective application in solving various problems. Studies have shown that the clustering methods k-means and k-medians in most cases give better results with the correctly choice of criteria for clustering. These methods are simple, involve little computation, and avoid the problem of sensitivity to the initial selection of cluster centers. It also makes sense to use fuzzy clustering if the cluster members cannot be clearly assigned to one of the clusters.
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