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SUMMARY   The goal of personal-style handwriting synthesis is to produce texts in the same style as an individual writer by analyzing the writer’s samples of handwriting. The difficulty of handwriting synthesis is that the output should have the characteristics of the person’s handwriting as well as looking natural, based on a limited number of available examples. We develop a synthesis algorithm which produces handwriting that exhibits naturalness based on the probabilistic character model.
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1. Introduction

Handwriting synthesis or generation is to automatically produce synthesized text by a computer model. It produces an individual person’s handwriting with his or her writing style by analyzing a limited amount of the individual’s handwriting examples. Its output can be used to make a personalized font which would enable friendly messages in digital communication. Handwriting synthesis can also produce common shape of handwritten characters of a particular language studied for the typical writing style. This paper aims to synthesize individual’s handwriting which is visually plausible so that it does not appear forged.

A handwriting synthesis system usually focuses on the production of a glyph such as English word, Chinese character, Korean character, etc. A glyph is usually considered to be a natural unit of handwriting. It consists of one or more of components, called graphemes. A grapheme is an atomic unit of glyph and has a unique shape. Examples are a letter in English, an ideogram or a radical in Chinese character, and a jamo in Korean character (Fig. 1). Synthesizing glyphs is a part of our concerns.

Once trajectories of personal handwriting have been synthesized, a personalized glyph-font can be constructed automatically with some parameters like degree of slant or amount of inking. However, making a personalized font is a time-consuming process. Recently, a company in Korea has developed a font of a celebrity. Since only a small number of examples were available to them, they had to manually synthesize glyphs not present in the examples. They reported that it took 5 months to make the font having approximately 3,000 characters. It shows that applications such as this call for an automatic synthesis based on only a limited number of examples.

1.1 Characteristics of Individuality of Handwriting

One area of studying the characteristics of individuality of handwriting is known as questioned document examination (QDE) [1]. The objective of QDE is to examine whether a document belongs to a specific writer. QDE commonly employs the following characteristics of handwriting to model individuality: arrangement, class of allograph (variant shape of a grapheme), connections, design of allographs and their construction, dimensions (vertical and horizontal), slant or slope (skew), intra-glyph and inter-glyph spacings, abbreviations, baseline alignment, initial and terminal strokes, punctuation (presence, style, and location), embellishments (decorations), legibility or writing quality, line continuity, line quality, pen control (pressure, shading, holding), writing movement (arched, angular, interminable), natural variations or consistency, persistency, lateral expansion, and glyph proportions. Some QDE research, e.g., [2], used more limited characteristics such as the glyph spacing, the spacing between specific graphemes, the size of specific graphemes, the slope of the ascenders and descendents, etc.

1.2 Challenges

The first challenge is to describe randomness of handwriting coming from various writing conditions such as type of pen and paper, strength of muscle, psychological state of writer, etc. However, such randomness occurs within the structure of glyph, that is, the degree of variation lies in a certain range where the structure of glyph is sufficiently maintained.

The second challenge is to consider the differentiation of grapheme shape depending on the preceding or following graphemes. Each grapheme has a unique basic shape,
The shape of a glyph is described by the arrangement of graphemes in writing space. However, in the handwritten glyph, grapheme’s shape varies according to neighboring graphemes. This phenomenon is commonly known as the coarticulation effect. Handwriting, written naturally, shows such coarticulation effect as shown in Figs. 2 (a) to (c).

The third challenge is to represent the individuality of handwriting. Obviously all the features considered by QDE would be useful to express the writer-specific style such as slant, skew, size, etc. as shown in Figs. 2 (d) and 2 (e). However, only a portion of the features in QDE is computable and appropriate for representing online handwriting. For instance, the legibility, line quality, persistence, natural variation, and rhythm are difficult to quantify. In addition, pen control is generally ignored when online handwriting trajectory is modeled.

The fourth challenge is to synthesize handwriting based on a limited number of examples. Obtaining enough examples of individual writer’s glyphs for learning all possible coarticulation effects is not a trivial problem in practice. Assuming that a limited examples is given, the exact handwritten glyph to be synthesized may not be present in the given examples. One of the difficulties of handwriting synthesis is that coarticulation effects should be preserved in the synthesized unseen glyph so that it would appear natural.

1.3 Related Work

Over the past few decades, there have been a large number of studies on handwriting synthesis. One can roughly categorize them into three main approaches: grapheme based, statistical model based, and motor model based.

Grapheme based approaches [3], [4], generally define composition or synthesis rules which use the structure of a specific language. Handwriting synthesis is performed by adapting the graphemes in the training examples by applying a set of pre-defined rules. Although they can synthesize handwriting based on a limited number of examples, generating the rule set is subjective and laborious. Lin [5] proposed a system generating handwritten glyphs by sampling graphemes, adding shape variation, aligning characters with baseline, and connecting graphemes by ligature model. Generated handwriting also has pen-pressure style to be more realistic. They achieved excellent synthesis result showing natural ligatures with limited number of individual’s samples. However, they simplified coarticulation effect of each grapheme as coarticulation effect between ‘a’ and some other graphemes, such as ‘i’, ‘j’, ‘f’, etc. It is questionable that such simplification will represent other types of coarticulation effect.

Motor model based approaches [6]–[8] describe handwriting as the super-imposition of discontinuous strokes that results in a continuous summation of velocity vectors. They can generate various cursive handwriting by applying different parameters of velocity functions to the template of glyph or grapheme. These approaches can represent size, slant, and cursiveness of handwriting which closely resemble human handwriting. But little is known about learning optimal parameters which result a specific writing style. Moreover, these approaches generate a variant of the seen glyph or grapheme. Therefore, they are not applicable to handwriting synthesis based on a limited number of examples.

Statistical model based approaches [9]–[12] model handwriting shapes statistically based on the training examples. Typically they use a set of parameters of statistical model in generating varied shapes. In one notable approach, Wang [13], [14] probabilistically represented connecting patterns of two consecutive graphemes. They accomplished a fluent synthesized handwriting. However, it is difficult to represent fine details of the shape because the model complexity increases for more detailed shape. Besides, generated handwriting was unconditionally connected and only the first order coarticulation effect was modeled, which means only the starting and ending strokes influence one another in consecutive graphemes. Niels [15] developed a system which determines personal handwriting style to one of pre-clustered style groups. When individual’s handwriting is given, it is compared with templates in the groups and membership is assigned. Handwriting is generated according to the membership. They mainly focused categorizing handwriting style, i.e., cursive, mixed, or print, while neglected modeling detail shape of individual’s handwriting. Jawahar [16] modeled Indian language which has relatively complex shape compared with that of English. For each stroke, they keep size-normalized shape, stroke shape distribution, and positional relationships between strokes. Synthesis is performed by generating stroke layout and randomly sampling stroke shape. Although generated handwriting showed individuality and diversity, stroke shape differentiation according to neighboring stroke is not explicitly modeled.

1.4 Overview of the Proposed Method

Our approach for the challenges follows two threads: modeling coarticulation effect as the spatial relationships between graphemes and using the relationships for synthesizing. The spatial relationships between graphemes are represented by grapheme’s distribution of a high order, conditioned on the instances of neighboring graphemes. These are learned by using training data written by various persons.
In order to deal with estimating a high order conditional distribution, we view the spatial relationships as three different perspectives: shape, layout, and global appearance.

In shape and layout, we use a parametric form of conditional distribution and limited important relationships instead of using all relationships. The global appearance of glyph means position, size, slant, skew, and rotation of glyph in writing space. It is incorporated into the shape and layout representation. Using the spatial relationships, unseen glyph is synthesized by defining interchangeability between graphemes in different glyphs which is measured by using the proposed model.

In summary, our approach for the four challenges are 1) modeling probabilistic glyph model 2) incorporating spatial relationships between graphemes into the model 3) reusing glyphs and graphemes in examples, parameterizing global appearance 4) defining interchangeability between graphemes in different glyphs, using commonly written grapheme if no other possible.

1.5 Outline of This Paper

The rest of this paper is organized as follows. In Sect. 2, the probabilistic model of handwritten glyph is introduced. The spatial relationships in shape and layout of glyph are represented by the probabilistic distributions. We then approximate the high order conditional distribution by a low order one and incorporate the global appearance of text block into probabilistic distributions. In Sect. 3, we discuss how unseen glyphs are synthesized with the proposed probabilistic model. In Sect. 4, some examples of synthesized handwriting are analyzed. We then present a human evaluation of the quality of the synthesis of the handwriting, followed by conclusion in Sect. 5.

2. The Probabilistic Model of Handwritten Glyph

This section describes the probabilistic model of glyph for synthesizing handwriting. As an instance of such model, we will demonstrate our approach using Korean characters. Korean character is composed of one consonant jamo, one vowel jamo, and optional one more consonant jamo. These are respectively referred as the first consonant (FC), the vowel (VW), and the last consonant (LC). In contemporary Korean text, 19 jamos are used for the first consonant, 21 jamos for the vowel, and 27 for the last consonant. These jamos consist of basic Korean alphabet set and their legal compound forms. Korean character is constructed by arranging graphemes in 2D space. There are six types of structures for the grapheme arrangement as shown in Fig. 4.

2.1 Shape

A glyph consists of graphemes which in turn are composed of a set of strokes. A stroke is defined as a nearly straight line segment which can be modeled as a sequence of points. The global and local shape of a glyph is respectively characterized by the spatial arrangement of strokes and the sequence of points within strokes. In this manner, coarse-to-fine shape of a glyph can be represented. A point is represented as its \((x, y)\) coordinates in two dimensional space. Through this hierarchy of concepts, glyph-grapheme-stroke-point, the shape of the entire glyph is finally represented by a sequence of points. Figure 5 shows such a hierarchical representation of glyph shape.

The shape of glyph is governed by a joint probability distribution of graphemes. Let \(H\) be a random variable of a glyph consisting of \(K\) grapheme random variables \(\{G^1, \ldots, G^K\}\). The \(i\)th grapheme random variable \(G^i\) consists of stroke random variables which will be formally defined shortly. The joint probability distribution of \(\{G^1, \ldots, G^K\}\) is factorized by the chain rule in the typical writing sequence as

\[
p(H) = p(G^1, \ldots, G^K) = \prod_{i=1}^{K} p(G^i|G^{i-1}, \ldots, G^1) = \prod_{i=1}^{K} p(G^i|C(X)),
\]

where \(C(X)\) is a shorthand for the set of conditioning variables of \(X\).

A glyph is governed by the joint distribution of strokes. Let \(S^j\) be \(j\)th stroke of \(G\) and \(N\) be the number of strokes of grapheme \(G^i\). Then the random variable \(G^i\) is defined as \(G^i = \{S^1, \ldots, S_{N^i}\}\). Applying the chain rule again, the conditional distributions \(p(G^i|C(G^i))\) can be factorized as \(p(S^j|C(S^j))\).

A stroke is governed by the joint distribution of points.
Let $Q_{jk}$ be $k$th point of $j$th stroke at $G^i$ and $L$ be the number of points of stroke $S^j_i$. Then the random variable $S^j_i$ is defined as $S^j_i = \{Q_{j1}, \ldots, Q_{jk}\}$. By chain rule, each conditional distribution in $\prod_j \prod_l^K p(S^j_i | C(S^j_i))$ can be further rewritten as $\prod_j \prod_l^K \prod_j^N \prod_j^m p(Q_{jk} | p(Q_{jk}'))$. Each conditional distribution probabilistically represents the spatial relationships between points. As a result, the set of conditional distributions represent both intra-grapheme-relationships and inter-grapheme-relationships.

However, the cardinality of $C(Q_{jk})$ is likely to be very high, because stroke is a collection of points and a glyph consists of several strokes. In addition, the point $Q_{jk}$ is two dimensional continuous random variable. Thus, estimating such high order distribution demands huge space, computation time, and large number of training data if the conditional probability table is used. To alleviate this problem, a parametric form of conditional distribution is adopted, and a high order conditional distribution is approximated by low order ones.

### 2.2 Parametric Form of Conditional Distribution

The conditional distribution in the form of $p(X|C(X))$ is modeled as a linear regressive Gaussian [17]. In this model, a position of point is estimated by linear combination of the values of conditioning variables with Gaussian noise. It effectively represents dependency between continuous random variables without considering conditional probability table. Its expected value or mean is determined from the summation of the weighted values of conditioning variables. Hereafter, it will be used to visually represent any distributions. The parameters, i.e., the weights and covariance matrix can be estimated from training data using Maximum Likelihood Estimation or Expectation Maximization techniques.

### 2.3 Selecting Important Points

To approximate the high order distribution into a manageable low order one, we limit the number of point relationships and find important points.

Cho and Kim [18] have experimentally shown that positions of intra points in a stroke can be mostly determined by the positions of the given stroke end points. Following their study, a stroke’s intra points are assumed to be independent of the other strokes’ intra points.

Quantitative measuring the strength or importance of relationship between a response variable and a variable in the $n$ conditioning variables enables us to select less number of conditioning variables, $k$. This task has been accomplished by using mutual information (MI) [19]–[21]. We also use MI for finding the important stroke end points. The number of important points is chosen experimentally ($k = 3$), and it was sufficient for maintaining the spatial relationships. Figure 6 shows the coarticulated effect of the vowel (VW) on the first consonant (FC). Such kind of coarticulation effect happens because the selected important stroke end points in Fig. 6(b) mostly determine the positions of the vertical stroke of VW.

Although a subset of points is selected as important points as in Fig. 6, the expected strokes of a grapheme show natural geometry. This is because not only the near points but also some far points are selected as important points and both local and global relationships are reflected.

### 2.4 Layout

The layout of a glyph is represented as points which constitute bounding boxes of graphemes. The bounding box is a rectangle which encloses whole trace of a grapheme and described by two points. It can be directly obtained from glyph shape, but its randomness is different from randomness of glyph shape. From this reason, we separately model layout of glyph from shape. The bounding box is a rectangle which encloses whole trace of a grapheme and described by two points.

A layout of glyph is governed by a joint probability distribution of bonding boxes of graphemes. Let $B_i$ be a bounding box of grapheme $G^i$. The joint probability distribution is factorized by the chain rule in the typical writing sequence as $p_B(H) = \prod_i p_B(G^i | G_1^i, \ldots, G_2^i) = \prod_i p_B(B_i | C(B^i))$, where $C(B^i)$ denotes the set of bonding boxes of previously written graphemes. Since $B^i$ consists of two points $\{P_1^i, P_2^i\}$, $\prod_i p_B(B_i | C(B^i))$ becomes $\prod_i \prod_j p_B(P^i_j | C(P^i_j))$. Each conditional distributions is modeled as linear regressive Gaussian [17] as well. The cardinality of $C(P^i_j)$ is also reduced by selecting important points in $C(P^i_j)$ by the proposed method.

Figure 7 shows the coarticulated positions and sizes of VWs (–+) and LCs (−−) on various FCs (0), and shows configurations of selected important corner points for ‘+’.

### 2.5 Global Appearance

The coarticulation effect globally affects appearance of the
are estimated by minimizing error between the points in the parameters which linearly transforms the glyph model. To incorporate the global appearance into the glyph model, the global appearance is represented as a set of parameters such as slant, skew, or size. Such global appearance is one of the important traits of individuality of handwriting. To incorporate the global appearance into the glyph model, the global appearance is represented as a set of parameters which linearly transforms the glyph model.

The points of a glyph example are viewed as linearly transformed points of the glyph model by unknown parameter values. The transformation parameter values for a glyph are estimated by minimizing error between the points in a glyph example and the points in a glyph model. The former points are obtained by matching the example to the glyph model, the latter points are obtained by finding the expected points from the glyph model. The minimization is accomplished by well known least square method. Once the parameter values are estimated, the distribution of corresponding glyph is transformed by those parameters.

3. Handwriting Synthesis Algorithm

When the glyph to be synthesized already exists in the training examples, its shape and layout are learned by the proposed glyph modeling method (Sect. 2). The global appearance is also learned by assuming that each parameter follows Gaussian distribution. Then the most likely instance in the learned distribution is generated with slight variation.

If a grapheme of an unseen glyph is present in a different glyph in the examples, we reuse such graphemes which fit “naturally” to the unseen glyph. A criterion for selecting a grapheme is how similar coarticulated graphemes are. This is called interchangeability, and the detail of it will be explained shortly. When a grapheme of an unseen glyph is not present, it is predicted from the glyph model with context (previously synthesized grapheme instances). A brief algorithm of synthesizing glyph is shown in Algorithm 1.

Algorithm 1 Proposed algorithm for synthesizing glyph

1: Estimate global appearances of given examples
2: if The target glyph is in examples then
3: Generate the most likely instance with slight variation
4: else
5: Select the most interchangeable first grapheme instance among examples with given target glyph model
6: if The next grapheme instance exists in example then
7: Select the most interchangeable one conditioned on context
8: else
9: Predict it from the target model conditioned on context
10: end if
11: Repeat step 6–10 until all graphemes in the target glyph are synthesized
12: end if

3.1 Measuring Interchangeability

If a grapheme in glyph naturally fits into a different glyph, we say the grapheme is interchangeable. In general, a grapheme in a glyph is interchangeable with that of other glyphs of the same structure type (Fig. 4 in Sect. 2).

The interchangeable grapheme of a glyph, however, could vary depending on their diverse coarticulation effects of different writers. As an example, in Figs. 8 (a) and (b), VWs ( ) of (1) are interchangeable with that of (1). In (c), VW ( ) of (1) is interchangeable with that of (3).

We have observed that human handwriting have small variations on global appearance, so each glyph example has its own parameter values.

We assume that the label or code of a glyph example is known. Thus, the glyph model of the example is known as well.
is most similar to VW (\(\ldots\)) of \(\mathbb{Z}\). The more similar conditional distribution a grapheme has, the more interchangeable the graphemes is.

Let \(V\) be the set of training examples and \(v\) an element of \(V\). The random variable for \(i\)th grapheme of \(v\) is denoted as \(G^{(v)}\) and the instance is denoted as \(g^{(v)}\). The glyph models for \(v\) and an unseen glyph \(u\) are respectively denoted as \(M_v\) and \(M_u\). Following such notations, \(g^{(v)}\) and \(g^{(u)}\) can also be defined for \(u\). Then we say that two grapheme instances \(g^{(v)}\) and \(g^{(u)}\) are maximally interchangeable with each other if the conditional distribution of \(G^{(v)}\) is the most similar to that of \(G^{(u)}\) among different \(M_v\)'s, \(\forall v \in V\).

Formally, we have

\[
v^*(i) = \arg\min_{v \in V} \sum_{j}^{N_v} \sum_{l}^{L} \text{dist}(\text{dist}(p(Q^{(v)}_{jl} | \tilde{C}(Q^{(u)}_{jl}) = \tilde{c}(Q^{(v)}_{jl}); A), p(Q^{(u)}_{jl} | \tilde{C}(Q^{(u)}_{jl}) = \tilde{c}(Q^{(u)}_{jl}); A))
\]

In the above equation, \(\text{dist}\) stands for a distance measure of two distributions. Here we use Kullback Leibler distance in which distance between joint distributions is the sum of distances between factorized distributions by use of the chain rule. We have two conditional distributions in \(\text{dist}\) function; \(\ldots\) of \(\mathbb{Z}\), and \(\ldots\) of \(\mathbb{Z}, \mathbb{X}\) (Fig. 9). The \(\text{dist}\) function computes the similarity of grapheme shape distributions by aggregating the similarity of factorized point distributions of the grapheme \(\ldots\) in each of \(\mathbb{Z}, \mathbb{X}\), and \(\mathbb{X}\). Suppose \(\ldots\) in \(\mathbb{X}\) is most similar to that of \(\mathbb{Z}\) by the equation. Then the shape of \(\ldots\) in \(\mathbb{X}\) is interchangeable with that of \(\mathbb{Z}\). \(\tilde{C}(X)\) and \(\tilde{c}(X)\) are the important points of \(X\) and their values, respectively (Sect. 2.3). Note that the instances \(g^{(v)}\) and \(g^{(u)}\) are not explicitly considered because \(g^{(u)}\) is unseen in this case. Besides, the values of transformation parameter \(A\) is shared between \(v\) and \(u\) while measuring interchangeability.

The most interchangeable bounding box of a grapheme is found by considering distributions of bounding boxes instead of those of shapes. As in the shape case, the similarity of factorized bounding box point distributions of the grapheme \(\ldots\) in each of \(\mathbb{Z}, \mathbb{X}\), and \(\mathbb{X}\) is measured (Fig. 9).

This approach has several advantages in synthesis of unseen glyph. Since it uses probabilistic distribution, underlying variance is absorbed. Besides, coarticulation effect in specific writer’s handwriting is likely to be obtained based on writer’s example, i.e., utilizing individuality appeared in one’s handwritten graphemes under coarticulation effect is major benefit of use of interchangeability.

### 3.2 Predicting Grapheme

When the grapheme of an unseen glyph cannot be found in the training example, its shape needs to be synthesized from the model. To synthesize naturally written shape, a predicted shape should also have coarticulation effect with previously synthesized shapes. While a coarticulated shape can be generated by sampling instance from its conditional distribution, we want the generated shape to have most likely coarticulation effect. This can be obtained by finding an instance whose probability is maximum. Such task is hierarchically performed: end points of strokes are generated first, intra points of strokes are generated next. In this manner, overall shape of the grapheme can be constructed by means of the set of most likely points. The most likely point is the conditional mean of linear regressive Gaussian (Sect. 2.3). The bounding box of grapheme is similarly predicted by use of bounding box distribution. Figure 10 shows examples of predicted grapheme shapes.

### 4. Evaluation and Discussion

#### 4.1 Experimental Data

The data for learning distribution was collected from high school and college students. It consists of approximately 180,000 glyphs written by more than 100 writers. There was no restriction or guidance in the writing styles. As a result, cursive as well as blocky writing style was observed in the data.

For the synthesis of personal handwriting, we additionally collected set of handwriting from 8 writers. The text used was a poetry that appeared in a high school textbook. It has 5 verses and total of 308 characters. Among the 308, there were 144 unique glyphs. Each writer wrote the text 5 times. Personal handwriting is synthesized by each time taking one verse for synthesis, and using the other as the training examples of the writer’s handwriting. It means that the glyphs appeared in 4 verses are assumed to be seen, those in 1 verse are assumed to be unseen. In this way, we can visually compare machine-generated glyphs with human-generated ones.

Since we collected human handwriting samples using tablets and Tablet PCs, those samples might be different from real life handwriting. Hangul, however, consists of mostly linear strokes, so that handwriting using Tablet
doesn’t make big difference with real life handwriting when a little practice has been taken.

4.2 Examples of Synthesized Handwriting

Figure 11 shows true handwriting and synthesized handwriting of three writers.

We now show how the unseen glyphs in Fig. 11 were synthesized in the case of Writer 1. Figure 12 shows the synthesized handwriting and a table containing the glyphs of the training examples which have been used for synthesizing unseen handwriting. The tags of the table whose prefixes are “S-” stand for shape, “L-” for layout. (FC, VW, LC) designation represents grapheme classes of the glyph in example.

The proposed system synthesized 란 (column 3) by selecting the shapes from {리, 반, 란} bounding boxes from {찰, 안, 란} for each grapheme. The selected shapes and bounding boxes have similar structures to 란 for VW (▲) and LC (▼). It shows that, the training examples that are structurally similar to the target handwriting are chosen. Likewise, 려 (6) shows that the shape of LC (▼) was selected in 려 whose VW (▲) belongs to the same grapheme class “▼”. Even when the training examples don’t have structurally similar examples such as 란 (11), the synthesized result is visually plausible. This demonstrates that unseen glyph is synthesized by means of learned interchange-abilities between graphemes.

4.3 Writer Dependency of Synthesized Handwriting

One of important aspects of personal handwriting synthesis is within-writer consistency (WWC) and between-writer distinctiveness (BWD). To show how well WWC and BWD are represented, a text block is synthesized for each of writers to compare writer dependency by means of visual inspection. Figures 13 (a) through (f) show examples of synthesized and reproduced handwriting of six writers. Each of synthesized unseen handwriting is consistent with seen handwriting within the writer, while distinctive to those of other writers on the whole. The global appearance, especially slant, is clearly shown in Fig. 13 (a) in contrast to the others. The position and size of synthesized characters is also consistent within writer, distinctive between writers, notably in Figs. 13 (c) and (e). As 닫 (column 1) in Figs. 13 (a) through (f) shows, typical writing styles such as class of allograph, position, and size of grapheme are well expressed. The allograph class of the LC (▼) at 닫 (1) in Fig. 13 (a) shows z-like pattern which is consistent with FC (▲) of 닫 (12), 닫 (27), and 닫 (32), distinctive from that of the others. The position, size, and spacing of graphemes show WWC and BWD as well.

4.4 Human Perception Evaluation

The goal of the evaluation is to quantitatively measure whether machine-generated handwriting can preserve personal writing style. On the assumption that the average opinion of human perception can be used for the evaluation, we designed a variant of a Turing test: a subject identifies handwritten images (test images) in terms of whether they are generated by a machine or human by referring to another set of images written by a human. When the test images do not preserve the personal writing style, they are regarded as being machine-generated.

A set of test images consist of 100 machine-generated
Table 1  Total results of 26 subjects’ evaluations. Each subject assessed 1,600 test images.

| Subjects’ judgment | Test images | M (positive) | H (negative) |
|--------------------|-------------|--------------|--------------|
| M (positive)       | 2161        | 1456         |
| H (negative)       | 18639       | 19344        |

handwriting (M) and 100 human-generated handwriting (H). The subject judges each test image to be M or H by referring to another set of 100 images (reference images). Eight sets of test images are used for the evaluation. Thus, a subject should judge 1,600 test images in total. The exact numbers of M and H in the test images are not known to subjects so that they will evaluate the test images without preconceptions. The number of training examples for M is approximately 75.

The subject looks at two computer monitors, one showing test images and the other showing reference images, and evaluates test images one by one. The subject can freely re-examine previously evaluated test images at any time. To allow for a intensive evaluation, the subject is provided with unlimited time to accomplish the task.

Table 1 shows the aggregated judgment results of 26 subjects (9 lab members).

Type I error (1456) represents the portion of human-generated handwriting that was judged to being machine-generated. The false positive rate is 0.07 (1456/20800), which shows that only 7% of human-generated handwriting was not appeared to have individual writing style. Type II error (18639) represents the portion of machine-generated handwriting that was judged to being human-generated. The false negative rate is 0.896 (18639/20800), which shows that 89.6% of the machine-generated handwriting was falsely identified as being human-generated. This implies that 1) when a human wrote 100 examples, the subjects judged 7 examples to being machine-generated, 2) when machine wrote 100 handwriting, the subjects judged 89.6 handwriting to being human-generated.

4.5 Impact of Training Examples

As the number of training examples for machine-generated handwriting is increased, the machine-generated handwriting will become more similar to the original handwriting. Figure 14 shows the numerical differences between the original handwriting and the machine-generated handwriting for varying numbers of training examples. The numerical differences are measured by the root mean squared error (RMSE). We see that the RMSE is decreased as the number of training examples is increased.

4.6 Discussions on Extension to Other Languages

The application of proposed method to other language, such as Chinese or English, needs a little care. Firstly, grapheme-based probabilistic representation of handwriting is necessary. Secondly, the representation is supposed to have hierarchy. For instance, character-radical-stroke-point is one of good hierarchies of Chinese character and word-letter-stroke-point could be one of choices of English. Additionally, for English, more refined stroke modeling is needed to represent more degree of freedom because writing style of English is more cursive than that of Korean or Chinese characters. Extending the current synthesis procedure also include the inter-glyph spatial relationship.

5. Conclusion

We proposed a new method to synthesize personal-style handwriting based on a limited number of examples. We introduced four challenges in handwriting synthesis that are describing randomness, modeling coarticulation effect, representing individuality, and using limited number of examples. Our approach for the four challenges was 1) modeling probabilistic glyph model, 2) incorporating spatial relationships between graphemes into the model, 3) reusing glyphs and graphemes in examples, parameterizing global appearance, 4) defining interchangeability between graphemes in different glyphs, using commonly written grapheme if no other possible. The experimental results showed that synthesized handwriting was visually plausible. The evaluation result showed that, 1) when a human wrote 100 examples, the subjects judged 7 examples to be machine-generated on average, 2) when machine wrote 100 handwriting, the subjects judged 89.6 handwriting to be human-generated on average.
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