Approximation Algorithms for Vertex-Connectivity Augmentation on the Cycle

Waldo Gálvez¹, Francisco Sanhueza-Matamala², and José A. Soto§²,³

¹Institute of Engineering Sciences, Universidad de O’Higgins, Chile
²Departamento de Ingeniería Matemática, Universidad de Chile, Chile
³Centro de Modelamiento Matemático, IRL 2807 CNRS, Universidad de Chile, Chile

Abstract

Given a $k$-vertex-connected graph $G$ and a set $S$ of extra edges (links), the goal of the $k$-vertex-connectivity augmentation problem is to find a set $S' \subseteq S$ of minimum size such that adding $S'$ to $G$ makes it $(k + 1)$-vertex-connected. Unlike the edge-connectivity augmentation problem, research for the vertex-connectivity version has been sparse.

In this work we present the first polynomial time approximation algorithm that improves the known ratio of 2 for $2$-vertex-connectivity augmentation, for the case in which $G$ is a cycle. This is the first step for attacking the more general problem of augmenting a 2-connected graph.

Our algorithm is based on local search and attains an approximation ratio of 1.8704. To derive it, we prove novel results on the structure of minimal solutions.
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1 Introduction

In the field of Survivable Network Design, one of the main goals is to construct robust networks (e.g. transportation, telecommunication or electric power supply networks), meaning that they are resilient to failures of nodes or edges (for instance due to attacks or malfunctioning), at a low cost. A classical example is the Connectivity Augmentation problem, where we are given a \(k\)-connected (\(k\)-edge-connected, resp.) undirected graph \(G = (V, E)\) and a collection \(S\) of extra edges \((links)\), and the goal is to select the smallest possible set of links \(S' \subseteq S\) so that \(G' = (V, E \cup S')\) becomes \((k + 1)\)-connected (\((k + 1)\)-edge-connected, resp.).

Most of the variants of Connectivity Augmentation are known to be NP-hard. In the case of augmenting the edge-connectivity of a graph, a classical result of Khuller and Vishkin [18] provides already a 2-approximation algorithm for this problem, and crucial breakthroughs have been developed in recent years (see [4, 5]). However, results for the case of vertex-connectivity augmentation are more scarce and the developed techniques are arguably more involved.

In this work, we focus on the case of augmenting the vertex-connectivity of a given 2-connected graph by one. For this case, Auletta et al. [2] provide a 2-approximation for the problem even when links have different weights and the goal is to minimize the total weight of the solution, but no improvement on the problem has been developed ever since.

1.1 Our results

In order to make progress on the latter problem, we study the case where the input 2-connected graph is a cycle, which we denote as the cycle vertex-connectivity augmentation problem (cycle VCA). Even for this simpler case, the best-known result is the aforementioned 2-approximation due to Auletta et al. [2], while the case of augmenting the edge-connectivity of a cycle by one admits much better approximation guarantees [5], even via simple iterative algorithms [14]. Similarly to the case of edge-connectivity, it is possible to prove that cycle VCA is APX-hard (see Section 5), so our focus will be on the design of approximation algorithms.

The following theorem summarizes the central result of this work.

**Theorem 1.** There is a 1.8704-approximation for the cycle vertex-connectivity augmentation problem.

Our algorithm consists basically of two phases: a first phase where we exhaust *locally efficient* choices of links to be added to the instance, and then a second phase to complete the solution constructed so far. Roughly speaking, the cost of the partial solution constructed in the first phase can be properly bounded but does not ensure feasibility, issue that the second phase addresses. The number of links required in this second phase may be large, but in that case, the fact that no locally efficient set of links can be added to the solution implies that any feasible solution must include a considerable amount of links.

Our algorithm is similar in spirit to the one presented by Gálvez et al. [14] for the case of augmenting the edge-connectivity of a cycle; however, much more sophisticated tools are required for its analysis. In particular, the results from Gálvez et al. heavily rely on the notion of *contracting* links (i.e. merging the endpoints of a link into a new super-node), since in the edge-connectivity case a solution is feasible if and only if iteratively contracting all its links turns the original cycle into a single super-node. This property, unfortunately, does not extend to the case of vertex-connectivity
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1 For \(k \in \mathbb{N}\), a \(k\)-connected graph is a graph \(G = (V, E)\) satisfying that, for any \(V' \subseteq V\) with \(|V| \leq k - 1\), \(G\) remains connected after the deletion of \(V'\). If the definition holds when replacing nodes by edges, the graph is said to be \(k\)-edge-connected.
(see Figure 1 for an example of a set of links whose addition makes the graph 3-edge-connected but not 3-connected), and consequently, we develop alternative methods to verify the feasibility of a solution. By properly adjusting the parameters involved and using linear programming formulations to obtain refined lower bounds for the optimal solution, we are able to prove the claimed approximation guarantees. To the best of our knowledge, this is the first improvement for a non-trivial special case of the vertex-connectivity augmentation problem on 2-vertex-connected graphs since Auletta et al.’s results.

1.2 Related Results

As mentioned before, the edge-connectivity augmentation problem has received considerable attention. A main reason is that it can be reduced to augmenting the edge-connectivity of either a tree or a cactus by one [10]. The first case is known in the literature as the Tree Augmentation problem and many results have been developed for it. The problem is known to be APX-hard [13, 17, 19], and several better-than-2 approximation algorithms have been developed using a wide range of techniques [24, 11, 8, 20, 12, 6, 21, 16], being 1.393 the current best approximation ratio achieved by Cecchetto et al. [5]. Tree Augmentation has also been studied in the framework of Fixed-Parameter Tractability [23, 8] and in presence of general edge weights. In the latter case, for a long time the best approximation ratio was 2 [13, 17, 15, 18], but recently this approximation ratio has been improved in a major breakthrough by Traub and Zenklusen [29]; prior to that, such an improvement had been achieved only for restricted cases [9, 1, 12, 16, 27, 5].

The second case is known as the Cactus Augmentation problem, which is also APX-hard even if the cactus is a cycle [14]. For a long time the best-known approximation guarantee was 2 due to Khuller and Vishkin [18]. Recently, Byrka et al. [4] broke this barrier providing a 1.91-approximation, which was further improved to 1.393 by Cecchetto et al. [5]; this is consequently the current best approximation ratio for the general edge-connectivity augmentation problem.

For the vertex-connectivity augmentation problem, it was first proved by Végh [30] that if all the possible chords are available as links, the problem can be solved in polynomial time for any k, but if the set of links is pre-specified then the problem becomes APX-hard [19]. It is worth noting that this result does not directly hold for the special case of cycles. For the case of vertex-connectivity augmentation of a 2-connected graph, Auletta et al. [2] provide a 2-approximation, while for the case of k-connected graphs the current best approximation ratio is $4 + \varepsilon$ for any fixed $k$, due to Nutov [26]. Recently, for the case of vertex-connectivity augmentation of 1-connected graphs, Nutov developed a 1.91-approximation [25].

Organization of the paper. Section 2 provides some preliminary definitions and useful tools. In Section 3 we describe our main algorithmic approach and formally prove that the approximation ratio of our algorithm is strictly better than 2. Then in Section 4 we describe how to enhance this algorithm and to refine the analysis so as to obtain the claimed approximation ratio and finally in Section 5 we prove that the problem is APX-hard. Some details and technical proofs are deferred to the Appendix.

2 Preliminaries

In this work, we only consider simple graphs of $n \geq 4$ vertices. We let $C_n$ denote the cycle on the set $[n] = \{1, 2, \ldots, n\}$ of vertices. Due to the cyclic aspect of $C_n$, sometimes we may use
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2 A cactus is a 2-edge-connected graph where every edge belongs exactly to one cycle of the graph.
$n + 1$ and 0 to refer to vertices 1 and $n$ respectively. A chord is an edge between non (cyclically) consecutive vertices of $C_n$. Each chord $ab$ divides the cycle into two nonempty sides $V_1$ and $V_2$ so that $V(C_n) = V_1 \cup V_2 \cup \{a, b\}$. If $L$ is a set of chords, $V(L)$ will denote the set of vertices incident to at least one chord in $L$.

$C_n$ is 2-connected, and consequently any graph obtained by adding chords to $C_n$ is 2-connected as well. A separating pair of a 2-connected graph is a pair of vertices such that, if we remove them, the graph becomes disconnected. Thus, 3-connected graphs are exactly those 2-connected graphs without separating pairs. In what follows, a set $L$ of chords is said to 3-connect the cycle if $C_n \cup L$ is 3-connected.

**Definition 2.** Given a set of chords $S$ of $C_n$ such that $C_n \cup S$ is 3-connected, the goal of the cycle vertex-connectivity augmentation (cycle VCA) problem is to find a set $S' \subseteq S$ of minimum size that 3-connects the cycle. We say that $(C_n, S)$ is an instance of cycle VCA.

We reserve the word link to refer to chords in $S$. Sets of links that 3-connect the cycle are feasible solutions for cycle VCA. We start by introducing some required concepts to characterize these feasible solutions.

**Definition 3.** Let $a, b, c, d$ be distinct vertices in $C_n$ satisfying $a < b$ and $c < d$ (in the standard ordering of $[n]$). We say that a chord $ab$ crosses $cd$ if $c < a < d$ or $a < c < b < d$.

Equivalently, $ab$ and $cd$ cross if and only if $c$ and $d$ are on different sides of $ab$ (chords sharing a vertex do not cross). This definition is actually natural: If we draw $C_n$ in the plane as a circle, and $ab$ and $cd$ as straight open-ended line segments, then $ab$ crosses $cd$ if and only if the associated segments intersect.

**Lemma 4.** $S' \subseteq S$ is feasible for cycle VCA if and only if every chord of $C_n$ is crossed by some link of $S'$. As a consequence, if $S'$ is a feasible solution, then every vertex of the cycle must be incident to some link and $|S'| \geq n/2$.

**Proof.** The first claim follows since a chord of $C_n$ is a separating pair of $C_n \cup S'$ if and only if it is not crossed by any link of $S'$. For the second claim, notice that for each vertex $j$ there must be a link crossing the chord defined by vertices $(j-1)$ and $(j+1)$; since this link is incident to $j$, $S'$ must be an edge-cover and the bound follows.

Since any set of links containing a feasible solution is feasible, it makes sense to study minimal feasible solutions. A theorem by Mader [22] states that every cycle $Z$ of a $k$-connected graph $G$ that is formed by critical-edges (i.e., edges $e$ such that $G - e$ is not $k$-connected) contains a vertex whose degree in $G$ is $k$. This can be translated into the following useful property.

**Lemma 5.** Every minimal solution $S'$ for cycle VCA is acyclic and thus has size at most $n - 1$. In particular, every minimal set that 3-connects the cycle defines a 2-approximate solution for this problem.

**Proof.** Let $C'$ be a cycle in a minimal solution $S'$. As all the vertices incident to $C'$ have degree equal to four in $C_n \cup S'$, Mader’s theorem above implies that at least one link of $C'$ is not critical, contradicting the minimality of $S'$. Consequently $S'$ is acyclic, and hence its size is at most $n - 1$. Thanks to Lemma [3] the optimum solution has size at least $n/2 \geq |S'|/2$ and thus $S'$ is a 2-approximate solution for our problem.

Lemma[5] suggests a simple greedy 2-approximation algorithm: Initialize $S'$ as $S$, and as long as there exists a link $e$ such that $S' - e$ is feasible, remove $e$ from $S'$. The resulting set $S'$ is a minimal solution and hence a 2-approximate solution.
Figure 1: **Left:** Two circle components in blue and red. With respect to the blue component, vertices 2, 3, 4, 5 and 6 are internal, vertices 1 and 7 are border and the remaining vertices are external; with respect to the red component, vertices 8 and 9 are internal while vertices 7 and 10 are border. The sequence bac is an example of a link path between 5 and 2. **Right:** The associated circle graph. Notice that it is not connected as, for instance, vertices 1 and 7 form a separating pair.

### 2.1 Circle components

The previous 2-approximation was built in a top-down way, i.e., deleting links from a feasible solution. In order to obtain a better approximation ratio, we will instead build solutions in a bottom-up way. For that purpose, we use the concept of circle components (see Figure 1).

**Definition 6.** [28] The circle graph defined by a set of chords $L$ is the graph with vertex set $V(L)$, where two chords are adjacent if and only if they cross.

**Definition 7.** A circle component is a set of links $L \subseteq S$ such that the circle graph defined by $L$ is connected. A link path from vertex $a$ to vertex $b$ is a sequence $e_1e_2\ldots e_k$ of links such that $a$ is an endpoint of $e_1$, $b$ is an endpoint of $e_k$ and each link crosses the next one in the sequence.

Observe that if $L$ is a circle component, then for every $a, b \in V(L)$ there is a link path in $L$ from $a$ to $b$ (see Figure 1). The next technical definition provides further useful concepts we will use along this work.

**Definition 8.** Let $L$ be a circle component and $V(L) = \{v_1, v_2, \cdots, v_{|V(L)|}\}$ such that $v_1 < v_2 < \cdots < v_{|V(L)|}$ in the cycle. We say that $v_i, v_{i+1}$ (indices considered modulo $|V(L)|$) are consecutive in $V(L)$.

Chords between non-consecutive vertices of $V(L)$ are called **internal chords of $L$**. Chords between consecutive vertices in $V(L)$ are called **border chords**. Vertices of $V(L)$ incident to some border chord are called **border vertices** and the rest of the vertices of $V(L)$ are called **internal vertices**. The vertices outside $V(L)$ are called **external vertices**.

Notice that an internal chord of $L$ may connect two internal vertices, one internal vertex and a border vertex or even two border vertices (if they are incident to different border chords). We also say that $L$ crosses a chord $ab$ of $C_n$ if some link $e \in L$ crosses $ab$.

The following lemma contains the main characterization of feasibility we will use along this work.
Lemma 9. Let $S' \subseteq S$ be an edge-cover of $C_n$. The set $S'$ is a feasible solution for cycle VCA if and only if $S'$ is a circle component.

We need first the following technical lemmas.

Lemma 10. Let $ab$ and $cd$ be chords of $C_n$ and $W = e_1 \ldots e_k$ be a link path from $a$ to $b$. If $ab$ crosses $cd$ then there is some chord in $W$ that crosses $cd$.

Proof. Let $V_1$ and $V_2$ be the sets of vertices of $C_n$ on each side of the chord $cd$, so that $a \in V_1$ and $b \in V_2$. Observe also that $V_1 \cup \{c, d\}$ is an interval in the cycle with extremes $c$ and $d$. Let $e_i$ be the first chord in $W$ with at least one endpoint in $V_2$ (this link exists since $e_k$ has one endpoint in $V_2$). If $i = 1$ then $e_1$ crosses $cd$, so assume $i \geq 2$. Since the endpoints of $e_{i-1}$ are in $V_1 \cup \{c, d\}$ which is an interval, one of the sides of $e_{i-1}$ is fully contained in $V_1$. Therefore, as $e_{i-1}$ crosses $e_i$, one endpoint of $e_i$ is also in $V_1$. We conclude that $e_i$ has one endpoint in each side of $cd$ and so $e_i$ crosses $cd$. □

Lemma 11. Let $L$ be a circle component and $ab$ a chord. $L$ crosses $ab$ if and only if (1) $ab$ is an internal chord of $L$ or (2) $ab$ crosses some border chord $cd$ of $L$.

Proof. We proceed by cases depending on $ab$.

Case 1: $ab$ is an internal chord of $L$. Let $V_1$ and $V_2$ be the two sides defined by $ab$. Since $ab$ is internal, $V(L)$ has vertices on both sides, so let $c \in V(L) \cap V_1$, $d \in V(L) \cap V_2$ and $W$ be a link path in $L$ from $c$ to $d$. Since $cd$ crosses $ab$, we conclude by using Lemma 10 that there exists a link of $W \subseteq L$ that crosses $ab$.

Case 2: $ab$ crosses some border chord $cd$ of $L$. Let $W$ be a link path in $L$ from $c$ to $d$. By Lemma 10, some link in this path must cross $ab$.

Case 3: $ab$ is a border chord of $L$. Since $a$ and $b$ are consecutive in $L$, there is no link in $L$ with an extreme in one of the sides of $ab$ and so $L$ does not cross $ab$.

In any other case. At least one extreme (say $a$) of the chord is external to $L$. Starting from $a$, let $c$ (respectively $d$) be the first vertex of $V(L)$ that we encounter going clockwise (respectively counterclockwise) along the cycle. Then $cd$ is a border chord of $L$. Let $V_1$ be the side of $cd$ to which $a$ belongs and note that $V_1 \cap V(L) = \emptyset$. Since $ab$ does not cross $cd$ (see case 2), we conclude that $b$ is in the interval $V_1 \cup \{c, d\}$. Therefore, one side of $ab$ is completely contained in $V_1$, and thus this side does not contain any vertex of $V(L)$. It follows that no link in $L$ crosses $ab$. □

We now have all the ingredients to prove Lemma 9.

Proof of Lemma 9. Suppose that $S'$ is a circle component. Due to Lemma 4, every chord $ab$ of $C_n$ is internal for $S'$, and thus, by Lemma 11, $ab$ is crossed by some link in $S'$. Lemma 4 implies that $S'$ is feasible for cycle VCA.

For the converse, let $S'$ be a feasible solution of cycle VCA. Suppose by contradiction that the circle graph $G'$ of $S'$ is not connected and let $L$ be a connected component of $G'$. Note that $L$ cannot be a singleton, since if $L = \{ab\}$ then by hypothesis there exists some chord of $S'$ crossing $ab$, and so $L$ would not be maximally connected in $G'$. It follows that $L$ is a circle component.

Suppose first that $L$ has a border chord $ab$. By Lemma 11, $L$ does not cross $ab$. Since $S'$ crosses $ab$, there exists some link $cd \in S' \setminus L$ such that $cd$ crosses $ab$. Lemma 11 then implies that $L \cup \{cd\}$
is also a circle component, contradicting the maximality of \( L \). We conclude that all chords with endpoints in \( V(L) \) are internal chords of \( L \). The only way for this to happen is that \( V(L) = [n] \). But then, every chord of the cycle is internal to \( L \). In particular, any \( cd \in S' \) is crossed by \( L \), and by maximality of \( L \), \( cd \in L \). We conclude that \( S' = L \) and so \( S' \) is a circle component.

2.2 Minimal completions

Another tool we will make use of along this work is a procedure to turn a set of circle components into a feasible solution while controlling the number of extra links.

**Definition 12.** Let \( F \subseteq S \) be a set of links. We call a set \( Q \subseteq S \) a completion of \( F \) if \( F \cup Q \) is feasible for cycle VCA. A minimal completion of \( F \) is a completion that is minimal for inclusion.

We say that two circle components \( L_1 \) and \( L_2 \) cross if there exists \( e_1 \in L_1 \) and \( e_2 \in L_2 \) such that \( e_1 \) crosses \( e_2 \). The main idea of our algorithm in Section 3 is to build a collection \( \mathcal{L} \) of circle components that, roughly speaking, use few links to cover many vertices and are pairwise non-crossing; then we add a minimal completion to obtain the desired feasible solution. A similar approach has been used by Gálvez et al. for the case of edge-connectivity [13], where the authors prove that any set of links can be completed by iteratively picking and contracting links so as to reduce the whole graph into a single super-node. As mentioned before, this procedure unfortunately does not work for the case of vertex-connectivity as now we require instead to merge the different circle components into a single circle component, which is in general a strictly stronger requirement. The following lemma provides a way to compute a minimal completion in the case of vertex-connectivity and also allows us to bound its size.

**Lemma 13.** Let \( L_1, \ldots, L_k \) be \( k \geq 1 \) non-crossing circle components, \( |L_i| \geq 2 \) for each \( i = 1, \ldots, k \), and let \( F = L_1 \cup \cdots \cup L_k \). Then every minimal completion \( Q \) of \( F \) uses at most \( n - 3 - \sum_{i=1}^{k} (|V(L_i)| - 3) \) links. Furthermore, such a minimal completion can be computed in polynomial time.

The proof consists of two steps: We first prove the claim for the simpler case of a single circle component, and then reduce the general case to this simpler one by introducing the notion of zone graph (see Figure 2).

**Step 1.** Completing a single circle-component.

**Lemma 14.** Let \( L \subseteq S \) be a circle component. Then, every minimal completion \( Q \) of \( L \) has size at most \( n - |V(L)| \).

**Proof.** Let us first prove that there exists a completion \( Q \) of size \( n - |V(L)| \). We do this by induction on \( i = n - |V(L)| \). If \( i = 0 \) then \( L \) is an edge-cover and by Lemma 9 it is already feasible, so we can set \( Q = \emptyset \). For \( i \geq 1 \) we notice that there must be a border chord \( ab \) of \( L \). Since \( S \) itself is feasible, there must be a link \( cd \in S \) that crosses \( ab \). Then, by Lemma 11 \( L' = L \cup \{cd\} \) is a component covering at least one more vertex than \( L \). By induction, there is a completion \( Q' \) of \( L' \) with at most \( n - |V(L')| \) links. Then \( Q = Q' \cup \{cd\} \) is a completion of \( L \) satisfying that \( |Q| = |Q'| + 1 \leq 1 + n - |V(L')| \leq n - |V(L)| \), concluding the first proof.

Now, let \( Q \) be a minimal completion of \( L \). Consider the new instance of cycle VCA \((C_n, L \cup Q)\). In this instance, \( Q \) is the only completion of \( L \), and then following the previous argumentation we have that \( |Q| \leq n - |V(L)| \). □
Figure 2: **Left:** Graph with 5 components. $L_1$ defines 3 zones, which can have one component ($L_4$) Two or more components (On the zone that includes $L_2$ and $L_3$) and extra vertices (like the ones next to $L_3$). **Right:** The corresponding Zone Graphs

It is worth noting that Lemma 14 provides an alternative proof that minimal solutions are 2-approximate not relying on Mader’s theorem (see Lemma 5) as the following proposition states.

**Proposition 15.** Every minimal completion of a single chord has at most $n - 3$ links, and every minimal solution for cycle VCA has size at most $n - 2$.

**Proof.** Let $Q$ be a minimal completion of a single link $\{e\}$. Since $Q \cup \{e\}$ is a solution for cycle VCA, there exists $f \in F$ that crosses $e$. Then $Q \setminus \{e, f\}$ is a minimal completion of the circle component $\{e, f\}$. Using Lemma 14 we get $|Q| = 1 + |Q \setminus \{f\}| \leq 1 + n - |V(\{e, f\})| = 1 + n - 4 = n - 3$.

For the second statement, we observe that if $Q$ is a minimal solution for cycle VCA then $Q - e$ is a minimal completion of $\{e\}$ for any link $e \in Q$, and so by the previous paragraph $|Q| = 1 + |Q - e| \leq n - 2$. 

**Step 2. Completing a collection of arbitrary non-crossing circle components.** As mentioned before, we will relate the case of arbitrary non-crossing circle components to the case of a single circle component via the following definitions.

**Definition 16.** The open zone defined by a border chord $ab$ of a circle component $L$ is the interval of vertices $I(ab, L)$ corresponding to the side of $ab$ that does not include any vertex of $V(L)$. The associated closed zone is $I(ab, L) \cup \{a, b\}$.

The zone graph defined by a border chord $ab$ of a circle component $L$ is the graph $Z(ab, L, S)$ obtained from $G = ([n], C_n \cup S)$ by doing the following operations: (1) Erase all the links of $L$, (2) Add a link $e$ between $a$ and $b$, and (3) Contract all the vertices in $C_n \setminus (I(ab, L) \cup \{a, b\})$ to a single vertex $v_0$.

In $Z = Z(ab, L, S)$ we have removed all the loops and kept only one link from each parallel class. For every set $Q \subseteq S$ of chords in $G$, we let $\psi(Q)$ be the associated set of chords in $Z$, eliminating every link that becomes part of the external cycle. By this construction, we obtain a new zone instance $(C_{n'}, \psi(S) \cup \{ab\})$, associated to $ab$ and $L$. Here we note that $n' = |I(ab, L)| + 1 < n$ which follows since $L$ covers at least 4 vertices.

Let $\mathcal{L}$ be a collection of non-crossing circle components, and let $L \in \mathcal{L}$ be a fixed one. Let $P(L)$ be the border chords ($P$ stands for perimeter) of $L$. Since they do not cross, every circle component
Notice that all the vertices in $C_{\psi}$ if one of the vertices of the chord are uncontracted vertices. Then for every chord $cd$ in $C_n$ between two vertices in that set, there is a link $q$ in the zone instance. We can now proceed with the proof of Lemma 13. Let $Q$ be a completion of $F^{ab} \cup L$ in the original instance $(C_n, S)$, then $\psi(Q)$ is a completion of $\psi(F^{ab}) \cup \{ab\}$ in the zone instance $(C_{n'}, \psi(S) \cup \{ab\})$. Conversely, if $\psi(Q)$ is a completion of $\psi(F^{ab}) \cup \{ab\}$ in the zone instance, then $Q \cup F^{ab}$ crosses all the chords of $C_{n'}$ with both extremes in $I(ab, L) \cup \{a, b\}$.

Proof. Let $Q$ be a completion of $L$ in the original instance and let $cd$ be a chord in $C_{n'}$. If both $c$ and $d$ are uncontracted vertices (i.e., they are in the closed zone $I(ab, L) \cup \{a, b\}$), then they are not crossed by $L$ in the original instance, and so they must be crossed by some link $e \in Q \cup F^{ab}$. Therefore, the respective $\psi(e) \in \psi(Q) \cup \psi(F^{ab})$ crosses $cd$ in the zone instance. On the other hand, if one of the vertices of the chord $cd$ is $v_0$, then $cd$ is crossed by $ab$. In any case, $cd$ is crossed by $\psi(Q) \cup \psi(F^{ab}) \cup \{ab\}$.

For the converse, suppose that $\psi(Q)$ is a completion of $\psi(F^{ab}) \cup \{ab\}$ in the zone instance. We notice that all the vertices in $I(ab, L) \cup \{a, b\}$ are uncontracted vertices. Then for every chord $cd$ in $C_n$ between two vertices in that set, there is a link $f$ in $\psi(Q) \cup \psi(F^{ab})$ that crosses the chord in $C_{n'}$. Any link $f \in Q \cup F^{ab}$ with $\psi(f) = f'$ crosses the chord $cd$ in the original instance.

We can now proceed with the proof of Lemma 13.

Proof of Lemma 13. We will prove the claim by induction on $n$. Let $Q$ be a minimal completion of $F = L_1 \cup \cdots \cup L_k$. The case $n = 4$ holds trivially since in that case $k = 1$ and $L_1$ covers all the vertices and so $\emptyset$ is the sought minimal completion.

Consider a border chord $ab \in P(L_1)$. Lemma 17 guarantees that $\psi(Q)$ is a completion of $\psi(F^{ab}) \cup \{ab\}$ in the associated zone instance.

Therefore, $\psi(Q) \cup \{ab\}$ is a completion of $\psi(F^{ab})$ in the same zone instance. So, there is a subset $Q_{ab}' \subseteq Q$ with $|Q_{ab}'| = |\psi(Q_{ab}')|$ such that either $\psi(Q_{ab}')$ or $\psi(Q_{ab}') \cup \{ab\}$ are minimal completions of $\psi(F^{ab})$ in that zone instance (in any case, $Q_{ab}'$ has size at most that of a minimal completion of $\psi(F^{ab})$ in the zone graph).

We have two cases here: let us consider first the case in which $L(ab, L_1)$ is non-empty. Recall that the zone instance has $n_{ab} < n$ vertices, so we can apply the induction hypothesis to the zone instance and obtain that

$$|Q_{ab}'| \leq n_{ab} - 3 - \sum_{J \in L(ab, L_1)} (|V(J)| - 3) = |I(ab, L_1)| - \sum_{J \in L(ab, L_1)} (|V(J)| - 3).$$

In the complementary case when $L(ab, L_1)$ and $F^{ab}$ are empty, i.e. when there are no components in the zone defined by $ab$, we have that $\psi(Q)$ is a completion of a single link $\{ab\}$ in the zone instance, and so there is a set $Q_{ab}' \subseteq Q$ with $|Q_{ab}'| = |\psi(Q_{ab}')|$ such that $\psi(Q_{ab}')$ is a minimal completion of $\{ab\}$. By Proposition 15, $|Q_{ab}'| = |\psi(Q_{ab}')| = n_{ab} - 3 = |I(ab, L_1)| = |I(ab, L_1)| - \sum_{J \in L(ab, L_1)} (|V(J)| - 3)$ since the sum is empty.

Define $Q' = \bigcup_{ab \in P(L_1)} Q_{ab}'$. We claim that $Q'$ is a completion of $F = L_1 \cup \cdots \cup L_k$ in the original instance. Indeed, let $cd$ be an arbitrary chord of the cycle $C_n$, and let us prove that $Q' \cup F$ crosses it. If $cd$ is crossed by $L_1$ then we are done, so assume that it is not crossed by it. By Lemma 11, $cd$ is neither an internal chord of $L_1$ nor it is a chord that crosses some border chord of $L_1$. The only possibility left is that $cd$ connects two vertices in $I(ab, L_1) \cup \{a, b\}$ for some border chord
Let \( ab \in P(L_1) \). Lemma \([17]\) implies that \( cd \) is crossed by a link in \( Q'_{ab} \cup F^{ab} \subseteq Q' \cup F \) and thus the claim is fulfilled.

Finally, as \( Q' \subseteq Q \) and \( Q \) is a minimal completion of \( F \), we must have that \( Q' = Q \). Using the bounds above and the fact that the open zones \( \{I(ab, L_1): ab \in P(L_1)\} \) form a partition of \( [n] \setminus V(L_1) \), we get that

\[
|Q| \leq \sum_{ab \in P(L_1)} |Q'_{ab}| \leq \sum_{ab \in P(L_1)} (|I(ab, L_1)| - \sum_{J \in \mathcal{L}(ab, L_1)} (|V(J)| - 3))
\]

\[
= (n - |V(L_1)|) - \sum_{J \in \mathcal{L} \setminus \{L_1\}} (|V(J)| - 3) = n - 3 - \sum_{J \in \mathcal{L}} (|V(J)| - 3).
\]

\( \square \)

In what follows we will provide a method to compute a partial solution with good enough guarantees so as to apply Lemma \([13]\) and complete it. Efficient choices of links will be prioritized in this first phase in order to obtain an approximation ratio better than 2.

### 3 Local Search Algorithm

In this section we present our main algorithmic approach for cycle VCA. Let us first define special sets of links which will be fundamental for our algorithm.

**Definition 18.** Let \( F \subseteq S \) be a set of links. We say that \( F \) is singleton-free if the circle graph \( G' \) of \( F \) has no isolated vertices (singletons). The connected components of \( G' \) form a family \( \mathcal{L} \) of non-crossing circle components. We define the utility of \( F \) as

\[
U(F) = -|F| + \sum_{J \in \mathcal{L}} (|V(J)| - 3).
\]

Our approach is to initially find singleton-free sets in an increasing way (i.e., by only adding links) whose utility is high with respect to some increasing parameter (e.g. the number of covered vertices). As the following lemma shows, high utility sets indeed provide solutions with improved approximation guarantees.

**Lemma 19.** If \( Q \) is a minimal completion of a singleton-free set \( F \), then \( Q \cup F \) is a solution for cycle VCA with at most \( n - 3 - U(F) \) links.

**Proof.** By Lemma \([13]\) \( Q \) has size at most \( n - 3 - \sum_{J \in \mathcal{L}} (|V(J)| - 3) = n - 3 - |F| - U(F) \), and so \( |Q| + |F| \leq n - 3 - U(F) \).

\( \square \)

For any given \( \alpha \in (1/2, 1] \) and any fixed step size \( N_{\text{max}} \in \mathbb{N} \), we define the following Local Search algorithm which works in two phases: in the first phase, it constructs a singleton-free set of links \( F \) by adding at most \( N_{\text{max}} \) links at a time and ensuring that, in each iteration, the marginal utility gain is at least \((1 - \alpha)\) times the number of newly covered vertices. More in detail, the algorithm adds links in the first phase as long as the set \( F \) under construction is not \((\alpha, N_{\text{max}})\)-critical as defined below.

**Definition 20.** Let \( \alpha \in (1/2, 1] \) and let \( N_{\text{max}} \in \mathbb{N} \). A singleton-free set \( F \subseteq S \) will be called \((\alpha, N_{\text{max}})\)-critical if there is no set \( K \subseteq S \setminus F \) of size at most \( N_{\text{max}} \) such that \( F \cup K \) is singleton-free and \( U(F \cup K) - U(F) \geq (1 - \alpha)|V(F \cup K) \setminus V(F)| \).
By Lemma 19, Q subsumes of Proof.

Lemma 21. For any fixed $N_{max}$ and $\alpha$, the Local Search algorithm runs in polynomial time and returns a pair $(Q, F)$ such that $Q \cup F$ is feasible for cycle VCA and $|Q \cup F| \leq n - 3 - (1 - \alpha)|V(F)|$.

Proof. Let $s = |S|$. Every iteration of the first phase may be achieved by trying all $s^{O(N_{max})}$ possible subsets of $S \setminus L$ of size at most $N_{max}$, hence taking polynomial time. Finding a minimal completion $Q$ can also be done in polynomial time by iteratively removing links from $S \setminus F$ that are not needed.

Let $q$ be the number of iterations of the first phase and let $F_i$ be the set $F$ at the end of the $i$-th iteration (using $F_0 = \emptyset$). Then, by a telescopic sum and using the fact that $V(F_{i-1}) \subseteq V(F_i)$ for each $i$, we have

$$U(F) = \sum_{i=1}^q U(F_i) - U(F_{i-1}) \geq (1 - \alpha) \sum_{i=1}^q |V(F_i) \setminus V(F_{i-1})| = (1 - \alpha)|V(F)|.$$ 

By Lemma 19, $Q \cup F$ is feasible and has size at most $n - 3 - (1 - \alpha)|V(F)|$. 

Roughly speaking, using that the optimal solution has size at least $n/2$ (by Lemma 4), the previous lemma guarantees good approximation factors as long as $|V(F)|$ is large enough (where $F$ is the $(\alpha, N_{max})$-critical set at the end of Phase 1). On the other hand, we will prove that whenever $|V(F)|$ is small there are stronger lower bounds on the size of the optimal solution (see Figure 3).
Figure 3: Depiction of cases arising when applying the Local Search algorithm. Blue links correspond to $F$ while orange links correspond to a minimal completion. **Left:** When $|V(F)|$ is large, many vertices are covered by sets of links of high utility which pay for the size of the minimal completion. **Right:** When $|V(F)|$ is small, since $F$ is $(\alpha, N_{\max})$-critical, any set of links in $S \setminus F$ must have low utility, implying stronger lower bounds for $|OPT|$.

### 3.1 Properties of Critical Sets

Let $F$ be a fixed $(\alpha, N_{\max})$-critical set, with $N_{\max} \geq 1$ (for instance, the set $F$ at the end of Phase 1 of Algorithm 1). We also define $V' = V(C_n) \setminus V(F)$ and the set $\mathcal{L}$ of the non-crossing circle components associated to $F$. A first property we prove is that any link in $S \setminus F$ crosses at most one component $L \in \mathcal{L}$ and, if it does, it crosses at most one border chord of $L$. In particular, at least one endpoint will be in $V(L) \subseteq V(F)$. This intuitively implies that any relatively small set of remaining links in the instance cannot cover many vertices of the cycle and cross $F$ simultaneously (as in particular at least one of the endpoints of each such link will be in $V(L) \subseteq V(F)$). In what follows $P(J)$ denotes the set of border chords of a circle component $J$, and $P(F) := \bigcup_{J \in \mathcal{L}} P(J)$ denotes the perimeter of $F$.

**Lemma 22.** Any link $e \in S$ can cross at most one chord in $P(F)$. If both endpoints of $e$ are in $V'$, then $e$ cannot cross any chord in $P(F)$.

**Proof.** Suppose that $e$ crosses at least one border chord in $P(F)$. Then, by Lemma 11 it crosses at least one circle component of $\mathcal{L}$ and it can furthermore be proved that it has to cross exactly one (see Lemma 33 in the Appendix). So let $L \in \mathcal{L}$ be the component crossed by $e$.

Note that $e$ can cross at most 2 border chords of $L$, and the only way for this to happen is that the extremes of $e$ are outside $V(L)$ and in different zones of $L$. In this case, $U(F \cup \{e\}) - U(F) = -1 + |V(L \cup \{e\})| - |V(L)| = 1 \geq |V(F \cup \{e\}) - V(F)|(1 - \alpha)$ which is not possible since $F$ was $(\alpha, N_{\max})$-critical.

From here, any link $e$ in $S$ can cross at most one chord in $P(F)$. Furthermore, if both endpoints of $e$ are in $V'$ and $e$ crosses a chord in $P(F)$, then it would have to cross two by the previous paragraph, which is not possible. Hence, in the latter case, $e$ cannot cross any chord in $P$.

Another way to obtain lower bounds on the size of the optimal solution is to show that any maximal matching $M \subseteq OPT[V']$ outside $V(F)$ must be large (since they cannot induce large circle components). We will argue about the number of links required to connect $M$ as specified in the following definition.

**Definition 23.** We say that a link $e \in S$ connects a set of links $X$ if $X \cup \{e\}$ forms a circle component.
Since $F$ is $(\alpha, N_{\text{max}})$-critical, $M$ must be formed by a considerable amount of circle components as mentioned before, which need to be connected so as to get a feasible solution; however, again since $F$ is $(\alpha, N_{\text{max}})$-critical, each one of the links from the optimal solution required to connect these circle components cannot cross too many links from $M$ simultaneously. As a consequence, the number of such links cannot be too small, providing then a lower bound on the size of the optimal solution. The following lemma formalizes this previously described intuition and provides the required bounds to analyze the performance of the algorithm.

**Lemma 24.** Suppose that $N_{\text{max}} \geq \lceil (5 - 2\alpha)/(2\alpha - 1) \rceil + 1$. Let $M \subseteq S$ be any matching consisting of links with both endpoints in $V':= V(C_n) \setminus V(F)$. For any link $e \in S \setminus (M \cup F)$, the number of links from $M$ that $e$ connects is at most $\max \left\{ 0, \left[ \frac{5 - 2X(e) - V_F(e) - (4 - V_M(e) - V_F(e))\alpha}{2\alpha - 1} \right] \right\}$, where $X(e)$ is the indicator that $e$ crosses $F$, $V_M(e) = |V(\{e\}) \cap V(M)|$ and $V_F(e) = |V(\{e\}) \cap V(F)|$. In particular, no link of $S \setminus (M \cup F)$ connects more than $\ell := \lceil (5 - 2\alpha)/(2\alpha - 1) \rceil$ links in $M$.

**Proof.** Let $\gamma = \max \left\{ 0, \left[ \frac{5 - 2X(e) - V_F(e) - (4 - V_M(e) - V_F(e))\alpha}{2\alpha - 1} \right] \right\}$ be the bound in the Lemma. Note that we always have $\gamma \leq \ell \leq N_{\text{max}} - 1$.

Let $M_e$ be the set of links of $M$ that $e$ connects (this set contains the set of links of $M$ that $e$ crosses). Suppose for the sake of contradiction that $|M_e| > \gamma$. If $|M_e| \geq N_{\text{max}} - 1$ then redefine $M_e$ as any subset of $M_e$ with $N_{\text{max}} - 1$ links that $e$ connects (this can be done by pruning leaves in a covering tree of the circle graph of $M_e \cup \{e\}$). Let also $V_{M_e}(e) = |V(\{e\}) \cap V(M_e)|$.

Notice that $2 \leq \gamma + 2 \leq |M_e \cup \{e\}| \leq N_{\text{max}}$. We also have that $F \cup M_e \cup \{e\}$ is singleton-free. Furthermore $|V(M_e \cup \{e\} \cup F) \setminus V(F)| = 2|M_e| + |V(\{e\}) \setminus V(M_e \cup F)| = 2|M_e| + 2 - V_{M_e}(e) - V_F(e)$. Then, since $F$ is $(\alpha, N_{\text{max}})$-critical, we have that

$$U(M_e \cup \{e\} \cup F) - U(F) < (1 - \alpha)(2|M_e| + 2 - V_{M_e}(e) - V_F(e)).$$

If $e$ does not cross $F$ then $M_e \cup \{e\}$ is a circle component not crossing $F$. Then

$$U(M_e \cup \{e\} \cup F) - U(F) = -|M_e \cup \{e\}| + |V(M_e \cup \{e\})| - 3 = -|M_e| - 1 + (2|M_e| + 2 - V_{M_e}(e)) - 3 = |M_e| - V_{M_e}(e) - 2.$$

If $e$ crosses $F$ then it does on a single circle component $L$, and we know that exactly one endpoint of $e$ is in $V(L)$. Let $v$ be the other endpoint of $e$, and note that $V_{M_e}(e) = 1$ if $v \in V(M_e)$ and $V_{M_e}(e) = 0$ if $v \notin V(M_e)$. Therefore,

$$U(M_e \cup \{e\} \cup F) - U(F) = -|M_e \cup \{e\}| + |V(M_e \cup \{e\} \cup L)| - |V(L)| = -|M_e| - 1 + |v \cup V(M_e)| = -|M_e| - 1 + 2|M_e| + (1 - V_{M_e}(e)) = |M_e| - V_{M_e}(e).$$

Summarizing we always have

$$|M_e| - V_{M_e}(e) + 2 - 2X(e) < (1 - \alpha)(2|M_e| + 2 - V_{M_e}(e) - V_F(e)).$$

Solving the inequality, we get $|M_e| < \frac{4 - 2X(e) - V_F(e) - \alpha(2 - V_{M_e}(e) - V_F(e))}{2\alpha - 1}$. Since $V_{M_e}(e) \leq V_M(e)$, the inequality above holds if we replace $V_{M_e}(e)$ by $V_M(e)$. 
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Furthermore, since \(|M_e|\) is an integer, this means that
\[
|M_e| \leq \left\lfloor \frac{4 - 2X(e) - V_F(e) - \alpha(2 - V_M(e) - V_F(e))}{2\alpha - 1} \right\rfloor - 1
\]
\[
= \left\lfloor \frac{5 - 2X(e) - V_F(e) - \alpha(4 - V_M(e) - V_F(e))}{2\alpha - 1} \right\rfloor = \gamma < |M_e|,
\]
which is a contradiction. \(\square\)

### 3.2 Analysis of the Local Search algorithm

Let \(F\) be an \((\alpha, N_{\text{max}})\)-critical set, \(\text{OPT}\) be an optimal solution for cycle \(\text{VCA}\) and \(M\) be a maximal matching from \(\text{OPT}[V]\) (i.e. comprised of links from \(\text{OPT}\) with both endpoints outside \(V(F)\)). Let \(\text{ALG}(F)\) be the set obtained by adding to \(F\) a minimal completion. To ease notation, let \(m = |M|/n\), \(f = |V(F)|/n\), \(\text{opt} = \text{OPT}/n\) and \(\text{alg}(F) = |\text{ALG}(F)|/n\). In particular, if \((F, Q)\) is the pair obtained by our Local Search algorithm, then its approximation guarantee is \(|\text{ALG}(F)|/|\text{OPT}| = \text{alg}(F)/\text{opt}\). The next lemma provides a first better-than-2 bound on this guarantee.

**Lemma 25.** If \(N_{\text{max}} \geq \ell + 1\), where \(\ell = \lceil \frac{5 - 2\alpha}{2\alpha - 1} \rceil\), then \(\text{opt} \geq \max\{1/2, 1 - f - m, m + m/\ell\}\). Moreover, if \(\alpha = 3/4\), then \(\text{alg}(F)/\text{opt} \leq 63/32 = 1.96875\).

**Proof.** By Lemma \([3]\), \(\text{opt} \geq 1/2\). To derive \(\text{opt} \geq 1 - f - m\), note that there is no link \(e \in \text{OPT}\) between two vertices of \(V(C_n) \setminus (V(M) \cup V(F))\) because \(M\) is a maximal matching. Therefore, each vertex in \(V(C_n) \setminus (V(M) \cup V(F))\) is covered by a different link in \(\text{OPT} \setminus M\). We conclude that
\[
\text{opt} \geq m + \frac{1}{n} \cdot |V(C_n) \setminus (V(M) \cup V(F))| = m + (1 - 2m - f) = 1 - f - m.
\]

Since \(\text{OPT}\) is feasible, \(\text{OPT} \setminus M\) needs to connect all the links of \(M\). By Lemma \([24]\), each link in \(S \setminus (M \cup F)\) connects at most \(\ell\) links of \(M\). Then, \(\text{OPT} \setminus M\) contains at least \(|M|/\ell\) links. Therefore, \(\text{opt} \geq m + m/\ell\), or equivalently \(m \leq \text{opt} \ell/(\ell + 1)\). This proves the last bound for \(\text{opt}\).

Now, by Lemma \([21]\), \(\text{alg}(F) \leq \alpha + (1 - f - m)(1 - \alpha) + m(1 - \alpha)\). Using that \(1 \leq 2\text{opt}\), \((1 - f - m) \leq \text{opt}\) and \(m \leq \text{opt} \ell/(\ell + 1)\), we get \(\text{alg}(F)/\text{opt} \leq (2\ell + 1 + \alpha)/(\ell + 1)\). Among the values of \(\alpha \in (1/2, 1]\) with \((5 - 2\alpha)/(2\alpha - 1)\) integer, the smallest bound occurs when \(\alpha = 3/4\), or equivalently \(\ell = 7\), giving the claimed guarantee (see Figure \([4]\)). \(\square\)

### 4 Improving the algorithm

In the previous section we proved that our Local Search algorithm is a \((63/32)\)-approximation. We will now describe how to refine the analysis and enhance the algorithm so as to obtain the claimed \(1.8704\)-approximation.

#### 4.1 Refining the analysis

We start by building a linear programming formulation that provides a stronger lower bound for \(|\text{OPT}|\). To do so, we partition \(\text{OPT}\) into several subsets (one of them will be \(M\)), assigning a variable to each one of them representing its size, and provide relations and constraints that these sizes should satisfy.
Let $A = A(F)$ and $B = B(F)$ be the internal and border vertices in $V(F)$ respectively. Let $C = V(M)$ and $D = V(C_n) \setminus (A \cup B \cup C)$ so that $A, B, C$ and $D$ partition $[n]$. Let $\text{OPT}_{ij} \subseteq \text{OPT} \setminus M$, where $i, j \in \{A, B, C, D\}$, be the links with an endpoint in $i$ and the other in $j$. Furthermore, denote by $\text{OPT}_{ij}^k$, where $k \in \{M, P, MP, R\}$, the set of links in $\text{OPT}_{ij}$ that cross $M$ (but do not cross any chord for the perimeter $P$), $P$ (but do not cross $M$), both $(MP)$ or none $(R)$ respectively. We get then the partition $\text{OPT} = M \cup \bigcup_{ij,k} \text{OPT}_{ij}^k$. The variable $x_{ij}^k$ will represent $|\text{OPT}_{ij}^k|/n$. We will also define variables $x_A, x_B$ and $x_C$, which denote the number of vertices in $A$ and $B$ and the number of links in $M$ respectively. Let also $\ell_{ij}^k$, for $k \in \{M, MP\}$, be the upper bound (given by Lemmas 22 and 24) on the number of links of $M$ that a link $e \in \text{OPT}_{ij}^k$ could cross. These values only depend on $\alpha$ (and not on $F$). We can then derive the linear program $\text{LP}(n, |V(F)|, \alpha)$ that is described in Figure 5. Notice that $\alpha, |V(F)|$ and all $\ell_{ij}^k = \ell_{ij}^k(\alpha)$ are the only constants in the LP, so its value only depends on $|V(F)|$ and $\alpha$.

A careful analysis of the optimal solution for this formulation provides the following improved bound, please refer to the Appendix for the details. In what follows, we define

$$f_\alpha := \frac{3}{6 + 4 \left[\frac{4 - 3\alpha}{2\alpha - 1}\right] + 2 \left[\frac{2 - 3\alpha}{2\alpha - 1}\right]}.$$ 

Lemma 26. Let $F$ be an $(\alpha, N_{\text{max}})$-critical set with $N_{\text{max}} \geq \left\lceil \frac{\frac{3}{2\alpha - 1}}{3} \right\rceil + 1$. Then, it holds that $\text{alg}(F)/\text{opt} \leq 2 - 2(1 - \alpha)f_\alpha$.

We can now prove a first improvement on the approximation ratio of the Local Search algorithm.

**Theorem 27.** The approximation ratio of the Local Search Algorithm (Algorithm 1) is at most $233/121 \approx 1.92562$.

**Proof.** The expression $f_\alpha$ is an increasing step function of $\alpha$ with jumps and breakpoints on the countably infinite set $\mathcal{A}$ in which $(2 - 3\alpha)/(2\alpha - 1)$ or $(4 - 3\alpha)/(2\alpha - 1)$ are integers. Thus, $(1 - \alpha)f_\alpha$ is the area of the maximal rectangle with base $[\alpha, 1]$ lying below the plot of $f_\alpha$, and our guarantee is $2$ minus twice this area, which is maximized on the point $\alpha^* = 8/11 \in \mathcal{A}$ (see Figure 6).
The first phase of Algorithm 1 stops when

$$\sum_k (2x_{ak}^k + x_{ak}^k + x_{bk}^k + x_{kd}^k) \geq x_A$$

$$\sum_k (x_{ab}^k + 2x_{bd}^k + x_{bc}^k + x_{bd}^k) \geq x_B$$

$$\sum_k (x_{ad}^k + x_{bd}^k + x_{cd}^k + 2x_{dd}^k) \geq n - 2x_M - x_A - x_B$$

$$\sum_{ij}(\ell_{ij}^M x_{ij}^M + \ell_{ij}^P x_{ij}^P) \geq x_M$$

$$x_A + x_B \geq |V(F)|$$

$$2x_M + x_A + x_B \leq n$$

$$x \geq 0$$

$$x_{ik}^k = 0 \text{ for } (ij, k) \in \mathcal{Z}.$$  

The rest of $\ell_{ij}^M$ are equal to 0 and $\mathcal{Z} = \{(aa, M), (aa, MP), (aa, P), (ab, M), (ab, MP), (ac, M), (ac, R), (ad, M), (ad, R), (bb, MP), (cc, P), (cc, MP), (cd, P), (cd, MP), (dd, M), (dd, P), (dd, MP), (dd, R)\}.$

Figure 5: Linear program LP($n, |V(F)|, \alpha$)

### 4.2 A Refined Local Search algorithm

The first phase of Algorithm 1 stops when $F$ is $(\alpha, N_{\max})$-critical. By increasing $\alpha$ a bit at the end of the phase we may be able to find a set $F'$ with larger utility than $F$, achieving a better solution at the end. We can exploit this intuition and obtain a refined Local Search algorithm.

**Algorithm 2** Refined Local Search algorithm

- **Input:** Instance $(C_n, S)$ of cycle VCA. $N_{\max} \in \mathbb{N}$. Array of values $A = \{\alpha_1, \alpha_2, \ldots, \alpha_s, \alpha_{s+1}\}$, where $1/2 < \alpha_1 < \alpha_2 < \cdots < \alpha_s \leq \alpha_{s+1} = 1$,
  1. $F_0 \leftarrow \emptyset$.
  2. for each $i \in [s]$ do
  3. Starting from the current set $F_{i-1}$, run iterations of the first phase of the Local Search algorithm with $\alpha = \alpha_i$ to find an $(\alpha_i, N_{\max})$-critical set $F_i$ containing $F_{i-1}$.
  4. end for
  5. Find a minimal completion $Q$ of $F_s$
  6. Return $(Q, F_s)$.

This allows to prove a generalized version of Lemma 26

**Lemma 28.** Let ALG be the output of the Refined Local Search algorithm for $N_{\max} \geq \lceil \frac{3-2\alpha_s}{2\alpha_s-1} \rceil + 1$, and let $\varepsilon > 0$. It holds that $|\text{ALG}| / |\text{OPT}| \leq 2 - 2 \sum_{i=2}^{s+1} (\alpha_i - \alpha_{i-1}) f_{a_i}$.

**Proof.** Consider the sets $F_0, F_1, \ldots, F_s$ created by the Refined Local Search algorithm and denote $f^i = |F_i|/n$. For every $i \in [s]$, $F_i$ was obtained from $F_{i-1}$ by iteratively adding sets such that the marginal utility of that set is at least $(1 - \alpha_i) \text{ times the number of newly added vertices.}$ We conclude that $U(F_i) - U(F_{i-1}) \geq (1 - \alpha_i)(|V(F_i)| - |V(F_{i-1})|)$. Using that $U(F_0) = 0 = |V(F_0)|$ and $\alpha_s = 1$, we conclude that $U(F_s) \geq \sum_{j=1}^s (1 - \alpha_j)(|V(F_s)| - |V(F_{i-1})|) = n \sum_{j=1}^s (\alpha_j - \alpha_{j-1}) f^j$. 
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Using that $3n = 3n_1 + 3n \sum_{j=1}^{s}(\alpha_{j+1} - \alpha_j)$ and Lemma [19] we get that

$$\frac{|\text{ALG}|}{|\text{OPT}|} \leq -2n + (3n - U(F_s)) \frac{n_{\text{opt}}}{n_{\text{opt}}} \leq 2(-2 + 3\alpha_1) + \sum_{j=1}^{s}(\alpha_{j+1} - \alpha_j) \frac{(3 - f_j)}{n_{\text{opt}}}.$$  

Note that if $f_j \geq f_{\alpha_j}$, then $(3 - f_j)/n_{\text{opt}} \leq (3 - f_{\alpha_j})/n_{\text{opt}} \leq 6 - 2f_{\alpha_j}$. On the other hand, if $f_j \leq f_{\alpha_j}$, then as $f_j = |V(F_j)|/n$ and $F_j$ is $(\alpha_j, N_{\text{max}})$-critical, it is possible to prove that $(3 - f_j)/n_{\text{opt}} \leq 6 - 2f_{\alpha_j}$ (see Lemma [36] for the details).

Using these bounds on the expression for $|\text{ALG}|/|\text{OPT}|$ and that $6 = 6\alpha + 6 \sum_{j=1}^{s}(\alpha_{j+1} - \alpha_j)$ we get,

$$\frac{|\text{ALG}|}{|\text{OPT}|} \leq (6\alpha_1 - 4) + \sum_{j=1}^{s}(\alpha_{j+1} - \alpha_j)(6 - 2f_{\alpha_j}) = 2 - 2 \sum_{j=1}^{s}(\alpha_{j+1} - \alpha_j)f_{\alpha_j}.$$

Now we can conclude our main theorem.

**Proof of Theorem 1.** Recall that $f_\alpha = 3/(6 + 4[(4 - 3\alpha)/(2\alpha - 1)] + 2[(2 - 3\alpha)/(2\alpha - 1)])$ is an increasing step function of $\alpha$ with jumps on the countably infinite set $A$ in which $(2 - 3\alpha)/(2\alpha - 1)$ or $(4 - 3\alpha)/(2\alpha - 1)$ are integers. The function $\sum_{j=1}^{s}(\alpha_{j+1} - \alpha_j)f_{\alpha_j}$ is thus the area of the lower approximation by rectangles whose base are all the intervals $[\alpha_j, \alpha_{j+1}]$, and attains its maximum value $\int_{1/2}^{1} f_{\alpha} da$ by setting the values $\alpha_i$ as the sequence $A$ of breakpoints of $f_\alpha$ (see Figure 6). However, we require to only use finitely many points from $A$; we cannot use points arbitrarily close to $1/2$ as this would require $N_{\text{max}}$ to be arbitrarily large. By properly truncating the sequence, we can achieve in time $n^{O(1/\varepsilon)}$ a guarantee close to $2 - 2 \int_{1/2}^{1} f_{\alpha} da \alpha \leq 1.87032$.

More in detail, we truncate the summation of Lemma [28] to the $k$-th term, obtaining the corresponding value of $\alpha$ by solving $\frac{4 - 3\alpha}{2\alpha - 1} = k$, thus being $\alpha_k = \frac{4 + k}{2k + 3}$. We rewrite $\alpha_k$ as $1/2 + \varepsilon$,
obtaining \( \hat{\varepsilon} = \frac{5}{4k+6} \). As \( f_\alpha \) is an increasing function, we can bound the obtained approximation ratio by

\[
2 - 2 \int_{1/2 + \hat{\varepsilon}}^{1} f_\alpha d\alpha \leq 2 - 2 \int_{1/2}^{1} f_\alpha d\alpha + 2 \int_{1/2}^{1/2 + \hat{\varepsilon}} f_{\alpha_k} d\alpha \leq 1.87032 + 2\hat{\varepsilon}f_{\alpha_k}.
\]

The value \( k \) can be chosen large enough so that the term \( 2\hat{\varepsilon}f_{\alpha_k} \) is small enough, leading to the claimed bound.

Regarding the running time, notice that every iteration of the first phase takes \(|S|^{O(N_{\text{max}})}\), but \(|S| = O(n^2)\) and, for \( \alpha = 1/2 + \varepsilon \), \( N_{\text{max}} \geq [2\frac{1}{\varepsilon} - 1] = O(1/\varepsilon) \). Moreover, we have to repeat this iteration \( (4 - 3(\frac{1}{2} + \varepsilon))/(2(\frac{1}{2} + \varepsilon) - 1) \) times. Therefore, the total running time for the algorithm is \( O(1/\varepsilon)n^{O(1/\varepsilon)} = n^{O(1/\varepsilon)} \).

5 Hardness of Approximation of cycle VCA

In this section we prove that cycle VCA is APX-hard. The following theorem summarizes a hardness result from Gálvez et al. \[14\] in the context of edge-connectivity augmentation, stated in a way that will be useful for our purposes.

**Theorem 29.** \[14\] There exists a constant \( \delta_0 > 0 \) such that it is NP-hard to decide whether an instance of Cycle edge-connectivity augmentation admits a solution of size \( n/2 \), or no feasible solution for the instance has size at most \( (1 + \delta_0)n/2 \).

Using this we can prove that finding arbitrarily good solutions for our problem in polynomial time is hard as well.

**Theorem 30.** There exists a constant \( \delta > 0 \) such that there is no \((1 + \delta)\)-approximation for cycle VCA unless \( P = NP \).

**Proof.** We will show that if \((C_n, S)\) is an instance of Cycle edge-connectivity augmentation, then

1. If \((C_n, S)\) admits a solution of size \( n/2 \), then the same input interpreted as an instance of cycle VCA admits a feasible solution of size \( n/2 \) too; and

2. If \((C_n, S)\) does not admit a feasible solution of size at most \((1 - \delta_0)n/2\), then neither does the same input as an instance of cycle VCA.

The second statement follows directly since 3-vertex-connectivity implies 3-edge connectivity. For the first statement, we will prove that a feasible solution of size \( n/2 \) for Cycle edge-connectivity augmentation actually consists of a single circle component, being then feasible for cycle VCA thanks to Lemma \[9\]. Indeed, if the solution has more than one circle component, no pair of components share border nodes as every node of the cycle is incident to exactly one link, and furthermore one of them has to be contiguous (i.e a circle component \( L \) such that \( V(L) \) is an interval on the cycle). However, in this case it is possible to disconnect the latter component by deleting the two edges of the cycle incident to its border nodes. \( \square \)
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can enumerate the circle-components of \( e \) then described above in the order exactly two border chords such that all of them cross \( \text{Lemma 32.} \)

\[ \text{proven.} \]

\[ \text{The result is straightforward if } \|L^e\| = 1. \] So let us assume that the collection \( L^e \) contains \( k \geq 2 \) circle components. Since all the vertices of a component \( L \in L^e \) (and thus, all the internal and border chords of \( L \)) are completely contained in a zone of every other component \( K \in L^e \setminus \{L\} \) (see Section 2.2 for a definition of the zone graph and related concepts), we know that \( e \) cannot be an internal or a border chord of any \( L \in L^e \). By Lemma 11 (see Section 2.1), \( e \) must then cross a border chord of every component. In fact, if both extremes of \( e \) are outside \( V(L) \) then \( e \) must cross exactly two border chords \( f_L \) and \( g_L \) of \( L \), and if one extreme is in \( V(L) \) and the other is outside, then \( e \) only crosses one border chord \( f_L \) of \( L \). Abusing notation, let \( g_L = f_L \) in this case.

Note that if we draw \( C_n \) in the plane as a circle, and we draw the links as straight line segments, then \( e \) crosses all the border chords in the multiset \( \{f_L, g_L\}_{L \in L^e} \) in certain order. In fact, one can enumerate the circle-components of \( L^e \) as \( L_1, \ldots, L_k \) in such a way that \( e \) crosses the chords described above in the order \( f_{L_1}, g_{L_1}, f_{L_2}, g_{L_2}, \ldots, f_{L_k}, g_{L_k} \), where we may have that for some \( i \), \( g_{L_i} \) is the same as \( f_{L_{i+1}} \). (To be more formal, w.l.o.g. we can assume that one of the endpoints of \( e \) is the vertex \( n \), and the other some vertex \( j \in [n - 1] \). Then all border chords in the list above can be seen as intervals in \([1, n - 1]\) that contains \( j \) and that does not cross each other. Therefore,
they can be sorted by inclusion, yielding the order above. The fact that both border chords of a component appear before both border chords of the next one follows from the fact that every circle component is fully contained in a closed zone of every other in the list.) For every $i \in [k - 1]$, all vertices in $V(L_1 \cup \cdots \cup L_i)$ are in the closed zone defined by the border chord $f_{L_{i+1}}$ of $L_{i+1}$. From here we conclude that $V(L_1 \cup \cdots \cup L_i)$ and $V(L_{i+1})$ may intersect in at most 2 vertices. Therefore, $|V(L_1 \cup \cdots \cup L_{i+1})| \geq |V(L_1 \cup \cdots \cup L_i)| + |V(L_{i+1})| - 2$. Iterating this argument, we obtain $|V(L_1 \cup \cdots \cup V_k)| \geq 2 + \sum_{i=1}^k (|V(L_i)| - 2) = k + 2 + \sum_{i=1}^k (|V(L_i)| - 3)$ as needed.

**Lemma 33.** Let $e$ be a chord in $C_n$, then $e$ crosses at most 1 circle component of $L$.

**Proof.** Let $L_e$ be the circle components in $L$ that cross $e$, $X = \bigcup_{j \in L_e} J$ so that $X \cup \{e\}$ is the unique circle-component created by adjoining $e$ to $F$. Note that if $e$ crosses at least one circle component then $F \cup \{e\}$ is singleton-free.

Suppose first that $|L_e| \geq 3$. By Lemma 32 we have that $|V(X \cup \{e\})| \geq |V(X)| \geq 5 + \sum_{j \in L_e} (|V(J)| - 3)$. Therefore,

$$U(F \cup \{e\}) = -|F \cup \{e\}| + (|V(X \cup \{e\})| - 3) + \sum_{j \in L \setminus L_e} (|V(J)| - 3) \geq -(|F| + 1) + 2 + \sum_{j \in L} (|V(J)| - 3) \geq U(F) + 1.$$ 

Since $e$ connects at most 2 new vertices, $U(F \cup \{e\}) - U(F) \geq 1 \geq |V(F \cup \{e\}) \setminus V(F)|/2 \geq (1 - \alpha)|V(F \cup \{e\}) \setminus V(F)|$, which is not possible since $F$ is $(\alpha, N_{\text{max}})$-critical and $N_{\text{max}} \geq 1$.

Suppose now that $|L_e| = 2$, say $L_e = \{L_1, L_2\}$. Since $L_1$ and $L_2$ do not cross, $|V(L_1) \cap V(L_2)| = 2$ and so $|V(L_1)| + |V(L_2)| - 2 \leq |V(L_1) \cup L_2|$. Then,

$$U(F \cup \{e\}) - U(F) = -1 + (|V(Y)| - 3) - (|V(L_1)| - 3) - (|V(L_2)| - 3) = 2 + |V(\{e\} \cup L_1 \cup L_2)| - |V(L_1)| - |V(L_2)| \geq |V(\{e\} \cup L_1 \cup L_2)| - |V(L_1) \cup L_2|.$$ 

If $e$ has at least one endpoint in $V' = V(C_n) \setminus V(F)$, then the right hand side of the equation above is at least 1, and thus $U(F \cup \{e\}) - U(F) \geq 1 \geq |V(F \cup \{e\}) \setminus V(F)|/2 \geq (1 - \alpha)|V(F \cup \{e\}) \setminus V(F)|$, which is again not possible.

On the other hand, if $|V(F \cup \{e\}) \setminus V(F)| = 0$, we have $U(F \cup \{e\}) - U(F) \geq |V(\{e\} \cup L_1 \cup L_2)| - |V(L_1 \cup L_2)| \geq 0 = (1 - \alpha)|V(F \cup \{e\}) \setminus V(F)|$, which is also not possible.

**Proof of Lemma 31.** We will do this in two steps, first we will analyze all the possible combinations of $ij$, where $i, j \in \{A, B, C, D\}$.

**Step 1: Exhaustive analysis of the variables of the Linear Program**

**Case 1:** $ij = aa$ If a link $e$ with both extremes in $A$ crosses some $m \in M$ or some $p \in P$, then both endpoints of $e$ are in different components and $e$ crosses both. This cannot happen due to Lemma 33. Therefore $\text{OPT}_{M}^{aa} = \text{OPT}_{P}^{P} = \emptyset$.

**Case 2:** $ij = ab$ If a link $e$ with extremes in $A$ and $B$ crosses some link of $M$, then we deduce that both endpoints are in different components and $e$ crosses exactly one of them (it cannot cross two due to Lemma 33). But then $e$ crosses some $p \in P$. We conclude that $\text{OPT}_{ij}^{M} = \emptyset$. But $e$ cannot cross both a link of $M$ and one of $P$, by Lemma 24 with $X(e) = 1$, $V_F(e) = 2$ and $V_M(e) = 0$, we get that $e$ should connect no more than $\lceil \frac{2\alpha}{2\alpha - 1} \rceil < 0$ links of $M$. Therefore, $\text{OPT}_{ij}^{MP} = \emptyset$. 

1
Case 3: $ij = ac$ Any link with extremes in $A$ and $C$ must cross $P$, therefore $\text{OPT}_{ac}^M = \text{OPT}_{ac}^R = 0$. Using Lemma 24 with $X(e) = 1$, $V_F(e) = 1$ and $V_M(e) = 1$, we get that any link in $\text{OPT}_{ac}^{MP}$ connects at most $\ell_{ac}^{MP} := \lceil \frac{2-2\alpha}{2\alpha-1} \rceil$ links of $M$.

Case 4: $ij = ad$ Any link $e$ with extremes in $A$ and $D$ must cross $P$, therefore $\text{OPT}_{ac}^M = \text{OPT}_{ac}^R = 0$. Using Lemma 24 with $X(e) = 1$, $V_F(e) = 1$ and $V_M(e) = 0$, we get that any link in $\text{OPT}_{ac}^{MP}$ connects at most $\ell_{ad}^{MP} = \lceil \frac{2-2\alpha}{2\alpha-1} \rceil$ links of $M$.

Case 5: $ij = bb$ Any link $e$ with both extremes in $B$ cannot cross $M$ and $P$ at the same time, since by Lemma 24 with $X(e) = 1$, $V_F(e) = 2$ and $V_M(e) = 0$, any such link would connect at most $\lceil \frac{1-2\alpha}{2\alpha-1} \rceil < 0$ links of $M$. A link $e$ that only crosses $M$, connects at most $\ell_{bb}^M = \lceil \frac{3-2\alpha}{2\alpha-1} \rceil$ links of $M$, using lemma 24 with $X(e) = 0$, $V_F(e) = 2$ and $V_M(e) = 0$.

Case 6: $ij = bc$ Using Lemma 24 with $X(e) = 0$, $V_F(e) = 1$ and $V_M(e) = 1$, we get that links with extremes in $B$ and $C$ that do not cross $P$ connect at most $\ell_{bc}^M = \lceil \frac{4-2\alpha}{2\alpha-1} \rceil$ links of $M$. And using $X(e) = 1$, $V_F(e) = 1$ and $V_M(e) = 1$ we note that links with extremes in $B$ and $C$ that do cross $P$, connect at most $\ell_{bc}^{MP} = \lceil \frac{2-2\alpha}{2\alpha-1} \rceil$ links of $M$.

Case 7: $ij = bd$ Using Lemma 24 with $X(e) = 0$, $V_F(e) = 1$ and $V_M(e) = 0$, we get that links with extremes in $B$ and $D$ that do not cross $P$, connect at most $\ell_{bd}^M = \lceil \frac{4-2\alpha}{2\alpha-1} \rceil$ links of $M$. And using $X(e) = 1$, $V_F(e) = 1$ and $V_M(e) = 0$ we get that links with extremes in $B$ and $D$ that do cross $P$, connect at most $\ell_{bd}^{MP} = \lceil \frac{2-2\alpha}{2\alpha-1} \rceil$ links of $M$.

Case 8: $ij = cc$ A link with both extremes in $C$ cannot cross $P$ due to Lemma 33. Then $\text{OPT}_{cc}^M = \text{OPT}_{cc}^{MP} = \emptyset$. We also note, using Lemma 24 with $X(e) = 0$, $V_F(e) = 0$ and $V_M(e) = 2$, that these links can connect at most $\ell_{cc}^M = \lceil \frac{3-2\alpha}{2\alpha-1} \rceil$ links of $M$.

Case 9: $ij = cd$ A link with an extreme in $C$ and other in $D$ cannot cross $P$ due to Lemma 33, thus $\text{OPT}_{cd}^M = \text{OPT}_{cd}^{MP} = \emptyset$. We also note, using Lemma 24 with $X(e) = 0$, $V_F(e) = 0$ and $V_M(e) = 1$, that these links can connect at most $\ell_{cd}^M = \lceil \frac{5-2\alpha}{2\alpha-1} \rceil$ links of $M$.

Case 10: $ij = dd$ In this case $\text{OPT}_{dd} = \emptyset$ because if we had such a link we would have added it to the maximal matching $M$.

Step 2: Further simplifications. The LP in its current form is quite cumbersome, so we will further simplify it by fixing some variables to zero and proving that this can be done without changing the optimal value that can be achieved. We call $x^*, x^*_A, x^*_B, x^*_M$ an optimal solution to the LP.

- $x_{cd}^R = 0$: If $x_{cd}^R = \varepsilon > 0$. Then we can define a new solution $(x', x_A', x_B', x_M')$ by setting $x_{cd}^R = x_{cd}^R - \varepsilon$, $x_{cd}^M = x_{cd}^M + \varepsilon$, maintaining feasibility and getting the same objective value.
- $x_{bd}^R = 0$: If $x_{bd}^R = \varepsilon > 0$. Then we can define a new solution $(x', x_A', x_B', x_M')$ by setting $x_{bd}^R = x_{bd}^R - \varepsilon$, $x_{bd}^M = x_{bd}^M + \varepsilon$, maintaining feasibility and getting the same objective value.
- $x_{bc}^R = 0$: If $x_{bc}^R = \varepsilon > 0$. Then we can define a new solution $(x', x_A', x_B', x_M')$ by setting $x_{bc}^R = x_{bc}^R - \varepsilon$, $x_{bc}^M = x_{bc}^M + \varepsilon$, maintaining feasibility and getting the same objective value.
After all these simplifications, we obtain the following LP.

\[
\text{(LP) } \min (x_M + x_{ab}^R + x_{ab}^P + x_{bc}^M + x_{bc}^P + x_{cc}^M + x_{bd}^M + x_{ad}^M + x_{ac}^M + x_{bd}^M + x_{bc}^M + x_{ab}^P + x_{bc}^P + x_{bd}^P + x_{bc}^P)
\]

\[
+ 2x_{ab}^R + x_{ab}^P + x_{ad}^P + x_{bc}^M + x_{bd}^M + x_{cd}^M n - 2x_M - x_A - x_B
\]

\[
+ x_{ab}^P + x_{ad}^P + x_{ac}^P + x_{bc}^P + x_{bd}^P + x_{bc}^P + x_{bd}^P + x_{cd}^P x_M
\]

\[
+ \ell_{bb}^M x_{bb} + \ell_{bc}^M x_{bc} + \ell_{ac}^M x_{ac} + \ell_{cd}^M x_{cd} + \ell_{ad}^M x_{bd} + \ell_{bc}^M x_{bc} + \ell_{ac}^M x_{ac} + \ell_{cd}^M x_{cd} + \ell_{ad}^M x_{bd}
\]

\[
+ \ell_{bc}^M x_{bc} + \ell_{ac}^M x_{ac} + \ell_{cd}^M x_{cd} + \ell_{ad}^M x_{bd}
\]

\[
+ \ell_{bc}^M x_{bc} + \ell_{ac}^M x_{ac} + \ell_{cd}^M x_{cd} + \ell_{ad}^M x_{bd}
\]

\[
x_M \geq x_M
\]

\[
x_A + x_B \geq |V(F)|
\]

\[
2x_M + x_A + x_B \leq n
\]

\[
x, x_A, x_B, x_M \geq 0.
\]

The next observation follows from the fact that the perimeter \(P(F)\) is a set of chords covering all the vertices in \(B(F)\).

**Proposition 34.** \(|P(F)| \geq |B(F)|/2.\)

**Lemma 35.** The assignment \(x_{ij}^k = |\text{OPT}_{ij}^k|\), \(x_A = |A|\), \(x_B = |B|\), \(x_M = |M|\) is a feasible solution for \(\text{LP}(n, |V(F)|, \alpha)\).

**Proof.** The first, second and third constraints hold immediately as \(A\), \(B\) and \(D\) must be covered by links in \(\text{OPT}\), and \(|D| = n - 2|M| - |A| - |B|\). The fourth constraint comes from the fact
that the chords of $P$ need to be crossed by some link of $\text{OPT} \setminus M$, but any link of $\text{OPT} \setminus M$ can cross at most one chord in $P$ due to Lemma 22, hence, the left hand side is at least $|P|$, which, by Proposition 34, is at least $|B|/2$. The fifth constraint follows since all the links of $M$ must be connected to the rest of the solution, but the number of links that a link from $S \setminus F$ can cross is bounded thanks to Lemma 24. The sixth and seventh constraints hold since $|A| + |B| = |V(F)|$ and $2|M| + |A| + |B| = n - |C| \leq n$. □

For $1/2 < \alpha \leq 1$, and $0 \leq x \leq 1$, let

$$
R(\alpha) = 3 + 3\ell_{cd}(\alpha), \quad S(\alpha) = 3 + 2\ell_{bd}(\alpha) + \ell_{ad}(\alpha), \quad T(\alpha) = 3 + 6\ell_{cd}(\alpha), \quad W(x, \alpha) = (R(\alpha) - S(\alpha)x)/T(\alpha), \quad f_{\alpha} = (2R(\alpha) - T(\alpha))/2S(\alpha) = 3/2S(\alpha),
$$

Notice that $W(x, \alpha)$ is decreasing in $\alpha$, and $f_{\alpha}$ is defined so that $W(f_{\alpha}, \alpha) = 1/2$, implying that $\psi_{\alpha}(f_{\alpha}) = 6 - 2f_{\alpha}$. We also observe that $3S(\alpha) - R(\alpha) = 6 + 6\ell_{bd} + 3\ell_{MP} - 3\ell_{cd} \geq 6 + 6\frac{3\alpha}{2\alpha - 1} + 3\frac{3\alpha}{2\alpha - 1} - 3\frac{3\alpha}{2\alpha - 1} = 12\frac{\alpha - 1}{2\alpha - 1} > 0$ for all $\alpha > 1/2$. In particular, the function $\psi_{\alpha}(x)$ satisfies $\psi_{\alpha}'(x) = \frac{T(\alpha)}{(R(\alpha) - S(\alpha)x)^2} (3S(\alpha) - R(\alpha)) \geq 0$, so it is an increasing function. This allows to prove the following and to provide improved approximation guarantees.

**Lemma 36.** Let $F$ be an $(\alpha, N_{\max})$-critical set with $N_{\max} > \ell_{cd}$. Then the optimal value of $LP(n, |V(F)|, \alpha)$ is $\max\{n/2, nW(|V(F)|/n, \alpha)\}$. In particular, this is equal to $n/2$ if and only if $|V(F)|/n \geq f_{\alpha}$.

To do this, we study the dual problem of the LP and then we solve both programs using LP solvers, obtaining feasible points that give the same objective value. The latter fact certifies that the point obtained for the primal is indeed an optimal solution of our problem.

The dual problem of the LP is the following

$$
(D) \quad \max \{y_3(n - |V(F)|) + y_6|V(F)| - y_7n\} \quad \ell_{cd}y_5 \leq 1
$$

$$
2y_1 \leq 1
$$

$$
2y_2 + \ell_{bd}y_5 \leq 1
$$

$$
y_1 + y_3 + 2y_4 \leq 1
$$

$$
y_1 + y_2 + 2y_4 \leq 1
$$

$$
2y_2 + 2y_4 \leq 1
$$

$$
y_2 + y_3 + \ell_{w,b}y_5 \leq 1
$$

$$
y_2 + \ell_{w,b}y_5 \leq 1
$$

$$
y_3 + \ell_{w,m}y_5 \leq 1
$$

$$
y_2 + \ell_{ac}y_5 \leq 1
$$

$$
y_1 + 2y_4 + \ell_{ac}y_5 \leq 1
$$

$$
y_1 + 2y_4 + \ell_{ac}y_5 \leq 1
$$

$$
y_1 + 3y_3 + 2y_4 + \ell_{ad}y_5 \leq 1
$$

$$
y_2 + 3y_3 + 2y_4 + \ell_{ad}y_5 \leq 1
$$

$$
y_2 + 3y_3 + 2y_4 + \ell_{ad}y_5 \leq 1
$$

$$
y_2 - y_4 - y_6 - y_7 \leq 0
$$

$$
y_4 - y_4 - y_6 - y_7 \leq 0
$$

$$
y_1, y_2, y_3, y_4, y_5, y_6, y_7 \geq 0
$$

We observe that any solution that is primal feasible for (LP) is also feasible when we decrease the value of $|V(F)|$. From here we get that the feasible set for (LP) increases as $|V(F)|$ increases, therefore the optimal value of (LP) must be a decreasing function of $|V(F)|$.

The behavior of LP depends on whether $|V(F)|$ is in $I_1 = \left[0, \frac{3n}{2\ell_{ad} + 4\ell_{bd} + 6}\right]$ or in $I_2 = \left[\frac{3n}{2\ell_{ad} + 4\ell_{bd} + 6}, n\right]$. The form of the solution also depends on whether $\alpha \in [1/2, 2/3]$ or $\alpha > 2/3$. 24
We describe some optimal primal and dual solutions for the case in which $|V(F)| \in I_1$. It is easy to check that they are feasible and that their common LP value is equal to

$$\frac{(3 + 3\ell_{cd}^M)n - (3 + 2\ell_{bd}^M + \ell_{ad}^M)|V(F)|}{3 + 6\ell_{cd}^M}.$$ 

Note that when $|V(F)|$ is at the right extreme of $I_1$, the LP value above equals $n/2$. Therefore, if $|V(F)| \in I_2$, then the optimal value of LP must be at most $n/2$. In the second column of Table 2, we show an assignment of value $n/2$, that is dual feasible for $|V(F)| \in I_1 \cup I_2$. Using that the primal value is always larger than the value of any dual feasible solution, we conclude that for $|V(F)| \in I_2$, (LP) has value exactly $n/2$, completing the proof of the lemma.

Proof of Lemma 26. By Lemma 21, it holds that $\text{alg}(F) \leq (1 - \alpha)(3 - f) + 3\alpha - 2$. Using the bound from the LP, Lemma 36, that $\Psi_\alpha(\cdot)$ is increasing and that $2\alpha \geq 1$, we get for $f \leq f_\alpha$,

$$\frac{\text{alg}(F)}{\text{opt}} \leq (1 - \alpha)\Psi_\alpha(f) + \frac{(3\alpha - 2)}{\text{opt}} \leq (1 - \alpha)\Psi_\alpha(f_\alpha) + 2(3\alpha - 2) = 2 - 2(1 - \alpha)f_\alpha.$$ 

On the other hand, if $f \geq f_\alpha$, then $\frac{\text{alg}(F)}{\text{opt}} \leq 2\text{alg}(F) \leq 2 - 2(1 - \alpha)f_\alpha$. 

| Variable | optimal assignment for $I_1(\alpha > 2/3)$ | optimal assignment for $I_1(\alpha \leq 2/3)$ |
|----------|------------------------------------------|------------------------------------------|
| $x_A$    | $\frac{1}{3}|V(F)|$                      | $\frac{1}{3}|V(F)|$                      |
| $x_B$    | $\frac{2}{3}|V(F)|$                      | $\frac{2}{3}|V(F)|$                      |
| $x_M$    | $x_M^{(1)}$                              | $x_M^{(1)}$                              |
| $x_{MP}$ | $\frac{1}{3}|V(F)|$                      | $\frac{1}{3}|V(F)|$                      |
| $x_{ad}$ | 0                                        | 0                                        |
| $x_{bd}$ | $\frac{2}{3}|V(F)|$                      | $\frac{2}{3}|V(F)|$                      |
| $x_{cd}$ | $x_{cd}^{M(1)}$                          | $x_{cd}^{M(1)}$                          |
| Other    | 0                                        | 0                                        |

Table 1: An optimal solution of the LP as a function of $|V(F)|$, where we denote $X_M^{(1)} = \frac{3\ell_{cd}^M n + (\ell_{ad}^M + 2\ell_{bd}^M - 6\ell_{cd}^M)|V(F)|}{3 + 6\ell_{cd}^M}$, and $x_{cd}^{M(1)} = \frac{3n - |V(F)|}{3 + 6\ell_{cd}^M} - \frac{2 \ell_{ad}^M + 4 \ell_{bd}^M + 6}{3 + 6\ell_{cd}^M}$.
| Variable | optimal assignment for $|V(F)| \in I_1$ | feasible assignment for $|V(F)| \in I_1 \cup I_2$ |
|----------|---------------------------------|------------------|
| $y_1$    | $\frac{3\ell_{cd} - 2\ell_{bd} - \ell_{MP}}{3(2\ell_{cd} + 1)}$ | 1/2 |
| $y_2$    | $\frac{\ell_{Mcd} - \ell_{bd}}{2\ell_{cd} + 1}$ | 1/2 |
| $y_3$    | $\frac{\ell_{Mcd} + 1}{2\ell_{cd} + 1}$ | 1/2 |
| $y_4$    | $\frac{\ell_{bd} - \ell_{MP}}{3(2\ell_{cd} + 1)}$ | 0 |
| $y_5$    | $\frac{1}{2\ell_{cd} + 1}$ | 0 |
| $y_6$    | $\frac{3\ell_{cd} - 2\ell_{bd} - \ell_{MP}}{3(2\ell_{cd} + 1)}$ | 1/2 |
| $y_7$    | 0 | 0 |

Table 2: Optimal solution of the dual problem