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Abstract—This paper proposes a synthetic statistical top-down MIMO power line communications channel model based on a pure phenomenological approach. The basic idea consists of directly synthesizing the experimental channel statistical properties to obtain an extremely compact model that requires a small set of parameters. The model is derived from the analysis of the in-home 2 × 3 MIMO PLC channel data set obtained by the ETSI Specialist Task Force 410 measurement campaign in the band 1.8–100 MHz. The challenge of modeling the channel statistical correlation, exhibited among the frequencies and between the MIMO modes, in compact form is tackled and it is shown that a small set of parameters can be used to reconstruct such a correlation behavior. The model is validated and compared to the measured channels, showing a good agreement in terms of average channel gain, root-mean-square delay spread, coherence bandwidth, and channel capacity distribution.
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I. INTRODUCTION

RECENTLY, the exploitation of multiple-input multiple-output (MIMO) transmission techniques has become of great interest to support the massive demand for high-speed data services in communication networks. Although MIMO techniques have been extensively investigated within the wireless (radio) scenario, they have been only recently analyzed in the context of power line communications (PLC). In practice, when an electric power distribution network deploys multiple conductors, PLC can exploit MIMO transmission by injecting and receiving signals among the multiple wires connecting the nodes [1]. This is the case, for instance, of in-home low voltage (LV) power distribution networks that deploy three conductors: the phase, the neutral and the protective earth wires. The recent Home Plug AV2 system [2] and the ITU G.hn standard [3] have adopted MIMO transmission together with a bandwidth extension (from 2 to 86 MHz), precoding, parameters adaptation and a number of advanced techniques at the MAC layer that enable high data rates in excess of 1 Gbps of peak rate. This impressive performance level stimulates the interest in PLC solutions, their evolution and their application from in-home networking to smart grid applications [4].

In order to develop algorithms and assess performance, it is very important to characterize and model the MIMO PLC channel. Single-input single-output (SISO) PLC channel modeling is a rather more established area of research than MIMO PLC channel modeling [4, Ch. 2]. Essentially, two different approaches can be followed: a deterministic approach, which assumes a specific network topology, and a statistical approach, where some variability is introduced to produce random channel realizations. The statistical method is more suitable for a comprehensive model since it statistically emulates the variability encountered within a certain scenario. Contrariwise, a deterministic method well represents a specific configuration, but with a poor overall representativeness. Both these approaches can then be specialized into a bottom-up or a top-down methodology.

The bottom-up methodology has a tight connection with the physical propagation effects, enabling a faithful emulation of an individual channel frequency response (CFR) by exploiting the transmission line theory. Its application requires a full network topology knowledge in terms of cable characteristics, layout, connection lengths and loads, resulting into a considerable computational effort. An example of a bottom-up deterministic SISO PLC channel model can be found in [6]. A statistical bottom-up channel model can then be obtained by using a random topology model as shown in [7].

Contrariwise, the top-down methodology uses an analytic function, whose parameters are chosen to fit an actual channel measurement in an empirical way. The top-down approach facilitates the statistical extension with respect to (w.r.t.) the bottom-up approach. One of the first and well-known top-down approaches was discussed in [8], where the CFR was modeled taking into account the multipath signal propagation and the cable losses. Later, it was shown that, by introducing variability in some parameters of the fitting function, the model in [8] can be statistically extended [9].

Although much effort has been spent in providing faithful SISO models, summarized in [4] Ch. 2, only few proposals have been made to define a general MIMO PLC channel model so far. This is also due to the fact that MIMO PLC channel measurement and characterization has started only recently. The most comprehensive in-home measurement campaign has been conducted by the European Telecommunication Standards Institute (ETSI) Specialist Task Force 410 (STF-410) [10], [11] in 2012. A first work that extends the SISO bottom-up model in [7] to the MIMO case by using multi-conductor transmission line theory based on a large measurement database was described in [12]. Very recent improvements have been proposed in [13]. Conversely, a first attempt to model the MIMO PLC channel impulse response via a top-down approach was detailed in [14], while another frequency domain model was proposed in [11] Ch. 5 and recently improved in [15]. These MIMO models start from an analytic fitting function similar to that proposed in [8] and then
they render some parameters random similarly to the SISO approach in [9].

The main contribution of this paper is to show that a synthetic top-down approach, based on a pure phenomenological philosophy, can be followed to provide a simple model that is statistically representative of a real wideband MIMO PLC environment. Due to the model baseline methodology, it can be potentially applied to other communication scenarios, since it is not connected to any physical assumption or propagation phenomena. Furthermore, its underlying concept significantly differs from what has been already proposed in the literature. Indeed, differently from the typically more complex transmission line bottom-up methods, e.g. [13], or the conventional top-down approaches that use a fitting function related to some physical assumptions, e.g. [15], the proposed statistical model is purely phenomenological and directly synthesizes the MIMO CFR and its statistical properties. For this reason, an initial characterization part is fundamental to first assess the MIMO channel properties and then show how to reproduce them by using a reduced set of parameters. This is done by considering all the measurements of a specific database, obtained from the in-home measurement campaign in the band 1.8–100 MHz, carried out by the ETSI STF-410 [10, 11].

The model is named “synthetic” since this terminology encompasses two meanings, namely “artificial”, i.e. obtained from synthesis without physical assumptions (phenomenological), and “compact”, since the model adopts a small number of parameters. The theoretical formulation resembles the top-down strategy that we presented in [16] Sec. 3.1] for the in-home MIMO channel, but it is extended to the far more complex MIMO scenario. Moreover, the proposed model adopts a completely new strategy to take into account both the frequency and the MIMO ports (or modes) correlation, represented by the MIMO statistical covariance matrix. In particular, the proposed synthetic model implementation strategy is able to reconstruct the overall MIMO matrix by using a significantly reduced number of parameters. Conversely, the method based on the MIMO extension of [16], despite its theoretical simplicity, must have available all the matrix coefficients and adopts a different and more complex strategy for the phase generation. This is why it is referred to as not-fully synthetic in the rest of the paper.

The model philosophy is first introduced in Section [III]. The experimental data is analyzed in Section [III] enabling the derivation of the channel properties, such as the statistical behavior and the exhibited statistical correlation among the frequencies and between the MIMO modes. Then, the synthetic modeling strategy, which uses a reduced set of parameters to reconstruct the MIMO PLC channel characteristics, is detailed and justified by the experimental evidence in Section [IV]. This description guarantees the methodology replicability. The results are validated in Section [V] by showing that the proposed statistical model is capable to replicate the measured channels in terms of statistical metrics, i.e. average channel gain (ACG), root-mean-square delay spread (RMS-DS), and coherence bandwidth (CB) [17], as well as in terms of MIMO modes correlation measured by the condition number \( \sigma \) [13].

The channel capacity distribution (or maximum achievable rate according to Shannon’s definition) is also considered as a further benchmarking tool. All the mentioned quantities have been computed considering the overall measurements database. A comparison with the not-fully synthetic procedure, as well as with the results provided by the synthetic strategy, when considering a reduced set of MIMO modes, is also performed within this section. Finally, the conclusions follow in Section [VI].

II. MODEL PHILOSOPHY

Most of the proposed top-down channel models, e.g. [8], are based on an analytic function that represents some physical phenomena, such as the multipath propagation due to the several branches and load mismatches that cause multiple signal reflections in a PLC network. Similarly, the model presented in [15] is based on the theoretical formulation provided in [8]. Therefore, some physical assumptions are made, resulting into a hybrid top-down and bottom-up model. Contrariwise, the basic idea underlying the proposed model is fully phenomenological and focuses on a pure top-down procedure.

To start, the generic SISO CFR at frequency \( f \), namely \( H(f) \), is a complex number that can be expressed in amplitude \( A(f) \) and phase \( \varphi(f) \), i.e. \( H(f) = A(f) e^{i\varphi(f)} \). In order to simplify the discussion, the CFR in dB scale, namely \( H_{AB}(f) = 20 \log_{10} H(f) \), is considered, yielding

\[
H_{AB}(f) = A_{AB}(f) + iK\varphi(f),
\]

where the real part \( A_{AB}(f) = 20 \log_{10} |H(f)| \) is the amplitude in dB scale, while the imaginary part is still the phase in radians multiplied by the constant value \( K = 20 \log_{10} e \).

In practice, when considering a PLC scenario, the quantity \( H(f) \) changes depending on the considered network topology and the specific pair of nodes, e.g., outlets in a home network. Thus, from a statistical perspective, \( H(f) \) can be modeled as a random variable (RV), while the ensemble of all the available \( N_f \) frequency samples can be grouped into a channel vector of \( N_f \) RVs. Similarly, a general MIMO channel can be represented by a three-dimensional (3D) matrix \( H \) of RVs with dimensions \( N_R \times N_T \times N_f \), where \( N_R, N_T \) are the number of receiving and transmitting ports, respectively.

It follows that a MIMO PLC channel is completely described by an equivalent 3D matrix of RVs characterized by certain statistics and relationships. Therefore, a typical communication scenario can be emulated by generating a set of simulated channels having a statistical behavior and, in particular, a frequency and MIMO modes correlation that are equivalent to those derived from experimental data. Hence, to provide an effective channel emulator, real data must be analyzed to propose a replicable modeling approach, possibly with a reduced set of parameters. This is the subject of the next sections.

The proposed model considers the marginal distribution of the CFR, i.e. the distribution function of the amplitude and phase, as well as the their statistical correlation between the different MIMO modes and among the different frequencies. However, as it will be clarified in Section [III], the CFR amplitude and phase can be approximated as independent. Thus,
their marginal distribution and statistical auto-correlation are sufficient to provide an order two statistics of the channel.

In order to obtain such statistics from real data and to simplify the modeling procedure, the 3D matrix $\mathbf{H}$ is reshaped into a vector $\mathbf{H}$ of size $M = N_R \cdot N_T \cdot N_f$. Thus, the first $N_f$ elements concern all the frequency samples of the first receiving and transmitting port. The second $N_f$ elements correspond to the frequencies of the second receiving port and the first transmitting port, and so on for all the $N_R$ receiving ports. Afterwards, all the other $N_T$ transmitting modes are considered accordingly. Hence, the 3D matrix $\mathbf{H}$ is reshaped as

$$\mathbf{H} = [H_{1,1}(f), \ldots, H_{1,N_R}(f), H_{2,1}(f), \ldots, H_{N_T,N_R}(f)]^T,$$

where $\{\cdot\}^T$ denotes the transpose operator, while $H_{i,j}(f)$ is the row vector of RVs associated to the frequency samples vector $f$ for the CFR between the $i$-th transmitting and the $j$-th receiving ports.

The statistical covariance matrix, of size $M \times M$, of the reshaped vector $\mathbf{H}$ is given by

$$\mathbf{Q}(p, q) = E \left[ (\overline{H}_{i,j}(n) - \eta_{i,j}(n)) (\overline{H}_{\ell,r}(m) - \eta_{\ell,r}(m))^\ast \right],$$

where $\{\cdot\}^\ast$ is the complex conjugate operator and $E[\cdot]$ is the expectation operator w.r.t. the overall set of realizations. Instead, $\overline{H}_{i,j}(n)$ is the CFR between the $i$-th transmitter and the $j$-th receiver port at the $n$-th frequency sample, with $i = 1, \ldots, N_T$, $j = 1, \ldots, N_R$ and $n = 1, \ldots, N_f$. The quantity $\eta_{i,j}(n) = E[\overline{H}_{i,j}(n)]$ is the corresponding average value. Moreover, $p$ and $q$ are the row and column indexes of $\mathbf{Q}$ that, according to the previously described reshaping method, are function of $(n, i, j)$ and $(m, \ell, r)$, respectively. In particular, the row index is given by $p = (i-1)N_RN_f + (j-1)N_f + n$, and the same applies to the column index $q$ for the values $m$, $\ell$ and $r$.

In the following, the normalized covariance matrix $\mathbf{R}(p, q) = \mathbf{Q}(p, q)/\sqrt{\sigma_p \sigma_q}$ is also considered. It is computed as the covariance matrix in (3) normalized by the product of the related RVs standard deviation, i.e. $\sigma_p$ and $\sigma_q$. Each element of $\mathbf{R}$ ranges from 0 (no correlation) to 1 (fully correlated) and thus it is equivalent to the Pearson correlation coefficient [13]. Hence, each coefficient of the matrix $\mathbf{R}$ represents the correlation degree among the corresponding frequency samples and between the different transmitting and receiving ports (MIMO modes correlation).

By exploiting (1) and (3), the covariance matrix, of size $M \times M$, of the CFR in dB can be obtained as

$$\mathbf{Q}_{H_{AB}} = \mathbf{Q}_{A_{dB}} + K^2 \mathbf{Q}_{\varphi} + iK \left[ \mathbf{Q}_{A_{dB},\varphi}^T - \mathbf{Q}_{A_{dB},\varphi} \right],$$

where $\mathbf{Q}_{A_{dB},\varphi}$ is the covariance matrix between the amplitude (in dB scale) and the phase, while $\mathbf{Q}_{A_{dB}}$ and $\mathbf{Q}_{\varphi}$ are the autocovariance matrices of the amplitude in dB and the phase, respectively. Obviously, in this case, the amplitude and the phase are vectors reshaped as in (2), equivalently to the CFR vector $\mathbf{H}$.

As it can be noted, the real part of $\mathbf{Q}_{H_{AB}}$ depends only on the amplitude and phase auto-covariance matrices, while the imaginary part is a function of the mutual covariance matrix, as discussed in [19]. The knowledge of the covariance matrices $\mathbf{Q}_{H_{dB}}$, $\mathbf{Q}_{A_{dB}}$, $\mathbf{Q}_{\varphi}$ and $\mathbf{Q}_{A_{dB},\varphi}$ provide information about the joint distribution function of the CFR amplitude and phase, which gives a second order characterization of the channel in a certain frequency range, as detailed in [19]. Hence, according to the above formulation, only the amplitude and phase properties need to be assessed and reproduced to obtain the desired behavior, providing an extremely compact procedure, named synthetic modeling strategy.

### III. Experimental Evidence

In this section, a database of MIMO PLC in-home experimental CFRs is considered to obtain the statistics needed by the model, whose basic elements were described in the previous section. The MIMO in-home channel scenario has relevant application value. The measurements are briefly discussed first, assessing the main statistical properties and the relationships required for the generation process. This analysis highlights several properties that enable further simplifications to the general model, as detailed in Section IV.

#### A. Measurement Campaign

The database of experimental channels collected during the measurement campaign across Europe by the ETSI STF-410 [10] is herein evaluated. The database consists of 353 MIMO CFRs with 1588 samples in the extended 1.8–100 MHz frequency range measured via a vector network analyzer. The in-home LV power distribution networks herein considered deploy three wires, two for the power supply, namely the phase (P) and the neutral (N), and one for protection in case of an insulation fault, i.e. the protective earth (E). PLC modems can instantiate MIMO communication as follows [11]. At the transmitter side a differential $\Delta$-style transmission can be implemented by signaling among a pair of wires. At the receiver side, instead, the signal can be observed between each wire and a reference plane in a star-style configuration. Beyond the three standard star-style receiving modes, an additional mode, named common mode (CM), can be extracted [10]. Due to Kirchhoff’s law, only two out of three transmitting voltages are linearly independent. The third is a linear combination of the other two. Thus, only two signals can be injected. The same thing applies at the receiver, i.e., among the four acquired signals, only three are linearly independent (see [10] for details). Hence, the $2 \times 3$ MIMO channel that includes the PN and PE $\Delta$-style transmitting ports and the P, N, and CM star-style receiving ports, is considered in the following.

#### B. MIMO Channel Properties

From the analysis of the measurements in [10], the following properties have been found. The amplitude of $H(f)$ is lognormally distributed, hence $A_{dB}(f)$ is normally distributed, while the phase is uniformly distributed in $[-\pi, \pi]$, at any frequency and for each individual transmitting-receiving mode combination. This confirms the findings about SISO channels in [20] and in [17]. In particular, the mean $\mu_{A_{dB}}$ and the
In particular, the overall normalized covariance matrix of MIMO channel measurements have been assessed. The corresponding robust fit is also shown.

The standard deviation behavior, instead, is characterized by a slightly increasing profile and it is more spread among the different mode combinations. The lowest standard deviation ($\sigma_{A_{dB}}$) for the best normal fit of the CFR amplitudes in dB are reported in Fig. 1 as a function of frequency and for all the considered transmitter-receiver mode combinations in the 1.8–100 MHz band.

It can be noted as the mean exhibits approximately the same decreasing profile along frequency for all the different transmitting-receiving mode combinations. Only the $\mu_{A_{dB}}$ value related to the PN$\Rightarrow$CM mode exhibits a slightly different trend, since it assumes lower values, especially at low frequencies. Thus, all the combinations can be approximated with a unique robust regression fit profile corresponding to the average trend. The robust fit coefficients for the mean profile are listed in Table I.

The standard deviation behavior, instead, is characterized by a slightly increasing profile and it is more spread among the different mode combinations. The lowest $\sigma_{A_{dB}}$ profiles are obtained for the combinations with the CM configuration at the receiver side. Hence, two different robust fit trends can be identified, namely one for the modes that do not consider the CM (labeled with w/o CM) and one for the modes that consider only the combinations with the CM (CM only). The robust fit coefficients for the standard deviation profiles are listed in Table I.

Furthermore, the correlation properties of the considered database of MIMO channel measurements have been assessed. In particular, the overall normalized covariance matrix $R_{H_{dB}}$ of the reshaped channel vector $\hat{H}_{dB}$, obtained as described in Section III-A as well as the normalized covariance matrix between the amplitude (in dB scale) and the phase of $\hat{H}$, i.e. $R_{A_{dB},\phi}$, are computed by considering the overall measurements database discussed in Section III-A. The former is approximately a real quantity, since the imaginary part shows a maximum value of 0.29 and an average value of 0.033, with only the 0.02 % of coefficients exceeding 0.2, which is assumed sufficiently low to be neglected. This means that the imaginary part of $R_{H_{dB}}$, expressed as in (4), is nearly zero. The normalized covariance matrix $R_{A_{dB},\phi}$, instead, has a maximum and average value of 0.41 and 0.046, respectively. Despite some high values, only the 0.3 % of them exceed the quantity of 0.2, indicating that the relationship between the amplitude in dB and the phase can be neglected. Therefore, $A_{dB}$ and $\phi$ can be assumed as uncorrelated and are treated as independent in order to further simplify the modeling process. Thus, from the experimental evidence, they can be independently generated according to the corresponding statistical distribution and with the proper correlation level, as it will be clarified in the next section.

The absolute value of the amplitude (in dB) normalized covariance matrix $R_{A_{dB}}$ is depicted in Fig. 2. It can be noted as $R_{A_{dB}}$ is a block matrix, where each block is referred to as $R_{A_{dB}}^{ij}$ with $i,j = 1,\ldots,6$ being the indexes of the considered mode combination. Each distinct point of a specific block refers to the correlation coefficient among the CFRs at two given frequencies associated to the $(i,j)$ transmitting-receiving mode pairs. For example, the main diagonal blocks refer to the frequency correlation matrix of the same transmitting-receiving mode pair. Contrariwise, the out-of-diagonal blocks concern all the possible mode cross-combinations. Moreover, the block matrix depicted in Fig. 2 is symmetric by definition.

The matrix consists of 36 blocks, with dimension $N_f \times N_f$ and $N_f = 1588$, corresponding to all the possible combinations of transmitting and receiving mode pairs. Since the $2 \times 3$ MIMO channel is considered, the number of possible pairs is 6, leading to the 36 combinations. A high correlation

| Parameter | slope (dB/GHz) | $y$-intercept (dB) |
|-----------|----------------|--------------------|
| $\mu_{A_{dB}}$ (unique) | $-184.68$ | $-42.44$ |
| $\sigma_{A_{dB}}$ (w/o CM) | $20.86$ | $15.41$ |
| $\sigma_{A_{dB}}$ (CM only) | $27.80$ | $9.64$ |

Fig. 1. Mean (a) and standard deviation (b) along frequency for the best normal fit of the measured amplitudes in dB scale for all the considered transmitter-receiver combinations. The corresponding robust fit is also shown.

Fig. 2. Amplitude (in dB) normalized covariance matrix of the MIMO CFR measurements for all the considered transmitter-receiver mode combinations. Each depicted block identifies the frequency correlation exhibited among the corresponding modes pair.

### Table I

| Parameter | slope (dB/GHz) | $y$-intercept (dB) |
|-----------|----------------|--------------------|
| $\mu_{A_{dB}}$ (unique) | $-184.68$ | $-42.44$ |
| $\sigma_{A_{dB}}$ (w/o CM) | $20.86$ | $15.41$ |
| $\sigma_{A_{dB}}$ (CM only) | $27.80$ | $9.64$ |
level can be noticed almost everywhere, with lower values for low frequencies, especially for the combinations with the CM. This correlation behavior is due to the cross-talk phenomenon, which becomes prominent at high frequencies.

Concerning the phase, the absolute value of the normalized covariance matrix $R_x$ is depicted in Fig. 3. Obviously, the matrix is structured as the amplitude normalized covariance matrix in Fig. 2. However, in this case, high correlation values are noticeable only in proximity of the main diagonal, with some minor values on the main diagonal of the out-of-diagonal blocks. This is due to the large amount of branches that characterize a typical indoor PLC network topology, which cause multipath propagation. The resulting signal replicas combine at the receiver leading to uniformly and uncorrelated CFR phase values between distinct frequencies and regardless the considered MIMO modes combination, also due to the high considered frequencies. Thus, only the matrix $R_{A,\phi}$ significantly contributes to the overall covariance matrix. However, the high $R_{\phi}$ values noticeable on the main diagonal of the out-of-diagonal blocks suggest a strong correlation among the phase values of the different MIMO modes at the same frequency. This relationship is exploited as discussed in Section IV-B.

In the following, it will be shown that both matrices are needed in the not-fully synthetic modeling approach. Instead, in the completely synthetic approach the amplitude covariance matrix is synthesized with a small set of parameters, while the phase covariance matrix is not needed.

### IV. Synthetic Modeling Strategy

This section details the procedure adopted to generate a set of simulated channels that show the same statistical properties of the actual measurements described in Section III-B. The aim is to propose a practical implementation of the theoretical model discussed in Section III. The proposed synthetic modeling strategy is then validated via numerical results by comparing simulated and experimental channels in terms of the main statistical metrics and channel capacity, i.e. the maximum achievable rate defined by Shannon.

A first direct procedure, named not-fully synthetic, that can be used for the numerical channel generation is based on the strategy discussed in [16 Sec. 3.1.1] for the SISO case. As detailed, amplitude and phase are independently generated. Concerning the amplitudes (in dB scale), an equivalent set of independent normal RVs is generated and then correlated according to the experimental covariance matrix via a simple multiplication. The strategy for the phase generation is a bit more complicated due to its uniform statistics. However, exploiting the Pearson (linear correlation) and Spearman (rank correlation) relationship, as detailed in [16 Sec. 3.1.1], an equivalent set of uniform correlated RVs can be obtained. Although this strategy is straightforward, the experimental amplitude and phase covariance matrices need to be known. Hence, a very large number of coefficients (equal to $36 \times 1588^2 = 90,782,784$ in our case) must be provided in order to enable the model implementation. To overcome this issue, a fully synthetic strategy is proposed in the following, which allows to reduce the parameters as well as the implementation replicability. The amplitude and the phase generation procedures are separately considered since, in practice, they are independently generated.

#### A. Amplitude Generation Procedure

As discussed in Section III-B, the CFR amplitudes are log-normally distributed, i.e. the dB version exhibits a normal distribution. The generation of a 3D $N_R \times N_T \times N_f$ MIMO matrix $A_{dB}$ with correlated normal entries is a quite easy process. According to the procedure briefly discussed in [16 Sec. 3.1.1] for the SISO case, a vector of normally distributed and independent RVs with zero mean and unit variance is considered first, i.e. the vector $N \sim N(0, 1)$ of size $M$. Then, the vector of normal and correlated RVs is computed as [21]

$$\tilde{A}_{dB} = Q_{A_{dB}}^{1/2} N + \mu_{A_{dB}},$$

where $\{\cdot\}^{1/2}$ stands for the square root and $\mu_{A_{dB}} = E[\tilde{A}_{dB}]$ identifies the vector whose entries are the amplitude mean parameter profiles depicted in Fig. 1h. The amplitude covariance matrix $Q_{A_{dB}}$ is also obtained experimentally as discussed in Section III. Finally, the desired 3D MIMO amplitude matrix $A_{dB}$ can be easily reconstructed by reshaping the amplitudes vector $\tilde{A}_{dB}$.

In order to limit the information amount needed for the implementation, the following procedure is proposed. It uses approximated, yet analytic, profiles for the mean, variance and covariance matrix.
one for the mode combinations that do not consider the CM and one for the combinations with the CM only.

Also the MIMO amplitude covariance matrix \( Q_{AB} \) of size \( M \times M \) can be approximated. Indeed, although not immediately apparent and rather challenging to be identified, an analytic method to reconstruct the covariance matrix with few parameters can be used. The simplification method considers the corresponding normalized covariance matrix \( R_{AB} \) depicted in Fig. 2. As intuition suggests, each out-of-diagonal block of size \( N_f \times N_f \), which represents the mutual correlation among the considered modes, must be somehow related to the corresponding diagonal blocks that show the auto-correlation of each considered mode combination. This is confirmed by the experimental analysis that shows as the out-of-diagonal block in position \((i, j)\), i.e. \( R_{AB}^{i,j} \), where \( i, j = 1, ... , 6 \) stand for the corresponding transmitting and receiving mode combinations, is approximately related to the corresponding diagonal blocks in position \((i, i)\) and \((j, j)\) according to

\[
R_{AB}^{i,j} = \frac{R_{AB}^{i,i} R_{AB}^{j,j} / N_f + R_{AB}^{i,j} \odot R_{AB}^{j,i}}{2}, \quad (6)
\]

where \( \odot \) denotes the Hadamard product, while the apex \( \{ \cdot \}^{i,j} \) refers to the considered modes combination, or block position.

The result above can be motivated from the findings in Section III-B and examining the matrix in Fig. 2. Firstly, the MIMO amplitudes covariance matrix is symmetric. Then, also the blocks on the main diagonal must be symmetric. However, the individual out-of-diagonal blocks in the lower (or upper) triangular part of the overall matrix are no more symmetric and all their coefficients need to be specified. It has been observed that the out-of-diagonal blocks can be well approximated via the average of the two terms appearing in the numerator of (6). The first term is the matrix product among the corresponding diagonal blocks, divided by the number of rows (or columns) in a block, i.e. \( N_f \). Hence, each element of the resulting matrix is the average of the corresponding row-by-column products of the two considered diagonal blocks. However, this first quantity misses to consider the high correlation values noticeable in the proximity of the main diagonal of each block. Thus, the second quantity in (6) is considered and consists of the Hadamard product among the corresponding diagonal blocks.

In summary, all the points in the lower (or upper) triangular part of the overall matrix \( R_{AB} \), namely \((6/2 + 15)N_f^2\) points, can be reconstructed from the lower (or upper) triangular part of the corresponding diagonal blocks, having a total of \( 3N_f^2 \) points. Thus, the number of required coefficients is reduced by 6 times. Then, the covariance matrix \( Q_{AB} \), required for the amplitudes generation process according to (5), is computed from \( R_{AB} \) as

\[
Q_{AB} = R_{AB} \odot (\sigma_{AB} \sigma_{AB}^T), \quad (7)
\]

where the approximated standard deviation profiles of the different mode combinations reported in Fig. 1 are grouped in an unique mode vector \( \sigma_{AB} \), similarly to the vector of mean profiles \( \mu_{AB} \).

A further simplification is obtained by providing a method to reconstruct the diagonal blocks that represent the frequency correlation for a given modes combination. Strictly speaking, the correlation of the CFR at two frequencies does not depend only on the lag between frequencies (which corresponds to an unstationary CFR), as it can be noted in Fig. 2. However, it has been observed that a good approximation still holds if each diagonal block is approximated by a matrix that depends on the frequency lag only, resulting in a diagonally striped matrix (Toeplitz matrix). Each stripe has a constant value given by the average of the corresponding out-of-diagonal elements of the considered experimental MIMO matrix diagonal block. The anti-diagonal profile for each approximated diagonal block is depicted in Fig. 4 as a function of the frequency lag.

Similarly to the standard deviation, two different anti-diagonal profiles can be identified, depending on whether the CM is considered or not. The two families of trends are averaged and approximated through a fitting equation that exhibits a power frequency dependence according to the relation

\[
y(f) = af^b + c, \quad (8)
\]

where \( a, b \) and \( c \) are constant coefficients, while \( y(f) \) identifies the anti-diagonal profile along frequency. The coefficients for both the profiles, referred to as power fits, are listed in Table II.

![Fig. 4. Anti-diagonal profiles for each diagonal block related to the different MIMO transmitter-receiver combinations. The power fit is also depicted.](image)

| Combinations | Type | \( a \) | \( b \) | \( c \) |
|--------------|------|--------|--------|--------|
| w/o CM       | Power | 0.133 \times 10^6 | -0.906 | 0.731 |
| CM only      | Power | 1.679 \times 10^6 | -1.040 | 0.501 |
|              | Exp.  | -0.022 | 0.031 \times 10^{-6} | 0.072 |

Since one of the most common statistical metrics that characterizes the channel, namely the CB at level 0.9, is given by the frequency at which the absolute value of the CFR correlation falls below 0.9 times its maximum in zero, it is fundamental to accurately approximate the correlation values for low frequency lags. Hence, the best power fits depicted in Fig. 4 (dashed lines), and their corresponding coefficients...
reported in Table III are computed focusing on the behavior up to 40 MHz. Although the power fit represents a good approximation for the mode combinations without the CM, a discrepancy exists for the combinations with the CM only, for large frequency lags. However, this difference can be neglected since, as said, mainly the lower frequency lags concur to provide a certain CB level.

If a better fit is desired for the CM combinations, a mixture of the power fit in (8) plus an exponential fit of the form

$$y(f) = ae^{-bf} + c$$

can be adopted in order to improve the trend approximation, as shown in Fig. 4 (dotted line). The best exponential fit is computed referring to the frequencies above 40 MHz of the vertically shifted profile so that the first element (at 40 MHz) is zero. This way, it is possible to directly add the resulting fit to the power fit. The overall fit is depicted in Fig. 4 while the exponential fit factors are listed in Table III.

Thus, with the proposed strategy, it is possible to approximate the experimental MIMO amplitude covariance matrix of extremely large size (more than 90 million values), with an extremely small number of coefficients (equal to 12: 6 for the diagonal blocks and 6 for the mean and standard deviation profiles).

B. Phase Generation Procedure

The generation of a set of uniformly distributed RVs, with a given target normalized covariance matrix \( R_\phi \), can be performed adopting the same procedure discussed in [10] for the SISO case, as it is done for the not-fully synthetic model. The difference is that the reshaped version of the 3D MIMO phase matrix must be considered for the computation. Then, the relation among the well known Pearson, or linear, correlation and the Spearman, or rank, correlation [18] can be exploited as summarized in [16, Sec. 3.1.1]. However, as discussed for the amplitude generation process in Section IV-A, all the coefficients of the matrix \( R_\phi \) need to be known. Hence, an approximated procedure is desirable.

Furthermore, although this approach is capable to reproduce the phase frequency and MIMO modes correlation exhibited by the overall set of simulated channel, it somewhat fails to represent the correct phase frequency correlation for an individual simulated realization. This inaccuracy translates into a difference in terms of RMS-DS and CB values among experimental and simulated channels, especially for the MIMO case, as noticeable in Table III. This is since, as demonstrated in [17], the RMS-DS of each CFR is related to the corresponding unwrapped phase slope, which represents the phase correlation at different frequencies. However, this relationship can be exploited in order to generate the correct individual, i.e. realization by realization, phase frequency correlation by imposing a specific unwrapped phase behavior. The proposed synthetic model exploits this dependency for the phase generation procedure, as it is discussed in the following.

The unwrapped phase is computed from the conventional phase \( \phi \) by adding \( \pm 2\pi \) if the phase jump between two consecutive frequency samples is greater than, or equal to, \( \pm \pi \). A subset of 100 experimental unwrapped phase profiles, randomly chosen among the different MIMO transmitting-receiving mode combinations, is shown in Fig. 5a and discussed in Section III-B only a marginal difference exists among the various MIMO modes, which is therefore neglected for the sake of the model simplicity.

As it can be noted, the unwrapped phase exhibits a linearly decreasing trend along frequency, with a different slope for each realization. Hence, the synthetic modeling strategy approximates each profile via the robust regression fit slope and neglecting the \( y \)-intercept contribution. This assumption works well because, since the starting frequency is not zero, when the simulated unwrapped phase trends are converted back to the conventional phase in \( [-\pi, \pi] \), an uniform distribution is still obtained at each frequency in the 1.8–100 MHz band. This is due to the unwrapped phase slope variability and has also been proven by experimental evidence. The best maximum likelihood fit for the unwrapped phase slope, with opposite sign, turns out to be the generalized extreme value (GEV) distribution with parameters \( \xi = -0.08, \mu_\phi = 1.133 \times 10^{-6} \) and \( \sigma_\phi = 5.323 \times 10^{-7} \), namely the shape, location and scale parameters, respectively.

A set of simulated phase profiles, statistically equivalent to the measured ones, can be generated relying on different unwrapped phase trends having a slope that exhibits a GEV distribution with the above mentioned parameters. The same profile is adopted for all the MIMO modes of each realization, since, as discussed in Section III-B, a significant correlation is present among them. A reduced set of 100 simulated unwrapped phase profiles, chosen at random among the various MIMO modes, is depicted in Fig. 5b. The emulated trends show a similar behavior w.r.t. the experimental ones. This strategy is able to provide phase realizations with the right frequency correlation, hence resulting into correct RMS-DS and CB average values, as demonstrated by the numerical results discussed in Section V.

C. Summary of the Overall Channel Generation Procedure

A summary of the proposed channel modeling strategy is herein reported for clarity. According to the formulation in (1),
a set of simulated channel realizations, which show the same statistical properties of a database of channel measurements, can be generated by modeling the second order statistics of the CFRs amplitude and phase. This is since, from the considerations in Section III-B, the CFR amplitude and phase can be assumed and generated as independent.

The normally distributed and correlated amplitudes, in dB scale, are generated from uncorrelated normal random variables according to (5). The mean parameter profiles, reorganized in the reshaped mean vector $\mu_{\text{A}_{\text{dB}}}$, are approximated by the robust fit trend with the coefficients listed in Table I. Instead, the amplitudes MIMO covariance matrix $Q_{\text{A}_{\text{dB}}}$ is reconstructed from the normalized covariance matrix $R_{\text{A}_{\text{dB}}}$ as in (7). The standard deviation parameter profiles, grouped in the reshaped vector $\sigma_{\text{A}_{\text{dB}}}$, are approximated via the robust fit trends with the parameters listed in Table II. Then, $R_{\text{A}_{\text{dB}}}$ is generated according to the following steps. Firstly, the diagonal blocks of size $N_f \times N_f$ are approximated with diagonally striped matrices. Each diagonal stripe has identical elements along it. The stripes constant value is obtained from the anti-diagonal profile, reproduced according to (8) and with the coefficients in Table II for the corresponding modes combination. Secondly, the out-of-diagonal blocks are computed from the diagonal blocks via (6).

The uniformly distributed and frequency dependent phases are generated exploiting the linear decreasing behavior of the unwrapped phase profile, as discussed in Section V-B. In particular, a set of unwrapped phase profiles are obtained via robust fits with a slope coefficient, inverted in sign, that has a GEV distribution with the parameters specified in Section V-B. The same profile is adopted for the different MIMO modes of each realization. Then, the phase samples are reconstructed by restoring the periodicity.

This generation procedure for the $2 \times 3$ MIMO PLC channel, named synthetic channel modeling, requires 15 parameters, 12 for the amplitude generation and 3 for the phase generation. On the contrary, the not-fully synthetic approach requires the knowledge of the overall measured amplitude and phase covariance matrices, which have extremely large size.

V. Numerical Results

To validate the synthetic modeling strategy detailed in Section IV the statistical metrics, the channel capacity, and the condition number ($\kappa$) defined as in [13, Eq. 25], are herein assessed considering the overall database of measurements and all the simulated channel realizations. In order to provide a scalar value, both the average value ($\mu_x$) of the metrics, computed among the realizations and between all the considered MIMO modes, and their average standard deviation ($\sigma_x$), computed over the realizations and averaged among the MIMO modes, are considered. The subscript $x$ refers to the corresponding metric. When the CB is considered, the resolution in frequency ($\Delta f$) has to be sufficiently high in order to provide fair CB values. In particular, the considered measurements have a frequency resolution limited to $\Delta f = 62.5$ kHz, due to the deployed instrumentation. However, $\Delta f$ is small enough to provide proper CB values, which is in the order of 200–300 kHz as discussed in the following.

The MIMO channel capacity, under the colored and spatially correlated Gaussian noise assumption, is also analyzed and calculated according to [22, Eq. 6]. Indeed, it strongly depends on the CFR properties, such as the frequency and MIMO modes correlation, especially within the MIMO context, since it is computed through a determinant operator. Thus, it is a measure of the ability of the model to match the experimental MIMO channels. Furthermore, the capacity is often used to evaluate physical layer algorithms performance.

In practice, the results obtained considering the 353 MIMO measurements described in Section III-A are compared to those achieved by a set of 353 simulated channel realizations. Clearly, an arbitrarily large number of channels can be generated. In particular, the proposed synthetic model is tested for the $2 \times 3$ MIMO scheme in Section V-A and for a subset of MIMO modes in Section V-B, namely $2 \times 2$ MIMO and SISO. As a further comparison, the not-fully synthetic procedure is also considered for the $2 \times 3$ MIMO case.

A. $2 \times 3$ MIMO Scheme

In this paragraph, both the not-fully synthetic and the synthetic models are considered. The former, which is the MIMO extension of the initial idea proposed in [16], for the SISO scheme, is considered only for comparison purposes.

A first comparison is made in terms of ACG, RMS-DS, CB, and condition number $\kappa$, which is a measure of the correlation among the MIMO modes. The average and standard deviation values for the $2 \times 3$ MIMO scheme are listed in Table III. The reported experimental results differ from those displayed in [15, Tab. 3], although the same database is considered, since a different methodology is used for the statistical metrics computation. The presented results are computed according to the same procedure detailed in [17].

The comparison of the values reported in Table III shows that both the not-fully synthetic and the synthetic channel exhibit ACG parameters ($\mu_{\text{A}_{\text{dB}}} \text{ and } \sigma_{\text{A}_{\text{dB}}}$) in agreement with the measured channels. However, the not-fully synthetic procedure leads to significant differences in terms of RMS-DS metric, and conversely of CB, and also in terms of $\kappa$ values. It has been proven that this high level of channel dispersion (low correlation) is mainly due to the considerable phase randomness. Indeed, the phase generation procedure proposed in [15], which is adopted for the not-fully synthetic model, exploits the Pearson and Spearman relation to obtain a correlation matrix equivalent to the experimental one. This strategy fairly reproduces the overall phase behavior, but it provides approximately random phase values along frequency for each realization. This effect involves a great CFR variability, leading to a very high RMS-DS and a zero CB, hence below the frequencies spacing. Furthermore, the RMS-DS values are more spreaded w.r.t. those related to the measurements, as shown by the standard deviation $\sigma_x$.

Conversely, the matching among the measurements and the channels generated via the synthetic strategy is very high for the statistical metrics average value, especially in terms of RMS-DS. This is because the phase frequency dependence (correlation) is better modeled and the model underestimates...
TABLE III
MAIN STATISTICAL METRICS FOR EXPERIMENTAL AND SIMULATED CHANNELS, GENERATED WITH SYNTHETIC AND NOT-FULLY SYNTHETIC METHODS. THE 2 × 3 MIMO SCHEME IS CONSIDERED.

| Metric          | Param. | Experim. | Synthetic | Not-fully Synt. |
|-----------------|--------|----------|-----------|-----------------|
| ACG (dB)        | μG     | -42.30   | -43.07    | -41.08          |
|                 | σG     | 9.93     | 12.53     | 11.07           |
| RMS-DS (μs)     | μτ     | 0.350    | 0.335     | 2.702           |
|                 | στ     | 0.226    | 0.052     | 0.415           |
| CB (kHz)        | μB     | 293.22   | 217.71    | 0               |
|                 | σB     | 324.30   | 53.76     | 0               |
| κ (dB)          | μκ     | 14.26    | 14.70     | 10.62           |
|                 | σκ     | 7.25     | 6.64      | 5.16            |
| Capacity (Gbps) | μC     | 1.53     | 1.49      | 1.61            |
|                 | σC     | 0.74     | 0.68      | 0.70            |

Fig. 6. Capacity CCDF comparison between the experimental and the simulated 2 × 3 MIMO channels in the 1.8–100 MHz band.

the CB, which can be considered as a conservative result w.r.t. [15] that overestimates the CB. A discrepancy, instead, is noticeable in the standard deviation values related to the RMS-DS and CB metrics, as a result of trading off with modeling simplicity. Contrariwise, an almost perfect agreement is exhibited by the κ metric, indicating the ability of the model to faithfully reproduce the experimental correlation among the MIMO modes.

As discussed at the beginning of this section, another quantity of great interest is represented by the channel capacity, which additionally provides an overall evaluation of the performance attainable by a communication system. The capacity complementary cumulative distribution function (CCDF) achieved with the experimental and the simulated 2 × 3 MIMO channels in the 1.8–100 MHz band is depicted in Fig. 6. The capacity is computed exploiting an optimal power allocation among the possible MIMO modes, with a total available power per frequency equal to the power spectral density (PSD) constraint specified in [2]. Moreover, colored Gaussian noise, correlated among the MIMO ports, is considered. In particular, the noise PSD profiles along frequency taken from the measurement campaign in [11] are used. Instead, the noise correlation between the three receiving ports is considered and generated as detailed in [23].

The experimental and both the simulated channels exhibit a similar capacity CCDF. The existing discrepancy might be due to the approximation of $A_{dB}$ and $\phi$ as independent RVs. This simplification avoids the challenging generation of a pair of RVs that are statistically dependent with a certain joint statistical distribution, which is non-trivially detectable from the measurements.

The capacity obtained by the synthetic modeling strategy provides a better matching w.r.t. the not-fully synthetic procedure one, as highlighted by the capacity mean ($\mu_C$) and standard deviation ($\sigma_C$) values listed in Table III that concern the 2 × 3 MIMO channel. This is due to the improved capability to consider the proper phase correlation along frequency. The main differences are limited to the high rates tail where the model underestimates the capacity of favorable channels. Hence, the synthetic strategy provides conservative values.

As a last term of comparison, experimental and simulated 2 × 3 MIMO CFRs are depicted in Fig. 7a and Fig. 7b, respectively. For graphical purposes, only the PN transmitting port is considered in combination with all the three receiving ports. It can be noted as the simulated MIMO CFR exhibits a good selectivity behavior along frequency, if compared to the measured one. The only difference is that the profile is a bit noisier, as confirmed by the lower CB values reported in Table III. As a further comparison, the average CFR profile, which is computed considering the overall measurements database along with all the receiving ports for the given PN transmission port, is also displayed (dashed black line).

B. SISO and 2 × 2 MIMO Schemes

This paragraph aims to validate the synthetic modeling strategy proposed in Section IV also for a reduced set of MIMO modes, namely the 2 × 2 MIMO and the SISO transmitting schemes. Concerning the 2 × 2 MIMO scheme, both the Δ-style transmitting ports are considered, limiting the
reception to the first two star-style receiving ports, i.e. P and N. The SISO case considers the transmission among the PN Δ-style transmitting port and the P star-style receiving port.

The statistical metrics for the experimental and the simulated channels for both the $2 \times 2$ MIMO and SISO schemes are listed in Table IV. A good agreement is observed in terms of $\kappa$ and statistical metrics average value, with some differences only in terms of CB. This is mainly due to the approximation adopted for the amplitude covariance matrix anti-diagonal profile discussed in Section V-A. In addition, similar values are obtained also for the ACG average standard deviation, while the RMS-DS and CB experimental and simulated standard deviations are not so close. As discussed in Section V-A this discrepancy is mainly related to the adopted simplifications. Nevertheless, a good performance replicability is obtained, as confirmed by the capacity CCDF.

The experimental and simulated channel capacity CCDF for both the schemes $2 \times 2$ MIMO and SISO is shown in Fig. 8. It can be noted as there is a good agreement between the performance achieved by the measurements and those obtained by the simulated channels generated according to the synthetic modeling strategy. In particular, an almost perfect matching is noticeable for the SISO transmission scheme, while some deviations are found for the $2 \times 2$ MIMO case when considering high capacity values.

VI. CONCLUSIONS

Modeling the PLC channel is relevant to support the task of testing and developing communication solutions over power lines. A brief overview has been given concerning the main modeling approaches present in the literature, mostly limited to the SISO scenario. In this paper, an extremely compact and effective top-down modeling method has been proposed for the MIMO PLC channel, which has been derived from a pure phenomenological approach. It is based on the synthesis of the second order channel statistics observed in a real data set. The model is compact and requires few parameters to simulate an in-home $2 \times 3$ MIMO PLC channel in the band 1.8–100 MHz, i.e. the appropriate CFR amplitude and phase statistics and their modes and frequency correlation. The results have validated the proposed strategy as a statistically representative simulation tool, despite its simplicity.

A comparison to the not-fully synthetic procedure proposed in [16, Sec. 3.1.1] for the SISO case, herein extended to the MIMO case, has also been made. It has been shown that, despite the extremely reduced set of parameters required by the synthetic model w.r.t. the not-fully synthetic model, a good matching with the experimental channel statistics and channel capacity distribution is achieved.

The proposed synthetic channel model has been implemented in a channel software generator, using the numerical computing environment Matlab, that is available online [24].

TABLE IV

| Metric      | Param. | SISO Exp. | SISO Sim. | $2 \times 2$ MIMO Exp. | $2 \times 2$ MIMO Sim. |
|-------------|--------|-----------|-----------|------------------------|------------------------|
| ACG         | $\mu_G$ | $-40.12$  | $-40.53$  | $-40.87$               | $-43.12$               |
|             | $\sigma_G$ | 12.79    | 14.99    | 12.00                 | 14.41                 |
| RMS-DS      | $\mu_r$  | 0.353     | 0.332     | 0.357                 | 0.330                 |
|             | $\sigma_r$ | 0.206    | 0.052     | 0.249                 | 0.055                 |
| CB          | $\mu_B$  | 342.50    | 210.87    | 316.65                | 219.54                |
|             | $\sigma_B$ | 407.28   | 51.01     | 392.65                | 56.20                 |
| $\kappa$    | $\mu_\kappa$ | –       | –         | 16.65                 | 18.74                 |
|             | $\sigma_\kappa$ | –      | –         | 8.81                  | 9.98                  |
| Capacity    | $\mu_C$  | 0.76      | 0.76      | 1.35                  | 1.31                  |
|             | $\sigma_C$ | 0.43     | 0.40      | 0.76                  | 0.66                  |

Fig. 8. Capacity CCDF comparison between experimental and simulated channels for the SISO and the $2 \times 2$ MIMO case in the 1.8–100 MHz band.
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