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Abstract

In this paper, we obtain some results on precise large deviations for non-random and random sums of widely dependent random variables with common dominatedly varying tail distribution or consistently varying tail distribution on \((-\infty, \infty)\). Then we apply the results to reinsurance and insurance and give some asymptotic estimates on proportional reinsurance, random-time ruin probability and the finite-time ruin probability.
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1 Introduction

Throughout this paper, let \(X_i, \ i \geq 1\) be random variables with common distribution \(F\) on \((-\infty, \infty)\), and \(S_\tau = \sum_{k=1}^\tau X_k\) be the random sum generated by \(X_i, \ i \geq 1\) and a nonnegative integer valued random variable \(\tau\). In particular, if \(\tau = n\), then \(S_n = \sum_{k=1}^n X_k\) is called the partial sum or non-random sum for all \(n \geq 0\), where \(S_0 = 0\). Here, we call the random sum and the non-random sum together as the sum of random variables.

It is well known that, the precise large deviation of the sums of random variables is a important part of the large deviation theory. One of the basic research objects is the uniform asymptotic of \(P(S_n > x)\) for \(x \geq \gamma n\) as \(n \to \infty\) where \(\gamma\) is any positive constant. Compared with the corresponding research of \(\ln P(S_n > x)\), the result of \(P(S_n > x)\) is more precise, meanwhile, the latter frequently needs stronger conditions than the former for the common distribution and mutual relationship of random variables. The purpose of this paper is to study the precise large deviation of the sums of some dependent random variables. Thus, before giving the main results, we first introduce the concepts of related distribution class and dependent structure of random variables in this section.
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1.1 Some distribution classes

In this paper, all limit relations refer to \( x \to \infty \) without a special statement. Let two functions \( g_1(\cdot) \) and \( g_2(\cdot) \) be positive eventually. We set \( g_{1,2} = \limsup \frac{g_1(x)}{g_2(x)} \). Then \( g_1(x) = O(g_2(x)) \) means \( g_{1,2} < \infty \), \( g_1(x) \preceq (\text{or} \succ) g_2(x) \) means \( g_{1,2} \) (or \( g_{2,1} \)) \( \leq 1 \), \( g_1(x) \sim g_2(x) \) means \( g_{1,2} = g_{2,1} = 1 \), and \( g_1(x) = o(g_2(x)) \) means \( g_{1,2} = 0 \). In addition, we denote the positive part of random variable \( X \) by \( X^+ = X1_{\{X \geq 0\}} \), the negative part by \( X^- = -X1_{\{X < 0\}} \), the tail of distribution \( F \) by \( \overline{F} = 1 - F \), and the \( n \)-fold convolution of \( F \) with itself by \( F^{*n}, \ n \geq 1 \), where \( F^{*1} = F \).

We say that the distribution class
\[
\mathcal{L} = \{ F : \overline{F}(x-t) \sim \overline{F}(x) \text{ for each } t \in ( -\infty, \infty ) \}
\]
is long-tailed, and the distribution class
\[
\mathcal{S} = \{ F \in \mathcal{L} : \overline{F}^{*2}(x) \sim 2\overline{F}(x) \}
\]
is subexponential.

In addition, we set \( \overline{F}_\ast(y) = \liminf \frac{\overline{F}(xy)}{\overline{F}(x)} \), \( \overline{F}'(y) = \limsup \frac{\overline{F}(xy)}{\overline{F}(x)} \) for each \( y > 0 \) and \( L_F = \lim_{y \downarrow 1} \overline{F}_\ast(y) \). Then we say that, the distribution classes
\[
\mathcal{D} = \{ F : \overline{F}'(y) < \infty \text{ for each } y > 1 \}, \quad \mathcal{C} = \{ F : L_F = 1 \}
\]
and
\[
\mathcal{ERV} = \bigcup_{0 < \alpha \leq \beta < \infty} \mathcal{ERV}(\alpha, \beta) = \bigcup_{0 < \alpha \leq \beta < \infty} \{ F : y^{-\beta} \leq \overline{F}_\ast(y) \leq \overline{F}'(y) \leq y^{-\alpha} \text{ for each } y > 1 \}
\]
are dominated varying tailed, consistently varying tailed and extended regularly varying tailed, respectively. Particularly, if \( \alpha = \beta \), then \( \mathcal{ERV}(\alpha, \beta) \) reduces to the regularly varying tailed distribution class, denoted by \( \mathcal{R}_\alpha \). Some properties of these distributions are introduced by the following two propositions.

**Proposition 1.1.** 1) The following relations hold:
\[
F \in \mathcal{D} \iff \overline{F}_\ast(y) > 0 \text{ for each } y > 1 \iff \overline{F}_\ast(y) > 0 \text{ for some } y > 1
\]

2) The following inclusion relations are proper:
\[
\mathcal{R}_\alpha \subset \mathcal{ERV}(\alpha, \beta) \subset \mathcal{C} \subset \mathcal{L} \cap \mathcal{D} \subset \mathcal{S} \subset \mathcal{L}.
\]

Further, we denote the moment index of \( F \) by \( I_F = \sup \{ s : \int_0^\infty y^s F(dy) < \infty \} \), and the upper Matuszewska index and lower Matuszewska index of distribution \( F \) by
\[
J_F^+ = -\lim_{y \to \infty} \frac{\ln \overline{F}_\ast(y)}{\ln y} \quad \text{and} \quad J_F^- = -\lim_{y \to \infty} \frac{\ln \overline{F}'(y)}{\ln y}.
\]

**Proposition 1.2.** Let \( F \) be a distribution in class \( \mathcal{D} \).

1) If a constant \( p < J_F^- \), then \( \overline{F}(x) = o(x^{-p}) \).

2) If a constant \( p > J_F^+ \), then \( x^{-p} = o(\overline{F}(x)) \), and there exist two positive constants \( C_1 \) and \( C_2 \) such that
\[
\frac{\overline{F}(x)}{F(y)} \leq C_1 \left( \frac{x}{y} \right)^p, \quad y \geq x \geq C_2.
\]

3) \( 0 \leq J_F^- \leq I_F \leq J_F^+ < \infty \).
The above concepts and corresponding properties can be found in some references, such as Feller [9], Bingham et al. [2], Cline and Samorodnitsky [6], Embrechts et al. [8], and Tang and Tsitsiashvili [36].

1.2 Some dependent structures

Based on the notion of negatively orthant dependence structure of random variables, Wang et al. [43] introduced the notion of widely orthant dependence structure.

By definition, \( X_i, i \geq 1 \) are said to be widely upper orthant dependent (WUOD), if for each \( n \geq 1 \), there exists some positive number \( g_U(n) \) such that,

\[
P\left( \bigcap_{i=1}^{n} \{X_i > x_i\} \right) \leq g_U(n) \prod_{i=1}^{n} P(X_i > x_i) \quad \text{for all } x_i \in (-\infty, \infty) \text{ and } 1 \leq i \leq n; \quad (1.1)
\]

they are said to be widely lower orthant dependent (WLOD), if for each \( n \geq 1 \), there exists some positive number \( g_L(n) \) such that,

\[
P\left( \bigcap_{i=1}^{n} \{X_i \leq x_i\} \right) \leq g_L(n) \prod_{i=1}^{n} P(X_i \leq x_i) \quad \text{for all } x_i \in (-\infty, \infty) \text{ and } 1 \leq i \leq n; \quad (1.2)
\]

and they are said to be widely orthant dependent (WOD) if they are both WUOD and WLOD.

WUOD, WLOD and WOD structures can be called widely dependent (WD) as a joint name. And \( g_U(n), \ g_L(n), \ n \geq 1 \), are called dominating coefficients.

Clearly, \( g_U(n) \geq 1, \ g_L(n) \geq 1, \ n \geq 2 \) and \( g_U(1) = g_L(1) = 1 \). And some basic properties of WOD random variables are as follows, see Proposition 1.1 of Wang et al. [43].

**Proposition 1.3.** 1) Let \( X_i, i \geq 1 \) be WLOD (WUOD). If \( f_i(\cdot), i \geq 1 \) are nondecreasing, then \( f_i(X_i), i \geq 1 \) are still WLOD (WUOD); if \( f_i(\cdot), i \geq 1 \) are nonincreasing, then \( f_i(X_i), i \geq 1 \) are WUOD (WLOD).

2) If \( X_i, i \geq 1 \) are nonnegative and WUOD, then for each \( n \geq 1 \),

\[
E \prod_{i=1}^{n} X_i \leq g_U(n) \prod_{i=1}^{n} EX_i.
\]

In particular, for each \( n \geq 1 \) and any \( s > 0 \),

\[
Ee^{s\sum_{i=1}^{n} X_i} \leq g_U(n) \prod_{i=1}^{n} Ee^{sX_i}.
\]

Further, Wang et al. [43] provided some examples of WD random variables, which showed that the WD structure may contain common negatively dependent random variables, some positively dependent random variables, and some others. For example, when \( g_U(n) = g_L(n) = M \) for all \( n \geq 1 \) and some positive constant \( M \), inequalities (1.1) and (1.2) describe extended negatively upper and lower orthant dependent (ENUOD and ENLOD) random variables, respectively. \( X_i, i \geq 1 \) are said to be extended negatively orthant dependent (ENOD) if they are both ENUOD and ENLOD.

ENOD, ENUOD, ENLOD random variables are called collectively END r.v.s, see Liu [20]. More specially, if \( M = 1 \), then we have the corresponding notions of NUOD, NLOD, NOD and ND random variables, see, for example, Ebrahimi and Ghosh [7] and Block et al. [3].
For the research on WD random variables, in addition to \cite{33}, please see Wang and Cheng \cite{37} and Wang and Cheng \cite{38} for renewal theory, Liu et al. \cite{21} and Wang et al. \cite{39} for risk theory, Wang et al. \cite{45} for precise large deviation theory, Qiu and Chen \cite{32}, Wang et al. \cite{41}, Naderi et al. \cite{25}, Wang and Hu \cite{40}, Chen et al. \cite{4}, István et al. \cite{14} and Wu et al. \cite{16} for limit theory and statistical theory, among others.

Besides, there are also many results on ND and END random variables, which will not be described in detail here.

1.3 Main results

Some earlier work on the precise large deviation for non-random sums of independent and identically distributed random variables can be found in Heyde \cite{10}, \cite{11}, \cite{12} and Nagaev \cite{26}, \cite{27}, \cite{28}. With the development of the research of precise deviation, the classic case of the common distribution $F \in \mathcal{R}_\alpha$ on $[0, \infty)$ is attributed to Nagaev \cite{29}, \cite{30}; the case of $F \in \mathcal{E}\mathcal{R}\mathcal{V}(\alpha, \beta)$ can be referred to Cline and Hsing \cite{3}, Klüppelberg and Mikosch \cite{16}, Mikosch and Nagaev \cite{24}, Tang et al. \cite{35}, among others; and the case of $F \in \mathcal{C}$ was discussed by Ng et al. \cite{31} and Wang and Wang \cite{41}.

For dependent random variables, there are also many corresponding results, see for example, Konstantinides and Mikosch \cite{17} geted some important results on the precise large deviation of sums for a stochastic recurrence equation; later, Mikosch and Winterberger \cite{23} studied the same problem for a stationary regularly varying sequence of random variables. In this paper, we focus on another kind of dependent structure for random variables. Theorem 3.1 of Tang \cite{34} studies the precise large deviation of NOD random variables with common distribution $F \in \mathcal{C}$ on $(-\infty, \infty)$. Thereafter, Theorem 2.1 of Liu \cite{20} replaces the condition $xF(-x) = o(F(x))$ in \cite{34} with the condition

$$F(-x) = o(F(x)) \quad (1.3)$$

and gets same result for ENOD random variables. In addition, Theorem 2.1 of Wang et al. \cite{42} starts to study the precise large deviation for $F \in \mathcal{D}$ on $[0, \infty)$. Generally, Theorem 1 of Wang et al. \cite{45} discusses the case of WOD random variables with different distributions. However, just like \cite{34}, \cite{20} and \cite{45} still require the restriction of moment that $E(X_i)^r < \infty$ for some $r > 1$. And in \cite{45}, the range of the dominating coefficients of WOD random variables is too small to obtain the corresponding result as the following \cite{14}. In our view, Corollary 1 of Wang et al. \cite{45} gives such a result for identically distributed WOD random variables that, for each integer $m \geq 1$ and $v \in (0, m(m+1)^{-1})$, if max\{g_U(n), g_L(n)\} = $O(n^{m-1})$ for all $n \geq 1$, then for each $\gamma > 0$,

$$F_*(v^{-1}) \leq \lim_{n \to \infty} \inf_{x \geq \gamma n} \frac{P(S_n > x)}{nF(x)} \leq \lim_{n \to \infty} \sup_{x \geq \gamma n} \frac{P(S_n > x)}{nF(x)} \leq F_*(v^{-1}).$$

Clearly, when $v \uparrow 1$, $F_*(v^{-1}) \uparrow L_F$ and $m \uparrow \infty$, the latter implies that $X_i$, $i \geq 1$ be ENOD.

In the above all results, the condition that $\mu = EX_1 = 0$ is required.

Extending on the known results in \cite{34}, \cite{20}, \cite{42} and \cite{45}, we study the precise large deviations of dependent random variables with common distribution $F \in \mathcal{D}$ or $F \in \mathcal{C}$ on $(-\infty, \infty)$ for the two cases that $E|X_1| < \infty$ or $EX_1^r < \infty$ and $E(X_1)^r < \infty$ for some $r > 1$. For the former, we study it for ENOD random variables without the requirements $E(X_1)^r < \infty$ for some $r > 1$ and $\mu = 0$. Of course, this result includes Theorem 2.1 of Liu \cite{20} for the case that $\mu = 0$. For the latter, we significantly expand the range of the dominating coefficients for WOD random variables with mean $\mu = 0$ and give the standard and meaningful result.
Theorem 1.1. Let $X_i, i \geq 1$ be ENOD random variables with common distribution $F \in \mathcal{D}$ on $(-\infty, \infty)$. If $E|X_1| < \infty$ and the condition (1.3) is satisfied, then for each $\gamma > 0$,

$$L_F \leq \liminf_{n \to \infty} \inf_{x \geq \gamma n} \frac{P(S_n > x)}{nF(x)} \leq \limsup_{n \to \infty} \sup_{x \geq \gamma n} \frac{P(S_n > x)}{nF(x)} \leq L_F^{-1}.$$  \hspace{1cm} (1.4)

In particular, if $F \in \mathcal{C}$, then for each $\gamma > 0$,

$$\lim_{n \to \infty} \sup_{x \geq \gamma n} \left| \frac{P(S_n > x)}{nF(x)} - 1 \right| = 0. \hspace{1cm} (1.5)$$

Theorem 1.2. Let $X_i, i \geq 1$ be WOD random variables with common distribution $F \in \mathcal{D}$ on $(-\infty, \infty)$. Assume that $E(X_1^r) < \infty$ for some $r > 1$, $\mu = 0$ and (1.3) is satisfied.

1) If there is some $a > 0$ such that $g_U(n) = O(n^a)$, then the asymptotic upper bound of (1.4) holds for each $\gamma > 0$.

2) If there is some $b > 0$ such that $g_L(n) = O(n^b)$ and $g_U(n) = O(n^{r-1})$, then the asymptotic lower bound of (1.4) holds for each $\gamma > 0$.

3) If all conditions in 1) and 2) are satisfied, then (1.4) holds for each $\gamma > 0$. Further, if $F \in \mathcal{C}$, then (1.5) holds for each $\gamma > 0$.

We prove Theorem 1.1 and Theorem 1.2 in Section 2. Further, we investigate the precise large deviations for random sums of WOD random variables in Section 3. Finally, in Section 4 we apply the above results to insurance and reinsurance and give some asymptotic estimates on proportional reinsurance, random-time ruin probability and the finite-time ruin probability. In addition, we try to explain the meaning of WOD structure of random variables in a nonstandard renewal risk model.

2 Proofs of the main results

2.1 Proof of Theorem 1.1

Because $L_F = 1$ for $F \in \mathcal{C}$, we just need to prove (1.4) for each $\gamma > 0$. To this end, we need the following two lemmas for nonnegative random variables.

Lemma 2.1. Let $X_i, i \geq 1$ be nonnegative WUOD random variables with common distribution $F$. If $F \in \mathcal{D}$ and

$$g_U(n)nF(n) \to 0, \quad \text{as } n \to \infty, \hspace{1cm} (2.1)$$

then for each $\gamma > 0$,

$$\liminf_{n \to \infty} \inf_{x \geq \gamma n} \frac{P(S_n > x)}{nF(x)} \geq 1. \hspace{1cm} (2.2)$$

Proof. According to the above conditions, it holds uniformly for all $x \geq \gamma n$ that

$$P(S_n > x) \geq \sum_{i=1}^{n} P(X_i > x) - \sum_{1 \leq j < i \leq n} P(X_i > x, X_j > x) \geq nF(x)(1 - g_U(n)nF(x))$$
\[ \geq n\overline{F}(x)(1 - g_0(n)n\overline{F}(\gamma n)) \]
\[ \sim n\overline{F}(x), \quad \text{as } n \to \infty. \]

Therefore, (2.2) holds. \( \square \)

Clearly, the condition (2.1) implies \( x\overline{F}(x) \to 0 \), which is slightly weaker than the condition that \( \mu = EX_1 < \infty \).

The following lemma is different from Theorem 3.1 of Ng et al. [31], where the main research object is \( P(S_n - n\mu > x) \). However, the former plays an important role in the application, see Proposition 4.1-Proposition 4.3 below.

**Lemma 2.2.** Let \( X_i, i \geq 1 \) be nonnegative ENUOD random variables with common distribution \( F \in \mathcal{D} \) and finite mean \( \mu \). Then for each \( \gamma > 0 \),

\[ 1 \leq \liminf_{n \to \infty} \frac{P(S_n > x)}{n\overline{F}(x)} \leq \limsup_{n \to \infty} \frac{P(S_n > x)}{n\overline{F}(x)} \leq L_{F}^{-1}. \]  

(2.3)

In particular, if \( F \in \mathcal{C} \), then for each \( \gamma > 0 \), (2.3) holds.

**Proof.** We also only prove (2.3) for each \( \gamma > 0 \).

First, according to Lemma 2.1 by \( \mu < \infty \) and \( g_0(n) = M \) for some \( M > 0 \) and all \( n \geq 1 \), we immediately give the asymptotic lower bound of (2.3) for each \( \gamma > 0 \).

Next, we prove the asymptotic upper bound of (2.3). There are only a few small differences between the following proof and the proof of Theorem 3.1 in Ng et al. [31]. For the sake of completeness, we still give the details of the proof. For any constant \( v \in (0,1) \), we denote \( \overline{X}_i = \min\{X_i, vx\} \), \( i \geq 1 \) with common distribution \( F_1 \), and \( \overline{S}_n = \sum_{i=1}^{n} \overline{X}_i, n \geq 1 \), then

\[ P(S_n > x) \leq n\overline{F}(vx) + P(\overline{S}_n > x). \]  

(2.4)

In order to estimate \( P(\overline{S}_n > x) \) in (2.4), we define an function

\[ a(x) = \max\{-\ln(n\overline{F}(vx)), 1\}, \quad x \in [0, \infty). \]

By \( \mu < \infty \), we know that \( x\overline{F}(x) \to 0 \), thus

\[ \liminf_{n \to \infty} \frac{a(x)}{x} \geq \lim_{n \to \infty} -\ln(v\gamma)^{-1}(v\gamma n\overline{F}(v\gamma n)) = \infty. \]

For any two constants \( \tau > 1 \) and \( \rho > \max\{J_F^+, \tau^{-1}\} \), we again define a function \( s(\cdot) \) such that

\[ s(x) = \frac{a(x) - \rho \tau \ln a(x)}{vx} > 0, \quad x \in [x_1, \infty) \quad \text{for some } x_1 > 0. \]

Because \( \overline{X}_i, i \geq 1 \) are also ENUOD, by Proposition 1.2 2) and inequality \( y + 1 \leq e^y, y \in [0, \infty) \), we know that, for all integers \( n \) and \( x \in [x_1, \infty) \),

\[ \frac{P(\overline{S}_n > x)}{n\overline{F}(vx)} \leq Me^{-s(x)x+a(x)}(Ex(x)\overline{X})^n \]
\[ = Me^{-s(x)x+a(x)}(\int_{0}^{vx}(e^{s(x)y} - 1)F_1(dy) + \int_{vx}^{\infty}(e^{s(x)y} - 1)F_1(dy) + 1)^n \]

This completes the proof.
Further, we estimate \( n \int_0^{ux} (e^{s(y)} - 1) F_j(dy) \). According to Proposition 2.3, by inequality \( e^u - 1 \leq eu^u, \ u \in [0, \infty) \), \( F \in D \) and \( \rho > J^*_F \), we know that, there exist two positive constants \( C_1 \) and \( C_2 \) such that, for all \( x \geq \max\{C_1, \ x_1\} \),

\[
\begin{align*}
\limsup_{n \to \infty} \sup_{x \geq \gamma n} \frac{P(S_n > x)}{nF(vx)} &\leq \limsup_{n \to \infty} \sup_{x \geq \gamma n} Me^{\gamma^{-1}v^{-1}x} F(x) = 0.
\end{align*}
\]

Therefore, by (2.5), (2.7), \( F \in D \) and (2.1), it holds uniformly for all \( x \geq \gamma n \) that

\[
\begin{align*}
\limsup_{n \to \infty} \sup_{x \geq \gamma n} \frac{P(S_n > x)}{nF(vx)} &\leq \limsup_{n \to \infty} \sup_{x \geq \gamma n} Me^{\gamma^{-1}v^{-1}x} F(x) = 0.
\end{align*}
\]

Then, let \( v \uparrow 1 \) in (2.5), we obtain the asymptotic upper bound in (2.3) for each \( \gamma > 0 \). \( \square \)

Now we prove (1.4) for each \( \gamma > 0 \). According to Proposition 1.3, \( X_i^+, \ i \geq 1 \) are also ENUOD. Further, according to Lemma 2.2 by \( P(S_n > x) \leq P(\sum_{i=1}^n X_i^+ > x) \) and \( EX_1^+ < \infty \), we immediately obtain the asymptotic upper bound of (1.4) for each \( \gamma > 0 \).

To prove the asymptotic lower bound of (1.4) for each \( \gamma > 0 \), we set

\[
A_i = \{X_i > (v + 1)x, \ \max_{1 \leq j \neq i \leq n} X_j \leq (v + 1)x\}, \ 1 \leq i \leq n, \ n \geq 1,
\]

where \( v \) is any constant on \((0, 1)\), and deal with \( P(S_n > x) \) as follows:

\[
\begin{align*}
P(S_n > x) &\geq P\left( S_n > x, \bigcup_{i=1}^n A_i \right) \\
&= \sum_{i=1}^n P(A_i) - \sum_{i=1}^n P(S_n \leq x, A_i) = P_1(n, x) - P_2(n, x).
\end{align*}
\]
We first estimate \( P_1(n, x) \). From

\[
P_1(n, x) \geq n \bar{F}((v + 1)x) - \sum_{i=1}^{n} \sum_{1 \leq j \neq i \leq n} P(X_i > (v + 1)x, l = i, j)
\]

\[
\geq n \bar{F}((v + 1)x)(1 - M n \bar{F}((v + 1)x)),
\]

\( x \bar{F}(x) \to 0 \) and \( F \in D \), we know that

\[
\lim_{n \to \infty} \inf_{x \geq \gamma} \frac{P_1(n, x)}{n \bar{F}(x)} = \lim_{n \to \infty} \inf_{x \geq \gamma} \frac{P_1(n, x)}{n \bar{F}((v + 1)x)} \frac{\bar{F}((v + 1)x)}{\bar{F}(x)}
\]

\[
\geq \bar{F}_n((v + 1)x) \uparrow L_F, \quad \text{as } v \downarrow 0.
\]

(2.12)

For \( P_2(n, x) \), we set \( \overline{X_i^x} = X_i^x \land vx \) with the distribution \( F^- \) and \( \overline{S_n^x} = \sum_{i=1}^{n} \overline{X_i^x} \), \( 1 \leq i \leq n, n \geq 1 \). Because \( \overline{X_i^x}, i \geq 1 \) are also ENUOD and \( \overline{F^-}(x-) = o(\bar{F}(x)) \), we have

\[
P_2(n, x) \leq \sum_{i=1}^{n} P\left( \sum_{1 \leq j \neq i \leq n} -X_j \geq vx, A_i \right)
\]

\[
\leq \left( \sum_{i=1}^{n} -X_j \geq vx \right) \leq n \bar{F}^-vx) + P\left( \overline{S_n^x} \geq vx \right)
\]

\[
= o(n \bar{F}(vx)) + M e^{-s(x)x + a(x)} E_n e^{s(x)x} \bar{X}_1 \bar{F}(vx)
\]

\[
\leq o(n \bar{F}(vx)) + M e^{-s(x)x + a(x) + \int_0^{vx} (e^{s(x)y} - 1)F^-dy) n \bar{F}(vx),
\]

where the functions \( a(\cdot) \) and \( s(\cdot) \) are defined as Lemma 2.2. Using the method similar to the proof of (2.6), we have

\[
n \int_0^{vx} (e^{s(x)y} - 1)F^-dy \leq n \int_0^{\nu x a^{-\tau}(x)} s(x)ye^{s(x)y}F^-dy + n e^{s(x)x} \bar{F}(-vx a^{-\tau}(x))
\]

\[
\leq ns(x)e^{s(x)vx a^{-\tau}(x)} \mu_F^- + o(ne^{s(x)x} \bar{F}(vx a^{-\tau}(x)))
\]

\[
\leq ns(x)e^{a_1^{-\tau}(x)} \mu_F^- + o(ne^{s(x)x} a \bar{F}(vx)).
\]

The rest of the proof is the same as that of Lemma 2.2. Thus, for each \( \gamma > 0 \), we have

\[
\lim_{n \to \infty} \sup_{x \geq \gamma} \frac{P_2(n, x)}{n \bar{F}(x)} = 0
\]

(2.13)

Combining (2.12) and (2.13), we know that the asymptotic lower bound of (1.4) holds for each \( \gamma > 0 \).

2.2 Proof of Theorem 1.2

We use a new method to prove the theorem. For this purpose, we first introduce some concepts and their properties.
Let \( g(\cdot) \) be a positive function on \([0, \infty)\). Further, we define some functions on \([0, \infty)\) as follows:

\[
f_g(x) = \frac{1}{g(x)} \left( \int_0^x + \int_{-x}^0 \right) |y|g(y)F(dy) = f_g^+(x) + f_g^-(x)
\]  

(2.14)

and

\[
F_g(x) = (f_g^+(x) + xP(X_1 > x)) + (f_g^-(x) + xP(X_1 < -x)) = F_g^+(x) + F_g^-(x).
\]  

(2.15)

In addition, we say that some positive function \( s(\cdot) \) almost increases to infinity, denoted by \( s(x) \uparrow \infty \), if there are two positive constants \( C \) and \( x_0 \) such that

\[
s(x) \leq Cs(y) \to \infty \quad \text{for all } x_0 \leq x < y.
\]

Similarly, we can define concept and notation of almost decrease to zero as \( s(x) \downarrow 0 \). Then, we characterize the convergence rate of the function \( F_g^+(x) \) and the upper bound of \( P(S_n > x) \). See Proposition 1 and (2.10) in Theorem 1 of Chen et al. [4], respectively.

**Lemma 2.3.** For \( j = 1, 2 \), let \( g_j(\cdot) \) be a positive even function such that \( g_j(x) \uparrow \infty \), and let function \( g(\cdot) = g_1(\cdot)g_2(\cdot) \). If \( EX_1^+g_1(X_1) < \infty \), then

\[
\lim_{n \to \infty} g_1(x)F_g^+(x) = 0.
\]  

(2.16)

**Lemma 2.4.** Let \( X_i, i \geq 1 \) be WUOD random variables with common distribution \( F \) on \((-\infty, \infty)\) and mean \( \mu = 0 \), \( g_1(\cdot) \) and \( g_2(\cdot) \) be two even functions such that \( g_j(x) \uparrow \infty \), \( i = 1, 2 \), and \( g(\cdot) = g_1(\cdot)g_2(\cdot) \). If \( EX_1^+g_1(X_1) < \infty \) and for some positive integer \( m \),

\[
\frac{x^m}{g(x)} \uparrow \infty \quad \text{and} \quad \frac{x^{m-1}}{g_1(x)} \downarrow 0,
\]  

(2.17)

then for each \( \gamma > 0 \) and any \( 0 < \nu, \theta < 1 \), there are two positive constants \( x_0 = x_0(F, m, v, g_1(\cdot), g_2(\cdot)) \) and \( C_0 = C_0(F, m, v, g_1(\cdot), g_2(\cdot)) \) such that

\[
P(S_n > x) \leq nP(X_1 > \nu x) + C_0g_U(n)(F_g^+(\nu x)) \frac{1}{x^{\nu}} \quad \text{for all } n \geq 1 \text{ and } x \geq \gamma n \wedge x_0.
\]  

(2.18)

Now, we prove Theorem 1.

1) From \( E(X_1^+) < \infty \) for some \( \gamma > 1 \), we can take \( g_1(x) = |x|^{-1} \), \( x \in (-\infty, \infty) \), some even functions \( g_2(x) \downarrow \infty \) and positive integer \( m \) satisfying (2.17). According to Lemma 2.3 we have

\[
F_g^+(x) = o(g_1^{-1}(x)) = o(x^{1-r}).
\]  

(2.19)

And according to Lemma 2.4, we know that, for each \( \gamma > 0 \) and any \( 0 < \nu, \theta < 1 \), there are two positive constants \( C_0 \) and \( x_0 \) such that (2.18) holds for all \( x \geq \gamma n \wedge x_0 \) and all \( n \geq 1 \). And by Proposition 1.23, we know that \( x^{-p} = o(F(x)) \) for each \( p > J_F^{-} \). Further, we take \( c = a \vee (r-1) \) and \( v = (1-\theta)^{k+1} \) for \( k = k(c, p, r, \theta) \) large enough such that

\[
c + p - (r-1)(1-\theta)v^{-1} = c + p - (r-1)(1-\theta)^{-k} < 0.
\]  

(2.20)

For all \( x \geq \gamma n \), by \( g_U(n) = O(n^a) \) and (2.20), it holds uniformly for all \( x \geq \gamma n \) that

\[
\frac{C_0g_U(n)(F_g^+(\nu x))^{1/a}}{nF(x)} = o(n^{a-1,p(r-1)(1-\theta)^{-k}})
\]  

(2.21)
And by $F \in \mathcal{D}$ and $v = (1 - \theta)^k \to 1 \iff \theta \to 0$, we know that
\[
\limsup_{n \to \infty} \sup_{x \geq \gamma n} \frac{n F(v x)}{n F(x)} = \left( \liminf_{n \to \infty} \frac{F(v x)}{F(x)} \right)^{-1} = F^{-1}_x(v^{-1}) \to L^{-1}_F, \quad \text{as } v \uparrow 1. \tag{2.22}
\]
Combining with (2.18), (2.21) and (2.22), we obtain the asymptotic upper bound in (1.4).

2) For any $v \in (0, 1)$, we set $A_i, 1 \leq i \leq n, n \geq 1$ such as (2.10). We just deal with $P_1(n, x)$ and $P_2(n, x)$ in (2.11), respectively.

For $P_1(n, x)$, by $F \in \mathcal{D}$, $E(X_1^+)^r < \infty$ and $g_L(n) = O(n^{r-1})$, we have
\[
P_1(n, x) \leq n F((v + 1)x) - \sum_{i=1}^{n} \sum_{1 \leq j \neq i \leq n} P(X_i > (v + 1)x, l = i, j)
\geq n F((v + 1)x)(1 - g_L(n) n^{-r+1} n F((v + 1)x))
\sim n F((v + 1)x), \quad x \geq \gamma n \text{ as } n \to \infty.
\]
Thus, (2.12) also holds for the WOD random variables.

For $P_2(n, x)$, we set $Y_i = -X_i, Y = Y_i \wedge vx, i \geq 1$. By $EY_1 = 0, EY_1 \leq 0$. Thus,
\[
P_2(n, x) = \sum_{i=1}^{n} P(S_n \leq x, A_i) \leq \sum_{i=1}^{n} \left( \sum_{1 \leq j \neq i \leq n} P(Y_j > vx, A_i) \right)
\leq \sum_{i=1}^{n} P\left( \bigcup_{1 \leq j \neq i \leq n} \{ Y_j > vx \}, A_i \right) + \sum_{i=1}^{n} \left( \sum_{1 \leq j \neq i \leq n} P(Y_j > vx) \right)
\leq P\left( \bigcup_{i=1}^{n} Y_i > vx \right) + \sum_{i=1}^{n} \left( \sum_{1 \leq j \neq i \leq n} (\bar{Y}_j - E\bar{Y}_j) > vx \right)
= P_{21}(n, x) + P_{22}(n, x). \tag{2.23}
\]
And by $F(-x) = o(F(x))$ and $F \in \mathcal{D}$, it holds uniformly for all $x \geq \gamma n$ that
\[
P_{21}(n, x) \leq n P(Y_i > vx) \leq n F(-vx) = o(n F(x)), \quad \text{as } n \to \infty. \tag{2.24}
\]
We denote the distribution of $\bar{Y}_1 - E\bar{Y}_1$ by $G$. For each integer $n \geq 1$, because $\bar{Y}_j - E\bar{Y}_j, 1 \leq j \neq i \leq n$ still are WUOD random variables with the dominating coefficients $g_L(n), n \geq 1$ and mean $m_G = 0$. In addition, by $E(X_1^+) < \infty$ and (1.3), we easily know that $E((\bar{Y}_j - E\bar{Y}_j)^+)^r < \infty$. Therefore, according to Proposition 1.3, $g_L(n) = O(n^k), \tag{2.20}$ and the above proof of the asymptotic upper bound, it holds uniformly for all $x \geq \gamma n$ that
\[
P_{22}(n, x) \leq n g_L(n) (G^+(x))^{\frac{1}{r-1}} = o(n F(x)), \quad \text{as } n \to \infty. \tag{2.25}
\]
Combining with (2.23)-(2.25) and (2.12), we immediately get the asymptotic lower bound in (1.4).

3) The result is clearly true.
3 Random sums

For \( t \geq 0 \), let \( N(t) \) be a nonnegative integer-valued random variable with finite mean \( \lambda(t) = EN(t) \) and \( S_{N(t)} = \sum_{k=1}^{N(t)} X_k \) be the random sum generated by mutually independent \( N(t) \) and \( X_i, i \geq 1 \). Under the following conditions:

\[ \lambda(t) \to \infty \quad \text{and} \quad N(t) \lambda^{-1}(t) \xrightarrow{P} 1, \quad \text{as} \ t \to \infty, \tag{3.1} \]

and for some \( p > J_F^+ \),

\[ EN^p(t)1_{\{N(t) > (1+\delta)\lambda(t)\}} = o(\lambda(t)), \quad \text{as} \ t \to \infty, \tag{3.2} \]

we give the following two results, respectively.

**Theorem 3.1.** Let the conditions of Theorem 1.1 be satisfied. Further, if the conditions (3.1) and (3.2) are satisfied, then for each \( \gamma > 0 \),

\[ L_F \leq \liminf_{t \to \infty} \inf_{x \geq \gamma \lambda(t)} \frac{P(S_{N(t)} > x)}{\lambda(t)F(x)} \leq \limsup_{t \to \infty} \sup_{x \geq \gamma \lambda(t)} \frac{P(S_{N(t)} > x)}{\lambda(t)F(x)} \leq L_F^{-1} \tag{3.3} \]

In particular, if \( F \in C \), then for each \( \gamma > 0 \),

\[ \lim_{t \to \infty} \sup_{x \geq \gamma \lambda(t)} \left| \frac{P(S_{N(t)} > x)}{\lambda(t)F(x)} - 1 \right| = 0. \tag{3.4} \]

**Proof.** We also only need to prove (3.3). For any \( 0 < \delta < 1 \), using the standard method, see, for example, Lemma 4.1-Lemma 4.3 in Klüppelberg and Mikosch [10], we segment \( P(S_{N(t)} > x) \) as follows:

\[ P(S_{N(t)} > x) = \left( \sum_{0 \leq n < (1-\delta)\lambda(t)} + \sum_{(1-\delta)\lambda(t) \leq n \leq (1+\delta)\lambda(t)} + \sum_{n > (1+\delta)\lambda(t)} \right) P(S_n > x) P(N(t) = n) \]

\[ =: \Sigma_{11}(x, t) + \Sigma_{12}(x, t) + \Sigma_{13}(x, t). \tag{3.5} \]

We first estimate \( \Sigma_{11}(x, t) \). By the right-hand inequality of (1.1) in Theorem 1.1 and (3.1), when \( t \to \infty \), it holds uniformly for all \( x \geq \gamma \lambda(t) \geq \frac{\gamma}{1+\delta}[(1-\delta)\lambda(t)] \) that

\[ \Sigma_{11}(x, t) \leq P \left( \sum_{0 \leq i < (1-\delta)\lambda(t)} X_i^+ > x \right) P(N(t) < (1-\delta)\lambda(t)) \]

\[ \lesssim (1 - \delta)\lambda(t)F(x)L_F^{-1}P(N(t)\lambda^{-1}(t) - 1 < -\delta)) \]

\[ = o(\lambda(t)F(x)). \tag{3.6} \]

Next, we deal with \( \Sigma_{12}(x, t) \). On the one hand, by the second inequality of (1.1) in Theorem 1.1 when \( t \to \infty \), it holds uniformly for all \( x \geq \gamma \lambda(t) \geq \frac{\gamma}{1+\delta}n \) that

\[ \Sigma_{12}(x, t) \lesssim \sum_{(1-\delta)\lambda(t) \leq n \leq (1+\delta)\lambda(t)} nF(x)L_F^{-1}P(N(t) = n) \leq \lambda(t)F(x)L_F^{-1}. \tag{3.7} \]
On the other hand, by the first inequality of (1.4) in Theorem 1.1 and (3.1), when $t \to \infty$, it holds uniformly for all $x \geq \gamma \lambda(t) \geq \frac{1}{1+\delta} n$ that

$$
\Sigma_{12}(x, t) \geq \sum_{(1-\delta)\lambda(t) \leq n \leq (1+\delta)\lambda(t)} nF(x)L_F P(N(t) = n) \\
\geq (1-\delta)\lambda(t)F(x)L_F P((1-\delta)\lambda(t) \leq N(t) \leq (1+\delta)\lambda(t)) \\
\sim (1-\delta)\lambda(t)F(x)L_F \to \lambda(t)F(x)L_F, \text{ as } \delta \to 0. 
$$

(3.8)

In order to estimate $\Sigma_{13}$, we need the following lemma.

**Lemma 3.1.** Let $X_i, i \geq 1$ be WUOD random variables with common distribution $F$ on $(-\infty, \infty)$ such that $EX_i^+ < \infty$. Then, for any $u > 0$,

$$
P(S_n > x) \leq nF(xu^{-1}) + g_U(n)(eEX_i^+nx^{-1})^u \quad \text{for all } x > 0. 
$$

(3.9)

Proof. Let $\tilde{X}_i = \min\{X_i^+, xu^{-1}\}, i \geq 1$ with common distribution $F_2$ on $[0, \infty)$ and $\tilde{S}_n = \sum_{i=1}^n \tilde{X}_i, n \geq 1$. Then $\tilde{X}_i, i \geq 1$ are also WUOD and

$$
P(S_n > x) \leq P(\sum_{i=1}^n X_i^+ > x) \leq nF(xu^{-1}) + P(\tilde{S}_n > x). 
$$

(3.10)

Since $(e^{by} - 1)y^{-1}$ for given $h > 0$ is nondecreasing and $1 + y \leq e^y$ for all $y > 0$, we have

$$
P(\tilde{S}_n > x) \leq g_U(n)e^{-hx}(Ee^{h\tilde{X}_1})^n \\
= g_U(n)e^{-hx}\left(1 + \int_{0^-}^{xu^{-1}} (e^{by} - 1)F_2(dy)\right)^n \\
\leq g_U(n)e^{-hx}\left(1 + (e^{hxu^{-1}} - 1)x^{-1}u \int_{0^-}^{xu^{-1}} yF(dy)\right)^n \\
\leq g_U(n)e^{-hx}\left(1 + (e^{hxu^{-1}} - 1)x^{-1}uEX_i^+\right)^n \\
\leq g_U(n)e^{n(e^{hxu^{-1}} - 1)x^{-1}uEX_i^+} 
$$

(3.11)

Let $h = h(x, n) = ux^{-1}\ln (xn^2(EX_i^+)^{-1} + 1)$ in (3.11), we obtain that

$$
P(\tilde{S}_n > x) \leq g_U(n)(eEX_i^+nx^{-1})^u \quad \text{for all } x > 0. 
$$

(3.12)

By (3.10) and (3.12), we know that (3.9) holds. □

Now we continue to estimate $\Sigma_{13}$. We take $u = p > J_F^+$ in (3.10), then $p > I_F \geq 1$ by Proposition 1.2 3). And according to Lemma 3.1 and Proposition 1.2 2), by (3.2) and $p > 1$, it holds uniformly for all $x \geq \gamma \lambda(t)$ that

$$
\Sigma_{13}(x, t) \leq \sum_{n \geq (1+\delta)\lambda(t)} (nF(xp^{-1}) + M(eEX_i^+nx^{-1})^p) P(N(t) = n) \\
= O(F(x)EN(t)1_{\{N(t) \geq (1+\delta)\lambda(t)\}} + x^{-p}EN^p(t)1_{\{N(t) \geq (1+\delta)\lambda(t)\}}) \\
= o(\lambda(t)F(x)), \quad \text{as } t \to \infty. 
$$

(3.13)
By (3.5)-(3.8) and (3.13), we know that (3.3) holds. □

Using the proof method of Theorem 3.1 according to Theorem 1.2 we can prove the following result. Here, we omit the details of its proof.

**Theorem 3.2.** Let $X_i, i \geq 1$ be WOD random variables with common distribution $F \in \mathcal{D}$ on $(-\infty, \infty)$. Assume that $E(X_i^+) < \infty$ for some $r > 1$, $\mu = 0$ and (1.3) is satisfied.

1) If there is some $a > 0$ and $p > J_F^+$ such that $g_U(n) = O(n^a)$ and

$$EN^{p+a}(t)1_{\{N(t)>(1+\delta)\lambda(t)\}} = o(\lambda(t)), \quad \text{as} \quad t \to \infty,$$  

then the asymptotic upper bound of (3.3) holds for each $\gamma > 0$.

2) If there is some $b > 0$ and $p > J_F^+$ such that $g_L(n) = O(n^b)$, $g_U(n) = O(n^{r-1})$ and

$$EN^{p+r-1}(t)1_{\{N(t)>(1+\delta)\lambda(t)\}} = o(\lambda(t)), \quad \text{as} \quad t \to \infty,$$  

then the asymptotic lower bound of (3.3) holds for each $\gamma > 0$.

3) If all conditions in 1) and 2) are satisfied, then (3.3) holds for each $\gamma > 0$. Further, if $F \in \mathcal{C}$, then (3.4) holds for each $\gamma > 0$.

At the end of this section, we point out that many counting processes satisfy the conditions (3.1) and (3.2), as well as (3.14) and (3.15), such as, the counting process in Lemma 2.1-Lemma 2.4 of Klüppelberg and Mikosch [16], and the quasi renewal counting process in Proposition 4.2 and Proposition 4.3 below.

4 Some applications

In this section, we specially introduce a quasi renewal counting process of a nonstandard renewal risk model for some insurance companies.

In this model, let the claim sizes $Y_i, i \geq 1$ be WOD random variables with the common distribution $G$ on $[0, \infty)$, the finite mean $\mu_G$ and the dominating coefficients $g_U(n)$ and $g_L(n), n \geq 1$; the inter-arrival times $Z_i, i \geq 1$ also be WOD random variables with common distribution $H$ on $[0, \infty)$, the finite mean $\mu_H$ and the dominating coefficients $g_U(n)$ and $g_L(n), n \geq 1$. And $Y_i, i \geq 1$ are independent of $Z_i, i \geq 1$. The times of successive claims, $\tau_n = \sum_{i=1}^n Z_i, n \geq 1$, constitute a quasi renewal counting process $N(t) = \sum_{n=1}^{\infty} 1_{\{\tau_n \leq t\}}$ and the corresponding renewal function $\lambda(t) = EN(t), t \geq 0$. For convenience, we might as well assume that $\inf\{t : \lambda(t) > 0\} = 0$. In addition, let $c > 0$ be the constant interest rate and $x > 0$ be the initial capital of the insurance company. In order to ensure the normal operation of the insurance company, a safe load condition that $\mu_G < c\mu_H$ is usually assumed.

Theorem 1.2 and Theorem 1.4 of Wang and Cheng [37] or Theorem 4 of Chen et al. [4] established the following results for the counting process $N(t)$:

**Lemma 4.1.** In the above nonstandard renewal risk model, it is specially assumed that $Z_i, i \geq 1$ are ENOD random variables, then

$$\lambda(t) \sim \mu_H^{-1}t \quad \text{and} \quad N(t) \sim \mu_H^{-1}t, \quad \text{a.s.,} \quad \text{thus} \quad N(t) \sim \lambda(t), \quad \text{a.s. as} \quad t \to \infty. \quad (4.1)$$

In the following result, 1) is from Theorem 2.1, Theorem 2.2 and Theorem 2.4 of Wang and Cheng [38], which improves the corresponding results of Theorem 1.2 and Theorem 1.4 in Wang and Cheng [37]; 2) is from Lemma 2.2 of Wang and Cheng [37].
Lemma 4.2. In the above nonstandard renewal risk model, if $EZ_1^r < \infty$ for some $r > 1$, $g_H^L(n) = o(n^a)$ for some $a > 0$ and $g_H^H(n) = o(n^b)$ for some $b > 0$, $n \to \infty$, then

1) (4.1) holds;
2) (3.14) and (3.15) hold for any $a > 0$ and $p > J_G^*$.

Here, we note that, when $N(t) = n$ for given $t > 0$, because $\tau_n = \sum_{i=1}^n Z_i \leq t$, $Z_i, 1 \leq i \leq n$ are in a certain kind of negative dependence. Therefore, the hypothesis that $Z_i, i \geq 1$ are ENOD or WOD is reasonable.

In the following, we only study the case that $Y_i, i \geq 1$ are ENOD random variables with common distribution $G \in \mathcal{C}$ and omit the corresponding results for WOD random variables. It should be pointed out that the former has the non-centralization shape, which can better describe practical problems.

4.1 Proportional reinsurance

In the above nonstandard renewal risk model, at time $t \geq 0$, a reinsurance company covers percent $q_1 \cdot 100$ of the total claim amount $S_{N(t)}^G = \sum_{i=1}^{N(t)} Y_i$ for some $q_1 \in (0, 1)$; the reinsurance company benefits percent $q_2 \cdot 100$ of the total income $cS_{N(t)}^H = c \sum_{i=1}^{N(t)} Z_i$ for some $q_2 \in (0, 1)$. Then we respectively call the proportional reinsurance and the proportional net loss at time $t \geq 0$ for the reinsurance company by $R_{11}(t) = q_1 S_{N(t)}^G$ and

$$R_{12}(t) = q_1 S_{N(t)}^G - q_2 cS_{N(t)}^H = q_1 \sum_{i=1}^{N(t)} (Y_i - q_1^{-1} q_2 c Z_i) =: q_1 \sum_{i=1}^{N(t)} X_i.$$ 

Let $F$ be the distribution of $X_1$ and $S_n = \sum_{i=1}^n X_i$, $n \geq 1$. Clearly, $F$ is supported on $(-\infty, \infty)$.

Now, we give some results on precise deviation of the above two objects.

Proposition 4.1. In the above nonstandard renewal risk model, let $Y_i, i \geq 1$ be ENOD random variables and $Z_i, i \geq 1$ be ENOD random variables. If $EZ_1^r < \infty$ for some $r > 1$, then for each $\gamma > 0$,

$$\lim_{t \to \infty} \sup_{x \geq \gamma \lambda(t)} \left| \frac{P(R_{11}(t) > x)}{\lambda(t) \overline{G}(q_1^{-1} x)} - 1 \right| = 0 \quad \text{(4.2)}$$

and

$$\lim_{t \to \infty} \sup_{x \geq \gamma \lambda(t)} \left| \frac{P(R_{12}(t) > x)}{\lambda(t) \overline{G}(q_1^{-1} x)} - 1 \right| = 0. \quad \text{(4.3)}$$

Proof. We only prove (4.3). Along the same line of Theorem 3.1, we take any fixed constant $\delta \in (0, 1)$ and split $P(R_{12}(t) > x)$ as follows:

$$P(R_{12}(t) > x) = P(S_{N(t)} > q_1^{-1} x)$$

$$= \left( \sum_{0 \leq n \leq (1-\delta) \lambda(t)} + \sum_{(1-\delta) \lambda(t) \leq n \leq (1+\delta) \lambda(t)} + \sum_{n > (1+\delta) \lambda(t)} \right) P\left( \sum_{i=1}^n (Y_i - q_1^{-1} q_2 c Z_i) > q_1^{-1} x, N(t) = n \right)$$

$$= \sum_{11}(x, t) + \sum_{12}(x, t) + \sum_{13}(x, t). \quad \text{(4.4)}$$
For $\Sigma_{11}(x,t)$, similar to the proof of (3.6), according to Theorem 1.1 and Lemma 4.1, it holds uniformly for all $x \geq \gamma \lambda(t) \geq \gamma q_1[(1 - \delta)\lambda(t)]$ that

$$\Sigma_{11}(x,t) \leq P\left( \sum_{0 \leq i < (1 - \delta)\lambda(t)} Y_i > q_1^{-1}x \right) P\left( N(t) < (1 - \delta)\lambda(t) \right) = o\left( \lambda(t)\overline{G}(x) \right), \quad \text{as } t \to \infty. \quad (4.5)$$

For $\Sigma_{12}(x,t)$, we denote the set

$$A_{n+1} = \left\{ \sum_{i=1}^{n} z_i \leq t, \sum_{i=1}^{n+1} z_i > t, z_i \geq 0, 1 \leq i \leq n + 1 \right\}, \quad n \geq 1.$$ 

According to (1.5) of Theorem 1.1 and dominated convergence theorem, respectively, when $t \to \infty$, it holds uniformly for all $x \geq \gamma \lambda(t) \geq \frac{q_1}{1 + \gamma} n$ and $(1 - \delta)\lambda(t) \leq n \leq (1 + \delta)\lambda(t)$ that

$$\Sigma_{12}(x,t) = \sum_{(1 - \delta)\lambda(t) \leq n \leq (1 + \delta)\lambda(t)} \int_{A_{n+1}} P\left( \sum_{i=1}^{n} Y_i > \frac{x}{q_1} + \frac{q_2c}{q_1} \sum_{i=1}^{n} z_i \right) P(Z_i \in dz_i, 1 \leq i \leq n + 1)$$

$$\sim \sum_{(1 - \delta)\lambda(t) \leq n \leq (1 + \delta)\lambda(t)} \int_{A_{n+1}} n\overline{G}\left( \frac{x}{q_1} + \frac{q_2c}{q_1} \sum_{i=1}^{n} z_i \right) P(Z_i \in dz_i, 1 \leq i \leq n + 1)$$

$$\sim \sum_{(1 - \delta)\lambda(t) \leq n \leq (1 + \delta)\lambda(t)} n P\left( N(t) = n \right) \overline{G}(q_1^{-1}x)$$

$$\sim \lambda(t)\overline{G}(q_1^{-1}x) \text{ as, } t \to \infty. \quad (4.6)$$

For $\Sigma_{13}(x,t)$, by Lemma 4.2 and $EZ_1^r < \infty$ for some $r > 1$, (3.1), (3.14) and (3.15) hold for any $a > 0$ and $p > J_d^+$. Thus, by the proof of (3.13), we know that, it holds uniformly for all $x \geq \gamma \lambda(t)$ that

$$\Sigma_{13}(x,t) = o\left( \lambda(t)\overline{G}(x) \right), \quad \text{as } t \to \infty. \quad (4.7)$$

From (4.4)-(4.7), we know that (4.3) holds. \hfill \square

Proposition 4.1 generalizes and improves a corresponding result in Klüppelberg and Mikosch [16]. For example, Example 5.2 of their paper gives the following conclusion:

$$\lim_{t \to \infty} \sup_{x \geq \gamma \lambda(t)} \left| \frac{P(R_{11}(t) > x)}{\lambda(t)\overline{G}(q_1^{-1}x - \mu G\lambda(t))} - 1 \right| = 0$$

for each $\gamma > q_1$ and independent identically distributed random variables $Y_i$, $i \geq 1$ with common distribution $G \in \mathcal{ERV}(\alpha, \beta)$ for some pair $\beta \geq \alpha > 1$.

Similarly, we can study precise deviation of some other objects, such as excess-of-loss $R_{21}(t) = \sum_{i=1}^{N(t)} (Y_i - D)^+$ and excess-of-net-loss $R_{22}(t) = \sum_{i=1}^{N(t)} ((Y_i - D)^+ - q_2cZ_i)$ for some $D > 0$. Here, the research goal $R_{21}(t)$, together with $R_{11}(t)$, comes from Klüppelberg and Mikosch [16].

4.2 The random-time ruin probabilities

In standard renewal risk model, the finite-time ruin probability at some time $t \in [0, \infty)$ is defined by

$$\psi(x; t) = P\left( \sup_{0 \leq n \leq N(t)} S_n > x \right). \quad (4.8)$$
Further, let $\tau$ be a nonnegative integer valued random variable, which is independent of $Y_i, Z_i, i \geq 1$. Then the random-time ruin probability is defined by
\[
\psi(x; \tau) = P\left( \sup_{0 \leq n \leq N(\tau)} S_n > x \right),
\] (4.9)
where $q_1 = q_2 = 1$ such that $S_n = \sum_{i=1}^{n} X_i = \sum_{i=1}^{n}(Y_i - cZ_i), n \geq 1$.

For these concepts and related research with heavy tailed claim sizes, please refer to Asmussen [1], Tang [33], Leipus and Šiaulys [19], Wang et al. [39], and so on.

In this subsection, we use Theorem 1.1 to give the asymptotic estimation of random-time ruin probabilities for the above nonstandard renewal risk model.

**Proposition 4.2.** In the above nonstandard renewal risk model, let $Y_i, i \geq 1$ be ENOD random variables and $Z_i, i \geq 1$ also be ENOD random variables. If
\[
P(N(\tau) > x) = o(G(x)),
\] (4.10)
then
\[
P(\psi(x; \tau) > x) \sim E\lambda(\tau)G(x).
\] (4.11)

**Proof.** We split $P(\psi(x; \tau) > x)$ as follows:
\[
P(\psi(x; \tau) > x) = \left( \int_{[0,\infty) \cap \{x < t\}} + \int_{[0,\infty) \cap \{x \geq t\}} \right) P\left( \sup_{0 \leq n \leq N(t)} S_n > x \right) P(\tau \in dt)
\]
\[
= I_1(x) + I_2(x), \quad x \geq 0.
\] (4.12)

For $I_1(x)$, we first give the following fact. Because $\tau$ is independent of $N(x)$ for each $x > 0$, according to Lemma 4.1, we have
\[
P(N(\tau) > 2^{-1}x) \geq P(N(\tau) > 2^{-1}x, \tau > x) \geq P(N(x) > 2^{-1}x)P(\tau > x) \sim P(\tau > x).
\]

Then by (4.10) and $G \in \mathcal{C} \subset \mathcal{D}$, we know that
\[
I_1(x) \leq P(\tau > x) \lesssim P(N(\tau) > 2^{-1}x) = o(G(2^{-1}x)) = o(G(x)).
\] (4.13)

For $I_2(x)$, according to Theorem 1.1, by $\overline{F}(x) \sim G(x)$, there exists an integer $n_0 \geq 1$ such that, when $n \geq n_0$,
\[
\sup_{x \geq n} \max \left\{ \frac{P(S_n > x)}{nG(x)}, \frac{P(S^G_n > x)}{nG(x)} \right\} \leq 2; \quad (4.14)
\]
when $1 \leq n \leq n_0$, by (4.14),
\[
\sup_{x \geq n} \frac{P(S_n > x)}{nG(x)} \leq \sup_{x \geq n_0} \frac{P(S_n > x)}{nG(x)} + \sup_{n_0 > x \geq n} \frac{P(S_n > x)}{nG(x)}
\]
\[
\leq \sup_{x \geq n_0} \frac{P(S^G_{n_0} > x)}{n_0G(x)} + \frac{1}{G(n_0)}
\]
\[
\leq 2n_0G^{-1}(n_0).
\] (4.15)
Combining (4.14) and (4.15), we have
\[
\sup_{x \geq n} \max \left\{ \frac{P(S_n > x)}{nG(x)}, \frac{P(S^G_n > x)}{nG(x)} \right\} \leq 2n_0 + \frac{1}{G(n_0)} \quad \text{for all } n \geq 1. \tag{4.16}
\]

Now we further split \( I_2(x) \) as follows:
\[
I_2(x) = \left( \int_{\{t: x \geq \max\{t,n\}\}} + \int_{\{t: 0 \leq t \leq x < n\}} \right) \sum_{n=1}^{\infty} P(N(t) = n) P(S_n > x) P(\tau \in dt)
\]
\[
= : I_{21}(x) + I_{22}(x). \tag{4.17}
\]

We first deal with \( I_{21}(x) \). By (4.10), we have \( E\lambda(\tau) < \infty \). According to (4.16), \( E\lambda(\tau) < \infty \), dominated convergence theorem and \( F \in C \subset S \), we know that
\[
\lim_{t \to \infty} I_{21}(x) \leq \int_{0}^{\infty} \sum_{n=1}^{\infty} P(N(t) = n) \lim \frac{P(S_n > x)}{G(x)} 1_{\{t: x \geq \max\{t,n\}\}}(t) P(\tau \in dt)
\]
\[
= \int_{0}^{\infty} \sum_{n=1}^{\infty} nP(N(t) = n) P(\tau \in dt)
\]
\[
= E\lambda(\tau). \tag{4.18}
\]

Next, we deal with \( I_{22}(x) \). By (4.10), we have
\[
I_{22}(x) \leq P(N(\tau) > x) = o(G(x)). \tag{4.19}
\]

Combining (4.12), (4.13), (4.17), (4.18) and (4.19), we know that (4.11) holds. \( \square \)

In particular, we take \( \tau = t \) for some \( t > 0 \) in Proposition 4.2, then we obtain an asymptotic formula of the finite-time ruin probability in the above nonstandard renewal risk model.

**Corollary 4.1.** Under the conditions of Proposition 4.2, for each \( t > 0 \),
\[
P(\psi(x; t) > x) \sim \lambda(t)G(x). \tag{4.20}
\]

This example also shows that, \( P(N(\tau) > x) = O(P(\tau > ax)) \) is not true for any \( a \in (0,1) \), and many \( \tau \) satisfies the condition (4.10).

### 4.3 The finite-time ruin probabilities

Because the initial capital and operating time of an insurance company are very large, it is necessary to study the precise large deviation of the finite-time ruin probability in the above nonstandard renewal risk model.

**Proposition 4.3.** Under the conditions of Proposition 4.2
\[
\lim_{t \to \infty} \sup_{x \geq \gamma \lambda(t)} \left| \frac{\psi(x; t)}{\lambda(t)G(x)} - 1 \right| = 0. \tag{4.21}
\]
Proof. On the one hand, we have

\[
\psi(x; t) = \sum_{n=1}^{\infty} P\left( \max_{1 \leq m \leq n} \sum_{i=1}^{m} (Y_i - cZ_i) > q_1^{-1} x, N(t) = n \right)
\]

\[
\leq \sum_{n=1}^{\infty} P\left( \sum_{i=1}^{n} Y_i > x \right) P(N(t) = n)
\]

\[
= P(S_{N(t)}^{G} > x).
\] (4.22)

On the other hand, we have

\[
\psi(x; t) \geq \sum_{n=1}^{\infty} P\left( \sum_{i=1}^{n} (Y_i - cZ_i) > x, N(t) = n \right) = P(S_{N(t)} > x).
\] (4.23)

Then, (4.21) holds after we use proof methods of Theorem 3.1 and Proposition 4.1 to deal with (4.22) and (4.23), respectively. \qed
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