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Abstract
Email has emerged as a dominant form of electronic communication between people. Spam is a major problem for email users, with estimates of up to 56\% of email falling into that category [13]. Control of Spam is being attempted with technical [38-44] and legislative [19 -36] methods. In this paper we look at email and spam from a supply-demand perspective. We propose Gridemail, an email system based on an economy of communicating parties, where participants' motivations are represented as pricing policies and profiles. This system is expected to help people regulate their personal communications to suit their conditions, and help in removing unwanted messages.

1. Introduction
Email was designed for communication in trusted environments, and later found application as a ubiquitous form of communication. The protocols and architecture of email are designed for a simple interaction to send a message from one person to another. Spam and other forms of abuse have taken advantage of the lack of security features in email. According to statistics maintained by Brightmail, spam accounted for about 56\% of emails in November 2003, up from 18\% in 2002 [13]. The Nucleus Research has reported that in 2003 spam costs the average organization $874 per employee per year [51]. Worldwide cost of spam has been estimated to be $113 billion [52] and it is rapidly increasing.

The Anti-Spam Research Group (ASRG) of the Internet Research Task Force was formed to survey, evaluate and recommend solutions to the growing problem of spam. The ASRG has created a list of weaknesses in current email systems [1], and produced a taxonomy of current solutions to the spam [2], shown in Figure1.

The continuing problems caused by spam emails indicate that the current techniques are not providing a completely satisfactory solution. It has been recognized that effective solutions may emerge from major changes to the Simple Mail Transfer Protocol (SMTP) [3]. There have been several proposals to the Internet Engineering Task Force (IETF) for such major changes. The Adaptive Mail Delivery Protocol (AMDP) proposal [10] aims to cut spam at the source. The Trusted Email Open Standard (TEOS) proposal from the E-privacy group [11] aims to add extra security and trust features.
Anti-Spam legislation has been introduced in the USA, various European countries and Australia [19-36]. Their effectiveness on reducing spam remains to be seen [37].

| Spam Prevention Approaches - These systems aim to prevent the spread of spam messages. This includes protection systems and deterrence systems. |
|----------------------------------------------------------------------------------------------------------------------------------|
| ➡️ Spam Protection (to shield from exposure)                                                                                     |
| i) Whitelists                                                                                                                    |
| (1) Basic                                                                                                                        |
| (2) Verified                                                                                                                      |
| (a) Authenticated sender identity                                                                                                  |
| (b) Token supported                                                                                                               |
| (c) Disposable email addresses                                                                                                    |
| ii) Challenge/Response systems                                                                                                     |
| (1) Basic                                                                                                                        |
| (2) Human verification (i.e. Turing tests)                                                                                       |
| iii) Consent Tokens (a priori consent)                                                                                           |
| (1) Proof-of-work (i.e. hashcash)                                                                                                 |
| (2) Stamps                                                                                                                        |
| iv) Don't receive messages, just notification (i.e. IM2000)                                                                      |

| ➡️ Spam Deterrence Approaches - (to discourage from acting)                                                                       |
| i) Authentication                                                                                                                 |
| ii) Tracking                                                                                                                      |
| iii) Non-repudiation                                                                                                              |

| Spam Detection - methods to detect spam on receiving                                                                               |
| ➡️ Human determination                                                                                                            |
| i) Collaborative filtering (i.e., razor)                                                                                           |
| ➡️ System Determination                                                                                                           |
| i) Who is it from?                                                                                                                 |
| (1) Blacklists                                                                                                                     |
| (2) Reputation systems                                                                                                             |
| ii) What's in it? (Content Filtering)                                                                                             |
| (1) Static lists                                                                                                                   |
| (2) Learning methods                                                                                                               |
| iii) How was it sent?                                                                                                               |
| (1) Forged info? (i.e. reverse DNS, domain lookup, verify email address on calling server, verify message on sending server, reverse MX record) |
| (2) Envelope characteristics, delivery path information                                                                        |
| (3) Quantity? (i.e. DCC)                                                                                                          |

Figure 1 – Taxonomy of spam-fighting techniques (Ref [2]).

2. The economics of spam

The economics of spam have been studied by several parties [7, 8, 14]. These studies show that spammers have to send millions of emails to get a sufficient return. Therefore spam is viable only due to the lack of a significant per-recipient cost for sending email. Micropayments [15], CPU cycles [9] and traffic shaping [12] have
been suggested as methods for incurring a cost to the sender to discourage sending emails to a large number of recipients. CPU-cycle based systems have been used in research environments, while commercial systems are available for micropayments and traffic shaping.

The Centipaid micropayment system [15] can work as a filter that quarantines messages that do not have a payment attached, and whose senders are not in a white list. Senders of quarantined messages get a reply directing them to a web page where payments can be attached.

At its core, email provides a method of exchanging information, and email communications can be viewed as economic transactions that are subject to supply and demand behavior [14]. While the systems described above introduce an economic disincentive for sending spam, they do not attempt to provide ways to optimize the economic benefit to the sender or the recipient. This is what Gridemail aims to provide.

3. Rationale of Gridemail

People are motivated to send and receive messages for different reasons. Both sending and receiving parties consume resources in the exchange of information, and would therefore expect to gain something. It maybe a tangible benefit as in the case of a sale resulting from an advertisement, or an intangible benefit like goodwill gained from a greeting. With Gridemail, we want to help both parties to maximize the benefit of an exchange.

To pre-empt the possibility of being used by spammers, we want a system that will support significant per-recipient costs. A person wanting to send multiple messages on such a system, will want to maximize the return on the resources spent.

A recipient, who spends valuable time in reading messages, would like to maximize the benefit by reading only relevant or important messages. Current solutions provide minimal control to the recipient to differentiate and choose the messages being received.

When resources such as storage or internet services are placed on a network, measures are put in to control access to the resources. Quality of Service (QoS) and Classes of Service (COS) are used to differentiate users and provide services in a selective way.

Therefore it is only natural to consider the time and mental effort of a recipient as a valuable resource, the use of which has to be regulated. However, neither quality of service nor congestion was a consideration in the design of SMTP, as initially it was used as a medium of communication between trusted parties. Other end-user messaging technologies (fax, SMS) largely rely on a single charge to provide some economic control. Essentially each messaging system provides a single class of service, leaving the recipient open to abuse or overload if the class is not secure or the price is too low.

The Gridemail framework described in this paper allows users to specify differentiated classes of service, each with its own policies. Each class of service represents the users’ policy and conditions for processing a certain type of message. The sender has to select a class of service suitable for a given message, and then satisfy the conditions to use it.

Gridemail is not merely a spam fighting technique. It is a system that provides a framework to manage all personal message-based communications. Considering trends towards unified messaging and pervasive computing, different levels of QoS
for messaging is likely to be a requirement for future applications. People have an increasing number of communication channels available, each with different qualities. Without a framework like Gridemail, managing and preventing abuse in each channel separately becomes a time consuming task for individuals.

4. Related areas of research

The techniques proposed in Gridemail have some similarities to congestion control and customer classes principles. This area has been widely researched since 1969 [5, 16-18], using queuing theory and models, for application in controlling access to limited resources. Economic methods for regulating access to distributed resources are a related area receiving current attention [45].

Adopting such techniques to personal communication systems present some challenges. The behavior of a person providing a service is significantly different from that of a networked machine. Modeling of the proposed system has to take into account these differences.

Access patterns of a network resource can be measured easily using the logs. Usage patterns of e-mail are harder to measure due to privacy considerations, and also tend to vary largely from person to person. Assumptions have to be made about behavior patterns when modeling the system.

5. Quality of Service Factors

The major measures of QoS, applied to an end-user messaging service are described below. Some are derived from QoS factors for webservices described in [4].

- Availability: The availability of the user to receive messages at a given time.
- Accessibility: Accessibility of service to different senders.
- Integrity: Level to which integrity of a message data and delivery status are maintained.
- Performance: Latency of delivery and processing (maximum delivery time, etc).
- Reliability: Degree of being capable of maintaining the service and service quality. The number of failures per month or year represents a measure of reliability of a Web service. In another sense, reliability refers to the assured and ordered delivery for messages being sent and received by service requestors and service providers.
- Flexibility: Extent to which support is provided for rules, compliance with standard related to message types, content and formats.
- Security: Security is the quality aspect of the service of providing confidentiality and non-repudiation by authenticating the parties involved, encrypting messages, and providing access control. The service provider can have different approaches and levels of providing security depending on the service requestor.
- Recipient Properties: Properties of the recipient that affect the ability process the message, such as interests, areas of expertise, trust and reputation.

The above QoS factors can be provided in different layers including Network, System, Channel and User layers. Issues related to QoS factors in the Network layer
are beyond the scope of this paper. System layer refers to QoS factors that are provided by the Gridemail software. Device QoS refers to inherent properties of the Channel and device used to read messages. User QoS refers to properties and behavior of the user processing the messages.

The configuration task in setting up Gridemail for a recipient involves defining different classes of service and their policies. Each may have different mixes of QoS in the different layers. Gridemail will direct received messages to different channels depending on the class of service chosen by the sender, and the policy configuration of the recipient.

6. High-level architecture of Gridemail

The main components of the Gridemail system are illustrated in Figure 2. A person who wants to send a message composes the message and chooses a profile for the message. The message is then transmitted to the Gridemail Sender Service, which is an internet service located at an ISP or corporate network. After negotiating a suitable class of service, the message is transferred to a queue in the Receiver Service, where it is held until sent to the browsing application.

![Figure 2 – High-level architecture of Gridemail.](image)

**Sending Application**
The Sending Application may execute on a phone, desktop computer, or some other device with Internet connectivity. This application is used to compose the message. Depending on the device, the application may have varying capabilities for creating different types of content. Once the message is composed, the sender has to specify a Recipient and a Profile. The Recipient may be specified by providing the equivalent of an email address. The Profile indicates the QoS requirements of the message. The
Sender can select from pre-defined Profiles (that reside in his Messaging Service or Device), use a default Profiles of the Recipient, or create a custom Profile. The profile may contain information related to the sender’s valuation of message in terms of parameters such as budget that he/she is willing to invest for posting it.

**Sender Service**
The Sender Service and Receiver Service may be components of a single Messaging Service. They are explained separately because they play different roles when sending or receiving. The Sender Service has an queue that holds a sender’s message until it is transferred to the Receiver Service. The Policy Negotiation Agent is responsible for contacting the Receiver Service, negotiating a suitable class of service, security and payment requirements, and then transferring the message. Any problems should be reported back to the Sending Application.

**Receiver Service**
The Receiver Service implements the queues for different classes of service. These queues hold incoming until transferred to the recipient’s browsing application. For some classes of service, a alert message may also be sent to inform the arrival of a message. The Policy Service component is responsible for specifying availability and pricing for the QoS requirements specified by the Sender Service.

**Security Service**
Some classes of service will require authentication of the Sender. A Certification Authority may act as a third party to authenticate the Sender.

**Payment Service**
In cases where the Receiver Service specifies a price to be paid for queuing a message, the payment can be made through this third party service.

**Browsing Application**
The Browsing Application is a mail browser running on an internet connected device. This will pull messages from the relevant queue, and allow the recipient to process its content. This application will also act as the storage for offline browsing of messages.

**Alert Application**
Some classes of service will need urgent notification when a message is received. In these cases, an alert may be sent to an Alert Application on a high-availability device such as a mobile phone. The message remains in the queue until it is sent to the Browsing application later.

7. **Gridemail Operational Model**
The activity flow of Gridemail will vary depending on whether person to person, bulk, or automated messaging is taking place. Figure 3 illustrates the activities involved in person to person communication.
The basic steps for a person to send a message are:
1. The sender has to compose a message using the sending application.
2. The sending application transfers the message to his messaging service, and specifies the recipient and a profile for the message.
3. The Sender Service contacts the Receiver service, and looks for a class of service suitable for the message profile.
4. The Receiver Service specifies price and availability for the selected class of service.
5. The sender’s service checks whether the price is within the profile’s limit, and if so, a payment is attached.
6. The message is sent with the payment.
7. The Receiver Service verifies the payment.
8. The Receiver Service verifies the identity of the sender.
9. Sender’s service provides feedback to the sender’s device.
10. Depending on the class of service selected, the Receiver Service may push the message to the receiver’s device, or keep it till the message is retrieved.
11. A verification or rejection message is sent to the sender’s device.

In addition to monetary payments, different scoring functions may be used:
- Score based on source - points if it is from a friend, business partner, etc.
- Score based on a reply-paid stamp - points if it contains a stamp which indicates the recipient is expecting the mail
- Score based on format – points if it is in a certain format that helps automated processing (eg: an ICAL message requesting an appointment)

It should also be noted that rejecting messages happens in conventional email only when the Inbox of a recipient is full. It is a physical resource restriction, fundamentally different from a pragmatic decision based on a recipient’s ability to process messages. The sender’s messaging service has to provide feedback to the sender when the message can not be sent immediately. Automatic re-tries may be an option.
8. Modeling Gridemail

Analysis of the Gridemail model is necessary to show how it provides a benefit compared to conventional email. The benefit can be measured from sender, recipient, intermediary, or social viewpoint. The definition of benefit can also vary with the scenario.

One usage scenario is where a sender wants to maximize the economic return which may occur on the recipient reading the message. This scenario is relevant to advertisements, bulletins and newsletters. When there is no per-recipient cost, the optimal solution is to send to as many recipients as possible. This is where spamming originates. When a significant per-recipient cost is put in place, the optimal solution will be to select the recipients that are most likely to respond.

From an interpersonal communication viewpoint, the aim of Gridemail is to regulate communications in a way that is beneficial to both senders and receivers. Most of the benefit gained will have intangible properties such as goodwill or knowledge. We will not consider the monetary value of any payments as a benefit, as payments are used purely for regulation. Different combinations of benefits to the sender or receiver are illustrated in Figure 4. Messages can be placed anywhere in the graph.

Figure 4 – Classification grid for different types of messages.

As each message arrives, the recipient’s policy may accept, reject, or conditionally accept the message (based on payment of a charge). The set of messages waiting to be processed when the user logs in next time is a result of a sequence of decisions made according to the recipient’s policy. We want to study possible policies which select messages that maximize the benefit to the recipient.

A variation of the above problem describes the job-shop decision model [49]. The objective is to find an optimal policy for accepting or rejecting jobs. The optimal policy will maximize the long-term profit by selecting jobs according to the job’s characteristics. Jobs are processed immediately, hence accepting a job makes an immediate time commitment. In Gridemail, the decision to accept a message makes a
future time commitment, and also reduces the time available to commit for subsequent messages.

Let us consider a limited time interval \((0, x)\). During this time interval, a person has to choose between reading from \(k\) available messages and performing from \(j\) other tasks. The benefit and time taken for reading messages or doing tasks is illustrated in Figure 5. Each message or task is shown as a rectangle, where the horizontal dimension represents the time taken to process the message or perform the task. The area of the rectangle represents the net benefit. To make the problem interesting, the time interval \((0, x)\) has to be too short to complete all tasks and read all messages with a net benefit.

Figure 5 – Illustration of benefit in reading mail or doing other tasks.

The optimal solution in this scenario is to choose messages and tasks with the highest benefit rate sufficient to cover the whole interval, as shown in Figure 6.

If the arrival pattern of messages is known initially, and a probabilistic model is available for the benefits and times, decisions can be made following the principle of maximum expected utility \([46, 47, 48]\). The above solution assumes such information is available. However, that assumption cannot be made initially in a real-life situation.

Probabilistic models of the benefits and processing times for messages can be built over time. These models will provide distributions for the benefit and processing time for a message as a function of the message properties such as sender, size and content, class of service, etc. Creating such models is discussed further in the next section.
We will first study policies that are not pricing dependant. The simplest policy is to accept any message. We will use the following parameters for analysis:

1. Messages arrive with exponential inter-arrival times
2. The benefit and reading time of messages are independent and follow normal distributions. Mean time for reading is 3 minutes, and the mean benefit rate is 5 units per minute.
3. The user logs in every 5 hours to check for messages, and reads all messages.
4. The user has 15 minutes allocated exclusively for reading. If the time to read runs over that, she has to give up other tasks that have benefit rates of 10 units per minute.

If the arrival rate of messages is $\lambda$ per minute, the number of expected messages in 5 hours is $300\lambda$. The expected time taken to read messages will be $900\lambda$. As long as this time is less than 15 minutes (i.e., $\lambda \leq 1/60$), the expected net benefit will be $4500\lambda$. After the total reading time exceeds 15 minutes, the net benefit will be $4500\lambda - 10(900\lambda - 15)$.

Another simple policy is one which accepts messages until the expected time taken for reading messages is 15 minutes, and then rejects any subsequent messages. This policy will need a probabilistic model of how long each message will take to read. Like before, the expected net benefit will be $4500\lambda$ as long as $\lambda \leq 1/60$. Then it will remain at the same level as at $\lambda = 1/60$. The variation of expected net benefit with the arrival rate is shown in Figure 7.

A major problem with the above policies is that they would not inherently prevent spam or unimportant messages getting through. They might be acceptable when there is a favorable distribution of messages, but if there is a bias towards low value messages their performance will degrade.

Next we will consider policies that use some pricing controls. The simplest pricing policy is to have a fixed price for all messages. This policy is employed in micropayment systems that are currently available. Since they are effective in preventing spam messages getting through, they will be more robust than the two policies described before.

A policy based on pricing can regulate message acceptance in several ways. One way is to increase or decrease the price so that equilibrium is reached at a desirable level for the recipient. Limits on the expected processing time can optionally be used as in previous policies. Congestion pricing is slightly more complicated policy, where the price is increased with the number of messages already waiting to be processed.
Congestion pricing may be used without any limits on the expected processing time, as it will increasingly restrict acceptance rates.

![Variation of net benefit with arrival rate.](image1)

**Figure 7** – Variation of net benefit with arrival rate.

The only safe assumption we can make about a sender is that he will be willing to pay more for message that benefit him. The recipient’s benefit may not be a primary concern. If the only objective of the recipient is to maximize her benefit, a simple pricing policy is effective only when there is a direct relationship between the benefit to the sender and benefit to the recipient. If there is such a relationship, increasing the price can increase the expected benefit of accepted messages, as illustrated in Figure 8. Increasing the price (moving the vertical line to the right) will filter out messages that are less beneficial to the recipient and the sender.

![Effective pricing control.](image2)

**Figure 8** – Effective pricing control.

In reality there are messages that are beneficial mostly to the sender that recipients may want to or are obliged to read. An example would be a lecturer answering queries from students. There are other messages that are beneficial mostly to the recipient. Pricing policies may discourage the sender from sending such
messages. The effect of pricing control on such relationships is shown in Figure 9. Increasing the price filters out messages that are beneficial only to the recipient.

**Figure 9 – Ineffective pricing control.**

In Gridemail this problem is approached by having Classes of Service. Each COS can be used to regulate messages of a particular benefit characteristic. As illustrated in Figure 10, COS1 defines a class that delivers messages that are beneficial mostly to the receiver. Only trusted senders will be allowed to use this class of service. COS2 defines a class that delivers low benefit to the receiver. Pricing can effectively regulate messages in this class. COS3 represents another possible class that represents messages that are beneficial to the receiver and possibly to the sender. This class can represent useful communications between friends. A loose form of congestion pricing may be used to regulate messages in this class.

**Figure 10 – Classes of Service.**
9. Implementation Strategy for Gridemail

As described in the previous section, probabilistic models of the time taken to read messages are needed for some control policies. The time taken to process a message is roughly how long the message is viewed by the user, and can be measured by the browsing application. If there is a correlation between known properties of the message (such as the size and source) and the time taken, statistical analysis can be used to build a model.

There are various technical and social factors to consider when implementing Gridemail. From a technical perspective it would be ideal to start from a clean slate and develop all the infrastructure and protocols. From a social perspective, people and corporations already have a lot of practices and infrastructure in place already, and would be more likely to accept solutions that work with them.

The changes to implement Gridemail have to be minimized at the sender and recipient interfaces. An application similar to mail browsers can be used as the interface for composing and browsing messages. The Receiver service can also implement a message storage service, and the Post Office Protocol can be used largely unchanged to browse messages on the storage.

If changes are to be minimized, all infrastructure including SMTP servers can be used as is. However that will mean QoS selection and negotiation will have to be done manually by the sender. Payments and QoS selections can be specified in mail attachments created by accessing the Receiver Service through a web browser or a special application. These time consuming steps can be avoided by adding a QoS negotiation stage into SMTP so that it can act as the Sender Service or the Receiver Service as described in this paper. There will be no allowance for relaying, as messages are transferred directly from the Sender Service to Receiver Service.

The Payment and Security services can utilize existing infrastructure. We plan to use Gridbank [50] to implement the Payment Service.

The effect of QoS negotiation on the performance will be significant. This will have to be balanced against the reduction of unnecessary traffic.

10. Summary and Future Work

This paper presented an overview of Gridemail - a framework that overcomes problems in conventional email systems by regulating messages through economic methods. Policies based on pricing and quality of service has been suggested as effective control mechanisms.

We have discussed the concept of benefit of reading a message. However the policies discussed in this paper do not depend on a measurement or model of benefit. Such a model may possibly be built with feedback from the user and used as part of the policies.

Future work includes implementation of a prototype and development of various economic-based valuation strategies for handling different classes of messages. Their application in bulk and other types of messaging will also be studied.
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