EEG-based Inter-Subject Correlation Schemes in a Stimuli-Shared Framework: Interplay with Valence and Arousal
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Abstract—Affective computing is confronted to high inter-subject variability, in both emotional and physiological responses to a given stimulus. In a stimuli-shared framework, that is to say for different subjects who watch the same stimuli, Inter-Subject Correlation (ISC) measured from Electroencephalographic (EEG) recordings characterize the correlations between the respective signals at the different EEG channels. In order to investigate the interplay between ISC and emotion, we propose to study the effect of valence and arousal on the ISC score. To this end, we exploited various computational schemes corresponding to different subsets of the dataset: all the data, stimulus-wise, subject pairwise, and both stimulus-wise and subject pairwise. We thus applied these schemes to the HCI MAHNOB and DEAP databases. Our results suggest that the ISC score decreases with valence and increases with arousal, as already shown by previous results on functional MRI.

Index Terms—Electroencephalography (EEG), Affective Computing, Inter Subject Correlation (ISC), Valence, Arousal, Annotation, Inter-annotator agreement

1 Introduction

A significant part of the investigations in affective computing research seeks a better understanding of the link between elicited emotion and physiological responses. More specifically, EEG has attracted the attention of researchers in the field of affective computing and it has been shown to hold precious cues for emotion classification [1], [2], [3]. However, affective computing has to cope with the variability of individual responses to stimuli, whether it be at the emotion level or at the physiological signal level. Indeed, from one subject to another: i) the same stimulus can elicit different emotions [4], [5]; and ii) the same elicited emotion translates into different physiological responses [6], [7].

Individual differences across subjects limit the generalization of automated emotion classification. Indeed, extracted EEG features vary significantly across individuals [8], which results in a degradation of classification results when made across subjects [9]. To overcome this issue, researchers can employ subject-specific approaches, i.e. develop computational models using only data from the targeted subject [10]. Others use different transfer learning strategies to improve EEG-based inter-subject classification [11].

In this paper, we address the inter-subject variation issue from an interaction perspective, adopting a stimulus-centered study of synchrony between EEG signals, in the same fashion as the robot-centered approach in robotics [12]. In other words, we study the correlations between EEG signals of different subjects who watched the same videos, even if they did not watch them simultaneously.

Two main reasons motivate this approach:

• Shared experiences, such as the exposure to the same audiovisual content, play an important part in the interactions between individuals.

• For complex tasks such as stimulus-based emotion elicitation, single-trial EEG analysis is often a necessity. Therefore, analyzing the signals recorded from different subjects and obtaining insights about their differences and commonalities can make the results more generalizable.

To simultaneously analyze the EEG signals of different subjects, we use the Inter Subject Correlation (ISC) framework, as described in previous studies [13], [14], [15]. Dependencies between ISC of EEG recorded during audiovisual stimuli and subject conditions such as age or sex have been established. For instance, decrease in ISC of EEG has been shown as ages of the subjects increase [16].

Others have established links between ISC of functional Magnetic Resonance Imaging (MRI) and emotion, showing that ISC increases for specific regions of the brain when the stimulus elicits high arousal or low valence [17]. Replicating such results with EEG signals would both prove consistency and allow their usability with more lightweight devices.

In line with these previous works, and having acknowledged inter-subject and inter-stimuli variations [4], we propose various schemes to study the effects of valence and arousal variations on ISC of EEG recorded from different subjects watching the same videos: on all the dataset, stimulus-wise, subject-pairwise, or both stimulus-wise and subject-pairwise. Those schemes are detailed in Section 3.

In addition to the establishment of a link between ISC of EEG signals and valence/arousal levels which is, to the best of
our knowledge, completely novel, our main contributions are:

- the proposal and comparison of various ISC computational schemes
- a particular interest given to the statistical validity of the observed ISC variation along valence and arousal dimensions, using computationally intensive randomization tests.

Section 2 is a reminder of the ISC framework. Section 3 presents and discusses different ISC computational schemes, whereas Section 4 raises the issue of interpretation of ISC results. Sections 5 and 6 show the results obtained with different schemes respectively on the HCI MAHNOB [9] and DEAP [10] databases. Finally, section 7 emphasizes some limitations of our work and explains observed differences between the databases.

2 The ISC principle

To simplify the presentation, we introduce the principle of ISC by directly instantiating it on our use-case: \( N \) sub subjects watch \( N \) vid video stimuli. All subjects watch the same videos. The videos are not watched simultaneously. During each stimulus, EEG signals are recorded from the scalp of each subject with a \( N \) cha-channel EEG headset. Figure 1 illustrates the situation.

For each video, each subject annotates the emotion felt using the valence and arousal dimensions. The annotation scale can be either discrete or continuous.

2.1 ISC score computation

Let \( X_{i,v} \) denote the EEG data matrix recorded from subject \( i \) while he/she was watching video \( v \). \( i \) ranges from 1 to \( N \) sub while \( v \) ranges from 1 to \( N \) vid. \( X_{i,v} \) is a \( N \) cha \( \times \) \( T \) v matrix, where \( T \) v is the number of EEG signal samples recorded for each channel, which depends on the length of the video \( v \).

Given the matrices \( R_{ij} \) of size \( N \) cha \( \times \) \( N \) cha which each measure the cross-covariance of all electrodes in subject \( i \) with all electrodes in subject \( j \), the pooled within-subject covariance \( R_w \) and the pooled between-subject cross-covariance \( R_b \) are defined as follows:

\[
R_{ij} = \sum_{t=1}^{T}(X_{i,v}(t) - \bar{X}_{i,v})(X_{j,v}(t) - \bar{X}_{j,v})' \quad (1)
\]

\[
R_w = \frac{1}{N_{sub}} \sum_{i=1}^{N_{sub}} R_{ij} \quad (2)
\]

\[
R_b = \frac{1}{N_{sub}(N_{sub} - 1)} \sum_{i=1}^{N_{sub}} \sum_{j \neq i} R_{ij}. \quad (3)
\]

where \( X' \) denotes the transpose of \( X \) and \( \bar{X} \) denotes the vector corresponding to the mean over time of \( X \). In Section 4 a focus will be made on a pairwise definition of \( R_w \) and \( R_b \), that is to say pooled over each pair of subjects.

Given the matrices \( R_b \) and \( R_w \), the eigenvectors \( e_k \) of \( R_w^{-1} R_b \) are computed and ranked in decreasing order of associated eigenvalue. These eigenvectors are then used to compute the correlation strengths \( C_k \) in the following fashion:

\[
C_k = \frac{e_k^T R_b e_k}{e_k^T R_w e_k}. \quad (4)
\]

\( C_k \) accounts for the ratio of the projection strength of \( e_k \) on \( R_b \) to its projection strength on \( R_w \). Following previous studies that concluded that the choice of the three first components is a good compromise [14], [16], [15], we define the ISC score as \( C_1 + C_2 + C_3 \).

2.2 Averaging \( R_{ij} \) to compute ISC eigenvectors

Actually, what is usually done in the EEG-based ISC domain is the averaging of matrices \( R_{ij} \) across all stimuli, or across both all stimuli and all pairs of subjects (when ISC are considered pairwise). This only concerns the eigenvectors computation step [10]. For instance, when the averaging is done across all stimuli, the averaged matrices \( R_{ij} \) are computed, for each pair of subjects \((i,j)\), in the following manner:

\[
R_{ij} = \frac{1}{N_{vid}} \sum_{v=1}^{N_{vid}} R_{ij} \quad (5)
\]

Then, following (2) and (3), \( R_{wglobal}^{-1} \) and \( R_{bglobal} \) are computed from the averaged matrices \( R_{ij} \). Eigenvectors \( e_k \) are then computed from \( R_{wglobal}^{-1} R_{bglobal} \).

2.3 Shrinkage

As proposed in [18] for Linear Discriminant Analysis-based single-trial ERP classification, \( R_{wglobal} \) may be shrunk to improve robustness to outliers. Let \( \gamma \) be a regularization parameter between 0 and 1 and \( \lambda \) the mean eigenvalue of \( R_{wglobal}^{-1} \):

\[
R_{wglobal} \leftarrow (1 - \gamma) R_{wglobal} + \gamma \lambda I \quad (6)
\]

When estimating a big covariance matrix, large eigenvalues are estimated too large, and small eigenvalues are estimated too small [18]. Shrinkage modifies extreme eigenvalues towards the average eigenvalue. What is convenient is that shrinkage does not change the eigenvectors of such covariance matrices. In addition to dampening the effect of outliers by this modification, shrinkage allows to compute the inverse of the shrunk \( R_{wglobal} \) and \( R_{wglobal}^{-1} \) cannot be computed.
3 Different ISC computational schemes

In this paper, we exploit our shared stimuli framework, to define different ISC computational schemes following theses perspectives:

- whether to compute the EEG signals of the subjects pairwise or globally;
- how to combine the data on which to compute the eigenvectors of $R_w^{-1}R_b$?, that is whether to consider all the dataset, stimulus-wise, subject-pairwise, or both stimulus-wise and subject-pairwise data batches.

3.1 Comparing subject signals globally vs pairwise

Computing ISC eigenvectors using the signal recordings of all $N_{sub}$ subjects globally suits the case when we wish to compare each subject to the group. In this case, ISC scores are computed for each subject $i$, using the following expressions:

$$(C_k)_i = \frac{\epsilon_k^i(R_b)_i\epsilon_k}{\epsilon_k^i(R_w)_i\epsilon_k}, \quad (7)$$

where $(R_b)_i = \frac{1}{N-1} \sum_{j \neq i} (R_{ij} + R_{ji})$, \quad (8)

and $(R_w)_i = \frac{1}{N-1} \sum_{j \neq i} (R_{ii} + R_{jj})$. \quad (9)

In our attempt to establish a link between emotion and ISC scores, we could compare, for each video, each subject to the rest, and look at the effect of elicited emotion on the ISC score of each subject. However, doing so would compel us to consider annotation agreement globally, whereas considering annotation agreement pairwise allows a finer distinction between agreement and non-agreement. In the pairwise setting, we compute the ISC score for each pair of subjects $(i, j)$ in the following fashion:

$$(C_k)_{ij} = \frac{\epsilon^i_k(R_b)_{ij}\epsilon^j_k}{\epsilon^i_k(R_w)_{ij}\epsilon^j_k}, \quad (10)$$

where $(R_b)_{ij} = R_{ij} + R_{ji}$; \quad (11)

and $(R_w)_{ij} = R_{ii} + R_{jj}$. \quad (12)

We chose to focus on this pairwise setting. In fact, in addition to allowing one to consider agreement in a pairwise fashion, this multiplies the ISC data on which to study valence and arousal effects.

3.2 Choosing the data on which to compute the eigenvectors

- Averaging the matrices $R_{ij}$ across all stimuli, and then computing the eigenvectors $\epsilon_k$ from $R_w^{-1}R_b$, that is using the whole dataset (all subjects, all stimuli), generalizes such eigenvectors and makes them more robust to outliers. All the available information is used to compute the covariance matrices, thus allowing a better precision. In that fashion, we seek to maximize inter-subject correlation on all the dataset. We refer to this scheme as $V_{all}$. However, as EEG responses are very subject-dependent and session-dependent, computing the eigenvectors $\epsilon_k$ on more specific subsets can also be considered.

- Rather than being computed from $R_w^{-1}R_b$, the eigenvectors $\epsilon_k$ can be computed stimulus-wise, that is separately for each stimulus, on all pairs of subjects, therefore taking stimulus-dependency into account. The assumption is that we wish to maximize ISC for each stimulus separately. Practically, it consists in not averaging matrices $R_{ij}$ on all stimuli, but rather in processing each stimulus separately. This scheme, presented in Figure 2, is referred to as $V_{stim}$.

4 Studying effects of emotion on ISC

There are $N_{pairs} = \frac{N_{sub}(N_{sub} - 1)}{2}$ pairs of subjects. Regardless of the slicing scheme (Section 3.B), $N_{pairs}$ associated ISC scores are obtained for each video, which makes a total of $N_{pairs} \times N_{vid}$ ISC scores. For each pair of subjects, one has...
to take a decision regarding their agreement on the valence or the arousal annotations, respectively. Indeed, to establish a link between the emotion experienced by two subjects and the ISC score between their EEG signals, we limit the study to the cases where the subjects agree on the annotation of the emotion.

Then, pairs of subjects for which there is agreement should be classified according to the level of valence or arousal that was annotated.

In the HCI MAHNOB database used in this study (see Section 5), valence and arousal annotations are discrete values in \{1, 2, ..., 9\}. We divide valence and arousal annotations in 3 classes: \{1, 2, 3\} are considered low, \{4, 5, 6\} are considered average, and \{7, 8, 9\} are considered high, following the usual division made in the literature, and more specifically in the paper introducing HCI MAHNOB.

In the DEAP database (see Section 6), valence and arousal annotations are continuous values in \[1; 9\]. We again divide valence and arousal annotations in 3 classes: values in \[1; 3.5\] are considered low, values in \[3.5; 6.5\] are considered average, and values in \[6.5; 9\] are considered high.

### 4.1 Assessing pairwise agreement
Assessing the agreement of each pair of subjects is a difficult task that may at first seem arbitrary. Previous works have used the Cohen’s kappa score as an agreement indicator [19]. However, as this score is suited to multi-annotator cases, its use is less interesting when only computed on a given pair of subjects, which is our case. In addition, we do not wish to assess the agreement of each pair of subjects on all videos, but rather on each video. Therefore, our focus is on the assessment of agreement both subject-pairwise and stimulus-wise. We introduce ad hoc rules for such an assessment, taking into account the non-linearity of agreement [20]:

- For a given stimulus, we assume that two annotations from the same category (low, average, high, as previously defined) are in agreement with each other.
- We consider two annotations from different categories to be in agreement with each other if and only if their difference is lower or equal to 1.

Such rules are chosen both to correspond to the usual categories in the literature (low, average, high) and to allow for some agreement flexibility at the border between two classes.

Figure 4 sums up those rules in the form of a decision matrix for the HCI MAHNOB case. For instance, for a given video stimulus, if subject \(i\) annotates a valence of 2 and subject \(j\) a valence of 4, they are considered in disagreement with each other. On the contrary, if subject \(i\) gives an annotation of 7 and subject \(j\) an annotation of 9, their annotations are considered to agree with each other.

### 4.2 Assigning a subject pairwise annotation for a given stimulus when there is agreement
When two subjects agree on the annotation of a given stimulus, we want to assign a common label to this video, which is specific to this pair of subjects, in order to establish a link between this label and the ISC score. Previous works use majority decisions to assign a global annotation to each stimulus.
whether the variations on ISC that we observe as a function of assessed emotion are significant or not.

This procedure is performed to compare ISC scores from different valence or arousal categories, thus trying to assess the dependencies between the valence (resp. arousal) level and the ISC score.

Let us note that significance values not only depend on differences of means, but also on the cardinal of each category, which explains how a slight difference can be more significant than a larger one.

5 Results on HCI MAHNOB

HCI MAHNOB [9] is a multi-modal dataset where various physiological signals were recorded from subjects who watched video stimuli. Among these physiological recordings, we are interested in the EEG signals.

Each subject assessed the emotion elicited by each stimulus in terms of valence and arousal. With our notations, \( N_{\text{vid}} = 20 \) and \( N_{\text{sub}} = 24 \) (we only took into account the subjects who watched all the videos). This gives a total of 5520 pairwise ISC scores, among which 3685 agreements on valence, and 2968 agreements on arousal. Following 4.1, we restrict our computations on pairs of subjects where agreement is obtained.

The focus is made on two specific schemes, that are \( V_{\text{all}} \) and \( V_{\text{stim/pair}} \). The two remaining schemes are discussed more briefly. Significance results correspond to the upper bounds obtained with the method presented in 4.3.

5.1 Results with \( V_{\text{all}} \)

Figures 5 and 6 show the means of pairwise ISC scores for each category of annotation (low, average, and high), respectively for valence and arousal, along with information on the significance of the difference between each category. The considered significance levels are 5%, 1% and 0.1% (HCI MAHNOB database).

Figures 5 and 6 show the means of pairwise ISC scores for each category of annotation (low, average, and high), respectively for valence and arousal, along with information on the significance of the difference between each category. The considered significance levels are 5%, 1% and 0.1% (HCI MAHNOB database).

As shown in Figure 5, ISC scores obtained in this fashion decrease when valence increases. In other words, low valence elicitation induces better Inter Subject Correlation, which echoes the findings of Nummenmaa et al. [17], the latter restricting such variation to specific regions of the brain. However, only the difference between low valence ISC scores and average valence ISC scores is significant at the 5% level.

As for the arousal dimension, Figure 6 reveals an increase of ISC scores when arousal increases, which was also expected. In terms of significance, such raise is easier to observe than the decrease of ISC along valence.

5.2 Results with \( V_{\text{stim/pair}} \)

Contrary to \( V_{\text{all}} \), this scheme takes into account both subject pair dependency and stimulus dependency. Let us see how the obtained results back the previous ones, despite this dependency change.

Figure 7 shows the same tendency as Figure 5 in terms of ISC decrease when valence increases. However, differences are better in term of significance. Figure 8 also shows the same tendency as Figure 5, but the significance level between low arousal ISC and average arousal ISC is decreased.

The monotonicity of ISC as a function of valence and a function of arousal is strengthened as it is observed for
both schemes. In addition, one can notice that computing ISC eigenvectors separately for each pair of subjects and each stimulus yields more significant results for valence, whereas it degrades significance for arousal. This could be interpreted by a lesser subject and stimulus dependency of arousal. The following subsection suggests a difference between valence and arousal annotations that could explain the phenomenon.

5.3 Linking the ISC level to the annotation agreement

It is worth noticing that among the 5520 HCI MAHNOB data points on which ISC can be computed (276 subject pairs \times 20 video stimuli) :
- 3685 correspond to a pairwise valence annotation agreement whereas the remaining 1835 correspond to a pairwise valence annotation disagreement (using the definitions presented in Section 5);
- 2968 correspond to a pairwise arousal annotation agreement whereas the remaining 2552 correspond to a pairwise arousal annotation disagreement.

At first glance, one could conclude that agreement occurs more easily on valence than on arousal. However, it is more interesting to go in depth with a comparison of ISC levels according to valence (respectively arousal) agreement/disagreement. The results of such a comparison are given in Table 1 (ISC scores were computed using the scheme V\text{all}, HCI MAHNOB).

![Mean ISC value per arousal category (V\text{stim/pair}, HCI MAHNOB)](image)

**Fig. 8.** Mean ISC score per arousal category (V\text{stim/pair}, HCI MAHNOB)

| Dimension | Agreement | Disagreement | Significance |
|-----------|-----------|--------------|--------------|
| Valence   | 0.0104    | 0.0106       | 0.46         |
| Arousal   | 0.0112    | 0.0097       | 0.052        |

Table 1 shows that the mean ISC score is higher on the data subset where alignment on arousal occurs than on the one where there is disagreement on arousal annotation. Such a difference is almost significant at the 5% level. As for valence annotation, there is almost no ISC difference between agreement and disagreement cases.

This could mean that even if its occurs less frequently, agreement on arousal is more consistent than agreement on valence. Further, it could explain why the ISC monotonicity as a function of valence is more significant when ISC eigenvectors are computed separately for each pair of subject and each stimulus, rather than on the whole dataset.

6 Results on DEAP

DEAP [10] is another multi-modal dataset where various physiological signals, among which EEG signals, were recorded from subjects. The main difference with HCI MAHNOB is that the emotions were elicited by the means of music video stimuli. With our notations, \(N_{vid} = 40\) and \(N_{sub} = 32\). This gives a total of 19840 pairwise ISC scores, among which 11126 agreements on valence, and 9184 agreements on arousal.

6.1 Results with V\text{all}

Figure 9 shows that contrary to HCI MAHNOB, mean ISC scores increase when valence increases, even if the significance is only at the level of 5%. Reasons why such a difference is observed are discussed in 7.3.

As for the arousal dimension, Figure 6 reveals a variation similar to the one obtained for HCI MAHNOB, that is to say an increase of ISC scores when arousal increases, only with a less satisfying significance.

![Mean ISC value per valence category](image)

**Fig. 9.** Mean ISC score per valence category (V\text{all}, DEAP)

6.2 Results with V\text{stim/pair}

When ISC eigenvectors are computed subject-pairwise and stimulus-wise, a different pattern of variations is observed for both valence (Figure 11) and arousal (Figure 12). Indeed, there is a significant ISC decrease for extreme values of valence or arousal. The mean ISC obtained for average valence (resp. arousal) is higher.

However, we can notice something quite consistent with the results concerning HCI MAHNOB, that is to say a significant decrease in ISC between low and high valence, and a significant increase in ISC between low and high arousal.
7 Further discussion

7.1 Agreement is arbitrarily defined

The assessment of subject-pairwise agreement introduced in Section 4 follows arbitrary rules, even though they were carefully chosen for consistency. Performing a calibration phase before presenting the stimuli to each participant could help homogenizing the meaning of annotation values among subjects, and therefore mitigate this arbitrary aspect.

7.2 ISC score variation from one scheme to another

Comparing ISC score levels obtained from the different schemes, one can clearly notice that the more specific the slicing scheme (Section 3-B), the higher the ISC scores. This is quite natural as the correlation is maximized on smaller, more specific subsets of the data.

7.3 Differences of ISC score variations along valence between HCI MAHNOB and DEAP

In the case of HCI MAHNOB, the ISC score clearly decreases along the valence dimension (Figures 5 and 7). However, results are more mitigated in the case of DEAP (Figures 9 and 11). This can be explained by both the different nature of the stimuli used and the annotation procedure. Annotation is continuous in DEAP, whereas it is discrete in HCI MAHNOB.

But some more striking comparison between HCI MAHNOB and DEAP annotation results could explain this difference better. Table 2 shows that the mean absolute valence annotation difference is significantly higher for DEAP than for HCI MAHNOB. Significance is computed using the method described in 4.3. One could wonder if the difference observed is simply due to the annotation nature, which is discrete in the case of HCI MAHNOB and continuous for DEAP. However, the same comparison for arousal yields a smaller difference between the two databases, even if the difference is still significant. Therefore, Table 2 shows a difference between the databases that could explain why the ISC score clearly decreases along the valence dimension in the case of HCI MAHNOB, whereas it is more mitigated in the case of DEAP.

| TABLE 2 | Mean absolute value of pairwise valence annotation difference |
|-----------------|-----------------|-----------------|
| Dimension       | Valence         | Arousal         |
| HCI MAHNOB      | 1.49            | 2.02            |
| DEAP            | 1.69            | 2.10            |
| HCI/DEAP difference significance | $< 10^{-5}$ | $2.5 \times 10^{-4}$ |

Further, it is interesting to compare the same quantities between HCI MAHNOB and DEAP with a restriction to the agreement cases, using the definitions of agreement exposed in 4.1. This is relevant as the ISC scores we presented were computed on agreeing pairs of subjects. Such a comparison is made in Table 3. Again, this shows that overall, the agreement level is significantly better in the case of HCI MAHNOB than DEAP, with a more significant difference for the valence dimension. This would support the hypothesis that the different valence agreement levels between the two databases explain the difference between ISC variations along valence.
7.4 Effects of shrinkage

As exposed in [2, 3], $R_{\eta_{\text{global}}}$ may be shrunk to improve robustness to outliers, by the means of a regularization parameter $\gamma$ between 0 and 1. This regularization parameter has a limited effect on significance but practically none on the variation itself.

8 Conclusions and future work

We have presented and described various schemes to study the effects of valence and arousal on EEG Inter Subject Correlation between participants who watched the same audiovisual stimuli. We have introduced a definition of agreement so as to limit our study on agreeing subject pairs. Finally, we have presented the obtained results for two schemes on the HCI MAHNOB and DEAP affective datasets [7, 10].

Our results show a consistent increase in ISC scores when arousal increases. Along the valence dimension, a consistent decrease in ISC was obtained in the case of HCI MAHNOB, whereas this conclusion is more mitigated for DEAP. The different nature of the stimuli used in the DEAP dataset (music videos) can explain such drawbacks, as well as the difference between discrete/continuous annotations and, more importantly, the finer agreement level in HCI MAHNOB.

Both the decrease in ISC scores when valence increases and the increase in ISC scores when arousal increases are consistent with previous results on functional MRI in the literature [17].

A great deal of attention was devoted to the significance of such variations, using computationally intensive randomization tests. Of particular note is the fact these results are backed by the different schemes. Even if each scheme focuses on a different dependency (stimuli-wise, subject-wise...), there is a clear trend when it comes to the variation of ISC score as a function of valence or arousal.

In future work, the study will be extended to datasets where a calibration phase is available, and more focus will be made on the definition of pairwise annotation agreement.
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