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Abstract

In this paper, we show that the price of an European call option, whose underlying asset price is driven by the space-time fractional diffusion, can be expressed in terms of rapidly convergent double-series. This series formula is obtained from the Mellin-Barnes representation of the option price with help of residue summation in $\mathbb{C}^2$. We also derive the series representation for the associated risk-neutral factors, obtained by Esscher transform of the space-time fractional Green functions.
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1. Introduction

In the financial literature, models based on Lévy (or $\alpha$-stable) distributions \cite{45} play a prominent role, because such distributions possess heavy tails and thus allow extreme but realistic events, such as sudden jumps of market prices, that Gaussian models fail to describe; their relevance in financial modeling has been known since the works of Mandelbrot and Fama in the 1960s \cite{33,10}. They are also closely related to fractional analysis: when the price log-returns are driven by an $\alpha$-stable distribution with maximal negative asymmetry (or skewness) \cite{7} then, after some suitable transformations, the price of an option on this asset is solution to a space-fractional PDE with boundary conditions \cite{24}.

Such models recently gained in popularity, because, as noticed by Walter in his epistemological work on on financial models \cite{44}, technology has
changed our perception of risk. At the time when traders could only see a closing price on their screens (that is, the final price on a given trading day), then the Gaussian hypothesis had a dominating influence on their mind. But when data providers became able to collect and redistribute intraday market data, it became clear that the intraday prices exhibited continuous jumps, and therefore traders and market makers started taking heavy tail models into account.

With high frequency trading, a new revolution has begun: nowadays, financial engineers need to consider the aggregation of a large number of trades in short periods of time, alternating with non-trading periods. The clock time is no longer adapted to the real market dynamics and the old hypothesis of "market time" seems to be much more suitable. Montroll and Weiss [31] introduced a very simple idea: instead of considering fixed time steps, they allowed the steps to vary randomly with some statistical distribution. This model, called the Continuous Time Random Walk Model (CTRW), is a good framework for modeling the tick by tick dynamic of financial assets: Gorenflo et al. [16] explained why the CTRW is a statistically relevant candidate for modeling German and Italian bond prices (Bund and BTP) and derived the corresponding time fractional PDE.

To mix the advantages of both space and time fractionality, space-time double-fractional diffusion has been introduced and extensively studied from the theoretical point of view [15, 23, 28, 29, 31, 32, 39]; however, it has only been recently considered in financial modeling [3, 14, 24, 25, 26]. It features a more complete structure than the simple composition of the time and space fractional models as it exhibits non trivial phenomena including large jumps and memory effects, which can not be understood as a simple market time re-parametrization of an α-stable process. Let us also mention that it has also found many applications in real systems – financial processes representing one of the most promising fields, where the fractional diffusion and generally fractional calculus has been successfully applied [2, 12, 20, 22, 21, 33, 41, 42].

Nevertheless, when it comes to option pricing, the old Gaussian model first described by Black and Scholes [4] is still the most used by market practitioners. The main reason is that this model is analytically solvable, that is, the price of an option can be easily expressed in terms of elementary functions of the market parameters. Realistic generalizations of the Black-Scholes model such as switching multifractal models [6], stochastic volatility models [18, 19] or jump processes [40] possess, at best, semi-closed pricing formulas or must be solved with help of numerical simulations. And, as for the space-time fractional diffusion model we mentioned earlier, pricing formulas take the form of Mellin-Barnes integral representation [24], which
are intractable for practitioners, and whose numerical estimation can be erroneous and time consuming. The purpose of this paper is to show that it is possible to transform this integral representation into a rapidly converging double-series, which does not involve any advanced mathematical operators. Moreover, one can easily control the numerical precision of the resulting price. The calculation of the series is based on multidimensional Mellin transform and residue summation in $\mathbb{C}^2$.

The paper is organized as follows: Section 2 introduces basic concepts in multiple Mellin-Barnes integrals and discusses the properties of fractional diffusion fractional diffusion and its applications to option pricing. In Section 3, we derive a closed formula for the so-called risk-neutral parameter. The main result of the paper, i.e., the series representation for an European call option driven by the space-time fractional diffusion, is presented in Section 4, with discussion of several special cases. The final section is dedicated to conclusions.

2. Preliminary results

In this section, we briefly summarize the main results about option pricing based on fractional diffusion. The first space-fractional option pricing model was introduced by Carr and Wu \[7\] and it has been generalized for the case of space-time fractional diffusion in Ref. \[24\]. These models are strongly related to Mellin-Barnes integrals; in order to evaluate these integrals, we start by introducing some concepts in multidimensional complex analysis and residue theory.

2.1. Mellin transform and residue summation. We enumerate, without proof, concepts and properties of the Mellin transform in one and two dimensions, that will be useful for deriving the main results of this paper. Proofs and full details on the theory of the one-dimensional Mellin transform are provided in \[11\]. An introduction to multidimensional complex analysis can be found e.g., in the classic textbook \[17\], and applications to the specific cases of Mellin-Barnes integrals were developed in \[36, 37\].

2.1.1. One-dimensional Mellin transform. Let us briefly summarize the main properties of Mellin transform:

1. The Mellin transform of a locally continuous function $f$ defined on $\mathbb{R}^+$ is the function $f^*$ defined by

$$f^*(s) := \int_0^\infty f(x) x^{s-1} \, dx$$

(2.1)
The region of the complex plane \{\alpha < \text{Re}(s) < \beta\} into which the integral (2.1) converges is often called the fundamental strip of the transform, and sometimes denoted \langle\alpha,\beta\rangle.

2. The Mellin transform of the exponential function is, by definition, the Euler Gamma function:

\[ \Gamma(s) = \int_0^\infty e^{-x} x^{s-1} \, dx \]  

with strip of convergence \{\text{Re}(s) > 0\}. Outside of this strip, it can be analytically continued, except at every negative integer \(s = -n\) where it admits the singular behavior

\[ \Gamma(s) \sim (s + n)^{-1} n! \] \quad n \in \mathbb{N} \tag{2.3}

3. The inversion of the Mellin transform is performed via an integral along any vertical line in the strip of convergence:

\[ f(x) = \int_{c-i\infty}^{c+i\infty} f^*(s) x^{-s} \frac{ds}{2i\pi} \quad c \in (\alpha, \beta) \tag{2.4} \]

and notably for the exponential function one gets the so-called Cahen-Mellin integral:

\[ e^{-x} = \int_{c-i\infty}^{c+i\infty} \Gamma(s) x^{-s} \frac{ds}{2i\pi} \quad c > 0 \tag{2.5} \]

4. When \(f^*(s)\) is a ratio of products of Gamma functions of linear arguments:

\[ f^*(s) = \frac{\Gamma(a_1s + b_1) \cdots \Gamma(a_ns + b_n)}{\Gamma(c_1s + d_1) \cdots \Gamma(c_ms + d_m)} \tag{2.6} \]

then one speaks of a Mellin-Barnes integral, whose characteristic quantity is defined to be

\[ \Delta = \sum_{k=1}^{n} a_k - \sum_{j=1}^{m} c_j \tag{2.7} \]

\(\Delta\) governs the behavior of \(f^*(s)\) when \(|s| \to \infty\) and thus the possibility of computing (2.4) by summing the residues of the analytic continuation of
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\( f^*(s) \) right or left of the convergence strip:

\[
\begin{cases}
\Delta < 0 & f(x) = - \sum_{\Re(s_N) > \beta} \Res S_N f^*(s)x^{-s} \\
\Delta > 0 & f(x) = \sum_{\Re(s_N) < \alpha} \Res S_N f^*(s)x^{-s}
\end{cases}
\]  

(2.8)

For instance, in the case of the Cahen-Mellin integral one has \( \Delta = 1 \) and therefore:

\[
e^{-x} = \sum_{\Re(s_n) < 0} \Res s_n \Gamma(s)x^{-s} = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} x^n \]  

(2.9)

as expected from the usual Taylor series of the exponential function.

2.1.2. **Multidimensional Mellin transform.** Mellin transform can also be extended to the multidimensional domain. Below are the main properties of the multidimensional Mellin transform:

1. Let \( a_k, c_j \) be vectors in \( \mathbb{C}^2 \), and \( b_k, d_j \) some complex numbers. Let \( t := [t_1 \ t_2] \) and \( c := [c_1 \ c_2] \) in \( \mathbb{C}^2 \). The symbol "." denotes the Euclidean scalar product. We speak of a Mellin-Barnes integral in \( \mathbb{C}^2 \) when one deals with an integral of the type

\[
\int_{\mathbb{C}^2+i\mathbb{R}^2} \omega \]  

(2.10)

where \( \omega \) is a complex differential 2-form which reads

\[
\omega = \frac{\Gamma(a_1.t_1 + b_1) \ldots \Gamma(a_n.t_n + b_n)}{\Gamma(c_1.t_1 + d_1) \ldots \Gamma(c_m.t_m + b_m)} x^{-t_1} y^{-t_2} \frac{dt_1}{2i\pi} \wedge \frac{dt_2}{2i\pi} \]  

(2.11)

The singular sets induced by the singularities of the Gamma functions

\[ D_k := \{ t \in \mathbb{C}^2, \ a_k.t_k + b_k = -n_k, \ n_k \in \mathbb{N} \} \ k = 0 \ldots n \]  

(2.12)

are called the *divisors* of \( \omega \). The *characteristic vector* of \( \omega \) is defined to be

\[
\Delta = \sum_{k=1}^{n} a_k - \sum_{j=1}^{m} c_j
\]  

(2.13)

and the *admissible half-plane*:

\[ \Pi_\Delta := \{ t \in \mathbb{C}^2, \ \Re(\Delta.t) < \Re(\Delta.c) \} \]  

(2.14)

2. Let the \( \rho_k \) in \( \mathbb{R} \), the \( h_k : \mathbb{C} \to \mathbb{C} \) be linear applications and \( \Pi_k \) be a subset of \( \mathbb{C}^2 \) of the type

\[ \Pi_k := \{ t \in \mathbb{C}^2, \ \Re(h_k(t_k)) < \rho_k \} \]  

(2.15)
A cone in $\mathbb{C}^2$ is a Cartesian product
\[
\Pi = \Pi_1 \times \Pi_2
\]
where $\Pi_1$ and $\Pi_2$ are of the type (2.15). Its faces $\varphi_k$ are
\[
\varphi_k := \partial\Pi_k \quad k = 1, 2
\]
and its distinguished boundary, or vertex is
\[
\partial_0 \Pi := \varphi_1 \cap \varphi_2.
\]

3. Let $1 < n_0 < n$. We group the divisors $D = \cup_{k=0}^{n_0} D_k$ of the complex differential form $\omega$ into two sub-families
\[
D_1 := \cup_{k=1}^{n_0} D_k, \quad D_2 := \cup_{k=n_0+1}^{n} D_k, \quad D = D_1 \cup D_2.
\]
We say that a cone $\Pi \subset \mathbb{C}^2$ is compatible with the divisors family $D$ if:
- Its distinguished boundary is $\xi$;
- Every divisor $D_1$ and $D_2$ intersect at most one of his faces:
\[
D_k \cap \varphi_k = \emptyset \quad \text{for} \quad k = 1, 2.
\]

4. Residue theorem for multidimensional Mellin-Barnes integral [36, 37]: If $\Delta \neq 0$ and if $\Pi \subset \Pi_\Delta$ is a compatible cone located into the admissible half-plane, then
\[
\int_{\xi + i \mathbb{R}^2} \omega = \sum_{t \in \Pi \cap (D_1 \cap D_2)} \text{Res}_t \omega
\]
and the series converges absolutely. The residues are to be understood as the "natural" generalization of the Cauchy residue, that is:
\[
\text{Res}_0 \left[ f(t_1, t_2) \frac{dt_1}{2i\pi t_1^{\alpha_1}} \wedge \frac{dt_2}{2i\pi t_2^{\alpha_2}} \right] = \frac{1}{(\alpha_1 - 1)! (\alpha_2 - 1)!} \times \frac{\partial^{\alpha_1+\alpha_2-2}}{\partial_{t_1}^{\alpha_1-1} \partial_{t_2}^{\alpha_2-1}} f(t_1, t_2)|_{t_1=t_2=0}
\]
where $\alpha_1$ and $\alpha_2$ are strictly positive integers.

2.2. Space-time fractional diffusion. Space-time (double)-fractional diffusion equation is a generalization of the ordinary diffusion equation for non-natural derivatives. One of the most popular forms is based on Caputo time-fractional derivative and Riesz-Feller fractional derivative. It can be expressed as
\[
\left( \begin{array}{c}
\frac{\partial}{\partial t} - \mu^{\theta} \frac{\partial^\alpha}{\partial x^\alpha} \\
\end{array} \right) \begin{pmatrix} x \end{pmatrix} g(x, t) = 0
\]
where $x \in \mathbb{R}$ and $t \in [0, \infty)$. Parameters can acquire the following values: $\alpha \in (0, 2]$, $\gamma \in (0, \alpha]$. Asymmetry parameter $\theta$ is defined in the so-called
Feller-Takayasu diamond $|\theta| \leq \min\{\alpha, 2 - \alpha\}$. \textbf{7} denotes the Caputo fractional derivative, which is defined as

$$^{*}{_t}D^\nu_t f(t) = \frac{1}{\Gamma(\nu) - \nu} \int_{t_0}^t f[\nu](\tau) \frac{d\tau}{(t - \tau)^{\nu+1-\nu}} \tag{2.24}$$

and $^\theta D_x^\alpha$ denotes the Riesz-Feller fractional derivative, which is usually defined via its Fourier image as

$$\mathcal{F}[^\theta D_x^\nu f(x)](k) = -\theta \psi(\nu)(k) \mathcal{F}[f(x)](k) = -\mu |k|^\nu e^{i|k|\theta} \frac{\Gamma(\nu + 1)}{\Gamma(\nu - \nu + 1)} \mathcal{F}[f(x)](k). \tag{2.25}$$

Naturally, both derivatives become ordinary derivative operators for the order of the derivative is a natural number. According to the order of temporal-derivative $\gamma$, the equation requires one or two conditions. Apart from standard initial condition

$$g(x, t = 0) = f_0(x), \tag{2.26}$$

it is for $\gamma > 1$ necessary to input the condition

$$\frac{\partial g(x, t)}{\partial t} |_{t=0} = f_1(x). \tag{2.27}$$

Typically, we choose $f_1(x) \equiv 0$ (this is also used in the rest of this paper).

The space-time fractional diffusion has been studied by many authors, perhaps the most famous is the paper by Gorenflo et al.\cite{15}, where it is also possible to find all technical details. Here, we briefly revise several important aspects of the space-time fractional diffusion. First, the scaling of the fundamental solution (also called Green function) $g(x, t)$ is given by the scaling exponent $\Omega$, so we obtain the scaling

$$g(x, t) = \frac{1}{t^\Omega} G\left(\frac{x}{t^\Omega}\right) \tag{2.28}$$

where $\Omega = \gamma/\alpha$. Second, for particular values of parameters, it is possible to recover well-known distributions. For $\gamma = 1$, i.e., space-fractional diffusion, we recover Lévy diffusion driven by $\alpha$-stable distribution. For $\gamma = 1$ and $\alpha = 2$ we recover normal diffusion driven by Gaussian distribution.

In order to express the solution $g(x, t)$, it is usual to transform Eq. (2.23) into its Fourier-Laplace image ($x \xrightarrow{F} k, \ t \xrightarrow{L} s$). Let us remind the initial conditions $f_1(x) = 0$ and $f_0(x) = \delta(x)$. This leads to the algebraic equation

$$\check{g}^\theta_{\alpha,\gamma}(k, s)s^\gamma - s^\gamma - 1 + \theta \psi(\alpha)(k)\check{g}^\theta_{\alpha,\gamma}(k, s) = 0. \tag{2.29}$$

The original solution $g^\theta_{\alpha,\gamma}(x, t)$ can be expressed by the inverse Fourier-Laplace transform. We show two important representations of the fundamental solution of Eq. (2.23).
The first representation, in detail discussed in Ref. [23], is important mainly for the case \( \gamma < 1 \) and is based on Schwinger trick
\[
\frac{1}{A} = \int_0^\infty e^{-lA} dl.
\]
This enables to rewrite the expression \( \frac{1}{(s^\gamma + \theta \psi^\alpha(k))} \) as \( \int_0^\infty e^{-ls^\gamma} e^{-\theta \psi^\alpha(k)} dl \) so it is possible to separate functions depending of \( s \) and \( k \). Consequently, it is possible to rewrite the distribution as an integral composition of two kernels
\[
\frac{g_{\alpha,\gamma}(x,t)}{g_\theta(x,t)} = \int_0^\infty g_\gamma(t,l)g_{\alpha}(l,x) dl
\]
where \( g_\gamma \) and \( g_{\alpha} \) are solutions of single-fractional diffusion equations
\[
\begin{align*}
\frac{\partial g_\gamma(t,l)}{\partial l} &= D^\gamma t g_\gamma(t,l), \\
\frac{\partial g_{\alpha}(l,x)}{\partial l} &= D^\alpha x g_{\alpha}(l,x).
\end{align*}
\]
Each equation represents one class of single-fractional diffusion processes. The first equation describes time-fractional diffusion, while the second represents the space-fractional diffusion leading to \( \alpha \)-stable distributions. It is formally possible to use this representation also for \( \gamma > 1 \), but in this case is \( g_\gamma(t,l) \) not anymore positive and therefore cannot be interpreted as a smearing kernel (details can be found in [23, 24]). On the other hand, it can be useful to use the Schwinger representation for calculation of some derived quantities, as e.g., moments of the distribution. We demonstrate this approach in Section 3.2, where we use this representation in order to calculate the risk-neutral factor corresponding to the space-time fractional diffusion.

Alternatively, Eq. (2.29) can be solved by Mellin transform technique resulting into the Mellin-Barnes integral. The inverse Laplace transform of Eq. (2.29) reads [15]:

\[
\hat{g}(t,k) = E_{\gamma}(\theta \psi^\alpha(k)t^\gamma),
\]

where \( E_{\gamma}(x) = \sum_{n=0}^\infty \frac{x^n}{\Gamma(\gamma n + 1)} \) is the Mittag-Leffler function. It is possible to represent it via the Mellin-Barnes integral as

\[
E_{\alpha}(z) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \frac{\Gamma(t_1)\Gamma(1-t_1)}{\Gamma(1-at_1)} (-z)^{-t_1} dt_1,
\]

where \( c \in (0, 1) \), which is given by the Mellin transform theorem [11]. After plugging back and straightforward calculation, one ends with Mellin-Barnes representation of space-time fractional Green function as
\[ g_{\alpha,\gamma}^{0}(x,t) = \frac{1}{\alpha x} \int_{c_{1}-i\infty}^{c_{1}+i\infty} \Gamma \left[ \begin{array}{ccc} t_{1} & \frac{1}{\alpha} & 1 - \frac{t_{1}}{2\alpha} \\ \alpha & \frac{1}{\alpha} - \theta & 1 - \frac{\alpha - \theta}{2\alpha} \end{array} \right] \times \left( \frac{x}{(-\mu t^{\gamma})^{1/\alpha}} \right)^{t_{1}} dt_{1} \]  

(2.35)

where Gamma fraction is defined as

\[ \Gamma \left[ \begin{array}{ccc} x_{1} & \cdots & x_{n} \\ y_{1} & \cdots & y_{m} \end{array} \right] = \Gamma(x_{1}) \cdots \Gamma(x_{n}) \Gamma(y_{1}) \cdots \Gamma(y_{m}) . \]

3. Price of European call option in the space-time fractional model

We recall the principles of option pricing and their applications to double fractional diffusion models. At the end of this section, we notably focus on series representation of the risk-neutral factor, which generalizes the well-known Black-Scholes risk-neutral factor \( \frac{\sigma^{2}}{2} \) to our wider class of models.

3.1. Option pricing. Option pricing consists in two important aspects. First, a realistic model of underlying price and second, an appropriate hedging policy which maximally eliminates the risk. Optimally, the risk should be completely eliminated. Based on the assumption of efficient market, the most popular hedging policy is the risk-neutral pricing. In this scenario, the option price of European type, i.e., option with given maturity time, is calculated as

\[ C(S_{t}, K, r, \sigma, t) = e^{-r\tau} \mathbb{E}_{\mathbb{Q}}(C(S_{T}, K, r, \sigma, T)|\mathcal{F}_{t}) \]  

(3.36)

where \( \tau = T - t \). \( \mathbb{Q} \) is the so-called risk-neutral measure, equivalent to original probability measure \( \mathbb{P} \) describing the price evolution. For exponential processes described by its log-returns, the risk-neutral measure is given by Esscher transform \[ \text{[13]} \]. The terminal condition at \( t = T \) (or equivalently, the initial condition for \( \tau = 0 \)) is given by the option’s payoff, which, for a call option, is equal to

\[ C(S_{T}, K, r, \sigma, T) = \max\{S_{T} - K, 0\} =: [S_{T} - K]^{+} . \]  

(3.37)

For the space-time fractional model, the call option price \( (3.36) \) can be expressed as the convolution of the Green function \( (2.35) \) and the payoff (after some suitable change of variables) \[ \text{[24]} \):

\[ C^{0}_{\alpha,\gamma}(S, K, r, \mu, \tau) = e^{-r\tau} \int_{-\infty}^{\infty} \left( S e^{\tau(r+\mu)+y} - K \right)^{+} g_{\alpha,\gamma}^{0}(y, \tau) dy . \]  

(3.38)
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Note that in our future calculations we will take, without loss of generality, a dividend \( q = 0 \) in order to simplify the notations. Factor \( \mu \) appearing the “modified payoff” is a result of the risk-neutral measure \( Q \), which is obtained by the Esscher transform of the original measure \( P \). Details can be found in [24]. It is possible to calculate this so-called risk-neutral factor \( \mu \) as

\[
\mu = -\log \int e^{y} g_{\alpha,\gamma}(y, \tau = 1) dy
\]

(3.39)

when the integral exists. Obviously, the necessary condition of integral convergence is exponential decay in positive tail of the probability distribution. This can be assured as soon as the maximal (negative) asymmetry condition holds, that is when \( \theta = \alpha - 2, \alpha > 1 \). This fully asymmetric case was for space-fractional diffusion discussed in Ref. [7], for space-time fractional diffusion in Refs. [24, 26].

Let us briefly discuss the interpretation of main model parameters, i.e., the derivative orders \( \alpha, \gamma \) and \( \sigma \) in option pricing. First, parameter \( \sigma \) has the role of scale parameter and can be interpreted as the market risk. This means that if \( \sigma \) increases, uncertainty in the market increases and all option prices also increase and vice versa. On the other hand, this is not the case for parameters \( \alpha \) and \( \gamma \). As discussed in [24, 26], they play the role of risk redistribution parameters. The role of \( \alpha \) characterizes spatial redistribution, because with decreasing \( \alpha \) the negative tail of the distribution becomes “heavier” (the decay is slower) and the probability of large drops increases dramatically. This has been extensively discussed in [7]. Similarly, parameter \( \gamma \) characterizes “temporal” risk redistribution, caused e.g., by some memory effects [42, 43]. Thus, it increases the risk for short/long-term options, while decreases the risk for the other type. The presence of space-time risk redistribution has the impact on various observable phenomena, e.g., to the shape of volatility-smile [3].

3.2. Risk-neutral factor for the space-time fractional diffusion. It is unfortunately not always possible to express the Risk-neutral factor \( \mu \) analytically. Nevertheless in the spatial-diffusion case (that is for \( \gamma = 1 \)), it is known that [7]

\[
\mu_1 = \left( \frac{\sigma}{\sqrt{2}} \right)^{\alpha} \sec \frac{\pi \alpha}{2}
\]

(3.40)

when the maximal negative asymmetry assumption is fulfilled. For space-time fractional case it is possible to derive an integral representation based
on Eq. (2.30) and to rewrite \( \mu \) as

\[
\mu = - \log \int_{\infty}^{-\infty} dy e^{y} \int_{0}^{\infty} \mathrm{d}l g_{\gamma}(\tau = 1, l) g_{\alpha}^{\theta}(l, x)
\]

\[
= - \log \int_{0}^{\infty} \mathrm{d}l g_{\gamma}(\tau = 1, l) e^{-\left(\frac{\sigma}{\sqrt{l}}\right)^{\alpha}} \sec\left(\frac{\pi \alpha}{2}\right) . \quad (3.41)
\]

The last representation was obtained by change of integrals. For a Caputo time fractional derivatives, it can be shown \cite{24, 15} that for \( \gamma < 1 \)

\[
g_{\gamma}(\tau, l) = \frac{1}{\tau^{\gamma}} M_{\tau}\left(\frac{l}{\tau^{\gamma}}\right) \quad (3.42)
\]

where \( M_{\nu}(z) \) is a function of Wright type, which admits the following Mellin-Barnes representation \cite{32}:

\[
M_{\nu}(z) = \int_{c-i\infty}^{c+i\infty} \frac{\Gamma(s)}{\Gamma(\gamma s + 1 - \nu)} z^{-s} \frac{ds}{2i\pi} \quad c > 0 . \quad (3.43)
\]

Interestingly, the Mellin-Barnes representation is also valid for the case \( \gamma > 1 \), but it does not lead to a positive smearing kernel. Plugging into (3.41) and recalling (3.40) we obtain:

\[
\mu = - \log \int_{c-i\infty}^{c+i\infty} \frac{\Gamma(s)}{\Gamma(\gamma s + 1 - \nu)} \int_{0}^{\infty} l^{-s} e^{-l^{\alpha}_{\mu_{1}}} \mathrm{d}l \frac{ds}{2i\pi} . \quad (3.44)
\]

The integral over \( l \) is straightforward to perform, because it is the integral representation of the Gamma function \cite{1}:

\[
\int_{0}^{\infty} l^{-s} e^{-l^{\alpha}_{\mu_{1}}} \mathrm{d}l = \frac{1}{\alpha} \Gamma \left(\frac{1 - s}{\alpha}\right) \mu_{1}^{\frac{s-1}{\alpha}} . \quad (3.45)
\]

The integral converges in the strip \( \text{Re}(s) < 1 \). As a result, we can formulate a proposition, which is a simple consequence of (3.44) and (3.45):

**Proposition 1.** Let \( \sigma > 0 \), \( 1 < \alpha \leq 2 \), and \( \mu_{1} = \left(\frac{\sigma}{\sqrt{2}}\right)^{\alpha} \sec\left(\frac{\pi \alpha}{2}\right) \), then the risk-neutral factor \( \mu \) admits the representation:

\[
\mu = - \log \left[ \frac{1}{\alpha} \int_{c-i\infty}^{c+i\infty} \frac{\Gamma(s)}{\Gamma(\gamma s + 1 - \nu)} \frac{\Gamma\left(\frac{1 - s}{\alpha}\right) \mu_{1}^{\frac{s-1}{\alpha}} \mathrm{d}s}{\mu_{1}^{\gamma s + 1 - \nu}} \right] \quad 0 < c < 1 . \quad (3.46)
\]
Let us now express (3.46) in the series representation, which can be more convenient for numerical applications:

**Proposition 2.** Let $\sigma > 0$ and $1 < \alpha \leq 2$, and $\mu_1 = \left(\frac{\sigma}{\sqrt{2}}\right)^\alpha \sec \frac{\pi \alpha}{2}$, then for any $\gamma > 1 - \frac{1}{\alpha}$ the risk-neutral factor $\mu$ can be expressed in the form of the absolutely convergent series:

$$
\mu = -\log\sum_{n=0}^{\infty} \frac{(-1)^n \Gamma(1 + \alpha n)}{n! \Gamma(1 + \gamma \alpha n)} \mu_1^n. \quad (3.47)
$$

**Proof.** The characteristic quantity $\Delta$ (see (2.7)) associated to the Mellin-Barnes integral (3.46), which governs its decay at infinity, is equal to

$$
\Delta = 1 - \frac{1}{\alpha} - \gamma < 0 \quad (3.48)
$$

and therefore the line-integral in (3.46) is equal to minus the sum of the residues located in the right half plane $\{\text{Re}(s) > 1\}$. They are induced by the poles of the $\Gamma\left(\frac{1-s}{\alpha}\right)$ function, which arise at every negative argument, that is when $s = 1 + \alpha n$, $n \in \mathbb{N}$. Around these points, the $\Gamma\left(\frac{1-s}{\alpha}\right)$ function admits the singular behavior (see (2.3)):

$$
\Gamma\left(\frac{1-s}{\alpha}\right) \sim_{s \rightarrow 1 + \alpha n} \frac{(-1)^n \alpha}{n!} \frac{\alpha}{-s + 1 + \alpha n} \quad (3.49)
$$

and therefore the residues associated to the Mellin-Barnes integral in (3.46) are:

$$
\text{Res}(s = 1 + \alpha n) = -\frac{(-1)^n \Gamma(1 + \alpha n)}{n! \Gamma(\gamma(1 + \alpha n) + 1 - \gamma)} \mu_1^n. \quad (3.50)
$$
Simplifying, taking minus the sum of this residues and the overall logarithm yields the formula (3.47). We may note that, when taking $\gamma = 1$ in formula (3.47), we are left with

$$
\mu = -\log \sum_{n=0}^{\infty} \frac{(-1)^n \mu^n}{n!} = -\log e^{-\mu_1} = \mu_1
$$

(3.51)
as expected. Moreover, it follows from the classical Taylor expansion for $\log(1 + x)$ that:

$$
\mu = \frac{\Gamma(1 + \alpha)}{\Gamma(1 + \gamma \alpha)} \mu_1 + O(\mu_1^2)
$$

(3.52)
and, in the case $\alpha = 2$, we have:

$$
\mu = -\frac{\sigma^2}{\Gamma(1 + 2\gamma)} + O(\sigma^4)
$$

(3.53)
which resumes to the Gaussian parameter $-\frac{\sigma^2}{2}$ when $\gamma = 1$.

4. Series representation of the European call option

Let us now turn the attention to the series representation of Eq. (3.38). This will be done in two steps. First, we use Mellin-Barnes representation for the Green function corresponding to space-time fractional solution. Second, we use the residue summation formula in order to obtain the double-series representation.

Let us assume that $S, K, r, \tau > 0$. Let $1 < \alpha \leq 2$ and $0 < \gamma \leq \alpha$. We will denote the vectors $Z \in \mathbb{C}^2$ by:

$$
Z := \begin{bmatrix} Z_1 \\ Z_2 \end{bmatrix}, \quad Z_1, Z_2 \in \mathbb{C}
$$

(4.54)
We will assume that the Carr-Wu maximal negative asymmetry hypothesis $\theta = \alpha - 2$ holds, and we will denote the call price by $C_{\alpha,\gamma}^{\alpha-2}(S, K, r, \mu, \tau) := C_{\alpha,\gamma}(S, K, r, \mu, \tau)$.

4.1. Mellin-Barnes representation for the call price. We first derive a representation for the call price (3.38) under the form of a complex integral in $\mathbb{C}^2$.

**Proposition 3.** Let $[\log] := \log \frac{S}{K} + r\tau$ and let $P \subset \mathbb{C}^2$ be the polyhedra

$$
P := \{ t \in \mathbb{C}^2, 0 < Re(t_2) < 1, Re(t_2 - t_1) > 1 \}
$$

(4.55)
Then, for any \( c \in P \), the following holds:

\[
C_{\alpha,\gamma}(S,K,r,\mu,\tau) = \frac{Ke^{-r\tau}}{\alpha} \int_{c_1-i\infty}^{c_1+i\infty} \int_{c_2-i\infty}^{c_2+i\infty} \frac{(-1)^{-t_2} \Gamma(t_2) \Gamma(1-t_2) \Gamma(-1-t_1+t_2) \Gamma(1-\frac{\gamma}{\alpha} t_1)}{\Gamma(1-\frac{\gamma}{\alpha} t_1)} 
\times \left(-[\log]-\mu \tau\right)^{1+t_1-t_2}(-\mu \tau^\gamma)^{-\frac{t_1}{\alpha}} \frac{dt_1}{2i\pi} \wedge \frac{dt_2}{2i\pi}. \tag{4.56}
\]

**Proof.** With maximal asymmetry hypothesis, the Green function \( g_{\alpha,\gamma}^2(y,\tau) := g_{\alpha,\gamma}(y,\tau) \) simplifies into (see eq. (2.35)):

\[
g_{\alpha,\gamma}(y,\tau) = \frac{1}{\alpha y} \int_{c_1-i\infty}^{c_1+i\infty} \frac{\Gamma(1-t_1)}{\Gamma(1-\frac{\gamma}{\alpha} t_1)} \left(\frac{y}{(-\mu \tau^\gamma)^\frac{1}{\alpha}}\right)^{t_1} \frac{dt_1}{2i\pi} \tag{4.57}
\]

for \( 0 < c_1 < 1 \). Inserting this into formula (3.38) yields:

\[
C_{\alpha,\gamma}(S,K,r,\mu,\tau) = \frac{Ke^{-r\tau}}{\alpha} \int_{c_1-i\infty}^{c_1+i\infty} \Gamma(1-t_1) \Gamma(1-\frac{\gamma}{\alpha} t_1) 
\times \int_{-[\log]-\mu \tau}^{\infty} (e^{\log} + \mu \tau + y - 1) y^{t_1-1} dy (-\mu \tau^\gamma)^{-\frac{t_1}{\alpha}} \frac{dt_1}{2i\pi}. \tag{4.58}
\]

Here we have used the fact that \([Se^{(r+\mu)\tau+y} - K]^+ = Ke^{\log} + \mu \tau + y - 1]^+\). It is possible to integrate by parts in (4.58), with the result:

\[
C_{\alpha,\gamma}(S,K,r,\mu,\tau) = \frac{Ke^{-r\tau}}{\alpha} \int_{c_1-i\infty}^{c_1+i\infty} \Gamma(1-t_1) \frac{1}{t_1} \Gamma(1-\frac{\gamma}{\alpha} t_1) 
\times \int_{-[\log]-\mu \tau}^{\infty} e^{\log} + \mu \tau + y t_1 dy (-\mu \tau^\gamma)^{-\frac{t_1}{\alpha}} \frac{dt_1}{2i\pi}. \tag{4.59}
\]

Let us introduce the following Mellin-Barnes representation of the exponential term (see Eq. (2.5)):

\[
e^{\log} + \mu \tau + y = \int_{c_2-i\infty}^{c_2+i\infty} (-1)^{-t_2} \Gamma(t_2) ([\log] + \mu \tau + y)^{-t_2} \frac{dt_2}{2i\pi}. \tag{4.60}
\]
for $c_2 > 0$. Plugging into (4.59) transforms the integral over the Green variable $y$ into a Beta integral [1], with the result:

$$\int_{-\log - \mu \tau}^{\infty} ((\log + \mu \tau + y)^{-t_2} y^{t_1} \, dy = (-\log - \mu \tau)^{1+t_1-t_2} \frac{\Gamma(1-t_2) \Gamma(-1-t_1-t_2)}{\Gamma(-t_1)}$$

Replacing in (4.59), using the functional relation $-\log - \mu \tau)^{1+t_1} = \Gamma(1-t_1)$ and simplifying the fraction, we are left with the double integral in $C_2$, as shown in Eq. (4.56). The integral converges when the arguments of the Gamma functions in the numerator are positive, that is whenever $t_2 > 0$, $t_2 < 1$ and $-1 - t_1 + t_2 > 0$.

The integral formula (4.56) can be expressed as a sum of residues in some region of $C^2$, which is shown in the next section.

4.2. Residue summation.

**Theorem 4.1.** Let $1 < \alpha \leq 2$ and $1 - \frac{1}{\alpha} < \gamma \leq \alpha$. Under maximal negative asymmetry hypothesis (i.e., $\theta = \alpha - 2$), the European call price driven by space-time fractional diffusion is:

$$C_{\alpha,\gamma}(S, K, r, \mu, \tau) = Ke^{-r\tau} \sum_{n=0}^{\infty} \frac{(-1)^n}{n! \Gamma(1-\gamma)} \Gamma(1-t_2) \Gamma(-1-t_1-t_2) \frac{(-\log - \mu \tau)^n (-\mu \gamma)^{m-n}}{\alpha}.$$ (4.62)

**Proof.** Let $\omega$ be the complex differential 2-form

$$\omega := (-1)^{-t_2} \frac{\Gamma(t_2) \Gamma(1-t_2) \Gamma(-1-t_1-t_2)}{\Gamma(1-\frac{1}{\alpha} t_1)} \times (-\log - \mu \tau)^{1+t_1-t_2} (-\mu \gamma)^{-\alpha} \frac{dt_1}{2i\pi} \wedge \frac{dt_2}{2i\pi}.$$ (4.63)

so that the call price (4.56) can be written under the compact form

$$C_{\alpha,\gamma}(S, K, r, \mu, \tau) = Ke^{-r\tau} \int_{\mathbb{C}^2} \omega.$$ (4.64)

The characteristic vector associated to $\omega$ is (see [36, 37]):

$$\Delta = \left[ \begin{array}{c} -1 + \frac{2}{\alpha} \\ 1 \end{array} \right].$$ (4.65)
Figure 2. The admissible region $\Pi_\Delta$, for the complex 2-form $\omega$, is the one located under the dotted oblique line. There is only one compatible cone in this region: the green cone, which is compatible with the two family of divisors $D_1$ (oblique lines) and $D_2$ (horizontal lines). The sum of the residues at every $\mathbb{C}^2$-singularity (points) into this cone is therefore equal to the integral of $\omega$.

Therefore, the half-plane of convergence one must considers:

$$\Pi_\Delta := \{ t \in \mathbb{C}^2, \text{Re} (\Delta \cdot t) < \text{Re} (\Delta \cdot \xi) \}$$  \hspace{1cm} (4.66)

is the one located under the line (see Fig. 2):\hfill

$$\text{Re} (t_2) = (1 - \frac{\gamma}{\alpha})(\text{Re}(t_1) - c_1) + c_2.$$  \hspace{1cm} (4.67)

Because $\gamma \leq \alpha$, we have $0 < 1 - \frac{\gamma}{\alpha} \leq 1$ and therefore the cone $\Pi$ defined by

$$\Pi := \{ t \in \mathbb{C}^2, \text{Re}(t_2) < 0, \text{Re}(-t_1 + t_2) < 1 \}$$  \hspace{1cm} (4.68)

is included in $\Pi_\Delta$. Moreover, it is compatible with the two families of divisors

$$\begin{cases} D_1 = \{ t \in \mathbb{C}^2, -1 - t_1 + t_2 = -n_1, \; n_1 \in \mathbb{N} \} \\ D_2 = \{ t \in \mathbb{C}^2, t_2 = -n_2, \; n_2 \in \mathbb{N} \} \end{cases}$$  \hspace{1cm} (4.69)

induced by the $\Gamma(-1-t_1+t_2)$ and $\Gamma(t_2)$ functions respectively. To compute the residues associated to every element of the singular set $D := D_1 \cap D_2$, we change the variables:

$$\begin{cases} u_1 := -1 - t_1 + t_2 \\ u_2 := t_2 \end{cases} \rightarrow \begin{cases} t_1 = -1 + u_2 - u_1 \\ t_2 = u_2 \end{cases}$$  \hspace{1cm} (4.70)
so that in this new configuration $\omega$ reads

$$
\omega = (-1)^{-u_2} \frac{\Gamma(u_2)\Gamma(1-u_2)\Gamma(u_1)}{\Gamma(1 - \gamma\frac{1+u_2-u_1}{\alpha})} (-[\log] - \mu \tau)^-u_1 (-\mu \tau^\gamma)^{\frac{1+u_1-u_2}{\alpha}} \frac{du_1}{2i\pi} \wedge \frac{du_2}{2i\pi} \, (4.71)
$$

With this new variables, the divisors $D_1$ and $D_2$ are induced by the $\Gamma(u_1)$ and $\Gamma(u_2)$ functions, and intersect at every point of the type $(u_1, u_2) = (-n, -m), n, m \in \mathbb{N}$. From the singular behavior of the Gamma function (2.3) around a singularity, we can write:

$$
\omega \sim (-n, -m) \frac{(-1)^{n+m}}{n!} \frac{\Gamma(1-u_2)}{\Gamma(1 - \gamma\frac{n-m-1}{\alpha})} (-[\log] - \mu \tau)^{-u_1} (-\mu \tau^\gamma)^{\frac{1+u_1-u_2}{\alpha}} \frac{du_1}{2i\pi(u_1+n)} \wedge \frac{du_2}{2i\pi(u_2+m)} \, (4.72)
$$

Taking the residues and simplifying:

$$
\text{Res}_{(-n,-m)} \omega = \frac{(-1)^n}{n!\Gamma(1 - \gamma\frac{n-m-1}{\alpha})} (-[\log] - \mu \tau)^n (-\mu \tau^\gamma)^{\frac{1+m-n}{\alpha}} \, (4.73)
$$

From the residue theorem for Mellin-Barnes integrals in $\mathbb{C}^2$ (see equation (2.21)), we know that the integral (4.63) is equal to the sum of residues into the whole cone $\Pi$:

$$
C_{\alpha,\gamma}(S, K, r, \mu, \tau) = \frac{Ke^{-r\tau}}{\alpha} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{(-1)^n}{n!\Gamma(1 - \gamma\frac{n-m-1}{\alpha})} (-[\log] - \mu \tau)^n (-\mu \tau^\gamma)^{\frac{1+m-n}{\alpha}} \, (4.74)
$$

Performing the index substitution $m \to m + 1$ yields the representation (4.62) and completes the proof.

4.3. Special cases. Let us discuss several special parameter choices corresponding to well-known diffusion models:

- **Space-fractional diffusion**: When $\gamma = 1$ in the series (4.62), the series expansion is simplified and corresponds to the call price under the so-called Finite Moment Lévy Stable model [7]

$$
C_{\alpha,1} = \frac{Ke^{-r\tau}}{\alpha} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{(-1)^n}{n!\Gamma(1 - \frac{n-m}{\alpha})} (-[\log] - \mu \tau)^n (-\mu \tau^\gamma)^{\frac{m-n}{\alpha}} \, (4.75)
$$
where $\mu = \mu_1 = (\sigma/\sqrt{2})^\alpha \sec \frac{\pi \alpha}{2}$. When, additionally, $\alpha = 2$, we get the series expansion for the Black-Scholes (BS) price

$$C_{2,1} = \frac{Ke^{-r\tau}}{2} \sum_{n=0}^{\infty} \frac{(-1)^n}{n! \Gamma(1 - \frac{n-m}{2})} \left(-[\log] + \frac{\sigma^2}{2} \tau\right)^n \left(\frac{\sigma^2}{2} \tau\right)^{\frac{m-n}{2}} (4.76)$$

- **Neural diffusion:** For $\alpha = \gamma$, the diffusion equation becomes a generalization of the wave equation [27] (obtained for $\alpha = 2$). In this case, the ratio $\gamma/\alpha = 1$, and therefore the formula can be expressed as

$$C_{\alpha,\alpha} = \frac{Ke^{-r\tau}}{\alpha} \sum_{n=0}^{\infty} \frac{(-1)^n}{n! (m-n)!} (-[\log] - \mu \tau)^n ((-\mu) \frac{1}{\alpha} \tau)^{m-n} (4.77)$$

Let us note that the neural diffusion is not typical for financial processes and it is more important from the theoretical point of view, because it represents the borderline case of fractional diffusion.

- **Time-fractional diffusion:** Taking $\alpha = 2$ in (4.62) yields the series expansion for the time-fractional BS price:

$$C_{2,\gamma} = \frac{Ke^{-r\tau}}{2} \sum_{n=0}^{\infty} \frac{(-1)^n}{n! \Gamma(1 - \frac{\gamma n-m}{2})} (-[\log] - \mu \tau)^n (-\mu \tau^\gamma)^{\frac{m-n}{2}} (4.78)$$

- **At-the-money forward approximation of time-fractional diffusion:** Assuming that the asset is at-the-money forward, that is:

$$S = Ke^{-r\tau} (4.79)$$

then, by definition, $[\log] = 0$ and the fractional BS price (4.78) becomes:

$$C_{2,\gamma}(ATMF) = \frac{S}{2} \sum_{n=0}^{\infty} \frac{(-1)^n}{n! \Gamma(1 - \gamma \frac{n-m}{2})} (-\mu)^{\frac{n-m}{2}} \tau^{\frac{(2-\gamma)n+\gamma m}{2}} (4.80)$$

As $\gamma < 2$, the series (4.63) is a power series (which is not the case in the general series (4.78), where negative powers arise) which starts for $n = 0, m = 1$ and goes as:

$$C_{2,\gamma}(ATMF) = \frac{S}{2} \left[ \frac{\sigma}{\Gamma(1 + \frac{\gamma}{2})} \sqrt{\frac{\tau^\gamma}{\Gamma(1 + 2\gamma)}} + O(\sigma^2) \right] (4.81)$$
where we have used the approximation (3.53) for the risk-neutral parameter. Taking $\gamma = 1$ and recalling $\Gamma\left(\frac{3}{2}\right) = \frac{\sqrt{\pi}}{2}$, we are left with

$$C_{2,1}^{(ATMF)} = \frac{S}{\sqrt{2\pi}} \sigma \sqrt{\tau} + \mathcal{O}(\sigma^2) \simeq 0.4S\sigma\sqrt{\tau} \quad (4.82)$$

which the well-known Brenner-Subrahmanyam approximation for the BS price \[5\].

4.4. **Convergence of the double-sum representation.** In order to demonstrate the speed of convergence, let us calculate the contributions of each term in the double-sum (4.62) for a typical option price. Table 1 provides an example of the series convergence of an option with realistic parameters $S = 3800, K = 4000, r = 1\%, \sigma = 20\%, \tau = 1, \alpha = 1.7, \gamma = 0.9$; we observe that the convergence is very fast. We see that for the numerical precision of three decimal places, it is only necessary to sum up to $n = 6$ and $m = 6$.

| $n \setminus m$ | 1     | 2     | 3     | 4     | 5     | 6     | 7     |
|-----------------|-------|-------|-------|-------|-------|-------|-------|
| 0               | 429.751 | 60.850 | 7.216 | 0.749 | 0.070 | 0.006 | 0.000 |
| 1               | -203.666 | -37.572 | -5.320 | -0.6315 | -0.065 | -0.006 | -0.000 |
| 2               | 28.893 | 8.903 | 1.642 | 0.233 | 0.028 | 0.003 | 0.000 |
| 3               | 0.549 | -0.842 | -0.259 | -0.048 | -0.007 | -0.000 | -0.000 |
| 4               | -0.352 | -0.012 | 0.018 | 0.006 | 0.001 | 0.000 | 0.000 |
| 5               | -0.016 | 0.006 | 0.000 | -0.000 | -0.000 | -0.000 | -0.000 |
| 6               | 0.005 | 0.000 | -0.000 | -0.000 | 0.000 | 0.000 | 0.000 |
| 7               | 0.000 | -0.000 | -0.000 | 0.000 | 0.000 | -0.000 | -0.000 |

**Table 1.** Table containing the numerical values for the $(n,m)$-term in the series (4.62) for the option price $(S = 3800, K = 4000, r = 1\%, \sigma = 20\%, \tau = 1, \alpha = 1.7, \gamma = 0.9)$. The call price converges to a precision of $10^{-3}$ after summing only very few terms of the series.

5. **Conclusions**

In this paper, we have introduced a new representation for the European option driven by a space-time fractional diffusion equation in the form of rapidly convergent double series (4.62). This double series can be derived from the Mellin-Barnes integral representation of the European option with help of residue summation in $\mathbb{C}^2$. The series representation of the double-fractional option pricing model, which incorporates risk redistribution in both spatial and temporal domain, might be useful in real trading, since the formula can be easily used by practitioners without any deeper knowledge of advanced mathematical techniques (such as Mellin transform...
or residue summation in multidimensional complex analysis), and is an explicit function of observable market parameters. Moreover, it is possible to control the numerical precision of the pricing formula. Contrary to other representations, no numerical technique is needed to evaluate the option, which would typically be the case for complicated integral representations, where the integrals cannot be expressed analytically.

Interestingly, the residue summation technique can be used in more applications, as shown for the case of the risk-neutral factor of the space-time fractional Green function obtained by the Esscher transform. One can think about more applications, as expressions for optimal hedging policies, optimal exercise times for American options, etc. One could even go beyond the field of financial processes and use the residue summation techniques to calculate general functions of random random variables driven by space-time fractional diffusion, or more generally, by any process, whose Green function can be expressed by means of Mellin-Barnes integral representation.

Acknowledgements

J. K. acknowledges support from the Austrian Science Fund, Grant No. I 3073, and from the Czech Science Foundation, Grant No. 1733812L.

References

[1] M. Abramowitz, and I. Stegun, *Handbook of Mathematical Functions*. Dover Publications (1972).
[2] M. H. Akrami and H. E. Gholam, Examples of analytical solutions by means of Mittag-Leffler function of fractional Black-Scholes option pricing equation. *Fract. Calc. Appl. Anal.* **18**, No 1 (2015), 38–47; doi:10.1515/fca-2015-00044; [http://www.degruyter.com/view/j/fca.2015.18.issue-1/issue-files/fca.2015.18.issue-1.xml](http://www.degruyter.com/view/j/fca.2015.18.issue-1/issue-files/fca.2015.18.issue-1.xml).
[3] J.-P. Aguilar and J. Korbel, Option pricing models driven by the space-time fractional diffusion: series representation and applications. *Fractal Fract.* **2** (2018), Paper ID 15; doi:10.3390/fractalfract2010015.
[4] F. Black and M. Scholes, The pricing of options and corporate liabilities. *J. Political Econ.* **81**, No 3 (1973), 637–654; doi:10.1086/260062.
[5] M. Brenner and M. G. Subrahmanian, A simple approach to option valuation and hedging in the Black-Scholes model. *Financ. Anal. J.* **50**, No 2 (1994), 25–28; doi:10.2469/faj.v50.n2.25.
[6] L. Calvet and A. Fisher, *Multifractal Volatility: Theory, Forecasting, and Pricing*. Academic Press Advanced Finance, Elsevier (2008).
[7] P. Carr and L. Wu, The finite moment log stable process and option pricing. *J. Finance* **58** (2003), 753–778; doi:10.1111/1540-6261.00544.
[8] W. T. Chen, X. Xu, and S. P. Zhu, Analytically pricing European-style options under the modified Black-Scholes equation with a spatial-fractional derivative. *Q. Appl. Math.* 72, No 3 (2014), 597–611; doi:10.1090/S0033-569X-2014-01373-2.

[9] A. F. Erdélyi, W. Magnus and G. Tricomi, *Table of Integral Transforms.* McGraw & Hill (1954).

[10] E. F. Fama, The behavior of stock market prices, *J. Bus.* 38 (1965), 34–105

[11] P. Flajolet, X. Gourdon and P. Dumas, Mellin transform and asymptotics: Harmonic sums. *Theor. Comput. Sci.* 144, No 1-2 (1995), 3–58; doi:10.1016/0304-3975(95)00002-E.

[12] H. Funahashi and M. Kijima, A Solution to the time-scale fractional puzzle in the implied volatility. *Fractal Fract.*, 1, No 1 (2017), Paper ID 14; doi:10.3390/fractalfract1010014.

[13] H. Gerber, U. Hans and E. Shiu, *Option Pricing by Esscher Transforms.* HEC Ecole des hautes études commerciales (1993).

[14] X. Gong and X. Zhuang, American option valuation under time changed tempered stable Lvy processes. *Physica A* 466 (2017), 57–68; doi:10.1016/j.physa.2016.09.005.

[15] R. Gorenflo, Yu. Luchko and F. Mainardi, Analytical properties and applications of the Wright function, *Fract. Calc. Appl. Anal.* 2, No 4 (1999). 383–414.

[16] R. Gorenflo, F. Mainardi, M. Raberto and E. Scalas, Fractional Diffusion in Finance: Basic Theory, *Review paper from MDEF2000 workshop,* (2000).

[17] P. Griffiths, and J. Harris, *Principles of Algebraic Geometry.* Wiley & Sons (1978).

[18] S. L. Heston, A closed-form solution for options with stochastic volatility with applications to bond and currency options. *Rev. Financial Stud.* 6, No 2 (1993), 327–343; doi:10.1093/rfs/6.2.327.

[19] P. Jizba, H. Kleinert, and P. Haener, Perturbation expansion for option pricing with stochastic volatility. *Physica A* 388, No 17 (2009), 3503-3520; doi:10.1016/j.physa.2009.04.027.

[20] P. Jizba, J. Korbel, H. Lavička, M. Prokš, V. Svoboda and C. Beck, Transitions between superstatistical regimes: validity, breakdown and applications. *Physica A* 493 (2018), 29–46; doi:10.1016/j.physa.2017.09.109.

[21] A. Kerss, N. N. Leonenko and A. Sikorskii, Fractional Skellam processes with applications to finance. *Fract. Calc. Appl.
[22] H. Kleinert, *Path Integrals in Quantum Mechanics, Statistics, Polymer Physics and Financial Markets*. Fourth edition. World Scientific (2009); [http://klnrt.de/b5](http://klnrt.de/b5).

[23] H. Kleinert and V. Zatloukal, Green function of the double-fractional Fokker-Planck equation: path integral and stochastic differential equations. *Phys. Rev. E* 88 (2013), Paper ID 052106; doi:10.1103/PhysRevE.88.052106.

[24] H. Kleinert and J. Korbel, Option pricing beyond Black-Scholes based on double-fractional diffusion. *Physica A* 449 (2016), 200–214; doi:10.1016/j.physa.2015.12.125.

[25] M. N. Koleva and L. G. Vulkov, Numerical solution of time-fractional Black-Scholes equation. *Comp. Appl. Math.* 36 (2017), 1699–1715; doi:10.1007/s40314-016-0330-z.

[26] J. Korbel and Yu. Luchko. Modeling of financial processes with a space-time fractional diffusion equation of varying order. *Fract. Calc. Appl. Anal.* 19, No 6 (2016), 1414–1433; doi:10.1515/fca-2016-0073; [http://www.degruyter.com/view/j/fca.2016.19.issue-6/fca-2016-0073/fca-2016-0073.xml](http://www.degruyter.com/view/j/fca.2016.19.issue-6/fca-2016-0073/fca-2016-0073.xml).

[27] Yu. Luchko, Fractional wave equation and damped waves. *J. Math. Phys.* 54, No 3 (2013), Paper ID 031505; doi:10.1063/1.4794076.

[28] Yu. Luchko, A new fractional calculus model for the two-dimensional anomalous diffusion and its analysis. *Math. Model. Nat. Pheno.* 11, No 3 (2016), 1–17; doi:10.1051/mnnp/201611301.

[29] Yu. Luchko, Entropy production rate of a one-dimensional alpha-fractional diffusion process. *Axioms* 5, No 1 (2016), Paper ID 6; doi:10.3390/axioms5010006.

[30] F. Mainardi, G. Pagnini and R. Saxena, Fox H-functions in fractional diffusions. *J. Comp. Appl. Math.* 178, No 1-2 (2005), 321–331; doi:10.1016/j.cam.2004.08.006.

[31] F. Mainardi, Yu. Luchko and G. Pagnini, The fundamental solution of the space-time fractional diffusion equation. *Fract. Calc. Appl. Anal.* 4, No 2 (2001), 153–192.

[32] F. Mainardi, A. Mura and G. Pagnini, The M-Wright function in time-fractional diffusion precesses: a tutorial survey, *Int. J. Diff. Eq.* 2010 (2010), Paper ID: 104505; doi:10.1155/2010/104505.

[33] B. Mandelbrot, The variation of certain speculative prices, *J. Bus.* 36 (1963), 394–419
[34] E. W. Montroll and G. H. Weiss, Random walks on lattices, II, *J. Math. Phys.* 6 (1965), 167–181

[35] R. Panini and R. Srivastav, Option pricing with Mellin transforms. *Math. Comput. Modeling* 40, No 1-2 (2004), 43–56; doi:10.1016/j.mcm.2004.07.008.

[36] M. Passare, A. Tsikh and O. Zhdanov, A multidimensional Jordan residue lemma with an application to Mellin-Barnes integrals. In: Contributions to Complex Analysis and Analytic Geometry. *Aspects of Mathematics E26*. Vieweg+Teubner Verlag, Wiesbaden (1994), 233–241; doi:10.1007/978-3-663-14196-9_8.

[37] M. Passare, A. Tsikh and A. A. Cheshel, Multiple Mellin-Barnes integrals as periods of Calabi-Yau manifolds with several moduli, *Theor. Math. Phys.* 109, No 3 (1997), 1544–1555; doi:10.1007/BF02073871.

[38] A. D. Poularikas, *The Handbook of Formulas and Tables for Signal Processing*, CRC Press LLC (1999).

[39] M. Stynes, Too much regularity may force too much uniqueness. Fract. Calc. Appl. Anal. 19, No 6 (2016), 1554–1562; doi:10.1515/fca-2016-0080; http://www.degruyter.com/view/j/fca.2016.19.issue-6/fca-2016-0080/fca-2016-0080.xml.

[40] P. Tankov and R. Cont, *Financial Modelling with Jump Processes*, Chapman & Hall/CRC Financial Mathematics Series, Taylor & Francis (2003).

[41] V. V. Tarasova and V. E. Tarasov, Exact discretization of an economic accelerator and multiplier with memory. *Fractal Fract.* 1, No 1 (2017), Paper ID 6; doi:10.3390/fractalfract1010006.

[42] V. V. Tarasova and V. E. Tarasov, Concept of dynamic memory in economics. *Commun. Nonlinear. Sci. Numer. Simul.* 55 (2018), 127–145; doi:10.1016/j.cnsns.2017.06.032

[43] G. Teyssiére, A. P. Kirman (eds.), *Long Memory in Economics*. Springer-Verlag, 2007; doi: 10.1007/978-3-540-34625-8

[44] C. Walter, *Le Modèle de Marche au Hasard en Finance (The random walk model in finance)*, Economica (2013)

[45] V. M. Zolotarev, *One-dimensional Stable Distributions*, Translations of mathematical monographs, AMS (1986)

---

1 *BRED Banque Populaire, Modeling Department, 18 quai de la Râpée, Paris - 75012, FRANCE*

*e-mail: jean-philippe.aguilar@bred.fr*

*Received:*
2 MAIF, 200 avenue Salvador Allende, Niort, FRANCE
e-mail: cyril.coste@maif.fr

3 Section for the Science of Complex Systems, CeMSIIS, Medical University of Vienna, Spitalgasse 23, A-1090, Vienna, AUSTRIA

4 Complexity Science Hub Vienna, Josefstädterstrasse 39, 1080 Vienna, AUSTRIA

5 Faculty of Nuclear Sciences and Physical Engineering, Czech Technical University in Prague, Břehová 7, 115 19, Prague, CZECH REPUBLIC
e-mail: jan.korbel@meduniwien.ac.at