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Abstract—The increasing complexity of Cyber-Physical Systems (CPS) makes industrial automation challenging. Large amounts of data recorded by sensors need to be processed to adequately perform tasks such as diagnosis in case of fault. A promising approach to deal with this complexity is the concept of causality. However, most research on causality has focused on inferring causal relations between parts of an unknown system. Engineering uses causality in a fundamentally different way: complex systems are constructed by combining components with known, controllable behavior. As CPS are constructed by the second approach, most data-based causality models are not suited for industrial automation. To bridge this gap, a Uniform Causality Model for various application areas of industrial automation is proposed, which will allow better communication and better data usage across disciplines. The resulting model describes the behavior of CPS mathematically and, as the model is evaluated on the unique requirements of the application areas, it is shown that the Uniform Causality Model can work as a basis for the application of new approaches in industrial automation that focus on machine learning.

I. INTRODUCTION

Causality has been employed to explain the behavior of an unknown system, specifically in the fields of the social, medical and biological sciences.

Causal inference [17] starts with a system with known elements but unknown relations between them and, using statistical methods on usually large amounts of data, aims at resolving the underlying relationships between these elements. In contrast, engineering starts with the parts of a system, which need to be assembled into a system with an intended function. The causal relation between these parts is generally known and the system is designed such that the causal relations between the individual parts achieve a certain functionality in the finished system. In a way, this is the inverse of causal inference—known causal relations between the elements are used to construct a hierarchical system with a target function. Therefore, it would be useful and necessary to have a definition of causality specific to mechanical and plant engineering.

Specifically in the field of Cyber-Physical Systems (CPS), causal relations are not only known theoretically, but can also be measured through the sensors in the system. Furthermore, causalities are central to most problem solving applications in CPS, such as production planning and diagnosis, which will be discussed below. A definition of causality in CPS would be beneficial for using causality in the context of machine learning, which has been successfully applied to a multitude of engineering systems. However, causality has only recently seen increased attention [21].

a) Causality: In order to be useful for industrial automation, a model of causality in a CPS has to fulfil several requirements.

Requirement 1: A mathematical formalism must be capable of representing the concept of cause and effect (i.e. causal relations) in CPS.

Requirement 2: Likewise, we need a mathematical formalization of the concept of a component (e.g. drives, production modules) within a CPS.

Plants are physical systems and physical systems are defined by time. And in physics effects appear after the cause.

Requirement 3: Any causality model must capture time and assure that all effects occur after the cause.

Causality is often represented in graphs, namely Directed Acyclic Graphs (DAGs) [15]. DAGs do not allow cycles, which means they do not allow relations such as A influencing B and B influencing A. However, control circuits employ exactly this structure.

Requirement 4: A causality model for CPS must be capable of representing control circuits.

To derive further requirements, we analyzed the usage of causality in two main Artificial Intelligence (AI) application fields in industrial automation:

b) Production Planning: In general, planning denotes the task of finding a sequence of actions leading from the initial state to the goal state. In the context of production systems, planning determines the way a product is manufactured [20]. The equivalent of CPS in the field of production systems are Cyber-Physical Production Systems (CPPS). For simplicity, we assume a fully automated, modular CPPS, whose modules can be freely combined to create a functional event chain. Each module offers a functionality which can be applied under consideration of certain parameters and is triggered in the form of a function call. Thus, production planning in the field of CPPS aims to find the sequence of functionalities as well as the corresponding parameter sets that are needed in order to manufacture the product. The sequence can be processed automatically, allowing for a faster adaptation to changing product property requirements.
requirement to transition into the next state. Causal dependencies can be inferred from plant documentation to extract engineering information about the plant and from process data. An automated generation of these causal models was examined by [1] for causal graphs and by [22] for functional process models.

In industrial automation, an application closely connected to causality is the planning of a production process, which deals with the order of functionalities within the process to produce a certain product. A functionality performs a transformation of one or more properties of the processed product. The transformation is caused by the behavior of the physical components and fundamental laws of physics. Since causalities are the basis for the transformations, [5] presented a causality-based planning approach for reconfigurable factories, where possible actions are described as a set of causal laws. Within recent years the AI planning community developed approaches to use so called action model learning for AI planning such as [8] and [9]. Action model learning approaches are based on symbolic learning, which means finding rules underlying the regarded data sets. The resulting action model is describing the valid transitions in the space of states of a planning environment. [14] argued that symbolic learning can be exploited to determine causal relations by using the underlying action model of a domain. [12] identified requirements an AI-planning approach has to meet to be applicable in the field of flexible production system and compared different approaches with regard to these requirements.

Despite the existing theoretical approaches of AI planning, there are no concrete and successful implementations in industrial automation so far, because real world planning problems are very complex and the prerequisites, such as a modular CPPS, are still being developed.

A major challenge in time series data is the detection of abnormal situations and the location of root causes. Such systems are difficult to learn, since it is not only required to capture the temporal dependency of each time series, but causal relations between different pairs of time series [25]. Diagnosis can be performed using several approaches, which differ in the effort required to model every possible system behavior. Model-based diagnosis, as described in First-Order Logic within the method of [19] and [2], focuses on the investigation of whether a detected fault signature is consistent with a set of mode signatures [7]. Model-based diagnosis can be divided into two subcategories, namely weak-fault models [2] and strong-fault models [23]. Strong-fault models specify faulty behavior modes for its components. An elaborate process is required to declare every faulty signature from all component combinations in a complex system according to its causalities. In contrast, weak-fault models indicate a system with its normal behavior [6]. Therefore, the system description only needs to be formulated in the healthy state, without every single fault mode of a system. Consistency-based diagnosis belongs to the weak fault approach. Here, the consistency of the system is checked by comparing the learned model of normal behavior against the actual behavior. Inconsistency between observable...
components can be detected and a diagnosis of the system can be performed on this basis. For accurate identification of the fault, a sufficient number of observable components is important. However, if there are only partial observable components [3] proposed the diagnostic coefficient that uses the likelihood of the observations as the basis of discrepancy indicator to solve this partial observability case.

III. Solution

CPS offer a unique possibility to describe and understand causality, because causal effects in between components and subsystems are in principle well understood, and the close monitoring of the system via sensors makes these causal effects quantifiable. Every application area in industrial automation has its own unique requirements. However, rather than formulating a model for each task, this section proposes a Uniform Causality Model for industrial automation (UCM) that describes causality in a CPS in a way that is useful for a broad range of application areas.

A. A Uniform Causality Model

Mathematically, every sensor and actuator in a CPS can be described as a random variable, i.e. a measurable function \( X : \Omega \rightarrow \mathbb{R} \) from a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) to \( \mathbb{R} \). CPS are dynamic systems, thus the model describing a sensor can be expanded to a stochastic process: \( Y : \Omega \times \mathbb{R} \rightarrow \mathbb{R}, (\omega, t) \mapsto Y_t(\omega) \). For every \( t \in \mathbb{R} \), \( Y_t \) defines a random variable with distribution \( P_{Y_t} = \mathbb{P} \circ Y_t^{-1} \). For example, this distribution could be a standard normal distribution, which would be denoted as \( Y_t \sim \mathcal{N}(0, 1) \). In general, the distribution underlying the sensor values does not change by itself over time. However, it might shift due to an intervention, which motivates the first definition of a causal effect:

**Definition 1** (Effect). An effect is observed when the distribution of a stochastic process \( Y \) shifts from \( t_1 \) to \( t_2 \), i.e. \( P_{Y_{t_1}} \neq P_{Y_{t_2}} \).

In a CPS, the sensor value at a given point in time can generally be described with only a few distributions that depend on the system’s underlying state. The sensor then transitions in between these distributions, often performing predictable cycles.

**Definition 2** (State). Let \( Y \) denote a stochastic process that models a sensor. Suppose there exists a finite set of distributions \( S_Y \), such that for all \( t \in \mathbb{R} \), there exists \( P_Y \in S_Y \) such that \( Y_t \sim P_Y \). Such a set \( S_Y \) is defined as the set of states of the sensor \( Y \).

The set of all observable sensors \( \mathcal{Y} = \{Y^{(1)}, \ldots, Y^{(n)}\} \) and their states \( S = S_{Y^{(1)}} \times \cdots \times S_{Y^{(n)}} = \prod_{i=1}^n S_{Y^{(i)}} \) describe the underlying physical system. A component or subsystem \( \Sigma \) of a CPS can be described by the subset of the sensors \( \mathcal{Y}_\Sigma \subseteq \mathcal{Y} \) that measure its properties and their states \( S_\Sigma = \prod_{i \in N_\Sigma} S_{Y^{(i)}} \), where \( N_\Sigma \subseteq \{1, \ldots, n\} \) denotes the indices of the subsystems’ sensors. However, a subsystem is more than the sum of its observable characteristics. What defines a subsystem—and what is actually the reason why it is installed in a CPS in the first place—is its behavior in the system, i.e. how it transforms properties of other objects and components. Therefore, another way to think about a subsystem is as a function: \( f_\Sigma : S_\Sigma \rightarrow S \).

**Definition 3** (Subsystem). Let \( \mathcal{Y} = \{Y^{(1)}, \ldots, Y^{(n)}\} \) denote the set of stochastic processes that model all sensors of a CPS with associated states \( S = \prod_{i=1}^n S_{Y^{(i)}} \). A subsystem \( \Sigma = (\mathcal{Y}_\Sigma, S_\Sigma, f_\Sigma) \) of a CPS can be described with a subset of sensors that measure its properties \( \mathcal{Y}_\Sigma \subseteq \mathcal{Y} \), the set of states of the subsystem \( S_\Sigma = \prod_{i \in N_\Sigma} S_{Y^{(i)}} \) given the subsystems’ sensor indexes \( N_\Sigma \subseteq \{1, \ldots, n\} \) and a function \( f_\Sigma : S_\Sigma \rightarrow S \) that describes its interaction with the observable environment.

The functional representation \( f_\Sigma \) of the subsystem describes its behavior. More precisely, it describes the expected state of the system given the subsystem’s current state. By changing the subsystem’s properties, the predicted state of the system changes, which might necessitate a distribution shift in other sensors. As the function \( f_\Sigma \) is deterministic, the behavior of the subsystem \( \Sigma \) is reproducible, provided the subsystem does not malfunction and there is no unobservable outside influence. Note that while the functional representation of causality is deterministic, the sensors are modeled as stochastic processes. The UCM thus separates causality, which always follows the deterministic, the sensors are modeled as stochastic processes.

**Definition 4** (Cause). Let \( \Sigma = (\mathcal{Y}_\Sigma, S_\Sigma, f_\Sigma) \) denote a subsystem. If a forced distribution shift of \( Y^{(i)} \in \mathcal{Y}_\Sigma \subseteq \mathcal{Y} \) at \( t_0 \) always leads to the same effect on \( Y^{(j)} \in \mathcal{Y} \setminus \{Y^{(i)}\} \) at \( t_1 \) with \( t_1 > t_0 \), then \( Y^{(i)} \) causes the effect on \( Y^{(j)} \). This reproducible effect is encoded in the functional representation of the subsystem \( f_\Sigma : S_\Sigma \rightarrow S \).

Definition 4 ensures that the cause precedes the effect, which is a sensible requirement in the context of CPS. Furthermore, note that the distribution shift of the first stochastic process is forced, i.e. a known internal or external factor influenced the distribution shift. A simple correlation of the stochastic processes does not guarantee a causal relation, as there might be confounders or the correlation is completely random. Following the notion of [16], there has to be an intervention to confirm a cause.

The effects of multiple subsystems can be chained. Where to separate such a causal chain and define a subsystem is not well-defined. Humans typically differentiate in between subsystems based on their function. For example, a component in a machine might be considered to be a subsystem, provided its properties are observable. Multiple components form a module and multiple modules eventually form the complete CPS. This notion of causal levels works in both ways: every component consists of even smaller components down to the (sub-)atomic level.

**Definition 5** (Causal Construction). Two subsystems \( \Sigma_1 \) and
\( \Sigma_2 \) can form a superordinate system \( \Theta = (\Sigma_\Theta, S_\Theta, f_\Theta) \), with sensors \( \Sigma_\Theta = \Sigma_{\Sigma_1} \cup \Sigma_{\Sigma_2} \), states \( S_\Theta = S_{\Sigma_1} \times S_{\Sigma_2} \) and a functional representation \( f_\Theta : S_\Theta \rightarrow S \).

The functional representation \( f_\Theta \) can be obtained by sequentially applying \( f_{\Sigma_1} \) and \( f_{\Sigma_2} \), resulting in a causal chain with effects that develop over time. Causally impossible combinations of states can be resolved by giving priority to one subsystem at a time. The two subsystems might even work adversely, shifting the other subsystem’s state over and over. The resulting system would show a cyclic behavior, similar to control circuits.

B. Planning with the UCM

Planning in industrial automation deals with the optimal order of the functionalities of modules to manufacture a specific product in a CPPS. Usually, there are several raw materials that are combined and transformed in order to get the final product and unavoidable waste. For simplicity, all of these different materials are referred to as products. Similarly to all subsystems of the CPPS, each product has properties which can be measured via sensors. Furthermore, at every point in time the products are expected to have specific properties, which can be modeled via a set of states. Finally, all products interact with the environment, albeit their influence on the modules of the CPPS is limited. Therefore, products can be fully explained as a regular subsystem of the CPPS as described in Definition 3.

Based on the concept of underlying products, the CPPS can be divided into subsystems in a way that enables planning. First, the products form a subsystem, which makes it possible to monitor their properties over time. Second, components of the CPPS are grouped into modules based on their effect on the products. Each of these modules performs a distinct transformation of certain properties of the products, which can be referred to as the functionality. As mentioned earlier, a CPPS in the application area of planning is modular by nature, thus the causal relations in between individual modules are limited to the effects on the products. Such a separation of the CPPS into modules and products greatly simplifies the causal construction described in Definition 5.

By chaining multiple functional representations of modules, different functional chains of the system can be simulated. The result is a mathematical formalization of the functional event chain that is modular, data-driven, and accounts for uncertainty. This enables the application of machine learning algorithms, both to learn the functional representation of the modules and their optimal configuration, which would greatly enhance the automation of the whole process.

C. Diagnosis with the UCM

Diagnosis is triggered when unexpected sensor values occur and the behavior of the system changes. However, detecting an irregular value does not directly indicate faulty behavior, as every measurement includes uncertainty. Real faulty behavior has to be statistically significant, which means that the underlying distribution must have changed.

**Definition 6 (Anomalous Sensor).** Let \( Y \) describe a sensor with states \( S_Y \). If at some point in time \( t \in R \) there does not exist a distribution \( P_Y \in S_Y \) such that \( Y_t \sim P_Y \), then the sensor is anomalous.

Whether the sensors’ distribution matches one of the states can be checked with a statistical test. Thus, subtle changes to the sensor values can be detected early if they occur very often, which enables a quicker response. Alternatively, using predefined thresholds can act as a heuristic. As discussed earlier, sensor values generally do not change their distribution on their own: in order for an effect to occur, there has to be a cause. However, there might be a faulty component in the system that causes the effect, therefore it is sensible to control all subsystems that have a direct causal relation to the anomalous sensor.

**Definition 7 (Faulty Component).** Let the subsystem \( C = (\Sigma_C, S_C, f_C) \) denote a component. If the empirical behavior of the component \( f_C : S_C \rightarrow S \) differs from \( f_C \), then the component \( C \) is called faulty. Furthermore, if the component has an effect on a sensor which thereby becomes anomalous, the component is faulty as well.

By distinguishing between anomalous sensors and faulty components, a more precise root cause analysis is possible. A sensor of a component might be anomalous despite the component itself working correctly if there is another faulty component that causes the effect. An anomalous sensor in an otherwise normally behaving system might indicate that the sensor itself is faulty. The goal of diagnosis is to identify the cause of the unexpected observation, which means to identify the faulty component (per Definition 7) which caused the unexpected observation. For this, the knowledge of the components which exist within the CPS at hand and their causal relations according to Definition 4 are used. Following the causal relations between components, the cause of the faulty behavior can be identified.

IV. Evaluation

In order to demonstrate the usage of the causality model, the process of hardening a knife will serve as an example. The characteristic ‘hardened’ can be achieved by heating and rapid cooling of the knife, as the physical reaction of the metal to the temperature change causes hardening. In course of the manufacturing process an oven is used to transfer energy to the knife in order to heat it. We assume that the oven has a damper and is gas fired. It is possible to control the burner inside the furnace with a set value between zero and 100 to achieve the desired temperature regardless of the outside temperature. This set value has to be passed to the oven when it’s functionality is called. Heating the air around the knife inside the oven causes a heat transfer. Fundamental laws of physics are describing how this causes a temperature change of the knife depending on different factors, such as the properties of the knife. The dependencies in this process could be described in the causality model. This enables AI planning methods to determine the set values automatically as part of the planning
The functionality of the module, can be described as long as certain set of sensors (Definition 3). Parameters, which alter is a subsystem of the CPS and, as such, is described by a and how parameters influence these functionalities. A module UCM must be able to model the functionalities of models and products. We found that the product can be described. Requirement 2 stated that the UCM needs to capture the concept of cause and effect within a CPS. We defined a mathematical definition of effect in Definition 1 and defined cause in Definition 4. Both definitions take the fact into account that CPS are monitored by sensors and any definition of processes within the CPS needs to be based on these sensor values. Together with Definition 2 (state), cause and effect within a CPS can be described. Requirement 2 stated that the UCM needs to be able to mathematically represent a component. We defined the concept of a subsystem in Definition 3, which is an adequate description of a component. Based on the observation that CPS are physical systems, we formulated Requirement 3, which demands that the UCM must capture time. Our definition of a cause (Definition 4) uses time to define when a forced distribution shift leads to an effect in another sensor. Furthermore, by explicitly using time here, we enable the representation of control circuits as described in Requirement 4. To formulate the next requirements, we analyzed the demands in the field of planning. Requirement 5 concerned itself with the features the UCM must provide to represent materials and products. We found that the product can be described as a subsystem of the CPS. Requirement 6 stated that the UCM must be able to model the functionalities of models and how parameters influence these functionalities. A module is a subsystem of the CPS and, as such, is described by a certain set of sensors (Definition 3). Parameters, which alter the functionality of the module, can be described as long as there are sensors measuring them. Requirement 7 deals with the interchangeability of modules within a CPPS. When the input and output of a subsystem are described by sensors, their causal relations can be described and causal chains of subsystems can be created. As long as sensors are available which describe the input and output of the modules, the order of these modules within the UCM can be changed. For the last requirement, we looked at applications from the field of diagnosis. In diagnosis, it is necessary to represent the state of a component, which can be OK or not-OK. We presented a definition for the state of a sensor (Definition 2) and, furthermore, a definition for anomalous sensors (Definition 6) and faulty components (Definition 7). Thus, it is not only possible to define a component as OK or not-OK, but also to differentiate between faulty components and faulty sensors.

V. DISCUSSION

Despite the success of machine learning in many domains, the impact on applications on CPS has been limited. A core issue might be that most applications do not learn the underlying causal structure of the system [21]. However, most existing approaches to learn causality are not ideally suited for CPS, because they do not leverage knowledge about the modular and hierarchical structure of CPS and often fail to model fundamental behavior such as control circuits. To be applicable to real-world data of CPS, the UCM has to reduce the complexity of the data significantly, which is done by focusing on a few underlying states and by grouping sensors into subsystems.

The UCM has several implications for industrial automation. First, when working with sensor data the location of a sensor in a network of modules should be made available. Without this context information, the interpretation of sensor signals is complicated and can yield incorrect results. By grouping sensors in subsystems, machine learning algorithms can learn the behavior of individual modules and their interaction. With a concept of causal relation between components, automatic planning can arrange components into causal modules based on its effect on a product. When the behavior of these modules is modeled, predictions about the system’s behavior under changing configurations can be made. Diagnosis algorithms should utilize information about the component’s configuration in order to more quickly detect the root causes of faults. When the normal behavior of individual modules is learned and monitored, an anomaly can be detected via statistical tests early on. Once the behavior of a faulty component is learned and the causal relations within the system are understood, a prediction of how faults spread through the subsequent system is made possible.

In this paper, we present a first step towards the development of a formalism for causality in industrial automation, specifically for analyzing, planning and diagnosing CPS and CPPS. We term this formalism the Uniform Causality Model. We believe that the UCM is a valuable first step into developing a uniform approach to causality in all disciplines of automation.
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