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Abstract. This paper is concerning with the 1-D initial–boundary value problem for the hyperbolic heat conduction equation. Numerical solutions are obtained using two discretizations methods – the finite difference scheme (FDS) and the difference scheme with the exact spectrum (FDSES). Hyperbolic heat conduction problem with boundary conditions of the third kind is solved by the spectral method. Method of lines and the Fourier method are considered for the time discretization.

Finite difference schemes with central difference and exact spectrum are analyzed. A novel method for solving the discrete spectral problem is used. Special matrix with orthonormal eigenvectors is formed. Numerical results are obtained for steel quenching problem in the plate and in the sphere with holes. The hyperbolic heat conduction problem in the sphere with holes is reduced to the problem in the plate. Some examples and numerical results for two typical problems related to hyperbolic heat conduction equation are presented.
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1 Introduction

Problems involving the hyperbolic heat conduction equation arise in modelling intensive steel quenching, laser pulse duration and other processes [2, 4]. This paper is concerning with the corresponding 1-D initial–boundary value problem. Analytical and numerical solutions are obtained using the finite difference scheme (FDS) and a difference scheme with the exact spectrum (FDSES) [5].
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The second order differential operator in space is approximated by a second-order FDS on the uniform grid. We employ the method of lines for the discretization in time and solve the corresponding equations by continuous and discrete Fourier methods. The discrete spectral method leads to a transcendent equation for the eigenvalues of the FDS. We derive a new transcendent equation to compute the two largest eigenvalues and the corresponding eigenvectors.

We find that the number of distinct eigenvalues depends on a special parameter \( Q = L\sigma_1\sigma_2/(\sigma_1 + \sigma_2) \), where \( \sigma_1, \sigma_2 \) are the heat transfer coefficients in the boundary conditions and \( L \) is the length of the interval.

We define the difference scheme with the exact spectrum (FDSES) as follows. Using the eigenvalues \( D \) and eigenvectors \( P \) of the finite difference matrix \( A \), we write the Jordan form of the matrix \( A = PDP^T \) and replace the discrete eigenvalues on the diagonal of \( D \) with the first eigenvalues of the differential operator.

Some applications are presented in Section 6. Two problems for the hyperbolic heat conduction equation are considered, featuring boundary conditions of the first kind and of the third kind. Spectral problems for the difference and differential operators are solved. We also present analytical and numerical results for four related problems: boundary value problems for ordinary differential equations (arising in the stationary case) and initial–boundary value problems for the standard heat transfer process, wave and hyperbolic heat conduction equations. The advantages of the FDSES method for the case of the first kind boundary conditions are demonstrated by comparison with FDS for several numerical examples. Some examples and numerical experiments are presented. Numerical solutions in the time for these problems are obtained by the MATLAB solver “ode15s”.

2 Mathematical Models

We consider the following 1-D hyperbolic heat conduction problem in a plate:

\[
\begin{align*}
\frac{\tau}{\partial t^2} T(x,t) + \frac{\partial T(x,t)}{\partial t} &= \frac{\partial}{\partial x} \left( \bar{k} \frac{\partial T(x,t)}{\partial x} \right) + f(x,t), \quad x \in (0, L), \ t \in (0, t_f), \\
\frac{\partial T(0,t)}{\partial x} - \alpha_0 (T(0,t) - T_l) &= 0, \quad \frac{\partial T(L,t)}{\partial x} + \alpha_1 (T(L,t) - T_r) = 0, \quad t \in (0, t_f), \\
T(x,0) &= T_0(x), \quad \frac{\partial T(x,0)}{\partial t} = V_0(x), \quad x \in (0, L),
\end{align*}
\]

(2.1)

where \( \bar{k} \) is the heat conductivity, \( t_f \) is the final time, \( \tau \) is the relaxation time \( (\tau < 1) \), \( T_l, T_r, T_0(x) \), \( f(x,t) \) are given temperatures and a source function, \( \alpha_0, \alpha_1 \) are the heat transfer coefficients (for boundary conditions of the first kind \( \alpha_0 = \alpha_1 = \infty \)).

In a sphere with a hole defined in the spherical coordinates by \( 0 < r_0 < r < R \), assuming radial symmetry, with homogeneous boundary conditions (BC)
we obtain the following 1-D hyperbolic heat conduction problem:

\[
\begin{align*}
&\frac{\partial^2 T(r,t)}{\partial t^2} + \frac{\partial T(r,t)}{\partial t} = \frac{\bar{k}}{r} \frac{\partial^2 (rT(r,t))}{\partial r^2} + f(r,t), \quad r \in (r_0, R), \ t \in (0, t_f), \\
&\frac{\partial T(r_0,t)}{\partial r} - \alpha_0 T(r_0,t) = 0, \ \frac{\partial T(R,t)}{\partial r} + \alpha_1 T(R,t) = 0, \quad t \in (0, t_f), \\
&T(r,0) = T_0(r), \ \frac{\partial T(r,0)}{\partial t} = V_0(r), \quad r \in (r_0, R),
\end{align*}
\]

(2.2)

where \( r \) is the polar radius, \( R, r_0 \) are the radius of the sphere and hole. The transformation \( V = Tr, \ x = r - r_0 \) reduces the problem (2.2) to the following hyperbolic heat conduction problem in the plate:

\[
\begin{align*}
&\frac{\tau^2 \partial^2 V(x,t)}{\partial t^2} + \frac{\partial V(x,t)}{\partial t} = \frac{\partial}{\partial x} \left( \bar{k} \frac{\partial V(x,t)}{\partial x} \right) + f(x + r_0,t), \ x \in (0, L), \ t \in (0, t_f), \\
&\frac{\partial V(0,t)}{\partial x} - \sigma_1 V(0,t) = 0, \ \frac{\partial V(L,t)}{\partial x} + \sigma_2 V(L,t) = 0, \quad t \in (0, t_f), \\
&V(x,0) = T_0(x + r_0)(x + r_0), \ \frac{\partial V(x,0)}{\partial t} = V_0(x + r_0)(x + r_0), \quad x \in (0, L)
\end{align*}
\]

(2.3)

where \( \sigma_1 = \alpha_0 + 1/r_0, \ \sigma_2 = \alpha_1 - 1/R \geq 0, \ T(r,t) = V(x + r_0,t)/(x + r_0), \ L = R - r_0. \) In the case of a sphere \( r_0 \to 0 \) the first boundary condition is \( V(0,t) = 0 \) or \( \sigma_1 = \infty \) and \( T(0,t) = \frac{\partial V(0,t)}{\partial x}. \)

3 Solution of the Problem (2.1) with Homogeneous BC of the First Kind

If the surrounding temperature \( T_l, T_r \) in (2.1) is constant and \( \alpha_0 = \alpha_1 = \infty \) then using the transformation

\[
V(x,t) = T(x,t) - T_h(x), \quad T_h(x) = (xT_r + (L - x)T_l)/L
\]

we obtain a problem with homogeneous BCs of the first kind and \( V(x,0) = V^0(x) = T_0(x) - T_h(x). \)

We consider the uniform grid in the space \( x_k = kh, \ k = 0, N, \ Nh = L. \) Using the standard finite difference approximation for partial derivatives of the second order with respect to \( x, \) we obtain an initial value problem for the system of ordinary differential equations (ODEs) of the second order:

\[
\begin{align*}
&\tau \dot{U}(t) + U(t) + \bar{k}A U(t) = F(t), \\
&U(0) = U_0, \quad \dot{U}(0) = V_0,
\end{align*}
\]

(3.1)

where \( A \) is the standard 3-diagonal matrix of order \( M = N - 1 \) with the elements \( \frac{4}{\tau^2}\{-1; 2; -1\}, \ U(t), \ \dot{U}(t), \ \ddot{U}(t), \ U_0, \ V_0, \ F(t) \) are the column-vectors of order \( M \) with the elements \( u_k(t) \approx V(x_k,t), \ \dot{u}_k(t) \approx \frac{\partial V(x_k,t)}{\partial t}, \ \ddot{u}_k(t) \approx \frac{\partial^2 V(x_k,t)}{\partial t^2}, \ u_k(0) = V(x_k,0), \ v_k(0) = V_0(x_k), \ f(x_k,t), \ k = 1, M. \)

The corresponding discrete spectral problem

\[
Ap^k = \mu_k p^k, \quad k = 1, \ldots, M
\]
has the following solution [6]: eigenvalues $\mu_k = \frac{4}{\pi^2} \sin^2 \frac{km}{2N}$ and the orthonormal eigenvectors $p^k$ with elements $p^k_i = \sqrt{\frac{2}{N}} \sin \frac{\pi ik}{N}$, $i, k = \overline{1, M}$.

From the spectral problem $AP = PD$ it follows that the matrix $A$ is represented in the form $A = PDP$, where $P = P^{-1}$ is the symmetric orthogonal matrix with the columns being the eigenvectors of $A$, elementwise $p_{i,k} = p^k_i$, $i, k = \overline{1, M}$, and $D$ is the diagonal matrix with the elements $d_{k,k} = \mu_k$, $k = \overline{1, M}$.

The solution of the spectral problem for the corresponding continuous (differential) problem

$$-p''(x) = \lambda p(x), \quad p(0) = p(L) = 0$$

is $p_k(x) = \sqrt{\frac{2}{L}} \sin \frac{kmx}{L}$, $\lambda_k = \left(\frac{km}{L}\right)^2$, $(p_k, p_m) = \int_0^L p_k(x)p_m(x)dx = \delta_{k,m}$, where $\delta_{k,m}$ is the Kronecker delta. For the discrete problem the integral in the scalar product $(p_k, p_m)$ is approximated by the trapezoidal formula.

The difference scheme with the exact spectrum (FDSES) is obtained by replacing $A$ with $\tilde{A} = PDP$, where $\tilde{D}$ is the diagonal matrix with the first $M$ eigenvalues $\lambda_k$ of the differential operator $-(\frac{d^2}{dx^2})$ as elements, i.e. $\tilde{d}_{k,k} = \lambda_k$.

Note that $\tilde{A}$ is a full matrix.

The FDSES method is more stable than the method of finite difference with central difference (FDS), because the eigenvalues are larger $\lambda_k > \mu_k$. We can construct analytical solutions of (3.1) using the spectral representation of matrix $A$ in the form $A = PDP$. The transformation $W = PU$ decouples the system of ODEs

$$\begin{align*}
\tau \tilde{W}(t) + \tilde{W}(t) + \tilde{K}DW(t) &= G(t), \\
W(0) &= PU_0, \quad \tilde{W}(0) = PV_0,
\end{align*}
$$

(3.2)

where $W(t)$, $\tilde{W}(t)$, $\tilde{W}(0)$, $W_0$, $\tilde{W}(0)$, $G(t) = PF(t)$ are the column-vectors of order $M$ with the elements $w_k(t)$, $\tilde{w}_k(t)$, $\tilde{w}_k(0)$, $w_k(0)$, $\tilde{w}_k(0)$, $g_k(t)$, $k = \overline{1, M}$.

The solution of this system is given by

$$w_k(t) = \exp(-0.5t/\tau) \left[ \frac{\sinh(\kappa_k t \tilde{w}_k(0)) + 0.5w_k(0)/\tau}{\kappa_k} \right] + \frac{1}{\kappa_k \tau} \int_0^t \exp\left(-\frac{0.5}{\tau}(t - \xi)\right) \sinh(\kappa_k(t - \xi)) g_k(\xi) d\xi,$$

(3.3)

where $\kappa_k = \sqrt{0.25/\tau^2 - kd_k/\tau}$. If $4\tilde{K}d_k \tau > 1$, then the hyperbolic functions are replaced with the trigonometrical and the parameter $\kappa_k$ with $\sqrt{kd_k/\tau - 0.25/\tau^2}$.

If $\kappa_k = 0$, then we have

$$w_k(t) = \exp(-0.5t/\tau) \left[ t(\tilde{w}_k(0) + 0.5w_k(0)/\tau) + w_k(0) \right] + \frac{1}{\tau} \int_0^t \exp\left(-\frac{0.5}{\tau}(t - \xi)\right)(t - \xi) g_k(\xi) d\xi.$$
thonormal eigenfunctions for the differential operator \((-\frac{\partial^2}{\partial x^2})\) with homogeneous boundary conditions, \(w_k(t)\) is the solution of (3.3), with

\[ w_k(0) = (V^0, p_k), \quad \dot{w}_k(0) = (V_0, p_k), \quad g_k(t) = (F(t), p_k). \]

For a given function \(q(x) \in C^n[0, L]\) the Fourier coefficients \(b_k\) can be estimated as \(b_k = (q, p_k) = \mathcal{O}(k^{-n-1}), k \to \infty\). Then for the discrete expressions

\[ q(x_i) = \sum_{k=1}^{M} a_k p_k(x_i), \quad i = 1, \ldots, M, \quad \rho_j(x_i) = 0, \quad j = 1, 2, 3, \ldots, \]

\[ a_k = [q, p_k] = h \sum_{i=1}^{M} q(x_i) p_k(x_i), \quad [p_k, p_m] = \delta_{k,m} \]

it follows that \(q(x_i) = \sum_{k=1}^{\infty} b_k p_k(x_i),\)

\[ a_m = [q, p_m] = \sum_{k=1}^{\infty} b_k [p_k, p_m] = b_m + \sum_{j=1}^{\infty} b_j N_{j+m}, \quad 1 \leq m \leq M. \]

Then \(a_m - b_m = \sum_{j=1}^{\infty} b_j N_{j+m} = \mathcal{O}((N + m)^{-n}), m = \overline{1, M}, N \to \infty.\)

From \(\mu_k \to \lambda_k (k \to \infty)\) it follows that for differentiable functions \(V^0(x), V_0(x), f(x, t)\) we have the convergence of the coefficients \(w_k(0), \dot{w}_k(0), g_k(t)\) (3.3) and \(w_k(t)\) to the Fourier coefficients for every time moment \(t\) as \(N \to \infty.\)

If \(d_k = \lambda_k\), then \(a_m = b_m, m = 1, \ldots, M.\)

4 The Spectral Problems for Solving (2.3)

From (2.3) we obtain the initial value problem for the system of ODEs of the second order in the matrix form (3.1), where \(A\) is the 3-diagonal matrix of the order \(M = N + 1\) in the form

\[ A = \frac{1}{h^2} \begin{pmatrix} 2 + 2h\sigma_1 & -2 & 0 & \ldots & 0 & 0 & 0 \\ -1 & 2 & -1 & \ldots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & -1 & 2 & -1 \\ 0 & 0 & 0 & \ldots & 0 & -2 & 2 + 2h\sigma_2 \end{pmatrix}. \]

The 3-diagonal matrix \(A\) can be represented by the difference operator [6]

\[ Ay = \begin{cases} -2(y_{k+1} - y_0)/h^2 + 2\sigma_1 y_0 / h, & k = 0, \\ -2(y_{k+1} - 2y_k + y_{k-1})/h^2, & k = 1, \ldots, N - 1, \\ -2(y_{N-1} - y_N)/h^2 + 2\sigma_2 y_N / h, & k = N. \end{cases} \]

Using the scalar product of two vectors \([y^1, y^2] = h(\sum_{k=1}^{N-1} y_1^k y_2^k + 0.5(y_0^1 y_0^2 + y_N^1 y_N^2))\) it can be proved, that the operator \(A\) is symmetric and \([Ay, y] \geq 0 [6].\)
The solution of the corresponding spectral problem

\[-y''(x) = \lambda^2 y(x), \; x \in (0, L), \; y'(0) - \sigma_1 y(0) = 0, \; y'(L) + \sigma_2 y(L) = 0,\]
can be given in the following form:

\[
\begin{aligned}
\{ y_n(x) &= C_n^{-1} (\lambda_n \cos(\lambda_n x) + \sigma_1 \sin(\lambda_n x)), \\
C_n^2 &= 0.5 \left( L(\lambda_n^2 + \sigma_1^2) + \frac{\sigma_2 (\lambda_n^2 + \sigma_1^2)}{\lambda_n^2 + \sigma_2^2} + \sigma_1 \right),
\end{aligned}
\]

where \((y_n, y_m) = \int_0^L y_n(x) y_m(x) \, dx = \delta_{n,m}\) and \(\lambda_n\) are the positive roots of the transcendental equation:

\[
\cot(\lambda_n L) = \frac{\lambda_n}{\sigma_1 + \sigma_2} - \frac{\sigma_1 \sigma_2}{\lambda_n (\sigma_1 + \sigma_2)}, \quad n = 1, 2, 3, \ldots.
\]

The discrete spectral problem \(Ay^n = \mu_n y^n, \; n=1, \ldots, N+1\) has the solution [6]

\[
\begin{aligned}
\{ y_j^n &= C_n^{-1} \left( \frac{\sin(p_n h)}{h} \cos(p_n x_j) + \sigma_1 \sin(p_n x_j) \right), \\
\mu_n &= \frac{4}{h^2} \sin^2(p_n h/2),
\end{aligned}
\]  

(4.1)

where \(p_n\) are the positive roots of the following transcendental equation

\[
\cot(p_n L) = \frac{\sin^2(p_n h) - h^2 \sigma_1 \sigma_2}{h (\sigma_1 + \sigma_2) \sin(p_n h)}, \quad n = 1, N + 1.
\]  

(4.2)

The constants \(C_n^2 = [y^n, y^n]\) can be obtained in the following form

\[
C_n^2 = 0.5 L \left( \sigma_1^2 + \frac{\sin^2(p_n h)}{h^2} \right) + \frac{\sin(2p_n L) \sin(2p_n h)}{8h} - \sigma_1^2 \frac{h \sin(2p_n L) \cos(p_n h)}{4 \sin(p_n h)} + \sigma_1 \sin^2(p_n L) \cos(p_n h).
\]

In the limit case it follows that \(\mu_n \to \lambda_n^2\) as \(h \to 0\).

The experiments with MATLAB (the spectral problem is solved with MATLAB solver “eig”) show that the first roots \(p_n, \; n = N-1\) belong to the interval \(((n-1)\pi, n\pi), \; \mu_n \leq \frac{4}{h^2}\) and can be obtained from (4.2), but the two last roots \(p_N, \; p_{N+1}\) can not be obtained from this transcendental equation \((\mu_n \geq \frac{4}{h^2}, \; n = N, N + 1)\). In this case special solutions with \(\mu \geq \frac{4}{h^2}\) can be obtained in the form \(\mu = \frac{4}{h^2} \cos^2 \frac{\pi j}{2}\). Then \(y_j = (-1)^j [C_1 \sinh(px_j) + C_2 \cosh(px_j)]\). The constants \(C_1, \; C_2\) are determined from the difference equations by \(j = 0, \; j = N\) and the values \(p_N, \; p_{N+1}\) are obtained from the new transcendental equation. Depending on the fixed parameter \(Q = L \sigma_1 \sigma_2 / (\sigma_1 + \sigma_2)\) we can obtain one \((Q < 1)\) or two \((Q \geq 1)\) roots from the following transcendental equation:

\[
\coth(p_n L) = \frac{\sinh^2(p_n h) + h^2 \sigma_1 \sigma_2}{h (\sigma_1 + \sigma_2) \sinh(p_n h)}, \quad n = N, N + 1.
\]

The expression \(Q = 1\) is obtained from this equation in the limit case when \(p_n \to 0\).
The corresponding eigenvalues and orthonormal eigenvectors are
\[
\begin{cases}
y_j^n = C_n^{-1}(-1)^j\left(\frac{\sinh(p_n h)}{h}\cosh(p_n x_j) - \sigma_1 \sinh(p_n x_j)\right), & j = 0, N; \\
\mu_n = \frac{4}{h^2}\cosh^2(p_n h/2).
\end{cases}
\]
The constants \(C_n^2\) in this case are given by
\[
\begin{align*}
C_n^2 &= 0.5L\left(-\sigma_1^2 + \frac{\sinh^2(p_n h)}{h^2}\right) + \frac{\sinh(2p_n L)\sin h(2p_n h)}{8h} \\
&\quad + \sigma_1^2\frac{h\sinh(2p_n L)\cosh(p_n h)}{4\sinh(p_n h)} - \sigma_1 \sinh^2(p_n L)\cosh(p_n h).
\end{align*}
\]
Then we have the orthonormal eigenvectors \(y^n, y^m\) for all \(n, m = 1, N + 1\).

For \(Q = 1\) the single eigenvalue is \(\mu_N = 4/h^2\), \(p_N = 0\) and the corresponding components \(y_j^N\) of the orthonormal eigenvector \(y^N\) are obtained as the limit \((p_N \to 0)\) of the expression \(y_j^N/C_N\) in the following form:
\[
y_j^N = (-1)^j(1 - \sigma_1 x_j)\sqrt{6h((6L + 2\sigma_1^2 L^3 + L(2\sigma_1^2 h^2 - 6\sigma_1^2 L^2))}, \quad j = 0, N.
\]
The spectral problem for \(\sigma_1 = 0, \sigma_2 = \alpha\) has the solution
\[
y_j^n = \frac{\cos(p_n x_j)}{C_n}, \quad C_n^2 = \frac{1}{2}L + \frac{h}{2}\frac{\sin(2p_n L)}{\tan(p_n h)}, \quad \mu_n = \frac{4}{h^2}\sin^2(p_n h/2),
\]
where \(p_n\) are the positive roots of the following transcendental equation:
\[
\tan(p_n L)\sin(p_n h)/h = \alpha, \quad n = 1, \ldots, N.
\]
For \(n = N + 1\) we have a special solution of the spectral problem
\[
y_j^n = \frac{\cosh(p_n x_j)}{C_n}, \quad C_n^2 = \frac{1}{2}L + \frac{h}{2}\frac{\sinh(2p_n L)}{\tanh(p_n h)}, \quad \mu_n = \frac{4}{h^2}\cosh^2(p_n h/2),
\]
where \(p_n\) is the positive root of the new transcendental equation
\[
\tanh(p_n L)\sin(p_n h)/h = \alpha.
\]
Then we have orthonormal eigenvectors \(y^n, y^m\), where the discrete scalar product is defined as \([y^n, y^m] = \delta_{n,m}\) for all \(n, m = 1, \ldots, N + 1\).

The solution of the corresponding spectral problem for the differential equation
\[
y''(x) = \lambda^2 y(x), \quad x \in (0, L), \quad y'(0) = 0, \quad y'(L) + \alpha y(L) = 0,
\]
is given in following form
\[
y_n(x) = \frac{\cos(\lambda_n x)}{C_n}, \quad C_n^2 = \frac{1}{2}(L + 0.5\sin(2\lambda_n)/\lambda_n) = \frac{1}{2}\left(L + \frac{\alpha}{\alpha^2 + \lambda_n^2}\right),
\]
where \((y_n, y_m) = \int_0^L y_n(x)y_m(x)\,dx = \delta_{n,m}\) and \(\lambda_n\) are the positive roots of the transcendental equation \(\tan(\lambda_n L)\lambda_n = \alpha, n = 1, 2, 3, \ldots\). In the scalar product \([y_n, y_m]\) the integral \((y_n, y_m)\) is approximated using the trapezoidal formula. In the limit case, as \(h \to 0\), we have \(p_n \to \lambda_n\) for \(n = 1, \ldots, N\).
5 The Solution of the Problem (2.1) with Homogeneous BC of the Third Kind

Similarly we obtain from (2.1) for $T_l = T_r = 0$ the initial value problem for the system of ODEs (3.1), where the order of column-vectors is $M = N + 1$. The matrix $A$ can be represented in the form $A = PDP^T$, where the columns of the matrix $P$ and the diagonal matrix $D$ contain $M$ orthonormal eigenvectors $y^n$ and eigenvalues $\mu_n$, $n = 1,\ldots,M$. From $P^TP = E$ it follows that $P^{-1} = P^T$.

We can also use the Fourier method in the form $T(x, t) = \sum_{k=1}^{\infty} w_k(0)y_k(x)$, where $y_k(x)$ are the orthonormal eigenfunctions, $w_k(t)$ is the solution (3.3), with $w_k(0) = (T_0, y_k)$, $\dot{w}_k(0) = (V_0, y_k)$, $g_k(t) = (F(t), y_k)$.

For the FDSES the matrix $A$ is represented in the form $A = PDP^T$, where the diagonal matrix $D$ contains the first $M$ eigenvalues $d_n = \lambda_n^2$, $n = 1,\ldots,M$ of the differential operator $(-\partial^2_x)$ respectively.

It is possible to replace the column of the matrix $P$ with the first eigenfunctions $y^n_j = y_n(x_j)$, $n, j = 1, M$ of the continuous problem. Then the eigenvectors $(y^n, y^m)$ or column-vectors of the matrix $P$ is not orthogonal in the discrete scalar product $[y^n, y^m]$ ($P^TP \neq E$) and the analytic form (3.3) is not valid.

If the heat conductivity $\bar{k}(x)$ is a functions of $x$ then we can obtain the discrete eigenvectors and eigenvalues using the MATLAB operator $[P, D] = eig(A)$, where $A$ is the matrix of the difference operator with second order approximation. The orthogonal eigenvectors $p^n$ should be normalized with respect to the scalar product $\sqrt{[y^n, y^m]}$. The eigenvalues of the differential problem can be obtained with the MATLAB solver “bvp4c”. However, this algorithm is of high computational complexity.

The FDSES method performs well for nonlinear problems, when the diffusion term in (2.1) is given in the form $\frac{\partial^2}{\partial x^2} \phi(T)$. Then for $\frac{d\phi(T)}{dT} = \bar{k}(x, t)$:

$$\frac{\partial^2}{\partial x^2} \phi(T) = \frac{\partial}{\partial x} \left( \bar{k}(x, t) \frac{\partial T(x, t)}{\partial x} \right).$$

In this case from (3.1) we have the nonlinear system of ODEs with the term $A\phi(U)$, where $\phi(U) = (\phi(u_1(t)), \phi(u_2(t)), \ldots, \phi(u_M(t)))^T$, $A = PDP^T$. The nonlinear heat transfer equation with power functions $\phi(T)$ is considered in [3].

Similarly we can consider the analytical solutions of (3.1) using the spectral representation of matrix $A$ in the form $A = PDP^T$. From the transformation $W = P^TU$ we obtain the decoupled system of ODEs (3.2), where $W(0) = P^TU_0$, $\dot{W}(0) = P^TV_0$, $G(t) = P^TF(t)$ are the column-vectors of $N + 1$ order. The solution of this system is given in the form (3.3). In this case, in order to compute the scalar product the first and last components of vectors $U_0$, $V_0$, $F(t)$ are divided by $\sqrt{2}$, but $w_1(t)$, $w_{N+1}(t)$ need to be multiplied by $\sqrt{2}$. Similarly we can consider the analytical solutions of (2.3).

6 Some Examples and Numerical Results

Boundary value problems for ODE with the homogeneous BC of the first kind (stationary problem). In the stationary case from (2.1) ($\bar{k} = 1$)
we have the boundary value problem with BCs of the first kind

\[-V''(x) = f(x), \quad x \in (0, L), \quad V(0) = V(L) = 0.\]

Then from (3.1) we have a system of linear algebraic equations \(AU = F\), where \(U, F\) are the column-vectors with the elements \(u_k \approx V(x_k), f_k = f(x_k), k = 1, M, M = N - 1.\) Using the transformation \(W = PU\) or \(U = PW\) we can decouple system (3.2) into the form \(DW = G, (G = PF)\) with the solution \(w_k = g_k/d_k,\) where \(g_k = (Pf)_k = \sum_{j=1}^M p_{k,j} f_j.\) Therefore \(U = PD^{-1}PF\) or

\[u_i = \sum_{k=1}^M p_{i,k} w_k = \sum_{k,j} p_{i,k,d_k} p_{k,j} f_j, \quad i = 1, \ldots, M.\]

We obtain FDS method by setting \(d_k = \mu_k\) and FDSES method by \(d_k = \lambda_k.\) For the Fourier method \(V(x) = \sum_{k=1}^\infty w_k p_k(x),\) where \(w_k = g_k/d_k, g_k = (p_k, f) = \int_0^L p_k(x)f(x) \, dx.\) If \(f(x) = \sum_{k=1}^K a_k \sin \frac{\pi kx}{L}, K \leq M,\) then FDSES and Fourier method with \(M\) at least summands are exact methods, but FDS is a method of the second order approximation. In this case the solution is \(V(x) = \sum_{k=1}^K a_k \sin \frac{\pi kx}{L}.\) By \(K = 1, L = 10\) the calculations with FDS using MATLAB give the following results for the maximal error: \(0.5376 (N = 5), 0.1873 (N = 10), 0.06596 (N = 20).\)

If \(f(x) = \sin \frac{\pi x}{L} + \frac{1}{2}(1 - \frac{x}{L})\) then \(V(x) = \left(\frac{L}{\pi}\right)^2 \sin \frac{\pi x}{L} - \frac{x^3}{6L} + \frac{x^4}{12L} + \frac{x^2}{12}\) and we have the following errors: for FDS \(0.6735 (N = 5), 0.2353 (N = 10),\) for FDSES \(0.0029 (N = 5), 0.0003 (N = 10).\)

**Boundary value problems for ODE with the homogeneous BC of the third kind.** For finite value \(\sigma_1 > 0, \sigma_2 > 0\) we consider the following stationary problem for ODEs:

\[-T''(x) = f(x), \quad x \in (0, L), \quad T'(0) - \sigma_1 T(0) = 0, \quad T'(L) + \sigma_2 T(L) = 0.\]

The boundary value problem is solved by \(f(x) = 12a^2 C_0 + \sigma_1 \sin(x), C_0 = (\sigma_1 \cos(L) + \sigma_2 \sin(L) + \sigma_2)/ (4L^3 + \sigma_2 L^4).\) The exact solution of the differential problem is \(u(x) = -x^4 C_0 + 1 + \sigma_1 \sin(x).\)

The solution of the problem is obtained with MATLAB in the form \(U = A^{-1}F\) or \(U = PD^{-1}P^T F,\) where \(D^{-1}\) is the diagonal matrix with elements \(d_k^{-1}, k = 1, M, M = N + 1.\) In this case the first and last components of vector \(F\) are divided with \(\sqrt{2},\) but elements of the solution vector \(U u_1, u_{N+1}\) are multiplied by \(\sqrt{2}.\) In the Table 1 we can see the last eigenvalues \(p_N, p_{N+1}, \mu_N, \mu_{N+1}\) obtained from (4.1), (4.2) and the maximum norm of the error of the finite difference scheme \((\delta(FDS))\) and FDSES \((\delta(FDSES)).\)

**Linear heat transfer equation.** The analytical solution of the heat transfer problem (2.1) with \(\bar{k} = L = 1, T_i = T_f = f = \tau = 0, T_0 = 1, \alpha_0 = \alpha_1 = \infty\) (the first kind homogeneous BC) with discontinuous initial and boundary data can be obtained from the following Fourier series:

\[T(x, t) = \frac{4}{\pi} \sum_{i=0}^{\infty} \frac{1}{2i+1} \exp(-(2i+1)^2 \pi^2 t) \sin((2i+1)\pi x).\]
The values of $\sigma_1, \sigma_2, N, L, \delta(\text{FDS}), \delta(\text{FDSES}), p_N, \mu_N, p_{N+1}, \mu_{N+1}$. 

| $\sigma_1$ | $\sigma_2$ | $N$ | $L$ | $\delta(\text{FDS})$ | $\delta(\text{FDSES})$ | $p_N$ | $\mu_N$ | $p_{N+1}$ | $\mu_{N+1}$ |
|---|---|---|---|---|---|---|---|---|---|
| 2 | 0.1 | 10 | 11.0 | 0.4795 | 0.1788 | 0.037 | 3.3072 | 1.3906 | 5.6473 |
| 2 | 0.1 | 20 | 11.0 | 0.1582 | 0.0525 | 0.037 | 13.225 | 1.7297 | 16.440 |
| 2 | 0.1 | 15 | 11.0 | 0.2484 | 0.0856 | 0.037 | 7.4394 | 1.6038 | 10.321 |
| 1 | 2.0 | 10 | 2.0 | 0.0099 | 0.0054 | 0.840 | 100.70 | 1.950 | 360.4 |
| 1 | 2.0 | 15 | 2.0 | 0.0052 | 0.0027 | 0.840 | 225.71 | 1.950 | 228.95 |
| 1 | 2.0 | 30 | 2.0 | 0.0018 | 0.0009 | 0.840 | 900.70 | 1.950 | 904.00 |
| 1 | 2.0 | 60 | 2.0 | 0.0006 | 0.0003 | 0.840 | 3600.7 | 1.950 | 3604.0 |
| 0 | 1.0 | 10 | 2.0 | 0.0053 | 0.0036 | 14.48 | 98.500 | 1.030 | 101.06 |

The corresponding solution of (3.1) with FDS is given in the form $U(t) = P \exp(Dt)PU_0$, where $U_0$ is the column vector with ones, the diagonal matrix $D$ contains the discrete eigenvalues $\mu_k$, $k = 1, \ldots, N - 1$. For the FDSES the elements of matrix $D$ are replaced with the first $N - 1$ eigenvalues $\lambda_k$ of the differential operator. The maximal error for $t = 0.02$, $N = 10$ is 0.089 for FDS and 0.0102 for FDSES. The results obtained with the Fourier series contain oscillations near $x = 0$, $x = L$ due to the Gibbs phenomenon. For the FDSES method these oscillations are damped.

**Linear wave equation.** For numerical calculation we consider the test problem for the standard wave equation (2.1) when the parabolic term $\frac{\partial T(x,t)}{\partial t}$ is excluded from the equation. The following data and parameters are used in computations: $\tau = 1$, $\alpha_0 = \alpha_1 = \infty$, $T_l = 1$, $T_r = 0$, $f = T_0 = V_0 = 0$. Using the transformation $V(x,t) = T(x,t) - 1 + x$ for the function $V(x,t)$ we get the problem with the homogeneous BC, where $V(x,0) = x - 1$, $\frac{\partial V(x,0)}{\partial t} = 0$. The numerical results for $(N = 40, t = 0.2)$ are presented in Figs. 1, 2.

**Problem for heat conduction equation with discontinuous conditions.** The numerical experiments for the problem (2.1) with $L = \bar{k} = 1$, $\tau = 0.1$, $t_f =$
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Figure 3. Solution of FDSES $T(0.5, t)$ for $N = 30$.

Figure 4. Solution $T(x, 0.2)$ with FDSES and $N = 30$.

0.2, $T_l = 1$, $T_r = 0$, $T_0 = 0$, $f = V_0 = 0$ (the initial and boundary conditions are discontinuous [1]) are performed with the MATLAB solver “ode15s”. The graphics of numerical results obtained with FDSES for $N = 30$ are presented in Figs. 3, 4. In Figs. 5, 6 we present results computed by using the Fourier method series

$$V(x, t) = -2 \exp(-0.5t/\tau) \sum_{k=1}^{\infty} \frac{\sin(k\pi x)}{k\pi} \left( \cosh(\kappa_k t) + \frac{\sinh(\kappa_k t)}{2\kappa_k \tau} \right),$$

where $w_k(0) = -\sqrt{\frac{2}{\pi\kappa}}$, $\dot{w}_k(0) = 0$, $N = 80$. We note that the Gibbs effect is observed.

Figure 5. Solution $T(x, 0.2)$ with Fourier method, $N = 80$.

Figure 6. Solution $T(x, t)$ with Fourier method, $N = 80$.

In Figs. 7, 8 we can see the results obtained with finite differences approximation and FDSES method with $N = 200$.

Heat heat conduction equation for intensive steel quenching. The numerical results for the problem (2.1) ($\alpha_0 = 0$, $\alpha_1 = \alpha$, $T_l = T_r = f = 0$) are
obtained for intensive steel quenching models with $\bar{k} = 0.0001738602$ ($\bar{k} = \frac{k}{\rho c}$), $k = 429 \frac{W}{mC}$ is the heat conductivity, $\rho = 1.05 \times 10^4 \frac{kg}{mC}$ is the density of steel, $c = 235 \frac{J}{kgC}$ is the heat capacity), $\alpha = \frac{30}{120}$ and $L = 1$, $\tau = 0.1$, $T_0(x) = 600$, $V_0 = -6000.2$, $t_f = 1$, $N = 20$ (see, Fig. 9).

The numerical results for the problem (2.2) are obtained for the abovementioned parameters with $R = 8$, $r_0 = 1$, $\tau = 0.5$, $T_0(r) = 600$, $V_0 = -1200.1$, $t_f = 5$, $N = 20$ (see, Fig. 10).

7 Conclusions

• The hyperbolic heat conduction problems can be numerically modelled using FDS and FDSES methods.

• The advantages of the FDSES method for the problem with constant heat conductivity and with the first kind boundary conditions (BC) are demonstrated via several numerical examples in comparison with the FDS method.
In the case of the BC of the third kind the eigenvectors of the differential and discrete problems are different and the FDSES is obtained by using the orthonormal eigenvectors of the discrete problem.

For nonlinear diffusion term $\frac{\partial^2}{\partial x^2} \phi(T)$ it is possible to obtain the algorithm of FDSES by numerical solutions of a system of nonlinear ODEs.

For the discrete Fourier method numerical oscillations are present, when the initial and boundary conditions are discontinuous. For larger $N$ these oscillations disappear. The method of FDSES is free of oscillations.

For the discrete spectral problem new transcendental equation and eigenvectors are obtained. All eigenvectors for the finite difference operator are obtained analytically.
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