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ABSTRACT

Self-supervised learning (SSL) is a powerful tool that allows learning of underlying representations from unlabeled data. Transformer based models such as wav2vec 2.0 and HuBERT are leading the field in the speech domain. Generally these models are fine-tuned on a small amount of labeled data for a downstream task such as Automatic Speech Recognition (ASR). This involves re-training the majority of the model for each task. Adapters are small lightweight modules which are commonly used in Natural Language Processing (NLP) to adapt pre-trained models to new tasks. In this paper we propose applying adapters to wav2vec 2.0 to reduce the number of parameters required for downstream ASR tasks, and increase scalability of the model to multiple tasks or languages. Using adapters we can perform ASR while training fewer than 10% of parameters per task compared to full fine-tuning with little degradation of performance. Ablations show that applying adapters into just the top few layers of the pre-trained network gives similar performance to full transfer, supporting the theory that higher pre-trained layers encode more phone-mic information, and further optimizing efficiency.
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1. INTRODUCTION

Self-supervision is now standard practice in Natural Language Processing (NLP), with models such as BERT [1] achieving state of the art results. More recently, self-supervised learning (SSL) approaches have been applied to speech tasks with great success. Recent works such as wav2vec 2.0 [2] and HuBERT [4] show that self-supervision in speech can achieve state of the art results.

Most SSL models rely on unsupervised pre-training followed by supervised fine-tuning on a downstream task. The unsupervised pre-training allows a model to benefit from the large amounts of unlabeled data which are readily available. Fine-tuning uses a comparatively small amount of labeled data and retraining the majority of the self-supervised model to the desired downstream task.

While these approaches gain excellent results, fine-tuning the model is computationally expensive and does not scale well to multiple tasks, such as in the case of multi-lingual Automatic Speech Recognition (ASR); a complete set of fine-tuned parameters must be learnt and stored per downstream task. This is commonly in the scale of $O(10^8)$ parameters per task. Once the model is fine-tuned for one task, the entire model is fixed for that task, and the base model must be reloaded to transfer to future tasks.

Adapters are small trainable modules that can be applied into the layers of a frozen pre-trained network and tuned to a particular task. Recently these have been applied to pre-trained unsupervised models in NLP [4] [5]. The benefit of adapters is that they allow adaptation to new tasks with a relatively small number of parameters per task. As the existing model parameters remain frozen, the original model can support multiple downstream tasks, only a set of adapter parameters are required per task. This makes adapters more efficient to train, and highly scalable to multiple tasks.

The task of ASR is very well researched for high re-
source languages such as English. However, it is more difficult to gain good performance on languages where there is limited paired text and audio training data. wav2vec 2.0 shows good performance with limited labeled data, and multi-lingual wav2vec 2.0 [6] shows good results across a range of languages including languages unseen during pre-training. Self-supervised speech models are able to leverage generic features from pre-training to adapt well to scenarios with limited labeled data and are thus ideal for multi-lingual ASR. However, it is impractical to train and store fine-tuned parameters for every language. Furthermore, fine-tuning overwrites pre-trained model parameters so may not be the optimal way of utilizing pre-training knowledge.

In this paper we apply adapters to a pre-trained wav2vec 2.0 model in order to transfer the pre-trained representations to the task of downstream ASR. Adapters suggest a way of utilizing these pre-trained representations in a much more efficient manner, with many fewer parameters required per downstream task than usual fine-tuning methods. This has applications for multi-task scenarios such as multi-lingual ASR, and also increases the accessibility of self-supervised speech models for research. To the best of our knowledge this is the first time adapter modules have been applied to a self-supervised speech model for ASR.

2. BACKGROUND

2.1. Self-supervised ASR

Labeled speech data is relatively scarce and expensive to generate. Self-supervised methods are able to take advantage of the huge amount of unlabeled speech data available to learn generic speech features.

There have been various proposed methods such as CPC [7], APC [8], and wav2vec [9]. All aim to learn an encoded representation of a raw speech waveform using various self-supervised tasks which train the underlying network. Many of these models include some form of reconstruction, where masked representations, or elements of the original input waveform, are recreated. The underlying network can then be used to extract representations which are used as input to downstream tasks. This is instead of more conventional speech features such as log Mel filter-bank features. These networks can either be frozen, or further optimized to the downstream task by some form of transfer learning.

wav2vec 2.0 is a leading model in this field [2]. However, the usual method of fine-tuning wav2vec 2.0 for downstream ASR requires re-training most of the model layers. In fact 95.6% of the total model parameters are trained, and must therefore be stored, per task. This is not an issue if monolingual ASR is the only target task. However it is not ideal for multi-lingual speech recognition, or indeed utilizing the wav2vec 2.0 encoder for multiple tasks such as speech translation, as in [10].

Recently advances have been made to the wav2vec 2.0 architecture including adding self-training [11]. While we use wav2vec 2.0 in this work, our approach would scale well to any self-supervised transformer based speech model, including HuBERT [3].

2.2. Adapters

Adapters were introduced in NLP as an efficient method of transfer learning [4]. It was found that adapters approach the performance of full fine-tuning with only a fraction of the parameters in NLP tasks using a pre-trained BERT model. Adapters have also been successfully applied to NMT [12] and vision tasks [13]. Recently dual adapters have been proposed for multi-lingual transfer [5], where one adapter module is used to adapt for language, and another captures task specific adaptations.

Adapters have also been applied to speech in streaming RNNT models [14] and hybrid CTC-attention speech transformers [15] to solve the issue of multi-lingual speech recognition. More recently adapters have been used in speech translation to combine pre-trained modules [10]. Adapters have also been employed for efficient SSL pre-training of new tasks in a continual learning setting [16].

We hypothesize that we will see the same benefits of adapters in a speech model as in an NLP model, namely parameter efficient transfer of the pre-trained network to a downstream task with little performance degradation.
3. METHOD

In wav2vec 2.0 a convolutional encoder takes as input the raw waveform. Then a transformer model is applied to the encoded output. The model is trained by masking input frames and comparing predicted values with positive and negative quantized versions of the masked frames. This is similar to contrastive predictive coding [7].

When applying wav2vec 2.0 to a downstream model the feature encoder is frozen, and a linear classifier is added on top of the transformer context model for fine-tuning. Generally the transformer model is also frozen for the first N updates. When applying wav2vec 2.0 to ASR, the linear classifier and model are fine-tuned with a Connectionist Temporal Classification (CTC) loss using a small amount of labeled speech data.

Adapters are small bottleneck modules consisting of a down projection, a non-linearity, and an up-projection, with a skip connection (see Fig. 2). The initial implementation [4] applies adapters after both the self-attention and feedforward layers. However it is possible to apply adapters in different positions throughout the transformer block [12]. The fully connected layers are initialized as a near identity function. The identity initialization and the skip connection allow the module to be ignored if not deemed necessary during training.

In our experiments with adapters we apply adapters twice in each transformer block. Our experimentation showed that this gave the best results. We apply a linear classifier on top of the transformer network. A set of adapters, layer normalization layers and a linear classifier are trained per task using a CTC loss, the rest of the network remains frozen.

4. EXPERIMENTS AND RESULTS

We use the standard wav2vec 2.0 BASE architecture which contains 12 transformer layers, and use the publicly released pre-trained checkpoint from fairseq [17] which has been pre-trained using the LibriSpeech [18] dataset. We use a standard size of 256 for all adapters, and initially apply adapters into every transformer layer.

We also run our own fine-tuning experiments as a comparison and follow the fine-tuning format of wav2vec 2.0. By tuning hyper-parameters we are able to improve on the word error rate (WER) values reported in that paper [2]. We trained for 20k steps, with the transformer layers frozen for just the first 4k updates, and a learning rate of 5e-5.

We investigate performance of fine-tuning and adapters on the 10 hour supervised subset of the LibriLight (LL) dataset [19], and evaluate on standard LibriSpeech dev sets. We also experiment with French ASR to demonstrate the multi-task scenario. We take a 10h subset of the Common Voice (CV) [20] corpus and evaluate on the CV test set. We calculate WER in all cases. We found that the optimal setup for adapter transfer was to run for 10k steps with a learning rate of 5e-5.
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adapters for task and language.

It is also worth noting that adapter experiments run more quickly than fine-tuning experiments, both due to the reduction in trainable parameters which increases training speed, and the smaller optimal number of training steps. Adapter experiments do not depend on a freeze steps hyper-parameter, and run successfully with a simple bi-stage learning rate schedule, as in [4], rather than the more complex tri-stage scheduler required for traditional fine-tuning [2]. All these factors make this adapter approach much more experimentally friendly for researchers.

We also pre-trained our own bi-lingual English and French wav2vec 2.0 model using approximately 1000 hours of French CV data, as well as 960h of English LibriSpeech data, and ran English and French ASR experiments (see figure 2). This demonstrates that our adapter method is also valid for multi-lingual pre-trained models as adapters again get within close performance of fine-tuning.

Finally, we tested training just the layer normalization parameters as suggested in [4]. However, as found in that work, this approach does not perform well, WER on LibriSpeech dev-clean was 32.9%. This provides evidence that the adapter modules themselves improve performance, rather than the re-trained layer normalization parameters.

### 4.1. Ablations

Prior work suggests that lower layers of self-supervised models contain more generic speech features, and higher layers contribute more to phone discrimination [8]. Therefore we investigate training just the top N layers of the network using both fine-tuning and adapters. All experiments are run with the BASE English wav2vec 2.0 model, 10 hours LibriLight training data and evaluated on LibriSpeech dev-clean.

Using adapters in just the top 4 layers, out of a total 12 layers, gives nearly as good performance as adding adapters into every layer, and in fact using just 6 adapters gives the best performance with 9.27% WER. This immediately halves the number of required parameters to just 4.85% of total parameters trained. It is also possible to optimize fine-tuning; training just the top 8 transformer layers gives best performance. However fine-tuning requires more layers to be trained than using adapters, and even 8 layers equates to training 65.5% of parameters (see Fig. 4). When just one layer is trained, the method with adapters performs significantly better showing that adapters are better able to utilize the pre-training knowledge of the entire network.

### 5. DISCUSSION & CONCLUSION

This work provides an insight into how self-supervised speech models can be utilized in a more parameter efficient manner without sacrificing performance. When transferring to a downstream task, fine-tuning the majority of the model is still generally the best performing method. However, using adapters instead of fine-tuning achieves close to that performance with a fraction of parameters and takes less training time. This allows quicker and cheaper experimentation with models such as wav2vec 2.0 and HuBERT, and increases scalability to multiple tasks, for example multi-lingual ASR. More work could be done on utilizing adapters for additional tasks such as speaker recognition and speech translation.

Ablations show that it is unnecessary to transfer all layers of the network to the downstream task, only the top N layers, thereby supporting the theory that the higher layers of these pre-trained networks encode more phonemic information. Adapters are better able to utilize pre-trained information as we achieve better performance with one layer of adapters, than with one layer of fine-tuning, and best performance comes from adapting fewer layers compared to fine-tuning.

While we are the first to utilize adapters in this way for speech, our findings are similar to those in the NLP domain [4][5]. It would be interesting to perform the same layer ablations in the NLP domain. More broadly, we show that the speech domain can benefit from future NLP work on SSL.
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